Fluid-Dispersed 2D Material Composites for Integrated Optoelectronic and Photonic Devices by Hogan, B
 
 
Fluid-Dispersed 2D Material Composites for 





Submitted by Benjamin Thomas Hogan to the University of Exeter  
as a thesis for the degree of  
Doctor of Philosophy in Physics/Engineering (CDT) 
In August 2019 
 
 
This thesis is available for Library use on the understanding that it is copyright material and that no 
quotation from the thesis may be published without proper acknowledgement. 
 
 
I certify that all material in this thesis which is not my own work has been identified and that no 








 In this thesis, fluid dispersed two-dimensional (2D) material composites with the potential for 
integration with optoelectronic and photonic devices are looked at. By considering the existing 
literature, three key areas that require further development are identified. Firstly, new materials with 
improved properties (faster switching, facile reconfigurability, etc.) are required to enable the 
development of new devices with improved performance over the state-of-the-art. Fluid dispersed 2D 
material composites are then synthesised by two routes: dispersing 2D materials in a nematic liquid 
crystal host, and using 2D materials dispersed in an organic solvent as the mesogens of a liquid crystal 
phase. By dispersing 2D materials such as graphene, graphene oxide, and transition metal 
dichalcogenides in a nematic liquid crystal, one can take advantage of the orientational 
reconfigurability of the liquid crystal to controllably reorient the dispersed 2D materials. The 
properties of the fluid composites are also investigated – namely the switching time, threshold 
voltage, critical temperature and dichroism properties. Switching times, threshold voltages, and 
critical temperatures were found to compare favourably to the pure liquid crystal independent of the 
dispersed 2D material. Dichroism measurements were inconclusive, but demonstrate possible 
suppression or enhancement of the dichroism of the pure liquid crystal under the correct 2D material 
doping conditions. Liquid crystals based on tungsten disulfide dispersed in organic solvents by a 
scalable liquid phase exfoliation method were also synthesised. The particle sizes were analysed by 
scanning electron microscopy, atomic force microscopy, optical microscopy, Raman spectroscopy, and 
dynamic light scattering. Dynamic light scattering results are particularly promising as this technique 
has not previously been successfully applied to the determination of sizes of high aspect ratio particles. 
The linear and circular dichroic properties of the tungsten disulfide liquid crystals were also 
considered. Particularly interesting is the emergence under applied magnetic field of circular 
dichroism, suggesting a helical alignment of the dispersed 2D material particles. Secondly, a new 
characterisation technique to analyse particle positions using Raman spectroscopy was developed. 
Microfluidic structures were designed to maximise the Raman signal intensity for the different Raman 
bands of 2D materials by numerically analysing the expected Raman intensity via a scattering matrix 
method. The enhancement was experimentally verified. It is then shown that integrated 2D material 
particles can be dynamically controlled through the application of electric field, or by the use of a laser. 
How the Raman signal varies as a function of the particle position within the microfluidic cavity is 
considered. It is demonstrated that this variation can be used, by combining numerical analysis with 
experimental data, to track particles first in one dimension and then in two dimensions. A discussion 
of how three-dimensional tracking would be achieved is also presented. Consideration of how the 
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particle alignment angle could further affect the Raman signal is included. The effect of having arrays 
of multiple particles, rather than a single particle, is also considered. The laser focus position is shown 
to affect only the intensities of the Raman signal, rather than the ratios between the intensities of the 
different peaks. Further analysis shows how the shape and size of the particle can affect the Raman 
signal intensity. A technique is presented to extract the concentration of fluid dispersed particles from 
Raman spectra, by considering only the Raman bands of the fluid. Finally, the possible applications of 
2D material fluid composites are looked at, focusing on optoelectronic and photonic devices. Highly 
uniform thin films are produced from tungsten disulfide liquid crystalline dispersions. These films are 
then transferred to a variety of substrates. The terahertz regime performance of the tungsten disulfide 
thin films shows great promise for their future use in terahertz generation and detection applications. 
Unstable Q-switched lasing operation can also be observed for thin films transferred to silver mirrors 
and used to form a laser cavity. Methods for how the thin films can be integrated with photonic 
structures such as waveguides and microring resonators are discussed. Analysis is presented for how 
the integration of graphene or transition metal dichalcogenides on top of the photonic structures can 
affect their resonance and absorption properties, depending on the film area and thickness. The future 
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Two-dimensional (2D) nanocomposite materials with dynamically tunable functional 
properties have recently emerged as a novel, highly promising class of optoelectronic materials, 
opening up new routes not only for the emerging field of photonic metamaterials but also to chip-
scale multifunctional complementary metal-oxide-semiconductor (CMOS) photonics metadevices1–4. 
However, CMOS compatible integration of 2D nanoparticles into electronic-photonic circuits is still a 
huge challenge. Dispersions of 2D materials in a host fluid open up new pathways to overcome this 
barrier5.  
The recent development of nanocomposites consisting of fluid-dispersed, atomically thin, 
two-dimensional materials has sparked a great level of interest as a promising in-situ tailored meta-
material device platform for the next generation of multi-functional (opto)-electronic systems  with a 
wide range of important applications, such as renewable energy, optical communications, bio-
chemical sensing, and security and defence technologies1,6–9. Dynamically controlled three-
dimensional self-assembly of suspended 2D liquid-exfoliated nanoflakes not only provides a 
breakthrough route for technological realisation of 2D material based 3D device architectures10–12, but 
Figure 1:  A possible device based on a CMOS photonic circuit coupled to a microfluidic layer 
integrating dynamically reconfigurable 2D material metastructures, with in-situ micro-
spectroscopy detection and monitoring. 
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also their fluidic nature allows CMOS-compatible back-end integration on chip using microfluidic 
technology13. This opens up almost limitless possibilities in the fabrication of compact and low-power 
systems for the realisation of commercially viable, miniaturised, multi-functional light-management 
devices, for example light sources14, tuneable optical filters15 and nanoantenna phased arrays16. An 
example of a possible device is shown in Fig. 1, in which dynamically reconfigurable 2D material fluid 
metastructures are integrated into a microfluidic system and coupled with a CMOS photonic circuit. 
The combination of conventional CMOS photonic technology with novel microfluidic structures would 
lead to great advances in device functionality, leading to significant enhancement of the viability of 
CMOS photonics replacing conventional electronics in everyday applications. Due to recent advances 
in CMOS photonics, the practicable application of any 2D material fluid composites, in particular those 
dispersed in liquid crystals (LCs), in microfluidic electronic-photonic devices is technologically viable. 
2D material fluid composites also open up other possibilities, for instance the development of highly 
uniform thin films which can then be transferred to substrates for device integration. 
In this thesis, the different scientific paradigms relevant to the synthesis, characterisation, and 
application of 2D material fluid composites (Section 2) are outlined. Then, the current and prospective 
applications of 2D material fluid composites in relation to the existing literature, and the key scientific 
challenges that remain to be explored (Section 3) are discussed. Section 3 is largely drawn from the 
review article “2D material liquid crystals for optics and photonics”, published in the Journal of 
Materials Chemistry C17 and primarily authored by the author of this thesis. It is shown that 2D 
material liquid crystal composites can be synthesised by two routes. In Section 4.1, nematic liquid 
crystals doped with dispersed 2D materials are considered. The synthesis of the materials is described, 
and their key properties in relation to applications in optoelectronic and photonic devices are 
analysed. In Section 4.2, the first ever synthesis of dispersions of tungsten disulfide in organic solvents 
showing a liquid crystal phase is described. Consideration is given to the particle sizes present in the 
liquid crystal phase, in particular discussing the use of dynamic light scattering to extract information 
on the aspect ratios of 2D materials. Analysis of the optical properties of the tungsten disulfide liquid 
crystals, including the unexpected circular dichroism is presented. Section 4.2 is built upon results in 
the Nanoscale article “2D WS2 liquid crystals: tuneable functionality enabling diverse applications”18, 
primarily authored by the author of this thesis, and wherein all experimental work described in this 
section was undertaken by the author. 
In Section 5, a new characterisation technique is developed, based on Raman spectroscopy, 
in order to ascertain information about the positions and alignment of 2D material particles dispersed 
in fluids. In Section 5.1, microfluidic structures to enhance the Raman signal from the 2D materials are 
designed, and experimentally confirm the enhancement. It is also shown that integrated 2D material 
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fluid composites can be dynamically controlled using either applied electric fields, or by laser 
excitation. In Section 5.2, it is demonstrated that the enhanced Raman signal is utilised to enable the 
tracking of particle positions in one and two dimensions respectively, and a discussion of how the 
technique would be further applied to three-dimensional particle tracking is included. Sections 5.1 
and 5.2 are based on the Scientific Reports article “Dynamic in-situ sensing of fluid-dispersed 2D 
materials integrated on microfluidic Si chip”5, for which the author of this thesis was the first author 
and undertook the majority of simulation and experimental work. In Section 5.3, analysis of how other 
geometric properties of the particle, or experimental considerations, can influence the Raman signal 
intensity is given. Specifically, consideration is given to how particle rotation and angle, the presence 
of arrays of multiple particles, the focus of the laser, or changing the material under investigation can 
modify (or otherwise not) the Raman spectrum of the sample. In Section 5.4, it is shown that the shape 
of the particle strongly influences the Raman signal, demonstrating potential for shape analysis via 
Raman spectroscopy. In Section 5.5, a method to extract the concentration of dispersed particles from 
the Raman spectra by only looking at the Raman bands of the host fluid is presented. 
In Section 6, the first applications of the developed 2D material fluid composites are 
considered. In Section 6.1, the production of thin films of tungsten disulfide using the liquid crystal 
phase dispersions is described. The developed thin films show remarkable uniformity when compared 
to those produced from non-liquid crystalline dispersions. In Section 6.2, the terahertz transmission 
properties of the developed thin films are investigated, and are found to show strong potential for 
future applications in terahertz generation and detection. Sections 6.1 and 6.2 amalgamate work 
published in the Nanoscale article “2D WS2 liquid crystals: tuneable functionality enabling diverse 
applications”18 and the Nanoscale Research Letters article “Transmission Properties of FeCl3-
Intercalated Graphene and WS2 Thin Films for Terahertz Time-Domain Spectroscopy Applications”19. 
The author of this thesis prepared all thin films in section 6.1, and assisted with the experimental 
measurements and analysis of terahertz transmission properties in section 6.2. In Section 6.3, 
consideration is given to potential laser cavity applications of the thin films. It is shown that unstable 
Q-switched lasing can be achieved using the tungsten disulfide thin films as saturable absorbers 
coated on the mirrors forming the laser cavity. In Section 6.4, a study of the prospective integration 
of 2D materials with photonic structures such as waveguides and microring resonators is presented. 
The route to integration of the thin films, and the expected properties obtained for the photonic 
structures after integration are discussed. It is shown that the integration of the 2D materials can 
modify the effective refractive index of the photonic structures, and that the resonance of the 
structures can therefore be tuned. Section 6.4 is based on the Proceedings of SPIE article “2D materials 
integrated in Si3N4 photonics platform”20, where the author of this thesis contributed to the modelling, 
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simulation and data analysis. In Section 7, the future prospects for the development and application 
of 2D material fluid composites in relation to optoelectronic and photonic devices are outlined. Where 
not specifically mentioned previously in this introduction, all results in this thesis are as yet 




2. Background and Context. 
The development of future optical and photonic technologies will demand a significant 
increase in the ease of component integration and energy efficiency, far greater than that achievable 
using conventional optical components and silicon photonics. Such a level of integration can be 
achieved by embedding the data-processing and flow control functionalities at the material level. 
Devices where this is achieved are termed ‘metadevices’21. Photonic metadevices show great potential 
for replacing conventional electronics in a wide range of applications- from telecommunications to 
computing- with the prospect of becoming a ubiquitous technological paradigm in the years to come21. 
The development of facilely reconfigurable photonic and optoelectronic materials is a key goal for the 
development of multi-functional photonic metadevices. To enhance potential device functionality, it 
is also desirable to find materials or technologies that allow dynamic tuning of their properties across 
broad ranges rather than the simple on/ off states achievable with conventional photonic systems. 
Ideally, these materials should combine this tunability (that is, the ability to controllably change the 
materials’ properties) with rapid (on the order of ns) switching times and complete reversibility of the 
switching processes. 
One possibility for achieving reconfigurable photonic materials is the use of so-called phase 
change materials, where the reconfigurability is achieved by switching from one phase to another 
under some applied external stimulus which modifies the temperature of the material21,22. This 
technology initially found applications in optical disks (CDs, DVDs), where the fast write time for 
changing the state, relatively high potential data density and ability to be rewriteable were significant 
advantages23. Typically, the thermal excitation is achieved using a laser pulse, but can also be provided 
electrostatically or by any other method by which heat can be transferred to the sample23. The phase 
change can be either a liquid-solid change or a solid-solid change, whereby the molecular structure is 
reconfigured from an amorphous state to an ordered crystalline state and is a reversible process. 
Different phase change materials have been developed for which the temperature required to change 
the phase as desired can span a large range of possible values21,22. On changing the phase of the 
material, the refractive index for the material is altered. On-Off tunability of the refractive index gives 
rise to potential applications as a reconfigurable photonic material. However the binary nature of the 
tunability (one phase considered as an ‘off’ state and the other as an ‘on’ state) limits the achievable 
possibilities. Additionally, when reconfiguration is induced by light (the most common case) the 
minimum domain size at which domains of different phases can be achieved is limited by the minimum 
spot size achievable by the focussing of the light onto the material. 
Another option that has been considered is microelectromechanical systems (MEMS), where 
reconfigurability is achieved by the physical displacement of components of the system under an 
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applied stimulus.21,24 MEMS are typically made up of components of micron sizes2. The large surface 
area to volume ratio means that surface effects dominate the interactions of MEMS components2. 
MEMS components can be constructed using a range of materials including metals, polymers and 
ceramics but the most common material used is silicon2 due to its ubiquitous use in integrated circuits 
and advantageous physical properties (facile deposition and patterning, high thermal and mechanical 
stability). MEMS components are typically manufactured by standard lithographic techniques. MEMS 
components have been developed which act as thermal actuators, piezoelectric actuators and 
resonistors21. However, MEMS technology is limited by the lithographic processes required as well as 
material limitations at small size scales where a device’s mechanical properties are less stable and 
devices themselves less durable2. MEMS devices have been fabricated for the tuning of transmission 
lines of a material21. They have also been used for the switching of terahertz metamaterials using 
micro-actuators to control separations of microstructures25,26. Using flexible substrates when 
manufacturing devices can allow for indirect reconfiguration of structures by manipulation of the 
substrate27. 
To develop a reconfigurable photonic material capable of non-binary switching, with fast response 
time and a fine degree of spatial control, one can look to combine a number of existing technological 
paradigms to develop a novel approach towards developing optoelectronic materials. The critical 
paradigms to this approach are as follows: silicon photonics, 2D materials, liquid crystals, microfluidics, 
and metamaterials concepts. 
2.1 Silicon photonics. 
 Silicon photonics is a category of photonic systems using silicon as the optical medium28,29. 
The silicon can be patterned with a micron or sub-micron pattern to define the photonic components. 
Typically, silicon photonics are engineered to operate at the 1.55 µm wavelength used in most fiber 
optic telecommunications29 which corresponds to a band of very low absorbance for silicon. Silicon 
photonic devices are typically manufactured on silicon on insulator (SOI) where the silicon device layer 
is supported on a silicon dioxide (SiO2) insulating layer30. The main advantage of silicon photonics is 
that as silicon is already used as the substrate in most integrated electronic circuits, it is easy to create 
hybridised devices combining traditional electronic components with novel optical components 
making use of silicon photonics to enhance device functionality. 
 Silicon is transparent to electromagnetic radiation with wavelengths above 1.1 µm and has a 
very high refractive index (around 3.5) in this range30. This high refractive index allows for tight optical 
confinement in silicon components with dimensions of only a few hundred nanometres31. This means 
that single mode waveguides with subwavelength dimensions can be designed. The insulating silicon 
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dioxide layer has a much lower refractive index (around 1.44 in the same range30) meaning that total 
internal reflection can be achieved for a very broad angular range at the interface between the silicon 
waveguide structures and the silica layer. The silica layer is also used to optically isolate the silicon 
device layer from the bulk silicon of the wafer on which the devices are fabricated. There are strong 
dielectric boundary effects resulting from the confinement of the light within a silicon waveguide. 
These effects greatly affect the optical dispersion relation such that by careful design of the waveguide 
geometry the dispersion can be tailored to give properties as desired. 
 For applications in the visible range, silicon is no longer a useful material due to its strong 
absorbance of light at visible wavelengths. Silicon nitride (Si3N4) however shows far less absorbance 
in this range while retaining similar properties and interactions to those seen for silicon in the infrared. 
Therefore, for visible range photonics silicon nitride can present a suitable candidate material for the 
fabrication of waveguiding structures. Liquid crystals have also been shown to present a suitable 
candidate for fabricating waveguide structures and can be easily integrated with conventional silicon 
photonics32. Silicon photonics provides a basis for defining waveguiding structures and nanoscale 
control of light, but suffers from a lack of tunability and dynamic response. 
2.2 Two-dimensional materials. 
Since the advent of graphene in 200433, when a monolayer of the material was first isolated 
and characterised, there has been an explosion in the investigation of a wide range of atomically thin 
(two-dimensional) materials. Two-dimensional materials are intrinsically nanomaterials, as by 
definition one of the dimensions must be on the order of nanometres. In addition to graphene 
(exfoliated from graphite), materials that can be reduced to monolayer size have been shown to 
include: graphene oxide (from graphite oxide); transition metal dichalcogenides (TMDCs) including 
MoS2, WSe2 and MoTe2; hexagonal boron nitride (h-BN) amongst others. The possibilities for 
applications of these materials are almost limitless, owing to the diverse properties that they show. 
The monolayer nature of the materials means that they absorb very little incident light. The varied 
properties of 2D materials provide a basis for multifunctional light management devices across a wide 
range of applications. Their 2D geometry allows for the possible assembly of complex 3D structures 
while also providing possibilities for low power consumption and minimal signal losses in device 
applications. In this thesis, various terminology is used to describe the materials. Particles refers to a 
piece of material of any arbitrary shape and size (including thickness), unless additional descriptions 
are given. Flakes and platelets refer to pieces of material where one dimension is significantly smaller 
than the other two. Agglomerates refers to the grouping of multiple individual particles. In this section, 
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the synthesis routes enabling the production of 2D materials are detailed, and further discussion of 
the key characteristics of the 2D materials pertinent to this thesis is presented.  
Synthesis methods for 2D materials. 
There are several methods by which 2D materials can be exfoliated, each with their own 
advantages and disadvantages. Firstly, a mechanical cleavage method can be used (the so-called 
‘sticky-tape’ method) where layers are separated by adhering one layer to a sticky surface and 
mechanically peeling it away from the bulk33. This method produces very pure materials with few 
defects induced and can also give relatively large areas of material coverage. However, this method 
has poor scalability and production of large quantities of 2D material is extremely time intensive. 
Alternatively, a vapour deposition method can be used where a 2D material is grown directly on a 
substrate from vapourised precursor molecules at very high temperatures34–37. This method can 
produce large areas of 2D material and can be scaled to produce large quantities. However, there are 
numerous sources for the introduction of defects in the material including substrate induced defects 
and impurities in the vapours used amongst others. The material must be transferred from the 
substrate after deposition which can be problematic.  
Liquid phase exfoliation is a method where a bulk material is dispersed in a solvent and then 
layers are broken apart6,38–40. In most cases, the layers are broken apart using ultrasonication where 
high frequency sound waves are transmitted through the solution6,38–44. The sound waves induce the 
formation of bubbles and cavities between layers which break the layers apart as they expand. 
However, they also cause strains in the material which cause intralayer cleavage of the particles, 
reducing the lateral sizes of the products obtained after exfoliation38,45. The solvent used for liquid 
phase exfoliation using ultrasonication should be chosen so that it’s Hansen parameters closely match 
those of the material to be exfoliated to maximise the yield of the exfoliation40. The Hansen 
parameters, or Hansen solubility parameters, of a material give an indication of whether or not it can 
be stably dispersed in a solution. A given unit (molecule, nanosheet etc.) of a material has three 
predominant energetic interactions with a solvent: non-polar dispersive forces 𝐸 𝐷, polar cohesive 
energy 𝐸𝑃, and hydrogen bonding 𝐸𝐻. Summing these interactions gives a total cohesive energy 𝐸: 
E  =  𝐸 𝐷 +  𝐸𝑃   +  𝐸𝐻  . (1) 
The individual energy values should be scaled to the volume 𝑉 of the unit. The square root of the 
scaled energy value is a Hansen solubility parameter 𝛿. The three Hansen solubility parameters have 
the form: 
δ  =  √𝐸 V⁄ . (2) 
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The summation of the squares of the three individual Hansen solubility parameters gives the 





This can be used to express a Flory-Huggins parameter46 for the interaction between a solvent (terms 
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where 𝑉0 is the solvent molecular volume and 𝑘𝐵 is the Boltzmann constant. The Flory-Huggins 
parameter is directly related to the enthalpy of mixing. As such, a value of the parameter closer to 
zero indicates that the material will disperse more readily (with greater energetic favourability) in the 
solvent. It is clear that to minimise the Flory-Huggins parameter, the individual Hansen solubility 
parameters for the solvent and the material should be matched as closely as possible. Hence for a 
material to be dispersed in a solvent effectively, the three contributing Hansen parameters should be 
considered. 
 The use of intercalating surfactants to weaken the interlayer forces before exfoliation can 
greatly increase the yield of the exfoliation6,39, but the subsequent removal of the surfactant is liable 
to damage the quality of the exfoliated product. It has also been reported that the parameters of the 
sonication process itself impact significantly on the dispersion of carbon nanotubes47 (although has 
not been reported for 2D material exfoliation). Hence it is suggested that parameters of the solvent 
such as vapour pressure, viscosity, surface tension and density are important considerations for the 
sonication process. However, it should be noted that there is a difference between dispersing (as done 
for the nanotubes) and exfoliating (as desired for 2D materials), and that there is no evidence to 
suggest that consideration of the sonication parameters of the solvent are more important to 
Figure 2.1: a) A dispersion of a bulk 2D material in an organic solvent showing the low solubility of 
large, unexfoliated particles. b) Schematic of the liquid phase exfoliation of bulk layered materials 
to low- or two-dimensional particles. Beginning from agglomerates dispersed in the solvent (bulk 
material), ultrasonication is used to exfoliate down to smaller flake sizes. Centrifugation then 
aggregates the largest particles, with the smallest remaining suspended in the solution. 
Fractionation then allows the selection of aliquots containing c) the resultant homogeneous 
distributions of similarly sized particles.   
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successful exfoliation than the minimisation of the Flory-Huggins parameter. In any case, many of the 
mentioned properties of the solvent are in themselves related to the terms in the calculation of the 
Flory-Huggins parameter. Other than ultrasonication, other methods have been developed for liquid 
phase exfoliation, including strong acid induced oxidation reactions causing cleavage48 and freezing of 
water intercalated layered structures where expansion of water as it freezes causes interlayer 
cleavage49. Following exfoliation, particles of specific sizes can be isolated by centrifugation of the 
dispersion50,51, solvent induced selective sedimentation52 or by pH-assisted selective sedimentation53 
amongst others. The general process for the liquid exfoliation of 2D materials is outlined in Fig. 2.1. 
Materials of interest for optoelectronics and photonics that can be reduced to few-layer or monolayer 
by means of liquid phase exfoliation encompass a broad range; from graphene and its derivatives to 
transition metal dichalcogenides, metal oxides and hexagonal boron nitride amongst many others. 
Graphene. 
Graphene can be exfoliated from bulk graphite owing to the weak van der Waals interactions 
between layers in graphite54. Graphene is an allotrope of carbon consisting of a two-dimensional 
hexagonal lattice with a single carbon atom at each vertex. The carbon atoms in graphene are sp2 
hybridised in-plane with these sp2 electrons forming three carbon- carbon bonds. The final p orbital is 
unhybridised and directed out of the plane. For a graphene sheet these out of plane p orbitals form 
the delocalised π and π* bands which are responsible for graphene’s exceptional electronic 
properties. Pristine graphene is a zero-gap semiconductor, where the conduction and valence bands 
meet at the six Dirac points in momentum space55. Graphene displays exceedingly high electron 
mobility at room temperature, with values greater than 15,000 cm2V-1s-1 reported56. Although there is 
an intrinsic limit of 200,000 cm2V-1s-1 at room temperature due to phonon scattering46, this still 
represents orders of magnitude improvement over typical metallic conductors. Monolayer graphene 
absorbs approximately 2% of light across the visible spectrum, although it strongest absorbance is at 
red wavelengths56. The band gap in graphene can be tuned by either chemical doping or by an applied 
voltage. 
Graphene oxide. 
 Graphene oxide (GO) is the 2D material produced by the exfoliation of graphite oxide57. 
Graphite oxide is produced by treating bulk graphite with strong oxidising agents (mostly strong acids) 
in a process known as the modified Hummers’ method54,58. Maximum oxidation of the graphite results 
in a carbon to oxygen ratio between 2.1 and 2.9. Graphite oxide retains the layered structure of 
graphite but the interlayer spacing is increased and no longer regular for bulk graphite oxide. The 
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oxidation of graphite introduces three types of oxygen containing functional groups to the structure: 
epoxy bridges (oxygen bridging between two carbons on the surface of a graphitic sheet), hydroxyl 
groups (on either the surface or the edges) and carboxyl groups (on the edges of the graphitic 
sheets)59. Graphene oxide can be exfoliated from bulk graphite oxide analogously to graphene from 
graphite54,57. However, the intercalation of the graphitic carbon sheets by oxygenated functional 
groups results in graphene oxide being more readily exfoliatable. This means that graphene oxide can 
be exfoliated to few layers and even monolayer in large quantities without the use of additional 
surfactant molecules42,44. Graphene oxide possesses nonlinear optical properties of significant interest 
for applications in ultrafast photonics and optoelectronics. While other 2D materials also possess non-
linear properties, the relatively facile production of graphene oxide, and greater magnitude of non-
linear effects make graphene oxide a prime candidate for nonlinear applications. The saturable 
absorption can be used for pulse compression, mode locking and Q-switching of laser systems60. The 
large observed Kerr effect introduces possibilities in all-optical switching and signal regeneration and 
hence optical communications devices61. The nonlinear optical properties of graphene oxide can be 
tuned by controlling the carbon to oxygen ratio of the material62, this tuning has been achieved using 
laser irradiance to reduce the material. The addition of metallic nanoparticles has been shown to 
greatly enhance the nonlinear response of graphene oxide in solution63. 
Molybdenum disulfide. 
Bulk molybdenum disulfide (MoS2) consists of layers of molybdenum atoms bound to six 
sulfide ligands in a trigonal prismatic coordination sphere64,65. The layers are held together by weak 
van der Waals interactions between the layers of sulfur atoms and therefore present an ideal 
candidate for reduction to few-layer or monolayer materials. Cleavage to monolayer is typically 
achieved using mechanical exfoliation methods but few-layer material can be readily attained using 
liquid-phase exfoliation methods66. Molybdenum disulfide is mostly unreactive and shows long term 
stability in air. Molybdenum disulfide is insoluble in water. MoS2 is an indirect bandgap semiconductor 
with a band gap of 1.23 eV in its bulk form67 but the monolayer form has a direct bandgap of 1.8 eV 68 
so can be used in switchable transistors and photodetection devices64. MoS2 can emit light opening 




In its bulk crystalline form, tungsten disulfide (WS2) consists of dark grey hexagonal crystals 
built up of layered sheets held together by van der Waals forces. Within each individual sheet (Fig. 
2.2), the tungsten has a trigonal prismatic co-ordination geometry, while the sulfur has a pyramidal 
co-ordination, such that each sulfur bridges between three tungsten centres, whilst each tungsten is 
bonded to six sulfurs. Dating back 60 years, the bulk crystalline form found applications as a catalyst 
for numerous reactions69,70. More recently, significant interest was generated from the discovery that 
WS2  can form nanotube structures analogous to carbon nanotubes, representing the first inorganic 
nanotubes to be discovered71.  However, with the current explosion in the investigation of 2D 
materials, it is the van der Waals layered nature of WS2  that generates the greatest interest9,72. The 
weak nature of the interlayer bonding makes it a prime candidate for exfoliation to few- or single-
layered flakes of high aspect ratio. Whereas bulk WS2 is an indirect bandgap semiconductor, with a 
bandgap of around 1 eV, monolayers possess a direct bandgap of 1.8 eV. This direct bandgap presents 
a significant advantage for applications over graphene which has no bandgap. 
Other transition metal dichalcogenides. 
Tungsten diselenide (WSe2) adopts a hexagonal crystal structure similar to that of 
molybdenum disulphide, with each tungsten atom covalently bonded to six selenium ligands within a 
trigonal prismatic co-ordination sphere65,73. The material is layered with the separate layers held 
together with only van der Waals forces. Tungsten diselenide is a very stable semiconducting 
material65,73. Pure tungsten diselenide has a band gap of around 1.35 eV at room temperature73. 
Monolayers of WSe2 are transparent photovoltaics with light emitting diode properties65,73. The 
doping of the materials can be tuned from p-type to n-type under an applied external field, allowing 
tuning of the band gap of the material in-situ65,73. Molybdenum ditelluride (MoTe2) has a similar 
structure and bonding scheme to molybdenum disulfide65. It is a semiconductor with a band gap of 
1.1 eV for a monolayer compared to 0.9 eV in the bulk74. MoTe2 has been shown to fluoresce74. MoTe2 
is unstable in air and will gradually oxidise to form molybdenum dioxide. A wide variety of other TMDC 
Figure 2.2: Top, side and 3D views of the bonding structure of tungsten disulfide. Tungsten atoms 
are represented in blue and sulfur in yellow.  
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materials have also been synthesised and present a broad range of exploitable properties while 
retaining the layered bulk structure that enables exfoliation to few-layer.  
Hexagonal boron nitride. 
 Hexagonal boron nitride (h-BN) is the most stable crystalline form of boron nitride. It has a 
hexagonal lattice and a layered structure similar to graphite and hence it is often referred to as 
graphitic boron nitride. The boron and nitrogen atoms contained within each layer are held together 
by strong covalent bonds whereas the separate layers are held together by van der Waals forces only. 
This makes it an ideal candidate for reduction to monolayer65. Compared to graphene, h-BN has 
reduced delocalisation of the sp3 electrons resulting in a large band gap and a lack of colour. 
Importantly, it also shows considerably reduced conductivity. Under an applied voltage, h-BN is an 
emitter of UV light and therefore shows potential for applications in in-situ light generation devices75. 
Exfoliation of bulk h-BN is typically undertaken mechanically resulting in mostly few-layer h-BN but 
some monolayer domains are typically obtained also46,76. Monolayer h-BN has been shown to be a 
good proton conductor with a high proton transport rate77.  
2.3 Microfluidics. 
 Microfluidics is a technological area concerned with the manipulation of low volumes of 
liquids by either movement, mixing or separation78,79. There are two main categories of microfluidic 
system; passive microfluidics, where the fluid is manipulated by capillary forces or by some external 
actuation (such as centrifuging the microfluidic system), and active microfluidics where the fluid is 
manipulated through the use of active components such as pumps or valves. Microfluidic structures 
can be manufactured on a wide range of 
substrates, from silicon-on-insulator (Fig. 
2.3) through to flexible polymers such as 
polydimethylsiloxane (PDMS) using 
conventional lithographic techniques79,80.  
 In microfluidic systems, the surface 
tension and fluidic resistance dominate the physical processes the fluid undergoes78,79. This can result 
in the appearance of interesting properties in microfluidic systems that are not observed in 
‘macrofluidic’ counterparts. In particular, fluids in microfluidic channels are often defined by a very 
low Reynolds number such that laminar flow is observed rather than turbulent flow. This presents 
challenges to the mixing of liquids in microfluidic systems where the mixing is therefore diffusion 
controlled79,80. However, despite this challenge, microfluidic systems present a method for a fine 




degree of in-situ control over liquid samples81. Microfluidics technology allows the integration and 
control of liquid materials into defined structures on a range of substrates. 
2.4 Metamaterials concepts. 
 Metamaterials are materials that are specifically engineered to have a property not found in 
nature21. They are typically constructed from assemblies of multiple elements arranged in repeating 
patterns with scales less than the wavelengths with which they are designed to interact. Control of 
the precise shape, geometry, size and orientation of the individual elements and the overall ensemble 
allows the manipulation of electromagnetic waves, for example, by absorption, enhancement or 
redirection. Photonic metamaterials have typical feature sizes on the order of nanometres and are 
optimised to interact with light covering the terahertz, infrared and visible regions of the 
electromagnetic spectrum. Metamaterial absorbers have been developed where the imaginary 
component of the permittivity is manipulated by careful design of the feature sizes and array 
dimensions of a metamaterial lattice to facilitate the maximal absorption of incident electromagnetic 
radiation82. A photonic crystal is a periodic structure where the period is on the order of the photonic 
wavelength83. Photonic crystals can be fabricated in one, two or three dimensions. Tuning the 
photonic crystal lattice parameters can allow for control of the wavelength of propagating 
electromagnetic waves. A photonic crystal has an associated photonic band structure which 
determines whether photons of a particular wavelength can propagate through the structure. 
Propagating wavelengths are known as modes. Groups of allowed modes form bands, disallowed 
bands of wavelengths are known as bandgaps. The use of photonic crystal structures allows low-loss 
waveguiding of the allowed modes. Metamaterials concepts present opportunities for the 
development of novel nanostructures for the modulation of light in photonic circuits. 
2.5 Liquid crystals. 
 The liquid crystal phase is a phase of matter that exists for a variety of molecules and 
materials, depending on their geometric and chemical properties, with characteristics intermediate to 
those of a conventional crystalline solid and a liquid84,85. Liquid crystals (LCs) have found use in a variety 
of applications through the years (Fig. 2.4). The liquid crystal phase was initially described by Austrian 
botanist Friedrich Reinitzer in 1888 when looking at the properties of cholesterol derivatives86,87, 
although some credit also goes to Julius Planer, who reported similar observations 27 years prior88,89. 
This new and distinct state of matter was then identified as the "liquid crystal phase" by Otto Lehmann 
in 1890 and in 1904 the first commercially available LCs were produced by Merck-AG90. Over the 
following 18 years, scientists established the existence of three distinct liquid crystalline phases 
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(nematic, smectic and cholesteric)90 but, with no applications of note forthcoming, the study of LCs 
was halted. For the next 30 years, the scientific community ignored LC materials, considering them as 
an interesting curiosity. However, following a renaissance in liquid crystal science in the 1950s, the 
previously scientific curiosity has become a ubiquitous part of the modern technology landscape. 
During the 1950s, the invention of the first cholesteric LC temperature indicators, as well as advances 
in analytical metrology, cancer diagnostics and non-destructive material testing methods drove a new 
era in liquid crystal science. By 1962, liquid crystals were already finding applications in state-of-the-
art laser devices utilising  the switchable orientation of the LC molecules, despite the relative youth of 
laser science. However, the most important technological innovation came in 1965 with the 
development of the first LC displays (LCDs) by George H. Heilmeier91–93, although the usability and 
application of LCDs was limited initially. Subsequently, twisted nematic LCDs developing  initially (1969 
- 1971) from the work of Martin Schadt, advanced the field further and began to be incorporated in 
devices91–93. Significant breakthroughs in the evolution of liquid crystal technologies occurred in the 
1980-1990s and continue to have a profound impact on day-to-day life: the miniaturisation of display 
technologies facilitated the development of portable PCs, mobile telephones and countless other 
innovations91–93. From the 1990s onwards, much larger LCDs have appeared while advances in the 
technology have allowed the production of high resolution small-scale displays. Since the start of the 
new millennium, LCs and recently discovered 2D material LCs have come into demand as 
Figure 2.4:  Timeline of the history of liquid crystal phase applications, from their discovery to the 
present day. (Images reproduced with permission from: Mitov, ChemPhysChem, 2014227, (© 2014 
Wiley-VCH); Xu & Gao,  Nature Communications,  201198 (©2011 Nature Publishing Group); He et 
al, Nanoscale, 201411 (©2014 The Royal Society of Chemistry); Jalili et al,  ACS Nano,  201310 (©2013 
American Chemical Society)). 
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optoelectronic and photonic materials5,94–97. They have, as such, been studied from natural sources 
such as can be found in beetles, as well as in polarisation-selective waveguiding and in holography. 
The discovery of graphene in 2004 opened up new avenues for LC science and, since 2010, the 
emergence of LCs combined with 2D materials has opened applications in developing 2D material 
fibers98, reflective displays11, deposition of uniform layered structures10, and as a platform for novel 
optofluidic devices5. The future of the field promises to revolutionise fields from CMOS photonics, to 
metastructures and metadevices and wearable technologies.  
Liquid crystals flow like a liquid but have an ordered arrangement of their molecules as is 
typical of a solid. Liquid crystals are in general birefringent materials such that the optical response of 
the material is different for different molecular orientations relative to the incident light. When 
viewed under polarised light, a liquid crystal will appear to have a distinct patterned texture, which 
exists where domains of different molecular orientation are formed with different optical properties 
as a result. 
 To describe the anisotropic structure of a liquid crystal, a unitless vector called the director 
can be introduced to represent the average direction of preferred orientation of the molecules at any 
given point85. Each domain of the liquid crystal phase will have a separate director and this different 
ordering of the molecules determines the different optical response of separate domains. The 
properties of a liquid crystal phase are also determined by the how closely aligned individual 
molecules are to the local director. An orientational order parameter 𝑆 can be used to quantify this 
alignment, given by; 
𝑆 =  〈
3𝑐𝑜𝑠2𝜃 − 1
2
〉 ; (5) 
       
where 𝜃 is the angle between the molecular alignment axis and the local director for an individual 
molecule 𝑆 = 1 defines a perfectly aligned homogeneous phase whereas 𝑆 = 0 suggests a completely 
random isotropic phase. The possibility of the existence of a liquid crystal phase stems principally from 
the geometric structure of the molecules in the material as well as the chemical functional groups 
present in the molecule. However, there is more than one type of possible liquid crystal phase. Liquid 
crystals can be divided into three broad categories: thermotropic, lyotropic and metallotropic . These 
categories are defined by the conditions required for the liquid crystal phase to exist. Within each of 
these categories, different liquid crystal phases (defined by the pattern of the ordering of the 
molecules) can exist. Liquid crystal phases can be distinguished by their unique Schlieren textures- the 
patterns of domains of homogeneous orientation- visible by microscopy using crossed polarisers. 
The ordinary and extraordinary refractive indices of a liquid crystal can be calculated by 
utilising a three-coefficient Cauchy model; 
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where 𝑛 is the refractive index, 𝜆 is the wavelength and 𝐴, 𝐵 and 𝐶 are suitable fitting parameters. 
The subscripts 𝑜 and 𝑒 represent the ordinary and extraordinary indices respectively. For example, for 
commercially available LC MLC 6608, 𝐴𝑜, 𝐵𝑜 and 𝐶𝑜 should be set to 1.4609, 5x10
-3 µm2 and 0 µm4 
respectively to give good agreement with experimental measurements of the ordinary refractive index 
in the visible region99. For liquid crystals with a low birefringence, it is sufficient to simplify to a two 
coefficient Cauchy model by setting 𝐶 to zero. 
Thermotropic liquid crystals. 
Thermotropic liquid crystals are the most common and exhibit a liquid crystal phase within a 
certain range of temperatures84,85. Thermotropic liquid crystals are normally organic molecules. A 
large number of different organic molecules have been observed to exhibit one or more thermotropic 
liquid crystalline phases despite possessing different compositions and functional groups. However, 
all these different molecules adhere to general requirements for liquid crystallinity. The molecules 
should be relatively thin (either flat or bowl-like). Secondly, the molecule should have a length of at 
least 1.3 nm which typically indicates the inclusion of a long alkyl chain within the molecule84,85. In 
general, long, rigid anisotropic molecules are preferred candidates for exhibiting liquid crystalline 
behaviour84. 
There are three general classes of molecule that fulfil the requirements and exhibit 
thermotropic liquid crystalline phases84: discotics- flat molecules with a core of adjacent aromatic rings 
forming a disc-like structure, bowlics- similar to discotics but the aromatic rings are bent to give a 
bowl-like structure, and rod-shaped molecules with elongated geometries. Rod-like molecules are of 
particular interest as they possess significant shape anisotropy, allowing preferential alignment along 
one particular spatial axis. Discotics and bowlics align due to columnar stacking of the molecules aided 
by the delocalised electrons in their aromatic cores. 
As the temperature is varied for a thermotropic liquid crystal, one or more disparate phases 
will exist84,85. One of the most common thermotropic phases is the nematic phase. The nematic phase 
is typically observed for rod-like molecules. In this phase there is no positional order of the molecules 
(i.e. there is no common vector defining the separation of neighbouring molecules) but the long axes 
of the molecules are roughly coaxial giving long range directional order of the molecules within the 
phase13,84,85. This leaves the molecules free to flow as in a liquid but they can easily be aligned by an 
external applied field. Smectic phases are typically found at lower temperatures than the nematic 
phases and are also typical of rod-like molecules13. In smectic phases, molecules retain the long-range 
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directional ordering of nematic liquid crystals but combine it with one dimensional positional ordering 
of the molecules. This means that smectic phases can be considered as layered, and within a layer the 
material is liquid-like. The smectic phase can be subdivided into several phases characterised by 
different types and degrees of positional ordering. In particular, the A phase where the molecules are 
oriented along the normal to a given positionally ordered layer, and the C phase where the molecules 
are tilted away from it. Chiral smectic phases can also be observed where there is a handedness of the 
spatial variation of the liquid crystal director between separate layers13,84. This phase is also known as 
the cholesteric phase or smectic C* phase. For a chiral phase to be observed, the individual liquid 
crystal molecules themselves must also be chiral. The chiral phase is described by a pitch p which is 
the distance over which the molecules undergo a complete 360˚ twist. The pitch of a chiral liquid 
crystal phase can typically be tuned by either varying the temperature or by introducing other 
molecules into the liquid crystal mixture100. A discotic phase is observed for disk-like molecules where 
the molecules are packed into stacks which can then have additional ordering, for example into 
rectangular or hexagonal arrays84. Bowlic phases are observed for bowl-shaped liquid crystalline 
molecules which are stacked similarly to discotics84. 
Lyotropic liquid crystals. 
In lyotropic liquid crystals, the active liquid crystal molecules (mesogens) are dispersed in a 
host solvent (typically water but other organic solvents can be used depending on the molecule)13,84,85. 
Lyotropic liquid crystals exhibit a liquid crystal phase within a certain range of temperatures but also 
require a concentration of the active mesogens that falls within a certain range. The active molecules 
in lyotropic liquid crystals are normally organic in nature although some inorganic minerals can exhibit 
a lyotropic phase also101. In the lyotropic phase, the fluidity of the material is induced by the solvent 
molecules rather than being intrinsic to the mesogens themselves. Compounds that exhibit lyotropic 
liquid crystallinity are known as amphiphilic molecules. Amphiphilic molecules comprise immiscible 
solvophilic and solvophobic parts separated at opposing ‘ends’ or facets of the molecule. As one end 
has a preferential interaction with the host solvent, ordering of the amphiphilic molecules typically 
occurs to maximise the hydrophilic ‘head’ interaction with the host solvent while minimising that for 
the hydrophobic ‘tail’. The structures formed by the molecules is dependent on the relative volumes 
of the ‘head’ and ‘tail’ as well as the concentration of the molecules within the solvent. 
At very low concentrations, there will be no ordering of the amphiphilic molecules dispersed 
in the solvent13,84,85. As the concentration is increased, there will be a critical concentration at which 
micelles are spontaneously formed- however, the micelles do not order themselves, so this still does 
not represent a liquid crystal phase. At higher concentrations, the micelles must order themselves as 
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the inter-micelle interactions become energetically important above a critical micelle concentration 
within the solvent. Typically, a hexagonal columnar phase is formed where long cylindrical rods of 
amphiphilic molecules arrange themselves into a hexagonal lattice structure, but other structures are 
possible depending on the molecule. As the concentration increases further, a lamellar phase will 
form, with layers of the liquid crystalline molecules separated by thin layers of solvent. In lyotropic 
liquid crystals, it is objects formed by the aggregations of amphiphiles that can then be ordered in the 
same ways as observed for molecules in thermotropic liquid crystals (into nematic, smectic, etc. 
phases). Lyotropic liquid crystals possess significant tunability as the structural properties are highly 
sensitive to changes in concentration. For example, within in the hexagonal columnar phase, the 
lattice parameters can be varied by varying the solvent volume in the mixture. 
Metallotropic liquid crystals. 
 Metallotropic liquid crystals are always composed of a mixture of organic and inorganic 
molecules84,85. The liquid crystal phase is observed only when the material is within a specific 
temperature range, concentration range and ratio of organic to inorganic molecules84,85. Metallotropic 
liquid crystal systems are rare, and in general offer no advantage over other liquid crystals, particularly 
due to the more specific requirements for observation of a liquid crystal phase. Hence, little work has 
been done with regards to such liquid crystals and almost no applications are currently existent.  
Controlling the properties of liquid crystals. 
Liquid crystals are of particular interest due to their ability to align the director along an 
external field102,103. Permanent electric dipoles can exist in the individual liquid crystal molecules when 
one end of the liquid crystal molecule has a positive charge while the other end has a negative charge. 
When an external electric field is then applied to the liquid crystal, the molecular dipoles orient along 
the direction of the field as the electric field exerts a force on the dipoles. Some liquid crystal 
molecules, however, do not have a permanent dipole but can still be influenced by an electric field85. 
The rod-like structure of many liquid crystal molecules means that they are highly polarisable and as 
such an applied electric field can induce a dipole by rearranging the electron density within the 
molecule. In fact, the shape anisotropy of many liquid crystal mesogens (including those that form 
lyotropic phases) means that they are highly polarisable. The polarizability of a liquid crystal molecule 
can also be enhanced by the presence of benzene-like rings within the molecular structure which hold 
highly polarisable delocalised electron density. While not as strong as permanent dipoles, orientation 
of the induced dipoles with the external field still occurs. The effects of magnetic fields on liquid crystal 
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molecules are analogous to electric fields with the molecules aligning with or against the magnetic 
field. 
In the absence of an applied external field, the director of a liquid crystal is free to point in any 
direction, hence the patterns seen when looked at under polarised light. It is possible, however, to 
force the director to take up a specific orientation by introducing an alignment agent to the system104. 
For example, when a thin polymer coating (usually a polyimide such as Nylon-6 but many other 
molecules have been used to the same effect) is spread on a substrate and rubbed in a single direction 
with a fine velvet cloth, it is observed that liquid crystal molecules in contact with that surface align 
with the rubbing direction13,84,85. Rubbing the polymer with the cloth gives a directional alignment to 
the polymer due to the electrostatic interaction between the cloth and the individual polymer chains. 
The polymer then interacts through van der Waals forces, hydrogen bonding and other effects to 
induce alignment of the liquid crystal molecules next to it13. These aligned molecules then impart their 
preferred alignment to neighbouring molecules which must adopt the same alignment as this holds 
the lowest energy when the material is in the liquid crystal phase. Similarly, patterning the substrate 
can impart an aligning force to the liquid crystal due to increased surface interactions13,14. Liquid 
crystalline materials present a technological platform for the dynamic tunability of the optical 
properties of a system while also being usable as a waveguiding medium in combination with silicon 
photonics. 
2.6 Liquid crystals from 2D materials. 
It has been shown that, by dispersing nanoparticles or molecules in a liquid crystal host, the 
ordering of the liquid crystal mesogens can impart ordering to the dispersed particles100,105,106. The 
nanoparticles have been shown theoretically107 and experimentally5,108–112 to align with the 
disclinations of the liquid crystal due to the energetic favourability of such an alignment. More 
recently, the impartment of ordering from a liquid crystal host has also been shown with dispersed 2D 
material particles5,113. Additionally, dispersions of graphene oxide in water have been shown to have 
a lyotropic liquid crystal phase within a specific range of concentrations of dispersed graphene oxide 
particles (Fig. 2.5), where the dispersed discotic graphene oxide particles are either stacked in the 
columnar manner typical of discotic liquid crystals or exhibit ordering analogous to a nematic phase114–
116. The liquid crystal phase of the graphene oxide dispersions arises due to the competition between 
the long-range electrostatic repulsion between particles, originating from ionised functional groups at 
the edges of the particles, and the weak attractive interactions originating from the unoxidised 
graphitic domains on the surface117,118. The liquid crystallinity is therefore dependent on the particle 
size; more precisely to the ratio of the surface area to the circumference (and number of layers) as 
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this determines the balance of the attractive and repulsive forces118. Most dispersions of liquid phase 
exfoliated graphene oxide will consist of particles of differing sizes and therefore the polydispersity of 
the particles becomes an important factor119. Additionally, this balance is affected by the degree of 
oxidation- the carbon to oxygen ratio of the material118. The stability of the liquid crystal phase can 
also be strongly affected by the ionic content of the solvent as this determines the degree of ionisation 
of the oxygen containing functional groups on graphene oxide118,120. The pH of the solvent also affects 
the critical concentration for the onset of liquid crystalline behaviour121. By tuning these separate 
parameters, it is possible to observe either a nematic phase or a columnar phase of the graphene 
oxide dispersion (Fig. 2.6). The different 
liquid crystalline phases can be 
observed using photoluminescence 
measurements as there is a strong 
polarisation dependence of the 
photoluminescence for ordered 
mesophases in graphene oxide 
dispersions122.  
Similarly, this liquid crystal 
phase has been observed in a range of 
other organic solvents including 
acetone, dimethylformamide, ethanol, 
cyclohexylpyrrolidone and 
tetrahydrofuran10,42 (Fig. 2.7). The 
Figure 2.5: a) Polarised light microscopic images between crossed polarisers of GO aqueous 
dispersions in planar cells with increasing maximum mass fractions from 1 to 6. Green arrows 
indicate disclinations of the liquid crystal phase, and the scale bars represent distances of 200 μm. 
b) Macroscopic images between crossed polarisers of GO aqueous dispersions in test tubes with 
increasing maximum mass fractions from 1 to 7. Reproduced with permission from Xu & Gao, ACS 
Nano, 2011114. (©2011, American Chemical Society). 
Figure 2.6:  Phase diagram of graphene oxide aqueous 
dispersions in terms of osmotic pressure, volume fraction 
of GO and salt concentration in the solution. Reproduced 
with permission from Konkena & Vasudevan, J. Phys. 
Chem. C, 2014118. (©2014, American Chemical Society). 
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concentration of particles required to give rise to the liquid crystal phase is different for each solvent, 
but there is also some discrepancy between the threshold concentrations observed for the same 
solvent due to the effect of  the size, shape and polydispersity of the graphene oxide particles in the 
solution101. A nematic liquid crystal phase has also been observed for graphene exfoliated and 
dispersed in chlorosulfuric acid6. A similar phase has been observed in other solvents for graphene 
and small graphitic particles although only with the addition of either stabilising surfactant98,123,124 or 
polymer coatings125. Dispersions of graphene oxide in water have been reported to show an extrinsic 
chirality associated with a cholesteric liquid crystal phase98. This has been explained by a model 
wherein the electrostatic repulsion between the individual graphene oxide particles’ edges causes a 
helical twist to form to minimise the repulsive force. More recently a nematic  liquid crystal phase has 
been observed for dispersions of molybdenum disulfide at high concentration in water66 suggesting 
the possibility of liquid crystalline phases existing for a far greater range of dispersions of 2D 
materials124. 
2.7 Experimental techniques. 
 Within the work undertaken here, there are five main experimental methods and techniques 
that recur repeatedly. Here, an overview of those techniques is provided, including what information 
can be gained from them. The techniques that will be discussed are: Raman spectroscopy; scanning 
electron microscopy; atomic force microscopy; dynamic light scattering; and dichroism 
measurements.  
Figure 2.7:  Schlieren textures observed in dispersions of graphene oxide in a range of organic 
solvents under microscopy using crossed polarisers. Reproduced with permission from Jalili et al,  




 Raman spectroscopy is a technique typically used to characterise or identify the vibrational 
modes of a molecule. The Raman spectra of a molecule can act as a ‘fingerprint’ to identify the 
particular molecule involved. In a Raman spectroscopy system, a monochromatic laser beam interacts 
with the target molecule. The laser photons interact with molecular vibrations or phonons, causing 
energy to be either transferred to or from the photon. The spectrum reports the changes in energy of 
the photons. Raman spectroscopy has become a leading technique for the characterisation of 2D 
materials126. 2D materials’ properties such as the number of layers, doping level, thermal conductivity 
and others can be extracted from the Raman spectrum. 
 When light interacts with matter, the oscillating electromagnetic field of the light causes 
perturbation of the charge distribution in the matter. This can lead to the exchange of energy and 
momentum leaving the matter in a modified state. Examples include electronic excitations and 
molecular vibrations or activation of rotational modes. When an incident photon interacts with a 
molecule, it can be scattered either elastically (with no change in energy), or inelastically (either 
gaining or losing energy). The majority of photons will be elastically (Rayleigh) scattered. Inelastic 
scattering of the photons is known as the Raman effect. In an inelastic scattering process, it is 
considered that the photon is absorbed by the molecule, thus exciting the molecule to a virtual state. 
A photon with different energy is then emitted by the molecule. As the photon has gained or lost 
energy, it follows that the molecule must have lost or gained energy in order that energy be conserved. 
Therefore, the interaction with the photon must have adjusted the final state of the molecule to a 
different energy level. The scattered photon has an angular frequency 𝜔𝑠𝑐𝑎𝑡 given by: 
ω𝑠𝑐𝑎𝑡  =  ω𝑙 ± ω𝑣𝑖𝑏  ; (7) 
where 𝜔𝑙 is the pump laser frequency and 𝜔𝑣𝑖𝑏 is the frequency of the molecular vibration with which 
the photon has interacted. When the energy of the scattered photon is less than that of the incident 
photon (i.e. energy has been transferred to a vibration of the molecule), the process is called Stokes 
Raman scattering. Conversely, when the energy of the scattered photon is greater than that of the 
incident photon (i.e. energy has been transferred from a vibration of the molecule), the process is 
called anti-Stokes Raman scattering. 
 The change in energy of the photon is called the Raman shift. Raman shifts are typically 
reported in wavenumbers. The Raman shift ∆𝜔 can be related to the wavelengths of the incident 𝜆𝑙 













 The Raman effect is typically very weak, with typically only one in 108 photons of the incident 
radiation undergoing spontaneous Raman scattering. The transition from the virtual state to the final 
state, and corresponding emission of the scattered photon, can occur at any point in time and to any 
possible final state based on probability. Therefore, spontaneous Raman scattering is an inherently 
incoherent process. The total output Raman signal power is directly proportional to the input laser 
power, but is scattered in random directions. The output Raman signal power also depends on the 
quantum efficiency of the interaction between the input laser and the molecular vibration, which is in 
turn dependent on the laser wavelength. The scattered spectrum will exhibit peaks related all Raman 
active vibrational modes with relative intensities determined by the scattering cross-section of the 
mode.  
Scanning electron microscopy. 
 A scanning electron microscope (SEM) is a type of electron microscope where images are 
produced by scanning across a surface with a tightly focused beam of electrons. The electrons in the 
beam interact with the atoms in the sample under view, and various different signals are produced 
that contain information about the topography and composition of the sample. The electron beam is 
raster scanned across the surface, and by combining the known position of the beam with the 
detected signal, and image of the sample can be formed.  
In a typical SEM system, the electron beam is either thermally- or field-emitted from an 
electron gun. The beam is the focused to a spot with size on the order of a nanometre. When the 
electron beam interacts with the sample, the electrons lose energy due to scattering and absorption 
within a volume called the interaction volume. The interaction volume assumes a tear drop shape due 
to the scattering of the electrons within the sample. The interaction volume’s size is dependent on the 
energy of the beam electrons, and the sample characteristics (specifically the atomic composition and 
the density). The exchange of energy between the beam and the sample results in the reflection of 
beam electrons due to elastic scattering, the emission of secondary electrons by inelastic scattering, 
and the emission of electromagnetic radiation. Each of these emissions can be detected to form an 
image of the sample, and each gives different information about the sample. 
The typical mode of operation for an SEM involves the detection of the secondary electrons 
emitted by the atoms that are excited by the beam. Secondary electrons are emitted only close to the 
surface, and therefore secondary electron imaging can produce very high-resolution images of the 
surface of a sample. The brightness of the SEM image at a given point is dependent on the number of 
secondary electrons reaching the detector. If the beam enters the sample perpendicular to the 
surface, then the interaction volume is uniformly distributed around the beam axis and a certain 
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number of secondary electrons are emitted from the surface. As the angle of incidence of the beam 
on the surface increases, the interaction volume increases. This allows emission of a greater number 
of secondary electrons from the surface. Therefore, steep surfaces and edges tend to be brighter than 
flat surfaces, resulting in images with a three-dimensional appearance due to the brightness contrast. 
SEM images using secondary electrons are capable of achieving sub-nanometre resolution, with 
magnification up to 500,000x possible, greatly surpassing the ability of light microscopy. In SEM, the 
material under investigation is probed by an electron, hence the fundamental limit on the minimum 
feature size to be imaged is on the order of the wavelength of an electron. 
Atomic force microscopy. 
 Atomic force microscopy (AFM) is a very high-resolution imaging technique capable of giving 
truly atomic scale resolution. A topographical image is obtained from the response of a mechanical 
probe to the surface of the sample. This is achieved by raster scanning the sample position with 
respect to the probe tip, and recording the height at which the probe must be held in order to maintain 
a constant tip-sample interaction. An AFM probe typically consists of an ultrasharp (atomic sharpness) 
tip mounted on a cantilever, hence the limit on the resolution of an AFM image is on the order of size 
of an atom. The deflection and motion of the cantilever are measured by shining a laser onto the back 
of the cantilever and monitoring the reflected light. AFM imaging can be operated in one of three 
possible modes: 
1. Contact mode. 
2. Tapping mode 
3. Non-contact mode. 
In contact mode, the tip is directly in contact with the surface of the sample at all times as it 
is scanned. The contours of the surface can then be measured either from the deflection of the 
cantilever, or by using the feedback signal required to maintain the same value of the cantilever 
deflection. Low stiffness cantilevers with a low spring constant are used, giving a large deflection (easy 
to measure) while having a low interaction force (less potential for damage of the sample). Close to 
the surface of the sample, attractive forces can cause the tip to snap to the sample surface, giving a 
negative deflection. To ensure a positive deflection, contact mode AFM is undertaken with the 
cantilever brought much closer to the surface such that the force on the tip is repulsive and there is a 
firm contact with the surface. 
In tapping mode AFM, the cantilever is oscillated at its resonant frequency. The frequency and 
amplitude of the driving signal applied to the cantilever are kept constant, such that any change in the 
amplitude of the cantilever’s oscillation is due to the interaction between the tip and the surface. The 
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interaction of the tip and the surface, when the tip is brought sufficiently close, due to Van der Waals 
forces and other electrostatic forces causes a change in the oscillation amplitude of the cantilever. 
This is fed back to the system and the height of the cantilever adjusted such the original amplitude is 
regained. Although peak forces acting on the sample surface can be greater in tapping mode operation 
than in contact mode, the damage to the surface is typically reduced due to both the short duration 
of the force and the fact that the force is applied predominantly vertically rather than laterally. 
In non-contact mode AFM, the tip is never in contact with the sample surface. The cantilever 
is oscillated as in tapping mode. The amplitude in this case is modulated by long range forces acting 
within a few nanometres of the surface. The amplitude of the cantilever oscillation is maintained via 
a feedback loop again as in tapping mode. 
Dynamic light scattering. 
Dynamic light scattering is a technique that can be used to determine the size distribution of 
small particles dispersed in a fluid host. In a dynamic light scattering system, a monochromatic, 
polarised light source (typically a laser) is sent into a sample. The sample is some fluid, typically 
contained within a cuvette, containing dispersed particles of interest. The scattered laser light is then 
passed through a polariser and the speckle pattern image is recorded. The speckle pattern forms as a 
result of the constructive or destructive interference at different points. Speckle patterns are collected 
at short time intervals and autocorrelation techniques are then used to compare the intensities at 
different points as a function of time. From this data, the particle sizes causing the scattering can be 
established. 
Assuming the particles dispersed in the liquid are small when compared to the wavelength, 
Rayleigh scattering will occur in which the light is scattered in all directions. As the particles are not 
fixed (they undergo Brownian motion within the fluid), the intensity of the overall scattering varies 
with time as the individual scatterers are moving relative to one another.  The fluctuation of the 
intensity contains information on the time scale of the movement of the scatterers, and consequently 
on their sizes. That information is extracted from the autocorrelation of the time-variance of the 
recorded intensity pattern. Autocorrelation is the process of correlating a signal with a time-delayed 
copy of itself, as a function of the time-delay – i.e. a measure of the similarity or difference between 
observations over time. A second order autocorrelation value 𝑔2 can be found between two points in 







where 〈𝑥〉 denotes the expectation value of 𝑥. For short time delays, the correlation is expected to be 
high as there is little time for the scatterers to move. The Siegert equation relates the second order 





where 𝛽 is a correction coefficient that takes into account the specifics of the laser setup. As the time 
delay increases, an exponential decay of the correlation is expected. This exponential decay is directly 
related to the motion of the particles, and more specifically to their diffusion coefficient. The decay 
can then be fitted by numerical methods by making assumptions about the particle size distributions. 
In most cases, the samples are polydisperse (that is, they contain particles with a range of sizes). 
Whereas for a monodisperse sample the first order autocorrelation can be treated trivially as a single 
exponential decay, for polydisperse samples a more complex consideration is required. The first order 
autocorrelation is the sum of the exponential decays related to each of the individual scatterer sizes 
in the solution. Hence, for as system containing 𝑛 scatterers: 
𝑔1 = ∑ 𝐺𝑖Γ𝑖exp(−Γ𝑖τ)
𝑛
𝑖=1
= ∫ 𝐺(Γ)exp(−Γτ)dΓ ; (11) 
where Γ is the decay rate due to a given scatterer, and 𝐺(Γ) is a value related to the proportional 
scattering from that scatterer. 𝐺(Γ) therefore contains information on the distribution of sizes. To 
access that information, a cumulant method is typically used. One then has the equation: 
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where Γ̅ is the average decay rate across all scatterers, 
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⁄  is the third order polydispersity index. The z-averaged diffusion coefficient 𝐷𝑧 for a 
particular point with wave vector 𝑞 can then be found from the relationship: 
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where 𝑛0 is the refractive index of the material, 𝜆 is the laser wavelength, and 𝜃 is the angle at which 
the detector is placed relative to the sample cell. 𝐷𝑧 can then be used to calculate the particle size 





where 𝑘𝐵 is the Boltzmann constant, 𝑇 is the absolute temperature, 𝜂 is the viscosity of the fluid, and 
𝑟 is the desired hydrodynamic radius.  
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 This technique is only truly applicable to spherical particles. For aspherical particles, rotational 
motion must also be accounted for. The complexity of such systems means that dynamic light 
scattering is rarely applied except for either spherical or approximately spherical particles. 
 Dichroism measurements. 
 A dichroic material is one for which light in different polarisation states experiences a different 
absorption coefficient, causing the different polarisations to be attenuated differently. The dichroism 
is a function of wavelength, and can be either associated with specific absorptions within the material, 
or can be broader, relating to the structure of the material itself.  There are two main kinds of 
dichroism of interest: linear dichroism and circular dichroism. 
 Linear dichroism (LD) is the difference in the absorption for two orthogonal polarisations of 
light -  that is, for light polarised parallel and perpendicular respectively to a defined orientation axis. 
Linear dichroism uses linearly polarised light. Linear polarisation means that the light has been 
polarised in a single direction such that the electric and magnetic field vectors of the wave oscillate in 
a single plane perpendicular to the direction of propagation (Fig. 2.8). To find the linear dichroism of 
a material, the different absorptions for the light parallel to the orientation axis and perpendicular to 
the orientation axis are measured. The difference between these two absorptions is the linear 
dichroism of the material: 
LD  =  𝐴∥  −  A⊥; (16) 
where 𝐴⊥is the absorption of the light polarised perpendicular to the orientation axis, and 𝐴∥ is the 
absorption of the light polarised parallel to the orientation axis. In linear dichroism measurements, 
the incident light is typically cycled through a range of wavelengths to give the linear dichroism 
spectrum of the material. 




 Circular dichroism (CD) is the difference in the absorption for left- and right-circularly 
polarised light for a material. Circular dichroism is exhibited by the absorption of optically active chiral 
materials. A chiral material is one for which the mirror image cannot be superimposed on the original. 
Optically active materials are those for which the polarisation orientation of linearly polarised light is 
rotated as it passes through the material.  
 While linearly polarised light has an electric field vector that oscillates in a single fixed plane, 
circularly polarised light has an electric field vector which rotates around the propagation direction 
(Fig. 2.9). For light travelling towards a fixed observer, the electric field vector can be seen as rotating 
either clockwise or anti-clockwise. If the rotation is clockwise, the polarisation is denoted as right-
circularly polarised. If the rotation is counter-clockwise, the polarisation is denoted as left-circularly 
polarised. In a circular dichroism experiment, left and right circularly polarised light of a given 
wavelength are alternately transmitted through a sample, and the intensity of the transmitted light 
recorded. From this, the absorptions of the two different polarisations can be established. Measuring 
across a range of wavelengths yields the CD spectrum of the material. At a given wavelength, the 
circular dichroism can be expressed directly as the difference in absorbances for left and right 
circularly polarised light: 
∆𝐴 = 𝐴𝐿 − 𝐴𝑅; (17) 
where 𝐴𝐿 and 𝐴𝑅 are the absorbances for left and right circularly polarised light respectively. Circular 
dichroism is often reported in units of ellipticity 𝜃, where: 
θ  =  32.98 .   ∆𝐴. (18) 
  
Figure 2.9:  Oscillation of the electric field for right-circularly polarised light propagating in the 
direction of k. 
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3. Prospects and Challenges for 2D Material Liquid Crystals’ 
Application. 
 In this chapter, the current state-of-the-art applications of 2D material liquid crystals will be 
described and discussed. The potential for future applications will also be considered. A perspective 
will then be given on the further work that is necessary to increase the scope for applications of these 
materials. 
3.1 Current and Prospective Applications. 
Films, fibers, membranes and inks. 
Behabtu et al.6, demonstrated that graphite spontaneously exfoliates into single-layer 
graphene in chlorosulfonic acid, and spontaneously forms liquid-crystalline phases at high 
concentrations. Transparent, conducting films were produced from the liquid crystalline dispersions.  
The self-assembling nature of liquid crystalline materials has led to the use of graphene oxide 
dispersions for the formation of well-ordered layers and stacks of 2D materials. Jalili et al.10 showed 
that self-assembly of graphene oxide sheets is possible in a wide range of organic solvents. The 
prepared dispersions were employed to achieve self-assembled layer-by-layer multifunctional 3D 
hybrid architectures comprising carbon nanotubes and GO with promising mechanical properties (Fig. 
Figure 3.1: a) Photograph of a flexible free-standing paper of LC GO made by a cast drying method. 
b) SEM image of the cross section of as-cast dried LC GO paper. c) SEM image of the surface of the 
layer-by-layer composite, marked as region (i) in (b). (d–f) Cross section of composite paper at 
different magnifications. Reproduced with permission from Jalili et al,  ACS Nano,  201310. (©2013 
American Chemical Society). 
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3.1). More recently, the same group has showed that similar self-assembly can be achieved using liquid 
crystalline dispersions of molybdenum disulfide66. Layers of these materials have been combined with 
other materials for a variety of diverse applications such as photovoltaics127 and improving the 
mechanical properties of composite materials128, the more homogeneous layers produced from the 
liquid crystalline dispersions are of significant interest to applications of these natures. The use of 
liquid crystalline dispersions of graphene oxide to produce uniform layers has been used as a precursor 
to forming similarly uniform structures of graphene through the reduction of the graphene oxide98,129. 
Akbari et al. demonstrated that the discotic nematic phase of GO can be shear aligned to form highly 
ordered, continuous films of multi-layered GO on a supporting membrane. The highly ordered 
graphene sheets in the plane of the membrane make organised channels and give greater 
permeability. The nanoporous membranes may find application in a variety of filtering applications130. 
Fu et al. demonstrated the use of graphene oxide liquid crystals can be applied as composite inks for 
the formation of electrodes in 3D printing applications131 due to the intrinsic self-assembly that means 
they retain ordering of the GO platelets on drying of the solvent.  
The development of fibers formed from graphene, GO or reduced GO is a widely-reviewed, 
maturing area for investigation, with many proposed applications such as in conducting wires, energy 
storage and conversion devices, actuators, field emitters, catalysis and optoelectronic and photonic 
devices132–135. One of the most promising developments in this field, and of particular interest here, 
has been the use of the liquid crystal phase to improve the homogeneity and ordering of the fibers 
produced; numerous examples exist where fibers comprised of 2D materials have also been produced 
by the wet-spinning of liquid crystalline solutions66,98,114,129,136. Xu and Gao98 developed a method by 
which aqueous graphene oxide liquid crystals were continuously spun into metres of macroscopic 
graphene oxide fibers; subsequent chemical reduction gave the first macroscopic neat graphene fibers 
with high conductivity and good mechanical performance (Fig. 3.2). Jalili et al. demonstrated a method 
Figure 3.2: a) Four-metre-long wound GO fiber. SEM images of the fiber (b), and a typical tighten 
knot (c). d) The morphology of the GO fiber after tensile tests. All scale bars 50 μm. Reproduced 




for one-step continuous spinning of graphene fibers where the need for post-treatment processes is 
eliminated by the use of basic coagulation baths for reduction of GO during the spinning process129, 
as well as the applicability of wet-spinning to the formation of fibers of other 2D materials66.  
Optoelectronics. 
Liquid crystalline nanocomposites incorporating 2D material particles show great promise for 
optoelectronic applications due to their field induced tunability and enhanced functionality stemming 
from the plethora of properties displayed by the range of exfoliatable materials. For example, 
dispersions of liquid crystalline graphene oxide have been shown to undergo electro-optical switching 
with low threshold voltage requirements137. Kim et al. show that GO LCs possess an extremely large 
Kerr coefficient, making them attractive for low power consumption optoelectronic devices137. By 
stabilising a suspension of reduced GO using surfactants, they demonstrated increased time stability 
and drastically improved electro-optic properties with an induced birefringence twice as large at the 
same field strength as that with an unreduced GO suspension. 
Zhu et al.138 have shown that the preparation of poly(N-isopropylacrylamide) /GO 
nanocomposite hydrogels with macroscopically oriented LC structures, after polymerisation, can be 
readily achieved under assistance from a flow-field- induced by vacuum degassing. Nanocomposites 
prepared with a GO concentration of 5.0 mg.mL−1 exhibit macroscopically aligned LC structures, which 
endow the gels with anisotropic optical properties. Furthermore, they showed that the oriented LC 
structures are not damaged during switching of the hydrogels, and hence their behaviour undergoes 
reversible changes. Additionally, they showed that the oriented LC structures in the hydrogels can be 
permanently maintained after drying the nanocomposite samples. The liquid crystalline properties of 
such nanocomposites facilitate their applicability to switching in optoelectronic devices. 
Kim et al.139 have demonstrated significant improvement of the electro-optic performance of 
a polymer-stabilised liquid crystalline blue phase using a reduced graphene oxide (RGO) enriched 
polymer network. The conductivity of the nanocomposite system is increased by the inclusion of the 
RGO. Furthermore, reductions in the operational voltage (~32%), response time (~51%) and hysteresis 
(~53%) compared to those of a conventional polymer-stabilised blue phase LC signify great potential 
for the use of 2D materials in enhancing novel electro-optic device applications of conventional LC 
systems. 
Recently, it has been proposed that by tuning the liquid crystal director by means of an applied field, 
one could induce the formation of metastructures formed of the dispersed 2D material particles as 
they are repositioned. In particular, it has been shown that nanocomposites of nematic phase liquid 
crystals with dispersed graphene oxide particles can be integrated with CMOS photonics devices as a 
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back-end process as part of microfluidic systems and that the integrated nanocomposites can be 
readily controlled by use of either an electric field or laser light to reposition and rearrange the 
dispersed particles5.  
Displays. 
2D material liquid crystals can be used in back-illuminated liquid crystal display applications 
as they exhibit electro-optic switching. The large Kerr coefficient of graphene oxide liquid crystals 
observed by Shen et al140, for example, facilitates this application. However, the slow switching times 
reported by Kim & Kim (>1 s)141 must be considered, although Ahmad et al.142 report that this can be 
improved by approximately an order of magnitude by careful selection of the size of graphene oxide 
mesogens. 
More promisingly, 2D material liquid crystals have also been proposed for application in liquid 
crystal displays- particularly in so-called ‘e-ink’ displays-without requiring the polarising optics 
typically necessary for these applications11,121. He et al.11  demonstrated a process by which graphene 
oxide liquid crystals can be used for reflective displays without the need for polarizing optics (Fig. 3.3). 
By using flow-induced mechanical alignment, they prepared graphene oxide in different orientational 
Figure 3.3: Images of a defined structure in a liquid crystalline e-ink of graphene oxide dispersed in 
water in (a,d) reflection with unpolarised light, (b,e) transmission with unpolarised light and (c,f) 
transmission between crossed polarisers. Reproduced from He et al, Nanoscale, 201411 with 
permission from The Royal Society of Chemistry ©2014. 
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orders and demonstrated that the ordered graphene oxide liquid crystals can be used as a rewritable 
display medium. The surface of the graphene oxide liquid crystal can be switched from a bright, 
reflective state to a dark, transmissive state using, for example, a wire to manually draw patterns on 
the surface. They explain that the contrast between the two states arises due to the anisotropic 
response of the flakes due to the inherent high aspect ratio of the 2D material. 
Quality control. 
Inducing the onset of a liquid crystal phase in a dispersion of graphene oxide has been used 
for size selection of the graphene oxide particles143. Lee et al. introduced a method for facile size 
selection of large-size graphene oxide particles by exploiting liquid crystallinity. They show that in a 
biphasic graphene oxide dispersion where both isotropic and liquid crystalline phases are in 
equilibrium, large-size GO flakes (>20 μm) are spontaneously concentrated within the liquid crystalline 
phase. Selectivity of large flake sizes without the need of filtering presents several advantages for 
photonics and optoelectronics applications; primarily larger flakes allow for greater uniformity of 
device characteristics over wider areas and can help to increase the uniformity of depositions. 
Outlook. 
2D materials encompass a fascinating range of diverse properties with a myriad of possible 
applications in optoelectronics and photonics. The development of liquid crystalline nanocomposite 
materials incorporating 2D materials represents a significant advance in the opportunities for 
integration and exploitation of 2D materials within these fields. However, there remain a large number 
of questions that demand further investigation before 2D material liquid crystals can find wider 
application. Primarily, there remain many candidate 2D materials for which a liquid crystal phase is 
theoretically possible but not yet shown; the discovery of further 2D material liquid crystals would 
broaden the range of utilisable properties available. Similarly to that observed for graphene oxide, 
observation of this liquid crystallinity should require a combination of careful solvent selection, tuning 
of the 2D material particle sizes and control of the concentration of the particles. Additionally, the use 
of surfactant molecules may be necessary to stabilise the liquid crystalline phase of the dispersions by 
maximising the aligning forces acting on the dispersed particles. However, this raises the additional 
question of the exploration- both theoretical and experimental- of the conditions required for the 
existence of the liquid crystal phase, an area in which little work has thus far been explored for the 
specific systems of interest here. A significant part of such work remains to be done in the comparison 




Additionally, dispersion of 2D materials in conventional liquid crystal host fluids presents 
superb new possibilities in optofluidic systems; from light generation to dynamic sensing applications. 
This is owing to the dramatic improvements that can be observed in the operational parameters of 
the nanocomposite systems in comparison to the conventional LC systems currently used in 
optoelectronics and photonics. Such nanocomposites can not only improve properties such as 
switching times and threshold voltages, but can also add further functionality, for example by 
metastructuring of nanoparticle dispersions. For these nanocomposite systems, the most important 
advances to be made are in the fundamental understanding of the basis for improvements in their 
intrinsic properties; and in the exploration of predicting metastructuring as well as experimental 
observation. Overall, the existence of liquid crystal phase 2D material dispersions presents fantastic 
opportunities in the exploration of novel optoelectronic and photonic systems, allowing new highly 
scalable production processes for thin film integration and novel fiber systems amongst numerous 
other applications.  
3.2 Challenges. 
There are several challenges to be addressed in the application of fluid-dispersed 2D materials 
within the field of optoelectronic and photonic devices. Firstly, the on-chip integration of such 
materials has as yet never been demonstrated. Secondly, the controlled assembly of functional 
microstructures remains to be shown both off- and on-chip. Finally, the breadth of available materials 
and properties requires increasing to facilitate a greater range of potential device functionalities. This 
work aims to address the practicable and repeatable demonstration of the synthesis, integration and 
dynamic microstructure architecting using CMOS compatible back-end techniques.  
Development of novel materials. 
There are two main possibilities for developing novel photonic materials where dynamic 
reconfigurability is delivered through the exploitation of liquid crystalline properties and 2D materials. 
Firstly, 2D material particles can be dispersed in a conventional liquid crystal host. Alternatively, 2D 
materials dispersed in specific solvents have been shown to display liquid crystalline phases within 
certain ranges of 2D material concentration98,123. Liquid phase exfoliated 2D materials are of significant 
interest for the production of 2D material liquid crystal composites as the exfoliating solvent can be 
used as the fluid host for spontaneous liquid crystal phase self-assembly6,11,140,144–146,66,98,114–
116,119,120,129, or to allow combination with conventional liquid crystals5. Specifically, liquid crystallinity 
has been shown for graphene oxide flakes dispersed in water as well as a range of organic 
solvents10,114,121. However, despite the potential for other 2D materials to show similar lyotropic liquid 
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crystallinity there have been no demonstrations of such behaviour recorded until recently, where a 
liquid crystal phase has been shown for MoS266. However, there remain a large number of candidates 
for which a liquid crystal phase is possible but not yet shown. Similarly, to graphene oxide, observation 
of this liquid crystallinity should require a combination of careful solvent selection, tuning of the 2D 
material particle sizes and control of the concentration of the particles. Additionally, the use of a 
surfactant molecule may be necessary to stabilise the liquid crystalline phase of the dispersions by 
maximising the aligning forces acting on the dispersed particles. 
Development of new characterisation methods. 
A significant challenge on the path to the first realisation of on-chip controlled assembly of 2D 
flakes into functional microstructures is the lack of a reliable and sensitive method for the in-situ 
characterisation of the 2D flakes. Such a method would be required to provide information not only 
about the success or otherwise of the integration of the composites into the device structure, 
but --most importantly could enable determination of parameters such as spatial alignment and size 
of incorporated nanomaterials dynamically during the photonic device operation. There are several 
existing characterisation methods which could be applied to overcome this challenge; including, 
Raman spectroscopy8,14 and coherent anti-Stokes Raman spectroscopy (CARS)147, as well as Fourier 
Transform Infrared Spectroscopy (FTIR)148. However, none of these techniques are suitable for 
investigation of fluid nanocomposites with relatively low concentrations of nanoparticles dispersed, 
since the significantly greater scattering volume of the host fluid always increases the intensity of the 
vibrational signal for the bands of that host compared to those of the integrated particles. Therefore, 
monitoring of the signal from considerably weaker bands associated with dispersed nanoparticles is 
extremely difficult and often impossible. Furthermore, laser-induced heating of liquids can cause their 
evaporation or even burning at high powers or after long exposure times, limiting the options for 
increasing signal-to-noise ratio. Most importantly, none of the existing characterisation methods can 
be used for in-situ characterisation of fluid dispersed nanoparticles integrated into CMOS photonics 
chip, due to either weak signals, strong absorption, or interaction with other parts of the chip. As such, 
a new in-situ method for the dynamic monitoring of self-assembly of fluid-dispersed nanoparticles on-
chip. 
In-situ assembly of functional microstructures.  
The assembly of functional microstructures on-chip requires careful tuning of both the 
material properties and overall device structure to generate the required effect. The tuning of the self-
assembly of liquid crystalline materials can be achieved through a number of methods; specifically- 
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electric field103, magnetic field85 and temperature gradients13. Fine control of 2D particle positions can 
be achieved through optical trapping149. Although electric field, magnetic field and temperature 
tunability of liquid crystal alignment have been shown multiple times150–152, there has been little 
investigation of the effect of dispersing 2D material particles within the liquid crystal. The impact of 
graphene incorporation on the ordering of nematic crystal 5CB has been determined153, but, as the 
interaction depends on the interactions between the functional groups of the liquid crystal with those 
of the 2D material, there is nothing to suggest that the observed effects in this system would occur 
similarly for other liquid crystal molecules and/ or 2D materials. To understand the degree of control 
of microstructure formation, the initial state of the material without applied stimuli must be fully 
characterised. To achieve controllability of the microstructure formation by fluid dispersed 2D 
materials, the response of new nanocomposite liquid crystalline materials under various applied 
stimuli must first be investigated. Threshold field strengths for reorientation of novel liquid crystalline 
materials must be established, along with the resultant alignment of the dispersed 2D material 
particles. The optical properties of assembled microstructures can be numerically determined using a 
scattering matrix method154–156.  
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4. Preparation of 2D Material Liquid Crystals. 
 As discussed in Section 3.2, there are two main possibilities for developing novel photonic 
materials where dynamic reconfigurability is delivered through the exploitation of liquid crystalline 
properties and 2D materials. Firstly, 2D material particles can be dispersed in a conventional liquid 
crystal host. Secondly, 2D materials dispersed in a solvent host can be induced to form a liquid crystal 
phase by controlling the particle aspect ratio and concentration. In this chapter, the synthesis and 
characterisation of 2D material liquid crystals formed by each of these methods is detailed.   
4.1 Nematic liquid crystals doped with 2D materials. 
Synthesis of graphene oxide – liquid crystal nanocomposites. 
Graphene oxide (GO) was prepared from bulk graphite via the Hummers method58. 1 g of 
graphite, 0.5 g of sodium nitrate and 23 mL of sulfuric acid (H2SO4) were added to a 500 mL round 
bottomed flask contained within an ice bath and stirred at 4 °C for 15 minutes. 3 g of potassium 
permanganate (KMnO4) was added slowly with vigorous stirring (all initial materials supplied by Sigma 
Aldrich). Once all the KMnO4 was added, the ice bath was removed and the suspension was heated to 
35 °C for 30 minutes. This produced a murky brownish-grey solution. Following this, 46 mL of water 
was added and the suspension was set to stir for 15 minutes. The solution was then treated with 1.4 
mL of hydrogen peroxide (H2O2). The product was washed through centrifugation up to 10 times with 
a 10 % aqueous solution of hydrochloric acid (HCl) followed by copious amounts of deionised water. 
The resulting GO was suspended in H2O and filtered under vacuum onto an omniporous 200 nm 
membrane, washed with 1 L of H2O and then dried at 80 °C for several days. Once dried, the GO was 
dispersed in tetrahydrofuran (THF) through ultrasonication, exfoliating the material down to a few 
layers42. The dispersions were then centrifuged, allowing for extraction of the lowest mass GO flakes 
from the top layer of the suspension. An aliquot from this layer was mixed with the chosen liquid 
crystal (E7, MLC 6608, or 5CB) and the mixture underwent further ultrasonication to ensure thorough 
mixing of the two components. The resulting dispersion was dried in a Schlenk flask, under vacuum, 
allowing for complete evaporation of the residual solvent, resulting in a nanocomposite of GO 
nanoplatelets uniformly (as observed by eye and under optical microscopy) dispersed in the liquid 
crystal. The concentration of GO in the final nanocomposites was approximately 0.01 g.ml-1. This was 
determined by drying and determining the mass of GO in an equivalent aliquot. Dispersed flakes had 
average sizes of around 1 µm2 (observed by optical microscopy and SEM) and were typically found to 
be between 1 and 5 layers thick (as determined by AFM). The number density of graphene oxide 
particles was calculated to be approximately 1012 particles/ mL by taking the average sizes to 
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determine the volume, multiplying by the density of graphene oxide to give the average mass per 
particle, and finally dividing the concentration by the average mass per particle. Graphene 
nanocomposites were produced by a similar method starting from bulk graphite powder. 
 
Synthesis of molybdenum disulfide – liquid crystal nanocomposites. 
Liquid crystalline nanocomposite materials consisting of molybdenum disulfide flakes 
dispersed in a nematic liquid crystal (E7, MLC 6608, or 5CB) were synthesised via the following 
procedure. MoS2 was exfoliated to few-layer thicknesses from the bulk solid by use of a liquid phase 
exfoliation method, wherein ultrasonication of MoS2 dispersed in a suitably chosen organic solvent 
induces cleavage of the interlayer van der Waals bonding. The solvent chosen for exfoliation of MoS2 
was chloroform. Resulting dispersions of few-layer MoS2 were then centrifuged to remove any residual 
bulk, or otherwise large, MoS2 particles. The centrifuged dispersions were then mixed with a 
commercial nematic liquid crystal formulation (E7, MLC 6608, or 5CB) and then ultrasonicated to 
ensure homogeneous mixing. The organic solvent was then removed from the mixture under vacuum 
using a Schlenk line to leave homogeneously dispersed MoS2 particles suspended in the liquid crystal 
host.  
Synthesis of graphene – liquid crystal nanocomposites. 
Liquid crystalline nanocomposite materials consisting of graphene flakes dispersed in a 
nematic liquid crystal (E7, MLC 6608, or 5CB) were synthesised via a procedure largely similar to that 
previously described for molybdenum disulfide. Graphene was exfoliated to few-layer thicknesses 
from the bulk (graphite) solid by use of a liquid phase exfoliation method, wherein ultrasonication of 
graphite flakes dispersed in a suitably chosen organic solvent induces cleavage of the interlayer van 
der Waals bonding. The solvent chosen for exfoliation of graphene was water. Resulting dispersions 
of graphene were then centrifuged to remove any residual bulk, or otherwise large, particles. No 
surfactant was used as the removal of surfactant would have been challenging while also combining 
with the liquid crystal. However, this meant that the yield of fully exfoliated graphene particles was 
low. The yield was estimated by comparing the initial mass of graphite with the mass contained in an 
aliquot from the top fraction after centrifugation. As the nematic liquid crystals used are hydrophobic, 
it was necessary then to add isopropanol to the dispersions to allow it to mix with the liquid crystal. 
The final dispersion was mixed in a solution containing 60:40 isopropanol to water. The centrifuged 
dispersions were then mixed with a commercial nematic liquid crystal formulation (E7, MLC 6608, or 
5CB) and ultrasonicated to ensure homogeneous mixing. The organic solvent was then removed from 
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the mixture under vacuum using a Schlenk line to leave homogeneously dispersed (as observed by eye 
and under optical microscopy) graphene particles suspended in the liquid crystal host.  
Switching time measurements. 
To analyse the performance of the nematic liquid crystals with dispersed 2D materials, the 
first consideration was how the switching time of the liquid crystal was affected. To do so, liquid crystal 
cells were used. Faster switching times are desirable as they allow faster device operation frequencies. 
One of the major limitations of liquid crystals currently is that the switching speeds are relatively slow 
compared to other methods of modulation; hence, it would be desirable to decrease the time taken 
to switch the liquid crystal. The liquid crystal cells consisted of two glass substrates coated with indium 
tin oxide and a polyimide alignment layer. The two substrates were separated by 10 µm using silica 
spacers (balls of silica of a defined diameter of 10 µm) dispersed in epoxy. The indium tin oxide is used 
as an electrode to apply an electric field across the cell. The polyimide alignment layer ensures that 
the liquid crystals within the cell preferentially align in the same direction under ambient conditions.  
The liquid crystals with dispersed 2D materials were infiltrated into the liquid crystal cells via 
small openings in the spacer layer. Once the gap between the two glass substrates was completely 
filled, the openings were sealed using epoxy resin. Wires were attached to the indium tin oxide 
electrodes to allow the application of electric fields to the cells. To test the switching time, six cells 
were produced. These contained: 
1. Nematic liquid crystal E7 only; 
2. E7 with dispersed graphene particles at a concentration of around 128 mg.mL-1; 
3. E7 with dispersed graphene oxide particles at a concentration of around 62 mg.mL-1; 
4. E7 with dispersed MoS2 particles at a concentration of around 5 mg.mL-1, denoted MoS2 low 
concentration (LC). 
5. E7 with dispersed MoS2 particles at a concentration of around 50 mg.mL-1, denoted MoS2 
medium concentration (MC). 
6. E7 with dispersed MoS2 particles at a concentration of around 250 mg.mL-1, denoted MoS2 
high concentration (HC). 
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Particle concentrations were established by by drying and determining the mass of the 2D 
material in an equivalent aliquot to that dispersed in the liquid crystal. The transmission through these 
cells of a broadband white light source was then monitored as an electric field was applied. Initially, 
for all samples, an AC electric field with a peak amplitude of 5V and a frequency of 1 kHz was applied. 
The ‘on’ time after which the transmission reached 90% of the steady state value after the applied 
field was turned on (Fig. 4.1) was analysed. The temperature of the liquid crystal cell was maintained 
at 30±0.05°C throughout for all samples. All data are normalised such that the transmission is 1 at t=0. 
The ‘off’ time after which the transmission returned to its initial state after removal of the 
electric field (Fig. 4.2) was also analysed. 
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Figure 4.1:  ‘On’ switching times for the liquid crystal cells containing: liquid crystal E7 (black); E7 
with dispersed graphene oxide (blue); E7 with dispersed graphene (red); E7 with dispersed 
molybdenum disulfide at a low concentration (magenta); E7 with dispersed molybdenum disulfide 
at a medium concentration (green); and E7 with dispersed molybdenum disulfide at a high 
concentration (orange). Switching times are found from the change in the normalised transmitted 
intensity as a function of time, under the application of a voltage to the liquid crystal cell. 
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For all samples, the ‘on’ time when compared to the liquid crystal with no 2D material 
dispersed was slower. While the ‘off’ time was found to be more or less unchanged, although in the 
case of the off time the uncertain ties are significantly greater. The recorded switching times are given 
in Table 4.1.  
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Figure 4.2:  ‘Off’ switching times for the liquid crystal cells containing: liquid crystal E7 (black); E7 
with dispersed graphene oxide (blue); E7 with dispersed graphene (red); E7 with dispersed 
molybdenum disulfide at a low concentration (magenta); and E7 with dispersed molybdenum 
disulfide at a high concentration (orange). Switching times are found from the change in the 
normalised transmitted intensity as a function of time, after the removal of a voltage applied to the 
liquid crystal cell. 
Table 4.1: Summary of the measured ‘on’ and ‘off’ switching times for liquid crystal samples 




One should also note the significantly different form of the ‘on’ response curve for the sample 
containing E7 with dispersed graphene particles. The conductive nature of graphene, as compared to 
the semiconductor or insulator nature of the other 2D materials used, causes the formation of 
‘hotspots’ of switching activity within the liquid crystal due to the stronger electric field in the vicinity 
of the graphene particles. This can be observed when monitoring the cell under cross-polarised optical 
microscopy during the switching, where switching is observed to initiate first in the areas around the 
particles. This leads to localised switching at a faster rate than the switching of the cell as a whole, and 
hence to the perturbations observed in the switching curve. It is notable that these perturbations only 
appear in the ‘on’ curve – evidencing that they relate purely to the material’s response to the electric 
field. By increasing or decreasing the electric field frequency, one can observe either amplification 
(when decreasing the frequency) or suppression (when increasing) of this effect (Fig. 4.3). It is 
particularly of note that when decreasing the frequency, there is a significant increase in the ‘on’ time 
for the switching. There is no effect on the off times for the switching (Fig. 4.4). The switching times 
recorded are also given in Table 4.1.  
Figure 4.3: Frequency dependence of the ‘on’ switching times for the liquid crystal cells: containing 
liquid crystal E7 switched at 1kHz (black); containing liquid crystal E7 switched at 5.1kHz (blue); 
containing liquid crystal E7 with dispersed graphene switched at 0.6kHz (green); containing liquid 
crystal E7 with dispersed graphene switched at 1kHz (red); and containing liquid crystal E7 with 
dispersed graphene switched at 5.1kHz (magenta). Switching times are found from the change in 
the normalised transmitted intensity as a function of time, under the application of a voltage to the 
liquid crystal cell. 
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 One can therefore conclude that the addition of 2D materials to the liquid crystal has a 
negative impact on the switching time of devices. Furthermore, when using conductive 2D materials, 
the operating frequency of devices should be higher to mitigate effects of localised electric field 
responses.  
Threshold voltage measurements. 
 Furthermore, analysis of the threshold voltage at which the switching of the liquid crystal is 
initiated was undertaken. Typically, lower values of the threshold voltage are desirable in order to 
minimise the energy requirements for switching a device. Again let us consider the transmission 
through the liquid crystal cell of a broadband white light source. The intensity of the transmitted light 
as a function of the applied voltage (Fig. 4.5) was measured. The electric field was again applied with 
a frequency of 1 kHz. The temperature of the liquid crystal cell was maintained at 30.00±0.05°C 
throughout for all samples. All data are normalised such that the transmission is 1 when no voltage is 
applied. The extracted threshold voltages, and other parameters, are summarised in Table 4.2.  
Figure 4.4:  Frequency dependence of the ‘off’ switching times for the liquid crystal cells: containing 
liquid crystal E7 switched at 1kHz (black); containing liquid crystal E7 switched at 5.1kHz (blue); 
containing liquid crystal E7 with dispersed graphene switched at 0.6kHz (green); containing liquid 
crystal E7 with dispersed graphene switched at 1kHz (red); and containing liquid crystal E7 with 
dispersed graphene switched at 5.1kHz (magenta). Switching times are found from the change in 
the normalised transmitted intensity as a function of time, after the removal of a voltage applied 
to the liquid crystal cell. 
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There is little effect on the threshold voltage at which switching begins for the samples 
containing either graphene oxide or MoS1. However, when looking at the value for the sample 
containing graphene, one sees a marked shift to higher voltage (an increase of 33%). When one looks 
at the positions of the maxima one can see little difference for any of the samples, again with the 
exception of that containing graphene. However, when looking at the voltage at which the minimum 
value of the transmitted intensity is obtained (i.e. the point at which the cell can be considered fully 
Table 4.2: Summary of the recorded threshold voltages for switching, and the voltages required to 
obtain the first maxima and minima in the normalised transmitted intensity. 






 E7 + GO
 E7 + Graphene
 E7 + MoS
2 
LC
 E7 + MoS
2 
MC





























Applied voltage / V
Figure 4.5:  Normalised transmitted intensity dependence on the applied voltage for the liquid 
crystal cells containing: liquid crystal E7 (black); E7 with dispersed graphene oxide (blue); E7 with 
dispersed graphene (red); E7 with dispersed molybdenum disulfide at a low concentration 
(magenta); E7 with dispersed molybdenum disulfide at a medium concentration (green); and E7 
with dispersed molybdenum disulfide at a high concentration (orange). Threshold voltages are 
established from the point at which a change in the transmitted intensity is recorded. 
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switched) one can see a slight  shift to higher voltage for all samples relative to the pure liquid crystal. 
By the point of the minimum, the increase in the voltage required for the graphene sample relative to 
the pure liquid crystal is 43%. The large difference for the sample with graphene can again be related 
to the conductivity of the dispersed nanoparticles. Essentially, the conductive graphene particles can 
be considered to ‘short-circuit’ the capacitive structure of the liquid crystal cell. 
In terms of threshold voltages, much like with switching times, one can again conclude that 
the addition of 2D materials to the liquid crystal has a negative impact on the performance. 
Critical temperature measurements. 
The critical temperature at which the liquid crystal changes from the nematic phase to an 
isotropic phase was also analysed. In general, a higher critical temperature is desirable as it extends 
the operational window of devices. Again, let us consider the transmission through the liquid crystal 
cell of a broadband white light source. The intensity of the transmitted light as a function of the liquid 
crystal cell temperature was measured. In this case, no electric field was applied. The transmitted 
intensity was measured as the temperature was first increased until the transition occurred and the 
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Figure 4.6:  Transmitted intensity dependence on the (increasing) temperature of the liquid crystal 
cells containing: liquid crystal E7 (black); E7 with dispersed graphene oxide (blue); E7 with dispersed 
graphene (red); E7 with dispersed molybdenum disulfide at a low concentration (magenta); E7 with 
dispersed molybdenum disulfide at a medium concentration (green); and E7 with dispersed 
molybdenum disulfide at a high concentration (orange). Transition temperatures can be extracted 
from the curves. 
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transmission subsequently reached a steady state value, and then again as the temperature was 
decreased back through the transition to an approximately steady value. Observing the curves as the 
temperature was increased, a kink in the curve – corresponding to the transition – is seen. As the 
temperature is increased (Fig. 4.6), one can see a decrease in the transmitted intensity down to a 
minimum. One then observes an increase to a maximum, before a further decrease until an 
equilibrium is reached. One can then extract the values of the minimum corresponding to the point at 
which the transition begins, the maximum during the transition, and the end point at which a steady 
state transmission is obtained (Table 4.3). The temperature at which the first minimum is found is that 
of the onset of the phase transition. The final equilibrium value represents the end of the phase 
transition.  
Observing the curves as the temperature was decreased (Fig. 4.7), one can extract values for 
the temperature at the onset of the transition, at the point of maximum transmission during the 
transition, and at the end of the transition (Table 4.4).  
Comparing the values, one can observe that in general the samples containing the dispersed 
2D materials perform worse than the pure liquid crystal, showing lower critical temperatures. The 
Table 4.3: Summary of the transition temperatures and ranges, and the temperatures at which 
other features of interest occur, in the transmitted intensity of light through liquid crystal cells 
containing E7 with dispersed 2D materials as the temperature is increased. 
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exception is the sample containing a medium concentration of MoS2 which showed higher critical 
temperature. Further work is required to understand precisely what causes that higher critical 
temperature for that particular sample. For the samples showing lower critical temperature, the 
difference can be justified as the nanoparticles perturb the liquid crystal structure and act as 
nucleation points for the phase transition. 
Table 4.4: Summary of the transition temperatures and ranges, and the temperatures at which 
other features of interest occur, in the transmitted intensity of light through liquid crystal cells 
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Figure 4.7:  Transmitted intensity dependence on the (decreasing) temperature of the liquid crystal 
cells containing: liquid crystal E7 (black); E7 with dispersed graphene oxide (blue); E7 with dispersed 
graphene (red); E7 with dispersed molybdenum disulfide at a low concentration (magenta); E7 with 
dispersed molybdenum disulfide at a medium concentration (green); and E7 with dispersed 
molybdenum disulfide at a high concentration (orange). Transition temperatures can be extracted 




 Initial measurements of the circular dichroism of liquid crystals containing dispersed 2D 
materials showed some potentially interesting results. CD spectra were measured using a JASCO 815 
dichroism spectrometer. Two samples were measured, the first containing MoS2 dispersed in liquid 
crystal E7, and the second containing GO dispersed in liquid crystal MLC 6608. The CD spectra for the 
two composites were compared to those for the pure liquid crystal. MLC 6608 shows broad band 
circular dichroism throughout the visible range, however the sample containing dispersed GO showed 
no circular dichroism (Fig. 4.8a), suggesting that the dispersed particles quench the optical activity of 
the liquid crystal. E7 presents a more complex, but less intense, CD spectrum. However, the addition 
of the MoS2 particles in this case lead to a strong enhancement of the circular dichroism signal (Fig. 
4.8a). One suggestion here was that the increased CD intensity may be due to LD ‘leaking’ into the CD 
spectrum. However, an analysis of the LD showed that it was in fact less intense for the sample 
containing the nanoparticles as opposed to that for the pure liquid crystal (Fig. 4.8b). 
 Further measurements were carried out using a different system where the linear and circular 
dichroism could be recorded simultaneously. In this case, a wider range of samples were used. The 
possible effect of nanoparticle concentration was also considered here. 
Figure 4.8: a) The circular dichroism spectra for: liquid crystal MLC 6608 (blue); liquid crystal MLC 
6608 with dispersed graphene oxide particles (red); liquid crystal E7 (magenta); and E7 with 
dispersed MoS
2 
particles. b) The linear dichroism spectra for: liquid crystal E7 (blue); E7 with 
dispersed MoS
2 
particles (red); and the same sample of E7 with dispersed MoS
2 
particles, but with 
the cuvette rotated through 90° to account for any change in the liquid crystal alignment (green). 
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 First to be considered were WS2 nanoparticles dispersed in liquid crystal E7 at concentrations 
of approximately 0.01, 0.1, 1 and 10 mg.mL-1. Both the circular (Fig. 4.9a) and linear dichroism (Fig. 
4.9b) were measured. However, almost no difference was observed between the spectra with 
dispersed nanoparticles and the spectrum of the pure liquid crystal. One can ignore the disparity in 
the magnitude of both the CD and LD signals between samples – there are many experimental factors 
that could lead to this. The absolute intensities of the peaks do vary, but there is no clear dependence 
on the concentration, suggesting that the intensity is varying due to some experimental parameter 
(likely to be the thickness of the liquid crystal layer) rather than due to the optical properties of the 
material itself. Rather, the interest is found in the form of the spectra and the positions of any features 
in the spectra. Where differences are observed, there is no clear correlation with the changing 
concentration of the nanoparticles. The peak positions and magnitudes taken from the circular and 
Figure 4.9: a) The circular dichroism spectra for liquid crystal E7 with tungsten disulfide particles 
dispersed at different concentrations. b) The linear dichroism spectra for liquid crystal E7 with 
tungsten disulfide particles dispersed at different concentrations. 
a) b) 
Table 4.5: Summary of the peak positions and magnitudes for the circular dichroism and linear 
dichroism spectra of the pure liquid crystal E7, and E7 with tungsten disulfide particles dispersed at 




linear dichroism spectra, for the pure liquid crystal E7 and for E7 with WS2 dispersed at different 
concentrations, are summarised in Table 4.5.  
Next to be considered was MoS2 dispersed in E7, the combination which had previously 
produced interesting results, at concentrations of 0.01, 0.05, 0.1, 0.5, 1, 5 and 10 mg.mL-1. Again no 
difference in the shape of the spectra is observed for either the LD or CD (Fig. 4.10). The peak positions 
Figure 4.10: a) The linear dichroism spectra for liquid crystal E7 with molybdenum disulfide particles 
dispersed at different concentrations. b) The circular dichroism spectra for liquid crystal E7 with 
molybdenum disulfide particles dispersed at different concentrations. 
a) b) 
Table 4.6: Summary of the peak positions and magnitudes for the circular dichroism and linear 
dichroism spectra of E7 with molybdenum disulfide particles dispersed at different concentrations. 
In some cases repeat measurements are shown for the same concentration. Where two values are 
given for the peak, two peaks were observed in close proximity and of similar magnitude. 
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and magnitudes taken from the circular and linear dichroism spectra for E7 with MoS2 dispersed at 
different concentrations are summarised in Table 4.6.  
Finally, consideration was given to dispersions of GO in E7 at concentrations of 0.01, 0.05, 0.1, 
0.5, 1, 5 and 10 mg.mL-1. Again, no difference in the shape of the spectra is observed for either the LD 
or CD (Fig. 4.11). The peak positions and magnitudes taken from the circular and linear dichroism 
spectra for E7 with GO dispersed at different concentrations are summarised in Table 4.7.  
It should be noted that there was a potentially key difference between the experimental setup 
for the initial measurements compared to the later measurements. In the initial measurements, a 
well-defined 100 µm path length cuvette (consisting of a glass cover plate held over an etched 
reservoir on a slide) was used to contain the LC, whereas in the later measurements the LC was simply 
placed on the surface of a slide. Therefore, in the later measurements the path length was likely to be 
much larger, and also to vary between samples. As the data gathered from each system is conflicting, 
further experiments are required to determine the true effect of the nanoparticle inclusion on the 
linear and circular dichroism of the liquid crystal.  
Figure 4.11: a) The circular dichroism spectra for liquid crystal E7 with graphene oxide particles 
dispersed at different concentrations. b) The linear dichroism spectra for liquid crystal E7 with 
graphene oxide particles dispersed at different concentrations. 
a) b) 
Table 4.7: Summary of the peak positions and magnitudes for the circular dichroism and linear 
dichroism spectra of E7 with graphene oxide particles dispersed at different concentrations. In some 




 From the results gained, it is clear that the inclusion of 2D materials in a conventional nematic 
liquid crystal host either negatively or negligibly impacts the performance of the liquid crystal. 
Switching times are found to be slower, threshold voltages more or less unchanged, nematic-isotropic 
transition temperatures to be lower, and the linear and circular dichroism to be inconclusively 
impacted. This limits the potential applications of the materials. Particularly damaging is the slower 
switching time – modern technology increasingly demands faster operation of devices. Significant 
further work would be needed to mitigate the negative impacts of the inclusion of the 2D materials. 
4.2 Tungsten disulfide liquid crystals. 
The first observation of liquid crystalline dispersions of liquid phase-exfoliated tungsten disulfide 
flakes is reported in a range of organic solvents. The liquid crystals demonstrate significant 
birefringence as observed in the linear and circular dichroism measurements respectively. In 
particular, linear dichroism is observed throughout the visible range while broad-band circular 
dichroism can be observed in the range from 500 – 800 nm. Under an applied magnetic field of ±1.5T 
the circular dichroism can be switched ON/OFF, while the wavelength range for switching can be tuned 
from large to narrow range by the appropriate selection of the host solvent. In combination with the 
photoluminescence capabilities of WS2, this opens a pathway to a wide variety of applications, such 
as deposition of highly uniform films over large areas for photovoltaic and terahertz devices.  
Introduction. 
Two-dimensional (2D) material-based liquid crystals with dynamically tunable properties are 
currently emerging as a promising- and desirable- class of novel functional materials, owing to the 
diverse properties that they can possess9,17,101. By producing liquid crystals based on 2D materials, 
structural reconfigurability with associated tailoring of properties has recently been 
achieved5,6,25,66,123,157.  However, until now, such lyotropic (and typically nematic) liquid crystal 
phases101 have been reported predominantly for graphene oxide dispersions11,114,116,121,130,133,140 with 
some limited reports for carbon allotropes such as graphene6,137,158 and carbon nanotubes123 as well 
as for one transition metal dichalcogenide (TMDC), molybdenum disulfide66. The possibility of liquid 
crystalline states in dispersions of 2D materials owes to their intrinsic shape anisotropy. It has long 
been known (from theory described by Onsager in the 1940s) that both rigid and flexible anisotropic 
molecules or particles undergo an isotropic/liquid-crystalline transition as their concentration is 
raised159, forming a lyotropic liquid crystal (LC). The main condition for this phase to be observed is 
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that a significant anisotropy of the mesogens must exist; i.e. a large aspect ratio. This transition was 
initially observed with clay particles and variations on Onsager theory used to determine the phase 
diagram117,160.  
 Comparing existing examples of liquid crystals based on two-dimensional materials to the 
breadth of such materials known, one can immediately see the limitations of the range of materials 
explored; while there are in excess of 1000 known exfoliatable two-dimensional materials161, there 
are only liquid crystalline dispersions known for three of them6,66,114. Of significant intrigue are reports 
that such liquid crystalline phases can also show chirality98,158 as reconfigurable chiral materials are in 
strong demand for photonics applications162,163.  One of the most desirable methods for chiral material 
reconfiguration is magnetic tuning, due to the possibility for either in- or ex-situ switching with 
favourable power requirements164,165. 
Figure 4.12: Schematic representations of liquid crystalline dispersions of tungsten disulfide. a) Top, 
side and 3D views of the bonding structure of tungsten disulfide. Tungsten atoms are represented 
in blue and sulfur in yellow. b-c) Vial and Petri dish containing a tungsten disulfide dispersion in 
solvent. d) Liquid crystalline assembly of monolayers of tungsten disulfide, separated by 
intercalating solvent molecules (purple), retaining crystalline ordering between sheets.  
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Of particular interest, tungsten disulfide (Fig 4.12a) is a TMD with significant potential for 
applications in a variety of areas. Its various exciting properties have led to widescale integration of 
WS2 in heterostructures and junctions7,166–169 amongst other applications such as field effect 
transistors168, hydrogen evolution170, saturable absorbers171, supercapacitors169 and battery anodes172. 
In particular, strong room temperature photoluminescence makes it an ideal candidate for 
applications in solar power166,173, for instance, while second harmonic generation allows use in non-
linear photonic devices7.  
Herein, a demonstration is presented- for the first time- of the possibility of a liquid crystalline 
phase of dispersions of WS2 particles (Fig.4.12b-d) in a variety of solvents. Of particular interest is the 
emergence under applied magnetic field, or without applied field, of circular dichroism of dispersions 
in particular solvents. This observation is particularly unexpected due to the achiral nature of both 
WS2 and the solvents used. As such it is demonstrated that a material with reconfigurable circular 
dichroism that can be readily integrated or applied within photonic and optoelectronic devices by a 
variety of different means.  
Synthesis of liquid crystalline samples. 
Starting from bulk WS2 particles (Sigma-Aldrich 243639), with dimensions around five microns 
on average (maximum particle dimensions were observed to be on the order of 10-15 µm), dispersions 
were produced in a range of solvents (water, isopropanol, chloroform, tetrahydrofuran, methanol, 
acetone and ethanol), with a range of concentrations  (from 0.1mg.mL-1 to 5mg.mL-1). To accurately 
compare the effect of different solvents, it was necessary to have homogeneous particle size 
distributions between samples. Hence, an initial 500 mL dispersion was prepared, with IPA as the 
solvent, at a concentration of 5 mg.mL-1, in a sealed beaker.  
To break down the material a process of ultrasonication in an ultrasonic bath (James Products 
120W High Power 2790ml Ultrasonic Cleaner) filled with deionised water was used. Five, hour-long, 
periods, separated by 30 minutes each to prevent excessive heating of the solvent, were used to 
ensure sufficient exfoliation of the sample. The resultant dispersions were then put through a process 
of centrifugation for 10 minutes at 2000 rpm to residual bulk material and narrow the distribution of 
particle sizes present in the dispersion. 
After centrifugation, the dispersion was fractioned, with only the supernatant extracted, to 
ensure only suitably sized particles remained. The resultant dispersion was then dried under vacuum 
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(~0.1 atm) in a Schlenk line to fully remove the solvent, before being re-dispersed in the required 
solvents for the final dispersions.  
Redispersion involved transfer of a suitable mass of the exfoliated tungsten disulfide to give 
the desired concentration into small volumes (<5 mL) of IPA, chloroform and THF. After re-dispersion, 
the dispersions were again ultrasonicated (for a few minutes) to prevent any aggregated exfoliated 
particles remaining in the dispersions. As the concentration is changed significantly following the 
centrifugation step, it is necessary to re-establish the concentration following that step. The re-
dispersion process allowed for accurate knowledge of the concentrations of the dispersions. 
Additionally, as all steps up until redispersion were the same for all samples, the size distribution of 
particles in the dispersion is as uniform as possible between samples. It is known from the extensive 
literature76,174,175 on liquid phase exfoliation of 2D materials that both the solvent and concentration 
can have significant effects on the yield and size distribution obtained. Hence, the process used here 
offers the significant advantage of allowing direct comparability between dispersions, to the greatest 
degree achievable.  
Samples dispersed in other solvents (e.g. water, ethanol etc.) were produced by the same 
methods, but using a different initial dispersion. Hence, direct comparability cannot be claimed. 
However, these samples did not display any indications of liquid crystallinity. 
Analysis of WS2 particle sizes was undertaken by five separate methods: 
1) Optical microscopy 
2) Raman spectroscopy 
3) Dynamic light scattering (DLS) 
4) Scanning electron microscopy (SEM) 
5) Atomic force microscopy (AFM) 
Synthesis of unexfoliated samples. 
The unused fraction from the synthesis of the LC samples was used to produce the 
unexfoliated samples. This fraction was dried and redispersed using the same process as described for 
the exfoliated fraction that gave the better liquid crystallinity. These samples were used in order to 
analyse the effect of the particle aspect ratio on the dichroism results given later. While they are 
denoted as “unexfoliated”, some exfoliation from the bulk had still occurred during ultrasonication. 
However, the degree of exfoliation was less than that for the liquid crystalline samples described 
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before, hence the separation of the particles under centrifugation. They are labelled as unexfoliated 
whenever referred to later herein, in order to simplify and be consistent with nomenclature. 
Synthesis of non-LC samples. 
Non-LC samples were produced to compare the films producible using the LC state to those 
given without it in later work. The same tungsten disulfide powder was dispersed at a concentration 
of 5 mg.mL-1 in IPA. This dispersion was then ultrasonicated for 2 minutes to ensure dispersion with 
minimal exfoliation. No optical anisotropy was observable in the dispersions. They are labelled as non-
LC whenever referred to later herein, in order to simplify and be consistent with nomenclature. 
Particle size analysis by optical microscopy. 
Using optical microscopy, it was determined that ‘unexfoliated’ particles dispersed in 
chloroform had typical sizes of 1-10µm, with the mean size around 5µm x 5µm and that exfoliated 
particles had typical dimensions of around 500nm up to a few microns in length and width with mean 
size around 2µm x 2µm. This characterisation also revealed the presence of occasional much larger 
particles with bulk like characteristics, and some particles <500nm in length or width.  
Particle size analysis by Raman spectroscopy. 
One can extract the thickness of a tungsten disulfide particle by comparing the intensities of 
the E2g and A1g peaks and their corresponding shift frequencies176–178. This method involves taking the 
ratio of the intensities of the two peaks, and the separation of the two in terms of wavenumber. Both 
the relative peak intensities and the positions of the two peaks are known to vary as a function of the 
number of layers, due to the effect of interlayer forces. The most profound difference is observed 
when comparing bulk and monolayer material. As more layers are added, starting from monolayer, 
the positions and relative intensities converge on those of the bulk material. Hence, if one has a Raman 
spectrum for a tungsten disulfide particle, one can first extract the positions and intensities of the two 
peaks. From this, the difference in the peak positions can be calculated. The ratio of the peak 
intensities can also be calculated. These two values can then be compared to literature values which 
have been both calculated ab-initio and corroborated by experiment for different layer thicknesses176–
178. The available data in the literature means that only numbers of layers from one to six can be 
differentiated accurately from bulk material. For unexfoliated particles dispersed in chloroform, 
thickness was determined to be predominantly bulk-like from Raman spectroscopy. Determination of 
any shape anisotropy was not possible with Raman spectroscopy for which accurate determination of 
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thickness is limited beyond ~6 layers, so in essence it is determined that the particles are in excess of 
six layers, but no more accurate value can be obtained by this method.  
Exfoliated particles dispersed in chloroform had typical thicknesses of 1-6 layers as observed 
in Raman measurements again by comparing the intensities of the E2g and A1g peaks and their 
corresponding shift frequencies176–178. However, characterisation also revealed the presence of 
occasional much larger particles with bulk like characteristics. 
Particle size analysis by dynamic light scattering. 
Dynamic light scattering (DLS) measurements were performed to analyse the particle sizes in 
the dispersion, in addition to microscopy and Raman spectroscopy of individual drop-cast flakes. For 
example, for the dispersion in chloroform (Fig. 4.13as), broad peaks of scattered intensity were 
observed at four different particle sizes: 3.98 nm; 93.9 nm; 320 nm; 1610 nm. However, quantitative 
analysis (Fig. 4.13b) of the numbers of particles possessing each size measured suggests that the 
particles are predominantly of around 3.98 nm, with some measuring around 94 nm. Conventionally, 
the number as given would be considered, however there is an expectation that there should certainly 
be larger particles. SEM and AFM data presented later suggest that there are indeed larger particles. 
SEM and AFM, as direct imaging and analysis methods, are known to be accurate and therefore the 
results from DLS should be considered in that light. If we look at the number of particles of each size 
determined by DLS, there is no corroboration by other methods – it can therefore be considered 
inaccurate. However, sizes found from measured intensity in the DLS were in agreement with those 
obtained by the other methods, and therefore warrant further inspection despite being a non-
conventional method of size determination. In Fig. 4.13a, the first peak is indicative of flakes on the 




average flake lateral sizes being on the order of a micron. The other two peaks are consistent with the 
flakes <500 nm that were also observed. 
With these results in mind, one can note from the literature179 that DLS has been used 
previously to accurately establish the lateral particle sizes in solution and has been verified against 
other characterisation methods. The accurate determination thickness however has never been 
reported. However, it can be suggested that it should be possible to accurately obtain both the 
thickness and lateral sizes of the particles, provided that the orientation of the particles can be fixed. 
Typically, particles dispersed in a liquid will have random orientations and move and change 
orientation randomly due to Brownian motion. However, the key property of lyotropic liquid 
crystalline phases is that the orientation of the dispersed particles is not random, but generally aligned 
along a director. Domains will then exist with the dispersion with different directors. Of course, the 
different directors for different domains mean that when considering a large volume of the dispersion, 
there is no overall average director, but rather the orientation of the particles is still effectively 
random. However, it is also well-known that interfaces between liquid crystals and other materials 
can cause preferential alignment of the director due to anchoring of the mesogens at the surface; this 
being a key concept in their use in liquid crystal displays. In this case, if the tungsten disulfide particles 
in the LC state align at the interface with the cuvette used for DLS measurements, with a director 
either parallel or perpendicular to the interface, then the scattering cross-section for those particles 
is fixed, non-random, and suitably aligned relative to the incoming light. Hence it would be possible to 
obtain the thickness and lateral sizes of the particles. It is suggested that this alignment occurs during 
these measurements, allowing the accurate determination of the sizes that has been observed, as 
verified by other methods.  
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Particle size analysis by scanning electron microscopy. 
SEM was also used. Particles were drop-cast onto a silicon-on-insulator substrate and then 
imaged (Fig. 4.14). From the images produced, the size of the particles present was analysed, with 
over 400 individual particles measured. A range of particle sizes from 508 nm up to 11.06 µm was 
observed. The mean lateral particle size was determined to be 2.61 µm, while the mode of the particle 
size distribution was determined as 1.63 µm and the median value was 2.34 µm. This is in close 
agreement with the 1610 nm peak seen in the DLS spectrum, particularly when considering that the 
peak value reported in the DLS spectrum would correspond to the modal value. It was also noticed 
that there were some significantly smaller particles (<500 nm), which are likely responsible for the DLS 
peaks at 93.9 nm and 320 nm. These particles were excluded from the size analysis. A histogram 
Figure 4.14: a) SEM image of a few drop cast WS
2
 particles, representative of the mix of 
aggregation, defects and more pristine particles observed throughout the drop cast particles. b,c) 
SEM images of multiple WS2 particles drop cast on silicon-on-insulator. 
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Figure 4.15: Histogram of the measured distribution of the lateral sizes of WS
2
 particles as 




showing the distributions of particle sizes (with statistical averages marked also) is presented in Figure 
4.15. Dispersions in other solvents showed very similar size distributions, as expected. It was also 
observed that there were significant differences in the shapes of the exfoliated particles produced.  
Particle size analysis by atomic force microscopy. 
AFM images were also produced for the drop-cast particles (Fig. 4.16). The step heights for 
each of these particles were measured. From analysis of the step heights for a large number of 
particles, an average thickness of around 4 nm was observed, again in close agreement with the peak 
in the DLS spectrum attributed to the particle thickness. For example, in the area shown in Fig. 4.16c-
d, a subset of 20 particles were found. The step heights of these particles were: 5.830; 1.186; 2.875; 
1.985; 4.030; 5.337; 2.744; 2.709; 1.893; 4.034; 2.354; 2.467; 4.611; 6.331; 4.961; 3.094; 4.721; 7.902; 
6.34 and 4.161 nm respectively – giving an average height of 3.978 nm (corresponding to 
approximately 6.5 layers). A more thorough analysis of a greater number of particles (578) over a large 
area gave a similar figure, with an average thickness of 4.04 nm (6.63 layers). Again, this is in close 
agreement with the value obtained from DLS. A histogram showing the distributions of particle sizes 
(with statistical averages marked also) is presented in Figure 4.17. Dispersions in other solvents 
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showed very similar size distributions, as expected. It was also observed that there were significant 
differences in the shapes of the exfoliated particles produced.    
Figure 4.16: a) AFM image of a 100µm x 100µm 
area with drop cast WS2 particles. b) 3D AFM 
image of the area in a) showing the height 
profile of the area. c) AFM image of a 17.5µm x 
17.5µm area with drop cast WS2 particles. d) 3D 
AFM image of the area in c) showing the height 
profile of the area. e) An AFM image of a 
representative flake found, with a step height of 




Optical evidence of dichroism. 
Schlieren-like textures can be observed in the liquid crystals without the need for polarising 
optics with bright and dark regions corresponding to changes in reflectance of the sample due to 
alignment of the particles relative to the incident light used for imaging- shown here for dispersions 
in isopropanol- (Fig. 4.18) across a range of concentrations, from 5mg.mL-1 to 0.1mg.mL-1,  with 
textures observed for all concentrations except the lowest. Similar textures are observed in other 
solvents. Such textures are equally observed in liquid crystals based on graphene oxide without 
requiring polarising optics11. Under cross-polarised optical microscopy, after suitable control of the 
concentration by solvent evaporation, some evidence of liquid crystallinity was observed (Figures 4.19 
and 4.20).  
Under illumination by linearly polarised light, microscopy images taken through an analyser 
with polarisation at 90° and 45° to that of the incident light are shown in Figure 4.19. Some texturing 
is observed when looking at the reflection from the liquid surfaces for a range of solvents. However, 
there are many challenges to imaging these liquids optically. When looking at reflection from the 
liquids, self-assembly or aggregation at the substrate interfaces is observed. Self-assembly is 
particularly prevalent for chloroform- and tetrahydrofuran-based dispersions. It is known that the 
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Figure 4.17: Histogram of the measured distribution of the thickness of WS2 particles as determined 
from AFM, with the arithmetic mean (purple) and median (green) of the distribution shown. 
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liquid crystallinity of dispersions of anisotropic rigid board-like particles can be suppressed by confined 
geometries such as those existing near interfaces101. When looking at the transmission, there is some 
texturing observable. However, to prevent the aggregation seen for small confined volumes, a greater 
Figure 4.18: a-g) Optical images of WS2 dispersions in isopropanol with clear bright and dark states 
visible depending on flake orientation relative to the incident light;  a) shows the texture across a 
large surface of the dispersion, b-g) give a closer look at the surface for concentrations of 5mg.mL-
1, 2.5 mg.mL-1, 1 mg.mL-1, 0.5 mg.mL-1, 0.25 mg.mL-1, and 0.1 mg.mL-1 respectively. h-j) Optical 
images (no polarisation) of tungsten disulfide dispersions in isopropanol at 5 mg.mL-1 with clear 
bright and dark states visible depending on flake orientation relative to the incident light.  
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volume of the dispersion was required. With a sufficient volume, there is a high level of absorption to 
be overcome. To overcome this further barrier, an intense light source was required, along with longer 
expo sure times for the images. As the dispersions are produced in organic solvents with low viscosity, 
there is significant Brownian motion. Hence, for longer image exposure times, there is blurring of the 
images due to this Brownian motion. Additionally, greater intensity of the light source can allow 
significant transmission of light through the crossed polarisers regardless of any change in polarisation 
as the light passes through the material, due to the imperfection of the polarisers’ absorbance. As 
such, one can observe bright states for dispersions in solvents such as ethanol, methanol, acetone and 
water despite there being no evidence of liquid crystallinity for those dispersions. However, it is not 
necessary to use crossed polarisers to 
observe the textures of these liquid 
crystals. Figure 4.18 shows the bright and 
dark states that exist in the liquid crystal 
dependent on the flake orientation 
relative to the incident light. These bright 
and dark states are clearly visible without 
the need for polarising optics11. Figure 
4.20 shows polarised optical microscopy 
images of a WS2 dispersion in IPA. In 
these images, by looking closely, one can 
observe the general directional ordering 
of the dispersed particles directly (shown 
as black arrows on the images).  
Figure 4.19: Optical microscopy images of the reflection and transmission from tungsten disulfide 
dispersions in different solvents, with crossed polarisers at 90° and 45°. 
Figure 4.20: a-d) Polarised optical microscopy images 
of a dispersion of WS2 in IPA at a concentration of 0.5 
mg.mL-1. The polariser and analyser were oriented 
orthogonally. The arrows indicate the observed 






In particular, samples in tetrahydrofuran (THF), isopropanol (IPA) and chloroform (CHF) 
demonstrated promising properties with the dispersions showing general alignment of the individual 
particles when observed under optical microscopy (Fig. 4.20), and birefringent textures as would be 
expected for a liquid crystal (Fig. 4.19), hence these samples were chosen for further investigation. 
Linear dichroism. 
The linear dichroism spectra of the dispersions in THF, IPA and chloroform were measured in 
the visible range (200-800 nm). For these measurements, a quartz cuvette with a path length of 2mm 
was filled with the dispersion and the transmission of light through it analysed. Bulk WS2 has no 
dichroic response, however dichroism can be induced after exfoliation due to the shape anisotropy of 
the resultant board-like particles. The possibility of liquid crystalline states in dispersions of 2D 
materials owes to their intrinsic shape anisotropy. It has long been known (from theory described by 
Onsager in the 1940s) that both rigid and flexible anisotropic molecules or particles undergo an 
isotropic/liquid-crystalline transition as their concentration is raised159, forming a lyotropic liquid 
crystal (LC). The main condition for this phase to be observed is that a significant anisotropy of the 
mesogens must exist; i.e. a large aspect ratio. This transition was initially observed with clay particles 
and variations on Onsager theory used to determine the phase diagram117,160. The transition 
concentration scales inversely with the aspect ratio (comparing the two large dimensions to the 
particle thickness); hence the requirement for a high aspect ratio, as the required concentration 
should be balanced against the solubility of the particles in the solvent used. As is observed in rigid 
rods180,181 , the polydispersity of the dispersed molecules broadens the biphasic region in which both 
an isotropic phase and nematic phase can be observed. Hence it is desirable to have a low 
polydispersity of the dispersed particles. Additionally, pure solvents are wanted as the maximum 
isotropic concentration of the platelets and the ability to form liquid crystals is strongly influenced by 
impurities in the host solvent182.  
In an isotropic distribution of particles in the dispersion, no dichroism would be observed as 
the orientation of the particles would be random. However, where there is an ordering of the particles 
relative to one another, a dichroic response can be observed; such ordering is the principle property 
determining liquid crystallinity. The dichroism is a product of the different effective refractive indices 
produced by particles being aligned with their short axes either parallel or perpendicular to the 
polarisation of the incident light. The dichroism is induced by self-assembly in the solvent, therefore 
let us look at the composite effects of both the solvent and the dispersed particles. For reference, 
linear dichroism spectra for the pure solvents are presented in Figure 4.21a. As such, the absorbance 
of the cuvette and solvents below 225nm may mask any dichroism (see Figure 4.21b). However, from 
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a material application viewpoint, the dichroism can therefore be considered negligible in this region 
in any case.  
As seen in Figure 4.22a, linear dichroism can be observed across a broad range of wavelengths 
for dispersions in all three solvents. For these measurements, a concentration of 1 mg.mL-1 was used 
for THF and a concentration of 5 mg.mL-1 for IPA and chloroform. However, there is expected to be a 
significant concentration dependence of the liquid crystallinity. Hence, dispersions with a range of 
Figure 4.21: a) Linear dichroism spectra of 
the pure solvents used for WS2 dispersions: 
chloroform (red), tetrahydrofuran (green) 
and isopropanol (blue). b) The absorbance 
spectra of the pure solvents. In all cases the 
absorbance increases dramatically in the UV 
region, particularly below 225nm. c) The 
circular dichroism spectra of isopropanol 
under magnetic fields of 0T (black), +1.5T 
(red) and -1.5T (blue). d) The circular 
dichroism spectra of tetrahydrofuran under 
magnetic fields of 0T (black), +1.5T (red) and 
-1.5T (blue). e) The circular dichroism spectra 
of chloroform under magnetic fields of 0T (black), +1.5T (red) and -1.5T (blue), showing a strong 
peak at around 230nm under applied magnetic field. 
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concentrations were measured, to establish where the onset occurs. Significant increases can be 
observed in the linear dichroism of dispersions in IPA (Fig. 4.22b) and chloroform (Fig. 4.23) as the 
concentration is increased from 0.1 mg.mL-1 to 5 mg.mL-1. However, no clear transition concentration 
from isotropic to liquid crystalline is observed. This is likely due to the non-homogeneous distribution 
of particle sizes present in the dispersion, leading to a broad region of biphasic stability where liquid 
crystallinity occurs in localised isolation rather than throughout the entirety of the dispersion.  
The effect of the particle size was investigated by comparing dispersions of exfoliated 
particles, with those of largely unexfoliated bulk material (see Subsection on Synthesis of unexfoliated 
samples) which still possessed some shape anisotropy. For lower concentrations, little difference is 
observed between the values of the linear dichroism recorded for the exfoliated and unexfoliated 
samples respectively (Fig. 4.22c, Figure 4.23b). For all concentrations below 5 mg.mL-1, the recorded 
difference is less than the noise level in the measurements. However, as the concentration was 
increased to 5 mg.mL-1, significant increases in the linear dichroism were observed for both the 
exfoliated and unexfoliated dispersions. At this concentration, the exfoliated dispersion showed much 
Figure 4.22: a) Linear dichroism of WS
2
 
dispersions in THF (1mg.mL-1), IPA (5 mg.mL-1) 
and chloroform (5mg.mL-1). b) Linear 
dichroism of dispersions of WS2 in IPA at 
different concentrations: 5mg.mL-1 (black); 
2.5mg.mL-1 (red); 1mg.mL-1 (blue); 0.5mg.mL-1 
(green); 0.25mg.mL-1 (magenta); 0.1 mg.mL-1 
(cyan). c) Linear dichroism of dispersions of 
WS2 in IPA at specific wavelengths: 370 nm 
(black); 446 nm (red); 520 nm (green); 626 nm 
(blue). Solid lines (and squares) are for samples 
that had been exfoliated as described whereas 
dashed lines (and triangles) are for dispersions 
of much larger (unexfoliated) particles. Error 
bars are smaller than the symbol size.  
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stronger dichroism (up to two times greater) than the unexfoliated across the full wavelength range 
(Fig 4.22c). For all samples, nanoparticle precipitation partially occurred due to the containment in the 
confined geometry of the cuvette, as observed from sedimentation after measurements. With 
continued precipitation over time, a trend towards the pure solvent spectrum would be expected and 
hence for the spectra to tend towards zero after normalisation. This is not observed in the spectra 
recorded and the results were consistent over time, hence there is negligible effect of the precipitation 
on the dichroism results obtained. It is suggested that the least colloidally stable tungsten disulfide 
particles precipitate rapidly within the confined geometry of the cuvette but that the resultant 
dispersion is then stable with time. 
Circular dichroism. 
The circular dichroism of the samples was also analysed for the dispersions in THF, IPA and 
chloroform (spectra for the pure solvents are given in Figure 4.21c-e). As can be seen in Figure 4.24, 
circular dichroism was observed for all three solvents. Similar circular dichroism has previously been 
observed for liquid crystals of graphene oxide17,98,143,183–185, where a twisted lamellar structure is 
proposed (Fig. 4.24d). In this structure, sheets of the 2D material form lamellar blocks of concentration 
dependent sizes. Separate blocks then arrange with a helical pitch between them, giving rise to a 
twisted ordering over long ranges; thus leading to circular dichroism. However, this mechanism is 
currently both disputed and unproven101. Here, the inherent noise in the measurements due to 
absorption and scattering makes any qualitative analysis difficult. Whereas molecular chirality is 
related directly to the electronic transitions as seen in the absorption spectra of the molecule, for 
supramolecular chiral assemblies the chirality is related to the helical pitch of the structures- hence 
Figure 4.23: a) Linear dichroism of dispersions of tungsten disulfide in chloroform at different 
concentrations. b) Linear dichroism of dispersions of tungsten disulfide in chloroform at specific 
wavelengths; solid lines (and squares) are for samples that had been exfoliated as described 
whereas dashed lines (and triangles) are for dispersions of much larger (unexfoliated) particles. 
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the chirality is unrelated to the absorption band of tungsten disulfide (measured in the liquid phase 
dispersion at 635nm). By applying a magnetic field to the dispersions during measurement, significant 
(up to 6x) enhancement of the circular dichroism is observed for IPA, with a clear broad band emerging 
for wavelengths >500nm. However, for the dispersion in THF, the application of the magnetic field is 
seen to have a negligible effect on the circular dichroism. The magnetic field was applied parallel to 
the incident light in the measurements (Faraday geometry), i.e. at normal incidence to the face of the 
cuvette. Under applied magnetic field, especially for dispersions in IPA, the circular dichroism can be 
enhanced due to an aligning force giving a preferred directional axis for the helicity (Fig. 4.24d). 
Enhancement of the circular dichroism by up to six times is observed in the dispersion in IPA in the 
region from 500-800 nm where the strongest circular dichroism is observed. The dispersion in THF 
however, shows negligible enhancement under magnetic field. The dispersion in chloroform also 
shows negligible enhancement in the region from 500-800 nm. Broad widths of the circular dichroic 
bands are expected due to the non-homogeneity of the particle sizes present in the dispersion.  
Additionally, for the dispersion in chloroform under the applied magnetic field, a very strong 
peak in the circular dichroism is observed at around 230nm. This peak switches sign with the applied 
Figure 4.24: Circular dichroism of dispersions of WS2 in different solvents: a) THF, b) IPA and c) 
chloroform, under applied fields of 0T (black), +1.5T (red) and -1.5T (blue). Dashed lines are 
normalised data including noise, solid lines give an indication of the general trend of the circular 
dichroism accounting for the noise. d) A possible structure of the circular dichroic self-assembly of 
tungsten disulfide liquid crystalline dispersions under applied magnetic field.  
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field. The peak can also be observed in the pure solvent, however, as results are normalised versus 
the pure solvent spectrum there is enhancement observed due to the presence of the dispersed 
nanoparticles. However, it is the properties of the composite liquid crystalline system that are of 
interest, hence it is justifiable that the composite system of tungsten disulfide dispersed in chloroform 
represents a magnetically reconfigurable chiral material. 
Conclusions. 
While different solvents can affect the rate, efficiency and quality of particles obtained by 
liquid phase exfoliation, due to the fact that controlling the concentration generally relies on drying 
and redispersion the solvent choice for obtaining a liquid crystalline state can be independent of that 
for exfoliation. The different properties achievable with different solvents show that there is no single 
definable 'best' solvent for use. Rather, the choice of solvent should be application driven. For 
example, to achieve reconfigurable circular dichroism at 750 nm, IPA would be the best choice, 
whereas at 230nm chloroform is preferable. The single condition is that WS2 should be soluble enough 
to allow dispersion at the necessary concentrations, which is broadly true for all organic solvents. This 
work demonstrates that using only standard liquid phase exfoliation processes (ultrasonication, 
centrifugation and control of concentration) a liquid crystalline state of WS2 particles can be achieved 
in a range of solvents.  
The discovery that WS2 LC dispersions can simultaneously demonstrate reconfigurability 
under applied magnetic field and circular dichroism, while also combining the intrinsic optical and 
electrical properties of the 2D WS2 flakes is of significant interest, opening the way towards countless 
applications in opto-electronics and photonics such as switchable filtering devices. Future 
optimisation and tuning of the synthesis holds great potential for the generation of a new class of true 
reconfigurable 'wonder materials', with applications encompassing: thin film and membrane 
depositions; display devices; inks; terahertz modulators; and others. The discovery of this novel 
reconfigurable phase could lead to a marked expansion in the uptake of WS2 for device-based 
applications, due to the increased scope for scalable integration with reduced drawbacks such as time, 
cost and quality as well as the significant boost in the range of potential uses with the observation of 




5. Raman Spectroscopy Characterisation of 2DLCs. 
It is demonstrated that the design of an optofluidic waveguide system can be optimised to 
enable simultaneous in-situ Raman spectroscopy monitoring of dispersed 2D flakes during the device 
operation. Moreover,  the possibility of label-free 2D flake detection via selective enhancement of the 
Stokes Raman signal at specific wavelengths has been successfully demonstrated. An ultra-high signal 
sensitivity to the xyz alignment of 2D flakes within an optofluidic waveguide was discovered, which in 
turn enables precise in-situ alignment detection. It is demonstrated that particle positions can be 
established in one, two and three dimensions using a methodology that combines simulation and 
analysis with experimental results. It is shown that this methodology can be further extended to give 
other information on the dispersed particles. This technique is intended to form the basis of 
characterisation to allow the first practicable realisation of 3D photonic microstructure shaping based 
on 2D-fluid composites and CMOS photonics platform while also representing a useful technological 
tool for the control of liquid phase deposition of 2D materials. 
The recent development of nanocomposites consisting of fluid-dispersed atomically thin two-
dimensional (2D) materials has sparked a great level of interest as a highly promising in-situ tailored 
meta-material device platform for the next generation of multi-functional optoelectronic 
systems1,6,187–189,7–9,113,123,130,140,186. Dynamically controlled three-dimensional (3D) self-assembly of 
fluid-suspended 2D materials not only provides a new breakthrough route for technological 
applications of 2D material based 3D device architectures11,12,190, but also their fluidic nature allows 
CMOS-compatible wafer-scale back-end integration on chip using microfluidic technology4,13,191. The 
practical realisation of dynamically reconfigurable 3D material fluid metastructures integrated into a 
microfluidic system and coupled with a CMOS photonic circuit (as illustrated in Fig. 1) opens up 
limitless possibilities in the fabrication of compact and low-power systems for commercially viable, 
miniaturised, multi-functional light-management devices such as light emitting sources14, tuneable 
optical filters15 and nanoantenna phased arrays16. For example, 1D photonic crystals of graphene 
which could act as optical filters have been theoretically explored192 but as yet no method exists for 
the precise reconfigurable control of such structures. Additionally, self-assembly of fluid dispersed 2D 
materials represents a remarkable precursor state for liquid phase deposition of ordered lamellae, 
stacks and other structures in the solid phase10,66,129. Reconfigurability of the metastructures can be 
achieved by exploiting liquid crystal technology12,140 with in-situ monitoring used to characterise the 
metastructure formation.  
However, the primary challenge for the first realisation of on-chip controlled assembly of 2D 
flakes into functional metastructures is the lack of a reliable and sensitive method for in-situ 
characterisation. Such a method is pivotal to the confirmation of the integration of composites in the 
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device and to enable determination of parameters, such as spatial alignment of incorporated 2D 
materials, dynamically during device operation. Conventional characterisation methods such as 
Raman spectroscopy8,193,194, coherent anti-Stokes Raman spectroscopy (CARS)195 and Fourier 
Transform Infrared Spectroscopy (FTIR)148 are not suitable for studies of fluid nanocomposites with 
relatively low concentrations of nanoparticles dispersed. In this case, the significantly greater 
scattering volume of the host fluid compared to that of the dispersed nanoparticles always dominates 
the vibrational signal intensity, rendering the monitoring of the considerably weaker bands of 
dispersed nanoparticles impossible. Proposed and subsequently demonstrated herein is a novel 
approach for ultra-sensitive, label-free, in-situ detection and monitoring of integrated 2D-fluid 
composite materials on-chip. Specifically, an in-situ micro-Raman characterisation approach, whereby 
the Raman signal of 2D dispersed nanoparticles is selectively enhanced through the design of 
optofluidic waveguide geometry on silicon-on-insulator (SOI) platform. It has previously been shown 
that the Raman signal from micro-structured silicon cavities can be enhanced due to Fabry-Pérot type 
resonances196–198. Here, the structure is designed to simultaneously enhance different resonant modes 
relating to different parameters of the optofluidic waveguides, balancing the required enhancement 
of the signal from multiple vibrational bands with the desire for the greatest achievable intensity for 
the individual bands. The developed approach demonstrates ultra-high sensitivity to the xyz alignment 
of 2D nanoparticles within optofluidic waveguides. Hence, for the first time, these findings 
demonstrate the possibility of monitoring the dynamics of fluid-dispersed 2D nanoparticles on chip. 
This work paves the way for the practical realisation of dynamically reconfigurable photonic 
metastructures based on 2D-fluid composites integrated on CMOS photonics platform with a range of 
important applications, such as renewable energy, optical communications, bio-chemical sensing, and 
security and defence technologies7,9,199. 
5.1 Microfluidic structure design. 
Typically, large-scale CMOS photonics builds on a SOI platform; a high index-contrast 
waveguide platform which prevents interference between the photonic integrated circuit 
components and the substrate. Therefore, let us consider use an SOI based Fabry-Pérot type 
optofluidic waveguide channel, with an open top cladding to allow in-situ micro-Raman detection and 
monitoring of the integrated 2D fluid nanocomposite system during device operation. To optimise the 
optofluidic waveguide design for facilitating strong confinement of light on chip and to significantly 
enhance the Raman back-scattered signal of the individual incorporated 2D nanoplatelets, one can 
model the variation in the intensity of the Raman bands of dispersed nanoparticles while varying 
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parameters that can be experimentally controlled, such as: the waveguide width, w, and the buffer 
oxide (BOX) layer thickness, hBOX.  
Scattering matrix method analysis. 
The backscattered Raman signal intensity is numerically determined for wavelengths 
corresponding to the Raman active bands using the scattering matrix method. The scattering matrix 
method (SMM) is a powerful tool for numerical determination of the near- and far-field light 
distribution for structures which can be split into layers uniform along at least one direction200–203. The 
main principle of this method is the decomposition of electric and magnetic fields into Fourier series 
in each layer and connecting the Fourier components of adjacent layers in accordance with the 
boundary conditions of Maxwell’s equations.  
The optofluidic waveguide design was optimised to significantly enhance the back-scattered 
Raman signal from incorporated 2D nanoplatelets. Raman scattering is a quantum mechanical process 
with a random spatial distribution of the photons involved, however the optical behaviour of the 
scattered light can be modelled using a classical electrodynamics approach. 2D flakes within 
nanocomposites are modelled as a system of chaotically-oriented oscillating electrical dipoles156 
within a microfluidic channel, with the dipole emission defining the Raman signal wavelength. To 
numerically determine the far-field intensity of the dipole emission the SMM was used.  
To reach convergence, 801 Fourier harmonics were used. This value was determined by 
simulating a simplified channel with increasing numbers of Fourier harmonics used, until no change in 
the result was observed when further increasing the number of harmonics. The local components of 
the electromagnetic field were found, forming material matrices in each layer. By applying an iterative 
procedure, the total scattering matrix for the whole structure was calculated155. The back-scattered 
Raman intensity was calculated from the components of the scattering matrix.    
All numerical analyses were made for normal angles of Raman laser incidence and signal 
collection. The electric field vector of the incident light is oriented parallel to the channel walls. The 
nematic LC host is a birefringent material, however, an advantage of the microfluidic infiltration into 
SOI cavities is the spontaneously induced planar alignment of the LC through interaction with the 
surfaces of the Si walls204. The LC will therefore have a director which is either parallel or perpendicular 
to the walls of the channel such that only either the extraordinary or ordinary refractive index is 
required. The refractive indices of the specific liquid crystals used were determined as described in 
the next sub-section. 
The spot size of the Raman laser was effectively considered as equal to the microfluidic cavity 
width. As the microfluidic cavity width was changed in the simulations, the spot size was also 
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considered to change. To account for this, all Raman intensities were normalised by accounting for 
the incident field strength in the channel. Since the incident and Raman-scattered wavelengths of the 
light are considerably greater than the thickness of 2D flakes in nanocomposites, the flake is 
considered to be a point dipole- an emitter of only Stokes or anti-Stokes photons within the system- 
and hence the refractive index of the flake material has no effect on the propagation of backscattered 
light in the cavity. For Fabry-Pérot effects in a layer to be observed experimentally, its thickness should 
be less than the coherence length of the Raman scattered light156. However, this condition is not 
fulfilled for the silicon substrate layer, hence it is modelled as a semi-infinite material by removing all 
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Fabry-Pérot resonances within the substrate layer. Very thick silicon walls were considered; the 
thickness of the silicon walls has been shown to have little effect on the intensities determined by 
numerical analysis. 
Let us consider the specific case of the D and G bands of 2D carbon-based materials (Figs. 5.1 
and 5.2) - such as graphene and graphene oxide (GO) - dispersed in a nematic liquid crystal (LC) host, 
however the proposed methodology can be utilised for any fluid-dispersed material. Maps were 
Figure 5.1:  Maps of the Raman signal intensity at wavelengths corresponding to a) the D band and 
b) the G band of fluid-dispersed 2D carbon-based materials, under excitation by a 532nm Raman 
laser, as the optofluidic waveguide width and buffer oxide layer thicknesses are varied. High 
intensity areas of interest are highlighted. 
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produced separately for the D and G bands of 2D carbon-based materials such as graphene or GO (Fig. 
5.1). Strong variations in the Raman intensity are observed as various parameters of the optofluidic 
waveguide are varied. The complex variation of the Raman signal as a result of modifying the 
optofluidic waveguide parameters can be rationalised as the superposition of Fabry-Pérot resonance 
effects in different parts of the geometry. Enhancement of up to 100x can be observed between 
maximising and minimising combinations of the optofluidic waveguide parameters. One can then take 
the intensity maps for the two individual bands and overlay them so as to map the regions where the 
intensity is highest for the G and D bands simultaneously (Fig. 5.2).  
 
Calculation of LC refractive indices.  
The ordinary and extraordinary refractive indices were calculated at all wavelengths 







; where 𝑛 is the refractive index and 𝐴, 𝐵 and 𝐶 are suitable fitting parameters. The 
subscripts 𝑜 and 𝑒 represent the ordinary and extraordinary indices respectively. For example, for 
commercially available LC MLC 6608, 𝐴𝑜, 𝐵𝑜 and 𝐶𝑜 were set to 1.4609, 5x10
-3 µm2 and 0 µm4 
respectively to give good agreement with experimental measurements in the visible region99. As MLC 
6608 has a low birefringence in the visible region, the two-coefficient Cauchy model is a sufficient 
approximation.  For liquid crystal E7, 𝐴𝑜, 𝐵𝑜 and 𝐶𝑜 were set to 1.6933, 7.8x10
-3 µm2 and 2.8x10-3 µm4 
respectively. For liquid crystal 5CB, 𝐴𝑜, 𝐵𝑜 and 𝐶𝑜 were set to 1.5139, 5.2x10
-3 µm2 and 0.8x10-3 µm4 
respectively. The calculated values for liquid crystal E7 are presented in Figure 5.3. 
Figure 5.2. a) Map showing regions where both the D and G bands of 2D carbon-based materials 
are determined numerically to be strongly enhanced in Raman spectroscopy measurements. b) 
Expanded view of the region of interest highlighted in a. The range of parameters for which strong 







Experimental verification of numerical analysis. 
In order to experimentally demonstrate the enhancement of the Raman intensity, 2D 
material- fluid nanocomposites- consisting of graphene and GO nanoplatelets dispersed in LCs- were 
prepared by a liquid phase exfoliation and dispersion method [See Section 4.1]. The optimal 
parameters for the microfluidic structures were determined from the calculated Raman signal 
intensity maps shown in Figures 5.1 and 5.2. Resonator devices consisting of optofluidic waveguide 
channels of different widths were fabricated on SOI wafer with a thick buffer oxide (hBOX=2 µm) layer 
and with a silicon device layer of 15 μm. The prepared nanocomposites were integrated into 
Figure 5.3: a) Calculated ordinary and extraordinary refractive indices of liquid crystal E7 and b) the 
corresponding ordinary and extraordinary permittivities. c) The calculated birefringence of liquid 
crystal E7 (the difference between the ordinary and extraordinary refractive indices). d) The 




Figure 5.4: a) SEM image of the chip used for Raman measurements, before infiltration with the 
nanocomposite. b) Polarised microscopy image of the structure infiltrated with a composite of MLC 
6608 and graphene oxide. Integration of the composite, including GO flakes, into all microfluidic 
structures on the chip can be seen. c) SEM of GO flakes infiltrated with a host LC into a 3.6 µm 
channel. d) SEM of GO flakes infiltrated with a host LC into an 11.6 µm channel. e) SEM of an 11.6 
µm channel, with the LC removed, showing the integration of large numbers of GO flakes.  
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optofluidic waveguide channels via infiltration reservoirs on the chip (Fig. 5.4). The selected 
microfluidic channels had widths in the ranges 3.7±0.2 µm (narrow channels, strong enhancement) 
and 10.5±1.5 µm (wide channels, weaker enhancement). Optical microscopy (Fig. 5.4b) and scanning 
electron microscopy (Fig. 5.4c-e) both confirmed the successful integration of the nanocomposite into 
all channels. Polarised light images were obtained using a Zeiss Axioscope 2 microscope with a Zeiss 
Axiocam MRc 5 camera, with x20 and x50 objectives used. Scanning electron microscopy (SEM) 
measurements were performed on a Hitachi S3200N system with a practical operational magnification 
between 20-60000x, accelerating voltages from 0.3 to 30 kV, vacuum chamber pressure <0.1 mbar 
and a maximum resolution of 3.5 nm. 
Micro-Raman measurements were performed using a Renishaw 1000 system (with a 514.5 
nm excitation wavelength from Ar+ laser, a power of 5 mW and a spot size of approximately 3 µm) and 
Figure 5.5. a-b) Normalised Raman spectra showing the enhancement of the D and G bands for 
graphene oxide dispersed in (a) liquid crystal MLC 6608 and (b) liquid crystal E7. Spectra are shown 
for three microfluidic geometries: in (c) an infiltration reservoir of width 100μm (magenta), in (d) a 
microfluidic cavity of width 11.6μm (green) and in (e) a microfluidic cavity of width 3.6μm (black). 
Approximate laser spot sizes are shown in (c-e). f) Comparison of numerically determined (solid 
lines) and experimentally measured (points) Raman intensities of the graphene oxide D (blue) and 
G (red) bands. All data is normalised to the case where the walls are separated by a distance great 
enough for Fabry-Pérot resonances to have no effect. 
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on a Horiba Raman system (with an excitation wavelength of 532 nm, a power of 8.75 mW and a spot 
size of approximately 5 µm when focused through a x50 objective). Raman spectra are presented for 
the GO-LC nanocomposites- with MLC-6608 (Fig. 5.5a) and with E7 (Fig. 5.5b) as the fluid host- at three 
points in-situ on the chip; more specifically: in a wide channel (Fig. 5.5c), in a narrow channel (Fig. 
5.5d) and in an infiltration reservoir (Fig. 5.5e).  
The liquid crystal host materials used for the nanocomposites in experimental measurements 
have several characteristic bands in their Raman spectra (Fig. 5.6) which are then also present in the 
spectra of the nanocomposites. The spectra were recorded for droplets of the liquid crystal greater 
than 100 µm deep, on a SOI substrate. The spectrum for MLC 6608 has been scaled by a factor of four. 
E7 (Fig. 5.6 [blue line]) shows a strong Raman active vibrational band at around 1605 cm-1, overlapping 
with the G band of graphene oxide. There is an additional strong band at around 1280 cm-1, which 
partially overlaps with the D band of graphene oxide, as well as two very weak bands at around 1440 
Figure 5.6: Raman spectra for droplets of the liquid crystal host fluids used in the synthesised 
nanocomposites on a SOI substrate: MLC 6608 (red) and E7 (blue). The spectrum for MLC 6608 has 
been scaled by a factor of four. 
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cm-1 and 1525 cm-1. MLC 6608, however, only shows weak bands at around 1245 cm-1, 1305 cm-1, 1355 
cm-1, 1450 cm-1, 1460 cm-1 and 1640 cm-1.  
 Liquid crystal MLC-6608 exhibits weak Raman bands (Fig. 5.6 [red line]) that have no strong 
overlap with the D and G bands, allowing for clear determination of the GO bands in gathered spectra. 
Raman spectra were recorded for individual monolayer flakes of area 1.0±0.1 µm2 in all cases. For GO 
dispersed in MLC-6608, the D band Raman intensities were observed in the approximate ratio 5:8:16 
for an infiltration reservoir, 11.6 µm channel and 3.6 µm channel respectively. For the G band, 
intensities were observed in the ratio 5:7:16. E7, however, has a strong Raman active vibrational band 
at around 1605 cm-1, overlapping with the G band. Nevertheless, utilising the proposed signal 
enhancing design, the observation of the G band as a broad shoulder on this band is feasible (Fig. 
5.5b). In addition, similar results were obtained for nanocomposites with graphene instead of GO.  
The close agreement, in Figure 5.5f, between the relative intensities of the D and G bands 
found experimentally for all nanocomposites (points) and those determined numerically (solid lines) 
verifies the method for predicting the Raman signal enhancement. For both the D and G bands, the 
numerically determined enhancement ratio was within the error of the experimental measurements; 
slight differences occur due to the flake not being positioned precisely at the centre of the channel. 
Therefore, this technique presents an effective tool for maximising the enhancement of the Raman 
signal. 
Control of integrated nanocomposites. 
The GO flakes dispersed in the LC can be manipulated by re-orienting the LC director (Video 
available online5,205). Applying an electric field across the channel results in a switching of the 
orientation of the LC molecules when a threshold voltage between the two walls is reached12,140 
(Videos available online5,205). This is observed as a change from a bright to a dark state in polarised 
optical microscopy. For the GO dispersion in LC E7, an off-chip threshold voltage of approximately 3.5 
V was observed in a 50 µm wide channel (Fig. 5.7). As the voltage was increased further above the 
threshold voltage, bands of light and dark states appeared, with the light state bands centred around 
GO flakes positioned next to the channel walls. Smaller flakes in the centre of the channel are observed 
to move as the voltage is increased.  
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The Raman laser can also be used to induce repositioning and reorientation of the dispersed 
flakes206. Flakes can be induced to rise within the fluid host or to move towards (or away from) the 
walls of the channel controllably.  Flake movement can be observed as strong changes in the 
interference pattern observed in the back-scattered light. In particular, flakes were shown to be drawn 
towards the laser spot and to circle the centre of the spot (Video available online5,205) when the laser 
intensity was suitably high. This allowed controllable repositioning of the flakes within the microfluidic 
channels. 
5.2 Determination of nanoparticle positions. 
In one dimension. 
Understanding the dynamics of 2D nanoplatelet spatial alignment is essential for the 
realisation of three-dimensional metastructure formation. External stimuli, such as applied electric 
Figure 5.7: Polarised optical microscopy images showing the change in orientation of liquid crystal 
E7, with GO flakes dispersed, as the applied field strength between the walls of an 11.6 µm wide 
channel is increased. 
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field and light coupling12,140 [Videos available online5,205], induce dynamic re-ordering of suspended 2D 
nanoparticles. Here, a Raman laser was exploited to move a GO flake within a channel (Fig. 5.8a), while 
simultaneously being used to monitor the xyz alignment over time. The variation in the experimental 
Raman spectra for different flake positions within the channel is illustrated in Fig. 5.8b. Raman 
measurements were performed using a Renishaw 1000 system (with a 514.5 nm excitation 
wavelength from Ar+ laser, a power of 5 mW and a spot size of approximately 3 µm) and on a Horiba 
Figure 5.8. a) GO flake movement induced by the Raman laser. Each image represents the change 
after 10 s exposure time in the order in which they were observed. b) Raman spectra of a GO flake 
dispersed in liquid crystal E7 within a narrow channel (approx. 3.6 µm) at positions 1 (cyan), 2 
(violet) and 5 (grey) as seen in (a). c-d) The variation of the Raman intensity of the GO D (blue) and 
G (red) bands for lateral (c) and vertical (d) displacements of a GO flake within the microfluidic 
channel. Solid lines give the numerically determined Raman intensities. Flake positions determined 
from normalised experimental spectra are shown as points. For lateral displacements, the error in 
the experimental measurement is given by the size of the symbols. 
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Raman system (with an excitation wavelength of 532 nm, a power of 8.75 mW and a spot size of 
approximately 5 µm when focused through a x50 objective).  
The effect of the flake position on the Raman signal intensity was modelled, using the SMM, 
by varying the position of the oscillating dipoles within the optofluidic waveguide channel both 
laterally and vertically. Vertical displacements were defined from the bottom surface of the channel 
and lateral displacements from a side wall. For vertical displacement variation, the flake was fixed at 
the lateral centre while for lateral displacement variation it was fixed at the vertical centre. The liquid 
crystal in this case was defined as commercially available E7. One can then choose parameters of the 
optofluidic waveguide that demonstrate strong enhancement of both the D and G bands. The ratio of 
the D and G band intensities is not constant as the position is varied (Fig. 5.8c-d). For lateral 
displacements (Fig. 5.8c), there are ratios of 11 and 32 between the minimal and maximal intensities 
determined numerically for the D and G bands respectively. For vertical displacements (Fig. 5.8d), the 
maximum and minimum values of the average intensity differ by factors of around four and five times 
for the D and G bands respectively.  
For the lateral displacement of the flake, the ratios of the intensities of the GO D and G bands 
were extracted from experimental spectra when a flake was next to the wall and when moved further 
towards the centre of the channel. These ratios were then used as a multiplier on the numerically 
determined intensity for the flake next to the wall (position 2 in Fig. 5.8a) to determine an approximate 
displacement. Positions approximated using experimental data in tandem with the numerically 
determined results are closely matched to the values observed using optical microscopy techniques, 
falling within the experimental error. 
The positions of the individual GO flakes within the liquid crystal host can be accurately 
predicted from the Raman spectra, specifically by looking at the G and D band intensities relative to a 
reference position. Table 5.1 summarises the predicted positions shown in Fig. 5.8c. For each of the 
six experimental positions determined, there was a strong agreement between the predictions made 
using the D and G band intensities respectively, with the greatest disparity being just 2 % of the 
optofluidic waveguide width. For each experimental flake position, there are two predicted values 
given for the D and G peaks respectively. This is due to centrosymmetric nature of the cavity in the x 
direction. This centro-symmetry is also responsible for the smooth nature of the numerically 
determined curves. By breaking this symmetry- for example by using an off-centre laser spot or by 
having walls of different permittivity- the numerical analysis would no longer return a 




For flake position A, optical microscopy determined that the flake was aligned precisely next 
to the wall of the optofluidic waveguide. The position as determined from the Raman spectrum 
suggested the flake was displaced by around 4.5 % if looking at the D band or 3.4 % if looking at the G 
band. Similarly, for flake position E, optical microscopy determined that the flake was positioned 21 
% of the way across the channel. The position as determined from the Raman spectrum suggested the 
flake was displaced by around 25.8 % if looking at the D band or 23.8 % if looking at the G band. For 
flake position F, optical microscopy determined that the flake was positioned 45 % of the way across 
the channel. The position as determined from the Raman spectrum suggested the flake was displaced 
by around 48.9 % if looking at the D band or 49.6 % if looking at the G band. In all cases, the position 
predicted from both the D and G bands individually was within a few % of the optical microscopy 
measurement. It was estimated that the optical microscopy measurements had an error of 
approximately ±5 % due to the difficulty in accurately observing the flake edges and hence the centre 
of the flake. The lateral position can therefore be determined with similar precision to optical 
microscopy (approx. ±5%) currently, but with scope for the error to be reduced significantly by 
improving the signal-to-noise ratio. 
For the vertical displacement of the flake, again the ratios of the intensities of the GO D and 
G bands were extracted, this time from data with the flake at the bottom of the channel and further 
towards the surface. The ratios were then used to multiply the numerically determined intensity with 
Table 5.1: Summary of positions predicted for various flake alignments by comparing to reference 
data (*) normalised relative to numerically determined values. 
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the flake at the bottom of the channel to determine an approximate displacement. The numerical 
analysis covering the effect of vertical flake position shows close agreement with the experimental 
data. The vertical position of the flake cannot be determined from optical microscopy but the close 
agreement of the positions determined separately from the D and G bands confirms that the method 
is accurate. Therefore, the predictions made from the Raman spectra are the most accurate method 
of determining the vertical position currently available. While this technique is proposed as a method 
for monitoring self-assembly of 3D metastructures comprised of 2D materials, this approach may also 
find applications in a wide range of other areas such as controlling flake alignment for liquid phase 
deposition of 2D materials10,66 or for spatial monitoring of nanoparticle distributions207. 
In two dimensions. 
Let us then look to extend this methodology to two dimensions. In this case the aim shall be 
to track molybdenum disulfide particles dispersed in a liquid crystal host. The microfluidic structures 
used were carefully designed to enhance the intensity of the Raman spectroscopy signal from the 
molybdenum disulfide particles. To achieve this enhancement, the desirable microfluidic geometry 
was determined from numerical analysis of the Raman light generated under laser excitation at 532 
nm, at normal incidence. The backscattered Raman signal intensity was again numerically determined 
for wavelengths corresponding to the scattering from the Raman active bands using the scattering 
matrix method. The molybdenum disulfide flakes within the nanocomposite were modelled as a 
system of chaotically-oriented oscillating electrical dipoles within the microfluidic channel, with the 
dipole emission as the origin of the Raman signal. They were assumed to have widths of 1 µm while 
being negligibly thick. The previously proposed and demonstrated silicon-on-insulator (SOI) based 
optofluidic waveguide channel design for in-situ micro-Raman were used for the detection and 
monitoring of the integrated nanocomposite, where enhancement is achieved due to tuning of the 
Fabry-Pérot type resonances within the geometry of the microfluidic structure. The channels are 
bounded by: air above, two silicon walls, and a silicon dioxide buffer layer below. Below the buffer 
oxide layer is the silicon substrate. The optofluidic waveguide design was optimised to significantly 
enhance the back-scattered Raman signal from the incorporated molybdenum disulfide nanoplatelets. 
Channels were designed to be 15 µm deep and 3.7 µm across, and the buffer oxide layer to be 2 µm 
thick (Figure 5.9).  
Having utilised careful design of the geometry to enhance the Raman signal of a particle, a 
method to accurately track the position of the liquid dispersed particles in two dimensions 
simultaneously is desired. A method combining numerical determination of the dependence of the 
Raman signal intensity on a particle's position with experimental spectral analysis has been developed. 
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Again, using a scattering matrix method, 
let us first establish the effect of a 
particle's position on the intensity, here 
for the two characteristic bands of 
molybdenum disulfide at wavenumbers 
of 386 cm-1 and 404 cm-1 respectively in 
the case of a monolayer178,208. The effect 
of the flake position on the Raman signal 
intensity was modelled by varying the 
position of the oscillating dipoles within 
the optofluidic waveguide channel both 
laterally (x) and vertically (y), with the 
third dimension (z) invariant in this case 
and therefore displacement in the z-
direction has no effect on the Raman signal. However, the only barrier to modelling with a variant z is 
the increasing computational time required.  
Two methods for analysing the effect of the particle position in two dimensions 
simultaneously were considered. First, the individual contributions of moving the particle in one 
dimension while keeping the other fixed at its central point was considered. By then convolving the 
two individual contributions one gets an estimation of the full effect of moving the particle in two 
dimensions. This method would be ideal, as it requires considerably less computational power due to 
the greatly reduced number of points which should be analysed. However, to test the accuracy the 
analysis was performed over the full 2D grid as well. Although the general pattern is fairly similar 
between the two methods, there are significant differences between the relative intensities between 
points. As such, it should be considered necessary to use the more time-intensive second method and 
to simulate for each point within the 2D grid in order to have an accurate estimate. 
Very little difference is immediately observable owing to the very small difference in 
wavelength between the Raman photons scattered after interaction of the laser light with the two 
Raman bands of monolayer molybdenum disulfide respectively (Figure 5.10a-b). The scattered 
radiation is expected to have energies corresponding to wavelengths of 543.15 nm and 543.69 nm 
respectively. However, one can then analyse the difference in the predicted intensities, alongside the 
ratio between them, at which point a stronger inter-band variance is observable (Figure 5.10c-d). 
As test samples to demonstrate the applicability of this technique, liquid crystalline 
nanocomposite materials consisting of molybdenum disulfide flakes dispersed in a nematic liquid 




crystal were synthesised via the following procedure. Molybdenum disulfide was exfoliated to few-
layer thicknesses from the bulk solid by use of a liquid phase exfoliation method, wherein 
ultrasonication of molybdenum disulfide dispersed in a suitably chosen organic solvent induces 
cleavage of the interlayer van der Waals bonding, with significantly less disruption of the intralayer 
bonding. This produces a solution containing a range of particle sizes, with platelet shapes typically 
being observed. Resulting dispersions of few-layer molybdenum disulfide were then centrifuged to 
remove any residual bulk, or otherwise large, molybdenum disulfide particles. The centrifuged 
dispersions were then mixed with commercial nematic liquid crystal formulations and subsequently 
ultrasonicated to ensure homogeneous mixing. The organic solvent was then removed from the 
mixture under vacuum using a Schlenk line to leave homogeneously dispersed molybdenum disulfide 
particles suspended in the liquid crystal host. The resultant liquid crystalline nanocomposite was then 
integrated into microfluidic structures on silicon-on-insulator chips. Dispersions of other 2D materials 
Figure 5.10: a-b) The predicted intensity for the Raman bands of monolayer MoS2 with emission 
corresponding to wavelengths of 543.15 nm and 543.69 nm respectively under excitation by a 532 
nm laser. Inset: schematic of the cavity showing nanoparticle at position (x,y) in the cavity. c) The 
difference between the Raman intensity for the two bands and d) the ratio between the intensities 
of the bands. By comparing experimental spectra to these numerical results, one can determine the 
nanoparticle position accurately. 
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can also be produced by the same method, and further integrated in the same way as well. Using 
scanning electron microscopy, and polarised light microscopy, the integration of molybdenum 
disulfide nanoparticles into microfluidic channels can be clearly observed. 
One can then take the experimental Raman spectrum measured for a particle at an unknown 
position within the microfluidic channel and extract the peak intensities for each of the Raman bands. 
One advantage of this methodology is that the Raman spectra can be gathered at very high speed, 
owing to the fact that measurements are only required at a small number of wavelengths and thus 
there is no need to spend time measuring over a greater range of wavelengths– in essence, the 
repetition rate of scanning and hence also of positional determination is limited only by the 
mechanical properties of the Raman spectrometer itself. It should be noted that the procedure below 
is significantly easier to apply for two or more dimensions simultaneously, than that for a single 
tracking dimension5. 
The peak intensities are then normalised against the spectrum for a particle of the same size 
and shape taken in a microfluidic reservoir where there is negligible influence of the microfluidic 
geometry on the signal intensity. Normalisation is used to account for the fact that the intensities of 
different Raman bands are not expected to be identical under standard conditions -a fact that the 
scattering matrix method used doesn’t consider. The normalisation process also removes any 
enhancement observed due to the substrate rather than the microfluidic structure. There are two 
requirements for the spectrum used for normalisation: firstly, the aforementioned lack of microfluidic 
geometry influence on the signal, and secondly, that the liquid depth is equivalent to that in the 
channels where particle tracking is taking place.  
From the normalised data, the ratios of the peaks for the two Raman bands of molybdenum 
disulfide are calculated. The absolute difference in intensity is also calculated. Let us then compare 
the normalised peak intensity differences and ratios to those established from the numerical 
calculations (Figure 5.11). Initially, a broad range either side of the exact peak difference or ratio is 
used to establish the possible positions of the particle (Figure 5.11 insets). A range of values either 
side of the precise experimental values is used in order to account for experimental errors in the 
spectral acquisitions. By narrowing down the range, a decreasing number of possibilities are observed. 
By comparing the possibilities for the position using each of the peak difference and peak ratios 
separately, a single point of coalescence can be found corresponding to the particle's precise position 
within the channel (Figure 5.11). By taking multiple spectra at fixed time intervals, particles can be 
tracked spatially within the cavity, as their positions change with time. Temporal resolution is limited 
by the available sampling rate of the Raman spectrometer used. 
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It should be noted that the cavities used were symmetric in the x-direction, hence two possible 
positions are determined with no way to distinguish them. This would easily be rectified by the use of 
an asymmetric cavity, or by an off-centre alignment of the exciting Raman laser. There are two 
potential limiting factors to the accuracy of the positional determination achieved. Firstly, the 
resolution of the numerically determined data set. However, this can readily be mitigated given 
greater preparatory computational time. Secondly, the accuracy of the experimental spectra. This can 
also be improved by a number of different means. Further optimisation of the cavities used to give 
greater signal enhancement would reduce the percentage errors involved. Alternatively, spectra could 
be acquired for longer, sacrificing potential temporal resolution in exchange for spatial accuracy. 
 
Figure 5.11: Determination of particle positions by combining numerical analysis and experimental 
data for differences (blue) and ratios (red) of the two Raman bands of molybdenum disulfide. The 
differences have been slightly offset so that the overlapping region is clear. Insets: The possible 
positions using a wider range round the precise experimental values. 
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In three dimensions. 
In the cases considered previously, tracking in three dimensions would be impossible as the 
third (z) direction is considered to be both invariant and infinite to simplify the computation. Though 
it would be of considerable benefit to understand the effect of complex 3D geometries on the Raman 
signal - and hence be able to track particles within them – such work is beyond the scope of this thesis. 
Breaking the invariance in the third dimension would occur for example when considering a tapered 
microfluidic device, but the analysis of such a system using the scattering matrix method would be 
extremely computationally expensive. 
5.3 Further considerations. 
Particle rotation and angle. 
 So far, only particles aligned parallel to the bottom of the microfluidic channel have been 
considered. One can also numerically analyse the effect of rotating a particle in the x-y plane. In order 
to do so, it becomes necessary to model the particle as a series of oscillating dipoles, rather than as 
the single oscillating dipole considered previously. With the particle parallel to the bottom of the 
channel, a symmetric particle can be reduced to a single oscillating dipole as the symmetry causes the 
contributions of the dipoles on either side to cancel each other. By rotating the particle, that symmetry 
is broken and hence a greater number of dipoles should be considered.  
 Here, a 2D graphene oxide particle is considered. One can model the particle as an ensemble 
of 99 oscillating dipoles evenly distributed in a linear arrangement. Using the scattering matrix method 
as before, let us analyse the effect of rota ting the particle from a position parallel (0°) to the bottom 
of the microfluidic channel incrementally to a position perpendicular to the bottom of the channel 




(90°). A schematic of the geometry used in the simulations is given in Figure 5.12. The analysis is 
repeated with the particle assumed to be centred at different points within the channel (Fig. 5.13). At 
all points the general form of the dependence of the G and D band intensities is the same. In particular, 
a clear minimum of the intensity is always observed with the particle rotated through 30°. When 
considering the ratios of the G and D bands, a more complex relationship is observable. Comparing 
the ratios if the G and D bands at different positions, a strong positional dependence is evident (Fig. 
5.14). 
Hence it is clear that the particle rotation and position are coupled and cannot be considered 
independently. Note also that the symmetry of the microfluidic cavity in the x direction is broken by 
Figure 5.13: Numerically determined G (red) 
and D (blue) band intensities, and the 
corresponding G:D ratios (green), as a 
function of the particle rotation for particles 
at different positions in the cavity. The 
positions shown are: a) (W/2,h/2); b) 




the presence of the rotated flake such that the intensities are different depending on the direction of 
displacement along the x direction.  
 
Multiple particles. 
 As yet, only a single particle has been considered. Often in real systems multiple particles will 
be detected at the same time, or will be present in the same area. There is particular interest in 
behaviour of structured arrays of particles with clearly defined spacings, as these are representative 
of the ensemble of mesogens in a liquid crystal (or of particles dispersed in an aligned liquid crystal) 
where the minimisation of energy for the system requires a well-defined and consistent separation 
between particles. 
 Again, let us look at the scattering matrix method analysis for the Raman intensity of the G 
and D bands of graphene oxide. First, let us consider the effect of increasing the number of particles 
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Figure 5.14: G:D ratio as a function of the particle rotation, plotted for different 
particle positions within the cavity. 
Figure 5.15: Schematic representation of the geometry and parameters used when numerically 
analysing the Raman signal from an array of particles evenly spaced over a fixed distance. 
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in an array, with the array covering the central two quarters, vertically, of the microfluidic cavity  (Fig. 
5.15). The particles are spaced equally, with the spacing therefore decreasing as the number of 
particles is increased. The particles are all modelled as a system of 99 oscillating dipoles evenly 
distributed in a linear arrangement. Initially, the particles are considered to all be aligned parallel to 
the bottom of the microfluidic cavity. The Raman intensity is normalised to the number of dipoles 
present in the array, representing the average intensity per dipole in the system. Naturally with more 
particles present one would expect a greater signal, but the particular interest here is in any changes 
due to the interactions between the fields generated by the ensemble of oscillating dipoles rather 
than an absolute intensity. Let us also consider the effect of rotating all the particles in the array 
through 45° (Fig. 5.16). The observed dependence of the Raman intensity is non-trivial (Fig. 5.17). 
Interestingly, this is seen to suppress the Raman signal substantially for all cases of the number of 
flakes in the array. 
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Figure 5.17: G (blue) and D (red) band intensity dependence on the number of 
particles in an array, and the corresponding G:D ratio (green), for particles aligned 
parallel (solid lines, squares) to the bottom of the cavity and at 45° (dashed lines, 
triangles). 
Figure 5.16: Schematic representation of the geometry and parameters used when numerically 
analysing the Raman signal from an array of particles evenly spaced over a fixed distance and 
rotated by 45° relative to the bottom of the cavity. 
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 So far, the array size has been considered to be constant, and adjusted the particle separation 
Figure 5.18: Schematic representation of the geometry and parameters used when numerically 





Figure 5.19: G (blue) and D (red) band intensity dependence on the spacing of particles in an array, 
and the corresponding G:D ratio (green), for arrays of: a) two particle; b) three particles; c) four 
particles; d) five particles; e) six particles; f) seven particles; g) eight particles; h) nine particles; i) 
ten particles; j) eleven particles; and k) twelve particles respectively. 
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to fit that size. Further investigation was undertaken of the effect of different particle separations, 
while keeping the same number of particles. Let us consider an array of particles aligned parallel to 
the bottom of the cavity, with the array centred at the centre of the cavity (Fig. 5.18). The limit on the 
particle spacing is determined by the height of the cavity (in this case, 15µm). For all numbers of 
particles, it can be clearly seen that the Raman intensity is dramatically increased for specific particle 
spacings, while being effectively zero at spacings in between (Fig. 5.19). As the number of particles 
increases, the gap between the ‘islands’ of strong intensity increases also, and less ‘islands’ are 
observed. The origin of such strong spacing dependence is likely to come from the coupling of the 
individual resonances of the particles. This would imply a strong wavelength dependence, hence the 
difference in the intensities between the G and D bands.  
Consideration of laser focus. 
 So far, no attention has been paid to the focus of the laser. It has always been considered that 
the laser is perfectly focused at the top of the cavity. This assumption is unlikely to be realistic as there 
would be no clear way to ensure that the focus was correctly achieved. Let us consider the opposite 
extreme, where the laser is perfectly focused on the particle under investigation. This will allow one 
to gauge the potential effect of the laser focus, in order to determine how necessary accurate 
focussing is in order to enable particle tracking for example. 
 Therefore, a second code was developed to analyse the same system. In the first code, an 
excitation field emitted from a point at the top surface of the cavity, approximating a Gaussian laser 
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Figure 5.20: Comparison of the effect of the laser focus position (focused on the particle – solid 
lines, squares; focused on the top of  the cavity – dashed lines, triangles) on the  Raman intensity 




beam incident at the central point of the width of the cavity was considered. In the second code, it is 
assumed that the excitation field is ‘emitted’, as if scattered, directly at the same points as the dipoles 
representing the particle(s) under investigation. In this case, a Gaussian beam is again approximated, 
but this time directly incident on the particle and undergoing no scattering or attenuation until it 
reaches the position of the particle. 
 One can then compare the previous results for particle rotation with those gained from the 
new code (Fig. 5.20). Little difference is seen in the shape of the curve between the two analyses – 
the only difference is the absolute intensity at each point. Importantly though, the G:D ratio is identical 
for both cases.  
 One can also compare the previous results for multiple particles with those found from the 
new code (Fig. 5.21). Here, a huge difference is seen in the predicted intensities depending on the 
laser focus. By shifting the laser focus, one shifts the resonance of the excitation field which then 
greatly impacts the overall expected Raman intensity. However, again the ratio of the intensities of 
the G and D bands remains constant – it is independent of the focus of the laser. 
 From the comparisons of the laser focus, it is clear that the laser focus is an experimental 
parameter that should be tightly controlled so as not to introduce errors when comparing 
experimental data to the numerically determined data, for example when attempting to track 
particles.  
Figure 5.21: Comparison of the effect of the laser focus position (focused on the particle – solid 
lines, squares; focused on the top of  the cavity – dashed lines, triangles) on the  Raman intensity 
of the G (blue) and D (red) bands, and the corresponding G:D ratio (green), for arrays containing 
different numbers of particles. 
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 2D materials, and specifically graphene oxide 
particles, have been predominantly considered 
so far. However, the techniques proposed are 
not limited to any particular particle – the only 
limitation is that the particle should possess 
Raman active vibrations. Further investigation 
has been undertaken of how the signal for e.coli  
bacteria can be enhanced by a similar method. 
In this case, let us consider a 
polydimethylsiloxane microfluidic structure (Fig. 5.22) typically used for studies of bacteria, and look 
at how different microfluidic channel widths embedded with the structure could affect attempts to 
characterise the bacteria using Raman spectroscopy. In this case, let us consider the host fluid in the 
channel to be water. E.coli has a large number of Raman active bands of interest. Hence, let us 
consider the effect of the channel width on the Raman intensity across a broad range of wavenumbers 
(Fig. 5.23). Again one can see that there is a clear possibility to tune the parameters of the microfluidic 
structure to maximise the Raman signal intensity. The same Raman bands are observed in each 
spectrum, but with strong differences in the relative intensities. Also, some bands appear to shift for 
different channel widths, this can be explained as an effect of the enhancement/ suppression of the 
Raman signal at different wavenumbers, rather than as a shift in the vibrational resonance. 
Figure 5.22: Schematic representation of the 
geometry and parameters used when 
numerically analysing the Raman signal from 
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Figure 5.23: Variation of the Raman signal intensity over the range of 
Raman shifts where the Raman bands of the bacteria e. coli are located. 
The effect of changing the microfluidic channel width is considered. 
100 
 
5.4 Determination of nanoparticle shapes. 
 In the previous sections, a 2D particle with the long axis aligned along the (invariant) z axis has 
been considered. However, one can also consider other particle shapes and orientations by similar 
methods. When considering tracking particles in two dimensions simultaneously, the Raman intensity 
for dipoles oscillating at a grid of positions within a microfluidic cavity has effectively been considered.  
 Here, let us consider a simplified cavity with 
silicon walls and a host fluid of water (Fig. 5.24). 
The width and depth are both set to 10µm. A 
scattering matrix method is used as before to 
predict the Raman intensity for dipoles placed at 
different points on a fine grid within the channel. 
To then consider flakes of different shapes, one 
can select the specific dipoles from this grid to 
give an overall intensity. One can also consider particles of different sizes using the same 
methodology. To do so, one can automate the procedure of selecting points from the grid. First a 
centre point for the particle is set. Then let us fix the number of 
sides of the particle shape, and the rotation of the shape. Here, 
the difference in the intensity for different polygon geometries 
(triangle, square, diamond, pentagon, hexagon, decagon, 
hectogon [100 sides], circle) containing approximately 
equivalent numbers of dipoles (same area) is shown. One can 
observe that there are clear differences depending on the 
particle shape (Table 5.1), suggesting that particle shapes could 
be 
accurately 
ascertained from Raman spectroscopy data. In 
the case of a circular particle, the particle 
geometry is modelled as a many-sided polygon. 
As the number of sides is increased, the polygon 
becomes increasingly circular in shape. It is 
shown that increasing the number of sides of 
the polygon converges on the solution of a circle 
(Fig. 5.25) beyond a certain threshold number of 
sides (between 100 and 1000 in this case, but 
Table 5.2: Raman intensities for 
particles of different shapes 
with approximately the same 
area. 





















Figure 5.25: Raman intensity dependence on the 
number of sides of the polygon, showing the 
convergence towards the solution for a circle. 
Figure 5.24: Schematic representation of the 
geometry and parameters used when 
numerically analysing the Raman signal for 
different particle shapes. 
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the value would depend on the spacing between points in the grid of determined intensities, as well 
as on the cavity dimensions), the polygon will contain the same number of dipoles in any case and 
hence beyond that threshold the polygon can be considered as fully representative of a circle. One 
can also observe a strong size dependence on the Raman intensity. By considering a range of particle 
sizes, while fixing the shape, one can observe a general increase in the intensity as the size increases 
for all shapes (Fig. 5.26). The size adjustment scales the length of each side of the polygon by a scaling 
factor, increasing the area of the particle, and hence the number of dipoles contained within it. 
 
































Particle size scaling factor
Figure 5.26: Variation of the Raman intensity for particles of different 
shapes as the side length is increased by a scaling factor. 






































Particle size scaling factor
Figure 5.27: Variation of the normalised Raman intensity for particles of 
different shapes as the side length is increased by a scaling factor. 
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This increase is however non-linear, and non-trivial, as can be observed by normalising the 
intensities to the number of dipoles within the shape (Fig. 5.27). Hence the particle size should always 
be considered as a key characteristic when predicting the Raman intensity.  
5.5 Determination of nanoparticle concentrations. 
 Looking at a broader area of a microfluidic cavity containing many particles, it would be 
interesting to be able to extract the particle concentration from the Raman data. In order to do so, 
one must first assume that the particles are uniform in size and shape (as already shown, size and 
shape have a significant effect on the Raman signal for a particle depending on its position within a 
microfluidic cavity). One must also assume a homogeneous distribution of the particles in the cavity 
such that the average position can be approximated to the centre of the cavity (as it has already been 
shown that the position of the particles, particularly any displacement from the centre of the cavity, 
has a strong effect on the predicted Raman intensity). One can then judge the relative concentrations 
at different points in the cavity by comparing the experimental Raman intensities of the bands relating 
to the particles. As a test case, let us look at dispersions of graphene oxide in water at different 
concentrations. The dispersions are contained within polystyrene cuvettes. Raman spectra are taken 
with the cuvette on its side, and the laser focused on the side of the cuvette. The laser spot size was 
around 100µm. The cuvette path length, i.e. the depth of the water containing dispersed graphene 
oxide, was 1cm. As the Raman spectra contains features related to the host fluid (water) and the 
cuvette material (polystyrene) in addition to the GO of interest, the Raman spectra are complex (Fig. 
5.28). Nevertheless, one can extract the intensities at the positions of the G and D bands for GO and 
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Figure 5.28: Typical Raman spectrum obtained for a graphene oxide 
dispersion in water, contained within a polystyrene cuvette. Peaks relating 
to each of the three materials are present. 
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use them to estimate the relative concentrations of different samples (Table 5.2). However, one sees 
little consistency even between different spectra for the same sample. In some cases, one can also 
extract negative relative concentrations, which are clearly unphysical. While the exact concentrations 
in the cuvettes were unknown (due to surface interactions and precipitation effects), the general 
order of increasing concentration for the different samples was expected to follow 2<7<1<3<4<5<6 as 
this was the order of extraction from an orginal solution with a concentration of around 500mg.mL-1. 
Each sample was extracted from the top fraction, which should always contain the lowest 
concentration due to the effect of gravity causing sedimentation, and also due to aggregation. From 
this data, the ranking 2<7<4<5<3<1<6 is obtained. It is clear therefore that looking directly at the 
Raman intensity for the bands of the material is insufficient to ascertain the concentration effectively. 
It should be stressed that only the relative concentration, rather than an absolute concentration, can 
be extracted in this manner at best. Ideally, one would be able to extract an absolute concentration, 
but this would only be possible where data for a known concentration was already available. 
 To overcome this issue, let us consider the Raman bands of the host fluid. The host fluid 
spectrum can easily be taken without any particles present, and this can be used as a guiding baseline. 
One can then take spectra for different concentrations of particles and compare to that baseline. One 
can note that the intensity of the Raman bands of the host fluid can be directly related to the scattering 
volume of the fluid. As the concentration of the particles is increased, the scattering volume of the 
host fluid must correspondingly decrease, and hence a decrease in the Raman intensity is expected. 
Table 5.3: Raman intensities and calculated values of the relative concentration from the D and G 
bands of graphene oxide dispersed in water and measured in a polystyrene cuvette. The order of 
the values for the determined relative concentrations is also given. 
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This decrease can be directly related to the concentration of the particles, and therefore one can 
extract the particle concentration without considering the Raman bands of the particle. From the 
spectrum, one can look at the Raman band at 3057cm-1 which relates to an O-H stretching mode in 
the water molecule209. By analysing the different spectra at this wavenumber, one obtains the values 
in Table 5.3. Here the concentrations in the order 2<7<1<3<4<5<6 are obtained as expected. At this 
point, one has the relative concentrations of the samples. The percentage change in the Raman 
intensity of the water peak tells one the percentage change in the scattering volume of water, and 
hence the increase in the scattering volume of graphene oxide. Assuming a fixed volume of 1mL, one 
can then infer the volume taken up by graphene oxide per mL. Taking a density value for graphene 
oxide as 1.8g.cm-3, one arrives at the concentration values in Table 5.4.    
Table 5.4: Raman intensities and calculated values of the change relative to a pure water baseline 
(B), from the water O-H stretching band at 3057 cm
-1 
in the spectra graphene oxide dispersed in 
water and measured in a polystyrene cuvette. The order of the values for the determined relative 
concentrations of graphene oxide as determined from the change in the Raman intensity is also 
given. 
Table 5.5: Calculated concentration values using the change in the Raman intensities, relative to a 
pure water baseline (B), from the water O-H stretching band at 3057 cm-1
 
in the spectra of graphene 
oxide dispersed in water and measured in a polystyrene cuvette. Relative and approximate absolute 




In this Section, a new characterisation technique, based on Raman spectroscopy is developed, 
in order to ascertain information about the positions and alignment of 2D material particles dispersed 
in fluids. In Section 5.1, microfluidic structures were designed to enhance the Raman signal from the 
2D materials by up to an order of magnitude, and the enhancement was experimentally confirmed. It 
is also experimentally shown that integrated 2D material fluid composites can be dynamically 
controlled using either applied electric fields, or by laser excitation. Section 5.2 demonstrated how the 
enhanced Raman signal is utilised to enable the tracking of particle positions in one and two 
dimensions respectively. By numerical analysis of the expected Raman signal, it was observed that 
there is a strong positional dependence of the Raman signal intensity. Combining that numerical 
analysis with experimental Raman spectra allowed accurate positional determination for particles 
dispersed in a fluid. It was also discussed how the technique would be further applied to three-
dimensional particle tracking. In Section 5.3, it was analysed how other geometric properties of the 
particle, or experimental considerations, can influence the Raman signal intensity. Specifically, 
consideration was given to how particle rotation and angle, the presence of arrays of multiple 
particles, the focus of the laser, or changing the material under investigation can modify (or otherwise 
not) the Raman spectrum of the sample. Particle rotation was found to strongly affect the Raman 
signal. The maximum signal was obtained with the particle parallel to the bottom of the cavity, with a 
minimum occurring with the particle rotated through around 30°. The shape of the rotational 
dependence is independent of the particle position, but importantly the ratios of different peaks 
depend on both the position and the rotation.  In Section 5.4, it was shown that the shape of the 
particle strongly influences the Raman signal, demonstrating potential for shape analysis via Raman 
spectroscopy. It was also shown that the particle size affects the Raman intensity, but in a non-linear 
manner. In Section 5.5, a method was presented to extract the concentration of dispersed particles 
from the Raman spectra by only looking at the Raman bands of the host fluid. Whilst looking at the 
Raman bands of the dispersed 2D material proved challenging and gave inaccurate results, looking at 
the bands for the host fluid proved to give results that agreed with the expected relative 




6. Applications of 2D Material Liquid Crystals. 
 2D material liquid crystals have many existing and potential applications, as discussed in 
sections 2 and 3. Consideration is given to how liquid crystalline dispersions enable the fabrication of 
highly uniform thin films, and how these films can then be applied. Preliminary applications of the thin 
films are considered. The terahertz properties of the thin films are considered. Their potential for use 
in laser cavities as saturable absorbers is also considered. Finally, the integration of 2D materials with 
photonic devices, and how that integration could be used to enable better device operation are 
considered. 
6.1 Thin film fabrication. 
To demonstrate one area where the liquid crystalline dispersions could find application, 
dispersions were filtered from a dispersion of WS2 in IPA at 5 mg.mL-1, to produce homogeneous thin 
films from stacked layers of few-layer WS2. Such films have been widely explored for different two-
dimensional materials, and liquid crystalline dispersions of graphene oxide and molybdenum disulfide 
have been shown to produce higher quality films than non-LC dispersions66,130,131. These thin films 
were then readily transferred to substrates (Fig. 6.1a-c).  
Transfer or deposition of thin films produced from filtering of the liquid crystalline dispersion 
was achieved in accordance with the method described by Shin et al210, marking a facile and scalable 
method towards large scale integration of the two-dimensional material. The general steps of the 
method followed were:  
1. Rapid filtering from the LC crystal state to remove the solvent. For this purpose, 
polytetrafluoroethylene (PTFE) filter substrates were used with pore sizes of 0.02µm.  
2. Transfer to the desired substrate through an IPA and heat-assisted lift-off process, as 
described in the literature.  
This process is compatible with many different substrates. Thin films produced in this manner were 
successfully transferred to: silicon for Raman mapping; Kapton for terahertz measurements; 
polyethylene terephthalate (PET); and silver mirrors for laser cavity applications. 
Films transferred from the LC state show far greater homogeneity than those from non-LC 
(see Section 4.2) dispersions (Fig. 6.1c). By using liquid crystalline dispersions for filtering, as opposed 
to non-liquid crystalline dispersions, a significant increase in the homogeneity of the deposited films 
is observed. Importantly, individual flakes of WS2 exfoliated by liquid phase exfoliation can be 
photoluminescent when deposited from the liquid crystal state (Fig. 6.1d), as is also observed for 
flakes produced by other methods. After transfer to a substrate, Raman spectroscopy mapping (Fig. 
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6.1e-f, Fig. 6.2) of the surface shows complete coverage across large areas- evidenced by the presence 
of both the A1g and E2g peaks expected for WS2-, with the variation in signal owing to differing numbers 
of layers present and surface roughness causing changes in focus.  
Raman maps were produced to show the coverage over large areas on silicon, deposited from 
the liquid crystalline dispersions. Coverage across a wide area is seen by looking at the A1g peak of 
tungsten disulfide (Fig. 6.2a), which is found to always be present in the spectra. The coverage is non-
uniform in terms of layer thicknesses of the individual flakes as well as the overall film thickness, hence 
the variable intensity. The film thickness (and possibly density) inhomogeneity is also evident from the 
variable intensity of the silicon substrate peak in the Raman spectra (Fig. 6.2b). The optical image 
corresponding to the mapped area of the film is shown in Figure 6.2c. The approximate points at which 
individual Raman spectra were taken are shown by the green grid on the image, although there is 
some misalignment between the internal optics used for imaging mapped areas, and the optics used 
for Raman scanning. 
Figure 6.1: a-c) Progression of a dried film produced from a liquid crystalline dispersion of tungsten 
disulphide: a) deposition onto filter from an LC dispersion, inset- a deposition onto the filter from a 
non-LC dispersion, b) the resultant film; c) a considerably thinner film produced by the same method 
from the liquid crystalline phase, inset- the film produced from the non-LC filtrate. d) 
Photoluminescence of a single representative flake from the liquid crystalline phase. e) Raman 
spectrum of few-layer WS
2
 showing the two expected peaks in addition to a silicon peak. f) Raman 








The ability to cover large areas with few- or monolayer WS2 opens up great possibilities in 
photovoltaic devices, owing to the photoluminescence of WS2 in the visible range.  
6.2 Terahertz applications. 
Using the method described in the previous section, WS2 thin films were transferred to Kapton 
substrates for measurements in the terahertz (THz) regime. WS2 is a promising material for 
applications including laser-induced generation, detection, and conversion of terahertz radiation211, 
as this field is currently experiencing both rapid growth, while also suffering from a lack of suitable 
materials. In particular, materials for use in THz generation, detection and conversion suffer from 
expensive or difficult device integration, or from poor efficiency of processes. Hence, a key 
requirement is to improve the integration process from a standpoint of cost, scalability and ease. The 
terahertz frequency range has noteworthy applications for use in non-invasive medicine control, 
safety and ultrafast information transfer systems. The transmission of samples in a broadband THz 
range (0.1–0.8 THz) by use of a laboratory terahertz time-domain spectrometer212 was studied. The 
experimental set-up scheme is presented in Figure 6.3. A femtosecond laser (fs laser - the active 
medium – Yb:KYW; λ = 1055 nm, pulse duration 10 0 fs, repetition rate 70 MHz, output power 3.8 W) 
radiation beam was divided by a beam splitter (BS) into pump and probe beams. The pump beam was 
Figure 6.2: a) Raman map of the A1g peak of 
tungsten disulfide showing coverage across the 
whole surface for an area of 29µm x 18µm. b) 
Raman map of the silicon substrate peak, 
showing non-uniformity owing to the different 
thicknesses of tungsten disulfide coverage. c) 
Image of the area used for Raman mapping of 
the thin film transferred on silicon-on-insulator. 
Green dots represent the approximate positions 
at which the individual Raman spectra were 




modulated by an optical chopper (OC), passed through a delay line and focused into a THz generator 
(based on the photo-Dember effect and electron shifting) that consists of a bulk InAs semiconductor 
placed in a strong magnet field of 2.4 T. Generated radiation passed through a polytetrafluoroethylene 
filter (F1) to cut off the pump beam, followed by lenses and the sample (S), with some absorption and 
refraction. To detect THz generation, an electro-optic method was used, with the transmitted THz 
pulse is collimated by an electro-optical crystal ([100] CdTe crystal (EOC)) for electro-optic detection 
by an off-axis parabolic mirror (PM). The polarization of the probe beam was fixed by a Glan prism (G) 
to 45° relative to the THz radiation polarization. The probe beam is also focused onto the same spot 
of the CdTe crystal. The birefringence in the CdTe crystal induced by the electric field of the THz pulse 
changes the polarization of the probe beam. The induced change in polarization was measured by a 
system consisting of a quarter-wave plate (λ/4), Wollaston prism (W), mirrors M8, M9, and a balanced 
photodetector (BPD). An amplified signal was transmitted to a computer (PC) via an analogue-to-
digital converter (ADC). The THz-TDS measurements were performed several times at different points 
of the samples and the averaged values were taken. The beam spot size in this setup is around 3 mm. 
The integral transmittance of the sample surface was measured. The obtained time dependencies of 
the THz pulse electric field (wave forms) in the absence of a sample, when passed though substrates, 
and when passed through films on the substrates were used to calculate THz frequency-domain 
spectra by means of Fourier analysis. 
Using this set-up, the transmission of a thin WS2 film transferred to a Kapton substrate was 
measured. The parameters of THz radiation were: spectral range from 0.01 to 1.5 THz with maximum 
Figure 6.3: THz time-domain spectrometer scheme. M1-9 – mirrors; BS – beam splitter; F1-F2 - IR 
filters; S – sample; PM1 – parabolic mirror; EOC – electro-optical crystal; W - Wollaston prism; BPD 




at 0.595 THz, average power 30 µW, FWHM 0.45 ps. The time dependence of the electric field Eref(t) 
of the THz pulse (Fig. 6.4) is obtained, so one can then calculate the complex reference spectrum of 
the THz pulse Gref(ω), by calculating the Fourier transform of the corresponding time sequence. By 
placing the required object in the path of THz radiation, it is possible to measure the change in the 
temporal form of the THz pulse and the complex spectrum of radiation transmitted through it – Eobj(ω) 














+ =       (19) 
Figure 6.4. Time dependences of the electric field E(t) of the terahertz pulses through: an air 
reference (grey dashed), a Kapton substrate (blue dashed) and WS
2
 on Kapton samples (solid lines).  
Figure 6.5. Transmission in the terahertz regime, through a thin film of WS
2 
transferred onto a 
Kapton substrate. Measurement is relative to an air reference. 
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The Kapton substrate was chosen due to its low absorption in the terahertz region from 0.1 
to 2.5 THz. It can be observed that the WS2 film is transparent in the broadband region from 0.1 to 1.0 
THz. Transparency in the THz range is very useful for generation, detection and modulation 
applications in THz devices. Drawing on the example of another common transparent 2D material, 
graphene, the use of such thin layers has been shown to increase the efficiency of the optic-THz 
conversion213, allow control of the polarization and modulate THz radiation214. WS2 material is also 
interesting to consider in terms of another effect; the influence of magnetic part of electromagnetic 
field in the THz range is more perceptible than in visible range, so theoretically the influence of the 
terahertz magnetic field in such magnetically sensitive materials (WS2) can be determined. If chirality 
exists in the visible range, it also can be present in the THz region. One can assume that with the help 
of WS2 it will be possible to control the magnetic field of a THz pulse, as shown in the concept of spin-
current driven THz oscillator devices215.  
The films give comparable results to those produced previously by other methods such as 
chemical vapour deposition as reported in the literature211,216–218, but also have significant further 
benefits such as: greater scalability; reduced cost; high homogeneity; and a fine control of the film 
thickness spanning multiple orders of magnitude. Such films could therefore find applications in 
Terahertz modulation devices. 
Further THz measurements were performed on other WS2 films fabricated from liquid 
crystalline tungsten disulfide dispersions.  
To obtain a LC phase dispersion, an initial 500 mL solution was prepared in a sealed beaker. 
IPA was used as the solvent and bulk WS2 particles (Sigma-Aldrich 243639), with dimensions around a 
few microns on average as the solute at a concentration of 5 mg.mL-1.To break down the material a 
process of ultrasonication in an ultrasonic bath (James Products 120W High Power 2790ml Ultrasonic 
Cleaner) filled with deionised water was used. Five, hour-long, periods, separated by 30 minutes each 
to prevent excessive heating of the solvent, were used to ensure sufficient exfoliation of the sample. 
The resultant dispersions were then put through a process of centrifugation for 10 minutes at 2000 
rpm to remove residual bulk material and narrow the distribution of particle sizes present in the 
solution. After centrifugation, the solution was fractioned, with only the supernatant extracted, to 
ensure only suitably sized particles remained. The resultant solution was then dried under vacuum 
(~0.1 atm) in a Schlenk line to fully remove the solvent, before being re-dispersed in IPA again at 
concentration of 1, 5 and 100 mg.mL-1. After re-dispersion, the solutions were again ultrasonicated 
(for a few minutes) to prevent any aggregated exfoliated particles remaining in the solutions. As the 
concentration is changed significantly following the centrifugation step, it is necessary to re-establish 
the concentration following that step. Re-dispersing allows for accurate knowledge of the 
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concentrations of the solutions without affecting the properties of the dispersed 2D material particles. 
The tungsten disulfide dispersions of all concentrations showed a separation of phases as the volume 
fraction of the liquid crystal phase was less than 100%. 
For the first sample (denoted WS2_S), 50 µL of solution from the upper, lower concentration, 
non-LC phase fraction was drop cast directly onto the Kapton substrate and allowed to dry. For the 
second sample (WS2_L), 50 µL of solution from the lower down, higher concentration, LC phase 
fraction was used. Drop cast samples were dried on a hot plate at 70°C for 5 minutes. In both cases, 
individual particle sizes were measured by atomic force microscopy and scanning electron microscopy, 
with average sizes determined as 2.5 µm2 laterally and thickness of 3.9 nm. The difference was the 
significantly greater overall film thickness for the L sample versus the S sample, owing to the greater 
concentration of tungsten disulfide in the liquid crystal phase fraction. For transfer to PET, a thin film 
transfer method was used. First 20 mL of the liquid crystalline solution was filtered using a Büchner 
flask- under vacuum- onto a nano-porous polytetrafluoroethylene membrane. The film on the 
membrane was then transferred to the substrate using a heat and IPA assisted method. The substrate 
was wetted slightly with IPA while heating to 70°C on a hot plate. The membrane was quickly 
transferred onto the substrate, and as the IPA evaporated through the membrane, the thin film of 
tungsten disulfide was released from the membrane and hence transferred to the substrate after 
removal of the membrane. Two samples were produced- one from the 1 mg.mL-1 dispersion (WS2_LC) 
and the other from the 5 mg.mL-1 dispersion (WS2_HC). Again, average individual tungsten disulfide 
particle sizes were determined as 2.5 µm2 laterally and thickness of 3.9 nm. The overall film 
thicknesses were determined to be approximately 1 and 10 µm respectively. Figure 6.6 shows SEM 
Figure 6.6. Raman spectra, photograph and SEM images of WS2 sample under study. a) Raman 
spectrum of a few-layer WS2 film on silicon. b) Photo of the drop cast film of WS2 on Kapton. (c–e) 




and optical images of the WS2 samples. The Raman spectrum of the film is also presented. In both 
cases, the uniformity of the coverage is noticeable. From SEM analysis, it can be seen that the majority 
of the particles are well aligned with the substrate, although some (typically smaller) particles are 
aligned perpendicular to the substrate. This general alignment is expected when depositing thin films 
from LC dispersions17,66,130,219.  
The transmission spectra in the visible - near infrared range of WS2 samples are shown in Fig. 
6.7. The experimental data represents the integral transmittance of the samples. Hence, the scattering 
losses caused by the surface roughness are not separately evaluated; only the overall contribution of 
the sample to the transmitted radiation is taken into consideration. 
Varying the structure dimensions, specifically the film thickness, from 1 to 10 µm for WS2 LC-
based thin films on polyethylene terephthalate (PET) causes a change of the transmission in the range 
from 400-1100 nm of up to 35%. This is expected due to the greater overall optical density of the 
thicker film produced from the higher concentration solution.  
WS2 on Kapton substrate, shown for different film thicknesses as described in the 
experimental methods, is fairly transparent in the THz range (Fig. 6.8). The transmission can be easily 
varied by choosing an appropriate concentration of the LC solution which is then transferred to 
substrate, and hence controlling the thickness of the drop-cast film. Transparency in the THz range is 
very useful for generation, detection and modulation applications for THz devices.  
Figure 6.7. Transmission in the visible and near-IR ranges of WS
2
 film fabricated from LC phase 
solutions of different concentrations. WS
2
_LC sample was produced from a 1 mg mL-1 solution and 
WS
2
_HC from a 5 mg.mL-1  solution. 
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6.3 Laser cavity applications. 
Q-switching is a technique used to produce a pulsed output beam from a laser. This technique 
allows the generation of laser pulses with much higher peak powers, but with the same average power 
that would be achieved with continuous wave operation.  
Q-switching is achieved by having a variable attenuator inside the laser cavity. When the 
attenuator is ‘on’, light which leaves the gain medium is not reflected back within the cavity, and 
therefore lasing cannot begin. This attenuation inside the laser cavity gives a corresponding decrease 
in the quality factor (Q) of the optical resonator. The variable attenuator is known as the ‘Q-switch’. 
Initially the laser medium is pumped while the Q-switch is ‘on’ to prevent light returning into the gain 
medium. This produces a population inversion, but laser operation cannot yet occur. Since the rate of 
stimulated emission is dependent on the amount of light entering the medium, the amount of energy 
stored in the gain medium increases as the medium is pumped. Due to losses from various processes, 
after a specific time the energy stored will reach a maximum; the gain medium is then said to be 
saturated. The Q-switch is then rapidly changed from a low to high Q, allowing light to be returned to 
the gain medium and optical amplification by stimulated emission (lasing) to begin. As there is already 
considerable energy stored in the gain medium, the amount of light in the cavity builds very rapidly, 
with a corresponding rapid decrease in the energy stored. The net result is a short pulse of laser light. 
There are two main types of Q-switching: 
1. Active Q-switching 
Figure 6.8. Transmission of WS
2
 samples in the THz frequency range. Spectra of WS
2
 films on Kapton 
substrates, produced from a non-LC, low concentration fraction (WS2 S) and from a LC phase, high 
concentration fraction (WS2 L). 
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Here, the Q-switch is an externally controlled variable attenuator such as a mechanical device (shutter, 
chopper etc.) or an electro-optic device (Pockels cell etc.). As it is externally controlled, the pulse 
repetition rate can be controlled.  
2. Passive Q-switching 
In this case, the Q-switch is a saturable absorber, 
a material for which the transmission increases 
when the intensity of light exceeds a threshold 
value. As the laser power increases, the absorber 
saturates, and the losses are rapidly reduced due 
to the increased transmission. The pulse rate in 
this case can only be indirectly controlled (e.g. by 
changing the pump power) and hence the rate is 
largely dependent on the properties of the 
absorber itself. As such, different absorber 
geometries or structures could result in different pulse repetition rates. 
Thin films were also transferred to five highly reflective silver mirror substrates. These mirrors 
were then tested as saturable absorbers for use in laser cavities. The laser cavities consisted of a gain 
medium (Erbium-doped crystal) sandwiched between two mirrors. The first mirror was one of those 
coated with the WS2 thin film as a saturable absorber. The second mirror was a less reflective output 
coupler allowing transmission of the laser light. These initial test samples suffered from several 
difficulties relating to the transfer of the material. That is, the coverage was largely non-uniform and 
the adhesion of the films to the mirror surface was poor (Fig. 6.9). However, initial tests showed that 
Q-switching could still be achieved (Fig. 6.10), although was generally unstable and inconsistent 
Figure 6.9. Photograph showing the non-
uniform coverage and poor adhesion of the 
WS2films on the silver mirrors. 
Figure 6.10. Lasing operation of the five thin films of WS
2 
on silver mirrors as a function of frequency 
illustrated by the radiofrequency (RF) output spectra.  
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between samples. The radiofrequency (RF) output spectra are measured across a broad frequency 
range. A regular spacing of the peaks, corresponding to the pulse repetition rate, is observed for all 
samples. However, the magnitude (and signal-to-noise ratio) of the peaks is inconsistent, suggesting 
that the Q-switching is unstable for all of the samples. In this case, Q-switching would be achieved 
passively. For these samples, mode-locked operation has not been achieved. Mode-locking is a 
technique by which a laser can be made to produce a train of even-intensity pulses, equally spaced in 
the frequency domain. Mode-locking requires a fixed-phase relationship between the modes of the 
cavity between the longitudinal modes in the laser cavity such that constructive interference occurs. 
The failure to achieve mode-locked operation is likely due to the high fluence threshold due to the 
films being thicker than would be typically desired. 
 
6.4 Integration with photonic devices. 
To integrate with photonic devices, thin films were transferred to silicon nitride substrates 
(Si3N4). Si3N4 is chosen due to its negligible absorption at the wavelengths typically used for optical 
communications using silicon photonics (typically 𝜆 = 1550 𝑛𝑚 ). As an initial test case, simple 
straight waveguides were considered. The waveguides should support the propagation of light, with 
an absorption defined by the imaginary part of the effective refractive index. By positioning a 2D 
material on top of the waveguide, one can modify the effective refractive index and hence the 
Figure 6.11. Back-end CMOS fabrication process flow for the integration of 2D materials with 
photonic devices. a) SOI wafer with pre-existing photonic structures. b) Photoresist deposition onto 
the photonics wafer. c) Development of micro-trenches and other structures within the photoresist 
layer, down to the photonic waveguide layer, as a template for 2D material deposition. d) Wafer-
scale transfer of 2D material thin film. e) SOI photonic wafer with 2D materials controllably 
integrated onto the photonic structures and devices after photoresist removal.  
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absorption of the waveguide. As a further test case, microring resonators were considered. The 
purpose of a microring resonator is to preferentially transmit a particular wavelength corresponding 
to the resonance of the ring. The resonance of the ring is dependent upon its effective refractive index, 
and by integrating 2D materials with the ring structure, one can modify that effective refractive index. 
Firstly, the photonic structures (Fig. 6.11a) were produced. E-beam lithography followed by inductively 
coupled plasma reactive ion etching (JLS RIE) was used to fabricate waveguide and micro-ring devices 
from a 150nm-thick Si3N4 layer, supported on a SiO2 isolating layer of 2 µm on top of a base layer of 
thick silicon. A TI PRIME adhesion promoter and MaN 2403 (polymethylmethacrylate [PMMA]) e-
beam resist were used to allow patterns to be designed using an NBL e-beam system, followed by post 
exposure bake for 90 seconds at 90°C to reflow the resist surface and reduce sidewall roughness. The 
etching was performed with a CHF3/O2 reactive gas mixture.  
Thin films of 2D materials were deposited using back-end processes. The first step here 
required a photoresist mask to be created to define the areas where the material should be deposited. 
Above the Si3N4 photonic layer, a 1 µm thick photoresist was produced via spin-coating. This was 
followed by pattering using a laser writing method with a precision of 0.6 µm and using n-methyl 
pyrrolidone to remove the exposed areas. This gave defined trenches within the photoresist layer, 
reaching down to the photonic layer (Fig. 6.11b-c). With the photoresist removed from the required 
areas, thin films were transferred onto the top of the wafer (Fig. 6.11d) by the methods previously 
described. After removal of the photoresist mask, final individual devices with specific, micron-size 
structures of 2D materials- as desired and designed - were achieved (Figs. 6.11e and 6.12). 
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The thickness of the different 2D materials deposited on top of the different Si3N4 structures 
can be controlled. A complete analytical study of how the width and the thickness of different 2D 
materials can affect the TE mode as it propagates along a standard silicon nitride waveguide is 
therefore required. Herein, let us consider the case of a Si3N4 waveguide with dimensions (Fig. 6.13) 
of: width Wwg =1.2 𝜇𝑚 and thickness hwg = 0.3 𝜇𝑚. This will give rise to the possibility for the 
development of different 2D material-based modulators and filters. The effect of three different 2D 
materials, all of which are known to form a liquid crystal phase under suitable conditions, and are 
therefore ideal candidates for the production of highly uniform thin films for use in photonic devices 
is considered. To analyse the expected effect of the addition of the 2D materials to the structures, 
analysis of the light propagation through photonic structures was undertaken using a transfer matrix 
method combined with Comsol Multiphysics software. The subsequent subsections detail the results 
of the theoretical modelling  
Figure 6.12. False colour SEM images of: a) a Si3N4 micro-ring resonator (purple) add drop filter 
structure, with a 100µm radius and 1.2µm width; b) a 300 x 200µm rectangular liquid-exfoliated 
graphene patch (yellow) on the top of the add-drop filter structure; c) bare waveguides at the top 
and a 100 x 400µm graphene patch across the bottom waveguide structures; and d) large-area 
liquid-exfoliated graphene covering multiple waveguide structures (Inset: zoomed view on the 





In single-layer graphene, the conduction and valence bands meet each other at the Dirac 
points, resulting in a gapless, semi-metallic band structure with no absorption peaks in the ultra-broad 
range from far infrared (FIR) to ultraviolet (UV). The linear structure of the dispersion leads to the 
universal optical conductance of the interband transition220, which has been experimentally 
confirmed221. Single-layer graphene absorbs 2.3% of perpendicularly incident light within the infrared-
to-visible spectral range. The absorption coefficient is precisely defined by e2/ℏc, the fine-structure 
constant. The special behaviour of graphene is due to its 2D structure that confines electrons in one 
atomic layer, and also due to the low density of states (DOS) near the Dirac points, which causes the 
Fermi energy to shift significantly with variation of the carrier density222. For example, a Fermi level 
shift of up to 0.9 eV has been experimentally demonstrated using the electrostatic field gating 
technique223. The tuneable bandgap of graphene offers great opportunities and flexibility for infrared 
and visible light manipulation.  
A parametric sweep in thickness and width has been studied. By changing the dimensions of 
the flakes deposited on top of the waveguides, a change in the effective refractive index is observed, 
and consequently a modulation of the signal. In Figure 6.14a-b the alteration of the effective refractive 
index in the visible range is plotted. As can be seen, graphene shows a continuous change in the 
effective refractive index as a function of both parameters. The absorption coefficient of the graphene 
Figure 6.13. Schematic of the different dimensions that can be controlled when depositing 2D 
materials onto the waveguide. One can look specifically at using different width (a) and thickness 




 waveguide of  W
wg
 = 1.2 𝜇𝑚 width and h
wg
 = 0.3 
𝜇𝑚 thick.  
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goes from being a transparent material with no absorption up to 0.016, and the real part of the 
refractive index changes by 4x10−3. The proposed designs are based on coupled micro-resonator 
structures (Fig. 6.14c). Using the Transfer Matrix Method developed by Yariv 224  the drop-port 
transmission spectra of a micro-ring resonator-based add–drop filter was calculated. For a radius R = 
6 μm, α = 2 cm−1, and coupling coefficient 𝜅 = 0.4, when the thickness of the graphene is equal to 1 
nm and the width to 50 nm, the effective refractive index is 𝑛𝑒𝑓𝑓 = 1.856 + 1.2 ⋅ 10
−4𝑖. This gives a 
corresponding resonant wavelength of 700 nm (Fig. 6.14d). Increasing the thickness up to 8nm and 
the width up to 1.2𝜇𝑚 of the graphene flake, an effective refractive index of 1.86 + 0.016i is 
determined. Here, the resonant wavelength corresponds to 701.6 nm (Fig. 6.14d). Hence, modifying 
the thickness and width of the graphene flakes deposited on the top of waveguides, a 0.23% shift in 
the resonance of the micro-ring resonator structure is achieved. 
To provide a complete overview of tuneable devices using graphene at optical 
communications wavelengths, the optical properties of graphene should be considered. One of the 
most important properties of graphene is its gate-variable optical conductivity225; that is, the 
Figure 6.14. a) The real part of the effective refractive index for different widths and thicknesses of 
graphene. b) The imaginary part of the effective refractive index for different widths and 
thicknesses of graphene. c) Schematic of an add-drop filter with integrated graphene flakes. d) The 
drop-port transmission spectra of a micro-ring-resonator-based add–drop filter with a radius R = 
6.0026 μm, α = 2 cm-1, and coupling coefficient 𝜅 = 0.4 for a graphene flake of 1 nm thick and 50 
nm wide (black line) and for a graphene flake of 1.2 µm wide (covering all the waveguide) and 8 




conductivity of graphene can be tuned by applying voltages which will change the carrier density in 
the graphene and, consequently, the Fermi level.  The dependence of graphene's optical conductivity 
on inter- and intra-band transitions has been analytically derived at 0K and at 300K226. The complex 
optical conductivity 𝜎 (𝜔, 𝜇, Γ, 𝑇) depends on the angular frequency 𝜔, chemical potential 𝜇, charged 
particle scattering rate 𝜏, the relaxation time Γ = 𝜏−1, and finally the temperature T 1. The dynamic 
optical conductance of graphene can be derived from the Kubo formula:  
σ𝑡𝑜𝑡𝑎𝑙(𝑤,  μ, Γ, 𝑇) = σ𝑖𝑛𝑡𝑟𝑎 + σ𝑖𝑛𝑡𝑒𝑟
′ + iσ𝑖𝑛𝑡𝑒𝑟
′′  . (20) 












= 60.8 𝜇𝑠 is the universal optical conductance and 𝜏1
−1 is the relaxation rate 
specifically associated with intra-band transitions. The inter-band contributions then have the forms: 
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−1 is the relaxation rate specifically associated with inter-band transitions. The complex 
dielectric function  (𝜇) can be obtained from the complex optical conductivity of graphene as given 
by: 




where δ is the graphene thickness layer and 0 is the permittivity of vacuum. For further calculations, 
𝜆 = 1550 𝑛𝑚, T=296K, 𝜏1 = 10 𝑓𝑠 and 𝜏2= 1.2 ps were chosen. One can then select graphene layer 
thicknesses of 0.4 nm and 0.7 nm respectively to roughly correspond to mono- and bi-layer graphene 
films. In (Fig. 6.15) the dielectric dependence with the change in the Fermi level has been plotted, a 
parametric sweep of the Fermi level from 0 eV up to 1eV has been studied for different graphene flake 
thicknesses.  
When the chemical potential is varied between 0.4 eV and 0.6 eV, the dielectric constant 
undergoes a significant change. In the case of 0.4 nm thick graphene, a change from (0.4𝑒𝑉) =
14.21 + 14.65𝑖 to  (0.6𝑒𝑉) = −5.168 + 1.111𝑖 is observed. Using Comsol Multiphysics, the 
effective refractive index associated each of those Fermi level values respectively has been calculated 
as 𝑛𝑒𝑓𝑓(0.4𝑒𝑉) = 1.5355 − 1.735 10
−3𝑖  and 𝑛𝑒𝑓𝑓(0.6𝑒𝑉) = 1.5332 − 1.  289 ⋅ 10
−4𝑖. In the case 
of a 0.7 nm thick flake, the change in the dielectric constant goes from (0.40𝑒𝑉) = 9.097 + 8.334𝑖 
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to  (0.60𝑒𝑉) = −2.492 + 0.6322𝑖, and consequently the effective refractive index goes from  
𝑛𝑒𝑓𝑓(0.4𝑒𝑉) = 1.5356 − 1.  7277 ⋅ 10
−3𝑖    and 𝑛𝑒𝑓𝑓(0.6𝑒𝑉) = 1.5333 − 1.  2943 ⋅ 10
−4𝑖 . Using 
these values, a  0.148%  shift in the resonance of the add-drop filter for a 0.4 nm thick graphene flake 
is achieved, and again 0.148% in the case of a 0.7nm thick flake (Fig. 6.16). Note that the optimal radii 
in each case for the ring are slightly different as the flake thickness is changed.  
Tungsten disulfide. 
In the case of WS2, the effective refractive index for a 1nm thick and 50 nm wide flake is 𝑛𝑒𝑓𝑓 =
1.855 + 2.255 ⋅ 10−5𝑖  corresponding to a resonant wavelength of 700 m, for a fixed radius of 6.0058 
µm. Increasing the thickness and the width of the flake up to 8nm and 1.2 𝜇𝑚  respectively, the change 
in the real part of the effective refractive determined for the studied range is 0.023 (Fig. 6.17a). The 
Figure 6.15. a) Calculated dielectric constant for a 0.4 nm thick flake of graphene (real part, 
imaginary part and magnitude) as a function of the chemical potential 𝜇, at a wavelength 𝜆 =
1550 𝑛𝑚. b) Calculated dielectric constant for a 0.7 nm thick flake of graphene (real part, 
imaginary part and magnitude) as a function of the chemical potential 𝜇, at a wavelength 𝜆 =
1550 𝑛𝑚.  
Figure 6.16. Drop-port transmission spectra of a micro-ring resonator-based add–drop filter with 
(a) radius R = 16.0658 μm and a 0.4 nm thick graphene flake, and (b) radius R = 16.0647 μm and a 
0.7 nm thick graphene flake. In both cases, α = 2 cm-1, and the coupling coefficient 𝜅 = 0.4  at a 




imaginary part increases to 3 𝑥 10−3 (Fig. 6.17b), and a resonant wavelength of 698 nm is found 
corresponding to a -0.29% shift in the resonance of the add-drop filter. (Fig. 6.17c). Using micro-ring 
resonators (Fig. 6.17d) with radii R = 6 𝜇m, quality factors (Q) of the order of 102 − 103 are achieved. 
By increasing the radius of the micro-ring, a reduction in the scattering losses is obtained, and an 
increase of at least two orders of magnitude in the quality factor, up to 105 − 106 for radii on the 
order of 50 µm is achievable.  
Molybdenum disulfide. 
In the case of using MoS2, the effective refractive index for a 1 nm thick and 50 nm wide flake 
is 𝑛𝑒𝑓𝑓 = 1.851 + 5.4 ⋅ 10
−5𝑖 corresponding to a resonant wavelength of 700 m, for a fixed radius of 
6.0188 µm. Increasing the thickness and the width of the flake up to 3.8 nm and 1.2 𝜇𝑚  respectively, 
the change in the real part of the effective refractive for the studied range is 0.041 (Fig. 6.18a). The 
Figure 6.17. a) The real part of the effective refractive index for different widths and thicknesses of 
tungsten disulfide. b) The imaginary part of the effective refractive index for different widths and 
thicknesses of tungsten disulfide. c) Schematic of an add-drop filter with integrated tungsten 
disulfide flakes. c) The drop-port transmission spectra of a micro-ring-resonator-based add–drop 
filter with a radius R = 6.0058 μm, α = 2 cm-1, and coupling coefficient 𝜅 = 0.4 for a tungsten 
disulfide flake of 1 nm thick and 50 nm wide (black line) and for a tungsten disulfide flake of 1.2 µm 




imaginary part increases to 1 𝑥 10−2 (Fig.6.18 b), giving a resonant wavelength of 701.5 nm 
corresponding to a 0.21% shift in the resonance of the add-drop filter (Fig. 6.18c-d).  
6.5 Conclusions. 
In this section, the first applications of the developed 2D material fluid composites were 
considered. In Section 6.1, the production of thin films of tungsten disulfide using the liquid crystal 
phase dispersions was detailed. The developed thin films show remarkable uniformity when 
compared to those produced from non-liquid crystalline dispersions. In Section 6.2, the terahertz 
transmission properties of the developed thin films were investigated, which show strong potential 
for future applications in terahertz generation and detection. In Section 6.3 laser cavity applications 
of the thin films were considered. It was shown that unstable Q-switched lasing can be achieved using 
the tungsten disulfide thin films as saturable absorbers coated on the mirrors forming the laser cavity. 
In Section 6.4 a study of the prospective integration of 2D materials with photonic structures such as 
waveguides and microring resonators was presented. The route to integration of the thin films (via 
lithography and film transfer techniques), and the expected properties obtained for the photonic 
Figure 6.18. a) The real part of the effective refractive index for different widths and thicknesses of 
molybdenum disulfide. b) The imaginary part of the effective refractive index for different widths 
and thicknesses of molybdenum disulfide. c) Schematic of an add-drop filter with integrated 
molybdenum disulfide flakes. c) The drop-port transmission spectra of a micro-ring-resonator-
based add–drop filter with a radius R = 6.0188 μm, α = 2 cm-1, and coupling coefficient 𝜅 = 0.4 for 
a molybdenum disulfide flake of 1 nm thick and 50 nm wide (black line) and for a molybdenum 




structures after integration were discussed. It was shown that the integration of the 2D materials can 
modify the effective refractive index of the photonic structures, and that the resonance of the 





7. Final Conclusions and Future Prospects. 
 In section 4.1, the synthesis and investigation of the properties of nematic liquid crystals 
doped with dispersed particles of different 2D materials were detailed. The 2D materials were 
successfully dispersed in the liquid crystal, and the liquid crystal can equally be used to dynamically 
control the positions and orientations of the dispersed 2D materials particles. However, the analysis 
of the switching properties of the composite materials was less promising. From the results gained, it 
is clear that the inclusion of 2D materials in a conventional nematic liquid crystal host either negatively 
or negligibly impacts the performance of the liquid crystal. Switching times are found to be slower, 
threshold voltages more or less unchanged, nematic-isotropic transition temperatures to be lower, 
and the linear and circular dichroism to be inconclusively impacted. This limits the potential 
applications of the materials. Significant further work would be needed to mitigate the negative 
impacts of the inclusion of the 2D materials. Particularly damaging is the slower switching time – 
modern technology increasingly demands faster operation of devices. Hence, consideration was given 
to another type of 2D material liquid crystal that could overcome some of these issues. 
In Section 4.2, the possibility of liquid crystal phases forming spontaneously for dispersions of 
tungsten disulfide in organic solvents was examined. While different solvents can affect the rate, 
efficiency and quality of particles obtained by liquid phase exfoliation, due to the fact that controlling 
the concentration generally relies on drying and redispersion the solvent choice for obtaining a liquid 
crystalline state can be independent of that for exfoliation. Particle sizes obtained by liquid phase 
exfoliation have been analysed by several techniques. The most interesting results were obtained by 
dynamic light scattering which matched the results of other techniques, despite not being applicable 
in theory to high aspect ratio particles. Liquid crystalline states were obtained in different organic 
solvents, and their properties investigated. Linear and circular dichroism were shown for the different 
liquid crystalline dispersions, but the positions of peaks are shifted or entirely different depending on 
the solvent. The different properties achievable with different solvents show that there is no single 
definable 'best' solvent for use. Rather, the choice of solvent should be application driven. For 
example, to achieve reconfigurable circular dichroism at 750 nm, IPA would be the best choice, 
whereas at 230nm chloroform is preferable. The single condition is that WS2 should be soluble enough 
to allow dispersion at the necessary concentrations, which is broadly true for all organic solvents. This 
work demonstrates that using only standard liquid phase exfoliation processes (ultrasonication, 
centrifugation and control of concentration) a liquid crystalline state of WS2 particles can be achieved 
in a range of solvents.  
The discovery that WS2 LC dispersions can simultaneously demonstrate reconfigurability 
under applied magnetic field and circular dichroism, while also combining the intrinsic optical and 
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electrical properties of the 2D WS2 flakes is of significant interest, opening the way towards countless 
applications in opto-electronics and photonics such as switchable filtering devices. Future 
optimisation and tuning of the synthesis holds great potential for the generation of a new class of true 
reconfigurable 'wonder materials', with applications encompassing: thin film and membrane 
depositions; display devices; inks; terahertz modulators; and others. The discovery of this novel 
reconfigurable phase could lead to a marked expansion in the uptake of WS2 for device-based 
applications, due to the increased scope for scalable integration with reduced drawbacks such as time, 
cost and quality as well as the significant boost in the range of potential uses with the observation of 
reconfigurable circular dichroism. There is also the potential to develop liquid crystals based on a wide 
variety of other materials. In fact, any 2D material (of which a few thousand are currently known) can 
form a liquid crystalline dispersion in theory. The challenge is largely about the effective exfoliation 
and maintaining dispersion within the solvent. 
 In Section 5, a new characterisation technique, based on Raman spectroscopy, was developed 
in order to ascertain information about the positions and alignment of 2D material particles dispersed 
in fluids. In Section 5.1, microfluidic structures were designed to enhance the Raman signal from the 
2D materials by up to an order of magnitude, and the enhancement was subsequently experimentally 
confirmed. It was also shown experimentally that integrated 2D material fluid composites can be 
dynamically controlled using either applied electric fields, or by laser excitation. In Section 5.2, it was 
demonstrated that the enhanced Raman signal can be utilised to enable the tracking of particle 
positions in one and two dimensions respectively. From numerical analysis of the expected Raman 
signal, one observes a strong positional dependence of the Raman signal intensity. Combining that 
numerical analysis with experimental Raman spectra allowed accurate positional determination for 
particles dispersed in a fluid. It was also discussed how the technique would be further applied to 
three-dimensional particle tracking. In Section 5.3, an analysis of how other geometric properties of 
the particle, or experimental considerations, can influence the Raman signal intensity was presented. 
Specifically, consideration was given to the particle rotation and angle, the presence of arrays of 
multiple particles, the focus of the laser, or changing the material under investigation can modify (or 
otherwise not) the Raman spectrum of the sample. Particle rotation was found to strongly affect the 
Raman signal. The maximum signal was obtained with the particle parallel to the bottom of the cavity, 
with a minimum occurring with the particle rotated through around 30°. The shape of the rotational 
dependence is independent of the particle position, but importantly the ratios of different peaks 
depend on both the position and the rotation.  In Section 5.4, it was shown that the shape of the 
particle strongly influences the Raman signal, demonstrating potential for shape analysis via Raman 
spectroscopy. It was also shown that the particle size affects the Raman intensity, but in a non-linear 
128 
 
manner. In Section 5.5, a method was presented to extract the concentration of dispersed particles 
from the Raman spectra by only looking at the Raman bands of the host fluid. Whilst looking at the 
Raman bands of the dispersed 2D material proved challenging and gave inaccurate results, looking at 
the bands for the host fluid proved to give results that agreed with the expected relative 
concentrations and absolute values of the order expected. 
In Section 6, the first applications of the developed 2D material fluid composites were 
considered. In Section 6.1, the production of thin films of tungsten disulfide using the liquid crystal 
phase dispersions was detailed. The developed thin films show remarkable uniformity when 
compared to those produced from non-liquid crystalline dispersions. In Section 6.2, the terahertz 
transmission properties of the developed thin films were investigated, and found to show strong 
potential for future applications in terahertz generation and detection. In Section 6.3, consideration 
was given to potential laser cavity applications of the thin films. It was shown that unstable Q-switched 
lasing can be achieved using the tungsten disulfide thin films as saturable absorbers coated on the 
mirrors forming the laser cavity. In Section 6.4 a study of the prospective integration of 2D materials 
with photonic structures such as waveguides and microring resonators was presented. Therein, the 
route to integration of the thin films (via lithography and film transfer techniques), and the expected 
properties obtained for the photonic structures after integration were discussed. It was shown that 
the integration of the 2D materials can modify the effective refractive index of the photonic structures, 
and that the resonance of the structures can therefore be tuned.  
In terms of future work, there are several strands that require further exploration or 
improvement. Firstly, it is still desirable to develop new materials. The most immediately accessible 
possibility is to develop liquid crystals based on other 2D materials. With the addition of the work 
presented in this thesis, there have now been liquid crystal phases shown for just four 2D materials 
(graphene, graphene oxide, molybdenum disulfide and tungsten disulfide). However, there are over 
2000 known 2D materials. The theory predicting the existence of the liquid crystal phase demands 
only a high aspect ratio, and hence there should be no limit on which 2D materials can form a liquid 
crystal phase. Therefore, there are potentially over 2000 remaining 2D material liquid crystals to be 
synthesised for the first time. There is also scope to improve the properties of those that are already 
known. For example, tuning the particle sizes could be used to shift the concentration required to 
achieve a liquid crystalline state, while dispersing in other solvents could increase the lifetime of the 
liquid crystal phase before aggregation occurs. 
When considering the use of Raman spectra for tracking, the greatest current need is for 
greater experimental confirmation of the numerical analysis. For example, the Raman spectral 
intensities for particles of different shapes and sizes are yet to be corroborated against the predicted 
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data. Beyond that, the next step will be to package all of the potential variables together in order to 
accurately predict the Raman intensities for arbitrary particles. The ultimate goal would then be to 
combine this in real-time with the experimental data to achieve high-speed in-situ particle tracking. 
Finally, there is an extremely promising future for the application of 2D material fluid 
composites. While preliminary results are shown and described using the thin films produced, there 
is still scope to improve the quality of the thin films. The thin films produced are more uniform than 
those produced from non-liquid crystalline solutions, but they do not show perfect uniformity still. 
Optimisation is still required at two steps of the process – firstly in the filtering onto membranes, and 
secondly in the transfer from the membrane to the substrate. This optimisation should also be 
undertaken in the context of the desired application, rather than as a catch-all method as has been 
used here. It still remains also to effectively integrate the developed films with other substrates, for 
other applications. The first key goal there would be to achieve integration of thin films with 
controllable dimensions into photonic devices in order to experimentally validate the predicted tuning 
possibilities. Also requiring further consideration is the integration of the developed materials with 
devices in the liquid state. While this is easily achieved for the nematic liquid crystals doped with 
dispersed 2D materials, it has not yet been achieved for the dispersions of 2D materials in organic 
solvents. There are two key problems that must be overcome for that integration to be successful. 
First, the evaporation of the organic solvents when confined in small volumes should be considered, 
possibly by using higher boiling point solvents instead (although the greater viscosity of higher boiling 
point would limit the switching performance). Second, the aggregation of the 2D materials when 
confined in small volumes should be mitigated. This could be achieved for example by adding 
surfactant molecules, or other stabilisers, to the dispersion. Alternatively, changing the solvents used 
to obtain dispersions of greater stability is a possibility. Once the 2D material fluid composites based 
on 2D material dispersions in organic solvents can be successfully integrated in the liquid phase, then 
their switching properties can be effectively analysed. The expectation is that such materials will show 
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