INTRODUCTION
In a manufacturing environment, critical decisions about process and product quality depend on the quality of the measurement systems. Measurement systems analysis (MSA) is a set of statistical techniques used to quantify the uncertainty of the measurement instruments. [1] and [2] provided a review of gauge repeatability and reproducibility (R&R) methods for assessing the precision of measurement systems. In the case of univariate measurement systems, several MSA-approval metrics are commonly used. For an overview on this topic we suggest [3] and [4] .
In current manufacturing industry processes are often characterized by many important characteristics. Accordingly, [5] proposed multivariate extensions of three commonly used MSA-approval criteria using the volume of constant-density contours to characterize the variability of the measurement system. These multivariate MSA-metrics require a multivariate analysis of variance (MANOVA) for estimating the covariance matrices for one factor and twofactor gauge studies.
In order to ensure constant flows of reliable data, manufacturers should periodically assess their measurement systems and the costs involved in maintaining well performing measurement systems are normally relevant. This issue motivates the present work.
Multivariate measurement systems analysis is usually performed by designing suitable gauge (R&R) experiments ignoring available data generated by the measurement system while used for inspection or process control. In recent literature, the use of these measurements from regular use of the instrument has been suggested for univariate MSA studies (see e.g, [6] ). Here we propose the following approach. In the initial set up, after the multivariate measurement instrument is assessed as adequate, its performances are assumed as benchmark. Therefore, using the data from the regular activity of the instrument, the periodic assessments of the measurement device are performed by comparing the present precision with the benchmark through a statistical test. Since the proposed method does not require a multivariate gauge study, our proposal can be a useful tool for reducing the costs of multivariate MSA carried out with a certain frequency.
Here is the outline of the paper. The next section introduces the multivariate measurement error model, describes the multivariate MSA-approval criteria proposed in recent literature and explains the multivariate analysis of variance (MANOVA) method for estimating the covariance matrices of interest. Section 3 develops the test for assessing the multivariate measurement instruments. Section 4 studies the performances of the proposed method. Finally, the last section contains a discussion and the conclusions. MSA methodology assumes the model   Y X e (5) where Y is the vector of the observable quality characteristics, which is usually obtained from some physical measurements, X is the true quality characteristics vector and e is the multivariate measurement error vector. It is assumed that
with c positive definite and that X and e are independent.
As a result,
where
Let us denote with  i ,  ei and  yi (i=1,2,…,m) the eigenvalues of ,  e and  y , respectively.
In the multivariate framework, [5] developed multivariate versions of three univariate gauge-approval criteria. The author proposed the following statistics.
The multivariate precision-to-tolerance ratio, which is defined as the m-th root of the ratio of (1-)100% volume of the multivariate error distribution and the volume of the tolerance region. This ratio, according to the specification of the tolerance region, simplifies to
when a hypercube-shaped tolerance region is used, and
for the case of a hyperellipsoid-shaped tolerance region. In the above equations (·) is the gamma function,
distribution with m degrees of freedom with (1-) usually fixed at 0.99. Therefore the P/T 1m and P/T 2m criteria compare the multivariate instrument variability, computed on the base of the constant-density contour ellipsoid, with the multivariate tolerance region (hypercube or hyperellipsoid).
The multivariate percent R&R ratio, which is defined taking the m-th root of the (1-)100% volumes of the gauge error distribution and measured-values distribution. The statistic in question simplifies in
and expresses the relative widths of the multivariate distributions of the error e and the measured values Y.
The third multivariate approval-metric is the multivariate-signal-to-noise ratio which compares the (1-)100% volume of the gauge-error distribution. This statistic is
The author in [5] also gave the guidelines for gauge acceptance. Approval values for P/T 1m and P/T 2m range from 0 to 0.3, %R&R m should be ≤30%, while based on SNR m a measurement system is adequate when SNR m ≥5.
Multivariate MSA in practice
The covariance matrices ,  e and  y are usually unknown, for this reason [5] also proposes a multivariate analysis of variance (MANOVA) method of estimating the covariance matrices for one-factor and two-factor gauge studies.
According to the adopted notation, 
Within this framework,
is the mean-square for the part matrix, where 
where . .
The mean square for the partoperator interaction matrix is given by
and the MSE matrix is
The covariance matrices are estimated using the expected mean squares. The parts covariance matrix is estimated by
the operator factor covariance matrix is estimated by
the part-operator interaction covariance matrix is estimated by
and the covariance matrix of the error terms ijk
By adopting the gauge R&R notation, P corresponds to ,the covariance matrix of the quality characteristic.
Repeatability and reproducibility are given by  Σ and
respectively. The sum of repeatability and reproducibility gives the gauge measurement error covariance matrix
Therefore, the estimators of the covariance matrices of interest are:
and
A TEST FOR MULTIVARIATE MEASUREMENT SYSTEMS
The multivariate MSA-approval criteria described in the previous section are based on constant-density contours of the multivariate normal distribution. A change in the precision of a measurement instrument will cause a change in the corresponding ellipsoid of constant density. Therefore, since we are interested in the detection of a worsening in the measurement instrument precision, we will focus on significant reduction of the ellipsoid coverage.
Let us suppose that at the beginning of the manufacturing activity, which for notation purpose we denote as time T=0, a multivariate MSA is performed and that the measurement instrument is assessed as adequate.
We denote with  e0 the precision of the measurement instrument, with 0 the covariance matrix of the true quality characteristic and with  y0 = 0 + e0 the covariance matrix of the measurements, at time T=0.
Assuming the multivariate normality an ellipsoid of constant density is defined by
If we assume C= 2 ,m , then U0 is the boundary of the multivariate region in which 100 (1-)% process fall.
After the initial set up, the measurement device is usually used for inspection or process control generating a lot of data at no additional costs. Let us consider a time interval in which the instrument has been routinely used. 
The difference between (1 )   , the ellipsoid coverage at time T=0, and min P (or max P ), the ellipsoid coverage at time T=t, quantifies the possible worsening in the instrument precision at instant t.
A test for detecting the decreasing of the coverage can be derived as shown below.
Let us consider the null hypothesis that the instrument precision at instant T=t is equal to the precision at instant T=0 ( 1)
denotes a Wishart distribution with parameters I and 1 n  . From [8] we have that matrix The advantage of this method is that the measurement instrument is assessed by comparing its performance instant t with those at instant 0, without the necessity of performing a multivariate gauge study (MANOVA): the sample covariance matrix S can be estimated using the data available by the routine use of the measurement device at no additional costs.
CASE STUDIES
In this Section we discuss the ability of the test for detecting worsening in the measurement instrument performances.
Before entering in the details of the case studies it is useful to spend a few words reminding that the multivariate MSA-metrics are designed thinking at different ways for assessing the measurement precision. The 
SNR
. We consider as the situation at time T=0 (the benchmark) the case discussed by [5] , then we examine a variety of worsening-precision scenarios at time T=t. For each of the proposed scenarios, we compute the multivariate MSA-approval metrics presented in Section 2 and we design suitable simulation experiments for studying the performances of the proposed test.
Let us therefore consider the case discussed by [5] where the data come from an automotive body panel gauge-study involving m=4 quality characteristics, with p=5 parts, o=2 operators and r=3 repeated measurements (see Table 1 
The eigenvalues of the covariance matrices Σ , ˆe Σ and ˆy Σ are reported in Table 1 . Using equations (10) and (11) we obtain % & 12.26061  
U U ).
A change in the eigenvectors can be interpreted as a the presence of serious problems in the instrument such that the independent sources of variability become dependent. It is worth noting that this concept has been used also by other authors. For instance [9] used this definition of plausible changes in a process capability analysis framework.
In what follows, we consider three cases for et Σ where the eigenvectors remain unchanged. Furthermore, for the sake of completeness, we will also consider the case of a change in the eigenvectors.
Case 1
Now we examine the case where the eigenvalues of 
Case 2
Next, we consider the case where the eigenvalues at time T=t are proportional to those at time T=0 where the worsening factor  ranges from 1 to 10 with a step of 0.1.
For each value of  we proceed as for case 1: a) we compute the multivariate MSA approval metrics, the results are displayed in Figure 3 
Case 3
Since in the previous cases we examined cases where all the eigenvalues simultaneously change, now we discuss the case where only several eigenvalues change their values. Let us consider the scenario where three eigenvalues are increased by a factor  ranging from 1 to 20 with a step of 
Case 4
Finally, let us examine the situation where the variations involve also the eigenvectors, which can be interpreted as the presence of a serious problem in the measurement instrument. We examine the case where the first two diagonal elements of et Σ increase, while the other matrix elements are equal to the corresponding elements of 0 
In the analysis the term  ranges from 1 to 8 with a step of 0.1. 
DISCUSSION AND CONCLUSIONS
As any activity involving personnel, materials, tools and equipment, MSA usually requires a non-negligible financial support. Furthermore, the fact that these systems measure more than a single quality characteristic and that periodic assessments of measurement system performance are often required engages manufacturers in important challenges.
In this work, we have proposed a method which can be an additional tool for assessing the statistical properties of a multivariate measurement system.
The method makes use of the data that are routinely available from the regular activity of the instrument and offers the possibility of assessing multivariate measurement systems without the necessity of performing a multivariate gauge study (MANOVA).
Since the illustrated strategy can be implemented at almost no additional costs it may carried out more frequently than a MANOVA gauge study. Therefore, the synergic use of the proposed approach and the traditional multivariate gauge R&R studies can be: effective for reducing the costs of a multivariate MSA performed with a certain frequency; a useful strategy for improving the overall quality of multivariate measurement systems.
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