Abstract. This paper is concerned with inverse scattering of plane waves by a locally perturbed infinite plane (which is called a locally rough surface) with the modulus of the total-field data (also called the phaseless near-field data) at a fixed frequency in two dimensions. We consider the case where a Dirichlet boundary condition is imposed on the locally rough surface. This problem models inverse scattering of plane acoustic waves by a one-dimensional sound-soft, locally rough surface; it also models inverse scattering of plane electromagnetic waves by a locally perturbed, perfectly reflecting, infinite plane in the TE polarization case. We prove that the locally rough surface is uniquely determined by the phaseless near-field data generated by a countably infinite number of plane waves and measured on an open domain above the locally rough surface. Further, a direct imaging method is proposed to reconstruct the locally rough surface from the phaseless near-field data generated by plane waves and measured on the upper part of the circle with a sufficiently large radius. Theoretical analysis of the imaging algorithm is derived by making use of properties of the scattering solution and results from the theory of oscillatory integrals (especially the method of stationary phase). Moreover, as a by-product of the theoretical analysis, a similar direct imaging method with full far-field data is also proposed to reconstruct the locally rough surface. Finally, numerical experiments are carried out to demonstrate that the imaging algorithm with phaseless near-field data and full far-field data are fast, accurate and very robust with respect to noise in the data.
1. Introduction. Acoustic and electromagnetic scattering by a locally perturbed infinite plane (called a locally rough surface in this paper) occurs in many applications such as radar, remote sensing, geophysics, medical imaging and nondestructive testing (see, e.g., [3, 5, 8, 11, 14, 20] ).
In this paper, we are restricted to the two-dimensional case by assuming that the local perturbation is invariant in the x 3 direction. Assume further that the incident wave is time-harmonic (e −iωt time dependence), so that the total wave field u satisfies the Helmholtz equation
Here, k = ω/c > 0 is the wave number, ω and c are the frequency and speed of the wave in D + , respectively, and D + := {(x 1 , x 2 ) | x 2 > h(x 1 ), x 1 ∈ R} represents a homogeneous medium above the locally rough surface denoted by Γ := ∂D + = {(x 1 , x 2 ) | x 2 = h(x 1 ), x 1 ∈ R} with h ∈ C 2 (R) having a compact support in R. In this paper, the incident field u i is assumed to be the plane wave − is the incident direction with π < θ d < 2π and S 1 − := {x = (x 1 , x 2 ) | |x| = 1, x 2 < 0} is the lower part of the unit circle S 1 = {x ∈ R 2 | |x| = 1}. This paper considers the case where a Dirichlet boundary condition is imposed on the locally rough surface. Thus, the total field u(x, d) = u i (x, d) + u r (x, d) + u s (x, d) vanishes on the surface Γ:
where u r is the reflected wave by the infinite plane x 2 = 0: This problem models electromagnetic scattering by a locally perturbed, perfectly conducting, infinite plane in the TE polarization case; it also models acoustic scattering by a one-dimensional sound-soft, locally rough surface. See FIG. 1.1 for the geometry of the scattering problem.
The well-posedness of the scattering problem (1.1)-(1.5) has been studied by using the variational method with a Dirichlet-to-Neumann (DtN) map in [5] or the integral equation method in [54, 58] . In particular, it was proved in [54, 58] that u s has the following asymptotic behavior at infinity:
uniformly for all observation directionsx := x/|x| ∈ S Many numerical algorithms have been proposed for the inverse problem of reconstructing the rough surfaces from the phased near-field or far-field data (see, e.g., [5, 8, 13, 18, 20-22, 35, 39, 40, 51, 58] and the references quoted there). For the case when the local perturbation is below the infinite plane which is called the inverse cavity problem, see [3, 38] and the reference quoted there.
In diffractive optics and radar imaging, it is much harder to obtain data with accurate phase information compared with only measuring the intensity (or the modulus) of the data [4, 6, 9, 14, 16, 25, 34, 49] . Thus it is often desirable to study inverse scattering problems with phaseless data. Inverse scattering with phaseless near-field data has been extensively studied numerically over the past decades (see, e.g., [4, 7, 9, 15-17, 25, 45, 49, 52] and the references quoted there). Recently, mathematical issues including uniqueness and stability have also been studied for inverse scattering with phaseless near-field data (see, e.g., [30] [31] [32] [33] 44, 46, 47] and the references quoted there).
In contrast to the case with phaseless near-field data, inverse scattering with phaseless far-field data is much less studied both mathematically and numerically due to the translation invariance property of the phaseless far-field data, that is, the modulus of the far-field pattern is invariant under translations of the obstacle for plane wave incidence [34, 41, 59] . The translation invariance property makes it impossible to reconstruct the location of the obstacle or the inhomogeneous medium from the phaseless far-field pattern with one plane wave as the incident field. Nevertheless, several reconstruction algorithms have been developed to reconstruct the shape of the obstacle from the phaseless far-field data with one plane wave as the incident field (see [1, 26-28, 34, 36, 37, 50] ). Uniqueness has also been established in recovering the shape of the obstacle from the phaseless far-field data with one plane wave as the incident field [42, 43] . Recently, progress has been made on the mathematical and numerical study of inverse scattering with phaseless far-field data. For example, it was first proved in [59] that the translation invariance property of the phaseless farfield pattern can be broken by using superpositions of two plane waves as the incident fields for all wave numbers in a finite interval. And a recursive Newton-type iteration algorithm in frequencies was further developed in [59] to numerically reconstruct both the location and the shape of the obstacle simultaneously from multi-frequency phaseless far-field data. This method was further extended in [60] to reconstruct the locally rough surface from multi-frequency intensity-only far-field or near-field data. Furthermore, a direct imaging algorithm was recently developed in [61] to reconstruct the obstacle from the phaseless far-field data generated by infinitely many sets of superpositions of two plane waves as the incident fields at a fixed frequency. And uniqueness results have also been established rigorously in [55] for inverse obstacle and medium scattering from the phaseless far-field patterns generated by infinitely many sets of superpositions of two plane waves with different directions at a fixed frequency under certain a priori conditions on the obstacle and the inhomogeneous medium. The a priori assumption on the obstacle and the inhomogeneous medium in [55] was removed in [56] by adding a known reference ball into the scattering model. Note that the idea of adding a reference ball to the scattering system was recently used in [62] to prove uniqueness results for inverse scattering with phaseless far-field data generated by superpositions of a plane wave and a point source as the incident fields at a fixed frequency. Note further that, by adding one point scatterer into the scattering model stability estimates have been obtained in [29] for inverse obstacle and medium scattering with phaseless far-field data associated with one plane wave as the incident field under certain conditions on the obstacle and inhomogeneous medium if the point scatterer is placed far away from the scatterer. In addition, direct imaging algorithms are proposed in [29] to reconstruct the scattering obstacle from the phaseless far-field data associated with one plane wave as the incident field.
In this paper, we consider uniqueness and fast imaging algorithm for inverse scattering by locally rough surfaces from phaseless near-field data corresponding to incident plane waves at a fixed frequency. First, we prove that the locally rough surface is uniquely determined by the phaseless near-field data generated by a countably infinite number of incident plane waves and measured on an open domain above the locally rough surface, following the ideas in [46, 58] . Then we develop a direct imaging algorithm for the inverse scattering problem with phaseless near-field data generated by incident plane waves and measured on the upper part of the circle containing the local perturbation part of the infinite plane, based on the imaging function I P haseless (z) with z ∈ R 2 (see the formula (3.1) below). The theoretical analysis of the imaging function I P haseless (z) is given by making use of properties of the scattering solution and results from the theory of oscillatory integrals (especially the method of stationary phase). From the theoretical analysis result, it is expected that if the radius of the measurement circle is sufficiently large, I
P haseless (z) will take a large value when z is on the boundary Γ and decay as z moves away from Γ. Based on this, a direct imaging algorithm is proposed to recover the locally rough surface from the phaseless near-field data. Further, numerical experiments are also carried out to demonstrate that our imaging algorithm provides an accurate, fast and stable reconstruction of the locally rough surface. Moreover, as a by-product of the theoretical analysis, a similar direct imaging algorithm with full far-field data is also proposed to reconstruct the locally rough surfaces with convincing numerical experiments illustrating the effectiveness of the imaging algorithm. It should be pointed out that a direct imaging method was recently proposed in [15, 16] for reconstructing extended obstacles with acoustic and electromagnetic phaseless near-field data, based on the reverse time migration technique
The remaining part of the paper is organized as follows. The uniqueness result is proved in Section 2 for an inverse scattering problem with phaseless near-field data. In Section 3, the direct imaging method with phaseless near-field data is proposed, and its theoretical analysis is given. As a by-product, the direct imaging method with full far-field data is also presented in Section 3. Numerical experiments are carried out in Section 4 to illustrate the effectiveness of the imaging method. Conclusions are given in Section 5. In Appendix A, we use the method of stationary phase to prove Lemma 3.8 in Section 3 which plays an important role in the theoretical analysis of the direct imaging method.
We conclude this section with introducing some notations used throughout this paper. Define B R := {x = (x 1 , x 2 ) | |x| < R} to be a disk centered at the origin and with radius R > 0 large enough so that the local perturbation
and let x ′ := (x 1 , −x 2 ) be the reflection of x with respect to the x 1 -axis. Further, let x = x/|x| = (x 1 ,x 2 ) = (cos θx, sin θx),ẑ = z/|z| = (ẑ 1 ,ẑ 2 ) = (cos θẑ, sin θẑ) and
Note also that if x = 0 thenx 1 = x 1 /|x| andx 2 = x 2 /|x|. Throughout this paper, the positive constants C, C 1 and C 2 may be different at different places.
2. Uniqueness for an inverse problem. In this section, we establish a uniqueness result for an inverse scattering problem with phaseless near-field data, motivated by [46] . To this end, assume that Γ 1 , Γ 2 are two locally rough surfaces, where
} the local perturbation of Γ j and by D +,j the domain above Γ j , j = 1, 2. For j = 1, 2 suppose that the total field is given by u j = u r + u r + u We need the following result on the property of the scattered field which is also useful in the numerical algorithm in Section 3.
Lemma 2.1. 
3)
where C > 0 is a constant independent of x and d. Proof. The statement of this lemma follows easily from the well-posedness of the scattering problem (1.1)-(1.5) and the asymptotic behavior (1.6) of the scattered field u s (see, e.g., [58] ). We also need the following uniqueness result for the inverse scattering problem with full far-field data which is given in [58] . 
− with n ∈ N and a fixed wave number k, then Γ 1 = Γ 2 . We are now ready to state and prove the main theorem of this section. Theorem 2.3. Assume that Γ 1 and Γ 2 are two locally rough surfaces and u 1 (x, d) and u 2 (x, d) are the total field corresponding to Γ 1 and Γ 2 , respectively. Let Ω be a bounded open domain above Γ 1 and Γ 2 . If |u 1 (x, d n )| = |u 2 (x, d n )| for all x ∈ Ω and the distinct directions d n ∈ S 1 − with n ∈ N and a fixed wave number k, then
Now, by Lemma 2.1 we know that for
for |x| large enough. Write
where
) are real-valued functions with r l ≥ 0 and θ l ∈ [0, 2π]. Then, by inserting (2.6) and (2.8) into (2.5) we obtain that for l = 1, 2,
This yields
where v l is given by
Further, by (2.7) we see that for l = 1, 2,
(2.10) Substituting (1.2) and (1.4) into (2.9) gives that for
Thus, and by (2.4) we have that for x ∈ R 2 + \B R ,
Arbitrarily fixx = (x 1 ,x 2 ) ∈ S 1 + and set α = kx 2 d 2 and β = k(1 −x 1 d 1 ). The equation (2.12) then becomes
sin(γ
We now prove that
where we write
, for simplicity. We distinguish between the following two cases. Case 1. α/β is a rational number. In this case, it is easily seen that there exist p j ∈ N with j = 1, 2, . . . such that (α/β)p j ∈ N and lim
with large j in (2.13) to obtain that
The required equality (2.16) then follows by taking j → +∞ in the above equation and using (2.10) and (2.14). Case 2. α/β is an irrational number. In this case, by Kronecker's approximation theorem (see, e.g., [2, Theorem 7 .7]), we know that there exist p j ∈ N with j = 1, 2, . . . such that (α/β)p j = m j + a j with m j ∈ N, lim j→+∞ a j = 0 and lim
be defined as in Case 1. Then, similarly as in Case 1, take x = x (k) j with large j in (2.13) to deduce that
). Thus, (2.16) also follows by letting j → +∞ in the above equation and using (2.10) and (2.14). Finally, it follows from (2.16) and the arbitrariness ofx, d that
for allx ∈ S 
The required result then follows from Theorem 2.2. The proof is thus completed.
3. Direct imaging method for inverse problems. In this section, we consider the inverse problem: Given the incident field u i = u i (x, d), to reconstruct the locally rough surface Γ from the phaseless near-field data |u(
− and with a fixed wave number k. See FIG. 3 .1 for the geometry of the inverse scattering problem. Our purpose is to develop a direct imaging method to solve this inverse problem numerically though no rigorous uniqueness result is available yet for the inverse problem.
We consider the imaging function
In what follows, we will study the behavior of this imaging function. Define
and
Since u = u i + u r + u s and |u i | = |u r | = 1, by a direct calculation (3.1) becomes
We need the following result for oscillatory integrals proved in [15] . Lemma 3.1 (Lemma 3.9 in [15] ). For any −∞ < a < b < ∞ let u ∈ C 2 [a, b] be real-valued and satisfy that |u
. . , N . Then for any function φ defined on (a, b) with integrable derivative and for any λ > 0,
With the aid of Lemma 3.1, we can obtain the following lemma.
Then for all x ∈ R 2 + with |x| large enough we have
where C > 0 is a constant independent of x.
Proof. We only prove (3.8). The proof of (3.9) is similar. Let δ > 0 be small enough such that sin δ ≥ δ/2 and let |x| be large enough. Let
We distinguish between the following two cases.
In this case, we rewrite (3.11) as
. Thus, by Lemma 3.1 it follows that
It is easy to obtain that
Combining (3.10), (3.12), (3.13) and (3.14) gives
.
From this (3.8) follows immediately on taking
. In this case, we rewrite (3.11) as
Similarly as in the estimation of I 1 , it is deduced that
Now, it is straightforward to see that
Then we arrive at
. Taking δ = |x| −1/2 in the above inequality gives (3.8). The proof is thus completed.
We also need the following reciprocity relation of the far-field pattern.
) denote the far-field pattern of the scattering solution to the problem (
Proof. The reciprocity relation of the far-field pattern has been proved in [19] for the case of bounded obstacles (see Theorem 3.15 in [19] ). For the case of locally rough surfaces, the result can be proved similarly with minor modifications in conjunction with the integral equation method in [58] .
We are now in a position to study the properties of U i (i = 1, 2, 3) and W i (i = 1, 2, 3, 4).
Lemma 3.4. For arbitrarily fixed z ∈ R 2 and for all x ∈ R 2 + with |x| large enough, we have
where C > 0 is a constant independent of x and z. Proof. First, the estimates (3.15) and (3.17) follows easily from Lemma 2.1. We now prove the estimate of U i (x, z), i = 2, 3, in (3.16). To this end, define
Apply Lemma 3.2 to obtain that
+ with |x| large enough. The estimate for U 3 (x, z) can be obtained similarly. The proof is thus complete.
Lemma 3.5. For arbitrarily fixed z ∈ R 2 and for all x ∈ R 2 + with |x| large enough, we have
Here, C > 0 is a constant independent of x and z. Proof. We first consider W 1 (x, z). From Lemma 2.1 it follows that for x ∈ R
+
with |x| large enough,
Now define
Then, by Lemmas 2.1, 3.2 and 3.3 we deduce that for x ∈ R 2 + with |x| large enough, Lemma 3.6. For arbitrarily fixed z ∈ R 2 and for R > 0 large enough we have
for j = 1, 4. Here, C > 0 is a constant independent of R and z. Proof. From Lemmas 3.4 and 3.5 it follows that for j = 1, 4 and R > 0 large enough,
The proof is thus complete. Lemma 3.7. For arbitrarily fixed z ∈ R 2 and for R > 0 large enough we have
for j = 2, 3, where C > 0 is a constant independent of R and z. Proof. From Lemma 2.1 it is easy to derive that for x ∈ R 2 + with |x| large enough,
By Lemmas 3.4 and 3.5 we obtain that
Then it follows from (3.23), (3.24) , (3.25) and (3.26) that
Let ε > 0 be small enough such that sin ε ≥ ε/2 and let R be large enough. Define
Then it is easy to see that u
−2 cos θx sin θ d , and so we obtain that for θx
. Thus we can apply Lemmas 2.1, 3.1 and 3.3 to obtain that for θx
Combining (3.29) and (3.30) and then taking
Now, define
Then it follows from Lemma 2.1 that
| vz(R, θx)|dθx
. Then, by Lemmas 2.1, 3.1 and 3.3 we find that for θx ∈ [ε, π − ε],
Combining (3.32) and (3.33) and taking
Finally, combining (3.27), (3.28), (3.31) and (3.34) gives
The proof is thus completed. For z ∈ R 2 define the function
where U (x, z) is given in (3.2). The following lemma gives the properties of F (R, z) for sufficiently large R. The proof of this lemma is mainly based on the method of stationary phase and will be presented in Appendix A. Lemma 3.8. For z ∈ R 2 and R > 0 we have F (R, z) = F 0 (z) + F 0,Res (R, z), where
which is independent on R, and F 0,Res (R, z) satisfies the estimate
for sufficiently large R. Here, C > 0 is a constant independent of R and z. From (3.7) it follows that
Then, by Lemmas 3.6, 3.7 and 3.8 we obtain the main theorem of this section. Theorem 3.9. For z ∈ R 2 and R > 0 we have
where F (R, z) is defined in (3.35) and F Res (R, z) satisfies the estimate
for R large enough and C > 0 independent of R and z. Further, F (R, z) = F 0 (z) + F 0,Res (R, z), where F 0 (z) is defined in (3.36) and F 0,Res (R, z) satisfies the estimate (3.37).
With the help of the above analysis, we now study properties of the imaging function I P haseless (z), z ∈ R 2 . Let K be a bounded domain which contains the local perturbation Γ p of the locally rough surface Γ. From Theorem 3.9 it is easy to see that if R is large enough then I P haseless (z) ≈ F (R, z) for z ∈ K with F (R, z) given by (3.35) . Thus the imaging function I P haseless (z) is approximately equal to the function F (R, z) for z ∈ K. Therefore, in what follows, we investigate the properties of the function F (R, z). We will make use of the theory of scattering by unbounded rough surfaces. To this end, for b ∈ R let U + b = {x = (x 1 , x 2 ) ∈ R 2 |x 2 > b} and Γ b = {x = (x 1 , x 2 ) ∈ R 2 |x 2 = b}. Further, let BC(Γ) denote the Banach space of functions which are bounded and continuous on Γ with the norm ψ ∞,Γ := sup x∈Γ |ψ(x)| for ψ ∈ BC(Γ). Then the problem of scattering by an unbounded, sound-soft, rough surface can be formulated as the following Dirichlet boundary value problem (see [11, 12, 57] ).
Dirichlet problem (DP): 
where Φ k (x, y) := (i/4)H
0 (k|x − y|), x, y ∈ R 2 , x = y, is the free-space Green's function for the Helmholtz equation ∆u + k 2 u = 0 in R 2 . The well-posedness of the problem (DP) has been established in [11, 12, 57] , using the integral equation method. The following theorem tells us that for arbitrarily fixed z ∈ R 2 the function U (x, z) given by (3.2) is the unique solution to the Dirichlet problem (DP) with the boundary data involving the Bessel function of order 0.
Theorem 3.10. For arbitrarily fixed z ∈ R 2 , U (x, z) given by (3.2) satisfies the Dirichlet problem (DP) with the boundary data 
Then, by the Funk-Hecke formula (see, e.g., [61, Lemma 2.1]) it is derived that U (x, z) = −2πJ 0 (k|x − z|), x ∈ Γ, and so, U (x, z) satisfies the Dirichlet problem (DP) with the boundary data given by (3.42). The theorem is thus proved. Properties of solutions to the Dirichlet problem (DP) with the boundary data g(x) = aJ 0 (k|x − z|), x ∈ Γ, for any a ∈ R have been investigated in the case when Γ is a globally rough surface (see [40, Section 3] ). From the discussions in [40, Section 3] , it is expected that for any x in the compact subset of D + the function U (x, z) given in (3.2) will take a large value when z ∈ Γ and decay as z moves away from Γ. As a result, it is expected that for any fixed R > 0 the function F (R, z) defined in (3.35) will take a large value when z ∈ Γ and decay as z moves away from Γ. Thus, by Theorem 3.9 we know that for any bounded sampling region K the imaging function I P haseless (z) will have similar properties as F (R, z) with z ∈ K if R is large enough, as seen in the numerical experiments presented in the next section.
Remark 3.11. In the numerical experiments, we measure the phaseless totalfield data |u(
2 ) are uniformly distributed points on ∂B + R and S 1 − , respectively. Accordingly, the imaging function I P haseless (z) is approximated as 43) where
2 ). The direct imaging algorithm for our inverse problem can be given in the following algorithm.
Algorithm 3.1. Let K be the sampling region which contains the local perturbation Γ p of the locally rough surface Γ.
1) Choose T m to be a mesh of K and take R to be a large number.
2) Collect the phaseless total-field data u(
− , generated by the incident plane waves
For all sampling points z ∈ T m , compute the imaging function I P haseless (z) given in (3.43).
4) Locate all those sampling points z ∈ T m such that I P haseless (z) takes a large value, which represent the part of the locally rough surface Γ in the sampling region K.
Remark 3.12. Let K be the bounded sampling domain as above. From Lemma 3.8 it is seen that if R is large enough then F (R, z) ≈ F 0 (z) for z ∈ K, and so, by the properties of F (R, z) as discussed above we know that the function F 0 (z) defined in (3.36) will be expected to take a large value when z ∈ Γ and decay as z moves away from Γ. Based on this, we define I F ull (z) := F 0 (z) for z ∈ R 2 to be the imaging function with the full far-field data u ∞ (x, d) withx ∈ S 1 + and d ∈ S 1 − . In the numerical experiments presented in the next section, we will show the imaging results of I F ull (z) to compare with those of the imaging function I P haseless (z). Therefore, we will take the full far-field measurement data u
. . , L, j = 1, 2, . . . , N , wherex (i) and d (j) are uniformly distributed points on S 1 + and S 1 − , respectively. Accordingly, the imaging function I F ull (z) is approximated as
The direct imaging algorithm based on the imaging function I F ull (z) can be given similarly as in Algorithm 3.1.
Numerical experiments.
In this section, we present several numerical experiments to demonstrate the effectiveness of our imaging algorithm with the phaseless total-field data. Though the locally rough surface is assumed to be smooth in the above sections, we will also consider the reconstructed results for the case when the locally rough surface is piecewise smooth. In addition, in each examples, we will also present imaging results of the imaging algorithm with full far-field data to compare the reconstruction results using both the phaseless near-field measurement data and the full far-field measurement data. To generate the synthetic data, we use the integral equation method proposed in [58] to solve the forward scattering problem 
where δ is the noise ratio and ζ 1 , ζ 2 , ζ 3 are the normally distributed random numbers in [−1, 1] . In all the figures presented, we use solid line '-' to represents the actual curves. Example 1. We first investigate the effect of the noise ratio δ on the imaging results. The locally rough surface is given by h(x 1 ) = 0.1φ
is the cubic spline function. The wave number is set to be k = 40. We first consider the inverse problem with phaseless near-field data. We choose the radius of the measurement circle ∂B + R to be R = 4 and the number of both the measurement points and the incident directions to be the same with M = N = 200. Figure 4 .1 presents the imaging results of I P haseless (z) from the measured phaseless near-field data without noise, with 10% noise, with 20% noise and with 40% noise, respectively. Next, we consider the inverse problem with full far-field data. We choose the number of both the measured observation directions and the measured incident directions to be the same as well with L = N = 100. Figure 4 .2 presents the imaging results of I F ull (z) from the measured full far-field data without noise, with 10% noise, with 20% noise and with 40% noise, respectively. As shown by Figures 4.1 and 4 .2, the imaging results given by the imaging function I P haseless (z) with phaseless near-field data are good though the imaging results of the imaging function I F ull (z) with full far-field data are better than those of the imaging function I P haseless (z) with phaseless near-field data.
Example 2. We now consider the case when the local perturbation part of the boundary Γ is piecewise linear (the solid line in Figure 4.3) . We choose the wave number to be k = 80 and the noise ratio to be δ = 20%. First consider the inverse problem with phaseless near-field data. For this case, we investigate the effect of the radius R of the measurement circle ∂B + R on the imaging results. We choose the number of both the measurement points and the incident directions to be the same with M = N = 200. Figures 4.3(a)-4.3(c) present the imaging results of I P haseless (z) with the measurement phaseless near-field data with the radius of the measurement circle ∂B + R to be R = 1.2, 1.6, 2, respectively. From Figures 4.3(a)-4.3(c) it is seen that the reconstruction result is getting better with the radius of the measurement circle getting larger.
Second, we consider the inverse problem for full far-field data. We choose the numbers of measured directions and incident directions to be L = N = 100. 
. We will investigate the effect of the wave number k on the imaging results. The noise ratio is chosen to be δ = 20%. We first consider the inverse problem with phaseless near-field data. The radius of the measurement circle ∂B + R is chosen to be R = 4 and the number of the measurement points and the incident directions is set to be M = N = 400. Figure 4 .4 presents the imaging results of I P haseless (z) with the measured phaseless near-field data with the wave number k = 40, 80, 120, respectively. Second, we consider the inverse problem with full far-field data. We choose the number of the measurement directions and the incident directions to be L = N = 100. Figure  4 .5 shows the imaging results of I F ull (z) with the measurement full far-field data with the wave number k = 40, 80, 120, respectively.
Conclusion.
In this paper, we considered the inverse scattering problem by locally rough surfaces with phaseless near-field data. We have proved that the locally rough surface is uniquely determined by the phaseless near-field data, generated by a countably infinite number of incident plane waves and measured on an open domain above the locally rough surface. A direct imaging method has also been proposed to reconstruct the locally rough surface from phaseless near-field data generated by incident plane waves and measured on the upper part of a sufficiently large circle. The theoretical analysis of the imaging method has been given based on the method of stationary phase and the property of the scattering solution. As a by-product of the theoretical analysis, a similar direct imaging method with full far-field data has also been given to reconstruct the locally rough surface and to compare with the imaging method with phaseless near-field data. As an ongoing project, we are currently trying to extend the results to the case of incident point sources. In the near future, we hope to consider the more challenging case of electromagnetic waves.
A.1. Error theory for the method of stationary phase. We first present an error theory for the method of stationary phase given in [48] . Let a, b ∈ R, let p(t) be a real function and let q(t) be either a real or a complex function. Assume that a, b, p(t), q(t) are independent of the positive parameter γ. They have the following properties.
(i) In (a, b), p (m+1) and q (m) (t) are continuous, m being a nonnegative integer, and p ′ (t) > 0. (ii) As t → a from the right,
where the coefficients p 0 and q 0 are nonzero, and µ and λ are constants satisfying that
Moreover, the first of these expansions is differentiable m + 1 times and the second m times.
(iii) p(b) ≡ lim t→b− {p(t)} is finite, and each of the functions
tends to a finite limit as t → b−. In particular, (A.3) is satisfied if p (m+1) (t) and q (m) (t) are continuous at b and p ′ (b) = 0. In consequence of condition (i) there is a one-to-one relationship between t and the variable v, defined by
In terms of this variable the integral (A.1) transforms into
Again, condition (i) shows that f (v) and its first m derivatives are continuous when 0 < v < p(b) − p(a). For small v, f (v) can be expanded in asymptotic series of the form
The coefficients a s depend on p s and q s , and may be found by standard procedures of reverting series. In particular,
The following theorem gives an asymptotic expansion of the integral (A.1) with an error bound (see Theorem 1 and estimates (6.3) and (6.7) in [48] ).
Theorem A.1 (Theorem 1 and estimates (6.3) and (6.7) in [48] ). Assume the conditions and notation of this section, and let n be a nonnegative integer satisfying
Here, ν = 0 when n = mµ − λ, and ν = 1 in all other cases. As usual, empty sums are understood to be zero. Further, the error terms δ m,n and ε m,n satisfy
provided that the right-hand side is finite, and
Here, Q m+1,n is given by
and V a,b {Q m+1,n (t)} denotes the total variation of the function Q m+1,n (t) which is given by
A.2. Proof of Lemma 3.8. In this section, we prove Lemma 3.8, employing Theorem A.1. To do this, we need to estimate the function U i , i = 1, 2, 3, defined in (3.4)-(3.6).
Lemma A.2. Let x ∈ D + and z ∈ R 2 . Then we have
with
where C > 0 is a constant independent of x and z. Proof. Multiply (2.1) by e −ikz·d and integrate with respect to d over S
1
− to obtain (A.14) with U 1,Res being given by
The inequality (A.15) then follows from (2.3). The lemma is thus proved. Lemma A.3. Let x ∈ R 2 + and z ∈ R 2 . Writex = x/|x| = (cos θx, sin θx) with θx ∈ (0, π). Then we have that for θx ∈ (0, π),
for large |x|. Here, C > 0 is a constant independent of x and z. Proof. We only consider the case for U 2 (x, z). The case for U 3 (x, z) can be proved similarly.
For d ∈ S 1 − and z ∈ R 2 , let θ d , θẑ be the real numbers as defined at the end of Section 1. Then we have
A straightforward calculation gives
We first estimate I 1 (x, z). Let γ = |x|, a = 0, b = π−θx, p(t) = −k cos t and q(t) = e ik|z| cos(t+θx+θẑ) . Then it is easy to verify that a, b, p(t), q(t) satisfy the assumptions in Section A.1. In particular, p(t), q(t) satisfy Assumption (A.2) with µ = 2, λ = 1, p 0 = k/2 and q 0 = e ik|z| cos(θx+θẑ) , and the function P 0 defined in (A.3) is given by
Let the relationship between t and v be given by (A.4) and let f (v) be the function defined in (A.5). Then f (v) has the form (A.6). In particular, it follows from (A.7) that the coefficient a 0 = q 0 /(µp λ/µ 0 ) = e ik|z| cos(θx+θẑ) /(2k) 1/2 . Choose m = 0, n = 1. Then m, n satisfy the condition (A.8). Thus it follows from (A.10) that
Further, by (A.13) and (A.20) we have
ik|z| cos(t+θx+θẑ) − e ik|z| cos(θx+θẑ) cos t 2 for t ∈ (0, π − θx). It is easy to see that k sin 2 t − (ik|z| sin(t + θx + θẑ) sin t + cos t) e ik|z| cos(t+θx+θẑ) k sin 2 t := h(t) k sin 2 t .
By a straightforward calculation, it is derived that h(0) = h ′ (0) = 0 |h ′′ (t)| ≤ C(1 + |z|) 3 , t ∈ R.
Then, by the Taylor expansion we obtain that for t ∈ (0, π − θx), This, together with Lemma A.3, implies the inequality (A.30). The proof is thus complete.
|Q
We are now ready to prove Lemma 3.8. We now prove (3.37) for the function F 0,Res (x, z) defined in Lemma 3.8. Since F (R, z) = F 0 (z) + F 0,Res (R, z), and by the definition of F (R, z), F 0 (z) and U 0 (x, z) (see (3.35) , (3.36) and (A.31)), we have This, combined with the fact that δ = R −1/4 , yields (3.37). Lemma 3.8 is thus proved. ✷
