ABSTRACT Because of enormous amount of images and videos to be transmitted in 5G, it is quite desirable to do aggressive downsampling in the transmission side. As a consequence, the co-prime-interpolated compressive sensing approach, which could recover the downsampled data in the receiver side, is proposed in this paper. The co-prime structure, interpolation, and compressive sensing are combined in order to improve the resolution of reconstructed images through compressive-sensing. The numerical analysis of root mean square error and peak signal-to-noise ratio is examined, respectively. This new approach is applied on the test image and real data. The results prove that our approach provides a potential solution for future heterogeneous network toward 5G.
I. INTRODUCTION
Since 5G planning aims at higher capacity than current 4G, it needs to deal with a great number of data. If the data could be aggressively down sampled, more data could be transmitted simultaneously. We have known that compressive algorithm could recover the images which are randomly sampled. But if the sampling rate is very low, how to accurately recover the data at the receiver side would be a question. Broadly speaking, there are three ways to increase image resolution. One direct approach is to increase the hardware manufacturing techniques to minimize the pixel size. If the pixel size is reduced, the number of pixels in one unit area of an image will increase and thus more detailed information is offered. However, this will generate shot noise that degrades the image quality severely [2] . Another approach is mentioned in [3] , where the author enlarged the chip size to achieve high resolution performance. However, the expensive high precision hardware sometimes is not affordable. Subsequently, people find the third direction -signal processing techniques. In [4] and [5] , the authors applied discrete cosine transform and wavelet transform for high resolution (HR) images. For many imaging systems such as visual charge coupled device (CCD) cameras, since some extent aliasing from under-sampling is allowed, in [6] , a maximum a posterior (MAP) framework was proposed, which could both estimate the image parameters and increase the image resolution. In addition, [7] presented a way of multiple-frame image restoration and registration. Interpolation was also involved with HR images [8] - [10] , like the algorithms provided in [11] - [13] .
Among signal processing studies, compressive sensing is widely applied in many applications [14] - [16] . In [17] , CS was successfully applied in MRI scanning to generate HR images. CS provides a nonlinear reconstruction approach that combines sensing and compression of compressible signals. The advantage is that it only requires a small number of samples and has a relative robust performance in reconstruction. Several conventional compressive sensing algorithms are proposed in [18] - [21] , which are basis pursuit (BP), matching pursuit (MP) and orthogonal matching pursuit (OMP). However, when the compression ratio is too high as in 5G scenario, the reconstruction data could be inaccurate. As a consequence, we want to combine CS with other techniques to overcome the large errors in high compression ratio scenario. In addition, the efficiency should be also considered in the proposed method. Since the gradient projection (GP) approach in [22] could decrease the complexity of existing algorithms, it is introduced in this work. In [23] , we have applied the proposed algorithm on Greenland data, but there's no numerical analysis of this approach. In this paper, we will provide the theoretical analysis in detail.
In [24] and [25] , co-prime sampling had been applied to estimation of multiple frequencies and synthetic aperture radar of moving targets. Most studies about co-prime sampling are related with stationary signals. For non-stationary signal, [26] also studied co-prime sampling in radar signal processing. There're two properties of co-prime sampling, one is the second-order statics and the other is orthogonality. The orthogonality property could be used to complementary combine two co-prime images [27] . The main contribution of this paper is that we extend the co-prime structure to interpolation and compressive sensing. To the best of our knowledge, this is the first time that co-prime sampling is exploited in interpolation process. One advantage of this approach is to achieve smaller RMSE and higher PSNR in the reconstructed images. Furthermore, the blurry parts in the recovered images could also be removed via orthogonal and complementary property of co-prime interpolation.
The remainder of this paper is organized as follows. In section II, the detail of co-prime sampling structure and CS principle are given. Then the proposed co-prime interpolated compressive sensing algorithm is introduced in section III. In section IV, numerical analysis of RMSE and PSNR for the proposed method is provided. Finally, the approach is tested on the real data of Greenland in V and conclusions are drawn in section VI.
II. PRELIMINARIES
Firstly, some preliminaries of co-prime sampling and compressive sensing are provided. In addition, we also demonstrate the advantage of co-prime structure.
A. CO-PRIME SAMPLING Assume f (p i ) is the input signal where i ∈ I = {0, 1, 2, . . . , N }, M 1 , M 2 are two prime numbers, and the interpolated locations are in sets K 1 and K 2
For co-prime down-sampling, the values of locations in (1) are discarded, but in this work, we'll insert values in the sampling locations in (1). Because M 1 and M 2 are coprime with each other, the overlapping sampling locations only occur when
where d 1 ∈ K 1 and d 2 ∈ K 2 , so that the number of overlapping sampling locations is
If (M 1 , M 2 ) are large prime numbers, then q is small. As a result, the co-prime sampling process could be treated as orthogonal interpolation. In Fig. 1 , we illustrated the sampling process for a m × n image with co-prime pair (3, 5) in one period. The sampling positions are stored in the form of two vectors in (1) . Since image data usually stores in a matrix, in order to apply the co-prime sampling, we reshape the matrix into a vector. Except for the index 0, there's no overlapped samples between sequence s 1 and s 2 .
Property 1: Given co-prime pair (M 1 , M 2 ) and any integer h, then h can be obtained by
where a 1 and a 2 are any integers as well.
exists for any co-prime pair, and we compute the value of a 1 , a 2 as
So we can find a 1 and a 2 satisfying 1 = a 1 M 1 + a 2 M 2 , then any h can be obtained.
In property 1, we prove that the sum of two prime numbers can be any integer. This complementarity brings the advantage of reducing the replicas in two under-sampling images. The replicas could be removed by choosing the largest image value. Besides, co-prime sampling structure can be expressed in closed forms, which makes it convenient to do the numerical analysis.
Why can't we recover the image by direct compressive sensing method? When the sampling rate is very low, which means that many pixels are missing in the original image, direct applying CS will bring many errors. Because the missing pixels are treated as black pixels, then the pixels around the black pixel are recovered as black as well, which will cause a lot of black dots in the recovered image.
In addition, if we choose simpler interpolation method rather than co-prime interpolation method, for example, only insert values which locate in K 1 . Since only one recovered image will be obtained, the black dots will always exist. Another choice is non-coprime pairs, such as (3, 6) or (6, 9). It's straightforward to see that if it's not the co-prime pair, VOLUME 5, 2017 there're more overlapping locations. We know that at the same location, the recovered pixel is the same. If too many overlapping locations, it's similar to the example of only using K 1 . The image value is different in two co-prime sequences and only one should be the correct image value. The black pixel is the smallest value in the RGB picture, as a result, by choosing the largest image value in two recovered images, we could remove all the black dots.
B. COMPRESSIVE SENSING
CS provides a nonlinear reconstruction approach that combines sensing and compression of compressible signals. Let f still denotes the signal of interest, which is a K -sparse vector with respect to the sparsing basis , so
Then the object y is obtained by correlating f with a measurement matrix
The main result solved by compressive sensing is that if satisfies the restricted isometry property [15] , [29] , then the K -sparse vector θ could be represented in a linear program
where v 1 = i |v i | and this is the classic BP algorithm in compressive sensing. In our following derivation, we apply a new proposed GP algorithm [22] for sparse reconstruction as
where θ = u − v, τ is a non-negative parameter and v 2 denotes the Euclidean norm of v.
III. COPRIME INTERPOLATED COMPRESSIVE SENSING
In this section, the implementation of CopCS algorithm is given in detail. Assume g is the corresponding interpolation function, then g(p i ) = y(p i ) where p i is the location of interpolation and y is the image data. After interpolation, y becomes
The interpolation function is defined by the nearest neighbor algorithm. Nearest neighbor interpolation is a simple interpolation method in one or multiple dimensions. In the following, a simplified nearest neighbor algorithm is proposed to build the interpolation function.
For the image, we utilize two dimensional interpolation where the row is the x-direction and column is the y-direction. Let K 1 be the set of indices as shown in (1) and (P k ) k∈K 1 is the point needs to be interpolated, R k is the subset in I associated with P k in which all the points' distance is less or equal to r 0 . r 0 is the radius of the region. This relationship can be expressed as R k = {i ∈ I|D(P i , P k ) ≤ r 0 except for k} (11) where function D is the distance between two pixel, and it could be measured by Euclidean distance. If assume their coordinates are p 1 = (x 1 , y 1 ) and p 2 = (x 2 , y 2 ), then
The interpolation function is defined as the average of all values in R k ,
Suppose every pixel size is 1×1 and the image size is m×n, if we let r 0 = 1.5 and select co-prime pair (M 1 , M 2 ) to do the interpolation, for M 1 and k = 1, the index subset R 1 is (14) and thus the interpolation equation could be rewritten to
For M 2 , the result is similar. Now the compressive sensing equation (9) is modified with the new generated object y as
As a consequence, the input signal after interpolating by M 1 and M 2 is referred to as f 1 and f 2 .
Therefore, if we choose the largest pixel value in f 1 and f 2 , the final recovered dataf could be obtained, which is expressed asf
The complete process of CopCS algorithm is shown in Fig. 2 and the corresponding steps are explained as follows.
Step 1 : Calculate the locations in the vector that need to be interpolated with co-prime pair (M 1 , M 2 ).
Step 2 : Use the interpolation function to estimate the value for every position in Step 1.
Step 3 : Synthesize the estimated values into the vector, get the new objectỹ 1 ,ỹ 2 .
Step 4 : Recover the sparse vectorθ,θ for M 1 , M 2 respectively and compute the corresponding f 1 , f 2 .
Step 5 : Choose the largest amplitude of each pixel in f 1 and f 2 , build the final recovered sequencef . 
IV. NUMERICAL ANALYSIS OF CopCS ALGORITHM WITH DIFFERENT CO-PRIME PAIRS
The operation principle of CopCS has been illustrated in the previous section, but there is no detailed analysis. In this section, we firstly provide two well-known image quality metrics -root mean square error (RMSE) and peak signalto-noise ratio (PSNR), to measure the difference between original image and reconstructed image. After that, the relationship between compression ratio and co-prime pair is discussed.
A. RMSE AND PSNR
RMSE and PSNR are widely used as the image and video quality metrics because of the low complexity. PSNR is computed through the result of mean square error (MSE) and usually a higher PSNR indicates higher quality of the reconstructed picture. Assume an image F is the reference image and the comparing image is F, both size are m × n. The MSE is defined as
and the RMSE is the direct square root of MSE
If RMSE is small, it means that the difference between image F and F is small.
In addition, the PSNR is defined as PSNR = 10 log 10 MAX 2 F MSE = 20 log 10 (MAX F ) − 10 log 10 (MSE) (21) where MAX F is the maximum pixel value of image F.
B. ANALYSIS OF COMPRESSION RATIO
It is worth noting that since interpolation process is involved, the compression ratio will be changed by different choice of co-prime pair (M 1 , M 2 ). The compression ratio is specified as Usually an image is consisted of million pixels while after sub-Nyquist sampling, a very small fraction kept. If we keep a% of the pixels and the size of the image is still m × n, without co-prime interpolation, the compression ratio should be mn a%mn = 100 a . As a result, the more pixels we discard, the higher compression ratio is. When co-prime pair (M 1 , M 2 ) is applied and M 1 < M 2 , the CR in (22) could be rewritten as
Property 2: For a pairwise co-prime sequence M 1 , M 2 , . . . , M r , M 1 < M 2 < . . . < M r , compression ratio is mainly decided by M 1 when a% is determinated. Furthermore, if M 1 increases, CR will increase.
Property 2 explains the relationship between co-prime sampling and compression ratio. In Table 1 , we show the theoretical and practical compression ratio for different co-prime pairs when a% = 10%.
However, the theoretical CR listed in Table 1 is relied on two very important preconditions, which are (1) the interpolated value g(p i ) computed by (13) is non-zero, (2) there's no sampled pixel at the location of multiple of M 1 . If g(p i ) is zero, we should not insert a value. Considering that the pixels are randomly selected, the practical CR should be larger than the theoretical ones. Another thing should be pointed out is that the interpolated values are estimated values, which may not be equal to the true pixels. As a result, if we compare conventional interpolation with co-prime interpolation, since no complementarity exists in traditional interpolation process, its performance should be worse.
Taking above consideration into account, the practical compression ratio is recomputed in Table 1 . Comparing these two columns, we find that practical CR values are greater than the theoretical ones, just as we explained previously. Although the theoretical values are different from the practical ones, the growth trend is the same. Therefore the theoretical values could still provide a guide for us to choose suitable co-prime pairs.
In Table 2 , when a% is changed from 6% to 20%, the value of CR is calculated. From Table 2 we can see that the compression ratio is decreasing with the increase of a%. If no interpolation method is applied, the CR is listed in the second column and when co-prime interpolation applied, it is given in the third column. We can find that the values in the second column are larger than those in the third column. What's more, the CR gap between the second column and the third column is reducing with the growth of a%. Table 2 indicates that if a is very small, the proposed approach CopCS will have a better performance because the compression ratio will be improved more comparing with large a.
C. SIMULATION RESULTS OF TEST IMAGE
In order to validate our analysis, we apply the proposed algorithm on a test image named Lena. The test image is plotted in Fig. 3 and the size of the image is 512 × 512. In Fig. 4 , we show the down sampled images for a% = 15%, a% = 10% and the performance of direct CS method and CopCS method respectively. When a% = 15%, Fig. 4(a)-4(c) are the down sampled image, recovered images via direct CS approach and CopCS with co-prime pair equals to (6, 7) . If a% reduces to 10%, the image after down sampling is shown in Fig. 4(d) and the images recovered by the two methods are drawn in Fig. 4 (e) and 4(f) individually. It's straightforward to see that Fig. 4 (e) includes a lot of black dots and has a low resolution, while Fig. 4(f) recovered by CopCS approach has a high resolution and has no black dots. Because a% = 10% is very small, then co-prime pair (2, 3) is selected used in Fig. 4(f) .
If we use RMSE and PSNR as the comparison standard between Fig. 3(a) and the recovered images, let a = 10 and M 1 from 0, 1, . . . , 15, the root mean square error calculated via regular interpolation and co-prime interpolation is shown in Fig. 5 . M 1 = 0 means the direct CS method, which has the highest RMSE. The blue line is regular interpolation method, which only uses f 1 (in Fig. 2 ) to recover the image. The red line is co-prime interpolation method, where the co-prime pair is chosen from Table 1 ((8, 9) is followed by (9, 10) , (10, 11) , . . . , (15, 16) ) and both f 1 , f 2 are used to recovery. From Fig. 5 we can see that RMSE of co-prime interpolation is smaller than conventional interpolation when compression ratio is the same. Besides, they're both better than direct CS method since the RMSE is reduced by a half. Fig. 6 visualizes the PSNR result of direct CS method and CopCS method by choosing a from 6% to 20%. If a is very small, the PSNR difference between direct CS and CopCS is much obvious. For example, when a% = 6%, CopCS improves the performance about 4 dB. With the increasing of a, the improvement is decreasing. In the scenario with small a, the proposed CopCS algorithm outperforms its counterpart. In addition, Fig. 6 also proves the analysis of Table 2 from the perspective of PSNR.
V. APPLICATION ON GREENLAND BED ELEVATION ASSESSMENT
In this section, we apply the proposed algorithm to Greenland bed elevation data. The reason to choose the Greenland bed elevation data is that the data is sparse collected in real world and the size of the data if without sparse sampling would be enormous, which satisfying the transmission situation in 5G environment. The real data used in this section was obtained by University of Kansas from Greenland island from 1993 to 2008 [28] , [30] . The map size is about 1.7 million square kilometers, comparing with the 357593 samples, the elevation data is very sparse sampled. Greenland bed elevation map is plotted in Fig. 7 . The color bar represents the elevation in meters. If we zoom into the red rectangular areas in Fig. 7 (shown in Fig. 8(a) and Fig. 9(a) ), we can see that they are sparsely sampled with a very poor resolution. The compression ratio in Fig. 8(a) and Fig. 9(a) is about 100 : 11. Fig. 8(b) and Fig. 9(b) show the two rectangular parts after using interpolation method. It's easy to notice that although after interpolation, the images still look very blurry. We need to apply other approaches to obtain a higher resolution picture from the existing database. So in Fig. 8(c) and Fig. 9(c) , we firstly show the results of directly applying CS algorithm. As the sampling rate of Fig. 8(a) and Fig. 9(a) are too low, direct CS method can't improve the resolution and even has a worse performance than interpolation method shown in Fig. 8(b) and Fig. 9(b) .
Eventually the proposed CopCS algorithm is utilized and the final images are drawn in Fig. 8(d) and Fig. 9(d) . The coprime pair we used in Fig. 8(d) and Fig. 9(d) are (3, 4) and (2, 3) respectively. From Fig. 8(d) and Fig. 9(d) we can see that more detailed information are recovered through CopCS, no black dots appeared in the picture and the resolution has been significantly improved.
VI. CONCLUSION
Future heterogeneous network in 5G requires more efficient information processing in the transmit side because of enormous amount of image and video from end to end users. Since based only on interpolation or compressive sensing method could not achieve acceptable performance when compression ratio is high, a new co-prime interpolation based compressive sensing algorithm is proposed in this paper. Firstly, we demonstrate that co-prime structure has the orthogonal and complementary properties, which are meaningful in reconstructing images. Afterwards, the numerical analysis assisted by RMSE and PSNR of the proposed CopCS algorithm is also provided. When sampling rate is very low in the transmitter side, the proposed method will have the best performance comparing with direct CS method and traditional interpolation method.
This algorithm is then validated on a standard test image downloaded from SIPI image database. The recovered images show that CopCS method could further increase the resolution comparing with direct CS method. In addition, the RMSE and the PSNR are also plotted. When the proposed algorithm is used, RMSE of the recovered image becomes lower and PSNR also gets improved. It could be concluded that the proposed CopCS approach can improve the resolution relative to direct CS. Furthermore, the CopCS has also been tested on real data -Greenland elevation map. The simulation results show that if interpolation method or compressive sensing are directly employed, the images recovered are blurry. However, for CopCS method, we observe that the reconstructed images are much clear than both interpolated images and direct CS recovered images. Both examples verify that our proposed method would be applied when high resolution images need to be recovered in the receiver side.
