Let K ⊂ R k be a compact set. We would like to give a definition for K being computable. Note that saying, by a naïve analogy with Definition 2.1, that K is computable if and only if the characteristic function χ K is computable does not work here, since by the above proposition only continuous functions can be computable.
We say that a TM M computes the set K if it approximates K in the Hausdorff metric. Recall that the Hausdorff metric is a metric on compact subsets of R n defined by
where U (S) is defined as the union of the set of -balls with centers in S.
We introduce a class C of sets which is dense in the metric d H among the compact sets and which has a natural correspondence to binary strings. Namely C is the set of finite unions of dyadic balls:
The following definition is equivalent to the set computability definition given in [Wei] (see also [RW] ). Definition 2.3. We say that a compact set K ⊂ R k is computable if there exists a TM M (m), such that on an input m ∈ N, the machine M (m) outputs an encoding of C m ∈ C such that d H (K, C m ) < 2 −m .
To illustrate the robustness of this definition we present the following two equivalent characterizations of computable sets. The first one relates the definition to computer graphics. It is not stated precisely here, but it can be easily made precise. The second one relates the computability of sets to the computability of functions as per Definition 2.2.
Theorem 2.2. For a compact K ⊂ R
k the following are equivalent: (1) K is computable as per Definition 2.3; (2) (in the case k = 1, 2) K can be drawn on a computer screen with arbitrarily good precision; (3) the distance function d K (x) = inf{|x − y| | y ∈ K} is computable as per Definition 2.2.
In the present paper we are interested in questions concerning the computability of the Julia set J c = J(f c ) = J(z 2 +c) (see the next section for the definition). Since there are uncountably many possible parameter values for c, and only countably many TMs, we cannot expect for each c to have a machine M such that M computes J c . On the other hand, it is reasonable to want M to compute J c with an oracle access to c. Define the function J : C → K * (K * is the set of all compact subsets of C) by J(c) = J(f c ). In a complete analogy to Definition 2.2 we can define Definition 2.4. We say that a function f : S → K * for some bounded set S ⊂ R k is computable, if there exits an oracle TM M φ (m) such that if φ is an oracle for x ∈ S, then on input m, M φ outputs a set C m ∈ C such that d H (C m , f(x)) < 2 −m .
In the case of Julia sets:
Definition 2.5. We say that J c is computable if the function J : d → J d is computable on the set {c}.
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The following has been shown (see [Brv1] , [Ret] ):
Theorem 2.3. Denote by H the set of parameters c for which J c is hyperbolic.
Then (i) J c is computable for all c ∈ H; moreover, (ii) the function J is computable on each bounded subset of H.
Our goal in this paper is to show that there are values of c for which J c is not computable under Definition 2.5, which is the weakest possible definition in this setting. We will be using the following version of Theorem 2.1 for set functions.
Theorem 2.4. Suppose that a TM M
φ computes the function J on a set S. Then J is continuous on S in the Hausdorff sense.
Proof. Let c be any point in S, and let ε = 2 −k be given. Let φ be an oracle for c such that |φ(n) − c| < 2 −(n+1) for all k. We run M φ (k + 1) with this oracle φ. By the definition of J, it outputs a set L which is a 2 −(k+1) approximation of J c in the Hausdorff metric.
The computation is performed in a finite amount of time. Hence there is an m such that φ is only queried with parameters not exceeding m. Then for any x such that |x − c| < 2 −(m+1) , φ is a valid oracle for x up to a parameter value of m. In particular, we can create an oracle ψ for x that agrees with φ on 1, 2, . . . , m. If x ∈ S, then the execution of M ψ (k + 1) will be identical to the execution of M φ (k + 1), and it will output L which has to be an approximation of J x . Thus we have
This is true for any x ∈ B(c, 2 −(m+1) ) ∩ S. Hence J is continuous on S.
In the next section we proceed to define Julia sets of rational maps and review their basic properties. In particular, towards the end of the introduction, we will see a mechanism by which the continuity required by Theorem 2.4 may fail.
It should be noted that the question of computability of dynamically generated fractal sets, such as Julia sets, has been discussed by Blum, Cucker, Shub, and Smale in [BCSS] . The definition of set computability used in [BCSS] is, however, quite different from Definition 2.3. The BCSS model allows infinite-precision arithmetic, but requires completely accurate pictures to be generated. Under this definition all Julia sets but the most trivial ones can be shown to be non-computable.
2.2. Julia sets of polynomial mappings. We recall the main definitions of complex dynamics relevant to our result only briefly; a good general reference is the book of Milnor [Mil] . For a rational mapping R of degree deg R = d ≥ 2 considered as a dynamical system on the Riemann sphere R :Ĉ →Ĉ the Julia set is defined as the complement of the set where the dynamics is Lyapunovstable: Definition 2.6. Denote by F (R) the set of points z ∈Ĉ having an open neighborhood U (z) on which the family of iterates
is called the Fatou set of R and its complement J(R) =Ĉ \ F (R) is the Julia set.
In the case when the rational mapping is a polynomial
an equivalent way of defining the Julia set is as follows. Obviously, there exists a neighborhood of ∞ onĈ on which the iterates of P uniformly converge to ∞. Denoting by A(∞) the maximal such domain of attraction of ∞ we have A(∞) ⊂ F (R). We then have
The bounded setĈ \ cl A(∞) is called the filled Julia set and is denoted by K(P ); it consists of points whose orbits under P remain bounded:
For future reference, let us list in a proposition below the main properties of Julia sets: Proposition 2.5. Let R :Ĉ →Ĉ be a rational function. Then the following properties hold:
• J(R) is a non-empty compact subset ofĈ which is completely invariant:
• if J(R) has non-empty interior, then it is the whole ofĈ;
Let us further comment on the last property. For a periodic point z 0 = R p (z 0 ) of period p its multiplier is the quantity λ = λ(z 0 ) = DR p (z 0 ). We may speak of the multiplier of a periodic cycle, as it is the same for all points in the cycle by the Chain Rule. In the case when |λ| = 1, the dynamics in a sufficiently small neighborhood of the cycle is governed by the Mean Value Theorem: when |λ| < 1, the cycle is attracting (super-attracting if λ = 0), if |λ| > 1 it is repelling. Both in the attracting and repelling cases, the dynamics can be locally linearized:
where ψ is a conformal mapping of a small neighborhood of z 0 to a disk around 0. By a classical result of Fatou, a rational mapping has at most finitely many non-repelling periodic orbits. Therefore, we may refine the last statement of Proposition 2.5:
• repelling periodic orbits are dense in J(R). In the case when |λ| = 1, so that λ = e 2πiθ , θ ∈ R, the simplest to study is the parabolic case when θ = n/m ∈ Q, so λ is a root of unity. In this case R p is not locally linearizable; it is not hard to see that z 0 ∈ J(R). In the complementary situation, two non-vacuous possibilities are considered: the Cremer case, when R p is not linearizable, and the Siegel case, when it is. In the latter case, the linearizing map ψ from (2.2) conjugates the dynamics of R p on a neighborhood U (z 0 ) to the irrational rotation by angle θ (the rotation angle) on a disk around the origin. The maximal such neighborhood of z 0 is called a Siegel disk. Siegel disks will prove crucial to our study and will be discussed in more detail in the next section.
To conclude the discussion of the basic properties of Julia sets, let us consider the simplest examples of non-linear rational endomorphisms of the Riemann sphere: the quadratic polynomials. Every affine conjugacy class of quadratic polynomials has a unique representative of the form f c (z) = z 2 + c, and the family
is often referred to as the quadratic family. For a quadratic map the structure of the Julia set is governed by the behavior of the orbit of the only finite critical point 0. In particular, the following dichotomy holds:
The Mandelbrot set M ⊂ C is defined as the set of parameter values c for which
Continuity of the dependence c → J(f c ).
A natural question to pose for polynomials in the quadratic family is whether the Julia set varies continuously with the parameter c. To make sense of this question, recall the definition of the Hausdorff distance dist H between compact sets X, Y in the plane (2.1). It turns out that the dependence c → J(f c ) is discontinuous in the Hausdorff distance. For an excellent survey of this problem see the paper of Douady [Do] . The discontinuity which has found the most interesting dynamical applications occurs at parameter values for which f c has a parabolic point. We, however, will employ a more obvious discontinuity which is related to Siegel disks. Let us first note that by a result of Douady and Hubbard [DH1] a quadratic polynomial has at most one non-repelling cycle in C. In particular, there is at most one cycle of Siegel disks. Proof. Let z 0 be a Siegel periodic point of f c and denote by ∆ the Siegel disk around ζ 0 , p its period, and θ the rotation angle. By the Implicit Function Theorem, there exists a holomorphic mapping ζ :
is holomorphic; hence it is either constant or open. If it is constant, all quadratic polynomials have a Siegel disk. This is not possible: for instance, f 1/4 has a parabolic fixed point and thus no other non-repelling cycles. Therefore, ν is open, and in particular, there is a sequence of parameters c n → c * such that ζ(c n ) has multiplier e 2πip n /q n . Since ζ(c n ) is parabolic, it lies in the Julia set of f c n . Hence
for n large enough.
Thus an arbitrarily small change of the multiplier of the Siegel point may lead to an implosion of the Siegel disk -its inner radius collapses to zero. We make a note of an immediate consequence of the above proposition and Theorem 2.4: 
The difference |λ q n − 1| lies between 2/q n+1 and 2π/q n+1 ; therefore the rate of growth of the denominators q n describes how well θ may be approximated with rationals. 
The numbers q n can be calculated from the recurrence relation q n+1 = r n+1 q n + q n−1 , with q 0 = 0, q 1 = 1. Therefore, θ ∈ D(2) if and only if the sequence {r i } is bounded. Dynamicists call such numbers bounded type (number-theorists prefer constant type). An extreme example of a number of bounded type is the golden mean The strongest known generalization of this result was proved by Brjuno in 1972:
Theorem 2.10 ( [Bru] ). Suppose
Then the conclusion of Siegel's Theorem holds.
Note that a quadratic polynomial with a fixed Siegel disk with rotation angle θ after an affine change of coordinates can be written as
In 1987 Yoccoz [Yoc] proved the following converse to Brjuno's Theorem:
The numbers satisfying (2.4) are called Brjuno numbers; the set of all Brjuno numbers will be denoted B. It is evident that ∪D(k) ⊂ B. The sum of the series (2.4) is called the Brjuno function. For us a different characterization of B will be more useful. Inductively define θ 1 = θ and θ n+1 = {1/θ n }. In this way,
We define Yoccoz's Brjuno function as
One can verify that
The value of the function Φ is related to the size of the Siegel disk in the following way.
Definition 2.8. Let P (θ) be a quadratic polynomial with a Siegel disk ∆ θ 0. Consider a conformal isomorphism φ : D → ∆ fixing 0. The conformal radius of the Siegel disk ∆ θ is the quantity
By the Koebe One-Quarter Theorem of classical complex analysis, the internal radius of ∆ θ is at least r(θ)/4. Yoccoz [Yoc] has shown that the sum
is bounded from below independently of θ ∈ B. Recently, Buff and Chéritat have greatly improved this result by showing that:
Theorem 2.12 ( [BC2] ). The function θ → Φ(θ) + log r(θ) extends to R as a 1-periodic continuous function.
We remark that the following stronger conjecture exists (see [MMY] ): Marmi-Moussa-Yoccoz Conjecture. [MMY] The function θ → Φ(θ) + log r(θ) is Hölder of exponent 1/2.
Dependence of the conformal radius of a Siegel disk on the parameter. In this section we will show that the conformal radius of a Siegel disk varies continuously with the Julia set. To that end we will need a preliminary definition: Definition 2.9. Let (U n , u n ) be a sequence of topological disks U n ⊂ C with marked points u n ∈ U n . The kernel or Carathéodory convergence (U n , u n ) → (U, u) means the following:
• u n → u;
• for any compact K ⊂ U and for all n sufficiently large, K ⊂ U n ;
The topology on the set of pointed domains which corresponds to the above definition of convergence is again called the kernel or Carathéodory topology. The meaning of this topology is as follows. For a pointed domain (U, u) denote by
By the Riemann Mapping Theorem, the correspondence
establishes a bijection between marked topological disks properly contained in C and univalent maps φ : D → C with φ (0) > 0. The following theorem is due to Carathéodory. A proof may be found in [Pom] .
Theorem 2.13 (Carathéodory Kernel Theorem). The mapping ι is a homeomorphism with respect to the Carathéodory topology on domains and the compactopen topology on maps.

Proposition 2.14. The conformal radius of a quadratic Siegel disk varies continuously with respect to the Hausdorff distance on Julia sets.
Proof. To fix the ideas, consider the family P θ with θ ∈ B and denote by ∆ θ the Siegel disk of P θ . It is easy to see that the Hausdorff convergence J(P θ n ) → J(P θ ) implies the Carathéodory convergence of the pointed domains
The proposition follows from this and the Carathéodory Kernel Theorem.
In fact, we can state the following quantitative version of the above result. For the proof, based on Koebe's Theorem, see e.g. [RZ] .
Lemma 2.15. Let U be a simply-connected bounded subdomain of C containing the point 0 in the interior. Suppose V ⊂ U is a simply-connected subdomain of U , and ∂V ⊂ U (∂U ). Then
√ .
An immediate corollary is:
Corollary 2.16. Suppose the function r(θ) is non-computable on the set {θ 0 }. Then the function θ → J(P θ ) is also non-computable at the same point.
Proof. Assume that J(P θ 0 ) is computable. Using the output of the TM computing this Julia set in an obvious way, for each > 0 we can obtain a domain V ∈ C such that V ⊂ ∆ θ 0 and d H (∂V, ∂∆ θ 0 ) < . By Schwarz's Lemma, the conformal radius r(θ 0 ) < 2. Hence, by Lemma 2.15,
Using any constructive version of the Riemann Mapping Theorem (see e.g. [BB] ), we can compute r(V, 0) to precision δ and hence know r(θ 0 ) up to an error of 2δ. Given that δ can be made arbitrarily small, we have shown that r(θ 0 ) is computable.
We also state for future reference the following proposition:
Then θ is also a Brjuno number and r(θ) ≥ l.
linearizes P θ i on ∆ θ i . By passing to a subsequence we can assure that φ i → φ locally uniformly, and φ (0) ≥ l. By continuity, φ −1 is a linearizing coordinate for P θ , so θ is a Brjuno number. Moreover, φ(D) ⊂ ∆ θ , and so by Schwarz's Lemma r(θ) ≥ l.
Non-computability of Yoccoz's Brjuno function.
In addition to the noncomputability of the conformal radius, we also prove a non-computability result for Yoccoz's Brjuno function Φ: We use the following result of Buff and Chéritat ([BC2] ).
Lemma 2.20 ([BC2]). For any rational point
and let the Taylor expansion of P
. Denote by Φ trunc the modification of Φ applied to rational numbers where the sum is truncated before the infinite term. Then we have the following explicit formula for computing υ(θ):
Equation (2.6) allows us to compute the value of υ easily at every rational θ ∈ Q ∩ [0, 1] with arbitrarily good precision. In addition, assuming the conjecture, we have |υ(x) − υ(y)| < 2 −n whenever |x − y| < c · 2 −2n for some constant c; hence υ has an (easily) computable modulus of continuity. These two facts together imply that υ is computable by a single machine of the interval [0, 1] (see for example Proposition 2.6 in [Ko2] ). This implies the Conditional Implication.
The following conditional result follows: φ to compute log r(θ) = υ(θ) − Φ(θ) with arbitrarily good precision. We can then use this construction to give a machine M φ 2 which computes r(θ). The opposite direction is proved analogously.
Lemma 2.21 with Theorem 2.18 imply that there is a θ for which r(θ) is noncomputable. Corollary 2.16 implies that for this value of θ the Julia set of P θ is also non-computable.
Note that for the proof of the Conditional Implication we did not need the full power of the conjecture. All we needed was some computable bound on the modulus of continuity of υ.
Outline of the construction of a non-computable quadratic Julia set. We are now prepared to outline the idea of our construction. The outline given below is rather rough and suffers from obvious logical deficiencies. However, it captures the idea of the proof in a simple to understand form. Suppose that every Julia set of a polynomial P θ is computable by an oracle machine M φ , where φ represents θ. There are countably many machines, so we can enumerate them M (
If any of the digits r i in this infinite continued fraction is changed to a sufficiently large N ∈ N, the conformal radius of the Siegel disk will become small. For N → ∞ the Siegel disk will implode and its center will become a parabolic fixed point in the Julia set. Given the continuity of the dependence of the conformal radius of the Siegel disk on the Julia set, we have the following:
There exists i 1 > 1 such that for every θ 1 whose continued fraction starts with i 1 ones, for the Julia set of P θ 1 to be computable by M φ n 1 , it must possess a Siegel disk of a conformal radius r(θ 1 ) > r(θ * )(1 − 1/8).
We can thus "fool" the machine M φ n 1 by selecting θ 1 given by a continued fraction where all digits are ones except r i 1 = N 1 >> 1. If we are careful, we can do it so that To "fool" the machine M φ n 2 we then change a digit r i 2 for i 2 > i 1 sufficiently far in the continued fraction of θ 1 to a large N 2 . In this way, we will obtain a Brjuno number θ 2 for which
Continuing in this manner we will arrive at a limiting Brjuno number θ ∞ for which the Julia set is non-computable. To make such a scheme work, we need a careful analysis of the dependence of the conformal radius on the parameter. In this a key role is played by Theorem 2.12 of Buff and Chéritat, which allows us to obtain a controlled change in the value of r(α) by changing Φ(α). The relevant analysis is carried out in the next section.
Main analytic result. We formalize the strategy outlined above as follows: Proof of Main Theorem, assuming Theorem 2.22. First we observe that there exists a parameter θ 0 ∈ R/Z such that the function r(θ) is non-computable on {θ 0 }. Indeed, assume the contrary. There are only countably many Turing Machines with an oracle for θ. We enumerate them M i , i ∈ N in some arbitrary way (for instance, using the lexicographic order). Let
By Proposition 2.1 the function r(θ) is continuous on each of the S i 's, and we arrive at a contradiction with Theorem 2.22. Now let us prove the Main Theorem, again arguing by contradiction. Assume that for every c ∈ C there exists a TM M φ with an oracle for c which computes J c . Let P θ = z 2 + e 2πiθ z as before. The affine change of coordinates transforming it into an element of the family f c is computable explicitly, and we have
This implies that we can simulate an oracle for c given an oracle for θ. Set c 0 = c(θ 0 ) and consider the oracle TM M φ computing the Julia set of f c 0 .
By the above considerations, there exists an oracle TM M ψ with an oracle for θ ∈ R/Z which computes J(P θ 0 ). This contradicts Corollary 2.16, and the proof is complete.
Proof of Theorem 2.18 assuming Theorem 2.22. Assume the contrary. Again, order in a sequence M Let
which by [BC2] continuously extends to R/Z. Given Proposition 2.1, the function Φ(θ) is continuous on each Ω i , i ∈ N, and hence so is
By our assumption,
and we arrive at a contradiction with Theorem 2.22.
A note on the connection with [BC1] . A. Chéritat has pointed out to us that the methods of [BC1] , where Siegel disks with smooth boundaries are constructed for the quadratic family, can be used to derive the Main Theorem. We discuss this in the section following the proofs of the main theorems. We note here that the argument we give is based on quite elementary estimates of the function Φ and is thus accessible to non-dynamicists. It has an added advantage of yielding Theorem 2.18.
3. Making small changes to Φ 3.1. Small changes to Φ. A key step of the construction outlined above is making careful adjustments of r(θ i ) as in the first two steps (2.7) and (2.8) above. We do not have direct control over the value of r(α), but Buff and Chéritat's Theorem 2.12 shows that small decreases of r(α) we would like to make correspond to a small controlled increment of the value of Φ(α). Estimates of a similar nature have appeared in the works of various authors (compare, for example, with [BC1] ). For a number γ = [a 1 , a 2 , . . .] ∈ R \ Q we denote
The main goal of this section is to prove the following two lemmas: 
The proof is technical and will require some preparation. For Lemma 3.1, the idea is to choose an m large enough, so that changing a n+m (which will eventually be N ) by 1 changes the value of Φ by a very small amount (< ε). When N → ∞, Φ(ω) → ∞; hence the value of Φ must hit the interval (Φ(ω) + ε, Φ(ω) + 2ε).
Denote
The value of the integer m > 0 is yet to be determined. Denote
We prove the following.
Lemma 3.3. For any N and i ≤ n + m we have
Proof. We prove the lemma by induction on i, starting from the base case i = n+m, and proceeding down to i = 0. The base case is i = n + m; we want to prove
We have
and |log r n+m | < 1 N .
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Induction step. Supposing that the statement is true for i + 1, we prove it for i. We have
and we want to prove that
since this expression is obviously bigger than 1. The situation is very similar in the case when
, with the numerator and the denominator exchanged.
In other words, it is enough to prove that for 0 < d < c < 1 and a pair of integers r ≥ 0, k ≥ 1 and α > 0,
First of all, it is easy to see that for k ≥ 1,
hence it suffices to show that
Thus we need to demonstrate that
. This is equivalent to
The last inequality holds, since cd < 1 and c − d > 0.
The following lemma is proven by induction exactly as the previous one with a different base. 
In particular, this applies with γ 1 = β N and γ 2 = β 1 .
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Proof. The proof goes by induction exactly as in Lemma 3.3. We need to verify the base case i = n + m − 1. For this value of i,
with some µ 1 , µ 2 ∈ [0, 1). Hence we have
We now bound the influence of the difference on the log 1 α i terms. 
Proof. Assume that
; the reverse case is done in the same way. In this case we need to prove
By Lemma 3.4 we know that c d < e
i−(n+m)+2
; hence it suffices to show that
on the interval (0, 1). The reader can readily verify that f (x) < 0 for x ∈ (0, 1) so that f is decreasing on this interval, and hence f (c) ≤ f (d), which completes the proof.
We are now ready to bound the influence of changes in N on the value of Φ − . 
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Proof. The in the expression for Φ(β 1 ) converges. Hence there is an m 1 > 1 such that the tail of the sum i≥n+m 1 α 1 α 2 . . . α i−1 log 1 α i < ε 40 . We will show how to choose m 0 > m 1 to satisfy the conclusion of the lemma. We bound the influence of the change from β 1 to β N using Lemmas 3.4 and 3.5. The influence on each of the "head elements" (i < n + m 1 ) is bounded by log
By making m sufficiently large (i.e., by choosing a sufficiently large m 0 ) we can ensure that
.
Adding the inequalities for i = 1, 2, . . . , n + m 1 − 1 we obtain
Hence the influence on the "head" of Φ − is bounded by ε 40 . To bound the influence on the "tail" we consider three kinds of terms
By Lemmas 3.4 and 3.5:
Hence in this case each term can increase by a factor of at most e 2 .
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• For i = n + m − 1. Note that the change decreases log 1 α n+m−1 so that
. Hence we have log
Hence this term could increase by a factor of at most e.
• For i ≥ n + m + 1. Note that the α j for j > n + m are not affected by the change, and the change decreases α n+m , so that
So in this case each term could increase by a factor of at most e 2 . We see that after the change each term of the tail could increase by a factor of So the total change in Φ − is bounded by change in the "head" + change in the "tail" < ε 40
The following lemma follows immediately from Lemma 3.6.
Lemma 3.7. For any ε and for the same m 0 (ε) as in Lemma 3.6, for any m ≥ m 0 and N ,
Proof. We have
We will now have to take a closer look at the term α 1 . . . α n+m−1 log 1 α m+m = Φ(ω) − Φ − (ω). We will need the following simple statement.
Lemma 3.8. For any
Proof. There is an integer l ≥ 1 such that
, we are now ready to prove the following.
Lemma 3.9. For sufficiently large m, for any N ,
Proof. According to Lemma 3.3 we have
We make the following calculations. Let x = log(N + 1 + 1/φ) log(N + 1/φ) . Then (N +1/φ) x = N + 1 + 1/φ, and
By Lemma 3.8 we have
Since 14 N ∈ o(1/ log(N + 1/φ)), this expression can always be made less than ε 2 by choosing m large enough.
Lemmas 3.7 and 3.9 yield the following.
Lemma 3.10. For sufficiently large m, for any N ,
Proof. We use Lemmas 3.7 and 3.9. For sufficiently large m,
To complete the proof of Lemma 3.1 we will need the following statement.
Lemma 3.11. lim
Proof. We will prove that lim
and
The latter expression obviously goes to ∞ as N → ∞.
We are now ready to prove Lemma 3.1.
Proof of Lemma 3.1. Choose m large enough for Lemma 3.10 to hold. Increase N by one at a time starting with N = 1. We know that Φ(β 1 ) = Φ(ω) < Φ(ω) + ε, and by Lemma 3.11, there exists an M with Φ(β M ) > Φ(ω) + ε. Let N be the smallest such M . Then Φ(β N −1 ) ≤ Φ(ω) + ε, and by Lemma 3.10,
Choosing β = β N completes the proof.
We will now prove Lemma 3.2.
Proof of Lemma 3.2. The in the expression for Φ(ω) converges. Hence there is an m 1 > 1 such that the tail of the sum i≥n+m 1 α 1 α 2 . . . α i−1 log 1 α i < ε 2 . We will show how to choose m 0 > m 1 to satisfy the conclusion of the lemma.
By Lemmas 3.4 and 3.5, for any β T and any i ≤ n + m 1 we have
We can choose m 0 sufficiently large so that e
and so that
,
We will also need the following lemma in the proof of the Main Theorem. The proof is not hard and is similar to the proof of Lemma 3.6. We present the main steps in the proof.
• There is an m 0 such that the sum of the tail elements of Φ(ω) is small:
• Similarly to Lemma 3.6, we can use Lemmas 3.4 and 3.5 to show that for sufficiently large m 1 > m 0 , n > m 1 implies that
• Again by Lemmas 3.4, 3.5 and 3.8 we can show that for any i (with a special consideration to the case i = n),
, 2 2−i/2 .
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Adding these up we get for n > m 1 :
We complete the proof by choosing m 0 large enough so that 2 4−m 0 /2 < ε/2.
Proof of Theorem 2.22
Recall that r(θ) denotes the conformal radius of the Siegel disk associated with the polynomial P θ (z) = z 2 + e 2πiθ z, or zero, if θ is not a Brjuno number. We will argue by way of contradiction, and assume that there exists a countable union of sets 
such that the following properties are maintained:
(1) whenever i > j we have In this case, select 0 < ε ≤ min(ε 0 , i /2). Set
Proof of the Main
Hence conditions (1), (2) and (4) are satisfied. (3) is satisfied. By Lemma 3.2, we can choose m 0 sufficiently large in I i+1 , so that for any β beginning with I i+1 , we have Φ(β) > Φ(γ i ) − 2 −i , thus satisfying (5).
The complementary case is the main part of the argument:
Case 2. For every ε > 0 and m ∈ N we can find β ∈ S starting with I i followed by m ones so that
Choose an ε such that 
By assumption, the conformal radius r(•) is continuous on S. Hence there is a δ > 0 such that |r(x) − r(β)| < ε whenever |x − β| < δ and x ∈ S.
By Lemma 3.12, there is an N such that for any n ≥ N ,
We can choose n ≥ N large enough so that for any x whose continued fraction expansion has the initial segment
we have |x − β| < min(δ 0 /2, δ).
We have |ω 0 − β| < δ 0 , and hence |υ(
By Lemma 3.1 we can extend I 0 i to a longer initial segment I 1 i so that setting
We have |ω 0 − β| < δ 0 /2 and |ω 1 − β| < δ 0 /2, so |ω 0 − ω 1 | < δ 0 , and
Hence log(r(ω 0 )) − 5ε 0 < log(r(ω 1 )) < log(r(ω 0 )) − ε 0 .
In the same fashion, we can extend I 
Hence, after finitely many steps, we will obtain
Conditions (1) and (2) are satisfied by definition. Condition (4) is satisfied because Proof. By the construction, the limit γ = lim γ i exists. We also know by condition (4) of the Main Lemma 4.1 that the sequence r(γ i ) = r i converges uniformly to some number r. By condition (5) of the Main Lemma 4.1 the sequence Φ(γ i ) − 2 −(i−1) is non-decreasing and hence converges to a value ψ (a priori we could have ψ = ∞). The sequence Φ(γ i ) must converge to ψ as well.
By Proposition 2.17, we have r(γ) ≥ r > 0. On the other hand, by condition (5) of the Main Lemma 4.1, we know that
From [BC2] we know that
Along with r(γ) ≥ r and Φ(γ) ≥ ψ this yields Φ(γ) = ψ, and r(γ) = r, which completes the proof.
Finalizing the argument. Let γ be the limit from the previous lemma. We claim that γ / ∈ S i . Indeed, for every i, the continued fraction I i is an initial segment of the continued fraction expansion of γ by condition (1) ∈ S i . We have in this way arrived at a contradiction with S i = R/Z, which completes the proof of Theorem 2.22.
Concluding remarks
Connection with the work of Buff and Chéritat. Let us outline here how the methods of [BC1] can be applied to prove Theorem 2.22 instead of the estimates of §3 (we note that a newer version of the same result exists [ABC] , where the arguments we quote are simplified). The main technical result of that paper is the following. Let α = [a 0 , a 1 , . . .] be a Brjuno number, and as before denote by p k /q k the sequence of its continued fraction approximants. Let A > 1 and for each integer n ≥ 0 set α[n] = [a 0 , a 1 , . . . , a n , A q n , 1, 1, 1, . . .].
Then for this particular sequence of Brjuno approximants of α,
and moreover, lim r(α[n]) = r(α)/A. The last equality can be used to construct the "drops" in the value of the conformal radius of the Siegel disk needed to inductively avoid the sets S i . In this way, one obtains a sequence of Brjuno numbers θ i → θ with conformal radii r i = r(θ i ) > r i+1 such that lim r i = r > 0, and θ i is not in any of the S j up to the i-th.
It remains to show that r(θ) = r, as a priori only the inequality "≤" is known. Buff and Chéritat demonstrate it in their context. The idea is, roughly speaking, in showing that the boundary of ∆(θ i ) is well approximated by a periodic cycle of a high period. The perturbation θ i → θ i+1 is then chosen sufficiently small so that the cycle does not move much.
As a final remark, let us point out:
Remark 5. Moreover, it is shown in the same paper that the Julia set of a quadratic polynomial J c with a periodic Siegel disk with conformal radius r is computable by a TM with an oracle for c if and only if r itself is computable by some such machine. In retrospect, therefore, our approach finds the only available class of examples.
The size of the set of parameter values θ ∈ R/Z for which J(P θ ) is noncomputable is rather meagre. One can show combining the results of [BBY1] with, for example, those of Petersen and Zakeri [PZ] that this set has Lebesgue measure zero; and Theorem 5.1 implies that its complement contains a dense G δ subset of R/Z. It is natural to ask if, for example, its Hausdorff dimension is positive, and the answer to this question is not known to us. It is also interesting to ask if any values of θ in this set are computable reals (as there are only countably many computable reals, and our procedure clearly produces an uncountable set of θ's, most of them cannot be computable). We again do not know the answer to this.
On the practical side of things, to our knowledge, one has not been able to produce informative pictures of quadratic Julia sets with Cremer orbits, although by Theorem 5.1 this is theoretically possible. One potential explanation is that the computational complexity of these sets (the amount of time it takes to decide whether to color a pixel of size 2 −n as a function of n) is very high. This is indeed so for the naïve algorithms. In [BBY2] jointly with I. Binder we have constructed quadratic Julia sets whose computational complexity is arbitrarily high, but again all with Siegel disks.
A natural first step towards studying the complexity of Cremer Julia sets is to look at parabolics, but the first author has recently demonstrated in [Brv2] that having a parabolic orbit does not qualitatively change the complexity of computing a Julia set. This opens an entertaining possibility that some Cremer Julia sets have attainable computational complexity and could be practically drawn by a clever algorithm.
