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Abstract
Protein interactions play an important role in various biological processes, such as cell signaling, drug
delivery and treating diseases. Predicting these interactions requires a fundamental understanding of
protein-water interactions because every protein binding process involves disrupting the protein-water
interactions, and replacing them by direct interactions between the binding proteins. Characterizing the
protein-water interactions accurately, however, has proved to be challenging, because these interactions
depend on not only the nanoscale topography, but also the precise chemical pattern presented by the
protein surface.
My thesis work aims to develop a novel method for characterizing the strength of protein- water
interactions and predicting the interface through which proteins interact with one another. I built up the
understanding of the fundamentals by investigating the interactions between water and simple model
surfaces, such as hydrophobic carbon plates, self-assembled monolayers (SAM). In particular, I utilized
the water density fluctuation based methods to characterize the free energetics of water near various
surfaces, and quantitatively evaluated the hydrophobicity of surfaces. In addition, I study the context
dependence of the surface hydrophobicity, showing that the local chemical patterns presented by a
surface have a significant effect on the surface hydrophobicity, even when the chemistry content is kept
the same. These fundamental studies inform and lead to the development of a novel framework to
identify the potential interaction interfaces on proteins. The framework involves applying an unfavorable
biasing potential to the entire protein hydration shell and locating the most hydrophobic spot on protein
surfaces. These regions are the most probable interfaces through which proteins bind to other proteins or
non-polar ligands, which then can be used to determine binding free energies. Finally, the proposed
approach also enables determination of protein residues that contribute the most to the binding affinity,
the so-called hot-spots.
Since measuring the free energetics of the water density fluctuations requires the expen- sive nonBoltzmann sampling techniques such as umbrella sampling, it limits the size and amount of the proteins I
can readily investigate. In order to overcome this computational burden, I also developed the sparse
sampling method to efficiently compute the free energetics of water density fluctuations, making it
roughly 2 orders of magnitude more efficient than umbrella sampling. The method enables me to
characterize water density fluctuations in the entire hydration shell of the protein, ubiquitin, a large volume
containing an average of more than 600 waters, as well as enormous spherical volumes in bulk water
containing up to 30,000 waters on average. The sparse sampling method thus opens up the potential
studies on larger and more complex protein systems.
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ABSTRACT
DEVELOPING A NOVEL COMPUTATIONAL FRAMEWORK TO PREDICT
PROTEIN INTERACTIONS, HOT-SPOTS AND BINDING AFFINITIES
Erte Xi
Amish J. Patel
Protein interactions play an important role in various biological processes, such as cell
signaling, drug delivery and treating diseases. Predicting these interactions requires a fundamental understanding of protein-water interactions because every protein binding process
involves disrupting the protein-water interactions, and replacing them by direct interactions
between the binding proteins. Characterizing the protein-water interactions accurately,
however, has proved to be challenging, because these interactions depend on not only the
nanoscale topography, but also the precise chemical pattern presented by the protein surface.
My thesis work aims to develop a novel method for characterizing the strength of proteinwater interactions and predicting the interface through which proteins interact with one
another. I built up the understanding of the fundamentals by investigating the interactions
between water and simple model surfaces, such as hydrophobic carbon plates, self-assembled
monolayers (SAM). In particular, I utilized the water density fluctuation based methods to
characterize the free energetics of water near various surfaces, and quantitatively evaluated
the hydrophobicity of surfaces. In addition, I study the context dependence of the surface
hydrophobicity, showing that the local chemical patterns presented by a surface have a significant effect on the surface hydrophobicity, even when the chemistry content is kept the
same. These fundamental studies inform and lead to the development of a novel framework
to identify the potential interaction interfaces on proteins. The framework involves applying an unfavorable biasing potential to the entire protein hydration shell and locating the
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most hydrophobic spot on protein surfaces. These regions are the most probable interfaces
through which proteins bind to other proteins or non-polar ligands, which then can be used
to determine binding free energies. Finally, the proposed approach also enables determination of protein residues that contribute the most to the binding affinity, the so-called
hot-spots.
Since measuring the free energetics of the water density fluctuations requires the expensive non-Boltzmann sampling techniques such as umbrella sampling, it limits the size and
amount of the proteins I can readily investigate. In order to overcome this computational
burden, I also developed the sparse sampling method to efficiently compute the free energetics of water density fluctuations, making it roughly 2 orders of magnitude more efficient
than umbrella sampling. The method enables me to characterize water density fluctuations
in the entire hydration shell of the protein, ubiquitin, a large volume containing an average
of more than 600 waters, as well as enormous spherical volumes in bulk water containing
up to 30,000 waters on average. The sparse sampling method thus opens up the potential
studies on larger and more complex protein systems.
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CHAPTER 1 : Introduction
In recent decades, the advances in structural biology, such as the appearance and development of X-ray crystallography and NMR spectroscopy, lead to better and more thorough
understanding of protein molecules. As a result, a rapidly increasing number of protein
static structures at atomic resolution have been discovered. According to RCSB Protein
Data Bank, the total number of available protein structures is approaching 100000 by 2013
(Figure 1.1). This huge repository of static structural information provides us a great opportunity to learn and understand the properties as well as the functions of these protein
molecules. The ability to utilize the static protein structures to inform the interactions between the proteins has utmost importance in human health, treating disease or engineering
novel biomaterials.
A famous example illustrating the importance of manipulating protein interactions is the
regulation of the p53 tumor suppressor protein tries to repair or kill tumor cells. MDM2,
a p53-specific E3 ubiquitin ligase, binds p53 and leads to p53 degradation (95). This
regulation thus limits the concentration of active p53 protein in normal conditions to avoid
collateral damage to the healthy cells. In the case of cancer, however, an effective therapeutic
strategy is to disrupt the binding of MDM2 and p53 to raise the concentration of active p53
that helps to fight against tumor cells (26). An effective inhibitor design that strongly binds
to MDM2 protein is crucial for the success of the therapy, which requires understanding the
interaction interfaces of MDM2 and the strength of binding. Besides this example, there
are numerous other protein interactions equally important in human health. The capability
of accurately predicting the binding interfaces, binding affinities and hot-spot (the amino
acid residue has the highest contribution to the binding affinity) is thus essential to interfere
and utilize all those interactions.
Understanding protein interactions also plays an important role in designing self-assembled
materials. The recent work by Vargo and coworkers demonstrate protein oleosin is able to
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self-assembled into vesicles, potentially useful in delivering large payloads of drug agents (140).
In addition, by changing the hydrophilic content of oleosin or the ionic strength of the solvent, the assembled structure can vary from fibers to vesicles to sheets, highlighting the
versatility of the protein in self-assembly. These findings shed light on the promising discovery of novel biomaterials, and stimulate the need of predicting assembled morphology
given a protein sequence/structure, as well as understanding the effect of co-solutes on protein interactions. Such predictive ability is a crucial step towards fully utilizing the potential
and versatility of protein functions.
The simplest and earliest idea to predict the interactions between two proteins is the lock
and key mechanism, which is first presented by Emil Fischer in 1890s. In the lock and key
model, only the structures of the protein are considered and the prediction is made based on
physically matching the structures of the binding partner. In fact, modern molecular docking strategies also utilize this structure matching method, while combining various other
factors, such as residue contacts, free energies, to improve the prediction performance. Although the prediction of protein interactions has been a popular research topic for a several
decades, our ability to predict these interactions still remains limited. The current state
of art methods are often computational expensive and with low specificity in evaluating
binding affinities (only capable of eliminating poor binding candidates but fails to discriminate relatively favorable ones). Yet another challenge persists in studying protein-protein
interactions, that the protein-protein interaction interfaces are typically not known a priori.
The key challenge in the area is all proteins live in water, thus accurately accounting for the
role of water in mediating protein interactions is crucial in making success predictions. In
fact, recent researches stressed that the ability to precisely characterize the protein-water
interactions is vital in studying protein bindings (62).
However, estimating protein-water interactions, or characterizing the protein hydrophobicity, has proved to be challenging, because proteins have incredibly complex surfaces that
disrupt the inherent structure of water in countless different ways, depending not only on
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the chemistry of the underlying protein surface, but also on the precise topography and
chemical pattern of amino acids. Macroscale measurements such as contact angle cannot
be accurately evaluated on the complex, rugged protein surfaces. Surface area models have
been a popular choice of estimating the interactions using surface tension. These models do
not account for the nanoscale topography nor chemistry and their estimates of temperature
dependence is the opposite with that of the bio-assemblies. Other approaches use hydrophobicity measures on individual amino acid residues and sum them up to obtain the overall
hydrophobicity of protein surfaces. While these hydropathy scales or scores achieved moderate success, the exact measures are not unique and different scales can disagree with each
other. Furthermore, simply adding up the residue contributions ignores the local context
(the geometry and chemical patterns), which may lead to significant errors in estimating
the hydrophobicity.
My research builds upon multiple recent advances, which have greatly improved our understanding of how water responds to complex surfaces. In particular, the understanding of density fluctuations in bulk water and at interfaces, has been shown to play a central role in the
description of hydrophobic effects, (2; 8; 23; 45; 54; 55; 58; 62; 83; 90; 101; 102; 105; 106; 120;
131; 142), which drive biomolecular (11; 70; 130) and other aqueous assemblies. (87; 134).
For example, Pv (N ), the probability of observing N water molecules in a small observation
volume (v . 1 nm3 ), obeys Gaussian statistics (40; 58), which has provided molecular-level
insights into the pressure-induced denaturation of proteins (57; 109; 135), as well as the
convergence of protein unfolding entropies at a particular temperature (40). Similarly, the
Lum–Chandler–Weeks (LCW) theory (83) predicts that Pv (N ) should develop fat low-N
tails for large volumes (v & 1 nm3 ) in bulk water, and near hydrophobic surfaces (83; 142).
Simulations have verified the LCW theory and (102; 105; 106; 113) clarified that water
near hydrophobic surfaces is sitting at the edge of a dewetting transition and sensitive to
perturbations. (28; 29; 79; 106; 111; 153), Such findings suggest that extended hydrophobic
surfaces could facilitate the assembly and disassembly of small hydrophobic solutes (105).
Moreover, it has been recently shown that the hydrophobicity of a surface can be evaluated
3

by measuring the effort to displace water from the vicinity of that surface. Such evaluation can be quantified by the free energy of creating a cavity at the surface (62; 102; 106).
Since the process of cavity creation disrupts surface-water interactions, the corresponding
free energy provides an accurate measure of the inherent strength of those interactions. In
addition, a breakthrough has been made in estimating the free energy that is two orders
of magnitude more efficient than conventional techniques. This new method utilizes the
understanding that water near hydrophilic surfaces responds linearly, whereas that near
hydrophobic surfaces responds in a sigmoidal fashion to unfavorable perturbations (101).
Taking the advantage of these recent successes, my research starts by investigating proteinwater interactions by characterizing water density fluctuations near various types of surfaces,
including flat or curved hydrophobic surfaces, self-assembled monolayers (SAM) with uniform chemistry or patterns, and eventually protein surfaces. Atomistic molecular dynamics
simulations with advanced sampling techniques (INDUS) are implemented to characterize
the free energetics of water density fluctuations. The water density fluctuations near the
surface of carbon nanotubes (CNT) with systematic variations in curvature displays that
the non-polar concave surfaces are more hydrophobic than the convex ones, highlighting the
importance of nanoscale curvature. Meanwhile, the investigation on hydrophobic patches
in SAMs suggests that surfaces with the same size and chemistry content can display significantly different hydrophobicity depending on the exact chemical patterns. Specifically,
different arrangements of a few polar head-groups on a extended hydrophobic patch on
SAM give rise to vastly different contributions to the overall hydrophobicity of the patch.
In addition, I implemented a similar strategy to protein hydrophobin II by introducing a
swap mutation (switching the position of two residues, one non-polar and one charged)
among a patch of 10 residues on the protein surface. This swap mutation does not change
the chemistry content of the patch, but leads to a 50 kB T difference (≈ 20%) in water density fluctuation based hydrophobicity. These results highlight the necessity of considering
the precise chemical and topographical context presented by nanostructured solutes when
estimating their surface hydrophobicity, while in the same time raises alarm for additive
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methods such as surface area models and hydropathy scales. In addition, the study builds
our understanding and confidence in using the water density fluctuation based measures to
quantitative characterize biomolecular interactions.
Building upon the previous studies, I developed a framework for characterizing various
aspects of protein-water interactions, which in turn enable the determination of proteinprotein interaction interfaces, the location of hot spots, as well as the binding affinity.
The approach involves performing explicit water molecular simulations with an unfavorable biasing potential that displaces water molecules from the protein hydration shell. As
the strength of the potential is increased, protein-water interactions are systematically disrupted, resulting in the formation of cavities in the protein hydration shell. However, the
order in which cavities appear in various regions of the protein contains a wealth of information: regions of the protein that interact weakly with water (hydrophobic) ought to dewet
first, whereas those that are highly hydrophilic should hold on to their hydration waters
even at large biasing potentials. The region where cavities first appear has the weakest
interactions with water, and correspondingly the highest surface energy; thus, it is through
this interface that the protein is most likely to interact with other molecules. The corresponding binding affinity can be estimated in this framework by introducing a three-step
thermodynamic cycle.
Besides characterizing the surface hydrophobicity by free energy measures, the mechanism
or pathway of dewetting near protein surfaces are also informative for the assembly process
of two protein-binding partners. A model system with two nanoscopic hydrophobic square
plates is used to model the proteins. As the hydrophobic plates approaching each other,
water can become metastable with respect to its vapor between the plates according to
macroscopic theory, but the dewetting transitions are often impeded by large kinetic barriers (16; 44; 83; 88). To overcome such barriers, it requires the nucleation of a critical vapor
tube that spans the region between two hydrophobic surfaces. Tubes with smaller radii
collapse, whereas larger ones grow to dry the entire confined region. The free energetics
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of the water density fluctuations for various plates separations show that for inter-surface
separations that thermodynamically favor dewetting, the barrier to dewetting does not correspond to the formation of a (classical) critical vapor tube. Instead, it corresponds to
an abrupt transition from an isolated cavity adjacent to one of the confining surfaces to
a gap-spanning vapor tube that is already larger than the critical vapor tube anticipated
by macroscopic theory. Correspondingly, the barrier to dewetting is also smaller than the
classical expectation, suggesting a key role for fluctuations in speeding up the kinetics of
hydrophobically driven biomolecular folding and assembly.
In order to sample the rare water density fluctuations, we extensively use INDUS to bias the
simulations to explore system configurations at all water densities. This umbrella sampling
technique, however, can introduce expensive computational overhead. The larger the volume of interest, the larger the number of biased simulations is required. As a result, using
large volumes, such as the hydration shells of entire proteins, to sample water density fluctuations would be very expensive. To overcome the challenge, I developed the sparse sampling
method of estimating the free energetics of water density fluctuations. The new method
is roughly 2 orders of magnitude more efficient than conventional umbrella sampling techniques. The key speed-up is achieved by employing thermodynamic integration to estimate
the free energy differences between biased ensembles, thereby circumventing the umbrella
sampling requirement of overlap between adjacent biased distributions. In conjunction with
judicious choices of the biasing potential, the sparse sampling method allows such free energy differences to be estimated using short simulations. The efficiency of the method is
demonstrated by characterizing the water density fluctuations in the entire hydration shell
of the protein, ubiquitin, a large volume containing an average of more than 600 waters,
as well as that in large spherical volumes containing 4000 waters from bulk water. Besides
investigating large systems, the sparse sampling method can be readily generalized to other
order parameters, or extended to multiple dimensions where the computational cost using
umbrella sampling increase exponentially with the number of dimensions.
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CHAPTER 2 : Free Energetics of Water Density Fluctuations and its Context
Dependence
2.1. Introduction
Understanding the surface-water interactions at molecular level is crucial in investigating the
complex surfaces with nanoscale topography and chemical patterns, such as those presented
by biomolecules. Recent studies on water density fluctuations, Pv (N ), highlighted that the
density fluctuations play a central role in the description of hydrophobic effects. (2; 8; 23;
45; 54; 55; 58; 62; 83; 90; 101; 102; 105; 106; 120; 131; 142). In particular, the probability
of observing N water molecules in a small observation volume (v . 1 nm3 ), Pv (N ), is
Gaussian (40; 58). While on the other hand, Pv (N ) develops fat low-N tails for large
volumes (v & 1 nm3 ) in bulk water, and near hydrophobic surfaces (83; 102; 105; 106; 113;
142). These results suggest that water near hydrophobic surfaces is sitting at the edge
of a dewetting transition and sensitive to perturbations (28; 29; 79; 106; 111; 153). Such
findings lead to the insight that extended hydrophobic surfaces could facilitate the assembly
and disassembly of small hydrophobic solutes (105).
Moreover, it has been recently shown that the hydrophobicity of a surface can be evaluated
by measuring the effort to displace water from the vicinity of that surface. Such evaluation
can be quantified by the free energy of creating a cavity at the surface (62; 102; 106).
Since the process of cavity creation disrupts surface-water interactions, the corresponding
free energy provides an accurate measure of the inherent strength of those interactions. In
addition, a breakthrough has been made in estimating the free energy that is two orders
of magnitude more efficient than conventional techniques. This new method utilizes the
understanding that water near hydrophilic surfaces responds linearly, whereas that near
hydrophobic surfaces responds in a sigmoidal fashion to unfavorable perturbations (101). In
this chapter, I will briefly revisit some of the key understandings of water density fluctuations
near surfaces, and followed by investigating how the local context affects the free energetics
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of such fluctuations.

2.2. Water Density Fluctuations on SAM Surfaces with Uniform Chemistry
One of the most important understandings of interfacial water density fluctuations is that
the rare low-N fluctuations can reflect the strength of surface-water interactions. In particular, such low-N fluctuations are greatly enhanced near hydrophobic surfaces, developing
a so-called fat tail which deviates from Gaussian statistics. Figure 2.1 examines water
density fluctuations near two self-assembled monolayer (SAM) surface with uniform chemistry, a -OH terminated (hydrophilic) SAM and a -CH3 terminated (hydrophobic) SAM. A
disk-shaped observation volume v is placed at the SAM-water interface for both surfaces
(Figure 2.1A), with radius Rv = 2 nm and thickness w = 0.3 nm. The free energy profiles,
βGv (N ) = − ln Pv (N ), of the water density fluctuations in v are then obtained using INDUS (103) method, where Pv (N ) is the probability of observing N water molecules inside
volume v. As shown in Figure 2.1B, the water density fluctuations near hydrophilic -OH
SAM obey Gaussian statistics, while those near hydrophobic -CH3 SAM develop a fat tail
that has much lower free energies at low-N region. Such enhanced rare low-N fluctuations
are the signature of water sitting next to hydrophobic surface, where the water molecules
are positioned at the edge of a dewetting transition and are sensitive to perturbations.
For example, we applied an artificial perturbation in the form of a linear biasing potential Uφ = φN , and collected the responses of the average water density hNv iφ in volume
v(Figure 2.1C). While the response near hydrophilic SAM is roughly linear, that near hydrophobic SAM is sigmoidal and features a sharp decrease at φ ≈ 2 kJ/mol. This suggests
that waters near the hydrophobic SAM undergo a collective dewetting behavior and are
much easier to replace upon unfavorable perturbations. As a result, the free energy to
empty the volume v, ∆Gcav = Gv (0), near the hydrophobic SAM is much smaller than that
near the hydrophilic SAM (Figure 2.1D). In fact, ∆Gcav has been shown to be a reliable
indicator for the surface hydrophobicity, and can be quantitatively related to macroscopic
measures such as contact angle (105).
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Besides the important value, ∆Gcav , obtained from measuring the rare density fluctuations,
there is another interesting implication resides in the sigmoidal behavior of hNv iφ in Figure 2.1C. The susceptibility of water near the hydrophobic SAM, calculated by taking the
derivatives of hNv iφ in respect of φ, displays a peak around φ = 2 kJ/mol (Figure 2.2A). To
uncover what happens at this peak of the susceptibility, we identify the cavities (dewetted
regions on the surfaces) by adopting an instantaneous interface calculation (149) and display
them during the simulations. Figure 2.2B and C shows a typical snapshot for cavity near
the hydrophobic surface at φ = 0 kJ/mol and φ = 2 kJ/mol respectively. For clarity we hide
all the water in these snapshots and only display the formed cavities in orange mesh. While
no cavity is observed at the unbiased ensemble, a large cavity is formed in v at φ = 2 kJ/mol
near the hydrophobic SAM, and the average number of water in v, hNv iφ , dropped to 45
(below half of the bulk density). In contrast, we need to a much larger biasing strength
φ = 8 kJ/mol to force the water density near the hydrophilic SAM down to hNv iφ = 45.
Even then, we only occasionally observe small cavities form near the hydrophilic SAM (Figure 2.2D). These observations clearly suggest that the dewetting mechanism is distinctively
different between hydrophobic and hydrophilic surfaces. While we are losing waters slowly
and gradually on hydrophilic surface, the waters near hydrophobic surface undergo a phase
transition around the peak of the susceptibility where we suddenly and collectively replace
majority of the waters in the volume v. This then leads to the insight that a similar collective behavior may be observed for water under a more realistic perturbation, such as
a second hydrophobic surface approaching and confining the water between the surfaces.
Cases like this can be widely found in bio-assemblies, where the mechanism of dewetting
that precedes the binding of two proteins or ligands, is of great interest. In fact, we will
thoroughly study the water density fluctuations under hydrophobic confinement in the next
chapter.
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2.3. Effect of Curvature on Surface Hydrophobicity
Because proteins display complex topographical patterns with a wide range of nanoscale
curvatures, their hydrophobicity can be sensitive to differences in the disruption of water
structure by different surface curvatures. Indeed, curvature is known to qualitatively influence the hydration of idealized spherical hydrophobic solutes. Specifically, highly curved
solutes smaller than Rc ≈ 1 nm can be hydrated without significantly perturbing water’s
hydrogen bond network, whereas the hydration of larger solutes requires the energetically
unfavorable breaking of hydrogen bonds (23; 84; 110). Although typical proteins are larger
than Rc , their surfaces include topographical features – bumps and crevices – with different
curvatures. To understand how protein hydrophobicity is influenced by both the magnitude
and the sign of its local curvature, we first study surfaces with homogeneous chemistry and
well-defined curvatures. Specifically, we choose hemi-cylindrical surfaces (see Figure 2.3A),
which allows us to set one of the principal curvatures to zero, and to systematically vary
the other curvature, κ.
To sample a range of concave (κ < 0) and convex (κ > 0) curvatures, we performed
molecular dynamics (MD) simulations of hemi-cylindrical open-ended (n, n) armchair carbon nanotubes (hCNTs) with n = 12, 16 and 24, as well as flat graphene sheets (κ = 0)
solvated in water. We also systematically varied the strength of surface-water attractions
using a scaling factor λ, as described in the Appendix. For λ = 0.5, the wettability of the
reference graphene surface is similar to that of a CH3 -terminated self-assembled monolayer
(SAM) surface, in that the two surfaces display similar water droplet contact angles (see
Appendix). Figure 2.3 shows results for systems with λ = 0.5; results for other λ-values are
included in the Appendix.
Figure 2.3B shows the isothermal compressibility of interfacial water near the curved hCNT
surfaces, obtained by performing MD simulations over a range of pressures, and taking the
pressure derivative of the average number of waters, hNv i, in an interfacial observation
volume, v, using χ ≡ − (∂ lnhNv i/∂P )T (see Appendix for details). The hydration water
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near the concave surface of the (12,12) hCNT is almost twice as compressible as that near
a flat graphene sheet. The hydration shell compressibility decreases monotonically with κ
as the surface becomes less concave, and then increasingly convex, suggesting that concave
non-polar surfaces are more hydrophobic than convex surfaces of the same curvature.
Our results for the convex (κ > 0) hemi-cylindrical surfaces are consistent with those of
Sarupria and Garde (121), who studied convex spherical solutes of different sizes (and
thereby curvatures), and showed that the hydration shell compressibility is the lowest near
roughly methane-sized hydrophobic solutes and increases monotonically with increasing
solute size (decreasing curvature). Moreover, our results highlight a clear asymmetric dependence of hydration shell compressibility on the sign of nanotube curvature. In particular,
compressibility is more sensitive to concave curvatures, i.e., the absolute value of the slope
| ∂χ
∂κ | is much higher for κ < 0 than for κ > 0. This observation suggests that introduction
of both positive and negative curvatures (of equal magnitude) on an otherwise flat surface
ought to increase its hydrophobicity. Our assertion that a rugged non-polar surface is more
hydrophobic than a flat one is indeed supported by Mittal and Hummer (92), who find that
the interfacial free-energy of a sinusoidal hydrophobic surface increases with its amplitude.
Figure 2.3C shows probability, Pv (N ), of observing N water molecules in an interfacial
observation volume, v. To compare the various curved surfaces on an equal footing, we
varied the axial length of observation volumes, such that they all contain roughly the same
number of waters on average, hNv i ≈ 49. The Pv (N ) distributions, for all the surfaces
obtained using the INDUS method (103), are Gaussian (parabolic) near the mean, but display prominent non-Gaussian low-N tails. Patel et al. have shown that such low-N fat tails
serve as an excellent signature of surface hydrophobicity (102; 105); the fatter the tail the
more hydrophobic the surface. In qualitative agreement with the data for compressibility
(Figure 2.3B), Figure 2.3C highlights that while the low-N tails of Pv (N ) are rather insensitive to curvature for convex surfaces, curvature dramatically influences the tails, and
thereby the hydrophobicity of concave surfaces.
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An important consequence of these low-N tails in Pv (N ) is their connection to the work
required to create a cavity, which maybe used to accommodate a hydrophobic solute of
the size and shape of v near the surface (45; 106). Figure 2.3D shows the free energy,
βµex
v = − ln Pv (0), required to empty v, as a function of the absolute curvature of the
hCNT, highlighting that it is far easier to create a cavity in the vicinity of concave surfaces compared to the convex ones. These results suggest that concave non-polar surfaces
are more hydrophobic, and ought to bind hydrophobic solutes more strongly than convex
surfaces. They also highlight an important shortcoming of SA models, which assume that
the thermodynamic driving forces for burying concave and convex hydrophobic areas are
identical.

2.4. Effect of Chemistry Patterns on Surface Hydrophobicity
Flat SAMs provide excellent systems to analyze the effects of chemical patterns on hydrophobicity without being encumbered by the effects of surface topography (1; 2; 97).
We study SAM surfaces with n hydrophilic sites (-OH head-groups) in a background of
hydrophobic sites (-CH3 head-groups); holding n constant, we then vary the number of
CH3 sites, s, separating adjacent OH sites (Figure 2.4A). We studied 7 patterns with n=4
(s = 0, 1, 2, 3) and n = 7 (s = 0, 1, 2), and monitored water density fluctuations in cuboidal
volumes, v, of width 0.3 nm placed above a square 3 nm × 3 nm surface patch containing
the chemical patterns; see Figure 2.4A.
Which of the four patches in Figure 2.4A is the most hydrophobic and which is the most
hydrophilic? Additive models would predict that all patterns are equally hydrophobic; however, the answer is both non-intuitive and non-trivial. Figure 2.4B shows the hydrophilicity
of the n = 4 patterns, as quantified by the reversible work, µex
v , required to empty the
interfacial volume, v. Although the number of hydrophobic and hydrophilic sites are the
same in different patches, µex
v is not only different, but also varies non-monotonically with
s. From the perspective of water-density fluctuations-based measures, higher the µex
v , more
hydrophilic the patch. Interestingly, the s = 1 patch with -OH groups separated by one
13

methyl group is the most hydrophilic in the n = 4 series. In other words, embedding a
given number of -OH groups in a hydrophobic background decreases hydrophobicity most
effectively not when the -OH groups are adjacent to one another in a cluster (s = 0), but
when they are separated by a methyl group (s = 1). What leads to such a non-monotonic
response to the chemical context presented by the patch? To address this question, we visualize the collective dewetting of the patterned surfaces using the average water density field
observed in our INDUS simulations, wherein biasing potentials are used to systematically
dewet v. For example, consider a biased simulation of the n = 4, s = 0 SAM surface, which
displaces all but a fraction, ρv = 0.27, of waters in v on average; in Figure 2.4C, we show
the SAM-water interface, z(x, y), for such a biased simulation (see Appendix for details of
the interface calculation (149)).
Figure 2.4D highlights that as v is dewetted systematically for the s = 0 pattern (top
row), the interface detaches from the patch at the borders, but remains pinned to the
central cluster, leading to a doughnut-shaped cavity above the patch. The s = 1 pattern
(Figure 2.4D, middle row) pins the interface over a larger area, even when the observation
volume is significantly dewetted, indicating the difficulty of dewetting the region in its
vicinity. Indeed, the work of cavity creation µex
v is several kB T larger for the s = 1 pattern
than for s = 0. Interestingly, as the -OH groups are further separated (s = 2), the interface
begins to depin from the space between the hydrophilic sites, making cavity formation
easier, as reflected in the reduction of µex
v (Figure 2.4B). In addition to the facilitating
interface formation between the OH sites, the s = 2 pattern also tends to pin the interface
outside v; in other words, the patch defined by v does not bear the full brunt of the pinning
by the hydrophilic sites. These effects allow v to be emptied more easily, and lead to
the non-monotonic dependence of hydrophobicity on s. Patterns with 7 -OH sites also
display similarly context-dependent hydrophobicity that varies non-monotonically with s
(see Figure 2.5). Collectively, these results highlight that even for simple flat surfaces,
surface-water adhesion strength depends on the surface chemical patterns in a complex
manner that is not anticipated by additive models.
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2.5. Effect of a Swap Mutation on Protein Hydrophobin II
We employ water density fluctuations-based measures to characterize the hydrophobicity of
a protein, hydrophobin II (PDB ID: 2B97) (48), which is a small globular (≈ 7 kDa) fungal
protein secreted in the extracellular environment. It displays a relatively large hydrophobic
patch that makes the protein amphiphilic and surface active at the vapor-liquid interface
of water, enabling the formation of hydrophobic coatings and sheaths that cover fungal
spores (48). We note that when viewed from atomic-level hydrophobicity scale perspective
of Kapcha and Rossky (67), the patch appears actually quite heterogeneous (see Appendix).
Acharya et al. interrogated the hydrophobin-II surface using binding of small methane-like
non-polar solute probes present in an aqueous solution, which revealed the hydrophobic
patch referred to above (2). We have also used the INDUS method to characterize the
hydrophobicity of hydrophobin-II using larger benzene-shaped probe volumes. While the
benzene-shaped probes also identified the large hydrophobic patch; interestingly, we found
that protein hydrophobicity can also depend on the size and shape of probe itself (101).
Here we explore how altering the local protein context affects the hydrophobicity of the
patch. To this end, we created a swap mutant by switching the positions of residues Asp-59
and Leu-63 in the wild type protein to Asp-63 and Leu-59 in the mutant (see Figure 2.6A).
Such a swap places a charged residue from the edge to the center of the patch but does not
perturb the overall structure of the protein; there are four disulfide bonds in the protein,
and the backbone root mean square deviation between equilibrium wild-type and mutant
structures are within thermal fluctuations (see Appendix). To interrogate the collective
response of water to the hydrophobic patch, we defined an observation volume, v, of width
0.3 nm that envelopes a contiguous region encompassing 9 non-polar residues and Asp-59
(Figure 2.6A and B), and containing roughly 140 waters on average. We calculated the
free energetics of water density fluctuations, βGv (N ) = − ln Pv (N ), near the wild-type and
the swap mutant proteins (Figure 2.6C), allowing comparisons between two patches with
the same number and type of amino acids but having different geometrical arrangement.
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It is clear that over the entire range of water numbers, one expends more work to dewet
the patch in the swap mutant compared to that in the wild-type protein, highlighting the
decreased hydrophobicity of the patch in the swap mutant.
The additional work, ∆Gv (N ), required to dewet the swap mutant relative to the wildtype (Figure 2.6D) shows three approximately linear regimes. The one at high N arises
from the slightly different number of average water molecules in the volumes near the two
patches, whereas the differences in the low-N fat tails are visible in the N -range from 20
to 120, and reflect the increased hydrophilicity of the mutant patch. Further depletion
in water numbers encroaches directly on the hydration shell of the charged Asp-63 in the
swap mutant, which is costly, leading to the steep linear region for N < 20. Instantaneous
interfaces encompassing the dewetted regions near the wild-type and the mutant proteins
with roughly 20 water molecules in v (Figure 2.6E) show that a large cavity develops near
the patch in both cases (see Appendix for details). However, the cavity shape near the
wild-type hydrophobin-II is contiguous, whereas that near the swap mutant is doughnutshaped in that water remains pinned to the central Asp-63. Importantly, it costs nearly
30 kB T less to displace all but 5 waters from v and open the cavity near the wild-type
patch (Figure 2.6F), consistent with the larger hydrophobicity of the patch in the wild-type
protein. Given that the number and types of amino acid residues are identical in the two
patches, their disparate hydrophobicities are not be anticipated by additive models.

2.6. Discussion and Outlook
Characterizing and quantifying the hydrophobicity of surfaces with nanoscale chemical and
topographical complexity has remained a major challenge. The non-polar or hydrophobic
contribution is frequently estimated in modern computational drug design approaches and
implicit solvent methods using additive and context-independent descriptions of hydrophobicity (63). We showed that molecular measures based on water-density fluctuations effectively capture the collective response of water molecules to complex surfaces, and therefore,
serve as robust nanoscale measures on hydrophobicity. Using such measures, we showed that
16

the precise topographical and chemical context presented by proteins and nanostructured
solutes can strongly influence their hydrophobicity in a manner that can not be captured
by additive approaches.
In particular, by studying hemi-cylindrical non-polar surfaces, we showed that concave nonpolar surfaces are more hydrophobic compared to flat or convex surfaces, as reflected in the
higher water compressibility, larger water density fluctuations, and easier cavity formation
in the vicinity of concave surfaces. The relative ease of displacing water from a concave
region suggests an important role for concave features (e.g., clefts or pockets) in binding to
hydrophobic solutes. Molecular details of water density fluctuations in a concave interfacial
region, and how they are coupled to an approaching ligand are also known to be important
in ligand binding kinetics (123).
The asymmetric dependence of hydrophobicity of non-polar surfaces on curvature implies
that introducing nanoscale topographical features on an otherwise flat non-polar surface
would increase its hydrophobicity. Such features may be integral parts of the structure of
proteins and other macromolecules, or they may appear fleetingly through conformational
changes of a flexible molecule or surface, suggesting that flexible non-polar surfaces ought
to be more hydrophobic than rigid ones. This expectation is consistent with the results of
Andreev et al. (5), who showed that flexible nanotubes are more hydrophobic, expel water
from their interior, and reduce the flow of water through them. Enhanced hydrophobicity as
a result of flexibility should also influence water phase behavior and evaporation rates under
non-polar confinement. Indeed, Altabet et al. have shown that water confined between
flexible non-polar surfaces is less stable and evaporates significantly faster relative to water
confined between the corresponding rigid surfaces (3; 4). We also showed that patches with
the same chemical composition but different geometrical arrangements, either on SAM
surfaces or on proteins, can display dramatically different hydrophobicities. Specifically,
we showed that hydrophilic sites are most effective in increasing the hydrophilicity of a
non-polar surface not when they are clustered together, but when they are separated from
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each other by one hydrophobic site. Favorable direct (electrostatic) interactions between
polar or charged sites and water can pin water molecules not only in direct contact with
the site, but also in subsequent hydration shells. Thus, polar sites separated by ∼ 1 nm
can pin water effectively in the region between them, and similarly, a polar or charged
site has a larger impact on hydrophobicity and interactions when placed at the center of
a hydrophobic patch instead of at its periphery. Such context dependence will play an
important role in protein engineering (for example, in engineering of antibodies to optimize
both affinity and specificity (65)) as well as in materials design.
Finally, our work suggests that context-dependent hydration of protein surfaces can be characterized effectively using water-density fluctuations and associated quantities. Such characterization captures many-body effects that are missing in additive models, which presents
an important advantage, especially with regards to developing predictive approaches. The
success of bioinformatic approaches in predicting protein structure from sequence has relied
on the availability of protein sequence-structure information in the protein data bank (10).
The sequence-structure relationship is non-additive and complex, similar to the relationship
between chemistry and topography, and hydrophobicity. If extensive data on the hydration
of diverse proteins were available, we speculate that data analytics approaches could be
applied to estimate the hydrophobicity of protein surfaces. Such information about hydration is not available in the protein data bank, which contains information about only
the strongly localized crystal waters. However, our approach using water-density fluctuations based characterization of hydrophobicity combined with advances in high performance
computing provides a route to developing an extensive ‘protein hydration data bank’, which
could not only support development of non-additive predictive approaches, but also help
efficient prediction of biomolecular interactions in complex systems.
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2.7. Materials and Simulation Details
2.7.1. hCNT systems
The hCNT was constrained with its axis aligned with the z−axis of the simulation box. Sizes
of hCNTs, simulation boxes, and additional details are given in Appendix. Carbon-water
interactions are Lennard-Jones type with σCO = 0.3275 nm and CO = 0.478 kJ/mol (59;
66)), which were scaled to study the effects of attractions as described in Appendix.
2.7.2. SAM systems
The construction of SAMs and the force-field parameters have been described in detail
previously (45). They comprise 10-carbon alkane chains terminated with hydrophobic (–
CH3 ) and hydrophilic (–OH) head-groups. SAMs used here have a cross-sectional area of 7
nm× 7 nm (with 224 total chains). Chemical patterns were created by replacing the –CH3
head-groups with –OH. A ∼4 nm thick slab of water containing 6464 water molecules was
used to solvate the SAM surface.
2.7.3. Hydrophobin-II
Hydrophobin-II was represented using the AMBER-94 force field (32) and solvated in a
periodic box of dimensions 6.3 × 6.3 × 6.3 nm3 with ∼8000 water molecules. Protein heavy
atoms were position constrained harmonically with a spring constant of 1000 kJ/mol/nm.
2.7.4. Simulation details
MD simulations were performed using GROMACS (50) with 3D periodic boundary conditions. The SPC/E water model (15) was used in all systems. The Leapfrog algorithm
with a time-step of 2 fs was used to integrate the equations of motion. Bonds involving hydrogens were constrained using the LINCS algorithm (49). Electrostatic interactions were
calculated using the particle mesh Ewald algorithm (37). Parameters for cross interactions
were calculated using the Lorentz-Berthelot mixing rules. Configurations were stored every
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1 ps for analysis.
2.7.5. INDUS calculations
Definitions and shapes of observation volumes and parameters of biasing potentials used
in the INDUS method (103) for nanotube, SAM, and protein surfaces are described in
Appendix. Each umbrella window was equilibrated for 1 ns, followed by a production run
of at least 3 ns. The unbiased distribution was calculated using the WHAM method (71).
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Figure 2.1: Water density fluctuations near SAM surfaces with uniform chemistry. (A)
a hydrophilic SAM surface with -OH head groups (left) and a hydrophobic SAM surface
with -CH3 head groups (right). Disk-shaped (2 nm radius) observation volumes, v, are
placed adjacent to the surfaces. (B) Free energies of the water density fluctuations in v as
a function of the number of water molecules in v. The fluctuations near hydrophilic surface
(blue) are in Gaussian statistics (black), while the fluctuations near hydrophobic surface
display a so-called ”fat tail”. This fat tail indicates the water molecules are easier to remove
near hydrophobic surface under perturbations. (C) The average number of water molecules
in v in response of a linear biasing force φ. While the response is linear for water near
hydrophilic surface, it features a sigmoidal behavior near hydrophobic surface. (D) The
free energy of creating a cavity in v is more than 3 times larger for the hydrophilic surfaces
compare to the hydrophobic surface.
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Figure 2.2: Visualizing how water dewet near SAM surfaces. (A) The susceptibility, derivative of hNv i, features a peak for water near hydrophobic surface (red). (B) Top view of the
simulation system for -CH3 SAM surface, the observation volume V (black dashed line) is
placed at the center. Water molecules are covering the whole surface, but not shown here
for clarity. (C) At the peak of the susceptibility, φ = 2 kJ/mol, a large cavity (orange) appears near hydrophobic surface and the averaged number of water molecules in v is dropped
below half of the bulk density (≈ 45). (D) In contrast, a much larger biasing force is needed
(φ = 8 kJ/mol) to bring hNv i down to 45 near hydrophilic surface. Even then, there are
only small cavities appear in v.
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Figure 2.3: Curvature at nanoscale is a significant factor in evaluating hydrophobicity of
surfaces. (A) A simulation snapshot showing a curved surface (carbon nanotube) and
the water molecules near the concave side (blue) as well as the convex side (red). (B)
Compressibility of water in the first hydration shell as a function of the surface curvature,
normalized by its value near a flat graphene sheet. (C) Comparing the free energies of the
water density fluctuations between concave and convex surfaces, (D) The cavity formation
free energies (− ln Pv (0)) indicate concave surfaces are more hydrophobic.
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hydrophobicity among 4 cases. (C) Simulations snapshots of the SAM-water interface z(x, y)
on n = 4, s = 0 SAM surface (space-filled). (D) Top views of the SAM-water surfaces colored
by z(x, y) showing different dewetting pathways for s = 0, 1, 2 SAM surfaces.
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Figure 2.5: Effect of different chemical patterns on a CH3 SAM surface with 7 -OH patches.
(A) Top views of the patterned SAM surfaces with different separations between the -OH
patches. A observation volume v with size 3 × 3 × 0.3 nm3 is placed on top of the -OH
patches for each surface. (B) The free energies of emptying v suggest distinctively different
hydrophobicity among 3 cases. (C) Top views of the SAM-water surfaces colored by z(x, y)
showing different dewetting pathways for s = 0, 1 SAM surfaces.
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Figure 2.6: Effect of a swap mutation on protein hydrophobin II. (A) Spacefill representations of wild-type hydrophobin II is shown on the left. Tow residues Leu-63 (iceblue) and
Asp-59 (red) were swapped to create the mutant on the right. (B) An observation volume v
covering the top side of both wild-type and mutant proteins. (C) The free energetics of the
water density fluctuations in v displays significant differences between the wild-type and
the mutant. (D) A comparison of the free energy of observing 5 water molecules showing
≈ 50kB T difference, indicating the mutant is more hydrophilic. (E) The differences of the
free energies in terms of the number of water molecules in v. (F) Simulation snapshots
display the shape and size of the cavity formed on the proteins at Nv ≈ 20.
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CHAPTER 3 : Sparse Sampling Method of Water Density Fluctuations
3.1. Introduction
An understanding of how water responds to complex surfaces, the density fluctuations in
bulk water and at interfaces in particular, has been shown to play a central role in the
description of hydrophobic effects (2; 8; 23; 45; 54; 55; 58; 62; 83; 90; 101; 102; 105; 106;
120; 131; 142). As many biomolecular (11; 70; 130) and other aqueous assemblies (87; 134)
are driven by hydrophobic effects. For example, the fact that Pv (N ), the probability of
observing N water molecules in a small observation volume (v . 1 nm3 ) is Gaussian (40;
58), has provided molecular-level information into the the pressure-induced denaturation
of proteins (57; 109; 135), as well as the convergence of protein unfolding entropies at a
particular temperature (40). On the other hand, Pv (N ) develops fat low-N tails for large
volumes (v & 1 nm3 ) in bulk water, and near hydrophobic surfaces, which is predicted by
the Lum–Chandler–Weeks (LCW) theory (83; 142) and verified by simulations (102; 105;
106; 113). These findings highlighted that water near hydrophobic surfaces is sitting at the
edge of a dewetting transition and sensitive to perturbations (28; 29; 79; 106; 111; 153),
suggesting that extended hydrophobic surfaces could facilitate the assembly and disassembly
of small hydrophobic solutes (105).
Furthermore, the enhanced low-N fluctuations near hydrophobic surfaces are suitable measure for the hydrophobicity (the strength of surface-water interactions) of the surface (62;
101; 102; 106). This fluctuations based measure is particularly useful in characterizing the
hydrophobicity of complex surfaces with molecular-level heterogeneities, where conventional
macroscopic measures (such as contact angle) fail (46). For rugged, heterogenous surfaces
such as those of proteins, the hydrophobicity depends not only on the chemistry of the
residues (2; 101; 106; 127), but also on the particular topography (34; 43; 92) and chemical
pattern (2; 6; 41; 52; 146) presented by the protein. In fact, it can depend non-trivially on
the specific combination of the two (42; 79; 117; 132; 153).
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Measuring water density fluctuations using small (e.g., methane-sized) volumes (2; 127) to
characterize the surface hydrophobicity can be achieved using equilibrium simulations (58;
147) The rare low-N fluctuations, however, occurs roughly exponentially with the size of
volumes. Thus measuring Pv (N ) for larger v requires computationally expensive biased
sampling techniques, such as umbrella sampling (22; 102; 104). In particular, the larger
the volume of interest, the larger the number of biased simulations required. As a result,
using large volumes, such as the hydration shells of entire proteins, to characterize surface
hydrophobicity would be very expensive. and prevents the use of more computationally
expensive treatments, such as including the polarizability of interfacial waters or electronic
structure effects.
The core ideas of the sparse sampling method is the estimation of Pv (N ) at a number
of sparsely separated N -values, rendering a roughly two orders of magnitude increase in
computational efficiency, as compared with conventional techniques, such as umbrella sampling or free energy perturbation. We circumvent the umbrella sampling requirement that
adjacent biased distributions must overlap by employing thermodynamic integration to estimate free energy differences between biased ensembles. Depends on the context, we can
choose either a linear biasing potential that enables efficient estimation of free energy differences between biased ensembles using averages that converge rapidly and require only
short simulations (101), or a harmonic biasing potential that ensures the sampling accuracy
for complex systems with multiple free energy basins (such as water near phase transition).
In the following sections, we first derive the central equations underlying our method, followed by details pertaining to the systems studied and the simulations employed. Then
we demonstrate how the method works using a small volume in bulk water, and apply
the method to characterize the hydrophobicity of interfaces. First, uniform self-assembled
monolayer surfaces, and then the entire hydration shell of the protein, ubiquitin. We then
discuss the underpinnings of the method’s efficiency and its limitations and analyze the reason behind the failure of linear potential using a analytical model, and illustrate how using
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a harmonic potential solves the problem. We then applied the harmonic sparse sampling
method on a large volume in bulk water, where the Pv (N ) is expected to have a nonGaussian behavior and is likely to be bimodal under a linear potential. Furthermore, we
will also test the method on an extreme case where water sits in a hydrophobic confinement,
where the corresponding free energy profile features a discontinuity (a kink) We are able to
adapt the method to fit in a few simulations with high biasing strength located near the
kink region and estimate the free energy difference between the simulations with different
biasing strength. Additionally, we note that the method presented here has some similarities compared to the Umbrella Integration (UI) method by Kästner and Thiel (68). But
there are important differences in the formulation and practical implementation between
the two methods. Finally, we conclude with a discussion of scenarios where the method
may find broader applicability.

3.2. Method and Theory
We are interested in characterizing the statistics of water density fluctuations in a volume,
v, of interest, which can be quantified by the probability, Pv (N ), of observing N water
molecules in v. In order to use molecular dynamics (MD) simulations to study the water
density fluctuations and avoid issues with discrete order parameter N , we use the coarsegrained number of water molecules, Ñ , to quantify Pv (Ñ ). The details of defining Ñ to be
strongly related to N can be found in ref. (104). The computation of Pv (Ñ ) over the entire Ñ
range requires non-Boltzmann sampling techniques, such as standard umbrella sampling, to
capture the rare density fluctuations that are highly improbable, and cannot be observed in
unbiased MD simulations. Such a detailed characterization of the water density fluctuations
exacts a steep computational cost, thereby limiting the level of the model that is employed
(e.g., ab initio vs classical MD) as well as the size of v for which Pv (Ñ ) can be characterized.
In a recent paper (150), we introduced a sparse sampling strategy. The strategy is capable
to estimate Pv (Ñ ) at a number of sparsely distributed Ñ -values, with a roughly 2 orders
of magnitude less computational cost compared to conventional umbrella sampling. The
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sparse sampling method starts with the standard result from umbrella sampling analysis,
Fv (Ñ ) = Fvλ̄ (Ñ ) − Uλ̄ (Ñ ) + Fλ̄ ,

(3.1)

where βFv (Ñ ) ≡ − ln Pv (Ñ ) is the free energy of observing Ñ water molecules in the
observation volume v; βFvλ̄ (Ñ ) ≡ − ln Pvλ̄ (Ñ ) is thus defined as the free energy associated
 
Q
to the biased probability distribution under Uλ̄ (Ñ ); βFλ̄ ≡ − ln Qλ̄0 is the free energy

difference between the biased and the unbiased ensembles, where Qλ̄ and Q0 are the partition

functions correspond to Hλ̄ and H0 respectively. Instead of using WHAM or MBAR to
compute βFλ̄ (72; 126; 129), which requires overlap between adjacent windows, the sparse
sampling method uses a thermodynamic integration of the derivative ∂Fλ̄ /∂ λ̄ = h∂Uλ̄ /∂ λ̄iλ̄ ,
to obtain Fλ̄ to within a constant.
3.2.1. Sparse Sampling with a Linear Biasing Potential
Here we illustrated the sparse sampling strategy using a linear biasing potential, Uφ (Ñ ) =
φÑ . such that the Hamiltonian of the whole system to be Hφ = H0 + Uφ (Ñ ). The biasing
potential Uφ (Ñ ) = φÑ is parameterized here by φ, so that λ̄ in Equation 3.1 can be replaced
with φ for this choice of the biasing potential, that is, λ̄ = {φ}:
Fv (Ñ ) = Fvφ (Ñ ) − Uφ (Ñ ) + Fφ ,

(3.2)

where βFvφ (Ñ ) ≡ − ln Pvφ (Ñ ) is the free energy associated to the biased probability distri 
Q
bution under Uφ (Ñ ); βFφ ≡ − ln Qφ0 is the free energy difference between the biased and

the unbiased ensembles, where Qφ and Q0 are the partition functions correspond to Hφ and

H0 respectively. Instead of using WHAM or MBAR to compute βFφ (72; 126; 129), which
requires overlap sampling between adjacent windows, the sparse sampling method uses a
thermodynamic integration of the derivative ∂Fφ /∂φ = hÑv iφ , where hÑv iφ is the ensemble
average of the coarse-grained number of water molecules inside the observation volume, v,
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under the biasing potential Uφ (Ñ ). Such that,

Fφ =

Z

φ

0

hÑv iφ0 dφ0 .

(3.3)

The integration is performed over a range of φ-values from zero (i.e., the unbiased system) to the particular φ-ensemble of interest. Increasing φ penalizes the presence of water
molecules in v; indeed, because ∂ 2 Fφ /∂φ2 = ∂hÑv iφ /∂φ = −βhδ Ñv2 iφ < 0, hÑv iφ decreases
monotonically as φ is increased. To illustrate how the method works, consider employing
Equation 3.2 for Ñ = hÑv iφ ,


Fv hÑv iφ



=

Fvφ



hÑv iφ



− φhÑv iφ +

Z

0

φ

hÑv iφ0 dφ0 .

(3.4)

Thus, from estimates of the average values, hÑv iφk , obtained from a series of biased simulations with potentials of strength, {φk }, the corresponding estimates of Fv (Ñ = hÑv iφk ) can
be readily obtained at k distinct Ñ -values. In addition to Fv (Ñ = hÑv iφk ), this method
can also be used to obtain estimates of Fv (Ñ ) in the vicinity of Ñ = hÑv iφk ; in particular,
using Equations 3.2 and 3.3, Fv (Ñ ) can be estimated for each Ñ -value sampled by any of
the biased simulations.
3.2.2. Simulation Detials
To study each of these systems, we use all-atom MD simulations using the GROMACS
package (51), suitably modified to incorporate the biasing potentials of interest. We perform biased simulations at different φ-values, and use our central Equation 3.4 to estimate
Fv (Ñ ) at sparsely separated Ñ -values. In all cases, a simulation box with periodic boundary
conditions was employed, and the leap frog algorithm (39) with a 2 fs time-step was used to
integrate the equations of motion. For the bulk water and SAM systems, the SPC/E model
of water was used (15), whereas the protein was hydrated using TIP4P water (64). The
short-range Lennard-Jones and electrostatic interactions were truncated at 1 nm, whereas
the long range electrostatic interactions were treated using the Particle Mesh Ewald algo-
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rithm (37). Bonds involving hydrogen atoms were constrained; the SHAKE algorithm (118)
was employed for the bulk water system, and the LINCS algorithm (49) was used for the
SAM and protein systems. In all cases, a constant temperature of 300 K was maintained
by using the canonical velocity-rescaling thermostat (18). For the bulk water system, the
pressure was additionally maintained at 1 bar using the Parrinello-Rahman barostat (100).
While the SAM and protein systems are simulated in the canonical ensemble, a buffering
water-vapor interface was employed to ensure that the system remains at coexistence pressure (89; 102; 104). Additional system specific details including those pertaining to the
placement of observation volumes are given below.
Bulk Water: The spherical observation volume is situated at the center of a cubic simulation
box with a side of length 6 nm.
SAM Surfaces: The simulation setup is similar to that used in ref. (105). The disk-shaped
observation volumes are placed adjacent to the SAM surfaces, with their axes perpendicular
of the surface. For the CH3 -terminated SAM surface, the observation volume is centered at
the first peak of the water density distribution in the direction perpendicular of the SAM
surface. For the OH-terminated SAM surface, the proximal edge of the observation volume
is placed at a location where the averaged density of the SAM heavy atoms drops below 2%
of the bulk water density.
Protein Hydration Shell: We used the CHARMM27 forcefield (86) to simulate ubiquitin,
which was hydrated by roughly 13,000 TIP4P water molecules (64). A 3 ns unbiased simulation was first run to equilibrate the hydrated protein. To ensure that protein atoms
remain in the observation volume, all protein heavy atoms are position restrained harmonically with a relatively soft spring constant of 1000 kJ/nm2 in each dimension. Each biased
simulation was then run for 3 ns. The first 100 ps is discarded as equilibration in response
to the biasing potential, and the subsequent 100 ps is used to estimate hNv iφ , whereas the
subsequent 2.9 ns were used to estimate hδNv2 iφ and to obtain accurate estimates of Pv (N )
using umbrella sampling in conjunction with WHAM. To obtain Pv (N ) using umbrella
sampling, several additional biased simulations are also needed to ensure overlap between
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adjacent biased distributions.

3.3. Small Volume in Bulk Water
Figure 3.1 illustrates the sparse sampling method for estimating Fv (Ñ ) using a small spherical volume, v, of radius, Rv = 0.5 nm, in bulk water (Figure 3.1A). v contains roughly
hÑv i0 ≈ 16 water molecules on average. Figure 3.1B shows how the average number of
waters in v, hÑv iφ , responds to the linear biasing potential, Uφ = φÑv . hÑv iφ decreases
monotonically as the strength of the unfavorable potential, φ, is increased; the decrease is
linear in the vicinity of φ = 0, but becomes more pronounced at larger φ-values. Integrating this response according to Equation 3.3, enables us to estimate the free energies, Fφ ,
of the biased ensembles relative to that of the unbiased ensemble (Figure 3.1C). Each of
the 3 terms that go into the estimation of Fv (Ñ ) using Equation 3.2 can then be readily
obtained at Ñ = hÑv iφ , and are shown in Figure 3.1D. The biased distribution free energies,
Fvφ (Ñ = hÑv iφ ), are small because typical water number distributions are peaked at their
means; consequently, Pvφ (Ñ ) is highest for Ñ = hÑv iφ , and βFvφ (Ñ ) ≡ − ln Pvφ (Ñ ) is correspondingly small at Ñ = hÑv iφ . The sparse sampled Fv (Ñ ) resulting from the addition of
the three terms in Figure 3.1D, displays a fat low-Ñv tail as shown in Figure 3.1E, and is
in excellent agreement with the exact Fv (Ñ ) obtained by umbrella sampling.
3.3.1. Obtaining Fv (Ñ ) in the vicinity of Ñ = hÑv i
In addition to estimating Fv (Ñ ) at Ñ = hÑv iφ using Equation 3.4, Fv (Ñ ) can be accurately
estimated at other well-sampled Ñ -values using Equations 3.2 and 3.3. In Figure 3.2, we
demonstrate this by calculating Fv (Ñ ) at three different Ñ -values each, for three of the
biased simulations shown in Figure 3.1. Figure 3.2A shows the biased distributions, Fvφ (Ñ ),
obtained at all the Ñ -values sampled from the biased simulations (dashed lines). Also
highlighted with symbols, are the Fvφ (Ñ )-values at three well-sampled Ñ -values, chosen
in the vicinity of Ñ = hÑv iφ . Using these Fvφ (Ñ )-values and the Fφ -values shown in
Figure 3.1C, the sparse sampled Fv (Ñ )-values obtained from the three biased simulations
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are shown in Figure 3.2b, and agree well with the umbrella sampling results. In principle,
Fv (Ñ ) can thus be estimated at every Ñ -value sampled in a biased simulation. However,
Ñ -values far from the mean, hÑv iφ , may be insufficiently sampled in practice, leading to
significant uncertainties in estimates of Fvφ (Ñ ), and correspondingly of Fv (Ñ ).

3.4. SAM-water Interfaces
The low-Ñ tail of water density fluctuations, estimated in the vicinity of a surface, is
expected to depend strongly on surface hydrophobicity, or the strength of surface-water
interactions (2; 45; 62; 83; 90; 101; 102; 105; 106; 113; 117; 120; 142). To illustrate that the
sparse sampling method can capture such marked differences in the respective Fv (Ñ ) profiles, here we use it to estimate Fv (Ñ ) in a cylindrical disk-shaped volume, v, adjacent to a
hydrophobic CH3 -terminated SAM surface (Figure 3.3A) and a hydrophilic OH-terminated
SAM surface; in both cases, v contains roughly hÑv i0 ≈ 120 waters on average. As shown in
Figure 3.3B, the simulated hÑv iφ -values decrease with increasing φ for both the SAM surfaces; however, the decrease in hÑv iφ is more rapid for the hydrophobic SAM surface. Using
these hÑv iφ -values in conjunction with Equation 3.4 allows us to estimate Fv (Ñ ) adjacent
to the two SAM surfaces, as shown in Figure 3.3C. While the sparse sampled estimates of
Fv (Ñ ) for the two SAM surfaces are very different from one another, they are nevertheless
in excellent agreement with the exact results obtained from umbrella sampling.
Fv (Ñ ) adjacent to the hydrophilic SAM surface is parabolic (black line) to a good approximation, consistent with the underlying density fluctuations being Gaussian. In contrast,
a marked fat tail in water density fluctuations is observed adjacent to the hydrophobic
SAM surface, in agreement with previous findings (102; 106; 142). Such a difference has
previously been demonstrated to arise from the fact that water near hydrophobic surfaces is
situated at the edge of a dewetting transition (106; 116). This difference is also reflected in
the sensitive response of interfacial water to perturbations, that is, in the sigmoidal decrease
in hÑv iφ with increasing φ (Figure 3.3B). In contrast, the Gaussian fluctuation adjacent to
the hydrophilic surface are associated with linear decrease in hÑv iφ (Figure 3.3B).
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It is clear that there is a correspondence between the functional forms of the free energetics
of water number fluctuations, Fv (Ñ ), and the corresponding response of the average water
number, hÑv iφ , to the strength of the potential, φ. In particular, if Fv (Ñ ) is known over the
entire range of Ñ -values of interest, hÑv iφ can be readily obtained at all values of φ through
reweighting (101). Indeed, the curves shown in Figures 3.3B and 3.3D were obtained in that
manner. In contrast, the sparse sampling method introduced above not only allows us to
perform the inverse operation, it does so with only a select few values of hÑv iφ ; that is,
given well-separated hÑv iφ estimates at a select few φ-values, the sparse sampling method
allows us to estimate Fv (Ñ ) at those Ñ = hÑv iφ -values.

3.5. Protein Ubiquitin
Water density fluctuations have previously been used to characterize the hydrophobicity of
regions within protein hydration shells, in volumes containing a few to roughly ten waters
on average. Here we leverage the efficiency of the sparse sampling method to estimate
water density fluctuations in the entire hydration shell of the protein, ubiquitin (PDB
ID:1UBQ (144)). As shown in Figure 3.4A, the observation volume is significantly larger
than that in the previous studies, and contains roughly 660 waters on average. In contrast
with the uniform SAM surfaces studied in the previous section, the protein–water interface is
chemically and topographically heterogeneous; such complexity influences the corresponding
water density fluctuations in a non-trivial manner (2; 62). Using our central Equation 3.4,
the response, hÑv iφ , to the biasing potential, φÑv , shown in Figure 3.4B, can readily be
transformed into the free energy, Fv (Ñ ). As shown in Figure 3.4C, Fv (Ñ ) thus obtained is
once again in excellent agreement with the umbrella sampling results, albeit at a fraction
of the computational cost.
Interestingly, the fluctuations display a marked low-Ñ fat tail relative to Gaussian statistics
(black line), suggesting the presence of extended hydrophobic regions in the hydration shell
of ubiquitin. Indeed, ubiquitin is known to have a hydrophobic patch, which facilitates its
targeting of proteins for proteasome degradation.We note certain commonalities between
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our results and reports of percolation transitions on partially hydrated protein surfaces. It
has been shown that when proteins are hydrated with insufficient waters to form a complete
protein hydration shell, an inter-connected network of waters appears abruptly over a narrow
range of hydration levels (33; 98; 128). When a protein is partially hydrated, its hydration
waters are essentially in vacuum; in contrast, the hydration shell waters in our simulations
are surrounded by and interact with other waters. However, in both cases, a collective (percolation or dewetting) transition is facilitated by a competition between protein-water and
water-water interactions, with the protein providing a heterogeneous surface that displays
a wide range of surface chemistries and thereby protein-water interaction strengths.

3.6. Efficiency and Limitations of the Method
We note that Fv (Ñ ), shown in Figure 3.3C, was obtained using 10 simulations run for
0.2 ns per simulation (including equilibration in response to the biasing potential) for a
total simulation time of 2 ns. In contrast, the exact umbrella sampling results employed 28
windows run for 3 ns per window for a total simulation time of 84 ns. Thus, a dramatic
speed-up in computational efficiency can be achieved if only sparse estimates of Fv (Ñ ) are
desired. At the heart of this remarkable efficiency of the method is the fact that not just
fewer, but shorter simulations are needed. Because hÑv iφ decreases monotonically with φ,
and can even be linear in φ, Fφ can be estimated accurately with estimates of hÑv iφ at
only a few φ-values. Additionally, because the averages, hÑv iφ , are typically dominated by
the most probable regions of the underlying unimodal biased distributions (Figure 3.2A),
they converge rapidly, and short simulations are sufficient to accurately estimate them.
To further understand the source of the method’s efficiency and for details on how to
implement it optimally (for example, how to adaptively pick the set of φ-values for running
biased simulations), the reader is referred to ref. (101).
The efficient estimation of hÑv iφ relies on the most probable region(s) of the corresponding
biased Ñv -distribution being well-sampled; this is readily achieved when the distribution
is unimodal. Because accurate estimates of hÑv iφ are required at a number of φ-values
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in order to obtain Fv (Ñ ) accurately, it is important that every biased Ñv -distribution be
adequately sampled. While this is true for the results shown in Figures 3.1 – 3.3, it may
not always be the case. To better illustrate the case where a linear potential works or not,
we use two analytical model Pv (N )s: a Gaussian model and a purposely designed two basin
model.
Using the Gaussian model Pv (Ñ ) (dashed curve in Figure 3.5A), we can readily estimate
Pvφ (Ñ ) by standard reweighting technique, which enabling us to estimate the hÑv iφ -values.
As shown in Figure 3.5B, the computed hÑv iφ decreases monotonically with φ. Because
the slope, ∂hÑv iφ /∂(βφ) = −hδ Ñv2 iφ , is bound to be negative, due to the fact that the variance, hδ Ñv2 iφ , is always positive. Therefore, only a few simulations is required to estimate
Rφ
the integral, Fφ = 0 hÑv iφ0 dφ0 , which is the area under the hÑv iφ curve. Furthermore,
since only the mean, hÑv iφ , is needed from each biased distribution Pvφ (Ñ ), only short
simulations (100 to 200 ps) are required(101). In this way, we circumvent the overlapping
requirement and enable a efficient estimation of a sparse sampled Fv (Ñ ) at roughly two
orders of magnitude less computational expenses. As shown in Figure 3.5C, we only need
8 simulations to accurately estimate the overall free energy landscape of a Gaussian Fv (Ñ )
with around 3600 water molecules in the basin.
On the other hand, we designed a analytical model that is bimodal under certain biasing
strength φ0 ,
Fv (Ñ ) = κ0 (Ñ − 500)2 (Ñ − 3300)2 − φ0 Ñ

(3.5)

where βκ0 = 10−10 and βφ0 = 1, so that the resulting mean and variance in the liquid basin
is similar to a 3 nm spherical volume in bulk water, which will be discussed in the following
section. The model has with roughly the same mean and variance as that of the Gaussian at
the high-Ñ basin, but the Fv (Ñ ) of this model has a significant larger variance towards the
low-Ñ region (i.e. a fat tail) compare to the Gaussian, as shown in Figure 3.5A. As a result,
the hÑv iφ -values sharply decrease within a narrow range of φ, as shown in Figure 3.5B.
In this case, the sparsely selected φ values are not likely to capture the precise position
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where the hÑv iφ starts to drop, which leads to a larger error in the free energy estimations.
Furthermore, the intermediate Ñ states within this narrow range of φ values are not likely
to be sufficiently sampled, resulting in an incomplete profile of the sparse sampled Fv (Ñ ),
as observed in Figure 3.5C.
In order to circumvent this limitation of the method, we first discuss the properties of
Fvφ (Ñ ) that leads to bimodal biased distributions. The extrema of the biased free energy,
Fvφ (Ñ ) = Fv (Ñ )+φÑ −Fφ , will be the solutions of ∂Fvφ (Ñ )/∂ Ñ = 0, or ∂Fv (Ñ )/∂ Ñ = −φ.
A unimodal biased distribution means only one minimum in the free energy of the whole
Ñ range, indicating that there should be only one solution to ∂Fv (Ñ )/∂ Ñ = −φ. For
a Gaussian Fv (Ñ ), the derivative is a straight line since the curvature is constant for all
Ñ values, assuring only one intercept to all φ values (Figure 3.5D). Therefore, the biased
distributions of the Gaussian are expected to be all unimodal, as shown in Figure 3.5E.
In contrast, the analytical model of Equation 3.5 has an inflection, and so its derivative
is non-monotonic. As shown in Figure 3.5D, this non-monotonic form of the derivatives
allows for the possibility of three intercepts for a range of φ-values around 1 kB T , that is,
for three solutions to ∂Fv (Ñ )/∂ Ñ = −φ. For this range of φ-values, the biased distribution
exhibits two minima and a maxima, that is two basins separated by a barrier, as shown in
Figure 3.5F. We conclude that for a system with non-monotonic ∂Fv (Ñ )/∂ Ñ as function of
Ñ , the biased distributions with linear potentials could be bimodal at some φ values. For
these systems, the sparse sampling method cannot be coupled by linear potential to obtain
accurate estimates of Fv (Ñ ).

3.7. Extending the Sparse Sampling Method to Systems near Coexistence
As discussed in the previous section, the efficiency of the sparse sampling method relies
on having unimodal biased distributions. While this requirement limits the use of a linear
biasing potential, Uφ (Ñ ) = φÑ , for studying systems near coexistence, it may nevertheless
be possible to use a different form of the biasing potential to satisfy the unimodal biased
distribution requirement. In particular, consider a parabolic potential, Uκ,N ∗ (Ñ ) = κ2 (Ñ −
37

N ∗ )2 . The system Hamiltonian then becomes Hκ,N ∗ = H0 + Uκ,N ∗ (Ñv ) and according to
Equation 3.1 (with λ̄ = {κ, N ∗ }), the free energetics of Ñv in the absence and presence of
the biasing potential can be related using:
∗

Fv (Ñ ) = Fvκ,N (Ñ ) − Uκ,N ∗ (Ñ ) + Fκ,N ∗
∗

(3.6)

∗

where βFvκ,N (Ñ ) ≡ − ln Pvκ,N (Ñ ) is the free energy associated to the biased probability


Qκ,N ∗
∗
∗
is the free energy difference between
distribution under Uκ,N (Ñ ); βFκ,N ≡ − ln
Q0

the biased and the unbiased ensembles, where Qκ,N ∗ and Q0 are the partition functions
correspond to Hκ,N ∗ and H0 respectively. Once again, for the underlying biased distribution
∗

to be unimodal, ∂Fvκ,N (Ñ )/∂ Ñ = 0 ought to have only one solution. Correspondingly,
∂Fv (Ñ )/∂ Ñ = −∂Uκ,N ∗ (Ñ )/∂ Ñ = −κ(Ñ − N ∗ ) should have only one solution. Using the
analytical model of Equation 3.5, in Figure 3.6A, we illustrate how this can be achieved
using a parabolic potential. In particular, for a biasing potential with a sufficiently large
value of κ, we see that lines corresponding to −∂Uκ,N ∗ (Ñ )/∂ Ñ = −κ(Ñ − N ∗ ) intersect
∂Fv (Ñ )/∂ Ñ only once. Contrast this with the corresponding lines of zero slope for the linear
biasing potential, that is, −∂Uφ /∂ Ñ = −φ ≈ −1 kB T , seen in Figure 3.5D, which intersect
with the ∂Fv (Ñ )/∂ Ñ -curve at multiple places. A harmonic potential with a sufficiently
large κ-value thus offers a way to ensure that the biased distributions will be unimodal, as
shown in Figure 3.6B.
The mean of such unimodal biased distributions, hÑv iκ,N ∗ , can then be readily evaluated
using short simulations. For the analytical potential of Equation 3.5, we can estimate
∗

Fvκ,N (Ñ ) using standard reweighting techniques, enabling us to estimate hÑv iκ,N ∗ -values,
which are plotted in Figure 3.6C for a range of N ∗ . We then illustrate the use of Equation 3.6 to estimate Fv (Ñ ) at these hÑv iκ,N ∗ -values. Off the terms on the right hand side of
∗

Equation 3.6, the biased distribution free energy, Fvκ,N (Ñ ), of observing Ñ coarse-grained
water in v, can be directly obtained from the biased simulations, whereas the biasing potential Uκ,N ∗ (Ñ ) is known analytically. The corresponding results are shown in Figure 3.6D.
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The third term, Fκ,N ∗ , is the free energy difference between the biased simulations and
the unbiased simulation, and in the spirit of the sparse sampling approach, it will be evaluated using thermodynamic integration. A convenient way to sample the entire range of
Ñ -values is to adopt one κ value for all biased simulations, and use j different N ∗ values,
{Nj∗ }. For this scenario, we can split the third term from Equation 3.6 into two parts,
Fκ,N ∗ = Fκ + FN ∗ , where Fκ is the free energy of turning on the biasing potential at a fixed
N ∗ -value, N ∗ = N0 , by increasing κ0 from 0 to κ, and FN ∗ is the free energy of subsequently
changing N ∗ away from N0 while keeping κ constant. The two free energies are then given
by:
1
Fκ =
2
and
FN ∗ = κ

Z

κ

0

Z

(hÑv iκ0 ,N0 − N0 )2 dκ0 ,

N∗

N0

(N ∗ 0 − hÑv iκ,N ∗ 0 )dN ∗ 0

(3.7)

(3.8)

In fact, given that Fκ does not depend on N ∗ and is the same for all the biased ensembles,
it is not necessary to estimate Fκ , which only shifts the unbiased free energy profile, Fv (Ñ ),
by a constant. A convenient choice for N0 that we adopt here is N0 = Nliq , the number of
waters in v with the system in the liquid basin.
As shown in Figure 3.6C, hÑv iκ,N ∗ monotonically increases as a function of N ∗ , since the
slope, ∂hÑv iκ,N ∗ /∂N ∗ = βκhδ Ñv2 iκ,N ∗ , is proportional to the variance hδ Ñv2 iκ,N ∗ , which is
always positive. However, while hÑv iκ,N ∗ changes monotonically with N ∗ , the integrand
in Equation 3.8 does not (Figure 3.6E), in contrast to the situation with a linear biasing
potential. Additional care must be exercised in the choice of N ∗ -values to ensure that the
functional form of the integrand has been adequately captured. We perform the integral
and the results are shown in Figure 3.6E, which provides with Fκ,N ∗ to within a constant.
Combining all the three terms, we can finally obtain the sparse free energies at several
hÑv iκ,N ∗ values, according to Equation 3.9. Figure 3.6G highlights that the sparse sampling
method with the harmonic potential is capable of accurately reproducing the free energy,
Fv (Ñ ).
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A crucial aspect of being able to successfully implement the sparse sampling method using
the harmonic potential is to choose an appropriate value of κ. If κ is too small, the biased
∗

distributions, Pvκ,N (Ñ ), may still be bimodal. An exceedingly large value of κ, however, is
also not judicious. A detailed discussion of the optimal choice of κ is included in the SI. In
addition, while the use of harmonic potentials enables us to generalize the sparse sampling
approach to systems near coexistence, it also makes the integrands in Equation 3.8 no longer
monotonic. This necessitates care in the choice of N ∗ -values, in order to ensure that the
function form of the integrands is captured accurately. We propose doing this in an adaptive
fashion, which will be illustrated in the next section. It is also worth to note that using
only one κ value for all the simulations is not necessary. In section 4, we will illustrate a
situation where the use of multiple κ-values proves to be fruitful, where Fκ will need to be
estimated explicitly besides FN ∗ .

3.8. Fluctuations in a Large Volume in Bulk Water
Here we apply the sparse sampling method using harmonic potentials to study the water
density fluctuations in a Rv = 3 nm spherical observation volume, which contains roughly
3700 water molecules on average, as shown in Figure 3.7A. To implement the method in
practice, we simulate 7 different biased ensembles with the same κ but different N ∗ , from
the sparsely selected and equally spaced set of {Nj∗ }. For each ensemble, we evaluate the
average number of water molecules hÑv iκ,Nj∗ , and use Equation 3.6 to estimate the sparse
sampled free energy Fv (Ñ = hÑv iκ,Nj∗ ):
Fv (Ñ = hÑv iκ,N ∗ ) =

∗
Fvκ,N (Ñ

κ
= hÑv iκ,N ∗ )− (hÑv iκ,N ∗ −N ∗ )2 +κ
2

Z

N∗

N0

(N ∗ 0 −hÑv iκ,N ∗ 0 )dN ∗ 0
(3.9)

Although we will only illustrate the sparse sampled free energy at Ñ = hÑv iκ,Nj∗ , Fv (Ñ )
can actually be evaluated at all the Ñ values sampled in the biased simulations. A concrete example of estimating Fv (Ñ ) at multiple Ñ values is included in Figure 3.2, and the
underlying principle applies here. The 8 simulated hÑv iκ,N ∗ -values decrease monotonically
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with decreasing N ∗ , as shown by the black crosses in Figure 3.7B. However, the integrands
in Equation 3.9, N ∗ 0 − hÑv iκ,N ∗ 0 , displays a complicated pattern. In particular, the three
points with the highest-N ∗ values (Figure 3.7C) forms a valley, where the second point sits
at the minimum and the slope suddenly changes from positive to negative as we decrease
N ∗ . This indicates some important features might present in the region, which are not sufficiently captured by only three points. In fact, if we go ahead and use these 7 simulations
with Equation 3.9 to obtain the sparsely estimated Fv (Ñ ) (orange crosses in Figure 3.7D),
which is in a reasonable agreement with the exact Fv (Ñ ) by umbrella sampling, but with a
roughly 15% error in the free energies.
Based on the observations on the integrands, we choose to add 2 more simulations on each
side of the simulation with the second highest N ∗ -value, effectively decreasing the spacing
between adjacent simulations in this region. As a result, we obtain a more detailed curve
of the integrands with a total of 11 points, as shown by the blue circles in Figure 3.7C. The
sparse sampling free energy, Fv (Ñ ), is then computed again, according to Equation 3.9.
As shown in Figure 3.7D, the sparse sampled results with 11 simulations (blue circles) are
in excellent agreement with the exact results obtained from umbrella sampling, showing a
significant improvement brought by the 4 additional short simulations. We thus recommend
inspecting the integrands as a function of the corresponding parameter (in this case, N ∗ )
for every system simulated, and filling any large gap presented with additional simulations.
We also not that the exact Fv (Ñ ) is obtained using 147 1-ns-long simulations for a total
simulation time of 147 ns, whereas the sparse sampling Fv (Ñ ) in Figure 3.7D only takes 11
200-ps-long simulations for a total simulation time of 2.2 ns. Therefore a major increase in
the computational efficiency is achieved by using the sparse sampling method.
3.8.1. Non-classic Features of the Fv (Ñ )
The formation of vapor bubbles in bulk water has been studied in ref. (53) by Huang and
Chandler. The authors suggest that the free energetics of a large vapor bubble formation
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could be predicted by a macroscopic interfacial theory:

r
Fth (r) = 4πr2 γ − 3kB T ln 1 −
+ ∆P V
R

(3.10)

where R = 3 nm is the radius of the volume v, r is the radius of the vapor bubble created
inside the volume v, V is the volume of the vapor bubble, γ is the water-vapor surface
tension, and ∆P is the difference between the system pressure and the coexistence pressure
at 300 K.
We have computed the Fv (Ñ ) of a large spherical volume, R = 3.0 nm, in the previous
section. To gain a better understanding of relating the our computed Fv (Ñ ) to the macroscopic theory, here we visualize the creation of vapor bubbles inside volume v as we go from
high-Ñ liquid basin to low-Ñ region, by calculating the instantaneous interfaces that encompass the region where cavity forms. The detailed algorithm of this interface calculation
can be found in ref.(148). In Figure 3.8A-D, vapor bubbles start to form around Ñ = 3200
and grow as roughly a spherical bubble upon decreasing Ñ . To quantitatively characterize
the shape and size of the vapor bubbles, we assume the vapor bubbles are spherical and
relate the size r to the coarse-grained number of water inside the volume v by the equation
πr3
πR3

=

Ñliq −Ñ
,
Ñliq

where R = 3 nm is the radius of the volume v, and Ñliq is the number of

water inside the volume at liquid basin. Therefore, the volume V = 43 πr3 and the surface
area A = 4πr2 can be analytically predicted as a function of Ñ , as shown by the lines in
Figure 3.8. The predicted volume and surface area agree well with the simulation data,
except for the region near liquid basin, which suggests the shape of the vapor bubbles are
indeed spherical and the size can be well-predicted at low-Ñ region.
Thus we fit the macroscopic theory, Equation 3.10, to the low-Ñ region of our simulated
Fv (Ñ ) via a single fit parameter γ. The fit result is shown as the black dash line in
Figure 3.8F, G, with fitted γ = 54.4 mJ/m2 , which agrees well with the reported value of
our water model γSPC/E = 63.6 mJ/m2 (143). The macroscopic theory describes the low-Ñ
regions well, but fail to describe the liquid basin, nor does it capture the kink at around
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Ñ = 3300. In fact, the creation of a vapor bubble can be seen as a hydrophobic hydration
of a cavity in bulk water, which is known to have distinctive behavior at microscopic and
macroscopic length scales (23). At macroscopic length scale (r > 1 nm), the free energetics
are governed by interfacial physics, namely the surface tension and the water-vapor interface
area. This is the reason that Equation 3.10 fits well with the simulation data at low-Ñ
region. At microscopic length scale (r < 1 nm), however, the water density fluctuations
obey the famous Gaussian statistics (83). In deed, we can fit the simulation data near the
liquid basin to a Gaussian, as shown by the green dashed line in Figure 3.8G. The kink
in the Fv (Ñ ) thus signals a transition from the microscopic Gaussian fluctuation to the
macroscopic interfacial physics.
3.8.2. Pressure Dependence of the Fv (Ñ )
The macroscopic free energy, Fth , under different system pressures can also be obtained
according to Equation 3.10. In a similarly fasion, we can also reweight the simulated Fv (Ñ )
to different pressures. Both the macroscopic (dashed line) and the simulated Fv (Ñ ) (solid
lines) under various pressures are shown in Figure 3.9A. As the pressure decreases, the
low-Ñ tail (vapor state) of the Fv (Ñ ) becomes increasingly more favorable. At sufficiently
low pressure (-1600 bar), the barrier from liquid to vapor transition disappears, resulting
in a spontaneous cavitation. If we take a closer look to the free energies near the liquid
basin (Figure 3.9B), its clear that the barrier from liquid to vapor transition disappears at
∆P = −1600 bar (light blue), while the barrier predicted by theory (black) still pertains. In
Figure 3.9C, we quantitatively show that the simulated barrier for liquid to vapor transition
are vanishing significantly faster to what macroscopic theory predicts, upon decreasing
pressure. This indicates the water density fluctuations near the liquid basin, which are
not captured by the macroscopic theory, facilitates the formation of the vapor bubbles and
lowers the free energy barrier. Based on the free energy profiles, we can derive the pressure
hysteresis curve for liquid to vapor and vapor to liquid transitions (Figure 3.9D). In contrast
to the macroscopic theory, the simulations data inform us that the spontaneous cavitation
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of this spherical volume v is possible under a sufficiently low pressure. Note that although
we use the exact Fv (Ñ ) to illustrate the results, a sparse sampled Fv (Ñ ) (as shown by
all the points in Figure 3.9) is sufficient to derive all the conclusions we described in this
section.

3.9. Water in Hydrophobic Confinement
Water density fluctuations in hydrophobic confinement is shown to undergo collective dewetting and adopt non-classical pathways. For example, a recent publication (108) shows
that the water density fluctuations near nano-textured hydrophobic surfaces lead to a nonclassical dewetting pathway and lower dewetting barrier, which paves the way for designing
robust superhydrophobic surfaces that can spontaneously dewet at challenging conditions.
In another example (116), the dewetting pathway between two hydrophobic plates is also
shown to be non-classical, which has an important implication on various hydrophobically
driven assemblies. In both cases, we encounter kinks (sharp changes in slope) in the free
energetics in water density fluctuations, which indicates a non-classical transition of system
morphologies. Such kinks are the most interesting regions of the free energy profiles, where
extra care must be taken to ensure correct sampling.
Here we illustrate how to properly sparse sample the water density fluctuation in a system
with two square hydrophobic plates, roughly 4 nm by 4 nm in size, separated by 1.6 nm.
The observation volume v is placed between the plates to monitor the water density fluctuations in confinement of the two plates (Figure 3.10A). The free energy profile, Fv (Ñ ),
for this system features a kink around Ñv = 509, as shown in Figure 3.10B. We choose
βκ = 0.016 based on the rule of thumb we defined in the SI, while we have no issues in
sampling most of the Ñ regions, the sampilng near the kink region can be problematic. As
shown in Figure 3.10C, while the biased distribution for N ∗ = 505 (green) barely maintains unimodal, the biased distribution for N ∗ = 495 is clearly bimodal. This bimodal
distribution thus introduces some errors when performing the thermodynamic integration
(Equation 3.8), resulting in a discrepancy between the sparse sampling and the exact Fv (Ñ )
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(Figure 3.10B). We note that despite the sampling error near the kink region, the overall
estimates from sparse sampling are still fairly reasonable. To further improve the estimations and accurately sample the region near the kinks, we need the assistance of a much
stronger biasing strength (i.e. a large κ) to force the biased distributions around the kink
region to be unimodal. Since the region of such kinks are restricted within a narrow range
of N-values, only adopting a high κ value for the simulations near this region while using
the usual κ value for the rest is desirable. The κ and N ∗ we adopted for all the simulation
windows are listed in Figure 3.10D. Particularly, we use the βκ = 0.032 for the simulation
with N ∗ = 495, and βκ = 0.048 for the simulation with N ∗ = 505. The resulting biased
distributions are shown in Figure 3.10E, where both distributions are now unimodal. The
free energy difference between the biased windows with same κ can again be computed
using Equation 3.8. For simulations with different κ values, however, we utilize a similar
but more complicated thermodynamic integration to estimate the free energy difference.
The details of this estimation are discussed in the SI. The final sparse sampling Fv (Ñ ),
obtained by adding the higher κ simulations in the kink region, agrees very well with the
exact result from umbrella sampling. We note that the total computational cost for the
sparse sampling method here is roughly 3 ns (12 simulations, 200 300ps each), while the
exact result costs nearly 230 ns (38 simulations, 6 ns each). Once again, we have achieved
a drastic improvement in computational efficiency.

3.10. Discussion and Outlook
By circumventing the umbrella sampling requirement of overlap between adjacent biased
distributions, and instead using thermodynamic integration to estimate free energy differences between the biased and unbiased ensembles, the method presented here enables
sparse sampling of the free energetics of water density fluctuations, Fv (Ñ ). Furthermore, a
judicious choice of the functional form of the biasing potential, that is, one which is linear
in the order parameter of interest, Ñv , enables estimation of Fv (Ñ ) in a computationally
efficient manner. The low-Ñ behavior of Fv (Ñ ) serves to characterize the hydrophobicity
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of complex surfaces with nanoscale heterogeneities, such as those presented by proteins;
here, we use the method to characterize Fv (Ñ ) in a large volume, constituting the entire
hydration shell of the protein, ubiquitin. Such a characterization of protein hydration shells
not only provides an overall measure of protein hydrophobicity, but also quantifies the free
energy required to displace water molecules from the protein hydration shell, which could
inform its propensity to bind hydrophobic ligands (38). In addition to facilitating characterization of Fv (Ñ ) in large volumes, the efficiency of our method may also enable estimation
of Fv (Ñ ), using more detailed treatments of water in the bulk or at interfaces, which are
inherently expensive form a computational standpoint. Such treatments include force fields
that explicitly account for molecular polarizability (74), or ab initio molecular dynamics
simulations, which incorporate electronic structure effects (112).
The method presented here is fairly general, and can be readily generalized to other order parameters besides Ñv as well as to higher dimensions. A straightforward generalization of the
method could facilitate characterization of the free energetics of concentrations (as opposed
to number density) fluctuations in multi-component aqueous solutions and mixtures.Biasing
potentials that couple linearly to an order parameter of interest are also employed in a variety of other contexts; examples include constant electrostatic potential simulations used
to study charge fluctuations in capacitors (78), simulations that bias trajectory space using
a dynamical order parameters such as activity (36), and alchemical methods for estimating binding free energies (27; 94). While free energy perturbation is typically employed
in alchemical calculations to estimate the free energy differences between the ensembles of
interest, the method introduced here could additionally provide the statistics of the energy
differences between those ensembles; an understanding of such statistics may further inform
optimal strategies for accurately and efficiently estimating the corresponding free energies.
Such an understanding may also lead to the development of analytical expressions for the estimation of free energies. Due to the dramatic increase in computational efficiency that the
method provides, we believe that it will also be well-suited for the characterization of free
energies in multiple dimensions, wherein ensuring overlap in all order parameters becomes
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very expensive, and increases exponentially with the number of dimensions. In particular,
the method may find use in the characterization of two-dimensional free energetic landscapes
that serve as a starting point for recent spatial coarse-graining schemes (80).
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Figure 3.1: Measuring the free energetics of water density fluctuations in a spherical volume
with radius, Rv = 5 Å, using the sparse sampling method with linear potential, φ. (A) The
observation volume v is placed in bulk water. (B) hÑv iφ , the average number of water in v as
a response of φ is obtained directly from biased simulations. (C) The free energy difference
between the biased and unbiased ensembles, Fφ , as a function of φ, estimated by integrating
hÑv iφ over φ. (D) The three components of βFv (Ñ ). (E) The water density fluctuations
obtained by sparse sampling (blue circles) agree well with the exact free energies computed
by umbrella sampling, not only in the Gaussian fluctuations (black line) near the liquid
basin, but also in the low-Ñ fat tail region.
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Figure 3.2: Computing Fv (Ñ ) for all sampled Ñ -values (in addition to Ñ = hÑv iφ ). (A) The
free energetics of Ñ -fluctuations obtained from three biased simulations (βφ = −1.2, 1.6, 2.4)
are shown (dashed lines). Three representative Ñ -values in the vicinity of Ñ = hÑv iφ are
highlighted for each biased distribution (symbols). (B) Fv (Ñ ) is estimated at each of these
Ñ -values using Equations 3.2 and 3.3, and agrees well with the exact results obtained by
umbrella sampling.

160
120

w

CH3 exact
OH exact
CH3 sparse
OH sparse

80

0

400
300
200
100

40

Rv

C
Fv (Ñ )
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Figure 3.3: Using sparse sampling strategy to evaluating the water density fluctuations on
self-assembled monolayer (SAM) surfaces. (A) Simulation snapshot of the surface-water
interface on a CH3 -terminated SAM surface (cyan, space-filled), with water molecules
(red/white) on top. A disk-shaped observation volume, v, with radius Rv = 2 nm and
thickness w = 0.3 nm is positioned adjacent to the SAM surface. (B) The responses of
the average number of waters, hÑv iφ , are distinctively different according to the surface
hydrophobicity. While hÑv iφ gradually and linearly decreases near the hydrophilic (OHterminated) SAM, it features a sigmoidal behavior near the hydrophobic (CH3 -terminated)
SAM. (C) The difference in the surface hydrophobicity also give rise to an apparent contrast
in the free energetics of the interfacial water density fluctuations, Fv (Ñ ). The fluctuations
near the hydrophilic SAM (blue) is Gaussian (black) while that near hydrophobic SAM
(red) develops a low-Ñ fat tail. Again, the sparse sampling results (circles) agree with well
with those obtained from umbrella sampling (line).
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Figure 3.4: Estimating the free energetics of water density fluctuations in the entire hydration shell of protein hydrophobin II. (A) Protein hydrophobin (spacefill) solvated in water
(red/white), where the non-polar residues colored in white, polar and charged residues colored in blue. Water molecules in the hydration shell (grey), v, are shown as sticks. (B)
The response of the average number of waters, hÑv iφ , in the protein hydration shell to
the strength of the biasing potential φ. The response is roughly linear for βφ < 1.5 but
sigmoidal given larger perturbation φ, suggesting the presence of a hydrophobic patch on
this protein surface. (C) A marked fat tail at low-Ñ region is displayed in the free energy,
βFv (Ñ ), comparing to the Gaussian fluctuations (black). The sparse sampled free energies
(blue circle) are in excellent agreement with the results obtained by umbrella sampling (red
line), while with a 40-fold reduction in computational cost.
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Figure 3.5: Illustrating the applications of the sparse sampling method with linear potential.
(A) A parabolic free energy profile (black), Fv (Ñ ), with only one basin, and a bistable Fv (Ñ )
(red) are used here for comparison. Both profiles have the same free energy minimum
and curvature in the liquid basin (high Ñ values), but the bistable one deviates from
the Gaussian significantly at lower Ñ values. (B) The response of the average number
of waters, hÑv iφ , to the biasing strength φ is linear for the uni-basin parabolic Fv (Ñ );
in contrast, the hÑv iφ drops sharply over a narrow range of φ for the bistable one. All
results are obtained by standard reweighting techniques. (C) The sparse sampled Fv (Ñ )
values (circles) accurately capture the functional form of the profile over its entire range;
however, for the bistable Fv (Ñ ), the sparse sampling results (red circles) fail to describe the
entire range of the profile, leaving a significant gap between the low-Ñ and high-Ñ regions.
(D) The intersections between the derivatives of Fv (Ñ ) and the negative of the biasing
strength, −φ, indicates whether the biased free energy profile, Fvφ (Ñ ), is bistable. While
a single intersection means that the corresponding Fvφ (Ñ ) is unimodal, whereas multiple
(three) intersections indicate a bimodal distribution. (E) The biased free energy profiles,
Fvφ (Ñ ), for the Gaussian profile at βφ = 1.0, 1.7, 2.4 are all unimodal. (F) On the other
hand, the biased free energy profiles for the bistable profile at βφ = 1.0 (purple) has two
basins as expected from panel D. This bimodal distribution affects the accurate sampling
of hÑv iφ and results in the gap in the intermediate Ñ values.
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Ñ

F

1200

300

1200

1000

1200 2400 3600
Ñ
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Figure 3.6: Illustrating sparse sampling strategy with a harmonic potential on the bistable
Fv (Ñ ) in Figure 3.5A. (A) For harmonic biasing potentials with sufficiently large κ, only
one intersection is observed between the derivative of the Fv (Ñ ) and the derivatives of
the harmonic potentials. (B) The biased free energy profiles are unimodal, as suggested
by panel A. (C) In contrast with the linear method, the response of the average number
of waters, hÑv iκ,N ∗ , to φ is much smoother, and uniformly spans the whole range of Ñ
values. The slopes of the response remains roughly constant. (D) The first two components
∗
in Equation 3.1, showing the biasing potential (orange) and Fvκ,N (Ñ ) obtained from the
biased distributions (purple). (E) The integrands to obtain the free energy difference, FN ∗ ,
between biased and unbiased simulations (to within a constant, Fκ ), which is shown in panel
F. (G) The sparse sampling results (blue circles) using the harmonic potential accurately
reproduces the shape of the bistable free energy profile (red).
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Ñ

Figure 3.7: Applying the harmonic sparse sampling strategy on a large spherical volume in
bulk water. (A) A simulations snapshot of the part of the simulation box highlighting the
spherical observation volume v with radius Rv = 3 nm. (B) The average number of waters
hÑv iκ,N ∗ in response of N ∗ at a constant κ is roughly linear. Black points represent the
sparse sampled data using only 7 simulations with roughly equal-spaced N ∗ values, while
blue circles represent results obtained by judiciously including an additional 4 simulations
(see panel C). (C) Integrands for computing the free energy difference between biased and
unbiased simulations are shown as a function of N ∗ . The initial set of 7 simulations (black)
shows a sign change in the slope among the 3 highest N ∗ values, and a sharp increase for
the 2 highest N ∗ values. These abrupt changes suggest that the functional form of the
integrand may not be well-captured, and could lead to substantial errors when estimating
the corresponding integral. Two simulations each between the 3 highest N ∗ values are
performed accordingly. At the lower N ∗ values, the additional simulations confirm that
the functional form of integrand is well-captured, while at the higher N ∗ -values the new
simulations substantially improve the estimates. (D) The sparse sampled free energies using
7 simulations (black) agrees with the umbrella sampling results (red) with 20% errors and
with 4 more simulations, we can greatly improve the accuracy of the sparse sampling results
(blue).
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Figure 3.8: Instantaneous interfaces (orange) showing the nucleation of a vapor bubble, as
the number of water molecules inside the probe volume v decreases: (A) Ñ = 3274 (B)
Ñ = 3244 (C) Ñ = 2056 (D) Ñ = 341 (E) The surface area (purple) and volume (green) of
the vapor bubble estimated from the biased simulations (circles) agree with the predictions
by macroscopic theory (lines). (F) Macroscopic theory (black dash line) is in accord with the
both simulated free energies using sparse sampling (blue circles) and umbrella sampling (red
line) in the low-Ñ regions, but fail to capture the transition (kink) at around Ñ = 3300.
(G) A closer look at the high-Ñ basin, where the simulated free energy profile features
a transition region is not accurately describe by either macroscopic theory or Gaussian
fluctuations. This transition region has a significant implication for water cavitation under
negative pressure, which will be discussed in the next figure.
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Figure 3.9: Pressure dependence of the water density fluctuations in the large spherical
volume and its implication on water cavitation under negative pressure. (A) The free energy
profiles under different pressures are obtained from reweighting the simulated Fv (Ñ ) at 1
bar. As the pressure decreases, the vapor state becomes increasingly more favorable. (B)
The free energies near the liquid basin showing the barrier to cavitation disappears at
∆P = −1600 bar (light blue), while the barrier predicted by macroscopic theory (black)
still pertains. (C) The free energy barriers for liquid to vapor (blue) and vapor to liquid
(red) transitions as a function of pressure. Macroscopic theory (black dash line) predicts
the vapor to liquid barrier well, but to account for the fast decay of the liquid to vapor
barrier as indicated by the simulated results (circles and squares). (D) Pressure hysteresis
curve for liquid to vapor (blue) and vapor to liquid (red) transitions. In contrast to the
macroscopic theory, the simulations inform us that the spontaneous cavitation is possible
under a sufficiently low pressure. Note that a sparse sampled Fv (Ñ ) is sufficient to derive
all the results we described in this figure.
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E

Fv,N (Ñ )
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Figure 3.10: Employing the harmonic sparse sampling strategy for water in hydrophobic
confinement. (A) Simulation snapshot of two hydrophobic surface roughly 4 nm by 4 nm
in size and with1.6 nm spacing in between. A cuboid observation volume is placed to
include all the water molecules confined by the two surfaces. (B) The exact Fv (Ñ ) obtained
by umbrella sampling displays a kink around Ñv = 509. The sparse sampling results
describe the profile quite well, but display a clear difference compare the exact Fv (Ñ ) near
the kink region. (C) Biased distributions near the kink with a small biasing strength,
βκ = 0.016: N ∗ = 495 (purple), N ∗ = 505 (green). The purple distribution is clearly
bimodal and thus may introduce additional error in estimating Fv (Ñ ). (D) Accurately
sample the kink region requires: 9 windows with a low βκ = 0.016 and N ∗ values from 0 to
650, 3 additional windows near the kink with βκ = 0.032, N ∗ = 495, βκ = 0.048, N ∗ = 505
and βκ = 0.048, N ∗ = 515, respectively. In addition to calculate the free energy difference
between windows using the same κ but different N ∗ , the free energy differences between
windows with the same N ∗ but different κ, ∆F , are also estimated. (E) Biased distributions
near the kink with larger biasing strengths: βκ = 0.032 and N ∗ = 495 (purple); βκ = 0.048
and N ∗ = 505 (green) are unimodal, ensuring the accurate sampling of the kink region. (F)
The improved sparse sampled result matches very well with the exact result from umbrella
sampling.
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CHAPTER 4 : Dewetting Pathway in Hydrophobic Confinement
4.1. Introduction
The favorable interactions between two extended hydrophobic surfaces drive numerous
biomolecular and colloidal assemblies (23; 61; 69; 131; 133), and have been the subject
of several theoretical, computational, and experimental inquiries (13; 17; 30; 31; 56; 60; 76;
82; 83; 85; 88; 99; 124; 125; 138; 145; 151). Examples include the association of small proteins to form multimeric protein complexes, of amphiphilic block copolymers, dendrimers,
or proteins to form vesicular supra-structures, and of patchy colloidal particles into complex
crystalline lattices (25; 35; 107; 140; 152). When two such hydrophobic surfaces approach
each other, water between them becomes metastable with respect to its vapor at a critical
separation, dc , that can be quite large (13; 16; 21; 44; 99). For nanometer-sized surfaces at
ambient conditions, dc is proportional to the characteristic size of the hydrophobic object,
whereas for micron-sized and larger surfaces, dc ∼ 1 µm (21; 44). However, due to the
presence of large kinetic barriers separating the metastable wet and the stable dry states,
the system persists in the wet state, and a dewetting transition is triggered only at much
smaller separations (∼ 1 nm) (16; 44; 83; 88).
To uncover the mechanism of dewetting, a number of theoretical and simulation studies
have focused on the thermodynamics as well as the kinetics of dewetting in the volume
between two parallel hydrophobic surfaces that are separated by a fixed distance, d <
dc (13; 17; 30; 56; 76; 82; 83; 85; 124; 125; 145; 151). These studies have highlighted that
the bottleneck to dewetting is the formation of a roughly cylindrical, critical vapor tube
spanning the region between the surfaces (17; 76; 85). A barrier in the free energetics
of vapor tube formation as a function of tube radius is also supported by macroscopic
interfacial thermodynamics, wherein the barrier arises primarily from a competition between
the favorable solid-vapor and unfavorable liquid-vapor surface energies (Equation 4.1 and
Figure 4.1). Thus, the classical mechanism for the dewetting transition prescribes that a
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vapor tube, which spans the volume between the two surfaces must first be nucleated, and
if the vapor tube is larger than a certain critical size, it will grow until the entire confined
volume is dry (99).
While it has been recognized that water density fluctuations (17; 76) must play a crucial
role in nucleating vapor tubes, the precise mechanism by which these tubes are formed is
not clear. To understand how vapor tubes are formed and to investigate their role in the
dewetting process, here we use molecular simulations in conjunction with enhanced sampling
methods (102; 104) to characterize the free energetics of water density fluctuations in the
region between two nanoscopic hydrophobic surfaces. Such a characterization of water
density fluctuations in bulk water and at interfaces has already provided much insight into
the physics of hydrophobic hydration and interactions (23; 40; 45; 58; 62; 83; 91; 102; 104–
106; 110; 114; 117; 142). In particular, both simulations and theory have shown that the
likelihood of observing low density fluctuations adjacent to extended hydrophobic surfaces
is enhanced relative to Gaussian statistics (45; 83; 91; 102; 106; 142). We show that such
enhanced water density fluctuations influence the pathways to dewetting in hydrophobic
confinement by stabilizing isolated cavities adjacent to one of the confining surfaces with
respect to vapor tubes. As the density in the confined region is decreased, the stability of
isolated cavities relative to vapor tubes also decreases, and at a particular density, isolated
cavities abruptly transition to vapor tubes. Surprisingly, for d . dc , that is, separations
for which dewetting is thermodynamically favorable, we find that the nascent vapor tubes
formed from the isolated cavities are already larger than the corresponding critical vapor
tubes predicted by classical theory. Because the newly formed vapor tube is super-critical,
it grows spontaneously. Importantly, because the formation of this super-critical vapor
tube involves a non-classical pathway that circumvents the critical vapor tube altogether,
the process entails a smaller free energetic cost. Our results thus point to smaller kinetic
barriers to dewetting than predicted by macroscopic theory.
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4.2. Macroscopic Theory
According to classical interfacial thermodynamics, the free energy for creating a cylindrical
vapor tube of radius r, which spans the volume between two surfaces separated by a distance
d, is given by:
∆Gth (r; d) = π[r2 d∆P + 2rdγ + 2r2 γ cos θ + 4rλ],

(4.1)

where ∆P is the difference between the system pressure and the saturation pressure, γ is the
liquid-vapor surface tension, θ is the contact angle, and λ is the line tension. For nanoscopic
surfaces, the pressure-volume contribution is negligible at ambient conditions (3; 7; 21),
whereas the line tension contribution can be important (47; 124). The term containing cos θ
is negative for hydrophobic surfaces and favors dewetting, whereas the term corresponding
to formation of the vapor-liquid area is unfavorable. The functional form of ∆Gth (r; d)
given in Equation 4.1 is illustrated in Figure 4.1D for three d-values. In each case, a barrier
separates the liquid (r = 0) and vapor (large r) basins, supporting the notion of dewetting
mediated by the nucleation and growth of a vapor tube; both the critical vapor tube radius
and the barrier height increase with increasing d.

4.3. Free Energetics of the Water Density Fluctuations between the Confining Surfaces
To investigate how water density fluctuations influence the mechanism of dewetting in hydrophobic confinement, here we perform molecular dynamics simulations of water confined
between two, roughly square, hydrophobic surfaces of size L = 4 nm, separated by a distance, d, as shown in Figure 4.1B. Water in the confined region is in equilibrium with a
reservoir of water, which in turn is in coexistence with its vapor (∆P = 0) (89; 102). We
characterize the statistics of water density fluctuations in the confined volume using Indirect Umbrella Sampling (INDUS) (102; 104), that is, we estimate the free energy, ∆G, of
observing N water molecules in that volume. The free energy, ∆G(N ; d), thus estimated is
shown in Figure 4.2A for a range of separations, d, with the free energy of the liquid basin,
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N = Nliq , being set to zero in each case. Over the entire range of separations considered,
the free energy profile displays distinctive liquid (high N ) and vapor (low N ) basins with
barriers separating them. Interestingly, the free energy profiles also feature a kink, that is,
an abrupt change in the slope of ∆G(N ; d) is observed at a particular value of N between
the liquid and vapor basins; we refer to this value of N as Nkink . This discontinuity in
slope is seen more clearly in the derivatives of the free energy, shown in Figure 4.2B. Small
errors in ∆G are amplified if simple finite differences are used to evaluate the derivatives;
we therefore smooth the free energy profiles before evaluating the derivatives. Details of
the smoothing procedure as well as the un-smoothed derivatives are shown in the SI.

4.4. Identifying the Transition of Dewetting Morphologies
To investigate the significance of the kink in the free energy, we characterize configurations
corresponding to N on either side of Nkink . We do so by building upon the instantaneous
interface method of Willard and Chandler (148) to identify iso-surfaces that encompass the
dewetted regions, that is, the regions from which water is absent. The details of the method
are included in the SI. As illustrated in Figure 4.3A for d = 20 Å and N = Nkink − 12,
characteristic configurations with N . Nkink contain a vapor tube, that is, the dewetted
region (in purple) clearly spans the confined volume between the two surfaces (side view,
left). Water molecules (not shown for clarity) occupy the entire region between the surfaces
not shown in purple and are also present outside the confinement region. In contrast, for
configurations with N & Nkink , isolated cavities are observed adjacent to one surface or the
other; however, as seen in Figure 4.3B for N = Nkink + 3, the cavities do not span the region
between the surfaces to form vapor tubes. Movies corresponding to the configurations shown
in Figures 4.3A and 4.3B can be found in the SI. The configurations shown in Figures 4.3A
and 4.3B suggest that N = Nkink marks the boundary between the vapor tube and isolated
cavity ensembles. To put this notion on a quantitative footing, we define indicator functions,
htube and hcav , which are 1 if a given configuration has a vapor tube or an isolated cavity
respectively, and 0 otherwise. The average value of the indicator function hhtube iN , subject
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to the constraint that the number of water molecules in confinement is N , is shown in
Figure 4.3C for the entire range of N -values, and for several separations, d. Because the
configurations were generated in the presence of biasing potentials, care must be exercised in
evaluating the averages shown in Figure 4.3C; details of the averaging procedure as well as
the criteria employed in the definition of the indicator functions can be found in the SI. For
a given separation, hhtube iN , which is the probability of observing a vapor tube conditional
on the number of waters in confinement being N , is a sigmoidal function of N , decreasing
sharply from 1 at low N to 0 for high N . We define Ntube to be the value of N at which
hhtube iN undergoes a sharp transition; in particular, where hhtube iN crosses 0.5. As shown
in Figure 4.3D, for the entire range of d-values studied here (11 Å ≤ d ≤ 25 Å), Ntube is
equal to Nkink , formalizing the notion that the kink in ∆G(N ; d) demarcates configurations
that display vapor tubes and those that do not.

4.5. Free Energetics of the Dewetting Morphologies
Given the abrupt change in the dewetted morphologies at N = Nkink , we expect the functional form of the free energetics for N > Nkink and N < Nkink to be different. Figures 4.3C and 4.3D collectively show that configurations with N . Nkink feature a vapor
tube spanning the confined region, consistent with classical arguments. While the vapor tube undergoes extensive shape fluctuations, we find its average shape to be roughly
cylindrical. Coarse-grained density maps of select configurations reflecting the average vapor tube shape are included in the SI. To compare the free energetics of the vapor tubes
obtained from our simulations to macroscopic theory, we first transform the number of
waters in the confined region, N , to an approximate vapor tube radius, r, using the simple relation, πr2 /L2 = (Nliq − N )/Nliq . The values of vapor tube radii thus obtained
are consistent with the average radii of the vapor tubes observed in our simulations for
N < Nkink , as shown in the SI. Having a one-to-one relation between N and r allows us to
transform the simulated free energies, ∆G(N ; d), into r-dependent free energies, ∆G(r; d)
in the region rkink < r < L/2; the corresponding free energies are shown as symbols
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in Figure 4.4A. The lines are fits to the ∆G(r)-data using the macroscopic expectation,
∆Gfit (r) = ∆Gth (r) + 2kB T ln(1 − 2r/L), where the logarithmic term corresponds to the
translational entropy of the vapor tube. ∆G(r) is fit separately for each d-value and yields
values of γ and λ that are reasonable. Values of γ are in the range of 12.2 − 15.8 kB T /nm2 ,
comparable to the reported value of 14.5 kB T /nm2 for the water model that we employ (143).
Our fits yield −λ/γ in the 6.5−7.5 Å range, in accord with a recently reported experimental
value of λ = −30 pN (47), which yields −λ/γ = 4.2 Å. These agreements are remarkable
considering the simplicity of the model that we employ as well as the assumptions that we
make (cylindrical vapor tube shape, constant surface tension independent of vapor tube curvature, etc.), suggesting that the energetics of the vapor tube are well-described by classical
macroscopic theory. Further details of our fitting procedure, the values of the fit parameters
for each d, as well as our attempts to fit the simulation data to other reasonable expressions
of Gth (r) can be found in the SI.
To investigate the free energetics of the isolated cavity ensemble, in Figure ??B, we focus on
∆G(N > Nkink ; d). In the liquid basin, that is, in the vicinity of N = Nliq , the free energy
(symbols) is parabolic (solid lines), indicating that the underlying density fluctuations are
Gaussian. While ∆G remains harmonic for N > Nliq , it crosses over to being roughly
linear (dashed lines) for N < Nliq . Such a crossover from parabolic to linear has also been
observed adjacent to single extended hydrophobic surfaces (102; 106; 117), and corresponds
to the interfacial water undergoing a collective dewetting transition to expel water from a
nanometer-sized cavity (83; 106; 142). Indeed, as shown in Figure 4.4B, the location of the
crossover agrees well with the corresponding Ncav -values (squares) discussed in the previous
section. Interestingly, the slopes of the linear fat tails are similar for all d-values (in the
range of Nkink + 20 ≤ N ≤ Nliq − 50); the dashed lines shown in Figure 4.4B are linear
fits with a slope of −0.396 kB T per water. Additional details of the fitting procedure and
the values of the parameters obtained are provided in the SI. The difference between the
values of Nliq and the x-intercepts of the linear fits is also approximately the same for all
d-values, and is equal to 30 ± 5 waters. Thus, the free energy for forming an isolated cavity
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of a given size (as quantified by the number of waters displaced from the confined region,
Nliq − N ), is independent of the separation between the surfaces, that is, the free energetics
of isolated cavity formation adjacent to one hydrophobic surface are largely unaffected by
the presence of the other confining surface. In contrast, the free energetics of vapor tube
formation clearly depend on the inter-surface separation, d. As a result, the location of the
kink, where isolated cavities become metastable with respect to vapor tubes, also depends
on d.

4.6. Reduced Dewetting Barrier Induced by Density Fluctuations
Figure 4.5A summarizes our findings for the dewetting mechanism presented thus far; in
addition to the simulated ∆G(N ; d) for d = 15 Å, it highlights the metastable branches of
the vapor tube and isolated cavity ensemble free energies, anticipated from the fits shown in
Figure 4.5. It is clear that the system minimizes its free energy at all times by staying on the
branch with the lower free energy; at N = Nkink , where the two free energy profiles intersect,
the system jumps from the isolated cavity to the vapor tube ensemble. Importantly, the nonclassical path leading up to the formation of nascent vapor tubes (N > Nkink ) can result in
smaller barriers to dewetting than anticipated by classical theory, as shown in Figure 4.5B.
For d = 14Å, the classical barrier (critical vapor tube) appears in the metastable segment of
the free energy profile. The system thus circumvents the classical barrier, and instead adopts
the path involving isolated cavities, which give way to vapor tubes only at N = Nkink ; these
nascent vapor tubes are larger than the critical vapor tube, so their subsequent growth is
downhill in energy. Thus, the barrier to dewetting is the free energetic cost for forming
these nascent, super-critical vapor tubes, which is clearly smaller than the classical barrier.
In Figure 4.5C, we illustrate that the nascent vapor tubes are not super-critical for all
separations; for d = 23Å, the classical barrier appears in the stable segment of the free
energy profile. Thus, while the kink in ∆G(N ; d) again marks the formation of a vapor
tube for d = 23Å, the vapor tube formed is smaller than the critical vapor tube, and must
grow further in a process that is uphill in energy, before dewetting can proceed. As a result,
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the barrier to dewetting coincides with that predicted by macroscopic theory.
To uncover the separation at which the system transitions from a supercritical to a subcritical nascent vapor tube, in Figure 4.5D, we plot Nkink and Nmax as a function of d.
Here, Nmax corresponds to the value of N between the liquid and vapor basins where the
∆G(N ; d) is the highest. For small values of d, Nmax = Nkink , indicating that the ∆G(N ; d)
is the highest at the kink, consistent with the formation of supercritical nascent vapor tubes.
For larger values of d, there is an additional maximum in ∆G at Nmax < Nkink , suggesting
that the newly formed vapor tubes are smaller than the corresponding critical vapor tubes.
Interestingly, the separation at which the system transitions from non-classical to classical
dewetting barriers is close to the separation at which there is coexistence between the liquid
and vapor, dc . Thus, for the separations with a thermodynamically favorable driving force
for dewetting, the mechanism for dewetting is manifestly non-classical, corresponding to
the formation of super-critical vapor tubes from isolated cavities, and requiring a smaller
free energetic barrier than anticipated by macroscopic theory.

4.7. Potential Orthogonal Barrier
Our simulated free energies show kinks in the dewetting process, and signals the transition
from isolated cavities to vapor tubes. In fact for small separations, the kink location is the
non-classical dewetting barrier that are lower than that predicted by the macroscopic theory.
We note that our study focuses on the water density fluctutations between two hydrophobic
surfaces using the N -coordinate. While we expect it to be a good order parameter to
describe the dewetting (from high N to low N ), it is not obvious that the N -coordinate
is the only reaction coordinate that matters. For example, in Figure 4.6, we illustrate
the possibility of an additional free energy barrier existing in the orthogonal coordinate.
Follow the arrows in a hypothetical 3-dimensional free energy profile for d = 20 Å system in
Figure 4.6A, the dewetting starts from liquid basin to isolated cavities (red solid), and jumps
to vapor tubes region (green solid) at the kink. The hypothetical orthogonal coordinate is
along the transition of vapor morphologies (from isolated cavities to plate-spanning vapor
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tubes), a hidden barrier (blue) could reside in this coordinate. Side and top view of the
3-dimensional profile is shown in Figure 4.6B and C respectively. The potential orthogonal
barrier (blue dashed) is hidden in the side view along the N -coordinate.
Depending on the height of this potential orthogonal barrier, the effect can be significant
in our description of the dewetting pathways. If the barrier is sufficiently small (on the
order of a few kB T ), all the results and discussions in the previous sections are not affected.
However, if the barrier is comparable to the non-classical dewetting barrier we observe
previously, then some of our findings may be less significant. In fact, it is tricky to inform
the existence and estimate the height of the orthogonal barrier using the umbrella sampling
simulations with biasing potentials in N -coordinate. Not only because the biasing potentials
alter the original free energy landscape, but also due to the uncertainty whether the biased
simulations are trapped by the orthogonal barriers. Therefore, in the following sections, we
adopt the idea of a new biasing methodology presented by Tiwary and Parrinello (137) and
investigate the potential orthogonal barrier in our confinement system.

4.8. Unbiased Sampling Near the Kink Region
Inspired by the recent works from Tiwary and Parrinello (136; 137), we adopt a sampling
strategy that restraints the system near the kink but avoids directly biasing the region. As
shown in Figure 4.7A, this strategy involves applying a linear biasing potential Uφ = φÑ
is applied for the region Ñ > 437, resulting in a modified free energy curve shown by the
red line on the right. Another linear biasing potential Uφ = −φÑ is applied for the region
Ñ < 408, resulting in a modified curve shown by the red line on the left. Effectively this
biasing strategy narrows the sampling range and focuses on the region near the kink from
Ñ = 408 to Ñ = 437, without directly biasing the kink (barrier) in simulation. Therefore
we ensure the the system to explore the kink region and make transitions across the barrier
in a unbiased manner. As a result, if there is any significant hidden free energy barrier exist
around the kink (Figure 4.6), such partially biased simulation will be trapped in either
left or right of the kink. Such trapped simulation will give rise to an unimodal biased
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distribution of Ñ , and disagree with the expected free energy profile which is bimodal.
However, as shown in Figure 4.7B, the distribution of Ñ obtained from such a biased
simulation (100 ns long), shown in yellow circles, accurately reproduces the expected free
energy profile, shown in lines. This result suggests that the orthogonal barrier (if exists) is
relatively small (< 10 kB T ), allowing sufficient sampling for both of the basins in a 100 ns
long simulation. In fact, we can include this partially biased simulation into our free energy
calculation to improve the sampling over the kink region. In Figure 4.7C, we show both free
energy profile as a function of water density (Ñ ), with and without including the partially
biased simulation. The profile including the additional simulation data displays a smoother
transition across the kink, and a slightly smaller barrier (less than 1 kB T ). Nevertheless,
both profiles agree very well with each other within the range of error bars, suggesting the
potential orthogonal barrier does not obstruct the accurate sampling of the original biased
simulations. This result confirms our findings in the previous sections that based on the
accuracy of the simulated free energy profiles. It also highlights that the Ñ coordinate is
the primary reaction coordinates and explains most of the barriers during the dewetting
process.

4.9. Measuring Kinetics Near the Kink Region
As illustrated in the recent work by Salvalagio and co-workers (119), we can use the first
passage times obtained from the partially biased simulation to inform the effectiveness of
the current order parameter (Ñ in our case). In particular, if the order parameter is along
the proper reaction coordinates, the cumulative density function (CDF) of the first passage
times should obey the Poisson distribution:
t
CDF(t) = 1 − exp(− )
τ

(4.2)

where t is the simulation time, and τ is the averaged transition times between state 0 and
1.
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In oder to obtain the CDF from the partially biased simulation, we need to first define
the state transitions. For our case, the average location of state 0 is design to be around
Ñ = 408, and state 1 to be around Ñ = 437. If we simply define a transition from state 0 to
1 whenever Ñ reaches 437, and from state 1 to 0 whenever Ñ lowers to 408, we will pick up a
lot of quick back-and-forth transitions between state 0 and 1 (so-called re-crossings). These
re-crossings are the results of natural fluctuations in Ñ that does not lead to a true state
transition. To avoid counting these fast re-crossings, we define a transition from state 0 to 1
(forward transitions) only when Ñ reaches 445 (a standard deviation above the average Ñ
at state 1), and a transition from state 1 to 0 (backward transitions) only when Ñ decreases
to 401 (a standard deviation lower the average Ñ at state 0). The effect of such definitions
are illustrated in Figure 4.8A, where the state transitions (red lines) follows nicely with the
Ñ time series and effectively avoids all the fast re-crossings. The transition times can then
be directly obtained from this time series of the state transitions.
In Figure 4.8B, we show the CDFs of the transition times from state 1 to 0 (purple points),
and from state 0 to 1 (green points) respectively. The expected Poisson distributions (black
lines) are obtained by Equation 4.2, where the averaged transition times are calculated
directly based on the analysis in Figure 4.8A. The results highlight the agreements between the CDFs and the expected Poisson distributions, for both forward and backward
transitions, suggesting that Ñ is indeed a good order parameter to describe the dewetting
process. The difference between the forward and backwards transition times are due to two
important factors. One of which is the relative barrier height from state 1 to the barrier
state is slightly lower than that from state 0. The second factor is that more Ñ values
is available in state 0, from Ñ = 408 to Ñ = 428, compare to state 1 (from Ñ = 428 to
Ñ = 437). Thus it is entropically more favorable for the system to stay in state 0, giving
rise to a longer transition time from state 0 to 1.
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4.10. Discussion and Outlook
Our results highlight that water density fluctuations play a central role in the pathways to
dewetting in hydrophobic confinement. Enhanced water density fluctuations in the vicinity
of hydrophobic surfaces stabilize isolated cavities relative to vapor tubes for N > Nkink ;
the system resides in the classical vapor tube ensemble only for N < Nkink . While the
free energetics of both the isolated cavity and vapor tube ensembles are well-described by
the number of waters in confinement, N , this simple order parameter may not be sufficient
to describe the transition from one ensemble to the other. Indeed, ∆G(N ; d) represents a
projection of a complex free energy landscape onto the single parameter, N , and a kink
in ∆G(N ; d) strongly suggests that the transition from an isolated cavity to a vapor tube
involves order parameter(s) that are orthogonal to N . While beyond the scope of the present
work, it will be interesting to uncover these additional order parameters that define the
transition state ensemble. It is conceivable that additional barriers may present themselves
in the parameters that are orthogonal to N , see Figure 4.6 for an illustration.
Dewetting in nanoscopic hydrophobic confinement plays an important role in biology; ranging from the assembly of multimeric proteins and the collapse of the hydrophobic protein core, to the vapor-lock gating of ion channels and the specific binding of ligands
to hydrophobic grooves on their binding partners. In particular, recent work has highlighted the importance of including the solvent coordinate, N , in describing the kinetics of
hydrophobically-driven collapse and assembly (77; 93; 96; 123). Our results show that water
density fluctuations stabilize non-classical pathways, which reduce the barriers along the
N -coordinate, and should therefore enhance the kinetics of dewetting-mediated biophysical
phenomena.
Dewetting in hydrophobic confinement is also important in a host of non-biological phenomena, ranging from heterogeneous nucleation of vapor bubbles and contact line pinning,
to the Cassie-Wenzel transitions on textured surfaces (73). These phenomena involve intricate confinement geometries, which could result in complex pathways involving one or
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more transitions between various dewetted morphologies, such as the isolated cavities and
vapor tubes that we observe here. Fluctuation-mediated pathways ought to similarly reduce
dewetting barriers associated with these diverse phenomena.

4.11. Materials and Simulation Methods
We simulate SPC-E water in confinement between two square hydrophobic surfaces of size
L = 4 nm, for a range of separations, d (See Figure 4.1A), ranging from 11 Å to 25 Å,
chosen to span the entire range of d-values with both liquid and vapor basins. The surfaces
are composed of 1008 atoms each, and are arranged on a hexagonal lattice with a spacing
of 1.4 Å. The surface atoms interact with the water oxygens through the Lennard-Jones
potential with the parameters, σ = 3.283 Å and  = 0.121 kJ/mol; see refs. (124; 125) for
further details. These interactions result in a water droplet contact angle θ ≈ 120◦ on the
hydrophobic surface, as shown in the SI. We have chosen the SPC-E model of water (15)
since it adequately captures the experimentally known features of water such as surface
tension, compressibility, and vapor-liquid equation of state near ambient conditions, which
are important in the study of hydrophobic effects (23; 141). Our simulations contain roughly
10,000 to 15,000 water molecules and were performed in the NVT ensemble, thermostatted
at T = 300 K using the canonical velocity rescaling thermostat (19). We employ a periodic
simulation box with the hydrophobic surfaces of interest fixed at the center of the box,
and a buffering liquid-vapor interface nucleated at the top of the box with the help of a
wall of purely repulsive particles. The buffering interface ensures that the system is at
the saturation pressure of SPC-E water at 300K (89; 102); free energies obtained with
such a construct have been shown to be nearly indistinguishable from those obtained in
the NPT ensemble at a pressure of 1 bar (104). Short-ranged interactions were truncated
at 1 nm, whereas long-ranged electrostatic interactions were computed using the particle
mesh Ewald method (37). The bonds in water were constrained using SHAKE (118). To
study the free energetics of dewetting, we select the cuboid shaped (L × L × d) observation
volume between the hydrophobic surfaces, and estimate the free energies, ∆G(N ; d), using
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the indirect umbrella sampling (INDUS) method (102; 104). Each biased simulation was
run for 6 ns and the first 1 ns was discarded for equilibration.
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Figure 4.1: To model the protein binding partners (A), we use a simulation system of water
(red/white) confined by two hydrophobic surfaces (cyan) of size L = 4 nm and d = 20Å
spacing in between. The simulation snapshots are (B) the liquid basin where water fills the
space between the surfaces; (C) a partially dewetted configuration where a cylindrical vapor
tube forms; (D) the vapor basin where the volume between the surfaces are emptied. (E) A
free energy barrier from liquid basin to vapor tube formation is presented by macroscopic
theory. The barrier corresponds to a vapor tube of a critical size, where a vapor tube has
to grow larger for dewetting to proceed.
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Figure 4.2: Free energy profiles obtained in regard of the water density fluctuations in the
volume between the confining surfaces. (A) Kinks (black circles) are observed in each of the
free energy profiles with different separation d. (B) The smoothed derivatives of the free
energy profiles display the kinks more apparently, as a sharp decrease occurs near Nkink .

72

A

B

SIDE

FRONT

SIDE

C

FRONT

D

Figure 4.3: Visualizations of the vapor bubbles/tubes formed during simulations are shown
using instantaneous interfaces (purple), water modecules are not shown for clarity. (A) A
roughly cylindrical vapor tube for N = Nkink − 12; (B) An isolated cavity for N = Nkimk+3 .
(C) The average of the binary vapor tube indicator function, hhtube i, features a sigmoidal
behavior where it sharply transitions from 1 to 0 with a narrow range of N . The location
where tubes forms is then defined as Ntuble , where hhtube iN = 0.5. The color scheme is
the same as in Figure 4.2. (D) For each separations d, Ntube is identical to the location
of the kink in the free energy profiles, Nkink . This confirms that the kink separates the
configurations with and without vapor tubes.
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Figure 4.4: (A) The free energy, β∆G(N ≤ Nkink ; d)), is translated to β∆G(r; d)), the free
energy of forming a vapor tube of size r. The simple relation πr2 /L2 = (Nliq − N )/Nliq is
used to obtain the β∆G(r; d)) in the region rkink < r < L/2. Macroscopic theory (lines)
can fit very well to the simulated free energies in this region. (B) For the region near liquid
basin, N > Nkink , the free energy β∆G(N ; d)) is parabolic (Gaussian) at high N , but linear
at lower N . The linear regions have roughly the same slope for different separations d.

A

B

C
N

dc

Figure 4.5: (A) The simulated free energy β∆G(N ; d = 15Å) presents a different dewetting
pathway compare with the projected free energies corresponding to the vapor tube (dotdashed) and isolated cavity (dashed) regions. This new pathway features a lower barrier
than expected by macroscopic theory, since the nascent vapor tube formed at the kink is
already larger than the critical vapor tube. (B) For d = 23Å however, the vapor tube formed
at the kink is subcritical and has to grow larger to reach the critical size. Therefore, the
simulated dewetting barrier coincides with the macroscopic theory prediction in this case.
(C) Comparison of Nkink with the location of dewetting barrier, Nmax , showing Nkink ≈
Nmax at small separations d < 19Å, wherein a nonclassical pathway leads to a lower barrier.
For lager separations, the barrier occurs after the vapor tube formed at the kink location,
Nkink < Nmax , where the barrier is classical. The transition between the nonclassical and
classical behaviors occurs near the coexistence separation dc .
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Figure 4.6: Illustration of the possible orthogonal barrier existing in the nonclassical dewetting pathway. (A) A hypothetical 3-dimensional free energy profile for d = 20 Å system.
Following the arrow, the dewetting starts from liquid basin to isolated cavities (red solid),
and jumps to vapor tubes region (green solid) at the kink. The hypothetical orthogonal
coordinate is along the transition of vapor morphologies (from isolated cavities to platespanning vapor tubes), a hidden barrier (blue) could reside in this coordinate. (B) Side
view of the 3-dimensional profile, the potential barrier (blue dashed) is hidden in this view
along the N -coordinate. (C) Top view of the 3-dimensional profile.
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Figure 4.7: Simulation setup for measuring dynamics over the kink region. (A) The simulated free energy profile for d = 14 Å system (blue) near the kink region (Ñ = 428). A linear
biasing potential Uφ = φÑ is applied for the region Ñ > 437, resulting in a modified free
energy curve shown by the red line on the right. Another linear biasing potential Uφ = −φÑ
is applied for the region Ñ < 408, resulting in a modified curve shown by the red line on
the left. (B) The biased distribution of the simulation set up as shown in panel A (yellow
circles) is superimposed on the modified free energy profile. The well sampled distribution
indicates the system is able to transition freely from one basin to the other, suggesting
the height of the orthogonal barrier (if exist) is small. (C) Adding in the additional long
simulation making the free energy profile smoother the kink region, compare to the original
simulated free energy. Note that the two profiles agree each other within the error bars.
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Figure 4.8: Quantifying the kinetics across the barrier by measuring the first passage times.
(A) Time series of Ñ (blue dots) showing frequent transitions between the basins, where
state 0 is the low-Ñ state. The system is considered transitioned into state 0 if Ñ reaches
401 or less starting from state 1. Vice versa, the system is considered transitioned into state
1 if Ñ reaches 445 or higher starting from state 0. The red line shows the time series of
the state transitions, which match the time series of Ñ nicely. (B) The cumulative density
functions of the first passage times, from state 0 to state 1 (green points) and from state
1 to state 0 (purple points) respectively. Both of the CDF agree well with the expected
Poisson distributions (black lines).

76

CHAPTER 5 : Predicting Protein Interaction Interfaces
5.1. Introduction
Protein interactions are crucial in numerous biological processes, including cell signaling,
enzymatic function and disease pathology. In recent decades, the advances in structural
biology, such as the appearance and development of X-ray crystallography and NMR spectroscopy, lead to better and more thorough understanding of protein molecules. As a result,
a rapidly increasing number of protein static structure at atomic resolution has been discovered. According to RCSB Protein Data Bank, the total number of available protein
structures is approaching 100000 by 2013. This huge repository of static structural information provides us a great opportunity to learn and understand the properties as well as
the functions of these protein molecules. The ability to utilize the static protein structures
to inform the interactions between the proteins has utmost importance in human health,
treating disease or engineering novel bio-materials. Since all of biology happens in water,
every bio-molecular binding process involves protein-water interactions being disrupted, and
replaced by direct interactions between the binding partners. Thus, the key to predicting
protein-protein interactions is to be able to accurately characterize the free energetics of
protein-water interactions. Estimating protein-water interactions accurately and efficiently,
however, has proved to be challenging, because proteins have incredibly complex surfaces
that disrupt the inherent structure of water in countless different ways, which depend not
only on the chemistry of the underlying protein surface, but also on the precise topography
and chemical pattern of amino acids.
While the protein-water interactions remains a challenge, the hydrophobicity of a surface
is shown to be manifested in the ease with which water can be displaced from its vicinity.
Recent works has been showing it can be quantified by the free energy of creating a cavity
at the surface (62; 102; 106). Since the process of cavity creation disrupts surface-water
interactions, the corresponding free energy provides an accurate measure of the inherent
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strength of those interactions. Moreover, we are able to estimate the free energy that
is two orders of magnitude more efficient than conventional techniques, by exploiting an
understanding of how interfacial water responds to perturbations: water near hydrophilic
surfaces responds linearly, whereas that near hydrophobic surfaces responds sensitively to
unfavorable perturbations (101).
Building upon the previous studies, I developed a framework for characterizing various
aspects of protein-water interactions, which in turn enable the determination of proteinprotein interaction interfaces, the location of hot spots, as well as the binding affinity.
The approach involves performing explicit water molecular simulations with an unfavorable biasing potential that displaces water molecules from the protein hydration shell. As
the strength of the potential is increased, protein-water interactions are systematically disrupted, resulting in the formation of cavities in the protein hydration shell. However, the
order in which cavities appear in various regions of the protein contains a wealth of information: regions of the protein that interact weakly with water (hydrophobic) ought to dewet
first, whereas those that are highly hydrophilic should hold on to their hydration waters
even at large biasing potentials. The region where cavities first appear has the weakest
interactions with water, and correspondingly the highest surface energy; thus, it is through
this interface that the protein is most likely to interact with other molecules. The corresponding binding affinity can be estimated in this framework by introducing a three-step
thermodynamic cycle, in the spirit of quasi-chemical theory (9).

5.2. Method to Identify the Interaction Interfaces
Instead of locally probing the protein surface, we use a large observation volume that includes the entire protein hydration shell (Figure 5.1). We use atomistic molecular dynamics
simulation with INDUS to apply an unfavorable biasing potential, Uφ = φNv , which is proportional to the number of waters in v and pushes water molecules away from the protein
hydration shell. As we increase the strength of the biasing potential, φ, the protein-water
interactions are systematically disrupted, and vapor cavities will form and grow in the pro78

tein hydration shell as the water density decreases in v in response of the biasing potential.
A instantaneous interface algorithm (148) is adopted here to locate and visualize the cavities
in simulations, as shown by orange mesh in Figure 5.1.
The order of the cavity appears in different regions on the protein surface contains abundant
information in regards of the protein-water interactions. In particular, the regions where
the protein interacts weakly with water molecules (i.e. the hydrophobic regions) should
dewet first at small biasing strength, while the hydrophilic regions on the protein should
hold the nearby water molecules even at a large biasing strength. Therefore, by locating
the region where cavities first appear as we turning on the strength of bias, we effectively
select the candidate of the most hydrophobic regions on the protein surface. As a result,
thus region is most likely to interact with other hydrophobic molecules and we can label this
region to be the interaction interface (and possible hot-spot) of the protein. Depending on
the size and the shape of those cavities, we gain the insight of the interaction interfaces and
potentially guidance on designing effective binding partners. In the following sections, we
applied the proposed method described above to four selected proteins binding examples,
including a case of protein-interface interaction, homo-dimerization, hetero-dimerization
and protein self-assembly each. Systematically using more complex systems to evaluate the
performance of our method. Afterwards, we also propose a schematic thermodynamic cycle
to estimate binding affinities given the predictions of the interaction interfaces.

5.3. Predicting the Binding Orientation of Protein Hydrophobin II
Protein hydrophobin II, a fungal protein which has a large hydrophobic patch to enable it
to adsorb to air-water interfaces. The structure and chemistry of a hydrophobin molecule is
shown in Figure 5.2A, where white represents the non-polar residues and purple represents
the polar residues (PDB ID: 2B97). Since hydrophobin possess a lot of hydrophobic patches
around its surface, its not clear where is the most hydrophobic region by mere observation.
As we have described in the method section, we apply increasing biasing strength, φ, to the
hydration shell of this hydrophobin, and use instantaneous interface algorithm to identify
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the cavity formations. In Figure 5.2A-C, we find that up to φ = 3.0 kJ/mol, no cavity
is created in the hydration shell; at φ = 4.0 kJ/mol, the first patch of cavity (orange)
appears on the top of the protein, suggesting the most hydrophobic region is located there;
at φ = 5.0 kJ/mol, an additional patch of cavity forms at the bottom of the protein,
indicating another possible (but weaker) interaction interface might exist on this protein.
To quantitatively capture the strength of the bias we need to nucleate the first patch of
cavity, we compute the averaged number of water molecules inside the hydration shell as a
function of φ. The resulting response of the water density in the hydration shell is sigmoidal
(Figure 5.2D), which signals a phase transition at around φ = 4 kJ/mol. More precisely, we
also compute the susceptibility, −∂hNv iφ /∂(βφ), where the peak indicates the proximity to
the phase transition. Thus, we will use the biasing strength at the peak of the susceptibility,
φ∗ (in this case, 4.0 kJ/mol), to make prediction of the interaction interfaces.
Now we have a measure of the interaction interface of hydrophobin, we can predict that the
orientation of the hydrophobin molecule, when it is absorbed to the water-vapor interface.
As shown in Figure 5.3A, we define the predicted orientation as the vector pointing from the
center of mass of the hyhdrophobin molecule to the center of the averaged instantaneous
interface at the φ∗ ensemble. We call this vector to be the primary binding orientation
of this protein hydrophobin. To verify our prediction, we run a unbiased simulation of a
hydrophobin molecule near water-vapor interface. In the starting configuration, we place
the hydrophbin such that the predicted vector is pointing towards the bulk water (away
from the water-vapor interface), as shown in Figure 5.3B. In addition, we define the angle,
θp , between the predicted vector and the z-axis, which is perpendicular to the water-vapor
interface. Such that the protein should adsorbed to the interface and the defined angle
θp should be small if our prediction is correct. In fact, after 5 ns, the protein moved up
and attached to the water-vapor interface, as shown in Figure 5.3C. We recognize that the
radius of this globular protein is roughly 1 nm. Such that after adsorption, the center of
mass of the protein is positioned ≈ 1 nm away from the interface and stabilized for another

80

25 ns in simulation. Furthermore, the protein molecule reorient as being adsorbed to the
water-vapor interface, resulting in a change of angle θ from 120 degree to around 25 degree
(Figure 5.3D). The hydrophobin molecule then stays absorbed on the water-vapor interface
for the rest of the simulation for another 25 ns, in the same orientation. This observation
thus supports our prediction of the primary binding orientation.
While a single equilibrium simulation trajectory may not be statistically sounding to claim
the effectiveness of our method, we performed another 50 simulations using a similar system
setup but with different starting orientations of protein hydrophobin, in order to further
confirm our prediction of the interaction interfaces. To better understand the simulation
results, in Figure 5.4, we define a secondary orientation vector (red solid arrow) using
the second patch of cavities formed at φ = 5.0 kJ/mol ensemble, and named the angle
between this vector to z-axis (black, perpendicular to the water-vapor interface) as θs .
We prepare 5 starting configurations with different orientations of the primary orientation
vector, such that θp0 = 0, 45, 90, 135, 180 respectively, and initiate 10 equilibrium simulations
from each of the configurations. Each of the 50 simulations are run until the protein has
absorbed to the water-vapor interface and stayed there for at least 10 ns. We then classify
each simulation into primary or secondary orientation based on the final orientations. In
particular, the simulation is in primary binding orientation if θp < 30◦ . On the other
hand, the trajectory is in secondary orientation of θs < 30◦ . The results are shown in
Figure 5.3B, where 90% of the simulations starting from θp = 0◦ , 45◦ , 90◦ absorbed into
the water-vapor orientation in the predicted primary binding orientation. Only 50% of
the simulations starting from θp = 135◦ , 180◦ end up in the primary orientation, while the
other 50% choose to be in the secondary orientation. This observation is reasonable given
that these two starting configurations positioned the protein secondary orientation towards
the water-vapor interface, much closer than the primary orientation. So even thought the
primary orientation is overall more favorable, it requires the protein molecule to rotate in
bulk water for more than 120◦ . As a result, the protein is likely to choose the secondary
orientation since it only needs to rotate by a small angle. Nevertheless, this set of results
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clearly point out the predicted primary orientation is indeed the most favorite binding
orientation of protein hydrophobin. Importantly, all of the 50 simulations end up with the
two predicted orientations, further proving the predictions made by our method are correct.
We thus conclude our method is able to predict two patches of interaction interfaces of
protein hydrohpobin, and correctly rank them as the primary and the secondary favorable
orientations.

5.4. Predicting the Tetramerization of Melittin
Melittin is a peptide consisting of 26 amino acids. It is the principal active component of
apitoxin (bee venom). Two melittin monomer forms a homodimer, two of which can be
combined and form a tetramer. Here we use our method to study the interactions between
melittin dimers, and predict the tetramer formation given the pdb structure of a dimer
(PDB ID: 2MLT). The simulated equilibrium structure of a melittin dimer solvated in
water is shown in Figure 5.6A. Again we hide all the water molecules for clarity. We define
the observation volume the same way as we did for protein hydrophobin, enveloping all the
hydration shell waters. Then we perform a series of biased simulation with φ potentials
to the observation volume. The averaged shape of the cavities are shown in Figure 5.5B,C
for two biased ensembles, φ = 3.5 kJ/mol and φ = 4.0 kJ/mol. The shown cavities clearly
pointed out the predicted locations of the interaction interfaces. We define a vector from the
center of mass of each dimer to the cavities (yellow and red), and the angle between these
two vectors is θ (Figure 5.5D). At the crystal binding structure, the defined vectors will be
pointing towards each other (θ ≈ 180◦ ) if our prediction is right. In fact, the crystal binding
structure shown in Figure 5.5E indeed suggests θ ≈ 180◦ . Furthermore, we calculate a time
series of angle θ for an unbiased simulation starting from the crystal binding structure.
As shown in Figure 5.5F, θ actually fluctuates around 175◦ during the simulation. This
observation thus strongly supports our prediction of the binding interface.
We recognize, however, to fully determine the binding structure of the melittin dimers,
we need to consider another degree of freedom, angle ψ, which is perpendicular to θ (Fig82

ure 5.6A). In the crystal binding structure, we should have θ ≈ 180◦ and ψ ≈ 0◦ for our
prediction to work. Therefore, we propose a simulation strategy to induce the binding of
two melittin dimers by first emptying water from the predicted binding interfaces. We expect the cavities created on each of the dimers to attract each other and lead to the correct
binding orientations. Figure 5.5 illustrates the details of this strategy. A subset of heavy
atoms (orange) is selected from the melittin dimer, which are closest (within 5 Å) to the
averaged cavity found at φ = 3.5 kJ/mol ensemble. An observation volume (gray) is then
defined to envelope the selected heavy atoms, and the φ potentials will be applied in this
partial volume instead of the full hydration shell. In Figure 5.5C, we include a simulation
snapshot representing the starting configuration, where the melittin dimers are separated by
1 nm and the starting angle ψ is chosen to be zero. The strength of the φ potential is chosen
according to the response hÑv iφ and the susceptibility hδ Ñv2 iφ for the partial volume shown
in Figure 5.5D and E. In order to effectively displace the waters from the partial volume
while maintaining the protein structure. The biasing strength of the binding simulations
are chosen to be near the peak of the susceptibility (φ = 3.0 kJ/mol). A total of 10 simulations are started from the configuration described in Figure 5.5C with φ = 3.0 kJ/mol. The
RMSDs with respect to the crystal binding structure are computed for these 10 simulation.
Figure 5.5F shows 7 out of 10 simulations achieve a small RMSD (< 0.4 Å), indicating our
method is capable to reasonably predict the actual binding structure of the melittin dimers.

5.5. Predicting the Binding Interfaces of Mdm2-p53
Human p53 tumor suppressor protein is capable to repair or kill tumor cells. MDM2, a
p53-specific E3 ubiquitin ligase, binds p53 and leads to p53 degradation. This regulation
process limits the concentration of active p53 protein in normal conditions to avoid collateral
damage to the healthy cells. In the case of cancer, however, an effective therapeutic strategy
is to disrupt the binding of MDM2 and p53 to raise the concentration of active p53 that
helps to fight against tumor cells. An effective inhibitor design that strongly binds to
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MDM2 protein is crucial for the success of the therapy, which requires understanding the
interaction interfaces of MDM2 and the strength of binding.
We follow the same procedure as described earlier in the case of hydrophobin, but this time
on both of the protein binding partners. Similar to the case in melittin dimers, we form
cavities to identify a primary interaction interface for each of the protein molecule, and
match the predictions to obtain the binding orientation and structure. Figure 5.7B and C
display the predicted binding interfaces in orange. The strength of the φ potential is chosen
near the peak of the susceptibility for each protein molecule (Figure 5.7E). Interestingly,
mdm2 and p53 present a peak of susceptibility at a different φ ensemble: φ∗ = 5.5 kJ/mol
for mdm2; φ∗ = 5.0 kJ/mol for p53. Thus we should use the average cavity formation
corresponding to the φ∗ separately for the two proteins, in order to obtain the best binding
prediction. Using different φ∗ ensembles in predicting heterogenous assemblies should be a
common practice. Figure 5.7F describes the crystal binding structure determined by experiment. Compare to Figure 5.7B and C, there is a good agreement between our predicted
binding interface and the crystal structure.

5.6. Predicting the Self-assembly of Human Hepatitis-B Virus Capsid Protein
In the last case we simulate Hepatitis-B human virus capsid protein, which interacts with
itself to form dimers and then tetramers, which eventually assemble into a large spherical
capsid. We performed φ ensemble simulations on a protein monomer (PDB ID: 1QGT),
and obtained the predictions of two interaction interfaces. The primary interaction interface
appears at φ = 4.0 kJ/mol, as shown in Figure 5.8A, while the secondary one emerges at
φ = 5.0 kJ/mol (Figure 5.8B). Comparing with the actual assembly process determined by
experiment, the averaged instantaneous interface at φ = 4.0 kJ/mol agrees well with the
dimer formation, while the additional patch of instantaneous interface at φ = 5.5 kJ/mol
corresponds well with the tetramer formation
In conclusion, our method was able to successfully identify the experimentally determined
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interaction in all the four cases. These studies thus suggest that our approach holds great
promise, in accurately predicting protein-protein interaction interfaces. In most of the
biased simulations, I have restrained the protein molecules to be in their crystal structure in
order to facilitate a direct comparison between our simulations and experiments. However,
conformation fluctuations of the protein could affect its interactions. To address this issue,
we have developed a method that allows us to apply the biasing potential to the dynamic
hydration shell of fluctuating protein molecule. This will also enable us to investigate
the role of conformational flexibility on protein-protein interactions. In fact, all the biased
simulations on melittin dimers discussed in this chapter are using dynamic INDUS, allowing
us to simulate the binding of melittin dimers in a biased ensembles.

5.7. Estimating Binding Affinity Based on the Prediction of Interaction Interfaces
As we achieve some progress in predicting the interaction interfaces of proteins, we can
utilize the linear biasing potential again here to perform a thermodynamic integration. In
Figure 5.9, we illustrate the strategy in three steps in the spirit of quasi-chemical theory (9).
First, we apply the biasing potential φ∗ (determined by the peak of the susceptibility in
protein hydration shell) on both proteins, The free energy of this process, ∆Gcavity , can
R φ∗
be evaluated by utilizing thermodynamic integration, 0 hNv iφ dφ0 . Second, we simulated
the proteins in the presence of φ∗ biasing potential, such that the cavities created on the

proteins drive them to assemble in the correct interaction interfaces. The free energy of this
binding process, ∆Gbind , can be computed by a potential of mean-force calculation. Finally,
once the proteins bind, we gradually release the biasing potential and eventually return to
a pair bound protein without any biasing potential. The free energy of this process, ∆Gfill ,
R φ∗
can also be estimated by utilizing thermodynamic integration, − 0 hNv iφ dφ0 . Thus the
total binding free energy is the sum of the free energy from each step,

∆Gtotal = ∆Gcavity + ∆Gbind + ∆Gfill
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(5.1)

(a)

H = H0 + N V

(b)

cavity

Gtotal
Gcavity

Gfill

Polar/Charged,

V
H = H0 + N V

Gbind
Gtotal =

Gcavity +

Gbind +

Figure 5.1: Simulation setup for the proposed biasing method. Protein heavy atoms are
shown by solid spheres (white represents non-polar residues and purple represents polar
residues). Biasing potential is applied in the whole hydration shell of the protein (gray),
V . Upon increasing the strength of the unfavorable potential, cavities will start to appear
(orange). The visualization of the cavities is presented by instantaneous interface calculations.
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Figure 5.2: Application of the proposed method on the protein hydrophobin II. Cavities
created are shown by averaged instantaneous interfaces (orange) around the protein hydration shell as the biasing strength, φ, increases (a) 3.0 kJ/mol (b) 4.0 kJ/mol (c) 5.0 kJ/mol.
(d) The response of the number of water to φ is sigmoidal. (e) The susceptibility features
a peak around φ = 4.0 kJ/mol.
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Figure 5.3: Predict interaction orientation of hydrophobin II. (a) The predicted orientation
is defined as the vector connecting the center of mass of the protein with the center of
the averaged instantaneous interface (in φ∗ ensemble). (b) The starting configuration of
an unbiased simulation of protein hydrophobin near a water-vapor interface, where water
molecules are shown by red rods. The predicted vector is facing toward the bulk water,
such that the angle, θ, between the predicted vector and the z-axis (perpendicular to the
water-vapor interface) is 120 degree. (c) The configuration of the unbiased simulation after
5 ns, the protein reorient itself such that the predicted vector is facing towards the watervapor interface such that θ = 25 degree. Thus confirms our prediction is correct. (d) The
time series of angle θ. The angle decreases to around 20 degree after 5 ns, and stays for
another 25 ns, which further supports our prediction.
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Figure 5.5: Using the proposed method on predicting the binding interfaces of a protein
homodimer, melittin. (A) The simulated equilibrium structure of a melittin dimer solvated
in water. The averaged shape of the cavities are shown in two biased ensembles: (B)
φ = 3.5 kJ/mol (C) φ = 4.0 kJ/mol These cavities clearly pointed out the predicted
locations of the interaction interfaces, which can be verified by defining (D) a vector from
the center of mass of each dimer to the cavities (yellow and red), and the angle θ between
these two vectors. (E) At the crystal binding structure, the defined vectors will be pointing
towards each other (θ ≈ 180◦ ) if the prediction is right. (F) The time series of θ of an
unbiased simulation starting from the pdb binding structure.
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Figure 5.6: Simulation setups by using the predicted binding interfaces to induce binding of
the melittin dimers. (A) In addition to the angle θ defined in Figure 5.5D, another degree of
freedom exist in determining the binding structure is the angle ψ, which is perpendicular to
θ. In case of unknown binding structure, we need to predict not only θ but also ψ. (B) To
achieve that, we select a subset of heavy atoms (orange) from the melittin dimer, which are
closest to the averaged cavity found at φ = 3.5 kJ/mol ensemble. A partial volume (gray)
is then defined to envelope the selected heavy atoms. (C) Simulation snapshot representing
the starting configuration, where the melittin dimers are separated by 1 nm and the angle
ψ is chosen to be zero. (D) hÑv iφ , the response of average number of waters to φ in the
whole hydration shell (purple) or in partial volume (green). (E) hδ Ñv2 iφ , the susceptibility
of waters in the whole hydration shell (purple) or in partial volume (green). The biasing
strength of the binding simulations are chosen to be near the peak of the susceptibility
(φ = 3.0 kJ/mol). (F) The RMSD with respect to the crystal binding structure for 10
simulations starting from the configuration in panel C. 7 out of 10 simulations achieve a
small RMSD (< 0.4 Å), indicating our method is capable to reasonably predict the actual
binding structure of the melittin dimers.
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Figure 5.7: Application of our method on the protein binding pair MDM2 and p53. Averaged instantaneous interfaces (orange) around the protein hydration shell as the biasing
strength, φ, increases (a) 4.0 kJ/mol (b) 5.0 kJ/mol (c) 5.5 kJ/mol. (d) The responses of
the number of water to φ for both proteins are sigmoidal. (e) The susceptibility of MDM2
features a peak around φ = 5.5 kJ/mol, that of p53 has a peak around φ = 5.0 kJ/mol. (f)
The crystal binding structure, matches with the predicted binding interfaces very well.
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Figure 5.8: Application of our method on the hepatitis-B virus capsid protein. Averaged
instantaneous interfaces (orange) around the protein hydration shell as the biasing strength,
φ, increases (a) 4.0 kJ/mol (b) 5.0 kJ/mol. (d) The responses of the number of water to φ for
both proteins are sigmoidal. (e) The susceptibility features a peak around φ = 5.5 kJ/mol.
(f) The assembly process determined by experiment. The averaged instantaneous interface
at φ = 4.0 kJ/mol agrees well with the dimer formation, while the additional patch of
instantaneous interface at φ = 5.5 kJ/mol corresponds well with the tetramer formation.
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Figure 5.9: (A) The initial unbind structu res for protein mdm2 and p53. (B) The final assembled structure, the direct binding free energy calculation from panel A to B is
prohibitively expensive for large protein molecules. Instead, we adopted a thermodynamic
cycle by first (C) create cavities at the interaction interface for both proteins using the φ
ensemble simulations, and evaluate the free energy ∆Gcavity . Leveraging the advantage of
dynamic INDUS, (D) the cavities will attract each other and drive the proteins together in
the φ ensemble. The free energy, ∆Gbind , during the process can be estimated by a potential
of mean-force calculation. Finally we turn off the bias and return to the bound structure in
panel B, and estimate the corresponding free energy ∆Gfill . The total binding affinity can
be estimated by summing up the free energy differences in each of the three steps.
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CHAPTER 6 : Predict Protein-Ligand Interactions
6.1. Gaining Hydration Information to Guide Ligand Design
In the previous chapter, we demonstrate the power of our method in predicting protein
interaction interfaces. In particular, by utilizing the φ-ensemble simulations and instantaneous interface calculations, we are able to characterize the potential interaction interfaces
of a given protein. Our predictions match very well with the unbiased simulations, or experiment determined crystal structures for protein hydrophobin II, MDM2-p53, melittin
dimers and human hepatitis B virus capsid protein. In addition, we recognize that the
φ-ensemble simulations not only can inform us the location of the interaction interfaces,
but also provide qualitative and quantitative information on how small molecules bind to
a large protein. In this chapter, we will discuss how can our method be used in guiding
the optimal design of small molecules such as ligands, in order to achieve either protein
separations or functional inhibitions.
6.1.1. Ligand Design for Affinity Chromatography: Protein Ubiquitin
Protein purification has always been a tough quest. Since proteins are usually appear in
mixtures in nature, such as in cells, tissues and organisms. The ability to isolate one or
couple of target from the mixture is the key to better investigate and understand the target
proteins. Affinity chromatography is one for the effective separating method, which relies
on specific and strong interactions between design ligands and target protein. This method
works amazingly well if a suitable ligand is known to bind strongly with the target protein.
However, in practice, an optimal ligand is typically unknown, leading to inevitable trial
and errors that can be expensive and inefficient. Here I illustrate how we can use the
φ-ensemble simulations on the entire protein hydration shell to inform the design of such
optimal ligands, using protein ubiquitin as an example.
Protein ubiquitin (PDB ID: 1UBQ) is a small regulatory protein which affects various
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cellular process, such as the degradation of proteins, activating and inactivating proteins,
and modulating protein-protein interactions. The φ-ensemble simulations are applied in the
entire hydration shell of protein ubiquitin V , from φ = 0 kJ/mol to φ = 10 kJ/mol. The
response of the water density in V to φ displays a moderate sigmoidal behavior Figure 6.1D,
while the susceptibility shows a peak around φ = 6 kJ/mol correspondingly. These responses
suggests there is a hydrophobic patch on protein ubiquitin, and the water near that patch
should be emptied at the peak of the susceptibility. We hence take a closer look at three φensemble simulations near the peak value φ = 6 kJ/mol. In Figure 6.1A to C, we characterize
the average cavities (orange spheres) generated in the biased simulations for φ = 5 kJ/mol,
φ = 6 kJ/mol and φ = 7 kJ/mol respectively. The average cavities not only clearly indicate
the location of the binding spot on ubiquitin, but also suggest the shape and size of the
optimal ligand. Quantitative analysis on such design strategy needs to be further developed,
such as estimating the binding affinities of the ligands, or optimizing the size and shape
of the ligand given how much binding affinity we need. In the later section, I will briefly
illustrate an insertion method that aims to estimate the ligand binding affinities.
6.1.2. Inhibitor Design for Protein Tyrosine Phosphatase (PTP)
Protein tyrosine phosphatase (PTP) are a family of signaling proteins that regulate various
cellular process, such as protein activation, cell growth. Therefore, PTPs are important
targets of modern medical research, in order to control and manipulate cell functions. SHP2
is one of the most studied PTP, which is a key factor in treating breast cancer (12). It
represents an exciting target in developing novel therapeutic strategies, such as designing
inhibitors that binds strongly to SHP2 to stop the progression of cancer cells (24). However,
the similarity among the PTP family members in structure causes additional roadblocks
for such strategies. That is, an inhibitor that binds to one PTP is likely to bind to other
PTPs as well, making it hard to only target the desired PTP, such as SHP2. In fact, a
few SHP2 inhibitors have been reported, but they are not achieving the desired selectivity.
For example, the PTP1B is also found to be involved in cancer development, and it has a
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very similar catalytic site compare to SHP2 (75). It turns out the inhibitor binds to SHP2
often ends up also binds to this PTP1B equal likely. Thus these PTP proteins are often
characterized as undruggable targets.
Here using the φ-ensemble simulations, we actually found a distinct difference between SHP2
and PTP1B. As shown in Figure 6.2A and B, at the same biasing strength φ = 6.0 kJ/mol,
the shape and size of the created cavity are significantly different. While SHP2 displays a
large T-shaped cavity, PTP1B only shows a much smaller cavity in roughly spherical shape.
Imagine design a ligand in the shape of T, which would potentially selectively targets SHP2,
but not PTP1B. This design strategy can be further improved with the chemical patterns
under the appeared cavities, such as using an electrostatic map (115). Again, a more
quantitative investigation into these design strategies is worthwhile to pursue in the future.

6.2. Estimating Ligand Binding by An Insertion Method
Above examples highlight the ability of our φ-ensemble simulations to inform the size and
shape of ligands that binds optimally with a given protein. In fact we can also quantitatively
estimate the binding strength given a ligand and the target protein, by calculating the free
energy of creating a cavity in the size and shape of the ligand. Figure 6.3 shows a protein
molecule with three options (shown in red, blue and yellow) to bind with a benzene ring.
In order to find the best binding spot, we can use umbrella sampling to find the free
energetics for creating a benzene-size cavity in v1 , v2 and v3 respectively. However, imagine
instead of just benzenes we wish to test ligands in various shapes and sizes, and on different
locations. Running an independent series of umbrella sampling simulations for each of them
can become expensive and inefficient. Here I propose an insertion method, by only using the
φ-ensemble simulations of the entire protein hydration shell to estimate the free energies
of creating cavity in small sub-volumes, without running any additional simulations for
each given sub-volume and location. In the following sections, I will first derive the central
equation for this insertion method. Then I will demonstrate how to implement the method
97

using a a patterned Self-Assembled Monolayer (SAM) surface.
As a start, we know the Hamiltonian of the φ-ensemble simulations is

Hφ (R̄) = H0 (R̄) + φNV (R̄)

(6.1)

where φ is the biasing strength applied on the entire protein hydration shell V , and R̄ is
the coordinates of all the water molecules in the system. To obtain the free energetics of
water density fluctuations in given sub-volumes, Pv (N ), we adopt the concept of Widom
insertion (147). Instead of inserting into the unbiased ensemble, we introduce insertion into
the biased φ-ensembles and combine with the standard reweighting techniques to translate
everything back to unbiased ensemble. Additionally, we realize that the number of waters
in sub-volume, Nv , is not necessarily zero to perform the insertions (which will only gives
us Pv (0)). Instead, the insertion method works for any Nv = N ,
R

δNv (R̄),N e−βH0 (R̄)
R
Pv (N ) = hδNv (R̄),N i0 =
e−βH0 (R̄)
R
R
δNv (R̄),N e−βHφ (R̄) eβφNV (R̄) e−βHφ (R̄)
R
=
R −βH (R̄)
φ
e−βH0 (R̄)
e
 
Zφ
= hδNv (R̄),N eβφNV (R̄) iφ
Z0

(6.2)

Here Z0 is the partition function of the unbiased ensemble, and Zφ is partition function of
the biased ensemble. We do not make an assumption that Nv (R̄) = Nv (NV ), instead we
recognize that every configuration in the φ ensemble that has a particular value of NV will
be reweighed in the same way.

Pv (N ) =



Zφ
Z0

Z

eβφNV Pvφ (N |N̂V = NV )PVφ (NV )dNV

(6.3)

where Pvφ (N |N̂V = NV ) is the probability of finding N waters in v given that there are NV
waters in V (computable by introducing insertions), and is formally given by hδNv ,N iφ (NV ).
PVφ (NV ) is the biased distribution, which is also directly obtainable from the φ-ensemble sim98

ulations. Therefore, using Equation 6.3 by introducing insertions into the φ-ensemble simulations, we can quickly estimate the free energetics of water density fluctuations, Pv (N ),in
small sub-volumes.
As a proof of concept, I choose a patterned SAM surface as a simple model for protein
surfaces. Most of the SAM is covered by -OH head groups except for the center region.
This center region is roughly in the shape of a 1 nm diameter circle and covered by -CH3 head
groups. A simulation snapshot of the SAM surface is shown in Figure 6.4A. We perform
φ-ensemble simulations using the large observation volume V (black on the left panel, white
on the right panel), with a radius RV = 2 nm and centered on the -CH3 patch. In order to
achieve the best performance of the insertion method, 21 φ-ensemble simulations (3 ns long)
are performed from φ = 0 kJ/mol to phi = 10 kJ/mol with a 0.5 kJ/mol separation. Note
the number and the length of φ-ensemble simulations can vary depending on the actual
system. A good rule of thumb is to ensure sufficient sampling of every NV values, which
can be crucial for the performance of the insertion method.
Once we have the φ-ensemble simulations on volume V , insertions of smaller volumes, v,
inside V can be introduced. For example, the dashed, yellow observation volume defined
in Figure 6.4A. In this case, I only introduce one insertion at each frame, with the subvolume centered on the -CH3 patch, and with various sizes ranging from 0.3 nm to 0.6 nm.
Without running anymore simulations, I can estimate the free energies, − ln Pv (N ), using
Equation 6.3 within a few seconds each. In particular, we care the most about free energy
of creating a cavity with the size of v, ∆Gcav,v = − ln Pv (0). In Figure 6.4B, I superimpose
the free energies obtained by the insertion method (blue squares) onto the exact results
computed by umbrella sampling. Note that I only performed explicit umbrella sampling
for Rv = 0.3 nm, Rv = 0.6 nm and Rv = 0.9 nm, as shown by the red circles. Since we
know that ∆Gcav,v = − ln Pv (0) is monotonically increasing for larger and larger Rv , we can
safely obtain a quadratic fit through the three computed points and use the fit as a good
estimation of the exact results. The ∆Gcav,v estimated by the insertion method agree very
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well with the exact results from Rv = 0.3 nm to Rv = 0.6 nm. We do note that the error
bars become larger as we increase the size of the sub-volume, and the difference between
estimates and exact results also grow larger. Therefore we put a conservative caution here
for the use of insertion method for relative large sub-volumes.
In additional to the ∆Gcav,v , we are able to estimate the whole Pv (N ) according to Equation 6.3. I illustrate that using the largest sub-volume with Rv = 0.6 nm in Figure 6.4C.
From N = 2 to N = 13, the insertion method (blue circles) almost identically reproduce
the exact results shown in red line. While for N = 0, 1 and N = 14, 15, some errors are observed. These differences are potentially due to the lack of sufficient sampling, especially for
N = 0. We recognize that Rv = 0.6 nm is already larger than the -CH3 patch, and finding
an empty sub-volume with that size near hydrophilic -OH surface can be challenging. How
to quantify this error with respect to the size of the sub-volumes and the hydrophilicity of
the nearby surface is worth further investigations.
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Figure 6.1: Informing the optimal size and shape of ligands that can strongly bind to protein
ubiquitin. Using the φ-ensemble simulations on the protein ubiquitin hydration shell, we can
find the average shape of the cavities forms at different φ values on the surface of ubiquitin,
(A) φ = 5.0 kJ/mol (B) φ = 6.0 kJ/mol (C) φ = 7.0 kJ/mol These average cavities inform
the size and the shape of the ligand that could most strongly binds to the protein. The
optimal φ ensemble can be determined by inspecting (D) The response of average number
of waters in ubiquitin hydration shell to the biasing strength φ, and (E) The susceptibility
as a function of φ, featuring a peak around φ = 6 kJ/mol. φ values around the peak of the
susceptibility are judicious choices to guide the design of ligands.

A

B

Figure 6.2: Designing selective inhibitors for PTP proteins. We highlight the differences of
the average cavities (magenta) between φ = 6 kJ/mol ensembles for (A) SHP2 PTP protein
(B) PTP1B protein These two PTP proteins have similar overall structures and catalytic
sites, but show significant different responses to a same biasing strength φ. This suggests a
potential strategy to engineer a ligand in the shape of the average cavity in panel A, which
is then expected to strongly bind with SHP2 but not PTP1B.
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H = H0 + N V

v3

V
v1
v2
Figure 6.3: Proposed scheme for an insertion method to estimating ligand binding free
energy. First, we conduct the φ-ensemble simulations over the entire protein hydration
shell V , where the biasing potential is linear U = φNV for a series of increasing φ values.
We can then use an insertion method to estimate the free energy of creating small cavities
v1 , v2 and v3 (or more, as long as the small volume is defined inside V ) without running
additional simulations.
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Figure 6.4: Illustration of the insertion method on a patterned SAM surface, where most
of the SAM is covered by -OH head groups except for the center region. This center
region is roughly in the shape of a 1 nm diameter circle and covered by -CH3 head groups.
(A) Simulation snapshots of the SAM surface solvated in water. We perform φ-ensemble
simulations using the large observation volume V (black on the left, white on the right).
Then we apply the insertion method on smaller volumes v (yellow) to estimate the free
energy of creating a cavity in v, ∆Gcav,v , which is shown in (B) with respect to the radius
of the sub-volumes Rv . The insertion method (blue squres) agrees well with the exact results
obtained by umbrella sampling (red circles). (C) The free energetics of the water density
fluctuations for Rv = 0.6 nm. The results estimated by insertion method (blue circles) are
in excellent agreement with the exact results obtained by umbrella sampling simulations.
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APPENDIX A (Water Density Fluctuations and its Context Dependence)
A.1. Patterned SAM surfaces
A.1.1. INDUS calculations in SAM systems
The INDUS calculations for patterned SAM systems were performed in the canonical,
(N, V, T ), ensemble with temperature of 300 K maintained using a Berendsen thermostat
(14). As described in the previous section, the simulations included a repulsive wall and a
vapor buffer layer. The coarse-grained particle number was calculated by setting ξ = 0.01
nm, and rc =0.02 nm. A harmonic potential on the coarse-grained particle number with a
spring constant of k = 0.25 kJ/mol was used.
A.1.2. Free energy profiles of patterned SAM surfaces
A.1.3. Interface configurations for patterned SAM surfaces
In Figure 2 of the main text we discussed the behavior of the SAM–water interface, z(x, y),
on patterned SAM surfaces. Figure 2 showed a subset of our results that highlighted the
key insights gained from the data. Figures A.2 (pattern with 4 -OH head groups) and A.3
(pattern with 7 -OH head groups) show the behavior of the interface, z(x, y), for a range of
ρv and s values.
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Figure A.1: Free energy as a function of number of water molecules for SAM surface (A)
patterned with 4 -OH head groups. (B) patterned with 7 -OH head groups. The right hand
column in each row shows a close-up of the region near N = 0.

A.2. Hydrophobin-II simulations
A.2.1. Comparing hydrophobin-II mutant structures
To ensure that swapping amino acids does not perturb the protein structure significantly,
we performed 3 ns long MD simulations of the wild-type hydrophobin-II and its swap
mutant in water starting from the crystal structure. Simulations were performed in the
(N, P, T ) ensemble without any position constraints on the protein heavy atoms. Figure
A.4 shows that both the wild-type and swap mutant maintain a stable folded structure
with RMSD of ≈ 0.2 nm from the crystal structure. Additionally, the RMSD between
the a representative wild-type structure (extracted after the 3 ns simulation) and swap
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Figure A.2: Interfaces for patterned SAM surface with 4 -OH head groups.
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Figure A.3: Interfaces for patterned SAM surface with 7 -OH head groups.

mutant structures sampled is also ≈ 0.2 nm confirming that the perturbation introduced by
the swapping of amino acids is minimal and within thermal fluctuations that are observed
during a MD simulation.
A.2.2. Protein hydrophobicity at atomic level
Atomic-level details within each amino acid can be important to better understand protein
interactions. As shown in the recent publication by Kapcha and Rossky (67), an atomiclevel description of protein hydrophobicity can provide rationales to protein functions that
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Figure A.4: RMSD for Free energies as a function of number of water molecules for protein
hydrophobin II.
residue-based scales fail to explain. In Figure A.5 we show the large hydrophobic patch
of the protein hydrophobin II for both wild type and mutant, but with the atomic-level
hydrophobicity scale. It is clear that this large hydrophobic patch of interest is actually
quite heterogeneous.
A.2.3. Defining the observation volume near protein patches
The observation volume near the hydrophobic patch on the surface of hydrophobin-II includes a contiguous region encompassing 10 amino acid residues (LEU-7, PHE-8, LEU-19,
LEU-21, ILE-22, VAL-54, ALA-61, LEU-62, LEU-63, and ASP-59) shown in Figures 3A
and 3B. This volume is created by defining spherical sub-volumes of diameter 0.6 nm centered on each heavy atom of the 10 amino acids that form the hydrophobic patch. This
results in 79 spherical sub-volumes, the union of which defines the observation volume for
INDUS calculations.
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Figure A.5: Protein hydrophobin II wild type and mutant showing non-polar atoms in red
and polar atoms in blue. The orientations of the proteins are the same as in the main text.
A.2.4. INDUS calculations for hydrophobin-II systems
Hydrophibin-II simulations were performed in the isothermal-isobaric, (N, P, T ), ensemble
with temperature of 300 K maintained using a stochastic velocity rescaling thermostat (20)
and pressure of 1 bar maintained using a Parrinello-Rahman barostat (100). The INDUS
algorithm was modified to include contributions of the forces from the umbrella potential in
the calculation of the system pressure. The coarse-grained particle number was calculated
by setting ξ = 0.01 nm and rc =0.02 nm. A harmonic potential on the coarse-grained particle
number with a spring constant of k = 0.24 kJ/mol was used.
A.2.5. The effect of the initial hydration state on the free energies
The simulations of hydrophobin-II discussed in the main text were prepared in a “wet state”,
i.e., the observation volume was filled with water and contained ≈ hN iv water molecules to
begin with. In order to eliminate any artifacts of this initial condition, we also performed
simulations of our protein systems where the initial coordinates were prepared in a “dry
state”, i.e., the observation volume contained no water molecules in it. Figure A.6 compares
the free energies computed from both the dry and wet initial states. We note that for both
the wild type and the swap mutant, the free energy differences calculated from the dry
state is within 3% of the value calculated from the wet state, confirming the accuracy of
the reported free energies, and allowing us to distinguish between the hydrophobicities of
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II.
wild type and mutant systems.

A.3. A note on the computation of instantaneous interfaces
In the main text we presented results that visualized interfaces near a patterned SAM and
protein surface. We calculate these density isosurfaces following the method developed by
Willard and Chandler (148). Briefly, the method involves defining a coarse-grained density
field :

ρ̃α (x, y, z; R) =

Nα
X
i=1

φ(x − xi )φ(y − yi )φ(z − zi )

(A.1)

where ρ̃α (x, y, z; R) is the coarse-grained density of type α atoms at coordinates (x, y, z), as
a function of all the atom positions R. Nα is the number of atoms with type α. φ(x) is the
coarse-graining function which was chosen to be a Gaussian with a width of 0.24 nm, which
is truncated at 0.7 nm and shifted down. Depending on the atomic coordinates included
in the computation of the coarse-grained density field one could compute and visualize isosurfaces, ρ̃ = c, that represent various interfaces within the system. See for example (148)
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(an air–water interface) and (116) (cavities in a confined liquid phase) .
Patterned SAM systems: Our definition of the interface, z(x, y), as presented in the
discussion of the patterned SAM systems was computed on a coarse-grained density filed
that included oxygen atoms from all water molecules, and normalized by the bulk water
density,

ρ̃total (x, y, z; R) =

ρ̃water (x, y, z; R)
ρbulk
water

(A.2)

where ρ̃total will be approximately unity everywhere within the bulk water phase and will
approach zero as we cross into the SAM surface region. We compute the ensemble average
of the coarse-grained density field, hρ̃total i, over the entire simulation trajectory, and define
hρ̃total i = 0.5 iso-surface as the SAM-water interface, z(x, y).
Hydrophobin-II mutants: For our hydrophobin-II mutants, our goal is to compute and
visualize the dewetted regions (cavities) on the protein surface. For this purpose we include
in our computation the coarse-grained density arising from the protein heavy atoms to
define a overall normalized coarse-grained density,

ρ̃total (x, y, z; R) =

ρ̃water (x, y, z; R) ρ̃protein (x, y, z; R)
+
ρmax
ρbulk
protein
water

(A.3)

where we normalized the protein coarse-grained density by the maximum protein density
occurs at the center of the protein. Under this definition, ρ̃total will be approximately equal
to unity everywhere in the system, except at dewetted regions which form a cavity. We
define the ρ̃total = 0.5 iso-surface here to represent those cavities.
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APPENDIX B (Dewetting Pathway in Hydrophobic Confinement)
B.1. Estimating “Smoothed” Derivatives of the Free Energy
To demonstrate the existence of kinks in ∆G(N ; d) more clearly, we plot smoothed derivatives of ∆G(N ; d) in Figure 2b of the main text. Directly computing derivatives of ∆G(N )
using finite difference, for example, using ∂∆G/∂N = ∆G(N + 1) − ∆G(N ), results in noisy
estimates due to the numerical error in ∆G(N ) (Figure B.1). To minimize such effects, we
first smooth ∆G(N ) using a rectangular window function, such that

∆Gsmoothed (N ) =

1
∆N

N +∆N/2−1

X

∆G(N )

(B.1)

N −∆N/2

is the smoothed free energy. Smoothed derivatives are then estimated from finite differences
of such smoothed free energies,
∂∆G
(N ) ≈ [∆Gsmoothed (N + 1) − ∆Gsmoothed (N )] .
∂N

(B.2)

Derivatives of both the unsmoothed and the smoothed (using a width of ∆N = 10) free
energies for select values of d are compared in Figure B.1.
An analogous smoothing of the first derivative was also performed in order to obtain the
second derivative of the free energy, which in turn enables us to robustly estimate Nkink
as the location of the minimum in ∂ 2 β∆G/∂N 2 . The error in Nkink was estimated using
block averaging; the trajectories were divided into five blocks of 1 ns each, and Nkink was
obtained for each of the five blocks. As an example, the second derivatives for five such
blocks are shown in Figure B.2 for d = 14 Å.

B.2. Obtaining Instantaneous Interfaces that Envelop Dewetted Regions
Here, we closely follow and build upon the approach for estimating instantaneous interfaces,
originally developed by Willard and Chandler (148). In addition to considering the coarse111

grained water density, we also include a coarse-grained density arising from the plate atoms
into an overall, normalized coarse-grained density at (x, y, z) as follows:

ρ̃total (x, y, z; R) =

ρ̃water (x, y, z; R) ρ̃plate (x, y, z; R)
.
+
ρmax
ρbulk
water
plate

(B.3)

Here, R represents the positions of all the heavy atoms in the system in a given configuration, the coarse-grained water density is normalized by the corresponding bulk density, and
the coarse-grained plate density by the maximum coarse-grained plate density that occurs
at the center of the plate. Defined this way, ρ̃total is approximately equal to unity everywhere in the liquid state and near unity at the center of the plates and in the interfacial
region. Configurations containing dewetted regions (cavities) will have significantly smaller
values of ρ̃total that approach zero in the vicinity of the cavity. Therefore, the ρ̃total = 0.5
iso-density surface serves as a convenient definition of the instantaneous interface, allowing
us to readily visualize the position, size, and shape of the cavity; we use the Marching Cube
algorithm (81) to identify the instantaneous interface. The coarse-grained density fields of
the individual species are estimated using

ρ̃α (x, y, z; R) =

Nα
X
i=1

φ(xi − x)φ(yi − y)φ(zi − z),

(B.4)

where α represents either the water oxygen atoms or the plate atoms, Nα is the number of
atoms of type α, and (xi , yi , zi ) correspond to the coordinates of atom i.
For each configuration obtained from our simulations, we set up a three-dimensional grid
to compute the coarse-grained density field with 0.1 nm spacing in each dimension. The
coarse-graining function φ(x) is chosen to be a Gaussian with a width of 0.24 nm, which was
truncated at 0.7 nm, shifted down to make it continuous, and normalized. The particular
characteristics of the instantaneous interfaces thus computed, as well as those of the dewetted regions, such as their exact shapes and volumes, will depend on the choices made in
Equations B.3 and B.4, as well as the parameters chosen. A discussion of how these choices
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affect the instantaneous interface calculation and which choices are judicious is beyond the
scope of this work, and will be the subject of a separate publication. However, it is important to note that the qualitative insights that we obtain in this work are not sensitive to
the particular choices that we make here.

B.3. Definition of the Tube Indicator Functions
The tube indicator function htube is determined by examining the coarse-grained density
field, ρ̃total , between the two plates. We define the x-coordinate to be perpendicular to the
plates, such that the two plates are located at x1 and x2 , respectively, with x1 < x2 . We
additionally define a buffer region b = 0.4 nm from the center of each plate to avoid the
region where the coarse-grained density originating from the plate atoms is larger than or
close to 0.5. If at some location, (y ∗ , z ∗ ), the total coarse-grained density is below 0.5 at all
x-values between x1 + b and x2 − b, we assign htube = 1, i.e.
htube = 1 if ∃ (y ∗ , z ∗ )
: {ρ̃total (x, y ∗ , z ∗ ) < 0.5} ∀ x ∈ (x1 + b, x2 − b)
= 0 otherwise.

(B.5)

B.4. Procedure for Calculating Unbiased Ensemble Averages
All umbrella sampling simulations performed in this work employ a biasing potential. Therefore, when performing ensemble averages of any observable, care must be exercised in accounting for the bias introduced by the potential. This is done using the WHAM/MBAR
formalism (71; 126; 154), such that the unbiased ensemble average of any observable, A(R),
which can be expressed as a function of the configuration vector, R, is given by
K

Nj

¯ = C −1 X X
A(R)
PK
j=1 n=1

A(Rj,n )

k=1 Nk e
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βFk −βVk (Rj,n )

,

(B.6)

where
C=

Nj
K X
X

j=1 n=1

1

PK

k=1 Nk

eβFk −βVk (Rj,n )

.

(B.7)

Here, Fk is the free energy of the kth biased ensemble, K is the number of biasing potentials
or windows used, Nk is the number of samples in window k, Vk is the biasing potential for
window k, and Rj,n refers to configuration n in window j.
Equation B.6 is used here to calculate the ensemble average of htube , conditioned on the
number of waters in confinement being N , according to
¯(R)

htube

N

¯
htube (R)δ
N,N (R)
=
δ ¯

(B.8)

N,N (R)

where δN,N (Rj,n ) is the Kronecker delta function.

B.5. Average Shape of the Vapor Tube
The average shape of a vapor tube is identified by first taking the average of the coarse
grained density, ρ̃tot (x, y, z) ≡ ˜ total (x,¯y, z; R)
ρ, over 5000 frames. Figure B.3 displays the
averaged density of the d = 20 Å with an average of 569 waters (top) and 474 waters
(bottom) between the plates, obtained from biased simulations with Ñ ∗ = 570 and κ =
0.03 kJ/mol and Ñ ∗ = 480 and κ = 0.03 kJ/mol, respectively. From left to right in each
row presents a front view, side view and three-dimensional view of the averaged shape of
the vapor tube. The three-dimensional rendering of the vapor tube is obtained as the isodensity surface ρ̃tot = 0.5, and this surface provides an accurate description of the average
shape of the vapor tube. Additionally, the radii obtained directly from these isodensity
surfaces, 1.03 nm and 1.30 nm, respectively for the top and bottom panels of Figure B.3,
are in reasonably good agreement with those obtained from the simple relation between r
and N used in the main text (Equation B.11), 1.22 nm and 1.45 nm, respectively. Note that
the vapor tubes are cylindrical to a good approximation, in accord with macroscopic theory.
However, further corrections to such theories could be obtained by taking into account finer
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details of the “hour-glass” shape of the vapor tubes. Because the precise shape of the vapor
tubes depends on the details of the instantaneous interface calculation and the parameters
employed, we do not attempt such corrections here.

B.6. Contact Angle Determination
The contact angle of the surface was determined by performing a 2 ns simulation of a
cylindrical droplet containing 4142 water molecules. This cylindrical droplet was divided
into five slabs, each 1 nm in width, and the density as a function of the radius y and the
height z of each slab was computed. The droplet profile is then defined as the point where
the density of the droplet is equal to half that of the bulk density.
The contact angle was then determined by fitting this droplet profile to a circle for z >
0.7 nm, as shown in Figure B.4, where the fit function is given by

y=

q
b2 − (z − a)2 .

(B.9)

Using this functional form, the contact angle, θ, can be obtained from
dy
dz

z=0.7 nm

=−

(z − a)

[b2 − (z −

a)2 ]1/2

=

1
.
tan(π − θ)

(B.10)

The contact angle was determined independently for each of the five slabs and averaged to
yield a contact angle of θ = 120.2◦ ± 0.5◦ , or cos θ = −0.503 ± 0.008.

B.7. Details of Vapor Basin Fits
B.7.1. Fitting used in the main text
In order to fit the simulated free energies to macroscopic theory, we consider the formation
of a vapor tube of radius r, which depends on the number of waters, N , between the
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hydrophobic plates as
r≈

s

Nliq − N
Nliq



L2
.
π

(B.11)

Note that Equation B.11 is an approximate expression; however, this simple approximation
captures the salient features of vapor tube formation, as detailed below and in the main
text. The free energy as a function of r as predicted by macroscopic theory is


2r
2λ
− 2 ln(1 − ),
β∆G(r) = 2πβγ r cos θ + r deff +
γ
L


2

(B.12)

where γ is the liquid-vapor surface tension, θ is the contact angle (determined as described
above), and λ is the line tension. The first term in Equation B.12 is the free energy of
vapor tube formation, ∆Gth , described in the main text, and the last term accounts for the
translational entropy of the vapor tube. The effective distance between the plates, deff , is
obtained by subtracting a constant offset, ξ, from d, that is deff = d − ξ. The x-intercept of
a linear fit of the simulated d-dependence of Nliq is equal to ξ, as shown in Figure B.5, so
that a plot of Nliq vs deff passes through the origin. Here we find a value of the offset to be
ξ = 0.4964 nm. The fits shown in Figure 4a of the main text were obtained by fitting the
simulated free energies for N < Nkink and r < L/2 to the parameters, βγ and λ/γ, using
Equation B.12; the fit parameters obtained are listed in Table B.1.
B.7.2. Curvature Corrections
We also explored a number of other possible fits, the first of which includes curvature
corrections to the surface tension using the Tolman length, δ, such that the curvature
corrected surface tension is γ(r) = γ(1 − δ/r). The fit equation then becomes




2λ
2
− δ cos θ − δdeff
β∆G(r) = 2πβγ r cos θ + r deff +
γ


2r
− 2 ln 1 −
.
L
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(B.13)

Table B.1: Parameters obtained from fitting the vapor tube portion of the free energy to
Equation B.12
βγ (nm−2 )
15.1

λ/γ (nm)
-0.150

12

15.4

-0.167

13

15.4

-0.177

14

15.4

-0.180

15

15.7

-0.180

16

15.0

-0.207

17

15.1

-0.208

18

14.6

-0.223

19

14.2

-0.230

20

13.7

-0.230

21

13.1

-0.243

22

13.3

-0.240

23

12.9

-0.234

24

12.5

-0.221

25

11.9

-0.216

d (Å)
11

However, by referencing the simulated free energies for a given d-value to the free energy in
the liquid basin, that is ∆G(Nliq ) = 0, we force ∆G(r) to be 0 at r = 0. To be consistent
with this convention, we neglect the constant term, 2πγδdeff in Equation B.13, and instead
fit to



2λ
β∆G(r) = 2πβγ r2 cos θ + r deff +
− δ cos θ
γ


2r
− 2 ln 1 −
.
L

(B.14)

From Equation B.14, we see that the curvature correction δ acts in a manner analogous to
the line tension λ, i.e. both are coefficients in the term linear in r. Therefore, we can simply
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relate the fit parameters in Equation B.14 to those in Equation B.12, according to
λ
λ0 δ
= 0 + cos θ,
γ
γ
2

(B.15)

where the primed quantities indicate those obtained from Equation B.12. The value of
λ/γ obtained from Equation B.14 can then be readily predicted with knowledge of the
Tolman length. Recent estimates of this length for SPC/E water at 300 K yield δ ≈
−0.1 nm (122; 139). Therefore, the value of λ/γ changes by ten to sixteen percent through
the inclusion of the Tolman length in our fitting procedure.
B.7.3. Omission of Line Tension
To ascertain the importance of line tension, we attempt to fit the simulated free energies
without including the term containing λ in our expression for the macroscopic theory, and
instead using δ as a fit parameter according to


β∆G(r) = 2πβγ r2 cos θ + r (deff − δ cos θ)


2r
.
− 2 ln 1 −
L

(B.16)

As one may anticipate from the above discussion, the data is fit equally well by Equation B.16. However, this procedure yields unphysical estimates of the Tolman length, with
δ ∼ −1 nm. Therefore, we can conclude that line tension is necessary to provide a physically accurate description of the vapor tube formation and growth that facilitates capillary
evaporation between nanoscopic hydrophobic plates.

B.8. Liquid Basin Fits
In order to characterize the free energetics of isolated cavities, we fit the simulated free
energies in the range, Nkink + 20 < N < Nliq − 50, to straight lines. We first fit the
d = 25 Å free energy, and use the corresponding slope for all d-values. Intercepts are
then obtained by fitting the data for each d-value separately. For d ≤ 16 Å, data in the
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Nkink + 20 < N < Nliq − 50-range are insufficient to be fit reliably, so the fitting was not
performed. The regions fit for each d-value are shown in Figure B.6. In order to estimate
errors, we divided the data into five blocks of equal length, and fit each block separately
(similar block averaging analysis was performed for all quantities). Therefore, for each d,
we show five data sets and five fits, although they are nearly indistinguishable.
From these fits, we can examine the behavior of Nliq (d) − Nint (d), where Nint (d) is the
x-intercept of the linear fit to the fat tails (for d > 16 Å). Both Nliq (d) and Nint (d) are
roughly linear in d, see Figures B.5 and B.6, respectively. However, as shown in Figure B.7,
the quantity Nliq − Nint , which represents the distance in N from the liquid basin one must
move to observe non-Gaussian tails in ∆G(N ; d), or equivalently, to form isolated cavities,
is largely insensitive to d.

B.9. Barrier Location and Height: Simulations vs Macroscopic Theory
In this section, we focus on the location as well as the height of the barrier, as predicted by
macroscopic theory, and compare them with the corresponding simulated values. Macroscopic theory predicts a linear dependence of the location of the barrier, r∗ , on d,
r∗ (d) = −

λ
deff
−
,
2 cos θ γ cos θ

(B.17)

where we have neglected the logarithmic term in Equation B.12. This behavior is captured
by the data shown in Figure B.8, where the r∗ -values are obtained from the fits of the
vapor tubes free energetics to macroscopic theory. The slope of the fitted line corresponds
to cos θ = −0.547, which is slightly larger in magnitude than that obtained from direct
simulations. The ratio λ/γ = −0.16 nm obtained from the y-intercept of the linear fit
lies in the same range as those predicted from fitting the free energies to Equation B.12.
Macroscopic theory also predicts ∆G(r∗ ; d) to be quadratic in d; this behavior is similarly
captured as illustrated by fitting the data to a parabola (solid line).
In addition to the position and height of the maximum of the fits, we also include the
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Figure B.1: Derivatives of the unsmoothed (points) and smoothed (lines) free energies for
d = 14 Å (blue) and d = 23 Å (red).
position and the height of the free energy barrier obtained from the simulated free energy
profiles, rmax (d) and ∆G(rmax ; d), respectively. For large d-values, we expect rmax ≈ r∗ ,
however, this is not true at smaller plate separations because the critical vapor tube is in the
metastable branch of the vapor tube free energy; for these d-values, the barrier corresponds
to the kink in the free energy. Indeed, r∗ 6= rmax at these separations, and the dependence
of rmax on d can not be described by a straight line over the entire range of d. Similar
behavior is observed in ∆G(rmax ; d), albeit to a lesser extent.

B.10. Data for All Systems Studied
¯
¯ , as well
For completeness, we include the free energies, their derivatives, htubeN
, and hcavN
as fits to the vapor and liquid basins, for all d-values studied in Figures B.9, B.10, ??, B.11,
and B.12 respectively. Additionally, we include the vapor basin fits and linear regions (where
applicable) for all d-values in Figure B.13.
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Figure B.2: Second derivative of the free energy for d = 14 Å. Block averaging was used to
obtain Nkink and its associated error bars; the derivatives of each of the the five blocks are
shown here. Nkink is the location of the minimum in ∂ 2 β∆G/∂N 2 .

FRONT

SIDE
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1!

Figure B.3: The average coarse-grained density, ρ̃tot (x, y, z), for d = 20 Å, with an average of
569 waters (top) and 474 waters (bottom) between the plates. The top panel was obtained
from a biased simulation with Ñ ∗ = 570 and κ = 0.03 kJ/mol, and the bottom panel
was obtained from a biased simulation with Ñ ∗ = 480 and κ = 0.03 kJ/mol The rightmost
panels depict three-dimensional renderings of the vapor tube shape at the iso-density surface
ρ̃tot = 0.5
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Figure B.4: (top) Snapshot of the cylindrical droplet used to calculate the contact angle.
(bottom) Fit of the average droplet profile (points) to Equation B.9 (line).
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Figure B.5: The number of water molecules between the plates in the liquid basin, Nliq ,
varies linearly with the distance between the plates, d, as measured between the centers
of the atoms of the two plates. The effective distance between the plates, deff , is obtained
subtracting from d the x-intercept, ξ, of a linear fit of Nliq (d); thus, deff = d − ξ.
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Figure B.6: (top) Portions of the free energies that were linearly fit for d > 16 Å. Simulation
data, split into five blocks for error estimation, is shown as colored data points. Linear fits
are shown as black dashed lines. (bottom) The x-intercept, Nint , obtained from the linear
fits, is plotted as a function of d.
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Figure B.7: The number of waters needed to be removed from the liquid basin to encroach
on the region of the fat tail, as measured by Nliq − Nint for d > 16 Å. Error bars correspond
to one standard deviation.
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Figure B.8: (top) Barrier position r∗ and (bottom) barrier height β∆G(r∗ ) of the fitted
vapor tube free energies, are well-fit by linear and parabolic functions of the inter-plate
separation, d, respectively, in agreement with macroscopic theory. In contrast, the simulated
barrier position rmax and barrier height β∆G(rmax ) deviate from those functional forms.
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Figure B.9: The dependence of (top) the free energies and (bottom) their smoothed derivatives on N for all d-values studied. Arrows point in the direction of increasing d, from
d = 11 Å to d = 25 Å in increments of 1 Å.
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Figure B.10: htubeN
for all d-values studied. Arrows point in the direction of increasing d,
from d = 11 Å to d = 25 Å in increments of 1 Å.
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Figure B.11: Free energies in the vapor basin (N < Nkink ) and the corresponding fits to
Equation B.12. Simulation data is shown as points and the fits are shown as solid lines.
The arrow indicates the direction of increasing d, from d = 11 Å to d = 25 Å in increments
of 1 Å.
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Figure B.12: Free energies in the liquid basin (N > Nkink ) and the corresponding parabolic
(solid) and linear (dashed) fits to the right side of the minimum and to the fat tail regions,
respectively.
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Figure B.13: Vapor basin fits to Equation B.12 (dot-dashed) and liquid basin linear fits
(dashed) near Nkink for all d-values studied.
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APPENDIX C (Sparse Sampling Method)
C.1. Derivation of the Umbrella Sampling Equation
Here we derive the umbrella sampling equation used in the main text, for a a biased Hailtonian, Hφ = H0 + Uφ (Ñv ). The probability, Pv (Ñ ), of observing Ñ coarse-grained waters
in the unbiased ensemble is given by:

Pv (Ñ ) = hδ(Ñv − Ñ )i0 =
where Q0 ≡

R

1
Q0

Z

δ(Ñv − Ñ )e−βH0

(C.1)

e−βH0 is the partition function of the unbiased ensemble. Employing a

straightforward reweighting strategy, we get

Pv (Ñ ) =

where Qφ ≡

R



Qφ
Q0



1
Qφ

Z

δ(Ñv − Ñ )e−βHφ eβUφ (Ñv )

(C.2)

e−βHφ is the partition function of the biased ensemble. Finally, recognizing

that the delta function allows us to pull the eβUφ (Ñv ) term outside the integral, we get

Pv (Ñ ) =



Qφ
Q0



eβUφ (Ñ ) hδ(Ñv − Ñ )iφ

(C.3)

Taking the logarithm of both sides and recognizing that hδ(Ñv − Ñ )iφ is simply the probability, Pvφ (Ñ ), of observing Ñ coarse-grained waters in v in the biased ensemble, we get the
central result of umbrella sampling as

− ln Pv (Ñ ) =

− ln Pvφ (Ñ )

− βUφ (Ñ ) − ln



Qφ
Q0



(C.4)

C.2. Getting Pv (N ) using the sparse sampling method
In the main text, we develop a sparse sampling method to estimate Pv (Ñ ), the probability of
observing Ñ coarse-grained waters in a volume, v, of interest. Here we show that using the
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same framework, a closely related discrete order parameter, such as the number of waters
in v, can also be sparse sampled, that is, the probability distribution, Pv (N ), of observing
N waters in v can also be estimated. As in the previous section, the joint probability
distribution, Pv (N, Ñ ), of observing N waters and Ñ corse-grained waters in the unbiased
ensemble is given by:

− ln Pv (N, Ñ ) =

− ln Pvφ (N, Ñ )

− βUφ (Ñ ) − ln



Qφ
Q0



(C.5)

The central idea is to bias the system using the coarse-grained order parameter, Ñ , but
collect both Ñ and N data from the biased simulations to obtain Pvφ (N, Ñ ), the biased
joint distribution, which is the first term on the right side of Equation C.5. The biasing
potential (the second term) is known analytically and the free energy differences (the third
term) between biased and unbiased ensemble can be readily estimated using thermodynamic
integration, as discussed in the main text. Finally, Pv (N ) can be estimated by an integrating
the unbiased joint distribution over Ñ ,

Pv (N ) =

Z

Pv (N, Ñ )dÑ

(C.6)

To illustrate Equation C.5 and Equation C.6, we apply this strategy to the hydration shell
of the protein, ubiquitin, which was discussed in the main text. An example of the biased
and corresponding unbiased joint distributions at an N -value (in this case, N = hNv iφ with
βφ = 4) of interest, are shown in Figures C.1a and C.1b respectively. Figure C.1c shows that
the sparse sampled free energies, βFv (N ) ≡ − ln Pv (N ), obtained from Equation C.6, agree
well with the exact result computed by the Indirect Umbrella Sampling method (102; 104).

C.3. Comparison between the Sparse Sampling Method and Umbrella Integration
The Umbrella Integration (UI) method, proposed by Kästner and Thiel (68), utilizes principles of both umbrella sampling and thermodynamic integration to estimate free energies,
akin to the sparse sampling method that we present here. However, there are important
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Ñ

150

0

0

200 400 600 800
N

Figure C.1: Obtaining Pv (N ) for ubiquitin hydration shell. (a) The βφ = 4 biased simulation was used to estimate the biased joint distribution, Pv (N, Ñ ), at N = hNv iφ . (b) The
corresponding unbiased joint distribution was obtained using equation C.5. (c) Each biased
simulation was used to sparsely sample Fv (N ) by integrating the respective unbiased joint
distributions using equation C.6; the integral of the joint distribution from the βφ = 4.0 ensemble is shown in purple. The resulting Fv (N ) agrees well with the exact results obtained
using the Indirect Umbrella Sampling method (102; 104).
distinctions between the two methods, which we discuss below.
1) While we explicitly estimate the free energy differences between the biased and unbiased ensembles using thermodynamic integration, UI prescribes eliminating them from the
analysis altogether by differentiating Equation 2 of the main text. ∂Fv /∂ Ñv -values are then
estimated using biased simulations, and integrated numerically to yield estimates of Fv (Ñv ).
2) The authors focus on the widely-used harmonic form of the biasing potential, and show
that in the limiting case of a stiff spring, UI becomes equivalent to thermodynamic integration. In contrast, we use a linear biasing potential, which contributes significantly to the
efficiency of our method; in particular, the linear potential ensures that hÑv iφ decreases
monotonically with φ (because ∂hÑv iφ /∂φ = −βhδ Ñv2 iφ < 0), and enables estimation of Fφ
using only a few biased simulations.
3) Finally, as recognized by its authors, UI does not, in principle, require overlap between
adjacent windows. In practice, however, the functional form of ∂Fv /∂ Ñv is not known
a priori, so accurate estimates of Fv (Ñv ) rely on estimates of ∂Fv /∂ Ñv at finely spaced
Ñv -values. Indeed, the authors use UI not to perform sparse sampling, but to illustrate
that it leads to smaller statistical errors relative to WHAM (Weighted Histogram Analysis
Method).
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Figure C.2: Applying the sparse sampling method to characterize the free energetics of water
density fluctuations in the hydration shell of the protein, hydrophobin II. (a) Simulation
snapshot of the system, where the hydrophobin (blue/white space-fill representation) is
solvated in bulk water (red/white lines). The hydration shell (gray) contains roughly 600
water molecules (sticks) on average. (b) The response, hÑv iφ , to a biasing potential of
strength φ, displays sigmoidal behavior. (c) The sparsely sampled Fv (Ñ ) agrees well with
the exact result obtained using umbrella sampling, and displays a pronounced low-Ñ fat tail.
(d) The susceptibility displays a peak around βφ = 2, suggestive of a collective dewetting
transition in the hydration shell of the protein.

C.4. Fluctuations in the Hydration Shell of the Protein, Hydrophobin
Here, we use the sparse sampling method to estimate Pv (Ñ ) in the hydration shell of the
protein, hydrophobin II (PDB ID: 2B97), which is known to have a large hydrophobic patch
on the protein surface. As shown in Figure C.2, the protein displays characteristics that
are quite similar to that of the protein, ubiquitin, discussed in the main text.
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