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DIAMETER OF CAYLEY GRAPHS OF SL(n, p) WITH
GENERATING SETS CONTAINING A TRANSVECTION
ZOLTA´N HALASI
Abstract. A well-known conjecture of Babai states that if G is a finite simple
group and X is a generating set of G, then the diameter of the Cayley graph
Cay(G,X) is bounded above by (log |G|)c for some absolute constant c. The
goal of this paper is to prove such a bound for the diameter of Cay(G,X)
whenever G = SL(n, p) and X is a generating set of G which contains a
transvection. A natural analogue of this result is also proved for G = SL(n,K),
where K can be any field.
1. Introduction
For a finite group G and a generator set X ⊂ G the (undirected) Cayley graph
Cay(G,X) is the connected graph with vertex set G and with edge set {(g, gx) | g ∈
G, x ∈ X}. The diameter of this graph is the smallest k such that every element of
G can be written as a product of at most k elements from X ∪X−1. The diameter
of a group G, denoted by diam(G), is the maximum of the diameters of all Cayley
graphs Cay(G,X) where X runs through all the generating sets of G. The following
conjecture was fomalised by Babai [2, Conjecture 1.7].
Conjecture 1.1. If G is a non-Abelian finite simple group, then diam(G) <
(log |G|)c for some absolute constant c.
Remark 1.2. One can similarly define the Cayley digraph
→
Cay (G,X) with set of di-
rected edges {(g, gx) | g ∈ G, x ∈ X} and the directed diameters diam(
→
Cay (G,X))
and
→
diam (G). (Note that if X is symmetric, i.e. if X = X−1, then
→
Cay (G,X)
can be identified with Cay(G,X) in a natural way.) Clearly, diam(Cay(G,X)) ≤
diam(
→
Cay (G,X)). On the other hand, a result of Babai [1, Theorem 1.4] states
that diam(
→
Cay (G,X)) ≤ O(diam(Cay(G,X))2(log |G|)3) also holds. As a conse-
quence, a positive answer to Conjecture 1.1 implies the same result for
→
diam (G)
(with a possibly larger c). Therefore, in the following we only consider undirected
Cayley graphs Cay(G,X) with symmetric generating set X .
Babai’s conjecture was proved by Helfgott [6] for the case G = SL(2, p). Later,
this conjecture was verified for finite simple groups of Lie type of bounded rank
independently by Pyber and Szabo´ [12] and Breuillard, Green and Tao [4] In view
of the classification theorem, it remains to prove Babai’s conjecture for alternating
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groups and for classical groups of unbounded rank. Despite the serious efforts,
Babai’s conjecture is still unsolved for both of these classes. So far, the best known
general upper bounds for diam(G) are the following.
On the one hand, let G be an alternating group of degree n. Then a quasipoly-
nomial bound diam(G) ≤ exp(O(log n)4 log log(n)) has been proved by Helfgott
and Seress [8]. Later, their argument has been greatly simplfied in [7]. On the
other hand, let G be a classical group of rank n over the q-element field. Then
diamG ≤ qO(n(log n)
2) by the main result of [5].
In case of G = An, an upper bound diam(Cay(G,X)) = O(n
C) has been proved
by Babai, Beals and Seress [3] under the restriction that X contains an element of
degree < n/(3+ ε). (The degree of a permutation is the number of elements moved
by it.) Under this assumption, the authors managed to show that there is a 3-cycle
which can be written as a product of O(nc) many elements from X . Then an upper
bound diam(Cay(G,X)) = O(nC) follows trivially from this, since there are only
O(n3) many 3-cycles in An.
This, and similar results motivated Pyber to suggest a split of Babai’s conjecture
into three subproblems in the classical case. If G is a classical group with natural
KG-module V , and g ∈ G, then the support of g can be defined as the codimension
of the eigenspace of g corresponding to the eigenvalue 1 of g. (Intuitively, small
support of g means that g is close to being the identity map.) Given a finite classical
group G of rank n over the q-element field and a generator set X for G, a proof for
Babai’s conjecture might be found by solving each of the following subproblems:
• Find an element 1 6= g ∈ G whose length over X is polynomial in n(log q)
and whose support is at most cn for some c < 1.
• Starting with the assumption of the existence g ∈ X with support < cn,
find an element 1 6= t ∈ G whose length over X is polynomial in n(log q)
and whose support is as small as possible.
• Starting with the assumption of the existence 1 6= t ∈ X whose support is
minimal in G, finish the proof of Babai’s conjecture.
The goal of this paper is to manage the third subproblem from this list for the case
G = SL(V ). To achieve this goal we need to consider transvections.
Let V be an n > 2-dimensional vector space over an arbitrary field K and
G := SL(V ). A transvection t ∈ SL(V ) is an element of the form t = 1 + ν where
ν ∈ End(V ) has the property that Im(ν) is a one-dimensional subspace in ker(ν).
Thus, ν2 = 0 and dim(ker(ν)) = n−1. (Throughout this paper, 1 ∈ SL(V ) denotes
the identity map on V .)
Note that an element 1 6= t ∈ SL(V ) has smallest support in SL(V ) \ {1} if
and only if t is a transvection. The number of transvections in SL(V ) is roughly
q2n−1, so (unlike to the alternating case) even the third subproblem does not follow
trivially.
Theorem 1.3. Let V be an n-dimensional vector space over the finite field Fp
where p is a prime and let X ⊂ G = SL(V ) be a generating set of SL(V ) which
contains a transvection. Then diam(Cay(G,X)) = O((log p)cn14) for some absolute
constant c.
Remark 1.4. In this theorem, the constant c is the same as in [6, Main Theorem].
In fact, O((log p)c) can be changed to a bound for the diameter of Cayley graphs
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of SL(2,Fp) corresponding to generating sets {r, s} where r, s is chosen to be two
arbitrary non-commuting transvection in SL(2,Fp).
For any transvection t = 1+ ν ∈ SL(V ), there is a unique transvection group tK
containing t, which is defined as tK = {tλ |λ ∈ K} where tλ := 1 + λν for every
λ ∈ K. During the proof of Theorem 1.3, we also prove the following, which holds
for any field K.
Theorem 1.5. Let V be an n-dimensional vector space over an arbitrary field K
and let X ⊂ G = SL(V ) be a generating set of SL(V ) which contains a whole
transvection group. Then diam(Cay(G,X)) = O(n12).
In [9], Humphries gave an exact condition vhen a set of n many transvections
generate SL(n, p). (Note that n is the minimal possible size of a set of such gener-
ators for SL(n, p).) Although we did not use Humphries result directly (his proof
produces an algorithm which only provides exponential bound to the diameter of
the corresponding Cayley graph), Humphries’ condition was very useful to find a
proof for Theorem 1.5. In fact, our proof for Theorem 1.5 also provides a generali-
sation and extension of Humphries’ theorem. For details, see Section 5.
2. Notation and some basic tools
The purpose of this section is to introduce some terminology and to explain some
very basic ideas used in the rest of the paper. Through this section let K be any
field and let V be a an n-dimensional vector space over K.
If t = 1 + ν ∈ SL(V ) is any transvection, then it can be parametrised by
(d, φ) ∈ V × V ∗, where V ∗ = Hom(V,K) is the dual space of V such that a
transvection t = td,φ satisfies t(x) = x + φ(x)d for every x ∈ V . Note that this
parametrisation is just almost unique, namely, tλ·d,φ = td,λ·φ holds for every λ ∈ K.
Therefore, the set of transvections can be identified with the elements
{1 + d⊗ φ | d⊗ φ ∈ V ⊗K V
∗, 0 6= d ∈ V, 0 6= φ ∈ V ∗ and φ(d) = 0}.
By fixing a basis e1, . . . , en of V , we use the notation e
∗
1, . . . , e
∗
n for the dual basis
of V ∗ satisfying e∗i (ej) = δij . With help of these basises, elements of V and V
∗ can
be identified with the set of column vectors and row vectors over K (each of length
n), respectively. We use the notation [d] and [φ]T for the corresponding column
and row vectors, respectively.
Under this identification, d⊗φ is identified with the usual dyadic product [d]·[φ]T
and V ⊗ V ∗ is identified with Kn×n, the vector space of n × n matrices over K.
Furthermore, Eij := ei ⊗ e∗j becomes the usual basis of K
n×n. Now, 0 = φ(d) =
[φ]T [d] = Tr([d] · [ϕ]T ), which means that the subspace of V ⊗ V ∗ generated by
the set {ν = d ⊗ φ | 1 + ν is a transvection} corresponds to the subspace {M ∈
Kn×n | Tr(M) = 0}, so it has dimenion n2 − 1.
Consider the usual action of SL(V ) on V and its dual action on V ∗, that is,
g ·ϕ(x) := ϕ(g−1 · x) for every g ∈ SL(V ), ϕ ∈ V ∗ and x ∈ V . An easy calculation
shows that if t = 1 + d⊗ ϕ is a transvection and g ∈ SL(V ), then
(Eq. 1) gtg−1 = 1 + (g · d)⊗ (g · ϕ).
This equation and the following three ones will be frequently used in this paper.
Lemma 2.1. Let r1 = 1+ v1⊗φ1 and r2 = 1+ v2⊗φ2 be two transvections. Then
we have
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(a) r2r1r
−1
2 = 1+(v1+φ2(v1)·v2)⊗(φ1−φ1(v2)·φ2). In particular, if φ1(v2) = 0
then r2r1r
−1
2 = 1 + (v1 + φ2(v1) · v2)⊗ φ1.
(b) If φ1(v2) = 0, then [r2, r1] = r2r1r
−1
2 r
−1
1 = 1 + φ2(v1)v2 ⊗ φ1.
(c) If φ1 = φ2, then r1r2 = 1 + (v1 + v2)⊗ φ1.
We next introduce the concept of transvection graphs, which represents the re-
lationship between any pairs of transvections. This tool will be crucial in our
argument.
For the remainder of this paper, let T = {1 + d⊗ φ | d ∈ V, φ ∈ V ∗} denote the
set of all transvections. Occasionally, we allow ourselves to consider 1 as an element
of T , and we think to 1 as the trivial or the non-proper transvection.
Let Y = {t1, . . . , tm} ⊂ T be a set of transvections with ti = 1+ νi = 1+ di⊗φi
for each i. Then the directed graph Γ(Y ) (called the transvection graph on Y ) is
defined as follows. Its vertex set is Y \ {1} and there is a directed edge from ti into
tj if νjνi 6= 0, i.e. if φj(di) 6= 0.
In particular, if Y is the set of all transvections, we get the full transvection
graph Γ(T ). Clearly, for every set Y of transvections, Γ(Y ) is just the subgraph of
Γ(T ) induced by Y \ {1}.
For two transvections r, s, we say that (r, s) is an edge if (r, s) is a directed edge
in Γ(T ). The set of all edges (in Γ(T )) is denoted by E(T ). If (r, s) is an edge,
then we say that (r, s) is one-way directed (resp. two-way directed) if (s, r) is not
an edge (resp. if (s, r) is also an edge). Now, Lemma 2.1 easily implies
Lemma 2.2. Let x, y, z ∈ T be three proper transvections.
(a) If (x, y), (x, z) /∈ E(T ), then (x, zyz−1) /∈ E(T );
(b) If (x, y) ∈ E(T ), but (x, z) /∈ E(T ), then (x, zyz−1) ∈ E(T ).
(c) If (x, y), (y, z) ∈ E(T ) but (x, z) /∈ E(T ), then (x, yzy−1) ∈ E(T ).
(d) If (x, y), (x, z), (z, y) ∈ E(T ), then (x, zλyz−λ) /∈ E(T ) for a suitable λ ∈
K.
(e) If (x, y) is a one-way edge, then ([x, y], z) ∈ E(T ) ⇐⇒ (x, z) ∈ E(T ) and
(z, [x, y]) ∈ E(T ) ⇐⇒ (z, y) ∈ E(T ).
In (a)-(d), dual statements can be obtained by reversing the direction of the edges.
In what follows, we will freely use Lemmas 2.1 and 2.2 without referring to them.
For a set X ⊂ SL(V ), we define Xk := {x1x2 · · ·xk |x1, . . . , xk ∈ X} for every
k ∈ N. In the following we assume that 1 ∈ X . This can clearly be assumed without
loss of generality and it implies that Xk ⊂ X l whenever k < l, which results some
simplification in the notation.
For any two sets X,Y ⊂ SL(V ) we denote by ℓX(Y ) the length of Y over X , i.e.
ℓX(Y ) := min{k ∈ N |Y ⊂ Xk} is the smallest number k such that every element
of Y can be written as a product of at most k many elements from X . (If there is
no such k, then ℓX(Y ) :=∞ or undefined.)
Note that using this notation, the conclusion of Theorem 1.5 can be rewritten
as ℓX(SL(V )) = O(n
12). Furthermore, ℓ has the property that
(Eq. 2) ℓX(Z) ≤ ℓX(Y ) · ℓY (Z)
for any three sets X,Y, Z ⊂ SL(V ). This property can be used to split the proof
of Theorem 1.5 into several steps by providing a chain of sets of transvections with
stronger and stronger properties such that each one has a sufficiently small length
over the previous one. The main goal of the proof of Theorem 1.5 is to construct all
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elements of T as a short product of elements from X . In order to achieve our goal,
we need to ensure that the above mentioned sets of transvections have a property,
which we call K-closed.
We say that a subset Y ⊆ T is K-closed if tK ⊆ Y holds for every t ∈ Y . If
Y is any set of transvections, then its K-closure is defined as Y K = {s ∈ T | s ∈
tK for some t ∈ Y }. Clearly Y ⊆ T is K-closed ⇐⇒ Y = Y K .
During our argument, we always generate new transvections in a way as in
Equation Eq. 1 and in Lemma 2.1. More precisely, we start with tK ⊂ X . In
a general step, we have an already constructed K-closed Y ⊂ T whose length is
known to be short enough in X and we construct a new element z ∈ T by one of
the following ways:
• z = gyg−1 where y ∈ Y and g ∈ Xk ∪ Y (for some short enough k); Then
zK = gyKg−1.
• z = [x, y] where x, y ∈ Y ; Then zK = [xK , y].
• z = xy where x, y ∈ Y and ker(x) = ker(y); Then zλ = xλyλ for every
λ ∈ K.
This implies that the upper bound we give for ℓX∪Y (z) is also an upper bound for
ℓX∪Y (z
K). As a consequence, along with z we can add the whole zK to Y . In this
way, we can guarantee that the set of already constructed transvections remains
K-closed through the whole proof.
3. The reduction of Theorem 1.3 to Theorem 1.5
In this section let V be an n-dimensional vector space over Fp. If X is a sym-
metric generating set of SL(V ) and t ∈ X is a transvection, then we can form many
transvections by repeatedly conjugating with the elements of X . In that way we
get sets of transvections
Ck = C(t,X, k) := {xk · · ·x1tx
−1
1 · · ·x
−1
k |x1, . . . xk ∈ X} ⊂ X
2k+1
and corresponding directed graphs Γ(Ck) for every k.
Theorem 3.1. Let X be a symmetric generating set of SL(V ), which contains a
transvection t and let Cn = C(t,X, n) = {r1 = t, . . . , rm} ⊂ X2n+1, where ri =
1+ vi ⊗ φi with for every 1 ≤ i ≤ m. Then 〈v1, . . . , vm〉 = V and Γ(Cn) contains a
directed cycle;
Proof. Since SL(V ) acts irreducibly on V and X generates SL(V ), 〈X i(v1) | i ∈
N〉 = V . Therefore, if 〈X i(v1)〉 = 〈X i+1(v1)〉 for some i, then 〈X i(v1)〉 = V must
hold. Thus, 〈X(v1)〉 < 〈X2(v1)〉 < . . . is a chain of subspaces, which is strictly
increasing until it reaches V . Since dimV = n, it follows that Xn(v1) generates V .
Using the Equality Eq. 1, we get that 〈v1, . . . , vm〉 = V .
It follows from 〈v1, . . . , vm〉 = V and from the definition of Γ(Cn) that there is
no source vertex in Γ(Cn). Recall that a directed graph is acyclic, if it does not
have a directed cycle. As any finite acyclic graph has a source vertex, we get that
Γ(Cn) has a directed cycle, which proves our claim. 
Now, we can reduce Theorem 1.3 to Theorem 1.5.
Theorem 3.2. Let V be an n-dimensional vector space over Fp where p is a prime
and let X ⊂ SL(V ) be a symmetric generating set containing a transvection t.
Then X l contains a full transvection group for l = O((log p)c · n2).
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Proof. By Theorem 3.1, Γ(Cn) contains a directed cycle. Choosing a directed cycle
of minimal length we get r1, . . . , rk ∈ Cn such that (ri, rj) is a directed edge in ΓCn
if and only if j − i ≡ 1 (mod k). (In the following, when we consider a directed
cycle of length k we think of the indices as elements of Zk.) Let ri = 1 + vi ⊗ φi
for every 1 ≤ i ≤ k, so φj(vi) 6= 0 ⇐⇒ j − i ≡ 1 (mod k). Let α1, α2 . . . , αk ∈ Fp.
Using the equality φi+1
(∑k
s=1 αsvs
)
= αi · φi+1(vi) for every 1 ≤ i ≤ k, we get
that v1, . . . , vk ∈ V are linearly dependent, so k ≤ n.
Let si := riri+1 . . . rk−1rkr
−1
k−1 . . . r
−1
i+1r
−1
i for every 2 ≤ i ≤ k− 1. Using Lemma
2.2/(a),(b),(c) or their duals repeatedly for i = k − 1, . . . , 2, we get that (ri−1, si)
and (si, r1) are one way edges for i > 2 and (r1, s2) is a two-way edge. Clearly,
ℓCn(s2) ≤ 2k− 3 ≤ 2n, so ℓX(r1, s2) ≤ 2n
2. Now, 〈r1, s2〉 ≃ SL(2,Fp). By [6, Main
Theorem], the diameter of SL(2,Fp) is O((log p)
c), so X(O((log p)
cn2) contains a full
transvection group. 
Corollary 3.3. Theorem 1.5 implies Theorem 1.3.
Proof. Let V be an n-dimensional vector space over Fp and let X ⊂ SL(V ) be a
symmetric generating set containing a transvection. By Theorem 3.2, X ′ := Xk
contains a transvection group for k = O((log p)c ·n2). Thus, Theorem 1.5 says that
diam(Cay(G,X ′)) = O(n12). Therefore,
diam(Cay(G,X)) ≤ k · diam(Cay(G,X ′)) = O((log p)c · n14).

4. Proof of Theorem 1.5
For the remainder, we assume that V is an n-dimensional vector space over an
arbitrary field K and X is a symmetric generating set of SL(V ) which contains a
whole transvection group tK .
First, we claim that it is enough to prove that the length of T over X is bounded
by a polynomial in n. In fact, we prove this for a relatively small subset of transvec-
tions instead of T .
Lemma 4.1. Let e1, . . . , en be a basis of V and let Y = {1+K · ei⊗ e∗j | 1 ≤ i, j ≤
n, i 6= j}. Then we have diam(Cay(G, Y )) = O(n2).
Proof. Identify G = SL(V ) with SL(n,K) and Y with the set {1+K ·Eij | i 6= j} as
in Section 2. As it is well-known, every row operation on a matrix can be given by
mupltiplying the matrix from the left with a product of constantly many elements
from Y . The claim follows from the Gaussian elimination process. 
Lemma 4.2. Let Y1 be a K-closed set of transvections defined as
Y1 = C(t
K , X, n2) = {xn2 · · ·x1t
λx−11 · · ·x
−1
n2 |λ ∈ K, x1, . . . , xn2 ∈ X} ⊂ X
2n2+1.
Then
(1) There are sets of transvections {s1, s2, . . . , sn} ⊂ Y1 and {t1, . . . , tn} ⊂ Y1
with si = 1+ ai ⊗ αi and ti = 1+ bi ⊗ βi for each i such that a1, . . . , an is
a basis of V and β1, . . . , βn is a basis of V
∗.
(2) For every transvection x ∈ T , there are 1 ≤ i, j ≤ n such that (si, x) and
(x, tj) are edges in Γ(Y1 ∪ x).
(3) Y1 generates SL(V ).
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(4) Γ(Y ) is strongly connected for any set of transvections Y containing Y1.
Proof. (1) and (2) are clearly follows from the proof of Theorem 3.1. (Here we just
reformulated them for the convenience of the reader.)
In order to prove that Y1 generates SL(V ), we consider the caseK 6= F2 first. Let
W = 〈v⊗φ ∈ V ⊗V ∗ |φ(d) = 0〉, so dim(W ) = n2−1. For every i, letWi = 〈ν ∈ V ⊗
V ∗ | 1 + ν ∈ C(tK , X, i)〉 ≤ V ⊗ V ∗. Since X generates SL(V ) and the transvection
subgroups are all conjugate to each other, we get that ∪∞i=1Wi = W . As in the
proof of Theorem 3.1, we get that W1 < W2 < . . . is a strictly increasing chain of
subspaces until it reachesW . This means thatWn2−1 = W . Identifying V ⊗V
∗ with
End(V ), one can see that there is no proper Wn2−1 = W -invariant subspace of V ,
which implies the same for the subgroup H = 〈C(tK , X, n2−1)〉 ≤ SL(V ). In other
words, H is an irreducible subgroup of SL(V ), which is generated by transvection
groups. As a special case of the main result of [10], it follows thatH ≥ Sp(V ). Since
X generates SL(V ) and Sp(V ) is not normal in SL(V ) (unless Sp(V ) = SL(V )),
we have 〈xSp(V )x−1 |x ∈ X〉 = SL(V ). Thus, 〈Y1〉 ≥ 〈xHx−1 |x ∈ X〉 ≥ SL(V )
as claimed.
The case when K = F2 is similar, but we take the strictly increasing chain of
subgroups H0 = t
K < H1 < H2 ≤ . . . where Hi = 〈C(tK , X, i)〉 for each i. Now,
the length of this chain can be bounded above by log2(|SL(V )|) ≤ n
2.
Now, let us assume that Γ(Y ) is not strongly connected for some set of transvec-
tions Y ⊃ Y1. Then there is a ∅ 6= Z ( Y such that there is no outgoing edge from
Z in Γ(Y ). This means that the subspace VZ = 〈v | ∃φ ∈ V ∗ : 1 + v ⊗ φ ∈ Z〉
is a proper subspace of V fixed by each element of Y . This contradicts with the
irreducibility of SL(V ) = 〈Y 〉 on V . 
Remark 4.3. For k = 2, the statement analogous to the result of [10] does not hold.
For this case, there are several other types of irreducible subgroups of SL(V ) which
are generated by transvection groups exists. For a complete list, see [11].
Our next goal is to produce a K-closed set of transvections Y2 ⊃ Y1 such that
Y2 contains a one-way directed edge and ℓY1(Y2) ≤ O(n). Of course, if Y1 itself
contains a one-way directed edge, then we can choose Y2 = Y1. Therefore, we
assume that every edge is two-way directed in Y1.
To achieve our goal, we consider cycles in Γ(Y1). Let (r1, r2, . . . , rk) be a (two-
way directed) cycle in Γ(Y1) with k ≥ 3 and ri = 1 + vi ⊗ φi for each i.
We say that this cycle is non-singular if
(Eq. 3) detc(v1, φ1, . . . , vk, φk) :=
k∏
i=1
φi(vi+1) + (−1)
k−1 ·
k∏
i=1
φi+1(vi) 6= 0.
Remark 4.4.
(1) Note that the non-singularity of a cycle (r1, r2, . . . , rk) only depends on
the transvection groups rK1 , . . . , r
K
k . Indeed, by changing (1 + vi ⊗ φi) to
(1 + vi ⊗ φ)λ = 1+ (λvi)⊗ φi = 1+ vi ⊗ (λφi) for some λ ∈ K×, the value
of detc(v1, φ1, . . . , vk, φk) is multiplied by λ.
(2) The formula in (Eq. 3) can also be defined for any set of transvections
r1, . . . , rk. Clearly, its value is zero unless at least one of (r1, . . . , rk) and
(rk, . . . , r1) is a directed cycle in Γ(T ), while it is non-zero if exactly one of
(r1, . . . , rk) and (rk, . . . , r1) is a directed cycle in Γ(T ).
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(3) In the particular case when k is odd and (r1, . . . , rk) is a chordless (or
induced) cycle, detc(v1, φ1, . . . , vk, φk) has a special meaning: It is just the
determinant of the k × k-matrix (φi(vj)).
Lemma 4.5. Let C = (r1, . . . , rk) be a chordless non-singular cycle in Γ(Y1) (with
k ≥ 3). Then Γ(C2n+1) contains a one-way directed edge.
Proof. Let ri = 1 + vi ⊗ φi for each 1 ≤ i ≤ k. By our assumption, φi+1(vi) 6= 0
and φi(vi+1) 6= 0 for each 1 ≤ i ≤ k, while φi(vj) = 0 if i− j 6≡ ±1 (mod k).
First, let us assume that k = 3. We calculate the conjugate
r′1(λ) := r
λ
2 r1r
−λ
2 = 1 + (v1 + λφ2(v1)v2)⊗ (φ1 − λφ1(v2)φ2).
Now, (r′1, r3) is a one-way directed edge in Γ(C ∪ {r
′
1}) if and only if both of the
following inequality and equality hold:
φ3(v1 + λφ2(v1)v2) = φ3(v1) + λφ2(v1)φ3(v2) 6= 0,
(φ1 − λφ1(v2)φ2)(v3) = φ1(v3)− λφ1(v2)φ2(v3) = 0.
Since each φi(vj) 6= 0, there is such a λ ∈ K× if and only if∣∣∣∣
φ3(v1) φ2(v1)φ3(v2)
φ1(v3) −φ1(v2)φ2(v3)
∣∣∣∣ = − detc(v1, φ1, v2, φ2, v3, φ3) 6= 0,
which exactly means that the cycle (r1, r2, r3) is non-singular. Thus, there is a
one-way directed edge in Γ(C3).
Now, we turn to the general case, and we use induction on k. Using the same
argument as in the proof of Theorem 3.2, we get that v1, . . . , vk−2 ∈ V is linearly
independent, so k ≤ n+ 2 holds. Let r′k−1 be the conjugate of rk by rk−1, so
r′k−1 = rk−1 · rk · r
−1
k−1 = 1 + (vk + φk−1(vk)vk−1)⊗ (φk − φk(vk−1)φk−1),
that is, r′k−1 = 1 + (v
′
k−1) ⊗ (φ
′
k−1) with v
′
k−1 = vk + φk−1(vk)vk−1 and φ
′
k−1 =
φk − φk(vk−1)φk−1 Thus, for every 1 ≤ i ≤ k − 2, we have (r′k−1, ri) is an edge in
Γ(C ∪ {r′k−1}) if and only if
φi(v
′
k−1) = φi(vk) + φk−1(vk)φi(vk−1) 6= 0 ⇐⇒ i ∈ {1, k − 2}.
Similarly, (ri, r
′
k−1) is an edge if and only if i ∈ {1, k−2}. Thus, (r1, . . . , rk−2, r
′
k−1)
is a chordless cycle of length k − 1. Furthermore,
φ1(v
′
k−1) = φ1(vk), φk−2(v
′
k−1) = φk−1(vk)φk−2(vk−1),
φ′k−1(v1) = φk(v1), φ
′
k−1(vk−2) = −φk(vk−1)φk−1(vk−2),
which implies that
detc(v1, φ1, . . . , vk−2, φk−2, v
′
k−1, φ
′
k−1) = detc(v1, φ1, . . . , vk−1, φk−1, vk, φk) 6= 0.
Using this process repeatedly, we find shorter and shorter non-singular chordless
cycles (r1, . . . , ri−1, r
′
i) where r
′
i = rir
′
i+1r
−1
i for i = k− 1, k− 2, . . . , 3. In that way
we can find a non-singular two-way directed cycle (r1, r2, r
′
3), where
r′3 = r3r4 · · · rk−1rkr
−1
k−1 · · · r
−1
3 ∈ C
2n−1.
By the first part of the proof, Γ(C2n+1) contains a one-way directed edge. 
Lemma 4.6. Γ(Y1) contains a non-singular chordless cycle.
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Proof. First, we reformulate the concept of non-singularity given by (Eq. 3) by in-
troducing the potential for two-way directed cycles. First, for any two transvections,
1 + c⊗ γ, 1 + d⊗ δ connected by a two-way directed edge let
r(c, γ, d, δ) :=
δ(c)
γ(d)
Now, let (r1, . . . , rk) be a two-way directed cycle where ri = 1 + vi ⊗ φi for each i.
Then its potential is defined as
Pot(r1, . . . , rk) :=
k∏
i=1
r(vi, φi, ri+1, φi+1).
Note that unlike to the above definition of detc and r, the potential depends only
on the transvection groups rK1 , . . . , r
K
k and not on the particular choice of the vi
and the φi. Clearly, the two-way directed cycle (r1, . . . , rk) is singular if and only
if Pot(r1, . . . , rk) = (−1)
k.
The above function r(c, γ, d, δ) has the property
r(d, δ, c, γ) =
1
r(c, γ, d, δ)
which can be used to calculate the potential of the symmetric difference of two
two-way directed cycles glued by a subpath. More concretely, let (r1, r2, . . . , rk) be
a two-way directed cycle and let us assume that for some 1 ≤ i < j ≤ k there is a
two-way directed path ri, q1, . . . , ql, rj . Then we have
Pot(r1, . . . , rk) = Pot(r1, . . . , ri, q1, . . . , ql, rj , . . . , rk)(Eq. 4)
· Pot(ri, . . . , rj , ql, . . . , q1)
In particular, a cycle obtained by gluing two singular cycles is singular itself.
Let Y ⊃ Y1 be any set of transvections and let us assume by a way of contra-
diction that every cycle in Y is singular. (Note that this implies that Y does not
contain any one-way directed edge by Remark 4.4/(2) and by the strongly connected
property of Y .) Let s1 = 1 + w1 ⊗ ψ1, s2 = 1 + w2 ⊗ ψ2 ∈ Y be two neighbouring
vertices in Γ(Y ) and let s3 = s2s1s
−1
2 = 1 + w3 ⊗ ψ3 where w3 = w1 + ψ2(w1)w2
and ψ3 = ψ1 − ψ1(w2)ψ2. Then (s1, s3) and (s2, s3) are (two-way directed) edges.
Let t = 1 + u⊗ µ ∈ Y be any transvection in Y . A small calculation shows that
detc(w3, ψ3, w1, ψ1, u, µ) = ψ3(w1)ψ1(u)µ(w3) + ψ1(w3)µ(w1)ψ3(u)
= −ψ1(w2)ψ2(w1)ψ1(u)(µ(w1) + ψ2(w1)µ(w2))
+ ψ2(w1)ψ1(w2)µ(w1)(ψ1(u)− ψ1(w2)ψ2(u))
= −ψ1(w2)ψ2(w1)
(
ψ1(u)ψ2(w1)µ(w2) + µ(w1)ψ1(w2)ψ2(u)
)
= −ψ1(w2)ψ2(w1) · detc(w1, ψ1, w2, ψ2, u, µ) = 0.
Thus, if (s3, s1, t) is a cycle, then it is singular. A similar calculation shows that if
(s3, s2, t) is a cycle, then it is singular, as well.
Now, let r1, . . . , rk ∈ Y such that (r1, . . . , rk, s3) is a cycle in Γ(Y ∪ {s3}) not
contained in Γ(Y ). Since (s3, r1) and (rk, s3) are edges, both r1 and rk are connected
with at least one of s1 and s2. If, for example, both of them are connected with
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s1, then (s1, r1, s3) and (s1, s3, rk) both are singular cycles, so Pot(s3, rk, s1) =
Pot(s3, s1, r1) = −1. By using (Eq. 4) twice we get
Pot(r1, . . . , rk, s1) = Pot(r1, . . . , rk, s3) · Pot(s3, rk, s1) · Pot(s3, s1, r1).
Furthermore, (r1, . . . , rk, s1) is a cycle in Γ(Y ), so it is singular by our assumption.
Therefore, Pot(r1, . . . , rk, s3) = (−1)k+1, which means that (r1, . . . , rk, s3) is also
singular. Similarly, if, say, r1 is connected with s1 and rk is connected with s2 then
by using (Eq. 4) three times we get
Pot(s1, r1, . . . , rk, s2) = Pot(s1, r1, s3) · Pot(s1, s3, s2)
· Pot(s2, s3, rk) Pot(r1, . . . , rk, s3),
which implies that Pot(r1, . . . , rk, s3) = (−1)k+1, that is, (r1, . . . , rk, s3) is singular
again.
Now, let us assume that all cycles in Γ(Y1) are singular. The above argument
shows that if we repeatedly add new transvections to Y1 by conjugating previous
ones with each other, then we can never get a non-singular cycle. But Y1 generates
SL(V ) and all transvections are conjugate in SL(V ), which implies that sooner or
later we get all the transvections of SL(V ) that way. Since n ≥ 3, the graph Γ(T )
contains a non-singular cycle, which is a contradiction.
Thus, we proved that Γ(Y1) contains a non-singular cycle. Let (r1, . . . , rk) be a
non-singular cycle such that k is as small as possible. We claim that (r1, . . . , rk)
is chordless. Otherwise, there is a (two-way directed) edge (ri, rj) in Γ(Y1) for
some 1 ≤ i < j − 1. Using (Eq. 4), we get that at least one of the shorter cycles
(r1, . . . , ri, rj , . . . , rk) and (ri, ri+1, . . . , rj) must be non-singular, a contradiction.

Using Lemmas 4.6 and 4.5 we get
Corollary 4.7. There is a K-closed set of transvections Y2 ⊃ Y1 with ℓY1(Y2) ≤
O(n) such that Γ(Y2) contains a one-way directed edge.
Lemma 4.8. There is a K-closed set of transvections Y3 ⊃ Y2 of length ℓY2(Y3) ≤
O(n) such that for every s, t ∈ T there is a directed path from s into t in Y3 ∪{s, t}
of length at most 2.
Proof. Let s, t ∈ T be two transvections. Since Y2 ∪ {s, t} is strongly connected,
there is a directed path from s into t in Y2 ∪ {s, t}. Let s, r1, . . . , rk, t be a directed
path of shortest length with ri = 1 + vi ⊗ φi for every 1 ≤ i ≤ k, so there is
no edge from ri into rj if 1 ≤ i < j ≤ k. As in the proof of Theorem 3.2,
we get that {v1, . . . , vk} ⊂ V is linearly independent set, so k ≤ n. Let rs,t :=
rk . . . r2r1r
−1
2 . . . r
−1
k . Using Lemma 2.2 repeatedly, we get that s, rs,t, t is a path.
Clearly, ℓY2(rs,t) ≤ 2k − 1 ≤ 2n also holds. Thus, the set
Y3 := Y2 ∪ {r
K
s,t | s, t ∈ T , (s, t) is not an edge}
has the required properties. 
Lemma 4.9. There is a K-closed set of transvections Y4 ⊃ Y3 with ℓY3(Y4) ≤ O(1)
such that for every transvection r ∈ T , there are one-way edges (r, er) and (sr, r)
for some er, sr ∈ Y4.
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Proof. Let r ∈ T be any transvection and let (s, t) be a one-way directed edge in
Γ(Y2) (whose existence is guaranteed by Corollary 4.7). Let r = r0, . . . , rk = s be a
path of shortest length in Γ({r}∪Y3. By the construction of Y3, we have 0 ≤ k ≤ 2.
If k = 0, then (r, t) is one-way directed. Now, let k = 1. Using parts of Lemma
2.2, we get that if (t, r) is not an edge, then (r, [s, t]) is a one-way directed edge,
while if (t, r) is an edge, then (r, tλst−λ) is a one-way directed edge for some λ ∈ K.
Finally, if k = 2, then we apply the k = 1 twice: First, we can apply it to r1, s, t
we get a one-way directed edge (r1, er1), then we can apply it to (r, r1, er1) to get
a one-way directed edge (r, er).
The existence of a suitable transvection sr can be proved in an analogous way. 
Lemma 4.10. Let r1 = 1 + v1 ⊗ φ1, . . . , rk = 1 + vk ⊗ φk be a directed path of
transvections where k ≤ 5. Let us assume that at least one of (r1, r2) and (r2, r3) is
one-way directed for k = 3, while both of (r1, r2) and (rk−1, rk) are one-way directed
for 4 ≤ k ≤ 5. Furthermore, let Z = {rK1 , . . . , r
K
k }. Then there is a ψ ∈ V
∗ such
that s := 1 + (v1 + vk)⊗ ψ is a transvection with ℓZ(sK) ≤ c for some constant c.
Similarly, there is a transvection t = 1 + w ⊗ (φ1 + φk) such that ℓZ(t) ≤ c.
Proof. First, if (r1, rk) or (rk, r1) is an edge, then s = r
1/φk(v1)
k r1r
−1/φk(v1)
k or
s = r
1/φ1(vk)
1 rkr
−1/φ1(vk)
1 satisfy the claim. So for the remainder, we assume that
there is no edge between r1 and rk in either direction.
If k = 3 and, say, (r1, r2) is a one-way directed edge, then let s1 := [r
1/φ2(v1)
2 , r1] =
1 + v2 ⊗ φ1. Now, (s1, r3) is a one-way directed edge, so s2 := [r
1/φ3(v2)
3 , s1] =
1 + v3 ⊗ φ1. Therefore, s := r1 · s2 = 1 + (v1 + v3)⊗ φ1. The case when (r2, r3) is
one-way directed can be handled in an analogous way.
Now, let k = 4 and let both (r1, r2) and (r3, r4) be one-way directed. Choosing
s1 = [r
1/φ2(v1)
2 , r1] = 1+v2⊗φ1, the case k = 3 can be applied to the path s1, r3, r4.
Finally, let k = 5 and let us assume that both (r1, r2) and (r4, r5) are one-
way directed. If (r1, r4) is an edge, then the case k = 3 can be applied to the path
r1, r4, r5. If (r4, r1) is one-way directed, then choosing s1 = [r
1/φ1(v4)
1 , r4] = 1+v1⊗
φ4 and s2 = [r
1/φ5(v4)
5 , r4] = 1+v5⊗φ4 we get s := s1 ·s2 = 1+(v1+v5)⊗φ4. So for
the remainder, we assume that there is no edge between r1 and r4 in either direction.
Now, if (r3, r1) is not an edge then choosing s1 = [r
1/φ2(v1)
2 , r1] = 1 + v2 ⊗ φ1, the
case k = 4 can be appplied to the path s1, r3, r4, r5. The case when (r5, r3) is
similar. Finally, let us assume that both (r5, r3) and (r3, r1) are edges. Then there
is a λ ∈ K such that s1 := rλ4 r3r
−λ
4 satisfies that (r5, s1) is one-way directed (If
(r5, r3) is one-way directed, then λ = 0 gives s1 = r3). Now, the case k = 3 can be
applied to the path r5, s1, r1.
The existence of a t = 1 + w ⊗ (φ1 + φk) with ℓZ(tK) ≤ c can be proven in an
analogous way. 
Remark 4.11. One can check that the above argument provides a value c = 28.
Lemma 4.12. There is a K-closed set of transvections Y5 ⊃ Y4 with ℓY4(Y5) ≤ n
6
such that for every 0 6= v ∈ V there is a φ ∈ V ∗ such that 1+v⊗φ ∈ Y5. Similarly,
for every ψ ∈ V ∗ there is a u ∈ V with 1 + u⊗ ψ ∈ Y5.
Proof. We only prove the first claim, the second one can be proved in a similar
way. Let 0 6= v ∈ V be fixed. By Theorem 4.2, there are transvections s1 =
1+ a1⊗α1, . . . , sk = 1+ ak ⊗αk ∈ Y1 such that k ≤ n and v =
∑k
i=1 ai. We prove
12 ZOLTA´N HALASI
the existence of a φ ∈ V ∗ such that ℓY4(1 + v ⊗ φ) ≤ k
6 by using induction on k.
The claim is clearly true for k = 1. For an arbitrary k ≤ n let v1 =
∑⌈k/2⌉
i=1 ai and
v2 =
∑k
i=⌈k/2⌉+1 ai. By induction on k, there are r1 = 1+v1⊗φ1 and r2 = 1+v2⊗φ2
for some φ1, φ2 ∈ V ∗ such that ℓY4(r1, r2) ≤ ⌈k/2⌉
6. Using Lemma 4.9 and Lemma
4.8 we get a path from r2 to r1 in Γ(r1, r2, Y4) satisfying the conditions in Lemma
4.10. Thus, using Lemma 4.10 to this path, we get a transvection r = 1+v⊗φ with
ℓr1,r2,Y4(r) ≤ c = 28. Thus, ℓY4(r) ≤ ℓr1,r2,Y4(r) · ℓY4(r1, r2) ≤ 28 · ⌈k/2⌉
6 ≤ k6,
as claimed. Let Y5 be the union of all transvection groups in Y
(n6)
4 . Then the
conclusion of the lemma holds for Y5. 
Lemma 4.13. Let T be the set of all transvections. Then ℓY5(T ) = O(1).
Proof. Let 0 6= v ∈ V, 0 6= φ ∈ V ∗ satisfying φ(v) = 0. We need to prove that
1 + v ⊗ φ ∈ Y c5 for some constant c. By Lemma 4.12, there are transvections
s1, s2 ∈ Y5 such that s1 = 1 + v1 ⊗ φ, s2 = 1 + v ⊗ φ2 for some v1 ∈ V, φ2 ∈
V ∗. If 〈v1〉 = 〈v〉 or 〈φ2〉 = 〈φ〉, then the assertion follows since Y5 is K-closed.
Furthermore, if (s1, s2) is an edge, then [s
1/φ2(v1)
2 , s1] = 1 + v ⊗ φ. So for the
remainder we assume that 〈v1〉 6= 〈v〉, 〈φ2〉 6= 〈φ〉 and there is no edge between s1
and s2 in either direction.
We claim that there is a path s1 = r1, r2, . . . , rk = s2 with k ≤ 5 such that
ℓY5(r1, . . . , rk) ≤ 5, and none of (r2, r1), (rk, rk−1), (rk, r2), (rk−1, r1) are edges.
First, let r1 = s1, rk = s2 (The value of k will be specified later). Since 〈v1〉 6= 〈v〉,
there is a ψ ∈ V ∗ such that ψ(v1) 6= 0, ψ(v) = 0. Now, by Lemma 4.12, 1+u⊗ψ ∈
Y5 for some u ∈ V . Furthermore, by Lemma 4.9, there is an 1 + u′ ⊗ ψ′ ∈ Y4 such
that (1+u⊗ψ, 1+u′⊗ψ′) is a one-way edge. Then [(1+(ψ′(u))−1u′⊗ψ′, 1+u⊗ψ] =
1 + u′ ⊗ ψ ∈ Y 45 . Let U = 〈u, u
′〉, then dim(U) = 2 and
{1 + x⊗ ψ |x ∈ U} = (1 + u⊗ ψ)K · (1 + u′ ⊗ ψ)K ⊂ Y 55 .
The resctriction φ to U must have non-trivial kernel, so there is an 0 6= x ∈ U
with φ(x) = 0. Now, let t = 1 + x ⊗ ψ. Then ℓY5(t) ≤ 5, (r1, t) is a one-way edge
and (rk, t) is not an edge. In an analogous way, we can prove the existence of a
transvection t′ such that ℓY5(t
′) ≤ 5, (t′, rk) is a one-way edge and (t′, r1) is not an
edge. Now, one of the following holds:
(a) If tK = (t′)K , then let k = 3 and let r2 be any transvection satisfying
rK2 = t
K = (t′)K .
(b) If (t, t′) is an edge, then let k = 4 and r2 = t, r3 = t
′.
(c) The previous two cases does not hold. Then let k = 5, r2 = t, r4 = t
′ and
r3 ∈ Y5 a transvection such that r2, r3, r4 is a path. (The existence of such
an r3 follows from Lemma 4.8.)
For each 1 ≤ i ≤ k, let ri = 1 + vi ⊗ φi (where φ1 = φ and vk = v). Now,
[r
1/φ3(v2)
3 , [r
1/φ2(v1)
2 , r1]] = 1 + v3 ⊗ φ1 = 1 + v ⊗ φ for k = 3
and
[r
1/φ4(v3)
4 , [r
1/φ3(v2)
3 , [r
1/φ2(v1)
2 , r1]]] = 1 + v4 ⊗ φ1 = 1 + v ⊗ φ for k = 4.
Finally, let k = 5. If (r1, r4) or (r2, r5) is a (one-way) edge, then the case k = 3 can
be used. Otherwise, if (r3, r1) or (r5, r3) is not an edge, then we can use [r2, r1] or
[r5, r4] to reduce the problem of generating 1+ v5 ⊗ φ1 to the case k = 4. Then an
iterated commutator similar as above works. So for the remainder we assume that
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both (r5, r3) and (r3, r1) are edges. Since (r1, r2), (r4, r5) are one-way edges and
none of (r1, r4), (r4, r1), (r2, r5), (r5, r2) is an edge, there are λ, µ ∈ K such that
t1 = r
µ
4 r
λ
2 r3r
−λ
2 r
−µ
4 satisfies that r5, t1, r1 is a one-way directed path. Using again
Lemma 4.8, there is a t2 ∈ Y5 such that r1, t2, r5 is a path. Changing t2 to r1t2r
−1
1
if necessary, we can assume that (t1, t2) is an edge. Now, there is a λ ∈ K such that
t3 = t
λ
1 t2t
−λ
1 satisfies that r1, t3, r5 is a path and (t3, r5) is a one-way edge. Then
[[rK5 , t3], r1] = (1 + v5 ⊗ φ1)
K = (1 + v ⊗ φ)K holds. 
Proof of theorem 1.5. Using Lemmas 4.2, 4.8, 4.9, 4.12, 4.13, 4.1 and Corollary 4.7
we get that
ℓX(SL(V )) ≤ ℓX(Y1)ℓY1(Y2) . . . ℓY5(T )ℓT (SL(V ))
≤ O(n2) ·O(n) ·O(n) ·O(1) ·O(n6) ·O(1) · O(n2) = O(n12).

5. A generalisation of a Theorem of Humphries
As a side-effect of the proof of Theorem 1.5, we generalise and extend a theorem
of Humphries. In [9], the author gave a sufficient and necessary condition when a
set of transvections S ⊂ SL(n, p) of size n generates SL(n, p). (Note that n is the
minimal possible size of a generating set S of transvections in SL(n, p).)
For this section, let V be an n > 2-dimensional vector space over an arbitrary
field K. Let S, S′ ⊂ SL(V ) be two sets of transvections (of the same size). Accord-
ing to Humphrey, we say that there is a t-equivalence S → S′ if there is a chain
S = S0, S1, . . . , St = S
′ of sets of transvections such that for each 1 ≤ i ≤ t there
are x, y ∈ Si−1 such that Si is obtained from Si−1 by replacing x to its conjugate
yxy−1. Clearly, if there is a t-equivalence S → S′, then S and S′ generate the same
subgroup of SL(V ).
Let S = {tα = 1 + vα ⊗ φα |α ∈ I} ⊂ SL(n,K) be any set of transvections. We
consider the following properties:
(P 1.) 〈vα |α ∈ I〉 = V and 〈φα |α ∈ I〉 = V ∗.
(P 2.) Γ(S) is strongly connected.
(P 3.) There is a non-singular cycle in Γ(S).
(P 3’.) There is a t-equivalence S → S′ such that Γ(S′) contains a one-way directed
edge.
Humphries result [9, Theorem 1.1] says that a set of transvections S ⊂ SL(n, p) of
size n generates SL(n, p) if and only if S satisfies (P 1.), (P 2.) and (P 3’.). One
expects that the same assertion should be true without the condition |S| = n, but
Humphries’ proof uses this condition in an essential way.
For a set of transvections S = {tα |α ∈ I} ⊂ SL(V ), we use the notation SK for
the K-closure of S, i.e. SK = ∪mα∈I t
K
α . Using the arguments of Section 4, we prove
the following.
Theorem 5.1. Let S ⊂ SL(V ) be a set of transvections. Then SK generates
SL(V ) if and only if {(P 1.),(P 2.),(P 3.)} or {(P 1.),(P 2.),(P 3’.)} holds for S.
Note that if |K| is a prime, then tK = 〈t〉 for any transvection t, so SK can be
replaced with S in this Theorem. On th other hand, if L is a proper subfield of
L, and S ⊂ SL(n, L) ≤ SL(n,K) then clearly 〈S〉 6= SL(n,K) regardless of what
conditions S satisfy.
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First we prove the following
Theorem 5.2. Let S ⊂ SL(V ) be a set of transvections. Then S generates an
irreducible subgroup of SL(V ) if and only if {(P 1.),(P 2.)} holds for S.
Proof. Let S = {tα = 1 + vα ⊗ φα |α ∈ I} and let H = 〈SK〉 ≤ SL(V ). First,
let us assume that H ≤ SL(V ) is irreducible. Then the H-invariant subspaces
〈vα |α ∈ I〉 > 0 and ∩α∈I ker(φα) < V ∗ must be trivial, which proves (P 1.).
Furthermore, (P 2.) also holds by the last paragraph of the proof of Lemma 4.2.
Now, let us assume that {(P 1.),(P 2.)} holds for S. Let us assume that 0 6=
U ≤ V is an H-invariant subspace and let 0 6= u ∈ U . By (P 1.), there is an α ∈ I
such that u /∈ ker(φα). Then vα = tα(u)− u ∈ U . Let β ∈ I be any element of the
index set. Property (P 2.) implies the existence of a path tα = tγ0 , tγ1 , . . . , tγk = tβ
in Γ(S). Using induction on k, it follows that vβ = vγk ∈ 〈tγk(vγk−1)− vγk−1〉 ≤ U .
Therefore, U ≥ 〈vα |α ∈ I〉 = V by property (P 1.). 
Proof. Proof of Theorem 5.1 Let S ≤ SL(V ) be a set of transvections. First let us
assume that SK generates SL(V ). Then 〈S〉 acts irreducibly on V , so (P 1.) and
(P 2.) follows by Theorem 5.2. It is easy to check that the proof of Lemma 4.6
can be applied to SK . Thus, Γ(SK) contains a chordless non-singular cycle, which
implies property (P 3.). Finally, (P 3’.) is a consequence of (P 3.) by Lemma 4.5.
For the converse direction, let use assume that S has properties {(P 1.),(P 2.),(P
3.)}. Then S also has property {(P 1.),(P 2.),(P 3’.)} by Lemma 4.5. Finally, one
can check that after Corollary 4.7, our argument only uses that Y2 has properties
{(P 1.),(P 2.)} and Γ(Y2) contains a one-way directed edge, but it never refers to
the identity 〈Y2〉 = SL(V ). So this argument can be applied to SK instead of Y2
to prove that 〈SK〉 = SL(V ). 
As a consequence of Theorems 5.2, 5.1 and the main result of [10] we get
Corollary 5.3. Let us assume that K 6= F2 and S ⊂ SL(V ) is a set of transvec-
tions. Then SK generates Sp(V ) is and only if S has properties (P 1.) and (P 2.)
but it does not have (P 3.).
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