Analytical results for a linear transmitter with correlated multiplicative and additive Gaussian white noises are given. These results agree with those obtained previously by a different approach. The presence of correlations acts destructively on the system as the output signal gets drowned by the flat background induced by the correlations. The signal-tonoise ratio is slightly improved by the presence of correlations but this constructive effect is weaker than the destructive influence of the additive noise.
Introduction
The fact that noise can play a constructive role in many physical systems is now widely recognized. The best-known examples of such phenomena are the stochastic resonance (SR) [1] and Brownian ratchets [2] . SR is a phenomenon in which the response of a dynamical system is optimized by the presence of a specific level of noise and has been detected in so many seemingly different systems that it has been claimed to be "an inherent property of rate-modulated series of events" [3] . However, it has been recently suggested that the functioning of important natural devices, e.g., communication and information processing in neural systems or subthreshold signal detection in biological receptors, rely on phase synchronization rather than stochastic resonance [4] . The SR is usually measured by the signal-tonoise ratio (SNR) for the output signal but new measures are being proposed and discussed [4, 5, 6] .
One of the issues that is now debated and that is an origin of many unexpected physical phenomena, is the role of correlations between various noises present in Email address: gora@if.uj.edu.pl (P. F. Góra). the system. This point has been particularly stressed in research on Duffing oscillator with additive and multiplicative noises [7, 8] , where correlations are responsible for huge changes in the activation rate, on Brownian ratchets [9] , where correlations between the additive and multiplicative noises can lead to current reversal, and on a nonlinear rotator [10] , where full correlations between two noises amount to nullifying one of them, leaving one of the states effectively noise-free and allowing for the passage of incoming signals of vanishing intensity. Other contexts in which correlations between various noise terms appear to be important include a quantum dimer under the influence of colored noises [11] , a coupled neuron network [12] , synchronization of chaotic oscillators [13] , detecting the gravitational background [14] , and medical imaging [15] . The effect of correlations between a Gaussian white noise and a Gaussian colored noise has been discussed in Ref. [16] .
It is sometimes very difficult to find analytical results for nonlinear models and it is for that reason that models which admit rigorous solutions are very interesting. One of such models is that of an overdamped linear transmitter, which in full form readsȧ
where ξ 1,2 (t) are the noise terms. It should be mentioned that while (1) formally leads to a linear equation of motion with time-dependent coefficients, a multiplicative coupling between the noise and the system means a "hidden" nonlinearity: The noise is supposed to represent many unobserved degrees of freedom coupled to the transmitting process in a nonlinear manner. Although chemical reaction with a fluctuating barrier provided the original motivation for this model, with a being the concentration of a reagent, the presence of the additive noise, representing the thermal bath acting on the system, and an additive deterministic signal possibly lead to realizations that admit negative values of a(t). It, therefore, can no longer be regarded as the concentration of a chemical species. Nevertheless, systems of this type can still describe processes of a paramount physical interest like the electric potential across a molecular membrane [17] or provide a "skeletal" model of various enzymatic reactions [18] . This model, in less general forms, has also been discussed in Refs. [19] . With one exception (see below), possible implications of the presence of correlations between the two noise terms in (1) have not been addressed so far. Including such correlations is an obvious extension to the existing research on models belonging to the general class (1) and is the subject of the present paper.
There is one important exception to the general statement made in the preceding paragraph. Berdichevsky and Gitterman in Ref. [20] considered a model which is, on a formal level, identical to that discussed in the present paper. In order to calculate the correlation function of the process a(t) they obtained a whole hierarchy a , ξa , ξ 2 a etc, where ξ is a noise term, and needed a procedure to close the hierarchy. They resorted to considering asymmetric, dichotomous, exponentially correlated noises and obtained results for Gaussian white noises only as a limiting case. In this paper we show how to treat the Gaussian case directly; we think this approach is important and interesting, even though the behavior predicted in Ref. [20] is certainly more "rich" than that for a pure Gaussian white noise. We also slightly differ with the authors of that reference in our analysis of final results.
This paper is organized as follows: In Section 2 we introduce the model. We give analytical results for the expectation value, the correlation function, and the power spectrum in Section 3, and provide a discussion in Section 4. Mathematical details are presented in the Appendix; although delegated to an Appendix, these details represent an important part of this paper.
The model
Consider a system described by the following equation:
ξ 1 (t), ξ 2 (t) represent the multiplicative and additive noises, respectively, acting on the system, and f (t) is a deterministic external stimulation. The constants κ and λ allow for an independent manipulation of the noises' strengths. The model (2) belongs to the general class of (1) but is simplified to keep only its most important features. The multiplicative noise represents fluctuations of a barrier and the additive noise is a thermal bath acting on the system.
The noises acting on the system need not to be independent. On the contrary, it is very likely that both the thermal bath and the process affecting the barrier height are correlated, as the molecular mechanisms responsible for these noises are not independent. It is the objective of the present paper to examine the effect of this correlation on the dynamics of the system. To keep the model as simple as possible, we assume that the noises ξ 1 (t), ξ 2 (t) form a two dimensional Gaussian process, point-correlated in time:
where c ∈ [−1, 1] is the correlation coefficient. We now use the Cholesky factor of the matrix in (3) to construct the noises from two independent processes:
Here ξ(t), η(t) are two uncorrelated Gaussian white noises (GWN):
, and all higher correlations factorize. A more general mechanism of describing correlations between the noises has been introduced in Ref. [7] , but we will show that the dynamics of the system does not significantly depend on the detailed mechanism of introducing the correlations.
We further assume that the external stimulation has a simple periodic form, f (t) = A cos(Ωt + φ), where φ is the initial phase of the signal. The evolution equation (2) thus becomeṡ
This model resembles that discussed in our previous research [18] with two key differences: The signal in Ref. [18] was coupled parametrically to the system and, more importantly, the two noises were supposed to be independent (c = 0). And as we have mentioned in the Introduction, the model (5) has been discussed in Ref. [20] ; the difference between that paper and the present research lies mainly in the formal treatment.
The equation (5) has a formal solution
This formula allows for calculating the expectation value a(t) and the correlation function a(t)a(t + τ ) , where the braces · · · stand for the averages over realizations of the noises, provided we can calculate certain expectation values. Details of these calculations are presented in the Appendix.
Results
With the formula (6) we can now calculate the expectation value of the process a(t):
where the average · · · is taken over realizations of the noises, a 0 is the initial value of the process and
As we can see, only the part of the additive noise that is correlated with the multiplicative noise contributes to the expectation value (7). There is a maximal admissible level of the multiplicative noise, κ max = √ 2k a , beyond which the process diverges. In the asymptotic regime, t → ∞, the system displays stationary oscillations. The amplitude of these oscillations grows monotonically as the multiplicative noise increases from zero to the maximal level. This is a manifestation of a constructive role of the noise and it is essentially the same as in the case without the additive noise [17] . There is one important difference, though: Without the correlated additive noise, a(t) oscillates around zero, and with this noise present, it oscillates around a value that depends on the correlation level and strengths of both the multiplicative and additive noises. If we now calculate the amplitude of the oscillations relative to this flat background,
we can see that the relative amplitude formally diverges for λκc → 0 (there is no threshold and the system can transfer the periodic signal even in the absence of the noise) and monotonically decreases to zero as the level of the multiplicative noise increases towards its maximal value. In other words, if the strength of the multiplicative noise is too large, the periodic stimulation gets drowned in the flat background. In this respect correlations between the multiplicative and additive noises act destructively on the system.
If we take an average not only over realizations of the noises but also over the phase of the incoming signal, all oscillations vanish:
We now turn to calculating the correlations for the process a(t). The full expressions are rather long, and therefore we present the results in the asymptotic (t → ∞) regime only and after averaging on both the realizations of the noises and the initial phase:
We can see that the correlation function (11) exists only if the multiplicative noise level satisfies κ < √ k a = κ max / √ 2. For the multiplicative noise levels in the range κ max / √ 2 ≤ κ < κ max , the first moment of the process a(t) converges, but the second does not.
The first term in (11) corresponds to the constant shift introduced by this part of the additive noise that is correlated to the multiplicative one; it is equal to a 2 ∞ . The second describes the oscillations in the correlation function introduced by the external periodic forcing in (5). The remaining terms describe the diffusive background: First of them is present even in the absence of the additive noise. The second contains contributions from both the correlated and uncorrelated parts of the additive noise, and only the correlated part contributes to the remaining one. Note that the sign of this term is negative: the correlations reduce the diffusive background introduced by the very presence on the additive noise, but as 2(k a − 1 2
2 ) is always positive, this reduction is only partial.
As we can see from Eq. (11), in the asymptotic regime the correlation function a(t)(a(t + τ ) does not depend on t: the process a(t) displays stationary oscillations, the Wiener-Kichnchin theorem holds and we can calculate the power spectrum of the process as
where
is the power density introduced at zero frequency by the constant shift,
is the power density associated with the oscillatory term, and
is the power density associated with the diffusive background. We can now calculate the signal-to-noise ratio (SNR) as the ratio between the power densities transferred by the signal and by the diffusive background at the frequency of the signal:
where Z = (λ/A) 2 measures the relative strength of the additive noise and the signal. Regardless of the values of other parameters, SNR drops to zero for κ 2 = k a , meaning that the total power density comes from the noise and the signal is totally undistinguishable from it. For Z = 0 (16) formally diverges for κ → 0 (recall that since there is no threshold, the system transfers the signal even for a vanishing multiplicative noise). SNR remains finite for Z > 0 and since the second term in the denominator of (16) is nonnegative, SNR(κ 2 , Z, c) ≤ SNR(κ 2 , 0, ·). If the above inequality is strong, the presence of the additive noise acts destructively on the system's capabilities to transfer the signal. In any case, SNR decreases monotonically with the level of the multiplicative noise: there is no stochastic resonance. better than for the uncorrelated case. This is a constructive effect of correlations, but its magnitude is modest at best (see Fig. 1 ). Numerical simulations show that the system can transfer signals as weak as Z 100, but for such a weak signal the difference between the c = 0 and |c| = 1 cases is scarcely noticeable. Indeed, to quantify the effect the correlations have on the transmission of the signal, one can calculate
This quantity equals unity for every Z and κ 2 = 0 or κ 2 = k a . It approaches its maximal value of 4/3 for κ 2 = 2k a /3 and Z → ∞, or for signals vanishingly small as compared to the additive noise. Finally, R(κ 2 , Z) approaches unity for Z ≪ 1, or for strong signals. In other words, the correlations can increase SNR for signals such weak that this increase does not significantly influence the system's capabilities to transfer these signals. The presence of the correlations has little effect on the SNR for strong signals, but these signals do not need the help of the correlations to pass through. As we can see, the positive effect the correlations can have on the signal-to-noise ratio is of very limited usefulness. Nevertheless, for each Z there is an "optimal" κ such that the effect the correlations have on SNR is maximal.
Finally, we may ask what is the relative "height" of the δ-peak in the spectrum associated with the signal to the δ-peak associated with what manifests itself as a constant forcing and results from the presence of the correlations. Not surprisingly,
which once again shows that in the presence of the correlations between the multiplicative and additive noises, the signal is drowned by the correlated noise as the multiplicative noise level increases.
Discussion
In this paper we have discussed the effects of correlations between additive and multiplicative noises in a model of a linear transmitter (5) . The presence of these correlations is responsible for a constant shift in the outgoing signal. This may be viewed as a destructive effect: The amplitude of the outgoing signal increases with the level of the multiplicative noise, but the constant shift increases even faster, the amplitude of the oscillations relative to the shift decreases, and the signal is eventually drowned by the noise. Note that the correlations act here against the noise: The multiplicative noise enhances the signal, but the correlations diminish it. The fact that correlations reduce the destructive effects of noise has been reported previously; papers quoted in the Introduction provide examples of such systems. What we have here is an example of correlations reducing the constructive effect of noise.
In the model discussed in this paper the very presence of the additive noise raises the noisy background in the power spectrum, thus reducing the SNR, and the correlations try to weaken this effect, which is again an action against the noise. As a result, the passage of a signal through the system with the additive noise is worse than through the system without it. The presence of correlations improves the SNR, but this improvement is significant only in a region where SNR is so small that multiplying it by a number only slightly greater than unity has little practical effect. In conclusion, the presence of correlations between the multiplicative and additive noises has little effect of the power spectrum of the outgoing signal and the signal-to-noise ratio. This behavior resembles that reported in Ref. [13] for periodic oscillators.
Our formal results, and the correlation function (11) in particular, agree with those reported in Ref. [20] , where the Gaussian white noise has been obtained as a limiting case of a dichotomous, colored noise. This should come as no surprise: There is a generally held belief (see e.g. [21] ) that in a well defined limit the two, in princi-ple very different, kinds of noise have identical effect on the dynamics of a system. A comparison of our present results with those of Ref. [20] provides yet another confirmation of this statement.
We have assumed in Section 2 that the two noises present in the system together form a two-dimensional Gaussian process. On a formal level, this property is reflected in the relation between the amplitudes of the correlated and uncorrelated parts of the additive noise. If we relax this assumption, instead of (5) we obtaiṅ
where no special dependence between λ ξ and λ η is assumed. The results reported in this paper can now be recovered if c 2 is replaced by λ
Thus, results reported do not depend on the assumption that the joint distribution of the noises is Gaussian. They do depend, however, on the assumption that each individual noise is Gaussian and point-correlated in time.
A The expectation values
While calculating the expectation value of a(t) and the correlation function of this process, one encounters several integrals that involve the expectation value of the exponential of an integral of the multiplicative noise ξ(t). Specifically,
where T is a certain time and ϕ(t) is a certain function, not necessarily continuous (cf. [17, 22] ). Similarly,
because η(t), ξ(t) are independent GWNs. The other two expectation values are more challenging. We start with (0 ≤ t 1 ≤ T )
We expand the exponential function in a Taylor series, interchange the orders of summations, and obtain
The expectation value on the right-hand side of (A.4) involves n+1 terms. Therefore, only the terms with n = 2m+1 will give a nonzero contribution to the sum. The expectation value thus involves 2(m+1) noise terms. It factors out to a product of m+1 two-point correlations and there are (2m+1)!! ways to choose the pairs. In every possible choice, one of the pairs involves t 1 and a certain t µ , and the remaining m pairs involve two t µ 's. Thus
The last remaining expectation value involves two noise terms multiplying the exponential:
where, as above, we have expanded the exponential into the power series. Only the terms with n = 2m will give a nonzero contribution to the sum. The expectation value of the product of noise terms factors out to a product of two-point correlations. Again, there are (2m+1)!! ways to choose the pairs. In (2m−1)!! cases the noises at t 1 , t 2 will be coupled with each other, and in the remaining cases they will be coupled with different t µ s. Therefore and similar expression for other expectation values.
As we have said, the function ϕ needs not to be continuous. In many practical situations, for example in evaluating expressions like The rationale for putting 1 2 at the endpoints is that The first equality stems from the fact that in t 2 t 1 δ(t − t 1 ) dt the integrand contains only "a half of the peak". We should mention that formulae used in the main body of the paper and derived using (A.11), in particular the formula (11) , agree perfectly well with results of numerical simulations.
