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Abstract. This paper studies timelike minimal surfaces in the De Sitter space S3
1
(1) ⊂ R4
1
via a
complex variable. Using complex analysis and stereographic projection of lightlike vectors we obtain a
representation formula. Real and complex special quadrics in CP 3 are identified with the grassmannians
of spacelike and timelike oriented 2-planes of R4
1
, and the normal frame is written in terms of certain
complex valued functions x and y, which may be considered holomorphic functions as a special case.
Then several results describing the analytic restrictions via solutions of certain PDE in complex variable,
are shown. Finding solutions allows us to identify explicitly the representation of the associated surfaces.
Moreover, using our technique we find a new kind of complex function which we call quasi-holomorphic
and which satisfy a generalized version of the Cauchy-Riemann equations. Our technique allows the
explicit construction of many families of minimal timelike surfaces in S3
1
(1) whose intrinsic Gauss map
will also belong to the same class of surfaces.
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1. Introduction
There have been many papers on timelike minimal surfaces in different ambient spaces. One of the
first is Louise McNertney’s thesis ([1]) in 1980, followed, in 1990 by the work of Van de Woestyne ([7]).
These papers work with either isotropic (null) coordinates or isothermal coordinates and examine various
differential equations to analyze timelike minimal surfaces. Other techniques appear later. Beginning
with the work of Konderak ([5]) in 2005 we find the split-complex (para-complex) numbers used in place
of complex numbers to extend some results from positive definite surfaces to timelike minimal surfaces.
This led, for example, to looking at the Bjo¨rling problem for timelike surfaces in various ambient spaces;
see for instance [2], [3], [4], [6]. While using the split-complex numbers allows many arguments to carry
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over to the timelike case, there are some difficulties - namely that all split-meromorphic functions have
singularities that consist of curves, not points.
Our main goal in this paper it is to re-introduce complex analysis into the study of timelike minimal
surfaces using parameterizations of the null cone and spacelike planes. In particular, our focus is timelike
minimal surfaces in the De Sitter space S31(1) ⊂ R41 using a complex variable. In order to do this, we
associate, to two lightlike tangent vectors, an ordered pair (x, y) obtained through stereographic projection
from the north pole, where x and y are functions defined on open set of the surface and take complex
values. Those functions may be assumed to be holomorphic functions when we restrict the conditions to
obtain minimal surfaces. We also identify real and complex quadrics in CP 3, respectively, with the set
of timelike or spacelike oriented planes of R41. This allows us to obtain a complex representation formula
for the surface involving the functions x and y. After that we establish our technique of constructing
the minimal surface S31(1) by identifying the complex PDE which appears when imposing the conditions
of flat normal bundle in R41 and the existence of isotropic coordinates (or lightlike coordinates) on the
surface. We call these, the spherical and isotropic conditions.
Using the complex variable to study the timelike surfaces in S31(1), we also prove that if the surface
(M, f) is an isotropic surface in S31(1) where f is represented in terms of x and y, with intrinsic Gauss
map ν, then the functions x and y satisfy a new type of partial differential equation, which generalize
the Cauchy-Riemann equations. We call the solutions of that PDE, quasi-holomorphic functions. In
particular, that set of solutions contains the holomorphic functions. From a geometric point of view, we
also show that the pairs (M, f) and (M, ν) are strongly related. More specifically, if (M, f) is assumed,
for instance, minimal non-totally geodesic isotropic surface in S31(1) with Gauss map ν(w), then (M, ν)
will also represent an isotropic minimal surface in S31(1) non-totally geodesic with Gauss map f(w), and
conversely. Some explicit examples are given.
In particular, in order to focus on minimal timelike surfaces in S31(1) we assume that x and y are are
holomorphic functions. Then we prove that x and y are related through a Mobius map and that the
argument θ of the integration factor of complex derivate fw has to be a harmonic function inM . Moreover
we obtain the explicit expression of the x and y functions in terms of the argument θ. Finally we use our
technique to construct explicit families of minimal timelike surfaces in S31(1) with the associated families
of (M, ν).
2. Preliminaries
The Minkowski vector space R41 is the real vector space R
4 endowed with the usual Euclidean topology
and with the semi-Riemannian metric
〈 , 〉 = −(dx1)2 + (dx2)2 + (dx3)2 + (dx4)2.
It is oriented vectorially by ∂1 ∧ ∂2 ∧ ∂3 ∧ ∂4 and temporally by ∂1, where {∂1, ∂2, ∂3, ∂4} is the canonical
basis of R41.
Throughout this paper, M will be an open connected and simply connected subset of the set of the
complex numbers C. We will denote by H(M) the set of holomorphic maps from M ⊂ C into C. A map
f = P + iQ from M into C is an anti-holomorphic map if, and only if, its conjugate map f = P − iQ
is a holomorphic map. The set of all anti-holomorphic maps will be denoted by H(M). The set of all
continuously differentiable maps from M into C we will be denoted by C∞(M,C), and we say that these
maps are smooth maps from M into C.
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Let
∂
∂w
=
1
2
(
∂
∂u
− i ∂
∂v
)
and
∂
∂w
=
1
2
(
∂
∂u
+ i
∂
∂v
)
be the differential operators defined over the set of all smooth maps fromM into C, where w = u+iv ∈M .
It follows that a smooth map f from M into C is a holomorphic map if and only if ∂∂wf(w) = 0 for all
w ∈M .
Here we will also use often the notation ∂f∂w = fw and
∂f
∂w = fw.
3. Surfaces in S31(1)
A parametric surface of R41 is a two parameter function f : M −→ R41 where M is a connected open
subset of R2, satisfying the following conditions:
(1) The function f is a homeomorphism from M onto S = f(M) endowed subspace topology of R41.
(2) The function f is C∞(M,R41).
(3) For each w = (u, v) ∈M the set {fu(w), fv(w)} is a linearly independent set, and the induced metric
is given by
ds2(f) = Edu2 + 2Fdudv +Gdv2
where the functions E(w), F (w) and G(w) are given by
E(w) = 〈∂f(w)
∂u
,
∂f(w)
∂u
〉 and F (w) = 〈∂f(w)
∂u
,
∂f(w)
∂v
〉 and G(w) = 〈∂f(w)
∂v
,
∂f(w)
∂v
〉.
Definition 3.1. A timelike surface in the sphere S31(1) is the pair (M, f), where the function f :M →
R41 satisfies the conditions (1),(2) and (3) above, and for each w ∈ M we have 〈f(w), f(w)〉 = 1, with
the metric tensor satisfying EG − F 2 < 0, i.e., it is a non-degenerate Lorentz metric. We call the local
coordinates null or isotropic if the metric has the form: ds2(f) = 2Fdudv. This is always possible locally
to find null coordinates.
In this paper we call a surface isotropic when we are using these local null coordinates.
We assume that the lightlike vectors fields fu and fv are future directed, hence, F (w) < 0 for each
w ∈M . Moreover, we assume the surface equipped with the Gauss map ν :M −→ S31(1) which is defined
by the following conditions: for each w ∈M ,
(1) 〈ν(w), ν(w)〉 = 1 and 〈ν(w), f(w)〉 = 0.
(2) 〈ν(w), fu(w)〉 = 0 = 〈ν(w), fv(w)〉.
(3) The ordered set {f(w), fu(w), fv(w), ν(w)} is an oriented positive basis of R41.
We observe that, if we assume (M, f) with f :M → R41 and the Gauss map ν(w) as previously defined,
it follows from conditions (1) and (2) of Definition 3.1, that νu(w) and νv(w) ∈ Tf(w)S. So, we call the
condition
(∀w ∈M) {νu(w), νv(w)} ⊂ Tf(w)S
the Spherical condition. This means that the normal connection of this class of surface is flat.
3.1. Gauss and Weingarten equations. From now on we will assume that the Gauss map ν(w) is
not constant. Next we will establish the Gauss and Weingarten equations for an isotropic surface (M, f)
of S31(1) with Gauss map ν(w). Let
B(w) = {f(w), fu(w), fv(w), ν(w)}w∈M
be the family of pointwise bases for R41 given by (3) of Definition 3.1.
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Lemma 3.2. Let (M, f) be an isotropic surface of S31(1) equipped with the Gauss map ν(w). Since
νu(w), νv(w) ∈ Span{fu(w), fv(w)}, the structural equations for the surface are:
(1)


fuu =
Fu
F fu + aν
fuv = −Ff + bν
fvv =
Fv
F fv + cν
(Gauss),
{
νu = − bF fu − aF fv
νv = − cF fu − bF fv
(Weingarten).
Moreover, the surface (M, f) is minimal if and only if fuv(w) = −F (w)f(w) and this means that b(w) = 0
for each w ∈M .
Proof. We define a = 〈fuu, ν〉, b = 〈fuv, ν〉 and c = 〈fvv, ν〉. Once that is done it is easy to verify
the Gauss and Weingarten equations. For instance, since 〈fu, f〉 = 0 we have
〈fuv, f〉+ 〈fu, fv〉 = 0,
thereby obtaining the coefficient of f in the decomposition of fuv. Finally note that minimality means
the trace of the shape operator is zero, or b = 0. 
Note that when the Gauss map ν(w) ∈ R41 is a constant vector, the surface f(M) is totally geodesic
surface, hence it is a minimal surface of S31(1). The timelike hyperplane [ν]
⊥ contain S = f(M). The
Gauss curvature of S is K(f)(w) = 1 for all w ∈M .
Corollary 3.3. Let (M, f) be an isotropic surface of S31(1) equipped with the non-constant Gauss
map ν(w). Then the fundamental equations are given by
K(f) =
−1
F
(
Fu
F
)
v
= 1− ac− b
2
F 2
(Gauss)
∂b
∂u
− ∂a
∂v
= b
Fu
F
and
∂b
∂v
− ∂c
∂u
= b
Fv
F
(Codazzi).
Moreover if (M, f) is minimal then a(u, v) = a(u) and c(u, v) = c(v), that means a and c are functions
which depend only of u and v, respectively.
Proof. The Gauss curvature equation follows from 〈(fuu)v, fv〉 = 〈(fuv)u, fv〉. Hence,(
Fu
F
)
v
F − ac
F
F = −F 〈fu, fv〉+ b−b
F
F.
The Codazzi equations follows from 〈(fuu)v, ν〉 = 〈(fuv)u, ν〉 and 〈(fvv)u, ν〉 = 〈(fuv)v, ν〉. Indeed,
〈(fuu)v, ν〉 = av + b(Fu/F ) = 〈(fuv)u, ν〉 = bu and 〈(fvv)u, ν〉 = b(Fv/F ) + cu = 〈(fuv)v, ν〉 = bv. 
Theorem 3.4. Let (M, f) be an isotropic surface of S31(1) equipped with a non-constant Gauss map
ν(w). If the surface f(M) is minimal then (M, ν) has the same isotropic parameters and is also minimal
with
νu(w) =
−a(w)
F (w)
fv(w) and νv(w) =
−c(w)
F (w)
fu(w).
Moreover, the Gauss curvatures K(f) of f(M) and K(ν) of ν(S) are related by the equation:
F 2K(f) + acK(ν) = 0.
Hence, (M, f) is flat if and only if (M, ν) is flat.
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Proof. Since fu = (−F/c)νv and fv = (−F/a)νu, we see that (M, ν) is isotropic and minimal. If we
let 〈νu, νv〉 = Fˆ , so that the metric tensor of (M, ν) is
ds2(ν) = 2Fˆ dudv,
it follows that Fˆ = ac/F . Now, from the Codazzi equations, we have that a = a(u) and c = c(v). Then
taking the v derivative of (log(Fˆ ))u gives us(
Fˆu
Fˆ
)
v
= −
(
Fu
F
)
v
+
(av
a
)
u
+
(cu
c
)
v
= −
(
Fu
F
)
v
.
Now, the formula F 2K(f) + acK(ν) = 0 follows from the Gauss equations. 
3.2. The equation ν(w) = kf(w) + ~T .
Lemma 3.5. Assume that the shape operator of the isotropic immersion f is diagonalized but never
zero. Then there is a constant vector ~T so that ν(w) = kf(w) + ~T .
Proof. We are assuming that a = 0 = c but b 6= 0 in the Weingarten equations. From the Codazzi
equations we have
bu
b
=
Fu
F
and
bv
b
=
Fv
F
thus
b(w)
F (w)
= −k,
for some real number k 6= 0. Therefore, coming back to Weingarten equations we have
νu = kfu and νv = kfv thus ν(w) − kf(w) = ~T ∈ R41 \ {0}.
Note that ~T can not be 0, because we are assuming that {f(w), ν(w)} is a pointwise orthonormal basis
of the normal bundle of (M, f). 
The following example shows that there exist non-minimal surfaces (M, f) and (M, ν) sharing isotropic
parameters.
Example 3.6. Let X(w) = (X1(w), X2(w), X3(w), 0) be an isotropic parametrization of an open
subset of the sphere {X ∈ S31(1)|X4 = 0}. Defining for θ ∈]0, π/2[ and w ∈M = dom(X)
ν(w) = cos θ ~e4 − sin θ X(w) and f(w) = sin θ ~e4 + cos θ X(w),
we have for k = − tan θ and ~T = sec θ ~e4 a solution of the equation ν(w) = kf(w) + ~T .
Theorem 3.7. Let (M, f) be an isotropic surface of S31(1) equipped with the non-constant Gauss map
ν(w). If (M, f) and (M, ν) are isotropic solutions of the equation ν(w) = kf(w) + ~T , then there exists a
basis for R41, {~t1,~t2,~t3,~t4}, for which k = − tan θ and ~T = sec θ~t4 for some θ ∈]0, π/2[. In addition, there
exists the isotropic parametrization (M,X) of the open subset {X = X1~t1 + X2~t2 + X3~t3|〈X,X〉 = 1}
for which the solution of ν(w) = kf(w) + ~T is
ν(w) = cos θ ~t4 − sin θ X(w) and f(w) = sin θ ~t4 + cos θ X(w).
The Gauss curvatures are K(f) = sec2(θ) and K(ν) = csc2(θ).
Next we will give an example of a timelike minimal surface with non-null Gauss curvature, together
with a coordinate transformations which allows us to obtain an equivalent isotropic surface. This example
is a type of Clifford torus for S31(1). The (unique) coordinate transformations also forces (M, ν) to have
isotropic parameter by Theorem 3.4.
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Example 3.8. Let
c1(t) = (sinh t, 0, 0, cosh t) and c2(s) = (0, cos s, sin s, 0)
be two curves of S31(1), being the first a timelike curve and the second a spacelike curve. Taking the
two-parameter map
X(x, y) = cosx c1(y) + sinx c2(y)
we have Xx = − sinx c(y) + cosx c2(y) and Xy = cosx c′1(y) + sinx c′2(y). Thus the metric tensor is
E(x, y) = 1 and F (x, y) = 0 and G(x, y) = − cos2 x+ sin2 x = − cos 2x. The unitary normal is given by:
ν(x, y) =
1√
cos 2x
(sinx c′1(y) + cosx c
′
2(y)).
Since Xxx = −X and Xyy = cosx c1(y) − sinx c2(y) and Xxy = − sinx c′1(y) + cosx c′2(y), the second
quadratic form is Ψij = 〈DijX,X〉X + 〈DijX, ν〉ν = XijX +Nijν or
[Ψij ] =
[−1 0
0 cos 2x
]
X +
[
0 1/
√
cos 2x
1/
√
cos 2x 0
]
ν.
Therefore
[Ψji ] =
[−1 0
0 −1
]
X +
[
0 −1/
√
cos3 2x
1/
√
cos 2x 0
]
ν.
H = trace(Ψ) = −X and K(f) = det(Xji ) + det(N ji ) = 1 + sec2 2x.
Here H is the mean curvature vector of the immersion into R41.
Define the coordinate transformations p = p(x) and q(y) = y and take Y (p, q) = X(x(p), y(q)). Then
we have that the metric coefficients for Y are given by
E(p, q) = x′(p)2, F (p, q) = 0 and G(p, q) = − cos(2x(p)),
Take ∫
dx√
cos 2x
= p(x).
Now setting u = p+q and v = p−q we obtain the equivalent surface (M, f) where f(u, v) = Y (p+q, p−q)
equipped with isotropic parameters.
4. An integration problem
In this section we look for conditions which allows us to find a representation formula for the isotropic
surfaces. We start identifying local representations for lightlike vectors L which are in the tangent spaces.
Moreover we identify orthogonal complements of the tangent spaces together the complex and real quadric
of CP 3 corresponding to set of spacelike and timelike oriented planes of R41.
If L = (L1, L2, L3, L4) is a future directed lightlike vector with L1 > 0, then there exists an unique
vector ~n ∈ R3 = Span{~e2, ~e3, ~e4} such that
L = L1(~e1 + ~n) where ~n = (0, L
2/L1, L3/L1, L4/L1).
Since 〈L,L〉 = 0 we have 〈~n, ~n〉 = 1. Let North = (0, 0, 0, 1) and define stereographic projection st, by
st(L) = a+ ib =
(
L2/L1 + iL3/L1
1− L4/L1
)
=
L2 + iL3
L1 − L4 ∈ C ∪ {∞}
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where st(L) = ∞ if and only if L = µ(1, 0, 0, 1). Moreover, st(L) = 0 if and only if L = µ(1, 0, 0,−1),
with µ > 0.
Proposition 4.1. For each isotropic plane Span{L1, L2} ⊂ R41 there exists an unique ordered pair
(x, y) ∈ (C ∪ {∞})2, such that we can express, for µ1, µ2 > 0,
µ1L1 = L˜1 = (1 + xx, x+ x,−i(x− x),−1 + xx) so that x = st(L1),
µ2L2 = L˜2 = (1 + yy, y + y,−i(y − y),−1 + yy) so that y = st(L2).
Therefore 〈L˜1, L˜2〉 = −2|x− y|2. The map F from the set of oriented isotropic planes in the square of
the Riemann sphere (C ∪ {∞})2 given by
F(Span{L1, L2}) = (st(L1), st(L2))
is one-to-one and onto the open subset (C ∪ {∞})2 \ {(x, x)| x ∈ C ∪ {∞}}.
At this point, with a slight abuse of notation we define
L(x) = (1 + xx, x+ x,−i(x− x),−1 + xx).
4.1. The orthogonal complement [L1, L2]
⊥ = [W ] ∈ CP 3.
Let 〈..., ...〉C be the natural extension of the Lorentz inner product to C4 and R41 = T ⊕ S be a direct
sum of a timelike plane T = Span{L1, L2} and a spacelike plane S = Span{X,Y }, where we assume that
(1) the lightlike vectors L1 and L2 are future directed.
(2) the ordered set {X,L1, L2, Y } is a positive basis of R41 obeying the relations:
〈X,X〉 = 〈Y, Y 〉 > 0, 〈X,Y 〉 = 0, 〈X,Li〉 = 0 = 〈Y, Li〉 i = 1, 2.
Next we define the Grassmannians of the spacelike oriented planes and timelike oriented planes of R41
within the complex projective space CP 3 = C4/≡ as follows.
If µ = a+ib 6= 0 is a complex number and Z = X+iY is the complex vector associated to the basis of the
spacelike plane S, then µZ = (aX−bY )+i(bX+aY ) gives us another basis of S satisfying the condition (2)
above. By definition we have [Z] = [X + iY ] = {µZ|µ ∈ C and µ 6= 0} are the equivalence classes that
define points of CP 3. Now, taking the complex vector T = L1+ iL2 associated to a timelike plane, and a
complex number µ = a+ ib 6= 0, we have the complex vector A+ iB = µT = (aL1 − bL2) + i(bL1+ aL2)
satisfying
〈A,A〉 = −2ab〈L1, L2〉 = −〈B,B〉 and 〈A,B〉 = (a2 − b2)〈L1, L2〉.
Therefore, {A,B} is also a basis of timelike plane T, and the determinant of the matrix associated to
this basis is −〈L1, L2〉2|µ|2 < 0. Then we define:
Definition 4.2.
Qspace = {[Z] ∈ CP 3|〈Z,Z〉C = 0 and 〈Z,Z〉C > 0},
the complex quadric of CP 3 of the set of spacelike oriented planes of R41.
Qtime = {[Z] ∈ CP 3|〈Z,Z〉C = 0 and 〈Z,Z〉C 6= 0},
the real quadric of CP 3 of the set of timelike oriented planes of R41.
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Now we will obtain a important correspondence between Qspace and Qtime. First we consider homo-
geneous coordinates for Qspace.
Given x, y ∈ C, with x 6= y, let
(2) W (x, y) = (1 + xy, x+ y,−i(x− y),−1 + xy) ∈ C4.
For x ∈ C and y =∞ or for x =∞ and y ∈ C we set W (x,∞) = (x, 1, i, x) or W (∞, y) = (y, 1,−i, y).
Proposition 4.3. Given the isotropic plane Span{L1, L2}, let W (x, y) be the complex vector (2).
Then 〈W (x, y), L1〉C = 0 and 〈W (x, y), L2〉C = 0 if, and only if x = st(L1) and y = st(L2) or y = st(L1)
and x = st(L2). Moreover
〈W (x, y),W (x, y)〉C = 0 and 〈W (x, y),W (x, y)〉C = −〈L(x), L(y)〉 = 2|x− y|2 > 0.
Hence, there exists the bijection F : Qtime −→ Qspace with
F([L1 + iL2]) = [W (x, y)].
4.2. An integration problem. Let M be a connected and simply connected open subset of C and let
w = (u, v) = u + iv ∈ M denote its points. Given two smooth functions A,B : M → R, there exists
another two smooth functions a, b :M → R such that Γ = aAdu+ bBdv is a closed 1-form if and only if
avA− buB = −aAv + bBu. dΓ = 0 is the definition of closed.
Since M is assumed to be a connected and simply connected open subset, it follows that if the form
Γ is closed then there is a smooth function ϕ :M → R such that dϕ = aAdu+ bBdv.
Next we will apply this last fact to vector fields along M . First suppose that
V (w) = (ϕ1(w), ϕ2(w), ϕ3(w), ϕ4(w))
is a smooth vector field alongM such that {Vu(w), Vv(w)}w∈M is a set of lightlike vectors which is linearly
independent. Therefore, there exist complex functions x, y and real valued functions α, β such that
Vu(w) = α(w)L(x(w)) and Vv(w) = β(w)L(y(w)),
where 〈L(x), L(y)〉 = −2|x− y|2 6= 0. In coordinates, if we take L = (L1, L2, L3, L4)
Γi =
∂ϕi
∂u
du+
∂ϕi
∂v
dv = αLi(x)du + βLi(y)dv.
In words, we have a unique pair α and β for each coordinate 1-form Γi = dϕi.
Now, we assume that the vector 1-form Γ = αL(x)du + βL(y)dv is given over the ring F(M,R) of
smooth functions from M into R. Since we are assuming that M is a simply connected open subset of
C, we have:
Proposition 4.4. The vector-valued 1-form Γ = αL(x)du + βL(y)dv is exact if, and only if it is
closed. Then the following equation is a necessary and sufficient condition for the existence of the vector
field V (w) such that dV = Γ
(3) dΓ =
[
−
(
αvL(x) + α
∂L(x)
∂v
)
+
(
βuL(y) + β
∂L(y)
∂u
)]
du ∧ dv = 0.
If equation (3) holds then the vector field V (w) is given by:
(4) V (w) = V0 +
∫ w
0
αL(x)du + βL(y)dv.
TIMELIKE SURFACES IN THE DE SITTER SPACE S3
1
(1) ⊂ R4
1
9
Moreover, from 〈dΓ(∂u, ∂v), L(y)〉 = 0 and 〈dΓ(∂u, ∂v), L(x)〉 = 0 follow the equations
(5)
1
α
∂α
∂v
=
−〈∂vL(x), L(y)〉
〈L(x), L(y)〉 and
1
β
∂β
∂u
=
−〈∂uL(y), L(x)〉
〈L(x), L(y)〉 .
The equation (5) is a necessary condition, but it is not sufficient.
Proof. Starting with 〈dΓ(∂u, ∂v), L(y)〉 = 0 we have
αv
α
= −〈(L(x))v, L(y)〉〈L(x), L(y)〉 =
−〈((xx¯)v, xv + x¯v,−i(xv − x¯v), (xx¯)v), (1 + yy¯, y + y¯,−i(y − y¯),−1 + yy¯)〉−2(x− y)(x¯− y¯) =
−xv
x− y +
−xv
x− y .
The same proof works for β, so that equations (5) become
(6)
αv
α
=
−xv
x− y +
−xv
x− y and
βu
β
=
yu
x− y +
yu
x− y .

5. Constructing timelike parametric surface in S31(1)
Let us take W (x, y) given by equation (2), where
x(w) = st(fu(w)) and y(w) = st(fv(w))
and (M, f) is an isotropic surface of S31(1) equipped with the non-constant Gauss map ν(w). Then we
find a map µ(x, y) ∈ C for which f(w) is given by the following equation:
(7) f(w) =
µ W (x, y) + µ W (x, y)
2
and |µ|2〈W (x, y),W (x, y)〉C = 2.
Next we look for complex partial differential equations which relate the functions µ(w), x(w) and y(w)
for (M, f), where f(w) is the map given by equations (7), and such that its Gauss map ν(w) has the
following form:
(8) ν(w) =
µ W (x, y)− µ W (x, y)
2i
,
satisfying that (∀w ∈ M) {νu(w), νv(w)} ⊂ Tf(w)S. We seek those partial differential equations whose
solution will guarantee that (M, f) is a parametric surface of S31(1) whose Gauss map is exactly the
function ν(w). This means we are looking for the spherical conditions for equation (7). We recall that
〈W (x, y),W (x, y)〉C = 0 = 〈W (x, y),W (x, y)〉C.
Lemma 5.1 (Spherical conditions). Let f(w) be the map given by equations (7) with x, y, µ ∈ F(M,C)
and W (x(w), y(w)) given by equation (2). Let ν(w) be the map given by equation (8). Then, (M, f)
is a parametric surface of a scaled S31(1) equipped with Gauss map (M, ν) if, and only if, the following
equations
µw
µ
= −〈Ww ,W 〉
C
〈W,W 〉C
and
µw
µ
= −〈Ww,W 〉
C
〈W,W 〉C
.(9)
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are satisfied.
Proof. From equation (7) we have µµ¯〈W, W¯ 〉C = 2 hence we have
µw
µ
+
〈Ww,W 〉C
〈W,W 〉C
+
µw
µ
+
〈Ww,W 〉C
〈W,W 〉C
= 0.
Since ν(w) is the Gauss map it follows that for all w ∈ M , {νu(w), νv(w)} ⊂ Tf(w)S. As we saw above,
〈fw,W 〉C = 0 = 〈fw,W 〉C. So,
µw〈W,W 〉 = −µ〈Ww,W 〉 and µw〈W,W 〉 = −µ〈Ww,W 〉.
Equations (9) follow from these equations.
Now if equations (9) are satisfied then µµ¯〈W, W¯ 〉C = c > 0, hence 〈f, f〉 = constant > 0. Since
2fw = (µW )w + (µW )w then from equation (9) it follows that
〈fw,W 〉C = 1
2
[µw〈W,W 〉+ µ〈Ww,W 〉] = 0
〈fw,W 〉C = 1
2
[µw〈W,W 〉+ µ〈Ww,W 〉] = 0.
Therefore for all w ∈ M , {νu(w), νv(w)} ⊂ Tf(w)S. So (M, f) is a parametric surface of a scaled S31(1)
with Gauss map ν(w). 
Next we look for the conditions which imply that we can choose the parametric coordinates to be
isotropic at every point of M .
Lemma 5.2 (Isotropic condition). Let (M, f) and (M, ν) be the maps given respectively by (2) and (7),
for which equations (9) hold. Then the pair (M, f) is a parametric isotropic surface of S31(1) with Gauss
map (M, ν) if and only if the following equations
(10)
{
Im(µ〈Ww, L(y)〉C + µ〈Ww, L(y)〉C) = 0
Re(µ〈Ww, L(x)〉C + µ〈Ww, L(x)〉C) = 0
are satisfied.
Proof. From hypothesis we are taking W (x, y) such that x = st(fu(w)) and y = st(fv(w)). Hence
we have that fu(w) = αL(x) and fv(w) = βL(y) for α, β real-valued functions. Since 〈fw, L(y)〉 is real
valued, and 2〈fw, L(y)〉 = µ〈Ww, L(y)〉+µ〈Ww, L(y)〉, it follows that Im(µ〈Ww, L(y)〉+µ〈Ww, L(y)〉) =
0. In similar way since 〈fw, L(x)〉 is imaginary valued, the second equation of (10) follows.
We now show sufficiency. The map f(w) is given, and (8) says that ν(w) is its Gauss map, then, we
have a timelike surface of S31(1). A pointwise isotropic basis for the tangent bundle Tf(w)S, by Proposition
(4.1) is given by {L(x(w)), L(y(w))}w∈M . Then we need to show that fu and fv are isotropic. In fact,
since fu = fw + fw = AL(x) +BL(y) and fv = −i(CL(x)−DL(y)), the first and second equation in (9)
implies respectively that C(w) = 0 and B(w) = 0 for all w ∈M . 
So, the pairs (M, f) and (M, ν) given above, are strongly related. In fact if (M, f) is assumed, for
instance, to be a minimal non-totally geodesic isotropic surface in S31(1) with Gauss map ν(w), then
(M, ν) will also represent an isotropic minimal surface in S31(1) which is non-totally geodesic with Gauss
map f(w), and conversely. In fact
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Theorem 5.3. Let (M, f) be a minimal parametric isotropic surface given respectively by (7) equipped
with Gauss map given by (8). Then, (M, ν) is also a minimal non-totally geodesic isotropic surface in
S31(1) with Gauss map f(w). Moreover, the isotropic condition for (M, ν) is given by the equations
(11)
{
Im(µ〈Ww, L(y)〉C − µ〈Ww, L(y)〉C) = 0
Re(µ〈Ww, L(x)〉C − µ〈Ww, L(x)〉C) = 0.
Proof. Since (M, f) is minimal, by the Weingarten equations we have that νu =
−a
F fv and νv =
−c
F fu.
Hence
νw =
1
2
(
−aβ
F
L(y) + i
cα
F
L(x)),
where fu(w) = αL(x), fv(w) = βL(y), since by hypothesis x and y are chosen such that x = st(fu(w))
and y = st(fv(w)).
We see easily that Span{fu, fv} ⊂ Tν(w)S. So (M, ν) is a isotropic surface in S31(1) with Gauss map
given by (M, f), which is also minimal non-totally geodesic. Moreover, the isotropic condition for (M, ν)
are obtained as follows. We have
νw =
1
i
((µW )w − fw) = 1
i
(−(µW )w + fw).
Since 〈νw, L(x)〉 is real valued then 〈(µW )w − (µW )w, L(x)〉 is pure imaginary, then this corresponds to
Re(µ〈Ww, L(x)〉 − µ〈Ww, L(x)〉) = 0. So the second equation of (11) is obtained. Similarly, the first
equation is gotten using the fact that 〈νw, L(y)〉 is now pure imaginary. 
5.1. A complex basis. Let us take the set of complex vectors
c1 = (1, 0, 0,−1), c2 = (0, 1,−i, 0), c3 = (0, 1, i, 0), c4 = (1, 0, 0, 1).
Each vector of this set, is null for the bilinear form 〈, 〉C, and the matrix of 〈ci, cj〉C = Cij is given by
Cij =


0 0 0 −2
0 0 2 0
0 2 0 0
−2 0 0 0

 .
In this special basis we have
(12) L(x) = c1 + xc2 + xc3 + xxc4, W (x, y) = c1 + xc2 + yc3 + xyc4,
and we easily see that W (y, x) = W (x, y). This basis makes many of our computations easier. For
example, if x = x(w) and y = y(w), then
Ww = xw(c2 + yc4) + yw(c3 + xc4) and 〈Ww , L(x)〉C = 2(x− y)xw.
We observe that using the above basis, the spherical conditions (9) given by Lemma (5.1) are equivalent
to
(13) |µ| = 1|x− y| and
µw
µ
=
−xw
x− y +
yw
x− y and
µw
µ
=
−xw
x− y +
yw
x− y .
Furthermore, the isotropic condition (10) given by Lemma (5.2), with the orientation given by {L(x(w)), L(y(w))}
are equivalent to
(14)
µyv
x− y +
µ yv
x− y = 0 and
µxu
x− y +
µ xu
x− y = 0
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5.2. Formulas for mean curvature of timelike parametric surfaces in S31(1). Recall that we are
assuming that (M, f) is an isotropic surface in S31(1) ⊂ R41. Thus, there exists two smooth functions
α, β :M → R and two smooth functions x, y :M → C such that
fu(w) = α(w)L(x(w)) and fv(w) = β(w)L(y(w)),
and the metric is such that F = 〈fu, fv〉 = −2αβ|x − y|2. Moreover there exists also a smooth
complex function µ : M → C such that f(w), W (x, y) are given by formulas (7), (2), and the in-
trinsic Gauss map is the function ν(w) given by formula (8). We have also the fixed reference frame
B = {f(w), L(x(w)), L(y(w)), ν(w))}.
The mean curvature of this surface is the trace of Aν = 〈Hf , ν〉 = 〈 fuvF , ν〉, where F = 〈fu, fv〉 and Hf
is the mean curvature vector. We will write this in the form Φ(w)F , where Φ = 〈fuv, ν〉.
Next we will study Φ. In fact, since Φ = 〈fuv, ν〉 = 〈(αL(x))v , ν〉 = −α〈L(x), νv〉 we have that
Φ = −α〈L(x), νv〉 = −α〈L(x), (µWv − µW v)/2i〉.
Using formula (12) we get 〈L(x),Wv〉 = 2(x− y)xv and 〈L(x),W v〉 = 2(x− y)xv. Thus,
(15) Φ = −2 α
2i
(µ(x − y)xv − µ(x− y)xv) = −2αIm(µ(x − y)xv).
Again since Φ = 〈fuv, ν〉 = 〈(βL(y))u, ν〉 we have that
Φ = −β〈L(y), νu〉 = −β〈L(y), (µWu − µWu)/2i〉 = 2βIm(µ(x− y)yu).
Altogether then we have:
(16) Φ = 2βIm(µ(x − y)yu) and Φ = −2αIm(µ(x− y)xv).
Hence we have the next result.
Lemma 5.4. Let (M, f) be an isotropic parametric surface of the de Sitter space S31(1). With the
notation above we have
αIm(µ(x− y)xv) + βIm(µ(x− y)yu) = 0.
Now we continue looking by formulas for F , and for the functions α and β.
Lemma 5.5. Let (M, f) be an isotropic parametric surface of the de Sitter space S31(1). Assume that
Φ(w)/F is the intrinsic mean curvature of S = f(M). Then
(17) F = −2αβ|x− y|2 = 2αRe(µ(x − y)xv) = −2βRe(µ(x − y)yu),
and therefore:
(18) α = Re
(
µ
yu
x− y
)
and β = −Re
(
µ
xv
x− y
)
.
In particular if Φ = 0 then the real valued functions α and β become to
(19) α = µ
yu
x− y and β = −µ
xv
x− y .
Proof. Since 〈fuv, f〉 = −〈fu, fv〉 = 2αβ|x− y|2, we obtain
−F = 1
2
(〈fuv, µW (x, y)〉+ 〈fuv, µW (y, x)〉) = α
(
µ
2
〈Lv(x),W (x, y)〉+ µ
2
〈Lv(x),W 〉
)
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then, equation (17) follows from F = 2αRe(µxv(x− y)). In the same way, F = −2βRe(µ(x− y)yu). The
equation (18) follows by substitution, and (19) then from (16). 
6. When Φ = 0 and a new class of functions
In this section we continue under the same conditions as in Section 5 and focus on the case when
Φ = 0. In fact we start with next result.
Theorem 6.1. If (M, f) is an isotropic parametric surface of S31(1) with mean curvature vector Hf ,
then
(20) 〈Hf , ν〉 = 1
β
Im
(
µ
xv
x− y
)
=
1
α
Im
(
µ
yu
x− y
)
.
Moreover, if 〈Hf , ν〉 = 0, so that Φ = 0, then
(21) xuv =
2xuxv
x− y and yuv =
−2yuyv
x− y .
Proof. First note that (20) follows from (16) and (17), using the fact that Imγ = −Im(γ). Next
we show the equations in (21). Taking the logarithmic derivative of equation (19) for the real valued
function β we obtain
βu
β
=
µu
µ
+
xuv
xv
− xu − yu
x− y .
From second part of equation (6) for β and from the version of equation (9) for the variable u, namely
µu
µ
=
−xu
x− y +
yu
x− y ,
we finally get the first equation of (21). The second equation follows in a similar way. 
Theorem 6.2. Let (M, f) be an isotropic parametric surface in S31(1) such that Φ = 0 and
f(w) =
µ(w)W (x(w), y(w)) + µ(w)W (y(w), x(w))
2
,
with fu = αL(x) and fv = βL(y). Then the functions x, y : M → C belong a class of complex function
Z(w) = ϕ(w) + iψ(w) such that
(22)
∂Z
∂v
= iσ(w)
∂Z
∂u
, where σ :M −→ R with σ(w) 6= 0 (∀w ∈M).
Moreover it follows the following equations type Cauchy-Riemann
(23)
{
ϕu =
1
σ ψv
ϕv = −σψu.
Proof. Assuming that Φ = 0, we get, from second equation of (16) that
µxv
x− y =
µ xv
x− y .
Then taking this last equation together with the second equation of (14), it follows that xu xv+xu xv = 0.
Then writing x = a+ ib, from this last equation, we obtain au av+ bu bv = 0 which means that the set of
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R2-vectors {(bv,−av), (au, bu)} is a linearly dependent set. This last equation says that, pointwise, there
exists a real valued function σ = σ(u, v) such that
xv(u, v) = iσ(u, v) xu(u, v) for (u, v) ∈M.
An analogous computation shows that the function y = y(w) satisfies yu(u, v) = iξ(u, v) yv(u, v) for some
real valued function ξ = ξ(u, v) defined over M . Then we get equation (23). 
Using the content of Theorem (6.2) we define a new class of functions, as follows.
Definition 6.3. A complex function Z : M −→ C is defined quasi-holomorphic if, and only if, there
exists a real valued function σ :M −→ R such that
∂Z
∂v
= iσ
∂Z
∂u
.
We denote this set of functions by O(M). Observe that σ = 1 implies that Z is holomorphic function on
M , which means that Z ′ = Zu and Z
′ = −iZv.
In particular we have the following subsets
Proposition 6.4. The class of holomorphic and anti-holomorphic functions, H(M), H(M), are con-
tained in the class O(M), which is closed under conjugation O(M) = O(M).
Example 6.5. Let Z(w) = ϕ(u, v) + iψ(u, v) be a holomorphic function. Taking two real valued
functions a(u) and b(v) we define the function
Ψ = ϕ(a(u), b(v)) + iψ(a(u), b(v)),
which belongs to O(M). Indeed, since Ψu = a′(u)Zu and Ψv = b′(v)Zv, since Z ∈ H(M), it follows from
Zv = iZu = iZ
′, for σ = b′(v)/a′(u), that Ψv = iσΨu.
For instance, if we take Z(w) = w2, a(u) = u and b(v) = v2. This gives Ψ(u, v) = u2 − v4 + 2iuv2 ∈
O(M) and σ(u, v) = 2v. Indeed, Ψv = 2vi(2u+ 2iv2) = 2viΨu.
Example 6.6. We observe that a solution of the system (21) is given by the real valued functions
x = v and y = u. Then, we take the parametric surface
f(u, v) =
W (v, u) +W (u, v)
2(u− v) for M = {(u, v) ∈ C| u > v}.
Since in this case µ = 1/(u − v), the spherical condition (13) and isotropic conditions (14) are satisfied
trivially. Furthermore, since the third coordinate f3(u, v) = 0 then the subset f(M) is an open subset of
the sphere
{(t, x, 0, z) ∈ R41| − t2 + x2 + z2 = 1},
so this surface is a totally geodesic open submanifold of the 2-dimensional de Sitter space form, away
from the set u = v. Thus, it is minimal in S31(1).
Example 6.7. For each w = u+ iv ∈ C let
µ(u, v) =
√
2(1 + i)
4
e(v−u)
x(u, v) = e(u−v)+i(v+u) and y(u, v) = −e(u−v)+i(v+u)
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Then we have an isotropic surface in S31(1) and the shape operator, with respect to the flat null coordinates
{u, v} is
[
0 1
1 0
]
. In fact, the functions f(w) = µW+µW2 and ν(w) =
µW−µW
2i take the form
f(u, v) =
√
2
2
(sinh(v − u),− sin(u + v), cos(u+ v),− cosh(v − u)),
ν(u, v) =
√
2
2
(sinh(v − u), sin(u + v),− cos(u+ v),− cosh(v − u)).
Then 〈f, f〉 = 1 = 〈ν, ν〉, 〈f, ν〉 = 0 = 〈fu, ν〉 = 〈fv, ν〉 and fu, fv are lightlike vectors with 〈fu, fv〉 =
F = 1. So we are taking the basis {f, fu, fv, ν} of R41. Moreover 〈fuv, ν〉 = 0, which implies that the
surface is minimal, so Φ = 0. Hence using formulas (19), the real valued functions α and β take the form
α = −
√
2
4
ev−u = −β.
It is easy to see that the spherical and isotropic conditions (13) and (14) are satisfied. Finally we note
that from Theorem (29) the pair (M, ν) also represents a minimal timelike surface in S31(1) with Gauss
map given by f(w), and whose isotropic conditions are given by formula (14).
7. When Φ = 0 and x, y are holomorphic functions satisfying the system(21)
In this last section we focus on surfaces with Φ = 0 and for which x, y ∈ H(M) satisfy the system(21).
In particular we show that in this case the functions x and y are related by a Mobius transformation in
a complex variable and that the argument θ of the complex expression of the integration factor µ for the
local expression W (x, y), should be a harmonic function in M . In particular, we give explicit formulas
for x and y when we assume (M, f) is a minimal isotropic surface in S31(1) where f is given by (7). We
also give, using the techniques developed in this paper, the explicit construction of families of timelike
surface in S31(1) whose Φ = 0. This example will be a generalization of Example (6.7).
Theorem 7.1. Let x(w) and y(w) be two holomorphic functions from M into C, such that x− y 6= 0
and x′y′ 6= 0. Since xu = x′ and xv = ix′, and the same is true for y, the system (21) for these functions
becomes, after dividing by i on both sides:
(24) x′′ =
2x′
2
x− y and y
′′ =
−2y′2
x− y .
Then, there exists a Mo¨bius transformation
Mc(z) =
z
cz − 1 where c ∈ C
such that, we have y′(w) = Mc(x
′(w)) for each w ∈ M . Conversely, if x(w) and y(w) are related by
Mc(z) and x(w) is a solution of the equation (24) for x, then y(w) is another solution y, of the system
(21).
Proof. Since
x′′
x′2
+
y′′
y′2
=
(−1
x′
)′
+
(−1
y′
)′
= 0 ⇐⇒
(
1
x′
)
+
(
1
y′
)
= c ∈ C
we obtain the family of relations y′ = Mc(x
′). For the converse, we assume that y′ = Mc(x
′) and x
satisfies (24), then it follows that y′′/(y′)2 = −2/(x− y). 
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Corollary 7.2. Let x(w), y(w) ∈ H(M) such that x − y 6= 0, x′y′ 6= 0, with x and y satisfying
equation (21). If c = 0 in the Mo¨bius transformation then y′ = −x′, and if c =∞ then y′ = 0.
Example 7.3. If c = 0 this means x′ + y′ = 0, which implies x + y = 2a for a ∈ C. Hence taking
x− y = 2z we obtain x = z+a and then equation (24) become z′′z′ = z
′
z . So log z
′ = log z+log k = log kz
therefore z
′
z = k, for complex number k. Then, the solution of the system (24) is
x = a+ ekw+b and y = a− ekw+b
for complex numbers a, b and k 6= 0.
Now we obtain informations about the argument of the integration factor µ. Since |µ| = 1/|x− y| the
polar form of this function is
µ(w) =
eiθ(w)
|x(w) − y(w)| .
Lemma 7.4. For x, y ∈ H(M), the spherical condition (13) for the polar form of µ is
(25) θw =
i
2
x′ + y′
x− y .
Therefore, the real valued function θ is harmonic in M .
Proof. Since xw = x
′, xw = 0 and
logµ = iθ − 1
2
log(x− y)− 1
2
log(x− y) then µw
µ
= iθw − 1
2
x′ − y′
x− y .
Since same equations hold for y, we obtain from equations (13)
−x′
x− y = iθw −
1
2
x′
x− y +
1
2
y′
x− y ,
which implies equation (25). 
Here we recall that we are assuming that fu is a multiple of L(x) and fv is a multiple of L(y).
Lemma 7.5. For x, y ∈ H(M), the isotropic condition (14) corresponds to the equations
(26) Re
(
eiθ
x′
x− y
)
= 0 and Re
(
e−iθ
iy′
x− y
)
= 0.
Proof. It follows from equations (14) since |x − y| is real, xu = x′ and yv = iy′. Indeed, equation
(14) say that e
iθ x′
x−y and
ie−iθ y′
x−y are imaginary valued functions. 
Corollary 7.6. For x, y ∈ H(M), the equations (26) mean that
arg
(
x′
x− y
)
= −θ ± π
2
+ 2kπ and arg
(
y′
x− y
)
= θ ± π + 2kπ, for k ∈ Z.
This last corollary says that the function θ carries quite a bit of information about the holomorphic
functions x′, y′ and x− y.
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Theorem 7.7 (Necessity). Assume that (M, f) is a minimal isotropic surface into S31(1), such that θ
is a non-constant real valued harmonic function. In addition we suppose that x and y are holomorphic
functions where f is given by equation (7). Then, there exists constants k, c ∈ C \ {0} such that
(27) x(w) =
1
c
∫ w
w0
(1 + keψ(ξ))dξ and y(w) =
1
ck
∫ w
w0
(k + e−ψ(ξ))dξ.
where the harmonic function ψ is given by
(28) ψ(w) = θ(w0)− 4i
∫ w
w0
θw(ξ)dξ.
Proof. By Theorem (7.1) we have that there exists a Mobius transformation Mc such that y
′ =
Mc(x
′). Then y′(cx′ − 1) = x′. Hence x′ + y′ = cx′y′ for c 6= 0.
Now, from equations (24) we obtain from equation (25):
x′′
x′
− y
′′
y′
= 2
x′ + y′
x− y = −4iθw =: ψw.
Then, we have the system
x′ + y′ = cx′y′ and
x′
y′
= keψ,
since the logarithmic derivative x′/y′ equals ψw. From these two equations it follows cx
′ = 1 + keψ and
kcy′ = k + e−ψ therefore we get expressions (27). Then, from the fact that θ is harmonic function, it
follows immediately that ψ is also a harmonic function. 
In the last example we construct families of isotropic surfaces in S31(1) using the technique described
above. In fact,
Example 7.8. For complex numbers c and k 6= 0 and taking 0 6= r ∈ R let us define for each
w = u+ iv ∈ C:
µ(u, v) =
√
2(1 + i)
4|k| e
r(v−u)
x(u, v) = c+ ke(1+i)r(u+iv)
y(u, v) = c− ke(1+i)r(u+iv)
then these data give us families of isotropic surfaces on S31(1).
In fact, we begin by assuming x, y ∈ H(M) such that x + y = 2c and x − y = 2z = 2keaw, where
c, a ∈ C, and k ∈ C− {0}. Then we see first that z′/z = a.
Now we look for the function µ satisfying the spherical and isotropic equations (13), (14), to obtain
an isotropic immersion in S31(1) ⊂ R41.
From equation (13) we obtain
µw
µ
=
−xw
x− y =
µw
µ
=
yw
x− y =
−a
2
,
because xw = x
′ = −y′. Now, since we need |µ| = 1/|2keaw| with 0 6= k ∈ C, we take then
µ(u, v) =
eiθ
2|k|e
−Re(aw).
18 TIMELIKE SURFACES IN THE DE SITTER SPACE S3
1
(1) ⊂ R4
1
We note that since µwµ =
−a
2 it follows that θw = 0, which implies that θ ∈ C is constant.
Now, since xw = xu = x
′, the second equation of (14) says that Re(µa2 ) = Re(µ
xu
x−y ) = 0, so µ
a
2 is
imaginary. Since yv = iy
′ = −ix′ the first equation of (14) says that µia2 is also imaginary. Taking
eiθ = p, we obtain that
(29) pa = −p a and pa = pa.
This last implies that (aa )
2 = −1 = (pp )2. Then from p2 = −(p)2, we find that for some real b, p = b(1±i).
Analogously we get that for some real r 6= 0, a = r(1 ± i). Finally, since |p| = 1 and remembering that
a and p have to satisfy equation (29), we choose from a set of four possible solutions for p4 = 1, the
following values:
p = eipi/4 =
√
2
2
(1 + i) and a = r(1 + i).
Hence the equations enunciated in the beginning of this example follows from this choice for µ(u, v).
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