A multi-frequency inverse source problem  by Bao, Gang et al.
J. Differential Equations 249 (2010) 3443–3465Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
A multi-frequency inverse source problem
Gang Bao a,b,∗, Junshan Lin b, Faouzi Triki c
a Department of Mathematics, Zhejiang University, Hangzhou 310027, China
b Department of Mathematics, Michigan State University, East Lansing, MI 48824-1027, United States
c Laboratoire Jean Kuntzmann, Université Joseph Fourier, BP 53, 38041 Grenoble Cedex 9, France
a r t i c l e i n f o a b s t r a c t
Article history:
Received 1 September 2009
Revised 4 August 2010
Available online 1 September 2010
MSC:
35R30
78A46
Keywords:
Inverse source problem
Multiple frequency
Stability
Ill-posedness
This paper is concerned with an inverse source problem that de-
termines the source from measurements of the radiated ﬁelds away
at multiple frequencies. Rigorous stability estimates are established
when the background medium is homogeneous. It is shown that
the ill-posedness of the inverse problem decreases as the frequency
increases. Under some regularity assumptions on the source func-
tion, it is further proven that by increasing the frequency, the log-
arithmic stability converts to a linear one for the inverse source
problem.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The inverse source problem that determines the source from measurements of the radiated ﬁeld
away arises in and motivated by many applications in optoelectronics and biomedical engineering.
One example is to use electric and magnetic measurements on the surface of the human head to
determine source currents in the brain that produced these measured ﬁelds [2,3,17,18,23]. Another
example has to do with antenna synthesis. The inverse source problem [4,18,27] in this case is to
reconstruct the unknown source (antenna) that is embedded in a known source region BR0 (a given
substrate medium), which radiates a measurable exterior ﬁeld outside BR0 .
Inverse source problems for both the scalar Helmholtz equation and the full vector electromagnetic
model have received much attention recently. We refer the reader to [4,18,27] for some recent results
and references. The existing results are all concerned with the case where the frequency is ﬁxed. In
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zero. There are two main diﬃculties associated with the inverse source problem at ﬁxed frequency:
non-uniqueness and the ill-posedness. It is well known [19,16,13,2] that there exist an inﬁnite num-
ber of sources that radiate ﬁelds vanishing identically outside their support volumes. Consequently,
for a ﬁxed frequency the volume sources cannot be uniquely determined from surface measurements.
Moreover, since the inverse problem is linear, an inﬁnity of solutions can be obtained by adding any
one of these non-radiating sources to a given solution. Thus, in order to obtain a unique solution to
the inverse source problem, it is necessary to impose additional constraints on the source. A com-
monly used choice of constraints is to pick up the solution with a minimum L2 norm (called the
minimum energy solution), which corresponds to the L2-orthogonal projection of the original source
onto the space orthogonal to non-radiating sources (which span the nullspace of the inverse source
problem). It also represents the pseudo-inverse of the inverse source problem. Since the nullspace
only depends on the index of refraction of the background medium where the source is radiating,
the difference between the minimum energy solution and the original source also depends on the
medium and hence could be signiﬁcant. This represents a severe disadvantage of the inverse source
problem at ﬁxed frequency. The non-uniqueness issue has been examined by several researchers [19,
16,13,22,25,30]. Recently, in the vector static case (zero frequency), Hauer, Kühn and Potthast [22]
studied the limitations to reconstruct the current density from its magnetic ﬁeld by characterizing the
nullspace of the Biot–Savart operator for anisotropic conductivity. In [2], the non-radiating sources are
considered when the background medium is non-constant for the full Maxwell system.
Another main diﬃculty for the inverse source problem is the ill-posedness, i.e., inﬁnitesimal noise
in the measured data may give rise to a large error in the computed minimum energy solution. In
practice, regularization algorithms are used to reconstruct the solution with a minimum L2 norm, for
example, the Tikhonov-projection algorithm [25]. Since the singular eigenvalues of the forward linear
problem are exponentially decreasing [20], it is expected that these algorithms have a logarithmic
convergence. More recently, in [21], Eller and Valdivia considered the inverse problem of identifying
the shape and location of a ﬁnitely supported source function from measurements of the acoustic
ﬁeld on a closed surface for an inﬁnite unbounded (chosen) frequencies. They showed the uniqueness
of the solutions when the set of frequencies coincides with the Dirichlet eigenvalues of the Laplacian.
In [20], an observation was made that the L2 norm of the minimum energy solution in the case of ho-
mogeneous media depends critically on the product c := R0k, where R0 is the source radius and k is
the frequency. The minimum energy solution increases exponentially with decreasing c below a criti-
cal limit. This exponential increase of the energy indicates that the ill-posedness in the reconstruction
of the original source grows with decreasing c. The result is consistent with physical considerations,
especially the uncertainty principle [11].
The goal of the paper is to investigate the multi-frequency inverse source problem. We ﬁrst address
the uniqueness issue and prove that the source can be uniquely determined by observations of the
radiated ﬁelds outside at a set of frequencies with an accumulation point (not necessarily unbounded).
We further establish stability estimates when the measurements are performed for all frequencies less
than k0. Our main result is of two-fold: (1) in the case where the data is collected for all frequencies
and k0 = 1, we show that the stability is logarithmic when c = k0R0 (R0 is the source radius) is larger
than a critical limit, and is of the Hölder type when c becomes small. Hence for a limited band of
frequencies one can improve the stability of the inverse problem by decreasing the source radius R0.
(2) If R0 is ﬁxed, then a logarithmic stability may be established when c is small. However, in this
case, for large values of c, a linear stability result holds. These results are in good agreement with the
underlying physics, particularly the uncertainty principle.
Recently, for the related but more challenging nonlinear inverse medium scattering problems, it
has been proposed that the ill-posedness of the inverse problem could be overcome by employing
multiple frequency data [14,11]. The idea is illustrated by solving linear equations at lowest frequency
to obtain low-frequency modes of the medium (Born approximation). Updates are made by using
the data at higher frequency sequentially, through linearizations, until a suﬃciently high frequency
where the dominant modes of the medium are essentially recovered. Computational methods have
been developed for solving the inverse medium problems for Helmholtz and Maxwell equations at
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Helmholtz equation with respect to the wave number.
In [11], under some reasonable assumptions, the authors have established the convergence of the
algorithm. We think the results here shed some light on the stability analysis of the inverse medium
scattering problem. In fact, the multiple scattering in the inverse medium problem may be viewed as
a collection of inverse source problems with increasing frequencies (the product between the incident
wave frequency and the index of the medium at certain points).
The outline of the paper is as follows. The formulation of the inverse source problem as well as
its ill-posedness analysis are presented in Section 2. Our main results are established in Section 3.
We ﬁrst prove a uniqueness result for the multi-frequency inverse problem. Then, we derive different
stability estimates depending on the value of the product c = k0R0. The ﬁrst stability result treats
the case where the frequency k0 is ﬁxed but the source radius R0 is variable. The second result
is concerned with the case with ﬁxed R0 but variable frequency k0. The main results are stated in
Theorems 3.2 and 3.3, and Corollaries 3.1 and 3.2. In Appendix A, we provide some known results in
analysis used in the previous sections.
We complete the introduction by introducing some general notations and deﬁnitions that are used
throughout the paper. Let Rd be the d-dimensional Euclidean space. Here, our attention is restricted
only to the case where d = 2,3. For ρ > 0 and x ∈ Rd , denote Bρ(x) the d-dimensional open ball of
radius ρ and center x, i.e.,
Bρ(x) =
{
y ∈ Rd: |x− y| <ρ}.
In particular, denote Bρ(0) ≡ Bρ . Furthermore, let ωd = 2π
d
2
γ ( d2 )
denote the surface of the unit sphere
in Rd , where γ is the Gamma function.
Let Ω be a smooth domain in Rd with the boundary Γ . The classical space Lp(Ω) contains all of
the p-integrable complex-valued functions over Ω equipped with the norm:
‖ f ‖Lp =
(∫
Ω
∣∣ f (x)∣∣p dx)
1
p
.
We use the notation Hs(Ω) for the Sobolev space of order s > 0 in the usual sense. For s ∈ N, the
norm for the Sobolev space Hs(Ω) takes the following form:
‖ f ‖s =
∑
|α|s
∥∥∂αx f ∥∥L2 .
Let t0 ∈ Rd , p ∈ N and ρ > 0. The Sobolev space Lq(Bρ(t0), Hs(Ω)) is deﬁned by
Lq
(
Bρ(t0), H
s(Ω)
)= {ϕ(t, x): t → ∥∥ϕ(t, .)∥∥s ∈ Lq(Bρ(t0))},
along with the norm
‖ f ‖q,s =
( ∫
Bρ(t0)
∥∥ϕ(t, .)∥∥qs dt
) 1
q
.
Moreover, the notation ‖ f ‖Lp(Γ ) is used when the norm ‖ f ‖Lp is taken on Γ .
The Hölder space C0(Bρ, Lp(Γ )) is deﬁned by
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(
Bρ(t0), L
p(Γ )
)= {ϕ(t, x) : t → ∥∥ϕ(t, .)∥∥Lp(Γ ) ∈ C0(Bρ(t0))},
whose norm is given by
‖ f ‖C0(Bρ(t0),Lp(Γ )) = sup
t∈Bρ(t0)
∥∥ϕ(t, .)∥∥Lp(Γ ).
Finally, deﬁne the Fourier transform of g(x) ∈ L2(Rd) by
F(g)(ξ) := 1
(2π)d
∫
BR0
g(x)e−iξ.x dx.
2. The multi-frequency inverse source problem
2.1. Formulation of the multi-frequency inverse source problem
Consider in Rd the inverse source problem (ISP) of determining an unknown scalar source S to
the homogeneous Helmholtz equation
ψ + k2ψ = S(x), (2.1)
where k is the wavenumber of the radiated scalar ﬁeld ψ . Assume that the source function S(x) ∈
L2(Rd) has a compact support V0. It is further required that the radiated ﬁeld ψ satisﬁes the Som-
merfeld radiation condition:
∂rψ − ikψ = o
(
r
1−d
2
)
, (2.2)
as r goes to inﬁnity. Also, since ψ depends on the frequency k, we sometimes employ ψ(k, x) in place
of ψ(x) to emphasize the dependence.
Deﬁne the Green function in the whole space
G(k, r) =
{− i4H (1)0 (kr) if d = 2,
− eikr4πr if d = 3,
where H(1)0 (kr) is the Hankel function of ﬁrst kind with order 0. Then, there is a unique solution ψ(x)
satisfying the Helmholtz equation (2.1) and the radiation condition (2.2). In addition,
ψ(x) =
∫
Rd
G(k, |x− y|)S(y)dy.
Having deﬁned the forward problem, we can now introduce the inverse source problem (ISP). For
simplicity, we assume that there exists a positive real R0 such that V 0 ⊂ B(R0) ⊂ Ω . The multi-
frequency ISP consists of recovering the source function from the measurement of the radiated wave
ψ(k, x) on the boundary Γ for all k ∈ [0,k0]. It may be stated as: to reconstruct the source function S
from the measured ﬁeld ψ(k, x) for all k ∈ [0,k0], x ∈ Γ .
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For a function S in L2(BR0 ), we introduce the scattering operator
L(k)S(x) =
∫
BR0
G(k, |x− y|)S(y)dy, x ∈ Γ. (2.3)
The ISP at a ﬁxed frequency may also be formulated as follows: to ﬁnd the solution S to the linear
equation L(k)S(x) = ψ(k, x), x ∈ Γ .
We further study the ill-posedness of the ISP at ﬁxed frequency based on the analysis of the
spectrum of the scattering operator L(k). For the sake of simplicity, our study is restricted to the
two-dimensional case, i.e., d = 2. It is also assumed that the measurements are taken on a circle of
the disk Ω = BR . Here R is large enough so that R0 < R or the support of the source function is
contained in Ω . Note that although the mathematical formulation depends on the surface where the
measurements are taken, the nature of the ISP and particularly the ill-posedness remains the same.
We begin with some useful properties of the operator L(k).
Proposition 2.1. The following results hold:
(i) The scattering operator L(k) is compact from L2(BR0 ) to L
2(∂BR) with the following singular value de-
composition
L(k) =
∑
l0
σl Pl,
where Pl = 〈.,ψl〉φl + 〈.,ψ−l〉φ−l and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φl(θ) = 1√
2π
eilθ ,
σl(k) = π2
∣∣H (1)|l| (kR)∣∣
( R0∫
0
J2l (kr)r dr
) 1
2
,
ψl(r, θ) = 1√
2π(
∫ R0
0 J
2
l (kr)r dr)
1
2
Jl(kr)e
ilθ .
(ii) The null space of L is orthogonal to {ψl: l 0} in L2(BR0).
Proof. By elliptic regularity it can be shown that ψ(x) lies in H2(BR). Far away from the compact
support V0 of the source function, ψ is C∞ (the kernel G is C∞). Hence the trace ψ on Γ belongs
to Hs(∂BR) for all s  0. By compact embedding of Sobolev spaces on bounded domains, we deduce
the compactness of the operator L(k).
By the Graf addition formula, we obtain a series representation of the Green function
G(k, |x− y|)= − i
4
∑
l∈Z
Jl(krx)H
(1)
l (kry)e
il(θy−θx),
where (rx, θx) and (ry, θy) are the polar coordinates of x and y satisfying rx < ry . By substituting the
kernel with its series representation in (2.3), we obtain
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4
γR
2π∫
0
R0∫
0
∑
l∈Z
Jl(kρ)H
(1)
l (kr)e
il(θ−β)S(ρ,β)ρ dρ dβ.
Due to the smoothness of the kernel G on the circle ∂BR , an application of the convergence domi-
nated theorem yields
L(k)S(θ) = − i
4
∑
l∈Z
H (1)l (kR)e
ilθ
2π∫
0
R0∫
0
Jl(kρ)e
−ilβ S(ρ,β)ρ dρ dβ.
For a ﬁxed g in L2(∂BR), the adjoint operator of the operator L-adjoint takes the following form
L(k)∗g(θ) = i
4
∑
l∈Z
H (1)l (kR) Jl(kρ)e
−ilθ
2π∫
0
g(β)eilβ dβ.
It follows for g in L2(∂BR) that
L(k)L(k)∗g(θ) = π
8
∑
l∈Z
∣∣H (1)l (kR)∣∣2
R0∫
0
J2l (kρ)ρdρ
2π∫
0
g(β)e−ilβ dβ eilθ .
The proof of (ii) is now completed by using that the kernel of the operator L is the orthogonal
complement of the range of L∗ . 
Remark 2.1. In fact, the space span{ψl: l  0} is identical to the spaces span{eixk.d: d ∈ ∂B1} and
{u(x) ∈ H2(B(R0)): u + k2u = 0} in L2(B(R0)).
Based on this remark, it is obvious to construct a function in the kernel of L. Actually, it suﬃces to
choose a function h(r) deﬁned on (0, R0) that is orthogonal to Jl(kr) in L2(BR0) for a ﬁxed l 0. For
example, the function h(r) = 1− 〈1, Jl(kr)〉0. Then the function h(r)eilθ belongs to the kernel of L(k),
which explains the non-uniqueness of the ISP. The sources in the kernel of L, known as non-radiating
sources, produce ﬁelds that are identically zero outside their source volume BR0 .
The fact that there are non-radiating source functions makes it impossible to determine the exact
details of a source from measurements taken outside BR0 unless additional constraints are imposed
on the source. The constraints must be suﬃcient to specify which one of the inﬁnite number of
solutions to the ISP is of particular interest. An often used constraint in practice is to minimize the
source energy [18]:
∫
BR0
∣∣S(x)∣∣2 dx.
Next, we present an explicit minimum energy solution to the ISP. There exists a unique function S˜ in
L2(BR0 ) [15] satisfying
∫ (
L(k) S˜ −ψ)2 dσx = min
P∈L2(BR0 )
∫ (
L(k)P −ψ)2 dσx,Γ Γ
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S˜ =
∑
l0
P∗l P
σ 2l (k)
L∗(k)ψ. (2.4)
Here P∗l = 〈., φl〉ψl + 〈., φ−l〉ψ−l , the adjoint operator of Pl .
We remark from (2.4) that S˜ is orthogonal to the nullspace of L(k). Thus the information on the
real source S encoded in the nullspace of L(k) is lost, which leads to the lack of uniqueness. Using the
asymptotics of Hankel and Bessel functions for large argument [1], it is evident to see that the singular
eigenvalue σl decreases exponentially as the index l increases, which illustrates the ill-posedness of
the ISP at ﬁxed frequency.
3. Uniqueness and stability estimates
In order to overcome the ill-posedness and non-uniqueness of the ISP, we propose to take mea-
surements at multiple frequencies. This section is devoted to the mathematical study of fundamental
issues on uniqueness and stability for the ISP. We ﬁrst prove the uniqueness of the multi-frequency
inverse source problem when the data is known for k ∈ [0,k0]. We also investigate the stability of
the ISP. The ﬁrst stability result deals with the case where the frequency k0 is ﬁxed but the source
radius R0 is variable. The second one ﬁxes R0 and leaves the frequency k0 free. The main results are
Theorems 3.2 and 3.3, and Corollaries 3.1 and 3.2.
3.1. Uniqueness for the ISP
Let ξ ∈ Rd such that |ξ | = k and ν(x) be the outward normal derivative on Γ . Multiplying Eq. (2.1)
by e−iξ.x and integrating over Ω , we obtain
F(S)(ξ) =
∫
Γ
e−iξ.x
(
∂νψ(k, x)+ iξ.νψ(k, x)
)
dσx, |ξ | = k ∈ [0,k0]. (3.1)
It is evident from the above formula that by collecting the measurements ψ(k, x) on a band of
frequency [0,k0], the Fourier transform of S on Bk0 can be reconstructed directly. In addition, our
next result indicates that this amount of information is suﬃcient to determine the source function S
uniquely.
Theorem 3.1. Let (k j) j be a set of real numbers with an accumulation point. Then the measurements
(ψ(k j, .)) j on Γ determine uniquely the source function S.
Proof. Assume that two source functions S1 and S2 produce the same data (ψ(k j, .)) j on Γ , and set
S = S1 − S2. Then Eq. (3.1) implies that∫
BR0
S(x)e−iξ.x dx = 0, ∀ξ ∈ ∂Bk j .
Since BR0 is a bounded domain, the integral above is an entire function of ξ ∈ Cd . In particular, the
integral vanishes on a set of complex numbers {ξ j} ∈ Cd , such that ξ (1)j = k j and ξ (l)j = 0 if l = 1 with
an accumulation point. Then from unique continuation [24], F(S)(ξ) is zero on the whole complex
domain Cd . Since the Fourier transform is invertible, S(x) also vanishes identically on Rd . 
The following remarks about the usefulness of the uniqueness result are in order.
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Many questions arise from Eq. (3.1): Do the boundary measurements ψ(k, .) contain further details
about the source? More precisely, could one extract the high frequency contents of S? If the answer is
yes, then the source function can be approximated with arbitrary accuracy. In fact, in the absence of
noise, theoretically the construction resolution may be increased without a limit as suggested by the
above uniqueness theorem. This conclusion obviously contradicts to the uncertainty principle accord-
ing to which features smaller than one half of the wavelength might not be resolvable. In reality, since
some noise is always present in any data set, there is a limit to the possible resolution. Therefore, it
is critically important to address the stability for the multi-frequency ISP.
Remark 3.2. From Eq. (3.1), we may outline the general steps for reconstructing the function S . First,
it should be remarked that ∂νψ(k, .) can be directly computed from ψ(k, .) by using the Dirichlet-
to-Neumann operator Λ(k). The well-known properties of the operator Λ(k) assure a stable recon-
struction of F(S) [11]. Hence the ill-posedness of the inverse problem is primarily attributed to the
reconstruction of S from the knowledge of its low-frequency modes:
f (ξ) := 1
(2π)d
∫
BR0
S(x)e−iξ.x dx, ∀ξ ∈ Bk0 . (3.2)
The ISP can be reformulated as follows: Given R0, k0 and f (ξ), ξ ∈ Bk0 , ﬁnd S .
Remark 3.3. A similar uniqueness result is derived in [21] but for a chosen unbounded set of frequen-
cies (the Dirichlet eigenvalues of the Laplacian). Our uniqueness result corresponds to the applications
mentioned in the introduction, and the frequency continuation method developed in [5–8,10,11]
where the measurements are taken on a bounded band of frequency.
In the rest of this section, we establish stability estimates for the multi-frequency ISP with respect
to the dimensionless number c = k0R0. We distinguish two different cases: (1) The highest wave
number k0 is ﬁxed but the support of S(x) is variable (R0). (2) The radius of the support R0 is ﬁxed
but k0 is a variable.
3.2. Stability for the ISP. Part I: The stability estimate for a variable compact support
The behavior of the singular eigenvalues σ j of the linear operator S → f , as a function of c is
derived in [29,28]. Basically, σ j tend to one when c approaches zero and decrease exponentially with
respect to j when c is large. This shows that the ISP is well-posed when c is small and becomes
extremely ill-posed when c is large. Without loss of generality, assume that k0 = 1. Next, we recon-
struct S(x), a solution to (3.2), from a given function f (ξ), ξ ∈ B1 and constant c. Our derivation of an
approximation of the source function follows the general idea of Ramm [27] who derived a general
analytic inversion formula for the Fourier transform of a compactly supported function from a com-
pact set. Using the analytic formula and under a smoothness assumption on S we will ﬁrst derive an
analytic approximation to the source function.
Let h(x) be a normalized cut-off function: h ∈ C∞0 (B1) and 1(2π)d
∫
B1
h(x)dx = 1. In addition, we
assume that h is radially symmetric. A classical example is the following:
h(x) =
{
λ0e
1
|x|2−1 , |x| 1,
0, |x| 1,
(3.3)
where λ−10 := ωd d
∫ 1
−1 e
1
r2−1 rd−1 dr. An analytic approximation of the source function S is given by(2π)
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∫
Bc
δN(x− y)S(y)dy = 1
(2π)d
∫
B1
hN(ξ) f (ξ)e
iξ.x dξ, (3.4)
where
hN(x) =
∫
Rd
δN(ξ)e
−iξ.x dξ (3.5)
and
δN(x) :=
(
δ2N
πc2
) d
2
(
1− δ
2|x|2
c2
)N−1
F−1(h)(x), N  1, (3.6)
with δ a ﬁxed constant satisfying 0< δ < 12 .
Note that since F−1(h)(x) is an entire function and the factor (1− δ2|x|2
c2
)N−1 is a polynomial, δN (x)
is also an entire function on Cd . In addition, from Appendix A, hN (x), the Fourier transform of δN , is
radially symmetric and compactly supported in B1.
The following lemma was proved in [27].
Lemma 3.1. The function F−1(h)(x) is an entire function of 1-exponential type. Then, there exists a strictly
positive constant C > 0 such that
∣∣F−1(h)(z)∣∣ Ce−|z|, ∀z ∈ Cd.
We are now ready to present the ﬁrst stability estimate.
Lemma 3.2. Let S be a function in C1(Bc) and δ be ﬁxed in (0, 12 ). If
‖S‖C1(Bc)  M,
then
‖S − SN‖C0(Bc)  Cd
c
δ
M
N
1
2
, as N → ∞,
where M is a positive constant and Cd is a constant depending only on the dimension d.
Proof. Observe that F−1(h)(0) = ∫B1 h(ξ)dξ = 1. Since h ∈ C∞0 (B1), the function F−1(h)(ξ) is an en-
tire function on Cd . Hence δN (ξ), the product of a polynomial function (1− δ2|x|2c2 )N−1 and F−1(h)(ξ),
is also an entire function. Thus, the convolution of δN (ξ) with S is well deﬁned and belongs to C0(Bc).
Let x be ﬁxed in Bc . A simple calculation yields
SN(x) =
(
δ2N
πc2
) d
2
2c∫
0
(
1− δ
2r2
c2
)N−1
ψx(r)r
d−1 dr, (3.7)
where
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∫
∂B1
F−1(h)(rω)S(x− rω)dω.
The C1 function ψx(r) is compactly supported in [0,2c]. For simplicity, let us treat only the case d = 2.
Integration by parts in the expression (3.7) yields
SN(x) = S(x)+ 1
2π
2c∫
0
(
1− δ
2r2
c2
)N
ψ ′x(r)dr,
where
ψ ′x(r) =
∫
∂B1
(∇F−1(h)(rω).ωS(x− rω)−F−1(h)(rω)∇ S(x− rω).ω)dω.
Therefore
∣∣SN(x)− S(x)∣∣ 2Mc(∥∥∇F−1(h)∥∥C0(B2c) + 1)
1∫
0
(
1− 4δ2r2)N dr.
It is easily seen that ‖∇F−1(h)‖C0(B2c)  1 for all ξ ∈ R2.
Consequently,
∣∣SN(x)− S(x)∣∣ 4cM
1∫
0
(
1− 4δ2r2)N dr.
On the other hand,
(
1− 4δ2r2)N  e−4δ2Nr2
for all r ∈ [0,1].
Hence
1∫
0
(
1− 4δ2r2)Ndr 
1∫
0
e−4δ2Nr2 dr 
(
2π
1∫
0
e−4δ2Nr2r dr
) 1
2
=
(
π
2δ2N
(
1− e−4δ2N))
1
2
.
By combining the above estimates, we obtain
∣∣SN(x)− S(x)∣∣ (8π)
1
2
δ
Mc
1
N
1
2
, ∀x ∈ Bc .
The proof for the three-dimensional case (d = 3) may be given similarly by using the Watson Lemma
below. 
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g(t) = tα
+∞∑
n=0
gnt
βn , as t → 0,
with (βn) > 0 an increasing sequence and α > 0, then
1∫
0
e−xt g(t)dt ∼
+∞∑
n=0
gn
(α + βn + 1)
xα+βn+1
, as x → +∞,
where (z) is the Gamma function.
We next present an intermediate stability result for the multi-frequency ISP.
Lemma 3.4. Let S be a function in C1(Bc), δ be a constant satisfying 0< δ < 12 and f is the Fourier transform
deﬁned by (3.2). If
‖S‖C1(Bc)  M,
then
‖S‖C0(Bc)  C1
c
δ
M
N
1
2
+ C2
(
1+
(
δ2
c2
N
) d+1
2
(
δ(2N + d − 3)
ec
)2N+d−3)
‖ f ‖C0(B1),
for all N  1, where M is a positive constant, C1 and C2 are constants depending only on the dimension d.
Proof. Clearly
‖S‖C0(Bc)  ‖SN‖C0(Bc) + ‖S − SN‖C0(Bc).
Recall that
SN(x) := 1
(2π)d
∫
B1
hN(ξ) f (ξ)e
−iξ.x dξ.
Thus
‖SN‖C0(Bc) 
1
(2π)d
∥∥hN(ξ)∥∥L1(Rd)‖ f ‖C0(B1). (3.8)
From (3.5), it follows that ‖hN‖L1(Rd) ωd‖δN‖L1(Rd) , i.e.,
‖hN‖L1(Rd) =ωd
(
δ2N
πc2
) d
2
∫
Rd
∣∣∣∣1− δ2|x|2c2
∣∣∣∣
N−1∣∣F−1(h)(x)∣∣dx.
On the other hand, Lemma 3.1 implies
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Hence
‖hN‖L1(Rd)  Cωd
(
δ2N
πc2
) d
2
∫
Rd
∣∣∣∣1− δ2|x|2c2
∣∣∣∣
N−1
e−|x| dx
 Cω2d
(
δ2N
πc2
) d
2
+∞∫
0
∣∣∣∣1− δ2r2c2
∣∣∣∣
N−1
e−rrd−1 dr.
The last term may be decomposed into two terms:
+∞∫
0
∣∣∣∣1− δ2r2c2
∣∣∣∣
N−1
e−rrd−1 dr = I1 + I2,
where
I1 :=
√
2 c
δ∫
0
∣∣∣∣1− δ2r2c2
∣∣∣∣
N−1
e−rrd−1 dr,
I2 :=
+∞∫
√
2 c
δ
(
δ2r2
c2
− 1
)N−1
e−rrd−1 dr.
By a change of variables, we get
I1 = c
d
δd
√
2∫
0
∣∣1− r2∣∣N−1e− cδ rrd−1 dr
or
I1 = c
d
δd
1∫
0
(
1− r2)N−1e− cδ rrd−1 dr + cd
δd
√
2∫
1
(
r2 − 1)N−1e− cδ rrd−1 dr.
By using the following simple inequalities:
(
1− r2)N−1  e−(N−1)r2 , ∀r ∈ (0,1),(
r2 − 1)N−1  e−(N−1)(2−r2), ∀r ∈ (0,√2),
we arrive at
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cd
δd
( 1∫
0
e−(N−1)r2rd−1 dr +
√
2∫
1
e−(N−1)(2−r2)rd−1 dr
)
.
Thus
I1 
cd
δd
C
N
d
2
,
for some constant C that depends only on the dimension.
A simple calculation yields further that
I2 
(
δ
c
)2(N−1) +∞∫
√
2 c
δ
r2(N−1)+d−1e−r dr

(
δ
c
)2(N−1) +∞∫
0
r2(N−1)+d−1e−r dr

(
δ
c
)2N−2
(2N + d − 3)!.
Hence
+∞∫
0
∣∣∣∣1− δ2r2c2
∣∣∣∣
N−1
e−rrd−1 dr  c
2
δ2
C
N
d
2
+
(
δ
c
)2N−2
(2N + d − 3)!.
By the Stirling approximation [1]
(2N + d − 3)! e(2π) 12 (2N + d − 3) 12
(
2N + d − 3
e
)2N+d−3
,
we obtain
+∞∫
0
∣∣∣∣1− δ2r2c2
∣∣∣∣
N−1
e−rrd−1 dr  c
2
δ2
C
N
d
2
+ e(2π) 12 δ
c
N
1
2
(
δ(2N + d − 3)
ec
)2N+d−3
.
Therefore
‖hN‖L1(B1)  (2π)dC2
(
δ2
c2
N
) d
2
(
c2
δ2
1
N
d
2
+ δ
c
N
1
2
(
δ(2N + d − 3)
ec
)2N+d−3)
,
which leads to the ﬁnal estimate for hN
‖hN‖L1(B1)  (2π)dC2
(
1+
(
δ2
c2
N
) d+1
2
(
δ(2N + d − 3)
ec
)2N+d−3)
.
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‖SN‖C0(Bc)  C2
(
1+
(
δ2
c2
N
) d+1
2
(
δ(2N + d − 3)
ec
)2N+d−3)
‖ f ‖C0(B1), (3.9)
for all N  1.
The proof is completed by combining Lemma 3.2 and the estimate (3.9). 
The following is the ﬁrst of our two main results on the stability of the multi-frequency ISP.
Theorem 3.2. Let S be a function in C1(Bc) and δ be a constant satisfying 0< δ < 12 . Assume that
 = ‖∂νψ‖C0(B1,L1(Γ )) + ‖kψ‖C0(B1,L1(Γ )) < 1
and
‖S‖C1(Bc)  M,
where M is a positive constant. The following statements hold:
A) If c   , then
‖S‖C0(Bc)  M.
B) If c  12
1
1+2d and β ∈ (0,1), then
‖S‖C0(Bc)  C
(
M
(
1+ c
β
δβ
) 1
2(1+β)( c
δ
) 1
(1+β)
+ 1
)
1
(ln(−1))
1
2(1+β)
,
where C is a constant that only depends on the dimension d and β .
Proof. From the assumption, it is clear that ‖ f ‖C0(B1)   .
A) Since S(x) belongs to C1(Bc), we have
‖S‖C0(Bc)  Mc.
By noting the assumption c   , Part A) is proved.
B) For N large, the stability estimate of Lemma 3.4 can be rewritten as
‖S‖C0(Bc)  C1
c
δ
M
N
1
2
+ C2‖ f ‖C0(B1) + C2eAγ ‖ f ‖
1−γ
C0(B1)
,
where
Aγ := d + 1
2
ln
(
δ2
c2
N
)
+ 2N ln
(
2δN
ec
)
− γ ln(‖ f ‖−1
C0(B1)
)
.
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C0(B1)
))
1
1+β , where λ is a positive constant. In
fact, λ may be chosen so that Aγ  0, which implies that
‖S‖C0(Bc)  C1
c
δ
M
N
1
2
+ 2C2‖ f ‖1−γC0(B1).
It follows from
ln(t) t
β
eβ
, ∀t  1,
that
Aγ 
(
λ−1
eβ
(
d + 1
2
(
δ
c
)2β
+ 2
(
2δ
ec
)β)
− 1
)
ln
(‖ f ‖−γ
C0(B1)
)
.
By taking λ = λc := 1eβ ( d+12 ( δc )2β + 2( 2δec )β), ‖ f ‖C0(B1) < 1, and γ = 12 , we ﬁnally obtain
‖S‖C0(Bc) 
(
2
1
2(1+β) C1Mcλ
1
2(1+β)
c + C2
) 1
(ln(‖ f ‖−1
C0(B1)
))
1
2(1+β)
,
which completes the proof of Part B). 
For the sake of clarity we give the following corollary (corresponds to the results of Theorem 3.2
with δ = 14 and β = 12 ).
Corollary 3.1. Let S be a function in C1(Bc). Assume that
 = ‖∂νψ‖C0(B1,L1(Γ )) + ‖kψ‖C0(B1,L1(Γ )) < 1
and
‖S‖C1(Bc)  M,
where M is a positive constant. The following statements hold:
A) If c   , then
‖S‖C0(Bc)  M.
B) If c  12
1
1+2d , then
‖S‖C0(Bc)  C
(
M(1+ 2√c) 13 (4c) 23 + 1) 1
(ln(−1)) 13
,
where C is a constant that only depends on the dimension d.
The results obtained in Theorem 3.2 and Corollary 3.1 show clearly that for the measurement
ψ(k, x)|Γ for k ∈ [0,1] with a noise  , the recovery of the source function is linearly stable if its
compact support radius c is smaller than  but is logarithmic stable if c   .
3458 G. Bao et al. / J. Differential Equations 249 (2010) 3443–34653.3. Stability for the ISP. Part II: The stability estimate on a variable frequency band
We next study the stability of the ISP with respect to c, when R0 is ﬁxed. For simplicity, we
assume that R0 = 1. Recall that the function
f (ξ) =
∫
Γ
e−iξ.x
(
∂νψ(k, x)+ iξ.νψ(k, x)
)
dσx
is known on Bc .
Let h(x) be the normalized cut-off function introduced in the previous subsection. We denote
hc(x) := 1cd h( xc ) and deﬁne
SN(x) :=
∫
B1
δN(x− y)S(y)dy = 1
(2π)d
∫
B1
hN(ξ) f (ξ)e
iξ.x dξ,
where
hN(x) =
∫
Rd
δN(ξ)e
−iξ.x dξ
and
δN(ξ) :=
(
δ2N
π
) d
2 (
1− δ2|ξ |2)N−1F−1(hc)(ξ), N  1, (3.10)
with δ ∈ (0, 12 ) a ﬁxed constant.
Lemma 3.5. Let S be a function in C1(B1) and δ be ﬁxed in (0, 12 ). If
‖S‖C1(B1)  M,
then
‖S − SN‖C0(B1) 
Cd
δ
1
2
M
(
1+ 1
c
)
1
N
1
4
, as N → ∞,
where M is a positive constant and Cd is a constant depending only on the dimension d.
Proof. For a point x in B1, a simple calculation yields
SN(x) =
(
δ2N
π
) d
2
2∫
0
(
1− δ2r2)N−1ψx(r)rd−1 dr, (3.11)
where
ψx(r) :=
∫
∂B
F−1(hc)(rω)S(x− rω)dω.
1
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two-dimensional case, i.e., d = 2. Integrating by parts the expression (3.11), we obtain
SN(x) = S(x)+ 1
2π
2∫
0
(
1− δ2r2)Nψ ′x(r)dr,
where
ψ ′x(r) =
∫
∂B1
(∇F−1(hc)(rω).ωS(x− rω)−F−1(hc)(rω)∇ S(x− rω).ω)dω.
Therefore
∣∣SN(x)− S(x)∣∣ 2M
(∥∥∥∥ 1√r∇F−1(hc)
∥∥∥∥
L2(B2)
+
∥∥∥∥ 1√rF−1(hc)
∥∥∥∥
L2(B2)
)( 1∫
0
(
1− 4δ2r2)2N dr
) 1
2
.
Observe that
∇F−1(hc(x))(ξ) =F−1(ixhc(x))(ξ).
Since xh(x) belongs to C∞0 (Rd), the function ∇F−1(xh(x))(ξ) is an entire function of 1-exponential
type. We deduce from Lemma 3.1 that there exists a positive constant C > 0, such that
∥∥∇F−1(xh(x))(z)∥∥ Ce−|z|, ∀z ∈ Cd.
A simple change of variables yields to
F−1(ixhc(x))(ξ) = cF−1(ixh(x))(cξ).
Hence
∥∥∇F−1(hc)(ξ)∥∥ Cce−c|ξ |, ∀ξ ∈ B2,
and
∥∥∥∥ 1√r∇F−1(hc)
∥∥∥∥
L2(B2)
 (2π) 12 C˜ ,
where C˜ is a positive constant independent of c.
Similarly F−1(h(x))(ξ) is an entire function of 1-exponential type. Since F−1(hc)(ξ) =F−1(h)(cξ)
we have
∣∣F−1(hc)∥∥ Ce−c|ξ |, ∀ξ ∈ B2.
Thus
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∥∥∥∥
L2(B2)
 (2π) 12 C˜
c
.
Consequently
∣∣SN(x)− S(x)∣∣ (8π) 12 C˜M
(
1+ 1
c
)( 1∫
0
(
1− 4δ2r2)2N dr
) 1
2
.
On the other hand, since (1− 4δ2r2)N  e−8δ2Nr2 for all r ∈ [0,1], we arrive at
1∫
0
(
1− 4δ2r2)2N dr 
1∫
0
e−8δ2Nr2 dr 
(
2π
1∫
0
e−8δ2Nr2r dr
) 1
2
=
(
π
4δ2N
(
1− e−8δ2N))
1
2
.
Therefore
∣∣SN(x)− S(x)∣∣
(
4π
δ
) 1
2
C˜M
(
1+ 1
c
)
1
N
1
4
, ∀x ∈ B1,
which completes the proof.
The proof for higher dimension can be conducted again by using the Watson Lemma. 
Lemma 3.6. Let S be a function in C1(B1), δ be a constant satisfying 0< δ < 12 and f is the Fourier transform
deﬁned by (3.2). If for a positive constant M,
‖S‖C1(B1)  M,
then
‖S‖C0(B1) 
C1
δ
1
2
M
(
1+ 1
c
)
1
N
1
4
+ C2
(
1+
(
δ2
c2
N
) d+1
2
(
δ(2N + d − 3)
ec
)2N+d−3)
‖ f ‖L1(Bc),
for all N  1, where C1 and C2 are constants that only depend on the dimension d.
Proof. Using the relation F−1(hc)(ξ) =F−1(h)(cξ) and the fact that F−1(h)(ξ) is an entire function
of 1-exponential type, we have
‖hN‖C0(Bc)  C
(
δ2N
π
) d
2
∫
Rd
∣∣1− δ2|x|2∣∣N−1e−c|x| dx
 C
(
δ2N
πc2
) d
2
+∞∫
0
∣∣∣∣1− δ2r2c2
∣∣∣∣
N−1
e−rrd−1 dr.
Furthermore, we deduce from the proof of Lemma 3.4 that
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(
1+
(
δ2
c2
N
) d+1
2
(
δ(2N + d − 3)
ec
)2N+d−3)
.
Therefore
‖SN‖C0(B1)  C2
(
1+
(
δ2
c2
N
) d+1
2
(
δ(2N + d − 3)
ec
)2N+d−3)
‖ f ‖L1(Bc). (3.12)
The proof is completed by combining the result of Lemma 3.5 and the estimate (3.12). 
We are ready to prove the second stability theorem for the multi-frequency ISP.
Theorem 3.3. Let S be a function in C1(B1) and δ be a constant satisfying 0< δ < 12 . Assume that
 = ‖∂νψ‖L1(Bc ,L1(Γ )) + ‖kψ‖L1(Bc ,L1(Γ )) < 1
and
‖S‖C1(B1)  M,
where M is a positive constant. The following statements hold:
A) If c  −4 + 1, then
‖S‖C0(B1)  C
(
1+ M
δ
1
2
(
1+ 1
c
)
+
(
δ2
c
) d+1
2
)
,
where the constant C only depends on the dimension d.
B) If c < −4 + 1 and β ∈ (0,1), then
‖S‖C0(B1)  C
(
1+ M
δ
1
2
(
1+ 1
c
)(
δ2β
c2β
+ δ
β
cβ
) 1
4(1+β)) 1
(ln(−1))
1
4(1+β)
,
where C is a constant that only depends on the dimension d and β .
Proof. Let f be the Fourier transform of S , deﬁned by (3.2).
A) Assume that c  ‖ f ‖−4
L1(Bc)
+ 1 and an integer N is chosen such that
‖ f ‖−4
L1(Bc)
 N  ‖ f ‖−4
L1(Bc)
+ 1.
Hence
⎧⎨
⎩
1
N
1
4
 ‖ f ‖L1(Bc),
N  c.
Using the inequalities above and the stability estimate of Lemma 3.4, we get
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(
C1
δ
1
2
M
(
1+ 1
c
)
+ C2
(
1+
(
δ2
c
) d+1
2
))
‖ f ‖L1(Bc). (3.13)
From (3.1) it follows that
‖ f ‖L1(Bc)  .
By combining (3.13) and the last estimate, the proof of A) is completed.
B) For large N , the stability estimate of Lemma 3.6 can be rewritten as
‖S‖C0(B1) 
C1
δ
1
2
M
(
1+ 1
c
)
1
N
1
4
+ C2‖ f ‖L1(Bc) + C2eBγ ‖ f ‖1−γL1(Bc),
where
Bγ := d + 1
2
ln
(
δ2
c2
N
)
+ 2N ln
(
2δN
ec
)
− γ ln(‖ f ‖−1
L1(Bc)
)
.
Let β be a ﬁxed real in (0,1) and set N = (λ−1 ln(‖ f ‖−γ
L1(Bc)
))
1
1+β , where λ is a positive constant.
Moreover, one may choose λ so that Bγ  0, which implies
‖S‖C0(B1) 
C1
δ
1
2
M
(
1+ 1
c
)
1
N
1
4
+ 2C2‖ f ‖1−γL1(Bc).
Using the fact that
ln(t) t
β
eβ
, ∀t  1,
we get
Bγ 
(
λ−1
eβ
(
d + 1
2
(
δ
c
)2β
+ 2
(
2δ
ec
)β)
− 1
)
ln
(‖ f ‖−γ
L1(Bc)
)
.
By taking λ = λc := 1eβ ( d+12 ( δc )2β + 2( 2δec )β), ‖ f ‖L1(Bc) < 1, and γ = 12 , we obtain
‖S‖C0(B1) 
(
2
1
4(1+β) C1
δ
1
2
M
(
1+ 1
c
)
λ
1
4(1+β)
c + C2
)
1
(ln(‖ f ‖−1
L1(Bc)
))
1
4(1+β)
. (3.14)
By noting that
‖ f ‖L1(Bc)  ,
the proof is completed by combining the above estimate and (3.14). 
The following corollary corresponds to the results of Theorem 3.3 with δ = 14 and β = 12 .
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 = ‖∂νψ‖L1(Bc ,L1(Γ )) + ‖kψ‖L1(Bc ,L1(Γ )) < 1
and
‖S‖C1(B1)  M,
where M is a positive constant. The following statements hold:
A) If c  −4 + 1, then
‖S‖C0(B1)  C
(
1+ 2M
(
1+ 1
c
)
+
(
1
16c
) d+1
2
)
,
where the constant C only depends on the dimension d.
B) If c < −4 + 1, then
‖S‖C0(B1)  C
(
1+ 2M
(
1+ 1
c
)(
1
4c
+ 1
2
√
c
) 1
6
)
1
(ln(−1)) 16
,
where C is a constant that only depends on the dimension d.
We deduce from Theorem 3.3 and Corollary 3.2 that if the source function S is compactly sup-
ported in B1 and the measurement ψ(k, x)|Γ is taken for k ∈ [0, c] with a noise  , then the recovery
of S is linearly and logarithmic stable with respect to the noise for large and small c, respectively.
Acknowledgments
The research of G.B. and J.L. was supported in part by the NSF grants DMS-0604790, DMS-0908325,
CCF-0830161, EAR-0724527, DMS-0968360, and the ONR grant N00014-09-1-0384. F.T.’s research was
supported in part by the ANR Project Echoscan (AN-06-Blan-0089). This work began during a visit of
FT to the Mathematics Department at Michigan State University.
Appendix A
Here, we present some useful properties of the function hN (x).
Let ϕ(r, θ) = f (r)eilθ , where (r, θ) is the polar coordinate. Further, the Fourier transform of the
function ϕ may be computed:
F( f (ρ)eilβ)(ξ) = 1
2π
∞∫
0
2π∫
0
f (ρ)eilβe−i(ξ1ρ cos(β)+ξ2ρ sin(β))ρ dρ dβ,
where (ρ,β) denotes the polar coordinate of ξ = (ξ1, ξ2). Deﬁne λ = β − θ , the angle between ξ and
(ρ,β) and compute as follows
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2π
∞∫
0
f (ρ)
2π∫
0
eil(λ+θ)e−irρ cos(λ) dλρ dρ
= 1
2π
eil(θ+π)
∞∫
0
f (ρ)ρ dρ
π∫
−π
eilλ+irρ cos(λ) dλ.
It is well known, see for instance [1], that
π∫
−π
eilλ+irρ cos(λ) dλ = 2π Jl(rρ)eil π2 .
Hence
F(ϕ)(r, θ) = eil(θ+ 3π2 )
∞∫
0
f (ρ) Jl(rρ)ρ dρ.
Recall the expression of hN(x) =F(δN )(x), where δN is the product of a polynomial with the Fourier
inverse of h(x):
δN(x) =
(
δ2N
πc2
) d
2
(
1− δ
2|x|2
c2
)N−1
F−1(h)(x).
Since the function δN (x) = δN (|x|) is radially symmetric, its Fourier inverse is also radially symmetric.
Introduce the multi-index α = (α1,αd, . . . ,αd) in Nd . Let
∂αh(x) = ∂α1x1 ∂α2x2 . . . ∂αdxd h(x)
be the α partial derivative of h(x). We have F−1(∂αh)(x) = i|α|xαF−1(h)(x). A straightforward calcu-
lation yields
δN(ξ) =
(
δ2N
πc2
) d
2 N−1∑
j=0
(N − 1)!
j!(N − j − 1)!
(
−δ
2
c2
) j
|ξ |2 jF−1(h)(ξ)
=F−1
((
δ2N
πc2
) d
2 N−1∑
j=0
∑
|α|= j
(N − 1)!
j!(N − j − 1)!
(
δ2
c2
) j j!
α1!α2!∂2αh(.)
)
(ξ).
Therefore
hN(x) =
(
δ2N
πc2
) d
2 N−1∑
j=0
∑
|α|= j
(N − 1)!
j!(N − j − 1)!
(
δ2
c2
) j j!
α1!α2!∂2αh(x).
Consequently hN(x) is compactly supported in B1.
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