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se tento fakt aplikovat na proudovou šifru Edon-80.
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An alphabet is a finite set of symbols. A keystream is a sequence (ki)
∞
i=1, ki ∈ K, where
K is a finite set. Let A be an alphabet and for each e ∈ K let Ee and De be permutations
on A such that De ◦ Ee = idA. Let (mi)∞i=1 be a string of symbols from A (plaintext)
and (ki)
∞
i=1 be a keystream. A stream cipher encrypts the plaintext to a ciphertext (ci)
∞
i=1
by the formula ci = Eki(mi) for each i ∈ N, while the formula mi = Dki(ci) is used for
decryption. A binary additive cipher is a stream cipher such that A = K = {0, 1} and for
each k ∈ K, Dk(m) = Ek(m) = k ⊕m for each m ∈ A.
The keystream could be generated at random, or by an algorithm which generates the
keystream from an initial value (called a seed), or from a seed and previous ciphertext
symbols. Such an algorithm is called a keystream generator. For every new plaintext the
keystream generator uses a new seed. The seed is usually sent along with the ciphertext.
The keystream generator should produce a pseudo-random sequence as long as the
plaintext. This means that the keystream should have no periods or at least very large
periods (possibly longer than the length of all admissible plaintexts). If this condition is
not satisfied, two parts of plaintext will be encrypted by the same keystream, which opens




2 . . . c
′
t are two ciphertext
strings produced by the same keystream k1k2 . . . kt from plaintexts m = m1m2 . . .mt and
m′ = m′1m
′
2 . . .m
′
t, respectively. Then ci = mi ⊕ ki, c′i = m′i ⊕ ki and ci ⊕ c′i = mi ⊕m′i.
Therefore, if we know m then it easy to find m′. However, most plaintexts contain enough
redundancy so that the knowledge of m is not necessary to recover both m and m′ from
m⊕m′.
Edon-80 is a binary stream cipher. Its description can be found in Chapter 6. The
keystream in Edon-80 is generated as a row of a certain matrix whose elements are defined
iteratively using quasigroup operations.
The main problem of Edon-80 keystream generator is the question whether there
exist weak keys, i.e. keys which induce a short period of keystream. There are some
indications that such keys exist, but their existence is based upon heuristic arguments [H]
and statistical models [G] that do not seem to be completely substantiated. However, no
weak key seems to have been explicitly described and its existence is thus still hypothetical.
The task to decide the existence of weak keys fully formally seems to be quite compli-
cated. In this thesis, we shall be solving a related problem for which we have developed a
formalism that might be useful in the future.
We do not compute the distribution of keystream period lengths, but we compute
the lengths of periods of formal expressions that can be regarded as elements of a certain
group ring. The keystream periods are then obtained by substituting into these expression
variables that reflect the input data (in particular, the key) of the cipher.
Unfortunately, up to now we were able to perform calculations only for some classes
of the quasigroups - the medial quasigroups and the central quasigroups. This covers 19
of the 35 quasigroups of order four. The four quasigroups of order four that are used
in Edon-80 are not among those 19 quasigroups. However, the other quasigroups can be
obtained by a modification of the central quasigroups and that gives hope that we shall
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be able to extend the results in the future. Our results can also justify why the central
quasigroups are not actually used in Edon-80.
First, we summarise basic facts about quasigroups. We will describe properties, equiv-
alent definitions and relationships between various types of quasigroups. We will also
classify all quasigroups of order 4 to 35 isomorphism classes.
Next, we define the infinite matrix TX,Y,(Q,∗) using left iterated translations and study
its properties for periodic sequence X.
Further, we define the matrix Aα,β over a group ring ZeG [Aut(G)] for some finite
Abelian group G. For central quasigroup (Q, ∗), we transform the problem of the finding
periods of the row of the matrix TX,Y,(Q,∗) to the problem of the finding the periods of the
row of the matrix Aα,β.
Then we will try to compute the periods of the rows of the matrix Aα,β for medial
quasigroups and certain central quasigroups. After that we will use our results for central
quasigroups of order 4 and we will determine the periods of the rows of the matrix Aα,β
for some isomorphism classes of quasigroups of order 4.
CHAPTER 2
Elements of quasigroup theory
In this chapter we summarise some known fact about quasigroups, which we will use
in this thesis. If the proofs are taken from literature, we indicate the source.
1. Definitions and basic facts
Definition 2.1. A quasigroup is a set Q with a binary operation · : Q×Q→ Q, such
that for each u, v ∈ Q there exist unique x, y ∈ Q which satisfy u · x = v and y · u = v. A
quasigroup will be denoted by Q or (Q, ·).
Lemma 2.2. (The cancellation property) Let (Q, ·) be a quasigroup. Then for all
u, v, w ∈ Q the following holds:
(i) u · v = u · w implies v = w.
(ii) v · u = w · u implies v = w.
Proof. Put x = u ·v = u ·w. By the definition of the quasigroup there exists a unique
y ∈ Q such that u · y = x. The uniqueness of y implies v = w and we have (i). (ii) follows
similarly.

Lemma 2.3. (Q, ·) is a quasigroup if and only if Q is a set with binary operations ·,
/, and \, such that the following conditions are satisfied:
(i) (left division identities) for all u, v ∈ Q, u\(u · v) = v and u · (u\v) = v,
(ii) (right division identities) for all u, v ∈ Q, (v · u)/u = v and (v/u) · u = v.
Proof. First, suppose that (Q, ·) is a quasigroup. For any u, v ∈ Q, put u\v = x
and v/u = y, where x, y are the unique solutions of equations u · x = v and y · u = v,
respectively. Then, using the cancellation property, the left and right division identities
are clearly satisfied.
On the other hand, assume that Q is a set with binary operations ·, /, and \, and the
left and right division identities hold. The identities u · (u\v) = v and (v/u) · u = v give
us that the equations u · x = v and y · u = v have solutions u\v and v/u, respectively.
It remains to prove the uniqueness of these solutions. Suppose that x1, x2 ∈ Q are two
solutions of the equation u · x = v for some u, v ∈ Q. Then v = u · x1 = u · x2 and
x1 = u\(u · x1) = u\(u · x2) = x2.
Similarly we obtain that y · u = v has a unique solution y ∈ Q.

The operation · is sometimes called quasigroup multiplication and operations \ and /
are called left division and right division, respectively.
A quasigroup will be also denoted by (Q, ·, /, \).
From Lemma 2.3 we immediately obtain the following rule for compound fractions:
Fact 2.4. Let (Q, ·) be a quasigroup. For each u, v ∈ Q,
u/(v\u) = v and (u/v)\u = v.
6
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Definition 2.5. Let (Q, ·, /, \) be a quasigroup. If a subset P of Q is closed under
operations ·, /, \, then P = (P, ·, /, \) is called a subquasigroup of Q = (Q, ·, /, \).
Definition 2.6. A Latin square of order n is an n × n table filled with n copies of
each of n different symbols in which no symbol is repeated in any row or column.
Observation 2.7. Let (Q, ·) be a quasigroup. If Q is a finite set, then the multipli-
cation table of (Q, ·) corresponds to a Latin square of order |Q|. Conversely, each Latin
square determines a multiplication table of a finite quasigroup.
1 0 3 2
0 3 2 1
2 1 0 3
3 2 1 0
· 0 1 2 3
0 1 0 3 2
1 0 3 2 1
2 2 1 0 3
3 3 2 1 0
Figure 1. Example of a Latin square and the corresponding multiplication
table of a finite quasigroup
Definition 2.8. A symmetric group on a set X, denoted by S(X), is a group whose
underlying set is the set of all bijections from X to X and the group operation is a
composition of bijections, denoted by ◦. The unit in S(X) is the identity map and the
inverse element to φ is the inverse map to the map φ, denoted by φ−1.
Definition 2.9. Let (Q, ·) and (P, ∗) be quasigroups.
A map f : Q→ P is called a homomorphism between quasigroups Q and P if f(x) ∗
f(y) = f(x · y) for all x, y in Q.
An isomorphism is a bijective homomorphism. If there is an isomorphism between
quasigroups P and Q we say that P and Q are isomorphic, notation P ∼= Q.
An isomorphism from Q to Q is called an automorphism of Q. The set of all automor-
phisms of a quasigroup Q forms a group called the automorphism group of Q, notation
Aut(Q).
A quasigroup homotopy from (Q, ·) to (P, ∗) is a triple (α, β, γ) of maps from Q to P
such that
α(x) ∗ β(y) = γ(x · y) for all x, y in Q.
An isotopy is a homotopy for which each of the three maps (α, β, γ) is a bijection of Q
onto P . Then (α−1, β−1, γ−1) is clearly also an isotopy. If there is an isotopy from Q to P
then we say that P and Q are isotopic. In terms of Latin squares, the map α corresponds
to a permutation of rows, the map β corresponds to a permutation of columns, and the
map γ corresponds to a permutation of the set of symbols.
Lemma 2.10. Let (Q, ·, /, \) be a quasigroup, (α, β, γ) be a triple of bijections from
Q to P , and x ∗ y = γ(α−1(x) · β−1(y)) for all x, y ∈ P. Then (P, ∗) is a quasigroup.
Proof. [HV] Put a\\b = β(α−1(a)\γ−1(b)) and b/ a = α(γ−1(b)/β−1(a)) for each
a, b ∈ P . Then










= β(β−1(b)) = b,
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and










= γ(γ−1(b)) = b.
This means that the left division identities are satisfied. Similarly we can prove the right
division identities and hence (P, ∗, / , \\) is a quasigroup.

Lemma 2.11. The isotopy (α, β, γ) from a quasigroup (Q, ·) to a quasigroup (P, ∗)
induces an isotopy (γ−1α, γ−1β, idQ) from (Q, ·) to a quasigroup (Q, ), where  is defined
by xy = γ−1(γ(x) ∗ γ(y)) for all x, y ∈ Q. The mapping γ : (Q, ) → (P, ∗) is an
isomorphism.
Proof. We have










= γ−1(α(x) ∗ β(y)) = x · y.

Let (Q, ·) be a quasigroup, α, β ∈ S(Q). Define x ∗ y = α(x) · β(y) for all x, y ∈ Q. By
Lemma 2.10, (Q, ∗) is a quasigroup isotopic to (Q, ·). This quasigroup is called a principal
isotope of (Q, ·) and denoted by Q[α, β].
Remark 2.12. As a consequence of Lemma 2.11 it follows that instead of studying
all isotopes of (Q, ·), it suffices to study all principal isotopes of (Q, ·).
Definition 2.13. Let (Q, ·) be a quasigroup. For every a ∈ Q we define the left
translation and right translation, denoted by La and Ra, as La : x 7→ a·x and Ra : x 7→ x·a
for all x ∈ Q.
Remark 2.14. It is clear that left translations and right translations are bijections
and that L−1a : y 7→ a\y and R−1a : y 7→ y/a for all a, y ∈ Q.
Definition 2.15. A loop is a quasigroup (Q, ·) with a unit e, i.e. e · a = a = a · e for
each a ∈ Q. A loop is usually denoted by (Q, ·, e).
Notice that the unit e is uniquely determined and each element a of a loop (Q, ·, e)
has a unique left and right inverse given by e/a and a\e, respectively.
Lemma 2.16. Let (Q, ·) be a quasigroup. The quasigroup (Q, ∗) = Q[α, β] is a loop, if
and only if α = R−1b and β = L
−1
a for some a, b ∈ Q. Then
x ∗ y = (x/b) · (a\y)
and a · b is the unit of (Q, ∗).
Proof. Assume that α = R−1b and β = L
−1
a . Using Lemma 2.3 we have
(a · b) ∗ y = ((a · b)/b) · (a\y) = a · (a\y) = y for all y ∈ Q.
Similarly, for all x ∈ Q
x ∗ (a · b) = (x/b) · (a\(a · b)) = (x/b) · b = x.
This implies that a · b is the unit of (Q, ∗) and (Q, ∗, a · b) is a loop.
On the other hand, if (Q, ∗) = Q[α, β] is a loop then there exists e ∈ Q such that
e∗x = x∗e = x for all x ∈ Q. Thus α(e)·β(x) = α(x)·β(e) = x. Put ā = α(e) and b̄ = β(e).
Then β(x) = ā\x = L−1ā (x), α(x) = x/b̄ = R−1b̄ (x) and e = e ∗ e = α(e) · β(e) = ā · b̄.

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Corollary 2.17. Each quasigroup is isotopic to a loop.
Lemma 2.18. Each loop isotopic to a group is isomorphic to this group.
Proof. [S] Let Q be a loop isotopic to a group (G, ·,−1 , 1). By Remark 2.12, there
is a quasigroup isomorphism between Q and a principal isotope G[α, β]. Because this
isomorphism preserves the unit,G[α, β] = (G, ∗, e) is also a loop. We have x∗y = α(x)·β(y)
for all x, y ∈ G. Since α(e) · β(y) = e ∗ y = y and α(x) · β(e) = x ∗ e = x, it follows that
β(y) = (α(e))−1 · y and α(x) = x · (β(e))−1 for any x, y ∈ G. Then
(α(e) · x · β(e)) ∗ (α(e) · y · β(e)) = α (α(e) · x · β(e)) · β (α(e) · y · β(e))
=
(




(α(e))−1 · α(e) · y · β(e)
)
= α(e) · x · y · β(e).
This means that ϕ : (G, ·,−1 , 1) → (G, ∗, e), ϕ(x) = α(e) · x · β(e) is a homomorphism.
Because both left and right translations are bijections, ϕ = Lα(e)◦Rβ(e) is an isomorphism.

Corollary 2.19. Isotopic groups are isomorphic.
The following lemma shows that a key property of a quasigroup is that its operation
is generally not associative.
Lemma 2.20. Let (Q, ·) be a quasigroup such that the operation · is associative. Then
(Q, ·) is a group.
Proof. Because · is associative,
a · ((a\a) · b) = (a · (a\a)) · b = a · b for each a, b ∈ Q.
Using the cancellation property we obtain that
(a\a) · b = b for each a, b ∈ Q
or equivalently
a\a = b/b for each a, b ∈ Q.
For b = a we have that a\a = a/a for each a ∈ Q, which means that
a/a = a\a = b/b = b\b for any a, b ∈ Q.
Choose an x ∈ Q and put e = x/x. Then, using the identity above,
a · e = a · (a\a) = a and e · a = (a/a) · a = a,
which shows that e is a unit. For each a ∈ Q we define a−1 as e/a. Then
a−1 · a = (e/a) · a = e.
Further,
(a · a−1) · a = a · (a−1 · a) = a · e = a = e · a.
This together with the cancellation property gives that
a · a−1 = e.

Lemma 2.21. Let (R,+, ·) be a ring and a, b be some invertible elements of R. For all
x, y ∈ R define a binary operation
x  y = a · x+ b · y.
Then (R, ) is a quasigroup.
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Proof. Put
x\y = b−1 · (y − a · x),
y/x = a−1 · (y − b · x) for any x, y ∈ R.
For any x, y ∈ R, we have
x  (x\y) = x  (b−1 · (y − a · x)) = a · x+ b · b−1 · (y − a · x) = a · x+ y − a · x = y,
x\(x  y) = b−1 · (x  y − a · x) = b−1 · (a · x+ b · y − a · x) = b−1 · (b · y) = y.
Similarly,
(y/x)  x = (a−1 · (y − b · x))  x = a · (a−1 · (y − b · x)) + b · x = y − b · x+ b · x = y,
(x  y)/y = a−1 · ((x  y)− b · y) = a−1 · ((a · x+ b · y)− b · y) = a−1 · (a · x) = x.
Using Lemma 2.3, we obtain that (R, ) is a quasigroup.

2. Special types of quasigroups
2.1. Central quasigroups.
Definition 2.22. A direct product of quasigroups P and Q is the product set P ×Q
considered with componentwise multiplication and divisions. It is clearly a quasigroup.
The direct product Q×Q will be denoted by Q2.
Definition 2.23. Let Q be a quasigroup.
The multiplication group of Q, notation Mlt(Q), is the subgroup of S(Q) which is
generated by all left and right translations.
The diagonal of Q is the set Q̂ = {(x, x); x ∈ Q}. It is clearly a subquasigroup of Q2,
which is isomorphic to Q.
A congruence on Q is an equivalence relation on Q which, as a subset Q2, is a sub-
quasigroup of Q2.
Lemma 2.24. Let V be a subquasigroup of Q2. If V contains the diagonal Q̂ then V
is a congruence.
A proof can be found in [S, p. 62].
Lemma 2.25. Let V be an equivalence relation on a quasigroup (Q, ·). The relation V
is a congruence if and only if it is invariant under Mlt(Q).
Proof. First, assume that V is a congruence. To prove an invariance under Mlt(Q),
we have to prove only invariance under all left translations, right translations, and their
inverses. Because V is an equivalence relation, (a, a) ∈ V for all a ∈ Q. Let (x, y) ∈ V .
Then
(Ra(x), Ra(y)) = (x · a, y · a) = (x, y) · (a, a) ∈ V,
(La(x), La(y)) = (a · x, a · y) = (a, a) · (x, y) ∈ V,
(R−1a (x), R
−1
a (y)) = (x/a, y/a) = (x, y)/(a, a) ∈ V,
(L−1a (x), L
−1
a (y)) = (a\x, a\y) = (a, a)\(x, y) ∈ V for each a ∈ Q.
Suppose that V is invariant under Mlt(Q). Let (x1, y1), (x2, y2) ∈ V . We obtain that
(Rx2(x1), Rx2(y1)) = (x1 · x2, y1 · x2) ∈ V , (Ly1(x2), Ly1(y2)) = (y1 · x2, y1 · y2) ∈ V and the




and (y1, x1) ∈ V by the symmetry. Using the closedness under multiplication, we have
(x2/y1, y2/y1) · (y1, x1) = (x2, (y2/y1) · x1) ∈ V which in turn yields (x2/x1, y2/y1) =




((y2/y1) · x1)) ∈ V. The fact that V is closed under the left division \ can
be shown similarly.

Definition 2.26. Let P be a subquasigroup of a quasigroup Q. If there exists a con-
gruence V on Q having P as a congruence class then P is called a normal subquasigroup
of Q, written P CQ.
Definition 2.27. A quasigroup Q is called central if the diagonal Q̂ is a normal
subquasigroup of Q2.
Lemma 2.28. Let (Q, ·) be a quasigroup and v ∈ Q. If ((x · y)/v) · z = ((x · z)/v) · y
for all x, y, z ∈ Q, then Q is isotopic to an Abelian group.
Proof. [D1] We define a binary operation x  y = (x/v) · (v\y). Notice that (Q, ) =
Q[R−1v , L
−1
v ]. Lemma 2.16 says that (Q, ) is a loop with the unit v · v. For all x, y, z ∈ Q,
((x · v)  (v · y))  (v · z) = ((x · y)/v) · z = ((x · z)/v) · y = ((x · v)  (v · z))  (v · y).
This implies that
(a  b)  c = (a  c)  b for all a, b, c ∈ Q. (1)
If a = v · v then b  c = c  b for all b, c ∈ Q, which shows the commutativity. Using (1)
and the commutativity we obtain
(a  b)  c = (b  a)  c = (b  c)  a = a  (b  c)
and thus (Q, ) is an Abelian group by Lemma 2.20.

Proposition 2.29. A central quasigroup is isotopic to an Abelian group.
Proof. [D1] Let (Q, ·) be a central quasigroup. Then Q̂ is a congruence class of V ,
where V is a congruence on Q2. It means that ((v, v), (u1, u2)) ∈ V if and only if u1 = u2
for each u1, u2, v ∈ Q.
Fix any x, y, v ∈ Q. Put ϕ = R−1(v,v)\(y,y) ◦ L(v,x) ◦ L
−1
(v,v) ◦ R(v,x)\(y,y). Then (R
−1
v\y ◦ Lv ◦
L−1v ◦Rv\y)(z) = z, and hence
ϕ(z, z) = (z, ψ(z)) for z ∈ Q, where ψ = R−1v\y ◦ Lx ◦ L
−1
v ◦Rx\y.










By Lemma 2.25 the congruence V is invariant under Mlt(Q2). Because ((v, v), (z, z)) ∈
V and ϕ ∈ Mlt(Q2), (ϕ(v, v), ϕ(z, z)) = ((v, v), (z, ψ(z))) ∈ V . This fact gives us that ψ




(x · z)/(v\y) = (v · z)/(x\y) for all x, y, v, z ∈ Q.
Substituting x · y for y gives
(x · z)/(v\(x · y)) = (v · z)/y for all x, y, v, z ∈ Q.
Equivalently
x · z = ((v · z)/y) · (v\(x · y)) for all x, y, v, z ∈ Q.
Put w = v\(x · y). Then x = (v · w)/y and
((v · w)/y) · z = ((v · z)/y) · w for all v, w, y, z ∈ Q.
Using Lemma 2.28 we obtain the desired statement.

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Corollary 2.30. Every central loop is an Abelian group.
Proof. Combine Proposition 2.29 with Lemma 2.18.

Proposition 2.31. Let (Q, ·) be a quasigroup isotopic to an Abelian group and y ∈ Q.
The following conditions are equivalent:
(i) Q is a central quasigroup
(ii) For all x, z ∈ Q,
(y · (x · z))/(x · y) = (y · (y · z))/(y · y),
(y · x)\((z · x) · y) = (y · y)\((z · y) · y).
(iii) The maps R−1x·y ◦Ly ◦Lx and L−1y·x ◦Ry ◦Rx are independent on the choice of x ∈ Q.
A proof can be found in [D1].
Theorem 2.32. Let (Q, ·) be a quasigroup. The following are equivalent:
(i) (Q, ·) is a central quasigroup.
(ii) For all x, y, z, v ∈ Q the following identities hold:
((x · y)/v) · z = ((x · z)/v) · y,
(y · (x · z))/(x · y) = (y · (y · z))/(y · y),
(y · x)\((z · x) · y) = (y · y)\((z · y) · y).
(iii) There exists an Abelian group (Q,+), α, β ∈ Aut((Q,+)), and c ∈ Q such that
x · y = α(x) + β(y) + c for all x, y ∈ Q.
A proof of this theorem can be also found in [D1].
2.2. Medial quasigroups.
Definition 2.33. A quasigroup (Q, ·) is called medial if (x · y) · (u · v) = (x ·u) · (y · v)
for all x, y, u, v ∈ Q. This identity is sometimes called a medial or entropic law.
Theorem 2.34. Each medial quasigroup is central.
To prove this theorem, we need several auxiliary results.
Proposition 2.35. Each medial quasigroup which is isotopic to an Abelian group is
central.
Proof. [HV] Let (Q, ·) be a medial quasigroup and (G,+, e) be an Abelian group to
which (Q, ·) is isotopic. Using Remark 2.12 we can suppose that Q is a principal isotope
of G. It means that x · y = α(x) + β(y) for some α, β ∈ S(G) and all x, y ∈ G. Thus the
medial law has a form
α(α(a) + β(b)) + β(α(c) + β(d)) = α(α(a) + β(c)) + β(α(b) + β(d)) for all a, b, c, d ∈ G.
Put ā = α(a), c = e, and d̄ = β(d). Then
α(ā+ β(b)) + β(α(e) + d̄) = α(ā+ β(e)) + β(α(b) + d̄) for all ā, b, d̄ ∈ G.
Equivalently,
α(ā+ β(b))− α(ā+ β(e)) = β(α(b) + d̄)− β(α(e) + d̄) for all ā, b, d̄ ∈ G. (2)
The formula holds for each ā ∈ G, hence also for ā = e:
α(β(b))− α(β(e)) = β(α(b) + d̄)− β(α(e) + d̄) for all b, d̄ ∈ G. (3)
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Denote b̄ = β(b). Equations (2) and (3) give
α(ā+ b̄) = α(ā+ β(e)) + α(b̄)− α(β(e)) for all ā, b̄ ∈ G. (4)
Because the operation + is commutative, for all ā, b̄ ∈ G we have
α(ā+ β(e)) + α(b̄)− α(β(e)) = α(ā+ b̄) = α(b̄+ ā) = α(b̄+ β(e)) + α(ā)− α(β(e)).
This implies that
α(ā+ β(e)) = α(b̄+ β(e)) + α(ā)− α(b̄) for all ā, b̄ ∈ G.
For b̄ = e,
α(ā+ β(e)) = α(β(e)) + α(ā)− α(e) for all ā ∈ G. (5)
Equation (4) together with (5) says that
α(ā+ b̄) = α(ā) + α(b̄)− α(e) for all ā, b̄ ∈ G. (6)
Similarly, we can prove that
β(ā+ b̄) = β(ā) + β(b̄)− β(e) for all ā, b̄ ∈ G. (7)
Put
ϕ(x) = α(x)− α(e),
ψ(x) = β(x)− β(e) for every x ∈ G.
Using (6) and (7) we obtain that ϕ, ψ ∈ Aut((G,+)) and
x · y = α(x) + β(y) = ϕ(x) + ψ(y) + (α(e) + β(e)).
By Theorem 2.32 this means that (Q, ·) is a central quasigroup.

Lemma 2.36. Every medial loop is an Abelian group.
Proof. [HV] Let (Q, ·, 1) be a medial loop. Then (a · b) · (c · d) = (a · c) · (b · d) for
all a, b, c, d ∈ Q. For a = 1 and d = 1 we have b · c = c · b for all b, c ∈ Q. For c = 1,
(a · b) · d = a · (b · d) for all a, b, d ∈ Q and Lemma 2.20 says that (Q, ·, 1) is an Abelian
group.

Lemma 2.37. Let (Q, ·) be a medial quasigroup and (Q, ∗) be a principal isotope of
(Q, ·). If (Q, ∗) is a loop then it is also medial.
Proof. [HV] By Lemma 2.16 there exist a, b ∈ Q such that (Q, ∗) = Q[R−1a , L−1b ].
For all x, y ∈ Q, put
x ∗1 y = R−1a (x) · y.
Then x∗1 a = R−1a (x) ·a = (x/a) ·a = x. Thus, using Lemma 2.10, (Q, ∗1) is a quasigroup
with a right unit a. Using the medial law, we have
(x̄ · ȳ) · a = (x̄ · ȳ) · ((a/a) · a) = (x̄ · (a/a)) · (ȳ · a) for all x̄, ȳ ∈ Q.
Equivalently,
x̄ · ȳ = R−1a (Ra/a(x̄) ·Ra(ȳ)) for all x̄, ȳ ∈ Q.
Put x = Ra(Ra/a(x̄)) and y = Ra(ȳ). Then
R−1a/a(R
−1
a (x)) ·R−1a (y) = R−1a (R−1a (x) · y) for all x, y ∈ Q.
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This identity together with the medial law give us
(x ∗1 y) ∗1 (z ∗1 v) = R−1a (R−1a (x) · y) · (R−1a (z) · v)
= (R−1a/a(R
−1
a (x)) ·R−1a (y)) · (R−1a (z) · v)
= (R−1a/a(R
−1
a (x)) ·R−1a (z)) · (R−1a (y) · v)
= R−1a (R
−1
a (x) · z) · (R−1a (y) · v)
= (x ∗1 z) ∗1 (y ∗1 v) for all x, y, z, v ∈ Q,
which means that (Q, ∗1) is medial.
Next, notice that
x ∗ y = R−1a (x) · L−1b (y) = x ∗1 L
−1
b (y) for all x, y ∈ Q.
Therefore, using the mediality of (Q, ∗1) we can prove the mediality of (Q, ∗) analogously
as above.

Proof of Theorem 2.34. [HV] Let (Q, ·) be a medial quasigroup. Choose a, b ∈ Q.
Lemma 2.16 together with Remark 2.12 gives that (Q, ∗) = Q[R−1a , L−1b ] is a loop isotopic
to (Q, ·). Lemma 2.37 says that (Q, ∗) is medial. Because (Q, ∗) is a medial loop, it is also
an Abelian group by Lemma 2.36. Therefore, (Q, ·) is a medial quasigroup isotopic to an
Abelian group and using Proposition 2.35 we obtain that (Q, ·) is central.

Suppose that Q is medial. By Theorem 2.34 and Theorem 2.32 there is an Abelian
group (Q,+), α, β ∈ Aut((Q,+)), and c ∈ Q such that x · y = α(x) + β(y) + c for all
x, y ∈ Q. Using this formula on the medial law of the quasigroup (Q, ·) we obtain for any
x, y, u, v ∈ Q
(x · y) · (u · v) = (x · u) · (y · v)
α2(x) + αβ(y) + βα(u) + β2(v) = α2(x) + αβ(u) + βα(y) + β2(v)
αβ(y) + βα(u) = αβ(u) + βα(y)
αβ(y − u) = βα(y − u).
Since these four identities are equivalent, we have proven the following theorem:
Theorem 2.38. A quasigroup is medial if and only if there exists an Abelian group
(Q,+), α, β ∈ Aut((Q,+)), and c ∈ Q such that x · y = α(x) + β(y) + c for all x, y ∈ Q
and the automorphisms α and β commute.
2.3. Holomorphic quasigroups.
Definition 2.39. Let G = (G, ·) be a group. The holomorph of G, denoted by Hol(G),
is defined as a semidirect product
Hol(G) = Go Aut(G) = (G× Aut(G), ∗),
in which
(a, α) ∗ (b, β) = (a · α(b), α ◦ β) for all a, b ∈ G and all α, β ∈ Aut(G).
Define a map ϕ : G 7→ S(G), ϕ(g) = Lg. It is clear that Kerϕ is trivial and using
the First Isomorphism Theorem we obtain that G ∼= Imϕ = {Lg; g ∈ G} ⊂ S(G). The
homomorphism ϕ is called the left regular representation.
Now consider the map φ : (g, α) 7→ Lg ◦α. Because (Lg ◦α)◦ (Lh ◦β) = Lg·α(h) ◦ (α◦β)
for all g, h ∈ G and all α, β ∈ Aut(G), φ is a homomorphism from Hol(G) into S(G).
Thus Imφ = {Lg ◦α; g ∈ G,α ∈ Aut(G)} is a subgroup of S(G). The homomorphism φ is
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clearly injective and hence {Lg ◦α; g ∈ G,α ∈ Aut(G)} as the subgroup of S(G) presents
a faithful permutation representation of Hol(G). It is common to identify Hol(G) with
this faithful representation and we will use this convention.
Since R−1g ◦ Lg, L−1g ◦ Rg ∈ Aut(G) for all g ∈ G, {Lg ◦ ϕ; g ∈ G,ϕ ∈ Aut(G)} =
{Rg ◦ ϕ; g ∈ G,ϕ ∈ Aut(G)}.
Definition 2.40. Let G = (G, ·) be a group. If γ ∈ {Lg ◦ ϕ; g ∈ G,ϕ ∈ Aut(G)} =
{Rg ◦ ϕ; g ∈ G,ϕ ∈ Aut(G)}, then γ is called a holomorphic permutation.
A quasigroup is called left (right) holomorphic if it can be expressed as a principal
isotope G[α, β] of group G, where α is a holomorphic permutation (respectively β is
holomorphic).
A quasigroup is called holomorphic if it can be expressed as a principal isotope G[α, β]
of group G, where G is a group and α, β are holomorphic permutations.
Theorem 2.41. Let (Q, ·) be a quasigroup and e be an element of Q. The following
conditions are equivalent:
(i) Q is a left holomorphic quasigroup.
(ii) For all x, y, z ∈ Q,
(y/x) · ((x/e) · z) = (y/e) · ((e/e) · z).
(iii) The map Ly/x ◦ Lx/e is independent on the choice of x ∈ Q.
A proof can be found in [D2].
Compare this theorem with Proposition 2.31.
Proposition 2.42. Let (G, ·, e), (H, ∗, 1) be groups and G[α1, β1] be isomorphic to
H[α2, β2]. Then α1 is holomorphic if and only if α2 is holomorphic and β1 is holomorphic
if and only if β2 is holomorphic.
Proof. [D2] Let ϕ : G[α1, β1]→ H[α2, β2] be an isomorphism. Then
ϕ(α1(x) · β1(y)) = α2(ϕ(x)) ∗ β2(ϕ(y)) for all x, y ∈ G. (8)
Put a = (α1 ◦ ϕ−1 ◦ α−12 )(1) and b = (β1 ◦ ϕ−1 ◦ β−12 )(1). Then
ϕ(α1(x) · b) = ϕ
(
α1(x) · β1(ϕ−1(β−12 (1)))
)










∗ β2(ϕ(y)) = β2(ϕ(y)) for all x, y ∈ G.
This means that ϕ ◦Rb ◦ α1 = α2 ◦ ϕ and ϕ ◦ La ◦ β1 = β2 ◦ ϕ, hence
α2 = ϕ ◦Rb ◦ α1 ◦ ϕ−1 and β2 = ϕ ◦ La ◦ β1 ◦ ϕ−1. (9)
Using this, (8) has a form
ϕ(α1(x)·β1(y)) = ϕ(Rb(α1(x)))∗ϕ(La(β1(y))) = ϕ(α1(x)·b)∗ϕ(a·β1(y)) for all x, y ∈ G.
Equivalently,
ϕ(x · y) = ϕ(x · b) ∗ ϕ(a · y) for all x, y ∈ G.
Therefore,
ϕ((x · b−1) · (a−1 · y)) = ϕ(x) ∗ ϕ(y) for all x, y ∈ G.
It can be rewritten as
ϕ(x · c−1 · y) = ϕ(x) ∗ ϕ(y) for all x, y ∈ G,
where c = a · b. This implies that
ϕ(c · x) ∗ ϕ(c · y) = ϕ(c · x · c−1 · c · y) = ϕ(c · x · y) for all x, y ∈ G,
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which means that (ϕ ◦ Lc)(x · y) = (ϕ ◦ Lc)(x) ∗ (ϕ ◦ Lc)(y) for every x, y ∈ G. We have
just shown that ν = ϕ ◦ Lc is an isomorphism. Applying ϕ = ν ◦ L−1c to (9) we obtain
α2 = ν ◦ L−1c ◦Rb ◦ α1 ◦ Lc ◦ ν−1 = ν ◦ L−1c ◦ Lb ◦ L−1b ◦Rb ◦ α1 ◦ Lc ◦ ν
−1 and
β2 = ν ◦ L−1c ◦ La ◦ β1 ◦ Lc ◦ ν−1 = ν ◦ L−1b ◦ β1 ◦ Lc ◦ ν
−1.
Suppose that α1 is a holomorphic permutation. Since Lg ◦ α = α ◦ Lα−1(g) for each
g ∈ G and α ∈ Aut(G), and L−1b ◦ Rb ∈ Aut(G), we have α2 = ν ◦ Lg ◦ ψ ◦ ν−1 for some
g ∈ G and ψ ∈ Aut(G). This means that
α2(x) = ν(g · ψ(ν−1(x))) = ν(g) ∗ ν(ψ(ν−1(x))) =
(
Lν(g) ◦ (ν ◦ ψ ◦ ν−1)
)
(x).
Because ν◦ψ◦ν−1 ∈ Aut(H), α2 is holomorphic. Similarly we obtain that β2 is holomorphic
whenever β1 is holomorphic.
The converse implication follows by passing to ϕ−1.

Corollary 2.43. A quasigroup is holomorphic if and only if it is both left holomorphic
and right holomorphic.
Proposition 2.44. Let (G, ·) be a group.
(i) A quasigroup (G, ∗) is left (right) holomorphic if and only if it can be expressed as
G[ρ, σ], where ρ ∈ Aut(G), σ ∈ S(G) (respectively ρ ∈ S(G), σ ∈ Aut(G)).
(ii) A quasigroup (G, ∗) is holomorphic if and only if there exists ρ, σ ∈ Aut(G) and
c ∈ G such that x ∗ y = ρ(x) · c · σ(y) for all x, y ∈ G. Then (G, ∗) is isotopic to
(G, ·).
Proof. (i): Suppose that (G, ∗) = G[α, β], where α is holomorphic. Then there exist
ρ ∈ Aut(G) and g ∈ G such that α = Rg ◦ ρ. Then, for any x, y ∈ G,
x ∗ y = α(x) · β(y) = Rg(ρ(x)) · β(y) = ρ(x) · g · β(y) = ρ(x) · (Lg ◦ β)︸ ︷︷ ︸
σ
(y).
Conversely, if (G, ∗) = G[ρ, σ], ρ ∈ Aut(G), then ρ is also holomorphic and the proof
is complete.
The proof for right holomorphic quasigroup is analogous.
(ii): Suppose that (G, ∗) = G[α, β] and α, β are holomorphic permutations. Then there
exist ρ, σ ∈ Aut(G) and g, h ∈ G such that α = Rg ◦ ρ and β = Lh ◦ σ. Then, for any
x, y ∈ G,
x ∗ y = α(x) · β(y) = Rg(ρ(x)) · Lh(σ(y)) = ρ(x) · g · h · σ(y) = ρ(x) · (g · h)︸ ︷︷ ︸
c
·σ(y).
On the other hand,
x ∗ y = ρ(x) · c · σ(y) = ρ(x) · (Lc ◦ σ)(y) for all x, y ∈ G.
Since ρ, σ ∈ Aut(G) and c ∈ G, we obtain that (G, ∗) = G[ρ, Lc ◦ σ] is holomorphic.

Comparing Theorem 2.32 with Proposition 2.44 reveals that the central quasigroups
are related to Abelian groups in the same way as the holomorphic quasigroups are related
to noncommutative groups.
Corollary 2.45. Every central quasigroup is holomorphic.
Figure 2 summarises the relationships between different classes of quasigroups.
2. SPECIAL TYPES OF QUASIGROUPS 17
Figure 2. The relations between quasigroup classes
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3. Classification of quasigroups of order 4
The results in this section are from [D2].
Proposition 2.46. There exist exactly 20 isomorphism classes of quasigroups iso-
topic to a 4-element cyclic group Z4. Five of these classes contain quasigroups with no
idempotent.
Proposition 2.47. There exist exactly 15 isomorphism classes of quasigroups iso-
topic to Klein group V4. All of them are central and exactly four of these classes contain
quasigroups with no idempotent.
We have 35 isomorphism classes of quasigroups which are isotopic to either Z4 or V4.
Now we describe the representatives of these classes. Let G = (G,+) be a group Z4 or
V4. Each of the representatives is a quasigroup which can be expressed as G[α, β]. In
Table 1 we summarise the representatives of the isomorphism classes and some of their
characteristics and Table 2 shows the multiplication tables of the representatives.
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Table 1.
N G α β The strongest property of G[α, β] A I D E F
1 V4 id id Abelian group 6 1 1 1 1
2 V4 id (1 2) medial quasigroup 2 1 2 2 1
3 V4 (1 2) id medial quasigroup 2 1 2 1 2
4 V4 id (1 2 3) medial quasigroup 3 1 4 4 1
5 V4 (1 2 3) id medial quasigroup 3 1 4 1 4
6 V4 (1 2) (1 2) medial quasigroup 2 1 1 2 2
7 V4 (1 2 3) (1 2 3) medial quasigroup 3 1 1 4 4
8 V4 (1 2 3) (1 3 2) medial quasigroup 12 4 4 4 4
9 V4 (1 2 3) (0 2 3) medial quasigroup 4 0 4 4 4
10 V4 (1 2) (1 2 3) central quasigroup 2 2 2 4 2
11 V4 (1 2 3) (1 2) central quasigroup 2 2 2 2 4
12 V4 (1 2) (1 3) central quasigroup 2 2 4 2 2
13 V4 (1 2) (0 2 1) central quasigroup 2 0 2 4 2
14 V4 (0 2 1) (1 2) central quasigroup 2 0 2 2 4
15 V4 (1 2) (0 2) central quasigroup 2 0 4 2 2
16 Z4 id id Abelian group 2 1 2 1 1
17 Z4 id (1 3) medial quasigroup 2 1 1 2 1
18 Z4 (1 3) id medial quasigroup 2 1 1 1 2
19 Z4 (1 3) (1 3) medial quasigroup 2 1 2 2 2
20 Z4 id (1 2) left holomorphic quasigroup 1 1 3 3 1
21 Z4 (1 2) id right holomorphic quasigroup 1 1 3 1 3
22 Z4 id (1 2 3) left holomorphic quasigroup 1 1 3 3 1
23 Z4 (1 2 3) id right holomorphic quasigroup 1 1 3 1 3
24 Z4 (1 3) (1 2) left holomorphic quasigroup 1 2 3 3 2
25 Z4 (1 2) (1 3) right holomorphic quasigroup 1 2 3 2 3
26 Z4 (1 3) (0 1) left holomorphic quasigroup 1 0 3 3 2
27 Z4 (0 1) (1 3) right holomorphic quasigroup 1 0 3 2 3
28 Z4 (1 2) (1 2) isotopic to an Abelian group 1 2 2 3 3
29 Z4 (1 2) (2 3) isotopic to an Abelian group 1 1 3 3 3
30 Z4 (1 2) (1 2 3) isotopic to an Abelian group 1 1 1 3 3
31 Z4 (1 2) (0 2 1) isotopic to an Abelian group 1 1 1 3 3
32 Z4 (1 2) (1 3 2) isotopic to an Abelian group 1 3 3 3 3
33 Z4 (1 2) (0 1) isotopic to an Abelian group 1 0 3 3 3
34 Z4 (1 2) (0 3 1) isotopic to an Abelian group 1 0 3 3 3
35 Z4 (1 2) (0 3 2) isotopic to an Abelian group 1 0 2 3 3
N . . . the reference number of the isomorphism class
A . . . the order of the automorphism group
I . . . the number of idempotents, i.e. I = |{x ∈ Q; x ∗ x = x}|
D . . . the number of squares, i.e D = |{x ∗ x; x ∈ Q}|
E . . . the number of local left units, i.e. E = |{x ∈ Q; ∃y ∈ Q : x ∗ y = y}|
F . . . the number of local right units, i.e. F = |{x ∈ Q; ∃y ∈ Q : y ∗ x = y}|
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Table 2.
∗1 0 1 2 3
0 0 1 2 3
1 1 0 3 2
2 2 3 0 1
3 3 2 1 0
∗2 0 1 2 3
0 0 2 1 3
1 1 3 0 2
2 2 0 3 1
3 3 1 2 0
∗3 0 1 2 3
0 0 1 2 3
1 2 3 0 1
2 1 0 3 2
3 3 2 1 0
∗4 0 1 2 3
0 0 2 3 1
1 1 3 2 0
2 2 0 1 3
3 3 1 0 2
∗5 0 1 2 3
0 0 1 2 3
1 2 3 0 1
2 3 2 1 0
3 1 0 3 2
∗6 0 1 2 3
0 0 2 1 3
1 2 0 3 1
2 1 3 0 2
3 3 1 2 0
∗7 0 1 2 3
0 0 2 3 1
1 2 0 1 3
2 3 1 0 2
3 1 3 2 0
∗8 0 1 2 3
0 0 3 1 2
1 2 1 3 0
2 3 0 2 1
3 1 2 0 3
∗9 0 1 2 3
0 2 1 3 0
1 0 3 1 2
2 1 2 0 3
3 3 0 2 1
∗10 0 1 2 3
0 0 2 3 1
1 2 0 1 3
2 1 3 2 0
3 3 1 0 2
∗11 0 1 2 3
0 0 2 1 3
1 2 0 3 1
2 3 1 2 0
3 1 3 0 2
∗12 0 1 2 3
0 0 3 2 1
1 2 1 0 3
2 1 2 3 0
3 3 0 1 2
∗13 0 1 2 3
0 2 0 1 3
1 0 2 3 1
2 3 1 0 2
3 1 3 2 0
∗14 0 1 2 3
0 2 0 3 1
1 0 2 1 3
2 1 3 0 2
3 3 1 2 0
∗15 0 1 2 3
0 2 1 0 3
1 0 3 2 1
2 3 0 1 2
3 1 2 3 0
∗16 0 1 2 3
0 0 1 2 3
1 1 2 3 0
2 2 3 0 1
3 3 0 1 2
∗17 0 1 2 3
0 0 3 2 1
1 1 0 3 2
2 2 1 0 3
3 3 2 1 0
∗18 0 1 2 3
0 0 1 2 3
1 3 0 1 2
2 2 3 0 1
3 1 2 3 0
∗19 0 1 2 3
0 0 3 2 1
1 3 2 1 0
2 2 1 0 3
3 1 0 3 2
∗20 0 1 2 3
0 0 2 1 3
1 1 3 2 0
2 2 0 3 1
3 3 1 0 2
∗21 0 1 2 3
0 0 1 2 3
1 2 3 0 1
2 1 2 3 0
3 3 0 1 2
∗22 0 1 2 3
0 0 2 3 1
1 1 3 0 2
2 2 0 1 3
3 3 1 2 0
∗23 0 1 2 3
0 0 1 2 3
1 2 3 0 1
2 3 0 1 2
3 1 2 3 0
∗24 0 1 2 3
0 0 2 1 3
1 3 1 0 2
2 2 0 3 1
3 1 3 2 0
∗25 0 1 2 3
0 0 3 2 1
1 2 1 0 3
2 1 0 3 2
3 3 2 1 0
∗26 0 1 2 3
0 1 0 2 3
1 0 3 1 2
2 3 2 0 1
3 2 1 3 0
∗27 0 1 2 3
0 1 0 3 2
1 0 3 2 1
2 2 1 0 3
3 3 2 1 0
∗28 0 1 2 3
0 0 2 1 3
1 2 0 3 1
2 1 3 2 0
3 3 1 0 2
∗29 0 1 2 3
0 0 1 3 2
1 2 3 1 0
2 1 2 0 3
3 3 0 2 1
∗30 0 1 2 3
0 0 2 3 1
1 2 0 1 3
2 1 3 0 2
3 3 1 2 0
∗31 0 1 2 3
0 2 0 1 3
1 0 2 3 1
2 3 1 2 0
3 1 3 0 2
∗32 0 1 2 3
0 0 3 1 2
1 2 1 3 0
2 1 0 2 3
3 3 2 0 1
∗33 0 1 2 3
0 1 0 2 3
1 3 2 0 1
2 2 1 3 0
3 0 3 1 2
∗34 0 1 2 3
0 3 0 2 1
1 1 2 0 3
2 0 1 3 2
3 2 3 1 0
∗35 0 1 2 3
0 3 1 0 2
1 1 3 2 0
2 0 2 1 3
3 2 0 3 1
CHAPTER 3
Binomial coefficients and divisibility
In this chapter we study the divisibility of binomial coefficients. We will need this in
later chapters.
Definition 3.1. Let p, a ∈ N, p > 1. The p-adic expansion of a is
a = a0 + a1 · p+ a2 · p2 + · · ·+ ak · pk,
where ai ∈ {0, 1, . . . , p− 1} for i = 1, 2, . . . , k. We define the p-adic representation of a as
a = (akak−1 . . . a1a0)p.
For p = 2 a p-adic representation is called a binary representation.
We can see that k in the previous definition is not uniquely determined, as we can add
zeros to the left.
Definition 3.2. Let m,n ∈ N and m = (ml . . .m0)p and n = (nl . . . n0)p be p-adic
representations of m and n. Put c−1 = 0 and for 0 ≤ i ≤ l
ci =
{
1 if mi + ni + ci−1 ≥ p,
0 otherwise.
The number of carries in a p-adic addition of m and n




It is clear that Cp(m,n) = Cp(n,m).
Lemma 3.3. Let n ∈ N, p be a prime, n = (nl . . . n0)p be a p-adic representation of n,












1 if pk | i,
0 otherwise.
Notice that εi,k = 0 for all k > l, 1 ≤ i ≤ n, because the p-adic representation of n is
(nl . . . n0)p. Thus mi =
∑l
k=1 εi,k for 1 ≤ i ≤ n. Further, among the numbers 1, 2, . . . , n,
exactly b n
pk
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n0 + n1p+ n2p







nk + nk+1p+ · · ·+ nlpl−k
)
= n1 + n2(1 + p) + n3(1 + p+ p








































is divisible by the prime power pCp(m,n), but not by pCp(m,n)+1.
Proof. [P] Let m,n ∈ N and m = (ml . . .m0)p, n = (nl . . . n0)p, and m + n =
(rl . . . r0)p be p-adic representations of m, n, and m+ n, respectively.





















(nk +mk − rk).
(10)
Let ci, −1 ≤ i ≤ l, be the carries in definition of Cp(m,n). We can see that




(nk +mk − rk) =
l∑
k=0












= cl − c−1 + (p− 1) ·
l∑
k=0




= (p− 1) ·
l∑
k=0
ck = (p− 1) · Cp(m,n).
Using (10) we obtain the desired statement.

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Now we will describe some properties of the number Cp(m,n). Since p
s = (1 0 . . . 0︸ ︷︷ ︸
s
)p
for any p, s ∈ N, the following facts are easy to see:
Fact 3.5. Let b, p ∈ N, s ∈ N ∪ {0}, and b = (bk . . . b0)p. Then Cp(b, ps) = m ≥ 0 if
and only if bj = p− 1 for each j = s, . . . , s+m− 1 and bs+m 6= p− 1.
Fact 3.6. Let b, p ∈ N, b = (bk . . . b0)p and s ∈ N ∪ {0} such that Cp(b, ps) > 0. Then
Cp(b, p
s+1) = Cp(b, p
s)− 1.
If b ∈ N has a p-adic representation (bk . . . b0)p then pb+ j, 0 ≤ j ≤ p− 1, has a p-adic
representation (ck+1 . . . c0)p = (bk . . . b0j)p. Using Fact 3.5 we obtain:
Fact 3.7. Let b, p ∈ N and s ∈ N ∪ {0}. Then Cp(b, ps) = Cp(pb + j, ps+1) for any
0 ≤ j ≤ p− 1.
The following lemma describes how many integers from certain interval belong to the
same congruent class.









Proof. Denote σj(a, b) = |{i; a ≤ i < a+ b, i ≡ j (mod n)}|. Clearly σj(a, b) =
σj(0, a+ b)− σj(0, a). Further,
σj(a, b) = |{i; a ≤ i < a+ b, i ≡ j (mod n)}|
= |{i; a ≤ i < a+ b, i+ n− j ≡ 0 (mod n)}|
= |{k + j − n; a ≤ k + j − n < a+ b, k ≡ 0 (mod n)}|
= |{k; a+ n− j ≤ k < a+ n− j + b, k ≡ 0 (mod n)}|
= σ0(a+ n− j, b) = σ0(0, a+ b+ n− j)− σ0(0, a+ n− j).
It follows that we only need to evaluate σ0(0, c), c ∈ N.
Choose any c ∈ N. There is 1 ≤ r ≤ n such that c = n(d c
n
e − 1) + r. Then



























(Notice that in the interval 〈n(d c
n
e − 1), n(d c
n
e − 1) + r) there is exactly one number
divisible by n.) Putting everything together we obtain
σj(a, b) =
⌈




















Further, we study under which conditions certain products of the binomial coefficients
are odd.




3 · 2c − 1− b+ a
a
)
is odd if and only if one of the following conditions is satisfied:
(i) a = q · 2c+2 for some q ∈ N ∪ {0},
(ii) a = q · 2c+2 + 2c for some q ∈ N ∪ {0}, and b < 2c or b ≥ 2c+1,
(iii) a = q · 2c+2 + 2c+1 for some q ∈ N ∪ {0}, and 2c ≤ b < 2c+1.



















are odd. Using Theorem 3.4 we obtain that it is possible if and only if C2(a, b) = 0 and
C2(a, 3 · 2c − 1− b) = 0.
The binary representations of the numbers a, 3 · 2c − 1, and b are
a = (ak . . . a0)2,
3 · 2c − 1 = (10 1 . . . 1︸ ︷︷ ︸
c
)2,
b = (bc+1bc . . . b0)2, where bc = 0 if bc+1 = 1.
Since (bc+1bc . . . b0)2 +((1−bc−bc+1)bc(1−bc−1) . . . (1−b0))2 = (10 1 . . . 1︸ ︷︷ ︸
c
)2, the binary
representation of 3 · 2c − 1− b is
3 · 2c − 1− b = ((1− bc − bc+1)bc(1− bc−1) . . . (1− b0))2.
Suppose m,n ∈ N∪{0}, m = (ml . . .m0)2 and n = (ml . . .m0)2. Then C2(m,n) = 0 if








is odd if and
only if
aibi = 0 for 0 ≤ i ≤ c+ 1,
ai(1− bi) = 0 for 0 ≤ i ≤ c− 1,
ac+1(1− bc − bc+1) = 0.
This system of equations can be easily transformed into
ai = 0 for 0 ≤ i ≤ c− 1,
acbc = 0,
ac+1bc+1 = 0,
ac+1(1− bc) = 0.
The last three equations have the following three solutions:
(i) ac = ac+1 = 0,
(ii) ac = 1, ac+1 = 0, bc = 0,
(iii) ac = 0, ac+1 = 1, bc = 1, bc+1 = 0.
This implies our statement. 




3 · 2c − 1− b+ a
a
)
is odd if and only if one of the following conditions is satisfied:
(i) a = q2t+1 + 2t for some q, t ∈ N ∪ {0}, t > c+ 1, and b = 0,
(ii) a = q2c+2 + 2c+1 for some q ∈ N ∪ {0}, and b = 2c+1,
(iii) a = q2c+2 + 2c for some q ∈ N ∪ {0}, and either b = 0 or b = 2c+1,
(iv) a = q2c+2 + 2c+1 + 2t for some q, t ∈ N ∪ {0}, t < c, b = r2t+1 + 2t for some
r ∈ N ∪ {0}, and 2c ≤ b < 2c+1,
(v) a = q2c+2 +2c+2t for some q, t ∈ N∪{0}, t < c, b = r2t+1 +2t for some r ∈ N∪{0},
and either b < 2c or b ≥ 2c+1,
(vi) a = q2c+2 +2t for some q, t ∈ N∪{0}, t < c, and b = r2t+1 +2t for some r ∈ N∪{0}.









is odd if and only if C2(a − 1, b) = 0 and
C2(a, 3 · 2c − 1− b) = 0. The binary representations are:
a = (ak . . . at+11 0 . . . 0︸ ︷︷ ︸
t
)2 for some 0 ≤ t ≤ k,
a− 1 = (ak . . . at+10 1 . . . 1︸ ︷︷ ︸
t
)2,
3 · 2c − 1 = (10 1 . . . 1︸ ︷︷ ︸
c
)2,
b = (bc+1bc . . . b0)2, where bc = 0 if bc+1 = 1,
3 · 2c − 1− b = (dc+1 . . . d0)2 = ((1− bc − bc+1)bc(1− bc−1) . . . (1− b0))2.
We know that C2(a− 1, b) = 0 and C2(a, 3 · 2c − 1− b) = 0 if and only if
bi = 0 for 0 ≤ i ≤ t− 1,
aibi = 0 for t+ 1 ≤ i ≤ c+ 1,
dt = 0,
diai = 0 for t+ 1 ≤ i ≤ c+ 1.
(11)
Suppose that t > c+ 1. Then the system (11) reduces to
bi = 0 for 0 ≤ i ≤ c+ 1,
that is b = 0 and (i) is satisfied.
For t = c+ 1 we have that
bi = 0 for 0 ≤ i ≤ c,
dt = dc+1 = 1− bc − bc+1 = 1− bc+1 = 0,
that is b = 2c+1 and (ii) holds.
For t = c, (11) has a form
bi = 0 for 0 ≤ i ≤ c− 1,
ac+1bc+1 = 0,
dc = bc = 0,
dc+1ac+1 = (1− bc − bc+1)ac+1 = (1− bc+1)ac+1 = 0,
which is satisfied if and only if bi = 0 for each 0 ≤ i ≤ c and ac+1 = 0. This means that
a = (ak . . . ac+201 0 . . . 0︸ ︷︷ ︸
c
)2 and either b = 0 or b = 2
c+1, which implies (iii).
Finally, assume that t < c. Thus
bi = 0 for 0 ≤ i ≤ t− 1,
aibi = 0 for t+ 1 ≤ i ≤ c+ 1,
dt = 1− bt = 0,
diai = (1− bi)ai = 0 for t+ 1 ≤ i ≤ c− 1,
dcac = bcac = 0,
dc+1ac+1 = (1− bc − bc+1)ac+1 = (1− bc)ac+1 = 0.
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This system of equations can be easily transformed into
bi = 0 for 0 ≤ i ≤ t− 1,
bt = 1,
ai = 0 for t+ 1 ≤ i ≤ c− 1,
acbc = 0,
ac+1bc+1 = 0,
ac+1(1− bc) = 0.
The last three equations have the following three solutions:
(iv) ac = 0, ac+1 = 1, bc = 1, bc+1 = 0.
(v) ac = 1, ac+1 = 0, bc = 0,
(vi) ac = ac+1 = 0,
This implies our statement.

Lemma 3.11. Let a, b, c ∈ N ∪ {0} and b ≤ a. Then(
b+ 2c − 1
2c − 1
)(
a− b+ 2c − 1
2c − 1
)


















are odd, which is equivalent to C2(2
c−1, b) = C2(2c−1, a−b) = 0.
The binary representation of 2c − 1 is (1 . . . 1︸ ︷︷ ︸
c
)2. Let b = (bk . . . b0)2, a = (ak . . . a0)2, and
a − b = (dk . . . d0)2. Then C2(2c − 1, b) = 0 if and only if bi = 0 for 0 ≤ i ≤ c − 1. It
implies that a− b = (dk . . . dcac−1 . . . a0)2. Thus C2(2c − 1, a− b) = 0 if and only if ai = 0
for 0 ≤ i ≤ c− 1.





is divisible by p.





is divisible by p if and only if Cp(b, p
c +
a − b) > 0, i.e. there is at least one carry in the p-adic addition of the numbers b and
q = pc + a− b.
From a < b we obtain q < pc. But b+ q = pc + a ≥ pc. Since the sum of two numbers
which are smaller than pc is greater than or equal to pc, there must be at least one carry
in their p-adic addition.

Lemma 3.13. Let b ∈ N ∪ {0}, c ∈ N and b ≤ 2c. Then the number(






is odd if and only if b = 0 or b = 2c.





is even and if 2c−1 <
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= 1 and since C2(2











= 1 and because C2(2








In this chapter we define certain infinite matrices and we will study their properties.
1. Matrices TX,Y,(Q,∗) and Aα,β
In this section we fix a finite quasigroup (Q, ∗).
Let X be a set. A set of all infinite sequences (ai)
∞
i=1, where ai ∈ X for all i ≥ 1, will
be denoted by XN and a set of sequences of length n will be denoted by Xn.







b1 = y ∗ a1,
bi = bi−1 ∗ ai for i > 1.
The map τy is called a left iterated translation. When working with Q
n, a restriction of τy
to a canonical embedding of Qn into QN will also be denoted by τy.
Lemma 4.2. For each y ∈ Q, a left iterated translation τy is a bijection and a map
υy : (bi)
∞
i=1 7→ (ai)∞i=1 defined by
a1 = y\b1,
ai = bi−1\bi for i > 1.
is an inverse map to τy for all y ∈ Q.
Proof. It is clear that υy ◦τy = idQN = τy ◦υy for all y ∈ Q and these identities imply
that τy is a bijection.

Definition 4.3. Let X = (xi)
∞
i=1 and Y = (yi)
∞
i=1 belong to Q
N. An infinite matrix
TX,Y,(Q,∗) = T = (ti,j)
∞
i,j=1 over Q is defined this way:
t1,1 = y1 ∗ x1,
t1,j = t1,j−1 ∗ xj for j > 1,
ti,1 = yi ∗ ti−1,1 for i > 1,
ti,j = ti,j−1 ∗ ti−1,j for i, j > 1.
∗ x1 x2 x3 . . .
y1 y1 ∗ x1 (y1 ∗ x1) ∗ x2 ((y1 ∗ x1) ∗ x2) ∗ x3
y2 y2 ∗ (y1 ∗ x1) (y2 ∗ (y1 ∗ x1)) ∗ ((y1 ∗ x1) ∗ x2) ((y2 ∗ (y1 ∗ x1)) ∗ ((y1 ∗ x1) ∗ x2)) ∗ (((y1 ∗ x1) ∗ x2) ∗ x3)
...
Table 3. The matrix T
The first row of the matrix T can be written as τy1((xi)
∞
i=1). Similarly, for i > 1 we
can express the ith row using the (i− 1)th row and yi as (ti,j)∞j=1 = τyi((ti−1,j)∞j=1).
28
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Definition 4.4. Let (ai)
∞
i=1 ∈ QN. If there exist a positive integer P such that
ai = ai+P for all i ≥ 1,
we say that the sequence (ai)
∞
i=1 is periodic and P is called a period of the sequence (ai)
∞
i=1.
The smallest period is called the minimal period.
Fact 4.5. Let A = (ai)
∞
i=1 be a periodic sequence. A number P ∈ N is a period of A
if and only if P is a multiple of the minimal period of the sequence A.
Proof. It is clear that every multiple of the minimal period is also a period. Let P
be a period of A and Pm be the minimal period of A. Clearly, P = kPm+ l for some k ∈ N
and 0 ≤ l < Pm. If l > 0 then ai = ai+P = ai+kPm+l = ai+l for each i ∈ N. Thus l < Pm is
a period of A, which is a contradiction.

Lemma 4.6. Let y ∈ Q and (ai)∞i=1 ∈ QN, (bi)∞i=1 = τy((ai)∞i=1) be periodic sequences.
Then the minimal period of the sequence (bi)
∞




Proof. Denote the minimal period of (ai)
∞
i=1 by P1 and the minimal period of (bi)
∞
i=1
by P2. We have
ai = ai+P1 for i ≥ 1.
If we apply the definition of the sequence (bi)
∞




ai = bi−1\bi = bi+P2−1\bi+P2 = ai+P2 for i ≥ 2. (12)
Put N = lcm(P1, P2). There exist k, l ≥ 1 such that N = k ·P1 = l ·P2. The (N + 1)th
element of the sequence (ai)
∞
i=1 can be expressed as
a1 = ak·P1+1 = aN+1 = al·P2+1 = a(l−1)·P2+P2+1 = aP2+1.
This identity together with (12) gives that ai = ai+P2 for all i ≥ 1 and hence P2 is a
period of the sequence (ai)
∞
i=1. Because P1 is the minimal period, P2 has to be a multiple
of P1 by Fact 4.5.








i=1 is periodic with the minimal period s · P for some
s ∈ {1, 2, 3, . . . , |Q|}.
Proof. Because P is the minimal period of (ai)
∞
i=1, we have
ai+P = ai for i ≥ 1.
Put S := (a1, a2, . . . , aP ) ∈ QP . The sequence (bi)∞i=1 can be divided into P -tuples and we
denote them by
Bk = (b(k−1)·P+1, b(k−1)·P+2, . . . , bk·P ) for k = 1, 2, . . . .
Using the left iterated translation τy : Q
P → QP we obtain that
B1 = τy(S),
Bk = τb(k−1)·P (S) for k ≥ 2.
Since |Q| is a finite number, by the pigeonhole principle we can find two same elements
among y, bP , b2·P , . . . , b|Q|·P . There are two possibilities:
First, y = br·P for some 1 ≤ r ≤ |Q|. Then B1 = Br+1 and hence Bk = Br+k for k ≥ 1.
This implies that r · P is a period of (bi)∞i=1.
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Second, br1·P = br2·P for some 1 ≤ r1 < r2 ≤ |Q|. Put r = r2 − r1. Then Br1+1 =
Br2+1 = Br1+r+1 and hence Br1+k = Br1+r+k for all k ≥ 1. It follows that
bj = br·P+j for j ≥ r1 · P + 1. (13)
Using the definition of the sequence (bi)
∞
i=1 and the fact that P is a period of (ai)
∞
i=1, for
0 ≤ i ≤ r1 · P − 1 the following holds:
br1·P+1 = (· · · (br1·P−i ∗ ar1·P+1−i) ∗ · · · ) ∗ ar1·P+1,
br1·P+r·P+1 = (· · · (br1·P+r·P−i ∗ ar1·P+r·P+1−i) ∗ · · · ) ∗ ar1·P+r·P+1
= (· · · (br1·P+r·P−i ∗ ar1·P+1−i) ∗ · · · ) ∗ ar1·P+1.
Since, by (13), br1·P+1 = br1·P+r·P+1, using the cancellation property (Lemma 2.2) we
obtain
br1·P−i = br1·P−i+r·P for 0 ≤ i ≤ r1 · P − 1,
which together with (13) gives that r · P is a period of the sequence (bi)∞i=1.





It is clear that the following statements hold:
Corollary 4.8. Let (ai)
∞
i=1 ∈ QN be periodic and (bi)∞i=1 = τy((ai)∞i=1) for some
y ∈ Q. Denote the minimal period of (ai)∞i=1 by P1. Then (bi)∞i=1 is periodic and the
minimal period of the sequence (bi)
∞
i=1 is P2 if and only if P2 is the smallest multiple of
P1 such that
bP2 = y.
Corollary 4.9. Suppose that the sequence X = (xi)
∞
i=1 ∈ QN is periodic. Then each
row of the matrix TX,Y,(Q,∗) is periodic, for any sequence Y = (yi)
∞
i=1 ∈ QN.
Moreover, denote by P0 be the minimal period of the sequence X and by Pi be the
minimal period of the ith row of the matrix TX,Y,(Q,∗). Then
(i) For each i ≥ 1 there exists ki ∈ {1, 2, . . . , |Q|} such that
Pi = ki · Pi−1.
(ii) The minimal period of the ith row is a positive integer P if and only if P is the
smallest multiple of Pi−1 such that
ti,P = yi.
2. Central quasigroups
Suppose that G = (G,+) is an Abelian group. Let α, β ∈ GG. We define a map
α + β : G → G by (α + β)(g) := α(g) + β(g) for all g ∈ G. If moreover α, β ∈ End(G)
then α + β ∈ End(G). Further, we define maps 0: G → G and −α : G → G by 0(g) = 0
and (−α)(g) = −(α(g)) for all g ∈ G. If α ∈ End(G) then −α ∈ End(G) and 0 is
always an endomorphism of G. Hence (End((G,+)),+,−, 0) is an Abelian group and
(End((G,+)),+, ◦) is a ring.
In what follows we use the notation αβ instead of α ◦ β , 1G instead of idG, αk =
α ◦ · · · ◦ α︸ ︷︷ ︸
k
, k ∈ N, α0 = 1G, and nα = α + · · ·+ α︸ ︷︷ ︸
n
, n ≥ 1, for all α, β ∈ GG.
Definition 4.10. Let (H, ·, 1) be a group. For each h ∈ H, the order of the element
h is the smallest k ∈ N such that
hk = 1,
2. CENTRAL QUASIGROUPS 31
and we denote it ord(h). If no such integer k exists, then an element h has an infinite
order.
The exponent of the group H, notation eH , is the smallest n ∈ N such that hn = 1 for
each h ∈ H. It is easy to see that eH = lcm({ord(h); h ∈ H}).
By the Lagrange theorem, the order of each element of the group H divides the order
of H. It follows that eH divides |H|. If H is a cyclic group then eH = |H|.
Lemma 4.11. Let (G,+) be an Abelian group of a finite order and α ∈ GG. Then
eGα = 0 and if moreover α ∈ S(G) then eG is the smallest n ∈ N such that nα = 0.
Proof. Since the group G is finite, eG ∈ N. The definition of eG gives that eGg = 0
for any g in G. For all h ∈ G the following holds:
(eGα)(h) = (α + · · ·+ α︸ ︷︷ ︸
eG
)(h) = eG(α(h)) = 0.
Suppose that α ∈ S(G) and there exists 0 < m < eG such that mα = 0. Because
0 < m < eG, there exists h ∈ G such that mh 6= 0. Put f = α−1(h) ∈ G. Then
(mα)(f) = (α + · · ·+ α︸ ︷︷ ︸
m
)(f) = m(α(f)) = mh 6= 0,
a contradiction.

We fix a finite central quasigroup (G, ∗). There exists an Abelian group (G,+), α, β ∈
Aut((G,+)), and c ∈ G such that
x ∗ y = α(x) + β(y) + c for all x, y ∈ G.
∗ x1 x2 . . .
y1 α(y1) + β(x1) + c α2(y1) + αβ(x1) + α(c) + β(x2) + c
y2 α(y2) + βα(y1) + β2(x1) + β(c) + c
α2(y2) + β2(x2) + (αβ2 + βαβ)(x1)+
(βα2 + αβα)(y1) + (βα+ β + αβ + α+ idG)(c)
...
Table 4. The matrix TX,Y,(G,∗) for a central quasigroup
Definition 4.12. We define a matrix Aα,β = (ai,j)
∞
i,j=1 over End((G,+)) by
a1,j = α
j−1 for j ≥ 1,
ai,1 = β
i−1 for i ≥ 1,
ai,j = αai,j−1 + βai−1,j for i, j > 1.
1G α α2 . . .
β αβ + βα α2β + αβα+ βα2
β2 αβ2 + βαβ + β2α α2β2 + αβαβ + αβ2α+ βα2β + βαβα+ β2α2
β3 αβ3 + βαβ2 + β2αβ + β3α
β4 αβ4 + βαβ3 + β2αβ2 + β3αβ + β4α
...
Table 5. The matrix Aα,β
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Using Lemma 4.11 and the fact that (End(G,+),+) is an Abelian group, notice that
elements of the matrix Aα,β are elements of the group ring ZeG [Aut(G)].
On the set End((G,+)) define a binary operation  by x  y = α ◦ x + β ◦ y for all
x, y ∈ End(G). Because α, β ∈ Aut((G,+)) and (End((G,+)),+, ◦) is a ring, Lemma 2.21
says that (End((G,+)), ) is a quasigroup.








i=1 = 0. Then we can see that the
matrix Āα,β = (ai+1,j)
∞
i,j=1 is the matrix TZ,W,(End((G,+)),). Thus all the statements about
the periods of matrix rows (4.6–4.9) apply also to the rows of the matrix Āα,β.
Because (G,+) is a finite group, Aut((G,+)) is also a finite group. By the Lagrange
theorem each element of a finite group has a finite order. Therefore, the first row of the
matrix Aα,β is always periodic, which implies that each row of the matrix Aα,β is periodic
by Corollary 4.9. For each i ∈ N, let Pi denote the minimal period of the ith row of the
matrix Aα,β and we will keep this notation throughout.
Thus using Corollary 4.9 we have:
Corollary 4.13. For each i ∈ N, let Pi denote the minimal period of the ith row of
the matrix Aα,β. Then the following holds:
(i) P1 = ord(α).
(ii) For each i > 1 there exists ki ∈ {1, 2, . . . , |G|} such that
Pi = ki · Pi−1.
(iii) Pi is the smallest multiple of Pi−1 such that
ai,Pi = 0.
The matrix TX,Y,(G,∗) is closely related to the matrix Aα,β, as can be seen in the next
lemma. The reason for the introduction of the matrix Aα,β is that it is much easier to
work with and the periods of T can be estimated by periods of A, see Theorem 4.15.
Lemma 4.14. Each element of the matrix TX,Y,(G,∗) = (ti,j)
∞
i,j=1 can be expressed using















Proof. We will use an induction on i+ j. For i+ j = 2 we obtain that
t1,1 = α(y1) + β(x1) + c = a1,1(α(y1)) + a1,1(β(x1)) + a1,1(c).
Suppose that the statement holds for t1,j−1, j > 1. Because αa1,l = a1,l+1 for each l ≥ 1,
we have














a1,l+1(c) + a1,j(α(y1)) +
j−1∑
l=1




a1,l(c) + a1,j(α(y1)) +
j−1∑
l=1
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Suppose that the statement holds for ti−1,1, i > 1. Because βak,1 = ak+1,1 for each k ≥ 1,
we obtain that
ti,1 = yi ∗ ti−1,1 = α(yi) + β(ti−1,1) + c










































































































Assume that the statement holds for ti,j−1 and ti−1,j, where i, j > 1. Then


























































(αai,j−l + βai−1,j−l+1) (β(xl)) + βai−1,1(β(xj)).
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Theorem 4.15. Suppose that a sequence X = (xk)
∞
k=1 ∈ GN is periodic with the
minimal period PX . Then for each i ∈ N,
eG · lcm(PX , Pi)
is a period of the ith row of the matrix TX,Y,(G,∗).


























Since P is a multiple of Pi, ai,l+P = ai,l for each l ≥ 1. By Corollary 4.13, Pk divides Pi
for each 1 ≤ k ≤ i, and hence P = eGrPi = eGrkPk for some rk ∈ N. This implies that
ak,j+P = ak,j for 1 ≤ k ≤ i. Therefore













































































































ai,lcm(PX ,Pi)−l+1β(xl+j) = 0.
(17)
Equations (16) and (17) together with (15) give that ti,j+P = ti,j for each j ≥ 1, which
implies that P is a period of the ith row of the matrix T .

Observe that each element ai,j of the matrix Aα,β, where i > 1 and j ≥ 1, can be
expressed using the elements in the previous (i.e. (i− 1)th) row in the following way:
ai,j = αai,j−1 + βai−1,j
= α2ai,j−2 + αβai−1,j−1 + βai−1,j
= α3ai,j−3 + α















Lemma 4.16. For each i > 1, Pi divides eG · Pi−1 .
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Proof. Fix i > 1. By Corollary 4.13, ord(α) divides Pi−1, hence α
Pi−1 = 1G. Using








































where the last equality follows from Lemma 4.11. Because eGPi−1 is a period of the ith
row, Pi divides eGPi−1 by Fact 4.5.

Corollary 4.17. For each i > 1, Pi = d · Pi−1, where d divides eG.
From Corollary 4.13 and Corollary 4.17 we obtain
Corollary 4.18. Let p be a prime, r ∈ N, and eG = pr. Then there is a non-
decreasing sequence (ci)
∞
i=1, ci ∈ N ∪ {0}, such that
Pi = ord(α) · pci for each i ≥ 1,
where c1 = 0 and 0 ≤ cj+1 − cj ≤ r for each j ≥ 1.
Lemma 4.19. For each i ∈ N, Pi ≥ i.
Proof. Suppose that αx+ βy = 0 for some x, y ∈ (End((G,+)),+, 0). Then x = 0 if
and only if y = 0. Indeed, if y = 0 then αx = 0 and using the fact that α ∈ Aut((G,+))
we have x = 0. Similarly for the converse.
By Corollary 4.13, aj,Pi = aj,Pj = 0 for all 2 ≤ j ≤ i. Applying repeatedly the
statement from the previous paragraph we obtain that for 2 ≤ j ≤ i we have aj,k = 0 for
Pi − j + 2 ≤ k ≤ Pi and aj,Pi−j+1 6= 0. Since ai,1 = βi−1 6= 0, Pi − i+ 2 ≥ 2.

Let p be a prime and
Gp = {g ∈ G; png = 0 for some n ∈ N}.
If pna = 0 and pmb = 0 then pn(−a) = 0, pmax(m,n)(a+ b) = 0, and hence Gp is a subgroup
of G.
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Because the group G is a finite Abelian group, there exists n ∈ N and pairwise distinct
















k=1 for each g = (gp)
n
k=1 ∈ G and ϕ =
(ϕp)
n
k=1 ∈ Aut(G). (This result can be found e.g. in [D3, p. 39 and 163].)
Thus α = (αk)
n
k=1, β = (βk)
n
k=1 and c = (ck)
n
k=1 for some αk, βk ∈ Aut(Gpk) and
ck ∈ Gpk .
Let Aα,β = (ai,j)
∞






i denote the minimal period of the ith






. This implies that
Pi = lcm(P
1
i , . . . , P
n
i ). (19)
For each 1 ≤ k ≤ n, define (Gpk , ∗k) such that a ∗k b = αk(a) + βk(b) + ck for all
a, b ∈ Gpk . Theorem 2.32 together with the fact that Gpk is an Abelian group gives that
(Gpk , ∗k) is a central quasigroup. Further, for each x = (xk)nk=1 and y = (yk)nk=1 ∈ G,
x ∗ y = α(x) + β(y) + c =
 α1(x1) + β1(y1) + c1...





Let T(G,∗) = (ti,j)
∞




i,j=0, and Qi, Q
k
i denote the minimal periods of







 and hence Qi = lcm(Q1i , . . . , Qni ).
Since for each 1 ≤ k ≤ n there exist rk ∈ N such that eGpk = p
rk
k , it suffices to compute
the periods for the central quasigroup (G, ∗) such that eG is a prime power.
3. Medial quasigroups
In this section the quasigroup (G, ∗) will be a fixed medial quasigroup of finite order.
Thus there exists an Abelian group (G,+), α, β ∈ Aut((G,+)), and c ∈ G such that
x ∗ y = α(x) + β(y) + c for all x, y ∈ G and the automorphisms α and β commute.
Lemma 4.20. Each element of the matrix Aα,β = (ai,j)
∞
i,j=1 can be expressed as
ai,j =
(




Proof. We will use an induction on i+ j. The statement is obvious for i = 1 or j = 1.










αjβi−1. Using the definition of
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the matrix Aα,β and the fact that automorphisms α, β commute, we obtain:
ai+1,j+1 = αai+1,j + βai,j+1
= α
((






























Corollary 4.21. Let X, Y ∈ GN. Each element of the matrix TX,Y,(G,∗) = (ti,j)∞i,j=1



























Proof. Combine Lemma 4.14 with the previous lemma.

Now we will try to find the minimal period of the matrix Aα,β, where αβ = βα.
Corollary 4.13 says that Pi, i ≥ 2, is the smallest multiple of Pi−1 such that
ai,Pi =
(
Pi + i− 2
i− 1
)
αPi−1βi−1 = 0. (20)





is a multiple of eG (Lemma 4.11).






= P2. The smallest positive integer which is a multiple of ord(α) and a
multiple of eG is P2 = lcm(eG, ord(α)).
According to the remarks at the end of the previous section we can suppose that
eG = p






only if Cp(Pi − 1, i− 1) ≥ r. Using this fact and (20) we obtain:
Lemma 4.22. Let p be a prime, r ∈ N and eG = pr. Then Pi, i ≥ 2, is the smallest
multiple of Pi−1 such that Cp(Pi − 1, i− 1) ≥ r.
We will show that the period of rows, whose indices are between certain powers of p,
does not change.
Lemma 4.23. Let p be a prime, r ∈ N and eG = pr. Then for each s ≥ 0,
Pj = Pps+1 for p
s + 1 ≤ j ≤ ps+1.
Proof. Fix s ≥ 0. Lemma 4.22 says that Cp(Pps+1 − 1, ps) ≥ r.
The p-adic representation of ps is
ps = (1 0 . . . 0︸ ︷︷ ︸
s
)p.
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Consider a number a ∈ N with p-adic representation
a = (asas−1 . . . a0)p, as 6= 0. (21)
Then Cp(Pps+1 − 1, a) ≥ Cp(Pps+1 − 1, ps) ≥ r. Because each natural number between ps
and ps+1− 1 is of the form (21), using Lemma 4.22 we obtain Pj = Pps+1 for ps + 1 ≤ j ≤
ps+1.

Lemma 4.24. Let p be a prime, r ∈ N and eG = pr. If s ≥ 0 and Cp(Pps+1 − 1, ps) =
m ≥ r then
Pj = Pps+1 for p
s + 1 ≤ j ≤ ps+m−r+1
and
Pps+m−r+1+1 6= Pps+1.
Proof. Use repeatedly Lemma 4.23, Fact 3.6 and Lemma 4.22.

Next we show that the periods of successive rows can increase only by a factor of p.
Lemma 4.25. Let p be a prime, r ∈ N and eG = pr. If Pps+1 6= Pps+1+1 for some s ≥ 0
then Pps+1+1 = pPps+1.
Proof. Using Fact 3.7 together with Lemma 4.22 we obtain Cp(pPps+1 − 1, ps+1) =
Cp(Pps+1 − 1, ps) ≥ r. This implies (by the analysis in the beginning of this section and
Lemma 4.23) that pPps+1 is a period of the (p
s+1 + 1)th row. Since Pps+1+1 is a multiple
of Pps+1 = Pps+1 (Corollary 4.13, Lemma 4.23), we have:
pPps+1 = kPps+1+1 = klPps+1, k, l ∈ N.
As p is a prime and k 6= p (because Pps+1 6= Pps+1+1), it follows that l = p, which proves
our claim.

The following theorem summarises the results of this section.
Theorem 4.26. Let p be a prime, r ∈ N, eG = pr, and t, q ∈ N be such that
lcm(pr, ord(α)) = ptq, where t ≥ r and p - q. Then
P1 = ord(α) and Pi = p
max{0,r−t−1+dlogp ie} lcm(pr, ord(α)) for i > 1.
Proof. P1 = ord(α) by Corollary 4.13.
The statement of the theorem can be reformulated as
Pi = lcm(p
r, ord(α)) for 2 ≤ i ≤ pt−r+1, (22)
Pi = p
j lcm(pr, ord(α)) for pt−r+j + 1 ≤ i ≤ pt−r+j+1, j ≥ 1. (23)
Indeed, if 2 ≤ i ≤ pt−r+1 then r − t− 1 + logp i ≤ 0 and max{0, r − t− 1 + dlogp ie} = 0.
For pt−r+j + 1 ≤ i ≤ pt−r+j+1, where j ≥ 1, we obtain that j − 1 < r − t− 1 + logp i ≤ j
and max{0, r − t− 1 + dlogp ie} = j.
Now we will prove (22). Lemma 4.23 says that
Pi = P2 = lcm(p
r, ord(α)) for i = 2, . . . , p.
Because p - q, the p-adic representation of q is q = (qkqk−1 . . . q0)p, 0 < q0 < p and
ptq− 1 = (qkqk−1 . . . (q0− 1) (p− 1) . . . (p− 1)︸ ︷︷ ︸
t
)p. Using this together with Fact 3.5 we get
Cp(P2 − 1, 1) = Cp(lcm(pr, ord(α))− 1, 1) = Cp(ptq − 1, 1) = t.
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Lemma 4.24 gives us that
Pi = P2 for 2 ≤ i ≤ pt−r+1 and Ppt−r+1+1 6= P2. (24)
To prove (23) we use an induction on j. Applying Lemma 4.25 on (24) we obtain
Ppt−r+1+1 = pP2,
which together with Lemma 4.23 gives
Pi = pP2, p
t−r+1 + 1 ≤ i ≤ pt−r+2.
Suppose that for some j > 1
Pi = p
j lcm(pr, ord(α)) = pj+tq for pt−r+j + 1 ≤ i ≤ pt−r+j+1. (25)
We can compute
r = Cp(p
j+t−1q − 1, 1)− (j + t− r − 1) = Cp(pj+t−1q − 1, pj+t−r−1)
= Cp(p
j+tq − 1, pj+t−r) = Cp(Ppj+t−r+1 − 1, pj+t−r),
where we used Fact 3.5, Fact 3.6, Fact 3.7 and the assumption (25). By Lemma 4.24 we
have that Ppj+t−r+1+1 6= Ppj+t−r+1. Hence, using Lemma 4.25, Ppj+t−r+1+1 = pPpj+t−r+1 =
pj+1 lcm(pr, ord(α)). Lemma 4.23 then implies
Pi = Ppj+t−r+1+1 = p
j+1 lcm(pr, ord(α)) for pj+t−r+1 + 1 ≤ i ≤ pj+t−r+2.

Corollary 4.27. Let p be a prime, r ∈ N, eG = pr, and t, q ∈ N be such that
lcm(pr, ord(α)) = ptq, where p - q. Then
pr−1qi ≤ Pi ≤ prq(i− 1) for i ≥ pt−r+1.
Moreover these estimates are sharp in the sense that there are no better affine estimates.
Proof. Using logp i ≤ dlogp ie we have pr−1qi ≤ Pi. For ps + 1 ≥ pt−r+1, we have
Pps+1 = p
r−1qpdlogp(p
s+1)e = pr−1qps+1 = prqps. This means that Pi = p
rq(i − 1) for
i = ps + 1. Since Pi as the function of i is constant for p
s + 1 ≤ i ≤ ps+1 and the function
prq(i− 1) is an increasing function, we obtain the rest of the statement.

Corollary 4.28. Let eG = p
r1
1 · · · prnn , where pk are distinct primes. Let α = (αk)nk=1 ∈
Aut(G) =
∏n
k=1 Aut(Gpk) and for 1 ≤ k ≤ n let ord(αk) = qkp
tk1
1 · · · p
tkn
n , where tkj ∈ N∪{0}







for all i large enough such that dlogpj ie ≥ max{rj, t
1
j , . . . , t
n
j }− rj + 1 for each 1 ≤ j ≤ n.
Proof. The group (G,+) is decomposed as G =
⊕n













Hence by Theorem 4.26 for each 1 ≤ k ≤ n








j for dlogpk ie ≥ max{rk, t
k
k} − rk + 1.
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By (19), Pi = lcm(P
1
i , . . . , P
n
i ). Therefore if dlogpj ie ≥ max{rj, t
1
j , . . . , t
n
j } − rj + 1 for








Corollary 4.29. Let eG = p
r1
1 · · · prnn , where pk are distinct primes. Let α = (αk)nk=1 ∈
Aut(G) =
∏n
k=1 Aut(Gpk) and for 1 ≤ k ≤ n let ord(αk) = qkp
tk1
1 · · · p
tkn
n , where tkj ∈ N∪{0}













Using Theorem 4.15 we obtain
Corollary 4.30. Let eG = p
r1
1 · · · prnn , where pk are distinct primes. Denote by Qi
the minimal period of the ith row of the matrix TX,Y,(G,∗). Then there is a constant C > 0
such that Qi < C · in holds for all sufficiently large i.
4. Central quasigroups related to the dihedral groups
In this section we will consider a quasigroup (G, ∗) which is central but non-medial
and has some additional properties. Since (G, ∗) is central, there exists an Abelian group
(G,+), α, β ∈ Aut((G,+)), and c ∈ G such that x ∗ y = α(x) + β(y) + c for all x, y ∈ G.
Further, we suppose that αβ 6= βα (as medial quasigroups were already studied in the
previous section). Finally, in this section we will assume that α, β generate a dihedral
group. Therefore α and β satisfy one of these conditions:
(C1) ord(α) = n > 2, ord(β) = 2, and βαm = α−mβ for all m ∈ Z,
(C2) ord(α) = 2, ord(β) = n > 2, and αβm = β−mα for all m ∈ Z,
(C3) ord(α) = ord(β) = 2 and ord(αβ) = ord(βα) = n > 2.
Indeed, recall that a dihedral group D2n is the symmetry group of an n-sided regular
polygon for n > 1. It consists of rotations and reflections. The order of all reflections is 2
and the following rules hold: The rotations commute, a rotation composed with a reflection
as well as a reflection composed with a rotation is a reflection, and a composition of two
reflections is a rotation.
So if α, β generate a dihedral group, there are four possibilities:
• α and β are both rotations. This would mean that αβ = βα, which is forbidden.
• α is a rotation and β is a reflection. Because αβ is a reflection, ord(αβ) = 2.
Therefore ord(β) = 2 and ord(α) > 2 (the case ord(α) ≤ 2 implies αβ = βα). It
is easy to show that from β2 = 1 and (αβ)2 = 1 it follows that βαm = α−mβ for
all m ∈ Z and hence (C1) holds.
• α is a reflection and β is a rotation. Then ord(α) = 2, ord(β) > 2 and αβm =
β−mα for all m ∈ Z as in the previous case. Thus (C2) holds.
• α and β are both reflections. Therefore ord(α) = ord(β) = 2 and αβ is a rotation.
If ord(αβ) ≤ 2 then α and β commute. Thus ord(αβ) > 2 and (C3) is satisfied.
In the following several statements we try to express the elements of the matrix Aα,β
using additional properties of the automorphisms α and β.
Remark 4.31. Notice that (Aα,β)
T = Aβ,α. Since the conditions (C1) and (C2) are
symmetric to each other, we will formulate the statements considering (C1) or (C2) only
for the condition (C1). The analogous statements for (C2) can be obtained by switching
i with j and α with β.
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Lemma 4.32. Let Aα,β = (ai,j)
∞
i,j=1. Suppose that βα
m = α−mβ for each m ∈ Z. Then,
















Proof. We use an induction on i+ j.








































Now suppose that the statement holds for ai,j+1 and ai+1,j, where i ≥ 2 and j ≥ 1.
Then
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Lemma 4.33. Let Aα,β = (ai,j)
∞
i,j=1. Suppose that ord(α) = ord(β) = 2.




























Proof. We use an induction on i+ j.













Similarly the statement (ii) holds for j = 0.
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Suppose that the statement holds for ai,j+1 and ai+1,j, i, j ≥ 1. If j > i then j > i− 1
and j − 1 ≥ i. Thus we have

























































Using α2 = β2 = 1, which implies (βα)−1 = αβ, we can see that for any k ∈ Z
α(αβ)i−2kαj−i−1 = (βα)i−2kαj−i = (αβ)2k−iαj−i,









































































































For j < i we may use the result of the previous part together with the fact that
Aβ,α = (Aα,β)
T .
The last case is i = j. Since i > i− 1 and i− 1 < i we have to use the formula in (ii)
for ai+1,i and the formula in (i) for ai,i+1. Therefore
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Next, we try to express the elements of the matrix Aα,β in the form
∑
k ckϕk, where
ϕk are pairwise distinct automorphisms.














































Proof. Because ord(α) = n, αj−2k1 = αj−2k2 if and only if k1, k2 ∈ Z are such that
j − 2k1 ≡ j − 2k2 (mod n). This holds if and only if 2(k1 − k2) ≡ 0 (mod n). For n odd
this is equivalent to k1 − k2 ≡ 0 (mod n) and for n even to k1 − k2 ≡ 0 (mod n2 ). Using
this together with Lemma 4.32 and Lemma 3.8 we obtain:
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Analogously for n even.






































Proof. Since ord(αβ) = n, (αβ)i−2k1 = (αβ)i−2k2 if and only if k1, k2 ∈ Z are such
that i− 2k1 ≡ i− 2k2 (mod n). This holds if and only if 2(k1 − k2) ≡ 0 (mod n). For n
odd this is equivalent to k1 − k2 ≡ 0 (mod n) and for n even to k1 − k2 ≡ 0 (mod n2 ).
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The proof for n even is analogous.

Now we try to apply the explicit formulas for the elements of the matrix Aα,β to find
some periods of its rows.














⌋ )(P − 1− (k + ln) + ⌊ i−12 ⌋⌊
i−1
2
⌋ ) ≡ 0 (mod eG) for each 0 ≤ k < n
then P is a period of the ith row of the matrix Aα,β.















⌋ )(P − 1− (k + ln2 ) + ⌊ i−12 ⌋⌊
i−1
2
⌋ ) ≡ 0 (mod eG) for each 0 ≤ k < n
2
then P is a period of the ith row of the matrix Aα,β.


















Corollary 4.13 says that P1 = ord(α) = n and P1 = n divides Pi−1. Because P is a multiple
































⌋ )(P − 1− (k + ln) + ⌊ i−12 ⌋⌊
i−1
2
⌋ ) ≡ 0 (mod eG) for each 0 ≤ k < n,
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ai,P = 0 by Lemma 4.11. Then it is easy to see that P is a period of the ith row of the
matrix Aα,β.
The statement for n even can be obtained similarly.




















≡ 0 (mod eG) for each 0 ≤ k < n
then P is a period of the ith row of the matrix Aα,β.






















≡ 0 (mod eG) for each 0 ≤ k <
n
2
then P is a period of the ith row of the matrix Aα,β.



























































≡ 0 (mod eG) for each 0 ≤ k < n,
ai,P = 0 by Lemma 4.11. Using this together with the fact that P is a multiple of Pi−1, it
is easy to see that P is a period of the ith row of the matrix Aα,β.
For n even similarly.

Proposition 4.38. Suppose that (C3) holds and i > 1. If n is odd and P is a multiple


















≡ 0 (mod eG) for each 0 ≤ k < n
then P is a period of the ith row of the matrix Aα,β.





















≡ 0 (mod eG) for each 0 ≤ k <
n
2
then P is a period of the ith row of the matrix Aα,β.
We note that the assumption P ≥ i is in fact not restrictive, as Pi ≥ i by Lemma 4.19.
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Proof. By Corollary 4.13 P1 = ord(α) = 2 and P1 = 2 divides Pi−1 for each i ≥ 1.






















































≡ 0 (mod eG) for each 0 ≤ k < n,
ai,P = 0 by Lemma 4.11. Using this together with the fact that P is a multiple of Pi−1, it
is easy to see that P is a period of the ith row of the matrix Aα,β.
For n even similarly.

Notice that the periods P found in the preceding propositions are not in general the
minimal periods Pi. For each of the cases (C1), (C2), and (C3) we have the formula for
ai,Pi =
∑m
k=0 ckϕk, where ck ∈ N and ϕk1 6= ϕk2 for k1 6= k2. Moreover, either all the ϕks are
rotations or all the ϕks are reflections. Corollary 4.13 says that Pi for i > 1 is the smallest
multiple of Pi−1 such that ai,Pi =
∑m
k=0 ckϕk = 0. One possibility to satisfy this condition
is that ck ≡ 0 (mod eG) for each 0 ≤ k ≤ m. But this may not be a necessary condition, as
there may exist coefficients ck not all divisible by eG such that
∑m
k=0 ckϕk = 0. For example
consider G = V4. Then eG = 2, Aut(G) = D6 = {idG, (1 2), (1 3), (2 3), (1 2 3), (1 3 2)}
and (1 2) + (1 3) + (2 3) = 0 in (End(G),+, 0).
CHAPTER 5
Periods in central quasigroups of order 4
In this chapter we will compute the minimal periods of the rows of the matrix Aα,β for
the concrete isomorphism classes of quasigroups of order 4. We will use our results from
the previous chapter.
Fix a central quasigroup (G, ∗) of order 4. By Theorem 2.32 there exists an Abelian
group (G,+), such that x∗y = α(x)+β(y)+c, α, β ∈ Aut((G,+)). Because (G, ∗) has order
4, (G,+) is either Z4 or V4. These groups have the following properties: eZ4 = 4 = 22, eV4 =
2, Aut(Z4) = {idZ4 , (1 3)}, and Aut(V4) = D6 = {idV4 , (1 2), (1 3), (2 3), (1 2 3), (1 3 2)}.
This implies that if α ∈ Aut(Z4) then ord(α) ∈ {1, 2} and if α ∈ Aut(V4) then ord(α) ∈
{1, 2, 3}.
1. Medial quasigroups of order 4
Let (G, ∗) be a medial quasigroup. According to Table 1, (G, ∗) is isomorphic to one of
the quasigroups 1–9 or 16–19. Because (G, ∗) is medial, the minimal periods of the matrix
Aα,β can be computed by Theorem 4.26.
Thus for quasigroups 1, 2, 4 (eG = 2, ord(α) = 1) and quasigroups 3 and 6 (eG = 2,
ord(α) = 2), we have
P1 = ord(α), Pi = 2
dlog2 ie for i > 1.
The minimal periods for quasigroups 5, 7, 8, and 9 (eG = 2, ord(α) = 3) are
P1 = 3, Pi = 3 · 2dlog2 ie for i > 1.
For the isomorphism classes 16, 17 (eG = 4, ord(α) = 1) and 18, 19 (eG = 4, ord(α) = 2)
we obtain the following minimal periods:
P1 = ord(α), Pi = 2
dlog2 ie+1 for i > 1.
2. Non-medial central quasigroups of order 4
If (G, ∗) is a central non-medial quasigroup of order 4, then (G, ∗) is isomorphic to a
principal isotope of the group V4 (see Table 1). By Theorem 2.32 there exists an Abelian
group (G,+), such that x ∗ y = α(x) + β(y) + c, α, β ∈ Aut((G,+)), c ∈ G. Using
Proposition 2.44 we have that (G, ∗) is isotopic to (G,+). Since (G, ∗) is isotopic to
(G,+) and also to V4, V4 and (G,+) are isotopic and hence V4 and (G,+) are isomorphic
by Corollary 2.19. Then (G, ∗) = (V4, ∗) such that x∗y = α(x)+β(y)+ c, α, β ∈ Aut(V4),
αβ 6= βα, c ∈ G, and eG = eV4 = 2.
Because Aut(V4) = D6 = {idV4 , (1 2), (1 3), (2 3), (1 2 3), (1 3 2)}, α, β satisfy one of
these statements:
(K1) ord(α) = 3, ord(β) = 2 and (αβ)2 = (βα)2 = idV4 ,
(K2) ord(α) = 2, ord(β) = 3 and (αβ)2 = (βα)2 = idV4 ,
(K3) ord(α) = 2, ord(β) = 2 and (αβ)3 = (βα)3 = idV4 .
The conditions (K1), (K2) and (K3) correspond to conditions (C1), (C2) and (C3) from
Chapter 4, Section 4, where n = 3. Table 6 shows all the non-medial central quasigroups
of order 4, where (G, ∗) = V4[ϕ, ψ] and x ∗ y = α(x) + β(y) + c (see also Table 1).
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Isomorphism class ϕ ψ α β c case
10 (1 2) (1 2 3) (1 2) (1 2 3) 0 (K2)
11 (1 2 3) (1 2) (1 2 3) (1 2) 0 (K1)
12 (1 2) (1 3) (1 2) (1 3) 0 (K3)
13 (1 2) (0 2 1) (1 2) (1 2 3) 2 (K2)
14 (0 2 1) (1 2) (1 2 3) (1 2) 2 (K1)
15 (1 2) (0 2) (1 2) (1 3) 2 (K3)
Table 6. Non-medial central quasigroups of order 4
In the following we will compute the minimal periods of the matrix Aα,β for the non-
medial central quasigroups using results from Chapter 4, Section 4.
Lemma 5.1. Let c1, c2, c3 ∈ N∪{0} and ϕ1, ϕ2, ϕ3 ∈ Aut((V4,+)) be pairwise distinct.
Then c1ϕ1 + c2ϕ2 + c3ϕ3 = 0 if and only if
• c1, c2, c3 are all even or
• c1, c2, c3 are all odd and either ϕ1, ϕ2, ϕ3 ∈ {(1 2), (1 3), (2 3)} or ϕ1, ϕ2, ϕ3 ∈
{idV4 , (1 2 3), (1 3 2)}.
Proof. Because of Lemma 4.11 and the fact that eV4 = 2, passing to ci mod 2 we
may without loss of generality assume that c1, c2, c3 ∈ {0, 1}.
It is easy to check that (1 2) + (1 3) + (2 3) = 0 and idV4 +(1 2 3) + (1 3 2) = 0.
Assume that c1 = 1 and c2 = c3 = 0. Because ϕ1 is an automorphism of V4, c1ϕ1 +
c2ϕ2 + c3ϕ3 = ϕ1 6= 0.
If g, h ∈ V4 then g+ h = 0 if and only if g = h. Suppose c1 = c2 = 1 and c3 = 0. Since
ϕ1 6= ϕ2, there exists g ∈ V4 such that ϕ1(g) 6= ϕ2(g) and hence c1ϕ1 + c2ϕ2 + c3ϕ3 =
ϕ1 + ϕ2 6= 0.
Let c1 = c2 = c3 = 1 and ϕ1, ϕ2 ∈ {(1 2), (1 3), (2 3)}. If ϕ1 + ϕ2 + ϕ3 = 0 then using
(1 2) + (1 3) + (2 3) = 0 we obtain ϕ3 = −(ϕ1 + ϕ2) ∈ {(1 2), (1 3), (2 3)}. Similarly, if
ϕ1, ϕ2 ∈ {idV4 , (1 2 3), (1 3 2)}, then also ϕ3 ∈ {idV4 , (1 2 3), (1 3 2)}.























Since αj−1βi−1 = α(j+2) mod 3β(i−1) mod 2, αj−3βi−1 = αj mod 3β(i−1) mod 2, and αj−5βi−1 =
α(j+1) mod 3β(i−1) mod 2 are either three distinct rotations or three distinct reflections in D6,
by Lemma 5.1
ai,j = 0 if and only if d0(i, j), d1(i, j), d2(i, j) have the same parity. (26)
By Corollary 4.18 there is a non-decreasing sequence (ci)
∞
i=1, ci ∈ N ∪ {0}, such that
Pi = 3 · 2ci for each i ≥ 1,
where c1 = 0 and cj+1 − cj ≤ 1 for each j ≥ 1.
Lemma 5.2. Let c, s ∈ N ∪ {0}. Then a2s+1,3·2c = 0 if and only if s ≤ c.
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Proof. By (26), a2s+1,3·2c = 0 if and only if the numbers d0(2
s+1, 3·2c), d1(2s+1, 3·2c),
and d2(2
s + 1, 3 · 2c) have the same parity.
First, assume that s = 0. Then for k = 0, 1, 2




k + 3l + 0
0
)(




and hence dk(2, 3 · 2c) have the same parity for each k = 0, 1, 2 whenever c ≥ 0.
Now suppose that s > 0. For 0 ≤ m ≤ 3 · 2c − 1 put
B(c, s,m) =
(
m+ 2s−1 − 1
2s−1 − 1
)(






s + 1, 3 · 2c) =
2c−1∑
l=0
B(c, s, k + 3l).
For k = 0, 1, 2 denote
Mk =
∣∣{m; m ≡ k (mod 3), 0 ≤ m ≤ 3 · 2c − 1, B(c, s,m) is odd}∣∣.
Then dk(2
s + 1, 3 · 2c) is even if and only if Mk is even. Hence dk(2s + 1, 3 · 2c) have the
same parity for each k = 0, 1, 2 if and only if M0, M1, and M2 have the same parity.
To find out the parity of the Mks we need to determine under which circumstances are
the numbers B(c, s,m) odd. To this end we apply Lemma 3.10 with a = 2s−1 and b = m.
It follows that there are four possibilities:
• Case s > c+ 2:
The number B(c, s,m) is odd if and only if m = 0. Therefore M0 = 1 and M1 = M2 = 0.
• Case s = c+ 2:
Then B(c, s,m) is odd only for m = 2c+1. Thus M2c+1 mod 3 = 1 and Mk = 0 for k 6=
2c+1 mod 3.
• Case s = c+ 1:
The number B(c, s,m) is odd if and only if m ∈ {0, 2c+1}. Because 2c+1 6≡ 0 (mod 3),
M2c+1 mod 3 = M0 = 1 and M2c mod 3 = 0.
• Case s < c+ 1:
The number B(c, s,m) is odd if and only if m ≡ 2s−1 (mod 2s). Thus
Mk =
∣∣{m; m ≡ k (mod 3), m ≡ 2s−1 (mod 2s), 0 ≤ m ≤ 3 · 2c − 1}∣∣ .
By the Chinese Remainder Theorem for each k = 0, 1, 2 there exists uniquely determined
xk ∈ {0, . . . , 3 · 2s − 1} such that
Mk =
∣∣{m; m ≡ xk (mod 3 · 2s), 0 ≤ m ≤ 3 · 2c − 1}∣∣.






M0 = M1 = M2 = 2
c−s.
Therefore M0, M1, and M2 have the same parity if and only if s ≤ c.

Lemma 5.3. Let s ∈ N, c ∈ N ∪ {0}, and P2s+1 = 3 · 2c. Then
Pi = P2s+1 = 3 · 2c for 2s + 1 ≤ i ≤ 2s+1.
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By Corollary 4.13 and the fact that P2s+1 = 3 · 2c, a2s+1,3·2c = 0 and hence s ≤ c by
Lemma 5.2.
Suppose that 2s + 1 < i ≤ 2s+1 and i is even. Then 0 < i−2
2
< 2s ≤ 2c and using













is even for each 0 ≤ m ≤ 3 · 2c − 1. Therefore dk(i, 3 · 2c) is even for each k = 0, 1, 2.
Similarly, if 2s + 1 < i ≤ 2s+1 and i is odd, then 2s−1 < i−1
2
< 2s ≤ 2c and using















is even for each 0 ≤ m ≤ 3 · 2c − 1. Thus dk(i, 3 · 2c) is even for each k = 0, 1, 2.
Putting both cases together, we have that d1(i, 3 · 2c), d2(i, 3 · 2c), and d3(i, 3 · 2c) are
even for every 2s+1 < i ≤ 2s+1. The statement now follows using (26) and Corollary 4.13.

Theorem 5.4. Suppose (K1) holds. Then
P1 = 3 and Pi = 3 · 2dlog2 ie−1 for i > 1.
Proof. Obviously, P1 = ord(α) = 3. We show that Pi = 3 · 2s for 2s + 1 ≤ i ≤ 2s+1,
s ≥ 0. We do that using an induction on s. For s = 0 we have a2,3 = 0 by Lemma 5.2 and
hence P2 = 3 by Corollary 4.13.
Now suppose that the statement holds for some s > 0. Then P2s+1 = 3 · 2s. Fur-
ther, a2s+1+1,3·2s 6= 0 and a2s+1+1,3·2s+1 = 0 by Lemma 5.2. Hence P2s+1+1 = 3 · 2s+1 by
Corollary 4.13. An application of Lemma 5.3 now finishes the proof.

2.2. Case (K2). By Proposition 4.34 and Remark 4.31 we have that
ai,j = d0(i, j)β
i−1αj−1 + d1(i, j)β
i−3αj−1 + d2(i, j)β
i−5αj−1
















Because βi−1αj−1 = β(i−1) mod 3α(j−1) mod 2, βi−3αj−1 = βi mod 3α(j−1) mod 2, βi−5αj−1 =
β(i−2) mod 3α(j−1) mod 2 are either three distinct rotations or three distinct reflections in D6,
by Lemma 5.1
ai,j = 0 if and only if d0(i, j), d1(i, j), d2(i, j) have the same parity. (27)
By Corollary 4.18 there exists a non-decreasing sequence (ci)
∞
i=1, ci ∈ N ∪ {0}, such
that
Pi = 2 · 2ci = 2ci+1 for each i ≥ 1,
where c1 = 0 and cj+1 − cj ≤ 1 for each j ≥ 1.
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Lemma 5.5. Let c, s ∈ N∪ {0}. Then a2s+1,2c+1 = 0 if and only if one of the following
conditions holds:
• s < c or
• s > c and s− c is odd.
Proof. By (27), a2s+1,2c+1 = 0 if and only if the numbers d0(2
s + 1, 2c+1), d1(2
s +
1, 2c+1), and d2(2
s + 1, 2c+1) have the same parity.
For 0 ≤ m ≤ 2s put
B(c, s,m) =
(
m+ 2c − 1
2c − 1
)(






s + 1, 2c+1) =
d 2s+1−k3 e−1∑
l=0
B(c, s, k + 3l).
For k = 0, 1, 2 denote
Mk =
∣∣{m; m ≡ k (mod 3), 0 ≤ m ≤ 2s, B(c, s,m) is odd}∣∣.
Then dk(2
s + 1, 2c+1) is even if and only if Mk is even. It implies that d0(2
s + 1, 2c+1),
d1(2
s + 1, 2c+1), d2(2
s + 1, 2c+1) have the same parity if and only if M0, M1 and M2 have
the same parity.
Assume s < c. Then by Lemma 3.11, B(c, s,m) is even for each 0 ≤ m ≤ 2s and hence
M0 = M1 = M2 = 0.
Suppose that s ≥ c. Then, by Lemma 3.11, B(c, s,m) is odd if and only if 2c | m.
Thus
Mk =
∣∣{m; m ≡ k (mod 3), m ≡ 0 (mod 2c), 0 ≤ m ≤ 2s}∣∣.
The mapping r 7→ r2c is a bijection between the set {r; 0 ≤ r ≤ 2s−c} and the set
{m; m ≡ 0 (mod 2c), 0 ≤ m ≤ 2s}. Moreover, r12c ≡ r22c (mod 3) if and only if r1 ≡ r2
(mod 3), and hence
M(k2c) mod 3 =
∣∣{r; r ≡ k (mod 3), 0 ≤ m ≤ 2s−c}∣∣.
















+ 1, which means that M(1·2c) mod 3 =
M(2·2c) mod 3 + 1. For 2








for each k =
0, 1, 2. This implies that the numbers M0, M1 and M2 have the same parity if and only if
2s−c ≡ 2 (mod 3), which is equivalent to s− c being odd.

Theorem 5.6. Suppose that (K2) holds. Then
Pi = 2
dlog2 ie+1 for i ≥ 1.
Proof. By Corollary 4.13, P1 = 2. We show that Pi = 2
s+2 for 2s + 1 ≤ i ≤ 2s+1,
s ≥ 0, using an induction in i.
By Lemma 5.5, a2,2 6= 0. Hence P2 = 4 by Corollary 4.13 and Corollary 4.17.
Assume that the statement holds for some i ≥ 2. If 2s + 1 ≤ i < 2s+1 then(
k + 3l + 2s+1 − 1
2s+1 − 1
)(
i− (k + 3l) + 2s+1 − 1
2s+1 − 1
)





− 1 and k = 0, 1, 2, by Lemma 3.11. Then d0(i+ 1, 2s+2),
d1(i+ 1, 2
s+2), and d2(i+ 1, 2
s+2) are even, and hence ai+1,2s+2 = 0 by (27). Thus Pi+1 =
Pi = 2
s+2 by Corollary 4.13.
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In case that i = 2s+1, we have a2s+1+1,Pi = a2s+1+1,2s+2 6= 0 by Lemma 5.5. Hence
Pi+1 = P2s+1+1 = 2Pi = 2
s+3 by Corollary 4.13 and Corollary 4.17.

2.3. Case (K3). By Proposition 4.35 we have that
ai,j = d0(i, j)(αβ)
i−1αj−i + d1(i, j)(αβ)















for j ≥ i ≥ 0. (28)
Because the automorphisms (αβ)i−1αj−i = (αβ)(i−1) mod 3α(j−i) mod 2, (αβ)i−3αj−i =
(αβ)i mod 3α(j−i) mod 2 and (αβ)i−5αj−i = (αβ)(i−2) mod 3α(j−i) mod 2 are either three distinct
rotations or three distinct reflections in D6, by Lemma 5.1
ai,j = 0 if and only if d0(i, j), d1(i, j), d2(i, j) have the same parity. (29)
By Corollary 4.18 there exists a non-decreasing sequence (ci)
∞
i=1, ci ∈ N ∪ {0}, such
that
Pi = 2 · 2ci = 2ci+1 for each i ≥ 1,
where c1 = 0 and cj+1 − cj ≤ 1 for each j ≥ 1.
Theorem 5.7. Suppose that (K3) holds. Then
Pi = 2
dlog2 ie+1 for i ≥ 1.
Proof. Corollary 4.13 gives that P1 = 2. Next, we want to prove that
Pi = 2
c+2 for 2c + 1 ≤ i ≤ 2c+1, c ≥ 0.
According to Corollary 4.13 and Corollary 4.17 it is sufficient to show that for any c ≥ 0,
a2c+1,2c+1 6= 0 and ai,2c+2 = 0 for 2c + 1 < i ≤ 2c+1.
By (29) this is equivalent to
(i) d0(2
c + 1, 2c+1), d2(2
c + 1, 2c+1), and d2(2
c + 1, 2c+1) do not all have the same parity,
(ii) for each 2c + 1 < i ≤ 2c+1 the three numbers d0(i, 2c+2), d1(i, 2c+2), and d2(i, 2c+2)
have the same parity.
First, we will prove (i). For c = 0, by the definition of the matrix Aα,β, a20+1,20+1 =
a2,2 = αβ+βα = αβ+ (αβ)
2. Using Lemma 5.1, a2,2 6= 0. Now, suppose that c ≥ 1. Since
2c+1 ≥ 2c + 1, we may use (28) and so
dk(2




2c−1 + 2c − 1














is odd if and only if m = 0 or m = 2c.
This means that d0(2
c+1, 2c+1) and d2c mod 3(2
c+1, 2c+1) are odd and d2c+1 mod 3(2
c+1, 2c+1)
is even.
Next, we will show (ii). Suppose that c ≥ 1 and 2c + 1 < i ≤ 2c+1. Because i < 2c+2,
we can use (28).








+ 2c+1 − 1











−1 < m ≤ i−1 then i
2






is even by Lemma 3.12. If





















is even for all 0 ≤ m ≤ i− 1, and hence dk(i, 2c+2)









+ 2c+1 − 1










< m ≤ i − 1 then i−1
2






is even by Lemma 3.12.
If 0 ≤ m < i−1
2
+ 1 then i−1
2

















is even for all 0 ≤ m ≤ i − 1,
which implies that dk(i, 2
c+2) is even for each k = 0, 1, 2.

3. Summary
In the previous sections we computed the minimal periods Pi for the central quasi-
groups of order 4. Corollary 4.13 says that the minimal period of the first row is ord(α).
The minimal periods Pi for i > 1 are in Table 7. The number of the isomorphism class
refers to Table 1. Notice that the non-medial central quasigroups can have smaller periods
than the medial quasigroups, although the structure of the medial quasigroups is simpler.
Theorem 4.15 says that eG · lcm(PX , Pi) is a period of the ith row of the matrix
T(G,∗),X,Y , where PX is a period of X. Hence we can see at eG · lcm(PX , Pi) as an upper
estimate of the minimal period of the matrix T(G,∗),X,Y .
Isomorphism Quasigroup Underlying
Pi eG lcm(PX , Pi)
class type group
1,2,3,4,6 Medial V4 2
dlog2 ie 2 lcm(PX , 2
dlog2 ie)
11,14 Central, non-medial V4
3
2
·2dlog2 ie 2 lcm(PX , 32 · 2
dlog2 ie)
10,12,13,15 Central, non-medial V4 2·2dlog2 ie 2 lcm(PX , 2 · 2dlog2 ie)
16,17,18,19 Medial Z4 2·2dlog2 ie 4 lcm(PX , 2 · 2dlog2 ie)
5,7,8,9 Medial V4 3·2dlog2 ie 2 lcm(PX , 3 · 2dlog2 ie)
Table 7. The periods of Aα,β and T(G,∗),X,Y for quasigroups of order 4
This implies that the minimal period of the ith row the matrix T(G,∗),X,Y is less than
C · i for some C ∈ R.
CHAPTER 6
Stream cipher Edon-80
1. Description of the cipher
Edon-80 is a binary additive stream cipher (see Introduction), where the keystream











Figure 3. Graphical representation of Edon-80
Next, we will describe the keystream generator of Edon-80. It is composed of three
phases: KeySetup, IVSetup and Keystream and it uses four quasigroups of order 4 which
we will be denoted by (Q, ·i), i = 0, 1, 2, 3. These quasigroups are fixed. On Figure 3 we
can see that the keystream generator has as input values IV and k. These values are
called initial vector and key and both of them are some binary strings of length 80 bits.
Because each number 0, 1, 2, 3 corresponds to a 2-bit value, the binary strings k and IV
can be represented as
k = K0 . . . K39 and IV = v0 . . . v39,
where Ki, vi ∈ {0, 1, 2, 3} for each 0 ≤ i ≤ 39.
1. In KeySetup we define 80 quasigroups by
(Q, ∗i) =
{
(Q, ·Ki) 0 ≤ i ≤ 39,
(Q, ·Ki−40) 40 ≤ i ≤ 79.
2. In IVSetup we construct from the vector IV values y0, . . . , y79, yi ∈ {0, 1, 2, 3}. Let
τy,∗ : {0, 1, 2, 3}80 → {0, 1, 2, 3}80 be a left iterated translation defined in Chapter 4. Then
(y0, . . . , y79) = τK0,∗79 ◦ τK1,∗78 ◦ · · · ◦ τK39,∗40 ◦ τv0,∗39 ◦ · · · ◦ τv39,∗0(K0, . . . , K39, v0, . . . , v39).
∗i K0 · · · K39 v0 · · · v39
∗0 v39 s0,0 · · · s0,39 s0,40 · · · s0,79









∗39 v0 s39,0 · · · s39,39 s39,40 · · · s39,79









∗78 K1 s78,0 · · · s78,39 s78,40 · · · s78,79
∗79 K0 y0 · · · y39 y40 · · · y79
Figure 4. IVSetup
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3. In Keystream we generate the sequence (t79,i)
∞
i=0 using (y0, . . . , y79) from IVSetup.
The mapping τy,∗ : {0, 1, 2, 3}N → {0, 1, 2, 3}N is also a left iterated translation defined in
Chapter 4. The output (t79,i)
∞
i=0 is given by
(t79,i)
∞
i=0 = τy79,∗79 ◦ · · · ◦ τy0,∗0((i mod 4)∞i=0).




i=0 (we take every second value of
the output).
∗i 0 1 2 3 0 1 2 3 0 . . .
∗0 y0 t0,0 t0,1 t0,2 t0,3 t0,4 t0,5 t0,6 t0,7 t0,8 · · ·









∗79 y79 t79,0 t79,1 t79,2 t79,3 t79,4 t79,5 t79,6 t79,7 t79,8 · · ·
Figure 5. Keystream
2. Quasigroups in Edon-80
The stream cipher Edon-80 uses four fixed quasigroups of order 4, see Figure 6.
·0 0 1 2 3
0 0 2 1 3
1 2 1 3 0
2 1 3 0 2
3 3 0 2 1
·1 0 1 2 3
0 1 3 0 2
1 0 1 2 3
2 2 0 3 1
3 3 2 1 0
·2 0 1 2 3
0 2 1 0 3
1 1 2 3 0
2 3 0 2 1
3 0 3 1 2
·3 0 1 2 3
0 3 2 1 0
1 1 0 3 2
2 0 3 2 1
3 2 1 0 3
Figure 6. The quasigroups used in Edon-80
The quasigroups (Q, ·0), (Q, ·1), (Q, ·2), (Q, ·3) are isomorphic to the quasigroups from
Table 1 with numbers 28, 23, 30 and 25, respectively. This means that the quasigroups
(Q, ·1) and (Q, ·3) are right holomorphic, and (Q, ·0), (Q, ·3) are only isotopic to the Abelian
group Z4.
These quasigroups were chosen based on computer experiments, because they gave the
longest periods and no regular output. (To test this, the authors use modified keystream
mode with only one quasigroup operation.)
Let (Q, ∗) be a quasigroup and Y = (yi)∞i=1 be a sequence of elements from Q. From
a periodic sequence X ∈ Q∞ we generated sequences using the left iterated translations
τyi,(Q.∗) and we tried to describe how the periods of the generated sequence change. We
have found out that for central quasigroup (Q, ∗) of order 4 the periods of these sequences
increase at most linearly. This means that the periods increase slowly, however Edon-
80 needs to generate sequences whose periods grow rapidly. It means that the central
quasigroups of order 4 are not very suitable for implementation in Edon-80.
Corollary 4.30 indicates that the periods increase much faster when using the quasi-
groups for which the exponent of the underlying group factorises to a bigger number of
distinct primes. Further, it is more convenient to use non-central quasigroups. For those
the authors of Edon-80 conjecture that the periods increase exponentially.
Moreover, it appears that the use of the sequence 012301230123 . . . which has period
4 as a vector X is a mistake. Indeed, by Lemma 4.7, the longer the period of X, the longer
the period of the keystream.
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