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Abstract 
This thesis is in two parts. In part I, after a review of the relevant theory, we 
study the semi-standard map with extra terms added. 
f (x, 0) = (x + ie 0 + iae 20, x + 0 + ie 0 + iae 20) 
We construct a parameterisation for the unstable manifold such that 
and then introduce the new variable H which is approximately constant under 
the action of f. H ('' (c)) is then a periodic function and so can be expanded in 
a Fourier series 
H ( () 	iae 2' + 	i (n) e 2 ni .  
We look at the first Fourier coefficient of this function (which is related to the 
splitting of separatrices of f) and give some results on the behaviour of Ma for 
large a. 
In the second part of the thesis we look at the "Julia set" of two dimensional 
maps. For a one-dimensional map the Julia set can be characterised by 
J = {z : 	(z) bounded Vn}. 
We apply this definition to the Henon map (z, w) '—* (z2 + c + aw, az) and con-
trast the situation in two variables with the one dimensional case. Because of the 
four (real) dimensional space in which computations are done this computation 
rapidly becomes very time consuming for large grids. To avoid this problem a 
parallel computer was used, and set up so that each processor of the computer 
worked on a different part of the grid, this reducing computing times greatly. 
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Chapter 1 
The Standard Map 
1.1 Background and Motivation 
The "Standard Map" 
(x,O) " (x +EsinO,O + x + csin9) 
is defined on (x, 0) E R x R/27Z and has been extensively studied as an example 
of a non-integrable, area preserving system. In the neighbourhood of fixed points 
of such a map the existence of stable and unstable manifolds W 5 and WU  is given 
by the unstable manifold theorem (see [AP90]). 
Theorem 1 (Unstable Manifold Theorem) Let f: U -* RTh be a diffeomor-
phism with a hyperbolic fixed point at x' E U. Then on a sufficiently small 
neighbourhood N c  U of x there exist local stable and unstable manifolds 
W, _(X*) = {x E Uf 1 (x) -+ x as n -+ oo} 
Wi (x*) = {x E UfTh(x) -+ x as n -* —oo} 
of the same dimensions as E5 and EU  for  Df(x*)  and tangent to them at x" 
Here E and EU  are the maximal subspaces such that D!ES  is a contraction, 
DfEU is an expansion and E8 ED EU = R. 
From the local stable and unstable manifolds we can define global stable and 
unstable manifolds WU  and  WS  as 
WS(x*) = U frn(Wi(x*)) 
mEZ+ 
WU(x*) = U fm(W oc' 1) 
mE7Z + 
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Figure 1.1: The separatrices of the pendulum equation. 
When the stable and unstable manifolds of a saddle have a point in common then 
they must intersect infinitely often, at all forward and backward iterates of the 
point, creating a honioclinic tangle. When the stable and unstable manifolds of 
Iwo fixed points intersect a similar thing occurs. creating a heteroclinic tangle. 
The dynamics in the neighbourhood of such tangles can be very complex. 
Much recent work has been done on the probleni of splitting of separatrices 
by Lazutkin et al. (see [Laz90]. [GLST92]. [Laz9l]. [LST89] and [Laz]) and also 
by Hakiri and Kirone [HK93] and Suns [Sur94] . Although (1.1) is defined on the 
real plane, much information can be obtained by expanding the definition to C2  
or C x C/27TZ and in the nest of the chapter we will take the standard map to be 
a complex map. If one considers the pendulum equation (with x as momentum) 
8 = x 
sinO 
then the unstable manifold of 0 coincides with the stable manifold of 27( to give a 
boundary between periodic orbits and unbounded orbits, as show, in Figure 1.1. 
The standard map may he viewed as a discretisation of the pendulum; set 
011 +1 - 20, + 9n-1 _ 
— sin 
E 
and introduce x7 - (0 fl-0 fl1)/\/ (momentum). Then we have the map (1.1) and 
the situation shown in Figure 1.2. The standard map is reversible i.e. there exists 
R such that R SM . R = SM-' and R2 = Id (take R = (x + E sin 0, 271 - 0)). 
ru 
0 	 rz 
Figure 1.2: The separatrices of the Standard map 
The action of R permutes WS and  WU and leaves unchanged the line 0 = r. If 
we define o as in Figure 1.2 then alpha is the splitting angle and Lazutkin et 
al. Ii iVC obtained an expression for the splitting angle as 
(1.2) 
Iii 	'unsiant e that appeals in (1.2) seems to be a universal constant. 
(Lazutkin has calculated this [LST89] and in the co-ordinate system used in 
the rest of the chapter we have the constant equal to —5.59. 	z - 2 1  .) To 
calculate this constant one must work without involving c and to do this we ap-
proximate the standard map with the pendulum map or the semi-standard map 
which we now define. Using the change of variables 9 = i In (2/c) + t (1.1) becomes 
(x. t) 	(x'. t') 
- 	c 	it 
X 	x + ye_it - 
- t+x' 
and if the E 2  term is small then (replacing t with 9) we get the semi-standard 
map. 
(a:, 0) 	(x + ie+ 0 , :r + 9 + ie ° ) 	 (1.3) 
which approximates the standard map where ImO is near in (2/c). 
The pendulum equations are a Hamiltonian system with H = x2 / 2+cos 9. The 
separatrix passes through (0, 0) and so is given by H = 1. Hence x = ± sin(0/2) 
5 
and we can solve 0 = 2 sin(0/2) to give 0 (t) = 4 arctan et  (using the initial 
conditions 0 = 71, x = 2). The pendulum separatrix 0(t) (the bold line in Figure 
1.1) approximates the separatrices of the standard map in the strip jImtj < 7/2 
excluding the neighbourhoods of t = +i7/2 (where arctan has poles). In the 
neighbourhoods of these points it is possible, and sometimes useful, to use the 
semi-standard map as an approximation to the standard map (see [Dav93]). 
Lazutkin et al. and Davie [Dav93] have both proved (using different methods) 
that the semi-standard map has two isolated complex invariant curves F+  and 
I which approximate the separatrices of the standard map and which can be 
paramaterised as 'y (() = (x (c:) , 0 (()). Davie also showed that there exists 
complex coordinates H, u such that the action of the semi-standard map becomes 
approximately (H, u) '—* (H, u + 1) and hence that if we look at 
g() =H()) 
then this is an approximately periodic function of period one and which can be 
expanded in a "Fourier series" (by Proposition 5) 
g (() = E One 	 (1.4) 
and it is the first coefficient of this expansion that appears in (1.2). The properties 
of the first coefficient will be discussed in more detail in the next section. 
Another motivation for our work comes from the renormalisation approach 
to studying the breakdown of invariant curves for area preserving maps. For the 
standard map, numerically it can be seen that as E is increased then there exists a 
critical value E = 6c (w) beyond which the invariant curve with rotation number 
w breaks down. The case in which the invariant curve has winding number w = 
(\/ - 1) /2 (the "Golden-mean rotation number") has been the most extensively 
studied (this is the case most amenable to this method), and in this case E. = 
0.971635.. The renormalisation operators are usually defined on "commuting 
pairs" of mappings. Since our work leads to a different approach we summarize 
some of the results of this method here without giving any details. We refer the 
interested reader to Rand [Ran88] for background. 
We wish to determine which maps have an invariant curve with rotation num- 
ber 	— 1) /2. If we have a family of functions and a renormalisation operator 
with a fixed point fR  then all functions in the basin of attraction of fR  have an 
invariant curve with golden mean rotation number, so the problem becomes equiv-
alent to finding the boundary of the basin of attraction. This boundary consists 
of the stable manifolds of other fixed points of the renormalisation operator. 
Green and Meo [GM90] study an extended version of the Standard map, 
xl 	x+yl 
= 	y + --- sin 2'irx - 	 sin 4irx 27 47r 
as does Wilbrink [Wi190] (along with other maps), and they show that under 
renormalisation this is attracted to a fixed point on the boundary of the basin of 
attraction. In this chapter we study the perturbed semi-standard map 
(x', 0') = (x + ie 9 + iae 20 , 0 + x') 
which corresponds to the perturbed standard map 
(x', 0') = (x + c sin  + a sin 20 + /3 cos 20, 0 + x') 
Davie [Dav93] takes a different approach and constructs the renormalisation 
operator directly by finding co-ordinates (X, e) such that the action of a map 
f near the Standard map becomes approximately (X, ) -~ (x, e + 27) on a 
region which is mapped to itself by f. The renormalised mapping is then defined 
as the first return map in the new co-ordinates. 
If we write [ni , n2 .... ] for the continued fraction expansion of a number then 
the main result of [Dav93] for the Standard map is 
Theorem 2 Given w = [n1, n2,...] and a large N such that nk > N and k--1 < 
ecnk for small positive c for each k then there exists E, = c (w) such that the 
Standard map has an invariant curve if 0 < E < E, which is analytic if E < E, but 
no invariant curve if E > Ec. 
The condition on the continued fraction is related to the Brjuno function (see 




(where qk are the continued fraction convergents to 4, a number that is going to 
violate this condition must have coefficients that grow "rapidly". Any numbers 
that satisfy the conditions of the theorem will be such that the Brjuno sum is 
large and so Davie's results are in some sense the "opposite" case to the golden 
mean rotation number case (the Brjuno function has a minimum value when w is 
the golden mean). 
1.2 Statement of Results and methods. 
The semi-standard map is the map (x, 0) '-4 (x', 0') where 
(x', 9') = fo (x, 0) = (x + ie 0 , 9 + x + ie °) 
Under the change of variable v = 2_1/2e_t012 and z = ix/2 this becomes (z', v') 
fo (z, v) = (z + v2, vez')  with z, v E C. We will study the family of perturbed 
semi-standard maps 
fa (z, v) = (z', v') = ( + v2 + 2av4 , vez') 
and will usually write this map simply as f (z, v). 
This map has a fixed point at (0, 0) and we will prove the existence of an 
unstable manifold 'y at this point and that this manifold can be parameterised as 
(w), w E C. To do this we introduce the new co-ordinates 
u=+a and  H= zz1 _ v2 _ av 4 .  
which are such that under the action of f, H is approximately constant and u 
is approximately increased by one (this is the content of Lemma 9). To simplify 
notation we write (Zk,Vk) =f  (zo,vo) and Uk = (v 2 + a)112 etc.). Having done 
this, we can write our map f in the (u, H) co-ordinates as h where (u', H') = 
h (u, H). To show the parameterisation of the unstable manifold we construct 
the sequence 
( 1.(w) = h' (w - n,0). 
for a parameter w E C. Note that if -y (w) = lim, ( (w) then, by construction, 
(w + 1) = h ('y (w)) and returning to the (z, v) plane we obtain a function ' 
whose image is the invariant manifold. Showing the convergence of ( involves 
using our bounds on the behaviour of (u, H) over orbits to obtain (via Cauchy in-
equalities) bounds on the derivatives aH/aH0 , OH/a 0, au/auo and 5u/aHo 
which are sufficiently good to let us conclude that Cn is a Cauchy sequence and 
hence convergent (this is done in section 1.5). 
A function that is analytic, bounded and periodic with period one in the lower 
half-plane can be expanded as a Fourier series 	IJ ake 2 . If we define 
g() =H('y(()) 
then we have a function that is analytic, bounded and nearly periodic in the lower 
half plane. In section (1.3) we prove (as Proposition 5) that such a function can 
be expanded in a similar way. Using this we can prove that 
g (() = 	+0 
(_4  log ). 
8 
The proof that g satisfies the conditions of Proposition 5 is another application 
of Lemma 9 and is contained in section 1.6. 
In the next part we prove our first result about the behaviour of ,Ua 
Theorem 3 For a E R, /a  is purely imaginary. 
All the results obtained in sections 1.4 to 1.6 assume that we are working with 
a fixed. In the rest of the chapter we go on to study the function a F—* /1a and 
prove 
Theorem 4 For a E {arga I > E } for  small and positive 
2/la 
urn 
/10 cos (2r/) 
and for a E 
/10 
Pa = -- cos (27r \/a) +o(1). 
as a —+ 00. 
The estimates of Lemma 9 are not sharp enough to let us do this. We can 
however obtain better bounds using very similar methods, though at the expense 
of making the details much more complex. In doing this there are two complica-
tions; first that we can no longer view u and v' as being boundedly proportional 
and secondly that the behaviour of g is different for a E R+ than when a is away 
from the real axis. 
If u '-' 	then v will be comparatively large and so 	- HI may not be 
small. For u in the lower half plane and jarg al > E (for E small and positive) 
then orbits in the u plane will pass near only one square root of a (the one in the 
lower half plane) whereas for a E 	both roots lie on the real axis and so the 
orbit will pass close to both roots. 
In section 1.8 we obtain estimates on the behaviour of (un , I{) for a away 
from the real axis and in section 1.9 we apply these to obtain estimates on the 
asymptotic behaviour of /ia for such a. In section 1.10 we repeat this program in 
the more complicated case of a e 
1.3 Nearly Periodic functions 
In this section we prove a general result on "nearly periodic functions". This is a 
version of Davie's Proposition 2 with slightly better bounds. 
Proposition 5 Suppose A, 0, K and 6 are positive numbers with 0 > 1. Then 
we can find positive numbers Qo,  D, A' and ) = A'e'1' such that if Q < Qo, 
M < OQ and g is an analytic function on an open set 1 containing 
0={=0`+iT:0<a<2, —Qo <r<--A} 
satisfying 
Ig () I <KC 4, for all ( E o; 
whenever, (+ 1 e Q we have Ig(+ 1) — g() I <K( 5; 
8. whenever( e Q, F(+1 <2M and g(() 	we have <+l E 
then Q contains the domain 
V = {( = a + i: —Q <T < — A', 0 < a <mm (Ae_T,  M) } 
and there is a complex number p with IpI < D and 	ilK < 	such that on V 7rA
we have 
	
g(() —je 2 	<D 4 ln. 
Before giving the details of the proof we present a summary of the method 
used. Given an analytic function g we write 
d(() =g(+1)—g), 	h(s) =g((+s) —sd(() 
where s e [0, 1] and h is extended periodically. Then by the Fourier series theorem 
+00 
g(() =h(0) = k=E 6k 
- 
where 6k = 	h (s) e2'ds. It must be shown that this sum is convergent and to 









C1 	4 log 	. 
for a constant C1. 
Figure 1.3 shows the domains we will be working with (these, and the as-
sociated constants, will be defined formally below). Observe that the choice of 
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a 
Figure 1.3: Doinaiiis used ni the proof of Proposition 3. 
means that the curve 	 ise through the point .3' 	/-l'. \\/ritilg 
V 	{( E V : R( < .s} we first show that 	C ç2 using an ancillary lemma 
and hence that V., C ft The estimates (1.5) hold on 	and we use tile leninia 
again to show that they hold on {( : ( e V and R( < 2A'}. We then need to 
show that (1.5) hold on {( : ( E V and R( > 2A'} and to do this we introduce 
the new sequences o  and i3k  (for k 0 and ( E l'): 
(+ 1 
Gk (() 	f 	c2
g' (z) dz 
k (() = L 
e2g' (( + s) ds e2k(a ((). 
To understand the purpose of introducing these sequences, first note that inte-
grating the expression for 6k  by parts we obtain 
= 2nik 	= 	 Gk (). 	
k 0 
Let 'y  be the curve a = )e T ; for a specific point ( = a + hr E i', let 
Ti(a) be the imaginary part of the intersection point X of the vertical line 
through ( with the curve 'y.  This enables us to compare (with ((r1) (k > 0) and 
11 
< 
a - iQo (k < 0). Hence we can express ak as 
ak 	ak(((T1)) _1:+ it) 
dt 	
k >0 	(1.6) 
k () = k (a - iQ) + fQ 
a (a + it) dt 	k < 0 	(1.7) 
and by using these expressions to control ak we will obtain the required bounds 
on 6k. The case J0 is straightforward and will be proved separately. We then 
estimate the integral parts of the above expressions separately from the constant 
parts. 
Before proceeding to the details of the main proof, we prove the preliminary 
lemma. 
Lemma 6 Under the conditions of the proposition, suppose v > 1, (= a+i'r E 
and that a > 0, ( > 2v (1 + v)2 K/6 and I g (()I <(5 (1 + 
V)-21(1-2 /2. Then 
Vn E N such that n < v and ( + n < 2M we have (+ n e 2 and 
g((+n) < Ig(( +Kv4 <(5 -2 
PROOF. Suppose that n < v 	and C+k E 1 for k=0,1,... ,n-1. Then 
g (( + k + 1)— g (( + k) 
K K + kr-5 
by condition (2) of the proposition. Hence 
and so by (3), +n E ft To prove the bound on I g (( + n) I we repeat the working 
above to obtain 
~ g(+K+kr-5 
12 
and the proof follows by induction. Note that for ( G Q0 we can replace the bound 
ong() with g( <K 4 and then we have Ig((+n) I <K(1+v)K+n 4  
as our conclusion. 
PROOF. [of Proposition] We define our domains as 
V8 = {CEV:J?.C<s} 
= {( = a + i: 0 <a < mm (2e_T,  2s) , —Q < T < — A'} 
where 
S* = { sups< M: 19( < 6 _2  for all CE v8 } 
and choose M> A'> 64K/6. 
The estimates (1.5) hold on Qo by the assumptions to the proposition. This 
is proved by using Cauchy estimates on a disc of radius one in the definition of 
0k• Both here and later it may seem that there is a problem along the top of the 
domain. One could talk about domains where 	< —B for a B > A' + 1 but 
since we can choose A' as large as we like it makes the notation clearer to not 
introduce another variable. 
	
By using condition (3) and Lemma 6 we can extend this to 	< 2A' as 
follows. We can see that s,, > 2A' since if ( = a + i'r, T <—A' and 0 < a < 2A' 
then ( = (o + n for some (o  E Qo and n < 2 1 Co.  By condition (1) and the lemma 
with v = 2 we have 
g (()I < Ig( o)+2K(o 4  
3K( 
8 	 64K 
since I(o l > A'j > 
22 6 
6 -2 
since 1(1 < 11-vHCo 	3 Co 
and so s,, > 2A'. Another application of the lemma shows that V C Q. If we use 
the lemma with ii = 1 then we obtain 
g (()I <2K 1(0 1 — (1.8) 
First we prove the bound on 8. Since g is analytic the integral of g around a 
closed contour is 0 and 
Q1 
60 
= J 	g(a+ 
it) —g (or +it+1)dt+ J g(a+s—iQ)ds 
_
0 
s(g((+1)_g(())ds 	 (1.9) 
13 
By our remark at the end of the proof of the lemma, with n = [a] and 
remembering that a < 2M and M < OQ, 
g(a—iQ) < Ca—iQ 4  
C k:1 4  
and 
g(a+s — iQ) C 4  
for 0 < s < 1. Applying these estimates to (1.9) gives160 ( 	< C 
1 ( 1-4 as 
required. 
For k < 0 a (a - iQ) < Ig (a - iQ) < C1(1-4 and so ak differs from the 
integral term in (1.6) by 0 ((_4)  which implies that 
= Integral term + 0 (e2T+m _4) 
Integral term + 0 
( 	
_4) 	since - Qo <r, 
and so we need to bound the integral terms in (1.6). 
For k > 0 we will need to look at the constant terms as well. First the integral 
terms; we need to estimate a (() = e2 	(g' (( + 1) - g' (()). If ( E V then 
the disc of radius 1/5 centred on (is contained in V and hence in Q. (The factor of 
a fifth arises here since the vertical distance between the lines Ae_T1  and 2Ae_T2 
is (log 2)/7r 	0.22. The shortest distance is a little less, but still more than 1/5). 
By condition (2) 
g(+1)—g( <KH 5  
for 'y E V and hence using Cauchy's inequalities 
g'(+1) —g'( <10K7 5  
and 
<10e 2 TK 5 
	
(1.10) 
For the function t F4 e 	(a2 + t2)5/2, f' (t) < 0 V t if a > 5/27'. So for 
T < t <T1 and k> 0 
e_2t a + it5 <e_2_)te_T a + ir 5 	(1.11) 
so the integral term in (1.6) is bounded for k > 0 by 
Ce_ 2 T 
(k — i) K15  
14 
and 
k (() - e2TT1k 	
k 
For k < 0 the integrand can be bounded more simply by Ce_2t 	to give 
a bound for the integral term of 
	
and so fork <0, /3 (()I <C kL' ( 	which implies that I Jk (() 1 <C I k 2 (. 
To estimate 13k for k > 0 we have to look at 13k (((fl)) or, equivalently, 
k (((Ti)). This can be expressed as 
- A' 
k (((Ti)) 	(((—A')) 
- f 	(((t)) 
(_et + 0 d 	k >(2.12) 
k (((Ti)) = 	k (((T)) 
+ 
f7'1 
(((t)) (_et + i) dt 	k =1 (1.13) 
for any 7,, < Ti . (These expressions come from (1.6) by re-arranging and substi-
tuting (= ((t) in the integral so that 
IT1 
 
c (a + it) dt = 
- J'~ 
c 	(((t)) (' (t) 
 
etc.). 
To simplify the notation we write ak (1/) = Cek (((n)) and bk (ii) = /3k (((ij)). 
We now estimate bk (Ti) for k > 3 where T* <Ti < —A'. We have that 
—A' 






(i + 	ds f ' 
01 
< 20K) IA I s215ds 
< 20K2ka24 (2k - 4)i 
Where the first line comes from using (1.10) and the change of variable in the 
second line is s = )et (remembering that a = AeT1 and A' = 
By (1.8) we have Ig (()I <2KA' 4 for ( - ((—A') <2, SO 
ak (—A') I < 2KA' 3e2 '1' 
= 2KV 2kA124 
	
(1.14) 
and it follows that 
ak (Tl)j < 2KA_2kAl2k_4 + 20K)_2ka24 (2k - 
15 
We now estimate a1 (ii) and a2 (Ti). First k = 1. 
Let p = a1 (T) . By similar methods to those for the first case 
a1 (T) - pl  < 20KA2 
f -T 
sds 
< 20K)0,  
for T < T1 < — A', since jb2  (Ti) I  =A2a 2 jai (T1) I . Hence for such T1, 
b1 (Ti) - pe2n1_i <2OKa4 < C2 
Again by the same method as for k > 3 it follows that 
PP-2,,i( < 30Kcr 4  
for 	= ci + iT E V8 with a > 2A'. We also have from (1.14) that jai (—A')l < 
2K 2A'' (note that this estimate does not require that k > 3) and so 
pl < 22K)C 2 A' 2. 	 (1.15) 
Next we consider k = 2. As in the preceding case k > 3 we have T* <T1 < A' 
and 
a2 (71) - a2 (—A')l < 20K4 fAl sds 
< 20KA In  a 
and la2  (—A') I <2K) 4. Hence 
a2 (T1) I  <2K,\ 4 + 20KA 4 lna 
Now we have to estimate a (T) for k > 1. By (1.11) 
ak(() —  ak(Ti) I < CeTa+iTI
T1 
e_ 2 _)tdt 
Ce 2  < - 	1(15 2 (k - 1/2) 
Cie-2 T 
- k 5  
and so we can bound /3k  by 
k () - ak (Ti) e2 	
k5 
Combining all this the integral in the expression for ak (( (Ti)) is bounded by 
Ce2 ( 2_In1 
fork 	2 
k  
0(T1) fork = 2 
o (,2T1)  for k = 1 
16 
and this gives the stated bounds on 8k  with p =27ri  p. 
The only thing remaining is to prove that s,, = M. From (1.15) and remem- 
bering that A' = )\e' > 64K/6 we get 
< 4K.\_lA!_le2 7- 
= 4Ka_2A_ 2e_ 2 T 7-1) 
< 
S i -3  
- 20' 
if A' is large enough. Hence, if so we have Ig(() 	
- 5/10 1(1-2  for E V. Ifs < M 
then by continuity Ig (()I <8/8 1-2 for ( V for some s > s, contradicting the 
definition of s. So s,, = M and the result follows. 	 El 
1.4 The Basic Estimates; fixed a. 
To prove the existence of the unstable manifold we will work with fixed a to 
simplify the working involved in estimating the errors along orbits. Later on we 
will look at the asymptotic behaviour of Pa  for a large and will need more accurate 
estimates; these are given in later sections. 
For the study of the map (z, v) '-* (z + v2 + 2av4, vez'),  it is helpful to consider 
the system of differential equations whose time one flow approximates f, 
= v2 +2av4 	 (1.16) 
= vz 	 (1.17) 
For this system we have 
dz - v + 2av3  
for v 0 and so it has a first integral given by H = Z2 -  - av4. If we substitute 
this expression in (1.17) then we obtain 
'V 	-V\/V 2 + av4 + H 	 (1.18) 
(The reasons for the choice of branch of root taken will become clear shortly). In 
the region where H is small compared to the other terms in the expression we 
can solve this equation to obtain 
and since, by construction, the time one map of the system approximates f it 
is reasonable to hope that u = \/v2 + a will be such that u is approximately 
increased by one under the action of f. 
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This motivates the introduction of the new co-ordinates 
u 	V v 2  
H = zz' - v2 - av4 
and in this section we will show that under the action of f, H is approximately 
constant and u is approximately increased by one, and obtain bounds on the 
errors involved. In fact we could take the simpler co-ordinates 
1 
U = - 
V 
H = zz'—v2  
(which are the same as the a = 0 case) but it simplifies the working later to take 
(u, H) as in (1.19). It is the need for agreement with case a = 0 that forces our 
choice of root. 
We introduce the domains 
D,a = u: Jul >  max (A, A V-ja—1 ) I 
E,a 	= 	(u, H) : u e D,a, I H I <8u 2} 
for L > 1. These let us state our basic estimates on the behaviour in u and H 
with initial conditions on (z, v) or (u, H). If (u, H) = 1 (z, v) then 1 is defined 
on C x {v : 1/v E D,,,} and 	is defined on E,,5,,, for a 5 > 0. For a fixed a, 
U E D,a it can be seen that u and v' are boundedly proportional. 
Lemma 7 Let jvJ < 1/(16 + 8a) and Jzj < 31vl. Then H' - HI < 2 v2 11z' 3  + 
16 I V4 1  Jz'j'Jaj < CIV15 . Equivalently, if U E Dz ,a and (u, H) E E,a then 
PROOF. 
H' - H = z'(z" - z) + v2 - v' 2 + a(v4 - v') 
= z'(v2 + v12)  + v2 - v' 2 + a(2z'(v4 + v' 4 ) + (v4 - v' 4)), 
= va() + av(() 
where = z', a(() = ((1 + e2 ) - e2 + 1 and q) = 2(1 + e4 ) - e4 + 1. 
Since a" (() < 2 ( for I (I < 1/2 and " () < 8 ( for 	< 1/4 then 
since all lower order derivatives are zero at the origin, we have o(()l < 3(3 
for 	< 1/2 and 	< 8 	for J < 1/4. To ensure 	< 1/4 we have 
z' < 41v + 2aHv < 1/4 when Jvj < 1/(16 + 8aj). Putting this together we get 
H' - HI <2v 2 z' 3 +16 I V 41 J Z11 3 jal. 
If U E DA,, and (u, H) E E,6,,, then from (1.21) below we have that 




H' - Hi < C I u 2a (u-1) + auu 4a (n-') 
si 	u 
if A is large enough. 	 yj 
Lemma 8 Let lvi < 1/(16 + 81a1), j zj < 31v1, R (z/(v/1 + av2)) < 0 and JHJ < 
IV12 /2 or  E DA, and (u, H) E E,8,a then we have u'- U - i I < C1u2+Hu21. 
PROOF. From the definition of H we have 
v2 	 / 	i 	 H 
z 	----av ±v\/l+v2(a+)+av4 +a2v6 +- 
z' 	
4 V21 
= 	+ + av4 + v
~
1+v 2(a + ) + av + a2 v6 + 	(1.20) 
The negative square root applies in both cases since R (z/(v/1 + av2)) < 
0 = 	(z'/(vv'l + av2)) < 0. Since v2 = (u2 - a)' and v2 + av4 = v4u2 we can 
re-write our expression for z' as follows. 
1/2 
	
= v2 + av4 - 	 - v  (i + 
4u
2+ v4u2 + hot ) 	(1.21) 
U 2 	1 	u 
= (u2_a)2 - 2(u2-a) - 
(u2-a) +O(Hu)+O(u3) 




: G2 + 
ae2z') 
= u2e_2z' - ae2z' + a 
= u2 + u2e_2z' - U2 + ae_2z' + a 
= U 2 + (u2 - a) (e-2z' - i) 
= U 2 + ( 2 - a) (-2z' + 2z' 2 + 0 (U-3)) 
and substituting for z' we obtain 
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u'2 = u2 + (u2 - a) 	
—2u2 	1 	2u 
 (Cui_a)2 + 2 (u2 - a) 
+ Cu2  - a) + o (Hu) + 0 (u_ 3)) 







U u2  
u' = u 1+ + O(Hu) +0 (u-s)) 
and this last line implies that I U' - u - 1 I < C (u 2 + Hu2 ) 	 D 
Now we sum these estimates over orbits. 
Lemma 9 Let ii> 0 and (u, H) E E,ö,a and either 
IMU0 1 > z/[j and n < 2Imu0 
or 
(uo +n) <-L/[j. 
Let IHo l < 1/2 uoL3  and then for 0 < k < n 
I. jHk - Hk_l <D1 luo + k - 11-5 
 
jUk - Uk_i - 11 <D (Hou + luo + k - 1_2) 
. Uk - u0 - k <i' D2 u0 + m 2+kD3 H0u <134 u0 + k'+D3k H0u 
PROOF. The proof is by induction. The case k = 1 is covered in Lemmas 7 and 
8 . We assume statements 1-4 hold for 0 < i < k - 1 and jHk I u /2 and will 
prove the statements in the order 1,3,2,4. 
1. Statement 1. By Lemma 7 with H = Hk and H'= Hk_ 1  
Cu_ 5  
< C(uo +k_14 
< D1 u0 +k-1 5 
D4  
u0+k-1 +(k_1)D3Hou) 
where the second lines comes from using statement (4) with k replaced by 
k - 1. 
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Statement 3. By Lemma 8 with u = 'Uk_i and n' = 'Uk 
'Uk - Uk4 - i < C (uj + 
c(uU+k_1_2+ (HO  + u1) (uO +k_1) 2) 
< D3 (uo +k-1 2 +Hon) 
where the second lines comes from statements (3) and (4) with k replaced 
by k - 1. 




Hk j < JHo j+D2 uo +kL4  
Statement 4 
Uk—(nO+k) = 
; :i: (D 'UO  + - ip 2 +D3 H0n0 2) 
< 134 no + k' + D3k H0u 2  
where the second line comes from statement (3) with k replaced by k 1. 
In the above expressions Dj depends on D_1 for 1 <j <4, but (4) gives 
tL0 + kj 
u <4u 2 
for A sufficiently large and so D4 is independent of D1 and our inductive hypoth- 
esis hold and we are done. 	 El 
1.5 	Existence of the unstable manifold. 
Now for a fixed a we will use these estimates to derive an expression for the 
unstable manifold. If we write (u', H') = h (ti, H) and use (u, H) as co-ordinates 
on the domain f JHo j > 1/2uo , R (uo + n) < -L 	oj and Rzv_l(1+av2)_1/2  < 
O} then we can define the unstable manifold by 
'ya(W) = lim h11 (w—n,O) 
n_ 
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for a parameter w e C such that Jw < —A'. Clearly, using the definition 
7a (W+1) =h(7a ()) 	 (1.22) 




is Cauchy and hence convergent. 
Let (a,3) = hm(w—n,O) (form <n) SO 	- 	= htm (c,/3) - h-  (w - m, 0)1  
F (x1) - F (x2) (with F (x) = htm (x1 , x2)) which we can bound in terms of the 
distance between x1 and x2 and the derivatives. 
From Lemma 9 we have IH,,I < C and jUn - u0 - nj  < C giving (by Cauchy 
inequalities) aH/8 0 < C, JaHn IaHol < Cuo , a/5 0 < C + 1, and 
19/aH0 < Cuo . Note that the size of the disc on which these estimates are 
valid is determined by the condition IHo I < 1/2uo 3 in Lemma 9. 
Using Lemma 9 again we also have 





and combining these gives 
- 	hm(a,3) - hm(w - m,O) <Cm 1 , 
therefore (n is Cauchy. Returning to the (z, v) co-ordinates we get a function ''a, 
and using 1.22 we can extend 5'a  to a function analytic on the whole plane whose 
image is the invariant manifold 
1.6 	"Fourier" expansion of manifold. 
We define 
g(() = H( a (()) 
and then if the assumptions of Proposition 5 hold this can be expanded as 
-2iri = 	+ 0(1(1-4  In ), (1.23) 
on the domain E =f(= a + i'r : '7 <—A', 0 < a < \e_T}. We will use Proposi-
tion 5 with Qo  and M both infinite and for an A satisfying A2 > max (A jal ,A).  
The following two lemmas prove that g (() does satisfy the conditions of the 
proposition. 
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Lemma 10 Let 
Q = {(:(> —1 andnstR—n<2 with H(fk(((_fl))) 
(—n+k) 2 for l<k<n} 
and Qo ={=a+ir:<—A', O<a<2} then Qo cc2 and 
9a(+ 1) — ga (01 <K 5  
for K independent of a. 
PROOF. If ( E Q0 then 	- 1 <1 and I H (f (a (( - 1))) 1 = I H (a ()) 
—2 by Lemma 9(2) for n0 = ( and H0 = 0, hence (E ft 
From Lemma 7 
ga((+ 1) — ga( 	= 
=I H (f (a (())) - H (a () 
= 
< K 5 
Lemma 11 If( E Q and g(()l <8_2  then + 1 e ft 
PROOF. Since ( c Q there exists n such that R(—n < 2 and IH (fk (, ((- k))) I < 
(—n+k 2 for 0<k<n. Choose n1 =n+1 then + 1—n1 =—n<2 
and H(fk( a (+ 1 n1))) 	6+ 1—n1 +kL2 for  < k < n =n1 -1 since 
Q. So we need to show IH (ff1 (a ((+ 1 - ni))) I <6 ( + 1_2. 
H(f' ( a ((+1 —nl))) = H(f Th (f(a((+ 1 i)))) 
H (fn 
a(+ 2 fli))) 
= 
then by hypothesis and Lemma 9(1) Ig  (( + 1) < 6 + 1_2. 	 D 
Theorem 12 For ( E = { = a + i : r < —A', 0 <a < Ae_T}, g (() can be 
expanded as 
g() = ae 2 	+ 0(1(1-4  In ), 
PROOF. As noted above, this follows from applying Proposition 5 on the domain 
with Q and M both infinite and for an A satisfying A2 > max (A jal, A). Then 
g (() satisfies the conditions of the proposition by the preceding lemmas. 	0 
I am grateful to my external examiner, Dr. S. M. Rees for pointing out that 
this implies that the function a —* p,, is an entire function of order less than or 
equal to one half, and so is either a polynomial or has an infinite number of zeros. 
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1.7 First results on a F—+ Pa.  
In this section we prove that Pa  is purely imaginary for a E R. In the (z, v) 
co-ordinates the semi-standard map has a fixed point at (0, 0). Note that f is 
reversible i.e. 3R st R - f R = f and R is an involution (take R = (—z - 0 - 
2av4, —v)). We have constructed a "unstable manifold" of (0, 0) and by applying 
R to this we obtain a "stable manifold" of the point that is the image of (0, 0) 
under R. From the construction it is clear that the manifolds are symmetric and 
we can exploit this. We will write 'y for the unstable manifold (i.e. 	above) 
and define 	by -y+ (() 	R ('y (-fl). Informally, one can view as being a 
reflection of 'y. 
Note that since H(-y(l—()) = H(f('y(—)) and H(R('y(())) and H(f('y()) 
differ by an amount that is less than 	in () we have that H('y)) 
ga(1 (). 
Proposition 13 p (a) is purely imaginary for a e R. 
PROOF. g (() is defined globally and since g is analytic with g (() real for real 
(we have that g, (() = g (c). From the definition of 	it is clear that we can 
parameterise it, and so we can look at H ('y (<)) 	Ya (1 - () = 0-0  
ae 2 	+ 0 ((_4  in ) for (in {( = a + i : T < —a, eT < or < 01 (with 
a < A') and we have the situation shown in Figure 1.4 (here the x's and o's 
represent orbits in the u plane on the stable and unstable manifolds). 
Now we choose N large and u0 such that lRu0 = 0 and e 2 °' < kN 7'. 
Note that around u = —N we have H ('y (()) 	[Lae 2 ' and H (y (()) 	0 
while around u = N we have H ('y (()) 0 and H ('y (()) 
So if we take orbits (ui, H) and (ut, H,fl on the unstable and stable man-
ifolds respectively chosen such that u = u = no and define 
ZHk = 
Auk 
then since ( and u differ by an error that is small compared with 1 if u 1 - u - 1 
is small (for —N < k < N) , by Lemma 9(4) 
H_N = ,,e— 27riuoe_2u0_1Y + 0 (kto - N 4 in u0 - N) 
(1.24) 
and similarly /HN 
So we need to look at the change in /Hk and /k  over an orbit, and show 
that these are small. This will be done by induction in a similar way to the proof 
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Figure 1.4: The matching of forward and backward orbits in the u plane. 
of Lemma 9. From Lemmas 7 and 8, for (u, H) E EA,8,1  with IHI < 1/2 ju 
-2  
C  (11,-21 + Hit 2 ) 
< 




etc. and hence 




1+0011- 31)  
We now have to sum the errors in .\H and u over an orbit. Since we 
have chosen our u0  in the middle of the orbit we have to sum JAHk - zH0 l and 
I 	- uoI over 0 < k < N first and then sum over 
—N < k < 0. However 
choosing u0  in this way makes the estimates simpler since AuO is zero. 
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First the case 0 < k < N. Assume HJ < 1/2 IU,2  , JAHo l < cN 	(this 
can be justified, since at the end of our induction we will have the improved 
estimate JAHo l < cN 72 and is needed to control the U2  term in Du'/Du) and 
rn-i 
H,n — AHol < 2Cuo+j 2 Ho 
jrO 
for 0 < m < k - 1. Then 
= AHkl — Ho+zHk — Hk 
< 2C E ko + mL2IAHO +IAHk - 
m=O 
k-2 	 , 





HO  Huo +k— 15Cuo+k-13 IA  H0 
m=O 
m=O 
< 2Cuo+m 2 H0 	 (1.25) 
rn=O 
if iTnc is large. In a similar way, 
/Uk_1 + /Uk - 
+Hkl 
The calculations in the first case were made simpler by the fact the u = 
uO = u0. However H 	H so we need to control the U2  term in au'/au as 
follows. In the right half plane 	= 0 (u 4) and /H0 = 0 (N 3 ) and so 
we can bound H by 	+ JAH0 1 . 
Uk < 
+ u0  + k - 12 IAHkl  
< Cuo +k — 
+uo + k - 12 (Ho I + 2CE luo +m2Ho) 
in=O 
< 
Repeating this for —N < k < 0 gives the same estimates for the other half of 
the orbit. 
If auo is large enough from (1.25) we have I LHk - LH0 I < 77 1 /Ho I where i 
is small. From (1.24) /H—NJ < cN 7' and so AHO < cN 7'2. Since H and 
H are continuous functions, so is /H, and hence JAH0 1 < cN 72 for auo in 
the required range, justifying our induction hypotheses. 
Finally we have that I /H_N - LHN I < 2ij I AHo I < 277N —7/2  which is small 
compared with the leading terms in (1.24) (or the equivalent expression for /..HN). 
Hence AH—N /IH /HN, SO Pa 
1.8 The estimates for non-constant a: Case I. 
In this section we prove the sharper bounds on the behaviour of (un , H) that will 
be needed for the study of the asymptotic behaviour of Pa  for largal > E. The 
general method is as before; (u, H) are defined from the continuous approximation 
(see Section 1.4) H = zz'—v2 —av4 and u = (v 2 + a)'12 and we prove bounds on 
IH' -  HI and u' - u - 11 and then extend these by induction to I H,, - Ho l and 
lUn - u0 - ri, but the details are more complicated. Since the estimates in this 
section will be used to look at Pa  as Jal —+ oc we will drop terms in the estimates 
that become small as Jal becomes large. 
Lemma 14 Let larga > e, vJ < 1/(16 + 8a) and JzJ < 31vl. Then H' - HI < 
2v2 1 Jz13  + 16 
JV4   z' 3 a <C (v 5 + av7 ). 
PROOF. This is the same as Lemma 8. 	 U 
Lemma 15 Let largal > e, J vJ <1/(16 + 8a), zJ <3v, R (z/(v\/l + av 2 )) < 
0 and JHJ < IV12/2 then we have u' — u — 11 < Cu 2(1 + av 2 ) + Hv 2u 1 . 
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PROOF. From the definition of H we have 
	
4 	I 	1 	 H Z 	----av +vV1+v2(a+)+av4+a2vG+, 
~
1+v 
1 	 H 
z' (1.26) 
The negative square root applies in both cases since R (z/(v/1 + av2)) < 
o 	R(z'/(v/1 +av2)) < 0. 
If we now write q(v) = (1/v2 + a) 1/2, Sv = v' - v = v(ez' - 1) = vz' - vz' 2/2 + 
O(vz'3) we have (using the fact that q ' (v) = —v 3(1/v2 + a) 1/2 = —1/uv3 and 
qY' (z) = 3v- 4(1/V2 + a) 1/2 + v 6(1/v2 + a) 3/2 = 3/uv4 - 1/v6u3); 
u'—u—1 	0(v+6v)-0(v)-1, 







1 v2 2av4 2a2v6 H 
- 2u +2 U U U V 
+i1+v2a++av4+ a2v6+ 
VU 
1 2(1 +v2 	
V2 	 H r Iv a+ + av4 +a2 V6 + 
2u3v4 [ 	 4 	 V2 
V2 	 H 
+ v2a + + av4 + a2v6 + 
4 	 V2 
z' 3 
( UV2 ) 
- —v2 H av2 3 	(av4 
- 6u v2u u2 8u2 \u) 
Therefore JU, - u - 11 <Cu 2(1 + av2) + Hv 2u'. 	 D 
As before we must sum these estimates over an orbit. The basic method is the 
same as Lemma 9 but the details are different. Since (as noted in the introduction) 
we would expect that the area where I H' - H I and I u' - u - 11 may not be small 
will be when u 	-/ we will sum over the orbit by writing u in the form 
u = -/ + Y and looking at I Y I > 	and I Y I < 	separately. 
Lemma 16 For a outside flargal <e} with JHo j < v/2, Izo l < 31 vol and 
(zo/(vo -\/l + avg)) < 0, let A be such that Ruo < —A - n with JA2 > jal. 
Then for 0 < k <n 
I Hk - Hk_1 <D1 (vk 5 + a Ivk 7  
JHk J < JHol+D2( I-o+,/a + I  
lal 
 -1 uO) 
1Uk - k-1 - 11 <D3 u 2(1 + av) + Hkv 2u 
. uk—uo—kJ<C1 	a (uo+) + (uo+)  + (uo + 	) 2 HoL 
PROOF. 	Again we prove the statements in the order 1,3,2,4, and as before 
the proof is by induction. Assume that 1-4 hold for 0 < i < k - 1, JVkJ  
1/(16 + 8 al), HkJ 	
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—< jUk /2 and 1/2 < 	<2. 
Proof of statement 1. This is just Lemma 14 restated with Hk = H'. 
Proof of statement 3. This is Lemma 15 with uk = 
Proof of statement 2. If we write Urn = 	we have v = 1/(2JYm+ 
V2' 
ml' 
and from part 1 with i = k 
Hk 	< H0 + C 	(IV.15  +i6 
m=O 
= 	H0 + C 	+Jal IV17) 
(v 5 +aHv 7 ) 
> 





(Y 5  + Yk[ 7 ) 
= H0 +D3 (u0 + 4 + auo+ 6 ), 	(1.27) 
where the last line follows from part 4 with i = k—i if A is chosen sufficiently 
large. 
Proof of statement 4. If we write Urn = 	+ Yrn as above then v = 
i/(-2/' + Y) and u = a - 2 JYm + Y. Then from part 2 with i = k 
WSJ 
we have that 
k-i 
Uk - UO - k < C(1+av)+ Hm 
- L_1Iu2 	 V m=O I m Um 
±(1 2 "pH +avm)+ 2 
m 	 VmUmI 
I Ym 1< 
+C 	--(1+av)+ "m 
M 	 VmUm Ym > 
C E (a +2ym + 2Ym) + mm 
Ym <I 
	
~ 1 (1 	a ) 











Since there will be approximately I \/ points of the orbit inside the circle 
of radius 	centred on /i when we sum over the orbit we find, 
Uk -uO  - kj <D4 	+ 
1 1n(uo +/) 	1 	 a 
+ ( + ) + ( + 
+ (u0 + \/)2Ho . 
The last line comes from parts 3 and 4 with i = k - 1. Dropping terms 
that become small as a -4 oc we obtain (4) for i = k and if A is sufficiently 
large our inductive hypothesis will hold (in the same way as in Lemma 9) 
and we are done. 
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1.9 	Behaviour of a F-+ / a : Case I. 
In this section we prove the first part of Theorem 4. To compare Ia with 	note 
iiO that by writing f (x, 0) = (x + ie 0 + iae 2 , x' + 0) and applying the change of 







+ 	+ +ie) + e_i9/2) , 
all 
so we can make f as close to fo  as we like if a is sufficiently large. Similarly, 
writing H (z, v) = zz' - v2 - av4 and F (, '13) = 	- 	(i.e. F is H for the case 
a = 0) and applying the change of co-ordinates = 2z, '13 = 2/v2 we have 
,i3 	'13 	
(1.29) 
similarly if ü = 1/13 (i.e. u for the case a = 0) and u = \/v_2 —+a then 
	
U = ü + \/a + 0 (a 3/2'11 4) 	 (1.30) 
and H can be made arbitrarily close to F for large a i.e. choose a > L st. 
<& for e > 0 fixed. (The two co-ordinate changes are the same trans-
formation expressed in the (x, 0) and (z, v) co-ordinates respectively). 
Motivated by this we set 
C (() = g ((+ /) 
where (is in a neighbourhood of —/ of radius s/li 
Then we can compare an orbit (in the (u, H) plane) on a  starting in a neigh- 
bourhood of —/13 of radius 	with an orbit on o  starting in a neighbourhood 
of 0 of radius Va. When we compare the two manifolds by shifting we have to 
remember that H is only approximately constant and if we take two manifolds in 
the (u, H) plane with the same H0 value after n iterations they will differ in the 
H coordinate by an amount given by Lemma 16 so the manifolds will not match 
up exactly. 
From Proposition 5 G (() 	oe_2() + 0(K + 	ln ( + 	for 
{( = a + '137- : —a < -'- < —os, — %/13 < a < /i + AeT} where c < A' and 
3 is chosen such that ae 2 > a 7/4 (we cannot go too far down the plane 
otherwise the error in our expansion will dominate the term 	 Also 
ga(() = aC 2 +0(( 4 111KD. 
By (1.29) and (1.30) for a (o in a neighbourhood of —/' 
G(() 	go((+v) 
= 
= 4H (a (( + err)) + errH + E 
Using Lemma 16 to estimate err and errH this becomes 
G (() 4H(a ((+ C)) 
+ 	
+ E 
Since (o  is 0 (/), errH 	a 2 < /Lale
-2"  by our assumption above. Putting 
all this together, and expanding using Proposition 5 
31 
iN 
fl 	4 	 4 	 • 	•A, 	4 	4 
14 
Figure 1.5: Orbits in the u plane 
/ioe_21() + 0 (1( + 	in ( + 	= 4/iae_2 e_20+(1.31) 
+a2 + 0 ( 	in() 
and we have that u,, /ioe_2v/4. (Since In I(I grows slower than any power of 
10- 
Theorem 17 For f largal > E j 
2/La urn 	 =1 
/t0 cos (2irs/) 
as a —+ 00. 
	
PROOF. This follows from (1.31) and the observation that cos 	= (eiv + eiv') /2 
is dominated by e' for x away from the positive real axis. D 
1.10 The estimates for non-constant a: Case II. 
The estimates in section 1.8 only hold when H is small compared to v2 + av4. 
When a is real and positive we have the situation shown in Figure 1.5, and H 
becomes non-negligible due to the way the orbit passes near two square roots of 
a, rather than just the one in the lower half plane as before. 
This means that u now depends on H as well as v. We deal with this by 
treating u(H) as a perturbation around H 0. In the same way as in Section 
1.4, u is given by considering the continuous system 
32 
V = VZ 
= v2 +2av4 
Substituting H = z2 - v2 - av4 and expanding the expression for v we have 
/ 	H \1/2 
) = 	 + av4 (\ l + 
V 2 + av4) 
Since u(H) is incremented by one under the action of f it is given by 
\ -1/2 
u(H) 
= 	00 (1 + H v2+av4) dv 
IV 	 v/v2 + av4 =  I —1 	1 	1/2H 	3/8H2 vv/v2 + av4 ( - V 2 + av4+ (v2 + av4) +...) dv, 
1 4- 8a 2 
= 	
a + (6
4;_2 + a + 6v2 v 2 + a + 6v 2 + a) 
H 
+0(H2), 	 (1.32) 
0(v, H). 
As before we look at u' - - 1 I this time treating u as a function of two variables 
v and H. With an abuse of notation we write u for u(H) and write u0 for 
U = (v 2 + a)1/2, and as before we will drop terms that become small as a -+ 00. 
Lemma 18 Let a E 1±, jvj < 1/(16 + 8a) and jzj < 31vj. Then H' — HI < 
2v2 1 Iz' 3 + 16v4 z' 3 a <C (v 5 + av7 ). 
PROOF. This is the same as Lemma 14. 
Lemma 19 Let a E R, Jz/ (v'/l + av2) <0, jvj <1/(16 + 8 a), zj <3 jv j  
then we have 
'av6 	'a2v81 
< ~X2 X2 X2 
v2 
/1 + av2 
where X = ./v 2 + av4 + H. 
av4 
++ 
v'l + av2 




u'—u—1 = q5(v+Ov,H+ OH) —çb(v,H)-1 
	
= av + (3v)2 	+ 5H 1, + ... - 1, 
2\ v2z'2 / 1 	2av4 	1 " (Z' 
+-)+ 
2 X3 ± X3± v2X) 
'3 
+ aHcbH — 1, 
V z 	z 	av F 2 






where X = \/v2 + av4 + H. From Lemma 18 we have that aH = H' — H < 
C (v 5 + J aV 7 ) which implies that 
OHOH I < 
< C (v2 (1 + av2)_1/2 + av (1 + av2)_1/2 + a2v6 (1 + av2)_1/2). 
So collecting terms and substituting for z' 
v2 	av4 + av6 + av8 	v6 
u'—u-1 = —+ 
2X X 
1+ 	 + 
X2 	8X 
av8 	V4 + av6 + av8 
2X3 2X2 + X2 
av6 	14+aVG+aVs 
X 2 
v2 	4 av + av8 
) 
av4 / 	v4 + av6 + av8 
+1+ 
X2 	) 
av 6 	/ ' avG +av8 + aHcbH — 1 + 0 l+4X2 	 (k), 
— v4 	av6 1 





+aH H +o(). 
finally giving us 
v4 I 	~ aV 6 ' 	'a2v81 	V2 I 
(1.33) 
av4 I a2v6 I 
+ 1+av2 + V1+av2• 
34 
In the same way as the other two cases we now sum these estimates over an 
orbit using a double induction. Since the calculations here are long, we present 
them after the main proof, however Lemmas 21 and 22 are part of Lemma 20 and 
not separate results. In particular, all the conditions of Lemma 20 apply. 
Lemma 20 For a E R with JHo I <v/2, lzo l <3v0 , R(zo /(vo\/1 + avo2)) < 
0 and let A be such that Ju0 < —A - ri with JA2 > a. Then for 0 < k < n 
(writing Xk = 	+ av + Hk) 
	
1. JHk - Hk_1 	D1 (Vk 5 + l al J Vk j') 
___ 1 D2 
( 	
1 	+ 	5/2) 5/2 . H < H0 + TT T Ho v' 
av 	 a2v 	I'\ 
Uk — flk1 -1 <D3 ++  
~ 
X2 	X4 ++ 	 j. 
 
{ D4 + i7r+3/2)(V /a—y O+ a 
0 	0 	I 
UkUOk< 	D4 -L + 	Y01 	'2 	a 3 —112,)H~ 
D4 
(I 	'aH0 ' a2HI) 	
0 	 (1.34) 
a3 Hi 
for u0 = -/ + E0, u0 = \/a + 1' and Ju,J < /4 respectively (with 
Y < 	We call these 40), 4(u) and 4(iii). 
PROOF. 	Again we prove the statements in the order 1,3,2,4, and as before 
the proof is by induction. Assume that 1-4 hold for 0 < i < k - 1, lVk J  
1/(16 + 8 a), JHkj < jUk 1
2 /2 and 1/2 < <2. 
Proof of statement 1. This is Lemma 18 restated with 11k = H'. 
Proof of statement 3. This is Lemma 19. 




if u=— \/i+Y 
if u=/a+Y' 
if Jul <k/ 
35 
From part (1) with i = k, and then using part (4) with i = k - 1 we have 
I ( 	1 
2Y) 
	
H0+C 	 5/2+ a 2 
IYI< 








< H 	 + 
C / 	1 
514 	
1 
3/2 + a - 	3/2 	UO +,/ 	j 
C 	 __ ________ 1 
+a3/4 (UO+  I
1/2 + IUO 	5/2) 
D3 
 ( luo 
115/2< H0 + a314+ 	
5/2 + 
UO—/ ) 
4. Proof of statement 4. Since the working here is rather involved we split it 
into subsidiary sections and give the details after the main proof. 
As in the previous versions of this lemma, if A is chosen sufficiently large then 
the inductive hypothesis hold. 	 D 
Lemma 21 The calculations for the sum of jUk - u0 - kI for neighbourhoods of 
= 	and u = —/ä. This is the proof of (i) and 40). 
PROOF. The calculations are the same in each case so we do here u(H) = 
with JYJ < 	First we express v in terms of 	and Y. Since u now depends 
on H and v this is a messier calculation than before. From (1.32) (neglecting 
terms in H2 and higher): 
(-1 4av2 8a2v4 \ 




H + 0(H2) 
V 2 = 
2(u2 _a_L) 
2 	8a2 H\ —a — 
 — ---) 
(1.35) 
To agree with H = 0 case we need to take the positive square root. Substi- 
36 
tilting u = \ f a-  Y, 
2 	+ 4aH + \/9 + 24aH + 48a2H 2 - 24H\/aY V = 
2 (6/Y - 8a2H) 
3+ 4aH +3(l+ 	 \ + 4/äHY  )+O(H2) 
2 (6/Y - 8a2H) 
( 8aH viYH'\ 1 7 2a3 / 2HY_1 '\ 
= 3 + 3 12yçi 	
3 
1 2aH 2/H 
Y+3Y2+ 3y 	 (1.36) 
where the expansions above are valid if IHI < 3/8a 1. (We will need H to be 
0(a 7/4) later). To sum near u = 	we use (1.36) in part (3) with i = k. Noting 
that 
4aH 	a312 H 2/H X2__v2+av4+H++ y5/2 + 3y 
(and writing v = Vm, Y = Yrn etc.) we deal with (1.33) term by term; first the 
main terms: 
V4 7 1 	2/aH 4H\ 
X 2 	4aY2 + 3Y5/2 + 
	
42 (i - 16aH - a312H 8HY + O(H2)), 
3 	yl/2 - 	3 
Ii YH  
<CI-++ 
y1/2 	) 71 




I 	1 a 	aH 
- )
I 
a2v8 ' 	1 ( V/a a aH 
X2 - 
I 1 	aH /HI 
Y 
I 1 	(a312 	a 	./Ei 	a3'2" 
Y2 Y5/2 Y2 y Y3 
and then the error terms (from the termOH M): 
v2I < 	H' 	
7 1 	aH /H' ( 	Y 	a3'2H -1/21 +— + 
1+av2 - a [y}7 2 	y 	 y ) 
i yl/2 7 
- a3/2Yh/2+a2+Y3/2+a3/2)H+0 
37 
av4 _ 	 1 





+ 	+ 	H + 0(H2), 
71 
 a2v4 I 
+av 	- 	y5/2 + a5/2Y312 +
(  
+ y5/2) H+ 0(H
2) , 
Notice that the only error terms that are not 0(H) will tend to zero as a becomes 
large. 
Putting all this together and summing all the terms above over IY lm < k/1 
(in the same way as Case I we use parts (3) and (4) with i = Ic - 1) we estimate 
our contribution in the neighbourhood of u = 
1 Y0 2 H0 
ttk -UO -k < C — + 









312 ++n Y o+ y2 
0 
a 
/2 + 	+ 	
) 
Ho, 	 (1.37) 
0 	0 	0 
where we have dropped the error terms that are small for large a. As a -* oc our 
final expression is: 




a a312 a3'2 
+—+ 
Yo y3/2z2+y3/2+y5/2)'I0 
For the case u = -/ + Y we get a similar expression (i.e. identical except 
that Y is different). In this case u 2 = a — 2/Y and 
8a2 H' 
2 (-2VaY — 8a2H' 
—1 2aH 2/aH 
2/Y 3Y2 3Y 
and then the working follows as before to give us that 
a 	a3'2 
Uk — U — 	+ (\/ + — T1/2 T3/2 
10 	 0 
(though here Y0 = u0 + /Ei rather than no — 
Lemma 22 The calculations for summing the change in U in a neighbourhood of 
the origin. This is the proof of (iii). 
PROOF. We do this using the same methods as before; if U = Urn = (v, H) 
then 
u'  — u — 1 = 0(v+5v,H+DH) -0(v,H) -1, 
= 
z , 	v z 	av 2 2 z 	 13 = --+—  
2X + X3 
 + 0H H - 1 +0 ( v), (1.38) 
where X2 = v2 + av 4 + H, if Zk/ (Vk'/1 + avk2) < 0. This condition is satisfied 
since from (1.20) we have that z = —v2/2 - av 4 + /i + av2 +.•• and so 
z—v—av3  ______ 	______ ± (1 + hot) 
v1 + av2 - 1 + av2 
to ensure that the real part of this is less than 0 it suffices to take the neg- 
ative square root and so z' = +v2/2 + av 4 - /i + av2 + 	giving us that 
Rz'/ (v\/1 + av2) < 0. When we collect terms in (1.38) we get 
II av6 I 	I a2v8 I 	I v2 
Urn+1Urn 1 	 (1.39) X2 X2 X2 
av 4 I I a2v6 I 
+ 1+av2 + 1+av2• 
In the neighbourhood of the origin u = \/v_2 + a + 0 (H) which implies that 
v2 = 0 (a'). This means that the first three terms in the expression above have 
the same magnitude as do the last three, and that it is the first term that is the 
dominant one. To estimate this rigorously we use (1.35) to give an expression for 
v, and remembering that I u I < 	and H = 0 (a 7!4) we have 
2 ______________________ 




4aH ( 	 4HU2\1!2\ (U2 —a—
) 
8a2H\ 2 
/ 	5aH Hu2 	2 ' —1 / 	u2 8aH\ 
—1 zt2 (_4 4u2 u4 \ 2  --+--)H+O(H). 	 (1.40) 
a a 3 3a 3aj 
Using this it is easy to see that 
= v2+av 4+H, 	 (1.41) 
u2 U4 1'_4 4u2 U4 2u6 \ 
= 
39 
Using (1.40) and (1.41) in (1.39) 
Um+l m 1 < C, 
1 2u2 u4 	/4 u6 
= C —++--2Hf—+ 
a2 a3 a4 \3a 30 
/u2 u4 (-4 42 u4 2u6\ —1 
a a3 3 3a 3a2 30 
( u2 + 
	+ 
aH 	a 2 H~)  
< C(— — --   --- U'11 	U2 
To complete the estimation we write Uc, for the initial value of u. u will be of 
the order of 	and there will be approximately ¼/ points over which we wish 
to sum. The result of all this is that 









- 	 u 
1.11 Behaviour of a i—+ ,ua : Case II. 
In this section we prove the second half of theorem 4 . In exactly the same way 





U = ü + /i +0 (a —1/2i -4) +0(H) 	 (1.44) 
For case I we estimated P'a by shifting by a factor of 	and then expanding 
using Proposition 5. Here we will shift 'y by 	and by — V/-a and then 
expand them both using Proposition 5. This gives us two expansions, one valid 
on the left hand half plane and one valid on the right hand half plane. To match 
these up we have to track orbits in the same way as in Proposition 13. 
So if we set 
G (() = go ( + 
for a (0 in a neighbourhood of —/ of radius \/, then in the same way as case 
I we will get 
= go(+) 
= 4H ( ((+ err)) + errH 
40 
and using Lemma 20 to estimate the errors in H and u 
oe_2() +0 ( + 	in + 	= 4e_2 e_20+ 
+a2 +0 ( 4 ln(j). 
valid for ç E { 	a + i: —/3 < —r < —a, 0 <a < )eT} (where a and /3 are 
the same as for Case I). 
In an analogous manner, for c in a neighbourhood of 	of radius 	we can 
define 
G () = g0 ((- 
and obtain 
oe_2_) + 0 
( 1 ( 
 - 	4ln - 	
= 
+a2 +01n) 
in the same way, vaild on { = a + ir: —/3 < -r < -a, —\eT <a < 0}. 
Now we have the same situation as in the proof of Proposition 13. The proof 
that the errors caused by tracking an orbit on 	from the left hand half plane to 
the right are small is exactly the same and we obtain /a If - 	This proves 
Theorem 23 For a E R 
/a = o /2 cos (27r \/) +o(i) 
as a -+ 00. 
1.12 Numerical Results 
The following program calculates the first ourier coefficient (a) for a on the 
positive real axis. It evaluates 
1N+1—ia 
JN—ic 
numerically. The algorithm used is summarised below (this is the contained in 
the function mu(complex a)). 
To start, we choose integers N,k and real a. The theory above indicates 
that, in general, N should be comparable to e(1m\),  so along the real axis 
N 	e.We approximate the unstable manifold by the following expansion: 
41 
'y(x) = (z, V), 
= (—x' + (1/6 - a)x 3 + O(x 5), x 1 - 1/2x 2 + (a/2 + 1/8)x 3  
+ (1/16 - 3a/4) X-4 + O(x 5 )). 
The actual calculation is 
for 1=1 to k 
x= -N+I/k-i*alpha 
(z,w)=gamma(x) 
for ioop=i to 2*N 
(z' ,w')=g(z,w) 
end for loop 
F[I]H(z,w) 
end for I 












II Calcs coeff of leading term of Fourier series for unstable manifold 
II of modified SSM z'=z+v2+2av4, v'=vez' with F=zz'-v2. 
I- 
II Calculates values of first Fourier coeff along real axies, and 
II outputs ready for plotting in maple. 
II Output goes in the file outFileNaxne defined at the start of main() 
II 25/9/95 Altered to use correct expression for manifold. 
II 
complex mu(complex a); 
inline min(double x, double y){ 
return x<y ? x : y; 
} 
mt ok(complex); 
const char * 
const complex errValue=complex(666,666); 
mt mainQ{ 
const char * outFileName='temp2.dat"; 
const double startx=O.O; 
const double endx= 100.0; 
const double step= 0.25; 
42 
ofstream outFile(outFileNaine,ios: :out); 
double x,y; 
complex a,temp; 
Y=O; II real axis. 








if (1) { 






complex mu(complex a){ 
const double alpha=4.0; 




complex temp, sum; 
complex tempz, tempv; 
mt rubbish=O; 
const complex i=complex(0,1); 
for(T=1; I<k+1; I++){ 
x=complex(-N+double(I)/k,-alpha); 
#ifdef DEBUG 
cout << x << eol; 
#endif 
z= -1/x+(0.1666666667-a)/(x*x*x); // +O(x-5) 
v= 1/x-0.5/(x*x)+(0.5*a+0.125)/(x*x*x)+(0.0625-0.75*a)/(x*x*x*x); 
#ifdef DEBUG 
cout << z << "\t" << v << "\n"; 
#endif 










cout << z << "\t" << v << "\n"; 
#endif 
F [I] =z*z+z*v*v+a*v*v*v*v* (2*z-1) -v*v; 



















return exp (2*M_PI*alpha) *sum/k; 




lilt ok(complex a){ 
if(abs(a)>1e160 II abs(a)<le-50){ 
return 0; 




The numerical results agree with the hypothesis that p(a) 	o/2 x cos(21r./ä), 
as is shown in the following graphs. 
V V 
Numerical calculation of u(a) along real axis. 
Plot of f(x) = 	x cos(27 \/ä). 
The positions of the zeros of the two functions are given below. For 1(x) = 











The computed values of p(a) = 0 along the real axis are 
45 
a ,u(a) 
0.6150 -3.65369 x 10 + 0.3097030i 
0.6155 -5.05766 x 10-6 - 0.1607700i 
1.5875 -4.72916 x 10-6 - 0.2442430i 
1.5880 -4.92555 x 10-6  + 0.04337571 
3.0625 -4.81433 x 10-6 + 0.1541780i 
3.0630 -4.94531 x 10-6 - 0.0573440i 
5.0420 -5.17598 x 106 - 0.05558321 
5.0425 -4.56534 x 10-6  + 0.1131410i 
7.5250 -5.12818 x 10-6 + 0.0144572i 
7.5255 -4.59167 x 10-6 - 0.1263790i 
52.4415 -4.11983 x 10-6 - 0.0116505i 
52.4420 -5.61015 x 10-6 + 0.0457665i 
59.9355 -6.02450 x 10-6 + 0.04587981 
59.9360 -4.65420 x 10-6 - 0.0080104i 
67.9305 -4.32979 x 10-6 - 0.0114324i 
67.9310 -6.46921 x 10-6 + 0.0393387i 
76.4255 -5.14186 x 10-6  + 0.01157901 
76.4260 -4.09741 x 10-6 - 0.0364157i 
From this it can be seen that the results agree to ±0.1 which could be improved 
by using a better expression for H. 
me 
Chapter 2 
Julia sets in two dimensions 
2.1 Complex Dynamics 
The study of the dynamics of iterates of complex maps was begun by Fatou 
and Julia in the early part of this century. See for example [Jul18] and [Fat19]. 
However the subject lay dormant, an obscure side branch of mathematics, for 
many years after this. Some work was done after Fatou and Julia by Brolin 
[Bro65], Siegel [Sie42] and others but it was only with the availability of powerful 
computer graphics in the late 1970's that the subject became an active field of 
research again. 
Basic to much of iteration theory in one dimension is the concept of a normal 
family, due to Montel. We follow Ahlfors [Ah179] for these definitions. 
Definition 1 A family of meromorphic functions J is called normal on a do-
main Q if every sequence {f} of functions fn E .F contains a sub-sequence which 
converges uniformly on every compact subset of ft 
Practical applications of normal families use the following theorems. See 
[Ah179], [Bea9l] and [CG93] for details. An overview of one-dimensional dy-
namics is given in [B1a84]. 
Theorem 24 The family of functions F bounded by some fixed constant, is nor-
mal. 
Theorem 25 (Arzela) A family of continuous functions F with values in a 
metric space S is normal in the region Q of the complex plane if and only if: 
F is equicontinuous on every compact E C ft 
for any z E Q the values f(z), f e F, lie in a compact subset of S. 
It should be noted that since we are working on C we use the spherical metric 
rather than the normal Euclidean metric, hence points converge to infinity. Fi-
nally one of the most useful characterisations of a normal family is the following 
one. 
Theorem 26 (Monte!) Let F be a family of meromorphic functions on a do-
main D. If there are three fixed values that are omitted by every f e F, then F 
is a normal family. 
Definition 2 A point z E C is an element of the Fatou set if there exists a 
neighbourhood U of z such that the family of iterates {FTh I U} is a normal family. 
Definition 3 The Julia set is the complement of the Fatou set. 
We note that the Fatou set is open by definition, and hence the Julia set is 
closed. Perhaps surprisingly, this notation is very recent - the idea of calling the 
complement of the Fatou set the "Julia set" is due to Blanchard 
Theorem 25 means that a point is in the Fatou set if and only if the values of 
the function at that point do not diverge under iteration. 
The structure of the Fatou set in one dimension has been extensively studied 
and much is now know. 
Lemma 27 The number of components of the Fatou set can be 0, 1 or oo and all 
cases occur. 
In the opposite direction we have the following result. 
Theorem 28 The Julia set of a rational map is nonempty. 
However, the if the Julia set of a function is not equal to C it is sparse in the 
sense that the closure of any subset of J is not a compact subset of C. 
Lemma 29 The Julia set of a function is nowhere dense or it coincides with the 
whole sphere. 
PROOF. Suppose that the Julia set J(F) contains a domain D. Then by Montel's 
theorem 	fm  (D) must be the whole sphere except perhaps two points. But 
is then the closure of the forward orbit of D. Since J(F) is a closed set this 
gives us C C J(F). 	 El 
The definitive result about components of the Fatou set is a complete classifi-
cation of the domains of the Fatou set of a rational map, which we now describe. 
Definition 4 Consider a fixed component U of the Fatou set of a rational map 
R. Then we have the following possibilities for the orbit of U. 
If R(U) = U we call U a fixed component. 
'If R'(U) = U for some n we call U periodic. 
If Rm(U) is periodic for some m we call U pre-periodic. 
. Otherwise RTh(U) are all distinct and we call U a wandering domain 
The first stage in the classification of the Fatou set is then the following 
theorem, due to Sullivan. 
Theorem 30 A rational map has no wandering domains. 
Note that this theorem is not true for entire maps. I. N. Baker has given 
examples of entire maps with wandering domains. [Bak76] 
So now we sub-divide periodic domains as follows: 
Definition 5 A periodic component F0, of period n is called: 
parabolic if on its boundary there is a neutral fixed point, with (RTh)'(zo ) = 1 
such that Rm(() - z0 on F0 . 
(super) attracting if it contains a (super) attracting fixed point. 
a Siegel disc if R: F0 - F0 is conjugate to a rotation of the unit disc onto 
itself. 
a Herman ring if R: F0 -+ F0 is conjugate to a rotation of some annulus 
onto itself. 
Giving us the following theorem. 
Theorem 31 A periodic component of the Fatou set is one of the four types 
above. 
2.2 Dynamics in two dimensions. 
Much work has been done on the dynamics of polynomials in C, in particular 
by Hubbard and Oberste-Vorth ([H0V94] and [H0V93]), Fornaess and Sibony 
[FS92] and Bedford and Smillie ([BS91b] and [BS91a]). Much of this work involves 
delicate use of currents and measure theory, but we will only need the most basic 
results which we now give. 
We restrict ourselves to the Henon map (z, w) i-+ (z2 + c + aw, z) where a and 
c are complex constants. Following [FS92] we define 
K± = {p : p E 
0 St g±n (p) is a bounded sequence, n = 0,1,... }. 
We note the analogy with the one-dimensional case. There the Julia set is the 
boundary of the set of points with bounded iterates. Hence we define J = SK+. 
We also set K = K fl IcT-. 
Lemma 32 [FS92] There exists a constant R > 0 such that lzl > R implies 
either 1z2 + c + awl > I ZI or IWI > I Z I . 
Given such an R we now define 
V = 
V 	j(z,w) lwl > R, lwl> lzlj 
V = {(z,w):z<Rjw<R} 
These regions act as "trapping regions"; 
Proposition 33 For R as above the following holds. 
1. KflV=ØandKThV=O. 
g(VT) c V, g(VuVT) c VT;  g (VT) C V, g 1 (VT uV) C VTuV. 
Also U = C2\K 	1J71>0 
gfl (V-) and U- = C2\K = >0g" (Vj. 
8. If (z, w) C K then limn,,,  dist (g' (z, w), K) = 0. 
. Given e > 0 suppose that (zn, w) = gfl (z, w). If (z, w) e U then for n 
large enough lwn l < 
In [BS91b] Bedford and Smillie prove a dynamical characteristic of J. If we 
say that a point p E C2 is a saddle is p is a periodic point of period m with 
eigenvalues A and )2  of Dfm (p) such that 1X1 I < 1 < IA21 then we have the 
following theorem. 
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Theorem 34 Let f be a polynomial diffeomorphism of C2 with def (f) > 1. Let 
p be a saddle point of f. Then J is the closure of the stable manifold W 8 (p) and 
J is the closure of Wu (p) 
In one dimension ffl  is a normal family on the Fatou set. In two dimensions 
we have that {gfl}  is a normal family on the interior of K, but to define this 
we have to first study the space 0D,  the space of analytic functions on an open 
domain D c C (for details see Gunning [Gun90]). If a sequence of functions 
fn E 0D  converges uniformly on compact subsets of D then the limit function is 
also analytic in D since it is continuous and analytic in each variable separately. 
Definition 6 A family of analytic functions S E 0D  is normal if every sequence 
of functions in S contains a subsequence that is uniformly convergent in every 
compact subset of D. 
Any subset S c 0D has compact closure if and only if it is normal and it is still 
true (as in one dimension) that locally bounded implies normality. Equivalently 
Theorem 35 (Montel) A set S C 0D  has compact closure in 0D  if and only if 
the functions in S are uniformly bounded on every compact subset if D. 
To show that {gTh}  is a normal family on the interior of K (following [BS91a]) 
let W C C be open and bounded. Then from Theorem 34 for any neighbourhood 
U of K inside K there is an no such that g(W fl Kj C U for all n> no . This 
implies that g?2fl 	is bounded and hence that {gTh}  is normal. 
To study the rate of growth of gfl  (z, w) the function 
G 	
1 
(z, w) = lim - log
+
gTh (z, w) 
ri-+oo 2 
has been introduced. From Lemma (32) it is easy to see that 
G(z,w)= urn 
1
-1ogz. 	 (2.1) 
n-#oo 2 
We now introduce the notion of a plurisubharmonic function (see [Giin9O] for 
details). We start by saying that a mapping u from an open region D in C to 
[—oc, oc) in upper semi-continuous if {z E D : u (z) <r} is an open subset 
of D for every real number r. This definition can be re-stated as u is upper 
semi-continuous if 
u (a) > lim sup u (z) = lim ( sup n (z). 
€-40 o<lz—aIE 	
/ 
Now we can state 
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Definition 7 A mapping u as above is a sub-harmonic function if u is upper 
semi-continuous in D and each point a E D has an open neighbourhood Ua c D 
such that 
n (a) < 	
f2 
u (a + re") dO 
27 
whenever A (a; r) C Ua . 
Intuitively one can think of a sub-harmonic function as being a function which 
in a domain D is less than the harmonic function with which it agrees on 6D. 
One extends this definition to more than one complex dimension by introducing 
the notion of a complex line; this is the one-dimensional complex sub-manifold of 
C {A + tB : t e C} ,where A is a point in C and B is a vector in C. 
Definition 8 A real-valued function in an open subset D C Cn is a plurihar-
monic function if it is continuous in D and its restriction to any complex line 
through any point of D is a harmonic function on that line in D. 
And now we can define a pluri-subharmonic function in the analogous case to 
one dimension as 
Definition 9 A mapping 'u D -+ [—cc, cc) defined on an open region D C C 
is a pluri-subharmonic function if u is upper semi-continuous in D and the 
restriction of u to any complex line through any point of D is a subharmonic 
function on that line (in D). 
It can now be seen, from (2.1), that C  is pluriharmonic outside K+  (and 
plurisubharmonic and continuous on 
Theorem 36 [FS9] There exists 7 > 0 such that for every compact X C C2 
there is a constant C > 0 such that for (z, w) and (z', w') E X 
G 	(z, w) - C (z, w') <C I I (z, w) - (z',w') T  
Corollary 37 Let 'r be as above. Then K is of Hausdorff dimension> 2 + 7 at 
every point of K+. 
To further emphasize the dynamical nature of these sets we quote a result 
from [BS91a]. We say that a periodic point p is a sink if both eigenvalues of 
D9 (p) have absolute value less than one. In this case the set W 8 (p) is an open 
set containing p called the basin of attraction of p. Bedford and Smillie prove 
Theorem 38 The boundary of any basin of attraction is J 
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2.3 The Programs. 
We generate the set 
K = {K =p : p E C2 st g+fl(p)  <C, n = 0,1,... ,N} 
for the map (z, w) i-* (z2 + c + aw, az) (note that this is conjugated to the map 
(z, w) F-* (z + c + a2w, z) by the function 0 (z, w) = (z, w/a)). The set K is an 
approximation to the set K+.  The main program (see Appendix A) implements a 
simple algorithm to generate this set, taking each point in the space and seeing if 
it diverges under iteration. However, since our space is very large (say 256 points 
on a side, giving a 256 grid) with up to 8000 iterations per point the problem 
is extremely computationally intensive. In order to get a reasonable run time 
for the program it was decided to use a parallel computer to speed things up. 
The Cray T31) at the Edinburgh Parallel Computing Center was used because 
its massively parallel design is ideal for the problem. 
The problem in parallising this problem comes form the uneven spread of work 
over the space. If f' (z, w) I > C for k small then we can stop examining this 
point after very few iterations whereas, at the other extreme, any points that are 
in the Julia set will need N iterations. 
If we naively assigned contiguous blocks of the space to processors many pro-
cessors would be very lightly used and some would be very heavily used, reducing 
any speed increases from extra processors dramatically. We can get around this 
problem by using a "scattered spatial distribution" (see [Edi]), in which the work 
load is spread more evenly over the available processors. This assumes that the 
problem has many more data points than the computer has processors, clearly 
true in this case. (We have 256 4  points and 128 processors). 
In a true scattered spatial distribution points are assigned randomly to pro-
cessors, spreading the load uniformly across the processors. Rather than use a 
true scattered spatial distribution we use a "cyclic distribution". This can be 
thought of as being like the way a pack of cards is dealt; the first element goes 
on PE 1, the second on PE 2 and so on. Functionally this has the same effect 
as a scattered spatial distribution without the computational and programming 
overhead involved in implementing a random distribution of the space. 
Our program can then be summarized as 
Set up array, and distribute array over available processors 
\\ Then on each processor 
Loop over array 	\\ compiler handles splitting up of array 
for e=1 to MAXITER 
(z , w)=(z*z+c+z*w, az) 





write (e mod NUMCOLOURS) to file 
The constants here MAXITER and infinity correspond to C and N above. 
The values of these constants are chosen by experiment and under the constraints 
on time. Larger values give a better approximation to K+  but at the expense 
of increased computing time. We took infinity to be 100 and MAXITER. to be 
around 8000; increasing infinity beyond this made no difference to the result 
(indeed it could probably have safely be taken smaller), and larger values of 
MAXITER led to unacceptable run times. 
Note that each processors does its own file handling and the results are com-
bined at the end; this avoids any sending of data amongst the processors, which 
would slow the program down. The file handling routines are contained in a sep-
arate program filewrite c. Some bit manipulation was done to keep the size 
of the output files reasonable, and it is easier to write bit manipulation in C than 
Fortran. The main program had to be written in Fortran since the C compiler 
didn't have the required features when the program was written. 
2.4 Some Results 
In this section we present a small selection of views though some of the sets 
generated. All the diagrams where generated with parameters maxiter=7680 
and infinity=100. 
Each graph is generated by taking a three dimensional slice though the four 
dimensional data, giving a cube. This cube is then displayed by removing a 
smaller cube from the edge of it, giving a view inside. 
The set is coloured by "escape time"; ie each point in the space is plotted with 
a colour corresponding to the number of iterations it took to escape to "infinity" 
modulo the number of colours available. Note, however, that the colour scheme 
is not the same in all the figures. In the first five, the set is coloured red whereas 
in the last figure it is coloured dark blue. 
Figures 2.1 to 2.5 are all views of the set K+  for the Henon map with a = c 
0.25. 
Figures 2.1 to 2.3 are views based on a hypercube with opposite corners 
(0.4, 0.4, 0.4, 0.4) and (0.8, 0.8, 0.8, 0.8) ie each co-ordinate lies in [0.40.8]. We 
will write a hypercube of this form as (0.4..0.8,... ,0.4..0.8). The three pictures 
are all views of the 3 dimensional cube given by lRz = 0.4. Each picture is a dif-
ferent view of this cube ie in each of the pictures a different slice is taken though 
the data. 
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Figure 2.4 is based on the hypercube (-2..2,... ,-2. .2) and is the cube given 
by aw = 1.75. 
Figure 2.5 is based on the hypercube (-2..2.... , —2..2) and is the cube given 
by lRw = 1.17. 
Figure 2.6 is based on the hypercube (-1..0,... , —1..0) and is the cube given 
by Rw = —0.5. 
Figures 2.7 to 2.8 are one complex dimensional slices though the data. These 
have been recomputed to a much higher resolution (possible since we are only 
dealing with a two-dimensional data set) and show the familiar Julia set of the 
one complex dimensional case hidden in the data. 
Both are taken from the hypercube (-1.5..1.5,... , —1.5..1.5); Figure 2.7 is 
given by w = 1.75 + 1.75i, figure 2.8 is given by w = 1.39 + 1.491 and figure 2.9 
is given by w = 1 + i. Notice the way that one changes into the other as the slice 
point is moved. 
2.5 Discussion of the results and further work 
The images presented in this chapter can only give a very small glimpse of the 
sets. To properly show the complexity of the sets would require many, many 
more. 
We note the clear similarity between the structure of the one and two dimen-
sional cases. As one would expect the sets display a complex, fractal structure 
with much fine detial. 
Many of the same questions that one can ask about one dimensional Julia 
sets can be asked here, but even looking at such conjuctures numerically becomes 
much harder. Some questions that can be asked are 
For what parameter values a and c is the set K connected? 
Do wandering domains exist? (We did not find any) 
Trying to look at these sets proved veey fustrating due to the non-interactive 
nature of the programs so we finish with some comments on the code itself. 
The most useful improvement that could be made to the code would be to 
allow interactive zooming in on the data. As it stands the code is very inflexible 
with regard to what sets it can calculate and it can be very hard to look at a 
particular feature. Unfortunately this will have to wait until computers become 
rather more powerful! 
At the moment desk top computers do not have enough computing power 
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usually set up so as not to allow interactive work, for efficiency reasons. This is 
a problem that will resolve itself in time however. 
Also, many algorithms are know for computing 1D Julia sets efficiently, it may 




The Brjuno Function 
3.1 The one dimensional case 
For a one-dimensional complex map R : C i—* C a fixed point is called neutral 
if I R' (z0) 	1. If z0 is a neutral fixed point, then, if in a neighbourhood of z0 a 
function R (a rational function of degree at least 2) is conjugate to a rotation, we 
have the following functional equation. 
This equation is called the Schröder Functional Equation, and we are interested 
in when this equation has a solution 0, under given conditions on R. We ask that 
our solutions are normalised by '(0) = 1. If ,\ is a root of unity, then SFE does 
not have a solution. 
In general, SFE has a formal power series solution as long as A is not a root of 
unity, but the convergence or otherwise of this series depends on number theoretic 
conditions on A. 
Any solutions to SFE are univalent in the case of an irrational fixed point 
since, if (z1) = q(z2), then by the SFE, h(Azi ) = h(AThz2) for all n> 0. Since A 
is irrational, its iterates are dense in the unit circle and so (e°zi ) = phi(e °z2) 
for all 0 by continuity. Since the values of an analytic function inside a disc are 
determined by its values on the boundary of the disc we have ((zi) = 0((z2) for 
1. Combining this with 0Y(0) = 1 we have z1 = z2. 
The problem of solving the SFE was worked on by Julia and Fatou, but the 
major leap in constructing solutions for it occurred in 1942, when Siegel proved 
the following theorem. 
Theorem 39 (Siegel) Let A 0 = e21ni where a E R - Q. Suppose there exist 
positive constants a and b such that I  a - p/q I > a/qb for all p, q E Z with q > 1. 
Then SFE has a solution with non-zero radius of convergence. 
Me 
To understand the condition on a we need some facts about continued frac-
tions. (see Hardy and Wright [HW79] for details and proofs). If 
1 








then we define the flth  convergent (pn/q)  as the sum of the terms of the 
continued fraction up to, and including, the term a. 
If we require the ai to be positive integers then the continued fraction is called 
simple and we quote here two theorems from Hardy and Wright about such 
fractions. 
Theorem 40 Every irrational number can be expressed in just one way as an 
infinite simple fraction. 
Theorem 41 The convergents (p/q) are the best rational approximations to a, 
i.e., ifn>1,O<q<q and p/q0pn/qm  then 
pri 	p --a < --a. 
q1 q 
A real number a is called approximable by rationals to order m if there is a 
constant C(a) for which 
p 	C(a) 
q qrn 
has an infinity of solutions. So we may re-state the condition on a as saying that 
a is not approximable to order b, for some b. 
To give examples of numbers which satisfy this condition, we use: 
Theorem 42 (Liouville) A real algebraic number of degree n is not approx-
imable to any order greater than n, 
which provides an infinite supply of numbers which satisfy the conditions of 
the theorem. Another approach is to use Theorem (41) and the following estimate 
on the accuracy of the approximation of (p/q) to a E Q. 
__ PT1 _____ 	 (3-1)  
(a i + 2)q, 	q 	a 1q 
Hence if the ai are bounded, then the condition is satisfied. These two examples 
provide many numbers that satisfy the condition, and in fact almost all (with 
respect to Lebesgue measure) real numbers do. The size of the set of numbers 
approximable to a given order is the contents of Jarnik's Theorem. [Fa190]. 
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Theorem 43 (Jarnik) If we write IIxII for the distance from x to the nearest 
integer, then the set of x such that 
qx 	q1 
for infinitely many q has Hausdorff dimension 2/cr. 
It is natural to ask whether Siegel's theorem is the best one can do, and if 
the condition in it is necessary as well as sufficient. In fact it is possible to give 
a sharper condition than this. 
3.2 The Brjuno condition in cn 
Herman [Her] surveys recent work on the question of the necessity for the Br-
juno condition and gives much background information. Here we summarise the 
relevant information. Let A e GL(n, C) and f(z) = Az + 0(z2) be a germ of a 
formal diffeomorphism of C. Further, let (A],... , A,) be the eigenvalues of A. 
If k E No' then we write Ak for Al ... ). We require 
Ak _A:~O, 	Vi, k>2 	 (3.2) 
In one dimension this reduces to asking that A is not a root of unity (cf. Lemma 
(3.1)). Then there exists a formal conjugation h, h(z) = z + 0(z2) such that 
f(h(z)) = h(Az). We can then generalise Siegel's theorem by asking under what 
additional conditions on A does h have a non-zero radius of convergence. 
The earliest results are due to Poincaré (see [Her] for references) in the 19 
century. If 
max I Ai <1 or max I A-'I <1, 	 (3.3) 
then h has non-zero radius of convergence. The case where (3.3) fails to hold was 
solved by Brjuno in [Brj7l], where he gave the following conditions for linearis-
ability. 
For in 	we define 
Q(m) 	inf lAk 
2<kI<m 
1<i<n 
where I k I = k 1 + . . + k,2 By condition (3.2) this function is non-zero, and if (3.3) 
holds then lirn 	0. 
,n-* + 
Definition 10 The matrix A satisfies the Brjuno condition if 
log (Q(2 +')) <+. k=O 
We write B (w) for the sum above corresponding to A = 
Example 1 When n = 1, a E R - Q and A = 	then if (pn/q)  are the 
continued fraction convergents to a, the Brjuno condition is equivalent to 
00 
q 'log q 1 <+00. 
The following theorem is called Siegel's theorem, (cf. Theorem (39)); it was 
first proved by Brjuno (op. cit.) in 1971. 
Theorem 44 Let f be a germ of analytic diffeomorphisms of (C'2 , 0) of the form 
f(z) = Az + 0(z2), 	A E GL(n, C). 
Then if A is diagonalisable and satisfies condition (3.2) and the Brjuno con-
dition, then h has non-zero radius of convergence. 
In the opposite direction, the best that is known is the following theorem. 
Theorem 45 If A satisfies (3.2) and one of the following conditions, 
lim sup (— log (m)) = +00, 
TT1- +:: 
A has a Jordan block (Ai 1 ) with A1 = 1. 
0 A1  
Then there exists an analytic germ f with f(0) = 0 and Df(0) = A such that 
the formal conjugacy h has zero radius of convergence. 
It is conjectured that in fact the conditions of Siegel's theorem are necessary 
and sufficient for the convergence of h but this has only been proved in one 
dimension, by Yoccoz. [Yoc]. 
The structure of the Siegel radius and Brjuno function are both very complex 
even in one dimension. For example, for the map f (z, w) = (Az - z2) then we 
can calculate the Siegel radius by writing 
f(h(z)) = h(A(z)) 
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where 	
h(z,w) = (hm Zm). 
We can calculate the coefficients as 
hfl = An 1A 	hh_ 
1<j<n 
and hence (by Hadamard's formula) the radius of convergence. This is shown in 
Figure 3.1 (0 is given by .A = e2°). It can be seen that the graph has a fractal, 
self-similar structure. 
Now consider a one-parameter map like the Semi-standard map 
f(x,y) = (x + y + ksinx,y + ksinx) 	x  R/27rZ, y ER 
For k = 0 phase space is foliated by invariant circles. By KAM theory we know 
that 3k = k (w) such that if k > k (w) the invariant circle with rotation number w 
is destroyed. It is conjectured that k (w) is related to B (w) . Marmi [Mar90] shows 
that k (w) e_2B(w) for the Semi-standard map (x', y') = (x + y', y + iKe) and 
Davie [Dav94] shows that log k (w) + 2B (w) is bounded on sets of w such that 
B (w) < oc. It is conjectured that this function is in fact continuous, but this 
remains unproven. Berretti and Marmi [BM94] show that k (w) 	- p/q2' 
close to a resonance p/q, which is consistent with the conjectures above. 
Clearly the radius of convergence of h will provide a lower bound for k (w), 
and this is what we will look at in the rest of this chapter. 
3.3 The problem 
In this chapter we look at the "Siegel radius" and Brjuno sum for the two dimen-
sional quadratic map, 
f (z, w) = ( 1z +a, z'  + b1 w2, A2W  + a2 
Z2  + b2w 2 ) 	 (3.4) 
with a, b small. (See below for a discussion of what is ment by "Siegel radius" in 
the two dimensional case). This is a two-parameter family of maps with a fixed 
point at (0,0) and eigenvalues ), ). If we have a conjugating function h such 
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h = (hi , 
(
ii2rnn zmzn) 
M i•i 	 m n 
then it is a straightforward calculation to find that 
h1 	 - A1 ) 	a 	i2 hIlkhb, + b1 	= h2lkh2l,k, 
1+11=m k+k'=n 	 1+11=in k+k'=n 
(AA - )'2) = a2 E E hltk hl j,k, + b2  
1+11=m k+k'=n 	 1+11=:rn k+k'=n 
For each value of A and A2 we will write B (01, 02) for the Brjuno sum corre-
sponding to function (3.4) with A1 = e29' and A2  = e22  and R (01, 02) similarly 
for the Siegel radius. It is the calculation of B (01, 02) that is numerically intensive. 
Given the coefficients hik we wish to calculate a radius of convergence. How-
ever, the situation in two dimensions is rather more complex than for a one-
dimensional power series. The reader is refered to Gunning [Gun90] for detialed 
proofs. Here we sketch some background, following Gunning. 
We define an open polydisc to be a subset 
(A; R) = 	(ai ,... , an; r1,... ,r) 
= 
If a power series converges at some point B E C then it converges absolutely 
and uniformly in any open polydisc A(A; R) for which rj < jb1 - aj  
We will restrict ourselves to polydiscs of the form 
A(O;r) = {ZEC : I z j j <r,1 <j <ri} 
ie polydiscs of equal radius and so we define the Siegel radius R to be 
the radius of the largest open polydisc (O, r) within which h converges. This 
definition has the advantage of being easy to calculate numerically, using a varient 
of Hadamard's formula; 




where an  = maxl+kfl 
In general the domain of convergence of a power series is a Rienhardt domain. 
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Definition 11 An open subset D c C is a complete Reinhardt domain if 
whenever (zi ,... , z) E D then (c i zi ,... , z7 ) E D for all complex numbers c 
with 	<1. The base of such a domain is the set B = { jz1 ,... 	 ,z) E 
D}. 
Note that knowing the base completely determines such a domain. If we 
have logB = {(logr i ,... ,logrn) E R : (r1, . . . r) e B, r3 0 Of and call B 
logarithmically convex if log B is convex in R in the usual sense, then we can 
state the following theorem. 
Theorem 46 The domain of convergence of a power series in n complex variables 
is a complete Rienhardt domain having a logarithimcally convex base. 
So the domain of convergence of h may be a larger domain than the (0; r) 
that we calculate. 
3.4 The calculations. 
For each value for 0, 02  it is necessary to calculate both a Siegel radius and 
Brjuno sum. Whilst straightforward to implement, the calculation for the Brjuno 
sum is very time consuming. Early test on a Sun workstation indicated that 
each point would requires approximately 12 seconds of computing time, and so 
doing 	100, 000 points would take nearly 14 days on a workstation. Since it 
seemed unlikely that even a heavily optimised program would bring that time 
down to a reasonable figure, it was decided to use a parallel computer to reduce 
the computing time. 
Since B (01 , 02) and R (01 , 02) are independent of any other B (0, 0) or R (0, 0) 
and the calculation of B and R will take a similar time for different 0 it is straight- 
forward to parallelise the algorithm by giving each (01 , 02) to a different processor. 
A single processor (called PE 0) by convention) acts as a controller doing 
all the file handling involved whilst the other processors calculate. This master 
processors job is simple; it is given here in "pseudo-code". 
set up connections with other processors 
open output file 
for ioop=i to NUMVALS 
receive data from all the other processors 
print it out 
end for 
end. 
The total number of points calculated will be NUMVALS times (NUMPROCS- 
1). Where NUMPROCS is the number of processors. 
The code for each of the worker processors can be summarised as: 
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set up connection to master 
initalise random number generator 
for(theta0ne=O to 1) 
generate random thetaTwo 
send B and R to master 
end for 
end. 
Doing a loop over 01 rather than generating both 01 and 02 randomly means 
that much fewer points need to be generated to take a useful cross-section. 
When the program was written the C compiler on the Cray T3D had only 
just been installed and did not yet have a good random number generator, so one 
was taken from "Numerical Recipes in C" [PTVF92] and [MQ86]. 
R (01 , 02) was calculated using the recurrence relations (3.5) to find the coef-
ficients and then 
1 	 1/n - = max 	 (3.7) 
R 1+k=n Ilk 
2<n<maxdegree 
This is equivalent to (3.6) because for this calculation it can be seen numeri-
cally that the largest coefficient along the diagonal hij, i + j = ii increases with 
n. For example with the parameters 
a1 = 0.5 + 0.51 	a2 = 0.9 + 0.51 
bi = 0.8 + 0.5i 	b2 = 0.4 + 051 
and 01 = 92 = 0.618034 (the golden mean) the maximal absolute values of the 
coefficients are as follows: 
Max, n=2 is 5.060973e-01 Max, n22 is 9.378821e+11 
Max, n=3 is 7.713790e-01 Max, n23 is 1.706487e+12 
Max, n=4 is 2.465460e+00 Max, n=24 is 6.733307e+12 
Max, n=5 is 4.590711e+00 Max, n=25 is 3.248920e+13 
Max, n=6 is 3.635783e+01 Max, n=26 is 7.735695e+13 
Max, n7 is 7.628690e+01 Max, n27 is 9.873978e+14 
Max, n=8 is 2.096226e-'-02 Max, n=28 is 2.343588e+15 
Max, n=9 is 2.608955e+03 Max, n=29 is 7.923391e+15 
Max, n=10 is 4.793096e+03 Max, n30 is 8.336177e+16 
Max, n=11 is 2.148399e+04 Max, n31 is 1.774736e+17 
Max, n=12 is 8.002991e+04 Max, n=32 is 1.020560e+18 
Max, n=13 is 1.928851e+05 Max, n=33 is 3.728673e+18 
Max, n=14 is 4.426184e+06 Max, n=34 is 1.016185e+19 
Max, n=15 is 8.537615e+06 Max, n=35 is 6.452953e+20 
Max, n=16 is 2.815741e+07 Max, n=36 is 1.176784e+21 
Max, n=17 is 1.939918e+08 Max, n=37 is 4.188667e+21 
Max, n=18 is 4.244522e+08 Max, n=38 is 2.470785e+22 
Max, n=19 is 3.032775e+09 Max, n=39 is 5.830019e+22 
Max, n=20 is 8.799029e+09 Max, n=40 is 5.118555e+23 
Max, n=21 is 2.551976e+10 Max, n=41. is 1.411576e+24 
Max, n=42 is 4.449448e+24 Max, n=46 is 3.699168e+27 
Max, n=43 is 8.576864e+25 Max, n47 is 9.625599e+27 
Max, n=44 is 1.726104e+26 Max, n=48 is 1.806330e+29 
Max, n=45 is 8.258431e+26 Max, n=49 is 3.941181e+29 
Again, other parameter values were tried, and the situation is very similar. 
The fact that (3.6) is an infinite sum and (3.7) is a finite one means that we 
can only find upper bounds for the radius. Taking a larger value of maxdegree 
will give a better estimate for the radius but at the expense of much increased 
computation time. The final value choosen was as large as possible without 
induring unacceptable running times. 
B (Or, 92) was calculated directly using 
00 
B(01,02) = 	In (+1)) 
k=O 
(m) =inf I ,\k - 
2<JkI<m 
1<i<n 
where Aj = e20 . The sum was taken over k from 0 to 10. Adding extra terms 
makes the computing time grow exponentially for no increase in useful accuracy. 
The main additional complications to the program come from using a lookup 
table for powers of A. This means that they only have to be calculated once each 
run instead of each time they are needed, but at the expense of extra complexity 
in the program. Changing this, with a few other small optimisations, give a 5-fold 
speed increase over the original program. 
With the final version, each run took 5 hours using 64 processors on the Cray 
T31D and generated 96,500 points. 
3.5 Error estimates. 
The problem of numerical stability and roundof errors in this problem cannot 
be tackled using conventional error estimates since these give bounds that are 
very conservative, and in this case, very large. As an example of the problems, 
calculating B (01, 02) involves first subtracting two numbers which may be nearly 
equal, potentially losing many significant digits, and then inverting the result, 
blowing up any errors. 
However, we may satisfy ourselves that the errors are in fact much smaller 
than the theoretical maximum by running the program twice, changing the rep-
resentation of floating point numbers. We first run the program using the type 
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double and then with the type float. On the Cray these are 128 and 64 bits 
long respectively. Since one representation has twice as many decimal digits as 
the other, if the calculation produces the same results using both double and 
float we can be confident that small errors are not being blown up to swamp 
the result. 
This was done for several different parameter values and with large numbers 
of randomly generated 01 and 02. 
As an example, for 01 = 02 = 0.618034 (the golden-mean rotation number) 
and parameters as above, the comparative results were 
Double Float 
Sum 0.85902735781315 0.85902735781315 
Radius 0.245796833279699 0.245796833279699 
and so we can have confidence that the results are accurate to at least 15dp (the 
results agree to the precision of a float which is about 15dp on the Cray). 
3.6 The results 
All the data in the following graphs was generated from the programs in Appendix 





STEPS IZE=0 .05 
STARTVAL=0 .05 
This means that each of the following slices through the data contains approx-
imately 5000 points. All the graphs are in the form of slices across the data with 
a fixed 02 and a random 01. 
Results are given for 
	
a1 = 0.5 + 0.51 	a2 = 0.9 + 0.5i 
bi = 0.8 + 0.51 	b2 = 0.4 + 0.5i 
This data is in Figures 3.2 to 3.9 Other data sets were calculated, but are not 
presented here since the data is very similar. As an example Figures 3.10 to 3.13 
show some data for 
a1 = 0.7 + 0.251 	a2 = 0.7 + 0.5i 
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Figure 3.2: 01 v R for 02 = 0.050593. 
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Figure 3.3: 01 v ln(R) + 2B for 02 = 0.050593 
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Figure 3.9: 01 v In(R) + 2B for 02 = 0.800593 
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Figure 3.10: 01 v R for 02 = 0.200593 
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Figure 3.13: 01 v In(R) + 2B for 02 =0.750593 
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Figure 3.14: exp(—B)/r v 0 for the quadratic map e20z + 1/2z2 
3.7 Conclusions 
Clearly the situation in two dimensions is far more complex than the one dimen-
sional case, and our data can not be conclusive. However the data do seem to 
support the hypothesis that In R + /3B is bounded for some 3. In the one di-
mensional case it is conjectured that this function is in fact continuous, and it is 
possible that is also true in two dimensions, though our results do not enable us 
to say anything about this. 
The difference between one and two dimensions is clearly shown in Figures 
3.14 and 3.15. The first is from Marmi [Mar90] and shows exp(—B)/r v 0 for 
the quadratic map e20z + 1/2z2. The second shows exp(—B)/r for the two 
dimensional quadratic map, with paramemeters 
	
a1 = 0.5 + 0.5i 	a2 = 0.9 + 0.51 
= 0.8 + 0.5i 	b2 = 0.4 + 0.51. 
Although is graph is far more complex, it is still bounded, supporting the 
conjucture that log  + /3B is bounded. 
On a technical side, there is clearly room to improve the algorithim so as to use 
the symmetry of the results to give faster calculations. It might then be possible 
to push the calculation of the radius of convergence to give higher accuracy by 















Figure 3.15: exp(—B)/r v 0 for 02 = 0.050593. 
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Appendix A 
Program Code for Chapter 2 
This appendix lists all the code used in the production of the Julia sets. 
A.1 The main program 
First the header file 
\\ FILE:  juliac.h 
#ifndef JULIAC 
#define JULIAC 
#define DATAFILENAME "/tmp/arthur/out .dat' 
FILE * file_desc; 
#endif 
Now the main program 
C 
C 	FILE: julia.f 
C 
C 	Calcs the julia set for the henon map (z,w)->(z*z+c+aw,az) 
C where a and c are defined at the start. 
C 	outputs data compress to many files which must be combined 
C and fed though compress.c or proj.c to be read. 
C 
C 	The output is in the directory defined in juliac.h DATAFILENAME. 
C 7/6/95 Altered to output colour data as well (coloured by 
C 	escape time. 
PROGRAM fred 
C size should be (start+end)/step and must be a power of 2 
INTEGER size, maxiter, infinity 
REAL start, end, step 
COMPLEX cparam, aparam 
PARAMETER(start=-2 .0, step=0 .0625) 
PARAMETER (cparam= (0 . 025 ,0 . 025) , aparaxn (0 . 025 ,O . 025) ) 










C variables for timing 
INTEGER timestart, timeend, time 
C variables to pass data back from the C code bit 
INTEGER result, error 
C and now the biggie ..... 
INTEGER space(size,size,size,size) 
CDIR$ SHARED space(:BLOCK(i), :BLOCK(1), :BLOCK(1), :BLOCK(1)) 
INTRINSIC MY-PE 
INTRINSIC IRTC 
C open all the various files (one per FE) 
myPE MY_PEO 
C a barrier is needed here to avoid problems with the files 
CALL SETUPFILES (myPE) 
CDIR$ BARRIER 
C 	timestartIRTC() 





C 	 WRITE(*,*) "Going round the loop" 
C WRITE(*,*) a,b,c,d 
zrstart+(a-1) *step 
zi=start+(b-1)*step 
wr=start+ ( c-i) * step 
wi=start+(d-i)*step 
z=CMPLX(zr,zi) 












IF (zr*zr+zi*zi+wr*wr+wi*wi .GT. infinity) THEN 
test=O 
GO TO 20 
END IF 
END DO 
20 	 space(a,b,c,d)=test 
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C 	The -1 bits in the next line are to convert to C array format. 
CALL CONVERTTOINT(a-1,b-1,c-1,d-1,colour,result) 
CALL WRITETOFILE(1,result, myPE, error) 










C 	WRITE(*,*) "Time taken was" 
C WRITE(*,*) time 
C a barrier is also needed here - see above 
CALL CLOSEFILES (myPE) 
CDIR$ BARRIER 
END 
Now the C sub progs used by the Fortran program to do the file handling. 
\\ FILE:  filewrite.c 
This program does the file handling for julia.f. 
SETUPFILES 	sets up the files (one per processor). 
CLOSEFILES does the obvious 
CONVERTTOINT packs 5 mt (0-255) into one 64 bit mt to save file space. 
WRITETOFILE writes on of these packed ints out. 
All the fns have to be in caps and take all params as pointers 
to keep fortran happy. 
7/6/95 Altered to deal with colour. 
#include <stdlib.h> 












(void) strcat(filename, number); 
file_desc = fopen(filena.me, "w") 
if(file_desc==NULL){ 









** Packs 4 ints in the range 0-255 into one ** 
void CONVERTTOINT(int * pa, int * pb, int *pc, int *pd, int *pcolour, 
unsigned int *result) 
{ 
unsigned int a,b,c,d,colour; 
a= (unsigned int) *pa; 	b= (unsigned int) *pb; 
c= (unsigned int) *pc; d= (unsigned int) *pd; 
colour= (unsigned int) *pcolour; 
*result=0; 
*result=colour; 
*result= *result << 8; 
*result= *result I d; 
*result= *result << 8; 
*result= *result I c; 
*result= *result << 8; 
*result= *result I b; 
*result *result << 8; 
*result= *result I a; 
} 
I********************************************* 
** 	writes n jilts to file output.datxxx 	** 
** were xxx is myPE 	 ** 
** really should check for file errors 	** 
void WRITETOFILE(int *n, unsigned int * DATA, jilt * myPE, int * error) 
{ 
FILE * fp; 
fpfile_desc; 
*error=fwrite( (char *) DATA, sizeof(unsigned jilt), *n, fp); 
} 
Test Harness 
jilt main() { 
unsigned int DATA[51; 
int a, myPE; 
int test, i, error; 
int cl,c2,c3,c4,colour; 
a=5; 
c10; c2=255; c3128; c4=7; colour=23; 
myPE3; 
SETUPFILESO; 
for(i=0; i<5; CONVERTTOINT(&c1,&c2,&c3,&c4, &colour, DATA+i), i++); 
WRITETOFILE(&a, DATA, &myPE, &error); 
CLOSEFILESO; 
} 
The header file used by it 




** 	itoa from K&R 	 ** 
void reverse( char *s) 
{ 
mt c,i,j; 





void itoa(int n, char * s) 
{ 





*(s+i) = n °h 10 + '0'; 
} while ((n / 10) >0); 







The data ends up in NUMPROC files so it has to be combined using a simple 
shell script. 
\\ FILE:  combine 
#!/bin/sh 
> /tmp/in.dat 
for i in ./range 0 to $1' 
do 
cat out.dat$i >> /tmp/in.dat 
done 
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A.2 Data handling programs 
Now we have the data we have to do something useful with it. We can't display 
4D data so we take a 3D projection and then slice that with AVS. First we have 
to un-compress it. 
\\ FILE:  collate.c 
This program takes the output of julia.f (assumed to be /tmp/in.dat 
uncompresses it and writes the results to /tmp/out.dat. 
Note that the params to this program and julia.f must be the same 
and are not passed over. . .must be done sometime. 
#include <stdlib.h> 
#include <stdio .h> 
#include <string. h> 
#define START -2.0 
#define STEP 0.0625 
void unpack(unsigned mt output[], unsigned mt input) 
{ 
unsigned mt mask; 
mask= OxFF; 
output [01 = input & mask; 
input= input >> 8; 
output[11= input & mask; 
input= input >> 8; 
output[2]= input & mask; 
input= input >> 8; 




FILE * fpinput; 
FILE * fpOutput; 
mt n,i; 
unsigned mt data[2]; 
unsigned mt coords[4]; 
float result [4]; 
fpinput=fopen("/tmp/in.dat" ,"r"); 
fpflutput=fopen("/tmp/out .dat", "w"); 
n=fread( (char *) data, sizeof(int), 1, fpinput); 
while(n!0){ 
unpack( coords, data[01); 
for(i0; i<4; i++){ 
result [i] =START+coords [i] *STEP; 
} 
fprintf(fpOutput, "(%f,Y,f,%f,%f)\n", result[0], result[1] 
result [2] , result [3]); 






A.3 Projection program 
Now we can take a projection. 
\\ FILE:  proj.c 
/* 
This program takes the output of julia.f (assumed to be /tmp/in.dat 
uncompresses it and writes the results to /tmp/out.dat. 
This program is altered from collate.c so as to only output 3 of the 4 coord 
to do a projection onto one of the coordinate axis, or a slice though 
the set. 
Note that the params to this program and julia.f must be the same 
and are not passed over... .must be done sometime. 
13/6/95 Now takes two parains. First gives var (0Re z, 3=Im w) and second 
value though which to take slice. 
*/ 
#include <stdlib.h> 
#include <stdio . h> 
#include <string.h> 
#define START -1.0 
#define STEP 0.015625 
void unpack(unsigned mt output[], unsigned mt input) 
{ 
unsigned mt mask; 
mask= OxFF; 
output[01= input & mask; 
input= input >> 8; 
output[11= input & mask; 
input= input >> 8; 
output[21= input & mask; 
input= input >> 8; 
output[3]= input & mask; 
input= input >> 8; 
output[4]= input & mask; 
} 
mt main(int argc, char * argv[]) 
{ 
FILE * fpinput; 




unsigned mt data[2]; 
unsigned mt coords[5] 
float result [41 
if(argc!=3){ 
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printf("Error: must give two parameters\n"); 
exit(-1); 
} 
fpinput=fopen(c '/tmp/in.dat'' , 
fpOutput=fopen("/tmp/out .dat", "w"); 
if(fpinput==NULL II fpOutput==NULL){ 





n=fread( (char *) data, sizeof(int), 1, fpinput); 
while(n!0){ 
unpack( coords, data[O]); 
for(i=O; 1<4; i++){ 
result [i] =START+coords [i] *STEP; 
} 
if (result [index] == slice){ 
switch(index) { 
case 0: 
fprintf(fpOutput, ''hf %f %f %d\n", resuit[i], resultL21, 
result [3], coordsL4]); 
break; 
case 1: 
fprintf(fpOutput, "Y.f 70f °hf %d\n", resuit[O], result[2], 
result[3] , coordsL4]); 
break; 
case 2: 
fprintf(fpOutput, "%f %f %f %d\n", resuit[O], result[1], 
result [3] , coords [4]); 
break; 
case 3: 
fprintf(fpOutput, ''hf %f %f %d\n", result[O], resuit[i], 
result [2], coords[41); 
break; 
default: 









A.4 AVS data programs 
Now we have data on Cray. Final thing is that AVS needs it in another format, 
so we have a conversion program for that. 
Unfortunaly AVS needs two types of file for different programs, binary and 
ascii valued so we need two programs to do this. 
First the ascii one. 
FILE: ascii.c 
1* 
This takes the ascii data from the cray and puts it into a ascii byte value' 
file. It assumes only 3D of data, ie after a projection 
or slice has been done. The data is written out in Fortran 
array format for reading into AVI. It deals with colour data only. 
Input and output file names are given by the first and second 
command line paranis. The other things it needs to know are the 
size of the array, in SIZE, the starting value in START and the 
step size (STEP, surprisingly). 
12/6/95 altered from binary.c to become acsii.c 
#include <stream.h> 
#include <math.h> 
#include <stdlib . h> 
#define SIZE 64 	/* the size of the array *1 
#define START -2.0 
#define STEP 0.0625 
mt main(const mt ac, const char** av){ 
ifstream inFile(av[11, ios::in); 
ofstream outFile(av[21, ios::out); 






cout << "Error: must give two file naines\n"; 
exit(-1); 
} 
cout << "Starting reading input data\n"; 
cout.flushO; 
if(outFile==NULL II inFile == NULL){ 




inFile >> x; 
inFile >> y; 
inFile >> z; 
inFile >> colour; 
i= mt ( (x-START) /STEP); 
j= mnt((y-START)/STEP); 
k= mt ( (z-START) /STEP); 
data[i] [j] [k]=colour °h 256; 
} 
cout << "Finished reading input, writing out.\n"; 
cout.flushO; 
for(j.0; i<SIZE; i++){ 
for(j=0; j<SIZE; j++){ 
for(k=0; k<SIZE; k++){ 









Nov,  the binary one 
This takes the ascii data from the cray and puts it into a (sun) 
binary to reduce space. It assumes only 3D of data, ie after a projection 
or slice has been done. The data is written out in Fortran 
array format for reading into AVI. 
Input and output file names are given by the first and second 
command line params. The other things it needs to know are the 
size of the array, in SIZE, the starting value in START and the 
step size (STEP, surprisingly). 
7/6/95 Altered to read in the colour detial as well. 
*7 
#include <stream.h> 
#include <stdio . h> 
#include <stdlib.h> 
#define SIZE 64 	7* the size of the array *7 
#define START -2.0 
#define STEP 0.0625 
mt main(const mt ac, const char** av){ 
FILE * fp; 
ifstreani inFile(av[11, ios::mn); 






if(ac != 3){ 
cout << "Error: must give two file nanies\n'; 
exit(-1); 
} 
cout << "Starting reading input data\n"; 
cout.flushQ; 
fp=f open (av[2] ,"w"); 
if(fp==NULL II inFile == NULL){ 




inFile >> x; 
inFile >> y; 
inFile >> z; 
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inFile >> colour; 
i= int((x-START)/STEP); 
j= int((y-START)/STEP); 
k= mt ( (z-START) /STEP); 
data [ii [j] [k]colour; 
} 
cout << 	Finished reading input, 
cout.flushQ; 
for(i=O; i<SIZE; i++){ 
for(j=O; 1j<SIZE; j++){ 
for(k=O; k<SIZE; k++){ 




sizeof(int), 1, fp); 
} 






Program code for Chapter 3 
All the programs that were used to investigate the Brjuno function. There is 
only one main program, and two very small subsiduary ones. The first of these 
implements a random number generator from the book "Numerical recipies in C" 
[PTVF92] and the second impiments a few complex number functions. 
First the main program; shifter.h with its associated header file 
FILE shifter.h 
#define ORDER 10 
#define LOOKUPSIZE 1025 
#define MAXDEGREE 50 
#define NUMVALS 40 
#define STEPSIZE 0.05 
#define STARTVAL 0.05 
/* ( 2(ORDER)+1) must be > MAXDEGREE */ 
#define MIN(x,y) ((x) < (y) ? (x) : (y)) 
#define MAX(x,y) ((x) < (y) ? (y) 	(x)) 
typedef struct DATA -[double thetal, theta2, radius, sum;} data; 
double radius(double thetal, double theta2); 
double calcsuni(double thetal, double theta2); 
double omega(int m, double complex lainbdal, double complex lambda2); 
void setuparray(double thetal, double theta2); 
FILE shifter.c 
/* 
Calcs Brjuno fn and radius of convergance for different vals of thetal, thet 
for the map 
(z , w) -> (lambdal*z+alparam*z*z+blparam*w*w, lambda2*w+a2parain*z*z+b2param*w*w. 
where alparam etc are defined in the fn radius. 
Takes no paranis - see shifter.h 
Output to output.dat 
This version uses a lookup table for powers of lambda 
and the library complex number routines. 
It has no other optimisations. 
Some output from this is the dune/data directory. 
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double dOut [4]; 
mt mytid, mype, info, bSize; 
long rantemp; 
long *ran2seed; 
1* Buffer for incoming data 	*1 
1* Buffer for outgoing data *1 
/** Now the vars for the calculations 
double inf; 
double complex alparain, a2param, biparam, b2param; 
double complex coeffhl [MAXDEGREE] [MAXDEGREE], coeffh2 [MAXDEGREE] [MAXDEGREE] 
/* see radius() for values of above */ 
and a look up table for powers of lambda  




mt main(int argc, char *argv[]) 
{ 
register mt i; 






mt atid, atag, alen; 
long timeStart, timeEnd; 
/* Loop variable *1 
mytid=pvm_mytidO; 
if(mytid <O){ 




info=pvm_setopt (PvmFastBarr, 1); 
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if (info<0){ 
info=pvm_perror("failed to set fast barriers"); 
exit(-l);  
} 
/* Now do the work! NULL acts as PVMALL *1 
bSize=pvm_gsize (NULL); 
if (bSize<0){ 








fp=fopen("output .dat", "w"); 
if (fp==NULL) { 
printf("Error opening file\n"); 
exit(-l); 
} 
for(temptheta= STARTVAL + 0.0005926536; temptheta<1; temptheta += STEPSIZ 
for(1=0; l<NUMVALS; l++) 
{ 








printf("Just about to do receive\n"); 
#endif 
info=pvm_precv(-1, 7, dIn, 4, PVM_DOUBLE, &atid, &atag, &alen); 
if(info<0){ 




printf("just done receive\n"); 
#endif 
fprintf(fp, "(%f ,%f ,%f ,%f)\n" ,dln[0] ,dln[1] ,dln[2] ,dln[31); 
/* (void) fflush(fp); 
info=pvm_barrier(NULL,-1); 
if (info<0) { 







else 1* the worker procs *1 
{ 





printf ("Ftantemp=%ld\n" , rantemp); 
#endif 
ran2seed=&rantemp; 
for(temptheta= STARTVAL + 0.0005926536; temptheta < 1; temptheta += STEPSIZE 
for(1=0; l<NUMVALS; l++){ 
#ifdef DEBUG 




dOut [0] =ran2 (ran2seed); 
dOut E 1 =temptheta; 
#endif 
** load lookup table 	*** 
setuparray(dOut[0] ,d0ut[1]); 
dOut [21 =radius (dOut [0], dOut [1]); 
dOut [3] =calcsum(dOut [0] , dOut [1]); 
1* 	info=pvm_barrier(NULL,-1); 
if(info<0){ 





info=pvm_perror('failed in pvm_inmntsend"); 
exit(-1); 
} 
1* 7 is message tag - picked for no good reason other than that 
there has to be one 
info=pvm_psend(0,7, dOut, 4,PVM_DOUBLE); 
if (info<0) { 
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printf ("Proc 70d,Just done Pvm_exit\n",mype); 




void setuparray(double thetal, double theta2){ 
double complex lambdal, lambda2; 
mt f,g; 
#ifdef DEBUG 





lookup [01 [01=1; 
for(f=1; f<LOOKUPSIZE; f++){ 
lookup [0] [fI =lookup [0] [f-i] *lambdal; 
lookup [f] [01 =lookup [f-l] [0] *lambda2; 
} 
for(f=0; f<LOOKUPSIZE-2; 
for(g=0; g<f+l; g++){ 
lookup[g+1I [f-g+1] = 
}  
f++){ 




printf("Time to setuparray - %f\n",(timeEnd-timeStart)*6.67e-9); 
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totaltime += (timeEnd-timeStart) *6. 67e-9; 
#endif 
} 
double calcsum(double thetal,double theta2) 
{ 










for(i=O; i<ORDER; i++) 
{ 
sum=sum+(((double) 1)/pow(2.0,((double) i)))*log( ((double) 1) 




printf("Time taken by calcsum in secs - °hf \nhu,(timeEnd_timeStart)*6.67eH 




double omega(int m, double complex lambdal, double complex lambda2) 
{ 
double complex templ,temp2; 
mt lower, upper,deg,j; 
double tempinf; 
#ifdef DEBUG 
long timeStart, timeEnd; 
timeStart=rtclockO; 
#endif 
lowerMAX(pow(2.0, (double) m) ,2); 
upper=lower*2; 
tempinf=inf*inf; 
for (deg=lower; deg<upper+1; deg++) 
{ 
for(j=O; j<deg+1; j++) 
{ 









printf (" Inf =0. 





printf("Time taken by omega with m=%d in secs - %f \n",m, 
(timeEnd-timeStart) *6 . 67e-9); 





*** 	now estimate the radius of convergance ** 
double radius(double thetal, double theta2){ 
double complex lasnbdal, lambda2; 
double complex sunthi, sumli2, temphi, temph2, tempi, temp2; 
double bhl [MAXDEGREE]; 
double bh2 [MAXDEGREE]; 
double bmaxhl, bmaxh2, temp; 
double radiushi, radiush2; 
lilt n,loop,c,d,l,k; 
mt errf lag; 
#ifdef DEBUG 
















for(n=2; n<MAXDEGREE; n++){ 




for(c=0; c<1+1; c++){ 
for(d=0; d<k+1; d++){ 
templ=coeffhl [c] Ed] *coeffhl [1-c] [k-d]; 
temp2=coeffh2[c] [d]*coeffh2[l-c] [k-d]; 
sumhl=(templ*alparam)+(temp2*blparam)+sunthl; 
sunth2= (templ*a2param) + (temp2*b2parai) +sunh2; 
} 
} 








coeffhl[l] [k]=(((double complex) 1)/temphl)*sumhl; 
coeffh2[1] [k]=(((double complex) 1)/temph2)*sunth2; 
} 
I- 
/* Now caic the radius, given coeffs *1 




for(n=1; n<MAXDEGREE; n++){ 
for(1=0; 1<n+1; l++){ 
temp= ((double) 1)/n; 
bhl[n]= MAX(bhl [n], pow(cabs(coeffhlEl] [n-li) ,temp)); 




bhl [n] =bmaxhl; 
bh2 [n] =bmaxh2; 
} 






1) /bhl [MAXDEGREE-1]; 




printf ("Time taken by radius in secs - %f",(timeEnd-timeStart)*6.67e-9); 
totaltime + (timeEnd-timeStart)*6 .67e-9; 
#endif 
} 
And finally the subsiduary programs 
#ifndef RAN 
#define RAN 1 
** 	 ** 
** Random number generator - from Numerical Recipies in C ** 
** 	Press, Teukolsky, Vettering, Flannery. 	 ** 
#define IM1 2147483563 
#define 1M2 2147483399 
#define AM (1.0/IM1) 
#define IMM1 (IM1-1) 
#define IA1 40014 
#define 1A2 40692 
#define IQ1 53668 
#define 1Q2 52774 
#define IR1 12211 
#define 1R2 3791 
#define NTAB 32 
#define NDIV (1+IMM1/NTAB) 
#define EPS 1.2e-7 
#define RNMX (1.0-EPS) 
float ran2(long *idum); 
#e is e 
#endif 
#include ran.h 




static long idum2=123456789; 
static long iy=0; 
static long ivENTABI; 
float temp; 
if (*idum <= 0) 
if (-(*idum)<1) *jduml; 
else *idum -(*idum); 
idum2=(*idum); 




if (*idum<0) *idum += IM1; 






*jduni=JA1* (*idum-k*JQ1) -k*IR1; 
if (*jduin<O) *jdum += IM1; 
k=idum2/1Q2; 
iduni2=1A2*(idum2-k*1Q2) -k*1R2; 




if (iy<l) iy += IMM1; 
if ((temp=AM*iy)>RNMX) return RNMX; 
else return temp; 
II 
The complex number stuff 
#ifndef COMPLEX 
#define COMPLEX 1 
#include <math.h> 
#include <complex.h> 
double complex Polar(double theta); 
double Cnorm(double complex z); 





















else if (Y==O) 
111 
ans=x; 
else if (x>y) 
{ 
temp=y/x; 
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