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Criteria for the oscillation of all solutions of 
x” + a(t)f(x) = 0 (1) 
have been extensively studied. The special case of f(x) = Sri-l (YZ > 1) has 
been considered by Atkinson [l] and his results have been recently extended 
by Gollwitzer [2] to the case 
x”(t) + a(t) x(t - T(t))-1 = 0. (2) 
A rather different extension of Atkinson’s result was considered by 
Waltman [3] and, later, by Wong [4]. In these cases Atkinson’s equation was 
included in the more general form of (1) w h ere it was understood that f(x) 
satisfied, lim infi,l,, 1f(~)]/l x 1~ > 0 for some p > 1. 
The purpose of this paper is to give oscillatoric criteria for the functional 
differential equation: 
x”(t) + a(t)%) = 0, 
using a method which is similar to that used by Wong. 
(3) 
We consider (3) to be a retarded equation with a maximum delay of p > 0. 
The term xt is the restriction of x(a) to the interval [t - p, t] and shifted to 
the interval [- 8, 01, i.e. x~(s) = x(t + S) for s E [-/I, 01. C[- /3,0] will 
denote all continuous curves on the interval [- @, 0] and so X$ E C[ - /3, 01. 
We define C+[- /JO] to be the set of all #(s) E C[- & 0] such that #(s) is 
nonnegative on [ - & 0] and C T [ - /I, 0] to be the set of all #(s) E C+[ - /3,0] 
such that #(s) is monotone increasing on [- /I, 01. Parallel definitions are to 
hold for C-[- /3,0] and C J [- 8, 01. Let 
Denote by D all Y(S) E C[- ,8,0] such that Ij #(s)ll < I. 
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We define (3) to be oscillatory if any solution of (3) has no last zero and 
nonoscillatory if it is eventually of constant sign. We assume that all solutions 
of (3) may be continued throughout [t,, , co] where t, is the initial point and so 
the initial condition is defined on [to - /3, t,]. 
It will be understood that (3) satisfies: 
(i) a(t) is continuous and eventually nonnegative. 
(ii) F is continuous and for (CI in either C+[- 8, 0] or C-[- 8, 0] we have 
(sign 4) F(4) > 0 except for #(s) 3 0 when F(4) = 0. 
(iii) F satisfies a Lipschitz condition and for the domain D, the associated 
Lipschitz constant is given by k > 0. 
THEOREM 1. If (3) is subject o the above conditions, then a necessary and 
sqqicient condition that it have a bounded nonoscillatory solution is that 
1 
m 
t a(t) dt < 00. (4) 
Proof. Let x(t) be a bounded nonoscillatory solution of (3) and hence we 
may assume that there is a T1 such that x(t) > 0 for t 2 Tl - /3 3 t, . A 
parallel argument holds if x(t) is eventually negative. Thus xt E C+[- /3,0] 
for all t > Tl and since a(t) > 0 for sufficiently arge t, say again for t >, Tl , 
then from (ii) we have x”(t) < 0 for t > Tl . This implies that x’(t) is non- 
increasing and since x(t) > 0, x(t) is nondecreasing and hence tends to a 
finite limit L > 0 since x(t) is bounded above. 
Integration of (3) from t to s with Tl < s < t yields, 
x’(t) - x’(s) + St a(T) F(x7) d7 = 0. 
s 
We let t tend to infinity and obtain 
x’(s) > s m a(T) F(x,) dr s (5) 
since x’(t) is nonnegative and bounded above. The continuity of F enables 
us to find some T > Tl such that for t > T, 
F(x,) >, BF(L) > 0. (6) 
Using this Tin a further computation yields, 
x(t) - x(T) > 1’ lrn U(T) F(x,) dT ds 
T s 
= ,I (7 - T) a(T)F(x,) dT + 1: (t - T) a(T)%) dT 
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after an integration by parts and rearrangement of limits. Using (6), 
x(t) - x(T) 2 &F(L) ,:. (T - T) U(T) d7. 
This final integral is bounded above by x(t) - x(T) a bounded quantity for 
all t. Thus, letting t approach infinity in this equation implies (4). 
The demonstration of sufficiency is essentially that contained in Atkinson 
[l], so we will only sketch it. 
The integral equation 
x(t) = 1 - 1; (S - t) a(s)F(x,) ds 
will have a nonnegative solution (also satisfying (3)) which is continuous and 
uniformly bounded as t + CO if equation (4) holds. 
Using the Picard method of successive approximation we define a sequence 
of functions. 
by: 
(xm) (t) m = 0, I,..., t>T,----B 
@o) (0 = 1 
/ 
t 2 Ts 
(%+I) (t) = (7) 
(xm+J (U T,--jl<t<TT,. 
The initial point Tz is chosen such that, 
K jm (s - t) a(s) ds < $I < 1 
t 
for all t > T, , p a positive constant. 
Then 
implies 
(xm)t E D n c+[- hOI for all t b T, 
since 
(xm+Jt E D n C+[- P, 01 for all t B T, 
(8) 
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from (8) and (iii). Also, from (7) and condition (iii), 
for all t > T, . This will establish the uniform convergence of the infinite 
series 
%W + k) w - (%) (01 + *.. + N%J (0 - 6%-J (01 + .** 
from which we deduce the uniform convergence of the sequence {(x,,J (t)}z,e 
for all t > T, . The required solution is the limiting function x(t) which is 
continuous, bounded and nonoscillatory since 
THEORRM 2. Let (3) sutisfr conditions (i), 
F satisfy for some p > 1, 
lim kc.2 x(t) = 1. 
(ii), (iii) and in addition let 
where the limit is taken through elements of either C t [- fi, 0] OY C 4 [- j?, 0] 
such that m(9) increases towards injkity. 
Then a necessary and st.@cient condition that all solutions be osciIlatoty is 
that, 
s 8 t u(t) dt = co. (10) 
Proof. The necessity has been established in Theorem 1. 
To prove sufficiency, let x(t) be a nonoscillatory solution of (3) which, in 
consideration of Theorem 1, must monotonically increase to infinity. 
Thus, lim t+oo m(q) = CO. As before we may assume x(t) and r(t - /3) to 
be positive and in fact monotone for all t > TI for some TI large enough. 
We use line (5) of Theorem 1 to obtain 
x-“(s - /3) x’(s) 3 P’(s - ,k?) Irn a(++,) dT 
s 
m 
3 a(T) F(xT) dT 
s X”(’ - fi) 
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for all s > Tl . We note that x(7 - /?) = x7(- 8) and so from (9) we may 
choose T > Tl sufficiently arge to guarantee that 
holds for all t > T. 
We also note that since x”(t) is negative here, X’(S - /3) >, x’(s). This and 
the previous fact yield 
x’(s - /3) m 
x”(s - /3) b E I 
a(r) dr 
s 
for all s > T. Integrate this from T to t: 
& {xl-( T - /3) - x - 1 “(t - j3)} > l ,3 1; a(~) dT ds 
> E 
I 
; (T - T) U(T) dr. 
Now, lim,,, x(t - 8) = cc and because p > 1, the left side is bounded 
giving us the required contradiction since (10) holds. 
Final Remark. The above characterization fF is reasonably general and 
in fact includes those equations (2) studied by Gollwitzer. In this case 
0 < I < /3 and F(q) = x(t - ~(t))~‘@ implying that F(4) 2 [$(- @12’+l 
for any # in C t [- /3,0] or C I[- j?, 01. Hence we may choose p to be 
2n - 1 and so (F($)l/i $(- p)\” >, 1 > 0. The class of all F satisfying the 
conditions of Theorem 2 includes such an equation as 
x”(t) + a(t) [x(t - p)” x(t)2 + x(t - T(t))] = 0 
which is not covered by [2]. 
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