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Abstract
In this article, using three grid points, we discuss variable mesh methods of order two and three for the numerical
solution of the nonlinear differential equation u′′ = f (r, u, u′), 0<r < 1 and the estimates of (du/dr) subject to the
natural boundary conditions u(0)=A and u(1)=B. Both second- and third-order methods are compact and require
two and three function evaluations, respectively. The proposed methods are successfully applied to the problems
both in cartesian and polar coordinates. Numerical results are provided to illustrate the proposed methods and their
convergence.
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1. Introduction
Consider the second-order nonlinear two-point boundary value problem
u′′ = f (r, u, u′), 0<r < 1, (1.1)
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subject to the natural boundary conditions
u(0)= A, u(1)= B, (1.2)
where A and B are two constants.
We assume that for 0<r < 1, −∞<u, u′<∞
(i) f (r, u, u′) is continuous;
(ii) f/u and f/u′ exist and are continuous;
(iii) f/u> 0 and |f/u′|W , for some positive constantW .
These conditions assure us the existence of a unique solution of the above boundary value problem
(1.1) and (1.2) (see [7]). We assume these conditions are satisﬁed in the problem that we are considering.
The singular two-point boundary value problem occurs frequently inmany applied problems. There has
been considerable interest recently by many authors in the development of the ﬁnite difference method
designed specially for the singular two-point boundary value problems. For the numerical solution of the
two-point boundary value problem by ﬁnite difference, the well-known method is the classical second-
ordermethod. High-order difference schemes using a uniformmesh, for the differential equation (1.1) and
the estimates of (du/dr) have been developed in [2,3,8]. Jain et al. [6] have derived a family of third-order
variable mesh methods for the solution of the differential equation (1.1). Their methods require three grid
points and four function evaluations. In this paper, we have discussed variable mesh methods of order
two and three for the numerical solution of nonlinear singular boundary value problems (1.1) and (1.2).
In our methods, we require only three-grid points and two and three evaluations of function f . Further, to
the author’s knowledge no variable mesh method of order three, using three grid points, for the estimates
of (du/dr) has been discussed in the literature so far. In this paper, we have also discussed, a third-order
variable mesh method for the estimates of (du/dr), in a more general case, which is of quite often interest
inmany applied problems. The importance of our work is that bothmethods are applicable to the problems
both in cartesian and polar coordinates. Difﬁculties were experienced in the past for obtaining the highly
accurate numerical solution of singular equations. The solution usually deteriorates in the vicinity of the
singularity r = 0. In this paper, we reﬁne our procedure in such a way that the solutions both for u and
(du/dr) retain their order and accuracy even in the vicinity of the singularity at r = 0. In Section 2, we
give details of the derivation of numerical methods. In Section 3, we discuss the application of proposed
methods to singular equations. In Section 4, we discuss convergence analysis and in Section 5, we have
solved a number of examples to illustrate the methods and their convergence. The choice of the mesh is
suggested depending on the given problem. We ﬁnd that the number of mesh points need not be large
to get accurate solutions and proposed that the third-order methodproduces accurate and oscillation free
solutions.
2. Algorithms
For the numerical integration of the proposed boundary value problems (1.1) and (1.2), we discretize
the solution region [0, 1] such that 0= r0<r1< · · ·<rN < rN+1= 1. Let hk = rk − rk−1, k= 1(1)N + 1
be the mesh sizes and the mesh ratio k=hk+1/hk > 0, k=1(1)N . LetUk=u(rk) and Vk=u′(rk) be the
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exact solution values of u and u′ at the grid point rk , and uk and vk be their approximate solution values,
respectively.
At the grid point rk , we denote
Ak = k(2+ k), Bk = k(1+ 2k), Sk = k(1+ k),
Pk = 2k + k − 1, Qk = (1+ k)(1+ 3k + 2k), Rk = k(1+ k − 2k),
Fk = f (rk, Uk, U ′k),
Fk+1 = f (rk+1, Uk+1, U ′k+1),
Fk−1 = f (rk−1, Uk−1, U ′k−1),
and
k =
f
Uk
, ′k =
dk
dr
, etc.
Further, we need the following approximations:
Uˆ ′k = [Uk+1 − (1− 2k)Uk − 2kUk−1]/(hkSk), (2.1)
Uˆ ′k+1 = [(1+ 2k)Uk+1 − (1+ k)2Uk + 2kUk−1]/(hkSk), (2.2)
Uˆ ′k−1 = [−Uk+1 + (1+ k)2Uk − k(2+ k)Uk−1]/(hkSk), (2.3)
Fˆk+1 = f (rk+1, Uk+1, Uˆ ′k+1), (2.4)
Fˆk−1 = f (rk−1, Uk−1, Uˆ ′k−1), (2.5)
ˆˆ
U
′
k = Uˆ ′k + khk[Fˆk+1 − Fˆk−1], (2.6)
ˆˆ
Fk = f (rk, Uk, ˆˆU
′
k), (2.7)
where k is a parameter to be determined. Then at each internal grid point rk , the proposed differential
equation (1.1) is discretized by
Uk+1 − (1+ k)Uk + kUk−1 = h
2
k
6
[AkFˆk+1 + BkFˆk−1] + T (2)k , k = 1(1)N (2.8)
and
Uk+1 − (1+ k)Uk + kUk−1 = h
2
k
12
[PkFˆk+1 +Qk ˆˆFk + RkFˆk−1] + T (3)k , k = 1(1)N, (2.9)
where T (2)k = O(h4k) and T (3)k = O(h5k) for k = 1.
Now we discuss the derivation of formulas (2.8) and (2.9).
Using Taylor series expansion, we ﬁrst obtain
Uk+1 − (1+ k)Uk + kUk−1 = h
2
k
6
[AkFk+1 + BkFk−1] + O(h4k), k = 1(1)N (2.10)
176 R.K. Mohanty / Journal of Computational and Applied Mathematics 182 (2005) 173–187
and
Uk+1 − (1+ k)Uk + kUk−1 = h
2
k
12
[PkFk+1 +QkFk + RkFk−1] + O(h5k), k = 1(1)N. (2.11)
Simplifying the approximations (2.1)–(2.5), we get
Uˆ ′k = U ′k + 16 kh2kU ′′′k + O(h3k), (2.12)
Uˆ ′k+1 = U ′k+1 − 16 k(1+ k)h2kU ′′′k + O(h3k), (2.13)
Uˆ ′k−1 = U ′k−1 − 16 (1+ k)h2kU ′′′k + O(h3k), (2.14)
Fˆk+1 = Fk+1 − 16 k(1+ k)kh2kU ′′′k + O(h3k), (2.15)
Fˆk−1 = Fk−1 − 16(1+ k)kh2kU ′′′k + O(h3k). (2.16)
The derivation of the second-order method (2.8) is straightforward. Substituting the approximations
(2.15) and (2.16) in (2.8) and with the help of (2.10), we can easily verify that T (2)k = O(h4k).
Now, substituting the approximations (2.12), (2.15) and (2.16) in (2.6), we obtain
ˆˆ
Uk = U ′k + 16 [k + 6k(1+ k)]h2kU ′′′k + O(h3k). (2.17)
Finally, with the help of the approximation (2.17) from (2.7), we get
ˆˆ
Fk = Fk + 16 [k + 6k(1+ k)]kh2kU ′′′k + O(h3k). (2.18)
Now substituting approximations (2.15), (2.16) and (2.18) in (2.9) and using relation (2.11), we obtain
the local truncation error
T
(3)
k =
h4k
72
[k(1+ k)Pk − (k + 6k(1+ k))Qk + (1+ k)Rk]kU ′′′k + O(h5k). (2.19)
The proposed method (2.9) to be of O(h3k), the coefﬁcient of h4k in (2.19) must be zero, hence we have
[k + 6k(1+ k)]Qk = k(1+ k)Pk + (1+ k)Rk. (2.20)
Thus the value of the parameter k associated with approximation (2.6) is given by
k = −k(1+ k + 
2
k)
6Qk
(2.21)
and the local truncation error T (3)k =O(h5k). Note that for uniformmesh, i.e., for k=1, the local truncation
error T
(3)
k becomes of O(h
6
k) (see [2]).
Note that, the coefﬁcients Ak and Bk in (2.8) are positive for all choices of k > 0 and the coefﬁcients
in (2.9) are positive if Pk > 0,Qk > 0 and Rk > 0, that is, if (
√
5− 1)/2< k < (
√
5+ 1)/2.
Nowwe discuss the nonuniformmesh difference formulas of order two and three for (du/dr) and obtain
the local truncation error.
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Once the solutionu has been obtained, onemay compute the values of (du/dr) by using the second-order
approximation
Vk = [Uk+1 − (1− 2k)Uk − 2kUk−1]/(hkSk)+ O(h2k). (2.22)
It is seen that approximation (2.22) yields second-order accurate results irrespective of whether differ-
ence formula (2.8) or (2.9) is used to solve the differential equation (1.1). New variable mesh formula
using three grid points for computing the value of (du/dr) is proposed. This approximation is found to
yield O(h3k) accuracy, when used in conjunction with three-point formula (2.9).
For the derivation of (du/dr), we simply follow the approaches given in [8,9].
By Taylor expansion, we ﬁrst obtain
Vk = (Uk+1 − Uk−1)
(1+ k)hk −
hk
6(1+ k) [(
2
k + 2k − 2)Fk+1 − (1+ 2k − 22k)Fk−1] + Tk,
k = 1(1)N, (2.23)
where
Tk = 124(1+ 4k + 2k)(k − 1)h3kU(4)k + O(h4k), k = 1.
Then the estimates for (du/dr) in a more general form may be written as
Vk = (Uk+1 − Uk−1)
(1+ k)hk −
hk
6(1+ k) [(
2
k + 2k − 2)Fˆk+1 − (1+ 2k − 22k)Fˆk−1] + Tˆk,
k = 1(1)N (2.24)
where
Tˆk = O(h3k) for k = 1.
Substituting the values of Fˆk+1 and Fˆk−1 from (2.15) and (2.16) and using relation (2.23), from (2.24)
we can easily verify that
Tˆk = Tk − 136(
2
k + 5k + 1)(k − 1)kh3kU ′′′k + O(h4k), k = 1. (2.25)
Note that formulas (2.22) and (2.24) are applicable, when the corresponding second- and third-order
difference solutions of u are known at each internal grid points.
3. Application to singular problems
Now consider the class of linear singular two-point boundary value problem
u′′ + 
r
u′ − 
r2
u= g(r), 0<r < 1, (3.1)
subject to boundary conditions are given by (1.2).
Here  ∈ (0, 1) or it may take values 1 or 2. For = 1 or 2, the above equation represents a cylindrical
or spherical problem, respectively.
178 R.K. Mohanty / Journal of Computational and Applied Mathematics 182 (2005) 173–187
Applying the difference formulas (2.8) and (2.9) to the singular equation (3.1), we obtain the following
difference schemes:
Uk+1 − (1+ k)Uk + kUk−1 = h
2
k
6
[
Ak
(
−
rk+1
Uˆ ′k+1 +

r2k+1
Uk+1 + gk+1
)
+Bk
(
−
rk−1
Uˆ ′k−1 +

r2k−1
Uk−1 + gk−1
)]
+ O(h4k) (3.2)
and
Uk+1 − (1+ k)Uk + kUk−1 = h
2
k
12
[
−D0QkUˆ ′k −

rk+1
LkUˆ
′
k+1 −

rk−1
MkUˆ
′
k−1
+ E0QkUk + 
r2k+1
LkUk+1 + 
r2k−1
MkUk−1
+QkG0 + Lkgk+1 +Mkgk−1
]+ O(h5k), (3.3)
respectively, where
D0 = 1
rk
, E0 = 1
r2k
, G0 = gk = g(rk), gk±1 = g(rk±1),
Lk = Pk − D0Qkkhk and Mk = Rk + D0Qkkhk.
Note that schemes (3.2) and (3.3) are ofO(h2k) andO(h3k) for the solution of (3.1), respectively.However,
both the schemes fail when the solution is to be determined at k = 1. In order to overcome this difﬁculty
we use the following approximations:
1
rk+1
= 1
rk
− khk
r2k
+ O(h2k) ≡ D1, (3.4)
1
rk−1
= 1
rk
+ hk
r2k
+ O(h2k) ≡ D2, (3.5)
1
rk+1
= 1
rk
− khk
r2k
+ 
2
kh
2
k
r3k
+ O(h3k) ≡ D3, (3.6)
1
rk−1
= 1
rk
+ hk
r2k
+ h
2
k
r3k
+ O(h3k) ≡ D4, (3.7)
1
r2k+1
= 1
r2k
− 2khk
r3k
+ O(h2k) ≡ E1, (3.8)
1
r2k−1
= 1
r2k
+ 2hk
r3k
+ O(h2k) ≡ E2, (3.9)
1
r2k+1
= 1
r2k
− 2khk
r3k
+ 3
2
kh
2
k
r4k
+ O(h3k) ≡ E3, (3.10)
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1
r2k−1
= 1
r2k
+ 2hk
r3k
+ 3h
2
k
r4k
+ O(h3k) ≡ E4, (3.11)
gk+1 = gk + khkg′k + O(h2k) ≡ G1, (3.12)
gk−1 = gk − hkg′k + O(h2k) ≡ G2, (3.13)
gk+1 = gk + khkg′k +
2kh
2
k
2
g′′k + O(h3k) ≡ G3, (3.14)
gk−1 = gk − hkg′k +
h2k
2
g′′k + O(h3k) ≡ G4, (3.15)
where g′k = dgk/dr , etc. Now substituting approximations (3.4)–(3.15) in (3.2) and (3.3) and merging
high-order terms with the local truncation errors, we obtain
Uk+1 − (1+ k)Uk + kUk−1 = h
2
k
6
[
Ak(−D1Uˆ ′k+1 + E1Uk+1 +G1)
+Bk(−D2Uˆ ′k−1 + E2Uk−1 +G2)
]
+ O(h4k) (3.16)
and
Uk+1 − (1+ k)Uk + kUk−1 = h
2
k
12
[−D0QkUˆ ′k − D3LkUˆ ′k+1 − D4MkUˆ ′k−1 + E0QkUk
+ E3LkUk+1 + E4MkUk−1 +QkG0 + LkG3
+MkG4] + O(h5k), (3.17)
respectively.
The difference schemes (3.16) and (3.17) have local truncation errors of O(h2k) and O(h3k), respectively,
and free from the terms 1/(k ± 1), hence very easy to solve for k = 1(1)N in the region (0, 1).
Once the solution u has been obtained using scheme (3.16), one may compute the value of (du/dr) by
using the second-order approximation (2.22).
Now applying formula (2.24), we can obtain a difference scheme for the estimates of (du/dr) for the
solution of Eq. (3.1) as
Vk = (Uk+1 − Uk−1)
(1+ k)hk −
hk
6(1+ k)
[
(2k + 2k − 2)
(
−
rk+1
Uˆ ′k+1 +

r2k+1
Uk+1 + gk+1
)
− (1+ 2k − 22k)
(
−
rk−1
Uˆ ′k−1 +

r2k−1
Uk−1 + gk−1
)]
+ O(h3k). (3.18)
Note that scheme (3.18) is of O(h3k) for the solution of (du/dr). However, scheme (3.18) fails when the
solution is to be determined at k = 1. We overcome this difﬁculty by modifying scheme (3.18) in such
a manner that the solution retains the order and accuracy everywhere in the region 0<r < 1 even in the
vicinity of the singularity r = 0.
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Nowusing approximations (3.4), (3.5), (3.8), (3.9), (3.12) and (3.13) in (3.18) andmerging higher-order
terms with the local truncation error, we obtain
Vk = (Uk+1 − Uk−1)
(1+ k)hk −
hk
6(1+ k) [(
2
k + 2k − 2)(−D1Uˆ ′k+1 + E1Uk+1 +G1)
− (1+ 2k − 22k)(−D2Uˆ ′k−1 + E2Uk−1 +G2)] + O(h3k). (3.19)
Note that the matrix represented by (3.19) is diagonal, thus very easy to compute. Scheme (3.19) is of
O(h3k) and free from the terms 1/(k ± 1), thus the solution can be obtained at k = 1.
Now consider the steady-state Burgers’ equation in polar coordinates

(
u′′ + 
r
u′ − 
r2
u
)
= uu′ + g(r), 0<r < 1, (3.20)
whereRe=−1> 0 represents a Reynolds number. For =1 and 2, Eq. (3.20) represents Burgers’equation
in cylindrical and spherical coordinates, respectively. Now applying formula (2.8) to the differential
equation (3.20) and using the same technique discussed for linear singular equation in this section, we
may obtain a difference scheme for the solution of (3.20) as
[Uk+1 − (1+ k)Uk + kUk−1] = h
2
k
6
[Ak((Uk+1 − D1)Uˆ ′k+1 + E1Uk+1 +G1)
+ Bk((Uk−1 − D2)Uˆ ′k−1 + E2Uk−1 +G2)] + O(h4k)
(3.21)
and the corresponding estimates for (du/dr) is given by (2.22).
Similarly, applying formulas (2.9) and (2.24) to Eq. (3.20), we obtain the difference formula for u and
the estimates of (du/dr) as
[Uk+1 − (1+ k)Uk + kUk−1] = h
2
k
12
[WkQkUˆ ′k + Yk(Uk+1 − D3)Uˆ ′k+1
+ Zk(Uk−1 − D4)Uˆ ′k−1 + E0QkUk + E3YkUk+1
+ E4ZkUk−1 +QkG0 + YkG3 + ZkG4] + O(h5k) (3.22)
and
Vk = (Uk+1 − Uk−1)
(1+ k)hk −
hk
6(1+ k) [(
2
k + 2k − 2)((Uk+1 − D1)Uˆ ′k+1 + E1Uk+1 +G1)
− (1+ 2k − 22k)((Uk−1 − D2)Uˆ ′k−1 + E2Uk−1 +G2)] + O(h3k), (3.23)
respectively, where
Wk = Uk − D0, Yk = Pk + (QkWkkhk)/, Zk = Rk − (QkWkkhk)/.
Note that the difference scheme (3.22) and (3.23) are also free from the terms 1/(k ± 1), thus very
easy to solve for k = 1(1)N in the region 0<r < 1. It is mentioned here that in order to get second- and
third-order numerical solution of (du/dr), it is very much required to know the corresponding second-
and third-order numerical solution of u at all internal grid points.
R.K. Mohanty / Journal of Computational and Applied Mathematics 182 (2005) 173–187 181
4. Convergence analysis
Now we discuss the convergence analysis of the difference scheme (3.16). Simplifying (3.16), we
obtain
[−k + subk]Uk−1 + [(1+ k)+ diagk]Uk + [−1+ supk]Uk+1 + k + T (2)k = 0, (4.1)
where
subk = hk6rk Ak +
h2k
6r2k
(
AkSk
k
+ Bk
)
+ h
3
k
3r3k
Bk,
diagk =
[
hk
6rk
(1− k)− h
2
k
6r2k
(1+ 4k + 2k)
]
Sk
k
,
supk =
−hk
6rk
Bk
k
+ h
2
k
6r2k
(
Ak + BkSk
2k
)
− h
3
k
3r3k
kAk,
k =
h2k
6
[3Skgk + (k − 1)Skhkg′k]
and
T
(2)
k = O(h4k).
Eq. (4.1) in matrix form can be written as
(D+ P)U+ + T(hk)= 0, (4.2)
where D= [−k, (1+ k), −1] and P= [subk, diagk, supk] are tri-diagonal matrices of order N and
= [1 + (sub1 − 1)A,2, . . . ,N−1,N + (supN − 1)B]T,
U= [U1, U2, . . . , UN ]T, T(hk)= [T (2)1 , T (2)2 , . . . , T (2)N ]T and 0= [0, 0, . . . , 0]T.
Let u= [u1, u2, . . . , uN ]TU which satisﬁes
(D+ P)u+ = 0. (4.3)
Let ek = uk − Uk be the discretization error in the absence of round of errors, so that
u− U= E= [e1, e2, . . . , eN ]T.
Subtracting (4.2) from (4.3), we obtain the error equation
(D+ P)E= T(hk). (4.4)
Let
∣∣∣∣ rk
∣∣∣∣ H1,
∣∣∣∣∣ r2k
∣∣∣∣∣ H2,
∣∣∣∣∣ r3k
∣∣∣∣∣ H3,
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where H1, H2 and H3 are some positive constants, then
|pk,k+1| hkBk6k H1 +
h2k
6
(
Ak + BkSk
2k
)
H2 + h
3
k
3
kAkH3 + O(h4k), k = 1(1)N − 1, (4.5)
|pk,k−1| hkAk6 H1 +
h2k
6
(
AkSk
k
+ Bk
)
H2 + h
3
k
3
BkH3 + O(h4k), k = 2(1)N. (4.6)
Thus for sufﬁciently small hk ,
|pk,k+1|< 1, k = 1(1)N − 1, (4.7)
|pk,k−1|< k, k = 2(1)N. (4.8)
Hence (D+ P) is irreducible (see [10,4,5]).
Let RSk be the sum of elements of the kth-row of (D+ P), then
RSk = k − hkAk6
[

rk
+ hk
r2k
(1+ k)
]
+ h
2
k
6r2k
Ak + O(h3k), k = 1, (4.9)
RSk = 1+ hkBk6k
[

rk
− hk
r2k
(1+ k)
]
+ h
2
k
6r2k
Bk + O(h3k), k =N, (4.10)
RSk = h
2
k
2r2k
Sk + O(h3k), k = 2(1)N − 1. (4.11)
Let H1∗ = min
1kN
∣∣∣∣ rk
∣∣∣∣ , H ∗1 = max1kN
∣∣∣∣ rk
∣∣∣∣ , H2∗ = min1kN
∣∣∣∣∣ r2k
∣∣∣∣∣ , H ∗2 = max1kN
∣∣∣∣∣ r2k
∣∣∣∣∣ .
Then 0<H1∗H1H ∗1 and 0<H2∗H2H ∗2 .
It is easy to verify that for sufﬁciently small hk , (D+ P) is Monotone (see [10,4,5]). Hence (D+ P)−1
exists and (D+ P)−10.
Thus for sufﬁciently small hk , from (4.9) to (4.11), we can easily verify that
RSk >
h2k
6
AkH2∗, k = 1, (4.12)
RSk >
h2k
6
BkH2∗, k =N, (4.13)
RSk
h2k
2
SkH2∗, k = 2(1)N − 1. (4.14)
Since (D+ P)−1 exists, hence from the error equation (4.4), we have
‖E‖‖(D+ P)−1‖.‖T(hk)‖. (4.15)
Let (D+ P)−1i,k be the (i, k)th-element of (D+ P)−1.
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Since (D+ P)−1i,k 0 and
∑N
k=1(D+ P)−1i,k .RSk = 1, i = 1(1)N , hence
(D+ P)−1i,k 
1
RSk
<
6
AkH2∗h2k
, k = 1, (4.16)
(D+ P)−1i,k 
1
RSk
<
6
BkH2∗h2k
, k =N. (4.17)
Further,
N−1∑
k=2
(D+ P)−1i,k 
1
min2kN−1RSk

2
SkH2∗h2k
, i = 1(1)N (4.18)
Let us deﬁne:
‖(D+ P)−1‖ = max
1 iN
N∑
k=1
|(D+ P)−1i,k | and ‖T(hk)‖ = max1 iN |T
(2)
i |. (4.19)
With the help of (4.16)–(4.19), from (4.15), we obtain
‖E‖ 6
H2∗h2k
(
1
Ak
+ 1
Bk
+ 1
3Sk
)
· O(h4k)= O(h2k). (4.20)
Hence convergence follows.
In a similar manner, we can discuss the convergence analysis of the third-order accurate difference
formula (3.17).
5. Numerical tests
The given interval [0,1] is divided into (N + 1) parts with
0= r0<r1<r2< · · ·<rN+1 = 1, where hk = rk − rk−1, k = 1(1)N + 1 and
k = (hk+1/hk)> 0, k = 1(1)N.
We can write
1= rN+1 − r0 = (rN+1 − rN)+ (rN − rN−1)+ · · · + (r1 − r0)
= hN+1 + hN + · · · + h1 = (1 + 12 + · · · + 12 · · · N)h1.
Thus,
h1 = 1/(1 + 12 + · · · + 12 + · · · + N). (5.1)
This determine the starting value of the ﬁrst step length and the subsequent step-lengths are given by
h2 = 1h1, h3 = 2h2, etc.
For simplicity, we consider k =  (a constant), k = 1(1)N , then h1 reduces to
h1 = (1− )/(1− N+1). (5.2)
184 R.K. Mohanty / Journal of Computational and Applied Mathematics 182 (2005) 173–187
Table 1
Problem 1: the RMS errors
N O(h3
k
)-method O(h2
k
)-method
= 10 = 100 = 150 = 10 = 100 and 150
20 u 0.1130(−03) 0.2026(−03) 0.2704(−03) 0.3821(−02) Over ﬂow
u′ 0.1409(−02) 0.1580(−01) 0.3083(−01) 0.6188(−01) Over ﬂow
40 u 0.7606(−04) 0.8223(−04) 0.8244(−04) 0.2618(−02) Over ﬂow
u′ 0.1657(−02) 0.1386(−01) 0.1977(−01) 0.6843(−01) Over ﬂow
80 u 0.5376(−04) 0.5785(−04) 0.5786(−04) 0.1850(−02) Over ﬂow
u′ 0.1890(−02) 0.1824(−01) 0.2688(−01) 0.7588(−01) Over ﬂow
By prescribing the total number of mesh points (N + 2), we can compute the value of h1 from (5.2).
This is the ﬁrst mesh spacing on the left and the remaining mesh is determined by hk+1=hk , k=1(1)N .
We have solved the following four problems in the unit interval (0,1) whose exact solutions are known.
The right-hand-side function and boundary conditions may be obtained by using the exact solution
as a test procedure. The linear difference equations have been solved by Gauss-elimination method,
whereas nonlinear difference equations have been solved by Newton–Raphson method (see [4]). For
Newton–Raphson method, we have considered y(0)=0 as the initial guess and the iterations were stopped
when |y(s+1) − y(s)|10−10 was achieved. All computations were carried out using double length arith-
metic.
Problem 1.
u′′ = u′ (Convection–diffusion equation) (5.3)
The exact solution is given by
u(r)= 1− e
−(1−r)
1− e− .
The root mean square (RMS) errors are tabulated in Table 1 for various values of  and = 0.8.
Problem 2. Eq. (3.1) is solved whose exact solution is given by u(r)=er4 . The RMS errors are tabulated
in Table 2 for = 1 and 2 and = 0.7.
Problem 3.
u′′ = (u− )u′ (Burgers’equation) (5.4)
The exact solution is u(r) = [1 − tanh(r/2)], where Re = −1> 0. The RMS errors are tabulated
in Table 3 for = 1/2 and for various values of Re with a ﬁxed = 1.2.
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Table 2
Problem 2: the RMS errors
N O(h3
k
)-method O(h2
k
)-method
= 1 = 2 = 1 = 2
20 u 0.1276(−02) 0.7489(−03) 0.8809(−02) 0.6513(−02)
u′ 0.7135(−02) 0.9590(−02) 0.6966(−01) 0.5193(−01)
40 u 0.9002(−03) 0.5279(−03) 0.6191(−02) 0.4597(−02)
u′ 0.7503(−02) 0.7484(−02) 0.7166(−01) 0.4761(−01)
80 u 0.6365(−03) 0.3732(−03) 0.4377(−02) 0.3250(−02)
u′ 0.8468(−02) 0.6654(−02) 0.7240(−01) 0.4495(−01)
Table 3
Problem 3: the RMS errors
N O(h3
k
)-method O(h2
k
)-method
Re = 10 Re = 102 Re = 103 Re = 10 Re = 102 and 103
20 u 0.2327(−04) 0.3991(−04) 0.7557(−02) 0.2589(−02) Over ﬂow
u′ 0.2347(−03) 0.6072(−02) 0.1138(+00) 0.1901(−01) Over ﬂow
40 u 0.1467(−04) 0.1046(−04) 0.1178(−04) 0.1694(−02) Over ﬂow
u′ 0.1820(−03) 0.1417(−02) 0.1913(−01) 0.1851(−01) Over ﬂow
80 u 0.1034(−04) 0.7363(−05) 0.7363(−05) 0.1195(−02) Over ﬂow
u′ 0.1768(−03) 0.9691(−03) 0.9687(−02) 0.1949(−01) Over ﬂow
Problem 4. Eq. (3.20) is solved whose exact solution is given by u(r)= r2 cosh r . The RMS errors are
tabulated in Table 4 for = 1 and 2 and various values of Re = −1> 0 with a ﬁxed = 0.85.
6. Final discussion
In this paper, we have derived theoretically both second- and third-order variable mesh methods for
the estimates of (du/dr) and the numerical solution of two-point singular boundary value problems
on a nonuniform mesh and tested for convergence. The proposed methods are applicable to problems
both in cartesian and polar coordinates. The new variable mesh discretization strategy results in solving
tri-diagonal and diagonal systems. The methods have been successfully applied to Burgers’ equation
in polar coordinates. Numerical experiments are conducted to compare the proposed variable mesh
second-order method with the corresponding variable mesh third-order method. Our studies show that in
case of third-order method although the order drops, the numerical oscillations do not appear for large
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Table 4
Problem 4: the RMS errors
N O(h3
k
)-method O(h2
k
)-method
Re = 10 Re = 100 Re = 10 Re = 100
= 1
20 u 0.9570(−03) — 0.3627(−01) Over ﬂow
u′ 0.9064(−02) — 0.1388(+00) Over ﬂow
40 u 0.6442(−03) 0.5205(−03) 0.2339(−01) Over ﬂow
u′ 0.6214(−02) 0.2436(−01) 0.1537(+00) Over ﬂow
80 u 0.4547(−03) 0.3681(−03) 0.1648(−01) Over ﬂow
u′ 0.4631(−02) 0.1619(−01) 0.1845(+00) Over ﬂow
= 2
20 u 0.1265(−02) 0.1191(−02) 0.1285(−01) Over ﬂow
u′ 0.2002(−01) 0.3245(−01) 0.7936(−01) Over ﬂow
40 u 0.8408(−03) 0.7846(−03) 0.8023(−02) Over ﬂow
u′ 0.1362(−01) 0.2613(−01) 0.9142(−01) Over ﬂow
80 u 0.5931(−03) 0.5539(−03) 0.5648(−02) Over ﬂow
u′ 0.9640(−02) 0.1311(−01) 0.1123(+00) Over ﬂow
Reynolds number on a nonuniform grid for the solution of Burgers’ equation, whereas the corresponding
second-order method is unstable for large Reynolds number but stable for low Reynolds number only on
the same nonuniform grid. Although, the computational algorithms associated with the proposed third-
order method is more complicated to implement than the second-order method, however, our numerical
experiments show that the new third-order discretization strategymay be advantageous, comparedwith the
corresponding second-order discretization on a nonuniform grid. It is hoped that the proposed technique
will be helpful to improve the result of Buckmire’s [1] nonstandard discretization for the solution of
cylindrical Bratu–Gelfand nonlinear eigenvalue problem and other highly accurate variablemeshmethods
for the solution of nonlinear singular partial differential equations.
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