We consider dynamic algorithms for maintaining Single We also extend our algorithm to achieve roughly the same running time for Strongly Connected Components (SCC), improving the algorithm of Roditty and Zwick (FOCS 2002), and an algorithm that improves the O(mn log W )-time al- * The full version of this paper is available at
gorithm of Bernstein (STOC 2013) for approximating SSSP on weighted directed graphs, where the edge weights are integers from 1 to W . All our algorithms have constant query time in the worst case. 
Categories and Subject Descriptors

INTRODUCTION
Dynamic graph algorithms are data structures that maintain a property of a dynamically changing graph, supporting both update and query operations on the graph. In undirected graphs fundamental properties such as the connected, 2-edge connected, and 2-vertex connected components as well as the minimum spanning forest can be maintained very quickly, i.e., in polylogarithmic amortized time per operation ( [8, 10, 19, 11] ), where an operation is either an edge insertion, an edge deletion, or a query. Some of these properties, such as connectivity, can even be maintained in polylogarithmic worst-case time. More general problems, such as maintaining distances, also admit sublinear amortized time per operation as long as only edge deletions are allowed [6] .
These problems when considered on directed graphs, however, become much harder. Consider, for example, a counterpart of the connectivity problem where we want to know whether there is a directed path from a node u to v, i.e., whether u can reach v. In fact, consider a very special case where we want to maintain whether a fixed node s can reach any node v under edge deletions only. This problem is called single-source reachability (SSR) in the decremental setting. It is one of the simplest, oldest, yet most useful dynamic graph problems. It is a special case of and was used as a subroutine for solving many dynamic graph problems, such as single-source shortest paths (SSSP), all-pairs shortest paths, and strongly connected components (SCC). It also has applications in various other contexts, including computing max-imum flow, computing multicommodity flow and deadlock detection in operating systems. Yet, no algorithm with sublinear update time was known for this problem.
The fastest algorithm for this problem was published in 1981 and takes O(mn) total update time [5] 1 , i.e., linear time (O(n) time) per update if we delete all m edges; here, n and m are the number of nodes and edges, respectively. In 1999 King [12] showed how to extend this data structure to weighted graphs, giving the first decremental single-source shortest path algorithm with total update time O(mnW ), where W is the maximum edge weight (and all edge weights are positive integers) 2 . In a recent breakthrough, Bernstein [2] presented in 2013 a (1+ )-approximate single-source shortest path algorithm with total update time O(mn log W ), where the O(·) notation hides factors polylogarithmic in n. The situation is similar for decremental strongly connected components: The fastest decremental SCC algorithms take total update time O(mn) ([16, 14, 15] ). Thus many researchers in the field have asked whether the O(mn) total update time for the decremental setting can be improved upon for these problems while keeping the query time constant or polylogarithmic [13, 14, 16] .
Our Results. We improve the previous O(mn)-time algorithms for SSR, approximate SSSP, and SCC. We also give an algorithm for s-t reachability (stR), where we want to maintain whether node s can reach node t, and s-t shortest path (stSP) where we want to maintain the distance from s to t. In particular, we develop several algorithms, each of them is faster than O(mn) for different values of m, as summarized in Table 1 . We can combine these algorithms by checking the value of m (compared to n) before the first deletion happens and use an appropriate algorithm to handle deletions and queries. Combining these algorithms gives the following result. Theorem 1.1. There are the following algorithms for decremental reachability and shortest path problems in directed graphs with constant query time. They are correct with high probability and their total update time is in expectation.
• stR and O(log n)-approximate unweighted stSP: 1 It was actually published for undirected graphs and it was observed by Henzinger and King [7] that it can be easily adapted to work for directed graphs. 2 The total update time is actually O(md), where d is the maximum distance, which could be O(nW ).
• There is some evidence that it is hard to generalize our results in the following ways.
• (All pairs vs. single source) The naive algorithm for computing all-pairs reachability (also called transitive closure) in a directed graph takes time O(mn) even in the static setting. We do not know of any combinatorial algorithm (not relying on fast matrix multiplication) that gives a polynomial improvement over this running time. Thus, we cannot hope for a combinatorial algorithm for decremental all-pairs reachability with a total update time of o(mn) and small query time.
• We need at least three slightly different algorithms to break the O(mn) bound. The obvious conceptual question is whether the same can be achieved using only one algorithm. In particular it would be interesting to see an algorithm that performs well when m = Θ(n 1.5 ) as this seems to be the most challenging case. Our algorithms heavily use randomization. It remains open whether a total update time of o(mn) can be achieved by a deterministic algorithm.
Organization. In Sections 2 and 3, we explain the main ideas behind our algorithms. In particular, we show how to obtain o(mn) time for s-t reachability in Section 2. Then, in Section 3, we show how to extend this result to other problems, and present some ideas for speeding up our algorithms. We explain all details of the algorithms in the full version of the paper.
ALGORITHM OVERVIEW FOR s-t REACHABILITY
In this section, we illustrate the main ideas of our algorithms. We will focus on simple algorithms for the s-t reachability problem (stR), which might not be the most efficient ones. The total update time that we obtain at the end of this section is O(mn 132/133 ).
Throughout, we let G be the input directed unweighted graph. For any nodes u and v, we let distG(u, v) denote the distance from u to v in G. We say that an event happens with high probability (whp) if it happens with probability at least 1 − 1/n c , where c is an arbitrary constant. We abbreviate the breadth-first search tree by BFS-tree. Our algorithm will call as a subroutine the algorithm of Even and Shiloach [5] , which we call ES-tree. This algorithm, in its general form, has a parameter D and works under edge deletions. It can maintain the distances from any node s to all other nodes up to distance D; i.e., for any node v, the query on v outputs distG(s, v) if distG(s, v) ≤ D and ∞ otherwise. This algorithm takes O(mD) total update time.
Path Union Graph, Hub-Distance, and
Bounded-Hop Multi-Pair Reachability
At the heart of all our algorithms is a new way of maintaining reachability or distances between some nearby pairs of nodes using the ideas of path union graph and hub-distance.
Throughout this section, we define H as follows. Let b be a parameter. Let Y be a set of b poly log n randomly selected nodes and edges. Let H be the set of nodes that are either in Y or incident to an edge in Y . (Note that H contains only nodes.) Thus, distH(u, v) is a random variable whose distribution depends on the parameter b. 
. V (P(u, v, h, G)) (respectively E(P(u, v, h, G))) is the set of all nodes (respectively edges) that lie on some u-v paths of length at most h. When G and h are clear from the context, we use
Bounded-Hop Multi-Pair Reachability Problem. Our algorithms solve the following problem as a subroutine. We are given k pairs of sources and sinks (s1, t1), . . ., (s k , t k ) and a parameter h. We want to maintain, for each i, whether distG(si, ti) ≤ h.
Our Framework. Intuitively, instead of maintaining whether distG(si, ti) ≤ h, we can maintain whether distP (si, ti) ≤ h since P(si, ti) contains all si-ti paths of length at most h in G. This could be helpful when P(si, ti) is much smaller than G. Our first key idea is the observation that all (si, ti) pairs with large P(si, ti) can use their paths through a small number of hubs to check whether distP (si, ti) ≤ h (thus the name "hub"). In particular, consider the following algorithm. We maintain the distance from each si to each ti in two ways.
• We maintain distH(si, ti), for all 1
• Once distH(si, ti) > h, we construct P(si, ti) and maintain distP (si, ti) up to h.
Our algorithm will output distG(si, ti) ≤ h if and only if
The correctness of this algorithm is obvious: either distH(si, ti) ≤ h which already implies that distG(si, ti) ≤ h or otherwise we maintain distP (si, ti) which captures all h-hop si-ti paths. The more important point is the efficiency of maintaining both distances. Our analysis mainly uses the following lemma. Proof Sketch. By a standard hitting set argument [4, 20] , if P(si, ti) has more than n/b nodes, then one of these nodes, say x, will be in H whp. By definition, x lies on some si-ti path of length at most h.
Similarly, if P(si, ti) has more than m/b edges, then one of these edges, say (x, y), will be among the b poly log n random edges we use to construct H whp. This means that x will be in H, and thus
Lemma 2.3 guarantees that when we start maintaining P(si, ti), it is much smaller than G whp, and so it is beneficial to maintain the distance in P(si, ti) instead of G.
To this end, we analyze the time to maintain the hub-distance, which will be used in all algorithms in this section.
Lemma 2.4 (Maintaining all distH(si, ti)). For any h, we can maintain, for every
Proof Sketch. How we construct P(si, ti) and maintain distP (si, ti) varies between algorithms. Here we note one simple way to do it.
where mP (si, ti) denotes to the number of edges in P(si, ti) when we construct it.
Proof Sketch. We can construct P(si, ti) by computing the distance from si and ti to all nodes and edges, which can be done in O(m) time using BFS-trees. Then V (P(si, ti)) (respectively E(P(si, ti))) is simply the set of nodes x (respectively edges (y, z)) such that distG(si,
By Lemma 2.3, whp, our algorithm constructs P(si, ti)
Note that, previously, the fastest way to maintain whether distG(si, ti) ≤ h is to maintain an ES-tree separately for each pair. This takes O(mhk) time. Our new running time is faster when we set b to be smaller than m and k. This will be how we set b when we use this algorithm later in this section.
Algorithm for Dense Graphs
The following center graph is another important notion that will be used in all algorithms. C(G, c) ). Let c be a parameter, and C be a set containing the source s, the sink t, and c poly log n randomly selected nodes; we call nodes in C centers.
Definition 2.6 (Center graph
Define the center graph, denoted by C(G, c), as follows. The Nodes of C(G, c) are the centers in C. For every pair of centers u and v in C, there is a directed edge
is a random graph with c poly log n nodes.
Lemma 2.7 (C(G, c) preserves reachability). Whp, s can reach t in G if and only if it can do so in C(G, c).
Proof Sketch. Since we can convert any path in C(G, c) to a path in G, the "if" part is clear. To prove the "only if" part, let P be an s-t path in G. A standard hitting set argument [4, 20] can be used to show that, with high probability, there is a set of centers c1, c2, . . . , c k ∈ V (P ) such that c1 = s, c k = t, and distG(ci, ci+1) ≤ n/c for all i. The last property implies that edge (ci, ci+1) is contained in C(G, c) for all i. Thus s can reach t in C(G, c).
Lemma 2.7 implies that to maintain s-t reachability in C(G, c) it is sufficient to maintain the edges of C(G, c) and to maintain s-t reachability in C(G, c).
To maintain the edges of C(G, c), we simply have to maintain the distance between all pairs of centers up to n/c. This can be done using the algorithm in Section 2.1 with k = c 2 and h = n/c, where we make each pair of centers a source-sink pair. Note that, for any centers u and v, C(G, c) 
2 and h = n/c, the total update time becomes
.
By setting 
Algorithm for Sparse Graphs
Maintaining s-t reachability in sparse graphs, especially when m = O(n), needs quite a different approach. Carefully examining the running time of the previous algorithm in Equation ( 1) reveals that we cannot maintain distP (u, v) for all pairs of centers at all times: this costs n 3 c/b 2 (the fourth term of Equation (1)) which means that we need b = ω(n) (since we always need c = ω(b) to keep the first term of Equation (1) to mbn/c = o(mn)); this means that we need more hubs than the number of nodes, which is impossible. The new strategy is to maintain distP (u, v) only for some pairs of centers at each time step.
Algorithm. As before, we have roughly b hubs (Definition 2.1) and c centers (Definition 2.6), and maintain distH(·, ·) between all centers which takes O(mbn/c + bnc) time (first two terms of Equation (1)). The algorithm runs in phases.
In the beginning of each phase i, the algorithm does the following. Compute a BFS-tree T on the outgoing edges of every node rooted at the source s in G. If T does not contain t, then we know that s cannot reach t anymore and there is nothing to do. Otherwise, let L = (c1, c2, . . . , c k ) be the list of centers on the (unique) path from s to t in T ordered increasingly by their distances to s. For simplicity, we let 3 Note that we have to make sure that 1 ≤ b ≤ n and 1 ≤ c ≤ n. It is easy to check that this is the case using the fact that m ≤ n 2 . c0 = s and c k+1 = t. Note that we can assume that
The first inequality holds because of a standard hitting set argument [4, 20] and the second one holds because, otherwise, we can remove ci+1 from the list L without breaking the first inequality. Observe that L induces an s-t path in the center graph C(G, c). Our intention in this phase is to maintain whether s can still reach t using this path; in other words, whether distG(ci, ci+1) ≤ n/c for all i. (We start a new phase if this is not the case.) We do this using the framework of Section 2.1: For each pair (ci, ci+1), , ci+1) ) and E(P(cj, cj+1)) are disjoint.
Proof. First, we claim that distG(ci, cj+1) > 2n/c. To see this, let G be the graph in the beginning of the current phase. We know that dist
, where the equality holds because in the beginning of the current phase (i.e. in G ), every ci lies on the shortest s-t path, and the inequality holds because of Equation (3). Since j + 1 ≥ i + 4 and both ci+4 and cj+1 lie on the shortest s-t path in G , dist G (ci, cj+1) ≥ dist G (ci, ci+4) > 2n/c. The claim follows since the distance between two nodes never decreases after edge deletions. Now, suppose for the sake of contradiction that there is a directed edge (u, v) that is in both E (P(ci, ci+1) ) and E (P(cj, cj+1) ). This means that (u, v) lies in some ci-ci+1 path and some cj-cj+1 path, each of length at most n/c. Using the fact that u is on such paths, i.e. distG(ci, u) ≤ n/c and distG 
Algorithm for the Remaining Graphs
Using the algorithms of Sections 2.2 and 2.3, we can beat the O(mn)-time barrier when
To deal with the in-between cases, we simply optimize some parts of the previous two algorithms. There are many ways to do so, which we explain in the full version of the paper. In this section, we will only mention one of them, which leads us to beating the O(mn)-time barrier when m = ω(n 17/14 ) ≈ ω(n 1.22 ). Thus, we beat the O(mn)-time barrier on all graphs when we combine this with the algorithm for sparse graphs (we combine them in the sense that before the first deletion happens we determine the number of edges in the input graph and use an appropriate algorithm to maintain s-t reachability).
Recursion for Less-Dense Graphs (m = ω(n 10/7 )). Let us make one simple observation on the algorithm for dense graphs (Section 2.2): Recall that, for any pair of centers u, v ∈ C, we want to maintain whether distP (u, v) ≤ h so that we can remove edge (u, v) from the center graph C(G, c) when distP (u, v) > h. Observe, however, that we can actually leave this edge in the center graph as long as u can reach v in P(u, v) -we can still easily guarantee that C(G, c) preserves s-t reachability (as in Lemma 2.7) 
. 
OVERVIEW OF EXTENSIONS TO OTHER PROBLEMS
Note that, as in Section 2, algorithms we present here might not be the most efficient ones that we obtain, see the full version of the paper for those. The total update times that we will present in this section are O(mn 265/266 ) for maintaining single-source reachability, single-source (1 + )-approximate shortest paths, and strongly connected components. We also sketch some ideas for speeding up our algorithms.
Single-Source Reachability
We use the idea of Bernstein [2] to extend our s-t reachability algorithms to ones for single-source reachability. Let s be the source. We show the following.
Theorem 3.1 (From stR to SSR). If we can maintain s-t reachability in T (m, n) time, then we can maintain singlesource reachability in O(cT (m, n)+mn/c) for any 1 ≤ c ≤ n.
Our data structure is correct whp.
Proof Sketch. We select a set C of c poly log n randomly selected nodes called centers. We will maintain a graph G , obtained by adding to G edges (s, v) for all center v ∈ C that can be reached from s. To maintain G , we run the s-t reachability algorithm with source s and sink v for each center v. This takes O(cT (m, n) 
Single-Source Shortest Paths
We can also use the algorithmic framework introduced above to obtain a (1 + )-approximate SSSP data structure. Again it will be sufficient to develop a data structure for stSP. We then obtain a data structure for SSSP by using a reduction similar to the one of Theorem 3.1. We just sketch the ideas here.
In unweighted graphs, we get the (1 + )-approximation by slightly increasing the number of centers. Instead of O(c) randomly chosen centers, we use O(c/ ) randomly chosen centers. This guarantees that on the shortest path from s to t we can find centers s = c1, c2, . . . , c k = t with the following properties:
. Using hubs and path union graphs, our algorithm knows that ci+1 can be reached from ci with at most n/c hops. As the distance from ci to ci+1 is at least (1 − )n/c (except when i = k − 1), our algorithm replaces paths of length (1 − )n/c by paths of length n/c. This guarantees a multiplicative error of 1 + 2 except for the path from c k−1 to c k , which adds an additive error of n/c. This additive error can then be turned into a multiplicative error by additionally maintaining an ES-tree of depth n/(c ) from the source.
We can extend the same ideas to the weighted case, except that we have to maintain the distances between nodes using Bernstein's algorithm [2] instead of the ES-tree. This algorithm provides a (1 + )-approximation of the distance from a source node to all nodes within h hops in O((mh log W )/ ) time. Using suitable modifications of our central concepts, the results for our reachability algorithms carry over to (1 + )-approximate shortest paths.
Strongly Connected Components
In the strongly connected components problem, we want the query operation to return a number for every node such that the query returns the same number on any two nodes if and only if they are in the same strongly connected component. In the following we reduce decremental strongly connected components to decremental single-source reachability. Our reduction is almost identical to the one of Roditty and Zwick [16] , but in order to work in our setting we have to generalize their running time analysis. They show that an O(mn) algorithm for single-source reachability implies an O(mn) algorithm for strongly connected components. We show that in fact o(mn) time for single-source reachability implies o(mn) time for strongly connected components. In the following we will often just write "component" instead of "strongly connected component".
In contrast to the rest of the paper, we will here impose the following technical condition on the single-source reachability data structure: when we update the data structure after the deletion of an edge, the update procedure will return all nodes that were reachable before the deletion, but are not reachable anymore after this deletion. Note that all the reachability data structures we have presented so far fulfill this condition.
Algorithm. The algorithm works as follows. For every component we, uniformly at random, choose among its nodes one representative. In an array, we store for every node a pointer to the representative of its component. Queries that ask for the component of a node v are answered in constant time by returning (the ID of) the representative of v's component. Using the SSR data structure, we maintain, for every representative w of a component C, the sets I(w) and O(w) containing all nodes that reach w and that can be reached by w, respectively. Note that, for every node v, we have v ∈ C if and only if v ∈ I(w) and v ∈ O(w). After the deletion of an edge (u, v) such that u and v are contained in the same component C we check whether C decomposes. This is the case only when, after the deletion, u / ∈ I(w) or v / ∈ O(w) (which can be checked with the SSR data structures of w).
We now explain the behavior of the algorithm when a component C decomposes into the new components C1, . . . , C k . The algorithm chooses a new random representative wi for every component Ci and starts maintaining the sets I(wj) and O(wj) using two new SSR data structures. There is one notable exception: The representative w of C is still contained in one of the components Cj. For this component we do not choose a new representative. Instead, Cj reuses w and its SSR data structures without any re-initialization. The key to the efficiency of the algorithm is that a large component Ci has a high probability of inheriting the representative from C.
Note that before choosing the new representatives we actually have to determine the new components C1, . . . , C k . We slightly deviate from the original algorithm of Roditty and Zwick to make this step more efficient. If w ∈ Cj, then it is not necessary to explicitly compute Cj as all nodes in Cj keep their representative w. We only have to explicitly compute C1, . . . , Cj−1, Cj+1, . . . C k . This can be done as follows: Let A denote the set of nodes that were contained in I(w) before the deletion of (u, v) and are not contained in I(w) anymore after this deletion. Similarly, let B denote the set of nodes that were contained in O(w) before the deletion and are not contained in O(w) anymore afterwards. The nodes in A ∪ B are exactly those nodes of C that are not contained in Cj. Let G denote the subgraph of G induced by A ∪ B. Then the components of G are exactly the desired components C1, . . . , Cj−1, Cj+1, . . . C k . Note that the sets A and B are returned by the update-procedure of the SSR data structures of w, which allows us to compute A∪B. The graph G can be constructed by iterating over all outgoing edges of A ∪ B and the components of G can be found using a static SCC algorithm.
We also consider a second variant of the algorithm where the representative of a connected component C is chosen by a random edge. To be precise, we pick an edge (u, v) among all outgoing edges of nodes in C uniformly at random. The representative is the tail u of the chosen edge.
Analysis. The correctness of the algorithm explained above is immediate. For the running time we will argue that, up to a log factor, it is the same as the running time of the SSR data structure. When the running time of SSR is of the form O(m α n β ) (as in the previous sections), our argument works when α ≥ 1 or β ≥ 1. To understand the basic idea (for β ≥ 1), consider the case that the graph decomposes into only two components C1 and C2 (with n1, n2 ≤ n and m1, m2 ≤ m being the corresponding number of nodes and edges). We know that one of the two components still contains the representative w. For this component we do not have to spawn a new SSR data structure. This is an advantage for large components as they have a high probability of containing the representative. The probability of w being contained in C1 is n1/n and it is n2/n for being contained in C2. Thus, the expected cost of the decomposition is O(m
We charge this cost to the smaller component, say C1. As C1 has n1 nodes, the average cost we charge to every node in C1 is O(m , nj) ) for initializing and maintaining the SSR data structure of the new representative of Cj. Second, we have to pay for the cost of computing the new components. This consists of three steps: (a) computing A ∪ B, (b) computing G , and (c) computing the components of G . Remember that A ∪ B is the union of A, the set of nodes that cannot reach w anymore after deleting (u, v) , and B, the set of nodes that w cannot reach anymore after deleting (u, v). After deleting (u, v) the incoming SSR data structure of w outputs A and the outgoing SSR data structure of w outputs B. Thus, the cost of computing A ∪ B can be charged to the reachability data structures of w (which have to output A and B anyway). The graph G is the subgraph of G induced by the nodes in A ∪ B. We construct G by checking, for every node in A ∪ B, which of its outgoing edges stay in A ∪ B. This takes time O( j =i m j ). Using Tarjan's linear time algorithm [18] , we can compute the strongly connected components of G in the same running time.
Let us now proceed with analyzing case (1) where the running time of the SSR data structure is O(nt(m, n) + m).
Here the algorithm uses random nodes as representatives. By the random choice of representatives, the probability that 6 The technical assumption that t(m, n) is non-decreasing in m and n is natural as usually the running time of an algorithm does not improve with increasing problem size.
w is contained in Ci is ni/n0. Thus, the expected cost of the decomposition of C0 is proportional to
We analyze each of these terms individually.
Consider first the cost of O( , nj) ). For every pair i, j such that i = j we have to pay a cost of O(ninj(t(mj, nj) + n)/n0). If ni ≤ nj we charge this cost to the component Ci, otherwise we charge it to Cj (i.e., we always charge the cost to the smaller component). Note that the component to which we charge the cost has at most n0/2 nodes (otherwise it would not be the smaller one). For a fixed component i, the total charge is proportinal to
We share this cost equally among the nodes in Ci and thus charge a cost of O(t(m, n) + n) to every node in Ci. Every time we charge a node, the size of its component halves. Thus, every node is charged at most log n times and the total update time of the algorithm is O(nt(m, n) log n + n 2 log n).
Consider now the cost of O(
We now charge m i (n0 − ni)/n0 to every component Ci. In particular we charge (n0 − ni)/n0 to every edge (u, v) of the initial graph such that u ∈ Ci. We can argue that in this way every edge is charged only O(log n). Consider an edge (u, v) and the component containing u. We only charge the edge (u, v) when the component containing u decomposes. Let a0 denote the initial number of nodes of this component and let ap its number of nodes after the p-th decomposition.
As argued above, we charge (ap−1−ap)/ap−1 to (u, v) for the i-th decomposition. Thus, for q decompositions we charge
Since a0 ≤ n, this harmonic series is bounded by O(log n). Thus, we charge O(log n) to every edge of the initial graph, which gives a running time bound of O(m log n). We now consider case (2) where the total update time of the SSR data structure is O (mt(m, n) ). Here we use the variant of the algorithm where the representatives are chosen using random edges. Therefore the expected cost of the decomposition of C0 is
which means that for every pair i, j such that i = j we have to pay O(m i m j t(mj, nj)/m 0 ) (note that t(mj, nj) = Ω(1)).
If m i ≤ m j , we charge this cost to Ci, otherwise we charge it to Cj (again the smaller component is charged). For the component to which we charge we know that the sum of the degrees of its nodes is at most m 0 /2. For a fixed component i the total charge is of order
Thus, we can charge O(t(m, n)) to every outgoing edge of a node in Ci. As every edge is charged at most log m times, the total update time of the algorithm is O(mt(m, n) log n).
Improvement with Hierarchical Graph Decomposition
In order to further speed up the s-t reachability algorithm we use the following data structure to reduce the time for computing P(si, ti) in dense graphs. We call it the approximate reachability data structure (AR data structure). It is initialized with an unweighted, directed graph G with a source s and a depth h and maintains a subgraph R(s) of G such that R(s) contains all nodes reachable from s with a path of length at most h. It supports two operations: (1) an edge delete operation delete(u, v) that removes (u, v) from R(s) and (2) an update operation remove(k) that removes at least k nodes of distance larger than (h + 1) log n and returns success if there are at least k such nodes, and removes an arbitrary number of nodes and returns no success otherwise. Each delete operation takes constant time, while the total time for all remove operations that return success is O(n 2 ), and each remove operation that returns unsuccessfully takes time O(min(n 2 , m log n)). The AR data structure is implemented using a hierarchical graph decomposition similar to the ones in [9, 3] . We sketch this data structure below.
In our application of the AR data structure for decremental s-t reachability we keep an AR data structure for each center x and make sure that whp every remove operation returns success. Thus each AR data structure incurs a total cost of only O(n 2 ). It can be used to reduce the total time to construct the graphs P(si, ti) from O(mc 2 ) to O(n 2 c + (n 2 /b 2 )c 2 ) as follows. We describe here only the idea of this approach. From the start of the algorithm we keep for every center x the graph R(x) in an AR data structure. Whenever an edge (u, v) is deleted, we perform a delete(u, v) operation in all AR data structures. We slightly modify the rule of when to start maintaining P(x, y): we maintain it when there exists no hub v such that both x and y are within 4h log n of v. When we need to construct the path union graph P(x, y) between x and another center y we first perform a backward breadth-first search from y in R(x) up to depth h. Let H(x, y) be the graph induced by the nodes visited by this BFS. Next we perform a forward BFS from x in H(x, y) up to distance h. Then the graph induced by the nodes visited by this second BFS equals P(x, y). Let nH be the number of nodes in H(x, y). Now we call remove(nH − n/b) in the AR data structure of x. This remove operation will return success with high probability as an argument similar to the argument in the proof of Lemma 2.3 shows that whp H(x, y) contains only n/b nodes v with distance from x of at most (h + 1) log n when the path union graph P(x, y) is constructed. If that was not the case then whp a hub v would exist such that there would be a path from x to y through v of length at most 4h log n and this would contradict our condition for when to build a path union graph P(x, y).
The running time analysis now works as follows: Additionally to the total time of O(n 2 ) for maintaining the AR data structure of x it takes time linear in the number of edges in H(x, y) to determine P(x, y). We charge this time in two parts: Let nr be the number of nodes deleted from R(x) by the remove(nH − n/b) operation. We charge each of these nodes n to account for all of the edges incident to them in H(x, y) . This gives a total charge of O(n 2 ) for center x over the whole algorithm. Whp nr ≥ nH − n/b and thus whp there are only n/b nodes in H(x, y) that are not removed and they only have n 2 /b 2 edges between them. We charge this part of the computation time for P(x, y) to the pair of centers (x, y). Thus the total time for building all path union graphs is O(n 2 c + (n 2 /b 2 )c 2 ). To implement the AR data structure we fix an order of the out-edges for each node. A delete operation simply removes the edge from its list. A remove(k) operation uses a hierarchical graph decomposition of R(x) into graphs Ri(x) for 1 ≤ i ≤ log n such that Ri(x) is a subgraph of Ri+1(x) and it has O(2 i n) edges. Specifically, every node has as out-edges in Ri(x) its first up to 2 i out-edges of R(x). If a node has degree larger than 2 i in R(x) it is blue in Ri(x). Now starting from i = 2 the a remove(k) operation builds Ri(x), performs a BFS in Ri(x) with s and all its blue nodes as sources (i.e., level 0 nodes) and checks whether a blue node of Ri−1(x) is at distance larger than h + 1 from all sources. If so it removes all nodes with distance from the sources in Ri(x) larger than h from R(x). If at least k nodes were removed, it stops, otherwise it increments i and repeats. Obviously no node with distance at most h is ever removed and one can also show that every node that is not removed has distance at most (h + 1) log n from s. To analyze the running time note that if a successful remove(k) operation removes the k-th node in Ri(x) then there must exist a blue node from Ri−1(x), i.e., a node with out-degree at least 2 i−1 at distance more than h + 1 from the sources of Ri(x) and thus all its out-neighbors in Ri(x) must be removed as well. Hence Ω(2 i ) nodes are removed and the time to build and check all graphs up to Ri(x) is O(2 i n). We charge a cost of O(n) to each removed node to account for this running time, giving a total time of O(n 2 ) for all update operations that return success. Together with the algorithmic ideas of Sections 2.1 and 2.2 and improvements described in the full version of the paper we get the following O(log n)-approximation for stSP. 
