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A univariate logistic distribution can be specified by considering a suitable 
form for the odds in favor of a failure against survival. This concept is extended 
to the bivariate case and a class of distributions, indexed by a parameter of 
association, having given marginals is proposed. Some properties of the proposed 
class of distributions are studied. 
I. INTRODUCTION AND SUMMARY 
Several authors, e.g., Morgenstern (1956), Gumbel (1958), Farlie (1960), 
Johnson and Kotz (1975), Marshall and Olkin (1967) have considered the 
problem of proposing general multivariate models having given marginal 
distributions. In order for a bivariate (or multivariate) model having given 
marginals to be useful in practical situations, it is important and desirable that 
the model can be handled with mathematical ease and that any parameter(s) 
incorporated in the model lends itself to some important physical representation, 
e.g., measure of location or scale or an association between components, etc. 
The logistic distribution given by F(X) = l/( 1 + e-%) for - cc < x < + co 
has been used mainly in biological, bioassay, and quanta1 response contexts 
and discussed by several authors, among them Pearl and Reid (1920), Berkson 
(1944), Berkson and Hodges (1960), Plackett (1959), Finney (1964) and Cox 
(1970). 
Gumbel (1961) proposed two bivariate logistic distributions with logistic 
marginals-Type I being F(x, y) = l/(1 + e-” + e-g) and Type II belonging 
to the Morgenstern type. Gumbel Type I distribution appears to be a natural 
generalization of the univariate logistic distribution and it (the multivariate 
form) has been studied by Malik and Abraham (1973). 
We propose a class of bivariate distributions, indexed by a suitable single 
Received October 12, 1977; revised April 4, 1978. 
AMS 1970 subject classification: Primary 62E99. 
Key words and phrases: Bivariate logistic, logistic, odds function, association, quadrant 
dependent, regression dependent, quantile regression, tail decreasing, multivariate Gumbel- 
Morgenstern distributions. 
405 
0047-259x/78/0083-0405$02.00/0 
Copyright Q 1978 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
406 ALI, MIKHAIL, AND HAQ 
parameter, which contains Gumbel Type I distribution as well as the case 
when the component random variables are stochastically independent. It is shown 
that the parameter introduced is essentially a parameter of association between 
the component variables. The dependence between the component variables 
is studied in the light of criteria proposed by Sibuya (1959), Lehmann (1966), 
and Yanagimoto (1972). In addition, the quantile regression curves for 
different values of the parameter are studied. 
2. THE MODEL 
Let X be a continuous random variable with distribution function P(x) and let 
us define 
H(x) = (1 - F(x))/F(x). (2.1) 
The function H(x) represents the odds of a survival against failure where F(x) is 
the probability of failure before x. This type of odds has been discussed by 
Cox (1970, p. 26). In what follows we shall refer to H(x) as the odds function. 
Clearly from (2.1) 
F(x) = 1/( 1 + H(4). (2.2) 
It is readily verified that in order for H(x) to specify a distribution function @), 
it is necessary and sufficient that H(x) be a nonincreasing function of x, decreasing 
from +co to zero over the range of x. 
For example, with H(x) = e-“, -co < x < 00, we obtainF(x) = l/( 1 + e-3 
which is the logistic distribution in standard form. 
A natural bivariate generalization of (2.2) is 
qx, Y) = l/(1 + Wx, YN (2.3) 
where F(x, y) is the probability of the joint failure of both components of a 
system before x, y and H(x, y) is the corresponding bivariate odds function. Let 
H,(x) and H,(y) denote the marginal odds functions. Then H(x, y) must satisfy 
the conditions: 
(i) H(x, CO) = HI(x), H(co,y) = H,(y) and H(x, -00) = H(-CO,~) = CO. 
(ii) For x1 < x2 , and y1 < ya , 
1 1 1 1 
- - 1 + H(x,,Yz) + 1 +H(x,,y,) 1 +H(x,,Y,) 1 +H@,,Y,) “’ 
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In order that the component random variables be independent, it is necessary 
and sufficient that 
H(%i) = HI(X) + H,(Y) + w4 H,(Y) 
so that (2.4) 
1 + H(x, y) = (1 + H,(x))(l + %(Y))* 
Consider H(x, y) as a linear function of H,(x) and H,(y). The only such linear 
function satisfying the necessary conditions stated earlier is seen to be 
H&Y) = H,(x) + H,(Y). (2.5) 
The bivariate Type I logistic distribution of Gumbel (1961) is obtained by 
specifying H,(x) = e-“, H,(y) = e- v in the relation (2.5); (2.3) then yields 
F(x, y) = l/( 1 + e-” + e-“). 
We now wish to introduce a parameter in the model which would include (2.5) 
as well as the case of stochastic independence, namely, (2.4). Consider the 
solutions of the differential equation 
a2W, Y> 
aH,(x) aH,(y) = ” 
where B is a real-valued parameter. 
For 8 = 0, we obtain the linear model (2.Q while for B = 1 the solution is 
given by (2.4). The general solution of the differential equation is, however, 
given by 
Wx, Y> = W&(x)) + W,(Y)) + @4(x) %(Y), 
where h and k are arbitrary differentiable functions. 
Now 
H(+~>Y) = h(H,(~)) + Wi4y)), 
so that 
Therefore, 
Similarly, 
H,(Y) = 40) + ~W,(Y)); 
WWN = H,(Y) - h(O). 
W,(4) = HI@) - k(O). 
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Thus, the solution is 
fqx, Y) = f4(4 4 H,(Y) + @w) fJ,(Y) - 40) - 40). 
Since H(+ co, + co) = H,(+ cc) = H,(+ co) = 0, it follows that h(0) + K(0) = 0; 
therefore, the solution is given by 
f%Y) = fw) + H,(Y) + (1 - a) fqx) H,(y), 
where we have reparametrized 0 by OL with 6, = 1 - 01. This odds function, from 
(2.2) and (2.3), d e t ermines the distribution function F(x, y) given by 
F(x, y) = F,(X)F,(Y)l[l - a(1 - FlM)(l - FdY))l* (2.6) 
A simple way of describing this model would be through the joint distribution 
functionF(u, v) for the random variables ( U, V) where U = Fr(X’) and V = Fs( Y) 
and we obtain 
F(u, v) = uv/(l - cL(1 - U)(l - v)), (2.7) 
over the unit square 0 < u < 1 and 0 < a < 1. We now show that F(u, v) is 
indeed a distribution function, the admissible range of (II being [- I, + 11. It is 
readily checked that 
F(u, 1) = u, F(1, v) = v, F(O,v) = F(v,O) = 0, F(1, 1) = 1. 
It remains to show that a2F(u, v)/au av 3 0 for all u, v, 01 such that 0 < u < 1, 
O<v,<l,-1 ~cx~+l.InorderthatF(u,v)>O,forallu,vitiseasyto 
show that OL must satisfy LY < 1. 
A simple calculation shows that 
azF(u,v) 1 - 01-t 2arF(u, v) 
au av = (F(% 4)" (4” 9 W) 
so that in order that a2F(u, v)/au av 3 0 and 0 < F(u, v) < 1, it is easily seen that 
a necessary and sufficient condition is that - 1 < 01 < 1. 
3. THE PARAMETER AS A MEASURE OF ASSOCIATION 
From (2.7) it is seen that for any fixed u, a; (0 < u < 1 and 0 < v < 1); 
F(u, v) is an increasing function of 01. When 01 = 0, U and V are independent. 
Therefore, the numerical value of 01, may be thought of as a measure of departure 
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from independence or as a measure of association between U and I’ and conse- 
quently between X and Y since U and V are monotonic nondecreasing functions 
of X and Y. Such measures have been considered by many authors, for example, 
Sibuya (1959), Lehmann (1966), and Yanagimoto (1972). 
More formally, following Yanagimoto (1972, Proposition 2.3) we examine 
F(u, w) for positive and negative values of 01. 
(i) F(x, y) has been called by Lehmann (1966) positively quadrant 
dependent if and only if 
for all x, y. 
In our case it is easily verified that 
and 
so thatF(u, w) is positively [negatively] quadrant dependent for positive [negative] 
values of OL and a = 0, of course, corresponds to the case of stochastic inde- 
pendence. 
(ii) F(x, r) has been called by Esary and Proschan (1972) left tail decreasing 
if and only if F(x, y)/F1(x) is nonincreasing in x for all y. 
In our case, we have 
F(u, w)/F,(u) = w/(1 - oL(1 - U)(l - w)), 
so that 
; (e#) = -41 - WI 
(1 - oL(1 - U)(l - w))” ( O for O1 ’ O* 
Therefore F(u, w) is left tail decreasing [increasing] for positive [negative] 
values of 01. 
(iii) Lehmann (1966) h as called F(x, y) positively regression dependent if 
and only if F( y 1 x) > F( y 1 x’) for almost ally and almost all x < x’. 
In our case, a simple computation shows that 
F(w 124) = w(1 - or(l - w))/(l - c4(1 - u)(l - f.J)>” 
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and that 
WV I 4 
au = 
-201z(l - v)(l - @(I - 2)) < o 
(1 - LY(1 - U)(l - v))” 
for cy > 0. 
Hence F(u, v) is seen to be positively [negatively] regression dependent for 
positive [negative] values of 01. 
In what follows, we show that the (quantile) regression of U on I;/ as well as 
that of V on U is such that u increases as et increases [decreases] for positive 
[negative] values of 01. In our present case, it appears to be very natural to de!ine 
q-quantile regression for a fixed q, 0 < q < I, rather than the usual mean 
regression. When q = +, we of course have the median regression. A further 
justification for studying the quantile regression of U on V would be the fact 
that positive [negative] regression of U on V would incicate positive [negative] 
regression of X on Y. 
The conditional distribution function F(u 1 v) is easily seen to be given by 
F(u 1 v) = $ F(u, v) = ~(1 - cu(l - u))/(l - a(1 - u)(l - V))“. 
For any fixed q, 0 < q < 1, we may now consider the q-quantile regression 
equation of U on V to be given by the curve (a/&) F(u, v) = q. 
For any point (u, v) on the curve, it is easily checked that 
au asF(u, 0)/ak 
"ZG = -"Ia2F(~,v)/(au av) = 
2CX%(l - U) 
(1 - CX(1 - U)( 1 - v))(a2F(u, v>/au aw) 3 O* 
0 .5 ,666 
FIGURE 1 
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Hence aU/apl is positive or negative according as a is positive or negative. In 
other words, the regression of U on Vis positive [negative] for positive [negative] 
values of 0~. The nature of the regression curves for OL = -1, 0, 1 is exhibited 
in Fig. 1 where H(u/v) denotes the median regression of U on V. 
We finally remark that if X and Y have marginal distributions given by 
F,(X) = l/(1 + exp (- y)) 
FdY) = I/( 1 + exp (- y)) , 
and 
then the proposed model will yield the following class of bivariate logistic 
distribution functions: 
F(x, y) = [ 1 + exp (- y) + exp (- *) 
+ (1 - ~2) exp (- y - -)I-’ 
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