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Abstract
In this paper, we prove the nonlinear orbital stability of the stationary traveling wave of the one-dimensional Gross–Pitaevskii
equation by using Zakharov–Shabat’s inverse scattering method.
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Résumé
Dans cet article, nous montrons la stabilité orbitale de l’onde stationnaire pour l’équation de Gross–Pitaevskii monodimension-
nelle, en utilisant la méthode spectrale inverse de Zakharov et Shabat.
© 2008 Elsevier Masson SAS. All rights reserved.
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1. Introduction
The Gross–Pitaevskii equation: {
iut +u =
(|u|2 − 1)u, x ∈ Rd,
u(0, x) = u0(x), (1.1)
which models the dynamics of Bose–Einstein condensates, superfluids, has received a lot of interest during the recent
years. For a recent state of the art, we refer to the Proceedings [6] and to references therein. At least formally, (1.1)
can be seen as a Hamiltonian evolution equation associated to the Ginzburg–Landau energy,
H(u) =
∫
Rd
1
2
|∇xu|2 + 14
(|u|2 − 1)2 dx, (1.2)
defined on the energy space:
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The Cauchy problem for (1.1) in this energy space was solved in one space dimension by Zhidkov in [14] and
by the first author in dimension 2 and 3 in [8,9]. The unusual conditions at infinity imposed by the finiteness of the
Ginzburg–Landau energy give rise to the existence of many traveling waves solutions to (1.1). In what follows, we
shall restrict our purpose to space dimension d = 1, referring to [1–3] and references therein for the case d = 2 and
d = 3. In the one-dimensional case, solutions of the form,
u(t, x) = U(x − ct),
are completely characterized by solving an ordinary differential equation (see e.g. [3]). Besides constant solutions of
modulus 1, which correspond to the solutions with H(u) = 0, these solutions are given by:
Uc(x) =
√
1 − c
2
2
tanh
(√
1 − c
2
2
x√
2
)
+ i c√
2
, (1.3)
up to a multiplicative constant of modulus 1. An important question is then the stability of such objects for a natural
distance on the energy space E, say
dE(u, v) =
∣∣u(0)− v(0)∣∣+ ‖u′ − v′‖L2(R) + ∥∥|u|2 − |v|2∥∥L2(R). (1.4)
First of all, let us mention that the notion of stability in this case has to be properly defined, taking into account
the existence of a continuum of traveling waves corresponding to a continuum of velocities. For example, using the
formula (1.3), it is clear that dE(Uc,Uc0) tends to 0 as c tends to c0, but if c = c0, we have:
lim
t→+∞
∫
R
∣∣U ′c(x − ct)−Uc0(x − c0t)∣∣2 dx = ∥∥U ′c∥∥2L2 + ∥∥U ′c0∥∥2L2 .
For this reason, we shall say that Uc is orbitally stable for the distance dE on E if, denoting by τy the translation
operator,
τyf (x) = f (x − y),
we have, for every solution u of (1.1),
sup
t∈R
inf
y∈RdE
(
τyu(t),Uc
)→ 0, as dE(u(0),Uc)→ 0.
In the case of the velocity c = 0, Lin [11] proved the orbital stability of Uc for (1.1) by using the Grillakis–Shatah–
Strauss theory. His proof is based on the hydrodynamical form of (1.1): the solution is written as u = (1 − r) 12 eiθ
so that the equations expressed in terms of new variables (r, θx) turn into a Hamiltonian system which fits in the
framework of [10]. Then Lin reduces the orbital stability of Uc to the condition,
d
dc
P (Uc) < 0,
where the renormalized momentum P(u) is defined by
P(u) =
∫
R
Im(uu′)
(
1 − 1|u|2
)
dx.
This approach is valid for non-zero velocities c, because in this case Uc does not vanish on R. A major difficulty
in extending the above approach to the case of zero velocity is that U0(x) vanishes at some point so that P(U0) is
not defined. In [5], Di Menza and Gallo proved the linear stability of U0 under H 1 perturbations, and performed
numerical computations which suggest the nonlinear orbital stability. A very recent result by Béthuel, Gravejat, Saut
and Smets [4] proved a weak form of orbital stability of U0 for dE , allowing to renormalize the solution by factors
of modulus 1. In the present paper, we prove that this renormalization by factors of modulus 1 is useless, at least
for sufficiently smooth and decaying perturbations. Our main result is the following nonlinear orbital stability of U0
for (1.1).
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u0(x) = U0(x)+ εu1(x), U0(x) = tanh
(
x√
2
)
,
where u1(x) satisfies the following condition,
sup
x∈R
∣∣〈x〉4∂ku1(x)∣∣ 1, for k  3. (1.5)
Then if ε > 0 is small enough, there exists a unique solution u(t, x) of (1.1) such that
∀t ∈ R, ∃y(t) ∈ R, ∥∥τy(t)u(t, .)−U0∥∥L∞  Cε, for 0 t < +∞. (1.6)
Using a functional analytic argument from [4], Theorem 1.1 easily yields the orbital stability for dE , at least for
sufficiently smooth and decaying perturbations.
Corollary 1.1. For every δ > 0, there exists ε > 0 such that, if
sup
x∈R
∣∣〈x〉4∂ku1(x)∣∣ 1, for k  3,
then the solution u of (1.1) satisfies:
∀t ∈ R, ∃y(t) ∈ R, dE
(
τy(t)u(t),U0
)
 δ.
More precisely, we shall prove that, in Theorem 1.1 and Corollary 1.1, one can choose y(t) = βt and we shall give
an interpretation of the parameter β . Our strategy for proving Theorem 1.1 follows the inverse scattering method as
developed by Zakharov and Shabat in [12,13] (see also Faddeev–Takhtajan [7]). Recall that this method is based on
the following observation, made in [13]. Let u be a function of (t, x). Denote by u∗ the complex conjugate of u. Set:
Lu = i
(
1 + √3 0
0 1 − √3
)
∂
∂x
+
(
0 u∗
u 0
)
, (1.7)
and
Bu = −
√
3
(
1 0
0 1
)
∂2
∂x2
+
( |u|2−1√
3+1 iu
∗
x
−iux |u|2−1√3−1
)
. (1.8)
It is easy to verify that
[Lu,Bu] =
(
0 −u∗xx + (|u|2 − 1)u∗
uxx − (|u|2 − 1)u 0
)
.
Thus u = u(t) satisfies the Gross–Pitaevskii equation (1.1) if and only if it satisfies the operator evolution equation:
d
dt
Lu = i[Lu,Bu]. (1.9)
The above evolution equation implies that spectral properties of Lu are easily handled as t varies. Then the solution u
at time t is recovered from spectral data of Lu(t) from a system of integral equations. We shall follow this procedure
step by step in the perturbation context of Theorem 1.1 and deduce the parameter β from the spectral data of Lu0 .
This paper is organized as follows. In Section 2, we classically discuss the properties of generalized eigenfunctions
for Lu, if u − U0 is sufficiently smooth and decaying at infinity, and we introduce a representation formula for these
Jost solutions involving a kernel Ψ which will be the center of our analysis. In Section 3 we discuss the properties of
transition (or scattering) coefficients for Lu, in particular in the perturbation context of Theorem 1.1, while Section 4
is devoted to the evolution of these coefficients deduced from Eq. (1.9). Section 5 is devoted to establishing the
fundamental system of Marchenko equations which gives the kernel Ψ from the transition coefficients. In Section 6,
we use the system of Marchenko equations to prove further information about transition coefficients, in particular the
fact that the transmission coefficient admits exactly one zero λ0 if u is a smooth and decaying perturbation of U0.
Finally, Theorem 1.1 is proved in Section 7, where it is shown that the translation vector y(t) at time t in can be taken
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derive Corollary 1.1 from Theorem 1.1 and a compactness argument in [4].
Throughout this paper, z∗ denotes the complex conjugate of the complex number z.
2. Jost solutions and their properties
In this section, we assume that u is a C4 function on R satisfying:
sup
x0
∣∣∣∣ dkdxk (u(x)− 1)
∣∣∣∣〈x〉4 + sup
x0
∣∣∣∣ dkdxk (u(x)+ 1)
∣∣∣∣〈x〉4 < +∞, 0 k  3. (2.1)
In view of the Lax pair framework recalled at the end of the introduction, the scattering problem associated with the
Gross–Pitaevskii equation is:
Luχ = Eχ, χ =
(
χ1
χ2
)
, E ∈ R, (2.2)
where Lu is defined by (1.7). We make the change of variables:
χ1 = (
√
3 − 1) 12 ei Ex2 v1, χ2 = (
√
3 + 1) 12 ei Ex2 v2.
Then (2.2) is reduced to, ⎧⎪⎨⎪⎩
i
∂v1
∂x
+ q∗v2 = λv1,
−i ∂v2
∂x
+ qv1 = λv2,
(2.3)
where λ =
√
3
2 E, q =
√
2
2 u. Introducing the matrices:
M =
(
1 0
0 −1
)
, Q(x) =
(
0 q∗(x)
q(x) 0
)
,
system (2.3) reads
iM∂xv +Qv − λv = 0. (2.4)
Notice that system (2.3) is invariant with respect to the involution,
v =
(
v1
v2
)
→ v˜ =
(
v∗2
v∗1
)
.
In other words, v˜ is also a solution of (2.3) if v is a solution of (2.3). Moreover, if both v and w are solutions of (2.3),
then their Wronskian defined by:
{v,w} = v1w2 − v2w1,
does not depend on x.
By (2.1), we find that q →
√
2
2 as x → +∞, and q → −
√
2
2 as x → −∞. Set:
X+1 = e−iζ x
(
1√
2(λ− ζ )
)
, X+2 = eiζx
(√
2(λ− ζ )
1
)
, (2.5)
which are solutions of (2.3) with q =
√
2
2 . Here ζ ∈ R and satisfies λ2 − ζ 2 = 12 . Hence X+1 ,X+2 and all the functions
we are going to define are strictly speaking functions on the hyperbola:
H =
{
(λ, ζ ) ∈ R2
∣∣∣ λ2 − ζ 2 = 12
}
. (2.6)
Notice that ζ is a coordinate on each of the branches H± = H ∩ {±λ > 0} of H . In what follows, we will often make
the traditional abuse of notation which consists in suppressing the dependence on ζ , so that these functions appear as
double-valued functions of λ. Similarly, we set:
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(
1
−√2(λ− ζ )
)
, X−2 = eiζx
(−√2(λ− ζ )
1
)
, (2.7)
which are solutions of (2.3) with q = −
√
2
2 .
The Jost solutions ψ1 and ψ2 are the solutions of the system (2.3) with the following asymptotic forms at infinity,
ψ1 ∼ X+1 , ψ2 ∼ X+2 , as x → +∞.
Similarly,
ϕ1 ∼ X−1 , ϕ2 ∼ X−2 , as x → −∞.
Let us recall why these functions are well defined. We decompose Q(x) as
Q(x) = Q+ +R+(x), Q+ =
(
0
√
2
2√
2
2 0
)
, R+(x) =
(
0 q∗(x)−
√
2
2
q(x)−
√
2
2 0
)
.
Then, using (2.4), ψ1 = X+1 + V1 where V1 satisfies,
i∂xV1 +M(Q+ − λ)V1 = −MR+ψ1,
with V1(x,λ) → 0 as x → +∞, hence, by the Duhamel formula,
ψ1(x,λ) = X+1 (x,λ)+
+∞∫
x
S(x, y,λ)ψ1(y,λ) dλ, (2.8)
where the matrix S is given by:
S(x, y,λ) = −iei(x−y)M(Q+−λ)MR+(y). (2.9)
Notice that, since λ2  12 on H , the spectrum of M(Q+ − λ) is real. In view of the decay of R+(x) provided by (2.1),
S satisfies:
∀a ∈ R,
+∞∫
a
sup
xa
∣∣S(x, y,λ)∣∣dy < +∞.
Consequently, the integral equation (2.8) is of Volterra type, hence admits a unique solution ψ1. We argue similarly
for the other Jost functions. Moreover, (2.1) also implies that
∀a ∈ R,
+∞∫
a
sup
xa
∣∣∂jλS(x, y,λ)∣∣dy < +∞, j  2.
Consequently, we can state:
Lemma 2.1. The Jost functions ψ1,ψ2, ϕ1, ϕ2 are C2 functions on the hyperbola H defined by (2.6).
2.1. A representation formula
In what follows, we are going to study further properties of the Jost functions by establishing the following repre-
sentation formula,
ψ1(x,λ) = X+1 (x,λ)−
+∞∫
x
Ψ (x, y)X+1 (y,λ) dy, (2.10)
where Ψ (x, y) is a matrix-valued function. Substituting (2.10) into (2.4), we find that the matrix Ψ (x, y) should
satisfy the following linear system:
iM∂xΨ + i∂yΨM −ΨQ+ +Q(x)Ψ = 0,
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iMΨ (x, x)− iΨ (x, x)M +R+(x) = 0,
+∞∫
x
∣∣Ψ (x, y)∣∣dy → 0 as x → +∞.
A simple computation shows that this system is equivalent to(
∂
∂x
+ ∂
∂y
)(
Ψ11(x, y)
Ψ22(x, y)
)
= i
( −√22 q∗(x)
−q(x)
√
2
2
)(
Ψ12(x, y)
Ψ21(x, y)
)
,
(
∂
∂x
− ∂
∂y
)(
Ψ12(x, y)
Ψ21(x, y)
)
= i
( −√22 q∗(x)
−q(x)
√
2
2
)(
Ψ11(x, y)
Ψ22(x, y)
)
, (2.11)
together with the boundary conditions:
Ψ ∗12(x, x) = Ψ21(x, x) = −
i
2
(
q(x)−
√
2
2
)
,
+∞∫
x
∣∣Ψ (x, y)∣∣dy → 0 as x → +∞. (2.12)
By the symmetry of the system (2.11), we find that
Ψ11 = Ψ ∗22, Ψ12 = Ψ ∗21. (2.13)
From the invariance of the involution, we have:
X+2 = X˜+1 , ψ2 = ψ˜1.
Hence, we can obtain a similar representation for ψ2,
ψ2(x,λ) = X+2 (x,λ)−
+∞∫
x
Ψ (x, y)X+2 (y,λ) dy. (2.14)
Similarly, we can also obtain the following representation for ϕ1 and ϕ2,
ϕ1(x,λ) = X−1 (x,λ)−
x∫
−∞
Φ(x,y)X−1 (y,λ) dy,
ϕ2(x,λ) = X−2 (x,λ)−
x∫
−∞
Φ(x,y)X−2 (y,λ) dy, (2.15)
where the matrix Φ(x,y) satisfies the linear system,(
∂
∂x
+ ∂
∂y
)(
Φ11(x, y)
Φ22(x, y)
)
= i
( √2
2 q
∗(x)
−q(x) −
√
2
2
)(
Φ12(x, y)
Φ21(x, y)
)
,
(
∂
∂x
− ∂
∂y
)(
Φ12(x, y)
Φ21(x, y)
)
= i
( √2
2 q
∗(x)
−q(x) −
√
2
2
)(
Φ11(x, y)
Φ22(x, y)
)
, (2.16)
together with the boundary conditions:
Φ∗12(x, x) = Φ21(x, x) =
i
2
(
q(x)+
√
2
2
)
,
x∫ ∣∣Φ(x,y)∣∣dy → 0 as x → −∞. (2.17)
−∞
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p = 1
2
(y − x) 0,
and set:
V (x,p) =
(
Ψ12(x, x + 2p)
Ψ21(x, x + 2p)
)
, W(x,p) =
(
Ψ11(x, x + 2p)
Ψ22(x, x + 2p)
)
, B(x) = i
( −√22 q∗(x)
−q(x)
√
2
2
)
.
Then system (2.11) reads,
∂xW(x,p) = B(x)V (x,p), ∂pV (x,p)− ∂xV (x,p) = −B(x)W(x,p),
and (2.12) reads,
V (x,0) = V0(x) = i2
(
q(x)−
√
2
2
)(
1
−1
)
,
+∞∫
0
(∣∣V (x,p)∣∣+ ∣∣W(x,p)∣∣)dp → 0 as x → +∞.
Writing W from the first equation as
W(x,p) = −
+∞∫
x
B(x′)V (x′,p) dx′, (2.18)
we finally obtain the integral equation for V ,
V (x,p) = V0(x + p)+
p∫
0
+∞∫
x+p−p′
B(x + p − p′)B(x′)V (x′,p′) dx′ dp′. (2.19)
Notice that
B(z)B(z′) = −
( 1
2 − q(z′)q∗(z)
√
2
2 (q
∗(z)− q∗(z′))
√
2
2 (q(z)− q(z′)) 12 − q∗(z′)q(z)
)
, (2.20)
so that in view of (2.1), if z′  z−a for a positive number a, then∣∣B(z)B(z′)∣∣ C(a)〈z + a〉−4.
For every integer N  2, denote by VN the space of functions V = V (x,p) on R × R+ such that, for every a > 0,
sup
x−a
〈x〉N
+∞∫
0
∣∣V (x,p)∣∣dp < +∞.
For every V ∈ V2, we set:
Kv(x,p) =
p∫
0
+∞∫
x+p−p′
B(x + p − p′)B(x′)V (x′,p′) dx′ dp′.
We claim that Kv ∈ VN+1 if V ∈ VN . Indeed, if x −a,
∣∣Kv(x,p)∣∣ C(a) p∫
0
〈x + p − p′ + a〉−4
+∞∫
′
∣∣V (x′,p′)∣∣dx′ dp′,
x+p−p
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∥∥Kv(x, .)∥∥ C(a) +∞∫
0
〈x + s + a〉−4
+∞∫
x+s
∥∥V (x′, .)∥∥dx′ ds,
therefore
∥∥Kv(x, .)∥∥ C(a)〈x + a〉−3 +∞∫
x
∥∥V (x′, .)∥∥dx′.
In particular, if ‖V (x, .)‖D(a)〈x + a〉−N , then∥∥KV (x, .)∥∥ C(a)D(a)
N − 1 〈x + a〉
−N−1.
Starting from V0(x,p) = V0(x + p), we conclude by an easy induction that∥∥KnV0(x, .)∥∥ C(a)n+1
(n+ 1)! 〈x + a〉
−n−4,
which implies that the series
∑+∞
n=0(−1)nKnV0(x, .) converges in L1(R+) uniformly for x  −a, for all a > 0.
Moreover, denoting by V the sum of this series, V solves (2.19) and V ∈ V3. Finally, coming back to (2.18), we have
W ∈ V2. It is now a routine to estimate similarly the derivatives of order k  3 of V,W with respect to x,p, and to
show that they belong to V3,V2 respectively. For future reference, we set,
Ψ (x,p) = Ψ (x, x + 2p),
and we sum up the above results by,
∀a > 0, ∀x −a,
+∞∫
0
∣∣∂αΨ (x,p)∣∣dp  C(a)〈x + a〉−3, |α| 3. (2.21)
2.2. Analytic continuations and a priori bounds
We are now in position to study the properties of Jost solutions ψ1 and ψ2. Introduce the Riemann surface:
Γ =
{
(λ, ζ ) ∈ C × C
∣∣∣ λ2 − ζ 2 = 12
}
,
and denote by Γ ± the two sheets of Γ corresponding to ± Im ζ > 0. Notice that, ζ is a single-valued holomorphic
function of λ on Γ + and on Γ −. Also notice that
Γ ± = Γ ± ∪H.
Lemma 2.2.
(1) The Jost solution ψ1(x,λ) ∈ C3(Rx) can be extended analytically to the lower sheet Γ − and has the form,
ψ1(x,λ) = X+1 (x,λ)+Ψ1(x, ζ )X+1 (x,λ).
(2) The Jost solution ψ2(x,λ) ∈ C3(Rx) can be extended analytically to the upper sheet Γ + and has the form:
ψ2(x,λ) = X+2 (x,λ)+Ψ2(x, ζ )X+2 (x,λ).
Here Ψ1(x, ζ ) and Ψ2(x, ζ ) satisfy:∣∣Ψ1(x, ζ )∣∣+ ∣∣Ψ2(x, ζ )∣∣ C(a)〈ζ 〉−1〈x + a〉−3, for x −a, a > 0. (2.22)
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ψ1(x,λ) = X+1 (x,λ)−
+∞∫
x
Ψ (x, y)X+1 (y,λ) dy
= X+1 (x,λ)− 2
+∞∫
0
Ψ (x,p)e−2iζp dpX+1 (x,λ)
X+1 (x,λ)+Ψ1(x, ζ )X+1 (x,λ).
We get by integrating by parts that
Ψ1(x, ζ ) = i
ζ
Ψ (x,0)+ i
ζ
+∞∫
0
∂pΨ (x,p)e
−2iζp dp,
which, in view of the estimates (2.21) on Ψ , implies (2.22). Since (2) can be proved in a similar way, we omit its
proof. 
Similarly, we state the following properties for the Jost solutions ϕ1 and ϕ2.
Lemma 2.3.
(1) The Jost solution ϕ1(x,λ) ∈ C3(Rx) can be extended analytically to the upper sheet Γ + and has the form:
ϕ1(x,λ) = X−2 (x,λ)+Φ1(x, ζ )X−1 (x,λ).
(2) The Jost solution ϕ2(x,λ) ∈ C3(Rx) can be extended analytically to the lower sheet Γ − and has the form:
ϕ2(x,λ) = X−2 (x,λ)+Φ2(x, ζ )X−2 (x,λ).
Here Φ1(x, ζ ) and Φ2(x, ζ ) satisfy:∣∣Φ1(x, ζ )∣∣+ ∣∣Φ2(x, ζ )∣∣ C(a)〈ζ 〉−1〈x − a〉−3, for x  a, a > 0. (2.23)
2.3. The unperturbed case
As a next step we apply the above results to the particular case:
q0(x) =
√
2
2
tanh
(
x√
2
)
.
In this case, since q0 is real valued, the kernel of Eq. (2.19) satisfies, in view of (2.20),
B(z)B(z′)
(
1
−1
)
= −
(
1
2
− q(z)q(z′)−
√
2
2
q(z)+
√
2
2
q(z′)
)(
1
−1
)
= −1
2
(
1 − tanh
(
z√
2
))(
1 + tanh
(
z′√
2
))(
1
−1
)
,
so that V2(x,p) = −V1(x,p) and (2.19) reads,
V1(x,p) = − i
2
√
2
(
1 − tanh
(
x + p√
2
))
− 1
2
p∫
0
+∞∫
′
(
1 − tanh
(
x + p − p′√
2
))(
1 + tanh
(
x′√
2
))
V1(x
′,p′) dx′ dp′.
x+p−p
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s = e
√
2(x+p) > 0, r = e
√
2p  1, v(s, r) = V1(x,p),
we obtain,
v(s, r) = − i
2
√
2(s + 1) −
r∫
1
+∞∫
s
v(s′, r ′)
(s + r ′)(s′ + r ′) ds
′ dr ′,
and it is easy to see that this integral equation admits for solution:
v(s, r) = − i
2
√
2(s + r) .
Coming back to the original variables, we infer:
Ψ 012(x, x + 2p) = V 01 (x,p) = −
ie−
√
2p
√
2(1 + e
√
2x)
,
Ψ 011(x, x + 2p) = W 01 (x,p) =
e−
√
2p
√
2(1 + e
√
2x)
. (2.24)
Through the representation derived in Section 2.1, we obtain:
ψ01 (x,λ) = e−iζ x
⎛⎜⎜⎝ 1 −
1
1+e
√
2x
√
2
2 −i(λ−ζ )√
2
2 +iζ
√
2(λ− ζ )− 1
1+e
√
2x
√
2
2 i+(λ−ζ )√
2
2 +iζ
⎞⎟⎟⎠ ,
ψ02 (x,λ) = eiζx
⎛⎜⎜⎝
√
2(λ− ζ )− 1
1+e
√
2x
−
√
2
2 i+(λ−ζ )√
2
2 −iζ
1 − 1
1+e
√
2x
√
2
2 +i(λ−ζ )√
2
2 −iζ
⎞⎟⎟⎠ , (2.25)
and similarly, through Lemma 2.3,
ϕ01(x,λ) = e−iζ x
⎛⎜⎜⎝ 1 −
e
√
2x
1+e
√
2x
√
2
2 +i(λ−ζ )√
2
2 −iζ
−√2(λ− ζ )+ e
√
2x
1+e
√
2x
−
√
2
2 i+(λ−ζ )√
2
2 −iζ
⎞⎟⎟⎠ ,
ϕ02(x,λ) = eiζx
⎛⎜⎜⎝−
√
2(λ− ζ )+ e
√
2x
1+e
√
2x
√
2
2 i+(λ−ζ )√
2
2 +iζ
1 − e
√
2x
1+e
√
2x
√
2
2 −i(λ−ζ )√
2
2 +iζ
⎞⎟⎟⎠ . (2.26)
2.4. Perturbation analysis
We close this section by describing how the results of the previous subsections can be precised when q is assumed
to be a perturbation of q0 in the sense of Theorem 1.1, namely if
q(x) = q0(x)+ εq1(x), 〈x〉4
∣∣∣∣dkq1dxk (x)
∣∣∣∣ 1, 0 k  3, (2.27)
and ε is a small positive parameter. Revisiting the analysis of Sections 2.1 and 2.2, and comparing to the results of
Section 2.3, the following perturbation results can be easily proved.
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Ψ (x, y) = Ψ 0(x, y)+ εΨ 1(x, y), Φ(x, y) = Φ0(x, y)+ εΦ1(x, y),
with the following estimates: if we set, for p  0,
Ψ 1(x,p) := Ψ 1(x, x + 2p), Φ1(x,p) = Φ1(x, x − 2p),
then
∀a > 0, ∀x −a,
+∞∫
0
∣∣∂αΨ 1(x,p)∣∣dp  C(a)〈x + a〉−3, |α| 3, (2.28)
∀a > 0, ∀x  a,
+∞∫
0
∣∣∂αΦ1(x,p)∣∣dp  C(a)〈x − a〉−3, |α| 3. (2.29)
Lemma 2.5. For fixed q1, the Jost functions are real analytic of the parameter ε in a neighborhood of 0 in R. Moreover,
for ε small enough, they can be written as
ψ1(x,λ) = ψ01 (x,λ)+ εψ11 (x,λ), ψ2(x,λ) = ψ02 (x,λ)+ εψ12 (x,λ),
ϕ1(x,λ) = ϕ01(x,λ)+ εϕ11(x,λ), ϕ2(x,λ) = ϕ02(x,λ)+ εϕ12(x,λ),
with ∣∣ψ11 (x,λ)∣∣+ ∣∣ψ12 (x,λ)∣∣ C〈ζ 〉−1〈x〉−3, for x  0,∣∣ϕ11(x,λ)∣∣+ ∣∣ϕ12(x,λ)∣∣ C〈ζ 〉−1〈x〉−3, for x  0,
and λ ∈ Γ − in the cases of ψ1, ϕ2, while λ ∈ Γ + in the cases of ψ2, ϕ1.
3. Transition coefficients and their properties
Now let ζ be real. Let ψ1(x,λ),ψ2(x,λ),ϕ1(x,λ), and ϕ2(x,λ) be the Jost solutions constructed in Section 2.
Since their Wronskian is independent of x, we get by their asymptotic behavior at infinity that
{ψ1,ψ2} = {ϕ1, ϕ2} = 4ζ(λ− ζ ). (3.1)
Thus, ψ1 and ψ2 are linearly independent for ζ = 0. Hence, we can expand ϕ1 and ϕ2 uniquely as
ϕ1 = aψ1 + bψ2, ϕ2 = a∗ψ2 + b∗ψ1, (3.2)
from which and (3.1), we get,
a(λ) = {ϕ1,ψ2}
4ζ(λ− ζ ) , b(λ) = −
{ϕ1,ψ1}
4ζ(λ− ζ ) , (3.3)
which are called the transition coefficients. In the case when q(x) =
√
2
2 tanh(
x√
2
), it is easy to compute by (2.25) and
(2.26) that the corresponding transition coefficients denoted by a0(λ) and b0(λ) are:
a0(λ) = λ+ ζ −
√
2
2 i
λ+ ζ +
√
2
2 i
, b0(λ) = 0.
Note that
{ϕ1, ϕ2} =
(|a|2 − |b|2){ψ1,ψ2},
and {ϕ1, ϕ2} = {ψ1,ψ2}, we have the normalization relation:
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2
. (3.4)
We find by Lemmas 2.2, 2.3 and the definition of a(λ) that the function a(λ) can be extended analytically to the
upper sheet Γ + . In what follows, we will study the properties about the transition coefficients. Let us begin with the
following simple fact about the function ζ(λ) which will be constantly used: For λ ∈ R, |λ|  1,
ζ = λ+O
(
1
λ
)
, for λ > 0, ζ = −λ+O
(
1
λ
)
, for λ < 0. (3.5)
Lemma 3.1. Let a(λ), b(λ) be given by (3.3). Then there hold for λ ∈ R, |λ| >
√
2
2 :∣∣a(λ)− a0(λ)∣∣ Cε|ζ |−1, (3.6)∣∣b(λ)∣∣ Cεmin(|ζ |−1, |ζ |−3), (3.7)∣∣∣∣b(λ)a(λ)
∣∣∣∣min(1,Cε|ζ |−1,Cε|ζ |−3). (3.8)
Proof. We write,
ψ2 = ψ02 + εψ12 , ϕ1 = ϕ01 + εϕ11 . (3.9)
Substituting (3.9) into the first formula of (3.3), we get:
a(λ) = {ϕ1,ψ2}
4ζ(λ− ζ ) =
{ϕ01 + εϕ11 ,ψ02 + εψ12 }
4ζ(λ− ζ )
= {ϕ
0
1,ψ
0
2 }
4ζ(λ− ζ ) + ε
{ϕ01 ,ψ12 } + {ϕ11,ψ02 } + ε{ϕ11,ψ12 }
4ζ(λ− ζ )
 a0(λ)+ εa1(λ),
which together with Lemma 2.5 and (3.5) gives (3.6). We next prove (3.7). Note that {ϕ01 ,ψ01 } = 0, we get:
{ϕ1,ψ1} = ε
{
ϕ01,ψ
1
1
}+ ε{ϕ11 ,ψ01}+ ε2{ϕ11 ,ψ11}. (3.10)
Thus, we can get by using Lemma 2.5 and (3.5) that∣∣b(λ)∣∣ Cε|ζ |−1. (3.11)
In order to obtain the better decay estimate for b(λ), we need to use the following more subtle argument. Multiplying
by e2iζ x on both sides of (3.10) and taking the derivative with respect to x to the resulting equation, we get by using
the fact that {ϕ1,ψ1} is independent of x that
−8iζ 3e2iζ x{ϕ1,ψ1} = ε
(
d
dx
)3({
eiζxϕ01, e
iζxψ11
}+ {eiζxϕ11 , eiζxψ01}+ ε{eiζxϕ11 , eiζxψ11}). (3.12)
It is easy to verify by (2.26) that for k ∈ N, ∣∣∣∣( ddx
)k(
eiζxϕ01(x,λ)
)∣∣∣∣ C. (3.13)
By the proof of Lemma 2.2 adapted to Lemma 2.5, we have:∣∣∣∣( ddx
)k(
eiζxψ11 (x, ζ )
)∣∣∣∣ C, for k  3, x  0. (3.14)
By summing up (3.13) and (3.14), we obtain:∣∣∣∣( d )3{eiζxϕ01 , eiζxψ11}∣∣∣∣ C.dx
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using (3.5) and (3.12) that ∣∣b(λ)∣∣ Cε|ζ |−3, for |ζ | 1,
which together with (3.11) gives (3.7). Now we turn to prove (3.8). We get by (3.4) that∣∣∣∣b(λ)a(λ)
∣∣∣∣ 1, ∣∣a(λ)∣∣ 1,
from which and (3.7), it follows (3.8). 
Lemma 3.2. The function a(λ) has at most one zero. Assume that λ0 is a zero of a(λ), one has:
(1) λ0 ∈ (−
√
2
2 ,+
√
2
2 ) is simple;(2) there exists a constant b0 such that ϕ1(x,λ0) = b0ψ2(x,λ0) for any x ∈ R;
(3) for ε small enough, there holds,
|λ0| Cε, |b0 − i| Cε, |μ0 + 2| Cε, (3.15)
where
μ0 = b0
ν0a′(λ0)
, ν0 =
(
1
2
− λ20
) 1
2
.
Proof. Let us assume that λ0 is a zero of a(λ). From (3.4), we see that λ does not belong to {λ ∈ R, |λ| >
√
2
2 }, hence
Im ζ > 0.
Since
{ϕ1,ψ2}(λ0) = 0,
there exists a constant b0 such that
ϕ1(x,λ0) = b0ψ2(x,λ0), x ∈ R,
which implies that the system (2.3) with λ = λ0 has a global L2 solution on R. Thus, the zeros of a(λ) correspond to
the eigenvalues of the system (2.3). From the self-adjoint character of the system, it follows that λ0 must lie on the
segment (−
√
2
2 ,+
√
2
2 ) of the real axis. We next prove that λ0 is simple. It suffices to prove that a
′(λ0) = 0. By (3.3),
we have:
a′(λ0) = {
∂
∂λ
ϕ1,ψ2}(x,λ0)+ {ϕ1, ∂∂λψ2}(x,λ0)
4ζ0(λ0 − ζ0) , ζ0 =
(
λ20 −
1
2
) 1
2 = iν0.
Set σ = ( 1 00 −1), we get by using Eqs. (2.3) that
∂
∂x
{
∂
∂λ
ϕ1,ψ2
}
(x,λ) = −i{σϕ1,ψ2}(x,λ),
∂
∂x
{
ϕ1,
∂
∂λ
ψ2
}
(x,λ) = i{σϕ1,ψ2}(x,λ),
from which and the fact that the Jost solutions ϕ1(x,λ0) and ψ2(x,λ0) decay to zero as |x| → ∞, it follows that{
∂
∂λ
ϕ1,ψ2
}
(x,λ0) = −ib0
x∫
−∞
{σψ2,ψ2}(x′, λ0) dx′,
{
ϕ1,
∂
∂λ
ψ2
}
(x,λ0) = −ib0
+∞∫
{σψ2,ψ2}(x′, λ0) dx′.x
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(−
√
2
2 ,+
√
2
2 ): √
2(λ+ ζ )ψ2(x,λ) = ψ˜2(x,λ),
which implies that
{σψ2,ψ2}(x,λ) =
∣∣ψ2(x,λ)∣∣2.
Putting together the above formulas, we get:
a′(λ0) = −
ib0
∫ +∞
−∞ |ψ2(x,λ0)|2 dx
2
√
2ζ0
= 0. (3.16)
We now prove (3.15). Using the similar proof as in (3.6), we have:∣∣a(λ)− a0(λ)∣∣ Cε|ζ |−1, for λ ∈ (−√2
2
,+
√
2
2
)
.
Set ζ = i( 12 − λ2)
1
2 = iν for λ ∈ (−
√
2
2 ,+
√
2
2 ). Then we have:∣∣a0(λ)∣∣= √2|λ|
1 + √2ν 
√
2
2
|λ|.
Hence, we have at the zero point λ0 that
|λ0|2|ζ0|2  Cε2, ζ0 =
(
λ2 − 1
2
) 1
2
which is equivalent to the inequality,
λ40 −
1
2
λ20 +Cε2  0.
We get by solving the above inequality that
λ20 ∈
[
0,
1
4
− 1
2
√
1
4
− 4Cε2
]
∪
[
1
4
+ 1
2
√
1
4
− 4Cε2, 1
2
)
. (3.17)
Note that 14 + 12
√
1
4 − 4Cε2 → 12 as ε → 0, while by (3.4)
lim inf
λ→± 12
∣∣a(λ)∣∣ 1,
which together with (3.17) implies that for ε small enough,
|λ0| cε. (3.18)
Using the fact that ϕ01(x,0) = iψ02 (x,0), we get:
(i − b0)ψ02 (x,0) = ε
(
b0ψ
1
2 (x,λ0)− ϕ11(x,λ0)
)− (ϕ01(x,λ0)− ϕ01(x,0))
+ b0
(
ψ02 (x,λ0)−ψ02 (x,0)
)
,
which together with Lemma 2.5 and (3.18) gives,
|b0 − i|
∣∣ψ02 (0,0)∣∣= √22 |b0 − i| Cε|b0 − i| +Cε,
which implies the second inequality of (3.15). We next prove the third inequality of (3.15). By the first two inequalities
of (3.15) and (3.16), it suffices to prove that
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+∞∫
−∞
∣∣ψ2(x,λ0)∣∣2 dx − √2
∣∣∣∣∣ Cε. (3.19)
We write,
+∞∫
−∞
∣∣ψ2(x,λ0)∣∣2 dx = +∞∫
0
∣∣ψ02 (x,λ0)+ εψ12 (x,λ0)∣∣2 dx + 1|b0|2
0∫
−∞
∣∣ϕ01(x,λ0)+ εϕ11(x,λ0)∣∣2 dx,
from which and Lemma 2.5, it follows that∣∣∣∣∣
+∞∫
−∞
∣∣ψ2(x,λ0)∣∣2 dx − +∞∫
0
∣∣ψ02 (x,λ0)∣∣2 dx − 1|b0|2
0∫
−∞
∣∣ϕ01(x,λ0)∣∣2 dx
∣∣∣∣∣ Cε. (3.20)
On the other hand, from the exact formula (2.25), (2.26) and (3.18), it is easy to verify that
ϕ01(x,0) = iψ02 (x,0),
+∞∫
−∞
∣∣ψ02 (x,0)∣∣2 dx = √2, and
+∞∫
0
∣∣ψ02 (x,λ0)−ψ02 (x,0)∣∣2 dx +
0∫
−∞
∣∣ϕ01(x,λ0)− ϕ01(x,0)∣∣2 dx  Cε,
which together with (3.20) imply (3.19).
Finally, we prove that a(λ) has at most one zero. Assume that λ′0 is another zero of a(λ). Then |λ′0| Cε by the
above proof. We get by an exact computation that
a0(λ0)− a0
(
λ′0
)= i√2
(1 + √2ν0)(1 +
√
2ν′0)
(
(1 + √2ν0)
(
λ′0 − λ0
)+ √2λ0(ν0 − ν′0)).
Hence, for ε small enough there exists a constant c > 0 such that∣∣a0(λ0)− a0(λ′0)∣∣ c∣∣λ0 − λ′0∣∣. (3.21)
Using Lemma 2.5 and the fact that |λ0|, |λ′0| Cε, we have:∣∣a1(λ0)− a1(λ′0)∣∣ C∣∣λ0 − λ′0∣∣,
which together with (3.21) implies that λ0 = λ′0. The proof of Lemma 3.2 is complete. 
4. The evolution of the transition coefficients
In this section, we will derive the evolution equations of the transition coefficients. Let us begin by deriving the
evolution equations of the Jost solutions.
Differentiating (2.2) with respect to t , we get:
∂
∂t
Luχ +Lu ∂χ
∂t
= Eχ,
from which and (1.9), it follows that
Lu
(
∂χ
∂t
+ iBuχ
)
= E
(
∂χ
∂t
+ iBuχ
)
,
which together with the asymptotic behavior and uniqueness of the Jost solution gives,
∂χ + iBuχ = i
√
3
(
E − ζ
)2
χ, (4.1)∂t 2
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∂χ
∂t
+ iBuχ = i
√
3
(
E
2
+ ζ
)2
χ, (4.2)
for χ determined by the Jost solution ψ2 or ϕ2.
Differentiating (3.2) with respect to t , we get by using (4.1) and (4.2) that
da
dt
ψ1 +
(
db
dt
+ i4λζb
)
ψ2 = 0.
So, we get the evolution equations of the transition coefficients:
a(t, λ) = a(0, λ), b(t, λ) = b(0, λ) exp(−i4λζ t). (4.3)
Thus, the zero of a(t, λ) does not depend on the time t .
At the zero λ0 of a(λ), we have:
ϕ1(x,λ0) = b0ψ2(x,λ0).
We get by using the evolution equations (4.1) and (4.2) of the Jost solutions that
db0(t)
dt
+ i4λ0ζ0b0(t) = 0,
which gives:
b0(t) = b0(0) exp(−i4λ0ζ0t), ζ0 =
(
λ20 −
1
2
) 1
2
. (4.4)
5. The Marchenko equations
In this section, we will derive the Marchenko equations which connect the potential q(x) with the scattering data.
Throughout this section, we assume that the function a(λ) has one zero λ0, and we denote by b0 the constant such
that
ϕ1(x,λ0) = b0ψ2(x,λ0), (5.1)
and
ν0 =
√
1
2
− λ20, μ0 =
b0
ν0a′(λ0)
.
From (3.16), we know that μ0 is a real number. Moreover, by the uniqueness of the Jost solution, the change
(λ, ζ ) ∈ H → (λ,−ζ ) ∈ H implies that
ϕ1 → 1√
2(λ− ζ )ϕ2, ψ1 →
1√
2(λ− ζ )ψ2,
which together with (3.2) implies that
a → −a∗, b → −b∗. (5.2)
For ζ ∈ R, we set,
λ = λ(ζ ) =
√
ζ 2 + 1
2
,
and
c1(ζ ) = c(λ)+ c(−λ), c2(ζ ) = c(λ)− c(−λ) , c = b .
λ a
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c1(−ζ ) = c1(ζ )∗, c2(−ζ ) = c2(ζ )∗.
We then define the following real valued functions of the real variable z,
F1(z) = 12π
+∞∫
−∞
c1(ζ )e
iζz dζ −μ0λ0e−ν0z, F2(z) = 12π
+∞∫
−∞
c2(ζ )e
iζz dζ −μ0e−ν0z. (5.3)
Proposition 5.1. The functions Ψ11, Ψ12 defined by (2.11), (2.12) satisfy the following system for y  x:
2
√
2Ψ11(x, y) = F2(x + y)−
+∞∫
x
Ψ12(x, s)
√
2
(
F1(s + y)− iF ′2(s + y)
)+Ψ11(x, s)F2(s + y)ds, (5.4)
and
2
√
2Ψ12(x, y) =
√
2
(
F1(x + y)+ iF ′2(x + y)
)
−
+∞∫
x
Ψ11(x, s)
√
2
(
F1(s + y)+ iF ′2(s + y)
)+Ψ12(x, s)F2(s + y)ds. (5.5)
Let us prove Proposition 5.1. We rewrite the first equation of (3.2) in the form:(
ϕ1
a
−X+1
)
eiζy
2πζ
=
(
ψ1 −X+1 +
b
a
ψ2
)
eiζy
2πζ
, y  x. (5.6)
The left-hand side of (5.6) is analytic on the upper sheet Γ + of the Riemann surface Γ , with the exception of the
point λ0. We integrate (5.6) along the contour with respect to λ indicated in the following figure:
We get by using the residue theorem and (5.6) that∫ (1
a
ϕ1 −X+1
)
eiζy
dλ
2πζ
= ϕ1(x,λ0)
ν0a′(λ0)
e−ν0y = b0 ψ2(x,λ0)
ν0a′(λ0)
e−ν0y. (5.7)
Substituting the representation (2.14) into (5.7), we get,∫ (1
a
ϕ1 −X+1
)
eiζy
dλ
2πζ
=
(√
2F (1)1 (x + y)+ i
√
2F (1)
′
2 (x + y)
F
(1)
2 (x + y)
)
−
∞∫
Ψ (x, s)
(√
2F (1)1 (s + y)+ i
√
2F (1)
′
2 (s + y)
F
(1)
2 (s + y)
)
ds, (5.8)x
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F
(1)
1 (z) = μ0λ0e−ν0z, F (1)2 (z) = μ0e−ν0z. (5.9)
On the other hand, using the representations (2.10) and (2.14), the contribution of the right-hand side of (5.6) to
the integral reads:∫ (
ψ1 −X+1 +
b
a
ψ2
)
eiζy
dλ
2πζ
= −
+∞∫
x
Ψ (x, s)
∫
X+1 (s, λ)e
iζy dλ
2πζ
ds +
∫
eiζyX+2 (x,λ)
b
a
(λ)
dλ
2πζ
−
+∞∫
x
Ψ (x, s)
∫
eiζyX+2 (s, λ)
b
a
(λ)
dλ
2πζ
ds.
Note that, if f is holomorphic and bounded on Γ +,∫
eiζyf (λ)
dλ
2πζ
=
+∞∫
−∞
eiζy
f (λ(ζ ))− f (−λ(ζ ))
λ(ζ )
dζ
2π
. (5.10)
Then, we get by using (5.10) that∫
eiζy
(
ψ1 −X+1 +
b
a
ψ2
)
dλ
2πζ
= −Ψ (x, y)
(
0
2
√
2
)
+
(√
2F (2)1 (x + y)+ i
√
2F (2)
′
2 (x + y)
F
(2)
2 (x + y)
)
−
∞∫
x
Ψ (x, s)
(√
2F (2)1 (s + y)+ i
√
2F (2)
′
2 (s + y)
F
(2)
2 (s + y)
)
ds, (5.11)
where
F
(2)
1 (z) =
1
2π
+∞∫
−∞
c1(ζ )e
iζz dζ, F
(2)
2 (z) =
1
2π
+∞∫
−∞
c2(ζ )e
iζz dζ. (5.12)
Combining (5.8) and (5.11), and recalling the symmetry properties (2.13) of Ψ , this completes the proof of Proposi-
tion 5.1.
Marchenko equations stated in this proposition are related to the asymptotic analysis of Jost solutions for x → +∞
and for this reason are called Marchenko equations from the right. Marchenko equations from the left can be derived
similarly. We state the result without proof. Set:
c˜1(ζ ) = c˜(λ)+ c˜(−λ), c˜2(ζ ) = c˜(λ)− c˜(−λ)
λ
, c˜ = −b
∗
a
,
and define the following real-valued functions of the real variable z,
F˜
(1)
1 (z) = μ0λ0eν0z, F˜ (1)2 (z) = μ0eν0z, (5.13)
F˜ 21 (z) =
1
2π
+∞∫
−∞
c˜1(ζ )e
iζz dζ, F˜
(2)
2 (z) =
1
2π
+∞∫
−∞
c˜2(ζ )e
iζz dζ, (5.14)
F˜1 = F˜ (2)1 − F˜ (1)1 , F˜2 = F˜ (2)2 − F˜ (1)2 . (5.15)
Proposition 5.2. The functions Φ11, Φ12 defined by (2.16), (2.17) satisfy the following system of equations:
2
√
2Φ11(x, y) = −F˜2(x + y)−
x∫
Φ12(x, s)
√
2
(
F˜1(s + y)− iF˜ ′2(s + y)
)+Φ11(x, s)F˜2(s + y)ds, (5.16)
−∞
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2
√
2Φ12(x, y) =
√
2
(
F˜1(x + y)+ iF˜ ′2(x + y)
)
−
x∫
−∞
Φ11(x, s)
√
2
(
F˜1(s + y)+ iF˜ ′2(s + y)
)+Φ12(x, s)F˜2(s + y)ds, (5.17)
for y  x.
In particular, in the unperturbed case when q(x) =
√
2
2 tanh(
x√
2
), we have:
a(λ) = λ+ ζ −
√
2
2 i
λ+ ζ +
√
2
2 i
, b(λ) = 0, λ0 = 0, μ0 = −2. (5.18)
Thus, F1(z) = 0, F2(z) = 2e−
√
2
2 z
. The Marchenko equations become:
2
√
2Ψ11(x, y) = 2e−
√
2
2 (x+y) − 2i
+∞∫
x
Ψ12(x, s)e
−
√
2
2 (y+s) ds − 2
+∞∫
x
Ψ11(x, s)e
−
√
2
2 (y+s) ds, (5.19)
and
2
√
2Ψ12(x, y) = −2ie−
√
2
2 (x+y) + 2i
+∞∫
x
Ψ11(x, s)e
−
√
2
2 (y+s) ds − 2
+∞∫
x
Ψ12(x, s)e
−
√
2
2 (y+s) ds, (5.20)
which allows to recover the values of Ψ 0(x, y) already found in Section 2.3 (see (2.24)).
6. Further properties of the transition coefficients
In this section, we will use the Marchenko equations to obtain the further information about the transition
coefficients which will play an important role in the proof of Theorem 1.1. In Section 3, we proved that a(λ) has
at most one zero. In the following, we will prove the existence of zero.
Proposition 6.1. The function a(λ) has exactly one zero.
Proof. By Lemma 3.2, we know that a(λ) has at most one zero λ0, and that |λ0|  Cε. It remains to prove the
existence of this zero. Assume that a(λ) does not vanish. In this case, the Marchenko equations become:
2
√
2Ψ11(x, y) = F (2)2 (x + y)−
+∞∫
x
Ψ12(x, s)
√
2
(
F
(2)
1 (s + y)− iF (2)
′
2 (s + y)
)+Ψ11(x, s)F (2)2 (s + y)ds,
and
2
√
2Ψ12(x, y) =
√
2
(
F
(2)
1 (x + y)+ iF (2)
′
2 (x + y)
)
−
+∞∫
x
Ψ11(x, s)
√
2
(
F
(2)
1 (s + y)+ iF (2)
′
2 (s + y)
)+Ψ12(x, s)F (2)2 (s + y)ds.
Thus, we get by the Young inequality that∥∥Ψ (0, ·)∥∥
L2(y0)  C
(
1 + ∥∥Ψ (0, .)∥∥
L1(y0)
)(∥∥F (2)1 ∥∥L2 + ∥∥F (2)2 ∥∥L2 + ∥∥F (2)′2 ∥∥L2). (6.1)
We get by (2.21) and Lemma 2.4 that
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L1(y0)  C,
∥∥Ψ (0, ·)−Ψ 0(0, ·)∥∥
L2(y0)  Cε, (6.2)
where Ψ 0 denotes the unperturbed kernel, given by (2.24). By Lemma 3.1, we have:∥∥F (2)1 ∥∥L2 + ∥∥F (2)2 ∥∥L2 + ∥∥F (2)′2 ∥∥L2  Cε 12 . (6.3)
Indeed, by the Plancherel formula,
∥∥F (2)1 ∥∥2L2  C ∫
R
∣∣∣∣b(λ)a(λ)
∣∣∣∣2 dζ = C ∫
|ζ |ε
dζ +Cε2
∫
|ζ |ε
1
ζ 2
dζ  Cε.
By summing up (6.1)–(6.3), we obtain:
√
2
4
= ∥∥Ψ 0(0, ·)∥∥2
L2(y0)  Cε,
which is impossible. So, a(λ) must have a zero. 
Proposition 6.2. If ε is small enough, then the transition coefficients a(λ), b(λ) satisfy, on H ,
lim
ζ→0 ζa(λ) = 0, limζ→0 ζb(λ) = 0. (6.4)
In order to prove Proposition 6.2, we need the following two lemmas:
Lemma 6.1. Let {F (1)1 (x),F (1)2 (x)} be given by (5.9), and {F˜ (1)1 (x), F˜ (1)2 (x)} be given by (5.13). Then there hold:∣∣F (1)1 (x)∣∣+ ∣∣F (1)2 (x)+ 2e−√22 x∣∣+ ∣∣F (1)′2 (x)− √2e−√22 x∣∣ Cεe− 12 x, for x  0,∣∣F˜ (1)1 (x)∣∣+ ∣∣F˜ (1)2 (x)+ 2e√22 x∣∣+ ∣∣F˜ (1)′2 (x)+ √2e√22 x∣∣ Cεe 12 x, for x  0.
Proof. Lemma 6.1 is a simple consequence of Lemma 3.2. 
Lemma 6.2. Let {F (2)1 (x),F (2)2 (x)} be given by (5.12), and {F˜ (2)1 (x), F˜ (2)2 (x)} be given by (5.14). Then there exists
M > 0 (independent of ε) such that
+∞∫
M
(∣∣F (2)1 (x)∣∣+ ∣∣F (2)2 (x)∣∣+ ∣∣F (2)′2 (x)∣∣)dx  Cε, (6.5)
−M∫
−∞
(∣∣F˜ (2)1 (x)∣∣+ ∣∣F˜ (2)2 (x)∣∣+ ∣∣F˜ (2)′2 (x)∣∣)dx  Cε. (6.6)
Proof. We just prove (6.5), since (6.6) can be similarly proved. We use the notation of Lemma 2.4. Subtracting the
Marchenko equations for Ψ 0 from the Marchenko equations for Ψ , we obtain:
2ε
√
2Ψ 111(x, y) = F (2)2 (x + y)−
(
F
(1)
2 (x + y)+ 2e−
√
2
2 (x+y))
−
+∞∫
x
Ψ12(x, s)
√
2
(
F
(2)
1 (s + y)− iF (2)
′
2 (s + y)
)+Ψ11(x, s)F (2)2 (s + y)ds
+
+∞∫
Ψ12(x, s)
[
F
(1)
1 (s + y)+ i
(
2e−
√
2
2 (y+s) − √2F (1)′2 (s + y)
)]
dsx
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+∞∫
x
Ψ11(x, s)
(
2e−
√
2
2 (y+s) + F (1)2 (s + y)
)
ds
−
+∞∫
x
2iεΨ 112(x, s)e
−
√
2
2 (y+s) + 2εΨ 111(x, s)e−
√
2
2 (y+s) ds,
and
2ε
√
2Ψ 112(x, y) =
√
2
(
F
(2)
1 + iF (2)
′
2
)
(x + y)− √2[F (1)1 (x + y)+ i(F (1)′2 (x + y)− √2e−√22 (x+y))]
−
+∞∫
x
Ψ11(x, s)
√
2
(
F
(2)
1 (s + y)+ iF (2)
′
2 (s + y)
)+Ψ12(x, s)F (2)2 (s + y)ds
+
+∞∫
x
Ψ11(x, s)
[
F
(1)
1 − i
(
2e−
√
2
2 (y+s) − √2F (1)′2 (s + y)
)]
ds
+
+∞∫
x
Ψ12(x, s)
(
2e−
√
2
2 (y+s) + F (1)2 (s + y)
)
ds
+
+∞∫
x
2iεΨ 111(x, s)e
−
√
2
2 (y+s) − 2εΨ 112(x, s)e−
√
2
2 (y+s) ds.
Integrating in y ∈ [x,+∞[, and using Lemmas 2.4 and 6.1, we infer, for every x  0,
+∞∫
2x
(∣∣F (2)1 (z)∣∣+ ∣∣F (2)2 (z)∣∣+ ∣∣F (2)′2 (z)∣∣)dz
 Cε +C
+∞∫
0
∣∣Ψ (x,p)∣∣ +∞∫
2x+2p
(∣∣F (2)1 (z)∣∣+ ∣∣F (2)2 (z)∣∣+ ∣∣F (2)′2 (z)∣∣)dzdp.
In view of estimate (2.21), this completes the proof of Lemma 6.2. 
Now we are in position to complete the proof of Proposition 6.2. We can expand a(λ) and b(λ) near ζ = 0 as
a(λ) = a0(ζ )+ σ+(ε)
ζ
+ a1(ζ ), b(λ) = σ+(ε)
ζ
+ b1(ζ ) for λ > 0, (6.7)
a(λ) = a0(ζ )+ σ−(ε)
ζ
+ a1(ζ ), b(λ) = −σ−(ε)
ζ
+ b1(ζ ) for λ < 0. (6.8)
Here a0(ζ ) = λ+ζ−
√
2
2 i
λ+ζ+
√
2
2 i
, and from Lemma 2.5 and (5.2), we know that σ±(ε) is a real constant and analytic in ε
(tending to zero as ε → 0), a1(ζ ), b1(ζ ) ∈ C1(R) and for k  1,∣∣∣∣( ddζ
)k
a1(ζ )
∣∣∣∣+ ∣∣∣∣( ddζ
)k
b1(ζ )
∣∣∣∣ Cε. (6.9)
From (6.7) and (6.8), we find that if σ±(ε) = 0, we have:
lim
λ→
√
2
2
b(λ)
a(λ)
= 1, lim
λ→−
√
2
2
b(λ)
a(λ)
= −1. (6.10)
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1
2
. There exists a constant C independent of δ0 and ε such that as ε tends to zero,∣∣∣∣ lim
δ→0
1
π
∫
δ|ζ |δ0
c(λ)
ζ
dζ − i sgnσ+(ε)
∣∣∣∣ Cδ0, (6.11)
∣∣∣∣ lim
δ→0
1
π
∫
δ|ζ |δ0
c(−λ)
ζ
dζ + i sgnσ−(ε)
∣∣∣∣ Cδ0, (6.12)
for δ0 > 0 small enough.
Proof. We first prove (6.11). We get by making an expansion for a0(ζ ) near ζ = 0 that
a(λ) = −i + σ+(ε)
ζ
+ a1(ζ )+ a2(ζ ),
where a2(ζ ) is smooth and a2(0) = 0. Thus, we get by (6.7) that
lim
δ→0
1
π
∫
δ|ζ |δ0
c(λ)
ζ
dζ = lim
δ→0
1
π
∫
δ|ζ |δ0
σ+
ζ
+b1(ζ )
−i+ σ+(ε)
ζ
+a1(ζ )+a2(ζ )
ζ
dζ
= lim
δ→0
1
π
∫
δ|ζ |δ0
σ+
ζ
+b1(ζ )
−i+ σ+(ε)
ζ
+a1(ζ )+a2(ζ )
− 1
ζ
dζ
= lim
δ→0
1
π
∫
δ|ζ |δ0
i+b1(ζ )−a1(ζ )−a2(ζ )
−i+ σ+(ε)
ζ
+a1(ζ )+a2(ζ )
ζ
dζ. (6.13)
Obviously, if f (ζ ) = 0(|ζ |), then there holds for δ0 small enough,∣∣∣∣∣
∫
δ|ζ |δ0
f (ζ )
−i+ σ+(ε)
ζ
+a1(ζ )+a2(ζ )
ζ
dζ
∣∣∣∣∣ Cδ0,
which together with (6.9) implies that
∣∣∣∣∣ limδ→0 1π
∫
δ|ζ |δ0
c(λ)
ζ
dζ − lim
δ→0
1
π
∫
δ|ζ |δ0
i+b1(0)−a1(0)
−i+ σ+(ε)
ζ
+a1(ζ )+a2(ζ )
ζ
dζ
∣∣∣∣∣ Cδ0. (6.14)
Now, we write,
lim
δ→0
1
π
∫
δ|ζ |δ0
1
−i+ σ+(ε)
ζ
+a1(ζ )+a2(ζ )
ζ
dζ
= lim
δ→0
1
π
∫
δ|ζ |δ0
−a1(ζ )−a2(ζ )
(−i+ σ+(ε)
ζ
+a1(ζ )+a2(ζ ))(−i+ σ+(ε)ζ )
ζ
dζ + lim
δ→0
1
π
∫
δ|ζ |δ0
1
−i+ σ+(ε)
ζ
ζ
dζ. (6.15)
By a direct computation, we get for σ+(ε) = 0:
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δ→0
1
π
∫
δ|ζ |δ0
1
−i+ σ+(ε)
ζ
ζ
dζ = lim
δ→0
1
π
∫
δ|ζ |δ0
iζ + σ+(ε)
ζ 2 + σ+(ε)2 dζ
= lim
δ→0
2
π
δ0∫
δ
σ+(ε)
ζ 2 + σ+(ε)2 dζ
= 2
π
δ0
σ+(ε)∫
0
1
1 + ζ 2 dζ =
2
π
arctan
(
δ0
σ+(ε)
)
, (6.16)
and for σ+(ε) = 0
lim
δ→0
1
π
∫
δ|ζ |δ0
1
−i+ σ+(ε)
ζ
ζ
dζ = 0. (6.17)
By the properties of a1(ζ ) and a2(ζ ), it is easy to prove that for σ+(ε) = 0,∣∣∣∣∣ limδ→0 1π
∫
δ|ζ |δ0
−a1(ζ )−a2(ζ )
(−i+ σ+(ε)
ζ
+a1(ζ )+a2(ζ ))(−i+ σ+(ε)ζ )
ζ
dζ
∣∣∣∣∣ Cδ0 +Cε lnσ+(ε), (6.18)
and for σ+(ε) = 0 ∣∣∣∣∣ limδ→0 1π
∫
δ|ζ |δ0
−a1(ζ )−a2(ζ )
(−i+ σ+(ε)
ζ
+a1(ζ )+a2(ζ ))(−i+ σ+(ε)ζ )
ζ
dζ
∣∣∣∣∣ Cδ0. (6.19)
Note that if σ+(ε) = 0, we have, by the analyticity of σ+(ε),
lim
ε→0 ε lnσ+(ε) = 0.
By summing up (6.13)–(6.19), we get that as ε tends to zero,∣∣∣∣ lim
δ→0
1
π
∫
δ|ζ |δ0
c(λ)
ζ
dζ − i sgnσ+(ε)
∣∣∣∣ Cδ0,
for δ0 small enough. Since (6.12) can be similarly proved, we omit its proof here. 
To complete the proof of Proposition 6.2, it is sufficient to prove that σ±(ε) must be zero.
Case 1. σ+(ε) > 0.
By the definition of F (2)2 (x), we have:
+∞∫
M
F
(2)
2 (x) dx =
1
2
(
c˘2(0)− iHc˘2(0)
)
, (6.20)
where H is the Hilbert transform, and
c˘2(ζ ) = eiMζ c(λ)− c(−λ)
λ
, c = b
a
.
We get by Lemma 6.2 that
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By the definition of the Hilbert transform, we have,
Hc˘2(0) = lim
δ→0
1
π
∫
|ζ |δ
c˘2(ζ )
ζ
dζ = lim
δ→0
1
π
∫
δ|ζ |δ0
c˘2(ζ )
ζ
dζ + 1
π
∫
|ζ |δ0
c˘2(ζ )
ζ
dζ, (6.22)
where δ0 is a small enough constant. We get by (3.8) that∣∣∣∣ 1π
∫
|ζ |δ0
c˘2(ζ )
ζ
dζ
∣∣∣∣ Cε/δ0. (6.23)
We write:
lim
δ→0
1
π
∫
δ|ζ |δ0
c˘2(ζ )
ζ
dζ = lim
δ→0
1
π
∫
δ|ζ |δ0
(
eiMζ
λ
− √2
)
c(λ)− c(−λ)
ζ
dζ
+ √2 lim
δ→0
1
π
∫
δ|ζ |δ0
c(λ)− c(−λ)
ζ
dζ.
Since |c(λ)| 1 by (3.8), we get,∣∣∣∣ lim
δ→0
1
π
∫
δ|ζ |δ0
(
eiMζ
λ
− √2
)
c(λ)− c(−λ)
ζ
dζ
∣∣∣∣ Cδ0. (6.24)
From Lemma 6.3, we find that as ε → 0,∣∣∣∣ lim
δ→0
1
π
∫
δ|ζ |δ0
c(λ)− c(−λ)
ζ
dζ − i(1 + sgnσ−(ε))∣∣∣∣ Cδ0. (6.25)
By summing up (6.22)–(6.25), we get that as ε → 0,∣∣Hc˘2(0)− i√2(1 + sgnσ−(ε))∣∣= o(1). (6.26)
On the other hand, we get by (6.8) and (6.10) that as ε → 0,∣∣c˘2(0)− √2(1 + ∣∣sgnσ−(ε)∣∣)∣∣= o(1),
from which and (6.26), it follows that, as ε → 0,∣∣c˘2(0)− iHc˘2(0)∣∣= ∣∣2√2 + √2(∣∣sgnσ−(ε)∣∣+ sgnσ−(ε))∣∣+ o(1)√2,
which contradicts (6.21).
Case 2. σ−(ε) > 0.
Exactly as in the proof of Case 1, we can get, as ε → 0,∣∣c˘2(0)− iHc˘2(0)∣∣= ∣∣2√2 + √2(∣∣sgnσ+(ε)∣∣+ sgnσ+(ε))∣∣+ o(1)√2,
which contradicts (6.21).
Case 3. σ+(ε) < 0.
By the definition of F˜ (2)2 (x), we have:
−M∫
F˜
(2)
2 (x) dx =
1
2
( ˘˜c2(0)+ iH ˘˜c2(0)),−∞
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˘˜c2(ζ ) = e−iMζ c˜(λ)− c˜(−λ)
λ
, c˜ = −b
∗
a
.
We get by (6.6) that ∣∣ ˘˜c2(0)+ iH ˘˜c2(0)∣∣ Cε. (6.27)
Exactly as in the proof of Case 1, we can get, as ε → 0,∣∣ ˘˜c2(0)+ √2(1 + ∣∣sgnσ−(ε)∣∣)∣∣= o(1),∣∣H ˘˜c2(0)− i√2(1 − sgnσ−(ε))∣∣= o(1).
So, we have: ∣∣ ˘˜c2(0)+ iH ˘˜c2(0)∣∣= ∣∣2√2 + √2(∣∣sgnσ−(ε)∣∣− sgnσ−(ε))∣∣+ o(1)√2,
which contradicts (6.27).
Case 4. σ−(ε) < 0.
As in case 3, we have, as ε → 0,∣∣ ˘˜c2(0)+ iH ˘˜c2(0)∣∣= ∣∣2√2 + √2(∣∣sgnσ+(ε)∣∣− sgnσ+(ε))∣∣+ o(1)√2,
which contradicts (6.27).
So, we conclude that σ± must be zero. This completes the proof of Proposition 6.2.
As a corollary of Proposition 6.2, we have:
Proposition 6.3. For ε small enough, we have: ∣∣∣∣b(λ)a(λ)
∣∣∣∣ Cε〈ζ 〉−3. (6.28)
Proof. By Lemma 3.1, it suffices to prove that ∣∣∣∣b(λ)a(λ)
∣∣∣∣ Cε,
which can be deduced from (6.7) and (6.8), since σ±(ε) is zero by Proposition 6.2. 
7. Proof of Theorem 1.1
Let {a(λ), b(λ)} be given by (3.3). By Proposition 6.1, a(λ) has only one zero λ0. Let b0 be the constant such that
ϕ1(x,λ0) = b0ψ2(x,λ0).
The evolution transition coefficients {a(t, λ), b(t, λ)} are given by:
a(t, λ) = a(λ), b(t, λ) = b(λ) exp(−i4λζ t),
and
μ0(t) = b0(t)
ν0a′(λ0)
, b0(t) = b0 exp(4λ0ν0t), ζ0 =
(
λ20 −
1
2
) 1
2 = iν0.
We set:
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(1)
1 (t, z) = μ0(t)λ0e−ν0z, F (1)2 (t, z) = μ0(t)e−ν0z,
F
(2)
1 (t, z) =
1
2π
+∞∫
−∞
c1(t, ζ )e
iζz dζ, F
(2)
2 (t, z) =
1
2π
+∞∫
−∞
c2(t, ζ )e
iζz dζ,
c1(t, ζ ) = c(t, λ)+ c(t,−λ), c2(t, ζ ) = c(t, λ)− c(t,−λ)
λ
, c(t, λ) = b(t, λ)
a(t, λ)
,
F1(t, z) = F (2)1 (t, z)− F (1)1 (t, z), F2(z) = F (2)2 (t, z)− F (1)2 (t, z).
In the following, we will solve the evolution Marchenko equations for y  x,
2
√
2Ψ11(t, x, y) = F2(t, x + y)
−
+∞∫
x
Ψ12(t, x, s)
√
2
(
F1(t, s + y)− iF ′2(t, s + y)
)+Ψ11(t, x, s)F2(t, s + y)ds, (7.1)
and
2
√
2Ψ12(t, x, y) =
√
2
(
F1(t, x + y)+ iF ′2(t, x + y)
)
−
+∞∫
x
Ψ11(t, x, s)
√
2
(
F1(t, s + y)+ iF ′2(t, s + y)
)+Ψ12(t, x, s)F2(t, s + y)ds. (7.2)
Let {Ψ (1)11 (t, x, y),Ψ (1)12 (t, x, y)} be the solution of the following Marchenko equations involving only kernel F (1),
namely
2
√
2Ψ (1)11 (t, x, y) = −F (1)2 (t, x + y)
+
+∞∫
x
Ψ
(1)
12 (t, x, s)
√
2
(
F
(1)
1 (t, s + y)− iF (1)
′
2 (t, s + y)
)+Ψ (1)11 (t, x, s)F (1)2 (t, s + y)ds,
and
2
√
2Ψ (1)12 (t, x, y) = −
√
2
(
F
(1)
1 (t, x + y)+ iF (1)
′
2 (t, x + y)
)
+
+∞∫
x
Ψ
(1)
11 (t, x, s)
√
2
(
F
(1)
1 (t, s + y)+ iF (1)
′
2 (t, s + y)
)+Ψ (1)12 (t, x, s)F (1)2 (t, s + y)ds.
Notice that, in view of the expression of F (1)1 ,F
(1)
2 recalled above, these integral are finite rank equations.
Consequently, they can be exactly solved as
Ψ
(1)
11 (t, x, y) =
ν0eν0(x−y)
1 − 2
√
2ν0
μ0(t)
e2ν0x
, Ψ
(1)
12 (t, x, y) =
√
2ν0(λ0 − iν0)eν0(x−y)
1 − 2
√
2ν0
μ0(t)
e2ν0x
. (7.3)
Proposition 7.1. There exists a unique solution {Ψ11(t, x, y),Ψ12(t, x, y)} to the Marchenko equations (7.1) and (7.2)
such that for |α| 2,
∂αΨ11(t, x, y), ∂
αΨ12(t, x, y) ∈ L2y(y  x), (7.4)∥∥∂αy (Ψ (t, x, ·)−Ψ (1)(t, x, ·))∥∥L2(yx)  Cε. (7.5)
Furthermore, if we set:
u(t, x) = 2√2iΨ21(t, x, x)+ 1, (7.6)
then u(t, x) is a solution of the Gross–Pitaevskii equation (1.1).
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Ψ r11(t, x, y) = Ψ11(t, x, y)−Ψ (1)11 (t, x, y), Ψ r12(t, x, y) = Ψ12(t, x, y)−Ψ (1)12 (t, x, y).
Then the Marchenko equations (7.1) and (7.2) are transformed into the equations in terms of {Ψ r11(t, x, y),Ψ r12(t, x, y)}:
2
√
2Ψ r11(t, x, y)
=
+∞∫
x
Ψ r12(t, x, s)
√
2
(
F
(1)
1 (t, s + y)− iF (1)
′
2 (t, s + y)
)+Ψ r11(t, x, s)F (1)2 (t, s + y)ds + F1(t, x, y), (7.7)
and
2
√
2Ψ r12(t, x, y)
=
+∞∫
x
Ψ r11(t, x, s)
√
2
(
F
(1)
1 (t, s + y)+ iF (1)
′
2 (t, s + y)
)+Ψ r12(t, x, s)F (1)2 (t, s + y)ds + F2(t, x, y). (7.8)
Here
F1(t, x, y) = −
+∞∫
x
(
Ψ
(1)
12 +Ψ r12
)
(t, x, s)
√
2
(
F
(2)
1 (t, s + y)− iF (2)
′
2 (t, s + y)
)
+ (Ψ (1)11 +Ψ r11)(t, x, s)F (2)2 (t, s + y)ds + F (2)2 (t, x + y), (7.9)
F2(t, x, y) = −
+∞∫
x
(
Ψ
(1)
11 +Ψ r11
)
(t, x, s)
√
2
(
F
(2)
1 (t, s + y)+ iF (2)
′
2 (t, s + y)
)
+ (Ψ (1)12 +Ψ r12)(t, x, s)F (2)2 (t, s + y)ds + √2(F (2)1 (t, x + y)+ iF (2)′2 (t, x + y)). (7.10)
For fixed t, x ∈ R, if the source terms {F1(t, x, y),F1(t, x, y)} ∈ L2y(y  x) are given, we firstly show that the integral
equations (7.7) and (7.8) have a unique solution {Ψ r11(t, x, y),Ψ r12(t, x, y)} ∈ L2y(y  x). We reformulate the integral
equations (7.7) and (7.8) as
(I +Ωx)Ψ r(t, x, y) = F(t, x, y), (7.11)
where
ΩxΨ
r(t, x, y) =
+∞∫
x
Ω(t, s + y)Ψ r(t, x, s) ds.
As we already noticed, the kernel Ω(t, s) is finite rank. Therefore it suffices to show that the homogeneous equation,
(I +Ωx)Ψ r(t, x, y) = 0,
has only a trivial solution in L2y(y  x). Indeed, multiplying by Ψ r11(t, x, y) on both sides of (7.7), then integrating
the resulting equations with respect to y on (x,+∞), we obtain:
+∞∫
x
∣∣Ψ r11(t, x, y)∣∣2 dy = μ0(t)
∣∣∣∣∣
+∞∫
x
e−ν0yΨ r11(t, x, y) dy
∣∣∣∣∣
2
+
+∞∫
x
F1(t, x, y)Ψ r11(t, x, y) dy
+ √2μ0(t)(λ0 + iν0)
+∞∫
x
e−ν0sΨ r12(t, x, s) ds
+∞∫
x
e−ν0yΨ r11(t, x, y) dy. (7.12)
Similarly, we have:
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x
∣∣Ψ r12(t, x, y)∣∣2 dy = μ0(t)
∣∣∣∣∣
+∞∫
x
e−ν0yΨ r12(t, x, y) dy
∣∣∣∣∣
2
+
+∞∫
x
F2(t, x, y)Ψ r12(t, x, y) dy
+ √2μ0(t)(λ0 − iν0)
+∞∫
x
e−ν0sΨ r11(t, x, s) ds
+∞∫
x
e−ν0yΨ r12(t, x, y) dy. (7.13)
We get by summing up (7.12) and (7.13) that
2
√
2
+∞∫
x
(∣∣Ψ r11(t, x, y)∣∣2 + ∣∣Ψ r12(t, x, y)∣∣2)dy
=
+∞∫
x
F1(t, x, y)Ψ r11(t, x, y) dy +
+∞∫
x
F2(t, x, y)Ψ r12(t, x, y) dy
+μ0(t)
∣∣∣∣∣
+∞∫
x
e−ν0sΨ r11(t, x, y) dy
∣∣∣∣∣
2
+μ0(t)
∣∣∣∣∣
+∞∫
x
e−ν0yΨ r12(t, x, y) dy
∣∣∣∣∣
2
+ 2√2μ0(t)λ0R
( +∞∫
x
e−ν0sΨ r12(t, x, s) ds
+∞∫
x
e−ν0yΨ r11(t, x, y) dy
)
− 2√2μ0(t)ν0I
( +∞∫
x
e−ν0sΨ r12(t, x, s) ds
+∞∫
x
e−ν0yΨ r11(t, x, y) dy
)
. (7.14)
Note that the last two terms on the right-hand side of (7.14) are less than
2
√
2μ0(t)
(
λ20 + ν20
) 1
2
∣∣∣∣∣
+∞∫
x
e−ν0sΨ r12(t, x, s) ds
+∞∫
x
e−ν0yΨ r11(t, x, y) dy
∣∣∣∣∣
 μ0(t)
(∣∣∣∣∣
+∞∫
x
e−ν0yΨ r11(t, x, y) dy
∣∣∣∣∣
2
+
∣∣∣∣∣
+∞∫
x
e−ν0yΨ r12(t, x, y) dy
∣∣∣∣∣
2)
.
Thus, we obtain:
+∞∫
x
(∣∣Ψ r11(t, x, y)∣∣2 + ∣∣Ψ r12(t, x, y)∣∣2)dy  C
+∞∫
x
(∣∣F1(t, x, y)∣∣2 + ∣∣F2(t, x, y)∣∣2)dy. (7.15)
In particular, if F1(t, x, y) = F2(t, x, y) = 0, then
Ψ r11(t, x, y) = Ψ r12(t, x, y) = 0.
That is, the homogenous equation has a only trivial solution. Notice that we proved in fact that the above integral
equation is coercive, which gives another argument for existence and uniqueness of a solution in L2(y  x). Further-
more, it can be proved that if ∂α{F1(t, x, y),F1(t, x, y)} ∈ L2y(y  x), then there holds:
∂αΨ r11(t, x, y), ∂
αΨ r12(t, x, y) ∈ L2y(y  x).
Now, if F1(t, x, y) and F2(t, x, y) are given by (7.9) and (7.10), it is easily verified by using Proposition 6.3 that for
|α| 2 ∥∥∂αF(t, x, ·)∥∥
L2(yx)  Cε +Cε
∑ ∥∥∂βΨ (t, x, ·)∥∥
L2(yx).
|β||α|
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unique solution {Ψ r11(t, x, y),Ψ r12(t, x, y) ∈ L2y(y  x)} and there hold for |α| 2,
∂αΨ r11(t, x, y), ∂
αΨ r12(t, x, y) ∈ L2y(y  x),∥∥∂αy Ψ r11(t, x, ·)∥∥L2(yx) + ∥∥∂αy Ψ r12(t, x, ·)∥∥L2(yx)  Cε.
This completes the proof of the first part of Proposition 7.1.
Next, we show that u(t, x) given by (7.6) is a solution of (1.1). To prove it, we need the following two lemmas
whose proof will be given in Appendix A.
Lemma 7.1. Let,
ψ1(t, x, λ) = X+1 (x,λ)−
+∞∫
x
Ψ (t, x, s)X+1 (s, λ) ds.
Then ψ1(t, x, λ) is the solutions of (2.3) with q =
√
2
2 u(t, x).
Lemma 7.2. Let ψ1(t, x, λ) be as in Lemma 7.1. Then there holds:
∂χ
∂t
+ iBuχ = i
√
3
(
E
2
− ζ
)2
χ, (7.16)
with χ1 = (
√
3 − 1) 12 ei Ex2 ψ11, χ2 = (
√
3 + 1) 12 ei Ex2 ψ12, λ =
√
3
2 E.
With Lemmas 7.1 and 7.2, we get by repeating the argument of Section 4 that
d
dt
Lu = i[Lu,Bu],
which implies that u(t, x) is a solution of (1.1). 
With Proposition 7.1, we are in a position to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. We recall that we denoted by Ψ 0 the unperturbed kernel given by (2.24). In view of (2.24)
and (7.3), it is easy to verify, by using Lemma 3.2, that∥∥Ψ (1)(t, x + 2λ0t, y + 2λ0t)−Ψ 0(x, y)∥∥L∞(yx)  Cε. (7.17)
We get by Proposition 7.1 and the Sobolev imbedding that∥∥Ψ (t, x, y)−Ψ (1)(t, x, y)∥∥
L∞(yx)  Cε,
from which and (7.17), it follows that∥∥Ψ (t, x + 2λ0t, x + 2λ0t)−Ψ 0(x, x)∥∥L∞  Cε.
Note that
U0(x) = tanh
(
x√
2
)
= 2√2iΨ 021(x, x)+ 1.
Thus, we have:∥∥u(t, x + 2λ0t)−U0(x)∥∥L∞  2√2∥∥Ψ (t, x + 2λ0t, x + 2λ0t)−Ψ 0(x, x)∥∥L∞  Cε.
This completes the proof of Theorem 1.1. 
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Appendix A
In this appendix, we will prove Lemmas 7.1 and 7.2.
Proof of Lemma 7.1. To show that ψ1(t, x, λ) is the solution of (2.3), it suffices to prove that Ψ (t, x, y) satisfies the
linear system (2.11). For this, we put:
C1(t, x, y) = (∂x + ∂y)Ψ11(t, x, y)− i
(
−
√
2
2
Ψ12(t, x, y)+ q∗(t, x)Ψ ∗12(t, x, y)
)
,
C2(t, x, y) = (∂x − ∂y)Ψ12(t, x, y)− i
(
−
√
2
2
Ψ11(t, x, y)+ q∗(t, x)Ψ ∗11(t, x, y)
)
.
Then by a direct calculation, we find that C1(t, x, y) and C2(t, x, y) satisfy the homogenous Marchenko equations:
2
√
2C1(t, x, y) = −
+∞∫
x
C2(t, x, s)
√
2
(
F1(t, s + y)− iF ′2(t, s + y)
)+C1(t, x, s)F2(t, s + y)ds,
2
√
2C2(t, x, y) = −
+∞∫
x
C1(t, x, s)
√
2
(
F1(t, s + y)+ iF ′2(t, s + y)
)+C2(t, x, s)F2(t, s + y)ds.
Since the homogenous equations have a only trivial solution, C1(t, x, y) = C2(t, x, y) = 0 follows. This proves that
Ψ (t, x, y) satisfies the linear system (2.11). 
Proof of Lemma 7.2. Set h = eiζxψ1(t, x, λ). Then (7.16) is equivalent to
∂h
∂t
= −i
⎛⎝ |u|2−1√3+1 0
0 |u|
2−1√
3−1
⎞⎠h+
⎛⎝ 0
√
3+1√
2
u∗x
−
√
3−1√
2
ux 0
⎞⎠h
+ (2√3ζ − 2λ)∂xh+ i
√
3∂2xh g. (A.1)
Since ψ1(t, x, λ) is a solution of (2.3), we have:
λ∂xh =
(
0 q∗x
qx 0
)
h+
(
0 q∗
crq 0
)
∂xh+
(
1 0
0 −1
)(
i∂2xh+ ζ∂xh
)
.
Substituting this into g, we get:
g = −i
⎛⎝ |u|2−1√3+1 0
0 |u|
2−1√
3−1
⎞⎠h+
⎛⎝ 0
√
3+1√
2
u∗x
−
√
3−1√
2
ux 0
⎞⎠h− 2( 0 q∗
q 0
)
∂xh
+ 2
(√
3 − 1 0
0
√
3 + 1
)
ζ∂xh+ i
(√3 − 2 0
0
√
3 + 2
)
∂2xh. (A.2)
Note that
h =
(
1√
2(λ− ζ )
)
−
+∞∫
Ψ (t, x, x + s)X+1 (s, λ) ds.0
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g =
+∞∫
0
G(t, x, y + s)X+1 (s, λ),
where
G(t, x, y) =
(
i(∂x + ∂y)2Ψ11 + 2q∗(∂x + ∂y)Ψ21 i(∂x + ∂y)2Ψ12 + 2q∗(∂x + ∂y)Ψ22
−i(∂x + ∂y)2Ψ21 + 2q(∂x + ∂y)Ψ11 −i(∂x + ∂y)2Ψ22 + 2q(∂x + ∂y)Ψ12
)
.
Note that
∂h
∂t
= −
+∞∫
0
∂tΨ (t, x, x + s)X+1 (s, λ) ds.
Thus, to prove (A.1), it suffices to prove that
∂tΨ (t, x, y) = −G(t, x, y). (A.3)
By the definition of F1(t, z) and F1(t, z), we have:
∂F1
∂t
(t, z) = −2∂F2
∂z
(t, z)+ 2∂
3F2
∂z3
(t, z),
∂F2
∂t
(t, z) = −4∂F1
∂z
(t, z).
Thus, we get by differentiating (7.1) and (7.2) with respect to t that
2
√
2∂tΨ11(t, x, y) = D1(t, x, y)−
+∞∫
x
∂tΨ12(t, x, s)
√
2
(
F1(t, s + y)− iF ′2(t, s + y)
)
+ ∂tΨ11(t, x, s)F2(t, s + y)ds,
2
√
2∂tΨ12(t, x, y) = D2(t, x, y)−
+∞∫
x
∂tΨ11(t, x, s)
√
2
(
F1(t, s + y)+ iF ′2(t, s + y)
)
+ ∂tΨ12(t, x, s)F2(t, s + y)ds,
where
D1(t, x, y) = −
+∞∫
x
Ψ12(t, x, s)
√
2
(
4F ′′′2 (t, s + y)− 2F ′2(t, s + y)+ 4iF ′′1 (t, s + y)
)
ds
+ 4
+∞∫
x
Ψ11(t, x, s)F
′
1(t, s + y)ds − 4F ′1(t, x + y),
D2(t, x, y) =
√
2
(
4F ′′′2 (t, x + y)− 2F ′2(t, x + y)− 4iF ′′1 (t, x + y)
)
−
+∞∫
x
Ψ11(t, x, s)
√
2
(
4F ′′′2 (t, s + y)− 2F ′2(t, s + y)− 4iF ′′1 (t, s + y)
)
ds
+ 4
+∞∫
x
Ψ12(t, x, s)F
′
1(t, s + y)ds.
On the other hand, differentiating (7.1) and (7.2) with respect to x and y, we get by integrating by parts and (2.11)
that
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√
2G11(t, x, y) = −D1(t, x, y)−
+∞∫
x
G12(t, x, s)
√
2
(
F1(t, s + y)− iF ′2(t, s + y)
)
+G11(t, x, s)F2(t, s + y)ds,
2
√
2G12(t, x, y) = −D2(t, x, y)−
+∞∫
x
G11(t, x, s)
√
2
(
F1(t, s + y)+ iF ′2(t, s + y)
)
+G12(t, x, s)F2(t, s + y)ds.
Thus, ∂tΨ (t, x, y) and −G(t, x, y) satisfy the same Marchenko equations. So, we conclude (A.3) by the uniqueness
of the solution of the Marchenko equations. 
Appendix B
In this appendix, we prove Corollary 1.1. The proof is based on Theorem 1.1 and a compactness argument.
Proof. Let u0 be a Cauchy datum as in Theorem 1.1. Due to Theorem 1.1,
sup
t∈R
∥∥u(x + 2λ0t, t)−U0(x)∥∥L∞  Cε,
where λ0 is the unique zero of the transition coefficient a associated to u0. We shall show that, given, δ > 0, for ε > 0
small enough,
sup
t∈R
∥∥u′(x + 2λ0t, t)−U ′0(x)∥∥L2 + ∥∥∣∣u(x + 2λ0t, t)∣∣2 − ∣∣U0(x)∣∣2∥∥L2  δ.
By contradiction, otherwise there would exist δ > 0 and a sequence {un0} verifying:∥∥〈x〉4∂k(un0(x)−U0(x))∥∥L∞ → 0, as n → +∞, for k  3
and a sequence {tn} such that∥∥u′n(tn, x + 2λn0 tn)−U ′0(x)∥∥L2 + ∥∥∣∣un(tn, x + 2λ0tn)∣∣2 − ∣∣U0(x)∣∣2∥∥L2  δ, (B.1)
sup
t∈R
∥∥un(t, x + 2λ0t)−U0(x)∥∥L∞ → 0, as n → +∞. (B.2)
Here λn0 denotes the unique zero of the transition coefficient an associated to u
n
0, and un denotes the solution to (1.1)
with Cauchy datum un0. We will follow the argument in p. 20 of [4] to yield a contradiction. Firstly, we have the energy
conservation,
E
(
un(t)
)= 1
2
∫ ∣∣u′n(t, x)∣∣2 dx + 14
∫ ∣∣∣∣un(t, x)∣∣2 − 1∣∣2 dx = E(un0),
from which and (B.2), it follows that, for any B > 0,
un
(
tn, x + 2λn0tn
)
⇀U0(x) in H 1
(|x| B). (B.3)
Next, we take B such that ∫
|x|B
1
2
∣∣U ′0∣∣2 + 14 ∣∣|U0|2 − 1∣∣2 dx  δ4 , (B.4)
and nδ such that
E
(
un0
)
E(U0)+ δ , (B.5)4
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|x|B
1
2
∣∣U ′0∣∣2 + 14 ∣∣|U0|2 − 1∣∣2 dx  lim infn→+∞
B+2λ0tn∫
−B+2λn0 tn
1
2
∣∣u′n(tn, x)∣∣2 + 14 ∣∣∣∣un(tn, x)∣∣2 − 1∣∣2 dx,
which together with (B.4), (B.5) and the energy conservation implies that for n nδ ,∫
|x−2λn0 tn|B
1
2
∣∣u′n(tn, x)∣∣2 + 14 ∣∣∣∣un(tn, x)∣∣2 − 1∣∣2 dx  δ2 ,
In view of (B.3), we infer, for n big enough,∥∥u′n(tn, x + 2λn0tn)−U ′0(x)∥∥L2 + ∥∥∣∣un(tn, x + 2λ0tn)∣∣2 − ∣∣U0(x)∣∣2∥∥L2 < δ,
which contradicts (B.1). The corollary follows. 
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