Informally, an indulgent algorithm is a distributed algorithm that tolerates unreliable failure detection: the algorithm is indulgent towards its failure detector. This paper formally characterises such algorithms and states some of their interesting features. We show that indulgent algorithms are inherently safe and uniform. We also state impossibility results for indulgent solutions to divergent problems like consensus, and failure-sensitive problems like non-blocking atomic commit and terminating reliable broadcast.
Introduction
Indulgent algorithms. The notion of partial failures is a fundamental characteristic of a distributed system: some of the processes might fail whereas others might keep executing their algorithm. A usual metric to evaluate the reliability of a system is its ability to mask partial failures. Reliable distributed systems are designed to provide continuous service despite the failures of some of their processes. This ability typically relies on some failure detection mechanism that provides hints about which processes are correct and which are not. Distributed algorithms usually differ on the assumptions made about the reliability of that mechanism. Some algorithms assume failure detectors that accurately detect crashes. For example, the state machine replication algorithm of [16] , the election algorithm of [13] , and the nonblocking atomic commit algorithm of [17] , all assume that any correct process pi accurately detects when any other process pj has failed. Other algorithms do make weaker assumptions about failure detectors. For instance, none of the consensus algorithms of [2, 6, 10, 14] , or the replication algorithms of [11, 12, 5] , excludes the possibility of false failure detections. In a sense, those algorithms are indulgent (towards their failure detector). They can cope with false failure detections.
Safety and uniformity.
A problem has an indulgent solution when there exists an indulgent algorithm that solves the problem: that is, the problem can solved with an algorithm that copes with false failure detections. As we will Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the t'ull citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee, PODC 2000 Portland Oregon Copyright ACM 2000 1-58113-183-6/00/07... $5.00 show in the paper, some problems do not have indulgent solutions. These include problems like non-blocking atomic commit [17] and terminating reliable broadcast [9] . Even when indulgent solutions exist, they are often complicated. The difficulty of devising an indulgent algorithm intuitively stems from the fact that processes should take some nontrivial "precautions" to cope with unreliable failure detection. Interestingly, and precisely because of those "precautions", indulgent algorithms turn out to have some "good" inherent characteristics: they are safe and uniform. The notions of safety and uniformity will be precised later in this paper, but to get an intuitive idea of their meaning, consider for instance the rotating-coordinator-based consensus 1 algorithm of [2], which we denote here by OS-cons. The algorithm assumes a OS failure detector which ensures strong completeness (eventually every process that crashes is permanently suspected by every correct process), and eventual weak accuracy (eventually some correct process is not suspected by any correct process). Those properties do not prevent a fMlure detector from making an infinite number of false failure detections. Because the ~S-cons algorithm needs to cope with those mistakes, it has the following interesting features:
• The ~S-cons algorithm preserves safety even if neither of strong completeness nor eventual weak accuracy is satisfied. In particular, even if crashed processes are never suspected and correct processes are permanently suspected by all, (a) no two processes ever disagree on a decision and (b) no process ever decides on a value that was not proposed by some process. We say that the algorithm is safe.
• Although initially designed to solve consensus, OScons turns out to solve uniform consensus: a stronger variant of consensus where safety is preserved among all processes, whether they are correct or not. 2 We say 1In consensus [2] , every process proposes an initial value 0 or 1, and must decide on a final value such that the three following conditions are satisfied: agreement, i.e., no two correct processes decide differently; validity, i.e., any value decided by a correct process is proposed by some process; and termination, every correct process eventually decides. 2In uniform consensus [8] , beside the termination and validity conditions of consensus, the following condition needs to be satisfied:
uniform agreement, i.e., no two processes (correct or not) decide differently. We will show in the paper that consensus and uniform consensus are similar with respect to indulgent algorithms. We have however given in [8] an example of a non-indulgent algorithm that solves consensus but not uniform consensus. The algorithm is nonindulgent because it assumes a perfect failure detector. that the algorithm is uniform. This paper shows that safety and uniformity are inherent features of indulgent algorithms, i.e., any algorithm that copes with unreliable failure detection is inherently safe and uniform.
On the semantics of unreliability. Characterising indulgent algorithms go through addressing a technical difficulty: defining what it means for a failure detector to be unreliable. One might be tempted for instance to consider as unreliable any failure detector that make mistakes, e.g., any failure detector that suspects a process to have crashed, even if that process is correct. An unreliability degree could then measure the number of mistakes that a failure detector makes [2] . This definition would however be counter-intuitive: a failure detector that never suspects any process (even a faulty one) would be reliable. Furthermore, the definition would only apply to failure detectors that output lists of suspects. The definition given in this paper more generally applies to any failure detector that outputs values that encode information about failures. Furthermore, our definition conveys the intuition that an unreliable failure detector is one that does not provide any process with the ability to distinguish whether another process has crashed or is simply slow. We actually capture three variants of this intuition through three classes of failure detectors: the class of weakly unreliable failure detectors, denoted by ~/d, the class of strongly unreliable failure detectors, denoted by ~/d, and the class of completely unreliable failure detectors, denoted by OU. ~re consequently define three corresponding classes of indulgent algorithms: weakly indulgent that assume a failure detector of class ~L/, strongly indulgent that assume a failure detector of class ~/A, and completely indulgent that assume a failure detector of class 0/4/.
Contributions. This paper defines the notions of unreliable failure detectors and indulgent algorithms, points out examples of indulgent solutions to well-known' agreement prob--lems, then states and proves the following results:
• Safety. Every strongly indulgent algorithm A is safe:
informally, if A satisfies a safety property P with a failure detector D, then A satisfies P even if D turns out to be completely unreliable. This property captures some observations made about various (indulgent) algorithms that were given in the literature [2, 4, 6, 11, 12, 5] .
• Uniformity. Every weakly indulgent algorithm A is uniform: informally, A cannot violate a property P without violating the locally-failure-insensitive restriction (or correct-restricted [1] version) of P. This result generalises the result of [8] (any algorithm that solves consensus with OS also solves uniform consensus).
• Impossibility 1. No weakly indulgent algorithm can satisfy any globally-failure-sensitive property (e.g., nonblocking atomic commit and terminating reliable broadcast if any environment where one process can crash).
• Impossibility 2. No strongly indulgent algorithm can satisfy any divergent property (e.g., consensus if half of the processes can crash). This result generalises the lower bound of [2] : no algorithm can solve consensus using an eventually perfect failure detector if any environment where half of the processes can crash.
Road-map. Section 2 defines our system model. Section 3 defines the notions of unreliable failure detectors and indulgent algorithms. Section 4 discusses the safety of indulgent algorithms. Section 5 discusses the uniformity of indulgent algorithms and gives an impossibility result for globallyfailure-sensitive properties (impossibility 1). Section 6 gives a lower bound fault-tolerance result for divergent properties (impossibility 2). Section 7 points out some practical considerations and Section 8 concludes the paper.
System Model
We consider an asynchronous computation model augmented with the failure detector abstraction [2, 3] . The model is patterned after the FLP model [7] . Basically, we assume a distributed system composed of a finite set of n processes 
(t) C F(t').
The set of correct processes in a failure pattern F is noted correct(F) and the set of faulty processes in F is noted faulty(F).
An environment E is a set of failure patterns. Environments describe the crashes that can occur in a system. We consider in this paper environments that contain the failurefree pattern F0 and at least one failure pattern where some process crashes. 
d = H(p,, T[k]).
A run of of A using 79 is a tuple R =< F, H, C, S, T > where H is a failure detector history and H E 79(F), C is an initial configuration of A, S is an infinite schedule of A, T is an infinite sequence of increasing time values, and in addition to the conditions above of a partial run ( (1), (2) and (3)), the two following conditions are satisfied: (4) every correct process takes an infinite number of steps, and (5) every message sent to a correct process pj is eventually received by pj.
Run extension. Let R1 =< F1, Ht, C1, $1, T1 > be any partial run of some algorithm A, and R2 =< F2, H2, C2, $2, T2 > any run of A. We say that R2 is an extension of R1 
Properties
A property (or a problem) is a set of runs. For instance, consensus is the set of runs for which agreement, termination and validity are satisfied [2] . Each of those sub-properties itself defines a set of runs. We say that a property P holds in a run R if R is in P. We say that P holds in a partial run R if P holds in any extension of R. An algorithm A satisfies a property P if P holds in every run of A.
Failure-detector-insensitivity. We say that a property P is failure-detector-insensitive if whenever P holds for a run R =< F,H,C,S,T >, P holds for any run of the form R' =< F, H', C, S, T >. Informally, P does not depend on the values output by the failure detectors: if two runs R and R' differ only in their failure detector history, then P cannot hold in R and not in R'. In the paper, we consider only such properties. We hence exclude properties of the form: "the failure detector is reliable". Such properties would pose a circularity problem since we use characteristics of failure detectors to derive results about algorithms that satisfy certain properties.
3 Unreliability and Indulgence
Intuitively, a failure detector is unreliable if does not enable any process to distinguish if any other process has crashed or not, and an indulgent algorithm is one that copes with unreliable failure detection. This section captures these intuitions more formally by introducing three classes (sets) of unreliable failure detectors and three corresponding categories of indulgent algorithms. We state some relations between the failure detector classes we introduce here and the classes introduced by Chandra and Toueg [2] . These relations enable us to characterize the indulgence of many algorithms that have been given the literature.
Unreliable failure detector classes Definition (complete unreliability). A failure detector 79 is completely unreliable if, for every pair of failure patterns F and F', 79(F) = 79(F').
We denote by O/b/the class of completely unreliable failure detectors. Consider for example failure detector 79 which always suspects all processes (every process suspects every process), in any failure pattern. Obviously, 79 is of class DL4. Similarly, failure detector 79' which always outputs the empty set, at any time, any process, and in any failure pattern, is also of class [ilL( (79' does never suspect any process). There are obvious examples of weakly (resp. strongly) unreliable failure detectors that are not strongly (resp. completely) unreliable. The proofs below contain examples of such failure detectors. However, any completely (resp. strongly) unreliable failure detector is strongly (resp. weakly) unreliable, i.e., Oh/C V/L/C/X/,( (see Figure 1) . Consequently, every completely (resp. strongly) indulgent algorithm is strongly (resp. weakly) indulgent. When there is no need to distinguish between them, we call such algorithms simply indulgent algorithms.
Definition (strong unreliability). A failure detector 79 is strongly unreliable if, for every pair of failure patterns F and F', for every history H E 79(F), for every time tk E ~, there is a failure detector history H' E 79(F') such that ~/t < tk,
vp, ~ ~, n'(p,, t) = H(p,, t)/.
Failure detector relations
The aim of this section is to point out examples of indulgent algorithms. Instead however of explicitly exhibiting such algorithms, we state some intersection relations between our failure detector classes and the classes defined by Chandra 
PROOF:
To show this result, we exhibit a "typical" unreliable failure detector 79~o that satisfies the strong completeness and weak accuracy properties of S. Failure detector 79w has range 2 • and is defined as follows:
• For every failure pattern F, 79~,(F) = {H [ 3pk E correct(F),Vpi e ~,Vt E ~,pk ~ H(pi,t) and 3t0 E (b,Vp, E f~ : Vt > to, H(p,,t) = F(t)}.
Roughly speaking, in every failure pattern F, 79~, might suspect all but some correct process qk until some time to, and after time to, 79~, suspects exactly the crashed processes, i.e., after time to, 79w behaves like a perfect failure detector. It is obvious to see that 79~, is a strong failure detector: it satisfies both strong completeness and weak accuracy.
We show below that 79w is indeed unreliable. Consider any time to E ~, any failure pattern F, and any history H E 79w(F). By the definition of 79~, there is a process qk E correct(F) that is never suspected in H, and a time after which (1) all processes in faulty(F) are permanently suspected by all processes and (2) no correct process is ever suspected. Let F p be any failure pattern that covers F. Consider the history H' such that ~t LS to, Vpi E f~, H'(pi, t) = H(pi, t) and Vt > to, H(pi,t) = F'(t)]. As process qk E correct(F), and correct(F) C_ correct(F'), then qk E correct(F). Process qk is thus never suspected in H and never suspected in H'. Furthermore, there is a time after which, in H t, all processes in faulty (F) PROOF: To show this result, we exhibit a "typical" strongly unreliable failure detector 79, which satisfies the strong completeness and eventual strong accuracy properties of OP. Failure detector 79~ has range 2 f~ and is defined as follows:
• For every failure pattern F, 79~(F) ~ {H I ~to E ~, Vpi E f2, Vt > to,H(p~,t) = F(t)}.
Roughly speaking, in every failure pattern F, 79~ might suspect any subset of the processes until some time to, and after time to, 79~ suspects exactly the crashed processes (after time to, 79~ behaves like a perfect failure detector). It is obvious to see that 79~ satisfies strong completeness and eventual strong accuracy. We show below that 79~ is indeed strongly unreliable. Consider any time to E (b, any failure pattern F, and any history H E 79~(F). By the definition of 79~, there is a time after which all processes in faulty(F) are permanently suspected by every correct process, and no correct process is ever suspected by any process. Consider any failure pattern F'. A simple corollary of Proposition 3.1 (resp. Proposition 3.2) is that any algorithm that uses a strong (resp. eventually perfect) failure detector is indulgent (resp. strongly indulgent). For example, Chandra and Toueg described in [2] an algorithm S-cons that solves consensus using any strong failure detector, and an algorithm OS-cons that solves consensus using any eventually strong failure detector in any environment with a majority of correct processes: OS-cons is strongly indulgent and S-cons is weakly indulgent. It was also shown in [2] that atomic broadcast and consensus are equivalent. This also means that atomic broadcast has a weakly indulgent solution in any environment, and a strongly indulgent solution in any environment with a majority of correct processes.
Safety and Indulgence
We say that a property P is a safety property if any R where P does not hold has a partial run where P does not hold [15] . We state and prove below that every strongly indulgent al- 
[Vt <_ T[[TI], Vp~ E ~, H'(p~,t) = H(p~,t)]. Partial run R =< F,H,C,S,T > is also a partial run of A because (1) IS[ = IT[, (2) S is applicable to C, and (3) for all k _< IS[ where S[k] = (p~, m, d, d), we have p, ~ F(T[k]) and d = H(pi,T[k]).
Let R" be any run of A that extends R. Since R" is an extension of R, then R" is also an extension of R'. R" is a run of A and P does not hold in R": a contradiction.
O A simple corollary of propositions 4.2 and 4.1 is that if an algorithm A solves a problem P with a strongly unreliable failure detector 79, then A always preserves the safety aspects of P even if A is actually used with an extension of 79 that is completely unreliable. To illustrate this, consider a failure detector 79 that may (falsely) suspect any subset of processes until some arbitrary time t, and behaves perfectly after t: 79 is both strongly unreliable and eventually perfect. An algorithm A that uses 79 to ensure a given property P (say consensus) will never violate the safety aspects of P (agreement and validity) even if, instead of 79, A is actually used with a failure detector 79' that keeps indefinitely behaving in an unreliable manner (79' is a completely unreliable extension of 79). Proposition 4.2 actually captures some observations made about various indulgent algorithms [2, 4, 6, 11, 12, 5] , which never violate safety, no matter how the system (the failure detector) behaves.
Failure Sensitivity and Indulgence
Some of the properties that have been defined in the literature are failure-insensitive: roughly speaking, the behaviour of crashed processes does not impact the validity of these properties. Consensus is a typical example of a failure-insensitive property.
Many properties are however failure-sensitive, and their sensitivity to failures may come in different flavours. Some properties are failure-sensitive in the sense that they also restrict the behaviour of faulty processes. This notion corresponds to the notion of failure-sensitivity in [ any algorithm that solves consensus with <>S also solves uniform consensus.
2. We also show that globally-failure-sensitive properties do not have indulgent solutions (Proposition 5.5). This result generalises the" result of [8] : no algorithm can solve non-blocking atomic commit with 07 9 or S if one process can crash.
Local-failure-sensitivity
Before stating and proving our first result (Proposition 5.1), we first define the ttotions of local-failure-insensitivity and local-failure-insensitive restriction. These notions are themselves based on the notion of correct-equivalence between runs.
Correct-equivalence. Consider F any failure pattern and S any infinite sequence of steps. We denote by correct (F, S) the restriction of S to correct processes in F. Let R1 =< F1,H1,C1,Si,T1 > and R2 =< F2,H2,C2, S2,T2 > be any two runs of the same algorithm A. We say that Rx and R2
Local-failure-insensitivity. We say that a property P is locallyfailure-insensitive if for any two runs R1 and R2 that are correct-equivalent, P holds in R1 iff P holds in R2.
Consensus is an example of a locally-failure-insensitive property: it does not restrict the behaviour of correct processes. Consider two runs R1 and R2 of any consensus algorithm. Assume that the subset H of correct processes in both runs is the same. If consensus holds in a run R, and the correct processes of H behave similarly in R and R', then no matter how faulty processes behave in R', consensus will indeed hold in R'. We say that a property is locally-failuresensitive if it is not locally-failure-insensitive. Uniform consensus is an example of a locally-failure-sensitive property.
Locally-failure-insensitive restriction. Every property P has a locally-failure-insensitive part, which we call the locallyfailure-insensitive restriction of P. We define the locallyfailure-insensitive restriction of a property P, as the property denoted by C(P), such that C(P) does not hold in some run R iff P does not hold in every run that is correctequivalent to R.
Note that if a property P is locally-failure-insensitive, then C(P) = P. Consensus is for example the locallyfailure-insensitive restriction of uniform consensus.
Proposition 5.1 (uniformity) Let A be any indulgent algorithm and P any safety property. IrA satisfies C(P) then A satisfies P.
We first introduce three lemmatas that are needed to prove the proposition.
Lemma 5.2 Consider any property P and any run R with the failure-free pattern. If P holds in R then P holds in every run that is correct-equivalent to R.
PROOF: Let R1 =< Fo, H1,C1,S1,T1 > and R2 =< Fo,H2,C2,S2,T2 > any two runs with the failurefree pattern F0. If R1 and R2 are correct equivalent, then we have S~ = $2. Since we assume failure-detector-insensitive properties, then for any property P, P holds in R1 iff P holds in R2. 
H'(pi,t) = H(pi,t)]. We have ISI = ITh S is applicable to C, and for all k g IS[ where S[k] = (pi,m,d,A), pi F'(T[k]) and d = H'(pi,T[k]) (as Vt < T[ITI] , Vpi E fl, H'(pi, t) = H(pi, t)).
Hence the partial run R = < F', H', C, S, T > is also a partial run of A.
[] PROOF OF PROPOSITION 5.1 (By contradiction) Let A be any algorithm using an unreliable failure detector 79. Assume by contradiction that A satisfies C(P) but does not satisfy P. Hence, there is a partial run of A using 79, R =< F,H,C,S,T >, such that P does not hold in R.
Let F0 be the failure-free pattern. By Lemma 5.4 above. Global failure sensitivity. We say that a property P is globallyfailure-sensitive if there is a configuration C, a failure pattern F, and a failure pattern F' that covers F, such that any run R =< F, H, C, S, T > where P holds has a partial run R' =< F', H', C, S, T > where P does not hold.
Informally, in a globally-correct-sensitive property, the very fact that some process has crashed might globally restrict the behaviour of correct processes. Consider any environment E that has the failure-free pattern F0 and at least one failure-pattern F where all processes are correct, except a process pl that initially crashes. Non-blocking atomic commit [17] is for instance globally-failure-sensitive in E.
Consider the configuration C where all processes vote yes.
Any run R, with configuration C and failure pattern F1, where all correct processes decide abort, satisfies atomic commit conditions. However, consider any run R ~, with C and F0, where correct processes decide abort: atomic commit conditions do not hold in R ~ -the non-triviality condition of atomic commit is violated [8] . PROOF: (By contradiction) Assume by contradiction that there is an algorithm A using an unreliable failure detector 79 that satisfies a globally-failure-sensitive property P. Since P is globally-failure-sensitive then there is a configuration C, a failure pattern F, and a failure pattern F ~ that covers F, such that any run R with F and C where P holds has a partial run R' =< F ~, H, C, S, T > where P does not hold.
Consider time T[[T[]. Since D is unreliable and F' covers F, then there is a failure detector history H' E 79(F') such that: ~t < T[ITI], Vpi E fl, H(pl,t) --H'(p,,t)].
Partial run R" =< F',H",C,S,T > is also a partial run of A and any extension of R" is an extension of R'. Since P does not hold in R ~, then P does not hold in R": a contradiction. D A simple corollary of this result is that, unlike consensus and atomic broadcast, problems like non-blocking atomic commit and terminating reliable broadcast do not have (even weakly) indulgent solutions in environments where one process may crash.
6
Divergence and Indulgence
Many properties in distributed systems involve agreement among a set of processes. Some of these properties have a divergent flavour in the sense that the processes could potentially reach different (and contradictory) values, but in each run, these processes should agree on the same decision. Consensus is a typical example of a divergent property in environments where half of the processes can crash. In contrast, reliable broadcast is not [9] .
We state and show through Proposition 6.1 that divergent properties do not have indulgent solutions. The proposition generalises the lower bound fault-tolerance result of [2], which states that no algorithm cart solve consensus using an eventually perfect failure detector if half of the processes can crash (consensus is divergent in any environment where half of the processes can crash).
Before stating and proving our proposition, we first de- Divergence. We say that a property P is divergent if there are two disjoint failure patterns F1 and F2 and a configuration C, such that for any algorithm A, the following condition is satisfied. Every run R1 =< F1,H1,C, S1,T1 > of A where P holds, has a partial run R~ =< F~, H~, C, S~,T~ > such that, any run R2 =< F2,H2,C, S2,T2 > of A that follows R1 where P holds, has a partial run R~ such that P does not hold in R~ .R~. We say that C is a divergent configuration of P for F1 and F2.
To get an intuitive idea of the notion of divergence, consider the set f/= {pl,p2,pa} and the two following failure patterns: F1 where pl and p2 initially crash whereas p3 is correct, and FF2 where p3 initially crashes whereas pl and p2 are correct. Consensus is typically divergent in any environment that contains F1 and F2. In fact, consensus has two divergent configurations for Fi and F2:C1 where pl and p2 initially propose 0 and p3 proposes 1; and C2 where pl and p2 initially propose 1 and p3 proposes 0. Starting from each of those configurations, and given any consensus algorithm, one could exhibit two partial runs of consensus (one where processes decide 1 and one where correct processes decode 0) such that consensus is violated in the composition of those runs. PROOF: (By contradiction) Assume that there is an algorithm A using a strongly unreliable failure detector 79 that satisfies a divergent property P. Since P is a divergent property, then P has a divergent initial configuration C for two disjoint failure patterns --1 and F2.
Consider failure pattern FI, any failure detector history H1 E 79(F1), and the initial configuration C. Let R1 be any run of A of the form R1 =< F1,H1,C, S1,T1 >. Since A satisfies P, then P holds in R1. Since (Figure 2 ). Failure detectors are typically implemented using timeouts and an application developer is left with a crucial dilemma: either to set up the time-outs with short values that ensure fast reaction to failures but increase the probability of false suspicions during instability periods, or to choose large values that reduce the probability of false suspicions but introduce a slow fail-over.
• With a strongly indulgent algorithm, one can safely choose the first option or even consider dynamic timeouts. Despite false suspicions (during the instability period of the system), safety is uniformly guaranteed among all processes. Liveness is eventually ensured when the system becomes stable again (Figure 2 ).
• A non-indulgent algorithm might violate safety at the least false suspicion, and hence loses any chance to solve the problem even if the system becomes stable immediately after that suspicion (Figure 2) . The failure detector developer must choose here a large timeout value to diminish the risk of false suspicions but this would imply a slow fail-over.
Many practical distributed problems are globally-failuresensitive, and as we stated in Proposition 5.5, such problems Fortunately, most of those problems do often have a significant globally-failure-insensitive part. To illustrate this, consider non-blocking atomic commit [17] . The problem is defined with four properties: agreement, validity, termination, and non-triviality [8] . As we pointed out, the problem is globally-failure-sensitive. However, the agreement, validity and termination conditions of the problem define a sub-problem that is globaUy-failure-insensitive. The problematic condition is non-triviality (i.e., abort cannot be decided if all processes vote yes and they are all correct) [8] . This indeed is the property that makes the problem globallyfailure-sensitive. One could hence (1) devise a strongly indulgent algorithm Az that solves the globally-failure-insensitive part of the problem, and (2) uses this algorithm as a sub-algorithm within the global algorithm A that solves the full problem (A would not be itself indulgent). If the failure detector makes mistakes (i.e., during an instability period of the system), A might violate non-triviality and abort transactions that should have been otherwise committed. The developer could choose a large time-out value for the failure detector used by A (to reduce the probability of falsely aborting transactions) and a short time-out for the failure detector used by A1. No matter what happens to the system (i.e., during instability periods), A would never violate agreement or validity. For example, the non-blocking atomic commit algorithm of [8] uses a strongly indulgent sub-algorithm to solve the agreement part of the problem. In contrast, the algorithm of [17] does not rely on any indulgent sub-algorithm and might violate agreement if the failure detector makes mistakes.
Concluding Remarks
As we pointed out in the introduction, characterising indulgent algorithms go through defining what it means for a failure detector to be unreliable. We defined three classes of unreliable failure detectors and our definitions differ significantly from the original failure detector class definitions, introduced by Chandra and Toueg in [2] .
In [2], the failure detector classes were defined according to desirable completeness and accuracy properties: completeness measures the extent to which a failure detector suspects the crash of faulty processes, while accuracy restricts the mistakes made about false failure detections. In contrast, our unreliable failure detector classes were defined according to undesirable properties that capture the intuition of unreliable failure detection. We do not claim to have exhaustively captured the notion of unreliable failure detection through our three failure detector classes. In fact, exploring the space of meaningful definitions for the notion of unreliable failure detector is, we believe, an interesting open issue.
