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Abstract
In this paper we describe software for an efficient factorization of polynomials over global
fields F . The algorithm for function fields was recently incorporated into our system KANT. The
method is based on a generic algorithm developed by the second author in an earlier paper in this
journal. Besides algorithmic aspects not contained in that paper we give details about the current
implementation and about some complexity issues as well as a few illustrative examples. Also, a
generalization of the application of LLL reduction for factoring polynomials over arbitrary global
fields is developed.
© 2005 Elsevier Ltd. All rights reserved.
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1. The algorithm
Let K be an arbitrary field and g(t) = ∑mi=0 gi t i ∈ K [t] a univariate polynomial
of degree m = deg(g) > 1. One of the basic tasks of computational algebra is to
develop methods for factoring g(t) into a product of irreducible polynomials. Obviously,
if g(t) is reducible this task can be reduced to the problem of determining a factorization
g(t) = h(t)k(t) with polynomials h(t), k(t) ∈ K [t] and 0 < deg(h), deg(k) < deg(g).
Our goal is to develop an algorithm for the latter problem.
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As outlined in Pohst (2005) it is worthwhile to reduce the problem to polynomials g(t)
with the properties:
(A1) g(t) is square-free.
(A2) K is the quotient field of a suitable integral domain R.
(A3) g(t) ∈ R[t].
(A4) g(t) is monic.
Then we can apply the following generic algorithm.
Generic Factorization Algorithm
Input An integral domain R with quotient field K and a square-free polynomial g(t) ∈
K [t] of degree greater than one.
Output A factorization of g(t) in K [t].
Step 1 Choose an appropriate maximal ideal m of R.
Step 2 Factor g(t) in R/m [t].
Step 3 Lift the factorization of Step 2 to a factorization in R/mk [t] for a sufficiently large
exponent k.
Step 4 Reconstruct a factorization in K [t] from the factorization of Step 3.
This algorithm is discussed in detail in Pohst (2005). Here, we only emphasize that
in this paper the ring R will be chosen as the maximal order of a global field so that
factorizations in K [t] and in R[t] coincide for monic polynomials. In Section 4 we say a
few words about the choice of the maximal ideal (in our case this is tantamount to a prime
ideal) in Step 1. The factorization of polynomials over finite fields in Step 2 is not discussed
in this paper. Since the residue class fields occurring are small in general the well known
methods (implemented in KANT) are sufficiently fast. The lifting procedure of Step 3
is well known as Hensel Lifting. It can be carried out over arbitrary commutative unital
rings R provided that the factors of g(t) obtained in Step 2 are coprime. The algorithm
underlying the implementation in KANT is presented in Section 4. The reconstruction in
Step 4 is described in detail in Pohst (2005) except for the reduction of an ideal basis in the
function field case. The reduction procedure itself is very technical; we present the most
important features at the end of Section 2.
It is well known that the number of potential factors to be tested in Step 4 can grow
exponentially with the degree of g(t). In practice, this can often be avoided by a suitable
choice of m. In Lenstra et al. (1982) the authors show how lattice basis reduction methods
can be used to obtain a factorization method overQ in polynomial time. These ideas can be
transferred to global fields, too. This will be discussed in Section 3. In the case of number
fields and rational function fields this was previously done in a different way in Lenstra
(1983) and Lenstra (1985). For these cases, there also exists van Hoeij’s method which has
turned out to be very efficient in practice, especially for applications in effective Galois
theory (van Hoeij, 2002).
We emphasize that the reduction procedure for ideal bases as well as the aforementioned
lattice basis reduction methods are polynomial time in the input data; hence this is also true
for the whole factorization algorithm.
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Section 4 contains a description of the implementation in KANT (Daberkow et al.,
1997), remarks on its performance, and several illustrative examples.
2. The algorithm for global function fields
In this section we describe how the generic algorithm can be used in global function
fields. For this we need to introduce some formalism for those fields which we excerpt
from Pohst (2005).
Let Fq(T ) be the rational function field in the variable T over the field of q elements. Let
K be a (separable)1 extension of Fq(T ) of degree n. The places of Fq(T ) will be denoted
by lower case boldface letters, those of K by upper case boldface letters. The infinite place
of Fq(T ) that corresponds to the degree valuation is written as p∞. For P | p the integers
eP|p, fP|p and nP|p = eP|p fP|p denote the ramification index, the residue class degree
and the local degree, respectively. N(P) is the number of elements in the residue class
field of P. The exponential valuation belonging to P is denoted by νP. For every element
f ∈ K we then set
| f |P := N(P)−νP( f )/nP|p.
This normalization has the effect that | |P is a prolongation of | |p and that the product
formula is still valid.
Definition. The maximum norm of an element f ∈ K is defined by
‖ f ‖∞ := max
P|p∞
| f |P .
We will discuss the problem of factoring a polynomial g(t) ∈ K [t] of degree m :=
deg(g) > 1. We make the same assumptions as in Section 1: we assume that g(t) is
square-free, monic, and has coefficients in oK [t]. The generic algorithm is applied in the
following way. For the maximal idealm we choose a prime ideal of the ring of integers oK
of K , preferably of degree one. The corresponding residue class mapping and the Hensel
Lifting procedure are straightforward. Hence, all we need to do is to develop a strategy for
recovering actual factors of g(t) from the lifted ones.
We use the maximum norm to obtain suitable bounds for the size of the coefficients of
potential factors of g(t). We cite the three subsequent lemmata from Pohst (2005):
Lemma 2.1. Let g(t) = ∑mi=0 gi t i ∈ oK [t] be a monic polynomial of degree m > 1. For
any place P of K dividing p∞ we define a measure of the polynomial g(t) by
MP(g) := max
{
i
√
|gm−i |P : 1 ≤ i ≤ m
}
.
1 For the factorization method the separability assumption is not necessary. However, many subroutines for
function fields in KANT rely on it. It is therefore preferable, in our opinion, to compute a separable generation
for K by choosing Fq (T ) appropriately.
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Then any monic polynomial h(t) = ∑ri=0 hi t i of K [t] dividing g(t) is in oK [t], and its
coefficients hi satisfy
|hr−i |P≤ MiP(g) (1 ≤ i ≤ r).
Lemma 2.2. Let Q be a prime ideal of oK lying above the prime ideal q of Fq(T ). Then
any non-zero α ∈ oK satisfies
‖α‖∞ ≥ |α|−nQ|q/nQ .
Lemma 2.3. Let Q be a prime ideal of oK lying above the prime ideal q of Fq(T ) and let
B > 1. For k ≥ n log(B)/ log(N(Q)) every residue class of oK /Qk contains at most one
element α with ‖α‖∞ < B.
Let A be a non-zero ideal of oK with a reduced basis v1, . . . , vn (see the definition
below). According to Lemma 2.5 a representation v = ∑ni=1 λivi of any v ∈ A (i.e.,
λi ∈ Fq[T ]) satisfies
‖v‖∞ = max{|λi |p∞‖vi‖∞ : 1 ≤ i ≤ n}.
Hence, the notion of reduced bases of an idealA of oK yields an easy way to compute an
element of smallest maximum norm in each residue class of oK /A. Let α ∈ oK , v ∈ A, and
v1, . . . , vn be a reduced basis of the non-zero ideal A of oK . Then we have presentations
v = ∑ni=1 λivi and α = ∑ni=1 σiτi vi with λi , σi , τi ∈ Fq [T ] that can easily be calculated.
We want to determine an element of smallest maximum norm in α + A. Since our basis
v1, . . . , vn is reduced, we obtain
‖α + v‖∞ = max
{∣∣∣∣λi + σiτi
∣∣∣∣
p∞
‖vi‖∞ : 1 ≤ i ≤ n
}
.
Hence, we need to choose the λi such that the first factor becomes as small as possible.
Clearly, this is achieved if we carry out a division with the remainder of σi , τi in Fq [T ].
We get σi = γiτi + δi with deg(δi ) < deg(τi ). Setting λi = −γi we obtain for the first
factor an optimal lower bound∣∣∣∣λi + σiτi
∣∣∣∣
p∞
= qdeg(δi )−deg(τi ).
This puts us into a situation in which we can apply the generic factoring algorithm of
Section 1 also in the function field case.
For the reduction procedure we make use of the fact that the non-zero elements v of K
admit series expansions (Puiseux series or Hamburger–Noether series) of the form
Σ (v) :=
∞∑
i=m
φi x
−νi (1)
with rational exponents νm < νm+1 < . . . and coefficients φi ∈ F×q . (We note that this is
a simplification; in general the φi will only lie in a small finite extension of Fq of degree
κ , where κ is the least common multiple of the ramification indices of the infinite prime in
K .) Those series expansions correspond to the n series expansions of a generating element
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of K with respect to the infinite primes. We denote those by Σ1, . . . ,Σn . In each case we
obtain an exponential valuation on K via
ord : K → Q : v →
{
νm for v 	= 0
∞ for v = 0. (2)
The proof of this is straightforward. We denote the exponential valuations belonging to
Σ1, . . . ,Σn by ord1, . . . , ordn , respectively.
Now let B = {v1, . . . , vn} be a basis of a non-zero ideal A of oK . We denote by
v j = (vi j )1≤i≤n the vector whose components vi j are the n series expansionsΣi (v j ) (1 ≤
i ≤ n). We set
ord(v j ) := min{ordi (vi j ) : 1 ≤ i ≤ n} =: ν j .
For each basis element v j we therefore obtain a vector Φ j = (φi j )1≤i≤n of coefficients of
the leading term of the series expansions, i.e. φi j is the coefficient of x−ν j in the expansion
Σi (v j ).
We then set
ord(A) := ord
(
det
((
vi j
)
1≤i, j≤n
))
(in the sense of (2)) and
ψ(B) := ord(A) −
n∑
j=1
ord(vj).
We note that:
1. ord(A) is an invariant of the ideal Awhich does not depend on the choice of the basis B;
2. the ψ-value of an ideal basis is non-negative.
Definition. A basis B = {v1, . . . , vn} of an integral ideal A is called reduced if for every
non-empty subset
S := {v j : ∃k 	= j with ν j − νk ∈ Z}
the set of vectors {Φ j | v j ∈ S} is Fq -linearly independent.
If a given basis is not yet reduced we can carry out a reduction step (see the proof of
the subsequent lemma) which yields a new ideal basis with a smaller ψ-value. Since the
difference of the ψ-values of the old and the new basis is an integral multiple of a positive
constant we obtain a reduction procedure which comes to a halt after finitely many steps.
Lemma 2.4. If a basis B of an integral ideal A is not yet reduced we can carry out a
reduction step, i.e. exchange an appropriate basis vector of B so that the new basis B˜
satisfies ψ(B) − ψ(B˜) > 0.
Proof. We assume that there exist a non-empty subset S of B and a subset I of {1, . . . , n}
with the properties:
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1. for every i ∈ I there exists αi ∈ F×q subject to∑
i∈I
αiΦi = 0;
2. vi ∈ S for all i ∈ I and #I ≥ 2.
We choose h ∈ I subject to νh = min{νi : i ∈ I } and set J := I \{h}. Then we compute
v˜h := vh +
∑
j∈J
α j
αh
xν j −νh v j .
Replacing vh by v˜h yields a new basis B˜ with a smaller ψ-value. 
We note that the whole reduction procedure is polynomial time in the input data. The
proof for this is roughly as follows. In the beginning the orders of the basis elements are
integer multiples of 1
e
where e is the least common multiple of the ramification indices
of the infinite places. Then a reduction step decreases ψ(B) by an integer multiple of
1
e
. Only if the order o˜ of the new basis element v˜ corresponds to a Hamburger–Noether
expansion might the denominator of o˜ not divide e. In that case, v˜ creates a new subset S˜
of B (see the proof of Lemma 2.4), necessarily with fewer elements than the set to which
the replaced basis element belonged. Hence, the total number of reduction steps is bounded
by a polynomial in n and the other input data.
Remark. ψ(B) = 0 is sufficient for a basis B to be reduced.
Reduced bases can be characterized by the following property which was already
mentioned. It is crucial for our factorization algorithm.
Lemma 2.5. An ideal basis B = {v1, . . . , vn} is reduced if and only if, for all
( f1, . . . , fn) ∈ Fq[T ]n,
ord
(
n∑
i=1
fivi
)
= min
1≤i≤n ord( fivi ).
The proof is straightforward and therefore omitted.
Corollary 2.1. If a basis {v1, . . . , vn} of an ideal A is reduced and ordered subject to
− ord(v1) ≤ − ord(v2) ≤ · · · ≤ − ord(vn), then the values − ord(vi ) are the successive
minima of the ideal A (see also Schörnig, 1996 based on earlier work by Schmidt (1991)).
3. Many factors in the residue class field
In this section we discuss the problems which occur when the original polynomial g(t)
of degree m > 1 has many factors modulo several prime ideals. In this case the number of
potential factors which need to be tested after the lifting procedure can become exponential
in deg(g). Over the rationals this problem was solved by lattice basis reduction techniques
in Lenstra et al. (1982). These ideas were generalized to the number field case by Lenstra
(1983).
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In principle, it is clear that similar techniques will work for our case, too. This is clear for
experts in this field but since nothing on this topic can be found in the literature we believe
that the following considerations are in place. They prove that our whole factorization
algorithm is polynomial time. Since the lattices will be of large dimensions we usually try
to factor without these methods.
We discuss that problem more generally for global fields. We therefore assume that
the factorization procedure is carried out over a maximal order oF of a global field F of
degree n over a base field F0 ∈ {Q,Fq(T )} with ring of integers R0 ∈ {Z,Fq [T ]}. The
first three steps of the generic algorithm of Section 1 provide for a given monic polynomial
g(t) ∈ oF [t] of degree m:
• a non-zero prime ideal P of oF with π R0 = P ∩ R0;
• monic non-constant polynomials h(t), k(t) ∈ oF [t] satisfying:
1. h(t) remains irreducible in oF/P[t],
2. g(t) ≡ h(t)k(t) mod Pκ [t] for a sufficiently large exponent κ ; see Section 2,
3. h(t) does not divide k(t) in oF/P[t].
We put l := deg(h).
The following lemma is a straightforward generalization of the one in Lenstra et al. (1982)
in the case F = Q.
Lemma 3.1. The polynomial g(t) has a monic irreducible factor h0 ∈ oF [t] of degree r ,
l ≤ deg(h0) ≤ m, such that h(t) divides h0(t) in oF/P[t]. The following assertions are
equivalent for any monic divisor d(t) of g(t) in oF [t]:
1. h(t) divides d(t) in oF/P[t];
2. h(t) divides d(t) in oF/Pκ [t];
3. h0(t) divides d(t) in oF [t].
Proof. The first statement is obvious. The implications 2 ⇒ 1 and 3 ⇒ 1 are obvious,
too. For 1 ⇒ 2 we note that d | g implies that the quotient g/h ∈ oF/P[t] is not divisible
by h any longer. Hence, we can apply Hensel Lifting to obtain the divisibility property
also modulo Pκ . For 1 ⇒ 3 we note that g(t) has exactly one irreducible factor in oF [t]
which is divisible by h(t) modulo P. Since h0 and d share this property and since h0 is
irreducible we obtain h0 | d . 
Hence, after a test h(t) | g(t) in oF [t] we try to exhibit an irreducible factor h0(t) of
g(t) in oF [t] of degree r = l +1, l +2, . . . such that h(t) divides h0(t) in oF/P[t]. Clearly,
we can restrict ourselves to r < m.
We now fix an R0-basis ω1, . . . , ωn of oF . Then each coefficient ui of the polynomials
u(t) occurring can be viewed as a vector ui = (ui1, . . . , uin) of Rn0 . Ordering the
coefficients with respect to ascending powers of t we can represent each polynomial by
a vector of length at most (deg(h0) + 1)n = (r + 1)n. This is tantamount to the bijection
ϕ : {u(t) ∈ oF [t] : deg(u) ≤ r} → R(r+1)n0 :
r∑
i=0
ui t i → (u0, . . . , ur ). (3)
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In analogy to Lenstra et al. (1982) we consider the (m +1)n-dimensional R0-lattice Λ with
basis
B := {ϕ(πκωµt i ) : 0 ≤ i < l, 1 ≤ µ ≤ n} ∪˙ {ϕ(ωµh(t)t j ) : 0 ≤ j ≤ r − l}. (4)
It is easy to see that it has discriminant d(Λ) = πκln . To give estimates for lattice
vectors we use the following norms:
1. If F is a number field, then the norm of a vector is just the square root of the sum of the
squares of its coordinates (Euclidean norm).
2. If F is a function field, then the norm of a vector is the maximum of the degree
valuations of its coordinates in R0 = Fq [T ].
In each case, we still need to discuss the influence of the multiplication of a polynomial by
an element of oF . Below, we see that we can restrict this discussion to multiplications by
the basis elements. Let ui = ∑nj=1 ui j ω j be a coefficient of a polynomial u(t). Using a
multiplication table (γ j lh) ∈ Rn30 for representing ω jωl :
ω jωl =
n∑
h=1
γ j lhωh
the product ωlui becomes
ωlui =
n∑
j=1
ui j ω j ωl =
n∑
j=1
ui j
n∑
h=1
γ j lhωh =
n∑
h=1
ωh
n∑
j=1
ui j γ j lh
and instead of
‖ui‖ =


(
n∑
j=1
u2i j
)1/2
max{deg(ui j ) : 1 ≤ j ≤ n}
we get
‖ωlui‖ ≤ c‖ui‖
where the constant c is
√
n max{|γ j lh|} (number fields) or the maximum value of the γ j lh
(function fields).
The next lemma is crucial for our deductions.
Lemma 3.2. If a vector b ∈ Λ satisfies cm+r‖b‖m‖g‖r < d(Λ) the corresponding
polynomial b(t) := ϕ−1(b) is divisible by h0 in oF [t]. (This implies that the greatest
common divisor a(t) of g and b is different from one.)
Proof. For b(t) = 0 there is nothing to show. Hence, we assume that b 	= 0 and put
a(t) = gcd(g(t), b(t)). Because of the preceding lemma it suffices to show that
a(t) ≡ h(t)k(t) mod P[t]. (5)
In what follows we will use the notation (h0 as in Lemma 3.1)
l = deg(h), m = deg(g), r = deg(h0), s1 = deg(a), s2 = deg(b). (6)
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Clearly, we have
0 ≤ s1 ≤ s2 ≤ r = (dim(Λ) − 1)/n.
We will disprove the assumption that (5) does not hold. Hence, we assume that there exist
polynomials α(t), β(t) ∈ oF [t], δ(t) ∈ P[t] subject to
α(t)h(t) + β(t)a(t) = 1 − δ(t). (7)
Then we consider the set of polynomials
S := {λ(t)g(t) + µ(t)b(t) ∈ oF [t] : deg(λ) < s2 − s1, deg(µ) < m − s1}. (8)
We disprove our assumption in three steps.
I. We show that the set of polynomials
T := {ϕ(ωl g(t)t i ) : 0 ≤ i < s2 − s1, 1 ≤ l ≤ n}
∪ {ϕ(ωlb(t)t j ) : 0 ≤ j < m − s1, 1 ≤ l ≤ n}
forms a basis of an (m + s2 − 2s1)n-dimensional R0-lattice Λ˜. Then by Hadamard and our
premises the lattice discriminant satisfies
d(Λ˜) ≤ cs2−s1‖g‖s2−s1cm−s1‖b‖m−s1 ≤ cr+m‖g‖r‖b‖m < πκln . (9)
All we need to do is to show that T is R0-linearly independent. For this it suffices to
prove that deg(λg + µb) < s1 implies λ(t) = µ(t) = 0. Because of deg(a) = s1 and
a | (λg + µb) we must have λg + µb = 0. Consequently, we get
λ
g
a
= −µb
a
with gcd
(
g
a
,
b
a
)
= 1,
yielding (g/a) | µ. But the degree m−s1 of g/a is larger than the degree of µ. This implies
µ = 0 and thus also λ = 0.
II. We claim that the subset
{γ = λg + µb ∈ S : deg(γ ) < s1 + l}
of S is contained in Pκ [t].
Because of a | γ we can multiply (7) by γ /a:
αh
γ
a
+ βa γ
a
= (1 − δ)γ
a
.
Upon multiplication by 1 + δ + . . . δκ−1 the last equation becomes
α˜h + β˜γ = (1 − δκ)γ
a
. (10)
According to our premises we know that h divides g and b in oF/Pκ [t] and therefore
also γ . Then (10) tells us that h also divides γ /a in oF/Pκ [t]. Because of deg(h) = l =
s1 + l − s1 > deg(γ /a) the polynomial γ /a and therefore γ itself must belong to Pκ [t].
III. Contradiction.
We can choose a basis bsl , . . . , bm+s2−s1−1 ofΛ˜ such that the matrix of the basis vectors
is in Hermite normal form. The leading coefficients of the b j are in Pκ for s1 ≤ j ≤ s1 + l
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because of Step II. (We note that s1 + l ≤ m + s2 − s1.) But this implies d(Λ˜) ≥ πκln
contradicting (9). 
To detect h0(t) it therefore suffices to compute an LLL-reduced basis of Λ (number field
case) or the successive minima of Λ (function field case). For an explicit version, telling
exactly when deg(h0) ≤ r , we just need to combine the upper bounds for the size of a
factor of degree r , the necessary exponent κ for the lifting procedure and the upper bounds
for the smallest vector in Λ in both cases.
4. Implementation and examples
In this section we consider some details about the implementation and complexity of
the algorithm and give some illustrative examples.
We briefly discuss the choice of an appropriate maximal ideal in Step 1. To reduce the
amount of operations required for the reduction map
˜ : oK [t] → oK [t]/m
we prefer prime ideals of degree one (or n). (We note that the performance of the algorithm
barely depends on that choice.) Maximal ideals are obtained by an implementation of ideas
of Kummer. Let K/Fq be an algebraic function field. For big q it is convenient not to
compute all maximal ideals of degree one (or n) for the reduction. The first maximal ideal
m not containing the discriminant of the polynomial g and not containing the infinite place
is an adequate one. In general, Step 2 is carried out for a few distinct prime ideals to obtain
a factorization modulom with a small number of factors.
A detailed discussion of Hensel Lifting can be found in Pohst and Zassenhaus (1989).
The following more precise version of this is implemented in KANT.
Hensel Lifting
Input An integral domain R with a proper ideal b
and monic non-constant polynomials
g(t), h(t), k(t) ∈ R[t] subject to
g(t) ≡ h(t) k(t) mod b[t],
u(t)h(t) + v(t)k(t) ≡ 1 mod b[t]
for suitable u(t), v(t) ∈ R[t].
Output Monic polynomials h˜(t), k˜(t) ∈ R[t] satisfying
g(t) ≡ h˜(t) k˜(t) mod b2[t],
h(t) ≡ h˜(t) mod b[t],
k(t) ≡ k˜(t) mod b[t],
u˜(t)h˜(t) + v˜(t)k˜(t) ≡ 1 mod b2[t]
with u˜(t), v˜(t) ∈ R[t] and deg(u˜) < deg(k˜),
deg(v˜) < deg(h˜).
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Step 1 Set
a(t) := g(t) − h(t)k(t), b(t) := 1 − u(t)h(t) − v(t)k(t).
Step 2 Set
c(t) := Rem(v(t)a(t), h(t)), h˜(t) := h(t) + c(t),
d(t) := Rem(u(t)a(t), k(t)), k˜(t) := k(t) + d(t).
Step 3 Set e(t) := b(t) + u(t)c(t) + v(t)d(t) and
u˜(t) := Rem(u(t)(1 − e(t)), k(t)), v˜(t) := Rem(v(t)(1 − e(t)), h(t)).
We note that each lifting procedure requires only four long divisions by monic
polynomials and nine multiplications.
We calculate
MP(g) := max
{
i
√
|gm−i |P : 1 ≤ i ≤ m
}
.
The Puiseux expansion computation has in fact polynomial-time complexity (Walsh,
2000). The number of operations needed for the matrix computations are also polynomial
time (Giorgi et al., 2003).
The division step needed to compute the reduced ideal as well as the matrix computation
for transforming the reduced ideal have negligible complexity in comparison to the rest of
the computations.
The algorithm is implemented in KASH the KANT-Shell (Daberkow et al., 1997). The
computations of the examples were carried out on an AMD Athlon i686 with 1733 MHz
and 512 MB RAM under Suse LINUX 8.0.
Example 1. Let k := F5. We set A := T 2 + T + 1, B := T 4 − 1 ∈ k[T ] and
f := y4 − 2B2y2 + A + B2 ∈ k[T ][y].
The function field F/k defined by f is a function field of genus 17. A root of f is
α =
√
B + √−A.
Let oF be the maximal order and consider the polynomial g(t) ∈ oF [t] defined as follows:
g(t) := t3 + (α2 + α)t2 + αt + α3 + α2 ∈ oF [t].
The places of degree one of F/k are: P1 := 〈T, y + 3〉 and
P2 := 〈T, y + 2〉 (time: 50 ms).
After testing whether g(t) is square-free and whether the discriminant of g(t) is not
contained in P1 we get (time: 10 ms)
g(t) ≡ (t + 2)(t2 + 3) mod P1[t].
As gcd(t + 2, t2 + 3) = 2 we may use the Hensel Lifting with
1 ≡ (2t + 1)(t + 2) + 3(t2 + 3) mod P1[t]
and get (time: 10 ms)
g(t) ≡ (t2 + (α + 2)t + α3 + 3α2 + 2α + 3)(t + 3α3 + α + 3) mod P12[t].
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We compute
MP(g) := max{q8, q2, q4}.
(Time: 30 ms.)
After the reduction procedure we get
g(t) = (t + α2 + α)(t2 + α) ∈ oF [t].
(Time: 0 ms.)
Example 2. Let k := F17 and
f := y7 + (T 2 + T )y6 + (T 3 + T 2)y5
+ (T 3 + 3T 2 + 3T + 1)y4 + (T 5 + 1)y3 + (3T + 3)y2 + (3T + 3)y
+ T 11 + T 9 + T 6 + T 3 + T 2 + 1 ∈ k[T ][y].
Let F/k be the function field of genus 30 defined by f , with a generator α; i.e. F/k is
the field F17(T )(α) and oF the corresponding maximal order. Let g ∈ oF [t] be defined as
g := t7 + (14T 4 + T 3 + 4T 2 + 10)t6
+ (6T 6 + 13T 5 + T 4 + 8T 3 + 9T 2 + 13T + 5)t5
+ (10T 8 + 10T 7 + 8T 6 + 13T 5 + 16T 3 + 3T 2 + 6T + 6)t4
+ (8T 13 + 10T 12 + 8T 11 + 12T 10 + 4T 9 + 7T 8 + 3T 7
+ 2T 6 + 11T 5 + 11T 4 + 12T 3 + 9T 2 + 4T )t3
+ (9T 15 + 6T 14 + 6T 13 + 14T 12 + 4T 11 + 11T 10 + T 9
+ 8T 8 + T 7 + 12T 6 + 3T 5 + 13T 4 + 16T 2 + 14T + 5)t2
+ (11T 17 + 6T 16 + 4T 15 + 5T 14 + 15T 13 + 8T 12
+ 9T 11 + 14T 10 + 3T 9 + 6T 8 + 9T 7 + 2T 6 + 2T 5 + 7T 4
+ 15T 3 + 16T 2 + 13T + 7)t + 6T 22 + 12T 20 + 2T 19
+ T 17 + 3T 16 + T 15 + 16T 14 + 8T 13 + 7T 12 + 13T 11
+ 5T 10 + 6T 9 + 6T 8 + 15T 7 + 5T 6 + 10T 5 + 16T 4 + 16T 2 + 9T + 6.
We want to prove that F17(T )[t]/〈 f 〉 ∼= F17(T )[t]/〈g〉 by exhibiting a root of g in
F17(T )(α).
We calculate the 27 places of degree one of F/k (time: 760 ms). Eight places are not
usable as two are not finite and six contain the discriminant. Using all 19 remaining prime
ideals (time: 40 ms each time) we find five prime ideals to obtain a factorization moduloP
with two factors, e.g.
g(t) ≡ (t + 2)(t6 + 8t5 + 15t4 + 11t3 + 12t2 + 14t + 9) mod P[t]
with P := 〈T + 7, y + 6〉.
The following representation of the 1 ∈ oF is used to apply the Hensel Lifting:
1 ≡ (14t5 + 16t4 + 8t3 + 2t2 + 11t + 4)(t + 2)
+ 3(t6 + 8t5 + 15t4 + 11t3 + 12t2 + 14t + 9) mod P[t]
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leading to
g(t) ≡ (t + T 22 + 2T 20 + 6T 19 + 5T 17 + 7T 16
+ 2T 15 + 5T 14 + T 13 + 3T 12 + 11T 11 + 13T 10 + T 9 + 16T 8
+ 3T 7 + 9T 6 + 16T 5 + 8T 4 + T 3 + 10T 2 + 13T + 5) ∗
(t6 + (16T 22 + 15T 20 + 11T 19 + 12T 17
+ 10T 16 + 15T 15 + 12T 14 + 16T 13 + 14T 12 + 6T 11
+ 4T 10 + 16T 9 + T 8 + 14T 7 + 8T 6 + T 5 + 6T 4 + 11T 2
+ 4T + 5)t5 + (11T 22 + 5T 20 + 15T 19 + 4T 17 + 9T 16
+ 5T 15 + 4T 14 + 11T 13 + 16T 12 + 2T 11 + 7T 10
+ 11T 9 + 6T 8 + 16T 7 + 3T 6 + 2T 5 + 10T 4 + 9T 2 + 3T + 5)t4
+ (14T 22 + 11T 20 + 16T 19 + 2T 17 + 13T 16 + 11T 15
+ 2T 14 + 14T 13 + 8T 12 + T 11 + 12T 10 + 14T 9
+ 13T 8 + T 7 + 3T 6 + 7T 5 + 13T 4 + T 3 + 5T 2 + 9T + 2)t3
+ (12T 22 + 7T 20 + 4T 19 + 9T 17 + 16T 16 + 7T 15 +
9T 14 + 3T 13 + 12T 12 + 4T 11 + 15T 10 + 16T 9 + 9T 8
+ 2T 7 + 16T 6 + 8T 5 + 16T 4 + 16T 3 + 8T 2 + 13T + 14)t2
+ (15T 22 + 13T 20 + 5T 19 + 7T 17 + 3T 16 + 5T 15
+ 13T 14 + 5T 13 + 5T 12 + 12T 10 + 8T 9 + 2T 8 + 12T 7
+ 8T 6 + 16T 5 + 4T 4 + 7T 3 + 16T 2 + 2T + 9)t
+ 7T 22 + 14T 20 + 8T 19 + 12T 17 + 4T 16 + 11T 14
+ 8T 13 + 7T 12 + 8T 11 + 12T 10 + 7T 9 + 16T 8 + 11T 7
+ 13T 6 + T 5 + 6T 4 + 4T 3 + 14T 2 + 14T + 15) mod P2[t].
(Time: 10 ms.)
We compute
MP(g) := max{q4, q3, q8/3, q13/4, q17/6, q22/7}.
(Time: 10 ms.)
From now on we use a power integral basis for representing the elements of oF :
P2 = 〈[T 2 + 3T + 15, 0, 0, 0, 0, 0, 0], [2, 5, 1, 0, 0, 0, 0]〉.
After the reduction procedure we get
g = (t + [16, 16T, 14, 0, 0, 0, 0]) ∗ (t6 + [14T 4 + T 3
+ 4T 2 + 11, T, 3, 0, 0, 0, 0]t5 + [6T 6 + 13T 5 + 15T 4 + 9T 3 + 13T 2 + 13T
+ 16, 14T 5 + T 4 + 4T 3 + 12T, 8T 4 + 3T 3 + 13T 2 + 2, 6T, 9, 0, 0]t4
+ [10T 8 + 10T 7 + 14T 6 + 9T 5 + 15T 4 + 8T 3 + 16T 2 + 2T + 5,
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6T 7 + 13T 6 + 12T 5 + 10T 4 + 13T 2 + 11T, 15T 6 + 6T 5 + 6T 4 + 13T 3
+ 13T 2 + 5T + 16, 16T 5 + 6T 4 + 8T 3 + 10T, 7T 4 + 9T 3 + 11T 2 + 15,
10T, 10]t3 + [4T 13 + 4T 11 + 2T 10 + 4T 9 + 13T 8 + 3T 7 + 16T 6
+ 16T 5 + 12T 4 + 10T 3 + 4T 2 + 13T + 5, 4T 11 + 14T 9 + 10T 8 + 3T 7
+ 9T 6 + 10T 5 + T 4 + 2T 3 + 7T 2 + 5T + 4, 2T 8 + 9T 7 + T 6 + 9T 5 + 4T 3
+ 13T 2 + 16T + 15, 12T 7 + 15T 6 + 2T 5 + 11T 4 + 3T 3 + 7T 2 + 10T + 12,
10T 6 + 7T 5 + 14T 4 + 12T 3 + 15T 2 + 8T + 16, 13T 4 + 12T 3 + 12T 2 + 16T
+ 4, 3T 2 + 4]t2 + [13T 15 + 10T 14 + 7T 13 + 12T 12 + 6T 11 + 11T 10
+ 14T 9 + 14T 8 + 2T 7 + 7T 6 + 16T 5 + 16T 4 + 13T 3 + T 2 + 4T + 15,
4T 14 + 8T 13 + 4T 12 + 2T 11 + 4T 10 + 15T 9
+ 4T 8 + 2T 7 + 13T 6 + 14T 5 + 4T 4 + 6T 3 + 14T + 6, 12T 13 + 4T 12 + 12T 11
+ 3T 10 + 5T 9 + 10T 8 + 10T 7 + 8T 6 + 2T 5 + 11T 4 + 10T 2 + 2T + 8,
12T 11 + 14T 9 + 12T 8 + 7T 7 + 5T 6 + 14T 5 + 5T 4 + 5T 3 + 13T 2 + 6T + 10,
T 8 + 3T 7 + 3T 6 + 11T 5 + 9T 4 + 6T 3 + 10T 2 + 3, 16T 7 + 9T 6 + 8T 5 + T 4
+ 13T 3 + T 2 + 9T + 11, 16T 5 + 8T 4 + 6T 3 + 16T + 1]t + [6T 17 + 16T 16
+ 4T 15 + 12T 13 + 16T 12 + 7T 11 + 9T 10 + 5T 9 + 6T 8 + 5T 7 + 6T 6 + T 5
+ 5T 4 + 13T 3 + 16T 2 + 9T + 6, 16T 16 + 3T 15 + 13T 14 + 13T 13 + 12T 12
+ 13T 11 + 14T 10 + 8T 9 + 9T 8 + 11T 7 + 15T 6 + 7T 5 + 9T 4 + 12T 3 + 7T 2
+ 9T + 16, 9T 15 + 4T 14 + 3T 13 + 8T 12 + 3T 8 + 14T 7 + 12T 6 + 8T 5 + 15T 4
+ 13T 3 + 2T 2 + 16T, 7T 14 + 11T 13 + 7T 12 + 16T 11 + 2T 10 + 10T 9 + 2T 8
+ 8T 7 + 7T 6 + 5T 5 + 3T 4 + 10T 3 + 9T 2 + 2T + 3, 2T 13 + 7T 12 + 2T 11
+ 9T 10 + 13T 9 + 10T 8 + 6T 6 + 3T 5 + 4T 4 + 15T 3 + 8T 2 + 16T + 8,
2T 11 + 4T 9 + 13T 8 + 10T 7 + 6T 6 + 11T 5 + 5T 4 + 2T 3 + 7T 2 + 7T + 4,
2T 7 + 11T 6 + 16T 5 + 7T 4 + 15T 3 + 12T 2 + 11T + 10]).
(Time: 0 ms.)
The negative of [16, 16T, 14, 0, 0, 0, 0] ∈ oF , namely β := [1, T, 3, 0, 0, 0, 0], is a root
of g. We have β = 3α2 + T α + 1 with α ∈ 〈[1, 1, 0, 0, 0, 0, 0]〉, α being the generator
of F/k. Hence the polynomial g considered as a polynomial over F17[T ][y] defines a
function field F17(T )(β) isomorphic to F17(T )(α).
Example 3. Let k := F22 with w as the primitive element of the extension F22/F2 and the
elliptic function fields E1/k, E2/k, and E3/k be defined by f1 := y2 + y + T 3, f2 :=
y2 + y + T 3 + w ∈ k[T ][y] and f3 := y2 + y + T 3 + T 2 + T ∈ k[T ][y]. The j -invariant
of all three function fields equals zero. We test whether the function fields are pairwise
isomorphic. Let oE1 be the maximal order of E1/k and redefine f2 and f3 as polynomials
f2(t), f3(t) ∈ oE1 [t]. E1/k is a maximal function field, i.e. has nine prime ideals of degree
one (time: 0 ms). Only one is not finite and no one contains the discriminant. Using the
maximal ideal P = 〈[T, 0], [0, 1]〉 we get
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f2(t) ≡ (t2 + t + [w, 0]) mod P[t].
(Time: 0 ms.)
f2(t) is irreducible in oE1[t] and
f3(t) ≡ t (t + [1, 0]) mod P[t].
(Time: 0 ms.)
After the Hensel Lifting step we get
f3(t) ≡ (t + [T 3 + T 2 + T, 0])(t + [T 3 + T 2 + T + 1, 0]) mod P2[t].
with P2 = 〈[T 2, 0], [0, 1]〉.
This case is not tamely ramified but there is only one infinite place. After the reduction
step we have
f3(t) = (t + [T, 1])(t + [T + 1, 1]).
The element [T, 1] is contained in the ideal 〈[1, 1]〉. The minimal polynomial of [1, 1]
over oE1[t] is f1. Hence
E1/k ∼= E3/k, E1/k 	∼= E2/k.
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