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The seminal work by Sadi Carnot in the early nineteenth century provided the blueprint of
a reversible heat engine and the celebrated second law of thermodynamics eventually followed.
Almost two centuries later, the quest to formulate a quantum theory of the thermodynamic laws
has thus unsurprisingly motivated physicists to visualise what are known as ‘quantum thermal
machines’ (QTMs). In this article, we review the prominent developments achieved in the theoretical
construction as well as understanding of QTMs, beginning from the formulation of their earliest
prototypes to recent models. We also present a detailed introduction and highlight recent progress
in the rapidly developing field of ‘quantum batteries’.
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I. INTRODUCTION
Thermal machines refer to a broad class of devices whose operation is associated with some form of exchange and/or
conversion of heat energy. They usually consist of two or more ‘heat reservoirs’ and a ‘working fluid’ (WF) which
facilitates the intended process. Commonly known examples are the classical heat engines and refrigerators1 which
form the backbone of almost all mechanical and industrial machines that utilize thermal energy, ranging from the
household air conditioners and refrigerators to the fuel based vehicles and the propeller of a spaceship blasting off
into space. Such devices, by construction, operate irreversibly in far from equilibrium settings. The dynamics of the
quantities of interest, such as the heat transferred or the work extracted, are governed by the commonly known laws of
thermodynamics. However, the tremendous technological advancement achieved in the past few decades has both
necessitated as well as facilitated a rapid miniaturization of such thermal machines over the years. The frontiers of
such miniaturization has been pushed down to astonishingly small scales, where quantum effects are prominent and
can therefore no longer be ignored. This has resulted in the resurgence of a few age-old questions that have persisted
throughout the last century−how do thermodynamics, usually associated with macroscopic phenomena, reconcile with
quantum mechanics, which describes equations of motion at the microscopic level that are inherently time-reversal
symmetric?
It is worth noting that quantum mechanics and thermodynamics belong to a set of two immensely successful, albeit
independent theoretical frameworks that have withstood the test of rigorous experimental verification. Yet, their
compatibility remains an open question, particularly, at scales where quantum effects are expected to dominate the
dynamics of a physical system2–10. A priori, one may argue that the well-known laws of thermodynamics (with an
exception to the first law) are defined for macroscopic systems described by statistical averages, and hence the question
of their validity for microscopic systems consisting of a few particles or qubits may appear meaningless. However, in
1959, Scovil et. al.11 demonstrated that the working of a quantum three-level maser coupled to two thermal reservoirs
resembles that of a heat engine; with an efficiency upper bounded by the Carnot limit12. This work provided the first
hint that the laws of thermodynamics, particularly the second law, may have a more fundamental and even quantum
origin. In other words, it might be possible to naturally arrive at the thermodynamic laws starting from a microscopic
quantum framework. However, the only known model of a ‘quantum heat engine’ at the time, i.e. the three-level
maser, relied on a quasi-static description based on the equilibrium population of the energy-levels and hence could
not provide any further insight into the dynamical processes involved.
It was not until the 1990’s when researchers, motivated by the developing field of open quantum systems, began
to look for new toy models of ‘quantum thermal machines’ (QTMs). The aim was to design simplistic models that
have the same functional behavior as classical thermal machines, i.e. conversion of heat energy into useful work and
vice-versa, yet at the same time that could be analyzed within the dynamical framework of open quantum systems. The
advent of the Lindbladian framework13,14 made plausible the construction of physically meaningful models of QTMs
that could operate at far from equilibrium settings. The challenge was however to demarcate the dynamical energy
exchanges into parts that could be associated with quantum analogues of ‘heat’ and ‘work’ as well as to formulate a
second law in terms of the entropic changes involved in a cycle of operation. The formulation of minimal working
models of reciprocating or stroke engines soon followed; these works paved the way for an explosion of research that
extensively analyzed the performance of such models in diverse scenarios, from exploring the role of entanglement
and coherences to the consequences of using non-thermal baths and many more. However, to this day, the debate
regarding a unique definition of quantities such as quantum work and heat as well as a universal formulation of the
second law is far from being fully settled.
Over the years, a plethora of such simple models of QTMs15–36, have been proposed to probe the thermodynamic
laws at the quantum domain, a few of which have also been realized experimentally30,37–42. Extensive analysis of these
quantum models have strongly pointed to the presence of an upper bound to the efficiency and performance of such
quantum heat engines and refrigerators. The existence of the Carnot bound, which is a manifestation of the celebrated
second law of thermodynamics, at such small scales re-established a strong case for the validity of thermodynamics
3principles down to microscopic scales, thereby necessitating further scrutiny of the emergence of the thermodynamic
laws at the fundamental level.
The exhaustive analysis of QTMs, nevertheless, has led to an unprecedented understanding of how simple few-level
quantum systems exchange energy as well as information with other such systems or with an external environment.
Such understanding has in turn opened up the possibility of engineering microscopic devices in a way that may
revolutionize nano-scale engineering. As for example, the application of ‘quantum probes’, which are essentially simple
quantum systems such as a qubit or a harmonic oscillator, to quantum metrology have only been recently realized.43–46
Particularly, they have been shown to be suitable candidates for high precision measurements in thermometry47–49
(i.e., temperature measurements of nanoscale devices) as well as magnetometry50 (magnetic field measurements).
As much as the focus has been on thermal energy conversion in the quantum regime, the subtleties of quantum
phenomena affecting the process of energy storage and its subsequent extraction had not received much attention until
recently. Alicki and Fannes, in their pioneering work51, showed that a quantum battery composed of many identical
copies of a single quantum system can, in principle, facilitate a higher energy extraction per cell through cyclic unitary
process when compared to a single cell. In addition, they concluded that the maximal work extraction is possible
only if the battery is driven through intermediate entangled states while discharging the battery. However, it was
later proved52 that although entangling’ or non-local operations are required for maximal work extraction, it is not
necessary to generate entanglement, per se, in the battery during the discharging process. Further, the use of non-local
operations was also shown53 to result in a faster scaling of the speed of discharging or charging (depositing energy) the
battery with the battery size, as compared to local driving protocols. The above results have also been verified in a
number of models. In spite of rapid developments, a robust mechanism to identify and utilize quantum affects for
optimizing the usage of quantum batteries has not been established yet.
In this article, we present a brief review of the basic design of some of the broad class of QTMs that are widely
studied in literature. As already mentioned, the concepts of quantum heat and quantum work as such are not yet
uniquely defined and several definitions of these can be found in literature (see Ref. [3] for a review). However, in
this review article, we limit ourselves to a handful of these definitions relevant for understanding the working of
the thermal machines discussed. Two parameters of paramount importance which characterize the performance of
QTMs and which we will repeatedly encounter in the course of discussion, are the efficiency (η) and the coefficient of
performance (COP). The efficiency is defined in as the ratio of work output to the heat supplied from the hot bath,
when the QTM operates as an engine. Similarly, the COP is defined as the ratio of heat extracted from the cold bath
to the work performed on the working fluid, when the QTM acts as a refrigerator. In this regard, it is useful to recall
the second law which states that the maximum efficiency ηc = 1 − Tc/Th and COPc = Tc/(Th − Tc) is attained in
a Carnot cycle which is a reversible cycle operating between baths with temperatures Th and Tc. We also review a
couple of applications of QTMs in the field of quantum metrology43–46,54–56, particularly in thermometry47,48,55,57–59
and magnetometry50,60–63. Finally, we also outline recent developments in theoretical modeling of quantum batteries,
with majority of the discussion focused on cyclic unitary protocols.
We would like to mention here that this review article is in no way exhaustive. In particular, given the vast amount
of literature available as far as QTMs are concerned, this review aims for a brisk introduction to the basics of QTMs
outlining the essential underlying principles. On the other hand, given that the theoretical concept of quantum
batteries is relatively new and still in its nascent stages, we have thus taken care to provide a more in-depth discussions
on its fundamentals as well as recent developments.
II. PRELIMINARY MODELS
In this section, we outline the working of two very simple yet insightful models of QTMs which are capable of
working as quantum heat engines or quantum refrigerators. The first model we introduce is the three-level maser11
which, as already mentioned, is the earliest prototype of a quantum heat engine. The other model we discuss, is the
realisation of a four-stroke Carnot engine where the working substance is comprised of the text-book system of a single
particle in a one-dimensional box potential as working fluid32,64. This model is unique in the way that it first identifies
the analogue of classical ‘force’ and uses the same to calculate the quantum work performed. Although numerous
other models65–72 were also proposed in the early days of QTMs, we however, begin by discussing the two models
mentioned above. We highlight these particular models to make the reader appreciate the fact that thermodynamic
signatures, as these toy models demonstrate, can manifest in the working of QTMs even when one does not explicitly
resort to open system dynamics to analyze them.
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Figure 1. (a)Schematic of the three-level maser which can act as a quantum heat engine. A hot bath with temperature Th
induces excitations between energy levels E1 and E3, while a cold bath with temperature Tc induces excitations between E1 and
E2. Work is extracted by an external field resonant with the energy gap E2 − E3. (b) F − L diagram of the quantum Carnot
cycle discussed in Sec. II B, depicting the four strokes of the cycle. We have set pi2~2/m = 1 while calculating the force F (L).
Note the striking similarity of the quantum Carnot cycle with the classical version in which the working medium is composed of
an ideal gas enclosed in a three-dimensional volume; a similar cycle is then manifested in the P − V diagram where P and V are
the pressure and volume of the gas enclosed, respectively.
A. Three level maser
In 1959, Scovil et.al.11 realized that the steady-state operation of a three-level maser (see Fig. 1(a)) connected to
two thermal baths through appropriately chosen frequency filters resemble that of a heat engine or refrigerator. The
‘quantum’ working fluid is a three-level system with energy levels E1, E2 and E3 (E1 > E2 > E3) and populations n1,
n2 and n3, respectively. A hot bath with temperature Th is coupled to the system through a frequency filter so that it
can induce excitations only between E1 and E3 with energy ~νh ∼ |E1 −E3|. Similarly, a cold bath with temperature
Tc is allowed to induce transitions between E2 and E3 with energy ~νc = |E1 −E2| in the system. Further, the system
is also coupled resonantly with a radiation field with frequency νp = |E2 − E3|/~.
After the system attains (dynamical) equilibrium, the populations of the energy-levels satisfy,
n1
n3
= e−
~νh
kBTh , (1a)
n1
n2
= e−
~νc
kBTc . (1b)
Within this equilibrium regime, for each quanta of excitation ~νh induced by the hot bath, the system loses energy
hνc to the cold bath and hνp to the radiation field, so that the populations are held steady. The energy exchanged
with the baths can be thought of as ‘heat’ transferred while the energy supplied to the radiation field is identified as
the work extracted from the system with the radiation field playing the role of the classical ‘piston’. Note that the
preceding characterization of heat and work trivially satisfies the first law,
~νh = ~νc + ~νp. (2)
The most remarkable result however appears when the efficiency of the system is considered. An engine-like operation
is possible when a ‘population inversion’ is achieved between the levels E2 and E3, i.e. n2 ≥ n3, which leads to the
condition,
n2
n3
= n2
n1
n1
n3
= exp
(
~νc
kBTc
− ~νh
kBTh
)
≥ 1 (3)
or,
νc
νh
≥ Tc
Th
. (4)
5The efficiency, i..e., the ratio of the work extracted to the energy supplied by the hot reservoir, is obtained as,
η = ~νp
~νh
= 1− νc
νh
≤ 1− Tc
Th
, (5)
where we made use of the first law (see Eq. (2)) for obtaining the second equality.
Note that the dynamical equilibrium assumed at all instants of time means that the maser operation is reversible. In
other words, the engine-like operation discussed above can be reversed to obtain refrigerator-like operation, in which a
quanta of excitation ~νp induced by the radiation field leads to the extraction of an energy quanta ~νc from the cold
bath and the simultaneous loss of an energy quanta ~νh to the hotter bath. The coefficient of performance is easily
calculated as,
COP = ~νc
~νp
= νc
νh − νc ≤
Tc
Th − Tc . (6)
The efficiency as well as the coefficient of performance of the three-level maser when working as a heat engine
and refrigerator, respectively, therefore appears to be identical to those known for the classical Carnot cycle. This
observation hence provided the astonishing result that the second law can hold true even for few-level quantum systems.
B. Particle in a one-dimensional box
Another simple model of a quantum Carnot engine was provided by Bender et.al.32,64 which, much like its classical
counter-part, is operated in a cycle comprising of discrete strokes. The working fluid is made up of a particle confined
in a one-dimensional hard-walled box, in which one of the two walls is movable. The length of the box L is therefore an
continuous variable which can be controlled externally to perform work on the system. To elucidate, let us consider the
particle wave function |ψ〉 = ∑n an |φn〉, where |φn〉 are the energy eigen states of the system. The energy expectation
value of the system is
〈E〉 =
∑
n
|an|2En(L), (7)
with En(L) = n2pi2~2/2mL2, where m is the mass of the particle. Invoking upon the notion of classical mechanics, the
instantaneous ‘force’ which performs the work is defined as
F (L) = −d〈E〉/dL = −
∑
n
|an|2 dEn(L)
dL
=
∑
n
|an|2n
2pi2~2
mL3
. (8)
It is important to note that in defining the force we have used 〈E〉. In general, the derivative with respect to the
energy expectation value in the above expression should also contain terms such as E(L)d|an|2/dL. However, we recall
that any change in the populations |an|2 is necessarily associated with changes in the Von-Neumann entropy of the
system. For quasi-static processes, which are the only processess involved in the working of the quantum Carnot cycle,
an entropy change can result only from heat transfer with external baths or environment and not from any external
force acting on the system. Hence, it is justified to neglect derivatives with respect to |an|2 while defining the force.
Having defined the force, the quantum analogues of adiabats and isotherms are identified as follows. The quantum
adiabats correspond to the processes of slowly tuning the length L of the box such that the populations an are held
constant. On the other hand, the quantum isotherms are defined as operations in which the coefficients an change
along with En on tuning L, but in such a way that the energy expectation value defined in Eq. (7) remain constant.
One may draw a parallel here with classical isothermal processes in which the temperature (also the internal energy in
case of ideal gas) remains constant.
For purpose of simplicity, consider the situation in which only the two lowest lying energy eigen states contribute to
the wave function, so that a1 + a2 = 1. Let us assume that the system in initialized in the ground state, with the box
length L = LA, so that a1(LA) = 1. The energy expectation 〈EA〉 is,
〈EA〉 = E1(LA) = pi
2~2
2mL2A
, (9)
where the subscript A marks the initial point of the cycle. The start of the subsequent strokes will likewise be labeled
as B,C and D. The quantum Carnot cycle is then constructed as follows (see Fig. 1(b)):
61. Adiabatic compression (A→ B) – Length of the box is quasi-statically compressed to L = LB with LB < LA so
that the system remains in the instantaneous ground state. The force acting on the system during this stroke
(A→ B) is given by
FAB(L) =
pi2~2
mL3
, (10)
which performs work and increases the energy of the system to
〈EB〉 = pi
2~2
2mL2B
, (11)
where 〈EB〉 is the energy expectation value at the end of this stroke. The populations do not change and hence
we have a1(LB) = a1(LA) = 1.
2. Isothermal expansion (B → C) – Length of the box is expanded to L = LC = 2LB such that the energy
expectation value remains constant throughout, i.e.
|a1(L)|2 pi
2~2
2mL2 + (1− |a1(L)|
2)2pi
2~2
mL2
= pi
2~2
2mL2B
. (12)
Note that the populations depend on L during the process B → C due to the constraint on the energy expectation.
At the end of the expansion, the system therefore reaches the first excited state with a1(LC = 2LB) = 0. Hence,
we have,
〈EC〉 = 〈EB〉 = pi
2~2
2mL2B
(13)
The force acting on the system during this step is,
FBC(L) = |a1(L)|2pi
2~2
mL3
+ (1− |a1(L)|2)4pi
2~2
mL3
, (14)
where a1(L) is constrained by Eq. (12).
3. Adiabatic expansion (C → D) – As in step 1, the length is quasi-statically changed to L = LD = 2LA with
LD > LC such that the system remains in the first excited state, i.e. a1(LD) = a1(LC) = 0. The energy
expectation at the end of this stroke is therefore,
〈ED〉 = 4pi
2~2
2mL2D
= pi
2~2
2mL2A
, (15)
and the instantaneous force acting on the system during the expansion is
FCD(L) =
4pi2~2
mL3
(16)
4. Isothermal compression (D → A) – Finally, the length is tuned back to L = LA in a way that the energy
expectation value remains constant,
|a′1(L)|2
pi2~2
2mL2 + (1− |a
′
1(L)|2)
2pi2~2
mL2
= pi
2~2
2mL2A
, (17)
where the population functions are primed to distinguish them from the functions in the isothermal stroke
B → C. This also ensures that the system returns to the instantaneous ground state, a′1(LA) = a1(LA) = 1,
hence closing the cycle. The force acting on the system during this final stroke is given by,
FDA(L) = |a′1(L)|2
pi2~2
mL3
+ (1− |a′1(L)|2)
4pi2~2
mL3
. (18)
7The total work performed during the cycle is now calculated as
W =
∫ LB
LA
FAB(L)dL+
∫ LC=2LB
LB
FBC(L)dL
+
∫ LD=2LA
LC
FCD(L)dL+
∫ LA
LD
FDA(L)dL
= pi
2~2
m
(
1
L2B
− 1
L2A
)
log 2 (19)
Heat is absorbed by the system only during the isothermal expansion and equals the work done during the expansion,
i.e.,
QH =
∫ 2LB
LB
FBC(L)dL =
pi2~2
mL2B
log 2. (20)
The efficiency of this quantum engine cycle is therefore
η = W
QH
= 1− L
2
B
L2A
= 1− 〈EA〉〈EB〉 (21)
Note that, by construction, 〈EA〉 and 〈EB〉 play the role of constant temperatures during the isothermal compression
and expansion steps, respectively. The efficiency therefore turns out to be identical to that of the classical Carnot cycle.
As already mentioned, the preliminary models discussed in this section are based on quasi-static processes which
can be readily analyzed without any need for explicit equations of motion that govern the dynamics of the working
fluid. On the down side, such simplistic description do not provide any fundamental insights regarding the dynamical
processes involved. In the following sections, we will take a look at models that operate at far from equilibrium
settings and importantly whose operation bear the hallmarks of classical thermodynamic principles such as a maximum
efficiency bounded by the Carnot efficiency.
III. OPEN QUANTUM SYSTEMS
An open quantum system refers to a quantum system S which obeys the quantum mechanical laws of motion and
is coupled to an external environment E. The environment, in principle, can either be quantum in nature with a
discreet energy spectrum, or classical in the continuum limit of vanishing energy gaps. Although, the dynamics of the
composite system (i.e., the system S and the environment E taken together) can be described by the Schrodinger or the
Von-Neumann equation, the exponentially large degrees of freedom of the environment renders it practically impossible
to analytically solve these equations. One of the ways to resolve this issue is to formulate equations in terms of the
reduced state of the system by tracing out the relevant degrees of freedom of the environment from the dynamics of the
composite system. In this section, we discuss one such equation, namely the Gorini–Kossakowski–Sudarshan–Lindblad
(GKSL) equation13,14, which is relevant for the rest of this review.
A. Dynamical maps
To begin with, let us assume that the system and the environment are initially decoupled, ρ(0) = ρs(0)⊗ρE(0), where
ρs(0), ρE(0) and ρ(0) represent the initial states of the system, environment and the composite system, respectively.
The temporal evolution of the system is described by a dynamical map V (t, 0), which satisfies,
ρs(t) = TrE
[
U(t, 0)ρs(0)⊗ ρE(0)U†(t, 0)
]
= V (t, 0)ρs(0), (22)
where ρs(t) = TrE ρ(t) is the reduced state of the system obtained by tracing over the environmental degrees of freedom
and U(t, 0) is the unitary evolution operator acting on the composite system.
A few remarks about the dynamical map V (t, 0) are in order. Firstly, V (t, 0) is a self-mapping on the density matrix
space which implies that it must be completely positive (maps only to positive eigen-values) and trace preserving (all
density matrices have unit trace), as can be verified from Eq. (22). Importantly, one can also check that V (t, 0) only
comprises of operators defined on the Hilbert space of S.
8Secondly, if the dynamics is Markovian (memory-less) in nature, the family of maps V (t, 0), ∀t > 0 constitutes what
is known as a quantum dynamical semi-group, which satisfies V (t, 0) = V (t, t′)V (t′, 0). In the absence of explicit time
dependence of the system Hamiltonian and environmental couplings, the semi-group property requires the dynamical
map V (t, 0) to be of the form V (t, 0) = eLt, where L is referred to as the Linbladian super-operator. Substituting in
Eq. (22), we therefore find that the master equation governing the evolution of the system is of the general form13,14,
dρs(t)
dt
= Lρs(t). (23)
Note that in the case of isolated system, the evolution of the system is governed by the Von-Neumann equation,
dρs(t)
dt
= −i [Hs, ρs(t)] , (24)
from which one can immediately identify the super-operator LU for unitary evolutions as,
LU = −i
[
Hs, ρ
iso
s (t)
]
. (25)
In what follows, we will explicitly see these emergence of the features discussed above as we outline a short derivation
of the GKSL master equation. We shall keep ourselves restricted to the cases where the Hamiltonian of the system is
either independent13,14,73,74 or periodically modulated2,75–77,79,80 in time, as these are the ones relevant in the context
of QTMs. Although periodically modulated Hamiltonians are strictly not time-independent, the invariance of the
Floquet81 Hamiltonian at stroboscopic instants permits an dynamical equation of the form in Eq. (23).
B. The GKSL equation for static Hamiltonians
Consider a system-environment composite represented by a time-independent Hamiltonian,
H = Hs +HE +HI , (26)
where Hs and HE correspond to the Hamiltonians of the system and the environment, respectively, while HI
encapsulates the coupling between them and is of the form,
HI =
∑
i
Si ⊗Bi. (27)
The operators Si and Bi are local Hermitian operators pertaining to the Hilbert spaces of the system and the
environment, respectively. As an illustration, the interaction between a two-level system and a photonic cavity (bath)
can be of the form, HI = σx ⊗ (a† + a), where σx is a Pauli matrix and a (a†) is the photonic annihilation (creation)
operator. We start with the von-Neumann equation governing the evolution of the composite system in the interaction
picture,
dρ˜(t)
dt
= −i [H˜I(t), ρ˜(0)] − ∫ t
0
[
H˜I(t),
[
H˜I(t′), ρ˜(t′)
]]
dt′. (28)
In the above equation, for any observable O, O˜ represents the same in the interaction picture.
We now make an important approximation, namely the Born or the weak-coupling approximation, which assumes
that (i) the system does not influence the environment so that ρ˜E(t) = ρ˜E and (ii) the composite system exists in a
tensor-product state at all times, ρ˜(t) = ρ˜s(t)⊗ ρ˜E . The Born approximation is valid for fast decaying environmental
correlations and we shall return to it later. Under the above approximations, the equation of motion for the reduced
state of the system can be obtained as,
dρ˜s(t)
dt
= −iTrE
[
H˜I(t), ρ˜s(0)⊗ ρ˜E
] − ∫ t
0
TrE
[
H˜I(t),
[
H˜I(t′), ρ˜s(t′)⊗ ρ˜E
]]
dt′ (29)
Next, we decompose the system operators Si into projections on the eigen-space of the Hamiltonian Hs as,
Si =
∑
ε,ε′
〈ε|Si |ε′〉 |ε〉 〈ε′| =
∑
ω=ε−ε′
Si(ω) |ε〉 〈ε′| , (30)
9where |ε〉 are the energy eigen states of the system and ω = ε − ε′ are the possible excitation energies. The above
decomposition leads to a particularly simple form of the Hamiltonian HI in the interaction picture,
H˜I(t) =
∑
i
eiHstSie
−iHst ⊗
∑
i
eiHEtBie
−iHEt
=
∑
i,ω
e−iωtSi(ω)⊗Bi(t), (31)
where,
Bi(t) =
∑
i
eiHEtBie
−iHEt (32)
One can now derive the following relations,
TrE
[
H˜I(t), ρ˜s(0)⊗ ρ˜E
]
=
∑
i,ω
[
e−iωtSi(ω), ρ˜s(0)
] 〈Bi(t)〉E , (33a)
TrE
[
H˜I(t),
[
H˜I(t′), ρ˜s(t′)⊗ ρ˜E
]]
=
∑
i,j,ω,ω′
ei(ω
′t−ωt′)
(
S†j (ω′)Si(ω)ρ˜s(t′)− Si(ω)ρ˜s(t′)S†j (ω′)
)
〈B†j (t)Bi(t′)〉E + h.c.,
(33b)
where 〈·〉E denotes averaging over the state ρ˜E . In most cases, the average of the environmental operators 〈Bi(t)〉E
vanish. However, even if they are finite, one can re-scale the system Hamiltonian appropriately to set 〈Bi(t)〉E = 0
(cite) and thus we shall ignore these averages in all the scenarios which we will consider in the rest of the paper.
Substituting the above relations in Eq. (29) and shifting the time-coordinate t′ = t− t′, we obtain,
dρ˜s(t)
dt
=
∑
i,j,ω,ω′
∫ t
0
dt′ei(ω
′−ω)t
(
Si(ω)ρ˜s(t− t′)S†j (ω′)− S†j (ω′)Si(ω)ρ˜s(t− t′)
)
eiωt
′〈B†j (t)Bi(t− t′)〉E + h.c. (34)
The next step is to invoke upon the Markovian approximation, which assumes that the two-time environment
correlation functions decay rapidly within increasing time separation t − t′, so much so that the system does not
change appreciably within their decay time. In other words, if the environment correlations decay within a time τB
and the system relaxes over a time-scale τR, then τR  τB. Thus, if we consider a coarse-grained evolution of the
system with a time-scale ∼ τR, we can replace ρ˜s(t− t′) with ρ(t) in Eq. (34) and extend the integral to infinity, as all
contributions from time t′ > τB can be neglected. We therefore arrive at,
dρ˜s(t)
dt
=
∑
i,j,ω,ω′
ei(ω
′−ω)t
(
Si(ω)ρ˜s(t)S†j (ω′)− S†j (ω′)Si(ω)ρ˜s(t)
)
Γi,j(ω) + h.c. (35)
where
Γi,j(ω) =
∫ ∞
0
dt′eiωt
′〈B†j (t)Bi(t− t′)〉E
=
∫ ∞
0
dt′eiωt
′〈B†j (t′)Bi(0)〉E . (36)
We have used the fact that ρ˜E is stationary, [ρ˜E , HE ] = 0 in deriving the second equality. Note that in Eq. (35), the
evolution at a particular time t is only determined by the state of the system at time t; hence there are no ‘memory’
effects.
Finally, we make the rotating wave or secular approximation which allows us to ignore all fast oscillating terms, i.e.
we retain only terms with ω′ = ω. Note that this approximation, like to Markovian approximation, is also valid under
a coarse-grained picture of the time evolution. The secular approximation allows to cast Eq. (35) in the Linbladian
form (see Eq. (23)),
dρ˜s(t)
dt
= L˜ρ˜s(t), (37a)
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where,
L˜ρ˜s(t) = −i [HLS , ρ˜s(t)] +
∑
ω,i,j
γi,j(ω)
(
Si(ω)ρ˜s(t)S†j (ω)−
1
2{S
†
j (ω)Si(ω), ρ˜s(t)}
)
. (37b)
The renormalized or Lamb shifted Hamiltonian HLS commutes with Hs and is given by,
HLS =
∑
ω,i,j
ηi,j(ω)S†j (ω)Si(ω), (37c)
where γi,j(ω) = 2Re [Γi,j(ω)] and ηi,j(ω) = Im [Γi,j(ω)]. he equation derived in Eq. (37) is famously known as the
GKSL master equation. Note that the first term in Eq. (37b) captures the unitary part of the evolution while the
second term encapsulates the dissipative part of the evolution.
Let us now return to the Born approximation. The assumption ρE(t) = ρE is strictly not valid because there always
exist a finite relaxation time which the environment requires to equilibriate, even if this relaxation time is very small
in comparison with the relaxation time of the system. However, if one considers a ‘coarse-graining’ of the time-scale
as we have done above in the case of the Markovian and secular approximations, the above assumption is perfectly
valid as . Similarly, let us consider that a finite correlation χ is built up between the system and the environment, so
that at a given time t, ρ(t) = ρs(t)⊗ ρE + χ(t). If one explicitly calculates the contribution of these correlation in the
evolution after a small time ∆t by integrating Eq. (28), one gets74,
∆ρ˜cors (t) = −
∫ t+∆t
t
dt
∫ t
0
TrE
[
H˜I(t),
[
H˜I(t′), χ(t′)
]]
dt′
∝
∑
i,j
∫ t+∆t
t
dt
∫ t
0
〈B†j (t)Bi(t′)〉Edt′, (38)
where ∆ρ˜cors quantifies the extra contribution arising from the correlations χ(t). One can see that a finite contribution
will only arise for ∆t < τB as the environmental correlations 〈B†j (t)Bi(t′)〉E are negligible for |t − t′| > τB. Hence,
once again, the coarse-grained picture of the time evolution permits us to neglect this extra contribution arising only
for a very short duration.
To obtain the asymptotic steady-state attained by the system, we revert back to the Schrodinger picture. In the
static case, the GKSL equation in Eq. (37a) assumes the form,
dρs(t)
dt
= Lρs(t) = −i[Hs, ρs(t)] + L˜ρs(t), (39)
in the Schrodinger picture. The steady state ρss is therefore determined by solving the characteristic equation Lρss = 0.
We note in passing that the set of reasoning in the derivation above can also be generalized for slowly varying
Hamiltonians Hs(t). The rate of change should be slow enough so that the quantum adiabaticity is maintained. In
other words, the time-scale over which Hs(t) changes appreciably is much greater than the time-scale of relaxation of
the system as well as the baths. Under such conditions, the GKSL equation assumes the form,
dρ˜s(t)
dt
= L(t)ρ˜s(t), (40)
where all the quantities in the time-dependent super-operator is derived in terms of the instantaneous Hamiltonian
of the system. Likewise, the steady state ρss(t) is also slowly-varying and is dependent on the instantaneous energy
eigen-values of the system.
C. The GKSL equation for periodic Hamiltonians
We now consider the case of a periodically driven system coupled to an external environment2,75–77,79,80,
H(t) = Hs(t) +HE +HI , (41)
where Hs(t+ T ) = Hs(t). A dynamical equation in Linbladian form can be derived in a way similar to the case of
static Hamiltonian discussed above, albeit with some alterations. The essential ingredient in the case of periodic
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Hamiltonians is the so called Floquet81 Hamiltonian HF , defined using the unitary evolution operator over a single
period of evolution (in the absence of any coupling to the environment),
Us(T, 0) = T e−i
∫ T
0
Hs(t)dt = e−iHFT . (42)
The Floquet Hamiltonian HF is independent of time and therefore possess a set of time-independent quasi-energy
eigen-states |φn〉, which satisfy HF |φn〉 = εn |φn〉, where εn are refereed to as the quasi-energies. Further, the time
evolution operator generating evolution up to an arbitrary time can be written as,
Us(t, 0) = Us(t, 0)eiHF te−iHF t = R(t, 0)e−iHF t, (43)
where R(t) = Us(t, 0)eiHF t. Using the relations Us(mT, 0) = exp(−imHFT ) and Us(mT + t′,mT ) = Us(t′, 0) where
0 < t′ < T , one can easily verify that R(t+T ) = R(t). The periodicity of R(t) in turn permits a Fourier decomposition
as,
Us(t) =
∑
q
R(q)e−iqΩte−iHF t, (44)
where Ω = 2pi/T is the frequency of the periodic modulation and
R(q) = 1
T
∫ T
0
R(t)eiqΩtdt. (45)
The operators Si are transformed in the interaction picture as,
S˜i = U†s (t, 0)SiUs(t, 0)
= eiHF t
∑
q′,q
(
R†(q′)SiR(q)e−i(q−q
′)Ωt
)
e−iHF t
=
∑
m
eiHF tS(m)e−imΩte−iHF t
=
∑
m
∑
ω=εn′−εn
〈φn|Si(m) |φn′〉 e−imΩtei(εn−εn′ )t
=
∑
m,ω
Si(m,ω)e−i(ω+mΩ)t (46)
where ω = εn′ − εn now denotes the difference in quasi-energies or eigen-values of the Floquet Hamiltonian HF . This
is unlike the static case where ω refereed to the difference in energy eigen-values of the time independent Hs. The
Hamiltonian HI hence assumes a similar form in the interaction picture as in Eq. (31),
H˜I =
∑
i,ω,m
e−i(ω+mΩ)tSi(m,ω)⊗Bi(t), (47)
where Bi(t) is given by Eq. (32). Assuming the same set of approximations as in Sec. III B, one arrives at the following
equation of the super-operator L ,
L˜ρ˜s(t) = −i [HLS , ρ˜s(t)] +
∑
m,ω,i,j
γi,j(ω +mΩ)
(
Si(m,ω)ρ˜s(t)S†j (m,ω)−
1
2{S
†
j (m,ω)Si(m,ω), ρ˜s(t)}
)
, (48)
where HLS commutes with the Floquet Hamiltonian HF and is given by,
HLS =
∑
m,ω,i,j
ηi,j(ω +mΩ)S†j (m,ω)Si(m,ω). (49)
Unlike the static case, transforming the GKSL equation to the Schrodinger picture is not trivial in general. Instead,
we first obtain the steady state in the interaction picture itself by solving L˜ρ˜ss = 0. The corresponding state in the
Schrodinger picture is given by,
ρss(t) = Us(t, 0)ρ˜ssU†s (t, 0), (50)
and satisfies ρss(t+ T ) = ρss(t) as Us(t+ T, 0) = Us(t, 0). Hence, the steady state is periodic in nature and is in sync
with the modulating Hamiltonian.
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IV. CONTINUOUS THERMAL MACHINES
The three-level maser discussed in Sec. II A, apart from being the earliest prototype of quantum thermal machines,
can also be identified as the simplest form of continuous thermal machines77,78 (CTMs). This class of thermal machines
are characterized by their perpetual (continuous) coupling with both the heat source as well as the sink, unlike the
reciprocating class of machines discussed in the next section. CTMs have a greater experimental relevance as they,
unlike their reciprocating counter-parts, do not require intermittent couplings and decouplings between the working
fluid and the baths that are particularly difficult to implement at microscopic scales. Moreover, such intermittent
coupling-decoupling mechanisms are bound to generate some finite energetic-costs on the performance of reciprocating
machines which are mostly ignored in theoretical calculations.
Work extraction or refrigeration in CTMs is usually enforced by a periodic modulation of the system Hamiltonian,
which in general, drives the system to a periodic steady state. The dynamical exchanges of energy between the system
and the baths as well as the work reservoir (energy source of the external agent which modulates the system) in the
steady state are, in general, out-of-equilibrium processes. In this regard, the three-level maser can be considered as a
special case of QTMs in which a dynamical equilibrium is maintained throughout, thereby rendering the operation
perfectly reversible. On the other hand, for a generic out-of-equilibrium process, the dynamics is irreversible in nature
and the performance is found to be worse than the reversible Carnot engine or refrigerator. In what follows, we shall
adopt the master equation approach, detailed in Sec. III C, to analyze the performance of a simple CTM operating in
the steady state.
For purpose of simplicity, let us consider a periodically modulated two-level system (TLS) in contact with two
thermal baths having temperatures Th and Tc (Th > Tc)36. The Hamiltonian of the composite system reads,
H(t) = Hs(t) +Hh +Hc +HI , (51)
where Hs(t) and Hh(Hc) are the Hamiltonians of the system and the hot (cold) bath, respectively. The modulation is
performed on the energy-gap of the TLS so that Hs(t) is of the form,
Hs(t) =
1
2ωs(t)σz, (52)
with ωs(t+ T ) = ωs(t) and σz being a Pauli matrix. The interaction between the system and the baths is chosen to be,
HI = σx ⊗ (Bh ⊗ Ic + Ih ⊗Bc), (53)
where σx is a Pauli matrix, while Bh and Bc are Hermitian operators which act locally on the Hilbert spaces of the
hot and cold baths, respectively. Note that the modulation imposed is such that [Hs(t), Hs(t′)] = 0, which ensures
that the external driving only modulates the energy levels and do not generate any excitations in the system. On the
other hand, the interaction between the system and the baths is chosen such that [Hs(t), HI ] 6= 0 and thus the baths
can induce excitations and affect the population of the energy levels.
On plugging in Eqs. (52) and (53) in the GKSL equation derived Eq. (48) and simplifying, we obtain,
∂ρ(t)
∂t
= Lρ(t) =
∑
j,m
Ljmρ(t), (54a)
where,
Ljmρ = Pm
(
γj(ω0 +mΩ)(σ−ρσ+ − 12{σ
+σ−, ρ}) + γj(−ω0 −mΩ)(σ+ρσ− − 12{σ
−σ+, ρ})
)
, (54b)
where we have ignored the Lamb-shift corrections to the energy levels. The superscript j = h, c label the operators
or correlation functions defined on the hot and cold baths, respectively. Likewise, ω0 denotes the mean gap of the
two-level system averaged over T , Ω = 2pi/T is the frequency of modulation and m = 0,±1,±2 . . . corresponds to the
different photon sectors or side-bands created as a result of the modulation. The coefficient Pm assigns a weight to the
contribution from the mth side-band and is given by,
Pm =
∣∣∣∣∣ 1T
∫ T
0
e
−i
∫ t
0 (ωs(t
′)−ω0)dt′e−imΩtdt
∣∣∣∣∣
2
(55)
Note that, unlike in the previous subsections, we have not used O˜ to denote an operator O in the interaction picture
for simplicity in notation.
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A closer look at Eq. (54) suggests that the effective action of the periodic modulation in conjugation with the
coupling to thermal baths can be interpreted as a dissipative evolution driven by infinite copies of each of the thermal
baths. Each of the copies, which we henceforth refer to as sub-baths, of a particular thermal bath couples to different
side-bands of the Floquet spectrum. The super-operator Ljm encodes the dissipative action arising due to the coupling
of one of the copies of the jth bath to the mth side-band. The sub-baths therefore induce excitations in the system
having energies equal to the energy gaps of the different side-bands. As discussed in Sec. III C, the steady state ρss in
the interaction picture is obtained by solving the eigenvalue equation Lρss = 0, which transforms to a periodic steady
state in the Schrodinger picture.
A crucial assumption in determing the steady state is that the thermal baths satisfy the Kubo-Martin-Schwinger
condition γj(−ω) = e−βjωγj(ω), where βj = 1/Tj is the inverse temperature of jth bath. The steady state is then
found to be,
ρss =
1
1 + r
(
r 0
0 1
)
, (56a)
where,
r =
∑
m,j Pmγ
j (ω0 +mΩ) e
−ω0+mΩTj∑
m,j Pmγ
j (ω0 +mΩ)
, (56b)
To determine the heat currents and work, we first note that each sub-bath, when acting independently on the system,
can in principle drive the system to a Gibbs-like steady state determined by the eigenvalue equation Ljmρjm,ss = 0.
These steady states are of the form75,77,79,
ρjm,ss =
1
Z exp
(
ω0 +mΩ
ω0
βjHF
)
, (57)
where HF = ω0σz/2 and Z = Tr
(
exp
(
ω0+mΩ
ω0
βjHF
))
. Next, we calculate the rate of change of von-Neumann entropy
S(t) = −Tr (ρ(t) ln ρ(t)),
dS(t)
dt
= −Tr (ρ˙(t) ln ρ(t)) = −
∑
j,m
Tr
(Ljmρ(t) ln ρ(t)) . (58)
Further, it follows from from Spohn’s inequality88 for Markovian dynamics that Tr
(Ljmρ(ln ρ− ln ρjm,ss) ≤ 0. Substi-
tuting this inequality in the above equation yields,
dS(t)
dt
≥ −
∑
j,m
Tr
(Ljmρ(t) ln ρjm,ss) = ∑
j
Jj(t)
Tj
. (59)
The above inequality can be considered to be a dynamical version of the second law. In the steady state, the
Von-Neumann entropy maximizes, and we obtain,∑
j
Jj
Tj
= −
∑
j,m
Tr
(Ljmρss ln ρjm,ss) ≤ 0. (60)
Substituting Eq.(57) in the first equality above, the steady state heat currents can be identified as,
Jj =
∑
m
(
ω0 +mΩ
ω0
)
Tr
(
LjmρssHF
)
, (61)
while the power is calculated from the principle of energy conservation (first law),
P = W˙ = −
∑
j
Jj . (62)
The working and the mode of operation of the thermal machine discussed above depend crucially on the form of
modulation as well as the bath spectral functions γj(ω). To act as a heat engine or refrigerator, the two baths need
to be spectrally separated36,79. As for example, consider the case of a sinusoidal modulation of the system with the
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bath spectra separated as γh(ω) = 0 ∀ω < ω0, γc(ω) = 0 ∀ω > ω0. One can then show that the QTM operates as a
refrigerator, i.e. Jh < 0 and Jc, P > 0, if the modulation frequency Ω > Ωcr, where the critical frequency Ωcr given
by? ,
Ωcr = ω0
Th − Tc
Th + Tc
. (63)
For Ω < Ωcr, the QTM operates as a heat engine, characterized by reversal of the signs of the heat currents and power,
i.e. Jh > 0 and Jc, P < 0. In this regime, the efficiency is found to be
η = 2Ω
ω0 + Ω
, (64)
The maximum efficiency is achieved as Ω→ Ωcr; at Ω = Ωcr the machine achieves the Carnot efficiency η = 1− Tc/Th,
but the power as well as the heat current vanishes. Similarly, in the refrigerator regime, the COP is also found to
be limited by the Carnot bound. Note that, although the efficiency and COP in general depends upon the choice
of bath spectral function, they are nevertheless, always restricted by the Carnot bounds. Recently, it has also been
demonstrated that using an asymmetric pulse, the switching between different modes of operation can also be achieved
by tuning the up (or equivalently down) time duration of the pulse49. Additionally, when modulated at resonance
Ω = ω0, tuning the up time duration also allows to QTM to function as a heater. In this mode of operation, the power
supplied to the system P > 0 is used to heat up both the thermal baths, i.e. Jh < 0, Jc < 0.
The above framework of continuous thermal machines with TLSs as working fluid has also been extended to the
case of multi-level systems with degenerate excited states82,83. When compared with the performance of TLSs, it is
found that the presence of degeneracy in the case of multi-level systems can boost the heat currents and power of the
thermal machine; however, the efficiency or the coefficient of performance remains identical to that of the case of TLSs.
Similarly, it has been shown that using N two-level atoms as working fluid in place of the TLS enhances the power
output (as well as cooling capacity in refrigerator mode) of the thermal machine when compared with the net power
output from N independent machines84. Further, it has also been demonstrated that the hot bath can be cooled to
very low temperatures85 if one considers a modified version of the continuous thermal machine discussed above, with
the system and interaction Hamiltonians chosen as,
Hs(t) =
1
2ω0(t)σz +
1
2sl
(
σ+e
−iνt + σ−eiνt
)
(65a)
and
HI = σz ⊗Bh ⊗ Ic + σx ⊗ Ih ⊗Bc, (65b)
respectively. The first equation models a laser driven TLS86 with the coupling strength between the TLS and the
laser as g, while the second equation describes the coupling of the TLS to a dephasing (Does not induce transitions
between energy levels of σz) hot bath and a cold bath. The particular advantage of this model is that, unlike the
model governed by Eqs. (52) and (53), no spectral separation of the two baths is required for the cooling operation.
Finally, we note that the working of CTMs in the regime of non-Markovian dynamics has aslo been explored87.
V. RECIPROCATING THERMAL MACHINES
A reciprocating thermal machine operates in a cycle which is composed of discrete strokes. Notably, the working
fluid is coupled to the baths only in some of the strokes of the cycle. This class of thermal machines are much simpler
to analyze in comparison to continuous ones, although they are in general trickier to implement experimentally. The
particle in box system, discussed in Sec. II B is an example of reciprocating thermal machine. In spite of it’s tantalizing
similarity to the classical Carnot cycle12, it does not offer much insight into the dynamical exchange of energy between
the working fluid and the environment. In particular, the heat exchanged with the baths is indirectly found from the
work performed in the isothermal strokes where the net energy change is zero. In this section, we will first discuss the
common notions of quantum heat and work widely used in literature, which will be subsequently used to review some
of the commonly studied reciprocating thermal machines.
Although there are no universally accepted definitions of ‘quantum work’ or ‘quantum heat’ till date, we briefly
underline here a set of definitions that are particularly useful in the context of reciprocating devices, especially, in
the limit of weak system-bath coupling. Consider a system S with reduced density matrix ρs(t) evolving under a
time-dependent Hamiltonian Hs(t) and coupled to an external environment. A change in energy expectation value of
S after duration τ can be expressed as3,65,
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∆E =
∫ τ
0
d
dt
[Tr (ρs(t)Hs(t))] dt
=
∫ τ
0
Tr
(
dρs(t)
dt
Hs(t)
)
dt+
∫ τ
0
Tr
(
ρs(t)
dHs(t)
dt
)
dt
= W +Q, (66)
where the work is identified as,
W =
∫ τ
0
Tr
(
ρs(t)
dHs(t)
dt
)
dt, (67a)
and the heat exchanged with the environment as,
Q =
∫ τ
0
Tr
(
dρs(t)
dt
Hs(t)
)
dt. (67b)
The above definitions of quantum work and heat can be intuitively justified as follows: If the system S was isolated,
any change in energy expectation can only be associated with a work performed, as there is no environment with
which S can exchange heat. This is consistent with the definition of heat in Eq. (67b) as for an isolated system, one
can easily check that,
Qiso =
∫ τ
0
Tr
(
dρs(t)
dt
Hs(t)
)
dt
= −i
∫ τ
0
Tr ([Hs(t), ρs(t)]Hs(t)) dt = 0, (68)
where we have used the Liouville’s equation to arrive at the second equality. Further, both the quantum work and
heat, as defined above, depend on the evolution process and are therefore not state functions, similar to their classical
counterparts. One can therefore, consider Eq. (66) as the quantum equivalent of the first law.
Further, the definitions in Eq. (66) also permits a natural formulation of a dynamical version of the second law.
Within the framework of GKSL equations derived for time-independent and slowly varying system Hamiltonians Hs(t)
in Sec. III, the rate of heat exchanged can be calculated using Eq. (67b) as,
J(t) = dQ
dt
= Tr
(
dρs(t)
dt
Hs(t)
)
= Tr (L(t)ρs(t)Hs(t)) (69)
Next, we invoke the Spohn’s inequality88,
Tr [L(t)ρs(t) (ln ρs(t)− ln ρss)] ≤ 0, (70)
where ρss is the steady state which satisfies Lρss = 0. For baths obeying the Kubo-Martin-Schwinger (KMS)
condition89–91, ρss(t) corresponds to the thermal Gibbs state ρss(t) = e−βHs(t)/Tr
(
e−βHs(t)
)
, where β = 1/T is the
inverse bath temperature. Substituting in the above equation, we arrive at,
dS(t)
dt
− J(t)
T
≥ 0, (71)
where S(t) = −Tr (ρs(t) ln ρs(t)) is the von Neumann entropy of the system. The above equation is the dynamical
version of the second law which we had also obtained in Sec. IV for time-periodic Hamiltonians. Finally, we would like
to mention here that the above definitions of work and heat need to be modified in some cases, such as in the case of
autonomous or self-contained quantum thermal machines79,92–94.
A. Four stroke devices
Carnot, Otto and Stirling engines are prime examples of four stroke thermal machines as their operation are based
on cycles that are made up of four sequential strokes. The quantum analogues of these four stroke machines have been
extensively studied, particularly the Otto engine has received the most attention followed by the Carnot engine. This is
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because the Otto cycle is the simplest to analyze owing to the fact that the heat and work exchanges occur separately
in different strokes, unlike the Carnot and Stirling cycles, in which both the processes occur simultaneously in the
isothermal strokes. In particular, note that the isothermal stroke requires a dissipative evolution with a time varying
Hamiltonian. However, exact formulations in terms of the Lindbladian framework exist only for the cases of static
and infinitesimally slowly varying Hamiltonians. Thus, the Lindbladian framework becomes inadequate when one is
interested in studying finite-time performances of the thermal machines. On the contrary, the Otto cycle provides no
such hindrance, as the natural separation of the work producing and heat exchanging strokes allows the former to be
rephrased in terms of unitary evolution in isolated conditions and the latter in terms of dissipative dynamics with
time-independent Hamiltonians.
In the following, we therefore restrict ourselves to reviewing the working principles of the quantum Otto cycle3,95–114
using the definitions of quantum heat and work discussed previously. We note at the outset that a vast amount of
research have gone into analyzing numerous aspects of the quantum Otto cycle and as such, a full-fledged discussion of
all such work is not feasible. We therefore, resort to highlighting only fundamental aspects of its working and outline
some of the interesting results that have been reported over the past few years.
1. The Otto Cycle
For the Otto cycle, we consider a quantum harmonic oscillator (QHO) as the working fluid with Hamiltonian,
H = pˆ
2
2m +
1
2mω
2(t)xˆ2 = ω(t)
(
a†a+ 1/2
)
, (72)
where xˆ and pˆ are the position and conjugate momentum operators, respectively. In addition, a denotes the annihilation
operator and ω is the natural frequency of the oscillator which can be controlled externally. The QHO can be coupled
to a hot or a cold thermal bath, having temperatures Th and Tc (Th > Tc), respectively. Further, we assume that the
initial frequency is ω(0) = ωA, i.e., H(0) = HA = ωA
(
a†a+ 1/2
)
, and the QHO is initialized in thermal equilibrium
with bath Th so that,
ρA =
e−HA/Th
Z(ωA, Th) , (73)
where Z(ω, T ) = Tr(e−HA/T ) and we have set kB = ~ = 1. The energy expectation value is found to be,
〈EA〉 = Tr(ρAHA) = ωA
(
〈n〉+ 12
)
= ωA2 coth
(
ωA
2Th
)
, (74)
where 〈n〉 is the mean occupation number. The quantum Otto cycle is now constructed as follows:
1. Isentropic compression – The QHO is decoupled from the hot bath and its Hamiltonian is tuned from HA → HB ,
where HB = ωB
(
a†a+ 1/2
)
and ωB ≤ ωA. The unitary evolution in isolated conditions does not affect the
Von-Neumann entropy of the TLS; hence it is an isentropic process. In the ideal cycle, the tuning occurs
adiabatically, which ensures that the occupation probabilities of the instantaneous eigen-energy levels remain
unchanged. The energy exchange, which importantly occurs only in the form of work, is given by
WAB =
ωB − ωA
2 coth
(
ωA
2Th
)
. (75)
2. Cold isochore – In this stroke, the QHO is coupled to the cold bath and allowed to thermalize with its Hamiltonian
held constant at H = HB. By virtue of Eq. (67a), this ensures that no work is performed. The only energy
exchange occurs in the form of heat transfer and is given by,
Qc =
ωB
2
(
coth
(
ωB
2Tc
)
− coth
(
ωA
2Th
))
(76)
3. Isentropic expansion – As in the compression stroke, the QHO is decoupled from bath and the Hamiltonian is
tuned as HB → HA. Once again, in the ideal case, the populations remain invariant, and the work performed is
found to be,
WBA =
ωA − ωB
2 coth
(
ωB
2Tc
)
. (77)
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4. Hot isochore – The cycle is completed by coupling the QHO to the hot bath so that it thermalises back to its
initial state as given in Eq. (73). The heat exchanged in the process is,
Qh =
ωA
2
(
coth
(
ωA
2Th
)
− coth
(
ωB
2Tc
))
(78)
We reemphasize that the work is performed only during the isentropes while heat is exchanged with the baths
only during the isochores. As the TLS returns to its intial state after each cycle, the total energy is conserved, i.e.
Qc +WAB +Qh +WBA = 0. The efficiency can be calculated as,
ηo = −WAB +WBA
Qh
= Qh +Qc
Qh
= 1− ωB
ωA
, (79)
where we have used the convention that W is positive if work is done on the system. When operating as a heat
engine, the net work output is positive, i.e. WAB +WBA ≤ 0. Using Eqs. (75) and (77), this inequality is simplified to
ωB/ωA ≥ Tc/Th. Hence the efficiency is limited by,
ηo ≤ 1− Tc
Th
. (80)
Thus, we find that the efficiency of the quantum Otto engine is bounded by the Carnot limit. As in the case of CTMs,
one can check that at the Carnot point, ωB/ωA = Tc/Th, the net work done as well as the heat exchanges vanish. For
ωB/ωA ≤ Tc/Th, the machine operates as a quantum refrigerator, where the COP is also found to be upper-bounded
by the COP of the Carnot refrigerator.
2. Efficiency at maximum power
In practice, the power output of an ideal Otto engine, as in the case of Carnot engine, is zero. This is because of the
fact that each of the adiabats as well as the isochores ideally requires an infinite time to achieve perfect adiabatic
evolution and thermalization, respectively. The efficiency at maximum power115–120 is therefore an important figure
of merit to analyze the engine’s performance. To evaluate the same, we expand the net work output in the high
temperature limit as,
W = − (WAB +WBA) = (ωB − ωA)
(
Tc
ωB
− Th
ωA
)
=
(
ωB
ωA
− 1
) Tc(
ωB
ωA
) − Th
 (81)
W is maximum when the ratio ωB/ωA satisfies ωB/ωA =
√
Tc/
√
Th. The efficiency at maximum power η¯ is thus,
η¯ = 1−
√
Tc
Th
, (82)
which is surprisingly identical to the Curzon-Ahlborn (CA) efficiency121 of an ideal engine operating with finite power.
To achieve finite power, it is necessary to devise ways to achieve both perfect adiabaticity and thermalization within
finite times. The time required in the former is in general much longer than the latter; a greater effort has thus been
devoted to engineer methods to achieve adiabatic evolutions in finite time, which we shall be briefly discussing below.
However, we note that protocols to achieve fast thermalization have also been explored recently122,123.
3. Quantum friction and shortcuts to adiabaticity
The fact that the strokes associated with work extraction are required to be adiabatic is better explained in terms of
quantum coherence. Diabatic excitations, associated with the build up of coherence in between the energy levels of the
system, are generated when the time allocated to the isentropic processes is finite and [H(t), H(t′)] 6= 0. The build up
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of coherence costs additional work, which effectively reduces the net useful work extracted from the heat reservoirs,
thus undermining the efficiency of the engine. Coherence therefore plays the role of ‘quantum friction’ which hampers
the engine’s ability to extract useful work.
A powerful technique which can mitigate work losses due to non-adiabatic driving is to utilize certain shortcuts to
adiabaticity101,124–128. One way in which this can be realized is by driving the working fluid along a certain path which
ensures that the final state reached at the end of the isentropic stroke does not have any coherence although they may
exist at intermediate times and the populations of the energy eigen-states are thus the same at the beginning and at
the end of the stroke. To illustrate, let us consider an isentropic stroke in which the frequency of the QHO is tuned
from ω(0) = ωi to ω(τ) = ωf in a finite duration of time τ . Now, consider the operator,
I(t) = 12
[
mω20
b2
xˆ2 + 1
m
(
bpˆ−mb˙xˆ)2] , (83)
where b is a time-dependent parameter and ω0 = const > 0. This operator becomes an invariant of evolution if the
parameter b satisfies the Ermakov equation,
b¨+ ω(t)2b = ω
2
0
b3
. (84)
Let us now impose the boundary conditions b(0) = 1, b˙(0) = b¨(0) = 0 and b(τ) =
√
ω0/ωf , b˙(τ) = b¨(τ) = 0. These
choices of boundary conditions lead to ω0 = ωi, I(0) = H(0) and I(τ) = ω0H(τ)/ωf . The set of these six boundary
conditions allows one to calculate a polynomial form of b(t) from which the required time-dependent tuning of ω(t)
can be determined.
The above results imply that an initial set of eigen-states of the Hamiltonian H(t) are also the eigen-states of the
operator I(t) at t = 0. Let us consider a generic initial state |ψ(0)〉 = ∑ cn(0) |φn〉, where |φn〉 are the eigen-states of
both I(0) and H(0). If ω(t) is subsequently tuned following Eq. (84), I(t) remains invariant and the state evolves as
|ψ(t)〉 = ∑ cn(0)eiθn(t) |φn(t)〉, where |φn(t)〉 are instantaneous eigen-states of I(t) but not H(t) (0 < t < τ) and θ(t)
is some time-dependent phase. Finally, since |φn(τ)〉 are also the eigen-states of H(τ), we conclude that the population
of each of the eigen-states are restored at t = τ .
An alternative but similar approach to adiabatic shortcuts is provided by counter-diabatic (CD) protocols110,129–133.
These protocols involve adding additional interactions to the system Hamiltonian; the dynamics resulting from the
inclusion of these additional CD interactions suppresses the diabatic excitations which would have been otherwise
generated in the system due to fast driving of the bare Hamiltonian. A general form of the CD interactions is obtained
as follows. Consider a system Hamiltonian of the form,
H0(t) =
∑
n
εn(t) |n(t)〉 〈n(t)| . (85)
Under adiabatic driving, the system initialized in a given energy eigen-state at t = 0 follows the same instantaneous
state throughout the evolution. The time evolution operator is therefore required to be of the form,
U(t) =
∑
n
eiφn(t) |n(t)〉 〈n(0)| . (86)
where φn(t) is the phase acquired by the nth eigen-state during the unitary evolution and is given by,
φn(t) = −1~
∫ t
0
dt′ (εn(t′)− i 〈n(t′)|∂t′n(t′)〉) . (87)
We wish to find the Hamiltonian which mimics the above time evolution without any adiabatic approximations. This
is easily done by substituting U(t) in the (Schrodinger) equation, H(t) = i~U˙(t)U†(t), which leads to,
H(t) = H0(t) +HCD(t) =
∑
n
εn(t) |n(t)〉 〈n(t)|+ i~
∑
n
(
|∂tn(t)〉 〈n(t)| − 〈n(t)|∂tn(t)〉 |n(t)〉 〈n(t)|
)
, (88)
where HCD encodes the CD interactions that are to be added to ensure an adiabatic evolution with reference to the
bare Hamiltonian H0. Of course, one must be careful to take into account the extra work done by the additional
counter-diabatic terms while calculating the net work output and efficiency of the thermal machine.
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4. Non-thermal baths
It is important to realize that coherence is not always detrimental to the performance of QTMs. In fact, coherence
plays the central role in boosting the work output of QTMs which utilize non-thermal baths as heat sources. In 2003,
Scully et. al.134 demonstrated that it is possible to extract work effectively from a single ‘phaseonium’ bath, which
consist of three-level atoms that have small amount of coherence between almost- degenerate lower energy levels, .
Dubbed as the photo-Carnot engine, the working fluid here is the radiation field generated by the atoms operating
between a phaseonium135 bath with temperature Th and a bath Tc with Th > Tc. The working fluid relaxes to a
thermal steady state with a temperature Tφ = Th(1 − n¯ cosφ), where Th is the temperature of the hot bath, n¯ is
the average photon number in the absence of coherence,  is a measure of the magnitude of the coherence and φ
is the associated phase. By appropriately tuning φ, it is therefore possible for the working fluid to attain a higher
temperature than the hot bath. This in turn allows work extraction even when Th = Tc, thus effectively permitting
work extraction from a single reservoir. Similar results were also reported in the context of quantum Otto engines,
where the use of such ‘quantum coherent fuels’ was shown to enhance performance136.
A slightly different mechanism by which the use of non-thermal baths can boost engine performance137is when the
working fluid itself is rendered non-thermal after interaction with the bath. This can be done, for example, by using
a squeezed thermal bath104,106,138–140 as the hot bath with squeezing parameter r. A QHO coupled to such a bath
thermalizes to a squeezed thermal state with mean phonon number138 〈n〉 = 〈n〉0 + (2〈n〉0 + 1) sinh2(r). Returning to
the analysis of the Otto cycle in Sec. VA1, we note that the initial energy expectation EA is modified as,
〈EA〉 = ωA2 coth
(
ωA
2Th
)
∆Hr, (89)
where ∆Hr = 1 + (2 + 1/〈n0〉) sinh2(r). Proceeding as in Sec. VA1, we calculate the efficiency which turns out to be
the same as the Otto engine efficiency ηo. However, the efficiency at maximum power is found to be,
η¯ = 1−
√
Tc
Th
(
1 + 2 sinh2(r)
) (90)
For r = 0, η¯ reduces to the CA efficiency obtained in Eq. (82) for the case of thermal reservoirs. On the other hand,
for r →∞, we find η¯ → 1, which appears to surpass the Carnot limit. Nevertheless, this does not violate the second
law as the non-thermal hot bath is found to have an effective higher temperature T ∗h > Th. On properly accounting for
this effective temperature, the upper bound of the efficiency is found to be bounded by the generalized Carnot limit,
ηgen = 1− Tc
Th
(
1 + 2 sinh2(r)
) . (91)
Using squeezed thermal baths, it was also shown that work extraction is possible even from a single squeezed bath
without violating the laws of thermodynamics139. More recently, the efficiency bound on such quantum thermal
machines has been quantitatively estimated using the notion of ergotropy, which quantifies the maximum amount of
work that can be extracted from non-passive states through unitary protocols141.
5. Four-stroke QTM based on many-body systems
An increasing amount of research in recent times is focusing on deploying quantum many-body quantum systems as
working fluid84,102,109,110,142–148 in quantum stroke engines. This is because many-body systems, besides having the
potential to naturally scale up the work output and efficiency per cycle of QTMs, are also capable of hosting certain
novel phenomena which have no single-particle counterparts and can serve as thermodynamic resources. As for example,
finite size scaling theory predicts102 that if the working fluid is operated closed to its critical point, the efficiency of the
Otto engine can approach the Carnot limit at finite power. Similarly, using results known from energy-level statistics
and localization properties of many-body localized phases, it has been shown that a quantum Otto engine operated
with the working fluid ramped between a localized and a thermal phase has significant advantages109. In particular,
this engine exhibits lesser fluctuations in work output and can be easily scaled up in size as the localization ensures that
different ‘sub-engines’ work independently of each other. At the same time, it is to be noted that ensuring adiabatic
driving protocols is a more challenging task in many-body systems as compared to single-particle systems. Recent
works110,143 have therefore focused on exploring viable shortcuts to adiabaticity protocols for many body quantum
heat engines.
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A remarkable feature which emerges in many-body quantum engines is that non-adiabatic affects in some cases may
even lead to enhancement of the engine’s performance. Such an enhancement has been demonstrated in the case of
an Otto engine where the working fluid is an interacting Bose gas confined in a time-dependent harmonic trap145.
The efficiency achieved using the many-particle system is greater than the efficiency of an ensemble of single particle
heat engines that have the same amount of thermodynamic resources at their disposal. Another mechanism146 though
which non-adiabatic affects can be exploited to tap into the cooperative resources of many-body systems is tied to the
notion of passive states7,149–151. Technically, passive states are characterized by density matrices which are diagonal in
energy basis and the population decrease with increase in energy. If a system is initially prepared in a passive state,
then no work can be extracted out of it through cyclic unitary protocols. In a single-particle Otto engine, the final
states after the completion of the isentropic strokes are passive states and the efficiency, as we have seen, is maximized
when the strokes are adiabatic. However, it can be shown that the direct product state of multiple identical copies of a
passive state, which is not additionally thermal, need not be a passive51. This opens up the possibility of extracting
extra amount of work in many-body systems. For maximizing efficiency, the direct product state at the end of the
isentropic strokes is required to be passive, which in turn necessitates non-adiabatic excitations so that the populations
among different copies can be interchanged. We will return to passive states in more detail when we address quantum
batteries in Sec. VIII.
6. Non-Markovian QTMs
In all the examples of four-stroke thermal machines considered thus far, the underlying assumption is that the
dynamics of the QTM is strictly Markovian in nature. However, significant new results have also been reported recently
for QTMs operating in the non-Markovian regime107,108,152–155. In general, non-Markovian dynamics can result in a
number of scenarios; such as in the limit of strong system-bath couplings and long decay times of bath correlation
functions which implies a bath with memory. In Ref [152], it was shown that frequent quantum nondemolition
measurements can lead to extraction of useful work from the system-bath correlation energy if the cycle is operated
within the bath memory time. Similarly, it was pointed out in Ref [107] that in an Otto cycle with a TLS as the
working fluid, thermalizing with a non-Markovian bath is not necessarily accompanied by a monotonous increase or
decrease in the effective temperature of the TLS. This in turn allows the Otto engine to attain an efficiency exceeding
the Carnot limit when operated in finite time. It has also been found that even if the system shares correlations with
only some degrees of freedom with the baths with the overall evolution remaining Markovian, the power output can
still be boosted153. It is fair to say that the impact of non-Markovian dynamics on the operation of QTMs is far from
being fully explored and more research in this direction is expected in near future.
B. Two stroke devices
Apart from four-stroke thermal machines, it is also possible to construct reciprocating thermal machines based
on two-stroke cycles156–161. The reduction in number of strokes per cycle is compensated by increasing the number
of systems or working fluids to two. As for example, consider two qubits S1 and S2 with energy gaps ω1 and ω2,
respectively. These qubits can be individually coupled to two thermal baths with temperatures T1 and T2, such that
T1 > T2. The two-stroke cycle consists of the following sequential strokes – (1) a thermalization stroke in which the
qubits S1 and S2 are coupled with the baths having temperatures T1 and T2, respectively, and allowed to thermalize;
(2) a unitary stroke in which the two qubits interact with each other, with no contact whatsoever with the baths, and
work is performed on the composite system. The thermal machine based on this two-stroke cycle can work in three
different modes depending on the ratio of the energy gaps ω1 and ω2. The different modes are characterized by the
relative sign of the heat gained from the hot (cold) bath Qh (Qc) and the work performed W . These modes and their
regime of operation are listed below:
• Refrigerator (Qh < 0, Qc > 0, W > 0), when ω1/ω2 > T1/T2.
• Engine (Qh > 0, Qc < 0, W < 0), when 1 < ω1/ω2 < T1/T2.
• Accelerator (Qh > 0, Qc < 0, W > 0), when ω1/ω2 < 1.
In the engine mode of operation, the efficiency is identical to that of the Otto cycle and is upper bounded by the
Carnot efficiency, ηtwo−stroke = 1− ω2/ω1 < 1− T2/T1. In Sec. VIIC, we will discuss the working of the two-stroke
cycle in more detail with an application of the same to quantum magnetometry50.
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VI. EQUIVALENCE OF THERMAL MACHINES
Naively, the two broad class of quantum thermal machines we have discussed, namely the continuous and reciprocating
thermal machines, may appear to be vastly different in terms of their construction and operation. However, it was
pointed out that in the limit of small bath action that, they are indeed thermodynamically equivalent159. The
equivalence is valid within the Markovian and rotating wave approximations. To elaborate, consider the mapping
ρN×N → |ρ〉1×N2 of the density matrix of a N -level system. The GKLS master equation, governing the evolution of
the density matrix can therefore be represented as,
i~
d |ρ〉
dt
= H(t) |ρ〉 , (92)
where HN2×N2 is the super-operator which consists of terms arising from the system Hamiltonian as well as Lindblad
operators. The bath action is then defined as159,
s =
∫ τcyc
0
‖H˜(t)‖dt, (93)
where τcyc is the duration of one full cycle of operation, H˜ denotes the super-operator H in the interaction picture
and ‖ · ‖ is the operator norm defined as ‖ · ‖ = max√eig(·†·). In the regime of small bath action with respect to the
Planck’s constant, s ~, it can be shown that the state of the system in the continuous and reciprocating thermal
machines differs by order O(s/~) before completion of the cycle and by O((s/~)3) at the end of the cycle. In fact, the
work and heat transferred also differ by the same order of magnitude. Physically, the emergence of the equivalence is
explained as follows. In general, work can be extracted through a coherent mechanism which involves alteration of
the off-diagonal terms of the density matrix in energy eigen basis, as well as a stochastic mechanism which involves
alteration of populations. In continuous machines, only the coherent mechanism is present while in the reciprocating
machines, the stochastic mechanism is also present. In the limit of small bath action, the coherent mechanism strongly
dominates and hence the thermal machines types become thermodynamically equivalent. Later, this equivalence was
also extended to non-Markovian systems162.
VII. APPLICATIONS IN QUANTUM METROLOGY
In this section, we review a couple of recently proposed applications of quantum thermal machines in the field of
quantum metrology43–46,54–56. The basic idea behind the protocols is to use quantum thermal machines as sensitive
probes, which can be coupled to a given system and some parameter of the system is then estimated through an
indirect measurement on the probe. The precision attained by using a particular protocol is assessed through a
comparison with the minimum bound on the relative error dictated by the quantum Cramer-Rao bound43,54,57,163–166.
This bound is quantified by the so called quantum Fisher information, which unlike the classical Fisher information,
has a geometrical origin and is therefore uniquely determined by the state of the system on which the measurement is
to be performed. It is therefore imperative that we present a brief summary of the QFI before moving on to discuss
the protocols in detail.
A. Quantum Fisher Information
Let us consider that we wish to estimate a parameter θ through an indirect measurement on a random variable X.
The probability that the outcome of a measurement on X is xi ∈ X, is determined by the conditional probability
(x|θ). The parameter θ is read off from the measurement on X through the estimator θˆ(X). Let us assume that the
true value of the parameter is θ = θ0. Further, we assume an unbiased estimator, i.e.
〈θˆ(x)− θ0〉 = 0. (94)
Taking a partial derivative w.r.t. θ0, we get,
∂
∂θ0
〈θˆ(x)− θ0〉 =
∫ (
θˆ(x)− θ0
) ∂p(x|θ0)
∂θ0
dx−
∫
p(x|θ0)dx = 0. (95)
or, ∫ (
θˆ(x)− θ0
)
p(x|θ0) ∂
∂θ0
log p(x|θ0)dx = 1, (96)
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where we have used the equalities ∂θ0p(x|θ0) = p(x|θ0)∂θ0 log p(x|θ0) and
∫
p(x|θ0)dx = 1. Next, consider the following
relation by virtue of the Cauchy-Schwarz inequality,
∫ [ (
θˆ(x)− θ0
)√
p(x|θ0)
][√
p(x|θ0) ∂
∂θ0
log p(x|θ0)
]
dx
≤
√[∫ (
θˆ(x)− θ0
)2
p(x|θ0)dx
][ ∫
p(x|θ0)
(
∂
∂θ0
log p(x|θ0)
)2
dx
]
. (97)
Recognizing, ∫ (
θˆ(x)− θ0
)2
p(x|θ0)dx = Var(θ), (98)
and rearranging Eq. (96) appropriately, we arrive at the (classical) Cramer-rao bound,
Var(θ) ≥ 1I(θ0) , (99)
where I(θ0) is the classical Fisher information (CFI) given by,
I(θ0) =
∫
p(x|θ0)
(
∂
∂θ0
log p(x|θ0)
)2
dx =
∫ 1
p(x|θ0)
(
∂p(x|θ0)
∂θ0
)2
dx. (100)
The CFI, as defined above, depends on the probability distribution p(x|θ). In other words, the CFI is influenced by
the choice of the random variable X used for estimating the parameter θ.
From a quantum mechanical viewpoint, the probability distribution p(x|θ) is obtained as p(x|θ) = Tr [ρθΠx], where
{Πx} refers to the set of elements of a positive-operator-value-measure (POVM) and ρθ is the state of the quantum
system which naturally depends on the parameter θ. The CFI can therefore be written as,
I(θ0) =
∫ Tr [∂θ0ρθ0Πx]2
Tr
[
ρθ0Πx
] dx = ∫ Re
(
Tr
[
ρθ0ΠxLθ0
])2
Tr
[
ρθ0Πx
] dx, (101)
where we have introduced the symmetric logarithmic derivative (SLD) Lθ0 which is defined as,
∂ρθ0
∂θ0
= 12 (Lθ0ρθ0 + ρθ0Lθ0) . (102)
Using the inequality Re(z) ≤ |z|, we therefore obtain,
Iθ0 ≤
∫ ∣∣∣∣∣∣∣∣
Tr
[
ρθ0ΠxLθ0
]
√
Tr
[
ρθ0Πx
]
∣∣∣∣∣∣∣∣
2
dx =
∫ ∣∣∣∣∣∣∣∣Tr
 √ρθ0
√
Πx√
Tr
[
ρθ0Πx
]√ΠxLθ0√ρθ0

∣∣∣∣∣∣∣∣
2
dx, (103)
Using the Cauchy-Scwarz inequality again, we finally arrive at,
Iθ0 ≤
∫
Tr [ΠxLθ0ρθ0Lθ0 ] dx = Tr
[
ρθ0L
2
θ0
]
= Hθ0 , (104)
where we have used the completeness of the POVM
∫
Πxdx = I in obtaining the second equality. The quantity θ′
is the quantum Fisher information, which is purely a geometrical quantity and does not depend upon the choice of
measurement parameter X. The QFI therefore sets a stricter bound on the relative error bound,
Var(θ) ≥ 1Hθ0
. (105)
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To derive a more explicit form of the QFI, we write the solution pf the SLD obtained from Eq. (102) as,
Lθ0 = 2
∫ ∞
0
(
e−ρθ0 t
∂ρθ0
∂θ0
e−ρθ0 t
)
dt. (106)
Substituting ρθ0 =
∑
i pi |φi〉 〈φi|, the above equation simplifies to,
Lθ0 =
∑
i
1
pi
∂pi
∂θ0
|φi〉 〈φi|+
∑
i6=j
pi − pj
pi + pj
〈φj | ∂
∂θ0
|φi〉 |φj〉 〈φi| . (107)
The QFI obtained in Eq. (104) hence assumes the form,
Hθ0 =
∑
i
1
pi
(
∂pi
∂θ0
)2
+ 2
∑
i6=j
(pi − pj)2
pi + pj
∣∣∣∣〈φj | ∂∂θ0 |φi〉
∣∣∣∣2 . (108)
The geometrical origin of the QFI is now explicitly seen as the above expression derived for the QFI is identical to
that of fidelity susceptibility FI(θ0) = −2 lim→0 ∂2F (ρ(θ0 + ), ρ(θ0)) /∂2, where F(ρ1, ρ2) = Tr
[√√
ρ1ρ2
√
ρ1
]
is
the fidelity between the states ρ1 and ρ2.
B. Quantum thermometry
A QTM operating at Otto efficiency was shown to be capable of measuring very low temperatures with high precision
in Ref. [47], mimicking the role of a nano-scale thermometer. The thermal machine is constructed using a circuit-QED
setup where the working fluid consists of two LC oscillators with characteristic frequencies Ωh and Ωc, coupled to each
other through a Josephson junction. In addition, each of the oscillator is coupled to distinct thermal baths having
temperatures Th and Tc, respectively, where the temperature Tc is unknown and is to be measured. A bias voltage
V supplies external energy or power to the set of oscillators. Under the resonance condition 2eV = Ωh − Ωc the
Hamiltonian reads167,
H = EJ2
(
a†hAhAcac + h.c.
)
, (109)
where EJ is the Josephson energy and ah(c) is the annihilation operator acting on the Fock space of the oscillator with
frequency Ωh(c) and the operators. The operators Aα are of the form167,
Aα = 2λαe−2λ
2
α
∑
nα
L
(1)
nα (4λ2α)
nα + 1
|nα〉 〈nα| , (110)
where λα are the amplitude of oscillator zero-point phase fluctuations, Lkn(x) are the generalized Laguerre polynomials
and |nα〉 are Fock-states associated with the oscillator with frequency Ωα. Similarly, the current operator assumes the
form,
I = −eEJ
i
(
a†hAhAcac − h.c.
)
. (111)
The dynamical evolution of the system is assumed to be governed by the Lindblad master equation. In the steady
state operation, the heat currents are given by,
Jh(c) = Ωh(c)κh(c)
(
〈nh(c)〉 − nh(c)B
)
(112a)
and the power is calculated as,
P = V 〈I〉, (112b)
where κh(c) is the decay rate associated with the bath with temperature Th(c), nh(c)B is the mean occupation number of
the corresponding baths and 〈·〉 denotes expectation values in the steady state.
Using the above equations, one can show that the steady state operation resembles that of a quantum heat engine
or refrigerator. Further, the engine like operation is characterized by an efficiency equal to the Otto efficiency
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Figure 2. (a) Schematic representation50 of the two stroke quantum thermal machine. (b) The heat exchanged with the baths
and work done as a function of ωk. At the Carnot point ωk = 5, all of the quantities reverse their sign signaling the transition
from engine-like to refrigerator-like operation or vice-versa. For these particular numerical results, the interaction Hamiltonian is
assumed to induce a swap of populations between the two TLSs at the end of the unitary stroke which corresponds to choosing
θ = pi/2 in Eq. (119).
η = 1−Ωc/Ωh, which approaches the Carnot efficiency in the limit of vanishing heat currents and power. The unknown
temperature Tc is determined as follows. For a fixed set of Ωc and Ωh, whose values are assumed to be known with
high precision, one can vary Th until the steady state power vanishes. As the power and heat currents vanish only
when the device attains Carnot efficiency, the following condition must be satisfied,
Tc
T ∗h
= ΩcΩh
, (113)
where T ∗h is the temperature of the hot bath for which the power vanishes. The temperature Tc can therefore easily be
calculated as Tc = T ∗hΩc/Ωh.
The error in measurement can be estimated using the error propagation formula,
∆Tc =
√(
∂〈I〉
∂Tc
)−2
(∆I)2 +
(
Ωc
Ωh
)2
(∆Th)2, (114)
where ∆X denotes the root mean square error in the measurement of parameter X. By choosing Ωh  Ωc, the
second term (under the root) on the r.h.s of the above equation can be neglected. To evaluate the remaining
term, an approximate model is considered by substituting EJAhAc/2 = g. In this case, the error evaluates to
∆Tc = αT 2c sinh (Ωc/2Tc) /Ωc. At the same time, the minimum possible error in measuring the temperature as
determined from the Cramer-Rao bound (see Eq. (105)) is found to be ∆T crc = 1/HTc = β∆Tc/α, where β and α
depend on the coupling constants. For any choice of the coupling constants, one always finds α ≥ β which is expected
as the minimum error can not be lower than that of the Cramer-Rao bound. The optimal value is found to be
α/β ≈ 2.55 which shows that the proposed thermometer is capable of measuring temperatures with a precision close
to the maximum theoretically possible precision.
C. Quantum Magnetometry
As in thermometry, it has also been proposed that it is possible to boost precision of weak field magnetometry
measurements by utilizing a two-stroke QTM acting as a quantum probe50. To elaborate, let us consider two qubits
labeled as K and U , which are coupled to two separate magnetic fields of known and unknown intensities, respectively.
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Further, we assume that the known magnetic field is relatively stronger than the unknown field. This setting therefore
gives rise to two TLSs, whose energy levels are denoted as ±ωk and ±ωun, with ωk > ωun. In addition, we also have
two thermal baths with temperatures Th and Tc, such that Th > Tc. Initially, K and U are assumed to be in thermal
equilibrium with the hot bath Th and cold bath Tc, respectively, with no interactions existing between the two. The
density matrix of the total system (excluding the baths) is therefore given by,
ρtot(0) = ρk(0)⊗ ρun(0), (115)
where
ρun(0) =
(
nun 0
0 1− nun
)
= 1Zun
(
e−
ωun
Tc 0
0 e
ωun
Tc
)
, (116a)
ρk(0) =
(
nk 0
0 1− nk
)
= 1Zk
(
e
−ωkTh 0
0 e
ωk
Th
)
. (116b)
Here, nun(k) denotes the excited state population of U (K) and Zun(k) are the respective partition functions. The
device is then operated in a two-step cycle as per the following strokes (see Fig. 2(a)):
1. Unitary Stroke: The TLSs are decoupled from their respective baths and allowed to interact with each other;
this interaction lasts for a duration of time τU . We specifically consider an interaction of the form,
HI(t) = 2ωI(t) (|↑k〉 |↓un〉 〈↓k| 〈↑un|+ h.c.) (117)
where {|↑k(un)〉 , |↓k(un)〉} is the energy eigenbasis of the TLS K(U) and ωI(t) is a time-dependent modulation.
This choice of HI(t) results in a unitary evolution in which only the projection of ρtot(0) on the subspace spanned
by the states |↑k〉 |↓un〉 and |↓k〉 |↑un〉 is rotated. We denote this rotation by an angle θ.
2. Thermalization Stroke: At the end of the unitary stroke, the interaction HI(t) is switched off and each TLS
is again coupled to its respective thermal bath, i.e., the bath with which it was initially in equilibrium before
the unitary stroke. This thermalization stroke last for a duration of time τT with the assumption that τT is
sufficiently long so that each TLS returns to its initial configuration given by Eq. (116). Note that heat exchanges
between the TLSs and the baths only occur during this second stroke.
The work done and the heat exchanged during the cycle are calculated as follows. Since all heat exchanges occur
during the thermalization stroke, one can calculate the same using (67b) as,
Qh(c) = Tr[ρk(un)(τU + τT)Hk(un)]− Tr[ρk(un)(τU)Hk(un)] (118)
where, ρk(un)(t) = Trun(k)[ρtot(t)]. On simplification, this evaluates to,
Qc = 2ωun(nun − nk) sin2 θ, (119a)
Qh = 2ωk(nk − nun) sin2 θ. (119b)
Using the first law, the work done evaluates to
W = −2(ωk − ωun)(nk − nun) sin2 θ. (119c)
It is easy to see from the above expressions that if nk > nun, the machine acts as an engine while it acts as a refrigerator
if nk < nun (see Fig. 2(b)). In the regime of engine-like operation, the efficiency is found to be equal to the Otto
efficiency,
η = −W
Qh
= 1− ωun
ωk
, (120)
Importantly, the transition from engine-like to refrigerator-like operation occurs at nk = nun. It follows from Eq. (116)
that this is possible when,
ωun
ωk
= Tc
Th
. (121)
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At this transition point, the efficiency equals the Carnot efficiency accompanied by the vanishing of heat exchanged
and work performed during the cycle.
The intensity of the unknown magnetic field to which the qubit U was coupled can now be determined using
Eq. (121). Experimentally, the Carnot point can be identified by carefully tuning ωk (the known magnetic field) and
observing when the heat exchanged and the work done vanishes. Indeed, one only needs to look for a sign reversal
in the magnitude of these quantities, which in general, can be done much more accurately than determining exact
values of the same. Provided that the temperatures of the baths are accurately known, the error in determining
ωun is therefore ∆ωun = ∆ωkTc/Th. Further, the error ∆ωk has contributions arising from two sources – (i) from
measurement errors in determining the null of the heat exchanges or the work and (ii) the error in directly measuring
ωk through standard methods. The former can be shown to be negligibly small under certain feasible conditions50.
Consequently, the error ∆ωk arises solely from its direct measurement and this is equal to the error (∆ωun)dir that
would have been present if ωun was measured directly. Hence, we can write,
∆ωun = (∆ωun)dir
Tc
Th
. (122)
Therefore, the indirect measurement by using the two-stroke thermal machine helps in reducing the error in measuring
the weaker magnetic field by a magnitude of Tc/Th as compared to a direct measurement.
It is important to note that the protocols discussed above are based on the Wheatstone bridge principle, where an
unknown parameter is measured by tuning another auxiliary parameter and searching for the zero-point where some
observable such as the currents vanish. At this point, the values of the known and the unknown parameters must
satisfy a certain preset ratio which therefore enables one to estimate the unknown parameter. The practical advantage
of these protocols resides in the fact that such zero-point measurements in general can be carried out with very high
precision as compared to absolute value measurements. Further, knowledge of other microscopic parameters in the set
up is not required which eliminates possible sources of error arising from the uncertainty in the known value of such
microscopic parameters.
VIII. QUANTUM BATTERIES
As much as it is important to engineer devices that extract energy or useful work from heat sources, it is also equally
important to realize ways of efficiently storing this energy. As with thermal machines, it is natural to ponder whether
quantum effects can be utilized to our advantage so as to facilitate a better storage of useful energy, or faster charging
as well as discharging of batteries operating in the quantum regime. The study of so called quantum batteries deal
precisely with these questions and is currently one of the most active fields of research. In this section, we introduce the
fundamentals of quantum batteries and outline some of the recent advances in this rapidly developing field. We shall
first review the concept of passive states, which are the target states of any unitary protocol that aims to facilitate
maximal energy extraction from a quantum system. Subsequently, we shall also see how the presence of entanglement
may speed up the process of energy deposition or energy extraction from the battery, commonly referred to as charging
or discharging the quantum battery, respectively. Before proceeding with the detail, we would like to remark here that
majority of the work in this area so far has focused on unitary charging and discharging protocols. These include
case studies where the ‘charging’ corresponds to a unitary evolution of the battery under a time-dependent driving
Hamiltonian as well as other cases in which energy is transferred from an external source (charger) to the battery under
a global unitary evolution. We shall therefore limit the discussions mostly to unitary protocols and only highlight a
couple of works dealing with dissipative protocols at the end of this section.
A. Passive states and maximal work extraction
In a unitary evolution of a quantum system, the von-Neumann entropy remains invariant, which follows directly
from the fact that the eigen-values of the density matrix is not altered through a unitary transformation. However, the
converse is not true – two states having the same von-Neumann entropy are not necessarily connected by a unitary
transformation, except in two-dimensional Hilbert spaces. This simple observation suggested that the maximum work
(per unit cell) that can be extracted from a ‘battery’ of cells can be higher than that possible from a single cell51. To
elaborate further, we first recall the notion of passive states7,149–151 which we had briefly touched upon previously in
Sec. (VA).
Let us consider a system with Hilbert space dimension d and Hamiltonian H0 such that h0 =
∑d
j=1 εj |j〉 〈j| with
εj ≤ εj+1. We are interested in the unitary evolution of the system when an arbitrary local interaction is switched on,
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so that the total Hamiltonian reads,
h(t) = h0 + h1(t). (123)
Note that this can also be interpreted as quenching the system. The Hamiltonian h1(t) remains finite for 0 ≤ t ≤ τ and
vanishes otherwise; the operation is thus cyclic in nature. Denoting the initial state of the system as ρ, the maximum
amount of work which can be extracted from it during this cyclic process is known as ergotropy7,151, defined as,
E1 = W 1U,max = Tr [ρh0]− min
U(τ)∈SU(d)
{Tr [U(τ)ρU(τ)†h0]}
= Tr [ρh0]− Tr [σρh0] , (124)
where the superscript ‘1’ denotes that we are working with a single cell or single copy of the system, W 1U,max denotes
the maximum work that can be extracted using unitary operations and U(τ) are unitary time-evolution operators
acting for the duration of time τ . Note that the minimization in the first equality above is over all d-dimensional
unitary matrices (belonging to the SU(d) group) and hence an implicit minimization over τ is also implied. In the
second equality, σρ is the passive state corresponding to ρ, defined as the state having zero ergotropy. Hence, no energy
can be extracted from σρ through cyclic unitary processes, i.e.
∆E = −W 1U = Tr
[
UσρU
†h0
]− Tr [σρh0] ≥ 0, ∀ U ∈ SU(d). (125)
where a positive value of ∆E corresponds to a negative work extraction, or equivalently, a work deposition on the
system. In general, it can be shown that a state is passive if it is diagonal in the energy eigen-basis of the system
with non-decreasing diagonal elements (populations), when arranged in the order of non-increasing energies, i.e.
σ =
∑d
j=1 sj |j〉 〈j| with sj ≥ sj+1 for εj ≤ εj+1149,150. Consequently, the passive state σρ which can be attained by
means of local unitary operations on ρ is unique in nature.
Since ρ and σρ are connected by a unitary transformation, they have the same Von-Neumann entropy, S(ρ) = S(σρ).
However, there may exist other states that have the same entropy as ρ but with energies even lower than σρ, although
not accessible by unitary transformations alone. Using the fact that the thermal state ζρ = e−βh0/Tr
[
e−βh0
]
minimizes
the free energy,
Tr(ρh0)− 1
β
S(ρ) ≥ Tr(ζρh0)− 1
β
S(ζρ), (126)
where the inverse temperature β is determined by the entropy constraint S(ζρ) = S(ρ), we have Tr(ρh0) ≥ Tr(ζρh0).
Hence, the maximum work that can be extracted from ρ is51,
W 1max = Tr [ρh0]− Tr[ζρh0] (127)
Hence, there remains an unattainable work of magnitude W 1max −W 1U,max within a constraint of constant entropy,
which can not be extracted by local unitary protocols acting on the system.
However, the above scenario completely changes when one considers a battery of cells where each cell corresponds
to an identical copy of ρ. In this case, it becomes possible to attain a higher work extraction capacity per system
than that possible from a single copy of the system. The possibility arises because in general, for n copies of the
system, ⊗nσρ may not necessarily be the same as σ⊗nρ. In fact, it is easy to check that only the thermal states
satisfy this equality, i.e. ⊗nζρ = σ⊗nρ, and hence they are also known as completely passive states. Denoting the
battery Hamiltonian as H0 =
∑n
i h0,i, where h0,i is the Hamiltonian of the ith cell . Let us now define the maximum
extractable work per unit cell,
wmax =
Wnmax
n
= 1
n
(
Tr [⊗nρH0]− Tr [σ⊗nρH0]
)
, (128)
In the limit n→∞, it can be shown that51,
lim
n→∞wmax = W
1
max, (129)
In other words, the maximum work extracted per system or ‘cell’ in a quantum battery can saturate the maximum
available thermodynamic energy within the constraint of a constant entropy.
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B. Entangling vs non-entangling protocols
Let us suppose that we wish to extract the maximum work available from a battery through a unitary evolution
U such that U(⊗nρ)U† = σ⊗nρ. The initial state of the battery ⊗nρ, by construction, is separable as it exists as a
direct product of the states of the individual cells. The final state σ⊗nρ is diagonal in the eigen-basis of the battery
Hamiltonian, H0 =
∑n
i=1 h0,i and hence is also separable. We can now categorize the unitary operators U facilitating
the required work extraction into two groups – one in which the battery remains separable at all intermediate times
and another in which the individual cells are allowed to get entangled at intermediate times.
As an illustration52, consider the simple case in which the initial state ⊗nρ is also diagonal in the energy basis
but not passive, ⊗nρ = diag (p1, p2, . . . , pdn). The required unitary protocol for maximum work extraction therefore
corresponds to a set of permutation operations which rearrange the populations of the density matrix. Note that
permutation operations are non-local in nature and is capable of generating entanglement. Let us consider one such
operation 〈α| ⊗n ρ |α〉 ≡ pα  pβ ≡ 〈β| ⊗n ρ |β〉, where |α(β)〉 = |iα(β)1 , iα(β)2 , . . . , iα(β)n 〉 with |iα(β)j 〉 denoting the state
of the jth cell. One possible way to carry out this transposition while preserving the separability of the state at all
times is to carry out a sequence of 2n− 1 operations as follows,
|iα1 , iα2 , . . . , iαn〉 |iβ1 , iα2 , . . . , iαn〉 |iβ1 , iβ2 , . . . , iαn〉
 |iβ1 , iβ2 , . . . , iβn〉 . (130)
On the other hand, if entanglement generation is permitted, than the above operation can be completed in a single step
with a unitary operation of the form U =
∑
µ6=α,β |µ〉 〈µ|+ |α〉 〈β|+ |β〉 〈α|52. The second approach can be considered
equivalent to taking a shortcut through the subspace of entangled states in the Hilbert space, as opposed to restricting
to the subspace of separable states.
The above illustration provides two important results52. Firstly, maximal work can be extracted from a battery
without requiring any generation of entanglement between the individual cells. Secondly, a large number of operations
are required to extract the work if the battery is to remain in a separable state at all instants of time, thus requiring a
long time in the process. These observations naturally give rise to the question – can quantum entanglement provide
an advantage in terms of the speed of the charging or discharging of quantum batteries.
C. Quantum speed limits
It is important to realize that for a set of fixed initial and final states (and hence a fixed energy difference), the speed
of charging is intricately tied to the concept of quantum speed limits (QSL)168,169. QSLs put a fundamental lower
bound on the minimum time of evolution between two given states; these bounds are consequences of the energy time
uncertainty relation ∆E∆t ≥ ~. Various such bounds168 have been proposed in literature depending on the evolution
process under consideration. For our purpose, consider the evolution of the density matrix ρ(t) =
∑
i pi |φi(t)〉 〈φi(t)|,
driven by a time-dependent Hamiltonian H(t). The Bures angular distance170 defines the distance between two states
ρ1 and ρ2 in the density matrix space as,
D(ρ1, ρ2) = arccos [F(ρ1, ρ2)] , (131)
where F(ρ1, ρ2) = Tr
[√√
ρ1ρ2
√
ρ1
]
is the Uhlmann’s fidelity171. For two states separated by an infinitesimal evolution,
the distance is given by163,168,
lim
∆t→0
ds2(ρ(t), ρ(t+ ∆t)) = 14Ht∆t
2, (132)
where Ht is the QFI, previously discussed in Sec. VIIA. Using the general expression for QFI derived in Eq. (108) and
the fact that the eigen values of ρ remain invariant in unitary evolution, we evaluate the QFI with respect to time as
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follows,
Ht = 2
∑
i6=j
(pi − pj)2
pi + pj
∣∣∣∣〈φj | ∂∂t |φi〉
∣∣∣∣2
= 2
∑
i6=j
(pi − pj)2
pi + pj
∣∣∣∣〈φj | H(t)− 〈H(t)〉~ |φi〉
∣∣∣∣2
≤ 2
∑
i 6=j
(pi + pj)
∣∣∣∣〈φj | H(t)− 〈H(t)〉~ |φi〉
∣∣∣∣2
= 4(∆H(t))
2
~2,
(133)
where ∆H(t) =
√〈H2(t)〉 − 〈H(t)〉2 and we have used the inequality (pi+pj)2 ≥ (pi−pj)2 for pi, pj ≥ 0. The equality
is satisfied in the above equation for pipj = δi,j ; or equivalently, for pure states. The speed of evolution is therefore
found to be,
ds
dt
= 12
√
Ht ≤ ∆H(t)~ . (134)
Thus, given a pair of initial and final states ρ(0) = ρi and ρ(τ) = ρf , respectively, the time required to traverse the
distance between them is calculated by integrating over the Bures distance between them and the time taken,∫ D(ρi,ρf )
0
ds ≤ 1
~
∫ τ
0
∆H(t)dt (135)
Therefore, we obtain a lower bound on the minimum time required in any unitary evolution as,
τ ≥ τQSL ≥ ~D(ρ(t), ρ(t+ τ))∆Eτ , (136)
where,
∆Eτ =
1
τ
∫ τ
0
∆H(t)dt. (137)
As already mentioned, the second inequality in Eq. (136) saturates for pure states ρ(t) = |ψ(t)〉 〈ψ(t)| and we obtain,
τpureQSL = ~
arccos |〈ψ(t)|ψ(t+ τ)〉|
∆Eτ
(138)
The bound derived in Eq. (136) is known as the Mandelstam-Tamm172 bound for arbitrary mixed states. Sometimes,
a unified bound173 is used which combines the Mandelstam-Tamm bound with the Margolus-Levitin bound174 and is
given as,
τ ≥ τQSL ≥ ~D(ρ(t), ρ(t+ τ)min{∆Eτ , Eτ} , (139)
where,
Eτ =
1
τ
∫ τ
0
H(t)dt. (140)
Note that the Bures angular distance considered above measures the physical distinguishability of the initial and
final states. However, from the perspective of quantum batteries, it is also important to consider how much the states
are distinguishable in terms of their average energy. With this motivation, a different speed limit was recently analyzed
in Ref. [175], where the distance between a pair of states is measured in the energy space as follows. Let us consider
the probability distribution of a pair of density matrices ρ1 and ρ2 in the energy eigen basis as, pk = Tr [ρ1Πk] and
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qk = Tr [ρ2Πk], respectively, where Πk = {|k〉 〈k|} is the projection operator on the energy eigen-state |k〉. The distance
is then defined as the relative entropy distance or the Kullback-Liebler divergence between these two distributions170,
DKL(p, q) =
∑
k
pk log2
pk
qk
. (141)
For states separated by infinitesimal time ∆t, the distance can be expanded upto second order in ∆t as,
lim
∆t→0
DKL(p(t), p(t+ ∆t)) =
∑
k
1
2pk
(
dpk
dt
)2
∆t2. (142)
The speed limit in the energy space is therefore defined as175,
vE(t) = lim
∆t→0
√DKL(ρ(t), ρ(t+ ∆t))
∆t =
√
IE(t)
2 , (143)
where
IE(t) =
∑
k
1
pk
(
dpk
dt
)2
, (144)
is the classical Fisher information (see Eq. (100)) defined on the energy eigen-space.
D. Quantum advantage
The power of a quantum battery is defined as the speed at which energy can be deposited on it (charged) or the
rate at which useful work can be extracted from it (discharged). Any enhancement in the power of a quantum battery
resulting from quantum effects such as entanglement is dubbed as quantum advantage53. As we shall see below, QSLs
enforce certain bounds on any possible quantum advantage in the charging or discharging process of quantum batteries.
We discuss these bounds by analyzing QSL restrictions on both the Hilbert space as well as the energy space.
1. From speed limit considerations in Hilbert space
The comparison of the charging power of quantum batteries using local (non-entangling) and non-local (entangling)
operations was first considered in Refs. [53,176]. It was argued that a quantum advantage can be meaningful only when
the thermodynamic resources available to the entangling protocols is same as that of non-entangling protocols. In other
words, any trivial enhancement of the charging power simply resulting from availability of more energy in the driving
Hamiltonian must be properly accounted for. This necessitates appropriate re-scaling of the driving Hamiltonian in
the entangling protocol, which ultimately results in an extensive scaling of the quantum advantage.
To elaborate, let us consider a quantum battery composed of n cells. We wish to compare two charging protocols as
given below:
1. Parallel charging: Each of the battery cell is driven simultaneously under the action of an identical Hamiltonian,
H‖(t) = h0 + V‖(t), (145)
were h0 is the un-driven Hamiltonian of a single cell.
2. Collective charging: The battery is collectively driven with the Hamiltonian,
H#(t) = H0 + V#(t), (146)
where H0 =
∑n
i=1 h0,i, with h0,i = h0 ∀i.
The charging takes place for a duration τ and V ‖(t) = V #(t) = 0 for t < 0, t > τ . We also assume that the same final
state is achieved using both the protocols starting from a given initial state. The quantum advantage for collective
charging is then defined as the ratio of the power for collective and parallel charging53,
Γ = P
#
P ‖
= τ
‖
τ#
. (147)
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We now make use of the QSL results discussed in Sec. VIII C; specifically in context of the inequality presented in
Eq. (139). As already mentioned, one must rule out any trivial enhancements in power due to transfer of more energy.
For this purpose, let us first put a constraint (C1) on the driving Hamiltonian of the form E#τ ≤ nE‖τ , where E#,‖τ is
the time-averaged mean energy defined in Eq. (140). From Eq. (139), we therefore obtain,
τ# ≥ τ#QSL ≥ Dn/E#τ ≥
Dn
nE
‖
τ
, (148)
and hence the quantum advantage is upper bounded as,
ΓC1 ≤ nE
‖
τ
Dn τ
‖ = nβD1Dn , (149)
where β = τ‖/τ‖QSL ≥ 1 and D1(Dn) is the Bures angular distance between the initial and final density matrices of the
cell (battery). Similarly, if the variance is constrained (C2) in stead of the mean energy, one can show that,
ΓC2 ≤
√
nβ
D1
Dn . (150)
The inequalities derived above shows that collective charging protocols provide a quantum advantage over parallel
ones that scales extensively. The exact scaling depends on the particular choice of the constraint applied on the driving
Hamiltonian of the collective charging protocol. However, if the initial state lies within the separable ball, defined as the
‘ball’ of region centered on the maximally mixed state containing only separable states, the same quantum advantage
can be achieved even though the cells remain separable at all instants of time during the charging process53. In other
words, although non-local ‘entangling’ operations are necessary for a quantum advantage, generation of entanglement
between the battery cells is not required.
In practical situations, it is difficult to engineer very long-range non-local interactions. This brings into question the
scaling of the quantum advantage for arbitrarily large battery size. In fact, it turns out that for a driving Hamiltonian
containing k-local terms (terms which act over k cells at any given time) and where each individual cell interacts with
only m other cells, the quantum advantage scales as53
Γ ≤ γ [k2(m− 1) + k] . (151)
The constant γ is independent of battery size and hence there is no extensive scaling of the quantum advantage with
n. We note though that, unlike the constraints C1 and C2, this bound is derived with a constraint imposed on the
operator norm of the driving Hamiltonian53, E#τ ≤ nE‖τ , with,
E‖(#)τ =
1
τ‖(#)
∫ ‖(#)
0
||H‖(#)(t)||opdt, (152)
where ||H(t)||op denotes the largest singular value of H(t).
2. From speed limit considerations in energy space
An alternate bound on the instantaneous power of a quantum battery can be derived using the QSL restrictions
in the energy eigen space (see Eq. (143)). Considering a driving Hamiltonian of the form H(t) = H0 + V (t), the
instantaneous power is defined as,
P (t) = d
dt
〈H0〉 = d
dt
Tr (ρ(t)H0) . (153)
Expanding in the eigen-basis of H0 =
∑
k εk |k〉 〈k|, we can write,
P (t) =
∑
k
εk
dpk(t)
dt
=
∑
k
(εk − c(t))dpk(t)
dt
, (154)
where pk(t) = Tr (ρ(t) |k〉 〈k|) and c(t) ∈ R. Note that in deriving the second equality, we have used
∑
k dpk/dt =
d(
∑
k pk)/dt = 0. Next, we square and rearrange the above equation as,
P 2(t) =
(∑
k
(εk − c(t))√pk 1√
pk
dpk(t)
dt
)2
. (155)
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Applying the Cauchy-Schwarz inequality, we arrive at,
P 2(t) ≤
(∑
k
pk(εk − c(t))2
)(∑
k
1
pk
(
dpk
dt
)2)
(156)
It is easy to check that the r.h.s is minimized for c(t) = 〈H0〉. We therefore arrive at the inequality175,
P 2(t) ≤ ∆H0(t)2IE(t), (157)
where ∆H0(t)2 is the variance of the un-driven or bare Hamiltonian of the battery and IE(t) is the Fisher information
defined on the energy space (see Eq. (144)). The above inequality implies that the power of a quantum battery at
a particular instant is crucially dependent on two aspects of the charging/discharging protocol. Firstly, it depends
on how much non-local the driving protocol is in the energy space as quantified by the instantaneous variance. In
other words, it depends on how many of the energy eigen-states have a significant population at that instant of time.
Secondly, it also depends on the instantaneous speed of the driving protocol in the energy space, where the distance
between the states is measured in terms of their energetic difference.
Let us now have a closer look at the variance ∆H0(t)2. Assuming a battery of n identical cells, the bare Hamiltonian
reads H0 =
∑n
i=1 hi and the variance can be expanded as175,
∆H0(t)2 = Tr
( n∑
i=1
hi
)2
ρ(t)
− Tr[( n∑
i=1
hi
)
ρ(t)
]2
=
n∑
i=1
(
Tr
[
h2i ρ(t)
]− Tr [hiρ(t)]2)
+
n∑
i6=j
(
Tr [hihjρ(t)]− Tr [hiρ(t)] Tr [hjρ(t)]
)
(158)
The first term in the second equality above captures the total contribution of the local variance from each cell and
therefore scales linearly with the battery size n. For the parallel charging protocol, the second term vanishes and hence
the maximum power follows the same linear scaling. Thus, a quantum advantage can be achieved for protocols for
which the second term remains finite and as well as scales faster than n. However, the second term is non-zero only
when the cells are entangled and hence the protocol must generate entanglement between the battery cells to achieve
any quantum advantage. The variance therefore bridges a connection between the scaling of the quantum advantage
and entanglement generating protocols.
It is important to note that the upper bound of the power in Eq. (157) and the resulting extensive scaling of the
quantum advantage has been derived without incorporating any constraint or re-scaling of the driving Hamiltonian.
This is unlike the bounds (of the quantum advantage) derived in Eqs. (149) and (150) where the constraints imposed
on the driving Hamiltonians resulted in the extensive scaling of the quantum advantage.
Once again, it is also necessary to analyze the scaling of the bound with the range of entanglement generated in the
system. For a battery consisting of n qubits where at most k qubits are entangled177,178 at a given time t, it can be
shown that the variance satisfies179,180, 4∆H0(t)2 ≤ rk2 + (n− rk)2, where r is the integer part of n/k. The power is
therefore bounded as175,
P (t)2 ≤ 14
(
rk2 + (n− rk)2) IE(t). (159)
The inequality derived above thus provides a deeper insight into how the instantaneous entanglement generated during
the charging or discharging protocol affects the power of a quantum battery.
E. Role of inherent entanglement
So far, we have only considered entangling protocols in charging batteries composed of independent cells. How does
the situation change if some amount of entanglement pre-exists among the battery cells and is not generated by the
charging Hamiltonian? This question was addressed by Le et.al.181, who considered a many-body spin chain with
two-body interactions as a model of quantum battery and analyzed the power while charging with a local external
33
driving field. In particular, they considered the XXZ Hamiltonian as the bare or un-driven Hamiltonian of the battery,
which is given by,
H0 = HB +Hg, (160a)
where,
HB = B
n∑
i=1
σzi , (160b)
Hg = −
∑
i<j
gi,j
[
σzi σ
z
j + α
(
σxi σ
x
j + σ
y
i σ
y
j
)]
. (160c)
In the above set of equations, B corresponds to an external field in the transverse direction and the coupling gi,j > 0
may either be short ranged (gi,j = gδi,j−1) or long-ranged (gi,j = g|i− j|−p with p > 0). To charge the battery, the
transverse field is switched off and a perpendicular field is applied, so that the battery evolves under the action of the
Hamiltonian,
Hc = Hg + V, (161a)
where
V = ω
n∑
i=1
σxi . (161b)
Assuming the initial state to be the ferromagnetic ground state ρ(0) = |↓〉 〈↓|⊗n where {|↑〉 , |↓〉} is the eigen-basis of
σz, the authors of Ref (cite) analyze the power under different choice of the parameters α and g using numeric and
perturbative methods.
For the isotropic XXX chain (α = 1), it turns out that the power scales linearly with system size and no quantum
advantage is obtained. This is because the interacting part of the Hamiltonian Hg commutes with Hc for the isotropic
model and hence plays no role during the evolution process. Hence, the chain effectively behaves as a collection of n
spins which results in the linear scaling of the power with battery size.
In the strong coupling regime g  ω of the anisotropic (α 6= 1) model, the power is worse than that of the parallel
charging case. However, in the weak coupling regime
∑
i<j gi,j  nω, the power scales as ∼ O(logn) when p = 1
and ∼ O(n) when p→ 0. For p > 1 and nearest-neighbor models, the power is enhanced only by a constant factor
independent of n. Note that these results are in agreement with the bounds in quantum advantage derived for k = 2
order interactions with m number of participating cells derived in Eq. (151). An extensive scaling of the quantum
advantage is possible only in the limit of p → 0 when m ∼ n − 1, while it scales as ∼ O(2m) = O(const) for p > 1
when m is finite. However, the crucial difference is that the advantage is facilitated by the entanglement generated by
the internal Hamiltonian Hg and not by the charging field V .
F. Usability of stored energy
The quality of a quantum battery is not only determined by its energy storage capacity and rate of charging or
discharging, but also on the ‘usability’ of the stored energy, which may depend on a number of factors. As for example,
a battery having a high uncertainty of the stored energy, characterized by the ratio ∆H0(τ)/E(τ) where E(τ) is the
mean energy stored, can be potentially hazardous to use for work extraction175,182. This is because a high variance
typically means that the energy which the battery can deliver has a large fluctuation about its mean energy. Similarly,
large temporal fluctuations during the charging process implies that the amount of stored energy is highly sensitive to
the charging duration, thereby making it difficult to estimate the stored energy.
Another important figure of merit of the quality of the stored energy is the fraction of the mean energy available for
extraction after the charging process. Mathematically, it is defined as183,184,
f(τ) = E(τ)
E(τ) , (162)
where E(τ) and E(τ) = 〈H0〉 are the ergotropy (see Eq. (124)) and mean energy of the battery, respectively, after
charging for a duration of time τ . This fraction is unity if the ground state energy is zero and the battery is in a pure
34
state. Therefore, the quantity f becomes relevant when the battery exist in a mixed state. This may happen for
charger-battery systems (see Sec. VIIIG 2 below) where energy is transferred from another system which acts as a
’charger’ to the battery. While the composite system evolves unitarily and hence remains pure if initialized in the
same, the reduced state of the battery may be mixed in case of entanglement generation between the charger and the
battery. Similarly, in some cases, one may need to consider energy extraction from only a subset of M number of cells
from the battery as the full system may not be accessible183,184. The reduced system of the M cells ρM is likely to
exist in a mixed state and hence one needs to consider the fraction of usable energy from this subset.
It has been argued (and numerically demonstrated for some models)182–184 that, whereas entanglement provides a
boost in the optimal charging power of batteries, the same may be responsible for lesser availability of usable energy
from the battery. This is because of the fact that the amount of entanglement within the battery cells directly influences
the mixed nature of ρM . Similarly, highly entangled states of the battery and charger also renders the battery state
mixed, thereby leading to f(τ) 1. However, for systems having certain integrals of motion in which the dynamical
evolution is constrained to a small part of the full Hilbert space, it is expected that in the thermodynamic limit183,
lim
n→∞ f(τ) = 1. (163)
This can be understood from the fact that the entanglement entropy of subsystems in integrable systems (a measure of
bipartite entanglement), does not scale extensively with the system size. On the other hand, the amount of energy
stored in the battery scales linearly with the size of the battery. Hence, in the thermodynamic limit, the energy locked
away due to entanglement is expected to be negligible in comparison with the energy stored.
G. Models
1. Spin models
A plethora of physically realizable models of quantum batteries have been proposed over the past few years. A
common starting point in a large chunk of these models is to consider an array of non-interacting spins or qubits,
placed in a local external field. The Hamiltonian of the battery thus reads,
H0 = B
n∑
i
σzi , (164)
while a charging Hamiltonian V (t) is used for the charging process so that the battery evolves under the action of the
Hamiltonian,
H(t) = H0 + V (t) = B
n∑
i
σzi + V (t) (165)
The exact form of charging Hamiltonian V (t) characterizes the model under consideration and the capacity and power
can then be analyzed. We discuss some of these models below.
Firstly, one can rule out all integrable models of spin chains, such as the Ising, XY or extended Ising models, as
potential candidates for attaining any quantum advantage175. This is because the Hilbert space of such models have a
local decoupled structure in the quasi-momentum basis. As the size of the quasi-momentum basis increases linearly
with the system size, the power can also be shown to scale linearly, at best. Also, the different quasi-momentum modes
do not maximize their local expectation energy simultaneously, which severely limits the maximum storage capacity of
these models.
The Lipkin-Meshkov-Glick (LMG) Hamiltonian185,
HLMG =
λ
n
∑
i<j
(
σxi σ
y
j + γσ
y
i σ
y
j
)
, (166)
appears to be a good candidate for V (t) that could attain a quantum advantage as the long range uniform two-body
interactions are capable of generating long-range entanglements. However, as shown in Ref. [175], this is not the case
as can be understood by inspecting Eq. (157). Although the variance indeed shows a quadratic scaling due to presence
of long-range eantanglements, the Fisher information defined on the energy space is independent of the system size n.
As a result, the power scales linearly and thus no quantum advantage can be achieved.
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2. Cavity assisted charging
A collection of two-level atoms (TLAs) charged collectively through cavity induced excitations also forms a promising
model of quantum battery, as the collective charging may naturally lead to a quantum advantage. The Dicke model,
described by the Hamiltonian186,
HDK = ωJz + ωca†a+ 2ωcλ(t)Jx
(
a+ a†
)
, (167)
was explored in Ref. [187] as the charging Hamiltonian of a quantum battery composed of n TLAs. In the above
equation, Jα
∑n
i=1 σ
α
i and the operator a (a†) annihilates (creates) a cavity photon. The model is initialized in a direct
product state of the ground state of the TLAs and a Fock state, |ψ(0)〉 = |G〉 ⊗ |N〉, where |G〉 = ⊗n |g〉 is the ground
state of n TLAs and |N〉 is the Fock state in the Hilbert space of the cavity with N number of photons. The charging
occurs when a finite λ is switched on. Note that this setup is different from the ones previously discussed in the way
that the state of both the TLAs which form the battery as well as the cavity which acts like a charger, is tracked
during the evolution. However, only the energy deposited on the TLAs is considered relevant in the context of energy
storage and hence the battery Hamiltonian is considered to be H0 = ωJz. Such battery-charger composites have also
been explored in a number of other works183,188–190.
Under resonant conditions (ω = ωc), the charging power of the above model was compared to that of a parallel
model where the n TLAs interact with n distinct cavities. Through numerical analysis, it was found that the model
indeed exhibits a quantum advantage which scales as ∼ √n. However, if one re-scales the coupling between the TLAs
and the cavity as λ → λ/√n so as to have a well defined thermodynamic limit, the quantum advantage has been
shown to disappear with the power scaling only linearly with n175. This is despite the fact that the variance of the
bare Hamiltonian ∆H20 with H0 = ωJz scales quadratically with n in the strong-coupling regime and the Fisher
information IE scales linearly in both the strong and weak coupling regimes. The absence of super extensive scaling of
the quantum advantage has been attributed to a poor saturation of the bound in Eq. (157).
In addition, the super-extensive scaling of the variance in the strong-coupling regime is also found to be present at
the end of the charging protocol, which means the ratio δH0(τ)/E(τ) does not vanish even in the thermodynamic
limit, thereby undermining the quality of the energy stored175 (see Sec. VIII F). In addition, a significant amount of
entanglement is also found to be present between the TLAs and the cavity in the final state which implies that a large
fraction of the energy stored is likely to be unavailable for extraction.
3. Disordered chains
Disordered quantum many-body systems are known to host certain ‘localized’ phases which may have potential
applications in constructing quantum batteries as hinted in recent results. Consider once again, a battery composed
of an array of spins with the bare and the driving Hamiltonians given as in Eqs. (164) and (165), respectively. The
charging Hamiltonian is of the form184 V (t) = λ(t)H1, where
H1 = −λ(t)
n∑
i=1
(
Jiσ
x
i σ
x
i+1 − J2σxi σxi+2
)
. (168)
As before, we have λ(t) = 1 during the charging time 0 ≤ t ≤ τ and is zero otherwise. The nearest-neighbor coupling
is of the form Jj = J + δJj , where δJj is random chosen from a uniform distribution satisfying −δJ ≤ δJj ≤ δJ . For
J2 = 0 the model described by the Hamiltonian H0 +H1 exist in the Anderson-localized (AL)191 phase. Similarly, for
J2 6= 0 and δJ > δJc > 0, the model exhibits a many-body localized (MBL) phase192–194. On the contrary for J2 6= 0
and δJ < δJc, the spectrum of the model is characterized by a mobility edge, i.e. all energy eigen-states below an
energy threshold are localized while states with energy above the threshold are thermal and show ergodic behavior.
Numerical analysis have shown that the fraction of the stored energy in the battery which can be subsequently
extracted as work, i.e. the quantity f(τ) discussed in Sec. VIII F, drastically improves in the localized phases of the
AL and the MBL as compared to ergodic phases184. In the AL phase, this enhancement arises due to the integrability
of the model as discussed in Sec. VIII F. Similarly, the MBL phase is also characterized by the presence of an extensive
number of localized integrals of motion, thus restricting the dynamics in the Hilbert space. Further, the presence of
interactions in the MBL phase suppresses temporal fluctuations in the stored energy which are otherwise prominent in
the AL phase.
Similarly, it has also been demonstrated that for a battery prepared in the ground state of the quantum XYZ
chain and charged through a local magnetic field (in x− direction), the power is enhanced when the nearest-neighbor
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couplings are chosen randomly from a Gaussian distribution195. Note that in this case, the disorder is introduced in
the battery Hamiltonian H0; unlike the previous cases where disorder was present in the couplings of the charging
Hamiltonian.
Finally, we would like to mention that the exploration of disordered or random interactions in models of quantum
battery has only just begun to pick up pace and is still in its nascent stages. As for example, recent results have shown
that using the fermionic Sachdev-Ye-Kitaev (SYK) Hamiltonian for charging a battery of spins, it is possible to achieve
explicit quantum advantage in the power of quantum batteries as well as improve the quality of the energy stored by
suppressing unwanted fluctuations196,197. We also note that a general approach to analyze battery models based on
disordered systems has been recently introduced in Ref. [198].
H. Quantum batteries as open systems
Finally, we would like to mention that the working of quantum batteries has also been explored in the context of
open system dynamics. The charger-battery setting, discussed in Sec. VIIIG 2, has been extended to the case where the
charger extends as a mediator between an external energy supply and the battery with the energy transfer facilitated
by thermalization with the bath or coherent pumping by classical fields coupled to the charger189. The evolution of the
charger-battery composite is thus dissipative in nature and is consequently analyzed using the GKSL master equation.
Using this approach, different implementations of charger-battery setup has been considered using harmonic oscillator
and qubit systems to analyze the interplay between coherent pumping and thermalization mechanisms in the battery
operation. We refer the reader to Ref. [189] for detail.
An interesting protocol of charging a quantum battery was considered in Ref. [199], where the system to be charged
is coupled sequentially to a series of auxiliary systems prepared in Gibbs state. The coupling with each of the auxiliary
system lasts for a time τ during which the systems undergoes dissipative dynamics. Using this method, it is possible
to drive the system to an active equilibrium state, in which no external work is required to sustain the state once it is
reached. Importantly, the equilibrium state is not passive thus allowing work extraction and thus provides advantage
over regular thermalization processes in which the steady state is generally thermal and passive in nature. Once again,
we refer to Ref. [199] for detail. Recently, other aspects of dissipative charging of quantum batteries are also being
explored200–203.
IX. OUTLOOK
It is fair to say that quantum thermal machines have come a long way since the inception of the early prototypes.
A rigorous analysis of their operating mechanism over the years has provided a much deeper understanding of how
thermodynamic signatures are manifested at the scale of a few-level systems. The nature of the heat reservoirs has
been found to significantly impact the performance of the QTMs; which at times have been shown to outperform their
classical counterparts. Nevertheless, all QTMs proposed thus far have been found to operate within the premises of
the well established classical thermodynamic laws. While QTMs employing simple systems such as qubits or harmonic
oscillators as working fluids and operating within the framework of Markovian dynamics are well understood by now,
the trend is shifting more towards incorporating various sources and aspects of non-Markovian dynamics into the
operation of QTMs. Likewise, the pros and cons of using quantum many-body systems as working fluids are being
actively explored. It is also to be noted that there has also been a spurt in the number of experimental implementations
of the QTMs and the verification of their predicted performance.
On the other hand, there remains much to be understood as of how the quantumness of batteries exactly influences
their utility as energy storage devices. It is yet to be established if the advantages reported in the context of quantum
batteries have a pure quantum origin or are merely the artefacts of intelligent and efficient charging/discharging
protocols. Moreover, the stability of the stored energy, particularly with respect to environmental exposure, also needs
to be carefully examined. Nevertheless, given the current pace of development and the amount of research being
devoted, these questions are expected to be answered in the near future.
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