Introduction
A class of covariance structure analysis (CSA) models includes the factor anal ysis, path analysis, and related structural models that play an essential role in the fields of research such as psychology, education, economics, sociology, etc. (see, for example. Bollen, 1989 ). An important process in CSA is to assess the goodness of-fit of a model. For this purpose, asymptotic chi-square tests are often used in practice. When the distribution of observations are multivariate normal, the parameters are estimated by the maximum likelihood method, and the goodness of-fit of a model is evaluated by using the likelihood ratio test. Under a wide class of nonnormal distributions. the asymptotically distribution free method by Browne (1984) . a class of generalized least-squares methods. and associated test statistics can be used.
Another approach to testing goodness-of-fit of a CSA model is to use the bootstrap method introduced by Efron (1979) . It is known that if the struc tural hypothesis concerning a population covariance matrix is taken into account in designing the resampling algorithm, then the bootstrap test has the desired asymptotic level under the conditions that are usually met in practice (Beran k Srivastava 1985) . It should be noted, however, that the bootstrap tests are computationally tedious, and there exists the problem of nonconvergence and improper solutions with resampling which may require caution for bootstrap in ference (Ichikawa & Konishi, 1995) . In this paper, we propose a bootstrap test for the goodness-of-fit of a CSA model: we show that the proposed bootstrap test is efficient in the sense of com putational burden and is free from the problem of nonconvergence and improper solutions. We also compare by a Monte Carlo experiment the performance of the proposed bootstrap test with the asymptotic chi-square tests under three distri butions and four sample sizes.
Testing Goodness-of-fit in Covariance Structure Analysis
Under the CSA model the covariance matrix E of the observed vector variable x = (x1, .... xp)' can be written as E = E(8), where 0 (E O) is a q x 1 vector of parameters. Let. X = {x1..... x:v} be a random sample of size N = n + 1 from the probability distribution G whose covariance matrix is E (0o) . Let S be the sample covariance matrix
where x = N-1 EN 1 xi. In CSA the estimate is usually obtained by minimizing a discrepancy function F(S. E). which is a scalar valued function of two p x p positive definite matrices with the properties (Browne, 1982) :
for all S and E, (ii) F(S, E) = 0 if and only if S = E, (iii) F(S, E) is a twice continuously differentiable function of S and E.
An estimate 0 of 0 may be obtained by minimizing the discrepancy function so that F(S. E(8)) = min{F(S. E(8)10 E O}.
The problem of interest here is to test the null hypothesis Ho : E = E(9) againstt the general alternative H1 : E > 0. Let E = E(9). Under an appropriate choice of F, the asymptotic null distribution of T = n F(S, E), 
Bootstrap test
Another approach to testing goodness-of-fit in CSA is to use the bootstrap developed by Efron (1979) . The basic idea behind the bootstrap is to estimate the unknown probability distribution G by empirical distribution d. Let
(1)
In our testing problem, d is the distribution that has probability 1/N on each point y2. The motivation behind (1) is to take account of the covariance structure implied by the null hypothesis. If d is constructed in this way then the bootstrap test has the desired asymptotic level (Beran & Srivastava, 1985) , that is, the probability of type I error converges to the nominal level a as N tends to infinity. Let Y* = {yl, ... , yN} be a random sample of size N from G, called the bootstrap sample. In other words, the bootstrap sample Y* is a random sample of size N drawn with replacement from the population of N objects y1, ... , yN. Let
where y* = N-1 EN 1 y*. Further, let B* be the bootstrap version of the estimate so that F(S*, E(8*)) = min{F(S*, E(O)JO E O}.
In the bootstrap test the sampling distribution of T = nF(S, E) based on the random sample from G is approximated by the bootstrap distribution of T* _ nF(S*, E*) from d, where E* = E(e). Hence, the bootstrap test, ~OB, of size a can be constructed as
where T * (1 a) is the 100(l a) percentile point of T*. In practice. T * (1 a ) is approximated by the 100(1 a) percentile point of B realizations T1 *1 ... , TT that are calculated by a Monte Carlo resampling algorithm.
It should be noted, however, that the bootstrap test is computationally te dious; we have to fit the CSA model to each bootstrap sample by minimizing the discrepancy function using an iterative numerical procedure. The number B of the bootstrap sample required for the bootstrap test is usually 1,000 to 2.000, about ten times as large as that needed for the standard error estimation. Moreover, as noted by Ichikawa and Konishi (1995) , there exists the problem of nonconver gence and improper solutions with resampling: the iterative process for finding the minimum value of F may not terminate within a set number of iterations or the value of 0 corresponding to the minimum value of F may be outside of the admissible parameter space e.
Proposed method
To overcome the difficulties associated with the ordinary bootstrap test, we propose an efficient bootstrap test. Let s = vech S and o (00) = vech E(0o) be vectors consisting of the nonduplicated p(p + 1) /2 elements of S and E (Bo), 
with Do = 0(eo) and Wo = W(E(Bo), E(6 )), respectively (see Browne, 1974) . 
which is obtained, as in the case of the ordinary bootstrap test described above, by replacing s, o (O ), Do, and Wo in (2) by their bootstrap version s* = vech S*, o'(e) = vech E(9), 0 = 0(9), and W = W(E, E), respectively. Our approach is to approximate the sampling distribution of T from G by the bootstrap distribu tion of t* from d. Hence, the proposed bootstrap test. , can be constructed as _ 1 if T>T*(1a ). B 0 otherwise , where T * (1 a) is the 100(l a) percentile point of T*. As in the case of the ordinary bootstrap test described earlier, T* (1 a) is approximated by the 100(1 a) percentile point of B realizations Tj , ... ,TT that are calculated by a bootstrap resampling algorithm.
Since the matrix of quadratic form in (3) 
A Monte Carlo Experiment

Methods
We conducted a Monte Carlo experiment to demonstrate the performance of the proposed test. In our experiment a confirmatory factor analysis model (Joreskog. 1969 ) was used as a class of CSA models. Under the model, the vector x of the observed variables is expressed as x = p + Af + e, where A = (A k ) is a p x m matrix of factor loadings, and f = (f 1 , .... f,,-,,)' and e = (e1, ... , ep)' are unobservable random vectors. The elements of f and e are called the com mon factors and the unique factors, respectively. It is assumed that E(f) = 0. E(e) = 0, and E(fe') = 0. It is further assumed that the unique factors are mutually uncorrelated and hence the covariance matrix 41 is diagonal with the i-th diagonal element (z (> 0). The common factors are, on the contrary. allowed to be correlated with covariance matrix 4 = (¢kf.). Then the covariance matrix E of x can be written as E(O) = A4A' + IQ, where 0 = ( ', (P', A')' and ', 0 and are the vectors formed from the free parameters in 4', 4', and A. respectively. In practice, the confirmatory factor analysis model used had 15 observed vari ables with three common factors; each observed variable was influenced by one, and only one, common factor. The values of the parameters were chosen as the same as those used in Hu, Bentler and Kano (1992) . That is, A was taken as All the common factors were assumed to have unit variances and the factor correlations were taken to be 0.3, 0.4, and 0.5. The values of the unique variances were taken so that the resulting diagonal elements of E(O) were equal to unity. Hence, the number q of free parameters in the model was 33.
The true distribution was chosen as a contaminated normal distribution has an asymptotic chi-square distribution where i = b2 ,p/{p(p + 2)} is the esti mated kurtosis parameter and b2 ,p is the multivariate measure of kurtosis due to Mardia (1970) .
Our Monte Carlo experiment was carried out as follows:
1. A random sample X was generated from the probability distribution G.
2. The confirmatory factor analysis model was fit to S and the asymptotic chi square test statistic T (= n F(S, t) if E = 0.0 and = n F(S. E)/i if 0) was calculated.
3. The value of T was compared with X33(0.95). the asymptotic chi-square test -i%A 4. Bootstrap sample was drawn B = 1,000 times and T* was calculated from each bootstrap sample. Then T* (0.95) was obtained.
5. The value of T was compared with T* (0.95), the proposed bootstrap test
The steps from 1 to 5 were repeated R = 5,000 times. The value of the variance inflation parameter T2 was chosen as 3.0. The experiments were carried out for all combinations of _ = {0-0,0.1,0.31 and n = {150, 250.500,1000.2000}. Table 1 shows the frequency of rejecting the null hypothesis by the asymptotic chi-square test ,OA and the proposed bootstrap test y;B under various conditions. As a whole. the asymptotic chi-square tests rejected the null hypothesis too often; on the contrary, the bootstrap test accepted the null hypothesis too often. It can be seen that the asymptotic chi-square test based on the elliptical distribution theory broke down when the sample size was small. This may be due to the poor performance of the kurtosis parameter estimation.
Results
Concluding Remarks
In this paper, we proposed an efficient bootstrap test for the goodness-of-fit in covariance structure analysis. As demonstrated by the numerical experiment, the proposed method generally performed over the asymptotic chi-square tests, in particular. when sample size was small.
An advantage of the proposed method is that it is free from the problem of nonconvergence and improper solutions from bootstrap samples. It is known that the occurrence of this problem is by no means an exception in CSA. For example. Ichikawa and Konishi (1997) reported in their simulation study the average fre quency of nonconvergence and improper solutions before obtaining 1,000 proper estimates from bootstrap samples. In the case of an unrestricted factor analysis model with ten variables and two factors, the average frequency was 4.2 when the observed variables were normally distributed and N = 50; it was 75.9 when the common factors and the unique factors were not mutually independent but just uncorrelated. In practice, the frequency could be higher if a wrong model is fit and/or the degree of freedom is small. However, there is no clear solution to the problem of nonconvergence and improper solutions in usual bootstrap tests to date.
Finally, we note that the proposed bootstrap test can be applied to arbitrary minimum discrepancy function methods. In that case, the matrix Wo in (2) and hence W in (3) must be suitably adopted. 
