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ABSTRACT 
In this dissertation, I systematically investigated the impacts of current model-data 
uncertainties on biogeophysical-biogeochemical interactions in a terrestrial modeling framework. 
To achieve this objective, I applied a land surface model, specifically the Integrated Science 
Assessment Model (ISAM), at spatial scales ranging from flux tower sites to the global land 
surface in order to explore how the modeling uncertainties translate from site to regional to 
global scales. I studied the impacts from three key factors that can largely contribute of modeling 
uncertainties in terrestrial processes, such as differences due to: (1) meteorological forcing 
datasets, (2) boundary conditions such as land-cover and land-use change datasets, and (3) 
representation of biogeophysical/biogeochemical processes in land surface models.  
A brief introduction containing the overall objectives and content of this dissertation has 
been provided in Chapter 1. For the current body of work, extensive model development was 
carried out to extend the capabilities of ISAM to be a coupled biogeophysical-biogeochemical 
land surface model (LSM). Therefore, in Chapters 2 and 3 I have first described in detail the 
completed model development and evaluation aspects. Subsequently In Chapter 2, I used the 
ISAM to quantify the causes and extents of biases in terrestrial gross primary production (GPP) 
due to the use of meteorological reanalysis datasets. I first calibrated the model using 
meteorology and eddy covariance data from 25 flux tower sites ranging from the tropics to the 
northern high-latitudes, and thereafter repeated the site simulations using two reanalysis datasets: 
NCEP/NCAR and CRUNCEP. The results show that at most sites, the reanalysis-driven GPP 
bias is significantly positive with respect to the observed meteorology driven simulations. 
Notably, the absolute GPP bias is highest at the tropical evergreen tree sites, averaging up to 
~0.45 kgC/m2/yr across sites (~15% of site-level GPP). At the northern mid/high-latitude 
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broadleaf deciduous and the needleleaf evergreen tree sites, the corresponding annual GPP biases 
are up to 20%. For the non-tree sites, average annual biases of up to ~20—30% occur within 
savanna, grassland and shrubland vegetation types. At the tree sites the biases in shortwave 
radiation and humidity strongly influence the GPP biases, while the non-tree sites are more 
affected by biases in factors controlling water stress (precipitation, humidity, air temperature). In 
this chapter, I also discussed the influence of seasonal patterns of meteorological biases on GPP, 
and finally the impacts of the results on GPP simulations for the entire global land surface. In a 
broader context, my results can have important consequences on other terrestrial ecosystem 
fluxes (e.g., net primary production, net ecosystem production, energy/water fluxes) and 
reservoirs (e.g., soil carbon stocks).  
In continuation from Chapter 2, I used the ISAM in Chapter 3 to extend the analysis for 
biases in ecosystem energy and water fluxes arising due to the use of the meteorological 
reanalysis of the NCEP/NCAR and the CRUNCEP. In comparison with the model simulations 
using observed meteorology from sites, the reanalysis-driven simulations produced several 
systematic biases in net radiation (Rn), latent heat (LE) and sensible heat (H) fluxes. These 
include: (1) persistently positive tropical/subtropical biases in Rn using the NCEP/NCAR, and 
gradually transitioning to negative Rn biases in the higher latitudes; (2) large positive H biases in 
the tropics/subtropics using the NCEP/NCAR; (3) negative LE biases using the NCEP/NCAR 
above 40oN; (4) high tropical LE using the CRUNCEP in comparison with observationally 
derived global estimates; and (5) flux-partitioning biases from canopy and ground components. 
Across vegetation types, I investigated the role of the meteorological drivers (shortwave and 
longwave radiation, atmospheric humidity, temperature, precipitation) and their seasonal biases 
in controlling these reanalysis-driven uncertainties. At the global scale, my site-level analysis 
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explains several model-data differences in the LE and H fluxes when compared with 
observationally derived global estimates of these fluxes. Using these results, I discussed the 
implications of site-level model calibration on subsequent regional/global applications to study 
energy and hydrological processes. The flux partitioning biases presented in this study have 
potential implications on the couplings amongst terrestrial carbon, energy and water fluxes, and 
for the calibration of land-atmosphere parameterizations that are dependent on LE/H partitioning. 
Previous studies demonstrated that land-use and land-cover change (LULCC) can 
substantially influence terrestrial energy and water fluxes in climate models through the 
modification of land surface albedo, roughness, and the biosphere-atmosphere coupling of 
moisture, heat and carbon. However, current datasets and model representation of LULCC 
remain notably uncertain, thereby impacting the simulation of these fluxes. In addition, these 
fluxes are also strongly coupled to input meteorology (i.e., climate) to the land surface – the 
differences in which can introduce another component of uncertainty in models. In Chapter 4, I 
decomposed their relative impacts in a land surface model using multiple LULCC and climate 
datasets. My results show that uncertainties in model-derived annual-scale energy/water fluxes 
(latent heat, sensible heat, runoff) can be dominated by existing disagreements amongst climate 
datasets, with much smaller impacts from current LULCC uncertainties. These results appear to 
be robust for global and latitudinally averaged flux budgets, as well as in many regions that 
contain the largest differences amongst the used LULCC datasets. I also show that relatively 
small uncertainties in meteorology can produce large differences in terrestrial energy/water 
fluxes. Henceforth I argue that, in coupled climate models the accuracy of computed 
meteorology can potentially be a limiting factor in successfully assessing future changes in soil 
hydrology and water availability. Improving the LULCC datasets themselves remain important 
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for multitude of terrestrial modeling applications, such as – biogeochemistry, ecosystems’ 
goods/services and regional socioeconomics. 
In Chapter 5, I used the ISAM to: (1) evaluate the influence of recent improvements in 
modeling soil/snow physics on historical permafrost area, temperature, and degradation rates in 
the northern high-latitudes (45—90oN), and (2) compare the relative impact of these 
improvements with modeling uncertainties due to climate, and land-use and land-cover change 
datasets. Specifically, by incorporating deep soils, soil organic carbon (SOC) driven soil 
properties, wind compaction of snow density, and depth-hoar formation in snow, the simulated 
near-surface permafrost area increased by 9.2 million-km2 (from 2.9 to 12.3) for current 
atmospheric conditions. In comparison, permafrost area using two reanalysis datasets 
(CRUNCEP and NCEP/NCAR) differed by up to 2.3 million-km2 in response to their mean 
annual air temperatures differing by ~0.5oC, and with lower impacts from current land cover 
uncertainties (up to 0.7 million-km2). Further, I show that incorporating all these soil/snow 
processes can lead to strongly increased (net) stability in permafrost temperatures, highlighting 
the importance of including them in future modeling studies of permafrost degradation. Analyses 
of relative contributions from soil/snow processes show that inclusion of deep soils lead to the 
largest increases in permafrost area, followed by contributions due to SOC and wind compaction 
of snow, while inclusion of depth hoar lead to slight decreases in permafrost. However, in the 
context of assessing the impacts of these processes on permafrost soil biogeochemistry, the 
results show the dominating influence of near-surface soil/snow processes (such as wind 
compaction of snow) on vegetation root zone temperatures with minimal impacts from deep 
soils. Finally, given that only a few of the currently available land surface models include the 
representation of the specific soil/snow processes considered in this study, I discussed their 
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importance in modeling future permafrost physical characteristics, and for permafrost SOC 
stocks. 
In Chapter 6, I continued the analysis of Chapter 5 to study the impacts of the 
aforementioned four important soil/snow related thermal processes on permafrost SOC stocks. 
By including these processes, the modeled northern high-latitude permafrost carbon stocks 
increased from 313 to 445 gigatonnes of carbon (GtC = 1015 gC) in the top 1 m of soil, in better 
agreement with observational estimates of 495 GtC from the Northern Circumpolar Soil Carbon 
Database (NCSCD). In the model, net impact of these processes reduced the root zone soil 
temperature and liquid water content, and generally increased the litter input to the soil. 
Consequently, driven by stronger temperature and water stresses on soil/litter decomposition 
processes, the modeled SOC density increased throughout the circumpolar permafrost soils. In 
comparison to the NCSCD, these represent improvements at regional as well as for biome-
aggregated (e.g., tundra, boreal, other grass/shrub) scales. However, given current uncertainties 
in SOC datasets, I also evaluated their implications in assessing modeling improvements by 
comparison with data from two other global sources: the Harmonized World Soil Database 
(HWSD) and the Global Soil Data Task (GSDT), and an Alaskan SOC dataset. My analysis 
highlights the need for evaluation using multiple datasets, and at site scales, to robustly delineate 
model estimation of SOC across various regions. Nonetheless, while continued improvements 
are required in the treatment of model biogeochemistry and in datasets, my study quantifies the 
importance of key soil/snow biogeophysical processes as drivers of soil biogeochemical 
processes. Hence, many earth system models that underestimate permafrost SOC and do not 
represent the processes may also similarly benefit by including them in their land surface 
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schemes. Finally, in Chapter 7, I provided an overall summary and the future direction of 
research presented in this dissertation.  
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CHAPTER 1 
Introduction 
1.1 Overall Objectives and content 
Uncertainty quantification in climate models and earth system observational data are 
becoming increasingly important in studying global biospheric changes. In this dissertation, I 
systematically investigated the impacts of current model-data uncertainties on biogeophysical-
biogeochemical interactions in a terrestrial modeling framework. To achieve this objective, I 
applied a land surface model (LSM) at spatial scales ranging from flux tower sites to the global 
land surface, in order to explore how the modeling uncertainties translate from site to regional to 
global scales. I studied the impacts from three key factors that can largely contribute of modeling 
uncertainties in terrestrial processes, such as differences due to: (1) meteorological forcing 
datasets, (2) boundary conditions such as land-cover and land-use change datasets, and (3) 
representation of biogeophysical/biogeochemical processes in land surface models.  
Given the current challenges in modeling the northern high-latitudes regions above 
permafrost and their growing importance in global climate studies, here I placed additional 
emphasis on studying the biogeophysical-biogeochemical interactions in these regions. For these 
regions, I first incorporated several recent high-latitude specific modeling advances into the 
model related to improved representation of soil/snow biogeophysics, in order to better simulate 
soil thermal/hydrological dynamics in these regions. Subsequently, I (1) assessed the importance 
of these processes in the modeling of permafrost physical characteristics such as 
historical/current extent, thermal state, and degradation rates, and (2) investigated the response of 
modeled permafrost soil organic carbon stocks to the improved representation of these soil/snow 
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biogeophysical processes. Finally, in keeping with my site-level to global scale analysis, I also 
investigated the relative importance of these processes in comparison with modeling 
uncertainties from meteorological and land cover datasets.  
The specific model utilized here is the Integrated Science Assessment Model (ISAM). 
ISAM was originally a model of terrestrial biogeochemistry [Jain et al., 2009; Yang et al., 2009], 
used primarily for the computation of ecosystem carbon and nitrogen fluxes and reservoirs, 
(typically from weekly to annual timescales), and impacts of land use emissions. However, since 
the objective of my research was centered on terrestrial biogeophysical-biogeochemical 
interactions, I needed to extend the existing model to include the computation of major land 
surface processes, such as representation of boundary layer processes, energy, and soil 
hydrological processes. Hence, I first integrated detailed biogeophysical processes into ISAM, 
borrowing from models such as the Community Land Model (CLM) [Oleson et al., 2008; 
Lawrence et al., 2011], the Common Land Model (CoLM) [Dai et al., 2004], as well as from 
recent literature. This transformed ISAM into a LSM, enabling the computation of terrestrial 
energy, water, momentum, and carbon fluxes at hourly timescales. Since the resulting model 
represents an amalgamation of land surface schemes/parameterizations from multiple sources, I 
first constrained/evaluated the model using flux tower data before any further applications. This 
constrained model forms the basis of all the subsequent work presented in this dissertation. 
Broadly, the contents of this dissertation can be sub-divided into two parts. In the first 
part consisting of Chapters 2—4, I setup and applied the model from flux tower sites to the 
global scales to investigate the impacts of environmental uncertainties on modeled terrestrial 
carbon, energy and water fluxes. Next, having assessed the overall model performance in these 
chapters, in the second part (Chapters 5—6) I focused on the northern high-latitude regions 
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(45—90oN) to address contemporary issues related to soil biogeophysical-biogeochemical 
interactions. I presented each of these chapters as self-contained units, containing individual 
introduction, methods, results, discussion, and conclusions. Specific contents and objectives of 
individual chapters are as follows: 
1. Chapter 2: description of carbon cycle processes in ISAM, evaluation of gross primary 
production (GPP) at flux tower sites, and investigation of reanalysis climate-driven biases 
in GPP 
2. Chapter 3: description of energy and water cycle processes in ISAM, evaluation of latent 
heat (LE) and sensible heat (H) fluxes at flux tower sites, and investigation of reanalysis 
climate-driven biases in LE and H 
3. Chapter 4: evaluation of global distribution of GPP, LE, H, water runoff in ISAM; 
quantification of relative importance of uncertainties in LULCC and reanalysis datasets 
in modeling terrestrial processes 
4. Chapter 5: description of improvements in permafrost biogeophysics in ISAM, by 
incorporating recent advances in key soil/snow processes that affect permafrost 
dynamics; analysis of influence of these processes on permafrost area and stability in the 
northern high-latitudes, and the importance of LULCC and reanalysis datasets on 
permafrost biogeophysics 
5. Chapter 6: description of coupled biogeophysics-biogeochemistry in ISAM, and the 
response of northern high-latitude permafrost carbon stocks to improved representation of 
soil/snow processes as presented in Chapter 5 
6. Chapter 7: summery of the work carried out in this dissertation, and the scope of 
associated future work. 
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CHAPTER 2 
Climate-driven uncertainties in modeling terrestrial gross primary production 
2.1 Introduction 
The response of the terrestrial vegetation to climate is currently being investigated using 
both measurements and models. In conjunction with data-driven methods that provide valuable 
insights into biospheric responses to environmental changes [Law et al., 2002; Beer et al., 2010; 
Yi et al., 2010; Jung et al., 2011], land surface models (LSMs) are being used for further 
hypothesis testing [Sellers et al., 1996a,b]. LSMs are also especially important – for coupling to 
climate and earth system models to determine future changes [Denman et al., 2007; Meehl et al., 
2007]. However, substantial uncertainties remain in current model estimates of terrestrial carbon, 
energy and water fluxes, and it is becoming increasingly necessary to quantify and reduce these 
uncertainties [Ahlström et al., 2012; Wang and Dickinson, 2012]. 
One important uncertainty in the models arises from inaccuracies in input datasets itself, 
such as from meteorological forcings (i.e., climate). While photosynthetic assimilation in LSMs 
are governed based on mechanistic processes and parameterizations [Farquhar et al., 1980; Ball 
et al., 1987; Collatz et al., 1991, 1992; Dai et al., 2004; Bonan et al., 2011], the 
climatic/environmental controls determine the specific response and seasonality of ecosystem 
productivity [Law et al., 2002; Nemani et al., 2003; Beer et al., 2010; Churkina and Running, 
1998]. For example, climate influences GPP through changes in solar radiation, precipitation, 
atmospheric temperature and humidity (controls vapor pressure deficit) that determine the supply 
of light, water and nutrient availability to plant cells. The response of GPP to warming is usually 
positive at low temperatures and reduces at higher temperatures, and generally increasing with 
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photosynthetically active radiation, and decreasing with increases in vapor pressure deficit [e.g., 
see Fig. 2 of Bonan et al., 2011]. On a longer timescale, climatic regimes also often determine 
the photosynthetic pathway adopted by plant species [Still et al., 2003]. Indeed, the strength of 
meteorological drivers in influencing the terrestrial GPP has been documented previous studies. 
For example, a study over Europe [Jung et al., 2007] using several terrestrial biosphere models 
showed that different meteorological reanalysis datasets produced comparable changes in GPP 
with that due to different models. At a global scale, Zhao et al. [2006] showed that MODIS-
derived GPP ranged from ~101–125 GtC/yr (where, GtC is gigatonne of carbon = 1015 gC) based 
on the choice of three reanalysis datasets. In LSMs with coupled biogeochemistry, these 
uncertainties in GPP are most likely to produce significant differences in subsequent carbon 
fluxes (e.g., net primary production (NPP), net ecosystem exchange (NEE), and litter fall), and in 
soil carbon reservoirs. In addition, given such documented uncertainties in GPP based on 
meteorological inputs (at regional to global scales), corresponding impacts on LSM derived 
energy and water fluxes from vegetation also warrant careful study.  
To systematically quantify the modeling uncertainties based on reanalysis data, a key 
question is: what are the uncertainties in the aforementioned fluxes after calibrating a LSM using 
ground-based observational data, such as from FLUXNET [Baldocchi et al., 2001]. Ecosystem 
level measurements of above-canopy carbon, energy and water fluxes, along with ancillary 
meteorological measurements are currently available at numerous FLUXNET sites [Baldocchi, 
2008]. To reliably use LSMs, the benefits of using such data for model calibration have 
previously been established [Friend et al., 2007; Stöckli et al., 2008; Williams et al., 2009; Blyth 
et al., 2010]. In this context, consistently calibrating a LSM requires the use of observed site 
meteorology (model input) in tandem with eddy covariance data (model output for evaluation) 
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[e.g., Stöckli et al., 2008]. However, for subsequent regional/global applications, the biases in 
meteorology fields in reanalysis datasets [Fekete et al., 2004; Zhao et al., 2006] are most likely to 
result in biased modeled fluxes. 
Here, we investigate such biases in canopy fluxes from reanalysis datasets using one 
particular LSM – the Integrated Science Assessment Model (ISAM). The current ISAM 
combines the existing biogeochemical components of the model [Yang et al., 2009; Jain et al., 
2009, 2013] with detailed biogeophysical schemes selectively adapted from several other LSMs 
[details in Section 2.2.1; Chapter 3; El-Masri et al., 2013; Song et al., 2013]. The original goal of 
this integration was to extend the capability of ISAM for use in an earth system model [Barman 
et al., 2011]. A previous iteration of this model has been used in model-data intercomparison 
studies elsewhere [Huntzinger et al., 2012; Richardson et al., 2012; Schaefer et al., 2012, Kauwe 
et al., 2013]. Here, we further improved the model based on FLUXNET data, and used it to 
analyze the climate-driven biases in modeled GPP, latent heat (LE) and sensible heat (H) fluxes. 
We sub-divided the entire analysis into two complementary studies; in the current part we focus 
on GPP, and present the impacts on LE and H in Chapter 3.  
Our specific objectives are as follows: (1) to present the calibration of key vegetation 
parameters influencing GPP, derived from model optimization at 25 FLUXNET sites; (2) to 
analyze the climate-driven uncertainties in GPP directly at the site-level using two reanalysis 
datasets as inputs: CRUNCEP and NCEP/NCAR (references in Methods); (3) to determine the 
dominant meteorological controls causing the model biases; and (4) to discuss the corresponding 
impacts on global-scale modeling of GPP. Differing from previous studies based on FLUXNET 
data using statistical and/or diagnostic techniques [Law et al., 2002; Yi et al., 2010; Beer et al., 
2010; Jung et al., 2011], our use of a LSM framework enables us to investigate the causes of 
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these biases due to both environmental (abiotic) and plant functional/physiological (biotic) 
controls. Additionally, the site-level analysis adopted here allows us to consistently compare the 
modeled GPP biases with the driver reanalysis biases. Finally, comparable regional/global 
studies have focused on GPP uncertainties [Zhao et al., 2006; Jung et al., 2007]; and the 
integrated analysis of uncertainties in GPP, energy/water fluxes using the same model 
framework – such as presented in our studies (the current study, and Chapter 3) has not yet been 
documented in literature. 
2.2 Methods 
2.2.1 GPP and Carbon cycle components in ISAM 
ISAM simulates carbon, energy and water fluxes at half-hourly to hourly time steps. 
Below, we briefly summarize the photosynthesis related schemes and parameters in ISAM. 
Further details of carbon cycle processes in ISAM, including the representation of energy/water 
components are also available in other studies [El-Masri et al., 2013; Chapter 3; Song et al., 
2013].  
Photosynthesis in the model is based on a coupled “leaf temperature—photosynthesis—
stomatal conductance” scheme [Dai et al., 2004]. This utilizes leaf-level photosynthesis for the 
C3 [Farquhar et al., 1980; Collatz et al., 1991] and the C4 [Collatz et al., 1992] enzyme-kinetic 
pathways. The stomatal conductance implementation is a variant of the Ball-Berry model [Ball et 
al., 1987; Collatz et al., 1991]. Leaf level photosynthesis and stomatal conductance are scaled to 
the canopy level separately for sun and shaded leaves, using sun/shade canopy leaf area index 
(LAI) fractions and scaling parameters to represent extinction of nitrogen and light through the 
vertical canopy [Dai et al., 2004]. We revised the “two-stream” scheme of Dai et al. [2004] by 
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implementing the treatment of diffuse radiation from Bonan et al. [2011]; this reduces biases in 
shaded leaf photosynthesis. A day-length correction factor on Vcmax (maximum carboxylation 
rate) was also included [Bonan et al., 2011]. Formulations of soil moisture availability in ISAM 
adapted from Oleson et al. [2008], and further modified based on El Maayar et al. [2009]. LAI in 
ISAM is prescribed; however, for the herbaceous biomes we additionally constrain the 
phenology to reduce biases in leaf onset/fall period [El-Masri et al., 2013]. In the prognostic C-N 
configuration, GPP in ISAM is modified through the feedback of N-availability, and is obtained 
by dynamically comparing plant N-demand and supply [El-Masri et al., 2013]. In the diagnostic 
C-N configuration, we directly prescribe N-limited Vcmax (i.e., ) [Kattge et al., 2009].  
2.2.2 Data 
FLUXNET data 
We used eddy covariance data and ancillary meteorology from 25 sites from the 
FLUXNET network (Table 2.1, Appendix Fig. A.1). The geographic range of the chosen sites 
span across North and South America (Table 2.1), varying in latitudes from approximately 
22◦S—71◦N. The North American sites used here are a subset of the North American Carbon 
Program (NACP) site synthesis [Schwalm et al., 2010a; Schaefer et al., 2012], while the South 
American sites are a part of the Large Scale Biosphere-Atmosphere Experiment in Amazonia 
(LBA) model inter-comparison project [El-Masri et al., 2013]. In ISAM (the LSM used in this 
study), functionally similar vegetation types in the global land surface are grouped into a finite 
number of plant functional types (PFTs). In order to optimize the model performance for global 
applications, we used strategic sampling by picking sites representative of major 
ecoclimatological types in the global land surface. Our chosen sites encompass the following 
Vcmax25opt f (N )
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PFTs used in the model: tropical broadleaf evergreen tree (Trop.BET) and broadleaf deciduous 
tree (Trop.BDT), temperate broadleaf deciduous tree (Temp.BDT), needleleaf evergreen tree 
(NET), savanna, grass, shrub, tundra and pasture (Table 2.1). From the available number of sites 
in the NACP and the LBA syntheses, we selected sites that contained uninterrupted 
meteorological records during the study period, with low instability in the partitioning algorithm 
of NEE to GPP, and with reasonable energy balance characteristics [also see, Chapter 3]. 
Because our primary goal was to investigate climate-driven uncertainties in ecosystem fluxes, we 
limited the current study to sites without dominant anthropogenic disturbances, such as 
harvesting [e.g., Sakai et al., 2004], clear-cutting and stand-replacing fire [e.g., Krishnan et al., 
2009; Zha et al., 2009]. Therefore, we also did not include any crop sites in this study (due to the 
presence of harvesting, rotation practices, and other crop-specific processes); detailed 
representation of crop-specific processes in ISAM has been documented in Song et al. [2013]. 
Overall, our synthesis represents a total of 84 site-years of data measured from 1997 to 2004. 
Half-hourly/hourly time-series data for consistently gap-filled meteorology [Ricciuto et 
al., 2009] and GPP were available at the chosen sites (see, Appendix Text A.1). At sites where 
the total gap exceeds 15% for the data record (see, footnote of Table 2.1), we used published 
GPP estimates based on flux tower data (rather than filling the GPP gaps ourselves). For the 
NACP sites, the random and partitioning uncertainties in GPP were also available in the data. 
We computed these uncertainties for the LBA sites based available schemes from literature 
(Appendix Text A.1). For all sites, we first combined the half-hourly/hourly random and 
partitioning uncertainties in quadrature, and subsequently aggregated to annual timescales 
(±Uncertainty in Table 2.1). Note that the actual annual random uncertainties are most likely to 
be lower than our estimates – due to compensation from positive and negative uncertainties 
	   10	  
[Richardson et al., 2006; Lasslop et al., 2008; Baldocchi, 2008]. However we did not find any 
statistical schemes in literature quantifying this reduction; hence the ±Uncertainty shown in 
Table 2.1 can only be used as the maximum range in random uncertainties. Also, we did not 
adjust the biases in flux tower GPP arising from lack of energy balance closure; hence GPP 
estimates from sites with poor energy balance may be more uncertain [Wilson et al., 2002]. 
Finally, there are varying degrees of confidence intervals around the FLUXNET estimates itself; 
notably, while the computation of GPP and respiration provided by the FLUXNET database 
(used here) are done for uniformity, the flux partitioning provided by site principal investigators 
may be different than that from the database. However, this is expected to have minimal 
consequences for the results and implications of this study. 
Forcing data and Model experimental setup 
We performed three off-line ISAM simulations at every flux tower site: (1) ISAM-
FLUXNET – using the observed site-level meteorology, (2) ISAM-NCEP – using the 
NCEP/NCAR reanalysis [Qian et al., 2006], and (3) ISAM-CRUNCEP – using the CRUNCEP 
reanalysis [Viovy and Ciais, 2009; Wei et al., in prep]. For the two latter simulations, we 
extracted the required site-level meteorological variables from the reanalysis datasets 
corresponding to the location of each flux tower (Appendix Text A.2). The NCEP/NCAR 
reanalysis has been widely used in LSM related studies [e.g., Bonan et al., 2011, 2012], and in 
remote sensing applications [Nemani et al., 2003; Zhao et al., 2006; Zhao and Running, 2010]. 
The CRUNCEP reanalysis is a newer product, being used in several ongoing model 
Intercomparison projects such as the MsTMIP (Multi-scale Synthesis and Terrestrial Model 
Intercomparison Project) [http://nacp.ornl.gov/MsTMIP.shtml], and the TRENDY 
[http://dgvm.ceh.ac.uk/; Sitch et al., 2008].  
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We first used the ISAM-FLUXNET simulations for model optimization. Next, utilizing 
the site-specific ISAM-FLUXNET simulations as the reference (“control”), we calculated the 
biases in GPP from the two reanalysis-driven simulations (ISAM-NCEP and ISAM-CRUNCEP). 
Here, firstly we acknowledge that such direct comparison of flux tower meteorology with those 
derived from coarse resolution reanalyses has its limitations. Nonetheless, spatial coherence of 
biases in reanalyses has been established [e.g., Zhao et al., 2006], and site-scale meteorology has 
been used to evaluate/improve global reanalysis data [Weedon et al., 2011] supporting the basis 
of our study. Henceforth, we do not seek to reestablish these biases; rather our goal is to relate 
their impacts on corresponding GPP estimates. Secondly, due to the difference in spatial 
resolution between the NCEP/NCAR and the CRUNCEP source datasets (~2.5o×1.9o and 
0.5o×0.5o, respectively; see Appendix Text A.2), different spatial interpolation schemes are also 
likely to contribute to the resulting GPP uncertainties/biases. However, a spatial comparison 
between them shows consistent and regional-scale relative differences (Appendix Fig. A.2); such 
differences are most likely to dominate the model response over those due to different 
interpolation schemes.  
For each simulation, we prescribed the site-specific LAI climatology based on GIMMS 
(provided in the MsTMIP driver datasets). We used soil texture (sand/clay) from site records 
when available, else we used data from the global International Geosphere-Biosphere Program 
(IGBP) [Global soil Data Task Group, 2000]. Soil properties in ISAM also vary with soil organic 
carbon concentrations, which we obtained from the 0.5o×0.5o Harmonized World Soil Database 
(HWSD) [FAO/IIASA/ISRIC/ISS-CAS/JRC, 2013]. For model spin-up, we initialized each 
simulation using arbitrary initial conditions: soil/vegetation temperature of 274.15 K, soil water 
at field capacity, and absence of snow and leaf dew. Because the use of a prognostic C-N model 
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configuration (available in ISAM) requires long spin-up times (in the order of thousands of 
years, e.g., Koven et al. [2013]), we used a diagnostic C-N approach in this study whereby the 
effect of N-limitation on photosynthesis is calibrated into the carboxylation parameter (i.e., direct 
use of , see Section 2.3 for details). Consequently, we spun up each site for a total of 
100 years by repeating available meteorology and atmospheric [CO2], to obtain steady state 
(Appendix Fig. A.3). 
2.3 ISAM calibration and evaluation of GPP 
Using the observed meteorological input at sites, we adjusted several PFT-specific 
parameters to optimize the model performance with FLUXNET eddy covariance data. For PFTs 
with multiple flux tower sites in Table 2.1, we used independent sites for model optimization and 
evaluation. Prior to model calibration, initial estimates of tunable PFT parameters for ISAM 
were generally obtained from literature [Sellers et al., 1996a,b; Collatz et al., 1991, 1992; Schenk 
and Jackson, 2002]. Beginning with these, we used the “trial and error” approach of parameter 
adjustment to concurrently optimize the GPP, latent heat and sensible heat fluxes from ISAM 
with the corresponding flux tower estimates. A similar model calibration approach has also been 
used in previous studies using the ISAM framework [El-Masri et al., 2013; Song et al., 2013]. 
We note that, several systematic model optimization methods are currently available [e.g., 
Raupach et al., 2005; Williams et al., 2009]; nonetheless, for the specific objectives of this study 
it was sufficient to use the current approach.  
The values of key photosynthetic and morphological parameters related to GPP, post 
model calibration is listed in Table 2.2. Additional parameters related to energy/water fluxes 
(e.g., stomatal conductance parameters, canopy optical properties etc.) are described in our 
Vcmax25opt f (N )
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companion study [Chapter 3]. Following model optimization, the ISAM estimated annual mean 
GPP is within the “Mean ± Uncertainty” estimates from FLUXNET (Table 2.1; Fig. 2.1). At 
most sites, the modeled annual mean GPP difference is ≤ 10—15% of the annual FLUXNET 
mean. 
The modeled GPP is strongly dependent on the carboxylation parameter . In 
the calibrated model, the values of  for various PFTs (Table 2.2) are generally 
consistent with those from the TRY database [Kattge et al., 2009, 2011]. Here, the tropical and 
temperate tree PFTs were exceptions, where our values are much higher: e.g., for Trop.BET, 
Kattge et al. [2009]: 41, ISAM: 83. However, the corresponding values used in ISAM are still 
within the range of other measured estimates, e.g., 94 [Beerling and Quick 1995], and species 
dependent values > 100 [Kattge and Knorr 2007].  
For the high latitude ecosystems (e.g., NET, tundra, etc.) we also added a low 
temperature stress on rubisco-dependent assimilation following the recommendation of Schaefer 
et al. [2012]. In the original CoLM and CLM models (Common Land Model and Community 
Land Model, respectively) based on which photosynthesis schemes are adapted in ISAM, such a 
low temperature constraint was only imposed on the C4 PFTs [Dai et al., 2004; Bonan et al., 
2011]. We implemented an analogous constraint on the cold region C3 PFTs (using parameter 
hlti in Table 2.2), which reduced the generally positive wintertime GPP bias that are prevalent in 
many NACP synthesis models [Schaefer et al., 2012]. Subsequently, this optimization of the 
temperature response also allowed us to use more realistic  for cold region PFTs in 
the model (consistent with Kattge et al. [2009]). 
Vcmax25opt f (N )
Vcmax25opt f (N )
Vcmax25opt f (N )
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Another key morphological PFT control influencing GPP is the root structure. In ISAM, 
we used static root depth/profile for individual PFTs, based on Schenk and Jackson [2002a]. 
However, the rooting depths of tropical trees (Trop.BET/BDT) from the aforementioned study 
appear to be shallow (e.g., 50% rooting depth: D50 = 15cm); hence we used a D50 ~80 cm 
(corresponding D95 ~4m) for Trop.BET/BDT to improve the modeled GPP. Use of deep roots for 
tropical trees is consistent with other field estimates (e.g., mean root depth > 3m in Schenk and 
Jackson [2002b], and very deep roots of > 7m in Canadell et al. [1996]). In addition, we also 
increased the D50 for savanna and shrub PFTs. To accommodate the deep roots, the maximum 
hydrologically active soil column depth used in ISAM was extended to 6m (original value 
implemented in the model was 3.5 m based on CLM3.5 [Oleson et al., 2008]). 
2.4 Results 
2.4.1 Site-level reanalysis-driven uncertainties in GPP 
At each site, the model estimated mean annual GPP using the three sets of simulations are 
shown in Fig. 2.1. Using these, we computed the mean annual GPP biases in the ISAM-NCEP 
and the ISAM-CRUNCEP simulations with respect the ISAM-FLUXNET simulations. Here, we 
subsequently refer to these as ΔGPP (Fig. 2.2a). The results show that at most sites mean annual 
ΔGPP is positive, indicating an overestimation of GPP in the both the reanalysis-driven 
simulations. Only in 4 out of 50 simulations (25 sites × 2 reanalysis) the corresponding ΔGPP is 
negative (Appendix Table A.1). Overall, for the Trop.BET (4 sites) the mean annual ΔGPP is 
~0.45 kgC/m2/yr using both the reanalysis datasets, resulting in ~15% overestimation of ISAM-
FLUXNET GPP (Table 2.3). The mean annual ΔGPP resulted in 17—19% overestimation of 
ISAM-FLUXNET GPP in the Temp.BDT (3 sites), and 11—18% for the NET (6 sites). Similarly, 
depending on the reanalysis meteorology used, an average annual ΔGPP of up to 20% is 
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simulated at the savanna sites (2 sites), up to 31% at the grass sites (3 sites), and up to 21% at the 
shrub sites (3 sites). In the remainder of this section, we discuss the driving factors and 
underlying mechanisms of these biases at the site-level and/or PFT level as appropriate. 
Tree/Forest (Trop.BET/BDT, Temp.BDT, NET)  
Corresponding to the positive ΔGPP at the individual Trop.BET/BDT sites (Fig. 2.2a), 
the input biases in mean annual temperature (ΔTavg), solar radiation (ΔSrad) and specific 
humidity (ΔQ) are also positive (Fig. 2.2b-d). From a daily climatological perspective, persistent 
ΔGPP were simulated for the Trop.BET throughout the year corresponding to predominantly 
+ΔTavg, +ΔSrad and +ΔQ in both the reanalysis datasets (Fig. 2.3). We examined if there were 
any single meteorological factors dominating the GPP response/biases in these ecosystems. In 
this context, a simple univariate regression utilizing daily-level model data from all the 
Trop.BET/BDT simulations produced weak R2 for GPP vs. single meteorology variables (R2: 
GPP vs. Tavg: 0.13, GPP vs. Srad: 0.22, GPP vs. Q: 0.30; see Appendix Fig. A.4a), showing that 
no single variable may the GPP response. Previously, other modeling studies also showed that 
productivity in ecosystems is generally a result of nonlinear interactions of several 
meteorological and environmental factors (including LAI, soil properties and hydrology); hence, 
a generic dependence between GPP and a single environmental control may not be expected 
[e.g., Churkina and Running, 1998]. Nonetheless, in the model simulations using the observed 
meteorology (ISAM-FLUXNET), there are large decreases in daily GPP coincident with 
reductions in daily Srad and Tavg at the individual Trop.BET/BDT sites (Appendix Fig. A.5). 
Such reductions of Srad and Tavg in the FLUXNET meteorology data (most likely due to cloudy 
events) are not present in the reanalysis datasets. Consequently, the associated daily reductions in 
GPP are also absent. Aggregated annually, such reductions in daily GPP in the ISAM-FLUXNET 
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simulations significantly contribute to the positive annual ΔGPP in the reanalysis-driven 
simulations. In addition, the mean annual ΔQ in the NCEP/NCAR is also consistently positive 
(generally true at other sites as well), which help to alleviate the atmospheric vapor pressure 
deficit (VPD) thereby further increasing the +ΔGPP. 
The GPP at the Trop.BET/BDT sites do not appear to be water stressed from 
precipitation (during the analyzed years), as shown by the lack of root water stress at the annual 
scale (modeled annual mean soil water availability factor (βt) ~1, Fig. 2.4). This is also further 
indicated by the lack of correlation between GPP and annual total precipitation (Precip) across 
the Trop.BET/BDT sites (Appendix Fig. A.4b). Hence for these sites, the water availability is not 
a factor in controlling the GPP biases. Indeed, at two of the Trop.BET sites (LBA-Km34, LBA-
Rja) where mean annual ΔPrecip is negative in both the CRUNCEP and the NCEP/NCAR, the 
resulting ΔGPP are still largely positive (Fig. 2.2a, e). Hence, based on our analysis, the +ΔGPP 
for the Trop.BET/BDT are most likely to be robust irrespective of the +/- annual ΔPrecip in the 
reanalysis datasets.  
In contrast to the seasonally persistent ΔGPP Trop.BET/BDT sites, the reanalysis-driven 
ΔGPP for the Temp.BDT (3 sites) and NET (6 sites) are confined during the growing season, 
with maximum positive biases during the peak of the growing season (Fig. 2.3). However, 
similar to the Trop.BET/BDT, the simulated +ΔGPP at the individual Temp.BDT and NET sites 
can firstly be attributed to the presence of many days with low Srad in the observed FLUXNET 
meteorology data – a major factor in the resulting +ΔSrad (Fig. 2.3). Annually, the mean +ΔSrad 
of ~10—30 W/m2 are present at individual Temp.BDT and NET sites in the CRUNCEP data, 
and very small +ΔSrad in NCEP/NCAR (Fig. 2.2c). Nonetheless, during the growing season, the 
mean ΔSrad are significantly positive in both the reanalysis datasets, with maximum amplitudes 
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during the peak of the growing season (Fig. 2.3). Overall, at the Temp.BDT and NET sites, 
larger +ΔQ in the NCEP/NCAR favor increased +ΔGPP in ISAM-NCEP, while a larger +ΔSrad 
in the CRUNCEP increase +ΔGPP in ISAM-CRUNCEP by more than offsetting the impacts of 
slightly negative ΔQ (individual sites: Fig. 2.2; PFT averages: Fig. 2.3).  
The Temp.BDT & NET sites are also characterized by water stress (e.g., βt ranging from 
~0.5—0.75 in the ISAM-FLUXNET simulations, see Fig. 2.4). Note that, the water stress in the 
model is dependent on Precip (determining total input water), Tavg (controlling soil freeze/thaw 
processes and hence availability of liquid water), and other factors. Hence, depending on the 
amount of annual Precip input using the reanalysis datasets, the +/- ΔPrecip may 
alleviate/strengthen the water stress, impacting ΔGPP in these ecosystems. This is, for example, 
clearly evident at the US-Me3 NET site where larger +ΔPrecip in the reanalysis datasets favor 
large +ΔGPP (Fig. 2.2) by alleviating the water stress (Fig. 2.4). A strong water stress is also 
evident at the US-NR1 NET site using the CRUNCEP data (βt ~0.37, Fig. 2.4), which is the only 
forest/tree site in our study to simulate a negative ΔGPP (-34% in comparison to ISAM-
FLUXNET, Appendix Table A.1). This is most likely driven by both the large –ΔPrecip and –ΔQ 
at this site. 
Non-tree and herbaceous (Savanna, Grass, Shrub, Tundra, Pasture) 
As opposed to the usually consistent seasonality of ΔGPP within the forest/tree PFT sites, 
large differences in seasonality and magnitudes of ΔGPP were simulated across individual sites 
within this category (Fig. 2.5). These differences can be attributed to the larger North-South 
range of geographical location of sites within a PFT, plant physiological differences in C3 vs. C4 
pathways, as well as on the direction (sign) of specific meteorological biases. For example, of the 
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two contrasting savanna sites (US-Ton, LBA-Pdg), the mid-latitude US-Ton site simulated large 
+ΔGPP (0.20–0.42 kgC/m2/yr, an overestimation of 24-49% in comparison to ISAM-FLUXNET), 
while the ΔGPP at the tropical LBA-Pdg site is minimal (3–4% overestimation). Large +ΔGPP 
also occurred at both the C3 grass sites: CA-Let (103–142% overestimation) and US-Var (23–
39% overestimation). Similarly, the ΔGPP at two of the three shrub sites (CA-Mer, US-Los) are 
> 25% in both the reanalysis simulations. In contrast to the C3 grass sites, the ΔGPP at the mixed 
C3/C4 sites (US-Shd: grass, LBA-Fns: pasture) are relatively smaller throughout the year in both 
the datasets (4–8% bias, Appendix Table A.1). However, due to the limited number of C4 sites 
available for our analysis, it is not clear if the relatively lower ΔGPP is a result of small 
meteorological biases at the analyzed sites, or if they are characteristic of C4 physiology in 
general. Hence, more C4 sites may be necessary to robustly indicate the impacts of climate-
driven GPP biases for these PFTs. In general, more non-tree sites will be beneficial for robustly 
analyzing the magnitudes of ΔGPP across the global land surface. Nonetheless, based on the 
available sites, several mechanisms driving the ΔGPP are evident, which are discussed as 
follows. 
At the aforementioned C3 savanna/grass/shrub sites where large positive ΔGPP is 
simulated, in all the instances the reanalysis meteorology significantly alleviated the soil 
moisture stress by increasing βt (Fig. 2.2). For example, βt at US-Ton increased from ~0.62 in 
ISAM-FLUXNET to ~0.9 for ISAM-NCEP. At CA-Let the corresponding increase is from 0.25 to 
> 0.5; and at CA-Mer and US-Los, the respective βt increased by ~0.25. These strongly indicate 
that the decrease in soil water stress in the ISAM-NCEP and the ISAM-CRUNCEP simulations is 
a strong factor in producing the +ΔGPP. Further analyses show that the reduction of water stress 
in the reanalysis-driven simulations can be associated with one or more of the following 
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mechanisms. (1) Alleviation of high-temperature stress on carboxylation: some sites indicate a 
high-temperature stress on GPP, as shown by negative slope of GPP vs. Tavg beyond a 
temperature optima (e.g., US-Ton, US-Var, US-SO2 in Fig. 2.6). At these sites, the negative 
instances of daily ΔTavg in the reanalyses data produce higher +ΔGPP (Appendix Fig. A.6). 
Because higher temperatures in dry regions are also usually accompanied by higher solar 
radiation (e.g., see Falge et al. [2002]), the modeled GPP also show a decreasing trend with 
increasing Srad. (2) Reduction of VPD from -ΔTavg and +ΔQ: in many of the non-tree sites, the 
annual ΔTavg is negative and ΔQ is positive (Appendix Fig. A.6), resulting in lower atmospheric 
dryness. Because these PFTs are usually limited by strong water-stress, lowering of atmospheric 
dryness also contribute to the increase in GPP. (3) Annual +ΔPrecip to directly supplement the 
soil moisture: e.g., at US-Ton, CA-Let, US-Var, CA-Mer, US-SO2 (Fig. 2.6). For example, at 
US-Ton, the ΔPrecip of 0.4 m/m2/yr in the NCEP/NCAR strongly contribute to the 
corresponding mean annual ΔGPP of 49%. Amongst the savanna/shrub/grass sites, only the US-
SO2 shrub site simulated a very negative ΔGPP using NCEP/NCAR. At this site, the dominant 
drivers of the ΔGPP are the mean annual -ΔPrecip (~-0.25 m/m2/yr), as well as the mean annual 
+ΔTavg (5oC) that increase atmospheric VPD. Note that, due to the very large -ΔGPP at US-SO2 
using NCEP/NCAR, the averaged ΔGPP from 3 shrub sites used in this study are negative (Table 
2.3). 
Finally, in the extreme high-latitude tundra sites (US-Atq, US-Brw), the ΔTavg appear to 
provide the dominant control over ΔGPP. At US-Brw, even in the presence of significantly 
positive mean annual ΔSrad in both the reanalysis datasets, the large negative ΔTavg in both the 
datasets (~-2.5 oC, Fig. 2.2) result in negative ΔGPP (accompanied by increase in soil water 
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stress). On the other hand, at US-Atq, the corresponding mean annual ΔTavg and ΔGPP are both 
positive. 
2.4.2 Global uncertainties in modeled GPP 
As opposed to the site-level analysis, it is not possible to accurately quantify the global-
extent of climate-driven GPP biases in a LSM framework due to the lack of required global scale 
data (i.e., observed sub-daily meteorology data at all model grid cells) to do so. Nonetheless, it 
may still be possible to assess the overall consistencies and differences in the reanalysis-driven 
GPP in a LSM by comparing with other observationally derived estimates. Here, an important 
caveat is that for global comparisons, other sources of uncertainty are also present, such as the 
land-use and land-cover change datasets [Meiyappan and Jain, 2012], the accuracy of LAI 
datasets [Lawrence and Chase, 2007], presence of multiple crop types and rotation practices (i.e., 
human influence). Notably, although ISAM contains representation of specific crop processes 
such as harvest, corn-soybean rotation etc. [Song et al., 2013], in this study we used a single PFT 
for global crops (though retaining the observed C3/C4 distribution in the model; see, Appendix 
Fig. A.7). This is because, the global land cover dataset used here only contains “generic” crops 
[Meiyappan and Jain, 2012], and specific crop types have not yet been implanted for the global 
application of the model (similar to most other LSMs). The effects of such simplifications 
require extensive evaluation, and here we only focus on the meteorological aspect of the GPP 
biases/uncertainties. 
We compared the mean annual GPP during 2000—2004 from the ISAM-NCEP and the 
ISAM-CRUNCEP simulations with two different sources for globally gridded GPP: (1) 
FLUXNET-MTE [Jung et al., 2011], and (2) MODIS (MOD17) [Zhao et al., 2006; Zhao and 
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Running, 2010] (Fig. 2.7). For consistency, all the GPP estimates (ISAM, FLXNET-MTE and 
MODIS) were compared based on the 0.5o×0.5o ISAM land mask, and any non-vegetated grid 
cells were removed from all the sources (based on the vegetation mask in Appendix Fig. A.8). 
The resulting zonally averaged mean annual GPP estimates are shown in Fig. 2.8, which forms 
the basis for this discussion. 
Globally, the relative GPP difference between ISAM-NCEP and ISAM-CRUNCEP is only 
~4 GtC/yr, the ISAM-NCEP being slightly higher than the ISAM-CRUNCEP (Fig. 2.8a). 
However, because both the reanalysis-driven simulations are positively and similarly biased with 
respect to the site-level ISAM-FLUXNET simulations, the relatively small GPP differences using 
the two reanalysis datasets does not imply good agreement with observations at a global scale. 
This is evident when we compared our estimates with one of the MODIS-derived GPP estimates 
that used a daily reanalysis with small meteorological biases [Zhao et al., 2006] (MODIS-DAO 
in Fig. 2.8a-b). In comparison to this data, the ISAM simulations overestimate GPP across the 
tropical/sub-tropical to the northern high-latitudes, with maximum differences of ~0.5kgC/m2/yr 
at the deep tropics (also consistent with our site-level biases). Only between 20—40oS (with low 
vegetation coverage), the ISAM simulations underestimate GPP relative to the MODIS-DAO 
derived estimates (see, Fig. 2.8b). However, here we note that the southernmost site used in our 
analysis (LBA-Pdg) is located at ~21.75oS (with all other sites being northward of ~11oS); hence 
more Southern Hemispheric flux tower sites need to be utilized in our model calibration, to better 
quantify flux biases in this region. Globally, using the NCEP-NCER dataset, Zhao et al. [2006] 
also simulated a much higher GPP vs. that using the NASA-DAO meteorology (~125 GtC/yr vs. 
108 GtC/yr, respectively). In comparison with their study, our ISAM derived GPP using 
NCEP/NCAR (~130 GtC/yr) compare favorably. Here, assuming a +10–20% bias in the 
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reanalysis-driven global GPP using ISAM (representative of site-level GPP biases), our 
corresponding “bias corrected” GPP reduce to ~105—118 GtC/yr. These “bias corrected” GPP 
from ISAM are consistent with the MODIS estimates of ~108 GtC/yr using the NASA-DAO 
meteorology.  
The global GPP from FLUXNET-MTE (~117 GtC/yr) is higher in comparison with 
MODIS-DAO (Fig. 2.8a,b). Still, the GPP from ISAM-NCEP is ~10% higher than that from 
FLUXNET-MTE. In comparison with MODIS-DAO, one likely reason for the higher tropical 
GPP in FLUXNET-MTE is the higher coverage of C4 herbaceous PFTs in the tropics in the latter 
dataset (i.e., causing more productivity). In this study, we used the land cover distribution from 
Meiyappan and Jain [2012], which contains lower C4 vegetation fraction in the tropics 
(Appendix Fig. A.7) than that used in FLUXNET-MTE (see, supplementary Fig. 6 from Beer et 
al [2010]). This most likely offsets the GPP differences between FLUXNET-MTE and ISAM in 
the tropics. Another potential reason may be due to the use of different meteorology to generate 
the FLUXNET-MTE product, which may be subjected to meteorological biases/differences in 
comparison with NASA-DAO as well as the reanalysis datasets used in our study.  
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2.5 Discussion and Conclusions 
In this study, we adopted a site-level approach to investigate the reanalysis-driven GPP biases 
using a LSM framework, and analyzed the role of biotic and environmental factors in the 
vegetation response. To achieve this, we first calibrated and evaluated the model for various 
PFTs using site-level eddy covariance and meteorology data. We subsequently applied the model 
at the same sites using two reanalysis meteorological datasets (the NCEP/NCAR and the 
CRUNCEP) to assess the extents of annual and seasonal GPP biases with respect to the 
FLUXNET meteorology simulations (referred to as ΔGPP). Quantification of seasonal biases in 
simulated GPP is especially important, as it can help to explain problems in simulating seasonal 
changes in NEE [Schaefer et al., 2012] 
Using the ISAM as the modeling tool, the results show that at most sites (and PFTs) both 
the NCEP/NCAR and CRUNCEP significantly overestimated the GPP, resulting in ΔGPP of up 
to ~0.45 kgC/m2/yr for the tropical forest PFTs (Fig. 2.2). For other PFTs, even though the 
magnitude of the ΔGPP is smaller than those for the tropical forests, the % bias in GPP is 
significant: i.e., up to +10—20% for the Temp.BDT and NET, and up to ~+20—30% for 
savanna, grassland and shrubland (Table 2.3). Here, one relevant question is, can we choose a 
preferred reanalysis dataset for model forcing between the NCEP/NCAR and the CRUNCEP? 
Because both the reanalysis datasets produced similarly (positive) biased GPP, one may not be 
preferred over the other. Nonetheless, in Chapter 3, we show that the CRUNCEP driven latent 
and sensible heat fluxes are generally in better agreement than the NCEP/NCAR counterparts 
when compared with the FLUXNET estimates. Hence, for the overall estimation of carbon, 
energy and water fluxes, we recommend the use of CRUNCEP data for subsequent global 
applications of the ISAM. 
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At the Trop.BET/BDT sites, major contributions to the simulated +ΔGPP are from the 
+ΔSrad in both the reanalysis datasets. Indeed, as also shown in our further analysis [Appendix 
Fig. A.9], in all ecosystems the increases in +ΔGPP are majorly contributed by the sun-lit 
canopy, due to enhanced radiation levels at the top of the canopy. Using the observed 
meteorology data in the model, the Trop.BET/BDT show strong radiation-limitation on GPP 
during cloudy days, which is consistent with results from site-level field experiments conducted 
in the Amazon forest [e.g., Graham et al., 2002]. For the Temp.BDT/NET, the +ΔSrad in 
CRUNCEP and the +ΔQ in NCEP/NCAR during the growing season play key roles in producing 
the respective GPP biases in these PFTS. Here we also note that, even though the GPP at 
Temp.BDT and NET have been previously characterized as temperature-limited [e.g., Law et al., 
2002; Falge et al., 2002], the annual ΔGPP are still positive at the sites with annual negative 
ΔTavg (exception: US-NR1). This is most likely because: (1) much of the daily negative ΔTavg 
may occur during the winter (Fig. 2.3 for Temp.BDT and NET) when the GPP and ΔGPP are 
negligible, and (2) the overall seasonality of daily temperature is very large in the mid/high-
latitude sites (< -20oC to > 25oC; see, Fig. 2.4a) and hence a small negative annual ΔTavg in the 
reanalysis data may not sufficiently decrease the GPP to offset the +ΔGPP from +ΔSrad and/or 
+ΔQ. Such a model response is also consistent with Beer et al. [2010], who suggested that the 
changes in GPP in boreal and temperate forests are robust against small variations in 
temperature. An implication of this result is that the annual mean ΔTavg may not be a proper 
indicator for the reanalysis-driven annual ΔGPP in these ecosystems. 
At the C3 savanna/grass/shrub sites the environmental factors controlling water stress 
(i.e., Tavg, Q, Precip) dominated the resulting GPP biases. For these PFTs, the reanalysis 
meteorology produced notably +ΔGPP (except at the US-SO2 shrub site, which is strongly 
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limited by annual Precip in the NCEP/NCAR reanalysis data). In comparison with the positive 
and generally significant ΔGPP at the C3 non-tree sites, the biases at the analyzed C4 sites 
(savanna, grass) are relatively minimal. However, it is not clear if the low ΔGPP would be 
representative of other sites/regions of dominant C4 vegetation – due to the limited number of C4 
sites available for our analysis (both for model calibration and evaluation). Finally, at the very 
high latitude tundra sites, the mean annual ΔTavg in both the reanalysis datasets sites control the 
sign of the ΔGPP (absolute magnitude generally small). In any case, because the total 
contribution from the tundra towards the global GPP is very small (1.6 GtC/yr, or < 1.5% of 
global) [Beer et al., 2010], the ΔGPP from tundra may be inconsequential for global estimates. 
We recognize several potential limitations in our results, arising due to existing 
limitations in model structure and parameters. Firstly, due to the use of prescribed LAI 
climatology in ISAM, it is restricting to simulate the inter-annual variability of GPP. To reduce 
this limitation, implementation of dynamic LAI schemes in ISAM is currently in progress. 
Secondly, the use of static root profiles in ISAM introduces limitations in modeling of soil water 
stress, and vegetation acclimation to water stress. Dynamic roots are especially important in the 
drier tropical and sub-tropical non-tree ecosystems (e.g., C3/C4 grass, C3/C4 savanna, C3/C4 
pasture, and shrubs) that have shallow root depths and where roots may vary seasonally [e.g., 
Arora and Boer, 2003]. Besides the root profiles, the accuracy of soil moisture schemes used in 
the model are also important because soil water availability and water stress play significant 
roles in our results. Currently, there are known limitations [Zeng and Decker, 2009] of the 
numerical scheme used in ISAM (originally adapted from Oleson et al. [2008], which is used in 
CLM3.5). There are other potentially important climate-driven biotic effects that are not included 
in this study, such as the temperature acclimation of photosynthesis [Kattge and Knorr 2007]. In 
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the future, improvements in these and other aspects that are common to many LSMs [Schaefer et 
al., 2012] are expected to improve the modeling of carbon cycle processes in ISAM. There are 
also impacts from limited flux tower data availability and access. For example, only a few non-
tree PFT sites (i.e., fewer sites per PFT) are used in this study. As previously discussed, this 
imposed several limitations in our model calibration and evaluation. We particularly note the 
scarcity of C4 and sub-tropical sites, which did limit our ability to tune multiple PFT-specific 
parameters for such vegetation types. From the perspective of modeling the global terrestrial 
carbon cycle, it is very important to properly constrain and quantify climate-driven GPP biases in 
C4 vegetation, because the C4 vegetation covers a large expanse of the global land surface and 
has large contribution (> 20%) to global GPP [Beer et al., 2010]. These considerations generally 
indicate that more non-tree sites will be beneficial for robustly calibrating carbon cycle processes 
in ISAM, and subsequently for analyzing the magnitudes of carbon flux biases across the global 
land surface. Previously, another study by Schwalm et al. [2010b] also suggested that larger 
numbers of flux tower sites are required globally to robustly analyze the drought sensitivity of 
vegetation types such as cropland, shrubland and savanna; and that additional flux towers are 
required for all vegetation types in Africa and Asia. In general, other model-data intercomparison 
studies have found that current ecosystem models can better simulate GPP and NEE at forest 
sites than at grassland sites [Schwalm et al., 2010a; Schaefer et al., 2012]. 
While we investigated the impacts of reanalyses data on GPP at site-level, the 
overarching goal of such a study is ultimately to understand the consequences for global 
applications. Because estimates of globally gridded GPP are usually derived using 
meteorological reanalysis datasets, the resulting total GPP are also most likely to contain 
climate-driven biases within themselves. While it is not possible to exactly quantify the global 
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total GPP biases in a LSM framework using reanalysis datasets, our site-level results suggest that 
these biases are expected to be of significance for the global GPP estimates. Overall, the extent 
of annual GPP biases using our LSM framework appear to be generally consistent with the work 
of Zhao et al. [2006] (MODIS derived GPP). In this context, we show that assuming a range of 
+10—20% overall bias in our global GPP estimates (ISAM-NCEP ~130 GtC/yr, ISAM-
CRUNCEP ~126 GtC/yr), the corresponding “bias corrected” GPP reduce to ~105—118 GtC/yr. 
These estimates are closer to the observationally derived estimates of MODIS-DAO ~108 GtC/yr 
and FLUXNET-MTE ~117 GtC/yr. However, here we should point out that beyond the 
similarities in global GPP estimates between this study and Zhao et al. [2006], the driving factors 
for ΔGPP may sometimes be different using our LSM based approach. For example, because 
their “light use efficiency” based GPP model is a linear function of VPD, their GPP biases were 
often predominantly determined by VPD biases. Henceforth, due to the nonlinear dependence of 
VPD on Tavg, a relatively small Tavg bias could substantially influence the GPP bias in their 
analysis. In contrast, the “Ball-Berry” scheme used in our analysis does not directly use VPD for 
GPP calculations; rather the GPP is coupled directly with humidity, temperature, soil water 
stress, and leaf stomatal conductance. Hence the ΔGPP in our results are not as strongly 
determined by ΔTavg. Nonetheless, the role of ΔTavg remains important in our simulations in 
modeling soil water availability (from freeze/thaw processes), as well as for the temperature 
stress on leaf carboxylation. 
The sensitivity of LSM estimated GPP to meteorology, as demonstrated in this study, 
highlights the importance of using standardized meteorological forcings in various LSM 
intercomparison projects to consistently compare the model performance. Because many 
projection studies using LSMs make use of earth system model (ESM) output of meteorological 
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variables, the resulting carbon estimates should also be dependent on the accuracy of the ESM 
output. Similarly, the currently available globally gridded GPP “datasets” based on FLUXNET 
data (e.g., Beer et al. [2010], Jung et al. [2011]) that were upscaled using global meteorology 
products, should also contain a component of climate-driven biases. However, we cannot 
speculate on the magnitudes of GPP biases therein, as they are likely to depend on both the 
meteorology dataset, as well as the diagnostic method used for globally interpolating the GPP.  
Finally, within the framework of a LSM, the GPP biases are also directly and indirectly 
coupled to corresponding biases in energy and water fluxes [Chapter 3], with potentially 
important impacts on soil hydrology and energetics. Uncertainties/biases in these model 
processes (including their seasonal biases) should also impact other carbon fluxes such as net 
primary production and net ecosystem production, as well as modeled soil carbon pools. 
Especially in the mid and high-latitude regions where plant respiration and soil decomposition 
rates are slower, the extent of GPP biases as shown in this study may be expected to significantly 
affect the litter fall and the soil carbon accumulation processes. In future studies, it will be 
important to investigate these in detail, to explain and to quantitatively reduce the current 
uncertainties in modeling carbon and energy/water cycle processes in LSMs. 
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Table 2.1: FLUXNET sites used in this study1 
Site Code 
 
 
 
 
Site Name 
 
 
 
 
Lon 
 
[oE] 
 
 
Lat 
 
[oN] 
 
 
Hgt 
 
[m] 
 
 
Years 
(Total) 
 
 
Max 
LAI 
 
 
GPP  
[kgC/m2/yr] 
 
Site/Data Reference 
 
 
 
 ISAM 
FLUXNET2 
Mean3 
±Uncertainty4 
Tropical Broadleaf Evergreen Tree (Trop.BET) 
LBA-Km34 Manaus KM34 -60.25 -2.75 50 2002-2004 (3) 6.0 3.03 2.90 ± N.A El-Masri et al. [2013] 
LBA-Km67 Santarem KM67 -55.25 -3.25 63 2003-2004 (2) 5.6 2.94 3.10 ± 0.63 ” 
LBA-Km83 Santarem KM83 -55.25 -3.25 64 2001-2003 (3) 5.3 2.89 2.70 ± 0.61 ” 
LBA-Rja Reserva Jaru -62.25 -10.25 60 2000-2001 (2) 5.5 2.94 3.00 ± 0.64 ” 
Tropical Deciduous Evergreen Tree (Trop.BDT) 
LBA-Ban Bananal Island -50.25 -10.25 40 2004-2004 (1) 5.2 2.66 2.70 ± 0.63 ” 
Temperate Broadleaf Deciduous Tree (Temp.BDT) 
CA-Oas South OldAspen -106.25 53.25 39 1997-2004 (8) 5.0 1.01 1.07 ± 0.30 Kljun et al. [2006] 
US-Syv Sylvania Wilderness -89.75 45.75 36 2002-2004 (3) 7.6 1.14 1.03 ± 0.30 Desai et al. [2005] 
US-WCr Willow Creek -122.25 45.75 68 1999-2004 (6) 7.3 1.11 0.95 ± 0.30 Cook et al. [2004] 
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Table 2.1 (Continued) 
Site Code 
 
 
 
 
Site Name 
 
 
 
 
Lon 
 
[oE] 
 
 
Lat 
 
[oN] 
 
 
Hgt 
 
[m] 
 
 
Years 
(Total) 
 
 
Max 
LAI 
 
 
GPP  
[kgC/m2/yr] 
 
Site/Data Reference 
 
 
 
 ISAM 
FLUXNET2 
Mean3 
±Uncertainty4 
Needleleaf Evergreen Tree (NET) 
CA-Gro Groundhog River -82.25 47.75 30 2004-2004 (1) 5.0 0.88 0.98 ± 0.29 
McCaughey et al. 
[2006] 
CA-Obs South OldBlackSpruce -105.25 53.75 39 2000-2004 (5) 3.1 0.68 0.78 ± 0.26 Kljun et al. [2006] 
CA-Ojp South OldJackPine -104.75 53.75 28 2000-2003 (4) 3.4 0.71 0.60 ± 0.25 Kljun et al. [2006] 
CA-Qfo East OldSpruce -74.75 49.25 25 2004-2004 (1) 3.6 0.67 0.64 ± 0.25 Bergeron et al. [2007] 
US-Me3 Metolius 2nd YoungPine -121.75 44.25 30 2004-2004 (1) 4.1 0.82 0.88 ± 0.27 Vickers et al. [2009] 
US-NR1 Niwot Ridge -105.75 39.75 30 1999-2004 (6) 3.4 0.67 0.80 ± 0.27 Monson et al. [2002] 
Savanna 
US-Ton Tonzi Ranch -121.25 38.25 30 2002-2004 (3) 4.3 0.85 0.92 ± 0.24 Ma et al. [2007] 
LBA-Pdg Reserva Pe-de-Gigante -47.75 -21.75 21 2001-2003 (3) 3.4 1.46 1.30 ± 0.30 El-Masri et al. [2013] 
Grass 
CA-Let Lethbridge -113.25 49.25 4 1999-2004 (6) 2.8 0.34 0.49 ± 0.21 
Flanagan and Adkinson 
[2011] 
US-Shd5 Shidler Tallgrass -96.75 36.75 4.5 1998-1999 (2) 4.5 1.71 1.72 ± 0.27 Suyker et al. [2003] 
US-Var Vaira Ranch -121.25 38.25 2.5 2001-2004 (4) 4.3 0.84 0.67 ± 0.23 Ma et al. [2007] 
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Table 2.1 (Continued) 
Site Code 
 
 
 
 
Site Name 
 
 
 
 
Lon 
 
[oE] 
 
 
Lat 
 
[oN] 
 
 
Hgt 
 
[m] 
 
 
Years 
(Total) 
 
 
Max 
LAI 
 
 
GPP  
[kgC/m2/yr] 
 
Site/Data Reference 
 
 
 
 ISAM 
FLUXNET2 
mean3 
±uncertainty4 
Shrub 
CA-Mer Mer Bleue -75.75 45.25 3 1999-2004 (6) 6.3 0.74 0.57 ± 0.25 Roulet et al. [2007] 
US-Los Lost Creek -90.25 45.75 35 2001-2004 (4) 7.1 0.69 0.78 ± 0.23 Sulman et al. [2009] 
US-SO2 Sky Oaks Old -116.75 33.25 6 1999-2004 (6) 2.9 0.71 0.73 ± 0.20 Luo et al. [2007] 
Tundra 
US-Atq Atqasuk -157.25 70.25 4.5 2004-2004 (1) 1.5 0.16 N.A.± N.A. - 
US-Brw Barrow -156.75 71.25 4.5 2001-2001 (1) 1.5 0.16 0.14 ± N.A. Eugster et al. [2000] 
Pasture 
LBA-Fns5 Fazenda Nossa Senhora -62.75 -11.25 8.5 2000-2001 (2) 5.5 2.12 2.20 ± 0.29 El-Masri et al. [2013] 
 
1 Lon (longitude) and Lat (latitude) are corresponding to the 5o×0.5o land grid cell center used in the model simulations. Hgt is the approximate 
height of the flux measurements above the surface (also used as the reference height in the model). Max LAI is the monthly maximum LAI data 
at each site. 
2 For the US & Canada (CA-) sites, half-hourly flux data are available from the North American Carbon Project (NACP) Synthesis [Schaefer et 
al., 2012]; For LBA sites, flux data are available from: www.lbaeco.org/lbaeco/data.htm.  
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Table 2.1 (Continued) 
3 Sites where total missing data exceeds 15% for the years used in this study, the annual GPP budget are from published FLUXNET estimates. 
These sites and data references are: US-SO2 [Falge et al., 2002]; LBA-Km34, LBA-Km67, LBA-Km83, LBA-Rja, LBA-Ban, LBA-Pdg, LBA-
Fns [El-Masri et al., 2013, and references cited therein]; US-Syv [Desai et al., 2005]. Note that the published GPP data may not be 
corresponding to the exact years used in this study; however they typically represent the annual budget of GPP which may be sufficient for 
model evaluation. Sites without sufficient FLUXNET data or published GPP estimates are listed as N.A. – not available.  
4 Uncertainty calculations are using FLUXNET half-hourly/hourly data, aggregated annually to maximum uncertainty ranges. For details on 
schemes/methods used, please refer to Appendix Text A.1. Uncertainty calculations could not be computed for sites where photosynthetically 
active radiation (PPFD) data were not available from FLUXNET (listed as N.A. – not available). 
5 Mixed C3/C4 site: US-Shd - simulated as 45% C3 / 55% C4 based on species composition from Suyker et al. [2003]; LBA-Fns - predominantly C4 
species grasses [Andreae et al., 2002], and was simulated as purely C4. 
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Table 2.2: Key PFT dependent parameters for ISAM calibration. Only the PFTs with available site data 
(from Table 2.1) are shown  
 
 
Parameters1 
PFT 
 T
ro
p.
B
E
T
 
 T
ro
p.
B
D
T
 
 T
em
p.
B
D
T
 
 N
E
T
 
  S
av
an
na
 
  G
ra
ss
 
 S
hr
ub
 
 T
un
dr
a 
  P
as
tu
re
 
 
[µmol/m2/s] 
83 94 81 62 70(C3) 
352 (C4) 
70(C3) 
35(C4) 
40 50 702(C3) 
35(C4) 
ε [mol-CO2 / 
mol-quanta] 
0.08 0.08 0.06 0.06 0.06(C3) 
0.042 (C4) 
0.06(C3) 
0.04(C4) 
 
0.06 0.06 0.062 (C3) 
0.04(C4) 
 hhti [K] 313 311 311 308 308 308 313 303 308 
hlti [K] NR3 NR3 275 275 NR3 (C3) 
2812 (C4) 
275(C3) 
281(C4) 
275 275 NR3 (C3) 
281(C4) 
Kn [-] 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
D50 [cm] 80 80 21 12 50 7 50 9 7 
c [-] -1.632 -1.681 -1.835 -1.880 -1.798 -1.176 -1.909 -2.621 -1.176 
 
D95 [cm] 
 
D50 × (1/0.95 – 1)1/c 
  
1 Description of parameters:  – Nitrogen-downregulated maximum rubisco capacity at top of 
canopy at 25oC per leaf area; ε – Intrinsic quantum yield; hhti – one-half point of high temperature 
inhibition function; hlti – one-half point of low temperature inhibition function; Kn – coefficient of leaf 
nitrogen allocation within canopy; D50 – 50% rooting depth; c – dimensionless root shape parameter; D95 
– 95% rooting depth. Definition of  is based on Bonan et al. [2011]; definitions of ε, hhti, 
hlti, and Kn are based on Dai et al. [2004]; definitions of D50, c, and D95 are based on Schenk and Jackson 
[2002a] 
2 Default model value; was not derived from model calibration, because of unavailability of 
corresponding PFT sites 
3 NR: Not Required for this PFT, and only implemented for cold region C3 PFTs 
 
Vcmax25opt f (N )
Vcmax25opt f (N )
Vcmax25opt f (N )
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Table 2.3: Site averaged annual GPP and biases, grouped by PFTs. ΔCRUNCEP = ISAM-CRUNCEP – 
ISAM-FLUXNET, ΔNCEP = ISAM-NCEP – ISAM-FLUXNET. The values in parenthesis are percentage 
differences of GPP with respect to ISAM-FLUXNET. 
PFT Sites 
GPP [kgC/m2/yr] 
ISAM-FLUXNET ΔCRUNCEP ΔNCEP 
Trop.BET 4 2.95 0.44(15) 0.45(15) 
Trop.BDT 1 2.66 0.05(2) 0.15(6) 
Temp.BDT 3 1.09 0.21(19) 0.19(17) 
NET 6 0.74 0.08(11) 0.13(18) 
Savanna 2 1.14 0.13(11) 0.23(20) 
Grass 3 0.96 0.20(21) 0.30(31) 
Shrub 3 0.71 0.15(21) -0.05(-7) 
Tundra 2 0.16 0.01(7) 0.00(2) 
Pasture 1 2.12 0.08(4) 0.18(8) 
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Fig. 2.1: Mean annual GPP at FLUXNET sites used in this study, for observational/flux data and model 
simulations (ISAM-FLUXNET, ISAM-CRUNCEP, and ISAM-NCEP). “FLUXNET max uncertainty” 
denotes the ±uncertainty range from Table 2.1. 
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Fig. 2.2: (a) Site-level mean annual GPP biases (ΔGPP) in the reanalysis-driven simulations (ISAM-
CRUNCEP, ISAM-NCEP), computed with respect to the respective ISAM-FLUXNET simulations. 
ΔISAM-NCEP = ISAM-NCEP – ISAM-FLUXNET, ΔISAM-CRUNCEP = ISAM-CRUNCEP – ISAM-
FLUXNET. Note: negative ΔGPP at US-NR1 (using ISAM-CRUNCEP) and at US-SO2 (using ISAM-
NCEP) < -0.1 kgC/m2/yr were clipped from the Fig. axis. (b—e) Mean annual biases in input 
meteorology variables: (b) ΔTavg, (c) ΔSrad, (d) ΔQ, and (e) ΔPrecip.  
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Fig. 2.3: Analysis for tree PFTs (Trop.BET, Trop.BDT, Temp.BDT, and NET): daily climatology of 
reanalysis-driven ΔGPP, ΔTavg, ΔSrad and ΔQ – all averaged over the available number of sites (n) for 
each PFT. All the biases (Δ) were calculated with respect to the ISAM-FLUXNET counterpart. Each row 
corresponds to a PFT group (name on left corner). Each column shows a variable (name on top). For each 
subplot, the x-axis is the “Day of year” and the y-axis is the respective variable. 
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Fig. 2.4: Modeled annual mean soil water availability factor (βt) at each site. A value of 1 implies no soil 
moisture stress on photosynthesis, while 0 implies no available water to plant roots. 
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Fig. 2.5: Analysis for individual non-tree C3 and C4 sites: Daily climatology of ΔGPP in reanalysis-driven 
simulations for the (a) non-tree C3 and (b) C4 sites. For each subplot, the x-axis is the “day of year” and 
the y-axis is ΔGPP. All the biases (Δ) were calculated with respect to the ISAM-FLUXNET counterpart.  
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Fig. 2.6: Analysis for C3 sites (only a subset of the sites are shown): daily climatology of GPP vs. Tavg, 
Srad and Q respectively (left group); yearly GPP vs. Precip (right group). Each row of subplots 
corresponds to an individual site (site name on left corner). For each subplot, the x-axis is the respective 
column variable (name on top) and the y-axis is the GPP. Note the use of daily vs. annual timescales in 
the individual GPP-meteorology plots. Because GPP responds to changes in Tavg, Srad and Q on an 
hourly to sub-daily timescale, these respective variables were plotted using daily model output; Precip 
(which controls soil water availability) influences GPP on monthly to annual timescales, and hence 
annual model output was used for the GPP vs. Precip plot. 
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Fig. 2.7: Maps of mean annual estimates of GPP, for two reanalysis-driven model simulations (ISAM-CRUNCEP (a), ISAM-NCEP (b)) and 
observationally derived datasets (FLUXNET-MTE (c), MODIS-DAO (d)). All the results are based on averaged output for 2000—2004, and are 
only for vegetated land surfaces (Appendix Fig. A.8).  
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Fig. 2.8: (a) Zonally averaged mean annual estimates for GPP, for two reanalysis-driven model 
simulations (ISAM-CRUNCEP and ISAM-NCEP) and observationally derived data (FLUXNET-MTE, 
and MODIS-DAO). All the results are based on averaged output for 2000—2004, and are only for 
vegetated land surfaces (Appendix Fig. A.8). The fractional land area (vegetated) at each latitude is 
shown as a gray scale, where darker shades represent more vegetated areas. (b) Zonally averaged GPP 
difference with respect to MODIS based on results from (a). 
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CHAPTER 3 
Climate-driven uncertainties in modeling terrestrial energy and water fluxes 
3.1 Introduction 
Uncertainties in energy and water fluxes in land surface models (LSMs) arise from the 
choice of schemes used to represent land surface and boundary layer processes [Sellers et al., 
1997; Overgaard et al., 2006; Dickinson, 2011], and from the meteorological inputs [Santanello 
et al., 2009]. Quantification of such modeling uncertainties is becoming increasingly important 
to successfully study the implications of climate change on the terrestrial energy and 
hydrological cycles [Trenberth et al., 2007, 2009]. With the availability of multi-year eddy 
covariance data from FLUXNET [Baldocchi et al., 2001], the parameterizations in LSMs can be 
constrained leading to improved estimates of terrestrial latent heat (LE) and sensible heat (H) 
fluxes at the site-level [e.g., Stöckli et al., 2008; Blyth et al., 2010, 2011]. However, uncertainties 
in these fluxes continue to remain high even in the recent model-data intercomparison 
assessments [Jiménez et al., 2011; Mueller et al., 2011], calling for continued model evaluation 
and improvement. It remains important to systematically investigate the causes of these 
uncertainties, because discrepancies in simulated terrestrial LE and H fluxes can strongly 
influence the simulated climate in climate models through the land-atmosphere interactions 
[Ban-Weiss et al., 2011]. 
While the impacts of specific model schemes/parameterizations on energy and water 
fluxes have been documented in many studies, fewer studies have focused on the meteorology-
driven uncertainties. For example, to the best of our knowledge, only one study [Mu et al., 2012] 
has recently documented the impacts of meteorological uncertainties on evapotranspiration 
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biases (in remote sensing applications). Similar uncertainties can arise in the regional/global 
applications of LSMs, associated with biases in the meteorological reanalyses with respect to 
weather station data. Significant biases in atmospheric reanalysis datasets have been 
acknowledged and documented in existing literature, with varying degrees of accuracy across 
meteorological variables [Janowiak et al., 1998; Fekete et al., 2004; Zhao et al., 2006; Simmons 
et al, 2007]. In this context, previous studies reported large sensitivity of modeled carbon fluxes 
at regional/global scales due to various reanalysis datasets [Zhao et al., 2006; Jung et al., 2007; 
Chapter 2]. However the associated impacts on energy and water fluxes have not yet been 
documented. Because the calibration of energy/water fluxes in a LSM usually takes place 
utilizing ancillary meteorological data from the sites, subsequent applications of a ‘calibrated’ 
LSM using reanalysis datasets is likely to produce errors in the computed fluxes. The extent of 
such flux biases resulting directly due to site-level model calibration has also not been presented 
in literature. 
Assessing the meteorology-driven (interchangeably referred to as “climate-driven” in this 
study) LE and H biases is difficult at the global-scale, because it is not feasible to obtain 
concurrent observations of meteorological and flux variables at a global-scale [e.g., Henderson-
Sellers et al., 2003]. A simple alternative may be to study the biases directly at the flux tower 
sites, by comparing the modeled LE and H fluxes obtained using observed meteorology vs. that 
using reanalysis datasets. Using this approach, we previously explored the impacts of climate-
driven uncertainties on gross primary production (GPP) using one particular LSM, the Integrated 
Science Assessment Model (ISAM) [Chapter 2]. There, we first optimized ISAM using 
meteorology and eddy covariance data from 25 FLUXNET sites, and subsequently applied the 
model to quantify the GPP biases using two reanalysis datasets: CRUNCEP and NCEP/NCAR. 
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In the present study, we extend the aforementioned analysis for the LE and H fluxes.  
Specifically, here we address the following questions: (1) what are the key biotic controls 
influencing LE and H fluxes in the calibrated model for various ecosystems; (2) what are the flux 
biases using two different reanalysis datasets (CRUNCEP and NCEP/NCAR) directly at the flux 
tower sites; and (3) what are the impacts on the global estimates of the corresponding fluxes. We 
also present the corresponding implications on the partitioning of LE and H fluxes – which can 
strongly influence the dynamics and thermodynamics of atmospheric circulation and biosphere–
climate feedbacks [Lawrence et al., 2007]. Additionally, we analyzed the biases in partitioning of 
LE into canopy evapotranspiration and soil evaporation – which affects GPP and hydro-
climatology [Lawrence and Chase, 2009]. Along with our previous study [Chapter 2], this work 
presents a consistently integrated analysis of climate-driven biases in carbon, energy and water 
fluxes using the same modeling framework. 
3.2 Methods 
3.2.1 Energy/Water cycle components in ISAM  
ISAM computes terrestrial energy, water and momentum fluxes at half-hourly to hourly 
time steps, integrated with prognostic carbon and nitrogen cycles [Yang et al., 2009; Jain et al., 
2009; Chapter 2]. The boundary layer turbulent processes are described based on the Monin-
Obukhov Similarity Theory (MOST) approach (see, Wang and Dickinson [2012] for method 
review). Latent heat transfer to atmosphere is resolved using canopy transpiration, ground 
evaporation and canopy dew evaporation; sensible heat is partitioned into ground and canopy 
components [e.g., Sellers et al., 1996; Oleson et al., 2008]. For the computation of soil 
evaporation, the model includes resistance to moisture transfer from soil, root and litter 
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components [Sakaguchi et al., 2009]. Surface albedo is resolved into ground albedo (function of 
soil color and wetness), exposed vegetation albedo (function of leaf orientation, leaf/stem 
reflectivity and transmissivity, and ground albedo), and snow albedo (schemes from: Dai et al. 
[2004]).  
Simulated hydrology processes in ISAM include canopy interception and throughfall of 
precipitation, infiltration, redistribution of soil water within the soil column, surface and 
subsurface runoffs – all adapted based on Oleson et al. [2008]. The vertical soil column (~50 m) 
is represented by 15 layers (adapted from Lawrence et al. [2008]), consisting of 11 
hydrologically active top layers up to total depth of ~6m, and 4 hydrology inactive bedrock 
layers below. Originally, ISAM contained 10 hydrologically active layers up to a total depth of 
3.5 (similar to Lawrence et al. [2008]); however, for this study we increased the hydrological 
zone to ~6m to incorporate deep tropical roots implemented in ISAM [Chapter 2]. Snow is 
discretized into a maximum of 5 layers, and dynamics include: snow accumulation, various 
modes of compaction (from snow weight, aging, melting, and winds [Schaefer et al., 2009]), 
depth hoar formation [Schaefer et al., 2009], and water transfer across the snow layers. 
The soil thermal and hydrological properties in ISAM vary with depth, depending on soil 
liquid and ice water contents, soil texture and organic carbon profiles [Lawrence and Slater, 
2008]. In ISAM, the soil organic carbon dataset is taken from Harmonized World Soil Database 
(HWSD) [FAO/IIASA/ISRIC/ISS-CAS/JRC, 2013; Todd-Brown et al., 2012]. 
3.2.2 DATA 
FLUXNET Data 
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Table 3.1 lists the 25-flux tower sites used in this study, grouped into various plant 
functional types (PFTs). These represent major vegetation types in the global land surface: 
tropical broadleaf evergreen tree (Trop.BET) and broadleaf deciduous tree (Trop.BDT), 
temperate broadleaf deciduous tree (Temp.BDT), needleleaf evergreen tree (NET), savanna, 
grass, shrub, tundra and pasture. For this study, we used the half-hourly/hourly u*-corrected LE, 
H, and net radiation (Rn) data from the FLUXNET database to calibrate/evaluate the model 
estimated energy fluxes (see, Appendix Text B.1 for details). Pronounced gaps in data were 
present in most site measurements (e.g., Appendix Table B.1 – for the North American sites), 
consistent with those reported in previous published studies [Falge et al., 2001]. For the present 
analysis, we calculated the annual estimates of LE and H at a site if the cumulative missing data 
at the site was < 40% of the entire study years (see, Appendix Table B.1). This is a more relaxed 
threshold value than used in some other previously published studies. For example, Law et al. 
[2002] used 25%/year threshold value to correct the LE and H fluxes. We converted the half-
hourly/hourly data to daily, and subsequently filled the daily data gaps using linear interpolation, 
before aggregating to monthly/annual estimates. For sites not satisfying the missing threshold, 
we used the flux-corrected annual estimates of LE and H from published literature, whenever 
available (Table 3.1). This was usually a case for the South American (LBA) sites, and hence we 
used flux corrected LE and H at all LBA sites based on published literature (Appendix Table 
B.2). At all sites, we performed flux correction to enforce energy balance closure [Twine et al. 
2000; Jung et al., 2011] on a monthly basis (details are provided in B2). The resulting mean 
annual estimates of LE and H, as used for in this analysis, are listed in Table 3.1. 
We also calculated the random flux errors stochastically at half-hourly/hourly timescales 
based on Hollinger and Richardson [2005], and subsequently aggregated them to annual 
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timescales (±Uncertainty in Table 3.1) for the purposes of our model-data comparison. However, 
we note that the annual random uncertainties are most likely to be lower than these estimates, 
primarily due to compensation from positive and negative uncertainties [Richardson et al., 2006]; 
hence, our ±Uncertainty estimates in Table 3.1 should only be representative of the maximum 
theoretical bounds in random measurement uncertainties. 
Forcing data and Model experimental setup 
We performed three off-line simulations at every flux tower site: (1) ISAM-FLUXNET – 
using the observed site-level meteorology, (2) ISAM-NCEP – using the NCEP/NCAR reanalysis 
[Qian et al., 2006], and (3) ISAM-CRUNCEP – using the recently available CRUNCEP 
reanalysis [Viovy and Ciais, 2009; Wei et al., in prep]. For details on boundary data, model spin-
up procedure, the readers are referred to our companion study [Chapter 2] where we used 
identical experimental setups. 
We first calibrated and evaluated the model using the ISAM-FLUXNET simulations. 
Subsequently, we computed the site-level biases (Δ) in LE, H and Rn (=LE+H) fluxes in the 
reanalysis-driven simulations (ISAM-NCEP and ISAM-CRUNCEP) with respect to the ISAM-
FLUXNET simulations. Similarly, for site-level biases in any input/output variable, we 
consistently computed the biases with respect to the corresponding ISAM-FLUXNET variables. 
In all subsequent discussions, the use of the “Δ” notation in the prefix of variable names 
indicates site-level biases. 
3.3 ISAM calibration, and evaluation of LE and H 
Utilizing the observed site-level meteorology and eddy covariance data, we used the 
“trial and error” approach to tune several PFT-specific parameters in ISAM, to concurrently 
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optimize the modeled GPP, LE and H. An analogous model calibration approach has also been 
used in other studies using the ISAM framework [El-Masri et al., 2013; Song et al., 2013]. 
During model calibration of each PFT, our goal was to optimize the overall model performance 
across sites within the PFT. For the overall calibration approach, including key parameters 
influencing GPP (e.g., , plant rooting depths, etc.), please refer to Chapter 2. Here, 
we summarize the choice of other model parameters related to LE and H (such as stomatal 
conductance parameters, leaf/stem optical properties), and the evaluation of modeled LE and H 
fluxes. 
The stomatal conductance in the model (gs, µmol/m2/s) is parameterized using two 
tunable parameters, the stomatal conductance slope (m, dimensionless) and the stomatal 
conductance intercept (b, µmol/m2/s), based on the following equation [Collatz et al., 1991; 
Sellers et al., 1996; Dai et al., 2004]: 
  
where An is net photosynthesis (µmol/m2/s), Cs is the CO2 partial pressure at the leaf surface (Pa), 
Patm is the atmospheric pressure (Pa), es is vapor pressure at leaf surface (Pa), ei is the saturation 
vapor pressure inside the leaf (Pa), and βt is a soil water availability factor between 0 and 1 
(dimensionless, 1 implies no soil moisture stress on photosynthesis, while 0 implies no available 
water to plant roots). Generally, it was sufficient to use the values of m and the b directly from 
existing literature (m = 9 for C3, and 4 for C4; b = 0.01 mol-CO2/m2/s for C3, and 0.04 mol-
CO2/m2/s for C4) [Dai et al., 2004; Bonan et al., 2011]. However, for certain PFTs 
(Trop.BET/BDT, C3 grass), these values produced lower than observed LE in the model. For 
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these PFTs, we slightly increased their values to m ~10 and b ~0.02–0.03 mol-CO2/m2/s, 
resulting in increased LE in the model to better match with the LE data (and also improving 
LE/H partitioning).  
For PFT optical properties, the model requires the values of reflectance and transmittance 
for leaves and stems of each PFT – separately for the visible and near infrared bands. While 
these are not tunable parameters, they need to be constrained in the model based on data. The 
original ISAM used the reflectance/transmittance values from the published CoLM model [Dai et 
al., 2004; Chen et al., 2011]. There, the optical properties of grass/crop type PFTs were obtained 
from Dorman and Sellers [1989], and other modeling studies reported errors in simulated 
grass/crop albedos using these estimates [e.g., Lawrence et al., 2011]. Hence, following 
Lawrence et al. [2011] we replaced these values for the grass type PFTs (e.g., grass, tundra, 
pasture) in the calibrated model based on improved field data from Asner et al. [1998].  
In the calibrated model, the annual H estimates are within the random uncertainty range 
at all the sites with available flux data (15 out of the 25 sites; see Table 3.1), and the LE is 
generally within the uncertainty range as well (except at LBA-Km67, LBA-Pdg, CA-Let, and 
LBA-Fns). Below, we briefly describe the potential causes for LE disagreements at the 
aforementioned sites where the model is outside the uncertainty range. 
At the LBA-Km67 Trop.BET site, there is a large underestimation in modeled annual LE 
(ISAM: 78 W/m2, FLUXNET: 104±15 W/m2). Based on other site-level observational studies 
that have shown energy-limited LE response for the Trop.BET/BDT [Hasler and Avissar, 2007; 
Juárez et al., 2007], this underestimation could be largely attributed to the lower total radiation 
inputs at this site in comparison with the adjacent Trop.BET/BDT sites. For example, in 
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comparison with LBA-Km83 that is in the same model 0.5o×0.5o grid, the mean annual 
shortwave radiation (Srad) at this site is lower by 30W/m2, while the downwelling longwave 
radiation (LWdown) is same at both sites (Appendix Table B.3). Hence, the total Srad+ LWdown at 
this site is lower by ~30W/m2, strongly contributing to the lower modeled LE. Noting that there 
may be problems in the radiation data at this site, the ratio of LE/(LE+H) may be a better statistic 
for model evaluation at this site, which compared favorably between the model and the data 
(ISAM: 0.80, FLUXNET mean: 0.82).  
The tropical savanna site (LBA-Pdg) also underestimated the annual averaged LE 
(ISAM: 75 W/m2, FLUXNET: 95±7 W/m2). This is partly due to the underestimation of 
simulated net-radiation in the model (Rn; ISAM: 115 W/m2, FLUXNET: 133 W/m2). Because Rn 
depends on the full suite of energy processes (including the incoming and outgoing energy 
balance, soil temperature, vegetation/ground albedos, etc.), it is generally difficult to sufficiently 
diagnose/constrain Rn in the model. We tested with different estimates of savanna 
reflectance/transmittance from Asner [1998], and different root depth/profile values for savanna 
(from Schenk and Jackson [2002]) however these did not provide the required sensitivity to 
correct the existing bias at this site. In addition, the use of static rooting profiles in ISAM is also 
most likely to limit the model’s ability to correctly simulate the soil water stress (especially 
important for herbaceous PFTs [Arora and Boer, 2003]). Due to the availability of only the LBA-
Pdg for model calibration/evaluation of tropical savanna, we could not further evaluate these 
modeling shortcomings. Furthermore, this site also had a relatively poor energy balance ratio 
(EBR) in the flux tower measurements (see, Table 3.1), reducing the confidence in model-data 
comparison.  
At the mid-latitude CA-Let grass site, the underestimation of LE (ISAM: 22 W/m2, 
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FLUXNET: 31±6 W/m2) can be explained by the upper bound of annual precipitation (Precip) in 
the meteorology data (Precip = 0.28 m/m2/yr, see Appendix Table B.3), resulting in ET/Precip = 
0.987 (where, ET = evapotranspiration). Finally, at the single available pasture site (LBA-Fns), 
the LE is slightly overestimated – though the differences are not substantial (ISAM: 81 W/m2, 
FLUXNET: 73±6 W/m2). Overall, due to the limited number of non-tree/herbaceous sites for 
model calibration (e.g., grass, savanna, pasture), more sites will be beneficial to reduce the 
existing uncertainties in the model. 
3.4 Results  
3.4.1 Site-level reanalysis-driven uncertainties in Rn, LE and H  
Uncertainties in annual estimates of Rn  
To explain the reanalysis-driven modeled annual ΔLE and ΔH, we first analyzed the net 
radiation biases (ΔRn = ΔLE + ΔH) at each site, along with biases in several input meteorology 
variables (Fig. 3.1). With respect to the input meteorological drivers, two primary variables 
controlling the Rn are the Srad and LWdown. In the tropics (i.e., LBA sites), the ΔRn using the 
NCEP/NCAR dataset is very high – primarily driven by the consistently +ΔLWdown and +ΔSrad 
(Fig. 3.1a, d-e). Indeed, the NCEP/NCAR driven +ΔLWdown at the LBA sites are the largest 
amongst all the analyzed sites (~20—50 W/m2, Fig. 3.1e). In contrast to the tropical 
Trop.BET/BDT, the NCEP/NCAR driven ΔRn are progressively negative at the mid and high-
latitude sites. For the Temp.BDT and NET, mean annual ΔSrad in the NCEP/NCAR are usually 
small, and consequently the -ΔRn is driven by the -ΔLWdown (typically around ~-15W/m2, see Fig. 
3.1e). Such negative ΔLWdown are also present in the CRUNCEP; however the annual total 
energy input is compensated by the +ΔSrad in the CRUNCEP (Fig. 3.1d). As a result, at most of 
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the mid/high-latitude sites, the mean annual ΔRn using the CRUNCEP are in better agreement 
with the respective ISAM-FLUXNET simulations. 
For the non-tree sites (savanna, grass, shrub, tundra, pasture), all except the 
NCEP/NCAR driven LBA simulations produced a negative mean annual ΔRn (Fig. 3.1a). For 
these cases with negative Rn, the reanalyses ΔLWdown are also negative. In many instances the 
mean annual ΔRn at the mid/high-latitude non-tree sites are more negative than those simulated 
at the Temp.BDT and NET sites; for such cases, the corresponding input ΔLWdown are also 
amongst the most negative (e.g., US-Ton and US-Var, using the CRUNCEP data). At the high-
latitude tundra sites in Alaska, the mean annual ΔRn are significantly negative in both the 
datasets, driven by the corresponding –ΔLWdown which offset the +ΔSrad. Overall, the patterns of 
ΔRn as seen in the site-level analysis are also present in the global ISAM simulations using the 
two reanalysis datasets (further discussed in Section 3.4.2). 
Uncertainties in annual estimates of LE and H 
Amongst the Trop.BET/BDT sites, even though the mean annual ΔRn are positive in most 
instances (especially large using the NCEP/NCAR), the ΔLE are either negative or moderately 
positive (Fig. 3.1a-b). In this context, here we should also mention that the corresponding mean 
annual ΔGPP are positive at all the Trop.BET/BDT sites (average of ~0.45 kgC/m2/yr) [Chapter 
2]. Hence, given the positive input energy anomaly (i.e., ΔRn > 0) together with ΔGPP > 0, the 
negative ΔLE suggest that the +ΔQ played a dominant role in suppressing the LE (by notably 
decreasing the atmospheric dryness). Consequently, this also means increased ecosystem water 
use efficiency in the corresponding reanalysis simulations. A notable characteristic of the 
NCEP/NCAR data is the high +ΔQ at the LBA sites (Fig. 3.1f). Further analysis show that this is 
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also true for most of the vegetated land surface, as shown by the consistently larger Q in the 
NCEP/NCAR than in the CRUNCEP dataset (Appendix Fig. B.1e). For example, at two of the 
LBA Trop.BET sites (LBA-Km34 and LBA-Km83) the mean annual +ΔQ in the NCEP/NCAR 
data are amongst the highest of all the analyzed sites; there, the resulting ΔLE are also largely 
negative. Of all the LBA sites, only at LBA-Ban the ΔQ is relatively larger in the CRUNCEP, 
and the corresponding ΔLE using the CRUNCEP is more negative. These results highlight the 
importance of ΔQ in the reanalysis data for determining the direction of ΔLE in the tropics. 
Nonetheless, because the annual LE response at the tropics is known to be strongly dependent on 
annual Rn [e.g., Costa et al., 2010; Hasler and Avissar, 2007; Juárez et al., 2007], the resulting 
ΔLE can be positive given a sufficiently large +ΔRn in the reanalysis data. This is the case for the 
LBA-Km67 site, where the impact of +ΔQ is more than offset by the increased radiation inputs 
in the NCEP/NCAR and the CRUNCEP datasets (ΔRn ~75 and 30 W/m2, respectively; +ΔSrad 
~60 W/m2 in both the datasets), resulting in predominantly positive mean annual ΔLE of ~10 and 
25 W/m2, respectively. 
Driven by the large +ΔRn and -ΔLE (from +ΔQ) in the NCEP/NCAR, the corresponding 
+ΔH is significantly high at all the Trop.BET/BDT sites. On average, the NCEP/NCAR driven 
ΔH for the Trop.BET (4 sites) is 52 W/m2, an error of 186% of the corresponding ISAM-
FLUXNET H (Table 3.2). At the single Trop.BDT site (LBA-Ban), the corresponding ΔH and % 
errors are 28 W/m2 and 89%, respectively. In comparison, the overall ΔH using the CRUNCEP 
is much smaller for these PFTs (Table 3.2). 
Due to the -ΔRn and +ΔQ using the NCEP/NCAR, the associated ΔLE are systematically 
negative at the NET sites (-20 W/m2 to -10 W/m2) (Fig. 3.1b). An exception to this is the US-
Me3 site, where the large +ΔPrecip in both the reanalysis datasets produced +ΔLE. This shows 
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that besides the energy inputs, the incoming water from precipitation can also be a limiting factor 
to the ET (or LE) in these ecosystems. Overall, averaged over the 6 NET sites, the ΔLE of -11 
W/m2 using the NCEP/NCAR amounted to an error of -35% in comparison to the LE from 
ISAM-FLUXNET (Table 3.2). Across the individual Temp.BDT sites, the ΔLE using the 
NCEP/NCAR is negative to moderately positive (-10 ~2.5 W/m2), while the mean annual ΔLE 
using the CRUNCEP are approximately 0–15 W/m2. Based on Fig. 3.1a, a consistent feature at 
the Temp.BDT and NET sites is that the mean annual LE using the CRUNCEP are 
systematically greater than those using the NCEP/NCAR, i.e., LECRUNCEP > LENCEP/NCAR. These in 
turn, can be explained by the energy biases in the reanalysis simulations, i.e., Rn CRUNCEP > Rn 
NCEP/NCAR (Fig. 3.1a). 
For the non-tree sites/PFTs, the reanalysis-driven ΔLE exhibited lesser consistent patterns 
than the tree/forest PFTs (Fig. 3.1b). This can partly be explained by the stronger dependence of 
LE on Precip in these ecosystems, which tend to be very spatially heterogeneous (Fig. 3.1e). In 
Chapter 2, we showed that the annual ΔGPP for these ecosystems is strongly controlled by 
factors affecting ecosystem water stress: e.g., Tavg, Q, and Precip. Correspondingly, these 
factors generally control the modeled ΔLE as well – attributable to the stomatal coupling 
between GPP and transpiration. In addition, the influence of input energy over the modeled LE 
(or, equivalently the ET) is also apparent at several of the non-tree sites (similar to the tree 
PFTs). For example, while the ET increased with Rn, for monthly Rn > ~150 W/m2 some PFTs 
such as grass and savanna show radiation-induced heat stress in the model – thereby 
progressively decreasing the ET with further increases in Rn (Appendix Fig. B.2). Because these 
ecosystems are generally prevalent in drier environments, the instances of very large +ΔRn can 
therefore potentially produce a –ΔLE using the reanalysis data (as opposed to the tree/forest 
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PFTs). 
Following the negative annual -ΔRn at most of the mid/high latitude non-tree sites, the 
corresponding mean annual ΔH are also largely negative (Fig. 3.1a, c; Table 3.2). In this context, 
the only exception is the US-SO2 shrub site, where the LE (and the GPP) is strongly reduced in 
the reanalysis datasets due to very low Precip. To maintain the energy balance (ΔRn = ΔLE + 
ΔH), this resulted in the +ΔH using the reanalysis datasets. At the two high-latitude tundra sites 
(US-Atq, US-Brw), the mean annual ΔRn are significantly negative in both the datasets, and the 
ΔLE and ΔH are both negative.  
Uncertainties in partitioning of annual LE into canopy and ground components 
Across all sites/PFTs, we analyzed the relative role of ΔSrad and ΔLWdown on ΔLE by separately 
plotting the ground and canopy components of LE (i.e., LEground – ground evaporation, and LEveg 
– canopy evapotranspiration;). In the ISAM-FLUXNET simulations, based on the LAI, the 
LEground/LE increased nonlinearly from 0.1 for Trop.BET to 0.6 for NET, and reaching a 
maximum of ~0.8 for the extremely high-latitude tundra sites (Fig. 3.2a). In ISAM, LEveg consists 
of two components – the canopy transpiration that is coupled with GPP (through stomatal 
conductance), and the leaf evaporation of dew. While energy input from Srad directly influences 
the total LE, LWdown only impacts the evaporation components (ground evaporation, leaf 
evaporation) due to the lack of any photosynthetically active radiation contained in it (hence, 
LWdown does not influence either GPP or transpiration). Hence, these results indicate the 
increasing importance of ΔLWdown towards ΔLE for PFTs with lower LAI where the ground is 
increasingly exposed (i.e., mid-latitude forests with strong LAI seasonality, non-tree PFTs). 
Consequently, at most of the mid- to high-latitude sites, the reanalysis datasets produced 
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negative annual ΔLEground (Fig. 3.2b), by virtue of the –ΔLWdown. Note that, because the non-tree 
PFTs usually have lower LAI than tree PFTs, the role of ΔSrad towards ΔLEground (and ΔHground) 
also becomes relatively more important, because the exposed ground can absorb a larger fraction 
of the Srad, thereby increasing the ground heat intake (data not shown). Also, as especially 
evident from the results, the LEground/LE at the mid- and high-latitude sites may be much lower in 
the ISAM-NCEP simulations than in the ISAM-FLUXNET counterparts; these are driven by the 
lower atmospheric energy input at these sites using the NCEP. Therefore, the regression fits for 
LEground/LE vs. LAI (Fig. 3.2a) may be different for the three sets of simulations performed in 
this study, though there is always a decrease in LEground/LE with increasing LAI.  
Uncertainties in seasonality of LE and H 
We investigated the daily patterns of ΔLE and ΔH because of their implications on the 
seasonality of the fluxes themselves. Here, we illustrate the results for the forest/tree PFTs (Fig. 
3.3; for reference, daily patterns of ΔLE and ΔH for the non-tree sites are also shown in 
Appendix Fig. B.3 and Appendix Fig. B.4). The results show several points, as follows. (1) For 
the Trop.BET/BDT, daily instances of high +ΔQ produced –ΔLE, and daily instances of high 
+ΔLWdown produced high +ΔH (supplementing our analysis at annual timescales). (2) The daily 
climatological biases in ΔLE and ΔH in the mid/high-latitude Temp.BDT and NET exhibited 
strong seasonality ranging from negative to positive biases (e.g., seasonal amplitude of ~-20 to 
20 W/m2). As a result, the +/- seasonal flux biases may partly be mitigated in the annual 
timescale. Because of this, an important caveat is that a low annual energy flux bias may or may 
not imply correctness of the reanalysis data. (3) For the Temp.BDT and NET, the systematically 
negative annual ΔLE using the NCEP/NCAR data is caused mostly by the negative wintertime 
LE biases, coincident with wintertime -ΔLWdown in the data. Because there is no GPP in these 
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PFTs during the winter (and hence negligible LEveg), the entire wintertime -ΔLE can be attributed 
to the corresponding -ΔLEground. Finally, (4) the mean annual -ΔH in the Temp.BDT and NET 
can also be mostly attributed to negative wintertime ΔH (driven by the input energy deficit 
during the winter).  
3.4.2 Global uncertainties in modeled Rn, LE and H  
Accurately quantifying the global extent of reanalysis climate-driven biases in LE and H 
fluxes (as performed at the site-level) are not possible in a LSM framework, due to the lack of 
observed sub-daily meteorological data at each model grid cell [e.g., Henderson-Sellers et al., 
2003]. However, it may still be possible to investigate the modeling uncertainties in comparison 
with other observationally derived global estimates. For this purpose, we used data from two 
globally gridded sources: (1) FLUXNET-MTE [Jung et al., 2011] – providing LE and H, and (2) 
MODIS [Mu et al., 2011] – providing LE. Using these datasets and the two model simulations 
(ISAM-NCEP, ISAM-CRUNCEP) (see, Fig. 3.4 and Fig. 3.5 for spatial comparison), we 
constructed the corresponding zonally averaged mean annual Rn (= LE+H), LE and H estimates 
(Fig. 3.6a-c) for the vegetated land surface (Appendix Fig. B.5). Based on this plot, several 
features consistent with our site-level analysis are evident, which we describe below. 
In comparison with FLUXNET-MTE, the mean annual Rn anomaly using the 
NCEP/NCAR meteorology is highly positive in the tropics and sub-tropics, but gradually 
transitioned to negative for the mid- and northern high-latitudes. In both the Northern and 
Southern Hemispheres, this transition happened at approximately 40oN and S, respectively (Fig. 
3.6a). In terms of the driving meteorological variables of Srad and LWdown, the relative 
differences between the CRUNCEP and the NCEP/NCAR are also very consistent with our site-
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level analysis. For example, in comparison with the CRUNCEP data, the annual LWdown in the 
NCEP/NCAR show very high positive differences in the tropics/sub-tropics; this difference 
gradually diminished for the mid-latitudes, and eventually becoming negative at the upper high-
latitudes (Appendix Fig. B.1d). Next, the annual Srad in the NCEP/NCAR is also consistently 
lower in the mid/high-latitude vegetated surface (Appendix Fig. B.1c). As discussed previously, 
the Srad+LWdown in the CRUNCEP dataset is generally in closer agreement with the site 
observed meteorology; correspondingly, the zonal mean Rn from ISAM-CRUNCEP is also 
generally in good agreement with FLUXNET-MTE across various latitudes (Fig. 3.6a). 
Nonetheless, between 20—40oS, the Rn from ISAM-CRUNCEP is high in comparison with both 
FLUXNET-MTE and ISAM-NCEP. A limitation in our current model calibration is that the 
southernmost site used in our analysis is located at ~21.75oS (LBA-Pdg) and all other sites are 
above ~11oS; hence more Southern Hemispheric flux tower sites need to be integrated into 
ISAM, to better quantify the modeled energy/water flux biases in this region. 
As in the site-level analysis, the annual LE estimates in the deep tropics from ISAM-
CRUNCEP are higher than that of ISAM-NCEP, with a maximum relative difference of ~10 
W/m2 at the equator (Fig. 3.6b), similar to the relative differences at the Trop.BET sites. In 
comparison with the observationally derived datasets, the zonally averaged LE from ISAM-
CRUNCEP is also notably higher between 10oS and 10oN with a maximum positive anomaly of 
10—15 W/m2 at the equator, while the corresponding tropical LE from ISAM-NCEP is in good 
agreement. Consistent with our site-level analysis, these relative LE biases between ISAM-NCEP 
and ISAM-CRUNCEP can be primarily attributed to the persistently higher Q in the 
NCEP/NCAR (Appendix Fig. B.1e), which suppressed the ET to lower the LE. Also, we can rule 
out Precip differences between the two reanalyses as a cause of the larger modeled LE using the 
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CRUNCEP, because the total annual Precip in the tropics is actually slightly higher in the 
NCEP/NCAR (data not shown).  
Above approximately 40oN, the model simulation using the NCEP/NCAR data show 
consistently low LE in comparison with both FLUXNET-MTE and MODIS (anomaly of -10 to -
15 W/m2 in 52—70oN latitude) (Fig. 3.6b). Such zonal-scale negative LE anomalies are very 
similar to those previously simulated using the NCEP/NCAR data at most of the upper mid-
latitude and high-latitude sites (e.g., NET, Temp.BDT, tundra). As in the site simulations, the 
low zonal LE using the NCEP/NCAR can primarily be attributed to the corresponding low Rn in 
ISAM-NCAP at above 40oN (Fig. 3.6a). These biases are much smaller in the CRUNCEP 
simulations (due to a better heat budget), showing that the accuracy of meteorological forcings is 
very important to determine the LE (especially, in the northern high-latitudes).  
Based on the strongly positive tropical Rn anomaly in ISAM-NCEP (relative to 
FLUXNET-MTE, Fig. 3.6a), the corresponding H biases are also particularly strong in the model 
using the NCEP/NCAR (Fig. 3.6c). Notably, the ISAM-NCEP consistently overestimated the 
mean annual H with respect to FLUXNET-MTE, with a maximum difference of 40 W/m2 the 
equator. Such biases are absent using the CRUNCEP data at most latitudes, except between 20—
40oS where the Rn anomaly in ISAM-CRUNCEP is largely positive (as discussed above). 
Additionally, due to a better northern high-latitude energy budget using the CRUNCEP, the H 
from ISAM-CRUNCEP also appeared to be in better agreement with FLUXNET-MTE than the 
ISAM-NCEP counterpart.  
Finally, we also investigated the impact of the LE and H biases on the partitioning of the 
energy fluxes, using the metric of evaporative fraction: LE/Rn (Fig. 3.7). In our model simulation 
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using the NCEP/NCAR, the LE/Rn between 15oS—10oN is largely underestimated in comparison 
with FLUXNET-MTE (up to 20% lower at the equator, due to the anomalously low tropical H). 
The NCEP/NCAR simulation also strongly underestimated the LE/Rn in the northern high-
latitudes over ~50oN (up to 22% lower at 60oN). At these latitudes, the underestimation in LE/Rn 
is due to the negative LE anomaly in ISAM-NCEP. 
3.5. Discussion and Conclusions 
Here, we used a LSM framework to show that potentially large uncertainties in terrestrial 
energy/water fluxes can arise from direct biases in reanalysis climate. To consistently quantify 
the modeled flux biases, we first analyzed the site-level biases in input meteorology from two 
reanalysis datasets: the NCEP/NCAR and the CRUNCEP. Using these datasets, several 
consistent patterns in the mean annual ΔRn, ΔLE and ΔH are evident at the site-level as well as in 
the global simulations. Besides the mean annual biases in meteorology and fluxes, we also 
highlight the importance of investigating the seasonality of the biases, which have important 
consequences for the seasonal coupling amongst terrestrial carbon, energy and water fluxes. 
With respect to the observed site meteorology, notable biases in the reanalysis variables 
are as follows: (1) high +ΔSrad in the tropics (both in NCEP/NCAR and CRUNCEP); (2) high 
+ΔLWdown in the tropics but negative ΔLWdown in the mid/high-latitudes in NCEP/NCAR; and (3) 
high +ΔQ in the NCEP/NCAR (Fig. 3.1). There are also varying degrees of biases in Tavg and 
Precip. Mostly, the mean annual ΔLWdown and ΔQ are smaller in the CRUNCEP. Specifically, 
based on the site-level modeling results of this study, the CRUNCEP driven LE and H fluxes are 
generally in better agreement (than the NCEP/NCAR counterparts) with the respective 
FLUXNET estimates. Similar patterns in LE and H response/biases are also evident in the zonal 
mean fluxes from global simulations (Fig. 3.6, 3.7). 
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We also analyzed the driving factors and mechanisms of the modeled biases in the Rn, LE 
and H fluxes. In the model, these flux biases could be primarily attributed to: (1) biases in total 
energy inputs to the surface (Srad, LWdown); (2) biases in Q and Tavg, which modulate the 
atmospheric dryness and hence influence LE/H partitioning, (3) Precip, which may be especially 
important for non-tree/herbaceous ecosystems. Our model response is typically consistent with 
several existing observational analysis from literature that suggest, (1) Rn controls the seasonal 
variation of LE over the rain forest in Amazonia [Costa et al., 2010; Hasler and Avissar, 2007; 
Hutyra et al., 2007; Fisher et al., 2009], and they may not be primarily water stressed [Juárez et 
al., 2007; Chapter 2]; (2) available energy is the most important parameter in determining LE in 
the high-latitude boreal forests [Admiral et al., 2006], which are not predominantly water 
stressed because of their slow transpiration rates [Admiral et al., 2006; Baldocchi et al., 2000]; 
and (3) in arid and semi-arid ecosystems (e.g., non-tree PFTs), Precip and factors controlling 
atmospheric dryness (Tavg, Q) are the dominant factors in determining LE [e.g., Chang et al., 
2006; Ferguson and Veizer, 2007; Hasler and Avissar, 2007]. However, our results show that the 
environmental control(s) determining ΔLE can be different from those controlling the response 
in absolute LE. For example, even though Rn may be the dominant factor determining the LE 
response for the tropical forests, the ΔLE is often controlled by ΔQ (unless the positive anomaly 
in Rn is very high). Here we also note that, as opposed to the usually positive mean annual ΔGPP 
using the NCEP/NCAR and CRUNCEP datasets [Chapter 2], the corresponding ΔRn, ΔLE, ΔH 
are not uniformly positive or negative. This suggests that the ΔGPP may not be correlated with 
ΔLE even though the GPP and LE are largely coupled through the stomata. Additionally, because 
biotic factors such as canopy physiology/morphology, and environmental factors such as soil 
thermal and hydrological processes also determine the LE and H response (and biases) in the 
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model, any single factor individually should not be expected to fully explain the energy/water 
flux biases and the variations in model response. 
LSMs are ultimately designed to study complex land-atmosphere interaction processes, 
and for application into future climate/environmental change scenarios, at regional to global 
scales. Hence, given the magnitudes of biases in the LE and H fluxes using reanalysis data, we 
feel that further study is warranted to quantify the associated impacts on various land-atmosphere 
exchange parameterizations dependent on partitioning of energy fluxes. Also, several important 
questions do arise on the philosophy of LSM calibration using site-scale FLUXNET data. For 
example, what are the net impacts of site-level calibration on global estimates of various fluxes 
and reservoirs from LSMs, and should we calibrate to optimize at the sites or should we rather 
optimize the model based on global datasets to counteract such biases in the first place? In this 
context, a comparable study by Zhao et al. [2006] investigating the reanalysis-driven biases in 
MODIS estimated GPP suggested two approaches to reduce the GPP biases: (1) by adjusting the 
reanalysis variables at each grid cell based on weather station data; and/or (2) by modifying the 
model parameters to optimize the output fluxes using the biased meteorology as the forcing data. 
In their study, the authors partly adopted the latter option for model calibration (though they 
acknowledged the associated caveats). But using a LSM framework such as in this study, this is 
most likely to result in propagating errors in various model parameterizations, due to the 
interactions amongst the full suite of carbon, energy, water, and momentum fluxes. This is also 
most likely to result in tunable parameter values that are inconsistent with the respective 
theoretical optimums, hence compromising the physical basis of model formulations. 
Subsequently, the model may also become susceptible to producing unreliable trends in fluxes, 
for future climate change simulations. Hence, in the long run, the only reliable alternative may be 
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to improve the global reanalysis products to consistently force the model simulations. As for the 
current reanalysis products, it may be useful to develop potential strategies to indirectly account 
for the LSM output biases post model simulations – such as the scaling of fluxes to account for 
the established model biases. For such purposes, estimation of site-level flux biases as 
demonstrated in our study (and in Chapter 2) is a useful first step to formulate the respective 
scaling factors.  
While continued model evaluation is necessary to improve the representation of carbon, 
energy and water cycles in the ISAM, here (along with Chapter 2) we demonstrate the need to 
systematically investigate the flux uncertainties from forcing datasets itself, such as from 
meteorology. Better quantification of uncertainties should lead to better attribution of uncertainty 
sources, which can ultimately help to reduce the errors in future modeling efforts. Because LSMs 
usually use many similar schemes across models (due to shared model development or through 
infusion of sophisticated schemes from other models when available), the magnitude and range 
of flux uncertainties presented in this study is expected to be of interest to other LSM modelers, 
and to the ESM community in general. 
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Table 3.1: FLUXNET sites used in this study1; the annual budgets of LE and H were compiled from 
FLUXNET data, or from published studies based on the FLUXNET data. Note: the annual budgets from 
the published studies shown here may not correspond to the site-years used in this study. The ISAM 
estimated fluxes are from the ISAM-FLUXNET simulations 
Site Code 
 
 
Site Name 
 
 
 
Years 
 
 
 
EBR2 
 
 
LE [W/m2] 
 
H [W/m2] 
FLUXNET 
ISAM 
 
FLUXNET 
ISAM 
 
Mean ± 
Uncertainty 
Mean ± 
Uncertainty 
Tropical Broadleaf Evergreen Tree (Trop.BET) 
LBA-Km34  Manaus KM34 
 
2002-3004 0.82 106 ± 16 100 
 
36 ± 13 31 
LBA-Km67  Santarem KM83 
 
2003-2004 0.84 104 ± 15 78 23 ± 12 19 
LBA-Km83  Santarem KM67 2001-2003 1.04 103 ± 15 105 24 ± 12 21 
LBA-Rja  Reserva Jaru 2000-2001 0.77 106 ± 16 102 35 ± 13 41 
Tropical Deciduous Evergreen Tree (Trop.BDT) 
LBA-Ban  Bananal Island 2004-2004 1.01 106 ± 16 106  29 ± 13 31 
Temperate Broadleaf Deciduous Tree (Temp.BDT) 
CA-Oas South OldAspen 1997-2004 0.84 30 ± 10 31 
 
28 ± 14 29 
US-Syv Sylvania Wilderness 2002-2004 NAγ NA* 35 NA* 42 
US-WCr Willow Creek 1999-2004 NAγ NA* 27 NA* 38 
Needleleaf Evergreen Tree (NET) 
CA-Gro Groundhog River 2004-2004 0.96 40 ± 12 31 
 
35 ± 13 42 
CA-Obs South 
OldBlackSpruce 
2000-2004 0.85 26 ± 10  28 46 ± 14 41 
CA-Ojp South OldJackPine 2000-2003 0.87 20 ± 9 29 45 ± 14 41 
CA-Qfo East OldSpruce 2004-2004 0.85 32 ± 10 30 42 ± 13 34 
US-Me3 Metolius 2nd 
YoungPine 
2004-2004 0.63 NA* 27 NA* 55 
US-NR1 Niwot Ridge 1999-2004 0.97 48 ± 13 48 49 ± 19 59 
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Table 3.1 (Continued) 
 
1 Additional detail of these sites pertaining to site description, and references/methods are available in 
Chapter 2. 
 
 
 
Site Code 
 
 
Site Name 
 
 
 
Years 
 
 
 
 
EBR2 
 
 
 
LE [W/m2] 
 
H [W/m2] 
FLUXNET 
ISAM 
 
FLUXNET 
ISAM 
 
Mean ± 
Uncertainty 
Mean ± 
Uncertainty 
AAA Savanna 
US-Ton Tonzi Ranch 2002-2004 0.94 NA* 29 
 
NA* 75 
LBA-Pdg  Reserva Pe-de-
Gigante 
2001-2003 0.75 95 ± 7 75 38 ± 10 40 
Grass 
CA-Let Lethbridge 1999-2004 0.67 31 ± 6 22 
 
39 ± 10 44 
US-Shd Shidler Tallgrass 
Prairie 
1998-1999 NAγ NA* 70 NA* 36 
US-Var Vaira Ranch 2001-2004 0.90 NA* 32 NA* 83 
Shrub 
CA-Mer Mer Bleue 1999-2004 0.80 NA* 33 
 
NA* 48 
US-Los Lost Creek 2001-2004 0.81 NA* 22 NA* 45 
US-SO2 Sky Oaks Old 1999-2004 1.03 NA* 40 NA* 62 
Tundra 
US-Atq Atqasuk 2004-2004 0.67 NA* 11 
 
NA* 25 
US-Brw Barrow 2001-2001 0.82 NA* 8 NA* 17 
Pasture 
LBA-Fns Fazenda Nossa 
Senhora 
2000-2001 0.77 73 ± 6 81  47 ± 10 49 
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Table 3.1 (Continued) 
2 EBR: Energy Balance Ratio [see, Wilson et al., 2002], here calculated using 3-hourly FLUXNET data 
for LE, H and Rn according to formula: , where is summation over the time-
scale for flux correction (see, Appendix Text B.2). 
α Annual LE, H and EBR were calculated based on data from da-Rocha et al. [2009] (see, Appendix Table 
B.2 for calculation details).  
β Annual LE and H were calculated based on data from Randow et al. [2004], and EBR from Hasler and 
Avissar [2007].  
γ NA (Not Available) as net radiation data was not available for the calculation of EBR. 
* NA (Not Available) as percentage of missing data exceeded ~40% for the years used in this study; 
hence we did not list the FLUXNET Mean ± Uncertainty (Appendix Table B.1). 
 
∑
∑ +=
nR
HLE
EBR ∑
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Table 3.2: Site averaged annual latent heat (LE) and sensible heat (H) estimates, grouped by PFTs. ΔCRUNCEP = ISAM-CRUNCEP – ISAM-
FLUXNET, ΔNCEP = ISAM-NCEP – ISAM-FLUXNET. The values in parenthesis are percentage differences with respect to ISAM-FLUXNET 
simulations. 
PFT 
 
Number 
of sites 
LE [W/m2] 
 
H [W/m2] 
ISAM ΔCRUNCEP ΔNCEP ISAM ΔCRUNCEP ΔNCEP 
Trop.BET 4 96 5(6) -6(-6) 28 -4(-15) 52(186) 
Trop.BDT 1 
106 -19(-18) -13(-12) 31 -2(-7) 28(89) 
Temp.BDT 3 
31 8(24) -4(-13) 37 -6(-16) -11(-31) 
NET 6 
32 -2(-6) -11(-35) 45 7(15) 1(3) 
Savanna 2 
57 1(2) -0(-0) 57 -24(-42) -10(-17) 
Grass 3 
41 1(3) 1(2) 54 -26(-48) -22(-41) 
Shrub 3 
32 1(4) -12(-38) 52 -6(-11) -3(-6) 
Tundra 2 
9 -4(-46) -8(-90) 21 -16(-74) -22(-103) 
Pasture 1 81 -18(-22) -10(-12) 49 3(7) 17(35) 
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Fig. 3.1: Site-level mean annual biases (Δ) in (a) net radiation (ΔRn = ΔLE + ΔH), (b) latent heat (ΔLE), 
and (c) sensible heat (ΔH) in the ISAM-CRUNCEP, ISAM-NCEP simulations. (d—h) Mean annual biases 
in input meteorology variables: (d) ΔSrad, (e) ΔLWdown, (f) ΔQ, (g) ΔTavg, and (h) ΔPrecip. All the 
biases were calculated with respect to the ISAM-FLUXNET counterpart. 
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Fig. 3.2: (a) Ratio of annual ground evaporation to total evapotranspiration (LEground/LE) plotted vs. mean 
annual LAI, at individual sites. Also shown is a line of best fit (using a quadratic polynomial) across all 
sites for the ISAM-FLUXNET simulation. (b) Mean annual biases in latent heat components from the 
canopy (ΔLEveg, top panel) and from ground (ΔLEground, bottom panel). All the biases (Δ) were calculated 
with respect to the ISAM-FLUXNET counterpart.  
 
 
 
	   71	  
Fig. 3.3: Analysis for tree PFTs (Trop.BET, Trop.BDT, Temp.BDT, NET): daily climatology of reanalysis-driven ΔLE and ΔH, along with ΔSrad, 
ΔLWdown and ΔQ. All variables were averaged over the available number of sites (n) for each PFT. All the biases (Δ) were calculated with respect 
to the ISAM-FLUXNET counterpart. Each row corresponds to a PFT group (name on left corner). Each column shows a variable (name on top). 
For each subplot, the x-axis is the “Day of year” and the y-axis is the respective variable. 
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Fig. 3.4: Maps of mean annual estimates of LE, for two reanalysis-driven model simulations (ISAM-CRUNCEP (a), ISAM-NCEP (b)) and two 
observationally derived datasets (FLUXNET-MTE (c), MODIS (d)). All the results are based on averaged output for 2000—2004, and are only for 
vegetated land surfaces (Appendix Fig. B.5). 
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Fig. 3.5: Maps of mean annual estimates of H, for two reanalysis-driven model simulations (ISAM-CRUNCEP (a), ISAM-NCEP (b)) and an 
observationally derived dataset (FLUXNET-MTE (c)). All the results are based on averaged output for 2000—2004, and are only for vegetated 
land surfaces (Appendix Fig. B.5). 
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Fig. 3.6: Zonally averaged mean annual estimates for (a) Rn (= LE+H), (b) LE, and (c) H. Estimates are 
shown for two reanalysis-driven model simulations (ISAM-NCEP and ISAM-CRUNCEP) and 
observationally derived data (FLUXNET-MTE, and/or MODIS-DAO). Numbers in colors are respective 
global estimates. All the results are based on averaged output for 2000—2004, and are only for vegetated 
land surfaces (Appendix Fig. B.5). The fractional land area (vegetated) at each latitude is shown as a gray 
scale, where darker shades represent more vegetated areas. 
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Fig. 3.7: Zonally averaged mean annual evaporative fraction: LE/ Rn, computed using data from Fig. 3.5. 
The fractional land area (vegetated) at each latitude is shown as a gray scale, where darker shades 
represent more vegetated areas. For numerical stability, only 50oS to 70oN is shown. 
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CHAPTER 4 
Relative importance of climate and land cover uncertainties in modeling 
terrestrial energy and water fluxes 
4.1 Introduction 
LULCC forms an important boundary condition in land surface models (LSMs) 
[Feddema et al., 2005; Pielke et al., 2011], a component of climate models that are being utilized 
to project the changes in terrestrial environments [Meehl et al., 2007]. However, considerable 
disagreements exist amongst global LULCC datasets even for current conditions [Meiyappan 
and Jain, 2012; Goldewijk and Verburg, 2013] that can impact the modeling of terrestrial 
processes [Quaife et al., 2008; Pitman et al., 2009; de Noblet-Ducoudré et al., 2012]. In addition 
to LULCC, another key concern in such modeling applications arises due to the uncertainties in 
meteorology/climate itself. Meteorology, which is an essential driver of land surface processes 
and fluxes, is usually obtained from historical atmospheric reanalysis datasets for standalone 
(“offline” mode) applications of LSMs; for projection studies, the LSM embedded within a 
climate model (“coupled” mode) is driven by the prognostically calculated meteorology. In 
either configuration, it is a subject of multiple governing hypotheses and modeling formulations, 
which can lead to modeling biases in terrestrial processes [e.g., Zhao et al., 2006; Jung et al., 
2007; Chapters 2—3]. There is an increasing need to quantify the impact of such uncertainties in 
terrestrial models – such as in the estimation of energy/water fluxes, because of their future 
impacts on ecosystems, water resources and adaptation policies [Douville et al., 2012; Taylor et 
al., 2012]. 
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Previous studies using multiple climate models highlighted the significance of LULCC 
uncertainties on global terrestrial flux budgets [Brovkin et al., 2006, 2013; Pitman et al., 2009; de 
Noblet-Ducoudré et al., 2012]. Broadly, the key reasons that can lead to differences in 
prescription of LULCC in models include differences in adopted land use data, land cover 
construction methodology, pre-industrial vegetation distribution, number and types of vegetation, 
and spatial resolution [de Noblet-Ducoudré et al., 2012]. However, in the experimental protocol 
of the aforementioned studies, the models utilized the same land cover data source, and 
subsequently varied only the land cover implementation depending on specific model structure. 
Therefore, their resulting LULCC uncertainties were not representative of uncertainties due to 
multiple land use datasets that are currently available. Secondly, these studies did not isolate the 
LULCC-induced uncertainties from those arising due to differences in model parameterizations 
(in land and/or atmosphere model components) and climate feedbacks. Additionally, to the best 
of our knowledge, no study has compared the LULCC driven uncertainties on energy/water 
fluxes in conjunction with those driven by climate. Therefore, there remains a scope and need to 
investigate the relative impacts from such drivers. A systematic analysis of these uncertainties 
can provide physical insights into ecosystem sensitivity to environmental changes, and 
model/data limitations, which can help to identify future research priorities. 
Here we carried out such an analysis. Using a specific LSM, we examined the relative 
strengths of uncertainties due to LULCC and climate/meteorology datasets on terrestrial energy 
and water fluxes: (1) latent heat (LE), (2) sensible heat (H), and (3) water runoff (Runoff). We 
configured the LSM (see, Methods for details) with multiple realizations of LULCC and climate 
inputs, to decompose the overall uncertainties into its components. In addressing this task, the 
current study is different from (and/or extends upon) the previous studies as follows. (1) As 
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opposed to previous multi-model approaches, the use of a single “offline” land-modeling 
framework eliminates differences due to land and atmospheric model parameterizations and 
atmospheric feedbacks. While this is limiting because it doesn’t represent a broad range of model 
parameterization response, it is more appropriate to consistently isolate the direct uncertainty 
impacts from the LULCC and climate drivers. (2) The agricultural land use information used in 
this study is based on three up-to-date sources: Ramankutty and Foley [1999], Klein Goldewijk 
et al. [2011], and Houghton [2008]. These represent the currently available and broadly applied 
land use datasets in literature. (3) For each land use data used this study, we systematically tested 
the LULCC uncertainties from two land cover reconstruction approaches – one of which was 
constrained using present day satellite observations of forest area, and the other unconstrained. 
Together, these form a broad range of prescribed LULCC uncertainties. We focused our analysis 
for the contemporary period (2000—2004), during which observationally derived globally 
gridded datasets of the aforementioned fluxes are available; we used these for comparison with 
model-derived uncertainties. 
4.2 Methods 
4.2.1 Datasets 
4.2.1.1 LULCC Datasets 
Our analysis is based on three widely accepted reconstructions of agricultural land-use, 
generally referred to as: RF [Ramankutty and Foley, 1999; Ramankutty, 2012], HYDE [Klein 
Goldewijk et al., 2011], and HH [Houghton, 2008] data. They primarily differ in the source of 
inventory data and the reconstruction methodology. These three datasets represent the most up-
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to-date versions and form the basis for various global scale modeling studies used in the 
upcoming IPCC Fifth Assessment Report (AR5). 
Recently, Meiyappan and Jain [2012] used a rule-based methodology to harmonize the 
three agricultural land-use datasets presented above (Appendix Fig. C.1). The method used 
MODIS satellite estimates [Friedl et al., 2010] to constrain the present day land cover. The three 
estimates use a consistent methodology, and start and end with common land-cover maps (with 
respect to forest cover), taking different courses from the starting map to the ending map, but 
constrained by respective land-use datasets. Their reconstruction also integrates the most recent 
information on wood harvest [Hurtt et al., 2011]. Similarly, using the same rule-based 
methodology we derived three alternative realization of LULCC that does not involve adjustment 
based on remote sensing information. Further details on differences amongst the LULCC 
methods/datasets are available in Appendix Text C.1. 
4.2.1.2 Meteorology Datasets 
We used two contrasting reanalysis datasets for the historical period to represent the 
drivers of climatic uncertainties: the NCEP/NCAR [Qian et al., 2006], and the CRUNCEP 
[Viovy and Ciais, 2009; Wei et al., in prep]. The NCEP/NCAR is a 3-hourly global product at 
~2.5o×1.9o spatial resolution; the CRUNCEP is 6-hourly global product at 0.5o×0.5o. While 
the NCEP/NCAR has been used in numerous remote sensing and land surface modeling 
applications [e.g., Nemani et al., 2003; Zhao and Running, 2010; Bonan et al., 2011, 2012], 
the CRUNCEP is newer, being used in several ongoing model intercomparison projects such as 
the MsTMIP [Huntzinger et al., in prep] and the TRENDY [Sitch et al., 2008; 
http://dgvm.ceh.ac.uk/]. 
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The meteorology variables required for forcing the model are: air temperature (K), 
precipitation (mm/s), shortwave radiation (W/m2), longwave radiation (W/m2), specific humidity 
(kg/kg), surface pressure (Pa), and wind velocities (m/s), at an atmospheric reference height of 
30 meters. For our analysis, the NCEP/NCAR data was spatially interpolated to 0.5o×0.5o 
resolution (using standard bilinear interpolation) before extracting the meteorology at the site 
level. For temporal downscaling (to half-hourly/hourly) of the downwelling short-wave 
radiation, a solar zenith angle dependent scheme was used instead of directly forcing each time 
step using the 3–6 hourly data. Such a scheme produces a smooth radiation profile consistent 
with the observed downwelling shortwave radiation at a site, while also conserving the total 
radiation [Zhang et al., 1996]. 
4.2.1.3 Flux datasets 
For model-data comparison, we used observationally derived globally gridded (0.5o×0.5o) 
estimates of LE and H from Jung et al. [2011] (also, referred to as FLUXNET-MTE). In addition, 
we used LE estimates from MODIS [Mu et al., 2011], and runoff from the Global Runoff Dataset 
Centre (GRDC) [Fekete et al., 2011]. The FLUXNET-MTE fluxes were only available over the 
vegetated grid cells; hence, for consistency, we removed non-vegetated grid cells across all data 
and modeled estimates (Appendix Fig. C.2). Consequently, results of this study represent the 
terrestrial vegetated land surface. 
4.2.2 Model 
We chose a recent version of the Integrated Science Assessment Model (ISAM) 
[Chapters 2—3; El-Masri et al., 2013], which was thoroughly evaluated prior to the application 
here, using eddy covariance datasets from sites encompassing the tropical to the northern high-
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latitude ecosystems. The global land surface in ISAM is discretized into 0.5 ×0.5o spatial 
resolution, represented by fractional vegetation coverage (16 vegetation types, including 
secondary forests), desert, bare soil, and land ice [Meiyappan and Jain, 2012]. A previous 
version of this model was used in several model intercomparison studies [Huntzinger et al., 
2012; Keenan et al., 2012; Richardson et al., 2012; Schaffer et al., 2012; Kauwe et al., 2013]. 
Prior to the global applications reported in this study, we constrained the model using site-level 
eddy covariance data from FLUXNET, to improve modeling skills across major vegetation types 
in the global land surface (site-level and global-scale model evaluation described in: Chapter 2—
3). The ISAM does not include features such as irrigation, dams/reservoirs (i.e., human water 
use/extraction), fire etc., which are expected to affect terrestrial fluxes. However, impacts from 
these processes are also not included in the evaluation datasets used in this study (Section 
4.2.1.3). 
4.2.3 Experimental Setup 
Using each of the six LULCC “realizations” individually forced by two reanalyses 
(CRUNCEP and NCEP/NCAR), we performed 12 global simulations (ensembles) using ISAM. 
Together, these 12 global simulations capture a wide range of input uncertainties typical in 
current models. From these, we isolated individual uncertainty impacts of LULCC and 
meteorology/climate on the terrestrial energy/water fluxes (LE, H and Runoff) (for used methods, 
see Appendix C.2). For all simulations, all other boundary conditions (i.e., prescribed soil, leaf 
area index climatology, and atmospheric CO2 datasets) and model spin-up strategy (repeated 
using transient CO2 and meteorology from 1979—2004, for a total of ~150 years) were identical. 
Subsequently, we used results based on annual mean model output from 2000—2004 for our 
analysis. 
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4.3 Results and Discussion 
 Fig. 4.1A illustrates the maximum inter-dataset differences in grid-level (0.5o×0.5o) 
forest, crop and pasture for the global land surface (shown for year 2005, aggregated from 
Appendix Fig. C.3). The results clearly show that strong regional discrepancies exist in both the 
forest cover and the agricultural land use information (crops, pastures) across the datasets. A 
notable statistic from our LULCC datasets is that current global forest extent varies between ~30 
and 42 million km2 between the satellite-constrained and unconstrained cases, respectively [also 
see, Meiyappan and Jain, 2012]; the reduced forest cover in the former is compensated by 
increased herbaceous vegetation (Appendix Fig. C.4). Our upper bound on global forest area is 
consistent with existing datasets that did not utilize satellite observations to constrain the forests 
[Bonan, 2008; Hurtt et al., 2011], including those that are used by the IPCC AR5 ESMs [Hurtt et 
al., 2011]. Therefore, such datasets should overestimate the global forest cover by ~40%.  
However, even with such large global discrepancies amongst the 6 LULCC datasets used 
here, decompositional analyses of uncertainties using results from 12 model simulations (i.e., 6 
LULCC × 2 CLIMATE) produce surprising results. The results (Table 4.1) show that, the 
existing LULCC datasets can explain only small differences in global annual estimates of 
energy/water fluxes (i.e., LE, H, Runoff), and most of the driver uncertainties can be attributed to 
meteorological/climatic differences. For example, (1) combined driver uncertainties from 
climatic and LULCC produce global LE uncertainties (ΔLE ALL) equal to 15% of global 
observational estimates. (2) Next, for changes in reanalysis data alone, the different LULCC 
realizations can produce corresponding LE differences (ΔLE CLIMATE) up to 13% of global 
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observational estimates. (3) However, when the reverse analysis is performed by changing only 
the LULCC and utilizing one of the reanalysis, corresponding LE differences (ΔLE LULCC) is 
only 3%. Similar results are also produced for ΔH and ΔRunoff. Especially, for ΔRunoff, 
uncertainty contributions from ALL, CLIMATE and LULCC are 35%, 32% and 4% of global 
observational total, respectively. Similar to ΔRunoff, the importance of climate-driven 
uncertainties in the partitioning of energy fluxes (LE/Rn, where Rn is net radiation ~ LE+H) and 
water fluxes (Runoff/Precipitation) is one order higher than the LULCC counterpart. Finally, our 
globally analyses show that this is also equally true for the simulated soil temperature and 
moisture states (Table 4.1). Therefore, while different vegetation types can strongly affect 
terrestrial processes through changes in root depth, roughness characteristics, strengths of snow 
duration and snow-vegetation albedo feedbacks, differences amongst reanalyses can still 
overshadow corresponding impacts from multiple LULCC datasets. These considerations further 
enhance the role of climate-driven uncertainties LSMs.  
Given the dominance of climate-driven energy/water flux uncertainties at the global 
scale, we next tested our hypothesis that driver uncertainties from LULCC may be primarily 
confined (and important) in the regions of intense land-use change activities and/or regions of 
large LULCC uncertainties. For this analysis we visually identified such 8 regions in the global 
vegetated land surface, which are confined within bounded rectangles and denoted as B1—B8 in 
Fig. 4.1. These include regions in North America and Russia with large discrepancies in boreal 
forest cover across the LULCC datasets (B1 and B4, respectively), regional LULCC uncertainty 
hotspots in North America, Europe and South East Asia (B2, B3 and B7, respectively), regions 
in tropical South America and Africa (B5 and B6, respectively), and the entirety of Australia 
(B8) where LULCC uncertainties primarily arise due to the differences in definition of pasture 
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across the datasets. However, even for these regions the primary dominance of climatic impacts 
is again evident on mean annual fluxes (see the individual boxplots of ΔLE, ΔH and ΔRunoff for 
each region in Fig. 4.1B). We note that almost in all regions, the combined driver uncertainties 
can amount to large differences in the magnitudes of simulated fluxes. For example, the 
maximum regional ΔRunoff can often be equal to (or more) than 40% of the regional aggregate 
from observations; for Australia this is >100%. For ΔLE, the regional maximum differences in 
most regions is >20% of the respective regional observational aggregates (except for B5). For the 
corresponding ΔH too, this estimate is >~20% and up to ~50% various regions. Decompositional 
analysis (similar to that performed for the global estimates) shows that in most cases, majority of 
the flux uncertainties are driven by meteorology, with much smaller contributions from land 
cover differences (see, CLIMATE vs. LULCC impacts in Fig. 4.1B). However, there are some 
exceptions as follows. (1) In the northern high-latitudes (Fig. 4.1B: B1 & B4) decompositional 
analysis shows that LULCC discrepancies play a much greater role than the two reanalyses to 
control the H flux estimations. Here the satellite-constrained LULCC datasets, which replace the 
dark boreal forests to optically lighter herbaceous vegetation, produce the lowest H (Fig. 4.3: 
regions B1 & B4) – associated with corresponding strong increase in surface albedo and decrease 
in net radiation. This is consistent with the theory that principal land cover impact in the high-
latitudes is on sensible heat, which is due to albedo considerations [Bonan, 2008]. (2) In the 
tropical African region that contains significant forest cover uncertainties as a result of intense 
forest clearing activities (Fig. 4.1B: B6), the Runoff uncertainty is strongly affected by LULCC. 
This is consistently reflected in the satellite-calibrated cases, where lower forest cover produces 
lower LE (Fig. 4.2 B6) and higher Runoff (Fig. 4.4: region B6) than the uncalibrated 
counterparts. Note that though affecting the Runoff, the LULCC-driven LE uncertainty is not 
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evident here (even though land cover differences in tropics should have strongly impacted both 
the water fluxes [e.g., Bonan, 2008]). In our results this is primarily because LE in tropics can 
also be strongly dependent on atmospheric humidity, and known large positive biases in 
NCEP/NCAR suppress the LE even though the NCEP/NCAR contains much higher tropical 
radiation than the CRUNCEP [Chapter 3]. These mask the climatic impacts on LE 
differences/uncertainty to some extent. Therefore, because tropical precipitation amounts are 
fairly similar in the two reanalyses [see, Chapter 2], significantly reduced tropical forest cover 
(in satellite-calibrated datasets) result in much higher Runoff differences. The role of LULCC-
driven uncertainties on Runoff is also evident for Australia (differences amounting up to ~40% of 
regional observational total), though climatic impacts are even higher (~80% differences with 
observations).  
Overall, unlike the LULCC-induced uncertainties whose lower bounds are often close to 
zero for all selected regions, changing the climate dataset always produced nonzero (and most 
often, very large) differences, which robustly indicate the sensitivity due to meteorology (Fig. 
4.1B: B1—B8). Across latitudes too, LULCC differences explain only a small fraction of the 
total flux uncertainties (i.e., net impact of reanalysis and land cover) for LE, H and Runoff, while 
different reanalysis-driven simulations often encompass the observationally derived estimates 
(Fig. 4.5, Fig. 4.6). Such a limited influence from LULCC is also evident in partitioning of LE/Rn 
and Runoff/Precipitation (Fig. 4.7). Decompositional analyses of the zonal uncertainties continue 
to reveal that largest differences in energy/water fluxes and soil states are climate-driven (Fig. 
4.8 & 4.9 for LE, H, Runoff; Fig. 4.10 for soil temperature and moisture). As explained before, 
an exception is the H in the high-latitudes, where the uncertainty contribution from LULCC and 
climate are comparable (Fig. 4.8b) due to discrepancies in boreal forest extent. Consequently, 
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this also impacts the LE/Rn in these latitudes (Fig. 4.7b, e). For LULCC itself, further 
decompositional analyses show varying regional importance from land use datasets vs. land 
cover reconstruction techniques towards the overall LULCC uncertainties (Appendix Fig. C.5 & 
C.6).  
Of potentially a strong consequence to the climate and hydrological modeling 
communities is the uncertainties in simulated runoff, a key component of the ground 
hydrological cycle that influences water availability. In our simulations, the total uncertainty in 
mean annual runoff is 11.5 × 103 km3/yr (range: 31.8–42.4 × 103 km3/yr), i.e., equivalent to 35% 
of observational estimates (which is mostly climate-driven, as shown in Table 4.1). This is 
despite a similar amount of precipitation amongst the two reanalysis datasets, with a global 
difference of 3% (total: 99.5–102.7 × 103 km3/yr), and up to 6% zonally (45o–90oN). Our 
computed annual uncertainty in global runoff is threefold higher than runoff changes attributed 
to human history of land use (3.8 × 103 km3/yr, based on Sterling et al. [2012]). Previous 
modeling analysis [Chapter 3] showed that the differences in input energy (from long- and short-
wave radiation) and atmospheric humidity (controls stomatal resistance) play critical roles in 
partitioning precipitation into evapotranspiration and runoff, especially when precipitation is not 
a limiting factor. Notably, in comparison with a previous study [Pitman et al., 2011] that 
suggested significant role of LULCC in partitioning precipitation into evapotranspiration/runoff, 
our analysis indicate that LULCC uncertainties are very likely to be of secondary importance in 
modeling terrestrial fluxes compared with that from climate. Also, while another study [Piao et 
al., 2007] showed the importance of both climate change and LULCC in estimating historical 
runoff trends (using one climate and LULCC data), our study suggests that considering 
additional uncertainties in the climatic drivers should very likely alter the absolute runoff 
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estimates, and potentially impact the trends as well. However, corresponding impacts on runoff 
trends remain unclear, and a subject of future investigation. 
Given the large climate-induced uncertainties in simulated energy/water fluxes and states, 
we analyzed the differences between the two reanalysis datasets used here: i.e., CRUNCEP and 
NCEP/NCAR (Table 4.2). The results show that percentage differences in meteorological 
variables (e.g., air temperature, precipitation, short- and long-wave radiations) are often very 
low, for both global and zonal aggregates. Yet they are sufficient to cause the large differences in 
energy/water fluxes as reported in our study. Here, evidently a question arises regarding the role 
of the specific model towards the energy/water flux sensitivity to climate, and the comparatively 
lower sensitivity to LULCC. To address this issue, we compared our LULCC sensitivity results 
with those from existing literature [e.g., Sterling et al., 2012; Brovkin et al., 2013]. These 
comparisons confirmed that our LULCC-driven changes/uncertainties on energy/water fluxes are 
of the similar magnitude and order with those studies, establishing that the current model is not 
under-sensitive to LULCC. Finally, due to the use of all the currently available land use datasets 
and two different land cover reconstruction approaches, the underrepresentation of LULCC 
uncertainties in our experiments can also be largely ruled out. Indeed, as shown before in Fig. 
4.1A, the inter-dataset LULCC differences are sufficiently high, and we expect it to capture the 
broadest range of differences in the LULCC data. These considerations impel us to argue that the 
land surface modeling system may be generically more sensitive to climatic differences than 
those due to LULCC, and that the results presented here should also be largely applicable to 
other LSMs. 
Therefore, here we highlight a serious cause of concern in reliably modeling global 
energy/water fluxes (and perhaps states), because it may be very difficult to estimate the 
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“correct” magnitude of these fluxes with “incorrect” forcings. Considering that the impacts of 
climate-driven uncertainties on energy/water fluxes are sufficiently evident using just two 
reanalyses products (as opposed to the inclusion of broadest range of LULCC uncertainties), the 
challenges can only be compounded if considering the entire gamut of currently available 
reanalyses datasets, such as those in Table 4.3. Indeed, this conjecture is supported in our 
analysis in Fig. 4.11, which shows much greater divergences amongst the available reanalyses 
products than using just CRUNCEP and NCEP/NCAR, in all the meteorological fields (i.e., air 
temperature, precipitation, short- and long-wave radiations, humidity, and wind). So, 
consequently an important question is, to what extent is it possible to improve upon atmospheric 
reanalyses? From a reanalysis point of view, one of the most severe challenge is perhaps from to 
the precipitation product (entirely model derived), much of which has been attributed to the lack 
of realistic cloud fraction simulation in reanalyses products [Serreze and Hurst, 2000; Walsh et 
al., 2009]. Walsh et al. [2009] noted that persistent low-level cloud fraction in summer is 
particularly difficult for the reanalysis models to capture, creating biases in the shortwave 
radiation flux that can exceed 160 W/m2. There are also other independent shortcomings and 
challenges. For example, reanalyzed temperatures over the central Arctic have long been a 
suspect due to the scarcity of in situ measurements to assimilate (Arctic buoy temperatures are 
not assimilated), and because the temperatures are impacted by the specifications of sea ice 
concentration, thickness, etc. All these factors have significant impacts on the surface energy 
budget.  
This problem is very likely to be compounded for future modeling purposes, with 
meteorology being prognostically calculated by climate models. We tested the basis of this 
hypothesis by comparing meteorology from reanalyses products with those generated by the 
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current generation of coupled climate models, such as the CMIP5 models [CLIVAR, 2011; 
Taylor et al., 2012; Hurrell et al., 2011; Rogelj et al., 2012; Sanderson and Knutti, 2012; 
Bosilovich et al., 2013] (see Table 4.4 for the list of CMIP5 model output used for this analysis). 
The results show that future climate modeling output generate yet greater divergences than those 
shown for the historical reanalyses (Fig. 4.12 & 4.13). Therefore, these are expected to strongly 
impact the accuracy of projected energy/water fluxes as well.  
To avoid potential misinterpretation of the scope of our results here we mention what our 
results do not address. (1) Here we primarily focused on energy/water flux budgets and 
uncertainties at annual timescales; therefore which drivers play greater role in seasonal or daily 
timescales remains unanswered. Previously, reanalyses meteorological data has been shown to 
generate large uncertainties in model-derived site-level energy/water fluxes at seasonal scales 
[Chapter 3], however corresponding analyses for LULCC do not exist in literature. These remain 
subjects of future study. (2) LULCC is a very important driver for carbon fluxes and states (i.e., 
GPP, net ecosystem production (NPP), soil carbon stocks, etc.). Given the large differences in 
forest area estimates amongst datasets used here (~12 million km2), the role of LULCC 
uncertainties may be very significant. Specifically in our analysis, global total GPP differences 
from the meteorological and LULCC drivers were comparable (each contributing up to ~4% of 
Global observational total; see, Table 4.1). Our further analysis shows that the partitioning of 
GPP across biomes is also starkly different (Appendix Fig. C.7). Notably, combined GPP from 
savanna, grass, shrubs and pasture shows a maximum difference of ~20 GtC/yr (across the 
LULCC datasets); and similarly, there is a difference of ~10 GtC/yr from tropical forests alone. 
These differences can have potential implications for modeling, especially for subsequent 
partitioning of carbon fluxes in ecosystems. (3) In some regions even though all the LULCC 
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datasets may be similar, it may not necessarily mean that the land cover there is correct with 
respect to ground validation. It remains possible that all global datasets fail to capture the correct 
land cover, thereby eliminating the inter-dataset differences in LULCC and resulting in lower 
LULCC-driven flux uncertainties. (4) The “LULCC-climate feedbacks” in coupled land-
atmosphere simulations can potentially reinforce the importance of uncertainties in LULCC. 
Under such circumstances, the LULCC-induced uncertainties may become more important than 
realized in “offline” land surface models (as shown here); however, the strengths of such 
mechanisms require better quantification. (5) At smaller spatial scales such as in plot or site-level 
analyses, LULCC is expected to be very important.  
4.4 Conclusions 
Our results have strong implications for the interpretation and attribution of energy/water 
flux uncertainties in land surface models. First, we show that to a large degree the uncertainties 
in annual scale budgets of energy/water fluxes may be generated by existing meteorological 
uncertainties, overshadowing the biogeophysical impacts from land cover differences, especially 
at coarse resolutions the current generation models are operating. Second, due to the high 
sensitivity of terrestrial energy/water fluxes on surface meteorology, high priority to reduce the 
uncertainties/biases in existing meteorological datasets is essential. Particularly for projections of 
terrestrial hydrological fluxes (e.g., evapotranspiration, soil water runoff), this implies that the 
accuracy of simulated meteorology in climate models will be critical and perhaps much more 
influential than differences in land use projections among various scenarios [e.g. Hurtt et al., 
2011]. Unfortunately, projected future climate from the IPCC AR5 models continue to remain as 
divergent as the previous iteration of models used in AR4 [Knutti and Sedlcek, 2013]; hence 
these deficiencies are most likely to be reflected in modeling the future ground water and energy 
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budgets. Future ground water availability is increasingly becoming a major focus of climate 
change studies, and the systematic analysis of uncertainties presented in this study can help in 
understanding current model/data limitations, and in identifying future research priorities. 
Finally, we note that our results should not be construed as arguing against improving the current 
LULCC datasets. Improving the current LULCC datasets should also remain an active process to 
effectively address several LULCC-driven modeling limitations discussed in this study, as well 
as for improving the modeling of biogeochemical cycles and integrated assessments [e.g., Jain et 
al., 2013]. 
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Table 4.1: Summary of the overall uncertainties (Δ) in the global vegetated land surface (ALL, based on 
twelve simulations), induced by uncertainties in climate reanalysis datasets (CLIMATE), and LULCC 
realizations (LULCC). The absolute differences are expressed in bold, and numbers within parentheses 
represents the percent equivalent based on observationally derived global datasets (LE, H and GPP from 
FLUXNET-MTE, Runoff from GRDC, and Precipitation from the average of NCEP/NCAR and 
CRUNCEP reanalyses). Soil temperature is averaged within the vegetation root zone (here, root zone is 
the depth till which 95% of vegetation root mass exist; for grid cells with multiple vegetation types, the 
depth of root zone is weight averaged using fractional area coverage of individual vegetation types), and 
liquid water from top one meter of soil column. GtC is gigatonne of carbon, equal to 1015 gC. 
Variables 
 Attribution of uncertainties 
ALL 
 
CLIMATE 
 
LULCC 
ΔLE [1022 J/yr] 2.3 (15%) 2.0 (13%) 0.4 (3%) 
ΔH [1022 J/yr] 2.8 (21%) 2.3 (17%) 0.5 (4%) 
ΔRunoff [103 km3/yr] 11.5 (35%) 10.5 (32%) 1.5 (4%) 
Δ(LE/Rn) [1] 0.07 (13%) 0.06 (12%) 0.01 (1%) 
Δ(Runoff/Precipitation) [1] 0.10 (31%) 0.09 (28%) 0.01 (4%) 
ΔSoil temperature [oC] 1.18   1.10   0.14  
ΔSoil liquid water [kg/m2] 19.2   15.8   4.4  
ΔGPP [GtC/yr] 8.3 (7%)  5.1 (4%)  4.2 (4%) 
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Table 4.2: Mean annual climate, based on two reanalyses: NCEP/NCAR (NCEP) and CRUNCEP (CRUNCEP); shown for Tavg: average air 
temperature, Precipitation: total precipitation, Srad: incoming shortwave radiation, LWdown: incoming longwave radiation, Q: specific humidity, 
and Wind: wind speed. Percentage difference between variables from the two datasets was calculated as: %Δ = (NCEP - CRUNCEP)/CRUNCEP 
× 100. All the results are based on annually averaged data from 2000—2004. 
Climate 
Variables 
 
 
Global 
 
45oS–0oN 
 
0o–45oN 
 
45o–90oN 
NCEP CRUNCEP %Δ NCEP CRUNCEP %Δ NCEP CRUNCEP %Δ NCEP CRUNCEP %Δ 
Tavg [oC] 13.7 13.5 
 
22.3 22.4 
 
19.9 19.7 
 
-2.2 -2.7 
  
Precipitation 
[m/m2/yr] 
0.79 
 
0.77 
 
3% 
 
1.18 
 
1.17 
 
1% 
 
0.78 
 
0.75 
 
4% 
 
0.50 
 
0.47 
 
6% 
 
Srad [W/m2] 183 196 -7% 215 223 -4% 208 224 -7% 121 134 -10% 
LWdown [W/m2] 333 316 5% 389 368 6% 361 334 8% 249 248 0% 
Q [g/kg] 9.3 8 16% 13.4 11.8 14% 10.3 9 15% 4.5 3.4 32% 
Wind [m/s] 3.0 2.6 15% 2.5 2.2 11% 3.0 2.5 18% 3.5 3.0 15% 
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Table 4.31: List of atmospheric reanalysis datasets used for comparison of meteorology during 2000—
2004. For consistent comparison, we consistently downscaled meteorology variables from all reanalyses 
to the model’s spatial resolution (0.5o×0.5o) 
Reanalysis Original Source Available Resolution 
(Lono×Lato) 
References/Methods 
CRUNCEP CRU, NCEP 
 
0.5o×0.5o Viovy and Ciais [2009] 
Wei et al., in prep 
NCEP/NCAR NCEP/NCAR 2.5o×1.9o Qian et al. [2006] 
CFSR NCEP 0.5o×0.5o Saha et al. [2010] 
ERA-Interim ECMWF 0.75o×0.75o Dee et al. [2011] 
JRA-25 JMA 1.125o×1.125o Onogi et al. [2007] 
NASA-MERRA NASA 0.667o×0.5o Rienecker et al. [2011] 
NCEP Reanalysis 
(Version 2) 
NCEP/DOE 2.5o×2.5o Kanamitsu et al. [2002] 
NOAA 20th Century 
Reanalysis (Version 2) 
NOAA ESRL 
CIRES CDC 
2o×2o Compo et al. [2011] 
 
1List of Abbreviations (in alphabetical order):  
CDC – Climate Diagnostics Center 
CFSR – Climate Forecast System Reanalysis 
CIRES – Cooperative Institute for Research in Environmental Sciences 
CRU – Climate Research Unit 
DOE – Department Of Energy 
ECMWF – European Center for Medium range Weather Forecast 
ERA – ECMWF ReAnalysis 
ESRL – Earth System Research Laboratory 
JMA – Japanese Meteorological Agency 
JRA-25 – Japanese 25-year ReAnalysis    
MERRA – Modern-Era Retrospective analysis for Research and Applications 
NASA – National Aeronautics and Space Administration 
NCAR – National Center for Atmospheric Research 
NCEP – National Center for Environmental Prediction 
NOAA – National Oceanic and Atmospheric Administration 
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Table 4.4: List of CMIP5 models used for comparison with meteorology from reanalyses datasets. We 
evaluated meteorological variables from CMIP5 model output, for historical period (average of 2000—
2004), and for two future time periods (average of 2050—2059 and average of 2090—2099, respectively, 
both based on the Representative Concentration Pathway 8.5 (RCP8.5) storyline). CMIP5 model output 
was obtained from: http://cmip-pcmdi.llnl.gov/cmip5/. Available meteorogical variables from respective 
models (as of August 15th, 2013) are shown by tick (ü) marks. 
Models Meteorological Variables 
 Tavg Precip Srad LWdown Q Wind 
ACCESS1-0 ü ü ü ü ü ü 
ACCESS1-3 ü ü ü ü ü ü 
bcc-csm1-1-m … ü ü ü … … 
bcc-csm1-1 … ü ü ü … … 
BNU-ESM ü ü ü ü ü ü 
CanESM2 … ü ü ü … ü 
CCSM4 ü ü ü ü ü … 
CESM1-BGC ü ü ü ü ü … 
CESM1-CAM5 ü ü ü ü ü ü 
CMCC-CESM ü ü ü ü … ü 
CMCC-CMS ü ü ü ü … ü 
CMCC-CM ü ü ü ü … ü 
CNRM-CM5 ü ü ü ü ü ü 
CSIRO-Mk3-6-0 ü ü ü ü ü … 
EC-EARTH … ü … … … … 
FGOALS-g2 … ü ü ü … … 
FIO-ESM ü ü ü … ü … 
GFDL-CM3 ü ü ü ü ü ü 
GFDL-ESM2G ü ü ü ü ü ü 
GFDL-ESM2M ü ü ü ü ü ü 
GISS-E2-H ü ü ü ü ü ü 
GISS-E2-R ü ü ü ü ü ü 
HadGEM2-AO … ü ü ü  ü 
HadGEM2-CC ü ü ü ü ü ü 
HadGEM2-ES ü ü ü ü ü ü 
inmcm4 … ü ü ü … … 
IPSL-CM5A-LR ü ü ü ü ü ü 
IPSL-CM5A-MR ü ü ü ü ü ü 
IPSL-CM5B-LR ü ü ü ü ü ü 
MIROC-ESM-
CHEM 
… ü ü ü … ü 
MIROC-ESM … ü ü ü … ü 
MIROC5_rcp85 … ü … … … … 
MIROC5 … … ü ü … ü 
MPI-ESM-LR ü ü ü ü … ü 
MPI-ESM-MR ü ü ü ü … ü 
MRI-CGCM3 … ü ü ü … ü 
NorESM1-ME ü ü ü ü ü … 
NorESM1-M ü ü ü ü ü … 
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Fig. 4.1: (A) Grid-level (0.5o×0.5o) maximum differences for crop (ΔgridCrop), pasture (ΔgridPasture), and 
forest (ΔgridForest) cover amongst six LULCC realizations (for year 2005, using data from Appendix Fig. 
C.3). Brighter primary colors (red, green, blue) represent greater uncertainties due to inter-dataset 
differences in individual vegetation types (crop, pasture, forest), and mixed colors represent the 
occurrence of uncertainties from multiple types. Grey represents regions of no differences, while white 
represents non-vegetated areas. (B) Regionally aggregated uncertainties in simulated LE, H, and Runoff 
(labeled as R) for regions with high LULCC uncertainties (boxes: B1—B8) due to only climate/reanalysis 
datasets (CLIMATE), only LULCC datasets (LULCC), and combined uncertainties due to both (ALL). To 
calculate the uncertainties, respective estimates from all model simulations (6 ISAM-CRUNCEP and 6 
ISAM-NCEP ensembles) were aggregated individually within the regions (boxes) over the vegetated land 
surface. The resulting uncertainties are displayed using boxplots, which shows (from bottom to top) the 
minimum, the 25th percentile, the median, the 75th percentile and the maximum differences in modeled 
fluxes, computed amongst simulations where only the respective component was changed, keeping 
everything else the same. The results are presented in terms of % of observationally derived estimates 
(Obs., using FLUXNET-MTE for LE and H and GRDC for Runoff), and based on annual averages during 
2000—2004. 
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Fig. 4.1 (Continued) 
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Fig. 4.2: Simulation-specific regionally aggregated LE, for regions (B1—B8) shown in Fig. 4.1. For each 
land use data (HH, HYDE, RF), we adopted two land cover reconstuction methods: one using satellite 
calibration of forest cover (-Sat), and one without; these resulted in the 6 LULCC datasets shown. 
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Fig. 4.3: Similar to Fig. 4.2, but for H 
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Fig. 4.4: Similar to Fig. 4.2, but for Runoff 
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Fig. 4.5: Zonally averaged estimates over the vegetated land surface, for mean annual (a) LE, (b) H, and 
(c) Runoff, using two sets of reanalysis-driven simulations: ISAM-CRUNCEP and ISAM-NCEP (using 
CRUNCEP and NCEP/NCAR, respectively). For each set, the thickness of the lines shows the range of 
respective fluxes using the six LULCC realizations. For observational reference, data from FLUXNET-
MTE, MODIS, and GRDC are shown. All but the GRDC Runoff zonal estimates were constructed using 
output/data from 2000—2004. Darker shades of grey in the background represent higher vegetated areas.  
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Fig. 4.6: Zonally averaged maximum differences in modeled mean annual (a) LE, (b) H, and (c) Runoff, 
using using all model simulations (ALL), compared with the differences due to only the LULCC 
uncertainties (LULCC). The thickness of the respective LULCC uncertainty lines represent the range due 
to the two reanalyses. 
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Fig. 4.7: (a–c) Zonally averaged estimates over vegetated land surface, for mean annual net radiation (Rn 
= LE+H), LE/Rn, and Runoff/Precipitation, using two sets of simulations: ISAM-CRUNCEP and ISAM-
NCEP (using CRUNCEP and NCEP/NCAR, respectively). For each set, the thickness of the lines shows 
the range of respective fluxes using the six LULCC realizations used in this study. Darker shades of grey 
in the background represent higher vegetated areas. (d–f) Maximum differences in modeled Rn, LE/Rn, 
and Runoff/Precipitation using all model simulations (ALL), compared with differences due to only the 
LULCC uncertainties (LULCC). The thickness of the respective LULCC uncertainty lines represent the 
range due to the two climate datasets. All the zonal estimates were constructed using annually averaged 
output during 2000—2004. 
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Fig. 4.8: Attribution of modeling differences in (a) LE, (b) H, and (c) Runoff, to climate and LULCC. To 
calculate the uncertainties, respective estimates from all model simulations (6 ISAM-CRUNCEP and 6 
ISAM-NCEP ensembles) were aggregated individually, at zonal scales (shown for: 45oS—0oN, 0oN—
45oN, and 45oN—90oN; total estimates only over the vegetated land surface), and at global scale (between 
60oS—90oN). CLIMATE represents the uncertainties due to only climate/reanalysis datasets, LULCC 
represents the uncertainties due to only LULCC datasets, and ALL represents combined uncertainties due 
to both. The uncertainties are displayed using boxplots, which shows (from bottom to top) the minimum, 
the 25th percentile, the median, the 75th percentile and the maximum differences in modeled fluxes, 
computed amongst simulations where only the respective component was changed, keeping everything 
else the same. The results are presented in terms of % of observationally derived estimates (“% of Obs.”; 
using FLUXNET-MTE for LE and H and GRDC for Runoff), and based on annual averages during 
2000—2004. 
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Fig. 4.9: Similar to Fig. 4.8, but for absolute values of modeling differences in (a) LE, (b) H, and (c) 
Runoff.  
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Fig. 4.10: Similar to Fig. 4.8, but for (a) Soil temperature: averaged from ground to rooting depth (Tsoil), 
(b) Volumetric liquid water in 0–30 cm soil (Wliq0-30cm), and (c) Volumetric liquid water in 30–100 cm 
soil (Wliq30-100cm).  
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Fig. 4.11: Comparison of grid-level (0.5o×0.5o) maximum differences (Δgrid) in mean annual meteorology variables between two specific 
reanalyses datasets used to drive model simulations in our study (CRUNCEP, NCEP/NCAR), amongst a larger number of reanalysis datasets 
(listed in Table 4.3), and amongst CMIP5 models (listed in Table 4.4). Computations are based on a data from 2000—2004 (5 year average). (a) 
Tavg: average temperature, (b) Precip: total precipitation, (c) Srad: incoming short-wave radiation, (d) LWdown: incoming longwave radiation, (d) 
Q: specific humidity, and (f) Wind: wind speed. 
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Fig. 4.11 (Continued) 
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Fig. 4.12: Comparison of mean annual meteorology variables from reanalyses and models. We compared the uncertainties using two specific 
reanalyses datasets used to drive model simulations in our study (CRUNCEP, NCEP/NCAR), using a larger number of reanalysis datasets (listed 
in Table 4.3), and using CMIP5 models (listed in Table 4.4). We compared the estimates for historical period (averaged during 2000—2004, using 
reanalyses, and CMIP5 models), and for two future time periods (average of 2050—2059 and average of 2090—2099, respectively, using CMIP5 
models based on the Representative Concentration Pathway 8.5 (RCP8.5) storyline).  
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Fig. 4.13: Similar to Fig. 4.12, but only showing the uncertainty ranges in meteorology variables (using “maximum – minimum” from each 
estimate). 
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CHAPTER 5 
Contribution of soil/snow processes and uncertainties in climate and land 
cover datasets towards permafrost area and stability in the northern high-
latitudes 
5.1 Introduction 
With the northern high-latitude regions warming continually, it is becoming increasingly 
important to quantify the thermal state of current permafrost [Romanovsky et al., 2010], as well 
as its future degradation [Lawrence and Slater, 2005]. In addition to the influence of permafrost 
on regional processes (e.g., land surface energetics, hydrology, ecology), large-scale permafrost 
thaw can also potentially mobilize the carbon stored in these soils with tremendous consequences 
for global climate [McGuire et al., 2006; Schuur et al., 2008, 2013; Tarnocai et al., 2009; Grosse 
et al., 2011]. However, in marked contrast to their recognized importance, our understanding of 
permafrost and observations of high-latitude soil/snow processes remain extremely sparse 
[Walsh et al., 2005; Boike et al., 2012]. It is therefore necessary to pursue understanding these 
processes using modeling tools, to reasonably simulate the current and future distribution of 
permafrost, their impacts on biogeochemical cycles, and on permafrost-climate group of 
feedbacks. 
While there is a consensus that near-surface permafrost area will continue to decrease 
with climate warming, the rate of degradation produced by modeling studies remain highly 
debated [e.g., Table 5 in Schaefer et al., 2011]. An underlying difficulty arises in modeling the 
observed Northern Hemisphere near-surface permafrost (subsequently, just referred to as 
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permafrost) area itself, as evident from a large range of permafrost area across the recent 
Coupled Model Intercomparison Project (CMIP5) models (~1.5—27.3 million-km2, during 
2005) [Koven et al., 2012]. Subsequent model diagnoses have attributed several deficiencies in 
model structure and parameterizations, mostly related to representation of soil and snow thermal 
processes such as: (1) thermal coupling between deep and shallow soils, (2) impact of soil 
properties due to organic content, (3) representation of snow physics and insulation processes, 
(4) inclusion/exclusion of energy transfer from phase change, (5) treatment of supercooled water, 
(6) interactions of soil energy and hydrology, (7) exchange of energy/water fluxes between the 
atmosphere and the soil surface, (8) differences in the coupling between near-surface air and 
shallow soil temperatures, etc. [Koven et al., 2012; Slater and Lawrence, 2013]. In these studies, 
the authors diagnosing permafrost in CMIP5 models also noted that majority of the analyzed 
models did not represent many of these processes, causing a wide range in simulated permafrost 
area, degradation rates, and permafrost soil organic carbon (SOC) estimates across models 
[Burke et al., 2012; Koven et al., 2012; Slater and Lawrence, 2013; Todd-Brown et al., 2013]. It 
therefore remains important to systematically investigate the impacts of these processes in 
individual models. 
Besides the direct role of land surface processes, model drivers such as incoming 
meteorology (climate) and land-use and land-cover change (LULCC) can also significantly 
influence the permafrost. Previously, Slater and Lawrence [2013] investigated the role of climate 
biases on the diagnosed permafrost in CMIP5 models, by using diagnostic indices to isolate the 
contributions of model-simulated climate on permafrost, from those due to model structure. 
Their analysis showed that biased climate could directly and indirectly significantly degrade 
permafrost predictions. However, given their use of indirect and simplified indices for this 
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analysis, there remains a scope and need for more direct estimation of permafrost sensitivity to 
meteorology/climate. Additionally, terrestrial modeling of northern high-latitude regions also 
suffer from considerable uncertainties in current land-use and land-cover change datasets 
[Meiyappan and Jain, 2012]; to our knowledge no study has explored the related consequences 
of these on permafrost physical characteristics. Hence, an important question from model 
development perspective may be: how does the permafrost sensitivity to soil/snow processes 
compare with such climate and LULCC -driven uncertainties/biases?  
Here we performed such an integrated analysis using a land surface model (LSM), to 
study the sensitivity of historical permafrost physical characteristics (permafrost area, soil 
temperatures, degradation rates) to four specific soil/snow thermal processes, and model driver 
uncertainties from climate and LULCC datasets. The processes include two soil and two snow 
schemes that represent some of the recent advances in modeling cold region soil energetics and 
hydrology: (1) energy exchange between shallow and deep soils, by representing soils up to ~50 
meters [e.g., Lawrence et al., 2008], (2) effect of soil organic carbon (SOC) on 
thermal/hydrological properties [Lawrence and Slater, 2008], (3) wind compaction of snow 
depth (and density) [Anderson, 1976; Schaefer et al., 2009], and (4) depth hoar formation in 
snow [Anderson, 1976; Zhang et al., 1996; Schaefer et al., 2009]. A conceptual diagram of these 
processes and how they interact with permafrost physical characteristics, including the potential 
for interactions, are shown in Fig. 5.1. While previous modeling studies may have quantified the 
role of several of these processes on permafrost (some at site level, others at regional to global 
scales) [Lawrence et al., 2008; Schaefer et al., 2009, 2011], no study has yet investigated their 
combined role for the entire northern high-latitude permafrost regions. Notably, to our 
knowledge no CMIP5 models currently include the two aforementioned snow processes. We also 
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extended previous analyses by quantifying the individual impacts of the soil/snow processes (on 
permafrost distribution, degradation, and temperature), and compare their importance with driver 
uncertainties from climate and LULCC within a single unified model domain. Finally, in 
combination with Chapter 6, the current study represents an integrated evaluation of 
biogeophysical-biogeochemical impacts of these specific soil/snow processes for the entire 
northern high-latitude permafrost regions.  
5.2 Methods 
5.2.1 Model 
We used the Integrated Science Assessment Model (ISAM), a LSM with coupled 
biogeophysical [Chapters 2—3] and biogeochemical processes [Yang et al., 2009]. Energy, 
water and momentum fluxes in ISAM are updated hourly, with a spatial resolution of 0.5o×0.5o. 
Each model grid is subdivided into multiple vegetation types, bare soil, and land ice (data from 
Meiyappan and Jain [2012]). Especially relevant for permafrost calculations, ISAM incorporates 
the following soil/snow processes amongst others: (1) energy exchange between shallow and 
deep (~50 meters) soil [Lawrence et al., 2008], (2) multi-layer snow physics using up to 5 
dynamic snow layers over the soil column, (3) effects of SOC on thermal/hydrological properties 
[Lawrence and Slater, 2008], (4) increased snow thermal conductivity from wind compaction 
[Schaefer et al., 2009], including those due to weight, thermal aging, and melting, (5) increased 
snow insulation from depth hoar formation [Schaefer et al., 2009], (6) latent heat from phase 
change, and (7) impact of supercooled water [Koren et al., 1999] on hydraulic conductivity. Key 
equations and description of these processes are available in Appendix D.1. The processes 
described in (4) and (5) are parameterized using snow classification data (Appendix Fig. D.1) 
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[Sturm et al., 1995]. For calculation of soil properties, SOC in permafrost grid cells (IPA, Brown 
et al. [1997]) is initialized from Northern Circumpolar Soil Carbon Database (NCSCD) 
[Tarnocai et al., 2009; Hugelius et al., 2013]; at other grid cells, the Harmonized World Soil 
Database (HWSD) [FAO/IIASA/ISRIC/ISS-CAS/JRC, 2013] is used. In addition, ISAM also 
includes improvements in cold-region carbon assimilation through model calibration [Chapter 2]. 
Carbon, energy and water fluxes in the current model were extensively evaluated using site-level 
eddy covariance fluxes [Chapters 2—3], and the corresponding estimates for the entire northern 
high-latitudes are listed in Appendix Table D.1.  
Note that while ISAM includes the aforementioned processes (listed as (1)—(7)) that are 
relevant for permafrost calculations, here we only focused on four of them (numbers (1), (2), (4) 
and (5)) that represent some of the recent advances in modeling cold region soil/snow processes. 
The other processes have previously been studied widely in literature. 
5.2.2 Climate and land-use and land-cover change datasets 
We used two reanalysis datasets to simulate the differences due to climate on permafrost: 
(1) the CRUNCEP [Viovy and Ciais, 2009; Wei et al., in prep] available up to 2010, and (2) the 
NCEP/NCAR [Qian et al., 2006] available up to 2004 (subsequently referred as NCEP). To 
represent land cover uncertainty on permafrost, we used two datasets (Appendix Fig. D.2) that 
are mutually consistent in anthropogenic land use, but significantly differ in forest area 
[Meiyappan and Jain, 2012]; here we refer to them as HYDEC and HYDEU. Note that, while in 
the preceding chapter [Chapter 4] we used six different LULCC datasets, in the current study we 
only limit our scope to two for creating the model ensembles. The primary reason for this is that, 
the northern high-latitudes (poleward of 45oN) only contains minimal amount of differences 
from the three different land use sources (RF, HYDE, HH; see Chapter 4), and the LULCC 
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uncertainties are only due to the method of forest area reconstruction based on satellite 
observations [see, Fig. 4.1]. Such an uncertainty (or difference in forest area) is represented 
between HYDEC (using satellite calibration) and HYDEU (without satellite calibration). Hence 
it was thought to be sufficient to only contain these datasets for the current study. We 
specifically chose the HYDE land use data source [Klein Goldewijk et al., 2011] as it is being 
used as a basis for LULCC datasets in the current IPCC model simulations. 
5.2.3 Experimental setup 
Focusing on the northern high-latitudes poleward of 45oN, we carried out a series of 
modeling experiments by varying the: (1) representation of soil/snow physics in the model (4 
processes), (2) climate datasets (CRUNCEP, NCEP), and (3) LULCC datasets (HYDEC, 
HYDEU). A description of the simulations performed is summarized in Table 5.1. We classified 
the soil/snow physics in the model to NEW, OLD, and intermediate (Interm) (Table 5.1). The 
NEW version includes all the soil/snow processes (i.e., deep soils, SOC, wind compaction of 
snow, and depth hoar), the OLD version excludes all these processes from NEW, and different 
Interm versions exclude one process from NEW at a time (see, Table 5.1). First, to quantify the 
individual and combined impacts of the soil/snow processes, we simulated NEW, OLD and 
Interm versions with the CRUNCEP reanalysis and HYDEC land cover data (first six setups in 
Table 5.1). Subsequently, to assess climate and land impacts on permafrost, we used the NEW 
and OLD model versions, and varied the combination of driver datasets (first two and last six 
setups in Table 5.1).  
We used standard CMIP5 protocols to diagnose permafrost [Koven et al., 2012], which 
requires that monthly averaged soil temperatures in any of the layers in the 0—3 m soil column 
remain below 0oC for at least 24 months (we used the criteria of 24 previous months). The 
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definition of permafrost also excludes glaciers (though they are continually frozen); so glaciated 
areas are not classified as permafrost in out study. Also, because ISAM does not include sub-grid 
level permafrost processes (e.g., thermokarst development, cryoturbation, etc.), the calculated 
permafrost represents only the large-scale permafrost. 
We spun up individual simulations identically for ~250 years (primarily to obtain the soil 
temperature state within the soil column), using respective meteorology from 1979—2004. For 
all cases, we varied the atmospheric [CO2] and respective land-use and land-cover change based 
on transient conditions. Post spin-up, simulations using the CRUNCEP reanalysis were 
performed for 1979—2010, and those using NCEP reanalysis were performed for 1979—2004. 
We calculated permafrost from 1985 onwards, to eliminate the initial influence from repetitive 
model spin-up. Based on the spin-up procedure, the diagnosed permafrost in each simulation was 
at quasi-steady state during 1985, i.e., further spin-up cycles did not change permafrost estimates 
(e.g., area, degradation, soil temperatures, etc.) during this time. Hence, any further change in 
permafrost area (i.e., degradation) was due to external climate forcings and/or land cover 
changes, and not due to residual drifts from model spin-up. 
5.3 Results and Discussion 
5.3.1 Impact of the soil/snow processes on permafrost characteristics 
ISAM simulations using the NEW, OLD and Interm versions show that there is a large 
range in modeled permafrost area based on variation of soil/snow processes alone (Table 5.1). In 
NEW, the permafrost area contained between 45—90oN is ~12.3 million-km2 (averaged during 
2000—2004), which compare favorably with corresponding observational estimates of 12.6—
13.9 million-km2 for continuous (90—100% coverage) and discontinuous (50—90% coverage) 
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permafrost area [from IPA: International Permafrost Association; Brown et al., 1997; Zhang et 
al., 1999]. In contrast, there is a strong low bias in OLD (excluding all soil/snow improvements 
from NEW), which contain only 2.9 million-km2 of permafrost area. Corresponding to other 
modeling studies such as Lawrence and Slater [2005] that do not include any of these soil/snow 
improvements, our OLD estimates are lower (e.g. ~5 million-km2 in their study, during 2000); 
however, it is consistent with the lower limit of ~1.5—27.3 million-km2 of permafrost area 
(diagnosed for 0—90oN) from the CMIP5 models [Koven et al., 2012]. This suggests that lack of 
the specific soil/snow processes investigated in this study may potentially explain several model 
structure/parameterization related causes of very low permafrost diagnosed from some of the 
CMIP5 models.  
We compared the model with observations by permafrost classification types (Fig. 5.2, 
5.3). From these analyses, it is evident that even though NEW is able to simulate permafrost in 
the grid cells classified as continuous permafrost (in observations), it is only able to capture 
approximately half of the discontinuous regions, and almost no sporadic (10—40% coverage) 
and isolated (0—10% coverage) regions (Fig. 5.3). However, because ISAM does not contain 
sub-grid scale processes that are required to capture sporadic and isolated classes, the lack of 
these permafrost types in the model can be justified for the “right reasons”. Such a view is also 
shared by Slater and Lawrence [2013], who in diagnosing permafrost in the CMIP5 models 
suggested that current models should ideally not capture these permafrost types because they do 
not contain the necessary sub-grid scale parameterizations. Henceforth, this implies that, 
sporadic/isolated types should only appear in the model in the presence of cold climate and/or 
soil temperature biases.  
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Next, we investigated the contribution of individual soil/snow processes on permafrost 
physical characteristics (Fig. 5.4). Individually, the largest decrease in modeled permafrost area 
occur with the exclusion of deep soils from the revised model (3.4 million-km2); similar 
experiments by excluding soil organic effects and wind compaction of snow, one at a time, also 
reduced the permafrost area by 2.4 and 1.8 million-km2 respectively (Fig. 5.4a). These indicate 
that inclusion of these three processes have net cooling impacts in the top 3.5 m soil column 
(based on which the near-surface permafrost is diagnosed), consistent with previous studies 
[Lawrence et al., 2008; Schaefer et al., 2009]. Mechanistically, deep soils increase permafrost 
stability by shifting the “zero bottom boundary condition” (i.e., zero heat exchange with deeper 
layers) below the deepest soil layer (> 40 m), and by providing a larger reservoir for soil heat 
storage. These cool the net annual soil temperatures and also mitigate the fluctuation of 
temperature variability in the near-surface soil column (top 3.5 meters). SOC also has a net 
cooling impact of mean annual soil temperatures that increases the permafrost area. In the 
summer, SOC acts as an insulator to the heat from incoming radiation – thereby cooling the soil; 
in the winter, the same insulating properties of SOC mitigate the heat flow out of the soil column 
– thereby warming the soil. The net annual impact from these opposing processes is still a 
substantial cooling [see, Lawrence et al., 2008]. Finally, in winter, the wind compaction of snow 
reduce the otherwise strong thermal insulation from snow. This facilitates larger heat flows out 
of the soil column to atmosphere, which contribute in cooling the mean annual soil temperatures. 
In contrast, the inclusion of depth hoar parameterization resulted in reduction of permafrost area 
(~0.8 million-km2). This is because when the depth hoar parameterization is present, there is an 
increase in winter insulation of snow, which consequently warms winter/spring soil temperatures 
[Zhang et al., 1996; Schaefer et al., 2009].  
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In comparison to NEW, there is a reduction of permafrost area in OLD across Northern 
latitudes till as much as ~75oN, above which the soils are cold enough to be classified as 
permafrost regardless of the new modeling differences (Fig. 5.5). The individual Interm versions 
can explain large differences in simulated permafrost, mostly between 50—70oN, above which 
exclusion of one of the four soil/snow processes at a time in ISAM do not sufficiently affect the 
near surface permafrost. Therefore above 70oN, in NEW-NO-DS where deep soils are absent, 
combined cooling from SOC and wind compaction of snow still sufficiently cool the soils to be 
classified as permafrost. Similarly, in NEW-NO-SOC, deep soils and wind impacts keep the 
permafrost to comparable amounts as in NEW-NO-DS. Based on our results the permafrost 
within 50—70oN seems to be the most vulnerable to inclusion/exclusion of modeling 
formulations, such as those discussed here. This is perhaps logical, because the southern extent 
of the permafrost contains the most of discontinuous, sporadic and isolated permafrost types that 
are gradually more susceptible to thawing – either due to climate warming or due to differences 
in modeling formulations, etc. Specifically where the individual soil/snow processes influence 
the susceptibility of permafrost to thawing in ISAM, under current climate, is shown in a 
geographical plot of permafrost distribution in the Interm versions (Fig. 5.6). While the 
formulation of deep soils affects all grid cells, the SOC impacts vary geographically depending 
on the grid cells where SOC is present and by how much (here, we used the SOC distribution 
map from NCSCD [see, Section 5.2.1]). Wind compaction of snow, and depth hoar formation are 
also regionally varying (Fig. 5.7), and depend on wind speed, snow depth, and categorization of 
snow (as discussed previously). As shown in Fig. 5.7, the wind compaction of snow is primarily 
dominant in the tundra and prairie snow class regions (Appendix Fig. D.1) that are characterized 
by strong wind speeds (Appendix Fig. D.3). Specially for the tundra regions, snow compaction 
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by wind appear to be as large as ~0.15 m (Fig. 5.7a), which are very substantial given that much 
of the Arctic have peak snow depths of less than 0.5m [Brown and Brasnett, 2010]. On the other 
hand, depth hoar formation (Fig. 5.7a) is primarily confined to the taiga/boreal region, where 
snow depths are the greatest (this is because depth hoar formation only occur above a certain 
snow depth). Note that wind compaction of snow and depth hoar formation depend on snow 
amount, wind speed, etc. Hence, where their role will be significant in future will most likely be 
dependent on geographical pattern of climate change, land cover change, as well as on dynamic 
changes of snow classes itself (from one type to another). Note that, because of the nonlinear 
nature of interactions and feedbacks amongst all the four soil/snow processes discussed here, 
their integrated impacts cannot be explained through a linear addition of the individual impacts. 
Along with the higher permafrost area, the permafrost degradation in NEW also appear to 
be largely reduced, and as low as 0.15 million-km2/decade during 1985—2004 (Fig. 5.4b). Note 
that there is interannual variability in permafrost area time series (Fig. 5.8, shown for 1985—
2010) as evident from the saw tooth pattern therein. This is primarily due to the interannual 
variability in air temperature itself (Fig. 5.9a—b). Assessing the individual contributions relative 
to NEW (Fig. 5.4b) shows that largest increases in permafrost degradation occur when soil 
physical improvements are excluded from the model (i.e., deep soil, and SOC impacts), with 
lower impacts from snow related changes (depth hoar formation, and wind compaction of snow). 
This is also corroborated from the analysis of Fig. 5.9b, which shows that removal of deep soils 
(NEW-NO-DS) or SOC (NEW-NO-SOC) lead to the largest amplitudes of interannual 
fluctuations in permafrost area (i.e., largest decreases in permafrost stability) corresponding to 
climate variations. Nonetheless, the results suggest that combined impacts from three processes 
that increase permafrost area (i.e., two changes in soil physics, and wind compaction of snow) 
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act to strengthen the net permafrost stability. Consequently, these results imply that the 
incorporation of these processes in other LSMs have the potential to reduce the simulated future 
permafrost thaw therein, and also possibly reduce the severity of projected degradation rates 
suggested by some modeling studies [e.g., Lawrence and Slater, 2005].  
Besides the importance of the specific soil/snow improvements in modeling permafrost 
area and degradation, they also have concurrent impacts on soil hydrology and biogeochemistry. 
Specifically for computing soil biogeochemistry, because most terrestrial models (including 
ISAM) simulate carbon in the top 0—1 m of soil column [e.g., Todd-Brown et al., 2013; Koven 
et al., 2013] the modeling differences in shallow soil temperatures rather than deep soil 
temperatures are likely to have more impacts in estimating permafrost SOC stocks. For this, our 
comparative analysis of individual impacts shows that the inclusion of wind compaction on snow 
can play the dominant role in cooling the root zone of soils (Fig. 5.4c; note: root zone is the soil 
column containing 95% of vegetation root mass, and hence depends on existing land cover; 
when multiple vegetation types are present in a grid cell, the depth is an area weighted average of 
individual vegetation root depths), primarily in the tundra and prairie regions (Appendix Fig. 
D.1; Fig. 5.7; Fig. 5.10) that are dominated by strong wind speeds (Appendix Fig. D.3). Next, 
because the topsoil layers in the northern high-latitudes are rich in organic carbon [Tarnocai et 
al., 2009], they also sufficiently cool the shallow soils. Therefore, we suggest that inclusion of 
these two processes can significantly increase the northern high-latitude SOC stocks due to the 
increased low-temperature stress on decomposition processes (and additionally due to higher soil 
water-stress as result of lower available liquid water fraction). The inclusion of depth hoar also 
has considerable effect on mean annual root zone temperatures, though in the opposite direction 
(Fig. 5.4c) and mostly confined to the taiga snow class regions (Fig. 5.7; Fig. 5.10); hence this 
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process can be expected to partly compensate for higher modeled carbon from the other 
processes. In contrast to the dominant role of deep soil thermal dynamics in permafrost area and 
degradation rates, the corresponding influence on shallow soil temperatures appear to be 
minimal. The integrated impacts of all these soil/snow improvements in modeling permafrost 
SOC stocks have been analyzed in a complementary study [Chapter 6]. 
5.3.2 Sensitivity of results to permafrost threshold temperature 
In the current ISAM (and in other current generation of LSMs) permafrost in a grid cell is 
a Boolean characteristic, i.e., either a model grid cell there is completely covered in permafrost 
(100% coverage) or there is no permafrost in it (0% coverage). Modeled permafrost being a 
diagnostic measure, the presence/absence of permafrost in any model grid cell is based on a fixed 
threshold temperature, above and below which a grid cell is assumed to be completely devoid 
and full of permafrost, respectively. For the aforementioned results presented in this study, we 
used a monthly averaged temperature of 0 oC as this threshold, which in accordance with CMIP5 
protocols. Here, we extended our analysis to examine the role of the chosen threshold 
temperature itself on the diagnosed permafrost area. The results (Fig. 5.11) show that the 
permafrost area in ISAM is highly sensitive to the chosen threshold temperature within the range 
of ~ -1 oC to 0.25 oC. Permafrost is at its minimum with a stricter -1 oC threshold (monthly 
average) above which all permafrost within a grid cell is assumed to thaw, and increases 
monotonically till a threshold of ~0.25 oC, above which there are negligible changes. Especially, 
in all ISAM model versions, the permafrost area increases most rapidly within the threshold band 
of -0.25 oC to 0.25 oC. Hence, this analysis suggests that many model grid cells (i.e., those in the 
southern edges of permafrost latitudes) are on the delicate state of being diagnosed as 
permafrost, and are susceptible to lose the permafrost with small biases in 
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meteorological/climate forcing datasets. Therefore, in multi-LSM intercomparison studies, small 
differences in both the biogeophysical schemes as well as in different forcing datasets may lead 
to much larger differences in the resulting permafrost area, more so in the threshold range of -
0.25 oC to 0.25 oC. Given such a strong sensitivity as shown in our analysis, the permafrost 
extent with a fixed threshold may not be a good indicator of model performance in multi-model 
intercomparison projects. In future intercomparison analyses, if permafrost is diagnosed as a 
function of threshold temperature, it may enable us to better understand the impacts of 
model/data shortcomings on diagnosed permafrost characteristics.  
5.3.3 Comparison with climate and land-cover uncertainties 
Due to the similar warming trends in the CRUNCEP and NCEP reanalyses (during 
1885—2004, Appendix Fig. D.4), the simulated permafrost degradation rates are also very 
similar (Table 5.1). However, the mean annual temperature in the NCEP is ~0.5oC warmer than 
in the CRUNCEP, and this consistently produced less permafrost in the NCEP-driven cases. 
Between the two land cover datasets (HYDEC, HYDEU), even though there is substantial 
difference in boreal forest area in the northern high-latitudes (Appendix Fig. D.2), the 
corresponding differences in modeled permafrost area appeared to be minimal for most cases. 
This is because, in general the regions of land cover differences (i.e., northern boreal area) are 
already classified as permafrost in the simulations (driven by meteorology and model physics); 
thus, even though land cover differences in such regions usually produce different surface energy 
balance [e.g., see Chapter 4], the corresponding impacts are not evident on permafrost area.  
To more explicitly quantify the relative contributions of permafrost differences due to 
three factors considered in this study, i.e., (1) soil/snow physics (MODEL), (2) climate 
uncertainties (CLIMATE), and (3) LULCC uncertainties (LULCC), we devised a simple 
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technique to isolate their effects based on our series of simulations. The results (Fig. 5.12) are 
using an ensemble of eight simulations where: MODEL was varied between NEW and OLD, 
CLIMATE was varied between CRUNCEP and NCEP, and LULCC was varied between HYDEC 
and HYDEU (i.e., 2 model versions × 2 reanalysis datasets × 2 land cover datasets = 8 
simulations). To calculate contribution from each factor, we computed the range of differences in 
a diagnosed variable (e.g., permafrost area, root zone temperatures) from simulations where only 
the respective factor was changed, keeping everything else the same (e.g., for MODEL, switch 
between NEW and OLD, keeping CLIMATE and LULCC the same). For permafrost area (Fig. 
5.12a), this shows that the combined impacts of the soil/snow improvements largely dominated 
over the existing climate and land cover uncertainties, accounting for differences of ~8—9 
million-km2 (averaged during 2000—2004). In comparison, the climate differences produced 
differences of ~0.3—2.3 million-km2, with much lower impacts from land cover differences 
(~0—0.7 million-km2). Nonetheless, between the two reanalyses, the maximum difference in 
permafrost area is comparable to the contribution from individual soil/snow processes such (i.e., 
~2 million-km2 from wind compaction of snow, and effect of organic carbon on soil properties; 
see, Fig. 5.4a). Also, given that a mean annual air temperature difference of ~0.5oC is sufficient 
to produce difference of up to ~2 million-km2 in ISAM, larger differences using a broader range 
of reanalysis datasets [e.g., see Chapter 4], or differences in meteorology in coupled land-
atmosphere models [Chapter 4] can be expected to very strongly impact the corresponding 
permafrost characteristics (for present, and the future). This interpretation is supported by recent 
analysis of permafrost from CMIP5 models, showing large spread in characteristics such as area, 
degradation rates, etc. [Koven et al., 2012; Slater and Lawrence, 2013]. A similar pattern of 
relative importance of model physics, climate and LULCC is also evident in the simulated root 
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zone temperatures (Fig. 5.12b), and the resulting soil temperature differences can be expected to 
impact the modeled soil biogeochemistry. Note that the seasonal impacts of these factors may be 
different; however, we do not address those here and they remain a subject for future 
investigation.  
Besides the differences in permafrost characteristics shown here, we further extended the 
analysis from Chapter 4 to investigate the corresponding impacts on aboveground carbon (e.g., 
GPP), energy and water fluxes (latent heat, sensible heat, and runoff) (Fig. 5.13). From this 
analysis, the role of climate-driven uncertainties is strongly evident, especially for the 
energy/water fluxes. For these quantities, the contributions from model changes in soil/snow 
physics are minimal. The reason for this is most likely that, the soil/snow processes implemented 
here primarily influence sub-soil processes, while the partitioning of energy/water fluxes may be 
largely dominated by surface meteorology, land cover, and other boundary conditions.  
5.3.4 Limitations 
We recognize several limitations in the current version of ISAM, and in the results. These 
are as follows: (1) Lack of sub-grid scale parameterizations to represent sporadic and isolated 
permafrost types (with fractional grid cell coverage of < 50%). Currently, if regions with such 
permafrost classes (in the observations) are identified as permafrost in the model, it is most likely 
a result of cold soil temperature bias, due to model limitations and/or biases in input 
meteorology. (2) Large uncertainties in SOC at depths below ~1 m. Currently, prescribed SOC 
datasets (HWSD, NCSCD) are used in ISAM to initialize soil thermal and hydrological 
properties. While the HWSD carbon is available for the top 1 m of soil, the NCSCD estimates 
are available till 3 m of soil, but have very low confidence below 1 m of soil [Tarnocai et al., 
2009; Hugelius et al., 2013; Mishra et al., 2013]. Hence in ISAM, the prescribed SOC content is 
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only limited top 1 m of soil (with no carbon below), introducing limitations. (3) Use of static 
snow class types [Sturm et al., 1995] to parameterize wind compaction and depth hoar impacts 
on snow. Currently, the snow class of a grid cell is prescribed during model initialization, which 
does not vary subsequently based on climate change over time. While this approach may not be 
as limiting for estimating current permafrost, the use of dynamic classes (i.e., allowing snow 
classes to evolve with climate regimes) may be more appropriate for projection studies. 
However, such parameterizations do not exist in current literature. (4) Simplified representation 
of thermal conductivity of depth hoar. We used constant thermal conductivities of 0.18 and 0.072 
W/m/K for depth hoar in tundra and taiga regions, respectively, based on limited field 
observations from previous studies [Sturm and Johnson, 1992; Sturm et al., 1997; Schaefer et al., 
2009]. However, it is very likely that these constants are too limiting because they cannot 
account for variability of depth hoar properties with the same snow class. Given then importance 
of wind compaction and depth hoar processes as quantified here (e.g., on permafrost root zone 
temperatures), the model sensitivity of these constants may need further evaluation. (5) Lack of 
land cover types such as peatland (bog, fen, fire), wetland, etc. [Lehner and Döll, 2004]. 
Biogeophysical and biogeochemical processes that occur in these environments are different 
from soil processes; these have consequences for calculation of both permafrost physical 
characteristics and SOC stocks. (5) Lack of sub-grid scale parameterizations in ISAM to 
represent cryogenic processes such as thermokarst development, and sub-grid variability in soils. 
Hence due to the lack of many sub-grid processes in ISAM the calculated permafrost should 
theoretically only represent large-scale permafrost. In the future, improvements in these aspects 
are expected to improve the permafrost characteristics in ISAM.  
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5.4 Conclusions  
We used a LSM to quantify the influence of specific improvements in representation of 
soil/snow physics on northern high-latitude (poleward of 45oN) permafrost physical 
characteristics. Firstly, we show that combined impacts of processes such as deep soils, effects of 
organic carbon on soil properties, and parameterizations of wind compaction of snow and depth-
hoar formation can not only substantially improve the modeled estimates of current permafrost 
area (diagnosed for 0—3 m soil column, increase of permafrost area by 9.2 million-km2), they 
also have strong influence on root zone soil temperatures within the permafrost. Consequently, 
these can be expected to directly impact the computation of soil biogeochemistry, and also alter 
the soil biogeophysical-chemical interactions. Secondly, our simulations show that net 
incorporation of these processes can largely stabilize the permafrost soil column temperatures, 
which can potentially reduce the severity of future permafrost degradation rates as suggested by 
some modeling studies [e.g., Lawrence et al., 2005]. Nonetheless, besides the modeling 
improvements, our analysis highlights remaining structural weaknesses in the model, such as the 
lack of sub-grid variability in representing permafrost and limited land cover classification types, 
among other factors. Many of such required parameterizations are not currently available in 
literature. When they are developed in the future, they can be expected to further improve the 
permafrost physical characteristics in the model.  
We also explored the model sensitivity due to these processes with those due to model 
driver uncertainties from meteorological (climate) and LULCC datasets. Using two atmospheric 
reanalysis datasets (CRUNCEP and NCEP), we found the influence from soil/snow processes to 
be robust against the prescribed driver uncertainties. However, meteorology-driven impacts are 
still substantial causing a difference of 2.3 million-km2 in permafrost area, corresponding to a 
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difference of ~0.5oC in mean annual air temperatures between the two reanalyses. In this context, 
given that much larger meteorological differences occur across currently available reanalysis 
datasets [see, analysis in Chapter 4], we argue that climate-driven uncertainties are likely to play 
a much greater role when using these datasets. Additionally, extending the analysis from Chapter 
4, here we show the climate-driven uncertainties continue to strongly dominate the surface 
energy and water fluxes. The implications of even greater differences in surface meteorology 
from coupled land-atmosphere CMIP5 models [Chapter 4] are therefore likely to be tremendous 
for permafrost (and energy/water fluxes) in models, both for the present and for the future 
(consistent with studies by, Koven et al. [2012]; Slater and Lawrence [2013]).  
Broadly, the growing importance in permafrost research may be largely attributed to the 
need to improve our knowledge of the fate of permafrost carbon to climate warming. In this 
context, we also discussed the potential impacts of the specific soil/snow processes on near-
surface permafrost thermal/hydrological dynamics within the root zone. While near-surface 
permafrost is usually diagnosed using soil temperatures from the top 0—3 m of soil, models that 
compute soil carbon in the permafrost do so for the top 0—1 m of soil. For this, soil temperatures 
within the root zone (typically, around 0—1 m of soil column) are generally used as an input, 
rather than deeper soils temperatures. We show that while inclusion/exclusion of deep soils 
dominate the diagnosed permafrost area, processes such as wind compaction of snow and depth 
hoar formation (on top of the soil/snow column) can influence the root zone temperatures to a 
much greater extent with minimal influence from deep soils. Hence, our results strongly suggest 
the need to incorporate these processes to study permafrost; nonetheless, no model from the 
CMIP5 analysis includes them. Additionally, as further shown in our analysis, the model 
estimated near-surface permafrost area can be highly sensitive to the threshold for soil 
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temperature to diagnose permafrost (Fig. 5.9). But, because the choice of this threshold doesn’t 
affect the estimation of root zone temperature (used for biogeochemistry), these imply that 
diagnosed permafrost area from a model may not directly correlate with its estimated SOC 
(because temperatures from different parts of the soil column determine them).  
Henceforth, the consequences of these soil/snow biogeophysical processes on soil 
biogeochemistry have been evaluated in detail in Chapter 6. We expect that, such an integrated 
analysis of soil biogeochemical-biogeophysical interactions for the northern high-latitude regions 
will be of interest to future permafrost modeling studies, and to the earth system modeling 
community in general. 
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Table 5.1: List of model experiments, and corresponding permafrost area (PA). Model physics (MODEL) 
is classified as: NEW, OLD, and intermediate (Interm). Each Interm version was created by excluding one 
process from NEW at a time, as indicated by suffix: (1) -NO-DH: no depth hoar, (2) -NO-DS: no deep 
soil, (3) -NO-SOC: no SOC, and (4) -NO-WIND: no wind compaction of snow. The OLD version was 
created by excluding all the aforementioned processes from NEW. The choice of reanalysis climate 
(CLIMATE) was between CRUNCEP and NCEP/NCAR (referred to as NCEP). The choice of land-use 
and land-cover change dataset (LULCC) was between HYDEC and HYDEU. Unless otherwise specified 
through the subscript, a simulation was driven using the CRUNCEP reanalysis, along with the HYDEC 
LULCC data. 
Experiment  MODEL  Climate 
(CLIMATE) 
 Land cover 
(LULCC) 
PA  
 2000—
2004 
[million-
km2]  
N
E
W
 
O
L
D
 
In
te
rm
 
C
R
U
N
C
E
P 
N
C
E
P 
H
Y
D
E
C
 
H
Y
D
E
U
 
NEW ü  … … ü  … ü  … 12.3 
OLD … ü  … ü  … ü  … 2.9 
NEW-NO-DH … … ü  ü  … ü  … 13.0 
NEW-NO-DS … … ü  ü  … ü  … 8.7 
NEW-NO-SOC … … ü  ü  … ü  … 9.6 
NEW-NO-WIND … … ü  ü  … ü  … 10.3 
NEWCRUNCEP-HYDEU ü  … … ü  … … ü  12.1 
OLDCRUNCEP-HYDEU … ü  … ü  … … ü  3.1 
NEWNCEP-HYDEC ü  … … … ü  ü  … 10.5 
OLDNCEP-HYDEC … ü  … … ü  ü  … 2.6 
NEWNCEP-HYDEU ü  … … … ü  … ü  9.9 
OLDNCEP-HYDEU … ü  … … ü  … ü  2.7 
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Fig. 5.1: Conceptual diagram of ISAM biogeophysics, focusing on the four key soil/snow biogeophysical 
processes used in this study that affect permafrost physical characteristics. Specifically, the four processes 
are: effects of SOC on thermal/hydrological properties; incorporation of a deep soil column (~50 meters) 
soil; wind compaction of snow; and depth hoar formation in snow. These processes affect both the soil 
thermal and hydrological characteristics, thereby affecting the permafrost. Processes and fluxes that are 
directly affected by the model modifications have been shown with red dotted arrows. These are, SOC-
induced soil cooling in summer due to the increased insulation to the incoming ground heat flux (1a); 
SOC-induced soil warming in winter by the reduction of net outgoing ground heat flux (1b); heat 
exchange between shallow and deep soils (by shifting the “zero” bottom boundary condition below ~50 
m) (2); wind speed and driven compaction of snow in winter, increasing the snow thermal conductivity 
and cooling the soils (by increasing the outgoing ground heat flux) (3); winter reduction of snow thermal 
conductivity due to the formation of depth hoar crystals, thereby warming the soils. SOC in topsoil layers 
reduce soil moisture (higher porosity and lower field capacity), which reduces soil evaporation. 
Consequently, this affects the partitioning of latent and sensible heat components in the ground and 
canopy, etc. There may be lonlinear interactions amongst these processes, the net effects of which are 
simulated by the model. 
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Fig. 5.1 (Continued)  
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Fig. 5.2: Observed and modeled permafrost extent poleward of 45oN. Observational map from the 
International Permafrost Association (International Permafrost Association: IPA) [Brown et al., 1997] is 
categorized by different permafrost classes. Modeled maps using ISAM (averaged during 2000—2004) 
are for NEW, OLD and intermediate versions (Table 5.1). NEW – includes all soil/snow improvements, 
OLD – excludes all such changes, and Interm – intermediate model versions excluding one change at a 
time from NEW. All the simulations were driven by the CRUNCEP reanalysis and the HYDEC land 
cover data. 
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Fig. 5.3: Distribution of permafrost by classification types in observations (IPA), poleward of 45oN. The 
classification types are, Continuous (C): 90—100%, Discontinuous (D): 50—90%, Sporadic (S): 10—
50% and Isolated (I): 0—10%). The plot shows the number of grid cells (0.5o × 0.5o) for observational 
permafrost classifications (C, D, S, I), and subset of respective grid cells simulated as permafrost in ISAM 
for NEW, OLD and Interm simulations (averaged during 2000—2004). 
 
 
 
 
 
 
136	  
	  
Fig. 5.4: Relative (δ) permafrost area, degradation rate, and root zone temperatures in OLD and Interm 
model versions, with respect to NEW (i.e., “OLD – NEW” for OLD, and “Interm – NEW” for Interm 
cases). (a) δPermafrost Area (averaged during 2000—2004). (b) δDegradation Rate (from 1985—2004). 
(c) δRootzone Temperature (averaged during 2000—2004). Here, root zone is defined as the soil column 
containing 95% of the root depth (D95 in Chapter 2) of the vegetation above it. For model grid cells with 
multiple vegetation types, area weighted values were used.  
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Fig. 5.5: Distribution of permafrost area by latitude, in observations (IPA), and in ISAM for NEW, OLD 
and Interm simulations (averaged during 2000—2004). For IPA, the permafrost area shown (in shading) 
was derived by weighting fractional coverage of different permafrost classifications: Continuous (C): 
90—100%, Discontinuous (D): 50—90%, Sporadic (S): 10—50% and Isolated (I): 0—10%. 
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Fig. 5.6: Modeled permafrost extent poleward of 45oN, in the Interm versions (averaged during 2000—
2004).  
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Fig. 5.7: Wind compaction of snow (left) and depth hoar formation (right) during winter months of 
December-January-February (DJF). Depth hoar formation is shown as a fraction of snow.  
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Fig. 5.8: Modeled permafrost area and linear trends of permafrost degradation, poleward of 45oN. Results 
are shown for NEW, OLD and Interm simulations. All simulations were driven using the CRUNCEP 
reanalysis, and the HYDEC land cover data (see, Appendix Fig. D.2). 
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Fig. 5.9: (a) Variability (detrended) in mean annual air temperature in the CRUNCEP reanalysis, 
poleward of 45oN. (b) Corresponding variability (detrended) in modeled permafrost area. Results are 
shown for NEW, OLD Interm simulations 
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Fig. 5.10: Changes (δ) in annual root zone temperature due to inclusion of (a) depth hoar formation (NEW 
– NEW-NO-DH), (b) deep soils (NEW – NEW-NO-DS), (c) effects of SOC on soil thermal/hydrological 
properties (NEW – NEW-NO-SOC), and (d) wind compaction of snow (NEW – NEW-NO-WIND). Note 
the convention, i.e., negative temperatures imply cooling after including a process, and vice versa. Root 
zone is defined as in Fig. 5.4 (the soil column containing 95% of the root depth of the vegetation above it. 
For model grid cells with multiple vegetation types, area weighted values were used). 
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Fig. 5.11: Sensitivity of the diagnosed permafrost area in ISAM, to the soil temperature threshold 
(monthly average) in determining permafrost. Results are shown for NEW, OLD Interm simulations. For 
the results presented in this study, we used a value of 0oC (based on standard CMIP5 protocols). 
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Fig. 5.12: Attribution of modeling differences in mean annual (a) permafrost area (ΔPermafrost Area), 
and (b) root zone temperature (ΔRootzone Temperature), poleward of 45oN and averaged during 2000–
2004. Differences due to three factors are shown: (1) soil/snow parameterizations (MODEL), (2) climate 
datasets (CLIMATE), and (3) land-use and land-cover change datasets (LULCC). The results are based on 
eight simulations where: MODEL was varied between NEW and OLD, CLIMATE was varied between 
CRUNCEP and NCEP, and LULCC was varied between HYDEC and HYDEU. For each factor, the 
minimum to maximum differences in the computed quantity was calculated amongst simulations by 
varying only the respective factor, keeping everything else the same (e.g., for MODEL, switch between 
NEW and OLD, keeping CLIMATE and LULCC the same). ALL represents the overall range of 
differences using all these simulations. 
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Fig. 5.13: Similar to Fig. 5.12, but for (a) gross primary production (ΔGPP), (b) latent heat flux (ΔLE), 
(c) sensible heat flux (ΔH), and (d) total runoff (ΔRunoff). 
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CHAPTER 6 
The response of permafrost carbon stocks to improved representation of soil 
and snow processes in the northern high-latitudes 
6.1 Introduction  
The northern high-latitude ecosystems are considered to be most vulnerable to a warming 
climate [McGuire et al., 2006; Schuur et al., 2008, 2013; Grosse et al., 2011], and the dynamics 
of carbon stored in permafrost soils are likely to have tremendous impacts for the future global 
climate [Zimov et al., 2006; Koven et al., 2011; Schaefer et al., 2011]. However, using even the 
current generation of earth system models (ESMs), there are large uncertainties in modeling the 
current northern hemisphere permafrost (~1.4—17.3 million-km2: Koven et al. [2012]), and the 
carbon stored therein (~60—810 GtC: Todd-Brown et al. [2013]). Such large ranges in modeling 
outcomes suggest a strong need to systematically analyze and reduce the uncertainties from 
contributing processes within models. In ESMs, achieving a reasonable distribution of 
permafrost carbon is important because of its potentially strong influence on the future of global 
climate through permafrost-climate feedbacks [Schaefer et al., 2011; Burke et al., 2012; 
MacDougall et al., 2012; Schneider von Deimling et al., 2012]. 
In this context, while continued development of more detailed biogeochemistry is 
necessary for the high-latitude environments, a major challenge is to accurately represent cold-
region biogeophysical processes in land surface models (LSMs). Because of strong couplings 
between carbon-nitrogen (C-N) processes and soil/snow characteristics in such environments 
[McGuire et al., 2006], the accuracy of modeling terrestrial biogeophysics may be of critical 
importance in the integrated modeling of hydrology, energy, ecology and biogeochemistry. 
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However, in the Arctic and sub-Arctic ecosystems, a large suite of active 
biogeophysical/chemical processes coupled with scarcity of observations introduces many 
challenges for modeling these processes [Walsh et al., 2005; Boike et al., 2012; Mishra et al., 
2013]. Nonetheless, several studies in the recent past have demonstrated improved permafrost 
response from models by incorporating soil/snow processes that critically influence the ground 
energetics in these environments. These include, (1) representation of deep soil thermal 
dynamics [Lawrence et al., 2008], (2) influence of soil organics on soil thermal/hydrological 
properties [Lawrence and Slater, 2008], and snow insulation effects from: (3) wind compaction 
of snow, and (4) depth hoar formation [Schaefer et al., 2009]. A conceptual diagram of these 
processes and how they interact with soil biogeophysics/chemistry, including the potential for 
interactions, are shown in Fig. 6.1. Specifically given the importance of these processes on 
permafrost extent, stability, root zone (typically within 0—1 m) soil temperature/moisture etc. 
[Chapter 5], it remains of particular interest to investigate their combined impacts on permafrost 
biogeochemistry.  
Here we performed such an analysis using a LSM (ISAM, summarized here in Methods), 
to quantify the role of the four aforementioned processes on the distribution and amount of soil 
organic carbon (SOC) stocks in the northern high-latitude permafrost soils (for this study, 
poleward of 45oN, and between 0—1 m of soil column). Previously, we utilized the same 
modeling setup to investigate the individual and combined impacts of these processes on 
permafrost extent, stability, etc. [Chapter 5], and here we extend the analysis for 
biogeochemistry. We note that, while individual impacts of these processes have previously been 
documented (some at site-scale, and others at regional scales) [Schaefer et al., 2009, 2011; 
Koven et al., 2009], our current study extends upon existing literature in several ways. Firstly, no 
148	  
	  
study has yet evaluated the combined effects of these processes on permafrost SOC for the entire 
northern high-latitudes. Secondly, previous studies mostly utilized C-only biogeochemical 
models (excluding nitrogen dynamics) for such analyses; here we include coupled C–N 
interactions, and N-limitation effects on vegetation productivity and litter decomposition. The 
role of N has been acknowledged to be especially important in nutrient-limited environments 
such as the northern high-latitude soils [Jain et al., 2009; Arneth et al., 2010; Zaehle et al., 2010]. 
Thirdly, no study assessed the integrated biogeophysical-biogeochemical impacts of these 
processes within the same modeling framework; in combination with Chapter 5, here we pursue 
this objective.  
 To assess whether the addition of the soil/snow biogeophysical processes lead to 
improvements in the model, we utilized several observationally derived empirical estimates of 
permafrost SOC. A multi-dataset approach was used, to be mindful of the substantially large 
uncertainties within the currently available datasets [Mishra et al., 2013]. We take this 
opportunity to evaluate the implications of these data uncertainties for model evaluation. Finally, 
we highlight the significance of our results in the context of modeling permafrost SOC in the 
current generation of LSMs. 
6.2 Methods 
6.2.1 Model 
The model used here is the Integrated Science Assessment Model (ISAM), a LSM that 
integrates detailed biogeophysical processes in a terrestrial C-N cycle model component [Yang et 
al., 2009; Jain et al., 2009, 2013; El-Masri et al., 2013]. ISAM computes energy, water and 
carbon fluxes at a spatial resolution of 0.5o×0.5o (longitude×latitude), and includes permafrost 
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calculations [Chapter 5]. In ISAM, heterogeneity in land cover is represented using multiple 
vegetation types within a grid cell (e.g., temperate broadleaf and boreal needleleaf 
evergreen/deciduous trees, C3/C4 grass, shrub, crop, pasture, arctic tundra, etc.), which may 
include bare soil and land ice. The land cover used is described in Meiyappan and Jain [2012], 
and the model includes land-use and land-cover change [e.g., Jain et al., 2013] and secondary 
forest dynamics [Yang et al., 2010]. Details of ISAM biogeophysics are described in Chapters 2, 
3 and 5. The current ISAM version only estimates carbon in the top 1 m of soil, and description 
of biogeochemical processes within ISAM are described in Yang et al. [2009] and El-Masri et al. 
[2013]. 
6.2.2 Datasets (for model evaluation, and biogeophysics initialization) 
We utilized a number of currently available SOC datasets for model evaluation: (1) 
Northern Circumpolar Soil Carbon Database (NCSCD) [Tarnocai et al., 2009; Hugelius et al., 
2013], (2) Harmonized World Soil Database (HWSD) [FAO/IIASA/ISRIC/ISS-CAS/JRC, 
2013], (3) Global Soil Data Task (GSDT) [Global Soil Data Task, 2000], and (4) estimates from 
Mishra and Riley [2012]. The first three are available for the entire northern high-latitude 
permafrost region, and the last dataset is for the Alaskan permafrost. The NCSCD, HWSD and 
GSDT estimates are explicitly available for the top 1 m of soil, which we used here. The Alaskan 
data, from Mishra and Riley [2012] extend to soil depths of 3 m and beyond; henceforth to 
represent only the top 1 m of soil, we reduced their estimates to ~70% based on depth profiles 
typical of Alaskan soils [Jobbagy and Jackson, 2000]. We used the NCSCD as a primary dataset 
for model comparison, as it is the most extensive dataset currently available for the entire 
permafrost region. The NCSCD contains ~495 GtC, excluding: 1—3 m stocks (~530 GtC), 
carbon stored in deeper soils in Yedoma (~405 GtC, ice-rich and C-rich loess deposits formed in 
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the Pleistocene), and other alluvial deposits (~240 GtC) [Tarnocai et al., 2009]. All the other 
datasets used here also excludes deep reservoirs and deposits. 
For calculation of soil physical properties in ISAM, concentration of SOC is required as 
input to the model. For this purpose, SOC in observed permafrost grid cells [Brown et al., 1997] 
is initialized using the NCSCD, the HWSD (global dataset) is used and at other terrestrial grid 
cells. 
6.2.3 Experimental Setup 
We carried out two sets of simulations. (1) ISAMNEW: using the most recent model version 
[Chapter 5], which includes representation of deep soils (up to ~50 m), effects of SOC on soil 
thermal/hydrological properties, wind compaction of snow, and formation depth hoar crystals. 
(2) ISAMOLD: this excludes all the above four processes/parameterizations; for this experiment 
the soil column was reduced to 3.5 m, and all soil properties correspond to that of mineral soils. 
Based on these two simulations, we systematically investigated the response of modeled 
permafrost SOC due to relative differences in soil temperature and moisture contents, and in 
litter inputs to soils. 
Throughout this study, we used the observed permafrost distribution from the 
International Permafrost Association (IPA) [Brown et al., 1997]. Here, one notable distinction is 
that, this permafrost extent is most likely to be different from the permafrost area diagnosed by a 
model, which is determined based on soil temperature [see, Chapter 5]. Generally, any LSM 
exhibits a soil temperature bias, which is subsequently reflected in the permafrost area contained 
in a model [Koven et al., 2013]. Specifically the current version of ISAM somewhat 
underestimates the contemporary permafrost area, and strongly underestimates permafrost in a 
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model version which excludes the four soil/snow processes being investigated here [see, Chapter 
5]. However, even though a model grid cell may not be characterized as permafrost (based on 
soil temperature), the soils therein still simulate carbon. Hence, to consistently compare SOC 
across model versions (and with available datasets) for the purposes of this study, it is more 
appropriate to use the actual permafrost extent, rather than the model’s interpretation of it. This 
approach has also been used in multiple modeling studies [e.g., Schaefer et al., 2011; Todd-
Brown et al., 2013].  
 In contrast to Chapters 2—5 where used an implicit representation of N cycle to account 
for N-limitation on photosynthetic assimilation (by directly calibrating Vcmax25opt f (N )  with flux 
tower data), here we switched to the fully prognostic N dynamics contained in the model. This is 
because, while the direct use of Vcmax25opt f (N )  may have been sufficient to study ecosystem fluxes 
such as gross primary production [Chapter 2], latent and sensible heat fluxes [Chapter 3], 
determination of SOC in the model involves soil (bacterial) decomposition processes, which are 
governed by dynamic N-availability and supply. Henceforth it was more appropriate to use the 
fully prognostic C-N component available within ISAM for the current study. 
In the preceding chapters containing global applications of the model [Chapter 4—5], we 
also utilized multiple climate (reanalysis) and land-use and land-cover change (LULCC) 
datasets, to quantify impact from driver uncertainties on the modeling outcomes. In this chapter 
however, we solely focused on model parameterization related uncertainties/implications, and 
used only one reanalysis and one LULCC dataset for all simulations. This constraint was 
primarily driven by the fact that, performing coupled biogeophysical-biogeochemical suite of 
model ensembles is computationally expensive. Nonetheless, this constraint does not limit the 
scope of the primary goal established here, i.e., to investigate biogeophysical/chemical 
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interactions in the permafrost ecosystems. Subsequently, here we used the CRUNCEP reanalysis 
(6-hourly global product at 0.5o×0.5o spatial resolution) [Viovy and Ciais, 2009; Wei et al., in 
prep], and the HYDEC dataset [see, Chapter 5] to drive all the model simulations.  
6.2.4 Model Spin-up 
We adopted an equilibrium (steady stare) approach to compute SOC in this study. In this 
approach, incoming (to land) carbon flux from net primary production is eventually balanced by 
outgoing flux from soil respiration processes during the gradual build-up of SOC, which then 
reaches a quasi steady state. Notably, such an approach has limitations especially for the high-
latitudes, because it cannot account for peat deposits from prior climates (e.g., from Pleistocene 
or Holocene periods) [Schmidt et al., 2011; Mishra et al., 2013]. However, it may potentially be 
the only way to initialize model prognostic variables in models, because of lack of large-scale 
observations (also true for the high-latitudes regions). Hence, this spin-up procedure is common 
in LSMs and ESMs, and has been extensively applied previously [e.g., Schaefer et al., 2011; 
Koven et al., 2011, 2013]. 
To obtain the steady state of soil biogeochemistry, multiple schemes are currently 
available. For the current study though, we adopted a somewhat different technique than those 
documented in the existing literature, whereby the spin-up of biogeophysical processes (with 
faster response times) are first decoupled from the spin-up of soil biogeochemistry (with slow 
response times), and then later combined when “near-steady state” is reached. This comprises of 
the following consecutive stages. (1) Spin-up of only the model biogeophysics (for ~150 years), 
to achieve a steady state in canopy carbon fluxes (gross primary production (GPP), net primary 
production, leaf and root litter, etc.), energy/water fluxes, and soil states (temperature, moisture). 
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Even though a prognostic N cycle is not used in this stage, we implicitly account for N-limitation 
on photosynthesis through the direct use of prescribed N-downregulated carboxylation rate (i.e., 
, calibrated based on flux tower data) [Chapter 2]. (2) Spin-up of only the soil 
biogeochemistry (i.e., carbon, nitrogen) for ~15000 to 20000 model years, using the steady state 
conditions achieved in the first stage. (3) Combined spin-up of biogeophysics and 
biogeochemistry using the fully coupled model, for an additional number of years to 
prognostically introduce N-limitation on vegetation productivity and litter decomposition. 
Because the primary goal of this study was to investigate the steady state SOC (excluding any 
subsequent climatic or anthropogenic perturbation), our sensitivity study showed that stages (1) 
and (2) were approximately sufficient to produce the required steady state, with minimal impacts 
from stage (3). The use of such an approach in ISAM tremendously reduces the computational 
needs, thus allowing for model integration of > 10000 years that is required to reach a steady 
state in SOC accumulation in the permafrost. Specifically, here we integrated the model over a 
repeating 40 years of CRUNCEP reanalysis data (from 1970—2010) to reach steady state in 
stage (1), and then used 5-year averaged (from 1971-1975) estimates of the biogeophysical states 
to iterate steady state calculations for stage (2) for ~20000 years. The effectiveness and 
implications of this method has been further discussed in Results, and in Discussion.  
6.3 Results 
6.3.1 Modeled SOC differences and biogeophysical processes and mechanisms 
We examined the role of key biogeophysical processes that contribute to the modeling 
differences in permafrost SOC, such as changes in and soil temperature and liquid water content, 
and vegetation productivity (i.e., GPP, litter production) (Fig. 6.2). This analysis show that in 
Vcmax25opt f (N )
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ISAMNEW: (1) there are significant decreases in annual mean root zone temperature across the 
permafrost affected areas; (2) more areas are significantly drier, especially in the top 30 cm soil 
for the Eurasian and North American tundra, and in deeper soils over large parts of North 
American permafrost, and in the southern most permafrost areas in Asia; (3) driven by cooler 
and drier soils, GPP is somewhat lower in most areas. However, our simulations show that there 
is still a net increase in total root+vegetation litter pools (Fig. 6.2 d-e). Overall, the reduced GPP 
in the new model is usually consistent with those derived from satellite and flux tower based 
estimates [Jung et al., 2011] (Appendix Fig. E.1).  
These aforementioned biogeophysical differences can be explained based on 
biogeophysical differences in the two model realizations, such as: (1) wind compaction driven 
soil temperature decreases in tundra and prairie regions (reducing snow insulation in winter, and 
producing cooler soils) [Schaefer et al., 2009; Chapter 5]; (2) SOC-driven net cooling of soil 
(due to stronger summertime insulation), and drier top soils (much higher hydraulic conductivity 
than mineral soils) [Lawrence and Slater, 2008]. Notably, the top soils are often drier than the 
soils below, due to the higher amount of SOC in the top 30 cm soil; (3) Some areas show 
increased GPP mostly coinciding with boreal areas, driven by depth hoar formation in the new 
model, which act to warm the soils during winter and early spring soils (through much larger 
insulation than traditional snow) [Schaefer et al., 2009; Chapter 5]. Nonetheless, the 
corresponding litter fall is either marginally positive or negative due to temperature/moisture 
stress on leaf/root litter. Also, due to the incorporation of deep soils in the new model, soils are 
generally cooler [e.g., Lawrence at al., 2008]. All processes that contribute to soil cooling also 
limit the availability of soil moisture, by favoring larger fraction of ice. Finally, soil gravel 
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content that is usually prevalent in the northern high-latitude soils (available in the HWSD, and 
utilized in the new model), also reduce total soil moisture itself, thereby increasing water stress. 
The actual rate of decomposition depends on the interactions of climatic/abiotic and 
biotic factors such as soil temperature, soil moisture content, litter amount and quality, nutrient 
(i.e., nitrogen) availability, and other factors that affect the activities of the microbial 
decomposers in the carbon pools [Davidson and Janssens 2006, Xang et al., 2009]. 
Consequently, the accumulation of SOC in ISAMNEW is due to combination of two processes, 
both contributing to increase the resulting SOC stocks: (1) cooler and drier soils (Fig. 6.2b-c), 
increasing the temperature and moisture stresses on decomposition (equations are documented in 
Yang et al [2009] and El-Masri et al. [2013]) – hence favoring more SOC accumulation (Fig. 
6.3); (2) increased total vegetation and root litter input to soils at most places (Fig. 6.2e) that 
provides a greater mass of litter carbon into soils which can potentially be converted to SOC 
stocks depending on the turnover rates and processes. Here, we conducted simple empirical 
analysis (using regression techniques) to correlate the modeling differences in SOC from 
ISAMNEW and ISAMOLD (denoted as ΔSOC, where Δ = “ISAMNEW – ISAMOLD”) vs. the 
corresponding differences in rootzone soil temperature (ΔTsoilrootzone), rootzone soil moisture 
(ΔVwatrootzone), and vegetation+litter content (ΔLitter), respectively (Fig. 6.4). For this, the 
individual correlations with ΔSOC are strongest for ΔTsoilrootzone and ΔVwatrootzone for the 
different biome types considered in this study (ΔSOC vs. ΔTsoilrootzone R2: 0.39 to 0.47; ΔSOC vs. 
ΔVwatrootzone R2: 0.33 to 0.45), with generally much weaker contribution from ΔLitter. However, 
ΔLitter still show a notable role for the tundra ΔSOC (R2: 0.21) though still weaker than those 
from soil temperature and moisture fields. Nonetheless, because the soil carbon buildup in the 
prognostic ISAM model is a result of nonlinear interactions in these abiotic and biotic factors, 
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any simple correlation analyses is not expected to capture the integrated role of these processes 
when considered individually. Therefore the correlational measures presented above are for 
purely diagnostic purposes. 
Besides the role of climatic and biotic drivers on permafrost soil carbon stocks in the 
model, we also studied the importance of model spin-up timescales to achieve the results. For 
this, we tracked the soil carbon buildup in individual vegetation types (tundra, boreal, and others) 
during the model spin-up of biogeochemistry, till a steady state is reached: i.e., no further 
accumulation of soil carbon (Fig. 6.5). The results show that in ISAMNEW, ~20000—25000 years 
are required to reach the steady state if the biogeochemical soil pools are initialized from zero. 
This can be attributed to the longest spin-up time of the tundra soils, due to the combination of 
lowest mass of vegetation litter input into soils, an the slowest of turnover rates from litter to soil 
carbon stocks. Correspondingly in ISAMOLD, the required spin-up timescales are much shorter, 
and all soil carbon pools reach state by ~5000 years. These faster timescales are due to the higher 
soil temperature and moisture content in ISAMOLD, which work to accelerate the soil 
decomposition processes and result in lower overall soil carbon stocks. Hence these results show 
that the inclusion of improved permafrost modeling schemes (such as those discussed in this 
paper) may require corresponding adjustments in the biogeochemical spin-up timescales in 
current models.  
6.3.2 Comparison with datasets  
Spatial comparison shows that ISAMOLD typically underestimates SOC with respect to the 
NCSCD (SOC, 0–1 m), while the corresponding ISAMNEW estimates are in better agreement (Fig. 
6.6a) with reduced grid cell level mean absolute differences (Fig. 6.7a—b). Alternatively, this is 
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also evident from a histogram of SOC densities for the permafrost-affected areas (Fig. 6.6b). 
This shows that, as opposed to ISAMOLD where too many grid cells contain very low SOC 
density such as < 20 kgC/m2, ISAMNEW compare significantly better with the NCSCD by 
redistribution to higher densities. Especially, few grid cells in the old model can accumulate 40 
kgC/m2 or higher; such a low bias is largely reduced in the revised estimates.  
ISAMNEW also performs much better than its counterpart when SOC distribution is 
grouped based on vegetation (biome) stocks, such as for boreal-dominated, tundra-dominated 
and other-dominated (i.e., by grass, shrub, glacier) areas (Fig. 6.6c). While ISAMOLD derived 
biome-specific SOC stocks are too low with respect to the NCSCD, ISAMNEW shows consistent 
modeling improvements through to the incorporation of the soil/snow processes. Here, the 
largest increases in SOC are in the tundra-dominated areas (by 84 GtC), followed by increases in 
boreal-dominated areas (by 25 GtC) and in other-dominated areas (e.g., grass, shrubs, and bare-
ground, total by 20 GtC). These results demonstrate the critical importance of soil/snow 
processes such as the wind compaction of snow and the SOC-driven impacts on soil physics, 
which strongly cool the soil temperatures and drive the SOC increases in the model.  
Nonetheless, besides the modeling improvements, notable disagreements between 
ISAMNEW and the NCSCD still occur in many areas (Fig. 6.7a). The reasons for these may be 
broadly divided into three categories: (1) Existing limitations in model structure, representation 
of biogeophysical-biogeochemical processes and parameterizations as applicable to soil/snow 
environments; (2) lack of the land cover types (in ISAM) such as wetland and peatland that are 
prevalent in the northern high-latitudes [Lehner and Döll, 2004], and lack of relevant processes 
governing them; and (3) significantly large uncertainties in the currently available SOC datasets 
for permafrost regions [e.g., Mishra et al., 2013]. In the current study, we investigated the 
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consequences of factors (2) and (3) as applicable to the evaluation of ISAM through model-data 
comparison. These are as follows.  
In the current ISAM (and the LULCC dataset used), there are no plant functional types 
(PFTs) representing wetland/peatland processes; such areas in the model are occupied by 
existing PFTs such as boreal forest, tundra, grasses, shrubs, bare ground and glaciers. When we 
reanalyzed the biome specific SOC distribution for wetland/peatland areas based on actual land 
cover data (from Lehner and Döll [2004]; see, Fig. 6.8a), our results show potential model 
limitations – especially for the Eurasian wetland/peatland regions (Fig. 6.8b). Here, the modeled 
SOC densities are very low, in both the model versions. Another remaining limitation in the 
revised model is that, the Eurasian tundra regions still accumulate sub-par density of SOC. This 
is very likely a consequence of lack of cryoturbation and similar cryogenic processes in the 
model. Cryoturbated permafrost-affected soils mineral (turbels, Fig. 6.9a) contain the highest 
non-peat carbon stocks, and often dominate soils in eastern and central Siberian regions of 
Eurasia, and northernmost Canada and Alaska in North America, and correspond to the. For 
regions containing these soils in Eurasia, our analysis shows that areas of increasing turbel 
concentration may not be simulated well in the current model (Fig. 6.9b). Nonetheless, the 
results show that purely driven by soil conditions, climate, and existing biogeophysical and 
biogeochemical processes/parameterizations, it may still be possible in the model to show 
improvements in these regions, as evident for North America (Fig. 6.8b, Fig. 6.9b). However, the 
aptness calling such results “improvements” remains in question.  
To evaluate the dataset uncertainty, we computed the grid cell level maximum 
differences in SOC estimates from three available datasets with entire permafrost coverage: 
NCSCD, HWSD and GSDT (see Methods for references). The results (Fig. 6.7c) show the 
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prevalence of high SOC differences, across regions, including in the wetland/peatland regions 
(from Fig. 6.8a). Such spatial uncertainties are often driven by lowest SOC in the HWSD and 
highest estimates from the GSDT; however, the HWSD contains the highest SOC densities in the 
wetland/peatland regions, driving the uncertainties in such areas (Appendix Fig. E.2). Overall, 
such extent of differences in SOC maps remains a source of challenge in consistently using the 
existing gridded datasets to evaluate models.  
A similar uncertainty analysis for the Alaskan permafrost corroborates the 
aforementioned challenges in using model-data comparisons (Fig. 6.10). In addition to the 
permafrost SOC datasets, here we included a recently available dataset of Alaskan permafrost 
SOC [Mishra and Riley, 2012], which was derived using higher number of site-level 
observations. Similar to our previous results, there are strong disagreements across the datasets, 
both in the spatial distribution (Fig. 6.10a; Appendix Fig. E.3) and in the total amount of carbon 
(Fig. 6.10b). Consequently, at this spatial scale of comparison, the results highlight the 
difficulties in assessing whether the added soil/snow processes lead to modeling improvements, 
especially if consistently comparing with one SOC dataset only. For example, although the total 
Alaskan SOC estimated by ISAMOLD appear to be in better agreement with NCSCD than that 
from ISAMNEW (Fig. 6.10b), the new model performs much better in comparison with Mishra and 
Riley [2012] (the most recent and detailed amongst the datasets considered here), both in 
distribution and total amount of SOC. Notably, in agreement with this dataset (and also the 
NCSDC), the new model can simulate the high SOC densities (exceeding 50 kgC/m2) in the 
northern Alaskan regions; corresponding estimates in ISAMOLD are very low (< 15 kgC/m2). 
Finally, for the entire northern high-latitude permafrost, our modeled permafrost SOC 
increased from 313 (ISAMOLD) to 445 GtC (ISAMNEW), representing an overall improvement in 
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comparison with the NCSDC estimated ~495 GtC (Fig. 6.11). However, when compared to the 
HWSD (~290 GtC), the ISAMNEW estimated SOC might be seen as a departure. Nonetheless, the 
“Expert Opinion” range (~380—620 GtC, Todd-Brown et al. [2013]) indicates that the soil/snow 
biogeophysical changes indeed result in model improvements. In the following section, we 
discuss the implications and applicability of these results in the context of other models, such as 
those from the CMIP5.  
6.4 Discussion 
In this study we assessed the response of permafrost carbon stocks to improved 
representation of soil and snow processes in the northern high-latitudes using a LSM, namely the 
ISAM. We focused on processes that have been shown to strongly influence permafrost thermal 
and hydrological dynamics, to quantify their importance in modeling the permafrost SOC. 
Specifically in ISAM, the 0—1 m permafrost SOC increased from 313 to 445 GtC by 
incorporating the following soil/snow processes: deep soil thermal dynamics, effects of SOC on 
soil properties, and changes in snow insulation from wind compaction and depth hoar formation. 
Individually, the first three processes lead to the increase of modeled SOC (from soil cooling), 
while the addition of depth hoar has a negative contribution (from its soil warming effect) to the 
overall SOC increase in the revised model. Depth hoar formation, which mostly occur in the 
boreal regions where thicker winter snow is present, counter balances the SOC increase from 
other processes/parameterizations (such as the wind compaction of snow, and SOC-driven 
changes in soil hydrological/thermal properties) to make it more consistent with empirically 
derived observations. Overall, our modeled SOC amounts are consistent with estimates from 
datasets such as the NCSCD (495 GtC), and the “Expert Opinion” range of ~380—620 GtC – 
considered to be the most likely amount of SOC (0—1 m) contained in the northern circumpolar 
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permafrost soils. As presented in the results, the increased soil carbon stocks in the newer model 
can be explained due to the following processes: (1) decreases in rootzone soil temperature as 
well as moisture content; these abiotic factors both restrain the decomposition rates in soil, and 
shift the carbon equilibrium towards a higher steady-state SOC stock, and (2) increases in net 
vegetation and root litter input to soils at most of the permafrost regions, especially notable in the 
tundra, which aid in accumulating higher SOC in those soils. Finally, owing to reduced 
decomposition rates and a resulting higher soil carbon equilibrium state after revising the soil 
biogeophysical schemes, our study also shows the requirement of longer spin-up times for model 
biogeochemistry. Previously, using the same biogeophysical modeling setup as used here, we 
also showed that these soil/snow processes lead to improvements in the modeled permafrost 
extent, and soil temperatures [Chapter 5]. Because, energy, water and carbon processes in soils 
can be strongly coupled, together these studies highlight the integrated benefits of these 
processes in the modeling of biogeophysics, biogeochemistry, and associated interactions in 
permafrost soils. 
Comparison with permafrost carbon from CMIP5 models [Todd-Brown et al., 2013] 
shows that most models currently underestimate the total amount of permafrost SOC in the top 
1m of soil (with respect to “Expert-Opinion”), though some models significantly overestimate as 
well (Fig. 6.11). As also shown by Todd-Brown et al. [2013], differences in modeled SOC can 
be well correlated to biogeophysical differences across models (e.g., soil temperature, moisture), 
consistent with our study. Notably, in their analysis, the models that included nitrogen cycle 
were amongst those with the lowest carbon, possibly due to strong N-limitation. In contrast, the 
nitrogen in ISAM is not as strongly limiting (in both ISAMOLD and ISAMNEW), and is typically 
very moderate [Jain et al., 2009] allowing for a more accurate modeling of the permafrost SOC. 
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In the context of model comparison of permafrost carbon, we also discussed the role of 
SOC dataset uncertainties. Limitations exist in observational based empirically derived datasets 
due to limited observational sites, logistical reasons, etc., and typically has very low confidence 
in SOC stocks at depths below 1 m [Tarnocai et al., 2009; NSSL 2010; Hugelius et al., 2013; 
Mishra et al., 2013]. Hence, for regions with low site-level data density, the use of extrapolated 
data in regionally gridded datasets can introduce serious risks for biased conclusions. As 
demonstrated in our study, these have major impacts in consistently evaluating modeling 
improvements at large-spatial scales, such as for the Alaskan permafrost to the entire northern 
high-latitudes. Henceforth, the use of site-level data for model calibration of biogeochemistry, 
combined with subsequent evaluation using multiple regional SOC datasets may be an 
appropriate strategy for such purposes. Nonetheless, in our own analysis, we found the 
permafrost SOC datasets to be extremely valuable in reasonably constraining the SOC in the 
model, to assess the improvements in biogeophysics, and to identify modeling limitations.  
We recognize multiple existing limitations in our current modeling framework (with the 
scope for future improvements). (1) Lack of depth-explicit treatment of soil biogeochemistry. 
Though ISAM contains multiple C—N pools characterized by different turnover times [Yang et 
al., 2009], the polls are not vertically resolved with depth such as being implemented in recent 
studies [e.g., Koven et al., 2013]. (2) No representation of wetland/peatland land cover classes 
[Lehner and Döll, 2004], and cryogenic processes such as cryoturbation and peat accumulation 
[Koven et al., 2009]. These coupled with low soil temperatures are widely prevalent in the 
northern high-latitude environments, and favor the formation of higher SOC amounts. Also, 
biogeophysics and biogeochemistry in the wetland/peatland (e.g., aqueous chemistry in wetland, 
formation of bog/fen/mire in peatland) are very different from the traditional soil processes 
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represented in the model. Hence, as discussed previously, we expect the inclusion of these to 
help reduce the remaining negative SOC bias in the model in these regions (especially, for 
Eurasia). (3) Lack of soil biogeochemistry below the depth of 1 m of soil. Soil biogeochemistry 
and carbon accumulation in deep soils are strongly influenced by vertical transport of carbon 
from root zone to deeper soil layers, such as due to cryoturbation. Because ISAM lacks vertical 
treatment of biogeochemistry, it remains difficult to resolve such processes in the model. 
Additionally, limited SOC data also negatively impacts model development/evaluation efforts of 
biogeochemistry below 1m of soils. (4) The use of fixed SOC distribution (using the 0—1 m of 
the NCSCD data) to initialize the soil thermal/hydrological properties in the current model, 
rather than time-dependent calculations of SOC-dependence of these properties. Consequently, 
the model lacks feedbacks such as the continual cooling of soils with larger build up of SOC in 
soils, which in turn can build higher SOC stocks (i.e., positive feedback on carbon 
accumulation). Because the SOC-driven impacts on soil properties and the role of cryoturbation 
increases with increasingly cold conditions, such mechanisms are expected to play an important 
role in peatland regions and in cryoturbated soils [Koven et al., 2009], but they are not included 
in the model. (5) Other missing land surface processes, such as impacts on carbon/energy 
balance from fire [e.g., Balshi et al., 2007], and several sub-grid scale processes that influence 
the evolution of permafrost (e.g., spatial heterogeneity of soil properties, topography, etc.) 
[Chapter 5]. (6) Finally, the spin-up method used also introduces constraints, due to its inability 
to accumulate SOC deposits from prior climate regimes. Because SOC stocks in permafrost 
soils/deposits are a result of millennial timescale build-ups, it has been suggested that current 
rates of primary production and organic matter turnover cannot reproduce the corresponding 
amounts of SOC in models [Schimidt et al., 2011; Mishra et al., 2013]. In the future, model 
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improvements in the aforementioned aspects are expected improve the prognosis of 
biogeophysical-biogeochemical processes in ISAM.  
The limitations of model-data framework aside, here we return to the primary message of 
the current work. It is that, in addition to the ongoing and required improvements in model 
biogeochemistry, it is equally important to correctly represent soil/snow biogeophysical 
processes as drivers of biogeochemical processes, which in turn can lead to integrated 
improvements in permafrost soil biogeophysics-chemistry through their interactions and 
feedbacks (as shown here, in combination with Chapter 5). Specifically, the soil/snow processes 
considered in this study such as the SOC-driven impacts on soil physical properties, 
parameterization of wind compaction of snow, and depth hoar formation in snow – all of which 
are prevalent in the high-latitude environments, can lead to significant improvements in model 
estimation of permafrost SOC stocks. Many of these processes/parameterizations are currently 
missing even in the current generation of earth system models [Burke et al., 2012; Koven et al., 
2012; Slater and Lawrence, 2013; Todd-Brown et al., 2013]. Because substantial model-data 
differences in permafrost SOC leads to low confidence in predictions of carbon–climate 
feedbacks under future warming, there remains a critical need in such models to more accurately 
determine the distribution/quantify of permafrost SOC. To that effect, we hope the results 
presented in our study can help in demonstrating the importance of soil/snow biogeophysical 
processes in modeling permafrost soil biogeochemistry, such that these processes (specifically 
the soil/snow processes considered in this study) are implemented across LSMs and ESMs in the 
future. 
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Fig. 6.1: Conceptual diagram of coupling between ISAM biogeophysics and biogeochemistry. 
Specifically, this figure focuses on the four key soil/snow biogeophysical processes used in this study that 
affect permafrost physical characteristics: effects of SOC on thermal/hydrological properties; 
incorporation of a deep soil column (~50 meters) soil; wind compaction of snow; and depth hoar 
formation in snow. These processes affect both the soil thermal and hydrological characteristics, thereby 
affecting the permafrost. For details of modifications in model biogeophysics, and their impacts on 
permafrost physical characteristics, please refer to the previous chapter [Chapter 5 & Figure 5.1]. In 
addition to the previous chapter, biogeochemical pools of carbon (C) and nitrogen (N) in ISAM have been 
shown. Note that here the N cycle is prognostic; hence N uptake by vegetation is additionally simulated. 
ISAM contains seven above ground vegetation C-N pools  - four from tree PFTs (foliage, above ground 
woody biomass, coarse roots, and fine roots) and three from herbaceous PFTs (foliage, coarse roots, and 
fine roots). These pools interact with specific atmospheric and biogeophysical drivers (modified as a 
result of new improvements in soil biogeophysics [Chapter 5]) and result in the eight soil/litter C-N pools 
simulated in ISAM, divided into above ground (metabolic litter, structural litter, microbial soil, humus 
soil) and below ground (decomposable litter, resistant litter, stabilized humus soil, and microbial soil) 
components. ISAM also simulates N related processes, such as nitrification, denitrification, 
mineralization, immobilization, volatilization, biological nitrogen fixation, nitrogen deposition and 
fertilizer application (for details, see: El-Masri et al. [2013]; Yang et al. [2009]). 
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 Fig. 6.1 (Continued) 
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Fig. 6.2: (a) Dominant biome types in the land cover map. All grasses/shrubs above 55oN were classified 
as tundra (based on description in Todd-Brown et al. [2013]). (b—f) Map of differences (Δ = ISAMNEW – 
ISAMOLD) in modeled SOC and key drivers (annual means, during 2000–2004) in the permafrost affected 
grid cells poleward of 45oN (based on Brown et al. [1997]): (b) Temperature till rooting depth 
(ΔTsoilrootzone), (c) Volumetric liquid water till rooting depth (ΔVwat0rootzone), (d) Gross primary production 
(ΔGPP), (e) Total litter, sum of above and below ground components (ΔLitter), (f) ΔSOC. All the 
variables are shown only at grid cells that are classified as permafrost by the IPA [Brown et al., 1997].  
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Fig. 6.3: Surface plot of ΔSOC as a combined function of ΔTsoilrootzone and ΔVwat0rootzone. The results are 
shown separately for boreal-dominated (a), tundra-dominated (b), and other biome dominated permafrost 
grid cells (c), using land cover map in Fig. 6.2a. The black dots show data from model output. 
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Fig. 6.4: Individual scatter plots of ΔSOC vs. ΔTsoilrootzone, ΔSOC vs. ΔVwatrootzone, and ΔSOC vs. ΔLitter. 
The results are shown separately for boreal-dominated (a), tundra-dominated (b), and other biome 
dominated permafrost grid cells (c), using land cover map in Fig. 6.2a. 
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Fig. 6.5: Accumulation of modeled SOC in 0—1 m of soil during biogeochemical spin-up, in the 
permafrost affected grid cells poleward of 45oN (based on Brown et al. [1997]). The results are shown 
separately for boreal, tundra, and other vegetation in the permafrost affected grid cells. The Fig. inset 
shows the rate of SOC accumulation with spin-up. 
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Fig. 6.6: (a) Maps of SOC in the permafrost affected grid cells, for the NCSCD dataset, and two modeled 
estimates: ISAMNEW, ISAMOLD. All variables are shown only at grid cells that are classified as permafrost 
by the IPA. (b) Grid cell level (0.5o × 0.5o) distribution of SOC density. (c) SOC in boreal-dominated, 
tundra-dominated, and other biome dominated permafrost grid cells, using land cover map in Fig. 6.2a. 
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Fig. 6.7: (a—b) Grid-level absolute differences in modeled SOC, with respect to the NCSCD: for (a) 
ISAMNEW, and (b) for ISAMOLD. (c) Grid-level maximum absolute differences amongst three SOC datasets: 
NCSCD, HWSD and GSDT. All values are shown only at grid cells that are classified as permafrost by 
the IPA. Grid cells containing glacier fraction of > 50% in the ISAM land cover dataset were not plotted. 
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Fig. 6.8: (a) Modified land cover map (from Fig. 6.2a), showing the regions of wetland/peatland (with 
model grid cell coverage > 25%) based on data from Lehner and Döll [2004]. (b) Density distribution of 
SOC, based on the modified land cover map, shown separately for the North American and Eurasian 
permafrost regions.  
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Fig. 6.9: (a) Percentage of turbel, from the NCSCD dataset. (b) Density distribution of SOC vs. % of 
turbel, shown separately for the North American and Eurasian permafrost regions.  
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Fig. 6.10: Alaskan permafrost SOC. (a) Maps of SOC in the permafrost affected grid cells, for datasets 
(NCSCD, HWSD, GSDT, Mishra and Riley [2012]: Mishra), and two modeled estimates (ISAMNEW, 
ISAMOLD). Original estimates from Mishra and Riley [2012] extend to soil depths of 3 m and beyond; to 
represent only the 0—1 m of soil, we reduced their estimates to ~70% based on depth profiles typical of 
Alaskan soils [Jobbagy and Jackson, 2000]. Values are shown only at grid cells that are classified as 
permafrost by the IPA. (b) SOC in boreal-dominated and tundra-dominated permafrost grid cells (using 
land cover map in Fig. 6.2a) 
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Fig. 6.11: Total northern high-latitude permafrost SOC (in 0—1 m of soil), poleward of 45oN. Alongside 
the estimates from the NCSCD, ISAMNEW and ISAMOLD, other datasets (HWSD, GSDT) and CMIP5 
models (from Table 2 in Todd-Brown et al. [2013]) are also shown. “Expert Opinion” is based on Todd-
Brown et al. [2013], which shows the most-likely range of SOC in permafrost soils. For the CMIP5 
models, black circular dots represent individual models, and the corresponding box plot represents the 
range (minimum, maximum), and 25th, 50th and 75th percentiles. Additionally, the CMIP5 models with 
nitrogen cycle are also denoted with cross marks alongside. 
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CHAPTER 7 
Summary and Future Work 
7.1 Summary 
In this chapter, I provide an overall summary of the research carried out in my 
dissertation.  
In Chapters 2—3, I adopted a site-level approach to first constrain the Integrated Science 
Assessment Model (ISAM). Subsequently, in these chapters my goal was to quantify the 
reanalysis climate-driven biases in terrestrial carbon and energy/water fluxes within ISAM. 
Using two reanalysis datasets (NCEP/NCAR, CRUNCEP) at 25 sites from the FLUXNET 
network, my analysis shows: (1) significant biases in climate variables that are used as inputs to 
the model (e.g., temperature, precipitation, short and longwave radiations, atmospheric 
humidity), and (2) resulting consistent biases/uncertainties in GPP, latent and sensible heat 
fluxes, and net radiation. For GPP (Chapter 2), the absolute bias is as high as ~+0.45 kgC/m2/yr 
(average) across the tropical evergreen tree sites (equivalent to ~15% of site-level GPP), and at 
the mid/high-latitude broadleaf deciduous and needleleaf evergreen tree sites, the corresponding 
annual GPP bias is up to +20%. Similarly, for the non-tree C3 vegetation types such as savanna, 
grassland and shrubland, the model simulated average annual GPP biases of up to ~20–30% 
within each group. One of my key objectives was to determine the dominant climate drivers of 
such biases, and analysis suggested at the tree sites the biases in shortwave radiation and 
humidity strongly influenced the GPP biases, while at the non-tree sites biases in factors 
controlling water stress to carbon assimilation (precipitation, humidity, and atmospheric 
temperature) affected the GPP biases. At the limited number of available C4 sites, the respective 
annual GPP bias is generally much smaller, though it was not clear from the analysis if this 
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would be true for the C4 sites as well. This demonstrated the need for greater number of C4 sites, 
both for model calibration/evaluation, and to perform uncertainty analysis. Especially because 
the C4 vegetation covers a large expanse of the global land surface and has large contribution to 
global GPP (> 20%) [Beer et al., 2010], this issue remains important to quantify. Overall, on a 
broader context the computed climate-driven GPP biases should have important consequences on 
other variables of interest to the carbon modeling community: e.g., net primary production, net 
ecosystem production, soil organic carbon (SOC) stocks, etc. 
For energy and water fluxes (Chapter 3), the reanalysis-driven simulations produced: (1) 
persistently positive tropical/subtropical biases in net radiation (Rn) using the NCEP/NCAR, 
gradually transitioning to negative Rn biases in the higher latitudes, (2) large positive sensible 
heat biases in the tropics/subtropics using the NCEP/NCAR, (3) negative latent heat biases using 
the NCEP/NCAR above 40oN, and (4) high tropical latent heat using the CRUNCEP. In 
diagnosing the global uncertainties, my site-level analysis explained several model vs. data 
differences in these energy/water fluxes, especially when compared to available observationally 
derived global estimates of these fluxes. To my knowledge, this is the first study to quantify site 
to global-scale impacts of climate-driven uncertainties on energy/water fluxes from the terrestrial 
biosphere. Also, along with the climate-driven biases in carbon fluxes, this work forms a 
consistently integrated analysis of terrestrial energy and water fluxes using the same datasets and 
modeling methods. The results from this work are expected to be of significance to ongoing and 
new data-model intercomparison projects investigating global energy and hydrological changes.  
In Chapter 4, I also introduced different land-use and land-cover change (LULCC) 
datasets in the global simulations, to investigate how LULCC-driven uncertainties in 
energy/water fluxes compare with those due to climate datasets. While previous studies 
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demonstrated that LULCC uncertainties can substantially alter estimation of terrestrial ecosystem 
fluxes, my simulations using ISAM show that the existing climate-driven uncertainties may be 
much more important, both latitudinally and globally. Especially for energy/water fluxes (LE, H, 
runoff), and soil states (temperature and moisture), the modeling differences due to different 
reanalysis datasets are often one order larger than those from LULCC alone (results for 2000—
2004; see, Table 4.1). In my experimental design, these results were obtained from a series of 
model simulations varying only in the prescribed LULCC (total of six; obtained from three land 
use datasets, each subjected to two land cover construction methods) and reanalysis datasets 
(total of two, as also used in Chapters 2—3). Hence, given that differences from only two 
reanalyses were sufficient to produce larger modeling differences than using broad range of 
LULCC datasets, the importance of climate uncertainties can only be larger when considering 
more reanalysis datasets (see, analyses in Fig. 4.11—4.13). Nonetheless, the LULCC-driven 
modeling differences remain important in the computation of carbon fluxes, as shown by the 
largely different modeled GPP for global forests vs. herbaceous biomes, using the different 
LULCC datasets. 
The results of Chapter 4 have strong implications for the interpretation, detection, and 
attribution of uncertainties in land surface models (LSMs). They suggest a stronger need to 
constrain the uncertainties in historical climate datasets, to reliably simulate terrestrial energy 
and water fluxes. Especially, they also imply that for projections of ground hydrological fluxes 
(e.g., evapotranspiration, soil water runoff), the accuracy of simulated meteorology in climate 
models will be critical and perhaps much more influential than differences in land use 
projections among various scenarios. Future ground water availability is increasingly becoming a 
major focus of climate change studies, and hence the systematic analysis of uncertainties 
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presented in this dissertation can help in understanding current model/data limitations, and in 
identifying future research priorities.  
In Chapters 5—6, my focus was on the northern high-latitude regions (45—90oN). 
Specifically, I investigated the biogeophysical and biogeochemical impacts of recent advances in 
cold region soil/snow physics that were incorporated into ISAM during my PhD study. These 
underlying processes include: (1) the representation of deep soil thermal dynamics, (2) effects of 
SOC on soil hydrological and thermal processes, and (3—4) snow class dependent 
parameterizations of snow processes, such as compaction due to wind, and depth hoar crystal 
formation. While individual impacts of these processes have been previously documented in 
literature (some at site-scale, and others at global scales), my study was different in several ways. 
Firstly, no study evaluated the combined effects of these processes on permafrost physical or 
biogeochemical characteristics. Secondly, existing studies mostly lack nitrogen dynamics, which 
are considered to be especially important in the nutrient-limited high-latitude environments. 
Thirdly, no study assessed the integrated biogeophysical-biogeochemical impacts of these 
processes within the same modeling framework. Finally, consistent with my approach in the 
previous chapters, I also studied the relative importance of these process-level improvements in 
comparison with modeling uncertainties due to current meteorological reanalysis and land cover 
datasets. 
Chapter 5 contains the results of biogeophysical experiments used to assess the 
individual/combined impacts of the aforementioned processes on historical near-surface 
permafrost area, temperature, and degradation rates. Firstly, my model simulations show critical 
importance of the new soil/snow processes in simulating current permafrost thermal states, as 
demonstrated by a very low permafrost area of ~2.9 million-km2 (45—90oN, during 2000—
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2004) in the old model excluding the soil/snow improvements. In sharp contrast, the 
corresponding permafrost area in the model version including all the soil/snow improvements is 
~12.3 million-km2, comparing favorably with observational estimates of 12.6—13.9 million-km2 
for continuous and discontinuous permafrost types. In this context, given the permafrost area 
range of ~1.5—27.3 million-km2 (between 0—90oN) in the CMIP5 models [Koven et al., 2012], 
many of which do not include the aforementioned soil/snow processes, I argue that such missing 
processes can partly to strongly contribute in causing the lower range of permafrost areas in 
several of these models. 
Another key biogeophysical impact of these soil/snow processes is to cause a net 
stabilization of the historical permafrost degradation rates (diagnosed during 1985—2010). My 
analyses show that incorporation of deep soils had the maximum individual impact on near-
surface permafrost extent (using top 3 m soil temperatures, based on which near-surface 
permafrost was diagnosed in this study). This is followed by contribution from SOC, and from 
wind compaction of snow (both cooling the mean annual soil temperatures). As opposed to these 
three processes, the depth hoar cause warming of soil temperatures, and their inclusion in the 
model decrease the current day permafrost extent by ~1 million-km2. Overall, the net influence 
of these processes on permafrost physical characteristics largely dominates the modeling 
uncertainties due to two meteorological reanalysis and two land cover datasets, thus also 
demonstrating the robust impact of these processes in the model.  
In the context of assessing the potential impacts of these soil/snow processes on soil 
biogeochemistry, I also studied their individual (and combined) roles in modifying the soil 
temperatures. Because most current LSMs which include soil biogeochemistry only compute 
carbon in the top 1 m of soil, I analyzed the root zone soil temperatures for this purpose rather 
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than diagnosing temperatures at the bottom boundary of near-surface permafrost (i.e., at 3 m). 
The results show dominating impacts from the two snow processes, and from topsoil processes 
(i.e., organic carbon in the top 0—30cm of soil) in influencing these temperatures. Because the 
inclusion of deep soils primarily cools soil below 1 m, it has very minor impacts on the root zone 
temperatures. Hence, I argue that even though the inclusion/exclusion of deep soils mostly 
dominates the estimation of permafrost area, it is the other processes that actually have more 
impact on modeling the 0—1 m SOC stocks in the permafrost.  
In continuation (Chapter 6), I directly assessed the corresponding impacts of these 
improvements on permafrost biogeochemistry, specifically the response of permafrost SOC 
stocks to the representation of these processes. The same modeling framework as applied in 
Chapter 5 was also used here. However, extending from Chapter 5, here I used the prognostic 
representation of soil carbon-nitrogen processes. Such a model setup requires the use of long 
spin-up times such as > 20000 years to reach steady state conditions, especially in the soil 
biogeochemical cycles. For such long model integration periods, spinning up of fully coupled 
biogeophysics-biogeochemistry often requires extensive (and prohibitive) computational 
resources, and provides a major challenge in modeling of cold region biogeochemistry using 
current LSMs. Henceforth, in ISAM, an innovative method of model spin-up was designed, 
where (1) first only the model biogeophysics is spun up using prescribed nitrogen-limitation, 
typically for ~150 years to achieve steady state in canopy carbon fluxes, (2) subsequently only 
the soil biogeochemistry is spun up for ~15000—25000 model years, using the steady state 
conditions achieved in the first stage, and (3) finally, the coupled biogeophysics-biogeochemistry 
are spun-up for ~150 years, using steady state conditions from the first and second steps. Such a 
capability in ISAM that allows sequential spin-up of physical and biogeochemical cycles, 
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tremendously reduces the computational times allowing for equivalent model integration of 
greater than 20000 years. Such a decoupled method of model spin-up is effective, because the 
spin-up time scales of soil biogeophysics are much shorter than that of biogeochemistry: 
typically in the order of hundreds of years, and hence only the latter need to be spun up for long 
timescales.  
ISAM simulations with and without the soil/snow improvements show strong differences 
in modeling SOC in the permafrost regions. Firstly, by including these processes, the modeled 
northern high-latitude permafrost carbon (in 0—1 m of soil) increased from a low estimate of 
313 to 445 GtC (where, GtC is gigatonne of carbon = 1015 gC), which is in much better 
agreement with observational estimates of 495 GtC from the Northern Circumpolar Soil Carbon 
Database (NCSCD). Besides the improvements in model estimated total permafrost carbon, there 
is also a better agreement in the new model at the aggregated ecosystem level, as demonstrated 
by better distribution of estimated SOC across the boreal-dominated, tundra-dominated, and the 
grass-dominated ecosystems (with respect to NCSCD). Additionally, the grid cell level 
distribution of SOC density is also largely improved in the new model. Nonetheless, beyond the 
model comparison with the NCSCD carbon data, considering other datasets such as the 
Harmonized World Soil Database (HWSD), and the Global Soil Data Task (GSDT) show large 
uncertainties in the current carbon datasets. Therefore, in Chapter 6, I also discussed the role of 
these data uncertainties in the model-data evaluation of permafrost SOC stocks. 
I investigated the mechanistic reasons for the differences in modeled carbon due to those 
from the soil/snow processes considered in my study. As also discussed in Chapter 5, the impact 
of deep soils, SOC dependent soil hydrological/thermal properties and wind compaction of snow 
cool the upper soil columns, while the depth hoar formation in boreal regions warmed the upper 
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soils. Nonetheless, the other processes largely compensate the depth hoar related warming, and 
hence the net impact of these processes is net cooling across most of the northern high-latitude 
regions. Consequently, in the new model there is also a decrease in upper soil liquid water 
content (due to higher freezing from cooler temperatures). For the biogeochemistry, the resulting 
increase in permafrost SOC stocks indicate the importance of soil water/temperature stress on 
decomposition processes, and my analyses show the dominance of these factors over changes in 
litter input to soils that led to strong SOC gains in the new version of the model. Finally, given 
the large range in permafrost carbon in the CMIP5 models (~60—810 GtC), much of which was 
attributed to soil temperature and moisture biases by a diagnostic study [Todd-Brown et al., 
2013], I also discussed the increased importance of these soil/snow processes in improving the 
modeling of permafrost biogeochemical processes. 
Beyond the high-latitude specified modeling improvements achieved in ISAM, I 
discussed existing limitations in the current model. These include, but are not limited to: the lack 
of sub-grid scale processes in ISAM that are required to simulate permafrost in sporadic/isolated 
permafrost regions; the lack of peatland, wetland, thermokarst, and other sub-grid scale 
variability in soil/surface types, limitations in more accurately representing effects of depth hoar 
and SOC on soil properties, etc. Many of such required parameterizations are not currently 
available in literature. Hence, when they are available in the future, they can in further improving 
the permafrost physical and biogeochemical characteristics in the model.  
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7.2 Future Work 
In the work presented in this dissertation, I focused on biogeophysical-biogeochemical 
interactions in terrestrial ecosystems using the “offline” version of ISAM. As mentioned in 
Chapters 2—3, this was possible after integration of detailed biogeophysical schemes from other 
models (e.g., the Community Land Model, and the Common Land Model) into the 
biogeochemical component of ISAM. Nonetheless, beyond the research that was accomplished 
for my PhD dissertation, the original goal of the detailed biogeophysics integration into ISAM 
was to extend its capability for use in an ESM [Barman et al., 2011]. In this context, I also 
coupled the current version of ISAM with the Community ESM (CESM1), to develop a flexible 
ESM modeling framework: CESM-ISAM (Appendix Fig. F.1). The CESM-ISAM retains the 
existing LSM in CESM, i.e., the Community Land Model 4 (CLM4), and allows both the ISAM 
and CLM to choose from all of the existing configurations available in CESM. Additionally, the 
resulting framework has been designed to incorporate multiple LSMs into the CESM, by 
adopting a flexible approach to coupling through the flux coupler (Fig. 7.1). The purpose of this 
general modeling framework is to carry out equivalent climate simulations using multiple LSMs 
with the rest of the component models being the same, allowing a direct comparison of the 
effects of different land surface representations on corresponding feedbacks to climate change. 
Such a modeling framework establishes multiple opportunities to investigate the role of varying 
representation of land surface processes (such as from biogeophysics and biogeochemistry) on 
coupled land-atmosphere interactions.  
Hence, as next steps of the research I performed using ISAM during my PhD, I hope to 
apply this newly developed coupled framework in the future, to specifically address one or more 
of the following research objectives:  
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1. Intercomparison of terrestrial biogeophysics-biogeochemistry coupling using multiple 
LSMs (ISAM, and CLM4), in the CESM-ISAM. 
2. Identification and attribution of areas of major disagreement between CESM-ISAM 
with the CESM-CLM (i.e., default configurations of CESM). 
3. Gaining a better understanding of the impact of alternative representations of 
terrestrial biogeochemistry formulations in climate feedbacks. For example, the 
representation of the biogeochemistry of carbon-nitrogen cycles is structurally 
different in the ISAM and the CLM, making them suitable for inter-comparison.  
4. Quantification of land–climate feedbacks, and coupled uncertainty analysis 
(extending from the uncertainty analysis using “offline” simulations presented here in 
Chapters 2—6). 
5. Investigation of how the interactions among the climate, the biosphere, the ocean, and 
human activity can amplify or mitigate the pace of climate change. 
On a concluding note, uncertainties in the representation of terrestrial biogeochemistry in 
LSMs together with their long spin-up time requirements contribute to the many challenges 
inherent in coupled ESMs. Hence, a flexibly coupled framework such as the CESM-ISAM can 
hopefully contribute in furthering our knowledge of the role of differences due to terrestrial 
processes (i.e., model representation) on climate and climate change. As for my own contribution 
to the future of this research, I hope to focus on the northern High latitude regions, because these 
regions are susceptible to strong feedbacks from rapid and abrupt climate change, and because of 
the growing importance of these regions in climate change studies. 
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Fig. 7.1: ISAM-CESM coupling flowchart. For details, see notes along with the Fig. caption below. 
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Fig. 7.1 (continued) ISAM-CESM coupling flowchart. Shown is a part of the full flowchart from above, 
with relevant notes of the coupling process (Steps: 1—9)  
 
1. Set ISAM path (models/lnd/isam/bld/isam.cpl7.template) in CESM as an alternate land model 
2. Define ISAM as a new component with other existing components in the CESM framework 
3. Add ISAM as an alternate land component; Define a new namelist group & options for ISAM 
4. Define/Add new component sets and configurations, replacing CLM with ISAM as the land 
component (e.g., I_isam, F_isam, B_isam corresponding to I, F and B ‘compsets’ respectively)  
5. Define/Add new ISAM grids (e.g., 0.5o×0.5o); Land-atmosphere mapping files for corresponding 
ISAM grids are generated offline using the SCRIP package 
6. In an unsupported machine ($MACH), add machine settings for porting CESM/CESM-ISAM  
7-9.Required files for porting to a new, unsupported machine (See the CESM1 User’s Guide) 
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Fig. 7.1 (continued) ISAM-CESM coupling flowchart. Shown is a part of the full flowchart from above, 
with relevant notes of the coupling process (Steps: 10) 
 
10. Add support for new ISAM grid(s) for atmospheric data (DATM) driven ‘compsets’ 
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Fig. 7.1 (continued) ISAM-CESM coupling flowchart. Shown is a part of the full flowchart from above, 
with relevant notes of the coupling process (Steps: 11—20) 
 
11. ISAM land model root directory in CESM-ISAM (Corresponding CLM source code hierarchy is also 
shown in the flowchart for comparison with the ISAM counterpart) 
12. Generates three required scripts for building ISAM in CESM-ISAM analogous to the three scripts 
generated for CLM (isam.buildexe.csh, isam.buildnml.csh, isam.input_data_list) 
13. Add available paths (“Filepath”) for ISAM source directories 
14. Builds a land model namelist for the defined CESM configuration, which contains CESM-specific 
control parameters; ISAM-specific namelist options are read using another namelist  
15. Define and assign default values of the land model namelist options in CESM 
16. The main interface between the CESM driver/coupler and ISAM; adapted from the corresponding 
MCT based CLM module (clm/src/main/cpl_mct/lnd_comp_mct.F90) 
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Fig. 7.1 (continued caption) ISAM-CESM coupling flowchart. Shown is a part of the full flowchart from 
above, with relevant notes of the coupling process (Steps: 11—20) 
 
17. ISAM initialization/run/finalization methods; initializes SPMD, global segmentation map, land 
Domain; imports atmospheric inputs from the coupler to the land, runs the land model, and exports 
output back to the coupler 
18-19. Fluxes/States from the coupler to the land and from the land to the coupler, respectively 
20. The River Routing Model (RTM), extensively modified for ISAM data structures/grids from the 
original CLM version 
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APPENDIX 
APPENDIX A 
A.1 GPP Data from FLUXNET 
For the NACP sites, the GPP along with respective uncertainties (random and partitioning 
uncertainties) were available as half-hourly data during the observational period [Schaefer et al. 2012]. 
The methodology for estimating GPP from Net Ecosystem Exchange (NEE) is described in detail in 
Schaefer et al. [2012]. In summary: 
(1) Half-hourly/hourly NEE were gap-filled and partitioned into GPP and total ecosystem respiration 
using standard techniques [Barr et al., 2004]; the partitioning procedure occasionally produced 
negative GPP values (artifacts of the partitioning method), and consequently we set those to zero 
for this analysis. 
(2) The observed NEE was u*-screened to remove outliers from low turbulence events [Papale et al., 
2006] 
(3) Partitioning uncertainty was based on the standard deviation of multiple partitioning algorithms 
[Desai et al., 2008] 
(4) Random uncertainty in GPP was estimated following methodologies of Richardson and 
Hollinger [2007], and Barr et al. [2011].  
For the LBA sites, the data was available hourly; and we computed the random errors GPP based 
on statistical techniques [Richardson et al., 2006].  
A.2 Meteorology from global/reanalysis datasets 
The meteorology variables required for forcing the model are: air temperature (K), precipitation 
(mm/s), short-wave radiation (W/m2), long-wave radiation (W/m2), specific humidity (kg/kg), surface 
pressure (Pa), and wind velocities (m/s), at an atmospheric reference height of 30 meters. The 
NCEP/NCAR is a 3-hourly global product at ~2.5o×1.9o spatial resolution, and the CRUNCEP is 6-hourly 
global product at 0.5o×0.5o. For our analysis, the NCEP/NCAR data was spatially interpolated to 
0.5o×0.5o (using standard bilinear interpolation) before extracting the meteorology at the site grid cell. 
Due to the coarser spatial resolution of the NCEP/NCER, the interpolation method is most likely to 
influence the model differences between the two reanalysis driven simulations, irrespective of the chosen 
scheme. Nonetheless, spatial comparison of annual mean meteorological variables between the 
NCEP/NCAR and the CRUNCEP show the presence of consistent and systematic regional differences 
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(Appendix Fig. A.2), which are most likely to dominate the model differences than those from any chosen 
interpolation scheme. 
For temporal downscaling (to half-hourly/hourly) of the downwelling short-wave radiation, a 
solar zenith angle dependent scheme was used instead of directly forcing each time step using the 3—6 
hourly data. Such a scheme produces a smooth radiation profile consistent with the observed downwelling 
shortwave radiation at a site, while also conserving the total radiation; see Equation 26.1 in 
http://www.cesm.ucar.edu/models/cesm1.2/clm/CLM45_Tech_Note.pdf. The NCEP/NCAR reanalysis 
was available up to calendar year 2004; hence the site simulations in this study do not extend beyond 
2004.  
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Table A.1: Mean annual GPP biases (ΔGPP) in the ISAM-CRUNCEP and the ISAM-NCEP simulations at 
each site. ΔCRUNCEP = ISAM-CRUNCEP – ISAM-FLUXNET; ΔNCEP = ISAM-NCEP – ISAM-
FLUXNET. The values in parenthesis are percentage differences with respect to ISAM-FLUXNET. 
Simulations resulting in negative ΔGPP are marked in Red. 
PFT Site Code 
 
 
ΔGPP [kgC/m2/yr] 
ΔCRUNCEP ΔNCEP 
 
Trop.BET 
LBA-Km34 0.41(13) 0.43(14) 
LBA-Km67 0.55(19) 0.49(17) 
LBA-Km83 0.56(19) 0.51(18) 
LBA-Rja 0.23(8) 0.37(12) 
Trop.BDT LBA-Ban 0.05(2) 0.15(6) 
 
Temp.BDT 
CA-Oas 0.08(8) 0.11(11) 
US-Syv 0.25(22) 0.21(18) 
US-WCr 0.30(27) 0.24(22) 
 
 
NET 
CA-Gro 0.13(14) 0.12(14) 
CA-Obs 0.07(11) 0.09(13) 
CA-Ojp 0.08(12) 0.11(15) 
CA-Qfo 0.16(24) 0.15(22) 
US-Me3 0.27(33) 0.30(36) 
US-NR1 -0.23(-34) 0.03(5) 
Savanna US-Ton 0.20(24) 0.42(49) 
LBA-Pdg 0.05(4) 0.04(3) 
 
Grass 
CA-Let 0.34(103) 0.47(142) 
US-Shd 0.06(4) 0.10(6) 
US-Var 0.20(23) 0.33(39) 
 
Shrub 
CA-Mer 0.21(28) 0.21(29) 
US-Los 0.24(35) 0.19(28) 
US-SO2 0.00(0) -0.56(-80) 
Tundra US-Atq 0.04(27) 0.03(20) 
US-Brw -0.02(-12) -0.03(-17) 
Pasture LBA-Fns 0.08(4) 0.18(8) 
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Fig. A.1: Geographical distribution of FLUXNET sites used in this study 
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Fig. A.2: Relative differences in mean annual meteorology variables between two global reanalyses 
datasets used in this study. Computations are based on a annually averaged data during 2000—2004. Note 
that, for this Fig. , Δ = CRUNCEP – NCEP/NCAR. (a) Tavg: average temperature, (b) Precip: total 
precipitation, (c) Srad: incoming short-wave radiation, (d) LWdown: incoming longwave radiation, (d) Q: 
specific humidity, and (f) Wind: wind speed. 
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Fig. A.3: Spin-up of deep soil temperature (TSoil50m) at each site vs. years of spin-up at each site. The 
initial soil temperature is 1oC (i.e., 274.15 K). The Fig. inset shows the rate of change of TSoil50m vs. 
spin-up year. 
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Fig. A.4: Analysis for tree PFTs (Trop.BET, Trop.BDT, Temp.BDT, NET): (a) Daily GPP vs. daily 
meteorology for Tavg, Srad and Q. The R2 for each regression fit (line denoted as: All) were calculated 
using data from all the simulations. (b) Annual GPP vs. annual total Precip for different simulations, 
along with the respective R2. Each row of subplots corresponds to a PFT group (name on left corner). 
Note the use of daily vs. annual timescales in the individual GPP-meteorology plots. Because GPP 
responds to changes in Tavg, Srad and Q on an hourly to sub-daily timescale, these respective variables 
were plotted using daily model output; Precip (controls soil water availability) influences GPP on 
monthly to annual timescales, and hence annual model output was used for the GPP vs. Precip plot. 
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Fig. A.5: Analysis for individual Trop.BET and Trop.BDT sites: Daily climatology of GPP and 
corresponding Tavg, Srad and Q. Each row of subplots corresponds to an individual site (site name on left 
corner). Each column shows a respective variable (GPP, Tavg, Srad, Q). For each subplot, the x-axis is 
the “day of year” and the y-axis is the respective variable. 
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Fig. A.6: Analysis for individual non-tree C3 sites: Daily climatology of biases (Δ) in reanalyses-driven 
climatology of GPP, Tavg, Srad and Q. Each row of subplots corresponds to an individual site (site name 
on left corner). Each column shows a respective variable (ΔGPP, ΔTavg, ΔSrad, ΔQ). For each subplot, 
the x-axis is the “day of year” and the y-axis is the respective variable. All the biases (Δ) were calculated 
with respect to the ISAM-FLUXNET counterpart.  
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Fig. A.7: Map of C4 fraction in herbaceous plant functional types, for (a) savanna, grass and pasture, and (b) crops. The land-use and land-cover 
change (LULCC) dataset used in this study is from Meiyappan and Jain [2012] (details about the LULCC data are also available therein). 
 
 
 
 
 
	  
	  
202	  
Fig. A.8: Map of vegetated land area mask used for comparison of GPP estimates. For consistency, 
non-vegetated (i.e., barren land, desert, glacier, water body) grid cells were removed from all the 
GPP estimates (ISAM, FLUXNET-MTE, MODIS) during the construction of respective zonal 
means. 
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APPENDIX B 
B.1 Latent heat (LE), Sensible heat (H), and Net Radiation (Rn) data from FLUXNET 
For the Ameriflux affiliated sites the LE, H and Rn were available in the Level 3 product database 
(http://public.ornl.gov/ameriflux/dataproducts.shtml#). For the CanadaFlux sites, these variables were 
available in the level 2 data (http://fluxnet.ccrp.ec.gc.ca/e_about.htm). Hourly flux data for the LBA sites 
(http://www.lbaeco.org/lbaeco/) were also available for use in this study. 
B.2 Flux correction of LE and H 
For statistically consistent comparisons of modeled and observed fluxes, we performed site-
specific corrections of LE and H flux measurements [Twine et al. 2000; Wilson et al., 2002; Jung et al., 
2011], which preserves the Bowen ratio:  
 ……...………..…………………………………………………………... (B1a) 
 ……………….……………………..……...………………….……….……… 
(B1b) 
where  is the energy flux (either LE or H),  is the correction factor (= 1/EBR; EBR = Energy Balance 
Ratio), Rn is the net radiation, and  the soil heat flux, and  is the canopy heat storage, and is 
summation over the time-scale for flux correction (here, we applied the flux adjustment on daily 
aggregated fluxes instead of invoking flux correction at every half-hour time step to avoid errors due to 
high-frequency flux variations) [e.g., Twine et al., 2000; Wohlfahrt et al., 2009].  and  were not 
observed in most sites, hence they were assumed to be zero for flux correction. Wilson et al., [2002] 
showed that including  in the regressions for forested sites increased the slope of the Ordinary Least 
Squares (OLS) regression by an average of 7%, suggesting that heat storage in forest canopies may not be 
neglected (due to large biomass). Additionally, in their analysis,  had negligible impact at the forested 
sites; however in the grasslands, agricultural and chaparral sites,  increased the average OLS slope for 
by about 20%. It may be noted here that the current flux correction approach is not universally accepted 
[Barr et al., 2006; Richardson et al., 2008; Lasslop et al., 2008; Hendricks Franssen et al., 2010]. 
Nonetheless, Jung et al. [2011] noted that this flux correction yielded global LE fluxes that were 
consistent with independent estimates derived from global precipitation and river runoff data, while no 
correction yielded systematically low-biased LE estimates. 
duncorrectecorrected FAF ×=
∑
∑
+
−−
=
HLE
SGR
A n
 
F
 
A
 
G
 
S ∑
 
G
 
S
 
S
 
G
 
G
	  
	  
204	  
Table B.1: Percentage (%) of available 3-hourly FLUXNET data at NACP sites (after conversion from 
half-hourly/hourly) for: latent heat (LEdata), sensible heat (Hdata) and net radiation (Rn data). %ALL data 
represent the % of all the three variables available in the 3-hourly data. The overall Energy Balance Ratio 
(EBR) for each site is calculated based on the 3-hourly data for LE, H and Rn, when all of the three 
variables were available / “not missing” (i.e., from ALLdata time steps). Marked in red are sites with 
%ALLdata < 40%, where FLUXNET data was not used to construct annual budgets of LE and H in this 
study 
Site Code Years % LEdata % Hdata % Rn data % ALLdata EBR 
CA-Gro 2004-2004 100 100 98 98 0.96 
CA-Let 1999-2004 87 89 98 85 0.63 
CA-Mer 1999-2004 38 69 94 36 0.80 
CA-Oas 1997-2004 78 81 92 71 0.84 
CA-Obs 2000-2004 76 78 96 73 0.85 
CA-Ojp 2000-2003 79 81 96 76 0.87 
CA-Qfo 2004-2004 63 83 100 63 0.85 
US-Atq 2004-2004 31 37 94 29 0.67 
US-Brw 2001-2001 29 29 65 29 0.82 
US-Los 2001-2004 53 53 62 52 0.81 
US-Me3 2004-2004 50 51 100 50 0.63 
US-NR1 1999-2004 87 87 100 85 0.97 
US-Shd 1998-1999 0 0 0 0 - 
US-SO2 1999-2004 7 7 16 7 1.03 
US-Syv 2002-2004 0 0 0 0 - 
US-Ton 2002-2004 48 49 100 48 0.94 
US-Var 2001-2004 57 57 97 56 0.90 
US-WCr 1999-2004 0 0 0 0 - 
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Table B.2: Calculation of LE and H for the LBA sites used in this study, based on flux tower data from published studies. The values in black 
were obtained from literature (see the Table footnote), and those in red were derived based on the information in black. 
Site Code 
 
 
 Wet Season 
 
 Dry Season 
 
 Annual Mean 
 
 Months 
 
Rn 
 
LEuncor 
 
Huncor 
 
 Months 
 
Rn 
 
LEuncor 
 
Huncor 
 
 Rn 
 
LEuncor LEcor 
 
Huncor Hcor 
 
EBR 
 
LBA-Ban α 
 
 Jun-Sep 
 
136 
 
94 
 
25 
 
 Oct-May 
 
135 
 
114 
 
32 
 
 135 
 
107 
 
106 
 
30 
 
29 
 
1.01 
 
LBA-Fns β 
 
 Jul-Sep 
 
113 
 
63 
 
49 
 
 Jan-Mar 
 
128 
 
83 
 
45 
 
 120 
 
56 
 
73 
 
36 
 
47 
 
0.77γ 
 
LBA-Km34 α  
 
 Aug-Oct 
 
153 
 
98 
 
36 
 
 Nov-July 
 
137 
 
81 
 
26 
 
 142 
 
87 
 
106 
 
29 
 
36 
 
0.82 
 
LBA-Km67 α 
 
 Aug-Nov 
 
143 
 
96 
 
23 
 
 Dec-July 
 
119 
 
83 
 
18 
 
 127 
 
87 
 
104 
 
20 
 
23 
 
0.84 
 
LBA-Km83 α 
 
 Aug-Nov 
 
146 
 
114 
 
27 
 
 Dec-July 
 
117 
 
103 
 
24 
 
 127 
 
107 
 
103 
 
25 
 
24 
 
1.04 
 
LBA-Pdg α 
 
 May-Aug 
 
103 
 
39 
 
36 
 
 Sep-Apr 
 
149 
 
88 
 
25 
 
 133 
 
71 
 
95 
 
29 
 
38 
 
0.75 
 
LBA-Rja β 
 
 Jul-Sep 
 
146 
 
108 
 
38 
 
 Jan-Mar 
 
136 
 
104 
 
31 
 
 141 
 
82 
 
106 
 
27 
 
35 
 
0.77γ 
 
 
α Uncorrected LE and H, along with the Rn data are from da-Rocha et al. [2009]. The wet-and dry seasons together spanned all the months of the 
year, and the annual mean was obtained by weighing the wet and dry season values with the respective days of the seasons. β Corrected LE and H, 
along with Rn data are from Randow et al. [2004]. The reported wet and dry seasons in a year did not add up to the entire year, and the annual 
mean was obtained by weighing the wet and dry season values with the respective days of the seasons. γ EBR is from Hasler and Avissar [2007], 
which was used to calculate the uncorrected seasonal and annual LE and H for the sites provided in Randow et al. [2004]. 
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Table B.3: Annual mean climate variables from site/station data for each site used in this study. The 
variables are Tavg: air temperature, Precip: precipitation, Srad: downwelling short-wave radiation, 
LWdown: downwelling long-wave radiation, Q: specific humidity, and U: wind speed. 
PFT Site Code 
 
 
Tavg 
 
Precip 
 
Q 
 
Srad 
 
LWdown U 
 [oC] [m/m2/yr] [g/kg] [W/m2] [W/m2] [m/s] 
 
Trop.BET 
LBA-Km34 25.7 2.47 17.1 196 422 2 
LBA-Km67 25.3 1.57 17.9 150 419 2.2 
LBA-Km83 25.9 1.67 15.9 185 419 2.2 
LBA-Rja 24.9 2.49 16.6 204 419 1.7 
Trop.BDT LBA-Ban 26.3 1.7 14.7 204 419 2.4 
 
Temp.BDT 
CA-Oas 2.1 0.42 4 137 273 3.1 
US-Syv 3.8 0.71 4.7 145 290 3.1 
US-WCr 4.7 0.76 5.9 132 293 3.1 
 
 
NET 
CA-Gro 2 0.79 4.3 139 274 3.5 
CA-Obs 1.3 0.46 3.9 135 269 3.2 
CA-Ojp 1.4 0.34 3.8 135 270 3 
CA-Qfo -0.4 1 3.9 124 270 2.6 
US-Me3 8.8 0.37 5.1 140 310 1.6 
US-NR1 2.4 0.66 3.4 190 262 4.6 
Savanna US-Ton 16.3 0.5 6.3 213 340 2 
LBA-Pdg 22.5 1.29 11.8 213 364 3 
 
Grass 
CA-Let 6.4 0.28 4.2 150 296 4.7 
US-Shd 15.6 1.21 9.3 184 346 4.2 
US-Var 15.9 0.45 6.4 213 337 1.4 
 
Shrub 
CA-Mer 6 0.69 5.4 152 302 2.4 
US-Los 4.9 0.78 5.8 149 283 3 
US-SO2 14.4 0.43 4.6 189 335 2.2 
Tundra US-Atq -11.4 0.15 2.1 93 240 5.4 
US-Brw -8.7 0.11 2.4 79 250 5.9 
Pasture LBA-Fns 24.7 1.79 15.1 199 414 2.9 
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Fig. B.1: Relative differences in mean annual meteorology variables between two global reanalyses 
datasets used in this study. Computations are based on annually averaged data during 2000—2004. Note, 
for this Fig. , Δ = CRUNCEP – NCEP/NCAR. (a) Tavg: average temperature, (b) Precip: total 
precipitation, (c) Srad: incoming short-wave radiation, (d) LWdown: incoming longwave radiation, (d) Q: 
specific humidity, and (f) Wind: wind speed. 
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Fig. B.2: Monthly ET vs. monthly Rn: best-fit quadratic polynomials for individual PFTs, using model 
output from the ISAM-FLUXNET simulations. Only PFTs with more than one site-year of data were 
shown. 
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Fig. B.3: Analysis for individual non-tree C3 and C4 sites: Daily climatology of ΔLE in reanalyses-driven 
simulations for the (a) non-tree C3 and (b) C4 sites. For each subplot, the x-axis is the “day of year” and 
the y-axis is ΔLE. All the biases (Δ) were calculated with respect to the ISAM-FLUXNET counterpart.  
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Fig. B.4: Analysis for individual non-tree C3 and C4 sites: Daily climatology of ΔH in reanalyses-driven 
simulations for the (a) non-tree C3 and (b) C4 sites. For each subplot, the x-axis is the “day of year” and 
the y-axis is ΔH. All the biases (Δ) were calculated with respect to the ISAM-FLUXNET counterpart.  
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Fig. B.5: Map of vegetated land area mask used for comparison of Rn, LE and H estimates. For 
consistency, non-vegetated (i.e., barren land, desert, glacier, water body) grid cells were removed 
from all the estimates (ISAM, FLUXNET-MTE, MODIS) during the construction of respective 
zonal means. 
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APPENDIX C 
C.1 Land-Use and Land-Cover Change (LULCC) datasets 
Differences in reconstruction methods: Broadly, there are two common methodologies followed 
to translate the land-use information to changes in land cover (as also used in this study). The first 
approach is to start with a map of natural vegetation, which is representative of land cover in the absence 
of human activities. The natural land cover is replaced by the crop and pasture following a certain set of 
assumptions. Examples include data from Hurtt et al. [2011], supplied to the models used in the IPCC 
AR5, and several model intercomparison projects [e.g. Pitman et al., 2009; de Noblet-Ducoudré et al., 
2012]. The second approach is a variant of the first approach that additionally integrates remote sensing 
information to constrain the accuracy of present day land cover, to implicitly account for errors arising 
from uncertainty in the natural vegetation map and assumptions used to replace natural vegetation. 
Examples include the model used here (i.e., ISAM), NCAR CESM [Lawrence et al., 2011] and SYNMAP 
[Jung et al., 2006]. 
Differences in land use datasets: Of the three agricultural land use information, two (RF and 
HYDE) were spatially explicit estimates and one (HH) was regional aggregates giving information on the 
rate of conversion of forests for croplands and pasturelands based on Food and Agricultural Organisation 
(FAO) statistics. The HH regional statistics was converted to spatially explicit data by Meiyappan and 
Jain [2012]. Hence, the cropland and pastureland estimates from HH data include only those which came 
at the expense of forest, which explains the main descrepencies in cropland estimates between the three 
datasets. We note that cropland estimates between RF and HYDE are also significant, but is 
overshadowed by HH. Pastureland data are highly uncertain even between the two spatially explicit 
estimates (RF and HYDE), where HYDE estimates are ~26% higher globally than RF (26.3 million km2) 
for current conditions (2005). The reason for forest descrepencies underlies in two reasons: land cover 
reconstruction methodology and pre-industrial vegetation distribution. The simple globally uniform rule 
based approach commonly followed (e.g. proportioanlly clearing) to replace pre-industrial vegetation are 
insufficient to capture both the spatial and temporal heterogeniety in land dynamics, causing inaccuracies 
in regions where significant land use occurred (such as in tropics and sub-tropics). Second, the pre-
industrial maps (e.g. Ramankutty and Foley [1999] widely used in several modeling studies) are based on 
simple assumptions to replace anthropgenic vegetation with natural classes. The inaccuracies in pre-
industrial vegetation distribution is transmitted with time. This is evident in high-latitudes regions where 
no anthropogenic activites took place. Further, the land-cover reconstruction metholdolgies consider only 
changes in vegetation due to human activites leaving out the changes that had occurred due to natural 
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causes, adding to further descrepencies in present day forest estimates (e.g frequent fire regimes in the 
boreal regions of high-latitudes). The satellite constrained cases, implicitly correct for such uncertainties 
by modifying the rule based approach on a regional basis to account for heterogenous land dynamics, thus 
forcing the present day forest estimates to be consistent with that of satellites.  
C.2 Method used to decompose the overall driver uncertainty into attributing factors 
First we carried out 12 model simulations by varying the combination of land-use data (LU), land 
cover reconstruction technique (LCCON), and the reanalysis dataset (CLIMATE). The three LU datasets 
are: HH, HYDE, RF (Details in the main study and in Appendix Text C.1). For LCCON, SAT denotes 
calibrated using satellite derived forest cover, and NO-SAT denotes otherwise. Two CLIMATE 
(reanalyses) datasets used were the CRUNCEP and the NCEP/NCAR. For further calculations, these 
simulations are designated serially as follows. 
Serial 
Number 
 Combination of Factors  Simulation 
Designation LU  LCCON  CLIMATE 
1 HH SAT CRUNCEP SIM1 
2 HH SAT NCEP/NCAR SIM2 
3 HH NO-SAT CRUNCEP SIM3 
4 HH NO-SAT NCEP/NCAR SIM4 
5 HYDE SAT CRUNCEP SIM5 
6 HYDE SAT NCEP/NCAR SIM6 
7 HYDE NO-SAT CRUNCEP SIM7 
8 HYDE NO-SAT NCEP/NCAR SIM8 
9 RF SAT CRUNCEP SIM9 
10 RF SAT NCEP/NCAR SIM10 
11 RF NO-SAT CRUNCEP SIM11 
12 RF NO-SAT NCEP/NCAR SIM12 
 
Based on these, we decomposed/separated the effects of the following drivers (results simply denoted 
with the respective driver’s name) 
1. Only meteorology/reanalysis only: CLIMATE 
2. Only land-use: LU 
3. Only land cover reconstruction technique: LCCON 
4. Only land-use and land-cover change: LULCC  
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5. All driver uncertainty effect: ALL, which contain the net impacts of CLIMATE, LU and LCCON. 
 
States/fluxes from any simulation SIMi is simply designated as Si, where i is the simulation 
number, and S can be any model output variable, e.g., LE, H, Runoff, soil temperature, soil moisture, 
GPP, etc. Next, we calculate the following matrices, whose each element is a difference of a respective 
model output from two different simulations where only the particular driver we want to isolate is 
different. For example, if want to extract the CLIMATE effect, we find simulation pairs where the LU 
and LCCON are the same, but the meteorology dataset is different. Such pairs are: (SIM1, SIM2), (SIM1, 
SIM2), (SIM3, SIM4), (SIM5, SIM6), (SIM7, SIM8), (SIM9, SIM10), (SIM11, SIM12).  
CLIMATE  =  
abs(S
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)
abs(S
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)
abs(S
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where abs(Si – Sj) is the magnitude of difference in any respective variable from two different simulations 
numbered i and j.  
Similarly, we calculate the other matrices for LULCC, LU, LCCON, and ALL. 
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LCCON    =    
abs(S
1
− S
3
)
abs(S
3
− S
4
)
abs(S
5
− S
7
)
abs(S
6
− S
8
)
abs(S
9
− S
11
)
abs(S
10
− S
12
)
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
 
 
LULCC =      
abs(S
1
− S
3
)       abs(S
2
− S
4
)
abs(S
1
− S
5
)       abs(S
2
− S
6
)
abs(S
1
− S
7
)       abs(S
2
− S
8
)
abs(S
1
− S
9
)       abs(S
2
− S
10
)
abs(S
1
− S
11
)       abs(S
2
− S
12
)
abs(S
3
− S
5
)       abs(S
4
− S
6
)
abs(S
3
− S
7
)       abs(S
4
− S
8
)
abs(S
3
− S
9
)       abs(S
4
− S
10
)
abs(S
3
− S
11
)       abs(S
4
− S
12
)
abs(S
5
− S
7
)       abs(S
6
− S
8
)
abs(S
5
− S
9
)       abs(S
6
− S
10
)
abs(S
5
− S
11
)      abs(S
6
− S
12
)
abs(S
7
− S
9
)       abs(S
8
− S
10
)
abs(S
7
− S
11
)       abs(S
8
− S
12
)
abs(S
9
− S
11
)       abs(S
10
− S
12
)
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
 
 
ALL       =      
...
abs(S
i
− S
j
)
...
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
  
where ALL is a column matrix whose elements are recursively calculated with i = 1, 2,…,12 and j = 
i+1,…, 12. 
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Next, for each of these matrices (LULCC, LU, LCCON, CLIMATE, ALL), we calculate the statistics 
for boxplot (presented in the main study), as follows. An example is given for the ALL matrix. 
ALLmin              =  Min column(ALL )[ ]
ALLmax              =  Max column(ALL )[ ]
ALLmedian          =  Median column(ALL )[ ]
ALL25th Percentile =  Percentile25th column(ALL )[ ]
ALL75th Percentile =  Percentile75th column(ALL )[ ]
 
where column is a function to convert an X × Y matrix to a single column matrix. Min , Max  andMedian are 
respective functions to calculate the minimum, the maximum, and the median. Percentile75th & Percentile75th are 
functions to calculate the 25th and 75th percentiles of a N × 1 data matrix, respectively. These statistics 
have presented in our study. 
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Fig. C.1: Comparison of global forest area distribution during 2005; (a) based on MODIS 500 m resolution data, from Friedl et al. [2010]; (b) 
based on Hurtt et al. [2011]; (c) based on HYDE, and with satellite calibration of forest cover (using data from Friedl et al. [2010]). Details of 
methodology are available in Meiyappan and Jain [2012]. (d) based on HYDE, without satellite calibration of forest cover. 
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Fig. C.2: Map of vegetated land area mask used for comparison of terrestrial ecosystem energy/water 
fluxes. For consistency, non-vegetated (i.e., barren land, desert, glacier, water body) grid cells were 
removed from all the estimates during the construction of respective zonal means. 
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Fig. C.3: Grid-level (0.5o×0.5o) maximum differences (Δgrid) in simulated (a) Crop, (b) Pasture, and (c) 
Forest cover fractions, using six LULCC realizations (based on the the year 2005).  
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Fig. C.4: Vegetation area in the global land cover, in six LULCC realizations (based on 2000—2004). For 
each land use data (HH, HYDE, RF), we adopted two land cover reconstuction methods: one using 
satellite calibration of forest cover (-Sat), and one without; these resulted in the 6 LULCC datasets shown. 
We clustered vegetation into six broader categories: (1) tropical broadleaf evergreen/deciduous trees: 
Trop.BET/BDT, (2) temperate broadleaf evergreen/deciduous trees: Temp.BET/BDT, (3) boreal 
needleleaf evergreen trees: NET, (4) tropical and temperate grass/savanna/shrub/pasture, (5) arctic tundra, 
and (6) croplands. For each of our reconstructed LULCC datasets, the crop and pasture areas were held 
constant based on the original land use dataset [Meiyappan and Jain, 2012]. Consequently, the 
uncertainties in crop, pasture and forest areas were complemented by corresponding uncertainties in 
natural herbaceous vegetation types. 
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Fig. C.5: Similar to Fig. 4.9, along with individual contributions from two underlying causes of LULCC 
uncertainties: different land use datasets (LU) and land cover construction methods (LC-CON). For 
simplicity, only the range (“maximum – minimum” from boxplots in Fig. 4.9) is shown. 
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Fig. C.6: Similar to Fig. C5, but for (a) Soil temperature: averaged from ground to rooting depth 
(Tsoil), (b) Volumetric liquid water in 0–30 cm soil (Wliq0-30cm), and (c) Volumetric liquid water 
in 30–100 cm soil (Wliq30-100cm) 
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Fig. C.7: Range of mean annual GPP estimates among six LULCC realizations (3 land use data × 
2 reconstruction methods), using the CRUNCEP reanalysis (results based on annually averaged 
output during 2000—2004). We clustered vegetation into six broader categories: (1) tropical 
broadleaf evergreen/deciduous trees: Trop.BET/BDT, (2) temperate broadleaf 
evergreen/deciduous trees: Temp.BET/BDT, (3) boreal needleleaf evergreen trees: NET, (4) 
tropical and temperate grass/savanna/shrub/pasture, (5) arctic tundra, and (6) croplands. For 
comparison, independent GPP estimates from Beer et al. [2010] (derived using globally upscaled 
FLUXNET data) are shown. The satellite constrained estimates are indicated by suffix “Sat”. 
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APPENDIX D 
D.1 Equations of key processes relevant to permafrost calculations 
1–2. Deep soil column, and multilayer snow physics 
The representation of deep soil thermal dynamics is implemented throughout the model 
as applicable. Originally, the total soil in the model was limited to 3.5 m (divided into 10 soil 
layers), with “zero” bottom boundary conditions for energy and water exchange implemented at 
the bottom of the lowest layer. Subsequently, two principal changes were made in the model: (a) 
increase of the hydraulically active soil column to ~6 m (total 11 soil layers) to accommodate 
deep roots that are especially prevalent in the tropics [see, Chapters 2—3], and (b) increase of the 
thermally active soil column to ~50 m (total of 15 soil columns). The first 11 columns, which are 
hydraulically active in the new model, are common between both energy and hydrology 
components. By incorporating a deep soil column, the zero bottom boundary condition for the 
thermal exchange was shifted to the bottom of the 15th soil layer.  
Below the hydrologically active zone, soil properties are treated as that of bedrock. 
Volumetric water content at saturation ( ): 0.0 
Thermal conductivity of dry soil ( ): 3.0 W/m/K  
Thermal conductivity of soil soils ( ): 3.0 W/m/K 
Heat capacity of soil solids ( ): 2×106 J/m3/K 
Soil matric potential ( ): -1.5×10-5 mm  
Clapp and Hornberger exponent ( ): 0.0 
Saturated hydraulic conductivity ( ): 0.0 mm/s 
The multi-layer representation of snow contains up to 5 (dynamic) snow layers, and 
includes representation of processes such as snow accumulation, melt, compaction, water transfer 
across layers, sublimation, etc. A summary of these processes, as included in ISAM is available 
in Chapter 3. 
3. Soil organic carbon (SOC) driven impacts on soil thermal/hydrological properties 
Θsat , bedrock
λdry, bedrock
λs, bedrock
Cs, bedrock
Ψ sat , bedrock
bbedrock
ksat , bedrock
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Physical properties of soil are assumed to be that of a weighted combination of mineral 
soil and pure organic soil [Lawrence and Slater, 2008], in the functional form:  
  
where is the overall soil property in soil layer i,  the corresponding organic soil property, 
and the mineral soil property. The only exception to this general representation is the 
saturated hydraulic conductivity, which is additionally determined using percolation theory 
(described below).  is the weighing parameter, and is the density fraction of SOC in the 
respective soil layer.  
  
Here,  is the SOC density for soil layer i, and  = 130 kgC/m3 is the 
maximum assumed SOC density (equivalent to a standard bulk density of peat, from Farouki 
[1981]). Specific soil hydrological and thermal properties that are modified based on SOC are as 
follows: 
(a) Volumetric water content at saturation (porosity):  
 
where  is the porosity of organic material, assumed to be equal to 0.9 and is 
typical of values in literature ~ 0.8—0.95 [Hinzman et al. 1991; Letts et al. 2000].
 is the porosity of mineral soil. 
  
(b) Thermal conductivity of dry soil:  
 
where  is the dry thermal conductivity of organic soil, and it set to 0.05W/m/K (based on 
typical values from Farouki [1981]). is the dry thermal conductivity of mineral soil: 
Ai = fsc, iAsc, i + (1− fsc, i )Amin, i
Ai Asc, i
Amin, i
fsc, i
fsc, i =
ρsc, i
ρsc, max
ρsc, i ρsc, max
Θsat , i
Θsat , i = fsc, iΘsat , soc + (1− fsc, i )Θsat , min, i
Θsat , soc
Θsat , min, i
Θsat , min, i = 0.489 − 0.00126(sand%vol )i
λdry, i
λdry, i = fsc, iλdry, soc + (1− fsc, i )λdry, min, i
λdry, soc
λdry, min, i
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where  is the bulk density of mineral soil. 
(c) Thermal conductivity of soil soils:  
 
where  is the thermal conductivity of organic soil solid, and it set to 0.25W/m/K [Farouki, 
1981]. is the dry thermal conductivity of mineral soil: 
 
(d) Heat capacity of soil solids:  
 
where  is the heat capacity of organic soil solids, equal to 2.5×106 J/m3/K [Farouki, 1981].
( J/m3/K) is the heat capacity of mineral soil solids: 
 
(e) Soil matric potential:  
 
where  is the soil matric potential of organic soil, equal to -10.3 mm [Letts et al., 2000].
( mm) is the soil matric potential of mineral soil: 
 
(f) Clapp and Hornberger exponent:  
 
where  is the Clapp and Hornberger exponent of organic soil, equal to 2.7 [Letts et al., 2000].
(-) is the Clapp and Hornberger exponent of mineral soil: 
 
λdry, min, i =
0.135ρd , i + 64.7
2700 − 0.947ρd , i
ρd , i = 2700(1−Θsat , min, i )
λs, i
λs, i = fsc, iλs, soc + (1− fsc, i )λs, min, i
λs, soc
λs, min, i
λs, min, i =
8.80(sand%vol )i + 2.92(clay%vol )i
(sand%vol )i + (clay%vol )i
Cs, i
Cs, i = fsc, iCs, soc + (1− fsc, i )Cs, min, i
Cs, soc
Cs, min, i
λs, min, i =
2.128(sand%vol )i + 2.385(clay%vol )i
(sand%vol )i + (clay%vol )i
106
Ψ sat , i
Ψ sat , i = fsc, iΨ sat , soc + (1− fsc, i )Ψ sat , min, i
Ψ sat , soc
Ψ sat , min, i
Ψ sat , min, i = 10.0 ×101.88−0.0131(sand%vol )i
bi
bi = fsc, ibsoc + (1− fsc, i )bmin, i
bsoc
bmin, i
bmin, i = 2.91+ 0.159(clay%vol )i
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(g) Saturated hydraulic conductivity:  
 is determined based on results from percolation theory [Stauffer and Aharony 
1994; Berkowitz and Balberg 1992], based on “percolating” and “non-percolating” fractions of 
organic soil. 
 , for  
where  is the saturated hydraulic conductivity of organic soil, equal to 0.1 mm/s. 
Percolating fraction ( ) is zero unless greater than a certain threshold called the percolation 
threshold: .  
 
 
The unconnected fraction is equal to fraction of mineral soil plus fraction of "non-
percolating" organic soil. 
 
The unconnected hydraulic conductivity ( ) is a series addition of mineral and 
organic soil conductivities. 
 
where is the saturated hydraulic conductivity of mineral soil, a function of soil texture. 
 
4. Snow compaction 
For tundra and prairie snow, ISAM implements compaction of snow driven by winds. 
The parameterization is based on Schaefer et al. [2009] and dependent on the global snow 
classification system [Sturm et al., 1995]. This is parameterized by increasing the density of new 
fallen snow with wind speed, and air temperature. 
  
ksat , i
ksat , i
ksat , i = ( fsc, i × f perc, i )ksat , soc + funcon, iksat , uncon, i
ksat , soc
f perc, i
fthreshold = 0.5
f perc, i = (1− fthreshold )−0.139 ( fsc, i − fthreshold )0.139 fsc, i    when fsc, i > fthreshold
f perc, i = 0   when fsc, i < fthreshold
funcon, i = (1− fsc, i )+ (1− f perc, i ) fsc, i
ksat , uncon, i
ksat , uncon, i = funcon, i
1− fsc, i
ksat , min, i
+
fsc, i − f perc, i
ksat , soc
⎛
⎝⎜
⎞
⎠⎟
−1
ksat , min, i
ksat , min, i = 0.0070556 ×10−0.884+0.0153(sand%vol )i
ρnew = ρmin + ΔρT + ΔρW
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where is the density of new fallen snow,  is the minimum possible new snow density 
(50 kg/m3),  is a temperature correction factor, and  is a wind correction factor. Pre-
existing in the model, all snow classes include  which is dependent on air temperature ( , 
oC) [Judson and Doesken, 2000].  
 
 
 is dependent on wind speed (u, m/s), and parameterized based on results from 
wind tunnel tests [Sato et al., 2008]. 
 
 
where  is the maximum observed density of the wind slab layer for the tundra and prairie 
classes (Appendix Table D.2). Based on observational limits,  is restricted to be within 
maximum observed wind slab densities (dependent on snow class). 
 
5. Depth hoar formation 
The effects of depth hoar development are approximated by superimposing a two-layer 
vertical density stratification profile over the snow layers (up to five). Two parameters define the 
two-layer density stratification: (a) the bottom layer fraction ( ), and (b) the difference in 
density between two layers (Δρ). varies with snow depth (D) 
 
where is the maximum observed value of (Appendix Table D.2). and are 
the  slope and half point. 
ρnew ρmin
ΔρT ΔρW
ΔρT Tair
ΔρT = 0,  for Tair < −15
ΔρT = 1.7(Tair +15)1.5 ,  for Tair ≥ −15
ΔρW
ΔρW = 0,  for u < 2
ΔρW = (u − 2)
ρtopref − ρmin
3
⎡
⎣⎢
⎤
⎦⎥
,  for u ≥ 2
ρtopref
ρnew
ρnew = MINIMUM (ρnew , ρtopref )
fbot
fbot
fbot =
fbotmax
1+ eDslope (Dhalf −D )
fbotmax fbot Dslope Dhalf
fbot
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where is the minimum snow depth where a bottom layer forms and is the snow depth 
where reaches a maximum value (Appendix Table D.2). 
Δρ depends on both D and ρbulk.  
 
where and are reference densities for the top and bottom layers of the two layer 
vertical density profile (Appendix Table D.2). and are the mean and standard 
deviation of observed bulk density corresponding to maximum horizontal stratification in the 
snowpack (assumed to occur in late winter) (Appendix Table D.2). 
 Next, the snow thermal conductivities are modified, based on the depth hoar fraction in 
snow (= , calculated previously) in the tundra and taiga snow classes. The total depth of depth 
hoar ( ) is: . From this, the depth hoar in each snow layer ( ) is calculated, 
where j is a snow layer. Subsequently, the effective thermal conductivity of a snow layer (j), 
including depth hoar effects ( ) is calculated as: 
   
where, is thermal conductivity of a snow layer before depth hoar adjustment,  is thermal 
conductivity of a pure depth hoar layer characteristic of snow class, and is the depth of the 
snow layer. For this calculation, a thermal conductivity of 0.18 W/m/K for tundra depth hoar and 
0.072 W/m/K for taiga depth hoar are assumed based on field observations [Sturm et al., 1997]. 
 
Dhalf =
Dmax + Dmin
2
Dslope =
10
Dmax − Dmin
Dmin Dmax
fbot
Δρ = abs(ρtopref − ρbotref )
fbot
fbotmax
e
− (ρbulk−ρbulkobs )
2
σ bulkobs
2
ρtopref ρbotref
ρbulkobs σ bulkobs
fbot
Ddh Ddh = fbotD Ddh, j
λeff , j
λeff , j =
λ jλdh
λdh + (λ j − λdh )(
Ddh, j
dz j
)
λ j λdh
dz j
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6. Latent heat from phase change 
Upon update, the snow/soil temperatures are evaluated to determine if phase change will 
take place as:  
(a) and  in snow/soil layer i (melting in soil and snow layers) 
(b) and  in snow layer i (freezing in snow layers)  
(c) and in soil layer i (freezing in soil layers)  
where 
 
is the soil layer temperature after solution of the tridiagonal equation set, is the 
freezing temperature of water (273.15 K),  and  are the mass of ice and liquid water 
(kg/m2) in each snow/soil layer, respectively, and  is the maximum supercooled water 
in soil layer i [Koren et al., 1999; Niu and Yang, 2007]. 
7. Super-cooled water 
Maximum supercooled water ( , kg/m2) in soil layer i is represented as: 
 
where is soil temperature, is the freezing temperature (273.15 K), is the latent heat of 
fusion (3.37 × 105 J/kg), g is acceleration due to gravity (9.8 m/s2), and Bi are the soil 
saturated matric potential (mm) and Clap and Hornberger [1978] exponent, respectively. Note 
that, original formulations of and Bi were dependent on soil minerals only; in the current 
version of ISAM, these parameters are also additionally dependent on soil organic fraction 
(formulations from Lawrence and Slater [2008]). 
Tin+1 > Tf Wice, i > 0
Tin+1 < Tf Wliq, i > 0
Tin+1 < Tf Wliq, i >Wliq, i, max
Tin+1 Tf
Wice, i Wliq, i
Wliq, i, max
Wliq, i, max
Wliq, max, i = Δziθ sat, i
103 L f (Tf −Ti )
gTiψ sat, i
⎡
⎣
⎢
⎤
⎦
⎥
−1/Bi
, when Ti < Tf
Ti Tf L f
ψ sat, i
ψ sat, i
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Table D.1: Comparison of Northern high-latitude (45—90oN) terrestrial ecosystem fluxes between ISAM 
and observational estimates. Observational estimates of FLUXNET-MTE and GRDC estimates are based 
on Jung et al. [2011], and Fekete et al. [2011], respectively. ISAM simulations were driven by the 
CRUNCEP reanalysis, and HYDEC land cover data. All but the GRDC runoff estimates were constructed 
using annually averaged output/data during 2000—2004. 
Fluxes 
 Mean annual estimates 
ISAM  
 
 Observations Source 
GPP [GtC/yr] 24.7 21.4 FLUXNET-MTE 
Latent Heat [W/m2] 21.5 23.0 FLUXNET-MTE 
Sensible Heat [W/m2] 20.9 22.8 FLUXNET-MTE 
Runoff [103 km3/yr] 7.7 7.4 GRDC 
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Table D.2: Snow class dependent parameters for wind compaction of snow, and depth hoar formation. 
Values are taken from Schaefer et al. [2009]. 
Class fbotmax 
(-) 
Dmin 
(m) 
Dmax 
(m) 
 
(kg/m3) 
 
(kg/m3) 
 
(kg/m3) 
 
(kg/m3) 
Reference 
month 
Tundra 0.3 0.0 0.1 350 100 261.11 68.21 April 
Taiga 0.7 0.0 0.7 300 200 213.37 49.46 March 
Maritime 0.8 0.2 0.8 200 300 286.50 80.98 February 
Ephemeral 0.8 0.2 0.8 250 350 321.29 82.32 February 
Prairie 0.8 0.2 0.8 350 250 272.42 61.06 February 
Alpine 0.8 0.2 0.7 200 300 267.80 56.85 February 
 
 
 
 
 
  
ρtopref ρbotref ρbulkobs σ bulkobs
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Fig. D.1: Map of snow class distribution, poleward of 45oN. The data is based on Sturm et al. [1995]. 
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Fig. D.2: Maps of dominant vegetation types in two different land cover datasets used in this study 
(shown only for the year 2005). Both are based on land use information (crop, pasture) from HYDE, but 
vary in the method of reconstruction for forest area (details in Meiyappan and Jain [2012]). Here, we refer 
to them as: (a) HYDEC: based on satellite calibration of forest cover, and (b) HYDEU: without satellite 
calibration. Note: even though only the dominant vegetation is shown here, each 0.5o×0.5o grid cell may 
contain multiple vegetation types, and can vary annually due to land use change. 
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Fig. D.3: Map of mean annual wind speed (annually averaged data during 2000—2004) in CRUNCEP, 
poleward of 45oN. Only wind speeds over the Tundra, Taiga, and Prairie snow classes are shown, which 
are impacted by wind compaction of snow (see, Appendix Fig. D.1); other areas are shown in grey. 
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Fig. D.4: Mean annual air temperatures in the two reanalysis datasets used in this study, poleward of 
45oN. 
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APPENDIX E 
Fig. E.1: Mean annual GPP (averaged during 2000—2004) over the northern high-latitude permafrost (poleward of 45oN). (a) Maps of GPP for 
observationally derived datasets (FLUXNET-MTE [Jung et al., 2011], MODIS [Zhao et al., 2006]), and two modeled estimates (ISAMNEW, 
ISAMOLD); (b) GPP in boreal-dominated, tundra-dominated, and other permafrost grid cells (using land cover map in Fig. 6.2a) 
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Fig. E.2: Grid cell level (0.5o × 0.5o) distribution of SOC density, for datasets (NCSCD, HWSD, GSDT) and two modeled estimates (ISAMNEW, 
ISAMOLD). 
 
 
 
239	  
	  
Fig. E.3: Similar to Fig. 6.7, but for the Alaskan permafrost SOC. In calculating the grid-level maximum absolute differences amongst three SOC 
datasets, estimates from Mishra and Riley [2012] (labeled as Mishra) are also included with the other three permafrost datasets (NCSCD, HWSD, 
GSDT). 
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APPENDIX F 
Fig. F.1: CESM-ISAM poster presented at the annual National Center for Atmospheric Research 
(NCAR) CESM Workshop 2011, at Breckenridge, Colorado, USA (see, next page) 
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Fig. F.1 (Continued) 
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