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Abstract
Periodic solutions and infinitely distinct subharmonic solutions are obtained for a class of noncon-
vex and nonautonomous superquadratic Hamiltonian systems z˙ = JHz(z, t) by using the minimax
methods in critical point theory.
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1. Introduction and main results
Consider the nonautonomous Hamiltonian system
z˙ = JHz(z, t), (1.1)
where
J =
(
0 −In
In 0
)
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the second variable. A usual hypothesis under which interesting results for (1.1) can be
obtained is
(C) There exist µ> 2 and r0 > 0 such that
1
µ
Hz(z, t) · zH(z, t) > 0 ∀z ∈R2n, |z| r0, ∀t ∈R.
Here, and in what follows, we denote by · the usual inner product in Cm and by | · | the cor-
responding norm. A Hamiltonian satisfying (C) is called superquadratic. There are several
papers dealing with the existence of T -periodic solutions of (1.1) under condition (C) (see,
e.g., [1–10,17]).
A particular case of Eq. (1.1) is the so-called second order Hamiltonian system
q¨ + ∇V (q, t) = 0, (1.2)
where V :Rn ×R→R is a C1 function, and T -periodic in the second variable. If we put
H(p,q, t) = 1
2
|p|2 + V (q, t), (1.3)
(1.2) is equivalent to (1.1). Several results for the existence of T -periodic solutions for
(1.2) have been obtained. A usual hypothesis to consider on V is
(2C) There exist µ> 2 and r0 > 0 such that
1
µ
∇V (q, t) · q  V (q, t) > 0 ∀q ∈Rn, |q| r0, ∀t ∈R.
See, for example, [8,11–13] and others. We observe that H does not satisfy (C) if V satis-
fies (2C) and H is defined by (1.3).
In 1993, Felmer [1] extend some existence result for (1.1) where the Hamiltonian sat-
isfies a superquadratic condition that include simultaneously (C) and (2C). In [1], Felmer
gave the following condition:
(3C) There exist α > 1, β > 1, 1/α + 1/β < 1 and r0 > 0 such that
1
α
Hp(p,q, t) · p + 1
β
Hq(p,q, t) · q H(p,q, t) > 0
∀z = (p, q) ∈Rn ×Rn, |z| r0, ∀t ∈R.
H obviously satisfies (3C) when it satisfies (C). It is easy to obtain that when V satisfies
(2C) and H is defined by (1.3), H satisfies (3C) too.
Felmer [1] had well solved the unifying of superquadratic conditions of Eqs. (1.1) and
(1.2), but the result of Felmer in [1] does not include the corresponding result in [7] as a
special case. A natural question is whether there exists a result which contains the corre-
sponding results in [1] and [7] as a special case.
S.-J. Chen, C.-L. Tang / J. Math. Anal. Appl. 297 (2004) 267–284 269Motivated by [1] and [7], we give this question a positive answer by the minimax meth-
ods in the critical point theory and obtain a result (see Theorem 1.1) unifies and generalizes
Theorem 0.1 in [1] and Theorem 2.49 in [7]. In this paper, we consider a Hamiltonian sat-
isfying the following hypothesis:
(H0) H is of class C1, and
H(z, t + T ) = H(z, t) ∀z ∈R2n, ∀t ∈R,
(H1) H(z, t) 0 ∀t ∈R, ∀z ∈R2n,
(H2) ∃α > 1, β > 1,1/α + 1/β < 1 and r0 > 0 such that
1
α
Hp(p,q, t) · p + 1
β
Hq(p,q, t) · q H(p,q, t) > 0
∀z = (p, q) ∈R2n, |z| r0, ∀t ∈R,
(H3) lim|(p,q)|→0
H(p,q, t)
|p|1+α/β + |q|1+β/α = 0,
(H4) ∃a > 0 and b  0 such that
∣∣Hz(p,q, t)∣∣ a
(
1
α
Hp(p,q, t) · p + 1
β
Hq(p,q, t) · q
)
+ b
∀z = (p, q) ∈R2n, ∀t ∈R.
We obtain the following theorem.
Theorem 1.1. Suppose that H satisfies (H0)–(H4). Then Eq. (1.1) has a nonzero T -
periodic solution.
Remark 1.1. It is easy to obtain that our Theorem 1.1 unifies and generalizes Theorem 0.1
in [1], Theorem 2.49 in [7] and Corollary 1.5 in [5]. Even if it is in the autonomous case,
there are functions H satisfying our Theorem 1.1 and not satisfying the corresponding
results in [1,7] and others. In fact, for α > 1, β > 1 satisfying 1/α + 1/β < 1, let
H(z)= a1
(|p|1+α/β + |q|1+β/α)γ1 + a2(|p|1+α/β + |q|1+β/α)γ2, (1.4)
where a1 > 0, a2 > 0, 1 < γ1 < αβ/(α + β) < γ2. Then H satisfies the conditions of our
Theorem 1.1, but does not satisfy the corresponding theorems in [1–10,17].
In the following, we search for kT periodic solutions (called subharmonics) of (1.1)
and (1.2). Several results for the existence of subharmonic solutions for (1.1) have been
obtained when H is convex (see [5,14–16,18,19]). There are also several papers dealing
with the existence of subharmonic solutions of (1.1) when H is nonconvex (see [5,10,20–
22]). In [5,10,21–23], subharmonic solutions are obtained for superquadratic Hamiltonian
systems. In [5,20], subharmonic solutions are obtained for subquadratic Hamiltonian sys-
tems. Many results for the existence of subharmonic solutions for (1.2) have been obtained
(see [5,14,18,24–31]). Here, we give the following theorem.
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subharmonic solutions.
Remark 1.2. Theorem 1.2 generalizes Theorem 1.36 of [5] in the case that the quadratic
form vanishes. It s easy to obtain that the functions H in (1.4) satisfy the conditions of our
Theorem 1.2, but do not satisfy that of the corresponding theorems in [5,14–16,18–23].
2. Proofs of the main results
We study the existence of T -periodic solutions of (1.1) from the variational point
of view. Taking ω = 2π/T , let E := W 1/2,2([0, T ],R2n) be the Sobolev’s space of
T -periodicR2n-valued functions
z(t) =
∑
j∈Z
aj e
ωij t , a−j = a¯j ∈ C2n,
such that
‖z‖2 = T
2
∑
j∈Z−{0}
|j ||aj |2 + T |a0|2 < ∞.
An inner product in E is defined by
〈z, η〉 = T
2
∑
j∈Z−{0}
|j |aj · b¯j + T a0 · b¯0.
It is well known that E compactly embedded in Lγ ([0, T ],R2n) ≡ Lγ for γ ∈ [1,+∞)
and as a consequence there exists a constant C > 0 such that
‖z‖γ  C‖z‖ ∀z ∈ E (2.1)
for
γ = 1, α, β, 1 + α
β
, 1 + β
α
.
Here and in what follows ‖ · ‖γ denotes the usual norm in Lγ . For z = (p, q) and η =
(φ,ψ) in E and smooth we define
B(z,η) =
T∫
0
(p · ψ˙ + φ · q˙) dt, A(z)= 1
2
B(z, z). (2.2)
Both A and B can be extended continuously to the whole space E, and the bilinear form
B induces a linear, bounded, selfadjoint operator L :E → E defined by
B(z,η) = 〈Lz,η〉 ∀z, η ∈ E. (2.3)
In E we can consider the splitting
E = E+ ⊕E− ⊕E0, (2.4)
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E+ = spanE
{
sin(ωjt)ek − cos(ωjt)ek+n,
cos(ωjt)ek + sin(ωjt)ek+n | j ∈N , 1 k  n
}
,
E− = spanE
{
sin(ωjt)ek + cos(ωjt)ek+n,
cos(ωjt)ek − sin(ωjt)ek+n | j ∈N , 1 k  n
}
,
and
E0 = span{e1, . . . , e2n}.
Here {e1, . . . , e2n} is the canonical basis for R2n. We observe that A is positive on E+,
negative on E−, and it vanishes on E0. Actually E+,E−, and E0 are the positive, negative,
and null eigenspace of the linear operator L, respectively. On the space E we can see that
‖z‖2 = A(z+)− A(z−)+ T |z0|2, (2.5)
where z = z+ + z− + z0 with z+ ∈ E+, z− ∈ E− and z0 ∈ E0.
Formally the T -periodic solutions of (1.1) are the critical points of the functional
J (z) = A(z)−
T∫
0
H(z, t) dt.
However since we do not have an adequate control on the growth of H , J is not needed
to be well defined. To overcome this difficulty we use a truncating argument introduced
by Rabinowitz [7]. Let K  1 be a constant and χK ∈ C∞(R,R) such that χK(s) ≡ 1 if
s K , χK(s) ≡ 0 if s K + 1, and χ ′K(s) < 0 for s ∈ (K,K + 1). We define
HK(z, t) = χK
(|z|)H(z, t)+ (1 − χK(|z|))rK(|p|α + |q|β),
where
rK = max
{
H(z, t)
|p|α + |q|β : K  |z|K + 1, t ∈R
}
.
An easy computation shows that HK satisfies the same hypothesis as H . Moreover, hy-
pothesis (H2) and (H4) are satisfied with constants independent of K . With this change the
functional
JK(z) = A(z)−
T∫
0
HK(z, t) dt
is well defined on E and it is of class C1. Next we show a lemma regarding the growth of
H as a consequence of hypothesis (H0) and (H2) and hence also valid for HK .
Lemma 2.1 [1]. If H satisfies (H0) and (H2), there exist constants c1  0 and c2  0 such
that
H(p,q, t) c1
(|p|α + |q|β)− c2 ∀(p, q) ∈R2n, ∀t ∈R.
272 S.-J. Chen, C.-L. Tang / J. Math. Anal. Appl. 297 (2004) 267–284For needs of our proofs, we introduce the following abstract theorem due to Felmer [1].
We consider a Hilbert space E with inner product 〈 · 〉 and norm ‖ · ‖. We assume that
E has a splitting E = X ⊕ Y , where the subspace X and Y are not necessarily orthogonal
and both of them can be infinite dimensional. Let I :E → R be a functional having the
structure
I (z) = 〈Lz, z〉 + b(z).
(I1) L :E → E is a linear, bounded, selfadjoint operator,
(I2) b′ is compact,
there are two linear bounded, invertible operators B1,B2 :E → E satisfying
(I3) if v ∈R+, the linear operator
Bˆ(v) = PXB−11 exp(vL)B2 :X → X
is invertible. Here PX denotes the projection of E onto X inducing by the splitting
E = X ⊕ Y , and R+ is a set of nonnegative real numbers.
Let ρ > 0 and define
S = {B1z | ‖z‖ = ρ, z ∈ Y}. (2.6)
For z+ ∈ Y , z+ = 0, σ > ρ/‖B−11 B2z+‖, and M > 0, we define
Q = {B2(sz+ + z) | 0 s  σ, ‖z‖M, z ∈ X}. (2.7)
We define ∂Q as the boundary of Q relative to the subspace {B2(sz+ + z) | s ∈R, z ∈ X}.
Let us consider the class of functions
Γ = {h ∈ C(E × [0,1],E) | h satisfies Γ1, Γ2, and Γ3},
where
(Γ1) h(z, t) = exp(v(z, t)L)z + K˜(z, t), where v :E × [0,1] → R+ is continuous and
transforms bounded sets into bounded sets, and K˜ :E × [0,1] → E is compact,
(Γ2) h(z, t) = z ∀z ∈ ∂Q,
(Γ3) h(z,0) = z ∀z ∈ Q.
Theorem 2.2 [1]. Let I :E → R be a C1 functional satisfying the Palais–Smale condition
and (I1)–(I3). Furthermore assume that there is a constant δ > 0 such that
(i) I (z) δ ∀z ∈ S,
(ii) I (z) 0 ∀z ∈ ∂Q.
Then I possesses a critical point with critical value d  δ characterized by
d = inf
h∈Γ supz∈Q
I
(
h(z,1)
)
.
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E+ and E− and some estimates. Given a function z ∈ Lγ , γ  1, with Fourier series given
by
z =
∑
k1
ak cosωkt + bk sinωkt,
with ak, bk ∈Rn, we define the conjugate of z by
z¯ =
∑
k1
bk cosωkt − ak sinωkt.
We note that ¯¯z = −z ∀z ∈ Lγ .
Lemma 2.3 [1]. An element z = (p, q) ∈ E belongs to E+ (respectively E−) if and only if
p¯ = −q (respectively p¯ = q).
Lemma 2.4 [1]. For every z = (p, q) ∈ E+ or E−, it holds that
‖p‖ = ‖q‖ = 1√
2
‖z‖.
Lemma 2.5 [1]. Let P+ :E → E (respectively P− :E → E) be projections induced by the
splitting E = E+ ⊕ E− ⊕ E0. If z = (p, q)+ z0, z0 ∈ E0, one has
P+(z) = 12 (p + q¯, q − p¯)
(
respectively P−(z) = 12 (p − q¯, q + p¯)
)
.
We define the operator B1 and B2 and the splitting E. Let X = E− + E0 and Y = E+.
We define B1 :E → E by
B1(z) = B1((p, q)) = (ρβ−1p,ρα−1q), (2.8)
and B2 : E → E by
B2(z + z0) = B2
(
(p, q)+ z0
)= (σβ−1p,σα−1q)+ z0, (2.9)
where z0 ∈ E0 and z = (p, q) ∈ E− + E+, and the constants ρ and δ will be defined in
Lemmas 2.7 and 2.8. Certainly B1 and B2 are bounded linear operators and both of them
are invertible. From (2.6) and (2.8), we obtain
S = {(ρβ−1p,ρα−1q) | ∥∥(p, q)∥∥= ρ, (p, q) ∈ E+}. (2.10)
By (2.7) and (2.9), we have
Q = {s(σβ−1p+, σα−1q+)+ (σβ−1p,σα−1q)+ z0 |
0 s  σ, 0
∥∥(p, q)+ z0∥∥M, (p,q) ∈ E−, z0 ∈ E0}, (2.11)
where z+ = (p+, q+) ∈ E+ is a fixed eigenvector of L associated to an eigenvalue λ > 0
and ‖z+‖ = 1. In what follows we denote by ∂Q the boundary of Q relative to the subspace{
s(σβ−1p+, σα−1q+)+ (σβ−1p,σα−1q)+ z0 | s ∈R, (p, q) ∈ E−, z0 ∈ E0
}
.
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Lemma 2.7. There exist ρ > 0 such that (i) is satisfied for JK when S is defined by (2.10).
Proof. From hypothesis (H3) and the form of HK we have for each ε > 0,
HK(p,q, t) ε
(|p|1+α/β + |q|1+β/α)+ c3(|p|α + |q|β), (2.12)
where c3 = c3(ε,K) > 0. Let (p, q) ∈ E+ and take z = (ρβ−1p,ρα−1q) for some ρ > 0.
Then from (2.12), we have
JK(z) ρα+β−2
∥∥(p, q)∥∥2 − ε(ρ(β−1)(1+α/β)‖p‖1+α/β1+α/β + ρ(α−1)(1+β/α)‖q‖1+β/α1+β/α)
− c3
(
ρ(β−1)α‖p‖αα + ρ(α−1)β‖q‖ββ
)
. (2.13)
From (2.13) and (2.1) we obtain
JK(z) ρα+β−2
∥∥(p, q)∥∥2 − εc4(ρ(β−1)(1+α/β)‖p‖1+α/β
+ ρ(α−1)(1+β/α)‖q‖1+β/α)− c5(ρ(β−1)α‖p‖α + ρ(α−1)β‖q‖β), (2.14)
where c4 = max{C1+α/β,C1+β/α}, c5 = c3 max{Cα,Cβ }. If we consider ‖(p, q)‖ = ρ,
from Lemma 2.4 and (2.14) one obtains
JK(z) ρα+β − εc4ρα+β
((
1√
2
)1+α/β
+
(
1√
2
)1+β/α )
− c5ραβ
((
1√
2
)α
+
(
1√
2
)β )
. (2.15)
Noticing 1/
√
2 < 1, then we have from (2.15),
JK(z) (1 − 2εc4)ρα+β − 2c5ραβ.
Taking ε = 1/(4c4), and then, since α and β satisfy 1/α + 1/β < 1, there exist ρ > 0 and
δ > 0 such that
JK(z) δ > 0
and this inequality holds for z ∈ S, according to the definition of S. 
Lemma 2.8. There are constants σ > 0 and M > 0 such that JK satisfies (ii) for Q defined
by (2.11).
Proof. For s ∈R+, (p, q) ∈ E−, and z0 = (p0, q0) ∈ E0 we take
z = s(σβ−1p+, σα−1q+)+ (σβ−1p,σα−1q)+ z0.
Then we have
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2
B(z, z) =
T∫
0
(sσβ−1p+ + σβ−1p +p0) · (sσα−1q˙+ + σα−1q˙) dt
=
T∫
0
σα+β−2(s2p+ · q˙+ + p · q˙) dt
= σα+β−2
(
1
2
s2B(z+, z+)+ A((p,q))
)
= σα+β−2
(
1
2
s2〈Lz+, z+〉 −
∥∥(p, q)∥∥2)
= σα+β−2
(
1
2
s2〈λz+, z+〉−
∥∥(p, q)∥∥2)
= σα+β−2
(
1
2
s2λ − ∥∥(p, q)∥∥2) (2.16)
by (2.2), (2.4), (2.3), (2.5) and z+ = (p+, q+) ∈ E+ is a fixed eigenvector of L associated
to an eigenvalue λ and ‖z+‖ = 1. From hypothesis (H1) we see that for s = 0,
JK(z) 0. (2.17)
Since
∫ T
0 sinωjt dt = 0,
∫ T
0 cosωjt dt = 0, (p+, q+) ∈ E+, (p, q) ∈ E−, and definition of
E+,E− we obtain
T∫
0
(
σβ−1(sp+ + p) +p0
)
dt =
T∫
0
p0 dt = T · p0. (2.18)
It follows from (2.18) and Ho¨lder inequality that
|p0| = 1
T
∣∣∣∣∣
T∫
0
(
σβ−1(sp+ + p) + p0
)
dt
∣∣∣∣∣
 1
T
T∫
0
∣∣σβ−1(sp+ + p) + p0∣∣dt
 1
T
( T∫
0
∣∣σβ−1(sp+ + p) + p0∣∣α dt
)1/α
·
( T∫
0
1α/(α−1)
)(α−1)/α
= (T )−1/α∥∥σβ−1(sp+ + p) + p0∥∥α.
Then, we have
T |p0|α 
∥∥σβ−1(sp+ + p)+ p0∥∥αα. (2.19)
From (2.19) we obtain
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∥∥(sp+ +p)∥∥αα =
T∫
0
∣∣σβ−1(sp+ + p)∣∣α dt
 2α
T∫
0
(∣∣σβ−1(sp+ + p)+ p0∣∣α + |p0|α)dt
= 2α(∥∥σβ−1(sp+ + p)+ p0∥∥αα + T |p0|α)
 2α+1
∥∥σβ−1(sp+ + p) + p0∥∥αα. (2.20)
By (2.19) and (2.20), we have
σ (β−1)α
∥∥(sp+ +p)∥∥αα + T |p0|α
 2α+1
∥∥σβ−1(sp+ + p)+ p0∥∥αα + ∥∥σβ−1(sp+ + p)+ p0∥∥αα
 2α+2
∥∥σβ−1(sp+ + p)+ p0∥∥αα,
i.e., ∥∥σβ−1(sp+ + p) +p0∥∥αα  12α+2
(
σ (β−1)α
∥∥(sp+ + p)∥∥αα + T |p0|α). (2.21)
Similarly, one has∥∥σα−1(sq+ + q)+ q0∥∥ββ  12β+2
(
σ (α−1)β
∥∥(sq+ + q)∥∥ββ + T |q0|β). (2.22)
Taking c6 = c1 min{1/2α+2,1/2β+2}, for every point in Q we have from Lemma 2.1,
(2.21) and (2.22),
T∫
0
HK(z, t) dt  c1
(∥∥σβ−1(sp+ + p)+ p0∥∥αα + ∥∥σα−1(sq+ + q)+ q0∥∥ββ)− T c2
 c6
(
σ (β−1)α‖sp+ +p‖αα + σ (α−1)β‖sq+ + q‖ββ
+ T (|p0|α + |q0|β))− T c2. (2.23)
We assume now that α  β (the case α  β can be treated in an analogous way). By the
triangle inequality we have
‖sp+‖α  12‖sp+ + p‖α +
1
2
‖sp+ − p‖α. (2.24)
From Lemma 2.3 and the fact that for all z ∈ Lγ , ¯¯z = −z, one has for (p, q) ∈ E−,
p¯ = q, ¯¯p = q¯, −p = q¯. (2.25)
Similarly, for (p+, q+) ∈ E+ we obtain
p+ = q¯+. (2.26)
From (2.25), (2.26) and Marchel Riesz’s theorem in Section 12.9 of [32], one obtains
‖sp+ − p‖α = ‖sq¯+ + q¯‖α  C0‖sq+ + q‖α. (2.27)
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‖sq+ + q‖αα =
T∫
0
|sq+ + q|α · 1 dt

( T∫
0
|sq+ + q|α·(β/α) dt
)α/β
·
( T∫
0
1β/(β−α) dt
)(β−α)/β
= ‖sq+ + q‖αβ · T (β−α)/β. (2.28)
Taking c7 = 12C0T (β−α)/(αβ), from (2.24), (2.27) and (2.28) we obtain
‖sp+‖α  12‖sp+ + p‖α + c7‖sq+ + q‖β, (2.29)
and then the existence of a constant c > 0 for all s > 0, (p, q) ∈ E− follows such that
‖sp+ + p‖α  sc (2.30)
or
‖sq+ + q‖β  sc. (2.31)
Otherwise, for every c > 0, there exists s > 0 and (p, q) ∈ E− such that
‖sp+ + p‖α  sc, |sq+ + q‖β  sc. (2.32)
Then, from (2.29) and (2.32) we have
‖sp+‖α  sc
(
1
2
+ c4
)
.
Thus, ‖p+‖α  (1/2 + c4)c. Since c is random, we obtain p+ = 0. And we have q+ = 0
from Lemma 2.4. It contradicts that ‖(p+, q+)‖ = 1. In case that (2.30) holds, it follows
from (2.16) and (2.23) that
JK(z)
1
2
σα+β−2λs2 − c6cασ (β−1)αsα + T c2. (2.33)
In case (2.31) holds, it follows from (2.16) and (2.23) that
JK(z)
1
2
σα+β−2λs2 − c6cβσ (α−1)βsβ + T c2. (2.34)
Choosing s = σ , and taking σ large enough it follows from 1/α + 1/β < 1, (2.33) and
(2.34) that
JK(z) 0. (2.35)
Finally we choose M . Given s ∈ (0, σ ) we have from (2.16) and (2.23) that
JK(z)
1
2
σα+β−2λs2 − σα+β−2∥∥(p, q)∥∥2 − T c6(|p0|α + |q0|β)− T c2
 1λσα+β − σα+β−2∥∥(p, q)∥∥2 − T c6(|p0|α + |q0|β)− T c2,2
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JK(z) 0. (2.36)
Thus, from (2.17), (2.35) and (2.36) we obtain
JK(z) 0 ∀z ∈ ∂Q. 
Lemma 2.9. JK satisfies (I1)–(I3).
Proof. From (2.1) and (2.2) we have
JK(z) = A(z)−
T∫
0
HK(z, t) dt = 12B(z, z)−
T∫
0
HK(z, t) dt
= 1
2
〈Lz, z〉 −
T∫
0
HK(z, t) dt.
Taking ΨK(z) =
∫ T
0 HK(z, t) dt , then for all u ∈ E we obtain
(
J ′K(z),u
)= 〈Lz,u〉 −
T∫
0
∇HK(z, t) · udt = 〈Lz,u〉 −
〈∇ΨK(z),u〉.
So ∇JK = L + (−∇ΨK), where L is a linear bounded selfadjoint operator and (−∇ΨK)
is a compact operator. Thus, JK satisfies (I1) and (I2).
From the definition of L, one has
〈Lz,η〉 =
T∫
0
p · ψ˙ + φ · q˙ dt,
where z = (p, q) and η = (φ,ψ) are elements in E. By analyzing in term of the Fourier
series we easily obtain that
L(p,q) = (q¯,−p¯). (2.37)
It is well known that
exp(vL) = 1 + vL + 1
2!v
2L2 + 1
3!v
3L3 + 1
4!v
4L4 + · · · ,
cosh(vL) = 1 + 1
2!v
2L2 + 1
4!v
4L4 + · · · ,
sinh(vL) = vL + 1
3!v
3L3 + 1
5!v
5L5 + · · · .
Thus, from (2.37) and recalling that ¯¯p = −p for every p ∈ Lγ one obtains
exp(vL)(p,0) = cosh(v)(p,0) − sinh(v)(0, p¯) (2.38)
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exp(vL)(0, q) = cosh(v)(0, q)− sinh(v)(q¯,0). (2.39)
Adding (2.38) and (2.39) we have
exp(vL)(p, q) = (cosh(v)p − sinh(v)q¯, sinh(v)p¯ + cosh(v)q). (2.40)
We can give an explicit formula for Bˆ . Given z ∈ X we write z = (p, q) + z0, where
(p, q) ∈ E0 and z0. First we obtain a formula for Bˆ(p, q). From (2.8), (2.9), (2.40) and
noting that p¯ = q when (p, q) ∈ E− one has
B−11 exp(vL)B2(p, q) = (a3p,a4q), (2.41)
where
a3 = 1
ρβ−1
(
cosh(v)σβ−1 − sinh(v)σα−1)
and
a4 = 1
ρα−1
(− sinh(v)σβ−1 + cosh(v)σα−1).
Using the formula for the projection into E− given in Lemma 2.5 and Lemma 2.3 from
(2.41) we obtain
Bˆ(p, q) = PX(a3p,a4q) = 12 (a3p,a4q)−
1
2
L(a3p,a4q)
= 1
2
(a3p,a4q)+ 12 (a4p,a3q) =
1
2
(a3 + a4)(p, q) := 12a5(p, q).
An easy computation shows that
a5 =
(
σβ−1
ρβ−1
+ σ
α−1
ρα−1
)
cosh(v) −
(
σα−1
ρβ−1
+ σ
β−1
ρα−1
)
sinh(v).
If we assume σ > 1 and ρ < 1 it is easy to see that a5 > 0. Then we have
Bˆ
(
(p, q)+ z0
)= 1
2
a5(p, q)+
(
1
ρβ−1
p0,
1
ρα−1
q0
)
so that Bˆ is invertible. Thus, (I3) is satisfied. 
Proof of Theorem 1.1. Using Lemmas 2.6–2.9, the hypothesis of Theorem 2.2 is satisfied.
Thus a critical point zK of JK with critical value cK  δ characterized by
cK = inf
h∈Γ supz∈Q
I
(
h(z,1)
)
. (2.42)
Next we show that as a consequence of hypothesis (H4) for K large enough ‖zK‖∞ <K so
that zK is a solution of (1.1). Recalling that the constants σ and M are independent of K ,
from (2.7) we obtain that Q is a bounded set. Thus, there is a constants c8 > 0 satisfying
280 S.-J. Chen, C.-L. Tang / J. Math. Anal. Appl. 297 (2004) 267–284that ‖z‖ c8 for every z ∈ Q. Then, from (H1), the definition of HK , and the boundedness
of Q, taking h = id ∈ Γ from (2.42) we obtain
cK  sup
z∈Q
JK(z)
1
2
〈Lz, z〉 1
2
c8‖L‖.
Denoting zK = (pK,qK) we have
1
2
c8‖L‖ cK = JK(zK) = JK(zK)− J ′K(zK) · pK
= −
T∫
0
(
HK(zK, t) − HKp(zK, t) · pK
)
dt. (2.43)
Similarly, one has
1
2
c8‖L‖−
T∫
0
(
HK(zK, t) − HKq(zK, t) · qK
)
dt. (2.44)
Multiplying (2.43) by 1/α, (2.44) by 1/β , and adding we obtain
(
1
α
+ 1
β
)
c8‖L‖−
((
1
α
+ 1
β
)) T∫
0
HK(zK, t) dt
+
T∫
0
1
α
HKp(z, t) · pK + 1
β
HKq(z, t) · qK dt. (2.45)
Then, using hypothesis (H2) that is also satisfied by HK with the same constants
1
2
(
1
α
+ 1
β
)
‖L‖c8 
(
1 −
(
1
α
+ 1
β
)) T∫
0
HK(zK, t) dt. (2.46)
Using Lemma 2.1 from (2.46) we obtain that for a constant c9 independent of K ,
‖pK‖αα + ‖qK‖ββ  c9. (2.47)
Since zK satisfies (1.1) we have from hypothesis (H4) and (2.45) that
‖z˙K‖1 =
T∫
0
∣∣HKz(zK, t)∣∣dt
 a
T∫
0
(
1
α
HKp(zK, t) · pK + 1
β
HKq(zK, t) · qK
)
dt + T b c10 (2.48)
with c10 independent of K . Then (2.47) and (2.48) give that ‖zK‖∞ is bounded indepen-
dent of K , which finishes the proof. 
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the change of variables τ = k−1t . Thus z(t) is a 2kπ periodic solution of (1.1), ζ(τ ) =
z(kτ) satisfies
dζ
dτ
= kJHz(ζ, kτ ), (2.49)
by
dζ(τ )
dτ
= k · dz(kτ)
dkτ
= kJHz
(
z(kτ), kτ
)= kJHz(ζ(τ ), kτ ).
We seek a 2π periodic solution of (2.49). Since kH(z, kτ ) satisfies (H0)–(H4), Theo-
rem 1.1 provides a critical point ζk,K(τ ) ∈ E of
Jk,K(ζ )= A(ζ )− k
2π∫
0
HK(ζ, kτ ) dt,
where K depends on k, which for appropriately large K is a classical solution of (2.49).
Let ζk(τ ) is a classical solution of (2.49). Note that ζ1(kτ ) also satisfies (2.49) by
dζ1(kτ )
dτ
= k · dζ1(kτ )
dkτ
= k ·JHz
(
ζ1(kτ ), kτ
)
.
Taking
Jk(ζ ) = A(ζ )− k
2π∫
0
H
(
ζ(τ ), kτ
)
dτ,
if ζ1(kτ ) = ζk(τ ), we have
Jk(ζk) = A
(
ζk(τ )
)− k
2π∫
0
H
(
ζk(τ ), kτ
)
dτ
=
2π∫
0
pk(τ ) · dqk(τ )
dτ
dt − k
2π∫
0
H
(
ζk(τ ), kτ
)
dτ
= k
2π∫
0
(
p1(kτ ) · dq1(kτ )
dkτ
− H (ζ1(kτ ), kτ )
)
dτ
=
2kπ∫
0
(
p1(s) · dq1(s)
ds
− H(ζ1(s), s)
)
ds = kJ1(ζ1).
Thus, one has
dk ≡ Jk(ζk) = kJ1(ζ1) = kd1.
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that this is impossible since dk is bounded from above independently of k. Recall from
Theorem 2.2, (2.16) and (H1) that
dk  sup
z∈Q
Jk,K(z)
= sup
0sσ,0‖(p,q)+z0‖M
(
σα+β−2
(
1
2
λs2 − ∥∥(p, q)∥∥2)− k
2π∫
0
HK(z, kτ) dτ
)
 λ
(
σ(k)
)α+β
,
where we have written σ(k) to emphasize its dependence on k. The parameter σ(k) was
determined in (2.33) and (2.34) when s = σ . The corresponding equation satisfied by σ(k)
is
1
2
λσα+β − kc6cασαβ + 2kπc2  0
or
1
2
λσα+β − kc6cβσαβ + 2kπc2  0
for all σ  σ(k). It follows that
σ(k) = max
{(
λ
kc6cα
)1/(αβ−(α+β))
,
(
4πc2
c6cα
)1/(αβ) }
or
σ(k) = max
{(
λ
kc6cβ
)1/(αβ−(α+β))
,
(
4πc2
c6cβ
)1/(αβ)}
,
which implies that {σ(k) | k ∈ N} is bounded. Thus the critical values dk are bounded and
therefore there is k1 such that ζ1(kτ ) = ζk(τ ) for all k  k1. Reapplying what we have
just shown to the 2π periodic function k1H(z, k1τ ) it follows that there is a sequence of
nonzero 2π periodic solutions zj (τ ) to
dz
dτ
= jk1JHz(z, jk1τ ) (2.50)
with zj (τ ) = z1(jτ ) for all j  k2. Moreover, from the form of (2.50) and the correspond-
ing variational problem, zj (τ ) = ζjk1(τ ) and zj (τ ) = ζ1(jk1τ ) for all j  k2. It follows
that we have a sequence
ζ1(t), ζk1
(
t
k1
)
, ζk1k2
(
t
k1k2
)
, . . . ,
of distinct nonzero solutions of (1.1) and the proof is complete. 
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