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Abstract
For d ≥ 2 and G a finite abelian group, define Td(G) to be the minimum number of vertices n
so that there exists a simplicial complex X on n vertices which has the torsion part of Hd−1(X)
isomorphic to G. Here we use the probabilistic method, in particular the Lova´sz Local Lemma,
to establish an upper bound on Td(G) which matches the known lower bound up to a constant
factor. That is, we prove that for every d ≥ 2 there exist constants cd and Cd so that for any
finite abelian group
cd(log |G|)1/d ≤ Td(G) ≤ Cd(log |G|)1/d.
1 Introduction
For an abelian group A, let AT denote the torsion subgroup of A. Given a d-dimensional sim-
plicial complex X on n vertices, it is natural to ask which finite abelian groups could appear as
Hd−1(X)T . One of the earliest, and perhaps most surprising, answers to this question comes
from Kalai’s groundbreaking paper on Q-acyclic complexes [7]. A d-dimensional Q-acyclic com-
plex on n vertices is defined in [7] to be a simplicial complex X on n vertices with complete
(d − 1)-skeleton so that Hd(X) = 0 and Hd−1(X) is finite. Thus Q-acyclic complexes are
higher-dimensional analogues of trees, and the main result of [7] is the following generalization
of Cayley’s formula:
Theorem (Theorem 1 of [7]). For any n ∈ N and any dimension d ≥ 2, let Cn,d denote the
collection of d-dimensional Q-acyclic complexes on vertex set [n] then∑
X∈Cn,d
|Hd−1(X)|2 = n(
n−2
d ).
As a corollary to this result, Kalai shows that for every dimension d ≥ 2 there is a positive
constant kd so that,
E(|Hd−1(X)|2) ≥ exp(2kdnd)
where X is taken uniformly from Cn,d. Furthermore, [7] observes that the maximum size
of Hd−1(X)T for X a d-dimensional simplicial complex on n vertices is bounded above by
exp(Kdn
d) for some constant Kd depending only on d. Thus for every n ∈ N and d ≥ 2,
exp(kdn
d) ≤ max
X⊆∆n−1
|Hd−1(X)T | ≤ exp(Kdnd).
This result establishes the existence of small complexes with exceptionally large torsion in
homology. Furthermore, we can observe the phenomenon of enormous torsion in homology ex-
plicitly, though currently only for a few classes of simplicial complexes. For example, [9] and
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[14] provide one of the only known classes of explicit constructions for Q-acyclic complexes.
These complexes are called sum complexes, and may be observed to have large torsion in ho-
mology. For n ∈ N and A a subset of Z/nZ, [9] defines the sum complex XA on n vertices to be
the (|A| − 1)-dimensional complex with vertex set Z/nZ, complete (|A| − 2)-skeleton and each
possible top-dimensional face included if and only if the sum of the vertices that determine it
belong to A. The main result of [9] is that if n is prime then XA is always a Q-acyclic complex.
We seem to get interesting examples of simplicial complexes with torsion in homology from this
class of simplicial complexes. For example if X is the sum complex X{0,1,3} on 41 vertices then
H1(X) ∼= Z/83Z⊕ Z/83Z⊕ Z/313,156,754,870,106,981,917,996,329,463Z.
Table 1 gives some examples of Q-acyclic sum complexes to show how large torsion can be for
a d-complex on n vertices. The dimension of each example is implicit from the set A, since
d = |A| − 1.
A |V (XA)| Approximate size of Hd−1(XA)T
{0, 1, 3} 41 2.157 × 1033
{0, 2, 7} 43 1.205 × 1063
{0, 6, 21} 53 1.972 × 1084
{0, 2, 3, 4} 19 2.758 × 1029
{0, 1, 3, 4} 23 4.493 × 1038
{0, 1, 5, 11} 29 3.730 × 10253
{0, 1, 3, 4, 5} 13 4.118 × 1016
{0, 2, 7, 8, 9} 17 4.011 × 10102
{0, 1, 2, 3, 6} 19 2.377 × 10150
Table 1: Examples of torsion groups in homology of sum complexes
A second source of interesting examples comes from the torsion burst in the Linial–Meshulam
model of random simplicial complexes. The torsion burst in the Linial–Meshulam refers to the
apparent emergence of torsion in the codimension-1 homology group immediately before the
first nontrivial cycle appears in top homology, that is around the threshold found in [2, 10].
For example, computational experiments examining the torsion burst in the Linial–Meshulam
model in [6] found a 5-dimensional simplicial complex X on 16 vertices with
H4(X) ∼= Z36 ⊕ Z/1,147,712,621,067,945,810,235,354,141,226,409,657,574,376,675Z.
This phenomenon of enormous torsion in homology in this random setting has been observed
experimentally, for example by [11] and by [6] but the reason it occurs remains unknown. Nev-
ertheless, Table 2 provides examples of randomly generated simplicial complexes with torsion in
homology coming from the Linial–Meshulam torsion burst. For more background on the torsion
burst, see [6].
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d n Approximate size of Hd−1(X)T
2 50 27288
2 100 9.236 × 1058
2 150 6.691 × 10205
2 200 3.102 × 10406
3 20 516194
3 30 8.503 × 1082
3 40 7.832 × 10294
3 50 3.423 × 10722
4 15 4464
4 20 3.172 × 1094
4 25 3.099 × 10388
5 14 35162606
5 17 7.521 × 1082
5 20 2.451 × 10389
Table 2: Examples of torsion groups in homology from the torsion burst of random complexes
While [6, 7, 9] provide results and examples establishing that small complexes can have large
torsion in homology, our purpose here is to answer an inverse question: for a finite abelian group
G and dimension d ≥ 2, how many vertices are necessary to construct a d-dimensional simplicial
complex X so that Hd−1(X)T is isomorphic to G? Towards answering this question, we define
for d ≥ 2 and G a finite abelian group, Td(G) as the minimal number of vertices n so that there
is a simplicial complex X on n vertices with the torsion part of Hd−1(X) isomorphic to G.
Some results on triangulating projective space, see for example [8, 12, 21], may be used to
provide upper bounds on Td(Z/2Z) for any dimension d. Additionally, for d = 2 and m ∈ N,
one may use a “repeated squares” presentation of Z/mZ to show that T2(Z/mZ) = O(logm).
Such a construction is described by David Speyer on a MathOverflow post [20] responding to
a question of John Palmieri [18]. Speyer’s construction provides inspiration for the first part of
our construction used in the proof of our main theorem. Our main theorem is the following:
Theorem 1. For every d ≥ 2, there exist constants cd and Cd so that for any finite abelian
group G,
cd(log |G|)1/d ≤ Td(G) ≤ Cd(log |G|)1/d.
The lower bound is already known. Indeed it is given by the following theorem, which
appears to be first due to [7] but a result like this also appears in [19] who attributes it to
Gabber. A proof may be found in, for example, [7] or [5].
Theorem (Theorem 4, part 1 of [7]). If X is a d-dimensional simplicial complex on n vertices
then |Hd−1(X)T | ≤
√
d+ 1
(n−2d ).
We should note here that [7] states the above theorem for X a d-dimensional Q-acyclic com-
plex on n vertices, however it can be checked that this implies the result over all d-dimensional
simplicial complexes on n vertices, see for example [5].
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2 Overview of the proof
Let X be a finite simplicial complexes. Denote by ∆i,j(X) the maximum degree of an i-
dimensional face in j-dimensional faces, that is
∆i,j(X) = max
σ∈skeli(X)
|{τ ∈ skelj(X) | σ ⊆ τ}|,
where skelk(X) denotes the set of k-dimensional faces of X . We denote by ∆(X) the maxi-
mum over i and j of ∆i,j(X). Throughout the proof of Theorem 1, it will be important that
∆(X) is bounded, for various simplicial complexes X . Of course, if X is a simplicial complex
and ∆0,1(X) is bounded by some constant then ∆(X) is bounded by a constant depending on
∆0,1(X). Nevertheless, in the interest of simplifying statements and proofs, it is convenient to
have the notation ∆(X) and a single bound for it.
With this notation in hand, we are ready to give an outline of the proof of the main theorem.
The goal of the paper will be to provide a construction, given a dimension d ≥ 2, which proves
that the upper bound in the statement of Theorem 1 is correct. The first step will be to prove
the following lemma.
Lemma 1. For every d ≥ 2, there exists a constant K depending only on d so that for every
finite abelian group G there is a d-dimensional simplicial complex X on at most K log2 |G|
vertices with ∆(X) ≤ K − 1 and Hd−1(X)T isomorphic to G.
Of course this lemma alone does not prove the upper bound in Theorem 1, but using this ini-
tial construction we will build a smaller complex which does. Towards explaining this “reduction
step” we introduce the following definition.
Definition. If X is a simplicial complex with a coloring c of V (X) we define the pattern of a
face to be the multiset of colors on its vertices. If c is a proper coloring, in the sense that no
two vertices connected by an edge receive the same color, we define the pattern complex (X, c)
to be the simplicial complex on the set of colors of c so that a subset S of the colors of c is a
face of (X, c) if and only if there is a face of X with S as its pattern. It is easy to see that this
is a simplicial complex. Indeed if S is a set of colors which is a pattern for some face σ of X
then for any S′ ⊆ S, S′ is a pattern for some face of σ.
The relevant fact about the pattern complex (X, c) that we will use is the following lemma:
Lemma 2. If X is a d-dimensional simplicial complex and c is a proper coloring of the vertices
of X so that no two (d − 1)-dimensional faces of X have the same pattern then the complex
(X, c) has Hd−1(X)T ∼= Hd−1((X, c))T .
Proof. Suppose that V (X) is colored properly by c with no two (d − 1)-dimensional faces re-
ceiving the same pattern. We can define a simplicial map f : X → (X, c) sending each vertex v
to c(v). Since no two (d − 1)-dimensional faces receive the same pattern, we also have that no
two d-dimensional faces receive the same pattern. Therefore f induces a homeomorphism from
X/X(d−2) to (X, c)/(X, c)(d−2). Now, taking the quotient of a d-dimensional CW-complex
by its (d − 2)-skeleton preserves the torsion part of the (d − 1)st homology group. (This
follows, for example, from theorem 2.13 from [4].) Thus Hd−1(X)T ∼= Hd−1(X/X(d−2))T ∼=
Hd−1((X, c)/(X, c)
(d−2))T ∼= Hd−1((X, c))T .
Thus the second step in the proof of Theorem 1 will be to show that there is a coloring
of the vertices of the initial construction in a way that the pattern complex will be the final
construction that we want. This is accomplished using the probabilistic method in proving the
following lemma in Section 4.
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Lemma 3. Let X be a d-dimensional simplicial complex, for d ≥ 2, on n vertices with ∆(X) ≤
K − 1 for some integer K ≥ 5, then there exists a proper coloring c of V (X) having at most
18K8d6 d
√
n colors so that no two (d− 1)-dimensional faces of X receive the same pattern by c.
Now assuming Lemmas 1 and 3 we give the proof of the upper bound in Theorem 1.
Proof of the upper bound in Theorem 1. Fix d ≥ 2, and let G be a finite abelian group. By
Lemma 1 there exists a constant K ≥ 5 depending only on d and a simplicial complex X with
Hd−1(X)T ∼= G, ∆(X) ≤ K− 1, and |V (X)| ≤ K log2 |G|. Now by Lemma 3, there is a coloring
c of the vertices of X with at most 18K8d6 d
√
K log2 |G| colors so that no two (d−1)-dimensional
faces of X receive the same pattern by c. Therefore by Lemma 2, Hd−1((X, c))T ∼= G, and so
Td(G) ≤ |V ((X, c))| ≤ 18K
8+d−1d6
d
√
log 2
d
√
log |G|,
proving Theorem 1 with Cd = 18K
8+d−1d6/ d
√
log 2.
3 The Initial Construction
It is easy to see that Lemma 1, the first step in our proof of Theorem 1, is implied by the
following special case:
Lemma 4. For every d ≥ 2 there exists a constant K depending only on d so that for every
integer m ≥ 2 there is a d-dimensional simplicial complex X on at most K log2m vertices with
∆(X) ≤ K − 1 and Hd−1(X)T isomorphic to Z/mZ.
Proof of Lemma 1 from Lemma 4. Fix d and let G = Z/m1Z ⊕ Z/m2Z ⊕ · · · ⊕ Z/mlZ with
m1|m2| · · · |ml be an arbitrary finite abelian group. By Lemma 4, there is a constant K so
that for each i ∈ [l] there exists Xi so that Hd−1(Xi)T ∼= Z/miZ with ∆(Xi) ≤ K − 1 and
|V (Xi)| ≤ K log2(mi). Let X be the disjoint union of all the Xi. Clearly, ∆(X) ≤ K − 1,
Hd−1(X)T ∼= G, and |V (X)| ≤
∑l
i=1K log2(mi) = K log2(m1m2 · · ·ml) = K log(|G|).
The main purpose of this section and Section 5 will be to prove Lemma 4. We will prove this
theorem by giving an explicit construction which we call the sphere-and-telescope construction.
The idea is to construct a space with a “repeated squares presentation” of Z/mZ as Hd−1(X)T .
Given m, write its binary expansion as m = 2n1 + · · ·+ 2nk with 0 ≤ n1 < n2 < · · · < nk, then
Z/mZ is given by the abelian group presentation
〈γ0, γ1, ..., γnk | 2γ0 = γ1, 2γ1 = γ2, ..., 2γnk−1 = γnk , γn1 + γn2 + · · ·+ γnk = 0〉.
The goal is to construct a simplicial complex with this presentation as the presentation for
Hd−1(X)T so that each γi is a homology class of Hd−1(X) represented by the boundary of a
d-simplex zi. This will be accomplished by constructing two simplicial complexes Y1 and Y2
and attaching them to one another to build X . The required properties of Y1 and Y2 will
be that Hd−1(Y1) ∼= 〈γ0, γ1, ..., γnk | 2γ0 = γ1, ..., 2γnk−1 = γnk〉, Hd−1(Y2) ∼= 〈τ1, τ2, ..., τk |
τ1 + τ2 + · · ·+ τk = 0〉, and that Y1 and Y2 may be attached to one another in such a way that
at the level of (d− 1)st homology γni is identified to τi for all i ∈ {1, 2, ..., k}.
To illustrate the idea of the construction, Figure 1 shows that topological space that we
would build in the case that m = 25 and d = 2. The full triangulation is omitted, but it is
the space we construct up to homeomorphism. On the righthand side of the figure we have
the telescope portion of the construction. Each segment is a punctured projective plane, or
equivalently the mapping cylinder for the degree 2 map from S1 to S1. With the labeling
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on each copy of the punctured projective plane, at the level of homology we have the relators
2γ0 = γ1, 2γ1 = γ2, 2γ2 = γ3, and 2γ3 = γ4 where γ0, ..., γ4 are homology classes each represented
by an S1. The lefthand side is the sphere portion of the construction, though in reality it is a
multipunctured sphere. With the labeling on the cycles we have that the first homology group of
this space is given by 〈γ0, γ1, γ3 | γ0 + γ3 + γ4 = 0〉. According to the identifications of different
copies of S1 in the figure we get that the torsion part of the first homology group for this space
is given by 〈γ0, ..., γ4 | 2γ0 = γ1, ..., 2γ3 = γ4, γ0 + γ3 + γ4 = 0〉 thus we have that the homology
class γi = 2
iγ0, and since 25 = 2
0+23+24 we have that the torsion part of the homology group
is Z/25Z. It is also worth pointing out that we do get three free homology classes by how we
attach the segments of the telescope as handles to the sphere.
γ0
γ3
γ4
γ0γ0
γ1γ1
γ3γ3
γ2γ2
γ1
γ2
γ3
γ4
Figure 1: The topological space which we triangulate in our construction for m = 25
In higher dimensions the idea is exactly the same, but we increase the dimension of the
building blocks appropriately. The new free homology classes created by attaching the telescope
to the sphere will always occur in H1, and so in fact in higher dimensions the (d−1)st homology
group will be exactly the torsion group we want; there will be no free part.
In this section we prove Lemma 4 in the d = 2 case. The full details for the construction
in an arbitrary number of dimensions is given as Section 5 however the d = 2 case illustrates
the idea without having to get into all of the more technical details that are necessary in higher
dimensions. Furthermore, a good understanding of the d = 2 case helps in understanding the
general case.
Lemma (Statement of Lemma 4 for d = 2). For every integer m ≥ 2, there exists a simplicial
complex X so that ∆(X) ≤ 34, |V (X)| ≤ 50 log2m, and H1(X)T ∼= Z/mZ.
Proof. Let m be given. Write m in its binary expansion m = 2n1 + 2n2 + · · · + 2nk with
0 ≤ n1 < n2 < · · · < nk. We first build the telescope portion of the construction. This
is accomplished by attaching several copies of the standard triangulation of the punctured
projective plane end-to-end (The triangulation is the one obtained by taking the triangulation
of the projective plane obtained from antipodal identification on the icosahedron and removing a
single face.) Explicitly the telescope portion of the construction, denoted Y1, is the 2-dimensional
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simplicial complex with vertex set v0, v1, v2, v3, , ..., v3nk+2 having as its facets:
skel2(Y1) = {[v3i, v3i+1, v3i+4], [v3i+1, v3i+2, v3i+4], [v3i+2, v3i+4, v3i+5], [v3i, v3i+2, v3i+5],
[v3i, v3i+1, v3i+5], [v3i+1, v3i+3, v3i+5], [v3i+1, v3i+2, v3i+3], [v3i, v3i+2, v3i+3],
[v3i, v3i+3, v3i+4] | i = 0, 1, 2, ..., (nk − 1)}
The faces of Y1 are easier to see from a picture. Figure 2 shows a “building block” of Y1, the
triangulated projective plane with a face removed. The full set of faces of Y1 are the faces in
Figure 2 as i ranges over {0, 1, 2, ..., (nk − 1)}.
v3i
v3i+1
v3i+2
v3i
v3i+1
v3i+2
v3i+5
v3i+3 v3i+4
Figure 2: The building block for the telescope construction
If we order the vertices according to their natural ordering and let that ordering induce an
orientation on all the edges and faces of Y1 then letting γi denote the 1-cycle of Y1 represented
by [v3i, v3i+1] − [v3i, v3i+2] + [v3i+1, v3i+2] for i ∈ {0, 1, 2, ..., nk}, we have that 2γi − γi+1 is a
1-boundary of Y1 for all i ∈ {0, ..., nk − 1}. Now H1(Y1) can be presented as 〈γ0, γ1, ..., γnk |
2γ0 = γ1, 2γ1 = γ2, ..., 2γnk−1 = γnk〉. (There is a bit to do to check this; one way to check
is by induction on nk, if nk = 1, then Y1 is just the triangulated projective plane with 1 face
removed. The inductive step follows from the Mayer–Vietoris sequence; full details for this are
provided in Section 5.4.) Note that ∆(Y1) ≤ 10 and |V (Y1)| = 3(nk + 1).
Next we construct a complex Y2 which we will attach to Y1 in a certain way to build our
complex X . As the name of the construction and Figure 1 suggest, Y2 will be the “sphere”
portion of our construction. Indeed we will construct Y2 by simply removing the right number
of faces from a certain triangulation of S2. However, we have to keep the degree of the complex
bounded regardless of m, so we want to choose our triangulation of S2 carefully. Toward that
we use the following lemma to get a triangulation of S2 from which we delete faces to obtain
Y2. We prove this as Lemma 9 in Section 5.3.
Lemma 5. For every k ∈ N there exists a triangulation T = T (k) of S2 so that ∆0,1(T ) ≤ 24,
V (T ) = 7k + 16, and T has k 2-dimensional faces which are vertex-disjoint and have no edges
from the vertices of one to the vertices of another.
To build Y2, start by using Lemma 5 to get a triangulation of S
2, T with ∆(T ) ≤ 24
(this follows from the statement since ∆0,1(T ) ≤ 24 and every edge is contained in exactly
two faces), |V (T )| ≤ 7(2k) + 16, and 2k 2-dimensional faces, t1, t2, ..., t2k which are ver-
tex disjoint from one another and have no edges from the vertices of one to the vertices of
7
another. Now assign an ordering to the vertices of T and give the faces of T the orienta-
tion induced by this ordering. Since T is a triangulated 2-sphere there is a 2-chain (x1, ..., xl)
(where l is the number of 2-dimensional faces of T ) so that |xi| = 1 for all i and so that
∂2(x1, ..., xl) = 0 where ∂2 denotes the top-dimensional boundary matrix of T . Now without
loss of generality at least k of the faces t1, t2, ..., t2k have a coefficient of −1 in the 2-chain
x. It follows that k of these faces may be removed to create an oriented simplicial complex,
which we call Y2, which has H1(Y2) = 〈τ1, τ2, ..., τk | τ1 + τ2 + · · · + τk = 0〉 where each τi
represents the positively-oriented boundary of a removed face. For each i, let w3i, w3i+1, w3i+2
denote the vertices of the face boundary representing τi. That is, τi is represented by the 1-cycle
[w3i, w3i+1]− [w3i, w3i+2] + [w3i+1, w3i+2] where w3i < w3i+1 < w3i+2 in the vertex ordering on
Y2.
Now Y1 and Y2 will be attached together in a particular way to build the complex X which
has H1(X)T ∼= Z/mZ. Let S denote the subcomplex of Y2 induced by w3, w4, w5, w6, ..., w3k,
w3k+1, w3k+2. Since the faces we deleted from T to build Y2 are vertex-disjoint and have no
edges between any two of them, S is a disjoint union of k triangle boundaries. Let f : S → Y1
be the simplicial map defined by w3i 7→ v3ni , w3i+1 7→ v3ni+1, and w3i+2 7→ v3ni+2. Now let
X = Y1 ⊔f Y2, that is, Y1 with Y2 attached along S via f (this is defined as a topological space
in Chapter 0 of [4] as the the quotient of the disjoint union of Y1 and Y2 by attaching each point
s ∈ S to its image f(s) in Y1). Since f is injective and S is an induced subcomplex of Y2, X is
a simplicial complex (this is proved as Lemma 6).
Now we use the Mayer–Vietoris sequence to show that H1(X) = Z
k−1 ⊕ Z/mZ. From the
Mayer–Vietoris sequence we have the following exact sequence:
H1(S)
h−−−−→ H1(Y2)⊕H1(Y1) g−−−−→ H1(X) −−−−→ H˜0(S) −−−−→ 0
We claim that (H1(Y1)⊕H1(Y2))/Im(h) ∼= Z/m. This follows since f has the effect of identifying
the 1-cycle [w3i, w3i+1]−[w3i, w3i+2]+[w3i+1, w3i+2] to the 1-cycle [v3ni , v3ni+1]−[v3ni , v3ni+2]+
[v3ni+1, v3ni+2], that is f identifies τi to γni . It follows that the image of h is 〈(τi,−γni)ki=1〉
therefore
(H1(Y1)⊕H1(Y2))/Im(h) ∼= 〈γ0, γ1, ..., γnk , τ1, ..., τk | 2γ0 = γ1, 2γ1 = γ2, ..., 2γnk−1 = γnk ,
τ1 + τ2 + · · ·+ τk = 0, γn1 = τ1, ..., γnk = τk〉
∼= 〈γ0, γ1, ..., γnk | 2γ0 = γ1, ..., 2γnk−1 = γnk , γn1 + γn2 + · · ·+ γnk = 0〉
∼= 〈γ0|(2n1 + 2n2 + · · ·+ 2nk)γ0 = 0〉
∼= Z/mZ.
Therefore the the image of g is isomorphic to Z/mZ and since H˜0(S) is free of rank k − 1,
exactness implies that H1(X) ∼= Zk−1 ⊕ Z/mZ.
Finally ∆(X) ≤ ∆(Y1) + ∆(Y2) ≤ 10 + 24 = 34. Also, k ≤ log2m+ 1 and nk ≤ log2m, and
therefore |V (X)| ≤ |V (Y1)|+|V (Y2)| ≤ 3(nk+1)+14k+16 ≤ 3(log2m+1)+14(log2m+1)+16 ≤
17 log2m+ 33 ≤ 50 log2m. This completes the proof.
We credit a portion of the construction in the d = 2 case of Lemma 4 to Speyer [20]. Indeed
the construction in [20] includes the same telescope portion that we have here. However, the
two constructions vary in how they add the relator γn1 + γn2 + · · ·+ γnk = 0 to the first homol-
ogy group. We use a different method for our construction in order to guarantee bounded degree.
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The construction to prove Lemma 4 in higher dimensions is similar. Givenm = 2n1+· · ·+2nk
with Z/mZ ∼= 〈γ0, γ1, ...γnk | 2γ0 = γ1, 2γ1 = γ2, ..., 2γnk−1 = γnk , γn1 + · · · + γnk = 0〉, our
goal is a simplicial complex X where each γi is represented by a positively-oriented d-simplex
boundary all of which are disjoint from one another, so that there is a d-chain with 2γi = γi+1
as its boundary for each i ∈ {0, 1, ..., nk−1}, and a d-chain with γn1 + · · ·+ γnk as its boundary.
4 The Final Construction
In this section we use the probabilistic method, in particular the Lova´sz Local Lemma, to show
how to finish the proof of Theorem 1 by proving Lemma 3; we save the details of the initial
construction when d > 2 for Section 5. We begin by stating the Lova´sz Local Lemma as it is
stated in Chapter 5 of [1].
Lova´sz Local Lemma ([3]). Let A1, A2, ..., An be events in an arbitrary probability space.
Suppose that each event Ai is mutually independent of all the other events Aj but at most t, and
that Pr[Ai] ≤ p for all 1 ≤ i ≤ n. If ep(t+ 1) ≤ 1 then Pr[
∧n
i=1Ai] > 0
We now prove Lemma 3. In proof, we implicitly treat d
√
n as an integer, when really we
mean ⌈ d√n⌉.
Proof of Lemma 3. We will find three colorings c1, c2, c3 of V (X) so that c1 is a proper coloring
of X(1), c2 has no pair of intersecting (d − 1)-dimensional faces receiving the same pattern,
and c3 has no pair of disjoint (d − 1)-dimensional faces receiving the same pattern. We then
let c = (c1, c2, c3), and c will have the required properties with |c| = |c1||c2||c3| and we will
show that this is bounded by the value in the statement. Finding c1 is easy; there is a proper
coloring of X(1) by at most K colors since the vertex degree is bounded above by K − 1, choose
such a proper coloring for c1. To show that c2 and c3 exist, we will use the Lova´sz Local Lemma.
We first show that there exists a coloring c2 on at most 3d
5K5 colors so that no pair of
intersecting (d− 1)-dimensional faces receive the same pattern by c2. We may define a graph H
from X by letting the vertices of H be the (d − 1)-dimensional faces of X with (σ, τ) ∈ E(H)
if and only if σ ∩ τ 6= ∅, a coloring of V (X) induces a coloring of H by the patterns on the
(d− 1)-dimensional faces. We wish to show that there is a coloring of V (X) by at most 3d5K5
colors which induces a proper coloring on H . Consider the probability space of colorings of
V (X) by coloring each vertex uniformly at random from among a set of 3d5K5 colors. For a
fixed (d− 1)-dimensional face σ, let Aσ denote the event that some neighbor of σ in H receives
the same pattern as σ.
By the bounded degree condition on X , for a (d− 1)-dimensional face σ the number of faces
τ so that (σ, τ) ∈ E(H) is at most dK. Now σ and τ are most likely to receive the same pattern
if they share (d− 1) vertices, and so the probability that σ and τ receive the same pattern is at
most ((d− 1)/(3d5K5))d−1 (This is an upper bound on the probability that the same multiset
of colors used for σ are used for τ given that σ and τ meet at a single vertex); this probability
is bounded above by 1/(3d5K5). Thus the probability of Aσ is bounded above by dK/(3d
5K5)
by a union bound over the neighbors of σ. We also observe that if the distance between σ and
τ in H is at least 4, then Aσ and Aτ are mutually independent as they are on disjoint vertex
sets. Indeed if Aσ and Aτ are not independent then some vertex v must appear both in a face
τ ′ in the closed neighborhood of τ in H and in some face σ′ in the closed neighborhood of σ
in H . Thus there is a path σ, σ′, τ ′, τ of length at most 3 from σ to τ . It follows that each Aσ
is mutually independent from all Aτ but at most (dK)
4. Thus we may apply the Lova´sz Local
Lemma since
e
dK
3d5K5
(d4K4 + 1) ≤ 3d5K5/(3d5K5) = 1.
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It follows that there is a coloring so that no Aσ holds, i.e. a coloring so that no two intersecting
(d− 1)-dimensional faces receive the same pattern. Let c2 be one of these colorings.
We now handle the disjoint (d− 1)-dimensional faces, again using the Lova´sz Local Lemma.
Consider the probability space of colorings of V (X) by coloring each vertex uniformly at random
from among a set of 6K2d d
√
n colors. For σ and τ disjoint (d − 1)-dimensional faces, let A(σ,τ)
denote the event that σ and τ receive the same pattern. We have that
Pr(Aσ,τ ) ≤ d
d
6dK2dddn
=
1
6dK2dn
.
As in the case for σ ∩ τ 6= ∅, the bound on the probability above comes from an upper bound
on the probability that the same multiset of colors used for σ are used for τ . Now for (σ, τ) and
(σ′, τ ′), A(σ,τ) and A(σ′,τ ′) are mutually independent if the two pairs are on disjoint vertex sets.
It follows that for any (σ, τ) the number of (σ′, τ ′) so that A(σ,τ) is not disjoint from A(σ′,τ ′)
is at most 2(dK(K/d)n) (pick one of the at most dK faces adjacent to σ for σ′ and then any
other of the at most (K/d)n faces for τ , then reverse the roles of σ and τ). Thus the Lova´sz
Local Lemma may be used since
e
1
6dK2dn
(2K2n+ 1) ≤ 6K
2n
6K2n
= 1.
It follows that there is a coloring by at most 6K2d d
√
n colors so that no disjoint (d − 1)-
dimensional faces receive the same pattern, let c3 be such a coloring. We let c = (c1, c2, c3)
then c is on at most K(3d5K5)(6K2d d
√
n) = 18K8d6 d
√
n colors and has the required proper-
ties.
5 Full proof of Lemma 4
The goal of this section will be to prove Lemma 4 for any dimension d ≥ 2. Given m, write its
binary expansion as m = 2n1 + · · ·+2nk , then Z/mZ is given by the abelian group presentation
〈γ0, γ1, ..., γnk | 2γ0 = γ1, 2γ1 = γ2, ..., 2γnk−1 = γnk , γn1 + γn2 + · · · + γnk = 0〉. The goal is
to construct a simplicial complex X with this presentation as the presentation for Hd−1(X)T
which has degree bounded by a constant K − 1 depending only on d and at most K log2m
vertices. This is accomplished by the following series of steps for any dimension d ≥ 2.
1. Show that there exists a simplicial complex P = P (d) so that Hd−1(P ) = 〈a, b | 2a = b〉
with each of the homology classes a and b represented by an embedded, positively-oriented
copy of ∂∆d which are vertex disjoint from one another.
2. Show that there is a constant L = L(d) so that for any integer k ≥ 0 there is a triangulation
T of Sd so that ∆(T ) ≤ L, |V (T )| ≤ Lk, and with k d-dimensional faces t1, ..., tk which
are vertex-disjoint and nonadjacent. Nonadjacent in this context means that for i 6= j,
there are no edges between the vertices of ti and the vertices of tj .
3. Prove Lemma 4 for K = max{2∆(P ) + L + 1, 2|V (P )| + 4L} by giving an explicit con-
struction for m ≥ 2, with m = 2n1 + 2n2 + · · ·+ 2nk , in the following series of steps:
(a) Attach nk copies of P together to create a complex Y1 with ∆(Y1) ≤ 2∆(P ) and
Hd−1(Y1) = 〈γ0, γ1, ..., γnk | 2γ0 = γ1, 2γ1 = γ2, ..., 2γnk−1 = γnk〉 where each γi is
represented by an embedded, positively-oriented copy of ∂∆d, Zi which are all vertex
disjoint from one another. We refer to Y1 as the telescope part of the construction.
(b) Use step 2 above to construct a complex Y2, which is a triangulation of S
d with
k vertex-disjoint, nonadjacent, d-dimensional faces removed, with ∆(Y2) ≤ L and
|V (Y2)| ≤ 2Lk. This complex will haveHd−1(Y2) = 〈τ1, τ2, ..., τk | τ1+τ2+· · ·+τk = 0〉
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where each τi is represented by an embedded, positively-oriented copy of ∂∆
d, Z ′i so
that Z ′1, ..., Z
′
k are vertex-disjoint and nonadjacent. We refer to Y2 as the sphere part
of the construction.
(c) Attach Y1 to Y2 by attaching Zni to Z
′
i for every i ∈ {1, ..., k} in a way that identifies
γni to τi so that we get a simplicial complex X which has
Hd−1(X)T ∼= 〈γ0, γ1, ..., γnk , τ1, ..., τk | 2γ0 = γ1, 2γ1 = γ2, ..., 2γnk−1 = γnk ,
τ1 + τ2 + · · ·+ τk = 0, γn1 = τ1, ..., γnk = τk〉
∼= 〈γ0, γ1, ..., γnk | 2γ0 = γ1, ..., 2γnk−1 = γnk , γn1 + γn2 + · · ·+ γnk = 0〉
∼= Z/mZ,
and for which
∆(X) ≤ ∆(Y1) + ∆(Y2) ≤ 2∆(P ) + L,
and
V (X) ≤ V (Y1) + V (Y2) ≤ V (P )nk + 2Lk ≤ (2V (P ) + 4L) log2m.
5.1 The attaching maps
As the steps above indicate the construction will be built in pieces which will be attached to
one another in a way that the final complex X will have Hd−1(X)T ∼= Z/mZ. Of course we
will need to be careful in how we attach simplicial complexes to one another so that the re-
sulting space is still a simplicial complex. We will be attaching our building blocks to each
other in a fairly standard way. Given two topological spaces A and B, a subspace S ⊆ B, and
a map f : S → A, the space A ⊔f B may be defined by taking the quotient of the disjoint
union of A and B by the equivalence relation s ∼ f(s) for all s ∈ S. This type of attaching
is called attaching B to A along S via f and is described in, for example, chapter 0 of [4]. In
the case where A and B are simplicial complexes, S is a set of simplex boundaries contained
in B, and f is a simplicial map, attaching B to A along S via f is similar to a connected
sum of simplicial complexes (see for example [13]). In the case of attaching Y1 to Y2 our at-
tachments will be similar to multiple handle additions (see for example [21]). Indeed, adding
these handles creates free homology classes in H1 in our construction as we mention in Section 3.
The main difference between our present setting and the usual simplicial connected sum of
A and B along S, is that S will be a collection of d-simplex boundaries, rather than a collection
of d-simplicies whose interiors we delete after attachment, and that we must be careful with
orientations in order to easily compute the homology of A ⊔f B from that of A and B. In
the present setting, we will have that A and B are finite simplicial complexes, S is an induced
subcomplex of B, and f : S → A will be a simplicial injection, and thus a homeomorphism onto
is image. We first verify that in this case A ⊔f B remains a simplicial complex.
Lemma 6. Let A and B be simplicial complexes, with S1 a subcomplex of A and S2 an induced
subcomplex of B, so that there is a simplicial homeomorphism f : S2 → S1. Then A ⊔f B is a
simplicial complex.
Proof. As f is a simplicial homeomorphism whose domain is an induced subcomplex of B we
have that A ⊔f B may be realized as a pattern complex (as defined in Section 2 above) with
respect to a certain coloring of A ⊔B. First color every vertex of B uniquely. Then color each
w ∈ S1 with the same color used for its unique preimage under f in S2. Finally color all the
vertices in A \ S1 uniquely. Now any two faces which receive the same pattern are identified
together by f since S2 is an induced subcomplex and f is determined by its image on vertices.
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Thus A ⊔f B is the pattern complex of A ⊔ B with respect to this coloring we have described.
So it is a simplicial complex.
The attaching maps used in the construction will always satisfy the assumptions of Lemma
6; thus at each step in the process the construction will be a simplicial complex. Furthermore,
by attaching two simplicial complexes A and B in the way described in Lemma 6 will result
in a way to express A ⊔f B as a union of two subspaces one of which is homotopy equivalent
to A and one of which is homotopy equivalent to B with their intersection being homotopy
equivalent to S2. Thus we will simplify notation slightly and write A∪B for A⊔f B and A∩B
for S2 ⊆ A ⊔f B when it is clear which simplicial homeomorphism f : S2 → S1 we are using,
especially as it relates to using the Mayer–Vietoris sequence to compute the homology of A⊔f B
from the homology of A and B.
While this process of attaching A and B is well-defined and gives us the perfect setting to
use the Mayer–Vietoris sequence, there is still one issue: the orientation of the faces of A ∪ B.
To compute the homology of A and the homology of B we are required to choose an orientation
on each face of A and each face of B. When we attach B to A along S2 by f we get a new
simplicial complex A ∪B. Therefore it is necessary to choose orientations of the faces of A ∪B
in order to compute its homology, and in particular it is necessary to make a decision for the
orientation of faces of A ∩ B. While the choice of orientations does not affect the homology
groups of a simplicial complex up to group isomorphism, it may not be easy to compute the
homology groups of A∪B from the homology groups of A and the homology groups of B if the
orientations chosen for A∩B cannot be made to match the initial orientations assigned to those
faces in A and in B. Towards addressing this issue in the construction we give the following
definition:
Definition. Let A be an oriented simplicial complex. For S a subcomplex of A, we say that
S is coherently ordered with respect to the orientation on A (or just coherently ordered when
A and its orientation are clear from context) provided that there is an ordering v1, ..., vk of the
vertices of S so that the orientation of each face of S induced by this ordering on the vertices
matches its orientation in A. We say that the ordering v1, ..., vk is a coherent ordering of S.
Primarily, this definition will be used when we attach d-dimensional simplicial complexes A
and B to one another so that some element of Hd−1(A) is identified to some element of Hd−1(B)
in a way that makes Hd−1(A∪B) easy to compute using the Mayer–Vietoris sequence. Towards
that goal we define the following:
Definition. Let A be an oriented simplicial complex, and let d be a positive integer. We say
that γ ∈ Hd−1(A) is coherently represented by the d-simplex boundary Z provided that Z is an
embedded d-simplex boundary in A which is induced (i.e. the interior d-dimensional face is not
in A), and which has a coherent ordering v0, ..., vd, so that γ is homologous to the (d− 1)-cycle:
d∑
i=0
(−1)i[v0, v1, .., vˆi, ..., vd].
Now, all of the attachments between building blocks in the construction will be along simplex
boundaries which coherently represent cycles in homology. It is worth mentioning here that a
coherent ordering on a d-simplex boundary is necessarily unique when d ≥ 2 (and irrelevant if
d = 1). Thus we will not encounter any issues with having to choose some coherent ordering.
With this definition we are ready to state and prove the main attaching lemma:
Lemma 7. Let d and t be positive integers with d ≥ 2. Let A and B be connected, oriented sim-
plicial complexes. Let γ1, ..., γt ∈ Hd−1(A) be coherently represented by the d-simplex boundaries
Z1, Z2, ..., Zt respectively with Zi ∩ Zj = ∅ for all i 6= j. Let τ1, ..., τt ∈ Hd−1(B) be coherently
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represented by the d-simplex boundaries Z ′1, ..., Z
′
t respectively with Z
′
i ∩ Z ′j = ∅ and no edges
between the vertices of Z ′i and the vertices of Z
′
j for every i 6= j. For each i, let vi0, vi1, ..., vid
denote the coherent ordering for Zi and w
i
0, w
i
1, ..., w
i
d denote the coherent ordering for Z
′
i. Let
f :
⊔t
i=1 Z
′
i →
⊔t
i=1 Zi be the simplicial map defined by w
i
j 7→ vij for all i ∈ {1, .., t} and
j ∈ {0, ..., d}. Then A ⊔f B is a simplicial complex and
Hd−1(A ⊔f B) ∼= (Hd−1(A) ⊕Hd−1(B))/〈(γi,−τi)i∈[t]〉 ⊕ H˜d−2
(
t⊔
i=1
Sd
)
.
Proof. First,
⊔t
i=1 Z
′
i is an induced subcomplex of B since there are no edges between Z
′
i and
Z ′j for any i 6= j. Also f is bijective as a simplicial map and so it is a simplicial homeomorphism,
thus by Lemma 6 A ⊔f B is a simplicial complex.
Now we compute the homology. By construction, we have a portion of the Mayer–Vietoris
sequence below for computing the homology of A ∪B (= A ⊔f B) from the homology of A and
B.
Hd−1(A ∩B) h−−−−→ Hd−1(A) ⊕Hd−1(B) g−−−−→ Hd−1(A ∪B) −−−−→ H˜d−2(A ∩B)
Now h is given by sending the cycle x to (x,−x) in Hd−1(A) ⊕Hd−1(B) (see, for example,
Chapter 4 of [4]). Furthermore since A ∩ B is homeomorphic to a disjoint union of t (d − 1)-
dimensional spheres, Hd−1(A∩B) is free. Thus h is determined by the image of the generators
of Hd−1(A ∩ B). By how we have attached A and B and preserved the initial orientations on
both, the image of h is 〈(γi,−τi)i∈[t]〉. Now if d ≥ 3 then H˜d−2(A ∩ B) is zero since it is the
(d−2)nd homology group of a disjoint union of (d−1)-spheres. Thus for d ≥ 3, g is surjective, so
Hd−1(A ∩B) ∼= (Hd−1(A) ⊕Hd−1(B))/ ker(g) = (Hd−1(A) ⊕Hd−1(B))/Im(h), and the lemma
follows. On the other hand if d = 2 then by connectedness of A and B we have the following
short exact sequence:
0 −−−−→ (H1(A)⊕H1(B))/Im(h) g
′
−−−−→ H1(A ∪B) −−−−→ H˜0(A ∩B) −−−−→ 0
Here g′ is the map induced by g on the quotient group (H1(A) ⊕H1(B))/Im(h), which is well-
defined since Im(h) = ker(g). This sequence splits since H˜0(A ∩ B) is a free abelian group, so
H1(A∪B) ∼= (H1(A)⊕H1(B))/Im(h)⊕ H˜0(A∩B). Thus the claim follows in this case too.
5.2 Building the space from Y1 and Y2.
As discussed in the outline of the proof of Lemma 4, the ultimate goal of the construction is
two simplicial complexes Y1 and Y2 which satisfy certain properties and which may be attached
in a way to build a complex which has a prescribed finite cyclic group as the torsion group of
a prescribed homology group. Before fully constructing Y1 and Y2 we give sufficient conditions
that will allow them to be attached to form X with Hd−1(X)T ∼= Z/mZ:
Lemma 8. Fix d ≥ 2, and let (n1, ..., nk) be a list of k nonnegative integers with n1 < n2 < · · · <
nk. Suppose that Y1 is a connected, oriented, simplicial complex with Hd−1(Y1) = 〈γ0, γ1, ..., γnk |
2γ0 = γ1, 2γ1 = γ2, ..., 2γnk−1 = γnk〉 where each γi is coherently represented by a d-simplex
boundary denoted Zi, with Zi ∩ Zj = ∅ for all i 6= j. Suppose that Y2 is a connected, oriented,
simplicial complex with Hd−1(Y2) = 〈τ1, ..., τk | τ1+ τ2+ · · ·+ τk = 0〉 where each τi is coherently
represented by a d-simplex boundary denoted Z ′i, so that for all i 6= j, Z ′i ∩ Z ′j = ∅ and there
are no edges between the vertices of Z ′i and the vertices of Z
′
j. Then Y1 and Y2 may be attached
to one another along a subcomplex so that the resulting space is a simplicial complex X so that
Hd−1(X)T is isomorphic to the cyclic group of order 2
n1 + 2n2 + · · ·+ 2nk .
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Proof. We will apply Lemma 7. For each i, let vi0, ..., v
i
d denote the coherent ordering of Zi, and
let wi0, .., w
i
d denote the coherent-ordering of Z
′
i. Define a simplicial map f :
⊔k
i=1 Z
′
i →
⊔k
i=1 Zni
given by wij 7→ vnij for all j ∈ {0, ..., d} and all i ∈ {1, ..., k}. Let X = Y1 ⊔f Y2, then by Lemma
7, X is a simplicial complex, and:
Hd−1(X)T ∼= [(Hd−1(Y1)⊕Hd−1(Y2))/〈(γni , τi)i∈[k]〉]T
∼= 〈γ0, γ1, ..., γnk , τ1, ..., τk | 2γ0 = γ1, 2γ1 = γ2, ..., 2γnk−1 = γnk ,
τ1 + τ2 + · · ·+ τk = 0, γn1 = τ1, ..., γnk = τk〉T
∼= 〈γ0, γ1, ..., γnk | 2γ0 = γ1, ..., 2γnk−1 = γnk , γn1 + γn2 + · · ·+ γnk = 0〉T
∼= [Z/(2n1 + 2n2 + · · ·+ 2nk)Z]T
= Z/(2n1 + 2n2 + · · ·+ 2nk)Z
In fact, from Lemma 7, we actually have if d ≥ 3 then Hd−1(X) ∼= Z/(2n1 + 2n2 + · · ·+ 2nk)Z,
and if d = 2 then H1(X) ∼= Zk−1 ⊕ Z/(2n1 + 2n2 + · · ·+ 2nk)Z.
Now if we have Y1 and Y2 attached to one another satisfying the statement of Lemma 8, then
the clearly the resulting complex X has ∆(X) ≤ ∆(Y1)+∆(Y2) and |V (X)| ≤ |V (Y1)|+ |V (Y2)|.
But of course, this is irrelevant to checking that X has the prescribed torsion in homology.
Nevertheless, these properties are both critical to the second step in the proof of the main
theorem. Moving forward it will be our goal to build Y1 and Y2 satisfying the assumptions of
Lemma 8, but with bounded degree and few vertices.
5.3 The triangulated sphere Y2
In this section we describe how to build the space Y2. The complex Y2 will be a triangulated
d-dimensional sphere with k top-dimensional faces removed where k is the Hamming weight of
m. However we want a bound on the degree of Y2 and have the number of vertices be linear in
k. Towards that goal we prove the following fact about triangulations of d-dimensional spheres.
Lemma 9. For every d, k ∈ N there exists a triangulation T of Sd so that ∆0,1(T ) ≤ (d +
1)(d2 + d + 2), V (T ) = (d2 + d + 1)k + (d + 2)2, and T has k d-dimensional faces which are
vertex-disjoint and nonadjacent. Therefore for every d ∈ N there exists L so that for any k,
there is a triangulation T of Sd so that ∆(T ) ≤ L and |V (T )| ≤ Lk which has k d-dimensional
faces t1, ..., tk which are vertex-disjoint and nonadjacent.
Proof. We first define, for each fixed d, an infinite sequence T0, T1, ... of triangulations of S
d
with ∆0,1(Ti) ≤ 2(d+ 1) and |V (Ti)| = d+2+ i for all i. Let T0 be the (d+ 1)-simplex bound-
ary on the vertex set {v0, v1, ..., vd+1}. We will build the sequence inductively using bistellar
0-move (first defined by [16, 17]). Recall that a bistellar 0-moves for a d-dimensional simplicial
complex is the triangulation obtained by deleting a d-dimensional face and replacing it by the
cone over its boundary. To obtain T1, we perform a bistellar 0-move at the d-dimensional face
[v1, ..., vd+1] and call the new vertex vd+2. In general we obtain Ti+1 from Ti by performing a
bistellar 0-move at the d-dimensional face [vi+1, ..., vd+i+1] with new vertex vd+i+2. We note
that this bistellar 0-move is always well-defined since it results in [vi+2, ..., vd+i+2] existing in
Ti+1 and so we may continue inductively. If d = 2, then Figure 3 shows successive triangulations
of the face [v1, v2, v3] in T0, ..., T4.
By construction, we have that |V (Ti+1)| = |V (Ti)|+ 1 and |fd(Ti+1)| = |fd(Ti)| + d. More-
over, by the choice of the face to subdivide at each step, we have that for each vertex we only
subdivide a face containing it (d + 1) times in the entire sequence. Each of these subdivi-
sions increases the edge-degree of any vertex by at most 1. Since each vertex has edge-degree
d + 1 when it is added to the complex, we have that ∆0,1(Ti) ≤ 2(d + 1) for all i. Similarly,
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when a vertex is added it belongs to d + 1 top-dimensional faces, and every bistellar 0-move
increases the number of top dimensional faces which contain a fixed vertex by d − 1, thus
∆0,d(Ti) ≤ d+ 1 + (d− 1)(d+ 1) = (d+ 1)d for all i. We will need this in the next step.
Now let k and d be given. Take the triangulation Tk of S
d as defined above. Then Tk
has d + 2 + dk ≥ k faces, but they are not vertex disjoint nor are they nonadjacent. To
fix this, we will perform a sequence of d + 1 bistellar 0-moves on every d-dimensional face of
Tk to reach the final triangulation that we want. At each face [u0, ..., ud] ∈ fd(Tk), take the
bistellar 0-move with new vertex w0, then take a bistellar 0-move at [u1, ..., ud, w0] with new
vertex w1, and continue in this way to obtain a new face [w0, w1, ..., wd]. These new faces
form a family of vertex-disjoint and nonadjacent faces of size d + 2 + dk ≥ k, so let T be
this final triangulation. By this subdivision process on Tk, we have added |fd(Tk)|(d + 1) new
vertices and have increased the edge-degree of every vertex in Tk by at most (d + 1)∆0,d(Tk)
plus we have added new vertices which have edge-degree at most 2(d + 1). Therefore we have
|V (T )| = |V (Tk)|+ |fd(Tk)|(d+ 1) = d+ 2+ k + (d+ 1)(d+ 2+ dk) = (d2 + d+ 1)k + (d+ 2)2
and ∆0,1(T ) ≤ 2(d+ 1) + (d+ 1)∆0,d(Tk) ≤ 2(d+ 1) + (d+ 1)2d = (d+ 1)(d2 + d+ 2).
The second part of the lemma follows immediately since bounded degree of the 1-skeleton of
T implies that ∆(T ) is bounded.
T0 T1 T2 T3 T4
Figure 3: The first few steps of the triangulation described in the proof of Lemma 9 when d = 2
Next we construct Y2 from the claim above.
Lemma 10. Fix a dimension d ≥ 2 and let L be the constant associated to d from Lemma
9. Given an integer k there exists a connected, oriented simplicial complex denoted Y2 so that
Hd−1(Y2) is presented as the abelian group 〈τ1, ..., τk | τ1 + τ2 + · · · + τk = 0〉 where each τi is
coherently represented by a d-simplex boundary, which are vertex-disjoint and nonadjacent to
one another, and so that ∆(Y2) ≤ L and |V (Y2)| ≤ 2Lk.
Proof. Let L be the constant depending on d found in Lemma 9 and let T be a triangulation
of Sd with ∆(T ) ≤ L and |V (T )| ≤ L(2k) which has 2k vertex-disjoint and nonadjacent d-
dimensional faces, which we will denote by t1, t2, ..., t2k. Now give T an orientation according
to some ordering on the vertices. Since T is a triangulation of the d-dimensional sphere there
exists a d-chain x = (x1, ...., xl) (where l = |fd(T )|) so that ∂dx = 0. Furthermore since every
codimension-1 face of T has degree 2 (since T is a triangulated manifold), we may assume
that x is a d-chain with all coefficients equaling −1 or 1. Thus without loss of generality the
coefficient on at least k of the 2k faces t1, t2, ..., t2k is −1. Then if we delete k of these faces we
get the oriented simplicial complex that we want, Y2 which has homology Hd−1(Y2) presented
as 〈τ1, ..., τk | τ1 + τ2 + · · · + τk = 0〉 where each τi is coherently represented by the d-simplex
boundary of a unique deleted face. Clearly ∆(Y2) ≤ ∆(T ) ≤ L, |V (Y2)| = |V (T )| ≤ 2Lk, and
Y2 is connected.
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5.4 The triangulated telescope Y1
In this section we will describe how to build, for any dimension d ≥ 2 and any integer n,
a d-dimensional, connected, oriented simplicial complex Y1 so that Hd−1(Y1) is presented by
〈γ0, γ1, γ2, ...γn | 2γ0 = γ1, 2γ1 = γ2, · · · , 2γn−1 = γn〉 where each γi is coherently represented
by a d-simplex boundary, which are vertex disjoint from one another, and so that ∆(Y1) ≤ M
and |V (Y1)| ≤Mn for some constant M depending only on d. Note that n will be nk from the
binary expansion of m, that is n will be the number of bits in the binary expansion of m.
The construction of Y1 will be accomplished by first constructing a simplicial complex
P = P (d) with an orientation so that Hd−1(P ) = 〈a, b | 2a = b〉 where a and b are coherently
represented by a pair of vertex-disjoint d-simplex boundaries. We may then attach n copies of
these complexes “end-to-end” to build Y1, with ∆(Y1) ≤ 2∆(P ) and |V (Y1)| ≤ |V (P )|n. We
now build P (d).
Lemma 11. Fix d ≥ 2. Then there exists an oriented simplicial complex P depending only on
d, with its orientation induced by an ordering on the vertices, so that Hd−1(P ) is presented as
〈a, b | 2a = b〉 where a and b are coherently represented by a pair of vertex-disjoint d-simplex
boundaries.
Proof. The proof will be by induction on d. For d = 2 our complex will be the pure simplicial
complex on vertex set {1, 2, 3, 4, 5, 6} with orientation induced by the natural ordering on the
vertices and top dimensional faces [1, 2, 6], [1, 3, 6], [3, 5, 6], [2, 4, 6], [2, 3, 4], [1, 3, 4], [1, 4, 5],
[1, 2, 5], and [2, 3, 5]. This complex is given as Figure 4. Of course it matches Figure 2, but the
vertices have been relabeled as the focus here is only to describe the building block, but not
how they are attached to one another.
1
2
3
1
2
3
6
4 5
Figure 4: The simplicial complex P (2)
Observe that ∂2([1, 2, 6] + [2, 4, 6]+ [2, 3, 4]− [1, 3, 4]− [1, 4, 5] + [1, 2, 5]+ [2, 3, 5]− [3, 5, 6]−
[1, 3, 6]) = 2([1, 2] − [1, 3] + [2, 3]) − ([4, 5] − [4, 6] + [5, 6]). Thus H1(P ) can be presented
as 〈a, b | 2a = b〉 where a is represented by [1, 2] − [1, 3] + [2, 3] and b is represented by
[4, 5] − [4, 6] + [5, 6]. That is, a is coherently represented by the triangle boundary on ver-
tex set {1, 2, 3} and b is coherently represented by the triangle boundary on vertex set {4, 5, 6}.
This completes the base case.
We are now ready to prove the inductive step; to build P (d+1) from P (d). Begin with P (d)
a d-dimensional oriented simplicial complex, with the orientation induced by an ordering on the
vertices, with Hd−1(P (d)) presented as 〈a, b | 2a = b〉 with a and b coherently represented by
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vertex-disjoint d-simplex boundaries. Write a0, a1..., ad for the coherently-ordered vertices of
the simplex boundary representing a and b0, b1, ..., bd for the coherently-ordered vertices of the
simplex boundary representing b. Now take the suspension of P (d) with two suspension vertices
w1 and w2. When taking the suspension SP (d) keep the ordering on the vertices of P (d) and
add w1 followed by w2 to the beginning of the ordering.
With respect to this ordering we have that the map φ : Ci(P (d)) → Ci+1(SP (d)) given by
sending the generator [v0, ..., vi] to [w1, v0, ..., vi] − [w2, v0, ..., vi] induces an isomorphism from
Hi(P (d)) to Hi+1(SP (d)) for i > 0, in particular for i = d− 1 (This is routine to check, but we
do prove it as the claim below.). Thus, by the inductive hypothesis Hd(SP (d)) is generated by
a′, b′ with the relator 2a′ = b′ and where a′ is represented by
d∑
i=0
(−1)i[w1, a0, ..., aˆi, ..., ad]−
d∑
i=0
(−1)i[w2, a0, ..., aˆi, ..., ad],
and b′ is represented by
d∑
i=0
(−1)i[w1, b0, ..., bˆi, ..., bd]−
d∑
i=0
(−1)i[w2, b0, ..., bˆi, ..., bd].
While we have that Hd(SP (d)) = 〈a′, b′ | 2a′ = b′〉, we are not done since a′ and b′ are
not represented by (d + 1)-simplex boundary. To fix this we add the (d + 1)-dimensional faces
[w1, a0, ..., ad] and [w2, b0, ..., bd] along with the necessary d-dimensional faces [a0, ..., ad] and
[b0, ..., bd] to our complex. Now we have that
∂d+1[w1, a0, ..., ad] = [a0, ..., ad] +
d∑
i=0
(−1)i+1[w1, a0, ..., aˆi, ..., ad],
and
∂d+1[w2, b0, ..., bd] = [b0, ..., bd] +
d∑
i=0
(−1)i+1[w2, b0, ..., bˆi, ..., bd].
Thus after adding in these two new (d + 1)-dimensional faces and two d-dimensional faces we
have the new relators in the codimension-1 homology group of our complex given by
[a0, ..., ad] =
d∑
i=0
(−1)i[w1, a0, ..., aˆi, ..., ad]
and
[b0, ..., bd] =
d∑
i=0
(−1)i[w2, b0, ..., bˆi, ..., bd]
Using these relators and the representatives for a′ and b′ listed above, we have that the codimension-
1 homology group is generated by
a′ = [a0, ..., ad] +
d∑
i=0
(−1)i+1[w2, a0, ..., aˆi, ..., ad]
and
b′ = −[b0, ..., bd]−
d∑
i=0
(−1)i+1[w1, b0, ..., bˆi, ..., bd]
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with the relator 2a′ = b′. Moreover we have that a′ and −b′ are coherently represented by
the boundary of (d + 1)-simplicies, namely the boundaries of [w2, a0, ..., ad] and [w1, b0, ..., bd]
respectively. We are not quite finished yet since the orientation has been reversed, but if we
simply reverse the order of b0 and b1 then we have the oriented simplicial complex P (d + 1)
that we want. Alternatively, we could observe that there is a sign change every time we increase
the dimension and modify P (2) by switching the labels 4 and 5 if we are building to an odd
dimension d.
In the previous proof we make use of the following claim, which we prove here for the sake
of completeness.
Claim. Suppose X is an oriented simplicial complex with orientation induced by an ordering
on the vertices of X. If we take the suspension of X, denoted SX, with the two suspension
vertices w1 and w2 added to the beginning of the vertex ordering, then the map φ : Ci(X) →
Ci+1(SX) given by sending each generator [v0, ..., vi] to [w1, v0, ..., vi]− [w2, v0, ..., vi] induces an
isomorphism from Hi(X) to Hi+1(X) for all i > 0.
Proof. Let ∂i denote the ith boundary map of X and ∂
′
i denote the ith boundary map of X
′.
By the choice of ordering we have for each i > 0 that the matrix ∂′i+1 is given by
∂′i+1 =

−∂i 0 00 −∂i 0
I I ∂i+1

 ,
where the columns are indexed by (i+1)-dimensional faces which contain w1, followed by (i+1)-
dimensional faces that contain w2, followed by (i + 1)-dimensional faces present in X , and the
rows are indexed by i-dimensional faces that contain w1, followed by i-dimensional faces that
contain w2, followed by i-dimensional faces present in X . With respect to this basis, the map φ
sends an arbitrary vector v = (a0, ..., ak) ∈ Ci(X) to the vector (a0, ..., ak,−a0, ...,−ak, 0, ...0) in
Ci+1(SX), where k is the number of i-dimensional faces in X . To simplify notation we denote
φ(v) with (v,−v, 0).
Now we prove that φ is well-defined on homology groups by showing that φ sends cycles
to cycles and boundaries to boundaries. Suppose that ∂i(v) = 0, then by the construction
of ∂′i+1 given above we have that ∂
′
i+1(φ(v)) = ∂
′
i+1((v,−v, 0)) = 0, so φ sends cycles to cy-
cles. Next, suppose that v is in the image of ∂i, then there exists u so that ∂iu = v. Thus,
∂′i+1((−u, u, 0)) = (v,−v, 0) = φ(v). It follows that φ is a well-defined homomorphism on ho-
mology groups.
Now we check that φ is injective. Suppose φ(v) = 0. Then (v,−v, 0) belongs to Im(∂′i+2).
Thus there exists u which we write as (u1, u2, u3) so that ∂
′
i+2((u1, u2, u3)) = (v,−v, 0). Thus
∂i+1(−u1) = v, so v ∈ Im(∂i+1). Thus at the level of homology groups v = 0, so φ is injective.
Now we show that φ is surjective. Let z ∈ Hi+1(SX). Since every (i + 1)-dimensional face
of X is contained in at least one (in fact at least 2) (i + 2)-dimensional faces in SX , we may
write z as x+ y where x is a sum of generating (i+1)-chains that all contain the vertex w1 and
y is a sum of generating (i + 1)-chains which all contain the vertex w2. That is we may write
z = (x, y, 0). Since ∂′i+1(z) = 0 we have ∂
′
i+1((x, y, 0)) = (−∂ix,−∂iy, x + y) = (0, 0, 0). Thus
x = −y in the sense that after deleting w1 from every chain in the support of x and deleting w2
from every chain in the support of y we have that x and −y are the exact same i-chain. Thus
φ(x) = (x,−x, 0) = (x, y, 0) = z, proving that φ in onto, and completing the proof that φ is an
isomorphism.
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Now that we have the construction for P (d) we may apply Lemma 7 to construct the complex
Y1 that we need.
Lemma 12. Fix d ≥ 2, and let P = P (d) denote the complex constructed in Lemma 11, and
let n be a positive integer. Then there exists a connected, oriented simplicial complex Y1 with
∆(Y1) ≤ 2∆(P ), |V (Y1)| ≤ n|V (P )|, and Hd−1(Y1) presented by 〈γ0, ..., γn | 2γ0 = γ1, 2γ1 =
γ2, ..., 2γn−1 = γn〉 where each γi is coherently represented by a d-simplex boundary Zi so that
the for all i 6= j, Zi ∩ Zj = ∅.
Proof. Fix n and d. Take n copies of P denoted P1, P2, ..., Pn with Hd−1(Pi) = 〈ai, bi | 2ai =
bi〉, ai coherently represented by d-simplex boundary Ai and bi coherently represented by d-
simplex boundary Bi. Now use Lemma 7 to attach Pi to Pi+1 by the order preserving simplicial
homeomorphism fi : Bi → Ai+1 for every i ∈ {1, ..., n − 1}. This results in a connected,
oriented simplicial complex Y1 which has Hd−1(Y1) presented by 〈γ0, ..., γn | 2γ0 = γ1, 2γ1 =
γ2, ..., 2γn−1 = γn〉 so that each γi is coherently represented by a d-simplex boundary which are
all vertex disjoint from one another. Furthermore no vertex belongs to more than two copies of
P , and so ∆(Y1) ≤ 2∆(P ). Moreover, it is clear that |V (Y1)| ≤ n|V (P )| since Y1 is built out of
n copies of P .
5.5 Finishing the proof
Proof of Lemma 4. Fix the dimension d ≥ 2. We prove that the constant K = max{2∆(P ) +
L+ 1, 2|V (P )|+ 4L} satisfies the conclusion where L is the constant depending only on d from
Lemma 9 and P is the simplicial complex depending only on d from Lemma 11. Let m ≥ 2 be
given. Write m in its binary expansion m = 2n1 +2n2 + · · ·+2nk where 0 ≤ n1 < n2 < · · · < nk.
Note that nk ≤ log2m and k ≤ log2m+1. By Lemma 12 with n = nk there exists a connected,
oriented simplicial complex Y1 with ∆(Y1) ≤ 2∆(P ), |V (Y1)| ≤ nk|V (P )|, and Hd−1(Y1) pre-
sented by 〈γ0, γ1, · · · , γnk | 2γ0 = γ1, 2γ1 = γ2, · · · 2γnk−1 = γnk〉 where each γi is coherently
represented by a d-simplex boundary all of which are vertex-disjoint from one another.
Next by Lemma 10 there exists a connected, oriented simplical complex Y2 with ∆(Y2) ≤ L
and |V (Y2)| ≤ 2Lk so that Hd−1(Y2) is presented as 〈τ1, τ2, ..., τk | τ1 + τ2 + · · · + τk = 0〉
where each τi is coherently represented by a d-simplex boundary, which are vertex disjoint and
nonadjacent to one another.
Now Y1 and Y2 satisfy the assumptions of Lemma 8 with the list of nonnegative integers
(n1, n2, ..., nk), so they may be glued together along a subcomplex to build a simplicial complex
X with Hd−1(X)T ∼= Z/(2n1 +2n2 + · · ·+2nk)Z = Z/mZ. Finally, since X is build by attaching
Y1 to Y2 along a subcomplex we have
∆(X) ≤ ∆(Y1) + ∆(Y2) ≤ 2∆(P ) + L ≤ K − 1
and
|V (X)| ≤ |V (Y1)|+ |V (Y2)| ≤ |V (P )|nk + 2Lk ≤ (2|V (P )|+ 4L) log2m ≤ K log2m.
6 A remark about cohomology
Given a dimension d ≥ 2 and a finite abelian group G, the proof of Lemma 1 builds a simplicial
complex X whose homology groups may all be computed. If G ∼= Z/m1Z ⊕ Z/m2Z ⊕ · · · ⊕
mlZ, with m1|m2| · · · |ml then Hi(X) = 0 for all i /∈ {0, 1, d − 1}, H0(X) ∼= Zl, H1(X) ∼=
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Zk1+k2+···+kl−l where ki denotes the Hamming weight of mi, and Hd−1(X) ∼= G (take the direct
sum of these last two if d = 2). This can all be checked routinely using the Mayer–Vietoris
sequence, but as we are only interested in Hd−1(X)T for the main result, we do not include the
details about the computation of the other homology groups.
Even though we know all the homology groups of X , after coloring the vertices of X by c
as in Lemma 3 using the probabilistic method, we have no control over Hi((X, c)) for i < d− 1
nor the free part of Hd−1((X, c)). However, we observe that under the assumptions of Lemma
2, Hd((X, c)) ∼= Hd(X). Thus by the universal coefficient theorem we have that Hd((X, c)) ∼=
Hd(X). Since Hd(X) = 0, our proof gives a stronger version of the main theorem in terms of
cohomology as follows:
Theorem (Cohomological statement of Theorem 1). Let d ≥ 2, then there exists constants cd
and Cd so that for any finite abelian group G,
cd(log |G|)1/d ≤ T d(G) ≤ Cd(log |G|)1/d,
where T d(G) denotes the minimum number of vertices n so that there exists a simplicial complex
X on n vertices with Hd(X) isomorphic to G.
7 Concluding remarks and open problems
While Theorem 1 is best possible in terms of the growth of Td(G) with d fixed, the constants
which appear in the proof are by no means optimal. Indeed, as stated in the proof of Theorem
1 the constant Cd is given by
Cd =
18K8+d
−1
d6
d
√
log 2
,
where K is assumed to be at least 5 and d is assumed to be at least 2. However the initial
construction in Lemma 1 gives a construction with at most K log2(|G|) where K is the same K
which appears in the calculation of Cd. Thus we have that
Cd
d
√
log |G| ≤ K log2 |G|
only if
log2(|G|) ≥
(
18K7+d
−1
d6
)d/(d−1)
By the assumption on K and d, we have that the size of G has to be at least 290,000,000 in order
for the bound given by the final construction to even possibly be better than the bound given
by the initial construction. So it is computationally infeasible to compute meaningful upper
bound on Td(G) for any group G of reasonable size purely from the statement of Theorem 1.
On the other hand, we could go through the proof and be more careful with our bounds
on ∆(Y1), ∆(Y2), |V (Y1)|, and |V (Y2)| in an attempt to improve the constant. However, we
still have a 3-step approach to finding our coloring c, and computations suggest that for small
groups G this approach is fairly wasteful.
Moreover, the proof of Theorem 1 is non-constructive and so it also doesn’t provide a way to
actually give a construction that provides the upper bound on Td(G). Now there are algorith-
mic versions of the Lova´sz Local Lemma (see for example [15]) which can adapt the use of the
Lova´sz Local Lemma here to give a fully constructive proof, however this still leaves the problem
that the group must be extremely large as above in order to be able to directly apply Theorem 1.
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Nevertheless the strategy of the proof does give a way to actually construct, for any group G,
a complex which provides an upper bound on Td(G). One simply builds the initial construction
and then properly colors the vertices according to the rule that no two (d−1)-dimensional faces
receive the same pattern. Thus one could apply a type of greedy-coloring approach in order
to give explicit constructions of complexes which bound Td(G) for any group G. While this
greedy approach may not be asymptotically best possible, early experimental evidence suggests
that it works reasonably well, at least when G is a cyclic group. Table 3 gives the results of
this strategy to upper bound Td(Z/mZ). For each m and d we have a column which provides
the number of vertices in the initial construction X (essentially as in the proof of Lemma 4,
though a bit more efficient in triangulating Y2) and a second column that gives the vertices in
the final construction (X, c) where c is a coloring found by a greedy algorithm which gives a
proper coloring of V (X) so that no two (d−1)-dimensional faces receive the same pattern. Thus
V ((X, c)) is an upper bound on Td(Z/mZ). The natural question is the following:
Question 1. Can the bound on Cd be improved by finding a feasible algorithm to properly
color the vertices in the initial construction so that no two (d− 1)-dimensional faces receive the
same pattern?
m
d = 2 d = 3 d = 4 d = 5
|V (X)| |V ((X, c))| |V (X)| |V ((X, c))| |V (X)| |V ((X, c))| |V (X)| |V ((X, c))|
1010 115 46 147 39 180 43 214 61
1025 273 69 352 51 434 52 518 76
1050 561 101 710 66 869 62 1031 82
10100 1106 142 1406 82 1722 70 2046 86
10250 2789 223 3524 109 4307 86 5110 91
10500 5576 307 7042 134 8605 99 10208 95
101000 11131 432 14067 168 17196 118 20403 103
102018 22461 609 28384 209 34698 138 41169 112
Table 3: Greedy Approach to Bound Td(Z/mZ). For each d, X denotes the initial construction
and (X, c) denotes the final construction.
A second way one could extend the result here is to prove a Q-acyclic version of Theorem
1. That is given G and d, provide a construction of a d-dimensional Q-acyclic complex X with
Hd−1(X) ∼= G. In the proof of Theorem 1, we do end up constructing a complex which has
trivial top homology group. Moreover, we can simply add in all the missing (d− 1)-dimensional
faces and not change the torsion part of Hd−1(X). The key obstacle to proving that we may
give a construction of a Q-acyclic complex with prescribed torsion group is that after building
the construction in the proof of Theorem 1 and filling in all the (d − 1)-dimensional faces, we
will likely have βd−1 > 0. Now as long as βd−1 > 0 one could find a d-cell that may be filled in
to drop βd−1, but we have no guarantee that doing so will not increase the size of the torsion
group. However, the initial torsion group will at least be contained in the final torsion group in
this case which gives use the following partial result toward a Q-acyclic version as a corollary
to our proof of Theorem 1.
Corollary 2. For every d ≥ 2, there exists a constant Cd so that for any finite abelian group
G, there is a d-dimensional Q-acyclic complex X on at most Cd
d
√
log |G| vertices with G ≤
Hd−1(X).
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In particular, this theorem implies that for each d there is a constant Cd so that for every n
one has that p-torsion is possible in a d-dimensional Q-acyclic complex on n vertices for every
prime p of size at most exp(nd/Cd). The question for a Q-acyclic version of Theorem 1 is:
Question 2. For every d ≥ 2 is there a constant Cd so that for every group G there exists a
Q-acyclic complex X with Hd−1(X) ∼= G and |V (X)| ≤ Cd d
√
log |G|?
A final open problem related to Theorem 1 is the following:
Question 3. For a fixed n and d what is the largest abelian group G which can be realized as
the torsion part of the (d − 1)st homology group for a d-dimensional simplicial complex on n
vertices?
It is clear that the answer to Question 3 is realized by a d-dimensional Q-acyclic complex on
n vertices. Indeed adding the restriction that the (d−1)-skeleton of the complex with maximum
torsion group size is complete does not affect the problem, and deleting a face which drops βd
cannot decrease the size of the torsion group, nor can adding a face which drops βd−1. However,
even for small n and d, this problem appears to be highly nontrivial. For example, the group
Z/3Z × (Z/30Z)5 of size 72,900,000 is realizable as H3(X) for X a 4-dimensional complex on
only 11 vertices. This example came from a sum complex, as defined in [9], in this case the
sum complex X{1,2,3,5,8} on 11 vertices. Moreover, even random examples as in the example on
16 vertices above or those in Table 2 give enormous torsion groups. In fact, the 5-dimensional
example given above isn’t even close to the largest possible torsion group on 16 vertices. By
increasing the dimension to 7 one can find, from the torsion burst in the Linial–Meshulam model,
a complex on 16 vertices with torsion part of the sixth homology group equal to a cyclic group
of size about 4.6096× 10286.
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