The development of near-field optics theory is reviewed. We first recall that near-field optics is not limited to near-field microscopy. Broadly speaking, it concerns phenomena involving evanescent electromagnetic waves. The importance of such waves was ignored for a long time in optical and surface physics until the emergence of scanning near-field optical microscopes. Taking evanescent waves into account prevents the use of any simple approximation in the set of Maxwell's equations. The various theoretical approaches of near-field optics are discussed from the point of view of their ability to assess evanescent electromagnetic waves. We discuss the main results of the application of the various practical schemes which all rely on a numerical procedure.
Introduction
Some 15 years ago, the first optical topographic signals with subwavelength resolution were recorded independently by different groups in the world. These early works were encouraged and stimulated by speculations about the properties of evanescent and confined fields concentrated near the surface of materials. Since this exploratory period, a broad variety of scanning near field optical microscopes (SNOM) have been elaborated and continuously improved. An historical presentation of this pioneering period is detailed in the proceedings of the first near-field optics conference (Pohl and Courjon 1993) .
The common feature of all SNOMs is the nanometre-sized detector able to collect or emit photons after coupling with a subwavelength size object deposited on a surface. Depending on the experimental design, this nano-detector can be used to transmit the collected light to an appropriate macro-detector (for example a photomultiplier) located far from the object (Pohl 1991 (Pohl , 1992 . Today, many experimental configurations based on this concept of nano-detection provide us with an increasing amount of optical information about the nanoworld. A recent comprehensive review of the experimental aspects of near-field microscopy appeared in this journal (Courjon and Bainier 1994) .
Optics in the nanoscopic and mesoscopic regimes
The adjective mesoscopic is used to define the situations where the sizes are of the order of the incident wavelength λ. For visible light, it corresponds roughly to the length range between 0.1 and 1 µm. By nanoscopic, one usually means low-dimensional structures smaller than 100 nm. If these structures can be identified with single molecules, the nanoscopic regime also means the molecular range. However, structures smaller than 1 nm are commonly viewed as belonging to the atomic range.
When λ is much smaller than the size of the scatterers, one speaks of the macroscopic regime. Geometrical optics is a first approximation which describes the scattering of light by macroscopic objects. On a more refined level, Kirchhoff's diffraction theory uses a scalar field to account for phenomena where light displays a wave character on a macroscopic scale. Kirchhoff's theory attributes ideal properties to the scatterers such as a perfect conductivity or a real refractive index.
Microscopic systems are objects which are so small when compared to the incident wavelength that the non-retarded approximation becomes applicable. This approximation considers the scatterers as dipoles or a set of dipoles whose susceptibilities may include dissipative effects. For visible wavelengths, this regime corresponds to the atomic range.
Near-field optics deals with phenomena involving evanescent electromagnetic waves which becomes significant when the sizes of the objects are of the order of λ or smaller. By object, we also mean void structures carved in a surrounding material such as the vacuum gap basic to ATR (attenuated total reflection) experiments or the air gap separating a local probe and a sample surface. In view of the above classification, it is clear that nearfield optics is thus concerned with the scattering of electromagnetic waves by meso-and nanoscopic systems. Even in the situations where atomic size structure is involved, nearfield optical detection is affected by the nano-and mesoscopic system embedding the atomic size structure. Evanescent waves are important in near-field optics because the typical size of the objects is comparable to λ and the decay of evanescent waves occurs within a range given by λ.
The theoretical challenge
Today's theory of electromagnetic waves describes satisfactorily their interaction with objects which are macroscopic or microscopic relative to the incident wavelength λ. However, the theoretical knowledge about the scattering of electromagnetic waves by mesoscopic systems remains limited. Since many situations involve nanoscopic and mesoscopic systems simultaneously, incomplete information about the mesoscopic range impedes our understanding of nanoscopic systems. Most approximations are not appropriate for studying mesoscopic systems. Unlike macroscopic systems (successfully described by Kirchhoff theory) and microscopic systems (for which retardation is negligible), mesoscopic systems require the detailed solution of the full set of Maxwell equations.
A numerical method for solving Maxwell equations is needed because both geometries and dielectric responses of typical mesoscopic systems display a high degree of complexity. However, numerical methods traditionally used in electrodynamics are not well suited to cope with mesoscopic structures. Cumbersome procedures appear to be uncertain and produce unreliable outputs. The main origin of their problems can be traced to the crucial role played by the evanescent components of the field in the near-field zone close to mesoscopic scatterers. In complete analogy with the tunnel effect for electrons, these evanescent components can lead to optical tunnel effects. In the mesoscopic range, the accurate treatment of evanescent waves requires one to deal carefully with the electromagnetic boundary conditions at each interface and to include realistic dielectric responses.
Early theoretical works
The physics of evanescent electromagnetic waves, which is the central concept used in near-field optics, was a poorly developed research area before the mid 1960s. The analysis of the skin depth effect at metallic surfaces by Zenneck (1907) and Sommerfeld (1909) was probably the first recognition of the existence of evanescent electromagnetic waves. The famous papers of Mie (1908) and Debye (1909) about the scattering of electromagnetic waves by a sphere contained, at least in principle, the solution of the vector wave equation in the near-field zone not only for the microscopic regime but also for the mesoscopic one. However, these works were little exploited in the study of near-field optics. Indeed, for coordinates located in the near-field zone, the formulae of Mie and Debye display convergence problems which are even more difficult to solve in the mesoscopic regime. Much later, Fano (1941) realized that the anomalies observed in the diffraction of light by metal gratings were related to the excitation of evanescent electromagnetic modes bound to the surface.
The classical problem of diffraction by an aperture in a perfectly conducting screen was treated by numerous different approaches (see the review published in this journal by Bouwkamp (1954) ). In 1944, Bethe proposed a curious model involving magnetic charges in order to extract a solution to the problem of the diffraction of light by a subwavelength aperture. The assessment of the near-field zone at the exit of the aperture was feasible in principle but was ignored because it was not experimentally relevant at that time. Much later, Leviatan (1986) and Roberts (1987 Roberts ( , 1989 Roberts ( , 1991 ) applied Bethe's theory to apertures sizes which were significant for near-field microscopes. Such computations confirmed unambiguously the existence of an important exponentially decaying field near the exit of the aperture. In the approximation of a perfectly conducting screen, the generation of this near-field may be understood qualitatively with the help of the Heisenberg uncertainty principle (Dürig et al 1986, Vigoureux and . Let us consider the simpler case of the diffraction of an incident plane wave e ik z z propagating in the z direction by an aperture of diameter a carved in an infinitely thin screen covering the x-y plane. The Heisenberg uncertainty s k s 1 (s = x, y)
states that passage through a slit implies that the transmitted field acquires a non-zero angular spectrum
In the case of a subwavelength aperture, k a −1 and we find k k s .
The dispersion relation
where is the dielectric function of the background reference medium, shows that k 2 z may become either positive or negative. The Fourier components of the diffracted field may be classified according to the sign of k 2 z . For positive values, the behaviour e ik z z corresponds to radiative (or propagative) waves along z. These waves reach the far-field. For negative values, the Fourier component takes the evanescent form e −|k z |z . The set of imaginary values of k z defines the non-radiative waves existing in the near-field zone. Their exponental decay prevents them from reaching the far-field (Vigoureux et al 1989 ).
An important breakthrough was achieved by Levine and Schwinger (1950) who established the non-trivial form of the free-space Green dyadic. This dyadic allowed them to formulate a variational method of resolution to the puzzling problem of diffraction by small apertures. As in the case of Bethe's theory, the near-field zone at the exit of the aperture was not assessed at that time. However, the work of Levine and Schwinger inspired the later development of electromagnetic scattering theory (see section 4 later).
As discussed above, the assumption of a perfectly conducting screen allows one to reproduce the generation of the near-field as a result of the Heisenberg's uncertainty and can account for polarization effects. However, this assumption is much too restrictive when considering near-field optical phenomena since it hides resonance phenomena. Indeed, according to their frequency dependent dielectric properties, localized eigenmodes characterized by evanescent wavefunctions may be sustained by small objects and even by surfaces. The understanding of the physical content of the dielectric function was triggered by the work of Huang (1951) . Huang brought to the fore the fact of how the parameters driving the infra-red values of the dielectric constant of a polar crystal are closely related to the coupling of light with vibrational eigenmodes (phonons) of the crystal. Hopfield (1958) and Pekar (1960) introduced a similar idea for the range of visible wavelengths by invoking the coupling of light to the excitons of the crystal. In particular, Hopfield developed the concept of polaritons and was the first to observe their dispersion relations by using Raman spectroscopy (Henry and Hopfield 1965) . Polaritons are the polarization waves of a crystal which are excited by incident light. They are the electromagnetic eigenmodes of condensed matter.
The clarification brought by the concept of polariton allowed one to identify the conditions of existence of evanescent electromagnetic eigenmodes bound to a surface (Ferrell 1958, Stern and Ferrell 1960) and to the interfaces of a thin film Fuchs 1966, Fuchs et al 1966) . In 1968, Otto invented and explained theoretically the attenuated total reflection spectroscopy (ATR) which allowed him to measure the dispersion relations of interface polaritons (plasmon-polaritons in the original experiment) by a simple reflectivity measurement. The principle of ATR consists in approaching a sample surface in the decay range of the evanescent wave produced by total reflexion on a prism surface. By the optical tunnel effect, the evanescent wave can then excite the non-radiative interface modes of the sample. This results in the frustration of the total reflection. Today's near-field optical microscopes using internal illumination (STOM or PSTM devices) rely on the basic discovery of Otto (Reddick et al 1989 , Vigoureux et al 1989 .
The success of the polariton concept encouraged further development. Although the subject of light scattering by small particles had already been thoroughly investigated (Mie 1908 , van de Hulst 1957 , electromagnetic eigenmodes of small spherical particles were revisited from the point of view of their frequency-dependent dielectric function (Englman and Ruppin 1966, Fuchs and Kliewer 1968) . It appeared that, due to the curvature of the particles, the distinction between radiative and non-radiative modes was not so clear as it was in the case of planar interfaces. Nevertheless, it was rapidly recognized that the coupling of such particles with a planar surface changed dramatically as a function of the distance between them. This coupling can be identified as a true near-field effect since it occurs for separation distances smaller than the wavelength so that the evanescent waves scattered by the particle have not yet decayed.
The related phenomenon of enhanced Raman scattering of molecules adsorbed on metallic surfaces proved to be of electromagnetic origin (Otto 1984) . In the non-retarded approximation, the particle is modelled by a point dipole and the surface plasmon is reduced to the image dipole. The local electric field at the coordinate of the molecule is the sum of the external field and the field due to the image dipole. This approximation reproduces the red-shift observed in the absorption spectrum (Ruppin 1983) .
The inclusion of retardation in the case of metal particles approaching a metal surface demonstrates that a hybrid plasmon can show up as the result of the coupling of the particle plasmon to the surface one (Takemori et al 1987) . The absorption spectrum of the sphere is much more red-shifted than expected by the electrostatic approximation. The finite size of the sphere makes possible the excitations of several plasmons related to higher multipole modes of the sphere.
If a dielectric (i.e. non-absorbing) sphere is substituted for the metallic one, the absorption can only be due to the surface plasmon of the metal surface. The incident field excites the resonant but undamped modes of the dielectric sphere which are distributed as evanescent waves around the sphere. As the sphere approaches the surface, a larger number of surface plasmons with shorter wavelengths can be excited. Therefore, absorption occurs in the frequency range located below the highest surface plasmon frequency and above the lowest frequency which can sustain an eigenmode of the sphere. Near-field optical microscopes using or detecting the resonance effects of small particles operate by this principle.
Concurrent with the study of the optical properties of small particles deposited on surfaces, several works brought to the fore the fact of how the presence of a surface alters the light emission of dipole and multipole sources (Lukosz and Kunz 1977a , b, Lukosz 1979 , Lukosz and Meier 1981 . The physical effects may also be understood as a consequence of the coupling of the dipole or multipole source to the planar surface. In the presence of a perfect conductor, the emitted intensity varies according to the orientation of the dipole: a dipole placed vertically radiates more than twice the value emitted in a homogeneous environment; for a dipole placed horizontally, the radiated intensity vanishes as the distance to the surface is reduced to contact. As the dipole is approaching a real (absorbing) metal, a larger fraction of the power emitted by the dipole is dissipated in the metal so that the far-field radiation becomes quenched. When the dipole is facing a dielectric, the power transmitted into the dielectric increases as the distance is reduced. This is due to the conversion of evanescent waves into radiative waves in the medium with a larger index of refraction. The above mechanisms apply when modelling the electromagnetic coupling of molecules to solid surfaces. They constitute the basic principles of the recent trend towards near-field fluorescence microscopy Chichester 1993, Pedarnig et al 1995) .
Perturbative or self-consistent approach?
Understanding the optical tip-sample interaction presented surely one of the most serious challenges for the beginning of near-field optical microscopy research. Empirical steps contributed to the progress in designing tips which provide a good imaging quality. Different tip designs evolved according to the type of experimental set-up. Internal illumination devices (STOM or PSTM) exploit bare and sharply elongated optical fibres (Reddick et al 1989 , Adam et al 1993 , van Hulst et al 1992 while external illumination scanning near-field optical microscopes (SNOM) favour metallized tips with a subwavelength aperture at the apex (Betzig et al 1986 , 1987 , 1991 , Lieberman et al 1990 . A few wavelengths away from the apex, the general shape of such tips is usually smooth. However, recent configurations involving tips with a tetrahedral termination (entirely or partly coated with metal) were also successful (Fischer and Köglin 1995) . Metal tips were also found appropriate for the scanning surface plasmon microscope (SSPM) (Specht et al 1992) .
All these developments and their numerous variations were supported exclusively by instrumental intuition since classical optical theories were ineffective in describing the basic features of the tip-sample interaction. Moreover, the early theoretical works on nearfield optics did not approach this interaction self-consistently (Vigoureux et al 1989) . The pioneering investigations provided insights into the field distribution behind subwavelength apertures but without any sample present. After these exploratory studies, the first methods applied to simulate near-field microscopes images computed the electromagnetic field diffracted above a non-planar sample surface but ignored the presence of any probe. Such procedures were later improved by the use of ideal probes which did not disturb the nearfield above the sample. Indeed, these probes were introduced after the computation of the field above the bare surface basically to model devices which integrate the optical near-field over a finite volume. Such ideal probes are thus not coupled to the sample when solving Maxwell's equations. Neglecting this coupling was assumed to be justified for large values of the tip-to-sample distance and for non-resonant wavelengths. It was hoped that less favourable situations could be handled within the first Born approximation. However, all experiments conducted with various devices confirmed that improving the resolution requires approaching the tip very close to the sample. Adding to this fact the recent development towards near-field spectroscopy and the exploration of radiation pressure effects, it became clear that a realistic computation should at least take the tip-sample coupling properly into account. Various numerical techniques were then applied in order to include this coupling successfully.
The finite-difference time domain scheme
Originally developed in the context of radar scattering in aeronautics, this method is a Maxwell's equations solver derived from the finite-element method. This purely numerical scheme was recently applied to near-field optical problems (Kann et al 1995a, b) . The technique directly solves the time-dependent Maxwell equations. This feature imposes time averaging over a period in order to consider harmonically oscillating fields which accurately model the time-dependence of the laser used in near-field optics. Typically, such a procedure requires a supercomputer in order to assess even relatively simple problems. Up to now, it has been able to reproduce some results found previously by the methods that we detail in sections 3 and 4.
Theories based on matching boundary conditions
Up until now, practically all applications of near-field optics have been running under stationary laser illumination. This experimental mode allows one to restrict the theoretical description to electromagnetic fields which depend harmonically on time. With this exp(−iωt) time-dependence, the Maxwell equations in the absence of any external source read (SI units)
This set of equations is the starting point of a macroscopic approach of near-field optical phenomena where the response of matter to exciting electromagnetic fields is described by the dielectric function (r, ω). Roughly speaking, the dielectric function, which is equal to the square of the complex index of refraction, allows one to model the response of a large number of atoms to an external electric field. It is physically meaningful to address problems where the scatterers' size is large enough to justify the use of such a global property. In visible light near-field optics, it allows one to model the response of mesoscopic and nanoscopic objects larger than about 10 nm.
A first class of numerical methods follows the traditional approach of matching electromagnetic boundary conditions at interfaces. Such methods are typically based on well-established techniques previously developed for other purposes. Solutions are written as linear expansions of a set of eigenfunctions where the coefficients are the unknowns to be found numerically (Van Labeke and Barchiesi 1992 , 1993a , b, Barchiesi and Van Labeke 1993 , Sentenac and Greffet 1992 , Bernsten et al 1993 .
Expansion in plane waves: grating and diffraction theory
Building on the results of the grating theory, the expansions in Fourier series were proposed by Van Labeke and Barchiesi (1992) in order to model near-field phenomena above gratings. It is well suited to the study of periodic dielectric surface profiles. Such samples were frequently used some years ago for testing the resolution limit of near-field optical microscopes. In order to account for non-periodic and well localized scatterers, Van Labeke and Barchiesi (1993) later used the expansion in a continuum of plane waves typical of diffraction theory which we summarize below.
3.1.1. Diffracted field around surface corrugations. The method starts from the totally reflected electromagnetic wave E 0 (r, ω) incident on a glass-air plane interface defined by z = 0. The diffracted field E d (r, ω) due to the surface corrugations is determined within the Rayleigh hypothesis by assuming the following plane wave expansion,
where k = (k x , k y , k z ) represents the cartesian components of the different wave vectors associated with the field diffracted by the corrugated surface and r = (x, y, z). The two-fold integral runs over k x and k y . Since the dispersion relation (4) must hold, the diffracted field generally contains both radiative and evanescent waves. Indeed, according to the Heisenberg uncertainties introduced in section 1.3, we know that the dispersion k s (where s = x, y) is directly related to the lateral size of the surface corrugations with respect to the incident wavelength λ. When we deal with a sample that displays subwavelength details, the Fourier expansion (9) is mainly composed of evanescent components so that the resulting diffracted field E d (r, ω) turns out to be confined around the surface corrugations. Schematic illustration of a sample limited by an arbitrary surface corrugation function Z = (x, y). In the simulation described in figures 2 and 3 this system is illuminated in total internal reflection (TIR).
Perturbative diffraction theory.
The evaluation of the field amplitudes F (k, ω) is known as a rather difficult task. It requires the introduction of the Fourier transform of the function describing the surface profile (x, y) (cf figure 1):
The application of the standard boundary conditions at the surface z = (x, y) leads to a complex relation between the incident and the diffracted field. This difficulty is reduced by working within the perturbative approximation introduced by Agarwal (1977) , Toigo et al (1977) and Elson (1975) to study the far-field diffraction and the scattering properties of metallic corrugated surfaces. While applying the boundary conditions, this approximation consists of expanding the exponential function contained in (9) as a power series of k z (x, y):
For surface corrugations with a weak amplitude, this expansion may be limited to first order. In this case, the diffracted amplitudes are proportional to the Fourier transform of the surface profile γ (k x , k y ) and depend linearly on the zeroth-order field E 0 (r, ω):
where q x and q y represent the (x, y) components of the incident wave vector. In this linear relation A(k x , k y ) is the 3 × 3 transfer matrix defined by
where 1 represents the identity matrix and k z is a z component of the wave vectors diffracted inside the sample characterized by the dielectric function :
The total optical field generated near the surface protrusions is thus given by a correction to the result associated with a perfectly flat sample:
At this stage, the field may be determined numerically by using standard fast Fourier transform (FFT) routines. As within any scheme working in reciprocal space, the structural information about the object is thus contained in the Fourier transform γ (k x , k y ) of the surface profile (x, y). Consequently, for a given observation distance Z 0 , the accuracy of the results will depend on the number of spatial harmonics introduced in the FFT. The method has a relatively low cost in term of computer time so that it is certainly an interesting tool to help the interpretation of massive amounts of near-field microscope images. Nevertheless, we have to emphasize that such an approximation has a range of validity restricted to surface corrugations of weak amplitude when compared with the incident wavelength. Figures 2 and 3 present two different numerical calculations based on this method. The system is a two-dimensional glass grating illuminated in total internal configuration. We note a strong variation of the optical energy distribution as a function of the polarization mode. For the small grating height investigated here, these results are in fairly good agreement with those issued from the accurate diffraction gratings theory developed by Nevière et al (see, for example, Goudonnet et al 1995) . More recently several other experimental configurations were investigated with similar methods (Barchiesi and Van Labeke 1995 , Van Labeke and Barchiesi 1995 , Bernsten et al 1993 . Also, some important issues concerning the problem of image reconstruction (inverse scattering) has been addressed in this context (Garcia and Nieto-Vesperinas 1993 .
Expansion in multipoles
Inspired by a technique originally developed for antenna design at longer wavelengths (Hafner and Bomhodt 1993) , Novotny et al ( , 1995 and Novotny and Pohl (1995) applied the expansion of the solutions on multipolar eigenfunctions to study near-field optical phenomena.
These multipolar eigenfunctions F n (r, ω) do satisfy the vector wave equation for the eigenvalue q n :
According to early studies on the representation of electromagnetic fields in terms of scalar fields (Hansen 1937 , Stratton 1941 , Green and Wolf 1953 , Morse and Feshbach 1953 , Bouwkamp and Casimir 1954 , they can be constructed from the eigenfunctions ψ n (r, ω) of the scalar Helmholtz equation:
Since dr ψ * n (r, ω)ψ n (r, ω) = δ n,n (18) Figure 2 . Iso-intensity lines calculated above a lamellar grating. The geometry of the grating is represented by rectangular-shaped surface protrusions. The system is lighted in the TIR configuration with an incident angle θ = 45 • , a wavelength λ = 632 nm and an optical index n = 1.5. The calculation has been performed with the perturbative approach as described in section 3. these eigenfunctions form an orthonormal basis set in the Hilbert space. The simplest form is obtained in cartesian coordinates:
Three-dimensional multipolar wavefunctions are formulated in spherical coordinates:
where P m l (cos θ) stands for the associated Legendre polynomials and z l (q n r) for the spherical Bessel functions. The index σ distinguishes between even (e) and odd (o) functions. Cylindrical symmetry characterizes the multipole functions used in twodimensional geometries:
where the B m are Bessel functions, κ = q 2 n,x + q 2 n,y and ρ = x 2 + y 2 . A first family of vector eigenfunctions is found by applying the gradient operator to the scalar functions (C is a normalization factor which depends on the coordinate system):
A second set of eigenfunctions is built as follows,
where a is a constant vector of unit length, sometimes called the 'piloting vector'. The last group of eigenfunctions is given by
Thanks to the property of the piloting vector and to the orthonormalization of the scalar eigenfunctions, the sets L n (r, ω), M n (r, ω), N n (r, ω) are mutually orthogonal in the Hilbert sense. One can easily prove that the three above sets of vector eigenfunctions are sufficient to build the following completeness relationship valid for an infinite homogeneous system:
The first family of eigenfunctions, L n (r, ω), are longitudinal eigenfunctions which correspond to physical solutions of the wave equation only if k = 0. This is only possible if = 0, which occurs at longitudinal optical frequencies in polar materials or at the plasma frequency in metals. For other frequencies, these eigenfunctions have no physical meaning even if they are mathematically required to build the completeness relationship. Therefore, after dividing the space into subdomains where the index of refraction is constant, the multiple multipole method performs the expansion of the electric field in each subdomain α only on the sets of the transverse eigenfunctions M n (r, ω) and N n (r, ω): In order to remedy the poor convergence of the above expansion for geometries far from the spherical (respectively cylindrical) geometry, the principle of the multiple multipole method consists of using several different origins r j in the multipole expansion:
The unknowns coefficients a α n,j and b α n,j are then found from the electromagnetic boundary conditions on the interfaces between adjacent subdomains by a least-squares minimization. This optimization requires one to discretize the curves describing the interfaces. This discretization has some impact on the highest possible degree of a multipole centre.
Of course, due to the splitting of the geometry in subdomains and to the existence of several origins r j , completeness and orthonormalization relationships over the entire composite system are not achieved anymore. Therefore, to avoid mutual dependences, the method relies on semi-empirical rules to fix the separation between the origins r j .
The multipole functions used in the basis set of the multiple multipole method are rather short range so that they affect their close neighbourhood. The method is thus better suited to account for localized geometries than the expansion in plane waves. It is also well designed to describe complicated structures such as cylindrical waveguides coated with a realistic metal whose dielectric function is complex (Novotny and Hafner 1994) or the scattering inside sharpened cylindrical tips used in near-field microscopy. From a mathematical point of view, the idea of spreading a set of multipole functions and adjusting the coefficients is similar to quantum mechanical techniques used for computing electronic structures such as the linear combination of atomic orbitals (LCAO). The multipoles in electrodynamics thus play a role similar to the atomic orbitals in quantum mechanics. However, the situation is somewhat clearer in electron physics where the atomic orbitals are centred on each nucleus, whereas a physical meaning is lacking in the mathematical procedure (Regli 1992 ) which distributes the coordinates of the multipoles centres in electrodynamics.
Figures 4 and 5 display examples of numerical simulations performed using the MMP methods (Novotny and Pohl 1995) .
Scattering theory
From a mathematical point of view, scattering theory (also known as the field susceptibility or Green dyadic technique) is developed upon the Green function theory applied to the wave equation where a source term is introduced. It simply casts the most general analytical solution of the inhomogeneous wave equation as an integral equation where the kernel is a Green function (Newton 1966 , Keller 1986 , 1988a . Scattering theory has been used for a long time in quantum mechanical problems. In electrodynamics, it has also been exploited extensively to solve engineering problems involving external sources of currents where the solution in the source region is not required. The application to the study of phenomena where the solution in the source region (such as in near-field optics) is of primary importance was hindered by the apparently divergent nature of the Green dyadic in the source region. As will be shown in section 4.3, this divergence is related to depolarization effects. These are well understood today so that an unambiguous renormalization procedure is available.
Several variants of electromagnetic scattering theory where applied successfully to the modelization of near-field optical phenomena. Although the Green function may be expanded in Fourier or multipoles series, most variants preferred a discretization in the direct space since near-field optical phenomena occur on a subwavelength scale. (Novotny and Pohl 1995) ). The physical system is the tip of an aperture SNOM consisting of a cylindrical part and a tapered part. The probe is excited by a waveguide mode of wavelength λ = 488 nm and there is a factor three between two successive lines.
Propagator or Green dyadic
This section outlines how the Green dyadic (or field susceptibility) method associated with the localized perturbation theory deals efficiently with the resolution of the selfconsistent optical tip-sample interaction. A detailed account of this theory and its numerical implementation may be found in (Girard et al 1993 , Dereux and Pohl 1993 , Martin et al 1995a . A discussion of the convergence and stability of the algorithm is reported in Martin et al (1994) . Therefore, this section will focus more on the physical content of the formulae introduced in the above-mentioned references.
With the usual exp(−iωt) time-dependence, the vector wave equation issued from Maxwell's equations (SI units),
may be cast as
with
Any complicated behaviour due to the anisotropy or to the low symmetry of the geometrical shape of the original dielectric tensor profile (r, ω) is described as a difference relative to the reference system ref :
Figure 5. Contours of constant |E| 2 on three perpendicular planes near the aperture of the SNOM probe described in figure 4 (by courtesy of L Novotny (Novotny and Pohl 1995) ). The arrows indicate the time-averaged Poynting vector. The polarization is in the plane y = 0. The transmission through the probe is increased when a dielectric substrate is approached (b).
As introduced in Dereux and Pohl (1993) and Girard et al (1993) , the solution of (29) is obtained from the implicit Lippmann-Schwinger equation
In scattering theory, the first term E 0 (r, ω) is referred to as the incident field while the second term is called the scattered field obtained from the integration over the domain D where V (r , ω) is non-zero. D defines the volume of the scatterer relative to the reference system. Electromagnetic theory traditionally qualifies D as the source region.
To solve the Lippmann-Schwinger equation, we need to know the analytical solution E 0 (r, ω) satisfying
and the associated Green dyadic defined by
The reference structure ref is usually a homogeneous background material or a semi-infinite surface system. For homogeneous media, the analytical form of G 0 (r, r , ω) is known from early studies (Morse and Feshbach 1953, Levine and Schwinger 1950) . Its general form may be deduced as follows. We first seek a solution (temporarily written as G 0 for a reason which will appear later) of (34) as an expansion over the vector eigenfunctions already defined in the previous section when devising the expansion in multipoles:
According to the completeness relationship (25), we can find out the unknowns X * n (r , ω), Y * n (r , ω) and Z * n (r , ω) by backsubstitution of (35) in (34), so that
The above expansion is known as the spectral expansion of the Green dyadic. However, as mentioned in the previous section, the longitudinal wavefunctions are not physical in a homogeneous medium. One might think that discarding the longitudinal wavefunctions out of the spectral expansion would provide the appropriate cure in order to find G 0 (r, r , ω). This would be a mistake since it does not take care of the singular behaviour of G 0 (r, r , ω) as r → r . Indeed, when introduced in (34), the resulting Green dyadic expansion G t 0 containing only transverse eigenfunctions cannot build up the longitudinal part of 1δ(r −r ) which exists if r → r . Indeed, if
where
A longitudinal part must then be added to G t 0 in order to build G 0 :
The longitudinal character of G l 0 allows one to conclude that
so that
In Cartesian coordinates, the normalization factor in the vector wavefunctions is given by C = k −1 . Some algebra leads to
Integration by the method of residues yields
where g(r, r , ω) is the Green function associated with the scalar Helmholtz equation. g(r, r , ω) is given by a spherical wave emitted at r (Economou 1983) :
The last two equations are interpreted as follows. The dyadic Green function is not the direct extension of the scalar Green function. Indeed, at large distances (mathematically at infinite distances), one must pay attention to satisfying the Sommerfeld radiation condition which states that the electromagnetic fields are purely transverse. The negative terms inside the brackets of the last two equations take care of discarding any longitudinal components of the field at infinity.
For a surface system, the expression of the propagator is somewhat more elaborated (Agarwal 1975 , Metiu 1984 , Girard and Bouju 1992 .
The Huygens-Fresnel principle revisited
The implicit character of this Lippmann-Schwinger equation ensures the self-consistency of the solution. This may be understood by revisiting the Huygens-Fresnel principle. The various Kirchhoff theories are themselves a mathematical translation of the Huygens-Fresnel principle. After an abstract discretization of the scatterer into elementary sources, this fundamental principle states that the scattering of light may be explained by the coherent sum of the fields emitted by each elementary source. It is easily checked that this basic feature is embedded into (32) if we assume that we know the value of the field attributed to each elementary source inside D. Moreover, one should notice that Huygens described the field emitted by each elementary source as spherical waves similar to (47). Relatively to the Lippmann-Schwinger equation (32), the different look of Kirchhoff integrals originates simply from the use of the Green theorem to transform the volume integrals into surface integrals.
One of the basic approximations in classical diffraction theories substitutes the incident field E 0 (r , ω) into the values of the field in the source region E(r , ω). This procedure to solve (32) is known as the first Born approximation in scattering theory. The improvement brought by the self-consistent solution is thus related to the accurate determination of the field value in the source region. We discussed in Girard and Bouju (1991) and Dereux et al (1991) how the discretization of the Lippmann-Schwinger equation (32) allowed one to obtain the total field in the source region through the solution of
where w j is the volume (surface or length according to the dimensionality of the problem) of the mesh. In this linear system of equations, all r i and r j belong to the source region so that computation of the diagonal elements G 0 (r i , r i , ω) is required. At first sight, this may cause some trouble since G 0 (r i , r j , ω) looks singular in equation (46) when r i → r j . A proper renormalization procedure to be explained in the next section is needed to resolve this singularity.
Renormalization procedure and the depolarizing dyadic
In the derivation of equation (32) from the vector wave equation, the commutation of the integration over the perturbation domain D dr and the application of −∇ × ∇× was assumed. Although this permutation is regular in most cases, it is not correct when the integrand is singular like a spherical wave (Yaghjian 1980) . In the source region, when r → r , the interchange of the linear operators D dr and −∇ ×∇× in front of a cylindrical or a spherical wavefunction supplies a point source term as proved in classical textbooks (Born and Wolf 1964) . Moreover, this extra source term depends critically on the shape of the mesh used in the discretization procedure. This somewhat confusing feature has hindered the use of the Green dyadic technique in numerical applications. Yaghjian clarified this matter and tabulated the corrective terms for various discretization meshes (Yaghjian 1980) . We now introduce this correction by discussing further the physical meaning of the self-consistent step which occurs in the numerical scheme. In order to be more intuitive, let us imagine that the perturbation is made of a single discretization mesh centred around r i . Equation (48) allows one to find the electric field inside this mesh E(r i , ω) as a function of the applied field E 0 (r i , ω):
Due to the finite size of the mesh, this evaluation must include the correction arising from the polarization of the mesh. In other words, the self-consistent step (49) must be in agreement with
where α = 1, 2, 3 according to the dimensionality of the problem and P (r i , ω) is the polarization vector which is related to the dielectric property of the mesh through
The resulting field depends critically on the depolarizing dyadic L α associated with the shape of the mesh (Yaghjian 1980 , Kittel 1976 ). Here, we quote only the results which arise in Cartesian coordinates. When addressing the scattering of electromagnetic waves by multilayers, the shape of the discretization mesh is a very thin plate so that
In two-dimensional problems, considering infinitely long square rods along the x direction implies the following structure of the depolarizing dyadic:
In three-dimensional scattering, the depolarizing dyadic associated with a cubic mesh reads
Equation (50) evolves then as
which is clearly not included in (49). Indeed, although equation (55) is related to the shape of the mesh, it does not depend on its size w i whereas the matrix to be inverted in (49) depends on w i . Thus, for a vanishing value of the mesh size w i , equation (49) does not take any depolarization effect into account. In order to include the depolarization properly, we need to modify the definition of the Green dyadic as follows:
The renormalization procedure outlined above is applied to discretize a large piece of continuous matter. It is based on the bulk dielectric properties of the discretized material which are known to be accurate so as to take particles larger than about 10 nm into account (Bohren and Huffman 1983) . The introduction of smaller particles (clusters, molecules or even atoms) in the computational scheme is possible provided that its polarizability be known from some other source like an experimental measurement or a quantum mechanical calculation. In this case, the corrective delta function term of (56) must not be included (i.e. L α = 0) since the polarizabilities obtained by these means account for the depolarization effect inside the particles.
Let us point out that the computational procedure introduced in Dereux and Pohl (1993) and Girard et al (1993) deliberately avoids any step involving matching boundary conditions. The ability of the method in dealing with scatterers of arbitrary shapes and dielectric responses is of course a fundamental advantage when studying the optical interaction between elongated probe tips and non-planar samples. Not only does this feature enable the handling of arbitrary shaped objects made of continuous matter but, as explained in the preceding paragraph, it also allows one to treat discrete particles in the same framework. This will be a fundamental advantage when addressing the optical interaction of tips with particles whose shapes are intrinsically not sharp. This approach is thus ready to include fuzzy quantum systems (electron gas inside a metallic cluster, molecules or atoms). This is better understood by discussing briefly the relationship between the Green dyadic technique and the concept of field susceptibility (Agarwal 1975) .
Alternative derivation of the Lippmann-Schwinger equation: the field-susceptibility method
Another meaningful equivalent approach may be applied to derive Lippmann-Schwinger equation for optical fields. This alternative derivation is based on the concept of field susceptibility that describes the response of the optical field itself to an infinitesimal fluctuating volume of polarized matter. As illustrated in the fundamental paper of Agarwal (1975) , starting from the microscopic Maxwell equations expressed in terms of both charge and current densities is a direct route to derive the classical expression of the free-space field susceptibility. Let us consider a physical system characterized by its time-dependent charge density ρ(r, t) and its current density j(r, t). In the ω-space, the Maxwell equations read
The vectorial wave equation for the electric field is readily obtained by taking the curl of equation (59). After some straightforward algebraic manipulations, one gets the well known result
where q 0 = ω/c. We now express both charge and current densities in terms of the local polarization P (r, ω) of the material system:
and j(r, ω) = −iωP (r, ω).
We now rewrite the non-homogeneous equation (61) as follows:
Let E 0 (r, ω) be the solution of the following homogeneous equation,
the general solution of (64) is the sum of the homogeneous field E 0 (r, ω) plus a particular solution E m (r, ω). This particular solution can be derived from the knowledge of the free-space scalar Green function (47)
where S 0 (r, r , ω) defines the free-space dyadic field susceptibility
At this stage it is interesting to note that the free space Lippmann-Schwinger equation can be deduced from these last relations. First, we write the complete solution of equation (64) as the sum of both homogeneous and inhomogeneous solutions:
Second, we introduce the usual constitutive equation for a local medium:
Finally, by substituting this expression into (66), and the resulting formula into (68), we find the implicit equation
which recovers the result of section 4.1 for an arbitrary particle in free space. Indeed, the kernels appearing in equations (32) and (70) are identical,
since, in the case of continuous matter where the dielectric susceptibility χ(r , ω) is related to the dielectric function according to
which is consistent with the fact that a simple constant factor is the only difference between the Green dyadic and the field susceptibility:
Now, if we introduce a somewhat more complicated surrounding such as, for example, the presence of an extended medium (the surface of a semi-infinite material, a macroscopic sized particle and so on), we just have to replace the free-space dyadic S 0 (r, r , ω) by the following (Girard and Bouju 1991 , Keller et al 1992 , S(r, r , ω) = S 0 (r, r , ω) + S s (r, r , ω)
where the new contribution S s (r, r , ω) accounts for the dynamical response of such extended system. The factorization on the right-hand side of (71) was originally introduced to deal with atoms or molecules adsorbed on a surface. Indeed, if one considers, for example, a system formed of p individual molecules, χ(r, ω) can be expressed as
where r i represents the position vectors of the molecules and α (i) (ω) defines their optical dipolar polarizabilities. For more details about this factorization and its application to molecular near-field optics, we refer the reader to section 6. However, the most important feature of all variants of scattering theory is the correct description of the self-consistent coupling between all scatterers which raises the numerical implementation to the rank of an accurate predictive procedure. In order to illustrate this versatility, we review the results of numerical applications to the study of optical tipsample interactions arising in different contexts: optical near-field distributions, near-field spectroscopy and radiation pressure effects.
Near-field distributions
Near-field distributions obtained by scattering theoretical calculations where the discretization procedure is applied on pertubation volumes have been obtained by several groups (Girard et al 1993 , Greffet et al 1995 , Carminati and Greffet 1995a , b, Martin et al 1995a .
The traditional way of exploiting scattering theory by transforming volume integrals into surface integrals has been applied to near-field optical problems by Carminati et al (1994) and Nieto-Vesperinas and Madrazo (1995) . These authors established an exact numerical method that can account for the interaction of the near-field scattered by a rough surface placed in an interaction with a local probe.
Our first numerical applications of the Green function technique will be presented in the framework of the total internal reflection configuration. In this mode, the transparent glass surface bearing the object (surface defect) is illuminated by a monochromatic optical field of frequency ω 0 so that total reflection may occur at the surface of the material. From the experimental point of view, this illuminated mode corresponds to the STOM/PSTM configuration (Reddick et al 1989 , Adam et al 1993 , van Hulst et al 1992 , Jiang et al 1991 . Let us consider the three-dimensional (3D) localized surface protrusion schematized in figure 6. Depending on its own dimensions with respect to the incident wavelength, such an object will behave as a more or less efficient obstacle to the propagation of the surface wave. The behaviour of the normalized field intensity defined by
is described in figure 7 . In this ratio, |E| 2 represents the intensity of the self-consistent field and |E 0 | 2 the intensity of the incident field (i.e. in the absence of the surface defect).
The calculation of I is performed in an observation plane parallel to the reference system, placed a distance Z 0 = 70 nm above the square-shaped surface defect. This observation plane is introduced merely for the convenience of data visualization, since the field can be computed for any arbitrary position outside and inside the system by using the LippmannSchwinger equation (70). In the internal reflection set-up described in figure 6 , the zerothorder solution E 0 (r, ω) is the evanescent field created by total reflection at the surface Z = 0. Such an illumination configuration eliminates propagating waves along the z direction. It may be seen in figure 7 that the structure of the large scale 2000 × 2000 nm 2 calculated image is very complex. It displays a complicated standing field pattern currently observed in the STOM configuration, namely strong confined field effects observed just above the scatterer, scattering along its lateral sides and usual interference patterns due to the interaction between the travelling surface wave and the reflected wave by the surface defect. In particular, this 3D perspective view indicates that at 10 nm from the top of the object the enhancement factor of the field intensity reaches 2.1. As described in the experimental works of van Hulst and collaborators, for larger objects generally the interference phenomenon dominates and makes the detection of subwavelength features difficult (van Hulst et al 1992 (van Hulst et al , 1993 . figure 7 . The system, of optical index n = 1.5, is illuminated in total reflection, θ 0 represents the incident angle and the incident wavelength in vacuum is equal to 620 nm. Three geometrical parameters a, c and h have been introduced to define the spatial extension of the protrusion: a represents the external length of the pattern, c the length of the internal side and h its height.
Transition from the mesoscopic to the nanoscopic regime: confinement of light near surface defects
We have proved with the simulation of figure 7 that, first, the electromagnetic field is more and less confined around surface structures and, second, that the relation between the object profile and the resulting spatial field distribution may be very complex. In fact, the study of the gradual transition between mesoscopic and nanoscopic regimes is of interest for experimentalists working in SNOM since it might allow one to precisely find the fundamental difference between pure topographic signals and artefacts originating from interference and scattering phenomena. In order to get more insight about this important question, we consider a second application with a more complex system composed of seven identical square-shaped pads (cf figure 8) . The dielectric parameters are the same as those used in the previous application. We present in figure 9 a first simulation by illuminating this system in TM polarization (see figure 8 ). Each dielectric pad is 100 nm high and has a section of 0.25 × 0.25 µm Figure 9 . 3D perspective view of the normalized electric field intensity I (X, Y ) = |E| 2 /|E 0 | 2 calculated above the scattering system schematized in figure 8. The observation plane is located at a distance Z 0 = 120 nm above the flat surface. This large scale calculation 7 × 7 µm 2 has been performed in the p-polarized mode. The parameters P 1 and P 2 are equal to 250 nm and 1750 nm, respectively, and the pads are 100 nm high (from Girard et al 1995a) .
interference and scattering effects occurring around the obstacles, we have used a large computational window 7×7 µm 2 . Due to the large spacing between each individual scatterer (1.75 µm), the resulting field pattern is a complex mixture of interference phenomena due to multiple reflections between the different pads. As expected, when the number of defects per unit area increases, the standing wave pattern arising from the multiple scattering effects gives rise to the well known 'speckle pattern' phenomenon. Now, we study in figure 10 the evolution of the image upon reduction of the different geometrical parameters P 1 , P 2 and H defined in figure 8. The two commonly used polarization modes TE and TM are simultaneously considered in figure 10 . Three different typical sizes are successively investigated. In the first example ( figure 10(a) ) we start in the mesoscopic range (P 1 = 250 nm, P 2 = 1750 nm and h = 100 nm). In the two other examples (figures 10(b) and (c)), a reduction factor equal to two and four is applied and the position of the observation plane is reduced in the same proportion.
The evolution of the field pattern raises the following comments. (i) First, when the object displays mesoscopic dimensions (see figures 9 and 10(a)), the field distribution is dominated by interference phenomena, so that the field lines do not follow the profile of the square-shaped protrusions.
(ii) Second, as the dimensions of the 3D objects enter the subwavelength range (see figures 10(b) and (c)), the interference pattern around the objects progressively collapses and the field intensity distribution tends to become perfectly symmetrical thereby reproducing the symmetry of the pads. Under such conditions, and in TE polarization, a highly localized field occurs just above the edges located in a perpendicular direction to the incident field E 0 . In fact, when we deal with such subwavelength sized objects, the importance of retardation effects decreases dramatically, so that the symmetry of the field distribution is only governed by both the orientation of the incident field and the profile of the object itself. Actually, these features may help us to get more insight into the complex contrast phenomenon Figure 10 . A sequence of 3D maps I (X, Y ) = |E| 2 /|E 0 | 2 describing the evolution of the standing field pattern observed around the topographic object described in figure 8. For the same incident wavelength λ = 620 nm, the volume occupied by this object is progressively reduced. (a) We start in the mesoscopic range with P 1 = 250 nm, P 2 = 1750 nm and Z 0 = 135 nm. The height h of each pad is 100 nm, the computational window 3.5 × 3.5 µm 2 is centred around the structure and the two usual polarization modes have been treated. (b) Same calculation, but after reduction of all the lengths by a factor two: P 1 = 125 nm, P 2 = 875 nm and Z 0 = 67.5 nm and the height h of each pad is 50 nm. (c) The reduction factor now reaches four: P 1 = 67.5 nm, P 2 = 437.5 nm and Z 0 = 33.75 nm and the height h of each pad is 25 nm (from Girard et al 1995a). observed in the TE mode. The field distribution is now governed by the depolarization effects which result from the conservation of the normal component of the displacement vector D(ω) = (ω)E(ω) when crossing the surfaces of the dielectric protrusions. Due to the rapid variation of the dielectric constant between air and glass, this conservation imposes a sharp variation of the field near the interfaces perpendicular to E 0 .
A completely different behaviour is observed with the TM mode. In this polarization the surface wave is mainly dominated by the Z component of the incident field. The main resulting effect is, as expected, a better image-object relation in the subwavelength range. One can observe that, when the size of the square-shaped protrusions is gradually reduced, the field intensity distribution around the objects tends to reproduce their profiles. Figure 11 . Schematic view of a two-dimensional model of SNOM: a silicon nitride AFM tip placed above a glass prism sample (by courtesy of Bouju et al (1996) ). The incident focused optical wave has a FWHM of 2.5 µm, a wavelength of 0.633 µm and is in the s-polarized mode.
Applications of scattering theory

Tip-sample interaction and coupling to the far-field
In SNOM devices the use of a pointed detector allows the convertion of the non-radiative optical fields concentrated near the surface irregularities into radiative fields detectable in the far-field region. The amount of optical energy converted by such devices depends mainly on the size of the region of interaction with the confined optical fields described in the previous section. It is also very sensitive to the object parameters, the illumination conditions and to tip design. The tip-sample coupling can be included in the Green dyadic formalism without any formal difficulty. This can be done merely by adding a second perturbation in the self-consistent scheme described in section 4.1. In particular, the discretization procedure already used for taking into account the surface protrusions can be extended to the tipapex of the detector. The conversion mechanism will then be analysed theoretically using the theory described previously. In fact, the knowledge of the effective field distribution inside the perturbation (tip-apex + surface defect) is sufficient to describe the far-field E far crossing a given surface located inside the wave zone of the detector. As described in Girard et al (1994b) , outside the source region the Lippmann-Schwinger equation may be applied once more to derive the field radiated by the tip extremity. This numerical scheme has been used in Girard et al (1994b) to study the influence of the detector geometry and of the probing distance on image formation of subwavelength 3D topographic objects.
In this review, in order to illustrate the tip-sample coupling phenomenon simultaneously with the concommitant optical non-radiative transfer effect occurring around the contacting Figure 12 . Illustration of the tip-sample optical interaction between a 2D silicon nitride tip and a glass prism. The parameters are described in figure 11 (by courtesy of Bouju et al (1996) ). This simulation has been performed with a two-dimensionnal numerical code built with the Green function technique (see section 3.1). In this example the tip touches the surface of the prism.
zone, we report in figures 11-13 numerical computerized works on a two-dimensional model of a silicon nitride tip facing a glass sample (see figure 11) . In fact, during the past few years, a lot of NFO probe designs have been proposed (Courjon and Bainier 1994) : nano-apertures, sharpened optical fibres and, more recently, tetrahedral silicon nitride tips supported by cantilevers which are well known in AFM. The main advantage of this last probe is that one can rely on the force measurement to control accurately the tip-sample distance which, otherwise, is badly defined in usual SNOM configurations. A large lens or an optical fibre placed above the cantilever collects the far-field radiated by the SiN tip (see figure 11) . Figure 12 represents the iso-intensity lines inside the entire SiN tip-sample system. It may be seen that when the tip touches the prism, a frustration of the surface wave occurs. In other words, the presence of the SiN probe allows the conversion of a nonradiative optical wave into a radiative one. A direct consequence of this coupling between the probe and the sample is the strong attenuation of the reflected wave. As expected, other simulations indicate that when the tip is pushed higher the coupling between the tip and the microprism dramatically decreases (see figure 13) . In order to simulate the experimental signal, the far-field intensity has been integrated around the angle θ (see figure 11 ). This calculation has been performed for various tip positions along the z-axis direction. The calculated approach curve represented in figure 13 is compared to the exponential decay of a pure evanescent wave whose amplitude is fitted to the self-consistent calculation. We note that such a self-consistent calculation restores the modulations generated by the coupled electromagnetic modes of the tip-sample system (Bouju et al 1996 , Castiaux et al 1995 .
Particular conditions for the validity of the Born approximations
As discussed earlier in this review, the Born approximation is generally not expected to work. However, it may be valid in some circumstances which have been cast mathematically by Carminati and Greffet (1995a, b) . The Born approximation was found to be valid for low-relief surfaces such that the largest vertical steps h are much smaller than the incident wavelength λ and for small dielectric contrasts such that = sup | (r, ω) − ref | 1. For a localized defect, these conditions may be detailed as follows,
where S is the area of the defect and d is the distance of observation of the scattered field.
The case of an extended surface profile was also analysed in terms of the Fourier transform of the surface profile. Different validity criteria evolve according to the content of the Fourier spectrum of the surface profile. For low-frequency profiles, the criterion is given by 2π h λ 1.
The validity of the Born approximation for high-frequency profiles is strongly dependent on the polarization of the incident wave and on the distance to the plane of observation. In brief, the approximation holds if the observation distance is large and it is also more accurate for TE polarized incident waves.
Nanometre-scale optical spectroscopy
The simulations briefly presented in this section illustrate the ability of the Green dyadic technique to account for near-field spectroscopy of three-dimensional objects. A detailed discussion of this matter has been published recently . The three-dimensional geometry considered in this application is depicted in figure 14 . The incident beam is totally reflected at the prism surface. The perturbation of this surface system consists of small metallic spheres of nanometre size. The glass tip scans the surface at a constant height Z p . This tip is a 70 nm high pyramidal volume whose apex is rounded in order to achieve a 20 nm curvature radius. Spectroscopic effects occur when the dielectric response of the observed particles show a strong dispersion as a function of the incident wavelength. For visible wavelengths, metals display this characteristic which gives rise to the phenomenon of plasmon resonances. In classical far-field optics, plasmon resonances of small metallic particles are well known phenomena. In near-field optics, they were used by Fischer and Pohl (1989) as the principal ingredient of a particular near-field optical microscope. The calculations in Girard and Dereux (1994) anticipated the near-field imaging of these resonances, a research area where very recent experimental developments have been reported (Krenn et al 1995) .
The dielectric response of metallic clusters with a radius below 15 nm cannot be approximated by bulk dielectric function values. For the calculations displayed in this section, we have therefore used a somewhat more elaborate model for the polarizability of the metallic spheres obtained by extending the method of Newns (1970) to an electron gas inside a spherical well. A model of multipolar polarizabilities as a function of the size of the metal particle can be described from the knowledge of the interband electronic transitions of the bulk metal. Such a model includes depolarization effects so that, not only L 3 = 0, but also the discretization of the metal spheres is no longer required.
Plasmon resonances are very sensitive to slight variations of the dielectric environment so that approaching a glass tip has unavoidable consequences on the detected spectrum. Near-field spectroscopy of metallic nanospheres is thus a typical example of strong tipsample interactions (Girard et al 1993) . Upon approaching the sample, the principal features of the tip-sample interaction are slight red-shifting and broadening of the resonance peak. These behaviours show up simultaneously as a dramatic increase of the intensity which reveals the presence of an enhanced electric near-field ( figure 15) .
A typical near-field spectroscopic effect shows up as illustrated in figure 16 . The isointensity curves account for the detection above a small cluster of nine metallic particles. The sphere located at the lower left is made of silver while the others are made of gold. At an incident frequency which is far from the localized plasmon of a silver particle (figure 16), the image recorded above the nine spheres follows the square symmetry of the deposited structure. The intensity recorded around the aggregate displays a larger gradient in the direction orthogonal to the incident surface wave vector which is aligned along the y direction. When the incident frequency is tuned to the plasmon frequency of the silver sphere, the intensity is considerably enhanced close to this silver sphere. The resonating particles distort the field above the gold spheres so that the square symmetry of the aggregates is no longer recognizable. This optical resonance effect is interesting to discriminate between different kinds of metallic particles. Pincemin et al (1994) investigated further aspects of the near-field detection of plasmons associated with subsurface particles.
Radiation pressure effects
The last aspect of the optical tip-sample interaction that we review in this paper deals with the force which results from light pressure effects. Indeed, it was recently proved that multiple scattering of light between two sufficiently close objects is able to induce an optical binding force between the two objects (Burns et al 1989 , Dereux et al 1991 . Obviously, this situation is typical of any probe tip approaching a sample so that questions about light pressure effects arose in the context of near-field microscopy. It was then roughly estimated that the magnitude of this light induced force should be experimentally accessible (Depasse and Courjon 1992) . Accurate calculations accounting for a complete description of the phenomenon were published recently .
Our discussion copes with electrically neutral objects which are kept sufficiently far from each other to avoid the overlap of electron wavefunctions. When the tip approaches the surface under laser beam illumination, the long-range interaction energy includes the van der Waals dispersion energy and the optical binding energy induced by the incident light beam (cf figure 17) .
The van der Waals dispersion energy is due to quantum zero-point fluctuations of the coupled charge densities inside the probe tip and the substrate. Its computation may be achieved within a framework similar to the Lippmann-Schwinger formalism but where the evaluations are performed for imaginary frequencies.
The calculation of the optical binding energy induced by the incident beam requires that the spatial and temporal shape of the external field be specified. In the case of harmonically oscillating fields, the optical binding energy is given by the sum of the time-averaged inductive energies experienced by the sample and the probe tip. In Girard et al (1994a) , we show that these inductive energies are obtained by integrating the electric field intensity Figure 15 . Study of the behaviour of the detected intensity as a function of the incident field frequency. The object is a single metallic particle of 15 nm radius located at the origin of the absolute frame. The approach distance is maintained constant (Z p = 32 nm): (a) gold sphere; (b) silver sphere.
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2 multiplied by the linear susceptibility over the volumes of the substrate and the tip. The optical binding force is then deduced by a straightforward partial derivative with respect to the coordinate Z p of the probe tip apex.
In the numerical applications of figure 18 , a 400 nm high tetrahedral tip made of glass terminated by a 40 nm curvature radius approaches a flat glass substrate. The incident p-polarized plane wave illuminates the tip-sample junction in external reflection (from the vacuum) with a mean power of 15 mW µm −2 . We computed that the force arising in this circumstance is of the order of a few piconewtons which is within the range of the experimental resolution of today's resonant scanning force microscopes. We also observed a critical dependence of the optical binding force on the angle of incidence. This variation is understood as follows. If we consider the glass surface alone, the electromagnetic field in the vicinity of the surface is reduced to the interference pattern arising from the superposition of the incident and the reflected fields. We call this pattern the zeroth-order solution in the description of the multiple scattering in the tip-sample junction. This zeroth-order solution is perturbed by the optical near-field which shows up when approaching the tip. However, the optical field gradients imposed by the zeroth-order solution still dominate. The observation of the the optical binding force due only to the multiple scattering between the substrate and the tip is thus better observed in the absence of any reflected field. Such a situation occurs in the vicinity of the Brewster angle (56.5
• ). Finally, we note that the magnitude of the force increases with the index of refraction of the tip (see figure 19 ). This last phenomenon also demonstrates the near-field origin of the optical binding force since it was significant for approach distances below 50 nm. 
Perspectives: from classical to quantum electrodynamics
Since the pioneering works performed in the ATT group by Betzig and Chichester (1993) concerning the observation of single molecules by near-field optical detection, an increasing interest has been devoted to this new single molecular detection (SMD) technique. These contributions raised several important questions concerning the mechanisms underlying such experiments: How does the macroscopic surrounding formed by the tip-sample junction modify the behaviour of the embedded quantum system? In particular, what kind of relation between image and object may be expected by measuring the lifetime changes of a molecular aggregate attached to the probing tip?
From a theoretical point of view, this new experimental methodology is challenging because of the limited number of predictive models able to describe the modification of the intrinsic spectroscopic properties of molecules in the presence of mesoscopic structures dressed with complex optical surroundings. In fact, the presence of any microscopic system (here the molecules) placed in interaction with a mesoscopic environment breaks down the symmetry. This makes the application of a standard boundary conditions based method extremely difficult. This difficulty can be overcome by a combination of microscopic and macroscopic descriptions, where the response function of the dielectric surrounding medium is derived from an appropriate iterative numerical algorithm .
Let us consider a single molecule trapped inside a confined geometry. For example, it may be the junction formed by the tip of a scanning near field optical microscope (SNOM) facing the surface of a sample. When such a low symmetry system is submitted to an external excitation, different kinds of phenomena may be expected.
-First a highly-confined optical field may be observed in the gap. The magnitude and the shape of the field depends both on the sharpness of the detector and the chemical properties of the junction (metal, semiconductor or dielectric).
-Second, the intrinsic polarizability of the molecule is modified. This effect then introduces a significant modification of the lifetime of the excited molecule which is always accompanied by a small shift of the corresponding occupied state. These spectroscopic changes can be understood by saying that the molecule is 'dressed' by the surroundings, or in other words, that the molecule responds with an effective polarizability α eff (ω) depending on its location with respect to the material system.
Spectroscopic properties of a single molecule in confined geometry
The decay of the excited molecule will be considered from the point of view of electromagnetic theory. All effects originating from some specific chemical interactions between the molecule and the substrate will be neglected.
The lifetime of an excited molecule located near spherical and planar surfaces has been the subject of many experimental and theoretical researches for the past 20 years (Drexhage et al 1968 , Metiu 1984 .
In the case of a planar surface, the variation of the lifetime excited state depends on the distance between the molecule and the surface in a complex manner. First, at a very large distance, the variation displays an oscillatory regime due to interference phenomena. In the near zone, we observe a strong decrease of the lifetime due to the non-radiative energy transfer between the excited molecule and the surface. There are actually some similarities between such phenomena and the non-radiative optical energy transfer occurring in the optical tunnelling effect. Indeed, both of them are governed by the evanescent optical fields. Now let us examine how the intrinsic response properties of the molecule are perturbed by the surroundings.
Response of the isolated molecule
In the framework of quantum theory, the dynamical polarizability α 0 (ω) of a physical system (atom, molecule, small metallic particle and so on) can be expressed as follows:
where µ r0 represent the matrix elements of the polarization molecular operator between the fundamental state and the excited states. Moreover, r0 represents the natural lifetime widths of the molecule.
In what will follow, we will restrict ourselves to the case of a two-level molecular system (Metiu 1984) . In a first stage, this simplication avoids the huge computational difficulties involved in a realistic treatment of the dynamical properties of the molecule.
Moreover, it provides a comprehensive scheme to analyse the physical mechanisms at the origin of the lifetime changes induced by the presence of highly complex optical systems. This approximation leads to
where µ 01 is now the matrix element of the polarization operator between the two levels.
Molecule-surrounding medium coupling: towards the concept of effective polarizability
In this subsection we introduce the electromagnetic coupling between our molecule and the 3D system described in the inset of figure 20. When this system is perturbed by an optical field E 0 (r, t) coming from an external laser source, the field E(r, t) in the gap may be derived from the different numerical schemes described in previous sections. It is important to note that this field is an 'observable' since it has already been averaged on the quantum states of the whole primary system (dielectric surrounding medium). . The geometry used in the simulation is described in the inset and the tip-sample separation is maintained at Z 0 = 1600 nm. The glass sample is covered with a square-shaped silver layer 300 nm long and 20 nm high.
Let us write the interaction Hamiltonian coupling between the primary system and the molecule
where µ(t) and E(r m , t) are the polarization operator of the molecule and the electric field operator associated with the 3D dielectric surrounding medium, respectively. The vector r m denotes the position of the molecule. These operators are written here in the interaction representation
and
where H 0 represents the Hamiltonian for the 3D dielectric surrounding medium. At this stage, since one neglects all chemical interactions between the molecule and its support, one can assume that there is no significant modification of the whole wavefunction |ψ of the system due to the short-range interaction between the molecule and the 3D dielectric surrounding medium. In this situation it is worthwhile applying the time-dependent Hartree (TDH) approximation in which one assumes that each part of the system moves under the combined effect of the external force and the average displacement of the other system (Maclachlan et al 1963) . Within this approximation one can then consider that |ψ is a tensorial product of the two wavefunctions |ψ mol and |ψ sur associated with the molecule and the surrounding medium, respectively. A straightforward application of the perturbation theory shows that the linear response of the two variables µ(t) and E(r, t) is given by E mol (r m , t) = E(r m , t) + E(r m , t) = E(r m , t) + 
where E mol (r m , t) and µ mol (r m , t) represent both the temporal variation of the effective field and of the dipole moment at the position of the molecule. In addition, the dyadic tensors S(r m , r m , t − t ) and α 0 (t − t ) are nothing but the temporal representation of the field susceptibility of the 3D dielectric surrounding medium and the polarizability of the molecule (Agarwal 1975) . These quantities can be expressed in terms of the quantum averages of the commutators of the operators E(r, t) and µ(t):
S(r, r , t − t ) = ī h ψ|[E(r, t), E(r , t )]|ψ
Finally, by replacing equation (85) 
Note that from this equation one obtains in a first stage the molecular effective field E mol (r m , ω). The field E mol (r, ω) generated by the molecule far away from the emitting zone can be described by using once again the Lippmann-Schwinger equation E mol (r, ω) = E(r, ω) + S(r, r m , ω) · α 0 (ω) · M(r m , ω) · E mol (r m , ω) (91) that can be rewritten as E mol (r, ω) = E(r, ω) + S(r, r m , ω) · α eff (ω) · E mol (r m , ω)
where α eff (ω) defines the effective polarizability of the molecule in the presence of the dielectric surrounding medium:
Many spectroscopic experiments performed near a solid body require the knowledge of the effective molecular polarizability. In fact, this new response function contains all the dynamical information about the coupling with the dielectric surrounding medium. In other words, the molecule radiates optical energy with a polarizability 'dressed' by the dielectric surrounding medium. In the past, several theoretical works have been devoted to its calculation when the molecule interacts with systems of simple symmetry (spheres, cylinders, planes and so on). The symmetry of the tensor α eff (r m , ω) is governed mainly by the symmetry of the molecule-surrounding medium super system even if the molecular polarizability α 0 (ω) is initially isotropic. For example, in the particular case of a single molecule interacting with a perfectly planar surface, the dyadic tensor α eff (r m , ω) belongs to the C ∞v symmetry group, and consequently, may be described with two independent components α eff xx and α eff zz . In the case of a SNOM surrounding medium (corrugated surface + pointed detector), the effective polarizability tensor will be more complex and all components should be taken into account in a realistic calculation.
Fluorescence lifetime change in complex optical systems
Two important electrodynamic effects are included in the expression of the effective polarizability. The first is a small shift of the excited state, more precisely the frequency ω 0 is shifted towards a lower frequency. This effect can be characterized by the ratio (r m ) = ω eff /ω 0 .
Under usual conditions this coefficient is weak and, with respect to other effects, it may be chosen close to unity. Moreover, we have to keep in mind the fact that (r m ) depends on the polarizability component under consideration. The second effect, much more sensitive to the location of the molecule in the junction, is the lifetime change defined by the ratio η(r m ) = −1 (r m )/ −1 0 .
This coefficient also depends on all effective polarizability components. Nevertheless, with a good approximation, we may assume that the dressed molecule belongs to the C ∞v group with its main axis in the z direction. This assumption leads to 
where the two independent components α eff ⊥ (r m , ω) and α eff (r m , ω) may then be identified by a two-levels polarizability expression similar to that associated with the isolated molecule (cf equation (80) 
In conclusion, one obtains a very compact result, only depending on the dynamical matrix M(r m , ω 0 ) at the resonance frequency of the molecule. Note that the spatial variation of ⊥/|| with respect to the dielectric surrounding medium is contained in the field susceptibility S(r m , r m , ω). In the vicinity of a highly complex system this dyadic may be derived selfconsistently by a recursive sequence of Dyson's equations . Moreover, within the first Born approximation one recovers the well known result (Metiu 1984 
In figure 20 we have used relation (99) to investigate the distance-dependence of the normalized lifetime 0 / for a fluorescing molecule located in a tip-sample junction. The molecular parameters used in this simulation are 0 = 2 × 10 6 s −1 and α 0 = 10Å 3 , and the fluorescing wavelength is λ 0 = 612 nm. The geometry of the junction is sketched in the inset of figure 20 ; it consists of a glass support with a thin square silver protrusion, facing a tetrahedral dielectric tip with sharp edges and a 10 nm ending curvature radius. When the molecule approaches the metal pad one first observes the usual decay which is then followed by the fluorescence quenching. For intermediate distances, the lifetime variation in the gap region (300 nm Z m 1300 nm) displays standard quasi-periodic oscillations with a period close to the half-fluorescing wavelength λ 0 . It may be seen that towards the dielectric tip the decay is less abrupt, and a magnification of the evolution of the coefficient 0 / as the molecule approaches the tip extremity indicates that the lifetime drops by about one order of magnitude when the molecule becomes adsorbed on the tip surface.
This simulation clearly indicates that the fluorescing molecule behaves as a highly sensitive nano-probe to the external environment. In particular, working in the near-field zone just before the quenching effect occurs should make it possible to increase the lateral SNOM resolution (Ambrose et al 1994, Xie and Dunn 1994) .
Conclusion
In this review we have shown that near-field optics is not restricted to the improvement of the resolution of optical microscopy. We emphasize that the principles on which nearfield optics is developed are related to the physics of evanescent electromagnetic waves which have been approached in several different contexts since the mid 1960s. We also insist on the fact that the theoretical description of near-field optical phenomena involves the problem of light diffraction by subwavelength structures which is neglected in most classical textbooks. Finally, since near-field optics is still in rapid development, we give some perspective about trends, for example the study of lifetime effects and their relation to quantum electrodynamics.
