In this paper, we introduce a split general quasi-variational inequality problem which is a natural extension of a split variational inequality problem, quasivariational and variational inequality problems in Hilbert spaces. Using the projection method, we propose an iterative algorithm for a split general quasivariational inequality problem and discuss some special cases. Further, we discuss the convergence criteria of these iterative algorithms. The results presented in this paper generalize, unify and improve many previously known results for quasi-variational and variational inequality problems.
Introduction
Throughout the paper unless stated otherwise, for each ∈ {1, 2}, let be a real Hilbert space with inner product ⟨ ⋅ , ⋅ ⟩ and norm ‖ ⋅ ‖; let be a nonempty, closed and convex subset of .
The variational inequality problem (in short, VIP) is to nd 1 ∈ 1 such that
where 1 : 1 → 1 is a nonlinear mapping. Variational inequality theory, introduced by Stampacchia [25] and Fichera [11] independently in the early sixties in potential theory and mechanics, respectively, constitutes a signi cant extension of variational principles. It has been shown that variational inequality theory provides the natural, descent, uni ed and e cient framework for a general treatment of a wide class of unrelated linear and nonlinear problems arising in elasticity, economics, transportations, optimization, control theory and engineering sciences, see for instance [1, 3, 4, 10, 12, 23] . The development of variational inequality theory can be viewed as the simultaneous pursuit of two di erent lines of research. On the one hand, it reveals the fundamental facts on the qualitative behavior of solutions to important classes of problems. On the other hands, it enables us to develop highly e cient and powerful numerical methods to solve, for example, obstacle, unilateral, free and moving boundary value problems. In the last ve decades, considerable interest has been shown in developing various classes of variational inequality problems, both for their own sake and for their applications.
An important generalization of the variational inequality problem is the quasi-variational inequality problem introduced and studied by Bensoussan, Goursat and Lions [2] in connection with impulse control problems. More precisely, for each , let : → 2 be a nonempty, closed and convex set valued mapping, where 2 is the family of all nonempty subsets of . The quasi-variational inequality problem (in short, QVIP) is to nd 1 ∈ 1 such that 1 ∈ 1 ( 1 ) and
where 1 : 1 → 1 is a nonlinear mapping. We observe that if 1 ( 1 ) = 1 for all 1 ∈ 1 , then QVIP (1.2) is reduced to VIP (1.1). In many important applications, 1 ( 1 ) = ( 1 ) + 1 for each 1 ∈ 1 , where : 1 → 1 is a single valued mapping, see for instance [1, 4] . Since then various generalizations of QVIP (1.2) have been proposed and analyzed, see for instance [13-15, 17, 18] .
Recently, Censor, Gibali and Reich [8] have introduced and studied the following split variational inequality problem (in short, SpVIP): For each ∈ {1, 2}, let : → be a nonlinear mapping and let : 1 → 2 be a bounded linear operator with its adjoint operator * . Then the SpVIP is to nd * 1 ∈ 1 such that
and such that *
(1.3b) SpVIP (1.3a)-(1.3b) amounts to saying: nd a solution of variational inequality problem VIP (1.3a) whose image under a given bounded linear operator is a solution of VIP (1.3b). It is worth mentioning that the SpVIP is quite general and permits split minimization between two spaces so that the image of a minimizer of a given function, under a bounded linear operator, is a minimizer of another function. SpVIP (1.3a)-(1.3b) is an important generalization of VIP (1.1). It also includes as a special case the split zero problem and the split feasibility problem which have already been studied and used in practice as a model in the intensity-modulated radiation therapy planning, see [6, 7, 9] . For a further related work, we refer to Mouda [24] , Byrne, Censor, Gibali and Reich [5] , Kazmi and Rizvi [19] [20] [21] [22] and Kazmi [16] .
In this paper, we introduce the following natural generalization of SpVIP (1.3a)-(1.3b): For each ∈ {1, 2}, let : → 2 be a nonempty, closed and convex set valued mapping. Let : → and : → be nonlinear mappings and let : 1 → 2 be a bounded linear operator with its adjoint operator * . Then we consider the problem:
and
We call problem (1.4a)-(1.4b) the split general quasi-variational inequality problem (in short, SpGQVIP). Now, we observe some special cases of SpGQVIP (1.4a)-(1.4b).
If we set = , where is an identity operator on , then SpGQVIP (1.4a)-(1.4b) is reduced to the following split quasi-variational inequality problem (in short, SpQVIP):
which appears to be new.
If we set ( ) = for all ∈ , then SpGQVIP (1.4a)-(1.4b) is reduced to the following split general variational inequality problem (in short, SpGVIP):
If we set ( ) = for all ∈ , and = , then SpGQVIP (1.4a)-(1.4b) is reduced to SpVIP (1.3a)-(1.3b). Furthermore, if we set 2 = 1 , 2 ( 2 ) = 1 ( 1 ) for all , 2 = 1 , and = , then SpGQVIP (1.4a)-(1.4b) is reduced to QVIP (1.2).
Using the projection method, we propose an iterative algorithm for SpGQVIP (1.4a)-(1.4b) and discuss some special cases which are the iterative algorithms for SpQVIP (1.5a)-(1.5b), SpGVIP (1.6a)-(1.6b), SpVIP (1.3a)-(1.3b) and QVIP (1.2). Further, we discuss the convergence criteria of these iterative algorithms. The results presented in this paper generalize, unify and improve the previously known many results for quasi-variational and variational inequality problems.
Iterative algorithms
For each ∈ {1, 2}, a mapping is said to be the metric projection of onto if for every point ∈ , there exists a unique nearest point in denoted by ( ) such that
It is well known that is a nonexpansive mapping and satis es
Moreover, ( ) is characterized by
Further, it is easy to see that the following is true:
Hence SpGQVIP (1.4a)-(1.4b) can be reformulated as follows: Find * 1 ∈ 1 with * 2 = * 1 such that
for > 0. Based on the above arguments, we propose the following iterative algorithm for approximating a solution to SpGQVIP (1.4a)-(1.4b). Let { } ⊆ (0, 1) be a sequence such that ∑ ∞ =1 = +∞, and let 1 , 2 , be the parameters with positive values.
Iterative Algorithm 2.1. Given 0 1 ∈ 1 , compute the iterative sequences { 1 } de ned by the iterative schemes
for all = 0, 1, 2, . . . , 1 , 2 , > 0.
If = , then Iterative Algorithm 2.1 is reduced to the following iterative algorithm for SpQVIP (1.5a)-(1.5b):
Iterative Algorithm 2.2. Given 0 1 ∈ 1 , compute the iterative sequences { 1 } de ned by the iterative schemes
5b)
If we set ( ) = for all ∈ , then Iterative Algorithm 2.1 is reduced to the following iterative algorithm for SpGVIP (1.6a)-(1.6b):
Iterative Algorithm 2.3. Given 0 1 ∈ 1 , compute the iterative sequences { 1 } de ned by the iterative schemes
If we set ( ) = for all ∈ , and = , then Iterative Algorithm 2.1 is reduced to the following iterative algorithm for SpVIP (1.3a)-(1.3b):
Iterative Algorithm 2.4 ([16]
). Given 0 1 ∈ 1 , compute the iterative sequences { 1 } de ned by the iterative schemes
If we set 2 = 1 , 2 ( 2 ) = 1 ( 1 ) for all , 2 = 1 , and = , then Iterative Algorithm 2.1 is reduced to the following Mann iterative algorithm for QVIP (1.2).
Iterative Algorithm 2.5. Given 0 1 ∈ 1 , compute the iterative sequences { 1 } de ned by the iterative schemes 
De nition 2.2.
A nonlinear mapping 1 : 1 → 1 is said to be (i) 1 -strongly monotone if there exists a constant 1 > 0 such that
(ii) 1 -Lipschitz continuous if there exists a constant 1 > 0 such that
Results
Now, we study the convergence of Iterative Algorithm 2.1 for SpGQVIP (1.4a)-(1.4b). 
Proof. Since * 1 ∈ 1 is a solution to SpGQVIP (1.4a)-(1.4b), * 1 ∈ 1 is such that ( * ) ∈ ( * ) and
for > 0. From Iterative Algorithm 2.1 (2.4a), Assumption 2.1 and (3.1), we have
Now, using the facts that 1 is 1 -strongly monotone with respect to 1 and 1 -Lipschitz continuous, and 1 is 1 -Lipschitz continuous, we have
As a result we obtain
Since ( 1 − 1 ) is 1 -strongly monotone, we have
which implies
From (3.3) and (3.4), we have
where
Similarly, from Iterative Algorithm 2.1 (2.4b), Assumption 2.1 and (3.2) and using the facts that 2 is 2 -strongly monotone with respect to 2 and 2 -Lipschitz continuous, ( 2 − 2 ) is 2 -strongly monotone, and 2 is 2 -Lipschitz continuous, we have
and 
Further, using the de nition of * , the fact that * is a bounded linear operator with ‖ * ‖ = ‖ ‖, and the given condition on , we have
and, using (3.7), we have
Combining (3.9) and (3.10) with inequality (3.8), we obtain
Hence, after iterations, we obtain
It follows from the conditions on 1 and 2 that ∈ (0, 1). Since ∑
∞ =1
= +∞ and ∈ (0, 1), this implies in the light of [13] that
Thus it follows from (3.11) that { } converges strongly to * as → +∞. If we set 2 = 1 , 2 ( 2 ) = 1 ( 1 ) for all , 2 = 1 , = 1 , and = , then Theorem 3.1 reduces to the following result for the convergence of Iterative Algorithm 2.5 for QVIP (1.2). 
