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Abstract
We consider an infinite-buffer single-server queue where inter-arrival times are phase-type (PH),
the service is provided according to Markovian service process (MSP ), and the server may take
single, exponentially distributed vacations when the queue is empty. The proposed analysis is
based on roots of the associated characteristic equation of the vector-generating function (VGF) of
system-length distribution at a pre-arrival epoch. Also, we obtain the steady-state system-length
distribution at an arbitrary epoch along with some important performance measures such as the
mean number of customers in the system and the mean system sojourn time of a customer. Later,
we have established heavy- and light-traffic approximations as well as an approximation for the
tail probabilities at pre-arrival epoch based on one root of the characteristic equation. At the end,
we present numerical results in the form of tables to show the effect of model parameters on the
performance measures.
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1 Introduction
In recent times, queueing models with non-renewal arrival and service processes have been used to
model networks of complex computer and communication systems. Traditional queueing analysis using
Poisson processes is not powerful enough to capture the correlated nature of arrival (service) processes.
The performance analysis of correlated type of arrival processes may be done through some analytically
tractable arrival process viz., Markovian arrival process ( MAP ), see Lucantoni et al. [22]. The MAP
has the property of both time varying arrival rates and correlation between inter-arrival times. To
consider batch arrivals of variable capacity, Lucantoni [20] introduced batch Markovian arrival process
( BMAP ). The processes MAP and BMAP are convenient representations of a versatile Markovian
point process, see Neuts [23] and Ramaswami [27]. Like the MAP , Markovian service process (MSP )
is a versatile service process which can capture the correlation among the successive service times.
Several other service processes, e.g., Poisson process, Markov modulated Poisson process (MMPP )
and phase-type (PH) renewal process can be considered as special cases of MSP . For details of
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MSP , the readers are referred to Bocharov [3] and Albores and Tajonar [1]. The analysis of finite-
buffer G/MSP/1/r (r ≤ ∞) queue has been performed by Bocharov et al. [4]. The same queueing
system with multiple servers such as GI/MSP/c/r has been analyzed by Albores and Tajonar [1].
Gupta and Banik [17] analyzed GI/MSP/1 queue with finite- as well as infinite-buffer capacity using
a combination of embedded Markov chain and supplementary variable method.
During the last two decades, queueing systems with vacations have been studied extensively. For
more details on this topic, the readers are referred to a recent book by Tian and Zhang [30] and
references therein. An extensive amount of literature is available on infinite- and finite-buffer M/G/1-
and GI/M/1-type queueing models with multiple vacations, see first few chapters of [30], Karaesmen
and Gupta [18] and Tian et al. [29]. However, limited studies have been done on GI/M/1 queue
with single vacation, see Chapter 4 of [30]. In the past few years, there is a growing trend to analyze
queueing models with renewal or non-renewal arrival and service processes with server vacation, see,
e.g., Lucantoni et al. [22] and Shin and Pearce [26]. The analysis of phase-type server vacation for
the case of GI/M/1 queue has been carried out by Chen et al. [7]. Baba [2] analyzes M/PH/1 queue
where the server is allowed to take working vacations as well as vacation interruptions. Samanta [28]
discussed a discrete-time GI/Geo/1 queue with single geometric vacation time. Recenly, Chaudhry
et al. [9, 12] discussed GI/MSP/1/∞ queues with single and batch arrivals using the roots method,
respectively.
In this paper, we carry out the analytic analysis of the PH/MSP/1/∞ queue with exponential
single vacation through the calculation of roots of the denominator of the underlying vector generating
function of the steady-state probabilities at pre-arrival epoch. In this connection, the readers are
referred to Chaudhry et al. [9, 10, 12], Tijms [31] and Chaudhry et al. [11] who have used the roots
method. The roots can be easily found using one of the several commercially available packages such
as Maple and Mathematica. The algorithm for finding such roots is available in some papers, e.g.,
see Chaudhry et al. [11]. The purpose of studying this queueing model using roots is that we obtain
computationally simple and analytically closed form solution to the infinite-buffer PH/MSP/1 queue
with the vacation time following exponential distribution. It may be remarked here that the matrix-
geometric method (MGM) uses iterative procedure to get steady-state probabilities at the pre-arrival
epochs. Further, it is well known that for the case of the MGM it is required to solve the non-linear
matrix equation with the dimension of each matrix in this equation being the number of service-phases
involved in a PH/MSP/1 queue. In the case of the roots method, we do not have to investigate the
structure of the transition probability matrices (TPM) at the embedded pre-arrival epochs. It may
be mentioned here that the basic idea of correlated service was first introduced by Chaudhry [13].
Further, it may be remarked here that the analysis of the infinite-buffer queues with renewal input and
exponential service time under exponential server vacation(s) has been carried out by Tian and Zhang
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[30], see Chapter 4. The queueing model that we are going to consider has non-renewal service (MSP )
and exponential single vacation time. In addition, we discuss several other quantitative measures
such as system-length distribution at a post-departure epoch and expected busy and idle periods.
Later, we have established heavy- and light-traffic approximations as well as an approximation for the
tail probabilities at pre-arrival epoch based on one root of the characteristic equation. Finally, some
numerical results have been presented which may help researchers/practitioners to tally their results
with those of ours.
2 Description of the model
Let us consider a single-server infinite-buffer queueing system with the server’s single vacation. The
inter-arrival time of customers, the service time of a customer and the vacation time of the server
are represented by the generic random variables (r.v.’s) A, S and V , respectively. Let FX(x) denote
the distribution function (D. F.) of the random variable X with fX(x) and f
∗
X(s) the corresponding
probability density function (p.d.f.) and Laplace-Stieltjes transform (LST), respectively. The inter-
arrival time A is assumed to have a general distribution with p.d.f. fA(x), D. F. FA(x) and LST f
∗
A(s).
Arrivals. The inter-arrival times are assumed to be independent and identically-distributed (i.i.d.)
random variables and they are independent of the service process as well as vacation time. The inter-
arrival time distribution PH is an important special case of general distribution as the distribution
possesses nice vector and matrix form representation. Several probability distributions such as Earlang,
hyper-exponential, generalized Earlang, Coxian etc. can be treated as special cases of PH-distribution.
It may be noted here that PH-distribution is a special case of general distribution. If the inter-arrival
times follow PH-type distribution with irreducible representation (α,T ), where α & T are a vector
and a matrix of dimension 1× η and η × η, respectively, the p.d.f. and D.F. of inter-arrival times are
given by
FA(x) = 1−α e
Txeη , for x ≥ 0, (1)
and fA(x) = −α e
T xTeη = α e
TxT 0, for x > 0, (2)
where T 0 is a non-negative vector and satisfies Teη + T
0 = 0 and eη is an η × 1 vector with all its
elements equal to 1. Throughout the paper we write a subscript as the dimension of the column vector
e and sometimes we write e by dropping its subscript. The mean inter-arrival time during a normal
busy period is given by
1
λ
= α
∫ ∞
0
xeTx dx(−T )eη = −α(T )
−1eη. (3)
Services. The customers are served singly according to the continuous-time Markovian service process
(MSP ) with matrix representation (L0,L1). The MSP is a generalization of the Poisson process
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where the services are governed by an underlying m-state Markov chain. For more details on MSP ,
the readers are referred to recent papers by Chaudhry et al. [9, 12]. Let N(t) denote the number of
customers served in t units of time and J(t) the state of the underlying Markov chain at time t with its
state space {i : 1 ≤ i ≤ m}. Then {N(t), J(t)} is a two-dimensional Markov process with state space
{(ℓ, i) : ℓ ≥ 0, 1 ≤ i ≤ m}. Average service rate of customers µ⋆ (the so called fundamental service
rate) of the stationary MSP is given by µ⋆ = piL1e, where pi = [π1, π2, . . . , πm] with πj denoting the
steady-state probability of servicing a customer in phase j (1 ≤ j ≤ m). The stationary probability
row-vector pi can be calculated from piL = 0 with pie = 1, where L = L0 + L1. The customers are
served singly according to a MSP with steady-state mean service time 1/µ∗.
Now, let us define {P (n, t) : n ≥ 0, t ≥ 0} as the m × m matrix whose (i, j)th element is the
conditional probability defined as
Pi,j(n, t) = Pr{N(t) = n, J(t) = j|N(0) = 0, J(0) = i}, 1 ≤ i, j ≤ m.
Let P (n, t), n ≥ 0, t ≥ 0 be the m ×m matrices whose elements are Pi,j(n, t). Then using Chaudhry
et al. [9, 12], it may be derived that
P ∗(z, t) = eL(z)t, |z| ≤ 1, t ≥ 0, (4)
where L(z) = L0 +L1z and P
∗(z, t) =
∞∑
n=0
P (n, t)zn, |z| ≤ 1.
Vacations. The server is allowed to take a single vacation whenever the system becomes empty. On
return from a vacation if the server finds the system nonempty he will serve the customers present in
the queue, otherwise the server waits for a customer to arrive and the system continues in this manner.
For an exponential single vacation time represented by the r.v. V , the LST, p.d.f. and D.F. are given
as follows:
f∗V (s) =
γ
γ + s
, fV (x) = γe
−γx, FV (x) = 1− e−γx. (5)
where 1/γ (> 0) is assumed as the mean vacation time. The Vacation times are independent of the
arrival as well as of the service processes. The traffic intensity is given by ρ = λE(S) = λ/µ∗ which is
also independent of the vacation process.
3 The vector generating function of the number of customers served
during an inter-arrival and other related probability matrices
Let Sn (n ≥ 0) denote the matrix of order m × m whose (i, j)th element represents the conditional
probability that during an inter-arrival period n customers are served and the service process passes
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to phase j, provided at the initial instant of the previous arrival epoch there were at least n customers
in the system and the service process was in phase i. Then
Sn =
∫ ∞
0
P (n, t)dFA(t), n ≥ 0. (6)
If S(z) is the matrix-generating function of Sn, where Si,j(z) (1 ≤ i, j ≤ m) are the elements of S(z),
then, using (6) and (4), we get
S(z) =
∞∑
n=0
Snz
n =
∫ ∞
0
∞∑
n=0
P (n, t)zndFA(t)
=
∫ ∞
0
P ∗(z, t)dFA(t) =
∫ ∞
0
eL(z)tfA(t)dt = f
∗
A(−L(z)). (7)
The evaluation of the matrices Sn can be carried out along the lines proposed by Lucantoni [20]. For
the sake of completeness, we have given the procedure of obtaining Sn, see Lucantoni [20]. One may
note that the computation of S(z) using Equation (7) may be cumbersome. However, the following
scheme may be efficient and is given by
S(z) = lim
N→∞
N∑
n=0
Snz
n, (8)
where Sn may be obtained as proposed in Chaudhry et al. [10].
We further introduce a few more notations which are required for the rest of the analysis of the
queueing model under consideration. Now from renewal theory of semi-Markov process, if we let Â
and A˜ denote the remaining and elapsed times of an inter-arrival time, respectively, then
F
Â
(x) = F
A˜
(x) =
∫ x
0
λ(1− FA(y)) dy, (9)
which we use while deriving the expression for Ωn in Equation (12). Similar to the case of inter-arrival
time, if we let V̂ denote the remaining vacation time, then
F
V̂
(x) = 1− e−γx,
[
Using (9)
]
(10)
and
f
V̂
(x) = γe−γx. (11)
As above, we introduce the matrices Ωn (n ≥ 0) of order m×m whose (i, j)th element represents
the limiting probability that n customers are served during an elapsed inter-arrival time of the arrival
process with the service process being in phase j, given that there were at least (n + 1) customers in
the system with the service process being in phase i at the beginning of the inter-arrival period. Then,
from Markov renewal theory as given in Chaudhry and Templeton [8, p. 74-77], we have
Ωn = λ
∫ ∞
0
P (n, x)(1− FA(x)) dx, n ≥ 0. (12)
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The matrices Ωn can be expressed in terms of the matrices Sn and their relationship discussed in [12]
is as follows:
Sn = δn,0Im +
1
λ
ΩnL0 +
1
λ
Ωn−1L1.1{n≥1}, n ≥ 0, (13)
where 1{n≥1} is an indicator function and takes value 1 if the the condition n ≥ 1 is satisfied, otherwise
it takes value 0.
Further, let P˜ij(n, t) be the conditional probability that at least n customers are served in (0, t]
and the service process is in phase j at the end of the nth service completion, given that there were
n customers in the system and the service process was in phase i at time t = 0. The probabilities
P˜ij(n, t), n ≥ 1, t ≥ 0, then satisfy the equations
P˜ij(n, t+∆t) = P˜ij(n, t) +
m∑
k=1
Pik(n− 1, t)[L1]kj∆t+ o(∆t),
with the initial condition P˜ij(n, 0) = 0, n ≥ 1. Rearranging the terms and taking the limit as ∆t→ 0,
it reduces to
d
dt
P˜ij(n, t) =
m∑
k=1
Pik(n− 1, t)[L1]kj, n ≥ 1
for t ≥ 0, 1 ≤ i, j ≤ m, with the initial conditions P˜ij(n, 0) = 0. This system may be written in matrix
notation as
d
dt
P˜ (n, t) = P (n− 1, t)L1, n ≥ 1, (14)
with P˜ (n, 0) = 0, n ≥ 1.
Let ω denote the probability that V̂ exceeds an inter-arrival time A, then
ω =
∫ ∞
0
Pr(A < V̂ |A = x).fA(x) dx
=
∫ ∞
0
Pr(V̂ > x).fA(x) dx
=
∫ ∞
0
(1− F
V̂
(x))fA(x) dx = f
∗
A(γ). (15)
Similarly, if we let τ denote the probability that V̂ exceeds Â, then
τ =
∫ ∞
0
(1− F
V̂
(x))f
Â
(x) dx = f∗
Â
(γ). (16)
Remark 2.1: ω and τ may be derived in slightly different way. In the following we present a slightly
different derivation for ω and τ may be done similarly.
ω =
∫ ∞
0
Pr(A < V̂ |V̂ = x).f
V̂
(x) dx
=
∫ ∞
0
Pr(A < x).f
V̂
(x) dx
=
∫ ∞
0
FA(x)fV̂ (x) dx. (17)
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One of the frequently used inter-arrival time is phase-type renewal process which also serves as
a special case of several other inter-arrival time distributions and is well-known in the literature.
Therefore, we state the above formulae (17) and (16) for the case of phase-type inter-arrival time by
the following theorem.
Theorem 3.1 If inter-arrival time follows a PH-distribution with irreducible representation (α,T ),
where α and T are of dimension η, then the expressions for ω and τ are as follows.
ω = 1 + γα.(T − γIη)
−1.eη , (18)
τ = 1− λγα.(T − γIη)
−1.T−1eη. (19)
Proof: Using the definition of ω and τ , after little algebraic manipulation the the results (35) and (19)
may be obtained.
In the following, we further define a few notations which are required to analyze the queueing model
under consideration. If we let A+ = A − V̂ with A − V̂ > 0, i.e., inter-arrival time is greater than
remaining vacation time, then
FA+(x) =
∫ x
0
∫∞
0 fV̂ (y)fA(y + s) dy ds
Pr{A > V̂ }
=
∫ x
0
∫∞
0 fV̂ (y)fA(y + s) dy ds
1− ω
, (20)
where A+ may be called excess inter-arrival time. Further, let us denote Â+ and A˜+ as the remaining
and elapsed times of the excess inter-arrival time random variable A+, respectively, then
F
Â+
(x) = F
A˜+
(x) =
∫ x
0
λ1(1− FA+(y)) dy, (21)
where λ1 =
∫∞
0 x dFA+(x) is the mean of the random variable A
+. For an important special case of
phase-type inter-arrival time the distribution of excess inter-arrival time A+ is also phase-type which
is proved in the following theorem.
Theorem 3.2 If inter-arrival times follow a PH-distribution with irreducible representation (α,T ),
where α and T are of dimension η, then the distribution of A+ is also phase-type with representation
(α1,T1), where α1 and T1 are of dimension η and are given by
α1 =
γ
1− ω
α
(
− T + γIη
)−1
, (22)
T1 = T . (23)
Proof: Simple algebraic calculation will give the proof.
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Further, we introduce a few more matrices which are required for the analysis of this queueing
model. With vacation ending, let Vn (n ≥ 0) denote the matrix of order m×m whose (i, j)th element
represents the conditional probability that n customers are served during an excess inter-arrival time
A+ and the service process passes to phase j, provided at the initial instant of the previous arrival
epoch there were at least (n + 1) customers in the system and the server was on a vacation with the
service phase i. Then
Vn =
∫ ∞
0
P (n, t)dFA+(t), n ≥ 0. (24)
Now, with vacation ending, let V ∗n denote the matrix of order m×m whose (i, j)th element represents
the probability that at least n customers are served during an excess inter-arrival period A+ and the
service process is in phase j with the server going on vacation at the end of the n-th service completion,
provided at the initial instant of previous arrival epoch there were exactly n customers in the system
and the server was on a vacation with the service phase i. Then similar to the results derived above,
we obtain
V ∗n =
∫ ∞
0
P˜ (n, t)dFA+(t), n ≥ 1. (25)
Further, with vacation ending, let ∆n (n ≥ 0) denote the matrix of order m×m whose (i, j)th element
represents the limiting probability that n customers are served during an elapsed excess inter-arrival
time A˜+ with the service process being in phase j, given that there were at least (n + 1) customers
in the system with the server being on a vacation with the service phase i at the beginning of the
inter-arrival period. Then we have the following expression for ∆n
∆n =
∫ ∞
0
P (n, t)dF
A˜+
(t) = λ1
∫ ∞
0
P (n, t)(1− FA+(t)) dt, n ≥ 0. (26)
The relationships among the matrices Vn, V
∗
n and ∆n can be derived as follows.
∆0 = λ1
(
Im − V0
)
(−L0)
−1, (27)
and
∆n =
(
∆n−1L1 − λ1Vn
)
(−L0)
−1, n ≥ 1. (28)
Further, using [12], it can be shown that
V ∗n =
1
λ1
∆n−1L1, n ≥ 1. (29)
Similarly, let ∆∗n (n ≥ 1) denote the m × m matrix whose (i, j)th element represents the limiting
probability that n or more customers have been served during an elapsed excess inter-arrival time
A˜+ and the service process is in phase j with the server going on vacation at the end of nth service
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completion, provided at the previous arrival epoch the server was on a vacation with service phase i
and the arrival lead the system to state n or more customers. Then we can write
∆∗n =
∫ ∞
0
P˜ (n, t)dF
A˜+
(t) = λ1
∫ ∞
0
P˜ (n, t)(1− F
A˜+
(t)) dt, n ≥ 1. (30)
Now using the procedure discussed in [12], one may derive the following relation:
∆∗n+1 = (∆
∗
n −∆n) (−L0)
−1
L1, n ≥ 1. (31)
Finally, we define a few notations which are required to analyze the queueing model under consid-
eration. Let A++ = A− (V̂ + V ) given that A− (V̂ + V ) > 0. It is needless to mention that since V is
exponentially distributed, the distribution of V̂ + V will be Erlang of order two, which is a phase-type
distribution with two states. Let the phase type representation of V̂ +V be denoted as β = [ 1.0 0.0 ]
with U =
[
−γ γ
0.0 −γ
]
. To calculate the distribution function of A++, we need to define ω2 which
denotes the probability that V̂ + V exceeds an inter-arrival time A. Then,
ω2 =
∫ ∞
0
Pr(A < V̂ + V |V̂ + V = x).f
V̂+V
(x) dx
=
∫ ∞
0
Pr(A < x).f
V̂+V
(x) dx (32)
=
∫ ∞
0
FA(x)fV̂+V (x) dx. (33)
Similarly, if we let τ2 denote the probability that V̂ + V exceeds Â, then
τ2 =
∫ ∞
0
F
Â
(x)f
V̂+V
(x) dx. (34)
Further, if an inter-arrival time is following PH distribution with the above representation, then
following the derivation as presented in Theorem 3.1, we have
ω2 = 1 + (
γ
2
)(α⊗ β).(T ⊗ I2 + Iη ⊗U)
−1.(eη ⊗ e2), (35)
τ2 = 1− λ(
γ
2
)(α⊗ β).(T ⊗ I2 + Iη ⊗U)
−1.(T−1eη ⊗ e2). (36)
Now the distribution function of A++ may be derived as
FA++(x) =
∫ x
0
∫∞
0 fV̂+V (y)fA(y + s) dy ds
Pr{A > V̂ + V }
=
∫ x
0
∫∞
0 fV̂+V (y)fA(y + s) dy ds
1− ω2
. (37)
Similarly, let us denote Â++ and A˜++ as the remaining and elapsed times of the random variable A++,
then
F
Â++
(x) = F
A˜++
(x) =
∫ x
0
λ2(1− FA++(y)) dy, (38)
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where λ2 =
∫∞
0 x dFA++(x) is the mean of the random variable A
++. For an important special case of
phase-type inter-arrival time, the distribution of A++ is also phase-type whose representation can be
obtained following Theorem 3.2 as (α2,T2), where
α2 =
γ
2
1− ω2
(α⊗ β)
(
− T ⊗ I2 − Iη ⊗U
)−1
(39)
T2 = T ⊗ I2. (40)
Further, with another vacation ending, let Cn (n ≥ 0) denote m×m matrix whose (i, j)th element
represents the conditional probability that n customers are served during an excess inter-arrival time
A++ and the service process passes to phase j with the server becoming idle (after completing service
of the n-th customer), provided at the initial instant of the previous arrival epoch there were at least
(n+ 1) customers in the system and the server was on a vacation with the service phase i. Then
Cn =
∫ ∞
0
P (n, t)dFA++(t), n ≥ 0. (41)
Similarly, with the vacation ending, let C∗n denote the matrix of order m×m whose (i, j)th element
represents the probability that at least n customers are served during an excess inter-arrival period
A++ and the service process is in phase j with the server becoming idle (after completing service of the
n-th customer), provided at the initial instant of previous arrival epoch there were exactly n customers
in the system and the server was on a vacation with the service phase i. Then, we can define
C∗n =
∫ ∞
0
P˜ (n, t)dFA++(t), n ≥ 1. (42)
Also, with the vacation ending, let Φn (n ≥ 0) denotem×mmatrix whose (i, j)th element represents
the conditional probability that n customers are served during an elapsed excess inter-arrival time A˜++
and the service process passes to phase j with the server becoming idle (after completing service of the
n-th customer), provided at the initial instant of the previous arrival epoch there were at least (n+1)
customers in the system and the server was on a vacation with the service phase i. Then,
Φn =
∫ ∞
0
P (n, t)dF
A˜++
(t) = λ2
∫ ∞
0
P (n, t)(1− FA++(t)) dt, n ≥ 0. (43)
Similarly, with the vacation ending, let Φ∗n (n ≥ 1) denote the m×m matrix whose (i, j)th element
represents the limiting probability that at least n customers have been served during an elapsed excess
inter-arrival time A˜++ and the service process is in phase j with the server becoming idle (after
completing service of the n-th customer), provided at the previous arrival epoch the server was on a
vacation with service phase i with the arrival leading the system to state n customers. Then we can
write
Φ∗n =
∫ ∞
0
P˜ (n, t)dF
A˜++
(t) = λ2
∫ ∞
0
P˜ (n, t)(1 − FA++(t)) dt, n ≥ 1. (44)
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One may note here that the matrices Vn (n ≥ 0) are required to obtain other matrices by using the
above relations (27)-(28). The relationships among the matrices Cn, C
∗
n, Φn and Φ
∗
n can be similarly
obtained as for the matrices Vn, V
∗
n , ∆n and ∆
∗
n. These relationships are given below.
Φ0 = λ2
(
Im −C0
)
(−L0)
−1, (45)
Φn =
(
Φn−1L1 − λ2Cn
)
(−L0)
−1, n ≥ 1. (46)
Φ∗1 = (Im −Φ0) . (−L0)
−1
L1, (47)
Φ∗n+1 = (Φ
∗
n −Φn) (−L0)
−1
L1, n ≥ 1. (48)
C∗n =
1
λ2
Φn−1L1, n ≥ 1, (49)
The matrices Cn are calculated exactly the same way as we derive the matrices Sn, see Chaudhry et
al. [?]. For more information on MSP , readers are referred to Bocharov [3], Albores and Tajonar [1]
and Gupta and Banik [17].
4 Analysis of GI/MSP/1/∞ queue with single vacation
We consider a GI/MSP/1/∞ queueing system with single vacation as described above. In the following
subsections we obtain steady-state distributions for this queueing system at different epochs considering
ρ < 1.
4.1 Stationary system-length distribution at pre-arrival epoch
Consider the system just before arrival epochs which are taken as embedded points. Let t0, t1, t2, ... be
the time epochs at which arrivals occur and t−k the time instant before tk. The inter-arrival times
Tk+1 = tk+1 − tk, k = 0, 1, 2, . . . are i.i.d.r.v.’s with common distribution function FA(x). The state
of the system at t−k is defined as ζk = {Nt−
k
, Jt−
k
, ξt−
k
} where Nt−
k
is the number of customers n (≥ 0)
present in the system including the one currently in service. Whereas J
t−
k
= {j}, 1 ≤ j ≤ m, denotes
phase of the service process and ξt−
k
= l = 0 or 1 indicates that the server is on vacation (l = 0) or
busy (l = 1). In the limiting case, we define the following probabilities:
π−j,0(n) = lim
k→∞
P{Nt−
k
= n, Jt−
k
= j, ξt−
k
= 0}, n ≥ 0, 1 ≤ j ≤ m,
π−j,1(n) = lim
k→∞
P{Nt−
k
= n, Jt−
k
= j, ξt−
k
= 1}, n ≥ 0, 1 ≤ j ≤ m,
where π−j,0(n) represents the probability that there are n (≥ 0) customers in the system just prior to
an arrival epoch of a customer when the server is on vacation with phase of the service process j.
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Similarly, π−j,1(n) denotes the probability that there are n (≥ 0) customers in the system just prior to
an arrival epoch of a customer when the server is in a busy (when n ≥ 1) or dormant (when n = 0)
state with phase of the service process j. Let pi−0 (n) and pi
−
1 (n) be the row vectors of order 1 × m
whose j-th components are π−j,0(n) and π
−
j,1(n), respectively.
Observing the state of the system at two consecutive embedded points, we have an embedded Markov
chain whose state space is equivalent to Ω = {(k, j, 0), k ≥ 0, 1 ≤ j ≤ m, } ∪ {(n, j, 1), n ≥ 1, 1 ≤ j ≤
m}. Observing the system at two consecutive embedded Markov point, we have the following system
of vector difference equations
pi−0 (0) =
∞∑
k=0
pi−0 (k)
(
(1− ω)V ∗k+1 −C
∗
k+1
)
+
∞∑
n=0
pi−1 (n)
(
(1− ω)V ∗n+1
)
, (50)
pi−0 (n) = pi
−
0 (n− 1)ωIm, n ≥ 1, (51)
pi−1 (0) =
∞∑
k=0
pi−0 (k)C
∗
k+1 +
∞∑
n=0
pi−1 (n)
(
ω(V ∗n+1 +
n∑
j=0
Vj) + (1− ω)
n∑
j=0
Vj −
n∑
i=0
Si
)
, (52)
pi−1 (n) =
∞∑
k=n−1
pi−0 (k)(1 − ω)Vk−n+1 +
∞∑
j=n−1
pi−1 (j)Sj−n+1, n ≥ 1. (53)
Multiplying (53) by zn, summing from n = 1 to ∞, after adding (52) and using the vector-generating
function pi−∗1 (z) =
∑∞
n=0 pi
−
1 (n)z
n, we obtain
pi−∗1 (z)[Im − zS(z
−1)] =
∞∑
j=0
∞∑
i=j+1
pi−0 (j)Viz
j−i+1
+
∞∑
k=0
pi−0 (k)C
∗
k+1 +
∞∑
n=0
pi−1 (n)
(
ω(V ∗n+1 +
n∑
j=0
Vj)
+(1− ω)
n∑
j=0
Vj −
n∑
i=0
Si
)
, (54)
leading to
pi−∗1 (z) =
(∑∞
j=0
∑∞
i=j+1pi
−
0 (j)(1 − ω)Viz
j−i+1 + Y
)
Adj[Im − zS(z
−1)]
det[Im − zS(z−1)]
, (55)
where Y =
∑∞
k=0 pi
−
0 (k)C
∗
k+1 +
∑∞
n=0 pi
−
1 (n)
(
ω(V ∗n+1 +
∑n
j=0 Vj) + (1 − ω)
∑n
j=0Vj −
∑n
i=0 Si
)
. For
further analysis, we first determine an analytic expression for each component of pi−∗1 (z). Each compo-
nent π−∗j,1 (z) defined as π
−∗
j,1 (z) =
∑∞
n=0 π
−
j,1(n)z
n of the VGF pi−∗1 (z) given in (55) being convergent in
|z| ≤ 1 implies that pi−∗1 (z) is convergent in |z| ≤ 1. As each element of S(z
−1) is a rational function,
see Chaudhry et al. [10]. Therefore, each element of det[Im − zS(z
−1)] is also a rational function and
we assume that
det[Im − zS(z
−1)] =
d(z)
ϕ(z)
.
13
Equation (55) can be rewritten element-wise as
π−∗j,1 (z) =
ξj(z)
d(z)
, 1 ≤ j ≤ m, (56)
where ξj(z) is the j-th component of
(∑∞
j=0
∑∞
i=j+1pi
−
0 (j)(1 − ω)Viz
j−i+1 +
∑∞
k=0 pi
−
0 (k)C
∗
k+1
+
∑∞
n=0 pi
−
1 (n)
(
ω(V ∗n+1+
∑n
j=0 Vj)+ (1−ω)
∑n
j=0 Vj −
∑n
i=0 Si
))
Adj[Im− zS(z
−1)]ϕ(z). To evaluate
the vector in the numerator of equation (55), we show that the equation det[Imz − S(z)] = 0 has
exactly m roots inside the unit circle |z| = 1, see Chaudhry et al. [9] Let these roots be γi (1 ≤ i ≤ m).
Now, consider the zeros of the function d(z). Since the equation det[Imz − S(z)] = 0 has m roots γi
inside the unit circle, the function det[Im − zS(z
−1)] has m zeros 1/γi outside the unit circle |z| = 1.
As π−∗j,1 (z) is an analytic function of z for |z| ≤ 1, applying the partial-fraction method, we obtain
π−∗j,1 (z) =
m∑
i=1
kij
1− γiz
, 1 ≤ j ≤ m, (57)
where kij are constants to be determined. Now, collecting the coefficient of z
n from both sides of (57),
we have
π−j,1(n) =
m∑
i=1
kijγ
n
i , 1 ≤ j ≤ m, n ≥ 0. (58)
Now we assume pi−0 (0) as
pi−0 (0) =
[
b1, b2, . . . , bm
]
, (59)
where b1, b2, . . . , bm are m arbitrary positive constants to be computed as described below. Hereafter,
we substitute pi−0 (0) from Equation (59) into the Equation (51) and obtain
pi−0 (n) = pi
−
0 (0)ω
nIm, n ≥ 1. (60)
From (59) and (60) we are able to express pi−0 (n) (n ≥ 0) in terms of the m constants (b1, b2, . . . , bm)
and ω as defined above.
Next using (58) in (52) and (53) for n = 0, 2, . . . ,m− 1, we have[
m∑
i=1
ki1,
m∑
i=1
ki2, . . . ,
m∑
i=1
kim
]
=
∞∑
k=0
pi−0 (k)C
∗
k+1
+
∞∑
j=0
[
m∑
i=1
ki1γ
j
i ,
m∑
i=1
ki2γ
j
i , . . . ,
m∑
i=1
kimγ
j
i
](
ω(V ∗j+1
+
j∑
k=0
Vk) + (1− ω)
j∑
k=0
Vk −
j∑
i=0
Si
)
, (61)[
m∑
i=1
ki1γ
n
i ,
m∑
i=1
ki2γ
n
i , . . . ,
m∑
i=1
kimγ
n
i
]
=
∞∑
k=n−1
pi−0 (k)(1 − ω)Vk−n+1
+
∞∑
j=n−1
[
m∑
i=1
ki1γ
j
i ,
m∑
i=1
ki2γ
j
i , . . . ,
m∑
i=1
kimγ
j
i
]
Sj−n+1, (62)
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where pi−0 (n) (n ≥ 0) should be used in terms of ω and the constants as given in Equations (59)
and (60). Now Equations (61) and (62) give m2 simultaneous equations in m(m+ 1) unknowns, kij ’s
(1 ≤ i ≤ m, 1 ≤ j ≤ m) and bi (1 ≤ i ≤ m). The other m equations can be obtained through equating
the corresponding components of both sides of the vector Equation (50) as follows.[
b1, b2, . . . , bm
]
=
∞∑
k=0
pi−0 (k)
(
(1− ω)V ∗k+1 −C
∗
k+1
)
+
∞∑
j=0
[
m∑
i=1
ki1γ
j
i ,
m∑
i=1
ki2γ
j
i , . . . ,
m∑
i=1
kimγ
j
i
](
(1− ω)V ∗j+1
)
, (63)
where pi−0 (k) (k ≥ 0) should be used in terms of ω and the constants as given in Equations (59)
and (60). Finally, we have a total of m2 +m = m(m + 1) equations with m(m + 1) unknowns kij ’s
(1 ≤ i ≤ m, 1 ≤ j ≤ m) and bi (1 ≤ i ≤ m). One may note here that we ignore any one component
Equation of (62) for n = m − 1 which is a redundant equation and instead we use the normalization
condition given by
m∑
j=1
π−∗j,1 (1) +
∞∑
n=0
m∑
j=1
π−j,0(n) = 1. (64)
Above normalization condition can be simplified by putting z = 1 in Equation (57) leading to
m∑
j=1
π−∗j,1 (1) +
∞∑
n=0
m∑
j=1
π−j,0(n) =
m∑
j=1
m∑
i=1
kij
1− γi
+
m∑
j=1
π−j,0(0)
1− ω
= 1 (65)
Thus solving these m(m+ 1) equations, we get m(m+ 1) unknowns.
4.2 Stationary system-length distribution at arbitrary epoch
We now derive explicit expressions for the steady-state queue-length distribution. Define πi,l(n) =
steady-state probability that n (≥ 0) customers are in the system at an arbitrary epoch with server
busy (l = 1) or on vacation (l = 0) and the phase of the service process is i (1 ≤ i ≤ m). In other words,
pil(n) = [π1,l(n), π2,l(n), . . . , πm,l(n)], n ≥ 0; l = 1 or n ≥ 0; l = 0, at an arbitrary epoch. Here pil(n)
is an arbitrary epoch stationary probability vector whose j-th component πj,l(n) (1 ≤ j ≤ m) is the
steady-state probability that n customers are in the system with server busy (l = 1) or vacation (l = 0).
The classical argument based on renewal theory relates the steady-state system-length distribution at
an arbitrary epoch to that at the corresponding pre-arrival epoch. Using similar results of Markov
renewal theory and semi-Markov processes, see, e.g., C¸inlar [14] or Lucantoni and Neuts [21], we obtain
pi0(0) =
∞∑
k=0
pi−0 (k)
(
(1− τ)∆∗k+1 −Φ
∗
k+1
)
+
∞∑
n=0
pi−1 (n)
(
(1− τ)∆∗n+1
)
, (66)
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pi0(n) = pi
−
0 (n− 1)τIm, n ≥ 1, (67)
pi1(0) =
∞∑
k=0
pi−0 (k)Φ
∗
k+1 +
∞∑
n=0
pi−1 (n)
(
τ(∆∗n+1 +
n∑
j=0
∆j) + (1− τ)
n∑
j=0
∆j −
n∑
i=0
Ωi
)
, (68)
pi1(n) =
∞∑
j=n−1
pi−0 (j)(1 − τ)∆j−n+1 +
∞∑
j=n−1
pi−(j)Ωj−n+1, n ≥ 1. (69)
Note that since the service process is interrupted during periods in which the server is on a vacation
or in an idle state, it follows that
∞∑
n=1
pi1(n) (L0 +L1) = 0, (70)
which in turn implies that
∞∑
n=1
pi1(n) = Cpi, (71)
for some positive constant C. Thus, by post multiplying the members of the previous equation by e,
we conclude that
∞∑
n=1
pi1(n)e = C. (72)
Therefore, using (72) in (71) we obtain
1(∑∞
n=1 pi1(n)e
) ∞∑
n=1
pi1(n) = pi, (73)
i.e.,
1
ρ
′
∞∑
n=1
pi1(n) = pi, (74)
where ρ
′
=
∑∞
n=1 pi1(n)e represents the probability that the server is busy. The above result (73) is
useful while performing numerical calculations.
4.3 Queue-length distribution at post-departure epoch and their relation with pre-
service epoch
In this subsection, we derive the probabilities for the states of the system immediately after a service
completion takes place. Let pi+(n) = [π+1 (n), π
+
2 (n), . . . , π
+
m(n)], n ≥ 0, be the 1 × m vector whose
i-th component π+i (n) represents the post-departure epoch probability that there are n customers in
the queue immediately after a service completion of a customer and the server is in phase i. The
post-departure epoch thus occurs immediately after the server has either reduced the queue or become
idle. Hence, using level-crossing arguments given in Chaudhry and Templeton [8, p. 299], we have
pi+(n) =
1
µ∗ρ′
pi1(n)L1, n ≥ 0. (75)
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It may be noted that
∑∞
n=1 pi1(n)L1e = µ
∗ρ
′
, which represents the departure rate when the server is
busy.
Let pis−(n) = [πs−1 (n), π
s−
2 (n), . . . , π
s−
m (n)], n ≥ 1, be the 1×m vector whose i-th component π
s−
i (n)
represents the pre-service epoch probability that there are n customers in the queue immediately before
a service of a customer takes place and the server is in phase i. The argument used to find post-departure
epoch probabilities may be based on the distribution of the probabilities for the system at pre-service
epoch of a customer, the instant in time immediately before a real service of a customer starts. Using
the above arguments, we obtain the following result.
pis−(1) = pi+(1) + pi+(0), (76)
pis−(n) = pi+(n), n ≥ 2. (77)
5 Performance measures
As state probabilities at various epochs are known, performance measures can be easily obtained. The
average number of customers in the system (queue) at an arbitrary epoch are given by
Ls =
∞∑
n=0
npi0(n)e+
∞∑
n=0
npi1(n)e, Lq =
∞∑
n=1
(n− 1)pi0(n)e+
∞∑
n=1
(n− 1)pi1(n)e.
5.1 Waiting-time analysis
In this section, we obtain the LST of waiting-time distribution of a customer who is accepted in the
system. Let φk(θ) be the LST of the probability that k customers will be served within a time x and
the service process upon completion of service passes to phase j, provided k customers were in the
system and the service process was in phase i at the beginning of service. Since the probability that
the service of a customer is completed in the interval (x, x+ dx] is given by the matrix eL0xL1dx and
the total service time of k customers is the sum of their service times, φ1(s), the LST of service time
with corresponding phase change, is given by
φ1(s) =
∫ ∞
0
e−sxeL0xL1dx = (sIm −L0)−1L1, with φk(s) = φ
k
1(s), k ≥ 2. (78)
Further, we also need the LST of remaining vacation-time. It is given by
f∗
V̂
(s) =
γ
γ + s
(79)
Let W ∗s (s) denote the LST of the actual waiting time distribution of an arbitrary customer in system.
The LST of the waiting-time distribution in system can be derived as follows:
W ∗s (s) =
∞∑
n=0
pi−1 (n)φ
n+1
1 (s)e+
∞∑
n=0
pi−0 (n)f
∗
V̂
(s).φn+11 (s)e
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=
∞∑
n=0
pi−1 (n)
[
(sIm −L0)
−1L1
]n+1
em
+
∞∑
n=0
pi−0 (n)
( γ
γ + s
)[
(sIm −L0)
−1L1
]n+1
em,
= pi−∗1 (φ1(s))φ1(s) + (
γ
γ + s
)pi−∗0 (φ1(s))φ1(s), (80)
where bpi−∗0 (z) =
∑∞
j=0 pi
−
0 (j)z
j , |z| ≤ 1, defined similarly as pi−∗1 . One can find mean waiting time in
the system from Equation (80) by differentiating it and putting s = 0. It is given by
Ws = −W
∗(′)
s (0)
=
∞∑
n=0
pi−1 (n)
n∑
j=0
(−L−10 L1)
j(−L−10 )(−L
−1
0 L1)
n−jem +
∞∑
n=0
pi−0 (n)γ(γ + s)
−2(−L−10 L1)
n+1em
+
∞∑
n=0
pi−0 (n)
n∑
j=0
(−L−10 L1)
j(−L−10 )(−L
−1
0 L1)
n−jem,
=
∞∑
n=0
pi−1 (n)
n∑
j=0
(−L−10 L1)
j(−L−10 )em +
∞∑
n=0
pi−0 (n)(1/γ)em
+
∞∑
n=0
pi−0 (n)
n∑
j=0
(−L−10 L1)
j(−L−10 )em. [As (−L
−1
0 L1)em = em] (81)
From the Little’s law, we can also get mean sojourn time as Ws(LL) =
Ls
λ
which may serve one of the
verifications while performing numerical computation.
5.2 Expected length of busy and idle periods
Since for this system, in the limiting case, the proportions of times the server is busy and idle are ρ
′
and 1− ρ
′
, respectively, we have
E(B)
E(I)
=
ρ
′
1− ρ′
, (82)
where B and I are random variables denoting the lengths of busy and idle periods, respectively. We
first discuss the mean busy period E(B), which is comparatively easy to evaluate. Let Nq(t) denote
the number of customers in system at time t and ξq(t) be the state of the server, i.e., busy (= 1) or idle
(= 0). {Nq(t), ξq(t)} enters the set of busy states, Υ ≡ {(0, 1), (1, 1), (2, 1), . . .} at the termination of an
idle period. The conditional probability that {Nq(t), ξq(t)} enters (0, 0), given that {Nq(t), ξq(t)} enters
Υ, is therefore Cpi+(i)e, i ≥ 0, where C = 1pi+(0)e . Now {Nq(t), ξq(t)} enters (i, 1), i ≥ 0, irrespective
of customers’ arrival during a service time, which may happen in expected time E(S). Thus
E(B) =
∑∞
i=0 pi
+(i)e.E(S)
pi+(0)e
=
E(S)
pi+(0)e
. (83)
Substituting E(B) from Equation (83) in Equation (82), we obtain
E(I) =
1− ρ
′
ρ′
.
E(S)
pi+(0)e
. (84)
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6 Approximation for system-length distributions based on one root
In this context one may note that the heavy-traffic approximation was first investigated by J.F. C.
Kingman (see [19]) who showed that when the utilisation parameter (ρ) of an M/M/1 queue is near 1
a scaled version of the queue length process can be accurately approximated by a reflected Brownian
motion. In this direction one can get several approximate results such as the tail probabilities of the
queue-length distribution at a pre-arrival epoch, heavy- or light-traffic behaviour of the queue-length
distributions based on the real root of det[Im − zS(z
−1)] = 0 which is closest to 1 and outside |z| ≤ 1.
The existence of such a root has been discovered since long time in the literature, e.g., Feller ([16],
pg. 276-277) calculated the tail probabilities using a single root of the denominator which is smallest
root in absolute value. Also Chaudhry et al. [11] have given a formal proof of the existence of such a
root. One may note that it is not difficult to calculate this root numerically. In this context it is worth
mentioning that sometimes an approximate value of this root may be used to get desired queue-length
distributions and this approximate value may be obtained in the following way. We investigate the
approximate root inside |z| ≤ 1 by expanding the matrix of the left-hand side of the characteristic
equation det[Imz − S(z)] = 0 in powers of ρ as
Imz − S(z) = Imz − S(ρ+ z − ρ)
= Imz − S(z − ρ)− ρS
′
(z − ρ)−
ρ2
2!
S
′′
(z − ρ) + o(ρ2)H , (85)
where H is some unknown matrix and S
′
(.), S
′′
(.) are the successive differentiation of S(.) of order
one and two, respectively. Also one may note that in Equation (85), as usual, o(x) represents a function
of x with the property that o(x)
x
→ 0 as x→ 0. Multiplying the right-hand side of the above Equation
(85) by the vector pi from left and the vector e from right, we may write the characteristic equation as
follows
z − piS(z − ρ)e− ρpiS
′
(z − ρ)e−
ρ2
2!
piS
′′
(z − ρ)e+ o(ρ2)c = 0. (86)
where c = piHe and is a finite constant. Now an approximate value of the root for the above described
three cases is obtained as follows.
• Light-traffic case: Applying ρ→ 0+ in Equation (86) gives
z − piS(z − ρ)e− ρpiS
′
(z − ρ)e−
ρ2
2!
piS
′′
(z − ρ)e = 0, (87)
which gives an approximate value of this root.
• Heavy-traffic case: Replacing ρ by (1− ρ) in Equation (86) and applying the condition ρ→ 1−,
we obtain
z − piS(z − 1 + ρ)e− (1− ρ)piS
′
(z − 1 + ρ)e−
(1− ρ)2
2!
piS
′′
(z − 1 + ρ)e = 0. (88)
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Solving (88) we get the desired value.
• Tail probabilities at a pre-arrival epoch: If ρ1 denotes any arbitrary offered load numerically very
close to ρ then we replace ρ by (ρ − ρ1) in Equation (86) and applying the condition ρ → ρ1 to
get
z − piS(z − ρ+ ρ1)e− (ρ− ρ1)piS
′
(z − ρ+ ρ1)e−
(ρ− ρ1)
2
2!
piS
′′
(z − ρ+ ρ1)e = 0. (89)
Hence, we can obtain the desired root, say z1, by solving the Equation (89) for z.
Finally, it may be noted that once we obtain an approximate value of a root, we can obtain the exact
root through various numerical methods. The equation det[Imz − S(z)] = 0 may be used to find the
original root which is closest to 1 in all the above described cases. For the sake of completeness we
present below the procedure to calculate tail probabilities at a pre-arrival epoch based on this one root.
To get the tail probabilities, assume
π−j,1(n) ≃ k1,jz
n
1 = p
a1
j,1(n), n > nǫ, 1 ≤ j ≤ m, (90)
where nǫ is chosen as the smallest integer such that |(π
−
j,1(n)−p
a1
j,1(n))/π
−
j,1(n)| < ǫ, i.e., |1−
pa1
j,1(n)
π−
j,1(n)
| < ǫ.
But, since the probability pa1j,1(n) follows a geometric distribution with common ratio z1, it is better
to choose nǫ such that |
π−
j,1(n)
z1π
−
j,1(n−1)
− 1| < ǫ. The approximation gets better if more than one root, in
ascending order of magnitude, is used. It should however be mentioned that those roots that occur in
complex-conjugate pairs should be used in pairs. Thus, the tail probabilities using three roots can be
approximated by
π−j,1(n) ≃
3∑
i=1
ki,jz
n
i = p
a3
j,1(n), n > n
1
ǫ , 1 ≤ j ≤ m, (91)
where zi (i = 1, 2, 3) are the roots in ascending order of magnitude and n
1
ǫ may be chosen by |1 −
pa3
j,1(n)
π−
j,1(n)
| < ǫ, n > n1ǫ . Similar procedure may be adopted to calculate queue-length distributions for
the cases of light- and heavy-traffics. It may be remarked here that this root can also be obtained
accurately by simply using high precision of the software packages mentioned earlier. Similar way
we can compute the waiting time distribution based on a few number of roots in case of light- and
heavy-traffic.
7 Numerical results and discussion
To demonstrate the applicability of the results obtained in the previous sections, some numerical results
have been presented in two self explanatory tables. At the bottom of the tables, several performance
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measures are given. Since various distributions can be either represented or approximated by PH-
distribution, we take inter-arrival time distribution to be of PH-type having the representation (α,T ),
where α and T are of dimension η. Then S(z) can be derived as follows using the procedure adopted
in [10].
S(z) = (Im ⊗α)(L(z) ⊕ T )
−1(Im ⊗ Teη), (92)
with L(z) ⊕ T = (L(z) ⊗ Iν) + (Im ⊗ T ), where ⊕ and ⊗ are used for Kronecker product and sum,
respectively. For the derivation of S(z), see Chaudhry et al [10]. Knowing that each element of L(z)
is a polynomial in z, each element of L(z)⊕ T is also a polynomial in z and hence the determinant of
(L(z) ⊕ T ) is a rational function in z. Thus, from the above expression for S(z), we can immediately
say that each element of S(z) is a rational function in z with the same denominator. One may note
that in case the degree of the polynomials in each element of S(z) is very high, it may be difficult or
time consuming to calculate the roots of the characteristic equation
det[Imz − S(z)] = 0. (93)
This difficulty may be minimized by calculating S(z) in the following way.
S(z) = lim
N→∞
N∑
n=0
Snz
n, (94)
where Sn may be obtained as proposed in Lucantoni [20].
We have carried out extensive numerical work based on the procedure discussed in this paper by
considering different service matrices MSP (L0,L1) and phase-type inter-arrival time distribution
PH(α,T ). All the calculations were performed on a PC having Intel(R) Core 2 Duo processor @1.65
GHz with 8 GB DDR2 RAM using MSPLE 18. Further, though all the numerical results were carried
out in high precision, they are reported here in 6 decimal places due to lack of space.
In Table 1, we have presented various epoch probabilities for a PH/MSP/1/∞ queue with exponential
single vacation using our method described in this paper. Vacation time is following exponential
distribution with average number of vacations per unit of time is γ = 1.8. Inter-arrival time is PH-
type and its representation is given by
α = [ 0.22 0.33 0.45 ]
,
T =

−2.823 0.0 2.812
3.542 −2.942 1.000
1.710 0.0 −2.240

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with λ = 0.259558. The MSP matrices as
L0 =

−3.69939 0.01276 0.00572 0.0
0.01012 −0.55759 0.0 0.00682
0.0 0.02343 −0.53152 0.48730
0.00649 0.55363 0.0 −0.58531
 ,
L1 =

3.65748 0.01727 0.0 0.00616
0.01353 0.00517 0.52195 0.0
0.00924 0.0 0.0 0.01155
0.00561 0.0 0.00847 0.01111

with stationary mean service rate µ∗ = 1.121972, lag-1 correlation coefficient 0.618173 between succes-
sive service times and pi = [ 0.264645 0.253046 0.254961 0.227348 ] so that ρ = λ/(µ∗) = 0.231341.
To calculate system-length distribution we need to calculate the roots of
det[Imz − S(z)] = 0, (95)
where m = 4 as given above. Here S(z) may be obtained by Equation (??) or (94) for N = 70, see
Equation (92). The m = 4 roots of (95) inside |z| < 1 are evaluated. The corresponding kij (1 ≤ i ≤
4, 1 ≤ j ≤ 4) and bi (1 ≤ i ≤ 4) values are calculated using the procedure described in Section 4.1,
see Appendix A. Now using Equation (58), (59) and (60), one can obtain system-length distribution
at pre-arrival epoch and after that using relations (66)-(69) the arbitrary epoch probabilities may be
derived, see Table 1.
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Table 1: System-length distributions at pre-arrival and arbitrary epoch.
Pre-arrival pi−
j,0
(n) & pi−
j,1
(n)
pi
−
j,0
(n) j = 1 j = 2 j = 3 j = 4
∑
m=4
j=1
0 0.394155 0.001935 0.007826 0.001078 0.404994
1 0.012922 0.000063 0.000256 0.000035 0.013277
2 0.000424 0.000002 0.000008 0.000001 0.000435
3 0.000014 0.000000 0.000000 0.000000 0.000014
4 0.000000 0.000000 0.000000 0.000000 0.000000
5 0.000000 0.000000 0.000000 0.000000 0.000000
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
sum 0.407514 0.002001 0.008091 0.001114 0.418720
pi
−
j,1
(n) j = 1 j = 2 j = 3 j = 4
∑
m=4
j=1
0 0.418304 0.003215 0.006170 0.000057 0.037466
1 0.013560 0.007230 0.009807 0.006868 0.037466
2 0.001028 0.007186 0.007215 0.006678 0.037466
3 0.000530 0.006045 0.005157 0.003092 0.037466
4 0.000730 0.005106 0.004122 0.001808 0.037466
5 0.000721 0.004344 0.003459 0.001355 0.037466
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
sum 0.439280 0.058473 0.056044 0.027481 0.581279
Arbitrary pij,0(n) & pij,1(n)
pij,0(n) j = 1 j = 2 j = 3 j = 4
∑
m=4
j=1
0 0.304820 0.001497 0.006065 0.000840 0.313221
1 0.057034 0.000280 0.001132 0.000156 0.058602
2 0.001870 0.000009 0.000037 0.000005 0.001921
3 0.000061 0.000000 0.000001 0.000000 0.000063
4 0.000002 0.000000 0.000000 0.000000 0.000002
5 0.000000 0.000000 0.000000 0.000000 0.000000
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
sum 0.363788 0.001786 0.007235 0.001001 0.373810
pij,1(n) j = 1 j = 2 j = 3 j = 4
∑
m=4
j=1
0 0.445456 0.002265 0.005750 0.000927 0.454398
1 0.029024 0.004327 0.007539 0.004676 0.045566
2 0.002520 0.007486 0.007924 0.007015 0.024945
3 0.000626 0.006485 0.005700 0.005660 0.018471
4 0.000504 0.004673 0.004313 0.003588 0.013079
5 0.000457 0.003718 0.003537 0.002685 0.010397
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
sum 0.481333 0.050157 0.055174 0.039525 0.626190
LS =1.020068, Ws =3.955370, Ws(LL) =3.930026.
It may be noted that in the above numerical experiment, we can find the conditional probability that
the server is busy in phase i, i = 1, 2. It is given by
1
ρ′
∞∑
n=1
pi1(n) = [ 0.208843 0.278777 0.287695 0.224685 ] ,
which matches with pi up to almost 2 decimal places. As shown in the above table, Little’s law is
satisfied up to two digits. These, to some extent, support the validity of our analytical as well as
numerical results.
Next one may note here that this queueing model deals with generally distributed inter-arrival
time distribution. Theoretically, it is possible to approximate any non-negative distribution arbitrarily
closely by a PH-type distribution, see Bobbio and Telek [5], Bobbio et al. [6] and references therein.
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Using these methods available in the literature, one may estimate a general inter-arrival time distribu-
tion by a PH-type distribution and calculate stationary distribution at various epochs as stated above.
As a demonstration, PH approximation of inter-arrival time distributions which are not phase-type,
we consider the following example.
Similar to the above tables, in Table 2, we have presented various epoch probabilities for LN/MAP/1/∞
queue with exponential single vacation, where LN stands for log-normal inter-arrival time distribu-
tion. Vacation time is exponential with the stationary mean vacation rate γ = 1.7. Inter-arrival
time is LN -type and its probability density function and distribution functions are given by fA(x) =
1
xα
√
2π
e−
(ln(x)−β)2
2α2 , α = 1.04, β = 0.215, x > 0, and FA(x) =
∫ x
0 fA(u)du, x > 0, with λ = 0.469635,
respectively. The MAP matrices have 4 phases in this case and their representation is given by
L0 =

−2.69939 0.01276 0.00572 0.0
0.01012 −0.55759 0.0 0.00682
0.0 0.02343 −1.53152 0.48730
0.00649 0.55363 0.0 −0.58531
 ,
L1 =

2.65748 0.01727 0.0 0.00616
0.01353 0.00517 0.52195 0.0
0.00924 0.0 1.0 1.01155
0.00561 0.0 0.00847 0.01111

with stationary mean service rate µ∗ = 1.112288, lag-1 correlation coefficient 0.179796 between succes-
sive service times and pi = [ 0.264645 0.253046 0.254961 0.227348 ] so that ρ = λ/(µ∗) = 0.422224.
. In the following we state a procedure to discuss a PH approximation of the LN -type inter-arrival
time. As discussed by Bobbio and Telek [5], Bobbio et al. [6] and Pulungan [25], we assume a minimal
acyclic phase-type canonical representation of the log-normal inter-arrival time distribution as follows:
α = [α1 α2 α3 ] ,
and
T =

−t1 t1 0.0
0.0 −t2 t2
0.0 0.0 −t3
 ,
where t1, t2, t3 > 0, t1 ≤ t2 ≤ t3, α1, α2, α3 ≥ 0, and αeη = 1.0, η = 3. The probability density and
distribution function of this phase-type representation is given by
fPH(x) = α e
T xT 0, (96)
FPH(x) = 1−α e
Txeη , (97)
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where T 0 is non-negative vector and satisfies Teη + T
0 = 0 and η = 3. The moments of this acyclic
phase-type representation may obtained by the following formulae:
µPHi = (−1)
ii!(αT−ieη), i ≥ 1, η = 3. (98)
Using the log-normal inter-arrival time probability density function we can calculate moments by the
following formulae:
µLNi =
∫ ∞
0
xifA(x)dx, i ≥ 1. (99)
The first four moments of the original log-normal distribution have been targeted to match with
corresponding moment of the acyclic phase-type representation. This multi-objective problem can be
reduced to a single objective problem by assigning weights to objectives. The non-linear programming
(NLP) problem can be formulated as:
Minimize w1(µ
LN
1 − µ
PH
1 )
2 + w2(µ
LN
2 − µ
PH
2 )
2 +w3(µ
LN
3 − µ
PH
3 )
2 + w4(µ
LN
4 − µ
PH
4 )
2; (100)
Subject to αi ≥ 0, i = 1, 2, 3; (101)
αeη = 1.0, η = 3; (102)
ti > 0, i = 1, 2, 3; (103)
where wi’s (i = 1, 2, 3, 4) are the weights. We always set wi = 1, i = 1, 2, 3, 4 except in cases when
numerical values of moments are very high. For example when numerical value of fourth moment is
very high we set w4 = 0 and NLP problem gives better result by assigning w4 = 0 in lieu of w4 = 1. One
may note that after solving the above NLP we can completely specify an approximate acyclic phase-
type representation of the given weibull distribution. For better approximation one may increase the
order of acyclic phase-type distribution and in that case obtaining a solution to the above NLP may
pose some problem due to increase in the number of variables. To overcome this problem we supply
eigenvalues of the matrix T , i.e., t1 t2 and t3 using the following procedure. We calculate 20 moments
from fA(x) to construct an approximate f
∗
A(s) through the Pade´ approximation [2/3] as:
f∗A(θ) ≃
1.0 + 64.325780s + 479.132648s2
1.0 + 66.455094s + 613.950181s2 + 904.240262s3
. (104)
where [2/3] stands for a rational function with degree of numerator polynomial 2 and degree of denom-
inator polynomial 3 in the variable s. Now after equating denominator of (104) equal to zero we obtain
three roots as −0.017943, − 0.112322 and −0.548702. Hereafter, we assign eigenvalues of the matrix
T as t1 = 0.017943, t2 = 0.112322 and t3 = 0.548702. After this, our job is to solve the above NLP
and obtain the vector α. Solution of above NLP with assignment of weights as wi = 1, i = 1, 2, 3, 4
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gives α1 = 0.000024, α2 = 0.034291 and α3 = 0.965685. Therefore, we are able to specify the vector
α as well as the matrix T corresponding to an approximate phase-type distribution of the log-normal
inter-arrival time distribution. We calculate λ using these α and T values and found λ = 0.469635
which is exactly the same as the one calculated using the original log-normal density function given
above. In the following we present graphs of the density and distribution functions (see Figure 1
and 2, respectively) for the original log-normal inter-arrival time and the corresponding phase-type
approximation.
Figure 1: x versus fA(x)
Figure 2: x versus FA(x)
Now we consider these approximate phase-type representations for the corresponding inter-arrival
and vacation time distributions and using similar procedure as described in Table 1, we have computed
stationary system length distribution at pre-arrival and arbitrary epochs, see Table 2.
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Table 2: System-length distributions at pre-arrival and arbitrary epoch.
Pre-arrival pi−
j,0
(n) & pi−
j,1
(n)
pi
−
j,0
(n) j = 1 j = 2 j = 3 j = 4
∑
m=4
j=1
0 0.190353 0.001284 0.028939 0.000850 0.221426
1 0.044952 0.000303 0.006834 0.000201 0.052291
2 0.010616 0.000072 0.001614 0.000047 0.012349
3 0.002507 0.000017 0.000381 0.000011 0.002916
4 0.000592 0.000004 0.000090 0.000003 0.000689
5 0.000140 0.000001 0.000021 0.000001 0.000163
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
sum 0.249203 0.001680 0.037886 0.001113 0.289883
pi
−
j,1
(n) j = 1 j = 2 j = 3 j = 4
∑
m=4
j=1
0 0.268269 0.149411 0.030733 0.000812 0.136142
1 0.090191 0.009359 0.024661 0.011930 0.136142
2 0.027599 0.012151 0.016200 0.013089 0.136142
3 0.008699 0.012077 0.011171 0.009973 0.136142
4 0.003498 0.010862 0.008328 0.007005 0.136142
5 0.002095 0.009355 0.006560 0.005010 0.136142
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
sum 0.410444 0.102596 0.128800 0.068276 0.710117
Arbitrary pij,0(n) & pij,1(n)
pij,0(n) j = 1 j = 2 j = 3 j = 4
∑
m=4
j=1
0 0.224084 0.001540 0.042695 0.001126 0.269445
1 0.042409 0.000286 0.006447 0.000189 0.049332
2 0.010015 0.000067 0.001523 0.000045 0.011650
3 0.002365 0.000016 0.000360 0.000011 0.002751
4 0.000558 0.000004 0.000085 0.000002 0.000650
5 0.000132 0.000001 0.000020 0.000000 0.000153
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
sum 0.279605 0.001915 0.051135 0.001374 0.334030
pij,1(n) j = 1 j = 2 j = 3 j = 4
∑
m=4
j=1
0 0.283429 0.000799 0.035623 0.000270 0.320121
1 0.044144 0.006548 0.016608 0.008447 0.075748
2 0.026168 0.012352 0.015941 0.013083 0.067544
3 0.008292 0.012130 0.011055 0.011245 0.042723
4 0.003210 0.010447 0.008253 0.008496 0.030406
5 0.001761 0.008642 0.006494 0.006310 0.023208
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
sum 0.374541 0.092439 0.124715 0.074275 0.665970
LS =1.817167, Ws = 3.776260, Ws(LL) = 3.869320.
It may be noted that in the above numerical experiment, we can find the conditional probability that
the server is busy in phase i, i = 1, 2. It is given by
1
ρ
′
∞∑
n=1
pi1(n) = [ 0.263443 0.264971 0.257603 0.213982 ] ,
which is pi up to almost 2 decimal places as was anticipated. Also, Little’s law is satisfied up to two
digits after rounding off. These facts confirm our analytical as well as numerical results.
8 Conclusions and future scope
In this paper, we have successfully analyzed the PH/MSP/1/∞ queue with single exponential vacation.
We have suggested a procedure to obtain the steady-state distributions of the number of customers
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in the system at pre-arrival, arbitrary and post-departure epochs. Similar kind of analysis that is
described in this paper may work for the corresponding queueing systems under multiple exponential
vacations of the server or for batch arrival or batch service queues, i.e., PH [X]/MSP/1/∞ queue or
PH/MSP (a,b)/1/∞ queue with exponential single or multiple vacations. One may be interested in
analyzing the same queueing model with different type of vacation policies, e.g., multiple adaptive
vacation(s) and working vacation(s). Another area of interest may be to find the approximations for
the tail of the waiting-time distribution a swell as an approximation for the waiting-time distribution
in cases of heavy- and light-traffic. These problems are left for future investigations.
Appendix A
The roots used in Table 1 are given as follows: γ1 = −0.010443, γ2 = 0.853818, γ3 = 0.160075 −
0.064040i, γ4 = 0.160075 + 0.064040i. The corresponding kij (1 ≤ i ≤ 4, 1 ≤ j ≤ 4) and bi (1 ≤ i ≤ 4)
values are as follows: k1,1 = 0.250531, k1,2 = 0.009814, k1,3 = 0.017357, k1,4 = 0.093024, k2,1 =
0.001666, k2,2 = 0.009563, k2,3 = 0.007588, k2,4 = 0.002873, k3,1 = 0.083053 + 0.092411i, k3,2 =
−0.008081−0.013702i, k3,3 = −0.009387−0.050870i, k3,4 = −0.047920−0.161839i, k4,1 = 0.083053−
0.092411i, k4,2 = −0.008081 + 0.013702i, k4,3 = −0.009387 + 0.050870i, k4,4 = −0.047920 + 0.161839i
and b1 = 0.394155, b2 = 0.001935, b3 = 0.007826, b4 = 0.001078.
The roots used in Table 2 are given below. γ1 = 0.194296, γ2 = 0.831411, γ3 = 0.328896 − 0.025835i
and γ4 = 0.328896 + 0.025835i. The corresponding kij (1 ≤ i ≤ 4, 1 ≤ j ≤ 4) and bi (1 ≤ i ≤ 4)
values are as follows: k1,1 = −0.205961, k1,2 = 0.001301, k1,3 = −0.036359, k1,4 = 0.147868, k2,1 =
0.005287, k2,2 = 0.024221, k2,3 = 0.015824, k2,4 = 0.010081, k3,1 = 0.234467 − 0.549961i, k3,2 =
−0.012014 − 0.060543i, k3,3 = 0.025634 + 0.033050i, k3,4 = −0.078568 + 0.512859i, k4,1 = 0.234467 +
0.549961i, k4,2 = −0.012014 + 0.060543i, k4,3 = 0.025634 − 0.033050i, k4,4 = −0.078568 − 0.512859i
and b1 = 0.190353, b2 = 0.001284, b3 = 0.028939, b4 = 0.000851.
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