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BI-HAMILTONIAN GEOMETRY AND CANONICAL
SPECTRAL COORDINATES FOR THE RATIONAL
CALOGERO-MOSER SYSTEM
GREGORIO FALQUI AND IGOR MENCATTINI
Abstract. We reconsider the rational Calogero-Moser system from the
point of view of bi-Hamiltonian geometry. By using geometrical tools
of the latter, we explicitly construct set(s) of spectral canonical coor-
dinates, that is, complete sets of Darboux coordinates defined by the
eigenvalues and the eigenvectors of the Lax matrix.
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1. Introduction
The rational Calogero-Moser system (CM-system from now on) is a dy-
namical system consisting of n-particles constrained to move on a line and
pairwise interacting under the influence of a potential proportional to the
inverse squared distance of the particles. Its Hamiltonian is
(1) H(x, p) =
1
2
n∑
j=1
pj
2 + g
∑
i<j
1
(xi − xj)2 .
The Hamiltonian dynamical system described by (1) has a long and rich
history. In the case n = 3 it already appeared in the work of Jacobi [19],
while the general case started to be studied systematically only at the end of
the sixties of the last century, within the broader scheme of the completely
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integrable classical and quantum systems. In [6], Calogero solved the n-
particle quantum analogue of this dynamical system and in [7] he conjectured
the complete integrability of the classical Hamiltonian (1). This conjecture
was proved to be true by Moser in [23], where, after rewriting the equations
of motion defined by (1) in a Lax form, explicit solutions were also obtained.
The so called projection method was introduced in [24] to find an alter-
native way to integrate the CM-system. The relation of this method with
the theory of the momentum map and with the Lax representation discov-
ered by Moser was discussed by Kazhdan, Kostant and Sternberg, KKS
from now on, in [20], where the complete integrability of the Hamiltonian
(1) was proved using a symplectic reduction technique. Finally, in [30] it
was proved that this system is super-integrable. Nowadays the CM-system
plays the role of a unifying concept which stands at the crossroad of many
areas of mathematics, from representation theory, see for example [10], to
non-commutative geometry, see for example [14], to mention just a few.
Along with the inverse scattering method, based on the existence of a Lax
representation for the equations of motion, another important mathematical
framework that was brought to the light in the modern theory of integrable
systems was that of bi-Hamiltonian geometry. While for most integrable
systems a sort of dictionary between the two settings was established, the
bi-Hamiltonian setting for CM-system escaped a similar systematization for
quite a long time. Indeed, the bi-Hamiltonian formulation of the CM-system
was obtained by Magri and Marsico in [22] in the framework of a detailed
local study of a special class of bi-Hamiltonian manifolds, that is, the class
of symplectic manifolds endowed with a suitable (1, 1)-tensor (see Section 2
for detailed definitions1).
To the bi-Hamiltonian representation of the CM-system was given a broader
meaning in [5], where the Magri-Marsico brackets were derived by a double
process of Hamiltonian reduction from a suitable bi-Hamiltonian structure
on the cotangent bundle of the Lie algebra gl(n), thus making contact with
the classical KKS group-theoretical reduction procedure [20].
A drawback of this approach is that in the standard canonical coordinates
(xj, pj) the second Poisson structure cannot be explicitly computed, since
the transformation that gives the Magri-Marsico coordinates in terms of the
physical ones proves to be too difficult to be inverted. Indeed this was done
only for the case of n = 3, in [3]. This possibly parallels the fact that also the
R-matrix representation of the Poisson brackets for the CM-system is quite
awkward, since it involves [4] a dynamical R-matrix, that is, an R-matrix
whose elements depend on the phase-space variables.
The goal of the present paper is the close up this circle of ideas. Using
the setting of [5], we shall at first introduce a set of canonical coordinates
whose “first half” is composed by the eigenvalues of the Calogero-Moser
1It is still not known whether the trigonometric and the elliptic Calogero-Moser systems
admit a bi-Hamiltonian description.
CANONICAL SPECTRAL COORDINATES FOR THE CM-SYSTEM 3
Lax matrix. Then we shall discuss the meaning of these coordinates in the
framework of the algebro-geometric setting for integrable systems.
Outline of the paper: in Section 2 and Section 3 we shall review those
notions of bi-Hamiltonian geometry to be used in the core of the paper.
More precisely, in Section 2 we shall recall the notion of Darboux-Nijenhuis
coordinates, together with a generalization thereof to be termed magnetic
Darboux-Nijenhuis coordinates. Then, we will expand on some techniques
related to the notion of Darboux-Nijenhuis coordinates, already introduced
in [11], that will be thoroughly used in the paper. In Section 3 we shall re-
view, following [5], both the properties of a special bi-Hamiltonian structure
on T ∗gl(n) and its reduction to the phase-space of the rational CM-system.
Finally, in Section 4, we shall show how this setting can be fruitfully applied
to the CM-system to provide explicit formulas for spectral canonical coor-
dinates (whose expression was suggested in a talk in 2009 at Cambridge by
E.K. Sklyanin, but, to the best of our knowledge, has not appeared in the lit-
erature yet). We close the paper showing how some (known) features of the
rational CM-system can simply and directly be recovered in the formalism
herewith presented.
2. ωN-manifolds and their local geometry
The basic definitions of bi-Hamiltonian geometry needed in this paper
stem from the notion of ωN -manifold. A ωN -manifold is a triple (M,ω,N)
where (M,ω) is a symplectic manifold (that is, ω is a closed non-degenerate
2-form onM), and N is a (1, 1)- tensor, i.e. an endomorphism of the tangent
bundle to M , satisfying the following compatibility conditions:
i): For all vector fields X,Y
(2) ω(NX,Y ) + ω(NY,X) = 0.
ii): The 2-form ω′ implicitly defined in the preceding item as
(3) ω′(X,Y ) := ω(NX,Y )
is closed.
It can be shown that the closure condition dω′ = 0 is equivalent to the
vanishing of the Nijenhuis torsion TN of the (1, 1)-tensor N
(4) TN (X,Y ) := [NX,NY ]−N
(
[NX,Y ] + [X,NY ]−N [X,Y ]).
It is customary to call (1, 1)-tensors satisfying (4) Nijenhuis tensors. Note
that every ωN -manifold is a bi-Hamiltonian manifold. Indeed, recalling that
in the symplectic picture the Hamiltonian vector field Xf corresponding to
f ∈ C∞(M) can be defined via
(5) ω(Xf , Y ) = −〈df, Y 〉 ,
one can see that, setting
(6) {f, g}0 := ω(Xf ,Xg), {f, g}1 := ω′(Xf ,Xg) ,
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the compatibility conditions (2,3) above imply that {·, ·}0 and {·, ·}1 form a
pair of compatible Poisson brackets, that is, for all λ ∈ R, {·, ·}0+λ{·, ·}1 is
a Poisson bracket. The pair so defined is called the pair of Poisson brackets
associated with the ωN -manifold (M,ω,N).
Conversely, if P0 and P1 are two compatible Poisson tensors on M , with,
say, P0 invertible, then (M,P
−1
0 , P1P
−1
0 ) is a ωN -manifold. Here we consider
Poisson tensors as maps from the cotangent bundle to the tangent bundle
to M , defined via
(7) {f, g}ℓ = 〈df, Pℓ dg〉, ℓ = 0, 1.
We remark for further use that in this case the adjoint of the recursion tensor
N (to be considered as an endomorphism of the cotangent bundle T ∗M) is
simply given by N∗ = P−10 P1.
Let (M,N,ω) be a ωN -manifold of dimension 2n. Then:
Definition 2.1. A set of local coordinates (xi, pi) on M is called a set of
Darboux-Nijenhuis (DN) coordinates for (M,N,ω) if:
(1) They are canonical coordinates for the symplectic form ω, i.e. ω =∑n
i=1 dyi ∧ dxi,
(2) They reduce the Nijenhuis tensor N to the diagonal form
(8) N =
n∑
i=1
λi
(
∂
∂xi
⊗ dxi + ∂
∂pi
⊗ dpi
)
.
If we consider the pair of Poisson brackets defined on (M,ω,N) as in Eq.
(6) then we get the following fundamental Poisson brackets
{xi, pj}0 = δij and {xi, xj}0 = 0 = {pi, pj}0, ∀ i, j = 1, . . . , n,
while
{xi, pj}1 = λiδij and {xi, xj}1 = 0 = {pi, pj}1, ∀ i, j = 1, . . . , n.
Remark 2.2. Formula (8) implies that all the eigenvalues of N have even
multiplicity.
A 2n-dimensional ωN -manifold (M,N,ω) is called semi-simple at m ∈M
if there exists a neighborhood of m where its Nijenhuis tensor admits n
distinct eigenvalues λ1, . . . , λn. It is called regular at m if there exists a
neighborhood of m where the eigenvalues are functionally independent.
Let us define Ik =
1
2 k tr(N
k). Using the vanishing of the Nijenhuis torsion
of N , one can prove the so called Lenard recursion relations:
(9) N∗dIi = dIi+1, ∀i = 1, . . . n.
Furthermore, as a consequence of the compatibility between ω and N , it can
be also proven that
(10) {Ii, Ij}0 = {Ii, Ij}1 = 0, ∀i, j = 1, . . . , n.
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Then differentiating both sides of the identities
(11) kIk = λ
k
1 + · · ·+ λkn, ∀k = 1, . . . , n
and using the Lenard relations, see (9), one arrives at
N∗dλk = λkdλk, ∀k = 1, . . . , n.
Using the invertibility of (11) and the (10), one gets that the eigenvalues of
N are in involution with respect to both brackets, that is,
{λi, λj}0 = {λi, λj}1 = 0, ∀i, j = 1, . . . , n.
In other words, in a neighborhood of a pointm ∈M where the ωN -manifold
is regular and semi-simple, the eigenvalues of the Nijenhuis tensor provide
one-half of a set of DN-coordinates. Furthermore, this set of coordinates
can be always completed to a full set of DN-coordinates, as stated, more
precisely, in the following proposition.
Proposition 2.3. In a neighborhood of a point where a 2n-dimensional
ωN -manifold is regular and semi-simple, given λ1, . . . , λn the eigenvalues of
N , it is possible to find by quadrature n-functions µ1, . . . , µn such that the
2n-functions (λ1, . . . , λn, µ1, . . . , µn) define a set of DN-coordinates.
Remark 2.4. Under the assumptions made in Proposition 2.3 on the ωN -
manifold, the 2n-functions (λ1, . . . , λn, µ1, . . . , µn) form a set of (local) DN-
coordinates if and only if:
(1) N∗dµi = λidµi, ∀i = 1, . . . , n, and
(2) {µi, µj}0 = 0, {λi, λj}0 = 0 and {λi, µj}0 = δij , ∀i, j = 1, . . . , n.
One can prove that, if the conditions in (1) are fulfilled, then (2) can be
replaced by the n conditions:
(12) {λ1 + · · ·+ λn, µi} = 0, ∀i = 1, . . . , n,
which do not require the explicit evaluation of the λi’s, but only of their
sum, that is, one-half of the trace of N . Indeed, the condition expressed in
Formula (12) is equivalent to
Y (µi) = 1, ∀i = 1, . . . , n,
where
(13) Y = −P0dI1 =
n∑
j=1
∂
∂µj
.
2.1. Magnetic DN-coordinates. Let (M,N,ω) be a 2n-dimensional ωN -
manifold, and let P0 the Poisson tensor defined by ω. Along with the
DN-coordinates above recalled, we will be interested in a further class of
coordinates, to be called for short Magnetic-Darboux-Nijenhuis (MDN-) co-
ordinates . They were already used in [22] as an intermediate step towards
the definition of Darboux-Nijenhuis coordinates, but will acquire a more
prominent role in our discussion of the CM-system.
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Given a set of DN-coordinates on a ωN -manifold M , a set of MDN-
coordinates can be defined by a λ-dependent shift in the momenta µi. More
precisely, a set of MDN-coordinates (λ˜1, . . . , λ˜n, µ˜1, . . . , µ˜n) can be obtained
from a set of DN-coordinates (λ1, . . . , λn, µ1, . . . , µn) by the (local) transfor-
mation:
(14) λ˜i = λi, µ˜i = µi + fi(λ1, · · · , λn), i = 1, . . . , n,
where f1, . . . , fn are smooth functions satisfying the conditions:
(15)
∂fi
∂λj
=
∂fj
∂λi
, ∀i, j = 1, . . . , n.
As soon as each of the fi’s is not a separated function of the corresponding
i-th coordinate λi, it is immediate to see that the MDN-coordinates are not
DN-coordinates. However, they have the following properties:
Proposition 2.5. Setting P1 = NP0, and denoting, as above, with {·, ·}1
and {·, ·}0 the corresponding Poisson brackets, then:
1. The coordinates (14) are canonical coordinates for {·, ·}0 and
2. They reduce the Nijenhuis adjoint tensor in the (block-type) Jordan
form:
(16) N∗ =
(
Λ β
0 Λ
)
where Λ is the diagonal matrix with entries (λ1, . . . , λn), while β is
related with the transformation (14) by:
(17) βji = λj
∂fi
∂λj
, ∀i, j = 1, . . . , n.
3. The P1–fundamental Poisson brackets are:
(18) {λ˜i, λ˜j}1 = 0, {λ˜i, µ˜j}1 = δij λ˜j , {µ˜i, µ˜j}1 = Bij .
where Bij = βij − βji, ∀i, j = 1, . . . , n.
Proof. Part 1. follows by computing the elementary Poisson brackets
{λ˜i, λ˜j}, {λ˜i, µ˜j} and {µ˜i, µ˜j} and by noticing that these last ones are zero
for all i, j = 1, . . . , n if and only if f1, . . . , fn fulfill the conditions (15). To
prove part 2. it suffices to note that since (λ1, . . . , λn, µ1, . . . , µn) is a set of
DN-coordinates then it holds
(19) N∗dλi = λidλi, N
∗dµi = λidµi, ∀i = 1, . . . , n .
Then, N∗dλ˜i = λ˜idλ˜i, ∀i = 1, . . . , n, still holds, while
N∗dµ˜i = N
∗dµi +N
∗dfi = λidµi +
n∑
j=1
∂fi
∂λj
N∗dλj
= λidµi +
n∑
j=1
∂fi
∂λj
λjdλj = λidµi +
n∑
j=1
βjidλj .
(20)
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Finally, the proof of part 3. is obtained by a direct computation, recalling
that {f, g}1 = ω(NXf ,Xg), for all f, g ∈ C∞(M).

Remark 2.6. The geometrical interpretation of the coordinates defined
in (14) is obtained as follows. Let m ∈ M be a point where (M,N,ω)
is regular and semi-simple and let (λ1, . . . , λn, µ1, . . . , µn) be a set of DN-
coordinates defined on a suitable neighborhood V of m. Let us identify
V ≃ R2n ≃ T ∗Rn endowed with its canonical symplectic structure, ω =∑n
i=1 dλi ∧ dµi. Let π : V → Rn be the canonical projection, defined, at
the level of the DN-coordinates, by π(λ1, . . . , λn, µ1, . . . , µn) = (λ1, . . . , λn).
Then (14) represents a diffeomorphism of T ∗Rn, defined by the translation
along the fibers of the canonical projection π. In this framework, one should
think of the functions (f1, . . . , fn) as the components of a 1-form α, i.e.
α =
∑n
i=1 fidλi. In particular, (15) is equivalent to the closure of α and
Point 1 of Proposition 2.5 is nothing more than the well known statement
that given a manifold Q, the diffeomorphism tα : T
∗Q → T ∗Q, defined by
tα(ξ) = α + ξ, where α ∈ Ω1(Q), is a symplectomorphism if and only if
dα = 0. Finally, since dα = 0, there locally there exists S ∈ C∞(Rn) such
that fi =
∂S
∂λi
, for all i = 1, . . . , n, so that one can write
Bij = (λi − λj) ∂
2S
∂λi∂λj
, ∀i, j = 1, . . . , n.
The discussion above should also explain why the coordinates defined in (14)
can be termed magnetic. This choice aims at stressing the analogy of the
present case with the one when to the canonical form of a cotangent bundle
is added a magnetic term, i.e. the pullback of a closed 2-form defined on the
base manifold.
Let (M,N,ω) be a 2n-dimensional ωN -manifold and let
∆N (λ) = λ
n − c1λn−1 − c2λn−2 − · · · − cn
be the minimal polynomial of N . As it is well known, the functions ck and
Ik =
1
2k
tr(Nk) are related by the Newton formulas:
I1 = c1; I2 = c2 +
1
2
c21; I3 = c3 + c2c1 +
1
3
c31;
I4 = c4 + c1c3 + c
2
1c2 +
1
2
c22 +
1
4
c41; I5 = c5 + . . . .
Using these identities, one can show that the Lenard relations (9) imply that
the ci’s satisfy the following recursive formulas:
(21) N∗dci = dci+1 + cidc1, with cn+1 ≡ 0 ,
which can be more compactly written as:
(22) N∗d∆N (λ) = λd∆N (λ) + ∆N (λ)dc1.
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These observations justify the following definition. Let (M,N,ω) be a ωN -
manifold of dimension 2n and let λ1, . . . , λn be the eigenvalues of N .
Definition 2.7. A smooth function Φ(λ) defined on M and depending on
a additional parameter λ is called a Nijenhuis function generator if there
exists a 1-form αΦ(λ), also depending on λ and regular at λ = λi for all
i = 1, . . . , n, such that:
(23) N∗dΦ(λ) = λdΦ(λ) + ∆N (λ)αΦ(λ) .
One can prove the following
Proposition 2.8. The n-functions Φi = Φ(λi), i = 1, . . . , n, obtained eval-
uating the generating function Φ(λ) at λ = λi, i = 1, . . . , n, are Nijenhuis
functions, that is, they satisfy:
N∗dΦi = λidΦi, ∀i = 1, . . . , n.
Proof. The proof is simply obtained by the usual chain rule. Let
Φ ∈ C∞(M)[[λ]] be a regular function on M , formally depending on the
additional parameter λ, and let g be another smooth function on M that
gives rise to an evaluation map
(24) evg : C
∞(M)[[λ]]→ C∞(M), by setting evg(Φ(x, λ)) = Φ(x, g).
If we denote by d the differential on M , one gets
(25) d(evg(Φ)) = dΦ
∣∣
λ=g
+
∂Φ
∂λ
∣∣∣∣
λ=g
dg.
Now, let us suppose that Φ satisfies (23) with a regular αΦ(λ), and take
g = λj , j = 1, . . . , n. Then, taking (25) into account, and using the identities
N∗dλj = λjdλj and ∆N (λj) = 0 for j = 1, . . . , n, one gets:
N∗
(
d(evλj (Φ))
)
= N∗
(
dΦ
∣∣
λ=λj
+
∂Φ
∂λ
∣∣∣∣
λ=λj
dλj
)
=
[
λdΦ(λ) + ∆N (λ)αΦ(λ)
]∣∣
λ=λj
+
∂Φ
∂λ
∣∣∣∣
λ=λj
N∗(dλj)
= λj
(
dΦ(λ)
)∣∣
λ=λj
+ λj
∂Φ
∂λ
∣∣∣∣
λ=λj
dλj
= λj
(
d(evλj (Φ))
)
,

Remark 2.9. The minimal polynomial of the Nijenhuis tensor of a ωN -
manifold is the prototype of a Nijenhuis function generator. Its roots, if
functionally independent, give half of the Darboux-Nijenhuis coordinates.
The relevance of the notion of Nijenhuis function generator for the search
for DN-coordinates stems from the following proposition ([11]).
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Proposition 2.10. If Φ(λ) ∈ N (M) is such that
(26) Y
(
Φ(λ)
)|λ=λi = 1, ∀i = 1, . . . , n,
then
(
λ1, . . . , λn, µ1, . . . , µn
)
is a system of (local) DN-coordinates on M ,
where µi = Φ(λi), for all i = 1, . . . , n.
Proof. Since Φ(λ) ∈ N (M), N∗dµi = λidµi, ∀i = 1, . . . , n.
On the other hand, the condition in (26) is equivalent to the fact that
(λ1, . . . , λn, µ1, . . . , µn) are canonical coordinates, see Remark 2.4.

Then we are left to understand when one can find a Φ(λ) ∈ N (M) fulfilling
(26). To this end it is worth to record the following result.
Lemma 2.11 ([11]). The space N (M) of the Nijenhuis function generators
of (M,N,ω) is an algebra, which is invariant under the action of the vector
field Y defined in (13).
In this way, starting from a set of Nijenhuis functions generators, one can
obtain further elements of the algebra N (M) by repeated applications of the
vector field Y . This observation sometimes can be used to solve the problem
of finding a Φ(λ) ∈ N (M) fulfilling (26), as it is explained in the following
proposition.
Proposition 2.12 ([11]). Let Φ ∈ N (M) such that
Y n(Φ) =
n−1∑
j=0
ajY
j(Φ),
where Y (aj) = 0, for all j = 1, . . . , n. Then Eq. (26) can be solved alge-
braically.
3. The CM-system
In this section we shall describe the bi-Hamiltonian structure of the CM-
system, originally defined in [22], (see also [21]) and, according to [5], we
shall show how it can be obtained via a suitable reduction process. The
starting point of the construction of the bi-Hamiltonian structure defined
in [22] is the observation, due to Oshaneltsky and Perelomov, that the CM-
system admits an extended Lax representation, i.e. one where the usual Lax
representation of the equations of motion
(27)
dL
dt
= [L,B]
is supplemented with the “extension”
(28)
dX
dt
= [X,B] + L,
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where:
Lij = piδij +
(1− δij)
(xi − xj) , Bij = δij
n∑
l=1
(1− δjl)
(xj − xl)2 −
(1− δij)
(xi − xj)2 ,
∀ i, j = 1, . . . , n and X = diag (x1, . . . , xn). Before moving on, we record the
following definition.
Definition 3.1. A pair of Calogero-Moser n× n-matrices is a pair of ma-
trices (L,X) where
Lij = piδij +
c(1 − δij)
(xi − xj) , ∀i, j = 1, . . . , n and X = diag (x1, . . . , xn),
where c = 1 or c =
√−1.
Then on the open subset of R2n where the matrix L is semi-simple, with
distinct eigenvalues and where the eigenvalues of L and the diagonal elements
of X are functionally independent, the functions
Ik =
1
k
trLk and Jk = trXL
k−1, k = 1, . . . , n
form a system of local coordinates. Furthermore, the brackets {·, ·}0 and
{·, ·}1, defined by:
(29)
{Ik, Iℓ}0 = 0 , {Jℓ, Ik}0 = (k + ℓ− 2)Ik+ℓ−2 ,
{Jk, Jℓ}0 = (ℓ− k)Jk+ℓ−2 ,but {J1, I1}0 = n ;
{Ik, Iℓ}1 = 0 , {Jℓ, Ik}1 = (k + ℓ− 1)Ik+ℓ−1 ,
{Jk, Jℓ}1 = (ℓ− k)Jk+ℓ−1 ,
are Poisson brackets, and they define a bi-Hamiltonian structure for the
CM-system, [22].
In analogy with the argument used by Kazhdan, Kostant and Sternberg to
prove the complete integrability of the CM-system, in [5] the bi-Hamiltonian
structure of the CM-system of [22] was recovered via a process of reduction,
starting from a bi-Hamiltonian structure defined on the cotangent bundle of
gl(n). Here, for the reader’s convenience, we recall the main points of this
construction.
Let (P0, P1) be the pair of Poisson tensors on T
∗(gl(n)) ≃ gl(n) × gl(n),
defined as follows:
i): P1 is the Lie-Poisson structure associated with the semidirect prod-
uct gl(n)⋊ gl(n) Lie bracket
(30)
[
(A1, B1), (A2, B2)
]
=
(
B1A2 −B2A1, [B1, B2]
)
.
ii): P0 is the Lie derivative of P1 w.r.t. the vector field (A˙, B˙) = (Id,0),
also known as the freezing of P1 at the point (A,B) = (Id,0).
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We notice that P0 is nothing but the (inverse of the) canonical symplectic
structure on T ∗(gl(n)), used in the KKS-theory of the CM-system. By stan-
dard result of bi-Hamiltonian geometry, P1 and P0 are compatible Poisson
tensors, and so (T ∗(gl(n)), P−10 , P1 · P−10 ) is a ωN -manifold.
The reduction of the pair (P0, P1) to the phase space of the CM-system
can be performed in two steps, as follows.
The first projection. Let G = GL(n) and consider the G-action on M
defined by the simultaneous conjugation, i.e.
(g, (A,B)) 7→ (gAg−1, gBg−1) .
A nice quotient is obtained by restricting the G-action to a suitable (open
and invariant) subset M ⊂M , see Section 4 of [5]. Then M /G is an open
set in Rn
2+1.
Since the Hamiltonians Hk =
1
k
trAk are invariant with respect to the
G-action, the vector fields Xk = −P0dHk, of the bi-Hamiltonian hierarchy,
given by (Xk)(A,B) =
(
0, Ak−1
)
, can be projected on M /G. Their projec-
tions are the vector fields associated with the Hamiltonians Hk =
1
k
trAk,
(seen as functions on the quotient manifold) by the reduced bi-Hamiltonian
structure. As shown in [5], these projected vector fields acquire the Lax-type
form
∂kA = [ξk, A], ∂kB = [ξk, B] +A
k−1.
Also, writing explicitly the Nijenhuis tensor N associated with the Pois-
son pair given by (30) and its freezing, it is immediate to check that the
eigenvalues of N are indeed the eigenvalues of the matrix A.
Remark 3.2. The functions Hk =
1
k
trAk, for k ≥ 1, form a Lenard-Magri
bi-Hamiltonian hierarchy on M , i.e
N∗dHk = dHk+1, (⇔ P1dHk = P0dHk+1) .
The second projection. To pass from the (n2 + 1)-dimensional quotient
M /G to the phase space of the CM-system one can observe that the invari-
ant functions
Ik(A,B) =
1
k
trAk = Hk(A,B) , Jk(A,B) = tr (A
k−1B) , for k = 1, . . . , n,
form a Poisson sub-algebra with respect to both the Poisson brackets {·, ·}0
and {·, ·}1, since, on M /G, they satisfy the relations (29). Thus both Pois-
son brackets can be further projected on the quotient space defined by the
map
p : M /G։ U ⊂ R2n
whose components are, by definition, the functions (I1, . . . , In, J1, . . . , Jn).
One can show that, locally and up to coverings, the sub-manifold Q ⊂M
whose elements are the pairs entering the extended Lax representation of the
CM-system (27, 28), is in 1-to-1 correspondence with an open subset of the
second quotient space U . Furthermore, the projected (bi-Hamiltonian) flows
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are those of the Calogero-Moser system. The bi-Hamiltonian structure so ob-
tained is, by construction, expressed in the coordinates (I1, . . . , In, J1, . . . , Jn),
and it is defined by the brackets in (29).
Remark 3.3. Our definition of the Poisson pair (P1, P0) and namely the
choice of P1 (see Eq. (30)), does not come out of the blue. As shown in
[5], it can be framed within the theory of complete lift of (torsionless) (1, 1)
tensors from a manifold to its tangent bundle (see, e.g., [18] and [31]).
Remark 3.4. It worth to recall, for the reader’s convenience, how the
Calogero-Moser matrices (L,X) (3.1) were obtained in [20], where the com-
plete integrability of the CM-system was proved via the Hamiltonian reduc-
tion of a linear flow defined on the cotangent bundle of h(n), the vector
space of the n×n Hermitian matrices. On this symplectic vector space, the
action g.(A,B)  (gAg−1, gBg−1) of U(n), the group of the n × n unitary
matrices, is Hamiltonian with moment map given by:
µ(A,B) = [A,B], ∀A,B ∈ h(n).
In [20], both the Hamiltonian structure of the phase-space of the CM-system,
and the corresponding flows, were recovered performing the Hamiltonian
reduction from the level set µ−1(α), where
α =
√−1 eT ⊗ e with eT = (1, 1, 1, . . . , 1).
More precisely, denoting with Gα the stabilizer of α in U(n), in [20] it was
shown that on the Gα-orbit of any (A,B) ∈ µ−1(α), there is a unique pair of
Calogero-Moser matrices (X,L), with c =
√−1. This observation allows to
identify the set of all pairs of Calogero-Moser matrices of this kind with the
reduced phase-space µ−1(α)/Gα, which turns out to be symplectomorphic
to (an open subset of) R2n with its standard symplectic structure.
4. DN-coordinates for the CM-system
We will now discuss the problem of how to define a full set of DN-
coordinates on the phase-space of CM-system, that is, we will discuss the
problem of providing a set of canonical momenta µk, conjugated to the
eigenvalues λk of the Lax matrix L of the CM-system. Hereafter (L,X) will
denote a pair of Calogero-Moser matrices.
Let ∆(λ) = det (λ− L) and let us consider the generating function:
(31) G(λ) := tr(X · (λ− L)∨),
where A∨ denotes the “classical” adjoint of the matrix A, i.e. the transpose
of the cofactor matrix of A. Then:
Proposition 4.1. G(λ) is a Nijenhuis function generator.
Proof. Thanks to Proposition 2.8 it suffices to prove that:
N∗dG(λ) ≡ λdG(λ) mod ∆(λ).
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Since both G(λ) and N∗dG(λ) are polynomials in λ, their poles are located
at λ =∞. For this reason it is possible to freely use the asymptotic formal
expansion
G(λ) = ∆(λ)tr(X · (λ− L)−1) = ∆(λ) ∞∑
a=0
Ja
λa+1
.
Equation (19) implies that N∗dJa = dJa+1+Ra, where, written in terms of
the, still unknown, DN-coordinates, Ra =
∑n
j=1 λ
a
jdµj . Then, applying N
∗
to dG(λ) = d∆(λ)∑∞a=0 Jaλa+1 +∆(λ)∑∞a=0 dJaλa+1 , one has
(32) N∗dG(λ) = λdG(λ) + ∆(λ)
∞∑
a=0
Ra
λa+1
,
whence the assertion, since
∞∑
a=0
Ra
λa+1
is regular for λ = λj .

Let us now identify the conjugate momenta, following the procedure de-
scribed in Proposition 2.10. Here and below, we shall need the following
simple result.
Lemma 4.2. Let us consider F (L) and G(L,X) (that is, F depends only
on the first element of the pair (L,X)). Then:
(33) {F (L), G(X,L)}0 = tr
(∂F
∂L
· ∂G
∂X
)
.
Proof. It follows by a direct computation, making use of the definition of
the reduced Poisson bracket {·, ·}0, of the definition of Hamiltonian vector
field and, in particular, of the explicit expression of the symplectic form on
T ∗(gl(n)
ω0 =
n∑
i,j=1
dBij ∧ dAji.

Let Y = −P0(d
∑
i λi) = −P0d tr(L). Then:
(34) Y (G(λ)) = {− tr(L) , trX · (λ− L)∨}0 = tr(λ− L)∨ = d
dλ
∆(λ)
and, trivially,
Y (Y (G(λ))) = 0.
This yields Y
( G(λ)
Y (G(λ))
)
= 1 and so, using Proposition 2.10, one deduces
that
G(λ)
Y (G(λ))
∣∣∣∣
λ=λi
= µi, ∀i = 1, . . . , n
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are the momenta canonically conjugated to the eigenvalues of the Lax ma-
trix.
Remark 4.3. (1) Note that some of the computations above were per-
formed on the manifold M /G obtained after the first projection.
This is natural in view of the fact that the Poisson brackets on the
Calogero-Moser manifold are obtained from those on M /G by pro-
jection.
(2) A simple way to ascertain that Y (Y G(λ))) = Y (tr(λ − L)∨) = 0
working directly on the fully reduced Calogero-Moser manifold Q is
to notice that, since tr(L) =
∑
i yi, one has Y = −
∑
i
∂
∂xi
and L
(and thus (λ − L)∨) depends only on the differences xi − xj of the
physical locations of the particles.
4.1. Spectral Coordinates and Sklyanin’s formula. The notion of spec-
tral canonical coordinates lies at the very heart of the algebro-geometrical
approach to integrable systems (see, e.g., [29, 9, 1, 8, 26, 17]). When the
Lax matrix contains a spectral parameter z, Darboux coordinates are given
by the location of the poles of a suitably normalized eigenvector of the Lax
matrix. Equivalently, the coordinates are given by the locations on the spec-
tral curve det(λ−L(z)) of the points corresponding to the zeros of a specific
polynomial P(z) (e.g., for the stationary flows of the KdV hierarchy, the
polynomial is the [1, 2] element of the Lax matrix). This method cannot,
however, directly be applied to the rational CM-system, since there is no
spectral parameter in its standard Lax representation.
A specific formula for canonical spectral coordinates for the CM-system
was proposed by E.K Sklyanin in a talk in Cambridge in 2009. It reads:
λi := roots of det(λ− L);
µ˜i = E(λ)/ d
dλ
det(λ− L)
∣∣∣∣
λ=λi
(35)
with E(λ) = xT · (λ− L)∨ · e, xT = (x1, . . . , xn) and e = (1, . . . , 1)T .
We shall discuss and prove this formula in the framework exposed so far,
following the setting discussed in, e.g., [11, 12]. In such an approach, the
bi-Hamiltonian structure plays the a basic role and induces the algebro-
geometric structure as an output, while, in the approach of the Moscow and
Leningrad school, the building block is the algebraic geometry of Riemann
surfaces and moduli thereof, and the Poisson structure(s) are an output.
The main result of this section is contained in the following proposition.
Proposition 4.4. Formula (35) defines a complete set of MDN-coordinates
for the pair {·, ·}0, {·, ·}1, according to the definitions of Section 2.1.
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We shall actually prove that a set of canonically conjugated variables to
the eigenvalues of the Lax matrix is given by
(36) µ˜i =
xT · (λ− L)∨ · e
eT · (λ− L)∨ · e
∣∣∣∣
λ=λi
i = 1, . . . , n ,
a formula which is equivalent to that is (35) in view of the equality (which
shall be proven as well)
(37) eT · (λ− L)∨ · e = d
dλ
det(λ− L).
The proof of Proposition 4.4 can be split in a few steps. We start with
two Lemmas, the first of which parallels the content of Proposition 2.8.
Lemma 4.5. Let F (x, λ) ∈ C∞(M)[[λ]] a regular function on M , depending
on the additional parameter λ, and suppose that:
(38)
{λk, F (x, λ)}0 = 0, k = 1, . . . , n
(
⇔ ∂
∂µk
F (x, λ) = 0, k = 1, . . . , n.
)
Then:
(39)
{λk, F (x, λj)}0 = 0, j, k = 1, . . . , n
(
⇔ ∂
∂µk
F (x, λj) = 0, j, k = 1, . . . , n
)
,
where F (x, λj) is, using the notation of Proposition 2.8, evλj (F (x, λ)).
Proof. It follows from the relation
d (F (λj)) = dF (λ)
∣∣
λ=λj
+
∂F
∂λ
∣∣∣∣
λ=λj
dλj .

Lemma 4.6. Let Ik =
1
k
tr(Lk). Then, for any G ∈ C∞(M),
{λk, G}0 = 0, ∀k = 1, . . . , n ⇔ {Ik, G}0 = 0, ∀k = 1, . . . , n.
Proof. It follows from the fact that, since Ik =
1
k
∑n
i=1 λ
k
i , the dλk’s are
related to the dIℓ’s by the invertible Vandermonde matrix V dM(λ1, . . . , λn).

Proof of Proposition 4.4. Consider E(λ) = xT · (λ − L)∨ · e and recall
the definition G(λ) = tr(X · (λ − L)∨). To prove the proposition one must
show that
µ˜i − µi = fi(λ1, . . . , λn), ∀i = 1, . . . , n,
where the fi’s are suitable smooth functions. One first shows that
(40)
∂
∂µk
(E(λi)− G(λi)) = 0, ∀i, k = 1, . . . , n.
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In view of the two lemmas above, the proof of the previous formula boils
down to check that, for all k = 1, . . . , n,
(41) {I(λ)k, E(λ) − G(λ)}0 = 0,
where I(λ)k =
1
k
tr(λ− L)k. To ascertain the validity of such a relation one
simply rewrites the Sklyanin generator E(λ) as:
E(λ) = xT · (λ−L)∨ · e = eT ·X · (λ−L)∨ · e = tr (X · (λ−L)∨ · (e⊗ eT )),
so that one can compactly write
E(λ)− G(λ) = tr
(
X · (λ− L)∨ · (e⊗ eT − Idn)).
Using Lemma 4.2, one gets:
{I(λ)k, E(λ)− G(λ)}0 = tr
(∂I(λ)k
∂L
· ∂
(E(λ)− G(λ))
∂X
)
= tr
(
(L− λ)k−1 · (λ− L)∨ · (e⊗ eT − Idn)
)
.
The proof of (40) follows at once using the characteristic Calogero formula,
see Equation (3.4), (
e⊗ eT − Idn
)
= [λ− L,X],
and recalling that any matrix commutes with its classical adjoint.
To conclude the proof of the proposition, now it suffices to show that
eT · (λ− L)∨ · e = Y (G(λ)).
To this end, first observe that, since Y is the Hamiltonian vector field asso-
ciated with − tr(L), the specialization of Equation (41) to k = 1 yields
Y (E(λ)) = Y (G(λ)).
On the other hand (see Remark 4.3) by an explicit computation one shows
that
Y (E(λ)) = eT · (λ− L)∨ · e ,
and, respectively, that
Y (G(λ)) = Y (tr(X · (λ− L)∨)) = tr((λ− L)∨) = d
dλ
det(λ− L).

Remark 4.7. We have checked up to n = 5 that the relation between the
generators E(λ) and G(λ) is the following simple one:
E(λ) = G(λ) + 1
2
d2
dλ2
det(λ− L) .
We conjecture this to hold for all n’s.
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4.2. A few applications.
4.2.1. The additional integrals. As it is well-known, the CM Hamiltonian
HCM = I2 is super–integrable [30], that is, it admits, beyond the mutually
commuting integral Ij , further n − 1 integrals Γℓ, ℓ = 1, 3, 4, · · · , n. Let us
recover them in this formalism.
From the commutation relations (29) we get, setting ℓ = 2,
{Ik, I2}0 = 0 , {Jℓ, I2}0 = ℓIℓ.
Consider
Γℓ = ℓJ2Iℓ − 2JℓI2.
It is easy to show that 〈Ii,Γk〉i,k=1,...n, k 6=2 are well defined and functionally
independent, and they satisfy
{Γℓ, I2} = 0.
4.2.2. The asymptotic positions and momenta. In the repulsive case, as dis-
cussed first in [23], it was remarked that the time-asymptotic formula for
the solutions of the CM-system is{
xk(t) = p
±
k t+ x
±
k + o(t
−1) t→ ±∞
pk(t) = p
±
k .
It is interesting to note that in this asymptotic regime, that is, when |xk −
xℓ| → ∞, since the Lax matrix tends to the diagonal matrix
L± =


p±1
p±2
. . .
p±N


one gets that E(λ)→ G(λ), and, furthermore, in the asymptotic limit |xk −
xℓ| → ∞:
(42) µk ≃ µ˜k → −x±k , ∀k = 1, . . . , n,
see [25] p.172.
4.2.3. The “eigenvector” formula. As a final simple application of Sklyanin’s
formula, let us show how we can recover the so-called “eigenvector” formula,
that is the compact formula giving the µi’s as
µ˜i =
xT ·Ψi
eT ·Ψi where L ·Ψi = λiΨi .
In our formalism we re-write
µ˜i =
xT · (λ− L)∨ · e
eT (λ− L)∨ · e
∣∣∣∣
λ=λi
,
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and simply notice that if A is a matrix with one-dimensional kernel spanned
by Ψ, then its adjoint is the rank one matrix given by
A∨ = Ψ⊗Ψ∗,T ,
where Ψ∗,T is a suitable generator of the left kernel of A.
This shows how the MDN-coordinates defined in this paper fit the stan-
dard theory of the canonical coordinates associated with the Lax spectral
problem (see, e.g., [9]).
Acknowledgments. GF wishes to thank the ICMC-USP at Sa˜o Carlos,
where part of the work was carried out, as well as the financial support of
FAPESP, process number 2014/03665-6. Also, GF thanks B. Dubrovin and
F. Magri for discussion about this subject. This work was carried out under
the auspices of the GNFM Section of INdAM. Partial support the MIUR
PRIN project 2010JJ4KPA Geometric and analytic theory of Hamiltonian
systems in finite and infinite dimensions is acknowledged.
References
[1] M. R. Adams, J. Harnad, J. Hurtubise, Darboux Coordinates and Liouville-Arnold
Integration in Loop Algebras. Commun. Math. Phys. 155 (1993), 385-413.
[2] I. Aniceto, J. Avan, A. Jevicki, Poisson Structures of Calogero-Moser and
Ruijsenaars-Schneider Models, J. Phys. A 43 (2010), no.18, 185201, 14 pp.
[3] J. Avan, E. Ragoucy, Rational Calogero-Moser Model: Explicit Form and r-Matrix of
the Second Poisson Structure, SIGMA 8 (2012), 079, 13 pages.
[4] J. Avan, M. Talon, Classical R-matrix structure for the Calogero model, Phys. Lett.
B 303 (1993), 33–37.
[5] C. Bartocci, G. Falqui, I. Mencattini, G. Ortenzi, M. Pedroni On the geometric origin
of the bi-Hamiltonian structure of the Calogero-Moser system, IMRN Int. Math. Res.
Not. (2010).
[6] F. Calogero, Solution of a three-body problem in one dimension, J. Math. Phys. 10
(1969), 2191–2196.
[7] F. Calogero, Solution of the one-dimensional N-body problem with quadratic and/or
inversely quadratic pair potentials, J. Math. Phys. 12 (1971), 419–436 (‘Erratum”,
ibidem 37 (1996), 3646).
[8] P. Diener, B. Dubrovin, Algebraic-Geometrical Darboux Coordinates in R-matrix for-
malism, SISSA preprint 88/94/FM, available at CERN libraries, Geneva.
[9] B. A. Dubrovin, I. M. Krichever and S P. Novikov, Integrable systems I, in Encyclo-
pedia of Mathematics, Dynamical System IV, Springer-Verlag, Berlin, 1990.
[10] P. Etingof, Calogero-Moser Systems and Representation Theory, Zurich Lectures in
Advanced Mathematics, Volume 4 European Mathematical Society, 2007.
[11] G. Falqui, M. Pedroni, Separation of variables for bi-Hamiltonian systems, Math.
Phys. Anal. Geom. 6 (2003), 139–179.
[12] G. Falqui, M. Pedroni,Poisson Pencils, Algebraic Integrability, and Separation of
Variables, Reg. & Chao. Dyn. 16, (2011), 223–244.
[13] V. Fock, A. Gorsky, N. Nekrasov, V. Rubtsov Duality in integrable systems and gauge
theories, J. High Energy Phys. 2000, no. 7, Paper 28, 40 pp.
[14] V. Ginzburg, Noncommutative symplectic geometry, quiver varieties and operads,
Math. Res. Lett. 8 (2001), 377–400.
[15] C. Gonera, Y. Nutku, Super–integrable Calogero–type systems admit maximal number
of Poisson structures, Physics Letters A, 285 (2001), 301–306.
CANONICAL SPECTRAL COORDINATES FOR THE CM-SYSTEM 19
[16] I. M. Krichever, D. H. Phong, On the integrable geometry of soliton equations and N
= 2 supersymmetric gauge theories, J. Diff. Geom. 45 (1998), 349389.
[17] I. M. Krichever, D. H. Phong, Symplectic forms in the theory of solitons, in Surveys
in Differential Geometry: Integrable Systems, vol. 4 (International Press, Boston,
1999), pp. 239313.
[18] A. Ibort, F. Magri, G. Marmo, Bihamiltonian structures and Sta¨chel separability,
Journal of Geometry and Physics, 33 (2000), 210–228.
[19] C. Jacobi. Problema trium corporum mutuis attractionibus cubis distantiarum inverse
proportionalibus recta linea se moventium, Gesammelte Werke 4 (1866), 533–539.
[20] D. Kazhdan, B. Kostant, S. Sternberg, Hamiltonian group actions and dynamical
systems of Calogero type, Comm. Pure Appl. Math. 31 (1978), 481–507.
[21] F. Magri, P. Casati, G. Falqui, M. Pedroni, Eight lectures on Integrable Systems, in
Integrability of Nonlinear Systems, 209–250. Y. Kosmann-Schwarzbach et.al. Eds.,
Lecture Notes in Physics 495 (2nd edition), Berlin-Heidelberg, Springer 2003.
[22] F. Magri, T. Marsico, Some developments of the concept of Poisson manifold in
the sense of A. Lichnerowicz, in: Gravitation, Electromagnetism, and Geometric
Structures (G. Ferrarese, ed.), Pitagora editrice, Bologna, 1996, pp. 207–222.
[23] J. Moser, Three integrable Hamiltonian systems connected with isospectral deforma-
tions, Adv. Math. 16 (1975), 197–220.
[24] M. A. Olshanetsky, A. M. Perelomov, Explicit solutions of the Calogero model in
the classical case and geodesic flows on symmetric spaces with zero curvature, Lett.
Nuovo Cim. 16 (1976), 333–339.
[25] A. M. Perelomov, Integrable systems of classical mechanics and Lie algebras. Vol. I,
Birkha¨user, Basel, 1990.
[26] E. K. Sklyanin, Separation of variables new trends, Prog. Theor. Phys. Suppl. 118
(1995), 35–60.
[27] F. Turiel, Structures bihamiltoniennes sur le fibre´ cotangent, C. R. Acad. Sci. Paris
Se´r. I Math. 315 (1992), 1085–1088.
[28] I. Vaisman Lectures on the geometry of Poisson manifolds, Progress in Mathematics,
118. Birkhuser Verlag, Basel, 1994.
[29] A. P. Veselov, S. P. Novikov, Poisson brackets and complex tori, Proceedings of the
Steklov Math. Inst. (1985) 3 53–65.
[30] S. Wojciekowski Superintegrability of the Calogero-Moser system, Phys.Lett.A 95
(1983) 279–281.
[31] K. Yano, S. Ishihara Tangent and Cotangent Bundles: Differential Geometry, New
York, Macel Dekker, 1973.
Gregorio Falqui, Dipartimento di Matematica e Applicazioni, Universita` di
Milano Bicocca, Via R.Cozzi, 55, I-20126 Milano, Italy
E-mail address: gregorio.falqui@unimib.it
Igor Mencattini, ICMC-USP Universidade de Sa˜o Paulo, Avenida Trabal-
hador Sao-carlense 400 Centro, CEP: 13566-590, Sa˜o Carlos, SP, Brazil
E-mail address: igorre@icmc.usp.br
