The penalised Whittle likelihood has recently been shown to have good properties in nonparametric estimation of spectral density functions. This paper extends the approach to the estimation of the cross-spectrum of a bivariate time series. One major difference from the univariate case is that the cross-spectrum estimate is not constrained to be positive, but must result in a positive definite spectral density matrix. An efficient computational method based on iterative reweighted least-squares is described, and an estimate of the integrated squared-error loss is derived and used as an objective criterion to allow automatic selection of the smoothing parameters. Numerical experiments indicate that the proposed estimate improves on the standard estimate based on kernel smoothing of the cross-periodograms. An analysis of respiration and heart rate time series is given as an illustrative example.
INTRODUCTION
The cross-spectrum is fundamental in understanding the nature of linear dependence between two time series. It is basically the covariance between two time series at different frequency bands; see, for example, Shumway (1988, Ch. 4) . The present paper suggests a method of using the Whittle likelihood derived from a set of bivariate time series data to estimate the cross-spectrum nonparametrically. The method is an extension of Pawitan & O'Sullivan (1994) , where the Whittle likelihood with a penalty term is used to estimate univariate spectral density functions.
We first introduce the concepts and notation. Let (X t , Y t ) for t = 0, ± 1,... be a zero mean real-valued stationary bivariate time series, and let f x and /, be the spectral densities of X t and Y t . The cross-correlation function is Since c^ is not necessarily symmetric the cross-spectrum /^ is generally a complex function. The real part of f^ is known as the cospectrum and the imaginary part the quadrature spectrum. For our proposed method it is convenient to deal with the standardised cross-spectrum
p(co)>=
which is the frequency domain correlation between X t and Y t , and to denote the real and imaginary parts of p(co) by p r (co) and pi (co) . The complex-valued function p(co) is known as the coherence, though some authors define the coherence as the modulus of p(a>) (Bloomfield, 1976, p. 214) . In the bivariate spectral analysis of {X t , Y t ) the following quantities are sometimes of interest. The magnitude-squared coherence between X, and Y t , denoted by y(a>) = |p(co)| 2 , is the proportion of the variability of Y t at frequency a> which can be explained by X t . If X, and Y t have an input-output relationship, then the modulus and phase of/" 1 /*? describe the gain and delay in the relationship at different frequencies, and its Fourier transform is the best linear filter relating Y, to X t (Shumway, 1988, p. 206) .
The statistical problem is to find nonparametric estimates of four unknown functions, f x ,f y , and the real and imaginary parts of f^, from a finite sample (X 0 ,Y 0 ),..., (X T _!, Yr-x). The proposed estimator is the maximiser of the penalised Whittle likelihood and is described in § 2. An estimate of the integrated squared-error loss is derived that allows an objective and automatic selection of the smoothing parameters. In § 2 we also describe the standard method, which is to compute periodograms and cross-periodograms and to smooth them using some kernel, for example Daniel's rectangular kernel (Bloomfield, 1976, pp. 212-4; BriUinger, 1981, § § 7.3, 7-4; Shumway, 1988, p. 209) . With traditional kernel smoothing, the amount of smoothing is controlled by the kernel bandwidth, which is chosen subjectively and set at the same value for all four unknown functions, even though they may have different degree of smoothness. For example, in a linear process, the input process X, may be white noise, so its spectrum f x is flat, while the output Y t may be more structured, depending on the filter. If the filter is symmetric around zero then the imaginary part of/^ is zero. Ideally the amount of smoothing should adapt to the possibly different degree of smoothness of the different functions, and our proposed method tries to achieve this, basically by estimating the optimal smoothing parameter for each unknown function. For further comparison we describe in § 2 a modern method of multitaper spectral analysis (Percival & Walden, 1993) .
Some examples using real and simulated data are given in § 3, and in § 4 we present limited simulation studies, which indicate that the proposed estimator performs better than the standard estimator based on smoothing the periodograms and cross-periodograms. In the cases considered the multitaper estimates tend to undersmooth the crossspectrum, even if we use a much larger number of data tapers than typically recommended, and consequently do not perform as well as the other estimators.
2. METHODOLOGY DEVELOPMENT 2-1. Definition of the estimator Define the discrete Fourier transform of X, at frequency co to be 
1 t-L-T/2J + l where * denotes conjugate-transpose. For convenience, the slightly different results for k = 0 and [ _ T/2J, which are negligible asymptotically, are ignored. This is the so-called Whittle likelihood for a stationary, but not necessarily Gaussian, process (Hannan, 1973; Whittle, 1962) . In general it is not a true likelihood, but can be interpreted as a quasilikelihood since only the second order properties of the process are used in its computation (McCullagh & Nelder, 1989, Ch. 9) . The difference with the standard applications of quasilikelihood is that here we are interested in the parameters of the covariance rather than the mean function. For brevity we will simply use the term likelihood to mean Whittle likelihood. As another justification, we may extend the arguments in Lemma 1 of Pawitan & O'Sullivan (1994) to the vector case to show that, for fixed F, as T-* oo,
where F o is the true spectral matrix. The functional l(F) is minimised if we minimise the integrand at each frequency. This yields F o as the minimiser of /(F), so / r (F) is a reasonable objective function for estimating the spectrum. Naive minimisation of the log-likelihood (1) yields d k d* as the unpenalised maximum likelihood estimate of F k , which, as a corollary of Brillinger's Theorem 4.4.1, is asymptotically unbiased but not consistent. As in Pawitan & O'Sullivan (1994) , to achieve consistency, a penalty term is added for each of the four unknown functions. The estimation is then done in two parts. That for f x and f y is a standard univariate spectral estimation as given in Pawitan & O'Sullivan (1994) . Substituting the spectral estimates for their true values into the likelihood function generates the profile likelihood for f^. To derive this, consider the standardised cross-spectrum pM = / xy (ca)/{/ x (aj)/y(a»)}* evaluated at the estimated values of f x (co) and f y {co). First standardise %(co) and Y(co) by ft(co) and ff{co) so they have a unit spectrum, and denote the standardised variables by % s (a>) and (co). From the normal distribution theory the information on p((o) is contained in the conditional distribution of %(a>) given £ s (co), or in the residuals Now letting p k <=p(co k ), the profile likelihood of p k s is given by To clarify the notation for the rest of the paper, define p without any subscript or argument as the vector of p k s and the vectors p r and p, as the real and imaginary parts of p. To avoid any confusion, the subscripts r and i always indicate or are associated with real and imaginary parts, while vector elements are labelled with the subscript k; furthermore, the original coherence function is written as p{ (o) . The penalised likelihood of p is defined by r {Mco)} 2 dco + X t [* {p
where p r (co) and p ( (a)) are the real and imaginary parts of the second derivatives of p(co), and Q = A' A where A is a discrete approximation to second order differentiation. The parameters X T and X t control the degree of smoothing and are to be determined from the data. For fixed value of X r and A, we can use iterative reweighted least-squares to estimate p as follows. Start with an initial estimate p°, set the weights w k = 1/(1 -|p°| 2 ) and minimise
Differentiation with respect to p r and p t gives the following normal equations:
The cost of computing p r and p t depends solely on the structure of the matrix Q. The most convenient one is given by choosing the so-called Neumann boundary for the approximation matrix A, so that Q is a band matrix with only 2 values off the diagonal; see Press et al. (1992, pp.800, 820) . This leads to very efficient computation based on band matrix routines (Dongarra et al., 1979, Ch. 2) . Specifically,
The Fortran routines gbf a( ) and gbsl( ) from the public domain package UNPACK are used to solve the equations. Since the number of off-diagonal elements, which is two on each side, is much smaller than T, the computation required is of the order of O(T) (Dongarra et al., 1979, p. 2.12) . The iteration may be continued by redefining the weights w k , but experience with various simulations suggest that, if we start with a standard kernel estimate, there is very little gained from doing more than two iterations. To remove the boundary effect p is padded periodically to an overall length of 3T/2 and the final estimate is extracted from the middle third. Let us call this final estimate the penalised likelihood estimate of p.
For comparison of computational costs we consider another boundary condition. Since p is periodic it may be natural to consider the approximation matrix A with periodic boundary, given by Estimation of the cross-spectrum
This choice leads to a more complex Q of the form B+UV, where B is a band matrix associated with the Neumann boundary above, and U and V are given by
Thus, in view of the Woodbury formula (Press et al., 1992, p . 68), we may solve the normal equation (3) 
+
where A -W3C*% + X r B. The same band matrix routines above may be used to compute all terms involving A~*. A total of three applications of the band matrix routines is required to update our estimate of p, but no padding is needed, so at each application the matrix is of order T instead of 3T/2. Both of these boundary conditions were implemented and the results were very close, so only the results for the Neumann boundary condition are presented here. The condition that F(co) be positive definite is equivalent to |p(co)| 2 < 1. An implicit constraint is put on the procedure above by restricting X r and A, to values that yield admissible estimates. Another way to impose this condition is by an appropriate transformation. Consider, for example, a reparametrisation p(co) = \p(co)\ exp{$(co)}, which splits p((o) into its modulus and phase. The constraint on the coherence 0 < |p(co)| 2 < 1 may be overcome by considering the logit or log-minus-log transforms. There is a question here regarding which transformation is most natural. The problem is that, for computational reasons, the penalty term is typically a functional of the second derivative of |p(co)| on the transformed scale. This may put undue penalty on unimportant features. For example, a log-minus-log transform would accentuate variation in very small values, even if in the original Linear-scale domain small values are not as important as large values. A backfitting procedure that iterates between estimation of the transformed \p{a>)\ and 4>{co) has been studied, but the results using both logit or log-minus-log are worse than the untransformed method and will not be presented here.
2-2. Adaptive estimation ofX
The estimation procedure is not fully specified without knowledge of X r and X t . The method of unbiased risk estimation as described in Pawitan & O'Sullivan (1994) may be applied here. We show how it is derived for estimation of X,. The derivation for X t is similar. Define the integrated squared-error loss by
The ideal smoothing parameter is the one that minimises L^), so we can use an estimate of L(A,.) as an objective criterion to select a smoothing parameter. Only the second term of the right-hand side needs to be estimated for that purpose. First we can shown that zx={3C*3£)~\SC*<&\ is asymptotically unbiased for p r , so
where the covariance is given by Sullivan (1991) suggests that the trace may be approximated by where w x is the average of H^I^I 2 and v t ==2T 2 {l -cos n(k -1 )/T} is the kth eigenvalue of the second derivative matrix A. Then up to a constant term L^) may be estimated by
The adaptive choice of X T is the minimiser of Lib)-O ne way to indicate that the various approximations used here work well is to show that the difference between L^) and its estimate JL^.) is indeed constant across A,. This appears to be the case in simulated examples discussed below.
It is more intuitive and sometimes desirable to specify the amount of smoothing in terms of the effective number of parameters p of the resulting fit. This is useful, for example, for inference and for comparison of different methods of estimation. The connection is given by r w;
The formula also allows us to choose an optimal smoothing parameter from a plausible range of p. The derivation is omitted, but note the similarity with the approximation given in O'Sullivan (1991).
To evaluate the efficacy of the adaptive estimation in a simulation study define
where X^ is the minimiser of L(X), so it is the ideal smoothing parameter for the data at hand, and X* is the minimiser of t(X). This takes values between zero and one, where one indicates a perfect selection of the smoothing parameter. Being the minimum achievable loss, I^XQ) will be called the best error-loss, and the adaptive U.X*) the automatic error-loss.
2-3. Standard estimates
We will compare the proposed estimate with the classical estimate based on kernel smoothing, see for example Bloomfield (1976, Ch. 9) , Brillinger (1981, Ch. 7), Shumway (1988, Ch. 4) , and with a more modern multitaper spectral estimate (Percival & Walden, 1993, Ch. 7; Walden, 1994) .
Kernel estimates. Define the cross-periodogram at frequency co by 7^(0}):= TX(co)Y{co)*. Then, using a kernel v k for k = 0, ± 1,..., the standard kernel estimate of /^ is the smoothed cross-periodogram
In this paper the quadratic window v k = 1 -{k/M) 2 for |fc| < M, where M is the smoothing parameter, is used for comparison. This window has been shown to be an optimal kernel for nonparametric density estimation (Epanechnikov, 1969) and for nonparametric regression estimation (Muller, 1988, p. 55) . The smoothing parameter M is usually chosen subjectively and the same value of M is used to smooth the real and imaginary parts of the cross-periodograms 1^. The effective number of parameters of a kernel estimate, computed using a window with v 0 = 1, is given by T/(2 E v k ).
Since there is no standard cross-validation method for choosing M in smoothing the cross-periodograms, we will only compare the best error-loss achievable by penalised likelihood and the kernel methods. Furthermore, to get a fair comparison with the penalised likelihood estimate, different amounts of smoothing are allowed for the real and the imaginary parts of /"; restriction to equal amounts of smoothing would only downgrade the kernel estimates.
Multitaper estimates. For a given design bandwidth 0 < W < \, define a set orthonormal data tapers {/i,^, t = 0,..., T-1}, for k = 0,..., K -1 with K < 2TW, as the eigenvectors corresponding to the K largest eigenvalues of T x T matrix A, whose (s, t) element is A A = sin {2nW{s -t)}/{n(s -t)}. These vectors are known as the discrete prolate spheroidal sequences, which maximise a certain concentration ratio over a chosen bandwidth see Percival & Walden (1993, § § 3.5, 7 .1) for details. The idea of tapering is to reduce bias due to leakage in estimation of spectra with wide dynamic range. For this paper we follow the prescription in Percival & Walden (1993, pp. 386-7) to compute the tapers based on tridiagonal formulation and incorporate the Fortran subroutines tridib( ) and tinvit( ) from EISPACK (Smith et al., 1976) in our implementation.
The multitaper estimates of the spectrum and the cross-spectrum of X, and Y t are defined as follows. Denote the discrete Fourier transform of the time series X, tapered with the feth data taper by and similarly for ? y (ca), and the estimate of the cross-spectrum is (Walden, 1994) t=o Percival & Walden (1993, p. 335 ) provided a guideline for choosing the design bandwidth W to be a small multiple of the fundamental frequency 1/T and K < 2TW as long as there is no evidence of leakage. In our examples below we tried W between 4/T and 10/T, and K = 2TW-1; the setting TW= 10 gives better estimates than TW = 4, but the estimates are still relatively rough compared to penalised likelihood or kernel estimates. In multitaper estimation it is not obvious how to compute the effective number of parameters used by the estimate. The closest we can get seems to be a result that spectral estimates based on K data tapers would have approximately a scaled x 2 distribution with 2K degrees of freedom (Percival & Walden, 1993, p. 360) . By analogy with nonparametric smoothing (Hastie & Tibshirani, 1990 , pp. 52-3) we might expect the resulting fit to have approximately T/(2K) effective parameters; for example if T=256 and K = 19, the resulting estimate has 256/38 = 6-7 effective parameters, but the roughness of the actual estimates indicates a much higher number of parameters.
EXAMPLES

Simulated data example
A time series X, for t = 0,..., 256 was generated according to the standard Gaussian white noise model, using the uniform random number generator of Wichmann & Hill (1982) . The time series Y t was then computed according to Y t = X t -X t -l + e t , where e, is a Gaussian white noise independent of X,. Figure 1 shows a sample realisation of X, and Y t . The penalised likelihood estimates of the spectra are the automatic estimates described in Pawitan & O'Sullivan (1994) . The corresponding kernel estimates use the Bartlett window with smoothing parameters chosen by cross-validation (Hurvich, 1985) . In this example we use TW= 10 and K = 19 for the multitaper estimates. A certain amount of undersmoothing is obvious with the latter and a worse result was obtained if we use TW=A. Judging from the examples in Percival & Walden (1993, Fig. 341, Fig. 505 ) and Walden (1994) roughness seems to be an accepted feature of multitaper estimates as a price for potentially finer resolution.
The penahsed likelihood estimates of the standard cross-spectrum shown in Fig. 1 are fully automatic estimates. The corresponding kernel estimates use the ideal smoothing parameter M o , which is one that minimises the integrated squared-error loss as a function of M. The multitaper estimates are based on the same TW-10 and K = 19, which again indicate some undersmoothing. For estimation of the smoothing parameters of the penalised likelihood estimates, the risk estimates for both the real and imaginary parts are seen, up to a constant term, to track the true losses quite well. The example shown here is the one among 500 simulations where the automatic estimation of the real part of the crossspectrum achieves the median efficacy as defined by (7), which is 0-71 in this case.
3-2. Heart rate variability example
A healthy human heart is known to exhibit a short term beat-to-beat rate variability as a dynamic response to naturally occurring phenomena. One such phenomenon is the change in blood pressure due to the cycle of interthoracic pressure associated with respir- ation. There is a large literature on heart rate variability in modern cardiology; see, for example, Akselrod et al. (1981) or Myers et al. (1986) . Since the response of the cardiovascular system to its stimulus is frequency dependent, the coherence function is a natural analytic tool in relating respiration to heart rate. Figure 2 shows a 256-point respiration time series of a healthy man as measured every half-second by a volumetric transducer attached around his chest. The corresponding heart rate data were computed from an electrocardiogram trace recorded at the same time. The spectrum of respiration series is broad band with a weak peak around 0-25 Hz, or a period of 4 seconds/cycle of normal respiration, and the spectrum is broad band because the breathing is not exactly regular. The spectrum of heart rate is also broad band with no indication of any peak at around the respiration cycle. As we shall see, this does not mean that the heart is not responding to the respiration cycle. This is typical of the heart rate spectrum measured under uncontrolled conditions.
The automatic penalised likelihood estimates of the standardised cross-spectrum shown in Fig. 2 use approximately 8 effective parameters for the fit. Note that there is much more structure in the cross-spectrum than in the spectra, so less smoothing is required. Also shown are the kernel and multitaper estimates, which track the penalised likelihood estimates rather closely. The kernel estimates use M = 12, corresponding to about 8 effective parameters, and the multitaper estimates are based on TW= 10 and K = 19. The resulting squared coherence functions in Fig. 2(h) show clearly the cardiovascular response to the respiratory cycle at frequencies of 02 to 0-4 Hz. The higher peaks of the multitaper coherence estimate are due to undersmoothing, as they are in fact similar to those of an undersmoothed penalised likelihood estimate. We also note that alignment is usually suggested in estimation of cross-spectrum as a way to reduce bias (Brillinger, 1981, p. 266) . In this example alignments up to 2 seconds yield similar results and we have reported the unaligned analysis. Here alignment is not really needed, since there is no indication of rapidly changing signs in the undersmoothed estimates of the cross-spectrum.
To gauge the significance of the observed coherence we used the theory in Shumway (1988, p. 211) as an approximation: if the estimated squared coherence f(co) at a particular frequency has m degrees of freedom then its 100 x a-percent critical value for testing H o : y(o>) = 0 is given by K a = CJ(l + C a ), where C a = 2F 2 , (m _ 2) (<x)/(m-2) and F 2 , (m _ 2) (a) is the 100 x (1 -a) percentile of the F distribution with 2 and (m -2) degrees of freedom. The number of degrees of freedom per point estimate is a function of how many periodograms or cross-periodograms are being averaged. In our case 8 effective parameters were used for the fit, so we expect each point estimate to have approximately m = 256/8 = 32 degrees of freedom. Using F 2)30 (0-01) = 5-39 gave K (y01 = 0-26, which is the 1% critical level drawn in Fig. 2(h) .
NUMERICAL EXPERIMENT
To compare penalised likelihood estimates with the other two methods a larger simulation study was performed using the same models for X, and Y t used in § 31. The univariate spectral estimates used are the corresponding automatic estimates for the penalised likelihood and kernel methods, and a prescription of TW= 10 and K = 19 for the multitaper method. Only the statistics of the estimation of the standardised cross-spectrum will be compared.
The experiment used series lengths of T = 256, 512 and 1024, and 500 simulations were generated at each T. For each simulation the best error-loss of the penalised likelihood Fig. 2 . Bivariate spectral analysis of respiration and heart rate time series, (a) and (b) are the time series data. In (e) and (f) the penalised likelihood estimates of the cross-spectrum are automatic with approximately 8 effective parameters for the fit In (h) the squared coherence function of respiration versus heart rate indicates a healthy heart as it responds well to respiration at normal frequencies of 0-2 to 0-4 Hz.
and kernel estimates, and the error-loss of the multitaper estimate, were recorded and compared. The automatic error-loss of penalised likelihood was also recorded to check the consistency and to evaluate the efficacy of the adaptive smoothing procedure. Figure 3 (a) shows the boxplots of the log of the best error-loss for the real and imaginary parts of the cross-spectrum. At each series length the penalised likelihood estimate is better than the kernel estimate. The boxplots for the multitaper estimates are not shown as they are out of line with the rest, in particular being noticeably worse at larger series lengths. We note that the comparison is not exactly fair since it is with the best of the other two. In our use here we have followed the guideline given in Percival & Walden (1993) ; these comparisons indicate that some search for an optimal or a suitable design bandwidth is needed for each particular application, but we will not pursue this issue. Recently Walden, McCoy & Percival (1995) suggested a bandwidth measure for multitaper estimates, so some form of optimal bandwidth selection may be proposed in the future, which would facilitate comparisons with other adaptive estimates.
Figure 3(b) shows the boxplots of the ratio of the best error-loss of the kernel method to that of the penalised likelihood computed at each simulation. A median around 1-5 is achieved for all series lengths for both the real and imaginary part. Similar results were obtained for several different linear filters relating X t with Y t . The median efficiencies of the multitaper versus the kernel estimates vary from 042 at T=256 to around O10 for T=1024. The adaptive estimation developed in § 2 appears to be consistent in the sense that the automatic error-loss decreases as T increases; see Fig. 3(c) . In fact, if we fit an asymptotic model L{X*) = )5 0 T"^0 P (1) or log L(A*) = log ft, -& log T + error, we get an estimated asymptotic rate & = 0-89 (standard error = 0-04) for the real part, and 0-80 (standard error = 0-04) for the imaginary part, which is in line with the standard nonparametric estimation rate; see Pawitan & O'Sullivan (1994) for results in univariate spectral estimation.
The median efficacy as defined by (7) for T= 256, 512 and 1024, is given by 071, 0-70 and 075 for the real part, and by 061, 064 and 068 for the imaginary part. This is not as high as those achieved in univariate spectral estimation and further improvement may be desirable.
CONCLUSION
We have presented a penalised Whittle likelihood approach to nonparametric estimation of the cross-spectrum, which puts the estimation of bivariate spectral densities in a coherent likelihood framework. Generalisation to n-vector multivariate time series seems straightforward and may be pursued via a backfitting algorithm, where the cross-spectra are estimated in turns one at a time. One important contribution proposed here is the development of objective criteria for choosing the smoothing parameters, which adapt to the different degree of smoothness of the unknown functions. Experiments with thousands of simulations show that the implemented procedures work quite reliably and the proposed estimate compares well against the standard estimate based on kernel smoothing and a more modern estimate based on multitapering.
The use of weights in nonparametric smoothing in general, and in our case in particular, results in a certain amount of varying smoothing bandwidth across the frequency. In this situation the effective number of parameters for the fit is a more useful concept to express the degree of smoothing than a local bandwidth. This is in contrast with standard kernel smoothing, where there is a well-defined and fixed smoothing bandwidth for the spectral and coherence estimates. With our proposed estimates, because different spectra are smoothed differently, it is less clear how best to express the bandwidth of the resulting coherence estimate. Some further work is required for nonlinear smoothing in general on how to express and present the local smoothing in a concise manner.
