ABSTRACT Pedestrian detection is a key problem for automatic driving, and the results have been improved significantly via deep convolutional networks. However, there is still room to improve the performance of pedestrian detection by carefully dealing with some critical issues. To take advantages of more discriminative information for pedestrian detection, we propose a novel architecture to auto-choose semantic as well as specific information among the feature maps at different levels and integrate valuable information among the feature maps in multi-scales. Particularly, our architecture consists of feature maps concatenating in different levels and feature maps integrating with multi-scales. Both the operations are equipped with a competitive attention block. The architecture has the ability to obtain more efficient and discriminating features for pedestrian detection. In comparison with the other prevailing models, our architecture provides superior performance. The promising results achieved through experimentation with this architecture achieve a new state-of-the-art on Caltech dataset.
I. INTRODUCTION
Pedestrian detection is one of the most important challenges in computer vision. A huge amount of real world application such as robotics, video surveillance and autonomous driving is focused on pedestrian detection. Hence, it has attracted wide spread attention recently. During the last few years, research done on object detection with deep convolutional neural networks (CNNs) [1] - [6] accomplished a considerable superiority over traditional methods because of the better automatic features extraction. However, there are still some critical problems in pedestrian detection. Firstly, pedestrians are distributed in a wide range of scales, especially containing a substantial number of small objects. Secondly, there are substantial hard negative examples in the background, such as telephone booth, traffic signs and models in low resolution that look similar like pedestrians.
To address this multi-scale problem, a set of diversity models have been discovered during the past few years. However, the methodologies are always under multi-scale of input
The associate editor coordinating the review of this manuscript and approving it for publication was Pascual Martinez-Gomez.
image and/or multi-layer detection method. These methods make a trade-off between performance and inference time. Region proposal network (RPN) [4] generates proposals of multiple scales by a fixed size of convolutional filter that raises a new issue, i.e. a fixed receptive field cannot cover the multiple scales. Recent methods, such as, MS-CNN [7] adopt multi-layer detection which consists of a proposal subnetwork and a detection sub-network. Detection is performed at multiple output layers, so that receptive fields are able to match objects of different scales.
Despite the success of multi-layer detection method, a critical issue still limits further performance improvements in pedestrian detection task. Low level layer detector generates more hard negative examples due to lack of semantic information. So naturally, a question arises here: can we use one simple detector to detect multi-scale objects? One simple detector such as RPN structure has certain limits of fixed receptive field as discussed on earlier.
The other critical issue is how to deal with the hard negative examples? Brazil et al. [8] propose SDS-RCNN (simultaneous detection and segmentation based on regions with CNN features) method. This work presents a segmentation infusion network to jointly train weakly annotated boxes semantic segmentation and pedestrian detection. The proposed method suppresses a large amount of negative examples by semantic supervision and achieves good results. Zhang et al. [9] propose a multi-level semantic supervision method for semantic segmentation task. This method makes the low-level features obtain more semantic information. The increase of semantic information can not only improve the overall performance of the model, but also facilitates the better integration of lowlevel and high-level features. Therefore, there is still room for the weakly annotated boxes segmentation method to increase detection performance.
The basic purpose of this article is to provide more discriminate information for classifier by feature fusion. We enable competitive attention block for different feature maps fusion based on the fifth convolutional layer (CONV5). A new attention block is used for feature fusion. Feature maps in different layers concatenated by competitive attention enable classifier auto-chose semantic or specific information. Feature maps with multi-scale integrated by competitive attention enable classifier focus multi size object adaptively. The competitive mechanism's global attention emphasizes effective information that also suppressed useless information. Moreover, we introduce multi-layer semantic supervision to detection task. Here we prove that semantic supervision, making use of multi-layer feature map, is a more likely way to get better performance.
In the present work, we jointly learn one simple detector and weakly annotation semantic supervision in multi-level feature maps for multi-scale object detection and hard negative examples suppression. We also prove the effectiveness of competitive attention block and multi-layer semantic supervision. The proposed new architecture achieves a new state-ofthe-art on Caltech datasets.
In summary our contributions are as follows:
1. Improved baseline derived from [8] by using competitive attention block to fuse different feature maps and setting up semantic supervision in multi layers, with the goal of improving features fusion and easing downstream classification 2. R-CNN stage using a competitive skip connection to obtain a diversity network, and fusing the scores of the RCNN stage with the scores of the RPN stage to get better results. 3. Achieved a new state-of-the-art on Caltech pedestrian dataset, with elaborate experimentation.
II. RELATED WORK A. PEDESTRIAN DETECTION
Traditional methods for pedestrian detection always involve a hands-crafted features extractor and a downstream classifier, based on one or more machine learning methods. Many hands-crafted features have been designed in the last decade, such as HOG [10] , LUV, Local Binary Pattern (LBP) [11] , Haar-like features [12] , and texture [13] . Some works investigate channel features [14] - [16] , while others integrate additional information such as optical flow [17] - [19] and stereo images [20] . The traditional methods reached a peak in deformed part [21] , [22] . Recently, pedestrian detection has been inspired by the success of R-CNN series method for general object detection [23] , [24] . Plenty of two-stage pedestrian detection methods were proposed. Through those, the detection performance in challenging detection benchmarks, such as Caltech [25] , KITTI [26] and COCO [27] , has been improved substantially. Most of well performance approaches are variations of Fast or Faster R-CNN. Many proposed methods, i.e. [28] - [30] , [31] - [33] achieved a state of art in each period. MS-CNN [7] and SA-Fast RCNN [32] explore multi-scale networks for addressing the scale problem. Deep Parts [30] proposed a robust framework for addressing occlusion problem based on learning different body parts. RPN+BF [28] presented a framework using region proposal network (RPN) and boosted forests. They further indicated hard negative samples mining have a huge impact on detection performance. Angelova et al. [34] proposed another (deep cascade) method for improving the computational times, which was based on a cascade of deep neural networks.
Some other works focused on improving performance by incorporating additional information. Xu et al. [31] propose a cross-modal deep representations model for pedestrian detection. They modeled the relationship between RGB and thermal data, using a deep convolution network. They further transferred the learned feature representations to a second network to input an RGB image and get the detection results as output. Mao et al. [29] evaluated several kinds of extra features impact on pedestrian detection performance. They observed that high level semantics, such as, semantic segmentation information were useful for detectors to discriminate hard negative samples. Brazil et al. [8] put forward a new perspective to infuse semantic segmentation masks into shared features. Moreover, they only used box-based annotation as weak semantic segmentation masks, to suppress negative samples on the final feature layer. Finally, network efficiency and detection accuracy are improved simultaneously.
B. MULTI-SCALE OBJECT DETECTION
Samples in object detection task always have a wide range of scales. In order to get excellent detection results, researchers usually adopt image pyramids or pyramidal feature hierarchy or feature pyramid to deal with multi-scale object. The idea of image pyramid originates from the traditional field of image processing. It obtains results by inputting images with multiple resolutions. However, this is very time-consuming because network computes on all the image scales individually. Pyramidal feature hierarchy detection method takes objects of various sizes in multiple convolution layers of different resolutions. Then reuse those multi-level features as if they were features of an image pyramid. SSD and MS-CNN use this ideally built network perspective. Recently, this feature pyramid architecture [35] has become popular for its use in object detection and semantic segmentation. It uses a top-down architecture with lateral connections transferring high-level semantic information to low-level maps at all scales. In contrast to such lateral connections, Kong et al. [36] propose a flexible framework to integrate the semantic knowledge of multiple layers in a global-local scheme. Nevertheless, in order to adaptively select valuable information in accordance with pedestrian detection, we propose a competitive mechanism global attention for feature fusion. Our work provides multi-scale and multi-level features for single scale classifier.
III. METHOD A. MOTIVATION
The prevailing pedestrian detectors usually generate detection results using a single feature map, which is the final layer of backbone network. This final layer has the capability to detect only a single size. The pedestrians, however, appear in different sizes and scales. That's why, most of the design principles of these pedestrian detectors are not satisfactory. This is because of their limitation of having a fixed receptive field and inability to detect smaller and larger targets. A multilayer detector architecture, such as MS-CNN, SSD, uses several feature maps, followed by conv4, to detect objects having different scales. However, a critical problem also exists as this multi-detector may generate more false positive results causing a decay of entirety performance. Researches continued on the use of single layer detector in order to achieve better performance. Other techniques, such as Feature Pyramid Network (FPN) [35] used lateral connection to make low-level features. These produced good results but only for small objects, whereas, for other sizes, the problems still exist, as mentioned above. Feature Pyramid Network [35] detects objects on multi-layer feature maps. These feature maps are merged by simple summation and most of them only contain information from partial layers. If only one hard false positive example is detected at any layer, the result will get worse. Multiple detectors would increase the risk of detecting false positive examples. The flexible feature integration approach [36] only uses original global attention mechanism from SE-Net. Such mechanism puts the feature maps from different layers at the same level of importance. This makes the classifier unable to extract valuable information effectively.
Here we are faced with a dilemma. On one hand, a single layer detector cannot handle a wide range scales of pedestrians. On the other hand, a multi-layer detector may result in generating more false positive samples. One way or the other, both the methods have ambiguity.. To address this issue, we propose a new architecture with two main following characteristics. (i) Auto focus different scales objects in multiscale feature map. (ii) Adaptively select semantic information and specific information in different levels. These methods have flexibility and robustness, together with efficiency in inference time. The competitive attention enables classifier to control complementary information for the last feature map (CONV5). It emphasizes useful information and suppresses useless information from different layers.
Moreover, weakly annotated boxes semantic supervision is proved to have significant improvement in suppressing negative samples [8] . However, it only uses CONV5 to infuse semantic information. We extended this concept to multi layers to make low level features encoding more semantic information.
B. ATTENTION BLOCK
The proposed competitive attention block uses squeeze and excitation mechanism [37] , which extends the residual unit to supplement identity mappings. Squeeze and excitation network uses a fully connected neural network having two stepssqueeze and excitation. It is equipped with an ideal attention approach to model the relationship of feature maps with different convolutional channels. The squeeze and excitation network controls the scale factor of convolution feature maps, as shown in Fig.1 .
The squeeze step uses a global pooling operation to get the value of each channel and squeeze the signals by using a fully-connected layer. The excitation step involves one fullyconnected layer to model correlation between channels, and the number of output and input is same. Fig.1 (a) shows the squeeze and excitation block, where ''C'' indicates the number of channels. The feature dimension is reduced to 1/16 of the input at first. Then it is upgraded back to its original size through a Fully Connected layer.
The original squeeze and excitation block uses a feature recalibration strategy to automatically capture the importance of each feature channel. Then according to this importance, enhances useful features and suppress useless features for the object detection task. Hu et al. [38] extended the original squeeze and excitation block with a competitive mechanism. We reconfigured the architecture and propose the a attention block for feature fusion. This new architecture enables us to capture objects in different scales and adaptively select information from different layers, as shown in Fig.1 (b) .
The competitive attention block has two inputs. ''F'' indicates input feature map and ''Base'' indicates CONV5, which is the basic feature map of competitive attention block. Both of them reduce dimension through global pooling layer and fully connected layer. This is then concatenated as the input of the fully connected layer in the excitation step.
C. SEMANTIC SUPERVISION
The SDS-RCNN framework proposes a semantic supervision layer to suppress negative samples by using weak segmentation ground truth masks. Box-based annotations are too noisy compared with pixel wise annotations for semantic segmentation task. However, if we place the semantic supervision layer at CONV5 (where box-based annotations are divided by the corresponding feat stride), the gap between box-based annotations and same sized pixel wise annotations can be reduced to minimal. We extend this idea to a more general form to improve low-level features. Specifically, we use semantic supervision layer at conv3 and conv4 feature maps. This makes the low level features obtain more semantic information and help feature fusion in different levels. Fig.2 shows the entirety structure of semantic supervision block.
Conv block has different convolution layers using 3 × 3 kernel in different feature maps. Specifically, it has one layer at conv4 feature map and two layers at conv3 feature map. Low level feature map has massive texture information. Thus it needs more layers to encode more semantic concepts. Semantic supervision layer only is a single layer that uses 1 × 1 convolution kernel and box-based annotations to compute mask loss in softmax loss layer.
D. FRAMEWORK OF NETWORK 1) FEATURE FUSION
VGG-16 net has excellent performance in image classification tasks. It has been widely used in majority of object detection and pedestrian detection tasks. In a faster RCNN network, pre-trained VGG-16 net as the backbone network, extracts high level features from an image by 16 layers neural network. Then it puts these features into a region proposal network to generate object proposals. Due to the simple structure of region proposal network, the generated features have a large impact on proposals performance. Consequently, region proposal network could provide better results through more discrimination features.
Following this idea, we decided to enhance feature representation in two ways, as shown in Fig.3 and Fig.4 . According to our investigation, most of the object detection network use one single layer as the input of region proposal network. This incurs a flaw that the detailed information in low-level layer is not being used. Nevertheless, this detailed information is important for edge detection and object location. Previous studies such as feature pyramid networks adopted nearest neighbor upsampling and lateral connection to enhance lowlevel features through high-level semantics. Contrary to topdown pathway and lateral connections, we fuse different layers by competitive squeeze and excitation mechanism for simplicity and unity. Fig.3 shows the building block construction of our competitive layer fusion structure. In a detailed scale resolution feature map, we downsample the spatial resolution and keep it has the same size as the final feature map (CONV5). Then use competitive attention block in low-level layer and final layer. Implicitly, this competition brings smaller weights for low-level feature if detail information is useless in this position. On the other hand, the weights of low-level feature will increase because high-level semantic information is not enough for discrimination.
Moreover, we involve more stages in final convolution layer to obtain greater receptive field and more abstract features. With the design concepts of inception, we fuse features in different scales. Most importantly, we use competitive attention block for features fusion, and adaptively determine rescaling value for each channel to model the relationship of feature in different scales. 4 shows the feature maps fusion in different scales. We involve two branches with different dilation rates to capture large objects and integrate context information. Then use competitive block to fuse feature maps in multi-scale.
2) REGION PROPOSAL NETWORK
In RPN stage, the network takes an image (720 × 960 × 3) as input, and gives the confidence score of pedestrian and the corresponding bounding box regression offset. The RPN following the settings of Faster R-CNN, while tailor the RPN for pedestrian detection specifically. We generate 9 anchors with a single aspect ratio of 0.41 in each feature map position and the scale starting from 30 pixels height with a scaling stride of 1.385. It spans a wide range of 30-320 pixels that could fit the requirement of multi-scale pedestrians.
Following Faster R-CNN, we adopt pre-trained VGG-16 net as the backbone network, and extend the backbone with our feature extraction strategy. The RPN is built on final fusion layer. Similarity, RPN takes one 3 × 3 convolutional layer and two 1 × 1 convolutional layers to generate a confidence score of pedestrian and corresponding bounding box regression. Furthermore, we add a weak semantic supervision layer to the third, fourth and fifth convolutional layer, to suppress hard negative samples as shown in Fig.3 .
In order to eliminate duplicate detections of the same pedestrian, we apply non-maximum suppression (NMS) to predicted proposals. The Intersection over Union (IoU) threshold of NMS is setting to be 0.4
3) RCNN NETWORK
The RCNN Network aims to distinguish pedestrian proposals predicted by RPN. Fast RCNN would be used in classifying stage. However, Zhang et al. [28] proved that using ROI pooling and fast RCNN would reduce pedestrian detection accuracy. Thus, we follow the design of SDS-RCNN, and use a separate network to classify proposals and fuse results in two stages.
The original implementation in R-CNN and SDS-RCNN are all tailored proposals from RGB image and resize these patch into a fixed size, and then the proposals are classified by inference in the VGG network. It's a classic idea to use skip connection in ROI pooling, which has been proved useful in object detection task. Driven by the effectiveness of skip pooling operation, we use skip connection to combine different layers in R-CNN stage as shown in Fig.5 . Conv3 and conv4 feature map use pooling layers to resize resolution and combine with conv5 by competitive attention block. Due to the huge difference in the parameters of VGG16 at all levels, the L2 normalization technique in SSD must be used to process the feature map in different levels and to ensure that the network can be trained. Subsequently, two fully connected layers are applied to classify features extracted from convolution layers and generate a binary detection confidence. Following the SDS-RCNN setting, we fuse two stages scores with softmax operation to obtain final results.
The design principle of separate network is for the sake of diversity. Greater differences ensure better performance of results combined by feature scores in two stages. Intuitively, skip layer connection makes more error transformed to lowlevel feature map by backpropagation. This generates more changes in low-level layer and obtains a more diversified network than the original one. Moreover, fully connected network takes information from multi-layer rather than a single layer.
IV. EXPERIMENTS A. Dataset
We evaluate our proposed method on Caltech pedestrian dataset. It contains 10 hours videos of urban driving and is associated with 350k pedestrian bounding box annotations. At the training stage, we augment data by 10 folds, 4024 images in the standard test set using the reasonable setting [25] , i.e. pedestrians that are at least 50 pixels height and less than 35% occlusion are used for evaluation. The miss rate (MR) is used for evaluating performance. Similar to most of the previous work on pedestrian detection, we use the miss rate at 10 −1 FPPI (false positive per image) as a common reference point to compare results. We use MR −1 to indicate it in the rest of this paper. Fig.6 shows the results on Caltech of our model in comparison to several other state-of-the-art approaches [7] , [8] , [28] , VOLUME 7, 2019 [39]- [41] . Overall, our framework CompAt achieves a new state-of-the-art result with a miss rate of 7.02%. The performance gain is a slightly promoted compared to the SDS-RCNN.
For RPN result as shown in Fig.7 , there is a greater improvement compared with the original RPN and/or the RPN only equipped with a single layer semantic supervision. The improvement shows competitive mechanism for feature extraction is more applicable to RPN stage.
Region proposal network is a simple and less discriminate classifier compared with fully connection network, therefore it takes more improvement when using more discrimination features.
B. Comparison experiment
In this section, in order to prove the validity of competitive attention block, we compare our method with the multi-scale feature pyramid approach [35] and the flexible feature integration approach [36] . If we directly use the original model to train on Caltech pedestrian dataset, the result would be very poor. Therefore, we experimented with the key configuration in these methods on region proposal network and added the semantic supervision block for corresponding feature map.
We use the last three generated final feature maps (P3,P4,P5) to detect pedestrians in Feature Pyramid Network. Table 1 shows that the miss rate increased about 2% compared with our method, which indicates that multi-layer detector is not appropriate for pedestrian detection. Moreover, we use global attention approach to replace the competitive attention block for feature fusion. The performance does not degrade too much which indicates that the flexible feature integration approach [36] has no guidance for classifiers to get more valuable information.
C. Ablation Study
We carried out ablation experiments to figure out which component could help improve performance using the reasonable set of Caltech. First, we examined components in RPN stage to figure out the impact on performance. The experiments had four components: feature fusion in different levels, feature fusion with multi-scales, competitive attention block and multi-layer semantic supervision. We disabled each component and kept others for training and testing. Then, we examined three components in RCNN stage: skip layer connection, competitive attention block and semantic supervision, and conducted detailed experiments to report fused performances of overall framework.
1) RPN
The experiments result are given in Table 2 , Competitive attention block is the most important component in this article, which plays a key role in the fusion of different feature layers.
Firstly, we can see that the miss rate decreases about 1% by removing the competitive attention block for feature fusion in different levels and scales. This indicates that the competitive attention block plays an important role in extracting valuable information. If we do not use the competitive attention block, we get more useless information interference classification, which decrease the detection performance. Among these, features with multi-scales are more dependent on competitive attention block.
Then, different levels of feature fusion and multi-scale feature fusion are removed. The performance drops is almost the same. It can be seen that the two fusion strategies provide similar performance improvements in pedestrian detection tasks. Finally, the semantic supervision module is evaluated, and the miss rate will degrade from 9.27% to 10.61% when the semantic supervision block on the CONV3 and CONV4 feature maps is removed. This shows that semantic supervision really makes the low level features obtain more semantic information and enhance the effect of feature fusion in different levels. If all levels of semantic supervision blocks are removed, the detection performance will degrade heavily. This indicates that semantic supervision is effective for suppressing negative samples.
2) RCNN
In R-CNN stage, we remove different components and observe the impact of these operations on R-CNN detection results and fusion results. As we can see from Table 3 , after removing the competitive attention block, the performance dropped by 0.2%.
Both the competitive attention block and the skip layer connection are valuable for pedestrian detection. However, the competitive attention block takes more performance improvements. After removing the skip layer connection, only the last layer feature map is used for detection. The fused results are similar to those of SDS-RCNN network. It can be seen that the promotion of RPN stage did not provide better performance of fused results. Finally, with the removal of semantic supervision layer, both R-CNN and fusion results are greatly degraded. Semantic supervision is the most critical block in pedestrian detection. Above all, the detection performance of R-CNN and the performance of fusion results are not much related.
V. CONCLUSIONS
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