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Abstract
This article is focused on some variations of Reed-Muller codes that
yield improvements to the rate for a prescribed decoding performance
under the Berlekamp-Massey-Sakata algorithm with majority voting. Ex-
plicit formulas for the redundancies of the new codes are given.
Introduction
Reed-Muller codes belong to the family of evaluation codes, commonly defined
on an order domain. The decoding algorithm widely used for evaluation codes
is an adaptation of the Berlekamp-Massey-Sakata algorithm together with the
majority voting algorithm of Feng-Rao-Duursma. By analyzing majority voting,
one realizes that only some of the parity checks are really necessary to perform
correction of a given number of errors. New codes can be defined with just
these few checks, yielding larger dimensions while keeping the same correction
capability as standard codes [4, 5]. These codes are often called Feng-Rao
improved codes.
A different improvement to standard evaluation codes is given in [8]. The
idea is that under the Berlekamp-Massey-Sakata algorithm with majority voting,
error vectors whose weight is larger than half the minimum distance of the code
are often correctable. In particular this occurs for generic errors (also called
independent errors in [9, 6]), whose technical algebraic definition can be found
in the mentioned references. Generic errors of weight t can be a very large
proportion of all possible errors of weight t, as in the case of the examples worked
out in [8]. This suggests that a code be designed to correct only generic errors
of weight t rather than all error words of weight t. Using this restriction, one
obtains new codes with much larger dimension than that of standard evaluation
codes correcting the same number of errors.
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In [2] both ideas are combined. Minimal order subsets are accurately de-
signed in order to ensure correction capability of t generic errors, under the
Berlekamp-Massey-Sakata algorithm with majority voting.
The scope of this work is to give explicit formulae for the redundancies of
all the Reed-Muller improved codes. In Section 1 we recall the definitions of
the correction-capability-optimized codes. In Section 2 we give formulas to find
their redundancies.
1 Correction-capability-optimized Reed-Muller
codes
Let n = qm and call P1, . . . , Pn the n points in F
m
q . Let Fq[x1, . . . , xm]6s be the
subspace of Fq[x1, . . . , xm] of polynomials with total degree 6 s and let ϕs be
the map Fq[x1, . . . , xm]6s −→ F
n
q , f 7−→ (f(P1), . . . , f(Pn)). The Reed-Muller
code RMq(s,m) is defined as the orthogonal space of the image of ϕ.
Let A = Fq[x1, . . . , xm] and let ϕ : f 7→ (f(P1), . . . , f(Pn)). Variations of
Reed-Muller codes can be defined by means of a subset W of monomials in
Fq[x1, . . . , xm]. The order-prescribed Reed-Muller code associated to W is
CW =< ϕ(W ) >
⊥ .
Let ≪ be the graded lexicographic order on monomials in A with xm ≪
xm−1 ≪ · · · ≪ x1. Let zi be the i-th monomial with respect to ≪, starting
with z0 = 1. Let j be such that zj = x
s
1, then zj+1 = x
s+1
m and Fq[x1, . . . , xm]6s
is the space generated by {zi : i 6 j}. Consequently we have
RMq(s,m) = C{zi:i6j}.
More generally, one can define the standard Reed-Muller code for any given j to
be C{zi:i6j}.
For m ∈ N0 let
νm = |{j ∈ N0 : zj divides zm}|.
The sequence given by the values νi with i ∈ N0 has two important applications.
On the one hand, it is used to define bounds on the minimum distance of
evaluation codes [3, 7, 5]. On the other hand it is used to design Feng-Rao
improved codes [4, 5]. The main results used for defining correction-capability-
optimized codes are the two following lemmas.
Lemma 1.1. [4] All errors of weight t can be corrected by CW if W contains
all monomials zi with νi < 2t+ 1.
Lemma 1.2. [2] All generic errors of weight t can be corrected by CW if W
contains all monomials zi which are not a product zjzk for any j, k > t.
Standard Reed-Muller codes To design a standard Reed-Muller code which
will correct t errors, let m(t) = max{i ∈ N0 : νi < 2t+ 1}. Let R(t) = {zi : i 6
m(t)} and r(t) = |R(t)|. The code CR(t) has minimum distance at least 2t+ 1.
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Feng-Rao improved codes To design an order-prescribed Reed-Muller code
correcting t errors, we take R˜(t) = {zi : νi < 2t+1} and use the code CR˜(t). Let
r˜(t) = |R˜(t)| = m(t) + 1. The Feng-Rao improved Reed-Muller code correcting
t errors requires r(t)− r˜(t) fewer check symbols than the standard Reed-Muller
code correcting t errors.
Standard generic Reed-Muller codes To design a standard Reed-Muller
code that will correct all generic errors of weight at most t, let m∗(t) = max{i :
zi 6= zjzk for all j, k > t}. Define R
∗(t) = {zi : i 6 m
∗(t)}. The number of
check symbols for the code CR∗(t) is r
∗(t) = |R∗(t)| = m∗(t) + 1.
Improved generic Reed-Muller codes To design an order-prescribed Reed-
Muller code correcting t generic errors, we use the code CR˜∗(t) where R˜
∗(t) is
{zi : zi 6= zjzk for all j, k > t}. Let r˜
∗(t) = |R˜∗(t)|. Clearly r˜∗(t) 6 r∗(t).
2 Explicit formulae for the redundancies
Lemma 2.1. Suppose zi = x
a1
1 · · · · · x
am
m . Then, νi =
∏m
l=1(al + 1).
Proof. It is obvious, since the monomial xb11 · · · · · x
bm
m divides x
a1
1 · · · · · x
am
m if
and only if 0 6 bl 6 al for all 1 6 l 6 m.
The next proposition quantifies the redundancy of non-generic codes.
Proposition 2.2. For every t ∈ N0,
(i) r(t) =
(
2t−1+m
m
)
,
(ii) r˜(t) = |{a ∈ Nm0 :
∏m
l=1(al + 1) < 2t+ 1}|.
Proof.
(i) The monomial zs of largest lexicographic order for which νs < 2t+1 is
zs = x
2t−1
1 . Thus, m(t) = s =
(
2t−1+m
m
)
− 1 and r(t) =
(
2t−1+m
m
)
.
(ii) It is a direct consequence of Lemma 2.1.
We now give the redundancies for generic codes.
Proposition 2.3. Suppose zt = x
a1
1 ·· · ··x
am
m and let a = |a| = a1+a2+· · ·+am.
(i) If a1 = a2 = · · · = am−1 = 0 (hence am = a), then
• r∗(t) =
(
2a−1+m
m
)
,
• r˜∗(t) = r∗(t).
(ii) Otherwise,
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• r∗(t) =
(
2a+1+m
m
)
−
∑m
k=1
(2a−∑k
l=1
al+m−k
m−k
)
,
• r˜∗(t) = r∗(t)− 1−
∑m−1
k=1
∑m−1
j=k
(2a−2−∑ j
i=1
ai−
∑
k
l=1
al+m−j
m−j
)
− |{k : a−
∑k
i=1 ai > 0}|.
Proof.
(i) If zt = x
am
m then {zi : zi = zjzk, j, k > t} = {zi : deg zi > 2am}. So,
r∗(t) = r˜∗(t) =
(
2am−1+m
m
)
.
(ii) Otherwise, {zj : j > t} = {zj : deg(zj) > a} ⊔ {zj : deg(zj) =
a and j > t}. So,
{zjzk : j, k > t} = {zjzk : deg(zjzk) > 2a+ 1}
⊔{zjzk : deg(zjzk) = 2a+ 1 and j, k > t}
⊔{zjzk : deg(zjzk) = 2a and j, k > t}.
Let us introduce the following notation:
P2a = {zjzk : deg(zjzk) = 2a and j, k > t},
P2a+1 = {zjzk : deg(zjzk) = 2a+ 1 and j, k > t}.
Then r˜∗(t) = |{zi : deg(zi) 6 2a+ 1}| − |P2a| − |P2a+1|.
One may verify that the monomial zi = x
b1
1 · · · · · x
bm
m with deg(zi) = 2a is
in P2a if and only if it satisfies one of the following:
• bl = 2al for all 1 6 l 6 m,
• There exists 1 6 k 6 m− 1 such that
– bl = 2al for all 1 6 l 6 k − 1,
– bk > 2ak + 2
• There exists 1 6 k < j 6 m− 1 such that
– bl = 2al for all 1 6 l 6 k − 1,
– bk = 2ak + 1,
– bl = al for all k + 1 6 l 6 j − 1,
– bj > aj + 1
• There exists 1 6 k 6 m− 1 such that
– bl = 2al for all 1 6 l 6 k − 1,
– bk = 2ak + 1,
– bl = al for all k + 1 6 l 6 m− 1,
– bm > am
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Consequently,
|P2a| = 1 +
m−1∑
k=1
(
2a− 2− 2
∑k
l=1 al +m− k
m− k
)
+
m−1∑
k=1
m−1∑
j=k+1
(
2a− 2−
∑j
l=1 al −
∑k
l=1 al +m− j
m− j
)
+|{k : a−
k∑
l=1
al > 0}|
= 1 +
m−1∑
k=1
m−1∑
j=k
(
2a− 2−
∑j
l=1 al −
∑k
l=1 al +m− j
m− j
)
+|{k : a−
k∑
l=1
al > 0}|.
Similarly, the monomial zi = x
b1
1 · · · · · x
bm
m with deg(zi) = 2a + 1 is in
P2a+1 if and only if there exists k, 1 6 k 6 m, such that
• bl = al for all 1 6 l 6 k − 1,
• bk > ak + 1.
and thus, |P2a+1| =
∑m
k=1
(2a−∑k
l=1
al+m−k
m−k
)
.
The reader can easily prove that if zi ∈ P2a+1 then for all j > i with
deg(zj) = 2a + 1 it holds zj ∈ P2a+1. The details can be found in [1].
Thus, r∗(t) = |{zi : deg(zi) 6 2a+ 1}| − |P2a+1|.
Now,
r∗(t) =
(
2a+ 1 +m
m
)
− |P2a+1|
=
(
2a+ 1 +m
m
)
−
m∑
k=1
(
2a−
∑k
l=1 al +m− k
m− k
)
and
r˜∗(t) = r∗(t)− |P2a|
= r∗(t)− 1−
m−1∑
k=1
m−1∑
j=k
(
2a− 2−
∑j
l=1 al −
∑k
l=1 al +m− j
m− j
)
−|{k : a−
k∑
l=1
al > 0}|.
5
Reed-Muller structure with m = 3
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Figure 1: Redundancy values of Reed-Muller standard codes and all improved
codes.
Remark 2.4. For m≪ t, r(t) is o(tm), while r∗(t) and r˜∗(t) are o(t). Indeed,
notice that
(
a+b
b
)
= a·(a−1)·····(a−b+1)b! is o(a
b) if a ≫ b. Now, for m ≪ t, r(t)
is o(tm) while r∗(t) and r˜∗(t) are o((deg(zt))
m). On the other hand, deg(zt) is
o(t1/m), since all polynomials of degree k have order from
(
m+k−1
m
)
to
(
m+k
m
)
−1.
Let m = 3. In Figure 2 we plot r(t), r˜(t), r∗(t) and r˜∗(t) as a function of t
for the first values of t. Notice that for all t, r(t) is o(t3) while r∗(t) and r˜∗(t)
are o(t). The function r˜(t) seems to be also o(t).
Since r(t) is much larger than the other three functions, we cannot appreciate
the differences between r˜(t), r∗(t) and r˜∗(t). If we only plot r˜(t), r∗(t) and r˜∗(t),
(Figure 2) then the relative behavior of these functions becomes apparent. In
particular, r˜∗(t) behaves as a smooth version of r∗(t).
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