Long-term tracking is important for maritime situational awareness to identify currently observed ships as earlier encounters. In cases of, for example, piracy and smuggling, past location and behavior analysis are useful to determine whether a ship is of interest. Furthermore, it is beneficial to make this assessment with sensors (such as cameras) at a distance, to avoid costs of bringing an own asset closer to the ship for verification. The emphasis of the research presented in this paper, is on the use of several feature extraction and matching methods for recognizing ships from electro-optical imagery within different categories of vessels. We compared central moments, SIFT with localization and SIFT with Fisher Vectors. From the evaluation on imagery of ships, an indication of discriminative power is obtained between and within different categories of ships. This is used to assess the usefulness in persistent tracking, from short intervals (track improvement) to larger intervals (re-identifying ships). The result of this assessment on real data is used in a simulation environment to determine how track continuity is improved. The simulations showed that even limited recognition will improve tracking, connecting both tracks at short intervals as well as over several days.
INTRODUCTION
In naval operations, such as piracy prevention, surveillance takes place for a longer time, in large areas, with irregular intervals of observation of ships. Knowing if an observed ship has been seen before is helpful for different reasons. If it can be known from a distance whether a ship was earlier assessed as non-threatening, it does not require further observation time. Furthermore, if the history of a ship is known, this can help to predict its intent, for example based on whether the ship has been seen in a suspect location, or if its behavior in time makes it suspicious. When intent of ships can be predicted, it may help planning the use of assets such as UAVs to more efficiently cover a (larger) surveillance area. In the Netherlands MoD research program V1114, Maritime Situational Awareness (MSA), these aspects are examined in different projects. This paper describes part of the research on determining the use of ship's features obtained from electro-optical systems, in aiding the (long term) tracking of small ships. This research is a continuation of work on using features from electro-optical imagery for discriminating between types of ships (where one image is compared to a single description of a type from multiple images) [9] , to recognition of single recordings. In this earlier work, the use of scale-invariant feature transform (SIFT) keypoints in infrared recordings was found to be useful even with low detail imagery of ships. A difficulty with the use of keypoints is how to account for different numbers of keypoints in two images under comparison. [17] compared different types of keypoint descriptions, and added a comparison of relative keypoint locations as further improvement. Instead of matching individual descriptors, there are ways to aggregate the local descriptors in a single object/image level description. For instance, Fisher vector encoding [13] [14] is a recent method for making compact image representations while retaining sufficient discriminative power. In this paper, we use Fisher vectors in combination with SIFT keypoints for recognizing ships in infrared images.
In the MSA research program, we also use simulated ship traffic for the testing of persistent tracking, intent estimation and asset planning. This allows the evaluation of the effect of recognition in a realistic scenario with respect to ships encounters and observation intervals.
The outline of the paper is as follows. The different recognition methods are presented in Section 2. The experiments and results are shown in Section 3. Finally, conclusions and recommendations are presented in Section 4.
RECOGNITION METHOD

Overview of the method
The recognition method consists of two main steps (Figure 1) . First, detection and segmentation is performed to localize the targets (Sec. 2.2). Second, matching is performed to recognize the targets. In this paper, we compare matching approaches based on central moments (Sec. 2.3), localized SIFT (Sec. 2.4) and SIFT with Fisher vectors (Sec. 2.5). Matching one reference image to all other images, representing a search for an earlier observation of the same ship, could improve the tracking of a ship. The benefit of recognition for tracking in a more realistic scenario of ships and observation intervals, is examined in a simulation environment (Sec. 2.7). 
Detection and segmentation
To separate foreground objects (e.g., ships) from background (sea, sky), we used the detection method described in [6] . In this method, the background is assumed to have properties that are constant per image line (corrected for rotation) and to vary only smoothly across the lines. From infrared statistical background analysis work of Schwering [20] [21] [22] we know that this assumption is sufficiently accurate for various levels of sea state, in open ocean as well as in bay environments. Pixels that are statistically unlikely to be background are clustered in a segmentation of possible ships. This results in a binary mask and bounding boxes around the target, which are manually annotated.
Matching with normalized central moments
The first type of matching is based on normalized central moments [8] [9] , for the binary mask of detected pixels. These moments are statistical features that describe properties such as symmetry and skew, which are informative for the general shape of the detected object.
The zero-to second-order central moments result in 9 values, but three of those contain no information. For example, the 0-0 moment gives the number of pixels, which is used to normalize the moments, resulting in a value of 1. Similarly, the moments with order 0 in x or y direction are related to width and height. The remaining six vary in different amounts for ships, and can therefore be assumed to be discriminative to a different extend. In order to obtain a relevant distance measure, the reciprocal value of the standard deviation over all images is used as a weight for each of these features, similar to a statistical distance. The similarity distance of one image to another is then the root mean square of difference in moments, times their weights.
Matching with SIFT and localization
The second type of matching is based on scale-invariant feature transform SIFT [15] [16] and keypoint localization [17] . Often when using SIFT descriptors for matching, only the number of matches (that are similar enough) is used as a match criterion, sometimes weighed to the number of keypoints. However, this does not take into account the locations
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Central moments of these keypoints relative to each other. The performance improves when this relative location is taken into account [17] . The relative location can be computed by comparing locations relative to the center-of-mass of the thresholded detection image (see description in Section 2.2), scaled by the width (to compensate for slight differences in aspect angle) and height of the detection (to compensate for observation distance). Matching will be demonstrated with and without the localization constraint in order to demonstrate the effect of this condition. We will use a somewhat different distance measure than in [17] , namely:
where only the number of keypoints in the observation image is used in the denominator. Since matching is performed for each of the 'observed' keypoints, there will be at maximum this number of matches and the distance lies in the range [0,1].
Matching with SIFT and Fisher vectors
We use sparse SIFT to describe the local structure in images. For each keypoint in the image, a descriptor of length 128 is computed. This results in a variable number of descriptors per image. There are several ways to obtain a more compact representation for the image. One way is by using a Bag-of-words (BOW). The BOW approach first computes cluster centers (e.g., with k-means clustering) from the descriptors. Subsequently, the variable number of SIFT-points are transformed to a histogram of fixed length by making a hard assignment of each SIFT descriptor to the closest cluster center. One fixed-length vector is computationally less intensive for matching than a variable number of SIFTdescriptors. A more advanced approach to obtain a compact representation is the Fisher Vector (FV) [13] [14] , which is based on soft-assignment to cluster centers. This also reduces the variable number of descriptors to one fixed-length descriptor. The method contains two important parameters: the number of Gaussians in the GMM (g), and the number of principal components to keep with PCA of the SIFT (p). Optionally, another PCA can be applied to the resulting Fisher Vector (parameter p2). We did not perform this second PCA. Note that the length of the Fisher Vector is p*g (or optionally p2).
Robust and symmetric recognition
All three matching methods result in a dissimilarity distance between one 'observation' image, and all other images (representing the historical observations). If recognition is correct, the most similar image, with smallest dissimilarity distance, is an image of the same ship. A confusion matrix can be made, showing ground truth (GT) against the predicted best fit, counting the percentages that a ship is recognized correctly, or that one of the other ships has the smallest dissimilarity distance. This is called the rank-1 result. An overall accuracy is obtained by taking the average of the diagonal as measure of correct recognition. With the limited data set we are using, and sometimes small number of images of a ship, the rank-1 result may not be the best estimate. Therefore a more robust measure is used, where the matching ship is the one that, when sorting images by the dissimilarity measure and increasing the number of selected images one by one, has a given (interpolated) percentile of its images in this selection, before any other ship. The percentile is computed over the ranks of each class separately. The 0-percentile result corresponds to the rank-1 result of the class and the 50-percentile is the median rank of the class. The class with the best percentile value is selected. Note that for 0-percentile, this is identical to selecting the best rank-1 result. Both confusion matrices of the rank-1 result and graphs of the percentile results will be presented for the different matching methods. As a measure of performance, the average and maximum number of track IDs given to each ship are counted. Recognition is only possible when recognition information becomes available. As at that moment there will already be a (new) radar track, the overall number of IDs would be the same whether there is a correct recognition or not. In order to measure an improvement when recognition is applied, in cases a ship (with a radar only track) first has a recognition observation (i.e., is in camera range), an artificial track break is applied, by not using the radar ID for identification.
By changing the limits on recognition (i.e., the confusion between ships), the effect of recognition can be examined, and compared with the situation where no recognition is used.
EXPERIMENTS AND RESULTS
Description of the imagery
For assessing the different methods of matching, recordings of five small ships are used, recorded during the international SMARTEX trial, which took place over two days in June 2012 in co-operation with the US Coast Guard. An example of MWIR (Mid Wave Infrared, wavelength band 3-5 μm) data is given in Figure 4 , where a recording of different small ships is shown. Target location from GPS is available for several targets, which is used in annotating images and providing distance and aspect angle estimations. Currently, five targets are used in these tests for recognition. In Figure 4 , four of those are visible in the MWIR image: the sailing boat (center), two 24-feet cabin boats (called 24A and 24B, on two sides of the sailing boat) and a flat boat of 35 feet (left). In addition, a 74 feet flat boat is used. From the ship positions, a distance and aspect angle relative to the camera can be estimated, as well as expected pixel resolution on the ship. From this, images are automatically retrieved over a range of resolutions and aspect angles. Most images (95%) range in resolution from 0.1 to 0.5 meters per pixel, with a maximum of 1 meters per pixel (see examples in Figure 5 ). 80% of images are within 20 degrees of side view, with 10% being closer to frontal/back views. Images are taken at least one minute apart, in the few cases recordings fit the selection criteria for a longer period. After applying the automatic detection and segmentation, images are manually checked to see if the ship was actually in the image, and detected. This annotation results in 186 recordings of the five different ships, in both mid-wave and long-wave infrared. Table 1 gives the number of images per ship. The 35 and 74 (feet) targets are flat boats that are somewhat alike and viewed at a distance they are not dissimilar from the sail boat, of which its mast is often not seen. The 74 flat boat only had 4 examples in this set, which makes the result for this target less accurate. 
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Recognition results with central moments
The confusion matrix for central moments is shown in Table 2 . The data set includes flipped images to make the matching symmetric. Even with these very simple features and matching method, most often the correct target is recognized, distinguishing for example between the two cabin boats well above their a-priori probabilities. When combining the two 24-feet cabin boats (i.e., counting a correct match when the other cabin boat was indicated), their correct recognition increases to 93% (with an overall accuracy of 70%). Another interesting test is to compare each image only with images of the other day (in this two day recording). In this case, recognition values are very similar for the three ships that were recorded on both days. This indicates that similarity is not just based on recordings that are made with the same camera, at similar distance and aspect angle, at a time near the reference image. 
10 0 75 Figure 6 shows the accuracy for different percentiles, according to the method described in Sec. 2.6. This shows that rank-1 (0 percentile) -which is based on the best match only -gives better results than higher percentiles -which are based on the top (5 to 50) percentiles of best matches. The decrease is however not very steep. 
Recognition results with SIFT matching
We first evaluated the results for SIFT matching with and without the localization constraint. The confusion matrix for the rank-1 result without localization is shown in Table 5 and with localization in Table 6 . It is clear that the localization of the matching keypoints is a powerful additional constraint, since the accuracy improves from 59% to 68%. Table 5 : Confusion matrix using SIFT matching in percent based on the best rank-1 fit. The accuracy is 59%. Table 6 : Confusion matrix using SIFT matching with the localization constraint in percent based on the best rank-1 fit. The accuracy is 68%. The addition of flipped images in the evaluation is expected to improve the classification result further. However, as shown in the percentile graphs of Figure 7 , it turns out that there is no clear improvement in classification accuracy for any percentile threshold. This could be due to the number of images of (most) ships, making it likely there is already one in both directions in the set. Table 6 with only the original images (left) and including the flipped images (right). 
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Recognition results with SIFT and Fisher Vector matching
First we tested two parameters of the Fisher Vector without flipped images and with flipped images. We used 10 iterations, because the clustering inside the GMM contains a stochastic component. The results are shown in Table 7 , which shows that the highest accuracy is 76%, although the variation is not very large between the different parameter settings. The corresponding confusion matrix for 5-percentile is shown in Table 8 and the accuracies for different percentiles in Figure 8 . For completeness, we also inserted the confusion matrix of the 0-percentile (rank-1) in Table 9 . Note that the 5% performs poorly in ship 24B and the 0% in ship 74. The poorer performance of ship 74 in the 0% case can be explained by the low number of samples and hence the lower probability of obtaining a rank-1 result. We suspect that the poorer performance of ship 24B in the 5% case can be explained by the high variation in these images. The results in Figure 8 show that the performance with flipped images is slightly better than without flipped images. Table 8 : Confusion matrix using Fisher Vectors in percent based on the best 5% fit (g=128, p=64) with flipped images. The accuracy is 76%. 
Comparison of matching methods and discussion
The comparison of accuracy values for the different matching methods is shown in Table 10 . The values of Table 10 show that overall, SIFT in combination with Fisher Vectors performs best.
The fact that the simple central moments, and the SIFT with localization are able to distinguish between the two cabin boats (see Table 2 and Table 6 ) is an interesting result, as to a human observer there is no clear difference between the two. The Fisher vectors seem to be better in describing the different types of boats, as the sail boat and the 35 and 74 flat boats are better recognized and not so often confused with the cabin boats.
The data set poses some limitations, in the small number of different ships, and the small number of images for some of them. The percentile results compensate to some extend for the latter, indicating an overlap in sorted matches. These indicate that the central moments and SIFT keypoint matching methods show a larger drop than the Fisher vector matching, when increasing the percentile of images. This indicates that overall, the Fisher vectors provide a better separation of the images of the different ships.
Effect of recognition in tracking in simulations
For this test, a single recognition value, indicated by confusion probability CP, is used to simulate how well ships can be distinguished from each other when a camera observation is available. In the association from observations to existing tracks, this is used to eliminate unlikely matches. A value of one indicates no recognition improvement, as each ship can appear the same as all others. Lower values indicate some exclusion is possible. For example, with CP=0.1, of possible wrong associations, 90% will be excluded. A value of 10 -6 indicates (practically) perfect recognition, i.e., no wrong matches occur. Table 11 shows the results of a simulation of one day of traffic. Note that only 79 smaller ships are observed (by sensors) in this time, in the limited area of operation of the three frigates and their assets (see Figure 2) , and recognition can only help when multiple observations are done with a camera where the ship was out of view in between observations. Table  11 shows that even limited recognition in this data already gives almost as much gain as perfect recognition. Table 12 shows the results over five simulated days, increasing the number of observed ships to 290, as well as increasing how often they are revisited by a sensor. This results in an average of 18.1 track IDs, without recognition. For recognition CP is set at fixed values for different types of ships: 0.25 for skiffs, 0.05 for dhows and 0.02 for (less common) larger vessels. In that case, it shows that even this limited recognition of the smaller ships (skiffs, dhows) gives a major improvement. Note also that for measuring performance, extra track breaks were introduced (see section 2.7), so both values have a (similar) offset, and total number of tracks would be lower.
CONCLUSIONS
In this paper, we presented our research on the use of feature extraction and matching methods for recognizing ships from electro-optical imagery. An indication of discriminative power is obtained on infrared imagery of ships. Simple central moment features already show some capability for recognition, even distinguishing between two nearly similar ship types. The use of SIFT keypoints gives a similar result, if the relative location of the keypoints is taken into account. Fisher vectors to describe SIFT keypoints is an efficient way of indicating the difference between a current observation and many images in a database. The overall performance using SIFT keypoints with Fisher vectors is an improvement over the other methods.
Although the recognition is not perfect, continuing improvement of methods increases the possibilities of semi-automatic recognition, especially when combining different features, such as moments and SIFT keypoints, with for example contours or other ship characteristics.
The simulations showed that even limited recognition will improve tracking, connecting both tracks at short intervals as well as over several days. This will help in higher level assessment of the observed ships, estimating intent based on a ships history and behavior.
