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1 Introduction
The theory of second order partial differential equations has been applied broadly
in physics and engineering: for example, in quantum physics, electromagnetism,
theory of sound, electrical engineering, and vibration engineering. Among them,
particularly, the boundary value eigenvalue problem is one of the fields which has
been studied from the early days of the eighteenth century. (Lord Rayleigh [22],
Courant and Hilbert [7], [8]). In 1930, H. Weyl [26] initiated such a study, and it
has been developed and applied widely in physics and engineering. Recently, in
1980, a study of the boundary value eigenvalue problems of the equilateral triangle
domain has been done by Pinsky [20], and also, in 1980, the eigenvalues and the
eigenfunctions were formulated in terms of the affine Weyl group theory by Be´rard
[2].
The isospectral problem of the boundary value problem was solved by H. Urakawa
[23] in the four-dimensional case in 1982. For the two-dimensional case, the isospec-
tral examples were made by C. Gordon, D. Webb and S. Wolpert [12], and by S.
J. Chapman [5]. The author here did some work which gives relations between
the billiards problems and the boundary value problems [13] in 1985. The re-
sults which Be´rard obtained for the boundary value eigenvalue problems in affine
Weyl groups are used prominently nowadays, particularly in crystal physics and
elementary particle physics ([1], [17]).
In the two- and three-dimensional cases, we gave precise expressions of the
alcoves D(R), and the affine Weyl groups (i.e., crystal graphic groups) Wa(R),
and gave the eigenvalues and the eigenfunctions explicitly. In other words, we gave
the Euclidean coordinates expressions of types A2, B2, G2, A3, B3, C3, respectively.
Also, we figured each element in the crystallographic groups for each D(R) in
terms of matrices, and calculated the eigenvalues and eigenfunctions explicitly.
We figured out the eigenfunctions for the Dirichlet boundary value problems in
terms of the determinant, and also the ones for the Neumann boundary value prob-
lems as the permanent, which is by definition the quantity obtained by changing
the sign of each term of the determinant into +1.
In our study, we develop Be´rard’s research, and give the explicit expression of
the eigenvalues and eigenfunctions in terms of the determinant and permanent on
each alcove D(R) of general `-dimension. Also, as an application, we give the
explicit expression of the heat kernel. Finally, we visualize the eigenfunctions in
the two-dimensional case.
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We first calculate the alcove D(R) and the eigenvalues and eigenfunctions in the
general dimension. This is an extension of the calculation for alcove D(R) and the
eigenvalues and eigenfunctions in the case of ` 2, 3 ([14]). Furthermore, we show
explicit formulas for each type of the Dirichlet and Neumann heat kernel by using
alcove D(R) and the eigenvalues and eigenfunctions. Also, we show computer
graphics visualizations of the eigenfunctions.
We will now explain about each section in more detail.
Section 1 is the introduction.
In Section 2, we state the basic facts about crystallographic groups and their
fundamental domains. We give the definitions of root, fundamental root, dual
root, highest root, Weyl groups, reflection in them, Weyl chamber, affine Weyl
group, and alcove.
Next, we give the basic facts about the Laplacian on a Riemannian manifold and
in the Euclidean space, and the Dirichlet or Neumann boundary value eigenvalue
problems, in more detail. Also, we give the basic materials of the heat diffusion
equation for boundary value eigenvalue problems in Section 5. The contents are
the Laplacian in the heat diffusion equation, and the definition of the heat kernel.
In Section 3, we explain the results of Pinsky [20], who calculated the eigenvalues
and eigenfunctions explicitly on the equilateral triangle plane domain. In [20], he
considered both the Dirichlet and Neumann boundary value problems. He also
considered general space functions which are defined outside of the domain, and
satisfy periodicity, and decided explicitly the eigenvalues and eigenfunctions by
their periodicity.
In Section 4, we study Be´rard’s work [2], which expressed the eigenvalues and
eigenfunctions on the fundamental domain of the crystallographic groups as gen-
eral formulas by using the affine Weyl groups theory [4]. His method was to treat
the extended function, which is periodic and smooth on the fundamental domain
in the crystallographic groups, and he showed explicitly the eigenvalues and eigen-
functions for the Dirichlet problems and Neumann problems in terms of the Weyl
group. But, he did not show concretely the eigenvalues and eigenfunctions for each
type. This is the starting point of our study.
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In Section 5, by using the root systems and affine Weyl groups, we figure out
the alcove D(R) and the Weyl groups, and also we show the eigenvalue and eigen-
function concretely in general `-dimension.
(1) More precisely, for each irreducible root system R, we decide the alcove
D(R), which is the fundamental domain of affine Weyl groups, explicitly.
(2) We obtain the concrete expression for all the eigenvalues.
(3) We express the Dirichlet eigenfunctions in terms of the determinant.
The Neumann eigenfunction is shown similarly in terms of the permanent.
In Section 6, we show the eigenvalues and the eigenfunctions in the domain,
which is of 2 or 3 dimensions, more concretely. We show the coordinate expression
of all the alcoves D(R) of type A2, B2, G2, A3, B3, C3 which are the fundamental
domains in the affine Weyl groups. Also, we calculate the corresponding eigenval-
ues and eigenfunctions for each D(R). Be´rard did not calculate the eigenvalues
for A3 ∼ C3 concretely.
In Section 7, we obtain a concrete expression for the heat kernel. We obtain
Poisson’s summation formula for the heat kernel. Also, we observe the trace of
the heat kernel and the behavior as t→ 0. These formulas are the first case of the
Dirichlet and Neumann heat kernel, which are very interesting formulas.
In Section 8, we show visualizations of some eigenfunctions with computer graph-
ics. This is related to Section 6, where we visualize many cases of 2 and 3 dimen-
sions. In this section, we investigate the eigenfunctions for the Dirichlet and the
Neumann boundary value problems on the square and right isosceles triangle,
equilateral triangle, and the right triangle whose other angles are 30◦ and 60◦
with BASIC, and we investigate the eigenfunctions of the type A2, B2, G2 for the
Dirichlet and the Neumann boundary value problems with Maple.
3
2 Basic Materials
2.1 Summary
First, we describe the crystallographic groups, their fundamental domains, par-
ticularly, the root systems, and affine Weyl groups. Second, we show basic mate-
rials of the Laplacian, and the Dirichlet boundary value eigenvalue problems and
the Neumann boundary value eigenvalue problems. Last, we show the boundary
value problems for the heat equation.
2.2 The crystallographic groups and their fundamental do-
mains
2.2.1 Aims
We describe the basic facts and theory of root systems and affine Weyl groups
to calculate the eigenvalues and eigenfunctions of crystallographic domains and
show Be´rard’s works below.
2.2.2 Basic facts of the root system
Let V be the ` dimension Euclidean space.
Definition 2.1 Let R be the root systems on V . In other words, R is a finite
set, which satisfies the following three conditions ([4] p.169∼ 170).
Condition 1: 0 6∈ R ⊂ V, and R generates V , that is,
V =
{∑
α∈R
xαα
∣∣∣∣ xα ∈ R
}
.
Condition 2: For each α ∈ R, there exists α∨ ∈ V ∗(the dual space of V ) which
satisfies that
〈α, α∨〉 (= α∨(α)) = 2.
Here, for each f ∈ V ∗, f(x) = 〈x, f〉 (∀x ∈ V ).
Condition 3: For each α ∈ R, α∨(R) ⊂ Z (the set of all integers), i. e.,
For each β ∈ R, α∨(β) = 〈β, α∨〉 is an integer .
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Let R∨ = {α∨ |α∈R }. Each element in R is called a root. The rank of the
root systems R is defined as a dimension of V , say `.
We have
α∨∨ = (α∨)∨ = α (∀α ∈ R)
We call R∨ the dual root system or inversion root system of R.
Lemma 2.1 For each α∨ ∈ R∨, it holds that α∨ = 2α
(α|α) . Here, ( | ) is the
inner product in V .
Proof By the definition of α∨, we have〈
α
∣∣∣∣ 2α(α|α)
〉
=
(
α
∣∣∣∣ 2α(α|α)
)
=
2(α|α)
(α|α) = 2.
Then, we have
2α
(α|α) = α
∨. //
Lemma 2.2 For each f ∈V ∗, there exists a unique Hf ∈V which satisfies
f(x) = (x |Hf ), ∀x ∈ V. (2.1)
By the correspondence f ∈V ∗↔Hf ∈V , we identify V ∗ with V . Since
V ∗ 3 f →Hf ∈ V is isomorphic, we may write f for Hf . We can write (2.1) as
f(x) = (x | f), ∀x ∈ V.
Definition 2.2 We define a linear transformation Sα of V to be
Sα(x) := x− 〈x, α∨〉α, x ∈ V , which is called a reflection with respect to Lα.
Lemma 2.3 The composition (Sα)
2 is the identity operator. Namely,
(Sα)
2(x) = x (∀x ∈ V ).
Proof We calculate (Sα)
2(x) by using the definition of Sα(x),
(Sα)
2(x) = (Sα(Sα(x)) = Sα(x)− 〈Sα(x), α∨〉α
= x− 〈x, α∨〉α− 〈x− 〈x, α∨〉α, α∨〉α
= x− 〈x, α∨〉α+ 〈x, α∨〉α
= x (∀x ∈ V ). //
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For each α∈R, we can write Sα(x) = x−2(x, α) 2α
(α|α) , x∈V , because (x, α
∨) =
2(x|α)
(α|α) .
We define the hyperplane which is written as Lα as follows:
{ x ∈ V |Sα(x) = x } = { x ∈ V | ( x |α) = 0 }.
Here, Sα is the reflection with respect to Lα(We will prove this fact in Lemma
2.4.)
Definition 2.3 The Weyl group W (R) is by definition a finite group which is
generated by Sα(α∈R). In other words, an arbitrary element w∈W (R) is written
as w = Sα1Sα1 · · ·Sαk , where α1, α2, · · · , αk ∈R.
Definition 2.4 We define a Weyl chamber as one of the connected components
of complement of
⋃
α
{Lα |α ∈ R} in V . We denote it by C(R). Here, Lα is a
hyperplane of V which is defined by
Lα = {x ∈ V | (α | x) = 0}
for each α∈R.
Definition 2.5 Among the set of all connected components of the complement
of
⋃
α∈R,k∈Z
Lα,k in V , we fix the one whose closure includes the origin o and which
is included in C(R) and denote it by D(R). Here, for each α∈R and k ∈Z, the
hyperplane Lα,k in V is defined by
Lα,k = {x ∈ V | 〈α, x〉 = k} .
All the connected components of the complement of
⋃
α∈R,k∈Z
Lα,k in V are called the
alcoves.
Definition 2.6 We define the discrete subgroup Q(R) of V by
Q(R) :=
{∑
α∈R
mαα
∣∣∣∣mα ∈ Z (α ∈ R)
}
which is generated by R, and also define a discrete subgroup Q(R∨) of V by
Q(R∨) :=
{∑
α∈R
mαα
∨
∣∣∣∣mα ∈ Z (α ∈ R)
}
⊂ V,
We define the set of all the weights of R by
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P (R) :=
{
x ∈ V | (x | y∗) ∈ Z (∀y∗ ∈ Q(R∨))} .
Then, we also have
P (R) =
{
x ∈ V | (x |α∨) ∈ Z (∀α ∈ R)} .
We call all the elements in P (R) the weights of R.
2.2.3 Basic materials of affine Weyl groups
Definition 2.7 The affine Weyl group Wa(R) is by definition an infinite group
which is generated by Sα,k (α ∈ R, k ∈ Z).
Lemma 2.4 Sα,k is a reflection with respect to a hyperplane Lα,k of V .
Proof Recall that Sα,k(x) := x−〈α∨, x〉α+kα∨. To show that Sα is a reflection
with respect to Lα,k = {x ∈ V | 〈α, x〉 = k}, it suffices to show the following two
facts:
Sα,k(x) = x (
∀x ∈ Lα,k ) (2.2)
Sα,k
2(x) = x, x ∈ V. (2.3)
For (2.2), since it is for each x∈Lα,k, 〈α, x〉 = k, then, (α |x ) = k, by the
definition of Sα,k(x). Then, we have
Sα,k(x) = x− 〈α∨, x〉α + kα∨
= x−
(
2α
(α|α)
∣∣∣∣ x)α + 2kα(α|α)
= x− 2
(α|α)(α |x)α +
2kα
(α|α)
= x.
For (2.3),
Sα,k(Sα,k(x)) = Sα(Sα(x) + kα
∨) + kα∨
= S2α,k(x) + Sα(kα
∨) + kα∨
= x+ kα∨ − 〈α∨, kα∨〉α+ kα∨
= x+
2kα
(α|α) −
(
2
(α|α)
∣∣∣∣ 2kα(α|α)
)
α+
2kα
(α|α)
= x. //
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Let Sα,k be the reflection with respect to Lα,k = {x ∈ V | 〈α, x〉 = k}. Then,
we have
Sα,k(x) = Sα(x) + kα
∨.
Thus, Wa(R) is a semi-direct product of both the groups W (R) and Q(R
∨).
Lemma 2.5 We have that
(Sα(x) |Sα(y)) = (x|y) (x, y ∈ V ).
Then, Sα is an orthogonal transformation of V with respect to the inner prod-
uct ( | ).
Proof
(x− (α∨ |x)α, y − (α∨ |y)α)) =
(
x−
(
2α
(α|α)
∣∣∣∣ x)α ∣∣∣∣ y − ( 2α(α|α)
∣∣∣∣ y)α)
= (x |y)−
(
2α
(α|α)
∣∣∣∣ x) (α | y)− ( 2α(α|α)
∣∣∣∣ y) (x |α)
+
(
2α
(α|α)
∣∣∣∣ x)( 2α(α|α)
∣∣∣∣ y) (α |α)
= (x |y).
Therefore, Sα is an orthogonal transformation of V . //
Lemma 2.6 det(Sα) = ±1.
Proof We put Sα = T. Since T is an orthogonal transformation, det(T) = ±1.
Because
1 = det E = det (tTT) = det (tT) det (T) = det (T)2. //
Lemma 2.7 det(Sα) = −1.
Proof Let Sα be a reflection with respect to Lα. Here, Lα = {x∈V | (x, α) = 0}.
We recall
Sα(x) = x (
∀x ∈ Lα) (2.4)
Sα(`α) = −`α (for some ` ∈ R). (2.5)
Furthermore, any element in V is written as `α+x, where x∈Lα and `∈R. Then,
we may take v1 = α, {v2, · · · , vd} to be a basis of Lα. Then, {vi}`i=1 is a basis of
V . So, Sα can be written as Sα(vj) =
d∑
i=1
aijvi.
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Then, let A = (aij) be an ` × ` matrix which is given by the above (2.4) and
(2.5),
Sα =

−1 0 · · · 0
0
· I`−1
·
0
 .
Here, I`−1 is the identity matrix of degree ` − 1. Thus, we have det(Sα) = −1.
//
Lemma 2.8 If w = Sα
1,k1
· · ·Sαt,kt ∈Wa(R), x∈D(R), then, we have
ε(w) = (−1)t.
Proof
(det w) = det(Sα
1,k1
· · ·Sαt,kt)
= det(Sα
1,k1
) · · · det(Sαt,kt)
= (−1)t.
Thus, we have ε(w) = (−1)t. //
The above Lemma 2.8 means that the sign of w in Wa(R) is decided uniquely,
dependent on whether the element w is an odd permutation or an even one.
Furthermore, any element of Wa(R) is written as w = Sα
1,k1
· · ·Sαt,kt , and
w(D(R)) is also an alcove. Conversely, any alcove is written as w(D(R)).
Definition 2.8 For any affine transformation w(x) = T(x) + v, x∈V , we
define the determinant det w = (−1)w of w as follows: Here, v ∈V, and T : V → V
is a linear transformation. If we write w as
w =
(
T v
0 · · · 0 1
)
,
then we have
w
(
x
1
)
=
(
T v
0 · · · 0 1
)(
x
1
)
=
(
Tx+ v
1
)
.
Then, we can define
det w := det
(
T v
0 · · · 0 1
)
= det T.
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Here, we give a matrix representation of w in Wa. Sα,k(x) is given by
Sα,k(x) = Sα(x) + kα
∨ (x ∈ V ).
Therefore, if we put
Sα,k =
(
Sα kα
∨
0 · · · 0 1
)
,
then
Sα,k
(
x
1
)
=
(
Sα kα
∨
0 · · · 0 1
)(
x
1
)
=
(
Sα(x) + kα
∨
1
)
.
Thus, we have
Wa(R) 3 w = Sα
1,k1
· · ·Sαt,kt .
Then we can write
w
(
x
1
)
=
(
Sα1 k1α
∨
1
0 · · · 0 1
)
· · ·
(
Sαt ktα
∨
t
0 · · · 0 1
)(
x
1
)
=
(
T v
0 · · · 0 1
)(
x
1
)
.
Here, T = Sα1 · · ·Sαt . Then, we have
det w = det (Sα1 · · ·Sαt) = det Sα1 · · · det Sαt = (−1)t.
Also, we have
v = Sα1(Sα2(· · ·Sαt−1(ktα∨t ) · · · )) + · · · + Sα1(k2α∨2 ) + k1α∨1 .
2.3 The Laplacian and the Boundary Value Eigenvalue
Problems
2.3.1 Aims
Here, we define the Laplacian on a Riemannian manifold, and as a special case,
we consider the Laplacian in the Euclidian space. We also consider the Dirich-
let boundary value eigenvalue problems and Neumann boundary value eigenvalue
problems.
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2.3.2 The Laplacian on a Riemannian manifold
In this subsection, we define the Laplace operator, or Laplacian. We state
several properties which we will need later. During this subsection, we denote an
m-dimensional connected C∞ Riemannian manifold by M = (M, g), and we also
assume that M is compact in what follows.
First, we prepare some facts from linear algebra. Let V be an m dimensional
vector space, with the inner product 〈·, ·〉. For ∧pV , by [16] Section 3,(5.8), the
inner product is also defined, which is denoted by 〈·, ·〉. Let {e1, · · · , em} be an
orthonormal basis of V . Then, {e1 ∧ · · · ∧ ejp , j1 < · · · < jp} is an orthonormal
basis of ∧pV .
Definition 2.9 We define the linear mapping ∗ : ∧pV → ∧m−pV to satisfy
< ∗ω, τ > e1 ∧ · · · ∧ em = ω ∧ τ (∀ω ∈ ∧pV, ∀τ ∈ ∧m−pV ). (2.6)
We call this the Hodge star operator.
Lemma 2.9 The operator ∗ is decided uniquely by (2.6), and is a linear iso-
morphism of V . Futhermore, it satisfies
∗(ej1 ∧ · · · ∧ ejp) = ε · ejp+1 ∧ · · · ∧ ejm , (2.7)
where ε stands for the sign of the permutation (1, · · · ,m) 7→ (j1, · · · jm). Also,
∗ ∗ω = (−1)p(m−p)ω (∀ω ∈ ∧pV ), (2.8)
∗ 1 = e1 ∧ · · · ∧ em, ∗(e1 ∧ · · · ∧ em) = 1, (2.9)
ω ∧ ∗τ =< ω, τ > e1 ∧ · · · ∧ em (∀ω, τ ∈ ∧pV ). (2.10)
Proof We notice that dim ∧ pV = dim ∧ m−pV =
(
m
p
)
. We show the
uniqueness of ∗ and its linear isomorphism. While keeping ω fixed, let
Lω(τ)e
1 ∧ · · · ∧ em = ω ∧ τ (∀ω, τ ∈ ∧m−pV ) (2.11)
where Lω : ∧m−pV → R is a linear mapping. This is decided uniquely. On the
other hand, Lω ∈ (∧m−pV )∗. Then ∗ω ∧m−pV is decided uniquely, which satisfies
< ∗ω, τ >= Lω(τ) (∀ω, τ ∈ ∧m−pV ). (2.12)
Thus, ∗ is decided uniquely. Furthermore, if ∗ω = 0, then, for any τ ∈ ∧m−pV ,
we have ω ∧ τ = 0, which implies that ω = 0. Thus, ∗ is injective, so that it is an
isomorphism. The proof of (2.7)∼(2.10) is direct, so we omit it. //
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For an arbitrary x ∈ M , we put V = T ∗xM . Then, ∗ defines a mapping of
Ap(M) into Am−p(M) naturally. We also write it as ∗.
We can define the inner product on Ap(M) by using of metric g of M . The
fiberwise inner product〈·, ·〉x is defined. By using this, for Ap(M), we define the
inner product by
(ω, τ)L2 :=
∫
M
〈ω(x), τ(x)〉x dvg(x) (ω, τ ∈ Ap(M)). (2.13)
(See [16] (1.11).)
Lemma 2.10 By using the exterior differentiation d : Am−p(M)→ Am−p+1(M),
we can define the linear operator δ : Ap(M)→ Am−p(M) by
δω := (−1)p ∗−1 d ∗ ω (∀ω ∈ Ap(M)). (2.14)
Then, for every ω ∈ Ap(M), θ ∈ Ap−1(M), we have
(dθ, ω)L2 = (θ, δω)L2 , (2.15)
δ(δω) = 0. (2.16)
Proof From (2.10), we have
(ω, τ)L2 :=
∫
M
ω ∧ ∗τ. (2.17)
Since (2.15) is shown by
(dθ, ω)L2 =
∫
M
dθ ∧ ∗ω =
∫
M
d(θ ∧ ∗ω) + (−1)p
∫
M
θ ∧ d(∗ω)
= (−1)p
∫
M
θ ∧ d(∗ω) (by [16], Section 3, Theorem 9.2)
= (−1)p
∫
M
θ ∧ ∗(∗−1d∗)ω = (−1)p(θ, (∗−1d∗)ω)L2
= (θ, δω)L2 .
For (2.16), we have
δ ◦ δ = ±(∗−1d∗) ◦ (∗−1d∗) = ± ∗−1 ◦d d ◦ ∗ = 0. //
The property (2.15) means that δ is the formal adjoint operator of d.
Definition 2.10 Le us define the linear operator ∆p : A
p(M)→ Ap(M)
∆p := d ◦ δ + δ ◦ d, (2.18)
and we call it the Laplace operator or Laplacian. ∆p is also written as ∆.
∆p is the formal self-adjoint, that is,
(∆pω, τ)L2 = (ω, ∆pτ)L2 (∀ω, τ ∈ Ap(M)). (2.19)
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We immediately have the following.
Lemma 2.11 We take a coordinate on a local chart (x1, · · · , xm) for M , and
we put gjk := g
(
∂
∂xj
, ∂
∂xk
)
, and G := det(gjk). Then, for every
f ∈A0(M) = C∞(M), ∆f is given by
∆f = −
m∑
j,k=1
1√
G
∂
∂xj
(
1√
G
gjk
∂f
∂xk
)
. (2.20)
2.3.3 The Dirichlet or Neumann Boundary Value Eigenvalue Problems
of the Laplacian of the Euclidian space
Let ∆ be the Laplacian of V with respect to the inner product ( | ).
That is, if we put {ej}`j=1 as an orthonormal basis of V , and put
V 3 x =
∑`
j=1
xiei 7→ (x1, x2, · · · , xd) ∈ R`
for coordinates of V , then the Laplacian is given by
∆ = −
∑`
j=1
∂2
∂x2j
(recall Lemma 2.11). We consider the eigenvalue problems of the vibrating mem-
branes of the Laplacian.
From now on, we assume that Ω is a bounded domain in R` whose boundary
∂Ω is piecewise smooth. Then, we can consider the boundary value eigenvalue
problems on Ω as follows.
(The Dirichlet problem)
{
∆u = λu ( on Ω)
u = 0 ( on ∂Ω),
(2.21)
(The Neumann problem)
{
∆v = µv ( on Ω)
∂v
∂n
= 0 ( on ∂Ω).
(2.22)
Here,
∂v
∂n
means the derivative of v with respect to the inward unit normal vector
n at a smooth point on ∂Ω. If there is a solution u 6≡ 0, for some constant λ,
then λ is called an eigenvalue for the Dirichlet eigenvalue problems on Ω, and
u is called the eigenfunction for the eigenvalue λ. The space which consists
of such u is called the eigenspace for the eigenvalue λ. We call its dimension
the multiplicity of the eigenvalue λ. Similarly, we define the eigenvalues for the
Neumann problems.
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The set of all the eigenvalues counted with their multiplicities for both the
Dirichlet and Neumann eigenvalue problems (2.21), (2.22) are at most countably
infinite sets, and have no accumulation points. We denote all the eigenvalues and
the linearly independent eigenfunctions which are orthogonal systems with respect
to inner product ( , ) as follows, respectively.
λ1 5 λ2 5 · · · 5 λi 5 · · · ( µ1 5 µ2 5 · · · 5 µi 5 · · · )
u1 , u2 , · · · , ui , · · · ( v1 , v2 , · · · , vi , · · · )
Furthermore, ui ∈ C∞(Ω) (i = 1, 2, · · · ) and {ui}∞i=1 is a complete orthonor-
mal basis of L2(Ω) with respect to ( , ). That is, if u ∈ L2(Ω), then we have
u =
∞∑
i=1
(u, ui)ui (L
2 convergent).
If we put u ∈ C∞c (Ω), we have, for each x ∈ Ω,
(∆u)(x) =
∞∑
i=1
λi(u, ui)ui(x) (absolutely by convergent)
Similarly, vi ∈ C∞(Ω) (i = 1, 2, · · · ) and {vi}∞i=1 is a complete orthonormal
basis of L2(Ω) with respect to ( , ). That is, if v ∈ L2(Ω), then we have
v =
∞∑
i=1
(v, vi)vi (L
2 convergent)
Particularly, if we put v ∈ C∞c (Ω), then we have for each x ∈ Ω,
(∆v)(x) =
∞∑
i=1
µi(v, vi)vi(x) (absolutely convergent).
Here, we take the alcoveD(R) of affine Weyl groups in the previous subsection as
a domain Ω in (2.21) or (2.22). That is, we consider the boundary value eigenvalue
problems on D(R) as follows.
(The Dirichlet problem)
{
∆f = λf ( on D(R))
f = 0 ( on ∂D(R)),
(The Neumann problem)
{
∆f = µf ( on D(R))
∂f
∂n
= 0 ( on D(R)).
Here, n is the inward unit normal vector field on ∂D(R), and λ is called the eigen-
value, while f 6≡ 0 is called the eigenfunction.
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We write
ΣD(R) = {0 < λ1 5 λ2 5 λ3 5 · · · }
for the spectrum of the Dirichlet problem for D(R). We write
ΣN(R) = {0 = µ0 5 µ1 5 µ2 5 · · · }
for the spectrum of the Neumann problem for D(R). Here, we count the eigenval-
ues with their multiplicities.
2.4 Basic facts of the heat kernel
2.4.1 Aims
Here, we write the basic materials for the application of the heat equation associ-
ated with the boundary value eigenvalue problems. That is, we give the expressions
of the heat kernel in terms of the solutions (eigenvalues and eigenfunctions) which
are calculated for the boundary value eigenvalue problems in affine Weyl groups.
2.4.2 The heat kernel
In this subsection, we consider the heat equation on a compact Riemanian man-
ifold, and its application. We assume M = (M, g) is a compact C∞ Riemannian
manifold, and put dim M = m. Also, we regard g as an inner product on the fiber
of ∧pT ∗M , which is also written as 〈·, ·〉.
Definition 2.11 We assume that
ω ∈ C∞(M × (0,∞); ∧pT ∗M) ∩ C0(M × [0,∞); ∧pT ∗M)
(ω(x, t) ∈ ∧pT ∗xM, ∀(x, t) ∈ M × [0,∞)).
That is, for the projection f :M×(0,∞)→M, (x, t) 7→ x, then ω ∈ Γ(f ∗(∧pT ∗M)),
and it can be extended to M × {0} continuously. Here, C0 means the space of
all continuous sections. For each t, ω(·, t) ∈ Ap(M). Then, we call the heat
equation with the initial condition (2.24) that which is given by, for each
ω0 ∈ Ap(M),
∂ω
∂t
+∆ω = 0, (2.23)
ω(x, 0) = ω0(x), (2.24)
where ∆ is the Laplace operator with respect to the variable x.
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Now, we notice that the following natural isomorphic relations hold by using
the Riemann metric g of M ,
∧pT ∗xM ⊗ ∧pT ∗yM ' ∧pT ∗xM ⊗ ∧pTyM
' Hom(∧pT ∗yM,∧pT ∗xM). (2.25)
Definition 2.12 We assume that ep ∈C∞(M×M×(0,∞); ∧pT ∗M⊗∧pT ∗M)
(ep(x, y, t) ∈ ∧pT ∗xM ⊗ ∧pT ∗xM, ∀(x, y, t) ∈ M ×M × [0,∞)). This means that
if we consider the projection f :M ×M × (0,∞)→M ×M, (x, y, t) 7→ (x, y), then
ep ∈ Γ (f ∗(∧pT ∗M ⊗ ∧pT ∗M). If ep satisfies the equation below, we call it the
fundamental solution or heat kernel for the heat equation (2.23).(
∆x +
∂
∂t
)
ep(x, y, t) = 0, (2.26)
and for any ω, θ∈Ap(M) = Γ(∧pT ∗M),
lim
t↓0
∫
M
〈ep(x, y, t), ω(y)〉y dvg(y) = ω(x) (∀x ∈ M),
lim
t↓0
∫
M
〈θ(x), ep(x, y, t)〉x dvg(x) = θ(y) (∀y ∈ M). (2.27)
Here, ∆x is the Laplace operator with respect to x.
Definition 2.13 The linear operator
L := Lx := ∆x +
∂
∂t
: C∞(M × (0,∞), ∧pT ∗M) (2.28)
→ C∞(M × (0,∞), ∧pT ∗M)
is called the heat operator (with respect to the variable x).
Now, let us consider the case of M = Rm, and p = 0. But Rm is not compact,
so we must consider only bounded continuous functions ω, θ in (2.27). Also, we
have ∆ = δd = −
m∑
j=1
∂2
∂(xj)2
. Then, e(x,y, t), which is given by
e(x,y, t) := (4pit)−
m
2 e−
|x−y|2
4t x = (x1, · · · xm) ∈ Rm, y = (y1, · · · , ym) ∈ Rm,
(2.29)
becomes the fundamental solution of the heat equation (2.23). For a bounded
continuous function ω0, ω(x, t) given by
ω(x, t) :=
∫
Rm
e(x,y, t) ω0(y) dy (2.30)
is a solution of (2.23)− (2.24).
Let us return to the case of a compact manifold M .
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Lemma 2.12 If a solution of the heat equation (2.23)− (2.24) exists, then it is
unique.
Proof We put ω = ω(x, t) for a solution of (2.23). Then, for each t > 0, we put
Ω(t) as follows:
Ω(t) :=
∫
M
〈ω(x, t), ω(x, t)〉x dvg(x). (2.31)
Then, we have
dΩ
dt
(t) = 2
∫
M
〈
∂ω
∂t
(x, t), ω(x, t)
〉
x
dvg(x)
= 2
∫
M
〈∆ω(x, t), ω(x, t)〉x dvg(x)
= −2
∫
M
{〈δω(x, t), δω(x, t)〉x + 〈dω(x, t), dω(x, t)〉x} dvg(x)
≤ 0. (2.32)
Thus, Ω(t) is a decreasing function. Now, we assume (2.23) − (2.24) has two
solutions, and we set ω := ω1−ω2. Then, ω is a solution for (2.23) with the initial-
value 0. Thus, we have that Ω(t) = 0. Therefore, for an arbitrary (x, t)∈M ×
[0,∞), we have ω(x, t) ≡ 0, and ω1(x, t) ≡ ω2(x, t). //
Lemma 2.13 (Principle of Duhamel ) We assume that u, v ∈ C∞(M × (0, t);
∧pT ∗M), that is u(x, s), v(x, s) ∈ ∧pT ∗xM, ∀(x, s) ∈ M × (0, t). Then, if we
define L := ∆z +
∂
∂s
on each interval [α, β]⊂ (0, t), it holds that∫
M
{〈u(z, t− β), v(z, β)〉z − 〈u(z, t− α), v(z, α)〉z} dvg(z)
=
∫ β
α
∫
M
{〈(Lu)(z, t− s), v(z, s)〉z − 〈u(z, t− s), (Lv)(z, s)〉z} dvg(z).
(2.33)
Proof We have
〈(Lu)(z, t− s), v(z, s)〉z − 〈u(z, t− s), (Lv)(z, s)〉z
= 〈(∆zu)(z, t− s), v(z, s)〉z − 〈u(z, t− s),
(∆zv)(z, s)〉z +
∂
∂s
〈u(z, t− s), v(z, s)〉z .
When we integrate both sides in z on M , both the first and second terms of the
right hand side of the above vanish due to symmetry of ∆. And by integrating in
s, we have the desired result. //
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Theorem 2.1 If the heat kernel ep = ep(x, y, t) exists, it satisfies that〈
〈ep(x, y, t), θ〉y , ω
〉
x
= 〈〈ep(x, y, t), ω〉x , θ〉y (2.34)
for all (x, y, t) ∈ M ×M × (0,∞), and ω ∈ ∧pT ∗xM, ∀θ ∈ ∧pT ∗yM , and it is
unique.
Proof Let ep1, e
p
2 be the heat kernels, and we put
u(z, s) := 〈ep1(z, x, s), ω〉x , v(z, s) := 〈ep2(z, y, s), θ〉y .
If we put L := ∆z +
∂
∂s
, then, since Lu = Lv = 0 by (2.26) and Lemma 2.13, we
have∫
M
〈u(z, t− β), v(z, β)〉z dvg(z) =
∫
M
〈u(z, t− α), v(z, α)〉z dvg(z). (2.35)
On the other hand, due to (2.27), we have
lim
β↑t
∫
M
〈u(z, t− β), v(z, β)〉z dvg(z)
= lim
β↑t
∫
M
〈
〈ep1(z, x, t− β), ω〉x , 〈ep2(z, y, t), θ〉y
〉
dvg(z)
=
〈
〈ep2(z, y, t), θ〉y , ω
〉
x
. (2.36)
Similarly, due to (2.27), we have
lim
α↓0
∫
M
〈u(z, t− α), v(z, α)〉z dvg(z) = 〈〈ep1(y, x, t), ω〉x , θ〉y . (2.37)
By (2.35) ∼ (2.37), we have
〈〈ep1(y, x, t), ω〉x , θ〉y =
〈
〈ep2(x, y, t), θ〉y , ω
〉
x
. (2.38)
Particularly, if we put ep1 = e
p
2 = e
p, then we have (2.34). Also, by (2.38) and
(2.34), we have 〈
〈ep1(x, y, t), θ〉y , ω
〉
x
= 〈〈ep1(y, x, t), ω〉x , θ〉y
=
〈
〈ep2(x, y, t), θ〉y , ω
〉
x
.
Since θ and ω are arbitrary, we have ep1 = e
p
2. //
Therefore, uniqueness of the heat kernel is proved. We will omit the proof of its
existence.
18
Theorem 2.2 The heat equation (2.23)− (2.24) has a unique solution ω(x, t),
and, by using the heat kernel, it can be given by
ω(x, t) : =
∫
M
〈ep(x, y, t), ω0(y)〉y dvg(y) (∀(x, t) ∈ M × (0,∞)), (2.39)
ω(x, 0) : = lim
t↓0
ω(x, t) (∀x ∈ M). (2.40)
Proof The uniqueness is proved by Lemma 2.12. The ω(x, t) given by (2.39)−
(2.40) are the solutions of (2.26) and (2.27). //
Now, for each t > 0, we define the linear operator e−t∆ : Ap(M)→ Ap(M).
(e−t∆ω0)(x) :=
∫
M
〈ep(x, y, t), ω0(y)〉y dvg(y) (∀x ∈M, ∀ω0 ∈ Ap(M)). (2.41)
Also, we write the L2 completion of Ap(M) as L2(Ap(M)). Then, we have
Theorem 2.3 For each t > 0, e−t∆ is extended uniquely to a compact self-
adjoint operator
e−t∆ : L2(Ap(M)) → L2(Ap(M)).
Furthermore, for an arbitrary ω0 ∈ L2(Ap(M)), ω(x, t) := (e−t∆ω0)(x) is C∞ on
M × (0,∞). Therefore, we have
e−t∆(L2(Ap(M))) ⊂ (M) (∀t > 0).
Also, {e−t∆}t≥0 is a semi-group of operators. That is,
e−(t+s)∆ = e−t∆ ◦ e−s∆ (∀t, s > 0), (2.42)
lim
t↓0
e−t∆ω = ω (∀ω ∈ L2(Ap(M))), (2.43)
where the left hand side of (2.43) is L2 convergent.
Proof For each t > 0, the integral kernel ep(x, y, t) of e−t∆ is C∞, and satis-
fies (2.34). The e−t∆ can be extended to a compact self-adjoint operator e−t∆ :
L2(Ap(M)) → L2(Ap(M)) uniquely, and for each ω0 ∈ L2(Ap(M)), ω(x, t) :=
(e−t∆ω0)(x) is C∞ on M × (0,∞).
Next, we show (2.42). We take ω ∈ Ap(M). Then, by Theorem 2.2, both the
e−(t+s)∆ω and e−t∆ ◦ e−s∆ω are the solutions of the heat equation (2.23) whose
initial-value is e−s∆ω as t = 0. Thus, we have e−(t+s)∆ω = e−t∆ ◦ e−s∆ω by the
uniqueness of the solution. On the other hand, Ap(M) is dense in L2(Ap(M)).
Thus, we have (2.42). The (2.43) is shown as follows. First, if ω ∈ Ap(M) in
(2.27), for each x ∈ M , it holds that lim
t↓0
(e−t∆ω)(x) = ω(x), uniformly on M .
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Thus, (2.43) is L2-convergent. Next, we take any ω ∈ L2(Ap(M)). By (2.32)
(or Theorem 2.4 below), we have
∥∥e−t∆∥∥
L2
≤ ‖ω‖L2 . On the other hand, for an
arbitrary ε > 0, there exists θ ∈ Ap(M) which satisfies ‖ω − θ‖L2 ≤ ε. Thus, we
have ∥∥e−t∆ω − ω∥∥
L2
≤ ∥∥e−t∆(ω − θ)∥∥
L2
+
∥∥e−t∆θ − θ∥∥
L2
+ ‖ω − θ‖L2
< 2ε+
∥∥e−t∆θ − θ∥∥
L2
→ 2ε (t ↓ 0).
Since ε is arbitrary, we obtain (2.43). //
Theorem 2.4 ( Strum Liouville’s resolution theorem ) There exists a complete
orthonormal basis {φ0, φ1, φ2 · · · } in L2(Ap(M)) and a sequence of real numbers
0 ≤ λ0 ≤ λ1 ≤ λ2 ≤ · · · → ∞, such that
e−t∆φj = e−tλjφj (∀t > 0,∀j = 0, 1, 2 · · · ), (2.44)
φj ∈ Ap(M) (∀j = 0, 1, 2 · · · ), (2.45)
the multiplicity of each λj is finite. (2.46)
Here, (2.46) means that the number of λk satisfying λk = λj is finite for every λj.
Proof For each t > 0 , since e−t∆ is compact and self-adjoint by Theorem 2.3,
all the eigenvalues of e−t∆, are given as
λ0(t) ≥ λ1(t) ≥ · · · ↓ 0,
and the corresponding eigenvectors are an orthonomal basis of L2(Ap(M)), denoted
by
φ0(t), φ1(t), · · · .
Here, all the eigenvalues are non-negative, because
(e−t∆ω, ω)L2 =
∥∥∥e− t2∆ω∥∥∥2
L2
≥ 0 (2.47)
by (2.42). We show that the diagonalization for each et∆ gives (2.44). First, by
(2.42), for arbitrary t > 0 and k ∈ N, we have
λj(kt) = (λj(t))
k, φj(kt) = φj(t).
This holds for each k ∈ Q, and each real number k > 0, too. Because et∆ is
continuous in t, this holds for arbitrary t > 0, and k > 0. For each t > 0,{
λj(t) = (λj(1))
t = et(logλj(1)),
φj(t) = φj(1).
(2.48)
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On the other hand, because
d
dt
∥∥e−t∆ω∥∥2
L2
50 by (2.32), we have that logλj(1) 5 0
by (2.48). Then, if we put
λj := −logλj(1), φj := φj(1),
we obtain the diagonalization (2.44). The (2.45) keeps holding follows immediately
from the fact that φj are the eigenvectors of e
−t∆, and that the heat kernels ep are
C∞. Also, {e−λjt} have no accumulation points aside from 0 (for each t > 0). On
the other hand, because e−λjt > 0, we obtain (2.46). //
Furthermore, we have
Corollary 2.1 We assume that {λj}j≥0, {φj}j≥0 are as in Theorem 2.4. Then, φj
are the eigenvectors which correspond to eigenvalue −λj of ∆. That is, they satisfy
(2.51). Particularly, if we define K :=the space which is spanned by φj corresponding
to λj = 0, then we have
K = Ker (∆) := {ω ∈ Ap(M); ∆ω = 0}. (2.49)
Thus, particularly, we have
dim Ker (∆) <∞. (2.50)
Proof If we operate ∆ + ∂/∂t on the both sides of (2.44), we have
0 =
(
∆+
∂
∂t
)
(e−t∆φj)
= e−λjt∆φj +
(
∂
∂t
e−λjt
)
φj
= e−λjt{∆φj − λjφj}.
Then, we have
∆φj = λjφj. (2.51)
The proof of (2.49) is as follows. That K ⊂ Ker(∆) is clear. We show that K ⊃
Ker(∆). Let ω ∈ Ker(∆). That is, ∆ω = 0. Then, it holds that (∆+∂/∂t)ω = 0.
Thus, ω is a solution for (2.23) with the initial-value ω. Therefore, by Theorem
2.2, ω = e−t∆ω. By this and Theorem 2.4, we have
ω = e−t∆
( ∞∑
j=0
(ω, φj)L2 φj
)
=
∞∑
j=0
(ω, φj)L2 e
−t∆φj
=
∞∑
j=0
e−λjt(ω, φj)L2 φj,
and then, we have
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(ω, φj)L2 = e
−λjt(ω, φj)L2 (∀j = 0, 1, 2, · · · ).
Thus, we obtain ω ∈ K. We have (2.49). (2.50) follows from this and (2.46). For
arbitrary ω ∈ Ap(M), it holds that
∆ω =
∞∑
j=0
(ω, φj)L2 ∆φj =
∞∑
j=0
λj(ω, φj)L2 φj. (2.52)
By this, we immediately have (2.49) . //
Corollary 2.2 Let us denote by H the orthogonal projection : Ap(M)→ Ker(∆),
(as the L2 sense). If we denote by λk the k-th eigenvalue of ∆ which is different
from 0, then we have∥∥et∆ω0 −Hω0∥∥L2 5 e−λkt ‖ω0 −Hω0‖L2 (∀ω0 ∈ Ap(M), ∀t > 0). (2.53)
Therefore, e−t∆ω0 → Hω0 (t ↑ ∞).
Proof By Theorem 2.4, we have
e−t∆ω0 −Hω0 =
∞∑
j≥k
e−λjt(ω0, φj)L2φj.
Thus, we have
∥∥e−t∆ω0 −Hω0∥∥2L2 = ∞∑
j≥k
(e−λjt)2(ω0, φj)2L2
5 (e−λkt)2
∞∑
j≥k
(ω0, φj)L2
= (e−λkt)2 ‖ω0 −Hω0‖2L2 ,
and we obtain (2.53). //
Theorem 2.5 We assume that {λj}j≥0, {φj}j≥0 are as in Theorem 2.4. Then
the heat kernel ep can be written as
ep(x, y, t) =
∞∑
j=0
e−λjtφj(x)⊗ φj(y) (∀(x, y, t) ∈ M ×M × (0,∞)). (2.54)
Here, the right hand side is the uniform convergence on M ×M for each t > 0.
The proof is given by using Mercer’s theorem, but it is omitted.
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3 Pinsky’s works on the eigenvalue problem on
the equilateral triangle domain
3.1 Summary
In this section, we explain Pinsky’s work [20], which is the Dirichlet boundary
value eigenvalue problems, and Neumann boundary value eigenvalue problems, on
the equilateral triangle domain.
He extended the functions to the outside of the equilateral triangle domain, and
explicitly calculated the eigenvalues and eigenfunctions on the equilateral triangle
from the periodicity of the functions.
Pinsky’s works were extended by Be´rard, who considered the boundary value prob-
lems in general crystallographic domains. We show Pinsky’s works on methods of
calculation for the eigenvalues and the eigenfunctions.
3.2 The Dirichlet eigenvalue problems
We determine the eigenvalues of the Laplacian for the Dirichlet boundary value
eigenvalue problems on the equilateral triangle domain
D =
{
(x, y) : 0 < y < x
√
3, y <
√
3(1− x)
}
.
(3.1)
Theorem 3.1 The eigenvalues of the Lapla-
cian on D are
λmn =
(
16pi2
27
)
(m2+n2+mn) m, n = ±1, ±2, · · · ,
(3.2)
satisfying the following conditions:
(A) m+ n is a multiple of 3,
(B) m 6= 2n, (3.3)
(C) n 6= 2m.
The multiplicity of λmn is
1
6
times the numbers which appear in the lattice (3.2).
The eigenfunctions are of the form
f(x, y) =
∑
(m,n)
±exp
(
2pii
3
)(
nx+
(2m− n)y√
3
)
. (3.4)
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We remark that Pinsky incorrectly wrote
f(x, y) =
∑
(m,n)
±exp
(
2pii
3
)(
nx+
(2n−m)y√
3
)
.
In this sum, (m,n) runs over the subset S⊆Z2 , where |S | = 6 and the sign ± is
determined by the following rules:
(−n,m− n)→ (−n,−m)→ (n−m,−m)→ (n−m,n)→ (m,n)→ (m,m− n).
(3.5)
Each transition induces a change of sign in the (m, n) entry of (3.4).
Notice that |S | = 6 which is the same value as the number of eigenvalues
of combination of (m, n) that exist, that is, 6 kinds. We introduce the rotation
operater by
R : (x, y) 7→
(
1− x
2
− y
√
3
2
,
x
√
3
2
− y
2
)
.
An eigenfunction is said to be symmetric if R ◦ f = f . An eigenfunction is said to
be complex if R ◦ f = exp (±2pii
3
)
f .
Corollary 3.1 The eigenvalue λmn corresponds to a symmetric eigenfunction iff
the following additional condition holds:
(D) m is a multiple of 3 ,
(equivalently, the associated eigenfunction is periodic in x with period 1 ). The
eigenvalue λmn belongs to a complex eigenfunction iff m is congruent to +1 or
−1 , modulo 3 . In particular, each eigenvalue cannnot belong simulataneously to
both the complex eigenfunction and symmetric eigenfunction.
Corollary 3.2 The following are symmetric eigenfunctions and give a complete
list of the simple eigenvalues.
fp(x, y) = sin(2pipd1 ) + sin(2pipd2 ) + sin(2pipd3 ) p = 1 , 2 , · · ·(
d1 =
2y√
3
, d2 = x− y√
3
, d3 = 1 − x− y√
3
)
(3.6)
Here, d1 , d2 , d3 are the normalized altitudes of the point (x, y) in the triangle
D. They satisfy the normalization condition d1 + d2 + d3 = 1 and the reflection
laws Ri ◦ di = −di (i = 1 , 2 , 3 ). The eigenvalues are obtained by the formula
λ3p,0 =
(
16pi2
27
)
(9p2 ).
Proof of Theorem 3.1
To prove these results, we introduce the parallelogram
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D˜ =
{
(x, y) : 0 < y <
3
√
3
2
,
y√
3
< x < 3 +
y√
3
}
,
and the reflection operators:
R1 : (x, y)→(x, −y)
R2 : (x, y)→
(
−x
2
+
y
√
3
2
,
x
√
3
2
+
y
2
)
R3 : (x, y)→
(
3
2
− x
2
+
y
√
3
2
,
y
2
+
√
3
2
+
x
√
3
2
)
.
There is a canonical isomorphism between L2(D) and the subspace H of L2(D˜)
defined by
H =
{
f ∈ L2(D˜) : Ri ◦ f = −f (i = 1, 2, 3)
}
(3.7)
which is given by H 3 f 7→ f . Thus, any eigenfunction of the Laplacian on D can
be obtained by solving the equation on H. The restriction to D will automatically
satisfy the Dirichlet boundary conditions. By standard results, one can obtain a
complete list of the eigenfunctions of the Laplacian on D, which are given by linear
combinations of
f˜(x, y) = exp {i (αx+ βy)} , (3.8)
where (α, β) are in the dual lattice. This requires that 3α = 2npi,
3α
2
+
3
√
3β
2
=
2mpi (m, n are integers). Thus we have α =
2npi
3
, β = 2pi
(2m− n)
3
√
3
. It is readily
verified that, corresponding to this,
λmn = α
2 + β2
=
(
2npi
3
)2
+ (2pi)2
(2m− n)2
27
=
(
16pi2
27
)
(m2 + n2 +mn). (3.9)
The eigenfunction is therefore of the form
f˜ =
∑
(m,n)
Amnexp
{(
2pii
3
)(
nx+
(2m− n)y√
3
)}
, (3.10)
where the sum is over the set of (m,n) with λmn = λ. To satisfy the reflection
conditions, we write
25
R1 ◦ f˜ =
∑
m′,n′
Am′,n′exp
{(
2pii
3
)(
n′x− (2m
′ − n′)y√
3
)}
=
∑
m,n
An−m,nexp
{(
2pii
3
)(
nx+
(2m− n)y√
3
)}
.
We remark that Pinsky incorrectly wrote∑
m,n
Am−n,nexp
{(
2pii
3
)(
nx+
(2m− n)y√
3
)}
for the final equation in his paper (m′ = n−m, n′ = n).
Hence R1 ◦ f˜ = −f˜ requires that
Am′,n′ = −An−m,n. (3.11)
The second reflection operator is
R2 ◦ f˜ =
∑
m′,n′
Am′,n′exp
{(
2pii
3
)(
n′
(
−x
2
+
y
√
3
2
)
+ (2m′ − n′)
(
x
2
+
y
2
√
3
))}
=
∑
m′,n′
Am′,n′exp
{(
2pii
3
)(
(m′ − n′)x+ (m
′ + n′)y√
3
)}
=
∑
m,n
Am,m−nexp
{(
2pii
3
)(
nx+
(2m− n)y√
3
)}
.
We remark that Pinsky incorrectly wrote∑
m′,n′
Am′,n′exp
{(
2pii
3
)(
(m− n′)x+ (m
′ + n′)y√
3
)}
for the second equation.
Therefore, we must have
Am′,n′ = −Am,m−n. (3.12)
The third reflection operator is
R3 ◦ f˜ =
∑
m′,n′
Am′,n′exp
{(
2pii
3
)(
n′
(
3
2
− x
2
− y
√
3
2
)
+(2m′ − n′)
(
1
2
− x
2
+
y
2
√
3
))}
=
∑
m′,n′
Am′,n′exp
{(
2pii
3
)
(n′ +m′)
}
exp
{(
2pii
3
)(
−m′x+ (m
′ − 2n′)y√
3
)}
=
∑
m,n
A−n,−mexp
{(
2pii
3
)
(−m− n)
}
exp
{(
2pii
3
)(
nx+
(2m− n)y√
3
)}
.
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We remark that Pinsky incorrectly wrote.∑
m,n
A−n,−mexp
{(
2pii
3
)
(−m− n)
}
exp
{(
2pii
3
)(
mx+
(2m− n)y√
3
)}
.
for the final equation.
Thus we must have
Am′,n′ = −A−n,−mexp
{(
2pii
3
)
(−m− n)
}
. (3.13)
Now, if for a fixed (m0, n0) we have Am0,n0 = A, then by iterating (3.11) and (3.22)
and referring to the graph (3.5), we see that exp
{(
2pii
3
)
(−m− n)} = 1, i.e., m+n
is a multiple of 3, which proves the condition (A).
To prove the condition (B), assume to the contrary that m0 = 2n0. This is the
same as (m0, n0) = (m0,m0 − n0). The property (3.12) therefore requires that
A = −A, i.e., A = 0. Similary, to prove the condition (C), we note that n0 = 2m0
is the same as (m0, n0) = (n0 − m0, n0), which by (3.13) requires that A = 0.
Conversely, one can verify directly that any sum of the form (3.4) satisfies the
reflection conditions (3.7) and is therefore an eigenfunction. Thus we have proved
the theorem. //
Proof of Corollary 3.1
We study the effect of the rotation operator on (3.10):
R ◦ f˜ =
∑
(m′,n′)
Am′,n′exp
{(
2pii
3
)
(n′)
}
exp
{(
2pii
3
)(
(m′ − n′)x+ (m
′ + n′)y√
3
)}
=
∑
(m,n)
An−m,−mexp
{(
2pii
3
)
(−m)
}
exp
{(
2pii
3
)(
nx+
(2m− n)y√
3
)}
.
But (3.11) and (3.12) require that An−m,n = Am,n. Therefore, we must have
exp
{(
2pii
3
)
(−m)} = 1, i.e., m is a multiple of 3. Similarly, if m is congruent to ±1
modulo 3, it is clear that R ◦ f˜ = exp (±2pii
3
)
f˜ , i.e., f is a complex eigenfunction.
//
We remark that Pinsky incorrectly wrote∑
(m,n)
An−m,−mexp
{(
2pii
3
)
(−m)
}
exp
{(
2pii
3
)(
mx+
(2m− n)y√
3
)}
in the final equation.
Proof of Corollary 3.2
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We first note that for the choice m = 3p, n = 0, the formula (3.4) yields the
symmetric eigenfunction (3.6). One can now show that these correspond to the
only simple eigenvalues of the Laplacian on D. Indeed, suppose that λmn is a
simple eigenvalue corresponding to the set S described in (3.5). If (m, 0)∈S for
some m, then by Theorem 3.1, m = 3p and the result is proved. Therefore, one
may suppose that S contains no pair of the form (m, 0). Thus one may write
S = {(m0, n0), (m0,m0 − n0), (−n0,m0 − n0), (−n0,−m0), (n0 −m0,−m0),
(n0 −m0, n0)}.
By hypothesis one must have n0 6= 0, m0 6= 0, n0 6= m0. Let S be the component
of S. Then,
S ≡ {(n0,m0), (n0, n0 −m0), (−m0, n0 −m0), (−m0, n0 −m0), (m0 − n0, n0),
(m0 − n0,m0)}.
Clearly S∩S = φ, and therefore S can be used to manufacture a new eigenfunc-
tion according to formula (3.4) with the same eigenvalue, which is a contradiction.
Therefore (m, 0)∈S for some m and necessarily m = 3p by Theorem 3.1. This
again leads to formula (3.6), which was to be proved. //
3.3 The Neumann eigenvalue problem
The methods of 3.1 and 3.2 can also be applied to enumerate the eigenvalues of
the problem
∆f + λf = 0 (on D),
∂f
∂n
∣∣∣∣
∂D
= 0 (on ∂D)
Indeed, given f on D, we lift f to a function f˜ on D˜ satisfying Ri ◦ f˜ = +f˜ , i =
1, 2, 3; f˜ |D = f. f˜ will still be an eigenfunction on D and hence a linear combina-
tion of (3.8) with the same values of (α, β). Applying the reflection operation, we
have the following result.
Proposition 3.1 The eigenvalue of Laplacian on on D with Neumann bound-
ary conditions are given by the numbers
λmn =
(
16pi2
27
)
(m2 + n2 +mn) m,n = 0,±1, · · · (m+ n is a multiple of 3).
The eigenfunctions are of the form
f =
∑
(m,n)
Amnexp
{(
2pii
3
)(
nx+
(2m− n)y√
3
)}
,
where (m, n) range over S⊆Z2 with |S| = 6 determined by the transformation
(3.5). One can prove that the number of combinations of (m, n) corresponding to
the same eigenvalues is 6, and then |S| = 6.
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3.4 Calculation of the eigenvalues and eigenfunctions on a
torus
We calculate the eigenvalues and eigenfunctions of the Laplacian on the special
torus which is a fundamental domain D˜ as follows. The L2 function in (x, y) on
the torus which has a fundamental domain D˜ satisfies the periodicity conditions
as follows.
f˜(x, : y) = f˜(x+ 3, y),
f˜(x, y) = f˜
(
x+
3
2
, y +
3
√
3
2
)
. (3.14)
We show the form of f˜(x, y) explicitly. If we put α = (3, 0), β =
(
3
2
, 3
√
3
2
)
, the
lattice L which gives the fundamental domain D˜ is given by
L := {mα + nβ; m, n = 0,±1, ±2, · · · } .
Also, if we put ξ =
(
1
3
, − 1
3
√
3
)
, η =
(
0, 2
3
√
3
)
, the dual lattice L∗ of L is given by
L∗ := {pξ + qη; p, q = 0,±1, ±2, · · · } .
(α | ξ) = 1, (β | η) = 1, (α | η) = 0, and (β | ξ) = 0. Therefore,
(pξ + qη |mα + nβ) = pm+ qn (integer).
Lemma 3.1 f˜(x, y) is given by a linear combination of continuous functions
χp;q(x, y), which are given by
χp;q(x, y) = e
2pii(x, pξ+qη) = exp
{(
2pii
3
)(
px
3
+
(−p+ 2q)y
3
√
3
)}
.
Proof If we put χp;q(x, y) = e
2pii(x, pξ+qη) = χp;q(x), we have
χp;q(x+mα + nβ) = e
2pii(x+mα+nβ, pξ+qη)
= e2pii{(x, pξ+qη)+(mα+nβ, pξ+qη)}
= e2pii(x, pξ+qη) · e2pii(mp+nq)
= χp;q(x) (x = (x, y)).
Here, mp + nq are integers. Thus, χp;q satisfies (3.14). The set {χp;q; p, q =
0,±1,±2, · · · } is a basis of (3.14), and {χp;q; p, q = 0,±1,±2, · · · } is linearly
independent, and any function f˜ which satisfies (3.14) can be written as
f˜ =
∞∑
p=−∞
∞∑
q=−∞
(f˜ , χp;q)χp;q.
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Applying the Laplacian to χp;q(x, y) , we have
∆χp;q(x, y) = 4pi
2
{(p
3
)3
+
(−p+ 2q
3
√
3
)2}
χp;q.
Here, ∆ = −
(
∂2
∂x2
+ ∂
2
∂y2
)
. //
By this lemma, we obtain the following theorem.
Theorem 3.2 The functions χp;q(x, y) exhaust all the eigenfunctions on the
torus whose fundamental domain is D˜. The eigenvalues λ of the Laplacian on the
torus whose fundamental domain is D˜ are
λ = 4pi2
{(p
3
)3
+
(−p+ 2q
3
√
3
)2}
(p, q = 0,±1,±2, · · · ),
and then, the eigenfunctions are χp;q, where
χp;q(x, y) = exp
{
2pii
(
px
3
+
(−p+ 2q)y
3
√
3
)}
.
By using of this theorem, if we put p = n, q = m, we have
χp;q(x, y) = χp;q(x, y) = f˜(x, y) = exp
{
2pii
(
nx
3
+
(2m− n)y
3
√
3
)}
,
so that we have the eigenfunctions (3.4). We also have the eigenvalues λ (3.2).
In the figure below, if we take ξ, η as a basis for the domain, we have the lattice.
Each point on the lattice corresponds to each eigenvalue λp,q.
30
4 Be´rard’s works
4.1 Summary
Be´rard calculated the eigenvalues and the eigenfunctions of the Laplacian in
crystallographic groups by using affine Weyl group theory. The features are as
follows.
(1) He extended the problems to affine Weyl groups.
(2) He figured out D(R), the eigenvalues, and the eigenfunctions, but his
expressions are not explicit.
We show his theorem here.
Theorem 4.1 The Dirichlet and Neumann eigenvalues are given as follows.
Here, the Dirichlet boundary value eigenvalues run over p∈P (R) ∩ C(R), and the
Neumann boundary value eigenvalues run over p∈P (R)∩C(R).
The eigenfunctions fp(x) = exp(2pii(x|p)) are calculated as follows.
All the Dirichlet and Neumann eigenvalues λp on D(R) are given by
λp = 4pi
2(p|p). (4.1)
The Dirichlet and Neumann eigenfunctions corresponding to the above eigenval-
ues are as follows.
(1) The Dirichlet eigenfunctions are given by
Jp(x) =
∑
w∈W (R)
ε(w)fw(p)(x) (x ∈ V ). (4.2)
Here, we call Jp(x) the anti-invariant element of Wa(R), which satisfies
Jp(w(x)) = ε(w)Jp(x),
∀w ∈ Wa(R).
Jp(x) exhaust all the anti-invariant elements.
(2) The Neumann eigenfunctions are given by
Sp(x) =
∑
w∈W (R)
fw(p)(x) (x ∈ V ). (4.3)
Here, we call Sp(x) the invariant element of Wa(R), which satisfies
Sp(w(x)) = Sp(x),
∀w ∈ Wa(R).
Sp(x) exhaust all the invariant elements.
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4.2 Proof of Theorem 4.1
Let us consider two kinds of eigenvalue problems on D(R) which are given as
follows.
(The Dirichlet problem)
{
∆f = λf ( on D(R))
f = 0 ( on ∂D(R)),
(4.4)
(The Neumann problem)
{
∆f = µf ( on D(R))
∂f
∂n
= 0 ( on D(R)).
(4.5)
Here, n is the unit normal vector on ∂D(R).
If f is the eigenfunction with the Dirichlet problems for the eigenvalue λ in (4.4),
one can extend f to a function f˜ on V as follows.
For all x∈V, and all w∈Wa(R), we extend f˜ in such a way that:{
f˜(w(x)) = ε(w)f˜(x),
f˜ |D(R) = f.
(4.6)
Lemma 4.1 f˜ |∂D(R) = 0.
Proof
If x∈ ∂D(R), we have x∈Lα,k (for some α∈R and some integer k) and Sα,k(x) =
x. And we have f˜(x) = f˜(Sα,k(x)) = (−1)f˜(x). Thus, we obtain f˜(x) =
0. //
Lemma 4.2 f˜ is C∞ on V .
Proof
We assume u is the solution of (4.4) (or (4.5)). We extend it to a u˜ on R`
which satisfies (4.6) for the Dirichlet boundary value eigenvalue problem. It is
clear that u˜ is C∞ except on a hyperplane with respect to reflection. By simple
discussion of integration by parts (by Schwartz’s reflective law), we show that u˜ is
C∞, with the exception of the subspace whose codimension is more than or equal
to 2. Let us denote by O, such a point, and assume that (d− j) is the dimension
of the corresponding submanifold Y . (If the point O is at the summit, d = j, we
need to take their ridge line, by orders increasing codimension.) We assume that
y = (y1, · · · , yd−j) is the coordinate on y, and x = (x1, · · · , xj) is the coordinate
on Y and orthogonal direction, where we set Y = {x = 0}. We take a small
sphere B inside of Y whose center is O and whose radius is small enough. We
already have u˜∈H1(B) by classical theory. On the other hand, ∆u˜ = λu˜ on B\Y .
We assume χ˜ ∈ C∞(R+). Here, we assume that χ˜ satisfy the following
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0 5 χ˜ 5 1, χ˜ = 0
(
t 5 1
2
)
, χ˜ = 1 (t = 1).
We put χε(x,y) := χ˜
(
|x|
ε
)
. When ε → 0, χε → 1 almost anywhere. We can
easily see that {∇χε} is bounded in L2(B) . χε converges to 1 in H1(B) as ε→ 0
since j = 2. We assume that f belongs to C∞0 (B). Then we can show that∫
B
u∆f = λ
∫
B
uf (∆u = λu in the sense of distributions on B). We have∫
B
u∆f = lim
ε→0
∫
B
u∆f · χε.
Thus, ∫
B
u∆f =
∫
B
∇u ·∆f (because lim
ε→0
∫
B
u∆f · ∇χε = 0).
On the other hand,∫
B
∇u ·∆f = λ
∫
B
u · f (because lim
ε→0
∫
B
f · ∇u · ∇χε = 0).
Thus, we have ∫
B
u∆f = λ
∫
B
uf.
Thus, we have that u is in C∞0 (on B), which is what we wanted to show. //
By using this Lemma 4.2, we can consider the following.
Theorem 4.2 (1) Since the Laplacian is invariant with respect to parallel dis-
placements on V , we have ∆f˜ = λf˜ .
(2) Since Wa(R) is a semi-direct product of both W (R) and Q(R
∨), f˜ is invari-
ant under Q(R∨), that is,
f˜(x+ d) = f˜(x) (x ∈ V, d ∈ Q(R∨)).
Proof We notice
f˜(Sα,k(x)) = f˜(Sα(x) + d) = −f˜(x).
Since det Sα = −1. Here, we put x = Sα(y) (y ∈ V ). Since
Sα
2(y) = y,
we have
−f˜(Sα(y)) = f˜(Sα(Sα(y) + d)) = f˜(y + d),
−(det Sα)f˜(y) = f˜(y).
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Thus, we obtain f˜(y) = f˜(y + d). //
Furthermore, we put
f˜d(y) := f˜(y + d) (d ∈ V ),
f˜w(x) := f˜(wx) (w ∈ W (R)).
Then, we have
∆(f˜d)(x) = (∆ f˜)d(x),
and
∆(f˜w)(x) = (∆ f˜)w(x).
Thus, we obtain
∆(f˜w)(x) = (∆f˜)w(x) (
∀w ∈ Wa(R), x ∈ V ).
If f is the solution of Dirichlet problems (2.9) on the domain D(R), we extend
f to everywhere on V as follows.
f˜(w(x)) = (det w) f˜(x).
We have ∆f˜ = λf˜ . Furthermore, we have that
∆(f˜w) = (∆f˜)w = (λf˜)w = λf˜w,
f˜(x+ d) = f˜(x) (d ∈ Q(R∨)).
The function f˜ satisfies the conditions (4.7)∼(4.9):
f˜ : C∞ on V (4.7)
∆f˜ = λf˜ , (4.8)
f˜(x+ d) = f˜(x). (4.9)
Since Γ = Q(R∨) is a lattice of V , we have the torus R`/Γ = V/Q(R∨). Then,
f is the eigenfunction for the eigenvalue λ on R`/Γ = V/Q(R∨). We have the
eigenvalues λ and their eigenfunctions on the torus R`/Γ = V/Q(R∨) for the dual
lattice P (R) of Q(R∨). If we put
fp(x) = exp(2pii(x|p)), x ∈ V, p ∈ P (R),
the eigenvalues λ are
λp = 4pi
2(p|p).
For the eigenfunctions, we have
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fp(x+ d) = exp(2pii(x+ d|p))
= exp(2pii(x|p)) exp(2pii(d|p)).
Since P (R) is the dual lattice of Q(R∨), (d|p) are integers. Thus, we have
fp(x+ d) = exp(2pii(x|p)) (∀d ∈ Q(R∨))
= fp(x).
Let us define the function f˜ from fp by
f˜(w(x)) = ε(w)f˜(x) (∀w ∈ Wa(R), x ∈ V ). (4.10)
Since Wa(R) is a semi-direct product of both W (R) and Q(R
∨), f˜ satisfies (4.6).
//
Proposition 4.1 The function f˜ which satisfies (4.10) is given by
f(x) =
∑
w∈W (R)
ε(w)fp(w(x)).
Proof∑
w′∈W (R)
ε(w′) fp(w′(w(x))) =
∑
w′∈W (R)
ε(w′) fp(w′w(x)) (we put w′w = w′′)
=
∑
w′∈W (R)
ε(w′′w−1) fp(w′′(x)), ε(w−1) = ε(w)
= ε(w)
∑
w′′∈W (R)
ε(w′′) fp(w′′(x)).
Here, we used the factW (R) = {w′′ |w′′ ∈ W (R)} = {w′w |w′, w∈W (R)}. //
Lemma 4.3 It holds that (w(x) |p) = (x |w−1(p)). Furthermore, we have
fp(w(x)) = exp(2pii(w(x)) |p)) (x ∈ V )
= exp(2pii(x |w−1(p))
= fw−1(p)(x).
Proof If we put p = w(q), then q = w−1(p). Thus, we have
(w(x) |p) = (w(x) |w(q))
= (x |q)
= (x |w−1(p)). //
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Lemma 4.4 It holds that ε(w−1) = ε(w) (∀w∈Wa(R)).
Proof If we assume for w∈W (R), w = Sα
1,k1
· · ·Sαt,kt , then
w−1 = Sαt,kt · · ·Sα1,k1 . Thus, ε(w−1) = (−1)t = ε(w). //
Lemma 4.5 We have
∑
w∈W (R)
ε(w)fp(w(x)) = Jp(x), x∈V .
Here, Jp(x) =
∑
w∈W (R)
ε(w)fw(p)(x) (x∈V ).
Proof By using Lemma 4.3, we have∑
w∈W (R)
ε(w)fp(w(x)) =
∑
w∈W (R)
ε(w)fw−1(p)(x)
=
∑
w′∈W (R)
ε(w′)−1fw′(p)(x)
=
∑
w′∈W (R)
ε(w′)fw′(p)(x) = Jp(x), (x ∈ V ).
Here, we put w′ = w−1. //
Lemma 4.6 The set Jp, p∈P (R)∩C(R) gives a basis of the space of all anti-
invariant elements (See [4], p.220).
Here, f(x), which is called the anti-invariant element ofWa(R), satisfies f(w(x))
= ε(w)f(x), ∀w∈Wa(R). All the Jp(x) are anti-invariant elements.
Proposition 4.2 The function f˜ with the condition that f˜(w(x)) = ε(w)f˜(x)
(∀w∈Wa(R), x∈V ) satisfies the Dirichlet boundary value condition (See [4],
p.219). Here, we put
w ∈ Wa(R) (w(x) = Sα
1,k1
· · ·Sαt,kt(x) = T(x) + v (x ∈ V )),
w(x) = w1(x) + d (w1 ∈ W (R), d ∈ Q(R∨)),
f˜(w1(x)) = ε(w1)f˜(x) (x ∈ V, d ∈ Q(R∨)), (∀w1 ∈ W (R), x ∈ V ).
Proof We can prove this from the fact that f˜(Sα(x)) = −f˜(x) (∀α∈R). //
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Lemma 4.7 If we put f˜(x) =
∑
w∈W (R)
ε(w)fp(w(x)), we have
f˜(x+ d) =
∑
w∈W (R)
ε(w)fp(w(x+ d))
=
∑
w∈W (R)
ε(w)fp(w(x))
= f˜(x).
Proof Since for each w∈W (R), d∈Q(R∨), d′ = w(d)∈Q(R∨), and then it
holds that fp(x+ d
′) = fp(x). //
We have (1) of Theorem 4.2. //
We extend f to be a function f˜ on V as follows.
f˜(w(x)) = f˜(x), (∀x ∈ V, ∀w ∈ Wa(R)), and f˜ |D(R) = f.
Lemma 4.8 The set of all Sp, p∈P (R)∩C(R) gives a basis of the space of
all invariant elements (See [4], p.220).
The function f(x), which satisfies f(w(x)) = f(x), ∀w∈Wa(R) is called the
invariant element of Wa(R). All the Sp(x) are the invariant elements (See [4],
p.222).
Proposition 4.3 The function f˜ which satisfies that f˜(w(x)) = f˜(x) satisfies
the Neumann boundary value conditions.
Proof Since f˜ satisfies f˜(Sα(x)) = f˜(x) for all α∈R, it holds that
∂f
∂n
(x) = 0 on ∂D(R). //
We have (2) of Theorem 4.2. //
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5 Explicit formulas for the eigenvalues and eigen-
functions
5.1 Summary
In this section, we figure out the alcove D(R) and the elements in symmetric
groups by using root systems and affine Weyl group theory in Section 2, and we
show the eigenvalues and eigenfunctions in general `-dimension, concretely.
(1) We determine explicitly the crystallographic Euclidean domainsD(R), namely,
the fundamental domains of affine Weyl groups of irreducible root systems R.
(2) We write down all the Dirichlet eigenvalues and Neumann eigenvalues of
D(R) explicitly.
(3) In the cases of types A`, B`, C`, D` and G2, we determine the Dirichlet
eigenfunctions explicitly in terms of the determinant, and the Neumann
eigenfunctions in terms of the permanent Perm( ). Here, the permanent,
Perm( ), is by definition given by changing all the signs in the definition of the
determinant into +1. For the other four cases E6, E7, E8 and F4, we cannot
give the formulas because their Weyl groups are too complicated.
5.2 Decision of the alcove D(R)
Now, we show our results in the following.
We first show the explicit expression of the alcove D(R) for each irreducible
root system R. In the theory of root systems and affine Weyl groups, we explicitly
determined the fundamental domains, D(R) of the affine Weyl groups. The Weyl
chamber C(R) of a root system R is by definition given as follows.
C(R) =
{∑`
i=1
xiωi
∣∣∣∣ x1 > 0, · · · , x` > 0
}
,
where ωi(i = 1, · · · , `) are the fundamental weights of P (R). Then, one can
determine the alcove D(R) as follows.
Lemma 5.1
D(R) =
{∑`
i=1
xiωi
∣∣∣∣ x1 > 0, · · · , x` > 0, ∑`
i=1
(xi | α˜) < 1
}
=
{
ω =
∑`
i=1
xiωi
∣∣∣∣ (ω |α∨j ) > 0 (j = 1, · · · , `), 1 > (ω | α˜)
}
,
where α˜ is the highest root of R.
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Proof (1) The definition of C(R) and D(R) are as follows.
C(R) =
{∑`
i=1
xiωi
∣∣∣∣ (x, α) > 0 (α ∈ R)
}
,
D(R) =
{∑`
i=1
xiωi
∣∣∣∣ 1 > (x, α) > 0 (α ∈ R)
}
.
Here, for an arbitrary 0 < α ∈ R, α =
∑`
i=1
miαi, here, mi (i = 1, · · · , `) are 0 or
positive integers, and some mj are positive. Thus, we have
C(R) =
{∑`
i=1
xiωi
∣∣∣∣ xi > 0 (i = 1, · · · , `)
}
,
D(R) =
{∑`
i=1
xiωi
∣∣∣∣ xi > 0 (i = 1, · · · , `) and 1 > 〈x, α〉 (α ∈ R)
}
.
Here, by [4], p.197, Proposition 27, the highest root α˜ =
∑`
i=1
niαi ∈R exists, and
for all α∈R, α =
∑`
i=1
miαi > 0, we have ni ≥ mi (∀i = 1, · · · , `). Then, for
x∈C(R),
1 > 〈α˜, x〉 ⇔ 1 > 〈α, x〉 (α ∈ R, α > 0). (5.1)
Because (⇐) is consistent, for (⇒), if we assume α∈R, α> 0, for α =
∑`
i=1
miαi,
we have
1 > 〈α˜,x〉 =
∑`
i=1
ni〈αi,x〉 ≥
∑`
i=1
mi〈αi,x〉 = 〈α,x〉.
(2) By the basic feature of root systems,
(ωi |α∨j ) =
{
1 (i = j)
0 (i 6= j)
because of
(ω |α∨j ) =
(∑`
i=1
xiωi
∣∣∣∣ α∨j
)
=
∑`
i=1
xi(ωi |α∨j ) = xj,
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so (2) is proved //
We calculate the alcove D(R) for each irreducible root system. Notice here that
our ωi (i = 1, · · · , `) are different from the $i (i = 1, · · · , `) in the Corollary of
Proposition 5, n◦ 2, Section 2, Chapter 6, [4] which are the dual basis of {αi}`i=1,
but our ωi are the ones of {α∨i }`i=1.
Theorem 5.1 (1) In the case of type A` (` ≥ 1), the alcove D(R) is the ` -
dimensional polyhedron whose vertices are the origin o and the fundamental weights
ω1, ω2, · · · , ω` given as follows:
ωi =
i∑
s=1
εs − i
`+ 1
`+1∑
s=1
εs. (5.2)
Here, we denote by εs =
t(0, · · · , s1, · · · , 0) the column vector of degree ` + 1 con-
sisting of the s-th component as 1 and the others as 0 for each s (s = 1, · · · , `+1).
(2) In the case of type B` (` ≥ 2), and when ` = 2, the alcove D(R) is the 2-
dimensional polyhedron which has three vertices, ω1, ω2 and the origin o. When ` ≥
3, D(R) is the ` dimensional polygon which has `+1 vertices, ω1, −12ω2, · · · , 12ω`−1,
ω` and the origin o. The fundamental weights are given as follows:
ωi =
i∑
j=1
εj (1 ≤ i ≤ `− 1), ω` = 1
2
∑`
j=1
εj. (5.3)
(3) In the case of type C` (` ≥ 2), the alcove D(R) is the `-dimensional polyhe-
dron which has ` vertices, 1
2
ω1,
1
2
ω2, · · · , 12ω` and the origin o. The fundamental
weights are given as follows:
ωi =
i∑
j=1
εj (1 ≤ i ≤ `) (5.4)
(4) In the case of type D` (` ≥ 3), the alcove D(R) is the `-dimensional poly-
hedron which has ` + 1 vertices, ω1,
1
2
ω2, · · · , 12ω`−2, ω`−1, ω` and the origin o.
The fundamental weights are given as follows:
ωi =
i∑
j=1
εj (1 ≤ i ≤ `− 2), ω`−1 = 1
2
(
`−1∑
i=1
εi − ε`
)
, ω` =
1
2
(∑`
i=1
εi
)
. (5.5)
(5) In the case of type E6, the alcove D(R) is the 6-dimensional polyhedron which
has 7 vertices, ω1,
1
2
ω2,
1
2
ω3,
1
3
ω4,
1
2
ω5, ω6 and the origin o. The fundamental
weights are given as follows:
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ω1 =
2
3
(ε8 − ε7 − ε6), ω2 = 1
2
(ε1 + ε2 + ε3 + ε4 + ε5 − ε6 − ε7 − ε8),
ω3 =
5
6
(ε8 − ε7 − ε6) + 1
2
(−ε1 + ε2 + ε3 + ε4 + ε5),
ω4 = ε3 + ε4 + ε5 − ε6 − ε7 + ε8,
ω5 =
2
3
(ε8 − ε7 − ε6) + ε4 + ε5, ω6 = 1
3
(ε8 − ε7 − ε6) + ε5.
(6) In the case of type E7, the alcove D(R) is the 7-dimensional polyhedron
which has 8 vertices, 1
2
ω1,
1
2
ω2,
1
3
ω3,
1
4
ω4,
1
3
ω5,
1
2
ω6, ω7 and the origin o. The
fundamental weights are as follows:
ω1 = ε8 − ε7, ω2 = 1
2
(ε1 + ε2 + ε3 + ε4 + ε5 + ε6 − 2ε7 + 2ε8),
ω3 =
1
2
(−ε1 + ε2 + ε3 + ε4 + ε5 + ε6 − 3ε7 + 3ε8),
ω4 = ε3 + ε4 + ε5 + ε6 + 2(ε8 − ε7), ω5 = 1
2
(2ε4 + 2ε5 + 2ε6 + 3(ε8 − 3ε7)),
ω6 = ε5 + ε6 − ε7 + ε8, ω7 = ε6 + 1
2
(ε8 − ε7).
(7) In the case of type E8, the alcove D(R) is the 8-dimensional polyhedron which
has 9 vertices, 1
2
ω1,
1
3
ω2,
1
4
ω3,
1
6
ω4,
1
5
ω5,
1
4
ω6,
1
3
ω7,
1
2
ω8 and the origin o. The
fundamental weights are as follows:
ω1 = 2ε8, ω2 =
1
2
(ε1 + ε2 + ε3 + ε4 + ε5 + ε6 + ε7 + 5ε8),
ω3 =
1
2
(−ε1 + ε2 + ε3 + ε4 + ε5 + ε6 + ε7 + 7ε8),
ω4 = ε3 + ε4 + ε5 + ε6 + ε7 + 5ε8, ω5 = ε4 + ε5 + ε6 + ε7 + 4ε8,
ω6 = ε5 + ε6 + ε7 + 3ε8, ω7 = ε6 + ε7 + 2ε8, ω5 = ε7 + ε8.
(8) In the case of type F4, the alcove D(R) is the 4-dimensional polyhedron which
has 5 vertices, 1
2
ω1,
1
3
ω2,
1
2
ω3, ω4 and the origin o. The fundamental weights are
given as follows:
ω1 = ε1 + ε2, ω2 = 2ε1 + ε2 + ε3, ω3 =
1
2
(3ε1 + ε2 + ε3 + ε4), ω4 = ε1.
(9) In the case of type G2, D(R) is the 2 dimensional polyhedron which has 3
vertices, 1
3
ω1,
1
6
ω2 and the origin o. The fundamental weights are given as follows:
ω1 = −ε2 + ε3, ω2 = −ε1 − ε2 + 2ε3. (5.6)
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Proof (1) In the case of type A`(` ≥ 1) ,
α˜ = ε1 − ε`+1 = ω1 + ω` = α1 + · · ·+ α` = α1∨ + · · ·+ α∨`
(ω | α˜) =
(∑`
i=1
xiωi
∣∣∣∣ α∨1 + · · ·+ α∨`
)
= x1 + · · ·+ x`.
Therefore,
D(R) =
{
ω =
∑`
i=1
xiωi
∣∣∣∣ xj > 0 (j = 1, · · · , `), x1 + · · ·+ x` ≤ 1
}
.
When 1 ≤ j ≤ ` and xj > 0, on the boundary in the alcove D(R), x1+· · ·+x` = 1.
When 1 ≤ j ≤ ` and xj = 1,
∑`
k=1,k 6=j
xk = 0.
Therefore, the alcove D(R) is the ` dimensional polyhedron which has `+1 vertices
ω1, ω2, · · · , ω` and the origin o.
In the remaining cases from (2) B` to (9) G2, we can prove them in the same
manner. //
5.3 Calculation of the eigenvalues
We calculate explicitly every eigenvalue for alcove D(R) of each irreducible root
system R. The elements of P (R) are called weights of R, and C(R) is called the
Weyl chamber.
P (R) ∩ C(R) =
{∑`
i=1
niωi
∣∣∣∣ n1, · · · , n` > 0 integer
}
,
P (R) ∩ C(R) =
{∑`
i=1
niωi
∣∣∣∣ n1, · · · , n` ≥ 0 integer
}
.
For each
p =
∑`
i=1
niωi ∈ P (R) ∩ C(R),
we have
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λ = 4pi2(p|p) = 4pi2
∑`
i,j=1
ni nj (ωi |ωj).
Here, in the case of the Dirichlet eigenvalue problems, each integer ni runs
over the set of all the `−tuples (n1, · · · , n`) which satisfy the conditions: n1 >
0, · · · , n` > 0, and in the case of the Neumann eigenvalue problems, each integer
runs over the set of all the `−tuples (n1, · · · , n`) which satisfy the conditions:
n1 ≥ 0, · · · , n` ≥ 0.
We calculate each eigenvalue λ by substituting of calculation of ωi as follows.
Theorem 5.2 (1) In the case of type A`(` ≥ 1),
λ = 4pi2
∑`
i=1
in2i + 2
∑
1≤i<j≤`
ininj − 1
`+ 1
(∑`
i=1
ini
)2 .
Here, (ωi |ωj) = min(i, j)− i · j
`+ 1
.
(2) In the case of type B`(` ≥ 2),
λ = 4pi2
{
`−1∑
i=1
in2i + 2
∑
1≤i<j≤`−1
ininj + n`
`−1∑
i=1
ini +
1
4
`n2`
}
.
Here,
(ωi |ωj) = min(i, j) (1 ≤ i, j ≤ `− 1), (ωi |ω`) = i
2
(1 ≤ i ≤ `− 1), (ω` |ω`) = `
4
.
(3) In the case of type C`(` ≥ 3),
λ = 4pi2
{∑`
i=1
in2i + 2
∑
1≤i<j≤`
ininj
}
. (ωi |ωj) = min(i, j).
(4) In the case of type D`(` ≥ 3),
λ
4pi2
=
∑`
1≤i<j≤`−2
ininj + (n`−1 + n`)
`−2∑
i=1
ini +
1
4
`(2n2`−1 + n
2
`) +
1
2
(`− 2)n`−1n`.
Here,
(ωi | ωj) = min(i, j) (1 ≤ i, j ≤ `− 2),
(ωi | ω`−1) = (ωi | ω`) = 1
2
i (1 ≤ i ≤ `− 2),
(ωl−1 | ω`−1) = 1
2
`, (ωl−1 | ω`) = 1
4
(`− 2), (ωl | ωl) = 1
4
`.
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(5) In the case of type E6,
λ
4pi2
= 2n21 + 4n
2
2 +
10
3
n23 + 6n
2
4 +
10
3
n25 +
4
3
n26
+ 4n1n2 +
10
3
n1n3 + 4n1n4 +
8
3
n1n5 +
4
3
n1n6
+
5
3
n2n33n2n4 + 6n2n5 + 2n2n6
+ 8n3n4 +
16
3
n3n5 +
8
3
n3n6 + 8n4n5 + 4n4n6 +
10
3
n5n6,
(ωi |ωj) =

2 2 5
3
2 4
3
2
3
2 4 5
4
3
2
3 1
5
3
5
4
10
3
4 8
3
4
3
2 3
2
4 6 4 2
4
3
3 8
3
4 10
3
5
3
2
3
1 4
3
2 5
3
4
3

.
(6) In the case of type E7,
λ
4pi2
= 2n21 +
7
2
n22 + 6n
2
3 + 12n
2
4 + 6n
2
5 + 4n
2
6 +
3
2
n27
+ 4n1n2 + 6n1n3 + 8n1n4 + 6n1n5 + 4n1n6 + 2n1n7
+ 8n2n3 + 12n2n4 + 9n2n5 + 6n2n6 + 3n2n7
+ 16n3n4 + 12n3n5 + 8n3n6 + 4n3n7
+ 18n4n5 + 12n4n6 + 6n4n7 + 10n5n6 + 5n5n7 + 4n6n7,
(ωi |ωj) =

2 2 3 4 3 2 1
2 7
2
4 6 9
2
3 3
2
3 4 6 8 6 4 2
4 6 8 12 9 6 3
3 9
2
6 9 6 5 5
2
2 3 4 6 5 4 2
1 3
2
2 3 5
2
2 3
2

.
(7) In the case of type E8,
44
λ4pi2
= 4n21 + 8n
2
2 + 14n
2
3 + 30n
2
4 + 20n
2
5 + 12n
2
6 + 6n
2
7 + 2n
2
8
+ 10n1n2 + 14n1n3 + 20n1n4 + 16n1n5 + 12n1n6 + 8n1n7 + 4n1n8
+ 20n2n3 + 30n2n4 + 24n2n5 + 18n2n6 + 16n2n7 + 6n2n8
+ 40n3n4 + 32n3n5 + 24n3n6 + 16n3n7 + 8n3n8
+ 48n4n5 + 36n4n6 + 24n4n7 + 12n4n8
+ 30n5n6 + 20n5n7 + 10n5n8 + 16n6n7 + 6n6n8 + 40n7n8,
(ωi |ωj) =

4 5 7 10 8 6 4 2
5 8 10 15 12 9 6 3
7 10 14 20 16 12 8 4
10 15 20 30 24 18 12 6
8 12 16 24 20 15 10 5
6 9 12 18 15 12 8 3
4 6 8 12 10 8 6 2
2 3 4 6 5 3 2 2

.
(8) In the case of type F4,
λ
4pi2
= 2n21 + 6n
2
2 + 3n
2
3 + n
2
3 + 6n1n2 + 4n1n3 + 2n1n4 + 8n2n3 + 4n2n4 + 3n3n4,
(ωi |ωj) =

2 3 2 1
3 6 4 2
2 4 3 3
2
1 3 3
2
1
 .
(9) In the case of type G2,
λ = 4pi2
{
2n1
2 + 6n1n2 + 6n2
2
}
, (ωi |ωj) =
(
2 3
3 6
)
.
5.4 Calculation of the eigenfunctions
For an irreducible root system R, we express both the Dirichlet eigenfunctions
on D(R) in terms of the determinant and the Neumann eigenfunctions on D(R)
in terms of the permanent, respectively.
By Berard’s work ([2]), the Dirichlet eigenfunctions are given by (3.2), and the
Neumann eigenfunctions are given by (3.3), respectively. Then, we have
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Theorem 5.3 (Dirichlet eigenfunctions) For p =
∑`
i=1
ni ωi ∈P (R) ∩ C(R)
where (n1, n2, · · · , n` > 0 integers), we define
Dp` (x1, · · · , x`) := Det
(
(e2pii (ns+···+n`−1)xt)1≤s, t≤`
)
. (5.7)
Here, Det( ) is the determinant of degree `. And for each (s, t) = (`, t), (t =
1, · · · , `), e2pii (ns+···+n`−1)xt is 1 in the (s, t)-component in the right hand side of
(5.7). Then, we have the following:
(1) In the case of type A`,
Jp(x) = D
p
`+1(x1, · · · , x`+1). (5.8)
(2) In the case of type B`,
Jp(x) =
∑
ε1,··· , ε`=±1
ε1 · · · ε` epiin`(ε1x1+···+ε`x`) Dp` (ε1x1, · · · , ε`x`). (5.9)
(3) In the case of type C`,
Jp(x) =
∑
ε1,··· , ε`=±1
ε1 · · · ε` e2piin`(ε1x1+···+ε`x`) Dp` (ε1x1, · · · , ε`x`). (5.10)
(4) In the case of type D`,
Jp(x) =
∑
ε1,··· , ε`=±1,
Q`
i=1 εi=1
epii(n`−n`−1)(ε1x1+···+ε`x`) Dp` (ε1x1, · · · , ε`x`). (5.11)
(5) In the case of type G2, Jp(x) is as follows:
Jp(x) =
∑
ε=±1
ε
∣∣∣∣∣∣∣
e2piiε(n1+2n2)(2x1+x2) e2piiε(−n2)(2x1+x2) e2piiε(−n1−n2)(2x1+x2)
e2piiε(n1+2n2)(x1+2x2) e2piiε(−n2)(x1+2x2) e2piiε(−n1−n2)(x1+2x2)
1 1 1
∣∣∣∣∣∣∣
=
∑
ε=±1
ε e−6piiε(n1+n2)(x1+x2)
∣∣∣∣∣∣∣
e2piiε(2n1+3n2)(2x1+x2) e2piiε(2n1+3n2)(2x1+x2) 1
e2piiε(n1)(2x1+x2) e2piiε(n1)(x1+2x2) 1
1 1 1
∣∣∣∣∣∣∣ .
(5.12)
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Theorem 5.4 (Neumann eigenfunctions) For p =
∑`
i=1
ni ωi ∈ P (R) ∩ C(R)
where (n1, n2, · · · , n` ≥ 0 integers), we define
Permp` (x1, · · · , x`) := Perm
(
(e2pii (ns+···+n`−1)xt)1≤s, t≤`
)
, (5.13)
where Perm( ) is the permanent, which is given by changing all the signs in the
definition of the determinant into +1.
In the right hand side of (5.13), for each (s, t) = (`, t), (t = 1, · · · , `),
e2pii (ns+···+n`−1)xt = 1 for the (s, t)−component. Then, we have:
(1) In the case of type A`,
Sp(x) = Perm
p
`+1(x1, · · · , x`+1). (5.14)
(2) In the case of type B`,
Sp(x) =
∑
ε1,··· , ε`=±1
epiin`(ε1x1+···+ε`x`) Permp` (ε1x1, · · · , ε`x`). (5.15)
(3) In the case of type C`,
Sp(x) =
∑
ε1,··· , ε`=±1
e2piin`(ε1x1+···+ε`x`) Permp` (ε1x1, · · · , ε`x`). (5.16)
(4) In the case of type D`,
Sp(x) =
∑
ε1,··· , ε`=±1,
Q`
i=1 εi=1
epii(n`−n`−1)(ε1x1+···+ε`x`) Permp` (ε1x1, · · · , ε`x`).
(5.17)
(5) In the case of type G2, Sp(x) is as follows:
Sp(x) =
∑
ε=±1
Perm
 e2piiε(n1+2n2)(2x1+x2) e2piiε(−n2)(2x1+x2) e2piiε(−n1−n2)(2x1+x2)e2piiε(n1+2n2)(x1+2x2) e2piiε(−n2)(x1+2x2) e2piiε(−n1−n2)(x1+2x2)
1 1 1

=
∑
ε=±1
e−6piiε(n1+n2)(x1+x2) Perm
 e2piiε(2n1+3n2)(2x1+x2) e2piiε(2n1+3n2)(2x1+x2) 1e2piiε(n1)(2x1+x2) e2piiε(n1)(x1+2x2) 1
1 1 1
 .
(5.18)
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Now, we will give proofs of the Theorems 5.3 and 5.4.
Proof of Theorem 5.3 (1) In the case of type A`, it suffices to show
Jp(x) =
∣∣∣∣∣∣∣∣∣∣∣∣
e2pii(n1+n2+···+n`)x1 · · · e2pii(n1+n2+···+n`)x`+1
e2pii(n2+···+n`)x1 · · · e2pii(n2+···+n`)x`+1
...
...
e2pii(n`)x1 · · · e2pii(n`)x`+1
1 · · · 1
∣∣∣∣∣∣∣∣∣∣∣∣
(5.19)
for all x = (x1, x2, · · · , x`, x`+1) ∈ R`+1.
By Chapter 6, section 4, n◦7 of [4], page 207, the Weyl group W (R) of A` type
(` ≥ 1) is isomorphic to the symmetric group S`+1, and the isomorphism is given
as follows. Let {ε1, ε2, · · · , ε`+1} be the standard basis of R`+1, and we put
V = {(x1, x2, · · · , x`+1) ∈ R`+1| x1 + x2 + · · ·+ x`+1 = 0}.
For an arbitary automorphism g of V , let ϕ(g) be an automorphism of R`+1
which is an extension of g, and makes ε1 + ε2 + · · · + ε`+1 invariant. If g is the
restriction to V of the orthogonal reflection sεi−εj (cf. section 2) which exchanges
εi and εj of R`+1, we have that ϕ(g) = sεi−εj . If we put X := {ε1, ε2, · · · , ε`+1},
then the mapping g 7→ ϕ(g)|X gives an isomorphism between W (R) and the
symmetric group of X. Here, if we put
w(p) =
`+1∑
i=1
pσ(i)εi (w ∈ W (R), p ∈ P (R) ∩ C(R)),
we have
(x|w(p)) =
(
`+1∑
i=1
xiεi
∣∣∣∣ `+1∑
j=1
pσ(j)εj
)
=
`+1∑
i=1
xjpσ(j) (x ∈ R`+1).
Then,
Jp(x) =
∑
σ∈σ`+1
ε(σ)e2pii
P`+1
j=1 xjpσ(j) =
∣∣∣∣∣∣∣
e2piix1p1 · · · e2piix`+1p1
...
...
e2piix1p`+1 · · · e2piix`+1p`+1
∣∣∣∣∣∣∣ . (5.20)
By (5.2) in Theorem 5.1 (1) , each p =
∑`
i=1
niωi, can be expressed as
p =
∑`
i=1
ni
(
i∑
s=1
εs − i
`+ 1
`+1∑
s=1
εs
)
=
∑`
s=1
{∑`
i=s
ni − 1
`+ 1
∑`
i=1
nii
}
εs − 1
`+ 1
(∑`
i=1
nii
)
ε`+1. (5.21)
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Therefore, if we put p =
∑`
i=1
piεi, we have
p1 =
∑`
i=1
ni − i
`+ 1
∑`
i=1
nii =
i
`+ 1
∑`
i=1
(`+ 1− i)ni
p2 =
∑`
i=2
ni − i
`+ 1
∑`
i=1
nii =
i
`+ 1
{
n1 +
∑`
i=2
(`+ 1− i)ni
}
...
p`−1 = n`−1 + n` − 1
`+ 1
∑`
i=1
nii
p` = n` − 1
`+ 1
∑`
i=1
nii
p`+1 =
−1
`+ 1
(∑`
i=1
nii
)
=
∑`
i=1
(−i)ni.
(5.22)
Therefore, we have the determinant, which is the same as the right hand side of
(5.20), as follows:∣∣∣∣∣∣∣∣∣∣∣∣
e
2pii
`+1
(`n1+(`−1)n2+(`−2)n3+···+n`)x1 · · · e 2pii`+1 (`n1+(`−1)n2+(`−2)n3+···+n`)x`+1
e
2pii
`+1
((−1)n1+(`−1)n2+(`−2)n3+···+n`)x1 · · · e 2pii`+1 ((−1)n1+(`−1)n2+(`−2)n3+···+n`)x`+1
e
2pii
`+1
((−1)n1+(−2)n2+(`−2)n3+···+n`)x1 · · · e 2pii`+1 ((−1)n1+(−2)n2+(`−2)n3+···+n`)x`+1
...
...
e
2pii
`+1
((−1)n1+(−2)n2+(−3)n3+···+(−`)n`)x1 · · · e 2pii`+1 ((−1)n1+(−2)n2+(−3)n3+···+(−`)n`)x`+1
∣∣∣∣∣∣∣∣∣∣∣∣
.
(5.23)
Here, x1 + x2 + · · · x`+1 = 0, and
e
2pii
`+1
((−1)n1x1+(−1)n1x2+···+(−1)n1x`+1) = e
2pii
`+1
(−1)n1(x1+x2+···+x`+1) = 1.
We have (5.23) which is calculated from (5.19).
Therefore, we proved (1) by the formula of Jp(x). //
(2) In the case of type B`, we only have to prove
Jp(x) =
∑
ε1,ε2,··· ,ε`=±1
ε1ε2 · · · ε` epiin`(ε1x1+ε2x2+···+ε`x`) ×
×
∣∣∣∣∣∣∣∣∣∣∣∣
e2pii(n1+n2+···+n`−1)ε1x1 · · · e2pii(n1+n2+···+n`−1)ε`x`
e2pii(n2+···+n`−1)ε1x1 · · · e2pii(n2+···+n`−1)ε`x`
...
...
e2pii(n`−1)ε1x1 · · · e2pii(n`−1)ε`x`
1 · · · 1
∣∣∣∣∣∣∣∣∣∣∣∣
, (5.24)
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for all x = (x1, x2, · · · , x`) ∈ R`.
Similarly, by Chapter 6, section 4, n◦5 in [4] p. 241, the Weyl group, W (R), of
B` type (` ≥ 2) is isomorphic to the semi-direct product of the symmetric group
S` and (Z/2Z)`, and the correspondence is given as follows. In R`, the orthogonal
reflection sεi−εj(i 6= j) induces a group G1 which is isomorphic to the symmetric
group S`. And the orthogonal reflection sεi exchanges εi and −εi, and makes
εk invariant for all k 6= i. Therefore, sεi(1 ≤ i ≤ `) induces a group G2 which
isomorphic to (Z/2Z)`, and the Weyl group W (R) is the semi-direct product of
G1 and G2. Therefore,
Jp(x) =
∑
σ∈G1
∑
u∈G2
ε(σ)ε(u)e2pii(x|σ(p)). (5.25)
For every element u ∈ G2, it holds that{
(u(x), u(x)) = (x|x) (x ∈ R`),
u(u(εi)) = u(−εi) = εi,
thus we have
(x |u(σ(p)) = (u(x) | u(u(σ(p)))
= (u(x) | σ(p))
=
(∑
i=1
uixiεi
∣∣∣∣∑
i=1
pσ(j)εj
)
=
∑
i=1
xiuipσ(j).
Therefore, we have
e2pii(x|u(σ(p))) = e2pii(
P`
i=1 xiuipσ(j)). (5.26)
The sign of the transformation u of R`, which is defined by ε1 7→ u1ε1, ε2 7→
u2ε2, · · · , and ε` 7→ u`ε` (where, ui = ±1), is equal to (−1)u =
∏`
i=1
ui. Then, we
have
Jp(x) =
∑
u∈G2
∏`
i=1
ui
∑
σ∈σ1
ε(σ) e2piix1uσ(1)pσ(1) · · · e2piix`uσ(`)pσ(`)
=
∑
u∈G2
∏`
i=1
ui
∣∣∣∣∣∣∣
e2piix1u1p1 · · · e2piix`u`p1
...
...
e2piix1u1p` · · · e2piix`ε`p`
∣∣∣∣∣∣∣
=
∑
ε1,ε2,···ε`=±1
∏`
i=1
εi
∣∣∣∣∣∣∣
e2piix1ε1p1 · · · e2piix`ε`p1
...
...
e2piix1ε1p` · · · e2piix`ε`p`
∣∣∣∣∣∣∣ . (5.27)
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In the case of B` type, each p =
∑`
i=1
niωi, can be expressed as in (5.3) in Theorem
5.1. So, if we put p =
∑`
i=1
piεi, then we have,
p1 = n1 + n2 + · · ·+ n`−1 + n`
2
p2 = n2 + · · ·+ n`−1 + n`
2
...
p`−1 = n`−1 +
n`
2
p` =
n`
2
.
(5.28)
Therefore (5.27) is equal to the equation which is given as follows:
∑
ε1,ε2,··· ,ε`=±1
ε1ε2 · · · ε`
∣∣∣∣∣∣∣∣∣∣∣∣
e2piiε1(n1+n2+···+
1
2
n`)x1 · · · e2piiε`(n1+n2+···+ 12n`)x`
e2piiε1(n2+n3+···+
1
2
n`)x1 · · · e2piiε`(n2+n3+···+ 12n`)x`
e2piiε1(n3+n4+···+
1
2
n`)x1 · · · e2piiε`(n3+n4+···+ 12n`)x`
...
...
e2piiε1(
1
2
n`)x1 · · · e2piiε`( 12n`)x`
∣∣∣∣∣∣∣∣∣∣∣∣
. (5.29)
Therefore, we have
Jp(x) =
∑
ε1,ε2,··· ,ε`=±1
ε1ε2 · · · ε`e2piiε1 12n`x1e2piiε2 12n`x1 · · · e2piiε`( 12n`x`)×
×
∣∣∣∣∣∣∣∣∣∣∣∣
e2pii(n1+n2+···+n`−1)ε1x1 · · · e2pii(n1+n2+···+n`−1)ε`x`
e2pii(n2+···+n`−1)ε1x1 · · · e2pii(n2+···+n`−1)ε`x`
...
...
e2pii(n`−1)ε1x1 · · · e2pii(n`−1)ε`x`
1 · · · 1
∣∣∣∣∣∣∣∣∣∣∣∣
=
∑
ε1,ε2,··· ,ε`=±1
ε1ε2 · · · ε`epiin`(ε1x1+ε2x2,··· ,ε`x`)×
×
∣∣∣∣∣∣∣∣∣∣∣∣
e2pii(n1+n2+···+n`−1)ε1x1 · · · e2pii(n1+n2+···+n`−1)ε`x`
e2pii(n2+···+n`−1)ε1x1 · · · e2pii(n2+···+n`−1)ε`x`
...
...
e2pii(n`−1)ε1x1 · · · e2pii(n`−1)ε`x`
1 · · · 1
∣∣∣∣∣∣∣∣∣∣∣∣
Therefore, we obtain the required formula for Jp(x), and (2). //
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(3) In the case of type C`, we only have to prove
Jp(x) =
∑
ε1,ε2,··· ,ε`=±1
ε1ε2 · · · ε`e2piin`(ε1x1+ε2x2+···+ε`x`) ×
×
∣∣∣∣∣∣∣∣∣∣∣∣
e2pii(n1+n2+···+n`−1)ε1x1 · · · e2pii(n1+n2+···+n`−1)ε`x`
e2pii(n2+···+n`−1)ε1x1 · · · e2pii(n2+···+n`−1)ε`x`
...
...
e2pii(n`−1)ε1x1 · · · e2pii(n`−1)ε`x`
1 · · · 1
∣∣∣∣∣∣∣∣∣∣∣∣
for all x = (x1, x2, · · · , x`) ∈ R`. Similarly, by Chapter 6, section 4, n◦7 in [4], p.
243, the Weyl group,W (R), of type C`(` ≥ 2) is isomorphic to type B`. Therefore,
it is a similar calculation as for the eigenfunctions of type B`. By Theorem 5.1
(3), every p =
∑`
i=1
niωi can be expressed as (5.4).
So, if we put p =
∑`
i=1
piεi, we have
p1 = n1 + n2 + · · ·+ n`
p2 = n2 + · · ·+ n`
...
p` = n`.
(5.30)
We calculate Jp(x) similarly to type B` by using equation (5.30). Thus, we obtain
the required formula for Jp(x) and (3). //
(4) In the case of type D`, we only have to prove
Jp(x) =
∑
ε1,ε2,··· ,ε`=±1
ε1ε2 · · · ε`epii(n`−n`−1)(ε1x1+ε2x2,··· ,ε`x`)×
×
∣∣∣∣∣∣∣∣∣∣∣∣
e2pii(n1+n2+···+n`−1)ε1x1 · · · e2pii(n1+n2+···+n`−1)ε`x`
e2pii(n2+···+n`−1)ε1x1 · · · e2pii(n2+···+n`−1)ε`x`
...
...
e2pii(n`−1)ε1x1 · · · e2pii(n`−1)ε`x`
1 · · · 1
∣∣∣∣∣∣∣∣∣∣∣∣
(5.31)
for all x = (x1, x2, · · · , x`) ∈ R`.
Similarly, by Chapter 6, section 4, n◦ 9 in [4] p.248, the Weyl groupW (R) of type
D`(` ≥ 3) is isomorphic to the semi-direct product of the symmetric group S` and
(Z/2Z)`−1, and the isomorphism is given as follows. In R`, all orthogonal reflections
sεi−εj(i 6= j) induce a group G1 which is isomorphic to the symmetric group S`.
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On the other hand, sij = sεi−εjsεi+εj sends εi to −εi, and εj to −εj, respectively,
and makes εk invariant for each k 6= i, j. The group G2 which is generated by all
of the sij which consists of all the automorphisms u of R` satisfying the condition
that u(εi) = (−1)νiεi,
∏`
i=1
(−1)νi = 1. The group G2 is isomorphic to (Z/2Z)`−1,
and W (R) is the semi-direct product of G1 and G2.
In addition, by the equality we have
(x |u(σ(p))) = (u(x) | σ(p)) =
(∑`
i=1
xiuiεi
∣∣∣∣ ∑`
j=1
pσ(j)εj
)
=
∑`
i=1
xiuipσ(j),
and
e2pii(x|u(σ(p))) = e2pii
P`
i=1 xiuipσ(j) .
Therefore, we have
Jp(x) =
∑
σ∈σ`
∑
u∈G2
ε(σ)ε(u)e2pii(x|u(σ(p)))
=
∑
σ∈σ`
∑
u∈G2
ε(σ)e2pii
P`
i=1 xi(−1)νipσ(i)
=
∑
u∈G2
∑
σ∈σ`
ε(σ)e2piix1(−1)
ν1pσ(1) · · · e2piix`(−1)ν`pσ(`)
=
∑
ν1,··· ,ν`=0,1,
Q`
i=1(−1)ν`=1
∣∣∣∣∣∣∣
e2piix1(−1)
ν1p1 · · · e2piix`(−1)ν`p1
...
...
e2piix1(−1)
ν1p` · · · e2piix`(−1)ν`p`
∣∣∣∣∣∣∣
=
∑
ε1,··· ,ε`=±1,
Q`
i=1 εi=1
∣∣∣∣∣∣∣
e2piiε1x1p1 · · · e2piiε`x`p1
...
...
e2piiε1x1p` · · · e2piiε`x`p`
∣∣∣∣∣∣∣ . (5.32)
In the case of type D`, by using Theorem 5.1 (4), p =
∑`
i=1
niωi can be expressed
as in (5.5). If we put p =
∑`
i=1
piεi, then
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
p1 = n1 + n2 + · · ·+ n`−1
2
+
n`
2
p2 = n2 + · · ·+ n`−1
2
+
n`
2
...
p`−2 = n`−2 +
n`−1
2
+
n`
2
p`−1 =
n`−1
2
+
n`
2
p` = −n`−1
2
+
n`
2
.
(5.33)
Therefore, (5.32) is equal to the following:
∑
ε1,ε2,··· ,ε`=±1,
Q`
i=1 εi=1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
e2piiε1(n1+n2+···+
1
2
n`−1+ 12n`)x1 · · · e2piiε`(n1+n2+···+ 12n`−1+ 12n`)x`
e2piiε1(n2+n3+···+
1
2
n`−1+ 12n`)x1 · · · e2piiε`(n2+n3+···+ 12n`−1+ 12n`)x`
e2piiε1(n3+n4+···+
1
2
n`−1+ 12n`)x1 · · · e2piiε`(n3+n4+···+ 12n`−1+ 12n`)x`
...
...
e2piiε1(
1
2
n`−1+ 12n`)x1 · · · e2piiε`( 12n`−1+ 12n`)x`
e2piiε1(−
1
2
n`−1+ 12n`)x1 · · · e2piiε`(− 12n`−1+ 12n`)x`
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Furthermore, we make this into a simpler form as follows:
Jp(x) =
∑
ε1,ε2,··· ,ε`=±1
ε1ε2 · · · ε`e2pii 12n`(
P`
i=1 εixi)e−2pii
1
2
n`−1(
P`
i=1 εixi)×
×
∣∣∣∣∣∣∣∣∣∣∣∣
e2pii(n1+n2+···+n`−1)ε1x1 · · · e2pii(n1+n2+···+n`−1)ε`x`
e2pii(n2+···+n`−1)ε1x1 · · · e2pii(n2+···+n`−1)ε`x`
...
...
e2pii(n`−1)ε1x1 · · · e2pii(n`−1)ε`x`
1 · · · 1
∣∣∣∣∣∣∣∣∣∣∣∣
=
∑
ε1,ε2,··· ,ε`=±1
ε1ε2 · · · ε`epii(n`−n`−1)
P`
i=1 εixi×
×
∣∣∣∣∣∣∣∣∣∣∣∣
e2pii(n1+n2+···+n`−1)ε1x1 · · · e2pii(n1+n2+···+n`−1)ε`x`
e2pii(n2+···+n`−1)ε1x1 · · · e2pii(n2+···+n`−1)ε`x`
...
...
e2pii(n`−1)ε1x1 · · · e2pii(n`−1)ε`x`
1 · · · 1
∣∣∣∣∣∣∣∣∣∣∣∣
.
Therefore, we obtain the required formula for Jp(x) and (4). //
(5) In the case of type G2, since the angle between α1 and α2 is equal to
5pi
6
, W (R) is isomorphic to the dihedral group of order 12 ([4]). Since p =
n1ω1 + n2ω2 = (−n2,−n1 − n2, n1 + 2n2), we have
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Jp(x) =
∑
w∈W (R)
ε(w)e2pii(x|w(p))
=
∑
ε=±1
ε
∣∣∣∣∣∣∣
e2piiε(−n2)x1 e2piiε(−n2)x2 e2piiε(−n2)x3
e2piiε(−n1−n2)x1 e2piiε(−n1−n2)x2 e2piiε(−n1−n2)x3
e2piiε(n1+2n2)x1 e2piiε(n1+2n2)x2 e2piiε(n1+2n2)x3
∣∣∣∣∣∣∣
=
∑
ε=±1
ε e2piiε(−n2)(−x1−x2)e2piiε(−n1−n2)(−x1−x2)e2piiε(n1+2n2)(−x1−x2)×
×
∣∣∣∣∣∣∣
e2piiε(n1+2n2)(2x1+x2) e2piiε(−n2)(2x1+x2) e2piiε(−n1−n2)(2x1+x2)
e2piiε(n1+2n2)(x1+2x2) e2piiε(−n2)(x1+2x2) e2piiε(−n1−n2)(x1+2x2)
1 1 1
∣∣∣∣∣∣∣ .
Therefore, Jp(x) is equal to the sum which is given by
Jp(x) =
∑
ε=±1
ε
∣∣∣∣∣∣∣
e2piiε(n1+2n2)(2x1+x2) e2piiε(−n2)(2x1+x2) e2piiε(−n1−n2)(2x1+x2)
e2piiε(n1+2n2)(x1+2x2) e2piiε(−n2)(x1+2x2) e2piiε(−n1−n2)(x1+2x2)
1 1 1
∣∣∣∣∣∣∣
=
∑
ε=±1
ε e−6piiε(n1+n2)(x1+x2)
∣∣∣∣∣∣∣
e2piiε(2n1+3n2)(2x1+x2) e2piiε(2n1+3n2)(2x1+x2) 1
e2piiε(n1)(2x1+x2) e2piiε n1(x1+2x2) 1
1 1 1
∣∣∣∣∣∣∣ .
Therefore, we obtain the required formula for Jp(x) and (5). //
Thus, we obtain Theorem 5.3. //
Proof of Theorem 5.2.
(1) In the case of type A`, we only have to prove
Sp(x) = Perm

e2pii(n1+n2+···+n`)x1 · · · e2pii(n1+n2+···+n`)x`+1
e2pii(n2+···+n`)x1 · · · e2pii(n2+···+n`)x`+1
...
...
e2pii(n`)x1 · · · e2pii(n`)x`+1
1 · · · 1
 (5.34)
for all x = (x1, x2, · · · , x`, x`+1) ∈ R`+1.
We come back to the situation of the proof of Theorem 5.3. We have
Sp(x) =
∑
σ∈S`+1
e2pii
P`+1
j=1 xjpσ(j)
= Perm
 e
2piix1p1 · · · e2piix`+1p1
...
...
e2piix1p`+1 · · · e2piix`+1x`+1
 . (5.35)
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Then, we have to substitute (5.22) into (5.35). To carry this out, we should
summarize the fundamental properties of the permanent Perm(A) for a matrix
A = (aij) of degree n as follows. By definition, the permanent Perm(A) is given
by
Perm(A) :=
∑
σ∈Sn
aσ(1)1 aσ(2)2 · · · aσ(n)n.
(i) For every scalar c,
Perm(A•1 · · · , c A•j, · · · , A•n) = c Perm(A).
(ii)
Perm(A•1, · · · ,A•j−1,A(1)•j +A(2)•j ,A•j+1, · · · ,A•n)
= Perm(A•1, · · · ,A•j−1,A(1)•j ,A•j+1, · · · ,A•n)
+ Perm(A•1, · · · ,A•j−1,A(2)•j ,A•j+1, · · · ,A•n)
(iii) For every permutation τ of {1, 2, · · · , n},
Perm(A•τ(1), · · · , A•τ(n)) = Perm(A).
(iv) For the transpose matrix tA of A,
Perm(tA) = Perm(A).
Here, A•j stands for the j-th column vector of A(j = 1, . . . , n). By substituting
(5.22) into (5.35), and by making use of only (i) and (iv) in the above properties
of the permanent, we have (5.34).
In the same way, we have (2), (3), (4) and (5) in Theorem 5.4. We obtain
Theorem 5.4. //
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6 The calculation of the eigenvalues and eigen-
functions of 2 and 3 dimension
6.1 Summary
We calculate each alcove D(R) (type A2, B2, G2, A3, B3, C3) which is the fun-
damental domain of the Affine Weyl groups by using root systems and Affine
Weyl groups theory [4]. And we have an expression with coordinates in the space
for each domain explicitly. Furthermore, we calculate corresponding eigenvalues
and eigenfunctions for each D(R). Be´rard [2] did not calculate eigenvalues and
eigenfunctions of type A3 ∼ C3 explicitly, so we show these have.
6.2 Figure of D(R)
We prepare several notions for calculation of alcove D(R). We calculate basis αi
and fundamental weights ωi in root systems, hyperplane Lα,k, and obtain alcove
D(R) by Weyl chamber C(R). We do this with type A2, B2, G2, A3, B3, C3. The
methods of calculation of alcove D(R) are as follows.
(1) Define the space V by
V = R2 = {(x, y) |x, y∈R} (in the case of B2, C2),
V = {(x, y, z) |x, y, z ∈R, x+ y + z = 0} (in the case of type A2, G2).
(2) Calculate fundamental root αi, (αi |αj), α∨i .
(3) Calculate fundamental weights ωi, inner product(wi |wi).
(4) Select the highest root positive root set.
(5) Determine the Weyl chamber C(R),
C(R) = {x1ω1 + x2ω2 |x1 > 0, x2 > 0}.
(6) Calculate the alcove D(R),
D(R) = {x1ω1 + x2ω2 |x1 > 0, x2 > 0, (x1ω1 + x2ω2 | α˜) < 1}.
We show the coordinate expression of vertices for each D(R).
Definition
The Weyl chamber C(R) is defined as one of the connected components of the
open set V \(
⋃
α∈R
Lα). For each α∈R, we define Lα := {x∈V | (α |x) = 0}. The
alcove D(R) is one of the connected components of the open set V \(
⋃
α,k
Lα,k). We
choose it such that it is inside C(R), whose closure includes origin o. Here the
hyperplane Lα,k(α∈R, k∈Z) is defined by Lα,k := {x∈V | (α |x) = k}.
We show the calculation of D(R) as follows.
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Type A2
We use standard basis e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1).
Then, V = {(x, y, z) |x+ y + z = 0}.
The fundamental root is given by α1 = e1 − e2, α2 = e2 − e3.
We have (α1 |α1) = 2, (α2 |α2) = 2, then,
α∨1 =
2α1
(α1 |α1) , α
∨
2 =
2α2
(α2 |α2) .
The fundamental weights are
ω1 = e1 − 1
3
(e1 + e2 + e3) =
(
2
3
, −1
3
, −1
3
)
,
ω2 = e1 + e2 − 2
3
(e1 + e2 + e3) =
(
1
3
,
1
3
, −2
3
)
.
Also, the modulus of both ω1 and ω2 are
√
2
3
, and
it is at angle of 60 degrees between ω1and ω2, that
is,
|ω1|2 = 2
3
(
=
4
9
+
1
9
+
1
9
=
6
9
)
, |ω2|2 = 2
3
(
=
1
9
+
1
9
+
4
9
=
6
9
)
,
(ω1, ω2) =
1
3
(
=
2
9
− 1
9
+
2
9
=
3
9
)
The Weyl chamber is C(R) = {(x1ω1 + x2ω2) |x1 > 0, x2 > 0}.
The set of positive roots is {e1 − e2, e2 − e3, e1 − e3} = {α1, α2, α1 + α2}.
The highest root α˜ is α˜ = e1 − e3 = α1 + α2.
We calculate alcove D(R).
(ω |α1 + α2) = (x1ω1 + x2ω2 |α∨1 + α∨2 ) = x1 + x2.
The alcove D(R) is given by
D(R) = {x1ω1 + x2ω2 | 0 5 x1, 0 5 x2, x1 + x2 5 1}
= {x1ω1 + x2ω2 | 0 5 x1 5 1, 0 5 x2 5 1, x1 + x2 5 1}.
We take a straight line in order to figure out the D(R) as follows. If x1+x2 = 1,
then, we have x1ω1 + (1− x1)ω2 = x1(ω1 − ω2) + ω2. That is a straight line which
includes vectors, ω1, ω2. Thus, D(R) is the equilateral triangle which has 3 vertices
(1, 0, 0),
(
2
3
, −1
3
, −1
3
)
,
(
1
3
, 1
3
, −2
3
)
.
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Type B2
We use the standard basis e1 = (1, 0), e2 = (0, 1).
Then, V = R2 = {(x, y) |x, y∈R}.
The fundamental root is given by α1 = e1 − e2, α2 = e2.
We have (α1 |α1) = 1, (α2 |α2) = 1, then,
α∨1 =
2α1
(α1 |α1) = α1, α
∨
2 =
2α2
(α2 |α2) = α2.
The fundamental weights are
ω1 = e1 = (1, 0), ω2 = (e1 + e2) = (1, 1).
Also, we have
|ω1|2 = 1, |ω2|2 = 1
2
, (ω1, ω2) =
1
2
,
cos θ =
(ω1|ω2)
|ω1||ω2| =
1
2
1× 1√
2
=
1√
2
.
The Weyl chamber is C(R) = {(x1ω1 + x2ω2) |x1 > 0, x2 > 0}.
The set of positive roots is
{e1, e2, e1 + e2, e1 − e2} = {α1 + α2, α2, α1 + 2α2, α1}.
The highest root α˜ is α˜ = e1 + e2 = α1 + 2α2.
We calculate the alcove D(R). We have
D(R) = {x1ω1 + x2ω2 | x1 > 0, x2 > 0, (x1ω1 + x2ω2 |α) < 1, ∀α(positive root)},
(ω |α1 + 2α2) = (x1ω1 + x2ω2 |α1 + 2α2)
= (x1ω1 + x2ω2 |α∨1 + α∨2 ) = x1 + x2 < 1.
The alcove D(R) is given by
D(R) = {x1ω1 + x2ω2 |x1 > 0, x2 > 0, x1 + x2 < 1}.
We take a straight line for imaging D(R) as follows. If x1 + x2 = 1, then
x1ω1+ x2ω2 = x1ω1+ (1− x1)ω2 = x1(ω1−ω2) +ω2. That is a straight line which
includes vectors ω1, ω2. Thus, D(R) is the right isosceles triangle which has 3
vertices (0, 0), (1, 0),
(
1
2
, 1
2
)
.
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Type G2
We use the standard basis e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1).
Then, V = {(x, y, z) |x+ y + z = 0}.
The fundamental root is given by α1 = e1 − e2, α2 = −2e1 + e2 + e3.
We have (α1 |α1) = 2, (α1 |α2) = −3, (α2 |α2) = 6, then
α∨1 =
2α1
(α1 |α1) = α1, α
∨
2 =
2α2
(α2 |α2) =
1
3
α1.
The fundamental weights are
ω1 = 2α1 + α2 = 2(1, −1, 0) + (−2, 1, 1) = (0, −1, 1)
ω2 = 3α1 + 2α2 = 3(1, −1, 0) + 2(−2, 1, 1) = (−1, −1, 2).
Also, the modulus of ω1 is
√
2, the modulus of ω2
is
√
6, and it is at angle of 30 degrees between ω1
and ω2, that is,
|ω1|2 = 2, |ω2|2 = 6, (ω1, ω2) = 3, cos θ = (ω1|ω2)|ω1||ω2| =
3√
2×√6 =
√
3
2
.
The Weyl chamber is C(R) = {(x1ω1 + x2ω2) |x1 > 0, x2 > 0}.
The set of positive roots is
{e1 − e2, −2e1 + e2 + e3, −e1 + e3,−e2 + e3, e1 − 2e2 + e3,−e1 − e2 + 2e3}
= {α1, α2, α2 + α1, 2α1 + α2, 3α1 + α2, 3α1 + 2α2}
= {α∨1 , 3α∨2 , α∨1 + 3α∨2 , 2α∨1 + 3α∨2 , 3α∨1 + 3α∨2 , 3α∨1 + 6α∨2 }.
The highest root α˜ is α˜ = −e1 − e2 + 2e3 = 3α1 + 2α2.
We calculate the alcove D(R) = {x1ω1 + x2ω2 |x1 > 0, x2 > 0,
(x1ω1 + x2ω2 |α) < 1, ∀α, positive root}. Here, we use the highest root as α.
We have
(ω | 3α1 + 2α2 ) = (x1ω1 + x2ω2 | 3α1 + 2α2) = (x1ω1 + x2ω2 | 3α∨1 + 6α∨2 )
= 3x1 + 6x2 < 1, x2 <
1
6
(1− 3x1).
The alcove D(R) is given by
D(R) = {x1ω1 + x2ω2 | x1 > 0, x2 > 0, x2 < 1
6
(1− 3x1)}.
We take a straight line for imaging D(R) as follows. If x2 =
1
6
(1 − 3x1), then
x1ω1 + x2ω2 = x1ω1 +
1
6
(1 − 3x1)ω2 = 1
6
ω2 + 3x1
(
1
3
ω1 − 1
6
ω2
)
(x1 is arbitrary).
That is a straight line which includes the vectors
1
3
ω1,
1
6
ω2. Thus,D(R) is the right
triangle with 30 and 60 degrees which has 3 vertices (0, 0, 0),
1
6
(−1, −1, 2), 1
3
(0, −1, 1).
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Type A3
We use the standard basis e1 = (1, 0, 0, 0), e2 = (0, 1, 0, 0), e3 = (0, 0, 1, 0),
e4 = (0, 0, 1, 0).
Then V = {(x, y, z, w) |x+ y + z + w = 0}.
The fundamental root is given by α1 = e1 − e2, α2 = e2 − e3, α3 = e3 − e4.
We have (α1 |α1) = 2, (α1 |α2) = 2, (α3 |α3) = 2, and then
α∨1 =
2α1
(α1 |α1) = α1, α
∨
2 =
2α2
(α2 |α2) = α2, α
∨
3 =
2α3
(α3 |α3) = α3.
The fundamental weights are
ω1 = e1 − 1
4
(e1 + e2 + e3 + e4) =
(
3
4
, −1
4
, −1
4
, −1
4
)
,
ω2 = e1 + e2 − 2
4
(e1 + e2 + e3 + e4) =
(
1
2
,
1
2
, −1
2
, −1
2
)
,
ω3 = e1 + e2 + e3 − 3
4
(e1 + e2 + e3 + e4) =
(
1
4
,
1
4
,
1
4
, −3
4
)
.
Also, the modulus of ω1 is
√
3
2
, modulus of ω2 is
1, modulus of ω3 is
√
3
2
, that is,
(ω1 |ω1) = 3
4
, (ω1 |ω2) = 1
2
, (ω1 |ω3) = 1
4
,
(ω2 |ω2) = 1, (ω2 |ω3) = 1
2
, (ω3 |ω3) = 3
4
.
The Weyl chamber is C(R) = {(x1ω1 +
x2ω2 + x3ω3) |x1 > 0, x2 > 0, x3 > 0}.
The set of positive roots is
{e1−e2, e1−e3, e1−e4, e2−e3, e2−e4, e3−e4}
= {α1, α2, α1 + α2, α1 + α2 + α3, α2, α2 + α3,
α3},
The highest root α˜ is α˜ = α1 + α2 + α3.
The alcove D(R) is given by
D(R) ={(x1ω1 + x2ω2 + x3ω3) |x1 > 0, x2 > 0, x3 > 0,
(x1ω1 + x2ω2 + x3ω3 |α1 + α2 + α3) = x1 + x2 + x3 < 1}.
We take a plane for imaging D(R) as follows. If x1 + x2 + x3 = 1, then,
x1ω1+x2ω2+x3ω3 = x1ω1+x2ω2+(1−x1−x2)ω3 = ω3+x1(ω1−ω3)+x2(ω2−ω3).
That is a plane which includes the vectors ω1, ω2, ω3. Thus, D(R) is the
tetrahedron which has 4 vertices (0, 0, 0),
(
1
2
, −1
2
, 1
2
)
,
(
1
2
, 1
2
, 1
2
)
, (0, 0, 1).
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Type B3
We use the standard basis e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1).
Then V = R3.
The fundamental root is given by α1 = e1 − e2, α2 = e2 − e3, α3 = e3.
We have (α1 |α1) = 2, (α2 |α2) = 2, (α3 |α3) = 1, then
α∨1 =
2α1
(α1 |α1) = α1, α
∨
2 =
2α2
(α2 |α2) = α2, α
∨
3 =
2α3
(α3 |α3) = 2α3.
The fundamental weights are
ω1 = e1 = (1, 0, 0), ω2 = e1 + e2 = (1, 1, 0), ω3 =
1
2
(e1 + e2 + e3) =
(
1
2
,
1
2
,
1
2
)
.
Also, the modulus of ω1 is 1, the modulus of ω2
is
√
2, the modulus of ω3 is
√
3
2
, and it is at
angle of 45 degrees between ω1 and ω2, that is,
(ω1 |ω1) = 1, (ω1 |ω2) = 1, (ω1 |ω3) = 1
2
,
(ω2 |ω1) = 1, (ω2 |ω2) = 2, (ω2 |ω3) = 1,
(ω3 |ω1) = 1
2
, (ω3 |ω2) = 1, (ω3 |ω3) = 3
4
.
The Weyl chamber is C(R) = {(x1ω1
+x2ω2 + x3ω3) |x1 > 0, x2 > 0, x3 > 0}.
The set of positive roots is
{e1, e2, e3, e1 − e2, e1 − e3, e2 − e3, e1 + e2, e1 + e3, e2 + e3}
= {α1 + α2 + α3, α2 + α3, α3, α1, α1 + α2, α2, α1 + 2(α2 + α3),
α1 + α2 + 2α3, α2 + 2α3}.
The highest root α˜ is α˜ = α1 + 2α2 + 2α3 = α
∨
1 + 2α
∨
2 + α
∨
3 = e1 + e2.
The alcove D(R) is given by
D(R) = {x1ω1 + x2ω2 + x3ω3 |x1 > 0, x2 > 0, x3 > 0,
(x1ω1 + x2ω2 + x3ω3 |α1 + 2α2 + 2α3) < 1}
= {x1ω1 + x2ω2 + x3ω3 |x1 > 0, x2 > 0, x3 > 0,
(x1ω1 + x2ω2 + x3ω3 |α∨1 + 2α∨2 + α∨3 ) < 1}
= {x1ω1 + x2ω2 + x3ω3 |x1 > 0, x2 > 0, x3 > 0, x1 + 2x2 + x3 < 1}.
We take a plane for imaging D(R) as follows. If x1 + 2x2 + x3 = 1, then
x1ω1+ x2ω2+ x3ω3 = x1ω1+2x2
ω2
2
+ x3ω3 =
ω2
2
+ x1
(
ω1 − ω2
2
)
+ x3
(
ω3 − ω2
2
)
.
That is a plane which includes the vectors ω1,
ω2
2
, ω3. Thus, D(R) is the
tetrahedron which has 4 vertices (0, 0, 0), (1, 0, 0),
(
1
2
, 1
2
, 0
)
,
(
1
2
, 1
2
, 1
2
)
.
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Type C3
We use the standard basis e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1).
Then V = R3.
The fundamental root is given by α1 = e1 − e2, α2 = e2 − e3, α3 = 2e3.
We have (α1 |α1) = 2, (α2 |α2) = 2, (α3 |α3) = 4, then
α∨1 =
2α1
(α1 |α1) = α1, α
∨
2 =
2α2
(α2 |α2) = α2, α
∨
3 =
2α3
(α3 |α3) =
1
2
α3.
The fundamental weights are
ω1 = e1 = (1, 0, 0), ω2 = e1 + e2 = (1, 1, 0), ω3 =
1
2
(e1 + e2 + e3) = (1, 1, 1)
Also, the modulus of ω1 is 1, the modulus of ω2 is
√
2, the modulus of ω3 is
√
3,
and it is at angle of 45 degrees between ω1 and ω2, that is,
(ω1 |ω1) = 1, (ω1 |ω2) = 1, (ω1 |ω3) = 1, (ω2 |ω2) = 2, (ω2 |ω3) = 2, (ω3 |ω3) = 3.
The Weyl chamber is C(R) = {(x1ω1+x2ω2+x3ω3) |x1 > 0, x2 > 0, x3 > 0}.
The set of positive roots is
{e1 − e2, e1 − e3, e2 − e3, e1 + e2, e1 + e3, e2 + e3, 2e1, 2e2, 2e3}
= {α1, α1 + α2, α2, α1 + 2α2 + α3, α1 + α2 + α3, α2 + α3,
2(α1 + α2) + α3, 2α2 + α3, α3}.
The highest root α˜ is α˜ = α1 + 2α2 + 2α3
= α∨1 + 2α
∨
2 + α
∨
3 = e1 + e2.
The alcove D(R) is given by
D(R) = {x1ω1 + x2ω2 + x3ω3 |x1 > 0, x2 > 0, x3 > 0,
(x1ω1 + x2ω2 + x3ω3 | 2α1 + 2α2 + 2α3) < 1}
= {x1ω1 + x2ω2 + x3ω3 |x1 > 0, x2 > 0, x3 > 0,
(x1ω1 + x2ω2 + x3ω3 | 2α∨1 + 2α∨2 + 2α∨3 ) < 1}
= {x1ω1 + x2ω2 + x3ω3 |x1 > 0, x2 > 0, x3 > 0, 2x1 + 2x2 + 2x3 < 1}.
We take a plane for imaging D(R) as follows. If 2x1 + 2x2 + 2x3 = 1, then
x1ω1+x2ω2+x3ω3 = 2x1
ω1
2
+2x2
ω2
2
+2x3
ω3
2
= 2x1
ω1
2
+2x2
ω2
2
+(1−2x1−2x2)ω3
2
=
ω3
2
+ 2x1
(
ω1 − ω3
2
)
+ 2x2
(ω2
2
− ω3
2
)
.
That is a plane which includes the vectors
ω1
2
,
ω2
2
,
ω3
2
. Thus, D(R) is the
tetrahedron which has 4 vertices (0, 0, 0),
(
1
2
, 0, 0
)
,
(
1
2
, 1
2
, 0
)
,
(
1
2
, 1
2
, 1
2
)
.
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6.3 Calculation of the eigenvalues and eigenfunctions
We calculate the eigenvalues by the fundamental weights ω. In addition, we
figure out the eigenfunctions, which are based on the calculation of elements ω of
W (R) by Be´rard’s formula of eigenfunctions.
The eigenvalues on the domain D(R) are determined.
In the case of Dirichlet conditions, 4pi2(p|p),
In the case of Neumann conditions, 4pi2(p|p).
The methods of calculation of the eigenvalues and eigenfunctions are as follows.
(1) Calculate αi, (αi |αj), α∨i .
(2) Calculate ωi, (ωi |ωj).
(3) Calculate the eigenvalues (in the case of dimensions).
4pi2(mω1 + nω2 |mω1 + nω2)
= 4pi2(m2(ω1 |ω1) + 2mn(ω1 |ω2) + n2(ω2 |ω2)),
(where Dirichlet eigenvalues (m, n = 1, 2, · · · ),
Neumann eigenvalues (m, n = 0, 1, · · · )).
(4) Calculate the eigenfunctions.
The Dirichlet eigenfunctions are
Jp(x) =
∑
w∈W (R)
ε(w)fw(p)(x) =
∑
w∈W (R)
ε(w) exp{2pii(x|w(p))},
where p∈P (R)∩C(R).
The Neumann eigenfunctions are
Sp(x) =
∑
w∈W (R)
fw(p)(x) =
∑
w∈W (R)
exp{2pii(x|w(p))},
where p∈P (R)∩C(R) .
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We show the methods of calculation of the eigenvalues and eigenfunctions as
follows.
The eigenvalues of Dirichlet eigenvalues problems on D(R) are
4pi2(p|p), p ∈ P (R) ∩ C(R).
The multiplicity of eigenvalues 4pi2(p|p) are #{4pi2(q|q)| 4pi2(q|q) = 4pi2(p|p)}.
The eigenvalues of Neumann eigenvalues problems on D(R) are
4pi2(p|p), p ∈ P (R) ∩ C(R).
Here, C(R) is the closure of C(R).
The multiplicity of eigenvalues 4pi2(p|p) are #{4pi2(q|q)| 4pi2(q|q) = 4pi2(p|p)}.
The set of weights of R, P (R), is given by
{∑l
i=1miωi |mi are integers
}
. Here,
ω1, ω2, · · · , ωl are the fundamental weights. Then, {ω1, ω2, · · · , ωl} are the dual
basis of α∨i (i = 1, 2, · · · , l). α∨i =
2αi
(αi|αi) , {α1, α2, · · · , αl} are the fundamental
roots. Then, we have
ω∈P (R) and ω∈C(R)↔ mi = 1, 2, · · · (i = 1, 2, · · · , l),
ω∈P (R) and ω∈C(R)↔ mi = 0, 1, · · · (i = 1, 2, · · · , l).
Thus, we obtain
P (R)∩C(R) =
{
ω =
∑l
i=1miωi |mi are positive integers
}
,
P (R)∩C(R) =
{
ω =
∑l
i=1miωi |mi are non− negative integers
}
.
We will take positive for left-handed direction.
We will use the following symbols:
E means ′′identity transformation′′,
RE means ′′reflection with respect to′′,
RO means ′′rotation′′,
I means ′′inversion′′.
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We will calculate for each type of A2 ∼ C3, the eigenvalues and eigenfunctions.
Type A2(the eigenvalues)
We use the standard basis e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1), and
V = {(x1, x2, x3) |x1 + x2 + x3 = 0 }
=
{
x 1√
2
(1, −1, 0) + y 1√
2
(0, 1, −1)
∣∣∣∣ x, y are real numbers}.
The set of roots is {±(e1 − e2), ±(e2 − e3), ±(e1 − e3)}.
C(R) = {(x1, x2, x3) |x1 + x2 + x3 = 0, x1 − x2 > 0 and x2 − x3 > 0}
= {(x1, x2, x3) |x1 + x2 + x3 = 0, x1 > x2 > x3}.
In the previous calculation ofD(R), we have ω1 =
(
2
3
, −1
3
, −1
3
)
, ω2 =
(
1
3
, 1
3
, −2
3
)
,
then
(ω1, ω1) =
2
3
, (ω1, ω2) =
1
3
, (ω2, ω1) =
1
3
, (ω2, ω2) =
2
3
.
We will calculate the eigenvalues.
Because of P (R)∩C(R) = {mω1+nω2 |m, n > 0 integer}, then the eigenvalues
are
4pi2(p|p) = 4pi2(mω1 + nω2 |mω1 + nω2)
= 4pi2(m2(ω1 |ω1) + 2mn(ω1 |ω2) + n2(ω2 |ω2))
= 4pi2
(
m2 2
3
+ 2mn1
3
+ n2 2
3
)
=
8
3
pi2(m2 +mn+ n2),
where p = mω1 + nω2.
We can also write
4pi2(p|p) = 16
9
pi2(k2 + `2 + k`).
The first Dirichlet eigenvalue λ1 on D(R) is 8pi
2.
The second Neumann eigenvalue λ2 on D(R) is
8
3
pi2.
Calculation of the eigenvalues
In the case of type A2, the Dirichlet eigenvalues are
λkl =
16
9
pi2(k2 + `2 + k`), k, l = 1, 2, · · · .
In [20], Pinsky showed that
λmn =
16
27
pi2(m2 +mn+ n2), m+ n is multiple of 3.
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Type A2(The Dirichlet eigenfunction)
W (R) consists of 6 symmetric operations which have an axis in the (1, 1, 1)
direction, as follows. 1 0 00 1 0
0 0 1
(E),
 0 1 01 0 0
0 0 1
(RE y = x),
 0 0 10 1 0
1 0 0
(RE x = z),
 1 0 00 0 1
0 1 0
(RE z = y),
 0 1 00 0 1
1 0 0
(RO −120◦),
 0 0 11 0 0
0 1 0
(RO 120◦).
If p = mω1 + nω2 =
1
3
(2m+ n, −m+ n, −m− 2n), then
Jp(x) =
∑
w∈W (R)
ε(w)fw(p)(x) =
∑
w∈W (R)
ε(w) exp{2pii(x|w(p))}
= exp
[
2pii
3
{(2m+ n)x+ (−m+ n)y + (−m− 2n)z}
]
− exp
[
2pii
3
{(−m+ n)x+ (2m+ n)y + (−m− 2n)z}
]
− exp
[
2pii
3
{(−m− 2n)x+ (−m+ n)y + (2m+ n)z}
]
− exp
[
2pii
3
{(2m+ n)x+ (−m+ 2n)y + (−m+ n)z}
]
+ exp
[
2pii
3
{(−m+ n)x+ (−m+ 2n)y + (2m+ n)z}
]
+ exp
[
2pii
3
{(−m− 2n)x+ (2m+ n)y + (−m+ n)z}
]
=
∣∣∣∣∣∣∣
e
2pii
3
(2m+n)x e
2pii
3
(2m+n)y e
2pii
3
(2m+n)z
e
2pii
3
(−m+n)x e
2pii
3
(−m+n)y e
2pii
3
(−m+n)z
e
2pii
3
(−m−2n)x e
2pii
3
(−m−2n)y e
2pii
3
(−m−2n)z
∣∣∣∣∣∣∣ ,
provided x+ y + z = 0. Here, x = (x, y, z).
Type A2(The Dirichlet eigenfunction) (The alternative way)
If we put p = mω1 + nω2, x = (x, y, z), then,
Jp(x) =
∣∣∣∣∣∣∣
e
2pii
3
(2m+n)x e
2pii
3
(2m+n)y e
2pii
3
(2m+n)z
e
2pii
3
(−m+n)x e
2pii
3
(−m+n)y e
2pii
3
(−m+n)z
e
2pii
3
(−m−2n)x e
2pii
3
(−m−2n)y e
2pii
3
(−m−2n)z
∣∣∣∣∣∣∣ .
Here, x+ y + z = 0, Then
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Jp(x) = e
2pii
3
(2m+n)(−x−y)e
2pii
3
(−m+n)(−x−y)e
2pii
3
(−m−2n)(−x−y)
×
∣∣∣∣∣∣∣
e
2pii
3
(2m+n)xe
2pii
3
(2m+n)(x+y) e
2pii
3
(2m+n)ye
2pii
3
(2m+n)(x+y) 1
e
2pii
3
(−m+n)xe
2pii
3
(2m+n)(x+y) e
2pii
3
(−m+n)ye
2pii
3
(2m+n)(x+y) 1
e
2pii
3
(−m−2n)xe
2pii
3
(2m+n)(x+y) e
2pii
3
(−m−2n)ye
2pii
3
(2m+n)(x+y) 1
∣∣∣∣∣∣∣ .
=
∣∣∣∣∣∣∣
e
2pii
3
(2m+n)(2x+y) e
2pii
3
(2m+n)(x+2y) 1
e
2pii
3
(−m+n)(2x+y) e
2pii
3
(−m+n)(x+2y) 1
e
2pii
3
(−m−2n)(2x+y) e
2pii
3
(−m−2n)(x+2y) 1
∣∣∣∣∣∣∣ .
Type A2(The Neumann eigenfunction)
Sp(x) =
∑
w∈W (R)
fw(p)(x) =
∑
w∈W (R)
exp{2pii(x|w(p))}
= exp
[
2pii
3
{(2m+ n)x+ (−m+ n)y + (−m− 2n)z}
]
+ exp
[
2pii
3
{(−m+ n)x+ (2m+ n)y + (−m− 2n)z}
]
+ exp
[
2pii
3
{(−m− 2n)x+ (−m+ n)y + (2m+ n)z}
]
+ exp
[
2pii
3
{(2m+ n)x+ (−m+ 2n)y + (−m+ n)z}
]
+ exp
[
2pii
3
{(−m+ n)x+ (−m+ 2n)y + (2m+ n)z}
]
+ exp
[
2pii
3
{(−m− 2n)x+ (2m+ n)y + (−m+ n)z}
]
= e
2pii
3
(2m+n)xe
2pii
3
(−m+n)ye
2pii
3
(−m−2n)z + e
2pii
3
(2m+n)xe
2pii
3
(−m+2n)ye
2pii
3
(−m+n)z
+ e
2pii
3
(−m+n)xe
2pii
3
(2m+n)ye
2pii
3
(−m−2n)z + e
2pii
3
(−m+n)xe
2pii
3
(−m+2n)ye
2pii
3
(2m+n)z
+ e
2pii
3
(−m−2n)xe
2pii
3
(2m+n)ye
2pii
3
(−m+n)z + e
2pii
3
(−m−2n)xe
2pii
3
(−m+n)ye
2pii
3
(2m+n)z
= Perm
 e
2pii
3
(2m+n)x e
2pii
3
(2m+n)y e
2pii
3
(2m+n)z
e
2pii
3
(−m+n)x e
2pii
3
(−m+n)y e
2pii
3
(−m+n)z
e
2pii
3
(−m−2n)x e
2pii
3
(−m−2n)y e
2pii
3
(−m−2n)z
 ,
provided x+ y + z = 0. Here, x = (x, y, z).
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Type B2(The eigenvalues)
We use the standard basis e1 = (1, 0), e2 = (0, 1).
V = R2 = {(x, y) | x, y are real numbers}.
In previous calculation of D(R), ω1 = (1, 0), ω2 =
1
2
(1, 1), then
(ω1, ω1) = 1, (ω1, ω2) =
1
2
, (ω2, ω1) =
1
2
, (ω2, ω2) =
1
2
.
We calculate eigenvalues as follows.
p = mω1 + nω2, then the Dirichlet eigenvalues are
4pi2(p|p) = 4pi2(mω1 + nω2 |mω1 + nω2)
= 4pi2
(
m2 + 1
2
· 2mn+ n2
2
)
= 4pi2
(
m2 +mn+ n
2
2
)
, (m,n = 1, 2, · · · ).
Similarly, Neumann eigenvalues are
4pi2
(
m2 +mn+ n
2
2
)
, (m,n = 1, 2, · · · )
The first Dirichlet eigenvalue λ1 on D(R) is 10pi
2.
The second Neumann eigenvalue λ2 on D(R) is 2pi
2.
Type B2(The Dirichlet eigenfunction)
W (R) consists of 8 symmetric operations which have an axis in the (1, 1, 1)
direction, as follows:(
1 0
0 1
)
(E ),
(
1 0
0 −1
)
(RE x axis),(
−1 0
0 1
)
(RE y axis),
(
0 1
1 0
)
(RE y = x),(
0 −1
−1 0
)
(RE to y = −x),
(
−1 0
0 −1
)
(RO 180◦),(
0 −1
1 0
)
(RO 90◦),
(
0 1
−1 0
)
(RO − 90◦).
p = mω1 + nω2 =
(
m+ 1
2
n, 1
2
n
)
, then
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Jp(x) =
∑
w∈W (R)
ε(w)fw(p)(x) =
∑
w∈W (R)
ε(w) exp{2pii(x|w(p))}
= exp
[
2pii{(m+ 1
2
n)x+
1
2
ny}
]
− exp
[
2pii{(m+ 1
2
n)x− 1
2
ny}
]
− exp
[
2pii{−(m+ 1
2
n)x+
1
2
ny}
]
− exp
[
2pii{1
2
nx+ (m+
1
2
n)y}
]
− exp
[
2pii{−1
2
nx− (m+ 1
2
n)y}
]
+ exp
[
2pii{−(m+ 1
2
n)x− 1
2
ny}
]
+ exp
[
2pii{−1
2
nx+ (m+
1
2
n)y}
]
+ exp
[
2pii{1
2
nx− (m+ 1
2
n)y}
]
=
∑
ε1,ε2=±1
ε1ε2
∣∣∣∣∣ e2piiε1(m+
1
2
n)x e2piiε1(m+
1
2
n)y
e2piiε2(
1
2
n)x e2piiε2(
1
2
n)y
∣∣∣∣∣ .
Here, x = (x, y).
Type B2(The Neumann eigenfunction)
Sp(x) =
∑
w∈W (R)
fw(p)(x) =
∑
w∈W (R)
exp{2pii(x|w(p))}
= exp
[
2pii{(m+ 1
2
n)x+
1
2
ny}
]
+ exp
[
2pii{(m+ 1
2
n)x− 1
2
ny}
]
+ exp
[
2pii{−(m+ 1
2
n)x+
1
2
ny}
]
+ exp
[
2pii{1
2
nx+ (m+
1
2
n)y}
]
+ exp
[
2pii{−1
2
nx− (m+ 1
2
n)y}
]
+ exp
[
2pii{−(m+ 1
2
n)x− 1
2
ny}
]
+ exp
[
2pii{−1
2
nx+ (m+
1
2
n)y}
]
+ exp
[
2pii{1
2
nx− (m+ 1
2
n)y}
]
=
∑
ε1,ε2=±1
{
e2piiε1(m+
1
2
n)xe2piiε2(
1
2
n)y + e2piiε2(
1
2
n)xe2piiε1(m+
1
2
n)y
}
=
∑
ε1,ε2=±1
Perm
(
e2piiε1(m+
1
2
n)x e2piiε1(m+
1
2
n)y
e2piiε2(
1
2
n)x e2piiε2(
1
2
n)y
)
.
Here, x = (x, y).
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Type G2(The eigenvalues)
We use the standard basis e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1).
V = {(x, y, z) |x+y+ z = 0} = {x(e1− e3)+y(e2− e3) |x, y are real numbers}
In the previous calculation of D(R), ω1 = (0, −1, 1), ω2 = (−1, −1, 2), then
(ω1 |ω1) = 2, (ω1 |ω2) = 3, (ω2 |ω2) = 6
We calculate the eigenvalues. If p = mω1 + nω2, then
the Dirichlet eigenvalues on D(R) are
4pi2(mω1 + nω2 |mω1 + nω2) = 4pi2(2m2 + 6mn+ 6n2), m, n > 0,
and the Neumann eigenvalues on D(R) are
4pi2(mω1 + nω2 |mω1 + nω2) = 4pi2(2m2 + 6mn+ 6n2), m, n = 0.
The first Dirichlet eigenvalues λ1 on D(R) is 56pi
2.
The second Neumann eigenvalues λ2 on D(R) is 8pi
2.
Type G2(The Dirichlet eigenfunction)
W (R) consists of 12 symmetric operations which have an axis in the (1, 1, 1)
direction, as follows. Here, ε = ±1. ε 0 00 ε 0
0 0 ε
 (E and I ),
 0 ε 0ε 0 0
0 0 ε
 (RE y = x and I ),
 0 0 ε0 ε 0
ε 0 0
 (RE x = z and I ),
 ε 0 00 0 ε
0 ε 0
 (RE z = y and I ),
 0 ε 00 0 ε
ε 0 0
 (RO −120◦ and I ),
 0 0 εε 0 0
0 ε 0
 (RO 120◦ and I ).
p = mω1 + nω2 = (−n,−m− n,m+ 2n), then
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Jp(x) =
∑
w∈W (R)
ε(w)fw(p)(x) =
∑
w∈W (R)
ε(w) exp{2pii(x|w(p))}
= exp [2pii{(−n)x+ (−m− n)y + (m+ 2n)z}]
− exp [2pii{(−m− n)x+ (−n)y + (m+ 2n)z}]
− exp [2pii{(m+ 2n)x+ (−m− n)y + (−n)z}]
− exp [2pii{(−n)x+ (m+ 2n)y + (−m− n)z}]
+ exp [2pii{(−m− n)x+ (m+ 2n)y + (−n)z}]
+ exp [2pii{(m+ 2n)x+ (−n)y + (−m− n)z}]
− exp [−2pii{(−n)x+ (−m− n)y + (m+ 2n)z}]
+ exp [−2pii{(−m− n)x+ (−n)y + (m+ 2n)z}]
+ exp [−2pii{(m+ 2n)x+ (−m− n)y + (−n)z}]
+ exp [−2pii{(−n)x+ (m+ 2n)y + (−m− n)z}]
− exp [−2pii{(−m− n)x+ (m+ 2n)y + (−n)z}]
− exp [−2pii{(m+ 2n)x+ (−n)y + (−m− n)z}]
=
∑
ε=±1
ε
∣∣∣∣∣∣∣
e2piiε(−n)x e2piiε(−n)y e2piiε(−n)z
e2piiε(−m−n)x e2piiε(−m−n)y e2piiε(−m−n)z
e2piiε(m+2n)x e2piiε(m+2n)y e2piiε(m+2n)z
∣∣∣∣∣∣∣ .
provided, x+ y + z = 0. Here, x = (x, y, z).
Type G2(The Dirichlet eigenfunction) (The alternative way)
If we put p = mω1 + nω2, x = (x, y, z), we have
Jp(x) =
∑
ε=±1
ε
∣∣∣∣∣∣∣
e2piiε(−n)x e2piiε(−n)y e2piiε(−n)z
e2piiε(−m−n)x e2piiε(−m−n)y e2piiε(−m−n)z
e2piiε(m+2n)x e2piiε(m+2n)y e2piiε(m+2n)z
∣∣∣∣∣∣∣ .
Here, x+ y + z = 0. Then,
Jp(x) =
∑
ε=±1
ε e2piiε(−n)(−x−y)e2piiε(−m−n)(−x−y)e2piiε(m+2n)(−x−y)
×
∣∣∣∣∣∣∣
e2piiε(−n)xe2piiε(−n)(x+y) e2piiε(−n)ye2piiε(−n)(x+y) 1
e2piiε(−m−n)xe2piiε(−m−n)(x+y) e2piiε(−m−n)ye2piiε(−m−n)(x+y) 1
e2piiε(m+2n)xe2piiε(m+2n)(x+y) e2piiε(m+2n)ye2piiε(m+2n)(x+y) 1
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
e2piiε(−n)(x+y) e2piiε(−n)(x+2y) 1
e2piiε(−m−n)(2x+y) e2piiε(−m−n)(x+2y) 1
e2piiε(m+2n)(2x+y) e2piiε(m+2n)(2x+y) 1
∣∣∣∣∣∣∣
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Type G2(The Neumann eigenfunction)
Sp(x) =
∑
w∈W (R)
fw(p)(x) =
∑
w∈W (R)
exp{2pii(x|w(p))}
= exp [2pii{(−n)x+ (−m− n)y + (m+ 2n)z}]
+ exp [2pii{(−m− n)x+ (−n)y + (m+ 2n)z}]
+ exp [2pii{(m+ 2n)x+ (−m− n)y + (−n)z}]
+ exp [2pii{(−n)x+ (m+ 2n)y + (−m− n)z}]
+ exp [2pii{(−m− n)x+ (m+ 2n)y + (−n)z}]
+ exp [2pii{(m+ 2n)x+ (−n)y + (−m− n)z}]
+ exp [−2pii{(−n)x+ (−m− n)y + (m+ 2n)z}]
+ exp [−2pii{(−m− n)x+ (−n)y + (m+ 2n)z}]
+ exp [−2pii{(m+ 2n)x+ (−m− n)y + (−n)z}]
+ exp [−2pii{(−n)x+ (m+ 2n)y + (−m− n)z}]
+ exp [−2pii{(−m− n)x+ (m+ 2n)y + (−n)z}]
+ exp [−2pii{(m+ 2n)x+ (−n)y + (−m− n)z}]
=
∑
ε=±1
[e2piiε(−n)xe2piiε(−m−n)ye2piiε(m+2n)z + e2piiε(−n)xe2piiε(m+2n)ye2piiε(−m−n)z
+ e2piiε(−m−n)xe2piiε(m+2n)ye2piiε(−n)z + e2piiε(−m−n)xe2piiε(−n)ye2piiε(m+2n)z
+ e2piiε(m+2n)xe2piiε(−n)ye2piiε(−m−n)z + e2piiε(m+2n)xe2piiε(−m−n)ye2piiε(−n)z]
=
∑
ε=±1
Perm
 e2piiε(−n)x e2piiε(−n)y e2piiε(−n)ze2piiε(−m−n)x e2piiε(−m−n)y e2piiε(−m−n)z
e2piiε(m+2n)x e2piiε(m+2n)y e2piiε(m+2n)z
 .
provided, x+ y + z = 0. Here, x = (x, y, z).
Type A3(The eigenvalues)
We use the standard basis e1 = (1, 0, 0, 0), e2 = (0, 1, 0, 0), e3 = (0, 0, 1, 0),
e4 = (0, 0, 0, 1).
In the previous calculation ofD(R), ω1 =
(
3
4
, −1
4
, −1
4
, −1
4
)
, ω2 =
(
1
2
, 1
2
, 1
2
, −1
2
)
,
ω3 =
(
1
4
, 1
4
, 1
4
, −3
4
)
,
(ω1 |ω1) = 3
4
, (ω1 |ω2) = 1
2
, (ω1 |ω3) = 1
4
,
(ω2 |ω2) = 1, (ω2 |ω3) = 1
2
, (ω3 |ω3) = 3
4
.
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We calculate the eigenvalues. If p = `ω1 +mω2 + nω3, then
4pi2(p|p) = 4pi2(`ω1 +mω2 + nω3 | `ω1 +mω2 + nω3)
= 4pi2{`2(ω1 |ω1)+m2(ω2 |ω2) +n2(ω3 |ω3)+2`m(ω1 |ω2)+2mn(ω2 |ω3)
+2n`(ω3 |ω1)}
= 4pi2
(
3
4
`2 +m2 + 3
4
n2 + `m+mn+ 1
2
n`
)
.
In the case of Dirichlet eigenvalues, `,m, and n run over the set of positive
integers. In the case of the Neumann eigenvalues, `,m, and n run over the set of
non-negative integers.
The first Dirichlet eigenvalue λ1 on D(R) is 20pi
2.
The second Neumann eigenvalue λ2 on D(R) is 3pi
2.
Type A3(The Dirichlet eigenfunction)
W (R) consists of 24 symmetric operations which have an axis in the (1, 1, 1)
direction, as follows.
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 ,

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 (RE z = w),

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 ,

1 0 0 0
0 0 1 0
0 0 0 1
0 1 0 0
 ,

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
 ,

1 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0
 ,

0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1
 ,

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 ,

0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1
 ,

0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
 ,

0 1 0 0
0 0 0 1
0 0 1 0
1 0 0 0
 ,

0 1 0 0
0 0 0 1
1 0 0 0
0 0 1 0
 ,

0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1
 ,

0 0 1 0
0 1 0 0
0 0 0 1
1 0 0 0
 ,

0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1
 ,

0 0 1 0
1 0 0 0
0 0 0 1
0 1 0 0
 ,

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 ,

0 0 1 0
0 0 0 1
0 1 0 0
1 0 0 0
 ,

0 0 0 1
0 1 0 0
0 0 1 0
1 0 0 0
 ,

0 0 0 1
0 1 0 0
1 0 0 0
0 0 1 0
 ,

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 ,

0 0 0 1
0 0 1 0
1 0 0 0
0 1 0 0
 ,

0 0 0 1
1 0 0 0
0 0 1 0
0 1 0 0
 ,

0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0
 .
p = `ω1 +mω2 + nω3
=
(
3
4
`+ 1
2
m+ 1
4
n, −1
4
`+ 1
2
m+ 1
4
n, −1
4
`− 1
2
m+ 1
4
n, −1
4
`− 1
2
m− 3
4
n
)
.
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Then,
Jp(x) =
∑
w∈W (R)
ε(w)fw(p)(x) =
∑
w∈W (R)
ε(w) exp{2pii(x|w(p))}
=
∣∣∣∣∣∣∣∣∣
e2pii(
3
4
`+ 1
2
m+ 1
4
n)x e2pii(
3
4
`+ 1
2
m+ 1
4
n)y e2pii(
3
4
`+ 1
2
m+ 1
4
n)z e2pii(
3
4
`+ 1
2
m+ 1
4
n)w
e2pii(−
1
4
`+ 1
2
m+ 1
4
n)x e2pii(−
1
4
`+ 1
2
m+ 1
4
n)y e2pii(−
1
4
`+ 1
2
m+ 1
4
n)z e2pii(−
1
4
`+ 1
2
m+ 1
4
n)w
e2pii(−
1
4
`− 1
2
m+ 1
4
n)x e2pii(−
1
4
`− 1
2
m+ 1
4
n)y e2pii−
1
4
`− 1
2
m+ 1
4
n)z e2pii(−
1
4
`− 1
2
m+ 1
4
n)w
e2pii(−
1
4
`− 1
2
m− 3
4
n)x e2pii(−
1
4
`− 1
2
m− 3
4
n)y e2pii(−
1
4
`− 1
2
m− 3
4
n)z e2pii(−
1
4
`− 1
2
m− 3
4
n)w
∣∣∣∣∣∣∣∣∣ .
provided x+ y + z + w = 0. Here, x = (x, y, z, w).
Type A3(The Dirichlet eigenfunction) (the alternative way)
If we put p = `ω1 +mω2 + nω3, x = (x, y, z, w), then,
Jp(x) =
∣∣∣∣∣∣∣∣∣
e2pii(
3
4
`+ 1
2
m+ 1
4
n)x e2pii(
3
4
`+ 1
2
m+ 1
4
n)y e2pii(
3
4
`+ 1
2
m+ 1
4
n)z e2pii(
3
4
`+ 1
2
m+ 1
4
n)w
e2pii(−
1
4
`+ 1
2
m+ 1
4
n)x e2pii(−
1
4
`+ 1
2
m+ 1
4
n)y e2pii(−
1
4
`+ 1
2
m+ 1
4
n)z e2pii(−
1
4
`+ 1
2
m+ 1
4
n)w
e2pii(−
1
4
`− 1
2
m+ 1
4
n)x e2pii(−
1
4
`− 1
2
m+ 1
4
n)y e2pii−
1
4
`− 1
2
m+ 1
4
n)z e2pii(−
1
4
`− 1
2
m+ 1
4
n)w
e2pii(−
1
4
`− 1
2
m− 3
4
n)x e2pii(−
1
4
`− 1
2
m− 3
4
n)y e2pii(−
1
4
`− 1
2
m− 3
4
n)z e2pii(−
1
4
`− 1
2
m− 3
4
n)w
∣∣∣∣∣∣∣∣∣ .
Here, x+ y + z + w = 0. Then,
Jp(x) =
∣∣∣∣∣∣∣∣∣
e2pii(
3
4
`+ 1
2
m+ 1
4
n)(2x+y+z) e2pii(
3
4
`+ 1
2
m+ 1
4
n)(x+2y+z) e2pii(
3
4
`+ 1
2
m+ 1
4
n)(x+y+2z) 1
e2pii(−
1
4
`+ 1
2
m+ 1
4
n)(2x+y+z) e2pii(−
1
4
`+ 1
2
m+ 1
4
n)(x+2y+z) e2pii(−
1
4
`+ 1
2
m+ 1
4
n)(x+y+2z) 1
e2pii(−
1
4
`− 1
2
m+ 1
4
n)(2x+y+z) e2pii(−
1
4
`− 1
2
m+ 1
4
n)(x+2y+z) e2pii−
1
4
`− 1
2
m+ 1
4
n)(x+y+2z) 1
e2pii(−
1
4
`− 1
2
m− 3
4
n)(2x+y+z) e2pii(−
1
4
`− 1
2
m− 3
4
n)(x+2y+z) e2pii(−
1
4
`− 1
2
m− 3
4
n)(x+y+2z) 1
∣∣∣∣∣∣∣∣∣ .
Type A3(The Neumann eigenfunction)
Sp(x) =
∑
w∈W (R)
fw(p)(x) =
∑
w∈W (R)
exp{2pii(x|w(p))}
= e2pii(
3
4
`+ 1
2
m+ 1
4
n)xe2pii(−
1
4
`+ 1
2
m+ 1
4
n)ye2pii(−
1
4
`− 1
2
m+ 1
4
n)ze2pii(−
1
4
`− 1
2
m− 3
4
n)w
+ e2pii(
3
4
`+ 1
2
m+ 1
4
n)xe2pii(−
1
4
`+ 1
2
m+ 1
4
n)ye2pii(−
1
4
`− 1
2
m− 3
4
n)ze2pii(−
1
4
`− 1
2
m+ 1
4
n)w
+ e2pii(
3
4
`+ 1
2
m+ 1
4
n)xe2pii(−
1
4
`− 1
2
m+ 1
4
n)ye2pii(−
1
4
`+ 1
2
m+ 1
4
n)ze2pii(−
1
4
`− 1
2
m− 3
4
n)w
+ e2pii(
3
4
`+ 1
2
m+ 1
4
n)xe2pii(−
1
4
`− 1
2
m+ 1
4
n)ye2pii(−
1
4
`− 1
2
m− 3
4
n)ze2pii(−
1
4
`+ 1
2
m+ 1
4
n)w
+ e2pii(
3
4
`+ 1
2
m+ 1
4
n)xe2pii(−
1
4
`− 1
2
m− 3
4
n)ye2pii(−
1
4
`+ 1
2
m+ 1
4
n)ze2pii(−
1
4
`− 1
2
m+ 1
4
n)w
+ e2pii(
3
4
`+ 1
2
m+ 1
4
n)xe2pii(−
1
4
`− 1
2
m− 3
4
n)ye2pii(−
1
4
`− 1
2
m+ 1
4
n)ze2pii(−
1
4
`+ 1
2
m+ 1
4
n)w
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+ e2pii(−
1
4
`+ 1
2
m+ 1
4
n)xe2pii(
3
4
`+ 1
2
m+ 1
4
n)ye2pii(−
1
4
`− 1
2
m+ 1
4
n)ze2pii(−
1
4
`− 1
2
m− 3
4
n)w
+ e2pii(−
1
4
`+ 1
2
m+ 1
4
n)xe2pii(
3
4
`+ 1
2
m+ 1
4
n)ye2pii(−
1
4
`− 1
2
m− 3
4
n)ze2pii(−
1
4
`− 1
2
m+ 1
4
n)w
+ e2pii(−
1
4
`+ 1
2
m+ 1
4
n)xe2pii(−
1
4
`− 1
2
m+ 1
4
n)ye2pii(
3
4
`+ 1
2
m+ 1
4
n)ze2pii(−
1
4
`− 1
2
m− 3
4
n)w
+ e2pii(−
1
4
`+ 1
2
m+ 1
4
n)xe2pii(−
1
4
`− 1
2
m+ 1
4
n)ye2pii(−
1
4
`− 1
2
m− 3
4
n)ze2pii(
3
4
`+ 1
2
m+ 1
4
n)w
+ e2pii(−
1
4
`+ 1
2
m+ 1
4
n)xe2pii(−
1
4
`− 1
2
m− 3
4
n)ye2pii(
3
4
`+ 1
2
m+ 1
4
n)ze2pii(−
1
4
`− 1
2
m+ 1
4
n)w
+ e2pii(−
1
4
`+ 1
2
m+ 1
4
n)xe2pii(−
1
4
`− 1
2
m− 3
4
n)ye2pii(−
1
4
`− 1
2
m+ 1
4
n)ze2pii(
3
4
`+ 1
2
m+ 1
4
n)w
+ e2pii(−
1
4
`− 1
2
m+ 1
4
n)xe2pii(
3
4
`+ 1
2
m+ 1
4
n)ye2pii(−
1
4
`+ 1
2
m+ 1
4
n)ze2pii(−
1
4
`− 1
2
m− 3
4
n)w
+ e2pii(−
1
4
`− 1
2
m+ 1
4
n)xe2pii(
3
4
`+ 1
2
m+ 1
4
n)ye2pii(−
1
4
`− 1
2
m− 3
4
n)ze2pii(−
1
4
`+ 1
2
m+ 1
4
n)w
+ e2pii(−
1
4
`− 1
2
m+ 1
4
n)xe2pii(−
1
4
`+ 1
2
m+ 1
4
n)ye2pii(
3
4
`+ 1
2
m+ 1
4
n)ze2pii(−
1
4
`− 1
2
m− 3
4
n)w
+ e2pii(−
1
4
`− 1
2
m+ 1
4
n)xe2pii(−
1
4
`+ 1
2
m+ 1
4
n)ye2pii(−
1
4
`− 1
2
m− 3
4
n)ze2pii(
3
4
`+ 1
2
m+ 1
4
n)w
+ e2pii(−
1
4
`− 1
2
m+ 1
4
n)xe2pii(−
1
4
`− 1
2
m− 3
4
n)ye2pii(
3
4
`+ 1
2
m+ 1
4
n)ze2pii(−
1
4
`+ 1
2
m+ 1
4
n)w
+ e2pii(−
1
4
`− 1
2
m+ 1
4
n)xe2pii(−
1
4
`− 1
2
m− 3
4
n)ye2pii(−
1
4
`+ 1
2
m+ 1
4
n)ze2pii(
3
4
`+ 1
2
m+ 1
4
n)w
+ e2pii(−
1
4
`− 1
2
m− 3
4
n)xe2pii(−
1
4
`− 1
2
m+ 1
4
n)ye2pii(
3
4
`+ 1
2
m+ 1
4
n)ze2pii(−
1
4
`+ 1
2
m+ 1
4
n)w
+ e2pii(−
1
4
`− 1
2
m− 3
4
n)xe2pii(−
1
4
`− 1
2
m+ 1
4
n)ye2pii(−
1
4
`+ 1
2
m+ 1
4
n)ze2pii(
3
4
`+ 1
2
m+ 1
4
n)w
+ e2pii(−
1
4
`− 1
2
m− 3
4
n)xe2pii(
3
4
`+ 1
2
m+ 1
4
n)ye2pii(−
1
4
`− 1
2
m+ 1
4
n)ze2pii(−
1
4
`+ 1
2
m+ 1
4
n)w
+ e2pii(−
1
4
`− 1
2
m− 3
4
n)xe2pii(
3
4
`+ 1
2
m+ 1
4
n)ye2pii(−
1
4
`+ 1
2
m+ 1
4
n)ze2pii(−
1
4
`− 1
2
m+ 1
4
n)w
+ e2pii(−
1
4
`− 1
2
m− 3
4
n)xe2pii(−
1
4
`+ 1
2
m+ 1
4
n)ye2pii(−
1
4
`− 1
2
m+ 1
4
n)ze2pii(
3
4
`+ 1
2
m+ 1
4
n)w
+ e2pii(−
1
4
`− 1
2
m− 3
4
n)xe2pii(−
1
4
`+ 1
2
m+ 1
4
n)ye2pii(
3
4
`+ 1
2
m+ 1
4
n)ze2pii(−
1
4
`− 1
2
m+ 1
4
n)w
= Perm

e2pii(
3
4
`+ 1
2
m+ 1
4
n)x e2pii(
3
4
`+ 1
2
m+ 1
4
n)y e2pii(
3
4
`+ 1
2
m+ 1
4
n)z e2pii(
3
4
`+ 1
2
m+ 1
4
n)w
e2pii(−
1
4
`+ 1
2
m+ 1
4
n)x e2pii(−
1
4
`+ 1
2
m+ 1
4
n)y e2pii(−
1
4
`+ 1
2
m+ 1
4
n)z e2pii(−
1
4
`+ 1
2
m+ 1
4
n)w
e2pii(−
1
4
`− 1
2
m+ 1
4
n)x e2pii(−
1
4
`− 1
2
m+ 1
4
n)y e2pii−
1
4
`− 1
2
m+ 1
4
n)z e2pii(−
1
4
`− 1
2
m+ 1
4
n)w
e2pii(−
1
4
`− 1
2
m− 3
4
n)x e2pii(−
1
4
`− 1
2
m− 3
4
n)y e2pii(−
1
4
`− 1
2
m− 3
4
n)z e2pii(−
1
4
`− 1
2
m− 3
4
n)w
 .
provided, x+ y + z + w = 0. Here, x = (x, y, z, w).
Type B3(The eigenvalues)
We use the standard basis e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1).
In the previous calculation ofD(R), ω1 = (1, 0, 0), ω2 = (1, 1, 0), ω3 =
(
1
2
, 1
2
, 1
2
)
,
then
(ω1 |ω1) = 1, (ω1 |ω2) = 1, (ω1 |ω3) = 1
2
,
(ω2 |ω1) = 1, (ω2 |ω2) = 2, (ω2 |ω3) = 1,
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(ω3 |ω1) = 1
2
, (ω3 |ω2) = 1, (ω3 |ω3) = 3
4
.
We calculate the eigenvalues. If p = `ω1 +mω2 + nω3, then
4pi2(p|p) = 4pi2(`ω1 +mω2 + nω3 | `ω1 +mω2 + nω3)
= 4pi2{`2(ω1 |ω1)+m2(ω2 |ω2) +n2(ω3 |ω3)+2`m(ω1 |ω2)+2mn(ω2 |ω3)
+2n`(ω3 |ω1)}
= 4pi2
(
`2 + 2m2 + 3
4
n2 + 2`m+ 2mn+ nl
)
.
In the case of the Dirichlet eigenvalues, `,m, and n run over the set of positive
integers. In the case of the Neumann eigenvalues, `,m, and n run over the set of
non-negative integers.
The first Dirichlet eigenvalue λ1 on D(R) is 35pi
2.
The second Neumann eigenvalue λ2 on D(R) is 3pi
2.
Type B3(The Dirichlet eigenfunction)
W (R) consists of 48 symmetric operations which have an axis in the (1, 1, 1) di-
rection, as follows. Each of these 6 matrixes includes reflections with respect to the
xy-plane and yz-plane and zx-plane independently as follows. Here, ε1, ε2, ε3 =
±1. ε1 0 00 ε2 0
0 0 ε3
 (E ),
 0 ε1 0ε2 0 0
0 0 ε3
 (REy = x),
 0 0 ε10 ε2 0
ε3 0 0
 (REx = z),
 ε1 0 00 0 ε2
0 ε3 0
 (REz = y),
 0 ε1 00 0 ε2
ε3 0 0
 (RO−120◦),
 0 0 ε1ε2 0 0
0 ε3 0
 (RO120◦).
Let p = `ω1 +mω2 + nω3 =
(
`+m+ 1
2
n, m+ 1
2
n, 1
2
n
)
. Then,
Jp(x) =
∑
w∈W (R)
ε(w)fw(p)(x) =
∑
w∈W (R)
ε(w) exp{2pii(x|w(p))}
= ±
∣∣∣∣∣∣∣
e±2pii(l+m+
1
2
n)x e±2pii(l+m+
1
2
n)y e±2pii(l+m+
1
2
n)z
e±2pii(m+
1
2
n)x e±2pii(m+
1
2
n)y e±2pii(m+
1
2
n)z
e±2pii(
1
2
n)x e±2pii(
1
2
n)y e±2pii(
1
2
n)z
∣∣∣∣∣∣∣ .
=
∑
ε1,ε2,ε3=±1
ε1ε2ε3
∣∣∣∣∣∣∣
e2piiε1(l+m+
1
2
n)x e2piiε1(l+m+
1
2
n)y e2piiε1(l+m+
1
2
n)z
e2piiε2(m+
1
2
n)x e2piiε2(m+
1
2
n)y e2piiε2(m+
1
2
n)z
e2piiε3(
1
2
n)x e2piiε3(
1
2
n)y e2piiε3(
1
2
n)z
∣∣∣∣∣∣∣ .
Here, x = (x, y, z).
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Type B3(The Neumann eigenfunction)
Sp(x) =
∑
w∈W (R)
fw(p)(x) =
∑
w∈W (R)
exp{2pii(x|w(p))}
=
∑
ε1,ε2,ε3=±1
Perm
 e2piiε1(l+m+
1
2
n)x e2piiε1(l+m+
1
2
n)y e2piiε1(l+m+
1
2
n)z
e2piiε2(m+
1
2
n)x e2piiε2(m+
1
2
n)y e2piiε2(m+
1
2
n)z
e2piiε3(
1
2
n)x e2piiε3(
1
2
n)y e2piiε3(
1
2
n)z
 .
Here, x = (x, y, z).
Type C3(The eigenvalues)
We use the standard basis e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1).
In the previous calculation of D(R), ω1 = (1, 0, 0), ω2 = (1, 1, 0), ω3 = (1, 1, 1),
then
(ω1 |ω1) = 1, (ω1 |ω2) = 1, (ω1 |ω3) = 1,
(ω2 |ω1) = 1, (ω2 |ω2) = 2, (ω2 |ω3) = 2,
(ω3 |ω1) = 1, (ω3 |ω2) = 2, (ω3 |ω3) = 3.
We calculate the eigenvalues. If p = `ω1 +mω2 + nω3, then
4pi2(p|p) = 4pi2(`ω1 +mω2 + nω3 | `ω1 +mω2 + nω3)
= 4pi2{`2(ω1 |ω1)+m2(ω2 |ω2) +n2(ω3 |ω3)+2`m(ω1 |ω2)+2mn(ω2 |ω3)
+2n`(ω3 |ω1)}
= 4pi2(`2 + 2m2 + 3n2 + 2`m+ 4mn+ 2nl).
In the case of the Dirichlet eigenvalues, `,m, and n run over the set of positive
integers. In the case of the Neumann eigenvalues, `,m, and n run over the set of
non-negative integers.
The first Dirichlet eigenvalue λ1 on D(R) is 56pi
2.
The socond Neumann eigenvalue λ2 on D(R) is 4pi
2.
Type C3(The Dirichlet eigenfunction)
W (R) consists of 48 symmetric operations which have an axis in the (1, 1, 1)
direction, as follows. Each of these 6 matrixes includes reflections with respect to
xy-plane and yz-plane and zx-plane independently as follows. Here, ε1, ε2, ε3 =
±1.
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 ε1 0 00 ε2 0
0 0 ε3
 (E ),
 0 ε1 0ε2 0 0
0 0 ε3
 (REy = x),
 0 0 ε10 ε2 0
ε3 0 0
 (REx = z),
 ε1 0 00 0 ε2
0 ε3 0
 (REz = y),
 0 ε1 00 0 ε2
ε3 0 0
 (RO−120◦),
 0 0 ε1ε2 0 0
0 ε3 0
 (RO120◦).
p = `ω1 +mω2 + nω3 = (`+m+ n,m+ n, n)
Jp(x) =
∑
w∈W (R)
ε(w)fw(p)(x) =
∑
w∈W (R)
ε(w) exp{2pii(x|w(p))}
= ±
∣∣∣∣∣∣∣
e±2pii(l+m+n)x e±2pii(l+m+n)y e±2pii(l+m+n)z
e±2pii(m+n)x e±2pii(m+n)y e±2pii(m+n)z
e±2pii(n)x e±2pii(n)y e±2pii(n)z
∣∣∣∣∣∣∣ .
=
∑
ε1,ε2,ε3=±1
ε1ε2ε3
∣∣∣∣∣∣∣
e2piiε1(l+m+n)x e2piiε1(l+m+n)y e2piiε1(l+m+n)z
e2piiε2(m+n)x e2piiε2(m+n)y e2piiε2(m+n)z
e2piiε3(n)x e2piiε3(n)y e2piiε3(n)z
∣∣∣∣∣∣∣ .
Here, x = (x, y, z).
Type C3(The Neumann eigenfunction)
Sp(x) =
∑
w∈W (R)
fw(p)(x) =
∑
w∈W (R)
exp{2pii(x|w(p))}
=
∑
ε1,ε2,ε3=±1
Perm
 e2piiε1(l+m+n)x e2piiε1(l+m+n)y e2piiε1(l+m+n)ze2piiε2(m+n)x e2piiε2(m+n)y e2piiε2(m+n)z
e2piiε3(n)x e2piiε3(n)y e2piiε3(n)z
 .
Here, x = (x, y, z).
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7 Poisson’s summation formula for the heat ker-
nels
7.1 Summary
(1) In this section, we give Poisson’s summation formulas for the Dirichlet and
Neumann heat kernels on D(R).
(2) We also give motion of trace ZD(t), ZN(t) at t→ 0 for the Dirichlet and the
Neumann heat kernels on the alcove D(R).
7.2 The Dirichlet and Neumann heat kernels
First, we prepare to decide the Dirichlet and Neumann heat kernels.
For this, we consider the boundary value problems in the domain which belong to
affine Weyl groups.
We assume that Ω⊂R` is a bounded domain, and ∂Ω is piecewise C∞.
The Dirichlet eigenvalue problems are{
∆u = λu ( on Ω)
u = 0 (on ∂Ω).
Here, we denote the Dirichlet eigenvalues by
0 < λ1 5 λ2 5 · · · 5 λi 5 · · · ,
and the corresponding eigenfunctions by
u1, u2, · · · , ui, · · · .
The Neumann eigenvalue problems are{
∆v = µv ( on Ω)
v = 0 (on ∂Ω).
Here, we denote the Neumann eigenvalues by
0 < µ1 5 µ2 5 · · · 5 µi 5 · · · ,
and the corresponding eigenfunctions by
v1, v2, · · · , vi, · · · .
Here, we can assume that
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(ui, uj) =
∫
Ω
ui(x)uj(x)dx = δij,
(vi, vj) =
∫
Ω
vi(x)vj(x)dx = δij.
Here, if we put dx = dx1 · · · dx`, then the Dirichlet and Neumann heat kernels can
be written on Ω as follows:
eD(x,y, t) =
∞∑
i=1
e−tλiui(x)ui(y), (t > 0, x, y ∈ Ω), (7.1)
eN(x,y, t) =
∞∑
i=1
e−tµivi(x)vi(y), (t > 0, x, y ∈ Ω). (7.2)
These are called the Dirichlet heat heat kernel and Neumann heat heat
kernel on Ω.
These heat kernel have the following features.
Lemma 7.1 (1) Both the Dirichlet heat heat kernel (7.1) and Neumann heat
heat kernel (7.2) are absolutely convergent series, which are C∞ with three variables
x,y, t. For each y∈Ω, the heat equation satisfies
∂e
∂t
+∆xe = 0 ( on Ω× R+ = {(x, t) | t > 0, x ∈ Ω}).
(2) For each y ∈ Ω (= Ω ∪ ∂Ω), the heat equation satisfies{
eD(x,y, t) = 0, (t > 0, x ∈ ∂Ω ),
∂
∂n
eN(x,y, t) = 0, (t > 0, x ∈ ∂Ω ).
(3) For each continuous function f on Ω, we have
lim
t↓0
∫
Ω
eD(x,y, t)f(y)dy = f(x), (x ∈ Ω),
lim
t↓0
∫
Ω
eN(x,y, t)f(y)dy = f(x), (x ∈ Ω).
Proof For the absolute convergence of series in (1), see [9], p.690∼p.692. Also,
(2) is proved by the definition immediately.
The proof of (3). We put f(x) =
∞∑
j=1
(f, uj)uj(x) (x∈Ω). Here,
(f, uj) =
∫
Ω
f(x)uj(x)dx. We have
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∫
Ω
eD(x,y, t)f(y)dy =
∫
Ω
∞∑
i=1
∞∑
j=1
e−tλi ui(x)ui(y)(f, uj)uj(y)dy
=
∞∑
i=1
∞∑
j=1
e−tλi ui(x)(f, uj)
∫
Ω
ui(y)uj(y)dy
=
∞∑
i=1
e−tλi ui(x)(f, uj)δij
=
∞∑
i=1
e−tλi ui(x)(f, ui) (∀x ∈ Ω ).
Thus, we obtain
lim
t↓0
∫
Ω
eD(x,y, t)f(y)dy =
∞∑
i=1
(f, ui)ui(x) = f(x).
The proof of (1). We have
∂
∂t
eD(x,y, t) + ∆xeD(x,y, t)
=
∂
∂t
∞∑
i=1
e−tλi ui(x)uj(y) + ∆x
∞∑
i=1
e−tλi ui(x)uj(y)
=
∞∑
i=1
(
∂
∂t
e−tλi
)
ui(x)uj(y) +
∞∑
i=1
e−tλi (∆xui(x))ui(y)
=
∞∑
i=1
(−λi + λi) e−tλi ui(x)uj(y) (by ∆xui(x) = λiui(x))
= 0.
Similarly, we have ∂
∂t
eN(x,y, t) + ∆xeN(x,y, t) = 0. //
We consider the asymptotic expansion of the Dirichlet and Neumann heat equa-
tions. We write that Ω is a crystallographic domain D(R) as follows. We have a
proposition as follows.
Proposition 7.1 The heat kernel P (x,y, t) for each flat torus (R`/Γ, gΓ) is given
as follows:
P (x,y, t) =
1
Vol(R`/Γ, gΓ)
∑
p∈P (R)
e−4pi
2(p|p)t e2pii(x−y|p) (t > 0, x, y ∈ R`).
82
Here, we express about the symbol in Proposition (7.1) and flat torus. For each
x, x′ ∈R`, if x ∼ x′ ∈R`, then
x− x′ ∈ Γ.
Then, we say that x and x′ satisfy the equivalence relation. We put R`/Γ for the
set of all equivalent classes under the equivalence relation. That is,
R`/Γ = {[x] | x ∈ R`}.
Here, [x] means the equivalence class to which x∈R` belongs.
If x′ ∈ [x], then
x′ − x ∈ Γ,
and also, if x1, x2 ∈ [x], then we have x1 − x2 = (x1 − x)− (x1 − x)∈Γ.
We call the projection for the mapping pi : R` 3x 7→ [x]∈R`/Γ. Also, the
topology of R`/Γ is given as follows: If U ⊂R`/Γ is open, pi−1(U)⊂R` is also
open.
If f is a function on R`/Γ, then f˜ is a function on R` satisfying that
f˜(x+ γ) = f˜(x) (x ∈ R`, γ ∈ Γ). (7.3)
We put f([x]) = f˜(x) (x∈R`). When f is a C∞ function on R`/Γ, f˜ is a
C∞function on R` which satisfies the periodicity condition (7.3).
The C∞ function f˜ on R` which satisfies the condition (7.3) is written as follows.
Here, Γ = Q(R∨) =
∑
α∈R
Zα∨ =
∑`
i=1
Zα∨i , we write the set P (R) of weights of a
root system R by
P (R) =
{
l∑
i=1
miω1
∣∣∣∣mi ∈ Z (i = 1, · · · , l)
}
.
Here, (ωi |α∨j ) = δij. We say {ωi}li=1 is a dual lattice of {α∨j }lj=1.
The periodic function f˜(x) is given as follows.
f˜(x) =
∑
p∈P (R)
ap e
−4pi2i(x|p) (∀x ∈ R`). (7.4)
If
∑
p∈P (R) |ap| < ∞, then, this (complex) series is absolutely convergent. We
have ∣∣∣∣∣∣
∑
p∈P (R)
ap e
−4pi2i(x|p)
∣∣∣∣∣∣ 5
∑
p∈P (R)
|ap||e−4pi2i(x|p)| =
∑
p∈P (R)
|ap| <∞.
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Lemma 7.2 The periodic condition
f˜(x+ γ) = f˜(x) (x ∈ R`, γ ∈ Γ) (7.5)
is equivalent to the following condition.∑
p∈P (R)
ap e
−2pii(x+γ|p) =
∑
p∈P (R)
ap e
−2pii(x|p).
Proof ∑
p∈P (R)
ap e
−2pii(x+γ|p) =
∑
p∈P (R)
ap e
−2pii(x|p) e−2pii(γ|p)
=
∑
p∈P (R)
ap e
−2pii(x|p)
since (γ|p) are integers. The reason is, when ∀γ =
∑`
j=1
niα
∨
j ∈Γ,
∀p =
∑`
j=1
miωi ∈P (R) , because of
(γ|p) =
∑`
i,j=1
mini(ωi |α∨j ) =
∑`
i=1
mini ∈ Z. //
The function f˜(x) given by (7.4) satisfies the condition (7.5). Conversely, any
continuous function f˜ on R` which satisfies the periodic condition (7.5) is figured
out as follows. The series of the left hand side of (7.1) is called the Fourier series,
and ap (p∈P (R)) are called the Fourier coefficients. Let us define
F (R) =
{∑`
i=1
xiα
∨
j
∣∣∣∣ 0 5 xi 5 1 (i = 1, · · · , l)
}
.
If p =
∑l
j=1mjωj ∈P (R), p′ =
∑l
j=1m
′
jωj ∈P (R), we have∫
F (R)
e2pii(x|p) e2pii(x|p
′)dx =
∫
F (R)
e2pii(x|p−p
′)dx
=
∫
F (R)
e2pii(
Pl
i=1 xiα
∨
i |
Pl
i=1(mj−m′j)ωj)dx
=
∫
F (R)
e2pii
Pl
i,j=1 xi(mj−m′i)δijdx
=
∫
F (R)
e2pii
Pl
i=1(mi−m′i)xidx
= C
∫ 1
0
∫ 1
0
e2pii
Pl
i=1(mi−m′i)xidx1 · · · dxl.
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Furthermore, we have
p 6= p′ ↔ ∃i (1 5 l), mi 6= m′i.
Here, we calculate the positive constant C for later use. Then, for simplicity, we
put {
mi 6= m′i (1 5 ∀i 5 k)
mj = m
′
j (k + 1 5 ∀j 5 l).
Then, the above equation is calculated as follows.∫
F (R)
e2pii(x|p) e2pii(x|p
′)dx = C
∫ 1
0
∫ 1
0
e2pii
Pl
i=1(mi−m′i)xidx1 · · · dxl
= C
k∏
i=1
∫ 1
0
e2pii(mi−m
′
i)xidxi
= C
k∏
i=1
[
1
2pii(mi −m′i)
e2pii(mi−m
′
i)xi
]xi=1
xi=0
= C
k∏
i=1
1
2pii(mi −m′i)
{
e2pii(mi−m
′
i)1 − e2pii(mi−m′i)0
}
= 0.
Here, in the equation∫
F (R)
e−2pii(x|p) e2pii(x|p
′)dx = C
∫ 1
0
· · ·
∫ 1
0
e2pii
Pl
i=1(mi−m′i)xidx1 · · · dxl,
we put p = p′. Then, the left hand side is the volume of
∫
F (R)
1 dx = Vol(F (R)),
and the right hand side is C
∫ 1
0
· · · ∫ 1
0
1 dx1 · · · dxl = C. We have a constant C as
follows:
C = Vol(F (R)) = Vol(F (R)) = Vol(R`/Γ, gγ).
Thus, {
1√
Vol(R`/Γ, gγ)
e2pii(x|p)
∣∣∣∣ p ∈ P (R)
}
is an orthogonal system about the Hermitian inner product
(ϕ, ϕ′) =
∫
F (R)
ϕ(x)ϕ′(x)dx
on R`/Γ, that is, if p 6= p′, (ϕp, ϕ′p) = 0, if p = p′, (ϕp, ϕp) = 1.
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The Fourier coefficients of a continuous function f˜(x) are calculated as follows:
Let
f˜(x) =
∑
p∈P (R)
bpϕp(x) =
∑
p∈P (R)
bp
1√
Vol(R`/Γ, gΓ)
e2pii(x|p).
Then, we have
bp
1√
Vol(R`/Γ, gΓ)
= ap.
Furthermore,
(f˜ , ϕ′) =
 ∑
p∈P (R)
bpϕp, ϕ
′
p
 = ∑
p∈P (R)
bp(ϕp, ϕ
′
p) = b
′
p (p
′ ∈ P (R)),
and we have
f˜(x) =
∑
p∈P (R)
(f˜ , ϕp)ϕp(x)
=
∑
p∈P (R)
(
f˜,
1√
Vol(R`/Γ, gΓ)
e2pii(p|·)
)
e2pii(p|x)√
Vol(R`/Γ, gΓ)
=
1
Vol(R`/Γ, gΓ)
∑
p∈P (R)
(
f˜, e2pii(p|·)
)
e2pii(p|x)
Here,(
f˜,
1√
Vol(R`/Γ, gΓ)
e2pii(p|·)
)
=
∫
F (R)
f˜(x)
1√
Vol(R`/Γ, gΓ)
e2pii(p|x)dx.
Thus, ap is given by
ap =
1
Vol(R`/Γ, gΓ)
(
f˜, e2pii(p|·)
)
, p ∈ P (R).
We summarize the above as follows:
Every continuous function f˜(x) on R` which satisfies
f˜(x+ γ) = f˜(x) (x ∈ R`, γ ∈ Γ), (7.6)
is given by
f˜(x) =
∑
p∈P (R)
ap e
2pii(p|x) (x ∈ R`). (7.7)
This is called the Fourier series expansion of f˜ . Here, ap is given by
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ap =
1
Vol(R`/Γ, gΓ)
(
f˜, e2pii(p|·)
)
, p ∈ P (R),
which is called the Fourier coefficient of f˜ .
Vol(R`/Γ, gγ) = Vol(F (R)), and the Hermitian inner product of ϕp and ϕp′ is
given by
(ϕ, ϕ′) =
∫
F (R)
ϕ(x)ϕ′(x)dx.
Here, dx is a standard Lebesgue measure on R`. The converse is also true. If∑
p∈P (R)
|ap| <∞, then, f˜ , which is defined by (7.7), satisfies the condition (7.6) for
every continuous function on R`. If (f˜ , f˜ ′) <∞, then we have
(f˜ , f˜ ′) =
 ∑
p∈P (R)
ap e
2pii(·|p),
∑
p∈P (R)
a′p e
2pii(·|p′)
 = ∑
p∈P (R)
ap a′p (e
2pii(·|p), e2pii(·|p
′)),
(e2pii(·|p), e2pii(·|p
′)) =
1
Vol(R`/Γ, gγ)
δpp′ .
Here, we put δpp′ =
{
1 p = p′
0 p 6= p′ . Therefore, we have
(f˜ , f˜ ′) =
1
Vol(R`/Γ, gγ)
∑
p∈P (R)
|ap|2 <∞.
Next, we want to adjust the periodic function f˜(x, t) (t > 0 and x∈R`) so that
it satisfies the heat equation
∂f˜
∂t
+∆xf˜ = 0. (7.8)
The function f˜(x, t) is given by
f˜(x, t) =
∑
p∈P (R)
ap(t) e
2pii(x|p).
Here, ap(t) is a function of t > 0, and we have
∂f˜
∂t
+∆xf˜ =
∑
p∈P (R)
a′p(t) e
2pii(x|p) +
∑
p∈P (R)
ap(t)∆xe
2pii(x|p).
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Here, x =
∑`
i=1
xiα
∨
i , y =
∑`
i=1
yiα
∨
i , ∆ = −
∑`
i=1
∂2
∂y2i
, and {e1, · · · , el} is an orthog-
onal basis of R`. Since {α∨i , · · · , α∨l } is also a basis of R`, we have
x =
∑`
i=1
xiα
∨
i =
∑`
j=1
yjej =
∑`
j=1
yj
∑`
i=1
aijα
∨
i =
∑`
i=1
(∑`
j=1
yjaij
)
α∨i .
Here, if we put ej =
∑l
i=1 aijα
∨
i , then we have xi =
∑l
j=1 yjaij. If α
∨
i =∑l
j=1 bjiej, yj =
∑l
j=1 xibji, B = (bij), then we have∑`
i=1
xi
∑`
j=1
bjiej =
∑`
j=1
(∑`
i=1
xibji
)
ej =
∑`
j=1
yjej,
(α∨k |α∨l ) =
(∑`
s=1
bskes
∣∣∣∣ ∑`
t=1
btlet
)
=
∑`
s,t=1
bskbtlδst =
∑`
s=1
bskbsl = (
tBB)kl,
∆ = −
∑`
j=1
∂2
∂y2j
=
∑`
j=1
∑`
s,t=1
asjatj
∂2
∂xs∂xt
=
∑`
s,t=1
(∑`
j=1
asjatj
)
∂2
∂xs∂xt
= −
∑`
s,t=1
(tAA)
∂2
∂xs∂xt
= −
∑`
s,t=1
(tBB)−1st
∂2
∂xs∂xt
.
We know the relation between A = (aij) and B = (aij).
∂f
∂yi
=
∑`
k=1
∂f
∂xk
∂xk
∂yj
= akj
∑`
k=1
∂f
∂xk
(
by
∂xk
∂yj
= akj
)
.
Thus, we have
∂f
∂yi
= akj
∑`
k=1
∂f
∂xk
.
Here,
xi =
l∑
j=1
yjaij =
∑`
j=1
(∑`
k=1
xkbik
)
aij =
∑`
k=1
(∑`
j=1
bjkaij
)
xk,
l∑
j=1
aijbjk = (AB)ik =
∑`
j=1
bjkaij = δki.
Thus, we have
AB = Il, A = B
−1, tAA = B−1tB−1 = (tBB)−1.
If we put (wst)1≤s,t≤l as the inverse matrix of ((α∨i |α∨j ))1≤i,j≤l, then ∆ is shown
as ∆ = −∑ls,t=1wst ∂2∂xs∂xt . Here, x =∑li=1 xiα∨i .
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Lemma 7.3 We have wst = (ws |wt).
Proof
If we put wi =
∑l
k=1 ξki α
∨
k , then
δij = (wi |α∨j ) =
(
l∑
k=1
ξki α
∨
k
∣∣∣∣ α∨j
)
=
l∑
k=1
ξki (α
∨
k |α∨j ).
Thus, ξki = wik. Therefore, wi =
∑l
k=1wik α
∨
k . Thus, we have
(ws |wt) =
(
l∑
p=1
wsp α
∨
p
∣∣∣∣ wt
)
=
l∑
p=1
wsp δpt = wst. //
Then we obtain Proposition 7.2 as follows:
Proposition 7.2
∆ = −
l∑
s,t=1
wst
∂2
∂xs∂xt
.
Here, (wst)1≤s,t≤l is the inverse matrix of ((α∨i |α∨j ))1≤i,j≤l, we put x =
∑l
i=1 xiα
∨
i .
We calculate (7.8) by using Proposition 7.2 as follows.
By x =
∑l
i=1 xiα
∨
i , p =
∑l
j=1mjwj, (α
∨
i |wj) = δij,
(x|p) =
(
l∑
i=1
xiα
∨
i
∣∣∣∣ l∑
j=1
mjwj
)
=
l∑
i,j=1
ximj(α
∨
i |wj) =
l∑
i=1
ximi.
By this, we have
∂2
∂xs∂xt
e2pii
Pl
i=1 ximi = {(2pii)2msmt} e2pii
Pl
i=1 ximi
= (4pi2msmt) e
2pii
Pl
i=1 ximi .
Since,
∆xe
2pii(x|p) = −
l∑
s,t=1
(ws |wt) ∂
2
∂xs∂xt
e2pii
Pl
i=1 ximi
= −
l∑
s,t=1
(ws |wt)(4pi2msmt) e2pii
Pl
i=1 ximi
= 4pi2
(
l∑
s=1
msws
∣∣∣∣ l∑
t=1
mtwt
)
e2pii(x|p)
= 4pi2(p|p) e2pii(x|p)
(
l∑
s=1
msws = p,
l∑
t=1
mtwt = p
)
.
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That is, we have
∆xe
2pii(x|p) = 4pi2(p|p) e2pii(x|p).
By using this,
0 =
∂f˜
∂t
+∆xf˜ =
∑
p∈P (R)
a′p(t) e
2pii(x|p) +
∑
p∈P (R)
ap(t)∆xe
2pii(x|p)
=
∑
p∈P (R)
{a′p(t) + ap(t) 4pi2(p|p)}∆xe2pii(x|p).
Then
a′p(t) + ap(t) 4pi
2(p|p) = 0.
Since, ap(t) is given by:
ap(t) = Cp e
4pi2(p|p)t.
Thus, we obtain
f˜(x, t) =
∑
p∈P (R)
Cp e
−4pi2(p|p)t+2pii(x|p).
Here, we have
Cp =
1
Vol(R`/Γ, gΓ)
e−2pii(y|p) p ∈ P (R).
Then, we can define:
Definition 7.1
P (x,y, t) =
1
Vol(R`/Γ, gΓ)
∑
p∈P (R)
e−2pii(y|p) e−4pi
2(p|p)t e2pii(x|p)
=
1
Vol(R`/Γ, gΓ)
∑
p∈P (R)
e−4pi
2(p|p)t e2pii(x−y|p). (7.9)
Here, for an arbitrary s > 0, we have∑
p∈P (R)
∣∣∣e−4pi2(p|p)te2pii(x−y|p)∣∣∣s = ∑
p∈P (R)
∣∣∣e−4pi2(p|p)(st)∣∣∣ <∞.
P (x,y, t) is C∞ for each t > 0, x,y∈R`.
We obtain the theorem as follows.
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Theorem 7.1 (1) For each y ∈R`, the function P = P (x,y, t) in (7.9) satis-
fies ∂
∂t
P +∆xP = 0.
(2) The following equations hold.
P (x+ γ,y, t) = P (x,y, t), P (x,y + γ, t) = P (x,y, t) (γ ∈ Γ).
(3) All continuous functions f˜ on R` with the condition
(∗)f˜(x+ γ) = f˜(x), ∀γ ∈ Γ, x ∈ R`
satisfy that
lim
t↓0
∫
F (R)
P (x,y, t)f˜(y)dy = f˜(y).
Proof We have to show only (3). We have
lim
t↓0
∫
F (R)
P (x,y, t)f˜(y)dy = lim
t↓0
∫
F (R)
1
Vol(R`/Γ, gΓ)
×
×
∑
p∈P (R)
e−4pi
2(p|p)t e2pii(x−y|p)f˜(y)dy
=
1
Vol(R`/Γ, gΓ)
∑
p∈P (R)
e2pii(x|p)
∫
F (R)
e−2pii(y|p)f˜(y)dy.
If we put
lim
t↓0
∫
F (R)
e−2pii(y|p)f˜(y)dy = (f˜ , e−2pii(p|·)),
we have
lim
t↓0
∫
F (R)
P (x,y, t)f˜(y)dy =
1
Vol(R`/Γ, gΓ)
∑
p∈P (R)
(f˜ , e−2pii(p|·)) e2pii(x|p)
= f˜(x). //
7.3 The explicit formula of the heat kernel
We have
Theorem 7.2 The Dirichlet heat kernel eD(x,y, t) and the Neumann heat ker-
nel eN(x,y, t) on D(R) are given as follows:
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(1) eD(x,y, t) =
∑
w∈W (R)
ε(w)P (x, w(y), t)
=
1
Vol(R`/Γ, gΓ)
∑
w∈W (R),p∈P (R)
ε(w)e−4pi
2(p|p)t e2pii(x−w(y)|p).
(2) eN(x,y, t) =
∑
w∈W (R)
P (x, w(y), t)
=
1
Vol(R`/Γ, gΓ)
∑
w∈W (R),p∈P (R)
e−4pi
2(p|p)t e2pii(x−w(y)|p).
Proof See [2], p.186∼p.187. //
7.4 Main theorem (Poisson’s summation formula)
The heat kernel of the flat torus (R`/Γ, gγ), denoted by P (x,y, t), is given as
follows:
P (x,y, t) =
1
Vol(R`/Γ, gΓ)
∑
p∈P (R)
e−4pi
2(p|p)t e2pii(x−y|p).
Here, we have
Γ =
∑
α∈R
Zα∨ =
{
l∑
i=1
niα
∨
i
∣∣∣∣ n1, · · · , nl ∈ Z
}
,
P (R) =
{
l∑
i=1
miωi
∣∣∣∣mi ∈ Z (i = 1, · · · , l)
}
.
Thus, we obtain the Dirichlet heat kernel and Neumann heat kernel by Theorem
7.1 and Theorem 7.2.
Theorem 7.3 (1) The Dirichlet heat kernel eD(x,y, t) is given by
eD(x,y, t) =
∑
w∈W (R)
ε(w)P (x, w(y), t)
=
1
(4pit)
`
2
∑
γ∈Γ
∑
w∈W (R)
ε(w) e−
|x−w(y)−γ|2
4t . (7.10)
(2) The Neumann heat kernel eN(x,y, t) is given by
eN(x,y, t) =
∑
w∈W (R)
P (x, w(y), t)
=
1
(4pit)
`
2
∑
γ∈Γ
∑
w∈W (R)
e−
|x−w(y)−γ|2
4t . (7.11)
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Theorem 7.4 (1) For the Dirichlet heat kernel eD(x,y, t), if we put
eD(x,y, t) =
∞∑
i=1
e−λit ui(x)ui(y), then we have
∫
D(R)
eD(x,x, t)dx =
∞∑
i=1
e−λit.
Furthermore, we define ZD(t) =
∫
D(R)
eD(x,x, t)dx. Then, we have
ZD(t) =
∫
D(R)
∑
w∈W (R)
ε(w)
∑
γ∈Γ
1
(4pit)
`
2
e−
|x−w(x)−γ|2
4t dx
=
1
(4pit)
`
2
∑
γ∈Γ
∑
w∈W (R)
ε(w)
∫
D(R)
e−
|x−w(x)−γ|2
4t dx. (7.12)
(2) For the Neumann heat kernel eN(x,y, t), if we put
eN(x,y, t) =
∞∑
i=1
e−µit ui(x)ui(y), then we have
∫
D(R)
eN(x,x, t)dx =
∞∑
i=1
e−µit.
Furthermore, we define ZN(t) =
∫
D(R)
eN(x,x, t)dx. Then, we have
ZN(t) =
∫
D(R)
∑
w∈W (R)
∑
γ∈Γ
1
(4pit)
`
2
e−
|x−w(y)−γ|2
4t dx
=
1
(4pit)
`
2
∑
γ∈Γ
∑
w∈W (R)
∫
D(R)
e−
|x−w(y)−γ|2
4t dx. (7.13)
Here, we prepare the following: Let
Γ =
∑
α∈R
Zα∨ =
∑`
i=1
Zγ∨i .
Here, {γi}`i=1 is the set of fundamental root systems of R, which are the simple
root systems of R. Then, Γ is a lattice of R`, and we have a flat torus (R`/Γ, gΓ).
Here, let us recall Poisson’s summation formula for heat kernel P (x,y, t) on our
flat torus (R`/Γ, gΓ) as follows.
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Lemma 7.4
P (x,y, t) =
1
Vol(R`/Γ, gΓ)
∑
p∈P (R)
e−4pi
2(p|p)t e2pii(x−y|p)
=
∑
γ∈Γ
1
(4pit)
`
2
e−
|x−y−γ|2
4t (t > 0).
We obtain Theorem 7.5 for the Dirichlet heat kernel and Neumann heat kernel
by applying Lemma 7.4 to eD(x,y, t), eN(x,y, t).
Theorem 7.5 (Poisson’s summation formula) For both the Dirichlet heat
kernel and the Neumann heat kernel for D(R), it holds that
(1) eD(x,y, t) =
∑
γ∈Γ
1
(4pit)
`
2
∑
w∈W (R)
ε(w) e−
|x−w(y)−γ|2
4t ,
(2) eN(x,y, t) =
∑
γ∈Γ
1
(4pit)
`
2
∑
w∈W (R)
e−
|x−w(y)−γ|2
4t .
By Theorem 7.5, we have
Theorem 7.6 Let us consider the zeta functions ZD(t), ZN(t) for the Dirichlet
and Neumann eigenvalue problems of the Laplacian for D(R). Then, we define
ZD(t) =
∑`
i=1
e−tλi =
∫
D(R)
eD(x,x, t)dx,
ZN(t) =
∑`
i=1
e−tµi =
∫
D(R)
eN(x,x, t)dx.
Then we have:
(1) ZD(t) =
∫
D(R)
∑
w∈W (R)
ε(w)P (x, w(x), t)dx
=
∫
D(R)
∑
w∈W (R)
ε(w)
1
Vol(R`/Γ, gΓ)
∑
p∈P (R)
e−4pi
2(p|p)t e2pii(x−w(x)|p)dx
=
∫
D(R)
∑
γ∈Γ
1
(4pit)
`
2
∑
w∈W (R)
ε(w) e−
|x−w(x)−γ|2
4t dx.
(2) ZN(t) =
∫
D(R)
∑
w∈W (R)
P (x, w(x), t)dx
=
∫
D(R)
∑
w∈W (R)
1
Vol(R`/Γ, gΓ)
∑
p∈P (R)
e−4pi
2(p|p)t e2pii(x−w(x)|p)dx
=
∫
D(R)
∑
γ∈Γ
1
(4pit)
`
2
∑
w∈W (R)
e−
|x−w(x)−γ|2
4t dx.
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For both the Dirichlet eigenvalue problem and the Neumann eigenvalue problem
for D(R), we have
Theorem 7.7 (Poisson’s summation formula) It holds that
(1) ZD(t) =
1
(4pit)
`
2
∑
γ∈Γ
∑
w∈W (R)
ε(w)
∫
D(R)
e−
|x−w(x)−γ|2
4t dx.
(2) ZN(t) =
1
(4pit)
`
2
∑
γ∈Γ
∑
w∈W (R)
∫
D(R)
e−
|x−w(x)−γ|2
4t dx.
Here,
ZD(t) =
∫
Ω
eD(x,x, t)dx =
∑`
i=1
e−λit, ZN(t) =
∫
D(R)
eN(x,x, t)dx =
∑`
i=1
e−µit
are the trace of the Dirichlet heat kernel eD(x,x, t) and the Neumann heat kernel
eN(x,x, t) for the bounded domain Ω = D(R).
Then, the following thorem is known (see [18], p.45, p.53).
Theorem 7.8 (The asymptotic expansion for the trace of the Dirichlet and Neu-
mann heat kernels )
ZD(t) ∼ 1
(4pit)
`
2
(a0 + b1t
1
2 + a1t+ b2t
3
2 + a2t
2 + b3t
5
2 + · · · ) (t ↓ 0), (7.14)
ZN(t) ∼ 1
(4pit)
`
2
(c0 + d1t
1
2 + c1t+ d2t
3
2 + c2t
2 + d3t
5
2 + · · · ) (t ↓ 0). (7.15)
Here, a0 = c0 = Vol(Ω), b1 = −
√
4pi
4
Vol`−1(∂Ω), d1 =
√
4pi
4
Vol`−1(∂Ω).
It is a very interesting problem to study the asymptotic behaviors of ZD(t) and
ZN(t) when t→ 0+ to calculate the above integrals in (6.9) and (6.10) over D(R).
We first show that only a finite number of elements in the set Γ contribute to the
asymptotic behaviors of ZD(t) and ZN(t). To do this, let us consider the following
open subset F(R):
Definition 7.2 Let us define
F(R) := {x− w(x) | x ∈ D(R), w ∈ W (R)}, (7.16)
and also
a(R) := max
z∈F(R)
|z|. (7.17)
Furtheremore, let us consider the finite subset Γ0 of Γ which is defined by
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Γ0 := {γ ∈ Γ | |γ| < 3 a(R)}. (7.18)
Then, we have:
Proposition 7.3∫
D(R)
e−
|x−w(x)−γ|2
4t dx ≤ Vol(D(R)) e− |γ|
2
16t
− 3 a(R)2
16t . (7.19)
To prove this proposition, we only need the following lemma.
Lemma 7.5 For every z∈F and γ ∈Γ outside Γ0, it holds that
|z− γ|2 ≥ |γ|
2
4
+
3 a(R)2
4
. (7.20)
Proof Indeed, for every z ∈ F and γ 6∈Γ0, we have
|z − γ|2 ≥ |γ|2 − 2 |γ| |z|+ |z|2
≥ |γ|2 − 2a(R) |γ|
=
1
4
|γ|2 + 3
4
|γ|2 − 2a(R) |γ|
=
1
4
|γ|2 + 3
4
(
|γ|2 − 8
3
a(R) |γ|
)
=
1
4
|γ|2 + 3
4
(
|γ| − 4
3
a(R)
)2
− 4
3
a(R)2
≥ 1
4
|γ|2 + 3
4
(
3a(R)− 4
3
a(R)
)2
− 4
3
a(R)2
=
1
4
|γ|2 + 3
4
(
5
3
a(R)
)2
− 4
3
a(R)2
=
1
4
|γ|2 + 3
4
a(R)2. //
We have∫
D(R)
e−
|x−w(x)−γ|2
4t dx ≤ Vol(D(R)) e− |γ|
2
4t
− 1
4t
3
4
a(R)2 (∀γ ∈ Γ, |γ| À 3a(R)).
(7.21)
If we put Γ0 = {γ ∈Γ | |γ| < 3a(R)}, Γ\Γ0 = {γ ∈Γ | |γ| ≥ 3a(R)}, then we
have
ZD(t) =
1
(4pit)
`
2
∑
γ∈Γ0
∑
w∈W (R)
ε(w)
∫
D(R)
e−
|x−w(x)−γ|2
4t dx
+
1
(4pit)
`
2
∑
γ∈Γ\Γ0
∑
w∈W (R)
ε(w)
∫
D(R)
e−
|x−w(x)−γ|2
4t dx. (7.22)
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Here, we can estimate the second term of this form.
|second term| 5 # [W (R)] 1
(4pit)
`
2
∑
γ∈Γ\Γ0
Vol(D(R)) e−
|γ|2
4t
− 1
4t
3
4
a(R)2
= # [W (R)] Vol(D(R)) e−
1
4t
3
4
a(R)2 1
(4pit)
`
2
∑
γ∈Γ\Γ0
e−
|γ|2
4t . (7.23)
Notice here that the infinite sum is of the form
1
polynomial in t
e−
a2
4t , so it can
be estimated from above by e−
a2
4t for some positive number a which is rapidly
decreasing when t → 0+. In a similar way as for ZN(t), we obtain the following
theorem:
Theorem 7.9
ZD(t) ∼t→0+ 1
(4pit)
`
2
∑
γ∈Γ0
∑
w∈W (R)
ε(w)
∫
D(R)
e−
|x−w(x)−γ|2
4t dx (the finite sum),
(7.24)
ZN(t) ∼t→0+ 1
(4pit)
`
2
∑
γ∈Γ0
∑
w∈W (R)
∫
D(R)
e−
|x−w(x)−γ|2
4t dx (the finite sum).
(7.25)
As applications, we have the following well known facts (see [6], pp. 172-173).
As a special case of Theorem (7.9), we have:
Theorem 7.10 (1) For the Dirichlet zeta function for D(R),
ZD(t) ∼ Vol(D(R))
(4pit)`/2
(as t→ 0+). (7.26)
(2) For the Neumann zeta function for D(R),
ZN(t) ∼ Vol(D(R))
(4pit)`/2
(as t→ 0+). (7.27)
Proof Let us recall Wa is a semi-direct product of W (R) and Γ, so we denote
Wa = {g = (γ, w) | γ ∈ Γ, w ∈ W (R)},
whose action on R` is given by
gx = wx+ γ, (x ∈ R`, w ∈ W (R), γ ∈ Γ).
The closure D(R) of D(R) is a fundamental domain for Wa, and Wa acts simply
transitively on the set of all the alcoves. In particular, for each g∈Wa(g 6= e), the
action of g has no fixed point in D(R).
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For an arbitrary small ε > 0, there exists a positive number δ > 0 such that the
δ-neighborhood from the boundary ∂D(R) in D(R), the set
Nδ := {x ∈ D(R) | d(x, ∂D(R)) < δ},
has Vol(Nδ) which is smaller than ε.
Then, for each g∈Wa(g 6= e), since
|x− gx| > 0 (∀x ∈ D(R)\Nδ)
and D(R)\Nδ is compact, there exists a positive constant c(g, δ) > 0 such that
|x− gx|2 ≥ c (g, δ) (∀x ∈ D(R)\Nδ).
Now we have, for each fixed g = (γ, w)∈Wa(g 6= e),∫
D(R)
e−
|x−w(x)−γ|2
4t dx =
∫
D(R)
e−
|x−gx|2
4t dx
=
∫
Nδ
e−
|x−gx|2
4t dx+
∫
D(R)\Nδ
e
|x−gx|2
4t dx
≤ Vol(Nδ) + Vol(D(R)) e−
c(g,δ)
4t
< ε+Vol(D(R)) e−
c(g,δ)
4t ,
which implies that
lim sup
t→0+
∫
D(R)
e−
|x−w(x)−γ|2
4t dx ≤ ε.
Since ε > 0 is arbitrary, we have that∫
D(R)
e−
|x−w(x)−γ|2
4t dx→ 0 (as t→ 0+).
This together with Theorem 7.11, gives us the desired result (1) in Theorem
7.12 because the set {g = (γ, w) | γ ∈Γ0, w∈W (R)} is a finite one, and for g =
e = (0, 1)∈Wa, ∫
D(R)
e−
|x−gx|2
4t dx = Vol(D(R)).
For the Neumann heat zeta function, we can prove Theorem 7.12 (2) in a similar
way. //
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8 Visualization for eigenfunctions
8.1 Visualization by BASIC
We show the Dirichlet and the Neumann boundary eigenfunctions on the square,
right isosceles triangle, equilateral triangle, and right triangle which has also 30◦
and 60◦ angles, as follows.
The value of the function becomes bright as it increases positively (green, sky
blue, yellow, white), and becomes dark as it decreases negatively (pink, red, blue,
black) when they are negative.
The Dirichlet eigenvalue problem
The square
ψ = sin
(mpix
a
)
· sin
(npiy
a
)
m 1, n 1 m 2, n 2
m 3, n 2 m 3, n 3.
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The right isosceles triangle
ψ = sin
(mpix
a
)
· sin
(npiy
a
)
− sin
(npix
a
)
· sin
(mpiy
a
)
m 1, n 2 m 2, n 3
m 1, n 3 m 2, n 4
m 3, n 4 m 3, n 5.
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The equilateral triangle
ψ = sin
(
2pi
a
· p · 2y√
3
)
+ sin
(
2pi
a
· p ·
(
x− y√
3
))
+ sin
(
2pi
a
· p ·
(
−x− y√
3
))
p 1 p 2
p 3 p 4.
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The right triangle which has 30◦and 60◦ angles
ψ = ψ1 + ψ2 + ψ3
ψ1 = sin
(
2pi
3a
· (2m+ n)x
)
· sin
(
2pi
3a
· 3n · y√
3
)
ψ2 = sin
(
2pi
3a
· (m− n)x
)
· sin
(
2pi
3a
· 3(m+ n) · y√
3
)
ψ3 = sin
(
2pi
3a
· (m+ 2n)x
)
· sin
(
2pi
3a
· (−3m) · y√
3
)
m 1, n 2 m 1, n 4
m 1, n 3 m 2, n 3
m 2, n 4 m 2, n 5.
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The Neumann eigenvalue problem
The square
ψ = cos
(mpix
a
)
· cos
(npiy
a
)
m 1, n 1 m 2, n 2
m 3, n 2 m 3, n 3.
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The right isosceles triangle
ψ = cos
(mpix
a
)
· cos
(npiy
a
)
+ cos
(npix
a
)
· cos
(mpiy
a
)
m 0, n 1 m 1, n 2
m 1, n 1 m 0, n 2
m 2, n 3 m 1, n 3.
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The equilateral triangle
(Same as the Dirichlet eigenvalue problem)
The right triangle which has 30◦and 60◦ angles
ψ = ψ1 + ψ2 + ψ3
ψ1 = cos
(
2pi
3a
· (2m+ n)x
)
· cos
(
2pi
3a
· 3n · y√
3
)
ψ2 = cos
(
2pi
3a
· (m− n)x
)
· cos
(
2pi
3a
· 3(m+ n) · y√
3
)
ψ3 = cos
(
2pi
3a
· (m+ 2n)x
)
· cos
(
2pi
3a
· (−3m) · y√
3
)
m 1, n 1 m 2, n 2
m 3, n 3 m 4, n 4
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m 0, n 1 m 0, n 2
m 0, n 3 m 1, n 2
m 2, n 3 m 2, n 4.
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8.2 Visualization by Maple
We show the eigenfunctions for both the Dirichlet problems and the Neumann
problems on D(R), which are of the type A2, B2, G2.
We figure out the eigenfunctions for the Dirichlet problems by the determinant
and the eigenfunctions for the Neumann problems by the permanent.
Type A2
They are the same as the above eigenfunctions of the equilateral triangle.
The Dirichlet eigenvalue problem
m 1, n 1.
The Neumann eigenvalue problem
m 1, n 1.
107
Type B2
They are the same as the above eigenfunctions of the right isosceles triangle.
The Dirichlet eigenvalue problem
m 1, n 1.
The Neumann eigenvalue problem
m 1, n 1.
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Type G2
They are the same as the above eigenfunctions of the right triangle which has
30◦ and 60◦ angles.
The Dirichlet eigenvalue problem
m 1, n 1.
The Neumann eigenvalue problem
m 1, n 1.
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9 Concluding Remarks
In Section 5, we figured out the alcove D(R) and the crystallographic groups,
and we showed the explicit form for the eigenvalues and eigenfunctions.
In Section 6, by the formulas in Section 5, we showed the explicit form for
the eigenvalues and eigenfunctions in 2 and 3 dimensions. By the root systems
and affine Weyl group theory, we showed the coordinate expression of the alcove
D(R) (type A2, B2, G2, A3, B3, C3), which are the fundamental domains in affine
Weyl groups. Furthermore, we figured out the corresponding elements of trans-
formations for each D(R) in crystallographic groups as matrices, and showed the
eigenvalues and eigenfunctions.
We showed the eigenfunctions for the Dirichlet boundary eigenvalue problems
as the determinant.
We showed all the eigenfunctions for the Neumann boundary eigenvalue prob-
lems in terms of the permanent.
In Section 7, we obtained Poisson’s summation formula of the heat kernel on
D(R). This formula is the first result, and a very interesting result, for the Dirichlet
and Neumann heat kernel on D(R).
In Section 8, we visualized some eigenfunctions.
We showed the eigenfunctions for the Dirichlet and the Neumann boundary
eigenvalue problems on the square and right isosceles triangle (of type B2) and
equilateral triangle (of type A2) and right triangle which has 30
◦ and 60◦ angles
(of type G2).
We hope to visualize the types A3, B3, C3 of 3 dimensions.
Mathematical science is applied to many other fields (physics, engineering, etc.).
We hope the boundary value problems for affine Weyl groups will be developed
much more, and applied in many fields, more and more. We hope that our research
can be applied to other mathematical sciences in the future.
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Appendices
A The relation between our work and Section 3
of Pinsky’s work
A.1 Figuration of elements in crystallographic groups sec-
tion 3
Concerning the symbols, E means ”identity transformation”, RE means ”reflec-
tion with respect to”, RO means ”rotation”, I means ”inversion”.
R1 =
(
1 0
0 −1
)
(RE y = 0),
R2 =
(
−1
2
√
3
2√
3
2
1
2
)
(RE y =
√
3x).
When we do symmetric operation with the z axis
(in the planar case, the origin) as the center,
symmetric operations are figured by 6 elements as fol-
lows.
(1) E =
(
1 0
0 1
)
(E)
(2) R1 =
(
1 0
0 −1
)
(RE y = 0)
(3) R2 =
(
−1
2
√
3
2√
3
2
1
2
)
(RE y =
√
3x)
(4) R2R1R2 =
(
−1
2
−
√
3
2
−
√
3
2
1
2
)
(RE y = −
√
3x)
(5) R1R2 =
(
−1
2
√
3
2
−
√
3
2
−1
2
)
(RO − 120◦)
(6) R2R1 =
(
−1
2
−
√
3
2√
3
2
−1
2
)
(RO 120◦)
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A.2 The relation between Section 3
(type A2) and Section 4 (crystallographic groups)
We show the relation between the figure of elements in crystallographic groups
which Pinsky used and the one which Be´rard used. Pinsky had the idea of sym-
metric operation around the z axis, and on the other hand, Be´rard had the idea
symmetric operation around the direction (1, 1, 1) in Bourbaki’s book. Then, we
consider that transformation from the symmetric operation around the z axis to
the one around the x axis, and from the one around the x axis to the one around
the direction (1, 1, 1).
Transformation from symmetric operation around the z axis to the one
around the x axis.
The matrix for this operation is 0 0 10 1 0
−1 0 0
 .
Transformation from symmetric operation around the x axis to the one
around the direction (1,1,1).
Next, we consider the matrix for this operation.
This transformation consists of 2 rotations as follows.
1.Rotation(φ) in the zx-plane. 2.Rotation(θ) in the xy-plane.
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1.Rotation(φ) in the zx-plane.
If we put Rφ for the operation of 1, then the matrix is given as follows.
Because of cos φ =
√
2
3
, sin φ =
1√
3
, Rφ is showed by
Rφ =
 cos φ 0 −sin φ0 1 0
sin φ 0 cos φ
 =

√
2
3
0 −1
0 1 0
1√
3
0
√
2
3
 .
2.Rotation(θ) in the xy-plane.
If we put Rθ for the operation here, the matrix is given as follows.
Because of cos θ =
1√
2
, sin θ =
1√
2
, Rθ is shown by
Rθ =
 cos θ −sin θ 0sin θ cos θ 0
0 0 0
 =

1√
2
− 1√
2
0
1√
2
1√
2
0
0 0 0
 .
The transform operation from the symmetric operation around the x axis to
the one around the direction (1,1,1) means operation 1 as first and operation 2 as
second. Since the matrix is shown by
RθRφ =
 cos θ −sin θ 0sin θ cos θ 0
0 0 0

 cos φ 0 −sin φ0 1 0
sin φ 0 cos φ

=

1√
2
− 1√
2
0
1√
2
1√
2
0
0 0 0


√
2
3
0 −1
0 1 0
1√
3
0
√
2
3

=

1√
3
− 1√
2
− 1√
6
1√
3
1√
2
− 1√
6
1√
3
0
√
2
3
 ,
the inverse matrix of this matrix is the transposed matrix of the elements
(RθRφ)
−1 =

1√
3
1√
3
1√
3
− 1√
2
1√
2
0
− 1√
6
− 1√
6
√
2
3
 .
Transformation from the symmetric operation around the z axis to the
one around the direction (1,1,1)
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This operation means the transformation which is a combination from the sym-
metric operation around the z axis to the one around the x axis firstly and from
the symmetric operation around the x axis to the one around the direction (1, 1, 1)
secondly. We put AZ for this operation. The matrices AZ , A
−1
Z are given by
AZ =

1√
6
− 1√
2
1√
3
1√
6
1√
2
1√
3
−
√
2
3
0 1√
3
 , A−1Z =

1√
6
1√
6
−
√
2
3
− 1√
2
1√
2
0
1√
3
1√
3
1√
3
 .
Transformation from the symmetric operation around the z axis to the
one around the direction (1,1,1)(calculation)
We calculate the transformation of symmetric operation which is around the
direction (1, 1, 1) by the symmetric operation around the z axis, by using elements
E, R1, R2, R2R1R2, R1R2, R2R1 in Pinsky’s symmetric operation.
If we put R for symmetric operation around the z axis by Pinsky generally,
around the direction (1, 1, 1), the symmetric operation R1,1,1 is shown by
R1,1,1 = AZ R A
−1
Z .
When we put
R = E, R1, R2, R2R1R2, R1R2, R2R1,
we calculate R1,1,1, then they are in accord with 6 elements in symmetric operation
for A2. The calculations are as follows.
In the case of R = E,
R1,1,1 =

1√
6
− 1√
2
1√
3
1√
6
1√
2
1√
3
−
√
2
3
0 1√
3

 1 0 00 1 0
0 0 1


1√
6
1√
6
−
√
2
3
− 1√
2
1√
2
0
1√
3
1√
3
1√
3

=
 1 0 00 1 0
0 0 1
 . (E)
In the case of R = R1,
R1,1,1 =

1√
6
− 1√
2
1√
3
1√
6
1√
2
1√
3
−
√
2
3
0 1√
3

 1 0 00 −1 0
0 0 1


1√
6
1√
6
−
√
2
3
− 1√
2
1√
2
0
1√
3
1√
3
1√
3

=
 0 1 01 0 0
0 0 1
 . (RE y = x)
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In the case of R = R2,
R1,1,1 =

1√
6
− 1√
2
1√
3
1√
6
1√
2
1√
3
−
√
2
3
0 1√
3

 −12
√
3
2
0√
3
2
1
2
0
0 0 1


1√
6
1√
6
−
√
2
3
− 1√
2
1√
2
0
1√
3
1√
3
1√
3

=
 0 0 10 1 0
1 0 0
 . (RE x = z)
In the case of R = R1R2,
R1,1,1 =

1√
6
− 1√
2
1√
3
1√
6
1√
2
1√
3
−
√
2
3
0 1√
3

 −12
√
3
2
0
−
√
3
2
−1
2
0
0 0 1


1√
6
1√
6
−
√
2
3
− 1√
2
1√
2
0
1√
3
1√
3
1√
3

=
 0 1 00 0 1
1 0 0
 . (RO − 120◦)
In the case of R = R2R1,
R1,1,1 =

1√
6
− 1√
2
1√
3
1√
6
1√
2
1√
3
−
√
2
3
0 1√
3

 −12 −
√
3
2
0√
3
2
−1
2
0
0 0 1


1√
6
1√
6
−
√
2
3
− 1√
2
1√
2
0
1√
3
1√
3
1√
3

=
 0 0 11 0 0
0 1 0
 . (RO 120◦)
In the case of R = R2R1R2.
R1,1,1 =

1√
6
− 1√
2
1√
3
1√
6
1√
2
1√
3
−
√
2
3
0 1√
3

 −12 −
√
3
2
0
−
√
3
2
1
2
0
0 0 1


1√
6
1√
6
−
√
2
3
− 1√
2
1√
2
0
1√
3
1√
3
1√
3

=
 1 0 00 0 1
0 1 0
 . (RE z = y)
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B The definition of the permanent
For n-degree square matrix
A =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
...
an1 an2 · · · ann
 ,
we consider the sum ∑
σ
aσ(1)1aσ(2) · · · aσ(n)n.
Here,
∑
σ
runs over all the n! terms in all the permutations in the set {1, 2, · · · , n}.
We call this the permanent of A and write it as
Perm(A) = Perm

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
...
an1 an2 · · · ann
 .
Also, we call this the n-degree permanent of an n × n square matrix. This is
with changed sign ε(σ) of the determinant
|A| =
∑
σ
ε(σ)aσ(1)1aσ(2) · · · aσ(n)n =
∣∣∣∣∣∣∣∣∣
a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
...
an1 an2 · · · ann
∣∣∣∣∣∣∣∣∣
into +1.
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