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Abstract
The Rosenbrock function is an ubiquitous benchmark problem for numerical optimi-
sation, and variants have been proposed to test the performance of Markov Chain Monte
Carlo algorithms. In this work we discuss the two-dimensional Rosenbrock density, its
current n-dimensional extensions, and their advantages and limitations. We then pro-
pose our own extension to arbitrary dimensions, which is engineered to preserve the
key features of the density and offers a challenging test problem.
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1 Introduction
The Rosenbrock function is a popular test problem in the optimisation literature (Rosen-
brock, 1960), due to its challenging features: its minimum is located at the bottom of a
narrow parabolic valley, where a small change in direction can lead to a steep increase of
the gradient. The original function can be turned into a probability density that main-
tains these steep gradients, and has been adopted by the Markov Chain Monte Carlo
(MCMC) community to serve as a benchmark problem when testing MCMC algorithms
[Goodman and Weare (2010)] 1.
The first MCMC method (Random Walk Metropolis Hastings) dates back to the 1950s,
when the scientists working on the Manhattan Project in Los Alamos used it to simu-
late systems of particles [Metropolis et al. (1953)]. After that, MCMC remained largely
confined to the physics literature until the 1990s, when [Gelfand and Smith (1990)] pop-
ularised it to the statistics community. This spurred a new wave of research efforts that
yielded advanced algorithms such as the Metropolis-adjust Lengevin algorithm (MALA)
[Roberts (1997)], Reversible Jumps MCMC [Green (1995)], Hamilton Monte Carlo (HMC)
[Duane (1987)]2 among others. See [Robert and Casella (2011)] for a historical perspective.
One of the current frontiers of research in this field is developing algorithms (e.g.
[Girolami et al. (2011)] and [Parno (2014)]) that can sample efficiently from densities that
have marginals with non-constant correlation structure. Such shapes make it is difficult to
move efficiently from one region of the density to an entirely different region.
Non-linear, challenging marginal distribution structures often arise when dealing with
complex or hierarchical models, such as in cosmology [Dark Energy Survey (2017)], epi-
1Common tests performed on new MCMC algorithms include convergence to the stationary distribution,
speed of convergence, efficiency on targets with specific features, such as curved marginal densities.
2HMC was actually developed in the 1980s in the physics literature, but its properties were studied
extensively only recently. See [Neal (2010)] for more details.
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demiology [House (2016)], chemistry [Cotter (2019)], finance [Kim et al. (1998)], biology
[Christensen (2003), Sullivan et al. (2010)], ecology [Rockwood (2015)] and many other
subject areas. Models in particle physics [Feroz (2008), Allanach (2007)] often exhibit
highly complex posterior distributions, which through clever reparametrisation can be
successfully mapped to more linear shapes. However, this is not always possible or the
reparametrisation may not solve the problem entirely, thus requiring efficient sampling al-
gorithms. In many cases, standard MCMC methods like the Random Walk Metropolis
can take a prohibitively long time to return a good sample from the posterior distribution.
Therefore, new, more capable sampling algorithms have to be designed to be able to deal
with this class of problems.
Researchers developing new methods for distributions of non-linearly correlated random
variables often test their algorithms on only a handful of benchmark models, amongst which
the (2-dimensional) Rosenbrock density is quite popular [Hogg and Foreman-Mackey (2018)].
However few properties of the density have been investigated and formalised, especially re-
garding multivariate extensions of the density for the purpose of MCMC sampling.
In this paper we discuss test distributions which have to satisfy five main criteria: i)
It must have complex marginal density structure. ii) It must be easily extendable to
arbitrary dimensions. iii) The normalising constant must be known. iv) The effect that
the parameters have on the shape of the distribution should be clear. If iv) is satisfied,
the researchers can tweak the parameters to obtain exactly the shape and features they are
interested in for their experiments, and when testing the correctness of their algorithms,
they can rely on analytic results rather than numerical approximations. v) It should be
easy to obtain a direct Monte Carlo sample from the test distribution.
We develop what we call the Hybrid Rosenbrock distribution, which satisfies all the
criteria outlined above. The Hybrid Rosenbrock distribution can be used by researchers
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developing new MCMC methods, to test how algorithms perform on distributions with
curved 2-d marginals. However, the Hybrid Rosenbrock distribution could also be used by
savvy MCMC practitioners to perform algorithm selection: the shape and features of the
Hybrid Rosenbrock can be tweaked to match those of the model of interest. That would
provide the practitioners with a tailor made toy problem to test their algorithm of choice,
and assess how well it performs when compared with the true solution.
Moreover, the Hybrid Rosenbrock distribution can be used to test the accuracy of algo-
rithms that aim to estimate the normalising constant of a kernel [Gelfand and Smith (1990)],
[Satagopan et al. (2000)]. Prominent approaches include [Chib (1995)], [DiCiccio (1997)]
and [Jasra et al. (2006)], among various other contributions. Due to the number of ap-
proaches suggested, having a challenging benchmark problem for which the normalising
constant is known would prove a valuable assessment tool.
The structure of the paper is as follows. In Section 2 we review the main computational
tool we used in this work, the algorithm sMMALA. In Section 3 we review the current lit-
erature on 2-d Rosenbrock distributions and available n-dimensional extensions. In Section
4 we show how to calculate the normalising constant for the 2-d case, and why it cannot
be calculated in the same way for the other variants of the Rosenbrock kernel in the litera-
ture. In Section 5 we present our n-dimensional extension, and discuss how it improves on
the shortcomings of current solutions. In Section 6 we further substantiate our claims by
providing numerical results.
2 Tools for Testing
As none of the distributions listed in the Current Literature Section has known normal-
ization constant, we used MCMC methods to infer their shapes and plot them. All the
distributions described in this work have very peculiar features, i.e. they look like thin and
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elongated curved ridges, which can be problematic to explore for MCMC algorithms. For
this reason we selected a state of the art algorithm, which is one of the few MCMC methods
that can successfully cope with those features: the Simplified Manifold MALA (sMMALA)
[Girolami et al. (2011)].
The sMMALA algorithm, based on the MALA algorithm from [Roberts (1997)], is part
of a class of algorithms that use local information about the target when proposing a move
in the state space. Such local information is often the gradient, the Hessian or the Fisher
Information matrix of the target.
In our case, the sMMALA algorithm will propose a move in the state space from the
current state x according to the Equation
x′ = x+
h
2
Σ(x)∇ log pi(x) +Nn(0, hΣ(x)) ,
where x ∈ Rn, Σ(x) is a positive definite matrix, and h ∈ R+ is the step size of the
algorithm, parameter tuned by the user to achieve the desired level of acceptance. The
proposed x′ then is accepted with a Metropolis acceptance/rejection step which ensures
that the sample from sMMALA comes from the correct distribution.
Notice how both the drift and noise term in Equation (2) depend on the current position
x, and the local curvature of the target pi(x) at x, represented by Σ(x).
In our view the most convenient choice of Σ(x) is given in [Betancourt (2013)], which
uses a regularised version of the Hessian, derived by multiplying its eigenvectors by the
absolute value of the eigenvalues. If the eigenvalues are too small, the eigendecomposi-
tion may be unstable, so the algorithm regularises the Hessian further by increasing the
problematic eigenvalues by a factor of 1/α, where α is a user defined parameter.
In the rest if this work, sMMALA will be our main tool to infer the shape of a distri-
bution and empirically test the theoretical claims we make.
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3 Current Literature
3.1 The 2-d Rosenbrock Distribution
Figure 1: Surface plot of the 2-d Rosenbrock density as described in Equation (1).
The simplest non-trivial case of the Rosenbock density is the 2-d case, where the kernel
can be written as
pi(x1, x2) ∝ exp
{−[100 (x2 − x21)2 + (1− x1)2]/20} , x1, x2 ∈ R . (1)
We follow [Goodman and Weare (2010)] when rescaling (1) by 1/20, so that the distribution
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– shown in Figure 1 – takes the shape of a curved narrow ridge, which is normally quite
challenging for MCMC algorithms.
It is not quite clear from the literature how the shape of the kernel in (1) is affected by
changes in the coefficients. Moreover, the normalising constant is generally unknown, and
there is no codified dimensional extension of the distribution past n = 2. Two methods have
been proposed in the literature, and we will review them by pointing out their advantages
and limitations.
3.2 Full Rosenbrock Distribution
We will refer to the n-dimensional extension in [Goodman and Weare (2010)] as “Full
Rosenbrock” kernel in the following paragraphs. This extension is derived from Equation
(1) and has the following structure:
pi(x) ∝ exp
{
−
n−1∑
i=1
[
100 (xi+1 − x2i )2 + (1− xi)2
]
/20
}
, (2)
with x = [x1, . . . , xn] ∈ Rn. The normalising constant is unknown. In three dimensions the
kernel above can be written as
pi(x) ∝ exp{− [100 (x2 − x21)2 + (1− x1)2 + 100 (x3 − x22)2 + (1− x2)2] /20} , (3)
with x ∈ R3. Figure 2 shows contour plots of a 2 million sample obtained running a
sMMALA algorithm on Equation (3), with starting point x = 1, h = 1.5, and α = 1e+6.
We want to draw attention to the joint distribution of the first two random variables
x1, x2 in Figure 2, which we show in more detail in Figure 3, compared to the same two
variables from the 2-d Rosenbrock kernel. It is easy to see that extending the kernel from
a 2-d Rosenbrock to a 3-d Full Rosenbrock significantly changed the joint plot between the
7
Figure 2: Contour plot of a 3-d Full Rosenbrock density, as described in Equation (3),
obtained via sMMALA.
variables x1 and x2: the long narrow ridge has become much more concentrated around the
mode. This is a serious drawback, and contrary to the requirement for the density to pose
an adequate challenge to MCMC algorithms.
The Full Rosenbrock distribution does have some desirable features: as each new vari-
able is directly dependent on the squared value of the previous random variable, the gradient
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Figure 3: Contour plots of a 2-d Rosenbrock density as described in Equation (1), and of
the x1 and x2 variables from a 3-d Full Rosenbrock kernel from Equation (3).
of each new dimension added increases quite steeply. Such densities (e.g. Neal’s Normal
[Neal (2010)]) are known to pose a challenge to MCMC algorithms. However, as the dis-
tribution dimension is increased, the variance of the additional random variables grows
rather quickly (depending on the choice of parameters), as it is reasonable to expect when
repeatedly taking the square of quantities. With variances growing this fast, numerical
computations may not be stable beyond a certain number of dimensions.
Furthermore, as n increases, the mass of the joint distribution of x1 and xn becomes
progressively more concentrated around 0, and diminishing when approaching the tails.
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The resulting shape of the distribution is not particularly challenging as a test problem
for MCMC algorithms, as the bulk of the distributions mass remains in a flat region with
near-constant joint density structure.
This concern and previous considerations suggest that it may not be advisable to extend
this distribution beyond a certain number of dimensions.
3.3 Even Rosenbrock Distribution
In the optimisation literature, [Dixon (1994)] proposes a simpler version of the Full Rosen-
brock function used in Section 3.2, which can be easily turned into a kernel as
pi(x) ∝ exp
−
n/2∑
i=1
[
(x2i−1 − µ2i−1)2 − 100 (x2i − x22i−1)2
]
/20
 , (4)
maintaining the 1/20 scaling, with x ∈ Rn, where n must be an even number. The normal-
ising constant is unknown. This density could be described as the product of a sequence of
2-d Rosenbrocks which are pairwise independent. With n = 4 and µ1 = µ3 = 1, Equation
(4) reduces to
pi(x) ∝ exp{− [(x1 − 1)2 + 100 (x2 − x21)2 + (x3 − 1)2 + 100 (x4 − x23)2] /20} . (5)
Sampling from Equation (5) with sMMALA3, the result is shown in Figure 4.
This evidently is a more straightforward formulation than Equation (3) with fewer
problematic dependencies, as the round shapes and lack of ridges in the lower left plots
of Figure 4 for (x1, x3), (x1, x4), (x2, x3) and (x2, x4) confirm. This formulation, unlike the
Full Rosenbrock distribution, does maintain the shape of the joint distributions in higher
dimensions and possess inherently stable covariances. However, only a small fraction of the
3We used a sMMALA algorithm tuned exactly as in the previous Section.
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Figure 4: Contour plot of a 4-d Even Rosenbrock density, as described in Equation (4). Most
of the joint distributions are uncorrelated. The highest probability contours are somewhat
noisy due to sample variation.
joint distributions, exemplified by (x1, x2) and (x3, x4) will be curved narrow ridges, as the
majority of the joint distributions will be uncorrelated. Furthermore the joint distributions
will all have similar scales, which also significantly reduces the difficulty of the problem.
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4 Normalising constant and
Interpretation of the Parameters
The normalising constant is unknown for all the examples seen in Section 3. However, we
found that we can rewrite the 2-d Rosenbrock function from Equation (1) as follows:
pi(x1, x2) ∝ exp
{−a(x1 − µ)2 − b(x2 − x21)2}
∝ exp
{
− 1
2 12a
(x1 − µ)2 − 1
2 12b
(x2 − x21)2
}
. (6)
Note that a, b ∈ R+, µ ∈ R, x1, x2 ∈ R, and in our specific case, a = 1/20, b = 100/20,
µ = 1. That should make it obvious that the density is composed of two normal kernels,
i.e. pi(x1, x2) = pi(x1)pi(x2|x1), where
pi(x1) ∼ N
(
µ,
1
2a
)
, pi(x2|x1) ∼ N
(
x21,
1
2b
)
.
Proposition 1. The 2-d Rosenbrock kernel shown in (6) integrates to pi/
√
ab.
Proof. We begin by integrating Equation 6 over the domain R2:
∫ ∞
−∞
∫ ∞
−∞
exp
{
− 1
2 12a
(x1 − µ)2 − 1
2 12b
(x2 − x21)2
}
dx1 dx2 =
=
∫ ∞
−∞
exp
{
− 1
2 12a
(x1 − µ)2
}∫ ∞
−∞
exp
{
− 1
2 12b
(x2 − x21)2
}
dx1 dx2 .
We can apply a change of variables in the second integral, v = x2 − x21, which becomes,
=
∫ ∞
−∞
exp
{
− 1
2 12a
(x1 − µ)2
}∫ ∞
−∞
exp
{
− 1
2 12b
v2
}
dv dx2 ,
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expression that highlights the two kernels x1 ∼ N (µ, 1/2a) and v ∼ N (0, 1/2b). Therefore,
solving the integrals,
=
√
2pi
1
2a
√
2pi
1
2b
=
pi√
ab
.
Formulating the problem in this particular way also provides us with a simple inter-
pretation for the coefficients: 1/2a is the variance of the first normal distribution in the
x1 dimension, while 1/2b is the variance of the second normal distribution, which is con-
centrated in the x2 dimension around the manifold given by the parabola x
2
1. Therefore,
increasing 2a increases the slope of the distribution along the parabola, while increasing
2b decreases the dispersion around the parabola. Naturally, the variances of the marginals
will be slightly different from those of the conditionals, as the 2-d distribution has to be
projected on the corresponding axes.
Moreover, the structure of the 2-d problem is such that we can use the chain rule of
probability to split the joint density into its conditional densities as factors. We can then
sample from the conditional distributions independently, and calculate estimates, credibility
regions, QQ-plots and more.
Given all these desirable properties, it is highly convenient to find an n-dimensional
extension to the 2-d Rosenbrock density that preserves this structure, together with the
other critera outlined in Section 1.
In light of this, we can explain why the Full Rosenbrock kernel changes shape as its
dimension increases. From Equation (3), a 3-d Full Rosenbrock model, we can derive the
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following general expression:
pi(x) ∝ exp{−a(x1 − µ1)2 − b(x2 − x21)2 − c(x2 − µ2)2 − d(x3 − x22)2} , (7)
where x ∈ R3 and a, b, c, d ∈ R+, µ1, µ2 ∈ R. While the first and fourth terms are two
normal kernels in x1 and x3 and can be easily isolated, the x2 kernel is now composed
of two terms. From this follows that the integral of (7) with respect to x3, does not yield
Equation (1), which we consider a necessary property of our dimensional extension of the 2-
d Rosenbrock distribution (i.e. the marginal density must maintain the desired shape). By
expanding the squares in the second and third terms of Equation (7) to a sum of monomials
and adding and subtracting terms, it is possible to obtain a single normal kernel for x2 by
completing the square:
−b(x2 − x21)2 − c(x2 − µ2)2 =
= −1
2
x2 − 2bx21+2cµ22b+2c
1√
2b+2c
2 − (2bx21 + 2cµ2)2
2(2b+ 2c)
− 1
2
(2bx41 + 2cµ
2
2) , (8)
which can be substituted back in (7). The first term in (8) represents the new normal kernel
for x2, i.e.
x2 ∼ N
(
(2bx21 + 2cµ2)
2
2b+ 2c
,
1
2b+ 2c
)
. (9)
We omitted x2 in the last term of (7) as it disappears after integration by the variable x3,
as we showed in the proof of Proposition 1 . The other terms in (8) are remaining terms
from the calculations that we cannot simply include in the normalising constant, because
they depend on x1. This changes the distribution of x1, which loses its normality and is
now a random variable of an unknown distribution, and we cannot sample from it directly.
The variance of x2 also decreases significantly, as we can observe in Equation (9) where the
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parameter changes from 1/2b to 1/(2b+ 2c). For n > 3, the same changes apply to all the
variables except for the last variable xn.
5 Hybrid Rosenbrock Distribution
The overall goal of this paper is to find one n-dimensional distribution that fulfills the four
criteria of: i) Narrow and curved marginal density functions, ii) extendibility to higher
dimensions preserving its marginal structure, iii) analytic computability, and iv) direct
sampling. These properties are vital for a suitable benchmark distribution. Furthermore,
we want to permit different variables to have very different scales, a property we found
studying the Full Rosenbrock from Section 3.2. This feature, coupled with the non-linear
marginal density structure presents a very good challenge to most MCMC algorithms.
The Hybrid Rosenbock density fulfills all of the outlined criteria, providing a problem
where every single joint distribution has a sufficiently complex structure. The Hybrid
Rosenbrock distribution can be written as:
pi(x) ∝ exp
−a(x1 − µ)2 −
n2∑
j=1
n1∑
i=2
bj,i(xj,i − x2j,i−1)2
 , (10)
where µ, xj,i ∈ R; a, bj,i ∈ R+ (∀j, i) and the dimension of the distribution is n = (n1 −
1)n2 + 1. The index i is used within a “block” of variables, with n1 denoting the block size,
and the index j used to sum across the amount n2 of blocks. The indices on the coefficients
bj,i follow the block structure as do the indices on the random variables xj,i. The variable
xj,1 = x1,∀j = 1, . . . , n1 only has one index, as it is common to all blocks.
As an example, a Hybrid Rosenbrock distribution in 5-d could be organised in two
blocks of “three” variables each. The blocks would share the first variable, x1, hence its
single index and the fact that two blocks of six variables compose a five dimensional joint
15
distribution. The variables belonging to the first block would be x1, x1,2, x1,3, while the
variables belonging to the second block would be x1, x2,2, x2,3.
Equation (10) is quite general: taking n2 = 1 and n1 = 2, it reduces exactly to the 2-d
Rosenbrock. Taking n2 = 1 and n1 = 3, it reduces to
pi(x) ∝ exp{−a(x1 − µ)2 − b1,2(x1,2 − x21)2 − b1,3(x1,3 − x21,2)2} , (11)
which is a distribution not dissimilar from the Full Rosenbrock from Equation (7). However,
the variance of x1,3 in the Equation above is considerably higher than the variance of x3
in Equation (3), but the original shape is maintained in its marginal distributions, and it
preserves the conditional normal structure4. Taking n2 = 2, n1 = 2, this distribution looks
like what would be reasonable to expect from a multivariate version of the 2-d Rosenbrock
density: every joint plot is either a parabolic, or straight ridge where the scales of the
variable remain the same as in the 2-d case. We can increase the dimensions even further,
with n2 = 2, n1 = 3. The resulting kernel in n = (n1− 1)n2 + 1 = 5 dimensions is shown in
Equation (12) and its shape can be seen in Figure 5.
pi(x) ∝ exp
{
− a(x1 − µ)2 − b1,2(x1,2 − x21)2 − b1,3(x1,3 − x21,2)2
− b2,2(x2,2 − x21)2 − b2,3(x2,3 − x22,2)2
}
. (12)
Here, x ∈ R5, µ = 1, a = 1/20 and bj,i = 100/20 (∀j, i).
The kernel in Equation (12) is much more challenging for MCMC algorithms than any
of the previous ones. Unlike the Even Rosenbrock distribution, the random variables from
each block are correlated, as they all depend on the common variable x1. This results in
4 That is because we omitted the higher order terms containing x1 that was causing problems, as explained
in Section 4.
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Figure 5: Contour plot of a (n1, n2) = (3, 2) Hybrid Rosenbrock density as described in
Equation (10), with parameters a = 1/20, bj,i = 100/20 (∀j, i), µ = 1, obtained via direct
sampling. Every joint distribution is either a straight or curved ridge.
straight and curved ridges with very long tails in the marginal densities, as shown in Figure
5. However, all the factors of the distribution are still conditionally or unconditionally
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normal, which allows us to calculate the normalising constant much in the same way as
before.
Proposition 2. The integral of (10) is pi
n/2
√
a
∏n1,n2
i=2,j=1
√
bj,i
, where n = (n1 − 1)n2 + 1.
Proof. The proof is similar to Proposition 1, using the conditional structure of the density
to split the integrals of the normal kernels, and solve them one at a time.
∫
Rn
exp
−a(x1 − µ)2 −
n2∑
j=1
n1∑
i=2
bj,i(xj,i − x2j,i−1)2
 dxn2,n1 . . . dx1 = (13)
=
∫
R
exp
{−a(x1 − µ)2} n2∏
j=1
n1∏
i=2
∫
R
exp
{−bj,i(x1,i − x21,i−1)2} dxn2,n1 · · · dx1 ,
by splitting the terms in the exponential function. We can now isolate the last integral,
with indices j = n2 and i = n1, as
=
∫
R
exp
{−a(x1 − µ)2} n2∏
j=1
n1−1∏
i=2
∫
R
exp
{−bj,i(x1,i − x21,i−1)2}× (14)
×
∫
R
exp
{
−bn2,n1(xn2,n1 − x2n2,nn1−1)
2
}
dxn2,n1dxn2,n1−1 · · · dx1 .
From Proposition 1 we know that by changing variables vn2,n1 = xn2,n1 − x2n2,n1 ,∫
R
exp
{
−bn2,n1(xn2,n1 − x2n2,nn1−1)
2
}
dxn2,n1 =
√
pi
bn2,n1
.
We can substitute this result back into (14), which becomes
=
√
pi
bn2,n1
∫
R
exp
{−a(x1 − µ)2} n2∏
j=1
n1−1∏
i=2
∫
R
exp
{−bj,i(x1,i − x21,i−1)2} dxn2,n1−1 · · · dx1 .
(15)
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We can apply the same procedure to all the integrals in Equation (15) in turn, starting
from the remaining last variable n1− 1 of the last block n2, until the very first variable x1.
This operation yields
∫
Rn
exp
−a(x1 − µ)2 −
n2∑
j=1
n1∑
i=2
bj,i(xj,i − x2j,i−1)2
 dxn2,n1 . . . dx1 = pin/2√a ∏n1,n2i=2,j=1√bj,i .
Using the conditional normal structure of the problem, it is possible to sample from the
joint distribution directly using the following algorithm.
Algorithm 1: Pseudocode to sample from a Hybrid Rosenbrock Distribution
1 for k = 1, . . . , N do
2 X1 ∼ N
(
µ, 12a
)
3 for j = 1, . . . , n2 do
4 for i = 2, . . . , n1 do
5 Xj,i|Xj,i−1 ∼ N
(
x2j,i−1,
1
2bji
)
6 end
7 end
8 X(k) = (X(1), X1,2, . . . , Xn2,n1)
9 end
10 return
(
X(1), . . . , X(N)
)
6 Numerical Tests
In this section we conduct numerical experiments to further substantiate our statements in
the previous sections. We performed our tests on the (n1, n2) = (3, 2) Hybrid Rosenbrock
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distribution described in (12), i.e.
pi(x) ∝ exp
{
− a(x1 − µ)2 − b1,2(x1,2 − x21)2 − b1,3(x1,3 − x21,2)2
− b2,2(x2,2 − x21)2 − b2,3(x2,3 − x22,2)2
}
, (16)
with x ∈ R5, µ = 1, a = 1/20 and bj,i = 100/20, i = 2, 3, j = 1, 2, 3. We compared a
sample drawn from the kernel above following Algorithm 1, with a sample from the same
distribution drawn using a sMMALA algorithm.
Algorithm 1 was run to obtain 2 million samples, while the algorithm sMMALA was
run with α = 1e+6, step size h = .3, for 20 million samples. The step size h was chosen
so that sMMALA would achieve an acceptance rate of roughly 50%. Successively, for
computational reasons we reduced the final number of samples to 2 millions by discarding
nine out of each ten samples that we obtained from the algorithm sMMALA. The QQ-plots
for each variable in Equation (16) are showed in Figure 6.
The top left plot in Figure 6 shows the QQ-plot for the variable x1. The red line,
representing the empirical quantiles obtained from the sMMALA sample, follows quite well
the black line, which represents the empirical quantiles calculated from Algorithm 1. Even
more so when taking into consideration the 99% credibility region, where the black and red
lines almost completely overlap.
The variables x1,2 and x2,2, shown in the middle plots, have tails that stretch moderately
far from the mode. Again, the algorithm sMMALA agrees quite well with the sample from
Algorithm 1: the red line diverges from the black only near the upper edge of the plot, much
further away from the mode than the blue cross representing the empirical 99% credibility
region of the density.
The last two plots on the right side of Figure 6 show the QQ-plots for variables x2,2
20
Figure 6: QQ-plots for each variable of Equation 16.
and x2,3, which have tails that reach very far from the mode. Once again, the agreement
between sMMALA and Algorithm 1 is remarkable.
The only discrepancy between the quantiles of Algorithm 1 and sMMALA is in the
furthers areas of tails region of the target. This is because MCMC algorithms are known to
have trouble visiting the tails and returning to the mode quickly, while direct Monte Carlo
sampling does not suffer from this drawback.
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In order to control for the Monte Carlo error originating from Algorithm 1, we repeated
the same experiment with 4 million samples taken from Algorithm 1, instead of 2. The
results in Figure 6 did not change significantly, leading us to believe that the Monte Carlo
error that Algorithm 1 introduces in our analysis is negligible.
7 Conclusions
The (2-d) Rosenbrock distribution is a common benchmark problem in Markov Chain Monte
Carlo sampling, when testing algorithms on densities with curved 2-d marginal densities.
However, as its normalising constant is not generally known, it can be hard to precisely
assess the quality of the results. This is particularly true for distributions of higher dimen-
sions, as the optimisation literature provides multiple ways to extend the 2-d Rosenbrock
function, but neither shape nor statistical properties of the resulting distributions are well
documented. This may lead to confusion in the interpretation of the results, as it can seem
that an algorithm is working appropriately while it is struggling to simulate entire regions
of the distribution’s support.
In this paper we have provided the normalising constant for the 2-d Rosenbrock density,
by splitting the density into conditional normal kernels. This property can also be used
to obtain a direct Monte Carlo sample from the density. Furthermore, we showed that
by carefully extending the 2-d distribution to n dimensions, it is possible to obtain a test
problem with some very appealing features. Firstly, it is well defined and its statistical
properties can be derived by simple integration. Secondly, the problem has a very challeng-
ing structure with all the 2-d marginal distributions appearing as straight or curved ridges.
Lastly, the variables have highly different scales, a feature that increases the difficulty of the
test problem. Furthermore, we characterised the effect of the parameters on the shape of
the distribution, which can be changed by algorithm developers to provide a test problem
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with the exact properties and dimension needed. These properties also qualify the Hybrid
Rosenbrock distribution as a good benchmark model for the computation of normalising
constants.
Finally, we have verified the accuracy of the proposed distributions and their adequacy
as a challenging benchmark problem with numerical experiments, where the performance
assessment was made tremendously more accurate by the availability of analytic solutions
for the Hybrid Rosenbrock density.
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