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Abstract
Quality of Service (QoS) is of extreme importance in accommodating the increasingly diverse range of services and types
of traffic in present day communication networks and delay is one of the most important QoS metrics. This paper presents a new
approach for constraining queueing delay in a buffer to a specified level as the arrival rate changes with time. A discrete-time control
algorithm is presented that operates on a buffer (queue) which incorporates a moveable threshold. An algorithm is developed that
controls the delay by dynamically adjusting the threshold which, in turn, controls the arrival rate. The feasibility of the system is
examined using both theoretical analysis and simulation.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
With the rapid development of the Internet, Quality of Service (QoS) has become one of the most critical issues in
present networks, enabling different types of traffic to satisfy specified QoS constraints. Constraining end-to-end delay
to a specified value is a key QoS requirement. In many cases the most significant component of end-to-end delay is
the queueing delay. An efficient mechanism to control the queueing delay is therefore vitally important if end-to-end
delay is to be constrained to a specified value and jitter (packet delay variation) is to be minimised. A trade-off may
also need to be established with packet loss depending on the type of service.
In packet-switched networks such as the Internet, a number of mechanisms have been proposed to manage delay.
The traditional technique is to set a maximum length (in terms of packets) for each queue, accept packets for the
queue until the threshold is reached, then drop subsequent incoming packets until the queue length decreases due to
packet transmission [1]. This buffer management scheme is referred to as “tail drop.” This method has been employed
for several years with some success, but it has two major drawbacks ‘Lock-Out’ and ‘Full Queues’ [2]. Also, this
mechanism can give poor results if the arrival rate varies with time.
In order to solve these problems, some active queue management (AQM) mechanisms have been proposed and
implemented to manage the queue lengths, reduce end-to-end latency and packet dropping to avoid lock-out phenom-
ena so that the control of congestion can be achieved by the use of appropriate buffer management schemes. These
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scheme where the virtual queue is adaptive [6–8] and a proportional integral controller mechanism [9], among others.
These buffer management mechanisms usually operate in conjunction with TCP and in this case rely on feedback to
a source via a corresponding TCP acknowledgement profile. The size of a “congestion window” can thus be adjusted,
which effectively changes the arrival rate into the corresponding buffer accordingly.
An alternative to the above is to change the service rate by regularly adjusting the allocated bandwidth over a
packet-level time scale so that a given QoS can be attained. This is known as adaptive bandwidth control (ABC) and
a number of closed loop type algorithms have been proposed for doing this. An excellent survey of ABC mechanisms
can be found in [10].
In this paper our aim is to constrain queueing delay through a buffer to a specified value in an environment where
the arrival rate randomly varies with time. This is done by using a bang-bang type closed-loop control strategy of
switching the arrival rate on or off at appropriate times depending on the instantaneous queue length in relation to a
moveable threshold in the buffer.
The rest of the paper is organised as follows. Section 2 describes the control strategy while Section 3 describes
and analyses the discrete-time queueing model used. Section 4 presents numerical evaluation results for the control
algorithm applied to this model and Conclusions and future work follow in Section 5.
2. The control strategy
The control algorithm proposed essentially operates in discrete-time. We have also chosen to model the queueing
system in discrete-time. This is for two reasons: The main reason is that in reactive type control mechanisms, such as
the congestion control strategies currently used in TCP, a fundamental time unit is the round trip time (RTT). Although
this varies depending on the queueing delay in the end to end path, it can conveniently be represented as time slot or
some other larger unit which is a multiple of time slots (e.g., a time window) in a discrete time model. The second
reason is for compatibility of analysis with the control algorithm, which essentially operates in discrete time.
We therefore consider a discrete-time environment where time is divided into slots which can have either a fixed
or variable length but are assumed to have a known mean value. We also define a time window to be a large integral
multiple of slots. Typically we have taken time windows in the range 1000–10,000 slots. Figure 1 shows a schematic
diagram of the system. It is assumed that the RTT from arrival process to queue and back to the arrival process via
the delay controller is less than one time window. The arrival process can thus be signalled to switch off from one
slot to the next. This signalling might, in practice, be carried out by an acknowledgement mechanism but this is not
considered here.
Index time by k = 0,1,2, . . . and define time window k to be the interval (k − 1, k]. Now define the following:
Dˆk+1 is target mean delay over (k, k + 1]; Dr is required mean delay (QoS constraint); Dk is measured mean delay
over (k − 1, k]; Gk−1 is cumulative delay error over (0, k − 1] with G0 = 0; Lk+1 queue threshold over (k, k + 1];
αk is measured mean arrival rate over (k − 1, k]; β is service rate.
Fig. 1. Schematic diagram of the system.
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by observing the buffer content in each time slot, adding the values together, and then dividing by the number of time
slots in the window. The delay error in time window k is then calculated as Dr − Dk . Then Gk can be expressed as:
Gk = kDr −
k∑
i=1
Di, k = 1,2, . . . . (1)
This can be calculated iteratively on a window by window basis as:
Gk = Dr − Dk + Gk−1. (2)
Then at time k we can predict target mean delay at time k + 1, Dˆk+1, to satisfy:
Dr = D1 + D2 + · · · + Dk + Dˆk+1
k + 1 . (3)
Then, using Eqs. (1), (2) and (3) we obtain:
Dˆk+1 = 2Dr − Dk + Gk−1, k = 1,2, . . . and G0 = 0. (4)
Thus, having predicted, Dˆk+1, the target mean delay in the next time window, the next step is to obtain a relationship
between Dˆk+1 and the threshold setting for the next time window, Lk+1, that will give this delay. To do this we require
to carry out a queueing analysis as in the next section.
3. Queueing model
This section presents the proposed discrete-time queueing model for the control strategy, which includes the arrival
model, system model description and performance measures.
3.1. The arrival model
To provide a random variation of arrival rate in our system, we use a two-state Markov Modulated Bernoulli Process
(MMBP-2) as the arrival process. This can be easily extended to an m-state MMBP though the numerical calculation
is more complicated. The arrival process spends a geometric duration of time slots in each state (cf. Fig. 2) [11,12].
Call the two states of the arrival process A and B . When the arrival process is in state-A in time-slot k, it generates
an arrival with probability αA and remains in this state in the next time-slot (k+1) with probability p. Similarly, when
the arrival process is in state-B in time-slot k, it generates a packet with probability αB and remains in state-B in the
next time-slot (k + 1) with probability q . The transition probability from state-A to state-B is 1 − p, and from state-
two to state-one is 1 − q . So the probability that a time-slot contains an arrival is a Bernoulli process with a parameter
(αA or αB ) that varies according to a two-state Markov process, which is independent of the arrival process [11].
According to the Markov theory, the steady state probabilities of the MMBP-2 in state-A and state-B (e.g., P(A)
and P(B)) can be obtained from the balance equations for this two-state chain and are given by [11]:
P(A) = (1 − q)/(2 − p − q), (5)
P(B) = (1 − p)/(2 − p − q). (6)
Fig. 2. Two-state MMBP.
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In the proposed discrete-time queueing system for the control strategy, we will assume that departures always take
place before arrivals in any unit time (slot). There is a finite waiting room of K packets, including any in service,
and a queue threshold is at position L. The queueing discipline is first-come first-served. If the number of packets in
the system reaches the threshold, then the source is signalled to stop sending packets. Otherwise the source operates
normally. This is done by feedback from the queue to the arrival process. The mean queue length and mean arrival
rate are measured over each time window k and the information is used to compute the value of the threshold for the
next time window k + 1 to bound the delay at the required value. Adjusting the threshold, in turn, controls the arrival
rate (cf. Fig. 1).
3.3. Queueing analysis
In each state of the source model, the probability that a time-slot contains an arrival is a Bernoulli process with a
parameter (αA or αB ) that varies according to a two-state Markov process, which is independent of the arrival process.
So the model is an MMBP/Geo/1/K queue. However, provided the length of a time window is chosen to be much
smaller than the mean time the arrival process remains in the same state (e.g., 10 times smaller), then over most time
windows the model can be approximated by a Geo/Geo/1/K queue in the steady state. That is, the arrival process
can be viewed as Bernoulli except in those few time windows where a state change in the arrival process occurs. The
state transition diagram for a Geo/Geo/1/K queue with threshold at position L = K − 1 is shown in Fig. 3. The
queue length process is a Markov chain with a finite state space. It is not difficult to show that this Markov chain is
irreducible, aperiodic and recurrent non-null, and thus has a unique stationary probability distribution [13].
Under the condition of α = β , we assume threshold L = K − 1 firstly, then generalise L = K − i which means the
threshold can be adjusted to any position in the queue. The balance equations of the discrete-time finite queue with a
threshold L = K − 1 can be expressed as following through the state transition diagram (cf. Fig. 3):
π0 = π0(1 − α) + π1
[
β(1 − α)], (7)
π1 = π0α + π1
[
αβ + (1 − α)(1 − β)]+ π2[β(1 − α)], (8)
and in general
πi = πi−1
[
α(1 − β)]+ πi[αβ + (1 − α)(1 − β)]+ πi+1[β(1 − α)], i = 2,3, . . . ,K − 3, (9)
πK−2 = πK−3
[
α(1 − β)]+ πK−2[αβ + (1 − α)(1 − β)]+ πK−1β, (10)
πK−1 = πK−2
[
α(1 − β)]+ πK−1(1 − β). (11)
Solving equations recursively, and writing γ = α(1−β)
β(1−α) , the equilibrium probability can be expressed in terms of π0
as:
πi = π0 γ
i
(1 − β) , 1 i K − 2, (12)
Fig. 3. State transition diagram for independent Bernoulli process in each phase with threshold.
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(
1 − α
1 − β
)
, in state K − 1. (13)
Then we use the normalising equations
∑K−1
i=0 πi = 1, thus π0 can be obtained as follows:
π0 = (1 − β)(1 − γ )1 − (1 − γ )(β + αγK−1) − γK . (14)
The idea is to find the generating function of the queue length process for this finite queue which is given by P(z) =∑K−1
i=0 πizi . Multiplying πi by z, and summing them together we can find P(z),
P(z) = π0 × 11 − β ×
[
1 − (1 − γ z)(β + αγK−1zK−1) − (γ z)K
1 − γ z
]
. (15)
To find the mean waiting time via Little’s result, we must first evaluate the mean queue length which can be obtained
from the generating function by taking the first derivative of P(z) evaluated at z = 1, thus the mean queue length
(MQL) for this finite queue with a threshold L = K − 1 can be obtained. After this, we continue with L = K − 2,
K − 3, . . . , and find some regulation for the mean queue length equation, which means we can put the threshold L in
any position of the queue,
P (1)(1) = γ [1 − Lαγ
L−1 + (2Lα − (L + 1))γ L − (Lα − L)γ L+1]
(1 − γ )[1 − (1 − γ )(β + αγ L) − γ L+1] . (16)
Since with the assumptions made, the source model MMBP-2 can be approximately viewed as two independent
Bernoulli processes, using Eq. (16) and Little’s result, we obtain the function for delay in time window k + 1 which
is:
Dˆk+1 = γk[1 − Lk+1αkγ
Lk+1−1
k + (2Lk+1αk − (Lk+1 + 1))γ Lk+1k − (Lk+1αk − Lk+1)γ Lk+1+1k ]
β(1 − γk)[1 − (1 − γk)(β + αkγ Lk+1k ) − γ Lk+1+1k − (1 − β)(1 − γk)]
,
where γk = αk(1 − β)
β(1 − αk) . (17)
Equation (17) forms the core of our control algorithm. By solving this numerically for Lk+1, we obtain the threshold
position for the next time window given the target delay Dˆk+1 from Eq. (4) and the current measured arrival rate αk .
The feasibility of the system is now examined using both theoretical analysis and simulation.
4. Numerical results
4.1. Simulation results
Since our main objective is to control delay through the queue using the control strategy so that it is constrained
to some specified value, Dr , a simulation has been conducted to assess this. Time is divided into time windows (TW)
of fixed length which is considerably less than average time spent in either of the two states of the arrival process.
Equation (17) is used to adjust the threshold at the end of each time window as a simulated MMBP input switches
from one state to another as time progresses. A flow chart for the simulation is given in Appendix A.
The parameters initially used are αA = 0.2, αB = 0.25, p = q = 0.9999, β = 0.3 and TW length = 1000 slots.
The results of this are shown in Fig. 4. This shows that delay can be successfully maintained around some required
value, in this case Dr = 7 slots. The mean delay achieved was 6.997285 slots and the variance of measurement delay
is 2.4922901799. The high variance is a consequence of using a small time window of 1000 slots, as will be shown.
To demonstrate the effectiveness of the algorithm in constraining an increasing delay, the mean arrival rate has
been ramped up linearly on a window by window basis over the first 200 time windows. Figure 5 shows the results of
this. When the delay constraint of Dr = 7 slots is reached, the delay levels off. The mean delay achieved in the latter
800 TW is 7.000777175 slots and the variance of measurement delay is 0.681154348. In this case the time window
size is 10,000 slots, which shows that the variance can be reduced by using a longer TW. A question therefore is: what
is the optimum length of a time window?
Figure 6 demonstrates the results of variance of measurement delay versus the normalised TW length and Table 1
gives these data values. Here the normalised TW is defined as the TW length normalised to the mean time in a state of
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Fig. 5. Measurement delay compared with required delay.
Table 1
Data values of normalised TW length vs. variance of measurement delay
Normalised TW length Variance of measurement delay
0.05 0.551776276
0.1 0.355091702
0.4 0.061776157
0.5 0.05141249
0.6 0.118343938
0.7 0.120304226
0.8 0.051868403
0.9 0.047692309
1 0.052714923
2 0.052541832
3 0.053395527
the arrival process. Generally speaking, variance of the measurement delay is decreased as the normalised TW length
increases, and it reached the minimum value at normalised TW length = 0.9 (just before the mean time spent in a
state of the arrival process). However, the variance of measured delay changes relatively little after normalised TW
length = 0.5, even beyond the point 1, the mean time spent in a state of the arrival process, with the exception of a
small, unexplained increase at 0.6 and 0.7.
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Fig. 7. Measurement delay compared with required delay.
Table 2
The value of parameters for Fig. 7
Parameter Value
α1 0.2
α2 0.25
p 0.99999
q 0.99999
β 0.3
Another factor that impacts on performance is the accurate tracking of changes in the arrival rate. If the variation
in the arrival rate can be tracked exactly so that the arrival rate and the instants when the modulation changes state are
known exactly, then this would give an ideal situation. In this case the results attained are shown in Fig. 7 as a result
of setting up the parameters as in Table 2.
Compared with the results in Figs. 4–5, in this case, the mean delay achieved was 7.000839 slots and the variance
of measurement delay is much smaller (= 0.0286259). The results shown in Fig. 7 demonstrate that a key issue is the
accurate measurement and tracking of the arrival rate.
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• Squared coefficient of variation of the interarrival times of packets (C2I ).
For the source model (MMBP-2), according to the formula in [12], we can obtain the squared coefficient of varia-
tion of the interarrival times of packets as:
C2I =
2[(1 − q)αA + (1 − p)αB ]
(1 − q)αA + (1 − p)αB + αAαB(p + q − 1) −
(1 − q)αA + (1 − p)αB
2 − p − q
+ 2[(1 − p)αA + (1 − q)αB ][(1 − q)αA + (1 − p)αB ](p + q − 1)
(2 − p − q)2[(1 − q)αA + (1 − p)αB + αAαB(p + q − 1)] − 1. (18)
Fig. 8. SCV comparison vs. load.
Table 3
Results value from simulation
αB − αA C2I Mean Variance C2D
0.05 0.799998 7.0084 0.02863 5.8e–004
0.15 0.885702 7.00152 2.09076 0.04265
0.20 1.022197 7.00116 2.84566 0.05806
0.30 1.181780 7.00545 3.51907 0.07171
0.40 1.353795 7.00145 3.59191 0.07327
Fig. 9. Squared coefficient of variation of the measurement delay.
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times of packets in our model C2I is 0.79999775013626, which gives an indication of how bursty the source is.
C2I , a function of arrival rate and transition probability in each phase, is an important measure of the degree of
traffic burstiness in the MMBP-2 traffic source. Figure 8 shows the effect of input parameters on burstiness. This
example compares SCV for different values of p and q against traffic load αA when αB is fixed at 0.9. A higher value
of C2I can be achieved by using a higher value of transition probabilities p and q (e.g., p,q = 0.9999), and a large
value of |αA − αB |. From this regulation, a more bursty traffic source can be set up.
• Squared coefficient of variation of the measurement delay (C2D).
The squared coefficient of variation of the measurement delay from simulation is shown in Fig. 9. The value of
parameters p, q and β are the same as in Table 2. The other values are shown in Table 3.
In this case, we keep αA = 0.2 fixed and increase the value of αB , thus the x-axis in Fig. 9 is the absolute difference
between αA and αB and the y-axis is the squared coefficient of variation of the measurement delay from simulation
measurements. The results are shown below. It is indicated that a higher value of difference between two arrival rates
gives a higher value of squared coefficient of variation of the measurement delay although this tends to saturate as the
difference increases. It does make sense that if the traffic is more bursty, the delay constraints will be more difficult to
control.
5. Conclusions and possible future developments
A new approach for constraining queueing delay constraints through a buffer to a specified level as the arrival
rate changes with time is introduced in this paper. A discrete-time control algorithm is presented operating on a
buffer (queue) which incorporates a moveable threshold and is fed by a MMBP-2 arrival process. An analytical model
is developed for maintaining delay constraints in a discrete-time finite capacity queue using a closed-loop control
strategy, which incorporates a moveable threshold in the system so that the source can be blocked. An equation
has been developed that relates the threshold position to the target mean delay over the next time window. This
equation has been used as the core of a control algorithm which has then been used in a simulation to demonstrate
its effectiveness. The performance of the algorithm depends on the length of the time window in relation to the
mean time between changes in the state of the arrival process. The performance is also dependent on the ability to
accurately measure and track changes in the arrival rate. These issues will need further investigation. It should be
possible to generalise the method for other arrival processes, which is another candidate for future work. For example,
a batch arrival process could be used to represent an accumulation of arrivals over a time slot. This, in turn, might
then represent the multiple arrivals that would enter the buffer over a RTT in the Internet and so allow the model to be
used to analyse the performance of the control mechanism in the Transport Layer of the Internet.
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