Abstract. In this paper we describe a polynomial-time algorithm for the following problem: given: a planar graph G embedded in R 2, a subset {I~
Introduction
In this paper we describe a polynomial-time algorithm for the following disjoint To clarify condition (1.3), we give a proof of necessity (see Fig. 2 ). Moreover, since the parity of kr(., 9 ) is invariant under homotopy, we have by 
Proof of necessity of condition
(The last inequality follows from the fact that D does not traverse any fixed point of any Ci, so that any touching of D and Pi can be removed.) Therefore we have the strict inequality in (1.3(iii)).
[]
In Section 6 we describe a polynomial-time algorithm for the following disjoint homotopic trees problem, generalizing the disjoint homotopic paths problem (1.1):
given: a planar graph G embedded in ~2; a subset I1 ... Theorem 3. The disjoint homotopic trees problem (1.14) is solvable in polynomial time.
Theorem 3 generalizes Theorem 1, since if t 1 ..... t k = 1, then problem (1.14) reduces to problem (1.1). However, for the sake of exposition we first restrict ourselves to studying problem (1.1). The algorithm for (1.14) arises from that for (1.1) by some direct modifications.
We do not formulate a theorem characterizing the existence of a solution to (1.14), analogous to Theorem 2, as we found only tedious inattractive conditions. Obviously, the fact that (1.14) is solvable in polynomial time implies that it has a "good characterization" (i.e., belongs to NP c~ co-NP).
Finally, in Section 7 we consider the disjoint trees problem:
given: a graph G; subsets W 1 ..... Wk of V(G); find: pairwise disjoint subtrees 7"1 ..... Tk of G so that W/_c V(T/) for (1.15) i=1 ..... k.
e' I1 ~--'" x ..j-. would not be a necessary condition. This is shown by the example in Fig. 3 . The graph in Fig. 3 has four vertices: t, u, v, w, with a loop attached at each of them, edges connecting t and u, and v and w, and two parallel edges connecting u and l~. Let C1 be the path from t to w following edges e, e', e". So problem (1.1) has a solution (taking k = 1). Let D be the closed curve indicated by the dashed curve. D traverses the fixed points u and v of C1. We easily check that D satisfies (1.8(ii)), but not the strict inequality in (1.3(iii)) (since cr(G, D) = 4 = mincr(C~, D)).
The Universal Covering Space and Shortest Homotopic Paths
Before describing our method in Section 3, in this section we first discuss briefly the concept of universal covering space, and we describe a polynomial-time algorithm for finding a shortest path of given homotopy. One consequence of this algorithm is that we can check in polynomial time whether two given paths are homotopic. For background literature on the universal covering space, see Massey [4] .
The universal covering space U of ~2\(11 k.)-" w lp) can be defined settheoretically as follows. Choose a point u e [~2\(I 1 u ... w Ip). The underlying point set of U is the set of all homotopy classes of curves starting in u. A set T ~ U is open if and only if, for each # e T, say # e hom(u, w), there exists a neighborhood N ofw in [~2\(I 1 U -.. U lp) SO that ifP is a curve contained in N starting in w, then ~-(P) e T. [Here horn(u, w) denotes the collection of all homotopy classes of curves from u to w, and (P) denotes the homotopy class containing P.]
It is not difficult to see that the universal covering space is independent (up to homeomorphism) of the choice of u. With the universal covering space U a projection function n: U ---h~2\(I1 • '" k9 Iv) is given by n(#),= w if# ~ hom(u, w).
There is an alternative, combinatorial way of describing U. We can "cut open" ~2\(I 1 w ... • lp) along p -1 pairwise noncrossing simple curves, connecting the "holes" 11 ..... Ip, in such a way that we obtain a simply connected region R, e.g., Fig. 4 becomes Fig. 5 . We can deform R to a disk as in Fig. 6 . If two of the I i touch each other, we can obtain a region with cut points. We now take infinitely many copies of R, and glue them together along the cuts, in such a way that we obtain a simply connected space (see Fig. 7 ). This gives us the universal covering space U of ~2\(I 1 U --. U Ip), with obvious projection function 7g: U --* ~2\(I 1 u-.-u Iv).
The inverse image G':= 7r-*[G] of G is an infinite graph, embedded in U (assuming p _> 2 here, the case p = 1 being trivial). In fact, G' is planar, and U can be identified with ~2\UF~.~ F, where ~ is the collection of unbounded faces of G' (assuming G to be connected).
It is a fundamental property of the universal covering space that, for each curve C: [ 
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We now turn to the shortest homotopic path problem: 9iven: a planar graph G = (V, E) embedded in N2; a subset {11 ..... lp} of the faces of G (including the unbounded face); a path P in G, (2.1) a "length" function l: E --, Z+;
find: a path P in G homotopic to P in [~2\(11 t.d''' k.) lp) minimizing length (P). We do not require that P is simple in (2.1).
To solve (2.1), consider a lifting P' of P to U. So P' is a path in G', say from u to w. Then, clearly, if Q is a shortest path in G' from u to w, then its projection rto Q is a valid output for (2.1). (Taking the obvious length function on the edges of G'.)
Hence, the shortest homotopic path problem in G can be reduced to the shortest (nonhomotopic) path problem in G'. This would give us an algorithm if G' were not an infinite graph. However, it is clearly not necessary to consider G' completely. In fact, it suffices to consider a part of G' of polynomially bounded size, which implies that (2.1) is solvable in polynomial time.
To see this, we may assume that when cutting ~2\(I 1 W "-' t.) Ip) open to obtain the region R, we have done this along shortest paths in G. In fact, we can find Now any lifting Q~ of any Qj to u is a shortest path in G'. So there exists a shortest path in G' from u to w not crossing any Q) which does not cross P'. That is, we have to consider only that part of U consisting of copies of R traversed by P'. This gives us a subgraph G" of G' of size polynomially bounded by the size of G and the number of vertices in P'. For any shortest path Q in G" from u to w, the path p.-= ~ o Q is a shortest path homotopic to P. Proof Paths P and P are homotopic if and only if the shortest path homotopic to path P. P-1 has length 0 (where P-1 denotes the path reverse to /~ and taking length l(e) = 1 for each edge e).
[] There is also a polynomial-time algorithm for finding a shortest path not homotopic to a given path. More generally, we have the following result. A mapping of a graph G to a space S is a not necessarily one-to-one continuous function from G to S. Call two paths in G homotopic if their images in S are homotopic in S.
The shortest nonhomotopic path problem is:
given: a graph G = (V, E) mapped into a space S; a path P in G, connecting, say, u and w; a "length" function h E --* 2+; .find: a path Q in G from u to w, so that Q is not homotopic to P and so that Q has minimum length. [In fact, this last is the only thing we need to know about S and the mapping.]
Proof First find for each vertex v of G a shortest path Puv from u to v and a shortest path Pvw from v to w. Consider the following collection of paths in G:
4) P.v.e. P~,~ (e = vv' e E).
Select those paths Q from (2.4) which are not homotopic to P, and choose among these one of minimum length. We claim that this Q is a valid output for (2.3). To see this, let
be a minimum-length path not homotopic to P. We must show length(Q)< length(R). Choose the largest t so that P,v," (v, et+ 1 ..... ed, vd) is not homotopic to P. Such a t exists, as R itself is not homotopic to P. If t = d, then Puw is not homotopic to P. Moreover, Puw = Puw'Pww occurs among (2.4), and hence length(Q)< length(P,w ) < length(R).
If t < d, by the maximality of t, path Puv, 'et+ 1 9 P ..... is not homotopic to path P ..... 9 P ..... . Hence at least one of them is not homotopic to P. So one of them has length at least length(Q). On the other hand, each of them has length at most length(R) (since the P,~ and P,w are shortest paths). Therefore, length(Q)< length(R).
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The Method
We describe our method for solving the disjoint homotopic paths problem (t.1). Consider a pair (j,j') with 1 _<j _< m -1 and 1 _<j' _< m' -1. Call (j,j') a crossing if vj = v}, and the edges ej, e)., ej+l, e},+l occur in this order cyclically at vj, clockwise or anticlockwise (see Fig. 8 This resetting reduces the total number of crossings of Ci and Ci, (summing up over all pairs i, i'). Hence after a polynomial number of such modifications we are in the situation that no two distinct Ci, Ci, have crossings. Throughout this uncrossing process we remove null-homotopic parts of any C~ (they can be recognized again by Proposition 2). Since each such removal strictly decreases the total number of edges used by the C,, this again can be done in polynomial time.
We still have to deal with self-crossings. A self-crossing of
is a pair (j,j') withj #j' and vj = vj, so that ej, ej,, ej+l, ej,+l occur in this order cyclically at v j, clockwise or anticlockwise (see Fig. 9 ). (It follows that if (j,j') is a self-crossing, then (j',j) is also. 
Proof By deforming Ci slightly, we may assume that Ci has no "self-touchings." (To allow this deformation we can add a little "space" at fixed points of C~--this does not invalidate the conclusion of Proposition 5.) By (1.3(i)), there exists a simple curve Ci ~ Ci, Hence any two liftings of ff~ to the universal covering space U are disjoint and simple. So any two liftings of C~ to U have an even number of crossings.
Since Cg has no null-homotopic parts, each lifting of Ci to U is simple. Let us assume without loss of generality that (j,j') is a self-crossing where ej, ej,, ej+ 1, ej'+l occur clockwise at vj = Uj, (SO the first configuration in Fig. 9 applies). Consider a lifting
of C i. As (j,j') is a self-crossing, there exist liftings (see Fig. 10 ). Now C' i and C 7 must have a second crossing. Choose the smallest h so that h 4: j and v~, = v~, gives a crossing of C' i and C'[ for some h'. By the minimality ofj we know h > j. Note that by the symmetry of the universal covering space, v~ = v~', gives a crossing of C'[ and C'f. We consider two cases. [] Proposition 4 enables us to remove self-crossings. We choose a self-crossing withj as small as possible. Then with Proposition 2 we can find in polynomial time another self-crossing (h, h') satisfying (3.6), and we reset
After a polynomial number of such modifications we have that C1 ..... Ck have no (self-)crossings and no null-homotopic parts.
II. Constructin9 the System Ax < b of Linear Inequalities
For each vertex of G, each time it is traversed by some Ci, we introduce a variable, indicating how far we should shift C~ in order to make C~ ..... Ck simple and pairwise disjoint. Figure 12 gives an impression. More precisely, let, for each i = 1 ..... k,
(3.12)
We introduce a variable xi~ for each i = 1 ..... k and j = 1 ..... mi -1. We put a number of linear constraints on the xij in order to make sure that the shifted C~ are (1) homotopic to the original C~, (2) pairwise disjoint, and (3) e.. Ft. (Fi~,) ) are given.
Each path P in H gives two curves ~o o P and O ~ P, which are homotopic to each other. So we can speak of the homotopy of a path P in H.
We now describe the three classes of inequalities. The fact that the right-hand side of (3.16(c~)) is equal to (3.17) can be seen by observing that each path P in the range of (3.16(:~)) gives a curve D := q~ ,~ P in the range of (3.17), with cr(G, D) -1 = length(P). Conversely, for each curve D in the range of (3.17) there exists a path P in the range of (3.16(~)) with length(P)_< cr(G, D)-1.
A similar formula holds for the right-hand side of (3.16(/3)).
Class 2. This class of inequalities must accomplish th~at two different Ci and Ci, do not intersect after shifting. Thus, for each i, i' = 1 ..... k with i ~ i', and for each k = 1 ..... ml -1 andj' = 1 .... , my -1, we require: 
Here in (~) the minimum ranges over all paths P in H from (v~j, (Fi~->) to (vii,, (Fi~.,>) which are not homotopic to part (vii ..... vly) of Ci. Similarly for (fl) and (?). Again the right-hand sides of (3.21) can be infinite. Ifj =j' we obtain bounds for +2xlj. The right-hand side of (3.21) can be calculated in polynomial time by Proposition 3. Note 3.3. Again, the right-hand side of (3.21(~)) can be described equivalently as We denote the system of linear inequalities (3.16), (3.19), and (3.21) by Ax < b (where A is a matrix and b is a column vector).
IlL Solving Ax <_ b in Integers
In general it is an NP-complete problem to solve a system of linear inequalities in integer variables. However, since matrix A = (aij) satisfies
•laijl ~ 2 for each i = 1 .... , m Proof We may assume that all rows of A are distinct, that A does not have any all-zero row, and that each integer row vector a T with 1 < tt a II 1 < 2 occurs as a row of A. We decompose the inequalities in Ax < b as 
This is a system of linear inequalities in the variables x2 ..... x, again satisfying (3.23). We can reduce (3.28) so that we obtain an equivalent system A"x' < b" where A" has no two equal rows. We next recursively solve A"x' < b" in integers. If it has no integer solution, then the original system Ax < b has neither. If A"x' < b" has an integer solution, we can insert it in (3.25), and determine an integer xl satisfying (3.25). Such an integer x, does exist: the maximum in (3.25) is not more than the minimum. As both the maximum and the minimum are half-integers, an integer value for x~ would not exist only if -89 = 89 and is not an integer. But this is excluded by (3.26) .
The case n = 1 being trivial completes the description of the algorithm. It has polynomially bounded running time since at each iteration we reduce the number of inequalities in (3.28) to O(n2). So we do not have exponential growth of the number of constraints (which would occur in ordinary Fourier Motzkin elimination).
In Section 4 we show that if conditions (1.3) are satisfied, then the system Ax < b constructed in Step II indeed has an integer solution. For a direct proof of the fact that if (1.1) has a solution, then Ax < b has an integer solution, see Proposition 14 in Section 6.
IV.
Shifting C l ..... C k Let (x~jli = 1 ..... k; j = 1,..., m~-1) form an integer solution of Ax < b. These integers will determine the shifts of the C~. We describe an iterative process, shifting the C~ by little steps, adapting the x~j throughout.
If xij = 0 for all i, j, then C 1 ..... Ck are pairwise disjoint and simple, as follows directly from the Class 2 and 3 inequalities, and from the fact that no C~ has null-homotopic parts. be the vertices and edges on the path following the outer boundary of F1 ..... Fs (see Fig. 16 ). More precisely, let E(F) denote the set of edges incident with F. We take for path (3.30) any simple path from via_ 1 to vlg+ 1 with edges in the symmetric difference: [] Let g' be the smallest index so that vlg, = wh, for some h' e {0 .... , r} and so that part (ho', .... vlo ) of C 1 is homotopic to F~; 1. So 9' < 9 -1. We can determine g' in polynomial time by Proposition 2.
Similarly, let O" be the largest index so that he, = wh,, for some h" e {0,..., r} and so that part (h,, .... v1r ) of C1 is homotopic to Fh,,. So 9" > # + 1. Again 9" can be determined in polynomial time.
We easily check that h'< h" (using the fact that C~ does not have nullhomotopic parts). Now we obtain (~1 from C1 by replacing part (hr . (Wh,, .... Wh,,) ). The new t~1, C2 ..... Ck give new variables ~s. We set them equal to the original x~j if i ~ 1, while 2 ~j are set equal to M -1 on the new part of (~l and equal to the original values on the unchanged part of (~.
To be more precise, note that t~l passes ~ := ml -(g" -g') + (h" -h') edges. Moreover, the number of variables xij at any stage of the shifting process is bounded by (2M + 1)e, where e is the number of edges in the initial graph G, i.e., before adding parallel edges to G.
To see this upper bound, consider a parallel class of edges connecting, say, v and w. If eij belongs to this parallel class, let zlj:= xlj if v = vii and zij:= -x~j-i if v = vii-r Now choose eij and evj, both in this parallel class, so that elj is left of erj, (when going from v to w), and so that no edge between eli and ei, i, is traversed by any C1 ..... CR. Then we have zli -Zrj, < -1 (by Class 2 and 3 inequalities, since all faces between eli and evj, belong to the same free adjacency class at v).
So z~,j, > z~j + 1. Since each [zij I is at most M, it follows that there are at most 2M + 1 edges in the parallel class that are traversed by C1 ..... C k. Hence the sum of the lengths of the Ci is at most (2M + 1)e. Therefore, there are at most (2M + 1)e variables, which proves the proposition.
[] This finishes the description of the algorithm. In Section 5 we show that if condition (1.3) is satisfied, the system Ax < b indeed has a solution. So if (1.3) holds, the algorithm yields a solution to the disjoint homotopic paths problem, thereby proving Theorems 1 and 2. We consider certain types of paths in this bidirected graph A, which we call "links." A link is a sequence (il,jl, i2,J2 ..... Jr-l, it) (4.2) A. Schrijver
Integer Solutions to Systems
..
J9
9 =38 8 7 We give an example in Fig. 21 (in fact, vcrtices and edges may coincide).
Again, the length of cycle (4.7) is given by (4. (ii) YI=I bl. and ~,=s+, bl, are odd numbers.
An example of a cycle satisfying (4.90)) is given in Fig. 22 .
Note that (4.9(i)) implies and since the first term in (4.11) is odd, we should have strict inequality in (4.11) and hence also in (4.6). We show that the necessary conditions mentioned are also sufficient: Proof Above we showed the necessity of(4.12). We show sufficiency by induction on n, the case n = 1 being trivial. In fact, the inductive step follows from the algorithm (Fourier-Motzkin elimination) described in Proposition 6. To see this, let (4.12) be satisfied. This implies (3.26) (by applying (4.12(ii)) and (4.12(iii)) to cycles consisting of two loops at the same vertex). Moreover, (4.12) is maintained after elimination. This follows from the fact that each inequality in (3.28) is a combination of inequalities in (3.24), in such a way that each link and each (doubly odd) cycle for (3.28) comes from a link or (doubly odd) cycle for (3.24) with the same length. The induction hypothesis gives that (3.28) has an integer solution. Hence (3.24) also has an integer solution.
[] In fact we have: 
Proof of Theorems 1 and 2
We now apply the results described in Section 4 to the special system Ax < b of linear inequalities constructed in Step II of the algorithm. We show:
Claim. There exists a natural number n so that, for each closed curve Q freely homotopic to (B1BE)n(B( I B 2 i), with the property that each lifting of Q crosses each lifting of each CI at most once, we have
(Here for any closed curve D and n e Z, D" denotes the closed curve with D"(z) ,= D(z") for all z e $1 .)
Proof of the Claim. If B1B 2 does not traverse any fixed point of any CI, we can take n = 1; since B1BzB?~B21 is doubly odd (with respect to the splitting into B1B2B~ 1 and B21), we have by (1.
This implies (5.8).
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Suppose next that BiB 2 traverses some fixed point w of some Cv Without loss of generality, i = 1 and B1 traverses w. By condition (1.3(ii)), w cannot be a fixed point of any other C~ and is a fixed point of C I only once (i.e., C 1 is homotopic to a curve traversing w exactly once). So we can shift each C~ slightly in the neighborhood of w, so as to obtain curves ~ ~ Ci so that no (~i traverses w, except for t~ 1 traversing w exactly once. We make similar assumptions to those in Section 3 (assumptions (3.1)):
(i) each edge of G is traversed at most once by the Cii; (ii) the beginning vertex of any Cij has degree tl in G, while the end vertex has degree 1 in G; (6.3) (iii) no edge traversed by any C o, except for the first and last edge of C~j, is incident with a face in {11 .... , Ip}.
These conditions can be attained by adding new vertices and (parallel) edges. From 
If i = i', j 4: j', then the shifted C~j and Crj, may touch, but may not cross. This gives the Class 2B inequalities:
Class 2B. For each i= 1 ..... k,j,j'= 1 ..... tl (jr h= 1 ..... mlj-l, and h'= 1 ..... m~j.-1 we require: (F~,h,)) ). This defines the inequality system Ax < b. Note that the same left-hand sides may occur among (6.9) and (6.10)--we can restrict ourselves to the ones with smallest right-hand side.
III. Solving Ax <_ b in Integers
Since matrix A again has the property that the sum of the absolute values in any row is at most 2, we can solve Ax < b in integers in the same way as we did in Section 3. We show here: (6.12) where r5 is a lifting of v. As Cij has no null-homotopic parts, Cij is a simple path in G.
Let Q be the unique path in T~ connecting Voo and v~jm,j. So Q and C~j are homotopic. Hence there exists a lifting Q of Q to u so that (~ is a simple path from Vij 0 to Vijrnij. splits U into two parts (as O~jo and ~j,,,j are on the boundary of U): a part to the left of (~ and a part to the right of Q. We consider three cases. 
~i'j'h"
Since ~ o P starts via a face freely adjacent to F+h at vii s and ends via a face freely adjacent to F~,j, h, at vi,j, h, and since it does not cross any C1 ..... Ck, we know that L runs on the right-hand side of (7~ and on the fight-hand side of (~,j, (see Fig. 26 ). Let Q be the simple path in T~ connecting v~j o and vijm,j and let Q' be the simple path in T~, connecting v~,j, o and v~,i,m,,j,. Let (~ and Q' be liftings of Q and Q' homotopic to (7~j and (7',~., respectively. Again (~' is on the right-hand side of Q, and Q is on the right-hand side of Q' (see Figure 27 ).
So U is decomposed into three regions A, B, and C as indicated, where we assume B to be open and A and C to be closed (so (~ is in A and Q' is in C). We consider a number of cases depending on in which of the parts A, B, and C the Vijm.. This shows (6.8(c0).
Class 2B inequalities. By symmetry we only consider (6.9(c0). They can be checked similarly to checking (6.8(ct)) above. The only difference is that now Q and Q' can touch. So the liftings Q and Q' may also touch. Therefore instead of (6.17) we have for any curve D in U connecting Q and (~' we have cr(G, D) > 1. (6.21)
Hence we get z~jh + zi,j,h, < length(P) instead of < length(P) -1.
Class 3 inequalities.
By symmetry we only consider (6.10(ct)). Again checking this is similar to checking (6.8(c0), As path P attaining the minimum in (6. It follows that 7"1 ..... Tk are pairwise vertex-disjoint. Next we show that for each i, j the unique simple path in T~ from Vijo to vlj,,,j is homotopic to Cij. In fact we show that for each i, j, h the unique simple path Pith in T~ from V0o to vlj h is homotopic to part (vlj o ..... V~jh) of Cij. This is done by induction on the number of edges in Pith"
If Pith has length 0, the statement is trivial. If Pijh has at least one edge, consider the last edge e of Pijh. As Proof of (6.25 So we know 9 < O'. Then Xijh --Xi'j'h' <--0 (by Class 2A, 2B, and 3 inequalities). Hence also Xrj'h' = M. Replacing i,j, h by i',j', h' decreases the "opening" (i.e., the number s of faces on the right-hand side in Fig. 28) . After a finite number of such replacements we are in a situation as claimed in (6.25) .
[] Knowing (6.25), we can shift Cij at vii h as in Section 3, and similarly if x~jh =-M.
As in Proposition 9 we show that the number of iterations is polynomially bounded, and hence we have a polynomial-time alagorithm. This proves Theorem 3.
Disjoint Trees
We finally consider the disjoint trees problem:
given: a graph G; This problem is NP-complete. Robertson and Seymour showed that for fixed 11411 w ... w VCkl there exists a polynomial-time algorithm for (7.1). We show that if G is planar, it suffices to fix the number of faces necessary to cover 1411 w... w I,V k. This is derived from Theorem 3, essentially by enumerating "homotopy classes" of trees.
For any connected planar graph G and any choice of faces 11 ..... Ip of G, call two spanning trees T 1 and T2 of G equivalent (with respect to 11 ..... lp) if, for any two vertices u, w on bd(ll w ... w Ip), the unique u-w path in TI is homotopic to the unique u-w path in T2 in the space R2\(I1 w .-. Ip).
We study enumerating equivalence classes of spanning trees. In fact, we enumerate representatives for these classes, i.e., we enumerate trees B1 .... , B N so that each equivalence class intersects {B 1 ..... BN}. I. We first show that, for each j = 2,..., p, we can enumerate, in polynomial time, * * * * path in G* is 11-1 i paths P1 ..... PM in G*, so that each simple I1-I j homotopic to at least one path among P1 ..... PM in the space ~2\W. Without loss of generality, j = 2. Consider the set El of edges of G on bd(ll w .'-w lp). Let E2 be an inclusionwise minimal set of edges so that E1 w E2 forms a connected graph on the set Vo of vertices covered by E 1 w E 2. Note that the edges in E 2 form a forest.
Let I/1 be the set of vertices that are not in bd(I1 w ... w lp) and that are incident with at least three edges in E2. Then the graph (Vo, E1 w E2) is topologically homeomorphic to a graph H with vertex set W u V 1 and edge set E 1 w {ql ..... q,} for some edges ql ..... q, (which come from paths in E2). So each vertex in 1/1 has
