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A detecc¸a˜o de erros em sistemas computacionais, em particular em sistemas cr´ıticos, e´
uma tarefa fundamental para garantir o correcto funcionamento dos sistemas e, por este
motivo, a verificac¸a˜o formal e´ um elemento primordial no desenvolvimento de sistemas
computacionais. Muitas das te´cnicas de verificac¸a˜o formal de sistemas computacionais
sa˜o baseadas em Model Checking (MC). O MC e´ uma te´cnica de verificac¸a˜o automa´tica
que assenta na modelac¸a˜o de sistemas atrave´s de ma´quinas de estados finitas e na
especificac¸a˜o das propriedades pretendidas para os sistemas atrave´s de fo´rmulas lo´gicas
(tipicamente em alguma lo´gica temporal). O Bounded Model Checking (BMC) e´ uma
te´cnica de MC que restringe a explorac¸a˜o do espac¸o de estados ate´ um determinado
comprimento (bound) dos trac¸os de execuc¸a˜o, como forma de evitar o problema da
explosa˜o de estados do MC tradicional. Por isso, as propriedades garantidas por este
me´todo aplicam-se apenas a` execuc¸a˜o ate´ um certo bound .
Nesta tese focamos no Bounded Model Checking aplicado a software (BMCsw), no
contexto de linguagens imperativas, cujas ideias essenciais passam por usar asserts
ao longo dos programas, como forma de declarar propriedades que devem ser satis-
feitas por qualquer execuc¸a˜o desses programas, e por expandir ciclos, escrevendo-os a`
custa de construc¸o˜es if then else. O BMCsw pode ser visto como uma sequeˆncia de
transformac¸o˜es ao n´ıvel do programa e por uma transformac¸a˜o final que produz uma
fo´rmula lo´gica, cuja validade garante a correcc¸a˜o do programa.
Especificamente, nesta tese de mestrado estudamos a validade do me´todo BMC no
contexto de programasWhile com asserts. Por um lado, estabelecemos uma semaˆntica
operacional para uma linguagem While com asserts, que designamos por Whileassert,
onde o estado de erro desempenha um papel fundamental. Por outro lado, estudamos
propriedades desta linguagem e, com base nestas propriedades, provamos a validade
(correcc¸a˜o e completude) da transformac¸a˜o final envolvida no me´todo BMCsw.
O BMC apresenta problemas de escalabilidade que sa˜o amenizados pelo actual
poder de decisa˜o dos Satisfiability problem (SAT) solvers. Durante esta tese foi desen-
volvida uma ferramenta de software que implementa o me´todo BMC para a linguagem
minimalista Whileassert. Dado um programa Whileassert, esta ferramenta produz
uma fo´rmula lo´gica, codificando as propriedades do programa, cuja validade garante a





Error detection in computer systems, particularly in critical systems, is a key task
to ensure the correct functioning of systems and, therefore, formal verification is a
key element in the development of computer systems. Many of the techniques of
formal verification of computer systems are based on Model Checking (MC). MC is
an automatic verification technique which is based on using finite state machines to
model systems, and on the specification of the desired properties for the systems by
logical formulas (typically in some temporal logic). Bounded Model Checking (BMC)
is a technique of MC that restricts the exploration of the state space up to a certain
execution trace length (bound), in order to avoid the problem of state explosion in
traditional MC. Therefore, the properties guaranteed by this method apply only to a
certain bound enforcement.
In this thesis we focus on Bounded Model Checking applied to software (BMCsw), in
the context of imperative languages, whose key ideas are to use assertions throughout
programs as a way to declare properties that must be satisfied by any execution of
these programs, and to expand cycles, rewriting them in terms of the construct if then
else. The BMCsw can be seen as a sequence of transformations at the level of the
program and a final transformation which produces a logical formula whose validity
ensures the correctness of the program.
Specifically, in this master thesis we study the validity of the method BMC in the
context ofWhile programs with asserts. On the one hand, we establish an operational
semantics for a While language with assertions, which we call Whileassert, where the
error state plays a key role. On the other hand, we study properties of this language
and, based on these properties, we prove the validity (correctness and completeness)
involved in the final transformation of the BMCsw method.
BMC presents scalability issues that are mitigated by the decision-making power of
the current Satisfiability problem (SAT) solvers. During this thesis we have developed a
software tool that implements the BMC method for the minimal languageWhileassert.
Given a programWhileassert, this tool produces a logical formula, encoding properties
of the program, whose validity ensures the correctness of the program. The validity of
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A detecc¸a˜o de erros em sistemas cr´ıticos e´ uma tarefa fundamental e por este motivo a ve-
rificac¸a˜o formal e´ um elemento primordial no desenvolvimento deste tipo de sistemas. Intuitiva-
mente, um erro num sistema computacional e´ algo indeseja´vel. Indeseja´vel pois pode acarretar
custos temporais, econo´micos, biolo´gicos, e em sistemas cr´ıticos a ocorreˆncia de erros podera´ ter
consequeˆncias agravadas, possivelmente com custos humanos. Neste tipo de sistemas, embora se
utilizem por vezes te´cnicas formais de verificac¸a˜o, tradicionalmente sa˜o implementados mecanis-
mos fail-safe, que recorrem a pra´ticas de detecc¸a˜o emp´ırica de erros para prevenir a sua falha,
atrave´s de testes e seus derivados.
Tambe´m a crescente complexidade evidenciada nos mais recentes sistemas tem salientado a im-
portaˆncia de aplicar te´cnicas de verificac¸a˜o formal, em particular na indu´stria de hardware [42, 26].
De acordo com Harry Foster [24], em me´dia, a procura de ‘bugs’ em sistemas digitais chega a con-
sumir mais de 60 por cento do esforc¸o de desenvolvimento nos Circuitos Integrados de Aplicac¸a˜o
Espec´ıfica (ASIC) e Sistemas Integrados em Chips (SoC). Em [1] afirma-se que as empresas que
adotaram uma metodologia baseada em afirmac¸o˜es de verificac¸a˜o, i.e., Assertion-Based Verifica-
tion (ABV), verificaram uma significativa reduc¸a˜o no tempo de simulac¸a˜o e de depurac¸a˜o, uma
melhoria de ate´ cerca de 50 por cento. Claramente, a verificac¸a˜o formal de sistemas e´ um tema que
a indu´stria, quer de hardware, quer de software, deve enfrentar, e algumas organizac¸o˜es ja´ o teˆm
feito: grande parte dos maiores fabricantes de sistemas digitais teˆm procurado aplicar sistemas de
verificac¸a˜o formal.
Enquanto na indu´stria do hardware o desenvolvimento de te´cnicas automa´ticas de verficac¸a˜o
teˆm levado a` sua adopc¸a˜o generalizada, o mesmo na˜o sucede ainda na a´rea do software. A veri-
ficac¸a˜o formal de sistemas de software e´ o acto de provar a correcc¸a˜o dos algoritmos com respeito
a especificac¸o˜es formais, expressas num conjunto de propriedades, usando me´todos formais ma-
tema´ticos. Os processos de verificac¸a˜o consistem em validar aspectos estruturais (esta´ticos) e
comportamentais (dinaˆmicos). Os aspectos esta´ticos envolvem ana´lises detalhadas ao co´digo, en-
quanto que os aspectos dinaˆmicos esta˜o intimamente ligados a baterias de testes que sa˜o aplicados
a` execuc¸a˜o do sistema.
As te´cnicas usadas na verificac¸a˜o formal de software sa˜o tipicamente baseadas em Model Chec-
king (MC) [9, 14] ou em provas dedutivas [27]. O MC assenta na modelac¸a˜o de sistemas atrave´s de
ma´quinas de estados finitas, na especificac¸a˜o das propriedades pretendidas para os sistemas atrave´s
de fo´rmulas lo´gicas (tipicamente em alguma lo´gica temporal), sendo enta˜o efectuada uma procura
exaustiva no espac¸o de estados, no sentido de testar a validade das fo´rmulas que representam
as propriedades pretendidas nos sistemas. Na abordagem atrave´s de provas dedutivas, como por
exemplo em lo´gicas de programas baseadas em Lo´gica de Hoare [27], a correcc¸a˜o dos programas
e´ garantida atrave´s da construc¸a˜o de provas para uma determinada fo´rmula lo´gica ou conjunto
de fo´rmulas lo´gicas (as chamadas condic¸o˜es de verificac¸a˜o em Lo´gica de Hoare), tipicamente com
recurso a ferramentas computacionais de demonstrac¸a˜o (semi-)automa´tica.
1
O Bounded Model Checking (BMC) e´ uma te´cnica de MC, que, como o nome sugere, restringe a
explorac¸a˜o do espac¸o de estados, impondo um certo limite (bound), aos comprimento dos trac¸os de
execuc¸a˜o das ma´quinas de estados que modelam os sistemas. Assim sendo, este me´todo procurara´
apenas contra-exemplos para a validade das propriedades esperadas para o sistema dentro do
bound , pelo que se na˜o encontrar um contra-exemplo dentro do bound nada permite concluir
acerca da validade do sistema. Contudo, este me´todo tem-se revelado como uma te´cnica eficaz
para ultrapassar o problema da explosa˜o de estados no MC tradicional e e´ uma das te´cnicas de
verificac¸a˜o mais utilizadas na indu´stria dos semicondutores, para verificar circuitos lo´gicos [6].
Bounded Model Checking de software
Atualmente as ideias do BMC sa˜o tambe´m usadas na verificac¸a˜o de software, o chamado
Bounded Model Checking aplicado a software (BMCsw), designadamente no contexto de lingua-
gens de programac¸a˜o imperativas, como por exemplo a linguagem C [31]. Neste contexto, a ideia
essencial e´ “expandir” ciclos, escrevendo-os a` custa de construc¸o˜es if then else e impondo limi-
tes/bounds a` expansa˜o. Uma outra ideia usada neste contexto e´ a introduc¸a˜o de asserts ao longo
do programa, que correspondem a asserc¸o˜es/propriedades que devem ser satisfeitas durante a
execuc¸a˜o do programa.
O mecanismo de especificac¸a˜o da Lo´gica de Hoare apenas permite raciocinar sobre afirmac¸o˜es
feitas como pre´-condic¸o˜es e po´s-condic¸o˜es do programa, o que na˜o permite de forma fa´cil, detectar
a validade de uma certa propriedade num determinado ponto de execuc¸a˜o do programa. A possi-
bilidade de introduzir asserts ao longo do programa permite contornar esta dificuldade. Para tal
a noc¸a˜o de validade de um programa tera´ que garantir que em qualquer execuc¸a˜o do programa,
todos os asserts coleccionados sa˜o efectivamente va´lidos.
Uma outra mais valia do BMCsw reside no facto de ser um me´todo automa´tico em contraste
com os me´todos dedutivos que, normalmente, para lidarem com a verificac¸a˜o de ciclos requerem
a introduc¸a˜o de invariantes de ciclo por parte do programador.
O BMCsw pode ser visto como uma sequeˆncia de transformac¸o˜es que conduzem a uma fo´rmula
lo´gica, cuja validade garante a correcc¸a˜o do programa. As ferramentas mais aplicadas para decidir
sobre a validade das fo´rmulas geradas pelo BMCsw sa˜o os chamados Satisfiability problem (SAT)
solvers [25] e Satisfiability Modulo Theories (SMT) solvers [22].
O me´todo BMCsw, so´ por si, tem problemas de escalabilidade, essencialmente associados a`
capacidade de decisa˜o das enormes fo´rmulas resultantes da aplicac¸a˜o do me´todo. No entanto, o
poder crescente dos SAT solvers e SMT solvers, tem potenciado a aplicac¸a˜o de me´todos como o
BMCsw. O CBMC [31] e´ uma ferramenta de BMC para programas escritos na linguagem ANSI-
C e C++. Foi desenvolvido por Daniel Kro¨ning na Carnegie Mellon University (CMU). A
ferramenta permite verificar limites em arrays, buffer overflows, pointer safety, verificac¸a˜o
de excepc¸o˜es e afirmac¸o˜es especificadas pelo programador, recorrendo a SAT solvers para validar
as fo´rmulas que gera. Diversos artigos salientam o sucesso desta ferramenta [10, 32, 11].
Motivac¸a˜o e objectivos da tese
Nesta tese de mestrado considera-se uma linguagem imperativa simples, designadamente a
linguagem While enriquecida com o comando assert ( b ), e estuda-se a aplicac¸a˜o do me´todo
BMC a esta linguagem.
A motivac¸a˜o para o tema desta tese surgiu do resultado e do contributo da bolsa de inves-
tigac¸a˜o com refereˆncia BI4-2011 PTDC/EIA-CCO/108995/2008 UMINHO. Esta bolsa de inves-
tigac¸a˜o permitiu a familiarizac¸a˜o com o me´todo BMC e a construc¸a˜o de uma ferramenta explo-
rato´ria de aplicac¸a˜o do BMC a programas While com asserts. Nos trabalhos relativos a esta
bolsa, na˜o tivemos preocupac¸o˜es em justificar a correcc¸a˜o da aplicac¸a˜o do me´todo. No entanto,
na altura, tambe´m na˜o encontramos trabalhos dedicados a` justificac¸a˜o do me´todo BMC no con-
texto de programas While com asserts, embora se encontrem diversos artigos sobre os sucessos
da te´cnica BMC e diversas aplicac¸o˜es pra´ticas.
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Nesta tese de mestrado procuramos dar os primeiros passos no sentido de justificar a validade
do me´todo BMC no contexto de programas While com asserts. Por um lado, estabelece-se uma
semaˆntica operacional para uma linguagem While com asserts, que designamos por Whileassert,
onde o estado de erro desempenha um papel fundamental. Por outro lado, estudam-se proprie-
dades desta linguagem que permitem garantir a validade de parte das transformac¸o˜s envolvidas
no me´todo BMC. Durante a realizac¸a˜o desta tese de mestrado, foi tambe´m desenvolvida uma
ferramenta que implementa a te´cnica BMC para a linguagem Whileassert.
Estrutura da tese
Esta tese de mestrado esta´ organizada da seguinte forma: O Cap´ıtulo 2 esta´ dividido em 4 (qua-
tro) secc¸o˜es. Na Secc¸a˜o 2.1 sa˜o abordados os aspectos sinta´ticos da linguagem ba´sicaWhileassert,
na Secc¸a˜o 2.2 e´ abordada a semaˆntica operacional da referida linguagem, na Secc¸a˜o 2.3 e´ intro-
duzida a noc¸a˜o de correcc¸a˜o de programas no contexto desta tese de mestrado. Finalmente, na
Secc¸a˜o 2.4 sa˜o formalizadas 2 (duas) classes especiais de programas necessa´rias a todo o processo
de verificac¸a˜o BMC.
O Cap´ıtulo 3 esta´ dividido em 3 (treˆs) secc¸o˜es. Na Secc¸a˜o 3.1 e´ introduzida uma visa˜o histo´rica
da a´rea de verificac¸a˜o ate´ ao ponto de criac¸a˜o do me´todo BMC. Na Secc¸a˜o 3.2 e´ apresentada a
ge´nese do me´todo BMC para hardware e software, a partir de duas indu´strias distintas. Final-
mente, na Secc¸a˜o 3.3 sa˜o apresentadas em detalhe as 4 (quatro) transformac¸o˜es (T1, T2, T3 e
T4) que constituem os va´rios passos do me´todo BMC no contexto de uma linguagem While com
asserts.
O Cap´ıtulo 4 esta´ dividido em 3 (treˆs) secc¸o˜es. Na Secc¸a˜o 4.1 sa˜o apresentadas as ob-
servac¸o˜es/resultados necessa´rios a`s concluso˜es que pretendemos retirar nas secc¸o˜es seguintes. Na
Secc¸a˜o 4.2 e´ apresentado o teorema da correcc¸a˜o associado a` transformac¸a˜o T4, e, finalmente, na
Secc¸a˜o 4.3 e´ apresentado o teorema da completude associado a` transformac¸a˜o T4.
O Cap´ıtulo 5 esta´ dividido em 4 (quatro) secc¸o˜es. Na Secc¸a˜o 5.1 sa˜o apresentados alguns
conceitos relativos a compiladores, a` compilac¸a˜o e a` construc¸a˜o da ferramenta de verificac¸a˜o.
Na Secc¸a˜o 5.2 aborda-se o front-end e apresentam-se as deciso˜es tomadas para o reconhecimento
da linguagem. Na Secc¸a˜o 5.3 aborda-se o middle-end e descrevem-se as deciso˜es tomadas na
implementac¸a˜o das transformac¸o˜es T1, T2, T3 e T4 e construc¸a˜o da fo´rmula lo´gica resultante.
Finalmente, na Secc¸a˜o 5.4 aborda-se o back-end, a apresentac¸a˜o da documentac¸a˜o gerada pela
ferramenta e faz-se uma pequena refereˆncia a um dos SMT solvers existentes no mercado, em
particular aquele que foi aplicado durante o desenvolvimento desta tese de mestrado.
No Cap´ıtulo 6 apresentam-se os resultados extra´ıdos desta tese de mestrado, trabalho futuro






Este cap´ıtulo define uma linguagem de programac¸a˜o que sera´ utilizada ao longo da tese de
mestrado. Esta linguagem e´ uma linguagem imperativa ba´sica que apenas procura representar
mecanismos essenciais de progamac¸a˜o. A esta linguagem daremos o nome Whileassert e, embora
seja simples, sera´ suficientemente poderosa para podermos raciocinar sobre as transformac¸o˜es que
ocorrem no processo BMC.
Neste cap´ıtulo sa˜o definidos conceitos que nos permitira˜o definir as transformac¸o˜es em que
assenta o me´todo BMC e raciocinar sobre a validade do BMC. Abordar-se-a˜o questo˜es de sintaxe
da linguagem, bem como as questo˜es da semaˆntica da linguagem. Por um lado, a sintaxe estabelece
a forma das frases de uma linguagem. Por outro lado, a semaˆntica e´ a a´rea que estuda a forma
de expressar o significado dessas frases numa linguagem, sendo ambas necessa´rias para definir e
raciocinar sobre uma linguagem.
A linguagem Whileassert permite exprimir ciclos com o comando while ( b ) do cw, con-
dicionais com o comando if ( b ) then ct else cf , atribuic¸o˜es com o comando x := e, as
asserc¸o˜es com o comando assert ( b ) , nopes (“no operation”) com o comando skip, e, final-
mente, a construc¸a˜o t´ıpica das linguagens imperativas, composic¸a˜o de comandos com o comando
ci ; cj .
Este cap´ıtulo esta´ dividido em 4 (quatro) secc¸o˜es. Na primeira secc¸a˜o abordam-se aspectos
sinta´ticos da linguagem, como se representam as expresso˜es inteiras, as expresso˜es booleanas e
os comandos da linguagem. Na segunda secc¸a˜o definem-se estados de computac¸a˜o e aborda-se o
significado das expresso˜es sobre a manipulac¸a˜o de estados. Na terceira secc¸a˜o definimos a noc¸a˜o
de correcc¸a˜o de um programa na nossa linguagem e finalmente, na u´ltima secc¸a˜o, definem-se as
classes interme´dias de comandos usadas pelas transformac¸o˜es presentes no me´todo BMC. Nas
secc¸o˜es 2.2 e 2.4 provam-se algumas propriedades ba´sicas que sera˜o necessa´rias no Cap´ıtulo 4.
2.1 Aspectos sinta´ticos
A sintaxe de uma linguagem de programac¸a˜o especifica a estrutura e a forma de organizar
os constituintes da linguagem (as palavras, os chamados tokens da linguagem). Geralmente
expressos em texto, strings ou frases da linguagem.
A sintaxe procura descrever um conjunto de regras, conhecidas como produc¸o˜es da lingua-
gem, que definem poss´ıveis construc¸o˜es de uma frase da linguagem. Estas regras descrevem a
organizac¸a˜o poss´ıvel dos elementos da linguagem (tokens), e organizam a estrutura em classes
sinta´ticas. A sintaxe de uma linguagem diz-se amb´ıgua quando permite mais do que uma forma
de construc¸a˜o da mesma frase na linguagem.
Como dito anteriormente, a sintaxe e´ definida por uma grama´tica, normalmente numa grama´tica
normalizada em BNF ou uma variante desta. No nosso caso, iremos exprimir a nossa sintaxe numa
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variante desta meta-notac¸a˜o. Uma vez que na˜o nos iremos preocupar com questo˜es como “o que
e´ um nu´mero” e “como deve ser um nu´mero representado”, iremos apresentar a nossa sintaxe
em termos de uma sintaxe abstracta. Uma sintaxe abstracta e´ uma notac¸a˜o que permite definir
tipos de dados simples, tipos de dados complexos e especificar quais os valores que estes tipos de
dados podem assumir. As sequeˆncias de s´ımbolos permitidos numa frase sintaticamente correta
do programa e´ definido nas seguintes subsecc¸o˜es. A linguagem que estudamos e´ simples, pelo que
iremos apenas manipular objectos conhecidos e pouco complexos.
2.1.1 Expresso˜es inteiras
Precisamos de definir as varia´veis do programa que ira˜o representar nu´meros inteiros. As
varia´veis sera˜o objectos que a linguagem manipula. Assumiremos que o conjunto de varia´veis e´
numera´vel.
Convenc¸a˜o 2.1. Assumimos a existeˆncia de varia´veis x0, x1, . . . , xn, . . .
Esta colecc¸a˜o de varia´veis e´ numera´vel e notada por VInteger.
Usamos as letras x, x′, y, y′, . . . como meta-varia´veis sobre VInteger.
As varia´veis de VInteger, no contexto da avaliac¸a˜o de expresso˜es, assumira˜o valores em Z.
Habitualmente usamos z, v, z′, v′, z0, v0, . . . como meta-varia´veis sobre Z
Por forma a fornecer algum poder a` linguagem, sa˜o permitidas algumas expresso˜es inteiras,
para representar operac¸o˜es sobre os nu´meros inteiros. Introduzimos a noc¸a˜o de expressa˜o na
Definic¸a˜o 2.2 e porteriormente, na Definic¸a˜o 2.12, definimos a interpretac¸a˜o das expresso˜es.
Definic¸a˜o 2.2. A notac¸a˜o ExpressionInteger representara´ a classe das expresso˜es inteiras. A
classe sinta´tica ExpressionInteger e´ definida indutivamente do seguinte modo:
e ::= z se z ∈ Z
| x se x ∈ VInteger
| −e
| ( ei  ej ) ,  ∈ { +, −, ×, ÷, mod }
Tabela 2.1: Classe das expresso˜es inteiras
Habitualmente usamos e, e′, ei, ej , e1, . . . como meta-varia´veis sobre ExpressionInteger.
Recorremos a` func¸a˜o FV (de free variables) para obter os elementos de VInteger presentes
numa expressa˜o inteira.
Definic¸a˜o 2.3. A func¸a˜o FV : ExpressionInteger → P ( VInteger ) e´ definida recursivamente
por:
FV ( z ) = ∅ se z ∈ Z
FV ( x ) = { x } se x ∈ VInteger
FV ( −e ) = FV ( e )
FV ( ei  ej ) = FV ( ei ) ∪ FV ( ej ) se  ∈ { +, −, ×, ÷, mod }
Exemplo 1. FV ( ( 3 + x0 )× ( x3 − ( 4÷ 96 ) ) ) = { x0, x3 }
2.1.2 Expresso˜es booleanas
Esta subsecc¸a˜o formaliza a forma de expressar condic¸o˜es boleanas na nossa linguagem. Estas
expresso˜es sa˜o necessa´rias para exprimir ciclos, condicionais e mesmo afirmac¸o˜es e asserts dentro
dos programas. Ale´m disto, o me´todo de BMC, por si, transforma um programa numa fo´rmula
lo´gica que procura modelar todo o comportamento expresso pelo programa.
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Convenc¸a˜o 2.4.
Usamos o s´ımbolo > para denotar o valor lo´gico verdadeiro.
Usamos o s´ımbolo ⊥ para denotar o valor lo´gico falso.
Denotaremos o conjunto dos valores lo´gicos, por B. Por vezes, chamaremos valores booleanos
aos valores lo´gicos.
Ale´m dos valores de verdade, nas nossas expresso˜es booleanas tambe´m permitimos algumas
operac¸o˜es lo´gicas como a negac¸a˜o, a conjunc¸a˜o (∧), a disjunc¸a˜o (∨) e a implicac¸a˜o (→). A
implicac¸a˜o lo´gica na˜o e´ comum nas linguagens de programac¸a˜o usuais, uma vez que se pode inter-
pretar a implicac¸a˜o lo´gica p→ q como ( ¬ p )∨ q. Contudo, optamos por introduzir a implicac¸a˜o,
evitando a formalizac¸a˜o de novas classes e interpretac¸o˜es associadas quando for necessa´rio realizar
o estudo das expresso˜es lo´gicas resultantes do processo BMC. Introduzimos tambe´m relac¸o˜es de
comparac¸a˜o, que sa˜o o mecanismo fundamental para a construc¸a˜o de expresso˜es booleanas a partir
dos valores das varia´veis, i.e., dos programas e que portanto permite fazer afirmac¸o˜es acerca dos
valores das varia´veis.
De seguida descrevemos a classe das nossas expresso˜es booleanas. A avaliac¸a˜o de expresso˜es
desta classe sinta´tica e´ definida posteriormente, na Definic¸a˜o 2.14.
Definic¸a˜o 2.5. A notac¸a˜o ExpressionBoolean representara´ a classe das expresso˜es booleanas.
A classe sinta´tica ExpressionBoolean e´ definida indutivamente do seguinte modo:
b ::= >
| ⊥
| ( ei  ej ) , ∈ { ≤, <,>,≥,=, 6= }
| ¬ b
| ( bi  bj ) , ∈ { ∧,∨,→ }
Tabela 2.2: Classe das expresso˜es booleanas
Habitualmente usamos b, b′, bi, bj , b1, . . . como meta-varia´veis sobre ExpressionBoolean.
Recorremos a` func¸a˜o FV para obter os elementos de VInteger presentes numa expressa˜o boo-
leana.
Definic¸a˜o 2.6. A func¸a˜o FV : ExpressionBoolean → P(VInteger) e´ definida recursivamente por:
FV ( > ) = ∅
FV ( ⊥ ) = ∅
FV ( ei  ej ) = FV ( ei ) ∪ FV ( ej ) ,  ∈ { ≤, <,>,≥,=, 6= }
FV ( ¬ b ) = FV ( b )
FV ( bi  bj ) = FV ( bi ) ∪ FV ( bj ) ,  ∈ { ∧,∨,→ }
Exemplo 2. FV ( ( > → ⊥ ) ∨ ( x2 − 4 ) ≥ ( x1 ÷ 96 ) ) = { x2, x1 }
2.1.3 Comandos
A classe sinta´tica expressa pela Tabela 2.3, corresponde aos comandos presentes na linguagem
Whileassert. Conforme indicado na introduc¸a˜o, esta classe indica a ordem e sequenciac¸a˜o de
s´ımbolos que exprimem os ciclos, os condicionais, os mecanismos de modificac¸a˜o de varia´vies, de
afirmac¸a˜o de propriedades do programa, etc.
O comando nulo: skip representa uma “na˜o operac¸a˜o”. Pode ser considerado o elemento
neutro, pois pretende-se que na˜o efectue qualquer intervenc¸a˜o no estado da computac¸a˜o. A sua
existeˆncia, embora na˜o afecte o estado da computac¸a˜o, permite programar condicionais em que
apenas um dos ramos tem conteu´do computacional. O comando de afirmac¸a˜o/assert e´ notado
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por assert ( b ) e permite realizar afirmac¸o˜es/asserc¸o˜es sobre o programa em pontos espec´ıficos
do programa, sendo que um programa para ser correcto tera´ que tornar a asserc¸a˜o verdadeira
no estado com que chegar a esse ponto de execuc¸a˜o. O comando de atribuic¸a˜o x := e permite
manipular varia´veis do programa; a varia´vel x passara´ a assumir o valor da avaliac¸a˜o da expressa˜o
e no estado em que esta atribuic¸a˜o e´ realizada. Este mecanismo de substituic¸a˜o e´ o u´nico capaz de
alterar o estado. O comando de composic¸a˜o ci ; cj permite sequeˆnciar um conjunto de passos de
computac¸a˜o, simulando a execuc¸a˜o sequeˆncial das linguagens imperativas. O comando condicional
if ( b ) then ct else cf permite computar em termos de casos, onde a condic¸a˜o b rege a decisa˜o
de computar uma das duas possibilidades, ou ct, ou cf . Finalmente, o comando while ( b ) do cw
expressa ciclos de programac¸a˜o, onde o condifional b rege a decisa˜o de computar o comando cw.
Definic¸a˜o 2.7. A notac¸a˜o Command representara´ a classe de comandos. A classe sinta´tica
Command e´ definida indutivamente do seguinte modo:
c ::= skip
| assert ( b )
| x := e
| ci ; cj
| if ( b ) then ct else cf
| while ( b ) do cw
Tabela 2.3: Classe de comandos
A uma expressa˜o da classe Command chamaremos comando ou programa. Habitualmente usamos
c, c′, ci, cj , c1, . . . como meta-varia´veis sobre Command.
Recorremos a` func¸a˜o FV para obter os elementos de VInteger presentes num comando.
Definic¸a˜o 2.8. A func¸a˜o FV : Command→ P ( VInteger ) e´ definida recursivamente por:
FV ( skip ) = ∅
FV ( assert ( b ) ) = FV ( b )
FV ( x := e ) = { x } ∪ FV ( e )
FV ( ci ; cj ) = FV ( ci ) ∪ FV ( cj )
FV ( if ( b ) then ct else cf ) = FV ( b ) ∪ FV ( ct ) ∪ FV ( cf )
FV ( while ( b ) do cw ) = FV ( b ) ∪ FV ( cw )
Exemplo 3. Seja p o comando da classe Command,
tal que p = x7 := 1 + x0 ; x7 := 1× x2 ; x7 := 1 mod x3 ; x7 := 1÷ x4 ; x7 := x3 × x7.
Enta˜o FV ( p ) = { x0, x2, x3, x4, x7 }
Adiante usaremos com frequeˆncia a func¸a˜o assign, que permite obter os elementos de VInteger
que sa˜o alvo de uma atribu´ıc¸a˜o num comando.
Definic¸a˜o 2.9. A func¸a˜o assign : Command→ P ( VInteger ) e´ definida recursivamente por:
assign ( skip ) = ∅
assign ( assert ( b ) ) = ∅
assign ( x := e ) = { x }
assign ( ci ; cj ) = assign ( ci ) ∪ assign ( cj )
assign ( if ( b ) then ct else cf ) = assign ( ct ) ∪ assign ( cf )
assign ( while ( b ) do cw ) = assign ( cw )
Exemplo 4. Seja p o programa em Command, tal que p = x1 := 1 ; x1 := 1 ; if ( x1 ≤ x2 ) then x2 :=
1 else x2 := x3.
Temos assign ( p ) = { x1, x2 }
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2.2 A semaˆntica operacional
Duas formas normais de descrever a semaˆntica operacional de uma linguagem de programac¸a˜o
sa˜o a semaˆntica operacional estrutural e a semaˆntica natural . Por um lado, a semaˆntica operacional
estrutural , tambe´m conhecida como small-step semantics, define o significado individual de
cada passo da computac¸a˜o. Por outro, a semaˆntica natural , tambe´m conhecida como big-step
semantics, define o significado geral/global das computac¸o˜es que terminam, i.e., o que deve
acontecer no final da computac¸a˜o [35].
A semaˆntica operacional e´ uma forma rigorosa de formalizar o significado de uma computac¸a˜o.
Descreve a forma como uma frase va´lida da linguagem deve ser interpretada, em sequeˆncias de pas-
sos computacionais. Estas sequeˆncias reflectem o significado da frase, o significado do programa.
Cada expressa˜o de uma linguagem, como if ( b ) then ct else cf , possui um intuito, possui um
significado, um resultado desejado, i.e., procura exprimir algo. A semaˆntica operacional e´ uma
ferramenta essencial para a construc¸a˜o, verificac¸a˜o e validac¸a˜o de uma linguagem, por providenciar
uma descric¸a˜o formal do seu comportamento.
Uma alternativa a` semaˆntica operacional e´ a semaˆntica denotacional que pode ser considerada
como a interpretac¸a˜o matema´tica de programas, uma vez que os programas sa˜o traduzidos para
uma certa estrutura matema´tica e permite raciocinar sobre o programa nessa estrutura. Ambas
as semaˆnticas (semaˆntica operacional e semaˆntica denotacional) sa˜o convenientes para a descric¸a˜o
completa de uma linguagem [44].
2.2.1 Estados
Necessitaremos de definir a noc¸a˜o de estado de um programa. Como foi dito, as semaˆnticas
procuram representar o significado da execuc¸a˜o de um programa. Os programas sa˜o executados
em ma´quinas finitas que recorrem a` manipulac¸a˜o de memo´ria e recursos dispon´ıveis ao sistema
de computac¸a˜o. Para representar o significado da computac¸a˜o iremos representar o estado dos
objectos que sa˜o manipulados pelo programa. Consideraremos que um estado s de execuc¸a˜o do
programa, conte´m toda a informac¸a˜o gerida pelo programa, i.e., o valor de todas as varia´veis que
o programa manipula. Por convenc¸a˜o, a`s varia´veis que na˜o sa˜o atribu´ıdas, mas que ocorrem nas
expresso˜es, consideramos que possuem o valor 0 por defeito.
Definic¸a˜o 2.10. Chamaremos estado a uma func¸a˜o do tipo VInteger → Z.
O conjunto de todos os estados poss´ıveis sera´ denotado por Σ. Usamos as letras s, s′, si, s1, . . .
como meta-varia´veis sobre Σ.
Uma vez que um estado e´ uma func¸a˜o, a aplicac¸a˜o do estado a uma varia´vel denota o valor da
varia´vel nesse estado.
Muitas vezes precisamos de modificar o valor das varia´veis, e para tal sera´ u´til usar a func¸a˜o,
conhecida por vezes por “override” de um estado.






( y ) =
{
v se x = y
s ( y ) se x 6= y , para todo y ∈ VInteger.
O resultado desta “substituic¸a˜o” e´ por si um estado, onde x, a varia´vel subst´ıtuida, toma o












, o valor da varia´vel x0 e´ 3.
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2.2.2 Avaliac¸a˜o de expresso˜es inteiras
Nesta subsecc¸a˜o abordamos a avaliac¸a˜o de expresso˜es inteiras. Raciocinamos sobre o valor
da expressa˜o de acordo com um determinado estado. A avaliac¸a˜o de uma mesma expressa˜o em
estados diferentes podera´ produzir resultados diferentes. Por definic¸a˜o, um estado avalia um
nu´mero inteiro nele pro´prio (inteiros sa˜o por si valores). O s´ımbolo 1 significa o valor 1, o s´ımbolo
2 significa o valor 2 e assim consecutivamente. O estado avalia uma varia´vel para o valor que e´
armazenado no estado para essa varia´vel. Isto resulta do valor obtido pela aplicac¸a˜o do estado a`
varia´vel. As restantes expresso˜es sa˜o avaliadas de um modo recursivo, dependendo da respectiva
construc¸a˜o semaˆntica. A Definic¸a˜o 2.12 formaliza este conceito.
Neste trabalho na˜o nos preocupamos com a gerac¸a˜o de erros por parte da avaliac¸a˜o de ex-
presso˜es inteiras (caso da divisa˜o por zero). Contudo, na avaliac¸a˜o do comando de atribuic¸a˜o,
e´ necessa´rio avaliar a expressa˜o que pode gerar uma fonte de outro tipo de erro/excepc¸a˜o que
na˜o a considerada neste projecto. Neste projecto na˜o se torna relevante, mas poderia ter sido
considerado. Referimos esta questa˜o como poss´ıvel trabalho futuro no Cap´ıtulo 6.
Definic¸a˜o 2.12. A avaliac¸a˜o de expresso˜es inteiras,J . K : ExpressionInteger → Σ → Z e´ definida recursivamente por:
J z Ks = z , se z ∈ ZJ x Ks = s ( x ) , se x ∈ VIntegerJ − e Ks = − ( J e Ks )J e1  e2 Ks = J e1 Ks  J e2 Ks , para  ∈ { +, −, × }J e1  e2 Ks = { J e1 Ks  J e2 Ks se J e2 Ks 6= 00 de outro modo , para  ∈ { div, mod }
De seguida (Lema 2.13), estabelecemos uma propriedade fundamental da avaliac¸a˜o de ex-
presso˜es. Intuitivamente, esta propriedade afirma que se todas as varia´veis presentes numa ex-
pressa˜o de ExpressionInteger teˆm atribu´ıdo o mesmo valor em dois estados, enta˜o o resultado de
avaliar a expressa˜o nesses dois estados e´ igual.
Lema 2.13. Para quaisquer e ∈ ExpressionInteger
∀s, s′ ∈ Σ, (∀y ∈ FV ( e ) , s ( y ) = s′ ( y ))⇒ J e Ks = J e Ks′
Demonstrac¸a˜o. Por induc¸a˜o estrutural em e ∈ ExpressionInteger.
i) Para qualquer z ∈ Z,
Queremos mostrar que
∀s, s′ ∈ Σ, (∀y ∈ FV ( z ) , s ( y ) = s′ ( y ))⇒ J z Ks = J z Ks′
Por definic¸a˜o, J z Ks = z = J z Ks′ .
ii) Para qualquer x ∈ VInteger,
Queremos mostrar que
∀s, s′ ∈ Σ, (∀y ∈ FV ( x ) , s ( y ) = s′ ( y ))⇒ J x Ks = J x Ks′
Tendo em conta que FV ( x ) = { x }, s ( x ) = s′ ( x ).
Assim, temos J x Ks = s ( x ) = s′ ( x ) = J x Ks′ .
iii) Para qualquer e ∈ ExpressionInteger, assumimos que por hipo´tese de induc¸a˜o temos,
HI : ∀s, s′ ∈ Σ, (∀y ∈ FV ( e ) , s ( y ) = s′ ( y ))⇒ J e Ks = J e Ks′
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Vamos mostrar que
∀s, s′ ∈ Σ, (∀y ∈ FV ( −e ) , s ( y ) = s′ ( y ))⇒ J −e Ks = J −e Ks′
Por definic¸a˜o temos J −e Ks = − ( J e Ks ).
Como FV ( −e ) = FV ( e ), da hipo´tese ∀ y ∈ FV ( −e ) , s ( y ) = s′ ( y ), segue que ∀ y ∈
FV ( e ) , s ( y ) = s′ ( y ).
Logo, pela hipo´tese de induc¸a˜o, temos J e Ks = J e Ks′ e consequentemente temos tambe´mJ −e Ks = J −e Ks′ , pois, por definic¸a˜o, −J e Ks = J −e Ks e −J e Ks′ = J −e Ks′ .
iv) Os casos em que e = ei  ej , com ei, ej ∈ ExpressionInteger e  ∈ { +, −, ×, ÷,
mod }, provam-se a partir das hipo´teses de induc¸a˜o, de forma ana´loga ao caso iii.
2.2.3 Avaliac¸a˜o de expresso˜es booleanas
Nesta subsecc¸a˜o, abordamos a avaliac¸a˜o de expresso˜es booleanas. Estados diferentes prodera˜o
produzir resultados diferentes, tal como acontece na avaliac¸a˜o de expresso˜es inteiras. Por definic¸a˜o,
qualquer estado avalia os valores de verdade > e ⊥ neles pro´prios. As operac¸o˜es lo´gicas sa˜o
avaliadas na sua forma usual, bem como as relac¸o˜es de comparac¸a˜o.
Definic¸a˜o 2.14. A relac¸a˜o de avaliac¸a˜o de expresso˜es booleanas,J . K : ExpressionBoolean → Σ → B e´ definida recursivamente por:
J > Ks = >J ⊥ Ks = ⊥
J e1  e2 Ks = { > se J e1 Ks  J e2 Ks1⊥ caso contra´rio
J ¬ b Ks = { > se J b Ks = ⊥⊥ caso contra´rio
J b1 ∧ b2 Ks = { ⊥ se J b1 Ks = ⊥J b2 Ks caso contra´rio
J b1 ∨ b2 Ks = { > se J b1 Ks = >J b2 Ks caso contra´rio
J b1 → b2 Ks = { > se J b1 Ks = ⊥J b2 Ks caso contra´rio
Notac¸a˜o 1. Dado um estado s e dada uma expressa˜o booleana b:
usaremos a notac¸a˜o s |= b para expressar que J b Ks = >;
usaremos a notac¸a˜o s 6|= b para expressar que J b Ks = ⊥.
De imediato, surge a propriedade expressa pelo Lema 2.15, ana´loga a` propriedade expressa
pelo Lema 2.13 para expresso˜es inteiras. Intuitivamente, afirma que para quaisquer dois estados,
se todas as varia´veis presentes numa expressa˜o booleana teˆm atribuido o mesmo valor, enta˜o
a expressa˜o tem o mesmo valor de verdade para os dois estados.
Lema 2.15. Para quaisquer b ∈ ExpressionBoolean
∀s, s′ ∈ Σ, (∀y ∈ FV ( b ) , s ( y ) = s′ ( y ))⇒ J b Ks = J b Ks′
1Nesta expressa˜o o s´ımbolo  significa a respectiva relac¸a˜o bina´ria em Z com a interpretac¸a˜o usual.
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Demonstrac¸a˜o. Por induc¸a˜o estrutural em b ∈ ExpressionBoolean.
i) Queremos mostrar que
∀s, s′ ∈ Σ, (∀y ∈ FV ( > ) , s ( y ) = s′ ( y ))⇒ J > Ks = J > Ks′
Por definic¸a˜o, J > Ks = > = J > Ks′ .
ii) Queremos mostrar que
∀s, s′ ∈ Σ, (∀y ∈ FV ( ⊥ ) , s ( y ) = s′ ( y ))⇒ J ⊥ Ks = J ⊥ Ks′
Por definic¸a˜o, J ⊥ Ks = ⊥ = J ⊥ Ks′ .
iii) Para quaisquer ei, ej ∈ ExpressionInteger e  ∈ { ≤, <,>,≥,=, 6= },
Queremos mostrar que
∀s, s′ ∈ Σ, (∀y ∈ FV ( ei  ej ) , s ( y ) = s′ ( y ))⇒ J ei  ej Ks = J ei  ej Ks′
Como FV ( ei  ej ) = FV ( ei ) ∪ FV ( ej ), da hipo´tese ∀ y ∈ FV ( ei  ej ) , s ( y ) = s′ ( y ),
sabemos que:
1) ∀ y ∈ FV ( ei ) , s ( y ) = s′ ( y );
2) ∀ y ∈ FV ( ej ) , s ( y ) = s′ ( y ).
Daqui, pelo Lema 2.13, segue que J ei Ks = J ei Ks′ e J ej Ks = J ej Ks′ .
Logo, temos J ei  ej Ks = J ei Ks  J ej Ks = J ei Ks′  J ej Ks′ = J ei  ej Ks′ como pretendido.
iv) Para qualquer b ∈ ExpressionBoolean,
Por hipo´tese de induc¸a˜o temos,
HI : ∀s, s′ ∈ Σ, (∀y ∈ FV ( b ) , s ( y ) = s′ ( y ))⇒ J b Ks = J b Ks′
Queremos mostrar que
∀s, s′ ∈ Σ, (∀y ∈ FV ( ¬ b ) , s ( y ) = s′ ( y ))⇒ J ¬ b Ks = J ¬ b Ks′
Como FV ( ¬ b ) = FV ( b ),
da hipo´tese ∀ y ∈ FV ( b ) , s ( y ) = s′ ( y ), segue ∀ y ∈ FV ( b ) , s ( y ) = s′ ( y ).
Logo, de HI, vem J b Ks = J b Ks′ e consequentemente J ¬ b Ks = J ¬ b Ks′ .
v) Os casos b = bi  bj , com bi, bj ∈ ExpressionBoolean e  ∈ { ∧,∨,→ }, seguem atrave´s
das hipo´teses de induc¸a˜o, de modo semelhante ao caso anterior.
2.2.4 Estados com erro
A noc¸a˜o de “programa correcto” que adotamos nesta tese de mestrado e´ a de programas que
na˜o produzem “erros” durante a sua execuc¸a˜o. Um erro na˜o e´ um estado e, para o propo´sito do
nosso estudo, na˜o e´ poss´ıvel recuperar de um erro. Pelo que um erro e´ algo diferente dos estadoos
que consideramos ate´ aqui. No entanto, apresentaremos o erro como um estado especial. O estado
de erro na˜o e´ um estado no sentido de possuir informac¸a˜o sobre as varia´veis manipuladas pelo
programa. O estado de erro servira´ apenas para simbolizar que algo correu mal na computac¸a˜o,
uma “excepc¸a˜o abstracta”. Um erro resulta de uma afirmac¸a˜o que na˜o e´ verdadeira, indicando
que o programa falha, em pelo menos um ponto, a especificac¸a˜o dada para o programa.
Definic¸a˜o 2.16. Assumimos a existeˆncia de um u´nico estado de erro, que denotamos por erro.
Denotamos por Σerro o conjunto Σ ∪ { erro } que conte´m todos os estados de Σ, e ainda o estado
de erro.
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Note-se que para o estado s = erro, na˜o faz sentido falar de valor de uma varia´vel ou de uma




e s |= b na˜o esta˜o definidas neste caso.
2.2.5 Relac¸a˜o de avaliac¸a˜o  
Definida a noc¸a˜o de estado de um programa, podemos agora definir a relac¸a˜o de avaliac¸a˜o que
ira´ modelar a noc¸a˜o de computac¸a˜o na nossa linguagem de programac¸a˜o. A relac¸a˜o de avaliac¸a˜o
e´ terna´ria, denotada por  , e expressa como computar com as va´rias construc¸o˜es presentes na
Definic¸a˜o 2.7. A relac¸a˜o  relaciona um comando c ∈ Command e um estado s ∈ Σ arbitra´rios,
com “o resultado da computac¸a˜o de c em s”, em semaˆntica big-step. A relac¸a˜o  representa a
alterac¸a˜o de um estado s arbitra´rio por um comando c que produz um estado s′, exprimindo s′ o
resultado de uma computac¸a˜o bem sucedida (um elemento de Σ) ou um erro.
Definic¸a˜o 2.17. A relac¸a˜o de avaliac¸a˜o  e´ uma relac¸a˜o terna´ria entre Command, estados
e estados com erro, ou seja,  ⊆ Command × Σ × Σerro. Usualmente, em vez de escrevermos
( c, s, s′ ) ∈ , escrevemos ( c, s )  s′, e em vez de escrevermos ( c, s, s′ ) 6∈ , escrevemos
( c, s ) 6 s′. A relac¸a˜o  e´ definida indutivamente pelas regras presentes na Tabela 2.4.
E´ de salientar que em ( c, s ) s′, s e´ necessa´riamente um estado que na˜o e´ erro, mas s′ pode
ser o estado de erro. De seguida analisaremos as alterac¸o˜es de estados produzidos por cada uma
das regras.
Regra SKIP . A execuc¸a˜o do comando skip na˜o produz qualquer alterac¸a˜o ao estado, sendo
que no final da computac¸a˜o o estado final e´ exactamente o estado inicial.
( skip, s ) s SKIP
Regra ASSERT . A execuc¸a˜o do comando assert ( b ) permite, num determinado “ponto” de
execuc¸a˜o, afirmar propriedades que se espera que o estado satisfac¸a nesse “ponto”. O comando
assert ( b ) na˜o altera o estado corrente de execuc¸a˜o caso a afirmac¸a˜o seja avaliada como verda-
deira no presente estado. Neste caso o estado na˜o e´ alterado.
s |= b
( assert ( b ) , s ) s ASSERT
Regra ASSERT - Error . Por outro lado, o comando assert ( b ), deve indicar que o programa
entra no incumprimento da afirmac¸a˜o/asserc¸a˜o b, avaliando para o estado de erro, caso b na˜o seja
satisfeito no estado em causa.
s 6|= b
( assert ( b ) , s ) erro ASSERT - Error
Regra ASSIGN . A execuc¸a˜o do comando x := e permite, num determinado “ponto” de
execuc¸a˜o, atribuir um novo valor inteiro a uma varia´vel. Efectua-se uma substituic¸a˜o no estado,
onde o valor de x passa a tomar o valor resultante da avaliac¸a˜o da expressa˜o e.




Regra COMPOSITION . O comando ci ; cj permite a composic¸a˜o de comandos, comec¸ando
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( skip, s ) s SKIP
s |= b
( assert ( b ) , s ) s ASSERT
s 6|= b
( assert ( b ) , s ) erro ASSERT - Error




( ci, s ) erro
( ci ; cj , s ) erro
COMPOSITION - Break
( ci, s ) s′′ s′′ 6= erro ( cj , s′′ ) s′
( ci ; cj , s ) s′
COMPOSITION
s |= b ( ct, s ) s′
( if ( b ) then ct else cf , s ) s′
IF - True
s 6|= b ( cf , s ) s′
( if ( b ) then ct else cf , s ) s′
IF - False
s 6|= b
( while ( b ) do cw, s ) s
WHILE - False
s |= b ( cw, s ) erro
( while ( b ) do cw, s ) erro
WHILE - Break
s |= b ( cw, s ) s′′ s′′ 6= erro ( while ( b ) do cw, s′′ ) s′
( while ( b ) do cw, s ) s′
WHILE - True
Tabela 2.4: Regras da semaˆntica operacional
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por executar o comando ci, e executado posteriormente o comando cj , a partir do estado resultante
da execuc¸a˜o de ci.
( ci, s ) s′′ s′′ 6= erro ( cj , s′′ ) s′
( ci ; cj , s ) s′
COMPOSITION
Regra COMPOSITION - Break . Se num programa ci ; cj ocorre um erro na computac¸a˜o
do comando ci, todo o programa passa ao estado de erro, sendo desnecessa´ria qualquer avaliac¸a˜o
posterior.
( ci, s ) erro
( ci ; cj , s ) erro
COMPOSITION - Break
Neste estudo, na˜o e´ poss´ıvel recuperar de um erro, e logo que e´ encontrada uma afirmac¸a˜o/asserc¸a˜o
no programa que na˜o e´ satisfeita, a computac¸a˜o termina.
Regra IF - True . A execuc¸a˜o do comando if ( b ) then ct else cf permite, num determinado
“ponto” de execuc¸a˜o, expressar uma computac¸a˜o condicional. Se o estado validar a expressa˜o
booleana b, no “ponto” em que o condicional e´ executado, a computac¸a˜o prossegue com ct e o
mesmo estado.
s |= b ( ct, s ) s′
( if ( b ) then ct else cf , s ) s′
IF - True
Regra IF - False . No caso em que o estado na˜o validar a expressa˜o booleana b, o programa
avalia de acordo com o comando cf .
s 6|= b ( cf , s ) s′
( if ( b ) then ct else cf , s ) s′
IF - False
O comando while ( b ) do cw permitira´ ciclos num determinado “ponto” da computac¸a˜o. O
corpo cw do ciclo e´ executado um nu´mero determinado de vezes, sendo esse nu´mero de execuc¸o˜es
controlado pela condic¸a˜o booleana b.
Regra WHILE - False . Se a condic¸a˜o booleana de ciclo for falsa, i.e., o estado atual da
execuc¸a˜o na˜o valida a condic¸a˜o, nada mais e´ executado e e´ retornado o estado pre´vio, com o
estado das computac¸o˜es executadas ate´ enta˜o.
s 6|= b
( while ( b ) do cw, s ) s
WHILE - False
Regra WHILE - Break . Caso a condic¸a˜o booleana de ciclo seja validada no estado atual de
execuc¸a˜o, queremos executar o corpo do ciclo, e o resultado dessa computac¸a˜o e´ transmitido a`s
pro´ximas computac¸o˜es. Assim se s |= b e ( cw, s )  s′′, caso s′′ = erro, devemos indicar que,
independentemente de posteriores computac¸o˜es, o programa termina no estado de erro.
s |= b ( cw, s ) erro
( while ( b ) do cw, s ) erro
WHILE - Break
Regra WHILE - True . Caso contra´rio, o resultado da computac¸a˜o do corpo do ciclo s′′ deve
ser transmitido ao pro´ximo passo de computac¸a˜o, que se espera ser outra iterac¸a˜o do ciclo, se b
ainda se verificar em s′′.
s |= b ( cw, s ) s′′ s′′ 6= erro ( while ( b ) do cw, s′′ ) s′
( while ( b ) do cw, s ) s′
WHILE - True
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Note-se que se ( c, s ) s′ (i.e. se o triplo ( c, s, s′ ) pertence a` relac¸a˜o ), enta˜o existe uma
“a´rvore de derivac¸a˜o” constru´ıda com as regras da semaˆntica operacional cuja conclusa˜o/ra´ız e´
( c, s ) s′.
2.2.6 Propriedades elementares da relac¸a˜o de avaliac¸a˜o
O nosso modelo de computac¸a˜o e´ determinista, i.e., dado um comando e um estado pode-
remos computar um u´nico estado. Esta propriedade fundamental de  e´ provada adiante, no
Teorema 2.19. Ale´m desta propridade, provamos tambe´m na pro´xima proposic¸a˜o que as varia´veis
que na˜o ocorrem num comando na˜o influenciam, nem sa˜o alteradas pela execuc¸a˜o do comando.
Proposic¸a˜o 2.18. ∀ c ∈ Command, s ∈ Σ, s′ ∈ Σerro, y ∈ VInteger,





















 erro , se s′ = erro
Demonstrac¸a˜o. Por induc¸a˜o nos comandos c ∈ Command
i) Caso c = skip.
Atendendo a` semaˆntica operacional, existe uma u´nica regra aplica´vel ao comando skip, e












ii) Caso c = assert ( b ).
Caso s |= b, temos que ter ( assert ( b ) , s ) s, ou seja s′ = s. Ana´logo ao caso anterior.
Caso s 6|= b, temos ( assert ( b ) , s ) erro e portanto s′ = erro.






6|= b, atendendo ao lema 2.15.
Logo, pela regra ASSERT - Error, tem-se
(







iii) Caso c = x := e.




, e portanto s′ 6= erro.
Usando a regra ASSIGN,
(




























e tem-se o pretendido.
iv) Caso c = ci ; cj .
Por hipo´tese de induc¸a˜o temos,
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 erro , se s′ = erro





















 erro , se s′ = erro
Queremos mostrar que ∀ s ∈ Σ, s′ ∈ Σerro, y ∈ VInteger, ( ci ; cj , s ) s′ ∧ y 6∈ FV ( ci ; cj )⇒
∀ z ∈ Z
1)
(










, se s′ 6= erro
2)
(





 erro , se s′ = erro
Caso COMPOSITION - Break.
Suponhamos que ( ci ; cj , s ) s′ segue pela regra COMPOSITION - Break.








 erro, para qualquer z ∈ Z.
Aplicando a regra COMPOSITION - Break retiramos
(







Suponhamos que ( ci ; cj , s ) s′ segue pela regra COMPOSITION.
Enta˜o, existe s′′ 6= erro tal que ( ci, s ) s′′ e ( cj , s′′ ) s′.





































 erro, se s′ = erro.
Assim sendo, basta aplicar a regra COMPOSITION para obter o resultado pretendido.
v) Caso c = if ( b ) then ct else cf .
Ha´ dois casos, consoante ( c, s ) s′ e´ obtido por IF - True ou IF - False.
Em cada um dos casos a prova segue com o aux´ılio da hipo´tese de induc¸a˜o
vi) Caso c = while ( b ) do cw.
Suponhamos que ( c, s ) s′ segue pela regra WHILE - False.
Enta˜o, s′ = s (com s′ 6= erro) e s 6|= b.






6|= b, para todo z ∈ Z.
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Consequentemente, usando a regra WHILE - False vem que(





















Os casos WHILE - Break e WHILE - True seguem com aux´ılio da hipo´tese de induc¸a˜o e
sa˜o ana´logos aos casos COMPOSITION - Break e COMPOSITION respectivamente.
Uma propriedade elementar da relac¸a˜o de avaliac¸a˜o que surge naturalmente e´ o determinismo
da relac¸a˜o de avaliac¸a˜o. Intuitivamente, esta propriedade afirma que o resultado de avaliar um
comando e´ sempre o mesmo, i.e., caso existam duas computac¸o˜es de um qualquer comando, num
qualquer estado, o resultado de ambas as computac¸o˜es e´ o mesmo.
Teorema 2.19. (Determinismo da relac¸a˜o de avaliac¸a˜o)
∀s ∈ Σ, ∀s′, s′′ ∈ Σerro, ∀c ∈ Command, ( c, s ) s′ ∧ ( c, s ) s′′ ⇒ s′ = s′′
Demonstrac¸a˜o. Por induc¸a˜o na relac¸a˜o de avaliac¸a˜o.
Caso SKIP.
Supondo ( skip, s ) s′ e ( skip, s ) s′′, necessariamente s = s′ e s = s′′.
Por transitividade da relac¸a˜o de igualdade, s′ = s′′.
Caso ASSERT.
Supondo que c = assert ( b ) e ( assert ( b ) , s ) s′ e´ obtido pela regra ASSERT,
tem-se s′ = s e s |= b.
Assim, de ( c, s ) s′′ conclui-se s′′ = s, pois a regra ASSERT - Error na˜o e´ aplica´vel,
e consequentemente s′′ = s′.
Caso ASSERT - Error.
Supondo que c = assert ( b ) e ( assert ( b ) , s ) s′ e´ obtido pela regra ASSERT,
neste caso s′ = erro e s 6|= b.
Logo s′ = s′′, por um racioc´ınio ana´logo ao do caso anterior.
Caso ASSIGN.
Supondo ( x := e, s ) s′ e ( x := e, s ) s′′,









Logo s′ = s′′.
Caso COMPOSITION - Break.
Supondo que c = ci ; cj e ( ci ; cj , s ) s′ e´ obtido pela regra COMPOSITION - Break,
s′ = erro e ( ci, s ) erro.
Assim, por hipo´tese de induc¸a˜o,
∀ s′′ ∈ Σerro, ( ci, s ) s′′′ ⇒ s′′′ = erro (2.1)
Logo, s′′ = erro, pois de outro modo ter´ıamos que ter usado a regra COMPOSITION
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e existiria s′′′ 6= erro tal que ( ci, s ) s′′′, contrariando (2.1).
Caso COMPOSITION.
Supondo que c = ci ; cj e ( ci ; cj , s ) s′ e´ obtido pela regra COMPOSITION,
existe s′′′ 6= erro tal que ( ci, s ) s′′′ e ( cj , s′′′ ) s′.
Atendendo a` hipo´tese de induc¸a˜o relativa a ( ci, s ) s′′′,
na˜o podemos ter ( ci, s ) erro e portanto ( ci, s ) s′ tem tambe´m que ser obtido pela
regra COMPOSITION, pelo que existe s′′′′ tal que ( ci, s ) s′′′′ e ( cj , s′′′′ ) s′′.
Daqui, atendendo a` hipo´tese de induc¸a˜o relativa a ( ci, s ) s′′′
tira-se s′′′ = s′′′′ e atendendo a` hipo´tese de induc¸a˜o relativa a ( cj , s′′′ ) s′
tira-se s′ = s′′, como pretendido.
Caso IF - True.
Supondo que c = if ( b ) then ct else cf e ( c, s ) s′ e´ obtido pela regra IF - True,
tem-se s |= b e ( ct, s ) s′.
Assim, ( c, s ) s′′ tambe´m tem que ser obtido pela regra IF - True e tem-se ( ct, s ) s′′.
Pela hipo´tese de induc¸a˜o podemos enta˜o concluir que s′′ = s′.
Caso IF - False.
Ana´logo ao caso anterior.
Caso WHILE - False.
Supondo que c = while ( b ) do cw e que ( c, s ) s′ e´ obtido pela regra WHILE - False,
tem-se s′ = s e s 6|= b.
Uma vez que s 6|= b, ( c, s ) s′′ tambe´m so´ pode ser obtido pela regra WHILE - False,
donde s′′ = s = s′.
Caso WHILE - Break.
Ana´logo ao caso da regra COMPOSITION - Break.
Caso WHILE - True.
Ana´logo ao caso da regra COMPOSITION.
2.2.7 Equivaleˆncia de programas
Uma noc¸a˜o fundamental em semaˆnticas de liguagens de programac¸a˜o e´ a noc¸a˜o de equivaleˆncia
de programas. Necessitaremos de raciocinar sobre a equivaleˆncia entre dois comandos. Essenci-
almente, dois programas sa˜o equivalentes se a partir de um qualquer estado produzem estados
iguais. Uma propriedade deseja´vel acerca de transformac¸o˜es de programas noutros programas e´ a
de que as transformac¸o˜es produzem programas equivalentes aos programas dados. Embora nesta
tese de mestrado na˜o se fac¸a um estudo das propriedades das 3 (treˆs) primeiras transformac¸o˜es
envolvidas no me´todo de BMC (definidas na Secc¸a˜o 3.3), espera-se que as transformac¸o˜es T2 e T3
(2a e 3a transformac¸o˜es respectivamente) produzam programas equivalentes. Ja´ a transformac¸a˜o
T1, uma vez que faz apenas uma expansa˜o limitada dos “whiles” pode na˜o produzir programas
equivalentes.
Definic¸a˜o 2.20. A relac¸a˜o bina´ria ≈ sobre Command e´ definida por:
c1 ≈ c2 sse ( c1, s ) s′ ⇔ ( c2, s ) s′,
para qualquer s ∈ Σ, s′ ∈ Σerro e c1, c2 ∈ Command.
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Como seria de esperar, a relac¸a˜o de equivaleˆncia de programas e´ uma relac¸a˜o de equi-
valeˆncia, i.e., e´ reflexiva, e´ sime´trica e e´ transitiva.
Lema 2.21. (Reflexividade da relac¸a˜o ≈ )
Para qualquer c ∈ Command,
c ≈ c.
Demonstrac¸a˜o.
Para qualquer c ∈ Command, e´ obvio que para quaisquer s ∈ Σ, s′ ∈ Σerro, ( c, s )  s′ sse
( c, s ) s′.
Logo, temos c ≈ c.
Lema 2.22. (Simetria da relac¸a˜o ≈ )
Para quaisquer c1, c2 ∈ Command,
c1 ≈ c2 ⇒ c2 ≈ c1.
Demonstrac¸a˜o. Suponhamos que
c1 ≈ c2, i.e., para quaisquer s ∈ Σ, s′ ∈ Σerro, ( c1, s ) s′ sse ( c2, s ) s′.
Queremos mostrar que
c2 ≈ c1, i.e., para quaisquer s ∈ Σ, s′ ∈ Σerro, ( c2, s ) s′ sse ( c1, s ) s′
Pela hipo´tese, ( c1, s ) s′ sse ( c2, s ) s′.
Logo, ( c1, s ) s′ sse ( c1, s ) s′.
Lema 2.23. (Transitividade da relac¸a˜o ≈ )
Para quaisquer c1, c2, c3 ∈ Command,
( c1 ≈ c2 ) ∧ ( c2 ≈ c3 )⇒ c1 ≈ c3.
Demonstrac¸a˜o. Suponhamos que
Ha: c1 ≈ c2, i.e., para quaisquer sa ∈ Σ, s′a ∈ Σerro, ( c1, sa ) s′a sse ( c2, sa ) s′a
Hb: c2 ≈ c3, i.e., para quaisquer sb ∈ Σ, s′b ∈ Σerro, ( c2, sb ) s′b sse ( c3, sb ) s′b
Queremos mostrar que
c1 ≈ c3, i.e., para quaisquer s ∈ Σ, s′ ∈ Σerro, ( c1, s ) s′ sse ( c3, s ) s′
Da hipo´tese Ha, em particular, tomando sa = s e s
′
a = s
′, temos ( c1, s ) s′ sse ( c2, s ) s′
Da hipo´tese Hb, em particular, tomando sb = s e s
′
b = s
′, temos ( c2, s ) s′ sse ( c3, s ) s′
Logo, ( c1, s ) s′ sse ( c3, s ) s′
Proposic¸a˜o 2.24. A relac¸a˜o ≈ e´ uma relac¸a˜o de equivaleˆncia.
Demonstrac¸a˜o. Consequeˆncia dos lemas 2.21, 2.22 e 2.23.
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2.3 Correcc¸a˜o de programas
Durante a execuc¸a˜o de um programa, queremos ser capazes de descrever o que na˜o deve
acontecer, ou de igual forma, o que deve sempre acontecer. Necessitamos de uma forma de
representar propriedades de “safety” nos comandos.
Para qualquer c ∈ Command, usaremos a notac¸a˜o safe ( c ), para indicar uma propriedade
sobre comandos, com o intuito de captar a ideia de que o programa c executa sem erros. A noc¸a˜o
de erro, neste contexto, e´ a execuc¸a˜o dum programa que na˜o satisfaz todas as afirmac¸o˜es presentes
na sua espec´ıficac¸a˜o, i.e., safe ( c ) indica que o programa so´ avalia por estados que verificam
as afirmac¸o˜es/asserc¸o˜es expressadas pela espec´ıficac¸a˜o. Desta forma, conseguiremos garantir que
um “comando safe” satisfaz todas as suas especificac¸o˜es/afirmac¸o˜es. Em particular, queremos
raciocinar sobre as propriedades de safety de um comando, em relac¸a˜o a um estado inicial em
particular.
Assim, a noc¸a˜o expressa em safe ( c ) indica que um programa satisfaz esta propriedade, se na˜o
existir nenhum triplo que resultou de um comando que foi avaliado num erro de execuc¸a˜o, i.e.,
na˜o existe nenhum triplo da forma ( c, s, erro ) na relac¸a˜o de avaliac¸a˜o . Deste modo raciocinar
sobre a propriedade safe ( c ) e´ raciocinar exactamente sobre a definic¸a˜o da relac¸a˜o  .
Definic¸a˜o 2.25. Dado c ∈ Command e s ∈ Σ,
safe ( c, s )⇔def ( c, s ) 6 erro
Recorde-se que a notac¸a˜o ( c, s ) 6 erro significa ( c, s, erro ) /∈ , i.e., significa que na˜o
existe na relac¸a˜o  o triplo ( c, s, erro ).
De igual modo, um comando e´ considerado safe se e so´ se e´ safe para todos os estados.
Definic¸a˜o 2.26. Dado c ∈ Command,
safe ( c )⇔def ∀ s ∈ Σ : safe ( c, s )
De seguida estudaremos duas propriedades acerca do predicado safe (Lema 2.28 e Lema 2.27),
que sera˜o necessa´rias no Cap´ıtulo 4.
Uma propriedade imediata e´ a de que um programa equivalente a um programa safe e´ tambe´m
safe.
Proposic¸a˜o 2.27.
∀ c1, c2 ∈ Command, c1 ≈ c2 ⇒ safe ( c1 ) sse safe ( c2 )
Demonstrac¸a˜o.
Suponhamos que c1 ≈ c2, i.e., ∀ s ∈ Σ, s′ ∈ Σerro, ( c1, s ) s′ ⇔ ( c2, s ) s′.
Queremos mostrar que safe ( c1 ) sse safe ( c2 ).
Supondo safe ( c1 ), i.e., ∀ s 6= erro, ( c1, s ) 6 erro. Enta˜o, da suposic¸a˜o c1 ≈ c2, segue
∀ s 6= erro, ( c2, s ) 6 erro, e portanto temos safe ( c2 ).
O rec´ıproco tem demonstrac¸a˜o ana´loga.
A propriedade expressa pelo Lema 2.28, intuitivamente, afirma que, para quaisquer dois estados
sa, sb ∈ Σ, se todas as varia´veis presentes numa expressa˜o b′ ∈ ExpressionBoolean na˜o sa˜o
atribu´ıdas pelo comando c ∈ Command, i.e., se o comando na˜o manipula as varia´veis livres da
expressa˜o, mas sb e´ resultado da avaliac¸a˜o em sa, enta˜o avaliar b
′ no estado sa tera´ o mesmo
resultado de avaliar b′ em sb, e vice-versa.
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Lema 2.28. ∀ c ∈ Command, ∀sa, sb ∈ Σ, ∀ b ∈ ExpressionBoolean :
( FV ( b′ ) ∩ assign ( c ) = ∅ ) ∧ ( c, sa ) sb
⇓
( sa |= b′ )⇔ ( sb |= b′ )
Demonstrac¸a˜o. Por induc¸a˜o estrutural em c ∈ Command .
i) Queremos mostrar que para quaisquer b′ ∈ ExpressionBoolean e sa, sb ∈ Σ
( FV ( b′ ) ∩ assign ( skip ) = ∅ ) ∧ ( skip, sa ) sb
⇓
( sa |= b′ )⇔ ( sb |= b′ )
De ( skip, sa ) sb, atendendo a` definic¸a˜o da relac¸a˜o  , conlu´ımos que sa = sb e a equivaleˆncia
e´ imediata.
ii) Queremos mostrar que para quaisquer b′ ∈ ExpressionBoolean e sa, sb ∈ Σ
( FV ( b′ ) ∩ assign ( assert ( b ) ) = ∅ ) ∧ ( assert ( b ) , sa ) sb
⇓
( sa |= b′ )⇔ ( sb |= b′ )
Uma vez que sb 6= erro (sb ∈ Σ), atendendo a` definic¸a˜o da relac¸a˜o  , sabemos que sa = sb logo,
sa |= b′ sse sb |= b′.
iii) Queremos mostrar que para quaisquer b′ ∈ ExpressionBoolean e sa, sb ∈ Σ
( FV ( b′ ) ∩ assign ( x := e ) = ∅ ) ∧ ( x := e, sa ) sb
⇓
( sa |= b′ )⇔ ( sb |= b′ )










Pela suposic¸a˜o, FV ( b′ ) ∩ assign ( x := e ) = ∅.
Logo, x 6∈ FV ( b′ ). Assim, pelo Lema 2.15, sa |= b′ sse sb |= b′.
iv) Vamos mostrar que
( FV ( b′ ) ∩ assign ( if ( b ) then ct else cf ) = ∅ ) ∧ ( if ( b ) then ct else cf , sa ) sb
⇓
( sa |= b′ )⇔ ( sb |= b′ )
Como hipo´teses de induc¸a˜o temos
HIt :
( FV ( b′ ) ∩ assign ( ct ) = ∅ ) ∧ ( ct, sa ) sb
⇓
( sa |= b′ )⇔ ( sb |= b′ )
HIf :
( FV ( b′ ) ∩ assign ( cf ) = ∅ ) ∧ ( cf , sa ) sb
⇓
( sa |= b′ )⇔ ( sb |= b′ )
Da hipo´tese FV ( b′ ) ∩ assign ( if ( b ) then ct else cf ) = ∅, segue em particular FV ( b′ ) ∩
assign ( ct ) = ∅ e FV ( b′ ) ∩ assign ( cf ) = ∅.
22
Caso sa |= b: Temos que ter ( ct, sa )  sb. Daqui e de FV ( b′ ) ∩ assign ( ct ) = ∅, segue
pela hipo´tese de induc¸a˜o HIt sa |= b′ sse sb |= b′.
Caso sa 6|= b: Temos que ter ( cf , sa )  sb. Daqui e de FV ( b′ ) ∩ assign ( cf ) = ∅, segue
pela hipo´tese de induc¸a˜o HIf sa |= b′ sse sb |= b′.
vi) Os casos relativos aos comandos de composic¸a˜o (ci ; cj) e while (while ( b ) do cw) seguem
por razo˜es semelhantes a`s dos casos anteriores.
O lema seguinte apresenta uma caracterizac¸a˜o da noc¸a˜o de safe para a composic¸a˜o de coman-
dos, em termos dos subcomandos.
Lema 2.29. ∀ci, cj ∈ Command, ∀ s ∈ Σ,
safe ( ci ; cj , s )
sse
safe ( ci, s ) ∧ ( ∀ s′′ ∈ Σ, ( ci, s ) s′′ ⇒ safe ( cj , s′′ ) )
Demonstrac¸a˜o.
“⇒”: Por definic¸a˜o, de safe ( ci ; cj , s ) temos ∀ s ∈ Σ : ( ci ; cj , s ) 6 erro. Daqui, pela de-
finic¸a˜o da relac¸a˜o  :
a) Na˜o podemos ter ( ci, s ) erro (sena˜o, ter´ıamos tambe´m ( ci ; cj , s ) erro pela regra
COMPOSITION - Break e consequentemente na˜o teriamos safe ( ci ; cj , s )) e, portanto
safe ( ci, s );
b) Tambe´m na˜o podemos ter ( ci, s ) s′′ e ( cj , s′′ ) erro para algum s′′ 6= erro
(sena˜o ter´ıamos ( ci ; cj , s )  erro pela regra COMPOSITION e consequentemente na˜o
teriamos safe ( ci ; cj , s )) e,
por conseguinte, ∀ s′′ ∈ Σ, ( ci, s ) s′′ ⇒ safe ( cj , s′′ ).
“⇐”: Supondo que ( ci ; cj , s )  erro. Uma vez que por suposic¸a˜o temos safe ( ci, s ), tem-se
( ci, s ) 6 erro e portanto ( ci ; cj , s ) erro na˜o pode ser obtido, pela regra COMPOSITION - Break.
Assim sendo, resta a possibilidade de aplicar a regra COMPOSITION. Mas isto tambe´m na˜o
e´ poss´ıvel, pois teria que existir s′′ ∈ Σ tal que ( ci, s ) s′′ e ( ci, s ) erro, o que contraria a
suposic¸a˜o ∀ s′′ ∈ Σ, ( ci, s ) s′′ ⇒ safe ( cj , s′′ ).
2.4 Classes especiais de programas
2.4.1 Comandos SA
O Single Assignment (SA) e´ uma condic¸a˜o que afirma que todas as varia´veis de um programa,
no nosso caso de um comando, sa˜o atribu´ıdas uma e uma so´ vez. Ale´m disso, num programa single
assignment, na˜o pode ser realizada uma atribuic¸a˜o de varia´veis que ja´ ocorreram previamente no
programa (por exemplo, uma expressa˜o booleana). Neste sentido, as varia´veis sa˜o imuta´veis. Os
comandos da classe SA exprimem esta condic¸a˜o em comandos. O me´todo de conversa˜o de um
comando para a forma SA e´ efectuada pela transformac¸a˜o T2 expressa na Subsecc¸a˜o 3.3.2.
Definimos um comando SA da seguinte forma:
Definic¸a˜o 2.30. A notac¸a˜o SA representara´ a classe das expresso˜es de comandos single assign-
ment. A classe sinta´tica SA e´ definida indutivamente do seguinte modo:
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c ::= skip
| assert ( b )
| x := e , se x ∈ VInteger e x 6∈ FV ( e )
| ci ; cj , se assign ( ci ) ∩ assign ( cj ) = ∅
e FV ( ci ) ∩ assign ( cj ) = ∅
| if ( b ) then ct else cf , se assign ( ct ) ∩ assign ( cf ) = ∅
e FV ( b ) ∩ ( assign ( ct ) ∪ assign ( cf ) ) = ∅
Figura 2.1: Classe dos Comandos SA
A classe SA reflecte comandos da classe Command cujas varia´veis, em particular, na˜o possuem
mais do que uma u´nica atribuic¸a˜o. Os comandos skip, assert ( b ) na˜o teˆm atribuic¸o˜es e sa˜o por
si comandos SA, e portanto pertencem a` classe SA. O comando x := e tem uma u´nica atribuic¸a˜o.
No entanto, para este comando ser SA, a varia´vel atribu´ıda x na˜o pode ocorrer na expressa˜o e. A
composic¸a˜o de comandos ci ; cj expressa no entanto duas condic¸o˜es:
1) as varia´veis que sa˜o atribuidas em ci e em cj , para satisfazer esta propriedade, nunca podem
ser iguais (assign ( ci ) ∩ assign ( cf ) = ∅);
2) as varia´veis atribu´ıdas em cj na˜o podem ter sido usadas em ci (FV ( ci )∩assign ( cj ) = ∅).
O comando condicional if ( b ) then ct else cf expressa duas condic¸o˜es:
1) as varia´veis que sa˜o atribuidas no ramo ct e no ramo cf nunca sa˜o iguais, i.e., na˜o pode
haver atribuic¸o˜es a`s mesmas varia´veis (assign ( ct ) ∩ assign ( cf ) = ∅);
2) (FV ( b ) ∩ ( assign ( ct ) ∪ assign ( cf ) ) = ∅) que indica que as atribuic¸o˜es a`s varia´veis do
ramo ct e do ramo cf nunca podem ser efectuadas a varia´veis que ja´ ocorreram na condic¸a˜o
b (ou, dito de outro modo, as varia´veis de b na˜o podem ser afectadas pelos comandos dos
ramos do condicional if ).
Para tornarmos a exposic¸a˜o mais concisa, estabelecem-se algumas convenc¸o˜es para os exemplos.
Embora a meta notac¸a˜o apenas permita a existeˆncia de varia´veis x0, x1, . . . , xn, . . . , conforme a
Convenc¸a˜o 2.1, a t´ıtulo ilustrativo, iremos permitir considerar a notac¸a˜o a, b, c, d, . . . para as
varia´vies e varia´veis com ı´ndices a0, a1, . . . , an, . . . referirindo as verso˜es geradas pelo “processo
SA”.
Consideremos os exemplos da figura seguinte (Figuras 2.2a e 2.2b). O programa 2.2a na˜o
esta´ na classe SA (por exemplo, b e´ atribu´ıdo duas vezes). O programa 2.2b e´ ja´ um programa




b = a+ b;
c = c+ 8;
d = a+ b− f
(a) Sequeˆncia de comandos
a1 = 0;
b1 = b0;
b2 = a1 + b1;
c1 = c0 + 8;
d1 = a1 + b3 − f0
(b) Resultado da transformac¸a˜o T2 ( c )
Figura 2.2: Exemplo ilustrativo
Note-se que o comando while ( b ) do cw na˜o faz parte da classe SA, pois, neste estudo, os
argumentos para a transformac¸a˜o T2 sera˜o os programas que resultam da transformac¸a˜o T1 que




Introduzimos agora uma subclasse dos comandos single assignment, com uma estrutura muito
pro´pria, a que chamaremos a classe de comandos em Conditional Normal Form (CNF). Esta
classe de comandos e´ a que resultara´ da transformac¸a˜o T3 (definida na Subsecc¸a˜o 3.3.3), res-
ponsa´vel pelo 3o passo na sequeˆncia de transformac¸o˜es do BMC. A Cnf e´ uma forma de ex-
primir um c ∈ SA num comando “normalizado” como uma sequeˆncia de “ifes”. Por exemplo,
if ( > ) then c1 else skip; if ( > ) then c2 else skip; if ( > ) then c3 else skip sera´ a repre-
sentac¸a˜o do comando c1; c2; c3.
Por comodidade, e visto que os comandos Cnf correspondera˜o a uma sequeˆncia de ifes cujo
termo falso e´ o skip, iremos simplificar a notac¸a˜o conforme apresentado de seguida.
Notac¸a˜o 2. Para quaisquer b ∈ ExpressionBoolean e c ∈ Command,
if ( b ) then c denotara´ o comando if ( b ) then c else skip
O me´todo BMC faz uso de uma representac¸a˜o interme´dia, onde todos o comandos ba´sicos
do programa sa˜o normalizados na forma b′ → c, representada por if ( b′ ) then c, onde c sa˜o
comandos ba´sicos (c ∈ { skip, assert ( b ) , x := e }). A expressa˜o booleana b′ ira´ representar
um caminho de decisa˜o reflectindo os condicionais presentes no programa: se o trac¸o de execuc¸a˜o
seguiu os condicionais que geraram o caminho b′, enta˜o os comandos ba´sicos associados a estes
condicionais foram executados. Tomem-se os seguintes exemplos.
assert ( g == h );
if(x == 0)then{
g := h+ x;
assert ( (g − h) == x )
}else{
if(g+h == x)then{
assert ( (x− g − h) == 0 )
}else{
assert ( ⊥ )
}
};
(a) programa na classe SA
if (>) then assert ( g == h );
if (> ∧ ( x == 0 )) then g := h+ x;
if (> ∧ ( x == 0 )) then assert ( (g − h) == x );
if (> ∧ ¬ ( x == 0 ) ∧ ( g + h == x )) then
assert ( (x− g − h) == 0 );
if (> ∧ ¬ ( x == 0 ) ∧ ¬ ( g + h == x )) then
assert ( ⊥ );
(b) programa representado na classe Cnf
O programa (2.3b) esta´ em CNF e ira´ corresponder a uma representac¸a˜o do programa (2.3a)
que na˜o esta´ na classe das expresso˜es CNF. Por exemplo, a 1a linha de (2.3b) reflecte o facto de
que o comando base assert ( g == 4 ) devera´ ser sempre executado (a guarda e´ >). Tambe´m na
u´ltima linha de (2.3b) indica que a afirmac¸a˜o assert ( ⊥ ) so´ sera´ considerada se a negac¸a˜o dos
condic¸a˜o dos condicionais ( x == 0 ) e ( g + h == x ) for satisfeita.
A classe de programas Cnf e´ formalmente descrita na definic¸a˜o seguinte.
Definic¸a˜o 2.31. A classe sinta´tica Cnf e´ definida indutivamente do seguinte modo:
c ::= if ( b′ ) then skip se b′ ∈ ExpressionBoolean
| if ( b′ ) then assert ( b ) se b, b′ ∈ ExpressionBoolean
| if ( b′ ) then x := e se b′ ∈ ExpressionBoolean, x ∈ VInteger
e se e ∈ ExpressionInteger
| ci ; cj
Figura 2.3: Classe dos comandos CNF
Uma vez que a definic¸a˜o da relac¸a˜o de avaliac¸a˜o e´ feita no estilo “big-step”, quando e´ gerado
um erro pelo programa, o resultado da avaliac¸a˜o, na˜o apresenta qualquer tipo de informac¸a˜o
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sobre as varia´veis. Iremos definir a func¸a˜o Eval que avaliara´ o estado das varia´veis que resultam
da execuc¸a˜o de um programa, independentemente das afirmac¸o˜es/asserts presentes no programa
serem verdadeiras ou falsas. Este mecanismo ira´ permitir racic´ıonar sobre o estado das varia´veis
mesmo quando o programa na˜o e´ va´lido, i.e., quando avalia para erro. Assim, o resultado da func¸a˜o
Eval sera´ o estado com os valores das varia´veis no final da computac¸a˜o de todo o programa. A
func¸a˜o Eval sera´ uma ferramenta importante no Cap´ıtulo 4.
Definic¸a˜o 2.32. A func¸a˜o Eval : Cnf → Σ → Σ e´ definida recursivamente em comandos Cnf
por:
Eval ( if ( b′ ) then skip, s ) = s
Eval ( if ( b′ ) then assert ( b ) , s ) = s






se, s |= b′
s se, s 6|= b′
Eval ( ci ; cj , s ) = Eval ( cj , Eval ( ci, s ) )
Tendo em atenc¸a˜o que if ( b ) then c na˜o e´ mais do que uma abreviatura para if ( b ) then c else skip,
as regras na Tabela 2.5 sa˜o deriva´veis (i.e., podem ser obtidas conjugando regras da Tabela 2.4).
No contexto dos comandos Cnf , habitualmente ignoraremos esta distinc¸a˜o e usaremos as regras
da Tabela 2.5 como regras primitivas, como forma de tornar mais leve a exposic¸a˜o de ideias.
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( if ( b′ ) then skip, s ) s CNF - SKIP
s |= b′ s |= b
( if ( b′ ) then assert ( b ) , s ) s CNF - ASSERT
s |= b′ s 6|= b
( if ( b′ ) then assert ( b ) , s ) erro CNF - ASSERT - Error
s 6|= b′
( if ( b′ ) then assert ( b ) , s ) s CNF - ASSERT - False
s |= b′
( if ( b′ ) then x := e, s ) s
(
xJ e Ks
) CNF - ASSIGN
s 6|= b′
( if ( b′ ) then x := e, s ) s CNF - ASSIGN - False
( ci, s ) s′′ s′′ 6= erro ( cj , s′′ ) s′
( ci ; cj , s ) s′
CNF - COMPOSITION
( ci, s ) erro
( ci ; cj , s ) erro
CNF - COMPOSITION - Break
Tabela 2.5: Simplificac¸a˜o da semaˆntica operacional para expresso˜es CNF
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A proposic¸a˜o que termina este cap´ıtulo estabelece que qualquer computac¸a˜o a partir de ( c, s )
conduz a um erro ou conduz ao estado Eval ( c, s ). Note-se que este “ou” e´ exclusivo dado o
determinismo da relac¸a˜o  (Proposic¸a˜o 2.19).
Proposic¸a˜o 2.33.
∀c ∈ Cnf, ∀s ∈ Σ, ( c, s ) erro ∨ ( c, s ) Eval ( c, s )
Demonstrac¸a˜o. Por induc¸a˜o em c ∈ Cnf .
i) c = if ( b′ ) then skip.
Eval ( if ( b′ ) then skip, s ) = s e atendendo a` semaˆntica operacional,
teremos pela regra CNF - SKIP, ( if ( b′ ) then skip, s ) s.
ii) c = if ( b′ ) then assert ( b ).
Eval ( if ( b′ ) then assert ( b ) , s ) = s.
Caso s |= b′:
Caso s |= b: pela regra CNF - ASSERT, ( if ( b′ ) then assert ( b ) , s ) s.
Caso s 6|= b: pela regra CNF - ASSERT - Error, ( if ( b′ ) then assert ( b ) , s )  
erro.
Caso s 6|= b′: pela regra CNF - ASSERT - False, ( if ( b′ ) then assert ( b ) , s ) s.
iii) c = if ( b′ ) then x := e.
Caso s |= b′:










Caso s 6|= b′:
Eval ( if ( b′ ) then x := e, s ) = s.
Pela regra CNF - ASSIGN - False, ( if ( b′ ) then x := e, s ) s.
iv) c = ci ; cj .
Suponhamos que
HIi: ∀ s ∈ Σ, ( ci, s ) erro ∨ ( ci, s ) Eval ( ci, s ).
HIj : ∀ s ∈ Σ, ( cj , s ) erro ∨ ( cj , s ) Eval ( cj , s ).
Queremos mostrar que ∀ s ∈ Σ, ( ci ; cj , s ) erro ∨ ( ci ; cj , s ) Eval ( ci ; cj , s ).
Tome-se s ∈ Σ.
Pela HIi, tem-se ( ci, s ) erro ou ( ci, s ) Eval ( ci, s ).
1) Se ( ci, s ) erro, pela regra CNF - COMPOSITION - Break, ( ci ; cj , s ) erro.
2) Se ( ci, s ) Eval ( ci, s ), como Eval ( ci, s ) 6= erro, sabemos pela HIj que:
a) ( cj , Eval ( ci, s ) ) erro, ou
b) ( cj , Eval ( ci, s ) ) Eval ( cj , Eval ( ci, s ) ).
Temos tambe´m que Eval ( ci ; cj , s ) = Eval ( cj , Eval ( ci, s ) ) por definic¸a˜o.
Assim, aplicando a regra CNF - COMPOSITION, ( ci ; cj , s )  erro ou ( ci ; cj , s )  
Eval ( ci ; cj , s ).
Como nota final deste cap´ıtulo, observa-se que os resultados que se encontram previamente
neste documento acerca dos comandos em geral se mante´m va´lidos na classe Cnf . Em geral, estes




Este cap´ıtulo apresenta uma introduc¸a˜o sobre o me´todo Bounded Model Checking (BMC) e o
“workflow” t´ıpico desta te´cnica no domı´nio da sua aplicac¸a˜o a` verificac¸a˜o de software, incluindo
quatro transformac¸o˜es, que va˜o desde a remoc¸a˜o de ciclos em comandos ate´ a` construc¸a˜o da
fo´rmula em lo´gica de primeira ordem que codifica o modelo do programa. Discutimos a sua
origem, de onde surgiu, quais foram as necessidades que levaram a este tipo de investigac¸a˜o, em
que ponto se encontra actualmente, as abordagens concorrentes, e abordamos algumas ferramentas
que implementam esta te´cnica para verificar sistemas de software.
O BMC e´ uma te´cnica de verificac¸a˜o formal que comec¸ou por ser aplicada no domı´nio do
hardware, mas que posteriormente passou tambe´m para o domı´nio do software, sendo apelidada
de Bounded Model Checking aplicado a software (BMCsw). A verificac¸a˜o formal de software
baseada em BMC surgiu de uma outra a´rea de investigac¸a˜o. Parece-nos que este facto evidencia a
importaˆncia do trabalho neste tipo de te´cnicas, visto que surgiu como uma necessidade proveniente
de uma a´rea que na˜o esta´ normalmente ligada a` a´rea de verificac¸a˜o formal. Essencialmente o
BMCsw e´ um processo de dois passos. Em primeiro lugar um modelo de software e´ extra´ıdo
do co´digo fonte, e e´ codificado numa fo´rmula lo´gica o comportamento sequencial do sistema de
transic¸o˜es deste modelo, sobre um conjunto finito de estados (esta limitac¸a˜o esta´ na base da
designac¸a˜o BMC). Seguidamente, no segundo passo, a fo´rmula lo´gica produzida no primeiro
passo e´ avaliada por um processo de decisa˜o, usualmente um SAT solver , por forma a obter uma
interpretac¸a˜o lo´gica que refute a correcc¸a˜o do programa (providenciando um contra-exemplo) ou
obter uma conclusa˜o sobre a validade da fo´rmula, indicando a correcc¸a˜o do programa ate´ ao limite
(bound) aplicado sobre o conjunto dos caminhos de execuc¸a˜o. Na sua forma mais simples, o
BMC carece de correcc¸a˜o (soundness), uma vez que alguma das asserc¸o˜es do programa podera´
ser violada ale´m do limite estabelecido. No entanto, a versa˜o do BMC implementada durante
esta tese, introduz unwinding assertions, conforme apresentado na Subsecc¸a˜o 3.3.1. Deste modo
pode-se argumentar que o BMC e´ sound, mas isto e´ apenas um “truque” conceptual, obtendo-se
uma forma de soundness a`s custas de perda de completude.
Este cap´ıtulo esta´ dividido em treˆs secc¸o˜es. Na primeira aborda-se o Model Checking (MC) e
como evoluiu para Symbolic Model Checking (SMC), com a utilizac¸a˜o de Binary Decision Diagrams
(BDDs) para verificar modelos, em particular de hardware. Em seguida, na segunda secc¸a˜o,
aborda-se a te´cnica BMC que evoluiu separadamente para colmatar algumas te´cnicas de MC,
concluindo com a constatac¸a˜o que a te´cnica BMC aplicada a` verificac¸a˜o de hardware e´ uma ideia
que tambe´m e´ aplica´vel a` verificac¸a˜o do software. Na terceira secc¸a˜o apresentam-se transformac¸o˜es
que caracterizam o me´todo BMC para programas Whileassert.
3.1 Model Checking
Na a´rea da verificac¸a˜o formal de sistemas, um Sistema de Transic¸a˜o de Estados (STS) modela
de forma efectiva as especificac¸o˜es ou o design de diversos projectos de hardware, em especial
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especificac¸o˜es de harware digital [15]. As te´cnicas automa´ticas de verificac¸a˜o formal de STS
finitos desenvolveram-se ao ponto em que as empresas de design de chips e hardware as teˆm
integrado nos processos de garantia de qualidade do hardware. As te´cnicas de MC teˆm sido as
mais adoptadas [16, 14].
As te´cnicas de MC permitem verificar de forma algor´ıtmica os complexos STS [13, 9, 14, 38].
A designac¸a˜o MC refere-se a um conjunto de algoritmos e te´cnicas de verificac¸a˜o de propriedades
em STS recorrendo a` explorac¸a˜o do espac¸o de estados. Para determinar se o design obedece a`
especificac¸a˜o do comportamento pretendido, efectuam-se buscas nos grafos de transic¸a˜o associados
aos modelos [13, 9, 14, 38].
Estes algoritmos conseguem executar uma verificac¸a˜o exaustiva do espac¸o de estados e conseguem-
no fazer de forma automa´tica. Por este motivo, atra´ıram um elevado interesse por parte da
indu´stria de hardware. No entanto, o MC e´ afectado pelo problema da explosa˜o do nu´mero dos
estados que necessitam de ser verificados. Este problema resulta do facto do nu´mero de estados,
num sistema, crescer exponencialmente com o nu´mero de componentes presentes nesse sistema.
Muita investigac¸a˜o tem sido dedicada a atenuar este problema [15].
As propriedades provadas pelo MC sa˜o geralmente classificadas como propriedades de safety ,
declarando o que na˜o deve nunca acontecer (ou equivalentemente, o que deve acontecer sempre) ou
classificadas como propriedades de liveness, propriedades que declaram o que temos a certeza que
devera´ acontecer no futuro [5]. Os projectos de hardware sa˜o usualmente modelados por ma´quinas
de estados finitas, e as suas especificac¸o˜es sa˜o formalizadas por propriedades em lo´gica temporal,
que e´ um formalismo para se raciocinar sobre a ordenac¸a˜o temporal de eventos no tempo, sem
introduzir explicitamente o elemento tempo. Os estados alcanc¸a´veis no sistema de transic¸a˜o de
estados sa˜o percorridos, a fim de verificar as propriedades modeladas na especificac¸a˜o. Quando
uma propriedade na˜o e´ verificada, e´ gerado de forma automa´tica um contra-exemplo, na forma de
uma sequeˆncia de estados, que representa o “racioc´ınio” que o me´todo constroi para encontrar a
falha do modelo, relativamente a` espec´ıficac¸a˜o [5].
O termo MC foi adotado por Clarke e Emerson [16] nos anos oitenta. Nos primo´rdios, os
algoritmos de MC enumeravam de forma expl´ıcita os estados alcanc¸a´veis pelo sistema, a fim de
verificar a correcc¸a˜o de uma especificac¸a˜o. A capacidade dos programas que utilizavam te´cnicas
de MC para verificar projectos ficava assim restringida a uns poucos milho˜es de estados, visto
que o nu´mero de estados cresce exponencialmente com o nu´mero de varia´veis. As implementac¸o˜es
iniciais na˜o eram capazes de lidar com projetos de complexidade a` escala industrial [5]. Mesmo
os mais avanc¸ados algoritmos de MC expl´ıcito sa˜o incapazes de verificar todas as propriedades
desejadas no sistema em tempo u´til, devido ao problema da explosa˜o dos estados. Contudo, na˜o
e´ poss´ıvel saber se a especificac¸a˜o de um sistema e´ correcta ou mesmo completa, na˜o e´ poss´ıvel
saber se o que se especifica traduz efectivamente o significado que se pretende dar ao sistema.
Conclui-se assim que na˜o existe o chamado “sistema correcto”, sendo apenas poss´ıvel verificar se
o sistema satisfaz a especificac¸a˜o dada.
O MC e´ frequentemente utilizado para encontrar uma falsificac¸a˜o na especificac¸a˜o do sistema,
procurando erros lo´gicos, em vez de provar que eles na˜o existem. As ferramentas MC sa˜o muitas ve-
zes capazes de encontrar erros que dificilmente seriam encontrados pela simulac¸a˜o. Os simuladores
apenas consideram um nu´mero restrito de estados enquanto as ferramentas de MC consideram de
forma exaustiva todos os poss´ıveis comportamentos do sistema. Por outro lado, o recurso a` lo´gica
temporal tambe´m clarifica algumas ambiguidades que podem ter sido criadas inadvertidamente
pela especificac¸a˜o.
As ferramentas de MC na˜o sa˜o consideradas como alternativas, mas antes como um comple-
mento essencial aos me´todos tradicionais de teste e simulac¸a˜o de sistemas. O facto de se tratar de
um me´todo automa´tico, na˜o dependendo de interac¸o˜es complexas com o utilizador para a cons-
truc¸a˜o de provas; a gerac¸a˜o dos contra exemplos gerados pelo caminho de estados percorrido pelo
me´todo; o facto de se focar em sistemas finitos devido ao recurso a modelos de STS; e o recurso a
variantes da lo´gica temporal para a especificac¸a˜o das propriedades da especificac¸a˜o, caracterizam
o conceito de MC e explicam a raza˜o da sua vasta utilizac¸a˜o. Em resumo, o MC e´ uma te´cnica
algor´ıtmica para a verificac¸a˜o de propriedades temporais em sistemas de estados finitos.
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SMC com recurso a BDDs
Conforme dito anteriormente, as primeiras implementac¸o˜es das te´cnicas MC no in´ıcio da de´cada
de 80 recorriam a` representac¸a˜o expl´ıcita de grafos de transic¸a˜o dos STS que procuravam explorar
de forma exaustiva o universo de estados, com recurso a te´cnicas de travessia de grafos, ta˜o
eficientes quanto poss´ıvel. Por este motivo, estas te´cnicas tornam-se invia´veis e inadequadas para
a maioria das aplicac¸o˜es industriais, pois limitavam-se projetos de hardware a circuitos com cerca
de 20 componentes. O universo de estados tornava-se demasiado vasto para ser explorado, em
tempo u´til.
Te´cnicas que utilizam a explorac¸a˜o de representac¸o˜es simbo´licas do universo de estados de um
sistema de transic¸a˜o, surgiram por volta de 1990 [8, 20, 37]. O primeiro avanc¸o no sentido da
utilizac¸a˜o mais ampla destas te´cnicas de verificac¸a˜o por parte da indu´stria foi realizado aquando
da introduc¸a˜o do Symbolic Model Checking (SMC) [8, 19]. A te´cnica SMC, representa e manipula
conjuntos integrais de estados implicitamente, atrave´s de func¸o˜es booleanas.
Os BDDs sa˜o mais eficientes a lidar com func¸o˜es booleanas, que representam conjuntos de
estados, em vez de manter e manipular uma lista extensiva e expl´ıcita de estados, como e´ realizado
no MC expl´ıcito. Em particular [7], a representac¸a˜o em grafo de func¸o˜es booleanas permite
uma manipulac¸a˜o eficiente de fo´rmulas booleanas atrave´s dos conhecidos Reduced Ordered Binary
Decision Diagrams (RoBDD). O SMC realiza atrave´s de BDDs, a travessia do grafo de transic¸a˜o
de estados utilizando um algoritmo de pesquisa em largura (breadth first search) [7]. Os
BDDs manteˆm as propriedades das func¸o˜es caracter´ısticas dos conjuntos de estados, e permitem
a computac¸a˜o das transic¸o˜es entre conjuntos de va´rios estados, em vez de computar cada estado
individualmente.
Desde a sua introduc¸a˜o na de´cada de 90, os BDDs teˆm sido adotados pela indu´stria nos
processos de garantia de va´rias empresas produtoras de hardware. A principal desvantagem do
me´todo BDDs reside, tal como o me´todo expl´ıcito, no crescimento exponencial dos estados a serem
verificados, com o nu´mero de componentes presente no sistema. Infelizmente, e´ um me´todo cuja
quantidade de memo´ria dispon´ıvel restringe o tamanho dos circuitos que podem ser verificados de
forma eficiente. Apesar disto, sistemas finitos de estados, tais como os circuitos em se´rie e alguns
protocolos de comunicac¸a˜o, teˆm sido verificados formalmente com sucesso na u´ltima de´cada atra´ve´s
de te´cnicas de SMC com recurso a BDDs.
De acordo com E. M. Clarke [8], a combinac¸a˜o de SMC com BDDs [34, 19] permite verificar
eficientemente sistemas com mais de 1020 estados. Pela primeira vez, um nu´mero significativo de
sistemas de hardware no mercado, puderam ser verificados eficientemente por estes me´todos, o que
levou a` sua crescente adopc¸a˜o. Empresas como a Intel R© e a IBM R© desenvolveram as suas pro´prias
ferramentas de MC, inicialmente com projectos experimentais, e posteriormente integrando-as nos
seus processos de garantia de qualidade de hardware.
3.2 Bounded Model Checking
O BMC e´ uma das te´cnicas de verificac¸a˜o mais utilizadas na indu´stria dos semicondutores,
para verificar circuitos lo´gicos. Em vez de recorrer a te´cnicas de manipulac¸a˜o de BDDs, como e´ o
caso do SMC, o BMC recorre a ferramentas de decisa˜o como SAT solvers e SMT solvers.
A combinac¸a˜o de te´cnicas de MC, com ferramentas de decisa˜o (SAT-solvers) permite aos
me´todos conhecidos por BMC, efectuar uma explorac¸a˜o do espac¸o de estados de forma muito
ra´pida [15, 5]. Para algumas classes de problemas, verifica-se uma performance superior relativa-
mente a te´cnicas anteriores ao BMC.
O me´todo foi introduzido pela primeira vez em 1999 por Biere et al. [4], como uma te´cnica
complementar a` aplicac¸a˜o de SMC com recurso a BDDs. O me´todo deve o seu nome (Bounded) ao
facto de verificar o modelo apenas ate´ uma determinada profundidade. Tal como no MC expl´ıcito,
o projecto de hardware e´ modelado por um sistema de transic¸a˜o de estados. O sistema de transic¸a˜o
de estados e´ depois “desenrolado” em k iterac¸o˜es e conjugado com uma propriedade de forma a
construir uma fo´rmula proposicional para procurar um contra-exemplo a` especificac¸a˜o, dentro das
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computac¸o˜es do sistema ate´ um limite ma´ximo de k ∈ N iterac¸o˜es. O principal conceito associado
ao BMC e´ a considerac¸a˜o de um trac¸o de execuc¸a˜o finito que pode ser uma testemunha/contra-
exemplo na verificac¸a˜o de uma propriedade de “safety”. O me´todo limita o tamanho do trac¸o
de execuc¸a˜o, procurando aumentar progressivamente o k ate´ ser encontrado um contra-exemplo a`
especificac¸a˜o, ate´ a verificac¸a˜o exceder em tempo u´til a sua decisa˜o, ou, no caso de software, ser
atingido o Completeness Threshold do sistema. Em software, chamamos Completeness Threshold
a` profundidade de explorac¸a˜o do modelo, ale´m da qual as propriedades permanencem va´lidas (se
forem validadas ate´ essa profundidade) [33]. Contudo, aproximac¸o˜es ao Completeness Threshold
sa˜o, na pra´tica, suficientes uma vez que encontrar este ponto concretamente e´ ta˜o dif´ıcil quanto
realizar o pro´prio MC. Uma forma de obter esta aproximac¸a˜o, em termos de verficac¸a˜o de software,
resume-se a determinar o high-level Worst-Case Execution Time (WCET) [23, 6].
O WCET e´ o limite ao nu´mero ma´ximo de iterac¸o˜es de ciclo. Existem ferramentas que calculam
o WCET atrave´s de ana´lise sinta´tica a`s estruturas c´ıclicas. Caso o resultado destas ferramentas
na˜o seja adequado, e´ poss´ıvel aplicar um processo iterativo onde o limite e´ constantemente au-
mentado [12, 11]. O me´todo de encontrar WCET apenas e´ aplica´vel a programas que possuem
um limite de run-time, que se verifica em aplicac¸o˜es embebidas, onde ha´ uma maior necessidade
de verificac¸a˜o do software.
A fo´rmula gerada e´ posteriormente avaliada por meio de um procedimento de decisa˜o
(usualmente SAT). Os SAT solvers sa˜o aplicados neste me´todo porque e´ poss´ıvel reduzir, de
forma eficiente, a um Propositional Satisfiability Problem (PSP) o problema da explosa˜o de estados
do me´todo BMC, e, deste modo, solucionar com ferramentas de decisa˜o como SAT solvers e
mesmo SMT solvers, pois os procedimentos PSP na˜o sofrem do problema da explosa˜o de estados
evidenciado pelos me´todos baseados em BDDs. Os SAT solvers modernos, lidam fa´cilmente com
PSP de elevada complexidade. Se a fo´rmula for satisfeita, enta˜o existe uma sequeˆncia de estados
que refuta a propriedade. Se na˜o existir valorac¸a˜o que satisfac¸a a fo´rmula gerada, a te´cnica e´
inconclusiva, uma vez que podera˜o existir sequeˆncias (de estados) com mais de k estados que
refutem a propriedade, sabendo-se apenas que ate´ k iterac¸o˜es na˜o existe erro na avaliac¸a˜o do
programa.
Apesar da incompletude inerente ao me´todo BMC, este me´todo tem-se demonstrado u´til, uma
vez que diversas inconsisteˆncias teˆm sido identificadas, que de outro modo passariam despercebi-
das.Por permitir encontrar muitos erros lo´gicos em sistemas com alguma complexidade, que na˜o
podem ser tratados por meio de te´cnicas concorrentes, o BMC tem sido acolhido pela indu´stria,
como uma te´cnica complementar a`s te´cnicas de MC e SMC baseadas em BDDs. Diversas pu-
blicac¸o˜es que efectuam esta comparac¸a˜o teˆm apoiado este ponto de vista.
A motivac¸a˜o original que levou ao desenvolvimento da te´cnica de BMC, prendeu-se com uma
tentativa de aproveitar o recente sucesso da satisfazibilidade SAT de resolver fo´rmulas booleanas
para realizar MC. Durante os u´ltimos anos tem-se observado um enorme aumento no poder de
racioc´ınio e decisa˜o de SAT solvers. Dependendo da extensa˜o da fo´rmula lo´gica a ser validada,
os SAT solvers modernos conseguem lidar com centenas de milhar de varia´veis, e milho˜es de
cla´usulas. O SMC com BDDs, por outro lado, pode apenas verificar sistemas com na˜o mais do
que algumas centenas de ciclos.
O BMC e´ muito atraente para o uso industrial, devido a` sua robustez, a sua superior capacidade
de verificac¸a˜o e o facto de ser um me´todo automa´tico de verificac¸a˜o. Ferramentas de decisa˜o
como GRASP [40], SATO [47], e o algoritmo St˚almarck [41], que raramente necessitam de espac¸o
exponencial, teˆm contribuido para este sucesso. As desvantagens, no entanto, devem-se ao facto do
me´todo carecer de “integridade” e os tipos de propriedades que podem ser verificados actualmente
sa˜o muito limitadas. Alguns destes inconvenientes teˆm sido abordados em trabalhos mais recentes,
como visto em [39, 43, 2], onde foram alcanc¸ados resultados encorajadores.
Com esta proposta, o problema de complexidade do MC na˜o e´ solucionado pelo BMC, por
este tambe´m se basear num procedimento exponencial, o que limita a sua capacidade. Contudo,
a aplicac¸a˜o emp´ırica do me´todo tem mostrado que o BMC resolve muitos casos que na˜o podem
ser resolvidos por te´cnicas baseadas em BDDs, e o inverso tambe´m se verifica. Ha´ problemas que
sa˜o solucionados de forma mais eficiente por te´cnicas baseadas em BDDs. Outra desvantagem
reflete-se no facto do BMC ser incapaz de provar a auseˆncia de erros em certas circunstaˆncias.
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Por este motivo as te´cnicas BMC na˜o substituem nenhuma ferramenta de verificac¸a˜o automa´tica,
juntando-se ao arsenal de ferramentas utilizadas pela indu´stria.
O BMC visa resolver os mesmos problemas que as te´cnicas de SMC tradicional baseado em
BDDs. O BMC possui duas caracter´ısticas: 1) Se o limite na˜o for suficientemente alto, o me´todo
pode na˜o funcionar satisfatoriamente uma vez que e´ incompleto. 2) utiliza te´cnicas PSP em vez de
BDDs. Empiricamente tem-se verificado que se o limite for suficientemente pequeno (dependendo
do modelo e do SAT solver), o me´todo BMC supera as te´cnicas baseadas em BDDs. Resultados
emp´ıricos tambe´m mostraram que ha´ pouca correlac¸a˜o entre os problemas que sa˜o dif´ıceis (hard)
para PSP e os problemas que sa˜o dif´ıceis (hard) para as te´cnicas baseadas em BDDs. Verifica-se
que problemas da classe hard para BDDs, muitas vezes sa˜o decid´ıveis por SAT.
Acreditamos que caso se configure os SAT solvers para tirar partido da estrutura original das
fo´rmulas resultantes do process BMC, o me´todo melhora significativamente [39].
Uma pesquisa publicada pela Intel R© [18] mostra que o BMC tem vantagens tanto na capacidade
de verificac¸a˜o como na produtividade dos resultados relativamente a ferramentas SMC baseadas
em BDDs, quando aplicada a` modelac¸a˜o de sistemas dos conhecidos Pentium
TM
. As vantagens de
produtividade resultam de que, normalmente, as te´cnicas baseadas em BDDs, para optimizar o
seu desempenho, requerem algum n´ıvel de orientac¸a˜o manual.
De acordo com [30], uma abordagem semelhante foi tomada para resolver o cla´ssico planning
problem na a´rea da Inteligeˆncia Artificial [30]. Neste problema procura-se encontrar uma sequeˆcia
de passos a fim de realizar uma tarefa (“por exemplo, posicionar cubos por ordem decrescente de
tamanho”). Tal como no BMC, encontrar um plano e´ equivalente a encontrar caminhos ate´ um
determinado limite ma´ximo de passos.
BMC aplicado na verificac¸a˜o de software
Os sistemas de computac¸a˜o consistem em complexos aglomerados de hardware e software.
Assegurar a correcc¸a˜o do software tem-se revelado um desafio mais complexo do que garantir a
correcc¸a˜o do hardware que e´ aplicado no sistema de computac¸a˜o [23]. Existem numerosas ferra-
mentas para procurar falhas funcionais nas arquitecturas dos waffers de silicone, no entanto poucas
sa˜o as ferramentas que asseguram qualidade no software. O custo de garantir a auseˆncia de erros
no software e´ ta˜o elevada que as ferramentas desenvolvidas raramente garantem completamente a
correcc¸a˜o do software.
Um modelo de software consiste em estados de execuc¸a˜o e transic¸o˜es entre estados, e a sua
verificac¸a˜o procura determinar se o modelo do sistema satisfaz a especificac¸a˜o.
Os algoritmos de MC para software examinam de forma exaustiva todos os estados alcanc¸a´veis
pelo modelo de software. Com a evoluc¸a˜o do crescente poder de computac¸a˜o, o tamanho e a
complexidade dos programas de software teˆm crescido ao ponto de se tornar dif´ıcil assegurar a
correcc¸a˜o e a qualidade dos produtos de software. Especialmente nas a´reas da comunicac¸a˜o e
transportes, a correcc¸a˜o do software toma uma importaˆncia agravada. E´ comum encontrar-se
erros de software que resultam em enormes perdas financeiras e ate´ mesmo perdas de vidas.
A ideia subjacente ao BMC, te´cnica aplicada a` verificac¸a˜o de hardware, pode tambe´m ser
aplicada a sistemas de software. Segundo Biere [6] a forma mais linear de realizar esta transic¸a˜o
resume-se em considerar todo o programa como uma relac¸a˜o de transic¸a˜o.
O sistema de software pode ser visto como um STS, consistindo de uma relac¸a˜o de transic¸a˜o,
um conjunto de estados iniciais e um conjunto de estados que codificam a localizac¸a˜o de coman-
dos e varia´veis do programa bem como os seus valores ao longo da sua execuc¸a˜o. No entanto,
a abordagem BMCsw dispensa a considerac¸a˜o expl´ıcita de um STS, efectuando, em vez disso,
transformac¸o˜es no proprio programa. Destas transformac¸o˜es e´ obtida uma fo´rmula lo´gica, cuja
validade e´ enta˜o estudada com recurso a alguma ferramenta de decisa˜o.
Ferramentas de Verificac¸a˜o de Software com BMC
Existem algumas ferramentas de verificac¸a˜o de software baseadas em BMC. A primeira im-
plementac¸a˜o data de 2000 onde Currie et al. [21] implementaram uma procura simbo´lica em
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profundidade e limitada.
Outra das implementac¸o˜es iniciais do me´todo BMC e´ apresentado pela ferramenta CBMC
desenvolvida na CMU. Procura simular uma vasta gama de arquitecturas para testar os programas
de software a serem verificados. Providencia suporte para memo´rias little e big-Endian bem
como suporte a header files para Linux, Windows R© e OS X R©. A ferramenta ale´m de implementar
te´cnicas de desenrolar ciclos, tambe´m implementa bit-flattening, ou bit-blasting para decidir
fo´rmulas de bit-vector. As fo´rmulas geradas por esta ferramenta sa˜o traduz´ıveis para muitos
dos standards conhecidos, sendo a u´nica ferramenta que suporta SystemC, SpecV e C++. A IBM R©
desenvolveu uma versa˜o do CBMC para verificar programas concorrentes.
O F-Soft [29], desenvolvido pela NEC Research, e´ a u´nica ferramenta que desenrola por completo
todo o STS subjacente ao programa. Esta ferramenta fornece um SAT solver pro´prio que foi
optimizado aos problemas de decisa˜o gerados pelo me´todo BMC.
A ferramenta Saturn tambe´m e´ digna de se notar pela sua escalabilidade [45]. Foi aplicada
ao kernel do Linux para detectar NULL-pointer dereferences e convenc¸o˜es de locks na Interface
de Programac¸a˜o de Aplicativos (API), demonstrando assim que a te´cnica aplicada na ferramenta
Saturn e´ escala´vel o suficiente para analisar todo o kernel do sistema operativo Linux.
A ferramenta EXE [46] aplica simulac¸a˜o simbo´lica para detectar erros no co´digo de sistemas de
ficheiros, usando um modelo de memo´ria de baixo n´ıvel.
Teˆm surgido va´rias verso˜es alternativas destas ferramentas, como a conhecida versa˜o do CBMC
de Armando et al. [31] que gera um problema de decisa˜o para SMT em aritme´tica de inteiros linear.
A aplicac¸a˜o de constraint solvers nos problemas de decisa˜o gerados por BMC tambe´m e´ estudado
por [17].
Em resumo, o BMC e´ uma te´cnica excepcional para detectar erros de software. Outras te´cnicas
sera˜o mais apropriadas para provar propriedades sobre software.
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3.3 Transformac¸a˜o BMC de programas Whileassert
O BMC de programas Whileassert assenta em 4 (quatro) transformac¸o˜es que va˜o transfor-
mando um comando da linguagem Whileassert sucessivamente, ate´ chegar a uma fo´rmula lo´gica
que codifica o programa:
T1 Fase de desenrolamento de ciclos ate´ um limite k (bound);
T2 Fase de conversa˜o a Single Assignment (SA);
T3 Fase de normalizac¸a˜o para Conditional Normal Form (CNF);
T4 Fase de construc¸a˜o da fo´rmula lo´gica a ser validada por um processo de decisa˜o.
No nosso estudo o processo BMCsw e´ a composic¸a˜o sequencial das transformac¸o˜es T1, T2, T3
e T4, como esquematicamente apresentado pela Figura 3.1.
Command T1−−−−→ Commandsem ciclos T2−−−−→ SA T3−−−−→ Cnf T4−−−−→ ExpressionBoolean
Figura 3.1: Transformac¸o˜es BMC
O cap´ıtulo 5 descreve o bounded model checker que foi constru´ıdo durante esta tese, que desig-
namos por gbmc e que implementa a sequeˆncia de transformac¸o˜es acima. Os exemplos apresentados
nesta secc¸a˜o para ilustrar as va´rias transformac¸o˜es sa˜o retirados directamente dos relato´rios da
ferramenta gbmc .
3.3.1 Transformac¸a˜o T1
A transformac¸a˜o T1 transforma um qualquer comando da linguagem Whileassert, que pode
conter ciclos, num comando, possivelmente na˜o equivalente, onde os ciclos sa˜o desenrolados ate´
um dado limite k. Esta transformac¸a˜o reduz, portanto, o espac¸o de comandos a ser analisado,
substituindo todas as ocorreˆncias do comando while ( b ) do cw por combinac¸o˜es de outras cons-
truc¸o˜es presentes na classe Command. Grosso modo, esta transformac¸a˜o substitui recursivamente o
comando while ( b ) do cw, pelo comando if ( b ) then cw ; while ( b ) do cw else skip, k vezes.
A u´ltima ocorreˆncia do comando e´ simplesmente eliminada, raza˜o pela qual esta transformac¸a˜o
produz um programa que na˜o e´ necessariamente equivalente, mas antes uma aproximac¸a˜o do ori-
ginal. Um programa sem ciclos na˜o sofre qualquer tipo de alterac¸a˜o, como e´ o caso do programa






Figura 3.2: Instaˆncia de um programa sem ciclos
Considerando um programa com ciclos while aninhados, esta e´ a transformac¸a˜o que melhor evi-
dencia o problema da explosa˜o dos estados para este tipo de te´cnicas. Apresenta-se seguidamente
a definic¸a˜o da transformac¸a˜o T1.
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Definic¸a˜o 3.1. Com k ∈ N e c ∈ Command, T1 ( c, k ) := T1 ( k, c, k ) onde a transformac¸a˜o
T1 ( i, c, k ) (com i, k ∈ N0, c ∈ Command) e´ definida recursivamente do seguinte modo:
T1 ( i, skip, k ) := skip
T1 ( i, x := e, k ) := x := e
T1 ( i, assert ( b ) , k ) := assert ( b )
T1 ( i, ci ; cj , k ) := T1 ( i, ci, k ) ; T1 ( i, cj , k )
T1 ( i, if ( b ) then ct else cf , k ) := if ( b ) then T1 ( i, ct, k ) else T1 ( i, cf , k )
T1 ( 0, while ( b ) do cw, k ) := assert ( ¬ b )
T1 ( i, while ( b ) do cw, k ) := if ( b ) then
T1 ( k, cw, k ) ;
T1 ( i− 1, while ( b ) do cw, k )
else
skip (i > 0)
Esta definic¸a˜o expande todos os ciclos (internos e externos) k + 1 vezes/iterac¸o˜es. Note-se
tambe´m o recurso a acumuladores, a “recursa˜o externa” sobre os comandos e a “recursa˜o interna”
sobre os inteiros, presentes nesta definic¸a˜o. Note-se o caso de paragem, onde se introduz o comando
assert ( ¬ b ) (a chamada unwinding assertion), para indicar a ocorreˆncia de um erro. Neste
trabalho, na˜o se destingue entre a gerac¸a˜o de um erro por parte das afirmac¸o˜es/asserts escritos
pelo programador e a gerac¸a˜o de um erro devido ao limite de verificac¸a˜o, relativo a` unwinding
assertion.
A relac¸a˜o entre a correcc¸a˜o de um programa e a correcc¸a˜o do programa que resulta da sua
transformac¸a˜o por T1 pode ser resumida do seguinte modo:
i) Se T1 ( c, k ) e´ correcto, enta˜o c e´ correcto;
ii) Se T1 ( c, k ) e´ incorrecto e na˜o e´ violada uma “unwinding assertion”, enta˜o a asserc¸a˜o que
dita a incorrecc¸a˜o e´ tambe´m violada por c;
iii) Se T1 ( c, k ) e´ incorrecto, sendo violada uma “unwinding assertion”, enta˜o na˜o ocorre ne-
nhuma violac¸a˜o de asserc¸a˜o nas primeiras k− 1 iterac¸o˜es dos ciclos de c, mas nada pode ser
dito sobre a correcc¸a˜o de c em geral;
iv) Se c e´ correcto, enta˜o T1 ( c, k ) na˜o e´ necessariamente correcto, podendo ser violadas “unwin-
ding assertion” e apenas estas.
Consideremos o seguinte exemplo para ilustrar esta transformac¸a˜o (o mesmo exemplo sera´
utilizado para as restantes transformac¸o˜es).
x0 := 2 ;
while(y0 < x0) do{
y0 := y0 + 1
} ;
assert(y0 == x0 ∨ y0 > 2)
Figura 3.3: Exemplo base
Numa execuc¸a˜o do programa da Figura 3.3, sabemos que a varia´vel y0 ira´ ser incrementada
enquanto satisfazer a condic¸a˜o booleana y0 < x0. Uma qualquer execuc¸a˜o deste programa ira´
satisfazer a asserc¸a˜o final. O resultado de aplicar a transfomac¸a˜o T1 ao programa da Figura 3.3
com limite k = 2 e´ expresso na Figura 3.4.
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x0 := 2 ;
if(y0 < x0){
y0 := y0 + 1 ;
if(y0 < x0){








assert(y0 == x0 ∨ y0 > 2)
Figura 3.4: Exemplo base sem ciclos
Note-se que no programa da Figura 3.4, a asserc¸a˜o final e a unwinding assertion sera˜o satisfeitas
apenas quando y0 ≥ 0.
3.3.2 Transformac¸a˜o T2
A transformac¸a˜o T2 transforma um qualquer comando sem ciclos num comando SA, ou seja um
comando onde cada varia´vel so´ pode ser atribu´ıda uma vez e apenas no caso de na˜o ter sido ainda
“usada” (ver Subsecc¸a˜o 2.4.1). A ideia essencial da transformac¸a˜o T2 e´ a de ao encontrar uma
atribuic¸a˜o a uma varia´vel x num programa, gerar uma “nova versa˜o da varia´vel” x (que correspon-
dera´ efectivamente a uma nova varia´vel) e actualizar as ocorreˆncias da varia´vel x nos comandos
que se seguem a esta atribuic¸a˜o com o novo nome. No caso de comandos if ( b ) then ct else cf ,
a aplicac¸a˜o desta ideia exige adicionalmente algum mecanismo de sincronizac¸a˜o das verso˜es das
varia´veis geradas em cada um dos ramos. Esta transfomac¸a˜o cria novas verso˜es das mesmas
varia´veis, pelo que, normaliza o comando com atribuic¸o˜es que sa˜o u´nicas.
Neste projecto, para tratar as expresso˜es condicionais if then else, optamos por aplicar Dynamic
Single Assignment (DSA), em vez de Static Single Assignment (SSA). A diferenc¸a entre estas
duas opc¸o˜es, reside na forma como se unificam as varia´veis apo´s a ocorreˆncia de um condicional,
uma vez que em DSA se admite que a mesma varia´vel ocorra mais do que uma vez do lado esquerdo
de atribuic¸o˜es, desde que seja em caminhos de execuc¸a˜o diferentes. O SSA unifica as varia´veis
exactamente a seguir a` ocorreˆncia do condicional. Assim e´ adicionada uma sequeˆncia de verso˜es
dos comandos adicional entre o if e o comando seguinte, como simplificadamente esquematizada
pela Figura 3.5. Esta sequeˆncia de sincronizac¸a˜o renomeia todas as varia´veis alteradas para os
valores calculados em ambos os ramos, dependendo da condic¸a˜o inicial.
T2 ( ( if ( b ) then ct else cf ) ; comando )
↓
( if ( b ) then T2 ( ct ) else T2 ( cf ) ) ; sequeˆncia de sincronizac¸a˜o; T2 ( comando )
Figura 3.5: Static Single Assignment
O DSA unifica as varia´veis dentro de cada ramo, gerando uma nova versa˜o da varia´vel que e´
partilhada por comandos dos ramos do condicional. Esquematicamente:
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T2 ( ( if ( b ) then ct else cf ) ; comando )
↓
if ( b ) then
T2 ( ct ) ; sequeˆncia de sincronizac¸a˜o
else
T2 ( cf ) ; sequeˆncia de sincronizac¸a˜o
 ; T2 ( comando )
Figura 3.6: Dynamic Single Assignment
Note-se que, na opc¸a˜o DSA uma varia´vel atribu´ıda pode ter uma outra atribuic¸a˜o no programa,
mas esta atribuic¸a˜o tera´ que ser no contexto de uma condicional if then else e tera´ que ser no outro
ramo desse condicional. Como numa execuc¸a˜o apenas um dos ramos de cada conficional if then
else pode ser executado, em “runtime” a mesma varia´vel na˜o e´ atribu´ıda mais do que uma vez.
O resultado de aplicar a transfomac¸a˜o T2 (descrita adiante) ao programa da Figura 3.4 e´
expresso na Figura 3.7.
x1 := 2 ;
if(y0 < x1){
y1 := y0 + 1 ;
if(y1 < x1){
y2 := y1 + 1 ;











assert(y4 == x1 ∨ y4 > 2)
Figura 3.7: Forma Dynamic Single Assignment do programa na Figura 3.4
Observe-se o modo como e´ feita a sincronizac¸a˜o neste caso: x1 e´ a u´nica nova versa˜o de x0
necessa´ria (ha´ apenas uma u´nica atribuic¸a˜o a x0 no programa inicial); y1, y2, y3 e y4 sa˜o novas
verso˜es da varia´vel y0; a varia´vel y3 assegura a sincronizac¸a˜o no if interior e a varia´vel y4 assegura
a sincronizac¸a˜o no if exterior, sendo y4 a versa˜o mais actual de y0. Por definic¸a˜o, a varia´vel x0
deveria tambe´m ser actualizada em cada if, contudo, visto que a varia´vel x0 na˜o e´ atribuida nos
ramos if, optamos por optimizar a apresentac¸a˜o de resultados.
Definic¸a˜o 3.2. Para qualquer comando c, que ja´ na˜o tenha estruturas while ( b ) do cw, a
transformac¸a˜o T2 e´ definida pela aplicac¸a˜o da func¸a˜o T ′2 (definida abaixo na Definic¸a˜o 3.3) a
todas as varia´veis do programa. Mais em concreto, e assumido que l e´ uma lista que conte´m todas
as varia´veis do programa c, T2 tem a seguinte definic¸a˜o:
T2 ( c ) := T2 ( c, l )
T2 ( c, [] ) := c
T2 ( c, v :: l′ ) := T2 ( c′, l′ ) onde ( , c′ ) := T ′2 ( v, c )
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A func¸a˜o T ′2 ( v, c ) produz um par onde a primeira componente e´ a u´ltima versa˜o criada da
varia´vel v que se pretende normalizar no comando c. A segunda componente do par e´ o comando
c em SA. Quando ocorrem atribuic¸o˜es a` varia´vel v, sa˜o criadadas novas verso˜es da varia´vel v.
Quando sa˜o criadas novas verso˜es, as ocorreˆncias posteriores da varia´vel v sa˜o actualizadas e final-
mente os ramos dos condicionais sa˜o sincronizados, recorrendo ao DSA. Apresenta-se seguidamente
a definic¸a˜o deste conceito.
Abaixo, usaremos a notac¸a˜o x ∈ [v] para indicar que x e´ versa˜o de v e x 6∈ [v] para indicar que
x na˜o e´ versa˜o de v.
Definic¸a˜o 3.3. Para qualquer comando c, que ja´ na˜o tenha estruturas while ( b ) do cw, a func¸a˜o
T ′2 e´ definida recursivamente do seguinte modo:
T ′2 ( v, skip ) := ( v, skip )
T ′2 ( v, assert ( b ) ) := ( v, assert ( subs ( b, v ) ) )
T ′2 ( v, x := e ) := ( v, x := subs ( e, v ) ) , se x 6∈ [v]
T ′2 ( v, x := e ) := ( v′, v′ := subs ( e, v ) ) , se x ∈ [v] (v′e´ nova versa˜o de v)














:= T ′2 ( vi, cj )
T ′2 ( v, if ( b ) then ct else cf ) :=
 v′,







, onde ( vt, c
′







:= T ′2 ( v, cf )
(v′e´ nova versa˜o de v)
A func¸a˜o recursiva auxiliar subs ( e, v ) substitui em e todas as ocorreˆncias das verso˜es de v
por v.
Definic¸a˜o 3.4. Para qualquer expressa˜o e, e v ∈ VInteger, subs ( e, v ) e´ definido recursivamente
do seguinte modo:
subs ( e1e2, v ) := subs ( e1, v )subs ( e2, v )
subs ( n, v ) := n
subs ( x, v ) := x , onde x 6∈ [v]
subs ( x, v ) := v , onde x ∈ [v]
3.3.3 Transformac¸a˜o T3
A transformac¸a˜o T3 transforma um comando SA, num comando em CNF (ver Subsecc¸a˜o 2.4.2).
Em particular, esta transfomac¸a˜o elimina os condicionais aninhados, assim como os condicionais
com dois ramos, e usa apenas os condicionais especiais da forma if ( b ) then c, onde o ramo else
corresponde ao comando skip. O programa e´ assim transformado numa sequeˆncia de condicionais
“single-branch” na˜o contendo outros condicionais. A transformac¸a˜o T3 tem como paraˆmetro uma
fo´rmula lo´gica que representa o “caminho” necessa´rio a` execuc¸a˜o de um dado “comando ato´mico”
(skip, x := e ou assert ( b )). Este paraˆmetro booleano e´ “actualizado” de cada vez que se
encontra um comando if ( b ) then ct else cf . Na composic¸a˜o das 4 (quatro) transformac¸o˜es
que constituem o Bounded Model Checking aplicado a software (BMCsw), esta transformac¸a˜o e´
invocada com o paraˆmetro “>”, como forma de representar o “in´ıcio do caminho”.
Definic¸a˜o 3.5. Com c ∈ SA, T3 ( c ) := T3 ( c, > ), sendo a transformac¸a˜o T3 ( c, b ) (para
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c ∈ SA e b ∈ ExpressionBoolean) definida recursivamente do seguinte modo:
T3 ( skip, b′ ) := if ( b′ ) then skip
T3 ( assert ( b ) , b′ ) := if ( b′ ) then assert ( b )
T3 ( x := e, b′ ) := if ( b′ ) then x := e
T3 ( ci ; cj , b′ ) := T3 ( ci, b′ ) ; T3 ( cj , b′ )
T3 ( if ( b ) then ct else cf , b′ ) := T3 ( ct, b′ ∧ b ) ; T3 ( cf , b′ ∧ ¬ b )
O resultado de aplicar a transfomac¸a˜o T3 ao programa da Figura 3.7 encontra-se na Figura 3.8.
if(>){ x1 := 2 } ;
if(> ∧ y0 < x1){ y1 := y0 + 1 } ;
if(> ∧ y0 < x1 ∧ y1 < x1){ y2 := y1 + 1 } ;
if(> ∧ y0 < x1 ∧ y1 < x1){ assert(¬(y2 < x1)) } ;
if(> ∧ y0 < x1 ∧ y1 < x1){ y3 := y2 } ;
if(> ∧ y0 < x1 ∧ ¬(y1 < x1)){ skip } ;
if(> ∧ y0 < x1 ∧ ¬(y1 < x1)){ y3 := y1 } ;
if(> ∧ y0 < x1){ y4 := y3 } ;
if(> ∧ ¬(y0 < x1)){ skip } ;
if(> ∧ ¬(y0 < x1)){ y4 := y1 } ;
if(>){ assert(y4 == x1 ∨ y4 > 2) }
Figura 3.8: Conditional Normal Form do programa na Figura 3.7
Observe-se que um programa na forma CNF esta´ ja´ muito pro´ximo de uma leitura lo´gica uma
vez que cada condicional (comando if ) pode ser visto como uma fo´rmula implicativa.
3.3.4 Transformac¸a˜o T4
A transformac¸a˜o T4 transforma um comando na forma CNF, numa sua representac¸a˜o atrave´s de
uma fo´rmula lo´gica. Mais concretamente, a transformac¸a˜o T4 aplicada a um comando ira´ produzir
dois conjuntos de fo´rmulas Cc e Pc, que devem ser pensados como a fo´rmula
∧ Cc → ∧Pc. Por um
lado, em Cc sera´ coleccionada a informac¸a˜o relativa aos assignments (x := e) do comando c. Em
Pc sera´ coleccionada a informac¸a˜o sobre os asserts (assert ( b )) do comando c. O programa c sera´
va´lido se for poss´ıvel garantir que todas as asserc¸o˜es em Pc seguem dos assignments representados
em Cc.
Definic¸a˜o 3.6. Para qualquer c ∈ Cnf , a transformac¸a˜o T3 ( c ) produz um par de conjuntos de
fo´rmulas lo´gicas, definido recursivamente do seguinte modo:
T4 ( if ( b′ ) then skip ) := ( ∅, ∅ )
T4 ( if ( b′ ) then assert ( b ) ) := ( ∅, { b′ → b } )
T4 ( if ( b′ ) then x := e ) := ( { b′ → ( x = e ) }, ∅ )
T4 ( ci ; cj ) :=
( Cci ∪ Ccj , Pci ∪ Pcj ) onde ( Cci , Pci ) = T4 ( ci )( Ccj , Pcj ) = T4 ( cj )
Para tornarmos a exposic¸a˜o mais concisa, estabelecem-se algumas convenc¸o˜es de notac¸a˜o.
A Convenc¸a˜o 3.7, simplifica a representac¸a˜o dos conjuntos que resultam da aplicac¸a˜o da trans-
formac¸a˜o T4: quando nos referimos a Cc, referimo-nos a` primeira componente do par ( C, P ) :=
T4 ( c ), e analogamente para Pc.
Convenc¸a˜o 3.7. Dado um comando c ∈ Cnf , Cc e Pc denotam respectivamente a 1a e a 2a
componentes de T4 ( c ) (o resultado de aplicar a transformac¸a˜o T4 ( c ) ao comando c).
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Neste cap´ıtulo adotaremos a convenc¸a˜o que se segue, que fixa que a conjunc¸a˜o lo´gica de um
conjunto de fo´rmulas lo´gicas, quando este e´ vazio (denotado por ∅), na˜o e´ mais do que uma
representac¸a˜o da fo´rmula >.
Convenc¸a˜o 3.8. Seja S um conjunto de expresso˜es em ExpressionBoolean. Convencionamos que∧S denota a conjunc¸a˜o lo´gica de todos os elementos do conjunto S, assumindo, em particular,
que quando S = ∅, ∧S =def >.
O resultado de aplicar a transfomac¸a˜o T4 ao programa da Figura 3.8 e´ expresso nas Figuras 3.9
e 3.10, que indicam os conjuntos C e P respectivamente.

> → x1 == 2,
> ∧ y0 < x1 → y1 == y0 + 1,
> ∧ y0 < x1 ∧ y1 < x1 → y2 == y1 + 1,
> ∧ y0 < x1 ∧ y1 < x1 → y3 == y2,
> ∧ y0 < x1 ∧ ¬(y1 < x1)→ y3 == y1,
> ∧ y0 < x1 → y4 == y3,
> ∧ ¬(y0 < x1)→ y4 == y1

Figura 3.9: Conjunto C resultante
{ > ∧ y0 < x1 ∧ y1 < x1 → ¬(y2 < x1),
> → y4 == x1 ∨ y4 > 2
}
Figura 3.10: Conjunto P resultante
Note-se que a fo´rmula
∧ C → ∧P resultante na˜o e´ va´lida, uma vez que e´ poss´ıvel satisfazer
a fo´rmula
∧ C ∧ ¬∧P. De facto, quando passamos esta fo´rmula (Anexo A.2) ao SAT solver Z3
usado na implementac¸a˜o, este indica a violac¸a˜o da fo´rmula quando y0 e´ −1, y1 e´ 0, y2 e´ 1, y3 e´
1, y4 e´ 1 e x1 e´ 2 (Anexo A.3). Neste caso, existem outros contra-modelos para a fo´rmula, mas a




Correcc¸a˜o e Completude da
transformac¸a˜o de programas Cnf
em fo´rmulas
Neste cap´ıtulo, da˜o-se alguns passos no sentido de formalizar provas relacionadas com a cor-
recc¸a˜o e a completude do me´todo BMCsw. Em particular, focaremos na correcc¸a˜o e completude
da transformac¸a˜o T4, onde se realiza a codificac¸a˜o de um programaWhileassert, apo´s normalizac¸a˜o
pelas transformac¸o˜es T1, T2 e T3, numa fo´rmula lo´gica.
Neste cap´ıtulo estabelece-se a correcc¸a˜o (Teorema 4.12) e a completude (Teorema 4.14) da
transformac¸a˜o T4, mostrando que e´ poss´ıvel codificar um programa imperativo numa fo´rmula
lo´gica de tal modo que o programa e´ correcto (todos os seus asserts sa˜o validados) se e so´ se a
fo´rmula for va´lida em lo´gica de primeira ordem.
Este cap´ıtulo esta´ dividido em treˆs secc¸o˜es. Na primeira secc¸a˜o apresentam-se alguns resultados
preliminares sobre os comandos Cnf e a func¸a˜o Eval, que auxiliam os resultados que pretendemos
demonstrar. Na segunda secc¸a˜o provamos a correcc¸a˜o da transformac¸a˜o T4. Na terceira secc¸a˜o
provamos a completude da transformac¸a˜o T4.
4.1 Resultados preliminares
Uma primeira observac¸a˜o simples acerca das varia´veis das fo´rmulas geradas por T4 e´ a seguinte.
Lema 4.1.




⊆ FV ( c ) (4.1)
Demonstrac¸a˜o. Por induc¸a˜o em c ∈ Cnf .
Caso c = if ( b′ ) then skip:
Enta˜o Cc = ∅ e FV ( > ) = ∅ ⊆ FV ( b′ ) = FV ( c ).
Caso c = if ( b′ ) then assert ( b ):
Ana´logo ao caso anterior.
Caso c = if ( b′ ) then x := e:
Enta˜o Cc = { b′ → x = e } e FV (
∧ Cc ) = FV ( b′ ) ∪ { x } ∪ FV ( e ) = FV ( c ).
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Caso c = ci ; cj :
Enta˜o Cc = Cci ∪ Ccj e FV (
∧ Cci ) ⊆ FV ( ci ) e FV ( ∧ Ccj ) ⊆ FV ( cj )
por hipo´tese de induc¸a˜o.
Logo, FV
( ∧ ( Cci ∪ Ccj ) ) = FV ( Cci )∪FV ( Ccj ) ⊆ FV ( ci )∪FV ( cj ) = FV ( ci ; cj ).
O Lema 4.2 surge da constatac¸a˜o que se num dado estado s, um comando c ∈ Cnf na˜o e´
avaliado no estado de erro, enta˜o o resultado de avaliar o comando c no estado s atrave´s da
relac¸a˜o  e´ o estado resultante da aplicac¸a˜o da func¸a˜o Eval.
Lema 4.2.
∀c ∈ Cnf, ∀s ∈ Σ, safe ( c, s )⇒ ( c, s ) Eval ( c, s )
Demonstrac¸a˜o. Por induc¸a˜o estrutural em c ∈ Cnf
i) Caso c = if ( b′ ) then skip.
Por um lado, pela definic¸a˜o da func¸a˜o Eval, Eval ( if ( b′ ) then skip, s ) = s.
Por outro, pela semaˆntica operacional para comandos Cnf (Tabela 2.5),
( if ( b′ ) then skip, s ) s.
ii) Caso c = if ( b′ ) then assert ( b ).
Por um lado, pela definic¸a˜o de Eval, Eval ( if ( b′ ) then assert ( b ) , s ) = s.
Por outro, pela semaˆntica operacional para comandos Cnf (Tabela 2.5),
Caso s |= b′:
Da hipo´tese safe ( assert ( b ) , s ), temos, ( assert ( b ) , s ) 6 erro.
Portanto, teremos que ter s |= b, pelo que pela regra CNF - ASSERT
temos ( if ( b′ ) then assert ( b ) , s ) s.
Caso s 6|= b′:
Pela regra CNF - ASSERT - False,
temos de imediato ( if ( b′ ) then assert ( b ) , s ) s.
iii) Caso c = if ( b′ ) then x := e.
Caso s |= b′:
Por um lado, pela semaˆntica operacional,




pela regra CNF - ASSIGN.
Pelo outro, a definic¸a˜o de Eval revela que




Caso s 6|= b′:
Por um lado, temos ( if ( b′ ) then x := e, s ) s pela regra CNF - ASSIGN - False.
Por outro lado, a devinic¸a˜o de Eval revela que Eval ( if ( b′ ) then x := e, s ) = s.
iv) Caso c = ci ; cj .
Por hipo´tese de induc¸a˜o temos,
HIi : ∀ s ∈ Σ, safe ( ci, s )⇒ ( ci, s ) Eval ( ci, s )
HIj : ∀ s ∈ Σ, safe ( cj , s )⇒ ( cj , s ) Eval ( cj , s )
Queremos mostrar que
∀ s ∈ Σ, safe ( ci ; cj , s )⇒ ( ci ; cj , s ) Eval ( ci ; cj , s )
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Pela definic¸a˜o da func¸a˜o Eval, Eval ( ci ; cj , s ) = Eval ( cj , Eval ( ci, s ) ).
Usando a hipo´tese e o Lema 2.29 temos:
a) safe ( ci, s )
b) ∀ s′′ ∈ Σ, ( ci, s ) s′′ ⇒ safe ( cj , s′′ )
Por a) e HIi temos
( ci, s ) Eval ( ci, s ) (4.2)
De (4.2), por b), segue safe ( cj , Eval ( ci, s ) ).
Recorrendo agora a HIj temos
( cj , Eval ( ci, s ) ) Eval ( cj , Eval ( ci, s ) ) (4.3)
Finalmente, usando (4.2) e (4.3) temos ( ci ; cj , s ) Eval ( cj , Eval ( ci, s ) ),
aplicando a regra CNF - COMPOSITION da semaˆntica operacional.
O rec´ıproco do lema anterior e´ tambe´m verdadeiro e temos a seguinte caracterizac¸a˜o alternativa
de safe:
Proposic¸a˜o 4.3.
∀ c ∈ Cnf, ∀ s ∈ Σ, ( c, s ) Eval ( c, s )⇔ safe ( c, s )
Demonstrac¸a˜o. Em 4.2 mostramos ja´ que:
∀c ∈ Cnf, ∀s ∈ Σ, safe ( c, s )⇒ ( c, s ) Eval ( c, s )
A implicac¸a˜o rec´ıproca e´ uma consequeˆncia do determinismo da relac¸a˜o  (ver Proposic¸a˜o 2.33):
Se na˜o tivessemos safe ( c, s ), teriamos ( c, s )  erro e como por hipo´tese temos ( c, s )  
Eval ( c, s ), pelo determinismo de  teriamos que ter erro = Eval ( c, s ), o que e´ falso.
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Dado um comando c ∈ Cnf e um estado arbitra´rio s, o Lema 4.4 permite garantir que a
avaliac¸a˜o do comando c num estado s e´ o pro´prio s, se a relac¸a˜o  na˜o avaliar ( c, s ) em erro
e o estado s validar
∧ Cc. Intuitivamente: s ja´ atribui a`s varia´veis os valores que resultam da
execuc¸a˜o de c.
Lema 4.4.
∀c ∈ Cnf, ∀s ∈ Σ, ( s |= ∧Cc ) ∧ safe ( c, s )⇒ s = Eval ( c, s )
Demonstrac¸a˜o. Por induc¸a˜o estrutural em c ∈ Cnf
i) Caso c = if ( b′ ) then skip ou c = if ( b′ ) then assert ( b ).
Por definic¸a˜o de Eval tem-se de imediato s = Eval ( c, s ).
iii) Caso c = if ( b′ ) then x := e.
Se s |= b′:




, basta mostrar que s ( x ) = J e Ks.
A hipo´tese diz-nos que s |= b′ → x = e.
Assim, com s |= b′, s |= x = e.
Daqui segue que J x Ks = s ( x ) = J e Ks.
Se s 6|= b′:
De imediato, por definic¸a˜o de Eval, tem-se s = Eval ( c, s ).
iv) Caso c = ci ; cj .
Por hipo´tese de induc¸a˜o temos,
HIi : ∀ s ∈ Σ, ( s |= ∧Cci ) ∧ safe ( ci, s )⇒ s = Eval ( ci, s )
HIj : ∀ s ∈ Σ,
(
s |= ∧Ccj
) ∧ safe ( cj , s )⇒ s = Eval ( cj , s )
Queremos mostrar que
∀ s ∈ Σ, ( s |= ∧Cci ; cj ) ∧ safe ( ci ; cj , s )⇒ s = Eval ( ci ; cj , s )
1) Por um lado, Eval ( ci ; cj , s ) = Eval ( cj , Eval ( ci, s ) ).
2) Da hipo´tese sabemos que:
a) s |= ∧ Ci;
b) s |= ∧ Cj ;
Por a) e HIi, tiramos que
s = Eval ( ci, s ) (4.4)
Portanto b) e´ equivalente a termos Eval ( ci, s ) |=
∧ Cj e daqui, por HIj , vem
Eval ( ci, s ) = Eval ( cj , Eval ( ci, s ) ) .
Logo, atendendo a (4.4) e a 1), conclui-se s = Eval ( ci ; cj , s ).
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O pro´ximo lema constata que as varia´veis que na˜o sa˜o manipuladas (assigned) pelos comandos,
manteˆm o mesmo valor, quando aplicada a func¸a˜o Eval. A parte 1) do lema surge como contra-
rec´ıproco da parte 2).
Lema 4.5.
1)∀c ∈ Cnf, ∀s ∈ Σ, ∀y ∈ VInteger, Eval ( c, s ) ( y ) 6= s ( y )⇒ y ∈ assign ( c )
2)∀c ∈ Cnf, ∀s ∈ Σ, ∀y ∈ VInteger, y 6∈ assign ( c )⇒ Eval ( c, s ) ( y ) = s ( y )
Demonstrac¸a˜o. Comecemos por notar que 1) e´ o contra-rec´ıproco de 2). A demonstrac¸a˜o de 2)
segue por induc¸a˜o estrutural nos comandos c ∈ Cnf .
i) Caso c = if ( b′ ) then skip.
Segue da definic¸a˜o que Eval ( c, s ) = s.
Logo ∀ y ∈ VInteger, Eval ( c, s ) ( y ) = s ( y ).
ii) Caso c = if ( b′ ) then assert ( b ).
Ana´logo ao caso anterior.
iii) Caso c = if ( b′ ) then x := e.
Consideremos y 6∈ assign ( c ), i.e., y 6∈ { x }.
Caso s 6|= b′:
Ana´logo aos casos anteriores.
Caso s |= b′:









( y ) = s ( y ).
iv) Caso c = ci ; cj .
Temos as seguintes hipo´teses de induc¸a˜o:
HIi: ∀ s ∈ Σ, ∀ y ∈ VInteger, y 6∈ assign ( ci )⇒ Eval ( ci, s ) ( y ) = s ( y )
HIj : ∀ s ∈ Σ, ∀ y ∈ VInteger, y 6∈ assign ( cj )⇒ Eval ( cj , s ) ( y ) = s ( y )
Queremos mostrar que ∀ s ∈ Σ, ∀ y ∈ VInteger,
y 6∈ assign ( ci ) ∪ assign ( cj )⇒ Eval ( cj , Eval ( ci, s ) ) ( y ) = s ( y )
Pela hipo´tese HIj , tomando Eval ( ci, s ), para s tem-se
Eval ( cj , Eval ( ci, s ) ) ( y ) = Eval ( ci, s ) ( y )
Pela hipo´tese HIi, Eval ( ci, s ) ( y ) = s ( y ).
Retira-se que Eval ( ci ; cj , s ) ( y ) = s ( y ).
Os Lemas 4.6 e 4.7 devem ler-se em conjunto. O Lema 4.6 surge da constatac¸a˜o que dados
dois estados arbitra´rios s1 e s2, e um comando c ∈ Cnf se ambos os estados atribuem os mesmos
valores a`s varia´veis presentes em c, enta˜o o resultado de avaliar Eval ( c, s1 ) e Eval ( c, s2 ) sera´
o mesmo.
Lema 4.6.
∀c ∈ Cnf, ∀s1, s2 ∈ Σ,
( ∀ x ∈ FV ( c ) : s1 ( x ) = s2 ( x ) )⇒ ( ∀ x ∈ FV ( c ) : Eval ( c, s1 ) ( x ) = Eval ( c, s2 ) ( x ) )
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Demonstrac¸a˜o. Por induc¸a˜o em c ∈ Cnf .
Caso c = if ( b′ ) then skip ou c = if ( b′ ) then assert ( b ). Por definic¸a˜o, tem-se para qualquer
s ∈ Σ, Eval ( c, s ) = s. Assim o antecedente e o consequente da implicac¸a˜o coincidem.
Caso c = if ( b′ ) then x := e.
Caso s1 6|= b′.
Da hipo´tese e do Lema 2.15, s2 6|= b′ pois FV ( b′ ) ⊆ FV ( c ).
Por definic¸a˜o, Eval ( c, s1 ) = s1 e Eval ( c, s2 ) = s2
e novamente temos a mesma condic¸a˜o no antecedente e consequente da implicac¸a˜o.
Caso s1 |= b′.
Da hipo´tese e do Lema 2.15, s2 |= b′.









Tendo em atenc¸a˜o a hipo´tese, basta mostrar que J e Ks1 = J e Ks2 .
Da hipo´tese, segue em particular que ∀ x ∈ FV ( e ) : s1 ( x ) = s2 ( x ).
Logo, pelo Lema 2.13, J e Ks1 = J e Ks2
Caso c = ci ; cj ,
Suponhamos que ∀ x ∈ FV ( ci ; cj ) : s1 ( x ) = s2 ( x ).
Em particular ∀ x ∈ FV ( ci ) : s1 ( x ) = s2 ( x ).
Logo por HI,
∀ x ∈ FV ( ci ) : Eval ( ci, s1 ) ( x ) = Eval ( ci, s2 ) ( x ) (4.5)
Temos tambe´m ∀ x ∈ FV ( cj ) : Eval ( ci, s1 ) ( x ) = Eval ( ci, s2 ) ( x ) pois:
a) caso x ∈ FV ( ci ): tal segue de (4.5)
b) caso x 6∈ FV ( ci ): enta˜o x 6∈ assign ( ci ) e assim,
Eval ( ci, s1 ) ( x ) =i) s1 ( x ) =ii) s2 ( x ) =i) Eval ( ci, s2 ) ( x )
i) x 6∈ assign ( ci ) e Lema 4.5 (parte 2).
ii) ∀ x ∈ FV ( cj ) , s1 ( x ) = s2 ( x ).
Logo, por hipo´tese de induc¸a˜o,
1)∀ x ∈ FV ( cj ) : Eval ( cj , Eval ( ci, s1 ) ) ( x ) = Eval ( cj , Eval ( ci, s2 ) ) ( x )
⇔ Eval ( ci ; cj , s1 ) ( x ) = Eval ( ci ; cj , s2 ) ( x )
Adicionalmente,
2)∀ x ∈ FV ( ci ) : Eval ( cj , Eval ( ci, s1 ) ) ( x ) = Eval ( cj , Eval ( ci, s2 ) ) ( x )
⇔ Eval ( ci ; cj , s1 ) ( x ) = Eval ( ci ; cj , s2 ) ( x )
por Eval ( ci, s1 ) ( x ) = Eval ( ci, s2 ) ( x ) de (4.5),
por x 6∈ assign ( cj ) (uma vez que ci ; cj ∈ SA e x ∈ FV ( ci ))
e pelo Lema 4.5.
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Do modo semelhante, o Lema 4.7, refere que dados dois estados arbitra´rios s1 e s2, e um
comando c ∈ Cnf se ambos os estados atribuem os mesmos valores a`s varia´veis presentes em c e
se a relac¸a˜o  avalia o par ( c, s1 ) em erro, enta˜o, a relac¸a˜o  tambe´m avaliara´ o par ( c, s2 )
em erro.
Lema 4.7.
∀c ∈ Cnf, ∀s1, s2 ∈ Σ, ( c, s1 ) erro ∧ ( ∀ x ∈ FV ( c ) : s1 ( x ) = s2 ( x ) )⇒ ( c, s2 ) erro
Demonstrac¸a˜o. Por induc¸a˜o em c ∈ Cnf . Consideramos abaixo os casos que na˜o sa˜o vacuosos (i.e.
onde efectivamente e´ usada uma regra de avaliac¸a˜o que produz erro).
Caso CNF - ASSERT - Error.
Sabemos enta˜o que c = if ( b′ ) then assert ( b ) e que
s1 |= b′ e s1 6|= b (4.6)
Sabemos tambe´m por suposic¸a˜o
∀ x ∈ FV ( if ( b′ ) then assert ( b ) ) : s1 ( x ) = s2 ( x ) (4.7)
Queremos mostrar que ( if ( b′ ) then assert ( b ) , s2 ) erro.
Ora de (4.7) e (4.6), pelo Lemma 2.15, temos s2 |= b′ e s2 6|= b e consequentemente, pela regra
CNF - ASSERT - Error segue ( if ( b′ ) then assert ( b ) , s2 ) erro.
Caso CNF - COMPOSITION - Break.
Sabemos enta˜o que c = ci ; cj e que
1) ( ci, s1 ) erro
2) ∀ x ∈ FV ( ci ) ∪ FV ( cj ) : s1 ( x ) = s2 ( x )
A hipo´tese de induc¸a˜o relativa a ci diz-nos que:
HIi : ∀ s1, s2 ∈ Σ, ( ci, s1 ) erro ∧ ∀ x ∈ FV ( ci ) , s1 ( x ) = s2 ( x )⇒ ( ci, s2 ) erro
De 2), temos em particular ∀ x ∈ FV ( ci ) : s1 ( x ) = s2 ( x ) e daqui e de 1), por HIi, segue
( ci, s2 ) erro.
Daqui, pela regra CNF - COMPOSITION - Break, conclui-se, como pretendido, ( ci ; cj , s2 ) 
erro.
Caso CNF - COMPOSITION.
Sabemos enta˜o que c = ci ; cj e que
1) para algum s′′ 6= erro, se tem ( ci, s1 ) s′′ e ( cj , s′′ ) erro
2) ∀ x ∈ FV ( ci ) ∪ FV ( cj ) : s1 ( x ) = s2 ( x ) e, em particular,
i) ∀ x ∈ FV ( ci ) : s1 ( x ) = s2 ( x )
ii) ∀ x ∈ FV ( cj ) : s1 ( x ) = s2 ( x )
Uma vez que s′′ 6= erro, s′′ = Eval ( ci, s1 ) pelo Lema 4.2
Pretendemos concluir que
( ci, s2 ) Eval ( ci, s2 ) (4.8)
Sabemos
( ci, s1 ) Eval ( ci, s1 ) (4.9)
Se tivessemos ( ci, s2 ) erro.
Dado que ∀ x ∈ FV ( ci ) , s1 ( x ) = s2 ( x ), por HIi, ( ci, s1 ) erro o que contradiz (4.9).
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Logo pela Proposic¸a˜o 2.33, temos que ter ( ci, s2 ) Eval ( ci, s2 ).
Pretendemos tambe´m concluir que
∀ x ∈ FV ( cj ) , Eval ( ci, s1 ) ( x ) = Eval ( ci, s2 ) ( x ) (4.10)
Seja x ∈ FV ( cj ). Queremos mostrar Eval ( ci, s1 ) ( x ) = Eval ( ci, s2 ) ( x ).
Caso x 6∈ FV ( ci ). Temos:
Eval ( ci, s1 ) ( x ) =i) s1 ( x ) =ii) s2 ( x ) =i) Eval ( ci, s2 ) ( x )
i) x 6∈ assign ( ci ) e Proposic¸a˜o 4.5 (parte 2)
ii) ∀ x ∈ FV ( cj ) , s1 ( x ) = s2 ( x ) (das hipo´teses)
Caso x ∈ FV ( ci ).
Como ∀ x ∈ FV ( ci ) , s1 ( x ) = s2 ( x ) (da hipo´tese), pelo Lema 4.6,
Eval ( ci, s1 ) ( x ) = Eval ( ci, s2 ) ( x )
Por (4.10) e por ( cj , Eval ( ci, s1 ) )  erro ( ver 1) ), vem pela hipo´tese de induc¸a˜o relativa a
cj que
( cj , Eval ( ci, s2 ) ) erro (4.11)
Finalmente, de (4.8) e (4.11), aplicando a regra CNF - COMPOSITION
segue ( ci ; cj , s2 ) erro.
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Na pro´xima proposic¸a˜o observaremos que o estado que resulta de calcular Eval de um comando
c a partir de um qualquer estado, valida
∧ Cc.
Proposic¸a˜o 4.8.
∀c ∈ Cnf, ∀s ∈ Σ, Eval ( c, s ) |=
∧
Cc
Demonstrac¸a˜o. Por induc¸a˜o estrutural em c ∈ Cnf .
i) Caso c = if ( b′ ) then skip.
Por definic¸a˜o de T4, Cc = ∅, e deste modo,
∧ Cc = >, pelo que, trivialmente, temos |= ∧ Cc.
ii) Caso c = if ( b′ ) then assert ( b ).
Pela definic¸a˜o de T4, Cc = ∅, e tal como no caso anterior,∧ Cc = >, e consequentemente, |= ∧ Cc.
iii) Caso c = if ( b′ ) then x := e.
Pela definic¸a˜o de T4, Cc = { b′ → ( x = e ) }.









|= ( x = e ) sse J e Ks = J e K
s
 xJ e Ks
 (4.12)
Como x 6∈ FV ( e ) por c ∈ SA, J e K
s
 xJ e Ks
 = J e Ks, pelo Lema 2.13
Caso s 6|= b′:
Como neste caso Eval ( c, s ) = s, tambe´m Eval ( c, s ) 6|= b′.
Portanto, Eval ( c, s ) |= b′ → ( x = e ) (o antecedente da implicac¸a˜o e´ falso).
iv) Caso c = ci ; cj .
Por hipo´tese de induc¸a˜o temos,
HIi : ∀ s ∈ Σ, Eval ( ci, s ) |=
∧ Cci
HIj : ∀ s ∈ Σ, Eval ( cj , s ) |=
∧ Ccj
Por definic¸a˜o, Eval ( ci ; cj , s ) = Eval ( cj , Eval ( ci, s ) ).
Queremos enta˜o mostrar que Eval ( cj , Eval ( ci, s ) ) |=
∧ Cci ∧ Ccj .
a) Por HIj , tomando Eval ( cj , s ) para s, temos Eval ( cj , Eval ( ci, s ) ) |=
∧ Ccj .
b)Falta provar que Eval ( cj , Eval ( ci, s ) ) |=
∧ Cci
Por FV (
∧ Cci ) ⊆ FV ( ci ) (pelo Lema 4.1) e FV ( ci ) ∩ assign ( cj ) = ∅ (por c ser SA)
segue que assign ( cj ) ∩ FV (
∧ Cci ) = ∅. Enta˜o, pela Proposic¸a˜o 4.5,




, Eval ( ci, s ) ( x ) = Eval ( cj , Eval ( ci, s ) ) ( x )
Logo, pelo Lema 2.15, Eval ( cj , Eval ( ci, s ) ) |=
∧ Cci sse Eval ( ci, s ) |= ∧ Cci .
Logo, como Eval ( ci, s ) |=
∧ Cci , por HIi, tambe´m Eval ( cj , Eval ( ci, s ) ) |= ∧ Cci .
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As proposic¸o˜es 4.9 e 4.10 teˆm um esp´ırito semelhante. Estas proposic¸o˜es garantem, respec-
tivamente, que dados um comando c ∈ Cnf e um estado arbitra´rio s, se a relac¸a˜o  avalia um
par ( c, s ) em Eval ( c, s ) (respectivamente erro) enta˜o a relac¸a˜o  tambe´m avaliara´ o par
( c, Eval ( c, s ) ) no mesmo resultado, Eval ( c, s ) (respectivamente erro).
A Proposic¸a˜o 4.9 incorpora uma ideia de “ponto fixo” ao afirmar que uma computac¸a˜o de c a
partir do estado Eval ( c, s ) produzira´ o mesmo estado Eval ( c, s ).
Proposic¸a˜o 4.9.
∀c ∈ Cnf, ∀s ∈ Σ, ( c, s ) Eval ( c, s )⇒ ( c, Eval ( c, s ) ) Eval ( c, s )
Demonstrac¸a˜o. Por induc¸a˜o estrutural em c ∈ Cnf .
i) Caso c = if ( b′ ) then skip.
Por definic¸a˜o, Eval ( c, s ) = s e portanto o antecedente e o consequente da implicac¸a˜o coin-
cidem.
ii) Caso c = if ( b′ ) then assert ( b ).
Ana´logo ao caso anterior.
iii) Caso c = if ( b′ ) then x := e.
Caso s 6|= b′.
Ana´logo aos casos anteriores.
Caso s |= b′.










Usando a regra CNF - ASSIGN, tem-se
(







) xJ e K
s
 xJ e Ks






) xJ e K
s
 xJ e Ks

 = s( xJ e Ks
)




= Eval ( c, s ).
iv) Caso c = ci ; cj .
Supondo que ( ci ; cj , s ) Eval ( cj , Eval ( ci, s ) ),
queremos mostrar que ( ci ; cj , Eval ( cj , Eval ( ci, s ) ) ) Eval ( cj , Eval ( ci, s ) ).
Atendendo a` suposic¸a˜o e ao Lema 2.33 teremos que ter
1) ( ci, s ) Eval ( ci, s )
2) ( cj , Eval ( ci, s ) ) Eval ( cj , Eval ( ci, s ) )
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De 1) por HI tem-se ( ci, Eval ( ci, s ) ) Eval ( ci, s ) e daqui, pelo Lemma 2.18, tem-se
3) ( ci, Eval ( cj , Eval ( ci, s ) ) ) Eval ( cj , Eval ( ci, s ) ),
pois para todo y ∈ VInteger, se Eval ( cj , Eval ( ci, s ) ) ( y ) 6= Eval ( ci, s ) ( y ), enta˜o,
pelo Lema 4.5, y ∈ assign ( cj ) e, como ci ; cj ∈ SA, y 6∈ FV ( ci ). De 2) por HI tem-se
4) ( cj , Eval ( cj , Eval ( ci, s ) ) ) Eval ( cj , Eval ( ci, s ) ).
Finalmente, de 3) e 4), pela regra CNF - COMPOSITION,
tem-se ( ci ; cj , Eval ( cj , Eval ( ci, s ) ) ) Eval ( cj , Eval ( ci, s ) ).
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Proposic¸a˜o 4.10.
∀c ∈ Cnf, ∀s ∈ Σ, ( c, s ) erro⇒ ( c, Eval ( c, s ) ) erro
Demonstrac¸a˜o. Por induc¸a˜o em c ∈ Cnf .
Os casos relativos a`s regras CNF - SKIP, CNF - SKIP - False, CNF - ASSERT,
CNF - ASSERT - False, CNF - ASSIGN e CNF - ASSIGN - False sa˜o imediatos, por a
hipo´tese ( c, s ) erro na˜o ser satisfeita.
Caso CNF - ASSERT - Error.
Neste caso tem-se c = if ( b′ ) then assert ( b ), s |= b′ e s 6|= b.
Como, por definic¸a˜o, Eval ( c, s ) = s segue que Eval ( c, s ) |= b′ e Eval ( c, s ) 6|= b,
pelo que, usando a regra CNF - ASSERT - Error, se tem ( c, Eval ( c, s ) ) erro.
Caso CNF - COMPOSITION - Break.
Enta˜o, tem-se c = ci ; cj e ( ci, s ) erro.
1) Por HI, ( ci, Eval ( ci, s ) ) erro.
2) Como ci ; cj ∈ SA, FV ( ci ) ∩ assign ( cj ) = ∅.
Logo, pelo Lema 4.5,
∀ x ∈ FV ( ci ) : Eval ( ci, s ) ( x ) = Eval ( cj , Eval ( ci, s ) ) ( x )
3) Daqui e de 1), pelo Lema 4.7, ( cj , Eval ( cj , Eval ( ci, s ) ) ) erro
4) Logo, pela regra CNF - COMPOSITION - Break, ( ci ; cj , Eval ( cj , Eval ( ci, s ) ) ) 
erro,
e Eval ( ci ; cj , s ) = Eval ( cj , Eval ( ci, s ) ).
Caso CNF - COMPOSITION.
Enta˜o, tem-se c = ci ; cj ,
e i) ( ci, s ) s′′, para algum s′′ 6= erro,
e ii) ( cj , s
′′ ) erro.
1) Assim, usando a Proposic¸a˜o 2.33 podemos concluir que s′′ = Eval ( ci, s ).
2) Por HI, ( cj , Eval ( cj , Eval ( ci, s ) ) ) erro.
3) Mostremos que ( ci, Eval ( cj , Eval ( ci, s ) ) ) Eval ( cj , Eval ( ci, s ) ):
a) Se tivessemos ( ci, Eval ( cj , Eval ( ci, s ) ) ) erro,
Como ∀ x ∈ FV ( ci ) , Eval ( cj , Eval ( ci, s ) ) ( x ) = Eval ( ci, s ) ( x ),
pelo Lema 4.7, ( ci, Eval ( ci, s ) ) erro, contrariando i).
b) Mostraremos que Eval ( cj , Eval ( ci, s ) ) |=
∧ Cci , pelo que, tendo em atenc¸a˜o
a` alinea a), ao Lema 4.4 e a` Proposic¸a˜o 2.33,
( ci, Eval ( cj , Eval ( ci, s ) ) ) Eval ( cj , Eval ( ci, s ) ).
Eval ( cj , Eval ( ci, s ) ) |=
∧ Cci dado que:
b.1) Eval ( ci, s ) |=
∧ Cci (Prop. 4.8) e
b.2) ∀ x ∈ FV ( ∧ Cci ) , Eval ( cj , Eval ( ci, s ) ) ( x ) = Eval ( cj , s ) ( x );
esta observac¸a˜o segue pelo Lema 4.5, e pelo facto de FV (
∧ Cci ) ⊆ FV ( ci )
(pelo Lema 4.1) e FV ( ci ) ∩ assign ( cj ) = ∅ (ci ; cj ∈ SA).
b.3)Atendendo a b.1) e a b.2), basta agora usar o Lema 2.15.
4) Finalmente, de 3) e de 2), usando a regra CNF - COMPOSITION tem-se
( ci ; cj , Eval ( cj , Eval ( ci, s ) ) ) erro
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4.2 Correcc¸a˜o de T4
Nesta secc¸a˜o provaremos a correcc¸a˜o da transformac¸a˜o T4. Mais concretamente, provaremos
que um comando c ∈ Cnf e´ safe se e so´ se a fo´rmula ∧ Cc → ∧Pc que lhe e´ associada pela
transformac¸a˜o T4 e´ uma fo´rmula va´lida.
Ale´m de resultados que ja´ estabelecemos na Secc¸a˜o 4.1, precisamos ainda do resultado que
se segue. Este resultado afirma que se uma execuc¸a˜o de c atingiu o estado de erro a partir de
um estado s que satisfazia as “condic¸o˜es do programa”, esse estado s ja´ na˜o pode satisfazer “os
assert’s do programa”.
Proposic¸a˜o 4.11.
∀c ∈ Cnf, ∀s ∈ Σ, ( c, s ) erro ∧ s |=
∧
Cc ⇒ s 6 |=
∧
Pc
Demonstrac¸a˜o. Por induc¸a˜o em ( c, s ) erro.
Pela semaˆntica operacional (Tabela 2.5), as u´nicas regras que permitem a avaliac¸a˜o para o es-
tado erro sa˜o as regras CNF - ASSERT - Error, CNF - COMPOSITION - Break e
CNF - COMPOSITION (e , portanto, os restantes casos sa˜o demonstrados por vacuosidade).
Caso CNF - ASSERT - Error.
Suponhamos que ( if ( b′ ) then assert ( b ) , s ) erro e s |= ∧ Cif ( b′ ) then assert ( b ).
Queremos mostrar que s 6|= ∧Pif ( b′ ) then assert ( b ).
Sabemos enta˜o que
∧ Cif ( b′ ) then assert ( b ) = > e ∧Pif ( b′ ) then assert ( b ) = b′ → b.
Para se aplicar a regra CNF - ASSERT - Error e´ necessa´rio ter s |= b′ e s 6|= b. Ora, nestas
condic¸o˜es, s 6|= b′ → b.
Caso CNF - COMPOSITION - Break.
( ci, s ) erro
( ci ; cj , s ) erro
CNF - COMPOSITION - Break
Sabemos enta˜o que
1) ( ci, s ) erro,
2) s |= ∧ Cci ∧ Ccj , i.e., s |= ∧ Cci e s |= ∧ Ccj .
Sabemos ainda, por HI, que
3) ( ci, s ) erro ∧ s |=
∧ Cci ⇒ s 6 |=∧Pci .
Queremos mostrar que s 6|= Pci ; cj , i.e., s 6|=
∧Pci ∧Pcj ,
Ora, de 1), 2) e 3) temos s 6|= ∧Pci e disto, tambe´m s 6|= ∧Pci ∧Pcj .
Caso CNF - COMPOSITION.
( ci, s ) s′′ s′′ 6= erro ( cj , s′′ ) erro
( ci ; cj , s ) erro
CNF - COMPOSITION
Por suposic¸a˜o, sabemos enta˜o que,
s |= ∧ Cci ∧ Ccj , i.e., s |= ∧ Cci e s |= ∧ Ccj .
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Queremos mostrar que s 6|= Pci ; cj , i.e., s 6|=
∧Pci ∧Pcj ,
Como s′′ 6= erro, temos safe ( ci, s ) e, atendendo a` Proposic¸a˜o 2.33, temos tambe´m s′′ =
Eval ( ci, s ). Como tambe´m temos s |=
∧ Cci , pelo Lema 4.4 segue que s′′ = Eval ( ci, s ) = s.
Portanto, como s |= ∧ Ccj , tambe´m s′′ |= ∧ Ccj . Daqui, de ( cj , s′′ )  erro e da hipo´tese de
induc¸a˜o associada a` u´ltima premissa da infereˆncia CNF - COMPOSITION, temos s′′ 6|= ∧Pcj
e disto, segue s 6|= ∧Pci ∧Pcj (recorde-se que s′′ = s).
Teorema 4.12. (Correcc¸a˜o de T4)




Pc ⇒ safe ( c )
Demonstrac¸a˜o. Mostraremos o contra-rec´ıproco da implicac¸a˜o.
Suponhamos que na˜o temos safe ( c ), i.e., suponhamos que ∃ s ∈ Σ, ( c, s ) erro.
Logo, pela Proposic¸a˜o 4.10, temos
( c, Eval ( c, s ) ) erro (4.13)
Pela Proposic¸a˜o 4.8, temos
Eval ( c, s ) |=
∧
Cc (4.14)
Logo de (4.13) e (4.14), pela Proposic¸a˜o 4.11,
Eval ( c, s ) 6|= ∧Pc (4.15)
De (4.14) e (4.15) segue que 6|= ∧ Cc → ∧Pc, como pretendido.
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4.3 Completude de T4
Finalmente, estamos em condic¸o˜es de provar o Teorema da Completude (Corola´rio 4.14) e
assim garantir que para concluir que a validade da fo´rmula gerada pela transformac¸a˜o T4 para
“representar” o comando c basta provar que c e´ “safe” (na˜o conduz a erro durante a sua execuc¸a˜o).
Comec¸amos por demonstrar a ideia essencial da completude da transformac¸a˜o T4.
Teorema 4.13.





Demonstrac¸a˜o. Por induc¸a˜o estrutural em c ∈ Cnf
i) Caso c = if ( b′ ) then skip.
Por definic¸a˜o, Cc = ∅ e Pc = ∅.
Como
∧ ∅ = >, temos que mostrar s |= > → >, o que e´ imediato pois > → > e´ tautologia.
ii) Caso c = if ( b′ ) then assert ( b ).
Por definic¸a˜o, Cc = ∅ e Pc = { b′ → b }.
Assim, temos que mostrar s |= b′ → b.
Caso s |= b′:
Como, por hipo´tese, safe ( if ( b′ ) then assert ( b ) , s ) temos que ter s |= b.
De outro modo ter´ıamos ( if ( b′ ) then assert ( b ) , s ) erro,
pois ( assert ( b ) , s ) erro se s 6|= b,
contrariando a suposic¸a˜o safe ( if ( b′ ) then assert ( b ) , s ).
Caso s 6|= b′:
De imediato temos s |= b′ → b.
iii) Caso c = if ( b′ ) then x := e.
Por definic¸a˜o, Cc = { b′ → ( x = e ) } e Pc = ∅ e portanto,
temos que mostrar s |= ( b′ → ( x = e ) )→ >.
Ora, isto e´ verdade porque o consequente da implicac¸a˜o e´ uma tautologia.
iv) Caso c = ci ; cj .
Por definic¸a˜o,
∧ Cc = ∧ Cci ∧ Ccj e ∧Pc = ∧Pci ∧Pcj .
Como hipo´teses de induc¸a˜o temos,
HIi : ∀ s ∈ Σ, safe ( ci, s )⇒ s |=
∧ Cci → ∧Pci
HIj : ∀ s ∈ Σ, safe ( cj , s )⇒ s |=
∧ Ccj → ∧Pcj
Queremos mostrar que









Seja s ∈ Σ tal que safe ( ci ; cj , s ) e suponhamos que s |=
∧ Cci ∧ Ccj ,
temos que mostar que s |= ∧Pci
∧Pcj .
Como safe ( ci ; cj ), segue pelo Lema 2.29:
1) safe ( ci, s )
2) ∀ s′ ∈ Σ, ( ci, s ) s′ ⇒ safe ( cj , s′ )
a) Ora, por safe ( ci, s ) e por HIi, sabemos que s |=
∧ Cci → ∧Pci
e como tal, dado que s |= ∧Cci (por s |=
∧ Cci ∧ Ccj ), tambe´m s |= ∧Pci .
b) Falta mostrar que s |= ∧Pcj .
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Uma vez que safe ( ci, s ), pelo Lema 4.2, ( ci, s ) Eval ( ci, s )
e, como tal, por 2), safe ( cj , Eval ( ci, s ) ).
Daqui, por HIj ,





Uma vez que s |= ∧Cci e por 1) sabemos que safe ( ci, s ),
usando o Lema 4.4, temos que s = Eval ( ci, s ).
Logo, como s |= ∧Ccj , Eval ( ci, s ) |= ∧Ccj e portanto,
por (4.16), Eval ( ci, s ) |= ∧Pcj . Sendo Eval ( ci, s ) = s, s |= ∧Pcj , como pretendido.
Corola´rio 4.14. (Completude de T4)





Demonstrac¸a˜o. Suponhamos que safe ( c ), i.e., suponhamos que ∀ s ∈ Σ : safe ( c, s ).
Queremos mostrar que |= ∧ Cc → ∧Pc, i.e., ∀ s ∈ Σ : s |= ∧ Cc → ∧Pc.
Seja s ∈ Σ. Pela suposic¸a˜o, sabemos safe ( c, s ).
Logo, pelo Teorema 4.13, segue s |= ∧ Cc → ∧Pc, como pretendido.
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Cap´ıtulo 5
Implementac¸a˜o de um Bounded
Model Checker
Este cap´ıtulo aborda os aspectos te´cnicos da implementac¸a˜o da ferramenta de BMC de pro-
gramas Whileassert estendidos com procedimentos, realizada durante este projecto de mestrado.
O desenvolvimento da ferramenta de BMCsw envolveu tecnologias de diversas a´reas. Foi
necessa´rio construir um sistema para reconhecer sequeˆncias de s´ımbolos da linguagem va´lidas
(palavras e palavras reservadas); construir um sistema para reconhecer a estrutura da lingua-
gem; codificar esta estrutura (que reflete de perto a grama´tica da linguagem Whileassert) numa
Domain-Specific Language (DSL); implementar na linguagem de programac¸a˜o Haskell os algorit-
mos que caracterizam o me´todo BMCsw, recebendo a codificac¸a˜o na DSL como argumento; e
construir um sistema de documentac¸a˜o apropriado para a ferramenta.
Embora a transic¸a˜o entre estes sistemas seja simples, envolvendo transformac¸o˜es na˜o muito
complicadas ate´ a` gerac¸a˜o das fo´rmulas lo´gicas, a implementac¸a˜o da ferramenta no seu todo trata-
se, efectivamente, de um projecto complexo. Em torno do nosso objectivo esta´ um sistema similar
aos sistemas de compilac¸a˜o de programas.
A implementac¸a˜o de uma ferramenta para a linguagem de programac¸a˜o desenvolvida envolve
3 (treˆs) fases de desenvolvimento. Designemos estas fases por front-end, middle-end e back-end.
No front-end esta´ o cerne de toda a computac¸a˜o referente a` transformac¸a˜o de uma frase va´lida
da linguagem imperativa base Whileassert, numa representac¸a˜o da estrutura sinta´tica, u´til para
raciocinar em termos de gerac¸a˜o de condic¸o˜es de verificac¸a˜o. Assim, e´ necessa´rio reconhecer os
construtores da linguagem, sintetizar a informac¸a˜o recolhida numa Abstract Syntax Tree (AST)
e codificar a AST constru´ıda numa string de acordo com as regras da DSL que foi fixada neste
projecto.
O cerne do middle-end foca-se na travessia da string produzida pelo front-end, que conte´m uma
representac¸a˜o normalizada do programa Whileassert. O middle-end e´ constru´ıdo na linguagem de
programac¸a˜o Haskell. Por um lado, sa˜o desenhados tipos de dados apropriados para representar
as AST’s dos programas Whileassert. Por outro lado, sa˜o implementados os algoritmos das trans-
formac¸o˜es sucessivas que compo˜em o me´todo BMCsw e conduzem a` gerac¸a˜o de uma fo´rmula lo´gica
que representa a validade de um programa Whileassert.
O back-end do sistema envia para o SMT solver escolhido (formato SMT-LIB v2.0) a fo´rmula
lo´gica produzida pelo middle-end e efectua todo o esforc¸o computacional de representac¸a˜o da
informac¸a˜o gerada, e da sua formatac¸a˜o tipogra´fica em documentac¸a˜o no formato LATEX e SMT-
LIB v2.0.
De seguida, iremos passar pelas tecnologias envolvidas no parsing da linguagem de programac¸a˜o
definida no Cap´ıtulo 2 e na gerac¸a˜o de condic¸o˜es de verificac¸a˜o, pela representac¸a˜o da informac¸a˜o,
formatac¸a˜o e processamento dos resultados. As tecnologias usadas no desenvolvimento da ferra-
menta de BMCsw proveˆm de diferentes domı´nios, a saber:
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Processamento de Linguagens, envolvendo Lex e Yacc para formalizar computacional-
mente a linguagem de programac¸a˜o simples Whileassert, e reconhecer frases va´lidas desta
mesma linguagem.
Tipografia, recorrendo ao sistema tipogra´fico LATEX 2ε para formatar e apresentar os resul-
tados obtidos numa forma gra´fica.
Satisfiability Modulo Theories, envolvendo a ferramenta Z3 da Microsoft R© Corporation
para decidir a satisfazibilidade das condic¸o˜es de verificac¸a˜o geradas.
Sabendo que apenas um conjunto restrito de te´cnicas de construc¸a˜o de compiladores, produzem
tradutores eficientes para uma variedade de linguagens e ma´quinas, decidimos construir uma
ferramenta BMC para verificac¸a˜o de Software, com base nos nossos conhecimentos de construc¸a˜o
de compiladores, ja´ adquiridos, em contraste com aprender novas tecnologias como e´ o caso do
AnTLR [36] e outras ferramentas de gerac¸a˜o de compiladores.
Este cap´ıtulo esta´ dividido em quatro secc¸o˜es. Na Secc¸a˜o 5.1 sa˜o apresentados alguns conceitos
de compiladores, compilac¸a˜o e construc¸a˜o da ferramenta de verificac¸a˜o.s:frontEnd Na Secc¸a˜o 5.2
aborda-se o front-end e em particular, na Subsecc¸a˜o 5.2.1 apresentam-se as deciso˜es tomadas para o
reconhecimento dos tokens da linguagem e na Subsecc¸a˜o 5.2.2 quais foram as deciso˜es tomadas para
a construc¸a˜o das frases da linguagem. Na Secc¸a˜o 5.3 aborda-se o middle-end e a implementac¸a˜o
das transformac¸o˜es T1, T2, T3 e T4. Finalmente, na Secc¸a˜o 5.4 faz-se uma pequena refereˆncia
a um dos SMT solvers existentes no mercado, em particular aquele que foi aplicado durante o
desenvolvimento desta tese de mestrado.
Apresenta-se a documentac¸a˜o criada para a ferramenta e explica-se os aspectos da utilizac¸a˜o
e funcionamento da ferramenta. Aborda-se as ferramentas utilizadas, a instalac¸a˜o da ferramenta
em sistemas UNIX, e a apresentac¸a˜o das deciso˜es tomadas ao longo do projecto. Tambe´m se refere
alguns aspectos de compilac¸a˜o e reconhecimento de linguagens.
5.1 Conceitos
Um compilador interpreta um programa escrito numa linguagem, a linguagem fonte, no nosso
caso a linguagem dos comandos, e traduz este programa, noutro programa, escrito numa outra
linguagem, a linguagem objectivo.
Como resultado da aplicac¸a˜o de compiladores a uma linguagem, a codificac¸a˜o presente na
representac¸a˜o do reconhecimento efectuada por parte de um compilador, indica se um programa
esta´ bem escrito na linguagem fonte, i.e., se um me´todo automa´tico consegue extrair significado
do programa. Por ser um processo automa´tico, garante-se que o resultado esta´ bem escrito, de
acordo com as regras da linguagem presentes no compilador.
Existe uma vasta gama de compiladores, tipos de compiladores, tipos de linguagens (fonte e
objectivo), e tipos de regras. Regra geral, dependendo da forma como sa˜o construidos, ou do
intu´ıto para o qual foram desenvolvidos, os compiladores sa˜o classificados como single-pass,
multi-pass, load-and-go, debugging ou optimizers [3]. A compilac¸a˜o requer duas fases dis-
tintas, a fase de ana´lise do programa na linguagem original, e a fase de s´ıntese do programa na
linguagem objectivo.
A parte referente a` ana´lise da linguagem, divide o programa em elementos e estrutura-os de
forma a tomarem significado numa representac¸a˜o interme´dia. A parte referente a` s´ıntese, constro´i
um programa na linguagem objectivo de acordo com a representac¸a˜o interme´dia que codifica o
significado do programa analisado na linguagem fonte, interpretado pelo compilador.
Destas duas partes, a s´ıntese e´ a parte do compilador que, actualmente, requer as te´cnicas
mais especializadas. Muito desenvolvimento foi realizado na organizac¸a˜o e desenvolvimento na
construc¸a˜o de compiladores, desde o seu aparecimento no in´ıcio da de´cada de 1950.
Durante a fase de ana´lise da linguagem, as operac¸o˜es expressas pelo programa sa˜o determina-
das, interpretadas e registadas numa estrutura hiera´rquica denominada por a´rvore de sintaxe.
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Alguns tipos de a´rvores, e no´s usaremos algumas, representam as operac¸o˜es nas ra´ızes e os ope-
randos nas folhas da referida a´rvore de sintaxe. A ana´lise de um programa subdivide-se em 3
(treˆs) partes:
A ana´lise linear (Subsecc¸a˜o 5.2.1), onde o programa e´ analisado como uma sequeˆncia de
s´ımbolos, que sa˜o agrupados de acordo com o significado que geram ao se associarem em
grupo. A ana´lise linear, e´ tambe´m chamada de ana´lise le´xica ou scanning;
A ana´lise de hierarquia (Subsecc¸a˜o 5.2.2), onde estes agrupamentos sa˜o organizados hi-
erarquicamente, de acordo com o significado que possuem associado a` sua posic¸a˜o relativa.
A ana´lise hiera´rquica, tambe´m chamada de ana´lise sinta´tica ou parsing, e´ usualmente
expressa por definic¸o˜es recursivas;
E a ana´lise semaˆntica, onde um grupo de testes sa˜o efectuados para certificar que a
ordem pela qual esta˜o posicionados, ou e sequeˆncia de evocac¸o˜es, conte´m algum significado
semaˆntico, i.e, se a frase/programa possui algum sentido (Secc¸a˜o 5.3).
Apo´s a ana´lise do co´digo fonte, alguns compiladores, geram uma representac¸a˜o interme´dia
expl´ıcita que deve possuir duas propriedades: ser de fa´cil construc¸a˜o; e de fa´cil traduc¸a˜o para a
linguagem objectivo. Existem diversas formas de representac¸a˜o interme´dia.
5.2 Front-end
O front-end do sistema que compo˜e a ferramenta considera e codifica a interpretac¸a˜o de um
programa dotado do significado pretendido pelo programador. O front-end e´ realizado em duas
fases que passamos a descrever.
5.2.1 Ana´lise le´xica - Reconhecimento dos tokens da linguagem
Esta secc¸a˜o foca-se na ana´lise le´xica da lingugem Whileassert atrave´s da ferramenta Lex. Esta
ferramenta foi utilizada para reconhecer e representar os tokens da linguagem de programac¸a˜o, bem
como transformar a estrutura sinta´tica da linguagem numa estrutura normalizada para efeitos de
gerac¸a˜o da frase na linguagem objectivo por parte da ferramenta Yacc. Introduziremos a definic¸a˜o
dos lexemas da linguagem definida na Secc¸a˜o 2.1.
Lex e´ uma ferramenta de gerac¸a˜o automa´tica de analisadores le´xicos. A ferramenta foi
originalmente descrita formalmente por Mike Lesk e Eric Schmidt. Escolheu-se esta ferramenta
por ser uma ferramenta freeware dispon´ıvel em diversas distribuic¸o˜es dos sistemas operativos UNIX
e devido a` sua facilidade na gerac¸a˜o do analisador le´xico necessa´rio a` ferramenta implementada.
Na verdade, Lex e´ conhecido como o gerador de analisadores le´xicos padra˜o.
Dada uma string, o analisador le´xico gera uma sequeˆncia de objectos (tokens) representativos
dos lexemas presentes nas palavras identificadas no ficheiro, de acordo com as especificac¸o˜es for-
necidas a` ferramenta Lex. A ferramenta Lex baseia-se no reconhecimento de tokens a partir de
expresso˜es regulares, pelo que e´ conveniente explicitar os mesmos.
As expresso˜es regulares constituem uma notac¸a˜o para definir linguagens regulares e os lexemas,
por serem linguagens regulares, podem ser reconhecidos por expresso˜es regulares. As expresso˜es
regulares esta˜o intimamente ligadas aos automatos finitos na˜o determin´ısticos e podem ser conside-
rados como uma notac¸a˜o alternativa a` pesada notac¸a˜o dos automatos finitos na˜o determin´ısticos.
As expresso˜es regulares sa˜o estremamente u´teis para reconhecer palavras das liguagens regulares.
As expresso˜es regulares tornam-se assim uma importante ferramenta na identificac¸a˜o de tokens.
Seguidamente (Figura 5.1) apresentam-se os tokens essenciais a` linguagem Whileassert, bem
como a ligeiras extenso˜es a` linguagem que implementamos. A ferramenta gbmc implementa
a linguagem Whileassert, com ligeiras extenso˜es. As extenc¸o˜es adoptadas permitem facilitar a
programac¸a˜o de comandos (escrever if ( b ) then c em vez de if ( b ) then ct else skip), a orga-
nizac¸a˜o do documento devido a` implementac¸a˜o de procedimentos e invocac¸a˜o de procedimentos
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(introduc¸a˜o do comando call ( p )), entre outras pequenas extenso˜es criadas para futura inves-
tigac¸a˜o.
A linguagem de programac¸a˜o e´ rica em palavras reservadas, o que torna relativamente simples a
desta em termos de tokens. Algumas expresso˜es regulares necessa´rias sa˜o sequeˆncias bem definidas
de caracteres como e´ o caso das palavras proc para indicar a definic¸a˜o de procedimentos, call para
indicar a invocac¸a˜o de procedimentos, skip representando o comando skip, assert representando
a invocac¸a˜o do comando assert ( b ), “:=” representando o construtor do comando x := e, o
s´ımbolo “;” representando o construtor do comando ci ; cj , if e else nessessa´rios a` construc¸a˜o
dos comandos if ( b ) then ct else cf e if ( b ) then c, bem como as palavras reservadas while e
do para representar o comando while ( b ) do cw.
1 /∗ command expres s ion tokens ∗/
2 SKIP ” sk ip ”
3 ASSERT ” a s s e r t ”
4 ASSIGN ”:=”
5 COMPOSITION ” ; ”
6 IF ” i f ”
7 ELSE ” e l s e ”
8 WHILE ” whi l e ”
9 DO ”do”
10 CALL ” c a l l ”
11 PROC ” proc ”
Figura 5.1: Tokens: Comandos
As operac¸o˜es aritme´ticas sobre inteiros da linguagem sa˜o expressas e identificadas pelos s´ımbolos
presentes na Figura 5.2.
1 /∗ i n t e g e r expre s s ion tokens ∗/
2 I P lu s ”+”
3 I Minus ”−”
4 I Times ”∗”
5 I Div ” div ”
6 I Mod ”mod”
Figura 5.2: Tokens: Operac¸o˜es aritme´ticas
Na Tabela 5.3 ilustram-se os tokens referentes a valores e operadores da classe de expresso˜es
booleanas. As sequeˆncias de caracteres “true” e “false” representam os valores lo´gicos > e ⊥. O
caracter “!” representa a negac¸a˜o lo´gica ( ¬ b ), “&&” representa a conjunc¸a˜o lo´gica ( b1 ∧ b2 ),
“||” representa a disjunc¸a˜o lo´gica ( b1 ∨ b2 ), e “–>” representa a implicac¸a˜o lo´gica ( b1 → b2 ).
Os tokens identificados pelos caracteres “==”, “! =”, “<”, “<=”, “>”e “>=” representam
respectivamente os comparadores =, 6=, <, ≤, > e ≥.
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1 /∗ boolean expres s ion tokens ∗/
2 B Top ” true ”
3 B Bottom ” f a l s e ”
4 B Not ” ! ”
5 B And ”&”
6 B Or ” | ”
7 B Then ”−>”
8 B Eq ”==”
9 B Neq ”!=”
10 B Lt ”<”
11 B Le ”<=”
12 B Gt ”>”
13 B Ge ”>=”
Figura 5.3: Tokens: Expresso˜es Booleanas
A Figura 5.4 apresenta classes de tokens auxiliares a` ideˆntific¸a˜o dos tokens que representara˜o
os nu´meros inteiros e as varia´veis. O token LETTER representara´ a classe das letras reconhecidas
pelo analisador le´xico, abrangendo as letras do alfabeto latino, sem acentuac¸a˜o. Uma letra e´ um de
(2×26) elementos. O token DIGIT representara´ a classe dos nu´meros reconhecidas pelo analisador
le´xico, abrangendo os caracteres 0,1,2,3,4,5,6,7,8 ou 9. Um d´ıgito e´ um de 10 elementos. A detecc¸a˜o
de caracteres em branco, representado pelo token WSPACES e´ uma classe de elementos, i.e., a
classe dos espac¸os, tabulac¸o˜es, carriage returns, line feeds e newlines.
1 /∗ non reservaded words ( i d e n t i f i e r s , numbers , e t c . ) ∗/
2 LETTER [ a−zA−Z ]
3 DIGIT [0−9]
4 /∗ white spaces ∗/
5 WSPACES [ \ t \ r \ f \n ]
Figura 5.4: Classes simbo´licas: White Spaces, letras e digitos
Definidas as expresso˜es referentes a`s palavras reservadas, definem-se agora as expresso˜es regu-
lares que correspondem aos nu´meros e a`s varia´veis. Um nu´mero e´ uma sequeˆncia de d´ıgitos com
uma formatac¸a˜o apropriada e uma varia´vel e´ um identificador pro´prio. Assim, um nu´mero inteiro
e´ representado pelo token NUMBER, que por sua vez representa uma sequeˆncia finita de 1 ou mais
d´ıgitos. A definic¸a˜o usual de uma varia´vel e´ representada pelo token VARIABLE, que por sua vez
representa um caracter que pode ser uma letra (LETTER) ou um underscore, seguido de uma
sequeˆncia finita de zero ou mais letras, underscores, digitos ou pontos.
1 NUMBER {DIGIT}+
2 VARIABLE [ a−zA−Z ] [ a−zA−Z 0 −9. ]∗
Figura 5.5: Tokens: Nu´meros inteiros e identificadores de varia´veis
5.2.2 Ana´lise hiera´rquica
Esta secc¸a˜o foca-se na ana´lise hiera´rquica da lingugemWhileassert atrave´s da ferramenta Yacc.
Esta ferramenta foi utilizada para exprimir a ordem pela qual os tokens devem ser organizados e
estruturados por forma a tomarem significado na linguagem que definimos. O Yacc vai produzir
uma AST, representada numa DSL. A ferramenta Yacc constro´i uma representac¸a˜o textual do
programa numa AST. A estrutura desta AST e´ uma implementada atrave´s de uma pequena
DSL inspirada nas estruturas de dados nativas do Haskell, e permite a comunicac¸a˜o dos dois
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sistemas. Uma DSL e´ uma linguagem de programac¸a˜o dedicada a` representac¸a˜o de um problema
em particular. O uso do Lex e Yacc, embora dispendioso, permite funcionalidades que seriam
complexas de implementar em Haskell com os mesmo recursos.
O Yacc e´ uma ferramenta gene´rica de formalizac¸a˜o da estrutura de programas, vistos como
uma frase de uma linguagem. Especificada a estrutura da linguagem, e´ constru´ıdo um compilador
para a linguagem (no nosso caso um tradutor). A ferramenta Yacc codifica uma especificac¸a˜o
em rotinas que processam frases de uma linguagem. Especificada a estrutura da linguagem de
comandos, recorremos neste projecto ao Yacc para construir uma Grama´tica Tradutora. Esta
traduc¸a˜o permite abstrair os problemas inerentes ao reconhecimento da linguagem, e focar nos
problemas centrais deste projecto (gerac¸a˜o da fo´rmula da lo´gica de primeira ordem).
Uma AST e´ uma representac¸a˜o em a´rvore da estrutura sinta´tica abstracta de um pro-
grama escrito numa linguagem de programac¸a˜o. O objectivo desta fase centrou-se em meca-
nizar a representac¸a˜o de qualquer programa na linguagem de comandos numa a´rvores de sintaxe
abstracta na linguagem Haskell.
A riqueza a n´ıvel de tokens permite que a linguagem na˜o seja r´ıgida no sentido estrutural,
permitindo fazer definic¸o˜es em qualquer parte do documento, contrastando com linguagens como
o C. A t´ıtulo de exemplo, na Figura 5.6 ilustra-se a estrutura lo´gica que os programas escritos na
linguagem C teˆm que seguir. A ordem das declarac¸o˜es e´ relevante, sendo boa pra´tica a explicitac¸a˜o
dos includes, das definic¸o˜es iniciais, das declarac¸o˜es de varia´veis e das func¸o˜es por ordem sequencial
de invocac¸a˜o.
1 <i nc ludes>
2 <de f i n e s>
3 <v a r i a b l e d e c l a r a t i o n s>
4 <f unc t i on d e c l a r a t i o n s>
Figura 5.6: Representac¸a˜o simbo´lica da estrutura em C
Como veremos mais a` frente, na ferramenta gbmc , determinamos que cada ficheiro deve ser
constitu´ıdo por uma sequeˆncia “na˜o-ordenada” de procedimentos, cabendo ao middle-end a in-
terpretac¸a˜o do mesmo. Sendo cada procedimento uma pec¸a de software, a ferramenta validara´
um dado procedimento, sendo as dependeˆncias calculadas pelo pro´prio me´todo atrave´s de um
pre´-processamento dos programas. Esta opc¸a˜o foi tomada por se tratar de um caso de estudo e
permitir um maior grau de liberdade na programac¸a˜o, facilitando a construc¸a˜o pretendida por
parte do programador e permitindo generalidade suficiente para possibilitar as modificac¸o˜es que
um projecto acade´mico necessita. Cabe ao programador a implementac¸a˜o das boas pra´ticas de
programac¸a˜o nos seus documentos.
Por ser uma linguagem de programac¸a˜o simples, o reconhecimento dos tokens da linguagem
torna-se relativamente simples. A linguagem na˜o possui construtores complexos, como e´ o caso
do aninhamento de blocos de co´digo e a detecc¸a˜o da associatividade entre operadores. E´ mai-
oritariamente definida a` custa de palavras reservadas. Recorrendo a` notac¸a˜o Backus Naur
Form (BNF), apresentamos na Figura 5.7 a grama´tica independente de contexto que define a
representac¸a˜o das expresso˜es inteiras.
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1 /∗ i n t e g e r expre s s ion grammar ∗/
2 exp in t
3 : NUMBER
4 { s p r i n t f ( bu f f e r , ” (Number %s ) ” , $1 ) ; $$=strdup ( b u f f e r ) ;}
5
6 | VARIABLE
7 { s p r i n t f ( bu f f e r , ” ( Var iab le %s ) ” , $1 ) ; $$=strdup ( b u f f e r ) ;} /∗ (d ) ∗/
8
9 | VARIABLE ’ [ ’ exp in t ’ ] ’
10 { s p r i n t f ( bu f f e r , ” ( Array %s %s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;} /∗ (a ) ∗/
11
12 | VARIABLE arguments
13 { s p r i n t f ( bu f f e r , ” ( Function %s %s ) ” , $1 , $2 ) ; $$=strdup ( b u f f e r ) ;}
14
15 | exp in t I P lu s exp in t
16 { s p r i n t f ( bu f f e r , ” ( I P lu s%s%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
17
18 | exp in t I Minus exp in t
19 { s p r i n t f ( bu f f e r , ” ( I Minus%s%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
20
21 | exp in t I Times exp in t
22 { s p r i n t f ( bu f f e r , ” ( I Times%s%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
23
24 | exp in t I Div exp in t
25 { s p r i n t f ( bu f f e r , ” ( I Div%s%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
26
27 | exp in t I Mod exp in t
28 { s p r i n t f ( bu f f e r , ” ( I Mod%s%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
29 ;
Figura 5.7: Expresso˜es de Inteiros
As produc¸o˜es gramaticais na Figura 5.7 indicam que uma expressa˜o inteira pode ser um nu´mero,
uma varia´vel, ou uma operac¸a˜o aritme´tica sobre inteiros em notac¸a˜o infixe. Note-se que permiti-
mos que uma varia´vel tome 3 (treˆs) comportamentos distintos. Embora na˜o estudado, a linguagem
permite a um identificador comportar-se como uma varia´vel, array ou func¸a˜o. Uma varia´vel se-
guida do caracter ‘[’, de uma expressa˜o inteira e do caracter ‘]’, indica um acesso a uma posic¸a˜o
de uma varia´vel. Uma varia´vel seguida de uma lista de argumentos separados por ‘,’ e delimitados
pelos s´ımbolos ‘(’ e ‘)’ representa a aplicac¸a˜o de func¸o˜es aos seus argumentos. Os argumentos
de uma func¸a˜o sa˜o sempre explicitados, mesmo quando na˜o ha´ argumentos; os s´ımbolos ‘(’ e ‘)’
expressam a aplicac¸a˜o de uma func¸a˜o. Note-se que poder´ıamos agrupar as produc¸o˜es referentes
a`s varia´veis, numa so´ produc¸a˜o, tornando os argumentos de func¸o˜es e os acessos a` memo´ria das
varia´veis, opcionais. Contudo isso traria uma complexidade superior ao tratamento e representac¸a˜o
das varia´veis na AST transportada para o Haskell. Opta´mos por esta aproximac¸a˜o a` Definic¸a˜o 2.2.
A grama´tica implementada permite a aplicac¸a˜o de func¸o˜es e arrays mas como na˜o pretend´ıamos
estudar func¸o˜es nem acessos a memo´ria, a linguagem utilizada e´ mais restrita.
1 arguments
2 : ’ ( ’ e x p i n t l i s t ’ ) ’
3 { s p r i n t f ( bu f f e r , ”[%s ] ” , $2 ) ; $$=strdup ( b u f f e r ) ;} /∗ ( b ) ∗/
4 | ’ ( ’ ’ ) ’
5 { s p r i n t f ( bu f f e r , ” [ ] ” ) ; $$=strdup ( b u f f e r ) ;} /∗ ( c ) ∗/
6 ;
Figura 5.8: Argumentos dos identificadores segundo a filosofia aplicacional (λ-calculus)
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(a) A 3a produc¸a˜o da Figura 5.7, permite identificar uma refereˆncia a uma posic¸a˜o de um array,
dada pela expressa˜o.
(b) e (c) As produc¸o˜es da Figura 5.8, permite identificar a invocac¸a˜o de uma func¸a˜o com uma lista
de expresso˜es.
(d) A 3a produc¸a˜o da Figura 5.7, permite identificar uma varia´vel.
1 e x p i n t l i s t
2 : exp in t ’ , ’ e x p i n t l i s t
3 { s p r i n t f ( bu f f e r , ”%s ,%s ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
4 | exp in t
5 { s p r i n t f ( bu f f e r , ”%s ” , $1 ) ; $$=strdup ( b u f f e r ) ;}
6 ;
Figura 5.9: Definic¸a˜o recursiva a` direita de uma lista na˜o vazia de expresso˜es inteiras
A Figura 5.9 representa uma lista na˜o vazia de expresso˜es de inteiros, separados pelo token “;”.
A lista de expresso˜es inteiras aplica uma definic¸a˜o recursiva a` direita.
As produc¸o˜es da grama´tica, presentes na Figura 5.10, reconhecem os tokens B Top e B Bottom,
a negac¸a˜o por B Not seguido de uma expressa˜o booleana, os operadores lo´gicos B And, B Or e
B Then em notac¸a˜o infix, e as operac¸o˜es de comparac¸a˜o B Eq, B Neq, B Lt, B Le, B Gt e B Ge
tambe´m em notac¸a˜o infix.
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1 /∗ boolean expres s ion grammar ∗/
2 exp boo l
3 : B Top
4 { s p r i n t f ( bu f f e r , ” (B Top) ” ) ; $$=strdup ( b u f f e r ) ;}
5
6 | B Bottom
7 { s p r i n t f ( bu f f e r , ” ( B Bottom ) ” ) ; $$=strdup ( b u f f e r ) ;}
8
9 | B Not exp boo l
10 { s p r i n t f ( bu f f e r , ” ( B Not%s ) ” , $2 ) ; $$=strdup ( b u f f e r ) ;}
11
12 | exp boo l B And exp boo l
13 { s p r i n t f ( bu f f e r , ” (B And%s%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
14
15 | exp boo l B Or exp boo l
16 { s p r i n t f ( bu f f e r , ” (B Or%s%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
17
18 | exp boo l B Then exp boo l
19 { s p r i n t f ( bu f f e r , ” ( B Then%s%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
20
21 | exp in t B Eq exp in t
22 { s p r i n t f ( bu f f e r , ” (B Eq%s%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
23
24 | exp in t B Neq exp in t
25 { s p r i n t f ( bu f f e r , ” ( B Neq%s%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
26
27 | exp in t B Lt exp in t
28 { s p r i n t f ( bu f f e r , ” ( B Lt%s%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
29
30 | exp in t B Le exp in t
31 { s p r i n t f ( bu f f e r , ” ( B Le%s%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
32
33 | exp in t B Gt exp in t
34 { s p r i n t f ( bu f f e r , ” (B Gt%s%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
35
36 | exp in t B Ge exp in t
37 { s p r i n t f ( bu f f e r , ” (B Ge%s%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
38 ;
Figura 5.10: Expresso˜es Booleanas
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As produc¸o˜es da grama´tica relativas aos comandos sa˜o semelhantes a`s definidas na Sub-
secc¸a˜o 2.1.3. O comando skip e´ reconhecido pelo token SKIP, o comando assert ( b ) e´ reco-
nhecido pelo token ASSERT, seguido de uma expressa˜o booleana delimitada pelos caracteres ‘(’ e
‘)’.
O comando x := e e´ reconhecido pelo posicionamento do token ASSIGN, apo´s uma varia´vel
(reconhecida pelo token VARIABLE) e antes de uma expressa˜o inteira.
O comando ci ; cj e´ reconhecido pelo token COMPOSITION, relacionando dois comandos, em
notac¸a˜o infix. Note-se que na˜o se define a associatividade deste comando.
O comando if ( b ) then ct else cf e´ reconhecido pelo token IF seguido de uma expressa˜o
booleana delimitada pelos caracteres ‘(’ e ‘)’, um comando delimitado pelos caracteres ‘{’ e ‘}’,
a que pretendemos dar significado, e a poss´ıvel construc¸a˜o ideˆntificada pelo token ELSE. Note-se
que caso na˜o seja detectada a explicitac¸a˜o do ramo ELSE, este e´ implicitamnente constru´ıdo na
AST com o comando skip, conforme a Convenc¸a˜o 2.
O comando while ( b ) do cw e´ reconhecido pelo token WHILE, seguido de uma expressa˜o
booleana delimitada pelos caracteres ‘(’ e ‘)’, o token DO e um comando delimitado pelos ca-
racteres ‘{’ e ‘}’. As frases da linguagem, expressa por esta grama´tica, exigem a explicitac¸a˜o de
blocos gramaticais, a fim de tornar o programa percept´ıvel ao programador, tentando tornar a
sintaxe concreta da linguagem Whileassert numa sintaxe semelhante a` utilizada pelas linguagens
imperativas comuns.
1 /∗ commands expres s ion grammar ∗/
2 command
3 : SKIP
4 { s p r i n t f ( bu f f e r , ” ( Skip ) ” ) ; $$=strdup ( b u f f e r ) ;}
5
6 | ASSERT ’ ( ’ exp boo l ’ ) ’
7 { s p r i n t f ( bu f f e r , ” ( Assert %s ) ” , $3 ) ; $$=strdup ( b u f f e r ) ;}
8
9 | VARIABLE ASSIGN exp in t
10 { s p r i n t f ( bu f f e r , ” ( Assign(%s )%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
11
12 | command COMPOSITION command
13 { s p r i n t f ( bu f f e r , ” (Comp%s%s ) ” , $1 , $3 ) ; $$=strdup ( b u f f e r ) ;}
14
15 | IF ’ ( ’ exp boo l ’ ) ’ ’ { ’ command ’ } ’ i f e l s e
16 { s p r i n t f ( bu f f e r , ” ( I f%s%s%s ) ” , $3 , $6 , $8 ) ; $$=strdup ( b u f f e r ) ;}
17
18 | WHILE ’ ( ’ exp boo l ’ ) ’ DO ’ { ’ command ’ } ’
19 { s p r i n t f ( bu f f e r , ” ( While%s%s ) ” , $3 , $7 ) ; $$=strdup ( b u f f e r ) ;}
20
21 | CALL VARIABLE
22 { s p r i n t f ( bu f f e r , ” ( Ca l l %s ) ” , $2 ) ; $$=strdup ( b u f f e r ) ;}
23 ;
24
25 i f e l s e
26 : ELSE ’ { ’ command ’ } ’ {$$=$3 ;}
27 | {$$=” ( Skip ) ” ;}
28 ;
Figura 5.11: Comandos
As produc¸o˜es presentes na Figura 5.11 identificam a estrutura que reconhece um comando da
linguagem. Note-se que a grama´tica permite ao programador exprimir construc¸o˜es if-then sem else.
Contudo a linguagem de programac¸a˜o Whileassert, expressa pela classe Command, na˜o permite
tal construc¸a˜o. A soluc¸a˜o relativa a este problema e´ trivial visto que a construc¸a˜o if-then pode ser
reduzida a` construc¸a˜o if-then-else considerando o comando skip na construc¸a˜o else.
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1 /∗ procedures ∗/
2 procedure
3 : PROC ’ ( ’ VARIABLE ’ ) ’ ’ { ’ command ’ } ’
4 { s p r i n t f ( bu f f e r , ” ( Proc %s %s ) ” , $3 , $6 ) ; $$=strdup ( b u f f e r ) ;}
5 ;
Figura 5.12: Procedimentos
As produc¸o˜es presentes na Figura 5.12 ilustram a definic¸a˜o de um procedimento como uma
sequeˆncia de tokens, nomeadamente a palavra reservada proc seguida de uma varia´vel que identi-
fica o procedimento, o token “=” (ac¸u´car sinta´tico na programac¸a˜o) e o corpo do procedimento,
resumido a um comando da linguagem.
Um procedimento e´ identificado pelo token PROC seguido por uma varia´vel que identifica
o procedimento/comando e um comando na linguagem definida. Temos assim uma sequeˆncia de
comandos num ficheiro, identificados como procedimentos.
1 /∗ f i l e root ∗/
2 root
3 : root procedure { p r i n t f ( ”%s \n” , $2 ) ;}
4 | procedure { p r i n t f ( ”%s \n” , $1 ) ;}
5 | { ;}
6 ;
Figura 5.13: Ra´ız da grama´tica
Finalmente, e para concluir os pontos importantes da estrutura dos programas, as produc¸o˜es
presentes na Figura 5.13 ilustram a meta-estrutura dos programas que permite que os procedi-
mentos possam ser declarados sem ordem espec´ıfica. Assim, a raiz da AST e´ uma construc¸a˜o
de declarac¸o˜es, i.e., o documento e´ seccionado e visto como uma lista de declarac¸o˜es que podem
apenas ser procedimentos. Apo´s a construc¸a˜o da AST cabe ao middle-end a interpretac¸a˜o da
mesma.
Neste projecto, um ficheiro com procedimentos na linguagem definida, e´ representado por uma
AST, cuja ra´ız pode representar uma sequeˆncia vazia, um procedimento, ou uma sequeˆncia de
procedimentos.
5.3 Middle-end
Haskell e´ uma linguagem de programac¸a˜o, em particular, e´ uma linguagem puramente funcional,
polimo´rfica de tipos esta´ticos. A linguagem foi dedicada a Haskell Brooks Curry, cujo trabalho
realizado no campo da Lo´gica Matema´tica serve de fundamento a`s linguagens funcionais. Haskell
baseia-se no sistema formal do λ-calculus.
O middle-end foi implementado na linguagem de programac¸a˜o Haskell. O middle-end recebe uma
representac¸a˜o interme´dia gerada pelo front-end, a AST que representa programas na linguagem dos
comandos e normaliza os ficheiros, obtendo a estrutura dos programas avaliados. Cabe ao middle-
end, onde esta˜o codificadas as 4 (quatro) transformac¸o˜es que constituem o me´todo BMCsw, extrair
um modelo do programa/software e codifica´-lo de forma automa´tica numa expressa˜o lo´gica para
posterior validac¸a˜o.
5.3.1 A´rvore de s´ıntaxe abstracta dos comandos
Baseados na especificac¸a˜o sinta´tica das tabelas 2.1, 2.2 e 2.3, foram formalizadas na linguagem
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Haskell as estruturas de dados que seguidamente apresentamos. A interligac¸a˜o destas estruturas
formaliza a AST que e´ percorrida para gerar as transformac¸o˜es do me´dodo BMC para verificac¸a˜o
de Software e consequente condic¸a˜o de validac¸a˜o. Define tambe´m a DSL que o middle-end aceita
como input.
1 {−− Struc ture : ExpInt −−}
2 data ExpInt = Number Int
3 | Var iab le Int S t r ing
4 | Array Int S t r ing ExpInt
5 | Function St r ing [ ExpInt ]
6 | Neg ExpInt
7 | I P lu s ExpInt ExpInt
8 | I Minus ExpInt ExpInt
9 | I Times ExpInt ExpInt
10 | I Div ExpInt ExpInt
11 | I Mod ExpInt ExpInt
12 d e r i v i n g Eq
Figura 5.14: Representac¸a˜o Haskell da Classe de Expresso˜es Inteiras
Na representac¸a˜o da classe de expresso˜es inteiras definiram-se 5 (cinco) operac¸o˜es bina´rias
sobre inteiros, uma una´ria e a representac¸a˜o dos nu´meros e varia´veis. Estes sa˜o representados na
sua forma textual, sendo que no aˆmbito deste projecto na˜o e´ necessa´rio atribuir significado para
o ca´lculo das expresso˜es.
Na representac¸a˜o da classe de expresso˜es booleanas definiram-se 3 (treˆs) operac¸o˜es bina´rias
sobre os booleanos, 6 (seis) operac¸o˜es bina´rias de comparac¸a˜o sobre os inteiros, uma operac¸a˜o
una´ria sobre booleanos e a representac¸a˜o de entidades de verdade (> e ⊥), conforme apresentado
na Figura 5.15. Procura-se assim simbolizar os valores de verdade >, ⊥; as operac¸o˜es de negac¸a˜o,
conjunc¸a˜o e disjunc¸a˜o lo´gicas; as operac¸o˜es de comparac¸a˜o: igualdade, desigualdade, menor
ou igual a, menor que, maior que e maior ou igual a, sobre os inteiros.
1 {−− Struc ture : ExpBool −−}
2 data ExpBool = B Top
3 | B Bottom
4 | B Not ExpBool
5 | B And ExpBool ExpBool
6 | B Or ExpBool ExpBool
7 | B Then ExpBool ExpBool
8 | B Eq ExpInt ExpInt
9 | B Neq ExpInt ExpInt
10 | B Le ExpInt ExpInt
11 | B Lt ExpInt ExpInt
12 | B Gt ExpInt ExpInt
13 | B Ge ExpInt ExpInt
14 d e r i v i n g Eq
Figura 5.15: Representac¸a˜o Haskell da Classe de Expresso˜es Booleanas
A Figura 5.16 exprime a representac¸a˜o da classe dos Command na linguagem Haskell. Um
Skip e´ uma construc¸a˜o unita´ria; um Assert identifica uma expressa˜o booleana (que pretendemos
atribuir significado); um Assignment relaciona uma varia´vel a uma expressa˜o inteira; a composic¸a˜o
relaciona 2 (dois) comandos da linguagem; um If relaciona 2 (dois) comandos da linguagem a uma
condic¸a˜o booleana; enquanto que um While associa uma condic¸a˜o booleana e um comando.
A invocac¸a˜o de procedimentos e´ representada pelo nodo CALL e respectiva identificac¸a˜o do
procedimento. Este comando foi introduzido na linguagem para permitir a segmentac¸a˜o do co´digo.
O pre´-processamento do co´digo ira´ estender o co´digo, criando um comando u´nico onde todas as
invocac¸o˜es ao comando call ( p ) sa˜o substitu´ıdas pelo seu comando correspondente. Assumem-se
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boas pra´ticas de segmentac¸a˜o na programac¸a˜o, por parte do programador, evitando invocac¸o˜es
recursivas e consequentes erros de memo´ria.
1 {−− Struc ture : Command −−}
2 data Command = Skip
3 | Assert ExpBool
4 | Assign Int St r ing ExpInt
5 | Comp Command Command
6 | I f ExpBool Command Command
7 | While ExpBool Command
8 | Cal l S t r ing
9 d e r i v i n g Eq
Figura 5.16: Representac¸a˜o Haskell da Classe dos Comandos
5.3.2 Transformac¸o˜es
Iniciamos esta subsecc¸a˜o com a eliminac¸a˜o dos procedimentos. Embora na˜o se tenha estudado
esta transformac¸a˜o, ela e´ essencial devido a`s deciso˜es tomadas nesta implementac¸a˜o. A aplicac¸a˜o
do me´todo BMC estudado, exige a construc¸a˜o de um comando Whileassert. A func¸a˜o step0
implementada realiza esta tarefa, substituindo as invocac¸o˜es de procedimentos pelo comando res-
pectivo. As func¸o˜es step1, step2, step3 e step4 apresentadas nas figuras 5.18, 5.19, 5.20 e 5.21,
implementam as transformac¸o˜es T1, T2, T3 e T4 respectivamente.
1 step0 : : [ Procedure]−>Command−>Command
2 step0 l w@( Skip ) = ( Skip )
3 step0 l w@( Assert b) = ( Assert b)
4 step0 l w@( Assign i v e ) = ( Assign i v e )
5 step0 l w@(Comp c1 c2 ) = (Comp ( step0 l c1 ) ( s tep0 l c2 ) )
6 step0 l w@( I f b c1 c2 ) = ( I f b ( step0 l c1 ) ( s tep0 l c2 ) )
7 step0 l w@( While b c ) = ( While b ( step0 l c ) )
8 step0 l w@( Cal l pName)
9 | ( l ength procedures == 1) =
10 ( step0 l ( head procedures ) )
11 | ( l ength procedures < 1) =
12 e r r o r ( ” [ERROR] : procedure [ ”++pName++” ] NOT found” )
13 | ( l ength procedures > 1) =
14 e r r o r ( ” [ERROR] : mu l t ip l e d e c a l a r a t i o n s o f procedure [ ”++pName++” ] ” )
15 where procedures = ( getProcedures pName l )
Figura 5.17: Pre´-processamento do comando call
Apresenta-se seguidamente pequenos extractos de co´digo com as implementac¸o˜es, na linguagem
Haskell, das quatro transformac¸o˜es (T1, T2, T3 e T4) apresentadas na Secc¸a˜o 3.3.
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1 step1 : : Int−>Command−>Command
2 step1 n w@( Skip ) = ( Skip )
3 step1 n w@( Assert b) = ( Assert b)
4 step1 n w@( Assign i v e ) = ( Assign i v e )
5 step1 n w@(Comp c1 c2 ) = (Comp ( step1 n c1 ) ( s tep1 n c2 ) )
6 step1 n w@( I f b c1 c2 ) = ( I f b ( step1 n c1 ) ( s tep1 n c2 ) )
7 step1 n w@( While b c ) = (uwd (n , n) w)
8 where
9 uwd (n , 0 ) w@( While b cw) = ( Assert ( B Bottom ) ) ;
10 uwd (n ,m) w@( While b cw) = ( I f b (Comp ( step1 n cw) (uwd (n ,m−1) w) ) Skip )
Figura 5.18: Transformac¸a˜o T1 (implementac¸a˜o)
1 step2 : : Command−>Command
2 step2 c = cmd
3 where ( tb , cmd) = dSAF [ ] c
4
5
6 type Memory = [ ( Str ing , Int ) ]
7 dSAF : : Memory−>Command−>(Memory ,Command)
8 dSAF l I n w@( Skip ) = ( l In , ( Skip ) )
9 dSAF l I n w@( Assert bIn ) = ( l In , ( Assert bOut ) )
10 where
11 bOut = ( subst i tuteExp subst i tuteExpBool bIn l I n ) −− for a l l l In , update
va lue s
12
13 dSAF l I n w@( Assign i x eIn ) = ( lOut , ( Assign n x eOut ) )
14 where
15 eOut = ( subst i tuteExp subs t i tu teExpInt eIn l I n ) ; −− for a l l l In , update
va lue s
16 lOut = update ( l In , x ) ; −− apply succ func t i on
17 n = ( get x lOut ) {−− get va lue from update −−}
18
19 dSAF l I n w@(Comp c1 c2 ) = ( lOut , (Comp cmd1 cmd2) )
20 where
21 ( lAux , cmd1) = (dSAF l I n c1 ) ;
22 ( lOut , cmd2) = (dSAF lAux c2 )
23
24 dSAF l I n w@( I f b c1 c2 ) = ( l In ,
25 ( I f ( boolean ) −− updated boolean
26 ( f o l d l (\ a b −> (Comp a b) ) cmd1 l t ) −− j o i n t rue
27 ( f o l d l (\ a b −> (Comp a b) ) cmd2 l f ) ) −− j o i n f a l s e
28 )
29 where
30 ( boolean ) = ( subst i tuteExp subst i tuteExpBool b l I n ) ;
31 ( lTrue , cmd1) = (dSAF l I n c1 ) ;
32 ( lFa l s e , cmd2) = (dSAF l I n c2 ) ;
33 ( l t , l f ) = unzip ( compi le lTrue l F a l s e ) ;
34 ( lOut ) = ( compose lTrue l F a l s e ) −− b u i l d s new ta b l e .
Highest succ , win f a c t o r .
Figura 5.19: Transformac¸a˜o T2 (implementac¸a˜o)
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1 step3 : : Command −> ExpBool −> CNF
2 step3 p@( Skip ) phi = (CNF IF ( phi ) ( Skip ) )
3 step3 p@( Assert b) phi = (CNF IF ( phi ) ( Assert b) )
4 step3 p@( Assign i s t r e ) phi = (CNF IF ( phi ) ( Assign i s t r e ) )
5 step3 p@(Comp c i c j ) phi = (CNF Comp ( step3 c i phi ) ( s tep3 c j phi ) )
6 step3 p@( I f b ct c f ) phi = (CNF Comp
7 ( step3 ct (B And phi b) )
8 ( step3 c f (B And phi ( B Not b) ) )
9 )
Figura 5.20: Transformac¸a˜o T3 (implementac¸a˜o)
1 step4 : : CNF−>([ExpBool ] , [ ExpBool ] )
2 step4 c = ( ( l e f t s . skim ) c , ( r i g h t s . skim ) c )
3 where
4 skim (CNF IF phi p@( Skip ) ) = [ ] ;
5 skim (CNF IF phi p@( Assert b) ) = [ ( Right ( B Then phi b) ) ] ; −− array
and func ion norma l i za t i on ignored
6 skim (CNF IF phi p@( Assign i s t r e ) ) = [ ( Le f t ( B Then phi (B Eq ( Var iab le i
s t r ) e ) ) ) ] ;
7 skim (CNF Comp c i c j ) = ( skim c i )++(skim c j )
Figura 5.21: Transformac¸a˜o T4 (implementac¸a˜o)
5.4 Back-end: Validac¸a˜o das fo´rmulas com recurso a um
SMT
Como explicado no Cap´ıtulo 3, o me´todo BMCsw assenta na gerac¸a˜o de uma fo´rmula lo´gica
(
∧ C → ∧P) cuja validade garante a correcc¸a˜o do programa em questa˜o, i.e., garante que quando
um qualquer comando assert ( b ) do programa for atingido, a consequente condic¸a˜o booleana e´
va´lida. Para testar a validade de fo´rmulas lo´gicas utilizamos um SMT solver . Os SMT’s procuram
a existeˆncia de uma valorac¸a˜o que satisfac¸a a fo´rmula apresentada. Assim, para sabermos se uma
fo´rmula φ e´ va´lida, basta considerarmos a fo´rmula ¬φ e recorrer a um SAT para decidir se existe
alguma valorac¸a˜o que satisfac¸a ¬φ. Se na˜o existir, podemos enta˜o considerar (em lo´gica cla´ssica)
que φ e´ uma fo´rmula va´lida. Caso haja valorac¸a˜o que satisfac¸a ¬φ, enta˜o, por reduc¸a˜o ao absurdo,
φ na˜o e´ uma fo´rmula va´lida.
No nosso caso o SMT solver usado foi o Z3. O Z3 e´ uma ferramenta de alta performance
desenvolvida pela Microsoft R© Research e lida com lo´gicas de primeira ordem tipadas. Ale´m de
trabalhar com quantificadores, reconhece as seguintes teorias lo´gicas por defeito:
• “equality over free (aka uninterpreted) function” e “predicate symbols”;




• “algebraic (recursive) data-types”.
A ferramenta Z3 fornece funcionalidades sobre a aritme´tica real (R) e inteira (Z), bit-arrays
de tamanho fixo, arrays extensionais, uninterpreted functions, e quantificadores.
O Z3 tem integrado um conjunto de ferramentas da Microsoft Research. As ferramentas de
ana´lise, verificac¸a˜o e teste de programas, incluem: Spec#/Boogie, Pex, Yogi, Vigilante, SLAM, F7,
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SAGE, VS3, FORMULA, e HAVOC. Ale´m do formato nativo de sintaxe, o Z3 reconhece os formatos
SMT-LIB, SMT-LIB versa˜o 2 e Simplify.
Ale´m da tarefa fundamental de representar a informac¸a˜o necessa´ria para um SAT solver mo-
derno efectuar a decisa˜o do problema de satifazibilidade inerente ao me´todo BMC, o backend gera
tambe´m documentac¸a˜o no formato LATEX, relatando os resultados das transformac¸o˜es T1, T2, T3
e T4. Os aspectos mais te´cnicos da ferramenta (compilac¸a˜o, instalac¸a˜o e utilizac¸a˜o) encontram-se
descritos no Apeˆndice A.1.
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Cap´ıtulo 6
Concluso˜es e trabalho futuro
Concluso˜es
O Bounded Model Checking (BMC) e´ uma te´cnica aplicada na verificac¸a˜o de sistemas com-
putacionais, caracterizada por considerar apenas uma versa˜o limitada do sistema computacional
em causa. Essencialmente o BMC restringe o comprimento dos trac¸os de execuc¸a˜o que analisa,
o que, ao n´ıvel da programac¸a˜o imperativa com whiles, se reflete na substituic¸a˜o de ciclos while
por sequeˆncias de comandos if then else, e da´ origem a uma fo´rmula lo´gica cuja satisfazibilidade
pode ser tratada com um SAT solver . Sendo uma ferramenta de verificac¸a˜o, e´ fundamental ter
garantias acerca da validade da pro´pria te´cnica BMC. Apesar de ser um me´todo muito difundido
pela indu´stria na verificac¸a˜o formal de sistemas, em especial na a´rea de hardware, na altura da
realizac¸a˜o desta tese de mestrado, constatou-se que a documentac¸a˜o acerca da validade da te´cnica
BMCsw no contexto de programac¸a˜o imperativa com whiles e asserts, ale´m de escassa, assentava
em ideias intuitivas, na˜o nos tendo sido poss´ıvel encontrar trabalhos cujo objectivo se focasse num
estudo rigoroso da validade do me´todo neste contexto.
Esta tese de mestrado contribui academicamente com o desenvolvimento de uma abordagem
para a formalizac¸a˜o do me´todo BMC no contexto de programac¸a˜o imperativa com whiles e asserts.
Em particular, nesta tese de mestrado estabelece-se a validade de uma das transformac¸o˜es usadas
pelo BMC neste contexto. Designadamente, no Cap´ıtulo 4, prova-se a correcc¸a˜o e a completude da
transformac¸a˜o T4, que mapeia programas Conditional Normal Form (CNF) em fo´rmulas lo´gicas.
Estes resultados exigiram a definic¸a˜o de conceitos adequados, como por exemplo o caso da func¸a˜o
Eval, bem como a identificac¸a˜o de diversas propriedades acerca de programas CNF e de programas
SA (algumas mais naturais, outras na˜o ta˜o o´bvias). A demonstrac¸a˜o destas propriedades, em al-
guns casos, atingiu uma certa complexidade e, em geral, as demonstrac¸o˜es revelaram a necessidade
de combinar diversos resultados acerca de pequenos detalhes.
Apesar da linguagemWhile ser alvo de muitos estudos, o enriquecimento da linguagemWhile
com asserts e com um estado de erro, parece ser um tema pouco estudado. De facto, na˜o nos foi
poss´ıvel encontrar nenhuma fonte de onde pudessemos retirar uma semaˆntica operacional para a
linguagem Whileassert. Deste modo o trabalho desenvolvido no Cap´ıtulo 2 em torno do comando
da linguagemWhileassert, na˜o levantando dificuldades especiais, e´ tambe´m uma das contribuic¸o˜es
desta tese de mestrado.
Esta tese de mestrado contribuiu ainda com o desenvolvimento de uma ferramenta de veri-
ficac¸a˜o de programas Whileassert, conforme descrito no Cap´ıtulo 5. A ferramenta permite escre-
ver programas Whileassert de forma modular, e recorre ao SMT solver Z3 para testar a validade
da fo´rmula lo´gica produzida pela sequeˆncia de transformac¸o˜es que compo˜em o BMC, gerando
documentac¸a˜o dos va´rios passos em formato LATEX.
Como consequeˆncia das diversas experieˆncias com a ferramenta desenvolvida, constatamos que
a aplicac¸a˜o do me´todo BMC, com bounds/limites elevados, no desenrolar dos ciclos while, produz
um crescimento exponencial na˜o so´ ao n´ıvel do programa sem ciclos que e´ gerado, mas tambe´m
ao n´ıvel do tamanho da fo´rmula lo´gica gerada.
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Trabalho futuro
A sequeˆncia natural para esta tese de mestrado seria a de desenvolver um estudo das pro-
priedades das transformac¸o˜es T1, T2 e T3 ana´logo ao desenvolvido para a transformac¸a˜o T4. No
que se refere a` transformac¸a˜o T3, durante os trabalhos desta tese de mestrado, foram realizados
alguns pequenos exerc´ıcios que pareciam apontar no sentido de ser poss´ıvel mostrar, de uma forma
na˜o muito complexa, que dado c, um comando SA, T3 ( c ) e´ um programa equivalente a c. Em
relac¸a˜o a` transformac¸a˜o T2 e´ de esperar tambe´m que esta produza um programa SA equivalente
ao programa (ja´ sem comandos while ( b ) do cw) que lhe for passado; contudo, a justificac¸a˜o
desta equivaleˆncia parece uma questa˜o mais complexa. Ja´ no que se refere a` transformac¸a˜o T1,
o programa sem whiles produzido, na˜o sera´ necessariamente equivalente ao programa dado, visto
que o bound usado na aproximac¸a˜o de whiles por sequeˆncias de ifs podera´ na˜o ser suficientemente
grande (conforme discutido no Cap´ıtulo 3). No entanto, e´ de esperar que da correcc¸a˜o do programa
gerado pela transformac¸a˜o T1 se possa inferir a correcc¸a˜o do programa original, uma vez que em
T1 sa˜o adicionadas unwinding assertions (conforme discutido na Subsecc¸a˜o 3.3.1).
Tendo em atenc¸a˜o o detalhe apresentado nas demonstrac¸o˜es dos diversos resultados que condu-
zem aos teoremas de correcc¸a˜o e completude da transformac¸a˜o T4, a formalizac¸a˜o destes resultados
numa ferramenta de prova assistida por computador como o Coq [28], conceptualmente, na˜o de-
veria constituir uma tarefa muito a´rdua e forneceria uma garantia adicional sobre este passo do
me´todo BMC. Naturalmente, seria enta˜o deseja´vel proceder ao mesmo tipo de formalizac¸a˜o no
que se refere a`s restantes transformac¸o˜es.
Na linguagem Whileassert que estudamos, existe apenas um tipo de erro, que corresponde a`
na˜o validac¸a˜o de um dos asserts do programa (que em alguns casos, podera´ ser proveniente de
uma unwinding assertion). Seria interessante considerar extenso˜es a` linguagem Whileassert, com
outras poss´ıveis fontes de erros, como por exemplo, as excepc¸o˜es que resultam da avaliac¸a˜o de
expresso˜es, conforme discutido na Subsecc¸a˜o 2.2.2.
A Lo´gica de Hoare e´ uma ferramenta muito utilizada na verificac¸a˜o de programas While.
Assim, numa outra direcc¸a˜o, seria interessante estudar extenso˜es da Lo´gica de Hoare para a
linguagem Whileassert e procurar relac¸o˜es entre a verificac¸a˜o de programas Whileassert assente
em Lo´gica de Hoare e a verificac¸a˜o de programas Whileassert assente no me´todo BMC.
Considerac¸o˜es pessoais
A t´ıtulo pessoal, o mestrando aprofundou os seus conhecimentos sobre ferramentas e me´todos
de verificac¸a˜o de software; aprofundou tambe´m os seus conhecimentos sobre semaˆntica operacional,
demonstrac¸o˜es dedutivas e indutivas; e aprofundou os seus conhecimentos sobre as linguagens de
programac¸a˜o (Noc¸o˜es de complexidade: Expresso˜es Regulares e Grama´ticas Regulares) bem como
as te´cnicas de compilac¸a˜o existentes (sintaxe e semaˆntica).
Devido ao seu background o mestrando necessitou de fortalecer os seus conhecimentos e rea-
lizar um esforc¸o de aprendizagem no sentido de estruturar o racioc´ınio lo´gico em demonstrac¸o˜es
matema´ticas na aplicac¸a˜o de formalismos lo´gicos.
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A.1 Aspectos te´cnicos sobre a ferramenta
Compilar a implementac¸a˜o ghc –make Main.hs -o engine.bin resulta numa ferramenta que re-
conhece um e um so´ bound e multiplos ficheiros em estilo DSL. Um ficheiro diz-se do estilo DSL
se for reconhecido pela instancia de Read implementada (o parser gera este tipo de ficheiros).
A ferramenta reconhece 3 argumentos de linha de comandos, -v -b e -f. Qualquer outro tipo de
argumento que na˜o seja reconhecido, as opc¸o˜es sa˜o disponibilizadas. Conforme Figura A.1.
1 User C: I n s t a l l \Direc tory\> . / eng ine . bin −−something
2 eng ine . bin : unrecognized opt ion ‘−−something ’
3 Usage : main [OPTION . . . ]
4 −v −−ve r s i o n show ve r s i o n number
5 −b 34 −−bound=34 BMC unWinding bound
l i m i t
6 −f / Absolute /Path/ f i l e . d s l −− f i l e =/Absolute /Path/ f i l e . d s l input DSL f i l e to
read
7
8 User C: I n s t a l l \Direc tory\> . / eng ine . bin −−bound=4 −− f i l e =/Users / j j /Dropbox/gbmc/ d s l
/04 . d s l −−something
9 eng ine . bin : unrecognized opt ion ‘−−something ’
10 Usage : main [OPTION . . . ]
11 −v −−ve r s i o n show ve r s i o n number
12 −b 34 −−bound=34 BMC unWinding bound
l i m i t
13 −f / Absolute /Path/ f i l e . d s l −− f i l e =/Absolute /Path/ f i l e . d s l input DSL f i l e to
read
14
15 User C: I n s t a l l \Direc tory\>
Figura A.1: Argumentos reconhec´ıveis
A opc¸a˜o -v ou –version disponibiliza a informac¸a˜o sobre a implementac¸a˜o que esta´ a ser execu-
tada. Va´rias invocac¸o˜es resultara˜o no mesmo resultado, conforme Figura A.2.
1 User C: I n s t a l l \Direc tory\> . / eng ine . bin −−bound=34 −−ve r s i o n −−ve r s i o n −−ve r s i o n
2 Ferramenta Bounded Model Checking ap l i cado a so f tware 2013
3 User C: I n s t a l l \Direc tory\> eng ine . bin −−ve r s i o n
4 Ferramenta Bounded Model Checking ap l i cado a so f tware 2013
5 engine . bin : [ e r r o r ] p l e a s e prov ide a bound
6 User C: I n s t a l l \Direc tory\>
Figura A.2: Ilustrac¸a˜o de versa˜o
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A ferramenta necessitara´ e exigira´ sempre um bound. Mais do que um bound gerara´ um erro
pelo que sera´ necessa´rio executar a ferramenta a um dado ficheiro ou conjunto de ficheiros, tantas
vezes quantos os bounds necessa´rios, conforme Figura A.3.
1 User C: I n s t a l l \Direc tory\> . / eng ine . bin
2 eng ine . bin : [ e r r o r ] p l e a s e prov ide a bound
3 User C: I n s t a l l \Direc tory\> . / eng ine . bin −−bound=4 −−bound=5
4 engine . bin : [ e r r o r ] p l e a s e prov ide j u s t one bound
5 User C: I n s t a l l \Direc tory\> . / eng ine . bin
6 eng ine . bin : [ e r r o r ] p l e a s e prov ide a bound
7 User C: I n s t a l l \Direc tory\> . / eng ine . bin −−bound=7
8 User C: I n s t a l l \Direc tory\>
Figura A.3: Ilustrac¸a˜o de bounds
Sem um ficheiro de input, a ferramenta na˜o produz output. E´ possivel fornecer va´rios ficheiros
de input, como consequeˆncia, o me´todo e´ aplicado a todos os ficheiros fornecidos e e´ gerado 1
relato´rio para cada ficheiro, conforme Figura A.4.
1 User C: I n s t a l l \Direc tory\> . / eng ine . bin −−bound=7
2 User C: I n s t a l l \Direc tory\> . / eng ine . bin −−bound=7 −− f i l e =./ input / f i l e 0 1 . d s l
3 S u c c e s s f u l l y generated tex f i l e : . / input / f i l e 0 1 . d s l . tex
4 User C: I n s t a l l \Direc tory\> . / eng ine . bin −−bound=7 −− f i l e =./ input / f i l e 0 1 . d s l \
5 −− f i l e =./ input / f i l e 0 2 . d s l \
6 −− f i l e =./ input / f i l e 0 3 . d s l
7 S u c c e s s f u l l y generated tex f i l e : . / input / f i l e 0 1 . d s l . tex
8 S u c c e s s f u l l y generated tex f i l e : . / input / f i l e 0 2 . d s l . tex
9 S u c c e s s f u l l y generated tex f i l e : . / input / f i l e 0 3 . d s l . tex
10 User C: I n s t a l l \Direc tory\>
Figura A.4: Ilustrac¸a˜o de input com ficheiros
E´ um processo iterativo, qualquer erro que suceda durante o processamento (erro de leitura,
inexisteˆncia de ficheiro) na˜o e´ tradado e os ficheiros criados/estados interme´dios durante o processo
na˜o sera˜o eliminados, conforme Figura A.5.
1 User C: I n s t a l l \Direc tory\> . / eng ine . bin −−bound=4 −− f i l e =./ input / f i l e 0 1 . d s l \
2 −− f i l e =./ input / f i l e 0 2 . d s l \
3 −− f i l e =./ input / fi leUnknown . d s l \
4 −− f i l e =./ input / f i l e 0 4 . d s l
5 eng ine . bin : . / input / fi leUnknown . d s l : openFi l e : does not e x i s t (No such f i l e or
d i r e c t o r y )
6 User C: I n s t a l l \Direc tory\>
Figura A.5: Ilustrac¸a˜o de erros gerados
Conforme expresso na grama´tica, Figura 5.13, cada ficheiro e´ considerado como uma sequeˆncia
de procedimentos. A ferramenta ferramenta gbmc analiza cada ficheiro e para cada procedimento
cria um ficheiro “.smt” e introduz essa informac¸ao no relato´rio do ficheiro. Assim, um ficheiro
com 1 procedimento resultara´ num relato´rio “.tex” e 1 fo´rmula codificada no standard smt-liv v2
para o procedimento. Um ficheiro com 100 procedimentos resultara´ num relato´rio “.tex” e 100
fo´rmulas, uma para cada procedimento.
Note-se no entanto que o comando call ( p ) apenas podera´ invocar procedimentos definidos
dentro do ficheiro invocador. Caso contra´rio um erro e´ gerado pois o procedimento na˜o e´ encon-
trado, nem esta´ definido, como tal na˜o se sabe qual o significado de aplicar o comando call ( p ).
A ferramenta na˜o realiza ligac¸o˜es entre ficheiros.
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A.2 Ficheiro SMT-LIB v2.0 resultante do exemplo ilustrativo
1 ; ∗ Mestrado em Matematica e Computacao
2 ; ∗ Pro jec to de Di s s e r tacao − Ano l e c t i v o de 2011/2013
3 ; ∗ − Bounded Model Checking para uma Linguagem Imperat iva Simples
4 ; ∗ Real izado por :
5 ; ∗ − Jose Joao Peixoto Pere i r a − pg17312@alunos . uminho . pt
6 ; ∗ P r o f e s s o r e s Or ientadores :
7 ; ∗ − Luis F i l i p e Ribe i ro Pinto − Departamento de Matematica
8 ; ∗ − Jorge Sousa Pinto − Departamento de In fo rmat i ca
9 ; ∗ Em conformidade com o standard SMT−LIB v2 . 0
10 ; ∗ − \ u r l { goede l . c s . uiowa . edu/ smt l ib / papers /smt−l i b−r e f e r e n c e−v2.0− r10 . 0 3 . 3 0 .
pdf}
11
12 ; ∗ Options :
13 ( set−opt ion : pr int−s u c c e s s t rue )
14
15 ; ∗ Dec l a ra t i on s :
16 ( dec la re−const x1 Int )
17 ( dec la re−const y0 Int )
18 ( dec la re−const y1 Int )
19 ( dec la re−const y2 Int )
20 ( dec la re−const y3 Int )
21 ( dec la re−const y4 Int )
22
23 ; ∗ Asse r t i on s :
24 ; ∗ s e t (C) −> s e t (P) === n o t s e t (C) or s e t (P)
25 ; ∗ i s the re a not ( s e t (C)−>s e t (P) ) ? not ( n o t s e t (C) or s e t (P) ) === s e t (C) and
n o t s e t (P)
26 ( a s s e r t ( and ; s e t (C) , the C o d i f i c a t i o n o f the Program
27 ( and
28 ( or ( not t rue ) (= x1 2 ) )
29 ( and
30 ( or ( not ( and true (< y0 x1 ) ) ) (= y1 (+ y0 1 ) ) )
31 ( and
32 ( or ( not ( and ( and true (< y0 x1 ) ) (< y1 x1 ) ) ) (= y2 (+ y1
1 ) ) )
33 ( and
34 ( or ( not ( and ( and true (< y0 x1 ) ) (< y1 x1 ) ) ) (= y3 y2 ) )
35 ( and
36 ( or ( not ( and ( and true (< y0 x1 ) ) ( not (< y1 x1 ) ) ) ) (= y3
y1 ) )
37 ( and
38 ( or ( not ( and true (< y0 x1 ) ) ) (= y4 y3 ) )
39 ( or ( not ( and true ( not (< y0 x1 ) ) ) ) (= y4 y1 ) )
40 ) ) ) ) ) )
41 ( not ; n o t s e t (P) the C o d i f i c a t i o n o f the Condit ions
42 ( and
43 ( or ( not ( and ( and true (< y0 x1 ) ) (< y1 x1 ) ) ) ( not (< y2
x1 ) ) )
44 ( or ( not t rue ) ( or (= y4 x1 ) (> y4 2 ) ) )
45 )
46 ) ) )
47 ; ∗
48 ; ∗ Computation :
49 ; ∗ − Check s a t i s f i a b i l i t y
50 ( check−sa t )
51 ( get−model ) ; −− A formula i s u n s a t i s f i a b l e i f i t does not have any model .
52 ( e x i t )
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A.3 Modelo obtido pela ferramenta Z3
1 ( model
2 ( de f ine−fun y0 ( ) Int
3 (− 1) )
4 ( de f ine−fun y1 ( ) Int
5 0)
6 ( de f ine−fun y4 ( ) Int
7 1)
8 ( de f ine−fun y2 ( ) Int
9 1)
10 ( de f ine−fun y3 ( ) Int
11 1)
12 ( de f ine−fun x1 ( ) Int
13 2)
14 )
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