INTRODUCTION
The Vlasov-Poisson system is a nonlinear integro-differential system of equations which describes the motion of charged particles in the presence of the electrostatic force field which the particles themselves generate. The system can be written for any number of interacting positively and negatively charged species. For simplicity the system that is given here is for a single charged species, say electrons. Also, the system is commonly written for a one-, two-, or three-dimensional Euclidean space. In this paper the space is three dimensional.
The Vlasov-Poisson system that we study is the following: The function f represents number density of electrons in phase space. The function @ is the electrostatic potential generated by f: The analysis presented in this paper is for the system ( 1. la. b): however. more complicated systems involving several different charged species can be handled by the same techniques. Also, if the sign is changed in front of V., @ in the transport equation, (1. la, b) is then the system of stellar dynamics. Our analysis applies to the system in this form as well.
For the dimension of the space less than three. global-in-time existence and uniqueness of classical solutions to the Vlasov-Poisson system has been proved. Proofs for the one-dimensional system are in (8, 1 I (. Proofs for two dimensions are given in [ 10, 12 1 . For the three-dimensional system, ( 1. la. b). local-in-time proofs for the existence and uniqueness of classical solutions are given in [ I, 2, 4, 9-l 11. The problem of global-in-time solvability of (l.la, b) for a general class of initial data is still open. However, for certain classes of symmetric initial data proofs of global-in-time existence and uniqueness of classical solutions have been given. For spherically symmetric initial data a proof for the stellar dynamic problem is carried out in 12 1. In [ 131 this result is generalized to include the electrostatic problem as well. Recently the cylindrically symmetric problem has been solved by Horst in his thesis [ 4 1 . Those results are refined in [3, 5-7 I .
The purpose of this paper is first to present some general theoretical results on existence and uniqueness of classical solutions to ( 1. la. b) and second to apply the general theory to give another proof for the cylindrically symmetric problem. In so doing we give another description of the cylindrically symmetric problem. gain a better understanding of the role the symmetry plays in the solution of the problem. and make additional refinements to the solution. Section 2 is devoted to general theory. A theorem is stated and proved which gives a condition for solvability of system ( 1. la, b). Similar theorems are proved in [3, 5.6 1; however, there are some significant differences between these results and the ones obtained here. A reduction of the system under cylindrical symmetry is carried out in Section 3. In Section 4 expressions are obtained for the r. z components of the symmetric field from which various estimates on the field are derived. We see clearly here how types of estimates which appear inadequate for a proof in the general case reduce under symmetry to estimates which are sufficient for the symmetric case. In Section 5 two theorems are proved on global existence and uniqueness of solutions to the cylindrically symmetric system. This proofs are modeled after the type of result obtained in [ 13 ] for the spherically symmetric problem. The proofs depend on getting a priori bounds on the growth of velocities within the system. In the first case we prove a result for a system in which angular momentum is bounded away from zero. We can get better estimate on velocities for this case. In the second theorem restrictions on angular momentum are removed and the more general symmetric problem is solved. The proofs give a rather different characterization of the cylindrically symmetric system from that given in [3-71. The a priori bounds on velocities are more precise than in these previous works. ' 2. NOTATION:GENERAL
THEORY

Notation
The following notation is used throughout: R,: n-dimensional Euclidean space, n-dimensional phase space, linear space of n-tuples (depending on the context). ' An earlier version of this paper had a proof only for the case with angular momentum bounded away from zero. The result in [4] is also of this type. Papers 13, 5, 71 have proofs with no restriction on angular momentum. This was a motivation for making a similar extension of the present results which is done in the second theorem of Section 5. Also. the estimates on the field in Section 4 are improvements over similar types of estimates in (3, 4] . Some of these same estimates are obtained in [ 5, 7 ] as well.
For a point x=(x,,x2,xj)ERj:
i=l Other notation will be introduced as it is needed.
General Theorem: Integral Bounds and Conservation Laws
The treatment of classical existence theory given here is for initial data of class C,#,). This is a natural class of initial data to consider in the sense that real physical distributions have finite extent and velocity. Also, for this class of data we can get the simplest formulation of a general theory of the problem. In [2,6, lo], theories are developed which deal with some more general classes of initial data.
If the initial data g to (1. la, b) is of class C;(R,), then it is known that the classical solution to (l.la, b) exists and is unique on at least some time interval [0, a], Q a positive number. A proof of this was first given by Kurth 191. The question is what happens as (x gets large? Either the classical solution continues to exist for all time or a finite positive number T exists such that the solution blows up in some fashion as t --) T. Since the solution is a constant along characteristics, then the supremum norm of the solution does not blow up. Thus if the classical solution ceases to exist at T it must be because a derivative becomes unbounded or the support becomes unbounded as t -+ T. In [2], however, it is shown that as long as the support of the solution remains bounded in velocity space, then the derivatives remain bounded. Clearly, support in position space also remains bounded. It is thus evident that for initial data of class C@,) the solution to (1, la, b) continues to exist as a classical solution to the problem as long as the support of the solution remains bounded. Furthermore, as we shall see the classical solution ceases to exist if the support of the solution becomes unbounded. We make these comments precise by stating Theorem 2.1. The proof will be given later in this section. Similar types of results are obtained in [3, 5, 61 . TO prove Theorem 2.1 and to apply the result we need to get estimates for the field V,@. To get estimates we rely on certain integral conservation laws which the solution to system (1. la, b) obeys and certain integral bounds which are consequences of these laws. These various conservation laws and bounds are stated in the lemmas that follow. We assume for the initial data g that i.e., total energy (kinetic + potential) is conserved.
Proof: Left to reader.
A further conservation law obeyed by system (1. la, b) is the conservation of momentum which states
We shall not, however, make use of these integrals, in getting our estimates.
On the basis of Lemmas 2.1-2.3 we can derive some further useful integral bounds for the solution to (l.la, b). The next estimate (given in Lemma 2.4) is particularly important and is proved by Horst in his thesis. It follows that
l<p<co.
Then
(I 1
It is this bound given in Lemma 2.4 which allows the proof for the cylindrically symmetric case to go through. Previous proofs [2, 10, 111 utilize conservation of mass (Lemma 2.1) in obtaining estimates for the potential. Through the bound in Lemma 2.4 we also introduce conservation of energy into the estimates.
A final integral bound also a consequence of the conservation of energy is given in the next lemma. A bound of this type is used in [3] . The next estimate is in terms of sup (h.J = D and is used in the proof of Theorem 2.1.
where ds is an element of surface area on the sphere of radius E and n, is the projection of the unit normal to the surface on the Xi axis. Since Jr=, h(x) n, ds r =wj~=o we can write <D 1' r2 sin 4 d# d0 = 4nD~~ -r=.?
(as in the computation of estimate 2.
4). Thus
Let E = l/D 5"4. We get an estimate B = const depending on K.
(2.5)
Proof of Theorem; Local Existence and uniqueness.
We now give the proof of Theorem 2.1.
Proof (Theorem 2.1). We first prove suflciencv by assuming the constant R exists such that if f is a classical solution to (1. la, b) for t E ]O, T] then suppf(., t) c ((x, u), /xl < R ICI < RI.
In [ 2, Lemma 2, p. 35 1 ] it is proved that given a bound on support a bound on the derivatives off follows. The result in [2 1 is given. however, in terms of certain invariant subspaces rather than in terms of a priori bounds. A version of the result more applicable to the development of theory given here is derived in [ 121 for the two-dimensional problem. To get the same result in three dimensions we can use the bounds on the potential function given in 12, pp. 344, 3451 and carry out the computation in [ 121 in three dimensions. We obtain thereby an a priori bound on the derivatives off for t E [ 0, r].
On the basis of the a priori bounds on the support and derivatives of a solution for t E [0, T], the classical solution to (1. la, b) is then constructed as the limit in the continuous function norm of the sequence of functions if,,) n = 1. 2..... where fnti > 2 is the solution to
The proof of convergence is well known and will not be presented. For details the reader is referred to [2, 11, 121. In [ 121 proofs are given in two space dimensions, but at this point the proof is intrinsically the same in either two or three dimensions.
To prove necessity one assumes the function f of class C'(R, x For (x, v) E R, the function P = P(x, u) is defined as P(x,u)= + Iuil=(uI. ,?I Let A(t) = suppf(., t), the support off in R, at time f and q(t) = sup P.
A(t)
For h,, = (f,, dv, then supR, Jh,,] < 8t(q(t))3. Assume @ is the solution to (1. lb). It follows from estimate (2.5) that < B(8L)*" (q(t))"".
Utilizing this bound and integrating (2.7) we get that
Summing over i and taking the supremum over trajectories originating at points in the support g, it can be shown that the bound q(f) satisfies q(f) < 3R, + 3B(8L)*" Jo' (q(s))"" ds.
(2. 8) Hence.
This gives a bound for the support off in velocity space. Integrating (2.7) and using (2.9) gives a bound for the support offin position space. We thus have a bound on the support in R, of the solution
In [3, 5, 6 ] theorems similar in nature to Theorem 2.1 are proved. The "only if' parts of the theorems, however, are proved by assuming boundedness of the field or boundedness of support as a part of the definition of classical solution. In the present paper classical solutions is defined in the standard way as a C' function that solves the problem. Boundedness of the field (and hence support) is then shown to be a consequence of the definition.
As an elementary application of Theorem 2.1 we prove the following local-in-time existence and uniqueness theorem for system (l.la, b). Integrating the characteristic system (2.7) we compute that q(t) satisfies 40) Q q(O) + 3B@Nj)4'9 J; t4w4'3 Hence < 3R, + 3B(8M0)4'9 (' (q(s))"" ds.
-0 q(t) < 3R,/( 1 -(3Ro)1'3 B(8Mo)4'9 t)3.
For t < a < [(3Ro)'13 B(8M,)4'9] -' q(t) remains bounded. This gives an a priori bound for the support off in velocity space (and upon integration in position space). From Theorem 2.1 it therefore follows that the existence and uniqueness of the classical solution is guaranteed for the interval of time [O, a] for a as bounded above. (Note that B in the bound for a depends on the constant K, the bound in Lemma (2.4).)
To get a global-in-time solution to (1. la, b) we need to be able to integrate the characteristic system (2.7) to get a solution that is bounded in time. We get such a solution if we have a bound for the field of the type instead of 6 = g . So far a bound of this type with a suitable exponent on A has not been found for the general problem. If cylindrical symmetry is introduced into the problem certain improvements can be made in the estimates for the potential. As will be seen for points off axis estimates of the type (2.10) with exponent 6 < 4 are obtainable; the constant B, however, depends on r (or r and t) and B + co as r -+ 0. With the refinements to the estimates of the potential due to symmetry we are able to compute a priori bounds for the support of solutions in the cylindrically symmetric case. The remainder of the paper is devoted to the cylindrically symmetric problem.
For the development that follows we make further use of the characteristic system (2.7). A solution to (2.7) is written (W, W) = (X,(&., %(f))* This is a curve in R, parametrized by t and is also referred to as a trajectory of the system (1. la, b). where F, has support in < > 0, satisfies (3.4a) and has the value G, at t = 0. Now F, has support in c < 0 and satisfies (3.4a) with initial data G, at t = 0; F, satisfies the reduced equation for c = 0 and has initial value G, at I = 0. Here F, is a distribution for left or counter clockwise rotating matter, F, the distributions for right or clockwise rotating matter and F, is the distribution for matter moving in the planes containing the r = 0 axis. Thus a cylindrically symmetric solution is made up of these three separate distributions which remain distinct in that particles do not transfer from one to another.
In the regions r# 0 we can write a cylindrically symmetric system in terms of another set of variables, which are useful in analyzing trajectories r = (xi + xy, 24 = (0: + uy, ~=cos-'((X,U,+X*U,)/ru),(X,Vt-x*U,)=~>O =-cos-'((x,u,+x,v*)/ru),(x,u,-*u,)=r<o z=xj, vz=Zlj. The angle 4 is between vectors (x, , x2) and (ui , ur) and takes on values from --K to a. In terms of (3.5) the transport equation ( Condition I is the statement that r(t) u(f) sin qI(t) = a (3.9) is an integral of (3.8). We first solve the problem for initial data of the form (3.7) and get bounds on support for this case where angular momentum is bounded away from zero. Then the problem for data of the form (3.2) is solved by getting another set of estimates for solutions to (3.8) in which angular momentum in the system is not restricted.
BOUNDS FOR THE FIELD WITH CYLINDRICAL SYMMETRY
The proofs of global-in-time solvability of system (1. la, b) with data of the form (3.2), (3. Estimates (4.5), (4.6) are a natural reduction to cylindrical symmetry of estimate (2.4). They are computed from bounds (4.4i), (4.4iii) as is (2.4). As functions of r they intersect at r = (K/A)5'9 at which point they have the value aK519A419 = BA419, the form of estimate (2.4). The estimate (4.7) is dfferent. In addition to the bounds (4.4i), (4.4iii) we also make use of the bounds (4.4ii), (4.4iv) in computing this estimate. We note from Lemma (2.5) that the constant C depends on time.
We obtain the estimates for &u/~z. As in (4.6), setting E = 2"3K5'6/((2n)"z A5'6r"2) yields the estimate ) +/,3zI < (D2(2)"3 (2~)"' K516A "6)/r1'2 < aK5'6A "6/r"2. 
EXISTENCE AND UNIQUENESS OF CYLINDRICAL SOLUTIONS
In this section the statements and proofs of theorems on global-in-time existence and uniqueness of cylindrically symmetric solution to (1.1 a, b) are given. Two theorems are proved. The first, Theorem 5.1, is for initial data of the form (3.7) . This is a restricted set of data for which the system (I.la,b) can be written in terms of the variables (3.5). A priori estimates on support are obtained by integrating the characteristic system (3.8). We compute estimates in this case which include a lower bound on the angular momentum in the system and are therefore only applicable for data of the form (3.7). The second theorem is for more general cylindrical data of the form (3.2). The proof is a slight modification and extension of that for Theorem 5.1. A second set of estimates for (3.8) are obtained which do not depend on angular momentum.
In order to state Theorem 5.1 the set D, in Section 3 is defined more precisely in terms of constants R,, Q,, 6, P, as To demonstrate the existence of an a priori bound for the support of the solution to (1. la, b) we analyze the system (3.6) and in particular the characteristic system (3.8). What we show is that for arbitrary T > 0 the solutions to (3.8) originating at points p E supp G are uniformly bounded for tE [O, TI.
For F a solution to (3.6a,b) we define the following sets:
the support of F in D at time t A(T) = u A(t)
for t E 10, Tj. (iii) At a value of t such that r(t) is a local minimum there exists a t, < t such that either t, = 0 or r(t,) is a local maximum and i < 0 on the interval [t,, t 1. From (3.8) we get, uri = (all/l&) u cos 9 = (thy/&-) i. (iv) At any point t < T there exists a to < t such that either 1, = 0 or to is a local extremum of r(t) and 3 does not change sign on [to, t] . It follows that u*(t) < u2(to) + 2 I ww> -wQo))l = Q, + 5/?(PQ)"6 R I" + 4/l(PQ)"6 R I" < Q, + 9j?(PQ)"6 R I".
This completes the computation of (5.7a).
The computation of (5.7b) is straightforward. Integrating (3.8) we get and therefore according to bound (4.9)
But u(t) r(r) sin@(t)) = P, where E = Q; "'R; ' sin(b) so
which is the bound (5.7b). We now carry out the remainder of the computation for the bound on the support of F. Integrating (3.8) and using definitions (5.3) we get R < R, + Q'/'T. The constants bi depend on /3, c. R,P,. From this inequality a bound for Q is derived:
Q < 4(.Qo + b')( I + T7").
Substituting this bound into (5.9b) gives an inequality which can be solved for P in terms of T. For a constant y which depends on Qo, PO. b, /?, c the following type bound for Q, P can be obtained:
Q < ~(1 + T"'), P < I!( 1 + T19,"" j.
(5.11)
The bound on R is obtained from (5.8). Given a trajectory p(t) such that p(O) c supp G, we thus have for I E [0, T] I P:(f)1 < p. I +)I < R, + PT, u(t) < Q','*, r(t) <R.
Thus for an arbitrary value of T the bound on support is obtained for (3.6a. 6) with initial data G and likewise for (1. la, b) with symmetric data g = (p(x, c)). From Theorem 2.1 it then follows that the global-in-time cylindrically symmetric solutions to (1.1 a, b) exist and are unique.
The a priori estimates on support obtained in the proof of Theorem 5.1 do not sufftce for the more general cylindrical data of the form (3.2) since a lower bound on the angular momentum in the system is used in obtaining the estimates. In the next theorem estimates are obtained which do not depend on the angular momentum. This allows us to extend our results to cylindrically symmetric data of the form We assume again that Bounds on the field are obtained from Section 4. Let I&/&I < w,(r) = p(PQ)"6/r"2, I %/a~ I < w,(r) = P(PQ)4'9, /I = max(oK5'9(rrM0)4'9, CZK~'~(XM,)"~).
Clearly, Q satisfies inequality (5.9a). We get this by integrating (3.8) as in the proof of Theorem 5.1 in the regions {# 0. The result is extended by continuity to include the planes for which c = 0 (or we could integrate a reduced set of characteristic equations in <= 0 planes as a part of the computation). Using the bound (4.8) and carrying out a similar computation as in Theorem 5.1 it can be shown that P satisfies
We get a bound on support in velocity space by solving the set of inequalities Q i Q, + 9P(PQ)"6 (R, + Q"zT)"2, P< P, +pP4'9Q4J9T.
A solution is Q < ~(1 + T16'9), P,< ~(1 + T29'9).
(5.12)
The constant y here does not depend on a lower bound on angular momentum as it did in the proof of Theorem 5.1. From inequalities (5.12) we get an a priori bound on support of the solutionf and the Theorem is proved.
In the proofs of Theorems 5.1 and 5.2 two different bounds (5.1 l), (5.12) on velocities in the system are obtained. Bound (5.11) has a lower power of T but the coeffkient y is proportional to l/c; c is the lower bound on angular momentum. Bound (5.12) has a higher power of T but y is independent of c.
