We show that a set of graphs has bounded tree-width or bounded path-width if and only if the corresponding set of line graphs has bounded clique-width or bounded linear clique-width, respectively. This relationship implies some interesting algorithmic properties and re-proves already known results in a very simple way. It also shows that the minimization problem for NLC-width is NP-complete.
Introduction
The clique-width of a graph is defined by a composition mechanism for vertex-labeled graphs [11] . The operations are the creation of a new labeled vertex, the vertex disjoint union, the addition of edges between vertices controlled by a label pair, and the relabeling of vertices. The clique-width of a graph G is the minimum number of labels needed to define it. The NLC-width of a graph is defined by a composition mechanism similar to that for clique-width [39] . Every graph of clique-width at most k has NLC-width at most k and every graph of NLC-width at most k has clique-width at most 2k [25] . The only essential difference between the composition mechanisms of clique-width bounded graphs and NLC-width bounded graphs is the addition of edges. In an NLC-width composition the addition of edges is combined with the union operation. This union operation applied to two graphs G and J is controlled by a set S of label pairs such that for every pair (a, b) ∈ S all vertices of G labeled by a will be connected with all vertices of J labeled by b. Both concepts are useful, because it is sometimes much more comfortable to use NLC-width expressions instead of clique-width expressions and vice versa, respectively. We also consider restricted forms of clique-width and NLCwidth operations. A graph G has linear clique-width (linear NLC-width) at most k if it can be defined by a clique-width k-expression (an NLC-width k-expression, respectively) where at least one argument of every disjoint union operation (of every union operation, respectively) is a single labeled vertex [23] .
Clique-width and NLC-width bounded graphs are particularly interesting from an algorithmic point of view. A lot of NP-complete graph problems can be solved in polynomial time for graphs of bounded clique-width. For example, all graph properties which are expressible in monadic second order logic with quantifications over vertices and vertex sets (MSO 1 -logic) are decidable in linear time on clique-width bounded graphs [10] if a corresponding decomposition for the graph is given as input. This MSO 1 -logic has been extended by counting mechanisms which allow the expressibility of optimization problems concerning maximal or minimal vertex sets [10] . All graph problems expressible in extended MSO 1 -logic can be solved in polynomial time on clique-width bounded graphs. Furthermore, there are a lot of NPcomplete graph problems which are not expressible in extended MSO 1 -logic like Hamiltonicity, partition problems, and bounded degree subgraph problems but which can also be solved in polynomial time on clique-width bounded graphs [39, 13, 27, 38, 21] .
If a graph G has clique-width (NLC-width) at most k then the edge complement G has clique-width at most 2k (NLCwidth at most k) [11, 39] . Distance hereditary graphs have clique-width at most 3 [18] . The set of all graphs of cliquewidth at most 2 or NLC-width 1 is the set of all labeled co-graphs. Brandstädt et al. [6] have analyzed the clique-width of graphs defined by forbidden one-vertex extensions of P 4 . The clique-width and NLC-width of permutation graphs, unit interval graphs, grids and thus planar graphs are not bounded [18] . An arbitrary graph with n vertices has clique-width at most n − r, if 2 r < n − r, and NLC-width at most n/2 [25] . Every graph of tree-width at most k has clique-width at most 3·2 k−1 [9] . In [20] , it is shown that every graph of clique-width or NLC-width at most k which does not contain the complete bipartite graph K n,n for some n > 1 as a subgraph has tree-width at most 3k(n−1)−1. The recognition problem for graphs of clique-width or NLC-width at most k is still open for k 4 and k 3, respectively. Deciding whether a graph has clique-width at most 3 can be done in polynomial time [7] . NLC-width of at most 2 is decidable in polynomial time [26] . Clique-width of at most 2 and NLC-width 1 is decidable in linear time [8] . The clique-width of tree-width bounded graphs is also computable in linear time [14] . Oum and Seymour [32, 31] have found polynomial time approximation algorithms for computing a clique-width f (k)-expression of a given graph of clique-width at most k, where f (k) depends exponentially only on k. Fellows et al. [15] [16] [17] have shown that minimizing linear clique-width and clique-width is NP-complete.
The paper is organized as follows. In Section 2, we recall the definition of clique-width, NLC-width, tree-width and line graph. In Section 3, we recall the proof of [24] that the line graph 1 of a graph of tree-width k has NLC-width at most k + 2 and clique-width at most 2k + 2. Then we show that a graph of path-width k and maximum vertex degree r has linear NLC-width at most k + 2 + min{max{k − 2, 0}, max{r − 2, 0}} and linear clique-width at most k + 2 + min{max{k − 1, 0}, max{r − 1, 0}}. In Section 4, we show that the root graph 2 of line graphs of clique-width or NLC-width at most k has tree-width at most 4k − 1. Then we prove that the root graph of line graphs of linear clique-width or linear NLC-width at most k has path-width at most 4k − 1. This shows a nice and new characterization of line graphs of bounded clique-width. A set of graphs has bounded tree-width or bounded path-width if and only if its set of line graphs has bounded clique-width or bounded linear clique-width. In Section 5, we improve the bounds given in Section 4 for the case of incidence graphs. 3 We show in Section 5 the following: (1) if the line graph of an incidence graph has clique-width or NLC-width at most k, then its root graph has tree-width at most k and (2) if the line graph of an incidence graph has linear clique-width or linear NLC-width at most k, then its root graph has path-width at most 2k − 1. In Section 6 we show how these bounds can be used to show that NLC-width minimization is NP-complete. Approximation results for NLC-width and clique-width minimization are also discussed in Section 6.
Preliminaries
In this section, we recall the definitions of clique-width, NLC-width, tree-width, line graphs, and incidence graphs. Let [k] := {1, . . . , k} be the set of all integers between 1 and k. We work with finite undirected vertex labeled graphs (labeled graphs for short) G = (V G , E G , lab G ), where V G is a finite set of vertices labeled by some mapping
The line graph L(G) of a graph G has a vertex for every edge of G and an edge between two vertices if the corresponding edges of G are adjacent [40] . 2 For some line graph L(G), graph G is called the root graph of L(G). 3 The incidence graph I (G) of a graph G is the graph with vertex set V G ∪ E G and all edges joining v ∈ V G and e ∈ E G if and only if v is incident to e in G.
The labeled graph consisting of a single vertex labeled by some a ∈ [k] is denoted by • a . The notion of clique-width for labeled graphs is defined by Courcelle and Olariu in [11] .
Definition 1 (Clique-width, Courcelle and Olariu [11] ). Let k be some positive integer. The class CW k of labeled graphs is recursively defined as follows:
The notion of NLC-width 4 of labeled graphs is defined by Wanke in [39] .
Definition 2 (NLC-width, Wanke [39] ). Let k be some positive integer. The class NLC k of labeled graphs is recursively defined as follows:
The clique-width (NLC-width) of a labeled graph G is the least integer k such that G ∈ CW k (G ∈ NLC k , respectively). An expression built with the operations The width of a tree decomposition
is called a path decomposition if T is a path. The tree-width (path-width) of a graph G is the smallest integer k such that there is a tree decomposition (a path decomposition, respectively) (X, T ) for G of width k. Fig. 1 shows a graph G and a tree decomposition of width 2. The notion of a line graph is introduced by Whitney [40] . The line graph L(G) of a graph G has a vertex for every edge of G and an edge between two vertices if the corresponding edges in G have a common vertex. Graph G is called the root graph of L(G). Whitney has shown that there are only two distinct 5 graphs which define the same line graph, these are the cycle C 3 with three vertices and the claw (K 1,3 ). For a given line graph L(G) the root graph G can be found in linear time [36, 28] . Line graphs can also be characterized by a finite number of forbidden induced subgraphs [3] . Fig. 2 shows a graph G, its line graph L(G), the cycle C 3 , and the claw.
The incidence graph I (G) of a graph G = (V G , E G ) is the graph with vertex set V G ∪ E G and edge set {{u, e}|u ∈ V G , e ∈ E G , u ∈ e}. The incidence graph of G is the graph we get, if we replace every edge {u, v} of G by a new vertex w and two edges {u, w}, {w, v}. In an incidence graph every cycle has at least 6 vertices, and on every path every second vertex is of degree two. Fig. 2 also shows an example of an incidence graph I (G) for some graph G. Fig. 2 . A graph G, its line graph L(G), its incidence graph I (G), the cycle C 3 , and the claw.
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The clique-width of line graphs
In this section, we show that the line graph of a graph of tree-width at most k has NLC-width at most k + 2 and clique-width at most 2k + 2. After that, we show that the line graph of a graph of path-width at most k has linear NLC-width at most 2k + 1 and linear clique-width at most 2k + 2. For graphs G of path-width at most k and maximum vertex degree r we show that the line graph of G has linear NLC-width at most k + r + 1 and linear clique width at most k + r + 2.
Graphs of tree-width at most k are also characterized as partial k-trees [35] . A partial k-tree is a subgraph of a k-tree. A k-tree can be defined recursively by the following two instructions: (1) The complete graph with k vertices is a k-tree and (2) if G is a k-tree then the graph obtained by inserting a new vertex u and k edges between u and all vertices of a k vertex complete subgraph of G is a k-tree. (A complete graph (also called a clique) is a graph with all possible edges.)
The following theorem is already shown in [24] . We prove this theorem here again, because we will modify the proof to achieve results about the relationship between the path-with of a graph G and the linear NLC-width of line graph L(G). [24, Theorem 3] ). The line graph of a partial k-tree (a graph of tree-width at most k) has NLC-width at most k + 2.
Theorem 4 (Gurski and Wanke
Proof. It suffices to show that the line graph of a k-tree G has NLC-width at most k + 2, because the line graph of every subgraph of G is an induced subgraph of the line graph of G, and the class NLC k is closed under taking induced subgraphs for every k 1.
. . , u n ) be an order of the n vertices of G, i.e., every vertex of V G appears in sequence o exactly once. Let N(G, o, i) for i = 1, . . . , n be the set of neighbors u j of vertex u i with i < j. That is,
There is always a vertex order o=(u 1 , . . . , u n ) for k-tree G such that the vertices of every N(G, o, i) for i=1, . . . , n−k induce a k vertex complete subgraph and the vertices of every N(G, o, i) for i = n − k + 1, . . . , n − 1 induce an n − i vertex complete subgraph of G. Here we can use, for example, the reverse order of the vertices from the recursive definition of k-tree G. For the rest of the proof, let o be a PEO for G.
Let col :
It is easy to see that each k-tree is k + 1 colorable, because we can assign to u i any color not used by the vertices of
Finally, let (
(a) If m = 1 then let 
where 
G H and (v) . Since all vertices of graph val(X n ) result from subexpressions of the form Z i for some i, 1 i < n, we have a one-to-one mapping
between all vertices of the graph val(X n ) and the edges of G. We will now show that two vertices v 1 , v 2 of val(X n ) are adjacent in val(X n ) if and only if the two edges
be the connected component of (V G , F i ) to which vertex u i belongs, and let E i be the set of edges {u i 1 , u i 2 } where u i 1 ∈ V i or u i 2 ∈ V i . The edges {u i 1 , u i 2 } of E i for which one of the end vertices has an index greater than i are called active edges. For the example of Fig. 3 , we have F 6 = {{1, 2}, {1, 3}, {2, 3}, {4, 5}, {4, 6}, {5, 6}}, V 6 = {4, 5, 6}, and E 6 = {{4, 5}, {4, 6}, {5, 6}, {5, 9}, {6, 7}, {6, 9}},where {5, 9}, {6, 7}, and {6, 9} are active edges.
A simple induction on i shows that val(X i ) is the line graph of G i = (V , E i ). Since E n = E G , because G is connected, we finally get that val(X n ) is the line graph of G. Additionally, we will see that a vertex v of val(X i ) is labeled by some label from [k + 1] if and only if edge (v) is an active edge of val(X i ). These vertices v of val(X i ) will be called the active vertices of val(X i ). We will also see that active vertices with the same label are all mutually adjacent in every val(X i ).
Basis: The final relabeling ensures that the active vertices of the graphs G j 1 , . . . , G j m which are not active vertices of val(X i ) get label k + 2. Thus, graph val(X i ) is the line graph of G i .
Since every graph of NLC-width at most k has clique-width at most 2k, Theorem 4 implies that the line graph L(G) of a graph G of tree-width at most k has clique-width at most 2k +4. However, on closer examination of the construction in the proof of Theorem 4 this bound can be improved to 2k + 2.
Theorem 5. The line graph of a partial k-tree (a graph of tree-width at most k) has clique-width at most 2k + 2.
Proof. Consider the NLC-width (k + 2)-expressions X i , 1 i n, defined for a k-tree G with n vertices as in the proof of Theorem 4. A simple induction on i shows that for every NLC-width (k + 2)-expression X i there is an equivalent clique-width (2k + 2)-expression X i . Proof. LetĜ be a partial k-path with n vertices and maximum vertex degree r. Let G be a k-path with the same vertex set asĜ such thatĜ is a subgraph of G. Consider the NLC-width (k + 2)-expressions X i , 1 i n, defined for the line graph of k-path G as in the proof of Theorem 4 in which G is a k-tree. This works in the same way, because a k-path is always a k-tree. Fig. 4 shows a complete example of such a construction for a k-tree G. Note that the proofs of the Theorems 4-6 are all constructive, i.e., a (linear) NLC-width expression and a (linear) clique-width expression can simply be constructed in polynomial time from a given partial k-tree (partial k-path) G, if a tree decomposition (path decomposition) for G is given.
The tree-width of root graphs
It is well known that tree-width and path-width bounded graphs can also be defined by a merging procedure of so-called terminal graphs, which are also called sourced graphs, see also [2] . We will define terminal graphs with edge labels, because this will allow us to define in an easy way the edge labeled root graphs of vertex labeled line graphs.
Let k, l be two positive integers. A k-terminal l-labeled graph is a system
Definition 7.
Let k, l be two positive integers. The class TM k,l of k-terminal l-labeled graphs is recursively defined as follows:
, consisting of two terminals u, v and an edge {u, v} labeled by a is in TM k,l for k 2. (u 1 , . . . , u r ) , and s ∈ [r]. Integer s is also called a decrement. 
An expression built with the operations
• r , • a •, | f , | s , • R ,
and × is called a terminal k, l-expression. The terminal graph defined by a terminal k, l-expression X is denoted by val(X). The class PTM k,l ⊆ TM k,l is the set of k-
terminal l-labeled graphs defined by terminal k, l-expressions where for every H × J operation one of the terminal graphs H or J has no inner vertices. It is easy to see that TM k+1,1 and PTM k+1,1 define exactly the sets of graphs of tree-width at most k and path-width at most k, respectively, see also Fig. 5 . An alternative proof can be found in [2] .
Proposition 8. A graph G=(V G , E G ) has tree-width (path-width) at most k if and only if
) be a tree decomposition for G of width at most k. Consider T as a rooted tree, i.e, choose one node of T to be the root. For a node u of T let T u be the complete subtree of T with root u.
Let H u = (V H u , E H u , P H u , lab H u ) be a terminal graph where all edges are labeled by 1 such that (V H u , E H u ) is the subgraph of G induced by the vertices of X u , and P H u is any but fixed arrangement of all vertices of V H u . Then H u ∈ TM k+1,1 , because it has at most k + 1 terminals an no inner vertices.
Let
be a terminal graph where all edges are labeled by 1 such that (V G u , E G u ) is the subgraph of G induced by the vertices of all X w , w ∈ V T u , and P G u is any but fixed arrangement of all vertices of X u . It is easy to see that every G u is of TM k+1,1 .
(1) For every leaf u of T, terminal graph G u can be defined by G u = (H u )| f , for some bijection f. (2) For every inner node u of T with sons v 1 , . . . , v r the terminal graph G u can be defined by 
) is a path decomposition for G of width at most k, then H u , G u ∈ PTM k+1,1 , because H u has no inner vertices and every inner node u of T has at most one son.
Conversely, every expression that defines a terminal graph 1 ) immediately defines a tree decomposition (path decomposition, respectively) 
of width at most k where V T has a node u such that X u is the set of all terminals of G.
(1) Let G = (V G , E G , P G , lab G ) be a terminal graph with at most k + 1 terminals and no inner vertices. Then
) with V T = {u} and X u = V G is a tree and path decomposition of width k
of width at most k, where X v is the set of all terminals of H, v is a new node not in T , and X v is the set of all terminals of G. If G ∈ PTM k+1 and (X , T ) is a path decomposition for H of width at most k, then (X, T ) is a path decomposition at width most k.
be tree decompositions for H and J, respectively, of width at most k.
is a tree decomposition for (V G , E G ) of width at most k, where X v is the set of all terminals of H and X v is the set of all terminals of J. The set X v is also the set of all terminals of G.
are path decompositions for H and J, respectively, of width at most k. Then J has no inner vertices and at most k +1 terminals. In this case T =({v }, ∅) and X v = V J , and thus (X, T ) is a path decomposition for (V G , E G ) of width at most k.
be a vertex labeled graph, and : E G → V G be a bijection such that (1) for every e 1 , e 2 ∈ E G , e 1 and e 2 have a common vertex if and only if (e 1 ) and (e 2 ) are adjacent in G, and (2) for every e ∈ E G , lab G (e) = lab G ( (e)). Then G is called the labeled line graph of G, and G is called a labeled terminal root graph of G.
The next theorem shows a very tight connection between the tree-width of a graph and the NLC-width of its line graph. 
Theorem 9. For every NLC-width k-expression X that defines a line graph there is a mapping that associates with every subexpression X of X a terminal 4k, k-expression (X ) such that graph val(X ) is the labeled line graph of val( (X )).
Proof. Let us first observe what happens if we insert edges between two vertex labeled line graphs by an NLC-width operation. Let G = (V G , E G , lab G ) be an edge labeled graph with at least two edges. Let G = (V G , E G , lab G ) ∈ NLC k be the vertex labeled line graph of G defined by some bijection :
Every induced subgraph of G defines by bijection a unique subgraph of G where every vertex is incident with at least one edge. Assume G = H× S J for some S ⊆ [k] 2 and two non-empty vertex labeled graphs H and J. Since H and J are induced subgraphs of G, we know that they are line graphs of two subgraphs H and J of G. Since H and J are vertex disjoint, we know that H and J are edge disjoint. Since H and J have at least one vertex, we know that H and J have at least one edge. Assume further that every pair (a, b) ∈ S defines at least one edge between a vertex of H and a vertex of J, otherwise we remove (a, b) from S. If S is non-empty, then in G at least one edge of H has a common vertex with at least one edge of J.
We now show that G can be defined by a vertex disjoint union of H and J and then identifying at most 4k vertices from H with at most 4k vertices from J. A simple example of such a composition H× S J is shown in Fig. 6 .
For a label a ∈ [k] let G a , H a , and J a be the subgraphs G, H, and J, respectively, defined by the edges e (and their end vertices) labeled by a. Let (a, b) ∈ S be a pair of S. Then the operation × S connects every vertex of H labeled by a with every vertex of J labeled by b. Thus, in root graph G every edge from H a has a common vertex with every edge from J b . Let e = {u, v} be any edge from H a . Then every edge from J b either contains vertex u or vertex v. If J b has three or more edges, then at least two of them must have a common vertex. By the same argumentation, if H a has three or more edges then at least two of them must have a common vertex. Thus, H a and J b have at most two connected components. If H a has two connected components, then all edges of every connected component have exactly one common vertex, because an edge from J b can only contain one vertex from every of the two connected components of H a . If H a is connected then it contains no simple path with 6 vertices and no simple cycle with 3 or 5 vertices. The simple path with 6 vertices and the simple cycle with 5 vertices do not contain two non-adjacent vertices u, v such that every edge either contains u or v. The cycle with 3 vertices not even contains two non-adjacent vertices.
This observation leads to a case distinction which divides all subgraphs H a , a ∈ [k], of H into 8 distinct types as illustrated in ... is incident with u or v. The subgraphs H a and J b of our example cannot be of Type 8, because the pair (a, b) is used by operation × S to create at least one edge between H and J, and G = H× S J is the line graph of G. Graphs of Type 1, 2, 3, and 5 have one connected component. Graphs of Type 4 and 6 have two connected components. Graphs of Type 7 have one or two connected components. Every graph of Type 1-7 has at most 4 specific vertices of which some can be in both graphs H a and J b . In Fig. 7 , these specific vertices are framed by squares.
Since the edges of G are labeled by at most k labels, it follows that at most 4k vertices of H are contained in J. That is, at most 4k vertices of H and at most 4k vertices of J have to be identified to define G from a vertex disjoint union of H and J. Graph G itself has also at most 4k vertices which can be identified with other vertices during further composition steps.
This allows us to define for an arbitrary NLC-width k-expression X that defines a line graph a mapping that associates for every subexpression X of X a terminal 4k, k-expression (X ) such that val( (X )) is the edge labeled terminal root graph of val(X ). We call a vertex u of val( (X )) incomplete if it is not yet incident with all edges of val( (X)). A similar result can be shown for linear NLC-width k-expressions and terminal 4k, k-expressions that define the class PTM 4k,k .
Theorem 10. For every linear NLC-width k-expression X that defines a line graph there is a mapping that associates with every subexpression X of X a terminal 4k, k-expression (X ) such that graph val(X ) is the labeled line graph of val( (X )
) and val( (X )) ∈ PTM 4k,k . Since the NLC-width (linear NLC-width) of a graph is always less than or equal to its clique-width (linear cliquewidth, respectively) [25, 23] , Proposition 8 in connection with Theorems 9 and 10 yields the following corollary.
Proof. For a linear NLC-width k-expression
X = X 1 × S X 2 , S ⊆ [k] 2 , either X 1 = • a or X 2 = •
Corollary 11.
(1) If a line graph has NLC-width or clique-width at most k, then its root graph has tree-width at most 4k − 1. 
Line graphs of incidence graphs
The next proposition improves the bound of Theorem 9 for line graphs of incidence graphs.
Proposition 12. For every NLC-width k-expression X that defines a line graph of an incidence graph there is a mapping that associates with every subexpression X of X a terminal 2k, k-expression (X ) such that graph val(X ) is the labeled line graph of val( (X )).
Proof. Let us now observe what happens if we insert edges between two vertex labeled line graphs by an NLC-width operation G = H× S J, S ⊆ [k] 2 where the root graphs G, H, and J of G, H, and J, respectively, are incidence graphs.
The following discussion frequently uses the facts that an incidence graph (and also any subgraph of an incidence graph) has no cycle of length < 6 and that every edge of an incidence graph (and also any edge of a subgraph of an incidence graph) has one end vertex of degree at most 2.
Let again G a , a ∈ [k], be the terminal subgraph of a terminal graph G defined by the edges (and their end vertices) labeled by a. If G a is of Type 2 as defined in Fig. 7 , then only the single vertex of degree two needs to be a terminal of G, because an additional edge between the two vertices of degree one creates a cycle of length 3. If G a is of Type 4, then only two of its four vertices need to be terminals of G, because there is at most one edge in the root graph of G that is adjacent to vertices from G a , otherwise, the root graph of G would have a cycle of length three or four. If G a is of Type 5, then all edges of the root graph of G adjacent to a vertex from G a are already contained in G. Any additional further edge has to get adjacent with all edges from G a , which will result into a cycle of length three or four. Thus, none of the four vertices of G a needs to be a terminal of G. If G a is of Type 6, then at most two vertices of G a need to be terminals of G by the same reason. If G a is of Type 7 then the two specific vertices can be terminals of G. However, if the two specific vertices have a common neighbor, then none of them needs to be a terminal of G. Here again any additional edge adjacent with all edges of G a would then create a cycle of length three.
This discussion shows that every subgraph G a , a ∈ [k], of G can be divided into four types as illustrated in Fig. 8 . Type 4 of Fig. 8 represents all incidence graphs with two non-adjacent vertices u, v and an edge not incident with u or v. If G a is of Type 4, then no vertex of G a needs to be a terminal of G.
A similar argumentation as in the proof of Theorem 9 now shows that for an arbitrary NLC-width k-expression X that defines the line graph of an incidence graph there is a mapping that associates for every subexpression X of X a terminal 2k, k-expression (X ) such that val( (X )) is the edge labeled terminal root graph of val(X ).
Analogously to the proof of Theorem 10 we get the following proposition. We decompose every terminal graph with at least one edge into its terminal edge connected components as follows. Terminal vertices not incident to edges will be ignored, because they will be inserted later when the edges to these vertices are inserted.
(1) Let G = • r . Then G has no terminal edge connected components. (1) If all subgraphs G a , a ∈ [k], of G are of Type 1 of Fig. 8 , then G has at most k edges. Since G is connected, it has at most k + 1 terminals. (2) If all subgraphs G a , a ∈ [k] , of G are of Type 1, 2, or 4 of Fig. 8 , and at least one of these subgraphs is of Type 2 or 4, then G has at least one inner vertex. In this case G has at most k terminals. This is easy to see by the following observation. Order the edges of G in a sequence e 1 , . . . , e m such that every subgraphĜ i of G induced by the vertices of the edges e 1 , . . . , e i for i = 1, . . . , m is connected, and one of the end vertices of the first edge e 1 is an inner vertex. Then the number of vertices ofĜ i , 2 i m, that are terminals in G is the number of labels a ∈ [k] such thatĜ i has an edge from G a . If the label of e i+1 is already an edge label ofĜ i , thenĜ i andĜ i+1 have the same terminals of G. If the label of e i+1 is not an edge label ofĜ i , thenĜ i+1 has at most one additional terminal. (3) If some subgraph G a , a ∈ [k] , of G is of Type 3, then two vertices of G a are terminals of G. These two vertices u a , v a are adjacent in the root graph val(Y ), otherwise they would be complete and thus not terminals of G. We also know that during any further composition these two vertices will get incident only with the missing edge {u a , v a }. We now modify the expression as follows.
