Abstract. We consider existence and stability of dispersion-managed solitons in the two approximations of the periodic nonlinear Schrödinger (NLS) equation: (i) a dynamical system for a Gaussian pulse and (ii) an average integral NLS equation. We apply normal form transformations for finite-dimensional and infinite-dimensional Hamiltonian systems with periodic coefficients. Firstorder corrections to the leading-order averaged Hamiltonian are derived explicitly for both approximations. Bifurcations of soliton solutions and their stability are studied by analysis of critical points of the first-order averaged Hamiltonians. The validity of the averaging procedure is verified and the presence of ground states corresponding to dispersion-managed solitons in the averaged Hamiltonian is established.
The variational Gaussian approximation truncates the periodic NLS equation at a finite-dimensional Hamiltonian system with periodic coefficients. The truncation is performed by integrating the Lagrangian density of the NLS equation over the Gaussian pulse and varying the resulting function with respect to parameters of the Gaussian pulse [7, 8] . Periodic orbits of the nonautonomous Hamiltonian system correspond to stationary DM solitons [9, 10] . In an optimal design of the dispersion map, the evolution length for dispersion variations is much shorter than the lengths of average dispersion and fiber nonlinearity. Within this limit, the nonautonomous Hamiltonian system can be averaged over the map period. The averaging procedure results, at the leading-order approximation, in a planar dynamical system [11, 12] . Existence and stability of DM solitons can be studied by analyzing trajectories on a phase plane near the critical points of the Hamiltonian system [13] . One of the drawbacks of the Gaussian approximation is the lack of information about the error of the averaging procedure.
The asymptotic reduction to an integral NLS equation is also based on averaging of the periodic NLS equation over a short period of the dispersion map [14, 15] . The method is, however, much more general, since the kernel for the averaging transformation is the most general Fourier solution of the linear periodic Schrödinger equation, which includes the Gaussian pulse as a particular case. Stationary DM solitons are approximated by the time pulse solutions of the nonlinear eigenvalue problem associated with the integral NLS equation. The DM soliton solutions have constantly rotating complex phase along the fiber [15, 16] . Only when the integral NLS equation is approximated at the Gaussian pulse [17] , the resulting dynamical system reproduces the same planar Hamiltonian system as in [13] . In the asymptotic reduction method, the integral NLS equation can be viewed as the leading-order term in a set of canonical transformations applied to the periodic NLS equation [18] .
At last, the numerical split-step averaging algorithm is applied to separate the pulse resolution in time and the almost periodic evolution of the pulse along the fiber by averaging the output of the split-step method over many time periods [5, 6] . A single pulse with a preserved value of energy was found to converge to a stationary DM soliton unless various resonances and temporal instabilities resulted in an unpredictable loss of convergence of the numerical algorithm [6, 19] .
We are motivated by a number of averaging methods applied to the periodic NLS equation and by contradictory results on existence and stability of DM solitons found within these methods. In order to justify and clarify these methods, we develop a systematic asymptotic procedure for averaging of the periodic NLS equation, based on normal form transformations. We extend the perturbation expansions to the next order, where the first-order corrections to the leading-order equations are derived. The validity of averaging methods and the errors (accuracy) of the leading-order and firstorder approximations are proved rigorously for a two-step dispersion map. Branches of stationary DM solitons and their stability are analyzed within the averaged equations. This paper is structured as follows. In section 1.2 we describe the physical model, parameters, and normalizations. In section 1.3 we discuss two approximations of DM solitons and summarize the previously known results, together with our main propositions. In sections 2.1-2.4 we study the Gaussian approximation, in combination with the leading and first orders of the averaging method. We find explicitly analytical curves for existence and stability of the DM solitons in this lower-dimensional approximation. In sections 3.1-3.3 we analyze the full PDE problem and prove convergence of the leading and first orders of the averaging method. The existence of ground states is proved in the averaged equation but the analytical curves are implicit in this higher-dimensional approximation. Section 4 describes open problems of analysis beyond the first-order averaging theory.
Model and parameterizations. The NLS equation for optical pulses in dispersion-compensated fibers is
where U (Z, T ) is the electric field envelope of the carrier wave at the operating wavelength λ 0 , while β 2 (Z) and γ 2 (Z) are the fiber dispersion and nonlinearity [1] :
All units in (1.1)-(1.2) have dimensional form, such that D(Z) is the dispersion coefficient measured in ps/(nm × km), c is the speed of light in km/sec, |u| 2 is the light intensity in mW, n 2 is the nonlinear refractive index in (µm)
2 /mW, A eff is the effective fiber area in (µm) 2 , α is the distributive loss coefficient in km −1 , and g(Z) is the periodic amplification. For example, if A eff = 50(µm) 2 , c = 3 10 5 km/sec, λ 0 = 1.5µm, n 2 = 2. The total number of fiber segments is N DM . The amplification map g(Z) is periodic with period L AM , where the ratio L DM /L AM is integer. A typical loss compensation due to erbium-doped fiber amplifiers is (1.3) where N AM is the number of amplifiers over the transmission line:
and the amplifiers compensate the losses exactly. As a result, the fiber nonlinearity γ 2 (Z) is a periodic function with period L AM . We will use throughout the paper the lossless approximation when γ 2 (Z) = γ is constant. The lossless approximation occurs in the limit L AM L DM , when lim LAM→0 Z 0 g(Z )dZ = αZ. This approximation is sufficiently accurate for modeling fibers with distributed (e.g., Raman) amplification or fibers with several amplifiers at the dispersion compensation period L DM [1] . In other cases, our results are still expected to hold qualitatively.
We can rescale variables (Z, T, U ) by introducing characteristic pulse power P 0 in mW, characteristic pulse width T 0 in ps, and characteristic (nonlinear) length
The periodic NLS equation (1.1) in new variables reduces to the dimensionless form [1] ,
The normalized periodic function d(ζ) has the unit period for ζ = z/ and zero average:
where 0 < l < 1 is the ratio of the first fiber leg to the total map period, i.e., l = L 1 /L DM . We assume that the first leg is for the focusing fiber, i.e., D 1 > 0, and the second leg is for the defocusing fiber, i.e., D 2 < 0. As a result, the parameter m is positive, m > 0. The general problem (1.5) has four parameters:
• m (> 0)-the strength of the local (varying) dispersion,
• d 0 -the strength of the average dispersion, • (> 0)-the period of the dispersion map,
• l (0 < l < 1)-the relative length of the focusing fiber leg to the total map period. Parameters m and can be normalized to unity by applying the transformation to the periodic NLS equation (1.5):
where w(ζ, τ ) solves the standardized periodic NLS equation:
Thus, the periodic NLS equation (1.9) depends only on two parameters: l (through d(ζ)) and D 0 .
In this paper, we study a formal asymptotic limit → 0 of solutions u(z, t) of the periodic NLS equation in the form (1.5). This asymptotic limit corresponds to the limit of small solutions w(ζ, τ ) (in a L 2 (R) norm) of the periodic NLS equation in the form (1.9).
1.3. DM solitons and main results on existence and stability. DM solitons can be defined as special solutions of the periodic NLS equation (1.5) in two conventional approximations: (i) Gaussian pulse [7, 8] and (ii) an averaged integral NLS equation [14, 15] . Definition 1.1. A DM soliton is an approximate quasi-periodic solution of the NLS equation (1.5) in the form of the Gaussian pulse with variable coefficients:
The three varying parameters a(z), b(z), and φ(z) are the pulse width, chirp, and the gauge rotation phase, respectively. The constant parameters µ and e are the phase propagation constant and the pulse energy, respectively.
The variational equations are derived by minimizing the Lagrangian density of the periodic NLS equation (1.5) at the Gaussian pulse (1.10) (see, e.g., [22] ). It is then found that the varying parameters a(z) and b(z) satisfy the nonautonomous dynamical system:
The phase parameter φ(z) is coupled with a(z) and b(z) by the nonhomogeneous equation:
The dynamical system (1.12)-(1.13) has been studied numerically under different parameterizations (see reviews [4, 5, 6] ). The system was found to be Hamiltonian [9] , where the phase plane was used for matching trajectories of two autonomous systems derived for the piecewise-constant function d(z). Existence of periodic solutions of (1.12)-(1.13) was recently proved by Kunze [10] . The leading-order averaging system was derived from (1.12)-(1.13) by Turitsyn et al. [11, 12] . A single branch of periodic solutions of the system was found for d 0 ≥ 0, while two branches coexist for d min < d 0 < 0 at any given e [13] . Definition 1.2. DM soliton is a stationary pulse solution of the averaged integral NLS equation: 15) is derived from the periodic NLS equation (1.5) in the limit → 0 by using the asymptotic averaging method explained in section 3. The integral NLS equation (1.15) follows from (3.15) for stationary pulse solutions:
iµz , whereŴ (ω) is real function. Existence of stationary pulse solutions of (1.15) for d 0 > 0 and µ > 0 was proved by Zharnitsky et al. [18] . Recently Kunze proved existence of ground state solutionŝ W (ω) ∈ L 2 (R) for d 0 = 0 and µ > 0 [20] , which was a considerably more difficult problem due to the absence of the gradient term in the Hamiltonian. Numerical results suggest nonexistence of ground state solutions for d 0 < 0 due to resonance of stationary pulses with linear spectrum of the averaged integral NLS equation [13, 21] . Iterations of a numerical method for finding stationary pulse solutions of (1.15) diverge for both branches of the Gaussian pulse solutions, which exist for (1.12)-(1.13) with d min < d 0 < 0 (see details in [21] ). No rigorous results on nonexistence of ground states of (1.15) for d 0 < 0 are yet available. Definitions 1.1 and 1.2 above are commuting in the sense that (i) the system (1.12)-(1.13) can be averaged in the limit → 0 [13] and (ii) the variational Gaussian approximation can be applied to the integral NLS equation (1.15) [17] . Both the reductions result in the same set of equations for an averaged Gaussian pulse. In order to analyze the parameter dependence of DM solitons, we consider the following two equivalent parameterizations.
Suppose there exist periodic solutions of (1.12)-(1.13) or stationary pulse solutions of (1.15). The DM solitons are parameterized as e = f µ (µ; d 0 , l, m, ) , where e = f µ (µ) is a continuous (possibly multibranched) function of µ. Indeed, solutionsŴ (ω) of (1.15) smoothly depend on parameter µ in the domain of their existence, wherê W (ω) ∈ H s (R) with s ≥ 1. Then, the function e = f µ (µ) is defined by (1.11) as a continuous function of µ. If there are several solutions of (1.15) for the same value of µ, the function e = f µ (µ) has several branches for a fixed value of µ. Alternatively, solutions (a(z), b(z)) of (1.12)-(1.13) smoothly depend on e in the domain of their existence. Then, µ is defined by µ
The function e = f µ (µ) is invertible for each branch of solution, where f µ (µ) = 0.
For an alternative parameterization, we define the effective pulse width as
and the minimal pulse width as The discrepancy between the four alternative parameterizations of periodic solutions of (1.12)-(1.13) disappears in the first-order averaging approximation, shown on 
where y is a parameter and the functions g µ (my).
Corollary 1.5. In the limit → 0, the functions e = f s (s), µ = h s (s), and e = f µ (µ) have the form d (ms * ) = 0. Proposition 1.7. In the limit → 0 and m → 0, the functions e = f µ (µ) and s = f µ (µ) have the form
Proof. In the limit m → 0, the integral NLS equation ( 
It is clear from (1.25) Linearized stability of DM solitons in the Gaussian approximation (1.12)-(1.13) was studied by Pelinovsky in the limit → 0 [13] . We extend this analysis in the firstorder averaging theory in section 2 of this paper. Zharnitsky et al. [18] proved that the DM solitons are ground states of the averaged integral NLS equation (1.15) for d 0 > 0. The ground states realize a stable minimum of the Hamiltonian functional. We extend this result for the first-order averaged Hamiltonian in section 3. Open problems for nonexistence of ground states for d 0 < 0 and nonexistence of quasi-periodic solutions of the periodic NLS equation (1.5) are discussed in section 4.
Variational Gaussian approximation.
Here we analyze the dynamical system (1.12)-(1.13) derived in the variational Gaussian approximation. We construct the Hamiltonian structure for the system and develop a systematic averaging procedure based on the theory of canonical transformations in section 2.1. The first-order corrections to the leading-order averaged theory are computed in section 2.2. Existence and stability of critical points of the first-order averaged Hamiltonian are studied in sections 2.3 and 2.4.
The dynamical system (1.12)-(1.13) can be written as a Hamiltonian system in canonical variables (ξ, η):
where d −1 (ζ) is the antiderivative of d(ζ) for ζ = z/ with unit period and mean zero:
For the piecewise-constant approximation d(ζ) in (1.7), the mean-zero antiderivative
The system (1.12)-(1.13) in canonical variables (ξ, η) has a classical Hamiltonian structure:
The decoupled equation (1.14) for the phase parameter φ(z) can be expressed through
There exists a canonical transformation from the Hamiltonian structure (2.4)-(2.5) to the one studied in [9] . The canonical transformation (2.1) and the Hamiltonian (2.5) were first reported by Turitsyn et al. [12] . The Hamiltonian structure (2.4)-(2.5) is more convenient for developing a systematic averaging procedure based on series of canonical transformations in powers of . We will study solutions of the system (2.4)-(2.5) in the domain D + :
Proof. Integrating (1.12) in the canonical variables (2.1), one can find
Since the integrand is never singular, the triangular inequality implies for 0 ≤ z ≤ z 0 that
where
Therefore, the point (η, ξ) never crosses the left boundary of D + at η = 0. Direct integration of (1.12)-(1.13) with the variables (2.1) and similar estimates of the resulting integrals show that |ξ| and η remain bounded in the domain D + for any finite z: 0 ≤ z ≤ z 0 .
Averaging of the periodic Hamiltonian system (2.4)-(2.5).
The periodic Hamiltonian system (2.4)-(2.5) is averaged according to the formalism of normal form transformations [23] . We denote ζ = z/ such that H = H(ξ, η, ζ). In the domain D + defined by (2.7), there exists a near-identity generating function:
where the correction terms F n (x, y, ζ) for 1 ≤ n ≤ (N + 1) are periodic mean-zero functions of ζ:
The generating function F (ξ, y, ζ) defines the near-identical canonical transformation
and takes the Hamiltonian H(ξ, η, ζ) to the form
where H N (x, y) is the N th-order averaged Hamiltonian:
When the remainder term of order of O( N +1 ) is neglected, the new canonical variables (x, y) solve the averaged Hamiltonian dynamical system:
The difference between solutions of the full system (2.4) and the averaged system (2.13) is controlled with the accuracy of O( N +1 ) on the interval 0 ≤ z ≤ z 0 . Convergence and bounds of the normal-form transformations in Hamiltonian systems with fast dependence on time was proved by Neishtadt [24] .
The canonical transformation (2.10)-(2.11) follows from the invariance of the Lagrangian of the system (2.4) [23] :
In the domain D + , the Hamiltonian H(ξ, η, ζ) is a C ∞ function of ξ and η. Then, the generating functions F n (ξ, y, ζ) are C ∞ functions of ξ and y. Provided the asymptotic series (2.8) converges uniformly, there exists 0 such that for 0 ≤ ≤ 0
According to the inverse function theorem, the near-identity transformations (2.10) define classical perturbation series for ξ(x, y, ζ) and η(x, y, ζ) in powers of (see Chapter 2.2(a) in [23] ). Here, ζ is the fast "time" for periodic oscillations of H(ξ, η, z/ ) and z is the slow "time" for averaged dynamics of the new canonical variables (x, y).
For N = 0, the leading-order averaged dynamical system is
where h 0 (x, y) is the leading-order averaged Hamiltonian H 0 (x, y):
The leading-order averaged Hamiltonian can be computed explicitly from (2.3), (2.5), and (2.15) as
The leading-order Hamiltonian h 0 (x, y) does not depend on parameter l. However, the first-order correction term h 1 (x, y) does depend on l in the first-order averaged Hamiltonian H 1 (x, y). H 1 (x, y) . The first-order averaged Hamiltonian can be easily derived from the formalism of the normal form transformations. It follows from (2.8), (2.10), and (2.11) that the first-order correction term F 1 (x, y, ζ) is the periodic mean-zero function of ζ:
First-order averaged Hamiltonian
where {H(x, y, ζ)} −1 is the mean-zero antiderivative of H(x, y, ζ) in ζ; see (2.2). Expanding the near-identity canonical transformations (2.8) and (2.10) in powers of , we define the perturbation series for ξ(x, y, ζ) and η(x, y, ζ):
Similarly, the first-order correction term h 1 (x, y) is found in the form
where we have used (2.9) and (2.18) for the second equality in (2.22). The first-order averaged dynamical system (2.13) then takes the form
A remarkable result is that the first-order correction term h 1 (x, y) vanishes in the case of symmetric maps, when l = 1/2.
Lemma 2.2. When the dispersion map is symmetric, i.e., l = 1/2, then h 1 (x, y) = 0 and F 1 (x, y, 0) = F 1 (x, y, l) = 0. 
c n (x, y) cos(2πnζ), (2.24) where c n (x, y) are some Fourier coefficients. As a result, the first-order correction term F 1 (x, y, ζ) given by (2.18) is computed as the Fourier sine-series:
It is clear that F 1 (x, y, 0) = F 1 (x, y, 1/2) = 0. The first-order correction h 1 (x, y) given by (2.22) is the average of the product of the Fourier cosine-and sine-series, which is zero.
In general case, when l = 1/2, the first-order averaging theory is equivalent to the following result. If 
where C x and C y are some constants. The standard proof of this statement is based on convergence of the perturbation series (2.19)-(2.20) [23] . When the dispersion map is symmetric with equal legs, i.e., l = 1/2, the corrections ξ 1 (x, y, ζ) and η 1 (x, y, ζ) vanish at the points ζ = 0 and ζ = 
This result is related to the Strang's work [25] on symmetrization of the split-step methods for solving PDEs. The quadratic convergence occurs only at the ends of the dispersion map, while it is linear in the interior of the dispersion map. The first-order correction term h 1 (x, y) can be found explicitly by direct compu-tations from (2.3), (2.5), (2.16), (2.18), and (2.22). The explicit formula is
where f 0 (x, y) is defined by (2.17). We confirm from (2.28) that h 1 (x, y) = 0 for l = 1/2. The first-order averaged Hamiltonian H 1 (x, y) is analyzed next for existence and stability of critical points. The critical points of the averaged Hamiltonian correspond to the Gaussian approximation of the DM solitons. Integrating (2.33) over ζ ∈ [0, 1] at the critical point (0, y * ), we define µ as 
Existence of critical points of the first-order averaged
The third equation (1.21) follows from (1.18): 2 ), see (2.1) and (2.19), i.e., a(z) and η(z) have extrema for z * = ζ * . Computing the derivative of F 1 (x, y, ζ) in x for (0, y * , ζ), we find that the maximal value of η 1 (0, y * , ζ * ) occurs at ζ * = l/2 and the continuous functions g (1) s in (1.21) are computed explicitly: 
Stability of critical points of the first-order averaged Hamiltonian.
Linear stability of the critical points (0, y * ) in the first-order averaged system (2.23) is defined by concavity of the quadratic form:
(0,y * )
since the derivative of H 1 (x, y) in x is zero for any (0, y). The critical point (0, y * ) is linearly stable if it corresponds to an extremum of the quadratic form (2.38); the stable critical points are centers on the phase plane (x, y). The critical point is linearly unstable if it corresponds to a saddle point of the quadratic form (2.38). The unstable critical points appear as saddle points on the phase plane (x, y) . It is easy to analyze the linear stability of the critical point (0, y * ) with the help of the function e = f s (s) shown on Figure 1.1(b) (1 + m 2 y 2 ) 3/2 > 0 for any y > 0. Therefore, there exists 0 such that the curvature of H 1 (x, y) is positive in x for 0 ≤ ≤ 0 . Then, the stability criterion is H 1 (0, y * ) > 0, where
where Lemma 2.4 corresponds to Proposition 1.8 for Gaussian pulses in the first-order averaging theory. At the plane (µ, e), the point s = s stab is the point of minimal e, i.e., it is a branching point of the function e = f µ (µ). As a result, for d 0 < 0, the upper branch of the function e = f µ (µ) is linearly unstable, while the lower branch of the function e = f µ (µ) is linearly stable [13] . We compute the phase plane H 1 (x, y) = const of the first-order averaged Hamiltonian from (2.16) and (2.28). The phase plane is shown on with l = 0.1. In the initial-value problem, the energy parameter is constant, taken as E = 2.
For D 0 ≥ 0 there is only one critical point, which is a center (see Figure 2.1(a) ). The trajectories of the dynamical system (2.23) are all closed around the stable center point. This dynamics corresponds to small oscillations of the DM soliton, perturbed by an initial condition. For D 0 < 0, two critical points coexist for the same value of E. The critical point with a larger value of Y * is unstable (saddle point), while that with smaller value of Y * is stable (center) (see Figure 2.1(b) ). The critical point with a larger value of Y * corresponds to a shorter DM soliton. If the shorter soliton is shortened by an initial perturbation, i.e., Y (0) > Y * , it is destroyed, since the trajectory (X, Y ) is unbounded on the phase plane of the first-order averaged system. We speculate that the shorter soliton transforms into chirped quasi-linear waves but this process is beyond the variational Gaussian approximation. Since solutions of (1.12)-(1.13) are bounded in the domain D + for any finite z, the transformation happens over infinite propagation distances z.
In the other case, when the shorter DM soliton is broadened by the initial perturbation, i.e., Y (0) < Y * , the trajectory (X, Y ) is trapped inside the separatrix loop of the center point. In this case, the pulse undertakes large-amplitude oscillations around the stable longer DM soliton, similarly to the case D 0 ≥ 0. Instability of short DM solitons along the lower branch of the (E, S) curve is confirmed in numerical computations [7] .
Reduction to an averaged integral NLS equation.
Here we analyze and extend the integral NLS equation (1.15), derived by means of averaging of the periodic NLS equation (1.5). We develop a formal method of canonical transformations for PDEs in section 3.1. In the leading and first orders in powers of , we prove convergence of the periodic NLS equation 
in the operator form:
The operator T (ζ) for ζ = z/ is a unitary operator with unit period:
whereT is complex conjugate.
Proof. In the Fourier space of t, the operator T (ζ) is a multiplication operator:
where d −1 (ζ) is given by (2.2)-(2.3) andû(ζ, ω) is the Fourier transform of u(ζ, t) in t. The two properties (3.5) follow from the Fourier form (3.6).
Using a linear canonical transformation
we eliminate the fast periodic term from (1.5) and rewrite the Hamiltonian system (3.1) in new canonical variables (v,v),
with the new Hamiltonian H = H(v,v, ζ):
The periodic NLS equation in new variables (v,v) can be written in the operator form:
In the Fourier space of t, the operator equation (3.10) takes the form of a periodic integral NLS equation:
where K ω (ζ) is defined by
The asymptotic reduction of (3.11) to an integral NLS equation is based on averaging of the Hamiltonian (3.9) in ζ [18] . A direct averaging method produces the following leading-order averaged Hamiltonian H 0 (V,V ):
The leading-order averaged Hamiltonian H 0 (V,V ) generates the averaged integral NLS equation in the operator form:
In the Fourier space of t, the integral NLS equation (3.14) takes an explicit form:
where K ω is the average of K ω (ζ) over ζ ∈ [0, 1]. When the antiderivative function d −1 (ζ) is given by (2.3), the kernel K ω is computed explicitly as
The integral equation (3.15) with the kernel (3.16) becomes (1.15) for stationary pulse solutions:V (z, ω) =Ŵ (ω)e iµz . The asymptotic reduction of the periodic NLS equation (1.5) to the averaged integral NLS equation (3.15) was first derived in [14, 15] . Higher-order corrections to the averaged integral NLS equation were considered in [26, 27] with the help of formal Lie transformations. We develop a method of formal canonical transformations for the Hamiltonian H(v,v, ζ) and, in addition, we prove convergence of the averaging procedure at the leading and first orders in powers of .
Averaging of the periodic integral NLS equation (3.11)-(3.12).
The periodic integral NLS equation (3.11)-(3.12) can be averaged with the help of the normal form transformations, formally generalized for infinite-dimensional Hamiltonian systems. In this generalization, the generating functional F (v,V , ζ) replaces the generating function F (ξ, y, ζ) (see (2.8)):
where the correction terms F n (V,V , ζ) for 1 ≤ n ≤ (N + 1) are periodic mean-zero functions of ζ:
The generating functional F (v,V , ζ) defines the near-identical canonical transformationv (3.19) and takes the Hamiltonian H (v,v, ζ) to the form (3.20) where H N (V,V ) is the N th-order averaged Hamiltonian
When the remainder term of order of O( N +1 ) is neglected, the new canonical variables (V,V ) solve the averaged Hamiltonian dynamical system:
The difference between solutions of the full system (3.8) and the averaged system (3.22) is controlled with the accuracy of O( N +1 ) on the interval 0 ≤ z ≤ z 0 . The Lagrangian functional for the system (3.8) is transformed as follows:
If F (V,V , ζ) generatesv and V according to (3.19) , then the Hamiltonian H(v,v, ζ) transforms according to (3.20) . The method of normal form transformations in (3.17)-(3.23) is a formal algorithmic procedure. Still we are able to prove convergence of the first-order averaged theory in a suitable function space; see section 3.2.
The difference between solutions of the averaged integral NLS equation (3.15) and the periodic integral NLS equation (3.11) is defined with the help of the first-order correction F 1 (V,V , ζ) in (3.17). The first-order correction can be found from (3.9), (3.13), and (3.20):
where { * } −1 stands for the mean-zero antiderivative in ζ defined by (2.2). Expanding the near-canonical transformations (3.17) and (3.19) in powers of , we define the perturbation series for v(V,V , ζ):
where Φ(V,V , ζ) is formally computed as
In the Fourier form, Φ(V,V , ζ) is expressed explicitly asΦ ω (V,V , ζ):
With the use of correction Φ(V,V , ζ), the first-order correction term h 1 (V,V ) of the new averaged Hamiltonian is found in the form Proof. If l = 1/2, then the mean-zero antiderivative function d −1 (ζ) is even:
The operatorT ω (ζ) and the kernel K ω (ζ) in (3.6) and (3.12) are even functions of ζ and can be expanded into the Fourier cosine-series, e.g.,
It follows from (3.27 ) that the first-order correctionΦ ω (V,V , ζ) is expanded into the Fourier sine-series:
The integrand of (3.28) contains only the product of the Fourier cosine-and sine-series, which has zero mean.
The first-order averaged Hamiltonian is finally defined as
, where h 0 (V,V ) and h 1 (V,V ) are given by (3.13) and (3.28).
Averaging theorems for the first-order averaged integral NLS equation.
Here we justify the first-order averaging theory for the periodic integral NLS equation (3.10) . In order to shorten notation, we introduce the operator Q(v, ζ) for the cubic nonlinear term in (3.10):
In the operator form,
and the first-order averaged integral NLS equation can be written in the form
where (3.33) and
First, we list some properties of Q and Φ and formulate a local existence result for the first-order averaged integral NLS equation (3.32 
Proof. The first inequality is proven using the well-known property of H s (R) with, e.g., s ≥ 1,
The remaining inequalities (3.36)-(3.40) are obtained by direct application of the first inequality (3.35). 
The local existence for (3.32) with = 0 has been proven in [28] by using the standard application of contraction mapping. In the general case, when = 0, the proof of local existence is similar. First, we rewrite (3.32) in the integral form:
where T 0 (z) is the operator associated with the fundamental solution of the linear Schrödinger equation:
Estimating the difference between two solutions, we obtain
which is a contraction if z 0 is sufficiently small (uniformly in ). Using the standard energy estimates, we also obtain
where C s is a smooth function in both variables, thus implying uniqueness.
For the proof we use first-order averaged Hamiltonian H 1 (V,V ), conserved in z. It is shown in section 3.3 that the Hamiltonian H 1 (V,V ) is bounded uniformly in ∈ [0, 0 ], provided ||V || L 2 is fixed. Therefore, since the Hamiltonian is conserved in z, the gradient term must be bounded:
which implies that ||V (z)|| H 1 is uniformly bounded, thus proving global existence of solutions. Before proving convergence of the first-order averaging theory, we reproduce the leading-order averaging theory from [28] .
Theorem 3.6 (see [28] ). 
We prove the analogous theorem for the first-order averaged integral NLS equation (3.32) . 
Proof. We start with the averaged integral NLS equation (3.32) and use nearidentical transformations to transform it to the periodic integral NLS equation (3.10) .
In the last step we compare the solutions of the transformed and the reduced equations by using Gronwall's inequality. This approach has a technical advantage over the "direct" approach, which starts from the original equation (3.10) and transforms it to the averaged equation (3.32). Indeed, for the periodic equation (3.10) , there is no a priori -independent estimate on the existence interval.
Let us make a transformation V = v 1 − w 1 in (3.32), where v 1 is a new variable and w 1 is a small correction. We formally obtain
We expand the right-hand side of (3.46) as
3.3. Existence and stability of ground states of the first-order averaged Hamiltonian. The first-order averaged Hamiltonian functional H 1 (V,V ) is a constant of motion in the averaged system; therefore its extrema are expected to be stable solutions. Unfortunately, Hamiltonians in such problems are not bounded from either above or below. The way out is to consider a constrained variational problem, since there exists another conserved quantity e defined by (1.11) . We show that the obtained Hamiltonian possesses a constrained minimum for the case d 0 > 0. The constrained minimum implies stability of a stationary pulse in this case.
Let us consider the following minimization problem:
First, we show that the Hamiltonian is bounded from below, P E > −∞, which is a necessary condition for the presence of a smooth minimizer. Note that the Hamiltonian is unbounded from above for d 0 > 0 because of the gradient term in (3.13). Proof. Since the gradient term is positive, we need only to establish the boundedness of the other two terms. The leading-order term h 0 (V,V ) can be bounded by applying Hölder and Strichartz estimates [28] :
where we have used the isometry of T (ζ) in L 2 (R) as well as the Strichartz inequality:
Now we estimate the first-order term h 1 (V,V ) as
The integral of |Φ(V,V , ζ)| 2 in ζ can be estimated from the definition (3.26), rewritten as
where we used the notation
The product |Φ| 2 contains 10 terms, which can be estimated in a straightforward way using Strichartz estimate. We give an example of how to carry out one of these estimates:
The last integral is estimated using the definition of Ψ(ζ, t) and the Strichartz estimate:
. The next step is to verify the subadditivity condition which is necessary for the construction of a converging minimizing sequence [31] . The subadditivity property holds in the case = 0 (see [28] ). Here we show that it also holds for sufficiently small . Lemma 3.10. For any E > 0 there exist 0 > 0 (which may depend on E) such that for any 0 < < 0 any minimizing sequence V n possesses a subsequence V n k satisfying the subadditivity property
Proof. The proof is a simple application of a scaling argument, followed by some estimates using smallness of . Consider a one-parameter family V λ = √ λV with λ ∈ (0, 1); then
Introducing the notation for the Hamiltonian,
where H (2, 4, 6) (V,V ) represent quadratic gradient term, positive quartic term, and the sixth order perturbation term, respectively. The Hamiltonian then scales as follows:
and then
3 ) H (6) = λ(1 − λ)(H (4) + (1 + λ) H (6) ).
Note that for = 0, H λ 1 > λH 1 , which implies the subadditivity P λE > λP E . The latter results in (3.51) for the same E. For sufficiently small , the condition (3.51) is expected to hold since H (6) is uniformly bounded. Indeed, if we fix E > 0, then for = 0 the infimum is negative, P 0 E < 0, as shown in [28] . For positive , the infimum cannot change by more than C we achieve the subadditivity condition for the minimizing sequence.
We will also use lemma on localization from [28] . The lemma says that finite energy cannot propagate too far in the linear Schrödinger equation if the initial data are sufficiently smooth. Now, we are ready to establish the convergence of a minimizing sequence. The two results above make the convergence proof straightforward and very similar to the one with = 0; see [28] . Therefore, we sketch only the proof of the main result, providing details only when they are different from the case = 0. 
Conclusion.
We have studied existence and stability of dispersion-managed (DM) solitons for the periodic NLS equation. We defined the DM solitons either as periodic solutions of a low-dimensional system for parameters of a Gaussian pulse or as stationary pulse solutions of the averaged integral NLS equation. In both cases, we have found and analyzed the first-order averaged Hamiltonian. Some open problems appear beyond this analysis and are worth mentioning here.
First, it is a conjecture that DM solitons do not exist as quasi-periodic solutions of the periodic NLS equation (1.5), contrary to the approximating Gaussian pulses. Recent work of Yang and Kath [19] discusses parametric resonances between localized pulses and linear Bloch waves associated with the varying dispersion d(z). Asymptotic and numerical analysis confirmed that the quasi-periodic pulses produce nonlocalized radiation tails, which escape the localized region to infinity [19] . The radiation tail is exponentially small in the limit → 0, i.e., it appears beyond any asymptotic expansion in powers of . In our analysis, all the resonant terms are removed from the leading and first order of the asymptotic series. As a result, the quasi-periodic pulses exist in the averaged integral NLS equation (3.32), at least for d 0 > 0.
Second, the first-order constrained Hamiltonian H 1 (V,V ) was shown to possess a constrained minimum only for d 0 > 0. With the use of the new work by Kunze [20] , the constrained minimum can be shown to exist for d 0 = 0. However, it is impossible to prove whether or not a local extremum of the averaged Hamiltonian exists for d 0 < 0 even in the limit → 0. Indeed, the operator µ − 1 2 d 0 ∂ tt is not positivedefinite for µ > 0 and d 0 < 0, and a strong resonance occurs between spectra of a localized pulse and linear waves. As a result, the Hamiltonian functional H 1 (V,V ) is unbounded from below even for the constrained problem (3.49).
Two branches of Gaussian pulse solutions exist for d 0 < 0: one is stable and the other one is unstable in the propagation in z. However, iterations of a numerical method quickly diverge for the branch of unstable Gaussian pulses [13] and slowly diverge for the branch of stable Gaussian pulses [21] . Rigorous analysis of existence or nonexistence of stationary solutions of the problem (3.56) with d 0 < 0 is not completed yet.
Finally, the higher-order averaged Hamiltonian can be found and analyzed for the case d 0 > 0 in a similar manner. However, the constrained minimization procedure fails already for the second-order Hamiltonian, which has a correction H (8) (V,V ) that contains eight powers of V andV . Because of such higher-order nonlinearity, the correction H (8) (V,V ) is not be bounded from below by the Strichartz estimate (3.50). Therefore, higher-order averaged equations become less useful for analysis.
