Abstract. We use the method of Shintani, as developed by Taniguchi and Thorne, to prove the quantitative equidistribution of the shape of cubic fields when the fields are ordered by discriminant.
Introduction
A degree n number field K/Q has r 1 real and r 2 complex embeddings, n = r 1 + 2r 2 . Let the real embeddings be σ 1 , ..., σ r 1 : K → R and the complex embeddings be σ r 1 +1 , ..., σ r 1 +r 2 : K → C. The canonical embedding (1.1) σ(x) = (σ 1 (x), ..., σ r 1 +r 2 (x)) ∈ R r 1 × C r 2
is an injective ring homomorphism. Identify C as a 2-dimensional R vector space. With this identification, the ring of integers O ⊂ K is an n-dimensional lattice in R n under the mapping (1.2) x → (σ 1 (x), ..., σ r 1 (x), Re σ r 1 +1 (x), Im σ r 1 +1 (x), ..., Re σ r 1 +r 2 (x), Im σ r 1 +r 2 (x)) with covolume where D = D(K) is the field discriminant. An old theorem of Hermite states that there are only finitely many number fields of a given discriminant. Thus it is natural to ask, when number fields of a fixed degree are ordered by growing discriminant, how is the ring of integers distributed as a lattice? Note that, as σ (1) is present in the embedding for all K, σ(O) has always a short vector in this direction, relative to the volume. Thus define the lattice shape Λ K to be the (n − 1) dimensional orthogonal projection in the space orthogonal to σ(1), rescaled to have volume 1. In the case of S n fields of degree n = 3 and n = 3, 4, 5 Terr [17] and Bhargava and Harron [3] prove that the shape of Λ K becomes equidistributed in the space (1.4) S n−1 := GL n−1 (Z)\GL n−1 (R)/GO n−1 (R) with respect to the induced probability Haar measure. Their arguments use the geometry of numbers and obtain only the asymptotic equidistribution. A natural basis of functions in which to study equidistribution on the larger quotient (1.5) Λ n−1 = SL n−1 (Z)\SL n−1 (R) consist in joint eigenfunctions of the Casimir operator and its p-adic analogues, the Hecke operators. Thus in the case n = 3 the space SL 2 (Z)\SL 2 (R) may be decomposed spectrally into the constant function, cusp forms, and Eisenstein series. Our main result obtains quantitative cuspidal equidistribution of the shape of cubic fields when the fields are ordered by increasing size of discriminant. In doing so, we identify Λ K with a point x K in the homogeneous space SL 2 (Z)\SL 2 (R) by choosing a base-point, which is specified explicitly below. φ(Λ K )F ± Disc(K) X ≪ φ X 3 4 +ǫ .
This bound should be compared to the number of cubic fields with discriminant of size at most X, which is of order X. Besides the significant cancellation exhibited in our theorem, the advantage of the method is obtaining the equidistribution of a further angle of the lattice when oriented in R 3 relative to σ(1). A further advantage of the method is that it appears to extend to treat the joint cuspidal equidistribution of the shape of quartic fields paired with the cubic resolvent, extending work of Yukie [20] . We intend to return to this topic in a forthcoming publication.
1.1. Discussion of method. Shintani [15] and Shintani and Sato [16] introduce zeta functions enumerating integral orbits in prehomogeneous vector spaces, proving meromorphic continuation and functional equations. Taniguchi and Thorne [18] , [19] use Shintani's zeta function in the case of binary cubic forms together with a sieve to give the best known error terms in the counting function of cubic fields ordered by discriminant. In [8] the author modified this construction in the case of binary cubic forms, by introducing an automorphic form evaluated at a representative of each orbit. In proving Theorem 1 we combine the construction of [8] with the methods of [19] , along with an argument related to the approximate functional equation from the theory of L-functions.
Notation and conventions. We use the following conventions regarding groups.
with group elements
Haar measure is normalized by setting, for f ∈ L 1 (G 1 ),
We abbreviate contour integrals 1 2πi´c +i∞ c−i∞ F (z)dz =¸R e(z)=c F (z)dz. Denote e(x) the additive character e 2πix .
Cubic rings and binary cubic forms
A cubic ring R over Z is a rank 3 Z module equipped with a ring multiplication. A set of generators 1, ω, θ for a cubic ring R is said to be normalized if their multiplication law satisfies, for some integers ℓ, m, n, a, b, c, d, ωθ = n (2.1)
see [1] . A basis for R may be reduced to a normalized basis by choosing representatives for ω and θ modulo Z. GL 2 (Z) acts on cubic rings over Z by forming linear combinations of the generators ω, θ , then renormalizing. An integral binary cubic form is a form f (x, y) = ax 3 + bx 2 y + cxy 2 + dy 3 with (a, b, c, d) ∈ Z 4 . GL 2 (Z) acts on the space of integral binary cubic forms by forming linear combinations of x and y.
Gan, Gross and Savin [7] , extending earlier work of Delone and Fadeev [6] , proved the following parameterization of cubic rings over Z. 
Moreover, the discriminant of f and R(f ) are equal.
In the correspondence, irreducible binary cubic forms correspond to orders in cubic fields.
G R acts naturally on the space
of real binary cubic forms via, for f ∈ V R and g ∈ G R ,
The discriminant D, which is a homogeneous polynomial of degree four on V R , is a relative invariant:
The dual space of V R is identified with V R via the alternating pairing
Let τ be the map V R → V R carrying each basis vector to its dual basis vector; the discriminantD on the dual space is normalized such that τ is discriminant preserving.
There is an involution ι on G R given by (2.6)
This satisfies, for all g ∈ G R , x ∈ V R , y ∈V R ,
Given f ∈ L 1 (V R ) one has the Fourier transformŝ
The set of forms of zero discriminant are called the singular set, S. The non-singular forms split into spaces V + and V − of positive and negative discriminant. The space V + is a single G + orbit with representative
, 0 , which has discriminant 1 and stability group I x + of order 3. V − is also a single G + orbit with representative
, 0 with discriminant −1 and trivial stabilizer. Set (2.10)
The singular set is the disjoint union
The stability group for the action of G 1 on w 1 is trivial I w 1 = {1}, while on w 2 it is (2.12)
Over Z, the space of integral forms is a lattice L. For each m = 0 the set L m of integral forms of discriminant m split into a finite number h(m) of SL 2 (Z) orbits. h(m) is called the class number of binary cubic forms of discriminant m. With respect to the alternating pairing, the dual latticeL of L is given by forms
with middle coefficients divisible by 3. The class number of dual forms of discriminant m, also finite, is indicatedĥ(m). For m = 0,L 0 is the disjoint union
The forms of positive discriminant break into two classes, the first of which have stability group in Γ which is trivial, and the second having stability group of order 3.
For
are representatives for the h(m) classes of binary cubic forms of discriminant m, similarly {x i,m } 1≤i≤ĥ(m) a system of representatives for the classes of dual forms. Note that this system is defined up to GL 2 (Z) acting on the left. Set Γ(i, m) < Γ the stability group of x i,m , similarlyΓ(i, m).
2.1.
Estimates regarding the q-non-maximal set. We say that a cubic ring is maximal if it is not a proper subring of another cubic ring. This is a property which may be checked locally. We say that a cubic ring R is maximal at p if R ⊗ Z p is maximal as a cubic ring over Z p , a condition which is determined by congruences modulo p 2 . Let Φ p be the indicator function of a ∈ V p 2 = (Z/p 2 Z) 4 such that the binary cubic form a corresponds to a non-maximal cubic ring. Note that this function is constant on SL 2 (Z) orbits. Define the Fourier transform of Φ p by,
The Fourier transform of Φ p has been explicitly determined depending on the factorization type of the discriminant P at b in Z/p 2 Z in [18] . Extend Φ p to Φ q where q is square-free multiplicatively. We quote the following consequence from [19] . 
The following explicit evaluation ofΦ p (x) appears as Lemma 3.3 of [19] . Note that the content of a binary cubic form is greatest common divisor of its coefficients.
Lemma 2.19. Let p > 3 be a prime. The functionΦ p (x) satisfies the following
•
• (Divisible by
In the case of content p, some further detail is given in Theorem 6.3 of [18] .
where the type refers to the factorization type of b ′ .
In particular we have the evaluationŝ
Background regarding automorphic forms on GL 2
The space of mean-zero functions
and where L 2 Eis (Γ\G) is spanned by the incomplete Eisenstein series. 3.1. The cuspidal spectrum. We follow the discussion of [13] . Let π be an infinite dimensional unitary irreducible representation of SL 2 (R) in a Hilbert space H , which factors through PSL 2 (R), and let H (K) be the K-finite vectors in H . Then H (K) is spanned by orthogonal one dimensional subspaces H n , n even, transforming under K on the right by the character of degree n, the K-type. These H n consist of smooth vectors and may be chosen to be joint eigenfunctions of the Casimir operator and of the Hecke algebra.
Let H n = Cφ n . For some parameter s, one has the action of the Lie algebra given by
and E ± = H ± iV . The classification now breaks into two cases.
(1) (Maass case) There is a K-invariant vector φ 0 , which is called the minimal vector. In this case, s ∈ iR and there is no highest or lowest K-type, so (3.6)
(2) (Holomorphic case) When H has a lowest K-type m 0 one has m 0 > 0. In this case, s = m 0 − 1 and
One has (3.8)
φ m 0 is called the lowest weight vector, or minimal vector. When H has a highest K-type m 0 one has m 0 < 0 even. In this case, s = −m 0 − 1 and
Now φ m 0 is called the highest weight or minimal vector.
We extend the automorphic form φ to a function on G + by requiring that φ be invariant under scaling by the determinant. Since all of the forms which we work with have even K-type, it follows that
t and thus φ(g −1 ) = φ(g t ).
3.1.1. Upper half plane model. The representation spaces of K-type k can be realized as automorphic functions of weight k on the upper half plane H, f : H → C, which satisfy the automorphy relation under fractional linear transformations given by
with an exponential decay condition in the cusp. To realize the weight k holomorphic cusp forms in this model, multiply by y 
(4πy)e(±x) is an eigenfunction of ∆ k with eigenvalue λ = s(1 − s).
A weight k Hecke-eigen-cusp-form φ of eigenvalue λ = s(1 − s) has a Fourier expansion
(4π|n|y)e(nx).
In the case k = 0, W is expressed in terms of the K-Bessel function by
For consistency with the weight zero case, we define
so that the Fourier development may be written in general
(2π|n|y)e(nx).
The feature ofǨ which we will need is that, in Re(s) > 0 it's Mellin transform
is holomorphic and in vertical strips decays faster than the inverse of any polynomial. Assume that φ is Hecke-normalized, so that ρ φ (1) = 1. Then the Fourier coefficients satisfy the Hecke multiplicativity relation
It follows that there is a C > 1 such that, for all primes p,
The Ramanujan conjecture states that |ρ φ (p)| ≤ 2 for primes p. This is known in the holomorphic case by work of Deligne [5] . In the Maass case, the best bound is |ρ φ (n)| ≪ ǫ n 7 64
+ǫ due to Kim and Sarnak [12] . The bound n≤X |ρ φ (n)| 2 ≪ ǫ X 1+ǫ follows from Rankin-Selberg theory.
In the upper half plane model the raising and lowering operators are given by
K k takes forms of weight k to weight k + 2, Λ k takes forms of weight k to weight k − 2. These satisfy
These operate on the Fourier expansion via
In the upper half plane model, the L 2 (Γ\G 1 ) inner product is given by the Petersson inner product
Lemma 3.27. Let φ be a weight k Hecke-eigen-cusp form of Casimir eigenvalue λ. There is a function M(k, λ) depending only on k and λ, such that
Moreover,
Proof. Given f and g of weight k and common Casimir eigenvalue λ, one has
see [13] . In the case that φ is a weight k holomorphic cusp form, (see [10] , p.251)
and it is known that k −ǫ ≪ L(1, sym 2 φ) ≪ k ǫ . In the case that φ is a weight 0 Maass form of eigenvalue λ = 1 4 + t 2 , we have
and, again, t −ǫ ≪ L(1, sym 2 φ) ≪ t ǫ . See [9] . The general claim now follows on applying the raising operator.
Point pair invariants.
Given elements g, h of a group, write the conjugation g h = h −1 gh. Let f be a function on SL 2 (R) which is conjugation invariant. We suppose f to be compactly supported on the conjugacy class of the group A. As a left convolution kernel, f may be interpreted as an integration kernel K f (z, w) on the upper half plane H which depends only upon the hyperbolic distance, a point-pair invariant, see [14] . These operators commute with translation and hence with the action of the Lie algebra. To check this, let L h denote left translation by h and calculate
In particular, if φ is an eigenfunction of the Casimir operators and Hecke operators, which may be written as convolution operators, convolution with f preserves the eigenvalues. Also, the right K-type is trivially preserved. Thus, by multiplicity 1, convolution by f acts by multiplication by a scalar on these functions. We denote the scalar Λ f,φ . For a discussion of the determination of this scalar, see e.g. Section 1.8 of [11] .
The orbital integral representation
Let f ± be a function supported on either V + or V − . We assume that f takes the form
and f D is a function on R which depends only on the discriminant. Thus, for x ∈ V ± ,
We assume that f is smooth and compactly supported. As a result, the Fourier transform f is Schwarz class. Let φ be an automorphic form on PSL 2 (Z)\PSL 2 (R) of Casimir eigenvalue λ, and define the orbital L-function
where χ(g) = (det g) 6 . Similarly, for square-free q define the q-non-maximal orbital L-function by
Introduce the twisted Shintani L -functions, defined for Re(s) > 5 by
These functions are well-defined, since Φ q is Γ-invariant. The twisted L -functions may be recovered from the orbital representation as follows. 
dλ λ which gives the claimed formula. The proof in the case of Z − is similar.
The Poisson summation formula permits the representation
Introduce the truncated orbital functions
and the singular part
Splitting the integral at χ(g) = 1 and applying Poisson summation on the part with χ(g) ≤ 1 obtains the following split functional equation.
Lemma 4.11 (Split functional equation). We have
Note that Z ±,+ q andẐ ±,+ q are holomorphic.
Treatment of the singular integral
We now check that the split functional equation gives the holomorphic continuation of the singular part of the orbital integral to all of C and study the q-dependence. This section closely follows [8] , but note that by enforcing that f | S = 0 we only consider the contribution fromf . In addition to our previous assumptions, we now assume that
for a fixed A sufficient to gain convergence, although we will eventually takef Schwarz class. We assume that φ is a Hecke-eigen cusp form of right-K-type 2k.
Proof. As in Lemma 2.10 of [15] , write g ∈ S 1 2 as k θ a t n u = c(g)a t where c(g) = k θ a t n u a1 t and note that, as g varies in S 1
2
, c(g) varies in a compact set. Hence, by compactness,
Since we restrict to x outside the singular set, for each such x = (x 1 , x 2 , x 3 , x 4 ), at least one of x 1 , x 2 is non-zero. Since
The object of interest is
Note that there is not a question of convergence when φ is a cusp form due to the exponential decay. Recall the decomposition
Note that the contribution from {0} to (5.9) is 0, since φ is orthogonal to the constant function. Let
Lemma 5.12. Let φ be a cusp form, of right K-type 2k, which is an eigenfunction of the Hecke algebra. We have
Proof. Unfold the integral and sum to write (5.14) Θ
(1)
The integral vanishes by integrating in the parabolic direction, Since the point (0, 0, 0, x) is invariant under action by N and φ(g −1 ) has no constant term.
For ε = ± let
In [8] , Lemma 6 it is verified thatĜ ε φ (x) is holomorphic in x > − 1 4 . The Archimedean counterpart toĜ is for ε 1 , ε 2 = ±,
This function is holomorphic in Re(w 1 + 3w 2 ) > 1, Re(w 2 ) < 1.
Lemma 5.17. For (q, 6) = 1 squarefree,
Proof. We havê
Following Shintani p.180 top, (note that there is no constant term contribution compared to the Eisenstein series case there)
2 )e(εℓt 3 u)dutdt.
Take Mellin transforms in both variables inf 2k to obtain
We can now evaluate
Note that, by shifting the w 1 contour rightward, we obtain the holomorphic continuation of Z ±,0 q in s.
Estimate for the main integral
Let F be the smooth function of the theorem and define
with the * restricting summation to classes which are maximal at all primes p.
Lemma 6.2. Let φ be a cusp-form. We have
Proof. By the Delone-Faddeev correspondence the sum in (6.1) counts fields of degree at most 3. S 3 cubic fields are counted with weight 2, while cyclic cubic fields are counted with weight 2 3 , quadratic fields are counted with weight 1 and Q is counted with weight Going forward we handle just the sum over positive m, the negative part being treated similarly. By inclusion-exclusion,
By Lemma 3.4 of [19] the tail of the sieve is bounded by, for any Q > 1, for all ǫ > 0,
Write, in Re(s) > 0,
for the Mellin transform. Since F is smooth and of compact support,F (s) is entire. We now further stipulate that in Re s > 0,
This may be accomplished by setting f D by twice applying the operator
The part of the sum in q ≤ Q may be expressed, by Mellin inversion, as . The s contour may now be shifted to Re(s) = The sum over m is finite due to the compact support of f , hence the sum over Q is bounded, also.
Lemma 6.14. We have the bound, for any ǫ > 0, to obtain ≪ f X ǫ q≤Q q ≪ Q 2 X ǫ .
Choose Q = X 1 3 to optimize the error terms. The dominant error term is from the singular integral, of size X 3 4 +ǫ .
