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Abstract
We define C∗-algebras on a Fock space such that the Hamiltonians of quantum field models with positive
mass are affiliated to them. We describe the quotient of such algebras with respect to the ideal of com-
pact operators and deduce consequences in the spectral theory of these Hamiltonians: we compute their
essential spectrum and give a systematic procedure for proving the Mourre estimate.
Contents
1 Introduction 2
2 Bosonic Fock space 6
3 The algebras F (O) 10
4 A (H) and its canonical endomorphism 16
5 Canonical morphism of F (O) 19
6 The fermionic case 23
7 Self-adjoint operators affiliated to F (O) 27
8 Mourre estimate for operators affiliated to F (O) 32
9 Lagrangian subspaces of H and QFH (P (ϕ)2 model) 37
∗CNRS (UMR 8088) and Department of Mathematics, University of Cergy-Pontoise, 2 avenue Adolphe Chauvin, 95302 Cergy-
Pontoise Cedex, France. E-mail address: vlad@math.cnrs.fr
1
10 Coupling of systems and Pauli-Fierz model 39
11 Systems with a particle number cutoff 45
References 47
1 Introduction
This paper is motivated and related to the work on the spectral and scattering theory of quantum field models
initiated in [HS, Ge1] and further developed in [DeG1, DeG2, DJ]. Our purpose is to show that abstract C∗-
algebra techniques allow one to obtain in this context quite general results in a rather simple and systematic
way which avoids ad-hoc and intricate constructions. We use ideas introduced in [BG1, BG3] in the context
of the N -body problem and in a more general setting in [GI1]. The main point of this approach is that
understanding the quotient of a C∗-algebra with respect to the ideal of compact operators† gives a lot of
information relevant to the spectral analysis of the operators affiliated to the algebra. In [GI1, GI2] the
relevant C∗-algebras are generated by a set of “elementary” Hamiltonians specific to a certain physical
situation. The “real” Hamiltonians are then the self-adjoint operators affiliated to the algebra. We adopt here
the same strategy.
In order to avoid any misunderstanding we emphasize that the topics considered in this paper are quite far
from the theory of relativistic quantum fields. As in the references quoted above (and in the Reference
section) our results are relevant only for quantum field models with a spatial cutoff and living in a Fock
space (hopefully this last restriction will be removed in the near future). On the other hand, our approach
clearly covers many physically interesting models of the many-body theory, our focus being on the study of
systems with an infinite number of degrees of freedom and without particle number conservation.
Our results on the spectral analysis of quantum field Hamiltonians (QFH) are consequences of the theorem
stated below‡. LetH be a complex Hilbert space and let Γ(H) be the symmetric or antisymmetric Fock space
over H. The field operators φ(u) and the Segal operators Γ(A) are defined as usual. If U = (u1, . . . , un)
belongs to the Cartesian power Hn we set φ(U) = φ(u1) . . . φ(un); in the case n = 0 this is interpreted as
φ(∅) = 1Γ(H). If ‖A‖ < 1 then φ(U)Γ(A) is a well defined bounded operator. Let K (H) be the space of
all compact operators on Γ(H).
Theorem 1.1 Let O be an abelian C∗-algebra on H such that its strong closure does not contain finite
rank projections. Let F (O) ⊂ B(Γ(H)) be the C∗-algebra generated by the operators φ(U)Γ(A) with U
as above and A ∈ O with ‖A‖ < 1. Then there is a unique morphism P : F (O) → O ⊗ F (O) such
that P [φ(U)Γ(A)] = A ⊗ [φ(U)Γ(A)] for all U,A. We have kerP = K (H), which defines a canonical
embedding
F (O)/K (H) →֒ O ⊗F (O). (1.1)
This statement has the advantage that it is simple and covers both the bosonic and fermionic cases. Alter-
native, technically more convenient, versions of Theorem 1.1 are Theorem 5.4 (see also Lemma 5.11) and
† More general ideals also play a roˆle, cf. [BG1, BG3, ABG].
‡ In this introduction we shall freely use notions, notations and terminology which are defined in precise terms in the body of the
paper, see especially Sections 2, 6 and 7.
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Theorem 6.2. Instead of working separately with the Bose and Fermi case one may consider a supersym-
metric (or Z2-graded) Hilbert space H as in [De] which gives a unified approach to the subject. Since this
requires more preliminary developments, and since one gets the same result by taking a tensor product of
the bosonic and fermionic Fock space, we did not present this version.
In spite of the simplicity of its statement, Theorem 1.1 has important consequence in the spectral theory of
QFH: it immediately gives a description of the essential spectrum of these Hamiltonians and also gives a
systematic and simple way of proving the Mourre estimate for them with conjugate operators of the form
A = dΓ(a). Such an estimate allows one to prove absence of singular continuous spectrum and is an
important step in the proof of asymptotic completeness, cf. [DeG1, DeG2, Am1, Am2].
The first difficulty one meets in the algebraic approach we use is the isolation of the correct “algebra of
energy observables”, in the terminology of [GI1, GI2]. In fact, if the algebra we start with is too large,
then its quotient with respect to the compacts will probably be too complicated to be useful. On the other
hand, we cannot choose it too small because then physically relevant Hamiltonians will not be affiliated to
it. Since we have chosen the algebras F (O) in such a way that general classes of QFH are self-adjoint
operators affiliated to them, it seems to as quite remarkable that the description of the quotient given in (1.1)
is so simple.
One can also give a priori justifications of the choice of F (O), we describe two of them below. First, the
algebra F (O) can be obtained by a procedure completely analogous to that used in [GI1] in the setting of
quantum systems with a finite number of degrees of freedom. We interpret H as the one particle Hilbert
space and O as the C∗-algebra generated by the one particle kinetic energy Hamiltonians†. We take as
algebra of kinetic energy observables of the field Γ(O) = C∗(Γ(A) |A ∈ O, ‖A‖ < 1), because this is the
C∗-algebra generated by the operators of the form dΓ(h) with h a self-adjoint operator operator affiliated to
O with inf h = m > 0 (in this paper we restrict ourselves to the case of particles with strictly positive mass).
Now we have to decide what kind of interactions we take into account. It is characteristic to quantum fields
that the interaction term is some kind of generalized polynomial in the field operators. In the fermionic case
we define the “algebra of elementary interactions” F (H) as the C∗-algebra generated by polynomials in the
field operators. Since in the bosonic case the field operators are not bounded, we define F (H) in this case
as the C∗-algebra generated by operators of the form
∫
E
eiφ(u)f(u)dEu, where E is a finite dimensional
vector subspace of H, dEu is the measure associated to the Euclidean structure we have on E, and f is an
integrable function on E. Finally, the algebra of energy observables of the field should be the norm closed
linear space of operators on Γ(H) generated by the products FS with F ∈ F (H) and S ∈ Γ(O). It is easy
to see that this is exactly F (O).
A second characterization of the algebra F (O) is physically more satisfactory. Let us call elementary
quantum field Hamiltonian of type O a self-adjoint operator of the form H = dΓ(h) + V , where h is a self-
adjoint operator on H affiliated to O such that h ≥ m for some real m > 0 and V ∈ F (H) is a symmetric
operator. This seems to be the smallest class of self-adjoint operators which may naturally be thought as
QFH. But F (O) is just the C∗-algebra generated by these QFH (Proposition 3.10).
On the other hand, the condition which characterizes P in Theorem 1.1 can be stated in the following
equivalent form: P(H) = h ⊗ 1Γ(H) + 1H ⊗ H for each elementary QFH (Proposition 5.10 and Lemma
5.11). But this relation has a simple physical interpretation: it says that by taking the quotient with respect
to the compacts one gets the Hamiltonian of the system consisting of a free particle with kinetic energy h
† We assume here that O acts non-degenerately onH, the only situation of physical interest. The model one should always have in
mind is H = L2(X) with X a locally compact abelian group, the configuration space of the particle, and O = C0(X∗), the algebra
of continuous, convergent to zero at infinity, functions of the momentum operator.
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and of the initial field (the interaction between them being cutoff). So one particle has been pull out from the
field without modifying the Hamiltonian of the field, which is possible because it consists of a (potentially)
infinite number of particles.
As we said above, the embedding (1.1) has interesting consequences in the spectral analysis of the self-
adjoint operators affiliated to F (O). Thus it is important to show that physically realistic QFH belong to
this class and this is not at all obvious because the elementary QFH which generate the algebra are just toy
models, they only look like real QFH. In Section 7 we give several general criteria for an operator to be
affiliated to F (O) which show that the class of affiliated Hamiltonians is large. As an application, we point
out in Section 9 an abstract class of operators affiliated to F (O) which covers the Hamiltonian of the P (ϕ)2
model with a spatial cutoff. In Section 10, where we show how to treat coupled systems in our framework,
we prove that massive Pauli-Fierz Hamiltonians are affiliated to F (O) ⊗ K(L ) (L is the Hilbert space
of the confined system) and deduce the location of their essential spectrum and the Mourre estimate under
conditions on the form factor weaker than usual (see assumption (PF) 42).
We shall describe now in colloquial terms the kind of results we get concerning the spectral properties of the
operators affiliated to F (O) (precise statements and details are in Sections 7, 8 and 10). In what concerns
the essential spectrum, the following is an immediate consequence of (1.1): if H is a self-adjoint operator
affiliated to F (O) then
σess(H) = σ(P(H)). (1.2)
Here H˜ ≡ P(H) is a self-adjoint operator† on H ⊗ Γ(H) affiliated to O ⊗ F (O). If X is the spectrum
of the abelian algebra O then O ⊗ F (O) ∼= C0(X ;F (O)) and H˜ is identified with a continuous family
{H˜(x)}x∈X of self-adjoint operators on Γ(H) affiliated to F (O). Then (1.2) can be written as:
σess(H) =
⋃
x∈X σ(H˜(x)). (1.3)
The Hamiltonians of the quantum field models usually considered in the literature are, however, much more
specific than just affiliated to F (O): they are bounded from below and have the property that there is a
self-adjoint operator h affiliated to O with h ≥ m > 0 such that P(H) = h ⊗ 1Γ(H) + 1H ⊗ H . We call
such QFH standard (Definition 7.7). The simplest standard QFH are the elementary ones, but the class is
much larger, for example the P (ϕ)2 and Pauli-Fierz models as well as the fermionic models considered in
[Am1, Am2] belong to this class. Now for a standard H we clearly have:
σess(H) = σ(h) + σ(H). (1.4)
This formula covers the models treated in [DeG1, DeG2, DJ, Am1, Am2] (in historical order). The version
(11.9) for systems with a particle number cutoff covers the spin-boson model [HS, Ge1].
We then study the Mourre estimate for standard QFH (in this case the result is quite explicit, but more
general situations may be treated, see Remark 8.10). As in [BFS, BFSS, DeG1, DeG2, Sk] we consider
only conjugate operators of the form A = dΓ(a) where a is a self-adjoint operator on H. We assume
e−itaOeita = O for all real t and that t 7→ e−itaSeita is norm continuous if S ∈ O (these conditions are
easy to check in applications). Moreover, H and h must satisfy usual regularity conditions with respect to
A and a respectively (see Theorem 8.6). Finally, the commutator [h, ia] must satisfy a weak local positivity
condition (this is assumption ρah ≥ 0 in Theorem 8.6), namely:
for each real λ and δ > 0 there is ε > 0 such that Eh(λ, ε)[h, ia]Eh(λ, ε) ≥ −δEh(λ, ε) (1.5)
† Or, in very singular situations that do not concern us here, a slightly more general object, since its domain could be not dense.
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where Eh(λ, ε) is the spectral projection of h associated to the interval [λ− ε, λ+ ε]. In fact, in applications
one chooses a such that [h, ia] ≥ 0, so this condition is trivial to check.
Let us define the threshold set τa(h) of h with respect to a as the complement in R of the set of λ where the
Mourre estimate holds, i.e. λ is such that:
there are ε, δ > 0 and a compact operator K such that Eh(λ, ε)[h, ia]Eh(λ, ε) ≥ δEh(λ, ε) +K. (1.6)
Denote τna (h) = τa(h) + · · ·+ τa(h) (n terms) and let
τA(H) =
[⋃∞
n=1 τ
n
a (h)
]
+ σp(H), (1.7)
Then Theorem 8.6 says that τA(H) is the threshold set of H with respect to A. So at each point outside
τA(H) the operator A is conjugate to H in the sense of Mourre (i.e. an estimate similar to (1.6) holds).
The relation (1.7) is quite intuitive physically speaking. It says that an energy λ is an A-threshold for H if
and only if one can write it as a sum λ = λ1+ · · ·+λn+µ where the λk are a-threshold energies of the free
particle of kinetic energy h and µ is the energy of a bound state of the field. So at energy λ one can extract
n free particles from the field such that each one has an a-threshold energy and such that the field remains
in a bound state.
We wish to make some historical comments concerning the methods we use. First, the fact that quotients of
C∗-algebras with respect to the ideal of compact operators play an important roˆle is an old and quite natural
idea in the context of the theory of pseudo-differential operators; the references [Co, Ty] seem particularly
relevant for us. Second, the first use of C∗-algebra methods in the spectral analysis of physically interesting
models appears, as far as we know, in the work of J. Bellissard [Be1, Be2] on solid state physics (see
[Be3] for more recent results and references). But the C∗-algebras and the C∗-algebra techniques used
by Bellissard and his collaborators are very different from ours, e.g. K-theory plays an important roˆle in
their works but are probably irrelevant here (it would be nice if somebody would show the contrary). The
usefulness of techniques like computation of quotients of C∗-algebras in the spectral theory of many body
systems and quantum field models seems to have been first noticed in [BG1, BG3]. Note that some of the
results described here were announced in [Geo, GI1, GI2].
The paper is organized as follows. In Section 2 we summarize the most important notations and results from
the theory of symmetric Fock spaces following [BR, BSZ, Gu] and also the more recent [DeG1, DeG2]. We
prefer to define the scalar product (2.13) on a Fock space as in [Ni] and the definition (2.6) of the annihilation
and creation operators in terms of the field operators is slightly unusual, which explains some differences
in the numerical factors. Similar conventions are adopted in the antisymmetric case presented in Section 6
where we use [PR] as main reference.
In Section 3 we define the algebras F (O) and present some of their properties and alternative charac-
terizations. In Section 4 we prove the main theorem for the algebra A (H) ≡ F (C1H), which is an
important technical step but also has an intrinsic mathematical interest because we show that the quotient
A (H)/K (H) is canonically isomorphic to A (H). We also give there some consequences of this fact in
the spectral analysis of the elements of A (H). In Section 5 we prove our main technical result, Theorem
5.4. We consider only the bosonic case until Section 6 where we describe briefly the corresponding results
in the fermionic case (which is nicer but easier).
Sections 7-11 are devoted to applications in the spectral analysis of quantum field models of Theorem 1.1.
In Section 7 we give criteria for affiliation to F (O) and a general formula for the essential spectrum of the
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operators affiliated to this algebra (Theorem 7.6 and relation (7.6)). We also introduce there the important
class of standard QFH and describe their essential spectrum. The main result of Section 8 is Theorem 8.6
which gives the Mourre estimate for such Hamiltonians. In Section 9 we show that a general class of QFH,
including the P (ϕ)2 model, are standard in the sense defined before, hence all these results apply to them. In
Section 10 we sketch a method of analyzing several fields with couplings between them and external systems
and consider in detail the massive Pauli-Fierz model. Note that the Pauli-Fierz Hamiltonian is also standard.
In the last section we treat models with a particle number cutoff, which have some interesting features.
We do not treat explicitly the fermionic case because it is easy to see that models like those considered in
[Am1, Am2] are standard in our sense so their spectral properties (essential spectrum and Mourre estimate)
follow from the general theorems of Sections 7 and 8.
Acknowledgments: I am grateful to Christian Ge´rard and George Scandals for very helpful discussions, cf.
the Remarks 4.5 and 4.8 and the comment after Theorem 9.5.
2 Bosonic Fock space
1. Our notations are rather standard but we recall here some of them to avoid any ambiguity. If E ,F are
vector spaces then L(E ,F) is the space of linear maps E → F and we abbreviate L(E) = L(E , E). If E ,F
are Banach spaces then B(E ,F) and K(E ,F) are the subspaces of L(E ,F) consisting of continuous or
compact maps respectively and we set B(E) = B(E , E), K(E) = K(E , E). When needed for the clarity of
the argument we denote by 1E the identity operator on a Banach space E or the identity element of an algebra
E . The domain of an operator T is denoted D(T ). The Hilbert spaces are complex Hilbert spaces unless
the contrary is explicitly mentioned and the scalar product is linear in the second variable. If a symbol like
T (∗) appears in a relation, this means that the relation holds both for T and T ∗. We denote by C∗(T | T ∈
T , P1, P2, . . . ) the C∗-algebra generated by a family T of operators T which have the properties P1, P2,
etc. The C∗-algebra generated by a self-adjoint operator H is C0(H) = {f(H) | f ∈ C0(R)}. More
generally, the C∗-algebra generated by a family of self-adjoint operators is the smallest C∗-algebra which
contains the re solvents of these operators. A morphism between two C∗-algebras is a ∗-morphism. C0(X)
is the space of continuous complex valued functions on the locally compact space X that converge to zero
at infinity and Cc(X) that of continuous functions with compact support.
We need a version of the polarization formula. Let X,Y be vector spaces, Q : X×· · ·×X → Y an n-linear
symmetric map, and let us set q(x) = Q(x, . . . , x). Denote |a| the cardinal of a set a. Then:
(−1)nn!Q(x1, . . . , xn) =
∑
a⊂{1,...,n}(−1)|a|q
(∑
i∈a xi
)
. (2.1)
2. LetH be a complex Hilbert space with scalar product 〈·|·〉 and let U(H) be the group of unitary operators
on H. A (regular) representation of the CCR over H, or a Weyl system over H, is a couple (H ,W )
consisting of a Hilbert space H and a map W : H → U(H ) which satisfies
W (u+ v) = eiℑ〈u|v〉W (u)W (v) for all u, v ∈ H (2.2)
and such that the restriction of W to each finite dimensional subspace is strongly continuous. Then
W (0) = 1, W (u)∗ =W (−u), W (u)W (v) = e−2iℑ〈u|v〉W (v)W (u). (2.3)
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We denote W (H) the C∗-algebra generated by the operators W (u) and we call it Weyl algebra overH:
W (H) = C∗(W (u) | u ∈ H). (2.4)
The C∗-algebras W (H) associated to two Weyl systems are canonically isomorphic, see [BR] for a proof.
This also gives canonical embeddings W (K) ⊂ W (H) for closed subspace K of H.
The field operator associated to the one particle state u ∈ H is defined as the unique self-adjoint operator
φ(u) on H such that W (tu) = eitφ(u) for all real t. We have for all u, v ∈ H:
W (u)φ(v)W (u)∗ = φ(v)− 2ℑ〈u|v〉 and [φ(u), φ(v)] = 2iℑ〈u|v〉. (2.5)
The space H ∞ of vectors f ∈ H such that u 7→W (u)f is a C∞ map on each finite dimensional subspace
of H is a dense subspace of H stable under all the operators W (u) and φ(u). Moreover, H ∞ is a core for
each φ(u) (by Nelson Lemma) and the second relation in (2.5) holds in operator sense on H ∞. The map
u 7→ φ(u) ∈ L(H ∞) is clearly not linear but only R−linear, as it follows from (2.2) after replacing u, v by
tu, tv with t real and then taking derivatives at t = 0.
The annihilation and creation operators associated to the one particle state u are defined by
a(u) = (φ(u) + iφ(iu))/2, a∗(u) = (φ(u)− iφ(iu))/2 (2.6)
on H ∞ and then extended by taking closures. On H ∞ we have φ(u) = a(u) + a∗(u). The map u 7→
a∗(u) ∈ L(H ∞) is linear, u 7→ a(u) ∈ L(H ∞) is antilinear, and:
[a(u), a∗(v)] = 〈u|v〉, [a(u), a(v)] = 0, [a∗(u), a∗(v)] = 0 on H ∞. (2.7)
On the other hand, from (2.5) we also get:
W (u)a(∗)(v)W (u)∗ = a(∗)(v)− 〈v|iu〉(∗), [a(∗)(v),W (u)] = 〈v|iu〉(∗)W (u). (2.8)
Some of our later constructions will depend only on the existence of a particle number operator for the Weyl
system W , which is a self-adjoint operator N on H such that
eitNW (u)e−itN = W (eitu) for all t ∈ R and u ∈ H. (2.9)
Such an operator is clearly not uniquely defined and it is easy to prove that if it exists then N can be chosen
such that its spectrum be either N = {0, 1, 2, . . .} or Z, see [Ch1]. In [Ch2] it is shown that we are in the
first situation if and only if W is a direct sum of Fock representations (cf. below). Since
W (eitu) = W (u cos t+ i sin t) = e i2‖u‖
2 sin 2tW (u cos t)W (iu sin t)
by taking derivatives in (2.9) at t = 0 we get (this is easy to justify in the Fock representation):
W (u)NW (u)∗ = N − φ(iu) + ‖u‖2, [N,W (u)] = W (u)(φ(iu) + ‖u‖2). (2.10)
Replacing u by tu in the last equation and then taking the derivatives at t = 0 we get
[N, iφ(u)] = φ(iu), (N + 1)a(u) = a(u)N, (N − 1)a∗(u) = a∗(u)N. (2.11)
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A vacuum state for the Weyl system W is a vector Ω ∈ H with ‖Ω‖ = 1, Ω ∈ D(φ(u)) for all u ∈ H,
and such that the map u 7→ φ(u)Ω is linear. It is easy to prove that a vacuum state belongs to H ∞ and that
a vector Ω of norm one is a vacuum state if and only if Ω ∈ ∩uD(a(u)) and a(u)Ω = 0 for all u, see for
example [DeG2, Proposition 4.1].
A Fock representation of the CCR overH is a triple (H ,W,Ω) consisting of a Weyl system (H ,W ) overH
and a vacuum state Ω which is cyclic for W . It is easy to show that two Fock representations are canonically
isomorphic, more precisely if (H ′,W ′,Ω′) is a second Fock representation then there is a unique bijective
isometry J : H → H ′ such that JΩ = Ω′ and JW (u) = W ′(u)J for all u ∈ H. For this reason
one may say the Fock representation and speak about “realizations” of this representation. The realizations
are constructed such as to diagonalize various sets of operators. If H is infinite dimensional then there are
irreducible representations of the CCR which are not Fock.
The Fock space realization that we describe below is motivated by the following observations. Let H 0 =
CΩ and for each integer n ≥ 1 let H n be the closed linear subspace of H generated by the vectors of the
form a∗(u1) . . . a∗(un)Ω with uk ∈ H. From (2.7) and since Ω is cyclic we get H = ⊕∞n=0H n (Hilbert
direct sum) and ‖a∗(u)nΩ‖ = √n!‖u‖n. Let us denote S(n) the set of permutations of {1, . . . , n}. Then,
since the operators a∗(u) are pairwise commuting, we have:
〈a∗(u1) . . . a∗(un)Ω|a∗(v1) . . . a∗(vn)Ω〉 =
∑
σ∈S(n)〈u1|vσ(1)〉 . . . 〈un|vσ(n)〉 (2.12)
3. LetH∨alg be the symmetric algebra† over the vector spaceH. We denote by uv the product of two elements
u, v of H∨alg and by un the n-th power of an element u ∈ H∨alg. The unit element is denoted either 1 or Ω.
Let H∨nalg be the linear subspace spanned by the powers un with u ∈ H. Note that H∨0alg = CΩ. Then
H∨alg =
∑
n∈NH∨nalg (direct sum of linear spaces) and for f ∈ H∨nalg and g ∈ H∨malg we have fg ∈ H∨(n+m)alg .
We set H∨nalg = {0} for n < 0, so H∨alg becomes a Z-graded algebra.
We shall equipH∨alg with the unique scalar product such that H∨nalg ⊥ H∨malg if n 6= m and
〈u1 . . . un|v1 . . . vn〉 =
∑
σ∈S(n)〈u1|vσ(1)〉 . . . 〈un|vσ(n)〉 (2.13)
From the polarization formula (2.1) we see that this scalar product is uniquely determined by the condition
〈un|vm〉 = n!〈u|v〉nδnm for all u, v ∈ H and n,m ≥ 0 (see also the characterization given on page 10).
Then it is easy to prove that:
‖uv‖ ≤
(
n+m
n
)1/2
‖u‖ ‖v‖ if u ∈ H∨nalg and v ∈ H∨malg . (2.14)
We define the Fock space Γ(H) ≡ H∨ over H as the completion of H∨alg for the scalar product defined by
(2.13). Let H∨n be the closure of H∨nalg in Γ(H). Then we can write Γ(H) =
⊕
nH∨n, a Hilbert space
direct sum. We shall also use the notations Γn(H) =
∑n
k=0H∨n and Γfin(H) =
⋃
n Γn(H). Note that
H∨0 ≡ CΩ. The vector Ω is the vacuum state and the orthogonal projection on it is ω = |Ω〉〈Ω|.
† This is a complex abelian unital algebra in which H is linearly embedded and which is uniquely determined (modulo canonical
isomorphisms) by the following universal property: if ξ : H → A is a linear map with values in a unital algebra A such that
ξ(u)ξ(v) = ξ(v)ξ(u) for all u, v then there is a unique extension of ξ to a morphism of unital algebras H∨alg → A (see [Bo] for
example). Concerning the notation uv we use for the product we note that in concrete situations, when some other product uv is
already defined, this notation could be ambiguous. Then we replace it by u ∨ v and denote by u∨n the powers of u.
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Using (2.14) we can extend by continuity the multiplication and get a structure of unital abelian algebra on
Γfin(H) such that H∨nH∨m ⊂ H∨(n+m). Then (2.14) remains valid for all u ∈ H∨n and v ∈ H∨m. We
keep the notation uv for the product of two elements u and v of Γfin(H).
We denote by 1n and 1n the orthogonal projections ofΓ(H) onto the subspacesH∨n andΓn(H) respectively.
Thus 1n = 10 + · · ·+ 1n and 10 = ω. The number operator is defined by N =
∑
n n1
n
.
For each u ∈ H the creation operator a∗(u) is the closure of the operator of multiplication by u on Γ(H)
and the annihilation operator a(u) is its the adjoint of. Then Γfin(H) is included in the domains of a∗(u)
and a(u), is left invariant by both operators, and the operator a(u) is a derivation of the algebra Γfin(H).
The field operator φ(u) = a(u) + a∗(u) is essentially self-adjoint on Γfin(H) and the following elementary
estimate
‖φ(u)pv‖ ≤ ‖2u‖p‖
√
(N + 1) . . . (N + p)v‖ (2.15)
valid for all u ∈ H, v ∈ Γ(H), and p ≥ 1 integer. Then W (u) = eiφ(u) defines a Weyl system overH.
4. If Ai ∈ B(H) for i = 1, . . . , n are given then there is a unique operator A1 ∨ · · · ∨ An ∈ B(H∨n)
such that (A1 ∨ · · · ∨ An)un = (A1u) . . . (Anu) for all u ∈ H. We extend it to Γ(H) by identifying
A1 ∨ · · · ∨ An ≡ A1 ∨ · · · ∨ An1n. By conventionA∨0 = ω.
IfA ∈ B(H) then there is a unique unital endomorphismΓ(A) of the algebraΓfin(H) such that Γ(A)u = Au
for all u ∈ H and such that the restriction of Γ(A) to each Γn(H) be continuous. One has Γ(A)un = (Au)n
if u ∈ H and Γ(A) = ⊕n≥0A∨n in an obvious sense. The operator Γ(A) is bounded on Γ(H) if and only if
‖A‖ ≤ 1 (we keep the notation Γ(A) for its closure). Then ‖Γ(A)‖ = 1, Γ(AB) = Γ(A)Γ(B), Γ(1) = 1
and Γ(0) = ω. Note that zN = Γ(z) for z ∈ C.
Moreover, there is a unique derivation dΓ(A) of the algebra Γfin(H) such that dΓ(A)u = Au for all u ∈ H.
Thus we have dΓ(A)un = n(Au)un−1 if n ≥ 1 and dΓ(A)Ω = 0. This operator is closable and we denote
its closure by the same symbol. If A is self-adjoint then Γ(eiA) = eidΓ(A).
The definition of dΓ(A) is extended as usual to operatorsA which are infinitesimal generators of contractive
C0-semigroups {etA} onH: the operator dΓ(A) is defined by the rule Γ(etA) = etdΓ(A).
The following identities hold on Γfin(H) for all A ∈ B(H) and u ∈ H:
Γ(A)a∗(u) = a∗(Au)Γ(A), Γ(A)a(A∗u) = a(u)Γ(A). (2.16)
If A∗A = 1 we also get Γ(A)a(u) = a(Au)Γ(A) by replacing u by Au in the second identity, hence
Γ(A)φ(u) = φ(Au)Γ(A) and Γ(A)W (u) = W (Au)Γ(A) if A∗A = 1. (2.17)
More generally, ifA∗ : H → H is a surjective map then there is an operatorA† ∈ B(H) such thatA∗A† = 1
and then, if we denote φA(u) = a(A†) + a∗(Au) we get:
Γ(A)a(u) = a(A†u)Γ(A) and Γ(A)φ(u) = φA(u)Γ(A). (2.18)
Observe that if A ∈ B(H) is invertible then A† = (A∗)−1.
5. Let K ⊂ H be a linear subspace. Then we have a canonical embedding K∨alg ⊂ H∨alg obtained by
identifyingK∨alg with the unital subalgebra ofH∨alg generated by K. If L ⊂ H is another linear subspace then
K∨alg and L∨alg are subalgebras of the abelian algebraH∨alg so we have a natural unital morphismK∨alg⊗L∨alg →
H∨alg (algebraic tensor product) which is injective if and only if K ∩ L = 0 and surjective if and only if
K + L = H. Thus (K ⊕ L)∨alg = K∨alg ⊗ L∨alg.
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Let K ⊂ H be a closed subspace. Then the embedding K∨alg ⊂ H∨alg obviously extends to an isometric
embedding Γ(K) ⊂ Γ(H). Moreover, the canonical algebraic identification H∨alg = K∨alg ⊗ K⊥∨alg extends to
a Hilbert space identification Γ(H) = Γ(K) ⊗ Γ(K⊥). Indeed, the scalar product (2.13) has been chosen
such that the identification map be isometric (the norm of a tensor product of Hilbert spaces being defined
in the standard way). In fact (2.13) is the unique scalar product on H∨alg such that ‖Ω‖ = 1, a vector u ∈ H
has the same norm in H and in H∨alg, and for each closed subspace K ⊂ H:
〈uv | u′v′〉 = 〈u | u′〉〈v | v′〉 = 〈u⊗ v | u′ ⊗ v′〉 for all u ∈ K∨alg, v ∈ (K⊥)∨alg.
In order to avoid ambiguities we indicate, when necessary, by a subindex the Hilbert space on which the
various objects depend, for example WH, NH and so on. We also use abbreviations like N ′K = NK⊥ ,Ω′K =
ΩK⊥ , etc. Then, relatively to the factorization Γ(H) = Γ(K)⊗ Γ(K⊥), we have for u ∈ K:
WH(u) = WK(u)⊗ 1, φH(u) = φK(u)⊗ 1, a(∗)H (u) = a(∗)K (u)⊗ 1. (2.19)
Note also the relations ΩH = ΩK ⊗ Ω′K and ωH = ωK ⊗ ω′K. If A = B ⊕ C in H = K ⊕K⊥ then:
Γ(A) = Γ(B)⊗ Γ(C), dΓ(A) = dΓ(B)⊗ 1 + 1⊗ dΓ(C). (2.20)
In particular zNH = zNK ⊗ zN ′K for |z| ≤ 1 and NH = NK ⊗ 1 + 1⊗N ′K.
After the identification Γ(H) = Γ(K) ⊗ Γ(K⊥) the embedding Γ(K) ⊂ Γ(H) is nothing else but Γ(K) ≡
Γ(H)⊗Ω′K. Then extending an operatorT defined on the subspace Γ(K) by zero on the orthogonal subspace
of Γ(H) amounts to identifying T ≡ T ⊗ ω′K. This is coherent with the first relation in (2.20): Γ(B ⊕ 0) =
Γ(B)⊗ Γ(0) = Γ(B)⊗ ω′K.
Let K (H) = K(Γ(H)) be the C∗-algebra of compact operators on Γ(H). Clearly:
K (H) = K (K) ⊗K (K⊥) (2.21)
As explained above, we have a natural identification of K (K) with a C∗-subalgebra KK(H) of K (H), a
compact operator on Γ(H) being identified with its extension by zero on Γ(K)⊥:
KK(H) ≡ K (K) ⊗ ω′K ⊂ K (H). (2.22)
Lemma 2.1 {KE(H)}, where E runs over the set of finite dimensional subspaces of H, is an increasing
family of C∗-algebras and the closure of its union is K (H).
Proof: It suffices to note that the spaces Γ(E), with E ⊂ H finite dimensional, form an increasing family
of closed subspaces of Γ(H) whose union is dense in Γ(H).
3 The algebras F (O)
We fix a complex Hilbert spaceH and to each C∗-algebraO of operators on it we associate a C∗-algebra of
operators on the bosonic Fock space Γ(H) according to the following rule:
Γ(O) = C∗(Γ(A) | A ∈ O, ‖A‖ < 1). (3.1)
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Since Γ(A)Γ(B) = Γ(AB) and Γ(A)∗ = Γ(A∗) this is in fact the norm closed linear space generated by
the operators Γ(A) with A ∈ O and ‖A‖ < 1. We shall prove in a moment that
Γ(O) = closure of the linear space generated by the Γ(A) with A ∈ O and 0 ≤ A ≤ ‖A‖ < 1. (3.2)
Proposition 3.1 The map O 7→ Γ(O) is increasing and we have:
Γ({0}) = Cω, Γ(C1H) = C0(N) = {θ(N) | θ ∈ C0(N)}. (3.3)
If H = H1 ⊕H2 andO = O1 ⊕O2 for some C∗-subalgebrasOi ⊂ B(Hi), then
Γ(O) = Γ(O1)⊗ Γ(O2) (3.4)
where the tensor product is defined by the identification Γ(H) = Γ(H1)⊗ Γ(H2).
Proof: The first assertion is obvious and the first relation in (3.3) follows from Γ(0) = ω. Since the
closed subspace generated by the functions λ 7→ λn with 0 < λ < 1 is dense in C0(N) we see that the
second relation in (3.3) is true. To prove (3.4) we use (2.20) and the fact that for A = A1 ⊕ A2 we have
‖A‖ = sup(‖A1‖, ‖A2‖) so that ‖A‖ < 1 if and only if ‖A1‖ < 1 and ‖A2‖ < 1.
We shall give a more explicit description of Γ(O) for an arbitrary O below. Observe first that the linear
subspace of B(H∨n) generated by the operators of the form A1 ∨ · · · ∨ An with Ai ∈ O is a ∗-algebra.
Indeed, this follows from (A1 ∨ · · · ∨ An)∗ = A∗1 ∨ · · · ∨ A∗n and
n!(A1 ∨ · · · ∨ An)(B1 ∨ · · · ∨Bn) =
∑
σ∈S(n)(A1Bσ(1)) ∨ · · · ∨ (AnBσ(n)). (3.5)
which is obvious if A1 = · · · = An and B1 = · · · = Bn and the general case follows by applying twice the
polarization formula (2.1). Thus the norm closed linear space generated by the operatorsA1 ∨ · · ·∨An with
Ai ∈ O is a C∗-algebra that we shall denoteO∨n. We make the conventionO∨0 = C10 = Cω.
Proposition 3.2 O∨n is the norm closed linear space of operators onH∨n generated by the operators A∨n
with A ∈ O and A ≥ 0. Moreover, we have (3.2) and:
Γ(O) =⊕nO∨n ≡ {∑nAn1n | An ∈ O∨n, ‖An‖ → 0}. (3.6)
Proof: Let L be the linear space of operators on H∨n generated by the operators A∨n with A ∈ O and
A ≥ 0. From the polarization formula (2.1) we first deduce that the operators A1 ∨ · · · ∨ An with Ai ∈ O
and Ai ≥ 0 belong to L and then, by n-linearity, that the same assertion holds without the conditionAi ≥ 0.
This proves the first assertion of the proposition.
Let L be the norm closed linear space generated by the operators Γ(A) such that A ∈ O and 0 ≤ A ≤ a
for some a < 1. Let A ≥ 0 with ‖A‖ < 1. For 0 ≤ t ≤ 1 we then have Γ(tA) = ∑ tnA∨n, so the
map t 7→ Γ(tA) ∈ L is of class C∞ and its derivative of order n at t = 0 is equal to n!A∨n. Clearly
then we get A∨n ∈ L for all A ∈ O, A ≥ 0. From what we proved before we get O∨n ⊂ L . Then if
A ∈ O, ‖A‖ < 1 we have Γ(A)1n ∈ L and ‖Γ(A) − Γ(A)1n‖ ≤ ‖A‖n+1 → 0, so Γ(A) ∈ L . This
clearly proves L = Γ(O), i.e. (3.2). The inclusion ⊂ in (3.6) is obvious and the inverse inclusion follows
from the preceding arguments.
We are mainly interested in C∗-algebras of operators on Γ(H) of the following form:
F (O) = C∗(W (u)Γ(A) | u ∈ H, A ∈ O, ‖A‖ < 1). (3.7)
Observe that Γ(O) ⊂ F (O).
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Proposition 3.3 (1) If O1 ⊂ O2 are C∗-subalgebras of B(H) then F (O1) ⊂ F (O2).
(2) We have F ({0}) = K (H), in particular K (H) ⊂ F (O) for all O.
(3) If H = H1 ⊕H2 andO = O1 ⊕O2 for some C∗-subalgebrasOi ⊂ B(Hi), then
F (O) = F (O1)⊗F (O2) (3.8)
where the tensor product is defined by the identification Γ(H) = Γ(H1)⊗ Γ(H2).
Proof: The first assertion is obvious and an easy proof of (2) involves coherent vectors [Gu]. Indeed:
W (u)Ω = e−‖u‖
2/2eiu ≡ e−‖u‖2/2∑n inn!un
and the linear span of these vectors is dense in Γ(H). Thus the norm closed linear subspace of B(Γ(H))
generated by the operators W (u)ω = |W (u)Ω〉〈Ω| is equal to the space of rank one operators of the form
|u〉〈Ω| with u ∈ Γ(H). But the C∗-algebra generated by these operators is exactly K (H). Finally, to prove
(3) we argue as in the proof of Proposition 3.1 by using (2.19) and (2.20) in order to get W (u)Γ(A) =
[W (u1)Γ(A1)]⊗ [W (u2)Γ(A2)] if u = u1 ⊕ u2 and A = A1 ⊕A2.
If O ⊂ B(H) is a C∗-subalgebra then let HO be the closed linear space generated by the vectors Au with
A ∈ O, u ∈ H. One says that O is non-degenerate (or acts non-degenerately on H) if HO = H. Denote
O0 the algebraO when viewed as a C∗-algebra of operators onHO . ThusO0 acts non-degenerately onHO
and we have O|H⊥O = {0}, hence by (2) and (3) of Proposition 3.3:
F (O) = F (O0)⊗K (H⊥O) relatively to Γ(H) = Γ(HO)⊗ Γ(H⊥O). (3.9)
In some of our results we shall assume that O is non-degenerate but one may use (3.9) to extend them
to possibly degenerate algebras. We shall not do it explicitly in order to simplify the arguments and also
because this is of no interest in the applications we have in mind. In fact, we interpret O as the C∗-algebra
generated by the allowed one particle Hamiltonians of the field, in particular there should be self-adjoint
operators h on H affiliated to O. But this implies that O is non-degenerate (see Section 7).
Proposition 3.4 If O is non-degenerate then F (O) is the norm closed linear subspace generated by the
operators of the form W (u)Γ(A) with u ∈ H and A ∈ O such that A ≥ 0 and ‖A‖ < 1.
Proof: Let M be the norm closed linear subspace generated by the operators of the form W (u)Γ(A) with
A as in the statement of the lemma. Clearly M ⊂ F (O) and (3.2) implies that M contains a set which
generates F (O) as a C∗-algebra, so it suffices to show that M is a ∗-algebra. Proposition 3.2 shows that
W (u)Γ(A)1n ≡W (u)A∨n ∈ M if u ∈ H and A ∈ O. By computing derivatives with respect to t1, . . . , tp
of W (t1u1 + · · ·+ tpup) and by using the estimate
‖φ(u)p1n‖ ≤
√
p!‖2√n+ 1u‖p (3.10)
which is a consequence of (2.15) we get φ(u1) . . . φ(up)Γ(A)1n ∈ M for all u1, . . . , up ∈ H. And this is
equivalent to a∗(u)pa(v)q1nΓ(A) ∈ M for all u, v, p, q, n.
Now let A,B ∈ O be positive and ε > 0 real. Then (2.16) and 1na∗(u)pa(v)q = a∗(u)pa(v)q1n−p+q
imply:
1nΓ(A+ εB)a∗(u)pa((A+ εB)v)q = a∗((A+ εB)u)pa(v)q1n−p+qΓ(A) ∈ M .
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Thus 1nΓ(A+ εB)a∗(u)pa(w)q ∈ M for each w in the closure of the range of an operator of the form A+
εB (because the preceding expression is norm continuous as function of w). Now let Jν be an approximate
unit for O [Mu, pages 77-78], let Rν be the closure of the range of A + εJν , and Nν = ker(A + εJν),
so that R = N⊥ν . We have v ∈ Nν if and only if 〈v|Av〉 = 〈v|Jνv〉 = 0 hence Nµ ⊂ Nν if µ ≥ ν.
Moreover, Nν , and hence Rν , is independent of ε. And we have 1nΓ(A + εJν)a∗(u)pa(w)q ∈ M for
each w ∈ Rν by what we proved before. If we make here ε → 0 then we get norm convergence and so
1nΓ(A)a∗(u)pa(w)q ∈ M for w ∈ Rν . On the other hand ∩νNν = {0} because O is non-degenerate
and so limν Jνv = v for all v ∈ H. It follows that {Rν} is an increasing family of closed subspaces of
H whose union is dense in H. Thus we have 1nΓ(A)a∗(u)pa(w)q ∈ M for w in the union and then by
norm continuity for all w ∈ H. Clearly then we get 1nΓ(A)φ(u)p ∈ M for all A ∈ O with A ≥ 0
and u ∈ H. From (3.10) we see that 1nW (u) = ∑p 1n(iφ(u))p/p! the series being convergent in norm.
Hence 1nΓ(A)W (u) ∈ M for all u ∈ H and positive A ∈ O. By arguments already used in the proof of
Proposition 3.2 we obtain 1nA∨nW (u) ∈ M for arbitrary A ∈ O. This clearly implies Γ(A)W (u) ∈ M if
A ∈ O and ‖A‖ < 1.
To summarize, M is equal to the norm closed linear subspace generated by the operators W (u)Γ(A) with
A ∈ O, ‖A‖ < 1, and we have proved that Γ(A)W (u) ∈ M under the same conditions. Thus M is
stable under taking adjoints. For a product W (u)Γ(A)W (v)Γ(B) we write Γ(A)W (v) as limit of linear
combinations of operators W (w)Γ(C) with C ∈ O, ‖C‖ < 1, and use (2.2) and Γ(C)Γ(B) = Γ(CB).
This gives W (u)Γ(A)W (v)Γ(B) ∈ M , hence M is a C∗-algebra.
Remark 3.5 The arguments of the preceding proof show that ifO is non-degenerate then F (O) is the norm
closed linear span of the operators φ(u)nΓ(A) with u ∈ H, n ∈ N and A ∈ O with ‖A‖ < 1.
Remark 3.6 Proposition 3.4 is not valid if O is degenerate. Indeed, with the notations of (3.9) and if
u = u0 + u1 with u0 ∈ HO, u1 ∈ H⊥O , then for A ∈ O with ‖A‖ < 1 we have
W (u)Γ(A) = [W (u0)Γ(A0)]⊗ [W (u1)Γ(0)] = [W (u0)Γ(A0)]⊗ |W (u1)Ω〉〈Ω|
and the operators |W (u1)Ω〉〈Ω| do not generate linearly K (H⊥O).
Lemma 3.7 Assume A,B ∈ B(H) and ‖A‖ ≤ c, ‖B‖ ≤ c with c < 1. If we set c˜ = supk≥1 kck−1 then
‖Γ(A)− Γ(B)‖ ≤ c˜‖A−B‖.
For u, v ∈ H and n ∈ N we have:
‖(W (u)−W (v))1n‖ ≤ |ℑ〈u|v〉|+ 2
√
n+ 1‖u− v‖.
If ‖A‖ < 1 the map u 7→W (u)Γ(A) is norm continuous on H and ‖φ(u)pΓ(A)‖ <∞ for all p.
Proof: To prove the first part it suffices to show that ‖A∨k − B∨k‖ ≤ kck−1‖A − B‖ if k ≥ 1. But this
follows from A∨k − B∨k = ∑k−1j=0 B∨j ∨ (A− B) ∨ A∨(k−1−j). For the proof of the second estimate we
note that (2.2) implies ‖(W (u)−W (v))1n‖ ≤ |eiℑ〈v|u〉 − 1|+ ‖(W (u− v)1n − 1n‖ and then we use
‖(W (u)1n − 1n‖ = ‖
∫ 1
0
W (tu)iφ(u)1ndt‖ ≤ ‖φ(u)1n‖ ≤ 2
√
n+ 1‖u‖.
13
Next observe that W (u)Γ(A) = W (u)1nΓ(A) +W (u)Γ(A)1⊥n and ‖W (u)Γ(A)1⊥n ‖ ≤ ‖A‖n+1. Finally,
the estimate
‖φ(u)pλN‖ ≤ ‖2u‖p‖
√
(N + 1) . . . (N + p)λN‖ ≤
√
p!‖2u‖p‖(N + 1) p2 λN‖ (3.11)
is a straightforward consequence of (2.15), and this proves the last assertion of the lemma.
We define now an analog in the present setting of the graded Weyl algebra which has been introduced
and studied for finite dimensional symplectic spaces H in [BG3, GI3]. The following construction makes
sense for an arbitrary Weyl system (H ,W ). A finite dimensional real vector subspace E of H inherits an
Euclidean structure so it is equipped with a canonical translation invariant measure dEu and the correspond-
ing L1(E) space is well defined. Since the map u 7→ W (u) is strongly continuous on E, we can define
W (f) =
∫
E
W (u)f(u)dEu ∈ B(H ) if f ∈ L1(E). Let:
F (E,H) = norm closure of {W (f) | f ∈ L1(E)}. (3.12)
From (2.2) one may deduce that FE(H) is a C∗-algebra and that we have (the proof given in [BG3] for
finite dimensionalH extends without any modification to our context):
(i) F (E,H) ·F (F,H) ⊂ F (E + F,H),
(ii) if L is a finite family of finite dimensional real subspaces of H then ∑E∈LF (E,H)
is a norm closed subspace and the sum is a direct of linear spaces.
We define the graded Weyl algebra F (H) ≡ Wgr(H) as the norm closure of
∑
E F (E,H), where E runs
over the set of all finite dimensional complex subspaces of H. Then F (H) is equipped with a graded
C∗-algebra structure in the sense of [DaG2, Definition 3.1]. F (H) is unital because F ({0},H) = C.
In the Fock representation we have a quite explicit description of the algebras F (E,H). This follows, as
explained in [BG3], from the fact that a complex finite dimensional subspace of H is symplectic:
F (E,H) = K (E)⊗ 1 relatively to the tensor factorization Γ(H) = Γ(E)⊗ Γ(E⊥). (3.13)
Finally, we define Wmax(H), the largest C∗-algebra of operators which can be naturally associated to the
Weyl system in the Fock representation. In particular, Wmax(H) contains W (H) and F (H). If f is a
bounded Borel regular measure on H (for the norm topology) and v ∈ Γfin(H) then the integral W (f)v =∫
HW (u)vdf(u) is well defined because, by Lemma 3.7, the map u 7→ W (u)v is bounded and continuous
on H. Clearly ‖W (f)v‖ ≤ ‖v‖‖f‖ where ‖f‖ is the variation of f , so v 7→ W (f)v extends to a bounded
operator W (f) on Γ(H). It is easy to show that the set of operators W (f) is a ∗-algebra and we define
Wmax(H) as its norm closure. Clearly
If M ,N are C∗-subalgebras of a given C∗-algebra we denote by M ·N the linear subspace consisting of
the operators of the form S1T1 + · · ·+SnTn with Si ∈ M , Ti ∈ N and n ≥ 1, and by JM ·N K the norm
closure of this linear subspace.
Proposition 3.8 If O is non-degenerate then
F (O) = JF (H) · Γ(O)K = JW (H) · Γ(O)K = JWmax(H) · Γ(O)K. (3.14)
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Proof: We first observe thatW (u)Γ(A) ∈ JF (H)·Γ(O)K if u ∈ H and ‖A‖ < 1. Indeed, sinceW (tu)Γ(A)
is a norm continuous function of t (see Lemma 3.7), the sequence ∫
R
W (tu)fk(t)dtΓ(A) converges in
norm to W (u)Γ(A) if fk is a sequence in L1(R) which converges to the Dirac measure at t = 1. Thus
F (O) ⊂ JF (H)·Γ(O)K by Proposition 3.4. The converse inclusion follows from the norm continuity of the
map u 7→ W (u)Γ(A) (use again Lemma 3.7). For the same reason we have W (f)Γ(A) ∈ JW (H) · Γ(O)K
for an arbitrary bounded Borel regular measure on H.
Proposition 3.10 will justify the physical interpretation of the algebra F (O) as C∗-algebra of energy obser-
vables of the field with one particle kinetic energy affiliated to O. Recall that QFH is an abbreviation for
“quantum field Hamiltonian”.
Definition 3.9 We shall call elementary quantum field Hamiltonian of type O a self-adjoint operator of the
form H = dΓ(h) + V where: (i) h is a self-adjoint operator on H with h ≥ m for some real m > 0 and
h−1 ∈ O; (ii) V a symmetric operator such that V = W (f) with f ∈ L1(E) for some finite dimensional
linear space E ⊂ H.
For a self-adjoint operator h such that h ≥ m > 0 the relations h−1 ∈ O and e−h ∈ O are equivalent
and imply θ(h) ∈ O for all θ ∈ C0(R). If an elementary QFH of type O exists then O contains a positive
injective operator, e.g. A = h−1, and this clearly implies that O is non-degenerate. Reciprocally:
Proposition 3.10 IfO contains a positive injective operator then F (O) is the C∗-algebra generated by the
elementary QFH of type O. In particular: F (O) = C∗(e−H | H is an elementary QFH ).
Proof: Let Hs = dΓ(h) + sV ≡ H0 + sV where h, V are as in Definition 3.9 and s is a real number. If z
is far enough from the spectrum of H0 then we have a norm convergent expansion for Rs = (z −H)−1:
Rs = R0 (1− V R0)−1 =
∑
n≥0 s
nR0 (V R0)
n
. (3.15)
We have e−tH0 = Γ(e−th) ∈ Γ(O) if t > 0 because e−th ∈ O and has norm < 1, so R0 ∈ Γ(O). From
Proposition 3.8 we then get Rs ∈ F (O), hence the C∗-algebra C generated by the elementary QFH is
contained in F (O).
We now prove the converse inclusion. Let h and Hs be as above, so that Rs ∈ C for all s. By taking the
first order derivative at s = 0 in (3.15) we get R0V R0 ∈ C . By definition we have θ(H0) ∈ C for any
θ ∈ C0(R), hence we also have θ(H0)R0V R0 ∈ C . By choosing θ conveniently in Cc(R) and then by an
approximation argument we get η(H0)V R0 ∈ C for all η ∈ C0(R).
Let ηn be a sequence of continuous functions with 0 ≤ ηn ≤ 1, ηn(x) = 1 if |x| ≤ n, and ηn(x) = 0 if
|x| ≥ n + 1. Our next purpose is to prove that ηn(H0)V R0 → V R0 in norm. The operator (N + 1)R0 is
bounded, hence it is easy to see that it suffices to show that ‖1⊥nV (N + 1)−1‖ → 0 as n → ∞. We have
V = W (f) =
∫
EW (u)f(u)dλE(u) for some subspace E of finite dimension and f ∈ L1(E) and it is clear
that for the proof of this assertion it suffices to assume that f has compact support. We have
‖1⊥nW (u)(N + 1)−1‖ ≤ (n+ 1)−1 + ‖1⊥n [W (u), (N + 1)−1]‖.
On the other hand [N,W (u)] = W (u)(φ(iu) + ‖u‖2) hence by using (3.10) we get:
‖1⊥n [W (u), (N + 1)−1]‖ = ‖1⊥n (N + 1)−1W (u)(φ(iu) + ‖u‖2)(N + 1)−1‖
≤ (n+ 1)−1‖(φ(iu) + ‖u‖2)(N + 1)−1‖ ≤ (n+ 1)−1(2‖u‖+ ‖u‖2).
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Thus we have
‖1⊥nW (u)(N + 1)−1‖ ≤ (1 + ‖u‖)2(n+ 1)−1
from which we get ‖1⊥nV (N + 1)−1‖ → 0. This finishes the proof of lim ηn(H0)V R0 → V R0 in norm
which in turn implies V R0 ∈ C .
Thus we have V R0 ∈ C and then V e−H0 = V R0 · (z − H0)e−H0 ∈ C . Since e−H0 = Γ(e−h) we
obtain V Γ(A) ∈ C for any operator A of the form A = e−h with h a self-adjoint operator on H such that
h ≥ m > 0 and e−h ∈ O. In other terms, we have V Γ(A) ∈ C for any operator A ∈ O such that A
is positive and injective and such that ‖A‖ < 1. Indeed, it suffices then to choose h = − logA. Now let
A ∈ O be positive and ‖A‖ < 1. By assumption, O contains a positive injective operator S. If ε > 0 is
small enough then Aε = A + εS belongs to O, is positive and injective, and ‖Aε‖ ≤ c < 1 uniformly in
ε. Then V Γ(Aε) ∈ C and from Lemma 3.7 we get V Γ(A) ∈ C . Finally, (3.2) shows that V T ∈ C for all
T ∈ Γ(O). From Proposition 3.8 we obtain F (O) ⊂ C .
4 A (H) and its canonical endomorphism
We set A (H) = F (C1H). From Proposition 3.8 we get:
A (H) = JF (H) · C0(N)K = JW (H) · C0(N)K = JWmax(H) · C0(N)K. (4.1)
Alternative descriptions of A (H) are consequences of the results form Section 3. For example, A (H)
is the norm closed subspace generated by each of the following classes of operators: (i) φ(u)nθ(N) with
u ∈ H, n ∈ N and θ ∈ Cc(R); (ii) a∗(u)pa(v)q1n with u, v ∈ H and p, q, n ≥ 0.
Proposition 4.1 K (H) ⊂ A (H) and K (H) = A (H) if and only if H is finite dimensional.
Proof: The first assertion is clear by Proposition 3.3. H is finite dimensional if and only if 11 ∈ K (H) and
then C0(N) ⊂ K (H). Since 11 ∈ F , the second assertion of the proposition follows.
If E is a finite dimensional (complex) subspace of H let us define
AE(H) = JW (E) · C0(N)K = JF (E,H) · C0(N)K. (4.2)
The equality follows from the arguments of the proof of Proposition 3.8. Note that A{0}(H) = C0(N).
With the notation N ′E = NE⊥ introduced in Section 2, we have:
Proposition 4.2 AE(H) = K (E)⊗ C0(N ′E) relatively to Γ(H) = Γ(E)⊗ Γ(E⊥). In other terms:
AE(H) =
⊕
n K (E)⊗ 1nE⊥ = {
∑
nKn ⊗ 1nE⊥ | Kn ∈ K (E), ‖Kn‖ → 0} (4.3)
where 1nE⊥ is the projection onto the n particle subspace of Γ(E⊥), in particular 10E⊥ = ω′E . IfH is infinite
dimensional:
AE(H) ∩K (H) = K (E)⊗ ω′E ≡ KE(H). (4.4)
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Proof: By an argument used before AE is the closed linear space generated by the operators TλN with T ∈
W (E|H) and 0 < λ < 1. By (3.13) this is the same as the closed linear space generated by (KλNE )⊗λN ′E
with K compact on Γ(E). Replacing K by Kθ(NE)λ−NE with θ with compact support and then making
θ → 1 we see that AE is generated by the operatorsK⊗λN ′E , which proves the assertion of the proposition.
We now prove that A (H) is the inductive limit of the family of C∗-algebras {AE(H)}.
Proposition 4.3 If E ⊂ F are finite dimensional subspaces of H then AE(H) ⊂ AF (H). And we have
A (H) = ⋃E AE(H). (4.5)
Proof: We begin with a general remark. Let K be a closed subspace of H. If z is a complex number such
that |z| < 1 then zN = zNK ⊗ zN ′K ∈ C0(NK)⊗ C0(N ′K). This clearly implies:
C0(N) ⊂ C0(NK)⊗ C0(N ′K) (4.6)
Now let us set G = F ⊖ E. From H = E ⊕G⊕ F⊥ we get Γ(H) = Γ(E)⊗ Γ(G) ⊗ Γ(F⊥), hence:
AE(H) = K (E)⊗ C0(N ′E) ⊂ K (E)⊗ C0(NG)⊗ C0(N ′F )
⊂ K (E)⊗K (G) ⊗ C0(N ′F ) = K (F )⊗ C0(N ′F ) = AF (H).
We have used (4.6), the fact that C0(NG) ⊂ K (G) since G is finite dimensional, and (2.21).
If P is an endomorphism of A (H), then the following conditions are equivalent:
(i) P (W (u)λN) = λW (u)λN for each u ∈ H and 0 < λ < 1;
(ii) P (W (u)θ(N)) = W (u)θ(N + 1) for each u ∈ H and θ ∈ C0(N).
Indeed, since θλ(n) = λn defines a function in C0(N), we see that (ii)⇒ (i). To prove the converse, it
suffices to note that the closed subspace generated by the functions θλ, 0 < λ < 1 is dense in C0(N).
If a morphism P : A (H) → A (H) satisfying the conditions (i) or (ii) above exists then it is unique and
surjective by (4.1). We shall call it the canonical endomorphism of F . If H is finite dimensional then
A (H) = K (H) has no nontrivial ideals, so the canonical endomorphism cannot exist.
Theorem 4.4 If H is infinite dimensional then the canonical endomorphism of A (H) exists and its kernel
is K (H). Hence we have a canonical identification
A (H)/K (H) ∼= A (H). (4.7)
Proof: Let τ be the endomorphism of C0(N) defined by (τθ)(m) = θ(m + 1). If K 6= {0} then C0(NK)
is isomorphic with C0(N) hence we get a realization of τ as endomorphism of C0(NK). For each finite
dimensional subspace E let PE = 1⊗ τ , which is an endomorphism of AE = K (E)⊗C0(N ′E). We have
kerPE = K (E) ⊗ ker τ because tensor product with K (E) preserves exact sequences [Mu, Theorem
6.5.2]. Since τθ(N ′E) = θ(N ′E + 1) we have ker τ = Cω′E , so kerPE = K (E) ⊗ ω′E = AE ∩ K (H)
because of (4.4).
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Let F be a second finite dimensional subspace such that E ⊂ F . Then we have AE ⊂ AF and we shall
prove that PE is the restriction of PF to AE . From (4.2) and arguments used before we see that AE is the
norm closed linear space generated by the operators T = W (u)λN with u ∈ E and 0 < λ < 1, hence it
suffices to show that PE and PF are equal on such elements. We have T =
(
W (u)λNE
)⊗ λN ′E relatively
to the tensor factorization Γ(H) = Γ(E)⊗ Γ(E⊥) hence
PE(T ) =
(
W (u)λNE
)⊗ λN ′E+1 = W (u)λN+1.
An identical computation gives PF (T ) = W (u)λN+1, which proves our assertion.
Now from Proposition 4.3 it follows that there is a unique endomorphism P of A such that P|AE = PE .
It is clear that P is the canonical endomorphism of F . From Lemma 2.1 it follows that P(K) = 0 if K is a
compact operator. Reciprocally, assume that P(K) = 0 and let ε > 0. From (4.5) it follows that there is E
and KE ∈ AE such that ‖K −KE‖ < ε. Thus ‖PE(KE)‖ < ε. The kernel of PE is KE = AE ∩K (H)
and PE induces an isometric map from the quotient AE/KE onto AE . From the definition of the quotient
norm it follows that there is L ∈ KE such that ‖KE − L‖ < 2ε. This implies ‖K − L‖ < 3ε and since L
is a compact operator and ε is arbitrary, we see that K is compact.
Remark 4.5 The following explicit expression of P has been noticed by George Skandalis:
P(T )u = s- lim
e⇀0
a(e)Ta∗(e)u for all T ∈ A (H) and u ∈ Γfin(H). (4.8)
This is similar to relation (2.2) in [BG3]. The notation e ⇀ 0 means that ‖e‖ = 1 and that e converges to
zero in the weak† topology. (4.8) follows easily from (2.8), (2.11) and s-lime⇀0 a(e)a∗(e)1n = 1n.
We give an application of Theorem 4.4 in spectral theory. Let H be infinite dimensional.
Lemma 4.6 If T ∈ A (H) then limk→∞ ‖Pk(T )‖ = 0. Moreover: 1n ∈ A (H) and Pk(1n) = 1n−k.
Proof: From the characterizations of A (H) given in (4.1) we see that it suffices to consider T of the form
T = W (u)θ(N) with θ ∈ Cc(N). Then Pk(T ) = W (u)θ(N + k) = 0 for k large.
Proposition 4.7 The spectrum of an element A (H) is countable. If T ∈ A (H) then its essential spectrum
is equal to the spectrum of P(T ).
Proof: Let σess(T ) be the essential spectrum of an operator T and σd(T ) its discrete spectrum, so that σ(T )
is equal to the disjoint union σd(T )⊔ σess(T ) and σd(T ) does not have accumulation points outside σess(T ).
If T ∈ A (H) then σess(T ) = σ(P(T )) hence we get by induction:
σ(T ) = σd(T ) ⊔ σ(P(T )) =
[⊔nk=0σd(Pk(T ))] ⊔ σ(Pn+1(T ))
which proves the assertion of the proposition.
† More precisely, the limit is taken along the filter consisting of the intersections of the neighborhoods of zero in the weak topology
with the unit sphere of H. One may also replace it by the finer filter consisting of the subsets of the unit sphere which are orthogonal
to finite dimensional subspaces ofH, the proof is then simpler.
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Remark 4.8 The following comments on the algebra A (H) play no role in this paper but are of some
intrinsic interest. The advantage in using the graded Weyl algebra F (H) instead of other Weyl algebras
which can be found in the literature is that N implements a norm continuous action of the unit circle on it.
Indeed, (2.9) gives for z ∈ Σ = {z ∈ C| |z| = 1} and u ∈ H:
zNW (u)z¯N =W (zu) (4.9)
If E is a (complex) finite dimensional subspace of H then E is stable under multiplication by z and for
f ∈ L1(E) we have
zNW (f)z¯N =
∫
E
W (zu)f(u)dEu =
∫
E
W (u)f(z¯u)dEu ≡W (fz).
Since ‖W (fz)−W (f)‖ ≤ ‖fz − f‖L1 → 0 as z → 1 we see that z 7→ zNW (f)z¯N is norm continuous.
Thus αz(T ) = zNT z¯N induces a norm continuous action of Σ on F (H) which is compatible with the
grading (i.e. each F (E,H) is stable under the action). In particular, the crossed productC∗-algebra F (H)⋊
Σ is well defined. The algebra A (H) is a quotient of this crossed product: there is a unique morphism
F (H) ⋊ Σ → A (H) such that the image of T ⊗ η be T η˜(N) ≡ T ∫
Σ
zNη(z)dz for all T ∈ F (H), η ∈
L1(Σ), see [GI2, Theorem 2.9]. This morphism is surjective but not injective.
The similarly defined morphism F (E,H) ⋊ Σ → AE(H) can be used in order to give a more conceptual
proof of the existence of the morphism PE constructed at the beginning of the proof of Theorem 4.4. I am
indebted to G. Skandalis for a comment which clarified this point to me.
5 Canonical morphism of F (O)
We now extend the results of Section 4 to a larger class of C∗-algebrasO of operators onH.
Definition 5.1 If a morphism P : F (O)→ O ⊗F (O) with the property
P(W (u)Γ(A)) = A⊗ [W (u)Γ(A)] if u ∈ H and A ∈ O with ‖A‖ < 1 (5.1)
exists, then it is uniquely determined and we call it the canonical morphism of F (O).
Example 5.2 Assume that P exists and recall that Γ(O) ⊂ F (O). Then P(Γ(A)) = A⊗ Γ(A) if A ∈ O
and ‖A‖ < 1. Replacing A by tA and taking derivatives at t = 0 we obtain P(A∨0) ≡ P(ω) = 0 and
P(A∨n) = A⊗A∨(n−1) if n ≥ 1 (recall that A∨0 = ω). From the polarization formula we then get
nP(A1 ∨ · · · ∨ An) =
∑
k Ak ⊗ [A1 ∨ · · · ∨Ak−1 ∨ Ak+1 ∨ . . . An]. (5.2)
for all A1, . . . , An ∈ O.
Remark 5.3 If needed we denote PO the morphism from Definition 5.1. Observe that if O1 ⊂ O2 and if
the canonical morphism PO2 exists, then PO1 exists too and we have PO1 = PO2 |F (O1).
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Theorem 5.4 If O is an abelian C∗-algebra on H and its strong closure does not contain finite rank op-
erators then the canonical morphism P exists and kerP = K (H). This gives a canonical embedding
F (O)/K (H) →֒ O ⊗F (O). (5.3)
Remark 5.5 Observe that H cannot be finite dimensional. In the rest of this remark we assume O non-
degenerate and denoteO′ and O′′ its commutant and bicommutant. Note that
K (H) ⊂ F (O) ⊂ F (O′′). (5.4)
The strong closure of O is O′′, thus in Theorem 5.4 we have to assume that O′′ does not contain finite rank
operators. Clearly this is equivalent to O′′ ∩ K(H) = {0}. Observe that if there is a sequence of unitary
operators Un ∈ O′ such that w-limn→∞ Un = 0 then this assumption is satisfied. On the other hand, if
H is separable then O′′ ∩ K(H) = {0} if and only if there is a self-adjoint operator S ∈ O′ with purely
absolutely continuous spectrum; and if this is the case then eitS ∈ O′ and w-lim|t|→∞ eitS = 0.
Lemma 5.6 Let O be an abelian finite dimensional C∗-algebra on H with 1H ∈ O. Let P1, . . . , Pn be the
minimal projections of O andHk = PkH. ThenH = ⊕kHk and we have
F (O) = ⊗kA (Hk) relatively to Γ(H) = ⊗kΓ(Hk). (5.5)
Proof: Recall that we have Pk 6= 0, PiPj = 0 if i 6= j and P1 + · · · + Pn = 1H. Moreover, each element
of O is a linear combination of these projections. Thus we can write O as a direct sum of C∗-algebras
O ≡ ⊕kCPk and then we may use (2) of Proposition 3.3. More explicitly, if A ∈ O then A =
∑
k zkPk
and we have ‖A‖ = supk |zk|. Assume ‖A‖ < 1 and let u ≡
∑
k uk, then we get from (2.19) and (2.20)
W (u)Γ(A) = ⊗k[W (uk)Γ(zkPk)] ≡ ⊗k[W (uk)Γ(zk)]
where we have identified Pk = 1Hk . Then (5.5) follows easily from this relation.
Lemma 5.7 Theorem 5.4 is true if O is finite dimensional and 1H ∈ O.
Proof: We keep the notations of Lemma 5.6 and observe that each Hk is infinite dimensional because O
does not contain finite dimensional projections. By Theorem 4.4 the canonical endomorphismPk of A (Hk)
exists. We shall now use Proposition 10.1: define P ′k as in that theorem and note that Jk = K (Hk) and
A˜ (Hk) = A (Hk). Proposition 4.2 implies that each A (Hk) is nuclear. Taking into account Lemma 5.6
and Proposition 10.1 we get a morphism
P ≡⊕nk=1 P ′k : F (O)→⊕nk=1 A (H1)⊗ · · · ⊗A (Hk)⊗ · · · ⊗A (Hn) ≡ Cn ⊗F (O) ∼= O ⊗F (O)
whose kernel is K (H1)⊗ · · · ⊗K (Hn) = K (H). Then, with the notations of the proof of Lemma 5.6:
P(W (u)Γ(A)) = ⊕nk=1 P ′k [⊗k[W (ui)Γ(zi)]]
=
⊕n
k=1[W (u1)Γ(z1)]⊗ · · · ⊗ [zkW (uk)Γ(zk)]⊗ · · · ⊗ [W (un)Γ(zn)]
= (z1P1 + · · ·+ znPn)⊗ (W (u)Γ(A)) = A⊗ (W (u)Γ(A)).
Thus P is the canonical morphism of F (O).
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Prof of Theorem 5.4: If the theorem has been proved for non-degenerate O then the general case is a
consequence of the factorization (3.9) and of Proposition 10.1 with n = 2, C1 = F (O0), C2 = J2 =
K (H⊥O). Thus we may assume that O is non-degenerate. Then, due to Remark 5.3, it suffices to assume
that O is a Von Neumann algebra, i.e. O = O′′. Let L be the set of all finite dimensional ∗-subalgebras
of O which contain 1H. Then L is a lattice for the order relation given by inclusion. Indeed, L is stable
under (arbitrary) intersections and if M,N ∈ L then their upper bound R is constructed as follows: if
P(M),P(N ) are the sets of minimal projections of M,N then we define P(R) as the set consisting of
the non-zero projections of the form PQ with P ∈ P(M), Q ∈ P(N ) and take R equal to the linear
span of P(R). The total algebra O is the norm closure of the union of the algebras in L , because each
A ∈ O is normal, its spectral measure EA has values in O, and so is a norm limit of finite sums of the form
B =
∑
k zkEA(∆k) with zk ∈ C and ∆k ⊂ C Borel sets. Note also that the standard construction of such
sums will produce operators with ‖B‖ ≤ ‖A‖.
From Proposition 3.3 we see that {F (M) | M ∈ L } is a filtered increasing family of C∗-subalgebras of
F (O). The definition (3.7), Lemma 3.7, and the remark made above concerning the norm of B imply that
F (O) is the norm closure of the union of these subalgebras. In other terms, F (O) is the inductive limit
of the net {F (M)}M∈L . Lemma 5.7 gives us for each M ∈ L a canonical morphism PM and from
the Remark 5.3 it follows that PO(T ) ≡ PM(T ) is independent of M if T ∈ ∪MF (M). It remains to
extend PO to all F (O) by continuity and to check condition (i) of Proposition 5.10 by an obvious density
and continuity argument.
Remark 5.8 This is a natural extension of Remark 4.5. Let χ be a state on a C∗-algebra O ⊂ B(H) and
let {e} be a net of unit vectors in H such that e ⇀ 0 and such that the state associated to e on O converges
weakly to χ (G. Skandalis has shown me that each state χ on a C∗-algebraO with O∩K(H) = {0} can be
expressed in this way). Then
s- lim
e⇀0
a(e) [W (u)Γ(T )1n] a
∗(e) = χ(T )W (u)Γ(T )1n−1 for all u ∈ H and T ∈ O.
Denote IO the identity morphism onO and for each integer k ≥ 1 let us define
Pk = I⊗(k−1)O ⊗ P : O⊗(k−1) ⊗F (O)→ O⊗k ⊗F (O). (5.6)
This is a morphism withO⊗(k−1)⊗K (H) as kernel (tensor product with an abelian algebra preserves exact
sequences). Note that O⊗(k−1) ⊗ K (H) ⊂ B(H⊗(k−1) ⊗ Γ(H)) does not contain compact operators if
k ≥ 1 and if we are in the conditions of Theorem 5.4. The following extends Lemma 4.6.
Proposition 5.9 Under the conditions of Theorem 5.4 the map
Pk = Pk ◦ · · · ◦ P1 : F (O)→ O⊗k ⊗F (O) (5.7)
is a morphism uniquely determined by the property: Pk(W (u)Γ(A)) = A⊗k ⊗ [W (u)Γ(A)] if u ∈ H and
A ∈ O, ‖A‖ < 1. We have limk→∞ ‖Pk(T )‖ = 0 for all T ∈ F (O).
Proof: It remains only to prove the last relation. Clearly it suffices to consider only operators of the form
T = W (u)Γ(A). But then we have ‖Pk(W (u)Γ(A))‖ ≤ ‖A‖k‖Γ(A)‖.
We mention a description of the canonical morphism P in the spirit of Proposition 3.10. Below O is any
C∗-algebra on H. At point (ii) we use the extension of the action of P to unbounded operators affiliated to
F (O) (see section 7): so (ii) is just (i) written at generator level (see the proof of Proposition 7.10).
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Proposition 5.10 Assume that O contains a positive injective operator. If P : F (O) → O ⊗ F (O) is a
morphism then P is the canonical morphism if and only if it satisfies the following equivalent conditions:
(i) P (e−H) = e−h ⊗ e−H if H = dΓ(h) + V is an elementary QFH;
(ii) P(H) = h⊗ 1Γ(H) + 1H ⊗H if H = dΓ(h) + V is an elementary QFH.
Proof: Note that P is uniquely determined by the condition (i) because of Proposition 3.10. If H =
dΓ(h) + V ≡ H0 + V then (7.3) holds in norm because H0 is bounded from below and V is bounded. If P
is the canonical morphism, and since e−tH0 = Γ(e−th), we obtain (i) from:
P
[(
e−V/ne−H0/n
)n]
=
[
P
(
e−V/ne−H0/n
)]n
=
[
e−h/n ⊗
(
e−V/ne−H0/n
)]n
. (5.8)
Reciprocally, assume thatP is a morphism and (i) holds. LetH be as in (i) and set H˜ = h⊗1Γ(H)+1H⊗H .
The operators H, H˜ are bounded from below and P(e−H) = e−H˜ . Since P is a morphism and the function
x 7→ e−x algebraically generates C0([a,∞[) if a ∈ R, we get P(θ(H) = θ(H˜) for all θ ∈ C0(R). In
particular, if z is a complex number with sufficiently large negative real part we can take θ(x) = (z − x)−1
and get P [(z − H)−1] = (z − H˜)−1. Denote Rz = (z − H0)−1 and R˜z = (z − H˜0)−1, where H˜0 =
h⊗ 1Γ(H) + 1H ⊗H0. Then we make a norm convergent series expansion to get:
P∑k Rz[V Rz]k =∑k R˜z[(1H ⊗ V )R˜z]k.
We replace V by sV and take derivatives at s = 0 to obtain P [RzV Rz ] = R˜z(1H ⊗ V )R˜z . On the other
hand, by taking V = 0 in this argument we get P(θ(H0)) = θ(H˜0) for all θ ∈ C0(R). Thus
P [θ(H0)RzV Rz)] = θ(H˜0)R˜z(1H ⊗ V )R˜z.
By arguments already used in the proof of Proposition 3.10 we get first
P [η(H0)V Rz ] = η(H˜0)(1H ⊗ V )R˜z
for η ∈ C0(R) and then we see that this relation remains true for η = 1. Thus we have P [V Rz ] =
(1H⊗V )R˜z for all complex numbers z with sufficiently large negative real part. By standard arguments we
then get P [V θ(H0)] = (1H⊗ V )θ(H˜0) for all θ ∈ C0(R), in particular P
[
V e−H0
]
= (1H⊗V )e−H˜0 . But
this is the same as
P [V Γ(e−h)] = (1H ⊗ V )(e−h ⊗ Γ(e−h) = e−h ⊗ [V Γ(e−h)] .
Thus P [V Γ(A)] = A ⊗ [V Γ(A)] if A = e−h. By first choosing h conveniently and then by using the same
argument as in the last part of the proof of Proposition 3.10 we see that the preceding relation holds for all
A ∈ O with ‖A‖ < 1 and A ≥ 0. As in Example 5.2 this implies
nP [V (A1 ∨ · · · ∨An)] =
∑
k Ak ⊗ [V (A1 ∨ · · · ∨ Ak−1 ∨ Ak+1 ∨ . . . An)]
first for Ak ≥ 0 and then for all Ak ∈ O. Thus P [V A∨n] = A⊗ [V A∨(n−1)] for all A ∈ O from which we
clearly get P [V Γ(A)] = A⊗ [V Γ(A)] if A ∈ O and ‖A‖ < 1. That this holds also for V = W (u) follows
easily as in the proof of Proposition 3.8. So P is the canonical morphism.
We give one more characterization of P which is sometimes useful (e.g. it implies Theorem 1.1). The proof
involves the same ideas as that of Proposition 3.4 so we do not give details.
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Lemma 5.11 F (O) coincides with the C∗-algebra generated by the operators of the form φ(u)nΓ(A) with
u ∈ H, n ∈ N and A ∈ O with ‖A‖ < 1. A morphism P : O → O ⊗F (O) is the canonical morphism if
and only if it satisfies P (φ(u)nΓ(A)) = A⊗ [φ(u)nΓ(A)] for all such u, n,A.
6 The fermionic case
1. The fermionic version of the theory seems to me most pleasant esthetically speaking and certainly much
easier. As before H is a complex Hilbert space with scalar product 〈·|·〉. A representation of the CAR over
H, or a Clifford system over H, is a couple (H , φ) consisting of a Hilbert space H and an R-linear map
φ : H → B(H ) which satisfies
φ(u)∗ = φ(u) and φ(u)2 = ‖u‖2 for all u ∈ H. (6.1)
We set [A,B]+ = AB +BA. Then the second condition above is equivalent to:
[φ(u), φ(v)]+ = 2ℜ〈u|v〉 for all u, v ∈ H. (6.2)
Note that the map φ : H → B(H ) is an isometry, which makes the theory much simpler. We define
the annihilation and creation operators associated to the one particle state u by the relations (2.6), so that
φ(u) = a(u) + a∗(u). Then a∗ : H → B(H ) is a linear continuous map, a : H → B(H ) is antilinear and
continuous, and a∗(u) is just the adjoint of the operator a(u). We have
[a(u), a∗(v)]+ = 〈u|v〉, [a(u), a(v)]+ = 0, [a∗(u), a∗(v)]+ = 0. (6.3)
A number operator for the Clifford system (H , φ) is a self-adjoint operator N on H satisfying
eitNφ(u)e−itN = φ(eitu) for all t ∈ R and u ∈ H. (6.4)
As in the bosonic case we have:
[N, iφ(u)] = φ(iu), (N + 1)a(u) = a(u)N, (N − 1)a∗(u) = a∗(u)N. (6.5)
A vacuum state for the Clifford system (H , φ) is a vector Ω ∈ H with ‖Ω‖ = 1 such that the map
u 7→ φ(u)Ω is linear and this condition is equivalent to a(u)Ω = 0 for all u.
2. We define the Clifford algebra over H by
F (H) = C∗(φ(u) | u ∈ H). (6.6)
We refer to [PR] for a presentation of the theory of Clifford algebras suited to our context. In their termi-
nology, F (H) is the Clifford algebra generated by the real vector space H equipped with the scalar product
ℜ〈u|v〉. In particular, if the (complex) dimension of H is n then F (H) is of dimension 22n. The C∗-
algebras F (H) associated to two Clifford systems over H are canonically isomorphic in a natural sense,
which explains why (H , φ) is not included in the notation. The algebra F (H) has a rich and interest-
ing structure: it is central and simple, it has a unique tracial state, and it is Z2-graded (Z2 = Z/2Z), i.e.
there is a unique automorphism γ of F (H) such that γ(φ(u)) = −φ(u) for all u ∈ H. Clearly γ2 = 1
and if we set F±(H) = {T ∈ F (H) | γ(T ) = ±T } then we get a linear direct sum decomposition
F (H) = F+(H) + F−(H).
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If K is a closed vector subspace of H we identify F (K) with the C∗-subalgebra of F (H) generated by the
operators φ(u) with u ∈ K. If E ⊂ F are finite dimensional subspaces of H then F (E) ⊂ F (F ) are finite
dimensional ∗-subalgebras of F (H) and
F (H) = ∪EF (E) (6.7)
where E runs over the set of finite dimensional subspaces of H. In particular, F (H) is nuclear.
3. One defines the Fock representation exactly as in the bosonic case; the uniqueness modulo canonical
isomorphisms is obvious. The construction of the “particle Fock realization” is parallel to that in the Bose
case, one just has to replace “symmetric” and the symbol ∨ by “antisymmetric” and ∧ (the details can be
found in [PR]). So H∧alg is the antisymmetric (or exterior) algebra† over the vector space H, we use the
notation uv for the product of two elements u, v ofH∧alg (or u∧v if ambiguities occur in concrete situations),
and the unit element is denoted either 1 or Ω. Then H∧nalg is the linear subspace spanned by the products
u1 . . . un with ui ∈ H and H∧alg is equal to the linear direct sum
∑
n∈NH∧nalg . We shall equip H∧alg with the
unique scalar product such that H∧nalg ⊥ H∧malg for n 6= m and:
〈u1 . . . un|v1 . . . vn〉 =
∑
σ∈S(n) εσ〈u1|vσ(1)〉 . . . 〈un|vσ(n)〉 (6.8)
where εσ is the signature of the permutation σ. The estimate (2.14) remains valid in the present situation.
We define the Fock space Γ(H) ≡ H∧ over H as the completion of H∧alg for the scalar product defined by
(6.8). Then H∧n is the closure of H∧nalg in Γ(H), we have Γ(H) =
⊕
nH∧n (Hilbert space direct sum),
and the spaces Γn(H) and Γfin(H) are defined as in the symmetric case. Similarly for the number operator
N and the projections 1n, 1n, ω. Note that Γfin(H) is a unital algebra but not abelian: it is a Z-graded
anticommutative algebra, i.e. we have uv = (−1)nmvu if u ∈ H∧n and v ∈ H∧m.
The creation-annihilation operators a(∗)(u) and the field operator φ(u) are defined exactly as in the bosonic
case. Important differences are the boundedness of these operators: ‖a(∗)(u)‖ = ‖u‖, and the fact that a(u)
is an antiderivation:
a(u)(vw) = (a(u)v)w + (−1)nv(a(u)w) if v ∈ H∧n, w ∈ Γfin(H). (6.9)
If A1, . . . , An ∈ B(H) then there is a unique operator A1 ∧ · · · ∧ An ∈ B(H∧n) such that
(A1 ∧ · · · ∧ An)(u1 . . . un) = (n!)−1
∑
σ∈S(n) εσ(A1uσ(1)) . . . (Anuσ(n)) (6.10)
for all u1, . . . , un ∈ H. We extend it to Γ(H) by identifying A1 ∧ · · · ∧ An ≡ A1 ∧ · · · ∧ An1n. If
A1 = · · · = An ≡ A we denote A∧n this operator. Note that A∧n is uniquely defined by the relation
A∧n(u1 . . . un) = (Au1) . . . (Aun) for all u1, . . . , un ∈ H. Observe that A1 ∧ · · · ∧ An is a symmetric
function of A1, . . . , An hence one may use the polarization formula in this case too.
As in the bosonic case, for each A ∈ B(H) there is a unique unital endomorphism Γ(A) of the algebra
Γfin(H) such that Γ(A)u = Au for all u ∈ H and such that the restriction of Γ(A) to each Γn(H) be
continuous. In fact Γ(A) = ⊕n≥0A∧n. Clearly Γ(AB) = Γ(A)Γ(B), Γ(1) = 1, Γ(0) = ω, and zN = Γ(z)
for z ∈ C. The relations (2.16)-(2.18) remain valid. The operator Γ(A) is bounded on Γ(H) if ‖A‖ ≤ 1.
Finally, there is a unique derivation dΓ(A) of the algebra Γfin(H) such that dΓ(A)u = Au if u ∈ H. Hence
† The definition is similar to that in the symmetric case, cf. the footnote on page 8, just replace the commutativity condition
ξ(u)ξ(v) = ξ(v)ξ(u) by ξ(u)ξ(v) = −ξ(v)ξ(u).
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dΓ(A)(u1 . . . un) =
∑
k u1 . . . (Auk) . . . un if n ≥ 1 and dΓ(A)Ω = 0. We denote also by dΓ(A) the
closure of this operator. If A is not bounded but generates a contractive C0-semigroup on H then dΓ(A) is
defined by Γ(etA) = etdΓ(A).
If K ⊂ H is a closed subspace we identify K∧alg with the subalgebra of H∧alg generated by K and then by
taking the closure in Γ(H) we get an isometric embedding Γ(K) ⊂ Γ(H). The scalar product (6.8) has been
chosen such that
〈uv | u′v′〉 = 〈u | u′〉〈v | v′〉 = 〈u⊗ v | u′ ⊗ v′〉 for all u ∈ Γfin(K), v ∈ Γfin(K⊥)
hence the linear map Γfin(K) ⊗alg Γfin(K⊥) → Γfin(H) associated to the bilinear map (u, v) 7→ uv extends
to a linear bijective isometry Γ(K)⊗Γ(K⊥)→ Γ(H). This gives us a canonical Hilbert space identification
Γ(H) = Γ(K) ⊗ Γ(K⊥). Note that the product on Γfin(K) ⊗alg Γfin(K⊥) induced by the embedding in
Γfin(H) is the anticommutative tensor algebra product, see [Bo]. Note that ΩH = ΩK ⊗ Ω′K and everything
we said starting with (2.20) until the end of Section 2 remains valid.
It is also trivial to check that, as in bosonic case, for each u ∈ K we have a(∗)H (u) = a(∗)K (u) ⊗ 1 and
φH(u) = φK(u) ⊗ 1 relatively to the factorization Γ(H) = Γ(K) ⊗ Γ(K⊥). On the other hand, if u ∈ K⊥
it is easy to check that a(∗)H (u) = (−1)NK ⊗ a(∗)K⊥(u). Thus for u ∈ K and v ∈ K⊥ we have:
φH(u+ v) = φK(u)⊗ 1 + (−1)NK ⊗ φK⊥(u) (6.11)
4. The theory developed in Sections 3-5 has a complete analog in the present setting. Many things become
in fact simpler and look more natural due to the boundedness of the field operators. So in what follows we
state the results and make some comments concerning the proofs.
If O is a C∗-algebra on H then Γ(O) is defined as in (3.1) and Proposition 3.2 (with ∨ replaced by ∧)
remains true because A1 ∧ · · · ∧ An is a symmetric function of A1, . . . , An. Then we define:
F (O) = C∗(SΓ(A) | S ∈ F (H), A ∈ O, ‖A‖ < 1) (6.12)
and we set A (H) = F (C1H). If O is non-degenerate then we have
F (O) = JF (H) · Γ(O)K (6.13)
The proof is a much simplified version of that of Proposition 3.4. We now consider Proposition 3.3.
Proof of the fermionic version of Proposition 3.3: F ({0}) is the C∗-algebra generated by the operators
φ(u1) . . . φ(un)ω (where the product may be empty) and the linear span of these operators coincides with
the linear span of a∗(u1) . . . a∗(un)ω = |u1 . . . un〉〈Ω|, from which (2) of Proposition 3.3 in the Fermi case
follows easily. Now we prove (3) of Proposition 3.3. Basically this follows from
φ(u)Γ(A) =
(
φ(u1)⊗ 1 + (−1)N1 ⊗ φ(u2)
)
Γ(A1)⊗ Γ(A2)
= [φ(u1)Γ(A1)]⊗ Γ(A2) + Γ(−A1)⊗ [φ(u2)Γ(A2)].
but the complete argument is complicated by the fact that we have to consider arbitrary polynomials in
the fields. Consider a product φ(w1) . . . φ(wn)Γ(A) and decompose wk = uk + vk, A = B ⊕ C with
u1, . . . , un ∈ H1, v1, . . . , vn ∈ H2, and B ∈ O1, C ∈ O2 with norms < 1. Due to (6.11) and since
(−1)NH1 = Γ(−1H1) we have φ(wk) = φ(uk) ⊗ 1 + Γ(−1) ⊗ φ(vk) with some simplifications in the
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notations. If we develop the product φ(w1) . . . φ(wn) and if we take into account the relation Γ(−1)φ(uk) =
φ(−uk)Γ(−1) we clearly get a sum of terms of the form (ordered products)[∏
j∈α φ(u˜j)
]
⊗
[∏
k∈β φ(vk)
]
· Γ(±1)⊗ 1
where α is a subset of {1, . . . , n}, β is the complementary subset, and u˜j is either uj or −uj . Since
Γ(±1)⊗ 1 · Γ(A) = Γ(±B)⊗ Γ(C) we see that φ(w1) . . . φ(wn)Γ(A) ∈ F (O1)⊗F (O2) and the proof
is finished by an obvious argument.
We mention one more fact, which is also true in the bosonic case but with a more complicated proof.
Proposition 6.1 If O is non-degenerate then F (O) is the C∗-algebra generated by the operators of the
form Γ(A) or φ(u)Γ(A) with u ∈ H and A ∈ O, A ≥ 0, ‖A‖ < 1.
Proof: We give the proof under the supplementary assumption that O contains a positive injective ope-
rator (this is the only situation relevant in field theory; in general one has to use an approximate unit as
in the proof of Proposition 3.4). Let C be the C∗-algebra generated by the operators of the form Γ(A)
or φ(u)Γ(A) with u ∈ H and A ∈ O, A ≥ 0, ‖A‖ < 1. Due to (3.2) it is sufficient to show that any
product φ(u1) . . . φ(un)Γ(A) with A as above belongs to C . We show this in the case of two field factors
φ(u)φ(v)Γ(A), the general case is similar. We have A = (
√
A)2 and
√
A ∈ O, is positive, and has norm
strictly less than 1. By writing φ(u)φ(v)Γ(A) = φ(u)[φ(v)Γ(
√
A)]Γ(
√
A) we see that it suffices to show
the following: for each v ∈ H and B ∈ O with B ≥ 0, ‖B‖ < 1, the operator φ(v)Γ(B) belongs to the
norm closure L of the linear span of the operators of the form Γ(A)φ(u) with u,A as before. We have
φ(v)Γ(B) = a(v)Γ(B) + a∗(v)Γ(B) and so it suffices to have a(∗)(v)Γ(B) ∈ L . In the case of a(u)Γ(B)
this is obvious by (2.16). Now let S ∈ O be positive and injective and let ε > 0 real. Then (2.16) implies
a∗((B + εS)w)Γ(B + εS) = Γ(B + εS)a∗(w) ∈ L for all w ∈ H. The operator B + εS is positive
and injective hence it has dense range. The map u 7→ a∗(u) ∈ B(Γ(H)) is norm continuous, hence we get
a∗(v)Γ(B+εS) ∈ L for all v ∈ H. From Lemma 3.7 we easily get Γ(B+εS)→ Γ(B) in norm as ε→ 0,
hence a∗(v)Γ(B) ∈ L .
One may define elementary QFH as in Definition 3.9 by asking V ∈ F (H) or V ∈ F (E) for some finite
dimensional subspace E of H. And then Proposition 3.10 remains true (only a minor modification of the
end of the proof is required). We may now state the fermionic version of our main result.
Theorem 6.2 If O is an abelian C∗-algebra on H and its strong closure does not contain finite rank oper-
ators, then there is a unique morphism P : F (O)→ O ⊗F (O) such that
P [SΓ(A)] = A⊗ [SΓ(A)] if S ∈ F (H) and A ∈ O, ‖A‖ < 1. (6.14)
We have kerP = K (H), which gives us a canonical embedding
F (O)/K (H) →֒ O ⊗F (O). (6.15)
If O is non-degenerate then one may require (6.14) to hold only for S = φ(u)k (the powers φ(u)k with
k ∈ N are multiples of φ(u) or of the identity). The second characterization of P presented in Proposition
5.10 remains valid. The canonical endomorphism P of A (H) satisfies P(Sθ(N)) = Sθ(N + 1) for all
S ∈ F (H) and θ ∈ C0(N).
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The strategy of the proof of Theorem 6.2 is identical to that from the symmetric case. We first treat the case
of A (H) as in Section 4 with the help of the algebras
AE(H) = JF (E) · C0(N)K = K (E)⊗ C0(N ′E) relatively to Γ(H) = Γ(E)⊗ Γ(E⊥).
Here E is finite dimensional and F (E) ≡ F (E) ⊗ 1E⊥ the F (E) from the right hand side being the
algebra of all operators on the finite dimensional space Γ(E). In particular we now have NE ∈ F (E),
in fact NE =
∑n
k=0 a
∗(ek)a(ek) if e1, . . . , en is an orthonormal basis of E. For a general algebra O we
proceed as in Section 5.
We now prove that A (H) has a natural Z2-grading and we state the fermionic version of Remark 4.5.
Proposition 6.3 There is a unique automorphism γ of A (H) such that γ(Sθ(N)) = γ(S)θ(N) for all
S ∈ F (H) and θ ∈ C0(N). We have γ2 = 1 and for each T ∈ A (H):
P(T ) = s- lim
e⇀0
a(e)γ(T )a∗(e) (6.16)
Proof: From the fermionic version of (4.5) it follows that it suffices to define γ on AE(H) for each fi-
nite dimensional E. Since, as explained above, we then have AE(H) = K (E) ⊗ C0(N ′E), the exis-
tence is rather obvious. However, the following explicit construction, cf. [PR, Theorem 1.1.10], gives
more information. Observe first that if e ∈ H and ‖e‖ = 1 then φ(e)φ(ie) = i[a(e), a∗(e)], hence
φ(e)φ(ie) = φ(ze)φ(ize) for all complex z with |z| = 1. Let e1, . . . , en be an orthonormal basis of E
and w = φ(e1)φ(ie1) . . . φ(en)φ(ien). It is clear that w is a unitary element of F (E) with w∗ = w if n
is even and w∗ = −w if n is odd. The relation wSw∗ = γ(S) for S ∈ F (E) is easy to check (or see
Theorem 1.1.10 in [PR]). By using the expression given above for NE we get wNEw∗ = NE and it is clear
that wN ′Ew∗ = N ′E . Thus wNw∗ = N and we may define γ(T ) = wTw∗ for all T ∈ F (E).
We have a(e)u0 . . . un =
∑
k(−1)ku0 . . . 〈e|uk〉 . . . un hence s-lime⇀0 a(e) = 0. From the anticommuta-
tion relation a(e)a∗(e) + a∗(e)a(e) = 1 we get s-lime⇀0 a(e)a∗(e) = 1. Thus P defined by (6.16) is an
endomorphism of A (H). Note that
‖a(e)φ(u) + φ(u)a(e)‖ = |〈e|u〉| → 0 if e ⇀ 0.
Finally, by using (6.5) it follows easily that P is the canonical endomorphism of A (H).
It is clear that everything we said in Section 5 starting with Proposition 5.9 remains true or has an analog in
the fermionic case.
7 Self-adjoint operators affiliated to F (O)
1. It will be convenient to use the notion of observable affiliated to a C∗-algebra as introduced in [BG3]
and further studied in [ABG, DaG2]. In this paper a self-adjoint operator is supposed to be densely defined
but not densely defined operators appear by taking (norm) resolvent limits or images through C∗-algebra
morphisms. An observable is a Hilbert space independent formulation of the notion of “not necessarily
densely defined self-adjoint operator”.
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An observable affiliated to a C∗-algebra C is a morphismH : C0(R)→ C . We set H(θ) = θ(H) although
H cannot be realized as a self-adjoint operator in general. Observables have the advantage that one can
consider their images through morphisms: if P : C → D is a morphism, then P(H) is the observable
affiliated to D defined by θ(P(H)) = P(θ(H)) (this operation makes no sense at the Hilbert space level).
The spectrum of H is the set σ(H) of real points λ such that θ(H) 6= 0 if θ(λ) 6= 0. A sequence {Hn}
of observables affiliated to C is convergent if limn θ(Hn) exists (in norm) for each θ ∈ C0(R). Then
θ(H) = limn θ(Hn) is an observable affiliated to C and we write H = limnHn.
Let C be a C∗-algebra of operators on a Hilbert space H . We say that a self-adjoint operator H on H
is affiliated † to C if (H − z)−1 ∈ C for some z ∈ C \ σ(H). This is equivalent to θ(H) ∈ C for all
θ ∈ C0(R) and this gives us a morphism θ 7→ θ(H), hence H defines an observable affiliated to C and this
observable determines the self-adjoint operator H uniquely. So the set of self-adjoint operators affiliated to
C is a subset of the set of observables affiliated to C . But there are observables affiliated to C which do not
correspond to self-adjoint operators on H (and these could be physically interesting). See [ABG, page 364]
and [BGS] for details on this question.
It is clear that the spectrum ofH as self-adjoint operator on H and as observable affiliated to C are identical.
If {Hn} is a sequence of self-adjoint operators affiliated to C then the sequence of observablesHn converges
if and only if the sequence of operators Hn converges in norm resolvent sense.
If one insists in working with self-adjoint operators the following notion is useful. We say that an observable
or a self-adjoint operator H is strictly affiliated to C if the linear space generated by the products θ(H)T
with θ ∈ C0(R) and T ∈ C is dense in C . If there is a self-adjoint operator on H affiliated to C then C is
non-degenerate on H .
We refer to [DaG2, Appendix] for a proof of the following fact: if H is a self-adjoint operator strictly
affiliated to C and if P is a non-degenerate representation of C on a Hilbert space K , then there is a
unique self-adjoint operator P(H) on K such that P(φ(H)) = φ(P(H)) for all φ ∈ C0(R). Moreover,
P(H) is strictly affiliated to the C∗-algebra P(C ).
From now on we assume that C ⊂ B(H ) is non-degenerate on H . Then the multiplier algebra† of C is
defined by:
M = {B ∈ B(H ) | BC ∈ C and CB ∈ C if C ∈ C }. (7.1)
Each non-degenerate representationP of C on a Hilbert space K extends in a unique way to a representation
(also denoted P) of M on K such that P(B)P(C) = P(BC) for all B ∈ M and C ∈ C .
Lemma 7.1 Assume that H0 is a self-adjoint operator (strictly) affiliated to C and that V = V ∗ belongs
to the multiplier algebra of C . Then H = H0 + V is (strictly) affiliated to C . If P is a non-degenerate
representation of C then P(H) = P(H0) + P(V ).
This is an easy consequence of R(z) =
∑
R0(z) (V R0(z))
k for large z, where R(z) = (z − H)−1 and
R0(z) = (z −H0)−1. See [DaG2] for the proof of the strict affiliation.
We quote below several affiliation criteria which are convenient for quantum field models.
† This should not be confused with the terminology of Woronowicz, see [DaG2].
† This is isomorphic with the abstractly defined multiplier algebra, cf. [La], but we shall not use this fact.
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Theorem 7.2 Let H0 and V be bounded from below self-adjoint operators on H such that the operator
H = H0 + V with domain D(H0) ∩D(V ) is self-adjoint (in particular, the intersection has to be dense in
H ). If e−tH0e−2tV e−tH0 ∈ C for all t > 0 then H is affiliated to C .
This follows from a result of Rogava [Ro] (see [IT] for more recent results) which says that
e−2tH = lim
n→∞
[
e−tH0/ne−2tV/ne−tH0/n
]n
= lim
n→∞
[(
e−tV/ne−tH0/n
)∗ (
e−tV/ne−tH0/n
)]n
(7.2)
holds in norm for all t > 0. Under the same conditions we also have norm convergence in:
e−tH = lim
n→∞
[
e−tV/ne−tH0/n
]n
. (7.3)
Other affiliation criteria can be found in [DaG2], for example:
Theorem 7.3 Let H0 ≥ 0 be a self-adjoint operator affiliated to C and let V be a symmetric form such
that −aH0 − b ≤ V ≤ bH0 + b for some real numbers 0 < a < 1 and b > 0. Assume that U ≡
(H0 + 1)
−1/2V (H0 + 1)
−1/2 belongs to the multiplier algebra M . Then H = H0 + V defined in form
sense is a self-adjoint operator affiliated to C . If H0 is strictly affiliated to C then U ∈ M if and only
θ(H0)V (H0 + 1)
−1/2 ∈ C for all θ ∈ Cc(R) and then H is strictly affiliated to C .
Now let us fix a probability measure space Q and consider the associated scale of Lp spaces. Let H0 be a
positive self-adjoint operator on L2 which generates a hypercontractive semigroup in the following sense:
for each t > 0 the operator e−tH0 is a contraction in each Lp and there are p > 2 and t > 0 such that
e−tH0L2 ⊂ Lp. We shall say that a real function V on Q is admissible if V and e−V belong to Lp for all
p < ∞ (observe that if V is bounded from below the second condition is automatically satisfied). Under
these conditions on H0 and V it can be shown that H0+V is essentially self-adjoint on D(H0)∩D(V ) and
its closure H is bounded from below, see [RS, Theorem X.58]. Then [RS, Theorem X.60]:
Theorem 7.4 Assume that H is as above, let {Vn} be a sequence of admissible functions, and let Hn
be the closure of the operator H0 + Vn. Assume that there is p > 2 such that ‖Vn − V ‖Lp → 0 and
supn ‖e−Vn‖Lp <∞. Then limHn = H in norm resolvent sense.
2. We consider now the case of interest in this paper. Let H be a complex Hilbert space and O an abelian
non-degenerate C∗-algebra on H such that O′′ ∩ K(H) = {0}. We take H = Γ(H), which is either
the bosonic or the fermionic Fock space, and C = F (O). Then according to Theorems 5.4 and 6.2 we
have a canonical morphism P : F (O) → O ⊗F (O) whose kernel is K (H) ≡ K(Γ(H)). The algebra
O ⊗F (O) is naturally realized on the Hilbert space H⊗ Γ(H) and thus we get an embedding
F (O)/K (H) →֒ O ⊗F (O) ⊂ B(H⊗ Γ(H)). (7.4)
Thus we may think of P as a representation of F (O) on H ⊗ Γ(H) with range F (O)/K (H) included
(strictly in general) in O ⊗F (O).
Lemma 7.5 F (O) is non-degenerate on Γ(H) and the representation P of F (O) on O ⊗ Γ(H) is non-
degenerate. If h ≥ m > 0 is a self-adjoint operator onH strictly affiliated to O then H0 = dΓ(h) is strictly
affiliated to Γ(O) and to F (O).
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Proof: The action of the algebra F (O) on Γ(H) is non-degenerate because K (H) ⊂ F (O). The action
of P(F (O)) on H ⊗ Γ(H) is also non-degenerate because this algebra contains the operators of the form
S ⊗ Γ(S) with S ∈ O and ‖S‖ < 1 and if we take a sequence {Sn} of such operators with Sn → 1H
strongly then Sn ⊗ Γ(Sn) converges strongly to the identity operator on H⊗H .
If h is strictly affiliated toO then the linear span of the operators θ(h)T with θ ∈ C0(R) and T ∈ O is dense
inO. If h is also bounded from below this clearly implies ‖e−εhT −T ‖ → 0 as ε→ 0 (and reciprocally). If
h ≥ m > 0 then from Lemma 3.7 we clearly get ‖e−εH0Γ(A)− Γ(A)‖ → 0 as ε→ 0 if A ∈ O, ‖A‖ < 1,
and from this we deduce that H0 is strictly affiliated to Γ(O). Finally, we make a general remark: if H is an
observable strictly affiliated to Γ(O) then it is strictly affiliated to F (O). Indeed, we have Γ(O) ⊂ F (O)
and the natural (left or right) action of Γ(O) on F (O) is non-degenerate, cf. Proposition 3.8.
Thus, if H is a self-adjoint operator on Γ(H) strictly affiliated to F (O) then P(H) is a self-adjoint operator
on H⊗ Γ(H) strictly affiliated to the quotient algebra F (O)/K (H). If H is only affiliated to F (O) then
P(H) is only an observable affiliated to F (O)/K (H) and in general can not be realized as a self-adjoint
operator on H⊗ Γ(H). In any case, as the simplest application in spectral theory of Theorems 5.4 and 6.2,
we have the following description of the essential spectrum of H .
Theorem 7.6 We have σess(H) = σ(P(H)) if H ∈ F (O) or H is affiliated to F (O).
This result can be made more explicit in the following terms. Since O is an abelian C∗-algebra its spectrum
X is a locally compact topological space and we have a canonical identification
O ⊗F (O) ∼= C0(X ;F (O)), (7.5)
where C0(X ;F (O)) is the C∗-algebra of norm continuous functions F : X → F (O) which tend to zero
at infinity. Assume for simplicity that H˜ ≡ P(H) is a self-adjoint operator on H ⊗ Γ(H) (which holds if
H is strictly affiliated to F (O)), then H˜ is identified with a continuous family {H˜(x)}x∈X of self-adjoint
operators affiliated to F (O) and we have
σess(H) =
⋃
x∈X σ(H˜(x)). (7.6)
See [ABG, 8.2.4] for details and for the proof that the union is closed (H˜ could be only an observable).
3. The simplest operators affiliated to F (O) are the elementary QFH, and their images through P are
described in Proposition 5.10. We give other examples below and in later sections. Since we think of
F (O) as the C∗-algebra of energy observables of a quantum field, any observable affiliated to it should be
interpreted as the Hamiltonian of some quantum field model with one particle kinetic energy affiliated to O.
Thus Theorem 7.6 and the formula (7.6) should cover a large class of models. However, the Hamiltonians
of the usual models are of the same nature as the elementary QFH (only much more singular). We isolate
this class of operators in the next definition.
Definition 7.7 A self-adjoint operator H on Γ(H) is a standard quantum field Hamiltonian (SQFH) if H is
bounded from below and affiliated to F (O) and if there is a self-adjoint operator h ≥ 0 on H affiliated to
O such that P(H) = h⊗ 1Γ(H) + 1H ⊗H . Under these conditions we shall also say that H is of type O
and that h is the one particle kinetic energy and m = inf h the one particle mass associated to H .
If we apply Theorem 7.6 to SQFH Hamiltonians we get:
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Theorem 7.8 If H is a SQFH with one particle kinetic energy h and one particle mass m then:
σess(H) = σ(h) + σ(H) = {λ+ µ | λ ∈ σ(h), µ ∈ σ(H)}. (7.7)
In particular, if m > 0 then infH is an eigenvalue of finite multiplicity of H isolated from the rest of the
spectrum. If σ(h) = [m,∞[ then σess(H) = [m+ infH,∞[.
The class of SQFH is quite large and many singular physically interesting Hamiltonians are affiliated to it.
We shall give such examples in the next sections and we devote the rest of this section to some preliminary
results in this direction.
Lemma 7.9 The multiplier algebra of F (O) contains Wmax(H) in the bosonic case and F (H) in the
fermionic case. If V belongs to one of these classes we have P(V ) = 1H ⊗ V .
Proof: In the bosonic case it suffices to consider V = W (f) with f a bounded Borel regular measure on
H and to show that for T = Γ(A)S with S ∈ W (H) and A ∈ O, ‖A‖ < 1 we have V T ∈ F (O) and
P(V T ) = (1H ⊗ V )P(T ). We have V T =
∫
W (u)Γ(A)Sdf(u) the integral being convergent in norm by
Lemma 3.7, and W (u)Γ(A)S ∈ F (O), hence V T ∈ F (O) and
P(V T ) =
∫
P(W (u)Γ(A)S)df(u) =
∫
A⊗ (W (u)Γ(A)S)df(u)
= A⊗ (V Γ(A)S) = (1H ⊗ V )(A ⊗ (Γ(A)S) = (1H ⊗ V )P(T ).
The proof in the fermionic case is similar and easier.
Proposition 7.10 Let h be a self-adjoint operator onH affiliated toO and such that inf h > 0. Let V = V ∗
be an element of the multiplier algebra of F (O). Then H = dΓ(h) + V is affiliated to F (O) and we
have P(H) = h ⊗ 1Γ(H) + 1H ⊗ dΓ(h) + P(V ). In particular, if V ∈ Wmax(H) in the bosonic case and
V ∈ F (H) in the fermionic case, then we have P(H) = h⊗ 1Γ(H) + 1H ⊗H , so H is a SQFH.
Proof: The operator H0 = dΓ(h) has the property e−tH0 = Γ(e−th) for t > 0 and e−th ∈ O and has norm
< 1, so that
P (e−tH0) = e−th ⊗ Γ(e−th) = e−th ⊗ e−tH0 .
Thus P(H0) = h⊗ 1Γ(H) + 1H ⊗H0 and then we use Lemmas 7.1 and 7.9.
Proposition 7.11 Let V be a bounded from below self-adjoint operator on Γ(H) affiliated to Wmax(H) in
the Bose case and to F (H) in the Fermi case. Let h be a self-adjoint operator on H affiliated to O with
h ≥ m > 0 and let us set H0 = dΓ(h). If H = H0+V is self-adjoint on D(H0)∩D(V ) then H is a SQFH
of type O with h as one particle kinetic energy.
Proof: That H is affiliated to F (O) is a consequence of Theorem 7.2. Then H˜ = P(H) is an observable
affiliated to F (O) but we do not yet know if it can be realized as a self-adjoint operator on H ⊗ Γ(H).
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In any case, the semigroup {e−tH˜}t>0 is well defined (it could be zero on a nontrivial subspace) and (7.3)
implies:
e−tH˜ = P (e−tH) = lim
n→∞
[
P
(
e−tV/ne−tH0/n
)]n
= lim
n→∞
[
P
(
e−tV/nΓ
(
e−th/n
))]n
= lim
n
[
e−th/n ⊗
(
e−tV/nΓ
(
e−th/n
))]n
= lim
n
e−th ⊗
[
e−tV/ne−tH0/n
]n
= e−th ⊗ e−tH .
Since this holds for all t > 0 we get H˜ = h⊗ 1Γ(H) + 1H ⊗H .
The fact that the class of SQFH contains singular physically interesting Hamiltonians is mainly due to its
stability under norm resolvent convergence.
Proposition 7.12 Assume that {Hn} is a sequence of SQFH of type O with the same one particle kinetic
energy h and such thatHn → H in norm resolvent sense, where H is a self-adjoint operator on Γ(H). Then
H is SQFH of type O with one particle kinetic energy h.
Proof: Due to norm resolvent convergence the operators Hn are uniformly bounded from below and
e−tHn → e−tH in norm for each t > 0. Thus e−tH ∈ F (O) hence H is affiliated to F (O) and we
have
P (e−tH) = lim
n
P (e−tHn) = e−th ⊗ e−tHn = e−th ⊗ e−tH
for all t > 0. This is equivalent to P(H) = h⊗ 1Γ(H) + 1H ⊗H .
8 Mourre estimate for operators affiliated to F (O)
1. We begin with some basic facts concerning the Mourre estimate as presented in [ABG, Ch. 7]. Improve-
ments of the theory including an extension to conjugate operators A which are only maximal symmetric can
be found in [GGM1] (this is especially useful for the treatment of zero mass fields).
Fix a self-adjoint operator A (the conjugate operator) on a Hilbert space H . An operator S ∈ B(H ) is of
class C1(A) if the map t 7→ e−itASeitA is strongly C1. If this map is of class C1 in norm, we say that S is
of class C1u(A). It is easy to see that S is of class C1(A) if and only if the commutator [A,S], which is well
defined as sesquilinear form on D(A), extends to a bounded operator [A,S]◦ on H .
Now let H be a second self-adjoint operator on H (the Hamiltonian). We say that H is of class C1(A) or
C1u(A) if (H − z)−1 has the corresponding property (here z is any number not in the spectrum of H). It
is possible to characterize the C1(A) property in terms of the commutator [A,H ], we recall here only what
is strictly necessary (see [GGM1]). If H is of class C1(A) then D(H) ∩ D(A) is a core for H and the
commutator [A,H ], defined as sesquilinear form on D(H) ∩ D(A), extends to a continuous sesquilinear
form [A,H ]◦ on D(H) equipped with the graph topology [GGM1, Proposition 2.19]. Moreover, we have:
[A, (H − z)−1]◦ = −(H − z)−1[A,H ]◦(H − z)−1. (8.1)
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From now on we keep the notation [A,H ] for the extension [A,H ]◦.
We define ρ˜AH : R → (−∞,∞] as follows: ρ˜AH(λ) is the upper bound of the numbers a for which there are
a real function θ ∈ Cc(R) with θ(λ) 6= 0 and a compact operator K such that
θ(H)[H, iA]θ(H) ≥ aθ(H)2 +K
In other terms, ρ˜AH(λ) is the best constant in the Mourre estimate. Then let ρAH(λ) be the upper bound of
the numbers a such that the preceding inequality holds for some θ and K = 0. So we get a second function
ρAH : R→ (−∞,∞] such that ρAH ≤ ρ˜AH . We have ρAH(λ) <∞ if and only if λ ∈ σ(H) and ρ˜AH(λ) <∞ if
and only if λ ∈ σess(H), see Lemma 7.2.1 and Proposition 7.2.6 in [ABG]. If λ /∈ τA(H) we say that A is
conjugate to H at λ.
The two functions defined above are lower semi-continuous. Thus the set τA(H) where ρ˜AH(λ) ≤ 0 is closed
and will be called the set of A-thresholds of H . The closed set κA(H) of A-critical points of H is given by
the condition ρAH(λ) ≤ 0.
Clearly τA(H) ⊂ κA(H). In order to understand how much differ these sets we introduce the following
notion. Say that λ ∈ R is an M-eigenvalue of H if it is an eigenvalue and ρ˜AH(λ) > 0. By the virial
theorem, these eigenvalues are of finite multiplicity and are not accumulation points of eigenvalues. Thus
the set µA(H) of all M-eigenvalues of H is discrete. The next result [ABG, Theorem 7.2.13] says that the
functions ρAH and ρ˜AH differ only on the small set µA(H). Let σp(H) be the set of eigenvalues of H .
Proposition 8.1 We have ρAH(λ) = 0 if λ is a M-eigenvalue ofH and otherwise ρAH(λ) = ρ˜AH(λ). Moreover,
ρAH(λ) > 0 if and only if ρ˜H(λ) > 0 and λ /∈ σp(H). In particular (⊔ means disjoint union):
κA(H) = τA(H) ∪ σp(H) = τA(H) ⊔ µA(H). (8.2)
We shall also need the following result, which is a particular case of [ABG, Theorem 8.3.6] (see also [BG2,
Theorem 3.4] for a simpler proof in an important particular case).
Proposition 8.2 Let H = H1⊗H2 and letHi, Ai be self-adjoint operators on Hi such thatHi is bounded
from below and of class C1u(Ai). Consider the self-adjoint operators H = H1 ⊗ 1 + 1 ⊗ H2 and A =
A1 ⊗ 1 + 1⊗A2 on H . Then H is of class C1u(A) and
ρAH(λ) = inf
λ=λ1+λ2
[
ρA1H1(λ1) + ρ
A2
H2
(λ2)
]
. (8.3)
2. We shall explain now how one may compute the function ρ˜AH using C∗-algebra methods. This technique
has been introduced in [BG3] in the context of the N -body problem and further developed in [ABG, Ch.
8]. The main point of this approach is that it avoids the use of auxiliary objects like partitions of unity. The
presentation below is adapted to our needs, that from [BG3, ABG] is more general since it does not require
the quotient algebra to be represented on a Hilbert space.
Let C be a C∗-algebra such that K(H ) ⊂ C ⊂ B(H ). Then the quotient C∗-algebra C˜ = C /K(H ) is
well defined. IfH is a self-adjoint operator on H affiliated to C then one can consider its image H˜ = P(H)
through the canonical morphism P : C → C˜ . Then H˜ is an observable affiliated to C˜ and the essential
spectrum of H is equal to the spectrum of H˜. We shall assume that a faithful non-degenerate realization of
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C˜ on some Hilbert space H˜ is given and that the observable H˜ is realized as a self-adjoint operator (which
we denote also by H˜) on H˜ .
Let A be a self-adjoint operator on H with e−itAC eitA = C for each real t and such that the map
t 7→ e−itASeitA be norm continuous for each S ∈ C . Since e−itAK(H )eitA = K(H ), there is a norm
continuous one-parameter group of automorphisms αt of C˜ such that P
(
e−itASeitA
)
= αt(S˜) for all t and
S ∈ C . Finally, assume that the group αt is unitarily implemented in the representation on H˜ (this is not
needed in the more abstract theory presented in [BG3, ABG]). More precisely, our hypotheses are:
(CA)

A is a self-adjoint operator on H with e−itAC eitA = C for all t;
the map t 7→ e−itASeitA is norm continuous for each S ∈ C ;
A˜ is self-adjoint on H˜ and P (e−itASeitA) = e−itA˜ P(S) eitA˜ for all t and S ∈ C .
The next proposition follows immediately from the preceding definitions and comments.
Proposition 8.3 Assume that H is a self-adjoint operator on H affiliated to C and of class C1u(A). If H˜ is
a self-adjoint operator on H˜ then H˜ is of class C1u(A˜) and ρ˜AH = ρA˜H˜ .
3. We shall apply the preceding general theory in the situation of interest for us in this paper. Let H be
a complex Hilbert space and O an abelian non-degenerate C∗-algebra of operators on H such that O′′ ∩
K(H) = {0}. Let H = Γ(H) be the symmetric or antisymmetric Fock space overH and C = F (O). We
shall consider only conjugate operators of the form:
(OA)
{
A = dΓ(a) where a is a self-adjoint operator onH such that e−itaOeita = O
and such that the map t 7→ e−itaSeita is norm continuous for all S ∈ O.
Lemma 8.4 We have e−itAF (O)eitA = F (O) for all real t and the map t 7→ e−itAT eitA is norm contin-
uous for all T ∈ F (O).
Proof: Note that eitA = Γ(eita). In the bosonic case it suffices to take T = W (u)Γ(S) with u ∈ H and
S ∈ O with ‖S‖ < 1. Then, due to (2.17), we have:
e−itAT eitA = W (e−itau)Γ(e−itaSeita) (8.4)
and we get norm continuity by Lemma 3.7. In the fermionic case we may assume T = φk(u)Γ(S) with
k = 0, 1 and the argument is even simpler.
Lemma 8.5 Let H be a self-adjoint operator affiliated to F (O). Then H is of class C1u(A) if and only if
H is of class C1(A) and the operator [A, (H − z)−1] given by (8.1) belongs to F (O).
Proof: If S = (H − z)−1 then S(t) ≡ e−itASeitA belongs to F (O) for all real t. If H is of class C1u(A)
then [S, iA] is the norm derivative at t = 0 of the map t 7→ S(t) hence belongs to F (O). On the other
hand, if H is of class C1(A) then [S(t), iA] is the strong derivative of the map t 7→ S(t) hence we have
S(t)−S = ∫ t
0
e−iτA[S, iA]eiτA in the strong topology. If [S, iA] ∈ F (O) then by Lemma 8.4 the integrand
here is norm continuous, hence the integral exists in norm, so t 7→ S(t) is norm C1.
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From Theorems 5.4 and 6.2 and from relations like (8.4) (bosonic case) we get canonical identifications:
C˜ ≡ P(F (O)) ⊂ O ⊗F (O), H˜ = H⊗H ≡ H⊗ Γ(H), A˜ = a⊗ 1 + 1⊗A. (8.5)
Our main result on the Mourre estimate for SQFH follows.
Theorem 8.6 Let H be a SQFH of type O with one particle kinetic energy h and one particle mass m =
inf h > 0. Assume that condition (OA) from page 34 is fulfilled, that H is of class C1u(A), and that h is of
class C1u(a) and such that ρah ≥ 0. Then κa(h) = τa(h), we have ρAH ≥ 0 and:
τA(H) =
[⋃∞
n=1 τ
n
a (h)
]
+ σp(H), (8.6)
where τna (h) = τa(h) + · · ·+ τa(h) (n terms). Alternatively, if we set H0 = dΓ(h) then:
τA(H0) =
⋃∞
n=1 τ
n
a (h) and τA(H) = τA(H0) + σp(H). (8.7)
Proof: The operator h cannot have eigenvalues of finite multiplicity because the corresponding spectral
projection would be in O′′ which does not contain finite dimensional projections. Hence from Proposition
8.1 we get ρ˜ah = ρah, in particular κa(h) = τa(h). Since H is a SQFH we have H˜ = h⊗ 1Γ(H) + 1H ⊗H .
By taking into account (8.5) we deduce from Propositions 8.3 and 8.2 that:
ρ˜AH(λ) = inf
λ=λ1+λ2
[
ρah(λ1) + ρ
A
H(λ2)
]
= infµ
[
ρah(λ− µ) + ρAH(µ)
]
. (8.8)
In this proof we simplify notations and set ρ˜ = ρ˜AH , ρ = ρAH , and ρh = ρah. Also, without loss of generality,
we shall assume that infH = 0. Then σess(H) ⊂ [m,∞[ due to Theorem 7.8. Thus the functions ρ on the
interval λ < 0 and ρ˜ and ρh on λ < m are equal to infinity, in particular
ρ˜(λ) = inf0≤µ≤λ−m [ρh(λ− µ) + ρ(µ)] (8.9)
with the convention that the infimum over an empty set is equal to infinity. Observe that if λ < m then λ
is either in the resolvent set of H , and then ρ(λ) = ∞, or λ is in the discrete spectrum of H , hence is an
M-eigenvalue of H , so ρ(λ) = 0 by Proposition 8.1. Thus ρ(λ) ≥ 0 if λ < m. Assume now that we have
shown that ρ(λ) ≥ 0 if λ < km for an integer k ≥ 1. If λ < km+m then in (8.9) only µ < km will appear
and so ρ(µ) ≥ 0. Since ρh ≥ 0 by hypothesis, we get ρ(λ) ≥ 0 if λ < (k + 1)m. By induction we finally
obtain ρ(λ) ≥ 0 for all λ.
We thus have 0 ≤ ρ ≤ ρ˜ and ρh ≥ 0. Hence τ(H) ≡ τA(H) is the set of λ such that ρ˜(λ) = 0 and
κ(H) ≡ κA(H) is the set of λ such that ρ(λ) = 0. Moreover, τ(h) ≡ τa(h) = κa(h) is the set of λ
such that ρh(λ) = 0. Then the first equality in (8.8) clearly gives: ρ(λ) = 0 if and only if one can write
λ = λ1 + λ2 with ρh(λ1) = 0 and ρ(λ2) = 0 (these functions are lower semi-continuous). Finally, from
(8.2) we obtain:
τ(H) = τ(h) + κ(H) = τ(h) + [τ(H) ∪ σp(H)] = [τ(h) + σp(H)]
⋃
[τ(h) + τ(H)] . (8.10)
This equation for the set τ(H) has as unique solution
⋃∞
n=1
[
τna (h) + σp(H)
]
obtained by iteration. This
gives (8.6), for (8.7) note that 0 is the only eigenvalue of H0.
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Remark 8.7 The relation (8.6) describing the set τA(H) of A-thresholds of H has a simple physical in-
terpretation. It says that an energy λ is an A-threshold if and only if one can write it as a sum λ =
λ1 + · · · + λn + µ where the λk are a-threshold energies of the free particle and µ is the energy of a
bound state of the field. This means that at energy λ one can pull out n free particles from the field, each
one having an a-threshold energy, such that the field remains in a bound state.
Remark 8.8 Outside the threshold set τA(H) one expects H to have nice spectral properties. A rather
weak condition which implies the absolute continuity of the spectrum of H outside τA(H) (and many other
properties) is that H be of class C1,1(A), which means that the map t 7→ e−itA(H + i)−1eitA is of Besov
class B1,1∞ in norm (this is slightly more restrictive than the C1u (A) class; the boundedness of the double
commutator [A, [A, (H − z)−1]] implies it). In particular, in order to exclude the existence of the singularly
continuous spectrum, it is important to be sure that τA(H) is a small set. Note that τA(H) is always closed
and that it is countable if τa(h) is countable and H separable. In fact, in the most important physical cases
we have τa(h) = {m} and then τA(H) = mN∗ + σp(H).
As an example, we consider the important particular case when H is a Sobolev space over an Euclidean
space X = Rs, e.g. H = L2(X). The P (ϕ)2 model as treated in [DeG2] is covered by this example. Then
we take O = C0(X∗) (space of continuous functions of the momentum operator P which tend to zero at
infinity). A self-adjoint operator h on H with inf h = m > 0 is strictly affiliated to C0(X∗) if and only if
h = h(P ) where h : X → R is a continuous function such that |h(p)| → ∞ when |p| → ∞.
We shall assume that h : X → R is a function of class C1 in the usual sense. Let τ(h) be the set of critical
values of the function h in the usual sense, i.e. the numbers of the form h(p) with∇h(p) = 0. In this context
it is natural to consider one particle conjugate operators of the form a = F (P )Q+QF (P ) with F a vector
field of class C∞c (X). The corresponding operators A = dΓ(a) will be called of class VF (vector fields).
The following is a consequence of Theorem 8.6.
Corollary 8.9 In the preceding framework, let H be a SQFH with one particle kinetic energy h. Then
σess(H) = [m+ infH,∞[. Assume that H is of class C1u (A) if A is of class VF and let
τ(H) =
[⋃∞
n=1 τ
n(h)
]
+ σp(H), (8.11)
where τn(h) = τ(h) + · · ·+ τ(h) (n terms). Then H admits a conjugate operator of class VF at each point
not in τ(H). If H is of class C1,1(A) (e.g. if [A, [A, (H − z)−1]] is bounded) for each operator A of class
VF then H has no singular continuous spectrum outside τ(H).
Remark 8.10 It is possible to prove the Mourre estimate for more general Hamiltonians H affiliated to
F (O) if the operator A satisfies the condition (OA). We use again Proposition 8.3 by taking into account
the identifications made in (8.5). But now one step in the preceding arguments is missing because in general
H˜ is no more representable in the form h ⊗ 1Γ(H) + 1H ⊗H ′ with operators h and H ′ affiliated to O and
F (O) respectively, so we cannot use the Proposition 8.2. However, by using the techniques from [DaG1,
Sections 5 and 6] one can sometimes overcome this difficulty. For example, if H˜ = h⊗M +1H⊗H ′ with
M ≥ c > 0 then one can proceed as in [DaG1, Section 6] (in fact, the situation here is much simpler). The
main point is that Proposition 8.3 shows that we only have to estimate from below the commutator [H˜, iA˜]
which has the following special structure:
[H˜, iA˜] = [H˜, ia⊗ 1Γ(H)] + [H˜, 1H ⊗ iA]. (8.12)
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As already mentioned in the comments after Theorem 7.6, if H is strictly affiliated to F (O) the quotient H˜
is identified to a continuous family {H˜(x)}x∈X of self-adjoint operators H˜(x) on Γ(H) strictly affiliated
to F (O). Since a “acts” only on the variable x (by condition (OA)) and due to Lemma 8.4, each term on
the right hand side of (8.12) formally belongs to F (O) and one may impose conditions which ensure strict
positivity of the sum. All this can be done rigorously by working with the resolvent of H instead of H ,
as in [DaG1, Section 5], and in fact the situation here is simpler than in the case of an N -body dispersive
Hamiltonian.
9 QFH associated to Lagrangian subspaces of H
Our purpose in this section is to show that Hamiltonians like that of the P (ϕ)2 model are covered by our
formalism. We shall consider only the bosonic situation. We first recall another classical procedure for
constructing realizations of the Fock representation of the CCR, the so-called field realizations. The idea
is to use maximal abelian subalgebras of the Weyl algebra W (H) defined on page 7. Note that W (H)
depends (modulo canonical isomorphisms) only on the symplectic structure of H defined by the symplectic
form σ(u, v) = ℑ〈u|v〉. We recall that a real linear subspace of H is called isotropic if σ(u, v) = 0 for all
u, v ∈ E and that a maximal isotropic subspace is called Lagrangian. A straightforward argument gives:
Lemma 9.1 For any isotropic subspace E we have E ∩ iE = {0} and ‖u + iv‖2 = ‖u‖2 + ‖v‖2 for all
u, v ∈ E; and E is Lagrangian if and only ifH = E+iE and then E is closed. If c is a conjugation (antilinear
isometry such that c2 = 1) then Hc = {u ∈ H | cu = u} is a Lagrangian subspace of H and reciprocally,
each Lagrangian subspace of H is of this form for a uniquely determined c.
For each real linear subspace E ⊂ H let W (E) be the closed linear subspace of W (H) generated by the
operators W (u) with u ∈ E . This is obviously a C∗-subalgebra of W (H).
Lemma 9.2 Let E be a real linear subspace of H. Then W (E) is abelian if and only if E is isotropic and
W (E) is maximal abelian in W (H) if and only if E is Lagrangian.
Proof: Assume that W (E) is abelian and let u, v ∈ E . From (2.2) we get eiℑ〈u|tv〉 = 1 for all t ∈ R
hence ℑ〈u|v〉 = 0, so E is isotropic. If E is Lagrangian then W (E) is maximal abelian in W (H) because
W (E)′′ is maximal abelian on the Fock space Γ(H). Finally, assume that E is not Lagrangian, so that
K = E + iE 6= H. If u ∈ H \ K then, as shown in the proof of Proposition 5.2.9 from [BR], one has
W (u) /∈ W (K) so W (u) /∈ W (E). If K is not dense in H we may choose u ⊥ K and get W (u) in the
commutant of W (E) but not in W (E). If K is dense in H then E cannot be closed and we choose u in the
closure of E but not in E . Since the closure of E is isotropic we see that [W (u),W (v)] = 0 for all v ∈ E .
But since the sum K = E + iE is direct W (u) /∈ W (E).
In the rest of this section we fix a Lagrangian subspace E of H. It is not difficult to show that the Von
Neumann algebra W (E)′′ generated by W (E) on Γ(H) is maximal abelian and that Ω is a cyclic and sep-
arating vector for it. Then 〈T 〉 = 〈Ω|TΩ〉 defines a faithful state on W (E)′′ and we denote Lp(E) the
Lp spaces associated to the couple (W (E)′′, 〈·〉). These spaces are intrinsically defined by abstract inte-
gration theory [Ne] and can be realized as usual Lp spaces over a probability measure space Q which we
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shall not specify† because this is of no interest here (we refer to [DeG2, Si] for details on these questions).
However, we mention that at the abstract level we have canonical identifications L∞(E) = W (E)′′ and if
1 ≤ p < ∞ then Lp(E) is the completion of L∞(E) for the norm ‖T ‖p = 〈|T |p〉1/p. Moreover, from
〈W (v)∗W (u)〉 = 〈W (v)Ω|W (u)Ω〉 it follows that the map W (u) 7→ W (u)Ω extends to a unitary map
L2(E)→ Γ(H) which will be used from now on to identify these two Hilbert spaces. Thus we have
W (E)′′ ≡ L∞(E) ⊂ Lp(E) ⊂ L2(E) ≡ Γ(H) ⊂ Lq(E) ⊂ L1(E) if 1 < q < 2 < p <∞. (9.1)
We get a realization on L2(E) of the Fock representation by transport from Γ(H) with the help of the iden-
tification map defined above. This E-realization is a “field realization” in the sense that the field operators
φ(u) are realized as operators of multiplication by (equivalence classes of) real measurable functions defined
on a probability space Q. Note that the “momentum operators” defined by
π(u) = φ(iu) = i(a∗(u)− a(u)) for u ∈ E
can be realized as differential operators for certain choices of Q. One has the commutation relations
[φ(u), φ(v)] = [π(u), π(v)] = 0 and [φ(u), π(v)] = 2i〈u|v〉 if u, v ∈ E .
Example 9.3 This is the most elementary situation which is of physical interest. Let h be a self-adjoint
operator on H which leaves E invariant (i.e. is real with respect to the conjugation associated to E) and has
pure point spectrum. Then there is an orthonormal basis {ek}k∈K of the real Hilbert space E and a function
h : K → R such that h =∑k h(k)|ek〉〈ek| as operator on H. Let us set ak = a(ek), φk = φ(ek/√2), and
πk = π(ek/
√
2). Then H0 = dΓ(h) has the following familiar expression:
H0 =
∑
k h(k)dΓ(|ek〉〈ek|) =
∑
k h(k)a
∗
kak =
1
2
∑
k h(k)(π
2
k + φ
2
k − 1)
where φk, πk are self-adjoint operators satisfying the commutation relations [φj , φk] = [πj , πk] = 0 and
[φj , πk] = iδjk. This is the kinetic energy operator of the (discretized) field and the total Hamiltonian is
obtained by adding a “generalized polynomial” V in the field operators φk.
We want to show that much more general Hamiltonians constructed by procedures similar to that of Example
9.3 are SQFH in our sense. Let O be an abelian non-degenerateC∗-algebra on H such that O′′ ∩K(H) =
{0}. In the statement of the next result we use the terminology of abstract integration theory; we refer to
[Ne] for a short review of the main facts.
Theorem 9.4 Let H0 = dΓ(h) where h is a self-adjoint operator on H affiliated to O and satisfying m ≡
inf h > 0 and h−1E ⊂ E . Let V be a self-adjoint operator on Γ(H) which is bounded from below, affiliated
to W (E)′′, and has the property V ∈ Lp(E) for all p < ∞. Then H0 + V is essentially self-adjoint on
D(H0) ∩D(V ) and its closure H is a SQFH of type O with one particle kinetic energy h.
Proof: We shall use Theorem 7.4 with H0 = dΓ(h). The conditions imposed on h imply that H0 generates
a hypercontractive semigroup due to Nelson’s theorem [Si, Theorem 1.17]. Then V , viewed as function
on Q, is admissible by hypothesis, so H is essentially self-adjoint on D(H0) ∩ D(V ). Now assume that
† We emphasize that if H is infinite dimensional one can never take Q = E in any natural sense, so the notation Lp(E) could be
misleading. Of course, one may take Q equal to the spectrum of the C∗-algebra W (E), but this is not a really convenient choice. On
the other hand, the theory of Gaussian cylindrical measures on E offers many useful realizations.
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V ∈ L∞ = W (E)′′. Kaplansky’s density theorem [Mu, Theorem 4.3.3] implies that the closed ball of radius
‖V ‖ in W (E) is strongly dense in the closed ball of radius ‖V ‖ in W (E)′′. Since the function 1 ≡ Ω belongs
to L2 it follows that there is a sequence {Vn} of self-adjoint operators Vn in W (O) with ‖Vn‖ ≤ ‖V ‖ such
that ‖Vn−V ‖L2 → 0. But we have ‖Vn−V ‖L∞ ≤ 2‖V ‖ hence we get by interpolation ‖Vn−V ‖Lp → 0
for all p <∞. Let Hn = H0 + Vn, then Theorem 7.4 implies that Hn → H in norm resolvent sense. From
Proposition 7.10 it follows that each Hn is a SQFH hence H is a SQFH of type O with one particle kinetic
energy h by Proposition 7.12. In the general case, we consider the operators Vn = inf(V, n) ∈ L∞ which
obviously have the properties required in Theorem 7.4. Thus Hn → H in norm resolvent sense and we use
again Proposition 7.12.
The preceding theorem covers P (ϕ)2 models with a spatial and an ultraviolet cutoff in any dimension. In
space-time dimension 2 it is possible to remove the ultraviolet cutoff staying in the Fock space. The fact that
the corresponding Hamiltonian is a SQFH in the sense of Definition 7.7 follows from:
Theorem 9.5 Let H0 be as in Theorem 9.4 and let V be a self-adjoint operator on Γ(H) affiliated to W (E)′′
with the property V ∈ Lp(E) for all p < ∞. Assume that there is a sequence of operators Vn with the
same properties as V and that there is some q > 2 such that: (i) each Vn is bounded from below; (ii)
supn ‖e−Vn‖Lq < ∞; (iii) ‖Vn − V ‖Lq → 0. Then H0 + V is essentially self-adjoint on D(H0) ∩D(V )
and its closure H is a SQFH of type O with one particle kinetic energy h.
This follows immediately from Theorems 9.4 and 7.4 and Proposition 7.12. Christian Ge´rard sent me† a
short proof of the fact that the conditions of this theorem are satisfied in the two dimensional P (ϕ)2 model
with a spatial cutoff with Vn defined with the help of ultraviolet cutoffs.
10 Coupling of systems and Pauli-Fierz model
1. Our treatment of the coupling between several fields and other external systems is based on the following
elementary fact (which follows by induction from [GI1, Theorem 2.3]). By ideal we mean a closed bilateral
ideal.
Proposition 10.1 Assume that C1, . . . ,Cn are nuclear C∗-algebras equipped with ideals J1, . . . ,Jn. Let
Pk : Ck → C˜k ≡ Ck/Jk be the canonical surjection and let P ′k = 1C1 ⊗ · · · ⊗ Pk ⊗ · · · ⊗ 1Cn be the
tensor product of this morphism with the identity maps, so that
P ′k : C1 ⊗ · · · ⊗ Cn → C1 ⊗ · · · ⊗ C˜k ⊗ · · · ⊗ Cn
is a morphism. Then the kernel of the morphism
P ≡⊕nk=1 P ′k : C1 ⊗ · · · ⊗ Cn →⊕nk=1 C1 ⊗ · · · ⊗ C˜k ⊗ · · · ⊗ Cn
is equal to J1 ⊗ · · · ⊗Jn.
† By fax, on March 15, 2001 (sic).
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Corollary 10.2 Assume that each Ck is realized on a Hilbert space Hk and Jk = K(Hk). LetH be a self-
adjoint operator on H = H1⊗ · · · ⊗Hn affiliated to C = C1 ⊗ · · · ⊗Cn and let us denote H˜k = P ′k(H),
which is an observable affiliated to C1 ⊗ · · · ⊗ C˜k ⊗ · · · ⊗ Cn. Then:
σess(H) =
⋃
k σ(H˜k). (10.1)
For this it suffices to note that K(H ) = K(H1)⊗ · · · ⊗K(Hn).
For simplicity we take n = 2, we assume that we are in the framework of Corollary 10.2, and that the
quotient C˜k is realized on a Hilbert space H˜k. Then P = P ′1 ⊕ P ′2 gives an embedding of the quotient
algebra C˜ = C /K(H ) as follows:
C˜ ⊂
(
C˜1 ⊗ C2
)
⊕
(
C1 ⊗ C˜2
)
. (10.2)
The C∗-algebra from right hand side is realized on the Hilbert space
H˜ =
(
H˜1 ⊗H2
)
⊕
(
H1 ⊗ H˜2
)
. (10.3)
Thus if H is a self-adjoint operator on H affiliated to C then its image P(H) = H˜1 ⊕ H˜2 ≡ H˜ , an
observable affiliated to C˜ , is expected to be realized as a self-adjoint operator on H˜ (this is always the case
if we accept not densely defined self-adjoint operators).
We shall explain now how to prove the Mourre estimate in such situations. We assume that the data
Ck,Pk,Hk, Ak, H˜k, A˜k satisfy condition (CA) page 34. If A = A1 ⊗ 1H2 + 1H1 ⊗ A2 on H then
eitA = eitA1 ⊗ eitA2 , hence e−itAC eitA = C and the map t 7→ e−itAT eitA = C is norm continuous for all
T ∈ C . Let us set
A◦1 = A˜1 ⊗ 1H2 + 1H˜1 ⊗A2, A
◦
2 = A1 ⊗ 1H˜2 + 1H1 ⊗ A˜2, A˜ = A
◦
1 ⊕A◦2. (10.4)
Then A˜ is a self-adjoint operator on H˜ such that P (e−itAT eitA) = e−itA˜P(T )eitA˜ for all T ∈ C . So if H
is of class C1u(A) then H˜ is of class C1u(A˜ ), each H˜k is of class C1u(A◦k). Let us set ρk = ρ
A◦k
H˜k
. Then, by
using Proposition 8.3 and [ABG, Proposition 8.3.5] we obtain:
ρ˜AH = ρ
A˜
H˜
= min(ρ1, ρ2). (10.5)
Thus we are reduced to finding estimates from below for the functions ρk which can be done by using its
relation with the corresponding function ρ˜k as explained in the first part of Section 8. For this we need
to know more about the operators H˜k and we shall consider this question below only in the much more
elementary case of the Pauli-Fierz Hamiltonians. Couplings with N -body systems as in [BFS, BFSS, Sk]
should be covered by the preceding formalism (we did not check the details).
2. An often studied situation is that of a field coupled with a small confined system. Confinement means
that the Hamiltonian of the small system has purely discrete spectrum, hence we take as C∗-algebra of
energy observables of the small system the algebra of compact operators. Since taking tensor products with
a nuclear algebra preserves short exact sequences, we have slightly more than in the general case.
40
Proposition 10.3 Let C be a C∗-algebra of operators on a Hilbert space H such that K(H ) ⊂ C and
let us denote C˜ = C /K(H ). Let L be a second Hilbert space and H a self-adjoint operator on H ⊗L
affiliated to C ⊗K(L ). Let H˜ = P(H) where P ≡ P ⊗ Id : C ⊗K(L )→ C˜ ⊗K(L ) is the canonical
morphism. Then σess(H) = σ(H˜).
We apply this to a bosonic or fermionic field coupled with a confined system. The next result is an immediate
consequence of Theorems 5.4 and 6.2 and of the Proposition 10.3.
Theorem 10.4 Let H be a Hilbert space and O ⊂ B(H) a non-degenerate abelian C∗-algebra such that
O′′ ∩ K(H) = {0}. Let L be a second Hilbert space and H = Γ(H) ⊗ L . Then there is a unique
morphism P : F (O) ⊗K(L ) → O ⊗F (O) ⊗K(L ) such that P [(FΓ(A)) ⊗ L] = A⊗ (FΓ(A)) ⊗ L
for all F ∈ F (H), A ∈ O with ‖A‖ < 1, and L ∈ K(L ). One has kerP = K(H ). If H is a self-adjoint
operator on H affiliated to F (O) ⊗K(L ) then σess(H) = σ(P(H)).
Remark 10.5 We shall adopt, in the framework of Theorem 10.4, exactly the same definition of standard
QFH as in Definition 7.7, we just replace the algebra F (O) with F (O,L ). Then clearly Theorem 7.8
remains true without any change. The conjugate operators which are well adapted to the present situation
are of the form A ⊗ 1L where A is as in assumption (OA) page 34. We keep the notation A for them and
note that Theorem 8.6 and Corollary 8.9 remain valid without any change.
Our purpose now is to show that the Hamiltonians of the massive Pauli-Fierz models are covered by Theorem
10.4. We shall consider the abstract version of this model introduced in [DeG1] and further studied in
[Ge2, DJ, GGM2, BD]. We treat only the case of a boson field, the fermionic case is easier (just replace ∨
by ∧ and note that many assertions become obvious). The following is a standard fact.
Lemma 10.6 For each p, q ∈ N there is a unique linear continuous map Sp,q : H∨p ⊗ H∨q → H∨(p+q)
such that Sp,q(u⊗ v) = uv for all u ∈ H∨p and v ∈ H∨q . One has ‖Sp,q‖ =
(
p+q
p
)1/2
.
We consider the framework of Theorem 10.4 (bosonic case) and take F (O,L ) = F (O) ⊗ K(L ) as
algebra of energy observable of our system. We recall [DeG1] that for each operator u ∈ B(L ,H⊗L ) the
creation operator a∗(u) acting in H is defined as the closure of the algebraic direct sum of the operators
a∗n(u) : H∨n ⊗L → H∨(n+1) ⊗L defined by a∗n(u) = (Sn,1 ⊗ 1L ) ◦ (1H∨n ⊗ u). (10.6)
The difference in coefficients with respect to [GGM2, (3.1)] is due to our choice of scalar product in the
Fock space. Since no ambiguity may occur we shall identify N = N ⊗ 1L . Then clearly we have:
‖a∗(u)(N + 1)−1/2‖ = ‖u‖B(L ,H⊗L ) (10.7)
Let a(u) be the adjoint of the operator a∗(u) and let φ(u) = a(u) + a∗(u). The domains of these operators
contain Hfin, the algebraic direct sum of the spaces H∨n ⊗L , and it is easy to see that φ(u) is essentially
self-adjoint on this domain; we use the same notation for its closure. It is clear that the commutation relations
(2.11) remain valid. Below and later on we shall identify Γ(A) = Γ(A)⊗ 1L except in the situations when
the clarity of the text requires more precision.
Lemma 10.7 If u ∈ K(L ,H⊗L ) and A ∈ O, ‖A‖ < 1, then a(∗)(u)Γ(A) ∈ F (O,L ) and
P [a(∗)(u)Γ(A)] = A⊗ [a(∗)(u)Γ(A)] on H⊗H . (10.8)
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Proof: From (10.7) we get
‖a(∗)(u)Γ(A)‖ ≤ ‖a(∗)(u)(N + 1)−1/2‖‖(N + 1)1/2Γ(A)‖ ≤ C‖u‖B(L ,H⊗L )
hence the map u 7→ a(∗)(u)Γ(A) is norm continuous on B(L ,H ⊗ L ). Thus it suffices to prove the
assertions of the lemma for u of the form u = f ⊗ K with f ∈ H and K a compact operator on L .
More precisely, u ∈ B(L ,H ⊗ L ) is the defined by: u(e) = f ⊗ K(e). Then it is easy to check that
a(∗)(u) = a(∗)(f)⊗K hence a(∗)(u)Γ(A) = [a(∗)(f)Γ(A)] ⊗K ∈ F (O) ⊗K(L ).
Lemma 10.8 For each u ∈ B(L ,H⊗L ) the following relations are satisfied.
(i) Let S, T ∈ B(L ) and A ∈ B(H) with ‖A‖ < 1. Then
(Γ(A)⊗ S)a∗(u)(1Γ(H) ⊗ T ) = a∗((A⊗ S)uT )(Γ(A)⊗ 1L ). (10.9)
(ii) Let h, L be self-adjoint operators on H and L respectively such that h ≥ m > 0 and L ≥ 0 and let
H0 = dΓ(h)⊗ 1L + 1Γ(H) ⊗ L. Then for all f ∈ Hfin and all numbers r > 0 we have:
|〈f |φ(u)f〉| ≤ C(u, r)〈f |(H0 + r)f〉 (10.10)
where C(u, r) = ‖(h−1/2 ⊗ 1L )u(L+ r)−1/2‖2 and the right hand side is allowed to be +∞.
The proof of (i) is a mechanical application of the definitions; note that both sides of (10.9) are bounded
operators. The second assertion is a particular case of [GGM2, Proposition 4.1], but see also [DJ, Proposition
4.1] and [BD, Theorem 2.1].
The second part of the Lemma 10.8 allows us to define φ(u) as a continuous sesquilinear form on D(H1/20 )
for an arbitrary continuous linear map† u : L1 → H∗1 ⊗L . Here L1 = D(L1/2) and H1 = D(h1/2) are
equipped with the graph topologies, H∗1 is the space adjoint to H1, and we embed as usual H1 ⊂ H ⊂ H∗1.
Then B(L ,H⊗L ) ⊂ B(L1,H∗1 ⊗L ) densely in the strong operator topology and if B(R) is the closed
ball of radius R in B(L1,H∗1 ⊗L ) then B0(R) = B(R) ∩B(L ,H⊗L ) is strongly dense ‡ in B(R).
Let, for example, D be the symmetric algebra over H1 algebraically tensorized with L1. This is a core
for H1/20 consisting of linear combinations of decomposable vectors. Fix f ∈ D and consider the map
u 7→ 〈f |φ(u)f〉 defined for the moment only on B(L ,H ⊗ L ). It is clear from the definition (10.6) that
this map is continuous for the strong operator topology induced byB(L1,H∗1⊗L ). Thus, by the preceding
considerations, (10.10) remains valid for u ∈ B(L1,H∗1 ⊗L ) with the same constant C(u, r).
One can define φ(u) in a second way (which below gives the same H). The graph norm on H1 defined
by h1/2 is such that the embedding H1 ⊂ H is contractive. Then we get injective contractive linear maps
H1 →֒ H →֒ H∗1 hence contractive dense embeddings Γ(H1) ⊂ Γ(H) ⊂ Γ(H∗1). On the other hand, we
have a natural identification Γ(H1)∗ = Γ(H∗1). If u : L1 → H∗1 ⊗L then (10.6) clearly gives a continuous
map a∗n(u) : H∨n⊗L1 → (H∗1)∨(n+1)⊗L hence we obtain as usual a linear map a∗(u) : Γfin(H)⊗L1 →
Γfin(H∗1)⊗L . Then we define φ(u) as a quadratic form on Γfin(H1)⊗L1 (which is a core forH0) by taking
〈f |φ(u)f〉 = 2ℜ〈f |a∗(u)f〉.
We summarize below our assumptions concerning massive Pauli-Fierz models:
† The theory of Pauli-Fierz Hamiltonians for such “form factors” has first been developed in [BD], but we shall not follow their
method. However, the reader might prefer the direct arguments and the more detailed presentation from [BD].
‡ Indeed, it suffices to approximate T with [(1 + εh)−1 ⊗ 1L ]T (1 + εL)−1
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(PF)

H and L are Hilbert spaces, Γ(H) is the symmetric Fock space, H = Γ(H)⊗L ;
O ⊂ B(H) is a non-degenerate abelian C∗-algebra such that O′′ ∩K(H) = {0};
h ≥ m > 0 is a self-adjoint operator on H strictly affiliated to O;
L ≥ 0 is a self-adjoint operator on L with purely discrete spectrum;
v ∈ B(D(L1/2), D(h1/2)∗ ⊗L ) is such that limr→∞ C(v, r) < 1;
(h+ L)−αv(L + 1)−1/2 and (h+ L)−1/2v(L+ 1)−α are compact operators if α > 1/2.
Here and later we use the abbreviation h+ L = h⊗ 1L + 1H ⊗ L.
Theorem 10.9 Assume that conditions (PF) are fulfilled. Then H0 = dΓ(h) ⊗ 1L + 1Γ(H) ⊗ L is a
positive self-adjoint operator on H strictly affiliated to F (O,L ) and φ(v) is a symmetric quadratic form
on D(H
1/2
0 ) such that ±φ(v) ≤ aH0 + b for some 0 < a < 1, b > 0. The form sum H = H0 + φ(v) is a
self-adjoint operator on H strictly affiliated to F (O,L ) and H is a standard QFH with h as one particle
kinetic energy (see Remark 10.5). In particular σess(H) = σ(h) + σ(H). Finally, assume that A is as in
condition (A) page 34 and let us identify A⊗ 1L = A. If H is of class C1u(A) and h is of class C1u(a) with
ρah ≥ 0, then the conclusions of Theorem 8.6 are valid.
Proof: We assume, without loss of generality, that L ≥ 1. We have e−tH0 = Γ(e−th)⊗ e−tL ∈ F (O,L )
for all t > 0 and strict affiliation follows by noting that ‖e−tH0T ⊗ K − T ⊗ K‖ → 0 if t → 0 for all
T ∈ F (O) and K ∈ K(L ), see the proof of Lemma 7.5. The assertion concerning the existence of H
as self-adjoint operator is clear by the preceding discussion (see also [BD]). We shall now prove the strict
affiliation of H to F (O,L ) and we do this by checking the conditions of Theorem 7.3, more precisely we
shall prove that θ(H0)φ(v)H−1/20 ∈ F (O,L ) if θ ∈ C0(R). We shall prove by two different methods that
e−H0a∗(v)H
−1/2
0 ∈ F (O,L ) and H−1/20 a∗(v)e−H0 ∈ F (O,L ), which clearly suffices.
We first show that LH−10 belongs to the multiplier algebra of F (O,L ), where L ≡ 1Γ(H) ⊗ L. It suffices
to prove that (LH−10 )(S ⊗ T ) ∈ F (O) ⊗K(L ) for dense sets of operators S and T in F (O) and K(L )
respectively. Note that the linear span of the operators T = L−1K with K compact on L is dense in
K(L ) because it contains the rank one operators of the form |f〉〈g| with f in the range of L−1, which is
dense in L . Since (LH−10 )(S ⊗ T ) = H−10 (S ⊗K) for such T , it suffices to prove that e−H0(S ⊗K) ∈
F (O)⊗K(L ), because then this will remain valid if e−H0 is replaced by any θ(H0) with θ ∈ C0(R). But
e−H0(S ⊗K) = (Γ(e−h)S)⊗ (e−LK) clearly belongs to F (O) ⊗K(L ).
Now by using (10.9) we get:
e−H0a∗(v)H
−1/2
0 = (Γ(e
−h)⊗ e−L)a∗(v)(1Γ(H) ⊗ L−1/2) · (LH−10 )1/2
= a∗(e−h−LvL−1/2)Γ(e−h) · (LH−10 )1/2
where LH−10 is interpreted as above. Since e−h−LvL−1/2 is compact we can use Lemma 10.7 and then it
suffices to note that (LH−10 )1/2 is also a multiplier for the algebra F (O,L ).
Next we consider the case ofH−1/20 a∗(v)e−H0 . In order to simplify the writing we shall sometimes identify
1n ≡ 1n ⊗ 1L and similarly for 1n. Since H01⊥n ≥ (n + 1)m1⊥n we easily see that H−1/20 a∗(v)e−H0 is
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the norm limit as n → ∞ of H−1/20 a∗(v)e−H01n. But 1n is a finite sum of projections 1k, so it suffices to
show that T ≡ H−1/20 a∗(v)e−H01n belongs to F (O,L ) for each n. From (10.6) we get:
T = H
−1/2
0 (Sn,1 ⊗ 1L )(1n ⊗ v)
[
Γ(e−h)1n
]⊗ e−L
= H
−1/2
0 (Sn,1 ⊗ 1L ) (1n ⊗M)
(
1n ⊗ [M−1vL−α]) (Γ(e−h)⊗ Lαe−L).
where M = h1/2+L1/2 is an operator acting inH⊗L such that (h+L)1/2 ≤M ≤ √2(h+L)1/2. Thus,
by hypothesis, v0 = M−1vL−α is a compact operator L → H ⊗ L . In the rest of this proof we realize
H∨k as the subspace ofH⊗k consisting of symmetric tensors (the norm being modified by a factor√k!, but
this does not matter here), and then we have H−1/20 (Sn,1 ⊗ 1L ) = (Sn,1 ⊗ 1L )H−1/20 in a natural sense
and we have:
T = (Sn,1 ⊗ 1L )H−1/20 (1n ⊗M)(1n ⊗ v0)
(
Γ(e−h)⊗ Lαe−L
)
.
The operator H−1/20 (1n ⊗M), acting in H⊗(n+1) ⊗L , is bounded and v0 is norm limit of linear combi-
nations of operators of the form u0 ⊗K0 where u0 ∈ H and K0 ∈ K(L ) (see the proof of Lemma 10.7).
Thus it suffices to prove that T ∈ F (O,L ) under the assumption v0 = u0 ⊗K0 and clearly we may also
assume u0 ∈ D(h1/2) and K = L1/2K0 compact. If we set u = h1/2u0 then we obtain:
T = H
−1/2
0 (Sn,1 ⊗ 1L )(1n ⊗ [u⊗K0 + u0 ⊗K])
(
Γ(e−h)⊗ Lαe−L
)
= H
−1/2
0 a
∗(u⊗K0 + u0 ⊗K) · Γ(e−h)⊗ 1L · 1Γ(H) ⊗
(
Lαe−L
)
.
From Lemma 10.7, and since 1Γ(H) ⊗
(
Lαe−L
)
is multiplier for F (O,L ), we get T ∈ F (O,L ).
To prove that H is a SQFH it remains to show that P(H) = h ⊗ 1H + 1H ⊗H (then the formula for the
essential spectrum is a consequence, cf. Remark 10.5). Let λ ≥ 0 real and let us set Λ = (H0 + λ)−1/2
(recall that in this proof we assume H0 ≥ 1) and U = Λφ(v)Λ. By Theorem 7.3 and by what we proved
above, U belongs to the multiplier algebra M of F (O,L ). Indeed, this argument gives directly Λ ∈ M if
λ = 0 and for the general case it suffices to write U = (H1/20 Λ)(H
−1/2
0 φ(v)H
−1/2
0 )(H
1/2
0 Λ) and to note
that H1/20 Λ ∈ M becauseH0 is strictly affiliated to F (O,L ). We have e−H0 = Γ(e−h)⊗e−L hence from
Theorem 10.4 we get P (e−H0) = e−h ⊗ e−H0 hence
H˜0 ≡ P(H0) = h⊗ 1H + 1H ⊗H0, Λ˜ ≡ P(Λ) =
(
H˜0 + λ
)−1/2
.
We shall prove below that
U˜ ≡ P(U) = Λ˜(1H ⊗ φ(v))Λ˜ ≡ Λ˜φ˜(v)Λ˜ (10.11)
where P is canonically extended to M as mentioned before Lemma 7.1. Assuming that this has been done,
choose λ such that ‖U‖ < 1 (this is possible because±φ(v) ≤ aH0 + b with a < 1). Then clearly we have
a norm convergent expansion
(H + λ)−1 = Λ(1 + U)−1Λ =
∑
(−1)nΛUnΛ
which implies
P ((H + λ)−1) =∑(−1)nP(Λ)P(U)nP(Λ) =∑(−1)nΛ˜U˜nΛ˜ = (H˜ + λ)−1
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where H˜ = H˜0 + φ˜(v) and this finishes the proof of the relation P(H) = h ⊗ 1H + 1H ⊗H . Note that
±φ˜(v) ≤ aH˜0 + b with the same a, b as above.
It remains to prove (10.11). Since a∗(v) = (φ(v) + iφ(iv))/2 we have Λa∗(v)Λ ∈ M and its adjoint is
Λa(v)Λ. Thus (10.11) is a consequence of
P(Λa∗(v)Λ) = Λ˜(1H ⊗ a∗(v))Λ˜, (10.12)
which is what we show now. From (10.9) we have
e−H0a∗(v)
(
1Γ(H) ⊗ L−1/2
)
= a∗
(
e−h−LvL−1/2
) (
Γ(e−h)⊗ 1L
)
.
The operator 1Γ(H) ⊗ L−1/2 belongs to M and it is easy to check that
P
(
1Γ(H) ⊗ L−1/2
)
= 1H ⊗ 1Γ(H) ⊗ L−1/2.
From now on we simplify notations and no more write the tensor product symbols when they are obvious
from the context. Then:
e−H˜0P (Λa∗(v)Λ)L−1/2 = P
(
e−H0Λa∗(v)ΛL−1/2
)
= P
(
Λa∗
(
e−h−LvL−1/2
)
Γ(e−h)Λ
)
.
Due to (10.8) this is equal to:
P(Λ)P
(
a∗
(
e−h−LvL−1/2
)
Γ(e−h)
)
P(Λ) = Λ˜ · e−h ⊗
[
a∗
(
e−h−LvL−1/2
)
Γ(e−h)
]
· Λ˜
which in turn is equal to
Λ˜ · e−h ⊗
[
e−H0a∗(v)L−1/2
]
· Λ˜ = Λ˜e−H˜0(1H ⊗ a∗(v))L−1/2Λ˜.
Thus we have proved:
e−H˜0P (Λa∗(v)Λ)L−1/2 = Λ˜e−H˜0(1H ⊗ a∗(v))L−1/2Λ˜ = e−H˜0 Λ˜(1H ⊗ a∗(v))Λ˜L−1/2.
Since the operators e−H˜0 and L−1/2 are injective, we get (10.12).
The last assertion of the theorem concerns the Mourre estimate and is clear by the Remark 10.5.
Remark 10.10 We note that the description of the essential spectrum given in Theorem 10.9 is an improve-
ment of the massive case of [BD, Theorem 2.3], where it is assumed that h−1/2v(L + 1)−1/2 is compact,
but not of [GGM2, Proposition 4.9], which does not require (L+ 1)−1 to be compact.
11 Systems with a particle number cutoff
In this section we fix an abelian non-degenerateC∗-algebraO of operators on the infinite dimensional space
H with O′′ ∩ K(H) = {0} and let Γ be the symmetric or antisymmetric Fock space functor. We are
interested in models where the number of particles is at most n, a given positive integer. Then the Hilbert
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space of the states of the system is Γn(H) and the algebra of energy observables must be a C∗-algebra of
operators on this space. Let Kn(H) = K(Γn(H)) be the algebra of compact operators on Γn(H).
We define for each integer n ≥ 0 a C∗-subalgebra of F (O) by the following rule:
Fn(O) = 1nF (O)1n. (11.1)
Let Fn(O) = 0 for n < 0. Thus Fn(O) lives in the subspace Γn(H) (i.e. it is non-degenerate on Γn(H)
and its restriction to the orthogonal subspace is zero) and:
F0(O) = Cω, Fn(O) ⊂ Fn+1(O) and F (O) = ∪nFn(O). (11.2)
Note that Kn(H) = 1nK (H)1n and this is an ideal of Fn(O).
In particular, the algebra An(H) = Fn(C1H) = 1nA (H)1n is a C∗-subalgebra of A (H) which lives in
the subspace Γn(H), has 1n as unit element, and contains Kn(H) as an ideal. Moreover:
A0(H) = Cω, An(H) ⊂ An+1(H), A (H) = ∪nAn(H). (11.3)
These algebras can be defined independently of the material from the preceding sections. First, it is not
difficult to prove that An(H) is the unital C∗-algebra generated by the operators φn(u) = 1nφ(u)1n.
If Γn(O) is the C∗-algebra generated by the operators Γn(S) = ⊕k≤nS∨k with S ∈ O, then we have
Fn(O) = JAn(H) · Γn(O)K. With Pn = P|Fn(O), we get from Theorems 5.4 and 6.2:
Proposition 11.1 There is a unique morphism Pn : Fn(O)→ O ⊗Fn−1(O) such that
Pn
(
φn(u)
kΓn(S)
)
= S ⊗ (φn−1(u)kΓn−1(S)) (11.4)
for all u ∈ H, k ≥ 0, S ∈ O. We have ker(Pn) = Kn(H), hence we get canonical embedding:
Fn(O)/Kn(H) →֒ O ⊗Fn−1(O). (11.5)
The case of the algebras An(H) is particularly nice (we use Remark 4.5):
Corollary 11.2 There is a unique morphism Pn : An(H) → An−1(H) such that Pn[φn(u)] = φn−1(u)
for all u ∈ H. This morphism is unital, surjective, it has Kn(H) as kernel, and is explicitly given by:
Pn(T ) = s- lim
e⇀0
a(e)Ta∗(e) for all T ∈ An(H). (11.6)
Thus we get a sequence of canonical surjective morphisms
0← A0(H)← A1(H) · · · ← An−1(H)← An(H)← · · · (11.7)
which induce canonical isomorphisms An(H)/Kn(H) ∼= An−1(H).
Remark 11.3 Theorem 1.2 from [Geo] looks more general then Proposition 11.1, but I found a gap in my
proof of that theorem, cf. the comment on page 162 in [GI2]. In fact, I know how to deduce Proposition
11.1 from [GI2, Proposition 3.32] (which is elementary and easy to prove), but the argument is much more
involved than the methods used in the present paper (and the assumptions thatO is abelian and that there are
no finite rank operators in the Von Neumann algebra generated by O cannot be avoided).
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We finish with some applications in spectral theory. An advantage in having a particle number cutoff is that
the strict positivity of the one particle mass is no more necessary, in fact the one particle kinetic energy h
can be an arbitrary bounded from below self-adjoint operator affiliated to O. On the other hand, the notion
of standard QFH as introduced in Definition 7.7 does not make sense now. Instead, in the present context
it is natural to consider the following class of elementary QFH with a particle number cutoff: these are the
operators of the form Hn = dΓn(h) + Vn where h is a self-adjoint bounded from below operator affiliated
to O and Vn ∈ An(H) is bounded and symmetric. It is clear that, as in the preceding sections, one may
consider much more general interactions, but this is of no interest here.
Such a Vn being fixed, we define Vk = Pn−k(Vn) ∈ Ak(H) for k ≤ n. Note that if Vn is a polynomial in
the operators {φn(u)}u∈H then Vk is the same polynomial in which each φn(u) has been replaced by φk(u).
Or if Vn = 1nV 1n for some V ∈ F (H), then Vk = 1kV 1k.
Let us set Hk = dΓk(h) + Vk, this is a self-adjoint operator on Γk(H). Of course, H0 = V0 = cω for some
complex number c. The techniques used before easily give that Hk is affiliated to Fk(O) and:
P(Hk) = h⊗ 1Γk−1(H) + 1H ⊗Hk−1 for 1 ≤ k ≤ n. (11.8)
In particular, we get an HVZ type description of the essential spectrum of the operator Hn:
σess(Hn) = σ(h) + σ(Hn−1). (11.9)
Note how much simpler is this formula than in the n-body situation.
The treatment of the Mourre estimate is entirely similar to that from Section 8, so we give only the result.
We consider only conjugate operators of the form An = dΓn(a) where a is as in condition (OA) page 34.
Exactly as in the proof of Theorem 8.6 we now get:
τAn(Hn) =
⋃n
k=1
[
τka (h) + σp(Hn−k)
] (11.10)
where we make the convention σp(H0) = {0}. Indeed, if we abbreviate τ(h) = τa(h) and τ(Hn) =
τAn(Hn), then (11.10) follows by induction from the analogue in the present context of (8.10), namely:
τ(Hn) = τ(h) + [σp(Hn−1) ∪ τ(Hn−1)] = [τ(h) + σp(Hn−1)]
⋃
[τ(h) + τ(Hn−1)] . (11.11)
References
[Am1] Ammari, Z.: Scattering theory for the spin fermion model, http://www.ma.utexas.edu/mp arc,
preprint 02-196.
[Am2] Ammari, Z.: Scattering theory for a class of fermionic Pauli–Fierz models, J. Funct. Analysis, 208
(2004), 302–359.
[ABG] Amrein, W., Boutet de Monvel, A., Georgescu, V.: C0-groups, commutator methods and spectral
theory of N -body Hamiltonians, Birkha¨user, Basel-Boston-Berlin, 1996.
[BFS] Bach, V., Fro¨hlich, J., Sigal, I.: Quantum electrodynamics of confined non-relativistic particles,
Adv. in Math. 137 (1998) 299-395 (and preprint 97-414 at http://www.ma.utexas.edu/mp arc).
47
[BFSS] Bach, V., Fro¨hlich, J., Sigal, I., Soffer, A.: Positive commutators and the spectrum of Pauli-Fierz
Hamiltonian of atoms and molecules, Comm. Math. Phys. 2o7 (1999), 557–587 (and preprint
97-268 at http://www.ma.utexas.edu/mp arc).
[BSZ] Baez, J.C., Segal, I.E., Zhou, Z.: Introduction to algebraic and constructive quantum field theory,
Princeton University Press, 1992.
[Be1] Bellissard, J.: K-Theory of C∗-algebras in solid state physics, in Statistical Mechanics and Field
Theory: Mathematical Aspects, T.C. Dorlas, N.M. Hugenholtz, M. Winnink (eds.), Groningen
1985.
[Be2] Bellissard, J.: Gap labelling theorems for Schro¨dinger operators, in From Number Theory to
Physics, Les Houches 1989, J.M. Luck, P. Moussa, M. Waldschmidt (eds.), Springer Proceedings
in Physics 47 (1993), 538–630.
[Be3] Bellissard, J.: The noncommutative geometry of aperiodic solids, in Geometric and Topological
Methods for Quantum Field Theory, (Villa de Leyva, 2001), 86–156, World Sci. Publishing, River
Edge, NJ, 2003 (pdf version available at http://www.math.gatech.edu/∼jeanbel).
[BG1] Boutet de Monvel, A., Georgescu, V.: Graded C*-algebras in the N -body problem, J. Math. Phys.
32 (1991), 3101–3110.
[BG2] Boutet de Monvel, A., Georgescu, V.: Graded C*-algebras and many-body perturbation theory II:
the Mourre estimate, in Colloque “Me´thodes semi-classiques”, Nantes 1991, Vol. 2, Aste´risque
210 (1992), 75–97.
[BG3] Boutet de Monvel, A., Georgescu, V.: Graded C*-algebras associated to symplectic spaces and
spectral analysis of many channel Hamiltonians, in Dynamics of complex and irregular sys-
tems (Bielefeld encounters in Mathematics and Physics VIII, 1991), Ph. Blanchard, L. Streit, M.
Sirugue-Collin, D. Testard (eds.), World Scientific, 1993, 22–66.
[BGS] Boutet de Monvel, A., Georgescu, V., Soffer, A.: N -body Hamiltonians with hard core interac-
tions, Rev. Math. Phys. 6 (1991), 1–82.
[Bo] Bourbaki, N.: Alge`bre, Chapitres 1 a` 3, Diffusion C.C.L.S., Paris, 1970.
[BR] Bratteli, O., Robinson, D.W.: Operator algebras and quantum statistical mechanics, Vol. I-II,
Springer, 1981.
[BD] Bruneau, L., Derezin´ski, J.: Pauli-Fierz Hamiltonians defined as quadratic forms, Rep. Math.
Phys. 54 (2004), 169–199 (04-218 at http://www.ma.utexas.edu/mp arc/).
[Ch1] Chaiken, J.M.: Number operators for representations of the canonical commutation relations,
Comm. Math. Phys. 8 (1968), 164–184.
[Ch2] Chaiken, J.M.: Finite-particle representations and states of the canonical commutation relations,
Ann. Phys. 42 (1967), 23–80.
[Co] Cordes, H.O.: Spectral theory of linear differential operators and comparison algebras, Cam-
bridge Univ. Press, 1987.
48
[DaG1] Damak, M., Georgescu, V.: C*-algebras related to the N-body problem and the self-adjoint oper-
ators affiliated to them, preprint 99–482 at http://www.ma.utexas.edu/mp arc/
[DaG2] Damak, M., Georgescu, V.: Self-adjoint operators affiliated to C∗-algebras, Rev. Math. Phys. 16
(2004), 257–280.
[De] Derezin´ski, J.: Asymptotic completeness in quantum field theory. A class of Galilei-covariant
models, Rev. Math. Phys. 10 (1998), 191–233 (97-256 at http://www.ma.utexas.edu/mp arc).
[DeG1] Derezin´ski, J., Ge´rard, C.: Asymptotic completeness in quantum field theory. Massive
Pauli-Fierz Hamiltonians, Rev. Math. Phys. 11 (1999), 383–450 (and preprint 97–395 at
http://www.ma.utexas.edu/mp arc/).
[DeG2] Derezin´ski, J., Ge´rard, C.: Spectral and scattering theory of spatially cut-off P (φ)2 Hamiltonians,
Comm. Math. Phys. 213 (2000), 39–125.
[DJ] Derezin´ski, J. Jaksic, V.: Spectral theory of Pauli-Fierz operators. J. Funct. Analysis 180 (2001),
243–327 (00-318 at http://www.ma.utexas.edu/mp arc).
[Geo] Georgescu, V.: Spectral analysis of quantum field models with a particle number cutoff, in Partial
Differential Equations and Spectral Theory (Clausthall 2000), Conference Proceedings, M. De-
muth, B.W. Schultze (eds.), Op. Theory Adv. Appl. 126, Birkha¨user-Verlag 2001, 139–147 (00-
432 at http://www.ma.utexas.edu/mp arc).
[GGM1] Georgescu,V., Ge´rard, C., Møller, J.S.: Commutators, C0−semigroups and resolvent estimates, J.
Func. Analysis 216 (2004), 303–361 (03-197 at http://www.ma.utexas.edu/mp arc).
[GGM2] Georgescu, V., Ge´rard, C., Møller, J.S.: Spectral theory of massless Pauli-Fierz models, Comm.
Math. Phys. 249 (2004), 29–78 (03-198 at http://www.ma.utexas.edu/mp arc).
[GI1] Georgescu, V., Iftimovici, A.: Crossed products of C∗-algebras and spectral analysis of
quantum Hamiltonians, Comm. Math. Phys. 228 (2002), 519–560 (and preprint 00-521 at
http://www.ma.utexas.edu/mp arc).
[GI2] Georgescu, V., Iftimovici, A.: C∗-algebras of quantum Hamiltonians, in Operator Algebras
and Mathematical Physics, Constant¸a (Romania), July 2-7 2001, Conference Proceedings,
J.M. Combes, J. Cuntz, G. A. Elliot, G. Nenciu, H. Siedentop, S¸. Stra˘tila˘ (eds.), Theta, Bucharest
2003, 123–169 (02-410 at http://www.ma.utexas.edu/mp arc).
[GI3] Georgescu, V., Iftimovici, A.: C*-algebras of energy observables: II. Graded symplectic algebras
and magnetic Hamiltonians (01-99 at http://www.ma.utexas.edu/mp arc).
[Ge1] Ge´rard, C.: Asymptotic completeness for the spin-boson model with a particle number cutoff, Rev.
Math. Phys. 8 (1996), 549–589.
[Ge2] Ge´rard, C.: On the existence of ground states for massless Pauli-Fierz Hamiltonians, Ann. Henri
Poincare´ 1 (2000), 443–459.
[Gu] Guichardet, A.: Symmetric Hilbert spaces and related topics, Springer Lecture Notes in Mathe-
matics 261, 1972.
49
[HS] Hu¨bner, M., Spohn, H.: Spectral properties of the spin-boson Hamiltonian, Ann. Inst. Henri
Poincare´ 62 (1995), 289–323.
[IT] Ichinose, T., Tamura, H.: On the norm convergence of the self-adjoint Trotter-Kato product for-
mula with error bound, Proc. Indian Acad. Sci. (Math. Sci.) 112 (2002), 99–106.
[La] Lance, C.: Hilbert C∗-modules. A toolkit for operator algebraists, London Math. Soc. Lecture
Note Series 210, Cambridge University Press, 1995.
[Mu] Murphy, G.J.: C∗-algebras and operator theory, Academic Press, 1990.
[Ne] Nelson, E.: Notes on noncommutative integration, J. Func. Analysis 15 (1974), 103-116.
[Ni] Nielsen, T.T.: Bose algebras: the complex and real wave representations, Springer Lecture Notes
in Mathematics 1472 (1991).
[PR] Plymen, R.J., Robinson, P.L.: Spinors in Hilbert space, Cambridge University Press, 1994.
[RS] Reed, M., Simon, B.: Methods of modern mathematical physics II, Academic Press, 1975.
[Ro] Rogava, D.L.: Error bounds for Trotter type formulas for self-adjoint operators, Funct. Analysis
Appl. 27 (1993), 217–219.
[Si] Simon, B.: The P (φ)2 Euclidean (quantum) field theory, Princeton University Press, 1974.
[Sk] Skibsted, E.: Spectral Analysis of N -body systems coupled to a bosonic field, Rev. Math. Phys.
10 (1998), 989–1026.
[Ty] Taylor, M.: Gelfand theory of pseudo-differential operators and hypoelliptic operators, Trans.
Amer. Math. Soc. 153 (1971), 495–510.
50
