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In questo saggio viene dapprima affrontata l’evoluzione teorica e gli sforzi sperimentali 
che hanno portato all’affermazione della razionalità procedurale di Herbert A. Simon e dei 
comportamentisti. Successivamente viene ricostruito il dibattito tra sostenitori 
dell’approccio “ottimizzazione” e sostenitori dell’approccio “razionalità 
limitata/procedurale”. 
Ripercorrendo criticamente questo dibattito ci domandiamo: fino a che punto è possibile 
attribuire ad una delle due teorie una maggiore o minore legittimazione a descrivere 
correttamente il comportamento degli agenti economici? Sul piano metodologico, è 
argomentato, la risposta rimane ambigua. 
Simon e i comportamentisti giustificano e legittimano il principio di razionalità limitata 
sulla base dell’”aderenza alla realtà” (accountability to reality o realisticness); Boland, 
Becker e Stigler quello dell’ottimizzazione sulla base della non-falsificabilità ex-post di 
questo principio e, in ultima analisi, sulle sue “performance predittive” (accountability to 
data). Ne consegue che, seppur confrontabili sul piano analitico, i due approcci non lo 
possono essere più sul piano metodologico.  
Si suggerisce infatti che è nel conflitto tra prediction e comprehension che dovrebbe 
essere ricercata l’inconciliabilità dei due approcci e, di rimando, una solida difesa da ogni 
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1. Introduzione   
 
La concezione di homo oeconomicus razionale occupa nella teoria economica un ruolo centrale. Gli 
economisti infatti hanno da sempre generalmente ritenuto che nel perseguire i propri obiettivi 
economici gli individui agiscano utilizzando al meglio le proprie capacità di ragionamento
1. Non vi 
è tuttavia pieno accordo ed uniformi vedute su modi e grado d’esercizio della razionalità nelle scelte 
economiche. 
Nella teoria neoclassica la concezione di razionalità ha subito diversi adattamenti ma alla base è 
sempre posto il principio secondo cui gli agenti massimizzano (o, equivalentemente, minimizzano) 
qualche funzione obiettivo (utilità attesa, profitto, ecc.) dati i vincoli cui sono sottoposti (vincolo di 
bilancio per il consumatore, tecnologia per l’imprenditore, e così via). Tutti i tradizionali risultati 
sistemici cui la teoria neoclassica perviene derivano dal considerare il comportamento degli 
operatori quale strettamente ottimizzante.  
A partire dagli anni ’50, tuttavia, numerosi sforzi sono stati compiuti da diversi studiosi al fine di 
approfondire l’analisi della “razionalità” nella scelta economica. Un contributo decisivo in questa 
direzione è stato fornito dalla scuola comportametista americana grazie ai lavori di eminenti 
studiosi quali il premio Nobel per l’economia 1987 Herbert A. Simon ed agli sforzi di Cyert e 
March, Newell e numerosi altri. 
In termini generali la scuola comportamentista, partendo da un approccio di tipo sperimentale 
fortemente “grounded on reality”, ha criticato la nozione di razionalità olistica propria 
dell’approccio neoclassico concentrando la propria attenzione più specificatamente sui limiti 
computazionali, cognitivi e informativi propri dell’agente economico pervenendo alla definizione di 
una concetto più “debole” di razionalità comunemente noto in letteratura con il termine di 
“razionalità limitata” (bounded rationality). Questi autori hanno mostrato che gli agenti economici 
piuttosto che essere dei perfetti ottimizzatori adottano, dati i loro limiti cognitivi, regole pratiche di 
comportamento (heuristics)  che consentono loro da un lato di semplificare i propri modelli 
decisionali, dall’altro di coordinarsi con gli altri agenti al fine di ridurre il grado di incertezza 
caratteristica di sistemi economici complessi.   
Questa diversa posizione tra scuola neoclassica e comportamentista ha dato vita negli anni recenti 
ad un ampio dibattito tra sostenitori dell’approccio di ottimizzazione e sostenitori dell’approccio 
bounded rationality. 
Ripercorrendo criticamente questo dibattito in questo saggio ci domandiamo: fino a che punto è 
possibile attribuire ad una delle due teorie una maggiore o minore legittimazione a descrivere 
correttamente il comportamento degli agenti economici? 
Su di un piano epistemologico, verrà argomentato, la risposta è ambigua. Essa, infatti, dipende 
strettamente dal criterio “giustificativo” (standard epistemologico) che viene adottato (McCloskey, 
1983). Mentre Simon e i comportamentisti, infatti, giustificano e legittimano il principio di 
razionalità limitata/procedurale sulla base dell’”aderenza alla realtà” (accountability to realty), 
Boland, Becker e Stigler sostengono quello della ottimizzazione sulla base della “non-falsificabilità 
ex-post” (non-falsificability) di questo principio. Un giudizio in merito, quindi, rimanda alla scelta 
tra opposte posizioni epistemologiche che rispecchiano, d’altra parte, una visione del fenomeno 
economico (posizione ontologica) rivale e inconciliabile (Lawson, 1997; Mäki, 1989).  Ne consegue 
che, seppur confrontabili sul piano analitico, i due approcci non lo possono essere più sul piano 
metodologico. Si suggerisce infatti che è nel conflitto tra prediction e comprehension che dovrebbe 
essere rinvenuta l’inconciliabilità delle due posizioni e, di rimando, una solida difesa da ogni 
tentativo meramente “riduzionista” del contenuto innovativo della teoria simoniana. 
Al fine di argomentare queste tesi il seguente saggio si articola come segue. Nel paragrafo 2 viene 
presentata l’interpretazione più nota a difesa del principio di ottimizzazione, quella evolutiva 
proposta da Alchian e Friedman. La principale critica rivolta in letteratura a questa interpretazione è 
                                                           
1 Un’interessante ed istruttiva rassegna sulla nozione di scelta razionale nella storia del pensiero economico-filosofico è 
esposta sull’Economic Journal da Robert Sugden (1991).    4
di adottare la metafora biologica dell’evoluzionismo in un modo eccessivamente semplicistico. Nel 
paragrafo 3 vengono mostrate le critiche sperimentali (par.3.1) e teoriche (par.3.2) rivolte alla 
verifica empirica ed al realismo del principio di ottimizzazione. Queste critiche sono il supporto sul 
quale Simon e i comportamentismi edificano la loro teoria della razionalità limitata e procedurale 
che nel saggio è presentata al paragrafo 4.   
Nel paragrafo 5 vengono argomentate le risposte neoclassiche a difesa del principio di 
ottimizzazione. In particolare, il paragrafo 5.1 presenta l’approccio relativistico di Boland, mentre il 
paragrafo 5.2 quello riduzionista di Becker e Stigler. Il paragrafo 6 presenta il dibattito tra 
comportamentisti e difensori dell’approccio ottimizzazione alla luce della controversia 
metodologica tra realisti e strumentalisti. 
Seguono infine, nel settimo ed ultimo paragrafo, alcune considerazioni conclusive.   
2.   L’interpretazione evolutiva del principio di ottimizzazione
2 
La tesi più nota in letteratura tradizionalmente richiamata a favore della ipotesi di ottimizzazione è 
stata formulata da Alchian (1950) e da Friedman (1953). Questa tesi si incentra sull’idea che il 
comportamento ottimizzante sia direttamente frutto della “selezione naturale” che avviene tra i 
diversi comportamenti decisionali degli agenti economici. Riprendendo la teoria dell’evoluzione 
delle specie, Friedman sostiene che come in natura sopravvivono e si riproducono quelle specie che 
hanno avuto il migliore adattamento rispetto ad un dato assetto ambientale, così sul piano 




“It is only a short step from this example [si tratta di un esempio sul comportamento dei 
giocatori di biliardo] to the economic hypothesis that under a wide range of circumstances 
individual firms behave “as if” they were seeking rationally to maximize their expected 
returns and had full knowledge of the data needed to succeed in this attempt; “as if”, that 
is, they knew the relevant cost and demand functions, calculated marginal cost and 
marginal revenue from all actions open them, and pushed each line of action to the point at 
which the relevant marginal cost and marginal revenue were equal” (Friedman, 1953, 
p.22). 
 
                                                           
2 E’ opportuno rilavare che i paragrafi 2, 3.1 e 3.2 di questo saggio rappresentano una “sintesi” della più ricca ed 
esaustiva rassegna su “L’ipotesi di massimizzazione” contenuta nel Capitolo 4 del libro di Geoffrey Hodgson           
“Economia e Istituzioni” (1991) di cui si mantiene sostanzialmente inalterato lo schema argomentativo (ovvero: ipotesi 
evoluzionista, critiche empiriche e critiche teoriche). Rispetto a tale rassegna l’autore del saggio ha cercato di 
approfondire (riferendosi direttamente alla letteratura primaria) le parti relative al pensiero di Friedman, Nelson e 
Winter, Heiner e Boland ritenute come le più interessanti ai fini dello sviluppo della parte più originale del saggio 
(paragrafi dal 4 in poi). In quanto segue l’autore porrà comunque in evidenza quando esempi, citazioni o 
argomentazioni sono stati ripresi in modo più o meno diretto dal lavoro di Hodgson. 
3 Va comunque fatto notare che malgrado Friedman ricerchi una legittimazione teorica dell’ipotesi di ottimizzazione, 
l’intento del suo lavoro è esattamente il contrario. Il valore di una ipotesi fondativa quale può essere considerata quella 
di ottimizzazione non va infatti ricercato nella sua aderenza alla realtà ma piuttosto nella sua capacità di fornire 
previsioni corrette. Questa è l’essenza della metodologia positivista in economia di cui Friedman si fa assertore: 
“Positive economics is in principle independent of any particular ethical position or normative judgment. As Keynes 
says, it deals with “what is”, not “what ought to be”. Its task is to provide a system of generalizations that can be used 
to make correct predictions about the consequences of any change in circumstances. Its performance is to be judged by 
the precision, scope, and conformity with experience of the predictions it yields. In short, positive economics is, or can 
be, an “objective” science, in precisely the same sense as any of the physical sciences” (Friedman, 1953, p.4). 
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Poiché la ottimizzazione è il comportamento più efficiente, sarà questo, secondo Friedman, a 
divenire stabile e a riprodursi, mentre tutti quei soggetti che non ottimizzano usciranno 
inevitabilmente dal mercato perchè meno abili ad adattarsi: 
 
“Confidence in the maximization-of-returns hypothesis is justified by evidence of a very 
different character. This evidence is in part similar to that adduced on behalf of the 
billiard-player hypothesis, unless the behavior of businessmen in some way or other 
approximated behavior consistent with the maximization of returns, it seems unlikely that 
they would remain in business for long. Let the apparent immediate determinant of business 
behavior be anything at all habitual reaction, random chance or whatnot. Whenever this 
determinant happens to lead to behavior consistent with rational and informed 
maximization of returns, the business will prosper and acquire resources with which to 
expand; whenever it does not, the business will tend to lose resources and can be kept in 
existence only by the addition of resources from outside. The process of “natural selection” 
thus helps to validate the hypothesis or, rather, given natural selection, acceptance of the 
hypothesis can be based largely on the judgement that it summarizes appropriately the 
conditions for survival” (Friedman, 1953, p.22-23). 
 
Come suggerito da Hodgson (1991, cap. 4), nella sua rassega su “L’ipotesi di massimizzazione”, “il 
punto di forza di questa tesi è che essa permette di evitare il problema di stabilire se l’impresa stia 
massimizzando in modo intenzionale, se operi dei calcoli basati su formule di massimizzazione 
oppure se sia effettivamente alla ricerca di una strategia ottimale. L’argomentazioni di Friedman e 
Alchian permette di eludere tutti questi problemi. Il comportamento massimizzante non è 
necessariamente intenzionale” (p. 116).  
Un’impresa può anche non sapere di assumere un comportamento ottimale, ma il fatto che essa 
sopravviva basta ad assicurarle che sta operando la strategia migliore. Viene così posta una perfetta 
identità tra “esistenza-sopravvivenza” da un lato ed “ottimalità” della scelta dall’altro.  
Queste argomentazioni, sempre seguendo la ricostruzione di Hodgson, sono state criticate in special 
modo dai teorici appartenenti alla moderna scuola di economia evoluzionista. Tra questi, Winter 
(1964) ad esempio, ha messo in luce come nel mondo biologico il meccanismo che rende le specie 
viventi via via più efficienti è il “processo di mutazione”. Tale processo, che agisce su 
comportamento e caratteristiche della specie, è a sua volta codificato nei “geni” che permettono ai 
nuovi nati di avere le potenzialità per agire in modo altrettanto efficiente che i loro genitori. Esiste 
nella teoria economica neo-classica un analogo meccanismo di trasmissione? La risposta 
sembrerebbe essere negativa. Perché un’impresa sia capace di “trasportare” il suo comportamento 
ottimale nel tempo occorre un qualche “sistema di memorizzazione” che l’economia neoclassica 
non specifica. Inoltre occorre spiegare non solo come un comportamento si trasmetta per uno stesso 
soggetto da un tempo all’altro (trasmissione verticale), ma anche come esso transiti 
“orizzontalmente”, ovvero da un soggetto ad un altro 
Nelson e Winter (1982), sempre seguendo un approccio evolutivo, hanno tentato di approfondire 
ulteriormente questi aspetti a loro modo di vedere sottovalutati dalla teoria neoclassica. I due autori 
hanno suggerito di identificare quei meccanismi di trasmissione delle informazioni di cui sopra con 
la funzione svolta dalle pratiche ripetitive e dalle procedure abituali (routines) insito nel 
comportamento delle imprese
4. In poche parole le routines diventano, nel loro modello, 
l’equivalente organizzativo dei geni del modo biologico. Più precisamente le routines sono 
considerate dai due autori esattamente la “memoria organizzativa” dell’impresa, infatti: 
 
“Essential coordinating information is stored in the routine functioning of the organization 
and [is] “remembered by doing”” (Nelson e Winter , 1982, p.134). 
                                                           
4 L’importanza delle routines nel modello evolutivo di Nelson e Winter va comunque oltre quello di “geni” 
dell’organizzazione aziendale. Ad esempio, quando i due autori parlano delle routines as truce (p.107-112) sottolineano 
l’importanza delle pratiche ripetitive come fattori di coordinamento organizzativo.   6
 
Le routines contengono al loro interno “tacit knowledge of the organization, not consciously known 
or articulable by anyone in particular” (Nelson e Winter, 1982, p.134). 
Questo fondamentale ruolo di “contenitori di informazione organizzativa” insito nelle routines è il 
primo aspetto che le rende somiglianti ai geni degli organismi biologici. Il “remembering by doing”, 
poi, consente che esse vengano riprodotte e trasmesse da un periodo al successivo (questo 
meccanismo è chiamato ”routines replication”). 
Tuttavia Nelson e Winter sottolineano due fondamentali aspetti collegati alle routines. Il primo è 
che il processo di “replicazione” non è un meccanismo rigido ma flessibile rispetto a mutate 
condizioni ambientali per cui “it does not imply a literal identity of behavior over time, since 
routines may be keyed in complex ways to signals from the environment” (Nelson e Winter , 1982, 
p.134). Il secondo aspetto riguarda il “cambiamento” delle routines stesse, ovvero la “mutazione 
genetica” interna all’organizzazione. Questo aspetto viene affrontato dai due teorici ma, come essi 
stessi sostengono, una soluzione definitiva deve ancora essere avanzata: 
 
“Firms may be expected to behave in the future in ways that resemble the behavior that 
would be produced if they simply followed their routines of the past. Just what “resemble” 
means here is an important and complex question. It is a question that is particularly 
illuminated by inquiry into the “factors” that hold behavior to the channels of routine, 
since whatever change takes place may be expected to follow the path of least resistance. 
But to assess where the resistance is likely to be least, requires discriminating analysis of 
the relative strengths of different sources of resistance. This is the great challenge of the 
subject of “organizational genetics” to understand how the continuity of routinized 
behavior operates to channel organizational change. Our discussion of routines as target 
and as components addresses this problem in a preliminary way, but the subject has barely 
been defined and the real work remains to be done” (Nelson e Winter, 1982, p.135-136). 
 
Infine, per quanto riguarda il meccanismo di trasmissione comportamentale da un’impresa ad 
un’altra che, secondo Winter, non è in alcun modo specificato dalle argomentazioni di Friedman e 
Alchian, Nelson e Winter pongono l’attenzione sul processo di “imitazione” sostenendo che “the 
important consideration captured by our models is that “imitation”, though costly and imperfect in 
the individual instance, is a powerful mechanism by which new routines come to organize a larger 
fraction of the total activity of the system” (Nelson e Winter, 1982, p.135-136). 
L’introduzione delle routines, secondo i due autori, consentirebbe quindi di inquadrare in modo più 
corretto il processo evolutivo attraverso cui si riproduce il comportamento dei soggetti economici
5. 
Come suggerito da Hodgson (1991, p.118), infine, un altro limite insito nel riferimento alla 
“selezione naturale” per sostenere la prevalenza del comportamento ottimizzante in assenza di 
intenzionalità, diviene ben visibile quando si sposta l’attenzione dal comportamento della singola 
impresa a quello del consumatore. Secondo l’autore infatti, mentre per l’impresa esiste un esplicito 
meccanismo di eliminazione (l’uscita dal mercato) rintracciabile nel principio di competizione, nel 
caso del consumatore non esiste alcun meccanismo di questo tipo. Infatti, seppure tra i consumatori 
possa nascere una qualche forma di competizione, essa si manifesta al più nell’acquisto di beni 
“status symbol”, casi in cui anche l’eventuale fallimento non implica di certo l’uscita dal mercato.  
Una volta osservati i limiti di una giustificazione incentrata sulla “metafora biologica”, l’unico 
modo di riabilitare il principio di ottimizzazione è quello di considerarlo come “ipotesi operativa” o 
meglio come assunto o postulato teorico-metafisico. Questa, come vedremo più avanti, è 
esattamente la posizione sostenuta da Boland (1981). Prima di affrontare questo aspetto, tuttavia, è 
opportuno considerare le critiche mosse al principio di ottimizzazione tanto su base empirico-
sperimentale quanto teorica. 
 
                                                           
5 Come si vedrà meglio in seguito (par. 4), inoltre, le routines si contrappongono allo stesso comportamento 
ottimizzante restituendo un  ruolo centrale agli aspetti cognitivi nel funzionamento delle organizzazioni stesse (Rizzello, 
1999).   7
3.  Lo scetticismo sul realismo dell’ipotesi di ottimizzazione 
 
3.1   Sperimentalismo e ottimizzazione 
 
Un’ampia gamma di studi sono stati effettuati nel campo della psicologia e dell’economia 
sperimentale per testare l’ipotesi di comportamento razionale degli agenti soprattutto in presenza di 
rischio ed incertezza
6. Le principali conclusioni denotano che i comportamenti degli agenti sono 
generalmente assai distanti dal paradigma neoclassico. Gli agenti non utilizzerebbero 
efficientemente tutte le informazioni rilevanti anche quando queste sono facilmente disponibili, non 
correggono le loro stime di probabilità nella formazione delle aspettative ma al contrario usano 
criteri pragmatici (regole del pollice) per affrontare tutta una serie di problemi correnti.
7 Come 
suggerito da Conlisk (1996, p.670), la più parte di questi esperimenti danno evidenza di forti 
distorsioni (biases) esistenti nei comportamenti individuali mentre mostrano come le regole 
euristiche (heuristics), pur rappresentando la fonte primaria di queste distorsioni, siano ampiamente 
utilizzate dagli agenti nel tentativo di costruire procedure operative di risoluzione dei problemi 
(problem solving  procedures).   
Non è possibile per la brevità di questo saggio poter elencare tutti gli esperimenti che hanno dato 
vita alla letteratura di cui prima. Di seguito proverò solo ad elencarne alcuni tra i più noti e citati in 
special modo nella letteratura economica
8.  
Uno dei test sperimentali più significativi in tal senso è l’esperimento dell’associazione di eventi di 
Feldman (1963) ripreso anche da Simon in diversi suoi lavori. In questo esperimento un soggetto 
viene posto di fronte ad una sequenza “casuale” di X e di Y composta per il 70% da X e per il 
restante 30% da Y. In tale test si chiede al soggetto di esprimere la sequenza che garantirebbe la 
migliore previsione. Un comportamento ottimale indurrebbe sempre a scegliere la X (o, 
simmetricamente, la Y) poiché ciò assicura la più alta probabilità di successo. I risultati sperimentali 
hanno mostrato che solo in rare occasioni i comportamenti sono stati effettivamente ottimali. Simon 
(1976), in particolare, ha sottoposto il test ad una serie di individui mostrando che solo due di essi 
hanno risolto in modo corretto al problema. Si trattava, non a caso, di due famosi teorici dei giochi. 
Tutti gli altri individui testati, anche se preventivamente informati che si trattava di una sequenza 
casuale, cercavano di rintracciare una qualche regola sequenziale interna alla stringa di X ed Y che 
gli consentisse di scegliere “per estrapolazione”. Essi si comportavano proprio come se la sequenza 
non fosse casuale malgrado tale informazione era stata resa disponile. Un simile comportamento 
porta in genere a scegliere le X e le Y in base al numero di volte che si sono presentati nella 
sequenza e cioè a dar peso all’informazione contenuta in ciò che è accaduto precedentemente anche 
quando tale informazione è irrilevante trattandosi, per l’appunto, di una sequenza casuale. Simon ha 
sostenuto che questo esperimento mette in evidenza come gli agenti tendono sempre a dare un 
significato agli eventi passati cercando di interpretarli in una qualche direzione deterministica 
piuttosto che affidarsi alle corrette regole probabilistiche. 
Un altro tipico esempio è rappresentato dal fenomeno delle “inversioni di preferenze” (Lichtenstein 
e Slovic, 1973). Si tratta di un test nel quale ad un individuo vengono sottoposti due giochi 
d’azzardo per ciascuno dei quali il risultato può essere o “successo” oppure “insuccesso”. Al primo 
gioco è associata un’alta probabilità di vincere ma una modesta somma; al secondo gioco, al 
                                                           
6 Per una approfondita spiegazione della differenza tra rischio ed incertezza si veda il classico saggio di Knight (1933).  
7 La letteratura che si è occupata di questi argomenti è ormai molto ampia. Tra i classici si considerino i lavori di 
Edwards (1968), Kahneman e Tversky (1979, 1984), Newell e Simon (1972). Per una disamina della letteratura più 
recente si vedano le seguenti rassegne: Payne, Bettman e Johnson (1992), Tversky e Thaler (1990), Kahneman, Knetsch 
e Thaler (1991), Egidi e Rizzello (2003). 
8 I tre esempi riportati di seguito, ovvero: l’”associazione degli eventi di Feldman”, l’”inversione delle preferenze” di 
Lichtenstein e Slovic e il caso dei “contratti irrazionali” di Arrow sono dei classici di questa letteratura che ho ripreso 
per praticità, e a meri fini strumentali, direttamente dalla rassegna di Hodgson (1991, pp. 125-128).   8
contrario, è associata una bassa probabilità di vincere ma una somma più elevata. Razionalmente la 
scelta tra i due giochi dovrebbe essere fatta confrontando i loro valori attesi (ottenuti moltiplicando 
la somma per la probabilità di successo). Tuttavia si è notato sperimentalmente che anche a parità di 
valori attesi la gran parte degli individui scelgono il primo gioco considerandolo più sicuro mentre, 
e questa è una contraddizione, se si chiede loro di attribuire un valore monetario ai due giochi al 
fine di classificarli, essi tendono ad attribuire un valore più elevato alla scommessa cui è associata 
una maggiore somma di denaro. Questo contrasta con la tradizionale teoria dell’utilità attesa. 
Anche alcuni economisti più vicini alla scuola neoclassica hanno posto in discussione l’universale 
validità del principio di razionalità neoclassico partendo da eventi realmente accaduti. Arrow (1982, 
p.2-3), ad esempio, sostiene che la teoria dell’utilità attesa, di cui egli è stato uno dei più ferventi 
sostenitori, ha mostrato di non essere una valida spiegazione dei comportamenti economici in 
moltissimi contesti. Tra gli esempi Arrow riporta il caso di un contratto assicurativo in cui il 
governo degli Stati Uniti nel 1969 forniva ai cittadini una assicurazione sulle alluvioni a tassi ben al 
di sotto di quelli attuariali al fine di prevenire un’eccessiva pressione sul governo qualora si fossero 
verificati troppo frequentemente questi eventi naturali. Malgrado il contratto fosse molto favorevole 
i cittadini furono alquanto scettici nel sottoscriverlo. In uno studio successivo di Kunreuther (1978), 
citato da Arrow, venne accertato che la principale motivazione alla base della scelta di sottoscrivere 
l’assicurazione era la conoscenza di coloro che l’avevano già sottoscritta mentre pochi se non alcun 
riferimento era stato rivolto a considerazioni di ordine statistico ed economico.  
Altri esempi sono tratti da Arrow dal mondo dei mercati finanziari in cui sono ricorrenti fenomeni 
di sovrastima o sottostima delle informazioni correnti. In sostanza lo stesso Arrow sostiene che un 
gran numero di mercati intertemporali possono deviare sistematicamente dal comportamento 
razionale e che ciò è coerente con molti dei risultati desunti dagli esperimenti operati nel campo 
della psicologia sperimentale (Arrow, 1982, pp.7-8). 
 
 
3.2 Le  critiche  teoriche 
 
Un vasto insieme di critiche teoriche all’ipotesi di ottimizzazione sono state proposte da diversi 
economisti. Sebbene queste critiche provengano da scuole di pensiero economico eterogenee e 
siano state effettuate in momenti storici  e culturali differenti esse sembrano avere molti aspetti in 
comune. 
Alcuni autori hanno posto l’attenzione sull’impossibilità pratica di un comportamento ottimizzante. 
Tra le varie argomentazioni particolare rilievo assume quella che Boland (1981) chiama “The 
Shackle-Hayek-Keynes argument”
9. 
Questa critica fa leva sugli insormontabili problemi derivanti dalla raccolta ed elaborazione delle 
informazioni necessarie al calcolo della soluzione ottimale nonché sull’incertezza implicita nella 
determinazione delle conseguenze di una data azione selezionata. In tal senso si consideri questo 
brano: 
 
“What is criticized is the possibility of fulfilling “all” of the necessary conditions for 
maximization. […] Shackle, following F. Hayek and J.M. Keynes argues that maximization 
also presumes that the knowledge necessary for the process of choosing the “best” 
alternative has been acquired. That is to say, as a behavioral hypothesis if maximization is 
a deliberate act, Shackle argues that the actor must have acquired all of the information 
necessary to determine or calculate which alternative maximizes utility (or profit, etc.) and 
he argues that such acquisition is impossible hence deliberate maximization is an 
impossible act” (Boland, 1981, p.1032). 
 
                                                           
9 Si vedano in particolare Hayek (1937), Keynes (1937) e Shackle (1973).   9
Anche Heiner (1983) riferendosi a queste tradizionali argomentazioni (che egli chiama: “The oldest 
critique of economics”) sostiene che: 
 
“Optimization theory has been persistently attacked as an acceptable explanation of 
behavior. […] Over the years, this critique has taken various forms which include 
information processing limitations in computing optima from known preference or utility 
information about complex environmental contingencies, and the absence of a well-defined 
set of alternatives or consequences, especially in an evolving world that may produce 
situations that never before existed” (Heiner, 1983, p.560). 
 
Heiner pone particolare attenzione sul fatto che il set delle alternative entro cui scegliere e quello 
delle relative conseguenze non è mai ben definito e questo, a parere dell’autore, è sufficiente a 
mettere in crisi tutta la struttura logica su cui si fonda la teoria dell’ottimizzazione.
10  
Questo aspetto altro non è che una parte rilevante di quello che l’autore definisce come il “C-D 
gap”. In sostanza egli, riprendendo in gran parte le tesi di Simon, sottolinea che vi è una dicotomia 
inconciliabile tra la “competenza” degli agenti (ovvero l’insieme delle capacità che essi esplicano 
nel risolvere problemi) e la “complessità” dell’ambiente entro il quale essi operano. Questa 
dicotomia non esiste dentro lo schema decisionale neoclassico: 
 
“Standard choice theory tries to explain behavior by matching the “competence” of an 
agent with the “difficulty” selecting most preferred alternatives. It assumes for the purpose 
of theoretical explanation that there is no gap between an agent’s competence and 
difficulty of the decision problem to be solved (hereafter a “C-D gap”). On the other hand, 
the presence of a C-D gap will introduce uncertainty in selecting most preferred 
alternatives, which will tend to produce errors and surprises” (Heiner, 1983, p.560). 
 
Uno degli esempi più celebri riportati da Heiner nel suo articolo riguarda l’esempio del “cubo di 
Rubic” in cui, come è noto, esistono miliardi di possibili posizioni iniziali a partire dalle quali si 
può risolvere il gioco. Come suggerito da Hodgson (1991, p. 122-123) le informazioni necessarie 
per individuare il modo più veloce per risolvere il problema, si potrebbero ottenere in linea di 
principio guardando alle disposizioni iniziali sulla faccia del cubo. L’agente ottimizzante dovrebbe 
riconoscere tali disposizioni e dare la soluzione, ma dovrebbe anche possedere una elevatissima 
capacità di calcolo. Come affermato dallo stesso Heiner, esistono tecniche sub-ottimali che 
consentono di giungere alla soluzione indipendentemente dalla posizione iniziale. Queste soluzioni 
utilizzano algoritmi gerarchici piuttosto semplici perché il cubo di Rubic è un gioco ad 
“informazione completa”. Tuttavia le limitate capacità cognitive degli agenti, unite alle difficoltà 
risolutive proprie del gioco, non ne consentono una soluzione efficiente. 
Altri rilievi critici complementari a quelli sinora presentati provengono da altri autori quali 
Marschak e Rudner (1972) o Hey (1979) e numerosi altri. Essi hanno posto l’attenzione 
prevalentemente su problemi legati all’informazione. La teoria tradizionale, come è noto, tratta 
l’informazione come un “bene scarso” e contrattabile al pari di un generico bene o di un fattore di 
produzione. L’informazione tuttavia è un bene complesso e generalmente muli-dimensionale; per di 
più esso non potrebbe avere solo una dimensione di scarsità ma anche una dimensione di 
“sovrabbondanza”. Ciò avviene quando la quantità di informazioni proveniente dall’ambiente 
esterno è eccessiva rispetto alle capacità degli agenti di percepirla e immagazzinarla. Ma anche 
ammesso che sia possibile immagazzinare tutta l’informazione che si rende disponibile rimane 
l’ulteriore problema relativo all’incapacità sia di interpretarla, sia di elaborarla. Un terzo aspetto 
legato all’informazione e è relativo alla sua natura “eterogenea”: questo aspetto da un lato pone in 
discussione la possibilità di trattare l’informazione come un bene ordinario, dall’altro pone seri 
problemi per una sua corretta definizione. In sintesi, sovrabbondanza, complessità, multi-
                                                           
10 Questi aspetti critici saranno ulteriormente approfonditi quando verrà presentata la teoria della “razionalità 
procedurale” di Simon.   10
dimensionalità, eterogeneità e limitata capacità interpretativa dell’informazione mettono in 
discussione la consueta analisi marginale (e, perciò, di ottimizzazione) della teoria neoclassica 
dell’informazione secondo l’approccio inaugurato da Stigler (1961). 
Proprio a partire da questo insieme di contributi critici, grande rilievo assume il programma di 
ricerca di Simon (1951, 1955, 1957, 1958, 1962, 1985) e dei comportamentisti (Cyert e March, 
1963). Il merito unanimemente riconosciuto al lavoro di questa scuola è duplice (Rizzello, 1999). 
Da un lato infatti, raccogliendo, sintetizzando e partecipando al dibattito prima esposto, questi 
autori hanno analizzato limiti e funzionamento della razionalità indagando sui processi di 
apprendimento, memorizzazione, capacità di calcolo e di problem solving che, come suggerito da 
Heiner, rappresenta l’insieme dell’ ”ambiente interno” interagente con l’ “ambiente esterno” 
(insieme informativo disponibile agli individui). Dall’altro la scuola comportamentista non si è 
limita ad una mera analisi critica (teoria della razionalità limitata) ma ha indagato la possibilità di 
reinterpretate e ricostruire in chiave euristica una teoria della scelta razionale alternativa al 
paradigma neoclassico. Questo nuovo approccio, detto della “razionalità procedurale”, sarà oggetto 
del prossimo paragrafo. 
 
 
4.  Dallo scetticismo alla teoria della "razionalità procedurale" di Herbert Simon 
 
Come abbiamo detto l'insieme di critiche alla nozione di ottimizzazione esposte nei due paragrafi 
precedenti possono essere in linea generale riassunte nel concetto di "razionalità limitata" (Bounded 
Rationality) introdotto da Simon. Come sostenuto anche da Heiner (1983), infatti, la razionalità 
limitata di un agente economico si manifesta attraverso l'incapacità del suo "ambiente interno" 
(sistema della memoria e dell'elaborazione di calcolo, capacità di attenzione, concentrazione, 
sperimentazione, ecc.) di elaborare globalmente tutte le informazioni ed i segnali provenienti dall' 
"ambiente esterno" (Simon, 1957, pp.79-96). Le limitate capacità computazionali della mente 
umana unite alla complessità dell'ambiente esterno, infatti, rendono completamente irrealizzabile la 
formazione di una scelta razionale globale: 
 
"La teoria [neo]classica della razionalità onnisciente è singolarmente semplice ed 
affascinante. Inoltre essa ci permette di prevedere (correttamente o meno) il 
comportamento umano senza farci alzare dalle nostre poltrone per andare a vedere come 
sia tale comportamento. Tutta la potenza predittiva proviene dall'aver caratterizzato la 
forma dell'ambiente in cui ha luogo il comportamento. L'ambiente, combinato con le 
assunzioni della razionalità perfetta, determina completamente il comportamento. Le teorie 
comportamentistiche della scelta razionale (teorie della razionalità limitata) non 
possiedono questo tipo di semplicità. […] Esse hanno esigenze realistiche e modeste sulle 
capacità di conoscenza e di calcolo degli agenti umani, ed evitano anche di prevedere che 
quegli agenti eguaglieranno costi e rendimenti al margine" (Simon, 1985, p.285). 
 
Ma quali sono le principali ipotesi sulla forma dell'ambiente interno ed esterno assunte dalla teoria 
neoclassica della scelta razionale ed ottimizzante? Ecco la risposta di Simon e dei 
comportamentisti: 
 
"Il modello di uomo razionale [e ottimizzante] che è stato proposto, pone "tre" condizioni 
troppo importanti al meccanismo di formazione della scelta. Esso suppone (1) che tutte le 
alternative di scelta siano "date"; (2) che tutte le possibili conseguenze delle alternative 
siano conosciute (in uno dei tre sensi corrispondenti alla "certezza", al "rischio" e all' 
"incertezza")
11; (3) che l'uomo razionale abbia un preciso criterio di ordinamento delle 
                                                           
11 Nei modelli usuali di teoria dei giochi probabilistici ai tre casi mensionati corrispondono tre diverse procedure di 
scelta razionale. Al caso di "certezza", poiché ad ogni azione selezionata si applica una specifica conseguenza, 
corrisponde la regola della certezza, si sceglierà cioè l'alternativa di comportamento il cui risultato ha il guadagno (o 
l'utilità) più alto. Al caso del "rischio", poichè si suppone nota la distribuzione di probabilità associata alle diverse   11
utilità (o una funzione cardinale) per tutte le possibili serie di conseguenze"  (Simon e 
March, 1966, p.173). 
 
Il programma di ricerca di Simon e dei comportamentisti ha tentato di fondare una teoria alternativa 
del processo di scelta dell'agente razionale fondata esattamente sui limiti delle tre condizioni 
assunte dalla scuola marginalista e coerente con una più realistica descrizione del funzionamento 
dell'ambiente interno dell'agente decisore: 
 
"Il compito era [quello di] sostituire il modello classico con un modello che descrivesse 
come le decisioni potevano essere (ed effettivamente, probabilmente, erano) prese nel caso 
in cui si dovesse andare a cercare le alternative di scelta, non si conoscessero, se non 
molto imperfettamente, le conseguenze della scelta di determinate alternative (sia a causa 
del limitato potere di calcolo, sia a causa dell'incertezza riguardo al mondo esterno) ed il 
decisore non possedesse una funzione di utilità coerente e generale per confrontare 
alternative eterogenee" (Simon, 1985, pp.295-296). 
 
Il brano precedente esprime esattamente il punto di partenza della teoria della "razionalità 
procedurale"; ecco, poi, come Simon (1985) ne esprime sinteticamente le principali caratteristiche: 
 
"Due sono i punti della caratterizzazione [di tale teoria]: la "ricerca" (Search) ed il 
"soddisfacimento" (Satisficing). Se al decisore non vengono date inizialmente le alternative 
della scelta, egli deve cercarsele. Quindi una teoria della razionalità limitata deve 
includere anche una teoria della ricerca" (p.301). 
 
Accanto alla possibilità di effettuare una ricerca all'interno di un insieme aperto di opzioni che non 
è conosciuto in anticipo, ma che deve essere scoperto (attraverso una qualche procedura), ed 
accanto, eventualmente, ad un secondo processo di ricerca che riguarda la raccolta di informazioni 
via, via più precise sull'applicazione delle varie azioni conosciute alle loro possibili conseguenze, va 
affiancato un criterio di selezione delle azioni stesse. Nella teoria neoclassica il criterio di selezione 
dell'alternativa si fonda sulla ottimizzazione della funzione di utilità (Optimizing). Come sostenuto 
dallo stesso Simon, tuttavia "è possibile derivare una funzione di utilità solo se le scelte sono 
coerenti e transitive. Esiste oggi una mole considerevole di prove del fatto che le scelte umane 
spesso non sono coerenti nel modo richiesto per l'esistenza di una funzione di utilità" (p.368). Il 
criterio della ottimizzazione dell'utilità non è perciò definibile analiticamente: gli agenti non 
conoscono la mappa precisa delle loro preferenze ed inoltre esse non sono "date", ma possono 
variare nel tempo in funzione di diversi fattori
12. 
A partire da queste premesse, per risolvere il problema della "selezione", Simon fa esplicito 
riferimento alla "psicologia cognitiva" da cui prende in prestito il concetto di "livello di 
aspirazione"
13: 
                                                                                                                                                                                                 
conseguenze di una data azione selezionata, corrisponde la regola probabilistica e cioè la ottimizzazione dell'utilità 
attesa. Al caso dell' "incertezza", infine, poiché ad ogni azione si applicano più conseguenze di cui però non si conosce 
la distribuzione probabilistica, corrisponde la regola del max-min, si suppone cioè che qualunque sia l'alternativa scelta 
ne seguirà il peggior risultato possibile (ovvero si realizzerà il più basso valore dell'utilità associato all'alternativa scelta) 
e si sceglierà quindi quell'alternativa per cui questo guadagno peggiore è il più grande possibile. Per un 
approfondimento si rimanda ad Arrow (1951, pp.404-437). Sull'ultimo caso, comunque, lo stesso Simon esprime delle 
riserve: 
"Nell'ipotesi dell'incertezza, in particolare, esiste un notevole disaccordo tra gli esponenti della teoria statistica delle 
decisioni, sulla definizione "corretta" o, addirittura, sul fatto che abbia un significato particolare, a questo proposito, 
di definizione "corretta" (Marschak, 1950)" (Simon e March, 1966).   
12 Per un approfondimento sulla letteratura riguardante il cambiamento endogeno delle preferenze si vedano Georgescu-
Roegen (1950), Peston (1967), Pollak (1970), Weiszacker (1971) e Cyert e De Groot (1975). 
13 In particolare Simon fa più volte riferimento a K. Lewin, padre della psicologia cognitiva.   12
 
"Le aspirazioni hanno molte dimensioni: si può aspirare ad un lavoro piacevole, all'amore, 
al buon cibo, a viaggiare. In ogni dimensione l' "aspettativa" di ciò che si può ottenere 
determina un livello di aspirazione con cui si confronta il livello reale dell'esperienza. Se 
l'esperienza supera il livello di aspirazione, si registra "soddisfazione"; se il livello di 
aspirazione è più alto si registra "insoddisfazione"" (Simon, 1985, p.369). 
 
Il livello di aspirazione determina così una "soglia critica" (o "di tolleranza") rispetto alla quale 
ciascuna scelta può essere ritenuta o meno soddisfacente: 
 
"Non appena avesse scelto un'alternativa di scelta corrispondente al suo livello di 
aspirazione, l'agente avrebbe posto fine alla ricerca e scelto quell'alternativa. Ho chiamato 
questo tipo di selezione "satisficing"" (p.301). 
 
Il criterio della scelta soddisfacente (Satisficing), quindi, non ha bisogno di ipotizzare né che le 
opzioni di scelta siano note, né che si conosca esaustivamente il legame tra scelta e sue 
conseguenze, né che gli agenti conoscano perfettamente le loro preferenze e le sappiano 
coerentemente ordinare. Al contrario, come sostenuto da Simon e dai comportamentismi, è proprio 
a partire da questa radicale "diversità" rispetto al paradigma cognitivo neoclassico che la teoria della 
razionalità procedurale può analizzare aspetti del processo razionale di scelta che la teoria 
marginalista non è in in grado di trattare. Tra questi, particolare importanza rivestono i processi di 
"apprendimento" (Learning) e di "innovazione" (Innovation). Entrambi questi processi hanno a che 
fare con la "ricerca" in quanto rimandano alla raccolta di informazioni ed al progressivo 
accumularsi di "esperienza" (Human docility) da parte del soggetto decisore (Simon, 1957, pp.85-
86). L'apprendimento può essere considerato un'estensione dell'orizzonte cognitivo del decisore in 
merito alla struttura dell'ambiente in cui opera, ma anche in merito alle proprie capacità di 
elaborazione ed esecuzione di determinati programmi; l'innovazione, invece, riguarda il 
cambiamento dell'orientamento decisionale del soggetto agente che lo può condurre ad abbandonare 
una data opzione (ad esempio, un dato programma di esecuzione) per adottarne un'altra. Vi è poi 
uno stretto legame tra apprendimento da un lato ed innovazione dall'altro, e questo legame passa 
attraverso il ruolo svolto dal livello di aspirazione. Per comprendere quest'aspetto si può seguire 
l'esempio di scelta razionale proposto da Simon (1958). Secondo l'autore: 
 
"In molte situazioni un individuo è messo di fronte alla scelta di "fare A" oppure "non fare 
A". Ma la seconda alternativa di tipo negativo, non rappresenta un'azione specifica; "non 
fare A" sta in realtà al posto dell'intera classe di azioni alternative disponibili quando A 
viene rifiutata. Prima che si possa accettare o rifiutare A, bisogna valutare l'alternativa, o 
piuttosto questa massa amorfa di alternative potenziali. Per usare la terminologia della 
teoria dell'utilità, chi deve prendere una decisione desidera attribuire un'utilità al "non 
fare A" da paragonare all' "utilità di fare A". ugualmente importante, egli desidera 
accertare la prima utilità senza esaminare in dettaglio tutte le alternative che sono incluse 
in "non A". E' questa utilità, l'utilità di "non A", che l'economista descrive con la frase 
"costo di opportunità di A", e lo psicologo con la frase "livello di aspirazione". […] Chi 
prende la decisione finirà probabilmente per scegliere A se il risultato che si aspetta di 
ottenere da tale scelta eccede o eguaglia il suo livello di aspirazione; in caso contrario non 
sceglierà A. Ma che cosa implica non scegliere A? Implica la "ricerca" di una nuova 
alternativa concreta che rimpiazzi A. Quindi, il meccanismo del livello di aspirazione 
determina se si sceglierà una data azione fra quelle al momento disponibili […] o se si 
cercherà una nuova alternativa che non è stata in precedenza inclusa tra quelle possibili" 
(p.168-169).  
Se poi l'agente effettivamente sceglierà la nuova alternativa si sarà verificata una "innovazione", 
sarà stata cioè "cercata", "esaminata" ed infine "selezionata" un'opzione sino ad allora sconosciuta. 
Dall'esempio precedente emerge che il verificarsi dell'innovazione (e quindi del processo di ricerca 
ed apprendimento che la precede) dipende dal livello cui è stata fissata l'aspirazione: al limite, 
infatti, pur considerando tutte le condizioni ambientali immutate (ceteris paribus), si può innescare   13
un processo di ricerca ed innovazione tramite il solo ed esogeno modificarsi del livello di 
aspirazione
14. In sintesi la catena causale può essere così rappresentata: (1) il cambiamento del 
livello di aspirazione può produrre "ricerca" se rende insoddisfacente lo stato della decisione 
corrente; (2) la ricerca determina "apprendimento"; (3) l'apprendimento può condurre all'adozione 
di un'opzione precedentemente sconosciuta ma "soddisfacente" rispetto al nuovo livello di 
aspirazione (Innovazione). 
Un aspetto che resta da esaminare è il seguente: quali fattori determinano il livello di aspirazione e 
conseguentemente la sua variazione (o, simmetricamente, la sua stabilità) nel tempo? Quest'aspetto 
rimanda alla dimensione "dinamica" del processo di scelta. Secondo Simon "il livello di aspirazione 
è un concetto che si riferisce ad aspettative" (1958, p.169); nello stesso tempo, però, "i livelli di 
aspirazione non sono statici ma tendono ad alzarsi ed abbassarsi con il mutare delle esperienze"  
(1985, p.301). Il livello di aspirazione è dunque un ponte tra passato e futuro: in esso si "cumula" 
tutta la storia passata dell'agente (esperienze, conoscenze, condizionamenti culturali o di altra 
natura) la quale, a sua volta, vincola la formazione dell'aspettativa corrente. Ma se nel livello di 
aspirazione si cumula gran parte del "patrimonio cognitivo" che l'agente ha appreso nel tempo, una 
teoria della sua formazione (e, quindi, delle condizioni di selezione delle azioni) non può che 
risolversi in una "teoria della conoscenza"
15. Ma quest'aspetto, come opportunamente sostenuto da 
Hodgson (1991), traccia l'esatta linea di confine tra la posizione "soggettivistica" neoclassica ed una 
che, al contrario, abilita i "fattori sociali ed istituzionali" a spiegare la dinamica del processo 
decisionale
16. Data la complessità e l'eterogeneità dell'informazione proveniente dall'ambiente 
esterno, infatti, stabilire quali siano "fatti rilevanti" per il processo di scelta (fatti che influenzano 
"livello di aspirazione" e/o "direzione della ricerca") e descrivere "come" saranno interpretati dagli 
agenti, rimanda inevitabilmente ad una spiegazione del modo in cui essi "percepiscono" la realtà 
entro cui operano. A tal riguardo, nel paragrafo intitolato "L'ambiente sociale della scelta" Simon 
(1958) esprime chiaramente la sua posizione secondo cui "l'homo oeconomicus […] non sta sulla 
cima di una montagna e compie, guardando l'intero mondo ai suoi piedi, una scelta razionale 
                                                           
14 Nel paragrafo intitolato Le occasioni di innovazione, Simon (1958) sostiene che occorre "ricercare il momento 
iniziale di una innovazione, soprattutto nell'ambiente dell'organizzazione, specialmente in quei mutamenti avversi delle 
condizioni ambientali che vengono a minacciare il livello dei risultati ottenuti in precedenza. Due tipi di condizioni 
avverse vengono subito alla mente: una svolta negativa del ciclo economico, effettiva o attesa; innovazioni introdotte 
dai concorrenti che ne migliorano la posizione nel mercato" (p.170). Tuttavia "un'aspirazione può riguardare non solo 
il "livello" di una data variabile ma anche il suo "tasso di crescita". Per esempio, molti contratti di lavoro hanno 
recentemente incorporato l'ipotesi che la produttività aumenterà, dato il progresso tecnologico, a un tasso annuale più 
o meno stabile. Quando si inserisce nel livello di aspirazione un sistema di indicizzazione di questo tipo, si genera un 
bisogno di innovazione anche in assenza di mutamenti avversi delle condizioni ambientali" (p.171). 
15 Si consideri in tal senso questo brano tratto da Simon (1958): 
"Credere che un'impresa ricerchi un livello di profitti ragionevole anziché massimo non vuol dire che essa preferisca 
un profitto minore a uno maggiore, né che sia indifferente tra queste due alternative. E' lecito attendersi che, tra le 
linee di condotta che percepisce di poter perseguire, l'impresa scelga quella più redditizia. Il punto importante consiste 
però nel fatto che l'insuccesso nell'ottenere un profitto ragionevole stimolerà la ricerca di nuove alternative e quindi il 
processo di innovazione" (p.170). Tuttavia "Ciò non spiega come si formino le aspettative né quale sia il livello 
ragionevole di profitto" (p.170).  
Quella della razionalità procedurale, quindi, è una teoria del come decidere piuttosto che una teoria del cosa decidere. 
Essa esprime le modalità attraverso cui gli agenti giungono alla selezione di un'alternativa, ma lascia aperta la questione 
centrale di cosa influenzi l'orientamento delle decisioni.      
16 Secondo Hodgson (1991), infatti:  
"La valutazione deve basarsi in gran parte sull'immaginazione o su ipotesi soggettive, oppure deve poggiarsi sulle 
pratiche consolidate e sulla valutazione ed esperienza di altri soggetti economici. Nel primo caso, si apre un varco al 
soggettivismo di impronta austriaca; nel secondo, invece, si abbandona il puro soggettivismo e, riconoscendo un ruolo 
importante alle consuetudini ed alle pratiche abituali, si va nella direzione di una spiegazione "istituzionalista" dei 
fenomeni economici" (p.121).   14
globale e onnisciente, ma è razionale nei limiti posti dal suo ruolo sociale di uomo economico. I 
suoi calcoli si basano sull'aspettativa che gli altri, con i quali interagisce, accetteranno i ruoli 
sociali loro corrispondenti" (p.165). Infatti "persino i "fatti" sulla base dei quali egli agisce 
acquisiscono il loro "status" di fatti mediante un processo di "legittimazione sociale" e hanno solo 
un nesso tenue e indiretto con l'evidenza dei suoi sensi" (p.165). Ma l'autore è ancor più esplicito 
quando afferma che: 
 
"The rational individual is, and must be, an "organized" and "institutionalized individual". 
If the sever limits imposed by human psychology upon deliberation are to be relaxed, the 
individual must in his decisions be subject to the influence of the "organized group" in 
which he participates" (Simon, 1957, p.102). 
 
La conclusione della scuola comportamentista è che nella teoria della razionalità procedurale 
trovano spazio sia una spiegazione più realistica del modo in cui gli agenti economici scelgono 
(Satisficing), sia l'importanza della dimensione socio-istituzionale entro cui l'esercizio della 
razionalità individuale si manifesta e riproduce. 
La razionalità procedurale rappresenta in tal senso un "sistema adattivo" di scelta, nel senso che 
esso soddisfa "le necessità funzionali dell'organismo che lo adotta
17" (Simon, 1958, p.165). In tal 
senso esso va considerato un modello euristico di scelta razionale: 
 
"L'adattamento sia dell'impresa che della specie biologica ai loro rispettivi ambienti è 
sempre di ricerca euristica, quindi di scalata di una collina e di ottimizzazione locale o 
"satisficing"" (1985, pp.365-366).  
 
 
5.  La risposta neoclassica a difesa della ottimizzazione 
  
5.1  L’approccio relativistico di Boland 
 
Boland (1981) ha tentato una difesa del principio di ottimizzazione su di un piano epistemologico. 
Pur non rifiutando l’idea che la scelta avvenga in contesti di rilevante incertezza e conoscenza 
incompleta, egli ha re-interpretato la nozione di scelta ottimale sotto una chiave soggettivistico-
relativistica. Vediamo in dettaglio. 
Secondo l’autore affinché la scelta sia svolta in modo efficiente, non è importante che essa si fondi 
su considerazioni “vere” o su predizioni “giuste” dell’ambiente esterno. Ciò che è rilevante ai fini 
dell’analisi è che gli agenti “credano” di ottimizzare qualcosa ovvero che ritengano sempre di 
effettuare la scelta migliore dati tutti i vincoli cui essi devono sottostare: 
 
“The strength of the Shackle-Hayek-Keynes argument is actually rather vulnerable. […] I 
think there is an even stronger objection to the “true knowledge is necessary for 
maximization” argument. “True” knowledge is not necessary for maximization! As I have 
argues elsewhere, the consumer, for example, only “has to think” that his theory of what is 
the shape of his utility function is true” (Boland, 1981, p.1032). 
 
In tal senso è inconfutabile secondo Boland che ciascun agente possa essere considerato un 
ottimizzatore qualora tra i vincoli cui è soggetto vi è posto anche l’ “insieme di non-conoscenza" di 
cui dispone. Da questo punto di vista, secondo l’autore, è insignificante il fatto che un soggetto 
esterno meglio informato ritenga che il soggetto meno informato stia operando una scelta sub-
ottimale poiché questa ultima può essere ritenuta tale solo a partire da un più alto grado conoscitivo. 
Secondo Boland, in sintesi, lo Shackle-Hayek-Keynes argument è la critica di un soggetto esterno e 
                                                           
17 In tal senso la teoria della razionalità procedurale è coerente con il modello evolutivo dell'impresa proposto da Nelson 
e Winter (1982).   15
supervisore rispetto ai decisori reali. Questi autori confuterebbero l’ipotesi di ottimizzazione sulla 
base di una netta separazione tra “vera teoria” (ovvero la teoria del “come si dovrebbero comportare 
gli agenti”) ed “effettiva teoria” (ovvero la teoria del “come si comportano gli agenti”). Ma questo 
tipo di confutazione segue una “logica induttiva” la quale può essere discrezionalmente rifiutata
18: 
 
“Shackle’s argument (also Hayek’s and Keynes’) presumes that the truth of one’s 
knowledge requires an inductive proof. As everyone knows today, there is no inductive 
logic which could supply a proof whenever the amount of information is finite or it is 
otherwise incomplete” (Boland, 1981, p.1032). 
 
Boland, tuttavia, si spinge a criticare anche i risultati delle prove sperimentali che confuterebbero il 
principio di ottimizzazione. Secondo la sua argomentazione mostrare che un’impresa non sta 
massimizzando il profitto, infatti, non esclude che essa non stia massimizzando qualche altra 
grandezza. Ad esempio, riferendoci al caso dell’esperimento di Feldman del par. 3.1, il fatto di 
osservare che gli agenti non scelgano sempre la X (o la Y) per massimizzare il premio, non significa 
che gli agenti non operino comunque una scelta ottimale. Si potrebbe ad esempio sostenere, 
seguendo il ragionamento di Boland, che la funzione obiettivo di coloro che non scelgono 
sequenzialmente la X abbia argomenti diversi da quelli di coloro che scelgono la X contenente al 
suo interno altri argomenti quali, ad esempio, la non omologazione, l’emozione e così via. In 
sintesi, secondo Boland, ha sempre senso confutare un dato sperimentale sulla sola considerazione 
che tutti coloro che prendono una decisione “massimizzano qualcosa” poiché “the neoclassical 
premise is: “for all decision makers there is something they maximize”” (Boland, 1981, p.1034): 
 
“Given the premise: “all consumers maximize something”, the critic can claim he has 
found a consumer who is not maximizing anything. The person who assumed the premise is 
true can respond: “You claim you have found a consumer who is not a maximizer, but how 
do you know there is not something which he is maximizing?”. In other words, the 
verification of the counterexample requires the refutation of a strictly existential statement; 
and, as stated above, we all agree one cannot refute existential statement” (Boland, 1981, 
p.1034). 
 
La forza di questa argomentazione sta nel fatto che essa, ex post, non è falsificabile poiché, 
malgrado qualsiasi prova contraria, si può sempre sostenere che gli agenti abbiano massimizzato 
qualcos’altro rispetto a ciò che è stato empiricamente rilevato: 
 
“The neoclassical assumption of universal maximization could very well be false, but as a 
matter of logic we cannot expect ever to be able to prove that it is” (Boland, 1981, p.1034). 
 
Nessuna prova empirica, quindi, può provare se l’ipotesi di ottimizzazione può essere accettata o 
rifiutata.  
Per chiarire ulteriormente la sua posizione Boland distingue infine tra due tipi di proposizioni che 
costituiscono una teoria: le asserzione tautologiche e quelle metafisiche. Le prime secondo l’autore 
sono asserzioni che possono essere mostrate vere o false in base ad una qualche struttura logica 
predefinita. Le seconde sono invece asserzioni non verificabili, né falsificabili in base a qualunque 
struttura logica o prova empirica. Secondo Boland quella di ottimizzazione è una asserzione 
metafisica
19.  
                                                           
18 Secondo Hodgson (1991), tuttavia, la tesi di Boland presenta un rilevante punto debole. Si consideri, ad esempio, la 
limitata capacità di calcolo degli agenti. In molti casi essi potrebbero essere perfettamente coscienti che tale limitata 
capacità non consente loro di operare la strategia ottimale. Tale tipo di consapevolezza viene esclusa dal ragionamento 
di Boland, eppure i manipolatori del cubo di Rubic o i giocatori di scacchi sono pienamente consapevoli del fatto che i 
loro tentativi sono sub-ottimali. 
19 Si veda anche Machlup (1972).   16
La sua conclusione è che ciò che conta nel giudicare una teoria non è l’aderenza alla realtà delle sue 
premesse (le quali, essendo asserzioni metafisiche non sono testabili né logicamente confutabili) ma 
è la sua "coerenza interna” ovvero la veridicità delle proposizioni (tautologie) che tali premesse 
implicano
20. In tal senso le implicazioni sistemiche della teoria neoclassica vanno giudicate in base 
alla coerenza con la premessa metafisica che gli agenti ottimizzano e non sulla base del realismo di 




5.2  Il regress issue e l’interpretazione riduzionista di Becker e Stigler 
 
Un seconda argomentazione a favore del principio di ottimizzazione è stata formulata da  Stigler 
(1961) e in una fase successiva da Becker e Stigler (1974). Per meglio comprendere la portata di 
questa argomentazione è opportuno partire da quello che Conslik (1996, pp.686-690) ha definito 
come il problema del regress issue. Secondo l’autore se si assume che per la scoperta della 
soluzione ottima di un problema vincolato esiste un costo di deliberazione positivo (occorre cioè 
impiegare dei mezzi ed un impegno “costosi”) e se si assume che il soggetto vuole raggiungere 
l’ottimo, il principio di ottimizzazione genererebbe un meccanismo di regressione all’infinito del 
problema stesso che rischierebbe di generare una empasse nella soluzione del problema.  
Per chiarire questa argomentazione si consideri il seguente esempio. Supponiamo che un individuo 
debba risolvere per il suo ottimo un problema vincolato. Se il costo connesso all’impegno 
necessario alla soluzione del problema è positivo, allora è possibile definire un secondo problema in 
cui, tra i vincoli, compare anche il costo precedente. Questo problema, tuttavia, presenterà in 
generale un costo maggiore o uguale a quello precedente per cui, di nuovo, è possibile definire un 
terzo problema nel cui vincolo si cumulano i costi connessi ai due problemi precedenti e così via. Si 
possono cosi definire infiniti problemi collegati in sequenza l’uno all’altro. La questione sollevata 
da Conslik tuttavia è la seguente: se un agente non riesce ad ottimizzare rispetto al primo dei 
problemi posti a causa di costi di deliberazione razionale eccessivi, come potrebbe ottimizzare 
rispetto agli altri che, in generale, sono più complicati del primo? Questa sarebbe, secondo l’autore, 
l’empasse logica connessa al principio di ottimizzazione.  
La soluzione proposta dai teorici neoclassici, tuttavia, aggira questa empasse spostando il problema 
dalla scelta della soluzione ottima alla scelta dell’impegno ottimo da profondere per il calcolo della 
soluzione. In tal senso anche se la soluzione osservata non è quella ottima del problema questo non 
vuol dire che gli individui non abbiano ottimizzato. Essi infatti ottimizzano sul livello di impegno 
speso al fine di uguagliare i benefici marginali legati ad una aumento dell’impegno con i suoi costi 
marginali.  
Formalmente indicando con T il livello di impegno (effort), con X(T) la soluzione osservata (ex post 
solution) e con ∏(X) il pay-off collegato alla soluzione osservata e ipotizzando che l’impegno abbia 
un costo fisso pari a c si ha che il problema da risolvere può essere espresso come: 
] )]} ( [ { [ cT T X E Max − Π  
 
la cui soluzione per T* determina la soluzione ottimale X*=X(T*). 
Una variante di questo approccio è stata impiegata da Stigler (1961) e Becker e Stigler (1974) per 
mostrare che la nozione di profitto (o utilità) "soddisfacente" può essere facilmente re-incorporato 
nell’ordinario schema di ottimizzazione vincolata.  
                                                           
20 Mill (1844), che può essere considerato un precursore delle idee di Boland, affermava ad esempio che il principio di 
ottimizzazione può legittimamente essere considerato una “finzione”. 
21 La posizione epistemologica di Boland riprende la tradizione del relativismo cartesiano. Descartes (1641), infatti, 
riteneva che i nostri sensi ci deviano dalla vera conoscenza e che la verità sulle cose debba essere ricercata, in ultima 
istanza, nella mente e nell’esercizio del ragionamento. Descartes guardava alle osservazioni empiriche come a delle 
fuorvianti illusioni. Di qui il suo anti-empirismo e l’esaltazione di una logica deduttiva pura.     17
Utilizzando un concetto simile a quello di "costo di transazione" essi hanno interpretato l’approccio 
di Simon e dei comportamentisti come la proposizione secondo la quale sarebbe "troppo costoso" 
raccogliere tutte le informazioni necessarie per determinare la posizione di ottimo. Secondo questa 
interpretazione “riduzionista” della razionalità limitata simoniana, il comportamento diretto ad 
obiettivi soddisfacenti sarebbe, nella sostanza, un comportamento finalizzato alla "minimizzazione 
dei costi" corrispondente al duale del principio di ottimizzazione. Simon ha osservato: 
 
"Stigler ha versato di nuovo la teoria della ricerca nella vecchia bottiglia della 
ottimizzazione dell'utilità, con il costo di ricerca uguagliato al suo rendimento marginale 
[…] e nell'introduzione esplicita della ricerca e del trasferimento delle informazioni come 
attività economiche con costi e prodotti, inserite nella funzione di produzione classica" 
(Simon, 1985, pp.300-303). 
 
Rielaborata come "caso speciale" della teoria neoclassica il potenziale critico ed innovativo della 
teoria della razionalità limitata si ridimensiona sensibilmente. Questa interpretazione, tuttavia, rende 
veramente giustizia all'originalità del lavoro di Simon e dei comportamentisti? Vediamo la 
questione più in dettaglio. 
Dall’analisi dei paragrafi 3 e 4 possiamo osservare una prima essenziale diversità tra approccio 
neoclassico ed approccio comportamentista alla scelta razionale. Come suggerito dallo stesso Simon 
(1962) nell'economia neoclassica la nozione di “razionalità globale” è strettamente connessa con 
quella di “equilibrio”. Questo non perviene all’approccio comportamentista dove la nozione di 
razionalità è strettamente associata a “revisioni procedurali” che avvengono via via che le 
informazioni sono disponibili e vengono prese in considerazione dall'agente. In tal senso il fulcro 
teorico della teoria della razionalità procedurale sembra essere il "disequilibrio" (con la relativa 
presenza di ricerca ed apprendimento e, quindi, di processo dinamico-cognitivo) piuttosto che la 
nozione (statica) di equilibrio.  
In secondo luogo, trasformare il comportamento diretto a obiettivi "soddisfacenti" in un caso 
speciale di comportamento ottimizzante non sembra essere un'operazione senza problemi. Affinché 
ciò sia possibile, infatti, l'agente dovrebbe essere ritenuto capace (a) di definire correttamente e in 
modo non equivoco i costi e (b) di assegnare un preciso valore ad essi, specialmente a quelli che 
sostiene per ottenere informazioni aggiuntive. Ma è possibile determinare questo valore? In che 
modo si può apprendere se il costo marginale per ottenere informazioni addizionali eccede il 
beneficio marginale derivante dal fatto di possederle? Come ha sostenuto Arrow (1962), ad 
esempio, se si ignora il contenuto di un'informazione prima di entrarne in possesso, diviene 
impossibile stimarne ex ante il costo ad essa connesso. Più in generale l’approccio riduzionista 
proposto da Becker e Stigler se da un lato reintrodurrebbe l'ipotesi di un agente tutto dedito a calcoli 
complessi, dall'altro trascurerebbe il fatto che l'informazione, intesa come bene economico, non ha 
solo una dimensione di "scarsità", ma può avere (e generalmente ha) anche una dimensione di 
"eterogeneità" e "sovrabbondanza" che pone in discussione la consueta analisi marginale. Simon 
(1985), in tal senso, afferma: 
 
"In nessuna di queste teorie […] viene abbandonata l'assunzione della ottimizzazione 
perfetta. I limiti e i costi dell'informazione non vengono introdotti come caratteristiche 
psicologiche del decisore, ma come parte del suo ambiente tecnologico. Per cui le nuove 
teorie non fanno niente per alleviare i carichi computazionali che il decisore si trova ad 
affrontare […]. Adesso il decisore non deve calcolare semplicemente le forme delle sue 
curve di offerta e di domanda, ma anche i costi ed i benefici di un calcolo più accurato di 
quelle forme. Quindi l'impressione che queste nuove teorie trattino fenomeni di incertezza e 
di trasmissione delle informazioni prima ignorato è, in gran parte, illusoria" (p.304). 
 
Questo approccio, vale la pena osservarlo, ha tuttavia un notevole potere predittivo. Consideriamo, 
per esempio, quella gamma di comportamenti noti in letteratura con il termine routines. Le routines 
sono spesso invocate quale prova del fatto che il comportamento degli agenti non è ottimizzante 
poiché essi in talune circostanze non modificherebbero le proprie scelte anche quando le   18
informazioni e la struttura dell’ambiente in cui prendono le decisioni è notevolmente variato. Sul 
piano dell’interpretazione à la Becker e Stigler, tuttavia, questi comportamenti possono essere 
considerati sempre razionali nel senso dell’ottimizzazione: gli agenti non modificano nel presente 
un comportamento assunto nel passato poiché ciò è ottimale in termini di un confronto tra costi e 
benefici marginali. Di nuovo, non è possibile concludere a favore della negazione del 
comportamento ottimizzante solo guardando ai fatti osservati poiché un dato considerato sub-
ottimale ex post può essere sempre opportunamente re-interpretato come un dato ottimale ex post 
modificando opportunamente la variabile di controllo del soggetto decisore.      
 
 
6.   Ottimizzazione e razionalità procedurale tra strumentalismo e realismo 
 
La posizione metodologica di Boland e quella di Becker e Stigler sono in continuità con l’approccio 
positivo inaugurato da Friedman (1953). Se si accetta infatti l’ottimizzazione come principio 
metafisico (ovvero quale assunto mai falsificabile ex post) non di meno vale ancora la possibilità 
della sua verificazione. Resta pertanto ancora praticabile validare empiricamente modelli fondati su 
questo assunto
22. 
Facciamo un semplice esempio. Se una predizione fatta attraverso un modello con un’impresa che 
massimizza i profitti non si adatta bene ai dati è sempre possibile, in questa visione, trovare un’altra 
variabile di massimizzazione (per esempio, le vendite, la funzione di utilità del manager) o qualche 
altra variante
23 fintanto che il modello non si adatti soddisfacentemente ai dati. Non è necessario, 
invece, supporre comportamenti diversi da quello di massimizzazione o minimizzazione. 
Un approccio di questo tipo è noto nella letteratura metodologica con il termine di 
strumentalismo
24. In termini piuttosto generali e riferendoci alla sola disciplina economica
25, si può 
affermare che nello strumentalismo il rapporto tra ciò che è delegato a spiegare (l’explanans) e ciò 
che deve essere spiegato (l’explanandum) è mediato da un particolare “principio guida” 
(un’euristica nel senso dei programmi di ricerca scientifica di Lakatos) che delimita profondamente 
estensione, modificazione ed evoluzione dell’esplanans: la predizione (Blaug, 1980, p. 105-110).  
Si può facilmente dedurre che, nell’ottica dello strumentalismo, il ruolo assegnato alla teoria ne 
esce fortemente ridimensionato perché la comprensione della realtà (cioè la dimensione 
dell’explanans) si sviluppa solo nei limiti concessi da una sua buona performance predittiva. In tal 
senso non ci si dovrebbe fermare né prima, né oltre il confine segnato da questo standard. Il 
potenziale innovativo (adduttivo per dirla à la Peirce
26) della teoria ne esce radicalmente 
                                                           
22 Hodgson (1988, p. 53-79) ha osservato come l’approccio di Friedman contrasti apertamente con il principio di 
fasificabilità di Popper. Come è noto il demarcation criterion di Popper (ovvero il principio di separazione tra ciò che 
deve essere ritenuta conoscenza scientifica e ciò che non lo deve essere) passa in prima istanza attraverso la rinuncia ad 
ogni presupposto metafisico. Un principio metafisico, non essendo suscettibile di falsificabilità per via empirica, resta 
pura ideologia ovvero, nel linguaggio popperiano, non-scienza.    
 
23 Si pensi, per esempio, all’introduzione delle asimmetrie informative. Esse danno conto di alcune regolarità empiriche 
(per esempio l’esistenza delle franchigie nei mercati assicurativi), senza intaccare il principio di ottimizzazione 
individuale. 
 
24 Oltre ai classici testi di metodologia economica suggerisco quale importante riferimento riguardante il dibattito sullo 
strumentalismo i saggi di Mayer, Mäki, Hands e Reder nel numero speciale del Journal of Economic Methodology (vol. 
10, n. 4, 2003) in onore dei cinquanta anni dalla pubblicazione del The methodology of positive economics di Milton 
Friedman. 
 
25 In termini di filosofia della scienza Hausman (1998, p. 187) definisce lo strumentalismo come la tesi secondo cui “the 
ultimate goals of science are and should be exclusively practical and scientific theories are tools that should serve these 
goals”. 
26 Sul rapporto tra teoria, generazione e innovazione delle ipotesi vi è ormai un’ampia letteratura. Per un 
approfondimento del principio dell’adduzione quale “meccanismo di generazione di nuove ipotesi” suggerisco   19
ridimensionato. D’altra parte anche dal lato dell’explanandum vengono posti dei limiti. Infatti: 
cos’è che deve essere spiegato? La realtà in quanto tale o la sua predizione? In questa prospettiva le 
due cose coincidono ma ciò, in generale, non è vero.  Agli estremi, poi, uno strumentalista potrebbe 
completamente disinteressarsi della realtà e sostenere che non è necessario neanche stabilire se una 
teoria sia “corretta” o “sbagliata”, “realistica” o “irrealistica” perché, ciò che conta, è solo che essa 
contempli la qualità di “predire bene”
27.  
Questa prospettiva ha avuto grandi influenze sull’evoluzione di tutta la scuola di pensiero 
neoclassica, tema che la brevità di questo saggio non può ovviamente affrontare. Tra i vari aspetti, 
tuttavia, è opportuno osservare come essa abbia condotto a dare un peso sempre più preponderante 
ai dati piuttosto che ai fatti. Al principio dell’accountability to reality, cioè al bisogno di “render 
conto alla realtà dei fatti”, si è sostituito l’accountability to data
28. Ma fatti e dati, come è noto, non 
sono la stessa cosa (Lawson, 1989).  
E’ ora comprensibile come l’approccio comportamentista si ponga in una posizione diametralmente 
opposta allo strumentalismo. Il comportamentismo di Simon infatti sceglie di partire non dai dati, 
ma dai fatti o meglio, per dirla ancora à la Peirce, da quella conoscenza fattuale (factual knowledge) 
di cui un Marshall, ad esempio, fu strenuo difensore
29 (Coase, 1975).  
In questa prospettiva ciò che conta non è tanto la “bontà predittiva” di una teoria (standard che, in 
ogni caso, può risultare utile) quanto soprattutto la sua “aderenza alla realtà”, ovvero la sua capacità 
descrittiva, la sua disposizione all’apertura
30, al cambiamento, al genuinamente “nuovo” (si pensi a 
quante rules-based chioces è possibile definire). Piuttosto che partire da un principio metafisico 
unificante ed inviolabile i comportamentisti preferiscono interpretare la realtà quale sistema à 
découvrir  (Yefimov, 2004). Ecco allora che all’accountability to data viene sostituita 
l’accountabilty to facts. I riferimenti costanti di Simon alla realisticness, al bisogno di conoscenze 
sul campo, ai dati sì, ma di natura prevalentemente sperimentale ed ai case studies, pongono la sua 
linea di ricerca in continuità con autori quali Marshall, Coase e numerosi altri che l’odierna 
letteratura sulla metodologia in economia non esita ad inquadrare (seppure con gradi e specificità 
diverse) in netto contrasto con lo strumentalismo neoclassico. 
Prendiamo ad esempio l’introduzione di March e Simon al libro dal titolo Organizations (1993). 
Qui gli autori suggeriscono quattro punti essenziali che dovrebbero far parte, a loro avviso, di ogni 
corretto approccio allo studio della realtà organizzativa ed economica e che evidenziano tutta la loro 
distanza dall’approccio friedmaniano. Gli autori, infatti, esprimono la necessità di: 
 
1.  più osservazioni empiriche rispetto a speculazioni teoriche; 
2.  maggiore enfasi sui comportamenti rule-based piuttosto che sulla razionalità analitica; 
3.  meno premesse esogene nello spiegare i comportamenti; 
                                                                                                                                                                                                 
l’interessante introduzione di Bonfantini (1984) in Le leggi dell’ipotesi. Antologia dai collected papers di Charles S. 
Peirce.   
 
27 Che una teoria sbagliata possa dare buone predizioni è universalmente riconosciuto. Un esempio tipicamente riportato 
in letteratura è quello della teoria planetaria tolemaica e di quella copernicana. I navigatori di un tempo, pur utilizzando 
una teoria sbagliata (il geocentrismo di Tolomeo) riuscivano comunque ad orientarsi nei loro viaggi attraverso i mari 
(facevano, cioè, buone predizioni). Questo esempio rafforza l’idea strumentalista secondo cui l’evoluzione scientifica è 
vincolata alle performance predittive di una teoria e non al suo maggiore o minore realismo.  
 
28 Sono debitore di questa espressione al saggio di Peter (2001). 
 
29 Non è mia intenzione accomunare autori molto distanti tra loro per derivazione culturale, periodo storico ed interessi 
disciplinari. Il riferimento al pragmatismo di Peirce, ed all’induttivismo di Marshall è solo funzionale a questa 
riflessione. Tuttavia è innegabile la comune sensibilità verso la conoscenza come “pratica” della realtà. 
 
30 Il dibattito intorno alla nozione di ”apertura” e di “chiusura” dei sistemi metodologici in economia è di fervente 
attualità. Si considerino, in particolare, i lavori di Lawson (1992A) e Mäki (1992B).     20
4.  maggiore ruolo per le caratteristiche storiche, sociali e interpretative del contesto 
decisionale [traduzione a cura dell’autore]. 
 
Come si può osservare nessun diretto riferimento è fatto alla previsione quanto piuttosto alla 
necessità di una maggiore comprensione della realtà. L’aspetto più volte ribadito da Simon, di 
nuovo, è che quella da lui inaugurata è una teoria di come gli agenti “effettivamente” scelgono 
(actually choose) piuttosto che una teoria di come essi “dovrebbero” scegliere (ought to choose). 
Nell’approccio simoniano, quindi, la teoria ha soprattutto una funzione esplicativa (finalizzata, cioè, 
alla comprehension) prima che normativa (finalizzata alla prediction). Ma questo, d’altra parte, non 
è che la manifestazione di una sottostante e diversa vision rispetto all’approccio neoclassico che lo 
stesso Simon, come abbiamo visto, ha più volte cercato di sottolineare. 
Se ne può concludere che, seppure i due approcci possono essere (e sono stati) comparati sul piano 
analitico (sia, come fanno Becker e Stigler, attraverso una “riduzione” all’ottimizzazione tout cour; 
sia, come fa Boland, invocando il “principio di massimalità”) essi non lo possono essere sul piano 
strettamente metodologico. Tanto ontologicamente (cioè, sulla visione di come l’agente economico 
è), quanto epistemologicamente (standard adottati), che sul piano delle tecniche di ricerca impiegate 
i due approcci si differenziano radicalmente.  
E questo è tanto più vero perché, come ha osservato Hausman (1994, pp. 5-6), al cuore della disputa 
tra realismo e strumentalismo troviamo, in ultima analisi, un’opposta visione del fine ultimo 
dell’indagine scientifica: da un lato la regola operativa della predizione (strumentalismo), dall’altro 
il primato della comprensione (realismo)
31.  
E’ quindi nel conflitto tra prediction e comprehension che dovrebbe essere ricercata, a parere di chi 
scrive, l’inconciliabilità dei due approcci e, di rimando, una solida difesa da ogni tentativo 
meramente “riduzionista” del contenuto innovativo della teoria simoniana
32.  
7. Conclusioni   
                                                           
31 A scanzo di equivoci, vorrei chiarire che non è intenzione di questo saggio mostrare o tanto meno sostenere tout cour 
che Simon e i comportamentisti abbiano abbracciato una filosofia scientifica realista. Infatti, come suggerito da Mäki 
(2000), ogni autore può essere considerato più o meno vicino alle posizioni realiste secondo gli aspetti delle posizioni 
che di lui si considerano. Prendiamo proprio Simon. Egli potrebbe essere considerato certamente un realista rispetto alla 
questione di quale debba essere lo scopo ultimo dell’indagine scientifica (che è la tesi abbracciata in queste pagine); 
potrebbe ancora essere considerato un realista se si accetta l’idea che egli affermi il principio di razionalità quale 
esistente oggettivamente e quale conoscibile; ma potrebbe altresì essere considerato un “costruttivista sociale” quando 
afferma che i contesti sociali e culturali incidono “strutturalmente” sulla relazione tra scelta e ed esercizio della 
razionalità. Quanto invece al ruolo giocato dalla realisticness (o, realismo delle ipotesi) in Simon, vale la distinzione 
operata da Mäki (2000, p. 110) per cui mentre il “realismo scientifico” è una “teoria delle teorie”, la realisticness 
rappresenta solo un “attributo di una teoria”. Pertanto, limitandomi a far coincidere in questo paragrafo il termine 
realisticness con quello di realismo desidererei tutelarmi da eventuali incoerenze, omissioni o superficialità di analisi 
sperando di non turbare il lettore più scrupoloso. La questione non è banale se si osserva che, peraltro, un comune 
accordo sulla definizione di cosa sia esattamente realismo non è ancora stato trovato (si veda, in tal senso, la disputa tra 
Mäki (2000) ed Hausman (200)). 
 
32  Pur esulando dai limiti imposti dall’argomento e dalla brevità di questo saggio è interessante domandarci come mai 
l’attuale stato della disciplina economica mostri una così grande asimmetria verso il ruolo assegnato alla prediction 
piuttosto che alla comprehension quale fine ultimo dell’indagine economica. Blaug e McCloskey esprimono in merito 
due autorevoli opinioni. Se per Blaug la spiegazione va ricercata nella “compromissione” politica della disciplina 
economica la quale è chiamata a dare suggerimenti operativi ai policymaker (sicché i programmi di ricerca in economia 
oltre ad essere scientific research programs (SRP) sono anche political action programs (PAP) da cui l’ossessione per 
la predizione), McCloskey coglie nell’auto-referenzialità della disciplina e nel bisogno di legittimazione specie dei 
ricercatori più giovani (all’interno di un sempre più competitivo mercato delle pubblicazioni) la causa principale di 
questa distorsione. In particolare l’uso spesso acritico e talvolta meramente convenzionale di quella che, citando Blaug, 
possiamo chiamare “cookbook econometrics” ha generato un “circolo vizioso” e di ristagno della disciplina. Il fatto è 
che, seguendo l’approccio retorico di McCloskey, la verità scientifica non è un termine assoluto ma piuttosto il 
prodotto di un processo dialettico-persuasivo di una comunità scientifica il cui standard epistemologico non coincide 
con alcun principio metafisico ma piuttosto con quella che potremmo chiamare l’accountability to peers (il render conto 
ai pari, cioè agli altri economisti) (si veda: McCloskey, 1983).       
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In questo breve saggio e nei limiti della letteratura considerata abbiamo dapprima affrontato 
l’evoluzione teorica e gli sforzi sperimentali che hanno portato all’affermazione della razionalità 
procedurale di Simon e dei comportamentisti e successivamente ricostruito il dibattito tra sostenitori 
dell’approccio “ottimizzazione” e sostenitori dell’approccio “razionalità limitata”. 
Abbiamo osservato che l’elemento di distanza tracciato dall’approccio di Simon rispetto a quello 
neoclassico di ottimizzazione è che esso si delinea come modello euristico-adduttivo di scelta 
razionale diametralmente opposto a quello logico-deduttivo neoclassico.  
Questo è giustificabile dal fatto che Simon e i comportamentisti partono da una posizione 
ontologica (posizione su come l’agente economico è) diversa e rivale rispetto all’approccio 
neoclassico. Ciò che caratterizza l’approccio simoniano, infatti, è (a) la necessità di una maggiore 
aderenza della teoria alla realtà (relisticness) e (b) la necessità di una descrizione del processo di 
scelta quale sistema procedurale di “scoperta del nuovo”. La concezione dell’economia quale 
sistema openended
33, la necessità dell’aderenza alla realtà (accountability to realty), il ruolo delle 
regole del pollice e delle euristiche nei processi decisionali attribuiscono a Simon una specificità 
scientifico-culturale più vicina alla scuola pragmatista di Pierce, Dewey e del vecchio 
istituzionalismo americano (ed in particolare John Commons) che non all’approccio epistemologico 
positivista neoclassico.  
Si tratta quindi di due visioni del mondo ontologicamente (ancorché tecnicamente) inconciliabili 
che trovano legittimazione all’interno dei propri criteri giustificativi (posizione epistemologica): si 
suggerisce infatti che è nel conflitto tra prediction e comprehension che dovrebbe essere rinvenuta 
l’inconciliabilità delle due posizioni e, di rimando, una solida difesa da ogni tentativo meramente 
“riduzionista” del contenuto innovativo della teoria simoniana. 
Come sostenuto da Funtowicz-Ravetz (1993), infatti, le tecniche e i metodi della ricerca scientifica 
(euristiche versus ottimizzazione matematica, in questo caso) non sono casuali, ma sono diretta 
conseguenza della posizione ontologica ed epistemologica di chi li produce e adotta.  
Il dibattito e lo scontro tra difensori della razionalità procedurale e difensori della ottimizzazione 
esposto in questo saggio ben si adatta, pertanto, ad essere spiegato alla luce di questa 
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