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Visualizing the MPI Programs: Using the Continuous 
Semantic Zooming 
By 
KalyanaChakravarthy,Banda 
Abstract 
 Programs depend on the entities. Their hierarchy varies with the complexity 
and as their utilization increases the complexity involved in hierarchy also increases. 
Visualization is a traditional method of representing complex entities to enhance the 
human understanding. Visualization of parallel programs is not a new concept. But, the 
approaches followed to obtain this goal of visualizing the Message Passing Interface 
(MPI) programs are unique in their own ways. There are no tools, which are capable of 
implementing all aspects of MPI programs in an efficient way. The main reason is the 
complexity of parallel programs. 
   This thesis involves using Flatland [1], a virtual reality application and its 
implementation through a concept called Continuous Semantic Zooming (CSZ) [2]. It is 
hypothesized that this method of visualization can help naïve programmers, that is, 
people with little or no programming experience to understand the concept of MPI 
programming and also can serve the purpose of the experts in the fields of MPI 
programming to look deeper into the issues involving debugging and analyzing the MPI 
program behavior. The output generated as a trace file from a set of nine MPI programs is 
taken as an input for the visual representation. We focus on the design, data format, the 
results and experiences obtained from this project. 
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Chapter 1 
Introduction 
Computers have become a part of our life. Their influence on our daily activities is 
increasing day by day. Therefore, the representation of information is becoming fancier 
and pleasing. As the information is becoming more appealing, the complexity also 
increases. Thus, the simple text based representation of information has been taken over 
by visual representations. These representations are becoming very complex and beyond 
imagination.  The main reason is that, these visual representations are easy to perceive 
even by naïve users. This led to a new area of exploration in terms of representing the 
information and in due course of time evolved into a vast field. This is the field of 
computer graphics.  
 
This field of graphics is spreading into all possible areas and it is difficult to find an 
area where its impact is not felt. Thus, the field of computer graphics became one of the 
common platforms to bring interaction among different diverse fields of research. The 
present research is a cross over between two divergent fields namely, parallel/distributed 
programming and the field of scientific visualization. 
 
The technology is growing at a rapid pace and there has been a remarkable 
development [4] in the areas of parallel and distributed applications in recent times. This 
is resulting in more complicated and complex distributed programming structure to 
implement. So, the ability to understand the conceptual and practical aspects of these 
applications is moving beyond the scope of a normal programmer. The best way sought 
out to face this complexity is, visualizing the program behavior and program structure. 
 
  
 
 
 
 
 
Thus, different visualization tools came into existence at commercial and research 
levels, which are capable of representing the MPI programs in a relatively easy way. This 
helps even a person with minimal understanding of the MPI programming to understand it 
conceptually. 
 
These tools mainly involve development of a parallel program visualization system. 
This allows the programmer to view the execution of MPI based programming and some 
of the important execution statistics irrespective of the complexity involved in the program 
considered. 
 
 The organization of this thesis is as follows. The foregoing sections focus on the 
visualization and the approach involved, conceptual explanation of MPI programs, 
visualization of MPI programs, CSZ in a brief manner. Then it deals with design and 
implementation experiences. After that, it discusses the experiments and results obtained. 
Finally, it presents the summary; conclusion and some expected future work in this area 
of research. 
 
 1.1 Visualization and the approach involved 
 
In general, arts like painting and drawing are manifestations of visual perception. 
After computers became a part of our daily lives, this capability to visualize things stepped 
into a new revolutionized direction. At the present time, there are many interfaces, 
wrappers packages that have been developed like Maya, Studio-max and Macromedia 
Flash to name a few to implement and materialize those perceived and imagined by the 
brain. Visualization is categorized broadly into scientific visualization and informational 
visualization.  The area of scientific visualization deals with typical physical objects. An 
example of scientific visualization is showing the molecular level of a chemical reaction. 
Information Visualization involves representation of data and does not involve any 
  
 
 
 
 
 
physical share that determines characters of the visualization. The best example is maps 
on the internet. Information visualization deals with abstract domains on a whole. 
 
Information visualization deals with the representation of abstract non-spatial data 
taken from sources such as spreadsheets, databases, etc. Essentially, information 
visualization offers a way to transform raw data into a comprehensible graphical format, 
allowing the user to make decisions based on that data. As the data becomes huge, the 
representation becomes more difficult and narrow.  
 
The most common overhead that an application using informational visualization 
faces is the maintenance and representation of data. This happens especially when the 
implementation of the application is across the platforms. To represent more information, 
in a better way, more amounts of data is required and if the size of data in visualization 
becomes large, it will affect the performance and efficiency of the applications. Hence, 
more and more research is getting involved in solving the problem of handling the data in 
a most effective way keeping the parameters like efficiency, robustness, portability, cost 
etc into consideration. 
 
1.2 Conceptual Focus on MPI programs 
 
The Message Passing Interface Standard (MPI) [47] is a message passing library 
standard based on the consensus of the MPI Forum, which has over 40 participating 
organizations, including vendors, researchers, software library developers, and users. 
The goal of the Message Passing Interface is to establish a portable, efficient, and flexible 
standard for message passing that will be widely used for writing message passing 
programs. As such, MPI is the first standardized, vendor independent, message-passing 
library. The advantages of developing message-passing software using MPI closely 
match the design goals of portability, efficiency, and flexibility. MPI is not an IEEE or ISO 
  
 
 
 
 
 
standard, but has in fact, become the "industry standard" for writing message passing 
programs on HPC platforms. 
 
Message passing is used widely on certain classes of parallel machines, especially 
those with distributed memory. Over the last ten years, substantial progress has been 
made in casting significant applications in this paradigm. The MPI standard defines the 
user interface and functionality for a wide range of message-passing capabilities. Since 
its completion in June of 1994, MPI has become widely accepted and used. 
Implementations are available on a range of machines from SPCs to NOWs. A growing 
number of SPCs have a MPI supplied and supported by the vendor. Because of this, MPI 
has achieved one of its goals - adding credibility to parallel computing. Third party 
vendors, researchers, and others now have a reliable and portable way to express 
message-passing, parallel programs. 
 
The major goal of MPI, as with most standards, is a degree of portability across 
different machines. The expectation is for a degree of portability comparable to that given 
by programming languages such as FORTRAN. This means that the same message-
passing source code can be executed on a variety of machines as long as the MPI library 
is available, while some tuning might be needed to take best advantage of the features of 
each system. Though message passing is often thought of in the context of distributed-
memory parallel computers, the same code can run well on a shared-memory parallel 
computer. It can run on a network of workstations, or, indeed, as a set of processes 
running on a single workstation. Knowing that efficient MPI implementations exist across 
a wide variety of computers gives a high degree of flexibility in code development, 
debugging, and in choosing a platform for production runs.  
 
Another type of compatibility offered by MPI is the ability to run transparently on 
heterogeneous systems, that is, collections of processors with distinct architectures. It is 
  
 
 
 
 
 
possible for a MPI implementation to span such a heterogeneous collection, yet provide a 
virtual computing model that hides many architectural differences. The user need not 
worry whether the code is sending messages between processors of like or unlike 
architecture. The MPI implementation will automatically do any necessary data 
conversion and utilize the correct communications protocol. However, MPI does not 
prohibit implementations that are targeted to a single, homogeneous system, and does 
not mandate that distinct implementations be interoperable. Users those wish to run on a 
heterogeneous system must use a MPI implementation designed to support 
heterogeneity. Heterogeneous interoperability Portability is central but the standard will 
not gain wide usage if this was achieved at the expense of performance. For example, 
FORTRAN is commonly used over assembly languages because compilers are almost 
always available that yield acceptable performance compared to the non-portable 
alternative of assembly languages. A crucial point is that MPI was carefully designed so 
as to allow efficient implementations. The design choices seem to have been made 
correctly, since MPI implementations over a wide range of platforms are achieving high 
performance, comparable to that of less portable, vendor-specific systems.  
 
An important design goal of MPI was to allow efficient implementations across 
machines of differing characteristics. For example, MPI carefully avoids specifying how 
operations will take place. It only specifies what an operation does logically. As a result, 
MPI can be easily implemented on systems that buffer messages at the sender, receiver, 
or do no buffering at all. Implementations can take advantage of specific features of the 
communication subsystem of various machines. On machines with intelligent 
communication coprocessors, much of the message passing protocol can be offloaded to 
this coprocessor. On other systems, most of the communication code is executed by the 
main processor. Another example is the use of opaque objects in MPI. By hiding the 
details of how MPI-specific objects are represented, each implementation is free to do 
whatever is best under the circumstances.  
  
 
 
 
 
 
Another design choice leading to efficiency is the avoidance of unnecessary work. 
MPI was carefully designed so as to avoid a requirement for large amount of extra 
information with each message, or the need for complex encoding or decoding of 
message headers. MPI also avoids extra computation or tests in critical routines since 
this can degrade performance. Another way of minimizing work is to encourage the reuse 
of previous computations. MPI provides this capability through constructs such as 
persistent communication requests and caching of attributes on communicators. The 
design of MPI avoids the need for extra copying and buffering of data. In many cases, 
data can be moved from the user memory directly to the wire, and be received directly 
from the wire to the receiver memory. MPI was designed to encourage overlap of 
communication and computation, so as to take advantage of intelligent communication 
agents, and to hide communication latencies. This is achieved by the use of non-blocking 
communication calls, which separate the initiation of a communication from its 
completion. Scalability is an important goal of parallel processing.  
 
MPI allows or supports scalability through several design features. For example, 
an application can create subgroups of processes that, in turn, allow collective 
communication operations to limit their scope to the processes involved. Another 
technique used is to provide functionality without a computation that scales as the number 
of processes. For example, a two-dimensional Cartesian topology can be subdivided into 
its one-dimensional rows or columns without explicitly enumerating the processes’ 
scalability. 
1.2.1Programming Model:  
•MPI lends itself to virtually any parallel programming model with distributed memory. In 
addition, MPI is commonly used to implement (behind the scenes) some shared memory 
models, such as Data Parallel, on distributed memory architectures.  
•Hardware platforms:  
  
 
 
 
 
 
oDistributed Memory: Originally, MPI was targeted for distributed 
memory systems.  
oShared Memory: As shared memory systems became more popular, 
particularly SMP / NUMA architectures, MPI implementations for these 
platforms appeared.  
oHybrid: MPI is now used on just about any common parallel 
architecture including massively parallel machines, SMP clusters, workstation 
clusters and heterogeneous networks.  
•All parallelism is explicit: the programmer is responsible for correctly identifying 
parallelism and implementing parallel algorithms using MPI constructs.  
•The number of tasks dedicated to run a parallel program is static. New tasks 
cannot be dynamically spawned during run time. (MPI-2 addresses this issue).  
In designing MPI, the design team has sought to make use of the most attractive 
features of a number of existing message passing systems, rather than selecting one of 
them and adopting it as the standard. Thus, MPI has been strongly influenced by work at 
IBM’s    T. J. Watson Research Center [3], Intel's NX/2 [16], Express [22], nCUBE's 
Vertex [21], p4 [7,6] and PARMACS[5,8]. Other important contributions have come from 
Zipcode [24, 25], Chimp [14, 15], PVM [3, 11], Chameleon [19, 20], and PICL [18].  
 
The idea of parallel computers started as early as 1955. The first “parallel” 
computer built is a disputed item among scholars. Likely candidates include the IBM 
STRETCH and Livermore Automatic Research Computer (LARC), both of which were 
conceived in 1956 and were produced by 1959. In 1962, Burroughs introduced the D825, 
a symmetrical multiple-instruction multiple-data multiprocessor (MIMD) with 1-4 CPUs 
and 1-16 memory modules. The vast majority of earlier parallel computers were single 
machines with a shared memory and multiple processors. 
  
 
 
 
 
 
Starting in the mid 1970s, work started being done on developing distributed 
memory computers in which message passing was required to gain access to all memory 
elements. Since then, there have been two recognized tracks of parallel computer 
development: the shared memory track and the message passing track 
 
1.2.2 Classification of Parallel Computers 
 
Flynn's taxonomy is a classification of computer architectures, proposed by 
Michael J. Flynn [30, 31] in 1966. The four classifications defined by Flynn are based 
upon the number of concurrent instruction (or control) and data streams available in the 
architecture. They are: 
 
• Single Instruction over Single Data Stream (SISD):  
• A serial (non-parallel) computer  
• Single instruction: only one instruction stream is being acted on by the CPU during 
any one clock cycle  
• Single data: only one data stream is being used as input during any one clock 
cycle  
• Deterministic execution  
• This is the oldest and until recently, the most prevalent form of computer  
• Examples: most PCs, single CPU workstations and mainframes  
 The Figure 1.1a refers to the way in which instructions are performed with an example: 
  
 
 
 
 
 
 
Figure 1.1 a: Example of the pattern of execution in a SISD processor 
• Multiple Instruction Single Data (MISD):  
 
• A single data stream is fed into multiple processing units.  
• Each processing unit operates on the data independently via independent 
instruction streams.  
• A few actual examples of this class of parallel computer have ever existed. One is 
the experimental Carnegie-Mellon C.mmp computer (1971).  
• Some conceivable uses might be:  
o Multiple frequency filters operating on a single signal stream  
o Multiple cryptography algorithms attempting to crack a single coded 
message.  
The Figure 1.1b signifies, multiple instructions involved in a single data are carried on 
multiple processors with an example: 
  
 
 
 
 
 
 
Figure 1.1b: Example of the pattern of execution in a MISD processor 
 
• Single Instruction over Multiple Data Streams (SIMD):  
 
• A type of parallel computer  
• Single instruction: All processing units execute the same instruction at any given 
clock cycle  
• Multiple data: Each processing unit can operate on a different data element  
• This type of machine typically has an instruction dispatcher, a very high-bandwidth 
internal network, and a very large array of very small-capacity instruction units.  
• Best suited for specialized problems characterized by a high degree of regularity, 
such as image processing.  
• Synchronous (lockstep) and deterministic execution  
• Two varieties: Processor Arrays and Vector Pipelines  
• Examples:  
o Processor Arrays: Connection Machine CM-2, Maspar MP-1, MP-2  
o Vector Pipelines: IBM 9000, Cray C90, Fujitsu VP, NEC SX-2, Hitachi S820  
  
 
 
 
 
 
The Figure 1.1c signifies the single instructions carried on multiple processors with 
an example: 
.  
Figure 1.1c: Example of the pattern of execution in a SIMD processor 
 
• Multiple Instructions Multiple Data (MIMD):  
• Currently, the most common type of parallel computer. Most modern computers fall 
into this category.  
• Multiple Instruction: every processor may be executing a different instruction 
stream  
• Multiple Data: every processor may be working with a different data stream  
• Execution can be synchronous or asynchronous, deterministic or non-deterministic  
• Examples: most current supercomputers, networked parallel computer "grids" and 
multi-processor SMP computers - including some types of PCs.  
This figure 1.1d shows how multiple instructions are carried on multiple processors 
with an example: 
  
 
 
 
 
 
 
Figure 1.1d: Example of the pattern of execution in a MIMD processor 
 
1.2.3 Types of Parallel Machine Architectures 
 
Vector Processors 
 
These processors represent most of the earlier supercomputers. These machines 
execute single instructions on sequences of data (i.e. vectors or pipelines) instead of on 
single items. Vector instructions results in more efficient memory access than single 
instructions as a large amount of work can be done on the input vector before a new 
memory access is required. Another advantage of these architectures is that they can be 
optimized to solve problems while removing data hazards like Register interlocks. This 
machine could execute instructions by taking two input vectors from memory, compute 
the result vector, and write it directly to the memory [32]. 
 
Dataflow Architectures 
 
Duane Adams [48] of Stanford University first coined the term "dataflow" while 
describing graphical models of computation. In 1977, Al Davis and Burroughs together 
  
 
 
 
 
 
built the DDM1 [49], the first operational dataflow computer. Dataflow computer 
architectures are intended to allow for data driven computation. This form of computation 
differs considerably from the Von Neumann machine model which is a program driven 
control of machine instructions, whereas in the dataflow models driven by data 
availability. These architectures work on the assumption that programs can be 
represented as directed graphs of data dependencies [29]. The availability of data 
activates matching instructions and computation proceeds. There are two categories of 
dataflow architectures: static and dynamic. Static dataflow architectures use primitive 
functions to represent nodes. Dynamic dataflow architectures use sub graphs to 
represent nodes. The best example of this model is Computationally Oriented Display 
Environment (CODE [28]). 
 
Systolic Architectures 
                          
H. T. Kung and Charles Leiserson published the first paper describing systolic 
computation in 1978. The term “systolic” is used because of the analogy of these systems 
with the circulatory system of the human body. In the circulatory system, the heart sends 
and receives a large amount of blood as a result of the frequent and rhythmic pumping of 
small amount of blood though arteries and veins. In systolic computer systems, the heart 
would correspond to the global memory as the source and destination of data. The 
arterial-venous network would similarly correspond to processors and communication 
links. Systolic architectures are extensions of the pipelining concept, except where 
multidimensional, multidirectional flow is permitted including feedback. Data can be used, 
reused and both new data and partial results may move in the system. There are two 
categories of systolic architectures: systolic trees and systolic mesh automata [34] 
(systolic arrays). The Intel iWarp is an example. 
 
 
  
 
 
 
 
 
Array Processors  
These architectures are another example of the SIMD machine model developed 
by Flynn. In 1968, IBM delivered the first array processor (the 2938). Array processors 
are interconnected in a rectangular mesh or a grid arrangement. Each node has 4 directly 
connected neighbors, except at those nodes at the boundaries. These architectures are 
useful for applications in matrix processing and image processing where each node can 
be identified with the matrix element or a picture element (pixel). The array processor has 
a control unit which controls the instructions within processing element in the array. The 
array processor also has a data level concurrent hardware module, 2D array geometry, 
and synchronized control. An example of an array processor layout is shown in figure 1.2 
below. 
 
 
 
 
Figure 1.2:  Array processor layout 
 
  
 
 
 
 
 
Shared Memory MIMD 
 
This is fairly mature parallel computer architecture; with the first machines 
appearing in the early 1960s.The main feature of this class of machines is that the 
communication and cooperation between processes occurs using normal memory access 
instructions. These machines are constructed with a singly addressed memory shared 
amongst all the processors in the machine. The processor elements may be connected to 
each other and the memory elements in a variety of configurations including a bus, 
crossbar, and multistage network configuration. There are symmetric multiprocessor 
configurations (SMP) configurations available that allow for a uniform memory access 
(UMA) time by all the processors. Usually, these systems involve bus or crossbar 
connections and do not scale well. Other shared memory MIMD machines exhibit non-
uniform memory access (NUMA) time, which means that some processors can access 
some memory elements faster than others. These machines are more scalable than their 
UMA counterparts. Examples of each type of shared memory MIMD machine are given in 
the figures 1.3 and 1.4 below.  
 
Figure 1.3: UMA and NUMA 
 
Figure 1.4: shared memory MIMD machine architectures 
  
 
 
 
 
 
 
Distributed Memory MIMD (Message Passing Computers) 
 
These machines make up the message-passing track of parallel computers and 
include single computers with more than one processor and distributed memories 
(multiprocessors) and multiple computers connected by a high bandwidth network (multi-
computers). Examples of the former include the IBM SP-2 and the Intel Paragon. These 
machines have special direct memory access (DMA) mechanisms, which facilitate data 
exchange between nodes. Multi computers are implemented using workstations (nodes) 
with point-to-point connections. Each computer has a private local memory and 
communication occurs by message passing primitives through the network. The structure 
of the Intel Paragon multiprocessor is given in figure 1.5 below. 
 
 
Figure 1.5: Structure of the Intel Paragon 
  
 
 
 
 
 
 
1.3 Challenges in Parallel Programming 
 
Parallel programming introduces many unique challenges to the developer. 
Conventionally, Human thinking is sequential. So, the programming of parallel 
applications takes some thought outside this conventional thinking. The challenges 
evident in parallel program development are described in this section. 
 
1. Portability of Applications 
 
This is the most challenging attribute to achieve since there are many different 
types of parallel computer architectures, each supporting different programming styles. As 
well, parallel code may not perform the same way on different architectures. 
 
2. Compatibility with Existing Computer Architectures 
           It is important to have programming standards that can be used on existing 
computers. It is important to work in parallel programming environments with architecture 
independent languages, compilers, and software tools. This gives the developer flexibility 
in where he or she wishes to program and not compromise the finished parallel 
application 
 
2. Expressiveness of Parallelism 
 
It is important for the developer to understand what is being programmed. 
Programming tools should exhibit the parallel features of each node and the interactions 
between nodes. This may be accomplished through the introduction of visual graphs or 
other easy to understand approaches. 
 
  
 
 
 
 
 
3. Ease of Programming 
 
Many parallel programming software methods present great challenges to the 
developer. If familiar sequential concepts are employed in a parallel programming tool, 
the tool is more capable of gaining wide acceptance [35]. A few individuals will put more 
time into program development than the final application is worth. 
 
1.4 Visualizing the MPI Programs 
 
These challenges in MPI programming have one thing in common. It is the ease in 
the understandability of programming. This has one possible solution: to make it easy to 
understand conceptually. This idea of making the users at all levels, i.e. from a naïve user 
to an expert user , to understand the programming behavior led to the emergence of 
various visualization tools like Upshot [26], Paragraph[50], VAMPIR [27],Paradyn[36] etc. 
The researchers took the complexity involved in this kind of programming as a challenge 
and wanted to overcome it. As a part of their research, they have concentrated on 
different bottlenecks involved in the visual representation of parallel programming. They 
devised different kinds of solutions which are successful partially and these solutions form 
the basis for further research and development in overcoming the bottlenecks. The 
general characteristics the researchers are trying to attain at this point are: Accuracy, 
Intrusiveness, Abstraction, Robustness, Usability, Scalability, Portability and Versatility. 
         
In general there are two wide approaches on the basis of which these tools are built: 
1. Profiling 2. Tracing 
 
 
 
  
 
 
 
 
 
Profiling 
 
Profiling [39] involves recording the summary information like time, number of calls, 
number of misses etc. They generally describe program entitles like functions, objects, 
basic blocks etc. Profiles have two important advantages. They can be obtained 
automatically, at relatively low cost and they can provide a high-level view of program 
behavior that allows the programmer to identify problematic program components without 
generating huge amount of data. (In general, the amount of data associated with a profile 
is both small and independent of execution time.) Therefore, a profile should be the first 
technique considered when seeking to understand the performance of a parallel program. 
But the only disadvantage of this approach is that they do not incorporate temporal 
aspects of program execution. For example, consider a program in which every processor 
sends to each other processor in turn. If all processors send to processor 0, then to 
processor 1, and so on, overall performance may be poor. This behavior would not be 
revealed in a profile, as every processor would be shown to communicate the same 
amount of data. Thus, this approach cannot be considered if bulks of data are considered. 
 
 
Tracing 
 
Trace-based [40] approaches support a particularly broad study of program 
behavior. They can be used to examine causal relationships between communications, to 
localize sources of idle time, and to identify temporary hot spots. For example, an 
execution trace could be used to determine that all processors are sending to the same 
processor at the same time. An execution trace can also be post-processed to obtain 
profile, count, and interval timer information; to compute higher-order statistics such as 
the means and variances of these values; and to obtain other data such as mean 
message queue length in a message-passing system.An execution trace is the most 
  
 
 
 
 
 
detailed and low-level approach to   performance data collection. Trace-based systems 
typically generate log files containing time-stamped event records representing significant 
occurrences in a program's execution, such as calling a procedure or sending a message. 
Trace records may include information such as the type of event and the procedure name 
or destination task, and can be generated either automatically or under programmer 
control 
 
Many parallel programming tools provide some automatic tracing capabilities, for 
example by generating a trace record for every message generated or received. These 
capabilities are invoked by linking with a specialized version of a communication library 
and/or by a runtime flag.   
2. XMPI -- A Run/Debug GUI for MPI 
 
Figure 1.6: XMPI GUI for MPI: Snapshot of Communication Timeline. This has a 
dial, giving a full snapshot of MPI details                        
 
             XMPI [38] is an X/Motif based graphical user interface for running, 
debugging and visualizing MPI programs. Extensive MPI information is extracted from a 
  
 
 
 
 
 
running application or from a cumulative log of communication .This is the trace file which 
is extracted at the run time or after the application completes. Both sources are tightly 
integrated with an application overview window and any number of single process focus 
windows. A process focus window will have key parameters of MPI communication 
namely, Communicator, Source rank, destination rank and element count. XMPI is an 
excellent console for teaching MPI because students can vividly see the results of 
message-passing functions.  
 
XMPI can cause the communication activity of an application to be traced. The 
resulting trace data can be extracted at runtime or after the application completes. The 
trace data is visualized in two ways: the communication timeline and the kiviat radial 
chart. A kiviat chart visually displays a set of metrics that provides easy viewing of 
multiple metrics against minimum and maximum thresholds.  Each radial of kiviat chart is 
a metric.  All metrics are scaled so that all maximums are on a common circle and all 
minimums are on a common circle. Within XMPI however, these common views are 
highly integrated into the overall debugging picture. Using a dial in the timeline window, a 
figure of the application state can be taken. This figure taken is same as the figure taken 
at the selected time during the application's run. The results are displayed in overview 
window and the processes windows. 
 
Key Features 
• Runtime figure of MPI process synchronization  
• Runtime figure of unreceived message synchronization  
• Single process focus detailing communicator, tag, message length, and 
data type  
• Runtime and post-mortem execution tracing with timeline and cumulative 
visualizations  
  
 
 
 
 
 
• Highly integrated figure from communication trace timeline  
• Process group and data type map displays  
• Matrix display of undeceived message sources  
• Assembles MPI applications from local or remote programs  
• Easy startup and takedown of applications  
                      
Drawbacks: 
• It only works with the LAM [41]/ MPI version 6.2b which is no longer 
available. 
• It does not have the flexibility to find the allusive problems in debugging and 
performance mainly in terms of security. 
 
 Upshot 
  Upshot is a tool developed at Argonne National Laboratory was found useful over 
the years uses the log file or a trace file, which is a list of certain types of significant 
events in the order in which they have occurred during the execution of a parallel 
program. Given such a log file, regardless of how it is created during execution, we may 
wish to examine it in a variety of ways. Upshot provides one type of view of a log file, in 
which events are aligned on the parallel time lines of individual processes. States of 
processes can be defined and displayed in terms of these events. Other useful views of 
log files, not shown by upshot, are animations and statistical analyses; we treat these 
views elsewhere. 
 
  
 
 
 
 
 
 
 Figure 1.7: Gantt chart, state duration histogram, and instantaneous state diagram 
for a search problem running on 16 processors, generated using Upshot 
Upshot was inspired by Gist [51], a proprietary tool that was developed to study log 
files produced on BBN parallel computers [52] and runs only on BBN systems. Compared 
to Gist, upshot provides fewer features. But, it provides a smoother scrolling mechanism, 
portable, and is freely available. Upshot, combined with a logging package, displays 
events associated with message passing in a great variety of ways.  
 
The figure 1.7 displays list of processors as blue bands, the performance of each 
process is displayed in a separate window  
Key Features: 
• It has a time line window, which helps the end user to scroll and zoom to get 
more details about the program behavior of the parallel programs. In addition it  
can run on any workstation supporting X-window 
• It is undergoing rapid development and making itself supportable to different 
kinds of latest technical developments related to the parallel programs. 
 
  
 
 
 
 
 
Drawbacks:  
• Since the data collection is not scalable, the monitoring overhead becomes 
a bottleneck on the performance of the tool. 
• The response time of the Upshot user interface is very slow compared to 
other tools like XMPI and VAMPIR.  
• The tool has no support for heterogeneous environment although MPI 
supports a heterogeneous environment. Hence it was designed to view log files 
created from the homogeneous runs. 
       Jumpshot [37] is an enhancement of upshot which is concentrated more on 
performance scalability. 
 
Paragraph 
 
Paragraph is another graphical display tool for visualizing the behavior and 
performance of parallel programs that use MPI (Message-Passing Interface). The visual 
animation of a parallel program is based on execution of trace information. This trace file 
information is gathered during an actual run of the program on a message-passing 
parallel computer system and is replayed pictorially to provide a dynamic depiction of the 
behavior of the parallel program, as well as graphical summaries of its overall 
performance. The same performance data can be viewed from many different visual 
perspectives like processor utilization, communication traffic and performance data to 
gain insight that might be missed by any single view. The figure 1.8 provides a snapshot 
of this visualization the communication involved between the processors and the 
performance associated with these interactions between the processors. 
 
  
 
 
 
 
 
 
 Figure 1.8: Snapshot of Paragraph showing how the processes on different processors 
are communicating and the performance involved in those interactions 
 
Key Features 
• The tool is easy to use.  
• Portability is an important feature which this tool possesses and hence  the 
package be capable of displaying execution behavior from different parallel 
architectures and parallel programming paradigms 
 
Drawbacks: 
• The contents of many of the displays are lost if the window is obscured. This 
inability to repair or redraw the windows, leads to rerun the playback from the 
beginning. 
•  Real time monitoring of the data is not possible while using this kind of tool. 
  
 
 
 
 
 
• It cannot be used for comparison of different runs which helps the user to 
compare the performance related to different processors.  
            Thus, it has a limited scope to analyze the MPI programs. 
     
ParAide[53], TotalView[54], Prism[55] are the examples of tools implementing the 
parallel program behavior using visualizing phenomenon through debugging; 
   
ParAide 
 
The interactive parallel debugger (IPD) [56] for the Intel Paragon and its X-Window 
interface XIPD are a part of the programming environment ParAide, and extends 
sequential debugging functionality with contexts. A context is a specified group of 
processes. Several commands, like setting break points, displaying variables, etc. 
operate in a given context.  
 
Key Features 
• Several Commands like setting break points, displaying variables associated with 
the watch points is helpful to debug and analyze the MPI behavior.  
  
Drawbacks 
•  The tool has limited flexibility to handle complex situations related to 
parallel program behavior. 
• Watch points are supported only in a very limited way: Only one is allowed 
per program, and they accept only two predefined predicates (stop if the given 
variable is accessed or changed).                
 
           . 
  
 
 
 
 
 
TotalView 
TotalView, available on the T3D from Cray Research, mainly consists of an X-
Windows based sequential debugger for each processor in separate windows. It allows 
the user to graphically view array data in the programs considered. This gives a picture at 
a broader level to trace errors when multi-process, multi-thread programs give wrong 
data. 
 
Key Fetures: 
• Total View provides an intuitive Graphical User Interface (GUI) for ease of 
use.  
• It enables developers to debug multiple processes and all of their 
associated threads under one debug session. In addition, there are low-level 
debugging features, which can modify not only the source code but also the 
assembly code.  
• Threads and processes can be started, stopped, restarted, deleted and 
viewed easily. 
• Users can conveniently connect to any process on the system with a simple 
mouse click. 
• The way tasks react to events such as signals and breakpoints can be 
controlled and altered. 
• Code can also be modified easily so that different execution scenarios can 
be tested rapidly without recompiles. 
• Breakpoints can be shared by "grouped" processes, which can be very 
helpful in client-server style distributed systems 
 
 
 
  
 
 
 
 
 
Drawbacks: 
• It is not scalable in the interaction with the user, although processes may be 
grouped. 
• It is limited to a specific number of commands on those groups at a 
particular point of time.  
• Watch points are not supported, but conditions to be evaluated on 
breakpoint hits can be defined. 
•  It cannot be used without using X windows. Thus, the scope in using the 
tool became limited. 
• Each message is identified by the rank of the process emitting it. The tool 
can debug only up to 128 MPI ranks with a license. 
 
Prism 
 
Parallel program developers use Prism to run the parallel programs and at the 
same time set the breakpoints through their code. Instead of a developer setting up a 
console and debug, a single Prism session is used. The Prism environment creates a 
separate debug process for each MP process and uses these Prism processes to collect 
information about the MP processes and, if threads are present, about the threads. It also 
creates a single administrative process that communicates with the Prism debug 
processes and provides the interface to the user. This main Prism process is referred to 
as Host Prism or the host process. Each Prism debug process runs on the same node as 
the MP process to which it is attached. Thus, the user interacts with the host Prism 
Processes, which in turn interact with the node. For each process in the parallel 
application, there is a node that either launches the process directly or is attached to a 
main process, which launches all the processes associated with it, indirectly. 
  
  
 
 
 
 
 
Prism also provides watch points, once an executable program is loaded into Prism, users 
can execute the program by simply starting the program running or single-step through it. Another 
powerful feature of Prism for message-passing programs is PNsets, which allows it to 
display sets of processes in a certain state, e.g., running, stopping or processes fulfilling 
as a user defined predicate. Prism also supports data-parallel programs written in 
Thinking Machines proprietary CMFortran. All the above-mentioned debuggers are based 
on proprietary languages and message passing systems. Therefore it lacks integrated 
support for portable parallel program development [57].  
 
  Prism has not made its way into commercial products. The main reasons are its 
features such as, data visualization, and watchpoints. These features are responsible for 
slowing down the application. Watchpoint is an event which tells the Prism to stop the 
program when the value of the variable on which the watchpoint lies, is changed. In 
addition, Prism uses special support from the architecture and is therefore not very 
portable. So far, only Total View is available for more than one platform, but it lacks 
scalability. None of the above tools provide deterministic execution replay. 
 
In addition, we have tools like Annai's Debugging Tool [10], ATEMPT 
[57],VIZIR[58] built for debugging, analyzing and visualizing the behavior of parallel 
programs in terms of performance. There are message passing systems like Express, 
PVM, and NX/2 etc which are based on the functionality of MPI programming interface. 
We have FINESSE [17] which is a prototype environment designed to support rapid 
development of parallel programs for single-address space computers.  Thus, these tools 
generally use on-line graphical display to present the MPI calls.  
 
Each tool is designed with a different set of goals and it is not necessary that these 
goals converge. Taking this aspect under consideration, the topic, which this thesis is 
  
 
 
 
 
 
going to discuss, now has found a new approach in terms of visualizing the MPI interface. 
It uses a concept called CSZ as a backbone. 
  
Though the approach used is not completely new, the approach followed in visually 
representing the MPI interface has taken a new step ahead in terms of representing the 
data obtained as a trace file from 9 different processes associated with different 
processors. It uses FLATLAND; a 3D environment with the help of which the visualization 
of these MPI calls has been implemented. 
 
1.5 Flatland 
Flatland is an open visualization/virtual reality application development 
environment. It allows software authors to construct and users to interact with arbitrarily 
complex graphical and aural representations of any thing that can be programmed. 
Flatland is written in C/C++ and uses standard OpenGL graphics language extensions to 
produce all graphics. In addition, Flatland uses the standard GLUT library for window, 
mouse, and keyboard management. Flatland is a multi threaded environment and uses 
dynamically linked libraries (DLL) to load applications that construct or modify its virtual 
environment (VE). 
 
   Flatland is an open, custom transformation GRAPH data structure that maintains 
and potentially animates the geometric relations between OBJECTS contained in the 
graph. Graph objects contain all the information necessary to draw, sound and control the 
entity represented by the object. In Flatland, graphics and sound are treated 
symmetrically. Each object in the GRAPH contains, among other things, a draw function 
and a sound function. All sounds are emitted from point sources in Flatland. The author 
specifies the sound location. 
 
  
 
 
 
 
 
  User interaction is the central point of Flatland architecture and accordingly, each 
object is controllable in arbitrary ways defined by the designer. For example from the 
keyboard, the user can associate all the functions related to the object and thus, this 
enhances the usability. 
 
Another major feature is portability. Flatland is portable among UNIX, Windows, 
Macintosh and Linux systems. An auto configuration system for building the make files 
has been implemented for this purpose. 
 
Flatland is intrinsically multi-threaded, allowing the system to make use of 
computer systems with multi processors and shared memory. The main thread spans an 
OpenGL graphics thread, a Flatland sound thread and a real thread. An application in 
Flatland is relatively self-contained collection of Objects, functions and data that can be 
dynamically loaded into the Graph of the environment. An application is responsible for 
creating and attaching its objects to the graph and supplying all object functionality. An 
application is added through the use of configuration file. This structured file is read and 
parsed when Flatland starts. This file contains the name and location of the DLL that has 
been created for the application. 
   
Thus Flatland facilitates the user to sense the representations produced by the 
application, utilizing the data visually as well as audibly. This indeed makes a great 
difference as the user can have more information to analyze and feel the impact, involved 
in each application. 
  
1.5.1 Continuous Semantic Zooming (CSZ)  
                     
There are many approaches in which the data can be visualized. In the case of 
MPI programming, there are many simultaneous actions going on when the processes 
  
 
 
 
 
 
are active. All minor and major events associated with different processes should be 
recorded and presented. This visual presentation must be easy to understand and easy to 
handle.  A layered –approach where all the essential information is presented in different 
windows at different levels of complexity is an alternative. This layered based 
presentation is however, not useful in terms of understandability. So, an alternative is to 
look at each and every detail closely to analyze and understand. This is possible through 
zooming [46]. 
 
Zooming in a graphical environment changes the scale of the viewed area to see 
more details or less just like in optics. Thus, normal zooming involves, magnifying the 
visualization in 3D. This involves enhancing the size and structure of the visualization so 
that more amount of details can be seen with ease. But, these details give least 
information to analyze from the user’s perspective. So, in the present circumstance we 
need simultaneous viewing of both details and the context in which these details are 
used. If the user knows the context in which a specific scene is shown, the user will have 
more details associated with it and this helps to enhance the understandability of the 
user.   This is the point where the concept of Continuous Semantic Zooming (CSZ) 
comes. 
 
CSZ mainly involves gradual transition between the views related to different levels 
of representations which are distinct and separate, thereby minimizing the user’s 
confusion. Additionally, CSZ allows the user to view the details of visualization while still 
being able to view the surrounding higher-level constructs. It uses viewpoint proximity to 
trigger a viewing mechanism, such as transparency [42], lenses [43, 44], or environment 
distortion [45], which allows details encapsulated in a procedure to be viewed while 
leaving the higher level constructs visible in the viewing area. 
 
  
 
 
 
 
 
CSZ uses transparency while zooming in forward or back ward direction. That is, 
as the user starts zooming in the direction of the object, the contents of that object 
appear. As this zooming goes further in that direction, the representation and the details 
pertaining to that object fade and a new layer appears which has a new look. At this level, 
the look or the appearance related to the object need not be the same. 
 
Thus, there can be any number of layers embedded and the visual representations 
of data associated with these layers can be very different from one another. The gradual 
transition while the user starts zooming in forward or back ward directions can go on till 
the end user has an idea or view of all possible minute details involved in the application. 
Thus, careful observation of all aspects associated with these layers helps the user to 
give a multi-dimensional perspective of the application, based on the concept of CSZ. 
 
 This concept helps the user to see some details while viewing higher level 
structure, and in addition to the procedural details involved in the application. CSZ uses 
the different zooming levels to encode hierarchical information in a continuous fashion. 
This means that the zoom level itself contains information about what level of detail is 
exposed, as well as relative placement and connection of program elements. 
 
 
Primary hypothesis:  
CSZ will provide an efficient way to debug and analyze complex MPI programs and at the 
same time helps a naïve user to understand these programs irrespective of the 
complexity involved in them. 
Thesis Statement: The primary hypothesis is true and a visual representation will 
provide the infrastructure to test it.  
 
  
 
 
 
 
 
Below is a diagrammatic approach, which helps explain this concept of CSZ 
irrespective of the scenario and the application to which the concept of CSZ is applied. It 
mainly involves three different views. Figure (a) has a top-level view. This provides the 
broader perspective of what the application does on a whole. Figure (b) shows a top-level 
view, when CSZ has been triggered and details of the procedure are visible and, finally 
Figure (c) shows a detailed view of the procedure, with other, higher level program 
elements still visible. 
 
  
 
 
 
 
 
 
           Figure 1.9: Three successive views illustrating the concept of continuous 
semantic zooming:(a) shows a top level view; (b) shows a top level view, when CSZ has 
been triggered and details of the procedure are visible; (c) shows a detailed view of the 
procedure, with other, higher level program elements still visible. 
(Courtesy: Visualization of Programs Using Proximity to Trigger Continuous Semantic 
Zooming; Image Courtesy of Ken L Summers) 
 
Because of CSZ, the top layer allows the user to zoom in and obtain knowledge of 
the function calls, how they are progressing and what is actually happening within the 
visual representation. Once the user is capable of analyzing the behavior as how the 
programs work and how the flow progresses, the user can handle the situation with ease. 
 
One difference between normal zooming and CSZ is that in the case of normal 
zooming, as we zoom-in, the object becomes magnified and a detailed description of the 
object can be seen thus the shape and identity of the object is preserved. But, in CSZ, it 
is not mandatory for the object to preserve its shape or identity. That is, as we zoom-in, 
the visual structure representing the details can change or can take a new representation 
to explain the details in a much easy way.  
 
The current project uses this concept of CSZ as the backbone in visually 
representing the MPI programs. The following chapters discuss the methodology and 
experiments used to test the hypothesis (Chapter 2), the results of the experiments 
(Chapter 3), a discussion of the results and their significance follows (Chapter 4), the 
summary (Chapter 5), conclusions and future work (Chapter 6) and finally the references 
(Chapter 7). 
 
 
  
 
 
 
 
 
Chapter 2 
Approach 
 
This chapter mainly concentrates in testing the initial hypothesis that, MPI 
programming can be made easy to debug and understand using the concept of CSZ. 
 
It’s quite common to test a concept using an application which uses that concept. 
This generally involves knowing how an application works and this gives the information 
about the application and the concept on which the application is built. Certain 
parameters like performance, scalability and portability are taken into consideration and 
these parameters are prioritized considering the goals for which the application is built. An 
application will have limitations and these limitations might present unexpected results 
and so initially, certain conditions or limits are set with respect to the parameters. These 
limits act as boundaries or scope for application. Once the boundaries are set, the 
expected behavior of the application using the concept can be easily shown. 
 
Each application has its own set of boundaries. For instance the present 
visualization takes performance and presentation of data as priorities to achieve the goals 
hypothesized. Parameters like the data from limited number of processes associated with 
the processors, nine in this case, is considered as a trace file. This trace file becomes the 
input for the visual presentation and data over a short time in the order of seconds in this 
case. The user is using the visualization to debug and analyze the MPI program behavior 
and the main goal in taking minimal time span is to show the user how deep the person 
can analyze even when the time span is small. In addition, the frame rate is fixed and it is 
twenty four frames per second in the present case. Thus the trace file from the 
processors, the times stamp and fixed frame rate are considered as parameters to start 
with, in order to build the visualization. Then the boundaries are drawn taking these 
  
 
 
 
 
 
parameters and the testing is done to see whether the expected objective is reached 
within these boundary limits or conditions. Before testing the MPI visualization application; 
it is hypothesized as what the expected behavior is. From this, the parameters, the 
limitations and boundaries are considered and they form the stepping-stone for testing the 
MPI application. 
 
2.1 Testing the Visualization 
The successful run of the visualization itself is the test. Thus, the behavioral 
analysis of the visualization is done within the boundaries considered. The successful run 
of this visualization can be considered as a measure for how far the CSZ is applicable to  
help the end user to analyze and debug the MPI program behavior and at the same time 
how much it can help a naïve user to understand the MPI  program behavior.  
 
Here the testing is done using static data. The same can be done with the online 
feeding up of data as an input. These results generated by the 3D visualization change 
with the input parameters considered, the data in the trace file and the time span in the 
present case.  Any visual representation can be done with respect to time or space or 
both. The current visualization works both in space and time [59] 
 
Another important feature in testing is how far the naïve user is capable of 
understanding the conceptual aspect of it. This is important in two different perspectives 
one is at the naïve user standpoint and another at the developers’ standpoint. In the naïve 
user’s perspective, little work is required to understand which helps in analyzing the data 
presented to the visualization as an input. In the developer’s perspective, a new set of 
ideas helps in adding features to the already developed application, which helps in further 
progress in this area of research. 
 
  
 
 
 
 
 
The best platform for this is the visual approach because the user can have more 
impact while watching it visually relative to showing the data textually. This led to the 
visual representation of the data obtained as a trace file from the MPI programs. 
 
2.2 Conditions 
 
There are two ways in which you can set the conditions. One way is to set at the 
program level. It involves analyzing and fixing the boundaries initially and then the 
visualization run within those boundary limits and the behavior is analyzed accordingly. 
This is more like checking if the application is running as expected with these limits set. 
The other way is to consider the concept or the principles behind it initially and then 
consider if they were applied correctly in building the visualization.  
 
If we consider these two ways, they indirectly involve a bottom-up and top-down 
approaches respectively. That is the first way involves knowing the boundaries and 
allowing the application accordingly within those limits and the second way involves 
knowing the conceptual aspect of the application. The parameters, boundaries and 
limitations are not considered. The pattern in which the visualization is presenting under 
the existing conditions is taken into consideration. 
 
For this project the data considered is static data. It is more like setting up the 
initial boundaries and analyzing how the MPI data is projected in the front end. But when 
considering the online data, which this application can handle, both ways as stated in the 
previous paragraph can be considered to test the visualization.  
 
 
 
  
 
 
 
 
 
Analysis 
 
The visualization changes as the data in the trace file change. In other words, we 
can say that this visualization is data independent like the commercial MPI applications 
which are used to analyze and debug the data. This implies that the success rate in which 
the visualization progresses is only dependent on the input data taken into consideration. 
For now, static data has been considered. As said earlier, this visualization tool is also 
capable of handling the online or dynamic data and can facilitate the user to analyze and 
draw conclusions about the multiple calls made at that particular time stamp using CSZ. 
Thus helping the user to analyze the efficacy in which the distributed network has carried 
out the MPI programming. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
Chapter 3 
Results 
 
This project in one dimension can be considered as an application of CSZ. The 
successful presentation of the application adds and proves the point about the ease and 
flexibility in which the concept can be applied across the fields of research. 
 
The objective facts are more of visual representations rather than some 
mathematical representations. At the end of this paper, there are a set of snap shots 
showing what actually the visualization looks like in a three dimensional space. The 
procedure for getting to this goal is as follows: Initially a set of parallel programs are kept 
in a directory .A trace file is obtained as an output from these set of programs which are 
run in parallel on multiple processors (nine in this case). This trace file is considered as 
an input file for the visualization programs, which is representing in the 3D space using 
Flatland. This trace file is static and the visualization program at the front end gives out a 
different representation as per the requirement upon changing the trace file. This aspect 
is very useful in debugging, analyzing the efficiency in representation of the trace file. 
 
This representation of debugging and analyzing the MPI behavior is done on 
different compatible processors. The data considered here is already produced and static 
rather than the on line representation of it. Therefore, the need for hardware related 
bottlenecks into consideration are not prioritized. 
 
The results of visualization are presented to two experts in the fields of 
visualization and MPI programming respectively. They provided the feedback for this 
visualization and their feedback helped to check if the goals for which the visualization 
was built is achieved or not. The first expert found the tool developed to be very flexible in 
  
 
 
 
 
 
all terms. He suggested extending the present work to adapt to the on line data available 
in a trace file. In addition, he wanted the message passing system to be more enhanced 
as the MPI_Send in a particular function/module which must be visually represented with 
the corresponding MPI_Recv associated with a different time frame as well .He quoted 
that, as of now, the user know the MPI_Recvs for the corresponding MPI_Sends at the 
functional level for a specific time frame but this must be extended to multiple time 
frames. 
 
He wants this to be extendable to the advanced visual representation of MPI calls. 
As a whole he found the tool developed to be optimal in terms of visual representation 
and performance. While looking into the visual dimension of this MPI programming, one 
important observation, which we found remarkable from his suggestions, is adding up of 
an extra view or layer in addition to the code view, middle view and long view of it. This 
view, as per his suggestion, is to posses the generic structure of all the MPI calls involved 
in the program execution.  
 
The second expert focused more on the visual aspect rather than the MPI-
programming dimension of it. He suggested that the tool must have an uniform 
representation involving the MPI calls. That is, for example, he found that the band 
representing a unique MPI call though it can vary on all different processors must have at 
least a match in terms of size. He commented positively about the approach followed in 
representing of MPI_Send and MPI_Recv (represented in the form of arrows from 
MPI_Send to the corresponding MPI_Recv) as the user can easily understand from which 
process the call for MPI_Send happened and to which process is it moving to.    
 
Thus their suggestions helped to look deeper into the application and its usability. 
The suggestions, which they provided are added to the future work, if it was thought that 
they are really necessary to enhance the usability of the application. 
  
 
 
 
 
 
     
 While collecting the results for the demo from them, I found they felt a bit confused 
about the representations initially. After they came to know how the concept of CSZ works 
and how it is influencing the existing application, they felt at ease in understanding the 
scenarios in which the functional calls at all levels are represented. To understand the 
level of ease, when questions related to MPI behavior in a specific frame at a specific 
instant of time in the visualization were asked, most of them are capable of understanding 
and replying promptly. In addition they suggested a few enhancements in the look of the 
project. This helped in further adding up of features to the already exiting ones. 
 
One of them, who is at ease dealing with the graphics elements, is more specific 
about the connectivity and representations going on at the front end. That is, the 
visualization part of the project and his approach is more on the visualization behavior, 
which can help us to enhance the look and feel of the application. The other is more into 
functionality at the back end (that is, reading the data from the trace file and the series of 
functional calls happening in real time). Thus, the same application, when shown to two 
persons with different insight, helped to further enhance the way the application looks 
intermediately and as a whole. 
  
As the application is more in terms of visualization, the results are provided in 
terms of figures as how the application behaves in different scenarios. In general, two 
figures of each view are considered for clarity in addition to the hop-based approach, 
involving representing multiple frames at a single time stamp. This provides the basic idea 
of what the operations are as a whole to the end user as well as to the person who actual 
goes through this process of reading. 
Initial Conditions set in this analysis are: 
1 Static data is taken into consideration 
2 A very short time span is taken as the data and the time are directly proportional. 
  
 
 
 
 
 
3 The performance issues involving graphics cards, processing speed is 
considered but not to a major extent. 
4. The frame rate is kept to 24 frames per second for better results.  
This is considered to be an optimal frame rate as a faster frame rate than 24 
frames per second confuses the user and it is hard to grasp as what is happening within 
the visualization. We can have a slower frame rate than this but since the user feels 
comfortable at this rate it is considered optimal for the visualization to proceed smoothly 
at the user end point. To have flexibility to the user, the default frame rate is set to 24 
frames per second and the user is facilitated to increase or decrease the frame rate. This 
is provided as one of the menu options for this visualization.  
Explanation with Figures 
  
 
 
 
 
 
 
                   Figure 3.1: Longest View when there are no MPI calls. 
 
This view in the figure 3.1 is called the Longest View in CSZ. When you start the 
application this is the generic view which the user sees initially. This image thus explains 
how the application looks when there is no MPI call among the processes. Here you see 
9 green bands, which represent 9 different processes from different processors. The 
diagram below is the figure of how different process start to respond and thus you see a 
change in color. The timer at the top shows how the processes associated with different 
processors are behaving at that particular instant of time because of which the user can 
analyze the situation at a particular time stamp. 
  
 
 
 
 
 
 
              Figure 3.2: Longest view with MPI _Sends with corresponding MPI_Recvs 
 
The figure 3.2 represents the longest view with all the processes involved in the 
MPI programming. The different colored bands represent different MPI calls that are 
taking place. The arrows are rising from a specific location which represents the 
MPI_Send is happening at that process at that specific point of time and ending on a 
particular band and it is the location where the MPI_Recv for the corresponding 
MPI_Send is taking place. Now taking this as a starting point of analysis the user if zooms 
further or goes near further the appearance of this slowly changes and the user will get 
the one as shown in the figure 3.3 below. 
 
  
 
 
 
 
 
This view is called the Middle View. In this view, the user can see which 
processes at functional level are involved. 
 
 
                                      Figure 3.3: Middle view of Figure 3.2 
You can see the same colors appearing as bands to be as lines or strips in the 
figure 3.3. This signifies the function from which the MPI call has taken place so you can 
also call it as a Functional View. At the same time you can point from which function you 
have the MPI_Send associated with different processors at that juncture. 
 
 
 
 
  
 
 
 
 
 
 
 
                                       Figure 3.4: Code View associated with Figure 3.3 
 
The view in the figure 3.4 is the Code View. If the user zooms further from the 
point as in figure 3.3, this is the point where he gets. This view gives the details at its 
best. This gives from which function, from which line associated is the MPI_Send taking 
place. In addition the user has the information about which color is associated with which 
MPI call from the color assigned. Thus, the user will have complete details associated 
with the MPI calls with respect to time. 
 
 
  
 
 
 
 
 
 
                                Figure 3.5: Middle view when all the processes are 
inactive 
 
 
At particular juncture, there are no MPI calls happening and figure 3.5 is one such 
scenario. At the same time you can see all the options available for this application. 
These are all the functions associated with the application involving forward and back 
ward operations with respect to time and space as per the requirement. The user has the 
ability to widen and tighten the views and this helps to deeply analyze and pinpoint what 
is happening at that instant of time. 
 
 
  
 
 
 
 
 
 
                                Figure 3.6: Code view associated with Figure 3.5 
The figure 3.6 explains the code view when all the processes are inactive. In other 
words there are no MPI_Sends at that instant of time. 
 
        
  
 
 
 
 
 
 
                                       Figure 3.7: Hop based approach in Long View 
 
The figure 3.7 is one of the features associated with the visualization. If the user 
wants to see more than one hop at a time this feature is helpful as by default the user has 
capability to see one hop at a time but in this scenario, the user can see multiple hops 
thus helps to analyze and compare the behavior of different processes associated with 
different processors. 
 
There is another feature associated with the application. In this the user can see 
the different colored strips associated to be wider than required. This involves application 
running with respect to space and not with respect to time. Thus, the user can switch 
between time based and space based approaches. 
  
 
 
 
 
 
 
 
           Figure 3.8: Codeview to see the point from where the arrow starts 
 
 
This figure 3.8 gives the user complete information about from which line the arrow 
associated with MPI_Send is taking place in addition to all the lines of code within that 
function. While the application is running you have the functions scrolling up with respect 
to different processes and hence you see the overlapping of code at some points in the 
Figure. 
 
If we pause the application at a specific timestamp, we can easily analyze this hop-
based approach with ease. With the application being in this state, one can have the 
  
 
 
 
 
 
longest, middle and code views respectively with all the options like changing with respect 
to space and time at hand. 
 
Thus there is a possibility to study the application with respect to time as well 
space and come to conclusions about the behavior of the MPI programs considered. 
 
In terms of software, the application is nothing but an application program interface 
(API) built using OpenGL and C++. So, no additional software is required specifically 
other than the normal compiler for C++ and the graphic libraries. Flatland is termed as a 
gigantic application in which each component is considered as a separate API. The 
present project uses the basic APIs required for the flatland to load as shown in the 
figures above. The present application adds to the list that gets loaded and thus it gets 
embedded easily into that 3D environment.                   
 
Procedure to handle the application for analyzing the data 
 
Normally to analyze the behavior, the user starts of at the default view and stops 
the application at an instant where he wants to analyze the data. Then he starts zooming 
towards the application. This will result in the long view getting slowly transformed into 
middle view or functional view providing the user with more details about the functions 
which are active at that particular time stamp and which of those functional blocks are 
sending the MPI_Send at that instant of time. And if we zoom further this functional view 
or middle view slowly transforms into a code view and this helps the user to go much 
deeper in getting a better understanding about which line of code is responsible in which 
function in which program and thus the user will have detailed overview about the line of 
code from where this MPI call has happened as you can see the end of the arrow will 
start from the line responsible for that action to take place. Thus, if we take multiple time 
  
 
 
 
 
 
stamps and repeat the procedure just described one can have a clear picture of how the 
multiple message passing calls are being handled in the program traversal. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
Chapter 4 
Discussion 
 
Once the viz. tool is optimal in terms of its performance, suggestions and 
comments are collected from experts in the field of MPI programming for further 
improvement in this area. This led to further exploration in terms of research and thus 
setting new checkpoints in this dimension. As a part of the discussion, their valuable 
suggestions are embedded along with the experiences faced while developing this 
project.  
 
This section gives us a complete idea about what is actually happening at modular 
as well as functional levels of programming. Practically speaking, it is difficult to debug the 
traversal of the modules while sending and receiving the MPI calls and the process 
responsible for it. But a bold try is made in trying to reach the objectives set. This mainly 
involves debugging and analyzing the MPI programs through the visualization tool 
developed as a part of the present project. 
 
The expert feedback is really useful as few quick updations were done. The 
modifications suggested by them helped us to further expand the understandability of the 
application. But, few suggestions that were suggested were thought to be impractical as 
they might disturb the objective for which the application is meant. 
 
One of the experts suggested extending the present work and making it adaptable 
to the on line data available in a trace file and study the behavior. Tracing is compatible 
with the online data and if this application is fed with the online data as input, it is 
adaptable and works just fine. Also he wants the MPI_Send in a particular 
function/module and must be visually represented with the corresponding MPI_Recv. But 
  
 
 
 
 
 
the application is capable of showing a specific frame at a specific instant of time and 
hence showing MPI_Recv and MPI_Send in a single frame is not possible as this is 
extendable to few frames. A better alternative is to show the progress of the MPI_Send 
but since all the MPI_Sends are almost the same, the function and the process from 
which that specific MPI_Send rose cannot be shown. Therefore that option is left as there 
is a need to come up with a better approach at this point specifically. He quoted that as of 
now the user does not know the MPI_Recv for the corresponding MPI_Send at the 
functional level since the project is taking care of basic MPI subroutines. We can consider 
this as a sub problem for the original comment made about the representation of the calls 
above. 
 
  He wanted this to be extendable to the advanced visual representation of MPI 
calls as well and it is only the time, which can solve this suggestion, as there will surely be 
a step that one can make in this direction after some point of time. As a whole he found 
the tool developed to be optimal in terms of visual representation and performance. While 
looking into the visual dimension of this MPI programming, one important observation, 
which we found remarkable from his suggestions, is adding up of an extra view in addition 
to the existing version of having code view, middle view and long views. This view, as per 
his suggestion, is to posses the generic structure of all the MPI calls involved in the 
program execution. This is really a good suggestion that can be added up at some point 
of time while extending the application for further development. 
 
     The second expert suggested that the tool must have a uniform representation 
involving the MPI calls is acceptable to some extent. He found that the band representing 
a unique MPI call that can vary on all different processors must have at least a match in 
terms of size. Although this is important, this is of least priority, as it does not impact the 
user’s vision and understandability of the MPI application. 
 
  
 
 
 
 
 
     The explanation regarding the variable size is given saying that the variation 
represents the performance variation involved in different processors from which the data 
is collected into the trace file. When asked about different inclinations in the arrows 
representing different MPI_Sends and corresponding MPI_Recvs, an explanation has 
been given as how it works involving the message passing and he felt that it was fair 
enough in representing the MPI_Send for the corresponding MPI_REC, if the message is 
passed in that specific time frame. But if there is a case of this message passing to extent 
to different time frames the same explanation des not hold and his suggestion of 
extending it to multiple time frames is felt valid and added to the future work. 
 
     Their comments and suggestions in terms of research constitutes a main part of 
this session as we found they are very helpful in terms of improving the visualization tool 
further as well as the trace file which forms the backbone for this whole project. 
 
Explanation on the build of the application  
     The design mainly involves a two-step procedure. The first step primarily 
involves gathering the data from the parallel programs running on different processors. 
The data related to these MPI programs are collected through tools like upshot, WSE, 
TraceDMP etc. which are helpful in building up this kind of file. This file is called the Trace 
file.  This file mainly contains information regarding the set of MPI calls involved in 
different MPI programs as a series of records. Each record consists of a unique id, the 
MPI call which is processing at that moment of time, the time stamp at which this call is 
taking place, the port though which this call communicates.  
 
     Broadly speaking, the trace file consists of a sequence in which the MPI calls 
are executed. The operations being tracked are taken care of at the functional as well as 
modular or code levels. They are co-related with the time stamp and a unique identifier. In 
addition, the port numbers provide the information regarding the communication channel 
  
 
 
 
 
 
through which the interaction takes place in the distributed environment. This trace file 
becomes the input for the second step of the design process. For this project, the trace 
file consists of information, obtained from the MPI programs executed on nine different 
processors. 
 
     The second step primarily involves visualizing the trace file. The trace file 
obtained in the first step is provided as an input. The visualization tool developed for the 
present project takes this file as an input, reads the trace file and projects it accordingly. 
In other words, the visualization tool is nothing but the front end executing the trace file 
provided from the back-end which consists of records of data about MPI programs 
performing the parallel processing on different processors. The procedure followed in 
building up this visualization is a standard approach like that of many visualization tools 
like VAMPIR, PARAGRAPH, Upshot etc; 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
Chapter 5 
Summary and Conclusion 
  
5.1 Summary 
 
Visualizing the program behavior (specifically, in the case of MPI programs), as a 
part of the research helps users and programmers to know how the functional and 
procedural code progresses in different instances with respect to the time and space. In 
reaching that goal, this research has applied a method called CSZ. This application of 
using CSZ on MPI programming proves that the concept of CSZ is powerful and helpful in 
debugging and analyzing the MPI programs. In addition it is also helpful to study and 
understand the complex behavior involved in the MPI programs. 
 
For implementing the idea of visual representation of MPI programs, instead of 
magnifying the objects involved in natural zooming, CSZ is providing the user with a 
different visually enhanced approach that provides understanding of what is happening at 
a particular instant of time.  This is really helpful for complex systems so that the user can 
have a better understanding of what is happening in real.  
 
This research has shown the users that the multi-layered model used in CSZ is 
useful to understand, debug and analyze the MPI programming behavior thus, exploring a 
new dimension of research involving MPI and visualization. Coming to the layered 
approach it has three layers in terms of hierarchy. The first involves the broader 
perspective, having the over all view of how the MPI calls progress in the time space. 
 
  
 
 
 
 
 
The procedural view is the next one in that order; basically this is at the domain 
level. This gives a glimpse of the overall progress in terms of functionality. Finally, third 
layer shows the raw code structure also called as the code view. This is where the actual 
code becomes visible. Thus CSZ enhances the outlook and at the same time helps to see 
different portions of the MPI processes happening simultaneously in time and space with 
ease.  
 
We may consider this as an application of CSZ. It passed the test effectively 
showing how efficient this concept is in terms of understanding, debugging and analyzing 
the MPI program behavior. For a better exploration of the concept and its application on 
MPI programming in specific, a shorter time span is considered. This helps the user to 
actually see all minute details at a specific time stamp, especially when multiple 
processors (nine in this case) are considered .The impact and efficiency it possesses is 
shown accordingly. 
 
To study the utility of this visualization, it has been tested by two experts from 
different fields to get feedback. This helped in a bigger way to enhance the look and feel 
of the visualization in terms of performance and understandability. They are experts in the 
fields of visualization and MPI programming respectively. There is a reason to choose 
them. This application is a cross-over between the broader areas of distributed computing 
and visualization and hence this application is intended to help naïve users, to have an 
understanding about the MPI program behavior and the experts in MPI programming to 
debug and analyze the programs. This test actually worked.  A person who has the 
visualization perspective, is able to get the concept of MPI as he knew little about the MPI 
programming and hence, he is able to visualize what actually is happening when a series 
of MPI calls are visualized. And the other who has more of parallel programming 
exposure is able to match his analysis and insight into this field of distributed computing 
with ease. Thus, the feedback and the respective comments from them are helpful to the 
  
 
 
 
 
 
experts in these respective fields (with minimal knowledge in the other field)   to have an 
insight into the goal for which the visualization was built. 
 
In all, the goal has been achieved to a large extent. Visualizing the MPI program 
behavior is the problem, which has been dealt within this paper and the approach 
followed and the direction in which the progress is made and the features that help to 
enhance the application, has been described in a detailed way. 
 
On a positive side, in spite of the commercial and research based tools available 
which are used for visualizing the parallel programs, none of them has used this concept 
of CSZ in visualizing this parallel program behavior. This approach itself forms the key as 
this is helpful to overcome the constraints that the present day commercial MPI 
visualizing applications are facing. At the same time since this is relatively a new direction 
of exploration, in other words relatively new conceptually, there is a lot of progress that 
needs to be made in understanding the MPI programs. But, the basic prerequisites for 
making up the objective have been fulfilled.  
 
On the down side, this representation is restricted to testing and analyzing static 
data stored in the trace file. Once the concept of live data usage comes, the bottle necks, 
like limited resource usage, interoperability across the operating systems bandwidths, and 
scalability factors come into the scene. Each of these becomes an independent area of 
research and hence possesses much potential in the fore coming years. 
 
5.2 Future Work 
 
From the feedback and the guidance obtained, I found that there are still 
enhancements to be made which further helps in making the visualization easy to use by 
  
 
 
 
 
 
the naïve users as well as expert users in the respective fields especially when you are 
visualizing the complex MPI program behavior. The tests are limited to static data and the 
response from the project went well. It has to be seen whether the smoothness, efficiency 
and performance of the applications remain the same with the online/dynamic data being 
fed to the application. A step ahead in applying the concept of CSZ has been achieved. 
However, further exploration can be made as to whether the efficiency remains the same 
independent of the kind of programs and the inputs provided. 
 
From the suggestions obtained from one of the experts, specifying that the 
message passing must be extended not only with respect to time but also with respect to 
the space, has been kept for future work. This is a new dimension that has to be looked in 
to, involving and representing the visualization with time versus space. 
 
In addition to the program visualization, it has to be seen whether this concept of 
layered or hierarchical approach used in CSZ works efficiently when applied to fields like 
data mining, networking, artificial intelligence to name a few. Since it is a cross over 
between two major areas of research, the potential for these concepts and ideas is 
endless. One such example is adding sound to the application as this can enhance the 
visual impact of it. That is, if the sound effects, depending on the scenario are added to 
the existing application, more can be added to pile up features. This can raise a new path 
in the research. 
 
Little work has been done in trying to embed sound which gave positive results 
.But this is a new dimension or path to look into and hence thought of limiting it to 
experimental outlook as how it progresses. 
 
 
  
 
 
 
 
 
 5.3 Conclusion 
 
This research showed that CSZ can be applied with efficacy in visualizing the MPI 
programming behavior.  In addition it presents a new dimension of understanding the 
complex MPI programs at different levels from an Expert in the respective fields of 
visualization and MPI programming to a naïve user, who intends to know about the MPI 
programming. 
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