ABSTRACT In this paper, we propose a saliency detection method (SAMM) by using the surroundedness and absorption Markov model. First, the approximate area of the salient object is predicted by the surroundedness to the eye fixation point prediction. Second, a simple linear iterative clustering algorithm is applied to the original image to calculate superpixels, and a two-ring image graph model is formed. We calculate two initial saliency maps S 1 and S 2 . Prior map S 1 is calculated by applying the absorption Markov chain, as the superpixel-based region of the two boundaries farthest from the predicted salient object is taken as the background region, while map S 2 is calculated by using the absorption Markov chain to detect the superpixels in the approximate region of the salient object as a foreground region. The final saliency map is obtained by combining S 1 and S 2 . Finally, a guided filter is used to reduce the background noise from the saliency map. For the evaluation, experiments are performed on six publicly available test datasets (MSRA, ECSSD, Imgsal, DUT-OMRON, PASCAL-S, and MSRA10k), and the results are compared against 10 state-of-theart saliency detection algorithms. Our proposed saliency detection algorithm (SAMM) performs better with higher precision_recall, AUC, F-measure, and minimum mean absolute error values.
I. INTRODUCTION
Salient object detection in the field of computer vision is a long standing problem. It is designed to detect an area of the image that attracts human visual attention. Efficient salient object detection can be applied to many computer vision applications such as image retrieval [1] , [2] , image segmentation [3] , [4] , robotic vision and advance driver assistance systems [5] , [6] , object recognition [7] , [8] and image editing [9] . The method of saliency detection in the images is mainly focused in two directions: the bottom-up (unsupervised) salient object detection and the top-down (supervised) salient object detection. In recent years, many bottom-up saliency detection methods and models have been proposed by researchers. The main bottom-up saliency detection method was proposed by Itti et al. [10] . In which a saliency map to the input image calculated through linear filtering to extract the image color, brightness and direction of the characteristic information. The calculated information normalized into feature maps and these maps combined together to get the final saliency map. Tong et al. [11] calculated saliency map based on multi-scale analysis of superpixels, by taking into consideration the property of superpixels to encode the compact and structural information within a scene. Cong et al. [12] proposed a saliency detection method in which they measured and reduced the influence of poor salient cues in depth map. Graph model on input image was constructed by using depth information. In their proposed method, the compactness of colors and depth cues were utilized to compute salient seeds. These salient seeds were then selected to calculate foreground saliency map. Based on the Bayesian framework's significance, Ayoub et al. [13] proposed a saliency detection method based on color frequency features and Bayesian framework. In this method, the image was modeled by using foreground and background probabilities, adaptive parameters are initialized and are adjusted by layers to obtain initial saliency maps. These initial saliency maps integrated to obtain final saliency map. Xie et al. [14] calculated the saliency map by using the convex hull to define region as foreground and background. Then saliency values of each pixel extracted by processing each pixel with Bayesian method. Sun et al. [15] proposed saliency detection method based on the background priori and absorption Markov chain significance. In which image was processed via surrounding boundary as a priori and then absorption Markov chain used for absorption processing to obtain a significant value of each ultra-pixel to calculate the saliency map. Yang et al. [16] applied the manifold order to the image for saliency detection by first constructing the manifold structure using the regular graph model and then calculated the saliency values by constructing a two-level ranking to extract foreground (salient) and background cues. Top-down (supervised) saliency detection methods are usually taskdriven, for example, Yang and Yang [17] calculated saliency maps based on conditional random field (CRF) and dictionary learning extraction region characteristics. Li et al. [18] proposed a Top-down saliency detection method. They introduced a new strategy called locality constrained contextual coding to enforce contextual and locality constraints. Feature contextual information calculated by a contextual pooling operation. They also used bottom-up features to suppress the background noise by fusing the objectness features into their Top-down saliency map.
By analyzing the existing bottom-up saliency methods, we can calculate several key features of bottom-up saliency. The bottom-up saliency detection method requires a prior knowledge mining, image-based graph model establishment and corresponding mathematical model establishment. Such as contrast priori, a background priori and the establishment of the absorption Markov framework. In this paper:
• We propose a novel saliency detection strategy by using the surroundedness based on the prior knowledge of eye-fixation prediction map and absorption Markov model. The superiority of this proposed model is that it produces more robust saliency map than single saliency metric.
• To exploit the architecture of absorption Markov model, we present a 2-ring graph model based on the absorption Markov chain to further investigate the salient superpixels and construct a transfer matrix to locate the edges of the image boundaries. We eliminate the boundary-adjacent foreground superpixels. This mechanism provides increased in robustness by revealing the number of foreground superpixels that influence the quality of saliency prediction.
• A guided filter is used to reduce the background noise, which produces the most discriminative saliency map and further improves qualitative and quantitative results in terms better object detection. Experiments demonstrate that the proposed algorithm outperforms the ten state-of the-art algorithms. Figure 1 shows the pipeline of illustration process of our proposed algorithm.
II. RELATED WORK
Mazza et al. [19] demonstrated that the graphics in the image can attract people's attention more than some of the background factors. When observing a scene, people will first pay more attention to the outline of the object and ignore background factors. Neuroscientists also discovered the sensitivity of humans and monkeys to the graphic-background when observing objects by studying human and monkey brains [20] , [21] . For graph-background segmentation, the size of the object in the scene, surrounded by the state, convexity, symmetry and other factors tend to have an impact on it [22] . In this paper, we use the enclosed state based on the surroundedness [23] to predict eye fixation map.
A. SURROUNDEDNESS BASED EYE FIXATION PREDICTION
In this section, we exploit the basic description of eye fixation via surroundedness. Huang and Pashler [24] proposed Boolean Map Theory (BMT) of visual attention in which the basic concept of Boolean Map was presented to show the observer's conscious awareness of the significant part of the scene. Zhang and Sclaroff [23] used the BMT for eye fixation prediction. They presented a method in which Boolean maps for eye fixation of the input image X were VOLUME 6, 2018 obtained by sampling it by a distribution function κ(I |X ). They obtained an attention maph(I ) to construct the influence of a Boolean map I. This attention map highlights the regions on I that attract eye gaze. Then the saliency was modeled by the mean attention maph(X ) over different Boolean maps as followsh
FIGURE 2. Approximate region of the salient object predicted by the surroundedness for the eye fixation point prediction.
FIGURE 2 shows approximate region of the salient object predicted by the surroundedness for the eye fixation point prediction.
In recent years, saliency detection by Absorption Markov Chain [25] , [26] and random walk [27] , [28] has attracted the attention of many researchers. Researchers detected saliency maps of the images based on the random walk model and achieved good results. Yuan et al. [28] used the significance test as an automatic marking problem based on graph model. First they found the foreground node and background node by using the equilibrium distribution of traversing Markov chain on a fully connected graph and a K-regular graph, these foreground nodes and background nodes constitute the tag node. Then, on a newly created weighted chart, the remaining unmarked nodes are marked with semi-supervised learning techniques. Finally, all nodes are marked and calculated the significant value of each node to calculate the saliency map. Considering the characteristics of random walk, this paper uses the absorption Markov chain to carry out the saliency map based on the foreground priori and the background priori of the image boundary.
B. THE ABSORPTION MARKOV CHAIN: REVIEW
The basic concepts of Markov chain are explained in [29] and [30] . In this section, we review the mathematical theory of absorbing Markov chain.
By a given node set of states S = {s 1 , s 2 , ....., s n }, the process can travel from one state s i to another state s j with the transfer probability P ij , therefore, we can use a n × n matrix P to represent the transfer matrix of the Markov chain. The node s i is absorption node when P ij = 1. It cannot transfer from state s i to any state s j when P ij = 0; ∀i = j. In the absorption Markov chain, if a node is not a transition state node, then it is the absorption state node. In absorption Markov chain, the set of state nodes S can be mapped to a Markov chain, if there are one or more absorption nodes in the Markov chain. This absorption Markov chain satisfies from any A transfer state node, and can start from one or more steps to reach an absorption state node. For an absorption chain with r nodes of an absorption state and t transition state node, this paper rearranges all state nodes and places all the transition state nodes in front, puts all the absorption state nodes on the back and obtains the standard form of the transfer matrix P of the absorption chain.
In the transfer matrix P, I is a unit matrix. 0 is r × t a zero matrix, R is t × r a nonzero matrix, which contains the transition probability from all transition state nodes to arbitrary absorption state nodes, R ∈ [0, 1] t×r , Q is a t × t matrix that contains the transition probability between any transition state nodes. In this way, a former state node is a transition state node, and the latter state node is an absorption chain of the absorption state node in a standard form of transfer matrix.
For the transfer matrix of the absorption chain, the reversible basic matrix can be deduced in the following form:
The elements n i j within the reversible basic matrix N represent the number of transfers from the transition state s i to the state s j . Let c be a t dimensional column vector, c = [1, 1, 1, ...., 1] t×r with all elements of 1, then the average number of transfers per absorption state can be calculated as
The matrix t is a t × 1 matrix, whose first element i represents the average number of transfers required from the transition state s i to the absorption state. For each transition state s i , it is known from the definition of the absorption Markov chain that it will eventually be absorbed by the absorption state and the absorption probability matrix of any of the transition state nodes s i to any one of the absorption state nodes s j , and can be further calculated as
Here N is reversible basic matrix of the absorption chain, R is the nonzero matrix and the elements b i j in the absorption probability matrix B represent the absorption probability from the transfer state s i to the absorption state s j . In particular, the number of rows of the absorption probability matrix B represents the number of branch nodes, the number of columns are the number of absorption nodes, and the sum of each row of B is 1.
III. PROPOSED ALGORITHM A. EYE FIXATION PREDICTION
Zhang and Sclaroff [23] used the enclosed state to make a good prediction of the eye's gaze. We use the same method proposed by Zhang and Sclaroff [23] to predict the eye's attention. We calculate the foreground information of the image in the approximate region of the salient object by equation 1. Center prior is also used to indicate the foreground in the image as salient objects mostly found in the center of the image.
B. GRAPH MODEL CONSTRUCTION
By using the simple linear iterative clustering algorithm (SLIC) [31] , the original image is segmented to obtain the superpixel of the image. In the actual experiment, we segment each image into 200 superpixels same as MS [11] , XL [14] , MR [16] , RSRR [27] and RCRR [28] . A 2-ring map model G = (V , E) is established based on the resulting superpixels' map. FIGURE 3 shows a 2-ring graph model on the connected superpixels of the image. Compared with the single-layer model, the double-layer model can better preserve the local neighborhood information of the image and satisfy the random walk characteristics of the transition node in the absorption chain. With each superpixel as a node, the connection relationship is established between adjacent superpixels. The upper and lower boundaries of superpixels are considered to establish the connection relationship between the symmetrical superpixels of the left and right sides. For any two superpixels nodes i and j, the weight of the edge is represented by a joint relationship by using the following formula
For any two superpixel nodes, i and j represent the mean value of the color characteristics of the superpixel nodes in the CIELab color space, w is a balance parameter that controls the weight size. Correspondingly, for a graph G with n superpixels, we can get its associated matrix by
C. CONSTRUCT TRANSFER MATRIX
To find the boundaries furthest from the approximate region of the conspicuous object, the superpixels on the edges are copied and used as the virtual background absorbing nodes. Hence, it is possible to establish a new two-layer model that utilizes the absorption Markov chain for saliency detection
Where n represents the number of superpixels in the original image, r represents the number of virtual background absorbing nodes and associated matrix G . Through the above work, we can construct absorption Markov chain which is used for saliency detection of the transfer matrix P
In the transfer matrix P , Q = D −1 M and R = D −1 M . I is a r × r unit matrix and 0 is a r × n zero matrix. The matrix D is the sum of D 1 and D 2 . D 1 is the sum of each row of the associated matrix M and the diagonal elements of the diagonal matrix. The calculation process is as follows (10) d M j represents the sum of the weights between all the nodes adjacent to the transferred superpixel nodes j in the association matrix M . Similarly, we can calculate D 2 as follows
The element b ij in the absorption probability matrix B represents the probability of absorption from the transferred superpixel node i to the virtual background absorption node j. From the attribute of the absorption probability matrix, we can see that the number of rows of the absorption probability matrix B is the number of transfer superpixel nodes in the graph model G and the number of columns is the number of virtual background absorption nodes. Here sum of the each row in B is 1.
Where B represents the absorption probability from the transfer state s i to s j , N = (I − Q ) 2 +· · · is reversible basic matrix and R is the nonzero basic matrix. VOLUME 6, 2018
D. DETECT INITIAL SALIENCY MAP S 1
We use the two boundaries furthest from the approximate region of the conspicuous object as the background priori to carry out the significant test. The virtual superpixel nodes of these two boundaries are taken as the absorption nodes in the absorption Markov chain. The probability of absorption b ij represents the relationship between the transition superpixel node s i and the virtual background absorbing node s j . The larger b ij shows the similarity between the transferred superpixel node s i and the virtual background absorbing node s j , which indicates the higher similarity between the transition superpixel nodes and the virtual background absorbing nodes. For any of the superpixel nodes i in the image and the virtual boundary superpixel nodes j, the absorption probability of the virtual boundary nodes that are most similar to the superpixel nodes i is expressed by max j (b ij ), and the similarity between the superpixel nodes i and the background is measured by the max j (b ij ), max j (b ij ) ∈ [0, 1]. Hence, the saliency of the superpixel node i can be calculated by 1 − max j (b ij ). For a background superpixel node ii in an image, the virtual boundary superpixel node in the image is very similar to it. The calculated probability of absorption between the superpixel node ii and each virtual background absorbing node is close to the superpixel node of the absorption probability. The virtual background absorption nodes will tend to be close to max j (b iij ), when the number of virtual background superpixel nodes is greater than ten. The background superpixel nodes ii absorb the probability of each virtual background absorption node with the ratio less than 0.1. The calculated value of its saliency will be greater than 0.9 which is the background node of this property conflict. In order to solve the problem of inaccurate calculation of the saliency value of the background superpixel node ii, it is necessary to find out the superpixel nodes on the boundary which are similar to the background superpixel nodes and to reevaluate the calculated saliency values.
For the absorption probability matrix B = N × R and transition superpixel nodes i(i = 1, 2, ..., n) in the graph model, the absorption probability b ij (j = 1, 2, ..., r) is rearranged in descending order to obtain a new absorption probability matrix. Through the observation analysis of a large number of pictures and the comparison in the corresponding experiments, we find that there are approximately 0.7 times the boundary superpixel nodes that tend to be the background nodes. Here we use the probability of the first 0.7r columns of the re-ordered absorption probability matrix for subsequent significant calculations. For the transfer of the superpixel nodes i in the image, the saliency based on the background Markov priori can be defined as follows
Where bb 1 (i) = In the above formula, the size of b ij measures the relationship between the superpixel node i and the background.
The size of ff 1 (i) measures the relationship between the size of the superpixel node i and the foreground. The calculation of the significant value of other superpixel nodes is made more accurate by introducing bb 1 (i) and ff 1 (i) to the inaccurate problem of the apparent value of the background superpixel nodes. After the above calculation, we can calculate the initial Markov saliency map S 1 based on a background priori as
Where the matrix D 1 is the diagonal matrix calculated by equation 10, M is the associative matrix of the graph model and β is the coincidence processing parameter set to 0.99. S 1 is the initial saliency map before the consistency. 
E. DETECT INITIAL SALIENCY MAP S 2
The superpixels in the approximate region are used as the forerunner. The superpixels in the approximate region are copied and the superpixels obtained by these duplication are used as the virtual foreground absorption nodes. These absorption nodes are used to copy the resulting superpixel nodes as the absorption nodes and the other ultra-pixel nodes as a transfer node. For saliency detection m denotes the virtual foreground superpixel nodes in the image and n denotes the superpixel transfer nodes. According to the previous formula, we can also obtain the standard form P of the transfer matrix of the absorption Markov chain
For a standard transfer matrix of the absorption chain P , its reversible basic matrix N can be calculated as follows
N is a n × n matrix, n ij represents the average number of transfers from the transferred superpixel node i to the transferred superpixel node j. Based on the above calculation, the absorption probability matrix B = N × R can be calculated. The size of the elements b ij in the absorption probability matrix B defines the similarity between the meta-stable superpixel nodes i and the virtual foreground absorption nodes j. For the absorption probability matrix B , each row is sorted in descending order to obtain a new absorption probability matrix. Here, we take the summation probability of the pre-0.7-fold column in B for the transfer of the superpixel nodes. Based on the post-sorted absorption probability matrix, the saliency value for the transfer of the superpixel node i is calculated as follows
Hence the initial saliency map of Markov based on foreground a priori can be calculated as follows
Where M is the associative matrix of the graph model, D 1 is the diagonal matrix and β is set to 0.99. S 2 is the initial saliency map before the coincidence processing. 
F. FUSION
We combine the two initial saliency maps S 1 and S 2 to calculate the final saliency map S of the image as follows
FIGURE 6 shows fused saliency maps calculated by equation 19.
G. SMOOTHING
Although a significant representation of salient object has been obtained through prior Markov significant calculations. There are still some small backgrounds remain in figure as noise. Because some significant graphs are not uniform and in results entire salient object cannot be highlighted properly. In order to solve the above problem, we use the boot filter [32] to smooth the saliency map. In this paper, we set the core of the boot filter to size 5 × 5 to smooth the saliency map and eliminate the highlighted pixels in the background noise, so that in the saliency map, the prominence of the object looks even more smooth. FIGURE 7 shows the saliency maps before filtering and after filtering. Algorithm 1 shows the pseudo code of the complete process of our proposed saliency detection method.
IV. EXPERIMENTS
For the evaluation of experimental results, we compared results of our proposed algorithm against ten state-ofthe-art saliency detection algorithms AMC [25] , ES [23] , HS [33] , IT [10] , MAP [15] , MR [16] , MS [11] , RCRR [28] , RSRR [27] , XL [14] on six publicly available datasets MSRA [34] , ECSSD [33] , Imgsal [35] , DUT-OMRON [16] , PASCAL-S [36] , MSRA10K [37] . Where MSRA is a subset of MSRA10K dataset which contains 1000 natural images and corresponding ground truth (GT) binary masks. The ECSSD database is the extended version of CSSD which contains 1000 color pictures of everyday scenes and have VOLUME 6, 2018 some structural complexity. Each picture has a corresponding GT mask of a precise target boundary annotated by different users. Imagesal [35] consists of 235 images with complex background. DUT-OMRON [16] dataset consist of 5168 high quality color images and GT masks in terms of Pixel-wise bounding boxes of the corresponding image. PASCAL-S dataset contains 850 images having complex background. It contains ground truth masks according to saliency segmentation Pixel-wise GT and eye fixation. MSRA10K database was proposed in [37] , which consists of 10000 color pictures, each with a corresponding artificial mark with a significant ground truth of the exact target boundary. 
A. EVALUATION OF EXPERIMENTAL RESULTS
For the evaluation of the saliency test results, this paper adopts the precision rate, recall rate, F-measure value, AUC values and mean absolute error (MAE) as the evaluation standards.
1) PRECISION_RECALL AND ROC CURVES
The precision rate reflects the accuracy of the test results. The precision_recall rates is calculated by the significant number of pixels minus the number of errors and divided them by the total number of pixels. To quantify the performance of a saliency algorithms, we employ Receiver Operating Characteristic (ROC) curves are used to distinguishing salient and non-salient regions. ROC are calculated as ratio of true positive rate over the false positive rate. FIGURE 9 shows the precision_Recall and ROC Curves results of our proposed algorithm (SAMM) against 10 state-of-the-art algorithms. Our proposed method shows better results with better precision_Recall and ROC curves, which is helpful to verify the accuracy of the proposed algorithm.
2) F-MEASURE AND AUC
AUC is the area under the ROC curve. AUC predicts the better performance of the classifier. The value of AUC is calculated based on a true positive rate (TPR) and a false positive rate (FPR). We also employ the F-measure as evaluation standard because there is a mutual relationship between the constraints of accuracy and recall rate. So it is difficult to ensure that they have reached the optimal value. F-measure value can be used to measure balance between accuracy and recall rate. F-measure Values can be calculated as follows
Where Precision = t n p S n p , Recall = t n p g n p . t n p denotes the total number of the pixels inside the predicted salient regions and the number of the salient pixels in ground truth, s n p denotes the total number of the salient pixels in saliency map. g n p denotes the total number of the salient pixels inside ground truth masks. precision represents the accuracy rate and Recall represents the recall rate. In the calculation of the F-measure value, we set the value β 2 to 0.3 same as [13] , [14] , and [38] , which enhances the impact of the accuracy rate. FIGURE 10 shows the graphical F-measure comparison results of our algorithm (SAMM) against ten different saliency detection methods. FIGURE 11 shows the graphical AUC comparison of our algorithm against ten saliency detection algorithms on 6 datasets.
3) MEAN ABSOLUTE ERROR
The mean absolute error (MAE) can be used to measure whether the test results can be consistent with a prominent area. The mean absolute error is defined as the [25] , (c) ES [23] , (d) HS [33] , (e) IT [10] , (f) MAP [15] , (g) MR [16] , (h) MS [11] , (i) RCRR [28] , (j) RSRR [27] , (k) XL [14] , (l) SAMM (Proposed) and (m) GT (Ground Truth), respectively. average absolute error between the detected saliency map and the ground truth map. MAE values are calculated same as calculated in [38] . FIGURE 12 shows graphical MAE comparison of our algorithm against ten saliency detection algorithms on 6 datasets. MAE value can be calculated by the following formula
B. COMPUTATIONAL COST
We analyze the performance of our saliency detection algorithm in contrast to the average computational time cost of saliency map with currently top-performance algorithms. By taking into consideration the systems' different specifications, all experiments of different saliency methods were executed on standard HP Pavilion dv6 workstation with a 2.4GHZ Intel core i3 having 4GB of RAM with the software MATLAB R2015b. Table 3 shows the results of implementation of different saliency algorithms' time cost on one sample image of the datasets MSRA. AMC [25] , ES [23] , HS [33] , IT [10] , MAP [15] , MR [16] , RCRR [28] calculate saliency map in less time. However, our method has advantage over them by having better precision, recall, F-measure and minimum MAE values (Tables 1 and 2 ). Graphical representation of precision_recall and ROC curves of our results against ten state-of-the-art algorithms, AMC [25] , ES [23] , HS [33] , IT [10] , MAP [15] , MR [16] , MS [11] , RCRR [28] , RSRR [27] , SAMM (Proposed), XL [14] on six publicly available datasets.
C. ADAPTIVE THRESHOLDING BASED SEGMENTATION
We also compare our saliency detection method as a preprocessing use in the image segmentation against 10 stateof-the-art saliency detection methods. Various approaches such as [13] use Tsai's moment-preserving adaptive thresholding algorithm [39] to compare the segmentation results. We also use the same method adapted by Ayoub et al. [13] by considering one sample image from each datasets (MSRA, ECSSD, Imgsal, DUT-OMRON, PASCAL-S, MSRA10K) as shown in FIGURE 13. For purpose of illustration, we overlay the original images with saliency maps after binarizing the respective saliency maps moment-preserving thresholding [39] . FIGURE 13 shows the segmentation results.
From FIGURE 13, it can be clearly observed that our algorithm perform well as segmentation results based on our proposed saliency detection method are more close to groundtruth results and remain consistent in most of the cases. Eye-fixation methods ES [23] and IT [10] totally fail to localize the salient object in the segmentation process. These both methods calculate the saliency of each pixel by utilizing color contrast information to the average of the entire image. Therefore, these methods have low probability of finding the salient object when the salient object is large or when it contains similar color values with background. HS [33] method divide the image into different patches and calculated the saliency of each pixel by comparing them inside the patch size. This method cannot locate the object in all cases if the FIGURE 10. Histogram comparison of Precision, recall and F-measure of our results against ten state-of-the-art algorithms, AMC [25] , ES [23] , HS [33] , IT [10] , MAP [15] , MR [16] , MS [11] , RCRR [28] , RSRR [27] , SAMM (Proposed), XL [14] on six publicly available datasets. FIGURE 11. AUC Comparison of our results against ten state-of-the-art algorithms, AMC [25] , ES [23] , HS [33] , IT [10] , MAP [15] , MR [16] , MS [11] , RCRR [28] , RSRR [27] , XL [14] and SAMM (Proposed) on six publicly available datasets. FIGURE 12. MAE Comparison of our results against ten state-of-the-art algorithms, AMC [25] , ES [23] , HS [33] , IT [10] , MAP [15] , MR [16] , MS [11] , RCRR [28] , RSRR [27] , XL [14] and SAMM (Proposed) on six publicly available datasets. salient object lies outside the static patch size. So, in the segmentation process the results are inconsistent. AMC [25] , MR [16] , MS [11] , RCRR [28] , RSRR [27] and XL [14] calculated saliency of the image by utilizing the superpixels and performed the regional-level by comparing the superpixels inside the image. MR [16] , AMC [25] , RCRR [28] FIGURE 13. Segmentation comparison results, on the samples images selected from six publicly available datasets. From top left to right bottom, first row to the last row, Original Images, Ground truths, SAMM (proposed), AMC [25] , ES [23] , HS [33] , IT [10] , MAP [15] , MR [16] , MS [11] , RCRR [28] , RSRR [27] , XL [14] , respectively.
and RSRR [27] used graph based method for salient region estimation. These methods fail to perform well on all types of images due to lack of prior information about eye-fixation points. MS [11] and XL [14] used Bayesian framework to calculate salient inside and outside the foreground region calculated by convex hull and compared the results inside and outside convex hull. These types of methods fails to locate salient object when convex hull cannot predict the accurate salient region. MS [11] also used background suppression method by using guided filter, due to lack of information of foreground, this method cannot give consistent results. Overcoming the existing problems, our proposed method (SAMM) use prior knowledge of foreground by adopting the surroundedness method which helps to estimate the salient region and calculate the saliency by utilizing background and foreground pixels' information. it can be seen that our proposed algorithm (SAMM) can highlight the full resolution saliency map and remains favorable while performing as a preprocessing in the image segmentation methods against ten state-of-the-art algorithms.
D. COMPARISON
In FIGURE 8, an example comparison of the experimental results of the ten different saliency detection methods with the experimental results of the proposed method is shown. For the saliency, the pixel indicates a salient probability when the pixel tends to be white. In FIGURES 9, 10, 11 and 12 graphical comparisons are shown in terms of precision_Recall, F-measure, AUC and MAE. FIGURE 13 shows the segmentation results against ten above mention saliency detection methods to analyze each algorithm as a preprocessing method in image segmentation. Results show that our algorithm can accurately locate the salient target, which is superior to the above ten algorithms on the consistency of the significant target and the suppression of the background. We also show the quantitative results of MAE, AUC and F-measure values of our algorithm and ten other algorithms. Table 1 and  Table 2 show the quantitative comparison results on six publicly available databases. By analyzing Table 1 and Table 2 , it can be seen that on MSRA dataset RSRR shows minimum value of MAE but our algorithm is superior than RSRR by having higher AUC and F-measure values. MS shows greater value of AUC but our algorithm have minimum value of MAE and greater value of F-measure. On ECSSD dataset AMC, MAP, and MS algorithms show better AUC results but our algorithm have better MAE (Minimun), F-measure (Maximum) and better segmentation results than these algorithms. AMC [25] , ES [23] , HS [33] , IT [10] , MAP [15] , MR [16] , RCRR [28] calculate saliency map in less time (table 3) . However, our method has advantage over them, it shows better precision, recall, F-measure, minimum MAE values (Table 1 and Table 2 ) and can be used as a better preprocessing method for image segmentation (FIGURE 13). It can be concluded that the method (SAMM) proposed in this paper is superior to the results of the ten state-of-the-art saliency detection methods. The algorithm presented in this paper is excellent and can meet the requirement of calculating the most prominent object in the picture.
V. CONCLUSION
In this paper, we propose a method to detect salient object by using the enclosed state and Markov model. Different from the previous method of using Markov model for saliency detection, this paper combines the background transcendental cues and the prospect of transcendental cues for saliency detection. Previously, saliency detection methods often only exploit the background cues of the image, while ignoring the effective use of foreground transcendental cues. The excavation of the background transcendental cues in the image usually tends to simply put the image around the background, which often results in an inaccurate detection of the significance of a saliency target near the image boundary. This paper explains the aspects of transcendental cues by using the circumscribed state to detect the approximate region of salient objects by using foreground and background saliency cues of the image. 
