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1. Introduction and preliminaries
Let H be a Hopf algebra, A a right H-comodule algebra, andM,N ∈MHA . The H-comodule HOMA(M,N), consisting of the
rational space of HomA(M,N), was introduced by Ulbrich in [21], where the following classical result was proven:
EndHA (M)#H ∼= ENDA(M)
is an isomorphism of right H-comodule algebras, for any M ∈ HMHA the category of two-sided (A,H)-Hopf modules. More
properties for the HOM-functor were discussed and studied in [6].
The ‘‘big ’’ smash product #(H, A) defined on Hom(M,N) was introduced by Doi in [8], which is an associative algebra
with unit µε. Associated to the HOM-functor, a duality theorem involving the endomorphism algebra of a relative Hopf
module, the ‘‘big ’’ smash product and the usual smash product was given by Menini and Raianu in [12]. That is,
#(H, EndA(M))#H ∼= ENDA(M ⊗ H)
is an isomorphism of algebras, whereH is a Hopf algebrawith bijective antipode S, andM a right (A,H)-Hopfmodule, which
is finitely generated as an A-module.
The purpose of the present paper is to investigate the above results in the case of weak Hopf algebras.
Weak bialgebras (or weak Hopf algebras), as a generalization of ordinary bialgebras (or Hopf algebras) and groupoid
algebras, were introduced by Böhm and Szlachányi in [3] and Szlachányi in [19] (see also their joint work with Nill, [2]). The
main difference between ordinary and weak Hopf algebras comes from the fact that the comultiplication of the latter is no
longer required to preserve the unit (equivalently, the counit is not required to be an algebra homomorphism) and results
in the existence of two canonical subalgebras playing the role of ‘‘non-commutative bases’’ in a ‘‘quantum groupoid’’. On
the other hand, as shown in [18], weak bialgebras can be equivalently described as bialgebroids or ×R-bialgebras defined
by Takeuchi (see [20]) in several ways. For example, a weak bialgebra H can be described as a left×R-bialgebra over R = HL
(see [18]), but it can also be described as a right×R-bialgebra over R = HR (see [1]).
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Perhaps the easiest example of a weak Hopf algebra is a groupoid algebra; other examples are face algebras, quantum
groupoids and generalized Kac algebras (see [9,16,22]). A survey of weak Hopf algebras and their applications may be found
in [16]. The main motivation for studying weak Hopf algebras comes from quantum field theory and operator algebras. It
has turned out that many results of classical Hopf algebra theory can be generalized to weak Hopf algebras.
This paper is organized as follows. In Section 1, we recall some basic definitions and give a summary of the fundamental
properties concerning weak Hopf algebras. In Section 2, based on the work of Ulbrich in [21], we give the concept of weak
two-sided (A,H)-Hopf modules and a construction of HOMA(M,N) over weak Hopf algebras. The main result of this section
is the structure theorem for endomorphism algebras of weak two-sided (A,H)-Hopf modules, stating that the weak smash
product EndHA (M)#H is isomorphic to ENDA(M) as a weak right H-Hopf module and algebra, where M is a weak two-sided
(A,H)-Hopf module. In Section 3, drawing inspiration from the work of Böhm et al. in [2], we define the weak ‘‘big ’’ smash
product #HL(H, A) on HLHom(H, A) which is the space of left H
L-module maps H −→ A. As a consequence, we get an
isomorphism of right H∗-modules HLHom(H,HomA(M,N)) ∼= HomHA (M  H,N  H), where M ∈ MHA and N ∈ MA.
Using it to investigate the endomorphism algebras of weak relative (A,H)-Hopf modules, we obtain the main result of
this section: if H is a weak Hopf algebra with bijective antipode S, andM ∈MHA which is finitely generated as an A-module,
then #HL(H, EndA(M))#H is isomorphic to ENDA(M  H) as an algebra.
We always work over a fixed field k. For a coalgebra C , we write its comultiplication ∆(c) = c1 ⊗ c2, for any c ∈ C; for
a left (right) C-comodule M , we denote its coaction by ρ(m) = m(−1) ⊗ m(0) (ρ(m) = m(0) ⊗ m(1)), for any m ∈ M . Any
unexplained definitions and notations may be found in [14].
In what follows, we recall some concepts and results used in this paper.
Definition 1.1. Let H be both an algebra and a coalgebra. If H satisfies the conditions (1.1)–(1.3) below, then it is called a
weak bialgebra, given in [2]. If it satisfies the conditions (1.1)–(1.4) below, then it is called aweak Hopf algebrawith bijective
antipode S.
For any x, y, z ∈ H ,
∆(xy) = ∆(x)∆(y). (1.1)
∆2(1) = (∆(1)⊗ 1)(1⊗∆(1));∆2(1) = (1⊗∆(1))(∆(1)⊗ 1), (1.2)
where∆2 = (∆⊗ id)∆.
ε(xyz) = ε(xy1)ε(y2z); ε(xyz) = ε(xy2)ε(y1z). (1.3)
x1S(x2) = ε(11x)12; S(x1)x2 = 11ε(x12); S(x1)x2S(x3) = S(x), (1.4)
where∆(1) = 11 ⊗ 12.
For any weak bialgebra H , define the maps ⊓L,⊓R : H −→ H by the formulas
⊓L(h) = ε(11h)12; ⊓R(h) = 11ε(h12).
Denote by HL the image ⊓L(H) and by HR the image ⊓R(H), where HL and HR are respectively called the target algebra
and the source algebra of the weak bialgebra H (see [2]).
Note that if H is a weak bialgebra, then H is an ordinary bialgebra if and only if∆(1) = 1⊗ 1, and ε is an algebra map.
By [2, Theorem 2.10], the antipode S of a weak Hopf algebra H is anti-multiplicative and anti-comultiplicative; that is,
for any h, g ∈ H ,
S(hg) = S(g)S(h),
S(h)1 ⊗ S(h)2 = S(h2)⊗ S(h1).
The unit and counit are S-invariants; that is, S(1) = 1, ε ◦ S = ε.
H is always considered as a weak Hopf algebra. The following results (W1)–(W11) are given in [2].
For any for any h, g ∈ H ,
S ◦ ⊓R = ⊓L ◦ S = ⊓L ◦ ⊓R, S ◦ ⊓L = ⊓R ◦ S = ⊓R ◦ ⊓L. (W1)
⊓R(h1)⊗ h2 = 11 ⊗ h12, h1 ⊗ ⊓L(h2) = 11h⊗ 12. (W2)
ε(h ⊓L (g)) = ε(hg), ε(⊓R(h)g) = ε(hg). (W3)
⊓L(h ⊓L (g)) = ⊓L(hg), ⊓R(⊓R(h)g) = ⊓R(hg). (W4)
⊓L(h) = ε(S(h)11)12, ⊓R(h) = 11ε(12S(h)). (W5)
⊓L ◦ ⊓L = ⊓L, ⊓R ◦ ⊓R = ⊓R. (W6)
h1 ⊗ ⊓R(h2) = h11 ⊗ S(12), ⊓L(h1)⊗ h2 = S(11)⊗ 12h. (W7)
h ⊓L (g) = ε(h1g)h2, ⊓R(h)g = g1ε(hg2). (W8)
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For any x ∈ HL and y ∈ HR,
∆(1) = 11 ⊗ 12 ∈ HR ⊗ HL, xy = yx. (W9)
∆(x) = 11x⊗ 12, ∆(y) = 11 ⊗ y12. (W10)
xS(11)⊗ 12 = S(11)⊗ 12x, y11 ⊗ S(12) = 11 ⊗ S(12)y. (W11)
The following results (W12)–(W14) are given in [25,23].
S−1 is anti-multiplicative and anti-comultiplicative such that
εS−1 = ε, S−1(1) = 1. (W12)
S−1(h2)h1 = ⊓L(S−1(h)) = 12ε(h11), h2S−1(h1) = ⊓R(S−1(h)) = 11ε(12h). (W13)
S−1 ◦ ⊓R = ⊓L ◦ S−1, S−1 ◦ ⊓L = ⊓R ◦ S−1. (W14)
Definition 1.2. Let H be a weak bialgebra, and A a right H-comodule, which is also an algebra, such that
ρA(ab) = ρA(a)ρA(b), (1.5)
ρA(1A)(a⊗ 1H) = (id⊗ ⊓L)ρA(a), (1.6)
for any a, b ∈ A. In this case, we call A a weak right H-comodule algebra (see [15]).
Definition 1.3. Let H be a weak Hopf algebra and A a weak right H-comodule algebra.
(1) IfM is both a left A-module and a right H-comodule such that, for anym ∈ M, a ∈ A,
ρM(a ·m) = a(0) ·m(0) ⊗ a(1)m(1), (1.7)
thenM is called a weak left–right (A,H)-Hopf module.
(2) IfM is both a right A-module and a right H-comodule such that, for anym ∈ M, a ∈ A,
ρM(m · a) = m(0) · a(0) ⊗m(1)a(1), (1.8)
thenM is called a weak right (A,H)-Hopf module (see [4]).
The category of weak left–right (or right) (A,H)-Hopf module will be denoted by AMH (orMHA ).
Let A be a weak right H-comodule algebra. Then, A is a weak left–right (or right) (A,H)-Hopf module with left (or right)
A-module structure given by its multiplication.
Definition 1.4. Let H be a weak bialgebra. The k-algebra A is called a weak left H-module algebra, introduced by Nikshych
in [15], if A is a left H-module via h⊗ a −→ h · a such that, for any a, b ∈ A and h ∈ H ,
h · (ab) = (h1 · a)(h2 · b), (1.9)
h · 1A = ⊓L(h) · 1A. (1.10)
Definition 1.5. Let H be a weak Hopf algebra and A a weak left H-module algebra. A weak smash product A#H of A and H is
defined on a k-vector space A⊗HL H , where H is a left HL-module via its multiplication and A is a right HL-module via
a · x = S−1(x) · a = a(x · 1A), a ∈ A, x ∈ HL.
Its multiplication is given by the familiar formula: for any a, b ∈ A and g, h ∈ H ,
(a#h)(b#g) = a(h1 · b)#h2g. (1.11)
Then, by [11], A#H is an associative algebra with unit 1#1.
2. The structure theorem for endomorphism algebras of weak two-sided (A,H)-Hopf modules
In this section, we always assume that H is a weak Hopf algebra, A is a weak right H-comodule algebra, and mainly give
the structure theorem for endomorphism algebras of weak two-sided (A,H)-Hopf modules.
Definition 2.1. Denote by HMHA the category whose objects are right A-moduleM which are also left H-modules and right
H-comodules such that the following conditions hold.
(1) M is a left H and right A bimodule,
(2) M is a weak right (A,H)-Hopf module,
(3) M is a weak left–right H-Hopf module.
The morphisms in the category are the left H-module, right A-module and right H-comodule maps.
In what follows, we call HMHA the category of weak two-sided (A,H)-Hopf modules.
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Example 2.2. (1) Let M ∈ MHA . Then, the relative tensor product H ⊗HR M on the target algebra HR is a weak two-sided
(A,H)-Hopf module whose actions and coaction are given by
g ⇀ (h⊗m) = gh⊗m,
(h⊗m) ↼ a = h⊗m · a,
ρ(h⊗m) = h1 ⊗m(0) ⊗ h2m(1)
for any g, h ∈ H, a ∈ A,m ∈ M .
Here, H is a right HR-module via its multiplication, andM is a left HR-module via
hR •m = m(0)ε(hRm(1)). (2.1)
It is easy to see that H ⊗HR M is both a left H-module and a right A-module. By [18], H ⊗HR M is a right H-comodule;
hence it is a weak two-sided (A,H)-Hopf module. In particular, H ⊗HR A is a weak two-sided (A,H)-Hopf module.
(2) Let N ∈ MA, and N  H = {n · 1(0) ⊗ h1(1)| for any n ∈ N, h ∈ H}. Then, N  H ∈ HMHA , whose actions and coaction
are given by
g ⇁ (n  h) = n  gh,
(n  h) ↽ a = n · a(0)  ha(1),
ρ(n  h) = n  h1 ⊗ h2.
In fact, by [5, Lemma 2.1], N  H ∼= N ⊗A C, where C = {a · 1(0) ⊗ h1(1)| for any a ∈ A, h ∈ H} is an A-coring, so N  H
is a right C-comodule.MHA ∼=MC (see [5, Proposition 2.2 ]) implies that N  H is inMHA . It is easy to show that N  H is an
(H, A)-bimodule and a weak left–right H-Hopf module; thus N  H is a weak two-sided (A,H)-Hopf module.
LetM ∈MHA . Then, for anym ∈ M ,
m(0) ⊗ ⊓R(m(1)) = m · 1(0) ⊗ S(1(1)). (W15)
In particular, a(0) ⊗ ⊓R(a(1)) = a1(0) ⊗ S(1(1)). This is because
m(0) ⊗ ⊓R(m(1)) = m(0) ⊗ 11ε(m(1)12) = m(0) · 1(0) ⊗ 11ε(m(1)1(1)12)
= m(0) · 1(0) ⊗ 11ε(m(1)1(1)1)ε(1(1)212)
= m · 1(0) ⊗ 11ε(1(1)12) = m · 1(0) ⊗ ⊓R(1(1))
= m · 1(0) ⊗ ⊓R ⊓L (1(1)) (W1)= m · 1(0) ⊗ S ⊓L (1(1))
= m · 1(0) ⊗ S(1(1)).
LetM,N ∈MHA . Define ρ(f ) ∈ HomA(M,N ⊗ H) by
ρ(f )(m) = f (m(0))(0) ⊗ f (m(0))(1)S(m(1)) (2.2)
for any f ∈ HomA(M,N),m ∈ M , where N ⊗ H is a right A-module via (n⊗ h) · a = n · a⊗ h.
Then, by (1.6), ρ(f ) is a right A-module map.
LetM,N ∈MHA . Define
(f ← x)(m) = f (x •m) (2.3)
for any f ∈ HomA(M,N) and x ∈ HR, where M is a left HR-module as in (2.1). It is easy to see that HomA(M,N) is a right
HR-module.
A right A-linear map f : M −→ N is called rational if there exists an element fi ⊗ fj ∈ HomA(M,N)⊗ H such that
(fi ← 11)(m)⊗ fj12 = f (m(0))(0) ⊗ f (m(0))(1)S(m(1)) (2.4)
for anym ∈ M , where∆(1) = 11 ⊗ 12.
Define HOMA(M,N) = {f ∈ HomA(M,N)|f is rational}. Note that HomA(M,N) ⊗ H may be viewed as a submodule of
HomA(M,N ⊗ H), and by (2.2) and (2.4), for any f ∈ HOMA(M,N), we know that
ρ(f ) = (fi ← 11)⊗ fj12. (2.5)
In the following, we denote ρ(f ) by f(0) ⊗ f(1) for f ∈ HOMA(M,N).
Remark 2.3. LetM,N ∈MHA . Then (2.4) is equivalent to
ρ(f (m)) = f(0)(m(0))⊗ f(1)m(1) (2.6)
for anym ∈ M and f ∈ HomA(M,N).
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Indeed, if (2.4) holds, then, for anym ∈ M, f ∈ HomA(M,N),
f(0)(m(0))⊗ f(1)m(1) (2.4)= f (m(0))(0) ⊗ f (m(0))(1)S(m(1)1)m(1)2
= f (m(0))(0) ⊗ f (m(0))(1) ⊓R (m(1))
(W15)= f (m · 1(0))(0) ⊗ f (m · 1(0))(1)S(1(1))
= f (m)(0) · 1(0)(0) ⊗ f (m)(1)1(0)(1)S(1(1))
= f (m)(0) · 1(0) ⊗ f (m)(1)1(1) = f (m)(0) ⊗ f (m)(1).
Conversely, if (2.6) holds, then we get
f (m(0))(0) ⊗ f (m(0))(1)S(m(1)) (2.6)= f(0)(m(0))⊗ f(1)m(1)1S(m(1)2)
= f(0)(m(0))⊗ f(1) ⊓L (m(1))
= (fi ← 11)(m(0))⊗ fj12 ⊓L (m(1))
(2.3)= fi(11 •m(0))⊗ fj12 ⊓L (m(1))
= fi(m(0))ε(11m(1)1)⊗ fj12 ⊓L (m(1)2)
(W2)= fi(m(0))ε(111′1m(1))⊗ fj121′2
= fi(m(0))ε(11m(1))⊗ fj12 = fi(11 •m)⊗ fj12
= (fi ← 11)(m)⊗ fj12 = f(0)(m)⊗ f(1).
Lemma 2.4. Let M,N ∈MHA . Then the following hold.
(1) ρ(f ) ∈ HOMA(M,N)⊗ H for any f ∈ HOMA(M,N), and HOMA(M,N) is a right H-comodule.
(2) ENDA(M) is a weak right H-comodule algebra.
(3) HOMA(M,N)coH = HomHA (M,N). In particular, HOM(M,N)coH = HomH(M,N).
Proof. (1) For anym ∈ M , by (2.2) and (2.4), we get
ρ(f(0))(m)⊗ f(1) = f(0)(m(0))(0) ⊗ f(0)(m(0))(1)S(m(1))⊗ f(1)
= f (m(0))(0) ⊗ f (m(0))(1)1S(m(1)2)⊗ f (m(0))(1)2S(m(1)1)
= f(0)(m)⊗ f(1)1 ⊗ f(1)2;
so, (ρ ⊗ id)ρ(f ) = (id⊗∆)ρ(f ) for the comultiplication∆ of H . This also implies that ρ(f ) lies in HOMA(M,N)⊗ H . Since
k is a field, HOMA(M,N) is the pull back for ρ and the map ψ : HomA(M,N) ⊗ H −→ HomA(M,N ⊗ H), and (−) ⊗ H
preserves finite limits. Thus, HOMA(M,N)⊗H is the pull back for ρ⊗ id andψ ⊗ id, and (ρ⊗ id)ρ(f ) ∈ Im(ψ ⊗ id) implies
that ρ(f ) ∈ HOMA(M,N)⊗ H .
In what follows, we have only to show that
(id⊗ ε)(ρ(f )(m)) (2.2)= f (m(0))(0)ε(f (m(0))(1)S(m(1)))
(W3)= f (m(0))(0)ε(⊓R(f (m(0))(1))S(m(1)))
(W15)= f (m(0) · 1(0))ε(S(1(1))S(m(1)))
= f (m).
(2) According to (1), we know that ENDA(M) is a right H-comodule. In what follows, we need to show that ρ is a
multiplication map and that id(0)f ⊗ id(1) = f(0) ⊗ ⊓L(f(1)) for any f ∈ ENDA(M) in order to prove that ENDA(M) is a
weak right H-comodule algebra.
For anym ∈ M, f ∈ ENDA(M), the definition of f(0) ⊗ f(1) implies that
f (m(0))⊗ S(m(1)) = f(0)(m)(0) ⊗ S(f(0)(m)(1))f(1).
In fact, for anym ∈ M , and f ∈ ENDA(M), we have
f(0)(m)⊗ f(1) = f (m(0))(0) ⊗ f (m(0))(1)S(m(1)).
1138 Y. Wang, L.Y. Zhang / Journal of Pure and Applied Algebra 215 (2011) 1133–1145
Applying first ρ⊗ id, second id⊗ S⊗ id and third id⊗µ (µ is the multiplication of H) into the above equality, by (W15),
we obtain
(id⊗ µ)(id⊗ S ⊗ id)(ρ ⊗ id)(f (m(0))(0) ⊗ f (m(0))(1)S(m(1))) = f (m(0))(0) ⊗ S(f (m(0))(1)1)f (m(0))(1)2S(m(1))
= f (m(0))(0) ⊗ ⊓R(f (m(0))(1))S(m(1))
= f (m(0)) · 1(0) ⊗ S(1(1))S(m(1))
= f (m(0)) · 1(0) ⊗ S(m(1)1(1)) = f (m(0))⊗ S(m(1)),
(id⊗ µ)(id⊗ S ⊗ id)(ρ ⊗ id)(f(0)(m)⊗ f(1)) = f(0)(m)(0) ⊗ S(f(0)(m)(1))f(1).
By the above discussion, for anym ∈ M , and f , g ∈ ENDA(M), we have
ρ(gf )(m) = (gf (m(0)))(0) ⊗ (gf (m(0)))(1)S(m(1))
= g(f(0)(m)(0))(0) ⊗ g(f(0)(m)(0))(1)S(f(0)(m)(1))f(1)
= g(0)f(0)(m)⊗ g(1)f(1);
so, ρ is a multiplication map. In the following, we show that
f(0)(m)⊗ ⊓L(f(1)) = f (m)(0) ⊗ ⊓L(f (m)(1)). (W16)
In fact,
f(0)(m)⊗ ⊓L(f(1)) = f (m(0))(0) ⊗ ⊓L(f (m(0))(1)S(m(1)))
(W4)= f (m(0))(0) ⊗ ⊓L(f (m(0))(1) ⊓L S(m(1)))
(W1)= f (m(0))(0) ⊗ ⊓L(f (m(0))(1) ⊓L ⊓R(m(1)))
= f (m(0))(0) ⊗ ⊓L(f (m(0))(1) ⊓R (m(1)))
= f (m)(0) · 1(0)(0) ⊗ ⊓L(f (m)(1)1(0)(1)S(1(1)))
= f (m)(0) · 1(0) ⊗ ⊓L(f (m)(1)1(1)) = f (m)(0) ⊗ ⊓L(f (m)(1)).
It is obvious that id ∈ ENDA(M) by (2.2) and (2.4). Moreover,
(id(0)f )(m)⊗ id(1) = id(0)(f (m))⊗ id(1)
= id(f (m)(0))(0) ⊗ id(f (m)(0))(1)S(f (m)(1))
= f (m)(0) ⊗ f (m)(1)1S(f (m)(1)2)
= f (m)(0) ⊗ ⊓L(f (m)(1));
so, by (W16), we know that id(0)f ⊗ id(1) = f(0) ⊗ ⊓L(f(1)).
(3) For any f ∈ HOMA(M,N)coH andm ∈ M , we have
f (m)(0) ⊗ f (m)(1) (2.6)= f(0)(m(0))⊗ ⊓L(f(1))m(1)
= f (m(0))(0) ⊗ ⊓L(f (m(0))(1)S(m(1)1))m(1)2
(W3)= f (m(0))(0) ⊗ ε(11 ⊓L (f (m(0))(1)S(m(1)1)))12m(1)2
= f (m(0))(0) ⊗ ε(⊓L(f (m(0))(1)S(m(1)1))11)12m(1)2
= f (m(0))(0) ⊗ ε(f (m(0))(1)S(m(1)1)11)12m(1)2
= f (m(0))(0) ⊗ ε(⊓R(f (m(0))(1))S(m(1)1)11)12m(1)2
= f (m(0)) · 1(0) ⊗ ε(S(1(1))S(m(1)1)11)12m(1)2
= f (m(0) · 1(0))⊗ ε(S(m(1)11(1))11)12m(1)2
= f (m(0))⊗ ε(S(m(1)1)11)12m(1)2
(W5)= f (m(0))⊗ ⊓L(m(1)1)m(1)2 = f (m(0))⊗m(1);
so, by (W6), f is a right H-comodule map, and hence f ∈ HomHA (M,N). Conversely, for any f ∈ HomHA (M,N),
ρ(f )(m) = f (m(0))(0) ⊗ f (m(0))(1)S(m(1))
= f (m(0)(0))⊗m(0)(1)S(m(1))
= f (m(0))⊗ ⊓L(m(1)) = f (m(0))⊗ ε(11m(1))12
(2.1)= f (11 •m)⊗ 12 (2.3)= (f ← 11)(m)⊗ 12;
so, f ∈ HOMA(M,N)coH , which completes this proof. 
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LetM ∈ HMHA and N ∈MHA . Then, HomA(M,N) is a right H-module via
(f ↼ h)(m) = f (h ·m). (2.7)
Lemma 2.5. Let M ∈ HMHA ,N ∈MHA . Then HOMA(M,N) is a weak right H-Hopf module.
Proof. First, we show that HOMA(M,N) is a right H-submodule of HomA(M,N).
For any f ∈ HOMA(M,N) and h ∈ H , it is easy to see that f ↼ h is a right A-module map. In what follows, we need to
show that f ↼ h ∈ HOMA(M,N).
In fact, for any f ∈ HOMA(M,N), we have
ρ(f ↼ h)(m)
(2.2)= (f ↼ h)(m(0))(0) ⊗ (f ↼ h)(m(0))(1)S(m(1))
(2.7)= f (h ·m(0))(0) ⊗ f (h ·m(0))(1)S(m(1))
= f (h11 ·m(0))(0) ⊗ f (h11 ·m(0))(1)S(12m(1))
(W7)= f (h1 ·m(0))(0) ⊗ f (h1 ·m(0))(1)S(m(1)) ⊓R (h2)
= f (h1 ·m(0))(0) ⊗ f (h1 ·m(0))(1)S(m(1))S(h2)h3
= f (h1 ·m(0))(0) ⊗ f (h1 ·m(0))(1)S(h2m(1))h3,
((f(0) ↼ h1)   ← 11)(m)⊗ f(1)h2   12 (2.3)= (f(0) ↼ h1)(11 •m)⊗ f(1)h212
= (f(0) ↼ h1)(m(0)ε(11m(1)))⊗ f(1)h212
= f(0)(h1 ·m(0))⊗ f(1)h212ε(11m(1))
(2.5)= f ((h1 ·m(0))(0))(0) ⊗ f ((h1 ·m(0))(0))(1)S((h1 ·m(0))(1))h2 ⊓L (m(1))
= f (h1 ·m(0))(0) ⊗ f (h1 ·m(0))(1)S(h2m(1)1)h3 ⊓L (m(1)2)
(W8)= f (h1 ·m(0))(0) ⊗ f (h1 ·m(0))(1)S(h2m(1)1)ε(h3m(1)2)h4
= f (h1 ·m(0))(0) ⊗ f (h1 ·m(0))(1)S(h2m(1))h3.
By (2.5), we know that f ↼ h ∈ HOMA(M,N); that is, HOMA(M,N) is a right H-submodule of HomA(M,N).
Second, we need to show that ρ(f ↼ h) = f(0) ↼ h1 ⊗ f(1)h2.
In fact, by the above proof, we get
ρ(f ↼ h)(m) = f (h1 ·m(0))(0) ⊗ f (h1 ·m(0))(1)S(m(1))S(h2)h3
= f ((h1 ·m)(0))(0) ⊗ f ((h1 ·m)(0))(1)S((h1 ·m)(1))h2
(2.4)= f(0)(h1 ·m)⊗ f(1)h2 = (f(0) ↼ h1)(m)⊗ f(1)h2.
The proof is completed. 
Lemma 2.6. Let M ∈ HMHA . Define
(h ⇀ f )(m) = h1 · f (S(h2) ·m), (2.8)
for any h ∈ H, f ∈EndHA (M). Then
(1) EndHA (M) is a weak left H-module algebra via the action ‘‘⇀’’, as in (2.8).
(2) There exists an algebra map
Φ : EndHA (M)#H −→ ENDA(M), f#h −→ f ↼ h.
Proof. (1) Every element f ∈ EndHA (M), is a left HR-module map, since, for any y ∈ HR andm ∈ M ,
y · f (m) = y1 · f (m)(0)ε(y2f (m)(1)) (W10)= 11 · f (m)(0)ε(y12f (m)(1))
= f (m)(0)ε(yf (m)(1)) = f (m(0))ε(ym(1))
= f (11 ·m(0))ε(y12m(1)) = f (y1 ·m(0))ε(y2m(1))
= f (y ·m).
So, for any f , g ∈ EndHA (M), h ∈ H andm ∈ M , we have
(h1 ⇀ f )(h2 ⇀ g)(m) = (h1 ⇀ f )(h2 · g(S(h2) ·m))
= h1 · f (S(h2) · (h3 · g(S(h4) ·m)))
= h1 · f (⊓R(h2) · g(S(h3) ·m))
= h1 · f (g(⊓R(h2)S(h3) ·m))
(1.4)= h1 · f (g(S(h2) ·m)) = (h ⇀ (fg))(m),
(h ⇀ id)(m) = h1S(h2) ·m = ⊓L(h) ·m.
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Hence, by (W6), we know that h ⇀ id = ⊓L(h) ⇀ id. It is obvious that EndHA (M) is both an algebra and a left H-module
via the action ‘‘⇀’’; so, EndHA (M) is a weak left H-module algebra.
(2) By Lemma 2.4(3) and the above conclusion (1), it is easy to see that the map Φ is well defined. Moreover, for any
f , g ∈ EndHA (M), h, h′ ∈ H , andm ∈ M ,
Φ((f#h)(g#h′))(m) = Φ(f (h1 ⇀ g)#h2h′)(m)
= (f (h1 ⇀ g) ↼ (h2h′))(m) = f (h1 ⇀ g)(h2h′ ·m)
= f (h1 · g(S(h2)h3h′ ·m)) = f (h1 · g(⊓R(h2)h′ ·m))
= f (h1 ⊓R (h2) · g(h′ ·m)) = f (h · g(h′ ·m))
= Φ(f#h)Φ(g#h′)(m);
so,Φ is a multiplication map. It is obvious thatΦ(id#1H) = id; so,Φ is an algebra map, which complete our proof. 
The second part of the following conclusion extends Theorem 2.4 in [21].
Theorem 2.7. Let N ∈MHA . Then the following assertions hold.
(1) There exists an isomorphism of weak right (A,H)-Hopf modules
N ∼= HOMA(A,N),
where HOMA(A,N) is a right A-module via (f ↽ a)(b) = f (ab).
(2) Assume, moreover, that M ∈ HMHA . Then
HomHA (M,N)⊗HL H −→ HOMA(M,N), g ⊗ h −→ g ↼ h
is an isomorphism of weak right H-Hopf modules. Furthermore,
EndHA (M)#H −→ ENDA(M), g#h −→ g ↼ h
is an isomorphism of weak right H-Hopf modules and algebras.
Proof. (1) We have a well-defined map
φ : N −→ HOMA(A,N), φ(n)(a) = n · a,
since ρ(φ(n))(a) = (φ(n(0))← 11)(a)⊗ n(1)12 for any n ∈ N and a ∈ A. It is easy to show that
ϕ : HOMA(A,N) −→ N, f −→ f (1)
is the inverse of φ.
In a similar way to Lemma 2.5, we know HOMA(A,N) is a weak right (A,H)-Hopf module. It remains to prove that ϕ is a
weak right (A,H)-Hopf module map.
In fact, for any a ∈ A, f ∈ HOMA(A,N),
ϕ(f )(0) ⊗ ϕ(f )(1) = f (1)(0) ⊗ f (1)(1) (2.6)= f(0)(1(0))⊗ f(1)1(1)
= (f(0) ↽ 1(0))(1)⊗ f(1)1(1) = f(0)(1)⊗ f(1)
= ϕ(f(0))⊗ f(1),
ϕ(f ↽ a) = (f ↽ a)(1) = f (a) = f (1) · a = ϕ(f ) · a.
(2) The conclusion follows from Theorem 3.9 in [2] and Lemmas 2.4(3), 2.5 and 2.6, which completes our proof. 
By Theorem 2.7, we have the following.
Remark 2.8. (1) By Theorem 2.7(1), A ∼= ENDA(A) as weak right H-comodule algebras. In particular, H ∼= ENDH(H) as
algebras.
(2) Let N ∈MHH . By Theorem 2.7(1), we have N ∼= HOMH(H,N) as weak right H-Hopf modules.
(3) LetM ∈MHA . Then, by Example 2.2(1) and Theorem2.7(2), there exists an isomorphismofweak rightH-Hopfmodules
and algebras
EndHA (H ⊗HR M)#H ∼= ENDA(H ⊗HR M).
In particular, we have two isomorphism of algebras as follows:
EndHA (H ⊗HR A)#H ∼= ENDA(H ⊗HR A),
EndHHR(H)#H
∼= ENDHR(H),
since HR is a weak right H-comodule algebra by (W10) and H ⊗HR HR ∼= H .
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(4) LetN ∈MA. Then, by Example 2.2(2) and Theorem 2.7(2), there exists an isomorphism of weak rightH-Hopfmodules
and algebras
EndHA (N  H)#H ∼= ENDA(N  H).
In particular,
EndHA (A  H)#H ∼= ENDA(A  H).
In what follows, we always denote AcoH by B.
(5) Let N ∈ MA. Then, it is easy to see that N ⊗B A is inMHA with action and coaction given by (n⊗ a) · b = n⊗ ab and
ρ(n⊗ a) = n⊗ a(0) ⊗ a(1) for any a, b ∈ A, n ∈ N . In particular, A⊗B A ∈MHA . Assume that B ⊂ A is a weak right H-Galois
extension (that is, the map β : A ⊗B A −→ A  H, a ⊗ b −→ ab(0) ⊗ b(1) is bijective, see [10]), and A is faithfully flat as a
left B-module. It is easy to see that β is a right A-module map. Hence, we obtain
N  H ∼= N ⊗A A  H ∼= N ⊗A A⊗B A ∼= N ⊗B A
as right A-modules. Moreover, we get
ENDA(N ⊗B A)coH = EndHA (N ⊗B A) ∼= EndB(N),
since the functor⊗BA is an equivalence betweenMHA andMB, according to [5]. Then, by (4) and Theorem 2.7(2),
EndB(N)#H ∼= ENDA(N ⊗B A)
as weak right H-comodule algebras, which extends Corollary 2.4 in [13].
(6) By [24], if there exists a rightH-comodule algebramap γ : H −→ A, then A is in HMHA , where the left and right actions
of A are given by h ≻ a = γ (h)a and its multiplication, respectively. So, by (1), Theorem 2.7(2) and Lemma 2.4(3), we obtain
the structure theorem for weak comodule algebras given in [24]: there exists an algebra isomorphism as follows:
B#H ∼= A.
(7) Let D be a weak left H-module algebra. By [17], D ⊂ D#H is a weak right H-Galois extension. Thus, by Lemma 2.6 and
Theorem 2.7(2), EndHA (M) ⊂ ENDA(M) is a weak right H-Galois extension for anyM ∈ HMHA .
3. The duality theorem for weak ‘‘big ’’ smash products
In this section, we assume that H is a weak Hopf algebra and that A a weak right H-comodule algebra.
Define a right HR-action as follows:
a  y = a(0)ε(a(1)y), (3.1)
for any y ∈ HR, a ∈ A. Since any right H-comoduleM is a left H-comodule with coactionm −→ S(m(1))⊗m(0), A is a right
HR-module via the action as in (3.1) by Eq. (7.4) in [18]. In particular, a(0)  ⊓R(a(1)) = a. If let x  a = a  S−1(x) for
x ∈ HL and a ∈ A, then A is also a left HL-module.
Definition 3.1. The weak ‘‘big ’’ smash product #HL(H, A) is defined as follows.
#HL(H, A) = HLHom(H, A) as k-spaces with multiplication given by
(fg)(h) = f (g(h2)(1)h1)g(h2)(0), (3.2)
for any f , g ∈ #HL(H, A) and h ∈ H , where A is a left HL-module via the above action ‘‘’’ and HLHom(H, A) is the set of left
HL-module maps H −→ A.
Since A is a right H-comodule algebra, Aop is a right Hop-comodule algebra. Define a map
χ : Aop ⊗ Hop → Aop ⊗ Hop, a⊗ h → a  1(0) ⊗ h  1(1) = 1(0)a⊗ 1(1)h,
where ‘‘’’ denotes multiplications in the opposite algebras. Then, by [5, Lemma 2.1],C = Imχ is an Aop-coring. Now, view A
(or Aop) as a leftH-comodule (orHop-comodule) via a −→ S(a(1))⊗a(0), andH as a leftH-comodule via its comultiplication.
Then, by [18, Remark 7.5], C ∼= A ⊗HL H as Aop-corings. With this identification, the ‘‘big ’’ smash product described in
Definition 3.1 is simply the left dual ring of C, and then an associative algebra with identity µε, computed explicitly in
[5, Proposition 2.4].
LetM ∈MHA and N ∈MA. Define
m ▹ x = m(0)ε(S−1(x)m(1)), (3.3)
for any x ∈ HL, m ∈ M . In a similar way to Eq. (3.1), we know that M is a right HL-module via the action (3.3). Let
(x I g)(m) = g(m ▹ x) for any g ∈ HomA(M,N), x ∈ HL and m ∈ M . Then, HomA(M,N) is a left HL-module. In what
follows, HomA(M,N) is always a left HL-module via the above left HL-action.
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Proposition 3.2. Let M ∈ MHA and N ∈ MA. Assume that M  H and N  H are right A-modules and right H-comodules, as in
Example 2.2(2). Then, the following assertions hold.
(1) HLHom(H,HomA(M,N)) ∼= HomHA (MH,NH) as right H∗-modules, where HLHom(H,HomA(M,N)) is a right H∗-module
via
(f · h∗)(h) = f (h∗ · h) = h∗(h2)f (h1), (3.4)
and HomHA (M  H,N  H) is a right H
∗-module via
(u · h∗)(m  h) = h∗(m(1)S(h1))u(m(0)  h2). (3.5)
(2) The isomorphism for (1) induces an algebra map via λ:
#HL(H, ENDA(M)) −→ EndHA (M  H).
Proof. (1) By the definitions as in (3.4) and (3.5), it is easy to see that the given two H∗-module structures are well defined.
It is obvious that HLHom(H,HomA(M,N)) is a right H
∗-module. It is not difficult to check that u · (h∗g∗) = (u · h∗) · g∗
for any u ∈ HomHA (M  H,N  H) and h∗, g∗ ∈ H∗. Hence, by (W3), HomHA (M  H,N  H) is a right H∗-module, because
(u · ε)(m  h) = u(m(0)  h2)ε(m(1)S(h1))
= u(m(0) · 1(0)  h2)ε(m(1)1(1)S(h1))
= u(m(0) · 1(0)  h2)ε(m(1)1(1)1)ε(1(1)2S(h1))
= u(m · 1(0)  h2)ε(1(1)S(h1))
= u(m · 1(0)  h212)ε(1(1)S(11)S(h1))
(W11)= u(m · 1(0)  h2121(1))ε(S(11)S(h1))
= u(m · 1(0)  h1(1)) = u(m  h).
Next, we have a well-defined map.
λ : HLHom(H,HomA(M,N)) −→ HomHA (M  H,N  H),
given by
λ(f )(m  h) = f (m(1)S(h1))(m(0))  h2. (3.6)
In fact, for anym ∈ M , h ∈ H and f ∈ HLHom(H,HomA(M,N)),
λ(f )(m  h) = λ(f )(m · 1(0) ⊗ h1(1))
(3.6)= f (m(1)1(0)(1)S(h11(1)1))(m(0) · 1(0))⊗ h21(1)2
= f (m(1) ⊓L (1(1)1)S(h1))(m(0) · 1(0))⊗ h21(1)2
(W7)= f (m(1)S(11)S(h1))(m(0) · 1(0))⊗ h2121(1)
= f (m(1)S(h1))(m(0) · 1(0))⊗ h21(1)
= f (m(1)S(h1))(m(0)) · 1(0) ⊗ h21(1) ∈ N  H,
and by (W7) and (1.1), λ(f ) is a right A-module map. It is straightforward that λ(f ) is also a right H-comodule map.
In what follows, we show that λ is a bijection with inverse:
α : HomHA (M  H,N  H) −→ HLHom(H,HomA(M,N))
by
α(u)(h)(m) = (id⊗ ε)u(m(0)  S−1(h)m(1)). (3.7)
The map α is well defined. Since, for any x ∈ HL, u ∈ HomHA (M  H,N  H),m ∈ M and h ∈ H ,
(x I α(u)(h))(m)
(3.3)= α(u)(h)(m ▹ x) = α(u)(h)(m(0))ε(S−1(x)m(1))
= (id⊗ ε)u(m(0)  S−1(h)m(1)1)ε(S−1(x)m(1)2)
(W8)= (id⊗ ε)u(m(0)  S−1(h) ⊓R S−1(x)m(1))
(W14)= (id⊗ ε)u(m(0)  S−1(h)S−1 ⊓L (x)m(1))
= (id⊗ ε)u(m(0)  S−1(h)S−1(x)m(1))
= (id⊗ ε)u(m(0)  S−1(xh)m(1)) = α(u)(xh)(m),
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α(u) is a left HL-module map. It is easy to check that α(u)(h) is right A-module map.
Now we calculate that
λ(α(u))(m  h) = α(u)(m(1)S(h1))(m(0))  h2
(3.7)= (id⊗ ε)u(m(0)  h1S−1(m(1)2)m(1)1)  h2
(W13)= (id⊗ ε)u(m(0)  h1 ⊓L S−1(m(1)))  h2
= (id⊗ ε)u(m(0)  h1S−1 ⊓R (m(1)))  h2
(W15)= (id⊗ ε)u(m · 1(0)  h11(1))  h2
= (id⊗ ε)u(m  h1)  h2 = (id⊗ ε)u(m  h)(0)  u(m  h)(1)
(u is a right H-comodule map)
= u(m  h)((id⊗ ε)(ni  hi1)  hi2 = ni  hi)
α(λ(f ))(h)(m) = (id⊗ ε)(λ(f )(m(0)  S−1(h)m(1)))
(3.6)= (id⊗ ε)(f (m(1)1S(m(1)2)h2)(m(0))  S−1(h1)m(1)3)
= (id⊗ ε)(f (⊓L(m(1)1)h2)(m(0))  S−1(h1)m(1)2)
= (id⊗ ε)(f (S(11)h2)(m(0))  S−1(h1)12m(1))
= (id⊗ ε)(f (12h2)(m(0))  S−1(h1)S−1(11)m(1))
(1.1)= (id⊗ ε)(f (h2)(m(0))  S−1(h1)m(1))
= f (h2)(m(0))ε(S−1(h1)m(1)) (W3)= f (h2)(m(0))ε(⊓RS−1(h1)m(1))
= f (h2)(m(0))ε(S−1 ⊓L (h1)m(1)) = f (12h)(m(0))ε(S−1S(11)m(1))
= f (12h)(m(0))ε(11m(1)) = f (⊓L(m(1))h)(m(0))
= (⊓L(m(1)) I f (h))(m(0)) = f (h)(m(0) ▹ ⊓L(m(1)))
= f (h)(m(0)(0))ε(S−1(⊓L(m(1))m(0)(1)) = f (h)(m(0)(0))ε(⊓RS−1(m(1))m(0)(1))
= f (h)(m(0)(0))ε(S−1(m(1))m(0)(1)) = f (h)(m(0))ε(⊓LS−1(m(1)))
= f (h)(m(0))ε(m(1)) = f (h)(m);
so, λ is bijective with inverse α. Moreover, α is a right H∗-module map:
λ(α(u) · h∗)(m  h) = (α(u) · h∗)(m(1)S(h1))(m(0))  h2
(3.4)= h∗(m(1)2S(h1))α(u)(m(1)1S(h2))(m(0))  h3
= h∗(m(1)3S(h1))(id⊗ ε)u(m(0)  h2S−1(m(1)2)m(1)1)  h3
= h∗(m(1)2S(h1))(id⊗ ε)u(m(0)  h2 ⊓L S−1(m(1)1))  h3
= h∗(m(1)2S(h1))(id⊗ ε)u(m(0)  h2S−1 ⊓R (m(1)1))  h3
(W2)= h∗(m(1)12S(h1))(id⊗ ε)u(m(0)  h2S−1(11))  h3
= h∗(m(1)S(11)S(h1))(id⊗ ε)u(m(0)  h212)  h3
= h∗(m(1)S(h1))(id⊗ ε)u(m(0)  h2)  h3
= h∗(m(1)S(h1))u(m(0)  h2) = λ(α(u · h∗))(m  h).
(2) By Lemma 2.4, ENDA(M) is a weak right H-comodule algebra; so, #HL(H, ENDA(M)) is an associative algebra. Then, for
any f , g ∈ #HL(H, ENDA(M)),m ∈ M and h ∈ H , we have
λ(fg)(m  h) = (fg)(m(1)S(h1))(m(0))  h2
(3.2)= f (g(m(1)2S(h1))(1)m(1)1S(h2))(g(m(1)2S(h1))(0))(m(0))  h3
(2.5)= f (g(m(1)2S(h1))(1)m(1)1S(h2))g(m(1)2S(h1))(0)(m(0))  h3
(2.4)= f (g(m(1)3S(h1))(m(0))(1)S(m(1)1)m(1)2S(h2))(g(m(1)3S(h1))(m(0))(0))  h3
= f (g(m(1)2S(h1))(m(0))(1) ⊓R (m(1)1)S(h2))(g(m(1)2S(h1))(m(0))(0))  h3
(W2)= f (g(m(1)12S(h1))(m(0))(1)11S(h2))(g(m(1)12S(h1))(m(0))(0))  h3
= f (g(m(1)S(h1))(m(0))(1)S(h2))(g(m(1)S(h1))(m(0))(0))  h3
(3.6)= λ(f )(g(m(1)S(h1))(m(0))  h2) = λ(f )(λ(g)(m  h)).
It is easy to check that λ(µε) = id, which completes the proof. 
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By Proposition 3.2, we have the following.
Remark 3.3. (1) Let B ⊂ A be a weak right H-Galois extension, C = A  H , M ∈ MHA and N ∈ MA. By Proposition 3.2(1),
there is the following chain of isomorphisms:
HLHom(H,HomA(M,N)) ∼= HomHA (M  H,N  H) ∼= HomC(M  H,N ⊗A C) ∼= HomA(M  H,N)∼= HomB(M,N),
where the second isomorphism follows by the fact that MHA ∼= MC (see [5, Proposition 2.2]), the third isomorphism is
the standard hom–tensor relation for comodules over A-coring, and the last isomorphism can be shown in a similar way to
Theorem 3.1 in [7]. Now, since A is finitely generated as an A-module, ENDA(A) = EndA(A). Hence, by (1), #HL(H, ENDA(A)) ∼=
EndB(A) as algebras. Again, according to Remark 2.8(1), we have
#HL(H, A) ∼= EndB(A)
as algebras, which extends Theorem 4.5 in [8].
Furthermore, ifH is a finite-dimensional weak Hopf algebra, by [17, Corollary 3.1]], we have A#H∗ ∼= EndB(A) as algebras.
Hence there exists an algebra isomorphism
#HL(H, A) ∼= A#H∗
which extends Proposition 2.2 in [7].
(2) By [5, Proposition 2.7], we know that HL ⊂ H is a weak right H-Galois extension; then, by (1),
#HL(H,H) ∼= EndHL(H)
as algebras. In particular, if H is a finite-dimensional weak Hopf algebra, then there exist algebra isomorphisms
#HL(H,H) ∼= H#H∗ ∼= EndHL(H).
(3) Let D be a weak left H-module algebra. By [17], D ⊂ D#H is a weak right H-Galois extension. Then, by (1),
#HL(H,D#H) ∼= EndD(D#H),
as algebras. In particular, if H is a finite-dimensional weak Hopf algebra, then there exist algebra isomorphisms
#HL(H,D#H) ∼= D#H#H∗ ∼= EndD(D#H).
(4) LetM ∈ HMHA . By Remark 2.8(7), EndHA (M) ⊂ ENDA(M) is a weak right H-Galois extension. Then, by (1),
#HL(H, ENDA(M)) ∼= EndEndHA (M)(ENDA(M))
as algebras. In particular, if H is a finite-dimensional weak Hopf algebra, then there exist algebra isomorphisms
#HL(H, ENDA(M)) ∼= ENDA(M)#H∗ ∼= EndEndHA (M)(ENDA(M)).
Theorem 3.4. Let M ∈MHA which is finitely generated as an A-module. Then, there exists an algebra isomorphism:
#HL(H, EndA(M))#H ∼= ENDA(M  H).
Proof. SinceM is finitely generated as anA-module, ENDA(M) = EndA(M). According to Proposition 3.2, #HL(H, EndA(M)) ∼=
EndHA (M  H); so, again by Theorem 2.7(2), we know this conclusion holds. The proof is completed. 
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