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ABSTRACT 
If K is a field and char K # 2, then an element LY E K is a sum of squares in K if 
and only if (Y > 0 for every ordering of K. This is the famous theorem of Artin and 
Landau. It has been generalized to symmetric matrices over K by D. Gondard and P. 
Ribenboim. They have also shown that Artin’s theorem on positive definite rational 
functions has a suitable extension to positive definite matrix functions. In this paper 
we attain two goals. First, we show that similar theorems are valid for Hermitian 
matrices instead of symmetric ones. Second, we simplify D. Gondard and P. 
Ribenboim’s proof of their second theorem and strengthen it. 
1. POSITIVE SEMI-DEFINITE MATRICES 
For any field K let M,(K) be the set of all n by n matrices over K. If 
L > K is a field extension, both fields are ordered, and the order of L extends 
that of K, we shall say that L> K is an ordered extension. 
For any matrix A we denote its transpose by tA. If A = ‘A, then A is 
symmetric. 
Let K be an ordered field and A E M,, (K ) a symmetric matrix. We write 
A > 0 if %Ax > 0 for all column vectors xE K”. It is well known (see 
Kaplansky [5, p. 14, Ex. 21) that A > 0 if and only if all principal minors of A 
are > 0. Hence, if L > K is an ordered field extension and A E M,,(K) is 
symmetric, then A > 0 in M,(K) ‘f 1 and only if A > 0 in M,,(L). In other 
words, ?xAx > 0 holds for all x E K n if and only if ‘yAy > 0 holds for all 
yEL”. 
Let us remark that Gondard and Ribenboim [2] use the following 
definition: a symmetric matrix A E M,,(K) over an ordered field K is > 0 if 
and only if ‘uAu > 0 for all u E R, where R > K is a real closure of K. This is 
independent of the choice of the real closure R > K of K. Their definition is 
more complicated, although it is equivalent to our definition. 
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The following theorem was proved by Gondard and Ribenboim [2]. It 
generalizes an earlier theorem of Ciampi [l]. 
THEOREM 1. Let K be a field with char K 12, and let A E M,,(K) be a 
symmetric matrix. Then the following are equivalent: 
(i) A > 0 for every ordering of K; 
(ii) A is a sum of squares in K [A]; 
(iii) A is a sum of squares of symmetric matrices in M,(K). 
If K is a field such that - 1 is not a square in K, we denote by i a root of 
the polynomial X2 + 1 and by L = K (i) the resulting quadratic extension of 
K. In that case we denote by - the automorphism of L over K such that 
i= - i. For matrices over L we let 
A matrix A E M,,(L) is Hermitian if A* = A. Moreover, if K is ordered and 
A E M,,(L) is Hermitian, we write A > 0 if x*Ax > 0 for all x E L”. If 
A E M,,(L) is Hermitian, then A > 0 holds if and only if all principal minors 
of A are > 0. Note that the determinant of a Hermitian matrix in M,(L) 
belongs to K. 
Now, we can prove a theorem for Hermitian matrices analogous to 
Theorem 1 for symmetric matrices. 
THEOREM 2. Let K be a field such that - 1 is not a square in K, let 
L = K (i), and let A E M,,(L) be a Hermitian matrix. Then the following are 
equivalent: 
(i) A > 0 for every ordering of K; 
(ii) A is a sum of squares in K [A]; 
(iii) A is a sum of squares of Hermitian matrices in M,,(L). 
Proof. (ii)+(iii) and (“‘) (‘) in * 1 are trivial. We prove that (i)*(ii). 
If K cannot be ordered, then (ii) follows from the identity 
A=a(A+Z)2+(-l).;(A-Z)2 
and the fact that - 1 is a sum of squares in K. 
Now we assume that K can be ordered, and we choose an ordering of K. 
Consider A as a linear operator on the space L” of column vectors equipped 
with positive definite Hermitian inner product (x, y) = x* y E L. If V is an 
A-invariant subspace of L”, then its orthogonal complement is also A- 
invariant. Thus A is semi-simple, and so every elementary divisor of A is an 
irreducible polynomial over K. The K-algebra K [A] is commutative and 
semi-simple, and so it is isomorphic to a finite direct sum of finite field 
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extensions of K. Therefore it suffices to prove (ii) in the case when our 
algebra K [A] is simple, i.e., when the minimal polynomial of A is an 
irreducible polynomial over K. In this case, if (Y is a root of this minimal 
polynomial, we have that K (a) is isomorphic to K [A] by an isomorphism 
which takes (Y to A. Let E > L be an algebraic closure of L and R > K a real 
closure of K in E. We shall assume also that a E E. Since (Y is an eigenvalue 
of A and A is Hermitian, we must have (Y E R. Thus K (a) is orderable. 
Choose an arbitrary ordering in K(a). Then since A > 0 in K (a,i) and (Y 
is an eigenvalue of A, we must have LY > 0. By [4, Theorem 10, p. 2881 we 
deduce that (Y is a sum of squares in K (a). By using our isomorphism 
between K (a) and K [A] we deduce that A is a sum of squares in K [A]. 
This completes the proof. n 
2. POSITIVE SEMI-DEFINITE MATRIX FUNCTIONS 
Let K be an ordered field and X = (Xi,. . .,X,,,) an m-tuple of inde- 
terminates over K. Thus K(X) is a purely transcedental extension of K of 
transcedence degree m. Let F(X) E K (X) and x = (xi,. . . , IX,) with x, E K. If 
wecanwriteF(X)=P(X)/Q(X)withP(X),Q(X)EK[X]sothatQ(x)#O, 
then we define F(r)=P(x)/Q( ), x an one knows that this is independent of d 
the choice of P(X) and Q(X). In that case we say that F(X) is defined at x. 
Let A(X) be a matrix with entries in K (X). We say that A(X) is defined 
at x if each entry of A(X) is defined at r, and we denote by A (x) the value of 
A(X) at such x. 
For a symmetric matrix A(X) E M,,(K (X )) we write A(X) > 0 if A(x) 
> 0 whenever A(X) is defined at x. 
The following theorem is a generalization of Theorem 2 in [2]. Our proof 
is simpler than the proof in [2]. In particular, we avoid the use of the theory 
of elimination of quantifiers from mathematical logic. 
THEOREM 3. Let K be an orderable field such that for every ordering of 
K it is dense in its real closure. Let K (X) = K (X,, . . . )X,,,) be a purely 
transcedental extension of K and A(X) E M,,(K (X)) a symmetric matrix. 
Then the following are equivalent: 
(i) A(X) > 0 for every ordering of K; 
(ii) A(X) is a sum of squares in K (X)[A(X)]; 
(iii) A(X) is a sum of squares of symmetric ~matr-ices in M,(K (X)). 
Proof. It is clear that (ii)*(iii) and (iii)+(i). We shall prove that (i)=+(ii). 
Let P(X) E K [X] be such that the matrix P(X)A(X) has all its entries in 
K [Xl. Then it suffices to show that B(X) = P(X)“A (X) is a sum of squares in 
K (X)]B WI. 
Let us choose an arbitrary ordering of K. If A(X) is defined at x E K “‘, 
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then A(x) > 0 and consequently B (x) > 0. If A(X) is not defined at x, then 
P (x) = 0 and also B (x) = 0. Hence, for every x E Km we have B (x) > 0. 
Let Z’(X) be any principal minor of B (X). Since B (x) > 0 for all x E Km, 
we infer that T(x) > 0 for all x E K “‘. Since our ordering of K was arbitrary, 
we can apply the theorem proved in [3] and conclude that T(X) is a sum of 
squares in K (X). 
Now choose an arbitrary ordering of K (X). Since T(X) is a sum of 
squares in K (X), we conclude that T(X) > 0 in that ordering. This being 
valid for every principal minor T(X) of B (X), it follows that B (X) > 0 for 
the chosen ordering of K (X). 
By Theorem 1 we deduce that B (X) is a sum of squares in K (X)[B (X)], 
and the proof is completed. n 
On the basis of this proof we can say that Theorem 3 is a consequence of 
Theorem 1. Similarly, the next theorem is a consequence of Theorem 2. 
Therefore we shall omit the proof of it. 
Let K and K (X) be as before, and extend the standard involution - of 
I. = K (i) to an involution of L(X) by insisting that x,= X, for all 1 < r < m. 
For a Hermitian matrix A(X) E M,,( L (X )) and a fixed ordering of K we 
write A (X) > 0 if A (x) > 0 whenever A(X) is defined at x E Km, 
Now we state our last theorem. 
THEOREM 4. Let K be an orderable field such that for every ordering of 
K it is dense in its real closure. Let L = K (i), and let X = (X,, . . .,X,,,) be 
indeterminates over L. Let A (X) E L’$,( L (X )) be a Hermitian matrix for the 
standard involution of L and L(X). Then the following are equivalent: 
(i) A(X) > 0 for every ordering of K; 
(ii) A(X) is a sum of squares in K (X)[A(X)]; 
(iii) A (X) is a sum of squares of Hermitian matrices in M,( L (X )). 
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