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ABSTRACT 
An application of the Cimmino projection method to the solution of linear 
equations arising in the solution of boundary-value problems of ordinary differential 
equations by a differente method is investigated. The modified Cimmino algorithm 
converges rapidly to the solution of corresponding linear system Ax = b provided 
some practical estimations of the diagonal dominante of AAT hold. The algorithm is 
effectively implementable on vector and multiprocessor computers. 
1. INTRODUCTION 
Let US consider the boundary-value problem (BVP) of the ordinary 
different& equation (ODE) 
y’ + cy =f( x)3 O<xgl, 
y(0) = a, y(x) = const for x > 1, (1) 
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where f : R, 4 R, is Lipschitz continuous. In order to obtain a numerical 
approximation to the solution of (1) we shall consider differente formulas 
defined on a uniform subdivision of the interval (0, 1) in the form 
1 
ti = (i + l)h, hz- 
n+3’ 
i = -l,O,l,..., 72 + 2. 
At each point ti, i = 1,2, . . . , n, the value y ‘(t,) wil1 be approximated by the 
five-point centra1 differente formula 
Y’Cti) = &[ Y(ti-2) - 8Y(ti-1) + OY + 8Y(t,+l) - Y(~~+P)I. 
Then for the solution y at the grid points t,, t,, . . . , t, we have 
d 8 -1 
-8 d 8 -1 
1 -8 d 8 -1 
J 
x 
1 -8 d 8 -1 1 -8 d 1 -8 d _ 
f(ri) - a/(l2h) + 8r,/(l2h) 
f(G) - %/(12h) 
f(?3) 
= 12h 
f(b) 
(2) 
fh- 1) + Tt+i/(l2h) 
,f(tn) - 8~+,/(12h) + xn+z/(12h) _ 
where d = Ehc, y(t_i> = x_~ = a, y(to> = xo is obtained by Runge-Kutta 
estimation, and 
y(t,+l) = x,+1 = const, 
y(t,+z) = x,+z = const. 
BVPs of ODES of this type were investigated in [l, 2, 31. The system (2) 
represents a system of linear algebraic equations with a band matrix, which is 
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nonsymmetric and which is not in general diagonally dominant. Such systems 
are usually solved by a direct method which takes advantage of the structure 
of the matrix. However, over the past few years much research effort has 
been devoted to developing iterative schemes for nonsymmetric linear sys- 
tems Ar = b, where A is large, sparse, and nonsingular. The most powerful 
iterative schemes for nonsymmetric linear systems are conjugate-gradient-like 
[4-121 and row projection methods [13-161. Iterative methods are advanta- 
geous when the number of equations is large. They can be effectively 
implemented on vector and multiprocessor computers [ 14-211. Iterative 
methods for solving band systems could be implemented on a high-leve1 of 
performance on vector computers, so that they might perform better on 
vector computers than direct methods [22]. 
In this paper an application of a projection method of the Cimmino type 
to the solution of the above-mentioned BVP of ODES is described. The 
convergente of the algorithm is proved, and its optimal stepsize is found. The 
algorithm converges rapidly to the solution of (2) even when the correspond- 
ing matrix is not diagonally dominant. The algorithm is effectively imple- 
mentable on vector and multiprocessor computers [16]. 
2. ALGORITHMS OF THE CIMMINO TYPE 
Let US consider a system of linear algebraic equations of the form 
Ax=b (3) 
where A is an n X n nonsingualr matrix with ]lai]]z = 1, i = 1,2,. . . , n, 
where a, = (uil, uiZ,. . . , ai,) denotes the ith row vector of A, and b E R”. 
Then an algorithm of the Cimmino type has the form [16] 
x~+~ = xk + aAT(b - AQ), k=0,1,2 >.... (4) 
The algorithm (4) converges to the solution of (3) for 
0 < ff < 2/A,,, > (5) 
where h,,, is the maximal eigenvalue of AAT [23]. In such a case, for the 
solution x* the following estimate holds: 
llx k+l - x*11 Q LJx/( - x*11, 
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where 
L, = IIZ - crAAT = max[ll - oA,,,I, 11 - c&inI] < 1, 
which is the measure of the rate of convergente of the algorithm (4). For 
further considerations we shall use the following definition: 
DEFINITION. Let A be an n X n matrix with Ilaillz = 1, i = 1,2,. . . , n, 
where ai = (uil, ais,. . . , ai,) is the ith row vector of A. An n X n matrix 
AAT is k-diagonally dominant if 
k E I(ui>u~)l < 1, i = 1,2 1*..> n, (6) 
j= l,i+j 
for k > 1. 
Then for the optimal choice of (Y in the algorithm (4) the following 
theorem holds: 
THEOREM 1. Let A be un n X n matrix with Iluillz = 1, i = 1,2,. . ., n, 
where ui = (uil, ui2,. . . , ui,) is the ith row vector of A. Let AAT be k-diugo- 
nully dominant. Then 
L,( a) = max[ 11 - ahmaxI, 11 - CCI,~~I] = min! for a = 1, 
where h,,,, h,i, ure the maxima1 und the minimul eigenvulue of AAT, 
respectively. 
Proof. According to the assumption, (ui, ui) = 1, i = 1,2,. . . , n, so that 
trace( AAT) = n 
and 
h !max a 1, 
A,i, < 1. 
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According to the Gershgorin theorem we have 
A,,, G max 1 + 
i I 2 It”ip ‘j)l j=l,j#i 1 
and similarly 
so that for (Y = 1 we obtain 
L,<;. 
Let (Y = 1 + E for some E > 0. Then 
11 - (1 + E)h,,,I = 11 - h,,, - Eh,,,I > 11 - A,,,I, 
because 1 - A,,, < 0. Let CY = 1 - E for some E > 0. Then 
( 1 - (1 - 8) A,i, 1 = 11 - A,i, + EA,inI > 11 - A,inI> 
because Ami, > 0 and 1 - Ami, 2 0. According to this, 
L,(l + 8) > J%(l), 
&(l - &) > L,(l) 
1+;, < 
for every E > 0, so that the assertion of the theorem is proved. ??
In the following we shall apply the above-mentioned algorithm to the 
BVP described in the introduction. 
3. THE BOUNDARY-VALUE PROBLEM 
The BVP described by (1) leads to the solution of the system of hnear 
algebraic equations (2). Let US normalize the system (2) by Ilaill = Cai, ai)@, 
200 
where ai = (ail, Q,. 
the system 
d - 
Cl 
-8 
c2 
1 
- 
c3 
8 
- 
Cl 
d 
- 
c2 
-8 
c3 
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, ui,,) is the ith row vector of A, so that we obtain 
-1 
Cl 
8 -1 
- - 
c2 c2 
d 8 
- - 
c3 c3 
1 -s 
- - 
c3 c3 
1 
- 
c2 
-1 
c3 
d 8 
- - 
c3 c3 
-8 d 
- - 
c2 c2 
1 -8 
- - 
Cl Cl 
-1 
c3 
8 
- 
CP 
d - 
Cl 
x = b, (7) 
where d = 12hc, c1 = (d2 + 65)‘12, c2 = (d2 + 129Y2, and c3 = (d2 + 
130)“2. The matrix and the right-side vector of the system (7) we shall 
denote again by A and b, respectively. 
Let US denote by si the sums of absolute values of off-diagonal elements 
of the corresponding rows of AAT. Then 
8tfi + Sl& 
S1 < 2 
c3 
8tfi + 97t 
s2 < 2 ’ 
c3 
64ti + 16t + 97 
s3 < 
4 
166 + 64t + 113 
sq < 2 
c3 
fi + 16t + 177 
sg < 
4 
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S n-2 = s37 
s,-1 = s2> 
8, = SI> 
where t = c3/c2. According to this we have that 
64ti + 16(c,/c,) + 97 64fi + 16dm + 97 
maxsi = sg < 
i 
2 
< 
c3 
2 
c3 
(8) 
and we obtain the following theorems on the convergente of the algorithm 
(4) to the solution of (7): 
THEOREM 2. Let d = 12 hc # 0. Then the algorithm (4) converges to the 
solution. of (7) for 
o<cr< 
2( d2 + 130) 
d2 + 646 + 16J130/129 + 227 ’ 
Proof. The algorithm (4) converges for 1231 
0 < ff < 2/A,,, > 
where h,,, is the maxima1 eigenvalue of AA’. According to the Gershgorin 
theorem and owing to (8) we have 
&l,x -C 
d2 + 64& + 16dv + 227 
d2 + 130 
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which implies that (4) converges to the solution of (7) for 
2( d2 + 130) 2 
O<a< 
d2 + 64fi + 16J130/129 + 227 ’ A,,, ’ 
which is the assertion of the theorem. 
THEOREM 3. Let 
64fi + 16dm - 33. 
Then the algorithm (4) converges to the solution of (7) with CY = 1, and this 
stepsize is optimul. 
Proof. According to (8) 
maxsi < 
646 + 164-- + 97 
i d2 + 130 ’ 
i = 1,2 ,..., n, 
which implies that AAT is k-diagonally dominant for 
646 + 16dm - 33 . 
According to Theorem 1 the algorithm (4) converges to the solution of (7) 
with stepsize (Y = 1 and this stepsize is optimal. ??
COMMENT. According to Theorem 3, for d > 8.6, <y = 1 is the optimal 
stepsize of (4), whereby the matrix of the system (2) is diagonally dominant 
for d > 18. 
4. NUMERICAL EXAMPLE 
Let US consider the BVP of the ODE 
y’ + cy = (c - 4x3)epr4, 0 á Lx < 10, 
y(0) = 1, y(x) = 0 for x > 10. (9) 
In order to obtain a numerical approximation of the solution y = emx4 of (9) 
let US consider a uniform subdivision of the interval (0,lO) by h = 0.01. In 
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TABLE 1 
d = 12hc Iterations 
10 26 
12 20 
14 18 
16 16 
18 14 
20 13 
30 8 
50 6 
Table 1 are shown the numbers of iterations of the algorithm 
optimal stepsize (Y = 1 for the solution of (7) with the accuracy 
< 10-6. 
(4) with the 
Ik, - dll, 
Table 1 shows that the algorithm (4) with the optimal stepsize converges 
wel1 even when the matrix of the system (2) is not diagonally dominant. 
5. CONCLUSION 
An application of the Cimmino projection method to the solution of linear 
algebraic systems arising in the solution of BWs of ODES by a differente 
method has been described. The corresponding system of linear algebraic 
equations is represented by a nonsymmetric live-diagonal band matrix. The 
convergente of the algorithm proposed was proved and the optimal stepsize 
was found. The algorithm converges wel1 even when the corresponding 
matrix is not diagonally dominant. The algorithm, as was pointed out in [16], 
is effectively implementable on vector and multiprocessor computers. 
The jkst author is indebted to CNR f or znancial support dwing his visit f 
in the Department of Mathematics of the Univemity of Bologna. 
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