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0. INTRODUCTION 
Let a(z) and b(z) be analytic functions in a multiply-connected omain 
D+ with boundary r. In this work we introduce and study the operator 
&(a, h) acting in the Banach space P(T) as 
+L\ T* - t” - 47) v(t) dr xi r r-t 
(tEr,n=o, I)... ). (0.1) 
The functions a(z) and b(z) are said to be the generating functions of the 
operator R,(a, h). Our main objective is to present an explicit description 
of the null spaces of operators of the form (0.1) and its modifications for 
different domains. This description is given in terms of the common zeroes 
of its generating functions. Operator with the kernel of dimension equal to 
the number of common zeroes of its generating functions lying in D+ is 
referred to as resultant operator. This notation has its origin in the classical 
studies of Sylvester [ 131 who showed, in particular, that for the case of 
two polynomials u(z) = C:=, a,~‘, h(z) = CT!“=, bizi, and D+ = @, the 
operator in Cm+” associated with the resultant (Sylvester) matrix 
R(u, b) = 
a, ... a, 
6, ... b, 
. 
b, ‘.. b, 
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has the following well-known property 
dim Ker R(a, h) = N(a, 6) 
where N(a, b) is the number of common zeroes of a(z) and b(z) in @. 
Moreover, the vectors 
Qi,k={(i) iTk},I,p' (k=O, l,..., pi- 1; i= 1, 2 ,..., v), 
where li denote the distinct common zeroes of u(z) and h(z) with mul- 
tiplicity pI (i= 1, 2,..., v), form a basis of the subspace Ker R(u, h). The 
generalizations and applications of Sylvester matrix were studied by many 
authors (refer to [l-3, 7,9]). 
As pointed out in [6,7] by Gohberg and Lerer, the generalization of the 
resultant matrix to the case of analytic functions leads to convolution type 
operators ( WienerrHopf operators, Singular integral operators and etc.). 
Furthermore, the properties of the generalized resultant are shown to be 
strongly dependent on the form of the domain D+. In the quoted works 
Gohberg and Lerer state that a certain singular integral operator with 2 x 2 
matrix coefficients generated by two analytic functions in an annulus-fike 
domain is a resultant operator in L”(T). For the case of n (n 3 2) functions 
analytic in an arbitrary simply-connected omain resultant operators with 
n x n matrix coefficients have been introduced and studied by Lerer and the 
author in [9], [lo]. The present paper deals with a one-dimensional 
(“scalar”) singular integral operators, whose generating functions are 
analytic in a multiply-connected omain. Note that the methods used in 
191, [lo] cannot be applied in this case. Another approach to the resultant 
operators of type (0, 1) is developed in [14]. Our main result is the 
following: 
Let 1, (j= l,..., N(u, 6)) be the distinct common zeroes of a(z) and b(z) 
in D+ with the common multiplicity, and let N(B) be all zeroes of h(z) 
in Dt. 
The Main Theorem 
Let u(z) and b(z) denote analytic functions in D+ and continuous in 
D+ u r which give rise to the operator R,(u, 6) as in (0, 1). Suppose b(z) 
does not vanish on f. Then for all n 3 N(h) - N(u, 6) 
dim Ker R,(u, 6) = N(a, h) 
and the general solution of the equation 
CUa> b) cpl(t) = 0 (0.2) 
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is given by N(d) 
cp(t)=fYt) n (t-J+-‘, 
i= I 
(0.3) 
where P(t) is an arbitrary polynomial, satisfies deg p(t) 6 N(a, b) - 1. 
In particular, if a(z) and b(z) have no common zeroes in D+, then the 
operator R,(a, b) is invertible form the left for all n. If, in addition, n = 
N(a, 6) then R,(a, 6) is both sided invertible. 
Proceeding to the important particular cases of the domain, assume first 
that a(z) and h(z) are analytic functions in the annulus Dt = {z E C: 
R ~ ’ < JzI < R, R > 1 } and admit the representation in the absolutely con- 
vergent series on D + : a(z) = c,: ~“L‘ ajzi, b(z) = I,!‘!! --r h,zj. Denote 
I’(R) = cp = (cpi},t mz 
i 
~1’: f Icp,I RP”‘<CC 
,= -3( 
and introduce on l’(R) operator R,.,(a, h) by the matrix 
R,,.,(@ h) = 
1 
m-rows 
THEOREM 0.1. Let u(z) and b(z) be as before, and a(z) #O for ZE IY 
Then for all cx > m and m 3 N(a) - N(a, b) the dimension of the subspace 
Ker R,,,(a, b) is equal to the number qf common zeroes (counting mul- 
tiplicity) of u(z) and b(z) in D+. 
In the case of the unit disk the resultant operator corresponding to 
a(z) =C,YO aizi and b(z) =C,FO b,z’ h‘as in the natural basis of I2 the 
following matrix form: 
a1 
. . . 
b, 
u2 ... 
. . . 1 
1 n-rows 
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THEOREM 0.2. Assume b(z) # 0 (z E r). For every n > N(b) 
dim Ker &(a, b) = N(a, 6). 
The paper is organized as follows: The proofs of the main theorem is 
given in the first section. A more general version of Theorem 0.1 is presen- 
ted in the second section. The third section is devoted to the unit disk case. 
Also some sharper results for the case of n polynomials are given. The last, 
fourth, section contains an application of the established results to a system 
of coprime functions in D +. 
1. PROOF OF THE MAIN THEOREM 
Let r be a smooth contour that forms the positively oriented boundary 
of a compact domain D+ in the complex plane C, and let Dp = 
{C\(D+ u r)} u {co}. Without loss of generality, we may assume that the 
point z = 0 lies in D+. 
Let us adopt the following notations: as usual, the notation L”(T) 
(1 <p < co) will be used for the customary Lebesgue spaces on f with 
norm ilq(t)ll = Ijr Iq(~)l”ldtlI”~. On Lp(Z) (1 <p< GO) we define the 
bounded operator S by 
(1.1) 
where the singular integral is understood in the Cauchy principal value 
sense. 
Note (see [4]) that the operators P=i(Z+ S) and Q=i(Z-S) are 
orthogonal projectors in LP(T). Denote the range of P by [Lp(T)] + and 
the range of Q by [Lp(T)]; . Recall that [L”(r)] + consists of all functions 
from LP(ZJ that admit an extension to an analytic function in D+ and con- 
tinuous up to D+ u ZY It is readily checked that the operator Q - t “Qt” 
is a projector which projects the lineal 9(1, t-l, tP’,...) on 
q1, t-I,..*, fP”fl ) parallel to Y(t-“, t-“- ’ ,...). Similarly, the operator 
P- t”Pt-” projects 9’( 1, t, t2 ,...) on .9( 1, t ,..., t”- ‘). Recall that N(b) 
stands for the number of zeroes of b(t) in D+ counting with their mul- 
tiplicities, while N= N(a, b) denotes the number of common zeroes 
A,, AZ,..., A, of a(t) and b(t) in D+. 
Proof. With the aid of the operator S and projectors P and Q, the 
operator &,(a, b) can be rewritten as 
&(a, 6) cp = 2t”(Qq - t -“Qt”ucp + t -“Q&I + 2Pq) 
(cpELP(f), l<p<co). 
Further, introduce in Lp(T) two operators P + Qu and P + Qb. 
(1.2) 
409/120/2-6 
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First observe that Ker &(a, b) = Ker(P + Qu) n Ker(P + Q6). Indeed, 
suppose that cp E Ker(P + Qa) n Ker(P + Qb). Then Pq + Qacp = 0 and 
Pq+Qbp=O. Now split q==+(t)+‘~~(t), where q+(t)~[L~(r)]+, 
q-(t)~ [LP(r)];. Since Pq- ~0 and a(t) q+(t)~ [Lp(T)]+, it follows 
that 
Pep, +Qaq- =O; Pep, +Qbq- =O. 
This implies Pep, = 0, Qacp- =O, Qbq_ =O, which means that q+(t) = 0 
and the functions a(t) cp _. (t), b(t) q ~ (t) belong to [Lp(T)] +. Hence 
&(a, b) cp = Ma, b) (P+ + R,(a, b) rp- 
=Qacpp-tmm”Qt”acp_ +tm”Qbqp=O, 
and q(t) E Ker &(a, 6). 
Conversely, let cp E Ker R,(a, b), i.e., R,(a, b) cp = 0. Using the represen- 
tation cp = cp + + cp , we obtain from (1.2) 
Qacp- - t-“Qt”acpp + t-“Qbv_ + Pp, =O. 
This implies that Pq + = 0, or, equivalently, cp + (t) = 0, and therefore 
Qacp- -tr”Qt”acpp +t -“Qbcp. =O. 
The last equation is equivalent to the following system: 
tr”Qbqp =0 
Qacp- --tr”Qt”acpp =O. 
(1.3) 
The functions 
N(b) 
~-(z)=pN(b,(z) fl (z-AI.,)-’ 
,=I 
(where PNchJ(z) is an arbitrary polynomial with deg PNcbj(z) < N(b) - 1 and 
A,,j (j= 1, 2,..., N(b)), all zeroes of b(z) in D+, are solutions of the first 
equation in (1.3.). 
The second equation in ( 1.3) gives 
acp- = (P+ f-“Qt”) $, ($ = acp- E LP(T)). 
Substituting the expression for cp _ (t) the last equation yields 
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The function on the left is analytic in D+, while the right-hand 
function is analytic in D- for all n > N(b) - N and vanishes at infinity. This 
is identically zero, i.e., acp_ =P$ or Qacp_ =O. Now (P+Qa)q= 
Pep + + Qacp ~ = 0; (P + Qb)(p = Pep + + Q6q _ = 0 which proves the required 
relation. 
For the same reasons as before the solutions of the equation Qacp = 0 
are the functions 
N(a) 
d”(4=pN(n)(z) n (z-bJ-’ 
/=I 
(1.5) 
where PN(,)( 1 z is an arbitrary polynomial with deg PNcal(z) 6 N(u) - 1 and 
A,j (j= 1, 2 ,..., N(u) are all zeroes of u(z) in D+. 
From (1.4) and (1.5) we conclude that the functions q(t) in (0.3) form 
the solution space of the system (1.3) and hence, they are solutions of the 
equation &,(a, b)cp = 0. This means that dim Ker &(a, h) = N, and the first 
part of the theorem is established. 
To show that the operator &(a, 6) is invertible from the left if and only 
if u(z) and b(z) have no common zeroes in D+, compute the index 
(ind &(a, b)) of the operator &(a, b). It is readily seen, that the dimension 
of the subspace Im( Q - t -“et”) is finite, and consequently 
ind(Q - tP”et”) = 0. It follows from [S] that 
ind &,(a, b) = ind(t-“Qh) = n -N(h) > 0. 
Hence &(a, 6) is invertible from the left. 
If n = N(b) we have ind R,(u, b) =0 and dim Ker &,(a, b) =O, i.e., the 
operator R,(u, h) is two sided invertible. The proof is complete. m 
2. RESULTANT OPERATORS FOR H-ANALYTIC FUNCTIONS IN AN ANNULUS 
In this section we present a generalized version of Theorem 0.1. 
Let f=U,uT,-,, T,kI={z~C: IzI=R*‘}, R>l. 
Let a(f) be a set of functions u(t) represented by a series u(t) = 
c,“= ~~ u,t’ which converge absolutely on D+, which means 
I,“= ~oc luj\ Rj< co. Denote by n+(r) the subalgebras of a(T) consisting 
of those continuous functions that are restrictions on r of functions 
holomorphic in D’ u IY 
Recall that for a continuous function u(t) on r, which does not vanish 
on r, the index (winding number) with respect to f is defined as the 
integer IC = ind, u(t) equal to (27~) -’ times the jump in the argument 
of the function u(t) on the contour r. If u(t) is a continuous functions 
on I- and u(t) # 0 (t E r), then K = K(R) - K(R-‘), where K(R) = 
(~/2~)Carg4~)l,.T,~ and C llETR denotes the increment of the function on 
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contour 8,. If a(t) E a+(Z) then by Rouches theorem, K gives the number 
of zeroes of a(f) in D+; each zero is counted as many times as its mul- 
tiplicity. 
Let E be one of the Banach spaces P (p > 1 ), C, Co, m of two sided 
sequences $ = { tj},y _ oo. Denote E(R) = { $ E E: c,“= ~ m R-‘jl$, < cc }. 
Introduce projections Z7,, (~1 </I) acting in E by 
where 
j<a 
cc<j<B 
j> P. 
It is well known that each function a(t) E a(r) gives rise to the operator 
R(a) in E(R) given by 
R(a) = llqll>= ~ x. (2.2) 
Let us define operatorRf(a) in E(R) as 
R:(a) = Z7*,@ R(a). (2.3) 
Obviously, R:,(u) = R(u). 
Given n functions a,(z) E a(f) with ui(z) = I,“= ~ 2 a,,,~’ (i = 1, 2,..., n), 
construct in the space E(R) the operator R,,,(u, ,..., a,) as follows: 
R,,,(u,,...,u,~)=R_l,(u,)O c” R::+‘(a;+,)OR$ ,(~“a,,). (2.4) 
,=O 
The last operator has in the natural basis of E(R) the following matrix 
form: 
. . . . . . 
. . . . . 
aI.1 aI., abl ..’ 
a,,, a,,, 02. I 
‘. ‘. ‘. ‘. . ‘. 
a2.l 02.0 (12,-1 .‘. 
a3,1 u3,o a3.-i .‘. 
. . . . ‘. 
. . .. 
0” 1.1 an-l,o a,- I, I ... 
an,, + I a,,, a,,,-, “’ 
. . . . . . . . ‘.. 
nl~-M, 
Further, let Aj (j= 1, 2 ,..., v) be all the distinct common zeroes of a,(z) 
(i’ 1, 2,..., n) lying in D+ and let pi be their common multiplicities. If Ni is 
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the number of all zeroes of a,(z), a,(z),..., a,(z) in D+, county multiplicities, 
then N,- t =c;=, pj=: N. 
THEOREM 2.1. With the previous notation, let a,(z) E a(T) (i= 1, 2,..., n). 
Assume that al(t) and a,,(t) do not vanish on r. Then there exist integers u* 
and rn* such that for mj - miP, > rn* (i = 1,2 ,..., n - 2) and ~12 IX* 
dim Ker &,,(a ,,..., a,) = N. 
Furthermore, the vectors 
Bi(ii,=i(‘~~)ni~(i+‘+‘)}I-~. (i=O,l,..., pj-1,f=1,2 ,..., y) (2.5) 
form a basis of the subspace Ker R&a, ,..., a,). Moreover, the following 
estimations hold at c1* and my 
m,*<N,-N;,, (i = 1, 2,..., n - 2) 
credos-IC,(R~‘)-N,-~,~,, 
(2.6) 
where tc,(R) = indTRa, is the index of a,(t) relative to contour UR. Similarly 
K,(R~‘)= indTRm, a, is defined. 
Proof First we establish that 
Evidently, 
Ker &,,,(a1 ,..., a,) = fi Ker R(q). 
i= I 
Ker R&al ,..., a,) 1 fi Ker R(q), 
i=l 
(2.7) 
and it remains to prove the converse inclusion. 
Suppose that cp E Ker R,,Ja, ,..., a,), i.e., 
R,.,(al,..., 4 cp = 0. (2.8) 
To complete the proof, it suffices to show that the vectors 
flERtaF) cP= (f,,j)s -m (l= 1, 2,..., n) (2.9) 
are zero. To this end, split (2.9) as 
w,=R,"(al)cp+f:=-R_~(a,)cP+f; (l= 1, 2 ,..., n), (2.10) 
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where 
f: = R,“,,,(4) cp (I= 1, 2,..., n- l),fnf =o. 
fr = R'?;2(a,) cp (1 = 2,..., n - 1 ), f; = 0, f,- = R”‘;*( Pun) q 
and observe that the functions 6!(t) = c,: 33 o,, jti belong to a(T). Now 
introduce the functions 
q?‘(t)= f q+a+(uR-I); G-(t)= 2 q,tka-(UJ, 
j=O I= -~cc 
f:(t)= f fit, tj= f fr:,tj (I= 1, 2 )...) n - l), 
j= -m j=m,-, 
p,& f fijtJ= mg2 fr,jtJ (I= 2, 3 )..., n), 
j= -m ,= --n; 
f,+(t) = 0, f,-(t) = 0. 
In terms of these functions Equation (2.8) may be rewritten as the 
barrier problem 
a,(t)~+(t)-~~(t)=~~(t) (t E 8,-l) 
-q(t) @-(t)+f;(t)=h,(t) 
(I= I,2 )...) n) (2.11) 
(tEaRI 
where 4 *(t), p,k (t), 6,(t) are unknown functions, We start to solve (2.11) 
from the system 
a,(t) $+(kf:(o=w) 
%(r) 4 +(t) = cl(t) 1 
-a,(t) $J I = d,(t) 
-a,(t)ci)~(t)+~n(t)=o,(t) 1 
(2.12) 
As it follows from the Krein results of [ 111, the functions a,(t) (i = 1, n) 
admit a representation in the form 
ai(t)=a’(t) Pi’(t)ac:(t), (2.13) 
where [aL+(t)]*’ E a+(T,), [a,:(t)]” E aP(URmI), P”‘(t) = t-Kl(Rm’) 
&YL”;) (1- 1LJ’)), and Lj’) denote the zeroes of a,(z) in D’ 
Using this factorization (2.13), we eliminate G+(t) from (2.12) and 
obtain 
x(t)P:(t)=~,(t)X(t)-~i)n(t) Y(t) (tE u,-I) 
Y(t)P,(t)=~~(t)X(t)--~(t) Y(t) 
(2.14) 
tzETRh 
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where 
x(t)=P(“)(t)17~‘(t)u,+(t)[u:(t)]-’t-”’(R-” 
Y(t) = P’(t) n-‘(t) q(t) [u,(t)] -lt-K”(R-‘) 
and n(r) = I$?; i (t - A,,j), where i,,j (j= 1, 2 ,..., N,) are all common 
zeroes of al(z) and a,(z) in D+. 
The latter barrier problem shows that h,(t) X(t) - G,(t) Y(t) can be 
extended to an analytic function in D+; X(t) p(t) are analytic in DGR’,, = 
{z: IzI <R-l} and Y(t)?;(t) is an analytic function in DT~ = {z: IzI > R} 
which vanishes at infinity. Thus the problem (2.14) defines an analytic 
function on C which vanishes at infinity, i.e., it is zero, or f:(t) = 0, 
f; (t) = 0. Hence the solution of (2.12) has the form 
41(c)=Pl(t) fi (t-Al,j) ‘3 
,=I 
where Pi(t) is an arbitrary polynomial of deg pi(t) 6 N, - 1. 
Substituting 4 ,(t) in (2.11) we obtain 
-.Lw = h,(t) + aI(t) 4,(t) (tET,-I) 
3,(t)=81(t)+u,(t)~,(t) ctETR) 
(1=2, 3 ,..., n- 1)(2.15) 
If I= 2, the solution has for the same reason the form 
NI -Nz 
P*(z)= c (z-n(,y, (2.16) 
,=I 
where P2(z) is an arbitrary polynomial with deg P2(z) < N, -N, - 1, and 
Ait! are all comon zeroes of al(z) and a,(z) different from those of Q(Z). 
Now we show that the function jl: (t) = c,“= m, f$, tj cannot be represented 
in the form (2.16) for all m, >N, -N,. Indeed, in view of (2.16) for every 
k<N,-N2-1, 
Zk(Z - n’,;;., - ’= Zk [A$-1)]-‘= -~oz”k[qj]-i-‘. 
but ~$(t)=~,&,f~jti (m,2N,-N,) and therefore f:(t)=O, or 
P*(z) = 0 and 3,(t) = 0. Similarly, one can show that 3,*(t) z 0 (I= 
3,..., n - 1). This proves the required relation (2.7). Thus the solution of 
(2.11) is of the form 
q(z) = P(z) fi (z - q’, 
j= I 
482 B. A. KON 
where P(z) is an arbitrary polynomial of deg P(z) 6 N- 1 and Aj (j= 
1, 2 ,..., N) denote all common zeroes of al(z) (I = 1, 2 ,..., n) in D +. Hence 
dim Ker K&a, ,..., a,) = N. 
To complete the proof, it remains to recall the discrete analog of 
Theorem 2.1 from the Appendix in [S]. 1 
COROLLARY 2.2. Let m = (Nne2, N,-, ,..., N,,) and CI = K,(R) - K,(R~~). 
The operator R,,, =: R&a ,,..., a,), given by (2.4), is invertible ifand only if 
the functions a,(z),..., a,(z) are relatively coprime in D+. 
Proof. Let R,,, be invertible and hence dim Ker R,., = 0. Then by 
Theorem 2.1 the functions a,(z),..., a,(z) have no common zeroes in D +, 
i.e., relatively coprime in D+. Conversely, let a,(z),..., a,(z) be relatively 
coprime in D+. In view of Theorem 2.1 dim Ker R,,, = 0. To complete the 
proof it suflices to show that the index of R,,, is zero. In fact, represent 
R m.,=R+ Tm 
where R is the pair operator 
R=R:&(a,)OR,“(t”a,) 
and T, stands for the finite dimensional operator given by 
no- I
T,,, = Rpm2(tna,, - a,)@ 1” R$::ml(t’a, - ai). 
i=2 
Since a=rc,(R)-rc,,(R-‘), it follows from [S] that the index of the 
operator R equals to zero. Furthermore, T, is a finite dimensional 
operator and its index is also zero. The required statement follows. 1 
Remark 2.3. Let (i, , i, ,..., i,) be a permutation of (1, 2,..., n). Assume 
that a,(t) #O on r for all i= 1, 2,..., n. If the integers o! and m, (j= 
1, 2,..., n - 2) are sulliciently large, then the nullspaces of the operators 
&,dai, ,-., a,,) coincide for all permutations. 
3. PERTURBED TOEPLITZ MATRIX AS A RESULTANT OPERATOR 
In this section the problem of determining the number of common zeroes 
of n analytic functions in a unit disk is solved and, subsequently, used for 
constructing the resultant matrix of the minimal size for several 
polynomials. 
Let us first introduce some notations. 
Let V={ZE@: lzl=l}andD~={z~@: Izl<l}andlet W(V)denotea 
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set of functions a(z) that are represented in the closed disk 0; u V by an 
absolutely convergent series a(z) = x,2 0 u,zj. 
Given n functions a,(z), Q(Z) ,..., a,(z) from W(V), denote by li (j= 
1,2,..., v) the distinct common zeroes of these functions in the domain 0; 
and let pj be the common multiplicity of A,. If Ni (0 < i < n - 1) stands for 
the number of all common zeroes of a,(z), u,(z),..., a,- i(z) in 0; , then 
obviously N,- 1 = I;=, pi =: N. Now let i? be one of the Banach spaces lp 
(p > l), C, Co, or M of one sided sequences @ = (@j)i);o and let E denote 
the corresponding Banach space of two sided sequences. As in Section 2, 
introduce in the space E the projection 17E,8 (tl < /I) by (2.1). For a function 
u(z) E W(V) construct in the space E operator R(u) generated by the 
Toeplitz matrix R(u) = IlujP,Ilz= _ co (a-,, = 0, n = 1, 2,...) and denote 
R!(u) = Z7,BR(u)l,. Let m = (m,, m,,..., m,- i) be a set of integers mi such 
that O=m,<m,< .‘. cm,-,<m,=co. 
Consider operator R,(u~,..., a,) defined on B as 
n-1 
R,(a, ,..., a,) = 1” R;;+’ (a;, 1). (3.1) 
i=O 
In the natural basis of E this operator R,(u~,..., a,) has the matrix form 
R,(a, 9.1.) 4 = 
‘a,,0 al.1 ..’ 
Q2.0 a2.1 ... 
.... . . . 
. . . . 
a,- I,0 an-,,, ... 
. . . . . . . . . . . . . . . . . . . . . . 
U n- 1.0 &l-l,1 ... 
a,0 U . . . n.1 
. . . ..( .*.., 
1 ml 
/ m n-l 
The following theorem asserts that the operator (3.1) plays the role of 
the resultant for the given functions u,(z) (i= 1, 2,..., n). 
THEOREM 3.1. Let u,(z) (i= 1, 2 ,..., n) be n functions from W(V) and let 
u,(t) # 0 (t E r). Suppose that m, _ i 2 NipI (i = 1, 2 ,..., n - 1). Then the uec- 
tors 
~i(~j)={(i:‘)~~(i+‘+l)}~=o (j=l,...,v; i=O, l,...,p,-1) (3.2) 
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constitute a basis of the subspace Ker R,(a,,..., a,). In particular, 
dim Ker R,(a, ,..., a,) = N. 
The proof of this theorem is similar to that of Theorem 2.1. 
COROLLARY 3.2. The operator R,Ja, ,..., a,,), where k = (Nn-2, N,- 1 ,..., N,) 
is invertible if and only if the functions a,(z),..., a,,(z) are relatively coprime 
inD=. 
The proof is similar to that of Corollary 2.2. 
Remark 3.3. In the case of n functions given on the circle V, = {z E C: 
(zj = r} results similar to those of Theorem 3.1 are valid. Here the operator 
R,(al,..., a,} defined by (3.1) is considered on the space 
Theorem 3.1 can be used for constructing the resultant matrix for several 
polynomials (see also [2, 123). 
Indeed, consider the polynomials hi(z) = CT;, bi,[z’ (i = 1, 2,..., n). 
Without loss of generality, suppose that k, > kz 2 . . > k, and bn,k, # 0. 
Construct operator R,(b, ,..., b,), where m = (k,, k, ,..., k,). The following 
matrix corresponds to this operator in the natural basis of l’(r). 
R,,,(b, >...> b,)= 
b ‘. . I,0 b I.kl 
O... 
. . . . 
b 1.0 ... b I.kl o... I 
. . I 
b n-l.0 ‘.. b,- 1.k.m, 0”’ I 
. . I 
I 
bn- 1.0 ... h,++, O... I 
b . n,O b w&t 
o... I 
. . I 
b %O b,,, ‘..““. bn,k, 10.. 
--+---- 
b bn.1 n-0 bn,k, -~ I ) bn,k, 0 . . . 
. . -... . . . . 1 ‘.... I 
kn 
k, 
k, 
(3.3) 
Now choose a radius r such that all zeroes of hi(z) (i= l,..., n) lie in the 
domain D:,. It is not hard to prove that the matrix in the right lower cor- 
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ner of (3.3) defines an invertible operator in the corresponding subspaces of 
1*(r) ([S]). Thus 
dim Ker R,(b, ,..., 6,) = dim Ker R(b, ,..., 6,), 
where R(b, ,..., 6,) is a submatrix of (3.3) located in the first k, +k, 
columns and first (n- 1) k, + k, rows. This equality together with 
Theorem 3.1 shows that R(b ,,..., 6,) is a resultant matrix of the given 
polynomials, i.e., dim Ker R(b,,..., b,) is equal to the number of the com- 
mon zeroes of the polynomials involved. 
COROLLARY 3.4. The polynomials hi(z) are relatively prime if and only if 
rank R(b, ,..., b,) equals k, + k,. 
4. SOLUTIONS OF C;= f.( ) ('j(z)= 1 , ,z a 
In this section we give an application of the preceding results for a 
system of coprime functions. The first theorem describes the polynomial 
solutions of the equation 
$, L(z) 4z) = 1. (4.1) 
THEOREM 4.1. Let ai(z)E W(V) (i= l,..., n) be a system of relatively 
coprime functions in the unit disk 0;. Suppose a,,(t) # 0 for t E V. Then there 
exist n functions fi(z) (i= l,..., n) in W(V) satisfying (4.1) and such that the 
first (n- 1) fi(z),...,fn-I(z) f uric tons are polynomials of degree N,, ~ i ~ 1, t’ 
respectively. (Recall that Ni denotes the number of the common zeroes of 
a,,(z), al(z) ,..., a,(z) (i= 1, 2 ,..., n- 1) in 0; and N, is the number of zeroes 
of a,(z) in DG.) 
Proof: For n = 1 the theorem is true because functions [a,(t)] *’ are 
analytic in 0: and continuous in D$ u V. Suppose that the theorem holds 
for n = k - 1. Proceeding to n = k, it is then easily observed for n relatively 
coprime functions one of the following propositions is valid: (1) One of the 
given functions has n - 1 zeroes in 0; ; (2) One can choose from them a 
system of (n - 1) coprime functions in D $. Consider each case separately. 
(1) Let, for instance, a,(z) have not less than n - 1 zeroes in the 
domain 0; ; this means that N, > n - 1. In view of Corollary 3.2, the 
operator R,(a, ,..., a,), is invertible in the space C,. This implies that the 
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adjoint operator R,*(a, ,..,, a,) is also invertible in I’. The equation (4.1) 
then turns to be equivalent to the following equation in the space I’. 
R,*(a, >..., a,) X* = e, 
f,(z)=x,+zx,+ ‘.. +ZN”-~X,,;fZ(Z)=Xm,+l+ZXm,+2+ ... +zN~-3x,* 
L(z)= f i/Z’, 
/=No+ I 
Since operator R,*(a , ,..., a,) is invertible, the iast equation has a unique 
polynomial solution f,(z) with deg fi(z) = N,- iP,. 
(2) Let now no function from the system have more than (n -2) 
zeroes in D G ; then one can choose from them (n - 1) coprime functions, 
say, u,(z),..., a,- !(z). By the inductive hypothesis there exist fi(z) 
(i = 1, 2,..., n - 1) such that C::,‘.fi(z) a,(z) = 1, and hence settingf,(z) = 0, 
we complete the proof. i 
The next theorem concerned with the annulus domains is proved 
similarly. 
THEOREM 4.2. Preserving the notation of Section 2, let a,(z) E a+(T) 
(i= l,..., n) generate a system of n relatively coprime functions in D+. Sup- 
pose ai # 0 (i = 1, n, t E f). Then there exists a solution f(z) = 
(f,(z),..., fn(z)) of (4.1) such that fi(z),..., f,(z) belong to a+(r) and the 
functions fi(z) (i = 2,..., n - 1) are polynomials of degfi(z) d ki, where ki > 
Nie2-Ni-, (i=2 ,..., n- 1). 
In particular, if ki = Nj_ z - Nip , , then the solution of (4.1) is unique. 
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