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1.1. Clínica y tratamiento del mieloma múltiple 
 
1.1.1. Patología y prevalencia 
El mieloma múltiple (MM) es una neoplasia hematológica caracterizada por la 
acumulación incontrolada de células plasmáticas malignas en la médula ósea, que 
generalmente producen una inmunoglobulina monoclonal detectable en el suero y/u 
orina1. Las manifestaciones clínicas más comunes del MM derivan del daño orgánico 
producido por la expansión de las células plasmáticas y por el exceso de inmunoglobulina 
clonal. Generalmente se agrupan bajo el acrónimo CRAB: hipercalcemia (C = calcium), 
fallo renal (R = renal failure), anemia (A = anemia) y lesiones óseas (B = bone lesions).  
El MM representa aproximadamente el 10% de los cánceres hematológicos2 y es el 
segundo más relevante tanto en número de nuevos casos como en muertes anuales tras el 
linfoma no Hodgkin3. En los países occidentales, la incidencia anual del MM es de 6,9 
nuevos casos por cada 100.000 habitantes4. Concretamente en España, se diagnostican 
aproximadamente 2.000 nuevos casos cada año. En cuanto a la distribución por sexos, 
presenta una incidencia ligeramente superior en hombres que en mujeres, y se han 
observado también diferencias en la prevalencia de determinados eventos genéticos en 
función del sexo del paciente5. Respecto a la incidencia racial, el MM es dos veces más 
común en afroamericanos que en caucásicos6. La edad mediana de diagnóstico del MM 
es de 70 años, aunque en torno al 35% de los casos se diagnostican por debajo de los 65 
años1, 4, 7. En pacientes que presentan una edad inferior a 60 años, la supervivencia a 10 
años es aproximadamente del 30%8. 
 
1.1.2. Historia 
La historia del MM no se puede entender sin conocer la historia de la célula 
plasmática. El descubrimiento de esta célula se remonta a finales del siglo XIX, cuando 
Santiago Ramón y Cajal logró dibujarlas con precisión mientras realizaba una 
investigación sobre lesiones sifilíticas. Las denominó “células cianófilas” debido a su 
afinidad por los colorantes azules o verdosos. Sin embargo, no sería hasta 1903 cuando 
Paul Unna introdujo el nombre de célula plasmática para referirse a ellas, nombre que ya 
había sido propuesto previamente por Waldeyer en 1875 para referirse a otro tipo de 
células descritas en el tejido conjuntivo sin relación con las descubiertas por Cajal9-11.  
En el año 1845, unos años antes del hallazgo de Cajal, un médico y químico inglés, 
Henry Bence Jones, descubrió en la orina de un enfermo la presencia de una sustancia 
que al añadirle ácido nítrico se disolvía con el calor y volvía a precipitar al enfriarse. Esta 
sustancia, a la que llamó “deutóxido hidratado de albúmina”, fue obtenida estudiando 
muestras de orina de un paciente de 45 años llamado Thomas Alexander McBean 
diagnosticado de mollites ossium, como se conocía entonces al MM, ya que el término 
MM no sería acuñado hasta 1873 por el médico ruso von Rustizky12. A juicio de Bence 
Jones sería esta la sustancia clave en el diagnóstico del MM13. De manera paralela en 
1846, Johann Heller observó que cuando las muestras de orina de pacientes con MM se 
calentaban ligeramente por encima de los 50ºC, se formaba un precipitado proteico que 
desaparecia si se aplicaba un calentamiento adicional. Heller consiguió distinguir esta 
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proteína de la albúmina y de la caseína, y aunque no reconoció su precipitación cuando 
la orina fue enfriada, se cree que esta podría ser la misma sustancia de la que hablaba 
Bence-Jones14. Casi 35 años después de la observación de este fenómeno, en 1880, 
Richard Fleischer consiguió aislar una proteína procedente de muestras normales de 
médula ósea que respondía a las características descritas por Bence-Jones, y en su honor 
se refirió a esta sustancia como proteina de Bence-Jones. Este término acuñado entonces 
se sigue utilizando en la actualidad y es considerado el primer biomarcador de cáncer de 
la historia15. En 1900, 10 años después de que Cajal describiese las células plasmáticas, 
Homer-Wright descubrió que estas células eran las células implicadas en el MM cerrando 
así el capítulo sobre el origen celular del MM11. Un episodio más en el papel de las células 
plasmáticas en el MM se escribió en 1909, cuando Weber propuso que estas células 
podrían ser la causa de las lesiones óseas que se producen en esta enfermedad16. 
Algunos descubrimientos inmunológicos y los avances técnicos de los años 
posteriores contribuyeron a perfeccionar el diagnóstico del MM. En este sentido, algunos 
de los hallazgos más relevantes fueron: el descubrimiento de los anticuerpos17; la 
introducción de nuevas técnicas como la ultracentrifugación y la electroforesis de 
proteínas que permitieron la separación de las globulinas séricas en tres componentes 
designados como alfa, beta y gamma18; la localización de la actividad de los anticuerpos 
en la fracción de globulina gamma de las proteínas plasmáticas19; la identificación del 
pico monoclonal característico del MM aplicando técnicas de electroforesis y de inmuno-
electroforesis11, 20, 21. En el año 1956 se produjo otro gran hallazgo gracias al trabajo de 
los investigadores Korngold y Lipari, ya que lograron demostrar que el antisuero contra 
proteínas de Bence-Jones también reaccionaba frente a las proteínas séricas del MM, 
sugiriendo de esta manera la relación entre ambas. Además, identificaron tres proteínas 
Bence-Jones diferentes de las que dos siempre se encontraban juntas en la orina del 
mismo paciente a las que designaron como Kappa y Lambda22. Por otro lado, la 
implantación de los aspirados de médula ósea como técnica diagnóstica permitió la 
visualización de las células plasmáticas tumorales y su caracterización morfológica23. 
En 1958 se produjo el primer gran hito a nivel farmacológico en el tratamiento del 
MM con el descubrimiento del potencial terapéutico de la sarcolisina o melfalán. Los 
estudios de Blokhin y posteriormente de Bergsagel en 1962 demostraron la gran eficacia 
de este compuesto, capaz de conseguir remisiones del MM hasta en un tercio de los 
pacientes24. Estudios posteriores como el de Alexanian en 1969, en los que se combinaba 
este compuesto con glucocorticoides como la prednisona, lograron demostrar unos 
resultados terapéuticos superiores a los del melfalán aplicado en monoterapia25. Las 
terapias combinadas en el MM han sido una constante a lo largo de la historia de esta 
patología. En el periodo comprendido entre 1976 y 1992 se realizaron múltiples ensayos 
clínicos combinando distintos agentes quimioterapéuticos, pero ninguno mostró una 
eficacia superior a la combinación del melfalán con la prednisolona tal y como se recogió 
en el metaanálisis llevado a cabo por Walter M. Gregory en 1992 sobre 18 estudios que 
recogían un total de 3.814 pacientes26. En estos años, las opciones de tratamiento 
empiezan a multiplicarse, de manera que en 1984 aparece la terapia VAD 
(vincristina/adriamicina/dexametasona)27, se empiezan a llevar a cabo los primeros 
trasplantes alogénicos y comienzan los estudios para evaluar la quimioterapia a altas dosis 
con trasplante autólogo de células madre, cuya superiroridad frente a la quimioterapia 




En las dos últimas décadas, la aplicación de nuevos tratamientos en el MM no ha 
dejado de diversificarse con la introducción de nuevos modelos terapeúticos, como por 
ejemplo los agentes inmunomoduladores (IMiDs) como la talidomida y la lenalidomida, 
los inhibidores del proteasoma de primera generación como el bortezomib y de segunda 
generación como el carfilzomib, la aparición de fármacos dirigidos a vías celulares como 
la deacetilación de histonas como es el caso del panobinostat, o más recientemente la 
inclusión de las terapias basadas en el uso de anticuerpos monoclonales como el 
daratumumab. 
Estos avances farmacológicos, junto con los grandes descubrimientos que se han 
realizado en el campo del MM a nivel químico, histológico, citológico, inmunológico y 
genómico29 han traído consigo un aumento de la calidad de vida de los pacientes con 
MM. Sin embargo, la progresión de la enfermedad aún es inevitable y el MM sigue siendo 
una patología incurable30, por lo que sigue siendo necesaria la investigación de nuevas 
moléculas diana para el desarrollo de futuras modalidades terapeúticas. 
 
1.1.3. Etiología 
La comprensión de la etiología del MM hasta la fecha es muy limitada debido, entre 
otras causas, a la baja frecuencia poblacional de esta patología. Sin embargo, han sido 
varios los estudios realizados sobre factores concretos que podrían influir en la aparición 
y desarrollo del MM. Entre ellos se encuentran factores de riesgo intrínsecos inalterables, 
como la edad superior a los 65 años o el género masculino31. Además, se ha tratado de 
buscar una posible relación entre factores de riesgo ambientales y el desarrollo del MM. 
Así, múltiples estudios han tratado de dilucidar la posible influencia de agentes como el 
tabaquismo31, 32, el consumo de alcohol31, 32, la dieta31, 33-35 o la obesidad31, 36-40, entre 
otros, sobre la aparición del MM. Aunque muchos de estos estudios han suscitado gran 
controversia, no se ha logrado demostrar una asociación concluyente con el desarrollo del 
MM41. Recientemente se ha añadido a la lista de posibles factores ambientales 
predisponentes la exposición a los ataques del “World Trade Center” de los bomberos de 
la ciudad de Nueva York42. 
Otra de las posibles causas que se han barajado como posible factor desencadenante 
del MM son los factores hereditarios. Se ha demostrado la existencia de evidencias de 
que una historia familiar en la que aparece el MM produce un incremento del riesgo de 
padecerlo de 1,5 a 5 veces31. En este sentido, trabajos como el de Koura y Langston43 han 
aportado pruebas que apuntan a la existencia de una predisposición genética a la aparición 
del MM así como de otras discrasias de células plasmáticas. Esta evidencia viene 
sustentada tanto por estudios de asociación de genoma completo (GWAS, del inglés 
Genome-Wide Association Analysis), en los que se identificaron posibles loci de 
susceptibilidad44, 45, como por estudios de dianas antigénicas de paraproteínas, 
concretamente las forma hiper-fosforilada de la diana de las paraproteínas 7 y 8 (pP-7 y 
pP-8), que son heredadas en una forma autosómica dominante, generando propensión a 
producir respuestas inmunes que llevan a la transformación maligna de las células 
plasmáticas46, 47. Al igual que los factores ambientales, estos resultados han generado un 
gran debate, lo cuál demuestra la necesidad de estudios moleculares más amplios sobre 
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la etiología del MM para poder comprender mejor los factores de riesgo y mecanismos 
que predisponen al desarrollo de esta patología. 
 
1.1.4. Biología y fisiopatología 
En general, los estudios epidemiológicos han demostrado que el MM evoluciona 
desde un estadio previo llamado “gammapatía monoclonal de significado incierto 
(GMSI)” que suele progresar a un segundo estadio conocido como “mieloma múltiple 
indolente (SMM, del inglés “smoldering MM))”. Estas dos entidades cursan de una forma 
asintomática hasta que se produce la progresión al MM sintomático. El MM sintomático 
podría perder la dependencia de las señales de supervivencia procedentes del 
micromedioambiente de la médula ósea y convertirse en un mieloma extramedular o bien 
evolucionar a una forma más agresiva conocida como leucemia de células plasmáticas 
(LCP), caracterizada por la presencia de más de un 20% de células plasmáticas en la 
sangre periférica48, 49 (Figura 1.1).  
 
Figura 1.1. Esquema de la iniciación y el progreso del mieloma múltiple (MM). Este 
proceso se inicia con los estadios precursores como son la “gammapatía monoclonal de 
significado incierto (GMSI”) y el “mieloma múltiple indolente (SMM)”. El MM puede finalmente 
progresar a enfermedades independientes de la médula ósea, como el mieloma extramedular y 
la “leucemia de células plasmáticas (LCP)”. Los círculos representan la evolución clonal de la 
célula plasmática partiendo de la célula plasmática premaligna en el centro germinal. 
El desarrollo del MM es un proceso multifactorial que requiere la concurrencia de 
lo que se conoce como eventos genéticos primarios y de eventos genéticos secundarios 
para producir el fenotipo tumoral del MM50. Los eventos primarios son los responsables 
del desarrollo de la célula B clonal maligna y están constituidos por las lesiones iniciales 
que están presentes en la totalidad de las células clonales y marcan el fondo genético de 
los subgrupos moleculares de MM51, 52. Los principales eventos genéticos primarios son 
las traslocaciones del gen de la cadena pesada de las inmunoglobulinas (IGH) y la 




traslocaciones del gen IGH, localizado en la banda cromosómica 14q32, están presentes 
en casi el 60% de los casos de MM. Aunque este gen puede estar traslocado con diversas 
regiones cromosómicas, las traslocaciones más frecuentes involucran a los genes CCND1 
en la t(11;14), NSD2 (MMSET) y FGFR3 en la t(4;14), MAF en la t(14;16), MAFB en la 
t(14;20) y CCND3 en la t(6;14). El resultado de la fusión del potenciador o enhancer del 
locus del gen de la cadena pesada de Igs con los genes acompañantes de la traslocación 
será expresión anormalmente elevada de estos últimos genes, lo que modificará, entre 
otros procesos, la proliferación celular54, 55. La hiperdiploidía se observa en 
aproximadamente el 50% de los pacientes con MM55. Los cariotipos hiperdiploides se 
caracterizan por la presencia de trisomías de los cromosomas impares 3, 5, 7, 9, 11, 15, 
19 y 21 y, aunque su origen no está claro, se baraja la hipótesis que podría ser el resultado 
de una mitosis catastrófica53. Existe una gran heterogeneidad en cuanto a los efectos que 
puede tener la presencia de la hiperdiploidía sobre la regulación de otros genes. De hecho, 
se han encontrando hasta cuatro grupos de pacientes con MM hiperdiploide en los que 
los patrones de expresión génica estarían bien diferenciados56. Tanto las traslocaciones 
del gen IGH como los cariotipos hiperdiploides aparecen en las células plasmáticas 
clonales de las entidades precursoras del MM, como el SMM y la GMSI. 
En lo que respecta a los eventos genéticos secundarios, se cree que estarían 
implicados en la progresión desde GMSI a MM. Estos eventos son los que proporcionan 
a un subclon determinado una ventaja selectiva concreta sobre el resto de subclones 
favoreciendo su prevalencia53. Entre los eventos secundarios se incluyen amplificaciones 
y delecciones recurrentes, como la ganancia del brazo cromosómico 1q o las pérdidas del 
brazo 1p y de los genes RB1 o TP53, así como fenómenos epigenéticos como la 
metilación o la regulación de genes por microARNs. Otros eventos secundarios más 
tardíos son las traslocaciones secundarias que involucran al oncogén MYC, o las 
mutaciones activadoras en genes como TP53, RAS, FGFR3, CYLD o TRAF357. 
El micromedioambiente también juega un papel fundamental en la biología del 
MM. Este esta formado por múltiples tipos de células hematopoyéticas como células B, 
células T o células Natural Killer (NKs), entre otras, además de células que no proceden 
de la estirpe hematopoyética, como pueden ser las células endoteliales o los osteoblastos. 
Todos estos tipos celulares son esenciales en el desarrollo del MM ya que, mediante la 
secreción de determinados factores y citocinas, contribuyen a la migración y proliferación 
de la célula mielomatosa54. 
Como queda patente en este breve resumen, la biología del MM es 
extraordinariamente compleja, especialmente debido a la diversidad genómica inter e 
intratumoral. La investigación incesante de todos estos aspectos clave en la patogenia del 







1.2. Terapias en el tratamiento del mieloma múltiple 
 
Aunque el MM aún es una enfermedad incurable, la introducción en los últimos 
años de nuevas estrategias terapéuticas como el trasplante autólogo de progenitores 
hematopoyéticos, así como la disponibilidad de cada vez más agentes terapéuticos, ha 
contribuido a prolongar notablemente la supervivencia global de las personas afectadas 
por esta patología1, 7, 8, 58, 59. De este modo, se cuentan por decenas las diferentes opciones 
terapéuticas disponibles actualmente para el tratamiento del MM, abarcando desde la 
quimioterapia convencional, introducida en los años 50 del siglo XX, hasta la más 
reciente introducción de los tratamientos con anticuerpos monoclonales60. 
 
1.2.1. Quimioterapia convencional 
La quimioterapia consiste en el uso de drogas citotóxicas para eliminar las células 
cancerígenas. Se suele aplicar como un único agente o en combinación con otros fármacos 
como corticosteroides o agentes inmunomoduladores para incrementar su eficacia. La 
quimioterapia con melfalán oral unida al glucocorticoide prednisona fue el primer 
tratamiento eficaz utilizado en pacientes con MM61. 
 
Melfalán (Alkeran ®) 
El melfalán (Figura 1.2) es un 
derivado de fenilalanina de la mostaza 
nitrogenada con actividad alquilante 
bifuncional que actúa inhibiendo la 
replicación celular. Este compuesto fue 
sintetizado por primera vez en 1953 
sustituyendo el grupo metilo de la mostaza 
nitrogenada por el aminoácido 
fenilalanina62. El melfalán actúa como 
agente alquilante inespecífico del ADN, 
bloqueando su capacidad replicativa y conduciendo a la aparición de un efecto citotóxico 
en las células tratadas con este compuesto63. El proceso de alquilación también afecta de 
manera significativa a la transcripción, ya que la formación de aductos mediante la unión 
de los grupos alquilo a las bases de ADN resulta en la fragmentación del ADN por las 
enzimas de reparación que tratan de reemplazar estas bases alquiladas, afectando este 
proceso a la capacidad transcripcional de este ADN64, conduciendo a la parada del ciclo 
celular65 y en último término a la apoptosis celular66. Las altas dosis de melfalán 
continúan siendo el regimen de acodicionamiento más utilizado en el trasplante autólogo 
de progenitotes hematopoyéticos, procedimiento que forma parte del tratamiento de los 
pacientes con MM menores de 65-70 años. 
 
 






La vincristina (Figura 1.3) es 
un alcaloide vegetal aislado de la 
planta Vinca rosea L. de la familia de 
las Apocináceas. Este compuesto se 
une de manera irreversible a los 
microtúbulos y a otras proteínas 
implicadas en la mitosis celular 
deteniendo a las células tumorales en 
metafase67. El efecto final de esta 
parada será la muerte de la célula a 
través de la activación de las vías 
apoptóticas68, 69. Se han descrito otros 
efectos asociados a este alcaloide sobre el metabolismo de aminoácidos70, sobre la 




La ciclofosfamida (Figura 1.4) es un 
agente alquilante perteneciente al grupo de las 
oxazafosforinas73. Las principales propiedades 
de este compuesto son su poder antimitótico y 
antiproliferativo. Se han demostrado también 
potentes propiedades inmunosupresoras74. La 
ciclofosfamida necesita ser activada 
enzimáticamente en el hígado para tener 
propiedades citotóxicas, formando dos 
moléculas alquilantes del ADN. Estas actúan 
uniéndose a una de las dos hebras del ADN de 
las células cancerosas impidiendo la división 
celular75. 
 
Etopósido (VP-16, VePesid®) 
El etopósido (Figura 1.5) es un alcaloide 
vegetal76 inhibidor de la ADN topoisomerasa II. El 
etopósido estabiliza la unión de la topoisomerasa II 
al ADN, de manera que impide la unión de las hebras 
rotas de ADN y por tanto la correcta condensación 
cromosómica77. Esto llevará a la célula a cometer 
errores en la síntesis de ADN y por tanto se 




Figura 1.3. Estructura química de la vincristina 
 
Figura 1.4. Estructura química de la 
ciclofosfamida 




Doxorrubicina (Adriamicina o Rubex®) 
La doxorrubicina (Figura 1.6) es un 
compuesto de la familia de las antraciclinas 
aislado del hongo Streptomyces peucetius79, 
que inhibe la síntesis de ADN, ARN y 
proteínas, potenciando de esta manera su 
efecto citotóxico. Este compuesto se 
intercala entre las bases de ADN logrando 
que las ARN y las ADN polimerasas sean 
inhibidas. También actúa impidiendo que la 
topoisomerasa II pueda progresar, 
inhibiendo de esta forma que la cadena de 
ADN pueda transcribirse77. La 
doxorrubicina también favorece la formación de especies reactivas de oxígeno, lo que 
favorece su actividad citotóxica80. 
 
 
Doxorubicina liposomal (Doxil®) 
La doxorubicina liposomal (Figura 1.7) 
es una forma pegilada de la doxorubicina 
encapsulada en una esfera lipídica o liposoma. 
La principal ventaja de este compuesto frente a 
la forma no encapsulada de doxorrubicina es su 





La bendamustina (Figura 1.8) es un 
agente antineoplásico alquilante del 
grupo de las mostazas nitrogenadas82. 
Este compuesto actúa induciendo la 
apoptosis de las células tumorales gracias 
a su actividad alquilante dependiente de 
p53, aunque también ha sido descrito un 







Figura 1.6. Estructura química de la 
doxorrubicina 
Figura 1.7. Estructura química de la 
doxorrubicina liposomal 






Los corticosteroides son fármacos antiinflamatorios que imitan el efecto de las 
hormonas producidas de manera natural por las glándulas suprarrenales. Estos 
compuestos están implicados en múltiples procesos fisiológicos, entre los que destacan 
los procesos antiinflamatorios y la inmunosupresión. Los corticosteroides son uno de los 
compuestos más comúnmente utilizados para el tratamiento del cáncer84. El MM no es 




La dexametasona (Figura 1.9) es un 
glucocorticoide sintético que actúa como 
antiinflamatorio86 e inmunosupresor87. La 
dexametasona se une a su receptor formando un 
complejo que penetra en el núcleo de la célula 
uniéndose al ADN formando un complejo que 
se unirá a los elementos de respuesta a 
glucocorticoides del ADN (GRE)88, modulando 
la transcripción y por tanto la síntesis proteica86.  
 
Prednisona 
La prednisona (Figura 1.10) es 
un glucocorticoide sintético también 
con acción antiinflamatoria e 
inmunosupresora. Al igual que la 
dexametasona, forma un complejo 
receptor-glucocorticoide que entra en 
el núcleo de la célula e interacciona 
con el ADN modulando la 
transcripción génica.  
 
1.2.3. Agentes inmunomoduladores 
Los agentes inmunomoduladores (IMiDs) son compuestos que afectan a la 
capacidad del sistema inmune para llevar a cabo sus funciones, de modo que pueden tener 
función inmunoestimuladora o inmunosupresora. Además, se ha observado en el MM que 
estos compuestos presentan también capacidad antiproliferativa, antiangiogénica y 
antiinflamatoria89. Por todo esto, el descubrimiento de los IMiDs ha supuesto un gran 
avance en el tratamiento del MM ya que ha contribuido a mejorar notablemente tanto la 




Figura 1.9. Estructura química de la 
dexametasona 





La talidomida (Figura 1.11) es un derivado 
del ácido glutámico con efecto inmunomodulador 
y potencialmente antineoplásico. Este compuesto 
modula la síntesis de citocinas, principalmente 
del factor de necrosis tumoral alfa (TNFα)92, 
reduciendo la vida media de su ARNm. Este 
compuesto también tiene un papel inhibitorio en 
la ruta de fagocitosis93 y angiogénesis94. 
 
Lenalidomida (Revlimid®) 
La lenalidomida (Figura 1.12) es un 
compuesto con actividad antineoplásica análogo de 
la talidomida, con mayor potencia y menor 
toxicidad que esta última95. El principal 
mecanismo de acción de la lenalidomida es la 
ubiquitinación y posterior destrucción de sustratos 
proteicos como Ikaros o Aiolos a través de su unión 
con la proteína codificada por el gen CRBN96, 
aunque la lenalidomida también actúa a nivel 
transcripcional97. Asímismo, este compuesto 
inhibe la producción de citocinas proinflamatorias como TNFα o IL-1, IL-6 e IL-12, 
además de promover la síntesis de citocinas antiinflamatorias95, 98, 99. La lenalidomida 
inhibe también la angiogénesis y promueve la parada en G1 y la apoptosis de las células 
tumorales100. 
Pomalidomida (Pomalyst®) 
La pomalidomida (Figura 1.13) es un agente 
inmunomodulador derivado de la talidomida con 
actividad antimieloma101. Este compuesto inhibe 
directamente la angiogénesis y también el 
crecimiento101 y la proliferación de las células 
tumorales, además de inducir su apoptosis102. A 
estas actividades contribuye el incremento de la 
producción del interferón gamma y las 
interleucinas 2 y 10, así como la reducción de la 
producción de citocinas proinflamatorias como la IL-698. Se ha descrito que este 
compuesto además favorece la respuesta inmune mediada por células T y células NK103. 
Sin embargo, el mecanismo de acción de la pomalidomida no se limita a estos procesos, 
ya que también se ha registrado un efecto modulador sobre la expresión génica, bien a 
través de mecanismos inhibitorios como es el caso de la prostaglandina-endoperóxido 
sintasa 2 (PTGS2) en monocitos104, o bien a través de mecanismos de inducción de la 
expresión génica como ocurre con el gen CDKN1A en líneas celulares de linfoma de 
Burkitt105. Este efecto sobre la expresión génica fue evaluado en este trabajo en MM 




Figura 1.11. Estructura química de 
la talidomida 
Figura 1.12. Estructura química 
de la lenalidomida 






1.2.4. Inhibidores del proteasoma 
Descubierta en los años 80, la vía de la ubiquitina-proteasoma tiene un papel 
esencial en la maquinaria de degradación proteica de la célula106. El papel central en esta 
vía lo juega un complejo multiproteico llamado proteasoma, cuya principal función es la 
destrucción de las proteínas marcadas previamente con ubiquitina. Se ha visto que las 
células cancerígenas presentan una mayor actividad de este complejo que las células 
normales107, lo que ha sido una de las razones para pensar en el proteasoma como posible 
diana terapeútica frente a algunos tipos de cáncer como el MM108. Esto ha llevado al 
desarrollo de múltiples compuestos como bortezomib, carfilzomibo o ixazomib, cuyo 
mecanismo de acción provoca la inhibición de este complejo, causando la inducción en 
la célula tumoral de la cascada de apoptosis como resultado de la acumulación de 
proteínas mal plegadas en la célula109. 
 
Bortezomib (Velcade®, PS-341) 
El bortezomib (Figura 1.14) es un 
ácido borónico dipeptídico modificado. Se 
trata de un inhibidor reversible del 
proteasoma que ha sido utilizado tanto en 
monoterapia como en combinación con 
otros fármacos en el tratamiento del MM. 
Este fármaco actúa sobre la ruta ubiquitina-
proteasoma de homeostasis de proteínas 
celulares bloqueando la acción del 
proteasoma 26S, que es una enzima multi-
catalítica que degrada las proteínas mal 
plegadas o aberrantes110. De manera 
particular, el bortezomib inhibe la activación de las subunidades β5 y β1 del núcleo 20S 
en el complejo del proteasoma 26S. El bortezomib se une con el sitio activo de estas 
subunidades formando un complejo que produce el bloqueo reversible la actividad tipo 
quimotripsina111 y de la actividad tipo caspasa112 de ambas subunidades, respectivamente, 
lo que conduce a la inducción de la apoptosis de las células tratadas con este 
compuesto113. El proteasoma 26S también juega un papel relevante en la regulación de la 
transcripción114, por lo que su inhibición podría conducir a la desregulación de múltiples 
vías y funciones en la célula tratada con bortezomib. El bortezomib además inhibe la 
activación del factor de necrosis tumoral kappa B (NF-κB), bloquea la producción y 
señalización intracelular de la interleucina 6 e inhibe la angiogénesis, entre otros 
efectos115. 
 






El carfilzomib (Figura 
1.16) es un inhibidor 
irreversible del proteasoma 
que pertenece al grupo de las 
epoxicetonas. El efecto de 
inhibición irreversible lo lleva 
a cabo mediante la unión 
específica e irreversible a los 
sitios activos treonina N-
terminales del proteasoma116, 
117. Se ha observado que el tratamiento con carfilzomib tiene una potente actividad 
antiproliferativa y proapoptótica sobre células malignas en cánceres hematológicos118. 
 
Ixazomib (Ninlaro®) 
El ixazomib (Figura 1.17) es un 
inhibidor del proteasoma tipo boronato 
de segunda generación, de 
administración oral a diferencia del 
bortezomib y del carfilzomib. Se trata 
de un inhibidor reversible del 
proteasoma que se une e inhibe 
selectivamente a la subunidad beta tipo 
5 (PSMB5) del proteasoma 20S119. 
Estudios de este compuesto en líneas celulares de MM han demostrado su capacidad para 
inducir la apoptosis120. Esta actividad se ha comprobado que es dependiente de caspasas 
involucrando además otras vías de señalización, como p53-p21 o la vía de estrés del 
retículo endoplasmático121. 
 
1.2.5. Inhibidores de las deacetilasas de histonas 
El desarrollo de los compuestos inhibidores de las deacetilasas de histonas (HDACi) 
como terapia antineoplásica es la respuesta a multitud de estudios en los que se ha 
reportado que la hiperacetilación y la hipoacetilación de las histonas es un proceso 
importante y frecuente en cáncer122, 123, incluido el MM124. De manera general, los 
HDACi actúan inhibiendo las enzimas que participan en la desacetilación de las histonas 
presentes en la cromatina, proteínas que son de gran importancia en procesos como la 
transcripción celular, produciendo finalmente la detención del ciclo celular y la 




Figura 1.16. Estructura química del carfilzomib 





El panobinostat (Figura 
1.18) es un derivado del ácido 
hidroxámico que produce la 
inhibición de las desacetilasas 
de clase I y II, que son 
responsables de la regulación 
de múltiples procesos en la 
célula como la transcripción o 
la apoptosis126. La inhibición 
de estas enzimas por panobinostat evita la desacetilación de las histonas haciendo que se 
produzcan cambios en la expresión génica debidos a los daños producidos en el ADN127 
por la relajación de la cromatina128. Se ha demostrado en estudios in vitro su poder 
sinérgico con otros compuestos promoviendo la actividad celular proapoptótica y la 
detención del ciclo celular en la fase G2/M, mediante la acumulación de histonas y otras 
proteínas acetiladas129, 130. 
 
1.2.6. Agentes hipometilantes 
Los agentes hipometilantes son una familia de compuestos utilizados en el 
tratamiento de diversos tipos de cánceres hematológicos, como los síndromes 
mielodisplásicos o el MM, cuyo principal efecto es la redución de grupos metilo que están 
unidos de forma natural al ADN131. Estos fármacos se incorporan al ADN reemplazando 
la citosina y formando uniones irreversibles con la enzima ADN-Metil-Transferasa 
(DNMT). Al restringir la presencia de dicho enzima, el ADN que se sintetice presentará 
un menor grado de metilación y se reexpresará132. 
 
Azacitidina (Vidaza ®) 
La azacitidina (Figura 1.19) es una pirimidina 
análogo químico del nucleósido citidina. Aunque 
originalmente su destino fue el uso como droga citotóxica, 
la azacitidina actúa sobre las células tumorales siguiendo 
un doble mecanismo. Por un lado, se ha comprobado que a 
bajas dosis este compuesto produce su actividad 
antineoplásica mediante la inhibición de la ADN 
metiltranferasa, lo que produce a la hipometilación del 
ADN133, 134, conduciendo a la activación de los genes 
silenciados por metilación135. Por otra parte, se ha 
comprobado que la azacitinida produce citotoxicidad 
directa en células hematopoyéticas cancerígenas, ya que al ser un análogo del nucleósido 
citosina puede ser incorporado directamente al ADN o al ARN136, 137. Mediante este 
segundo mecanismo, la azacitidina consigue activar de forma selectiva la expresión de 
ciertos genes de las células sometidas a tratamiento138. Además, la azacitidina puede 
conducir mediante su incorporación al ARN al desensamblaje de los ribosomas 
ocasionando la inhibición de la producción de proteínas139. 
 
 
Figura 1.18. Estructura química del panobinostat 
Figura 1.19. Estructura 
química de la azacitidina 
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Decitabina (Dacogen ®)  
La decitabina (Figura 1.20) es un agente 
hipometilante desoxiderivado de la azacitidina. Al igual que 
la azacitidina, la decitabina produce hipometilación en el 
ADN a través de la inhibición de la enzima ADN 
metiltransferasa140. Esta acción la lleva a cabo mediante su 
incorporación directa en la hebra de ADN, sin embargo, a 
diferencia de la azacitidina no se incorpora a cadena de 
ARN debido a su estructura de desoxirribonucleótido. 
Como resultado de esta hipometilación, la decitabina 
produce la restauración de la función de genes críticos para 
la diferenciación y proliferación celular, como ocurre con 
el gen TNFRSF10A en células de leucemia mieloide aguda (LMA)141. La decitabina, 
como la azacitidina, también tiene un mecanismo de acción dual, de manera que a bajas 
dosis produce la hipometilación del ADN, pero a altas dosis conduce a la inhibición de la 
proliferación celular139. No obstante, se ha demostrado en algunos tipos de cáncer que la 
decitabina presenta efectos diferentes a los producidos por la azacitidina tanto a nivel de 
expresión génica, como de ciclo celular, daño en el ADN y apoptosis142. 
 
1.2.7. Anticuerpos monoclonales 
Los anticuerpos monoclonales son proteínas recombinantes complejas que 
reaccionan específicamente contra epítopos concretos de sus proteínas diana. Estas 
moléculas han sido ampliamente utilizadas como agentes inmunoterapeúticos en 
numerosos tumores. En el MM, el uso de anticuerpos monoclonales se ha convertido en 
una alternativa de tratamiento debido a los numerosos antígenos presentes en la superficie 
de la célula plasmática, como la glicoproteina CD38, el receptor CS1 y el antígeno 
BCMA, entre otros143. Por todo esto, los anticuerpos monoclonales están llamados a ser 
la nueva revolución en el tratamiento de esta patología144. 
Daratubumab (Darzalex®) 
Daratumumab es un anticuerpo monoclonal humano contra la glicoproteína 
transmembrana CD38. Este compuesto induce citotoxicidad dependiente de anticuerpo y 
dependiente de complemento145. Otros efectos desencadenados por este anticuerpo es la 
fagocitosis celular dependiente de anticuerpo145, 146 y la inhibición de la actividad 
enzimática de CD38147. 
Elotuzumab (Empliciti®) 
Elotuzumab es un anticuerpo monoclonal humanizado que se une a la proteína 
SLAMF7, proteína expresada en MM y en células natural killer (NK)148. El elotuzumab 
ejerce un efecto doble, ya que por un lado activa directamente las células NK y por otro 




Figura 1.20. Estructura 





1.2.8. Interferón γ 
El interferón γ (IFN-γ) es una citocina que es secretada por las células T activas y 
células NK, de gran importancia en la respuesta inmune, principalmente en procesos de 
infección vírica o bacteriana. Esta molécula goza de un gran potencial terapéutico en 
procesos cancerígenos, lo que ha conducido a su desarrollo como agente 
farmacológico150. El MM es uno de los procesos tumorales en los que se ha podido 
comprobar este potencial, ya que se ha demostrado su poder inhibitorio sobre la 
interleucina 6 (IL-6), esencial en el desarrollo del MM151, conduciendo el tratamiento con 
IFN-γ a la supresión del crecimiento celular dependiente de la propia IL-6152. 
 
1.2.9. Trasplante de células progenitoras hematopoyéticas 
El trasplante de células progenitoras hematopoyéticas consiste en la administración 
al paciente con MM de nuevas células madre productoras de sangre, que pueden provenir 
tanto de la médula ósea como de la sangre periférica. Existen dos tipos de trasplante en 
función del individuo del que procedan las células trasplantadas: 
a) Trasplante autólogo: las células madre proceden del propio paciente con MM 
b) Trasplante alogénico: las células madre proceden de otra persona (donante), este 
tipo de trasplante es de mayor riesgo ya que puede producir lo que se conoce como 
enfermedad injerto contra huésped, en la que las nuevas células inmunes 
identifican las células del paciente como extrañas y son atacadas. 
 
1.3. Agentes terapéuticos en fase de investigación en mieloma 
múltiple 
 
1.3.1. Inhibidores de bromodominio 
Los bromodominios son una familia de motivos proteicos que se unen a los residuos 
de lisina acetilados en las colas de las histonas, los cuales juegan un papel muy relevante 
en los procesos de remodelado de la cromatina y la activación transcripcional153, 154. Su 
relevancia en el campo del MM viene dada por el descubrimiento de su potencial acción 
reguladora sobre la expresión génica de MYC155, oncogén directamente involucrado en el 
desarrollo del MM156. El uso de inhibidores de bromodominio se ha propuesto como una 
potencial estrategia terapéutica en el MM, ya que se ha demostrado en ensayos in vitro e 






El JQ1 (Figura 1.21) es una 
tienotriazoldiazepina con actividad 
inhibidora de proteínas de 
bromodominio extraterminal (BET). 
Este compuesto se une de forma 
competitiva a los motivos de 
reconocimiento de acetil lisina, también 
llamados bromodominios157. El JQ1 aún 
no ha sido utilizado en ensayos clínicos 
en humanos debido a su corta vida 
media, sin embargo, estudios en 
modelos in vitro e in vivo han 
demostrado su eficacia sobre células 
malignas. De esta manera, estudios en 
líneas celulares de MM han demostrado 
que este compuesto es capaz de reducir la liberación y la transcripción de interleucina 6 
inducida por lipopolisacáridos158. También se ha comprobado que este compuesto regula 
la transcripción de MYC y las dianas dependientes de este gen, así como su papel sobre 
la inhibición de la proliferación celular en MM, a través de la potente inhibición que 
ejerce sobre la proteína Brd4, responsable del control transcripcional del oncogén 
MYC155. Así, esta regulación transcripcional de MYC implica que la aplicación del JQ1 
también tiene efectos sobre el transcriptoma celular, por lo que en este trabajo se buscó 
dilucidar mediante técnicas de metaanálisis la modulación transcriptómica de este 
compuesto 
 
1.3.2. Agentes moduladores del splicing alternativo 
El splicing alternativo es un proceso posttranscripcional de reordenamiento 
combinatorio que ocurre en el núcleo de la célula, en el que, mediante la unión selectiva 
de exones, partes de exones y/o partes de intrones procedentes de un único preARNm, se 
pueden producir multiples moléculas de ARNm maduro estructuralmente diferentes. Este 
proceso es crítico para multitud de funciones de la célula159, y también se ha observado 
su implicación en múltiples patologías como el cáncer160. En el MM, se ha comprobado 
que la desregulación del splicing alternativo tiene una repercusión en la respuesta al 
tratamiento y en el pronóstico161-164. Sin embargo, aún queda mucho por investigar en 
este campo buscando posibles dianas que permitan el desarrollo de terapias que modulen 
del splicing alternativo en el MM. 
 
 





La amilorida (Figura 1.22) es una 
piracina-carbonil-guanidina sinterizada en los 
años 60 del siglo XX que funciona como agente 
antidiurético. Se trata de un compuesto 
inhibidor de canales de Na+165 aunque también 
se ha podido comprobar su eficacia sobre otros 
procesos de transporte de iones166. El hallazgo 
de sus propiedades antimetastásicas y 
antitumorales, debidas principalmente a esta 
inhibición de las proteínas intercambiadoras de 
protones167 y a su capacidad de modulación del 
splicing alternativo a través de la fosforilación de factores de regulación del splicing168, 
ha conducido a la investigación de este compuesto como una potencial terapia en MM169 
y leucemia mieloide crónica (LMC)170. Este fármaco ha sido elegido en el presente trabajo 
para la puesta a punto de un flujo de trabajo o pipeline utilizando datos de RNA-seq. 
 
TG003 
TG003 (Figura 1.23) es un 
benzotiazol con función de inhibidor de 
la familia de quinasas Clk. Se ha 
descrito su efecto sobre la regulación 
del splicing alternativo modulado por la 
fosforilación de las proteínas SR a 
través de la inhibición de las quinasas 
Clk1 y Clk4, lo que conduce esta 
modulación del splicing171. El hecho de que este fármaco actúe sobre las proteínas SR, 
concretamente sobre SRSF1 le confiere además un especial interés en la investigación 
del cáncer, ya que SRSF1 es un protooncogén que contribuye a la progresión tumoral 
mediante el cambio de los patrones de splicing de genes como el supresor tumoral 
BIN1172. En MM se ha podido observar que el tratamiento con este compuesto provoca 
la inhibición del crecimiento celular y la supervivencia celular173. Este compuesto, junto 
con la amilorida, ha sido seleccionado para la puesta a punto de un pipeline de RNA-seq 









Figura 1.22. Estructura química de la 
amilorida 
Figura 1.23. Estructura química del TG003 
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1.4. Microarrays en la investigación del mieloma múltiple 
 
El origen de los microarrays se remonta a la década de los 70 del siglo XX, cuando 
en 1975, Grunstein y Hogness, diseñaron un método de hibridación molecular de ADN 
en cultivos de Escherichia coli, utilizando placas de agar cubiertas con filtros de 
nitrocelulosa. Posteriormente se aplicaba sobre este filtro una sonda etiquetada con 
radiación que hibridaba en cada muestra con ADN complementario174. Años más tarde, 
en 1979, Gergen y colaboradores adaptarían este método para producir matrices en las 
que se encontrasen más de 1.000 colonias de bacterias175. A finales de los 80, se llevó a 
cabo la robotización del proceso, produciendo una notable reducción del tiempo de 
procesamiento y un gran aumento de la precisión de los resultados obtenidos. Esto junto 
con el desarrollo en los 90 de la clonación del ADN complementario, supusieron un punto 
de partida importante para el desarrollo de los microarrays. La miniaturización de estas 
matrices en el año 1995 condujo a la utilización por primera vez del concepto microarray 
en estudios de expresión génica por Schema y colaboradores176. Todo esto supuso un gran 
avance en los estudios genómicos que terminó de materializarse en el año 1997 cuando 
por primera vez se publicó el primer estudio de expresión génica mediante un microarray 
de genoma completo de levaduras177. Desde entonces, el uso de los microarrays se ha 
generalizado a múltiples especies, para el estudio de múltiples condiciones y patologías 
y con numerosas variantes, como pueden ser los estudios de expresión génica, de 
metiloma, número de copias, microRNAs, etc. 
Las aplicaciones más extendidas de los microarrays en estos años han sido su 
utilización en estudios de expresión génica para identificar posibles biomarcadores 
tumorales, diferenciar subtipos moleculares en una patología determinada o para 
averiguar los efectos de compuestos químicos sobre la expresión génica178. Actualmente, 
los microarrays de expresión génica consisten en una matriz sólida de vidrio, plástico o 
silicona, con miles de pequeñas áreas o spots que contienen una secuencia conocida de 
oligonucleótidos, a la que se hibrida una librería de fragmentos de ARN complementario 
(ARNc) generada a partir del ARNm procedente de la muestra en la que se quiere conocer 
la expresión génica. Aunque la hibridación del ARNc es el punto clave en el 
procesamiento del microarray179, 180, el proceso experimental y analítico del microarray 






Figura1.24. Esquema del procesamiento general para los microarrays de expresión génica 





El objetivo final de todo este proceso es recopilar los datos de expresión génica del 
conjunto de muestras sujetas a análisis, para finalmente crear perfiles de expresión génica 
que muestren cambios simultáneos de la expresión de varios genes en función de las 
diferentes condiciones objeto del estudio. Sin embargo, aunque analizar simultáneamente 
varios genes pueda parecer a priori una ventaja, esto no ha sido visto así siempre. El 
hecho de ser una técnica capaz de generar una cantidad tan masiva de datos, al interrogar 
simultáneamente la expresión de miles de genes, ha generado cierto escepticismo en la 
comunidad científica181 debido a lo que se conoce como “maldición de la 
dimensionalidad” (término acuñado por Bellman en 1957182). A pesar de ello, esta técnica 
goza actualmente de un amplio reconocimiento en estudios biomédicos, y es de gran 
utilidad en multitud de áreas de investigación como el cáncer. 
El primer trabajo que utilizó microarrays para el estudio de la expresión génica en 
el campo de la oncología se realizó en el área de la hematología en 1999. En este estudio 
pionero, Golub y colaboradores183 demostraron el poder de los microarrays en la 
clasificación y predicción de pacientes con leucemia mieloide aguda (LMA) y leucemia 
linfoblástica aguda (LLA) en función de los niveles de expresión génica de 6.817 genes. 
Desde entonces, el número de estudios publicados en cáncer en los que la expresión 
génica ha sido estudiada mediante microarrays ha aumentado progresivamente, hasta las 
dos últimas décadas donde se observa cierto estancamiento Figura 1.25a. Estos patrones 
de publicación también aparecen en el campo de la oncohematología, donde de manera 
particular en el MM podemos observar un comportamiento análogo Figura 1.25b. 
 
 
Figura 1.25. Número de publicaciones por año en Pubmed para estudios de expresión 
génica con microarrays en a) cáncer y b) mieloma múltiple. Las búsquedas se llevaron a cabo a 
través de la página web http://dan.corlan.net/medline-trend.html, utilizando como términos de 
búsqueda en a) “microarray AND cancer AND gene AND expression” y en el caso de b) 
“microarray AND myeloma AND gene AND expression”. 
En estos años, los estudios transcriptómicos en MM han generado información 
relevante sobre la patogenia de esta enfermedad184. En este sentido, se descubrieron ocho 
subgrupos de pacientes con comportamientos clínico-biológicos bien diferenciados, lo 
que demuestra la enorme heterogeneidad molecular del MM. Aunque sin duda, uno de 
los hallazgos más relevantes y, en cierta manera inesperado, que revelaon los estudios de 
expresión génica en el MM fue la expresión significativamente aumentada de una de las 
ciclinas D (CCND1, CCND2 o CCND3) en todos los MM e incluso en las GMSI185-187. 
El desarrollo de la mielomagénesis ha sido otro de los puntos destacados en el análisis 
transcriptómico del MM, donde se han estudiado cohortes de pacientes que abarcan todos 








relacionadas con el riesgo de progresión del MM188, o vías de señalización desreguladas 
entre los diferentes estadios del MM189.  
Los estudios de expresión génica mediante microarrays han tenido también gran 
relevancia en el campo de la farmacología en el MM. Una de las aplicaciones más 
comunes de esta técnica ha sido el estudio del efecto del tratamiento con fármacos en 
modelos in vitro en líneas celulares de MM (HMCLs, del inglés Human Myeloma Cell 
Lines) sensibles a estos compuestos. La meta de estos estudios ha sido la determinación 
de una firma de expresión génica en respuesta a un determinado tratamiento y así, elucidar 
sus posibles mecanismos de acción en la célula mielomatosa. El número de estudios 
publicados con este objetivo se cuenta por decenas, abarcando un gran abanico de 
fármacos, ya que podemos encontrar estudios que comprenden desde la quimioterapia 
convencional con fármacos como el melfalán190, 191, hasta estudios que buscan la posible 
aplicación de fármacos no utilizados actualmente en la clínica para el tratamiento del 
MM155, 192.  
Otra de las aplicaciones dentro de la farmacología es la de la identificación de una 
firma de expresión génica especifica en el contexto de un determinado tratamiento en 
pacientes con MM. De este modo, podemos encontrar estudios con pacientes de nuevo 
diagnóstico tratados con quimioterapia en altas dosis193, pacientes tratados con 
combinaciones de fármacos, como pueden ser bortezomib, talidomida y dexametasona 
(VTD)194, pacientes tratados con IMiDs y dexametasona además de autotransplante195, o 
pacientes tratados con regímenes basados en bortezomib196. La determinación de esta 
firma génica puede ser de gran interés para el hematólogo con el fin de determinar qué 
pacientes pueden beneficiarse de unas u otras terapias. Además, este tipo de estudios 
puede tener una segunda aplicación, como es la predicción de la respuesta de los pacientes 
a estos tratamientos. Estudios previos han demostrado que la predicción de la respuesta 
completa en pacientes con MM tratados con terapias basadas en bortezomib y VAD 
(vincristina, doxorrubicina y dexametasona), utilizando únicamente datos de expresión 
génica puede tener una capacidad predictora limitada, y probablemente sea necesaria la 
incorporación al modelo de otros elementos génomicos tales como microARNs o datos 
procedentes de técnicas de secuenciación masiva (NGS)197. Sin embargo, estudios más 
recientes han revelado el poder predictor de la expresión génica en MM considerando 
múltiples niveles de respuesta, lo que indicaría la necesidad de que la respuesta debe ser 
tratada como un factor con múltiples niveles en lugar de considerarla dicotomizada198. 
No obstante, en ambos estudios las series analizadas son muy variables en cuanto a los 
fármacos aplicados a los pacientes. A la vista de estos resultados, parece necesaria la 
ampliación de la investigación sobre el poder de predicción de la expresión génica en 









1.5. RNA-seq en la investigación del mieloma múltiple 
 
Aunque la primera vez que se acuñó el término RNA-seq fue en el año 2008 por 
Lister y colaboradores199, los orígenes de la RNA-seq se remontan al año 1975 cuando 
Sanger y Coulson desarrollaron el método “menos-más”, mediante el cual fue posible la 
secuenciación de fragmentos de ADN de cadena sencilla utilizando una ADN polimerasa 
de Escherichia coli200. Ya en 1977, Maxam y Gilbert publicaron un método de 
secuenciación química, que, mediante el marcaje radioactivo del ADN seguido de cuatro 
reacciones de digestión química, determinaba la secuencia de la molécula de ADN tras la 
separación de los fragmentos obtenidos por electroforesis en geles de acrilamida201. A 
finales de ese mismo año, Sanger y colaboradores propusieron una nueva técnica de 
secuenciación basada en el uso de enzimas ADN polimerasas e inhibidores de la síntesis 
de la cadena de ADN para lograr una terminación específica de la misma, resolviendo 
estos fragmentos en geles de poliacrilamida una vez se completase la reacción de 
secuenciación202. En los años siguientes se llevaron a cabo varias mejoras respecto al 
protocolo original, como por ejemplo el uso de desoxinucleótidos trifosfato (dNTPs), 
cebadores marcados con fluorescencia y el uso de electroforesis capilar, pero el mayor 
hito se produjo en 1986 cuando Smith, Hood y colaboradores lograron la automatización 
del proceso203. Esto se tradujo en la aparición en 1987 del secuenciador ABI 370A DNA 
sequencer, que junto con las continuas mejoras que se le fueron aportando, sería el 
secuenciador dominante durante las dos siguientes décadas hasta la llegada de la 
tecnología conocida como Next Generation Sequencing (NGS) en 2005. La primera 
aproximación con éxito de NGS fue la secuenciación 454 que es una técnica de 
pirosecuenciación masiva en paralelo204. Esta técnica está basada en la liberación de 
pirofosfato durante la síntesis de novo de una nueva cadena de ADN, lo cual permite 
medidas en tiempo real de la síntesis de ADN205. Al mismo tiempo que esta técnica iba 
ganando auge, se veía también superada por la secuenciación patentada por la compañía 
Illumina. Esta nueva técnica de secuenciación combinaba la tecnología de terminación de 
cadena o método de Sanger, con la inmovilización del molde de secuenciación en una 
superficie de cristal. En este nuevo sistema propuesto por Illumina, las moléculas de ADN 
inmovilizadas eran amplificadas mediante amplificación en puente seguida de las síntesis 
de ADN, usando cuatro terminadores de cadena marcados con fluorescencia206. Este 
método, que empezó secuenciando fragmentos de 25 nucleótidos es la tecnología 
dominante en el mundo de la secuenciación, puesto que en la actualidad es capaz de 
secuenciar hasta 300 nucleótidos y generar millones de lecturas independientes en 
secuenciadores como el MiSeq de Illumina. 
Además del desarrollo de la tecnología de secuenciación, los estudios de RNA-seq 
se están enfrentando a otra serie de retos relacionados fundamentalmente con el desarrollo 
de métodos y técnicas para su análisis. En la última década, se han propuesto cientos de 
algoritmos y flujos de trabajo o pipelines para analizar este tipo de datos, pero existe un 
gran debate acerca de cuáles de estos métodos obtienen los mejores resultados, por lo que 
aún es preciso que se ahonde en la investigación comparativa de las diferentes 
metodologías de análisis de la RNA-seq. Por esta razón, uno de los desafíos a los que se 
enfrenta actualmente la RNA-seq es la falta de consenso a la hora de realizar el análisis 




El análisis de RNA-seq normalmente consta de varios pasos207: recortado de las 
secuencias (trimming), alineamiento o mapeo (alignment), contaje (counting) y 
normalización (normalization) y en muchos casos, análisis de la expresión diferencial 
(ED). Estos pasos se han representado esquemáticamente en la Figura 1.26. 
 
Figura 1.26. Esquema del flujo de trabajo típico de un experimento de RNA-seq. En el paso 
de normalización se representa como ejemplo la normalización mediante RPKM (Reads Per 
Kilobase Million). El cálculo de las RPKM del ejemplo está basado en un experimento realizado 
con una profundidad de secuenciación de 8 millones de lecturas. 
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El recortado de secuencias es una técnica que suele aplicarse sobre las secuencias 
en bruto de RNA-seq. Consiste en eliminar las secuencias de los adaptadores, que fueron 
añadidas para llevar a cabo la secuenciación, y de los nucleótidos de mala calidad en las 
zonas terminales de las lecturas. Este proceso conduciría a la mejora de la calidad de las 
lecturas resultantes. Sin embargo, esta técnica tiene muchos detractores en el mundo de 
la bioinformática ya que, si se aplica de manera agresiva, podría sesgar las estimaciones 
a nivel de expresión génica208 o de ensamblaje de transcritos209. Sin embargo, sus 
beneficios han sido ampliamente evaluados tanto en estudios de RNA-seq cuyo 
alineamiento ha sido llevado a cabo contra un genoma de referencia210, 211, como en 
estudios de RNA-seq con alineamineto de novo212, 213. Por tanto, el recortado se 
secuencias podría ser en muchos casos recomendable con el fin de mejorar la fiabilidad 
de los resultados finales. 
El segundo paso en el análisis de la RNA-seq es el alineamiento o mapeo de las 
lecturas obtenidas del proceso de recortado. El alineamiento se realiza habitualmente 
contra un genoma o un transcriptoma de referencia. El objetivo del alineamiento es 
obtener la localización de la secuencia de cada lectura respecto a la referencia contra la 
que se está alineando. Las herramientas y algoritmos utilizados en este paso están bajo 
constante desarrollo, por lo que en la literatura es posible encontrar múltiples opciones 
para llevar a cabo este proceso. Debido a esta gran variedad de algoritmos y a la 
relevancia del alineamiento de las lecturas en un estudio de RNA-seq, son múltiples los 
trabajos en los que se ha procedido a la evaluación y comparación de los algoritmos 
empleados en este paso214-220. Cada uno de los estudios ha evaluado grupos diferentes de 
algoritmos de alineamiento, en condiciones experimentales diferentes y con una finalidad 
distinta, como puede ser la cuantificación de la expresión génica cruda o la ED de genes 
o transcritos en dos condiciones diferentes, como pueden ser tratamiento vs. control. 
Una vez completado el procedimiento de alineamiento, se genera un archivo SAM, 
del inglés Sequence Alignment Map, que contiene la información del mapeo de las 
lecturas sobre el genoma o transcriptoma de referencia. Es común que este archivo tenga 
que ser procesado con otras herramientas como Samtools221 o Picard 
(http://broadinstitute.github.io/picard), con el fin de ordenar las lecturas, eliminar lecturas 
no alineadas o transformar el archivo a una versión binaria (BAM, del inglés Binary 
Alignment Map). Con estos archivos BAM se procederá a continuación a la asignación 
de las lecturas a un gen o transcrito determinado, proceso conocido como contaje o 
cuantificación. El contaje representa un gran desafío en el análisis de la RNA-seq debido 
a las propiedades intrínsecas de los datos analizados, como la longitud efectiva del gen 
que se analiza y la longitud de las lecturas con la que se ha realizado la secuenciación. 
Por este motivo, se han propuesto múltiples aproximaciones para realizar la 
cuantificación a nivel génico, cada una de ellas produciendo resultados diferentes, entre 
las que se pueden encontrar las planteadas por los algoritmos Cufflinks222, eXpress223, 
HTSeq224, RSEM225 o Stringtie226, cuya descripción detallada se recoge en la Sección de 
Material y métodos. Otra de las estrategias que se ha propuesto más recientemente para 
abordar el contaje de las lecturas ha sido el desarrollo de los algoritmos conocidos como 
pseudoalineadores. Los pseudoalineadores se caracterizan por integrar, en un mismo 
algoritmo, los procesos de alineamiento y contaje, y además por proponer una nueva 
técnica llamada pseudoalineamiento227, que de modo general, puede definirse como la 




nucleótido. Una de las grandes ventajas de los pseudoalineadores, además de la 
integración de dos de los pasos de análisis, es su menor coste computacional y el ahorro 
de tiempo de análisis, lo que los convierte en una alternativa muy atractiva a la hora de 
realizar análisis exploratorios de datos de RNA-seq. 
Tras el proceso de contaje, el investigador normalmente se encuentra con una matriz 
de datos de tamaño n*m, donde n es el número de genes y m es el número de muestras 
analizadas, que contiene el número de lecturas asignadas a cada uno de los genes del 
genoma considerado. Sobre esta matriz se lleva a cabo el siguiente paso del análisis de 
RNA-seq: la normalización. Este paso es de gran relevancia en los análisis de RNA-seq 
ya que, aunque no existe la posibilidad de la presencia de sesgos debido al ruido de fondo 
producido por el proceso de hibridación como ocurre en los microarrays228, la RNA-seq 
no está exenta de otros tipos de sesgo asociados a la técnica de secuenciación. Los 
principales sesgos detectados han sido tanto a nivel posicional229, debido a que los 
fragmentos secuenciados suelen localizarse con mayor frecuencia al inicio o final del gen, 
como a nivel específico de secuencia230, 231, donde la secuencia que rodea el inicio o el 
final de los potenciales fragmentos secuenciados afecta a la posibilidad de que estos 
fragmentos sean seleccionados para su secuenciación. El proceso de normalización 
trataría de solucionar estos problemas propios de la RNA-seq a través del desarrollo de 
múltiples estrategias, que abarcan desde los métodos de estimación no basados en 
abundancia, como el método del cuartil superior, a métodos que utilizan factores de 
escalado en función del tamaño de la librería, como son TMM, DESeq o FPKM. La 
normalización, junto con el proceso de contaje, son pasos esenciales en el establecimiento 
de la expresión de un gen mediante RNA-seq. Por esta razón se han llevado a cabo en los 
últimos años multitud de estudios en los que han sido comparadas las diferentes 
estrategias empleadas en ambos pasos225, 227, 232-238, con el fin de elucidar la mejor 
estrategia para establecer el valor de expresión génica en RNA-seq. 
La normalización podría ser el paso definitivo en trabajos cuyo objetivo fuese la 
cuantificación de la expresión génica. Sin embargo, en la mayoría de los casos, el objetivo 
va más allá con la detección de genes cuya abundancia ha cambiado de manera 
significativa entre dos o más condiciones experimentales. Estos son los llamados análisis 
de expresión génica diferencial, que tampoco están exentos de dificultades239. El abordaje 
de este tipo de análisis se ha llevado a cabo de forma tradicional, bien utilizando métodos 
paramétricos, o siguiendo una segunda alternativa con métodos no paramétricos. Los 
métodos paramétricos se basan en la asunción de que cada valor de expresión génica cae 
dentro de una distribución particular, como puede ser la distribución binomial negativa, 
tal y como consideran los algoritmos baySeq240, Cuffdiff241, DESeq2242, EBSeq243 y 
edgeR244; o una distribución log-normal, como asumen los métodos limma245 y 
Ballgown246. Por otra parte, los llamados métodos no paramétricos, no asumen ningún 
tipo de distribución de los datos, de manera que no imponen un modelo rígido al que 
ajustar estos datos. En el presente trabajo se evaluarán dos de estos métodos no 
paramétricos: SAMseq247 y NOIseq248. 
A pesar de todos los esfuerzos que se han realizado para mejorar el estudio de la 
expresión génica diferencial, y de los numerosos autores que han propuesto estudios 
comparativos en los que se trata de determinar los métodos más apropiados para la 
determinación de la expresión génica diferencial en RNA-seq235, 248-258, actualmente sigue 
Introducción 
28 
sin haber consenso sobre qué aproximación asegura la validez de los resultados en cuanto 
a robustez, reproducibilidad y exactitud255, aspectos que constituyen una parte importante 
en el presente trabajo. 
Si bien la determinación de la metodología óptima en cada uno de los pasos 
anteriores ya es un gran reto en el análisis de la RNA-seq, el mayor desafío es combinar 
los pasos anteriores para generar un pipeline óptimo que permita la determinación robusta 
tanto de la expresión cruda de los genes de una muestra, como de la expresión génica 
diferencial entre dos o más condiciones experimentales. Como se expuso anteriormente, 
el rendimiento de los métodos y algoritmos de análisis en cada paso individual del análisis 
ha sido evaluado en varios trabajos, sin embargo, solamente un pequeño grupo de autores 
ha evaluado el rendimiento de los diferentes métodos empleados en cada paso en 
combinación con el resto que constituyen un pipeline completo253, 259-261. El estudio del 
efecto combinado de cada paso de un pipeline es un proceso complejo, ya que depende 
del escenario de análisis de RNA-seq, de manera que la metodología óptima en cada paso 
del pipeline va a depender en gran medida del objetivo y del diseño experimental que el 
investigador haya planteado262, 263. Por esta razón, es necesario realizar una evaluación de 
diferentes pipelines en base a su rendimiento, precisión y exactitud, propiedades que 
serán abordadas en detalle en la presente investigación. 
A pesar de esta complejidad que envuelve el proceso global de análisis, la RNA-
seq es una técnica cada vez más popular en el panorama científico, gracias en buena 
medida a la versatilidad que ofrece, permitiendo tanto el estudio de los niveles de 
expresión génica como de transcritos, así como estudios de fusión de genes, inserción de 
genomas víricos o estudios de splicing alternativo264. Otro de los motivos de la amplia 
difusión de la RNA-seq ha sido la democratización de su precio, debido en gran medida 
a la aparición de nuevos métodos de preparación de librerías y también al surgimiento de 
un gran número de compañías que ofrecen la RNA-seq como servicio. 
El campo de la oncología no ha sido ajeno a este boom de las técnicas de 
secuenciación de ARN. Como se observa en la Figura 1.27a, el número de publicaciones 
relacionadas con el estudio del cáncer en las que se ha utilizado RNA-seq se encuentra 
en pleno ascenso. Esta progresión se debe principalmente a las ventajas que ofrece sobre 
otras técnicas ya que es capaz de dar una resolución a nivel de nucleótido, tiene muy poco 
ruido de fondo, requiere una baja cantidad de ARN y ofrece varios niveles de detección, 
a nivel de gen, transcrito, etc., con un solo análisis. Uno de los estudios que demostró la 
gran ventaja de la RNA-seq se llevó en cáncer de mama. En este estudio, la RNA-seq 
logró la detección de más de 2.000 ARN asociados con el riesgo de recurrencia del cáncer 
de mama265, mientras que un estudio realizado previamente sobre las mismas muestras 
utilizando qRT-PCR solamente logró detectar 21 genes266. 
La RNA-seq también ha sido considerada de gran utilidad en el campo de la 
oncohematología, sobre todo por su capacidad de identificar biomarcadores de subtipos 
patológicos y de estadios de progresión. Así, por ejemplo, se han descubierto multitud de 
defectos como mutaciones puntuales, inserciones, deleciones, traslocaciones, omisión de 
exones y fusiones génicas con quinasas en pacientes con leucemia linfoblástica aguda de 
células T267. Dentro de este campo, de manera particular en el MM, la investigación 




1.27b. Así, hasta este momento, se ha logrado con la RNA-seq la identificación de 
moléculas capaces de modular la vía de MAPK268, la identificación de nuevos agentes 
potencialmente terapeúticos169 y la determinación de una firma genética capaz de 
distinguir qué pacientes va a responder mejor a una terapia concreta269. En cualquier caso, 
el futuro de la investigación del MM con RNA-seq es prometedor, ya que unido al 
reciente desarrollo de técnicas como la single cell RNA-seq o la edición de genomas con 
CRISPR-Cas9, podría llevar al descubrimiento de procesos hasta ahora desconocidos en 
la biología de esta patología. 
 
 
Figura 1.27. Número de publicaciones por año en Pubmed para estudios de expresión 
génica con RNA-seq en a) cáncer y b) mieloma múltiple. Las búsquedas se llevaron a cabo a 
través de la página web http://dan.corlan.net/medline-trend.html, utilizando como términos de 
búsqueda en a) “RNA-seq AND cancer” y en el caso de b) “RNA-seq AND myeloma”. 
 
1.6. Análisis comparativo de microarrays y RNA-seq 
 
El microarray ha sido la técnica de análisis elegida en la gran mayoría de estudios 
de expresión génica de alto rendimiento desde finales de la década de los 90 hasta la 
primera década del siglo XXI. Esta predominancia ha sido debida a la capacidad del 
microarray frente a otras técnicas como la PCR de proporcionar al investigador, en un 
solo análisis, datos de expresión de miles de genes y transcritos al mismo tiempo. Sin 
embargo, a pesar del éxito cosechado por esta técnica en ámbitos como la investigación 
de biomarcadores en cáncer270-272 o el estudio de los cambios de expresión génica frente 
a fármacos273, los microarrays presentan algunas limitaciones que son difícilmente 
resolubles. Una de estas limitaciones se debe a su naturaleza estática, ya que solo es 
posible determinar la expresión de genes o transcritos que cuentan con sondas en la 
plataforma. Esto supone una gran limitación sobre estudios de organismos o patologías 
en los que continuamente se están descubriendo nuevos genes o transcritos, ya que el 
microarray, por su propio diseño, al ser una matriz rígida con unas sondas predefinidas 
no puede ser actualizado y terminaría siendo una estructura obsoleta, siendo la única 
solución a este problema el diseño de un nuevo chip de análisis. Otra de las limitaciones 
del microarray aparece en el proceso de hibridación, ya que en ocasiones se observan 
procesos de hibridación no específica de ARN, como la hibridación cruzada de secuencias 
de genes con secuencias similares, y de saturación de la señal emitida por las sondas, lo 







estos motivos, la RNA-seq se ha visto desde principios de esta década como una 
alternativa a los análisis transcriptómicos con microarrays264. Sin embargo, el uso de la 
RNA-seq también tiene sus correspondientes desventajas. Los principales obstáculos que 
se encuentra actualmente el investigador que realiza RNA-seq son debidos a la 
metodología empleada en la preparación de librerías. De este modo, en uno de los 
primeros pasos como es el proceso de fragmentación del ARN, las técnicas de digestión 
enzimática, sonicación o el uso de cationes divalentes para fragmentar el ARN pueden 
incluir sesgos a nivel posicional (los fragmentos se sitúan preferentemente al inicio o al 
final del transcrito) o específicos de secuencia (la secuencia que rodea el inicio o el final 
de los fragmentos potenciales afecta a la probabilidad de ser seleccionados para su 
secuenciación) que afecten a la estimación de la expresión génica275. Además, también se 
han detectado sesgos en los pasos de transcripción inversa y de amplificación mediante 
PCR230, 264. No obstante, la RNA-seq es un método que se encuentra en la actualidad en 
desarrollo, con lo que muchos de los problemas que han surgido durante sus primeros 
años de vida se han ido solucionando de manera satisfactoria. De esta manera, las 
dificultades asociadas a que la RNA-seq puede ser costosa computacionalmente y además 
requerir mucho tiempo de procesamiento se están empezando a resolver a través de las 
nuevas implementaciones algorítmicas. Otra de las limitaciones propias de la RNA-seq 
es el efecto que la elevada abundancia de algunos ARN, como pueden ser los ARNr, 
puede tener sobre la población global de ARNs provocando su dilución en el conjunto 
global de ARNs estudiados. Este artefacto se ha corregido en los últimos años mediante 
el desarrollo de técnicas para la selección de colas de ARN poliadeniladas276. 
Estos hechos expuestos han llevado a la comunidad científica a plantearse estudios 
comparativos en los que se evalúe de una manera precisa las ventajas e inconvenientes 
de ambas tecnologías en diferentes escenarios experimentales. Hasta la fecha, se han 
publicado varios trabajos en los que se ha tratado de aclarar si los resultados provistos 
por RNA-seq o el microarray son comparables o si, por el contrario, alguna de las dos 
tecnologías se muestra superior a la otra. Una lista de estos trabajos comparativos, junto 





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































La mayor parte de los trabajos recogidos en la Tabla 1.1 trata de comparar la 
reproducibilidad y la repetibilidad de la cuantificación de la expresión génica, así como 
determinar el rendimiento en la detección de genes diferencialmente expresados de ambas 
técnicas. En los primeros estudios comparativos llevados a cabo en 2008228, se pudo 
observar que, a grandes rasgos, los resultados obtenidos en la determinación de la 
expresión génica y la expresión génica diferencial utilizando RNA-seq eran comparables 
a los obtenidos mediante microarrays, incluso se describió cierta ventaja de la detección 
de RNA-seq cuando se contrastaron los resultados de las dos tecnologías con qRT-PCR. 
Sin embargo, debido a las limitaciones de la técnica, propias de una tecnología que en 
aquel año aún estaba comenzado a desarrollarse y a que el flujo de trabajo bioinformático 
aún no estaba puesto a punto, serían necesarios nuevos estudios comparativos a medida 
que la técnica fuese evolucionando. Desde la publicación de este primer trabajo se han 
realizado numerosos análisis comparativos en los que se ha evaluado la capacidad de 
cuantificación de la expresión génica y el nivel de detección de la ED de las dos 
tecnologías, pero además, también se han valorado otros aspectos como la determinación 
de ontologías génicas285, el rango dínámico286 o la detección de eventos de splicing 
alternativo280, por citar algunos ejemplos. En estos trabajos, recogidos en la Tabla 1.1, se 
encontraron de manera general mejores prestaciones de la RNA-seq frente a los 
microarrays, entre las que se destacan el buen rango dinámico de esta técnica286, así como 
el alto poder de detección de genes diferencialmente expresados284, 297, 304, 309 y la 
superioridad en la detección cuantitativa de la expresión génica y transcriptómica287-289, 
292-294, 299, 313, 314. Sin embargo, también son numerosos los trabajos en los que se detecta 
una alta concordancia entre las dos tecnologías, incluso en condiciones en las que el 
microarray ha estado tradicionalmente por debajo de la RNA-seq, como puede ser la 
detección del splicing alternativo280 o la evaluación de cambios de expresión en 
isoformas283. Por este motivo, no son pocos los autores que abogan, si las circunstancias 
lo permiten, por realizar los estudios de expresión génica con ambas tecnologías, ya que 
presentan un alto grado de complementariedad y ortogonalidad, proponiendo la necesidad 
de su coexistencia, evolución y mejora279, 285, 301, 302. 
 
1.7. Uso de líneas celulares en la farmacoterapia del mieloma 
múltiple 
 
Una línea celular es un cultivo celular permanente que prolifera de manera 
indefinida en un medio de cultivo y un espacio apropiados316. La primera línea celular 
fue desarrollada en 1912 por Alexis Carrel y sus colaboradores a partir de explantos de 
corazón del embrión de pollo (Gallus gallus)317. Sin embargo, el cultivo celular propuesto 
por Carrel careció de éxito al ser de difícil mantenimiento, no tener replicabilidad y casi 
carecer de aplicabilidad318. Estos primeros estudios, junto con el descubrimiento de los 
antibióticos, que permitirían la comercialización de medios de cultivo estériles, 
supusieron el sembrado de la semilla para el desarrollo de lo que conocemos hoy como 
líneas celulares. De esta manera, la primera línea celular permanentemente estable, 
conocida como línea celular “L”, fue establecida en 1943 a partir de fibroblastos de ratón 
Introducción 
34 
(Mus musculus)319. En los años siguientes se produjo una continua propagación de los 
cultivos celulares, hasta que, en 1951, George Gey y sus colaboradores generaron la 
primera línea celular humana, derivada de células de cáncer cervical de la señora 
Henrietta Lacks, en cuyo honor se bautizó esta línea celular como HeLa320. Desde el 
establecimiento de la línea HeLa, las líneas celulares inmortalizadas se han utilizado 
intensamente como modelos biológicos en la investigación científica. Actualmente, las 
líneas celulares constituyen una alternativa experimental a las células primarias obtenidas 
directamente del organismo objeto de estudio. Esto se debe principalmente a que aportan 
ciertas ventajas sobre el uso de células primarias, como son su coste económico, su 
facilidad de uso y la capacidad de proveer al investigador de una fuente ilimitada de 
material de investigación, sin los problemas éticos que conlleva el uso de animales de 
experimentación o tejidos humanos321. Sin embargo, los ensayos experimentales 
realizados en líneas celulares no están exentos de dificultades, ya que se ha podido 
comprobar a través del examen de líneas celulares de cáncer, que en muchos casos, no 
son representativas de la patología de la que proceden debido a la heterogeneidad que 
presenta el cáncer en los pacientes322. Otra limitación de las líneas celulares es que están 
desprovistas del medio ambiente local del organismo en el que se estudia la patología, lo 
que impide estudiar las interacciones que pueden tener las células patológicas con otras 
células o componentes en el organismo de interés321. A pesar de estos obstáculos, resulta 
evidente que las líneas celulares, utilizadas en unas condiciones adecuadas323, han 
permitido, permiten y permitirán a los investigadores adquirir un amplio conocimiento 
sobre la biología del cáncer. Su uso como modelos preclínicos en diversos tipos de cáncer 
ha posibilitado la predicción de la respuesta celular a fármacos, así como la comprensión 
de los mecanismos de acción de los fármacos en la célula tumoral, sin la necesidad de 
emplear muestras clínicas, muchas veces costosas de conseguir324. 
El estudio del MM también se ha beneficiado ampliamente del uso de las líneas 
celulares. Desde el establecimiento de la línea celular RPMI-8226 en 1966 por Matsuoka 
y colaboradores325, se han publicado multitud de trabajos basados en el uso de HMCLs 
dedicados a desentrañar los efectos de distintos compuestos farmacológicos o a revelar 
mecanismos esenciales en la biología del MM. 
En lo que respecta al campo farmacológico, las HMCLs han sido de especial 
relevancia en los ensayos preclínicos de fármacos, de manera que han jugado un papel 
esencial en el descubrimiento de los efectos sobre las células mielomatosas de 
compuestos como bortezomib326, los IMiDs327 o panobinostat328. Además, el uso de las 
HMCLs también ha sido clave en el descubrimiento y comprensión de los mecanismos 
de la resistencia celular a drogas, gracias al establecimiento de líneas celulares resistentes 
a determinados fármacos a partir de líneas celulares parentales sensibles. Esto ha sido 
especialmente útil en el caso de los fármacos aprobados para el tratamiento del MM como 
el bortezomib, para el que se han descrito mecanismos de resistencia asociados al gen 
PSMB5329, o la lenalidomida, donde se ha desvelado el papel que juega la disminución 
de la expresión del gen CRBN en el mecanismo de resistencia a este compuesto330. Las 
HMCLs también han sido muy útiles para comprender la biología del MM. De esta 
manera, gracias al establecimiento de distintos modelos de líneas celulares que 
representan los diferentes patrones moleculares y estructurales de las células tumorales 
del MM, se ha conseguido revelar la diferencia de expresión génica que explica la 




se indicaba anteriormiente, los estudios con HMCLs tienen serias limitaciones a la hora 
de ser extrapolados al campo clínico331, las HMCLs siguen siendo la primera vía de 
abordaje en cualquier trabajo de investigación en el campo del MM. 
 
1.8. Metaanálisis y mieloma múltiple 
 
El metaanálisis ha sido descrito como una técnica de análisis esencial para el 
progreso de la ciencia332, gracias a su capacidad de encontrar una respuesta global a un 
problema dado a través de la síntesis de los resultados de todos los estudios realizados 
hasta una fecha determinada en un campo concreto del conocimiento. El metaanálisis 
siempre ha ido de la mano del término “revisión sistemática”, sin embargo, ambos 
términos no deben ser confundidos, ya que el metaanálisis es la parte cuantitativa de una 
revisión sistemática. De esta manera es posible encontrar revisiones sistemáticas sin 
metaanálisis, pero no lo contrario, ya que carecería de sentido. Así, cuando una revisión 
sistemática viene seguida de la aplicación de metodología estadística para combinar dos 
o más estudios, se conoce como revisión sistemática cuantitativa o revisión sistemática 
con metaanálisis333. La revisión sistemática con metaanálisis es un proceso que consta de 
múltiples pasos, cada uno de los cuales es esencial para poder alcanzar una conclusión de 
forma robusta334. El primero de los pasos es establecer la pregunta concreta que se desea 
responder. Esta pregunta deberá ser lo más corta y descriptiva posible. La siguiente etapa 
consiste en fijar cómo se va a medir el resultado de la intervención, utilizando para ello 
medidas del efecto como pueden ser el “odds ratio” y el “riesgo relativo”, en el caso de 
variables dicotómicas, o la “diferencia de medias” y el “ratio de medias log-
transformado”, en el caso de variables continuas. A continuación, hay que desarrollar una 
estrategia de búsqueda exhaustiva de trabajos publicados en bases de datos, repositorios, 
bibliotecas online, etc. Para ello, habrá que definir unos términos de búsqueda apropiados 
en función de las características del estudio que se esté realizando. En la búsqueda en 
bases de datos es de vital importancia el uso apropiado de los operadores booleanos AND, 
OR y NOT. En una siguiente etapa hay que definir una serie de criterios de inclusión y de 
exclusión para poder identificar todos los ensayos que sean relevantes en el área de la 
hipótesis planteada, así como elegir un método de medida de la calidad de los estudios. 
Uno de los métodos comunmente empleados para la revisión de la calidad en trabajos 
recogidos en la base de datos Cochrane (https://www.cochranelibrary.com/), es la escala 
de Jadad335. La escala de Jadad determina un sistema de puntuación, que a modo de 
cuestionario con 7 preguntas, evalúa la bondad de cada uno de los ensayos clínicos 
candidatos para el metaanálisis. El siguiente paso consiste en la extracción de los datos 
de los estudios seleccionados, dependiendo este paso del tipo de información que se 
quiera recopilar en función de la pregunta que se haya planteado en el primer paso. Tras 
la extracción de los datos, se ha de proceder con el análisis de la heterogeneidad de los 
estudios seleccionados utilizando las pruebas estadísticas Q e I2. En función del resultado 
de las pruebas de heterogeneidad se decidirá qué método estadístico se utilizará para 
combinar los resultados de los estudios elegidos. De esta manera, el investigador puede 
decidir entre aplicar un método de “efecto fijo”, que solamente considera la variabilidad 
intraestudios, o un método de “efecto aleatorio”, en el que se valora tanto la variabilidad 
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intraestudios como la variabilidad interestudios. En ambos casos el objetivo es la 
combinación ponderada de los resultados de los estudios seleccionados, dando más peso 
estadístico a los estudios más precisos. Para realizar estos cálculos se dispone de múltiples 
herramientas y paquetes estadísticos como metafor336 en el software R, el paquete 
estadístico SIMFIT337, o el programa CMA338. El último paso de la revision sistemática 
con metaanálisis es la interpretación clínica de los resultados y su publicación en revistas 
científicas339. 
El desarrollo de todo este proceso ha requerido de tiempo y una gran investigación 
en términos estadísticos y metodológicos. De este modo, el origen del metaanálisis se 
remonta al siglo XVIII, cuando astrónomos y matemáticos como Gauss y Laplace, 
abordaron las ideas propuestas años antes por Blaise Pascal sobre el desarrollo de técnicas 
que permitiesen lidiar de forma cuantitativa con datos procedentes de diferentes 
observaciones340. Sin embargo, no sería hasta el siglo XX cuando Karl Pearson, 
finalmente, aplicaría estas ideas al campo de los ensayos clínicos, para comparar la 
infección y la mortalidad en soldados que voluntariamente habían sido inoculados contra 
la fiebre tifoidea341. Desde este momento, la evolución del metaanálisis ha sido constante, 
introduciéndose diferentes metodologías y procedimientos estadísticos para batallar 
contra algunos de los problemas propios de este tipo de análisis. Así, podemos encontrar 
la introducción de los modelos de efectos fijos y de efectos aleatorios en 1954342, el 
desarrollo de un método para el cálculo de la varianza entre estudios en 1986343, el 
establecimiento de metodologías para evaluar el sesgo de publicación en 1997344 y la 
proposición de un nuevo índice de medida de la heterogeneidad mediante el estadístico 
I2 en 2002345. Aunque el metaanálisis sigue presentando algunas limitaciones, como 
puede ser la presencia de heterogeneidad entre los trabajos sujetos a estudio o la dificultad 
de solucionar los sesgos de publicación346, las mejoras que se han desarrollado en estos 
años han conseguido que el metaanálisis sea una técnica capaz de ofrecer información 
fiable basada en la evidencia experimental. Esto tiene su reflejo en el gran incremento de 
publicaciones en las que se han realizado trabajos de metaanálisis en general, que se viene 
produciendo en los últimos años (Figura 1.28). 
 
Figura 1.28. Número de publicaciones por año en Pubmed para trabajos de metaanálisis. 
Las búsquedas se llevaron a cabo a través de la página web http://dan.corlan.net/medline-





Esta explosión de publicaciones también se ha registrado de manera análoga en el 
campo de la investigación del cáncer. Así, en el periodo comprendido entre 2008 y 2013 
se registró un incremento de cinco veces el número de publicaciones anuales que 
utilizaron metaanálisis en temas relacionados con la oncología, la mayor parte focalizadas 
en el estudio del riesgo de padecer cáncer y en el estudio genético de la enfermedad347. 
De manera particular, esta tendencia alcista también se ha producido en el estudio del 
MM (Figura 1.29). Uno de los principales objetivos del metaanálisis en MM ha sido la 
evaluación de la eficacia de distintos regímenes de tratamiento sobre parámetros como la 
supervivencia global (SG) o la supervivencia libre de progresión (SLP). No obstante, esta 
no ha sido la única aplicación del metaanálisis en el MM, ya que también se han publicado 
numerosos estudios en los que se ha evaluado la eficacia de la vía de administración del 
fármaco, la eficacia de los tratamientos en subgrupos específicos de MM, y la toxicidad 
y la seguridad de los diferentes tratamientos empleados. Sin embargo, un tipo de 
metaanálisis que aún no ha tenido gran desarrollo es el realizado a partir de datos de 
expresión génica de microarrays en MM con la finalidad de combinar diferentes estudios 
publicados para alcanzar una síntesis cercana a la evidencia. A pesar de que el uso de este 
tipo de estudios ha tenido gran éxito en otros desórdenes oncogénicos348, en el caso del 
MM solamente se ha realizado un trabajo de metaanálisis con microarrays utilizando 
muestras de sangre periférica349. Los estudios con metaanálisis en líneas celulares con el 
fin de determinar la firma de expresión génica de un determinado fármaco tampoco ha 
sido una vía de investigación explotada en el MM. Todos estos hechos abren una 
prometedora vía de investigación para la posible detección tanto de genes de respuesta a 
diferentes fármacos, así como para el descubrimiento de nuevos biomarcadores de 
respuesta a tratamiento. Este tipo de investigación ha formado parte de los objetivos del 
presente trabajo. 
 
Figura 1.29. Número de publicaciones por año en Pubmed para trabajos de metaanálisis 
en mieloma múltiple. Las búsquedas se llevaron a cabo a través de la página web 
http://dan.corlan.net/medline-trend.html, utilizando como término de búsqueda las palabras 





1.9. Modelos predictivos de respuesta al tratamiento en 
pacientes con mieloma múltiple 
 
La palabra predecir, del latín praedicĕre, significa, según el diccionario de la Real 
Academia Española (RAE), “anunciar por revelación, conocimiento fundado, intuición o 
conjetura algo que ha de suceder”. Por tanto, predecir consiste en conocer, con el 
conocimiento disponible a priori, un evento que sucederá en el futuro. En el campo de la 
medicina clínica la predicción de la evolución de la enfermedad de un paciente o de la 
respuesta que este va a tener frente a un determinado tratamiento siempre ha sido un 
objetivo de suma importancia. Uno de los pasos críticos en el proceso de predicción es el 
descubrimiento de potenciales biomarcadores que, medidos en el momento del 
diagnóstico, determinen si el paciente va a responder a un tratamiento y cómo va a 
progresar su enfermedad. Este es el primer paso hacia el desarrollo de terapias 
personalizadas que eviten a los pacientes tratamientos potencialmente dañinos que no 
supongan ningún beneficio para la cura de su afección350, además de suponer para el 
sistema sanitario un ahorro de costes innecesarios. 
En el campo del tratamiento del cáncer, el descubrimiento de nuevos biomarcadores 
de respuesta a tratamiento siempre ha sido un gran reto, ya que permitiría predecir el 
desarrollo de la enfermedad y detectar su evolución en un estadío temprano, a la vez que 
podría guiar a los profesionales sanitarios a la hora de decidir la terapia adecuada para 
cada paciente; además podría ayudar en la investigación del cáncer identificando nuevas 
dianas para el desarrollo de nuevos fármacos351. Los biomarcadores tumorales tienen una 
naturaleza muy diversa, pudiendo ser hormonas, enzimas, glicoproteínas o receptores 
celulares, e incluso alteraciones que se producen en la célula tumoral como las mutaciones 
genéticas, amplificaciones, delecciones, traslocaciones o cambios en la expresión génica. 
Debido a esto, existen multitud de estrategias empleadas para la identificación de 
marcadores, muchas de ellas basadas en ensayos proteómicos, como son la electroforesis 
en gel bidimensional, el ELISA o la citometría de flujo352, y otras basadas en tecnologías 
de alto rendimiento, como la secuenciación masiva de ARN y ADN, la espectroscopía de 
masas o los microarrays353. Estas últimas se han convertido en una herramienta atractiva 
y de uso muy extendido debido a la gran cantidad de potenciales biomarcadores que se 
pueden analizar de manera simultánea. Como un caso particular, las tecnologías de alto 
rendimiento de análisis de la expresión génica han tenido una especial relevancia en la 
búsqueda de biomarcadores en cáncer. Esto se debe a la importancia que las variaciones 
en los perfiles de expresión génica pueden tener en la progresión del cáncer354, en el 
diagnóstico de los pacientes y para la predicción clínica de la evolución de la 
enfermedad355. Por estos motivos, los biomarcadores de expresión génica se han 
empleado en diversos estudios predictivos en diferentes patologías como el cáncer de 
mama355-357, el cancer de próstata358 o el cancer colorectal359, por poner algunos ejemplos. 
En MM también se han llevado a cabo múltiples trabajos predictivos utilizando 
datos de expresión génica procedentes de tecnologías de alto rendimiento. Una de las 
primeras aproximaciones investigó360 la predicción de los tipos de cadena ligera y pesada 
de Igs, a partir de datos de expresión génica de microarrays de Affymetrix, obteniendo 




microarrays también ha servido para la predicción de subgrupos citogenéticos en MM361. 
Por último, como ya se adelantó en el Apartado 1.4, otra de las aplicaciones de la 
expresión génica determinada con microarrays en MM, ha sido la predicción de la 
respuesta a distintos regímenes de tratamiento197, 198. Sin embargo, en este último caso, 
debido a la contraposición entre estos dos trabajos, no existen evidencias concluyentes de 
la capacidad predictora de los datos de expresión génica sobre la respuesta al tratamiento. 
En todos estos trabajos, la capacidad de predicción de un determinado 
acontecimiento viene también determinada por la elección de los algoritmos predictivos. 
En los últimos años, los métodos de predicción no paramétricos, como los algoritmos 
basados en aprendizaje de máquinas o machine learning, han ganado gran relevancia en 
el campo de la genómica y son vistos como una herramienta potencial en medicina. Estos 
métodos entrenan un modelo clasificador de acuerdo con las características de 
biomarcadores previamente definidos en una serie de muestras de entrenamiento, para 
finalmente validar el modelo predictivo en una nueva serie de muestras de validación. La 
necesidad en la investigación científica de estos modelos ha llevado al desarrollo de 
decenas de métodos estadísticos, entre los que destacan, por su popularidad362 los 
algoritmos de modelos lineales generalizados (GLM, del inglés Generalized Linear 
Models), las máquinas de soporte de vectores (SVM, del inglés Support Vector 
Machines)363, los K-vecinos más cercanos (KNN, del inglés K-Nearest Neighbours)364 y 
los bosques aleatorios (RF, del inglés Random Forests)365. Otro de los algoritmos que ha 
obtenido muy buenos resultados en predicción de la expresión génica medida con 
microarrays ha sido los mínimos cuadrados parciales (PLS, del inglés Partial Least 
Squares)366. Los estudios predictivos suelen llevarse a cabo utilizando una combinación 
de varios de estos algoritmos, comparando finalmente su eficacia en la predicción. El 
porcentaje o tasa de aciertos va a depender de múltiples factores, como la cantidad de 
variables predictoras de que se dispone, la colinelalidad existente entre las variables y 
también del objetivo del predictor, dependiendo este de si se valora más la velocidad o la 
exactitud en la predicción367. Por tanto, otro punto clave en cualquier estudio de predición 
será la comparación de diferentes algoritmos, con el fin de determinar cuál es el que mejor 
se ajusta a unas condiciones experimentales concretas. 
Por todo lo expuesto, una finalidad del presente trabajo ha sido la investigación de 
distintos algoritmos preditivos con pacientes de MM, a pesar de la dificultad que 
presentan la heterogeneidad genética de los pacientes y de los tratamientos aplicados, así 
como los diferentes tipos de respuesta al tratamiento alcancadas por los pacientes. Fruto 
de este estudio será determinar la bondad de un conjunto de potenciales biomarcadores 
en la predicción de la respuesta a un determinado régimen de tratamiento, así como 
























































1. Encontrar un flujo de trabajo o pipeline óptimo para el análisis de RNA-seq con 
datos reales procedentes de líneas celulares de mieloma múltiple, tanto a nivel de 
expresión génica cruda como a nivel de expresión génica diferencial. 
 
2. Realizar un estudio comparativo entre las dos técnicas de análisis masivo de datos 
de expresión génica más utilizadas en la actualidad, RNA-seq y microarrays. 
 
3. Determinar mediante estudios de metaanálisis los perfiles de expresión génica del 
mieloma múltiple asociados a los fármacos más utilizados en su tratamiento, 
analizando los posibles mecanismos de acción. 
 
4. Determinar mediante técnicas de metaanálisis los perfiles de expresión génica de 
pacientes con mieloma múltiple asociados a la respuesta a diferentes regímenes 
de tratamientos. 
 
5. Predecir la respuesta a diferentes regímenes de tratamiento del mieloma múltiple 
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3.1. Muestras y fármacos utilizados 
 
3.1.1. Líneas celulares de mieloma múltiple: KMS12-BM y JJN-3 
Para el estudio de RNA-seq y su comparación con microarrays se utilizaron dos 
líneas celulares bien establecidas de mieloma, KMS12-BM procedente de un MM con 
traslocación t(11;14), y JJN-3 proveniente de una leucemia de células plasmáticas con 
traslocación t(14;16). Estas líneas celulares fueron adquiridas desde el Deutsche 
Sammlung von Mikroorganismen and Zellkulturen GmbH (DSMZ). El cultivo de ambas 
líneas celulares se realizó en medio RPMI1640 suplementado con 10% de FBS y 
antibióticos (Gibco). De manera rutinaria se llevaron a cabo chequeos en busca de la 
presencia de micoplasma utilizando el kit MycoAlert (Lonza). La identidad de las líneas 
celulares se confirmó también de manera periódica mediante análisis STR con el kit 
PowerPlex 16 HS de Promega. 
 
3.1.2. Fármacos: amilorida y TG003 
Ambas líneas celulares fueron sometidas a tratamiento con dos compuestos 
potencialmente moduladores del splicing alternativo como son la amilorida y el TG003. 
Ambos compuestos fueron adquiridos a Sigma-Aldrich. En el caso de la amilorida, la 
concentración aplicada fue de 0,1 mM en las dos líneas celulares durante 24 horas. La 
concentración aplicada del compuesto TG003 fue de 0,4 mM en ambas líneas celulares, 
también durante 24 horas. Como controles se trataron ambas líneas celulares con 
dimetilsulfóxido (DMSO). En todos los casos se realizaron tres réplicas biológicas. Como 
resultado final se obtuvieron seis tripletes (18 muestras) procedentes de las seis 
combinaciones entre las líneas celulares y los compuestos farmacológicos empleados en 
el estudio. Un esquema de la preparación de las muestras mencionadas aparece recogido 
en la Figura 3.1. 




Figura 3.1. Procedimiento experimental del estudio de RNA-seq y microarray. Se 
utilizaron dos líneas celulares de mieloma múltiple (KMS12-BM [LCA] y JJN-3 [LCB]) y dos 
compuestos farmacológicos (amilorida [T1] y TG003 [T2]) para llevar a cabo los estudios del 
presente trabajo. Las muestras control, tratadas con DMSO (T0) fueron utilizadas en los estudios 
de cuantificación de la expresión génica cruda, mientras que el total de 18 muestras fue utilizado 
para los estudios de expresión génica diferencial. 
 
3.1.3. Extracción y secuenciación del ARN 
El ARN poliadenilado de las 18 muestras fue extraído utilizando el kit RNeasy Plus 
Mini de Qiagen y su integridad fue medida con el Agilent 2100 Bioanalyzer, alcanzando 
todas las muestras los estándares mínimos (concentración > 200 ng/µL y valores de RIN 
> 8,0). El ARN total fue posteriormente convertido por transcripción inversa a ADNc 
utilizando el kit High-Capacity cDNA Reverse Transcription de Applied Biosystems. A 
continuación, se procedió a la construcción de las librerías siguiendo el protocolo TruSeq 
Stranded mRNA Sample Preparation Guide de Illumina. Las librerías resultantes fueron 
normalizadas y secuenciadas usando un secuenciador HiSeq™ 2500 en el laboratorio 
Lifesequencing S.L. (Valencia, España). La secuenciación se hizo mediante lecturas de 
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3.2. Metodologías en el análisis de RNA-seq 
 
El análisis de los datos de RNA-seq se realizó partiendo de los archivos FASTQ 
obtenidos directamente del secuenciador. Todos los FASTQ fueron sometidos a control 
de calidad utilizando el programa FASTQC (v0.11.3)368, donde se determinaron los 
siguientes parámetros de calidad: 
a) Calidad de la secuencia por base: mediante un diagrama de cajas se da una visión 
general de la calidad de cada base en cada posición de la secuencia considerando 
todas las lecturas del archivo FASTQ. 
b) Valores de calidad por secuencia: determina el número de secuencias a un nivel 
determinado de calidad (Phred Score) 
c) Contenido de la secuencia por base: determina el porcentaje de lecturas que tiene 
cada uno de los cuatro nucleótidos (adenina, timina, guanina o citosina) en cada 
posición de las 101 pb que tienen las secuencias analizadas. 
d) Contenido de guanina-citosina (GC) por secuencia: muestra el contenido de GC a 
lo largo de toda la secuencia en un FASTQ y lo compara contra una distribución 
normal que ajusta el algoritmo. 
e) Contenido de nucleótidos no asignados (Ns) por base: determina el número de 
nucleótidos que no ha podido ser asignado a uno de los cuatro nucleótidos del 
ADN en cada base de la lectura. 
f) Distribución de la longitud de las secuencias: muestra el número de lecturas en 
función de su longitud. 
g) Secuencias duplicadas: número de lecturas que se encuentran más de una vez en 
el archivo FASTQ. La presencia de estas secuencias duplicadas puede ser debida 
a una sobreamplificación en la etapa de PCR al preparar las librerías. 
h) K-meros sobrerrepresentados: se determina el número de k-meros que aparecen 
con más frecuencia en el archivo FASTQ. 
i) Calidad por “baldosas”: muestra si alguna región específica en el secuenciador 
(“baldosa” o tile) está enriquecida en secuencias de mala calidad.  
Un ejemplo de estas representaciones de calidad de los archivos FASTQ para la 
muestra LCA-T0-M1, se muestran en la Figura 3.2. 




Figura 3.2. Resultado del análisis de control de calidad utilizando el algoritmo FASTQC 
sobre las lecturas del canal r1 de la muestra 141048 (línea celular KMS12-BM [LCA] tratada 
con DMSO [T0]). Las letras de los paneles siguen la nomenclatura expuesta en el texto arriba 
comentado. 
 
3.2.1. Recortado de las lecturas (Trimming) 
Tras la determinación de la calidad de las secuencias se procedió a la aplicación de 
cada pipeline, comenzando por el proceso de recortado de las lecturas o trimming. Este 
procedimiento es un paso beneficioso en experimentos de RNA-seq211, aunque debe 
aplicarse de una forma no agresiva y en conjunción con una selección de longitud mínima 
de lectura adecuada para evitar cambios impredecibles en la expresión génica209. Los 
algoritmos utilizados en este proceso fueron: 
a) Trimmomatic (v0.35)369. 
b)  Cutadapt (v1.12)370. 
c) BBDuk (v.Oct.,23,2015), incluido en la suite BBTools371. 
En todos los algoritmos, se realizó el recorte de las secuencias de los adaptadores 
de Illumina sobre cada una de las lecturas, así como la eliminación de nucleótidos cuya 
calidad no tuviese una puntuación de Phred q > 20. El tamaño mínimo de lectura 
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permitido fue de 51 pb. El resto de los parámetros aplicados en cada uno de los algoritmos 
se detallan en los archivos de órdenes o scripts adjuntos en el Anexo 1. El número de 
lecturas supervivientes arrojado por cada uno de los algoritmos se extrajo del informe de 
resultados provisto por cada algoritmo de recortado. Por su parte, las ratios de 
alineamiento fueron obtenidas tras el proceso de alineamiento utilizando la herramienta 
samtools (v1.3.1)221. 
Los análisis estadísticos realizados sobre los porcentajes de lecturas supervivientes, 
las ratios de alineamiento, y sobre su influencia en la determinación de la expresión génica 
cruda se llevaron a cabo utilizando la prueba de Kruskal-Wallis seguida del test post-hoc 
de Dunn con el paquete dunn.test (v.1.3.5)372 en R (v.3.5.1)373. Se consideraron como 
estadísticamente significativas todas las comparaciones cuyo FDR < 0,05. 
 
3.2.2. Alineamiento o mapeo (alignment o mapping) 
Una vez aplicado el procedimiento de recortado se procedió al alineamiento de las 
lecturas contra el genoma y/o el transcriptoma humano. Las lecturas alineadas de manera 
satisfactoria contra la referencia son lo que se conoce como alineamientos o lecturas 
mapeadas. Para llevar a cabo el mapeo de las lecturas se utilizaron cinco algoritmos. Estos 
algoritmos pueden ser divididos en tres categorías en función de la referencia de 
alineamiento que utilizan:  
1) Alineamiento contra el genoma de referencia: se usó como referencia el genoma 
humano versión GRCh37 (hg19) de Ensembl374: 
a) Tophat2 (v2.1.0)214. Está basado en el programa de mapeo Bowtie2. En 
un primer paso alinea las lecturas procedentes del experimento de RNA-
seq contra el genoma de referencia y después analiza los resultados del 
mapeo para identificar las uniones entre los exones. Este algoritmo se 
aplicó seleccionando como tipo de librería fr-firststrand, cuyo significado 
es que la lectura “1” procede de la cadena opuesta al transcrito y la lectura 
“2” procede de la cadena del transcrito (Figura 2.3), y determinando para 
cada muestra la distancia promedio interna entre los pares de lectura 
directa y reversa. 
b) STAR (v2.5.3a)215. El mapeo con STAR consiste en dos pasos: un primer 
paso de creación del índice del genoma y un segundo paso de mapeo de 
las lecturas contra el genoma de referencia. 
c) Hisat2 (v2.0.0)375. Está basado en una extensión de la transformación de 
Burrows-Wheeler (BWT) llamada GCSA. Hisat2 usa un índice global 
que representa la población global y además un gran número de pequeños 
índices que representan regiones más pequeñas del genoma que lo 
cubrirían completamente. Hisat2 se ejecutó determinando como tipo de 
librería la opción RF que es análoga a la función fr-firststrand de 
TopHat2. 




Figura 3.3. Tipos de librerías en TopHat2, adaptado del blog “One Tip Per Day” de 
Xianjun Dong (http://onetipperday.sterding.com/). “fr” significa forward-reverse y se refiere al 
sentido de la lectura de la cadena de ADN de referencia. 
2) Alineamiento híbrido contra el genoma y el transcriptoma: 
a) RUM (v2.0.5_06)217. Realiza el proceso de mapeo en tres pasos: primero 
alinea las lecturas contra el genoma utilizando Bowtie, seguido de un 
mapeo a transcriptoma también con Bowtie y por último vuelve a mapear 
contra el genoma usando el algoritmo de alineamiento Blat. RUM además 
requiere un paso de preprocesamiento de las lecturas mediante adicción 
de Ns a las lecturas con tamaño < 101 pb, ya que solamente admite 
FASTQ con los dos pares de lecturas del mismo tamaño. Además, para 
hacer concordar los archivos BAM (Binary Alignment Map) resultantes 
con las librerías de Ensembl fue necesario editar los encabezados de estos 
archivos. 
3) Alineamiento contra el transcriptoma: 
a) Bowtie2 (v.2.2.6)376. Está basado en BWT. Este algoritmo fue ejecutado 
indicando como tipo de librería la opción --fr, que considera como válidos 
los alineamientos en los que la lectura “1” aparece aguas arriba de la 
secuencia reversa complementaria de la lectura “2” o viceversa. 
b) STAR. Se ejecutó de manera similar a la versión genómica indicando 
como modo de cuantificación la cuantificación transcriptómica utilizando 
la opción TranscriptomeSAM. 
En todos los casos, los alineamientos contenidos en los archivos BAM resultantes 
se ordenaron por posición y por nombre utilizando samtools para adaptarlos a los 
requisitos de los distintos algoritmos de contaje que se utilizaron posteriormente. 
Además, se procedió a un filtrado de los alineamientos, seleccionando solamente los 
alineamientos mapeados, de forma que los no mapeados fueron eliminados del archivo 
BAM. 
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Los contajes de las lecturas en función del tipo de alineamiento se llevaron a cabo 
sobre los archivos BAM utilizando samtools. Por su parte, los análisis estadísticos 
realizados para determinar las diferencias entre los algoritmos de alineamiento en la 
determinación de la expresión génica cruda se llevaron a cabo utilizando la prueba de 
Kruskal-Wallis seguida del test post-hoc de Dunn con el paquete dunn.test en R. Se 
consideraron como estadísticamente significativas todas las comparaciones cuyo FDR < 
0,05. 
 
3.2.3. Contaje y normalización 
El proceso de contaje de lecturas mapeadas a nivel génico se llevó a cabo utilizando 
como referencia el archivo GTF de Ensembl versión 82. Se utilizaron seis métodos de 
contaje: 
a) Cufflinks (v2.2.1)222. Estima las abundancias relativas de los transcritos basándose 
en cuántos alineamientos apoyan cada uno de estos transcritos, teniendo en cuenta 
los sesgos en la preparación de librerías. 
b) eXpress (v1.5.1)223. Se basa en el algoritmo de esperanza-maximización (EM). La 
estimación de la abundancia génica se computa de manera continua mientras los 
alineamientos obtenidos son analizados. 
c) HTseq (v0.6.1p1)224. Dado un archivo BAM con las lecturas mapeadas y un 
archivo GTF con los genes de referencia, HTseq cuenta para cada gen el número 
de lecturas alineadas que se ajustan a cada uno de sus exones. Para hacer este 
contaje se utilizaron sus variantes Intersection-Strict y Union, cuyas diferencias 
están gráficamente representada en la Figura 3.4. 




Figura 3.4. Esquema de la asignación por el algoritmo HTseq de las lecturas mapeadas a 
genes por los métodos de contaje Union e Intersection-Strict. Adaptado del manual de HTseq 
(https://htseq.readthedocs.io/en/master/count.html) 
d) RSEM (v1.2.31)226. Se trata de una herramienta para cuantificar las abundancias 
de transcritos procedentes de experimentos de RNA-seq, que utiliza un modelo 
generativo de lecturas de RNA-seq para tratar de que la probabilidad de 
seleccionar una lectura de un transcrito determinado sea igual a la abundancia de 
dicho transcrito, y estima a su vez la abundancia génica basándose en el algoritmo 
EM. 
e) Stringtie.(v1.3.3b)225. Este método utiliza un algoritmo de red de flujo para alinear 
y cuantificar la abundancia de transcritos. 
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Los valores de expresión génica fueron cuantificados según los métodos de 
normalización disponibles asociados a cada algoritmo de contaje en sus respectivos 
paquetes a nivel génico. Los métodos empleados en este trabajo fueron: lecturas en crudo, 
FPKM, TPM, TMM (edgeR), RLE (DESeq), método del cuartil superior (UQ), cobertura 
o coverage (Cov), cuentas estimadas (Est_Counts) y cuentas efectivas (Eff_Counts)234, 
237, 377. En resumen, estos métodos consisten en lo siguiente: 
a) Lecturas en crudo (Raw reads). Este método se puede utilizar en los algoritmos 
HTseq Intersection-Strict y HTseq Union. Consiste en la determinación del 
número de lecturas totales mapeadas en cada gen. 
b) FPKM (Fragmentos por kilobase de tránscrito por millón de lecturas mapeadas o 
Fragments per Kilobase of transcript per Million mapped reads). Esta técnica de 
normalización está disponible en los paquetes Cufflinks, Stringtie, RSEM y 
eXpress. Consiste en el cálculo de la expresión génica normalizada por la longitud 













∗  109 
donde Xi se trata del número de lecturas observadas sobre un gen de interés i, 𝑙𝑖 
es su longitud efectiva o Effective length, definida por la ecuación: 
𝑙𝑖 = 𝑙𝑖 − 𝜇𝐹𝐿𝐷 + 1 
siendo 𝜇𝐹𝐿𝐷 la media de la distribución de la longitud del fragmento obtenida de 
la lectura alineada, 𝑙𝑖  la longitud del gen y N el número total de lecturas 
secuenciadas. 
c) TPM (transcritos por millón o Transcripts per Million). Implementado en los 
paquetes eXpress, Stringtie y RSEM. Se trata del número de transcritos mapeados 
para cada gen en particular normalizado por la longitud de este gen y por la 















donde Ki se trata del número de lecturas observadas en un gen de interés i, 𝑙𝑖 es la 
longitud efectiva o Effective length, definida por la ecuación: 
𝑙𝑖 = 𝑙𝑖 − 𝜇𝐹𝐿𝐷 + 1 
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donde 𝜇𝐹𝐿𝐷 es la media de la distribución de la longitud de fragmento obtenida de 
la lectura alineada, 𝑙𝑖 es la longitud del gen y N es el número total de lecturas 
secuenciadas. 
d) TMM (media recortada de M-valores o Trimmed Mean of M-values)380. Este 
método está implementado en el paquete edgeR, se basa en la hipótesis de que la 
mayor parte de los genes no están diferencialmente expresados. Para cada 
muestra, TMM se computa como la media ponderada de los log-ratios entre la 
muestra y la referencia de alineamiento, tras la exclusión de los genes más 







𝑀𝑔𝑗 = 𝑙𝑜𝑔2((𝐾𝑔𝑗 𝑁𝑗⁄ )/(𝐾𝑔𝑟 𝑁𝑟⁄ )) 
𝜔𝑔𝑗 = (𝑁𝑗 − 𝐾𝑔𝑗)/𝑁𝑗𝐾𝑔𝑗 + (𝑁𝑟 − 𝐾𝑔𝑟)/𝑁𝑟𝐾𝑔𝑟 
y 𝐾𝑔𝑗y 𝐾𝑔𝑟 son > 0. 𝑁𝑗 y 𝑁𝑟 son el número total de lecturas para la muestra j y la 
muestra referencia r, respectivamente. 𝐾𝑔𝑗y 𝐾𝑔𝑟 denotan las lecturas para el gen 
g y las muestras j y r, respectivamente. G’ representa el conjunto de genes no 
recortados 𝑀𝑔 y 𝐴𝑔 (niveles de expresión absolutos). 
e) RLE (expresión relativa en escala logarítmica o Relative Log Expression)381. 
Implementado en el paquete DESeq y DESeq2. También basado en la hipótesis de 
que la mayoría de los genes no están diferencialmente expresados. En este caso 
los factores de escalado se calculan para cada muestra como la mediana de la ratio, 










Donde asumiendo G genes y m muestras, 𝑑𝑗  es el factor de escalado para la 
muestra j y 𝐾𝑔𝑗 denota las lecturas para el gen g y la muestra j. 
f) UQ (cuartil superior o upper quartile). Para llevar a cabo este método, el factor 
de escalado se calcula utilizando las lecturas del cuartil superior (percentil 75) de 
cada librería tras eliminar los genes con cero lecturas en todas las librerías. 
𝑑𝑗
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Donde asumiendo G genes y m muestras, 𝑑𝑗  es el factor de escalado para la 
muestra j, 𝐾𝑔𝑗 denota las lecturas para el gen g y la muestra j, y UQ es el cuartil 
superior de la muestra j con lecturas normalizadas y 𝐾𝑔𝑗 > 0. 
g) Cov (cobertura o coverage). Implementado en Stringtie. Es la cobertura promedio 
por base del transcrito o exón. 
h) Est_Counts (lecturas estimadas o estimated counts). Implementado en eXpress. 
Es el número estimado de fragmentos generados en el experimento mediante el 
algoritmo de esperanza-maximización (algoritmo EM). 
i) Eff_Counts. (lecturas efectivas o effective counts). Es uno de los métodos de 
normalización de eXpress. Se trata del mismo concepto que las cuentas estimadas 
pero ajustadas por el sesgo experimental. 




Donde Xi es el número de cuentas observadas en un gen de interés i, 𝑙𝑖  es la 
longitud efectiva o effective length, definida por la ecuación: 𝑙𝑖 = 𝑙𝑖 − 𝜇𝐹𝐿𝐷 + 1, 
siendo 𝜇𝐹𝐿𝐷 la media de la distribución de la longitud de fragmento estimada de 
la lectura alineada y 𝑙𝑖 es la longitud del gen. 
Todos los análisis estadísticos realizados para la comparación de los métodos de 
contaje y normalización a la hora de determinar la influencia de los métodos sobre la 
cuantificación de la expresión génica cruda se llevaron a cabo utilizando la prueba de 
Kruskal-Wallis seguida de la prueba post-hoc de Dunn con el paquete dunn.test en R. Se 




Los algoritmos de pseudoalineamiento o pseudoaligners omiten el alineamiento 
tradicional que llevan a cabo los métodos de alineamiento y realizan el proceso de contaje 
de lecturas de una forma más rápida que los métodos tradicionales. Se utilizaron para el 
contaje de lecturas tres programas de pseudoalineamiento: 
a) Kallisto (v0.43.1)227. Esencialmente, los pseudoalineamientos definen una 
relación entre una lectura y un conjunto de transcritos compatibles, relación que 
es computada basándose en mapear los k-meros en rutas en un gráfico de 
transcritos de De Bruijn. El gráfico se construye con los k-meros presentes en un 
transcriptoma inicial, en lugar de ser construidos con las lecturas como ocurre en 
los alineamientos a genoma o transcriptoma. Estos pseudoalineamientos dan más 
información que el conjunto de k-meros individuales ya que estos se mantienen 
acoplados en la lectura cuando esta lectura es asignada a un determinado 
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transcrito. Kallisto permite la normalización a través de los métodos TPM y 
Est_counts. 
b) Sailfish (v0.9.2)238. Cuantifica la abundancia utilizando un sistema de indexado 
basado en la detección de k-meros. Además, cuantifica la abundancia de transcrito 
mediante el algoritmo EM. Sailfish permite la normalización de lecturas a través 
de TPM, y también proporciona lecturas en crudo. 
c) Salmon (v 0.8.2)383. Uno de los conceptos claves en este algoritmo es el 
alineamiento lightweight, que es un alineamiento parcial de las lecturas, en el que 
algunas, pero no necesariamente todas las bases de una lectura son alineadas a 
bases específicas de las secuencias diana. Además, el índice que utiliza Salmon 
no es un índice de k-meros como los anteriores algoritmos, sino que utiliza una 
matriz de sufijos junto con un índice basado en BWT. En el caso de Salmon se 
utilizaron 2 técnicas de indexado: el modo basado en FMD384 y el modo basado 
en quasi-mapeo (Quasi-mapping-based mode [QMB]). Además, dado que Salmon 
no funcionaba correctamente cuando se le suministró con el tipo de librería 
correspondiente al presente trabajo, se lanzó tanto en el modo de detección 
automática de librería, como en la opción en el que el usuario provee la librería 
(en este caso ISR: I = Inward, S = Stranded, R = la lectura 1 proviene de la cadera 
reversa). Salmon, al igual que Sailfish, permite la normalización de las lecturas 
por el método TPM y la obtención de las lecturas en crudo. 
La comparación de los algoritmos de pseudoalineamiento a la hora de determinar la 
expresión génica cruda se llevaron a cabo utilizando la prueba de Kruskal-Wallis seguida 
de la prueba post-hoc de Dunn con el paquete dunn.test en R. Se consideraron como 
estadísticamente significativas todas las comparaciones cuyo FDR < 0,05. 
 
3.2.5. Expresión génica diferencial 
 
Filtrado previo de los datos 
Para el análisis de expresión diferencial se seleccionaron los 10 pipelines que 
presentaban mejor ranking entre todos los analizados en el presente trabajo, sin considerar 
el método de normalización, ya que la mayoría de los métodos de expresión diferencial 
requieren como datos de partida las lecturas en crudo. Para su selección, se calculó la 
mediana del sumatorio de los rankings de precisión y exactitud de todos los pipelines que 
compartiesen los procesos de recortado, alineamiento y contaje. Los pipelines así elegidos 
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Tabla 3.1. Top 10 pipelines con mejores rankings en el estudio de la bondad de 192 
pipelines utilizados en el estudio de la expresión génica diferencial.  
Posición Recortado Alineamiento Contaje 
1 Trimomatic RUM HT-seq UNION 
2 Trimomatic RUM HT-seq INTER 
3 BBDuk STAR Stringtie 
4 Cutadapt STAR Cufflinks 
5 Cutadapt RUM Cufflinks 
6 Trimomatic STAR Cufflinks 
7 BBDuk STAR HT-seq UNION 
8 Trimomatic STAR Stringtie 
9 BBDuk RUM HT-seq UNION 
10 BBDuk HiSat2 HT-seq UNION 
El cálculo de los rankings de estos pipelines se llevó a cabo sin considerar el método de 
normalización utilizado en los 192 pipelines. 
En este análisis se utilizaron las 18 muestras descritas en la Figura 3.1 resultando 
en un total de cinco cruces o escenarios de análisis. Estos cruces se caracterizaron por 
presentar variabilidad en cuanto a la cantidad de cambios de expresión génica esperados, 
de manera que la secuencia en orden descendente del número observado de genes 
estadísticamente significativos fue:  
1) LCA-T0 vs. LCB-T0 
2) LCA-T1 vs. LCA-T0 
3) LCA-T2 vs. LCA-T0 
4) LCB-T1 vs. LCB-T0  
5) LCB-T2 vs. LCB-T0 
A continuación, se procedió al filtrado de los genes con el objetivo de homogeneizar 
el número de genes analizados por todos los métodos de expresión diferencial. Los genes 
seleccionados para este análisis fueron aquellos con cuatro o más lecturas en las tres 
muestras de al menos una condición de tratamiento para cada cruce y cada pipeline. 
Aunque muchos de los algoritmos de expresión diferencial poseen un filtro intrínseco, 
este fue anulado para evitar que el número de genes variase con cada algoritmo. Sobre 
cada una de las tablas de lecturas resultantes de RNA-seq se aplicaron 17 variantes de 
métodos de expresión diferencial, algunas de ellas definidas en el trabajo de 
Seyednasrollah y colaboradores253, y que se describen brevemente a continuación.  
Algoritmos y métodos para el análisis de la expresión génica diferencial 
a) SAMseq (samr, v2.0)248. Se trata de un método no paramétrico basado en le 
estadístico de Wilcoxon-Mann-Whitney, así como un método basado en 
permutaciones para calcular el FDR. 
b) edgeR (v3.18.1)243. Implementa métodos empíricos bayesianos, tanto basados en 
estadísticos exactos (exact test) como en métodos basados en modelos 
generalizados lineales (GLM). En ambos casos, ajusta modelos basados en la 
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distribución binomial negativa. Este algoritmo se asoció en este trabajo a tres 
métodos de normalización de la expresión génica, TMM, RLE y UQ, que fueron 
comparados de forma independiente. 
c) DESeq2 (v1.16.1)242. Estima la dependencia entre la media y la varianza en los 
datos de contaje y lleva a cabo un análisis de expresión diferencial basado en la 
distribución binomial negativa usando modelos lineales generalizados. 
d) baySeq (v2.10.0)240. Calcula la probabilidad estimada posterior de la expresión 
diferencial basado en métodos empíricos Bayesianos. Considera que los datos del 
experimento siguen una distribución binomial negativa. 
e) EBseq (v1.16.0)244. Es una aproximación empírica bayesiana. Asume que las 
lecturas de las condiciones estudiadas siguen una distribución binomial negativa. 
f) limma (v3.32.10)246. En un primer paso las lecturas son transformadas a log2 
count-per-million (logCPM), después se lleva a cabo la modelización de la 
relación media-varianza; si esta modelización se hace mediante la tendencia 
empírica de Bayes el método es conocido como “limma-trend”, por el contrario, 
si la modelización se hace con pesos de precisión el método se conoce como 
“limma-voom”385. 
g) NOISeq (v2.20.0)247. En el presente trabajo se utilizó la versión NOISeqBIO 
diseñada para réplicas biológicas. Lleva a cabo la expresión diferencial entre dos 
condiciones experimentales con suposiciones no paramétricas, no realiza ninguna 
suposición distribucional. Se aplicaron los tres métodos de normalización 
asociados a este algoritmo: FPKM, UQ y TMM. Todos ellos fueron comparados 
de forma independiente. 
h) Cuffdiff (v2.2.1)241. Estima la incertidumbre calculando la confianza de que cada 
fragmento está correctamente asignado al transcrito que lo ha generado, esta 
incertidumbre es capturada como una distribución beta y la sobredispersión en los 
contajes la captura como una distribución binomial negativa. El programa mezcla 
las dos distribuciones, resultando en una distribución beta-binomial negativa, que 
reflejará las dos fuentes de variabilidad. 
i) Ballgown (v2.8.4)245. Compara modelos lineales anidados mediante una prueba F 
paramétrica. Se ajustan dos modelos a cada variable, uno con la covariable de 
interés y el otro sin ella y entonces se calcula el estadístico F usando ambos 
modelos. 
Estos algoritmos pueden clasificarse en función de la distribución estadística 
subyacente que siguen los contajes de lecturas de RNA-seq, de manera que baySeq, 
Cuffdiff, DESeq2, EBSeq y edgeR asumen una distribución binomial negativa, limma y 
Ballgown asumen una distribución log-normal y NOISeq y SAMSeq no asumen ningún 
tipo de distribución. Algunos trabajos, recomiendan, tal como hicieron los desarrolladores 
de los paquetes edgeR y DESeq243, 386, el uso de herramientas basadas en la distribución 
binomial negativa de los contajes de lecturas génicas ya que, como demuestran con sus 
experimentos, la mayoría de genes es consistente con ese modelo387. Aseguran también 
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que el modelo log-normal también puede ser consistente salvo en los casos en que una o 
más réplicas contenga cero lecturas. En este trabajo, además de la evaluación de los 
algoritmos de expresión diferencial, se llevará a cabo una comparación de los tres tipos 
de distribución estadística mencionados y comprobaremos su aplicabilidad sobre datos 
reales de RNA-seq. 
 
Comparación de la similitud de los algoritmos y métodos de análisis de la expresión 
génica diferencial 
La similitud entre los diferentes métodos empleados en el análisis de la expresión 
génica diferencial fue calculada mediante la distancia Euclídea de los FDR arrojados por 
cada método. Para homogeneizar el cálculo entre los 17 métodos de expresión diferencial, 
estos FDR fueron ordenados y transformados en función de su ranking en cada uno de los 
métodos, otorgando los rankings menores a los genes con un menor valor de FDR. El 
cálculo de la matriz de distancias se llevó a cabo utilizando la distancia Euclídea en el 
paquete estadístico SIMFIT (v.7.3.1)337. La representación gráfica de estas distancias se 
realizó en R mediante el uso de dendrogramas con el paquete dendextend (v.1.9.0)388 
utilizando la mediana de las distancias obtenidas entre los diferentes métodos en los 10 
pipelines seleccionados para el análisis, en cada uno de los cinco escenarios de análisis 
considerados en este trabajo. 
 
Comparación del rendimiento de los algoritmos y métodos de análisis de la expresión 
génica diferencial 
El rendimiento de cada algoritmo o método de análisis de la expresión diferencial 
fue evaluado mediante la siguiente batería de parámetros estadísticos, cuyo cálculo se 
apoyó en los datos de expresión génica validados mediante qRT-PCR, ya que los 
resultados obtenidos mediante esta técnica permiten la definición de los genes verdaderos 
positivos (VP), verdaderos negativos (VN), falsos positivos (FP) y falsos negativos (FN): 
a) Sensibilidad o razón de verdaderos positivos (RVP). Indica la capacidad del 
algoritmo de detectar como genes diferencialmente expresados aquellos genes 
que realmente lo están. Viene definido por la expresión: 




b) Especificidad o razón de verdaderos negativos (RVN). Indica la capacidad del 
algoritmo de detectar como genes que no están diferencialmente expresados a 
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c) Precisión o valor predictor positivo (VPP). Indica la probabilidad de que el gen 
esté diferencialmente expresado cuando el algoritmo de análisis indica que sí lo 





d) Exactitud (ACC, del inglés accuracy). Es la capacidad del algoritmo de 
acercarse a la determinación real de genes tanto diferencialmente expresados 





e) Valor predictor negativo (VPN). Indica la probabilidad de que el gen no esté 
diferencialmente expresado cuando el algoritmo de análisis indica que no lo 





f) Área bajo la curva COR (AUC). Es una medida de la exactitud del algoritmo. 
Para la construcción de la curva característica operativa del receptor (COR) se 
consideran dos parámetros: RVP y RVN. El AUC mide el área, en un espacio 
de dos dimensiones, que se localiza debajo de la curva COR. En este caso, el 
AUC podría interpretarse como la probabilidad de que el algoritmo clasifique 
un gen aleatorio diferencialmente expresado en mejor posición que un gen 
aleatorio que no esté diferencialmente expresado. 
g) Coeficiente de correlación de Matthews (CCM). Mide la calidad de las 
clasificaciones binarias. Este parámetro toma valores comprendidos entre 1 y -
1, siendo 1 cuando el algoritmo distingue perfectamente los genes que 
realmente están diferencialmente expresados de los que no lo están, y -1 cuando 
lo hace de forma completamente errónea. 
𝐶𝐶𝑀 =
𝑉𝑃 ∗ 𝑉𝑁 − 𝐹𝑃 ∗ 𝐹𝑁
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3.3. Metodologías en el análisis de microarrays 
 
3.3.1. Protocolos de hibridación y análisis bioinformático de las 
muestras estudiadas en este trabajo 
 
Hibridación y escaneado del microarray 
Para el estudio de los fármacos amilorida y TG003 sobre las líneas celulares 
KMS12-BM y JJN-3, se utilizó el array Human Transcriptome 2.0 (HTA2.0) de 
Affymetrix. Los protocolos de etiquetado e hibridación se llevaron a cabo en el horno de 
hibridación GeneChip Hybridization Oven 640 siguiendo las recomendaciones del 
fabricante. El lavado y escaneado de los microarrays se llevaron a cabo utilizando el 
sistema GeneChip de Affymetrix mediante la estación de fluidos GeneChip Fluidics 
Station 450 y el escáner GeneChip Scaner 7G, en ambos casos siguiendo las 
recomendaciones proporcionadas por el fabricante del microarray.  
 
Análisis bioinformático del microarray HTA2.0 
Para el análisis del HTA2.0 se utilizaron como punto de partida los archivos CEL 
procedentes del proceso de escaneado. Estos archivos CEL contienen los datos no 
procesados de intensidad de fluorescencia de cada uno de los spots del microarray. Con 
estos archivos se llevaron a cabo dos técnicas de preprocesamiento, diferentes en cuanto 
a la referencia empleada para la determinación de la expresión génica y a los algoritmos 
y software utilizados.  
En lo que respecta a la primera técnica o técnica BrainArray (BA), los valores en 
bruto de la intensidad de fluorescencia fueron preprocesados eliminando el ruido de 
fondo, normalizados por cuantiles y transformados a log2 utilizando la función RMA389, 
390 existente en el paquete oligo(v.1.40.2)391 en R. Los archivos CDF de referencia para 
este análisis fueron descargados desde la página web del proyecto BA392 en su versión 
19.0.0 para el nivel génico de Ensembl374. Este proceso devuelve una matriz con los 
valores de expresión génica en log2, en cuyas filas aparecen los identificadores génicos 
de Ensembl y en las columnas las muestras analizadas. En un siguiente paso se asoció a 
cada identificador de Ensembl los correspondientes identificadores de genes de Refseq y 
HGNC (HUGO Gene Nomenclature Comitee) provistos por Ensembl desde la aplicación 
Biomart (https://www.ensembl.org/biomart).  
En cuanto a la segunda técnica o técnica de la consola Expression Console de 
Affymetrix (AEC), también se utilizaron como punto de partida los archivos CEL con los 
datos no procesados procedentes del escáner. El preprocesamiento de los datos se realizó 
mediante el método SST-RMA en la AEC (v.1.4.1.46). Este método añade algunos pasos 
adicionales de preprocesamiento que conducen al estiramiento de la distribución de los 
valores de intensidad de fluorescencia, ejecutando a continuación el método RMA. La 
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novedad que aporta este método al resultado final es la eliminación de la compresión de 
los FC propia de los microarrays, generando unos nuevos FC más fácilmente comparables 
con otras tecnologías como RNA-seq. Finalmente, se devuelve una matriz donde en las 
filas se indicarán los conjuntos de sondas o probesets y en las columnas las muestras. Los 
identificadores génicos de Refseq, HGNC y Ensembl fueron asociados a estos probesets 
tras haber sido descargados de Biomart. 
 
3.3.2. Procedimientos bioinformáticos en el reanálisis de datos 
descargados de bases de datos 
El reanálisis bioinformático de los datos en bruto se realizó siguiendo diferentes 
flujos de trabajo en función de la plataforma de microarray utilizada. En este trabajo 
podemos distinguir cinco variantes en cuanto a la plataforma de microarray empleada en 
los diferentes trabajos originales: 
1) Microarrays 3ʹ de Affymetrix  
Para el análisis de los microarrays 3ʹ de Affymetrix se partió también de los 
correspondientes archivos CEL. En este caso, los valores en bruto de la intensidad de 
fluorescencia fueron preprocesados eliminando el ruido de fondo, normalizados por 
cuantiles y transformados a log2 utilizando la función RMA implementada en el paquete 
affy (v.1.58.0)393 en R. El resto del proceso de preprocesamiento se llevó a cabo de forma 
similar a la de la técnica BA para el HTA2.0. Este flujo de trabajo se utilizó para los 
microarray Human Genom U133 Plus 2.0, Affymetrix Human Genome U133 A Array, 
Affymetrix Human Genome U133 B Array y GeneChip® PrimeView™ Human Gene 
Expression Array. 
2) Microarrays de gen, exón y transcriptoma de Affymetrix 
De forma similar a los microarrays de Affymetrix citados anteriormente, se 
utilizaron como punto de partida los archivos CEL. La normalización se llevó a cabo 
mediante la función RMA presente en el paquete oligo en R, utilizando como referencia 
los archivos CDF a la carta de BA. Este flujo de trabajo fue utilizado con los microarrays 
Human Gen 1.0ST array, Human Exon 1.0 ST Array y Human Transcriptome Array 2.0 
(HTA2.0). 
3) Microarrays de Illumina 
Se partió de los archivos de texto con los datos no normalizados escaneados 
directamente del microarray y sin procesar. El procesamiento de dichos datos se realizó 
con el paquete limma (v.3.28.14) en R. Para ello se utilizó la función neqc, la cual realiza 
la corrección del ruido de fondo utilizando los controles negativos del microarray, para 
posteriormente realizar una normalización por cuantiles, transformando finalmente los 
datos a log2. Finalmente devuelve una matriz con identificadores de sonda propios del 
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microarray en las filas y las muestras analizadas en las columnas. La asociación de los 
identificadores génicos de Ensembl, Refseq y HGNC se realizó tal y como se ha descrito 
en los apartados anteriores. Este flujo de trabajo se utilizó con los arrays HumanHT-12 
V3.0 expression beadchip, HumanHT-12 V4.0 expression beadchip e Illumina Human 
Whole-Genome DASL HT array 
4) Microarrays de un canal de Agilent 
En el caso de los microarrays de un canal de Agilent se partió de los archivos de 
texto con los datos escaneados sin procesar. El preprocesamiento se llevó a cabo con el 
paquete limma (v.3.28.14)246 en R y consta de un paso de corrección del ruido de fondo 
seguido de dos pasos de normalización. El primer paso de normalización es un proceso 
intraarray que fue realizado mediante el método loess, mientras que el segundo paso se 
trata de un proceso interarray en el que se realizó una normalización por cuantiles. El 
resultado final es una matriz con los datos procesados en la que en las filas se encuentran 
las sondas correspondientes del microarray junto con el identificador de HGNC y en las 
columnas las muestras analizadas. La asignación de los identificadores génicos de 
Ensembl y Refseq se realizó como se explica en apartados anteriores. Este flujo de trabajo 
se utilizó con los microarrays Agilent-014850 Whole Human Genome Microarray 4x44K 
G4112, Agilent-039494 SurePrint G3 Human GE v2 8x60K Microarray 
5) Microarrays de dos canales de Agilent 
El microarray de dos canales de Agilent fue preprocesado de un modo similar al 
microarray de un canal de Agilent, con la diferencia que al ser un array de dos canales se 
realizó el análisis por separado para cada canal. Este procedimiento se llevó a cabo de 
esta manera ya que los datos de las muestras tratadas estaban contenidos en el canal Cy5, 
mientras que el canal Cy3 contenía las muestras control. Este flujo de trabajo fue utilizado 
con el microarray Agilent-014850 Whole Human Genome Microarray 4x44K G4112F de 
dos canales. 
 
3.3.3. Análisis de la expresión génica diferencial en microarrays 
El análisis de la expresión génica diferencial del microarray se llevó a cabo 
mediante dos de los métodos más ampliamente utilizados en la literatura y con un mejor 
comportamiento a la hora de la determinación de la expresión génica diferencial394: 
a) SAMr395. SAMr se basa en una estimación del FDR basada en un test t de Student 
con permutaciones. Este método compara el número de rechazos de la hipótesis 
nula en los subgrupos comparados frente a la mediana de hipótesis nulas 
rechazadas en una serie de subgrupos generados arbitrariamente. Este método se 
llevó a cabo en R a través del paquete samr (v.3.0) 
b) limma396. limma ajusta un modelo lineal a los datos de expresión de cada gen. 
limma utiliza el test t de Student con métodos empíricos bayesianos para compartir 
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información del conjunto completo de genes haciendo así el análisis más estable, 
ya que modera las desviaciones estándar entre los genes. Este método se llevó a 
cabo en R en el paquete limma (v.3.28.14). 
 
3.4. Metodologías en el análisis de qRT-PCR 
 
El ARN utilizado para el análisis de qRT-PCR fue extraído usando el kit RNease 
Plus Mini de Qiagen. La integridad de este RNA fue medida con el Bioanalizador 2100 
de Agilent. El ARN total fue sometido a transcripción inversa para obtener ADNc 
utilizando el kit High-Capacity cDNA Reverse Transcription de Applied Biosystems. 
Finalmente, la expresión génica fue cuantificada mediante el ensayo TaqMan qRT-PCR 
para mRNA de Applied Biosystems. La lista de oligonucleóticos utilizados en este ensayo 
aparece recogida en la Tabla 3.2. 
Tabla 3.2. Sondas de oligonucleótidos utilizadas para el análisis por qRT-PCR, adquiridos 
a la compañía ThermoFisher. 
Ensembl ID HGNC ID Cromosoma 
TaqMan Gene 
Expression ID assay 
Identificador 
ENSG00000008018 PSMB1 6 Hs00427357_m1 Cat#4448892 
ENSG00000044574 HSPA5 9 Hs00607129_gH Cat#4448892 
ENSG00000065978 YBX1 1 Hs00358903_g1 Cat#4448892 
ENSG00000068697 LAPTM4A 2 Hs01092025_m1 Cat#4448892 
ENSG0000007562 ACTB 7 Hs01060665_g1 Cat#4448892 
ENSG00000100138 NHP2L1 (SNU13) 22 Hs03025442_s1 Cat#4448892 
ENSG00000101361 NOP56 20 Hs00197340_m1 Cat#4448892 
ENSG00000105193 RPS16 19 Hs01598518_gH Cat#4448892 
ENSG00000105887 MTPN 7 Hs00377581_m1 Cat#4448892 
ENSG00000105968 H2AFV 7 Hs00606542_mH Cat#4448892 
ENSG00000107223 EDF1 9 Hs00610152_m1 Cat#4448892 
ENSG00000107581 EIF3A 10 Hs01025769_m1 Cat#4448892 
ENSG00000111640 GAPDH 12 Hs02786624_g1 Cat#4453320 
ENSG00000115758 ODC1 2 Hs00159739_m1 Cat#4453320 
ENSG00000119421 NDUFA8 9 Hs00204417_m1 Cat#4448892 
ENSG00000127884 ECHS1 10 Hs00187943_m1 Cat#4448892 
ENSG00000131495 NDUFA2 5 Hs04187282_g1 Cat#4448892 
ENSG00000138279 ANXA7 10 Hs00559410_m1 Cat#4448892 
ENSG00000142541 RPL13A 19 Hs04194366_g1 Cat#4448892 
ENSG00000142937 RPS8 1 Hs01374307_g1 Cat#4448892 
ENSG00000143158 MPC2 1 Hs00967250_m1 Cat#4448892 
ENSG00000147677 EIF3H 8 Hs00186779_m1 Cat#4448892 
ENSG00000154723 ATP5J 21 Hs01081389_g1 Cat#4448892 
ENSG00000161016 RPL8 8 Hs00361285_g1 Cat#4453320 
ENSG00000163956 LRPAP1 4 Hs00936301_m1 Cat#4448892 
ENSG00000165502 RPL36AL 14 Hs00733231_m1 Cat#4448892 
ENSG00000166337 TAF10 11 Hs00359540_g1 Cat#4448892 
ENSG00000166710 B2M 15 Hs00187842_m1 Cat#4453320 
ENSG00000168264 IRF2BP2 1 Hs02930738_m1 Cat#4448892 
ENSG00000175130 MARCKSL1 1 Hs00702769_s1 Cat#4448892 
ENSG00000178741 COX5A 15 Hs00362067_m1 Cat#4448892 
ENSG00000182117 NOP10 15 Hs00430282_m1 Cat#4448892 
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Los valores de Ct obtenidos fueron posteriormente normalizados mediante el 
método del ΔCt, calculado como:  
𝛥𝐶𝑡 =  𝐶𝑡𝑔𝑒𝑛 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 – 𝐶𝑡𝑔𝑒𝑛 𝑑𝑖𝑎𝑛𝑎 
Con este cálculo se consigue mantener la relación de proporcionalidad directa entre 
el valor del ΔCt y la expresión real del gen. Además, el valor del ΔCt fue calculado 
mediante tres métodos diferentes: 
a) Normalización mediante control endógeno: se utilizó como factor de 
normalización la media de los valores de Ct de los genes ACTB y GAPDH en cada 
una de las muestras. 
b) Normalización mediante la mediana global: el factor de normalización fue 
calculado usando en cada muestra la mediana de los genes con un Ct < 35. 
c) Normalización mediante el gen más estable: el gen más estable fue determinado 
mediante los cuatro algoritmos disponibles en la herramienta online RefFinder. 
Los algoritmos utilizados fueron BestKeeper397, NormFinder398, Genorm399, y el 
método comparativo del delta Ct400. En el presente trabajo, el gen ECHS1 fue el 
que alcanzó del mejor ranking considerando los cuatro algoritmos y fue el 
seleccionado para llevar a cabo el proceso de normalización. 
El método utilizado finalmente para llevar a cabo aguas abajo los diferentes análisis 
de qRT-PCR fue la mediana global. El método de normalización mediante control 
endógeno fue descartado debido a la presencia de variabilidad en los genes ACTB y 
GAPDH asociada a los tratamientos empleados (Figura 3.5), mientras que el método del 
gen más estable fue descartado al ser menos robusto que la mediana global, ya que la 
mediana global captura mejor la dispersión de los valores de Ct en cada muestra al 
considerar un mayor número de genes. 
  
Figura 3.5. Expresión mediante qRT-PCR de los genes a) ACTB y b) GAPDH en las dos 
líneas celulares (LCA y LCB) y las tres condiciones de tratamiento (T0, T1 y T2). Los valores del 
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3.5. Determinación de la precisión y exactitud de los pipelines 
de RNA-seq 
 
3.5.1. Determinación de la precisión en estudios de RNA-seq 
Se eligieron 1.181 genes expresados de forma constitutiva en 32 tejidos sanos 
procedentes del Human Protein Atlas obtenidos de los datos de RNA-seq publicados 
previamente en el trabajo de Uhlén y colaboradores401. De estos genes fueron 
seleccionados para la determinación de la precisión los de mayor expresión en las seis 
muestras control de nuestro trabajo considerando los 192 pipelines analizados. El proceso 
de filtrado consistió en eliminar todos aquellos genes con menos de cuatro eventos 
(lecturas crudas, FPKM, TPM, etc.) en las tres muestras control de cada pipeline en cada 
una de las líneas celulares estudiadas. El resultado fue la selección de 107 genes óptimos 
que fueron utilizados para los estudios de precisión y exactitud.  
Para el cálculo de la precisión se utilizó el “coeficiente de variación no paramétrico” 
(CoV) como índice de dispersión. El valor de este coeficiente fue calculado como el 
cociente entre la desviación absoluta de la mediana (MAD) y el valor absoluto de la 
mediana. 
De esta manera, la MAD se calculó según la siguiente expresión: 
𝑀𝐴𝐷 = 𝑚𝑒𝑑𝑖𝑎𝑛𝑎(|𝑋𝑖 −𝑚𝑒𝑑𝑖𝑎𝑛𝑎(𝑋)|) 
donde Xi es el valor de expresión del gen X en la muestra i, expresado en las unidades 
que corresponda a cada pipeline: lecturas en crudo, FPKM, TPM, etc. Una vez 





Este estadístico CoV define en tanto por uno, y de manera adimensional, la 
dispersión de cada gen en cada pipeline. Para definir qué pipeline fue el más preciso se 
otorgó un ranking a cada uno de los pipelines para cada gen en base al CoV obtenido. 
Finalmente, se calculó la mediana de todos los rankings considerando los 107 genes en 
cada pipeline, analizando las dos líneas celulares por separado. El pipeline con un ranking 
mediano menor sería la más precisa (ver Figura 3.6). 
 




Figura 3.6. Descripción del procedimiento de evaluación de la precisión de los 192 
pipelines de RNA-seq. Pi hace referencia a los i pipelines analizados en este trabajo, mientras gj 
hace referencia a los j genes seleccionados para la evaluación de la precisión (107 genes). 
 
3.5.2. Determinación de la exactitud en RNA-seq mediante qRT-PCR 
Para evaluar la exactitud en RNA-seq se seleccionaron 30 de los 107 genes óptimos 
previamente elegidos. De estos 107 genes, se seleccionaron los 10 genes con mayor y con 
menor CoV mediano (considerando los 192 pipelines), además de otros 10 genes al azar 
con CoV intermedio, de modo que quedase cubierto todo el rango dinámico del conjunto 
de datos de expresión génica. También se decidió añadir los genes GAPDH y ACTB, 
comúnmente utilizados en estudios de qRT-PCR. Con estos 32 genes se hizo el estudio 
mediante qRT-PCR utilizando cebadores Taqman prediseñados. La hipótesis es que ha 
de existir gran concordancia entre la expresión génica determinada por RNA-seq y qRT-
PCR, como ya ha sido demostrado previamente402. En base a esta hipótesis, se calculó el 
coeficiente de correlación de Pearson (r) entre los Ct obtenidos por qRT-PCR y los 
diferentes valores de expresión génica para los 192 pipelines en log2. Del mismo modo 
que para la precisión, se calculó el ranking que ocupó cada gen considerando los 192 
pipelines y se calculó un ranking mediano para cada pipeline sobre la base de los 32 genes 
(Figura 3.7). Este proceso se hizo de forma independiente en las dos líneas celulares. 
 
Figura 3.7. Descripción del procedimiento de evaluación de la exactitud de los 192 
pipelines de RNA-seq. Pi hace referencia a los i pipelines analizados en este trabajo, mientras gj 
hace referencia a los j genes seleccionados para la evaluación de la exactitud (32 genes). 
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3.6. Determinación del ranking de los pipelines estudiados 
 
Tras la obtención de los rankings de precisión y exactitud para cada uno de los 192 
pipelines en las dos líneas celulares, se procedió a la determinación del ranking global 
mediante la ponderación de estos dos parámetros. La determinación del valor del ranking 
global que ocuparía cada pipeline dentro del conjunto de los 192 pipelines se realizó 
calculando el sumatorio de los rankings obtenidos por cada uno de los 192 pipelines para 
la exactitud y para la precisión, para lo que se utilizó la siguiente fórmula: 
𝑃𝑒𝑟𝑓𝑗 = 𝑀𝑒𝑑(𝑅𝐴𝑁𝐾 (𝐶𝑜𝑉(𝑋𝑖𝑗)))𝐽𝐽𝑁−3 +𝑀𝑒𝑑(𝑅𝐴𝑁𝐾 (𝐶𝑜𝑉(𝑋𝑖𝑗)))𝐾𝑀𝑆12−𝐵𝑀
+𝑀𝑒𝑑(𝑅𝐴𝑁𝐾 (𝑟(𝑋𝑖𝑗)))𝐽𝐽𝑁−3 +𝑀𝑒𝑑(𝑅𝐴𝑁𝐾 (𝑟(𝑋𝑖𝑗)))𝐾𝑀𝑆12−𝐵𝑀 
donde Perfi es el ranking global calculado en cada pipeline j para cada gen Xi, CoV 
es el coeficiente de variación no paramétrico, r es el coeficiente de correlación de Pearson, 
RANK es el ranking expresado en valores ordinales y Med es el valor mediano de los 
rankings. A menor valor de Perfj, mejor funcionamiento del pipeline. 
 
3.7. Comparación de los valores de expresión génica de RNA-
seq frente a los medidos con microarrays 
 
La comparación de las dos tecnologías de análisis de expresión génica utilizadas en 
este trabajo, RNA-seq y el microarray HTA2.0, se llevó a cabo a nivel de cuantificación 
de la expresión génica cruda y a nivel de expresión génica diferencial. El procedimiento 
comparativo a ambos niveles se detalla a continuación. 
 
Comparación a nivel de cuantificación de la expresión génica cruda 
Para hacer la comparación de la cuantificación de la expresión génica cruda se 
utilizaron las seis muestras control de las líneas celulares KMS12-BM y JJN-3. Se 
compararon los datos obtenidos de los 10 mejores pipelines (Tabla 3.1 del Apartado 
3.2.5) de RNA-seq con los datos resultantes de la normalización del microarray HTA2.0 
mediante los procedimientos AEC y BA, mencionados en el Apartado 3.3. La asociación 
entre los datos se calculó mediante el coeficiente de correlación de Pearson y se llevó a 
cabo utilizando dos aproximaciones: una primera en la que se correlacionaron los genes 
comunes a ambas plataformas y una segunda en la que se correlacionaron los valores de 
ambas plataformas con los 32 genes seleccionados para el análisis con qRT-PCR. En 
todos los casos el análisis de correlación fue realizado con el paquete estadístico SIMFIT 
(versión 7.3.1). 
Material y métodos 
71 
 
Sobre los datos de correlación con los 32 genes se llevó a cabo también un análisis 
de búsqueda de genes con valores atípicos o outliers utilizando el paquete mvoutlier 
(v.2.0.9)403 en R. Mediante el uso de este paquete se consideraron como outliers todos los 
genes situados más allá del percentil 97,5 de acuerdo con la diferencia entre la función 
empírica de la distribución de la distancia robusta de Mahalanobis y una función teórica 
simulada. Tras la detección de los genes outliers se procedió a un nuevo análisis de 
correlación sin considerar estos genes, conocido como correlación robusta. 
 
Comparación a nivel de expresión génica diferencial 
La comparación a nivel de expresión génica diferencial se llevó a cabo utilizando 
las 18 muestras que son el resultado del estudio por triplicado de las seis condiciones 
experimentales diferentes estudiadas en el presente trabajo. Se realizaron un total de cinco 
comparaciones o escenarios de análisis, resultantes de los cruces entre las seis condiciones 
experimentales, siendo estas comparaciones las siguientes: 
a) LCA-T0 vs. LCB-T0 
b) LCA-T1 vs. LCA-T0 
c) LCA-T2 vs. LCA-T0 
d) LCB-T1 vs. LCB-T0 
e) LCB-T2 vs. LCB-T0 
Se procedió al análisis comparativo cruzando los resultados obtenidos mediante 
SAMr y limma para los métodos BA y AEC del microarray contra el método que obtuvo 
un mejor rendimiento del estudio de RNA-seq, limma trend (ver Figura 4.18 en el 
Apartado 4.1.2.2 de la Sección de Resultados y discusión). Para realizar el 
correspondiente cruce, en un primer paso se seleccionaron los genes comunes entre el 
microarray y la RNA-seq, de manera que todos los análisis se llevaron a cabo con un 
mismo número de genes de entrada. Una vez seleccionados los genes a enfrentar, se 
procedió a la comparación de su expresión génica diferencial a dos niveles: 
a) A nivel de detección: para este análisis se consideró el número total de genes 
comunes interrogados por las dos tecnologías. Se calculó el porcentaje de 
solapamiento de las listas de genes diferencialmente expresados detectados de 
manera global por el microarray, es decir, considerando todos los genes 
analizados por comparación, con las listas obtenidas a partir del método limma 
trend correspondientes a los 10 mejores pipelines sin considerar el método de 
normalización. 
b) A nivel de rendimiento: se consideraron los 32 genes validados por qRT-PCR. 
Para realizar este análisis se calcularon 7 parámetros, como son la sensibilidad, 
la FVP, la FVN, el VPP, el VPN, la exactitud, el AUC y el CCM, de cada uno 
de los métodos de detección de expresión génica diferencial con el apoyo de los 
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datos de 32 genes validados por qRT-PCR. Estos cálculos se hicieron de forma 
independiente en cada uno de los cinco escenarios de análisis. 
 
3.8. Metaanálisis del efecto farmacológico en la expresión 
génica en líneas celulares de mieloma múltiple 
 
Criterios de búsqueda de estudios 
Se llevó a cabo la búsqueda y obtención de estudios de expresión génica mediante 
microarrays de expresión génica y secuenciación de ARN en HMCLs, en los que se 
hubiese empleado algún tratamiento de uso habitual en el MM, considerando a tales 
efectos aquellos tratamientos recogidos por Sociedad Americana de Cáncer como 
terapias para el MM (https://www.cancer.org/). Para ello se realizaron búsquedas 
sistemáticas en los principales repositorios de almacenamiento masivo de datos: GEO 
(https://www.ncbi.nlm.nih.gov/geo/), ArrayExpress 
(https://www.ebi.ac.uk/arrayexpress/) y SRA (https://www.ncbi.nlm.nih.gov/sra). Del 
mismo modo, también se procedió a la búsqueda de este tipo de datos a través de portales 
especializados en análisis de datos de MM, como el portal CoMMpass de la Multiple 
Myeloma Research Foundation (MMRF) (https://themmrf.org/) o el portal MMGP del 
Broad Institute (http://portals.broadinstitute.org/mmgp/home). 
Para cada uno de los fármacos candidatos para el metaanálisis se hicieron dos 
búsquedas, de manera que en la primera de ellas la búsqueda se basó en: (“cell line” OR 
“cell-line”), mientras que en la segunda búsqueda la secuencia fue (“myeloma” OR 
“plasma cell leukemia” OR “plasma cell leukaemia”). En ambos casos se incluyeron 
además las distintas denominaciones que pueden encontrarse para cada uno de los 
fármacos estudiados. Así, se emplearon las siguientes palabras clave específicas de cada 
fármaco, acompañadas del operador booleano “OR”. 
1) Melfalán: “Melphalan”, “Alkeran”, “Sarcolysin”. 
2) Vincristina: “Vincristine”, "Oncovin". 
3) Ciclofosfamida: “Cyclophosphamide”, "Cytosan". 
4) Doxorrubicina: “Doxorubicin”, "Adriamycin". 
5) Etopósido: “etoposide”. 
6) Bendamustina: “bendamustine” “Treanda” “Ribomustin”. 
7) Dexametasona: “Dexamethasone”, “Decadron”, “Dexasone”, “Diodex”, 
“Hexadrol”, “Maxidex”. 
8) Prednisona: “Prednisone”, “Deltasone”, “Liquid Pred”, “Orasone”, “Adasone”, 
“Deltacortisone”, “Prednisonum”. 
9) Talidomida: “Thalidomide”, “Thalomid”, “Immunoprin”, “Talidex”, “Talizer”, 
“Neurosedyn”. 
10) Lenalidomida: “Lenalidomide”, “Revlimid”. 
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11) Pomalidomida: “Pomalidomide”, “Imnovid”. 
12) Bortezomib: “Bortezomib”, “Velcade”, “Neomib”, “Bortecad”. 
13) Carfilzomib: “Carfilzomib”, “Kyprolis”. 
14) Ixazomib: “Ixazomib”, “Ninlaro”. 
15) Panobinostat: “Panobinostat”, “LBH-589”, “LBH589”, “Farydak”. 
16) Daratumumab: “Daratumumab”, “Darzalex”. 
17) Elotuzumab: “Elotuzumab”, “Empliciti”, “HuLuc63”. 
18) Interferon: “Interferon”. 
19) Decitabina: “Decitabine”, “5-aza-2′deoxycytidine”, "5-aza-2'-deoxycytidine", 
“5-aza-2-deoxycytidine”, “Dacogen”. 
20) Azacitidina: “Azacitidine”, “Azacytidine”, “Ladakamycin”, “5-azacytidine”, 
“320-67-2”, “U-18496”, “4-Amino-1-beta-D-ribofuranosyl-s-triazin-2(1H)-one”, 
“Vidaza”. 
21) JQ1: “JQ1”, “JQ-1”, “JQ 1”. 
 
Criterios de inclusión y exclusión de estudios  
Se establecieron 7 criterios de inclusión para las series encontradas en los distintos 
repositorios. Estos criterios serían aplicados de manera secuencial según aparecen 
mencionados a continuación: 
a) Especie: solamente se admitirán datos humanos. 
b) Patología a estudio: MM o leucemia de células plasmáticas. 
c) Diseño experimental: los estudios deben presentar una condición de estudio 
control, sin tratar o a tiempo cero, y una condición donde las células hayan sido 
tratadas en monoterapia con el fármaco considerado. 
d) Tecnología: estudios con tecnologías de alta resolución como microarray o RNA-
seq, donde el objeto de estudio sea la expresión génica. 
e) Muestras: las muestras deben proceder de líneas celulares y deben ser líneas 
celulares sensibles al fármaco. 
f) Datos: los datos que presentan los estudios deben ser reanalizables, a fin de 
garantizar la homogeneidad en el tratamiento de los datos de expresión génica. 
g) Datos propios (Servicio de Hematología de Salamanca): se permite la 
introducción de datos de líneas celulares sometidas a tratamiento procedentes del 
servicio de Hematología de Salamanca no depositados en repositorios online, 
siempre que cumplan los criterios de inclusión anteriores. 
No hubo criterios específicos de exclusión 
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Extracción y análisis de los datos en bruto 
Preferentemente fueron extraídos los datos en bruto de expresión génica, es decir, 
los datos sin ningún tipo de preprocesamiento aplicado. En los estudios que presentaron 
ausencia de estos datos, se extrajo la matriz proporcionada por los autores en los 
correspondientes repositorios. La ausencia de ambos formatos en todos los repositorios 
estudiados implicaría que el estudio sería descartado del metaanálisis. 
Los datos en bruto extraídos de los repositorios online fueron analizados de manera 
acorde a la plataforma de expresión génica utilizada por los autores. Todos los estudios 
fueron homogeneizados en cuanto a la nomenclatura génica utilizando como identificador 
génico la versión de Ensembl 77. La metodología empleada para cada microarray en 
función de la plataforma utilizado se detalla en el Apartado 3.3.2. 
En el caso del análisis de los datos procedentes de estudios de RNA-seq se llevó a 
cabo utilizando los algoritmos del Apartado 3.2 que obtuvieron un mejor ranking acorde 
al procedimiento explicado en los Apartados 3.5 y 3.6. 
 
Extracción de genes comunes entre los estudios seleccionados para metaanálisis 
Se procedió a homogenizar el número de genes candidatos a ser analizados en cada 
uno de los metaanálisis. Así, en el caso de los metaanálisis del efecto farmacológico sobre 
la expresión génica en líneas celulares, cada uno de los estudios seleccionados para cada 
fármaco contaría con un mismo número de genes iniciales. La homogenización en el 
número de genes consistió en determinar los genes comunes a los estudios analizados en 
cada metaanálisis mediante el cruce de las listas de genes interrogados por las plataformas 
de dichos estudios. Los genes comunes serían los utilizados como lista de genes inicial 
en cada metaanálisis. 
 
3.9. Metaanálisis de la respuesta a tratamiento en pacientes 
con mieloma múltiple 
 
Criterios de búsqueda de estudios 
De manera similar a lo expuesto en el Apartado 3.9, se realizó una búsqueda de 
estudios de expresión génica mediante microarrays y RNA-seq en los repositorios de 
almacenamiento masivo de datos como son GEO, ArrayExpress y SRA 
(https://www.ncbi.nlm.nih.gov/sra), así como en portales especializados en análisis de 
datos de MM, como el portal CoMMpass o el portal MMGP. En este caso el objetivo de 
la búsqueda fue la obtención de datos de expresión génica de pacientes de MM que 
tuvieran datos disponibles de la respuesta a tratamiento, para ello la única palabra clave 
empleada fue la palabra “myeloma”. La inclusión y exclusión de estudios se realizó 
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revisando uno a uno todos los estudios candidatos, considerando los criterios de inclusión 
y exclusión que se exponen en el siguiente apartado. 
 
Criterios de inclusión y exclusión de estudios  
Los criterios de inclusión específicos para el estudio de la respuesta a tratamiento 
en muestras de pacientes con MM fueron: 
a) Especie: muestras de tejido humano. 
b) Población: médula ósea de pacientes con MM.  
c) Estadio de la patología: MM en el momento del diagnóstico. 
d) Tecnología: estudios de tecnologías de alta resolución como microarray y RNA-
seq donde el objeto de estudio sea la expresión génica. 
e) Tratamiento: el estudio debe disponer de datos suficientes para determinar el 
tratamiento al que ha sido sometido cada paciente tras el diagnóstico y no debe 
ser un tratamiento in vitro de células extraídas del paciente. 
f) Respuesta: el estudio debe facilitar los datos de la respuesta a la primera línea de 
tratamiento para cada paciente estudiado. 
g) Datos propios (Servicio de Hematología de Salamanca): se permite la inclusión 
de datos de respuesta sobre series publicadas cuya procedencia sea el servicio de 
Hematología de Salamanca, siempre que la serie publicada cumpla con los 
criterios de inclusión anteriores. Todos los estudios seleccionados del servicio de 
Hematología de Salamanca fueron aprobados por un comité ético de investigación 
y se obtuvo un consentimiento informado por escrito de todos los pacientes de 
acuerdo con la Declaración de Helsinki.  
No se establecieron criterios específicos de exclusión. 
 
Extracción y análisis de los datos en bruto 
Los procesos de extracción y análisis de los datos en bruto obtenidos para cada uno 
de los estudios seleccionados en el análisis de la respuesta a tratamiento en pacientes con 
MM se realizaron de forma similar a lo expuesto en el Apartado 3.9. 
 
Extracción de genes comunes entre los estudios seleccionados para metaanálisis 
La homogenización del número de genes analizados en el caso del metaanálisis de 
la respuesta a tratamiento se llevó a cabo de forma similar al procedimiento expuesto en 
el Apartado 3.9, con la singularidad de que en este caso esta homogenización se llevó a 
cabo por régimen de tratamiento. Los genes comunes serían los utilizados como lista de 
genes inicial en cada metaanálisis. 
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3.10. Procedimientos estadísticos utilizados en los metaanálisis 
 
3.10.1. Métodos estadísticos de aplicación general 
Los metaanálisis, en todos los casos, se realizaron empleando el modelo de efectos 
aleatorios del paquete metafor (v.2.0-0)336 en R. Se decidió proceder de manera general 
con el modelo de efectos aleatorios debido a que los resultados obtenidos por este modelo 
son más conservadores que los obtenidos por el modelo alternativo de efecto fijo, ya que 
incorpora la medida de la variabilidad entre los estudios, además de la variabilidad dentro 
de cada estudio. Lo que nos motivó a realizar el análisis de este modo conservador fue la 
previsión de la existencia de una cierta heterogeneidad entre los estudios a combinar, ya 
que no solamente encontraríamos diferencias en cuanto al tiempo de tratamiento y la 
concentración aplicada del fármaco, sino también en cuanto a las líneas celulares y 
pacientes seleccionados en cada estudio. Por estas razones, además de usar siempre el 
modelo de efectos aleatorios, hubo que realizar en la mayor parte de los casos un análisis 
por subgrupos, según los tiempos de tratamiento y las concentraciones empleadas de los 
fármacos estudiados. 
 
Análisis de la heterogeneidad 
La heterogeneidad en cada uno de los metaanálisis fue identificada y cuantificada 
mediante los estadísticos Q de Cochran y el I2.  
La Q de Cochran342 fue calculada como el sumatorio ponderado de las diferencias 
al cuadrado entre los efectos individuales de cada estudio y el efecto combinado con todos 






donde 𝑊𝑖 es el peso del estudio i calculado como el inverso de la varianza (1/𝑉𝑖), 𝑌𝑖 
es el tamaño del efecto del estudio i, M es el efecto combinado y k es el número de 
estudios. 
El estadístico Q así calculado sigue una distribución 𝜒2 y contrasta la hipótesis nula 
de que los estudios son homogéneos, el rechazo de esta hipótesis implica presencia de 
heterogeneidad. Para más detalles consultar la página 109 del trabajo de Borenstein y 
colaboradores334. 
Sin embargo, este estadístico Q, en ocasiones no muestra suficiente potencia en el 
cálculo de la heterogeneidad, principalmente cuando se dispone de un número bajo de 
estudios en el metaanálisis404. Por este motivo, suele utilizarse también el estadístico I2 
de medida de la heterogeneidad345, ya que este test no tiene una dependencia exclusiva 
del número de estudios considerados. El estadístico I2 cuantifica el porcentaje de 
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variación entre los estudios que es debido a la heterogeneidad y no al azar, reportando 





) 𝑥 100% 
donde Q es el valor del estadístico Q de Cochran y gl son los grados de libertad 
calculados como: 
𝑔𝑙 = 𝑘 − 1 
siendo k el número de estudios considerados en el metaanálisis. 
Se suele considerar que, cuando el valor del I2 es superior al 50%, la heterogeneidad 
de los estudios recogidos en el metaanálisis es importante. 
 
Metaanálisis de efectos aleatorios 
En contraposición al metaanálisis que sigue un modelo de efectos fijos, que parte 
de la asunción de que únicamente existe un verdadero tamaño del efecto poblacional (𝜇) 
y es el mismo en todos los estudios analizados, el metaanálisis de efectos aleatorios asume 
que el tamaño del efecto puede variar entre los diferentes estudios, de manera que cada 
tamaño del efecto individual puede estimar un diferente tamaño del efecto poblacional. 
Así, la medida del efecto (Yi) de cada estudio en un modelo de efectos aleatorios se asume 
que contiene tres componentes: 
𝑌𝑖 = 𝜇 + 𝛿𝑖 + 𝑖 
donde µ es el promedio de todos los tamaños del efecto verdaderos (efecto que se 
quiere estimar), δi es la variación real del estudio i en el tamaño del efecto respecto al 
verdadero tamaño del efecto poblacional (𝜇) y εi es el error debido al muestreo. La 
representación de este modelo de efectos aleatorios se recoge en la Figura 3.8. 
 




Figura 3.8. Representación del modelo de efectos aleatorios. Adaptado del libro 
“Introduction to meta-analysis” de Borenstein (2009). θi corresponde al verdadero tamaño del 
efecto del estudio i, Yi es el tamaño del efecto observado para el estudio i, µ es el promedio de 
todos los tamaños del efecto verdaderos, εi es el error debido al muestreo y δi es la variación real 
en el tamaño del efecto del estudio i respecto al valor verdadero. 
Por tanto, de aquí se deducen dos posibles fuentes de variabilidad en el metaanálisis, 
una variabilidad dentro de los estudios (εi) y una variabilidad entre los estudios (δi). Lo 
que se consigue a través de la aplicación del modelo de efectos aleatorios es minimizar 
tanto la variabilidad entre los estudios, considerando la varianza entre estudios o tau 
cuadrado (𝜏2), como la variabilidad dentro de los estudios a través de la consideración de 
la varianza intraestudio (𝑆𝑖
2). 
En lo que respecta a la 𝜏2 , en este trabajo fue calculada por el método de 



















𝑔𝑙 = 𝑘 − 1 
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A continuación, se llevó a cabo el cálculo del efecto promedio o combinado. La 
medida del tamaño del efecto que se utilizó en todos los metaanálisis fue la ratio de 
respuesta de los valores promedio de la expresión génica de los dos grupos contrastados, 





donde Ri es la ratio de respuesta en el estudio i, ?̅?𝑖,1 es el promedio del “grupo 
problema” y ?̅?𝑖,2es el promedio del “grupo control”. Esta ratio fue expresada en escala 
logarítmica, realizando este cálculo de la siguiente manera: 
𝑙𝑛𝑅𝑖 = ln (
?̅?𝑖,1
?̅?𝑖,2
) = ln(?̅?𝑖,1) − ln(?̅?𝑖,2) 









donde 𝑛𝑖,1 y 𝑛𝑖,2son los tamaños muestrales de los grupos problema y control del 
estudio i, respectivamente, y 𝑆𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑑𝑎,𝑖
2  la varianza combinada, cuyo cálculo viene dado 




2 + (𝑛𝑖,2 − 1)𝑆𝑖,2
2
𝑛𝑖,1 + 𝑛𝑖,2 − 2
 
siendo 𝑆𝑖,1  y 𝑆𝑖,2  las desviaciones estándar de los grupos problema y control, 
respectivamente.  
Ahora se procede al cálculo del efecto combinado propiamente dicho de todos los 







donde el asterisco denota el análisis bajo el modelo de efectos aleatorios y 𝑊𝑖
∗ 







En un siguiente paso, se calcula el error estándar (SE) del promedio:  








determinándose finalmente el efecto medido (Y) como: 
𝑌 =  𝑌𝑝
∗ ± 1,96 ∗ 𝑆𝐸𝑝
∗ 
Tras estos cálculos, se aplicó una prueba estadística “z” a estos valores para 
comprobar la significancia del dato promedio. Para más información acerca del modelo 
de efecto aleatorios, consultar el Capítulo 12 de Borenstein334. 
 
Metaanálisis en presencia de subgrupos y metaanálisis global 
Los estudios seleccionados para cada metaanálisis fueron estratificados en función 
del tiempo de tratamiento y de la concentración aplicada del fármaco. En ambos casos, 
se estableció un máximo de tres subgrupos determinados por la mediana, o bien del 
tiempo de tratamiento, o bien de la concentración de fármaco y la MAD en sentido 
positivo o negativo, indicando este valor los dos puntos de corte para el establecimiento 
de los tres subgrupos. En cada uno de los subgrupos se llevó a cabo un metaanálisis de 
efectos aleatorios para cada uno de los genes seleccionados. En cada subgrupo fue 
calculada también su τ2 correspondiente. Finalmente, los resultados del efecto combinado 
de la expresión génica en cada subgrupo fueron comparados entre sí mediante una prueba 
estadística tipo Wald disponible en el paquete metafor, para la comparación de dos 








Donde ?̂?1  y ?̂?2 son los valores combinados estimados de los dos subgrupos y 
𝑆𝐸[?̂?1] y 𝑆𝐸[?̂?2] son sus correspondientes errores estándar. 
Aunque se hagan metaanálisis por subgrupos y se calculen los efectos combinados 
dentro de cada subgrupo, a veces puede resultar de interés el calcular un efecto combinado 
global que incluya conjuntamente los estudios de todos los subgrupos de cada fármaco. 
En este caso se hizo un cálculo siguiendo el método de efectos aleatorios y utilizando un 
τ2 conjunto considerando todos los estudios a la vez sin tener en cuenta su pertenencia a 
los subgrupos. Como medida del tamaño del efecto se empleó la ratio de los valores 
medios de los grupos contrastados transformada de manera logarítmica, tal y como ha 
sido explicado anteriormente. 
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Detección de sesgo de publicación 
El análisis de sesgo de publicación se llevó a cabo en todos los genes analizados 
mediante la prueba de asimetría o regresión de Egger344. Este test se encarga de cuantificar 
el grado de asimetría del gráfico en embudo o Funnel plot mediante el ajuste de una recta 
de regresión entre la precisión de los estudios y el efecto estandarizado. 
 
3.10.2. Particularidades del metaanálisis con líneas celulares 
 
Selección de los genes candidatos 
La selección de los genes candidatos para el metaanálisis con líneas celulares se 
llevó a cabo seleccionando los genes que, considerando el valor absoluto del FC, 
presentaron un cambio de expresión génica mayor a 1,5 veces entre los grupos de 
tratamiento y control en todos los estudios seleccionados para cada uno de los fármacos 
estudiados. Adicionalmente, fueron añadidos a esta lista los genes que tuvieron un valor 
absoluto del FC mayor a 1,5 en todos los estudios de alguno de los subgrupos de tiempo 
de tratamiento o concentración de fármaco, excluyendo en este cálculo los subgrupos que 
solamente constaron de un único estudio. La distribución de los FC de los genes 
seleccionados fue chequeada a través del uso de diagramas de caja realizados en R con 
los paquetes ggplot2 (v.3.1.0)405 y ggbeeswarm (v.0.6.0)406. 
 
Desviación estándar de los estudios con una única muestra por grupo de tratamiento 
Los estudios con una única muestra por grupo de tratamiento carecieron de valores 
de desviación estándar (SD), por lo que fue necesario su imputación para su inclusión en 
el metaanálisis. Para proceder con la imputación, en primer lugar, se seleccionó la 
referencia a imputar aplicando los siguientes criterios ordenados por prioridad, de manera 
que ante la ausencia del criterio que ocupa el ranking superior se aplicó el siguiente: 
1º Estudio que utilice la misma tecnología (RNA-seq o microarray), de la misma 
casa comercial, hibridado en la misma plataforma que el estudio a imputar y el 
estudio esté realizado en el mismo fármaco. 
2º Estudio que utilice la misma tecnología (RNA-seq o microarray), de la misma 
casa comercial e hibridado en la misma plataforma que el estudio a imputar, 
independiente del fármaco estudiado. 
3º Estudio que utilice la misma tecnología (RNA-seq o microarray), de la misma 
casa comercial y el estudio esté realizado en el mismo fármaco. 
4º Estudio que utilice la misma tecnología (RNA-seq o microarray) y de la misma 
casa comercial, independientemente del fármaco estudiado. 
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5º Estudio que utilice la misma tecnología (RNA-seq o microarray) y el estudio 
esté realizado en el mismo fármaco. 
6º Estudio que utilice la misma tecnología (RNA-seq o microarray), 
independientemente del fármaco estudiado. 
Si dos o más estudios referencia empataron en alguno de los criterios, se optó por 
el que presentó un mayor tamaño muestral.  
Nótese que en todos los casos se dio prioridad a la técnica de análisis frente al 
compuesto analizado, ya que para realizar la imputación no se consideró la posición 
concreta del gen a imputar dentro de la referencia, sino su expresión dentro del conjunto 
de la expresión génica global, lo que depende en mayor medida de la técnica de análisis 
(tecnología y plataforma), que de las condiciones experimentales analizadas. 
Tras la determinación de la referencia necesaria para la imputación, se procedió al 
ajuste de un modelo polinómico utilizando para ello los valores promedio de expresión 
génica y la SD de cada uno de los genes en cada grupo de tratamiento de este estudio de 
referencia. El ajuste se llevó a cabo utilizando un polinomio de segundo grado utilizando 
la función polnom en SIMFIT, obteniendo un resultado como el que se muestra en la 
Figura 3.9. 
 
𝑦 = 8,7 ∗ 10−1 + 7,2 ∗ 10−2𝑥 − 2,7 ∗  10−6𝑥2 
Figura 3.9. Ejemplo gráfico y ecuación del ajuste del modelo polinómico de grado 2 para 
imputación de la desviación estándar en estudios con una única muestra por grupo de 
tratamiento. En la Figura se muestra en rojo el modelo de referencia ajustado para el grupo de 
tratamiento con bortezomib en el metaanálisis en líneas celulares tratadas con ese mismo 
compuesto.  
Una vez el modelo estuvo ajustado, se procedió a la imputación de las SD en el 
estudio con una única muestra por grupo de tratamiento (y en la ecuación), considerando 
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para ello la ecuación obtenida del modelo y los valores de expresión génica del estudio a 
imputar (x en la ecuación). 
 
Determinación de los subgrupos de tiempo de tratamiento y concentración de fármaco 
En todos los metaanálisis de fármacos con líneas celulares se procedió a la 
determinación de tres subgrupos de tiempo de tratamiento y concentración de fármaco 
aplicada, establecidos en función de la mediana ± MAD de estos dos parámetros, de la 
siguiente manera: 
a) Subgrupo 1: tiempo o concentración ≤ mediana – MAD 
b) Subgrupo 2: tiempo o concentración > mediana – MAD y ≤ mediana + MAD 
c) Subgrupo 3: tiempo o concentración > mediana + MAD 
 
3.10.3. Particularidades del metaanálisis con pacientes con mieloma 
múltiple 
 
Selección de los genes candidatos 
Se determinaron los genes comúnmente interrogados por las plataformas de análisis 
de expresión génica en los estudios recogidos para cada régimen de tratamiento. Con estos 
genes comunes se llevó a cabo un análisis de la expresión génica diferencial en cada 
estudio mediante los algoritmos limma o edgeR según correspondiese a muestras de 
microarray o RNA-seq, respectivamente, seleccionando los genes que obtuvieron un p-
valor < 0,05. A continuación se procedió al cruce de las listas de genes de todos los 
estudios por régimen de tratamiento mediante diagramas de Venn, seleccionando 
finalmente como genes candidatos al metaanálisis aquellos que fueron comunes a al 
menos dos de los estudios. 
 
3.11. Modelos de predicción de respuesta al tratamiento en 
pacientes con mieloma múltiple 
 
3.11.1. Grupos de pacientes utilizados 
La predicción de la respuesta a tratamiento en pacientes con MM se llevó a cabo en 
tres grupos de tratamiento: 
a) Pacientes tratados con bortezomib en monoterapia. 
b) Pacientes tratados con regímenes basados en bortezomib, pero que no incluían 
agentes inmunomoduladores (IMiDs). 
c) Pacientes tratados con bortezomib en terapia combinada con IMiDs. 
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En los tres grupos, se procedió a la estratificación de los pacientes en función de la 
codificación de la respuesta, la cual, fue codificada de cuatro formas diferentes con el fin 
de llevar a cabo los análisis predictivos: 
a) Pacientes respondedores vs. no respondedores (OR vs. NR): Se crearon dos grupos 
de pacientes en todos los estudios. El grupo de pacientes respondedores 
comprendió los pacientes que alcanzaron como mínimo una respuesta parcial (RP) 
al tratamiento, mientras que el segundo grupo recogió los pacientes en los que la 
respuesta fue inferior a RP, generalmente aquellos pacientes con enfermedad 
estable o progresiva. 
b) Pacientes que alcanzan respuesta completa vs. resto de pacientes (RC vs. Resto): 
La respuesta en este caso fue de nuevo estratificada en dos grupos: los que 
alcanzaron RC, que incluía los pacientes que como mínimo tenían una 
inmunofijación (IFE) negativa, y los que no llegaron a alcanzar RC. 
c) Codificación en tres grupos: Se codificó la respuesta en tres grupos basados en la 
publicación de Zhang y colaboradores198. 
d) Multirrespuesta: En cada estudio se utilizaron todos los niveles de respuesta 
disponibles para realizar la predicción de la respuesta. 
Una vez estratificados los grupos, se procedió a la selección de las muestras que 
formaron las matrices de entrenamiento y de validación, de manera que para cada grupo 
de respuesta dos terceras partes de los pacientes fueron seleccionados para formar parte 
de la matriz de entrenamiento, mientras que una tercera parte de los pacientes formó parte 
de la serie de validación. 
 
3.11.2. Selección de los genes a utilizar en la predicción 
La selección de los genes de partida para los estudios de predicción se realizó de 
manera diferente en función de la codificación de la respuesta. De esta manera, en el caso 
de las predicciones para las respuestas codificadas como OR vs. NR y RC vs. Resto, se 
partió de los genes estadísticamente significativos (p-valor < 0,05) de los 
correspondientes metaanálisis de la respuesta a tratamiento en pacientes de MM. En las 
predicciones en las que la respuesta fue codificada en tres grupos, se llevó a cabo en un 
primer paso un análisis mediante ANOVA de un factor para grupos independientes en 
cada uno de los estudios seleccionados con el paquete limma en R. En un siguiente paso, 
se seleccionaron en cada uno de los estudios los genes que en el ANOVA tuvieron un p-
valor < 0,05. Finalmente, se procedió al cruce de las listas de genes de todos los estudios, 
seleccionando los genes comunes para realizar los estudios de predicción. En el caso de 
la predicción considerando multirrespuesta, el análisis se realizó de manera independiente 
en cada uno de los estudios seleccionados, ya que la codificación de la respuesta a 
tratamiento por cada uno de los autores fue diferente. Así, en cada estudio se realizó un 
estudio mediante técnicas ANOVA considerando todos los grupos de respuesta. Los 
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genes que alcanzaron un p-valor < 0,05 en estos análisis fueron seleccionados para hacer 
los análisis de predicción de respuesta. 
Con estas listas iniciales de genes se llevó a cabo una primera predicción de la 
respuesta. Además se realizaron otras dos predicciones: la que sería la segunda 
predicción, realizada tras aplicar a estas listas un proceso de filtrado para reducir el 
número de genes analizado, y la tercera predicción, considerando la suma de los genes de 
todos los estudios de la segunda predicción, como se explicará más adelante.  
El proceso de filtrado fue aplicado en primer lugar para reducir la dimensionalidad 
del estudio ya que en muchos casos se dispuso de un gran número de variables, lo que 
podría producir cierta ralentización e ineficiencia computacional debido al efecto 
Hughes407. Este filtrado también estuvo justificado en segundo lugar para reducir el ruido 
de fondo que existe de manera implícita en un conjunto tan amplio de variables 
predictoras, y tratar así de separarlo del patrón predictor subyacente. En un tercer lugar, 
con el filtrado se trató de evitar el sobreajuste del modelo de predicción, ya que podría 
ocurrir que, al contar con un número tan elevado de variables, los resultados sobre la serie 
de entrenamiento podrían no ser reproducibles en la serie de validación debido a que se 
ha sobreajustado esa serie de entrenamiento. 
El proceso de filtrado se llevó a cabo con el paquete Boruta (v.6.0.0)408 en R. Boruta 
trata de capturar las variables predictoras de interés respecto a una variable respuesta 
basándose en un algoritmo de clasificación de Random Forest. Este algoritmo asigna un 
parámetro de “importancia” a cada una de las variables predictoras, de modo que 
finalmente determina qué variables son “importantes” para explicar la variable respuesta. 
El filtrado con Boruta se realizó de manera independiente en cada uno de los estudios de 
cada grupo de respuesta, y con las listas de genes resultantes se procedió al segundo de 
los análisis de la predicción de la respuesta a tratamiento. 
Por último, se realizó, como se indicó anteriormente, un tercer análisis de la 
predicción de respuesta que consistió en crear una lista de genes que sería la suma de los 
genes de las listas de genes obtenidas mediante el paquete Boruta en todos los estudios 
de un mismo grupo de respuesta: OR vs. NR, RC vs. Resto o para respuesta codificada en 
tres grupos. Esto no se pudo hacer con el grupo multirrespuesta ya que, como se indicó 
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3.11.3. Algoritmos para la predicción de la respuesta a tratamiento 
Para realizar los análisis de predicción de respuesta se utilizó una batería de cinco 
algoritmos sobre los cuatro regímenes de tratamiento estudiados, en los cuatro grupos de 
codificación de respuesta, con las tres listas de genes. Estos cinco algoritmos son: 
a) Máquinas de vectores de soporte o Support Vector Machines (SVM)363: SVM es 
un método de clasificación de aprendizaje supervisado. Este método funciona 
mediante la búsqueda de uno o múltiples hiperplanos, que son “líneas” que 
separan y clasifican un conjunto de datos en un espacio multidimensional que 
permitan la división del conjunto de datos en dos clases. En este método tiene gran 
relevancia el concepto de vectores de soporte, que son los puntos de datos que se 
encuentran más cercanos a la superficie de decisión (hiperplano). La distancia 
entre el hiperplano y el vector de soporte es lo que se conoce como margen. Por 
tanto, el objetivo de este método sería encontrar el hiperplano con el mayor 
margen posible. La Figura 3.10 muestra un resumen gráfico de estos parámetros. 
 
Figura 3.10. Representación de los parámetros considerados por el método SVM. 
Adaptado del tutorial de Avinash Navlani “Support Vector Machines with Scikit-learn” de la 
comunidad DataCamp (https://www.datacamp.com/community/tutorials). 
SVM fue ejecutado en R a través del paquete e1071 (v.1.7-0)409, utilizando para 
la predicción de resultados sobre la serie de entrenamiento validación cruzada 
dejando uno fuera o Leave-One-Out Cross-Validation (LOOCV). Sin embargo, 
previamente a la ejecución de SVM hubo que determinar los valores de la función 
kernel, y de los parámetros coste y gamma, ya que todos ellos son clave a la hora 
de realizar una predicción con SVM. La función kernel es una solución al 
problema de clasificación de dos grupos cuando estos no pueden ser separados 
por una línea recta en un espacio bidimensional, esto se conoce como kernel trick, 
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y consiste en llevar los datos a un espacio de una dimensionalidad mayor donde 
los datos sí puedan ser linealmente separados mediante un plano (Figura 3.11). 
La función kernel óptima para cada análisis de SVM fue determinada mediante el 
paquete OptimClassifier (v.0.1.4)410, seleccionando entre las funciones kernel 
lineal, radial, polinomial o sigmoidal. 
 
Figura 3.11. Representación gráfica del método kernel trick. Los círculos corresponden a 
las muestras a clasificar mediante SVM. En rojo las muestras correspondientes a la clase A y en 
azul a la clase B. 
El parámetro coste, del inglés cost (C), por su parte, controla la influencia de cada 
vector de soporte. Si este parámetro toma valores altos, la optimización del SVM 
elegirá un hiperplano de menor margen. Sin embargo, si los valores que toma son 
bajos, la optimización tomará hiperplanos de mayor tamaño, lo que aumentará el 
error en la serie de entrenamiento, pero también la robustez del modelo. Este 
parámetro supone por tanto una penalización de los puntos que se encuentran en 
el margen. 
El parámetro gamma (γ) es un parámetro de la función kernel. Este parámetro 
ajusta la similitud que deben tener dos puntos de datos para ser considerados 
iguales. Mayores valores de gamma implican una mayor desviación estándar 
entorno a cada punto. 
Ambos parámetros fueron ajustados en la serie de entrenamiento para encontrar 
sus valores óptimos mediante la opción tune del paquete e1071. La representación 
de su influencia sobre la clasificación de las muestras se recoge en la Figura 3.12. 




Figura 3.12. Representación de la influencia de los parámetros coste y gamma en la 
clasificación mediante SVM. a) clasificación con coste alto, b) clasificación con coste bajo, c) 
clasificación con gamma alto y d) clasificación con gamma bajo.  
b) Máquinas de vectores de soporte ponderada o weighted Support Vector Machines 
(wSVM). Las características y la ejecución del wSVM son similares a las 
expuestas para el SVM, con la diferencia de que para este método se llevó a cabo 
la asignación de pesos diferentes a los grupos a clasificar en función del número 






Donde, N es el número total de muestras analizadas en la matriz de entrenamiento, 
k es el número de grupos de respuesta estudiados y ni es el número de muestras en 
la matriz de entrenamiento para el grupo i. 
c) Mínimos cuadrados parciales o Partial Least Squares (PLS)411: el método PLS 
funciona extrayendo un conjunto de factores latentes que son capaces de explicar 
la mayor parte de la covarianza existente entre las variables predictoras y la 
variable respuesta de tipo dicotómica en nuestras predicciones. Así, PLS está 
basado en la utilización de dos matrices: una primera matriz X de n muestras por 
m variables predictoras (n*m), y una segunda matriz Y de n muestras por r 
variables respuesta (n*r). De acuerdo con el procedimiento expuesto por 
Bardsley337, si X1 es la matriz centrada obtenida de X, e Y1 es la matriz obtenida 
de Y, el primer factor se obtiene mediante regresión en un vector de n 
puntuaciones normalizadas t1: 
𝑡1 = 𝑋1𝑤1 
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donde w1 son los pesos para las variables predictoras. Los cálculos para las 






𝑇𝑡1 = 1 
donde T denota la transposición del vector, y los vectores columna p1 de m cargas 







Todas las predicciones con PLS se realizaron considerando un máximo de 12 
factores y un mínimo de un factor. Se utilizaron dos criterios para determinación 
de la correcta clasificación de las muestras sobre la serie de validación: 
1) Clasificación de respuestas binarias: se determinó como clasificación correcta 
aquellas muestras cuyo ?̂? fuese superior o igual a 0,5 en las muestras del grupo 
1, o inferior a 0,5 en las muestras del grupo 0. 
2) Clasificación de respuestas en tres o más grupos: se determinó como 
clasificación correcta aquella en la que el grupo de respuesta predicho con el 
mayor valor del ?̂? coincidiese con el grupo de respuesta real. 
Este método se ejecutó en el paquete estadístico SIMFIT utilizando los módulos 
PLS, en el caso de que la respuesta estuviese codificada en tres o más grupos, y 
PLSVIP366, cuando se analizaron respuestas dicotómicas. Adicionalmente, las 
variables predictoras fueron clasificadas en función de su influencia en la variable 
respuesta a través de la puntuación VIP (del inglés Variance Influence in 
Projection). El valor de la puntuación VIP para cada variable predictora 𝓁, viene 














donde i representa el índice del factor latente, k es el número de factores, j es el 
índice que hace referencia a las variables respuesta “y”, m es el número de 
variables predictoras 𝓁, w𝓁,i es el peso de las variable predictora 𝓁 para cada factor 
i, YCVi,j es la variable respuesta j para el factor i y r es el número de variables “y”. 
d) K vecinos más cercanos o K-Nearest Neighbors (KNN)364: KNN es un método de 
clasificación de aprendizaje supervisado. Este algoritmo busca, para cada uno de 
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los puntos que se quieren clasificar, los k puntos más cercanos, y toma las clases 
con una ocurrencia más frecuente entre estos, asignando esta clase al punto que 
se quiere clasificar. Este algoritmo fue ejecutado mediante el paquete caret (v.6.0-
80)412 en R, realizando el preprocesamiento de la matriz de entrenamiento 
mediante la centralización y el escalado de los datos. La determinación del número 
de k-vecinos óptimo fue determinada utilizando como métrica la curva COR de 
los distintos modelos ajustados utilizando distintos valores de k.  
e) Bosques aleatorios o Random Forest (RF)365: RF es un algoritmo de aprendizaje 
supervisado. Este algoritmo se basa en la generación y combinación de un 
conjunto de árboles de decisión para crear un modelo predictivo, basado en el 
promedio de las predicciones de cada árbol de decisión (Figura 3.13). Este 
algoritmo fue ejecutado a través del paquete caret en R de forma similar a lo 
indicado en KNN. 
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3.11.4. Determinación de la bondad de la predicción 
La medida de la bondad en los análisis de predicción se llevó a cabo considerando 
los resultados obtenidos en las matrices de validación. La función de la matriz de 
entrenamiento en este trabajo fue exclusivamente la del establecimiento del modelo de 
predicción que fue aplicado sobre la matriz de validación. La determinación de la bondad 
de los diferentes modelos ajustados se evaluó mediante cinco parámetros en las 
predicciones con variable respuesta dicotómica 
1) Tasa de acierto global (TAC): el valor de la TAC corresponde al número de 
respuestas acertadas frente al total de muestras estudiadas en la matriz de 
validación.  
2) Razón de verdaderos positivos (RVP) 
3) Razón de verdaderos negativos (RVN) 
4) Valor predictor positivo (VPP) 
5) Valor predictor negativo (VPN) 
Estos cinco parámetros han sido previamente descritos en el Apartado 3.2.5, siendo 
el TAC equivalente al parámetro ACC allí recogido. 
Finalmente, en el caso de las predicciones en las que la variable respuesta constó de 
tres o más grupos, se evaluaron tanto la TAC como la tasa de acierto en cada uno de los 
grupos de respuesta estudiados. 
 
3.12. Análisis de sobrerrepresentación de genes en rutas 
biológicas 
 
El análisis de sobrerrepresentación de genes (ORA) fue ejecutado a través de la 
herramienta online Webgestalt (http://www.webgestalt.org/option.php)413-415. Para el 
análisis de rutas biológicas se utilizó la base de datos KEGG (versión del 1 de octubre de 
2016)416-418, mientras que para los análisis de procesos biológicos (PB), funciones 
moleculares (FM) y componente celular (CC) se utilizó la base de datos Gene Ontology 
(versión del 24 de octubre de 2016)419. Se utilizó como identificador génico el 
identificador ENSG de Ensembl y como grupo de genes de referencia el conjunto de 
genes del genoma completo que son codificantes de proteínas. El número mínimo de 
genes permitido por cada categoría funcional fue de dos, mientras que el máximo fue de 
2000. En todos los análisis se reportaron las 10 categorías funcionales (rutas biológicas, 
procesos biológicos, funciones moleculares o componentes de la célula) con menor FDR. 
Los gráficos de las rutas biológicas KEGG fueron representados con la herramienta 
Pathview (https://pathview.uncc.edu/home)420, 421. 
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3.13. Disponibilidad de datos 
 
Los datos de RNA-seq y microarray exclusivos de este trabajo y del laboratorio de 
Hematología de Salamanca fueron depositados en la plataforma Gene Expression 
Omnibus (GEO, https://www.ncbi.nlm.nih.gob/geo/) con los identificadores de acceso 
GSE95077 y GSE116291. 
Los scripts necesarios para ejecutar los programas utilizados en este trabajo pueden 
ser consultados en el Anexo 1 y online en Github en la dirección 
https://github.com/lacorsan/. 





















4.1. Capítulo 1. 
 
Desarrollo por etapas de 
un flujo de trabajo óptimo 









Actualmente, la RNA-seq ha emergido como un método alternativo a los 
microarrays para el análisis de la expresión génica. Se considera una metodología más 
potente y adaptable que los microarrays. Esta técnica además ofrece ventajas añadidas, 
permitiendo la detección de nuevos transcritos, fusión de genes y detección de 
polimorfismos. Sin embargo, el análisis de la RNA-seq es sumamente complejo y como 
consecuencia la investigación en algoritmos y flujos de trabajo para su análisis ha sido 
muy extensa. Esto ha resultado en un incremento incesante en el número de opciones de 
análisis conduciendo a la falta de consenso en cuanto a la determinación de los métodos 
y algoritmos más adecuados. Por este motivo, se propone a continuación una guía para el 
análisis de datos procedentes de RNA-seq basada en el estudio de 192 flujos de trabajo o 
pipelines para la determinación de la expresión génica en bruto y 17 métodos 
correspondientes a 11 algoritmos para el análisis de la expresión génica diferencial. El 
resumen de los métodos evaluados se recoge en la Figura 4.1.  
 
Figura 4.1. Flujo de análisis de RNA-seq. El panel a) representa el flujo de trabajo seguido 
para la determinación de la expresión génica cruda. Cada caja contiene los algoritmos utilizados en 
este trabajo a los niveles de recortado de lecturas, alineamiento, contaje, normalización y 
pseudoalineamiento. La coloración de cada caja representa la influencia de cada etapa del flujo de 
análisis sobre la expresión génica cruda. El panel b) contiene los algoritmos utilizados en este trabajo 
para la determinación de la expresión génica diferencial. 
 
4.1.1. Cuantificación de la expresión génica cruda 
El primer objetivo de este trabajo fue el desarrollo de un pipeline para la 
determinación de la expresión génica cruda a partir de datos en bruto de RNA-seq. La 
expresión génica cruda se define en este trabajo como la cantidad de ARNm de cada gen 
en cada una de las muestras estudiadas estimada a partir del número de lecturas de RNA-




función de la metodología empleada para su obtención, de modo que es posible utilizar 
diferentes unidades, como lecturas crudas, FPKM, TPM, etc. (Apartado 3.2.3 en la 
Sección de Material y métodos) para referirse a la expresión de un mismo gen.  
 
4.1.1.1. Evaluación de los métodos y algoritmos de análisis de expresión 
génica cruda 
En este Apartado se determinó el desempeño de los métodos y algoritmos 
empleados en cada una de las etapas del análisis de expresión génica cruda de RNA-seq. 
Esta evaluación se realizó considerando los resultados de precisión y exactitud obtenidos 
a posteriori por cada uno de los pipelines en los que participó cada uno de los métodos 
empleados. Además, se evaluaron en cada etapa algunos parámetros adicionales que son 
considerados de interés crucial para determinar el rendimiento de cada uno de los 
métodos. 
 
Algoritmos de recortado de lecturas 
El rendimiento de los algoritmos de recortado fue valorado a través del análisis del 
número de lecturas supervivientes, la ratio de alineamiento, la precisión y exactitud de 
los pipelines en que cada método estuvo implicado y el tiempo de ejecución. 
El primer parámetro evaluado fue el efecto de los algoritmos de recortado sobre el 
número de lecturas supervivientes, donde Cutadapt fue el algoritmo que obtuvo un mayor 
número de lecturas pareadas supervivientes con un 95,5%, frente al 89,8% y el 83,8% de 
BBDuk y Trimmomatic, respectivamente (Tabla 4.1). Las diferencias entre los tres 
algoritmos fueron sancionadas mediante una prueba de Kruskal-Wallis (p-valor < 0,001) 
seguida de la prueba post-hoc de Dunn, mostrando este último test diferencias 
estadísticamente significativas en todas las comparaciones pareadas (FDR < 0,05) 












Tabla 4.1. Porcentaje de lecturas supervivientes en cada una de las seis muestras control (T0) 
analizadas de las líneas celulares KMS12-BM (LCA) y JJN-3 (LCB). 
Muestra 
Número de pares de 
lecturas de inicio 
Lecturas supervivientes (%) 
Trimmomatic Cutadapt BBDuk 
LCA-T0-M1 50.946.237 83,5  95,9 92,7 
LCA-T0-M2 62.571.514 84,4 95,0 88,8 
LCA-T0-M3 77.906.369 84,2 95,4 89,6 
LCB-T0-M1 46.810.430 88,9 96,8 93,9 
LCB-T0-M2 60.376.359 79,4 94,5 85,6 
LCB-T0-M3 40.840.185 83,2 95,6 89,9 
Mediana LCA 62.571.514 84,2 95,4 89,6 
Mediana LCB 46.810.430 83,2 95,6 89,9 
Mediana Global 55.661.298 83,8 95,5 89,8 
 
En un segundo paso se procedió a determinar la influencia del recortado de lecturas 
sobre la siguiente etapa de análisis de la RNA-seq: el proceso de alineamiento. Para ello 
se calculó la ratio de alineamiento mediana de los tres algoritmos de recortado, 
considerando las ratios de los cinco algoritmos de alineamiento empleados en este trabajo. 
El algoritmo que obtuvo una mejor ratio mediana de alineamiento fue BBDuk, con un 
97,5% (MAD = 1,2) de lecturas alineadas, seguido de Trimmomatic con un 96,1% (MAD 
= 1,2) (Tabla 4.2). Las ratios obtenidas por ambos algoritmos no presentaron diferencias 
estadísticamente significativas (FDR = 0,305), sin embargo, sí se detectaron diferencias 
al compararse ambas ratios contra el algoritmo con menor ratio de alineamiento, Cutadapt 
(mediana = 93,4%, MAD = 2,5), obteniendo un FDR = 0,001 en el caso de BBDuk y FDR 
= 0,002 en el caso de Trimmomatic (Anexo 3). 
Tabla 4.2. Ratio de lecturas mapeadas en función del algoritmo de recortado considerando las 
seis muestras control (T0) analizadas de las líneas celulares KMS12-BM (LCA) y JJN-3 (LCB). 
Muestra 
Ratio de alineamiento (%) 
Trimmomatic Cutadapt BBDuk 
LCA-T0-M1 94,9 ± 0,4 90,5 ± 3,1 97,0 ± 1,2 
LCA-T0-M2 96,9 ± 0,8 95,0 ± 1,9 98,0 ± 0,7 
LCA-T0-M3 96,8 ± 1,6 94,0 ± 2,1 97,9 ± 1,1 
LCB-T0-M1 96,1 ± 0,5 94,0 ± 2,4 97,6 ± 0,8 
LCB-T0-M2 95,8 ± 1,2 93,8 ± 2,5 97,3 ± 1,4 
LCB-T0-M3 96,0 ± 1,1 93,1 ± 2,6 97,8 ± 0,8 
Mediana LCA 96,1 ± 1,4 93,1 ± 2,6 97,4 ± 1,3 
Mediana LCB 96,0 ± 1,0 93,8 ± 2,5 97,6 ± 1,0 
Mediana Global 96,1 ± 1,2 93,4 ± 2,5 97,5 ± 1,2 
Los porcentajes recogidos en esta tabla aparecen representados como la mediana ± desviación 




A continuación, se realizó la exploración del efecto de los algoritmos de recortado 
sobre la cuantificación de la expresión génica cruda. Para realizar este análisis se 
consideraron los rankings de la precisión y de la exactitud obtenidos por los pipelines en 
los que participa cada uno de los algoritmos de recortado. Como se muestra en la Figura 
4.2a, tras realizar una prueba de Kruskal-Wallis seguida de la prueba post-hoc de Dunn, 
no se encontraron diferencias estadísticamente significativas (FDR > 0,05) entre los 
rankings de los pipelines en los que intervenía cada uno de los tres algoritmos de recortado 
evaluados. En este mismo gráfico, se observa que en cada una de las cajas aparece una 
distribución bimodal de los puntos que representan los diferentes pipelines. De forma 
interesante, los valores que se agrupan en torno al final del tercer cuartil en estas cajas, es 
decir, los valores que tienen un peor ranking son los correspondientes a los pipelines que 
utilizan como metodologías de normalización técnicas como las cuentas estimadas, las 
cuentas efectivas, la cobertura o no utilizan ninguna metodología de normalización 
(lecturas crudas). La presencia de estos métodos no debería traducirse en un sesgo del 
resultado final sobre la evaluación de los algoritmos de recortado, ya que estuvieron 
homogéneamente repartidos entre estos tres algoritmos. No obstante, se procedió a la 
reevaluación de la etapa del recortado descartando los métodos de normalización 
mencionados, y nuevamente no se encontraron diferencias estadísticamente significativas 
entre los pipelines en función del método de recortado empleado (Figura 4.2b). 
 
 
   
Figura 4.2. Influencia de los tres algoritmos de recortado sobre el ranking final en el estudio 
de la expresión génica cruda mediante RNA-seq. a) Diagrama de cajas considerando los 192 
pipelines. b) Diagrama de cajas descartando los pipelines cuyo método de normalización fuesen 
cuentas estimadas, cuentas efectivas, cobertura o lecturas en crudo. El rombo rojo representa la 
media escalada de los rankings alcanzados por todos los pipelines en que intervienen cada uno de los 
algoritmos. Menores valores del ranking acumulativo escalado implican mayor rendimiento del 











Finalmente, se procedió a la comparación de los tiempos de ejecución de cada uno 
de los algoritmos de recortado que se han utilizado en el presente trabajo. Este análisis 
demostró una mayor eficiencia de BBDuk frente a los otros dos métodos, ya que fue 11,8 
y 5,3 veces más rápido que Cutadapt y Trimmomatic, respectivamente (Figura 4.3). 
 
Figura 4.3. Tiempo de ejecución, en horas, de los tres algoritmos empleados en este trabajo 
para el proceso de recortado de lecturas. 
De este modo, pese al diferente resultado de cada uno de los algoritmos en cuanto 
a número de lecturas supervivientes y ratio de lecturas alineadas, se ha podido constatar 
que la elección del método no juega un papel relevante en la cuantificación de la expresión 
génica cruda. La falta de influencia del algoritmo elegido para el recortado sobre la 
cuantificación de la expresión génica cruda puede ser debida al modo en que este proceso 
ha sido efectuado en este trabajo, ya que se procuró que la ejecución se realizase de una 
manera poco agresiva y cuidadosa. De no haber sido así, los resultados obtenidos podrían 
haber experimentado sesgos en los valores finales de expresión génica, tal y como se ha 
apuntado previamente en el estudio de Williams y colaboradores209.  
 
Algoritmos de alineamiento 
La evaluación inicial de estos algoritmos se realizó a través de la determinación del 
número de lecturas mapeadas de forma concordante en una única región del genoma de 
referencia y el número de lecturas no mapeadas. Como nota aclaratoria, se define como 
alineamiento concordante al par de lecturas que son mapeadas en el mismo contig o 
cromosoma con la orientación adecuada y con la distancia apropiada entre sus extremos. 
Este proceso se evaluó sobre 156 pipelines ya que los 36 pipelines restantes utilizaron 
métodos de pseudoalineamiento y su evaluación se realizará de forma separada. En lo que 
respecta a estas lecturas únicas concordantes, STAR fue el algoritmo con un mayor 
porcentaje de lecturas únicas alineadas de forma concordante (mediana = 93,3%, MAD 
= 1,0), seguido muy de cerca por TopHat2 (mediana = 90,1%, MAD = 2,0), y de hecho, 
no se registraron diferencias estadísticamente significativas entre ambos métodos (FDR 




(MAD = 1,7) de lecturas únicas concordantes mapeadas, presentando además diferencias 
estadísticamente significativas con los cuatro algoritmos restantes (FDR < 0,05 en todos 
los casos). 
En cuanto a las lecturas no mapeadas, los algoritmos HiSat2 y STAR tuvieron un 
comportamiento notablemente superior al resto de algoritmos ya que solamente fallaron 
en el mapeo del 1,6% (MAD = 0,3) y del 3,0% (MAD = 0,8) de las lecturas, 
respectivamente. A pesar del buen comportamiento de los dos métodos, la prueba post-
hoc de Dunn reveló diferencias estadísticamente significativas entre ambos (FDR = 
0,035). Por otro lado, Bowtie2 fue el algoritmo con un mayor porcentaje de lecturas no 
mapeadas, ya que no consiguió alinear el 15,8% de las lecturas (MAD = 0,6) contra la 
correspondiente referencia genómica (Figura 4.4). Este último algoritmo presentó 
además diferencias estadísticamente significativas (FDR < 0,05) en el porcentaje de 
lecturas no mapeadas cuando se comparó con los cuatro algoritmos restantes empleados 
en este trabajo. 
 
 
Figura 4.4. Mediana del porcentaje de pares de lecturas mapeadas por los cinco algoritmos de 
alineamiento analizados en este trabajo. El número de pares de lecturas alineadas se representa como 
porcentaje. 
En un segundo paso se investigó la influencia de los algoritmos de alineamiento 
sobre la cuantificación de la expresión génica cruda. Este análisis se llevó a cabo 
considerando la mediana de los rankings de precisión y exactitud que ocuparon los 
pipelines en los que estuvieron implicados cada uno de los cinco algoritmos de 
alineamiento. Como se muestra en la Figura 4.5a, no se observaron diferencias 
estadísticamente significativas en la mediana de los rankings ocupados por estos 
algoritmos. Sin embargo, cuando se procedió al agrupamiento de estos cinco algoritmos 
en función de la referencia frente a la que se realizó el alineamiento, se encontraron 
diferencias estadísticamente significativas entre los pipelines en los que se utilizó una 




referencia híbrida de genoma y transcriptoma (p-valor de la prueba de Kruskal-Wallis = 
0,01; FDR de la prueba de Dunn = 0,008 and 0,014, respectivamente) (Figura 4.5c). No 
obstante, como ya se apuntó en el caso de los algoritmos de recortado, examinando 
detenidamente los gráficos nos volvemos a encontrar con una distribución bimodal, que 
se asocia al proceso de normalización aplicado en los 156 pipelines, con lo que las 
diferencias detectadas entre la referencia de alineamiento utilizada podrían deberse a la 
mayor prevalencia de pipelines que utilizan métodos de normalización como cuentas 
efectivas, cuentas estimadas o lecturas en crudo en el grupo que utilizó referencia 
transcriptómica. Para descartar o confirmar esta hipótesis se procedió a la reevaluación 
de los algoritmos y referencias de mapeo sin considerar los pipelines cuyo método de 
normalización fueron cuentas estimadas, cuentas efectivas, cobertura o lecturas en crudo. 
Este reanálisis reveló en el caso de los algoritmos de alineamiento (Figura 4.5b) 
diferencias estadísticamente significativas entre Bowtie2 y STAR (FDR = 0,039) a favor 
de este último. No se detectaron diferencias estadísticamente significativas entre otras 
parejas de algoritmos. En lo que respecta al reanálisis de la referencia de alineamiento, 
confirmó la tendencia observada con los 156 pipelines, de manera que los pipelines cuyo 
alineamiento fue realizado contra el transcriptoma obtuvieron peores rankings que los 
realizados contra genoma o contra una referencia híbrida (Figura 4.5d). 
 
Figura 4.5. Influencia de los algoritmos de alineamiento sobre los rankings finales de la 
cuantificación de la expresión génica cruda. a) Influencia de los cinco algoritmos de alineamiento 
considerando 156 pipelines (excluidos los que utilizaron métodos de pseudoalineamiento). b) 
Influencia de los cinco algoritmos de alineamiento descartando los pipelines cuyo método de 
normalización fue cuentas estimadas, cuentas efectivas, cobertura o lecturas en crudo. Solamente se 
indican las comparaciones estadísticamente significativas a FDR < 0,05 en el test de Dunn. El rombo 
rojo representa la media escalada de los rankings alcanzados por todos los pipelines en que 
intervienen cada uno de los algoritmos. Menores valores del ranking acumulativo escalado implican 












Figura 4.5 (continuación). Influencia de los algoritmos de alineamiento sobre los rankings 
finales de la cuantificación de la expresión génica cruda. c) Influencia en función de la referencia 
contra la que se ha realizado el alineamiento considerando los 156 pipelines. d) Influencia en función 
de la referencia contra la que se ha realizado el alineamiento descartando los pipelines cuyo método 
de normalización fue cuentas estimadas, cuentas efectivas, cobertura o lecturas en crudo. Solamente 
se indican las comparaciones estadísticamente significativas a FDR < 0,05 en el test de Dunn. El 
rombo rojo representa la media escalada de los rankings alcanzados por todos los pipelines en que 
intervienen cada uno de los algoritmos. Menores valores del ranking acumulativo escalado implican 
mayor rendimiento del pipeline. 
Teniendo en cuenta estos resultados, podría concluirse que existe una mayor 
dependencia sobre la bondad del alineamiento de la referencia que haya sido elegida para 
realizar el mapeo, que del propio algoritmo de alineamiento. Sin embargo, en una revisión 
detallada de los resultados se observó que los pipelines que usaron una referencia 
transcriptómica localizados en el tercer cuartil correspondieron a un único método de 
contaje, eXpress, que como se discutirá en el apartado de los métodos de contaje tuvo un 
rendimiento pobre en comparación con el resto de los métodos empleados, mientras que 
el resto de pipelines con referencia transcriptómica obtuvieron rankings similares a los 
que utilizaron referencias genómica o híbrida. 
Finalmente, en lo concerniente a los tiempos de ejecución, STAR fue el algoritmo 
que completó el proceso de alineamiento en un tiempo menor, de modo que fue 1,4 y 50 
veces más rápido que los algoritmos que quedaron en segunda (Hisat2) y última posición 










Figura 4.6. Tiempo de ejecución, en horas, de los cinco algoritmos empleados en este trabajo 
para el proceso de alineamiento o mapeado de lecturas. 
 
Métodos de contaje 
Tras la evaluación del proceso de alineamiento de lecturas, se llevó a cabo el análisis 
de la influencia de los métodos de contaje sobre la cuantificación de la expresión génica 
en crudo. Este análisis se realizó mediante la evaluación de la mediana de los rankings 
que ocuparon los pipelines en los que estuvo implicado cada uno de los métodos de 
contaje estudiados, y únicamente sobre los 156 pipelines en los que no intervinieron 
métodos de pseudoalineamiento. De esta manera, se observó que los pipelines basados en 
Cufflinks y RSEM fueron los que alcanzaron mejores rankings en promedio, seguidos por 
los pipelines basados en HTseq y Stringtie (Figura 4.7a y 4.7b). Sin embargo, esta 
clasificación podría estar sesgada debido al hecho de que HTSeq y Stringtie, a diferencia 
de Cufflinks y RSEM, contienen pipelines basados en métodos de normalización como 
son las cuentas estimadas, cuentas efectivas, cobertura y lecturas en crudo, que se sitúan 
en el tercer y cuarto cuartil generando como ya se indicó en apartados anteriores una 
distribución bimodal. Para comprobar la existencia o no de este sesgo, se procedió a la 
reevaluación de los métodos de contaje descartando los pipelines indicados. Como se 
puede observar en la Figura 4.7c, el sesgo generado por los pipelines en los que 
intervinieron los mencionados métodos de normalización fue evidente. En este nuevo 
análisis los pipelines que utilizaron HTSeq tanto en su versión Intersection-Strict 
(INTER) como en su versión Union, consiguieron los mejores promedios del ranking, no 
presentando diferencias estadísticamente significativas con Cufflinks (FDR = 0,211 y 
FDR = 0,209, respectivamente), pero sí con el resto de los métodos de contaje. 
Merece una mención aparte el resultado obtenido por los pipelines basados en el 
algoritmo eXpress, ya que quedaron significativamente alejados del resto de algoritmos. 
Este comportamiento difiere del planteado por Teng y colaboradores260, quienes 
proponen un comportamiento similar a algoritmos como Cufflinks o RSEM, aunque este 




causas de esta diferencia podría ser que eXpress únicamente es capaz de utilizar datos 
procedentes de un alineamiento contra referencia transcriptómica. Sin embargo, esta 
causa queda descartada ya que el caso de eXpress es similar al de RSEM, que también 
realiza únicamente el contaje de lecturas alineadas contra transcriptoma, y sin embargo 
RSEM tiene un rendimiento muy cercano a los métodos que ocupan las primeras 
posiciones del ranking. Otra posible explicación es que el método de cálculo de la 
expresión génica a partir de la expresión de transcritos, descrito en la Sección de Material 
y métodos, no haya funcionado debidamente produciendo resultados inapropiados, ya 
que para poder trabajar a nivel génico con el algoritmo eXpress es necesario colapsar los 
resultados obtenidos a nivel transcrito en un único identificador génico. 
  
  
Figura 4.7. Influencia de los algoritmos de contaje sobre los rankings finales de la 
cuantificación de la expresión génica cruda. a) Considerando 156 pipelines (excluidos los que 
utilizaron métodos de pseudoalineamiento). b) Significancia estadística del test de Dunn 
correspondiente a las comparaciones por parejas del panel a. c) Sin considerar los pipelines cuyos 
métodos de normalización fueron cuentas estimadas, cuentas efectivas, cobertura o lecturas en crudo. 
d) Significancia estadística del test de Dunn correspondiente a las comparaciones por parejas del 
panel c. El rombo rojo representa la media escalada de los rankings alcanzados por todos los 
pipelines en que intervienen cada uno de los algoritmos. Menores valores del ranking acumulativo 












Finalmente, en lo que respecta a los tiempos de ejecución, encontramos una alta 
variabilidad del tiempo empleado por cada método, ya que estos tiempos oscilaron entre 
los 10 minutos que llevó a Stringtie completar el análisis, y los 180 minutos que tardan 
los algoritmos HTseq y RSEM. (Figura 4.8) 
 
Figura 4.8. Tiempo de ejecución, en horas, de los seis métodos empleados en este trabajo para 
el proceso de contaje de lecturas. 
Los datos arriba expuestos apoyan la afirmación de que este paso del proceso de 
análisis de RNA-seq es uno de los más determinantes a la hora del cálculo de la expresión 
génica absoluta. Esto ha sido previamente puesto de manifiesto en el trabajo de Robert y 
colaboradores422, quienes además demostraron que un mal procesamiento de los datos en 
este paso podría sobre o infraestimar la expresión génica, lo que convierte a esta etapa en 
un paso absolutamente decisivo en el resto del análisis posterior.  
 
Métodos de normalización 
El proceso de normalización en muchos casos suele estar asociado con el de contaje 
en cuanto a que el mismo paquete de análisis puede llevar a cabo ambas funciones. En el 
presente trabajo, además de utilizar las opciones provistas por los diferentes paquetes de 
contaje, se implementaron algunos de los métodos de normalización más populares en el 
análisis de RNA-seq, siempre que el acoplamiento de ambas técnicas fuese posible. Así, 
encontramos que los pipelines que utilizaron como método de normalización la media 
recortada de M valores o TMM mostraron un rendimiento superior de manera 
estadísticamente significativa (FDR < 0,05) al resto de métodos de normalización. Por 
otro lado, también observamos que los métodos que requirieron un tratamiento menos 
exhaustivo a nivel de normalización, como el método de las lecturas en crudo o raw 
counts, se comportaron significativamente peor que los métodos anteriormente 
mencionados (Figura 4.9). De este análisis puede extrapolarse al resto de las etapas del 




diferencian claramente dos grupos de pipelines en función de los métodos de 
normalización empleados. Así, se observa que, tal como se viene indicando en las 
anteriores etapas, los métodos de normalización cobertura, cuentas efectivas, cuentas 
estimadas y lecturas en crudo, presentan peores rankings que los métodos FPKM, RLE, 
TMM y TPM, con diferencias entre los métodos de ambos grupos estadísticamente 
significativas en todos los casos (Figura 4.9b). 
 
Figura 4.9. Influencia de los métodos de normalización sobre los rankings finales de la 
cuantificación de la expresión génica cruda a) Diagrama de cajas de los 8 métodos de normalización. 
b) Resultados estadísticos correspondientes al FDR obtenido en el test de Dunn para los métodos 
recogidos en el panel a. El rombo rojo representa la media escalada de los rankings alcanzados por 
todos los pipelines en que intervienen cada uno de los algoritmos. Menores valores del ranking 
acumulativo escalado implican mayor rendimiento del pipeline. 
Por todo esto, el proceso de normalización se presenta, junto al de contaje, como 
uno de los pasos críticos en el análisis de RNA-seq. Observamos que los pipelines basados 
en TMM obtuvieron un comportamiento mejor que el resto de los métodos de 
normalización. Estos hallazgos están de acuerdo con lo previamente postulado por Wu y 
colaboradores y Maza y colaboradores232, 233. Por el contrario, estudios como el de Li y 
colaboradores234 propusieron que los métodos de normalización no tendrían efecto sobre 
la determinación de la expresión génica, y que un método de normalización no mejoraría 
los resultados obtenidos a partir de las lecturas en crudo. 
 
Algoritmos de pseudoalineamiento 
En este trabajo además se decidió evaluar tres algoritmos de pseudoalineamiento, 
así como algunas de sus variantes. Estos algoritmos tienen la ventaja sobre los métodos 
de alineamiento tradicionales de que pueden llevar a cabo los pasos de contaje y 
normalización en una única etapa. Además, tienen una segunda ventaja que es su rápido 
tiempo de ejecución. En nuestro caso, los métodos de pseudoalineamiento se ejecutaron 
en un rango de tres a 9 veces más rápido que el algoritmo de alineamiento más rápido 
(STAR). En cuanto a la comparación de los tiempos de ejecución entre los propios 








algoritmo Sailfish fue 1,6 y 2,7 veces más rápido que los métodos Kallisto y Salmon, 
respectivamente Figura 4.10. 
 
Figura 4.10. Tiempo de ejecución, en horas, de los tres algoritmos empleados en este trabajo 
para el pseudoalineamiento. 
En cuanto a la influencia que tienen estos algoritmos sobre la cuantificación de la 
expresión génica en crudo, no encontramos diferencias significativas entre ellos (Figura 
4.11), sin embargo, observamos que los pipelines en los que se utilizó Salmon seguido de 
la normalización TPM, tuvieron un rendimiento mejor que el resto de los algoritmos y 
combinaciones. Esto aparece representado como una distribución bimodal, donde los 
pipelines de Salmon que utilizaron TPM están recogidos en el primer cuartil, mientras 
que el resto de los pipelines se encuentran en la zona de intersección del tercer y cuarto 
cuartil. Al comprobar el efecto sobre la cuantificación en comparación con los métodos 






Figura 4.11. Influencia de los métodos de pseudoalineamiento sobre los rankings finales de la 
cuantificación de la expresión génica cruda. El rombo rojo representa la media escalada de los 
rankings alcanzados por todos los pipelines en que intervienen cada uno de los algoritmos. Menores 
valores del ranking acumulativo escalado implican mayor rendimiento del pipeline. NS = resultado 
no significativo para el test de Dunn a FDR < 0,05. 
Como consecuencia de estos resultados, observamos que una de las principales 
ventajas de estos métodos es que condensan los pasos de alineamiento, contaje y 
normalización en un único proceso, simplificando de este modo todo el proceso de 
análisis. Además, estos métodos mostraron una gran precisión a la hora de estimar la 
expresión génica en crudo (Anexo 4), sin embargo, su exactitud aún se mantiene alejada 
de los métodos de alineamiento convencionales (Anexo 5). En cualquier caso, los 
algoritmos de pseudoalineamiento seguirían siendo una excelente alternativa como 
herramienta de exploración en estudios de RNA-seq, gracias también a su elevada 
velocidad de ejecución. 
 
4.1.1.2. Precisión del pipeline 
El estudio de la precisión se llevó a cabo sobre los 192 pipelines a nivel de la 
cuantificación génica cruda. Se utilizaron las seis muestras control procedentes de dos 
líneas celulares de MM bien establecidas, KMS12-BM y JJN3. El primer paso para el 
estudio de la precisión fue la selección de 107 genes expresados en ambas líneas celulares. 
Estos genes se seleccionaron en función de su dispersión en los 192 pipelines a partir de 
una lista de 1.181 genes codificantes expresados en 32 tejidos normales extraída del 
estudio de Uhlen y colaboradores401. El proceso de selección de estos 107 genes, así como 
el cálculo de la puntuación de la precisión global para cada pipeline se detalla en el 
Apartado 3.5 de la Sección de Material y métodos. El resultado de este análisis mostró 







los pipelines que usaron el algoritmo de pseudoalineamiento Salmon unido al método de 
normalización TPM. Es interesante destacar que, del mismo modo, los algoritmos de 
pseudoalineamiento Kallisto y Sailfish, asociados también al método TPM, lograron muy 
buenas posiciones en este ranking de precisión, superando a la mayor parte de los 
algoritmos de alineamiento tradicional, lo que convierte a la unión de algoritmos de 
pseudoalineamiento y de normalización por TPM en una combinación ganadora en lo que 
a precisión se refiere (Anexo 4). 
En contraposición a lo anterior, los pipelines menos precisos fueron aquellos en los 
que el proceso de normalización estuvo ausente como en el caso de las lecturas en crudo 
(Raw reads), o consistió en los métodos de cuentas efectivas, cuentas estimadas o 
cobertura. No se apreció ningún otro patrón en cuanto a los algoritmos de recortado, 
alineamiento o contaje empleados (Anexo 4). 
 
4.1.1.3. Exactitud del pipeline mediante qRT-PCR 
La exactitud de los 192 pipelines fue estimada de un modo similar a la precisión. Se 
seleccionaron 30 genes de la lista de 107 genes utilizados en la precisión para llevar a 
cabo el análisis además de los genes GAPDH y ACTB. Se procedió al análisis mediante 
qRT-PCR obteniendo los valores de Ct de cada uno de estos 32 genes por duplicado en 
las seis muestras de las dos líneas celulares empleadas. El cálculo de la puntuación 
asociada a la exactitud aparece detallado en la Sección de Material y métodos. El 
resultado de dicho análisis mostró que las primeras posiciones del ranking estaban 
ocupadas por pipelines en las que se utilizó el método HTSeq como método de contaje, 
sin distinciones entre las aproximaciones Union e Intersection-Strict, unido a la 
aproximación para la normalización TMM. Observamos también que las primeras 
posiciones estaban ocupadas por pipelines que utilizaban métodos de alineamiento 
tradicionales, como RUM, STAR y TopHat2. La mayoría de los pipelines que utilizaron 
un método de pseudoalineamiento se situaron en las últimas posiciones del ranking, 
independientemente del método de normalización empleado, aunque curiosamente, un 
pipeline que utilizó el algoritmo Sailfish, fue el que obtuvo la primera posición en el 
ranking de exactitud (Anexo 5). 
 
4.1.1.4. Análisis de la bondad de los pipelines 
En un último paso se procedió a la elaboración de un ranking global para los 192 
pipelines considerando los resultados de precisión y exactitud en las dos líneas celulares. 
Se decidió dar tanto a precisión como a exactitud el mismo peso a la hora de calcular la 
bondad global de cada pipeline. Como resultado, observamos que los pipelines que 
utilizaron el algoritmo HTseq como método de contaje, con predominancia de la opción 
Union entre las 10 primeras posiciones (Tabla 4.3), además del método de normalización 




ranking. En cuanto a los algoritmos de alineamiento, comprobamos que los pipelines que 
utilizaron RUM, TopHat2 y STAR aparecieron más frecuentemente en estas primeras 
posiciones. No encontramos ninguna tendencia en cuanto al método de recortado de 
lecturas utilizado. Particularmente, el pipeline que obtuvo una mejor puntuación 
considerando la precisión y la exactitud global fue en el que intervino Trimmomatic como 
algoritmo de recortado, RUM como algoritmo de alineamiento, HTSeq Union como 
método de contaje y TMM como método de normalización. En el extremo opuesto, los 
pipelines que tuvieron peores posiciones en el ranking, y, por ende, peor rendimiento, 
fueron aquellos en los que el método de normalización empleado fue cuentas estimadas, 
cuentas efectivas, cobertura o no se aplicó método alguno de normalización (lecturas 
crudas), con especial predominancia en las últimas posiciones de los pipelines que 
utilizaron como método de recortado Cutadapt (Anexo 6). 
Tabla 4.3. Top 10 pipelines con mejores rankings en el estudio de la bondad de 192 pipelines.  
La posición en el ranking viene determinada por los valores globales de precisión y exactitud 





















1 Trimmomatic RUM HTSeq 
Union 
TMM 68,5 56 249 
2 Trimmomatic RUM HTSeq 
INTER 
TMM 68,5 57,75 252,5 
3 BBDuk RUM HTSeq 
Union 
TMM 70 56.5 253 
4 BBDuk STAR HTSeq 
Union 
TMM 68 62 260 
5 Cutadapt TopHat2 HTSeq 
Union 
TMM 62,5 67,75 260,5 
6 BBDuk TopHat2 HTSeq 
Union 
TMM 63,5 68 263 
7 BBDuk HiSat2 HTSeq 
Union 
TMM 63,5 69,25 265,5 
8 BBDuk TopHat2 HTSeq 
INTER 
TMM 62,5 70,5 266 
9 Trimmomatic STAR HTSeq 
Union 
TMM 69 64,75 267,5 
10 Trimmomatic STAR HTSeq 
INTER 




4.1.2. Cuantificación de la expresión génica diferencial 
El término expresión génica diferencial hace referencia a la cantidad relativa de 
mRNA que es observado en una condición problema respecto a una condición control. 
Para realizar este estudio se dispuso de 18 muestras de RNA-seq correspondientes a seis 
condiciones experimentales. Estas seis condiciones experimentales responden a la 
utilización de tres regímenes de tratamiento (amilorida [T1], TG003 [T2] y vehículo [T0]) 
sobre dos HMCLs (KMS12-BM [LCA] y JJN3 [LCB]). Cada condición contaba con tres 
réplicas biológicas. 
 
4.1.2.1. Evaluación de los métodos de expresión génica diferencial 
Para realizar el análisis de la expresión génica diferencial se recalcularon los 
rankings del estudio de la expresión génica cruda de modo que no se consideró el proceso 
de normalización. Esto fue necesario debido a que la mayor parte de los métodos de 
expresión diferencial utilizan como datos de partida el valor crudo del número de lecturas 
de cada experimento de RNA-seq. Se seleccionaron de este modo los 10 mejores 
pipelines, sobre los cuales se procedió a la evaluación de 17 métodos de expresión 
diferencial. Estos 17 métodos son el resultado de la combinación de 11 algoritmos de 
expresión diferencial y las diferentes opciones de normalización que acompañan a cada 
uno de estos algoritmos en sus respectivos paquetes. Los 17 métodos se evaluaron a través 
del contraste estadístico de las seis condiciones experimentales disponibles en este 
trabajo, de forma que se procedió a la evaluación de cinco escenarios correspondientes a 
cinco comparaciones estadísticas que fueron variables en cuanto al número de cambios 
de expresión génica. Así, la secuencia de estas comparaciones, ordenadas de mayor a 
menor número de cambios de la expresión génica fue:  
1) LCA-T0 vs. LCB-T0 
2) LCA-T1 vs. LCA-T0 
3) LCA-T2 vs. LCA-T0 
4) LCB-T1 vs. LCB-T0 
5) LCB-T2 vs. LCB-T0 
Todas estas comparaciones estadísticas fueron evaluadas a tres niveles de 








4.1.2.2. Bondad de los métodos de expresión génica diferencial 
Considerando todo lo anterior, en un primer paso se llevó a cabo un estudio 
comparativo de los 17 métodos a nivel de detección de la expresión génica diferencial. 
Para ello se realizó el contaje del número de genes diferencialmente expresados (GDE) 
detectados por cada uno de los 17 métodos a los tres niveles de significancia estadística 
propuestos. Se detectó una gran homogeneidad entre los distintos métodos, 
principalmente en las comparaciones estadísticas donde el número de GDE fue alto. Sin 
embargo, esta homogeneidad se vio reducida a medida que las diferencias entre las 
condiciones experimentales contrastadas se redujeron, de forma que métodos como 
Ballgown, baySeq o Cuffdiff presentaron unos niveles de detección mucho menores que 
el resto de los métodos estudiados (Figura 4.12). Este hallazgo está de acuerdo con 
estudios anteriores como el de Seyednasrollah y colaboradores253, donde indican que el 
algoritmo Cuffdiff se comporta de una forma conservadora en cuanto al número de genes 
detectados. 
Asimismo, también observamos que métodos como SAMseq o Ballgown perdieron 
su poder de detección a FDR < 0,001 en los contrastes con un menor número de GDE. 
Esta pérdida fue especialmente acusada en el caso de Ballgown, ya que tampoco consigue 
detectar GDE a FDR < 0,01. Otros métodos como BaySeq, EBSeq y Cuffdiff también 
perdieron poder de detección, aunque en este caso no llegó a ser tan acusada como para 
no detectar GDE a un determinado nivel de significancia estadística. En cualquier caso, 
estos hallazgos deben ser tenidos en cuenta a la hora de considerar estos algoritmos en 
futuros estudios, ya que esa falta de poder de detección podría conducir a un alto número 




Figura 4.12. Detección de la expresión génica diferencial. Número de genes 
diferencialmente expresados (GDE) detectados por los 17 métodos de expresión génica 
diferencial a tres puntos de corte del FDR: 0,05, 0,01 y 0,001. Los paneles representan los cinco 
escenarios de expresión génica diferencial en orden descendente del número de GDE desde el 
panel a) al e). Para este análisis se utilizaron 18 muestras correspondientes a las líneas celulares 
KMS12-BM (LCA) y JJN-3 (LCB) tratadas con amilorida (T1) o TG003 (T2), y las respectivas 
muestras control (T0). 
La comparación de la similitud entre los 17 algoritmos a través del cálculo de la 
distancia Euclidea reveló una gran igualdad entre los métodos basados en el algoritmo 
edgeR, los basados en limma, DESeq2 y baySeq en todos los escenarios de análisis 
(Figura 4.13). Sin embargo, SAMseq, Cuffdiff y Ballgown fueron los métodos que 
presentaron unas mayores distancias frente a la mayor parte de los métodos de análisis 
empleados. En el caso de los métodos basados en NOIseq, fueron los que exhibieron una 
mayor variabilidad, con amplias distancias frente a la mayoría de métodos de expresión 
diferencial en los escenarios con mayor número de cambios (Figura 4.13a y 4.13b), pero 
obteniendo una gran similitud a métodos como los basados en edgeR o limma en los 
escenarios con menor número de cambios de expresión génica (Figura 4.13e). 
              
   

















Figura 4.13. Similitud de los métodos de detección de la expresión génica diferencial en 
RNA-seq. En cada panel se representa la distancia entre los 17 métodos mediante dendrogramas 
a través de la distancia Euclídea. a) LCA-T0 vs. LCB-T0, b) LCA-T1 vs. LCA-T0, c) LCA-T2 vs. 















En un segundo paso se procedió al análisis de 7 parámetros para la evaluación del 
desempeño de los 17 métodos de expresión diferencial. Los parámetros analizados en este 
trabajo fueron la precisión (valor predictor positivo [VPP]), la exactitud (del inglés 
accuracy [ACC]), la sensibilidad (fracción de verdaderos positivos [FVP]), la 
especificidad (fracción de verdaderos negativos [FVN]), el valor predictor negativo 
(VPN), el área bajo la curva (AUC) y el coeficiente de correlación de Matthews (CCM). 
Para ello se midió por duplicado en las 18 muestras la expresión de los 32 genes 
seleccionados para el análisis de la exactitud de los pipelines (Apartado 4.1.1.3) 
utilizando la técnica qRT-PCR. Los resultados de estos análisis aparecen recogidos en la 
Figura 4.14. 
 
   
   
 
Figura 4.14. Análisis del desempeño de los métodos de expresión génica diferencial a 
través de la medición de 7 parámetros. a) Fracción de verdaderos positivos (FVP), b) fracción 
de verdaderos negativos (FVN), c) valor predictor positivo (VPP), d) valor predictor negativo 
(VPN). Los 7 parámetros fueron evaluados a tres puntos de corte del FDR: 0,05, 0,01 y 0,001. 
Para cada parámetro se representa la mediana ± MAD de los cinco escenarios de expresión 
génica diferencial: LCA-T0 vs. LCB-T0, LCA-T1 vs. LCA-T0, LCA-T2 vs. LCA-T0, LCB-T1 vs. 













   
                 
Figura 4.14 (continuación). Análisis del desempeño de los métodos de expresión génica 
diferencial a través de la medición de 7 parámetros. e) Exactitud (ACC), f) área bajo la curva 
(AUC) y g) coeficiente de correlación de Matthews (CCM). Los 7 parámetros fueron evaluados 
a tres puntos de corte del FDR: 0,05, 0,01 y 0,001. Para cada parámetro se representa la mediana 
± MAD de los cinco escenarios de expresión génica diferencial: LCA-T0 vs. LCB-T0, LCA-T1 vs. 
LCA-T0, LCA-T2 vs. LCA-T0, LCB-T1 vs. LCB-T0 y LCB-T2 vs. LCB-T0. 
El análisis individual de cada uno de estos parámetros reveló diferencias entre los 
17 métodos de expresión diferencial. Así, por lo que respecta a la FVP los métodos 
basados en NOISeq son los que presentaron un mejor comportamiento y, por tanto, una 
mayor sensibilidad a los tres niveles de FDR, seguidos de EBSeq y los métodos basados 
en edgeR. En el extremo opuesto se situó el método Ballgown, en el que la detección de 
verdaderos positivos fue muy baja a los tres niveles de significancia (Figura 4.14a). 
El resultado obtenido para el VPP (Figura 4.14c) fue muy similar al del parámetro 
FVP, salvo en métodos como baySeq o Cuffdiff, que en el VPP presentaron un buen 
desempeño alcanzando para el nivel FDR < 0,05 valores de 0,88 y 0,87, respectivamente. 
Del mismo modo, también a FDR< 0,05 Ballgown alcanzó un VPP = 0,91, lo que indica 
que en el 91% de las ocasiones, si el método Ballgown detecta un gen diferencialmente 
expresado a FDR < 0,05, este gen estará realmente expresado de forma diferencial. De 
forma opuesta, el método Ballgown, al igual que ocurrió para la FVP, obtuvo un VPP = 
0 a FDR < 0,01 y a FDR < 0,001, indicando este hecho el mal funcionamiento en la 
detección de verdaderos positivos de este método a ambos niveles de significancia. 
En cuanto a la FVN (Figura 4.14b), los métodos con una mejor detección de 
verdaderos negativos fueron SAMseq a FDR < 0,001 y Ballgown a los tres niveles de 










rendimiento fue debido a la ausencia de detección de genes diferencialmente expresados 
(verdaderos positivos) (Figura 4.14a). En este caso, los métodos no paramétricos, 
representados por NOISeq y SAMseq, fueron los que presentaron un peor 
comportamiento, principalmente a FDR < 0,05 y a FDR < 0,01. 
Respecto al VPN (Figura 4.14d), todos los métodos obtuvieron sus mejores 
resultados a FDR < 0,001 rondando un VPN de 0,8, lo que indica que en el 80% de las 
ocasiones, cuando uno de estos métodos detecte que un gen no está diferencialmente 
expresado, este gen no presentará expresión diferencial entre las condiciones 
experimentales contrastadas. 
En lo que atañe a los parámetros ACC (Figura 4.14e) y AUC (Figura 4.14f), los 
valores más elevados de ambos parámetros se alcanzaron también en la mayor parte de 
los métodos a FDR < 0,001, salvo NOISeq FPKM y SAMseq en el caso de ACC, y Cuffdiff 
y SAMseq en el caso del AUC. Particularmente, los métodos con un mayor valor de ACC, 
es decir, más exactos, fueron limma trend, limma voom y baySeq a FDR < 0,001 con ACC 
= 0,78, mientras que el método con un mayor AUC fue baySeq a FDR < 0,001 con AUC 
= 0,81. 
Finalmente, en el análisis del CCM (Figura 4.14g), que mide la calidad de la 
clasificación, ninguno de los 17 métodos logró un CCM > 0,7, lo que indica que ningún 
método obtuvo una relación muy fuerte y positiva entre el resultado real y el resultado 
obtenido por dichos métodos423. Sin embargo, sí se obtuvo una relación fuerte y positiva 
(CCM > 0,4) con el método NOISeq UQ a FDR < 0,001, y una relación moderada y 
positiva (CCM > 0,3) con métodos como Cuffdiff, baySeq y algunas variantes de edgeR a 
los FDR < 0,01 y FDR < 0,001. Se consideró como ausencia de relación un CCM < 0,2, 
y en ningún caso se registraron valores negativos de este parámetro.  
La clasificación completa de todos los métodos a los tres puntos de corte del FDR, 
para los 7 parámetros puede ser consultada en el Anexo 7. 
A continuación, se llevó a cabo el análisis del rendimiento de cada uno de los 17 
métodos de expresión diferencial considerando de manera simultánea los 7 parámetros 
estudiados. Se consideraron tres supuestos experimentales para no beneficiar o perjudicar 
a alguno de los métodos estudiados: rendimiento general, rendimiento por escenario de 
contraste de expresión génica diferencial y rendimiento por significancia estadística.  
Como primera aproximación se procedió con el supuesto experimental de 
determinación del rendimiento de manera general. Para llevar a cabo este análisis fueron 
considerados de manera conjunta los cinco escenarios de expresión génica diferencial y 






Método de análisis 











































































































































Ballgown 12 10 8 17 7 14 12 16 6 6 5 11 5 14 16 11 
baySeq 12 9 7 14 14 2 12 6 3 3 1 1 7 4 5 6 
Cuffdiff 9 11 9 10 5 1 8 13 5 17 14 5 17 5 13 9 
DESeq2 1 1 11 3 11 11 17 13 11 13 12 14 9 13 6 11 
EBSeq 11 6 13 11 6 9 15 15 17 7 2 4 1 1 1 7 
edgeR exact RLE 8 1 11 3 11 11 16 12 7 15 9 14 12 12 14 11 
edgeR exact TMM 1 14 6 6 13 15 10 8 12 13 9 14 12 10 15 12 
edgeR exact UQ 3 13 10 1 8 17 2 11 14 16 11 14 3 10 10 10 
edgeR GLM RLE 15 3 4 6 16 7 11 3 13 9 7 7 16 7 9 7 
edgeR GLM TMM 4 3 5 5 2 6 9 10 9 9 7 12 14 7 11 7 
edgeR GLM UQ 4 5 3 8 17 13 2 16 16 8 6 2 4 9 11 8 
limma trend 7 7 1 11 9 4 6 7 15 11 3 3 14 3 6 7 
limma voom 4 12 2 11 9 10 6 8 7 12 3 5 11 2 6 7 
NOISeq FPKM 17 8 14 8 1 8 1 1 1 5 13 8 10 6 2 8 
NOISeq TMM 10 15 15 2 3 5 12 4 9 2 16 10 2 15 4 9 
NOISeq UQ 14 15 16 16 4 2 4 2 2 4 17 9 6 16 2 6 
SAMseq 16 17 17 15 14 16 5 5 4 1 15 13 8 17 16 15 
 
Figura 4.15. Rendimiento general de los 17 métodos de expresión génica diferencial. Los 
valores numéricos coloreados según la escala indicada en la leyenda representan el ranking de 
los 17 métodos en cada uno de los cinco escenarios de expresión génica diferencial (LCA-T0 vs. 
LCB-T0, LCA-T1 vs. LCA-T0, LCA-T2 vs. LCA-T0, LCB-T1 vs. LCA-T0 y LCB-T2 vs. LCB-T0) 
para cada nivel de significancia estudiado (FDR < 0,05, FDR < 0,01 y FDR < 0,001). A menor 
valor del ranking, mayor rendimiento del método de expresión génica diferencial. La columna de 
mediana global recoge la mediana de todos los valores anteriores, de modo que cuanto menor 
sea este valor mayor será el rendimiento global del método de expresión diferencial. 
Los métodos que presentaron un mejor rendimiento general fueron baySeq y 
NOISeq en su versión UQ, aunque en el escenario con un mayor número de cambios de 
expresión génica ambos métodos clasificaron por debajo de la novena plaza del ranking 
en al menos dos niveles de significancia. Sin embargo, su buen desempeño en los 
escenarios con menor número o con un número intermedio de cambios de expresión 
génica, respectivamente, consiguió auparlos a las primeras posiciones del ranking. Estos 
dos métodos estuvieron seguidos muy de cerca por limma trend, limma voom, EBseq y 
edgeR en su versión GLM, aunque en el caso de EBSeq, mostró un comportamiento muy 
irregular, alcanzando las primeras posiciones del ranking en los escenarios con menor 
número de genes diferencialmente expresados, pero obteniendo rankings muy bajos en 




A continuación, se llevó a cabo el estudio del segundo supuesto experimental: el 
análisis del rendimiento por escenario de contraste de expresión génica diferencial. En 
este caso se observó una gran variabilidad en cuanto al rendimiento de los 17 métodos, 
de modo que ninguno de los métodos logró repetir la primera posición en más de uno de 
los de los cinco escenarios estudiados. De esta manera se advirtieron casos extremos 
como el del método EBSeq, que obtuvo un tercer y un primer puesto en los dos escenarios 
con un menor número de genes diferencialmente expresados, y, sin embargo, se clasificó 
decimotercero, octavo y decimosexto en los escenarios con un número mayor de 
diferencias; el caso de DESeq2, primero en el contraste con mayores diferencias, pero con 
rankings por debajo del noveno en el resto de escenarios; o el caso de baySeq, que obtuvo 
sus mejores resultados en los escenarios con un menor número de cambios de expresión 
génica, pero su rendimiento no fue adecuado en el escenario opuesto en número de genes 
diferencialmente expresados (Figura 4.16). 
                
        
Figura 4.16. Rendimiento de los 17 métodos de expresión génica diferencial en función de 
los cinco escenarios de expresión génica diferencial propuestos en este trabajo. Estos cinco 
escenarios se definen en función del número de cambios en la expresión génica entre las dos 
condiciones contrastadas, de modo que ordenados de mayor a menor número de cambios son los 
siguientes: a) LCA-T0 vs. LCB-T0, b) LCA-T1 vs. LCA-T0, c) LCA-T1 vs. LCA-T0, d) LCB-T1 vs. 














En lo que respecta al último de los tres supuestos experimentales, es decir, al análisis 
en función del nivel de significancia estadística, también se observó variabilidad en las 
posiciones ocupadas por los 17 métodos, como ocurrió en el caso de edgeR exact UQ, 
que se clasificó en primer lugar a FDR < 0,05 y sin embargo solo pudo alcanzar el 
decimocuarto y el decimoquinto puesto a FDR < 0,01 y FDR < 0,001, respectivamente. 
Sin embargo, también hubo métodos que presentaron una buena estabilidad como NOISeq 
FPKM, limma trend, limma voom, baySeq o edgeR GLM TMM, siempre clasificados 
entre los 8 mejores métodos. En el lado opuesto, métodos como edgeR exact TMM, 
Cuffdiff o SAMseq no lograron mejorar la novena posición. (Figura 4.17)  
 
   
Figura 4.17. Rendimiento de los 17 métodos de expresión génica diferencial en función de 
los tres niveles de significancia propuestos en este trabajo: a) FDR < 0,05, b) FDR < 0,01 y c) 
FDR < 0,001. 
Como resumen final de los tres supuestos experimentales para el análisis del 
rendimiento, el método que obtuvo un mayor equilibrio (mejores posiciones) 
considerando tanto el análisis general como los cinco escenarios de forma individual y 
los tres niveles de FDR, fue limma trend, de modo que en todos los casos siempre se 
clasificó entre los 8 mejores métodos. Otros métodos como baySeq, NOISeq FPKM, 
limma voom o algunas variantes de edgeR GLM también obtuvieron unos buenos 
resultados, sin embargo, todos estos métodos lograron un ranking superior al noveno 
















































































































Ballgown 13 11 15 13 5 16 4 17 16 
baySeq 1 9 15 4 1 3 4 5 1 
Cuffdiff 10 9 3 7 15 15 15 9 11 
DESeq2 13 1 11 15 12 8 17 7 12 
EBSeq 3 13 8 16 3 1 13 10 8 
edgeR exact RLE 13 8 11 13 15 13 16 6 14 
edgeR exact TMM 16 6 13 10 12 13 11 10 13 
edgeR exact UQ 12 11 6 11 15 11 1 13 15 
edgeR GLM RLE 3 2 5 11 7 8 11 7 2 
edgeR GLM TMM 3 2 3 8 9 12 8 3 5 
edgeR GLM UQ 8 2 13 17 5 8 3 15 10 
limma trend 3 7 8 5 2 4 6 2 2 
limma voom 3 2 10 5 4 4 6 4 8 
NOISeq FPKM 8 14 6 1 8 4 1 1 7 
NOISeq TMM 10 15 1 8 11 2 10 13 6 
NOISeq UQ 1 15 2 2 9 4 13 10 4 
SAMseq 17 17 17 3 12 17 9 16 17 
 
Figura 4.18. Resumen del rendimiento de los 17 métodos de expresión génica diferencial 
para cada uno de los tres supuestos experimentales estudiados: rendimiento general, rendimiento 
por escenario de contraste de expresión génica diferencial y rendimiento por significancia 
estadística.  
Un dato interesante en este punto fue que estos métodos que presentan los mejores 
rendimientos no asumen la misma distribución a priori de los datos de entrada, ya que 
los métodos limma asumen una distribución log-normal, baySeq y edgeR asumen una 
distribución binomial negativa, y NOISeq no asume ningún tipo de distribución al ser un 
método no paramétrico. Por tanto, no parece que la distribución asumida por los métodos 
de análisis tenga una influencia decisiva sobre la bondad de la detección, tal como 
previamente habían reportado Rapaport y colaboradores249, aunque sobre métodos 
diferentes a los estudiados en este trabajo. No obstante, para elucidar este asunto se 
procedió a la comparación de los rankings obtenidos por los 17 métodos en función de la 
distribución asumida por los mismos en cada uno de los supuestos de análisis 









Figura 4.19. Comparación de los métodos de expresión génica diferencial agrupados en 
función de la distribución de los datos asumida a priori. Este análisis se llevó a cabo sobre los 9 
supuestos experimentales estudiados en este trabajo: a) estudio del rendimiento general; b) a f) cinco 
escenarios determinados por el número de cambios en la expresión génica de modo que b) 
corresponde a la comparación LCA-T0 vs. LCB-T0, c) LCA-T1 vs. LCA-T0, d) LCA-T2 vs. LCA-T0, 
e) LCB-T1 vs. LCB-T0 y f) LCB-T2 vs. LCB-T0; y g) a i) los tres escenarios determinados por el nivel 
de significancia, de manera que g) corresponde a FDR < 0,05, h) FDR < 0,01 y g) FDR < 0,001. NS 
= comparación estadísticamente no significativa en el test de Dunn, * = comparación 
estadísticamente significativa a FDR < 0,05 y ** = comparación estadísticamente significativa a FDR 
< 0,01. El rombo rojo corresponde al valor medio del ranking de los métodos recogidos en cada caja. 
Este análisis reveló que en la mayoría de los supuestos experimentales y escenarios 
de análisis no hubo diferencias en cuanto a los rankings ocupados por los métodos de 
expresión diferencial en función de la distribución asumida. Solamente se detectaron 
diferencias estadísticamente significativas con los métodos no paramétricos y únicamente 
en dos escenarios de expresión génica diferencial: el escenario con más cambios de 
expresión génica (LCA-T0 vs. LCB-T0) en el que los métodos no paramétricos tuvieron 








































cambio intermedio, en el que los métodos no paramétricos funcionaron mejor que los 



























Se llevó a cabo el análisis comparativo a nivel de expresión génica cruda de los 
datos procedentes del microarray de transcriptoma HTA2.0 de Affymetrix con los 10 
pipelines de análisis de la RNA-seq que en nuestro estudio obtuvieron mejores valores de 
precisión y exactitud determinados en el Capítulo 1. De la misma manera, se realizó la 
comparación a nivel de expresión génica diferencial de los métodos de análisis empleados 
en el estudio del microarray con el que obtuvo un mejor ranking global en los estudios de 
RNA-seq. 
 
4.2.1. Cuantificación de la expresión génica cruda de los 
microarrays 
La cuantificación de la expresión génica cruda del microarray se efectuó mediante 
dos técnicas de preprocesamiento diferentes en cuanto a la procedencia del archivo de 
referencia utilizado. Este archivo indica el lugar de hibridación de cada una de las sondas 
en el genoma y, por tanto, define qué sondas deben utilizarse para estimar la expresión de 
un determinado gen. Este análisis, al igual que el que se efectuó en el Apartado 4.1.1 del 
Capítulo 1, se realizó exclusivamente sobre las tres muestras control de las dos líneas 
celulares de MM estudiadas. 
La primera técnica de preprocesamiento utilizó como archivo de referencia el 
provisto por BrainArray (BA)392 específico para el microarray HTA2.0 de Affymetrix a 
nivel génico bajo la nomenclatura de Ensembl. La ejecución de esta técnica, desde la 
lectura de los valores de intensidad de fluorescencia en bruto a la normalización de los 
datos, se realizó en el paquete estadístico R, obteniendo 35.345 “grupos de sondas” o 
probesets, asociados a un idéntico número de identificadores génicos de Ensembl. No 
hubo identificadores génicos duplicados, ya que el propio diseño del archivo de referencia 
evita este problema al asignar las sondas a un único identificador.  
La segunda técnica de preprocesamiento utilizó el archivo de referencia provisto 
por el fabricante del microarray (AEC) como referencia para la normalización. El 
preprocesamiento y normalización se llevó a cabo en la consola de análisis de expresión 
génica facilitada por el fabricante. Como resultado se obtuvieron 70.523 probesets, de los 
que 52.712 se asociaron de manera no ambigua a algún identificador génico de la base de 
datos Ensembl, correspondiendo estos 52.712 probesets a 37.810 identificadores génicos 
únicos.  
La comparación de ambas técnicas se realizó con los 32.251 genes que fueron 
comunes a BA y AEC y se muestra en la Figura 4.20, donde aparece la correlación de 
Pearson de la expresión génica entre BA y AEC en cada una de las seis muestras 
estudiadas. En el caso de AEC, debido a la presencia de genes duplicados, se seleccionó 
un único probeset para representar a cada gen. Esta selección fue realizada de manera 
aleatoria. Los resultados muestran una buena correlación en todas las muestras entre 




detección génica son altamente comparables. Sin embargo, en los siguientes apartados 
trataremos de determinar las diferencias a nivel de detección, así como los pros y los 
contras de ambas técnicas. 
 
Figura 4.20. Gráfico de correlación sobre las seis muestras control para el estudio 
mediante microarrays. En el eje de abscisas (X) se muestran los valores de expresión génica en 
log2 de los genes utilizando como referencia BA. En el eje de ordenadas (Y) se muestran los 
valores de expresión génica en log2 de los genes utilizando la referencia AEC. 
 
4.2.2. Cuantificación de la expresión génica diferencial de los 
microarrays 
El análisis de expresión génica diferencial se llevó a cabo utilizando las mismas 18 
muestras en las que se realizó el análisis de la RNA-seq en el Capítulo 1, mediante la 
aplicación de dos métodos estadísticos paramétricos: limma y SAMr. Este análisis se 
realizó por separado sobre los datos normalizados con las referencias BA y AEC. De este 
modo, el número de genes analizados fue dependiente del método de preprocesamiento 
considerado, analizando 35.345 genes en el caso de BA y, en el caso de AEC, 
considerando dos listas iniciales de genes, una primera de 52.712 genes, que contuvo 
genes duplicados, y una segunda lista de 37.810 genes, sin elementos repetidos. En ambos 
casos, de manera similar al estudio de la expresión diferencial realizado en el Capítulo 
1, se realizó el estudio sobre cinco escenarios de análisis o contrastes de condiciones 
experimentales, considerando las combinaciones descritas en la Figura 3.1 y en la 
Sección de Material y métodos entre los cinco grupos de tratamiento utilizados en este 
trabajo.  
Como paso previo al análisis de expresión diferencial se comprobó la similitud entre 
las muestras de los cinco grupos de tratamiento a través del análisis no supervisado de la 




Como puede observarse, en ambas líneas celulares, KMS12-BM (LCA) y JJN-3 (LCB), 
e independientemente de la técnica seleccionada para el procesado de los datos, el grupo 
de tratamiento con el compuesto TG003 (T2) muestra una mayor similitud al grupo 
control (T0) que el grupo de tratamiento con amilorida (T1). Mediante el análisis de 
expresión diferencial se tratará de confirmar esta diferencia  
      
Figura 4.21. Análisis de escalado multidimensional (MDS) no supervisado de las muestras 
estudiadas mediante microarray en las líneas celulares de mieloma múltiple KMS12-BM y JJN-
3 (LCA y LCB, respectivamente) bajo el tratamiento con amilorida (T1), TG003 (T2) o control 
(T0). a) MDS utilizando la referencia de normalización BA. b) MDS utilizando la referencia de 
normalización AEC. 
 
4.2.2.1. Análisis de expresión génica diferencial con datos preprocesados 
mediante BA 
Se partió de 35.345 genes para el análisis de la expresión génica diferencial. La 
principal ventaja del uso de la referencia de normalización BA fue la eliminación de 
redundancia y posibles ambigüedades en la determinación de la expresión de los genes, 
ya que esta técnica evitó la aparición de identificadores génicos duplicados. Mediante el 
análisis de expresión génica diferencial, tanto por el método limma como por el método 
SAMr, se pudo comprobar que, tal y como había sido previsto por el análisis no 
supervisado, el fármaco que introdujo un mayor cambio de expresión génica fue la 
amilorida (T1), tanto en la LCA como en la LCB, si bien los cambios inducidos por ambos 
compuestos fueron mayores en la LCA. Además, se observó que el número de genes 
diferencialmente expresados detectado por SAMr siempre fue mayor que el detectado por 









Figura 4.22. Resultados de los métodos de expresión diferencial para microarrays en las 
cinco comparaciones resultantes de las combinaciones de los datos procedentes de las líneas 
celulares CLA y CLB y los grupos de tratamiento T0, T1 y T2, utilizando la técnica de 
preprocesamiento BA. 
 
4.2.2.2. Análisis de expresión génica diferencial con datos preprocesados 
mediante AEC 
Hay que destacar que ya a priori podemos detectar una desventaja de la utilización 
de la referencia AEC, ya que la presencia de genes duplicados otorga a este método un 
factor de ambigüedad en la determinación de la expresión génica que no aparece con la 
referencia BA. Esto puede generar confusión al investigador debido a la posibilidad de 
tener dos o más valores de expresión diferentes para el mismo gen. Una segunda 
complicación aparece a la hora de determinar un gen como verdadero positivo debido a 
que, al ser estudiadas un mayor número de variables, el ajuste del p-valor para múltiples 
análisis va a penalizar en mayor medida a una lista de genes amplia que a una lista menor. 
Sin embargo, la presencia de estos duplicados estaría justificada en cuanto a que el 
fabricante provee un probeset que hibrida de manera específica con distintos transcritos 
de un mismo gen. De este modo, aunque a nivel génico esto pueda generar confusión, a 
nivel del estudio de isoformas es una herramienta útil. Sin embargo, en este estudio, para 
evaluar este problema se procedió al análisis con dos listas iniciales de genes, la lista 
completa con duplicados que constaría de 52.712 genes (por simplicidad hablaremos de 
genes, pero estrictamente hablando deben ser considerados como probesets), y una 
segunda lista de 37.810 genes donde los genes duplicados serían eliminados de manera 
aleatoria. En ambos casos se confirmaron las mismas tendencias en cuanto a la expresión 
génica diferencial que las que se describen para el método de preprocesamiento BA en el 
Apartado 4.2.2.1, de modo que el compuesto que indujo un mayor número de cambios 
de expresión diferencial fue la amilorida, y la mayor detección de genes diferencialmente 
expresados se produjo mediante el análisis con SAMr. Este análisis de expresión génica 






Figura 4.23. Resultados de los métodos de expresión diferencial para microarrays en las 
cinco comparaciones resultantes de las combinaciones de los datos procedentes de las líneas 
celulares LCA y LCB y los grupos de tratamiento T0, T1 y T2, utilizando la referencia AEC. a) 
Número de genes diferencialmente expresados sin eliminar genes duplicados. b) Número de 
genes diferencialmente expresados eliminando los genes duplicados. 
 
4.2.2.3. Comparación de las técnicas de procesamiento de los microarrays. 
El estudio comparativo entre las referencias BA y AEC se realizó sobre los 
resultados de expresión génica diferencial obtenidos con 35.345 genes de BA y con los 
37810 genes no duplicados de AEC. Por tanto, en este punto se descartó la comparación 
utilizando AEC con genes duplicados. En lo que concierne a la detección de diferencias 
de expresión génica, a pesar de las diferentes técnicas de preprocesamiento y métodos de 
detección de expresión diferencial empleados, existe un alto grado de solapamiento en 
los resultados obtenidos. De este modo se detectó un solapamiento entre las técnicas y 
métodos que osciló desde los 8.626 genes en la comparación LCA-T0 vs. LCB-T0 












Figura 4.24. Diagrama de Venn utilizando las listas de genes sin duplicados analizados 
utilizando las referencias de normalización BA y AEC. a) Comparación LCA-T0 vs. LCB-T0, b) 
comparación LCA-T1 vs. LCA-T0. c) Comparación LCA-T2 vs. LCA-T0, d) comparación LCB-
T1 vs. LCB-T0 y e) comparación LCB-T2 vs. LCB.T0. 
A continuación, se llevó a cabo el análisis de rendimiento de los métodos de análisis 
de la expresión génica diferencial del microarray a través del estudio de los 7 parámetros 
para la evaluación del desempeño utilizados en el Capítulo 1: VPP, ACC, FVP, FVN, 















   
  
   
   
Figura 4.25. Análisis del desempeño de los métodos de expresión génica diferencial a 
través de la medición de 7 parámetros. a) Fracción de verdaderos positivos (FVP), b) fracción 
de verdaderos negativos (FVN). c) Valor predictor positivo (VPP), d) valor predictor negativo 
(VPN), e) exactitud (ACC), f) área bajo la curva (AUC) y g) coeficiente de correlación de 
Matthews (CCM). Los 7 parámetros se evaluaron a tres puntos de corte del FDR: 0,05, 0,01 y 
0,001. Para cada parámetro se representa la mediana ± MAD de los cinco escenarios de análisis: 



















En general, el comportamiento de los cuatro métodos de análisis no presentó 
grandes disparidades para la mayor parte de los 7 parámetros estudiados, excepto cuando 
se evaluó el nivel de significancia estadística a FDR < 0,001, donde el método limma no 
tuvo buen rendimiento. En lo que respecta a las principales diferencias detectadas a los 
niveles de significancia FDR < 0,05 y FDR < 0,01, estas se localizaron a nivel de los 
parámetros FVN y VPP (Figura 4.25b y 4.25c), donde el algoritmo limma junto con la 
referencia BA fue el método que presentó un mejor comportamiento, con valores 
superiores a 0,9 para ambos parámetros. Por su parte, los métodos que utilizaron el 
algoritmo SAMr destacaron en cuanto al valor del FVP obtenido, principalmente a FDR 
< 0,05, con valores superiores a 0,4 tanto con la referencia BA como con AEC (Figura 
4.25a), y en los valores de ACC a FDR < 0,05, logrando cerca de un 60% de aciertos 
totales (ACC = 0,59). En lo que atañe al tipo de referencia utilizada en el 
preprocesamiento, se detectó una tendencia de los métodos basados en AEC a tener una 
mayor AUC, tanto a FDR < 0,05 como a FDR < 0,001, que los métodos con referencia 
BA (Figura 4.25f).  
A la vista de estos resultados y de la ausencia de discordancias severas, se decidió 
proceder a la comparación con la RNA-seq considerando los cuatro métodos de análisis 
del microarray. 
 
4.2.3. Comparación de los resultados de microarray y RNA-seq 
Para llevar a cabo la comparación entre los resultados obtenidos con el microarray 
y la RNA-seq se determinó el número de genes comunes entre las dos tecnologías, de 
manera que para este análisis únicamente se utilizaron 31.471 genes. Con estas dos listas 
de genes se realizaron los estudios comparativos tanto a nivel de expresión génica cruda 
como de expresión diferencial. 
 
4.2.3.1. Expresión génica cruda 
El estudio del grado de asociación entre ambas plataformas se llevó a cabo mediante 
el coeficiente de correlación de Pearson (r), utilizando para esta comparación los 10 
pipelines que obtuvieron los mejores rankings de precisión y exactitud en el Capítulo 1. 
Los resultados revelaron una correlación fuerte (r > 0,8) entre los datos de RNA-seq y 
microarray para las dos líneas celulares, con las dos referencias de normalización del 
microarray (BA o AEC), aunque BA mostró en ambos casos una correlación ligeramente 
superior con la RNA-seq. En la Figura 4.26 se muestran los resultados de la correlación, 
así como la explicación del patrón de correlación en una muestra de ejemplo. Este patrón 
de correlación ya fue observado en estudios previos228, 294, que comparan los datos de 
RNA-seq con los datos obtenidos mediante los microarrays de Affymetrix GeneChip HT 









Figura 4.26. Resultados de la correlación entre los valores de expresión génica obtenidos 
mediante RNA-seq, y los obtenidos por el microarray. a) y b) Diagramas de barras de los 
coeficientes de correlación de Pearson (r) entre los datos de RNA-seq y los datos de microarray 
utilizando las referencias de normalización BA y AEC. Se muestra el valor promedio del r para 
las seis muestras control de a) LCA-T0 y b) LCB-T0, junto con su desviación estándar. c) Ejemplo 
de correlación entre la expresión detectada por la RNA-seq y el microarray con la explicación 
sobreimpresa de cada área. 
A continuación, se realizó el estudio de correlación de ambas plataformas con los 
datos de qRT-PCR utilizando los 32 genes previamente seleccionados descritos en la 
Sección de Material y métodos. En primer lugar, se comprobó que estos 32 genes 
cubriesen el rango dinámico tanto de la RNA-seq como del microarray. El resultado se 










seleccionados sobre la nube global de genes en negro. En general, puede observarse que 
el rango dinámico de ambas técnicas se cubrió de forma satisfactoria, independientemente 




Figura 4.27. Posición de los genes seleccionados para validación a través de qRT-PCR 
(puntos rojos) sobre el gráfico de correlación entre el microarray HTA2.0 y la RNA-seq para las 
líneas celulares KMS12-BM (LCA) y JJN-3 (LCB). a) Correlación en LCA utilizando la 
referencia de normalización BA para los datos de microarray. b) Correlación en LCA utilizando 
la referencia de normalización AEC para los datos de microarray. c) Correlación en LCB 
utilizando la referencia de normalización BA para los datos de microarray. d) Correlación en 
LCB utilizando la referencia de normalización AEC para los datos de microarray. 
El análisis de correlación se realizó utilizando las seis muestras control presentes en 
el estudio. Se observó que los datos de RNA-seq se correlacionaron mejor con la 
expresión génica obtenida por qRT-PCR (Figura 4.28e) que por microarrays en las dos 
HMCLs (Figura 4.28a y 4.28b), aunque se detectaron diferencias en función de la 
referencia de normalización utilizada para este último, obteniendo mejores resultados la 
referencia AEC que la BA. No obstante, aun considerando ambas referencias, los 
resultados del microarray siempre estuvieron por debajo de los de RNA-seq, ya que 













de 0,75, en el caso del microarray vs. qRT-PCR en ningún caso se logró un r superior a 
0,6. Finalmente, se comprobó la correlación directamente entre la RNA-seq y el 
microarray observándose que el método BA obtenía unos coeficientes de correlación 
inferiores a los obtenidos por el método AEC (Figura 4.28c y 4.28d).  
  
    
Figura 4.28. Estudio de correlación entre las tres técnicas de análisis de expresión génica 
empleadas en este trabajo. Los diagramas de barras muestran los valores promedio junto con la 
desviación estándar de los coeficientes de correlación de Pearson utilizando los 32 genes 
seleccionados para el análisis de la exactitud en la determinación del pipeline de RNA-seq para: 
a) expresión génica en log2 del microarray frente a valores de ΔCt de qRT-PCR en la línea celular 
KMS12-BM (LCA); b) expresión génica en log2 del microarray frente a valores de ΔCt de qRT-
PCR en la línea celular JJN-3 (LCB); c) expresión génica en log2 del microarray HTA2.0 frente 
expresión génica en log2 de la RNA-seq en LCA; d) expresión génica en log2 del microarray 
HTA2.0 frente expresión génica en log2 de la RNA-seq en LCB. BA y AEC hacen referencia a la 


















Figura 4.28 (continuación). Estudio de correlación entre las tres técnicas de análisis de 
expresión génica empleadas en este trabajo. Los diagramas de barras muestran los valores 
promedio junto con la desviación estándar de los coeficientes de correlación de Pearson 
utilizando los 32 genes seleccionados para el análisis de la exactitud en la determinación del 
pipeline de RNA-seq para: e) expresión génica en log2 de RNA-seq frente a valores de ΔCt de 
qRT-PCR. 
Estos resultados nos llevaron a investigar en profundidad la causa de los bajos 
índices de correlación del microarray, para ello se procedió a la búsqueda de posibles 
genes con valores atípicos de expresión (outliers). Se consideró a tales efectos todo gen 
que se situase más allá del percentil 97,5 de acuerdo con la diferencia entre la función 
empírica de la distribución de la distancia robusta de Mahalanobis y una función teórica 
simulada. De este modo, identificamos que los genes GAPDH y ACTB, comúnmente 
tratados como HKg en estudios transcriptómicos y proteómicos, se comportaban como 
outliers, principalmente cuando fue aplicada la normalización BA. Del mismo modo, 
detectamos que los genes RPS8, SNU13, YBX1, y RPL13A también tenían un 







Figura 4.29. Detección de valores atípicos (outliers, en rojo) para las correlaciones entre 
microarray y qRT-PCR (izquierda), y microarray y RNA-seq (derecha) sobre las líneas celulares 
de mieloma múltiple KMS12-BM (LCA) y JJN-3 (LCB). Se muestran los resultados para los dos 
métodos de preprocesamiento del microarray, BA y AEC, utilizando 32 genes. Todos los ejemplos 
se han realizado con las muestras LCA-T0-M1 y LCB-T0-M1. En todos los casos el eje de 
abscisas (X) representa los datos procedentes del microarray, mientras el eje de ordenadas (Y) 
representa los datos de qRT-PCR (gráficos en la izquierda) o de RNA-seq (gráficos en la 
derecha). 
Pudimos constatar que este último grupo de genes comparte una función común ya 
que todos ellos están asociados a la función molecular de unión del ARN con cola de 
poliadenina y además codifican complejos intracelulares ribonucleoproteicos (Gene 
Ontology [GO]419). Este mal comportamiento podría deberse a varias causas, tales como 
que las sondas correspondientes a estos genes hibriden en múltiples loci del genoma 
debido a la similitud de la secuencia del gen diana con otros genes del genoma, o que las 
sondas hibriden con genes que se encuentran incluidos en la secuencia del gen 
interrogado, como es el caso de RPS8, cuya secuencia incluye ARN pequeños 
nucleolares, como el SNORD38A, de manera que en ambos casos se producirían 
resultados ambiguos a la hora de cuantificar la expresión de estos genes. En lo que 




normalización BA, la ausencia de precisión a la hora de determinar su expresión apuntaría 
hacia algún tipo de singularidad en el procesado de ambos genes por parte del paquete 
oligo que conduciría a la infraestimación de la expresión de ambos genes. 
Mediante el uso de una técnica robusta de correlación se comprobó la influencia de 
los genes outlier sobre estos análisis de correlación, de modo que los valores de los genes 
con valores atípicos fueron desestimados. De esta manera, se observó un aumento drástico 
de los coeficientes de correlación (r) en la correlación entre el microarray y la qRT-PCR, 
con un incremento en el caso de la referencia AEC desde un r ~ 0,5 en la correlación 
clásica a un r ~ 0,9 en la correlación robusta (Figura 4.30). En lo que respecta a la 
referencia BA, la técnica de correlación robusta no resultó efectiva quizá por la presencia 
de un mayor número de genes outlier (Figura 4.30). En el caso de la correlación entre el 
microarray y la RNA-seq también se observó una mejoría de los r, consiguiendo r 
superiores a 0,9 con la correlación robusta, tanto con la referencia BA como con la AEC. 
 
Figura 4.30. Correlación robusta (en rojo) y comparación con la correlación clásica de 
Pearson (en azul) para las tres técnicas de análisis de la expresión génica sobre las líneas 
celulares de mieloma múltiple KMS12-BM (LCA) y JJN-3 (LCB). Se muestran los resultados para 
los dos métodos de preprocesamiento del microarray, BA y AEC, utilizando 32 genes. Todos los 




En conjunto, los resultados expuestos en este apartado indican la superioridad de la 
RNA-seq sobre el microarray a la hora de la determinación de la expresión génica cruda, 
hallazgo que concuerda con lo expuesto en multitud de estudios previos tanto a nivel 
génico como a nivel transcriptómico289, 293, 299, 313, 314. Sin embargo, el microarray HTA2.0 
podría funcionar de manera similar a la RNA-seq a nivel de la detección de la expresión 
génica cruda, siempre que se tengan en consideración posibles genes outlier. No obstante, 
la dificultad de la determinación de estos outliers en un análisis de novo, hace 
recomendable la utilización de la RNA-seq en estudios cuyo objetivo sea la determinación 
de la expresión génica cruda. 
4.2.3.2. Expresión génica diferencial 
El estudio comparativo de la expresión génica diferencial entre el microarray 
HTA2.0 y la RNA-seq se llevó a cabo sobre los 31.471 genes comunes a ambas 
tecnologías, considerando los métodos de normalización BA y AEC del microarray. El 
análisis de la expresión diferencial del microarray se llevó a cabo utilizando los 
algoritmos empleados en el Apartado 4.2.2, SAMr y limma. En lo referente a la RNA-
seq se procedió al reanálisis de los pipelines seleccionados en el estudio de la expresión 
diferencial (Apartado 4.1.2), considerando únicamente los 31.471 genes comunes 
indicados anteriormente. Este reanálisis de la expresión diferencial de RNA-seq se realizó 
con el método limma trend, al ser el método más equilibrado en todos los escenarios de 
análisis propuestos en este trabajo (Apartado 4.1.2.2). 
En un primer paso se procedió al análisis de solapamiento a nivel de detección de 
genes diferencialmente expresados, utilizando como referencia la detección obtenida por 
la RNA-seq, a los niveles de significancia FDR < 0,05, FDR < 0,01 y FDR < 0,001, en 
los escenarios de análisis LCA-T0 vs. LCB-T0, LCA-T1 vs. LCA-T0, LCA-T2 vs. LCS-
T0, LCB-T1 vs. LCB-T0 y LCB-T2 vs. LCB-T0. (Figura 4.31). Los porcentajes de 
solapamiento entre las dos tecnologías observados en los cinco escenarios se situaron 
siempre por debajo del 80% a todos los niveles de significancia, y fueron especialmente 
bajos en el escenario con un menor número de cambios de expresión génica (LCB-T2 vs. 
LCB-T0), en el que no llegó a alcanzarse el 40% de solapamiento (Figura 4.31e). El bajo 
grado de solapamiento a FDR < 0,001 en los escenarios correspondientes a las Figura 
4.31c, 4.31d y 4.31e fue debido a la ausencia de resultados a este nivel con ambas 
tecnologías. Hay que indicar que estos datos deben ser considerados respecto a la 
referencia de la RNA-seq, y no deben tratarse como indicador de la bondad o el 
rendimiento de uno u otro método, sino como un indicador descriptivo de la similitud en 








Figura 4.31. Porcentaje de solapamiento entre los métodos de expresión diferencial 
empleados en el estudio del microarray frente al método limma trend utilizado en el análisis de 
RNA-seq. Los datos representan el porcentaje mediano de solapamiento ± MAD considerando 
los resultados de limma trend en los cinco mejores pipelines como se indica en el Apartado 4.1.2. 
Cada panel corresponde a uno de los siguientes escenarios de análisis: a) contraste LCA-T0 vs. 
LCB-T0, b) contraste LCA-T1 vs. LCA-T0,  c) contraste LCA-T2 vs. LCA-T0, d) contraste LCB-
T1 vs LCB-T0 y e) contraste LCB-T2 vs. LCB-T0. 
En un segundo paso se procedió a determinar el desempeño de las dos tecnologías. 
Para ello se llevó a cabo la medición de los parámetros FVP, FVN, VPP, VPN, ACC, 
AUC y CCM utilizando como referencia el nivel de expresión de 32 genes medidos 
mediante qRT-PCR. Los resultados considerando de forma conjunta los cinco escenarios 


















Figura 4.32. Análisis del desempeño de los métodos de análisis de la expresión génica 
diferencial mediante microarray (MA) y con el método limma trend utilizado en la RNA-seq a 
través de la medición de 7 parámetros: a) fracción de verdaderos positivos (FVP), b) fracción de 
verdaderos negativos (FVN),  c) valor predictor positivo (VPP), d) valor predictor negativo 
(VPN), e) exactitud (ACC), f) área bajo la curva (AUC) y g) coeficiente de correlación de 
Matthews (CCM). Los 7 parámetros se evaluaron a tres puntos de corte del FDR: 0,05, 0,01 y 
0,001. Para cada parámetro se representa la mediana ± MAD de los cinco escenarios de 
expresión génica diferencial: LCA-T0 vs. LCB-T0, LCA-T1 vs. LCA-T0, LCA-T2 vs. LCA-T0, 


















En general, en este análisis global no se observa una superioridad clara de ninguna 
de las tecnologías ni de ningún método de análisis. La RNA-seq se impone al microarray 
a nivel de los parámetros FVP y MCC, principalmente a FDR < 0,05, con unos valores 
de 0,5 y 0,27, respectivamente (Figura 4.32a y 4.32g y Anexo 8). Por su parte el 
microarray obtiene mejores resultados que la RNA-seq tanto para el FVN como en el VPP 
(Figura 4.32b y 4.32c y Anexo 8), sin considerar el nivel de significancia FDR < 0,001, 
ya que como se indicó en el análisis de detección, no funcionó correctamente con ninguna 
tecnología. En cuanto al resto de parámetros, se obtuvo un empate técnico con valores 
muy similares entre la RNA-seq y al menos uno de los métodos de análisis del microarray 
(Figura 4.32d, 4.32e y 4.32f y Anexo 8). 
En un tercer paso se procedió al estudio del rendimiento de las dos tecnologías en 8 
aproximaciones correspondientes a los tres niveles de significancia y a los cinco 
escenarios de análisis considerados en este trabajo por separado, calculando los rankings 
de los 7 parámetros (FVP, FVN, VPP, VPN, ACC, AUC y CCM) en cada una de estas 
aproximaciones (Figura 4.33). 
 
 
Figura 4.33. Rendimiento de las tecnologías de análisis de la expresión génica, RNA-seq y 
microarray HTA2.0, considerando 8 aproximaciones analíticas correspondientes a tres niveles 
de significancia, a) FDR < 0,05, b) FDR < 0,01 y c) FDR < 0,001, y a cinco escenarios de 
análisis, d) LCA-T0 vs. LCB-T0, e) LCA-T1 vs. LCA-T0, f) LCA-T2 vs. LCA-T0, g) LCB-T1 vs. 
LCB-T0 y h) LCB-T2 vs. LCB-T0. Cada caja contiene los rankings obtenidos por 7 parámetros, 
FVP, FVN, VPP, VPN, ACC, AUC y CCM, para cada método de análisis y aproximación. El 
rombo rojo representa la media de los rankings obtenidos por estos 7 parámetors. NS = FDR > 
0,05 en el test post-hoc de Dunn (resultados estadísticamente no significativos); * = FDR < 0,05 
en el test post-hoc de Dunn; ** = FDR < 0,01 en el test post-hoc de Dunn; *** = FDR < 0,001 































Figura 4.33 (continuación). Rendimiento de las tecnologías de análisis de la expresión 
génica, RNA-seq y microarray HTA2.0, considerando 8 aproximaciones analíticas 
correspondientes a tres niveles de significancia, a) FDR < 0,05, b) FDR < 0,01 y c) FDR < 0,001, 
y a cinco escenarios de análisis, d) LCA-T0 vs. LCB-T0, e) LCA-T1 vs. LCA-T0, f) LCA-T2 vs. 
LCA-T0, g) LCB-T1 vs. LCB-T0 y h) LCB-T2 vs. LCB-T0. Cada caja contiene los rankings 
obtenidos por 7 parámetros, FVP, FVN, VPP, VPN, ACC, AUC y CCM, para cada método de 
análisis y aproximación. El rombo rojo representa la media de los rankings obtenidos por estos 
7 parámetors. NS = FDR > 0,05 en el test post-hoc de Dunn (resultados estadísticamente no 
significativos); * = FDR < 0,05 en el test post-hoc de Dunn; ** = FDR < 0,01 en el test post-hoc 
de Dunn; *** = FDR < 0,001 en el test post-hoc de Dunn. 
En el caso de las tres aproximaciones relativas a los niveles de significancia, se 
detectaron diferencias estadísticamente significativas en la aproximación que considera 
un FDR < 0,001, de manera que la RNA-seq a este nivel superó a todos los métodos de 
análisis del microarray (Figura 4.33c). En lo que respecta a los niveles de significancia 
FDR < 0,05 y FDR < 0,01, la RNA-seq presentó un comportamiento superior de forma 
estadísticamente significativa a algunos de los métodos, como a los basados en la 
referencia BA en el caso de la aproximación a FDR < 0,05, o a los métodos basados en 
el algoritmo limma en la aproximación a FDR < 0,01, pero mantuvo un comportamiento 
similar al resto de los métodos (Figura 4.33a y 4.33b). 
En lo concerniente a los cinco escenarios de análisis, la RNA-seq mostró una 
superioridad estadísticamente significativa frente al microarray en los escenarios que 
































[Figura 4.33d] y LCA-T1 vs. LCA-T0 [Figura 4.33e]), considerando cualquiera de los 
métodos de análisis del microarray. En los escenarios con un número de cambios de 
expresión génica intermedio, ambas técnicas tienen un comportamiento similar, llegando 
a vencer, el método de análisis del microarray basado en la referencia AEC y el algoritmo 
SAMr, a la RNA-seq (FDR = 0,023) en el escenario LCB-T1 vs. LCB-T0 (Figura 4.33g). 
Finalmente, en el escenario con un menor número de cambios de expresión génica, LCB-
T2 vs. LCB-T0, la RNA-seq supera a los dos métodos basados en la referencia BA, pero 
muestra un comportamiento similar a los métodos basados en AEC (Figura 4.33h). 
Estos resultados muestran, por tanto, que la RNA-seq fue claramente superior en tres 
de las 9 aproximaciones estudiadas, mientras que en otras tres fue superior a, al menos, 
dos de los métodos de análisis del microarray. Solo hubo ligera ventaja del microarray en 
una de las aproximaciones y total igualdad en las dos restantes. Por tanto, estos análisis 
otorgan cierta preeminencia a la RNA-seq a la hora de la detección de manera exacta y 
precisa de la expresión génica diferencial, principalmente si se considera el contraste 
estadístico de muestras con diferencias en la expresión génica medias o altas. Esta 
superioridad de la RNA-seq ya ha sido previamente reportada sobre microarrays de 
Agilent284, sobre 3ʹ arrays de Affymetrix297, 304 y sobre arrays exónicos de Affymetrix309. 
En el caso de los microarrays de transcriptoma como el HTA2.0, estudios recientes como 
el de Nazarov282 reportan, en contra de lo expuesto en este trabajo, un alto grado de 
solapamiento entre las dos tecnologías, tanto a nivel de detección de patrones de 
expresión génica como a nivel de expresión diferencial de genes codificantes de proteínas. 
Otros trabajos como el de Yu286, sin embargo, presentan una buena concordancia con lo 
expuesto en este Capítulo al detectar una baja similitud de este microarray con la RNA-
seq, indicando que esto podría ser debido a la estimación a la baja del FC por el HTA2.0. 
Sin embargo, a pesar de esta contraposición, la realidad es que ambos trabajos confirman 
lo expuesto en este Capítulo, ya que la aproximación analítica de Nazarov se situaría entre 
los escenarios con un número intermedio de cambios de expresión génica de este trabajo, 
donde las dos plataformas presentan una alta concordancia en sus resultados. 
Con todo lo expuesto, se podría concluir que de manera general la RNA-seq tiene un 
mejor rendimiento que el microarray HTA2.0, tanto a nivel de detección de la expresión 
génica cruda como de la expresión génica diferencial, lo que unido a la detección de 
nuevos genes y la posibilidad analizar los eventos de splicing alternativo o las fusiones 
génicas, la convierten en una tecnología óptima para el análisis de expresión génica. No 
obstante, bajo ciertas circunstancias como las que se exponen en este estudio, y siempre 








4.3. Capítulo 3. 
 
Determinación mediante 
metaanálisis de perfiles de 
expresión génica del mieloma 
múltiple asociados a 











Se realizó una revisión sistemática con metaanálisis para determinar el tamaño del 
efecto producido sobre la expresión génica de 20 compuestos farmacológicos utilizados 
habitualmente en el tratamiento del MM según la Sociedad Americana de Cáncer 
(https://www.cancer.org/). Estos 20 compuestos se clasifican en las siguientes familias 
según su efecto farmacológico: 
a) Quimioterapia convencional: melfalán, vincristina, ciclofosfamida, etopósido, 
doxorrubicina y bendamustina. 
b) Corticoides: dexametasona y prednisona 
c) Agentes inmunomoduladores: talidomida, lenalidomida y pomalidomida 
d) Inhibidores del proteasoma: bortezomib, carfilzomib e ixazomib 
e) Inhibidores de las deacetilasas de histonas: panobinostat 
f) Agentes hipometilantes: azacitidina y decitabina 
g) Anticuerpos monoclonales: daratumumab y elotuzumab 
Además, se decidió añadir a esta revisión sistemática dos compuestos adicionales, 
como son el interferón γ, debido a su amplia utilización en el tratamiento del MM durante 
más de tres décadas, y el compuesto JQ1. Aunque el JQ1 es de uso exclusivamente 
experimental en MM, se determinó su inclusión debido al elevado número de estudios 
realizados en la literatura, permitiendo así la incorporación al presente trabajo de la 
familia de fármacos inhibidores de bromodominio. 
Como punto de partida para este análisis, se realizó una búsqueda online de series 
experimentales en las que se hubiese empleado alguno de estos 21 compuestos en 
monoterapia sobre líneas celulares de MM. Esta búsqueda bibliográfica fue cerrada a 
fecha 24 de marzo de 2.017, obteniendo como resultado la inclusión de 9 fármacos para 
el estudio mediante metaanálisis. Los 12 compuestos restantes fueron descartados debido 
a la ausencia de al menos dos series que cumpliesen los criterios de inclusión y exclusión 
definidos en la Sección de Material y métodos. El resumen de la búsqueda de series 
experimentales correspondiente a los fármacos excluidos y las causas de su exclusión se 
recoge en el Anexo 9. Por su parte, los 9 fármacos seleccionados para realizar una revisión 










Los resultados para cada compuesto serán expuestos en los distintos apartados de 
este Capítulo 3, y de manera adicional se procederá al análisis de los compuestos 




y 2 de este trabajo, así como del único estudio recogido en las búsquedas bibliográficas 
para el interferón γ. 
 
4.3.1. Melfalán 
En este apartado se presentará la revisión sistemática con metaanálisis de las series 
de expresión génica con muestras de HMCLs tratadas con melfalán en monoterapia. Las 
búsquedas se llevaron a cabo en los repositorios de datos GEO, ArrayExpress y SRA. 
Este proceso de búsqueda condujo a la detección 23 series en GEO, 13 series en 
ArrayExpress y cinco muestras en SRA. Las cinco muestras localizadas en SRA 
correspondieron a una única serie. El número final de series que fueron seleccionadas 
para su revisión detallada fue de 24 tras la eliminación de los elementos duplicados en los 
tres repositorios. Solamente tres de estas 24 series fueron seleccionadas para el posterior 
metaanálisis tras la evaluación de los criterios de inclusión y exclusión previamente 
establecidos. En un último paso, se comprobó si las muestras empleadas en cada una de 
las tres series eran homogéneas en cuanto a las concentraciones de fármaco empleadas, 
el tiempo de tratamiento o la utilización de distintas líneas celulares, de manera que la 
presencia de heterogeneidad en alguno de estos tres parámetros permitiría la subdivisión 
de dicha serie en dos o más estudios. No se halló ninguna subdivisión en las tres series 
seleccionadas, por tanto, el número de estudios incluidos de manera definitiva en el 
metaanálisis fue también tres. El diagrama de flujo que se muestra en la Figura 4.34 
detalla el esquema de selección de estudios para el metaanálisis de melfalán en función 





Figura 4.34. Diagrama de flujo del proceso de selección de estudios incluidos en el 





Una vez concluido el proceso de búsqueda sistemática, se procedió a la 
clasificación de los tres estudios seleccionados en subgrupos en función de la mediana ± 
MAD de los tiempos de tratamiento y de la concentración aplicada de melfalán. De este 
modo, se establecieron como puntos de corte del tiempo de tratamiento las 8 y las 12 
horas (mediana de 10 horas), mientras que los puntos de corte para la concentración de 
melfalán fueron establecidos a 25 y 75 µM (mediana de 50 µM). Los resultados del 
agrupamiento en subgrupos se recogen en la Tabla 4.4.  
Tabla 4.4. Estudios seleccionados para el metaanálisis de efectos aleatorios de la 












JJN-3 Illumina HiSeq 2000 4 10 25 
GSE66618 Gullà (2016)190 U266 
Affymetrix Human 
Gene 1.0ST 
2 12 100 




12 V3.0 expression 
beadchip 
10 6 50 
En verde, estudios seleccionados para el subgrupo de tiempos o concentraciones bajos; en 
amarillo, estudios seleccionados para el subgrupo de tiempos o concentraciones intermedias; en 
rojo, estudios seleccionados para el subgrupo de tiempos o concentraciones altas. 
A continuación, se llevó a cabo la extracción de los genes candidatos para ser 
estudiados mediante metaanálisis, de manera que, por un lado, se seleccionaron los genes 
con un valor absoluto del FC mayor a 1,5 en los tres estudios, y, por otro lado, los genes 
con un valor absoluto del FC mayor a 1,5 en todos los estudios de, al menos, uno de los 
subgrupos de tiempo o concentración, excluyéndose los subgrupos que solamente 
constasen con un estudio- Este procedimiento de selección de genes aparece explicado en 
detalle en la Sección de Material y métodos. Como resultado fueron seleccionados un 
total de 1.460 genes. La distribución del ln(FC) de estos 1.460 genes en los tres estudios 
se recoge en la Figura 4.35, donde se observa una alta homogeneidad entre los estudios 
de Marchesini (2017) y Gullà (2016), y una mayor compresión de los ln(FC) en el estudio 
de Zub (2015), probablemente debida al menor tiempo de tratamiento en relación a los 
otros dos estudios. Estas posibles diferencias debidas al tiempo de tratamiento se 





Figura 4.35. Diagrama de caja (box plot) del ln(Fold Change) (ln[FC]) de los 1.460 genes 
en los tres estudios seleccionados para el metaanálisis de la expresión génica en líneas celulares 
de mieloma múltiple tratadas con melfalán. El diamante rojo representa el promedio del ln(FC) 
en cada estudio. 
 
4.3.1.1. Metaanálisis por subgrupos: tiempo de tratamiento 
Se establecieron dos subgrupos de estudios considerando el tiempo de tratamiento 
con melfalán. El primer subgrupo (G1) comprendió los estudios con un tiempo de 
tratamiento menor o igual a las 8 horas, criterio únicamente cumplido por el estudio de 
Zub (2015). El segundo subgrupo (G2) recogió los estudios cuyo tiempo de tratamiento 
fue superior a las 8 horas e inferior a las 12 horas, de modo que en este caso fueron dos 
estudios los que cumplieron los requisitos: Marchesini (2017) y Gullà (2016). Ninguno 
de los estudios utilizó tiempos de tratamiento superiores a las 12 horas, por lo esté 
subgrupo no fue considerado. 
El metaanálisis por subgrupos reveló diferencias de expresión estadísticamente 
significativas en 671 genes en G1 y en 954 genes en G2, considerando en ambos 
subgrupos un p-valor < 0,05 (Anexo 10). Mediante el cruce de las dos listas de genes se 
identificaron 521 genes comúnmente desregulados en ambos subgrupos, de los que 65 se 
encontraban sobreexpresados con el tratamiento, 428 infraexpresados con el tratamiento 
y 28 con sentido de expresión opuesto en ambos subgrupos. En la Figura 4.36 se 
muestran dos ejemplos de diagrama de bosque, considerando los dos subgrupos de tiempo 







Figura 4.36. Diagrama de bosque (forest plot) del metaanálisis de efectos aleatorios por 
subgrupos para el tiempo de tratamiento con melfalán. a) Diagrama de bosque del gen LSMEM1, 
que fue el más sobreexpresado considerando la mediana del FC de los tres estudios 
seleccionados. b) Diagrama de bosque del gen JAZF1, que fue el más infraexpresado 










En un siguiente paso se estudiaron las diferencias de expresión génica entre los dos 
subgrupos de tiempo de tratamiento. Del total de 1.460 genes analizados, 588 presentaron 
diferencias de FC estadísticamente significativas a p-valor < 0,05 entre los dos subgrupos 
(Anexo 10). En la Figura 4.37 se muestra la comparación de los valores del ln(FC) de 
los genes estudiados. En rojo se muestran los genes con diferencias estadísticamente 
significativas entre los dos subgrupos de tiempo estudiados. La mayor parte de los genes 
que presentan diferencias entre los dos subgrupos muestran, sin embargo, un mismo 
sentido de la expresión génica, es decir, en ambos subgrupos están sobreexpresados o 
infraexpresados cuando las células son tratadas con melfalán. No obstante, existe una 
pequeña proporción de genes con diferente sentido de expresión en función del tiempo de 
tratamiento, que se recogen en los cuadrantes superior izquierdo e inferior derecho de la 
Figura 4.37. 
 
Figura 4.37. Diagrama de puntos de los valores de ln(FC) obtenidos para los 1.460 genes 
estudiados donde se comparan los subgrupos 1 y 2. En rojo se muestran los 588 genes que 
mostraron diferencias estadísticamente significativas entre ambos subgrupos. 
Para determinar qué vías y funciones biológicas se ven afectadas en función del 
tiempo de tratamiento se procedió al análisis de sobrerrepresentación (ORA) sobre esta 
lista de genes diferencialmente expresados. Los resultados de este estudio, considerando 









Figura 4.38. Análisis de sobrerrepresentación de los genes que presentaron diferencias de 
expresión estadísticamente significativas entre los dos subgrupos de tiempo de tratamiento con 
melfalán. a) TOP 10 rutas biológicas KEGG, b) TOP 10 componentes celulares GO, c) TOP 10 
procesos biológicos GO y d) TOP 10 funciones moleculares GO. 
En el análisis ORA de vías biológicas KEGG no se detectó ninguna vía 
sobrerrepresentada de forma estadísticamente significativa a FDR < 0,05 (Figura 4.38a). 
De la misma manera, ninguno de los términos correspondientes a los componentes 
celulares (CC) y las funciones moleculares (FM) de la base GO resultó significativamente 
sobrerrepresentado (Figura 4.38, paneles b y d, respectivamente). En cuanto a los 
procesos biológicos (PB), los 10 procesos que se muestran en la Figura 4.38c fueron 
estadísticamente significativos a FDR < 0,05. Uno de estos procesos es la “vía de 
señalización de la regulación apoptótica” (FDR = 0.0479). Este hallazgo se sustenta en la 
apoptosis celular inducida por el melfalán en modelos in vitro425. El hecho de que este 
proceso aparezca sobrerrepresentado en este análisis podría ser indicativo de que el 
tiempo de tratamiento es un factor determinante en la señalización de la apoptosis 






recogen en la Figura 4.39. En la mayoría de los genes puede comprobarse que, al 
incrementarse el tiempo de tratamiento, aumenta también la cuantía del cambio de la 
expresión génica, tanto en sentido de sobreexpresión como de infraexpresión. Esto 
indicaría que el tiempo al que se ha llevado el estudio del subgrupo G1 (t ≤ 8 h) podría 
ser aún muy precoz para producir un cambio en la expresión de estos genes, lo que podría 
contribuir a que no se observase el efecto deseado del melfalán sobre la apoptosis. 
 
Figura 4.39. Valores promedio del ln(Fold Change) de los genes desregulados en la 
función de “señalización de la regulación de la apoptosis” en los dos subgrupos de tiempo de 
tratamiento con melfalán (G1 y G2). Las barras de error representan la desviación estándar del 
ln(Fold Change). 
 
4.3.1.2. Metaanálisis por subgrupos: concentración 
Los puntos de corte para la concentración de melfalán fueron establecidos a 25 y 75 
µM en función de la mediana ± MAD de los tres estudios seleccionados. Por esta razón, 
fue imposible el estudio de metaanálisis por subgrupos de concentración ya que cada uno 
de los posibles subgrupos constó de un único estudio (Tabla 4.4). 
 
4.3.1.3. Metaanálisis global del melfalán 
Una vez determinada la influencia de los subgrupos en la expresión génica se realizó 
un análisis global considerando todos los estudios seleccionados para el melfalán. Este 
metaanálisis reveló una diferencia en el tamaño del efecto estadísticamente significativa 
a p-valor < 0,05 para la expresión de 711 genes, de los que 128 presentaron 
sobreexpresión y 583 infraexpresión en las muestras tratadas con melfalán. El resultado 








Figura 4.40. Análisis de sobrerrepresentación sobre rutas KEGG y términos GO 
considerando los 711 genes con un tamaño del efecto estadísticamente significativo en el 
metaanálisis de la expresión génica para el tratamiento con melfalán. a) TOP 10 rutas biológicas 
KEGG, b) TOP 10 componentes celulares GO, c) TOP 10 procesos biológicos GO y d) TOP 10 
funciones moleculares GO. 
En el análisis de rutas biológicas KEGG (Figura 4.40a), la vía más destacada en 
cuanto a significancia estadística fue el “ciclo celular” (FDR < 0,001), con 20 genes 
desregulados. Esto concuerda también con el análisis GO donde destaca la presencia de 
un gran número de procesos que implican al ciclo celular y funciones relacionadas con 
los procesos de transcripción y replicación.  
Uno de los 20 genes desregulados en la vía KEGG del “ciclo celular” fue el oncogén 
MYC (z-valor = -6,99, p-valor < 0,0001). La infraexpresión de MYC producida por el 
melfalán podría conducir a la reducción de la actividad del complejo Cdk6-Ciclina D426, 
lo que produciría la detención del ciclo celular427. La supresión de la actividad de este 








sobreexpresado tras el tratamiento con melfalán (z-valor = 2,39, p-valor = 0,0169), ya que 
MYC ejerce un efecto represor sobre la transcripción de este gen428. 
La reducción de la actividad del complejo Cdk6-Ciclina D también podría ser 
llevada a cabo por el melfalán a través de la represión directa de la transcripción del gen 
CDK6, ya que en este trabajo se ha observado una marcada infraexpresión del propio gen 
de esta quinasa (z-valor = -2,96, p-valor = 0,0031). El resultado de estos mecanismos de 
regulación de CDK6 conducirían al control de la progresión del ciclo celular mediante el 
arresto en la fase G1429 (Figura 4.41). 
Otros genes que fueron desregulados en la “vía del ciclo celular” fueron ATM, 
CHEK2 y CCNB1, los tres infraexpresados, o GADD45B, sobreexpresado, todos ellos 
implicados también en la “vía de señalización de p53” (FDR = 0,012) (Figura 4.42). La 
infraexpresión de ATM (z-valor = -2,25, p-valor = 0,0244) y CHEK2 (z-valor = -3,44, p-
valor = 0,0006) resulta de gran interés, ya que, podría suponer el desarrollo por parte de 
la célula de un mecanismo antibloqueo del ciclo celular. Por un lado, al estar 
infraexpresado ATM, la proteína codificada por CHEK2 no podría ser activada por 
fosforilación en respuesta a roturas de doble cadena430, y, por otro lado, la propia 
producción de la proteína codificada por CHEK2 (Chk2) también podría verse reducida 
al no estar promovida la transcripción del gen. En ambos casos, este proceso conduciría 
a la ausencia de estabilización de la proteína p53 con lo que se favorecería la unión con 
la proteína Mdm2, y por tanto la degradación de p53 por la vía del proteasoma431. Sin 
embargo, esta hipótesis no concuerda con los aumentos de expresión observados en los 
genes GADD45B (z-valor = 2,42, p-valor = 0,0154) y CDKN1A, ya que p53 es un 
regulador transcripcional positivo de ambos genes432, 433. Esto, unido a que previamente 
se ha reportado que el tratamiento con melfalán produce un gran incremento de la proteína 
fosforilada Chk2434 podría sugerir que la regulación negativa tanto de ATM como de 
CHEK2 se trate de un mecanismo compensatorio al tratamiento con este fármaco, cuyo 
fin sería estabilizar los niveles de la proteína Chk2 para corregir la parada del ciclo 
celular. 
No obstante, de los genes que aparecen desregulados en la vía anterior puede 
deducirse una vía alternativa de detención del ciclo celular llevada a cabo a través de la 
sobreexpresión del gen GADD45B, ya que la proteína codificada por este gen inhibe la 
actividad quinasa del complejo Cdk1-Ciclina Bl435, responsable del punto de control 
G2/M436. Esto, unido a la infraexpresión de la propia ciclina CCNB1 (z-valor = -5,37, p-






Figura 4.41. Vía del ciclo celular según la base KEGG. En verde se representan los genes 
infraexpresados y en rojo los sobreexpresados de forma estadísticamente significativa en el 
metaanálisis global del melfalán. 
Dentro de la “vía de señalización de p53” también se observó la infraexpresión del 
gen supresor de tumores PTEN después de la exposición al melfalán (z-valor = -4,12, p-
valor < 0,0001). La deficiencia de este gen supone a priori un fenotipo favorable a la 
carcinogénesis437, pero al mismo tiempo el melfalán también provocó una infraexpresión 
de la subunidad beta de PI3K (PIK3CB, z-valor = -4,64, p-valor < 0,0001), integrada en 
las vías PI3K-AKT y mTOR. Se ha demostrado que la ausencia simultánea de PTEN y 
PIK3CB en cáncer produce una fuerte inhibición del crecimiento celular y de la vía de 
señalización de PI3K-AKT438, lo que sugiere que el melfalán podría producir el bloqueo 






Figura 4.42. Vía de señalización de p53 según la base KEGG. En verde se representan los 
genes infraexpresados y en rojo los sobreexpresados de forma estadísticamente significativa en 
el metaanálisis global del melfalán. 
 
4.3.2. Dexametasona 
En el proceso de búsqueda sistemática en los repositorios online de HMCLs tratadas 
con dexametasona se detectaron 546 series en GEO, 137 series en ArrayExpress y 38 
muestras correspondientes a 10 series en SRA. El total de series localizadas ascendió a 
693, y finalmente 585 se eligieron para su evaluación detallada tras la eliminación de los 
elementos duplicados en los tres repositorios. De las 585 series revisadas, cinco 
cumplieron los criterios de inclusión y exclusión necesarios para ser incluidas en el 
metaanálisis. Se añadió además una sexta serie cedida por el Servicio de Hematología de 
Salamanca. A continuación, se comprobó la posible subdivisión de las seis series en 
diferentes estudios en función de las concentraciones de fármaco empleadas, el tiempo de 
tratamiento o la utilización de varias líneas celulares. Solamente la serie GSE30644 tuvo 
que ser dividida en dos estudios debido a que sobre cuatro de sus muestras se empleó una 
concentración de 0,025 µM, mientras que en las cuatro muestras restantes, la 
concentración empleada fue de 2 µM. Por tanto, el número final de estudios considerados 
para el metaanálisis fue de 7. El diagrama de flujo que se muestra en la Figura 4.43, 
detalla el esquema de selección de estudios para este metaanálisis en función de los 





Figura 4.43. Diagrama de flujo del proceso de selección de estudios incluidos en el 






Los 7 estudios seleccionados se clasificaron en tres subgrupos en función de la 
mediana ± MAD de los tiempos de tratamiento y de la concentración aplicada de 
dexametasona. Los puntos de corte del tiempo de tratamiento se establecieron a tres y a 
9 horas (mediana de seis horas). En el caso de la concentración, debido a que la mayoría 
de los estudios se realizaron a una concentración de 1 µM, el valor de la mediana fue de 
1 µM, con un MAD de 0, con lo que este fue el único punto de corte. Los resultados del 
agrupamiento en subgrupos están recogidos en la Tabla 4.5.  
Tabla 4.5. Estudios seleccionados para el metaanálisis de efectos aleatorios de la 





Plataforma N Tiempo (h) 
Concentración 
(µM) 
GSE59080 Burwick (2017)439 MM1-S 
Illumina HumanHT-12 
V4.0 expression beadchip 
4 4 1 
GSE64704 Thomas (2015)440 MM1-S 
Illumina HumanHT-12 
V4.0 expression beadchip 
8 3 1 
GSE59805 Palagani (2014)441 MM1-S 
Illumina HumanHT-12 
V4.0 expression beadchip 
4 72 1 
GSE30644 Rickles (2102a)442 MM1-S 
Affymetrix Human 
Genome U133 Plus 2.0 
4 6 0.025 
GSE30644 Rickles (2012b)442 MM1-S 
Affymetrix Human 
Genome U133 Plus 2.0 
4 6 2 
Salamanca Ocio (2010) MM1-S 
Affymetrix Human Gene 
1.0st Array 
4 24 0.01 
GSE14261 Nojima (2009)443 OPM1 
Agilent Whole Human 
Genome Microarray 
4x44K 
2 24 1 
En verde, estudios seleccionados para el subgrupo de tiempos o concentraciones bajos; en 
amarillo, estudios seleccionados para el subgrupo de tiempos o concentraciones intermedios; en 
rojo, estudios seleccionados para el subgrupo de tiempos o concentraciones altos. 
Tras la determinación de los subgrupos se procedió a la selección de genes 
candidatos para el metaanálisis, considerando los genes cuyo valor absoluto del FC fue 
mayor a 1,5 en los 7 estudios propuestos, o en todos los estudios de, al menos, uno de los 
subgrupos de tiempo o concentración, excluyendo los subgrupos que solamente constasen 
de un estudio. Así, se seleccionaron un total de 141 genes para los que la distribución de 
su FC se muestra en la Figura 4.44. Esta distribución se mostró muy similar en los 7 
estudios. El estudio de Rickles (2012b) mostró una mayor dispersión de los valores del 
ln(FC) lo que coincidió con la utilización de concentraciones de dexametasona más 
elevadas. Estas posibles diferencias en cuanto a la concentración empleada, pero también 






Figura 4.44. Diagrama de caja (box plot) del ln(Fold Change) de los 141 genes 
seleccionados para el metaanálisis de dexametasona en monoterapia en líneas celulares de MM. 
El diamante rojo representa el promedio del ln(FC) en cada estudio. 
 
4.3.2.1. Metaanálisis por subgrupos: tiempo de tratamiento 
Para este metaanálisis se determinaron tres subgrupos en función de los puntos de 
corte establecidos mediante la mediana del tiempo de tratamiento y su MAD a las tres y 
a las 9 horas. De este modo, el primer subgrupo (G1) solamente recogió el estudio de 
Thomas (2015) que cumplía el criterio de un tiempo de tratamiento inferior e igual a las 
tres horas. El segundo subgrupo (G2), que englobó los estudios con un tiempo de 
tratamiento inferior o igual a 9 horas, pero superior a las tres horas, incluyó tres estudios: 
Burwick (2017) y los estudios (a) y (b) de Rickles (2012). Por último, el tercer subgrupo 
(G3) integró los estudios a tiempo superior a 9 horas: Palagani (2014), Ocio (2010) y 
Nojima (2009). Mediante el metaanálisis se identificaron 115 genes con p-valor < 0,05 
en el G1, 131 genes en el G2 y 99 genes en el G3 (Anexo 12). De estos genes, 76 fueron 
comunes a los tres subgrupos, de los que 54 presentaron sobreexpresión al tratar con 
dexametasona, y 22 infraexpresión. En la Figura 4.45 se muestran dos ejemplos de 
diagramas de bosque por subgrupos de concentración considerando los dos genes con 













Figura 4.45. Diagrama de bosque (forest plot) del metaanálisis de efectos aleatorios por 
subgrupos de tiempo de tratamiento con dexametasona. a) Diagrama de bosque del gen DDIT4, 
que fue el más sobreexpresado considerando la mediana del FC de los 7 estudios seleccionados 
7 estudios seleccionados. b) Diagrama de bosque del gen CXCL10, que fue el más infraexpresado 







La evaluación de las diferencias entre los tres subgrupos de tiempo de tratamiento 
mostró que, de los 141 genes analizados, 41 genes presentaron diferencias 
estadísticamente significativas entre G1 y G2; 67 genes entre G1 y G3; y 69 genes entre 
los G2 y G3. En la Figura 4.46 se muestran las comparaciones entre los valores de ln(FC) 
obtenidos en los tres subgrupos.  
 
   
Figura 4.46. Diagrama de puntos de los valores de ln(FC) obtenidos para los 141 genes 
estudiados donde se comparan los subgrupos 1, 2 y 3. En rojo se muestran los genes que 
mostraron diferencias estadísticamente significativas entre cada par de subgrupos. 
En las tres comparaciones no se observaron grandes discrepancias en cuanto al 
sentido de la expresión de estos genes, por lo que se evaluará la naturaleza de las 
diferencias de expresión génica sobre las rutas KEGG y los procesos, funciones y 
componentes GO mediante un análisis ORA (Figura 4.47). 
  
Figura 4.47. Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas entre los subgrupos de tiempo de tratamiento con dexametasona. 







Figura 4.47 (continuación). Análisis de sobrerrepresentación de los genes con diferencias 
de expresión estadísticamente significativas entre los subgrupos de tiempo de tratamiento con 
dexametasona. c) TOP 10 procesos biológicos GO y d) TOP 10 funciones moleculares GO.  
Solamente la FM de “unión a citocinas” logró una sobrerrepresentación 
estadísticamente significativa (Figura 4.47d), de manera que el efecto del tiempo sobre 
la expresión génica se estudió de forma específica sobre los genes esta función (Figura 
4.48), observándose que, a medida que se incrementó el tiempo de tratamiento, el efecto 
de la dexametasona sobre la expresión se atenuaba en la mayor parte de los genes. Este 
efecto fue acusado de forma particular en genes que codifican receptores de citocinas 
como CCR1, TGFBR2 y CXCR4 y en el gen FZD4 que codifica una proteína 
transmembrana receptor de proteínas Wnt. Esto sugiere que el efecto máximo de la 
dexametasona sobre la transcripción de los genes de estos receptores se produciría entre 
las tres primeras horas de tratamiento del G1 y las 3-9 horas del G2, con una reducción 
del efecto del fármaco sobre la transcripción a más de 9 horas (G3). Pese a que existen 
diferencias estadísticamente significativas entre G1 y G2 en todos los genes mencionados, 
salvo CXCR4 (Anexo 12), no es conveniente atribuir las diferencias entre ambos 
subgrupos al tiempo de tratamiento ya que G1 solamente consta de un estudio. 
 
Figura 4.48. Valores promedio del ln(Fold Change) de los genes desregulados en función 
molecular “unión a citocina” en los tres subgrupos de tiempo de tratamiento con dexametasona 








4.3.2.2. Metaanálisis por subgrupos: concentración 
En cuanto al metaanálisis por subgrupos de concentración se determinaron tres 
subgrupos considerando como punto de corte la concentración de dexametasona aplicada 
a 1 µM. El primer subgrupo (G1) comprendió los dos estudios realizados a 
concentraciones inferiores a 1 µM: Rickles (2012a) y Ocio (2010); en el segundo 
subgrupo (G2) se agruparon los cuatro estudios a concentraciones iguales a 1 µM: 
Burwick (2017), Thomas (2015), Palagani (2014) y Nojima (2009); por último, el tercer 
subgrupo (G3) solamente constó de un estudio en el que la concentración fue superior a 
1 µM: Rickles (2012b). Mediante el metaanálisis por subgrupos se identificaron 94 genes 
con p-valor < 0,05 en el subgrupo G1, 111 genes en el caso del subgrupo G2 y 133 genes 
en el subgrupo G3 (Anexo 13). Setenta y ocho de estos genes fueron comunes a los tres 
subgrupos, de los que 48 presentaron sobreexpresión y 30 infraexpresión al tratamiento 
con dexametasona. En la Figura 4.49 se muestra un ejemplo de diagrama de bosque para 
el metaanálisis por subgrupos de concentración de los dos genes que, siendo significativos 
en el metaanálisis global, presentaron un mayor valor absoluto de la mediana del FC. 
 
Figura 4.49. Diagrama de bosque (forest plot) del metaanálisis de efectos aleatorios por 
subgrupos de concentración de dexametasona. a) Diagrama de bosque del gen DDIT4, que fue 








Figura 4.49 (continuación). Diagrama de bosque (forest plot) del metaanálisis de efectos 
aleatorios por subgrupos de concentración de dexametasona. b) Diagrama de bosque del gen 
CXCL10, que fue el más infraexpresado considerando la mediana del FC de los 7 estudios 
seleccionados. 
A continuación, se compararon los resultados obtenidos en cada uno de los 
subgrupos para determinar los genes que presentaron diferencias estadísticamente 
significativas en función de la concentración de fármaco empleada: 19 genes presentaron 
diferencias estadísticamente significativas entre los G1 y G2, 15 genes entre G1 y G3, y 
44 genes entre G2 y G3 (Anexo 13). En la Figura 4.50 se muestra la comparación entre 
los valores de ln(FC) de los tres subgrupos de concentración de dexametasona. Puede 
observarse que no aparecen genes estadísticamente significativos entre ninguno de los 
subgrupos con sentidos opuestos de la expresión génica (cuadrantes superior izquierdo e 
inferior derecho). 
   
Figura 4.50. Diagrama de puntos de los valores de ln(FC) obtenidos para los 141 genes 
estudiados donde se comparan los subgrupos 1, 2 y 3 de concentración de dexametasona. En rojo 







En un último paso se procedió al análisis de vías KEGG y términos GO de los genes 
con diferencias estadísticamente significativas entre los tres grupos. Este análisis se 




Figura 4.51. Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas entre los subgrupos de concentración de dexametasona. a) TOP 
10 rutas biológicas KEGG, b) TOP 10 componentes celulares GO, c) TOP 10 procesos biológicos 
GO y d) TOP 10 funciones moleculares GO. 
Aunque el número de genes con diferencias estadísticamente significativas entre los 
subgrupos de concentración fue notablemente menor que en el caso del tiempo de 
tratamiento, aparece desregulada de nuevo la FM de “unión a citocinas”. En este caso se 
observa una gran variabilidad del efecto de la concentración de fármaco sobre la 
expresión génica, ya que, mientras para los genes TGFBR2 y FZD4 es la concentración 
aplicada en el G2 la que produce un mayor cambio en la expresión, esto no ocurre con 













dexametasona aplicadas en los subgrupos G1 y G3 son las que inducen unos mayores 
cambios de expresión. 
 
Figura 4.52. Valores promedio del ln(Fold Change) de los genes desregulados en la 
función “unión a citocinas” en los tres subgrupos concentración de dexametasona (G1, G2 y 
G3). Las barras de error representan la desviación estándar del ln(Fold Change). 
 
4.3.2.3. Metaanálisis global de la dexametasona 
El análisis global considerando los 7 estudios reveló una diferencia en el tamaño del 
efecto estadísticamente significativa a p-valor < 0,05 en 132 genes, de los que 91 
presentaron sobreexpresión y 41 infraexpresión en las muestras tratadas con 
dexametasona (Anexo 14). En la Figura 4.53 se recoge el estudio de sobrerrepresentación 
realizado sobre estos genes en el que se muestran las rutas de señalización KEGG y 
funciones GO con mayor significancia estadística. 
  
Figura 4.53. Análisis de sobrerrepresentación de rutas KEGG y funciones GO con los 
genes con un efecto combinado de la expresión génica estadísticamente significativo en los 7 
estudios seleccionados para el metaanálisis de dexametasona. a) TOP 10 rutas biológicas KEGG, 









Figura 4.53 (continuación). Análisis de sobrerrepresentación de rutas KEGG y funciones 
GO con los genes con un efecto combinado de la expresión génica estadísticamente significativo 
en los 7 estudios seleccionados para el metaanálisis de dexametasona. c) TOP 10 procesos 
biológicos GO y d) TOP 10 funciones moleculares GO. 
Entre los términos GO estadísticamente significativos del análisis ORA, 
encontramos la FM “unión a citocina “(FDR = 0,018) y los PB “vía de señalización 
mediada por quimiocinas” (FDR = 0,0147) y “respuesta al factor de crecimiento 
transformante beta” (FDR = 0,0147), todos ellos relacionados con procesos asociados a 
citocinas. Entre los genes desregulados en estas funciones se encuentran varios receptores 
de citocinas, sobreexpresados con la dexametasona, como CXCR4, CX3CR1, TGFR2 y 
IL6ST. La sobreexpresión de algunos de estos receptores como CXCR4 (z-valor = 6,59, 
p-valor < 0,0001)444 o CX3CR1 (z-valor = 3,80, p-valor = 0,0001)445 ya ha sido reportada 
tras el tratamiento con este compuesto en células de MM. En el caso de CX3CR1, el 
incremento de su expresión se ha asociado a la activación de mecanismos de resistencia 
a dexametasona445. Además, la bajada de la expresión de la citocina CXCL10 (z-valor = -
4,92, p-valor < 0,0001), que ha sido descrita como una citocina antimieloma, ya que 
atenúa el desarrollo tumoral de las células de MM, podría apoyar esta hipótesis de 
aparición de mecanismos de resistencia tras la aplicación de la dexametasona446. 
Otro gen en el que se produce una disminución de los niveles de ARNm es el 
receptor de citocinas CCR1 (z-valor = -4,57, p-valor < 0,0001). CCR1 tiene un papel 
relevante en la destrucción ósea y en la progresión del MM447, por lo que su 













La revisión sistemática de los estudios de expresión génica en HMCLs tratadas con 
bortezomib en monoterapia, condujo a la identificación de 75 series en GEO, 52 series en 
ArrayExpress y 21 muestras correspondientes a tres estudios en SRA. De las 130 series 
detectadas inicialmente, 82 fueron seleccionadas para su revisión tras ser eliminados los 
elementos duplicados en los tres repositorios. Solamente cinco de estas series cumplieron 
los criterios de inclusión y exclusión necesarios para ser incluidas en el metaanálisis. Las 
series de GSE63520 y GSE48785 fueron divididas en dos y cinco estudios, 
respectivamente, al presentar muestras con varios tiempos de tratamiento. La serie 
GSE41929 por su parte fue dividida en cuatro estudios al contener varios tiempos de 
tratamiento y dos líneas celulares diferentes. El número final de estudios considerados 
para el metaanálisis fue de 13. El diagrama de flujo que se muestra en la Figura 4.54, 
detalla el esquema de selección de estudios para el metaanálisis del bortezomib en función 





Figura 4.54. Diagrama de flujo de la selección de estudios incluidos en el metaanálisis de 
la expresión génica en líneas celulares de mieloma múltiple tratadas con bortezomib en 
monoterapia. 
Los 13 estudios seleccionados fueron a continuación clasificados en subgrupos en 




aplicada de bortezomib. Los puntos de corte para el tiempo de tratamiento fueron 
establecidos a las tres y a las15 horas (mediana de 9 horas), mientras que los puntos de 
corte para la concentración fueron establecidos a 10 y a 30 nM (mediana de 20 nM). Los 
resultados del agrupamiento en subgrupos pueden observarse en la Tabla4.6. 
Tabla 4.6. Estudios seleccionados para el metaanálisis de efectos aleatorios de la 











Starheim (2016)449 INA-6 
Illumina HumanHT-12 
V4 0_R2_15002873_B 
6 4 4 
GSE63520 Fristedt (2015a)450 LP-1 
Agilent-SurePrint G3 
Human GE v2 8x60K 
4 6 10 
GSE63520 Fristedt (2015b)450 LP-1 
Agilent-SurePrint G3 
Human GE v2 8x60K 
4 24 10 




2 6 10 
GSE48785 Wiita (2013a)451 MM1-S Illumina HiSeq 2000 2 1.5 20 
GSE48785 Wiita (2013b)451 MM1-S Illumina HiSeq 2000 2 3 20 
GSE48785 Wiita (2013c)451 MM1-S Illumina HiSeq 2000 2 6 20 
GSE48785 Wiita (2013d)451 MM1-S Illumina HiSeq 2000 2 9 20 
GSE48785 Wiita (2013e)451 MM1-S Illumina HiSeq 2000 2 12 20 
GSE41929 Stessman (2103a)452 MM1-S 
Illumina Human Whole-
Genome DASL HT 
array 
2 16 33 
GSE41929 Stessman (2013b)452 MM1-S 
Illumina Human Whole-
Genome DASL HT 
array 
2 24 33 
GSE41929 Stessman (2013c)452 U266 
Illumina Human Whole-
Genome DASL HT 
array 
2 16 33 
GSE41929 Stessman (2103d)452 U266 
Illumina Human Whole-
Genome DASL HT 
array 
2 24 33 
En verde, estudios seleccionados para el subgrupo de tiempos o concentraciones bajos; en 
amarillo, estudios seleccionados para el subgrupo de tiempos o concentraciones intermedios; en 
rojo, estudios seleccionados para el subgrupo de tiempos o concentraciones altos. * Sin 
publicación asociada. 
Se consideraron 863 genes candidatos para el metaanálisis seleccionando aquellos 
genes cuyo valor absoluto del FC fue mayor a 1,5 en los 13 estudios en conjunto o, al 
menos, en todos los estudios de alguno de los subgrupos de tiempo o concentración, 
excluyendo los subgrupos que solamente constasen de un estudio. La distribución de los 
ln(FC) de estos 863 genes en cada uno de los estudios se muestra como diagrama de caja 
en la Figura 4.55. En general se observa que tanto la media como la mediana del ln(FC) 
de estos genes es muy cercana en todos los estudios, sin embargo, los estudios de Starheim 
(2016), Fristedt (2015a) y Oppermann (2014) muestran una menor dispersión de los 
datos. Estos tres estudios, junto con el estudio Fristedt (2015b) forman el subgrupo de 
menor concentración, aunque, como rasgo diferencial, el tiempo de tratamiento en el 




de averiguar la posible influencia tanto del tiempo de tratamiento como de la 
concentración sobre el efecto del bortezomib, se llevarán a cabo sendos metaanálisis por 
subgrupos de tiempo y concentración. Finalmente se procederá al metaanálisis global 
considerando todos los estudios en conjunto. 
 
Figura 4.55. Diagrama de caja (box plot) del ln(Fold Change) (ln[FC]) de los 863 genes 
seleccionados para el metaanálisis de la expresión génica en líneas celulares de mieloma múltiple 
tratadas con bortezomib. El diamante rojo representa el promedio del ln(FC) en cada estudio. 
 
4.3.3.1. Metaanálisis por subgrupos: tiempo de tratamiento 
Se establecieron tres subgrupos para este metaanálisis en función del tiempo de 
tratamiento. El primer subgrupo (G1) comprendió los estudios con un tiempo de 
tratamiento inferior o igual a las tres horas: estudios de Wiita (2013a y 2013b). En cuanto 
al segundo subgrupo (G2), lo formaron los seis estudios con tiempos de tratamiento entre 
las tres y las 15 horas: Starheim (2016), Fristedt (2015a), Oppermann (2014), Wiita 
(2013c), Wiita (2013d) y Wiita (2013e). El tercer subgrupo (G3) se constituyó con los 
cinco estudios que tenían un tiempo de tratamiento superior a las 15h: Fristedt (2015b) y 
los estudios (a), (b), (c) y (d) de Stessmann (2013). Sobre estos subgrupos se realizó el 
metaanálisis que identificó 513 genes estadísticamente significativos a p-valor < 0,05 en 
G1, 505 genes en el caso de G2 y 416 genes en G3 (Anexo 15). Un total de 168 de estos 
genes fueron comunes a los tres subgrupos, de los que 63 presentaron sobreexpresión y 
51 infraexpresión después del tratamiento con bortezomib. Para el resto de los genes, el 
sentido de la expresión fue opuesto entre al menos dos de los subgrupos. En la Figura 
4.56 se muestran dos ejemplos de diagramas de bosque de los genes con mayor valor 








Figura 4.56. Diagrama de bosque (forest plot) del metaanálisis de efectos aleatorios por 
subgrupos de tiempo de tratamiento con bortezomib. a) Diagrama de bosque del gen HSPA6, que 
fue el más sobreexpresado considerando la mediana del FC de los 13 estudios seleccionados. b) 
Diagrama de bosque del gen HBD, que fue el más infraexpresado considerando la mediana del 








La determinación de las diferencias en la expresión génica entre los tres subgrupos 
arrojó 403 genes diferencialmente expresados entre los subgrupos G1 y G2, 766 genes 
entre los subgrupos G1 y G3, y 398 genes entre los subgrupos G2 y G3 (Anexo 15). En 
la Figura 4.57 se muestran, mediante un diagrama de puntos, las diferencias entre los 
valores de ln(FC) obtenidos en los tres subgrupos. 
 
   
Figura 4.57. Diagrama de puntos de los valores de ln(FC) obtenidos para los 863 genes 
estudiados donde se comparan los subgrupos 1, 2 y 3. En rojo se muestran los genes que 
mostraron diferencias estadísticamente significativas entre cada par de subgrupos. 
En un último paso se realizó el análisis ORA utilizando los genes diferencialmente 
expresados entre los tres subgrupos sobre las vías KEGG y los términos GO. El objetivo 
de este análisis fue la determinación de las vías o términos más afectados por el tiempo 
de tratamiento con bortezomib. El resultado de este análisis aparece representado en la 
Figura 4.58. 
   
Figura 4.58. Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas entre los subgrupos de tiempo de tratamiento con bortezomib. a) 









   
Figura 4.58 (continuación). Análisis de sobrerrepresentación de los genes con diferencias 
de expresión estadísticamente significativas entre los subgrupos de tiempo de tratamiento con 
bortezomib. c) TOP 10 procesos biológicos GO y d) TOP 10 funciones moleculares GO. Los 
términos de cada panel están ordenados de mayor a menos significancia estadística. 
El análisis de vías KEGG y funciones GO mostró que las principales vías 
sobrerrepresentadas corresponden a las relacionadas con el procesamiento proteico. Así 
encontramos que 14 genes de la “vía del proteasoma” (FDR < 0,0001) presentaron 
diferencias en al menos dos de los grupos de tiempo. Los valores de ln(FC) de cada uno 
de estos genes en los tres subgrupos se muestran en la Figura 4.59a, donde puede 
observarse que el cambio de expresión aumenta gradualmente a medida que aumenta el 
tiempo de tratamiento. Esto supondría que el efecto del bortezomib a tiempos cortos 
inferiores a las tres horas, como los aplicados en el subgrupo G1, quizá sean insuficientes 
para que pueda llevar a cabo la sobreexpresión de estos componentes de la “vía del 
proteasoma”. Ampliando estos genes mediante la selección de los 47 genes del PB 
“procesamiento catabólico de proteína mediado por proteasoma” (FDR < 0,0001) 














Figura 4.59. Valores promedio del ln(Fold Change) de los genes desregulados en a) la vía 
KEGG del “proteasoma” y b) el proceso biológico GO “procesamiento catabólico de proteína 
mediado por proteasoma”, en los tres subgrupos de tiempo de tratamiento con bortezomib (G1, 
G2 y G3). Las barras de error representan la desviación estándar del ln(Fold Change). 
 
4.3.3.2. Metaanálisis por subgrupos: concentración 
Se establecieron tres subgrupos en función de la concentración aplicada de 
bortezomib. Estos subgrupos fueron determinados en función del valor de la mediana y 
la MAD de las concentraciones de los 13 estudios seleccionados. El primer subgrupo (G1) 
agrupó los estudios realizados con una concentración de bortezomib inferior o igual a 10 
nM: estudios de Starheim (2016), Fristedt (2015a), Fristedt (2015b) y Oppermann (2014). 
El subgrupo 2 (G2) comprendió los cinco estudios en los que la concentración fue 
superior a 10 nM, pero inferior o igual a 30 nM: estudios [a], [b], [c], [d] y [e] de Wiita 
[2013]). El tercer subgrupo (G3) recogió los cuatro estudios cuya concentración fue 
superior a 30 nM: estudios (a), (b), (c) y (d) de Stessman (2013). A través del metaanálisis 
en cada uno de estos subgrupos se detectaron 277 genes estadísticamente significativos a 
p-valor < 0,05 en el G1, 540 genes en el G2 y 650 genes en el G3 (Anexo 16). Finalmente, 
156 de estos genes fueron comunes a los tres subgrupos: presentando 87 de ellos estaban 








bortezomib. En la Figura 4.60 se muestran dos ejemplos de diagrama de bosque para el 
metaanálisis por subgrupos de concentración de bortezomib. 
 
 
Figura 4.60. Diagrama de bosque (forest plot) del metaanálisis de efectos aleatorios por 
subgrupos de concentración de bortezomib. a) Diagrama de bosque del gen HSPA6, que fue el 
más sobreexpresado considerando la mediana del FC de los 13 estudios seleccionados. b) 
Diagrama de bosque del gen HBD, que fue el más infraexpresado considerando la mediana del 








Posteriormente, se llevó a cabo la comparación de la expresión génica entre los tres 
subgrupos. Se detectaron diferencias estadísticamente significativas en 263 genes entre 
los subgrupos G1 y G2, 429 genes entre los subgrupos G1 y G3 y 522 genes entre los 
subgrupos G2 y G3 (Anexo 16). En la Figura 4.61 pueden observarse los valores de 
ln(FC) de los 863 genes seleccionados como candidatos a metaanálisis (Apartado 
4.3.3.1) en los tres subgrupos de concentración de bortezomib en una representación 
mediante diagrama de puntos. En la mayoría de los casos el cambio de expresión entre 
los subgrupos consistió en un cambio de la intensidad de la sobre o la infraexpresión, 
manteniendo el sentido del cambio inducido por el fármaco, aunque hubo una pequeña 
proporción de genes, recogidos en los sectores superior izquierdo e inferior derecho, en 
los que se detectó un cambio de sentido de la expresión. 
   
Figura 4.61. Diagrama de puntos de los valores de ln(FC) obtenidos para los 863 genes 
estudiados donde se comparan los subgrupos 1, 2 y 3 de concentración de bortezomib. En rojo 
se muestran los genes que mostraron diferencias estadísticamente significativas entre cada par 
de subgrupos. 
Como último paso de este metaanálisis por subgrupos se llevó a cabo el análisis 
ORA de rutas biológicas KEGG y funciones GO de los genes que presentaron diferencias 
estadísticamente significativas entre al menos dos de los grupos de concentración de 
fármaco, con el fin de determinar qué procesos se ven afectados por la aplicación de 
diferentes concentraciones de bortezomib. El resultado de este análisis aparece recogido 













Figura 4.62. Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas entre los subgrupos de concentración de bortezomib. a) TOP 10 
vías biológicas KEGG, b) TOP 10 componentes celulares GO, c) TOP 10 procesos biológicos 
GO y d) TOP 10 funciones moleculares GO. Los términos de cada panel están ordenados de 
mayor a menos significancia estadística. 
De nuevo, la vía KEGG con el valor de FDR más significativo fue la “vía del 
proteasoma” (FDR = 0,0123) (Figura 4.62a). Del mismo modo, entre los PB más 
significativos volvió a aparecer el “procesamiento catabólico de proteínas mediado por 
proteasoma” (FDR = 0,0006) (Figura 4.62c). Por tanto, ambas vías también se vieron 
afectadas por la concentración de bortezomib aplicada. Gran parte de los genes que 
aparecen en este análisis estaban también desregulados en función el tiempo de 
tratamiento, por lo que su regulación podría depender tanto de la concentración como del 
tiempo de tratamiento con bortezomib. Sin embargo, aún hay un grupo numeroso de genes 
desregulados con el tiempo de tratamiento que no se encontraban en este nuevo análisis 
(Figura 4.63), por lo que el grado de expresión de esos genes dependería exclusivamente 















Figura 4.63. Valores promedio del ln(Fold Change) de los genes desregulados en a) la vía 
KEGG del “proteasoma” y b) el PB de “procesamiento catabólico de proteínas mediado por 
proteasoma”, en los tres subgrupos de concentración de bortezomib (G1, G2 y G3). Las barras 
de error representan la desviación estándar del ln(Fold Change). 
 
4.3.3.3. Metaanálisis global del bortezomib 
El metaanálisis global se llevó a cabo considerando los 13 estudios seleccionados 
como un conjunto para su análisis. De este modo se reveló una diferencia en el tamaño 
del efecto estadísticamente significativa a p-valor < 0,05 en 686 genes, de los que 381 
presentaron sobreexpresión y 305 infraexpresión en las muestras tratadas con bortezomib 
(Anexo 17). En la Figura 4.64 se recogen las 10 rutas biológicas y los 10 términos GO a 










   
Figura 4.64. Análisis de sobrerrepresentación en rutas KEGG y términos GO 
considerando los 686 genes con una diferencia del tamaño del efecto estadísticamente 
significativa en el metaanálisis de bortezomib. a) TOP 10 rutas biológicas KEGG, b) TOP 10 
componentes celulares GO, c) TOP 10 procesos biológicos GO y d) TOP 10 funciones 
moleculares GO. Los términos de cada panel están ordenados de mayor a menos significancia 
estadística. 
La vía KEGG sobrerrepresentada de manera más significativa fue la “vía del 
proteasoma” (FDR = < 0,0001) con 16 genes desregulados, todos ellos sobreexpresados 
tras el tratamiento con bortezomib. Todos estos genes codifican proteínas que actúan 
como subunidades del complejo del proteasoma (Figura 4.65). La dirección del cambio 
de expresión de estos genes indica que el bortezomib estaría promoviendo su expresión, 
lo que concuerda con lo publicado en otros trabajos en MM453 y en leucemia linfocítica 
crónica454, pudiendo ser este mecanismo un tipo de respuesta a estrés frente a la 
exposición de las células a bortezomib453. Por otro lado, la sobreexpresión de la proteína 
codificada por el gen PSMB5 (z-valor = 4,49, p-valor < 0,0001) también ha sido asociada 
con un posible mecanismo de resistencia en estudios que utilizan líneas celulares 














Figura 4.65. Vía del proteasoma según la base KEGG. En rojo se representan los genes 
sobreexpresados de manera estadísticamente significativa en el metaanálisis global del 
bortezomib. 
Otra de las vías KEGG significativamente sobrerrepresentadas en este trabajo fue 
el “procesamiento de proteínas en el retículo endoplásmico” (FDR = 0,0031) (Figura 
4.66). Esta vía consta de 19 genes desregulados de los que 7 codifican proteínas de choque 
térmico (HSP, del inglés Heat Shock Proteins), asociadas con la respuesta celular 
protectora frente a estrés. Además, asociada a las HSP aparece también desregulada de 
forma significativa (FDR = 0,0007) la FM de “unión a proteínas de choque térmico”. La 
sobreexpresión de estas HSP podría tratarse de un intento de la célula de contrarrestar el 
efecto apoptótico del bortezomib promoviendo vías favorables a la supervivencia453. El 
mecanismo de apoptosis inducida por bortezomib también podría desencadenarse a partir 
de los genes desregulados en esta vía. Este sería un mecanismo de respuesta a estrés y 
estaría mediado por los genes ATF4 (z-valor = 3,69, p-valor = 0,0002) y DDIT3 (z-valor 
= 5,86, p-valor < 0,0001). El estrés en el retículo endoplásmico provocaría la 
sobreexpresión de ambos genes, y esto conduciría a la activación del gen TRIB3 (z-valor 





Figura 4.66. Vía de procesamiento de proteínas en el retículo endoplásmico según la base 
KEGG. En verde se representan los genes infraexpresados y en rojo los sobreexpresados de 
forma estadísticamente significativa en el metaanálisis global del bortezomib. 
 
4.3.4. Lenalidomida 
La acción de la lenalidomida sobre la expresión génica fue evaluada en este trabajo 
mediante revisión sistemática con metaanálisis. Para ello, se realizó una búsqueda 
sistemática de estudios en repositorios de datos de expresión génica en la que se hallaron 
22 series en GEO, 10 series en ArrayExpress y cuatro muestras correspondientes a una 
única serie en SRA. Tras la eliminación de los elementos duplicados, 24 series fueron 
finalmente seleccionadas para su evaluación detallada en función de los criterios de 
inclusión y exclusión previamente determinados. De las 24 series revisadas, dos 
cumplieron los criterios de inclusión y exclusión necesarios para ser incluidas en el 
metaanálisis. Adicionalmente, se añadieron dos series cedidas por el servicio de 
Hematología de Salamanca. Se comprobó la posible subdivisión de las cuatro series en 
diferentes estudios en función de las concentraciones de fármaco empleadas, el tiempo de 
tratamiento o la utilización de varias líneas celulares. Siguiendo estos criterios, la serie 
GSE31452 fue dividida en dos estudios en función de los tiempos de tratamiento 
empleados. Por tanto, el número final de estudios considerados para el metaanálisis fue 
de cinco. El diagrama de flujo que se muestra en la Figura 4.67, detalla el esquema de 
selección de estudios para el metaanálisis de lenalidomida en función de los diferentes 





Figura 4.67. Diagrama de flujo de la selección de estudios incluidos en el metaanálisis de 
la expresión génica en líneas celulares de mieloma múltiple tratadas con lenalidomida. 
Los cinco estudios seleccionados fueron clasificados en subgrupos en función de la 
mediana ± MAD de los tiempos de tratamiento y de la concentración aplicada de 
lenalidomida. Se establecieron los tiempos a 24 y a 72 horas (mediana de 48 horas) como 
puntos de corte del tiempo de tratamiento, mientras que en el caso de la concentración los 
puntos de corte se establecieron a 1 µM y a 59 µM (mediana de 30 µM). El resultado del 
agrupamiento en subgrupos y las características más relevantes de los cinco estudios 





Tabla 4.7. Estudios seleccionados para el metaanálisis de efectos aleatorios de la 









GSE37302 Bolzoni (2013)97 JJN-3 
Affymetrix Human Genome 
U133 Plus 2.0 
6 24 100 
GSE31452 Zhu (2011a)330 OPM2 
Affymetrix Human Genome 
U133 Plus 2.0 
2 48 30 
GSE31452 Zhu (2011b)330 OPM2 
Affymetrix Human Genome 
U133 Plus 2.0 
2 72 30 
Salamanca Ocio (2010a) MM1-S Affymetrix Human Gene 1.0ST 4 24 1 
Salamanca Ocio (2010b) MM1-S Affymetrix Human Gene 1.0ST 4 120 1 
En verde, estudios seleccionados para el subgrupo G1, en amarillo, para el subgrupo G2 
y en rojo, para el subgrupo G3, de tiempo de tratamiento o concentración de lenalidomida. 
La selección de genes para su estudio mediante metaanálisis se llevó a cabo 
mediante el criterio del FC explicado en la Sección de Material y métodos, de manera 
que se consideraron 1.164 genes como candidatos. La distribución de los ln(FC) de estos 
genes aparece reflejada en la Figura 4.68, donde se muestra una mayor dispersión de los 
ln(FC) en los estudios (a) y (b) de Zhu (2011) que en el resto de estudios, ambos 
pertenecientes a los subgrupos intermedios tanto de tiempo de tratamiento como de 
concentración. La influencia de estos factores sobre la expresión génica será evaluada a 
continuación mediante metaanálisis por subgrupos. 
 
Figura 4.68. Diagrama de caja (box plot) del ln(Fold Change) (ln[FC])de los 1.164 genes 
seleccionados para el metaanálisis de la expresión génica en líneas celulares de MM tratadas 




4.3.4.1. Metaanálisis por subgrupos: tiempo de tratamiento 
Los cinco estudios seleccionados se clasificaron en tres subgrupos en función de los 
tiempos de tratamiento con lenalidomida. El primer subgrupo (G1) comprendió los 
estudios con un tiempo menor o igual a las 24 horas: estudios de Bolzoni (2013) y Ocio 
(2010a). El subgrupo 2 (G2) agrupó los estudios con un tiempo superior a las 24 horas, 
pero inferior o igual a 72 horas: estudios (a) y (b) de Zhu (2011). Mientras que en el 
subgrupo 3 (G3) se recogió el único estudio con un tiempo superior a las 72 horas: estudio 
de Ocio (2010b). El metaanálisis por subgrupos de tiempo detectó 559 genes 
estadísticamente significativos a p-valor < 0,05 en el subgrupo G1, 1.107 genes en el 
subgrupo G2 y 776 genes en el subgrupo G3 (Anexo 18). Trescientos ochenta y cuatro 
de estos genes presentaron desregulación estadísticamente significativa de forma común 
a los tres subgrupos, de los que 178 presentaron sobreexpresión y 185 infraexpresión tras 
el tratamiento con lenalidomida. En la Figura 4.69 se muestran los dos genes con mayor 
y menor valor mediano del FC para los cinco estudios de lenalidomida. 
 
 
Figura 4.69. Diagrama de bosque (forest plot) del metaanálisis de efectos aleatorios por 
subgrupos de tiempo de tratamiento con lenalidomida. a) Diagrama de bosque del gen CCL2, 








Figura 4.69 (continuación). Diagrama de bosque (forest plot) del metaanálisis de efectos 
aleatorios por subgrupos de tiempo de tratamiento con lenalidomida. b) Diagrama de bosque del 
gen UNC13C, que fue el más infraexpresado considerando la mediana del FC de los cinco 
estudios seleccionados. 
Al contrastar las diferencias entre los tres subgrupos sobre los 1.164 genes 
analizados, se detectaron diferencias de expresión estadísticamente significativas (p-valor 
< 0,05) en 954 genes entre los subgrupos G1 y G2, en 299 genes entre los subgrupos G1 
y G3, y en 1.022 genes entre los subgrupos G2 y G3 (Anexo 18). Las mayores diferencias 
se detectaron en las comparaciones realizadas frente al subgrupo G2 (Figura 4.70). 
   
Figura 4.70. Diagrama de puntos de los valores de ln(FC) obtenidos para los 1.164 genes 
estudiados donde se comparan los subgrupos 1, 2 y 3 del metaanálisis por subgrupos de tiempo 
de tratamiento con lenalidomida. En rojo se muestran los genes que mostraron diferencias 







Con los genes que presentaron diferencias de expresión estadísticamente 
significativas entre los tres subgrupos de tiempo de tratamiento se realizó el análisis ORA 
considerando las bases de vías y funciones KEGG y GO (Figura 4.71). 
  
   
Figura 4.71. Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas entre los subgrupos de tiempo de tratamiento con lenalidomida. 
En esta figura se recogen las 10 rutas KEGG y los10 términos GO con un menor valor de FDR. 
a) TOP 10 rutas biológicas KEGG, b) TOP 10 componentes celulares GO, c) TOP 10 procesos 
biológicos GO y d) TOP 10 funciones moleculares GO. 
Una de las vías KEGG entre las 10 más significativas en función del FDR en el 
análisis ORA fue la “biogénesis de ribosomas en eucariotas” (FDR = 0,0034). De los 82 
genes que intervienen en esta ruta, 17 presentaron diferencias de expresión en al menos 
dos de los subgrupos de tiempo de tratamiento en nuestro trabajo. La lenalidomida ejerció 
una infraexpresión en estos 17 genes más acusada, en el subgrupo G2 que en los otros 
dos subgrupos (Figura 4.72). Sin embargo, no es posible achacar este efecto directamente 
al tiempo de tratamiento, ya que podría ser debido a la plataforma de análisis o a otro 












subgrupo G2 pertenecen a la misma serie (serie GSE31452). Además, el resultado de las 
comparaciones frente al subgrupo G3 puede no ser muy preciso al constar este subgrupo 
de un único estudio. 
 
Figura 4.72. Valores promedio del ln(Fold Change) de los genes desregulados en la vía de 
biogénesis de ribosomas en eucariotas en los tres subgrupos de tiempo de tratamiento con 
lenalidomida (G1, G2 y G3). Las barras de error representan la desviación estándar del ln(Fold 
Change). 
 
4.3.4.2. Metaanálisis por subgrupos: concentración 
La estratificación de los cinco estudios en función de la concentración de 
lenalidomida dio lugar a tres subgrupos. En el primer subgrupo (G1) se recogieron los 
estudios llevados a cabo con una concentración del compuesto inferior o igual a 1 µM: 
los estudios (a) y (b) de Ocio (2010) cumplieron este criterio. El subgrupo 2 (G2) aglutinó 
los estudios con concentraciones superiores a 1 µM pero inferiores o iguales a 59 µM: 
estudios (a) y (b) de Zhu (2011). Por último, el subgrupo 3 (G3) recopiló los estudios con 
una concentración superior a 59 µM, por lo que únicamente el estudio de Bolzoni (2013) 
satisfizo este requerimiento. El metaanálisis sobre los genes seleccionados en estos 
subgrupos resultó en 532 genes con expresión génica diferencial estadísticamente 
significativa a p-valor < 0,05 en el subgrupo G1, 1.107 genes en el subgrupo G2 y 776 
genes en el subgrupo G3 (Anexo 19). Los cruces de las listas de genes diferencialmente 
expresados identificaron 428 genes comúnmente desregulados en los tres subgrupos, de 
los que 219 presentaron sobreexpresión y 188 infraexpresión al tratar con lenalidomida. 
En la Figura 4.73 se recogen los diagramas de árboles de los genes CCL2 y UNC13C 






Figura 4.73. Diagrama de bosque (forest plot) del metaanálisis de efectos aleatorios por 
subgrupos de concentración de lenalidomida. a) Diagrama de bosque del gen CCL2, que fue el 
más sobreexpresado considerando la mediana del FC de los cinco estudios seleccionados. b) 
Diagrama de bosque del gen UNC13C, que fue el más infraexpresado considerando la mediana 








La comparación de la expresión génica entre los tres subgrupos determinó la 
expresión diferencial de 960 genes entre los subgrupos G1 y G2, 341 genes entre los 
subgrupos G1 y G3, y 1.015 genes entre los subgrupos G2 y G3 (Anexo 19). Estas 
diferencias se muestran mediante diagrama de puntos en la Figura 4.74, donde se observa 
que al igual que en el metaanálisis por subgrupos para el tiempo de tratamiento, las 
diferencias de expresión con el subgrupo G2 fueron las más acusadas. 
   
Figura 4.74. Diagrama de puntos de los valores de ln(FC) obtenidos para los 1164 genes 
estudiados donde se comparan los subgrupos 1, 2 y 3 del metaanálisis por subgrupos de 
concentración de lenalidomida. En rojo se muestran los genes que mostraron diferencias 
estadísticamente significativas entre cada par de subgrupos. 
Por último, se procedió al análisis ORA con estos genes que presentaron diferencias 
estadísticamente significativas entre los subgrupos de concentración de lenalidomida. Los 
resultados de los términos KEGG o GO que fueron más afectados por las diferencias de 
concentración de lenalidomida se recogen en la Figura 4.75. 
  
Figura 4.75. Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas entre los subgrupos de concentración de lenalidomida. En esta 
figura se recogen las 10 vías KEGG y los10 términos GO con un menor valor de FDR. a) TOP 









Figura 4.75 (continuación). Análisis de sobrerrepresentación de los genes con diferencias 
de expresión estadísticamente significativas entre los subgrupos de concentración de 
lenalidomida. En esta figura se recogen las 10 vías KEGG y los10 términos GO con un menor 
valor de FDR. c) TOP 10 procesos biológicos GO y d) TOP 10 funciones moleculares GO. 
De forma similar al análisis por subgrupos de tiempo de tratamiento, la vía de 
“biogénesis de ribosomas en eucariotas” fue una de las más significativamente 
sobrerrepresentadas con un FDR = 0,0068. Aunque en este caso también los genes del 
subgrupo G2 mostraron una desregulación mayor cuando se aplicó el tratamiento con 
lenalidomida (Figura 4.76), este efecto puede ser debido no solo a la concentración de 
fármaco, sino también a otros factores ya que los estudios que forman este subgrupo G2 
también pertenecen a la misma serie: GSE31452. 
 
Figura 4.76. Valores promedio del ln(Fold Change) de los genes desregulados en la vía de 
biogénesis de ribosomas en eucariotas en los tres subgrupos de concentración de lenalidomida 









4.3.4.3. Metaanálisis global de lenalidomida 
El metaanálisis global considerando los cinco estudios en conjunto reveló el efecto 
combinado estadísticamente significativo a p-valor < 0,05 de 948 genes, de los que 470 
genes presentaron sobreexpresión y 478 infraexpresión en las muestras tratadas con 
lenalidomida. La lista con los 948 genes así como su sentido de expresión y significancia 
estadística puede ser consultadas en el Anexo 20. En la Figura 4.77 se recoge el análisis 
ORA realizado sobre estos genes recogiéndose las 10 vías de señalización KEGG más 
representativas, así como las funciones GO más relevantes. 
   
   
Figura 4.77. Análisis de sobrerrepresentación sobre vías KEGG y términos GO 
considerando los 948 genes con un tamaño del efecto estadísticamente significativos en el 
metaanálisis de la expresión génica del tratamiento con lenalidomida. En cada panel se recogen 
los 10 términos con mayor significancia estadística en función del FDR. a) TOP 10 rutas 
biológicas KEGG, b) TOP 10 componentes celulares GO, c) TOP 10 procesos biológicos GO y 
d) TOP 10 funciones moleculares GO. 
La vía KEGG con un menor valor de FDR fue la “biogénesis de ribosomas en 












todos ellos infraexpresados en las muestras tratadas con lenalidomida. La supresión de 
esta vía a través del tratamiento con lenalidomida ya se había descrito previamente en 
MM457. Su desregulación podría estar desencadenada por la infraexpresión del 
protooncogén MYC (z-valor = -2,85, p-valor = 0,0043), que coordina la transcripción de 
los genes necesarios para el procesamiento de los precursores del ARNr, que contribuyen 
al ensamblaje del ribosoma como NOP56 (z-valor = -2,77, p-valor = 0,0056), BOP1 (z-
valor = -3,11, p-valor = 0,0019), DCK1 (z-valor = -3,40, p-valor = 0,0007) y NPM1 (z-
valor = -2,43, p-valor = 0,0151)458. Este último gen, NPM1, es además responsable de la 
regulación de múltiples pasos en la biogénesis de ribosomas, y su pérdida conlleva la 
reducción de la síntesis proteica y el bloqueo de la proliferación celular459. 
 
Figura 4.78. Vía de la biogénesis de ribosomas en eucariotas según la base KEGG. En 
verde se representan los genes infraexpresados de forma estadísticamente significativa en el 




Otra de las vías KEGG sobrerrepresentadas de manera estadísticamente 
significativa fue la de “presentación y procesamiento de antígenos” (FDR = 0,0005) 
(Figura 4.79). De los 77 genes que integran de forma canónica esta vía, 16 se encontraron 
desregulados en nuestro análisis, de los que 14 presentaron sobreexpresión y dos 
infraexpresión después del tratamiento con lenalidomida. Entre los genes 
sobreexpresados, se encontraron genes relacionados tanto con el complejo mayor de 
histocompatibilidad (MHC) tipo I, como con el MHC tipo II, lo que sugiere una 
potenciación de ambos complejos proteicos por parte de la lenalidomida. Se ha descrito 
que los tumores tratan de evadir la respuesta inmune adaptativa mediante la 
infraexpresión de MHC tipo I en la superficie celular460. Un mecanismo similar ocurre 
MHC tipo II, complejo esencial para la presentación de antígenos que producen la 
activación de los linfocitos T CD4+ y por consiguiente la respuesta antitumoral, y que se 
ha comprobado su infraexpresión en células mielomatosas461. Por tanto, la sobreexpresión 
de ambos complejos por la lenalidomida sería uno de los mecanismos que conduciría a la 
modulación de la respuesta inmune. El tratamiento con lenalidomida conduciría a la 
activación y proliferación de células T, lo que llevaría a la activación de las células NK 
produciendo la muerte de las células mielomatosas462. 
 
Figura 4.79. Vía de la presentación y procesamiento de antígenos según la base KEGG. 
En verde se representan los genes infraexpresados y en rojo los sobreexpresados de forma 







4.3.5. Pomalidomida  
La pomalidomida es el segundo de los agentes inmunomoduladores para el que se 
realizó una revisión sistemática con metaanálisis. Para ello, se realizó una búsqueda 
sistemática de estudios de HMCLs tratados con pomalidomida en los repositorios online. 
El resultado de esta búsqueda fue la detección de seis series en GEO, cinco series en 
ArrayExpress, y, en cuanto al repositorio SRA, no se detectó ninguna serie tratada con 
pomalidomida. Del total de 11 series detectadas, solamente seis fueron seleccionadas para 
su revisión detallada tras eliminar los elementos duplicados. Únicamente una de las seis 
series cumplió con los criterios de inclusión y exclusión necesarios para ser introducida 
en el metaanálisis. Finalmente, fueron añadidas dos series adicionales disponibles en el 
laboratorio de Hematología de Salamanca. Se comprobó la posible subdivisión de las tres 
series en diferentes estudios en función de las concentraciones de fármaco empleadas, el 
tiempo de tratamiento o la utilización de varias líneas celulares, no detectándose ningún 
tipo de división. Por tanto, el número final de estudios considerados para el metaanálisis 
fue de tres. El diagrama de flujo que se muestra en la Figura 4.80, detalla el esquema de 
selección de estudios para el metaanálisis de pomalidomida en función de los diferentes 





Figura 4.80. Diagrama de flujo del proceso de selección de estudios incluidos en el 
metaanálisis de la expresión génica en líneas celulares de mieloma múltiple tratadas con 
pomalidomida. 
Para la determinación de los subgrupos en función de las medianas y la MAD de 
los tiempos de tratamiento y de la concentración aplicada se estableció un único punto de 
corte tanto para para el tiempo de tratamiento (24 horas) como para la concentración (1 






Tabla 4.8. Estudios seleccionados para el metaanálisis de efectos aleatorios de la 









GSE37302 Bolzoni (2013)97 JJN-3 
Affymetrix Human 
Genome U133 Plus 2.0 
Array 
6 24 100 
Salamanca Ocio (2010a) MM1-S 
Affymetrix Human Gene 
1.0 ST Array 
4 24 1 
Salamanca Ocio (2010b) MM1-S 
Affymetrix Human Gene 
1.0 ST Array 
4 120 1 
En amarillo, estudios seleccionados para el subgrupo de tiempos o concentraciones 
intermedias; en rojo, estudios seleccionados para el subgrupo de tiempos o concentraciones 
altas. 
En cada uno de estos tres estudios se seleccionaron los genes con un valor absoluto 
del FC > 1,5. Finalmente se seleccionaron 212 genes para realizar el metaanálisis. La 
distribución de los ln(FC) de estos 212 genes se muestra en la Figura 4.81, donde puede 
observarse una ligera tendencia a la sobreexpresión (ln[FC] > 0) en todos los estudios, 
acentuada en los estudios Ocio (2010a) y Ocio (2010b). 
 
Figura 4.81. Diagrama de caja (box plot) del ln(Fold Change) (ln[FC]) de los 212 genes 
seleccionados para el metaanálisis de pomalidomida en líneas celulares de mieloma múltiple. El 
diamante rojo representa el promedio del ln(FC) en cada estudio. 
 
4.3.5.1. Metaanálisis por subgrupos: tiempo de tratamiento 
Al ser únicamente tres los estudios seleccionados para este metaanálisis, se 
estableció un único punto de corte a las 24 horas. No hubo estudios con un tiempo de 
tratamiento inferior a las 24 horas, por lo que el análisis solo se llevó a cabo en dos 
subgrupos. El subgrupo 1 (G1) comprendió los estudios realizados en un tiempo inferior 




estudio llevado a cabo a un tiempo superior a las 24 horas: Ocio (2010b). El análisis de 
la expresión génica diferencial mediante metaanálisis por subgrupos de tiempo detectó 
123 genes estadísticamente significativos a p-valor < 0,05 en el subgrupo G1 y 204 genes 
en el subgrupo G2 (Anexo 21). Se encontraron 116 genes comunes a los dos subgrupos, 
de los que 82 presentaron sobreexpresión y 34 infraexpresión al tratar con pomalidomida. 
En la Figura 4.82 se muestran, a modo de ejemplo, los dos genes que obtuvieron un 
mayor y un menor valor mediano del FC en el análisis del tratamiento con pomalidomida. 
 
 
Figura 4.82. Diagrama de bosque (forest plot) del metaanálisis de efectos aleatorios por 
subgrupos de tiempo de tratamiento con pomalidomida. a) Diagrama de bosque del gen MILR1, 








Figura 4.82 (continuación). Diagrama de bosque (forest plot) del metaanálisis de efectos 
aleatorios por subgrupos de tiempo de tratamiento con pomalidomida. b) Diagrama de bosque 
del gen AMPD1, que fue el más infraexpresado considerando la mediana del FC de los tres 
estudios seleccionados. 
La comparación de los resultados obtenidos para la expresión génica en los dos 
subgrupos de tiempo de tratamiento, realizada mediante la prueba de Wald, detectó 71 
genes que presentaron diferencias estadísticamente significativas a p-valor < 0,05 entre 
ambos subgrupos (Anexo 21). Estas diferencias a nivel de FC pueden observarse en la 
Figura 4.83. Todos los genes diferencialmente expresados en los dos subgrupos 
presentaron diferencias en cuanto a la cuantía del cambio en el mismo sentido de la 
expresión en los dos grupos, y no hubo genes que presentasen un cambio de sentido. 
 
Figura 4.83. Diagrama de puntos de los valores de ln(FC) obtenidos para los 212 genes 
estudiados donde se comparan los subgrupos 1 y 2 del metaanálisis por subgrupos de tiempo de 
tratamiento con pomalidomida. En rojo se muestran los genes que mostraron diferencias 






Sobre estos 71 genes diferencialmente expresados se realizó el análisis ORA de 
genes en vías biológicas KEGG y términos GO, con el fin de determinar qué procesos 
podrían estar afectados por el tiempo de tratamiento. Este análisis aparece recogido en la 
Figura 4.84. 
  
   
Figura 4.84. Análisis de sobrerrepresentación de los 71 genes con diferencias de expresión 
estadísticamente significativas entre los subgrupos de tiempo de tratamiento con pomalidomida. 
En cada panel se recogen las 10 rutas KEGG o los 10 términos GO con un menor valor de FDR. 
a) TOP 10 rutas biológicas KEGG, b) TOP 10 componentes celulares GO. c) TOP 10 procesos 
biológicos GO y d) TOP 10 funciones moleculares GO. 
Ninguna vía KEGG o término GO resultó estadísticamente significativo 
considerando un FDR < 0,05. Por este motivo se procedió al análisis de la influencia del 
tiempo de tratamiento sobre la expresión de los genes, aunque para la selección de los 
genes que fueron analizados se utilizó como apoyo el resultado del análisis ORA. Así, se 
procedió al análisis de los genes recogidos la vía KEGG “regulación del citoesqueleto de 
actina”, ya que fue la primera en significancia estadística, aunque no alcanzó valores 












alcanzar valores significativos, esta vía representa uno de los mecanismos de acción 
primarios de la pomalidomida463. De este modo, se detectaron cinco genes desregulados 
pertenecientes a esta vía, cuatro de ellos sobreexpresados y uno infraexpresado. En el 
caso de los genes sobreexpresados se observaron valores del FC mayores a tiempos de 
tratamiento más prolongados, mientras que en el caso del gen infraexpresado se observó 
que la pomalidomida tendría menor efecto a tiempos de tratamiento mayores (Figura 
4.85a). Para confirmar esta tendencia, se seleccionaron los genes de la vía KEGG o 
término GO con un mayor número de genes desregulados, que en este caso fue la 
“regulación positiva de la actividad quinasa” (FDR = 0,5976), con 8 genes, ratificando 
los resultados obtenidos anteriormente (Figura 4.85b). En cualquier caso, estos 




Figura 4.85. Valores promedio del ln(Fold Change) de los genes desregulados en a) la 
ruta KEGG “vía de regulación del citoesqueleto de actina” y b) la función GO “regulación 
positiva de la actividad quinasa”, en los dos subgrupos de tiempo de tratamiento con 









4.3.5.2. Metaanálisis por subgrupos: concentración 
De manera similar al análisis por subgrupos de tiempo, en el análisis por subgrupos 
de concentración de pomalidomida aparece un único punto de corte a 1 µM debido a la 
inclusión de únicamente tres estudios. Ninguno de los estudios presentó concentraciones 
inferiores a 1 µM. El primer subgrupo (G1), recogió los estudios a concentraciones 
iguales a 1 µM: estudios (a) y (b) de Ocio (2010); y el subgrupo 2 (G2) estuvo formado 
por el estudio de Bolzoni (2013), que fue el único realizado con una concentración 
superior a 1 µM. Mediante el metaanálisis en estos dos subgrupos fueron determinados 
203 genes estadísticamente significativos a p-valor < 0,05 en el subgrupo G1 y 165 genes 
en el caso del G2 (Anexo 22). El cruce de estas dos listas determinó que 156 de estos 
genes fueron comunes a ambas, de los que 101 genes presentaron sobreexpresión y 45 
infraexpresión al tratamiento con pomalidomida. Dos ejemplos de genes para este 
metaanálisis por subgrupos aparecen recogidos en la Figura 4.86. 
 
Figura 4.86. Diagrama de bosque (forest plot) del metaanálisis de efectos aleatorios por 
subgrupos concentración de pomalidomida. a) Diagrama de bosque del gen MILR1, que fue el 







Figura 4.86 (continuación). Diagrama de bosque (forest plot) del metaanálisis de efectos 
aleatorios por subgrupos concentración de pomalidomida. b) Diagrama de bosque del gen 
AMPD1, que fue el más infraexpresado considerando la mediana del FC de los tres estudios 
seleccionados. 
La comparación de los resultados de los metaanálisis de los dos subgrupos 
determinó que 161 genes de los 212 genes analizados presentaron diferencias 
estadísticamente significativas entre ambos subgrupos (Anexo 22), lo que supone un 
porcentaje del 76,1% del total de genes analizado (Figura 4.87), implicando que la mayor 
parte de los genes muestra diferencias de expresión en función de la concentración 
aplicada de pomalidomida.  
 
Figura 4.87. Diagrama de puntos de los valores de ln(FC) obtenidos para los 212 genes 
estudiados donde se comparan los subgrupos 1 y 2 del metaanálisis por subgrupos concentración 
de pomalidomida. En rojo se muestran los genes que mostraron diferencias estadísticamente 






Esto podría ser indicador de una alta heterogeneidad de los dos grupos dependiente 
de la concentración de fármaco aplicada, por lo que se trató de elucidar qué vías podrían 
verse afectadas por este cambio y de qué manera las diferentes concentraciones afectan a 
la expresión génica. Para ello se procedió al análisis de rutas biológicas KEGG y 
funciones GO sobre estos genes (Figura 4.88). 
   
   
Figura 4.88. Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas entre los subgrupos concentración de pomalidomida. En cada 
panel se recogen las 10 rutas KEGG o los 10 términos GO estadísticamente más significativos 
en función de su FDR. a) TOP 10 rutas biológicas KEGG, b) TOP 10 componentes celulares GO, 
c) TOP 10 procesos biológicos GO y d) TOP 10 funciones moleculares GO. 
Entre las vías KEGG, solamente la vía de “linaje de células hematopoyéticas” 
resultó estadísticamente significativa con un FDR = 0,0017. Esta vía está representada 
por 8 genes desregulados, de los que seis presentaron mayor incremento del FC en el 
subgrupo G1. Otros dos genes, IL7 y KITLG, presentaron mayor desregulación a mayores 
concentraciones (Figura 4.89a). El mismo análisis sobre los genes correspondientes al 












= 0,0288), obtuvo resultados similares (Figura 4.89b). Por tanto, en ningún caso podría 
establecerse una tendencia general a que uno u otro grupo de concentración establezca un 
patrón concreto de expresión génica, pudiendo ser un evento particular de cada gen o un 
evento totalmente aleatorio. En cualquier caso, este resultado no podría ser concluyente 
debido al bajo número de estudios en ambos subgrupos. 
 
 
Figura 4.89. Valores promedio del ln(Fold Change) de los genes desregulados en a) la vía 
KEGG del “linaje de células hematopoyéticas” y b) el término GO de “migración celular tipo 
ameboide”, en los dos subgrupos de concentración de pomalidomida (G1 y G2). Las barras de 
error representan la desviación estándar del ln(Fold Change). 
 
4.3.5.3. Metaanálisis global de la pomalidomida 
El análisis global para la pomalidomida considerando los tres estudios 
seleccionados en conjunto, reveló un tamaño del efecto estadísticamente significativo a 
p-valor < 0,05 en la expresión de 165 genes, de los que 110 genes presentaron 








En comparación con la lenalidomida, que es el otro IMiD estudiado en este trabajo, la 
pomalidomida indujo una cantidad muy inferior de cambios en los niveles de expresión 
de los genes analizados (948 genes desregulados por la lenalidomida, frente a los 165 
genes de la pomalidomida). Sin embargo, a pesar de estas disimilitudes, el análisis ORA 
en rutas biológicas y funciones GO sobre los 165 genes (Figura 4.90) reveló vías 
comunes desreguladas por ambos fármacos.  
  
  
Figura 4.90. Análisis de sobrerrepresentación en vías biológicas KEGG y términos GO 
considerando los 165 genes estadísticamente significativos en estudio mediante metaanálisis de 
la expresión génica en líneas celulares tratadas con pomalidomida. En cada panel se recogen las 
10 rutas KEGG o los 10 términos GO estadísticamente más significativos en función del FDR. a) 
TOP 10 rutas biológicas KEGG, b) TOP 10 componentes celulares GO, c) TOP 10 procesos 
biológicos GO y d) TOP 10 funciones moleculares GO. 
De esta manera, aunque no hubo vías KEGG significativas a FDR < 0,05, hay que 
destacar que una de las vías con mayor sobrerrepresentación fue, al igual que en el caso 
de la lenalidomida, la vía de “procesamiento y presentación de antígenos” (FDR = 












sobreexpresando componentes del MHC tipo II, además del componente de la vía del 
MHC de tipo I HSPA1A (z-valor = 2,15, p-valor = 0,0318), miembro de la familia de 
proteínas Hspa70. Por tanto, el mecanismo de modulación de la respuesta inmune sería 
muy similar al llevado a cabo por la lenalidomida, actuando en el caso de la lenalidomida 
sobre un mayor número de componentes tanto del MHC tipo I como del MHC tipo II. 
 
Figura 4.91. Vía de la presentación y procesamiento de antígenos según la base KEGG. 
En rojo se representan los genes infraexpresados de forma estadísticamente significativa en el 
metaanálisis global de la pomalidomida. 
Por otro lado, la pomalidomida podría además estar modulando la proliferación y 
diferenciación de ciertos tipos celulares a través de su acción sobre el “linaje 
hematopoyético” (FDR = 0,183) (Figura 4.92). Esta acción la llevaría a cabo mediante 
la sobreexpresión de la interleucina 7 (IL7, z-valor = 2,14, p-valor = 0,0323), que es una 
molécula que estimula la proliferación de las células del linaje linfoide como las células 
B y T, y las células NK464. La inducción de estos tipos celulares por la pomalidomida 
conduciría a una respuesta inmune antimieloma465, que produciría la lisis de las células 





Figura 4.92. Linaje hematopoyético según la base KEGG. En verde se representan los 
genes infraexpresados y en rojo los sobreexpresados de forma estadísticamente significativa en 







Se realizó en un primer paso una búsqueda sistemática de estudios llevados a cabo 
en líneas celulares de MM tratadas con panobinostat depositados en repositorios online 
de datos genómicos. Esta búsqueda obtuvo 30 series en GEO, 23 series en ArrayExpress 
y 72 muestras en SRA correspondientes a dos series. Treinta y cinco series fueron 
seleccionadas para su revisión detallada tras ser eliminados los elementos duplicados en 
los tres repositorios. Dos de las 35 series cumplieron los criterios de inclusión y exclusión 
necesarios para ser incluidas en el metaanálisis. Se añadió además una serie adicional que 
se disponía en el laboratorio de Hematología de Salamanca. Dos de las series 
seleccionadas, GSE30524 y GSE56623, fueron divididas en dos y cuatro estudios, 
respectivamente. El motivo de la subdivisión fue que en ambas series se aplicó una misma 
concentración de panobinostat a tiempos diferentes. En el caso de la serie GSE56623, se 
realizó una segunda subdivisión ya que se aplicaron estos regímenes de tratamiento sobre 
dos líneas celulares diferentes. Como resultado, el número final de estudios considerados 
para el metaanálisis fue de 7. El diagrama de flujo que se muestra en la Figura 4.93, 
detalla el esquema de selección de estudios para el metaanálisis de la panobinostat en 





Figura 4.93. Diagrama de flujo del proceso de selección de estudios incluidos en el 
metaanálisis de la expresión génica en líneas celulares de mieloma múltiple tratadas con 
panobinostat. 
Los 7 estudios seleccionados se clasificaron en subgrupos en función de la mediana 
± MAD de los tiempos de tratamiento y de la concentración aplicada de panobinostat. Se 
establecieron como puntos de corte los tiempos de tratamiento a seis y a 42 horas 
(mediana = 24 horas), mientras que para la concentración se estableció un único punto de 
corte a 10 nM al ser la MAD = 0 (mediana = 10 nM). Los resultados del agrupamiento en 




Tabla 4.9. Estudios seleccionados para el metaanálisis de efectos aleatorios de la 






























Affymetrix Human Genome 
U133 Plus 2.0 Array 






Affymetrix Human Genome 
U133 Plus 2.0 Array 
2 24 20 
Salamanca Paino (2010) MM1-S 
Affymetrix Human Genome 
U133 Plus 2.0 Array 
4 48 7 
En verde, estudios seleccionados para el subgrupo G1, en amarillo, para el subgrupo G2 
y en rojo, para el subgrupo G3, de tiempo de tratamiento o concentración de panobinostat. NA: 
no aplicable debido a que es una serie del Servicio de Hematología de Salamanca.  
Una vez establecidos los subgrupos de tiempo y concentración fueron determinados 
los genes candidatos para el metaanálisis. Se consideraron los genes cuyo valor absoluto 
del FC fue mayor a 1,5 en los tres estudios o, al menos, en todos los estudios de uno de 
los subgrupos de tiempo o concentración, excluyendo los subgrupos que solamente 
constasen de un estudio. De esta manera, fueron seleccionados 2.056 genes para realizar 
su estudio mediante metaanálisis. En la Figura 4.94, se muestra la distribución del ln(FC) 
de estos 2.056 genes, donde puede observarse una mayor dispersión del ln(FC) en los 
estudios (a-b) de Lemaire (2012) y (a-d) de Matthews (2013), probablemente debido al 
hecho de que fueron realizados a tiempos más largos de tratamiento. Sin embargo, esta 
tendencia no se aprecia en el estudio de Paino (2010), quizá porque fue el estudio en el 
que, a pesar de contar con el mayor tiempo de tratamiento (48 h), se aplicó también la 
menor concentración del fármaco (7 nM). La influencia sobre la expresión génica de estos 








Figura 4.94. Diagrama de caja (box plot) del ln(Fold Change) (ln[FC]) de los 2.056 genes 
seleccionados para el metaanálisis de panobinostat en monoterapia en líneas celulares de 
mieloma múltiple. El diamante rojo representa el promedio del ln(FC) en cada estudio. 
 
4.3.6.1. Metaanálisis por subgrupos: tiempo de tratamiento 
Los 7 estudios de panobinostat se clasificaron en tres subgrupos de tiempo de 
tratamiento. En un primer subgrupo (G1) se recogieron los estudios de Lemaire (2012a) 
y (a) y (c) de Matthews (2013), que fueron realizados a un tiempo inferior o igual a las 6 
horas. El segundo subgrupo (G2) comprendió los estudios con tiempos superiores a las 6 
horas, pero inferiores o iguales a las 42 horas, de manera que fueron tres los estudios que 
cumplieron estos requisitos: Lemaire (2012b) y los estudios (b) y (d) de Matthews (2013). 
Por último, el tercer subgrupo (G3) estuvo formado por un único estudio cuyo tiempo de 
tratamiento fue superior a las 42 horas (Paino [2010]). El metaanálisis por subgrupos de 
tiempo detectó 1.266 genes con diferencias de expresión estadísticamente significativas 
a p-valor < 0,05 en el subgrupo G1, 1.498 genes en el caso del subgrupo G2 y 1.269 genes 
en el subgrupo G3 (Anexo 24). El cruce de las listas de genes diferencialmente expresados 
reveló 665 genes comunes a los tres subgrupos, de los que 232 presentaron 
sobreexpresión y 356 infraexpresión al tratar con panobinostat, el resto de los genes 
presentaron sentidos de expresión opuestos entre alguno de los subgrupos. En la Figura 
4.95 se muestran dos ejemplos de diagramas de bosque de los genes con mayor valor 







Figura 4.95. Diagrama de bosque (forest plot) del metaanálisis de efectos aleatorios por 
subgrupos de tiempo de tratamiento con panobinostat. a) Diagrama de bosque del gen SYT11, 
que fue el más sobreexpresado considerando la mediana del FC de los 7 estudios seleccionados. 
b) Diagrama de bosque del gen SUV39H1, que fue el más infraexpresado considerando la 








Se compararon las diferencias de expresión génica entre los tres subgrupos mediante 
una prueba estadística tipo Wald. Esta prueba detectó que 837 genes presentaron 
diferencias estadísticamente significativas (p-valor < 0,05) entre los subgrupos G1 y G2, 
942 genes entre los subgrupos G1 y G3, y 936 genes entre los subgrupos G2 y G3 (Anexo 
24). En la Figura 4.96 se muestra mediante un diagrama de puntos las diferencias entre 
los valores de ln(FC) obtenidos en los tres subgrupos. 
   
Figura 4.96. Diagrama de puntos de los valores de ln(FC) obtenidos para los 2.056 genes 
estudiados donde se comparan los subgrupos 1, 2 y 3. En rojo se muestran los genes que 
mostraron diferencias estadísticamente significativas entre cada par de subgrupos. 
Sobre los genes desregulados entre los tres subgrupos se realizó el análisis de 
sobrerrepresentación de genes en rutas biológicas KEGG y términos GO. Las 10 vías 
KEGG y términos GO a los niveles PB, FM y CC se recogen en la Figura 4.97. 
    
Figura 4.97. Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas entre los subgrupos de tiempo de tratamiento con panobinostat. 
En cada panel se recogen las 10 rutas KEGG o los 10 términos GO con mayor significancia 










Figura 4.97 (continuación): Análisis de sobrerrepresentación de los genes con 
diferencias de expresión estadísticamente significativas entre los subgrupos de tiempo de 
tratamiento con panobinostat. En cada panel se recogen las 10 rutas KEGG o los 10 
términos GO con mayor significancia estadística en función del FDR. c) TOP 10 procesos 
biológicos GO y d) TOP 10 funciones moleculares GO. 
El análisis ORA muestra numerosos procesos de gran importancia en el 
mecanismo de acción del panobinostat, como son el ciclo celular468, la replicación469, la 
recombinación470 y la reparación del ADN471, que podrían estar afectados por el tiempo 
de tratamiento. Para dilucidar la influencia temporal sobre la expresión génica, 
seleccionamos la vía KEGG con un menor valor de FDR, que fue el “ciclo celular” (FDR 
< 0,0001), contando con un total de 30 genes desregulados. El estudio de la influencia del 
tiempo de tratamiento sobre estos 30 genes no arrojó resultados concluyentes, ya que no 
se detectó ningún patrón de expresión génica dependiente del tiempo, como puede 
observarse en la Figura 4.98. Los cambios de expresión al tratamiento parecieron 
depender exclusivamente del gen analizado, ya que, por ejemplo, mientras los genes de 
la familia de inhibidores de ciclinas dependientes de quinasas (CDKN) presentaron una 
mayor desregulación a tiempos de tratamiento bajos, otros genes, como los de la familia 
del complejo de mantenimiento de minicromosomas (MCM), presentaron la mayor 











Figura 4.98. Valores promedio del ln(Fold Change) de los genes desregulados en la vía 
del ciclo celular en los tres subgrupos de tiempo de tratamiento con panobinostat (G1, G2 y G3). 
Las barras de error representan la desviación estándar del ln(Fold Change). 
 
4.3.6.2. Metaanálisis por subgrupos: concentración 
El punto de corte para determinar los subgrupos de concentración de panobinostat 
fue de 10 nM, de manera que fueron establecidos tres subgrupos considerando los 7 
estudios seleccionados. En el primer grupo (G1), que agrupó los estudios a una 
concentración menor de 10 nM, solamente se incluyó el estudio de Paino (2010). En el 
segundo subgrupo (G2) se recogieron los cuatro estudios (a-d) de Matthews (2013) cuya 
concentración de panobinostat fue de 10 nM. Finalmente, en el tercer subgrupo (G3) se 
encuadraron los dos estudios, (a) y (b) de Lemaire (2012), cuyas concentraciones fueron 
superiores a 10 nM. Mediante el metaanálisis por subgrupos se determinaron 1.269 genes 
con expresión diferencial estadísticamente significativa a p-valor < 0,05 en el subgrupo 
G1, 1.400 genes en el caso del subgrupo G2 y 1.430 genes en el subgrupo G3 (Anexo 
25). El cruce de estas tres listas determinó que 662 de estos genes fueron comunes a los 
tres subgrupos, de los que 264 presentaron sobreexpresión y 313 infraexpresión al tratar 
con panobinostat. En la Figura 4.99 se muestran dos ejemplos de diagrama de bosque 







Figura 4.99. Diagrama de bosque (forest plot) del metaanálisis de efectos aleatorios por 
subgrupos de concentración de panobinostat. a) Diagrama de bosque del gen SYT11, que fue el 
más sobreexpresado considerando la mediana del FC de los 7 estudios seleccionados. b) 
Diagrama de bosque del gen SUV39H1, que fue el más infraexpresado considerando la mediana 








La comparación de la expresión génica entre los tres subgrupos reveló que 835 
genes presentaron diferencias estadísticamente significativas entre los subgrupos G1 y 
G2, 909 genes entre los subgrupos G1 y G3, y 513 genes entre los subgrupos G2 y G3 
(Anexo 25). En la Figura 4.100 pueden observarse los valores de ln(FC) de cada uno de 
los 2.056 genes estudiados en los tres subgrupos de concentración de bortezomib en una 
representación mediante diagrama de puntos. 
 
Figura 4.100. Diagrama de puntos de los valores de ln(FC) obtenidos para los 2.056 genes 
estudiados donde se comparan los subgrupos 1, 2 y 3. En rojo se muestran los genes que 
mostraron diferencias estadísticamente significativas entre cada par de subgrupos. 
Sobre los genes desregulados entre al menos dos de los subgrupos se llevó a cabo 
un análisis ORA en vías biológicas KEGG y términos GO para determinar los procesos 
afectados por la aplicación de diferentes concentraciones de panobinostat. Los resultados 
de este análisis se recogen en la Figura 4.101. 
   
Figura 4.101. Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas entre los subgrupos de concentración de panobinostat. En cada 
uno de los paneles se recogen las 10 rutas KEGG y los 10 términos GO con un menor valor de 








   
Figura 4.101 (continuación). Análisis de sobrerrepresentación de los genes con 
diferencias de expresión estadísticamente significativas entre los subgrupos de concentración de 
panobinostat. En cada uno de los paneles se recogen las 10 rutas KEGG y los 10 términos GO 
con un menor valor de FDR. c) TOP 10 procesos biológicos GO y d) TOP 10 funciones 
moleculares GO. 
Entre los procesos que podrían verse afectados por aplicar distintas 
concentraciones de panobinostat se encontraba la “vía de señalización del receptor de 
células B” (FDR = 0,0149), que implica de forma secundaria a otras vías relevantes en el 
mecanismo de acción del panobinostat como la “vía MAPK”472 y la “vía de señalización 
NF-κB”473, o vías asociadas a mecanismos de resistencia frente a este fármaco como la 
“vía de regulación del citoesqueleto de actina”474. En nuestro trabajo encontramos 15 
genes desregulados entre al menos dos de los subgrupos de concentración asociados a la 
“vía de señalización del receptor de células B” (Figura 4.102), pero no fue posible asociar 
ninguna tendencia en el cambio de expresión génica a la diferencia de concentración por 
dos motivos: 1) los estudios del subgrupo G2 por un lado, y del subgrupo G3 por otro 
correspondieron a una única serie, GSE56623 y GSE30524, respectivamente, por lo que 
la causa de las diferencias entre ambos subgrupos podría ser el factor microarray. 2) el 










Figura 4.102. Valores promedio del ln(Fold Change) de los genes desregulados en la vía 
de señalización del receptor de células B en los tres subgrupos de concentración de panobinostat 
(G1, G2 y G3). Las barras de error representan la desviación estándar del ln(Fold Change). 
 
4.3.6.3. Metaanálisis global de panobinostat 
El metaanálisis global sobre la expresión génica diferencial considerando los 
valores de FC de los 2.056 genes seleccionados en los 7 estudios reveló el efecto 
combinado estadísticamente significativo a p-valor < 0,05 de 1.706 genes, de los que 912 
presentaron sobreexpresión y 794 genes infraexpresión en las muestras tratadas con 
panobinostat. La lista con los 1.706 genes estadísticamente significativos puede ser 
consultada en el Anexo 26. En la Figura 4.103 se recogen las 10 rutas biológicas KEGG, 
así como los 10 PB, FM y CC GO más relevantes relacionados con estos 1.706 genes 
estadísticamente significativos. 
  
Figura 4.103. Análisis de sobrerrepresentación sobre vías KEGG y términos GO 
considerando los 1.706 genes con un tamaño del efecto estadísticamente significativo en el 
metaanálisis de la expresión génica para el tratamiento con panobinostat. En cada panel se 
recogen las 10 vías KEGG o los 10 términos GO con menor valor del FDR. a) TOP 10 vías 









Figura 4.103 (continuación). Análisis de sobrerrepresentación sobre vías KEGG y 
términos GO considerando los 1.706 genes con un tamaño del efecto estadísticamente 
significativo en el metaanálisis de la expresión génica para el tratamiento con panobinostat. En 
cada panel se recogen las 10 vías KEGG o los 10 términos GO con menor valor del FDR. c) TOP 
10 procesos biológicos GO y d) TOP 10 funciones moleculares GO. 
Tanto la vía KEGG como la FM GO de “replicación del ADN” fueron los términos 
con un mayor valor de significancia en sus respectivos análisis con un FDR < 0,0001 en 
ambos casos. Como ya se indicó anteriormente, la regulación de la replicación del ADN 
es uno de los mecanismos de acción conocidos de los HDACi como panobinostat469. De 
los 36 genes en que consiste esta vía KEGG, en nuestro trabajo hemos detectado una 
infraexpresión estadísticamente significativa al tratamiento en 16 de ellos (Figura 4.104). 
La regulación negativa de los genes implicados en replicación del ADN ya ha sido 
reportada de forma particular para panobinostat en patologías como el carcinoma de 
células escamosas de cabeza y cuello (CCECC)475. Uno de los mecanismos que regula 
este proceso es dependiente de la expresión del gen PCNA, que actúa de abrazadera para 
la unión de la ADN polimerasa. La aplicación de panobinostat sobre las células habría 
producido la inhibición del gen PCNA (z-valor = -4,46, p-valor < 0,0001) a través de la 
activación del gen CDKN1A (z-valor = 6,97, p-valor < 0,0001)476. Sin embargo, según se 
ha descrito en CCECC, el hecho de que se haya observado desregulación negativa de una 
buena parte de los genes implicados en este proceso, y de la existencia de un posible 
mecanismo de represión de la replicación como es la inhibición de PCNA, parece que 
podría no ser suficiente para producir la inhibición de esta vía, ya que funcionaría de 
manera normal en presencia del fármaco, y por consiguiente, no se llegaría a producir la 









Figura 4.104. Vía de la replicación del ADN según la base KEGG. En verde se representan 
los genes infraexpresados y en rojo los sobreexpresados de forma estadísticamente significativa 
en el metaanálisis global del panobinostat. 
Esto conduce a la búsqueda de otras vías alternativas para dilucidar el mecanismo 
de acción implicado en la parada del crecimiento producida por el panobinostat. En el 
análisis ORA resultaron también tener gran relevancia las vías y funciones asociadas al 
ciclo celular, de manera que la propia vía KEGG del “ciclo celular”, así como los PB 
asociados a esta, como la “transición de fase del ciclo celular” o el “punto de control del 
ciclo celular”, mostraron una sobrerrepresentación en genes altamente significativa (FDR 
< 0,01). Centrándonos en la vía KEGG “ciclo celular”, detectamos 27 genes desregulados 
de los que seis presentaron sobreexpresión y 21 infraexpresión con el tratamiento (Figura 
4.105). Entre estos genes nos encontramos de nuevo con PCNA, pero también con el gen 
CDKN1A. Respecto a este último, se ha demostrado que CDKN1A, reprime el promotor 




transcripción E2F479, controlados asimismo por CDKN1A. También se ha demostrado que 
la pérdida de expresión de PLK1 induce la entrada en apoptosis de la célula tumoral480, 
así como la inhibición del crecimiento tumoral481. De este modo, parece que el mecanismo 
de inhibición del crecimiento podría estar en relación con la sobreexpresión de CDKN1A, 
que llevaría a la represión de los genes E2F1 (z-valor = -3,88, p-valor = 0,0001) y E2F2 
(z-valor = -3,33, p-valor = 0,0009), conduciendo también a la inhibición de PLK1 (z-valor 
= -7,86, p-valor < 0,0001) dependiente de E2F477. 
 
Figura 4.105. Vía del ciclo celular según la base KEGG. En verde se representan los genes 
infraexpresados y en rojo los sobreexpresados de forma estadísticamente significativa en el 
metaanálisis global del panobinostat. 
 
4.3.7. Azacitidina 
Se llevó a cabo una búsqueda sistemática de estudios de expresión génica de 
muestras de HMCLs tratadas con este fármaco en monoterapia. Como resultado de esta 
búsqueda sistemática, llevada a cabo en tres repositorios, se identificaron 268 series en 
GEO, 108 series en ArrayExpress y 64 muestras en SRA correspondientes a tres series. 
Tras la eliminación de las series duplicadas se seleccionaron 377 series para ser revisadas 
con mayor profundidad. De estas 377 series revisadas, únicamente una serie cumplió los 
criterios de inclusión y exclusión necesarios para ser considerada en el metaanálisis. Esta 




al emplear dos líneas celulares y dos tiempos de tratamiento. En los cuatro estudios la 
concentración aplicada de azacitidina fue de 10 nM. El diagrama de flujo que se muestra 
en la Figura 4.106, detalla el esquema de selección de estudios para el metaanálisis de la 
azacitidina en función de los diferentes criterios de inclusión y exclusión. 
 
Figura 4.106. Diagrama de flujo del proceso de selección de estudios incluidos en el 
metaanálisis de la expresión génica en líneas celulares de mieloma múltiple tratadas con 
azacitidina. 
Los cuatro estudios resultantes fueron clasificados en subgrupos en función de la 
mediana ± MAD de los tiempos de tratamiento, estableciendo los tiempos a 4 y a 24 horas 




función de la concentración de azacitidina ya que los cuatro estudios presentaron los 
mismos valores de concentración de fármaco. Los resultados del agrupamiento pueden 
observarse en la Tabla 4.10. 
Tabla 4.10. Estudios seleccionados para el metaanálisis de efectos aleatorios de la 
























U266 Illumina HiSeq 2500 5 24 10 
En verde estudios seleccionados para el subgrupo G1 y en amarillo para el subgrupo G2, 
de tiempo de tratamiento con azacitidina. 
El cálculo de la expresión diferencial en cada uno de los estudios, considerando el 
valor absoluto del FC, supuso la selección de 145 genes candidatos para el metaanálisis. 
La representación gráfica del ln(FC) de estos genes se muestra en la Figura 4.107 donde 
se puede observar una tendencia a la infraexpresión de los genes de los estudios con 
tiempos de tratamiento menores (Matthews [2013a] y Matthews [2013c]). La influencia 
sobre la expresión de los distintos tiempos de aplicación de la azacitidina será evaluada 
mediante metaanálisis por subgrupos en los siguientes apartados. 
 
Figura 4.107. Diagrama de caja del ln(Fold Change) de los 145 genes seleccionados para 
el metaanálisis de azacitidina en monoterapia en líneas celulares de mieloma múltiple. El 





4.3.7.1. Metaanálisis por subgrupos: tiempo de tratamiento 
El estudio de la expresión génica diferencial mediante metaanálisis en los subgrupos 
de tiempo se realizó considerando los 145 genes seleccionados como se indicó 
anteriormente. Para llevar a cabo el metaanálisis, los cuatro estudios fueron clasificados 
en dos subgrupos en función del tiempo de tratamiento con azacitidina, ya que solamente 
se dispuso de estudios con tiempos de tratamiento a las cuatro y 24 horas. Por tanto, los 
estudios (a) y (c) de Matthews (2013) fueron asignados al subgrupo 1 (G1), mientras que 
el segundo subgrupo (G2) recogió los estudios (b) y (d) también de Matthews (2013). A 
través de la técnica de metaanálisis, se detectaron 111 genes con un valor combinado de 
la expresión diferencial estadísticamente significativo a p-valor < 0,05 en el subgrupo G1, 
y 57 genes en el caso de G2 (Anexo 27). Tras cruzar las dos listas de genes, se 
determinaron 48 genes comunes a los dos subgrupos, de los que 22 genes presentaron 
sobreexpresión y 24 genes infraexpresión en las muestras tratadas con azacitidina. En la 
Figura 4.108 se muestran dos ejemplos de diagramas de bosque de los genes con mayor 
valor absoluto de la mediana de FC considerando los cuatro estudios. 
 
 
Figura 4.108. Diagrama de bosque (forest plot) del metaanálisis de efectos aleatorios 
por subgrupos de tiempo de tratamiento con azacitidina. a) Diagrama de bosque del gen PNMA5, 








Figura 4.108 (continuación). Diagrama de bosque (forest plot) del metaanálisis de efectos 
aleatorios por subgrupos de tiempo de tratamiento con azacitidina. b) Diagrama de bosque del 
gen INSIG1, que fue el más infraexpresado considerando la mediana del FC de los cuatro 
estudios seleccionados. 
La comparación de los resultados obtenidos en los dos subgrupos mediante una 
prueba estadística tipo Wald detectó que 61 genes de los 145 sometidos a metaanálisis 
presentaron diferencias estadísticamente significativas entre G1 y G2 (Anexo 27). En la 
Figura 4.109 se muestra mediante un diagrama de puntos las diferencias entre los valores 
de ln(FC) obtenidos en los dos subgrupos. 
 
Figura 4.109. Diagrama de puntos de los valores de ln(FC) obtenidos para los 145 genes 
estudiados donde se comparan los subgrupos 1 y 2. En rojo se muestran los genes que mostraron 






En un último paso se realizó el análisis ORA de genes en rutas biológicas KEGG 
y términos GO utilizando los 61 genes diferencialmente expresados entre los dos 
subgrupos. Mediante este análisis se buscó determinar qué vías o términos se vieron más 
afectados por la aplicación de diferentes tiempos de tratamiento. Los resultados de este 
análisis se detallan en la Figura 4.110. 
  
   
Figura 4.110.: Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas entre los subgrupos de tiempo de tratamiento con azacitidina. En 
cada panel se recogen las 10 rutas KEGG o los10 términos GO con un menor valor de FDR. a) 
TOP 10 rutas biológicas KEGG, b) TOP 10 componentes celulares GO, c) TOP 10 procesos 
biológicos GO y d) TOP 10 funciones moleculares GO. 
Considerando las vías KEGG, la influencia del tiempo de tratamiento fue 
estadísticamente significativa en la vía de “biosíntesis de esteroides” con un FDR = 
0,0195. El efecto de la azacitidina en esta vía ha sido previamente reportado en relación 
a la modulación de la biosíntesis de colesterol482. En este estudio se detectaron tres genes 
desregulados por azacitidina cuya expresión podría ser dependiente del tiempo de 












DHCR7 y LSS, todos implicados en la biosíntesis de colesterol. El efecto del tiempo de 
tratamiento que se detectó en este análisis fue un mayor cambio de expresión génica a los 
tiempos del subgrupo G1, es decir, a las 4 horas. El efecto del compuesto a los tiempos 
del subgrupo G2 (24 horas) apareció muy atenuado en relación a G1 (Figura 4.111a). 
Para confirmar este resultado con una lista más amplia de genes, se procedió al análisis 
de los genes del PB más significativo, que en este caso fue la “vía de señalización RE-
núcleo” (FDR = 0,0071), observándose el mismo efecto que en el análisis anterior, tanto 
en genes sobreexpresados como infraexpresados (Figura 4.111b). Por tanto, parece que 
los tiempos cortos de tratamiento podrían favorecer el mecanismo de desregulación de la 
expresión génica de la azacitidina. 
 
 
Figura 4.111. Valores promedio del ln(Fold Change) de los genes desregulados en a) la 
vía KEGG de “biosíntesis de esteroides” y b) la FM de GO “vía de señalización retículo 
endoplásmico (RE)-núcleo”, en los dos subgrupos de tiempo de tratamiento con azacitidina (G1 
y G2). Las barras de error representan la desviación estándar del ln(Fold Change). 
 
4.3.7.2. Metaanálisis por subgrupos: concentración 
Como se indicó en el Apartado 4.3.7. no se llevó a cabo el metaanálisis por 
subgrupos de concentración ya que los cuatro estudios seleccionados presentaron la 









4.3.7.3. Metaanálisis global de la azacitidina 
El metaanálisis global sobre los cuatro estudios seleccionados para el metaanálisis 
de la azacitidina reveló el efecto combinado estadísticamente significativo (p-valor < 
0,05) de 91 genes, de los que 38 presentaron sobreexpresión y 53 genes infraexpresión en 
las muestras tratadas con azacitidina (Anexo 28). En la Figura 4.112 se recogen las 10 
rutas biológicas KEGG y los términos GO a los niveles PB, FM y CC más relevantes 
asociados con estos 91 genes. 
   
  
Figura 4.112. Análisis de sobrerrepresentación sobre vías biológicas KEGG y términos 
GO considerando los 91 genes que presentaron una diferencia del tamaño del efecto 
estadísticamente significativa en el metaanálisis de la expresión génica para el tratamiento con 
azacitidina. En cada panel se recogen las 10 vías KEGG y los 10 términos GO con menor valor 
del FDR. a) TOP 10 vías biológicas KEGG, b) TOP 10 componentes celulares GO, c) TOP 10 
procesos biológicos GO y d) TOP 10 funciones moleculares GO. 
En el análisis de vías KEGG solamente una vía obtuvo resultados estadísticamente 












anteriormente, estudios previos han reportado la acción de la azacitidina sobre uno de los 
brazos de esta vía como es la biosíntesis de colesterol482. En nuestro trabajo se detectaron 
cinco genes desregulados en esta vía, de los que cuatro presentaron infraexpresión, 
DHCR7, FDFT1, LSS1 y MSMO1, mientras que un gen, el citocromo CYP27B1, presentó 
sobreexpresión. Aunque la detección de infraexpresión podría no considerarse a priori 
como un efecto esperado en el mecanismo de acción de un agente hipometilante, la 
azacitidina, así como la decitabina, cuentan con mecanismos de acción duales, que en el 
caso de la azacitidina son debidos a la dosis aplicada del compuesto, produciendo 
hipometilación a dosis bajas y citotoxicidad a dosis más altas139. Volviendo a la “vía de 
biosíntesis de esteroides”, los cinco genes desregulados están implicados en la biosíntesis 
de colesterol (Figura 4.113) y uno de ellos, FDFT1, codifica una enzima, la escualeno 
sintasa (SQS), esencial para la biosíntesis de colesterol en humanos484 y responsable de 
la regulación del gen LSS1, implicado en el transporte inverso de colesterol del hígado al 
plasma485. La actividad de la enzima SQS, junto con el proceso de síntesis de colesterol, 
se han demostrado esenciales para la formación de balsas lipídicas asociadas al colesterol 
en las células cancerígenas486, proponiéndose que la sobreexpresión de este gen podría 
estar involucrado en el desarrollo de procesos carcinogénicos487. La infraexpresión del 
gen FDFT1 (z-valor = -2,21, p-valor = 0,0272) se ha observado en tratamientos con otros 
agentes hipometilantes como la decitabina483, y su desregulación junto con la de los genes 
LSS1 (z-valor = -2,55, p-valor = 0,0107) y MSMO1 (z-valor = -3,60, p-valor = 0,0003) 
también se ha descrito con otros agentes terapéuticos como el paclitaxel488, sugiriéndose 
en ambos casos que provocaría una regulación negativa de la biosíntesis del colesterol 
mediante la cual, este fármaco ejercería su efecto citotóxico en las células cancerígenas.  
En lo que respecta a la sobreexpresión del gen CYP27B1 (z-valor = 6,15, p-valor < 
0,0001) se ha visto que su promotor aparece metilado en varios tipos de cáncer, como el 
cáncer de mama489 o los linfomas490. De hecho, el descenso de su expresión se ha asociado 
con el incremento de la agresividad en cáncer de ovario491, y el incremento de su 
expresión se ha asociado a un papel quimiopreventivo en cáncer debido a la modulación 
de la producción de vitamina D492. Por tanto, la azacitidina podría producir la 
desmetilación del promotor del gen CYP27B1, favoreciendo su expresión y la producción 
de vitamina D, lo que conduciría a la reducción del riesgo de progresión del cáncer493. 
Además, este gen también está implicado en uno de los PB estadísticamente significativos 
asociados en este trabajo al tratamiento con azacitidina, el “desarrollo de tejido 
biomineral” (FDR = 0,0192). Se ha demostrado en ratones, que la ausencia de la proteína 
codificada por CYP27B1, produce una pobre mineralización ósea494, por lo que el rescate 
de la expresión de este gen, junto con genes como NBR1 (z-valor = 4,05, p-valor < 
0,0001), implicado en el mantenimiento del hueso, podría conducir a una mejoría en el 






Figura 4.113. Vía de la biosíntesis de esteroides según la base KEGG. En verde se 
representan los genes infraexpresados y en rojo los sobreexpresados de forma estadísticamente 








Se llevó a cabo una búsqueda sistemática de estudios de HMCLs tratadas con 
decitabina en monoterapia en repositorios online de datos genómicos. De esta manera, se 
localizaron 161 series en GEO, 130 series en ArrayExpress y 45 muestras 
correspondientes a 7 series en SRA. Del total de 298 series, 204 series fueron 
seleccionadas para su revisión en detalle tras la eliminación de los elementos duplicados 
en los tres repositorios. Únicamente dos de las 204 series cumplieron los criterios de 
inclusión y exclusión necesarios para ser consideradas en el metaanálisis. Una de las 
series incluidas, concretamente la serie E-MEXP-1269, fue posteriormente dividida en 
tres estudios debido a que presentó datos procedentes de tres líneas celulares diferentes. 
Así, el número final de estudios considerados para el metaanálisis fue de cuatro. El 
diagrama de flujo que se muestra en la Figura 4.114, detalla el esquema de selección de 
estudios para el metaanálisis de la decitabina en función de los diferentes criterios de 





Figura 4.114. Diagrama de flujo del proceso de selección de estudios incluidos en el 
metaanálisis de la expresión génica en líneas celulares de mieloma múltiple tratadas con 
decitabina. 
Estos cuatro estudios seleccionados fueron a continuación clasificados en subgrupos 
en función de la mediana ± MAD de los tiempos de tratamiento y de la concentración 
aplicada de decitabina. El punto de corte para el tiempo de tratamiento fue establecido a 
las 168 horas, mientras que el punto de corte para la concentración se determinó a 0,5 




Tabla 4.11. Estudios seleccionados para el metaanálisis de efectos aleatorios de la 












































En verde, estudios seleccionados para el subgrupo de tiempos o concentraciones bajos; en 
amarillo, estudios seleccionados para el subgrupo de tiempos o concentraciones intermedias. 
Una vez determinados los subgrupos para el metaanálisis de la decitabina, se 
seleccionaron 123 genes candidatos en función de su valor absoluto del FC. En la Figura 
4.115 se muestra la distribución del ln(FC) de los 123 genes seleccionados, donde puede 
apreciarse una tendencia en todos los estudios a la sobreexpresión de los genes 
seleccionados, con medianas para los ln(FC) superiores a cero en los cuatro estudios. La 
prevalencia de la sobreexpresión en todos los estudios podría ser el reflejo del efecto de 
la hipometilación producida por la decitabina. 
 
Figura 4.115. Diagrama de caja del ln(Fold Change) de los 123 genes seleccionados para 
el metaanálisis de decitabina en monoterapia en líneas celulares de MM. El diamante rojo 
representa el promedio del ln(FC) en cada estudio. 
La posible influencia de los tiempos de tratamiento y concentraciones de decitabina 
sobre la expresión génica en los cuatro estudios seleccionados se evaluó mediante 




4.3.8.1. Metaanálisis por subgrupos: tiempo de tratamiento y concentración 
El metaanálisis por subgrupos de tiempo y concentración para la decitabina se llevó 
a cabo de forma conjunta debido a que la clasificación de los estudios en subgrupos fue 
similar para ambos factores de variabilidad. De este modo, en el primer subgrupo (G1) 
únicamente se incluyó el estudio de Nojima (2009), que se realizó a un tiempo de 
tratamiento de 72 horas y una concentración de 0,1 µM. En el subgrupo 2 (G2) se 
encuentran los estudios con un tiempo de tratamiento de 168 horas y una concentración 
de 0,5 µM, quedando encuadrados en el subgrupo los estudios (a), (b) y (c) de Heller 
(2008). El metaanálisis por subgrupos reveló 60 genes con diferencias en la expresión 
estadísticamente significativas a p-valor < 0,05 en el subgrupo G1 y 87 genes en el 
subgrupo G2 (Anexo 29). El cruce de las listas de genes estadísticamente significativos 
de ambos subgrupos encontró que 41 de estos genes fueron comunes a ambas listas, de 
los que 29 estaban sobreexpresados y 7 infraexpresados al tratar con decitabina, el resto 
de los genes presentaron sentidos de expresión en los dos subgrupos. En la Figura 4.116 
se muestran dos ejemplos de diagramas de bosque de los genes con mayor valor absoluto 
de la mediana de FC considerando los cuatro estudios. 
 
Figura 4.116: Diagrama de bosque (forest plot) del metaanálisis de efectos aleatorios 
por subgrupos de tiempo de tratamiento con decitabina. a) Diagrama de bosque del gen TKTL1 








Figura 4.116 (continuación). Diagrama de bosque (forest plot) del metaanálisis de efectos 
aleatorios por subgrupos de tiempo de tratamiento con decitabina. b) Diagrama de bosque del 
gen NFIL3, que fue el más infraexpresado considerando la mediana del FC de los cuatro estudios 
seleccionados. 
En un siguiente análisis se trató de identificar las posibles diferencias entre los dos 
subgrupos mediante una prueba estadística tipo Wald en los 123 genes analizados, 
obteniendo que 34 genes presentaron diferencias estadísticamente significativas entre los 
subgrupos G1 y G2 (Anexo 29). En la Figura 4.117 se muestra las diferencias entre los 
valores de ln(FC) obtenidos en los dos subgrupos. 
 
Figura 4.117. Diagrama de puntos de los valores de ln(FC) obtenidos para los 123 genes 
estudiados donde se comparan los subgrupos 1 y 2. En rojo se muestran los genes que mostraron 






Mediante un análisis ORA sobre los 34 genes se trató de determinar las vías 
biológicas KEGG y los términos GO que podrían verse afectados por la aplicación de 
diferentes tiempos de tratamiento o concentración de decitabina (Figura 4.118). 
  
  
Figura 4.118. Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas entre los subgrupos de tiempo de tratamiento y concentración de 
decitabina. En cada panel se recogen las 10 vías KEGG o los10 términos GO con un menor valor 
de FDR. a) TOP 10 vías biológicas KEGG, b) TOP 10 componentes celulares GO, c) TOP 10 
procesos biológicos GO y d) TOP 10 funciones moleculares GO. 
Ninguna de las vías biológicas KEGG o términos GO resultó estadísticamente 
significativo a FDR < 0,05. No obstante, se procedió al estudio del efecto del tiempo de 
tratamiento y la concentración aplicada de decitabina sobre los genes de la vía KEGG 
“diferenciación de osteoclastos” que fue la que alcanzó un menor valor de FDR (FDR = 
0,1447). Esta vía constó de cuatro genes desregulados en los que se observó un mayor 
incremento de la expresión en los estudios del subgrupo G2 que en el estudio del G1 
(Figura 4.119), lo que podría indicar que un aumento del tiempo de tratamiento y de la 












tiene que ser tratado de forma cautelosa al consistir el subgrupo G1 en un único estudio, 
y al estar el G2 constituido por tres estudios de la misma serie experimental. 
 
Figura 4.119. Valores promedio del ln(Fold Change) de los genes desregulados 
en la vía de diferenciación de osteoclastos en los dos subgrupos de decitabina (G1 y 
G2). Las barras de error representan la desviación estándar del ln(Fold Change). 
 
4.3.8.2. Metaanálisis global de la decitabina 
El metaanálisis global considerando los cuatro estudios de manera conjunta reveló 
el efecto combinado estadísticamente significativo (p-valor < 0,05) de 80 genes, de los 
que 66 estaban sobreexpresados y 14 infraexpresados en las muestras tratadas con 
decitabina (Anexo 30). En la Figura 4.120 se recogen las 10 rutas biológicas KEGG, y 
los términos GO más relevantes asociados con estos 80 genes desregulados. 
  
Figura 4.120. Análisis de sobrerrepresentación sobre vías KEGG y términos GO 
considerando los 80 genes con una diferencia en el tamaño del efecto estadísticamente 
significativa en el metaanálisis de la expresión génica de la decitabina. En cada panel se recogen 
las 10 rutas KEGG o los10 términos con menor FDR. a) TOP 10 rutas biológicas KEGG, b) TOP 









Figura 4.120 (continuación). Análisis de sobrerrepresentación sobre vías KEGG y 
términos GO considerando los 80 genes con una diferencia en el tamaño del efecto 
estadísticamente significativa en el metaanálisis de la expresión génica de la decitabina. En cada 
panel se recogen las 10 rutas KEGG o los10 términos con menor FDR. c) TOP 10 procesos 
biológicos GO y d) TOP 10 funciones moleculares GO. 
A pesar del bajo número de genes diferencialmente expresados, tres vías KEGG 
resultaron estadísticamente significativas a FDR < 0,05. La vía con mayor significancia 
estadística según el FDR fue la “vía de diferenciación de osteoclastos” (FDR = 0,0057), 
representada por 7 genes, todos ellos sobreexpresados después del tratamiento con 
decitabina (Figura 4.121). Uno de estos genes es JUNB (z-valor = 5,79, p-valor < 
0,0001), cuya activación a través de la desmetilación de su promotor por la decitabina ha 
sido demostrada en estudios en leucemia mieloide crónica (LMC)496. Se ha observado 
además que su ausencia en leucemia linfoide B conduce a la aparición de células 
transformadas muy agresivas, siendo un indicador de una enfermedad de rápida 
progresión497. Sin embargo, también se ha reportado que JUNB puede tener un efecto 
proliferativo en patologías como el linfoma de Hodgkin498. Estudios recientes en MM, 
han demostrado in vitro y en modelos murinos que el silenciamiento de JUNB reduce el 
crecimiento y la supervivencia tumoral, si bien también se ha observado que niveles altos 
de JUNB en pacientes con MM se asociaban con mejor pronóstico. Esto ha llevado a los 
autores a especular con que la función de este gen depende del origen celular, el estadio 
del ciclo celular y las condiciones ambientales de las células a estudio499. 
Entre los seis genes restantes de esta vía, tres de ellos, RELB, NFKB2 y NFKBIA, 
pertenecen a la vía de señalización NF-κB. Esta vía es de gran importancia en MM ya que 
está involucrada en procesos como la formación de osteoclastos500, la expresión de 
reguladores de ciclo celular o la angiogénesis501. La sobreexpresión del gen NFKBIA (z-
valor = 2,74, p-valor < 0,0062) por parte de la decitabina llevaría a la inhibición de la vía 
clásica NF-κB, que está mediada por el dímero p50-RelA, conduciendo a uno de los 
efectos previamente observados para este compuesto que es la represión de la 








sobreexpresión de los genes RELB (z-valor = 6,71, p-valor < 0,0001) y NFKB2 (z-valor 
= 6,84, p-valor < 0,0001) que son mediadores no canónicos de la vía NF-κB, que 
codifican las proteínas RelB y p52, respectivamente. Mientras que NFKBIA produce una 
inhibición de la vía clásica de NF-κB, el efecto inhibitorio sobre la vía alternativa mediada 
por p52-RelB es pobre503, con lo que estos datos sugieren que se estaría produciendo la 
activación de la vía alternativa no canónica de NF-κB, quizá en respuesta a la inhibición 
de la vía clásica, lo que podría estar asociado a un mecanismo de quimiorresistencia, tal 
y como se ha sugerido previamente en linfoma de células T/NK504. 
 
Figura 4.121. Vía de la diferenciación de osteoclastos según la base KEGG. En rojo se 
representan los genes sobreexpresados de forma estadísticamente significativa en el metaanálisis 
global de la decitabina. 
Otra de las vías desreguladas por la decitabina fue la “diferenciación de células Th1 
y Th2” (FDR = 0,0296) (Figura 4.122). Entre los genes desregulados en esta vía aparecen 
sobreexpresados los genes que codifican la cadena beta del receptor del interferón gamma 
(IFNGR2, z-valor = 3,94, p-valor < 0,0001) y la subunidad gamma del receptor de 
interleucina 2 (IL2RG, z-valor = 11,96, p-valor < 0,0001). Estudios previos con decitabina 
en pacientes oncológicos han demostrado que este compuesto es un gran potenciador de 
la producción de células T productoras de interferón gamma (IFN-γ)505, que es una 
citocina con un potente efecto inhibidor de la proliferación celular en MM506. Entre las 
células T productoras de IFN-γ se encuentran los linfocitos Th1 que también son 
productoras de interleucina 2 (IL-2)507, cuyos altos niveles en suero de pacientes con MM 
han sido asociados con una mayor supervivencia508. Por tanto, la sobreexpresión de los 
receptores tanto de IFN-γ como de IL-2 en las células plasmáticas de MM, debida a la 








Figura 4.122. Vía de la diferenciación de células Th1 y Th2 según la base KEGG. En rojo 
se representan los genes sobreexpresados de forma estadísticamente significativa en el 
metaanálisis global de la decitabina. 
 
4.3.9. JQ1 
El último compuesto sobre el que se procedió a la revisión sistemática con 
metaanálisis fue el inhibidor de bromodominio JQ1. Este compuesto actualmente no es 
empleado en el tratamiento en pacientes de MM, sin embargo, se decidió su inclusión en 
el presente trabajo debido al amplio número de experimentos sobre HMCLs que existen 
reportados en la bibliografía. Se realizó una búsqueda sistemática de estudios en 
repositorios online de HMCLs tratadas con JQ1 y se localizaron 115 series en GEO, 90 
series en ArrayExpress y 254 muestras correspondientes a 26 series en SRA. Tras la 
eliminación de los elementos duplicados en los tres repositorios se seleccionaron para su 
revisión detallada 132 series. De estas 132 series revisadas, tres cumplieron los criterios 
de inclusión y exclusión necesarios para ser incluidas en el metaanálisis. La 
comprobación de la posible subdivisión de las series en diferentes estudios en función de 
las concentraciones de fármaco empleadas, el tiempo de tratamiento o la utilización de 
varias líneas celulares, determinó que las series GSE31365 y GSE44929 fuesen divididas 
en tres y 7 estudios, respectivamente. De esta manera, el número final de estudios 




Figura 4.123, detalla el esquema de selección de estudios para el metaanálisis del 
compuesto JQ1 en función de los diferentes criterios de inclusión y exclusión. 
 
Figura 4.123. Diagrama de flujo del proceso de selección de estudios incluidos en el 
metaanálisis de la expresión génica en líneas celulares de mieloma múltiple tratadas con JQ1. 
A continuación estos 11 estudios seleccionados se clasificaron en subgrupos en 
función de la mediana ± MAD de los tiempos de tratamiento y de la concentración 
aplicada de JQ1. Se establecieron los tiempos a dos y a 10 horas (mediana de seis horas) 




dispuso de un punto de corte en 500 nM debido a que la MAD fue cero. Los resultados 
del agrupamiento en subgrupos se recogen en la Tabla 4.12. 
Tabla 4.12. Estudios seleccionados para el metaanálisis de efectos aleatorios de la 









GSE94057 Hogg (2017)509 ALF1 Illumina HiSeq 2500 4 2 1000 




MM1-S Affymetrix PrimeView 4 6 50 




MM1-S Affymetrix PrimeView 4 6 5000 
GSE44929 Lovén (2013e)192 MM1-S Affymetrix PrimeView 4 0.5 500 
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En verde, estudios seleccionados para el subgrupo de tiempos o concentraciones bajos; en 
amarillo, estudios seleccionados para el subgrupo de tiempos o concentraciones intermedias; en 
rojo, estudios seleccionados para el subgrupo de tiempos o concentraciones altas. 
Tras establecer los subgrupos se procedió a seleccionar los genes cuyo valor 
absoluto del FC fuese mayor a 1,5 en los 11 estudios o, al menos, en todos los estudios 
de uno de los subgrupos de tiempo o concentración, excluyendo los subgrupos que 
solamente constasen de un estudio. De este modo, se consideraron 963 genes como 
candidatos para los metaanálisis. La Figura 4.124 muestra la distribución de los ln(FC) 
de los 963 genes en los 11 estudios seleccionados. Puede observarse la baja dispersión de 
los ln(FC) en los casos donde, o bien los tiempos de tratamiento (Lóven [2013e] y Lóven 
[2013f]), o bien las concentraciones de JQ1 (Lovén [2013a]) son extremadamente 
reducidos. La influencia de estos dos factores será determinada en los siguientes apartados 





Figura 4.124. Diagrama de caja (box plot) del ln(Fold Change) de los 963 genes 
seleccionados para el metaanálisis de JQ1 en monoterapia en líneas celulares de MM. El 
diamante rojo representa el promedio del ln(FC) en cada estudio. 
4.3.9.1. Análisis por subgrupos: tiempo de tratamiento 
Se establecieron tres subgrupos considerando el tiempo de tratamiento con JQ1. En 
un primer subgrupo (G1) se agruparon los estudios realizados a un tiempo menor o igual 
a dos horas, de modo que tres de los estudios cumplieron este criterio: Hogg (2017), 
Lovén (2013e) y Lovén (2013f). El segundo subgrupo (G2) estuvo formado por los cinco 
estudios cuyos tiempos de tratamiento fueron superiores a las dos horas, pero inferiores 
o iguales a las 10 horas: estudios (a-d) y (g) de Lovén (2013). El tercer subgrupo 
comprendió los tres estudios de la serie GSE31365, ya que fueron los únicos que tuvieron 
tiempos de tratamiento superiores a las 10 horas (estudios [a-c] de Delmore [2010]). 
Mediante el metaanálisis por subgrupos de tiempo fueron determinados 222 genes con p-
valor < 0,05 en el subgrupo G1, 839 genes en el caso del subgrupo G2 y 763 genes en el 
subgrupo G3 (Anexo 31). En total, 154 de estos genes fueron comunes a los tres 
subgrupos, de los que 38 presentaron sobreexpresión y 65 infraexpresión al tratar con 
JQ1; el resto presentaron sentidos de expresión opuestos en al menos dos de los 
subgrupos. El diagrama de bosque del gen sobreexpresado con mayor valor de FC y del 






Figura 4.125. Diagrama de bosque (forest plot) del metaanálisis de efectos aleatorios por 
subgrupos de tiempo de tratamiento con JQ1. a) Diagrama de bosque del gen HEXIM1, que fue 
el más sobreexpresado considerando la mediana del FC de los 11 estudios seleccionados. b) 
Diagrama de bosque del gen CCR1, que fue el más infraexpresado considerando la mediana del 








A continuación, se comparó la expresión de los genes entre los tres subgrupos 
para determinar la influencia del tiempo de tratamiento. De este modo, se obtuvo que 568 
genes presentaron diferencias estadísticamente significativas entre los subgrupos G1 y 
G2, 640 genes entre los subgrupos G1 y G3, y 450 genes entre los subgrupos G2 y G3 
(Anexo 31). El análisis comparativo de cada uno de los subgrupos se muestra mediante 
diagrama de puntos en la Figura 4.126, donde se observa que el cambio en el ln(FC) 
inducido por tiempo de tratamiento aplicado el subgrupo G1 fue menor que el que 
produjeron los tiempos de tratamiento de los subgrupos G2 y G3, ya que los valores de 
ln(FC) de estos genes en G1 aparecen situados alrededor de cero. 
   
Figura 4.126. Diagrama de puntos de los valores de ln(FC) obtenidos para los 963 genes 
estudiados donde se comparan los subgrupos de tiempo de tratamiento 1, 2 y 3. En rojo se 
muestran los genes que mostraron diferencias estadísticamente significativas entre cada par de 
subgrupos. 
El análisis ORA sobre los genes que presentaron diferencias entre los subgrupos se 
recoge en la Figura 4.127. El objetivo de este análisis fue la determinación de vías o 
funciones biológicas que pudieran ser afectadas por el tiempo de tratamiento con el 
compuesto JQ1. 
   
Figura 4.127. Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas entre los subgrupos de tiempo de tratamiento con JQ1. En esta 
figura se recogen las 10 rutas KEGG y las10 funciones GO con un menor valor de FDR. a) 









Figura 4.127 (continuación). Análisis de sobrerrepresentación de los genes con diferencias de 
expresión estadísticamente significativas entre los subgrupos de tiempo de tratamiento con JQ1. En 
esta figura se recogen las 10 rutas KEGG y las10 funciones GO con un menor valor de FDR. c) 
Análisis de procesos biológicos GO y d) análisis de funciones moleculares GO. 
Una única vía KEGG (“vías metabólicas”), y varios términos GO, tanto a nivel de 
PB, (“procesamiento de ARNnc” o “biogénesis de ribonucleoproteínas”), como a nivel 
de FM (“actividad transferasa de grupos de un carbono”), resultaron estadísticamente 
significativos a FDR < 0,05. Para determinar el efecto del tiempo de tratamiento 
seleccionamos los 90 genes desregulados correspondientes a la vía KEGG “vías 
metabólicas. En la mayor parte del conjunto de genes estudiados se observa una tendencia 
a que la desregulación de la expresión génica producida por JQ1 se incrementa a medida 
que aumenta el tiempo de tratamiento, de manera que el mayor cambio del ln(FC) aparece 
en el subgrupo G3, observándose este incremento tanto en los genes sobreexpresados 
como en los infraexpresados (Figura 4.128). Por tanto, el tiempo de tratamiento con JQ1 
parece ser en general un factor determinante en la modulación de la expresión de los genes 















Figura 4.128. Valores promedio del ln(Fold Change) de los genes desregulados en “vías 
metabólicas” KEGG en los tres subgrupos de tiempo de tratamiento con JQ1 (G1, G2 y G3). Las 
barras de error representan la desviación estándar del ln(Fold Change). 
 
4.3.9.2. Análisis por subgrupos: concentración 
Al igual que en el caso del metaanálisis de tiempo de tratamiento, el metaanálisis 
por subgrupos de concentración de JQ1 también constó de tres subgrupos. En el primer 
subgrupo (G1) se agruparon los estudios con una concentración de JQ1 menor de 500 
nM: Lovén (2103a) y Lovén (2013b). En lo que respecta al segundo subgrupo (G2), 
comprendió los 7 estudios realizados a una concentración de 500 nM: estudios (c) y (e-g) 
de Lovén (2013) y estudios (a-c) de Delmore (2011). Finalmente, el tercer subgrupo (G3) 
recogió los dos estudios de altas concentraciones, superiores a 500 nM: Hogg (2017) y 
Lovén (2013d). Mediante el metaanálisis por subgrupos fueron determinados 230 genes 
con p-valor < 0,05 en el subgrupo G1, 803 genes en el caso del subgrupo G2 y 503 genes 
en el subgrupo G3 (Anexo 32). El cruce de las tres listas reveló 102 genes comunes a los 
tres subgrupos, de los que 42 presentaron sobreexpresión y 59 infraexpresión al tratar con 
JQ1. En la Figura 4.129 se representa el diagrama de bosque de los genes HEXIM1 y 
CCR1, los genes con mayor y menor valor de FC considerando la mediana de los 11 







Figura 4.129. Diagrama de bosque (forest plot) del metaanálisis de efectos aleatorios por 
subgrupos de concentración de JQ1. a) Diagrama de bosque del gen HEXIM1, que fue el más 
sobreexpresado considerando la mediana del FC de los 11 estudios seleccionados. b) Diagrama 
de bosque del gen CCR1, que fue el más infraexpresado considerando la mediana del FC de los 








La comparación de los resultados del metaanálisis entre los tres subgrupos obtuvo 
que 220 genes presentaron diferencias estadísticamente significativas entre los subgrupos 
G1 y G2, 363 genes entre los subgrupos G1 y G3, y 250 genes entre los subgrupos G2 y 
G3 (Anexo 32). En la Figura 4.130 se muestran los genes diferenciales entre cada par de 
subgrupos (en rojo) respecto al total de genes (en negro). La mayor parte de los cambios 
observados en estos genes consistieron en un incremento o una disminución de la 
intensidad de la expresión; el número de genes en los que se observó un cambio de sentido 
de expresión entre dos de los grupos fue escaso. 
   
Figura 4.130. Diagrama de puntos de los valores de ln(FC) obtenidos para los 963 genes 
estudiados donde se comparan los subgrupos de concentración de JQ1. En rojo se muestran los 
genes que mostraron diferencias estadísticamente significativas entre cada par de subgrupos. 
El análisis ORA para la determinación de las vías biológicas KEGG o funciones 
GO afectadas por la concentración de JQ1 sobre los genes con diferencias 
estadísticamente significativas entre, al menos, dos de los subgrupos, no reveló ningún 
resultado estadísticamente significativo a FDR < 0,05. Los resultados de este análisis se 
muestran en la Figura 4.131. 
  
Figura 4.131. Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas entre los subgrupos de concentración de JQ1. En cada panel se 
recogen las 10 rutas KEGG y los 10 términos GO con un menor valor de FDR. a) TOP 10 rutas 









Figura 4.131 (continuación). Análisis de sobrerrepresentación de los genes con 
diferencias de expresión estadísticamente significativas entre los subgrupos de concentración de 
JQ1. En cada panel se recogen las 10 rutas KEGG y los 10 términos GO con un menor valor de 
FDR. c) TOP 10 procesos biológicos GO y d) TOP 10 funciones moleculares GO. 
A pesar de que no hubo resultados significativos, se decidió comprobar la 
influencia de la concentración de JQ1 sobre los genes de una de las vías KEGG que 
podrían ser más representativas del mecanismo de acción de este compuesto: la vía KEGG 
“apoptosis”. El efecto que se observó sobre estos genes fue que, en general, las 
concentraciones de los subgrupos G2 y G3, y principalmente del G3, produjeron un 
incremento del cambio de la expresión génica mayor que las menores concentraciones 
aplicadas en el subgrupo G1. (Figura 4.132). Por tanto, al igual que ocurriese con el 
tiempo de tratamiento, parece que la concentración aplicada de JQ1 también influiría en 
el grado de desregulación de la expresión de los genes diana de este compuesto. 
 
Figura 4.132. Valores promedio del ln(Fold Change) de los genes desregulados en la vía de 
apoptosis en los tres subgrupos de concentración de JQ1 (G1, G2 y G3). Las barras de error 








4.3.9.3. Metaanálisis global de JQ1 
El análisis global considerando los 11 estudios reveló una diferencia en el tamaño 
del efecto sobre la expresión génica estadísticamente significativa a p-valor < 0,05 de 870 
genes, de los que 316 presentaron sobreexpresión y 554 infraexpresión en las muestras 
tratadas con JQ1 (Anexo 33). El análisis ORA sobre los 870 genes se muestra en la 
Figura 4.133. 
   
  
Figura 4.133. Análisis de sobrerrepresentación sobre vías KEGG y términos GO 
considerando los 870 genes con una diferencia del tamaño del efecto estadísticamente 
significativa en el metaanálisis de la expresión génica de líneas celulares tratadas con JQ1. En 
cada panel se recogen las 10 rutas KEGG o los10 términos GO con menor FDR. a) TOP 10 vías 
biológicas KEGG, b) TOP 10 componentes celulares GO, c) TOP 10 procesos biológicos GO y 
d) TOP 10 funciones moleculares GO. 
Con 88 genes desregulados, la ruta KEGG “vías metabólicas” fue la vía con mayor 
sobrerrepresentación en número de genes para el compuesto JQ1. Sin embargo, esta vía 
implica multitud de funciones relacionadas con el metabolismo general de la célula, lo 













procesos que pueden estar alterados en relación con la misma. Por este motivo, se decidió 
realizar el estudio de vías KEGG sobre las dos vías siguientes en significancia, que a 
pesar de no superar el umbral del FDR de 0,05, los genes recogidos en ellas se asociaron 
directamente con otras vías o PB cuya sobrerrepresentación sí fue significativa. La 
primera de estas dos vías fue el “metabolismo de pirimidinas” (FDR = 0,1472) (Figura 
4.134).  
 
Figura 4.134. Vía del metabolismo de pirimidinas según la base KEGG. En verde se 
representan los genes infraexpresados y en rojo los sobreexpresados de forma estadísticamente 
significativa en el metaanálisis global del JQ1. 
Esta vía ha sido reportada como potencialmente afectada en el MM y, por tanto, su 
modulación sería de posible interés terapéutico53. En nuestro trabajo, fueron detectados 
13 genes desregulados en esta vía, dos presentaron sobreexpresión y 11 infraexpresión al 
tratamiento. Resulta de especial interés la elevada proporción de genes que codifican 
distintas subunidades de ARN polimerasas, de manera que aparecen infraexpresados dos 
genes asociados a la ARN polimerasa I (POLR1A y POLR1B), sobreexpresado un gen 
asociado a la ARN polimerasa II (POLR2A) e infraexpresados otros dos genes asociados 
a la ARN polimerasa III (POLR3D y POLR3G). La infraexpresión de elementos 
asociados a las ARN polimerasas I y III, implicadas en la transcripción de ARNr podría 
estar asociada además con la segunda de las vías KEGG seleccionadas: la “biosíntesis de 
ribosomas en eucariotas” (FDR = 0,1472). Esta segunda vía estaría desregulada 
negativamente por el compuesto JQ1, ya que observamos que este compuesto reduce de 
manera significativa la expresión de 10 de sus componentes (Figura 4.135). Por lo tanto, 
podría esperarse que la biogénesis de ribosomas estuviese regulada a nivel transcripcional 




Este dato se confirmaría a través del análisis de los genes implicados en los PB 
“procesamiento metabólico del ARNr” (FDR < 0,0001) y “biogénesis de complejos de 
ribonucleoproteínas” (FDR < 0,0001), donde encontramos 47 y 39 genes regulados de 
manera negativa, respectivamente. La regulación de la biogénesis de ribosomas por JQ1 
podría ser en parte ejercida a través de la infraexpresión de MYC (z-valor = -5,69, p-valor 
< 0,0001), cuyo efecto regulador ha sido demostrado a varios niveles y sobre diferentes 
elementos de esta vía458. El resultado final de todo el proceso conduciría a la inhibición 
del programa traduccional de la célula tumoral, lo que se ha demostrado que puede ser 
una estrategia terapéutica efectiva contra el MM510. 
 
Figura 4.135. Vía de la biogénesis de ribosomas en eucariotas según la base KEGG. En 
verde se representan los genes infraexpresados de forma estadísticamente significativa en el 
metaanálisis global de JQ1, mientras en rojo se representan los genes sobreexpresados de 




4.3.10. Análisis del sesgo de publicación 
Se analizó la posibilidad de la existencia de sesgos de publicación en cada uno de 
los compuestos analizados mediante metaanálisis utilizando la prueba de regresión de 
Egger. Aunque en todos los metaanálisis se detectó un sesgo de publicación 
estadísticamente significativo (p < 0,05) en algunos de los genes estudiados, en ningún 
caso supuso un porcentaje superior o igual al 50% del total de genes analizados (Tabla 
4.13). Por este motivo, el sesgo de publicación no fue considerado como representativo 
del conjunto de genes para ninguno de los 9 fármacos estudiados. Los resultados de las 
regresiones de Egger individuales de cada uno de los genes estudiados en este trabajo 
aparecen en los correspondientes Anexos en los que se recoge el metaanálisis global de 
cada uno de los 9 compuestos analizados. 
Tabla 4.13. Resultados del análisis del sesgo de publicación en los 9 fármacos en los que 
se llevó a cabo la revisión sistemática con metaanálisis. 
Fármaco # genes analizados 
Genes p < 0,05 en 
regresión de Egger 
Porcentaje (%) 
Melfalán 1460 390 26,71 
Dexametasona 141 15 10,64 
Bortezomib 863 242 28,04 
Lenalidomida 1164 351 30,15 
Pomalidomida 212 56 26,42 
Panobinostat 2056 409 19,89 
Azacitidina 145 28 19,31 
Decitabina 123 14 11,38 
JQ1 963 189 19,63 
El análisis del sesgo de publicación se realizó mediante la regresión de Egger 
 
4.3.11. Otros fármacos  
En este apartado se incluyen los estudios de expresión génica sobre fármacos que, 
o bien no pudieron ser incluidos en el metaanálisis debido a la carencia de estudios que 
cumpliesen los criterios de inclusión, como fue el caso del interferón γ (Anexo 9), o bien 
los únicos estudios de que se disponía fueron trabajos del servicio de Hematología de 
Salamanca, como fue el caso de los compuestos moduladores del splicing alternativo 
amilorida y TG003. 
 
4.3.11.1. Amilorida 
El efecto de la amilorida sobre la expresión génica fue evaluado en este trabajo 
mediante técnicas de metaanálisis. Para ello, se dispuso de datos de expresión génica de 
RNA-seq en las HMCLs KMS12-BM y JJN-3 depositadas en GEO bajo el identificador 




de análisis de RNA-seq en el Capítulo 1. Los dos estudios en los que fue dividida esta 
serie aparecen recogidos en la Tabla 4.14. 
Tabla 4.14. Estudios seleccionados para el metaanálisis de efectos aleatorios de la 
expresión génica en líneas celulares de mieloma múltiple tratadas con amilorida. 





GSE95077 Rojas (2017a)169 KMS12-BM Illumina HiSeq 2500 6 24 0,1 
GSE95077 Rojas (2017b)169 JJN-3 Illumina HiSeq 2500 6 24 0,1 
 
En un siguiente paso se procedió a la selección de los genes candidatos para llevar 
a cabo el metaanálisis. Como resultado se obtuvieron 786 genes comunes, para los que la 
distribución de sus ln(FC) es la que aparece en la Figura 4.136, en la que se observa un 
mayor cambio de expresión, tanto a nivel de sobreexpresión como de infraexpresión, en 
el estudio Rojas (2017a), correspondiente a la línea celular KMS12-BM. 
 
Figura4.136. Diagrama de caja (box plot) del ln(Fold Change) (ln[FC])de los 786 genes 
seleccionados para el metaanálisis de la expresión génica en líneas celulares de mieloma múltiple 
tratadas con amilorida. El diamante rojo representa el promedio del ln(FC) en cada estudio. 
A continuación, se procedió al estudio con metaanálisis de los 786 genes 
previamente seleccionados, revelando diferencias estadísticamente significativas a p-
valor < 0,05 en el tamaño del efecto en 675 genes (Anexo 34). En cuanto a la dirección 
del cambio de expresión, 212 genes presentaron sobreexpresión, mientras que 463 genes 
mostraron infraexpresión al tratamiento con la amilorida. En la Figura 4.137 se 
representa el análisis ORA de estos genes significativos considerando como fuente de 






Figura 4.137. Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas en el metaanálisis global para el tratamiento con amilorida. En 
esta figura se recogen las 10 rutas KEGG y los10 términos GO con un menor valor de FDR. a) 
TOP 10 rutas biológicas KEGG, b) TOP 10 componentes celulares GO, c) TOP 10 procesos 
biológicos GO y d) TOP 10 funciones moleculares GO. 
Este análisis ORA muestra una gran cantidad de vías y términos 
sobrerrepresentados de manera estadísticamente significativa relacionados con procesos 
metabólicos. La implicación de los procesos metabólicos en el desarrollo del cáncer se ha 
visto como un proceso crucial, ya que las células cancerígenas tienen un metabolismo 
especial que puede promover la proliferación y el escape de la vía de muerte celular, así 
como favorecer la producción de metabolitos que lleven a la oncogénesis511. En el MM, 
la investigación de la implicación del metabolismo en el desarrollo de la enfermedad 
viene aumentando de forma gradual en los últimos años. En particular, la glucosa y la 
glutamina son los componentes metabólicos más estudiados en las células de MM512. 
Estudios recientes en MM también han demostrado la participación de genes asociados 
al metabolismo, como LDHA y HIF1A, en el desarrollo de resistencia a fármacos, por lo 












la regulación de las vías metabólicas513. En este sentido, la amilorida podría ser un 
compuesto de interés en el tratamiento del MM, ya que su capacidad reguladora de vías 
metabólicas ha sido descrita previamente en vías como el ciclo de Krebs514 o la síntesis 
de proteínas515, lo que, unido a los resultados obtenidos en este trabajo, confirmaría el 
potencial efecto modulador de la amilorida sobre el metabolismo. Una de las vías 
desreguladas asociadas al metabolismo, con un interés particular por lo expuesto 
anteriormente, es la “vía de señalización HIF-1” (FDR = 0,0084) (Figura 4.138), ya que 
entre los genes que aparecen desregulados en esta ruta está LDHA (z-valor = -14,59, p-
valor < 0,0001). El gen LDHA codifica la proteína lactato deshidrogenasa A, que es una 
enzima asociada a la glicolisis anaeróbica, implicada también en procesos de desarrollo, 
invasión y metástasis en procesos cancerígenos516 mediante el conocido efecto 
Warburg517. Su silenciamiento en células mielomatosas mediante ARN cortos de 
interferencia (shRNA) conduce a la restauración de la sensibilidad al bortezomib en 
HMCLs resistentes513. Por lo tanto, la acción de la amilorida sobre LDHA en las células 
mielomatosas podría tener un efecto beneficioso en el tratamiento del MM, como terapia 
de rescate. 
 
Figura 4.138. Vía de señalización de HIF-1 según la base KEGG. En verde se representan 
los genes infraexpresados de forma estadísticamente significativa en el metaanálisis global de la 
amilorida, mientras en rojo se representan los genes sobreexpresados de manera 
estadísticamente significativa en ese mismo metaanálisis. 
En lo que respecta a la modulación del splicing alternativo promovida por la 
amilorida, hay que destacar que no se detectó entre las 10 rutas y términos más 




(Figura 4.137). Sin embargo, a nivel génico sí se detectó sobreexpresión de dos genes 
que codifican proteínas componentes de la vía del espliceosoma, el gen DHX16 (z-valor 
= 7,94, p-valor < 0,0001) y el gen PRPF3 (z-valor = 5,80, p-valor < 0,0001), este último 
previamente reportado en el trabajo de Rojas y colaboradores en células de pacientes de 
MM tratadas con amilorida169, lo que sugiere un mecanismo de modulación del splicing 
alternativo a través de la regulación de los niveles de mRNA de algunos de los 
componentes del espliceosoma. 
 
4.3.11.2. TG003 
El compuesto TG003 es un benzotiazol que actúa como potente inhibidor de la 
familia de quinasas Clk. Al igual que ocurre con la amilorida, este compuesto también ha 
sido asociado con procesos de modulación del splicing alternativo. En este trabajo se 
evaluó, mediante técnicas de metaanálisis, el efecto del TG003 sobre la expresión génica 
en HMCLs. Se dispuso para ello de datos de RNA-seq de las HMCLs KMS12-BM y JJN-
3 sometidas a tratamiento en monoterapia con este compuesto, además de los 
correspondientes controles tratados con DMSO, todos ellos utilizados previamente para 
el desarrollo del pipeline de RNA-seq en el Capítulo 1 y depositados en GEO con el 
número de serie GSE95077. Las características generales de los dos estudios 
correspondientes a las dos líneas celulares se recogen en la Tabla 4.15. 
Tabla 4.15. Estudios seleccionados para el metaanálisis de efectos aleatorios de la 









GSE95077 Rojas (2018a)* KMS12-BM Illumina HiSeq 2500 6 24 0,4 
GSE95077 Rojas (2018b)* JJN-3 Illumina HiSeq 2500 6 24 0,4 
* Estudios no publicados. 
Se consideraron 481 genes candidatos para el metaanálisis seleccionando aquellos 
genes cuyo valor absoluto del FC fue mayor a 1,5 en los dos estudios. La distribución de 
los ln(FC) de estos genes se muestra como diagrama de caja en la Figura 4.139, 
observándose un patrón muy similar en los dos estudios, con una ligera tendencia a la 






Figura 4.139. Diagrama de caja (box plot) del ln(Fold Change) (ln[FC])de los 481 genes 
seleccionados para el metaanálisis de la expresión génica en líneas celulares de mieloma múltiple 
tratadas con TG003. El diamante rojo representa el promedio del ln(FC) en cada estudio. 
Finalmente, se llevó a cabo el estudio con metaanálisis de estos 481 genes 
previamente seleccionados, de manera que se observaron diferencias estadísticamente 
significativas a p-valor < 0,05 en el tamaño del efecto en 470 genes (Anexo 35). En cuanto 
a la dirección del cambio de expresión, 187 genes presentaron sobreexpresión, mientras 
que 283 genes mostraron infraexpresión al tratamiento con TG003. En la Figura 4.140 
se representa el análisis ORA de estos genes significativos considerando como las vías 
biológicas KEGG y los términos GO. 
  
Figura 4.140. Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas en el metaanálisis global del TG003. En esta figura se recogen 
las 10 rutas KEGG y los10 términos GO con un menor valor de FDR. a) TOP 10 rutas biológicas 









Figura 4.140 (continuación). Análisis de sobrerrepresentación de los genes con 
diferencias de expresión estadísticamente significativas en el metaanálisis global del TG003. En 
esta figura se recogen las 10 rutas KEGG y los10 términos GO con un menor valor de FDR. c) 
TOP 10 procesos biológicos GO y d) TOP 10 funciones moleculares GO. 
Al igual que sucedió con la amilorida, el análisis ORA para el TG003 mostró una 
gran cantidad de términos GO sobrerrepresentados de forma estadísticamente 
significativa asociadas a procesos metabólicos, aunque en este caso, solamente una vía 
KEGG, la vía del “metabolismo de carbono”, superó el umbral de significancia (FDR = 
0,0401). Las repercusiones de la desregulación de los procesos metabólicos en MM ya 
fueron discutidas en el apartado de la amilorida, apareciendo nuevamente desregulado en 
el caso del TG003 el gen LDHA (z-valor = -4,37, p-valor < 0,0001), lo que podría sugerir 
un mecanismo de acción de este compuesto sobre el metabolismo muy similar al 
producido por la amilorida. 
En cuanto a la desregulación de los procesos de splicing alternativo, de manera 
similar la amilorida, no aparecieron vías o términos sobrerrepresentados asociados a este 
proceso. Sin embargo, tampoco fue detectado ningún gen desregulado asociado a la 
maquinaria del espliceosoma, lo que conduce a la hipótesis de que la regulación de esta 
vía por el TG003 podría estar produciéndose a otro nivel diferente del mRNA génico. 
 
4.3.11.3. Interferón γ 
En este trabajo, se realizó una búsqueda sistemática en repositorios de datos online 
de series de datos de expresión génica en HMCLs tratadas en monoterapia con interferón. 
Como se muestra en el Anexo 9, solamente fue detectado un estudio correspondiente a la 
serie GSE94134, con lo que no fue viable la realización de un metaanálisis. Este estudio 
constaba de cuatro muestras de expresión génica medida con RNA-seq (Illumina HiSeq 
2500) de la línea celular ALF1, de las que dos muestras estaban tratadas con IFN-γ a una 








DMSO. Sobre estas muestras se realizó un análisis de expresión diferencial utilizando el 
algoritmo edgeR en su versión GLM. Mediante este análisis se detectaron 15 genes 
estadísticamente significativos a FDR < 0,05 (Anexo 36), sobre los que se realizó un 
análisis ORA considerando las bases de datos KEGG y GO (Figura 4.141). 
  
  
Figura 4.141. Análisis de sobrerrepresentación de los genes con diferencias de expresión 
estadísticamente significativas para el tratamiento con interferón γ. En esta figura se recogen las 
10 rutas KEGG y los10 términos GO con un menor valor de FDR. a) TOP 10 rutas biológicas 
KEGG, b) TOP 10 componentes celulares GO. c) TOP 10 procesos biológicos GO y d) TOP 10 
funciones moleculares GO. 
Como era esperable, el PB con un menor valor de FDR fue la “respuesta a interferón 
gamma” (FDR < 0,0001), de manera que 8 de los 15 genes desregulados pertenecían a 
este proceso. Entre estos 8 genes, se encuentra el factor regulatorio del interferón IRF1 
(FC = 25,56, FDR < 0,0001). La proteína codificada por este gen se une al ADN en una 
región regulatoria de la transcripción llamada “elementos de respuesta estimulados por 
interferón” o ISRE, del inglés interferon-stimulated response element518, lo que conduce 












este PB es el activador transcripcional STAT1 (FC = 3,26, FDR < 0,0001), cuya 
modulación a través de IFN-γ se ha demostrado crucial para la transcripción de genes 
cruciales en la respuesta a esta molécula519. Otra función de este gen es su actividad como 
supresor tumoral y su expresión se ha asociado a buen pronóstico en diversos tipos de 
tumores sólidos520, si bien su efecto promotor tumoral también se ha descrito en otros 
muchos trabajos520. En el presente análisis también se detectó la sobreexpresión de otro 
gen de la familia STAT, en concreto del gen STAT3 (FC = 1,55, FDR = 0,0140), cuya 
correlación con el crecimiento y la supervivencia de las células tumorales ha sido 
reportada en varios trabajos en cáncer521. Existe evidencia experimental de que la 
regulación de STAT1 y STAT3 es una regulación cruzada, de modo que la modulación de 
la ratio de expresión entre estos dos genes puede producir un efecto proapoptótico o 
proliferativo en la célula, en función de si esta ratio es favorable a STAT1 o a STAT3, 
respectivamente522. Por este motivo, el resultado obtenido en este trabajo requerirá un 
estudio de mayor profundidad, ya que la sobreexpresión de ambos genes por IFN-γ en 
esta HMCL no concuerda con este modelo regulatorio propuesto en la literatura. No 
obstante, una posible explicación a este fenómeno podría ser la aparición de un 
mecanismo de resistencia que haría frente a la sobreexpresión de STAT1 producida por el 
IFN-γ, ya que precisamente la activación de STAT3 juega un papel de gran importancia 
en mecanismos de resistencia en un amplio espectro de tratamientos523. 
 
4.3.12. Comparación de las firmas génicas de los fármacos 
antimieloma 
Teniendo en cuenta que algunos de los fármacos analizados comparten mecanismos 
de acción se llevó a cabo una comparación de las 12 listas de genes para determinar la 
presencia o ausencia de una firma transcripcional común entre ellos. La intersección entre 
las 12 listas de genes se realizó mediante la herramienta online de cálculo de diagramas 
de Venn de la Universidad de Gent (http://bioinformatics.psb.ugent.be/webtools/Venn/). 
El resultado de este cruce fue representado como una matriz de similitud, tal y como se 





Figura 4.142. Matriz de similitud para las listas de genes estadísticamente significativos 
en los análisis de 12 fármacos aplicados en monoterapia en líneas celulares de mieloma múltiple. 
Cada círculo representa el porcentaje de similitud entre dos fármacos, el cúal es también 
indicado numéricamente. Los valores porcentuales son relativos al total de genes desregulados 
en la lista correspondiente al fármaco indicado en el eje de ordenadas (Y). MEL: melfalán, DEX: 
dexametasona, BOR: bortezomib, LEN: lenalidomida, POM: pomalidomida, PAN: panobinostat, 
AZA: azacitidina, DAC: decitabina, JQ1: JQ1, AMIL: amilorida, TG: TG003, IFN: interferón γ. 
La mayor similitud entre fármacos se detectó en la comparación entre los dos 
IMiDs, lenalidomida y pomalidomida, alcanzando un 61,2 % de similitud respecto a la 
lista con menor número de genes (pomalidomida). El resto de comparaciones mostraron 
porcentajes de similitud inferiores al 50%, siendo la comparación entre lenalidomida e 
IFN-γ con un 40%, considerando como referencia los 15 genes desregulados con IFN-γ, 
la de mayor semejanza. El hecho que podría explicar que los mayores porcentajes de 
similitud se registren entre los dos IMiDS y además entre la lenalidomida y el IFN-γ, es 
que los tres compuestros están implicados en funciones inmunomoduladoras a través de 
la regulación de los niveles de interleucinas150, 524, y además los niveles del propio IFN-γ 




En lo que respecta a los menores porcentajes de similitud, resulta llamativo el bajo 
solapamiento entre las firmas de expresión génica de la azacitidina y su deoxiderivado 
decitabina, no encontrándose genes coincidentes entre ambos fármacos. Estudios previos 
en LMA sobre agentes desmetilantes ya reportaron estas diferencias en el potencial 
regulatorio transcripcional de estos compuestos525, y podría ser una de las causas de los 
diferentes mecanismos de acción, efectos y respuestas que ambos compuestos presentan 



















4.4. Capítulo 4. 
 
Metaanálisis de la respuesta 
a tratamiento en pacientes 








El objetivo de este capítulo fue la determinación de una firma de expresión génica 
de la respuesta a varios regímenes de tratamiento en pacientes con MM. Para ello, se 
realizó una búsqueda bibliográfica sistemática de series con datos de expresión génica 
medidos con tecnologías masivas de alto rendimiento utilizando como palabra clave 
“myeloma” en los repositorios GEO, ArrayExpress y SRA. Esto se tradujo en la detección 
de 288 series en GEO, 253 series en ArrayExpress y 21 series en SRA. Además, se añadió 
una serie adicional correspondiente al proyecto CoMMpass de la Multiple Myeloma 
Research Foundation (MMRF, https://research.themmrf.org y www.themmrf.org). Tras 
la eliminación de los elementos duplicados en los tres repositorios, fueron seleccionadas 
367 series, de las que 10 cumplieron los criterios de inclusión y exclusión propuestos en 
la Sección de Material y métodos. Los datos aquí expuestos corresponden a búsquedas 
bibliográficas cuya fecha de cierre se estableció a fecha 9 de febrero de 2017. Como se 
muestra en el diagrama de flujo de la Figura 4.143, se establecieron seis posibles grupos 
de análisis en función del régimen de tratamiento aplicado a los pacientes de las 10 series 
seleccionadas: 
1. Bortezomib en monoterapia. 
2. Terapias basadas en bortezomib en combinación o sin combinar con otros 
fármacos, exceptuando IMiDs. 
3. Terapias basadas en la combinación de bortezomib e IMiDs. 
4. Terapias basadas en la combinación de vincristina, adriamicina y dexametasona 
(VAD) 
5. Trasplante autólogo de células madre hematopoyéticas (ASCT, del inglés 
Autologous Stem Cell Transplant) 
Dos de las 10 series no pudieron ser asignadas a ninguno de estos grupos de 
tratamiento, por lo que tuvieron que ser descartadas. La causa de esta exclusión fue la alta 
heterogeneidad en los regímenes de tratamiento que recibieron los pacientes recogidos en 
estas dos series, no detectándose ninguna agrupación de muestras de tamaño suficiente 
como para llevar a cabo un estudio de expresión génica, ya que el tamaño mínimo de 
muestras por grupo de tratamiento fue establecido en tres muestras. 
En lo que respecta a los grupos de tratamiento correspondientes a la terapia VAD y 
el ASCT, no se consideraron en los análisis posteriores debido a que en ambos casos una 
única serie cumplió los criterios de inclusión. En el resto de los regímenes de tratamiento 
mencionados se procedió al estudio mediante metaanálisis. El procedimiento completo 






Figura 4.143. Diagrama de flujo de la selección de series candidatas al estudio mediante 
metaanálisis de la respuesta a distintos regímenes de tratamiento en MM. En verde, regímenes 





4.4.1. Bortezomib en monoterapia 
Como paso previo al metaanálisis, se seleccionaron los pacientes tratados con 
bortezomib en monoterapia de las tres series que se indican en la Figura 4.143 y se 
determinaron los genes comúnmente interrogados por las correspondientes plataformas 
de análisis de expresión génica. El número total de genes comunes fue de 15.855 genes. 
Sin embargo, en la serie GSE9782, debido a que no se dispuso de los archivos CEL no 
procesados, se admitieron genes duplicados, por lo que constaría de 31.823 “grupos de 
sondas” o probesets correspondientes a 15.855 genes. A continuación, se determinó la 
respuesta alcanzada por cada paciente y se procedió a su estratificación mediante dos 
criterios: 
1) Pacientes respondedores al tratamiento (OR, del inglés “overall response”) 
frente a los que no respondieron (NR). 
2) Pacientes que alcanzaron respuesta completa (RC) al tratamiento frente a los 
que no la alcanzaron (grupo “Resto”). 
Sobre estos dos grupos se llevó a cabo el estudio de la respuesta mediante metaanálisis. 
 
4.4.1.1. Pacientes respondedores versus no respondedores 
En la categoría de pacientes OR se consideraron todos los pacientes que alcanzaron 
al menos respuesta parcial (RP) en cada uno de los estudios seleccionados. Mientras que 
en el grupo de pacientes NR se incluyeron los que mantuvieron la enfermedad estable 
(EE) y los que progresaron (EP). 
Como se muestra en la Tabla 4.16, los estudios de Amin (2014) y Mulligan (2007) 
presentaron en los dos grupos de respuesta un buen equilibrio en cuanto al número de 
muestras (ratio OR/NR 1,39 y 0,76, respectivamente). Sin embargo, en el estudio 
CoMMpass (2017) el número de muestras en ambos grupos fue mucho menor, con una 
ratio OR/NR mayor al de los otros dos estudios (ratio OR/NR = 2), con lo que es posible 
que este estudio tenga una menor potencia estadística pudiendo conducir a la obtención 
de una lista de genes menos estable527. 
Tabla 4.16. Estudios seleccionados para el metaanálisis de la expresión génica en 
pacientes respondedores (OR) frente a no respondedores (NR) en régimen de tratamiento con 
bortezomib en monoterapia. 
Serie Estudio Plataforma 
N 
OR NR 
CoMMpass CoMMpass, 2017* Illumina HiSeq2000 o HiSeq2500 6 3 
GSE55145 Amin, 2014197 
Affymetrix Human Exon 1.0 ST 
Array 
39 28 
GSE9782 Mulligan, 2007528 
Affymetrix Human Genome 
U133A y U133B Arrays 
73 96 
* Datos generados como parte de la iniciativa de medicina personalizada de la Multiple 




Una vez determinados los grupos de respuesta se analizó la expresión génica 
diferencial en cada uno de los tres estudios mediante los algoritmos limma o edgeR según 
correspondiese a muestras de microarray o RNA-seq, respectivamente. En el caso del 
estudio CoMMpass (2017) se detectaron 1.540 genes con diferencias de expresión a p-
valor < 0,05, de los que 770 genes se encontraban sobreexpresados y 770 infraexpresados 
en OR frente a NR. Respecto al estudio de Amin (2.014), 1.255 genes mostraron 
diferencias de expresión a p-valor < 0,05, de los que 638 genes estaban sobreexpresados, 
mientras que 617 genes mostraban infraexpresión en la comparación OR vs. NR. Por 
último, en el estudio de Mulligan (2007), se detectaron 4.269 genes con diferencias de 
expresión a p-valor < 0,05, que se redujo a 3.549 genes excluyendo los duplicados. De 
estos, 2.215 genes presentaron sobreexpresión, 1.283 infraexpresión y 51 presentaron al 
menos un probeset en cada sentido de expresión. 
El cruce mediante diagramas de Venn de los genes obtenidos en los tres estudios se 
realizó sin considerar el sentido de la expresión, ya que será posteriormente el estudio 
mediante metaanálisis el que sancione la variabilidad de los genes entre los tres estudios. 
Mediante este cruce, se identificaron 36 genes comúnmente desregulados en los tres 
estudios, y un total de 712 genes, incluyendo los anteriores 36, aparecieron desregulados 
de manera común al menos en dos de los estudios (Figura 4.144).  
 
Figura 4.144. Diagrama de Venn de los genes seleccionados en los tres estudios para la 
comparación de expresión génica diferencial entre los pacientes respondedores y los no 
respondedores en el tratamiento con bortezomib en monoterapia. 
Hay que puntualizar dos aspectos en este análisis de expresión diferencial. En 
primer lugar, se decidió utilizar el algoritmo edgeR para los datos de RNA-seq porque en 
este estudio se trabajó con un nivel de α = 0,05, y este fue el método que obtuvo mejor 
rendimiento a este nivel de significancia, tal y como fue descrito en el Capítulo 1. En 
segundo lugar, en este análisis se ha utilizado el p-valor para determinar qué genes 




otro tipo de ajuste de la probabilidad para contrastes múltiples. Se decidió actuar de esta 
manera debido a que el objetivo de estos análisis fue la selección de variables para ser 
analizadas mediante metaanálisis. En un análisis exhaustivo de la expresión génica 
diferencial, cuyo objetivo fuese la determinación en una serie de muestras de una firma 
de expresión génica, se habrían requerido dichos ajustes de control de la tasa de error para 
comparaciones múltiples529.  
Tras la selección de los 712 genes comunes, se procedió al metaanálisis, 
encontrando que 233 genes mostraron un tamaño del efecto estadísticamente significativo 
(p-valor < 0,05) en los pacientes OR respecto a los NR (Anexo 37). Si consideramos el 
sentido de la expresión, 135 de los genes mostraron sobreexpresión y 98 infraexpresión 
en los pacientes OR. Sobre estos 233 genes seleccionados se realizó el análisis ORA en 
rutas biológicas KEGG y en funciones GO, como se muestra en la Figura 4.145. 
  
  
Figura 4.145. Análisis de sobrerrepresentación sobre vías KEGG y ontologías génicas 
(GO) considerando los genes estadísticamente significativos en el metaanálisis de la respuesta 
al tratamiento con bortezomib en monoterapia. a) TOP 10 rutas biológicas KEGG, b) TOP 10 
localización celular GO (CC), c) TOP 10 procesos biológicos GO (PB) y d) TOP 10 funciones 












En lo que respecta a las vías KEGG, ningún término alcanzó una 
sobrerrepresentación estadísticamente significativa. Sin embargo, en lo referente a las 
ontologías génicas (GO) se detectaron dos PB y una FM estadísticamente significativos. 
Entre los PB la función de “iniciación traduccional” fue estadísticamente significativa 
(FDR = 0,035) debido al elevado número de genes diferencialmente expresados 
desregulados que codifican proteínas ribosomales, como RPL24, RPL29, RPL32, 
RPS15A y RPS25, lo cual concuerda con el hecho de que la vía KEGG con mejor posición 
en cuanto a significancia, aunque no superó el umbral del FDR = 0,05, fue la vía 
“ribosoma” (FDR = 0,413). En este PB también aparecen desregulados tres factores de 
iniciación de la traducción como son EIF3D, EIF3F y EIF3G, así como genes cruciales 
en la modificación postraduccional mediante ubiquitinación como es el gen UBA52 y en 
la regulación transcripcional como RARA. Todos estos genes aparecen infraexpresados 
en los pacientes OR, lo que podría indicar una regulación negativa de la iniciación de la 
traducción en estos pacientes. Esta regulación negativa podría ser debida a la 
infraexpresión de los genes LAMTOR1 (z-valor = -2,31, p-valor = 0,0207) y LAMTOR4 
(z-valor = -2,70, p-valor = 0,0069) que codifican dos de las subunidades del complejo 
ragulator-Rag que actúa como regulador positivo del complejo mTORC1530, activador 
de la traducción de proteínas. De este modo, los niveles bajos de LAMTOR1 y LAMTOR4, 
podrían conducir a la inactivación del complejo mTORC1531, produciendo la inhibición 
de la traducción de proteínas. Todo esto, unido a la infraexpresión del factor de iniciación 
EIF3F (z-valor = -1,97, p-valor = 0,0475), podría corroborar esta hipótesis, ya que, como 
se ha descrito previamente, la disminución de la actividad de mTORC1 se correlaciona 
con la degradación de este factor de iniciación532. 
Por último, este análisis fue completado mediante el estudio del sesgo de 
publicación utilizando la prueba de asimetría de Egger. De esta manera se determinó que 
259 de los 712 genes iniciales podrían mostrar sesgo de publicación (p-valor < 0,05). No 
obstante, al ser una proporción inferior al 50% (36,4%) no fue considerado problemático 
al no ser una tendencia generalizada del conjunto global de genes. 
 
4.4.1.2. Pacientes que alcanzan respuesta completa versus resto 
Para los tres estudios seleccionados en el análisis de la RC, se incluyeron en el grupo 
RC todas las respuestas que tenían como mínimo una IFE negativa. El tamaño muestral 
y la plataforma de análisis empleadas en cada uno de estos estudios aparecen recogidos 
en la Tabla 4.17, donde puede observarse la gran descompensación en el número de 
muestras de los dos grupos de respuesta analizados. Las ratios RC/Resto para los estudios 
CoMMpass (2017), Amin (2014) y Mulligan (2007) fueron de 0,5 (~2 veces), 0,31 (~3,23 
veces) y 0,08 (~12,5 veces), respectivamente. Esta falta de balance entre los grupos podría 
crear problemas si se aplicasen test de permutaciones para el estudio de expresión 
diferencial ya que sesgaría el p-valor calculado533, por tanto, tuvo que tenerse en cuenta 




Tabla 4.17. Estudios seleccionados para el metaanálisis de la expresión génica en 
pacientes con respuesta completa (RC) frente al resto de respuestas en régimen de tratamiento 
con bortezomib en monoterapia. 
Serie Estudio Plataforma 
N 
RC Resto 
CoMMpass CoMMpass, 2017* Illumina HiSeq2000 o HiSeq2500 3 6 
GSE55145 Amin, 2014197 Affymetrix Human Exon 1.0 ST Array 16 51 
GSE9782 Mulligan, 2007528 
Affymetrix Human Genome U133A y 
U133B Arrays 
13 156 
* Datos generados como parte de la iniciativa de medicina personalizada de la Multiple 
Myeloma Research Foundation (MMRF, https://research.themmrf.org y www.themmrf.org). 
El análisis de la expresión génica diferencial en el estudio CoMMpass (2017), 
reveló que 1.543 genes muestran diferencias de expresión a p-valor < 0,05 en los 
pacientes que alcanzaron RC respecto al resto de pacientes. De estos genes, 950 
presentaron sobreexpresión y 593 infraexpresión en los pacientes con RC. En cuanto a 
los estudios realizados con microarrays, en el estudio de Amin (2014) se detectaron 604 
genes a p-valor < 0,05, de los que 310 genes estuvieron sobreexpresados y 294 
infraexpresados en los pacientes con RC. En el estudio de Mulligan (2007) se 
identificaron 1.297 genes, de los que, excluyendo los duplicados, 443 estaban 
sobreexpresados y 751 infraexpresados en RC, y 15 genes mostraban sentidos de 
expresión opuestos en dos o más sondas. El cruce de los genes seleccionados de los tres 
estudios se muestra en el diagrama de Venn de la Figura 4.146. Cuatro de los genes 
seleccionados fueron comunes a los tres estudios, y un total de 221 genes fueron comunes 
a, al menos, dos de los estudios. 
 
Figura 4.146. Diagrama de Venn de los genes seleccionados en los tres estudios para la 
comparación de expresión génica diferencial entre los pacientes que alcanzan respuesta 




A través del metaanálisis de estos 221 genes comunes se detectaron un total de 26 
genes estadísticamente significativos a p-valor < 0,05, de los que 12 presentaron 
sobreexpresión y 14 infraexpresión en los pacientes que alcanzaron RC (Anexo 38). En 
la Tabla 4.18 se muestra un mapa de calor con los valores de ln(FC) de estos 26 genes. 
Tabla 4.18. Mapa de calor (heatmap) de los 26 genes estadísticamente significativos en el 
metaanálisis de efectos aleatorios para el estudio de la expresión génica en pacientes con 
respuesta completa frente al resto de respuestas para el régimen de tratamiento con bortezomib 
en monoterapia. 







BCLAF1 5,669 1,43E-08    
C10orf118 4,987 6,12E-07    
NKAIN2 3,349 8,11E-04    
PXDC1 3,188 0,001    
KLHL14 2,941 0,003    
HEBP2 2,602 0,009    
USP1 2,413 0,016    
SOCS6 2,247 0,025    
FAM114A1 2,243 0,025    
SPRED1 2,228 0,026    
TMEM144 2,143 0,032    
USP54 2,129 0,033    
NIN -4,838 1,31E-06    
DCLK1 -4,480 7,47E-06    
LAMTOR4 -4,429 9,47E-06    
UBASH3B -3,746 1,80E-04    
TIMM13 -3,711 2,07E-04    
BCAS3 -3,419 6,29E-04    
NUP210 -3,402 6,70E-04    
TRAF7 -3,239 0,001    
CLYBL -2,510 0,012    
QSOX2 -2,439 0,015    
GATM -2,401 0,016    
FRMD8 -2,105 0,035    
HMGA1 -2,021 0,043    
LGR4 -1,965 0,049    
Los parámetros del valor z y el p-valor hacen referencia a los valores del estadístico z y de 
la probabilidad estadística obtenidos en el metaanálisis, respectivamente. El color de la celda es 
rojo si el ln(FC) del gen en ese estudio es positivo (gen sobreexpresado), verde si el ln(FC) es 
negativo (gen infraexpresado). A mayor intensidad del color rojo o verde, mayor o menor valor 
del ln(FC), respectivamente. 
El análisis de sobrerrepresentación de genes en rutas biológicas KEGG sobre los 26 
genes no obtuvo ninguna vía representada por más de un gen. Sin embargo, sí se observó 
una alta representación de genes en algunas funciones GO, aunque no estadísticamente 






Figura 4.147. Análisis de sobrerrepresentación sobre vías KEGG y ontologías génicas 
(GO) considerando los genes estadísticamente significativos en el metaanálisis de la respuesta 
completa en el régimen de tratamiento con bortezomib en monoterapia. a) TOP 10 procesos 
biológicos GO, b) TOP 10 funciones moleculares GO y c) TOP 10 localizaciones celulares GO. 
Debido a la ausencia de significancia estadística no se llevó a cabo el estudio de las 
funciones asociadas con los resultados del metaanálisis, pero sí de los genes desregulados 
presentes en los dos PB representados en un mayor número de genes. Ante la igualdad en 
el número de genes de cuatro PB, se decidió aplicar un segundo criterio de selección 
escogiendo los dos PB con menores valores del FDR. Estos dos PB fueron la “regulación 
de la respuesta a estímulos de daño del ADN” (FDR = 0,757) y la “regulación negativa 
de la adhesión celular” (FDR = 0,916). En lo que al primer PB respecta, agrupó a tres 
genes sobreexpresados en los pacientes con RC: SPRED1 (z-valor = 2,23, p-valor = 
0,0259), USP1 (z-valor = 2,41, p-valor = 0,0158) y BCLAF1 (z-valor = 5,67, p-valor < 
0,0001). En cuanto al PB de “regulación negativa de la adhesión celular” recogió otros 
tres genes, dos de ellos infraexpresados en los pacientes con RC, BCAS3 (z-valor = -3,42, 
p-valor = 0,0006), UBASH3B (z-valor = -3,75, p-valor = 0,0002); y un gen 










implicados de una u otra forma en procesos carcinogénicos. De este modo, los genes 
BCAS3 y UBASH3B promueven la tumorogénesis y la metástasis en cáncer de mama, 
respectivamente534, 535, SOCS6 inhibe la proliferación celular en cáncer de estómago536, 
BCLAF1 favorece la muerte celular en MM537, SPRED1 actúa como supresor tumoral en 
melanoma de mucosas538 y en el caso del gen USP1, su inhibición reduce la viabilidad de 
las células de MM539. En el caso de los cinco primeros genes, el sentido de su expresión 
en nuestro trabajo podría estar promoviendo un fenotipo antitumoral del que se 
beneficiaría el bortezomib para llevar a cabo su mecanismo de acción de una manera más 
eficaz y conseguir la RC de los pacientes. Sin embargo, en el caso del gen USP1 su 
sobreexpresión no concordaría con esta hipótesis, ya que niveles altos de este gen al 
diagnóstico en el grupo que alcanzó RC estaría promoviendo la viabilidad de las células 
mielomatosas gracias a su función de desubiquitinación de proteínas. Esta paradoja debe 
ser investigada en profundidad para determinar qué papel puede tener este gen en la 
respuesta a bortezomib. 
Finalmente, para completar el análisis de la RC se procedió al estudio del sesgo de 
publicación sobre la lista de 221 genes. La regresión de Egger reveló un posible sesgo de 
publicación en 71 genes (p-valor < 0,05), suponiendo este valor un 32,1% de los genes 
estudiados. Este resultado no fue considerado como representativo del conjunto total de 
genes analizados. 
 
4.4.2. Terapias basadas en el uso de bortezomib 
El análisis de la respuesta a tratamiento en este apartado se llevó a cabo sobre las 
series de pacientes cuyo régimen de tratamiento estuvo basado en el bortezomib, 
independientemente de si este régimen se aplicó en monoterapia o en combinación con 
otros compuestos, siempre que no fuesen IMiDs. De esta manera, fueron incluidos todos 
los estudios previamente analizados en el Apartado 4.4.1. Además, se incluyeron dos 
estudios adicionales en el análisis de la RC, que no pudieron ser añadidos a la 
aproximación OR vs. NR debido al bajo número de muestras que presentó el grupo NR. 
Además, como paso previo al metaanálisis se determinó el número de genes comúnmente 
interrogados por las plataformas de análisis de la expresión génica de todos los estudios 
seleccionados, arrojando un total de 15.084 genes comunes.  
 
4.4.2.1. Pacientes respondedores versus no respondedores 
Para realizar este análisis se dispuso de tres series cuyos grupos recogidos en el 
Apartado 4.4.1. El análisis llevado a cabo en este apartado fue muy similar al ya citado 
del Apartado 4.4.1, con la salvedad de que la serie CoMMpass (2017) recogió un número 
más amplio de pacientes al ser considerados todos los regímenes de tratamiento que 
incluyesen bortezomib, a excepción de las combinaciones con IMiDs. El otro punto de 




que al haber sido incluidas dos nuevos estudios en el estudio de la RC, la lista de genes 
de partida comunes a todos los estudios es ligeramente diferente, comprendiendo 15.084 
genes, frente a los 15.855 del Apartado 4.4.1. En cuanto a las ratios entre el número de 
muestras de los dos grupos de respuesta, los estudios Amin (2014) y Mulligan (2007) 
conservan los expuestos en el Apartado 4.4.1.1. En lo relativo al estudio CoMMpass 
(2017), el grupo de pacientes NR presentó un número de muestras muy inferior al 
recogido en el grupo de pacientes OR, de manera que la ratio OR/NR fue de 10,29. Las 
características de estas series y de los estudios correspondientes se recogen en la Tabla 
4.19. 
Tabla 4.19. Estudios seleccionados para el metaanálisis de la respuesta en pacientes 
tratados con regímenes de tratamiento basados en bortezomib en monoterapia o en cualquier 
combinación con otros fármacos salvo IMiDs. 
Serie Estudio Plataforma 
N 
OR NR 
CoMMpass CoMMpass, 2017* Illumina HiSeq2000 o HiSeq2500 144 14 
GSE55145 Amin, 2014197 
Affymetrix Human Exon 1.0 ST 
Array 
39 28 
GSE9782 Mulligan, 2007528 
Affymetrix Human Genome 
U133A y U133B Arrays 
73 96 
* Datos generados como parte de la iniciativa de medicina personalizada de la Multiple 
Myeloma Research Foundation (MMRF, https://research.themmrf.org y www.themmrf.org). OR 
= pacientes respondedores; NR = pacientes no respondedores. 
El análisis de expresión génica diferencial se realizó sobre los 15.084 genes 
comunes a los tres estudios previamente seleccionados mediante la comparación de la 
expresión génica del grupo de pacientes OR frente a la expresión del grupo de NR. De 
este modo, en el estudio CoMMpass (2017) fueron seleccionados 1.513 genes, de los que 
644 genes presentaron sobreexpresión y 869 infraexpresión en los pacientes 
respondedores. En el caso del estudio de Amin (2014), se detectaron 1.211 genes de los 
que 611 estuvieron sobreexpresados y 600 infraexpresados. Finalmente, en el estudio de 
Mulligan (2007) se seleccionaron 3.453 genes no duplicados, de los que 2.157 
presentaron sobreexpresión, 1.245 infraexpresión y 51 fueron interrogados por dos 
probesets con diferentes sentidos de expresión génica. En todos los casos se estableció el 
p-valor = 0,05 como punto de corte para de selección de genes, de modo que todos los 
genes por debajo de este valor fueron elegidos para los siguientes análisis. El cruce de los 






Figura 4.148. Diagrama de Venn de los genes seleccionados en los tres estudios para la 
comparación de expresión génica diferencial entre los pacientes respondedores frente a no 
respondedores. El régimen de tratamiento aplicado en todos los estudios estuvo basado en 
bortezomib, o bien en monoterapia, o bien en combinación con cualquier otro compuesto 
farmacológico, salvo IMiDs. 
El estudio mediante metaanálisis de la expresión génica en los tres estudios se 
realizó sobre los 680 genes que fueron comunes, al menos, a dos de los estudios, 
revelando un tamaño del efecto estadísticamente significativo (p-valor < 0,05) en 143 
genes, de los que 91 presentaron sobreexpresión y 52 infraexpresión en los pacientes OR 
(Anexo 39). Tras la selección de los genes estadísticamente significativos, se procedió a 
su estudio detallado mediante el análisis ORA sobre rutas y funciones biológicas. El 
resultado considerando las 10 rutas biológicas KEGG más relevantes, así como las 10 










Figura 4.149. Análisis de sobrerrepresentación sobre vías KEGG y ontologías génicas 
(GO) considerando los genes estadísticamente significativos en los tres estudios seleccionados 
para el metaanálisis de la respuesta al tratamiento con regímenes de tratamiento basados en 
bortezomib, excepto aquellos en combinación con IMiDs. a) TOP 10 rutas biológicas KEGG, b) 
TOP 10 localizaciones celulares GO, c) TOP 10 procesos biológicos GO y d) TOP 10 funciones 
moleculares GO. 
Ningún término del análisis ORA presentó una sobrerrepresentación 
estadísticamente significativa a FDR < 0,05. Por este motivo, se decidió analizar las 
características de los genes implicados en los dos términos representados en un mayor 
número de genes, que fueron, el PB “señalización célula-célula por wnt” (FDR = 0,8642), 
y la FM “actividad transportadora pasiva transmembrana” (FDR = 0,5197) con 9 genes 
cada uno. Entre los genes que aparecen desregulados en el primero de estos términos GO 
se encontraba el supresor tumoral CYLD (z-valor = 2,37, p-valor = 0,0176)540. En MM, la 
pérdida de expresión de este gen, tanto a nivel de ARNm, como proteico se ha asociado 
a la progresión de la enfermedad y a un pronóstico adverso, debido principalmente a la 
activación de vías como la vía de señalización NF-κB, a través del incremento de la 












proteína p50, NFKB1, aparece infraexpresado de manera estadísticamente significativa 
en pacientes OR (z-valor = -2,23, p-valor = 0,0256). Por tanto, la sobreexpresión de CYLD 
unida a la infraexpresión de NFKB1 indicaría una inactivación de la vía de señalización 
de NF-κB en los pacientes OR, que en contraposición al mecanismo de resistencia que 
promovería la activación de esta vía542, podría estar favoreciendo la respuesta al 
tratamiento. 
En cuanto a la FM “actividad transportadora pasiva transmembrana”, los 9 genes 
que presentan esta actividad aparecen sobreexpresados en los pacientes respondedores. 
La mayor parte de estos genes son codificantes de proteínas que forman canales 
transportadores de distintos iones como Cl- (CLCN3 y CLIC5), Na+ (SCN8A), Ca2+ 
(TRPC1) o K+ (KCNK6) y también aparecen intercambiadores de iones Na+/K+ como 
SLC24A3. Algunas de estas proteínas, como TRPC1, pueden tener funciones relevantes 
en la respuesta a drogas de los MM mediante la modificación de la permeabilidad de la 
membrana543. 
Finalmente, como último paso del estudio con metaanálisis, se revisó la posibilidad 
de la existencia de sesgo de publicación mediante la regresión de Egger sobre los estudios 
de metaanálisis de los 680 genes detectándose la presencia de este sesgo a p-valor < 0,05 
en 152 genes. Esto supone un 22,3% de los genes analizados, con lo que no se consideró 
representativo del conjunto total de genes. 
 
4.4.2.2. Pacientes que alcanzan respuesta completa versus resto 
El estudio de la RC en pacientes tratados con regímenes basados en bortezomib se 
llevó a cabo sobre cinco estudios. La estratificación de la respuesta llevada a cabo sobre 
estos cinco estudios ya ha sido descrita en el Apartado 4.4.1. En lo relativo a las ratios 
entre los grupos de respuesta de este análisis, los estudios de Amin (2014) y Mulligan 
(2007) conservaron las mismas ratios que en el Apartado 4.4.1.2. Sin embargo, en lo que 
respecta a los tres estudios restantes, dos de ellos, López-Corral (2014) y Gutiérrez 
(2010), presentaron un gran equilibrio entre los dos grupos, con ratios RC/Resto de 1,4 y 
1,2. Por su parte, el estudio CoMMpass (2017) presentó una fuerte descompensación de 
los dos grupos de respuesta, con una ratio RC/Resto = 0,12 (8,3 veces). Las características 








Tabla 4.20. Estudios seleccionados para el metaanálisis de la respuesta completa (RC) en 
pacientes tratados con regímenes de tratamiento basados en bortezomib en monoterapia o en 
cualquier combinación con otros fármacos salvo IMiDs. 
Serie Estudio Plataforma 
N 
RC Resto 
CoMMpass CoMMpass, 2017* Illumina HiSeq2000 o HiSeq2500 17 141 
GSE55145 Amin, 2014197 
Affymetrix Human Exon 1.0 ST 
Array 
16 51 
GSE47552 López-Corral, 2014189 
Affymetrix Human Gene 1.0 ST 
Array 
7 5 
GSE16558 Gutiérrez, 2010544 
Affymetrix Human Gene 1.0 ST 
Array 
7 6 
GSE9782 Mulligan, 2007528 
Affymetrix Human Genome 
U133A y U133B Arrays 
13 156 
* Datos generados como parte de la iniciativa de medicina personalizada de la Multiple 
Myeloma Research Foundation (MMRF, https://research.themmrf.org y www.themmrf.org). 
El análisis de expresión diferencial mediante el algoritmo edgeR en el estudio 
CoMMpass (2017) reveló la expresión diferencial de 1.269 genes a p-valor < 0,05, de los 
que 443 mostraron sobreexpresión y 826 infraexpresión en los pacientes con RC. En el 
caso de los análisis con el algoritmo limma en los cuatro estudios restantes, se obtuvieron 
los resultados que se describen a continuación: en el estudio de Amin (2014) se detectaron 
574 genes diferencialmente expresados de los que 292 presentaron sobreexpresión y 282 
infraexpresión en RC. En el estudio de López-Corral (2014), 873 genes mostraron 
expresión diferencial a p-valor < 0,05, de los que 463 estuvieron sobreexpresados y 410 
infraexpresados en los pacientes que alcanzaron RC. En cuanto al estudio de Gutiérrez 
(2010), se obtuvieron 1.153 genes a p-valor < 0,05, de los que 620 fueron genes 
sobreexpresados y 533 infraexpresados en los pacientes con RC. Finalmente, en el estudio 
de Mulligan (2007) se detectaron 1.150 genes sin elementos duplicados, de los que 430 
genes estuvieron sobreexpresados en RC, 705 infraexpresados y 15 presentaron al menos 
dos probesets en sentidos opuestos de expresión. 
El cruce de las cinco listas de genes mediante diagrama de Venn reveló la 
inexistencia de genes comúnmente desregulados en los cincos estudios a p-valor < 0,05. 





Figura 4.150. Diagrama de Venn de los genes seleccionados en los cinco estudios en los 
que se determinó la expresión génica diferencial entre los pacientes que alcanzaron respuesta 
completa frente al resto de pacientes. El régimen de tratamiento aplicado en todos los estudios 
estuvo basado en bortezomib, o bien en monoterapia, o bien en combinación con cualquier otro 
compuesto farmacológico, salvo IMiDs 
A continuación, se realizó un metaanálisis de efectos aleatorios considerando los 
542 genes que fueron comunes, al menos, a dos de los estudios. Este análisis detectó 76 
genes en los que la diferencia en el tamaño del efecto de los cinco estudios fue 
estadísticamente significativa a p-valor < 0,05, de los que 20 presentaron sobreexpresión 
y 56 infraexpresión en los pacientes que alcanzaron RC (Anexo 40). Se procedió a 
ejecutar el análisis ORA de genes utilizando como referencia las bases de vías y términos 






Figura 4.151. Análisis de sobrerrepresentación sobre vías KEGG y ontologías génicas 
(GO) considerando los genes estadísticamente significativos en el metaanálisis de la respuesta 
completa al tratamiento con regímenes de tratamiento basados en bortezomib, excepto aquellos 
en combinación con IMiDs. a) TOP 10 rutas biológicas KEGG, b) TOP 10 localizaciones celulares 
GO, c) TOP 10 procesos biológicos GO y d) TOP 10 funciones moleculares GO. 
Ninguna de las vías KEGG o términos GO obtuvo resultados estadísticamente 
significativos a FDR < 0,05. Por esta razón se procedió al estudio de los genes presentes 
en el PB “respuesta a estímulos extracelulares” (FDR = 1) al ser, con seis genes, el 
término con un mayor número de genes asociados. Entre estos seis genes, todos ellos 
infraexpresados en los pacientes con RC, dos de ellos, ABCA1 (z-valor = -4,03, p-valor = 
0,0001) y KLF10 (z-valor = -3,69, p-valor = 0,0002), han sido previamente estudiados en 
trabajos de MM. En el caso de ABCA1, su infraexpresión por fármacos antineoplásicos a 
nivel de ARNm ha sido asociada con la promoción de la citotoxicidad celular a través de 
la acumulación intracelular de colesterol545. En lo que respecta a KLF10, se trata de un 
gen supresor tumoral, y su infraexpresión ha sido asociada con un incremento de la 
proliferación celular y de la inhibición de la apoptosis a través de la activación de la vía 












efectos contrapuestos en la célula mielomatosa, por lo que sería necesaria una 
investigación más avanzada sobre el posible mecanismo que estos genes puedan tener 
sobre la célula tumoral del MM. 
Por último, se comprobó la posible existencia de sesgo de publicación sobre los 542 
genes seleccionados utilizando la regresión de Egger. Este estudio reveló una posible 
presencia de sesgo en 70 genes, lo que supuso un 12,9% del total de genes analizados, 
porcentaje inferior al 50% considerado en esta tesis como problemático sobre el conjunto 
global de genes. 
 
4.4.3. Terapia combinada de bortezomib y agentes 
inmunomoduladores 
El análisis realizado en este apartado se llevó a cabo sobre las series de pacientes 
cuyos regímenes de tratamiento consistieron en el uso combinado del fármaco bortezomib 
junto con IMiDs. En el caso de los IMiDs, no se hizo distinción en si el compuesto 
utilizado fue talidomida, lenalidomida o pomalidomida. De esta manera, se seleccionaron 
cuatro estudios para este análisis, con 16.462 genes interrogados de manera común por 
las plataformas de análisis de la expresión génica correspondientes a estos estudios. 
 
4.4.3.1. Pacientes respondedores versus no respondedores 
Se consideraron dos estudios para el análisis de la expresión génica en pacientes OR 
frente a los pacientes NR: CoMMpass (2017) y Terragna (2016). En el caso del estudio 
CoMMpass (2017), la estratificación de la respuesta ya fue descrita anteriormente en el 
Apartado 4.4.1. Respecto al estudio de Terragna (2016) la estratificación se realizó de la 
misma manera, considerando pacientes OR los que alcanzaron como mínimo RP, 
mientras que el grupo de pacientes NR estuvo formado exclusivamente por pacientes con 
EE. Ambos estudios presentaron un fuerte desequilibrio entre los grupos de respuesta, de 
modo que las ratios OR/NR fueron de 25,4 y 15,9, para CoMMpass (2017) y Terragna 
(2016), respectivamente, debido a que la mayor parte de los pacientes que reciben este 
régimen de tratamiento logran algún tipo de respuesta. Las características de estos dos 










Tabla 4.21. Estudios seleccionados para el metaanálisis de la respuesta en pacientes 
tratados con regímenes de tratamiento basados en la combinación bortezomib e IMiDs. 
Serie Estudio Plataforma 
N 
OR NR 
CoMMpass CoMMpass, 2017* 
Illumina HiSeq2000 o 
HiSeq2500 
330 13 
GSE68871 Terragna, 2016194 
Affymetrix Human Genome 
U133 Plus 2.0 Array 
111 7 
* Datos generados como parte de la iniciativa de medicina personalizada de la Multiple 
Myeloma Research Foundation (MMRF, https://research.themmrf.org y www.themmrf.org). OR 
= pacientes respondedores; NR = pacientes no respondedores. 
De este modo, en el análisis de expresión diferencial OR vs. NR sobre el estudio 
CoMMpass (2017) se detectaron 1.905 genes diferencialmente expresados a p-valor < 
0,05, de los que 1.000 estaban sobreexpresados y 905 infraexpresados en los pacientes 
que respondieron al tratamiento. En cuanto al estudio de Terragna (2016) se identificaron 
752 genes a p-valor < 0,05, de los que 318 estaban sobreexpresados y 434 infraexpresados 
en los pacientes OR. El cruce de las dos listas de genes aparece representado a través de 
un diagrama de Venn en la Figura 4.152.  
 
Figura 4.152. Diagrama de Venn de los genes seleccionados en los dos estudios 
seleccionados para el análisis de la expresión génica diferencial entre los pacientes 
respondedores frente a los no respondedores. El régimen de tratamiento aplicado en todos los 
estudios fue bortezomib en combinación con IMiDs 
Sobre los 84 genes comunes a los dos estudios obtenidos en el cruce de las dos listas 
de genes se llevó a cabo el metaanálisis de efectos aleatorios, en el que se encontraron 44 
genes que presentaban diferencias en el tamaño del efecto estadísticamente significativas 
(p-valor < 0,05) (Anexo 41). De estos 44 genes, 13 estaban sobreexpresados y 31 
infraexpresados en los pacientes respondedores. Los análisis de sobrerrepresentación 







Figura 4.153. Análisis de sobrerrepresentación sobre vías KEGG y ontologías génicas 
(GO) considerando los genes estadísticamente significativos en los dos estudios seleccionados 
para el metaanálisis de la respuesta al tratamiento con regímenes de tratamiento basados en 
bortezomib en combinación con IMiDs. a) TOP 10 rutas biológicas KEGG, b) TOP 10 
localizaciones celulares GO, c) TOP 10 procesos biológicos GO y d) TOP 10 funciones 
moleculares GO. 
Ninguno de los términos GO o vías KEGG resultó estadísticamente significativo, 
por este motivo se decidió analizar únicamente los genes presentes en los términos que 
comprendieron un mayor número de genes, que en este caso fueron los PB “adhesión 
célula-célula vía moléculas de adhesión de la membrana plasmática” (FDR = 1) y el 
“crecimiento celular” (FDR = 1). Entre los dos PB se recogieron un total de 12 genes 
desregulados, entre los que se encuentra el gen ACVR1 (z-valor = 3,84, p-valor = 0,0001), 
que tiene un papel muy relevante en la vía de la proteína morfogénica ósea (BMP), 
implicada en el desarrollo y la reparación del sistema esquelético, y en el caso del MM, 
en la diferenciación osteoblástica junto con la vía Wnt547. Otro de los genes interesantes 
entre este grupo de genes, fue el gen RPS6KA1 (z-valor = -3,11, p-valor = 0,0019), que 












isoformas cuya actividad se ha asociado con el control de la proliferación, la migración y 
la diferenciación celular, entre otras funciones548. En el caso concreto del gen RPS6KA1, 
ha sido implicado en procesos como la modulación de la metástasis en cáncer de 
pulmón549 o la promoción de la invasión en melanoma550, sin embargo, su papel en MM 
no ha sido estudiado, a pesar de que se ha comprobado que compuestos inhibidores de 
otros miembros de esta familia de genes, como el gen RPS6KA3, presentan actividad 
antimieloma551. 
Como apunte final al metaanálisis llevado a cabo en este apartado, hay que indicar 
que no fue posible proceder con el análisis de sesgo de publicación mediante la regresión 
de Egger, ya que esta técnica requiere más de dos estudios para ser ejecutada. 
 
4.4.3.2. Pacientes que alcanzan respuesta completa versus resto 
Para el análisis de la RC en pacientes tratados con bortezomib en combinación con 
IMiDs se seleccionaron los estudios CoMMpass (2017), Terragna (2016), López-Corral 
(2014) y Gutiérrez (2010). El grupo de RC estuvo formado en todos los estudios por los 
pacientes que tenían como mínimo una IFE negativa; el resto de los pacientes fueron 
incluidos en el grupo “Resto” en el análisis. En lo relativo al equilibrio de los dos grupos 
de respuesta, los estudios de López-Corral (2014), con una ratio RC/Resto de 0,8 (1,2 
veces), y Gutiérrez (2010), con ratio = 1,5, presentaron un mayor equilibrio que los 
estudios CoMMpass (2017) (ratio = 0,25 [~4 veces]) y Terragna (2016) (ratio = 0,15 [~6,9 
veces]). La diferencia de equilibrio entre los estudios fue probablemente debida al tamaño 
muestral de los mismos, ya que fueron precisamente los estudios con un mayor número 
de muestras los que estuvieron menos balanceados. Las características generales de los 
cuatro estudios aparecen recogidas en la Tabla 4.22.  
Tabla 4.22. Estudios seleccionados para el metaanálisis de la respuesta completa (RC) en 
pacientes tratados con regímenes de tratamiento basados en la combinación bortezomib e IMiDs. 
Serie Estudio Plataforma 
N 
RC Resto 
CoMMpass CoMMpass, 2017* Illumina HiSeq2000 o HiSeq2500 69 274 
GSE68871 Terragna, 2016194 
Affymetrix Human Genome U133 
Plus 2.0 Array 
15 103 
GSE47552 López-Corral, 2014189 
Affymetrix Human Gene 1.0 ST 
Array 
9 11 
GSE16558 Gutiérrez, 2010544 
Affymetrix Human Gene 1.0 ST 
Array 
6 4 
* Datos generados como parte de la iniciativa de medicina personalizada de la Multiple 
Myeloma Research Foundation (MMRF, https://research.themmrf.org y www.themmrf.org). 
El estudio de expresión diferencial sobre estos cuatro estudios mostró alta 
variabilidad en cuanto al número de genes detectados a p-valor < 0,05. Así, el estudio en 
el que se detectó un mayor número de genes fue en el estudio CoMMpass (2017) donde 




infraexpresados. En los estudios de Terragna (2016) y López-Corral (2014) el nivel de 
detección fue intermedio con 1.041 genes (459 sobreexpresados y 582 infraexpresados) 
y 963 genes (686 sobreexpresados y 277 infraexpresados) detectados, respectivamente. 
La menor detección se produjo en el estudio de Gutiérrez (2010) con 401 genes detectados 
a p-valor < 0,05 (175 sobreexpresados y 226 infraexpresados). El cruce de las cuatro listas 
de genes además reveló la inexistencia de genes comunes a los cuatro estudios, aunque sí 
que hubo coincidencias entre parejas y tríos de estudios, tal como puede observarse en la 
Figura 4.154. 
 
Figura 4.154. Diagrama de Venn de los genes seleccionados en los cuatro estudios para 
la comparación de expresión génica diferencial entre los pacientes que alcanzaron RC frente al 
resto de pacientes. El régimen de tratamiento aplicado en todos los estudios estuvo basado en 
bortezomib combinado con IMiDs 
A continuación, se llevó a cabo el metaanálisis de efectos aleatorios considerando 
los 331 genes comunes a, al menos, dos de los estudios. Se determinaron 54 genes cuyo 
tamaño del efecto fue estadísticamente significativo a un p-valor < 0,05 (Anexo 42). De 
los 54 genes, 31 presentaron sobreexpresión en los pacientes que alcanzaron RC, mientras 
que 23 genes estuvieron infraexpresados en estos pacientes. Sobre estos genes se llevó a 
cabo el análisis de sobrerrepresentación en vías KEGG y términos GO, cuyos resultados 





   
Figura 4.155. Análisis de sobrerrepresentación sobre vías KEGG y ontologías génicas 
(GO) considerando los genes estadísticamente significativos en el metaanálisis de la respuesta 
completa a regímenes de tratamiento con bortezomib en combinación con IMiDs. a) TOP 10 
rutas biológicas KEGG, b) TOP 10 localizaciones celulares GO, c) TOP 10 procesos biológicos 
GO y d) TOP 10 funciones moleculares GO. 
Únicamente el PB “transporte intracelular dependiente de citoesqueleto” resultó 
estadísticamente significativo con un FDR = 0,0016 y representado por seis genes, todos 
ellos sobreexpresados en los pacientes con RC. De esta manera, la sobreexpresión de 
genes como KIF16B (z-valor = 5,54, p-valor < 0,0001), implicado en el transporte de 
endosomas552, así como de otros genes involucrados en diversos tipos de transporte 
intracelular, como BBS12 (z-valor = 2,26, p-valor = 0,0241), APBA1 (z-valor = 2,97, p-
valor = 0,0029), MYRIP (z-valor = 3,49, p-valor = 0,0005) o KIFAP3 (z-valor = 2,72, p-
valor = 0,0064), junto con el conocimiento previo de que genes como los que codifican 
proteínas de la familia RAB, implicada en la regulación del tráfico intracelular de 
vesículas y el transporte de proteínas553, conducen a la sensibilidad a compuestos como 
la lenalidomida554, podrían sugerir la importancia de los procesos de transporte 

























4.5. Capítulo 5. 
 
Predicción de la respuesta al 









El análisis de predicción de la respuesta se realizó sobre los mismos grupos de 
tratamiento que en el Apartado 4.4. En este caso, cada grupo de tratamiento fue 
estratificado en función de la respuesta alcanzada por los pacientes en las siguientes 
aproximaciones analíticas: 
1) Pacientes respondedores versus no respondedores 
2) Pacientes que alcanzan respuesta completa versus resto de pacientes 
3) Respuesta codificada en tres grupos 
4) Respuestas múltiples o multirrespuesta 
Como punto de partida para los análisis de predicción en las aproximaciones 1) y 2) 
se seleccionaron los genes estadísticamente significativos (p-valor < 0,05) de los 
metaanálisis correspondientes del Apartado 4.4. En el caso de las aproximaciones 3) y 
4) se seleccionaron los genes que fueron estadísticamente significativos a p-valor < 0,05 
en el análisis con los algoritmos limma o edgeR considerando múltiples grupos (> 2 
grupos). Para la aproximación 3), tras hacer esta selección estadística de genes, se 
procedió al cruce de las listas de genes de cada uno de los estudios incluidos, de manera 
que fueron seleccionados para el análisis de predicción aquellos genes que fuesen 
comunes en al menos dos de los estudios. Respecto a la aproximación 4), fue un caso 
particular, ya que debido a que cada estudio tiene su propia codificación de la respuesta 
no fue posible obtener una lista de genes comunes para todos los estudios. Por tanto, la 
predicción se realizó sobre cada estudio considerando únicamente su propia lista de genes 
diferencialmente expresados procedentes del análisis de múltiples grupos. Estas 
predicciones aparecerán en cada apartado con el nombre de “inicial”. 
En todas las aproximaciones de predicción, se procedió a una segunda predicción 
utilizando un filtrado de genes en función del grado de importancia (VIM) sobre la 
respuesta en las matrices de entrenamiento utilizando el método de bosques aleatorios o 
random forest en el paquete Boruta en R. La importancia o VIM es un parámetro que 
determina qué variables son conductoras de una determinada respuesta. Las predicciones 
bajo estas condiciones serán denominadas en cada apartado como “boruta”. 
Por último, se llevó a cabo una tercera predicción con los genes de una nueva lista 
creada a partir de las listas de genes filtrados por Boruta de todos los estudios de un mismo 
grupo de respuesta para un mismo régimen de tratamiento. Estas predicciones serán 
denominadas “sumatorio”. 
En todos los casos para proceder con el análisis de predicción se utilizó una matriz 
o serie de entrenamiento del modelo, constituida por tres cuartas partes de los pacientes 
en cada estudio y una matriz de validación del modelo que comprendió el tercio restante 
de pacientes. La selección de pacientes para una u otra matriz se hizo de manera aleatoria. 
Todas las predicciones se efectuaron utilizando cinco métodos predictivos, siempre 




a) Máquinas de soporte vectorial con pesos estadísticos (wSVM) 
b) Mínimos cuadrados parciales (PLS) 
c) Máquinas de soporte vectorial sin pesos estadísticos (SVM) 
d) K vecinos más cercanos (KNN) 
e) Bosques aleatorios (RF) 
En todos los análisis de predicción se considerará como mejor predicción aquella 
que alcanzando la tasa de acierto global más elevada, haya sido realizada con un menor 
número de genes. En caso de igualdad entre dos o más métodos de predicción, se 
determinará como óptima aquella predicción en la que la sensibilidad o razón de 
verdaderos positivos (RVP) y la especificidad o razón de verdaderos negativos (RVN), 
así como el valor predictor positivo (VPP) y el valor predictor negativo (VPN) estén más 
compensados según el criterio del investigador. Este último criterio estará basado en un 
aspecto subjetivo para tratar de evitar dar por válida una predicción aparentemente buena 
en grupos poco equilibrados. 
 
4.5.1. Bortezomib en monoterapia 
El análisis de predicción para este régimen de tratamiento se llevó a cabo 
exclusivamente con estudios de expresión génica con datos disponibles de respuesta al 
tratamiento con bortezomib en monoterapia. En cada una de las cuatro aproximaciones 
se detallarán los estudios analizados. 
 
Pacientes respondedores versus no respondedores 
La predicción de la respuesta al tratamiento con bortezomib en monoterapia se llevó 
a cabo sobre los estudios CoMMpass (2017), Amin (2014) y Mulligan (2007). El número 
de muestras utilizadas en las matrices de entrenamiento y validación en cada uno de estos 
tres estudios se recoge en la Tabla 4.23. Los tres estudios no mostraron un buen equilibrio 
en el número de muestras en los dos grupos de respuestas, con ratios OR/NR de 2,00 en 
CoMMpass (2017), 1.39 en Amin (2014) y 0,76 en el estudio de Mulligan (2007).  
Tabla 4.23. Número de muestras en los grupos de pacientes respondedores y no 
respondedores en los estudios seleccionados para la predicción de la respuesta en pacientes 











Entrenamiento n = 4 n = 26 n = 49 
Validación n = 2 n = 13 n = 24 
No responden 
Entrenamiento n = 2 n = 19 n = 64 
Validación n = 1 n = 9 n = 32 
En cada grupo de respuesta, aparece el número de muestras seleccionadas para entrenar 




Como lista “inicial” de genes para la predicción se utilizaron los 233 genes 
estadísticamente significativos del metaanálisis del Apartado 4.4.1.1. Sobre esta lista se 
aplicó en cada uno de los tres estudios el filtrado con el algoritmo Boruta, resultando en 
la selección de 16 y 20 genes en los estudios de Amin (2014) y Mulligan (2007), 
respectivamente. En el caso del estudio CoMMpass (2017) no fue posible aplicar este 
algoritmo debido al bajo tamaño muestral. Finalmente, se construyó una tercera lista de 
genes en la que se combinaron los genes de las dos listas filtradas de Boruta eliminando 
los genes duplicados. Esta tercera lista de 34 genes fue utilizada de manera común en los 
tres estudios. Las tres listas de genes resultantes, junto con una batería de cinco métodos 
predictivos, fueron las herramientas empleadas para llevar a cabo los análisis de 
predicción en los tres estudios mencionados. 
En el caso del estudio CoMMpass (2017), la mejor predicción se alcanzó con los 34 
genes de la lista “sumatorio”, obteniendo una tasa de acierto global (TAC) del 67% con 
todos los métodos predictivos utilizados. Sin embargo, la especificidad se quedó en un 
0% y el VPN no pudo ser calculado (Anexo 43), lo que indica que no fue capaz de 
clasificar correctamente los pacientes del grupo de no respuesta.  
El estudio de Amin (2014), por su parte obtuvo una TAC del 82% con los 16 genes 
filtrados por Boruta, utilizando el método PLS con dos factores. La sensibilidad de este 
modelo fue del 92% y su especificidad del 67%, lo que indica que tiene una efectividad 
del 92% a la hora de identificar pacientes respondedores y un 67% de efectividad 
identificando pacientes que no responden. En cuanto a los parámetros VPP y VPN, se 
obtuvieron unos valores del 80% y del 86%, respectivamente. Por tanto, la probabilidad 
de que un paciente alcance realmente alguna respuesta si el modelo indica que el paciente 
responde es del 80%, mientras que la probabilidad de que un paciente no responda si el 
modelo indica no respuesta es del 86% (Anexo 43). 
En lo relativo al estudio de Mulligan (2007), se obtuvo que el modelo óptimo fue el 
determinado a través del método KNN utilizando los 21 vecinos más próximos y los 20 
genes seleccionados a través de Boruta. Esta predicción arrojó una TAC del 77% sobre 
la serie de validación. La sensibilidad y la especificidad de este modelo fueron del 54%y 
del 94%, indicando que dicho modelo tiene un 54% y un 94% de efectividad identificando 
pacientes respondedores y no respondedores, respectivamente. Respecto al VPP, su valor 
se sitúa en el 87%, y en el caso del VPN en el 73%. 
Los resultados de la predicción óptima que alcanzó una mejor TAC para los tres 





Figura 4.156. Resultados de la predicción óptima de la respuesta a bortezomib en 
monoterapia. El diagrama de barras recoge los valores de la razón de verdaderos positivos 
(RVP), razón de verdaderos negativos (RVN) y la tasa de acierto global (TAC) de los tres estudios 
seleccionados para este análisis. Los resultados se muestran como porcentaje. 
Aunque los resultados de las predicciones de las respuestas sobre la serie 
CoMMpass (2017) no son óptimos al no capturar el grupo de pacientes no respondedores, 
los resultados en las series de Amin (2014) y Mulligan (2007) muestran la buena 
capacidad de estos modelos sobre la predicción de la respuesta, con altas tasas de acierto 
y de forma compensada, tanto en el grupo de pacientes respondedores, como en el grupo 
de no respondedores. Una de las posibles causas de la baja tasa de acierto en el grupo de 
pacientes no respondedores en el estudio CoMMpass (2017) podría ser el bajo tamaño 
muestral, ya que la matriz de validación solamente constó de una única muestra en este 
grupo de respuesta, conduciendo por tanto a un resultado poco fiable debido a la elevada 
arbitrariedad que conlleva el estudio de una sola muestra. 
 
Pacientes que alcanzan respuesta completa versus resto 
Se seleccionaron tres estudios para la predicción de la respuesta completa (RC) 
frente al tratamiento con bortezomib en monoterapia: CoMMpass (2017), Amin (2014) y 
Mulligan (2007). El número de muestras disponible en cada uno de estos tres estudios en 
sus respectivas matrices de entrenamiento y validación se recoge en la Tabla 4.24. En 
cuanto a la ratio de pacientes que alcanzaron RC frente a los que no la alcanzaron, se 
observaron en algunos casos grandes desequilibrios. El estudio más descompensado en 
cuanto a la ratio RC/Resto fue el estudio de Mulligan (2007) con una ratio de 0,08 (~12 
veces). En el caso del estudio de Amin (2014) también se observó un cierto desequilibrio, 




entre los dos grupos estudiados fue CoMMpass (2017), con una ratio de 0,5 (~2 veces), 
aunque en este último el tamaño muestral fue mucho menor. 
Tabla 4.24. Número de muestras en los grupos de pacientes que alcanzaron respuesta 
completa (RC) y del resto de pacientes en los estudios seleccionados para la predicción de la RC 
en pacientes tratados con bortezomib en monoterapia. 








Entrenamiento n = 2 n = 11 n = 9 
Validación n = 1 n = 5 n = 4 
Resto 
Entrenamiento n = 4 n = 34 n = 104 
Validación n = 2 n = 17 n = 52 
En cada grupo de respuesta, aparece el número de muestras seleccionadas para entrenar 
el modelo predictivo y para su validación. 
La lista inicial de genes para las predicciones de la RC consistió en los 26 genes 
procedentes del metaanálisis del Apartado 4.4.1.2. El filtrado de esta lista con el 
algoritmo Boruta solamente se llevó a cabo en los estudios de Amin (2014) y de Mulligan 
(2007), de manera que fueron seleccionados 10 y seis genes, respectivamente. El 
algoritmo Boruta no pudo ser aplicado en la serie CoMMpass (2017) debido a su bajo 
tamaño muestral. Por último, se procedió a la construcción de una tercera lista 
(“sumatorio”) que consistió en la suma de las dos listas de genes filtrados por Boruta, 
eliminando los elementos duplicados. Estas tres listas, junto con cinco métodos 
predictivos, fueron utilizados para la predicción de la RC en los tres estudios 
seleccionados. 
El resultado del análisis de predicción para el estudio CoMMpass (2017) fue una 
TAC del 100% utilizando el método PLS con un factor y los 14 genes de la lista 
“sumatorio”. Sin embargo, pese a ser una tasa de acierto óptima no puede considerarse 
como un resultado fiable al ser el número de pacientes con RC, tanto de la serie de 
entrenamiento, como de la serie de validación, extremadamente bajo (el grupo RC 
solamente contiene una única muestra en la serie de validación). 
En el caso del estudio de Amin (2014), el método de predicción que obtuvo mejores 
resultados fue el PLS con 10 genes filtrados por Boruta y dos factores, alcanzando una 
TAC del 86%. Este modelo además alcanzó una RVP y una RVN del 80% y 88%, con lo 
que fue capaz de identificar pacientes que hacen RC y pacientes que no la alcanzan con 
una efectividad del 80 y el 88%, respectivamente. El VPP de este modelo se situó en 0,67 
y el VPN en 0,94, por tanto, la probabilidad de que el modelo prediga que un paciente 
alcance RC o no la alcance, y que realmente esto ocurra, fue del 67% y del 94%, 
respectivamente. 
Para el estudio de Mulligan (2007), los resultados de las predicciones mostraron una 




los 14 genes de la lista “sumatorio”. La TAC alcanzó un valor del 95% y una RVP y RVN 
relativamente equilibradas (75% y 96%, respectivamente). Además, los valores de VPP 
y VPN fueron aceptables, siendo especialmente elevado este último con un 98%, 
indicando este valor la probabilidad de que si el modelo predice que el paciente no alcanza 
RC este realmente no la alcance. 
Los resultados completos de estas predicciones se recogen el en Anexo 43, mientras que 
los resultados de la predicción óptima que alcanzó una mejor TAC para los tres estudios 
se muestran para su comparación en la Figura 4.157. 
 
Figura 4.157. Resultados de la predicción óptima de la respuesta completa (RC) a 
bortezomib en monoterapia. El diagrama de barras recoge los valores de la razón de verdaderos 
positivos (RVP), razón de verdaderos negativos (RVN) y la tasa de acierto global (TAC) de los 
tres estudios seleccionados para este análisis. Los resultados se muestran como porcentaje. 
Las TAC de la predicción de la RC para todos los estudios han sido elevadas, siendo 
en todos los casos superiores al 85% de acierto. Además, en los tres estudios, tanto la 
RVP, como la RVN han mostrado valores superiores al 75%, indicando esto un buen 
comportamiento de todos los modelos de predicción sobre la predicción tanto de la RC 
como de las respuestas de los pacientes que no alcanzan esta RC, respectivamente. 
 
Respuesta codificada en tres subgrupos 
La predicción de la respuesta en tres subgrupos se realizó sobre los estudios de Amin 
(2014) y Mulligan (2007), ya que fueron los únicos con muestras suficientes para formar 
los tres subgrupos de respuesta. La estratificación de la respuesta en estos tres subgrupos 
se llevó a cabo de la siguiente manera: el primer subgrupo (G1) recogió los pacientes que 




respondiendo, no alcanzaron RC. Por último, en el tercer subgrupo (G3) fueron incluidos 
los pacientes que no alcanzaron ningún tipo de respuesta. El número de muestras 
seleccionadas para cada uno de estos subgrupos en los dos estudios para las matrices de 
entrenamiento y validación se recoge en la Tabla 4.25. 
Tabla 4.25. Número de muestras en los tres subgrupos de pacientes para los estudios 




Matriz Amin (2014) Mulligan (2007) 
G1  
Entrenamiento n = 11 n = 9 
Validación n = 5 n = 4 
G2 
Entrenamiento n = 19 n = 48 
Validación n = 10 n = 24 
G3 
Entrenamiento n = 15 n = 56 
Validación n = 7 n = 28 
En cada subgrupo de respuesta, aparece el número de muestras seleccionadas para 
entrenar el modelo predictivo y para su validación. 
Como paso previo a los análisis predictivos se procedió a la selección de una lista 
común de genes a los dos estudios seleccionados para esta aproximación. Para ello, se 
realizó un análisis de expresión diferencial (ED) con el algoritmo limma para tres grupos. 
En el estudio de Amin (2014) se detectaron 991 genes con diferencias de expresión 
estadísticamente significativas a p-valor < 0,05. Por su parte, en el estudio de Mulligan 
(2007), el número de genes estadísticamente significativos fue de 3.778, de los que 3.106 
genes no estuvieron duplicados. Hay que aclarar que se ha utilizado el p-valor en lugar 
del FDR debido a que este es un paso de selección de variables, serán los métodos 
predictivos los que determinen la influencia de estas variables seleccionadas sobre la 
predicción de la respuesta al tratamiento. Finalmente, se procedió al cruce de las dos listas 
de genes, siendo 215 los genes desregulados de manera común a los dos estudios que 
constituyeron la lista “inicial” de genes. Posteriormente, se generaron otras dos listas de 
genes a partir de esta lista “inicial”. Una de ellas exclusiva de cada estudio aplicando un 
filtrado de los genes mediante el algoritmo Boruta, y la otra lista sumando los genes de 
las dos listas generadas por Boruta y eliminando los elementos duplicados (lista 
“sumatorio”). Con estas tres listas se procedió al análisis predictivo 
Con respecto al estudio de Amin (2014), el mejor modelo predictivo fue el PLS con 
dos factores y los 215 genes seleccionados inicialmente, obteniendo una TAC del 77%, 
siendo las tasas de acierto por subgrupos de respuesta del 80%, 90% y 57% para los 
subgrupos G1, G2 y G3, respectivamente. Aunque las tasas de acierto de los subgrupos 
G1 y G2 son altas, la del subgrupo G3 es relativamente baja, ya que solamente alcanzó 
un 57% de acierto. La causa de esta mala predicción fue debida a que, de los 7 pacientes 




que tres pacientes, una EE y dos EP, fueron clasificados dentro del subgrupo G2. La tabla 
de contingencia correspondiente al modelo de predicción óptimo se recoge en la Tabla 
4.26. 
Tabla 4.26. Matriz de contingencia correspondiente al modelo de predicción de la 
respuesta en tres subgrupos para el estudio de Amin (2014) que obtuvo mejores tasas de acierto 
(PLS, dos factores).  
PLS, NF = 2, 215 genes 
Subgrupo real 
G1 G2 G3 
Predicción 
G1 4 0 0 
G2 1 (1 RC-IF) 9 3 (1 EE, 2 EP) 
G3 0 1 (1 MBRP) 4 
En verde se muestran los pacientes a los que se asignó correctamente el subgrupo de 
respuesta tras la predicción, en rojo se muestran los errores junto con la respuesta que 
alcanzaron dichos pacientes, entre paréntesis. 
El estudio de Mulligan, por su parte, obtendría resultados similares en cuanto a la 
TAC, ya que alcanzó un 75% de acierto con el método PLS con dos factores, mediante el 
uso de 283 genes, 215 genes si consideramos los genes no duplicados. Sin embargo, la 
predicción del G1 en este estudio trajo un 0% de aciertos, con lo que los pacientes que 
alcanzaron RC no pudieron ser discriminados del resto Las tasas de acierto sobre los 
subgrupos G2 y G3 fueron del 75% y del 86%, respectivamente. La predicción sobre el 
subgrupo G1 en este caso hace que el modelo propuesto no sea óptimo, ya que dos de los 
pacientes de este subgrupo son clasificados como G2 y otros dos como G3 (Tabla 4.27). 
Una de las causas de esta falta de poder predictivo sobre este subgrupo puede ser el bajo 
número de muestras y la ausencia de balance este número respecto a los subgrupos G2 y 
G3 lo que hace que G1 esté infrarrepresentado en el modelo predictivo. 
Tabla 4.27. Matriz de contingencia correspondiente al modelo de predicción de la 
respuesta en tres subgrupos para el estudio de Mulligan (2007) que obtuvo mejores tasas de 
acierto (PLS, dos factores). 
PLS, NF = 2, 215 genes* 
Subrupo real 
G1 G2 G3 
Predicción 
G1 0 0 0 
G2 2 (2 RC) 18 4 (2 EE, 2 EP) 
G3 2 (2 RC) 6 (3 RP, 3 RM) 24 
En verde se muestran los pacientes a los que se asignó correctamente el subgrupo de 
respuesta tras la predicción, en rojo se muestran los errores junto con la respuesta que 
alcanzaron dichos pacientes, entre paréntesis. 
Los resultados completos de las predicciones de los dos estudios pueden ser 
consultados en el Anexo 43, mientras que los resultados de la predicción óptima que 






Figura 4.158. Resultados de la predicción óptima considerando la respuesta a bortezomib 
en monoterapia en tres subgrupos. El diagrama de barras recoge los valores de la tasa de acierto 
para los subgrupos G1, G2 y G3, y la tasa de acierto global (TAC) de los dos estudios 
seleccionados para este análisis. Los resultados se muestran como porcentaje. 
A pesar del buen resultado obtenido en el estudio de Amin (2014) y que dos de los 
subgrupos del estudio de Mulligan (2007) obtuvieron buenos porcentajes de TAC, no se 
puede considerar esta como una buena aproximación, ya que en este segundo estudio no 
fue posible predecir de forma correcta la respuesta de los pacientes encuadrados en el 
subgrupo G1. Se recomienda que en futuros trabajos se amplíe el número de estudios 
recogidos en esta aproximación para comprobar si el estudio de Mulligan (2007) se trata 
de un caso singular, o si, por el contrario, ciertamente no es posible la predicción del 
subgrupo G1. 
 
Análisis predictivo de respuestas múltiples 
Este análisis predictivo se realizó sin llevar a cabo ningún tipo de agrupamiento de 
los niveles de respuesta a tratamiento. Los estudios seleccionados para en este análisis 
fueron los estudios de Amin (2014) y Mulligan (2007). En este caso, tanto la selección 
inicial de genes como las predicciones serán llevadas a cabo de manera independiente 
sobre cada uno de los dos estudios seleccionados, ya que los grupos de respuesta no son 
directamente comparables. 
a) Estudio de Amin (2014) 
El estudio de Amin (2014) recoge 67 pacientes de MM agrupados en 7 grupos en 





Tabla 4.28. Estratificación de las muestras en el estudio de Amin (2014) de pacientes 
tratados con bortezomib en monoterapia. Para cada grupo de respuesta, aparece el número de 
muestras seleccionadas para entrenar el modelo predictivo y para su validación. 
Matriz RC-IF oRC cRC MBRP RM EE EP 
Entrenamiento n = 7 n = 4 n = 5 n = 10 n = 4 n = 7 n = 8 
Validación n = 3 n = 2 n = 3 n = 5 n = 2 n = 3 n = 4 
RC-IF: respuesta completa inmunofenotipica, oRC: otras respuestas completas, cRC: 
respuesta cercana a la respuesta completa, MBRP: muy buena respuesta parcial, RM: respuesta 
mínima, EE: enfermedad estable, EP: enfermedad progresiva. 
A continuación, se procedió a la determinación de la lista de genes inicial para 
realizar la predicción. Para ello se llevó a cabo un análisis con el algoritmo limma en su 
versión para múltiples clases con las muestras de la matriz de entrenamiento. Como 
resultado se obtuvieron 632 genes a p-valor < 0,05 que constituyeron la que fue la lista 
“inicial” de genes. Se generó una segunda lista a partir de la lista inicial mediante el 
filtrado con el algoritmo Boruta consistente en 15 genes. Con ambas listas se procedió al 
ajuste de una batería de cinco modelos de predicción, obteniendo que el modelo con mejor 
tasa de acierto global de predicción fue el PLS con cinco factores y 632 genes, alcanzando 
una TAC del 73%. Esta tasa global de acierto al ser desgranada por grupo de respuesta 
desveló un 100% de acierto sobre los grupos RM, EE y EP. Sin embargo, las respuestas 
RC-IF y cRC solamente alcanzaron un 33% de acierto. De los tres pacientes 
seleccionados para la validación en el grupo RC-IF, solamente uno fue clasificado 
correctamente, mientras que dos fueron clasificados como oRC y como MBRP. En el 
caso del grupo cRC, también fueron tres los pacientes seleccionados para formar parte de 
la serie de validación, y del mismo modo solamente uno fue correctamente clasificado. 
Los dos pacientes restantes fueron clasificados como RM. Los resultados al detalle de 
este modelo óptimo de predicción se recogen en la Tabla 4.29 y los resultados completos 












Tabla 4.29. Matriz de contingencia correspondiente al modelo de predicción de la 
respuesta por grupo para el estudio de Amin (2014) que obtuvo mejores tasas de acierto (PLS, 
cinco factores [NF]). 
PLS, NF = 5, 632 genes 
Grupo real 
RC-IF oRC cRC MBRP RM EE EP 
Predicción 
RC-IF 1 0 0 0 0 0 0 
oRC 1 1 0 0 0 0 0 
cRC 0 0 1 0 0 0 0 
MBRP 1 0 0 4 0 0 0 
RM 0 0 2 0 2 0 0 
EE 0 0 0 1 0 3 0 
EP 0 1 0 0 0 0 4 
En verde se muestran los pacientes a los que se asignó correctamente el grupo de respuesta 
tras la predicción, en rojo se muestran los errores junto con la respuesta que alcanzan dichos 
pacientes. 
 
b) Estudio de Mulligan (2007) 
El estudio de Mulligan (2007) por su parte, recoge los datos de expresión génica de 
169 pacientes que se agrupan en función de su respuesta como se recoge en la Tabla 4.30. 
Tabla 4.30. Estratificación de las muestras en el estudio de Mulligan (2007) de pacientes 
tratados con bortezomib en monoterapia. Para cada grupo de respuesta, aparece el número de 
muestras seleccionadas para entrenar el modelo predictivo y para su validación. 
Matriz RC RP RM EE EP 
Entrenamiento n = 9 n = 40 n = 8 n = 29 n = 27 
Validación n = 4 n = 20 n = 4 n = 14 n = 14 
RC: respuesta completa, RP: respuesta parcial, RM: respuesta mínima, EE: enfermedad 
estable, EP: enfermedad progresiva. 
El procedimiento para el cálculo de la lista “inicial” de genes se llevó a cabo de 
manera similar al estudio de Amin (2014). En este caso, la lista “inicial” contó con 2.663 
genes, de los cuales 2.238 no estaban duplicados, mientras que la lista “boruta” recogió 
38 genes únicos. De los 10 modelos predictivos ajustados, el que obtuvo una mejor TAC 
fue el PLS con 11 factores y 2.663 genes. La tasa de acierto de este modelo fue del 63%, 
siendo los grupos de respuesta mejor caracterizados, los grupos EE y EP con un 71% de 
tasa de acierto. La matriz de contingencia asociada a esta predicción se recoge en la Tabla 
4.31, donde se muestra la clasificación de todos los pacientes de la matriz de validación 
por el modelo predictivo óptimo. Así, puede observarse que los pacientes mal clasificados 
del grupo RC, cuya tasa de acierto es del 50%, son clasificados como RP. En el caso del 
grupo RM, también con el 50% de tasa de acierto, los dos pacientes incorrectamente 




Tabla 4.31. Matriz de contingencia correspondiente al modelo de predicción de la 
respuesta por grupo para el estudio de Mulligan (2007) que obtuvo mejores tasas de acierto 
(PLS, 11 factores [NF]). 
PLS, NF = 11, 2663 genes 
Grupo real 
RC RP RM EE EP 
Predicción 
RC 2 0 0 0 0 
RP 2 11 0 2 3 
RM 0 0 2 0 0 
EE 0 6 2 10 1 
EP 0 3 0 2 10 
En verde se muestran los pacientes a los que se asignó correctamente el grupo de respuesta 
tras la predicción, en rojo se muestran los errores junto con la respuesta que alcanzan dichos 
pacientes. 
El resultado de los 10 modelos predictivos ajustados para la serie de Mulligan 
(2004) puede ser consultado en el Anexo 43. 
 
4.5.2. Terapias basadas en el uso de bortezomib 
El análisis de predicción sobre terapias basadas en el uso de bortezomib se llevó a 
cabo sobre los estudios de expresión génica para los que se dispuso de datos de respuesta 
al tratamiento con bortezomib en monoterapia o en combinación con otros compuestos, 
siempre que no fuesen IMiDs. En cada uno de los cuatro apartados recogidos a 
continuación, se detallarán los estudios utilizados en las respectivas aproximaciones 
analíticas. 
 
Pacientes respondedores versus no respondedores 
La predicción de la respuesta a terapias basadas en el uso de bortezomib se realizó 
sobre los estudios CoMMpass (2017), Amin (2014) y Mulligan (2007). En la Tabla 4.32, 
se recoge el número de muestras que presentó cada uno de estos tres estudios. En cuanto 
a las ratios OR/NR, el estudio CoMMpass (2017) presentó una ratio de 10,29, en el 
estudio de Amin (2014) la ratio fue de 1,39 y en el estudio de Mulligan (2007) la ratio 
fue de 0,76 (~1,32). Esto implicó que el estudio más descompensado entre los dos grupos 
de análisis fue el estudio CoMMpass (2017), mientras que los otros dos estudios 







Tabla 4.32. Número de muestras en los grupos de pacientes respondedores y no 
respondedores en los estudios seleccionados para la predicción de la respuesta en pacientes 











Entrenamiento n = 96 n = 26 n = 49 
Validación n = 48 n = 13 n = 24 
No responden 
Entrenamiento n = 9 n = 19 n = 64 
Validación n = 5 n = 9 n = 32 
En cada grupo de respuesta, aparece el número de muestras seleccionadas para entrenar 
el modelo predictivo y para su validación. 
Para llevar a cabo los análisis de predicción sobre estos estudios se seleccionó como 
lista “inicial” de genes los 143 genes estadísticamente significativos a p-valor < 0,05 del 
metaanálisis del Apartado 4.4.2.1. De manera adicional, se generaron otras dos listas de 
genes sobre las que ejecutar los análisis predictivos. Para construir la que sería la segunda 
lista, se utilizó el algoritmo de filtrado de variables Boruta. Esta tercera lista al ser 
exclusiva de cada uno de los tres estudios tuvo dos genes en el estudio CoMMpass (2017), 
13 genes en el estudio de Amin (2014) y 18 genes en el estudio de Mulligan (2007). La 
tercera lista fue común a todos los estudios y se construyó realizando la suma de los genes 
de las tres listas generadas a partir de Boruta eliminando los duplicados. Esta lista 
“sumatorio” tuvo un total de 31 genes. Con estas tres listas se procedió a los análisis de 
predicción. 
En el estudio CoMMpass (2017) la mejor predicción se llevó a cabo con el método 
PLS con cuatro factores utilizando los 143 genes de la lista “inicial”. La TAC que logró 
esta predicción fue del 92%, con una RVP del 100% y una RVN del 20%, lo que indica 
que el modelo no funcionó bien prediciendo la ausencia de respuesta. En cuanto a los 
valores de VPP y VPN, se situaron en el 92% y en el 100%, respectivamente. Esto 
significa que en el 92% de las veces que el modelo prediga que un paciente va a responder, 
el paciente realmente responderá, y que, si el modelo indica que un paciente no va a 
responder, el 100% de las veces no responderá. 
En lo que se refiere al estudio de Amin (2014), la predicción óptima se consiguió 
con el método SVM utilizando un kernel sigmoidal a un coste de 0,1 con un factor gamma 
= 1. Para llevar a cabo esta predicción se utilizó la lista de 13 genes de Boruta, obteniendo 
una TAC del 91%, con unos valores de RVP y RVN del 92% y del 89%, siendo 
consideradas como elevadas estas tasas de acierto tanto para los pacientes respondedores 
como para los no respondedores. En la misma línea se situaron los valores de VPP y VPN, 
alcanzando un 92% y un 89%, respectivamente. 
En último lugar, el estudio de Mulligan (2007) logró su predicción óptima utilizando 
el método PLS con tres factores y los 143 genes de la lista “inicial”. La TAC para este 




El valor del RVP fue del 79% y el del RVN del 69%, situándose también en una cota 
inferior al estudio de Amin (2014). En cuanto al VPP y al VPN, los valores obtenidos 
fueron del 66% y del 81%, respectivamente.  
Los resultados de la predicción óptima que alcanzó una mejor TAC para los tres 
estudios se muestran para su comparación en la Figura 4.159, mientras que los resultados 
al completo considerando todos los métodos de predicción y listas de genes pueden ser 
consultados en el Anexo 43. 
 
 
Figura 4.159. Resultados de la predicción óptima de la respuesta a regímenes de 
tratamiento basados en bortezomib. El diagrama de barras recoge los valores de la razón de 
verdaderos positivos (RVP), razón de verdaderos negativos (RVN) y la tasa de acierto global 
(TAC) de los tres estudios seleccionados para este análisis. Los resultados se muestran como 
porcentaje. 
Los tres estudios cuentan con unas TAC aceptables, siendo el grupo de pacientes 
respondedores el que mejores tasas de acierto alcanza en los tres casos. El grupo de 
pacientes no respondedores también es predicho de manera satisfactoria en los estudios 
de Amin (2014) y Mulligan (2007), sin embargo, en el estudio CoMMpass solamente 
alcanza un 20% de aciertos. Una de las causas de esta baja tasa de acierto en este grupo 
podría ser la fuerte descompensación de los dos grupos de respuesta, provocando que 
ninguno de los métodos de predicción logre capturar las características de este grupo de 
pacientes. Otra posible causa es la alta heterogeneidad de los tratamientos aplicados a los 
pacientes de este estudio, ya que, mientras en los estudios de Amin (2014) y Mulligan 
(2007) todos los pacientes están sometidos al mismo régimen de tratamiento, en el estudio 
CoMMpass (2017) encontramos pacientes sometidos a regímenes dispares, como 
bortezomib en monoterapia, bortezomib en terapia combinada con dexametasona, e 




daratumumab, melfalán o ciclofosfamida, aunque todos ellos con el denominador común 
del bortezomib. 
 
Pacientes que alcanzan respuesta completa versus resto 
Fueron seleccionados cinco estudios para la predicción de la RC en regímenes de 
tratamiento basados en bortezomib: CoMMpass (2017), Amin (2014), López-Corral 
(2014), Gutiérrez (2010) y Mulligan (2007). El tamaño de estos cinco estudios, expresado 
como el número de pacientes por grupo de respuesta, aparece recogido en la Tabla 4.33. 
En cuanto a las ratios RC/resto de respuestas se detectó una alta heterogeneidad entre los 
cinco estudios. De esta manera, encontramos que los estudios CoMMpass (2017) y 
Mulligan (2007) presentaron unas ratios muy elevadas de 0,12 (~8,33) y 0,08 (~12,05), 
el estudio de Amin (2014) presentó una ratio intermedia de 0,31 (~3,19), y los estudios 
de López-Corral (2014) y Gutiérrez (2010) fueron los que presentaron una mayor 
homogeneidad en el tamaño de los dos grupos, con ratios de 1,4 y 1,17, respectivamente. 
Tabla 4.33. Número de muestras en los grupos de pacientes que alcanzaron respuesta 
completa (RC) y del resto de pacientes en los estudios seleccionados para la predicción de la RC 













Entrenamiento n = 11 n = 11 n = 5 n = 5 n = 9 
Validación n = 6 n = 5 n = 2 n = 2 n = 4 
Resto 
Entrenamiento n = 94 n = 34 n = 3 n = 4 n = 101 
Validación n = 47 n = 17 n = 2 n = 2 n = 55 
En cada grupo de respuesta, aparece el número de muestras seleccionadas para entrenar 
el modelo predictivo y para su validación. 
Para realizar los análisis de predicción se seleccionaron los 76 genes 
estadísticamente significativos a p-valor < 0,05 del metaanálisis del Apartado 4.4.2.2. A 
partir de esta lista “inicial” de genes se generaron otras dos listas adicionales. La primera 
de estas listas fue construida mediante el filtrado de los genes de la lista “inicial” 
utilizando el algoritmo Boruta. Esta lista fue exclusiva para cada uno de los cuatro 
estudios en los que fue posible aplicar el algoritmo, de manera que el tamaño de esta lista 
fue de tres genes en el estudio CoMMpass (2017), 13 genes en el estudio de Amin (2014), 
8 genes en el estudio de Mulligan (2007) y tres genes en el estudio de Gutiérrez (2010). 
No fue posible aplicar el filtrado sobre el estudio de López-Corral (2014) debido a su bajo 
tamaño muestral. La segunda de las listas adicionales fue establecida mediante la suma 
de los genes de las cuatro listas de Boruta eliminando los elementos duplicados. Esta lista 





El primero de los estudios analizados fue el CoMMpass (2017). La mejor predicción 
para este estudio alcanzó una TAC del 92%, con una RVP del 33% y una RVN del 100%, 
lo que indica que mientras que la ausencia de RC se predice de manera correcta en todos 
los casos, la RC no puede ser predicha de una forma adecuada. Sin embargo, el VPP y el 
VPN alcanzaron unos valores de 100% y 92 %. Esto implica que, aunque el modelo no 
prediga la RC de forma correcta, si este indica que un paciente va a hacer RC, el paciente 
la alcanzará realmente el 100% de las veces, mientras que, si el modelo indica que el 
paciente no alcanzará RC, el 92% de las veces el modelo acertará. Este modelo fue 
ajustado utilizando el método PLS con tres factores y los 76 genes de la lista “inicial”. 
En cuanto al estudio de Amin (2014), la mejor predicción se logró mediante el 
método PLS con tres factores y los 25 genes de la lista “sumatorio”. Esta predicción 
alcanzó una TAC del 86%, con una RVP del 60% y una RVN del 94%, con lo que la 
predicción tanto de pacientes que alcanzan RC como del resto de respuestas estuvo más 
compensada que en el estudio CoMMpass (2017). En cuanto a los valores de VPP y VPN, 
el modelo consiguió unos valores de 75% y 89%, respectivamente.  
La mejor predicción para el estudio de Mulligan (2007) también se llevó a cabo 
utilizando el método PLS, en este caso con dos factores y utilizando los 76 genes de la 
lista “inicial”. Esta predicción alcanzó una TAC del 97%, sin embargo, solo fue capaz de 
predecir correctamente un 50% de los pacientes que alcanzaron RC, por lo que esta alta 
TAC se consiguió al predecir correctamente la respuesta del 100% de pacientes no 
respondedores. El VPP para este estudio se situó en el 100%, mientras que el VPN obtuvo 
un 97%, por tanto, si el modelo indica que el paciente alcanza RC o que no lo alcanza, e 
habrá un 100% o un 97% de posibilidades, respectivamente, de que así ocurra realmente. 
El estudio de López-Corral (2014) alcanzó su mejor TAC indistintamente del 
método predictivo utilizado con los 76 genes de la lista “inicial”. La TAC alcanzado en 
todos los casos fue del 100%, por lo que también los valores de RVP y RVN fueron del 
100%. 
De manera similar, el estudio de Gutiérrez (2010) también alcanzo un 100% de TAC 
con los 76 genes de la lista “inicial”, sin embargo, esta no fue la predicción óptima al 
alcanzar la predicción con la lista “boruta”, con un menor número de genes, llevada a 
cabo mediante PLS con un factor, el mismo valor de TAC (100%). 
El resumen del análisis de predicción para la RC se recoge en la Figura 4.160, 
mientras que los resultados detallados de las predicciones para cada uno de los estudios 







Figura 4.160. Resultados de la predicción óptima de la respuesta completa (RC) a 
regímenes de tratamiento basados en bortezomib. El diagrama de barras recoge los valores de 
la razón de verdaderos positivos (RVP), razón de verdaderos negativos (RVN) y la tasa de acierto 
global (TAC) de los tres estudios seleccionados para este análisis. Los resultados se muestran 
como porcentaje. 
Los resultados de este análisis de predicción han supuesto para todos los estudios 
valores altos de TAC, mayores al 85% en todos los casos. Esto se une a que la predicción 
del grupo de no respondedores ha sido siempre superior al 90% y a que en la mayor parte 
de los estudios se predice correctamente la respuesta de los pacientes que alcanzan RC. 
Por tanto, estos resultados indican que es factible la predicción de estos grupos de 
respuesta a partir de las listas de genes propuestas. Sin embargo, hay que advertir que 
habría que trabajar con estudios en los que el tamaño muestral de los dos grupos de 
respuesta sea lo más homogéneo posible, ya que puede observarse un mayor error de la 
predicción de la RC a medida que la ratio entre ambos grupos está más descompensada. 
 
Respuesta codificada en tres subgrupos 
Para este análisis de predicción fueron seleccionados los tres estudios que 
presentaron un tamaño muestral suficiente para la estratificación en tres subgrupos de 
respuesta: CoMMpass (2017), Amin (2014) y Mulligan (2007). La conformación de los 
tres subgrupos de respuesta se detalla en el Apartado 4.5.1. El número de muestras en 
cada uno de los subgrupos para cada estudio, detallado en función de la selección para las 





Tabla 4.34. Número de muestras en los tres subgrupos de pacientes para los estudios 
seleccionados en la predicción de la respuesta en pacientes con regímenes de tratamiento 









Entrenamiento n = 11 n = 11 n = 9 
Validación n = 6 n = 5 n = 4 
G2 
Entrenamiento n = 85 n = 19 n = 48 
Validación n = 42 n = 10 n = 24 
G3 
Entrenamiento n = 9 n = 15 n = 56 
Validación n = 5 n = 7 n = 28 
En cada subgrupo de respuesta, aparece el número de muestras seleccionadas para 
entrenar el modelo predictivo y para su validación. 
Se procedió en primer lugar a la determinación de los genes necesarios para realizar 
el análisis predictivo. Para ello, se llevó a cabo un análisis de ED para tres grupos en cada 
uno de los tres estudios. Este análisis resultó en la detección de 1.724 genes en el estudio 
CoMMpass (2017), 950 genes en el estudio de Amin (2014) y 3.012 genes en el estudio 
de Mulligan (2007), en todos los casos el p-valor de estos genes fue inferior a 0,05. A 
continuación se seleccionaron los genes comunes a un mínimo de dos de los estudios para 
generar la lista “inicial” de 600 genes con la que se ejecutaron los análisis predictivos. 
Además, se construyeron dos listas adicionales de genes. La primera de estas listas fue 
exclusiva para cada uno de los tres estudios, siendo construida mediante el filtrado de los 
genes iniciales con el algoritmo Boruta. Este proceso resultó en la selección de 11 genes 
en el estudio CoMMpass (2017), 24 genes en el estudio de Amin (2014) y 28 genes en el 
estudio de Mulligan (2007). Por último, se llevó a cabo la suma de los genes de las tres 
listas de Boruta para confeccionar la tercera lista “sumatorio”, común a todos los estudios. 
Con las listas “inicial”, “boruta” y “sumatorio” se procedió a los análisis predictivos. 
En lo que respecta al estudio CoMMpass (2017), la mejor predicción se realizó 
utilizando el método PLS con 10 factores y 600 genes. Esta predicción alcanzó una TAC 
del 91%, mientras que las tasas de acierto en los tres subgrupos fueron del 67% para G1, 
100% para G2 y 40% para G3. Las dos muestras mal predichas del G1 fueron dos RC que 
fueron clasificadas en el G2, mientras que las tres muestras en las que el modelo erró del 
G3, fueron tres EE, clasificadas en el G2. Los resultados completos de esta predicción 








Tabla 4.35. Matriz de contingencia correspondiente al modelo de predicción de la 
respuesta en tres subgrupos para el estudio CoMMpass (2017) que obtuvo mejores tasas de 
acierto (PLS, 10 factores [NF] y 600 genes).  
PLS, NF = 10, 600 genes 
Subgrupo real 
G1 G2 G3 
Predicción 
G1 3 0 0 
G2 2 (2 RC) 42 3 (3 EE) 
G3 0 0 2 
En verde se muestran los pacientes a los que se asignó correctamente el subgrupo de 
respuesta tras la predicción, en rojo se muestran los errores junto con la respuesta que alcanzan 
dichos pacientes 
En lo que respecta al estudio de Amin (2014) la mejor predicción se logró con el 
método PLS utilizando dos factores y los 600 genes de la lista inicial. Esta predicción 
alcanzó una TAC del 73%, con un 80% de acierto en G1, 60% en G2 y 86% de respuestas 
predichas correctamente en G3. Los resultados detallados de esta predicción se recogen 
en la Tabla 4.36, donde puede observarse además la respuesta real de los pacientes mal 
clasificados en los tres subgrupos. El buen balance en el número de muestras en los tres 
subgrupos es una de las causas que ha podido propiciar las buenas tasas de acierto 
obtenidas en esta predicción.  
Tabla 4.36. Matriz de contingencia correspondiente al modelo de predicción de la 
respuesta en tres subgrupos para el estudio de Amin (2014) que obtuvo mejores tasas de acierto 
(PLS, dos factores [NF] y 600 genes). 
PLS, NF = 2, 600 genes 
Grupo real 
G1 G2 G3 
Predicción 
G1 4 3 (1 cRC, 2 MBRP) 0 
G2 0 6 1 (1 EP) 
G3 1 (1 RC-IF) 1 (1 RM) 6 
En verde se muestran los pacientes a los que se asignó correctamente el subgrupo de 
respuesta tras la predicción, en rojo se muestran los errores junto con la respuesta que alcanzan 
dichos pacientes. 
El tercero de los estudios fue el de Mulligan (2007). La mejor predicción para este 
estudio alcanzó una TAC del 71%, con tasas de acierto en la predicción buenas para los 
subgrupos G2 y G3 superiores al 70% en ambos casos. Sin embargo, la tasa de acierto 
para el subgrupo G1 fue del 0%, siendo las cuatro RC utilizadas para la validación en este 
subgrupo predichas como G2 (Tabla 4.37). Como se viene indicando, la principal causa 
que se baraja para explicar este error de predicción es la falta de balance en el tamaño 
muestral del G1 con respecto a G2 y G3. Así podemos ver que las ratios G2/G1 y G3/G1 
fueron de 5,54 y 6,46, respectivamente, mientras que la ratio G3/G2 fue 1,17, con lo que 





Tabla 4.37. Matriz de contingencia correspondiente al modelo de predicción de la 
respuesta en tres subgrupos para el estudio de Mulligan (2007) que obtuvo mejores tasas de 
acierto (PLS, 8 factores [NF] y 600 genes).  
PLS, NF = 8, 600 genes* 
Subgrupo real 
G1 G2 G3 
Predicción 
G1 0 0 0 
G2 4 (4 RC) 17 5 (2 EE, 3 EP) 
G3 0 7 (6 RP, 1 RM) 23 
En verde se muestran los pacientes a los que se asignó correctamente el subgrupo de 
respuesta tras la predicción, en rojo se muestran los errores junto con la respuesta que alcanzan 
dichos pacientes. *Genes no duplicados. 
La estratificación en tres subgrupos de respuesta ha supuesto en los tres estudios 
analizados unas TAC superiores al 70%. Sin embargo, las tasas de acierto sobre los 
distintos subgrupos no han sido adecuadas en todos los estudios, barajando como una de 
las causas de este hecho la falta de balance en el tamaño muestral entre los tres subgrupos. 
El resumen de los resultados de este análisis predictivo se recoge en la Figura 4.161, 
mientras que los resultados al detalle pueden ser consultados en el Anexo 43. 
 
 
Figura 4.161. Resultados de la predicción óptima considerando la respuesta a regímenes 
de tratamiento basados en bortezomib en tres subgrupos. El diagrama de barras recoge los 
valores de la tasa de acierto para los subgrupos G1, G2 y G3, y la tasa de acierto global (TAC) 





Análisis predictivo de respuestas múltiples 
En este análisis predictivo se consideraron todos los grupos de respuesta disponibles 
en los tres estudios seleccionados: CoMMpass (2017), Amin (2014) y Mulligan (2007). 
Tanto la selección de los genes para realizar los análisis predictivos, como la propia 
predicción, fueron conducidos de forma independiente en cada uno de los estudios, al no 
ser los grupos de respuesta comparables entre los tres estudios. 
a) Estudio CoMMpass (2017) 
El estudio CoMMpass (2017) consta de 158 pacientes con MM agrupados en cinco grupos 
de respuesta como se recoge en la Tabla 4.38. 
Tabla 4.38. Estratificación de la respuesta para las muestras del estudio CoMMpass 
(2017). Para cada grupo de respuesta, aparece el número de muestras seleccionadas para 
entrenar el modelo predictivo y para su validación. 
Matriz RC RCs MBRP RP EE 
Entrenamiento n = 6 n = 5 n = 52 n = 33 n = 9 
Validación n = 4 n = 2 n = 26 n = 16 n = 5 
RC: respuesta completa, RCs: respuesta completa estricta, MBRP: muy buena respuesta 
parcial, RP: respuesta parcial, EE: enfermedad estable. 
Una vez definidos los grupos de respuesta se procedió a la determinación de la lista 
“inicial” de genes, necesaria para realizar el análisis predictivo. Mediante el uso del 
algoritmo edgeR se llevó a cabo un análisis de ED considerando cinco grupos con la 
matriz de entrenamiento. El resultado fue la obtención de 2.494 genes diferencialmente 
expresados considerando un p-valor < 0,05. Estos 2.494 constituyeron la llamada lista 
“inicial”. A partir de estos genes se generó una segunda lista de 13 genes mediante el 
filtrado con el algoritmo Boruta. Con estas dos listas se procedió al análisis de predicción, 
de manera que el modelo que obtuvo una mayor TAC (70%) fue el ajustado con el método 
PLS con 9 factores y utilizando los genes de la lista “inicial”. Los grupos de respuesta 
que alcanzaron mayores tasas de acierto fueron también los más representados en 
pacientes, MBRP y RP, ambos con un 81% de acierto. Por el contrario, el grupo con 
menor tasa de acierto fue también el de menor tamaño muestral, RCs, para el que el 
modelo no consiguió predecir correctamente la respuesta de ninguno de los pacientes, 
clasificando los dos pacientes con RCs de la matriz de validación como RP. El resultado 
completo de la predicción con este modelo se recoge en la Tabla 4.39, mientras que los 
resultados completos del análisis de predicción sobre este estudio pueden ser consultados 






Tabla 4.39. Matriz de contingencia correspondiente al modelo de predicción de la 
respuesta por grupo para el estudio CoMMpass (2017) que obtuvo mejores tasas de acierto (PLS, 
9 factores [NF] y 2494 genes). 
PLS, NF = 9, 2494 genes 
Grupo real 
RC RCs MBRP RP EE 
Predicción 
RC 1 0 0 0 0 
RCs 0 0 0 0 0 
MBRP 2 0 21 3 2 
RP 1 2 5 13 1 
EE 0 0 0 0 2 
En verde se muestran los pacientes a los que se asignó correctamente el grupo de respuesta 
tras la predicción, en rojo se muestran los errores junto con la respuesta que alcanzan dichos 
pacientes. 
 
b) Estudio de Amin (2014) 
En el estudio de Amin (2014) se reunieron los datos de expresión génica y de la 
respuesta de 67 pacientes con MM, cuya clasificación en función de su respuesta máxima 
al tratamiento se recoge en la Tabla 4.40. 
Tabla 4.40. Estratificación de la respuesta de los pacientes en el estudio de Amin (2014). 
Para cada grupo de respuesta, aparece el número de muestras seleccionadas para entrenar el 
modelo predictivo y para su validación. 
Matriz RC-IF oRC cRC MBRP RM EE EP 
Entrenamiento n = 7 n = 4 n = 5 n = 10 n = 4 n = 7 n = 8 
Validación n = 3 n = 2 n = 3 n = 5 n = 2 n = 3 n = 4 
RC-IF: respuesta completa inmunofenotipica, oRC: otras respuestas completas, cRC: 
respuesta cercana a la respuesta completa, MBRP: muy buena respuesta parcial, RM: respuesta 
mínima, EE: enfermedad estable, EP: enfermedad progresiva. 
Aunque el análisis sobre esta serie fue similar al llevado a cabo en el Apartado 
4.5.1.4. hay ligeras diferencias en el número de genes considerados de manera previa al 
análisis, ya que, para este régimen de tratamiento, se consideraron dos nuevos estudios, y 
la matriz de genes de entrada se generó con los genes comúnmente interrogados en todos 
los estudios de cada régimen de tratamiento. Así, se procedió con esta matriz a 
confeccionar la lista de genes inicial para el análisis predictivo. Para ello se llevó a cabo 
un análisis de ED con el algoritmo limma considerando 7 grupos. Con este análisis se 
determinó la ED de 597 genes considerando un p-valor < 0,05. El filtrado de esta lista 
“inicial” mediante Boruta obtuvo la que fue la segunda lista de 23 genes necesaria para 
el análisis predictivo. 
El mejor modelo predictivo para el estudio de Amin (2014) fue el llevado a cabo 




caso fue relativamente baja, alcanzando un 55% de acierto. Dos de los grupos de 
respuesta, cRC y EE, obtuvieron una tasa de acierto del 100%, mientras que para el resto 
de los grupos la tasa de acierto fue del 50% o menor. En este estudio los grupos de 
respuesta estuvieron relativamente bien equilibrados en cuanto a tamaño muestral, ya que 
se recogieron 15 muestras en el grupo mayor (MBRP), y 6 muestras en los grupos de 
menor tamaño (oRC y RM). En este caso, la baja tasa de acierto podría ser debida al bajo 
tamaño muestral que tienen los 7 grupos de respuesta. El resultado detallado del modelo 
con mejor TAC se recoge en la Tabla 4.41, mientras que los resultados completos del 
análisis de predicción pueden ser consultados en el Anexo 43. 
Tabla 4.41. Matriz de contingencia correspondiente al modelo de predicción de la 
respuesta por grupo para el estudio de Amin (2014) que obtuvo mejores tasas de acierto (PLS, 
seis factores [NF] y 597 genes). 
PLS, NF = 6, 597 genes 
Grupo real 
RC-IF oRC cRC MBRP RM EE EP 
Predicción 
RC-IF 1 1 0 2 0 0 0 
oRC 0 1 0 0 0 0 1 
cRC 0 0 3 1 0 0 1 
MBRP 0 0 0 2 0 0 0 
RM 0 0 0 0 1 0 0 
EE 2 0 0 0 0 3 1 
EP 0 0 0 0 1 0 1 
La predicción que obtuvo mejores resultados aparece resaltada en negrita. 
 
c) Estudio de Mulligan (2007) 
El estudio de Mulligan (2007) recoge los datos de expresión génica y la respuesta 
al tratamiento de 169 pacientes con MM. Los grupos de respuesta para estos pacientes 
se recogen en la Tabla 4.42. 
Tabla 4.42. Estratificación de la respuesta de los pacientes del estudio de Mulligan (2007). 
Para cada grupo de respuesta, aparece el número de muestras seleccionadas para entrenar el 
modelo predictivo y para su validación. 
Matriz RC RP RM EE EP 
Entrenamiento n = 9 n = 40 n = 8 n = 29 n = 27 
Validación n = 4 n = 20 n = 4 n = 14 n = 14 
RC-IF: respuesta completa inmunofenotipica, RC: respuesta completa, cRC: respuesta 
cercana a la respuesta completa, MBRP: muy buena respuesta parcial, RM: respuesta mínima, 
EE: enfermedad estable, EP: enfermedad progresiva. 
Al igual que se indicó en la serie de Amin (2014), los resultados de este análisis 




con el análisis predictivo debido a las ligeras diferencias que presentan las matrices de 
entrada en ambos casos. Con la matriz de entrada se procedió a confeccionar la lista de 
genes “inicial” para el análisis predictivo. Para ello se realizó un análisis de ED con el 
algoritmo limma para cinco grupos, siendo seleccionados 2.594 genes (2.173 genes sin 
duplicados) diferencialmente expresados a p-valor < 0,05. A partir de estos genes se 
generó una segunda lista mediante el filtrado con Boruta, lo que llevó a la selección de 
32 genes. Con estas dos listas se llevaron a cabo los análisis predictivos. El modelo que 
alcanzó una mejor TAC fue el ajustado mediante el método PLS con 11 factores y 2.173 
genes, alcanzando una TAC del 77%. En todos los grupos de respuesta la tasa de acierto 
fue mayor o igual al 50%, siendo la RP la que obtuvo la menor tasa de acierto (50%) y la 
EE la mayor tasa de acierto (93%). Los resultados detallados de la predicción utilizando 
este modelo se recogen en la Tabla 4.43, mientras que los resultados completos de todos 
los análisis predictivos pueden ser consultados en el Anexo 43. 
Tabla 4.43. Matriz de contingencia correspondiente al modelo de predicción de la 
respuesta por grupo para el estudio de Mulligan (2007) que obtuvo mejores tasas de acierto 
(PLS, 11 factores [NF] y 2.173 genes sin duplicados). 
PLS, NF = 11, 2173 
genes* 
Grupo real 
RC RP RM EE EP 
Predicción 
RC 3 0 0 0 0 
RP 0 15 0 1 3 
RM 0 0 2 0 0 
EE 0 2 0 13 1 
EP 1 3 2 0 10 
En verde se muestran los pacientes a los que se asignó correctamente el grupo de respuesta 
tras la predicción, en rojo se muestran los errores junto con la respuesta que alcanzan dichos 
pacientes. * Genes no duplicados. 
 
4.5.3. Terapia combinada de bortezomib e IMiDs 
Para llevar a cabo este análisis de predicción se seleccionaron los estudios en 
pacientes con MM cuyo tratamiento consistió en bortezomib en combinación con IMiDs, 
como la talidomida, la lenalidomida o la pomalidomida. En cada una de las cuatro 
aproximaciones analísticas realizadas a continuación se detallarán los estudios que han 
sido seleccionados para realizar el análisis predictivo. 
 
Pacientes respondedores versus no respondedores 
Para la predicción de la respuesta al tratamiento frente a la no respuesta se dispuso 
de dos estudios: CoMMpass (2017) y Terragna (2016). El número de muestras recogidas 
en cada uno de los dos estudios se recoge en la Tabla 4.44. En esta aproximación, los dos 




ratios OR/NR de 36,67 en el caso de CoMMpass (2017) y 15,86 en el caso de Terragna 
(2016) debido a que la mayor parte de los pacientes responde a esta combinación de 
fármacos. 
Tabla 4.44. Número de muestras en los grupos de pacientes respondedores y no 
respondedores en los estudios seleccionados para la predicción de la respuesta en pacientes 






Entrenamiento n = 220 n = 74 
Validación n = 110 n = 37 
No responden 
Entrenamiento n = 9 n = 5 
Validación n = 4 n = 2 
En cada grupo de respuesta, aparece el número de muestras seleccionadas para entrenar 
el modelo predictivo y para su validación. 
Los análisis de predicción se realizaron utilizando como lista “inicial” de genes los 
44 genes estadísticamente significativos a p-valor < 0,05 del metaanálisis del Apartado 
4.4.3.1. A partir de esta lista “inicial” se generaron dos listas adicionales de genes. La 
primera de estas listas se construyó mediante el filtrado de la lista “inicial” aplicando el 
algoritmo Boruta. Este procedimiento se realizó de forma individual para los dos estudios 
obteniendo una lista de 11 genes en el caso de CoMMpass (2017) y 8 genes en el caso del 
estudio de Terragna (2016). La segunda de las dos listas fue construida sumando los genes 
de las listas “Boruta” de los dos estudios y eliminando los elementos duplicados. Esta 
lista fue llamada “sumatorio” y constó de 19 genes. Con las tres listas se procedió al 
análisis predictivo. 
En el caso del estudio CoMMpass (2017) no hubo un método vencedor a la hora de 
ajustar el modelo predictivo. Tanto wSVM como PLS, SVM, KNN y RF lograron un 96% 
de TAC. Esto fue debido a que en todos los casos el RVP fue del 100% y, sin embargo, 
ningún método logró una correcta predicción de la respuesta de las muestras del grupo de 
no respondedores (RVN = 0%). Como se indicó anteriormente, esta ausencia de acierto 
de predicción probablemente fue debida a la fuerte descompensación del número de 
muestras en los dos grupos de respuesta, imposibilitando un correcto funcionamiento de 
los métodos predictivos. Una segunda causa que se baraja es la heterogeneidad en los 
tratamientos aplicados en este estudio, ya que no solo se utilizan diferentes IMiDs 
(lenalidomida o talidomida), sino que además se combinan con otros fármacos como la 
dexametasona o la ciclofosfamida. 
Un caso similar es el estudio de Terragna (2016), ya que, pese a que el mejor modelo 
logró un 97% de TAC y un 100% de RVP y 50% de RVN, este resultado no puede ser 
considerado aceptable, ya que la validación en el grupo de pacientes no respondedores 




El resumen de los resultados para esta aproximación se recoge mediante diagrama 
de barras en la Figura 4.162, mientras que los resultados completos pueden ser 
consultados a través del Anexo 43. 
 
 
Figura 4.162. Resultados de la predicción óptima de la respuesta a bortezomib en 
combinación con IMiDs. El diagrama de barras recoge los valores de la razón de verdaderos 
positivos (RVP), razón de verdaderos negativos (RVN) y la tasa de acierto global (TAC) de los 
tres estudios seleccionados para este análisis. Los resultados se muestran como porcentaje. 
En esta aproximación, pese a los altos porcentajes que alcanza la TAC en los dos 
estudios analizados, las predicciones no fueron óptimas en ninguno de los casos, ya que 
ningún modelo logró predecir de manera satisfactoria la respuesta del grupo de pacientes 
NR, quizá por las elevadas diferencias en el tamaño muestral entre los dos grupos de 
respuesta analizados, quizá, en el caso del estudio CoMMpass (2017), por la elevada 
heterogeneidad en los tratamientos que recibieron los pacientes. 
 
Pacientes que alcanzan respuesta completa versus resto 
La predicción de la RC en pacientes tratados con bortezomib e IMiDs se realizó 
sobre los estudios CoMMpass (2017), Terragna (2016), López-Corral (2014) y Gutiérrez 
(2010). El número de muestras recogido en cada uno de estos estudios estratificadas por 
el grupo de respuesta, en función de la matriz a la que se asignaron para la predicción se 
recoge en la Tabla 4.45. En lo que respecta a las ratios RC/resto de respuestas en los 
cuatro estudios, el estudio CoMMpass (2017) presentó una ratio de 0,25 (~3,97), el 
estudio de Terragna (2016) de 0,15 (~6,87), el estudio de López-Corral (2014) de 0,82 




estuvieron ligeramente desequilibrados, en cambio los dos últimos presentaron un buen 
balance en el tamaño de los dos grupos de respuesta, aunque, en el caso del estudio de 
Gutiérrez (2010) el tamaño muestral fue muy pequeño. 
Tabla 4.45. Número de muestras en los grupos de pacientes que alcanzaron respuesta 
completa (RC) y del resto de pacientes en los estudios seleccionados para la predicción de la RC 












Entrenamiento n = 46 n = 10 n = 6 n = 4 
Validación n = 23 n = 5 n = 3 n = 2 
Resto 
Entrenamiento n = 183 n = 69 n = 7 n = 3 
Validación n = 91 n = 34 n = 4 n = 1 
En cada grupo de respuesta, aparece el número de muestras seleccionadas para entrenar 
el modelo predictivo y para su validación. 
Como listado “inicial” de genes para este análisis se utilizaron los 54 genes 
estadísticamente significativos a p-valor < 0,05 del metaanálisis del Apartado 4.4.3.2. 
Con la lista “inicial” como referencia fueron generadas otras dos nuevas listas de genes: 
la lista “boruta” y la lista “sumatorio”. La lista “boruta” fue exclusiva de cada estudio, 
siendo confeccionada mediante el filtrado de la lista “inicial” con el algoritmo Boruta. De 
este modo, esta lista consistió en tres genes en el estudio CoMMpass (2017), 11 genes en 
el estudio de Terragna (2016) y seis genes en el estudio de López-Corral (2014). El 
algoritmo Boruta no pudo ser aplicado en el estudio de Gutiérrez (2010) debido a su bajo 
tamaño muestral. En cuanto a la lista “sumatorio”, fue generada sumando los genes de las 
tres listas “boruta” y eliminando los genes duplicados. Esta lista consistió en 20 genes y 
fue utilizada para el análisis predictivo en los cuatro estudios seleccionados. Con estas 
tres listas preparadas, se procedió al análisis de predicción. 
La predicción sobre el estudio CoMMpass (2017) logró una TAC del 81% mediante 
el método PLS con un factor y utilizando los 20 genes de la lista “sumatorio”. Pese a que 
con este modelo predictivo se alcanzó un 100% de RVN, el RVP solamente alcanzó el 
4% con lo que la predicción de la RC no fue adecuada. 
En el estudio de Terragna (2016) se obtuvieron mejores tasas de acierto a todos los 
niveles, ya que se alcanzó un 92% de TAC unido a un 40% de RVP y un 100% de RVN. 
Esta predicción se llevó a cabo utilizando el método PLS con cuatro factores y los 54 
genes de la lista “inicial”. De manera adicional, este modelo logró un VPP del 100% y un 
VPN del 92%, lo que indica que, si el modelo predice que un paciente alcanzará RC, el 
paciente la logrará el 100% de las veces, y si el modelo indica que un paciente no va a 




En lo que respecta al estudio de López-Corral (2014), se obtuvo una mejor tasa de 
acierto del 86% mediante el método KNN considerando los 9 vecinos más cercanos y los 
seis genes de la lista “boruta”. El RVP para este modelo fue del 100% mientras que el 
RVN fue del 75%, fallando en este último caso en la predicción de la respuesta de un 
único paciente.  
Finalmente, el estudio de Gutiérrez (2010) logró su mejor TAC independientemente 
del método de predicción empleado, considerando en todos los casos la lista “inicial” de 
54 genes. Esta mejor predicción alcanzó una TAC del 100%, sin embargo, hay que tratar 
este alto porcentaje de acierto con cautela debido al bajo tamaño muestral con el que contó 
este estudio, siendo el grupo de pacientes no respondedores validado con una única 
muestra. 
El resumen de los resultados de la predicción para esta aproximación se recoge en 
la Figura 4.163, mientras que los resultados detallados pueden consultarse en el Anexo 
43. 
 
Figura 4.163. Resultados de la predicción óptima de la respuesta completa (RC) a 
bortezomib en combinación con IMiDs. El diagrama de barras recoge los valores de la razón de 
verdaderos positivos (RVP), razón de verdaderos negativos (RVN) y la tasa de acierto global 
(TAC) de los tres estudios seleccionados para este análisis. Los resultados se muestran como 
porcentaje. 
El análisis de predicción de la RC en pacientes tratados con bortezomib e IMiDs 
mostró resultados dispares. Mientras los estudios de Terragna (2016), López-Corral 
(2014) y Gutiérrez (2010) mostraron altas TAC y elevados valores de RVN, junto con 
una buena clasificación también en el RVP, el estudio CoMMpass (2017), por su parte 
no logró una predicción satisfactoria del grupo de pacientes con RC, lo que pudo ser 




como ya se viene indicando anteriormente. Esto, unido al bajo tamaño muestral que 
presentaron estudios como los de López-Corral (2014) y Gutiérrez (2010), con tres y dos 
pacientes en la serie de validación, respectivamente, hace que los resultados de esta 
aproximación deban ser tomados con precaución a la hora de sacar conclusiones sobre la 
capacidad predictora de la expresión génica en la RC del régimen de tratamiento 
analizado en este apartado. 
 
Respuesta codificada en tres subgrupos 
El análisis predictivo de la respuesta codificada en tres subgrupos solamente pudo 
realizarse en los estudios CoMMpass (2017) y Terragna (2016), ya que el resto de los 
estudios no tuvo un tamaño muestral suficiente para proceder con esta estratificación de 
la respuesta. Esta estratificación en tres subgrupos ya fue descrita en el Apartado 4.5.1, 
siendo recogido el número de muestras incluidas en cada subgrupo para cada uno de los 
dos estudios, particularmente para el régimen de tratamiento con bortezomib en 
combinación con IMiDs, en la Tabla 4.46. 
Tabla 4.46. Número de muestras en los tres subgrupos de pacientes para los estudios 
seleccionados en la predicción de la respuesta en pacientes tratados con bortezomib e IMiDs.  
Subgrupo de 
respuesta 
Matriz CoMMpass (2017) Terragna (2016) 
G1  
Entrenamiento n = 46 n = 10 
Validación n = 23 n = 5 
G2 
Entrenamiento n = 174 n = 64 
Validación n = 87 n = 32 
G3 
Entrenamiento n = 9 n = 5 
Validación n = 4 n = 2 
En cada subgrupo de respuesta, aparece el número de muestras seleccionadas para 
entrenar el modelo predictivo y para su validación  
En un primer paso, se llevó a cabo un análisis de ED considerando las muestras de 
las matrices de entrenamiento en cada estudio con el objetivo de generar una lista “inicial” 
de genes para proceder con el análisis predictivo. Este análisis de ED se realizó con el 
algoritmo edgeR en el estudio CoMMpass (2017) y con limma sobre los datos de 
microarray del estudio de Terragna (2016), en ambos casos utilizando su versión para la 
comparación de tres grupos. El resultado de este análisis fue la obtención de 2.450 genes 
diferencialmente expresados en el estudio CoMMpass (2017) y 957 genes 
diferencialmente expresados en el estudio de Terragna (2016), en ambos casos se eligió 
como punto de corte para la selección de genes un p-valor < 0,05. La lista “inicial” de 
genes para la predicción fue generada seleccionando los 130 genes comunes a estas dos 
listas de genes diferencialmente expresados. Adicionalmente fueron construidas dos listas 
más a partir de esta lista inicial. La primera de las listas se generó mediante el filtrado de 




el estudio CoMMpass (2017) y 14 genes en el estudio de Terragna (2016). Las listas 
“boruta” fueron exclusivas de cada estudio, por esto, a partir de estas dos listas, se generó 
una lista de genes común sumando los elementos de ambas listas y eliminando los genes 
duplicados. Tras la confección de estas tres listas se procedió en un siguiente paso al 
análisis predictivo. 
El análisis de predicción en el estudio CoMMpass (2017) alcanzó una mayor TAC 
mediante el método PLS con dos factores y los 130 genes de la lista “inicial”. Esta TAC 
fue del 80%, y las tasas de acierto por subgrupo fueron del 22% para G1, 99% para G2 y 
0% para G3 (Figura 4.164). Por tanto, pese a la elevada TAC, el modelo predictor no 
mostró un comportamiento adecuado en la predicción de dos de los tres subgrupos, lo 
cual es reflejo del fuerte desequilibrio en el tamaño muestral de los tres subgrupos: G2/G1 
= 3,78 y G2/G3 = 20,08. Estas ratios justificarían el sesgo de la predicción hacia el G2. 
Además, se comprobó la respuesta de las muestras mal asignadas por si podría justificarse 
el error de la predicción por la cercanía con la respuesta del grupo mal asignado, no 
encontrándose ningún tipo de asociación (Tabla 4.47). 
Tabla 4.47. Matriz de contingencia correspondiente al modelo de predicción de la 
respuesta en tres subgrupos para el estudio de CoMMpass (2017) que obtuvo mejores tasas de 
acierto (PLS, dos factores [NF] y 130 genes).  
PLS, NF = 2, 130 genes 
Subgrupo real 
G1 G2 G3 
Predicción 
G1 5 1 (1 MBRP) 0 
G2 18 (17 RC, 1 RCs) 86 4 (4 EE) 
G3 0 0 0 
En verde se muestran los pacientes a los que se asignó correctamente el subgrupo de 
respuesta tras la predicción, en rojo se muestran los errores junto con la respuesta que alcanzan 
dichos pacientes. 
En lo que respecta al estudio de Terragna (2016), la mayor TAC (90%) se alcanzó, 
al igual que en el estudio anterior, con el método PLS y los 130 genes de la lista “inicial”. 
En este caso el modelo requirió de dos factores para llevar a cabo esta predicción. Las 
tasas de acierto sobre los subgrupos G1, G2 y G3 fueron del 20%, 100% y 100%, 
respectivamente (Figura 4.164). De esta manera, las predicciones sobre G2 y G3 fueron 
buenas, mientras que G1 no fue predicho de manera satisfactoria. En este estudio también 
se observó una fuerte falta de equilibrio del subgrupo G2 frente a G1 y G3 (G2/G1 = 6,4 
y G2/G3 = 13,71). Como ocurriese en el estudio CoMMpass (2017), las muestras mal 
clasificadas de G1 tienden a ser clasificadas como G2 (Tabla 4.48), sin embargo, pese a 
que el G3 es el subgrupo que tiene una ratio más desequilibrada respecto al G2, las dos 
muestras de este subgrupo son clasificadas correctamente, lo que hace pensar en la 
existencia de otros factores en el estudio CoMMpass (2017) que puedan estar 
distorsionando el resultado de la predicción, como puede ser la heterogeneidad de los 




Tabla 4.48. Matriz de contingencia correspondiente al modelo de predicción de la 
respuesta en tres subgrupos para el estudio de Terragna (2016) que obtuvo mejores tasas de 
acierto (PLS, cuatro factores [NF] y 130 genes). 
PLS, NF = 4, 130 genes 
Subgrupo real 
G1 G2 G3 
Predicción 
G1 1 0 0 
G2 4 (4 RC) 32 0 
G3 0 0 2 
En verde se muestran los pacientes a los que se asignó correctamente el subgrupo de 
respuesta tras la predicción, en rojo se muestran los errores junto con la respuesta que alcanzan 
dichos pacientes. 
Con todos estos resultados, parece que la predicción del régimen de tratamiento con 
bortezomib en combinación con IMiDs no obtuvo en ninguno de los casos unos resultados 
óptimos, al no ser predicho de forma correcta ni en el estudio CoMMpas (2017), ni en el 
estudio Terragna (2018) el subgrupo G1 correspondiente a los pacientes que alcanzaron 
RC- Adicionalmente, no fue posible la correcta clasificación del subgrupo G3 en el 
estudio CoMMpass (2017), probablemente, tal y como se viene indicando en este 
Apartado 4.5.3, debido a la elevada heterogenidad que presentó este estudio en cuanto 
al tratamiento aplicado a los pacientes. Por tanto, para elucidar las posibles causas de las 
bajas tasas de acierto en los diferentres subgrupos de respuesta se recomienda incrementar 
el número de estudios en futuros análisis, y, en la medida de lo posible, trabajar con 
estudios bien homogeneizados en cuanto a los tratamientos utilizados. 
Los resultados completos del análisis de predicción para esta aproximación 








Figura 4.164. Resultados de la predicción óptima considerando la respuesta a bortezomib 
en combinación con IMiDs en tres subgrupos. El diagrama de barras recoge los valores de la 
tasa de acierto para los subgrupos G1, G2 y G3, y la tasa de acierto global (TAC) de los dos 
estudios seleccionados para este análisis. Los resultados se muestran como porcentaje. 
 
Análisis predictivo de respuestas múltiples 
Para la aproximación de la predicción utilizando respuestas múltiples se 
consideraron todos los grupos de respuesta determinados por los autores de cada uno de 
los estudios seleccionados. Este análisis se realizó sobre los estudios CoMMPass (2017) 
y Terragna (2016), ya que fueron los únicos con un tamaño muestral suficiente para 
realizar la predicción en todos los grupos. Todos los análisis realizados en esta 
aproximación fueron llevados a cabo de manera independiente sobre cada uno de los dos 
estudios seleccionados. 
a) Estudio CoMMpass (2017) 
El estudio CoMMpass (2017) recopila datos de expresión génica de 343 pacientes 
con MM agrupados en cinco grupos de respuesta, tal y como se recoge en la Tabla 4.49. 
Tabla 4.49. Estratificación de las muestras en el estudio de CoMMpass (2007) de 
pacientes tratados con bortezomib en combinación con IMiDs. Para cada grupo de respuesta, 
aparece el número de muestras seleccionadas para entrenar el modelo predictivo y para su 
validación. 
Matriz RC RCs MBRP RP EE 
Entrenamiento n = 39 n = 7 n = 127 n = 47 n = 9 
Validación n = 19 n = 4 n = 64 n = 23 n = 4 
RC: respuesta completa, RCs: respuesta completa estricta, MBRP: muy buena respuesta 




En un primer paso se procedió a la selección de los genes que conformaron la lista 
“inicial” para el análisis de predicción. Para ello se llevó a cabo un análisis de ED 
utilizando las muestras de entrenamiento mediante el algoritmo edgeR en su versión de 
múltiples grupos. Como resultado se obtuvo una lista de 3.930 genes diferencialmente 
expresados a p-valor < 0,05 que constituyeron la lista “inicial”. A partir de esta lista, se 
construyó una segunda lista de 13 genes mediante el filtrado con el algoritmo Boruta. 
Con estas dos listas se realizaron los análisis de predicción. 
La TAC en este estudio alcanzó unos valores máximos relativamente bajos, con un 
56% de acierto. Esto estuvo condicionado por la falta de acierto (0%) en tres de los grupos 
de respuesta: RC, RCs y EE. De nuevo, estos resultados aparecen sesgados hacia los 
grupos de respuesta más representados, como se observa en la Tabla 4.50, lo que conduce 
a considerar como inadecuado este modelo de predicción de múltiples respuestas sobre 
este estudio. 
Tabla 4.50. Matriz de contingencia correspondiente al modelo de predicción de la 
respuesta por grupo para el estudio CoMMpass (2017) que obtuvo mejores tasas de acierto (RF, 
313 árboles y 3.930 genes). 
RF, Nº árboles = 313, 
3930 genes 
Grupo real 
RC RP MBRP RP EE 
Predicción 
RC 0 0 0 0 0 
RCs 0 0 0 0 0 
MBRP 18 4 61 20 4 
RP 1 0 3 3 0 
EE 0 0 0 0 0 
En verde se muestran los pacientes a los que se asignó correctamente el grupo de respuesta 
tras la predicción, en rojo se muestran los errores junto con la respuesta que alcanzan dichos 
pacientes. 
 
b) Estudio de Terragna (2016) 
El estudio de Terragna (2016) recoge la expresión génica y la respuesta de 118 
pacientes con MM, clasificados en cinco grupos de respuesta como se muestra en la Tabla 
4.51. 
Tabla 4.51. Estratificación de las muestras en el estudio de Terragna (2016) de pacientes 
tratados con bortezomib en combinación con IMiDs. Para cada grupo de respuesta, aparece el 
número de muestras seleccionadas para entrenar el modelo predictivo y para su validación. 
Matriz RC cRC MBRP RP EE 
Entrenamiento n = 10 n = 9 n = 27 n = 28 n = 5 
Validación n = 5 n = 5 n = 13 n = 14 n = 2 
RC: respuesta completa, cRC: respuesta cercana a la respuesta completa, MBRP: muy 




Como lista “inicial” de genes se utilizaron los 1.438 genes diferencialmente 
expresados entre los distintos grupos de respuesta a p-valor < 0,05 obtenidos con el 
algoritmo limma para múltiples grupos. A partir de esta lista se generó una segunda lista 
mediante el filtrado de los genes con el algoritmo Boruta. Esta segunda lista consistió en 
los 28 genes con un mayor valor de “importancia” considerando los grupos de respuesta 
de este estudio. Con las dos listas ya definidas, se procedió al análisis predictivo. 
El mejor modelo de predicción fue ajustado utilizando el método PLS con 10 
factores y los 1.438 genes de la lista “inicial”. Esta predicción logró una TAC del 72% 
con buenas tasas de acierto en la mayoría de los grupos de respuesta. Los grupos que 
presentaron una menor tasa de acierto fueron cRC, con un 40% de acierto y tres muestras 
clasificadas como RP y el grupo EE, con un 50% de acierto, aunque únicamente con dos 
muestras utilizadas en la validación. Los resultados de esta predicción se recogen en la 
Tabla 4.52. 
Tabla 4.52. Matriz de contingencia correspondiente al modelo de predicción de la 
respuesta por grupo para el estudio de Terragna (2016) que obtuvo mejores tasas de acierto 
(PLS, 10 factores [NF] y 1.438 genes). 
PLS, NF = 10, 1438 genes 
Grupo real 
RC cRC MBRP RP EE 
Predicción 
RC 4 0 0 0 0 
cRC 0 2 1 0 0 
MBRP 0 0 9 2 0 
RP 1 3 3 12 1 
EE 0 0 0 0 1 
En verde se muestran los pacientes a los que se asignó correctamente el grupo de respuesta 
tras la predicción, en rojo se muestran los errores junto con la respuesta que alcanzan dichos 
pacientes. 
 
4.5.4. Consideraciones generales del análisis de predicción 
En general, se podría afirmar que los análisis de predicción realizados en este 
capítulo han tenido un rendimiento relativamente bueno, principalmente cuando se han 
llevado a cabo las predicciones considerando una clasificación binaria de la respuesta, 
como fueron los casos de la predicción R vs. NR, y sobre todo en la predicción de la RC, 
donde en los tres regímenes de tratamiento analizados la TAC mediana ha rondado el 








Figura 4.165. Tasa de acierto global (TAC) mediana de los estudios seleccionados para la 
predicción de la respuesta por régimen de tratamiento y aproximación analítica. Los paneles 
corresponden a los regímenes de tratamiento a) bortezomib en monoterapia, b) bortezomib en 
terapia combinada con otros fármacos excepto IMiDs y c) bortezomib en terapia combinada con 
IMiDs Los resultados se muestran como porcentaje y las barras de error corresponden a las 
MAD de los estudios recogidos en los estudios de las diferentes aproximaciones analíticas. OR 
= pacientes respondedores, NR = pacientes no respondedores, RC = respuesta completa. 
Sin embargo, esta consideración puede ser valorada como demasiado reduccionista, 
ya que el hecho de que una predicción logre buenos índices de TAC no significa 
necesariamente que se trate de una predicción adecuada. De hecho, factores como el 
tamaño muestral o la ratio entre los grupos analizados pueden ser determinantes sobre el 
rendimiento de un modelo de predicción, conduciendo a que su comportamiento pueda 
ser considerado como óptimo o no. Un caso extremo que demuestra esta circunstancia es 
la predicción OR vs. NR del Apartado 4.5.3, donde en el estudio CoMMpass (2017), el 










los pacientes del grupo NR a pesar de obtener una TAC del 96%. En este caso, una ratio 
de 36,6 a favor del grupo OR fue lo que propició la imposibilidad de una predicción 
satisfactoria del grupo NR, ya que la firma de expresión génica que podría caracterizar a 
este segundo grupo quedó totalmente infraestimada debido a su reducido tamaño muestral 
en comparación con el primer grupo. No obstante, teniendo en cuenta todas estas 
particularidades, es posible resaltar el buen desempeño de los métodos predictivos en los 
análisis en las que la respuesta estuvo codificada de forma binaria, y particularmente en 
aquellas en que la predicción fue RC vs. Resto de respuestas, donde, además, en la mayor 
parte de los estudios analizados se obtuvieron altos valores tanto para el RVP como para 
el RVN. Este resultado contradice en buena medida lo expuesto en el trabajo de Zhang y 
colaboradores198 quienes descartaron la codificación binaria al considerarla, por un lado, 
arbitraria a la hora de la confección de los dos grupos y, por otro lado, arriesgada debido 
la pérdida de información que supone este modo de agrupamiento de los pacientes. De 
esta manera, el estudio predictivo que condujeron estos autores se realizó considerando 
en primer lugar los múltiples niveles de respuesta provistos en cada uno de los estudios 
que reanalizaron, y, en segundo lugar, llevando a cabo una recodificación de la respuesta 
en tres grupos. Ambas codificaciones de la respuesta fueron implementadas en este 
trabajo de tesis doctoral con fines comparativos. Así, las TAC obtenidas por Zhang sobre 
el estudio de Mulligan y colaboradores528, fueron de 0,81 en el caso de la codificación en 
múltiples respuestas, y de 0,73, en el caso de los tres grupos de respuesta. De manera 
análoga, llevaron a cabo el análisis del estudio de Terragna y colaboradores194, logrando 
unos TAC de 0,87 y 0,77 para la aproximación multirrespuesta y en tres grupos, 
respectivamente. Estos dos trabajos fueron también analizados en nuestro trabajo bajo los 
mismos criterios de codificación de la respuesta, obteniendo en el caso del estudio de 
Mulligan y colaboradores, unos TAC de 0,63/0,77 y 0,75/0,71 para las aproximaciones 
multirrespuesta y en tres grupos, respectivamente, considerando los dos regímenes de 
tratamiento en los que se analizó este estudio. Por su parte, para el estudio de Terragna y 
colaboradores, obtuvimos unos TAC de 0,72 y de 0,90 para las aproximaciones 
multirrespuesta y en tres grupos, respectivamente. Aunque los TAC obtenidos tanto en el 
trabajo de Zhang y colaboradores, como en este trabajo, pueden ser comparables y además 
relativamente altos, al situarse por encima de 0,7, como se viene indicando, el TAC no 
debe ser la única medida a tener en cuenta a la hora de considerar el rendimiento de un 
análisis predictivo. Así, en el caso del estudio de Mulligan y colaboradores, observamos 
en nuestro trabajo que, aunque los resultados de la predicción multirrespuesta sí fueron 
adecuados prediciendo correctamente la mayor parte de los grupos, en el caso de la 
respuesta codificada en tres grupos no se logró la correcta clasificación de ninguna 
respuesta del G1. Por su parte, en el estudio de Terragna y colaboradores, el análisis 
multirrespuesta no logró capturar de forma satisfactoria los grupos de respuesta menos 
representados (cRC y EE), y en el caso del análisis de tres grupos de respuesta solamente 
logró un 20% de clasificaciones correctas en el G1. Además, las predicciones de 




listas con un gran número de genes, lo que podría reducir el interés clínico de estos 
modelos con vistas a la aplicabilidad en la realidad asistencial. 
Con todo esto, como se venía indicando, los modelos predictivos que mostraron un 
mejor rendimiento fueron los aplicados sobre una codificación binaria de la respuesta, 
principalmente en la aproximación RC vs. Resto de respuestas, obteniendo altas tasas de 
acierto en los análisis predictivos y con un número razonable de genes. Este resultado, no 
obstante, estaría en discordancia con el obtenido por Amin y colaboradores197, quienes 
proponen que la expresión génica por sí sola no es capaz de producir una predicción 
adecuada de la RC, ya que a través de una batería de 7 métodos predictivos sobre cuatro 
estudios de expresión génica, entre los que se encuentra el estudio de Mulligan, logran 
unas TAC que oscilan en el rango de 0,44 a 0,78. Estas diferencias en cuanto al poder 
predictivo entre el trabajo de Amin y nuestro trabajo pueden ser debidas a factores como 
la referencia utilizada en la normalización de los microarrays, al método de selección de 
genes o a los métodos empleados para la predicción. 
Así, en lo relativo a la referencia de análisis utilizada, en nuestro trabajo se optó por 
utilizar la referencia provista por BrainArray, buscando de esta manera eliminar los 
elementos que pudieran generar ambigüedad a la hora de definir la expresión de los genes 
analizados, como puede ser el hecho de trabajar con varios probesets que interroguen un 
mismo gen. En lo que respecta al método de selección de genes, en nuestro análisis se 
optó por seleccionar los genes en base a su estudio previo por metaanálisis, seguido de 
un filtrado de genes por técnicas de RF con el paquete Boruta en R, mientras que en el 
estudio de Amin la selección fue llevada a cabo a través de su varianza, por métodos 
LASSO o bien a través de regresión contraída (ridge regression). Finalmente, en lo 
concerniente a los métodos predictores empleados, a pesar de que tanto en este trabajo 
como en el trabajo de Amin y colaboradores se emplearon en común métodos como KNN 
y SVM, los resultados obtenidos en nuestro trabajo demostraron, que estos dos métodos 
fueron superados en rendimiento claramente por PLS (Anexo 43), obteniendo los 
mayores valores de TAC en la mayoría de las predicciones de la aproximación RC vs. 
Resto de pacientes. 
Sin embargo, a pesar de los buenos resultados en la aproximación RC vs. Resto de 
pacientes, el modelo de predicción en el estudio CoMMpass (2017) bajo el régimen de 
tratamiento con bortezomib en combinación con IMiDS no funcionó correctamente, ya 
que este modelo solo logró un RVP = 0,04. La causa de esta baja tasa de acierto en el 
grupo de RC podría estar asociada a la variabilidad en los tratamientos que recibieron los 
pacientes de este estudio, ya que, pese a estar todos ellos tratados con bortezomib e 
IMiDs, se emplearon diferentes compuestos dentro de este segundo grupo, como 
pomalidomida, lenalidomida o talidomida. Además, muchos de estos pacientes recibieron 
fármacos adicionales como la ciclofosfamida, el daratumumab o el melfalán. Esto 
condujo a que no solo en la aproximación RC vs. Resto de pacientes fallasen los modelos 




aproximaciones realizadas con este estudio asociadas al régimen de tratamiento 
mencionado. 
Por tanto, a la vista de los resultados obtenidos, podría indicarse que los modelos 
predictivos utilizando la expresión génica para la predicción de la respuesta funcionan 
adecuadamente, principalmente para la predicción de la RC, aunque es conveniente tener 
bajo control variables como la heterogeneidad de los tratamientos aplicados para tener un 
resultado óptimo. 
No obstante, con la vista puesta en futuros análisis de predicción se recomendaría 
en primer lugar ampliar todas las series con nuevos estudios de respuesta en MM y, en 
segundo lugar, y siempre que el número de muestras lo permita, llevar a cabo una 
estratificación de los pacientes de MM en función de los subgrupos citogenéticos 
asociados a esta enfermedad, para reducir de este modo la heterogeneidad intrínseca de 
esta patología. Finalmente, tal y como recomiendan Amin y colaboradores197, se propone 
también la realización de estas predicciones integrando datos de distintas fuentes ómicas, 
como SNP, microARN o proteínas, entre otros, lo que podría mejorar los resultados de la 
predicción de la respuesta al añadir información biológica que la expresión génica por sí 




















5.1. Conclusiones relativas al diseño de un pipeline para el análisis de 
datos de RNA-seq. 
 
1) El pipeline con una mejor puntuación para el análisis de la expresión génica con 
datos en crudo, en cuanto a su precisión y exactitud, ha sido el que utiliza como 
algoritmo de recortado Trimmomatic, como algoritmo de alineamiento RUM, como 
método de contaje HTSeq Union y como método de normalización TMM. 
2) Las etapas más críticas en el proceso de análisis de la expresión génica en crudo 
son el contaje y la normalización, y los métodos de análisis que presentan un mejor 
rendimiento en estas dos etapas han sido HTSeq Union y TMM, respectivamente. 
3) Los algoritmos de pseudoalineamiento son una excelente alternativa a la 
metodología tradicional de análisis de datos de RNA-seq, gracias a su gran 
velocidad de ejecución, su elevada precisión y al hecho de que ahorran al 
investigador mucho esfuerzo computacional. 
4) El método de análisis de la expresión génica diferencial más equilibrado, 
considerando todos los criterios de bondad planteados en este trabajo, ha sido limma 
trend. 
5) El rendimiento de los métodos de expresión génica diferencial, depende en mayor 
medida de las características del propio método que de la distribución estadística 
asumida a priori para los datos. 
 
5.2. Conclusiones relativas a la comparación de la técnica RNA-seq 
Illumina 2500 frente al microarray HTA2.0 de Affymetrix. 
 
1) La RNA-seq muestra superioridad sobre el microarray en la determinación de la 
expresión génica en crudo, si bien el microarray presenta un rendimiento similar a 
la RNA-seq cuando se eliminan los genes con valores atípicos. 
2) La técnica RNA-seq presenta cierta ventaja sobre el microarray a la hora de la 
detección, de forma precisa y exacta, de la expresión génica diferencial. Sin 
embargo, cuando se trata de escenarios de análisis con un número intermedio de 









5.3. Conclusiones relativas a la determinación de perfiles de expresión 
génica asociados a fármacos antimieloma mediante metaanálisis en 
líneas celulares de mieloma múltiple. 
 
1) Aspectos generales: 
a) Se logró identificar una firma de expresión génica para cada uno de los 
fármacos analizados para el tratamiento del mieloma mediante técnicas de 
metaanálisis. 
b) Existe una elevada similitud entre las firmas génicas de los agentes 
inmunomoduladores lenalidomida y pomalidomida. Por el contrario, las firmas 
génicas de los agentes hipometilantes azacitidina y decitabina, son 
completamente diferentes entre sí.  
2) Aspectos específicos: 
a) Melfalán 
i) El aumento del tiempo de tratamiento con melfalán produce un incremento 
de la expresión génica en las células tratadas con este fármaco. 
ii) El melfalán produce una modificación estadísticamente significativa de la 
expresión de genes implicados en el ciclo celular y de la vía de p53. 
b) Dexametasona 
i) El aumento necesario del tiempo de tratamiento con dexametasona conduce 
a una disminución del efecto producido por este fármaco sobre la expresión 
génica. 
ii) La dexametasona produce la desregulación de genes de unión a citocinas, 
que podrían asociarse en unos casos con mecanismos de resistencia a este 
compuesto, y en otros podrían tener un potencial interés terapéutico. 
c) Bortezomib 
i) El efecto del bortezomib sobre la expresión génica se incrementa a tiempos 
de tratamiento largos y concentraciones mayores de fármaco. 
ii) El tratamiento con bortezomib modifica la expresión de genes de la vía del 
proteasoma, incrementando la expresión de genes que codifican diferentes 
subunidades del proteasoma, lo que podría estar asociado a un mecanismo de 
quimiorresistencia. 
iii) El bortezomib altera la expresión de genes implicados en el procesamiento 
de proteínas en el retículo endoplásmico, lo que llevaría a la generación de 








i) La lenalidomida actúa reduciendo la expresión de los genes de la vía de 
biosíntesis de ribosomas y el protooncogén MYC, lo que podría conducir a la 
reducción de la síntesis de proteínas y al bloqueo de la proliferación celular. 
ii) La lenalidomida actúa sobre la vía de presentación y procesamiento de 
antígenos, sobreexpresando los genes que codifican los MHC tipo I y tipo II, 
lo que conduciría a la modulación de la respuesta inmune. 
e) Pomalidomida 
i) La pomalidomida actúa sobreexpresando diferentes componentes del MHC 
tipo II, y el componente HSPA1A del MCH tipo I, llevando a cabo un 
mecanismo de modulación de la respuesta inmune muy similar al de la 
lenalidomida. 
ii) El tratamiento con pomalidomida conduce a la sobreexpresión de la 
interleucina IL7, que estimula la proliferación de las células del linaje linfoide. 
f) Panobinostat 
i) El panobinostat modifica la expresión de un gran número de genes 
implicados en la replicación del ADN, sin embargo, esto podría no ser 
suficiente para producir la detención del crecimiento celular. 
ii) El panobinostat desregula la expresión de genes implicados en el ciclo 
celular como PLK1, que es un inductor de la apoptosis en células tumorales. 
g) Azacitidina 
i) Los tiempos cortos de tratamiento podrían favorecer el mecanismo de 
desregulación de la expresión génica de la azacitidina. 
ii) La azacitidina actúa sobre los genes de la vía de biosíntesis de esteroides, 
produciendo una regulación negativa de la biosíntesis de colesterol, lo que 
podría tener un efecto citotóxico sobre las células cancerígenas. 
iii) La azacitidina sobreexpresa los genes CYP27B1, implicado en el 
desarrollo del tejido biomineral, y NBR1, implicado en el mantenimiento óseo, 
lo que podría conducir a la mejoría en el proceso de osificación en pacientes 
tratados con este compuesto. 
h) Decitabina 
i) La decitabina actúa sobre la vía de diferenciación de osteoclastos 






ii) El tratamiento con decitabina actúa sobre la vía de diferenciación de células 
Th1 y Th2 desregulado la expresión de genes que codifican distintas 
subunidades de los receptores de IFN-γ e IL2 lo que podría favorecer un efecto 
antimieloma en los pacientes tratados con este compuesto. 
i) JQ1 
i) La desregulación de la expresión génica producida por JQ1 se incrementa a 
medida que aumenta el tiempo de tratamiento y la concentración aplicada de 
fármaco. 
ii) JQ1 reduce la expresión de MYC y de un gran número de genes implicados 
en el procesamiento del ARNr y en la biogénesis de complejos de 
ribonucleoproteínas, lo que podría conducir a la inhibición del programa 
traduccional de la célula tumoral en MM. 
j) Amilorida 
i) La amilorida desregula la vía de señalización HIF-1 y produce la 
infraexpresión del gen LDHA, por lo que el uso terapéutico de este compuesto 
podría ser beneficioso como terapia de rescate en pacientes resistentes a 
bortezomib. 
ii) La amilorida produce la sobreexpresión de los componentes del 
espliceosoma DHX16 y PRPF3. 
k) TG003 
El TG003 presenta una desregulación de los procesos metabólicos al ser 
aplicado sobre células de MM muy similar a la amilorida. 
l) Interferón γ 
El tratamiento con INF-γ conduce a la sobreexpresión de los genes IRF1 y 
STAT1, cruciales para la respuesta a esta molécula. Además, también produce 
la sobreexpresión del gen STAT3, pudiendo tratarse de un mecanismo de 












5.4. Conclusiones relativas a la determinación de perfiles de expresión 
génica asociados a la respuesta en pacientes con mieloma múltiple. 
 
1) Se logró identificar un perfil de expresión génica asociado a los diferentes tipos 
de respuesta analizados en todos los regímenes de tratamiento estudiados en 
pacientes con mieloma múltiple. 
2) Los pacientes respondedores a bortezomib en monoterapia presentan una 
regulación negativa de la iniciación de la traducción, mostrando infraexpresión en 
genes como LAMTOR1 y LAMTOR4, lo que puede producir la inactivación del 
complejo mTORC1 inhibiendo la traducción de proteínas. 
3) La sobreexpresión de CYLD y la infraexpresión de NFKB1 en pacientes 
respondedores a bortezomib en combinación con otros fármacos (salvo agentes 
inmunomoduladores) podría indicar la activación de la vía de señalización de NF-
κB, lo que favorecería la respuesta al tratamiento de estos pacientes. 
4) Los pacientes con respuesta completa a bortezomib en combinación con agentes 
inmunomoduladores presentan una desregulación significativa de genes implicados 
en transporte celular dependiente de citoesqueleto, lo que podría sugerir la 
importancia de este proceso en la respuesta a estos fármacos. 
 
5.5. Conclusiones relativas a la predicción de la respuesta al tratamiento 
en pacientes con mieloma múltiple. 
 
1) Los análisis de predicción de la respuesta utilizando datos de expresión génica 
consiguen buenos resultados en la mayoría de los casos. Fueron especialmente 
efectivas las predicciones realizadas sobre los grupos de respuesta completa. 
2) En general, las tasas globales de acierto de los análisis predictivos de tres grupos 
y multirrespuesta son notablemente inferiores que las alcanzadas en los análisis 
predictivos de respuesta dicotómica. 
3) El método predictivo con mejores tasas globales de acierto en la mayor parte de 
los estudios realizados es la técnica PLS. 
4) La predicción de la respuesta en los estudios en los que se combinan múltiples 
fármacos no son adecuadas ya que los modelos fallaron en la predicción de, al 
menos, uno de los grupos de respuesta, con lo que es recomendable su 
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