It is shown that so called fundamental solutions the semiclassical expansions of which have been established earlier to be Borel summable to the solutions themselves appear also to be the unique solutions to the 1D Schrödinger equation having this property. Namely, it is shown in this paper that for the polynomial potentials the Borel function defined by the fundamental solutions can be considered as the canonical one. The latter means that any Borel summable solution can be obtained by the Borel transformation of this unique canonical Borel function multiplied by someh-dependent and Borel summable constant. This justify the exceptional role the fundamental solutions play in 1D quantum mechanics. PACS number(s): 03.65.Sq , 02.30.Lt , 02.30.Mv 
Introduction
Several years ago one of the authors of the present paper discovered [1] that for a large family of analytical potentials including all the polynomial ones there are solutions to 1D stationary Schrödinger equation for which their well defined semiclassical expansions are Borel summable to the solutions themselves. These solutions appearing for polynomial potentials in a finite number were called fundamental because of their completeness for solving any 1-dim problem [2] . Their Borel summability property played an essential role in many of their applications [1] .
On the other hand it is easy to construct solutions to Schrödinger equation (in fact, infinitely many of them) with well defined Borel summable semiclassical expansions but with results of such Borel resummations not coinciding with the initial solutions generating the series. However, the results of the Borel resummations are again solutions to Schrödinger equation since in general each successful Borel resummation of any semiclassical series always leads to some solution to Schrödinger equation.
In this paper we want to demonstrate an exceptional role the fundamental solutions mentioned above play with respect to the Borel summability property showing that they provide a general scheme for a construction of Borel summable solutions to 1D stationary Schrödinger equation at least for polynomial potentials. A main ingredient of such a scheme is an observation that the Borel function of some fundamental solution is not only such a function for any other fundamental solution but it is also a Borel function allowing us to construct any Borel summable solution to a given 1D Schrödinger equation with a polynomial potential.
The solutions to the Schrödinger equation (as well as other relevant quantities) which semiclassical series expansions are Borel summable to the solutions (quantities) themselves are of the greatest importance for any semiclassical theory since they allow us to improve the best approximations provided by the semiclassical expansions in the most natural way by including to the expansions the exponentially small contributions. The latter means that the Borel summability allows us to realize the principle of resurgence i.e. to recover the information contained in the divergent tails of the semiclassical series [6, 11, 12, 13, 14, 15, 20] .
Let us note, however, that the exponentially small contributions are of their own importance since in many cases of quantities considered these contributions are dominant. Among the latter cases the most well known one is the difference between the energy levels of different parities in the symmetric double well [21] . But these are also the cases of transition probabilities in the tunnelling phenomena [21] or their adiabatic limits in the time dependent problem of transitions between two (or more) energy levels (see [16, 17] and references cited there) or the exponential decaying of resonances in the week electric field (see [18, 19] and references cited there).
Our way of considering the problem of the Borel summability in 1D quantum mechanics makes use of the global features of the fundamental solutions and the Stokes graphs related to them and as such is to some extent complementary to the way utilized by Delabaere et al [12, 13] making use of rather local properties of the considered quantities.
Our method can be also used to analyze the adiabatic limits considered by Joye et al [16] at least in the case of two energy levels. The cases of several levels need, however, a generalization of our method since these cases are described by systems of the linear equations in numbers larger than two.
To make the original results of our paper more transparent we have formulated them in many places in the forms of theorems or lemmas equipped with the corresponding proofs. However we do not consider our paper to pretend to a full formal mathematical rigor supposing most of the presented ideas to be sufficiently obvious and clear by presented proofs or when confronted with our earlier papers or with the papers of other authors mentioned. The paper is organized as follows.
In the next section we remind a construction and basic properties of the fundamental solutions and Borel functions corresponding to them as well.
In Sec. 3 we show that the Borel functions corresponding to different fundamental solutions are only different branches of the same unique Borel function and can be recovered by the Borel transformations performed along suitably chosen paths on the 'Borel plane'. We show also here that there are two ways of integrations in the Borel plane providing us with the Borel summable solutions to the Schrödinger equation which, on their own, coincide each, up toh-dependent multiplicative constants, with the corresponding fundamental solutions.
In Sec. 4 we consider in some details a general expression for the semiclassical expansions to the Schrödinger equation and introduce there also their standardized forms. We point out in this section an essential difference between the forms of the latter for the Borel summable and non-summable quantities.
In Sec. 5 we show the existence almost at each point of the x-plane two pairs of the base solutions to the Schrödinger equation with well defined Borel summable semiclassical asymptotic but not summed to the solutions themselves. The semiclassical expansions of the solutions considered in this section and their Borel resummations are a particular illustration of our main thesis that a result of any such a resummation is always some fundamental solution.
In Sec. 6 we generalize the results of Sec. 4 and show that the Borel function defined by the fundamental solutions can be considered as canonical in a sense that up to a multiplicativehdependent constant any Borel summable solution to the Schrödinger equation can be obtained by the Borel transformation of this canonical Borel function. This means that each Borel summable solution has to be essentially some of the fundamental solutions.
Sec. 7 is a discussion of the results of the paper.
2 Fundamental solutions to 1D stationary Schrödinger equation
Fundamental solutions
Let us remind shortly basic lines in defining fundamental solutions [1, 2] . A set of fundamental solutions is attached in a unique way to a so called Stokes graph corresponding to a given polynomial potential V (x) of n th degree. Each Stokes graph is a collection of lines (Stokes lines) in the complex x-plane which are a loci of points where the real parts of action functions defined by the following n integrals:
vanish. In (1) E is the energy of the system and x i , i = 1, 2, ..., n, are roots of q(x).
The fundamental solutions are defined in infinite connected domains called sectors with boundaries of the latter consisting of Stokes lines and x i 's, see Fig.1 . In a sector S k a corresponding fundamental solution ψ k to the Schrödinger equation:
has Dirac's form:
with x k lying at the boundary of S k and with a sign σ k (= ±1), (which we shall call a signature of the solution (3)) chosen in such a way to have:
The amplitude factor χ k (x,h) in (3) has the following Fröman and Fröman's form [3] :
and with integration paths in (5) chosen to be canonical [1, 2] i.e. on such paths the following condition is satisfied:
for any ordered pair of integration variables (with ξ 0 = x). The condition (7) ensures the solution (3) to vanish at the infinity ∞ k of the sector S k . A domain D k (⊃ S k ) where χ k (x) can be represented by (5) with the canonical integration paths is called canonical. In each D k the following semiclassical expansion for χ k (x) can be deduced from (5) by standard methods (see also the next section):
What has been said above assumed real and positive value of λ ≡h −1 (we prefer to use rather λ as a more convenient variable). However when considering Borel summability properties of χ k (x, λ) it is unavoidable to complexify λ. If it is done the only change in the above descriptions of properties of Fröman and Fröman solutions to Schrödinger equation is to substitute W (x, E) in the conditions (4) and (7) by e ıφ W (x, E) where φ = argλ . Of course, the domains D k as well as Stokes graph itself depend then on φ. In particular, all the Stokes lines rotate them around the corresponding turning points x i , i = 1, 2, ..., n, they emanate from by the angle −2φ/3. For φ = ±π Stokes graph comes back to its initial position i.e. a dependence of Stokes graph on φ is periodic with π as its period. Such a full rotation of Stokes graph we shall call cyclic. We can use the cyclic rotations to enumerate all the sectors according to the order they come into each other by the subsequent cyclic rotations starting from the one chosen arbitrarily. We shall assume from now on such a convention for the sector ordering with the numbers attached to sectors increasing anticlockwise.
By a cyclic rotation a solution ψ k (x, λ) from a sector S k transforms into a solution ψ k−1 (x, λ) or ψ k+1 (x, λ) (modulo n + 2, the last number being the total number of sectors for a polynomial potential of the n th degree) according to whether the rotation of Stokes graph is clockwise or anticlockwise respectively. Of course, for a fixed x after at most two subsequent cyclic rotation (in the same direction) the path of integration in (5) stops to be canonical if it was as such before the rotation operations. Let us note also that making, say clockwise, n + 2 subsequent cyclic rotations a solution ψ k (x, λ) does not come back exactly to its initial form (3) but acquires rather an additional phase factor which in the case of even n is equal to (−ı) n exp(−λσ k C q(x, E)dx) where the (closed) contour C encloses (clockwise) all n roots of the potential V (x). In the case of odd n one needs to surround all the roots twice as much to close the corresponding path of analytical continuation of χ k (x, λ) in the x-plane with the result analogous with the even case. It means of course that as a fuction of λ a solution ψ k (x, λ) branches infinitely around the points λ = 0, ∞ of the λ-plane [1] .
As we have mentioned earlier it was shown in [1] that in sector S k the series (8) can be Borel summed to χ k (x, λ) itself. To be a little bit detailed it was shown in [1] that when x ∈ S k : 1 0 the size of a sector in the λ-plane where the expansion (8) is valid is larger than 2π; and 2 0 the rate of grow of χ k,n (x) in (8) with n is factorial. The last property which was established by an application of the Bender-Wu formula [4] ensured that the following Borel series:
was convergent in a circle:
On its turn the property 1 0 above ensured that the series (9) define Borel functions χ k (x, s) holomorphic in the halfplane: ℜs < −σℜW k (x, E) allowing to recover χ k (x, λ) from the series (8) by the following Borel transformation ofχ k (x, s):
where C φ is a halfline in the Borel halfplane ℜs < −σℜW k (x, E) starting at the infinity and ending at s = 0 with φ as its declination angle (π/2 ≤ φ ≤ 3π/2). However, for the latter transformations to exist it is neccessary for the functionsχ k (x, s) to be holomorphic only in some vicinity of a ray arg s = φ 0 along which the transformation (10) can be taken [5] . Such a limiting situation appears when χ k (x, λ) is continued from the sector S k to other domains of Stokes graph so that such a continuation generates singularities of χ k (x, s) in the half plane ℜs < 0 close to the ray arg s = φ 0 . A mechanism of such singularity generations has been described by one of the present authors [6] . Some of these singularities are fixed and the others are moving with their positions in the s-plane depending on x. The possibility to perform the Borel transformation (10) ofχ k (x, s) along the ray arg s = φ 0 to get χ k (x, λ) disappears at the moment when two of the moving singularities which are localized close to the ray arg s = φ 0 pinch the latter. It is clear that such cases depend continuously on x i.e. for a given φ 0 in the domain
To find a boundary of B k (φ 0 ) one can use Voros' technique [7] of rotating of the reduced Stokes graph (i.e. the one obtained in the limit | λ |→ ∞) with changing of arg λ (see also [1] ): when x ∈ ∂B k (φ 0 ) the total change of arg λ preserving the canonicness of the integration path in (5) running from ∞ k (φ 0 ) to x cannot be greater than π. Let us note also that for x ∈ B k (φ 0 ) but close to x 0 ∈ ∂B k (φ 0 ) the Borel transformation ofχ k (x, s) along the ray arg s = φ 0 provides us with
3 Properties of the Borel functionsχ k (x, s)
In this section we shall establish properties of the fundamental solutions and their corresponding Borel functions not discussed in our papers quoted in the previous sections.
First let us note that we can drop the subscribe k at the Borel functionsχ k (x, s) because in fact all these functions are analytic continuations of each other on the x-plane. This property is the subject of the following theorem. P roof . The validity of the part (a) the theorem follows directly from the definitions ofχ k (x, s) by (9) and from the definitions of χ k,n (x)'s by (8) . Namely, to obtain for exampleχ k (x, s) fromχ 1 (x, s) ≡χ(x, s) , for x ∈ S 1 , we have to transform the coeficients χ 1,n (x) of the series (9) into the coresponding coefficients χ k,n (x). In order to do it it is enough to continue analytically the infinity limit ∞ 1 of all the integrations in (8) from sector 1 to sector k to achieve the infinity ∞ k . Of course this is a deformation of the integration path in (8) and it does not affect the integrations if none of the turning points is touched by the deformed path what is assumed. In other words such a deformation should be homotopic. For the χ-factor χ k (x, λ) if k = 2, n + 2 the deformed path is of course noncanonical (see Fig. 1 ) but this means merely thatχ k (x, s) obtained in this way is continued analytically to x from the sector k, where it could be initially defined, along this noncanonical path. This of course means also that χ k (x, λ) can be obtained from (10) by the itegration not along a halfline but rather along some more complicated path described below.
To restore, however, the Borel function corresponding to χ k (x, λ) when x ∈ S k it is necessary only to continueχ(x, s) analytically moving the point x, from the sector S 1 to S k along a deformed path discussed above the finite end of which this point is. Of course at the end of this continuation the whole deformed path is then found in the sector S k being there a typical canonical path for the integrations in (5) and (8) . On the Borel plane this analytical continuation ofχ(x, s) corresponds to a rotation of the branch point of at s = ξ(x) = x x 1 q(y, E)dy shown in Fig. 2 around the infinite point of the plane by the angle (k − 1)π. The existence of this singular point as well as other singularities ofχ(x, s) has been recently studied (and proved) by one of the authors (S.G., see Ref. [6] .
To show the validity of the part (b) of the theorem let us first note that (by assumption) χ 1 (x, λ) can be recovered by (10) for λ > 0 if x ∈ S 1 and C 1 coincides with the real negative halfaxis.
To obtain the subsequent χ k (x, λ)'s, k = 2, 3, ..., n + 2 it is enough (according to our enumeration convention) to deform C 1 homotopically anticlockwise so that to make its infinite tail to coincide with the real halfaxes, positive or negative, on the subsequent sheets, see Fig.  2 . We get in this way an infinite sequence of paths C 2 , C 3 ,..., integrations on which according to the formula (10) provide us with the corresponding χ k (x, λ)'s, modulo n + 2. Of course, this procedure follows directly from the cyclic property of the Stokes graph discussed earlier and from the discussion proving the part (a) of the theorem. This conclusion ends however our proof. QED.
From the above proof of Theorem 1 it follows that in particular for an even degree polynomial we have:
Deforming C 1 clockwise we obtain of course the corresponding integration paths C ′ k′ , k ′ = 2, 3, ..., providing us with χ k (x, λ)'s ordered in the opposite way i.e. with k = n−k ′ +4 = n + 2, n + 1, ..., 2. For the path C ′ n+3 we get an identity similar to (11) but with the opposite sign at the exponent of the proportionality coefficient. This confirms that the s-Riemann surface ofχ(x, s) is in general infinitely sheeted. The only obvious case with the finite six sheeted s-Riemann surface is provided by the linear potential [6] . Let us discuss still in some details the deformation procedure of the path C 1 described above.
The singularity pattern of Fig. 2 which corresponds to x ∈ S 1 shows that to fall on the corresponding sheets in order to approach eventually the chosen direction of the real axis the paths C k have to avoid in general the existing singularities ofχ(x, s) on its s-Riemann surface. According to Fig. 2 such necessary deformations have to be applied for example to the path C 3 and to the subsequent ones but not to C 2 . The integration in (10) along C 3 provides us with χ 3 (x, λ) but since x ∈ S 1 the corresponding integration path in (5) cannot be then canonical i.e. for | λ |→ ∞ ψ 3 (x, λ) does not behave according to its JWKB factor in (3). The obvious reason for that is just the (branch point) singularity ofχ(x, s) at s = ξ (with ℜξ > 0) which causes χ 3 (x, λ) calculated in this way to diverge as e 2λξ in the semiclassical limit.
To restore, therefore, the proper canonical behaviour of χ 3 (x, λ) in this limit given by (8) we would have to move the singularity at s = ξ to the left halfplane of Fig. 2 i.e. to move the corresponding variable x from the sector S 1 to S 2 . This is just the procedure described in the course of the proof of the theorem.
It is a good moment of our discussion to mention an old problem of the semiclassical theory known as the connection problem [22] [23] [24] [25] . In the context of our considerations it arises when we are interested in the semiclassical behaviour of ψ 3 (x, λ) just for the actuall position of x (i.e. x ∈ S 1 ). In such a case we can deform C 3 into two paths, a path C ′ 3 surrounding the cut generating by the singularity at s = ξ (see Fig. 1 ) and again the path C 1 . By multiplying (10) (with C 3 as the integration path) by q −1/4 e −λξ we obtain ψ 3 (x, λ) to be represented in this way by the following linear combination of two solutions to Schrödinger equation (2): Of course, ψ 1 (x, λ) is generated by the C 1 part of C 3 . The fact that the cut integration part of ψ 3 (x, λ) is just proportional to ψ 2 (x, λ) can be easily seen by pushing ξ to infinity along the cut what corresponds to approaching by x(ξ) the infinity of the sector S 2 . The cut integral (multiplied by q −1/4 e −λξ ) vanishes however in this limit (since ℜξ → −∞) what proves our assertion. In other words we have:
It follows from (12) that C(λ) has well defined semiclassical behaviour. In fact, this coefficient can be easily calculated in the standard way [1, 2] to be:
where χ 3→1 (λ) = lim
is calculated by (5) along a canonical path and the closed path K in (14) sourrounds two appropriate turning points. The same comments are valid of course with respect to the results of the integrations along the subsequent paths C k , k = 4, 5, ..., i.e. they provide us with the corresponding χ k (x, λ)'s calculated along non-canonical paths. Their canonicity can be recovered by moving appropriately singularities ofχ(x, s) (see a discussion below) or by deforming C k 's to split them into C 1 or C 2 (the latter choice depends on a sign of ℜλ) and a number of paths surrounding some cuts (the cuts have to run to the left halplanes for ℜλ > 0 and to the right ones in the opposite case). Each cut contribution represents a solution to Schrödinger equation being proportional to some fundamental solution. The identification of the latter can be performed by considering the limit of the solution when ξ → ∞ along the cut (the solution have to vanish in this limit) and following the corresponding path drawn by x(ξ) on Stokes graph.
Let us call 1 0 a standard path each halfline starting from infinity of some sheet of the s-Riemann surface (i.e. the variable x is fixed) and ending at the point s = 0 in a vicinity of which all the series (9) are convergent and 2 0 a cut path each path surrounding a halfline cut of the s-Riemann surface runnig from its infinity and ending at some of its branch points.
The net results of the above discussion together with the result of App. 1 allow us to formulate the following two theorems. 
Proof of the theorem
The part a) of the theorem is obvious by noticing that any Borel transformation along the standard path with the Borel function χ k (x, λ) defined by (9) satisfies the linear differential equation defining χ k (x, λ)'s (see Appendix 1) and that any cut path Borel transformation can be always obtained as a difference of two standard path Borel transformations.
The part b) of the theorem follows by realizing that any solution to the Schrödinger equation (2) provided by the standard path Borel transformation has to vanish for ξ running to infinity in the direction elongating the path i.e. such a solution has to vanish at the infinity of some possibly rotated sector of the Stokes graph. The same resoning works with respect to the cut path Borel transformation with the only change that ξ has to run to infinity along the cut. QED.
Theorem 3 The connection problem i.e. the analytical continuation of the fundamental solutions throughout the x-plane along non-canonical paths can be solved by performing this continuation on the Borel plane. By such a continuation the original Borel integration along the deformed path has to be splitted into integrations along standard and cut paths the latter emerging from singular points ofχ(x, s) and pinching the deformed path.
P roof . The validity of the theorem follows directly from the preceding discussion.
Another important property of the fundamental solutions which distinguishes these solutions among other possible Borel summable solutions can be formulated as the following theorem. 
P roof
The validity of this theorem can be easily seen by considering the topology of sectors with respect to the chosen x on the Riemann surface of the action variable ξ = −σW (x, E) substituting the variable x (see Fig. 4 and [1] ). For real λ the Stokes lines on the surface are now parallel to imaginary axes and the sectors are left and right halfplanes not containing (the images of) turning points on each sheet of the surface [1] . The λ-rotations of Stokes graph make Stokes lines on the ξ-Riemann surface rotating around the images of the turning points preserving their parallelness.
Assume for a while that for real λ (the Stokes lines are then as in Fig. 4 i.e. parallel to the imaginary axis) x 0 does not lie on any of the Stokes lines. Then, according to Fig.4 (10) integratingχ(x, s) along a standard path) and next moving the point to the sector a(b) along a path C a (C b ) surrounding all the turning points from the right (left) and finally approaching again the point x 0 from the sector a(b) along a canonical path. On the s-Riemann surface ofχ(x, s) this corresponds to displaying subsequent sheets on which the solutions attached to the sectors passed by C a (C b ) are recovered by (10) on standard paths. The sheets are displayed by the moving ξ-dependent cuts. Suppose now that x 0 lies on some of the Stokes lines. This Stokes line emerges from some turning point. From the same turning point emerge also two others Stokes lines. Two of these three Stokes lines have to coincide on Fig. 4 forming the corresponding cut on the figure. It is important to realize that the sheet shown in the figure has been displayed by arranging each triplet of its Stokes lines just in this way. This can always be done freely according to which of the sheet we want to display. In the case of the point considered we can always arrange the Stokes lines in such a way to have x 0 lying just on the single Stokes line emerging from the corresponding turning point(s) (there can be at most two such points). Therefore we can assume that the pattern of Fig. 4a corresponds just to such an arrangement and the point ξ 0 (= ξ(x 0 )) shown in Fig. 4a occupies its position on the Stokes line just in this way. It follows directly from the figure that this particular position of ξ 0 does not desturb the Borel summability properties of the fundamental solutions χ a (x, λ) and χ b (x, λ) at the point ξ 0 . QED.
Let us note, however, that this latter particular position of ξ 0 can decrease the total number of the fundamental solutions which are Borel summable at ξ 0 . Namely, if ξ 0 lies outside any Stokes line then, as it follows from Fig. 4 , there is also another pair of fundamental solutions a symmetric one with respect to χ a (x, λ) and χ b (x, λ) consisting of χ c (x, λ) and χ d (x, λ) of them with the desiresd properties. The positon of ξ 0 on a Stokes line reduces this additional two possibilities to only one of them, namely to χ d (x, λ), since the second one cannot be then Borel summed at ξ 0 for real λ.
Let us make a general note that, needless to say, if some χ k (x, λ) belongs to N (x 0 ) then the sheet on which χ k (x 0 , λ) can be recovered by integrating in (10) along a standard path can be displayed exactly in the way described above for the solutions χ a (x, λ) and χ b (x, λ).
From Theorems 2. and 4. the following conclusion comes out immediately. We shall show in the next sections that all the Borel summable solutions can be generated only in this way. In other words the fundamental solutions are the unique solutions of this kind.
4
General form of semiclassical expanssion for χ-factors
Let us note that the χ-factors entering the Dirac forms (3) are the solutions of the following two second order linear differential equations obtained by the substitution (3) into the Schrödinger equation:
The equations (15) provide us with a general form of semiclassical expansions for the χ-factors if such expansions exists. Namely, assuming the latter we can substitute into (17) the semiclassical expansion for χ:
to get the following recurrent relations for χ n (x):
where x n , n ≥ 1, are arbitrary chosen regular points of ω(x) and C n , n ≥ 0, are arbitrary constants. It is, however, easy to show that choosing all the points x n to be the same, say x 0 , merely redefines the constants C n . Assuming this we get for χ n (x):
Substituting (18) into (16) we get finally for the expansion:
In this way we have proven the following lemma
Lemma 1
An arbitrary semiclassical expansion (16) which follows from (15) can be given the form (19) with an arbitrarily chosen regular point x 0 and arbitrary constants C n , n ≥ 0.
We shall call (19) the standard form of the expansion (16) . Of course, for a given χ the choice of x 0 determines the constants i.e. the latter depend on it. However, if such a χ is given a choice of x 0 cannot be arbitrary. The reasons for that are that if χ considered can be semiclassically expanded then a domain of the x-plane for such an expansion is strictly determined. Good examples of the latter statement are provided just by the fundamental solutions. Each of the latter possesses as we have discussed it in Sec. 2 its allowed canonical domain of the semiclassical expansion (19) . Therefore each χ possesses its own domain D χ of the existence of the corresponding semiclassical expansion χ as . Such a domain can however be also empty (see below).
Suppose D χ to be not empty and let x, x 0 ∈ D χ . Then we can expand χ semiclassically and this expansion has the form (19) . Let us assume a little bit more about χ, namely that there is a domain B χ ⊂ D χ in which χ is Borel summable and let x, x 0 ∈ B χ . Then both χ(x, λ) and χ(x 0 , λ) can be restored by the Borel transformation of the corresponding Borel functions and , respectively, along the negative real halfaxis (by assumption) of the Borel plane. Their semiclassical expansions (19) can be obtained then by substituting simply into the Borel integral the Borel series (9) with the respective arguments x and x 0 . But it means, of course, that we can obtain χ as (x 0 , λ) simply from χ as (x, λ) by putting x = x 0 in the latter. Doing this in (19) we see that it takes in this case the following form
Therefore the following lemma has been proven
Lemma 2
If ψ(x, λ) is a solution to the Schrödinger equation (2) given in some domain B in the Dirac form (3) with the corresponding factor χ(x, λ) having in B the standard semiclassical expansion (19) which is Borel summable in B to the factor χ(x, λ) itself then this semiclassical expansions takes in B the form (20) where x 0 ∈ B.
The above formula shows explicitly the way of determining the series of the constants C n in the case just discussed. However, we shall show below that in general the form (20) can not be valid i.e. the series of constants in (19) is not a semiclassical expansion of χ(x, λ) at x = x 0 even if the corresponding semiclassical expansions exist in both of the points.
Nevertheless, the formula (20) can be certainly applied to the fundamental solution χ-factors χ k (x, λ) with χ as k (x, λ) and χ as k (x 0 , λ) defined by (8) when x, x 0 ∈ B k ⊂ D k , with D k being the canonical domain of χ k (x, λ). In these latter cases the formula (20) can be derived directly from (8) by noticing that
and by multiplying both sides of (21) by (−2σλ) −n and summing over n (from 0 to ∞).
Other solutions with well defined Borel summable semiclassical asymptotics
In this section we shall show that at each point of the x-plane not coinciding with the root of q(x, E) there are two pairs of base solutions to (15) each of which can be expanded semiclassically in some well defined domain. These expansions are Borel summable in corresponding domains although not to the solutions themselves.
Fröman and Fröman construction of solutions to Schrödinger equation
A construction of the solutions just mentioned is the following [3, 10] .
In the x-plane we choose any point x 0 (being not a root of q(x) however). The point distinguishes a line ℜW k (x, E) = ℜW k (x 0 , E) (it is independent of k = 1, 2, ..., n) on which it lies so that ℜW k (x, E) increases on one side of the line and decreases on the other. On each side of the line we can define two independent solutions each having the form (3) with the following formulae for the χ-factors [3, 10] :
where σ = +1 for x on the side of increasing ℜW k (x, E) and σ = −1 in the opposite case so that all integrations in (22) and (23) run from x 0 to x along the canonical paths, finite this time. Due to that both the solutions to Schrödinger equation obtained by multiplying the χ-factors (22) and (23) by the corresponding WKB-factors increase exponentially in the semiclassical limit.
The χ-factors of (22) and (23) satisfy the following 'initial' conditions:
Semiclassical expansions for χ 1 (x, λ) and χ 2 (x, λ)
Consider now the solutions (22) and (23) defined at a vicinity of some point x 0 . We shall show below that if x can be linked with x 0 by a canonical path the solutions can be expanded semiclassically having the corresponding forms (19) where x 0 means now the 'initial' point for the solutions.
To formulate the corresponding lemma let us first invoke Theorem 4 of the previous section to note that when x 0 is chosen then there are always at least two fundamental solutions of opposite signatures belonging to N (x 0 ) which are Borel summable at the point x 0 . These two fundamental solutions can be chosen to be ψ a (x, λ) and ψ b (x, λ).
For the solution ψ 1 (x, λ) to the Schrödinger equation (2) defined by χ 1 (x, λ) and the fundamental solutions ψ a (x, λ) and ψ b (x, λ) we have:
due to the linear independence of the latter. For definitness we shall assume further that σ 2 = σ a = −σ b = −1 in the corresponding formulae for the solutions so that ℜξ(x) < ℜξx 0 ) if x can be linked with x 0 by a canonical path. The coefficients α and β in (25) can be easily calculated according to general rules described in [1, 2] , for example. We have:
where the condition (24) for χ 1 (x, λ) has been used as well as the following relation
The last relation generalizes a little bit a relation χ i→j = χ j→i valid for any pair of fundamental solutions communicating canonically [2] .
We shall prove the following lemma.
Lemma 3
a) The factors χ 1,2 given by (22) and (23) respectively can be expanded in corresponding domains D 1,2 = {x : ℜξ(x) < ℜξ(x 0 )} into the semiclassical series determined by the following formulae
and
b) The domains D 1,2 are maximal for the above expansions to be valid and are contained in the canonical domain D a of the fundamental solution χ a .
c) The asymptotic series (28) and (29) can be Borel summed with the following results
where the Borel sum (30) and (31) are not unique.
Proof of the lemma
To prove the part a) of the lemma let us first devide both the sides of (25) by q
Next we note that the term in (32) proportional to χ b (x, λ) is exponentially small in the semiclassical limit when compared with the first one. For the latter term we observe that χ a→b (λ) ≡ 1 due to the fact that the corresponding integration path can be pushed totally to infinity. Therefore pushing λ to infinity in (32) we get (28).
It is now easy to find the semiclassical series (29) for χ 1 (x, λ). To this end let us note that χ 1,2 (x, x 0 ) are linear independent solutions of (15) satisfying the conditions (24) so that we can write for χ a (x, λ):
Getting asymptotitcs of both the sides of (33) and solving the obtained equation with respect to χ as 2 (x, λ) we obtain (29). The thesis b) of the lemma follows from the fact that both the solutions χ 1,2 (x, λ) diverge exponentially for ℜx > ℜx 0 when λ → ∞ (the property which follows directly when the considered pair of solutions is expressed by the second pair of them defined by (22) and (23) with the opposite signature) and from the fact that the condition ℜx < ℜx 0 defines also a (proper) part of the canonical domain D a of the fundamental solution χ a .
To prove the part c) of the lemma it is necessary to invoke the exponential representation of the fundamental solution χ-factors [2] . By this representation the following is meant
where the coefficients ρ ± n (y), n ≥ 0, have been calculated explicitly in Ref. [2] . The important properties of the coefficients as well as of the asymptotic series in (34) they constitute are [1, 2] (see App.2 in Ref. [2] ): a. They are point (path independent) functions of y, i.e. they are universal, sector independent functions; b. ρ − n (y) have square root singularities at every turning point; c. ρ + n (y) are meromorphic at each turning point with vanishing residues at the points (i.e. ρ + n (y)dy = 0 around any turning point); d. Both the series in (34) are Borel summable. This is the property c. which causes the ρ + as -integral in (34) to be again the point function of y i.e. it is sector independent.
The property d. which follows from the corresponding property of fundamental solutions [1] generates two Borel functions ρ ± (x, s):
which can be Borel transformed along any standard pathC in the Borel plane providing us each time with the corresponding Borel summs ρ ± C (x, λ) of the series in (35). If we performed a Borel resummation of the first formula in (35) along such a pathC we get:
where χ C (x, λ) is a χ-function of some fundamental solution, rotated possibly in the λ-plane. The minus sign in (36) has been chosen for definitness.
Noticing further, that:
we can sum a la Borel both the equations (28) and (29) along the pathC a recovering the factor χ a (x, λ) to obtain the formulae (30) and (31). In these formulae C a (x 0 , λ) is therefore the following Borel sum
The representations (30) and (31) are not unique if there are other fundamental solutions in N (x 0 ) with the same signature as the solutions χ 1,2 have which can substitute the solution χ a in our considerations.
The last statement ends our proof of Lemma 3. QED.
One can easily identify the coefficients in front of the sum in the RHS's of (28) and (29) as the corresponding series of constants in the standard expansions (19) . It is important to note that none of them is equal to asymptotic series corresponding to χ 1 (x 0 , λ) ≡ 1 and χ 2 (x 0 , λ) ≡ 0 respectively. This confirms of course our earlier statement that the semiclassical series (28) and (29) cannot be Borel summed to the respective factors χ 1 (x, λ) and χ 2 (x, λ). A reason for that is the presence of exponetial terms e −2λσ(W k (x)−W k (x 0 )) in the asymptotic formulae for (22) and (23) (when ℜ(W k (x) − W k (x 0 )) = 0) which breaks the necessary conditions for the Watson-Sokal theorem [5] to be applied. Note that these exponential terms are absent in the case of fundamental solutions which are obtained in the limit x 0 → ∞ k taken along a cannonical path, for any k = 1, 2, ..., 2n + 2.
6
Uniqueness of fundamental solutions as Borel summable solutions Let ψ(x, λ) be any solution to the Schrödinger equation (2) given at some domain D of the x-plane. Let us choose in D a point x 0 which is not a root of q(x, E) (i.e. which is regular for ω(x) as given by (6)). ψ(x, λ) can always be given each of the two Dirac forms (3) with the corresponding χ-factors satisfying the equation (15) . By the choice of x 0 we can constract both the pairs of the solutions of Section 5 and express linearly by these pairs each of the two χ-factors representing ψ(x, λ) in its Dirac forms (see, for example, Eq.(33)). In this way we can continue both the Dirac representations of ψ(x, λ) to the two domains coinciding with the respective two domains D ± which the corresponding solutions (22) and (23) can be continued to. These are the largest domains respecting these particular Dirac forms given to ψ(x, λ).
In fact the solution ψ(x, λ) being given initially in D can be continued holomorphically to the whole x-plane. Choosing as x 0 any point of the x-plane not coinciding with a turning one we can repeat the previous construction of the Dirac forms of ψ(x, λ) almost everywhere in the x-plane. The following questions arise: A simple case of the harmonic oscillator shows that there are solutions with the negative answers to the first of the above questions. Namely, this will be the case if we take as ψ(x, λ) the following combination of the fundamental solutions (see Fig. 5 )
where α = e iλa and β = e iλb with a and b both real and λ-independent. Of course this is the form of the latter coefficients which prevents any Dirac form of ψ(x, λ) to have the standard form (19) of its χ-factor semiclassicall expansion in any of the sectors of Fig. 5 . One gets, however, a positive answer for the first question if there is a point x 0 in which χ(x 0 , λ) and χ ′ (x 0 , λ) are both expanded semiclassically in the standard form (19) (whilst the sum over I n (x 0 , x 0 ) reduces to unity, of course). Then from the results of the previous section it follows that the factors χ ± (x, λ) can be expanded semiclassically in the standard forms (19) everywhere in D ± (x 0 ).
One gets also a positive answer for the second of the above questions if χ ± (x 0 , λ) and χ ± ′ (x 0 , λ) are additionally Borel summable. Then again by the results of the previous section both χ ±,as (x, λ) can be Borel summed although not necessarily to the solutions χ ± (x, λ) themselves. But always as results of such resummations we get a proportionality of the obtained sums to some of the fundamental solutions.
Because allowing the Borel summability of ψ(x, λ) at some point x 0 is not sufficient for getting its summability to itself somewhere else it seems that we have to admit this possibility at least in some vicinity of x 0 . Of course, because of our experience we get so far, the question then is not the Borel summability of χ ± (x, λ) (it is assumed) but whether the latter functions can differ from the fundamental ones. We shall show below that this is not possible.
Let therefore ψ(x, λ) denote a solution to the Schrödinger equation (2) defined in some vicinity B of a point x 0 where it is represented in the Dirac form (3). Let the solution satisfy in B the following two assumptions: 1 0 its χ-factor χ(x, λ) can be expanded in B into the standard semiclassical series (19) ; and 2 0 the semiclassical expansion (19) 
We shall prove below the following main theorem of this paper
Theorem 5 Under the above two assumptions the solution ψ(x, λ) must coincide up to some λ-dependent constant with one of the fundamental solutions.
P roof.
To prove the theorem we could utilize the solutions (22) and (23) and all their properties which we have established in Lemma 3 of the previous section. It can however be quite instructive to prove the theorem not invoking for the latter solutions since it makes the main arguments supporting the theorem (which have worked implicitly also in proving Lemma 3 of the previous section) to be more transparent.
First of all let us note that the above assumptions mean that the semiclassical expansion of χ(x, λ) can be given the form (20) where χ(x 0 , λ) can be also expanded semiclassicaly and be Borel summable to itself in B.
Next, according to Theorem 4 of Section 3, for x 0 chosen we can always find in the set N (x 0 ) a number of fundamental solutions of the same signatures as χ(x, λ) has. Let they be χ a 1 (x, λ), χ a 2 (x, λ),.... They are Borel summable at x 0 and at its some vicinity. Taking one of these solutions (for definitness, we assume it to be χ a 1 (x, λ)) and using (20) both for χ(x, λ) and χ a 1 (x, λ) we have:
It follows from (40) that the outer parts of this equality having the same semiclassical expansions have to have also the same Borel function. Since χ as (x, λ) and χ as (x 0 , λ) are both Borel summable in B they can be summed along the same standard pathC on their corresponding Borel planes if x is chosen to be sufficiently close to x 0 . It is, however, easy to check (see App. 2) that under the latter condition the same standard pathC can be chosen to sum the quotient on the LHS of (40) since its corresponding Borel function is holomorphic around this path. However, the same must be true for the RHS quotient i.e. the corresponding Borel functions of its two factors can be integrated also alongC lying in their Borel planes. Let us sum therefore a la Borel both the outer sides of (40) along this path. We get
The last equation, however, ends the proof of the theorem. QED.
As a comment to the last theorem we would like to stress that it summarizes a particular property of the semiclassical theory of the 1D Schrödinger equation with the polynomial potentials. Namely, this is that the standard semiclassical expansion (19) is constructed basically by the series n≥0 − σ 2λ n I n (x, x 0 ) which can be Borel summable and the Borel function of which, by (40), coincides up to a λ-dependent multiplicative constant with the one of the fundamental solutions and, also by (40), with the Borel function of any Borel summable solution. This means that we can consider the Borel function of the fundamental solutions as the canonical one. The latter can be uniquely defined by the condition of being equal to unity at s = 0 on the 'first sheet' of the corresponding Riemann surface which the condition it satisfies actually.
Conclusions and discussion
Theorem 5 of the previous section shows that in the case of the Schrödinger equation with the polynomial potentials its Borel summable solutions are the fundamental ones. The Borel function generated by these solutions is, up to analytical continuation, the unique one. This property justifies our earlier use of the fundamental solutions to investigate the problem of the Borel summability of energy levels and matrix elements in 1D quantum mechanics [1] . It shows also that only the fundamental solution can be invoked when any problem connected with the Borel resummation is considered and conditions for such resummations are satisfied [5] .
The latter objection is important since not all the results we obtain for the case of polynomial potentials can be immediately extended to other cases of potentials. These are, for example, the rational potentials being the next class of potentials of the modeling importance. In particular, the universality of the Borel function in the later case of potentials seems to be not satisfied [8] .
Nevertheless, the role of the corresponding fundamental solutions as the unique Borel summable ones seems to be maintained not only in the case of rational potentials but also in the case of other meromorphic potentials such as the Pöschl-Teller one, for example.
The fundamental solutions we have discussed in Sec. 2 can be given another forms when each of the factors in (3) becomes a complicated function of λ [9] . These generalized representations however preserve all the Borel summing features of the original fundamental solutions being only a partial Borel resummation of the latter [10] . 
Appendix 2
We shall show here that if x is sufficiently close to x 0 then the Borel function of the quotient of χ as (x, λ) and χ as (x 0 , λ) (with its factors corresponding to χ(x, λ) and χ(x 0 , λ) respectively) can be integrated along the same standard pathC along which both the factors of the quotient can be summed too. It means that all the three Borel functions, the quotient and its two factors, are holomorphic in a common strip containingC.
To show this let us note that it is certainly true for the Borel fuctionsχ(x, λ) andχ(x 0 , λ) of the two quotient factors considered separately from the Borel function of the quotient itself. This is the result of the analytical dependence on x of singularities of the Borel functions of both these factors [6] . Therefore there is a stripS on the Borel planes ofχ(x, λ) andχ(x 0 , λ) containing a standard pathC along which these functions can be integrated to reproduce the corresponding χ-factors χ(x, λ) and χ(x 0 , λ). It is now elementary to show that ifχ(x 0 , λ) is holomorphic inS then the Borel function of χ −1 (x 0 , λ) is also. This latter conclusion follows from the semiclassical expansion of χ −1 (x 0 , λ). Namely, we have for this expansion 
... 
From the representation (48) it follows easily that the strip ofχ(x, s) the holomorphicity ofχ −1 (x, s) is also such a strip for since the series in (48) is uniformly convergent inS.
