Introduction
Constitutive equations relating stresses to strain rates and temperatures have been routinely employed to estimate hot forming loads. [1] [2] [3] [4] [5] [6] From all expressions published in the literature, [7] [8] [9] [10] probably the most used is the hyperbolic sine function relating Z, the Zener-Hollomon parameter, to the stress, Here, Q def is the activation energy for hot deformation, A, a and n are constants, the other symbols have their usual meaning. This expression gives a straight line in a log Z versus log[sinh(as)] plot irrespective of the level of the stresses, whereas the power and exponential laws loose linearity at high and low stresses respectively. The peak stress resulting from the occurrence of dynamic recrystallization, DRX, and also the steady state stress associated with the completion of first wave DRX, have been successfully modeled by the above expression. [11] [12] [13] Q def can also be estimated for a series of C-Mn and microalloyed steels as a function of chemical composition, as published in the literature. 14, 15) Modeling stress strain curve requires, in addition, the use of an evolution equation such as forwarded by Sellars.
1) The purpose of this paper is twofold; first, to simulate isothermal stress strain curves during hot deformation of double stabilized Ti-Nb IF steel, following the method proposed by Sellars and, second to predict values of stresses during continuous cooling as it occurs in hot rolling.
Experimental Technique
The chemical composition of the IF steel used in this work is 24 ppm C, 9 ppm N and 1.70 Mn, 0.17 Si, 0.006 P, 0.002 S, 0.021 Al, 0.014 Ti and 0.11 Nb, all numbers in weight%. Samples for torsion experiments, 15 mm of length and 10 mm in diameter, were cut at 1/4 of the thickness of a hot rolled billet of 100 mm 2 cross section. The specimens were machined with their axis parallel to the billet rolling direction. The experiments were carried out in a computer controlled servo-hydraulic machine equipped with an infrared furnace. All tests were performed in argon atmosphere and the temperature was controlled by a cromel-alumel thermocouple welded at the sample surface. The specimens were initially pre-heated at 1 473 K (1 200°C) for 900 s (15 min). Torque and angular displacement were converted to equivalent stress-strain curves in the usual way. 16) Non-isothermal testing was conducted to determine the values of Tnr and Ar3, as reported elsewhere.
17) The samples were pre-heated as just described and let to cool at a rate of 1 K/s (1°C/s). Deformations of 0.3 equivalent strains were applied to the sample at time intervals of 30 s. The first deformation was given at approximately 1 453 K (1 180°C) and the last at about 873 K (600°C), covering temperatures typical of hot rolling in the austenite and a reasonable range of temperatures in the ferrite region. The values of Tnr and Ar3 measured were 1 218 K (945°C) and 1 023 K (750°C), respectively.
Isothermal testing was performed to obtain stress-strain curves at constant strain rate and at several temperatures. Samples were pre-heated as described above and then let to cool to testing temperature at a rate of 1 K/s (1°C/s). All samples were kept at test temperature for 90 s (3 min) prior to twisting promoting temperature equalization throughout the specimen before deformation, except for the case of . All samples were deformed to an equivalent true strain of 7, allowing the occurrence of full DRX and the achievement of the steady state in all tests. Figure 1 shows, as full lines, the measured stress-strain curves for samples tested at a strain rate of 1 s Ϫ1 and temperatures ranging from 1 173 to 137 K (900 to 1 100°C). All curves display a characteristic peak stress, e p , indicating occurrence of DRX. The specimens were purposely deformed to total strains around 7.0 in order to guarantee full DRX even at the lowest temperature. The circles in Fig. 1 represent calculated values giving a qualitative view of how well the model presented here can simulate isothermal stressstrain curves. Table 1 presents a summary of the equations employed in this work to model the stress-strain curves. The dependence on Z of the stress at constant strain is given by the sinh law, as shown by Eq. (1) and the activation energy for hot deformation was estimated from log[sinh(as)] vs. log(1/T), at constant strain rate, taking a as 0.012 MPa Ϫ1 , as suggested in the literature 9) for several steels and n was calculated for a given temperature from the slopes of log(sinh(as)) vs. log(e) plots. The values of Q def and n measured in this work were 305Ϯ12 kJ/mol and 4.8Ϯ0.2, respectively. These values compare favorably to 302 kJ/mol and 4.5, the former calculated from expression reported in the literature. 14) The critical strain for the initiation of dynamic recrystallization, e c , given by Eqs. (3) and (4), is of importance since it determines the correct set of equations to be used as a function of the strain. This critical value was measured Note from the stress-strain curves following a method presented by Poliak and Jonas. 18, 19) For strains lower than e c the stresses were calculated using Eq. (5). All the symbols in this expression have their usual meaning, except for C, a function of the initial curvature of the stress-strain curve, as represented by the stress at a constant strain for a given Z, in this case, half the value of the peak strain. The constant m in Eq. (5) was measured as 0.5Ϯ0.1, in agreement with reported value derived from more fundamentally based models. 20) At the initiation of the steady state stress, Eq. (5) will produce a saturation stress, s e , given by the expression in Eq. (7). This stress is a function of Z and its measurement for each Z value was carried out following method recently published in the literature. 21) For strains higher than e c , softening by DRX was taken into account in the modeling of the curves as shown by Eq. (8) . The kinetics of DRX cannot be measured directly from metallography observation on quenched samples of IF steels since austenite transforms on cooling to ferrite, irrespective of the cooling rate employed. Therefore, DRX was measured from the shape of the stress-strain curves, as reported in the literature.
Results and Discussion

Modeling Isothermal Stress-Strain Curves
1) The kinetics of DRX follows, as expected, an Avrami type expression and the time exponent measured here was mЈ equals 1.4Ϯ0.1.
Modeling Stress-Strain Curves during Continuous Cooling at Temperatures Higher Than Tnr
Equations presented here can simulate isothermal stressstrain curves for the present chemical composition of IF steel, as just described. In addition, if coupled with a suitable model, they can also be employed to estimate rolling loads. Literature data on rolling loads, usually represented as a function of a mean flow stress (MFS), although abundant for C-Mn and Nb microalloyed steels, 3, [4] [5] [6] are relatively scarce for IF steels. For this reason, in order to compare predictions of the present model with stress-strain curves measured during continuous cooling, this paper refers to data published by Najafi-Zadeh et al. 22) to validate the work carried out here. These authors used three types of IF steels: Ti, Ti-Nb and Nb. They performed two types of torsion tests: one to measure Tnr and a second type to simulate a hot strip rolling process. In their work, the Ti and the Ti-Nb steels displayed equivalent levels of MFS when subjected to similar schedules. The Nb IF steel, however, displayed significantly higher values of MFSs suggesting that Nb increased pronouncedly the strength levels of the steel. It was also shown that Tnr occurred whenever Nb was present, this values being around 1 213 to 1 233 K (940 to 960°C). At temperatures above Tnr, there was, as expected, full recrystallization between deformation, whereas below Tnr there was an accumulation of strain from pass to pass triggering DRX in the second deformation and displaying a drop in the MFS value of the following pass. Figure 2 shows a comparison between MFS calculated from the present model and the values reported in the paper just cited for passes given at temperatures higher than Tnr, Table 1 . List of equations employed in this work to simulate isothermal stress-strain curves of Ti-Nb IF steel.
Fig. 1.
Comparison between measured and predicted stress-strain curves for tests conducted at 1 s Ϫ1 and several temperatures.
Fig. 2.
Comparison between predicted mean stress values calculated using the model presented in this work and experimental data available in the literature 22) during continuous cooling and deformations given at temperatures higher than Tnr.
that is, in the full recrystallization region. Clearly, the predicted values are consistently higher by about 30 % than those reported in the literature, 22) although the shape of the calculated MFS versus 1 000/T curve was identical to the curve presented in the literature. This discrepancy, however, can be accounted for if differences in chemical composition between alloys, the one used to obtain the data presented in the literature and that employed here, are considered. In fact, the alloy used in the comparison shown in Fig. 2 and employed by Najafi-Zadeh et al. had 0.15 % Mn, 0.035 % Ti and 0.028 % Nb whereas the alloy used here has 1.71 % Mn, 0.014 % Ti and 0.11 % Nb. Clearly, the presence of 10 times more Mn and 5 times more Nb in the alloy tested here affected the overall strength of the samples deformed in this work. In order to assess the effect of these differences on the values of MFS an expression reported by Siciliano et al., 23) was used. Here, s M stands for a flow stress calculated according to Misaka, 24) that is, ....... (11) The value of s M depends on C content, strain and strain rate and, as C content for the steel tested by Najafi-Zadeh et al. is of the same order of the one for the steel tested here, the values of stresses calculated from Misaka's equation produced similar values in both cases. Therefore, a "correction" factor could be calculated from the part of Eq. (10) within the parenthesis. This part of the equation predicts a factor of 0.797 for the Ti-Nb steel used by Najafi-Zadeh et al. and of 1.048 for the present work, if it is taken into the expression the % weights of Ti and Nb in excess to stabilize C and N in the IF matrix and not the gross nominal composition. The amount of Ti or Nb in excess was obtained by subtracting from the base composition the amount Ti or Nb combined with N, S or C, as detailed elsewhere. 22) Hence, the strengthening factor due to different amounts of Ti and Nb in excess to stabilize C and N in both alloys is 1.048/0.797 or 1 310, close to the 30 % difference found here. This correction factor was then applied to compare the MFSs of the two alloys, showing an agreement between calculated and literature results as depicted by the black circles in Fig. 2 .
The agreement between measured and predicted values just shown validates the use of present model to predict stresses at temperature ranges higher than Tnr. At temperatures lower than Tnr, however, further study must be carried out concerning the kinetics of dynamic and metadynamic softening prior to the usage of the Eqs. presented in Table 1 and, clearly, it is out of the scope of such short note, being the subject, nonetheless, addressed in a separate cover.
Conclusions
The following conclusions can be drawn from this work: (1) A simple model was presented here to predict isothermal stress-strain curves of a Ti-Nb IF steel. The results have shown that the model can be used to compute isothermal stress-strain curves being the agreement between measured and predicted stresses reasonable, regardless of the level of the strain, weather smaller or larger than e c , and the values of strain rate and temperature at which the test was conducted;
(2) The model was validated by comparing values of MFS calculated here with those reported by Najafi-Zadeh, et al. 22) at temperatures higher than Tnr during continuous cooling experiments simulating the roughing stage of hot rolling of plates and strips. The predicted MFS values were systematically higher by a factor of about 30 % than the data reported in the literature. These discrepancies, however, were related to differences in chemical composition regarding Mn, Ti and Nb contents in both alloys. Once differences in chemistry were properly taken into consideration, measured and predicted values of MFS could be appropriately compared.
