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a b s t r a c t
The paper is devoted to the properties of infinite permutations.We
introduce the infinite permutation ξ , in some sense similar to the
period doubling wordw (which is the fixed point of the morphism
ϕw: 0 7→ 0100, 1 7→ 0101). We investigate combinatorial proper-
ties of ξ and find the complexity of ξ .
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1. Introduction
1.1. Infinite permutations
Infinite permutations (in our sense) were introduced in [5]. However some problems concerning
such objects were investigated earlier. For example, in [4] infinite permutations avoiding long
monotonic arithmetical patterns are considered. The periodicity and low complexity of infinite
permutations were investigated in [5].
There are several ways to introduce infinite permutations. We consider infinite permutations as
linear orderings of countable sets with respect to a given ‘‘usual’’ linear ordering (usually we use the
set N = {1, 2, 3, 4, . . .} or N ∪ {0} with usual linear ordering ≤). More precisely, each permutation
pi is a triple 〈X,≤,pi 〉, where X is a countable set, ≤ and pi are linear orderings of X . Instead of
the notation ipi j for i, j ∈ X we use the more convenient notation pi(i) ≤ pi(j). The elements of
the set X with respect to a given permutation pi are said to be vertices of the permutation pi (we
denote the vertices by pi(1), pi(2), . . . ). In the same way we may consider finite permutations, if the
set X is finite (usually X = {1, . . . , n}). Clearly, such an approach conforms perfectly with the usual
definition of finite permutations as bijections of finite sets pi : {1, . . . , n} → {1, . . . , n}. Furthermore,
a finite permutation pi : {1, . . . , n} → {1, . . . , n}will be usually written as pi(1) . . . pi(n). We will call
the number n by the length of a finite permutation pi(1) . . . pi(n). The set of all finite permutations of
length n is denoted by Sn.
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Fig. 1. pi = 2431.
For eachpermutationpi (finite or infinite) and i 6= jdefine a symbolγ pi {i, j} ∈ {0, 1} (orγ {i, j} if it is
clearwhich of the permutations is under consideration) corresponding to the inequalitiespi(i) < pi(j)
and pi(i) > pi(j) respectively. In other words,
γ pi {i, j} =
{
0, if pi(i) < pi(j),
1, if pi(i) > pi(j).
A permutation can be represented also by a diagramwhere the height of a point shows its relation
with all other points.
Example 1. The permutation pi = 2431 is depicted at Fig. 1. We have γ pi {1, 2} = 0, γ pi {2, 3} = 1,
γ pi {3, 4} = 1, γ pi {1, 3} = 0, γ pi {2, 4} = 1, γ pi {1, 4} = 1.
Let pi = 〈X,≤,pi 〉 be a permutation, m1,m2 ∈ X . The linear ordering pi of X induces a linear
ordering of the set Ym1,m2 = {m ∈ X |m1 ≤ m ≤ m2} for given m1, m2. This linear ordering
corresponds to a permutation τ = 〈Ym1,m2 ,≤,τ 〉 such that γ τ {i, j} = γ pi {i, j} for i, j ∈ Ym1,m2 ,
i 6= j. The most interesting case is X ⊆ Z and Ym1,m2 = {m1,m1 + 1, . . . ,m2}. Then τ is finite, and it
corresponds to some permutation τ ′ ∈ Sm2−m1+1 such that γ τ ′{i, j} = γ pi {m1+ i− 1,m1+ j− 1} for
i, j ∈ {1, 2, . . . ,m2 −m1 + 1}, i 6= j. Throughout this paper we use the notation τ ′ = pi [m1,m2].
Example 2. If pi = 2431, then pi [2, 4] = 321.
We use similar notations forwords. For theword u (finite or infinite) the notation u[m1,m2]means
the subword u(m1) . . . u(m2).
A (finite) permutation τ is said to be a subpermutation of a (finite or infinite) permutation pi , if
τ = pi [m1,m2] for some m1 and m2. Clearly, such numbers m1 and m2 can be not unique. So, for a
given infinite permutation pi and a finite permutation τ ∈ Sn we define the set
Epi (τ ) = {m|τ = pi [m+ 1,m+ n]}.
Clearly, τ is a subpermutation of pi if and only if Epi (τ ) 6= ∅.
The set of all finite subpermutations of a given permutation pi is denoted by Fpi . It is easy to see
that Fpi is a factorial language of permutations, that is for every τ ∈ Fpi all subpermutations of τ also
belong to Fpi . The cardinality of the set Fpi (n) = Fpi ∩ Sn is denoted by fpi (n). The sequence {fpi (n)}∞n=2
is said to be the complexity of an infinite permutation pi .
1.2. Valid permutations
We say that the sequence {q(n)}∞n=1 of distinct real numbers generates the infinite permutation piq
if for all i, j the inequalities piq(i) < piq(j) and q(i) < q(j) hold or do not hold simultaneously.
In fact, infinite permutations and infinite words on finite alphabet sometimes have some similar
properties. Furthermore, sometimeswemanage to compare an infinite permutation to a given infinite
word using some scheme. One of such schemes was considered in [8].
Let u = u(1)u(2) . . . u(n) . . . be an arbitrary non-periodic infinite word on Σ = {0, 1}. The
lexicographical linear ordering on its suffixes generates an infinite permutation piu. Let us describe
this notion in detail. For every n ∈ Nwe consider the binary real number Ru(n) = 0.u(n)u(n+ 1) . . ..
It is easy to see that Ru(n + 1) = 2Ru(n) − u(n). Clearly, Ru(i) 6= Ru(j) for i 6= j. We consider the
infinite permutation piu generated by {Ru(n)}∞n=1, that is for all i, j the inequalities piu(i) < piu(j) and
Ru(i) < Ru(j) hold or do not hold simultaneously. A finite permutation is said to be u-valid if it is a
subpermutation of piu.
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Remark 1. If u(i) = u(j), then γ piu{i, j} = γ piu{i+ 1, j+ 1}.
Remark 2. If u(j) = 0, then piu(j) < piu(j+ 1). If u(j) = 1, then piu(j) > piu(j+ 1). (For detailed proof
see the proof of Lemma 1 from [8].)
Lemma 1. Let n be a natural number, u = u(1)u(2) . . . and v = v(1)v(2) . . . be infinite binary words
such that piu[1, n] = piv[1, n]. Then u[1, n− 1] = v[1, n− 1].
Proof. This is Lemma 1 from [8]. 
As a direct corollary from Lemma 1, we have a lower bound
fpiu(n) ≥ fu(n− 1),
where fu(n) is the usual subword complexity, that is the number of subwords of length n of the word
u. The trivial upper bound is fpiu(n) ≤ n!, because n! is the number of all permutations of length n.
However, it is easy to see that some permutations cannot be r-valid for any word r (for example, the
permutation 2134). Some results from [8] implies an upper bound fpiu(n) ≤ O(n · 2n).
In this paper we need also a generalization of valid permutations for Σ = {1, 2, 3, 4}. Let u =
u(1)u(2) . . . u(n) . . . be an arbitrary non-periodic infinite word on {1, 2, 3, 4}. For every n ∈ N we
may consider the suffix Qu(n) = u(n)u(n + 1) . . .. Clearly, Qu(i) 6= Qu(j) for i 6= j. We consider the
infinite permutation piu generated by the lexicographic linear ordering on {Qu(n)}∞n=1. More precisely,
piu = 〈N,≤,〉, where i  j if and only if the word Qu(i) is lexicographically less than the word Qu(j).
1.3. Period doubling word
In this paper we consider the infinite permutation generated by the period doubling word. There
are several ways to define the period doubling word (see for example [3]). This word is a fixed point
of the morphism ϕw: 0 7→ 0100, 1 7→ 0101.
A more convenient definition for us is connected with patterns and Toeplitz words (see for
example [2,7]). Consider the patterns T0 = 0? and T1 = 1?. Define the period doubling word as
w = T0 · T1 · T0 · T1 · T0 · T1 . . . = 010001010100 . . . .
Also consider thewordw = 101110101011 . . . obtained fromw by replacing 0’s with 1’s and 1’s with
0’s.
Obviously we have w(2n − 1) = 0 and w(2n) = w(n) for all n ∈ N. We use these properties
throughout the paper. In fact these properties can be considered as a recurrent definition of period
doubling word.
In this paper we investigate the properties of the infinite permutation ξ = piw generated by the
period doubling wordw in the sense mentioned above.
2. Signs and types
First we define two functions ψ: S2n → Sn and ψ ′: S2n → Sn in the following way: if pi =
pi(1)pi(2) . . . pi(2n), then ψ(pi) is a permutation generated by the sequence {−pi(2i − 1)}ni=1, and
ψ ′(pi) is a permutation generated by the sequence {−pi(2i)}ni=1.
Example 3. If pi = 143652, then ψ(pi) = 321 and ψ ′(pi) = 213 (see Fig. 2).
Similarly define the functions ψ and ψ ′ for infinite permutations. Let pi be a permutation on N.
Then define ψ(pi) and ψ ′(pi) by the following equalities: γ ψ(pi){i, j} 6= γ pi {2i − 1, 2j − 1} and
γ ψ
′(pi){i, j} 6= γ pi {2i, 2j}.
Lemma 2. We have ψ(ξ) = ψ ′(ξ) = ξ .
Proof. It follows from Remark 1 and the fact w(2n − 1) = 0 for all n ∈ N that ψ(ξ) = ψ ′(ξ).
Obviously the insertion of 0’s in the odd positions into w has no influence on the lexicographical
linear order between its suffices. Therefore ψ ′(ξ) = ξ . 
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Fig. 2. Example of applying of the functions ψ and ψ ′ .
Corollary 1. Let pi be aw-valid permutation of even length. Then the permutationsψ(pi) andψ ′(pi) are
alsow-valid.
Proof. Directly follows from Lemma 2. 
Definition. The vertices of ξ can be divided into four types. A vertex ξ(n) is said to be:
(1) of the first type if n = 2n′ − 1 for some n′ such thatw(n′) = 1;
(2) of the second type if n = 2n′ for some n′ such thatw(n′) = 1;
(3) of the third type if n = 2n′ − 1 for some n′ such thatw(n′) = 0;
(4) of the fourth type if n = 2n′ for some n′ such thatw(n′) = 0.
Remark 3. We have w(n) = 1 if and only if the vertex ξ(n) has the fourth type. In particular, if the
vertices ξ(i) and ξ(j) have the same type, thenw(i) = w(j).
Remark 4. Obviously the following properties hold.
• If ξ(j) has the first type, then ξ(j+ 1) has the second type.
• If ξ(j) has the second type, then ξ(j+ 1) has the third type.
• If ξ(j) has the third type, then ξ(j+ 1) has the fourth type.
• If ξ(j) has the fourth type, then ξ(j+ 1) has the first type or the third type.
Lemma 3. We have ξ(j1) < ξ(j2) < ξ(j3) < ξ(j4) for all vertices ξ(j1), ξ(j2), ξ(j3), ξ(j4) of the first,
second, third and fourth type respectively.
Proof. It follows from Remark 4 that w[j1, j1 + 3] = 0001, w[j2, j2 + 2] = 001, w[j3, j3 + 1] = 01
andw(j4) = 1. Hence ξ(j1) < ξ(j2) < ξ(j3) < ξ(j4). 
Lemma 4. Let pi be aw-valid permutation of length n ≥ 4 andm1,m2 ∈ Eξ (pi). Thenm1 ≡ m2(mod 2).
Proof. According to Remark 2 we have ξ(2k− 1) < ξ(2k) for all k ∈ N. Therefore the numberm+ j
is even for every m ∈ Eξ (pi) and j ∈ {1, . . . , n − 1} such that pi(j) > pi(j + 1). If there exists at
least one j with such property, then the claim is proved. Suppose there is no such j. This means that
pi(1) < pi(2) < · · · < pi(n). Then according to Remark 4 and Lemma3wehave n = 4 and the vertices
pi(1), pi(2), pi(3), pi(4) have the first, the second, the third, the fourth type respectively. Hence m is
even for allm ∈ Eξ (pi). 
Suppose we have a w-valid permutation pi of length n ≥ 4 and m ∈ Eξ (pi). If m and m + n are
even, then pi is said to be entire. We say that pi has a dangling vertex on the left ifm is odd. We say that
pi has a dangling vertex on the right ifm+ n is odd.
Define now the signs of the vertices of w-valid permutations. The vertex pi(j) of a w-valid
permutation pi = pi(1) . . . pi(n) is said to be negative if for every m ∈ Eξ (pi) we have w(m + j) = 0,
and positive if for everym ∈ Eξ (pi)we havew(m+ j) = 1.
Lemma 5. Let pi be a w-valid permutation of length n ≥ 4. Then the signs of the vertices of pi are well-
defined.
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Proof. It follows from Lemma 1 that the signs of the vertices pi(1), . . . , pi(n − 1) are well-defined.
Let us prove that the sign of pi(n) is also well-defined. Suppose this is not true. Then there exist
m1,m2 ∈ Eξ (pi) such that w(m1 + n) = 0 and w(m2 + n) = 1. Using Remark 4 we conclude
ξ [m2+ n− 3,m2+ n] ∈ {1234, 2413} and ξ [m1+ n− 3,m1+ n] ∈ {4123, 4231, 1342, 3412, 2341}.
This is a contradiction, since ξ [m1 + n− 3,m1 + n] = ξ [m2 + n− 3,m2 + n] = pi [n− 3, n]. 
Observe that for length 3 the claim of Lemma 5 is not true (we have a counterexample: 123 =
ξ [3, 5] = ξ [4, 6], butw(5) 6= w(6)).
Lemma 6. Let pi1 and pi2 be w-valid permutations of length 2n ≥ 8. Suppose pi1 and pi2 are entire and
ψ(pi1) = ψ(pi2). Then pi1 = pi2.
Proof. We have to establish γ pi1{i, j} = γ pi2{i, j} for i, j ∈ {1, . . . , 2n}, i 6= j. It follows from Lemma 2
thatψ(pik) = ψ ′(pik) for k ∈ {1, 2}. Therefore the desired equality holds for i and j of the same parity.
Let us prove it for even i = 2i′ and odd j = 2j′− 1. Assume 2m1 ∈ Eξ (pi1) and 2m2 ∈ Eξ (pi2). We have
ψ(pi1) = ξ [m1 + 1,m1 + n], ψ(pi2) = ξ [m2 + 1,m2 + n]. Hence according to Lemma 5 the signs
of the vertices ξ(m1 + j′) and ξ(m2 + j′) are the same. This means that the vertices ξ(2m1 + j) and
ξ(2m2 + j) have the same type. Since this property holds for every odd j, we may use it for i− 1 and
conclude that the vertices ξ(2m1+ i) and ξ(2m2+ i) have the same type (due to Remark 4). According
to Lemma 3 we have γ pi1{i, j} = γ ξ {2m1 + i, 2m1 + j} = γ ξ {2m2 + i, 2m2 + j} = γ pi2{i, j}. 
As a direct corollary of Lemma 6 we may correctly define a mapping ϕ in the following way: if pi
is aw-valid permutation of length n ≥ 4, then ϕ(pi) is a unique entirew-valid permutation of length
2n such that ψ(ϕ(pi)) = pi . As it follows from Lemma 2, ifm ∈ Eξ (pi), then 2m− 1 ∈ Eξ (ϕ(pi)).
In fact the notions of signs and types of vertices are similar in some sense.Wemay consider a word
t = 341234343412 . . . on {1, 2, 3, 4} such that t(n)means the type of the vertex ξ(n). According to
the definition of types the word t can be obtained fromw by themorphism ϕt : 0 7→ 34, 1 7→ 12 (that
is ϕt(w) = t). The following theorem shows that thewords t andw generate the same permutation ξ .
Theorem 1. We have pit = ξ .
Proof. We have to prove γ ξ {i, j} = γ pit {i, j} for all i, j ∈ N, i 6= j. If t(i) 6= t(j), then the desired
equality directly follows from Lemma 3. Therefore wemay assume t(i) = t(j). According to Remark 3
we have w(i) = w(j). Therefore according to Remark 1 we have γ pit {i, j} = γ pit {i + 1, j + 1} and
γ ξ {i, j} = γ ξ {i+ 1, j+ 1}. If t(i+ 1) 6= t(j+ 1), then γ ξ {i+ 1, j+ 1} = γ pit {i+ 1, j+ 1} and hence
γ ξ {i, j} = γ pit {i, j}. If t(i + 1) = t(j + 1), then we may repeat the previous reasoning. Since t is not
periodic, there exists p such that t(i+ p) 6= t(j+ p) and t[i, i+ p− 1] = t[j, j+ p− 1]. Then we have
γ ξ {i, j} = γ ξ {i+ 1, j+ 1} = · · · = γ ξ {i+ p, j+ p}
= γ pit {i+ p, j+ p} = γ pit {i+ p− 1, j+ p− 1} = · · · = γ pit {i, j}. 
Define now the types of the vertices of w-valid permutations. The vertex pi(j) of a subpermutation
pi = pi(1) . . . pi(n) of the permutation ξ is said to be of the type k if for every m ∈ Eξ (pi) the vertex
ξ(m+ j) has the type k (that is t(m+ j) = k).
Lemma 7. Let pi be a w-valid permutation of length n ≥ 5. Then the types of the vertices pi(1), pi(2),
. . . , pi(n − 1) are well-defined. Furthermore, the type of the vertex pi(n) is well-defined if and only if
pi 6= 35241. In particular, if n ≥ 6, then the types of all the vertices of pi are well-defined.
Proof. Letm1,m2 ∈ Eξ (pi). According to Lemma 5 we havew[m1+ 1,m1+ n] = w[m2+ 1,m2+ n].
We are going to prove t[m1 + 1,m1 + n− 1] = t[m2 + 1,m2 + n− 1].
First let us prove that if t(m1 + j + 1) = t(m2 + j + 1) for some j ∈ {1, 2, . . . , n − 1}, then
t(m1 + j) = t(m2 + j). Suppose this is not true. According to Remark 4 this means that pi(j + 1) has
the third type and without loss of generality t(m1 + j) = 4 and t(m2 + j) = 2. However, according to
Remark 3 we have w(m1 + j) = 1 and w(m2 + j) = 0. This is a direct contradiction to the equality
w[m1 + 1,m1 + n] = w[m2 + 1,m2 + n]mentioned above.
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Now let us prove t[m1 + 1,m1 + n − 1] = t[m2 + 1,m2 + n − 1]. Since 0000 is not a subword
of w, there exists j0 ∈ {n − 3, n − 2, n − 1, n} such that w(m1 + j0) = w(m2 + j0) = 1. Then
according to Remark 3 we have t(m1 + j0) = t(m2 + j0) = 4. Using the claim proved above we
conclude t[m1 + 1,m1 + j0] = t[m2 + 1,m2 + j0]. If j0 = n or j0 = n − 1, then we have the
desired equality t[m1 + 1,m1 + n − 1] = t[m2 + 1,m2 + n − 1]. Suppose j0 = n − 2. Then we
have to show t(m1 + n − 1) = t(m2 + n − 1). Suppose this is not true, without loss of generality
t(m1 + n − 1) = 1, t(m2 + n − 1) = 3. Then t(m1 + n) = 2 and t(m2 + n) = 4. Hence according
to Remark 3 we have w(m1 + n) = 0 and w(m2 + n) = 1, which is a contradiction to the equality
w[m1+1,m1+n] = w[m2+1,m2+n]mentioned above. Therefore t(m1+n−1) = t(m2+n−1).
Similarlywemay consider the case j0 = n−3. So,we have t[m1+1,m1+n−1] = t[m2+1,m2+n−1].
Suppose now that the type ofpi(n) is not well-defined. Thenwithout loss of generality t(m1+n) =
1, t(m2+n) = 3. Then using Remark 4, Theorem 1 and the fact ξ [m1+1,m1+n] = ξ [m2+1,m2+n]
it is easy to conclude t[m1 + n − 4,m1 + n] = 34341, t[m2 + n − 4,m2 + n] = 34343 and
ξ [m1 + n − 4,m1 + n] = 35241. If n = 5, then pi = 35241 and this case indeed may take place,
because it is easy to verify that 35241 = ξ [5, 10] = ξ [7, 12] and t(10) 6= t(12). Now we are going to
conclude a contradiction for n ≥ 6. There are two cases for the type ofpi(n−5). First supposepi(n−5)
has the fourth type. Then t[m2 + n − 6,m2 + n + 1] = 34343434. Then using the fact t = ϕt(w)
we conclude w[m′ + 1,m′ + 4] = 0000, where m′ = (m2 + n − 5)/2. This is a contradiction, since
it is well-known that 0000 is not a subword of w. Now suppose pi(n − 5) has the second type. Then
according to Lemma 3 we have ξ(m1 + n− 5) > ξ(m1 + n) and ξ(m2 + n− 5) < ξ(m2 + n). This is
an obvious contradiction to the fact that ξ [m1 + 1,m1 + n] = ξ [m2 + 1,m2 + n]. 
3. Classification ofw-valid permutations by continuability
Throughout this section we do not use special properties of period doubling word. The notions we
are going to introduce work well for an arbitrary non-periodic binary word w. The specificity of the
period doubling word will be shown in Sections 4 and 5.
There is awell-known [1,6] technique of finding the subword complexity of infinitewords. Exactly,
we find the number of extensions (to the left or to the right) for every subword of our infinite word. If
we sum all these numbers for subwords of length n, then we obtain a number of subwords of length
n+ 1. In this way we obtain a recurrent formula for the complexity of our word.
Similar techniques can be applied for permutations. However, this causes some problems. A
permutation pi ′ of length n + 1 is said to be an extension to the left of a permutation pi of length n
if pi ′[2, n + 1] = pi . A permutation pi ′ of length n + 1 is said to be an extension to the right of a
permutation pi of length n if pi ′[1, n] = pi . For the language of w-valid permutations it is convenient
to consider extensions to the left, since every w-valid permutation has at most 3 w-valid extensions
to the left (we show this below).
Due to some ideas from [8] it is convenient to classify w-valid permutations not by the number
of extensions, but in some other way, using the notion of signs of the vertices. Namely, we introduce
classes of unary to the left permutations, binary to the left permutations, strange permutations in the
following way.
Aw-valid permutation is said to be unary to the left if all itsw-valid extensions to the left have the
same sign of additional vertex. A w-valid permutation pi is said to be binary to the left if there exist
two itsw-valid extensions to the left pi ′ and pi ′′ such that the signs of the vertices pi ′(1) and pi ′′(1) are
distinct. This means that there exists a pair 〈m1,m2〉 such thatm1,m2 ∈ Eξ (pi) andw(m1) 6= w(m2).
The set of all such pairs denote by I(pi).
Example 4. The permutation pi = 35124 is binary to the left, since 〈8, 12〉 ∈ I(35241). Two
extensions of pi with distinct signs of additional vertex are depicted at Fig. 3.
Now, a w-valid permutation pi is said to be strange if it has two distinct w-valid extensions to the
left pi ′ and pi ′′ such that the signs of the vertices pi ′(1) and pi ′′(1) are the same. This means that there
existm1 andm2 such that the following holds:
(S1) pi = ξ [m1 + 1,m1 + n] = ξ [m2 + 1,m2 + n];
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Fig. 3. Extensions of a binary to the left permutation.
Fig. 4. Extensions of a strange permutation.
(S2) ξ [m1,m1 + n] 6= ξ [m2,m2 + n], in other words, there exists h ∈ {1, . . . , n} such that
γ ξ {m1,m1 + h} 6= γ ξ {m2,m2 + h};
(S3) the vertices ξ(m1) and ξ(m2) have the same sign.
For everyw-valid permutation pi we define the set
M(pi) = {〈m1,m2〉|(S1), (S2), (S3) hold}.
Also pi is strange if and only ifM(pi) 6= ∅.
For every strange permutation pi andm = 〈m1,m2〉 ∈ M(pi) define




According to (S2), if pi is a strange permutation andm ∈ M(pi), then Hm(pi) 6= ∅.
Example 5. The permutationpi = 351246 is strange, since 〈8, 24〉 ∈ M(pi). Two extensions ofpi with
properties (S1), (S2), (S3) are depicted at Fig. 4. The property (S2) holds here for h = 6.
Lemma 8. Let pi be a strange permutation of length n. Then H(pi) = {n}.
Proof. Suppose the claim is not true and there exists h ∈ Hm(pi) for m = 〈m1,m2〉 ∈ M(pi), h < n.
According to (S3) we have w(m1) = w(m2) = a for some a ∈ {0, 1}. According to (S1), Lemma 1
and the fact that h < n we have w(m1 + h) = w(m2 + h) = b for some b ∈ {0, 1}. If a = 0 and
b = 1, then obviously we have ξ(m1) < ξ(m1+ h) and ξ(m2) < ξ(m2+ h), hence γ ξ {m1,m1+ h} =
γ ξ {m2,m2 + h}, a contradiction to (S2). Similarly, if a = 1 and b = 0, then ξ(m1) > ξ(m1 + h) and
ξ(m2) > ξ(m2 + h), hence γ ξ {m1,m1 + h} = γ ξ {m2,m2 + h}, a contradiction to (S2). Therefore
a = b. But then according to Remark 1 we have γ ξ {m1 + 1,m1 + h + 1} = γ ξ {m1,m1 + h} 6=
γ ξ {m2,m2 + h} = γ ξ {m2 + 1,m2 + h+ 1}, which is an obvious contradiction to (S1). 
Corollary 2. Let pi be a strange permutation, 〈m1,m2〉, 〈m′1,m′2〉 ∈ M(pi). Then {ξ [m1,m1 +
n], ξ [m2,m2 + n]} = {ξ [m′1,m′1 + n], ξ [m′2,m′2 + n]}.
Proof. From Lemma 8 we have γ ξ {m1,m1 + n} 6= γ ξ {m2,m2 + n}. Without loss of generality
suppose ξ(m1) < ξ(m1 + n) and ξ(m2) > ξ(m2 + n). Similarly, without loss of generality suppose
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ξ(m′1) < ξ(m
′
1 + n) and ξ(m′2) > ξ(m′2 + n). In these assumptions we need to prove two equalities:
ξ [m1,m1 + n] = ξ [m′1,m′1 + n] and ξ [m2,m2 + n] = ξ [m′2,m′2 + n].
Since ξ [m1+1,m1+n] = ξ [m′1+1,m′1+n] = pi and ξ [m2+1,m2+n] = ξ [m′2+1,m′2+n] = pi ,
it is sufficient to prove that γ ξ {m1,m1 + j} = γ ξ {m′1,m′1 + j} and γ ξ {m2,m2 + j} = γ ξ {m′2,m′2 + j}
for 1 ≤ j ≤ n. For j = n this follows from our assumptions. For j < n consider two cases. Suppose
pi(j) > pi(n). Then ξ(m1) < ξ(m1 + n) < ξ(m1 + j) and ξ(m′1) < ξ(m′1 + n) < ξ(m′1 + j), that is
γ ξ {m1,m1 + j} = γ ξ {m′1,m′1 + j} = 0. Since j < n, according to Lemma 8 we have j 6∈ H(pi), then
γ ξ {m2,m2 + j} = γ ξ {m1,m1 + j} = γ ξ {m′1,m′1 + j} = γ ξ {m′2,m′2 + j}. Similar reasoning works for
the case pi(j) < pi(n): first we prove that γ ξ {m2,m2+ j} = γ ξ {m′2,m′2+ j} = 1, then we use the fact
that j 6∈ H(pi). 
Let a w-valid permutation pi of length n has p+ + p− pairwise distinct w-valid extensions to the
left, p+ with positive additional vertex, and p− with negative additional vertex. In other words, there
exist M+ = {m+1 , . . . ,m+p+} and M− = {m−1 , . . . ,m−p−} such that M+ ∪ M− ⊆ Eξ (pi), w(m+) = 1
for m+ ∈ M+, w(m−) = 0 for m− ∈ M−, and ξ [m,m + n] 6= ξ [m′,m′ + n] for m,m′ ∈ M+ ∪ M−,
m 6= m′. If p+ > 0 and p− > 0, then pi is binary to the left. If p+ ≥ 2 or p− ≥ 2, then pi is strange.
If p+ ≥ 3, then we apply Corollary 2 for 〈m+1 ,m+2 〉 and 〈m+1 ,m+3 〉, we have ξ [m+2 ,m+2 + n] =
ξ [m+3 ,m+3 + n], contradiction. Hence p+ ≤ 2. Similarly we may prove that p− ≤ 2. Now, if
p+ = p− = 2, then we apply Corollary 2 for 〈m+1 ,m+2 〉 and 〈m−1 ,m−2 〉, contradiction. So, we have
proved that a w-valid permutation has at most three w-valid extensions to the left (p+ + p− ≤ 3).
Possible cases:
• (p+ = 1, p− = 0) or (p+ = 0, p− = 1). Then pi is unary to the left and not strange. And pi has one
w-valid extensions to the left.
• (p+ = 2, p− = 0) or (p+ = 0, p− = 2). Then pi is unary to the left and strange. And pi has two
w-valid extensions to the left.
• p+ = 1, p− = 1. Then pi is binary to the left and not strange. And pi has twow-valid extensions to
the left.
• (p+ = 2, p− = 1) or (p+ = 1, p− = 2). Then pi is binary to the left and strange. And pi has three
w-valid extensions to the left.
Denote by Bn the set of binary to the left permutations of length n, denote by Sn the set of strange
permutations of length n. In fact a permutation from Bn \ Sn and a permutation from Sn \ Bn both have
2 w-valid extensions to the left, but the reasons are fundamentally different. Therefore we classify
permutations not by the number of extensions.
Classical recurrent formula for complexity:
fξ (n+ 1)− fξ (n) =
∞∑
k=0
(k− 1) · |Ln(k)|,
where Ln(k) is the set of all w-valid permutations of length n with exactly kw-valid extensions to
the left. In our case we have Ln(0) = ∅, Ln(1) = Fξ (n) \ (Bn ∪ Sn), Ln(2) = (Bn \ Sn) ∪ (Sn \ Bn),
Ln(3) = Bn ∩ Sn, and Ln(k) = ∅ for k ≥ 4. Hence
fξ (n+ 1)− fξ (n) = 1 · |(Bn \ Sn) ∪ (Sn \ Bn)| + 2 · |Bn ∩ Sn|
= (|Bn \ Sn| + |Bn ∩ Sn|)+ (|Sn \ Bn| + |Bn ∩ Sn|) = |Bn| + |Sn|.
We reduce the problem of finding complexity fξ (n) to the problem of finding |Bn| and |Sn|. For the case
of the period doubling word we find |Bn| in Section 4 and we find |Sn| in Section 5.
4. Binary to the left permutations
Lemma 9. Let pi be a binary to the left permutation of length n ≥ 4. Then the permutations ϕ(pi) and
ϕ(pi)[1, 2n− 1] are also binary to the left.
Proof. Let 〈m1,m2〉 ∈ I(pi). Then 〈2m1, 2m2〉 ∈ I(ϕ(pi)) and 〈2m1, 2m2〉 ∈ I(ϕ(pi)[1, 2n− 1]), since
w(2m1) = w(m1) = w(m2) = w(2m2) and ξ [2m1+1, 2m1+2n] = ξ [2m2+1, 2m2+2n] according
to Lemma 6. 
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Lemma 10. Let pi be a binary to the left permutation of even length 2n ≥ 4. Then pi is entire and the
permutation ψ(pi) = ψ ′(pi) is also binary to the left.
Proof. Let 〈m1,m2〉 ∈ I(pi). First let us show that pi is entire. Suppose this is not true and pi has
two dangling vertices. Then t(m1 + 1) ∈ {2, 4} and t(m2 + 1) ∈ {2, 4}. Let us consider four cases.
Suppose t(m1 + 1) = 2, t(m2 + 1) = 4. Then according to Remark 4 and Lemma 3 we have
ξ(m1 + 1) < ξ(m1 + 2) and ξ(m2 + 1) > ξ(m2 + 2). This is a contradiction of the fact that
ξ [m1 + 1,m1 + 2n] = ξ [m2 + 1,m2 + 2n] = pi . Similarly we may consider the case t(m1 + 1) = 4,
t(m2 + 1) = 2. Suppose t(m1 + 1) = t(m2 + 1) = 4. Then we have t(m1) = t(m2) = 3
(according to Remark 4), hence w(m1) = w(m2) = 0, which is a contradiction. Similarly, for the
case t(m1 + 1) = t(m2 + 1) = 2 we have t(m1) = t(m2) = 1, hence w(m1) = w(m2) = 1, which
is also a contradiction. We conclude pi is entire. Therefore the numbers m1 and m2 are even. Assume
m1 = 2m′1, m2 = 2m′2. It follows from Lemma 2 that m′1,m′2 ∈ Eξ (ψ(pi)). We need to prove that
w(m′1) 6= w(m′2). Without loss of generality we may assume that w(m1) = 0 and w(m2) = 1. This
means that the vertex ξ(m1) has the second type and the vertex ξ(m2) has the fourth type. According
to definitionw(m′1) = 1 andw(m′2) = 0. Hence 〈m′1,m′2〉 ∈ I(ψ(pi)). 
Lemma 11. Let pi be a binary to the left permutation of odd length 2n− 1 ≥ 7. Then there exists binary
to the left permutation pi ′ of length n such that pi = ϕ(pi ′)[1, 2n− 1].
Proof. Let 〈m1,m2〉 ∈ I(pi). According to Lemma 7 the type of pi(1) is well-defined. This means
that t(m1 + 1) = t(m2 + 1). Let us show that pi has no dangling vertex on the left. Suppose this
is not true. Then we have either t(m1 + 1) = t(m2 + 1) = 4 or t(m1 + 1) = t(m2 + 1) = 2.
If t(m1 + 1) = t(m2 + 1) = 4, then t(m1) = t(m2) = 3 (according to Remark 4), hence
w(m1) = w(m2) = 0, a contradiction. But if t(m1 + 1) = t(m2 + 1) = 2, then t(m1) =
t(m2) = 1, hence w(m1) = w(m2) = 1, also a contradiction. So, pi has no dangling vertex on
the left. Then the permutations ξ [m1 + 1,m1 + 2n] and ξ [m2 + 1,m2 + 2n] are entire. Obviously
ψ(ξ [m1 + 1,m1 + 2n]) = ψ(ξ [m2 + 1,m2 + 2n]) = pi ′ for somew-valid pi ′. According to Lemma 6
we have ξ [m1 + 1,m1 + 2n] = ξ [m2 + 1,m2 + 2n] = pi ′′ for some w-valid pi ′′ of even length 2n.
Furthermore, the permutation pi ′′ is binary to the left, sincew(m1) 6= w(m2). According to Lemma 10
we have pi ′ is also binary to the left. Obviously ϕ(pi ′)[1, 2n− 1] = pi . 
Theorem 2. Let B0 = {2413, 3412, 35241, 35124, 351246}. Let B be the least set of w-valid
permutations satisfying the following two properties:
• B0 ⊆ B;• if pi ∈ B, then ϕ(pi) ∈ B and ϕ(pi)[1, 2n− 1] ∈ B, where n is the length of pi .
Then the set {12, 123, 231}∪B is the set of all binary to the left w-valid permutations. In particular, for
the number bn of binaries to the left w-valid permutations of length n we have: b2 = 1, b3 = 2, b4 = 2,
b5 = 2, bn = 1 for 5 · 2t + 1 ≤ n ≤ 6 · 2t , bn = 2 for 6 · 2t + 1 ≤ n ≤ 5 · 2t+1.
Proof. We need to verify that the set {12, 123, 231, 2413, 3412, 35241, 35124, 351246} is the set of
all binary to the left permutations of length at most 6. We omit the proof of this fact because it is
technical routine. Now the claim directly follows from Lemmas 9–11.
The numbers {bn} can be obtained from the obvious recurrent formula: b2n = b2n−1 = bn for n ≥ 4.

5. Strange permutations
Lemma 12. Let pi be a strange permutation of length n ≥ 5, 〈m1,m2〉 ∈ M(pi). Then the vertices ξ(m1)
and ξ(m2) have the same type.
Proof. According to Lemma 7 the vertices ξ(m1 + 1) and ξ(m2 + 1) have the same type. If this is not
the third type, then the vertices ξ(m1) and ξ(m2) have the same type according to Remark 4. Suppose
t(m1 + 1) = t(m2 + 1) = 3 and t(m1) 6= t(m2). Without loss of generality we may assume that
t(m1) = 2 and t(m2) = 4. But then according to Remark 3 we havew(m1) = 1 andw(m2) = 0. This
is a contradiction to (S3). 
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Lemma 13. Let pi be an entire strange permutation of length 2n ≥ 6. Then ψ(pi) is strange.
Proof. Let m = 〈m1,m2〉 ∈ M(pi), m1 = 2m′1, m2 = 2m′2. We have w(m1 − 1) = w(m2 − 1) =
w(m1 + 2n − 1) = w(m2 + 2n − 1) = 0 (since w(x) = 0 for every odd x). Then according
to Remark 1, (S2) and Lemma 8 we have γ ξ {m1 − 1,m1 + 2n − 1} = γ ξ {m1,m1 + 2n} 6=
γ ξ {m2,m2+2n} = γ ξ {m2−1,m2+2n−1}. Hence γ ξ {m′1,m′1+n} 6= γ ξ {m′2,m′2+n}. Furthermore,
w(m′1) = w(m1) = w(m2) = w(m′2) and ξ [m′1 + 1,m′1 + n] = ξ [m′2 + 1,m′2 + n] = ψ(pi). This
means that 〈m′1,m′2〉 ∈ M(ψ(pi)). 
Lemma 14. Let pi be a strange permutation of length n ≥ 4. Then the permutation ϕ(pi) is also strange.
Proof. Let m = 〈m1,m2〉 ∈ M(pi), n ∈ Hm(pi). Let us prove that 〈2m1, 2m2〉 ∈ M(ϕ(pi)). The
property (S1) directly follows from Lemma 6. We have w(2m1) = w(m1) = w(m2) = w(2m2),
which implies (S3). Finally, let us prove (S2). We have w(2m1 − 1) = w(2m1 + 2h − 1) =
w(2m2−1) = w(2m2+2h−1) = 0 (sincew(x) = 0 for every odd x). According to Remark 1we have
γ ξ {2m1, 2m1+2n} = γ ξ {2m1−1, 2m1+2n−1} and γ ξ {2m2, 2m2+2n} = γ ξ {2m2−1, 2m2+2n−1}.
But γ ξ {2m1− 1, 2m1+ 2n− 1} 6= γ ξ {2m2− 1, 2m2+ 2n− 1} due to the property (S2) for pi and the
fact that ψ(ξ [2m1 + 1, 2m1 + 2n]) = ψ(ξ [2m2 + 1, 2m2 + 2n]) = pi . Hence γ ξ {2m1, 2m1 + 2n} 6=
γ ξ {2m2, 2m2 + 2n}. This means that 2n ∈ H(ϕ(pi)). 
Let S: Sn → Sn and S−1: Sn → Sn be operations of unit cyclic shift defined in the following way:
S(pi) = pi(2)pi(3) . . . pi(n)pi(1), S−1(pi) = pi(n)pi(1)pi(2) . . . pi(n− 1).
Lemma 15. Let pi be a strange permutation of length n ≥ 4. Then the permutation S−1(ϕ(pi)) is also
strange.
Proof. Let 〈m1,m2〉 ∈ M(pi). Let us prove that 〈2m1 − 1, 2m2 − 1〉 ∈ M(S−1(ϕ(pi))). The property
(S3) is obvious, sincew(2m1−1) = w(2m2−1) = 0 (becausew(x) = 0 for every odd x). Let us prove
(S2). According to Lemma 8 γ ξ {m1,m1+ n} 6= γ ξ {m2,m2+ n}. Hence γ ξ {2m1− 1, 2m1+ 2n− 1} 6=
γ ξ {2m2−1, 2m2+2n−1} (we use Lemma 2). This is exactly the property (S2) (for h = 2n). Now let us
prove (S1). Obviously ξ [2m1+1, 2m1+2n] = ξ [2m2+1, 2m2+2n] = ϕ(pi). Thereforewe need only
to prove that γ ξ {2m1, 2m1+j} = γ ξ {2m1+2n, 2m1+j} = γ ξ {2m2, 2m2+j} = γ ξ {2m2+2n, 2m2+j}
for 1 ≤ j ≤ 2n. According to Lemma 14 the permutation ϕ(pi) is strange and 〈2m1, 2m2〉 ∈ M(ϕ(pi)).
According to Lemma 8 we have γ ξ {2m1, 2m1 + j} = γ ξ {2m2, 2m2 + j} for 1 ≤ j ≤ 2n. Furthermore,
we have γ ξ {2m1 + 2n, 2m1 + j} = γ ξ {2m2 + 2n, 2m2 + j} (since ξ [2m1 + 1, 2m1 + 2n] =
ξ [2m2+1, 2m2+2n]). Therefore it is sufficient to prove thatγ ξ {2m1, 2m1+j} = γ ξ {2m1+2n, 2m1+j}.
Suppose this is not true and there exists j0 ∈ {1, . . . , 2n − 1} such that γ ξ {2m1, 2m1 + j0} 6=
γ ξ {2m1 + 2n, 2m1 + j0}. Without loss of generality we may assume that ξ(2m1) < ξ(2m1 + j0) <
ξ(2m1 + 2n). Then ξ(2m2 + j0) > ξ(2m2) and ξ(2m2) > ξ(2m2 + 2n) (according to Lemma 8), and
ξ(2m2 + 2n) > ξ(2m2 + j0) (since ξ [2m1 + 1, 2m1 + 2n] = ξ [2m2 + 1, 2m2 + 2n]). So, we have
ξ(2m2 + j0) > ξ(2m2) > ξ(2m2 + 2n) > ξ(2m2 + j0), which is an obvious contradiction. 
Lemma 16. Let pi be a strange permutation of length 2n ≥ 6. Suppose pi has two dangling vertices. Then
ψ(S(pi)) is strange.
Proof. According to Lemma 13 it is sufficient to show that S(pi) is strange. Let 〈m1,m2〉 ∈ M(pi),
m1 = 2m′1 − 1, m2 = 2m′2 − 1. Let us show that 〈m1 + 1,m2 + 1〉 ∈ M(S(pi)). First let us prove the
property (S3). The vertices ξ(m1 + 1) and ξ(m2 + 1) have the same sign according to Lemma 5. Now
let us prove (S2). We have w(m1) = w(m1 + 2n) = w(m2) = w(m2 + 2n) = 0 (since w(x) = 0
for every odd x). Therefore using Remark 1 and Lemma 8 we have γ ξ {m1 + 1,m1 + 2n + 1} =
γ ξ {m1,m1 + 2n} 6= γ ξ {m2,m2 + 2n} = γ ξ {m2 + 1,m2 + 2n + 1}, and this is exactly the property
(S2) for h = 2n. Finally let us prove (S1). Obviously we need only to prove that γ ξ {m1+ 1,m1+ j} =
γ ξ {m2 + 1,m2 + j} = γ ξ {m1 + 2n+ 1,m1 + j} = γ ξ {m2 + 2n+ 1,m2 + j} for 2 ≤ j ≤ 2n. We have
γ ξ {m1 + 1,m1 + j} = γ ξ {m2 + 1,m2 + j} (since ξ [m1 + 1,m1 + 2n] = ξ [m2 + 1,m2 + 2n] = pi ).
Let us prove that γ ξ {m1 + 1,m1 + j} = γ ξ {m1 + 2n + 1,m1 + j} for 2 ≤ j ≤ 2n. Suppose
this is not true and there exists j0 such that γ ξ {m1 + 1,m1 + j0} 6= γ ξ {m1 + 2n + 1,m1 + j0}.
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Without loss of generality we may assume that ξ(m1 + 1) < ξ(m1 + j0) < ξ(m1 + 2n + 1).
Then ξ(m2 + j0) > ξ(m2 + 1) > ξ(m2 + 2n + 1). It is easy to see that t(m1 + 1) = t(m2 + 1)
(according to Lemma 7), t(m1 + 2n+ 1) = t(m2 + 2n+ 1) (according to Remark 4 and the fact that
t(m1+2n) = t(m2+2n), which follows fromLemma7). Furthermore, all these four vertices ξ(m1+1),
ξ(m2+1), ξ(m1+2n+1), ξ(m2+2n+1)have the same type (otherwise according to Lemma3wehave
γ ξ {m1+1,m1+2n+1} = γ ξ {m2+1,m2+2n+1}, which is not true aswementioned above). This type
coincideswith the type of ξ(m1+ j0) (since ξ(m1+1) < ξ(m1+ j0) < ξ(m1+2n+1)), hence j0 is odd.
Thereforew(m1+2n) = w(m2+2n) = w(m1+ j0−1) = w(m2+ j0−1) = 0. According to Remark 1
we have γ ξ {mi,mi+ j0−1} = γ ξ {mi+1,mi+ j0}, γ ξ {mi+ j0−1,mi+2n} = γ ξ {mi+ j0,mi+2n+1}.
Thismeans that ξ(m1+j0−1) < ξ(m1+2n) and ξ(m2+j0−1) > ξ(m2+2n), which is a contradiction
of the fact that ξ [m1+1,m1+2n] = ξ [m2+1,m2+2n]. So,γ ξ {m1+1,m1+j} = γ ξ {m1+2n+1,m1+j}
for 2 ≤ j ≤ 2n. Similarly, we may prove that γ ξ {m2 + 1,m2 + j} = γ ξ {m2 + 2n + 1,m2 + j} for
2 ≤ j ≤ 2n. 
Lemma 17. Let pi be a strange permutation of length n ≥ 4. Then n is even.
Proof. First let us prove the claim for pi 6= 35241. Let 〈m1,m2〉 ∈ M(pi). Suppose n is odd. Then
obviously t(m1) 6= t(m1 + n) and t(m2) 6= t(m2 + n). However t(m1 + n) = t(m2 + n) (according
to Lemma 7) and t(m1) = t(m2) (according to Lemma 12). Then according to Lemma 3 we have
γ ξ {m1,m1 + n} = γ ξ {m2,m2 + n}, which is a contradiction of Lemma 8.
Now we need only to consider the case pi = 35241. Suppose it is strange, 〈m1,m2〉 ∈ M(35241).
Then without loss of generality ξ [m1,m1 + 5] = 146352, ξ [m2,m2 + 5] = 246351. Hence
t[m1,m1+5] = 234343 and t[m2,m2+5] = 234341. Then obviouslyw(m′2) = 1 andw(m′2+3) = 1,
wherem′2 = m2/2. This is a contradiction of the fact thatw(x) = 0 for all odd x. 
Theorem 3. Let P0 = {351246, 635124}. Let P be the least set of permutations such that P0 ⊆ P and for
every pi ∈ P we have ϕ(pi) ∈ P and S−1(ϕ(pi)) ∈ P. Then the set {312, 231} ∪ P is the set of all strange
permutations. In particular for the number sn of strange permutations of length n we have s3 = 2; sn = 2t
for n = 3 · 2t , t ≥ 1; sn = 0 for n 6= 3 · 2t .
Proof. Weneed to verify that the set {312, 231, 351246, 635124} is the set of all strangepermutations
of length atmost 7.We omit the proof of this fact because it is technical routine. Now the claimdirectly
follows from Lemmas 14, 15, 13, 16, 17. 
6. Complexity
Theorem 4. We have fξ (2) = 2, fξ (3) = 3, fξ (4) = 7, fξ (5) = 9, fξ (6) = 11. For n ≥ 7 we have
fξ (n) =
{
n+ 6 · 2t − 1, if 5 · 2t + 1 ≤ n ≤ 6 · 2t , t ≥ 1;
2n+ 2 · 2t − 2, if 6 · 2t + 1 ≤ n ≤ 10 · 2t , t ≥ 0.
Proof. FromSection 3wehave a recurrent formula fξ (n+1) = fξ (n)+bn+sn. And obviously fξ (2) = 2.
Now the claim directly follows from Theorems 2 and 3. 
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