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ABSTRACT 
In the multiple regression modeling, serious problems will be occurred if  independent variables are correlated, 
to be named  ill conditioned problem, and the number of observations is much less than the number of 
independent variables, it is a singularity problem. Continum Regression (CR) approach, it’s better to overcome 
the problem of ill conditioned, but if  the number of observations is much less than the number of independent 
variables usually facing the problem in computing. So the first step, it needes dimension reduction of 
independent variables (known as a preprocessing method). Discrete wavelet transformation (DWT) is one of a 
good method handle the problem of singularity.  The research we have studied  combination of CR and DWT as 
a preprocessing method can solved the problems of ill conditioned and singularity.  The result of empirical 
research with simulation data has concluded that performance of CRDWT have very good potency to overcome 
the problems of the number of observations much less than the number of independent variables and ill 
conditioned. 
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PENDAHULUAN 
Pada pemodelan regresi ganda permasalahan 
serius akan muncul jika banyaknya pengamatan 
(n) jauh lebih kecil dari pada banyaknya 
peubah bebas (p), serta terjadinya korelasi yang 
tinggi di antara peubah bebas (Naes, 1985).  
Regresi klasik (regresi kuadrat terkecil yang 
biasa, RKT) tidak dapat mengatasi masalah 
tersebut karena bila korelasi di antara peubah 
bebas tinggi (kolinearitas ganda), maka akan 
terjadi kondisi yang sakit (ill conditioned).  
Sedangkan bila banyaknya peubah bebas lebih 
besar dari pada banyaknya pengamatan (p>n), 
maka struktur matriks peubah bebas X menjadi 
singular (masalah singularitas).   
 Beberapa metode statistika yang telah 
dikembangkan untuk mengatasi masalah 
tersebut antara lain : Regresi Komponen Utama 
(RKU), Regresi Kuadrat Terkecil Parsial 
(RKTP), Regresi Ridge (RR), pendekatan 
Bayes, Regresi atas Koefisisen Fourier (RKF), 
Jaringan Syaraf Tiruan (JST), serta 
Transformasi Wavelet.  Metode lain yang 
diperkenalkan Stone dan Brooks (1990) adalah 
Regresi Kontinum (RK) yang merupakan 
pengembangan dari  RKT, RKU, serta RKTP.  
Hasil kajian Setiawan dan Notodiputro (2005a, 
2005b) menunjukkan bahwa RK lebih unggul 
dari pada RKU dan RKTP dalam mengatasi 
masalah kolinearitas ganda.      
 RK merupakan pendekatan yang baik untuk 
mengatasi masalah ill conditioned dan 
singularitas, tetapi bila banyaknya pengamatan 
jauh lebih kecil dari pada banyaknya peubah 
bebas (n << )  akan mengalami kendala 
komputasi. Sehingga pada tahap awal 
diperlukan pereduksian dimensi peubah bebas. 
Pemampatan dimensi peubah yang semula 
berdimensi tinggi  X
p
(nxp) menjadi peubah baru, 
misalkan Z(nxk) sehingga  disebut 
metode prapemrosesan. Beberapa metode 
prapemrosesan yang sudah dipelajari adalah : 
analisis komponen utama (AKU), transformasi 
Fourier, transformasi wavelet diskret (TWD), 
serta pursuit proyeksi (Naes et al.,  2002). Hasil 
penelitian Sunaryo (2005) menunjukkan bahwa 
dari kajian empirik TWD merupakan metode 
prapemrosesan yang sangat baik untuk 
mereduksi dimensi matriks peubah bebas.  
pnk <−< )1(
 Makalah ini bertujuan untuk mengkaji 
kombinasi antara RK dengan TWD dan disebut 
Regresi Kontinum dengan Transformasi 
Wavelet Disktret (RKTWD), untuk mengatasi 
masalah ill conditioned dan singularitas. Kajian 
dilakukan secara empirik dengan data 
bangkitan hasil simulasi. 
 
Regresi Kontinum 
Misalkan X matriks data yang sudah 
dipusatkan (centred) berukuran nxp dan disebut 
peubah bebas, sedangkan y adalah vektor 
peubah respon berukuran nx1  yang sudah 
dipusatkan, β  vektor parameter regresi 
berukuran 1×p , serta  adalah vektor galat 
berukuran 
ε
1×n .  Regresi Kontinum 
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dikembangkan berdasarkan model regresi 
linear klasik sebagai berikut : 
εXβy +=                       
     .……….(1) 
Pada model regresi linear terboboti formula 
matematis dapat ditulis sebagai berikut, 
maksimumkan  
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dengan  adalah vektor pengamatan peubah 
bebas ke-i (i=1,2, ..., n) berukuran (px1), 
 dan . 
ix
yXs T= XXS T=
Regresi komponen utama pada prinsipnya 
adalah memaksimumkan : 
( ) Swwxw TiTn
i
wS ==∑
=
2
1
         
                      
   ..........(3) 
Dari formula (3) tersebut dapat dijelaskan 
bahwa prinsip dasar dalam RKU adalah 
memaksimumkan keragaman dari peubah 
bebas X sehingga dibentuk peubah baru berupa 
beberapa komponen utama yang merupakan 
kombinasi linear dari peubah-peubah asal (X). 
Selanjutnya  data peubah respon y diregresikan 
dengan beberapa komponen utama tersebut 
dengan menggunakan teknik regresi ganda.   
RKTP prinsipnya adalah memaksimumkan : 
( )22
1
swxw T=⎟⎟⎠
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n
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iw yS  
    
                    ..........(4) 
Dari formula (4) tersebut dapat dilihat bahwa 
prinsip RKTP adalah memaksimumkan 
koragam antara peubah bebas dengan peubah 
respon.   
Pada RK peubah baru diformulasikan dalam 
model sebagai berikut  
εξTy h +=               
        ..........(5) 
dengan :                
                      ..........(6) 
hh XWT =
dan   matriks berisi h 
kolom peubah dengan h<p dan disebut  matriks 
pembobot. 
( h21 w,...,w,wW =h )
 Stone & Brooks (1990) memformulasikan 
matriks pembobot tersebut sebagai berikut : 
( ) ( ){ }1)]1/([2,maxarg −−= δδXwyXww VarCov
w
i
                        ..............(7) 
dengan kendala 1=iw  dan  ( ) 0, =jiCov XwXw   untuk ji <  sedangkan 
parameter penyesuaian δ  merupakan bilangan 
real  10 ≤≤ δ .  Alternatif lain adalah formula 
yang dikembangkan oleh Malpass (1996) 
sebagai berikut :  
( ) ( ){ })21()422( 2,maxarg δδδ +−−+= XwyXww VarCov
w
i
                                                    ..........(8) 
Dari formula 7 dibuat suatu formula yang 
umum sebagai berikut : ( ) ( )[ ]1))1/((2 −−= δδXwXwyXw TTTTG      
                                   ...........(9) 
selanjutnya disebut metode Stone.  Formula 8 
dapat diubah menjadi : 
( ) ( ) )21()422( 2 δδδ +−−+= XwXwyXw TTTTG  
     ............(10) 
selanjutnya disebut metode Portsmouth 
(Malpass, 1996). 
Formula tersebut merupakan generalisasi dari 
RKT, RKU serta RKTP dengan bentuk 
keterkaitan sebagai berikut : 
Untuk 0=δ , maka   
formula ini ekivalen dengan persamaan 2, 
artinya pada 
( ) ( ) 12 −= Swwsw TTG
0=δ  RK merupakan RKT. 
Untuk 5.0=δ , maka  formula ini 
ekivalen dengan persamaan 4, sehingga pada 
( )2Tsw=G
5.0=δ  RK merupakan  RKTP 
Untuk 1=δ , maka  formula ini 
ekivalen dengan persamaan 3, sehingga pada 
( 2SwwTG = )
1=δ  RK merupakan RKU. 
Dengan kata lain RK, RKU serta RKTP 
merupakan bentuk khusus dari RK. 
Pendugaan parameter regresi ξ  pada 
persamaan (5) dilakukan  dengan menggunakan 
metode kuadrat terkecil yang diformulasikan 
sebagai berikut : ( ) yTTTξ ThhThh 1,ˆ −=δ          
     ............(11) 
  
hhh ,,
ˆˆ δδ ξXWy =  
( ) yTTTWβ ThhThhh 1,ˆ −=δ         
    
                  ..........(12) 
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dengan δ  merupakan parameter penyesuaian 
dan h banyaknya komponen.  
 
Transformasi  Wavelet 
Ada dua jenis fungsi wavelet, yaitu mother 
wavelet (ψ ), serta father wavelet (φ ).  Suatu 
fungsi dikatakan wavelet jika memenuhi dua 
syarat, yaitu : 
∫∫ ∞
∞−
∞
∞−
== 1)()( 2 dxxdxx ψφ  
(father wavelet) 
∫∞
∞−
= 0)( dxxψ .                       
(mother wavelet) 
     ……...(13) 
Wavelet yang sederhana yaitu wavelet Haar 
yang dikenalkan oleh Alferd Harr pada tahun 
1909 (Vidocovic dan Meuller, 1991). Bila 
dilihat dari bilangan dilatasi dan translasi, 
terdapat dua jenis fungsi wavelet, yaitu : 
transformasi wavelet kontinu (TWK) bila  
bilangan tersebut real, serta transformasi 
wavelet diskret (TWD) bila bilangan tersebut 
bulat. 
 Fungsi basis diperoleh dengan dilatasi dan 
translasi fungsi father wavelet dan mother 
wavelet (Nason dan Silverman, 1994). Dari 
fungsi wavelet )(xψ  dapat dibangkitkan fungsi 
basis dalam suatu ruang fungsi dengan 
cara translasi dan dilatasi dari 
)(2 ℜL
)(xψ .  Bentuk 
umum fungsi-fungsi basis tersebut adalah  
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                    ..........(14) 
Pada nilai khusus 
 maka 
diperoleh sekumpulan fungsi basis yang saling 
ortogonal sehingga grafiknya tidak saling 
tumpang tindih. 
{ ,...1,0,;2,2 ±=∈== −− Zkjkba jj }
 Bentuk fungsi basis ortogonal yang 
diperoleh dengan cara dilatasi dan translasi dari 
fungsi mother wavelet )(tψ ,  
},);2(2)({ 2/, Zkjkxx
jj
kj ∈−= ψψ ,  
    ..............(15) 
Dari fungsi father wavelet )(tφ  dapat 
dibangkitkan fungsi basis ortonormal yang 
menyusun ruang . )(2 ℜL
 
 
Bentuk umum fungsi basis dalam ruang  
adalah   
)(2 ℜL
{ }Zkjj okjkjo ∈≥ ,,, ,, ψφ ,  
                  .............(16) 
dengan )(0,0 tφ  disebut fungsi skala, yang 
berhubungan dengan . Himpunan )(, tkjψ{ }Zkkjo ∈,,φ   membentuk anak ruang yang 
sama seperti { }Zkjj okj ∈≥ ,,,ψ .  
 Fungsi skala atau father wavelet ,φ , 
merupakan penyelesaian dari persamaan  
∑ −=
k
k ktt )2(2)( φφ l .   
                 .............(17) 
Fungsi )(tφ dapat membangkitkan suatu 
keluarga ortonormal pada ruang ,  ( )ℜ2L
Zkjktt j
j
kj ∈−= ,,)2(2)( 2, φφ   
    .............(18) 
selanjutnya didapatkan mother wavelet ψ  dari 
fungsi φ  melalui persamaan : 
∑ −=
k
k ktht )2(2)( φψ ,  
                   ...........(19) 
dengan ( ) kkkh −−= 11 l  (Vidacovic dan 
Meuller, 1991) dan disebut quadrature mirror 
filter relation. Sedangkan dan  
merupakan koefisien-koefisien dari low pass 
dan high pass filters dan disebut quadrature 
mirror filters  dan dapat digunakan menghitung 
TWD (Morettin, 1997). Koefisien-koefisien 
tersebut didefinisikan sebagai berikut : 
kl kh
∫∞∞− −= dtkttk )2()(2 φφl  ;    
∫∞∞− −= dtktthk )2()(2 φψ .                   
    ............(20) 
Persamaan (17) dan (19) disebut persamaan 
dilatasi. 
Berdasarkan sistem persamaan ortonormal : { } ,,),(),(
,,, kjojkjkj
Zkjtt ≥∈ψφ  maka 
 dapat didekomposisi menjadi : )()( 2 ℜ∈ Ltf
∑ ∑∑
≥
+=
k joj k
kjkjkjokjo tdtctf )()()( ,,,, ψφ . 
                               .............(21) 
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dengan :     dan    
.      
∫
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Transformasi  Wavelet  Diskret 
Misalkan terdapat vektor data  
 dengan , M>0 
integer. TWD didefinisikan sebagai berikut :    
T
qxxx ),...,,( 110 −=x Mq 2=
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=
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1
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q
t
kjtkj txd ψψ   
                 .............(22) 
1,...,2,1,0 −= Mj  dan  
sehingga diperoleh    koefisien dan satu 
koefisien  sama dengan  dimensi matriks 
peubah X. 
12,...,1,0 −= jk
)1( −q
0,0c
 Dengan notasi matriks transformasi pada 
persamaan (22) dapat ditulis : 
Bx d =                     ..............(23) 
karena B ortogonal, maka dapat ditulis : 
dBx T=                .............(24) 
dengan 
 dan  adalah matriks yang elemen-elemen 
kolomnya adalah nilai dari 
'
0,1
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−
=
nd
dddddddcd
TB
)(tφ  dan  
untuk berbagai t 
)(, tkjψ
[ ]1,0∈ . Sifat-sifat khusus dari 
matriks  adalah : ortonormal, kolom 
pertama bernilai sama, serta jumlah unsur tiap 
kolom yang lain sama dengan nol.  
TB
Vektor data x dapat dihubungkan dengan 
fungsi  f  pada interval [0,1) dan didefinisikan 
sebagai : 
nnn.                          
..........(25) 
Fungsi ini dikenal dengan fungsi tangga dan 
termasuk dalam , sehingga 
dekomposisi wavelet dari  adalah :  
])1,0([2L
)(tf
 .   
                    ..........(26) 
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=
−
=
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0
12
0
,,0,0 )()()(
M
j k
kjkj
j
tdtctf ψφ
untuk 1)( =tφ  disebut fungsi skala untuk 
wavelet Haar. 
 Persamaan (26) disebut transformasi 
wavelet diskret, karena nilai j hanya diambil 
pada bilangan bulat positif saja. Bilangan j 
pada persamaan (26) disebut level resolusi, dan 
f(t) dapat diperoleh secara tepat, jika diambil 
semua level resolusi untuk dekomposisi, yaitu 
level resolusi 0 sampai dengan (M-1). 
Koefisien c0,0 disebut koefisien pemulusan atau 
bagian pendekatan dari suatu fungsi, sedang dj,k 
disebut koefisien wavelet atau juga disebut 
bagian detail suatu fungsi.  Contoh bentuk 
matriks  dari Haar wavelet untuk M=3 
( ) adalah : 
TB
82 =M
 
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
8
7
6
5
4
3
2
1
x
x
x
x
x
x
x
x
=
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
−−−
−−
−−
−
−−
−
−
2
1
2
1
22
1
22
1
2
1
2
1
22
1
22
1
2
1
2
1
22
1
22
1
2
1
2
1
22
1
22
1
2
1
2
1
22
1
22
1
2
1
2
1
22
1
22
1
2
1
2
1
22
1
22
1
2
1
2
1
22
1
22
1
0000
0000
0000
0000
0000
0000
0000
0000
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
3,2
2,2
1,2
0,2
1,1
0,1
0,0
0,0
d
d
d
d
d
d
d
c
 
 
 
 
 
Jurnal ILMU DASAR, Vol. 8 No. 2, Juli 2007 : 103-109                                                               107 
 
 
 
Regresi Kontinum Dengan Transformasi 
Wavelet Diskret 
RKTWD pada dasarnya adalah regresi 
kontinum antara peubah respon Y dengan 
peubah bebas D hasil TWD.  Matriks D hasil 
transformasi Wavelet  tidak dijamin  saling 
bebas.  Sunaryo (2005) menunjukkan bahwa 
peubah baru hasil TWD masih mempunyai 
korelasi yang cukup tinggi walaupun nilainya 
lebih kecil dari pada korelasi antar peubah asal. 
Oleh karena itu pemodelan regresi antara 
peubah respon (Y) dengan peubah hasil TWD 
tidak dapat menggunakan RKT karena masih 
ada masalah kolinearitas ganda.   
 Tahapan-tahapan dalam RKTWD dapat 
dijelaskan sebagai berikut : 
Tahap 1.  Mendapatkan matriks D dengan 
menggunakan TWD.  
  
 Jika matriks  ; 
dengan p=q=2
T
pnxp ],...,,[ 21)( xxxX =
M (M=bilangan bulat positip) 
maka TWD dapat ditulis :  
T
pxpnxpnxp )()()( BXD =                       
   ............(27) 
Karena dimensi dari B sangat besar, maka 
dipilih level-level resolusi tertentu sedemikian 
hingga banyaknya koefisien wavelet yang 
terpilih sebesar p’ dengan  maka 
akan diperoleh  
pnp <−< )1('
T
pxpnxpnxp
*
)'()(
*
)'( BXD =   
      ..........(28) 
yang mereduksi pengamatan dari p titik tiap-
tiap contoh menjadi p’ titik koefisien wavelet 
yang terpilih. 
Tahap 2. Meregresikan  antara peubah respon 
 terhadap peubah bebas  dengan 
menggunakan metode regresi kontinum.   
)1(nxy * )'(nxpD
ξβDy * )(nxp' +=  
     ............(29) 
Walaupun dimensi dari  sudah kecil, 
tetapi korelasi diantara koefisien-koefisien 
Wavelet masih tinggi (Sunaryo 2005). 
Sehingga dari matriks peubah bebas  
dilakukan transformasi menjadi : 
*
)'(nxpD
*
)'(nxpD
hh WDT
*=  
    .............(30) 
dengan ( )hh wwwW ,...,, 21=  matriks 
berukuran p’xh dimana  dan 
disebut  matriks pembobot, sedangkan  
adalah matriks peubah baru  berukuran nxh. 
)1(' −<< nph
hT
 Dengan demikian persamaan (29) dapat 
diubah menjadi sebagai berikut : 
εξTy h +=  
     ............(31) 
Karena pada matriks  sudah tidak ada 
masalah singularitas atau ill conditioned, maka 
pendugaan parameterξ  pada persamaan (31) 
dapat dilakukan dengan menggunakan metode 
kuadrat terkecil dengan menggunakan  
persamaan 11. 
hT
 
METODE 
Pada penelitian digunakan kajian empirik 
dengan menggunakan data bangkitan simulasi 
dengan menggunakan program SAS. Ada dua 
data, yaitu : (1) n=20 dan p=128, serta (2) n=20 
dan p = 256. Kedua jenis data tersebut 
mempunyai tingkat korelasi antar peubah bebas 
yang sangat tinggi (r= 0,99).  Selanjutnya dari 
data hasil bangkitan tersebut dilakukan 
penduguaan model dengan menggunakan 
metode RKTWD.  Hasil pendugaan tersebut  
dibandingkan dengan hasil metode RKUTWD 
dan RKTPTWD. 
 Untuk mengevalusi kinerja RKTWD ada 
beberapa kriteria yang dibandingkan, antara 
lain : R2, s, serta plot antara y dengan . 
Model dikatakan lebih baik jika R
yˆ
2 lebih tinggi, 
s lebih kecil, serta hasil pengepasan lebih dekat 
ke garis lurus dengan gradien 45o melalui pusat 
koordinat.     
 Untuk menghitung matriks koefisien 
wavelet digunakan perangkat lunak (software)  
wavetresh 3 seperti yang dijelaskan oleh Nason 
(1998). Sedangkan untuk RKTWD, RKUTWD 
serta RKTP TWD digunakan perangkat lunak 
SAS. 
 
HASIL  DAN PEMBAHASAN 
Ringkasan ukuran kebaikan model hasil 
pendugaan RK, RKTP, RKU dengan metode 
pra-pemrosesan TWD disajikan pada Tabel 1.  
Sedangkan diagram pencar antara y dengan  
hasil pendugaan metode RKTWD, RKUTWD, 
serta RKTPTWD disajikan pada Gambar 1          
dan 2. 
yˆ
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Tabel 1   Ringkasan ukuran kebaikan model hasil pendugaan RK, RKTP, RKU 
dengan metode pra-pemrosesan TWD 
 
Data Kriteria δ   
    0.15 0.2  0.3 
0.5 
RKTPTWD 0.6 0.7 
1 
RKUTWD 
Simulasi 1 h 2 3 4 4 4 5 4 
N=20, 
p=128 2R  0.929 0.942 0.941 0.838 0.848 0.828 0.575 
  
2
R  0.926 0.934 0.929 0.816 0.808 0.783 0.495 
  s 0.281 0.264 0.274 0.389 0.141 0.161 0.734 
Simulasi 2 h     2 3  3  3  4  4 7 
N=20 2R   0.973  0.975  0.973  0.926  0.966  0.906  0.926 
P=256 
2
R   0.971  0.971  0.970  0.907  0.960  0.903  0.945 
  s  0.175  0.173  0.180  0.231  0.207  0.252  0.244 
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Gambar 1   Diagram pencar antara y dengan  hasil pendugaan metode  yˆ
                   RKTWD, RKUTWD, RKTPTWD untuk data simulasi 1 
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S c a t t e r p lo t  o f  y  v s  y - d u g a ( 0 . 2 ) ,  y - d u g a ( 0 . 5 ) ,  y - d u g a ( 1 ) ,  y - d u g a ( o p t )
 
        
 Gambar 2    Diagram pencar antara y dengan  hasil pendugaan metode  yˆ
                    RK-TWD, RKU-TW+D, RKTP-TWD untuk data simulasi 2 
 
 
 Hasil pendugaan pada data simulasi 1 
(n=20, p=128) dengan mengambil 16 koefisien 
wavelet pada resolosi 0, 1, 2, 3 serta 1 koefisien 
untuk fungsi skala, transformasi wavelet diskret  
memberikan hasil yang memuaskan.  Hal ini 
dapat dilihat pada Tabel 1 yang tampak bahwa 
pada 2.0=δ  (RKTWD) menghasilkan 
koefisien determinasi paling besar (R2=94,2%) 
serta simpangan baku  paling kecil (s=0.264) 
dibandingkan dengan 5.0=δ (RKTPTWD) 
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serta 1=δ  (RKUTWD) yang menghasilkan R2 
dan s masing-masing 83,8%, 0,389 serta 57,5% 
dan 0,734. Hal ini ditunjang dengan Gambar 1  
yang terlihat bahwa pada 2.0=δ  titik-titik 
yang ada lebih dekat ke garis 45o dari  pada 
5.0=δ  serta 1=δ . 
 Untuk data simulasi 2 (n=20, p=256) hasil 
TWD terbaik pada  8 koefisein wavelet dengan 
resolusi 0, 1, 2 serta 1 koefisien fungsi skala.  
Pada Tabel 1 dapat dilihat bahwa pada 2.0=δ  
(RKTWD) menghasilkan koefisien determinasi 
paling besar (R2=97,5 %) serta simpangan baku  
paling kecil (s=0,173) dibandingkan dengan 
5.0=δ (RKTPTWD) serta 1=δ  (RKUTWD). 
Hal ini ditunjang dengan Gambar 2 yang 
terlihat bahwa pada 2.0=δ  titik-titik yang ada 
lebih dekat ke garis 45o dari pada 
5.0=δ (RKTPTWD) serta 1=δ  (RKUTWD). 
  Simulasi dilakukan berulang-ulang dengan 
cara resampling, hasil ini merupakan salah satu 
hasil simulasi yang telah dicobakan. Hasil yang 
diperoleh dengan resampling menunjukkan 
bahwa pendugaan dengan RKTWD lebih baik 
dari pada RKUTWD maupun RKTPTWD 
(Setiawan dan Notodiputro, 2005b). 
  
KESIMPULAN 
Dari hasil kajian empirik dengan data simulasi 
ternyata regresi kontinum dengan metode pra-
pemrosesan transformasi wavelet (RKTWD) 
mempunyai potensi yang sangat baik untuk 
mengatasi masalah kondisi yang sakit dan 
singularitas.   serta R ,R 22 s belum cukup 
sebagai kriteria untuk melihat kebaikan suatu 
model.  Perlu dilakukan penelitian lebih lanjut 
dengan menggunakan  Root Mean Squares 
Error of  Prediction (RMSEP) sebagai kriteria 
kebaikan model. 
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