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Abstract
We discuss two different systems of number representations that both can be called
base 3/2. We explain how they are connected. Unlike classical fractional extension,
these two systems provide a finite representation for integers. We also discuss a con-
nection between these systems and 3-free sequences.
1 Introduction
A traditional non-integer base β was explored by Re´nyi [10] and Parry [9]. It represented
numbers using digits not-exceeding β. Every nonnegative real number can be represented as
a string of digits, usually using the radix point in such bases. Integers are usually represented
as infinite strings.
A different cool concept called exploding dots was invented by Propp [3] and popularized
by Tanton [4]. For a rational base b/a it allows using digits below a+b. The advantage of this
approach is that integers can be represented by finite strings. These bases were thoroughly
studied by Akiyama and others in [1].
In this paper, we are interested in base 3/2, which represents integers using digits 0, 1,
and 2. We discovered sequence A256785 in the OEIS [8], which uses digits 0 and 1, and
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symbol H to represent integers. We call this base, base 1.5 to differentiate it from base 3/2.
We discovered an isomorphism between the two bases.
While writing the results, we stumbled on another sequence, A265316, that was even more
surprising. Consider the following sequence: Take even numbers written in base 3/2 using
exploding dots with digits 0, 1, and 2. Then interpret the result in ternary. When we plugged
in the results we got sequence A265316: Consider a greedy way to divide non-negative
integers into an infinite set of sequences not containing a 3-term arithmetic progression. The
sequence A265316 is the set of first elements of these sequences.
Here is how this paper is arranged. In Section 2 we introduce exploding dots. In Section 3
we describe a particular case of exploding dots called 2← 3 machine, corresponding to base
3/2. This base uses digits 0, 1, and 2 in their expansions. In Section 4 we discuss the base
1.5 introduced in sequence A256785 which uses digits 0 and 1, and symbol H.
In Section 5 we define sequence A265316 and discuss its connections to the base 3/2. We
do not completely prove the fact that these sequences are the same, but we prove a lot of
properties for both sequences.
In Section 6 we explore several natural ways to represent the same number in base 1.5.
In Section 7 we produce an isomorphism between the two bases 1.5 and 3/2.
This research was done by the PRIMES STEP junior group. PRIMES STEP is a program
based at MIT for students in grades 6-9 to try research in mathematics.
2 Exploding Dots
Here we explain exploding dots. We start with a row of boxes that can be extended to the
left. We label the boxes from right to left. The rightmost box is labeled zero. The second
one to the right is box 1, the third to the right is box 2 and so on.
We also have an integer b that is our base. Consider integer N . To find its value in base
b, we place N dots in box 0. Now we allow explosions. As soon as there are b dots in box
k, they, BOOM, explode. That means we remove b dots from box k and add one dot in the
box to the left, which is of course, numbered k+ 1. We continue exploding until nothing can
explode anymore, meaning each box has no more than b dots. This process is called a 1← b
machine. At the end, we write the number of dots in each box from left to right, dropping
the leading zeros. The result is the representation of integer N in base b.
For example, to calculate 5 in base 2, we start with 5 dots in the rightmost box, box 0.
We can represent this state of our machine as 5. Since we have more than two dots, each
pair of dots explodes adding a dot to the box directly to the left. As there are two pairs,
we add two dots to box 1 and remove 4 dots from box 0. We can represent the result as 21:
one dot in the rightmost box and two dots in the box to the left. Now there are two dots
together in box 1; therefore, we have another BOOM, which results in base-2 representation
of 5: 510 = 1012, see Figure 1.
The cool part about the exploding-dots machines is that they are easily generalizable to
rational bases. The a← b machine is a machine where each time there are at least b dots in
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Figure 1: Exploding dots show how to represent 5 in base 2
a box, there is an explosion. An explosion in box k wipes out b dots from box k, while adding
a dots to box k+ 1. To represent an integer N , we start with N dots in box zero. After the
fireworks are over, that is all boxes have fewer than b dots, we read the number of dots from
left to right starting with the left most non-empty box. The result is the representation of
N in base b/a. We number the digits of this representation similar to the way we number
boxes: from right to left: dkdk−1 . . . d1d0.
For example, to calculate 5 in base 3/2, we start with 5 dots in the rightmost box, box
0. We can represent this state of our machine as 5. Since we have more than three dots
we have an explosion: the number of dots in the rightmost box decreases by 3 and we add
2 dots to the box on the left. The result is 22: which is the base-3/2 representation of 5:
510 = 223/2, see Figure 2.
3 Base 3/2
The 2 ← 3 machine is a machine where three dots explode generating two new dots in the
box on the left.
For example, number 7 in base 3/2 becomes 211.
The first several numbers written in base 3/2 form sequence A024629 in the OEIS [8]:
0, 1, 2, 20, 21, 22, 210, 211, 212, 2100, . . . .
Here are some awesome properties of base 3/2 [3, 4]:
• Every integer only uses digits 0, 1, and 2.
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Figure 2: Exploding dots show how to represent 5 in base 3/2.
• Every number starting with 2 starts with 2.
• Every number starting with 8 starts with 21 followed by either 0 or 2.
• The last digit repeats in a cycle of 3, the last two digits repeat in a cycle of 9, and so
on: the last k digits repeat in a cycle of 3k.
• Removing one or several last digits of an integer in this base gives another integer in
the base.
It is interesting to note that base 6/4 is different from base 3/2. For example, numbers
in base 6/4 can have 5 as a digit, while numbers in base 3/2 can not. For this reason, it
is important not to reduce the fraction to simplest terms in this definition of the base. In
particular, it is important to call this base, base 3/2, not base 1.5.
The digits in base b/a represent how the integer N can be decomposed into powers of
3/2 [3].
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Lemma 1. If dkdk−1 . . . d1d0 is a representation of integer N in base 3/2, then
N =
k∑
i=0
di
3i
2i
.
4 Base 1.5
A definition of base 1.5 is given in sequence A256785 in the OEIS [8]. This base uses three
symbols: 0, 1, and H. Symbol H represents 0.5. Letter H was likely chosen because of the
word half. For emphasis, we use 1.5 instead of 3
2
in this section where appropriate.
Here are a few rational numbers using these three digits in ascending order of the number
values:
0, H, H0, 1, H00, HH, 10, H0H, H000, H1, HH0, 1H, H01, H00H, 100, . . . .
We call this sequence the ascending sequence and denote it as An. The corresponding
values are:
0, 0.5, 0.75, 1, 1.125, 1.25, 1.5, 1.625, 1.6875, 1.75, 1.875, 2, 2.125, 2.1875, 2.25, . . . .
One might wonder how it could be possible to write this sequence: that is, why are we
always able to find the next number in value in an infinite set of numbers? The smallest
number with j digits is H00...0: it has j − 1 zeros and the value of 0.5 · 1.5j−1. Since this
value increases as j increases, to find all numbers that are less than 0.5 ·1.5j−1, we only need
to have a finite check of all the numbers with less than j digits.
An oddity of this base, although expected, is that not all of these numbers are integers.
The indices of integers in this sequence are:
0, 3, 11, 25, 46, 77, 117, 169, 232, 308, 401, 508, 631, 771, 929, 1108, 1308, . . . ,
which is now sequence A320035.
The first few natural numbers written in this base are:
1 = 1, 2 = 1H, 3 = 1H0, 4 = 1H1, 5 = 1H0H, 6 = 1H10, 7 = 1H11.
The weird thing about base 1.5 is that an i-digit number might be smaller than a j-digit
number where i > j.
Other than the ascending order, there is another reasonable order to write these numbers
in: we call it the dictionary order. Consider numbers that use only zeros and two other
digits a < b. Write the numbers in the increasing order. Replace a by H, and b by 1. In
this order, the numbers with more digits will go after the numbers with fewer digits. Did we
mention that this base is weird? The sequence of base 1.5 rational numbers in the dictionary
order is sequence Bn:
5
0, H, 1, H0, HH, H1, 10, 1H, 11, H00, H0H, H01, HH0, HHH, HH1, . . . .
The corresponding values are:
0, 0.5, 1, 0.75, 1.25, 1.75, 1.5, 2, 2.5, 1.125, 1.625, 2.125, 1.875, 2.375, 2.875, . . . .
The indices of integers in the dictionary ordered sequence are:
0, 2, 7, 21, 23, 64, 69, 71, 193, 207, . . . .
This is the sequence A265316. The sequence A265316 is not related to any base. We will
discuss this unexpected connection in Section 5.
The values in the dictionary order sequence go up and down, whereas if it were an integer
base, they would always go up. To be precise, the dictionary order sequence goes up, up,
down in a cyclic manner.
Lemma 2. For integer k ≥ 0, B3k < B3k+1 < B3k+2, while B3k+2 > B3k+3.
Proof. Numbers B3k, B3k+1, and B3k+2 only differ in the last digit. Therefore, we have
B3k+2 = B3k+1 + 1/2 = B3k + 1. This proves the first part of the lemma.
For the second part we look at the last two digits. If the last two digits of B3k+2 are 01,
then B3k+3 has the same prefix and the last two digits H0. The statement follows from the
fact that H0 < 1. If the last two digits of B3k+2 are H1, then B3k+3 has the same prefix and
the last two digits 10. The statement follows from the fact that 10 < H1.
Suppose the last two digits of B3k+2 are 11. Let us assume that B3k+2 ends with k ≥ 2
ones. We denote the digit before the last run of ones in B3k+2 as b, where b is either 0 or H.
Then number B3k+3 differs from B3k+2 only in the last k + 1 digits. The last k + 1 digits of
B3k+2 are b+ 0.5 followed by k zeros. Therefore the difference B3k+2 −B3k+3 is:
1.5k−1 + 1.5k−2 + · · ·+ 1.51 + 1.50 − 1
2
· 1.5k.
Summing the geometric series we get
2
(
1.5k − 1)− 1
2
· 1.5k = 1.5k+1 − 2.
The fact that k ≥ 2 means the difference is positive.
We want to introduce some marvelous sequences that show the connection between the
ascending order and the dictionary order. The first sequence shows the value order when
the numbers are arranged in the dictionary order. In other words, our sequence a(n) is such
that a(n) = k, if Ak = Bn. This is always possible because the sequences An and Bn contain
the same numbers, just in a different permutation. This sequence is now A320274:
0, 1, 3, 2, 5, 9, 6, 11, 17, 4, 7, 12, 10, 15, 23, 19, 27, 37, 14, 21, 29, 25, 34, 46, . . . .
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Similarly, we can define sequence b(n) so that b(n) = k, if Bk = An. This is now sequence
A320273:
0, 1, 3, 2, 9, 4, 6, 10, 27, 5, 12, 7, 11, 28, 18, 13, 30, 8, 81, 15, 29, 19, . . . .
The two sequences above are permutations of non-negative integers. Therefore, they
contain every number. By definition, they are inverses of each other.
5 The mysteries of sequence A265316
5.1 The definition of A265316
Now we go back to sequence A265316, which appeared here as indices of integers when
numbers containing digits 0, 1, and 2 are written in the dictionary order and interpreted in
base 3/2. We call this sequence the Stanley cross-sequence:
0, 2, 7, 21, 23, 64, 69, 71, 193, 207, 209, 214, . . . .
Before providing the official definition of the sequence, we give several other definitions.
A 3-free sequence is an integer sequence with no three elements forming an arithmetic pro-
gression. Given a start of a sequence of non-negative integers, the Stanley sequence is a
lexicographically smallest 3-free sequence with the given start [7]. The simplest Stanley
sequence is the one that starts with 0, 1. It is sequence A005836 in the OEIS [8]:
0, 1, 3, 4, 9, 10, 12, 13, 27, 28, 30, . . . .
Now we are ready to give a description of sequence A265316 from the OEIS [8].
1. Consider the simplest Stanley sequence: 0, 1, 3, 4, 9, 10 and so on. We denote this
sequence S0. This sequence can be described as non-negative integers that do not
contain 2 in their ternary representation.
2. Then we use the leftover integers and build a new minimal 3-free sequence. The new
sequence is 2, 5, 6, 11, 14 and so on. This sequence is now sequence A323398 in the
OEIS. We denote this new sequence S1.
3. Then we exclude this sequence too and continue building a new greedy 3-free sequence
S2: 7, 8, 16, 17, 19, 20, 34, and so on. This sequence is now sequence A323418 in the
OEIS.
4. We continue this procedure to the new sequence S3: 21, 22, 24, 25, 48, 49, 51, and so
on, which is now sequence A323419 in the OEIS.
5. It is known [10] that 3-free sequences have density zero. Therefore, we can build an
infinite number of such sequences. The starting numbers of these series of sequences
form sequence A265316 which is the object of this section. That is A265316(n) is the
first term of Sn.
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5.2 Greedy 3-free sequences in base 3/2
We now want to repeat the procedure of building 3-free sequences in base 3/2 using not just
integers, but all finite strings containing three digits 0, 1, and 2. We call these numbers
integer-like numbers.
It is wildly known [7] that the lexicographically first 3-free sequence, that is the simplest
Stanley sequence, are numbers that are represented in base 3 without twos.
Our situation is similar and different at the same time. Integer-like numbers that are
represented in base 3/2 have different values than the same strings interpreted in base 3.
Also, there are two different natural orders on all integer-like numbers written with 0, 1, and
2. One is the value order if they are interpreted in base 3 or ten, and the other one when
they are interpreted in base 3/2. The second order is different from the first. For example,
10 > 2 in the first order and 10 < 2 in the second. The first order is the dictionary order we
described before. The good news: the numbers without twos will be ordered the same way
in both orders.
We want to show that the lexicographically first sequence in integer-like numbers inde-
pendently of which order, base 3 value or base 3/2 value, we choose is the same sequence:
Lemma 3. The sequence of integer-like numbers in base 3/2 that does not contain twos in
their base 3/2 interpretation is a 3-free sequence. Moreover, this sequence is the lexicograph-
ically first 3-free sequence in both orders.
Proof. The first part of the proof is similar to the corresponding proof for the Stanley
sequence starting 0, 1.
Any integer-like number x that has a digit 2 in base 3/2 can be written in the form
2b− a, where a and b are integer-like numbers without a two in their 3/2 representation and
b > a. For example, x = 20211022021220220121111021 = 2 ·10111011011110110111111011−
00011000001000000101111001. We can choose b by replacing ones in x with zeros and chang-
ing twos to ones; we can choose a by changing all the digits 2 in x to zero. Notice that a, b < x
in both orders.
Next, no three different integer-like numbers without a 2 in their base 3/2 representation
can be in an arithmetic progression. To see why, suppose they were in such a progression.
Let the numbers be a, b, and 2b−a. If a and b are without a 2, then 2b is all 2s and 0s, and 2b
would need all its digit 2s lined up with all of a’s digit 1s for 2b−a to not have a 2 remaining
after subtraction. But then a and b are the same number, leading to a contradiction. This
is the same argument as in base 10. As there are no carries in the argument, the argument
works in any base.
We showed that the sequence of integer-like numbers without twos in base 3/2 is a 3-free
sequence. Now we need to show that it is lexicographically the first in both orderings.
The sequence starts with 0 and 1 in both cases.
We continue by induction. Assume by induction that the first n numbers are the integer-
like numbers without a 2 in base 3/2, the n-th number being y. We know that the next
number z without a 2 is valid, and we must prove it is of the smallest value in both orderings.
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Suppose it is not of minimum value, and the next term is instead a number x between y and
z. Then x must contain a 2. As we saw before, x can be represented as 2b − a for b and a
two numbers without a 2. As a, b < x in both orderings, then a and b must both be among
the first n terms of the sequence. Then a, b, x form a 3-term arithmetic progression, leading
to a contradiction. Therefore, the next 2-free integer-like number when written in base 3/2
is the next term of the sequence.
We denote the sequence of integer-like numbers that contain only zeros and ones in base
3/2 and arranged in the dictionary order as S0. Now we want to consider a set of sequences
Sk, where Sk = S0 + 2k in base 3/2. We show several properties of these sequences.
Lemma 4. 1. Each sequence Sk is 3-free.
2. Sequences Sk do not overlap.
3. Every integer-like number belongs to one of the sequences.
4. Sk is the lexicographically first sequence with no 3-term arithmetic progression chosen
from the set of numbers ∪i≥kSi when we use the value order.
Proof. 1. Each sequence Sk does not contain a 3-term arithmetic progression. This follows
from the fact that each sequence is a constant plus S0 and S0 does not contain a 3-term
arithmetic progression.
2. Sequences Sk do not overlap. Consider an element ai in S0. We start by showing that
ai + n, for any integer n > 1, does not belong to S0. Indeed, when we add an integer n > 1,
we either get 2 as the last digit, or we have a carry. A carry always generates a two. That
means, in any sequence Sk no two numbers differ by an integer more than 1. That means
Sk and Sj do not overlap for any k 6= j.
3. Every integer-like number belongs to one of the sequences. This can be proven by
showing that every integer-like number in base 3/2 comes down to a number with only 1 and
0 by subtracting 2. Indeed, if a number contains a 2, then we can always subtract a 2 from
it and get a positive integer-like number. We continue subtracting 2 while we have a 2 in
the number. As this process is finite we have to end with an integer-like number consisting
only of ones and zeros in their base 3/2 representation.
4. We know that S0 is lexicographically first. We proceed by induction. Suppose for j ≤ k
sequence Sj is lexicographically first by value in the set S\∪i≥jSi. Consider lexicographically
first sequence F in this set S \ ∪i≥kSi. Notice that every element in F has to contain a 2 in
its base 3/2 representation. That means if, we subtract a 2 from every element of F we get
integer-like numbers in the set S \ ∪i≥k−1Si. It has to be lexicographically first, so it has to
equal Sk. Thus, sequence F has to equal Sk+1.
We later need one more property about sequences Si written in base 3/2. But first a
definition. We say that a set of numbers with digits 0, 1, and 2 satisfies two-out-of-three
property if the following holds:
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• The last digit of every number in the set uses two out of three possible digits.
• Numbers in the set that end with x can have only two possibilities for a digit before
x, and both possibilities are realized.
Lemma 5. Sequences Sn when written in base 3/2 satisfies two-out-of three property.
Proof. Sequence S0 consists of numbers using zeros and ones. Thus it satisfies the two-out-of
three property. Sequence Sn is constructed by adding the same number x to all elements of
S0 considered in base 3/2.
Now we start from the last digit and use induction. The last digit has two possibilities:
the last digit of x and the last digit of x + 1. Consider numbers in Sn that end with the
same string of m digits denoted here by z. When we subtract x from all these numbers we
get a set of numbers with a fixed string y at the end. Before it, we can only have 0 or 1
as a digit. Now when we add x to these numbers, we have exactly two possibilities for the
number before the string. Both of them are realized.
5.3 Write Si in base 3/2 and interpret them in base 3
First recall a famous fact about 3-term integer arithmetic progressions.
Lemma 6. The last digits of a 3-term arithmetic progression written in base 3 are either all
the same or all different.
Before proceeding we need the following statement about sequences Si.
Lemma 7. Sequence Sk written in base 3/2 and then interpreted in base 3 is 3-free.
Proof. Suppose sequence Sk written in base 3/2 and then interpreted in base 3 contains
an arithmetic progression a, b, c. There are only two possibilities for the last digit. That
means a, b, c have the same last digit in base 3. We subtract this digit and divide by 3. We
get numbers a′, b′c′ that are numbers a, b, c without the last digit. They have to form the
arithmetic progression. By our two-out-of-three property, as the last digit is fixed, there are
only two possibilities for the digit before it, which is now the last digit in the new progression
a′, b′c′. It follows that the last digit in a′, b′c′ is the same for all three numbers. By continuing,
we get that the numbers a, b, c are equal to each other, leading to a contradiction.
The following statement which we did not prove is the last step that is needed for our con-
jecture: Each sequence Sn is lexicographically first 3-free sequence on the available numbers
in base 3 order.
Now we state our main conjecture.
Conjecture 8. Sequence Sk written in base 3/2 but interpreted in base 3 is sequence Sk.
Corollary 9. The Stanley cross-sequence can be defined as following: Take even numbers,
write them in base 3/2, interpret the resulting string as numbers written in ternary.
Now we want to spend some time discussing sequences Si, for i = 1, 2, 3 in more detail.
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5.4 Examples
We can easily describe the first few sequences Si in terms of their representation in base 3/2:
• S0 are numbers written with 0 and 1: 0, 1, 10, 11, 100, and so on.
• S1 are numbers that contain exactly one 2 that might be followed by zeros: 2, 12, 20,
102, 112, 120, 200, and so on.
• S2 are numbers such that the last digit is 1 or 2 and the rest is a substring from S1:
21, 22, 121, 122, 201, 202, and so on.
• S3 are numbers such that the last two digits are from the set {10, 11, 20, 21} and the
rest is a substring from S1. Equivalently, we can say that S3 has 0 and 1 as the last
digit and the rest as S2: 210, 211, 220, 221, 1210, 1211, and so on.
6 Different ways to write numbers in base 1.5
Non-integer bases have been known for a long time. Consider a number β > 1. The value
of x = dn . . . d2d1d0.d−1d−2 . . . d−m is
x = βndn + · · ·+ β2d2 + βd1 + d0
+ β−1d−1 + β−2d−2 + · · ·+ β−md−m.
This representation of x is called a β-expansion and was introduced by Re´nyi in 1957 [10]
and later studied by Parry [9]. In such representations the numbers di are non-negative
integers less than β. Every real number has at least one β-expansion.
What we study is different. In our expansions we are more flexible. In case of base 3/2
we allow digits 1 and 2 in our expansions. In case of base 1.5 we allow a non-digit H in our
expansions.
There is a famous greedy algorithm to write an integer N in an integer base b. This
algorithm was adapted for β-expansions by Re´nyi [10].
We are trying to represent N as dkdk−1 . . . d1d0. In this algorithm we start with finding
the left-most digit dk:
1. Find the total number of digits. Find the largest power k so that N ≥ bk. Then
N has k + 1 digits in base b.
2. Find the left-most digit. Then the digit dk is equal bN/bkc.
3. Repeat. Consider the new integer N−dkbk and continue recursively using zeros when
necessary.
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This algorithm chooses the lexicographically largest expansion in case there are several
expansions. There are other expansions that choose digits 0 and 1. They were studied by
many authors, starting with Kempner [6].
Use only zeros and ones. We find k so that 1.5k < N < 1.5k+1. The first non-zero
digit is dk = 1. Repeat with the difference. For example,
2 = 10.010000010010010100000000010000001 . . . .
This is the same representation as used by Re´nyi [10] that is the largest expansion lexico-
graphically. Another famous expansion is the lazy expansion:
2 = 0.11111 . . . .
As we can also use H for a digit, the number of possible expansions increases. Here are
some natural examples.
1. A finite expansion for integers. The base is designed in such a way that any integer
has a finite expansion. For example,
2 = 1H.
We show later in this section how to represent any integer as a finite expansion.
2. Use only Hs and zeros. Find k so that 1
2
· 1.5k < N < 1
2
· 1.5k+1. The first non-zero
digit is dk. If follows that N < 1.5
k. Therefore, dk =H. In this representation every
number is represented using only 0 and H. For example,
2 = H000.0H00H00H000H000H00H00H . . . .
This extension chooses the first digit as far to the left as possible. It gives the largest
expansion lexicographically when using digits 0, 1, and H.
3. Use only Hs and ones. We can use the fact that 1=0.HHH... which we represent
as 0.H. Similarly 1.5 = H.H, and so on. A k-th power of 1.5, for k > 0, is represented
with k digits H before radix followed by H. If k < 0, then 1.5k is represented with
k zeros after the period followed by Hs. Consider a positive real number x such that
1.5k ≤ x < 1.5k+1. Denote the difference x− 1.5k by d. We can represent d using only
zeros and Hs as above. Moreover, the largest non-zero digit of d in this representation
is less than k as d < 1.5k+1 − 1.5k = 0.5 · 1.5k. When we add these representations of
d and 1.5k, we get x represented with only Hs and ones starting from the significant
digit. For example, if x = 2, then k = 1 and d = 0.5. Now we need to represent 0.5
using only Hs, that is d =H. Summing up, with this algorithm 2 is represented as
2 = 1.HHHHHHHHHHHHHHH . . .
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4. Make the first digit as close to the number as possible. Consider the set of
numbers, 1
2
· 1.5k, 1.5k. Pick the largest number from this set that does not exceed N .
Repeat with the difference. With this algorithm 2 is represented as
2 = H000.00100000H000H000H . . . .
Notice, that the second algorithm and Re´nyi’s algorithm are connected. If we represent
x using only digits 0 and H, then by replacing H with 1 we get Re´nyi’s representation of 2x
with only 0 and 1.
We now look at the numbers that are not extended past the decimal points. We already
studied such numbers in base 3/2. Similar to that, we call such numbers in base 1.5 integer-
like. An integer-like number is either an integer or a non-integer, but every integer has an
integer-like representation.
It is well-known that while infinite β-expansions are not unique, finite β-expansions are
unique. A similar statement is true in base 1.5.
Lemma 10. No two integer-like numbers in base 1.5 have the same integer-like representa-
tion.
Proof. Consider two different representations akak−1 . . . a0 and bjbj−1 . . . b0 of the same value.
If a0 = b0 6= 0, we can replace a0 and b0 in both numbers by zero, and still have two different
representations with the same value. If a0 = b0 = 0, we can remove the last digit from both
numbers while still having two different numbers with the same value. That means, we can
assume that a0 6= b0. Given that these numbers have the same value, we write:
k∑
i=0
ak
3i
2i
=
k∑
i=0
bk
3i
2i
,
where we replace H with 1/2. Now we multiply both sides by 2k+1. We get
k∑
i=0
2ak3
i2k−i =
k∑
i=0
2bk3
i2k−i.
Both sides are integers. By taking this equation modulo 3, we get that
2k+1a0 = 2
k+1b0.
Therefore,
a0 = b0.
This creates a contradiction with our assumption and proves the lemma.
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The sequence of natural numbers in base 1.5 starts as 0, 1, 1H, 1H0, 1H1, 1H0H, 1H10,
1H11, 1H0HH.
Algorithm for incrementing a number by 1 in Base 1.5:
Start at the last digit:
if 0: change to 1, stop
if 1: change to H, carry 1
if H: change to 0, carry 1
move one digit to the left
In other words, start with the first zero to the right. If there are no zeros, pad one zero at
the beginning. Then for the string of digits starting and including the last zero replace them
in a cyclic order: 0→ 1→ H → 0. For example, the representation of 7 is 1H11. We pad it
with 0, to get 01H11, then cycle these digits to 1H0HH, which is the base 1.5 representation
of 8. As another example, the representation of 22 is 1H100H1, so 23 must be 1H1010H.
7 Isomorphism
There are a lot of similarities between bases 3/2 and 1.5. Is there a connection between the
two bases?
Theorem 11. Every number in base 1.5 is the same as the number with 2 times its value
in base 3
2
except with the digits 0, H, 1 replaced by 0, 1, 2 correspondingly.
Proof. We start by noticing that multiplying 0, H, 1 by 2 produces 0, 1, 2 correspondingly.
Now consider number x in base 1.5. That means we can use the base 1.5 representation to
represent x as a sum of powers of 3/2 with coefficient 0, 1/2, and 1. Multiplying by 2 we
get a representation of 2x as a sum of powers of 3/2 with coefficient 0, 1, and 2. As sums of
powers match the representations in bases and the representation is unique, the theorem is
proven.
For example, 2 in base 1.5 is 1H. That means 4 in base 3/2 is 21. In addition, we know
other ways to represent 2 in base 1.5. We can use them to show how 4 can be represented
in base 3/2.
1. Only 0 and 1.
4 = 1000.0100100100010001001001 . . . .
2. Only 0 and 2.
4 = 20.020000020020020200000000020000002 . . . ,
3. Only 1 and 2.
4 = 2.1111111111111111111111 . . . ,
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4. The smallest leftover.
4 = 1000.00200000100010001 . . . .
Because of the isomorphism, we can rewrite the properties in Section 3 in base 3/2 in
our base 1/5:
• Every integer only uses digits 0, H, and 1.
• Every positive integer starts with 1.
• Every integer bigger than 3 starts with 1H followed by either 0 or 1.
• The last digit repeats in a cycle of 3 numbers, the last two digits repeat in a cycle of
9 numbers, and so on. The last k digits repeat in a cycle of 3k numbers.
• Removing one or several last digits of an integer in this base gives another integer in
the base.
Here are some other parallels. Sequence A244040 is defined as a sum of digits of n in
fractional base 3/2. With respect to fractional base 1.5, A244040(2n) is twice the sum of
digits of n.
Also, sequence A256785 is related to base 1.5. It shows the numbers that have an integer
digit sum in base 1.5: 1, 5, 11, 14, 20, 21, 22, 23, 26, 29, 30, 31, . . .. Equivalently, these are
numbers that have an even number of digits H in their representation. On the other hand,
2· A256785 is the sequence of even numbers that have an even sum in base 3/2.
As another example, consider sequence A320035 that provides indices of integers in
integer-like numbers written in ascending order in base 1.5. The same sequence is sequence
of indices of even integers in the sequence of integer like numbers written in ascending order
in base 3/2. The sequence for all integers in base 3/2 is now sequence A320272:
0, 1, 3, 6, 11, 17, 25, 34, 46, 60, 77, 96, 117, . . . .
By the way, if we use the dictionary order, then indices or integers in integer-like numbers
in base 3/2 are sequence A261691:
0, 1, 2, 6, 7, 8, 21, 22, 23, 63, 64, 65, 69, 70, 71, 192, 193, 194, 207, 208, . . . .
The similar sequence in base 1.5 is every other term in A261691:
0, 2, 7, 21, 23, 64, 69, 71, 193, 207, . . . .
It is our mystery sequence A265316.
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