The static critical exponents of the three dimensional Blume-Capel model 
One of the interesting problems in the study of phase transitions of model systems is to determine the order of phase transition and universality of the systems. Blume-Capel model which exhibits a tricritical behavior has been of considerable interest in recent years. The Hamiltonian of the model is given by,
where s i = −1, 0, 1 and the first sum is carried out over all nearest-neighboring (nn) spin pairs on a three-dimensional simple cubic lattice. The parameters of the J and D are the bilinear interaction energy and single-ion anisotropy constant, respectively. The BC model has been applied with success in many different physical situations such as the magnetic phase transitions [1, 2] , structural transitions [3] , dilute Ising ferromagnets [4] and staged intercalation compounds [5] . It is not exactly solvable in three-dimension, but it has been studied over finite and infinite d-dimensional lattices by means of many different simulation and approximate techniques. An extensive analysis of this model for three-dimensional lattices was made using the meanfield approximation [1, 2] , the effective field theory [6, 7] , the Bethe-Peierls approximation [8, 9] , the series expansion methods [10, 11] , the self-consistent Ornsteien Zernike (SCOZ) approximation [12, 13] , the renormalization group theory [14, 15] , the cluster variation method [16, 17] , the Monte Carlo method [18 − 22] , cellular automaton [23] . Most of these analysis predict in the BC model the existence of a tricritical point at which the phase transition changes from second-order to first order for a D/J value in the interval 2.7 < D/J < 2.9 on the simple cubic lattice. The problem of identifying the tricritical point is particularly difficult in numerical simulations. Difficulties have arisen in the inaccessible of the entire region of metastable and unstable states properties of first order phase transitions.
In previous paper [23] , we investigated the tricritical behavior of the 3- indicates that the cooling algorithm is a suitable procedure for the calculations near the first order phase transition region, and the cooling rate is an important parameter in the determining of the phase boundary. The CCA algorithm is first introduced for spin-1/2 Ising model by Creutz [24] which is a microcanonical algorithm interpolating between the canonical Monte Carlo and molecular dynamics techniques on a cellular automaton. The Creutz algorithm for the spin-1/2 Ising model in two and higher dimensions [25, 26] and spin-1 Ising model in two dimensions [27 − 29] has been proven to be successful in producing the value of the static critical exponents.
In the present paper, we investigate the universality of the three dimen- and a conclusion is given in Section 4.
. Model
Three variables are associated with each site of the lattice. The value of each site is determined from its value and those of its nearest-neighbors at the previous time step. The updating rule, which defines a deterministic cellular automaton, is as follows: Of the three variables on each site, the first one is the Ising spin B i . Its value may be 0 or 1 or 2 . The Ising spin energy for the model is given by Eq.1. In Eq.1, S i = B i − 1. The second variable is for the momentum variable conjugate to the spin ( the demon ). The kinetic energy associated with the demon, H K , is an integer, which equal to the change in the Ising spin energy for the any spin flip and its values lie in the interval (0, m). The upper limit of the interval, m, is equal to 24J. The total energy
is conserved.
The third variable provides a checkerboard style updating, and so it allows the simulation of the Ising model on a cellular automaton. The black sites of the checkerboard are updated and then their colour is changed into white;
white sites are changed into black without being updated. The updating rules for the spin and the momentum variables are as follows: For a site to be updated its spin is changed one of the other two states with 1/2 probability and the change in the Ising spin energy ,dH I , is calculated. If this energy change is transferable to or from the momentum variable associated with this site, such that the total energy H is conserved, then this change is done and the momentum is appropriately changed. Otherwise the spin and the momentum are not changed.
For a given total energy the system temperature is obtained from the average value of kinetic energy, which is given by:
where E = H K . The expectation value in Eq. 3 is average over the lattice and the number of time steps. Because of the third variable, the algorithm requires two time steps to give every spin of the lattice a chance to change.
Thus, in comparison to ordinary Monte Carlo simulations, two steps correspond to one full sweep over the system variables.
The initial configurations with the different total energy are obtained using standard and cooling algorithms [23] . In the standard algorithm, all the spins take the ferromagnetic ordered structure (↑↑) and the kinetic energy is, randomly, given to the lattice via the second variables in the black sites such that the kinetic energy is equal to the change in the Ising spin energy for flipped of the spin at those sites. This initialization procedure resets the starting configuration at each total energy. The cooling algorithm is divided into two basic parts, the initialization procedure and the taking of measurements. In the initialization procedure, firstly, all the spins in the lattice sites take the ferromagnetic ordered structure (↑↑) and the kinetic energy per site in the all lattice sites is equal to the maximum change in the Ising spin energy for the any spin flip using the second variables. This configuration is run during the 10.000 cellular automaton time steps. In the next step, last configuration in the disordered structure has chosen as a starting configuration for the cooling run. Rather than resetting the starting configuration at each energy, it was convenient to use the final configuration at a given energy as the starting point for the next. During the cooling cycle, energy was subtracted from the spin system through the second variables (H k ) after the 1.000.000 cellular automaton steps.
Results and discussion
The universality of the three dimensional Blume-Capel model is investigated in the continuous transition region using standard and cooling algorithms. At the cooling algorithm, the cooling rate is equal to 0.01H k per site for all the D/J values, but the kinetic energy of the system reduced by the different cooling amounts per site because the kinetic energy, H k , is an integer variable in the interval (0, m). The computed values of the quantities are averages over the lattice and over the number of time steps (1.000.000) with discard of the first 100.000 time steps during which the cellular automaton develops.
The critical temperatures are estimated using two different ways. Firstly, the critical temperatures are estimated from the temperature variation of the Binder forth-order cumulant [31, 32] for the finite lattices. The Binder fourth-order cumulant of the magnetization is given by,
The temperatures variations of the Binder cumulant are illustrated in thermore, the critical exponent ν can be obtained using the finite size scaling relation for the Binder cumulant, which is defined by [32] ,
where The data of Binder cumulant could not be scaled with ν = 0.64 universal value ( Fig.2(b) ). On the other hand, it is scaled with ν = 0.87 ( Fig.2(c) ).
This result indicates that the value of the correlation length critical exponent at D/J = 2.8 is not equal the theoretical value (ν = 0.64) at the cooling algorithm.
Secondly, the critical temperatures are also obtained from susceptibility is given by, The values of the static critical exponents are estimated using power-law relations and the finite-size scaling relations of thermodynamic quantities.
Firstly, the critical exponents β(L), γ(L) and α(L) for each lattice are obtained from the log-log plots of the following power-law relations:
where The finite size scaling relations of the order parameter M, the susceptibility χ and the specific heat C are given by,
For large x = εL −1/ν , the infinite lattice critical behaviors must be asymptotically reproduced, that is,
The finite size scaling plots of the data for the order parameter M are shown in Fig.3 (Fig(3(d) ).
The finite size scaling plots of the susceptibility are shown in in the D/J < 3 region at the standard algorithm and D/J < 2.8 region at the cooling algorithm (Fig.4(a, b, c) ). The susceptibility data for D/J = 2.8 value are not compatible with the asymptotic form for γ = 1.25, but the data lies on a single curve for γ = γ ′ = 1.6 and ν = 0.87 for T < T c (∞) and (Fig.4(d) ).
The specific heat of an infinite lattice for the Ising model is well described by [33] , To get another estimation for these critical exponents, the finite size scaling relations at T = T c (∞) are used. The finite size scaling relations of the order parameter and the susceptibility at T c are given by,
The value of the order parameter and the magnetic susceptibility at T c (∞, D/J) are determined and the slope obtained from the log-log plot of the scaling relation corresponding to these quantities gives β/ν and γ/ν.
The estimated values are given in Table 5 . The values of β and γ obtained from β/ν and γ/ν using ν = 0.64 are in agreement with theoretical values in the D/J < 3 region at standard algorithm and in the D/J < 2.8 region at the cooling algorithm. Furthermore, for D/J = 2.8 parameter value, the value of β obtained from β/ν is 0.31 using ν = 0.87, and γ obtained from γ/ν using ν = 0.87 is equal to 1.36 at the cooling algorithm.
Conclusion
The three dimensional Blume-Capel model is simulated using two differ- 
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