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ITERATED ASYMPTOTIC CONES
LARS SCHEELE AND ALESSANDRO SISTO
Abstract. Iterated asymptotic cones have been used by Drut¸u and Sapir
to construct a group with uncountably many pairwise non-homeo-morphic
asymptotic cones. In this paper we define a class of metric spaces which
display a wide range of behaviors with respect to iterated asymptotic cones,
and we use those to construct examples within the class of groups. Namely,
we will show that there exists a group whose iterated cones are pairwise non-
homeomorphic, or periodically homeomorphic.
Introduction
Asymptotic cones are useful quasi-isometry invariants of metric spaces, especially
groups, each of which encodes some aspects of the large scale geometry of a metric
space. Gromov put forward the idea to construct them in [G], and this idea has
been refined by van den Dries and Wilkie in [vDW]. The asymptotic cones of
the metric space X depend on the choice of an ultrafilter, a sequence of points
of X (called base-point) and a divergent sequence of positive real numbers (called
scaling factor). The asymptotic cones of a group do not depend on the choice of
the base-point and this is why there has been more interest in the dependence on
the ultrafilter/scaling factor (those choices are interrelated). Roughly speaking,
the asymptotic cones of X do not depend on the scaling factor if X “looks the
same” at each large scale. Many classes of groups have asymptotic cones which
do not depend (up to bilipschitz homeomorphism) on the scaling factor/ultrafilter,
for example abelian groups, nilpotent groups [P], lattices in SOL [dC], hyperbolic
groups [DP], groups hyperbolic relative to subgroups whose asymptotic cones do
not depend on the scaling factor/ultrafilter [OsS], [Si2]. The first example of a (non
finitely presented) group whose asymptotic cones do depend on the scaling factor
has been found by Thomas and Velickovic in [TV], while the first finitely presented
example is due to Ol’shanskii and Sapir [OlS].
A striking example of dependence on the ultrafilter has been found in [KSTT],
where it is shown that there are groups (namely lattices in certain Lie groups)
all whose asymptotic cones are homeomorphic if the Continuum Hypothesis (CH)
holds, while they have 22
ℵ0
pairwise non-homeomorphic asymptotic cones if (CH)
fails. That paper also contains the proof that under (CH) a group can have at
most 2ℵ0 pairwise non-homeomorphic asymptotic cones.
Drut¸u and Sapir [DS] provided an example of a group which achieves the maximum
(under (CH)) cardinality 2ℵ0 of pairwise non-homeomorphic asymptotic cones, and
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in order to construct such an example they used iterated asymptotic cones. In
particular, they showed that an asymptotic cone of an asymptotic cone of X is
again an asymptotic cone of X , and they found 2ℵ0 pairwise non-homeomorphic
spaces among the iterated asymptotic cones of a suitably chosen group. In other
cases, it is easier to show that for a certain space iterated asymptotic cones, rather
than all asymptotic cones, are homeomorphic (compare the final remark of [OsS]
and [Si2, Theorem 0.6]).
In this paper we will study iterated asymptotic cones. Examples of interesting
behaviors with respect to iterated cones has been found in [Sc1] as the result of
the fact that all proper metric spaces can be realized as asymptotic cones (see also
[Si1]).
Our strategy in this paper is to define a class of metric spaces, the bullseye spaces,
which are closed under ultralimits and asymptotic cones (with fixed base-point)
and which encode 0-1 sequences (well defined up to shift when we consider those
spaces up to homeomorphism). Those spaces exhibit a wide range of behaviors
with respect to the procedure of iterating the asymptotic cone. It will be easy to
have some control on the asymptotic cone of a bullseye space X as the 0-1 sequence
associated to the asymptotic cone is an ultralimit of the sequence associated to X .
The simplest application of this property will be to show that many bullseye spaces
have 2ℵ0 pairwise non-homeomorphic asymptotic cones (Proposition 4.2).
Our main theorem is the following (Coneiµ(X, e, α) denotes the i−th iterated as-
ymptotic cone, see Definition 1.6 for details).
Theorem 0.1. There exists a group G and a scaling factor α, such that for any
ultrafilter µ and any natural numbers i, j with i 6= j the iterated cones Coneiµ(G, e, α)
and Conejµ(G, e, α) are not homeomorphic.
Indeed, we will first construct an example of metric space satisfying the above
property (Theorem 2.7) and then use techniques from [DS] to obtain an example
within the class of groups (Theorem 3.11).
Finally, we will construct other examples within our class displaying interesting
behavior, and some of them can be turned into group examples. For example we
will show that there are groups with non-trivially periodic iterated asymptotic cones
(Theorem 4.4 and Remark 4.5):
Theorem 0.2. For each positive integer m there exists a group G and a scaling
factor α, such that for any ultrafilter µ we have that Coneiµ(G, e, α) is homeomorphic
to Conejµ(G, e, α) for i, j ≥ 1 if and only if i ≡ j mod m.
Also, we will provide examples of spaces displaying interesting behaviors with re-
spect to a less rigid definition of iterated cones (Theorem 4.8) and transfinite as-
ymptotic cone iteration (Theorem 4.9), as well as an example of a space with
non-homeomorphic iterated cones and “just” countably many asymptotic cones
(Theorem 4.10).
Large portions of this paper are part of the first author’s thesis [Sc2] which was
written under the supervision of Prof. K. Tent.
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1. Preliminaries
1.1. Ultrafilters.
Definition 1.1. Let I be a set. A filter µ on I is a nonempty collection of subsets
of I, such that for all subsets A,B ⊆ I we have
i) ∅ /∈ µ.
ii) A ∈ µ,A ⊆ B ⇒ B ∈ µ.
iii) A,B ∈ µ⇒ A ∩B ∈ µ.
The set of all filters on I can be partially ordered by inclusion. It is easy to see that
totally ordered subsets have upper bounds and therefore maximal filters exist by
Zorn’s lemma. Those are called ultrafilters. They can be characterized as follows:
a filter µ is an ultrafilter if and only if
iv) For all A ⊆ I either A ∈ µ or I \A ∈ µ.
An ultrafilter on I can also be regarded as a finitely additive probability measure
on I, which only takes the values 0 and 1. We say that some property of elements
of I holds µ-almost everywhere (µ-a.e.) if the set where it holds lies in µ.
Example 1.2. Let I be a set and i ∈ I a point. Then the collection
µi := {A ⊆ I : i ∈ A}
defines an ultrafilter on I. Such an ultrafilter is called principal.
Note that for finite sets I each ultrafilter is of this form. Non-principal ultrafilters on
I exist if and only if I is infinite: take the collection of all cofinite sets in an infinite
I. This is a filter and therefore contained in an ultrafilter, which is non-principal
since it contains no finite sets.
An ultrafilter µ on I can be used to assign a limit to any sequence (xi)i∈I with
values in [0,+∞] (indeed, in any compact Hausdorff topological space). Namely,
the µ−limit of (xi) is the only a ∈ [0,+∞] such that every neighborhood of a
contains µ-almost every element of the sequence (xi). Write
µ− lim
i
xi = a or simply µ− limxi = a
For later use we also need the definition of product of ultrafilters.
Definition 1.3. Let I be a set and µ and ν ultrafilters on I. Define the product
µ× ν on the set I × I by saying that for A ⊆ I × I we have
A ∈ (µ× ν) ⇐⇒ {i ∈ I : {j ∈ I : (i, j) ∈ A} ∈ ν} ∈ µ.
If I is infinite, there is a bijection σ : I × I → I and we may regard µ× ν again as
an ultrafilter on I by taking the preimage of a subset of I under this bijection. Of
course the resulting ultrafilter will then depend on the choice of σ.
Note that the product is not commutative in general, that is, if I is infinite and µ
and ν are non-principal ultrafilters on I, we might have µ× ν 6= ν × µ.
Suppose that for each pair i, j ∈ N, we have a number xij ∈ R and two ultrafilters
µ and ν on N. Then it is easy to see that
µ− lim
i
(
ν − lim
j
xij
)
= (µ× ν)− lim
(i,j)
xij .
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A proof can for example be found in [DS, Lemma 3.22].
1.2. Asymptotic cones. Let us now define the asymptotic cone of an arbitrary
metric space. For more details see [D]. In what follows if X and Y are metric
spaces, the notation X ∼= Y will mean that X and Y are isometric.
Definition 1.4. Let (X, d) be a metric space, µ a non-principal ultrafilter on a
countable set I, e = (ei) a sequence of points in X (the base-point) and α = (αi) a
sequence of positive real numbers such that µ− limαi = +∞ (the scaling factor
1).
Consider now the following set:
Xαe :=
{
(xi) ∈ X
I : µ− lim d(xi, ei)/αi < +∞
}
.
The asymptotic cone of X with respect to the base-point e, the ultrafilter µ and
the scaling factor α is
Coneµ(X, e, α) := X
α
e /≈,
where
xn ≈ yn ⇐⇒ µ− lim d(xn, yn)/αi = 0.
We will denote an equivalence class with respect to ≈ by [xn]. The metric d∞ on
Coneµ(X, e, α) is defined by
d∞
(
[xn], [yn]
)
:= µ− lim d(xi, yi)/αi.
Remark 1.5. Sometimes it is convenient to consider more general µ-limits of
metric spaces. Let (Xi, di) be a sequence of metric spaces and consider a point
x = (xi) ∈
∏
Xi. Then the ultralimit of the Xi with basepoint x is defined as the
quotient set of
µ− lim(Xn, x) :=
{
(yi) ∈
∏
Xi : µ− lim di(xi, yi) <∞
}
with respect to the equivalence relation as above. In this light, the construction of
the asymptotic cone refers to the special case of setting (Xi, di) := (X,
d
αi
).
Definition 1.6. [ Iterated asymptotic cones.] Fix a non-principal ultrafilter µ
on N, a scaling factor α. For each metric space X and e ∈ X , set Cone0µ(X, e, α) :=
X , e(0) = e and for i ∈ N set
Conei+1µ (X, e, α) := Coneµ
(
Coneiµ(X, e, α), e(i), α
)
,
e(i+ 1) = [ê(i)],
where ê(i) is the constant sequence with value e(i).
In order to simplify the notation we will denote each e(i) for i ≥ 1 by eˆ.
The following lemma, which can be found in [DS], Section 3.2, is crucial.
Lemma 1.7. Let (X, d) be a metric space, e ∈ X a basepoint and fix two non-
principal ultrafilters µ and ν on N and scaling factors α and β. Then
Coneµ
(
Coneν(X, e, α), eˆ, β
)
∼= Coneµ×ν(X, e, γ),
where γ is the sequence of real numbers indexed by N×N defined as
γk,n := αnβk.
1Sometimes we will first choose a scaling factor and then an ultrafilter. In this case scaling
factor will just mean diverging sequence.
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In particular, if the asymptotic cones of X are all isometric, then so are the iterated
asymptotic cones.
2. Infinite iteration
We want to give an example of a metric space X having infinitely many pairwise
non-homeomorphic iterated cones, which means that for every i 6= j the space
Coneiµ(X, e, α) is not homeomorphic to Cone
j
µ(X, e, α).
In order to do so we define a family of metric spaces which encode 0-1 sequences in
a suitable way. A similar idea has been exploited by Bowditch to show that there
are uncountably many quasi-isometry classes of groups [B].
Definition 2.1. Fix a sequence (ak)k∈Z ∈ {0, 1}Z. We will encode this sequence in
a metric space X , called bullseye space associated to the sequence (ak). Consider
the union of all circles in R2 with radii 2k, k ∈ Z all centered at the origin and add
the origin to the space as a basepoint, called e.
Now, add the x−axis, which can be sees as the union of two rays from the origin
to infinity. On one of the rays we put discs on every interval between two circles,
rescaled in such a way that the space stays scaling invariant for powers of 2. On
the other ray we do the same for 3-dimensional balls.
For each k ∈ Z, connect the circle of radius 2k to the circle of radius 2k+1 with a
suitable segment contained in the positive part of the y−axis if and only if ak = 1.
These segments are called bridges.
Finally, endow the resulting space X with the path metric.
buuuu r r r r
1
1
0
1
Figure 1: A bullseye space.
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Remark 2.2. X is geodesic, proper and it does not contain global cut-points (see
Definition 3.3).
Lemma 2.3. Fix a sequence (ak) as above and a set
A = {α0 < α1 < · · · } ⊆ {2
n : n ∈ N}.
Set α := [αn] and fix any ultrafilter µ. Denote the bullseye space associated to (ak)
by X. Then Coneµ(X, e, α) will be isometric to a bullseye space associated to the
sequence (bk) given by
bk = lim
µ
aαn+k.
Proof. When rescaled by a power of 2, X will still contain circles of length 2kpi for
each k, a “central” point e and the “decorated” rays we described above. Therefore,
the same holds true for each asymptotic cone of X (with basepoint e). Also, such
asymptotic cone has a bridge between the circle of 2k and 2k+1 if and only if the
set of rescaled spaces having a bridge between 2αn+k and 2αn+k+1 has measure 1
with respect to µ. This proves the assertion. 
We want to be able to distinguish the spaces corresponding to sequences we use
and for this purpose we will use the following invariant.
Definition 2.4. Let (ak) be a sequence as above. The asymptotic density of
(ak) is defined as
adn(ak) := lim sup
n→∞
1
2n+ 1
·
n∑
k=−n
ak.
Lemma 2.5. Let (ak) be a 0-1 sequence. Fix N ∈ N and consider the shifted
sequence bk := ak+N . Then
adn(bk) = adn(ak).
Proof. For n > N we have∣∣∣∣∣ 12n+ 1
(
n∑
k=−n
ak −
n+N∑
k=−n+N
ak
)∣∣∣∣∣ =
∣∣∣∣∣ 12n+ 1
(
−n+N∑
k=−n
ak −
n+N∑
k=n
ak
)∣∣∣∣∣ ≤ N2n+ 1
and this tends to 0 for fixed N and n→∞, therefore adn(ak) = adn(ak+N ). 
Definition 2.6. A set A ⊆ N given by A = {α0 < α1 < α2 < · · · } is called thin if
lim
n→∞
αn+1
αn
=∞.
For example, the set {n! : n ∈ N} is thin. We can now state and prove the main
theorem.
Theorem 2.7. There exists a metric space X with basepoint e and a scaling factor
α, such that for any ultrafilter µ and any natural numbers i, j with i 6= j the iterated
cones Coneiµ(X, e, α) and Cone
j
µ(X, e, α) are not homeomorphic.
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Proof. Fix any ultrafilter µ on N. Take a thin set A = {α0 < α1 < · · · } ⊆ {2n :
n ∈ N} and α := [αn]. For any sequence (ak) ∈ {0, 1}Z, call the numbers ak
with k ∈ [αn − n, αn + n] for some n ∈ N the variable part of the sequence. Its
complement will be called the fixed part. Let us also assume α0 ≫ 0 and that the
intervals given above are disjoint.
For every i ∈ N define now a sequence (a
(i)
k ) with adn(a
(i)
k ) = 1/(i + 1) (the only
property we actually need is that these densities are different). Note that since the
set A is thin, the density will still be defined and will have the same value if you
modify the sequence (a
(i)
k ) on the variable part, since the relative amount of the
variable part in any given interval of the form [−n, n] in the sequence tends to 0 as
n goes to infinity.
Next, modify the sequence (a
(0)
k ) in such a way that the cone of the bullseye space
X associated to (a
(0)
k ) is the bullseye space associated to (a
(1)
k ). By Lemma 2.3, it
is enough to modify (a
(0)
k ) on the variable part, not changing its density.
Then iterate this process, modifying the variable part of (a
(i)
k ) in such a way that
the cone of the bullseye space associated to this sequence is the bullseye space as-
sociated to (a
(i+1)
k ). This change has to be reflected in all the (a
(j)
k ) with j < i as
well. Since by assumption α0 ≫ 0, this process yields a well-defined limit sequence,
which we denote by (a
[i]
k ), because every fixed entry in any given sequence is mod-
ified only finitely many times.
Now, define the space X as the bullseye space associated to the sequence (a
[0]
k ).
It is easy to see that if two bullseye spaces are homeomorphic, they correspond to
the same underlying sequence, up to a shift, because the rays can only be sent to
the same rays using a homeomorphism. From this, it follows that for any numbers
i, j ∈ N with i 6= j, the spaces Coneiµ(X, e, α) and Cone
j
µ(X, e, α) cannot be home-
omorphic by Lemma 2.5, since the underlying sequences have different asymptotic
densities. 
3. Iterated cones of groups
3.1. Tree-graded spaces. To give the desired example of a finitely generated
group with countably many pairwise non homeomorphic iterated asymptotic cones,
we use a result by Drut¸u and Sapir from [DS]. To state and explain this result, we
first need the notion of tree-graded spaces.
Definition 3.1 ([DS], Definition 2.1). Let X be a complete geodesic metric space
and let P be a collection of closed geodesic subsets, called pieces, which cover the
space X . We say that X is tree-graded with respect to P if
(T1) The intersection of any two different pieces is either empty or a single point.
(T2) Every simple geodesic triangle in X is contained in one piece.
The second property can be substituted by “every simple loop in X is contained in
one piece”, providing a topological characterization of tree-graded spaces.
We will need another result of Drut¸u and Sapir, stating that there exists for each
tree-graded space a minimal set of pieces.
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Definition 3.2. Let X be a metric space which is tree-graded with respect to two
sets of pieces P and P ′. Write P ≺ P ′ if for every A ∈ P there is a piece A′ ∈ P ′
such that A ⊆ A′. Note that this defines a partial order.
Definition 3.3. Let X be a geodesic metric space. A point x ∈ X is called a
global cut-point of X if the space X\{x} is not path connected.
Lemma 3.4 ([DS], Lemma 2.31). Let X be a complete geodesic space containing
at least two points. There exists a unique minimal tree-graded structure P for X
(with respect to ≺), such that X is tree-graded with respect to P and any piece in
P is either a singleton or a set P with no global cut-point.
Definition 3.5 (cf. [DS], Definition 3.19). Let X be a metric space with basepoint
e ∈ X . Fix an ultrafilter µ on N and a scaling sequence α. Let A be a collection
of subsets of X . Then for every sequence (An) of sets in A, the set
Coneµ
(
(An), e, α
)
:= {[xn] ∈ Coneµ(X, e, α) : xn ∈ An}
is a (possibly empty) subset of the asymptotic cone of X . We say that X is
asymptotically tree-graded with respect to A if Coneµ(X, e, α) is tree-graded
with respect to the set of non-empty pieces of the form
{Coneµ
(
(An), e, α
)
: (An)n∈N ∈ A
N}.
We will also need the following useful fact, see [DS, Theorem 3.30].
Lemma 3.6. Let X be a geodesic metric space, which is tree-graded with respect
to a collection of pieces P. Then X is also asymptotically tree-graded with respect
to the same set of pieces.
3.2. Infinite iteration for groups. We will use the following result, which is
proven (though not stated) in [DS, Section 7].
Definition 3.7. A tame exhaustion of a geodesic metric space X is a family
{Bn}n∈N of subsets of X with the property that for each each ball B in X there
exists N such that, for each n ≥ N , B is contained in Bn. Also, we require that for
each x, y ∈ Bn there exists a geodesic connecting them which is contained in B2n.
Theorem 3.8 ([DS], Proposition 7.26, Proposition 7.27, Lemma 7.5). Let X be a
proper geodesic metric space and e ∈ X. There exists a scaling factor α = (αn) and
a group G with 2 generators such that for every ultrafilter µ the asymptotic cone
Coneµ(G, e, α) is tree-graded with respect to pieces whose collection of isometry
classes coincides with {
µ− lim(Bn, x) : x ∈
∏
Bn
}
,
where {Bn} is a tame exhaustion of X and each Bn contains e. Also, µ−lim(Bn, e) ∼=
X.
A quick word on the proof: Proposition 7.26 and Proposition 7.27 from [DS] give an
analogous result where X is substituted by a sequence of graphs, and α is chosen
to be “fast increasing” with respect to those graphs. In order to conclude it is
enough to show that X is well approximated by a certain sequence of graphs (see
the discussion in [DS] leading to Lemma 7.5). This last step can be carried out
considering certain configurations of points in each Bn called “δ-snets”. In [DS] Bn
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is taken to be the ball of radius n around e, but the proof goes through unchanged
if {Bn} is a tame exhaustion (the last condition in the definition of tame exhaustion
is used in [DS, Lemma 7.5−(1)]).
Remark 3.9. We will apply the theorem letting X be a bullseye space. Also, we
will always choose as Bn a “truncated” bullseye space, that is a space constructed
as in Definition 2.1, except that we start with a sequence (ak)k∈Z,k≤n (and we
consider circles of radii 2k for k ≤ n+ 1 and a suitable segment instead of the full
x−axis). It is more convenient to choose this tame exhaustion instead of using balls
of integer radius especially for the purposes of Remark 4.5.
We will also need the following remark, which follows from the proof of the theorem
(the first part of it being just a technicality).
Remark 3.10. α can be chosen to be a subset of {2n}n∈N. Moreover, we can
choose the same sequence α for all bullseye spaces.
The second part holds because for each bullseye space, each n and each δ there is a
uniform bound on the cardinality of a δ-snet in Bn ⊆ X , and therefore a bound on
the number of edges in the approximating graphs. Also, the properties required for
a sequence to be fast increasing only depend on the number of edges of the graphs.
Now, in order to use Theorem 3.8 for our purpose, we consider a bullseye space X
like the one constructed in Theorem 2.7 having infinitely many non-homeomorphic
iterated cones. Fix a sequence (αn) as above.
Theorem 3.11. There exists a finitely generated group G and a scaling factor α,
such that for every ultrafilter µ and every two numbers i, j ∈ N with i 6= j we have
that Coneiµ(G, e, α) is not homeomorphic to Cone
j
µ(G, e, α).
Proof. Take X as above from Theorem 2.7, using the sequence α to define variable
and fixed parts. Let G be a group as in Theorem 3.8. Fix an ultrafilter µ and set
C := Coneµ(G, e, α).
Consider on C the tree-graded structure P given by Lemma 3.4. As X does not
contain cut-points and it is a piece in the tree-graded structure given by Theorem
3.8, it appears as a piece in P . However, in C we also have other pieces coming
from ultralimits of Bn with varying sequences of basepoints. Observe that for
every possible base-point (xn) ∈
∏
Bn we are in one of two cases: either µ −
lim d(xn, e)/αn < +∞ (in which case the cone with basepoint x is X) or µ −
lim d(xn, e)/αn = +∞. But in the second case the cone with respect to this x can
only contain 2-dimensional or 3-dimensional parts, but not both. In particular such
a piece cannot be homeomorphic to any bullseye space, and nor can any rescaled
ultralimit of those.
In particular, we have that X can be topologically characterized as the only bullseye
space appearing as a piece in the minimal tree-graded structure on C.
Now we iterate the process, taking the asymptotic cone of C, say C′. By Lemma
3.6, C′ will again be tree-graded and the pieces will be rescaled ultralimits of pieces.
In particular the cone of X will occur as the only bullseye piece. Since all iterated
cones of X are pairwise non-homeomorphic, in particular the iterated cones of G
will be pairwise non-homeomorphic as well. 
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4. Some variations
In this section we show how to modify some of the constructions we performed
in order to obtain some further examples. Many proofs are obtained by suitably
modifying the proof of Theorem 2.7 and use the same notation.
4.1. A space with uncountably many cones. In this subsection we will show
that “most” bullseye spaces have uncountably many pairwise non-homeomorphic
asymptotic cones.
Definition 4.1. Let (ak)k∈Z be a sequence in {0, 1}Z. This sequence is called
rich if it contains every finite sequence of the numbers 0 and 1 in its positive part
(ak)k∈N.
Clearly, rich sequences exist since there are only countably many finite sequences.
Also note that a rich sequence will contain every given finite sequence infinitely
many times, since any given finite sequence can be extended in infinitely many
ways to different longer finite sequences.
Proposition 4.2. If X is a bullseye space such that its associated sequence (ak) is
rich then for each ultrafilter µ there exists a set S of scaling factors with |S| =
2ℵ0 such that for every α, α′ ∈ S with α 6= α′ the spaces Coneµ(X, e, α) and
Coneµ(X, e, α
′) are not homeomorphic.
Proof. For every t ∈ [0, 1] choose a sequence (a
(t)
k )k∈Z with adn(a
(t)
k ) = t.
Fix t ∈ [0, 1]. We can construct a set of indices i
(t)
1 < i
(t)
2 < i
(t)
3 < . . . in N, such
that for all n ∈ N and l ∈ Z with −n ≤ l ≤ n we have
a
i
(t)
n +l
= a
(t)
l .
This is clearly possible since (ak) is rich and these finite sequences all occur infinitely
often. Let αt be be the sequence i
(t)
1 , i
(t)
2 , . . .. By construction, it follows that the
space Coneµ(X, e, αt) is again a bullseye space with associated sequence (a
(t)
k ). Set
S := {αt : t ∈ [0, 1]}. Since all the resulting sequences have different asymptotic
densities, the claim follows. 
Remark 4.3. In [KSTT, Theorem 1.10], the authors showed that 2ℵ0 is the maxi-
mal number of asymptotic cones a finitely generated group can have, provided the
continuum hypothesis (CH) is true. However, their proof does not use the group
structure at all and works exactly the same way for arbitrary metric spaces of cardi-
nality at most 2ℵ0 . So, even in the more general context of arbitrary metric spaces
there can only be 2ℵ0 different cones, provided (CH) holds.
4.2. Periodic iterated cones.
Theorem 4.4. For any positive integer m there exists a metric space X with base-
point e and a scaling factor α, such that for any ultrafilter µ and any natural num-
bers i, j the iterated cones Coneiµ(X, e, α) and Cone
j
µ(X, e, α) are homeomorphic if
and only if i ≡ j mod m.
Proof. We can proceed as in the proof of Theorem 2.7, starting off with sequences
(a
(i)
k ) such that
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• a
(i)
k = a
(i+m)
k ,
• if i 6≡ j mod m.
It is easily seen that the sequences a
[i]
k satisfy the same properties.

Remark 4.5. Using the same techniques as in the previous section it is possible,
starting from the example above, to construct a group G with non-trivially peri-
odic iterated cones, meaning that Coneiµ(G, e, α) and Cone
j
µ(G, e, α), for i, j ≥ 1,
are homeomorphic if and only if i ≡ j mod m. The extra ingredient we need is
[Si2, Theorem 0.6], which in our context gives that Coneiµ(G, e, α) is (bilipschitz)
homeomorphic to Conejµ(G, e, α) (i, j ≥ 1) if and only if their pieces in the minimal
tree-graded structure are bilipschitz homeomorphic. It is easily seen that, when G is
constructed as in the previous section using the bullseye space X as in the theorem
above, each such piece is bilipschitz homeomorphic to either R2, R3, a half-plane
in R2, a half-space in R3 or an iterated cone of X . In particular, Coneiµ(G, e, α)
and Conejµ(G, e, α) (i, j ≥ 1) are homeomorphic if and only if Cone
i
µ(X, e, α) and
Conejµ(X, e, α) are homeomorphic.
Remark 4.6. With a similar method it is possible to construct spaces X whose
first, say, k iterated asymptotic cones are pairwise non-homeomorphic, and the
following ones are periodic.
4.3. Changing scaling factor/ultrafilter. Recall that in the definition of iter-
ated cone we fixed an ultrafilter and a scaling factor. Allowing of them to vary gives
new possible behaviors. Indeed, we obtain the maximal possible range of behaviors
by just allowing one of them to vary.
Definition 4.7. Fix a sequence of non-principal ultrafilters (µn)n∈N on N and
a sequence of scaling factors (αn)n∈N. We set Cone
0
(µn)(X, e, (αn)) := X and for
i ∈ N set
Conei+1(µn)(X, e, (αn)) := Coneµi+1
(
Coneiµi(X, e, (αn)), eˆ, αi+1
)
.
We recover the definition of “regular” iterated cones by setting µn = µ and αn = α
for each n. We will denote Conei(µn)(X, e, (αn)) by Cone
i
µ(X, e, (αn)) if (µn) is the
sequence with constant value µ.
Theorem 4.8. Let (an)n∈N be any sequence of natural numbers. There exists
a metric space X with basepoint e and a sequence of scaling factors (αn), such
that for any ultrafilter µ we have that the iterated cones Coneiµ(X, e, (αn)) and
Conejµ(X, e, (αn)) are homeomorphic if and only if ai = aj.
Proof. Choose sequences {βi = (b
(i)
n )}i∈N with values in {0, 1} with the following
properties:
(1) each sequence βi is rich,
(2) if ai 6= aj then βi and βj have different asymptotic densities,
(3) if ai = aj then βi = βj .
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We can choose X to be the bullseye whose associated sequence is β0. It is then
possible, given µ, to choose inductively scaling factors αi so that Cone
i
µ(X, e, (αn))
is the bullseye associated to the sequence βi. 
4.4. Transfinite iteration. There is a natural definition of Coneλµ(X, e, α), where
λ is an ordinal of the form ω · k + n, k, n ∈< N, namely we set
Coneω·(k+1)µ (X, e, α) = µ− limCone
ω·k+n
µ (X, e, α).
Theorem 4.9. For each positive integer k there exists a metric space X with base-
point e and a scaling factor α, such that for any ultrafilter µ and distinct ordinals
λ1, λ2 < ω · k the iterated cones Cone
λ1
µ (X, e, α) and Cone
λ2
µ (X, e, α) are not home-
omorphic.
Proof. As usual, X will be a bullseye space. In order to set the case k = 1, notice
that we can arrange that Coneωµ(X, e, α), whereX is the the bullseye we constructed
in the proof of Theorem 2.7, to be any bullseye we want. In fact, it is enough to
require the sequences (a
(i)
k ) we started from to have larger and larger subsequences
centered in 0 to coincide with a given sequence, and not modify that part of the
sequence (this does not affect asymptotic cones of the associated bullseye spaces).
This not just settles the case k = 1, but also provides the inductive step needed:
given a bullseye X with required property for a certain k, we can find another
bullseye space X ′ such that Coneωµ(X
′, e, α) is X , and we can also arrange that
Coneiµ(X
′, e, α) is not homeomorphic to Coneλµ(X, e, α) for i finite and λ < ω · k.

4.5. Only countably many asymptotic cones. In this subsection we will pro-
vide an example of a bullseye space which, despite having non-homeomorphic as-
ymptotic cones, has “only” countably many distinct asymptotic cones.
Theorem 4.10. There exists a metric space X with basepoint e and a scaling factor
α such that for any ultrafilter µ the following hold:
• for any natural numbers i, j with i 6= j the iterated cones Coneiµ(X, e, α)
and Conejµ(X, e, α) are not homeomorphic,
• X has countably many asymptotic cones up to homeomorphism.
Proof. Notice that there are finitely many homeomorphism classes of asymptotic
cones of bullseye spaces with base-point (xn) and scaling factor αn such that
µ − lim d(xn, e)/αn = +∞. So, we only need to consider asymptotic cones with
basepoint e. In particular, consider for each natural number i the sequence (a
(i)
k )
such that a
(i)
k = 1 if k is divisible by i+ 2 and a
(i)
k = 0 otherwise. Those sequences
clearly have pairwise different asymptotic density. Also, all the asymptotic cones
of a bullseye space Y associated to any of those sequence (with basepoint e) is
homeomorphic to Y .
Up to considering a “sparser” set than A, we can replace the intervals [αn−n, αn+n]
with intervals [αn− k(n), αn+ k(n)] for a suitable sequence k(n) ≥ n in such a way
that for each n,m we have:
αm − k(m) ≤ k(n)⇒ αm + k(m) ≤ k(n)− n,
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αm + k(m) ≥ k(n)⇒ αm − k(m) ≥ k(n) + n.
In fact, we can choose inductively αj , k(j) with kj ≪ αj but kj , αj − kj ≫ αj−1 +
k(j−1). The condition gives that if In,m = αn+[αm−k(m), αm+k(m)] intersects
[αn−k(n), αn+k(n)], then In,m ⊆ [αn−k(n)+n, αn+k(n)−n]. Roughly speaking,
this ensures that we first modify (a
(0)
k ) in certain intervals, then in certain other
intervals “well-inside” the given ones and so on.
Consider now the bullseye space X with associated sequence (a
[0]
k ). We claim
that each asymptotic cone of X (with basepoint e) is a bullseye whose associated
sequence is either
(1) a sequence containing at most two 1, or
(2) a sequence obtained concatenating an initial subsequence of (α
(i)
k ) and a
(possibly empty) final subsequence of (α
(i+1)
k ), for some i.
This clearly implies that X is as required.
In order to show this associate to each n the maximal number t(n) such that there
exist m0, . . . ,mt(n) such that |n− αm0 | ≤ k(m0), |n− αm0 − αm1 | ≤ k(m1), . . . (in
a not precise but more evocative way: the number of variable parts that n belongs
to). Notice that the finite sequence (a
[0]
k )|Jn , where Jn is the interval around n of
radius t(n) can be obtained concatenating restrictions of (a
(t(n)−1)
k ) and (a
(t(n))
k ) to
suitable finite intervals.
Let α = (αn) be any scaling factor. There are two cases to consider.
Suppose that µ− lim t(⌊log2(αn)⌋) = +∞. Notice that (a
[0]
k ) takes value 0 at most
twice in an interval of radius t(n) around n. In particular, the asymptotic cone of
X with scaling factor α will be as in case (1) above.
Suppose now that µ− lim t(⌊log2(αn)⌋) = N < +∞. In this case the description of
(a
[0]
k )|Jn given above guarantees that the asymptotic cone of X with scaling factor
α is as in case (2).

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