In Politis and Romano (1993), different block resampling estimators of variance of general linear statistics, e.g. a sample mean, were proposed under the assumption of stationarity. In the present paper such estimators of variance of sample means, computed from nonstationary spatially indexed data {X i : i E A}, where A is a finite subset of the integer lattice Z 2 , are studied. Consistency of estimators of variance will be shown for the following kind of data: Observations taken from different lattice points are allowed to come from different distributions, and the dependence structure is allowed to differ over the lattice. We assume that all observed values are from distributions with the same expected value, or with expected values that decompose additively into directional components. Furthermore, it will be assumed that observations separated by a certain distance are independent.
INTRODUCTION
Suppose we have spatially indexed data {X i : i E A}, where A is a finite subset of the integer lattice Z 2 . Remote sensing data from satellites are, for example, on this form. Further, suppose that a statistic s(A) is computed, which estimates some unknown parameter fJ, and that, in order to do inference, an estimate of the variance of s(A) is desired.
For spatial lattice data, different block resampling estimators of variance have been proposed under the assumption of stationarity. See, for example, Possolo (1991) , Politis and Romano (1993) , Sherman and Carlstein (1994) , and Sherman (1996) . In the current paper such estimators of variance are studied in the case when the statistic in question is a sample mean computed 1 from nonstationary spatial data. Such extentions are useful, since in many empirical applications, the hypothesis of stationarity can easily be rejected. The goal of this paper is to show that the resampling methods derived for dependent but stationary observations can still be employed (possibly in a slightly modified form) even if the assumption of stationarity is violated.
The kind of data we consider is of the following type: Observations from different points of the lattice are allowed to come from different distributions, but with the same expected value or with expected values that can be decom posed additively into directional components. Furthermore, the dependence structure is allowed to differ over the lattice, and observations separated by a certain "distance" will be assumed to be independent, as formalized in the following definition.
Definition 1 The r. v.s Xi, i = ( i1, i 2) E A, are said to be spatially m dependent if x i ' and x i " are independent whenever li � -i�l > ml or li; -i�l > m2, m= (m1, m2).
For simplicity, the case when A is rectangular will be considered, but extentions to non-rectangular subsets of 7!} (that possess some regularity) are possible. Henceforth we assume that A= An = {i = (i 1 , i 2 ) : i 1 = 1, ... ,n1 and i 2 = 1, ... , n 2}, where n = (n1, n 2 ).
Remark. The results in this paper hold for more general data than indicated, i.e. the results are valid for arrays Xn = {Xi n : i E An} of collections of r. v .s, ' such that for each n, the r.v.s in Xn are m-dependent. To keep the notation manageable, we will write xi instead of xi n -' Define "rectangular" blocks of indices and let K = k1k 2 = lEi I· Also, define N = n1n 2, X .. = 'E i EAn Xi, and X= X .. j N. In the case when EXi = J-L, for all i E An, and all n, the following estimators of '"'in= V ar ( vfFi X) will be considered:
Politis and Romano ' s (1993) jackknife estimator,
Politis and Romano ' s (1993) bootstrap estimator,
n ' n ' -. where X ' = (N') -1 l:: i1 � 1 l:: i 2 2 =1 XBi· It should be noted that m the current setting, the bootstrap estimator above coincides with the estimator of variance suggested by Sherman (1996) .
Politis and Romano ' s (1993) circular bootstrap estimator,
where X j = X j ' , ji = J i (mod n i ) , i = 1, 2, i.e., the data is wrapped around on a torus. Next, let X j =X for j tj. An, and A� = { i : i 1 = 2 -k1, ... , n1 and i 2 = 2 -k 2 , ... , n 2 }. Then there are N" = (n1 + k1 + 1)(n 2 + k 2 + 1) different (overlapping) blocks B i , i E A�, containing at least one X j , j E An. By defining a bootstrap estimator of In on these N" blocks, we obtain an estimator which put more wei�ht on the observations near the edges than what is the case with ;y�e) (or ;y�e)). Further, such an estimator can be defined also for non-rectangular index sets (as described in, e.g., Sherman (1996) ), which is an advantage over ;y� b e) which require the index set to be of rectangular shape. Thus, we suggest the following estimator of variance, (4) where I j is equal to 1 if j E An, and zero otherwise. Note that we use N in the denominator rather than N" , since this gives an estimator with less bias (in the case of positively correlated r.v.s).
In Mercer and Hall (1911) , yields of wheat on a 20 x 25 lattice of plots approximately 1 acre in total area were presented. Sherman (1996) estimated the variance of the sample mean of the Mercer and Hall data, using the boot strap estimator ;y�e). It is clear, however, that this variance estimator (as well as ;y � e), ;y� b e), and ;y�e)) can give erroneous results if the condition EXi = p,, for all i E In, and all n, is violated. According to Cressie (1993), Section 4.5, there is an irregular east-west trend in the mean structure of the wheat yield data, and the data should be detrended before an analysis requiring constant mean structure (or even more, stationarity) can be performed.
Assume we observe }i , i E An, and that M i = E}i decomposes additively into directional components, as in the model for the wheat yield data proposed by Cressie. That is, /1i = 11 + ri2 + ci 1 , where f1 is the overall mean, ri2, i 2 = 1, ... , n2, are the row effects, and cill i1 = 1, ... , n1, are the column effects. All effects, f1, ri2, i 2 =1, ... ,n 2 , and Ci 1 , i1=1, ... ,n1, may depend on n. The effects can be estimated, and if, for example, ordinary least squares (OLS) is used, they can be estimated without any model or knowledge of the spatial dependency structure. Denote the OLS estimates by p, fi2, i 2 = 1, ... , n 2 , and cil' i l = 1 ' ... ' n l . Estimate /1i with P i = p + fi2 + C il' and define residuals, e i = Yi -P i, i E A n.
In this case we propose the following estimator of��= Var( VNY),
;y(n e ') = _ 1 '"""' ( '"""' e · I ·)
which, in fact, is the estimator i'� e ) with the Xi-variables replaced by the residuals. The above estimators proposed by Politis and Romano, can all be modified in the same way to handle the situation when the mean value decomposes additively into directional components. In the next section, assumptions under which the above estimators are consistent will be presented. In Section 3 there is a short discussion, and in Section 4 a simulation study is carried out in order to compare the different estimators. The proofs are given in Section 5.
MAIN RESULTS
We make the following assumptions.
AM: For all n, EXi = f1, i E An, where 11 may depend on n.
AD (m):
For all n, the r.v.s Xi, i E An, are spatially m-dependent.
AL (6):
For some positive constants 6 S 2 and T0, and for all n, EIXii 2H < T0 < oo, i E An, i.e. we have uniformly bounded r.v.s.
2 ))log k1) 8, and (kdni) log ki, i = 1, 2, all tend to zero as ki, ni --+ oo, i = 1, 2. The lengthy proof of Theorem 1 is given in Section 5. In the proof we will follow the same approach as in Belyaev (1996) , where triangular arrays of row wise m-dependent r.v.s were studied, and blockwise resampling schemes were proposed that consistently estimates the distribution of sums of r.v.s under assumptions similar to those in Theorem 1.
Next we consider the case when the considered r.v.s do not have a constant mean.
AM': For all n, Yi =Xi + ri2 + cin where Xi, i E A n, satisfy assumption AM, and L:�2 The OLS estimators of the effects are Thus, we estimate Mi = E}i with P i= fl + fi2 + C i 1•
Observe that we cannot replace the Xi-variables with the }i-variables in the formulas for the variance estimators ( 1 )-( 4), since then the varying mean values of the Yi-variables will ruin the estimate of variance of Vf\iY. We can, however, replace the Xi-variables with the residuals, as is done in (5) . ( 5) , and AK ( 5) are valid, then
DISCUSSION
In Section 2 we saw that the different estimators are consistent for a broad range of choices of the rate of block size. In practice, a specific block size need to be chosen, and the choice is dependent on the numbers n, and on the dependence structure. For strictly stationary data Xn = {Xi : i E An}, Sherman (1996) gave a rate of convergence for his estimator of variance of a general statistic s( Xn) (e.g., a sample mean), and showed that this rate is minimized when the blockjsubshape size is proportional to VJV. Similar results are obtained by Politis and Romano (1993) . Further, a closely related result holds for nonstationary data, when s( Xn) is a sample mean: (2) , and AK (2) are valid, then It should be noted that the mean square errors (MSEs) of ')r�e) and ')r�e ' ) tend to zero asymptotically, but at a rather slow rate. As noted by Politis and Romano (1993) and Sherman (1996) , this is due to the relatively large contribution of bias to the MSE. Also, note that the results above only give the correct order of block size. In practice we need to choose k i ('V c i ni/ 2 , for some constant c i > 0, i = 1, 2. Clearly, the stronger the strength of dependence is, the larger values of c 1 and c 2 need to be chosen. The choice of block size in practice is indeed an important and difficult task, and only a few guidelines exist; see e.g., Politis, Romano, and Wolf (Chapter 9, 1999), who discuss this topic in the case of stationary sequences. If little is known about the dependence structure, a safe policy is to use relatively large blocks (Sherman, 1996) .
All estimators of In considered in this (naper are biased. Consider, e.g., ')r�e). It is possible to write the bias of ;y;:e) as the sum of two terms, A1 and A 2 , where A1 is approximately equal to -{ n K / N , when K / N is not too "large". The second term, A 2 , is negative if the observations are positively correlated, and vanishes as K -+ oo. A 2 is difficult to estimate; in particular for nonstationary data. In the next section, where we carry out a simulation study, the estimator ')r�e c ) = ')r�e) ( 1 + K / N ), i.e. ')r�e) corrected for the bias term A1, will be considered. (From the proof of Theorem 1 it follows that A = EQ (s ) + 2EQ ( 6 ) and A = 2EQ (3 ) where Q (3 ) Q (s ) and Q ( 6 ) are defined 1 n n 2 n > n , n , n , in the beginning of the proof.) It is easily seen that the results in this paper hold also for rectangular index sets A expanding in all directions, i.e. for { i : i1 = -n1, ... , n1 and i 2 = -n2, ... , n2}. Moreover, for all estimators of variance in Section 1, except i'�be), the assumption on the index set to be of rectangular shape can be relaxed by using "subshapes", as described in, e.g., Sherman (1996) . This extention to non-rectangular A is not possible for i'�be), since this estimator is based on the idea of "wrapping" the data around on a torus, which requires the set A to be of rectangular shape.
Finally, by examining the proofs of Theorem 1 and 2, we see that one can allow m1 and m 2 to increase to infinity, as the sample size increases. (Since our proofs are not written with this in mind, i.e. of getting weak assumptions on the rate of m 1 and m 2, we do not give this as an explicit result.)
A SIMULATION STUDY
In this Monte Carlo study, nonstationary spatially m-dependent data Xi, i E An, are generated, where each Xi is a weighted average of independent and skewly distributed r.v.s such that Xi has a small variance if both i1 and i2 are small, whereas the variance of Xi is large when i1 and i 2 are large. To be more specific, let mi = 2li for some integer l i � 0, i = 1, 2, and define weights
where the r.v.s Z j are independent and log-normal with B=E(log Z j ) =0, and v 1 2:::
as parameters.
In the tables below, there are columns with Monte Carlo estimates of expected values (E), standard deviations (�) , and root mean square errors ( ifiiS E), respectively, of different estimators of In = V ar ( .JN X). In the study, An is a rectangular lattice of N = 250 x 250 points, and each Monte Carlo estimate is based on 10000 replicates. TABLE I. m = (2, 2) and i n � 0.594. TABLE II . m=(10, 10) and / n �0.564. In Table I and II above we see that ')r� be ) and ;yf;; e l give close results, and that they perform better in terms of mean square error than ')r� e ) and ;y� e ). Although ;yt;;; ec ) is the estimator with the largest variance in the study, it compensates this with a comparatively small bias, and is the overall winner in terms of mean square error.
PROOFS Two useful inequalities:
Inequality A: For any positive numbers z1, ... , Zr and A � 1 we have, from the Jensen inequality, ( ) In cases when Inequality B will be used repeatedly, say k times and with con stants 'T/ 1 , ... , 'TJk, then we put TJ=max1 :S; i :S; k 'TJi· Lemma 1 Assume, for all n, that ai = ai( n) has an absolute value less or equal to 1, i1 = a1 + 1, ... , b 1 , i 2 = a 2 + 1, ... , b 2 , where bi -ai 2': mi, i = 1, 2. Then, under the assumptions of Theorem 1, for some constant TJ 2': 1 and M =m 1m 2 ,
Proof. We only prove ( ii).
.. , q 1 and j 2 = 1, ... , q 2 , where qi, i = 1, 2, is the largest integer such that qi :::; (bi -ai)/mi + 1. Further, define
!1:91 +2(/1 -1 ) :S; q1 h :92 +2(h -1 ) :S; q2 By Inequality A with A= 2 + 5 and r = 2 2 , Inequality B with A= 2 + 5 and r= I Dgl <q 1 q 2 , and Inequality A with A=2+5 and r= I Mj l < M, respectively,
from which the desired result follows.
0
Proof of Theorem 1. Throughout the proof we will, without loss of generality, assume that p, = 0 and ni > ki > m i ?.1, i = 1, 2. Define Xi = 0 whenever i rf. A n and 6' = 1 + 6/2 . Then,
h1=1-k1 hz=1-kz i1=1-0/\h 1 iz=1-0!\hz where w h i =(ki -lhi l)/ki , i= 1, 2. Let h 0 = (O, h2 ) . By AM (with p,=O) and
Let Ui,h = XiXi + h and Vi ,h = Ui,h -EU i,h· By combining ( 6) and ( 7), we get in -'Yn = Q� ) + 2 Q� ) + 2 Q� ) + 2 Q� ) + Q�) + 2 Q�), (8) where
h1=1 hz=-mz ii=1 iz=1-0I\hz mz n1 nz-hz
X�.
k1-1 kz-1 n1-h1 nz-OVhz 2:: 2:: 2:: 2::
kl-1 kz-1 n1-0Vh1 nz-OVhz 
Recall that k i = ki(ni) -+ oo as ni -+ oo, i = 1, 2. By the Cauchy-Schwarz and the Lyapunov inequalities, respectively, E J Q � ) J ::;
::; m�TJ I ( 2 o ') /k 2 + 3MT ff l ( 2 o ') (m1k 2 + m 2 k1)/ K -+ 0, as n 1 , n 2 -+ oo. Thus, by the Chebyshev inequality,
Next it will shown that EI Q �b) J5' -+ 0, as n 1 , n 2 -+ oo. Define !C j = {(k1(J1-1) + 1, k 2 (J 2-1) + 1), ... , (kd1 1\ n 1 , k 2J2 1\ n 2 ) } , j 1 = 1, ... ,p 1 and j 2 = 1, ... ,p 2 , where P i, i = 1, 2, is the largest integer such that P i ::; nd k i + 1. Further, define
, g z+ 3(f z-1 ) } , Since h > i1 + m1 for all ( i1, h) E :rg ) we have EWj = 0 for all j. By Inequality A with ,\ = 01 and r = 3 2 ' and Inequality B with ,\ = 01 and r =lEg I'
All the EIWj 18' can be handled similarly, and therefore only the case j = 1 (i.e. j1 = j2 = 1) will be considered in detail below.
Split the set I i 1 ) into two parts,
, h E I 1 and I 11 -I 1 I 12 .
Next, :r iil will be partioned into disjoint sets. Define where [x] denotes the greatest integer less than or equal to x, and for all (b, c) E C 11 = {(b, c) : at least one side of the "rectangle" :r i i�c is larger than or equal to m1, b=2, 3, . .. , and c= 1, ... , 2b -1 }. For instance, the set :r ii �1 Fig . 1 ) . Define b1 = max { b : (b, c) E C11}. Note that all sides of all the rectangular shaped sets Ii�L are less than or equal to k l /2 b + 1, and that 2m1::::; k l /2 b 1-1 + 1 . Hence, we get the following upper bound for b1, k1 b1 ::::; log 2 + 1 ::::; log 2 k1
For each b, the number of r iiL is not more than 2 b-1 . For the sake of simplicity, we assume that this number is exactly 2 b-1 . After at most b1 steps, we obtain our partition of I ii) , Fig. 1) , with orthogonal sides less than or equal to 2m1 + 1.
By using the same technique, we obtain a partition of I i 2) : , u -, ... , u1 , an 12uv' v -, ... , , u -, . .. , u2, are disjoint "rectangles" With SideS leSS than Or equal tO k2/2 U + 1, and rm U 1 +l)v , V = 1, ... , 2 U1 land rm u 2+ l)v ' V = 1, ... , 2 U2 l are disjoint "triangles" (the black and grey triangles, respectively, in Fig. 2) , with orthogonal sides less than or equal to 2m 2+ 1. Just like r iii 1 , the set r i i i 1 is not "rectangular" (see Fig. 2 ). 
c=l u=l v=l c=l u=l v=l 2 ba-1 2 Ut-1 2 ba-1 2 ut-1
By applying Inequality A, with A= 6' and various values of r, we get
By the construction of the sets It L and .ri;� v , all double sums within absolute values above are double sums of independent random variables. Therefore, by Inequality B, with .A=c5',
u=l c=l v=l u=l c=l v=l
Below, Li 1 is the sum over all i1 such that (i1, h) E Ii� L , and L h is the sum over all h such that (i1, h) E Ii��c· In the same way, Li 2 is the sum over all i 2 such that (i2, l2) E .ri;� v' and L z2 is the sum over all l 2 such that side of (18) we have l w � j i :S l and l w ; j i :S l, for all ij and lj, j=1, 2. Therefore, by Inequality A with A= 5' and the Cauchy-Schwarz inequality, it follows that EIW;t�l" ' is bounded from above by 3 8 j N8' times a sum of nine terms, all of the type (19) where l o: il :S 1 and I ,B z l :S 1 for all i and l. Each side of Ii�� c is less than or equal to kr/2 b + 1, and each side of r i ;2v is less than or equal to k 2 /2 u + 1. Thus, if both Ii�L and r i ;2v have rectangular shape, then by Lemma 1 ( ii),
If ri�L and r i ;2v are two "triangular" sets, then since the number of points in these sets are not more than (2m1 + 1) 2 and (2m 2+ 1) 2 , respectively, we get by applying Inequality A, with A= 5' and r :S (2m1 + 1 ) 2 (2m 2 + 1 ) 2 :S 81M 2 ,
where L 2 = T o (9M) 2 8' . Similarly, if ri�L is "triangular" and r i ;2v "rectangu lar",
where L = r '11 108 2 8' M 31 2 +381 4 If I ( l ) is "rectangular" and .1" ( 2 ) "triangular" 3 8 ' 1
• la b c l t u v '
Although the sets I i iL and IgL do not have a rectangular shape, inequal ity (20) holds in these cases as well. This is easily seen, e.g. we can "replace" Iiii 1 with the "rectangular" set iiii 1 , defined as IiiL but without the require ment (i1, l l ) E Iii) in the definition, and by (temporarily) defining all Xi and Xz with (i1, l1) E iiiL \IiiL as zero. Thus, all sums over the set IiiL will be equal to those over the "rectangular" set ii g1 , and we can proceed as above.
Now we use inequalities (20)- (23) to proceed the estimation of (17). We get, (24) where the last inequality follows from the inequalities b a ::; log 2 (2k l ), a= 1, 2, and u t ::;log 2 (2k 2 ), u=1, 2 (of which (15) is a special case).
Inequality (24) is valid for Wj also when j 1, j 2 > 1, which can be shown by using the methods applied above . By definition, .E! 1, 9 F 1 l£9 I ::; (ndk1 + 1)(n 2 /k 2+ 1)::;4 N / K. Thus, from (14) and (24), it follows that EIQ ( 4 b ) I" ' < 3 2 6 2 6 +6 (L1 (log 2 (2k l ) log 2 (2k 2 ) )6 1 2
(log 2 (2k l ) )6 1 2 k 2 + (log 2 (2k 2 ) )6 1 2 k1 _ 1 _ ( VK ) " 1 2 4L 2 )
the right hand side above tends to zero as n1, n 2 -r oo, and thus, by the Chebyshev inequality, Q� b ) � 0 as n1, n 2 -r oo. When c5 = 2, a more direct approach can be used. In this case,
where the non-random coefficients aii ' ll ' E [0, 1] . Note that the expected value of XiXl Xi ' X z ' is zero if i1 + m1 < i�, i� + m1 < i1, h + m1 < l�, or l� + m1 < h , since in these cases at least one of the random variables is independent of the others.
Also, the expected value is zero if m 2+ max{i 2 ,lD <l 2 , m 2+ max{i�,l 2 } <l�, m 2 + i 2 < min{l 2 , i�}, or m 2 + i� < min{i 2 , l�}. Thus, the number of non-zero terms in ( 41) is not more than 6(2m1 + 1?
EIXiXlXi ' Xl ' i �EX{ + EX{ + EXt, + EX(� 4rs,
as n1, n 2 -roo, and therefore O� b ) � 0 as n1, n 2 -roo. By similar arguments as above we see that Q� a ) , Q� c') , Q�d ) , and Q�e ) , all tend to zero in probability as n1, n 2 -roo. Hence, 
By the Cauchy-Schwarz inequality, Inequality A, and Lemma 1(ii), respec tively,
From (27) and (28) we see that Q� ) � 0 and Q� ) � 0, as n 1 , n 2 -+ oo, which, together with the results (11)- (13) and (26), implies that A p 0 rn -rn --+ , as n 1, n 2 -+ oo.
D
Proof of Theorem 2. Throughout the proof (Lemma 2 and 3 included) we will, without loss of generality, assume that n i > k i > m i 21, i = 1, 2. Define 6' = 6', X i= �-Jli, i E An, ji= fl-fl= X . .j N , fi2 =fi2 -ri2 =X.i2/n1-ji, i 2 = 1, ... , n 2 , and Ci1 =Ci 1 -Ci 1 =Xi1.jn 2 -ji, i 1= 1, ... , n 1 . Then (30) Let wh ; =( k i-l h i l)/k i, i=1, 2. We need to show that
h1=1-k1 h2=1-k2 i1=1-0Ah1 i2=1-0Ah2 tends to zero in probability as n 1 , n 2 -+ oo. By symmetry arguments, it is enough to show that
. n 2 . n 1 .
�EA,.,.
� 2=1 Zj=1

21
(31)
h2=1 il =1 i2=1
h1=1 h2=1 i1=1 i2=1
all tend to zero in probability. By Lemma 1(ii),
Lemma 2 Assume that AM) AD (m)) and AL (6) are valid. Then) EIG� ) I a ' :::: :; SI/nf, EIH� ) I a ' :::: :; S 2 jnf, where Si=T a TJ(256Mmi)a ' ) i=1, 2. Jf0 < 6 < 2) then EIG ( 2 ) I a ' < T1 (k1 log 2 (2k1))a / 2 + T{ EIH ( 2 ) I a ' < T 2 (k 2 log 2 (2k 2 ))ai 2 + T� nn 2 N a / 2 '
where Ti = 3aT a (2TJ) 2 (92160miM)a ' (1-(1/2)al 2 ) -1 and Tf = 3a24T a TJ( 4608ml M)a; i=1, 2. If6=2) then EIG� ) I a ' ::::; T{ ' ki/(n 2 N ), EIH� ) I a ' ::::; T� ' k 2 /(n1 N ),
Proof. We only prove the inequalities for Gi{(, i = 1, 2. By Inequality A and the Cauchy-Schwarz inequality, respectively,
By Inequality A and Lemma 1 we have, for i1 = 1, ... , n1,
which, together with (35) , completes the proof of the inequality for G� ) . For the proof of the inequality for G� ) in the case when 0 < 5 < 2, the approach (and notation) used for Q� b ) in the proof of Theorem 2 will be used.
Let JC)l = {j1 : j E Kj} and £ 91 = {g1 : g = (g1, g 2 ) E £9}. Then, if we define
we can write G� ) = 2.: 3 _ 1 2.:. E " W j1 · By Inequality A with A= 5' and r = 3, 91-) 1 '-'91 and Inequality B with A= 5' and r = l£ 91 1,
All the E IWhl8' can be handled similarly, and therefore only the case j1 = 1 will be considered below.
Define
By going through steps like (16)- (18), and with 
Now we use inequalities (38) and (39) to proceed the estimation of (17). We get,
where the last inequality follows from the inequality b a :::; log 2 (2k1), a= 1, 2 (of which (15) is a special case).
Inequality ( 40) is valid for Wh also when j1 > 1, which can be shown by using the methods applied above. By definition, I.":! 1 = 1 l£91 1 :::; ndk1 + 1 :::; 2ni/k1. Thus, from (37) and (40) , it follows that
which completes the proof for a� l in the case when 0 < c5 < 2.
where the non-random coefficients o: i1 i � h l � E [0, 1]. The expected value of c i1 c h c i � c 1 � is zero if i1 + m1 < i�, i� + m1 < i1, h + m1 < l�, or l� + m1 < h , since in these cases at least one of the random variables is independent of the others. Thus, the number of non-zero terms in ( 41) is not more than Proof. Here we only give a proof for H;; ) . Since 2:..: :: � 2 =1 i\ 2 = 0, we can write where the last equality follows by changing the order of summation. Let CYi2 = k2 1 2:..: :: ��=� 2 Wh2, and note that lai21:::;: 1, i 2 =1, ... , k 2 -1. By Lemma 1(i), with i\ 2 instead of Xi, and with the bound El f i2l 2 6' :::;: T o TJ(256M / n1) 6' (42) (derived as inequality (36)) instead of the bound EIXil 2 6' < T0, we get which was to be proved.
D
Now, we return to the sums (31)- (33) . From (34) , (36) , and (42), it is easily seen that the sum (31) converges to zero in probability. That the sums (32) and (33) converges to zero in probability can be verified from Lemma 2 and 3, together with inequality (34) (for the first of these two sums, inequality (36) is also needed).
25
What remains to be shown is that also 2 N h1=1-kl h2=1-k2 i1=1-0/\hl i2=1-0/\h2 converges to zero in probability as n 1, n 2 -+ oo. By symmetry arguments, it is enough to show that and 1 k2-1 n1-h1 n2-h2 N � L L Xi (il + fi2+h2+ ciJwhlwh2' h2=1 i1=1 i2=1
all tend to zero in probability. The first of these three sums is actually equal to sum (31), which has been shown to tend to zero in probability. The proofs for the last two are similar, and therefore we give a proof only for the last, more difficult, one. By the Cauchy-Schwarz inequality, Inequality A, and Lemma 1(ii), respec tively, it follows as in (28) that -k1-l k2-1 n1 
n1-h1 L wh1 ci1h2ci1 +h1, i1=1 n2-h2 L Wh2 fi2h1 fi2+hz · iz=1
The upper bounds for El ci1l 2 8 ' and Elfi 2 l 2 8 ' , given in (36) and ( 42), are upper bounds for Elci 1h2 l 2 8 ' and Elf i2h1 l 2 8 ' , respectively, as well. Thus, it is not too difficult to see that the results given for elf( and H�) in Lemma 2, are valid also for Gi{( and fi�l, i = 1, 2, respectively. From this and ( 44) it follows that the sum (43) tends to zero in probability. Thus, we have shown that both Q�) and Q�) tend to zero in probability, and this, together with (29) and (30), completes the proof of Theorem 2. 
A E(
A (n e ' ) 1 ) 2
Lt i= 2 n + Lt i= 7 n , an t ere1ore, y nequa 1ty , In -In ::; 24(I:i =l E(Qr;;; ) 2 + 2:� = 7 E(Q�)) 2 ). From Lemma 2 and 3, together with (34), (36) , and (42), it follows that E(Qr;;; ) 2 = O(KN-1 + kin1 2 + k §n2 2 ), i=7, 8 (for i = 8, note that the results given for G�) and H�) in Lemma 2, are valid also for ar;;; and fi�l, i=1, 2, respectively). For E(Q�l) 2 , i=1, 2, 3, 4, see the proof of Corollary 1. 
