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By the Choquet theorem, distributions of random closed sets can be characterized by a
certain class of set functions called capacity functionals. In this paper a generalization to the
multivariate case is presented, that is, it is proved that the joint distribution of finitely many
randomsets canbe characterized by amultivariate set function being completely alternating
in each component, or alternatively, by a capacity functional defined on complements of
cylindrical sets. For the special case of finite spaces a multivariate version of the Moebius
inversion formula is derived. Furthermore, we use this result to formulate an existence
theorem for set-valued stochastic processes.
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1. Introduction
Random sets, or set-valued maps, can be used to model uncertainty. They can be interpreted as imprecise observations
of random variables [10] which assign to each element of the underlying probability space a set instead of a single value.
These sets (called focal sets) are supposed to contain the true value of the variable.
Wewill consider random closed sets, that is, randommapswhose values are closed subsets of a topological spaceE, since
they have favorable properties. The family of all closed subsets of Ewill be denoted by F which can in turn be topologized
by the so-called Fell topology [1]. Random closed sets can then be seen as random elements with values in F and classical
probability theory can be applied. As already mentioned, they can also be interpreted as imprecise observations of random
variables. In this case, one is more interested in events from the Borel-σ -algebra B(E) than from B(F), and non-additive
set functions (so-called lower and upper probabilities, see [4]) are introduced to measure if the focal elements hit or miss a
certain set fromB(E). The link between these two interpretations is given by the so-called Choquet theorem (also referred to
as the Choquet–Matheron–Kendall theorem, see [13,16,17]), which states a one-to-one correspondence between probability
distributions on B(F) and a certain class of non-additive set functions, called capacity functionals, on B(E).
The goal of this paper is to present characterizations of the joint distribution of finitelymany random sets. More precisely,
given n random sets we will link their joint distribution defined on the product-σ -algebra B(F)⊗n to set functions defined
on the compacts of the co-product E× {1, . . . , n} or a certain class of subsets of En.
The plan of the paper is as follows. In Section 2we review themost important facts on random sets and their distributions
including the classical Choquet theorem. Themain part of the paper is Section 3where joint distributions of random sets are
consideredandcharacterizedbymultivariate capacities. Section4discusses the special caseoffinite spacesandamultivariate
version of the Moebius inversion formula. In Section 5 the characterizations from Section 3 are used to formulate a Daniell–
Kolmogorov existence theorem [5,7] for set-valued stochastic processes. Furthermore, we consider Brownian motion as an
example.
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2. Random closed sets and Choquet theorem
In this section we review the most important facts about random closed sets. As already mentioned in the introduction
we consider maps whose values are closed subsets of some topological space E. Throughout the paper, G, F , K will denote
the families of open, closed, compact subsets of E, respectively. Furthermore, we will use the following notation
FA = {F ∈ F : F ∩ A = ∅}
FA = {F ∈ F : F ∩ A = ∅}
FAA1,...,Ak = FA ∩ FA1 ∩ · · · ∩ FAk
for arbitrary subsets A, A1, . . . , Ak of E. The family F is endowed with the Fell topology [1]. Recall that the latter has as a
sub-base {FG}G∈G ∪ {FK}K∈K , that is, sets of the form FKG1,...,Gk (K ∈ K, Gi ∈ G) constitute a base. We shall always assume
thatE is a locally compact Hausdorff second countable (LCHS) space. In this case,F together with the Fell topology becomes
a compact Hausdorff second countable space [1]. In addition, we introduce on F the so-called Effros-σ -algebra B(F)which
is generated by the sets {FG}G∈G . By virtue of the LCHS property of E, the Effros-σ -algebra is also generated by {FK}K∈K
and is the Borel-σ -algebra with respect to the Fell topology. For details and further information about topologies on F the
reader is referred to the monograph [1].
A map X :  → F on a probability space (,, P) will be called Effros-measurable if
X−(G) = {ω : X(ω) ∩ G = ∅} = X−1(FG) ∈ 
for all G ∈ G or equivalently (since E is LCHS) X−(K) ∈  for all K ∈ K. The map X will be called random (closed) set
if it is strongly measurable [18], i.e., X−(B) ∈  for all B ∈ B(E). Note that in general Effros-measurability and strong
measurability are not equivalent unless (,, P) is complete (see [2,8]). The distribution of an Effros-measurable map X is
then the image measure PX of P on B(F). For the generating sets FK (K ∈ K) of B(F) the probabilities PX(FK) = P(X−(K))
can be expressed by a set function ϕ : K → [0, 1], K 	→ PX(FK). This set function has (among others) the following
properties:
(CF1) ϕ(∅) = 0,
(CF2) For K, K1, . . . , Kn ∈ K, n ≥ 0, the probabilities PX
(
FKK1,...,Kn
)
can be written in terms of ϕ as
PX(FKK1,...,Kn) = nϕ(K; K1, . . . , Kn)
where 0ϕ(K) = 1 − ϕ(K) and for n ≥ 1
nϕ(K; K1, . . . , Kn) = n−1ϕ(K; K1, . . . , Kn−1) − n−1ϕ(K ∪ Kn; K1, . . . , Kn−1)
Thus, nϕ ≥ 0 for n ≥ 0.
(CF3) ϕ is continuous from above, that is, for a decreasing sequence {Kn}n∈N with limit K = ⋂n∈N Kn it holds that
ϕ(Kn) ↘ ϕ(K).
Note that a set function fulfilling Condition (CF2) is called completely alternating. Furthermore, for n ≥ 1 the successive
differences can be expressed as follows:
nϕ(K; K1, . . . , Kn) = −
∑
I⊆{1,...,n}
(−1)|I| ϕ
⎛⎝K ∪⋃
i∈I
Ki
⎞⎠ (1)
where the union over ∅ is set to ∅. A set function on K fulfilling these three properties is called capacity functional. The
following theorem, known as the Choquet theorem (see [13,16,17]), says that there is a one-to-one correspondence between
capacity functionals and probability measures on B(F).
Theorem 1. Let E be an LCHS space and let ϕ : K → [0, 1] be a capacity functional. Then there exists a unique probability
measure  on B(F) such that ϕ(K) = (FK) for all K ∈ K.
Note that a capacity functional ϕ can be extended to the power set P of E by setting
ϕ∗(G) = sup{ϕ(K) : K ⊆ G, K ∈ K} if G ∈ G,
ϕ∗(A) = inf{ϕ∗(G) : G ⊇ A, G ∈ G} if A ∈ P.
(2)
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The extension ϕ∗ is a completely alternating Choquet-K-capacity, that is, ϕ∗ is continuous from above onK and continuous
from below on P [3,14]. Furthermore, the extension is consistent, i.e., on K the extension yields the same results as if ϕ is
directly applied. Moreover, one can show (cf. [6], Appendix, §2, Satz 2) that for all B ∈ B(E) it holds that FB ∈ B(F)0 and
ϕ∗(B) = 0(FB) where (F, B(F)0,0) denotes the completed probability space with respect to .
Given a set function ϕ : K → [0, 1] one can also consider its dual set function ϕ˜ defined by
ϕ˜ : Kc → [0, 1], L 	→ 1 − ϕ(Lc) (3)
where Kc = {Kc : K ∈ K}. If ϕ : K → [0, 1] is a capacity functional then we obtain the following relation between ϕ˜ and
 from Theorem 1:
ϕ˜(Kc) = 1 − ϕ(K) = 1 − (FK) = 
((FK )c) =  ({F ∈ F : F ∩ K = ∅}c)
= ({F ∈ F : F ∩ K = ∅}) =  ({F ∈ F : F ⊆ Kc}) =  (FK) .
The set function ϕ˜ is thus sometimes referred to as containment functional (see [16]). Its properties are of course dual to
the properties of ϕ. In particular, ϕ˜ is completely monotone, that is, for all k ≥ 0, L, L1, . . . , Lk ∈ Kc it holds that
∑
I⊆{1,...,k}
(−1)|I|ϕ˜
⎛⎝L ∩⋂
i∈I
Li
⎞⎠ ≥ 0 (4)
where the intersection over ∅ is set to E.
The extension (2) of a capacity functional to Borel sets can be viewed as an upper probability (see [4]). Indeed, if a random
set X :  → F is interpreted as an imprecise observation of a random variable then the upper probability
P(B) = ϕ∗(B) = P({ω : X(ω) ∩ B = ∅})
of a Borel set B yields the (smallest) upper bound for the probability of the “true” random variable lying in B (see [15]). The
lower probability P is the dual set function of P. Thus,
P(B) = 1 − P(Bc) = P({ω : X(ω) ⊆ B})
Wepoint out that upper and lower probabilities induced by (almost surely non-empty) random sets are semi-continuous
plausibility and belief functions (see [16] for various interpretations of capacity and containment functionals). A plausibility
function is a completely alternating set function yielding 0 for the empty set and 1 for the whole space E whereas belief
functions are completely monotone, also yielding 0 for the empty set and 1 for E. Belief functions are the central object in
evidence theory (see [19]) and are special non-additive set functions. The latter appear in imprecise probability theories
where general upper and lower probabilities or generalizations of upper and lower expectations are considered (see [22]).
3. The multivariate case
Let n ≥ 2 andEi be LCHS spaces with Gi, Fi,Ki denoting the families of open, closed, compact subsets ofEi, respectively,
1 ≤ i ≤ n. As already outlined in the introduction the goal is to characterize probability measures on the Borel sets of
Fn = F1 × · · · × Fn = {(F1, . . . , Fn) : Fi ∈ Fi}
by set functions. Fn will be endowed with the product Fell topology which is generated by the cylindrical sets
FK1G11,...,G1k1 × · · · × F
Kn
Gn1,...,Gnkn
where Giji ∈ Gi, Ki ∈ Ki. From the one-dimensional case one can infer that the product-Effros-σ -algebra
B(Fn) = B(Fi)⊗n = B(F1) ⊗ · · · ⊗ B(Fn) is generated by the sets
FK1 × · · · × FKn
where Ki ∈ Ki. For n Effros-measurable maps (random sets) Xi :  → Fi on a probability space (,, P) their joint
distribution is then given by
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PX1,...,Xn
(
FK1 × · · · × FKn
)
= P
({
ω : (X1(ω), . . . , Xn(ω)) ∈ FK1 × · · · × FKn
})
= P ({ω : X1(ω) ∩ K1 = ∅, . . . , Xn(ω) ∩ Kn = ∅}) = P
⎛⎝ n⋂
i=1
X
−
i (Ki)
⎞⎠ .
The latter can be expressed by using K1 × · · · × Kn which is a subset of En = E1 × · · · × En:
PX1,...,Xn(FK1 × · · · × FKn) = P({ω : X1(ω) × · · · × Xn(ω) ∩ K1 × · · · × Kn = ∅})
Motivated by this, we use the following notation for arbitrary V, V1, . . . , Vk ⊆ En
nFV = {(F1, . . . , Fn) ∈ Fn : F1 × · · · × Fn ∩ V = ∅}
nFV = {(F1, . . . , Fn) ∈ Fn : F1 × · · · × Fn ∩ V = ∅}
nFVV1,...,Vk = nFV ∩ nFV1 ∩ · · · ∩ nFVk
which implies FK1 ×· · ·× FKn = nFK1×···×Kn . The event (X1, . . . , Xn)−1(nFV ) corresponds to the event that the set-valued
map
X : ω 	→ X1(ω) × · · · × Xn(ω) (5)
hits V . Note that the values of X are closed subsets ofEn, more precisely closed cylindrical sets, and not elements of Fn. One
can prove ([20]) that X is Effros-measurable by using selections and the so-called Fundamental measurability theorem for
multifunctions ([2,8]). Consequently, the map
K 	→ P(X−(K))
is a capacity functional on the compact subsets of En denoted by K(En). One could thus think of characterizing joint
distributions of n random sets by capacity functionals on K(En). But applying the Choquet theorem leads to a probability
measure on the Borel sets of F(En), the family of closed subsets ofEn. The latter is clearly different from Fn which can only
be identified with the cylindrical closed subsets of En, that is, {F1 × · · · × Fn : Fi ∈ Fi}which is a proper subset of F(En).
Hence, there is the need for a different concept. In the following, wewill consider the co-product of the spacesEi, that is,
E
n =
n⋃
i=1
Ei × {i}
which is a union of nmutually disjoint sets. We endow En with the sum topology, that is, we take
Gn =
n⋂
i=1
{G ⊆ En : ι−1i (G) ∈ Gi}
as the family of open sets. The latter is the smallest topology on En such that the canonical injections ιi : Ei → En,
x 	→ (x, i) are continuous. Moreover, Gn = {
⋃n
i=1 Gi × {i} : Gi ∈ Gi} and the analogous relations hold for the families of
closed, compact and Borel subsets of En, respectively. It easy is to see that all topological properties of the Ei carry over to
the co-product and soEn is an LCHS space, too. The question is how the co-product can be used to characterize probability
distributions on B(Fn). Obviously, each subset A ofEn can bewritten in the form A = Ai =
⋃n
i=1 Ai ×{i}where the Ai are
the sections of A, i.e., Ai = {x ∈ Ei : (x, i) ∈ A}, and consequently A can be identified with the tuple (A1, . . . , An). Hence,
we have a one-to-one correspondence between subsets of the co-productEn and tuples of subsets of theEi. But this means
that we have a one-to-one correspondence between Fn and Fn and similarly between Kn and Kn = K1 × · · · × Kn.
Consequently, a tuple (X1, . . . , Xn) of random sets on a probability space (,, P) can be identified with an Fn-valued
random set X = Xi defined by X(ω) = Xi(ω) = ⋃ni=1 Xi(ω)× {i}. Furthermore, the event thatXi hits a setKi ∈ Kn
can be written in the following form:
(Xi)−(Ki) = {ω : (Xi)(ω) ∩ (Ki) = ∅} =
⎧⎨⎩ω :
⎛⎝ n⋃
j=1
Xj(ω) × {j}
⎞⎠ ∩
⎛⎝ n⋃
i=1
Ki × {i}
⎞⎠ = ∅
⎫⎬⎭
=
n⋃
i=1
⎧⎨⎩ω :
⎛⎝ n⋃
j=1
Xj(ω) × {j}
⎞⎠ ∩ (Ki × {i}) = ∅
⎫⎬⎭ =
n⋃
i=1
{ω : Xi(ω) ∩ Ki = ∅} =
n⋃
i=1
X
−
i (Ki) (6)
This motivates the following definition of a set function on Kn.
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Proposition 1. Let Xi :  → Fi, 1 ≤ i ≤ n, be Effros-measurable maps on a probability space (,, P). Then
ψ : Kn → [0, 1], (K1, . . . , Kn) 	→ P
⎛⎝ n⋃
i=1
X
−
i (Ki)
⎞⎠ (7)
has the following properties:
(MCF1) ψ(∅, . . . ,∅) = 0
(MCF2) For all k ≥ 0, 1 ≤ j ≤ k, K = (K1, . . . , Kn), Kj = (Kj1, . . . , Kjn) ∈ Kn it holds that
kψ(K; K1, . . . , Kk) ≥ 0
where 0ψ(K) = 1 − ψ(K1, . . . , Kn),
kψ(K; K1, . . . , Kk) = k−1ψ(K; K1, . . . , Kk−1) − k−1ψ(K ∪ Kk; K1, . . . , Kk−1)
and K ∪ Kk = (K1 ∪ Kk1 , . . . , Kn ∪ Kkn).
(MCF3) For all decreasing sequences {Kki }k∈N ⊆ Ki, 1 ≤ i ≤ n, it holds thatψ(Kk1 , . . . , Kkn) ↘ ψ(K1, . . . , Kn) for k → ∞
where Ki = ⋂k∈N Kki .
Proof. Clearly,
ψ(∅, . . . ,∅) = P
⎛⎝ n⋃
i=1
X
−
i (∅)
⎞⎠ = P(∅) = 0
Furthermore, letting k ≥ 1 and K = (K1, . . . , Kn), Kj = (Kj1, . . . , Kjn) ∈ Kn, 1 ≤ j ≤ k, we prove that
kψ(K; K1, . . . , Kk) = P
⎛⎝⎛⎝ n⋃
i=1
X
−
i (Ki)
⎞⎠c ∩ k⋂
j=1
n⋃
ij=1
X
−
ij
(K
j
ij
)
⎞⎠ (8)
which implies (MCF2). Indeed, for k = 0 we have
0ψ(K) = 1 − ψ(K) = 1 − P
⎛⎝ n⋃
i=1
X
−
i (Ki)
⎞⎠ = P
⎛⎝⎛⎝ n⋃
i=1
X
−
i (Ki)
⎞⎠c⎞⎠
If we assume that Eq. (8) holds and Kk+1 = (Kk+11 , . . . , Kk+1n ) ∈ Kn we obtain
k+1ψ(K; K1, . . . , Kk+1) = kψ(K; K1, . . . , Kk) − kψ(K ∪ Kk+1; K1, . . . , Kk)
= P
⎛⎝⎛⎝ n⋃
i=1
X
−
i (Ki)
⎞⎠c ∩ k⋂
j=1
n⋃
ij=1
X
−
ij
(K
j
ij
)
⎞⎠− P
⎛⎝⎛⎝ n⋃
i=1
X
−
i (Ki ∪ Kk+1i )
⎞⎠c ∩ k⋂
j=1
n⋃
ij=1
X
−
ij
(K
j
ij
)
⎞⎠.
Using
⎛⎝ n⋃
i=1
X
−
i (Ki ∪ Kk+1i )
⎞⎠c =
⎛⎝ n⋃
i=1
(
X
−
i (Ki) ∪ X−i (Kk+1i )
)⎞⎠c
=
⎛⎝⎛⎝ n⋃
i=1
X
−
i (Ki)
⎞⎠ ∪
⎛⎝ n⋃
ik+1=1
X
−
ik+1(K
k+1
ik+1 )
⎞⎠⎞⎠c =
⎛⎝ n⋃
i=1
X
−
i (Ki)
⎞⎠c ∩
⎛⎝ n⋃
ik+1=1
X
−
ik+1(K
k+1
ik+1 )
⎞⎠c
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leads to
k+1ψ(K; K1, . . . , Kk+1)
= P
⎛⎝⎛⎝ n⋃
i=1
X
−
i (Ki)
⎞⎠c ∩ k⋂
j=1
n⋃
ij=1
X
−
ij
(K
j
ij
)
⎞⎠− P
⎛⎝⎛⎝ n⋃
i=1
X
−
i (Ki)
⎞⎠c ∩
⎛⎝ n⋃
ik+1=1
X
−
ik+1(K
k+1
ik+1 )
⎞⎠c ∩ k⋂
j=1
n⋃
ij=1
X
−
ij
(K
j
ij
)
⎞⎠
= P
⎛⎝⎛⎝ n⋃
i=1
X
−
i (Ki)
⎞⎠c ∩
⎛⎝ n⋃
ik+1=1
X
−
ik+1(K
k+1
ik+1 )
⎞⎠ ∩ k⋂
j=1
n⋃
ij=1
X
−
ij
(K
j
ij
)
⎞⎠
= P
⎛⎝⎛⎝ n⋃
i=1
X
−
i (Ki)
⎞⎠c ∩ k+1⋂
j=1
n⋃
ij=1
X
−
ij
(K
j
ij
)
⎞⎠
which proves that Eq. (8) holds for arbitrary k. For the proof of (MCF3) let {Kki }k∈N ⊆ Ki with Kki ↘ Ki ∈ Ki, 1 ≤ i ≤ n.
Consequently, X
−
i (K
k
i ) ↘ X−i (Ki) and
n⋃
i=1
X
−
i (K
k
i ) ↘
n⋃
i=1
X
−
i (Ki)
and thus
ψ(Kk1 , . . . , K
k
n) = P
⎛⎝ n⋃
i=1
X
−
i (K
k
i )
⎞⎠ ↘ P
⎛⎝ n⋃
i=1
X
−
i (Ki)
⎞⎠ = ψ(K1, . . . , Kn). 
From now on a set function on Kn fulfilling Conditions (MCF1) – (MCF3) of the foregoing proposition shall be called
multivariate capacity functional. Note that (MCF2) and (MCF3) mean thatψ is completely alternating and continuous from
above in each component, respectively.
Given amultivariate capacity functional the question arises if there exists a probability measure on B(Fn) corresponding
to a tuple of random sets such that Eq. (7) holds. Due to the one-to-one correspondence betweenKn andKn each set function
ψ on Kn is related to a set function ϕ on Kn by
ϕ(Ki) = ψ(K1, . . . , Kn). (9)
The following lemma shows that ϕ is a capacity functional if and only if ψ is a multivariate capacity functional.
Lemma 1. Let ϕ : Kn → [0, 1] and ψ : Kn → [0, 1] satisfying Eq. (9) for all (K1, . . . , Kn) ∈ Kn. Then ϕ is a capacity
functional if and only if ψ is a multivariate capacity functional, i.e., ψ fulfills Conditions (MCF1) – (MCF3) of Proposition 1.
Proof. The equivalence follows from the relation ϕ(
⋃n
i=1 Ki × {i}) = ψ(K1, . . . , Kn). Indeed, we get ψ(∅, . . . ,∅) =
ϕ(
⋃n
i=1 ∅ × {i}) = ϕ(∅). Furthermore, by Formula (1) we have
kψ(K; K1, . . . , Kk) = −
∑
J⊆{1,...,k}
(−1)|J|ψ
⎛⎝K ∪⋃
j∈J
Kj
⎞⎠ = − ∑
J⊆{1,...,k}
(−1)|J|ψ
⎛⎝K1 ∪⋃
j∈J
K
j
1, . . . , Kn ∪
⋃
j∈J
Kjn
⎞⎠
= − ∑
J⊆{1,...,k}
(−1)|J|ϕ
⎛⎝ n⋃
i=1
⎛⎝Ki ∪⋃
j∈J
K
j
i
⎞⎠× {i}
⎞⎠ = − ∑
J⊆{1,...,k}
(−1)|J|ϕ
⎛⎝(Ki) ∪⋃
j∈J
(
Kji
)⎞⎠
= kϕ
(
Ki;K1i , . . . ,Kki
)
.
Theequivalenceof (MCF3) and (CF3) follows fromthe fact thatKki ↘ Ki for all 1 ≤ i ≤ n if andonly ifKki =
⋃n
i=1 Kki ×{i} ↘⋃n
i=1 Ki × {i} = Ki. 
Givenamultivariate capacity functionalψ : Kn → [0, 1] theChoquet theorem(Theorem1) canbeapplied to the capacity
functional ϕ : Kn → [0, 1] defined by ϕ(Ki) = ψ(K1, . . . , Kn). This yields a probability measure Q : B(Fn) → [0, 1]
such that for allKi ∈ Kn it holds that
ϕ(Ki) = Q({Fj ∈ Fn : Fj ∩ Ki = ∅}). (10)
1234 B. Schmelzer / International Journal of Approximate Reasoning 53 (2012) 1228–1247
Similarly to (6), the right-hand side of Eq. (10) can further be written in the following form:
Q({Fj ∈ Fn : Fj ∩ Ki = ∅}) = Q
⎛⎝ n⋃
i=1
{Fj ∈ Fn : Fi ∩ Ki = ∅}
⎞⎠= Q
⎛⎝ n⋃
i=1
{Fj ∈ Fn : (F1, . . . , Fn) ∈ F̂Ki}
⎞⎠
= Q
⎛⎝⎧⎨⎩Fj ∈ Fn : (F1, . . . , Fn) ∈
n⋃
i=1
F̂Ki
⎫⎬⎭
⎞⎠ (11)
where F̂Ki = {(F1, . . . , Fn) ∈ Fn : Fi ∩ Ki = ∅}.
As alreadymentionedwe have a one-to-one correspondence betweenFn andFn. This can be used to define a probability
measure  on B(Fn) from the probability measure Q on B(Fn) as the following lemma shows.
Lemma 2. It holds that
B(Fn) =
{{Fi ∈ Fn : (F1, . . . , Fn) ∈ B} : B ∈ B(Fn)},
B(Fn) = {{(F1, . . . , Fn) ∈ Fn : Fi ∈ B} : B ∈ B(Fn)}.
Furthermore, if Q : B(Fn) → [0, 1] is a probability measure then  : B(Fn) → [0, 1] defined by
(B) = Q({Fi ∈ Fn : (F1, . . . , Fn) ∈ B}) (12)
is a probability measure, too. On the other hand, if  : B(Fn) → [0, 1] is a probability measure then Q : B(Fn) → [0, 1]
defined by
Q(B) = ({(F1, . . . , Fn) ∈ Fn : Fi ∈ B}) (13)
is a probability measure, too.
Proof. Let
A1 = {{Fi ∈ Fn : (F1, . . . , Fn) ∈ B} : B ∈ B(Fn)}
The σ -algebra B(Fn) is generated by sets of the form {Fi ∈ Fn : Fi ∩ Ki = ∅}, Ki ∈ Kn. As in Eq. (11) we obtain
{Fj ∈ Fn : Fj ∩ Ki = ∅} =
⎧⎨⎩Fj ∈ Fn : (F1, . . . , Fn) ∈
n⋃
i=1
F̂Ki
⎫⎬⎭
which lies in A1 since
⋃n
i=1 F̂Ki ∈ B(Fn). It is easy to see that A1 is a σ -algebra and thus B(Fn) ⊆ A1. On the other hand,
B(Fn) is generated by sets of the form FK1 × · · · × FKn , Ki ∈ Ki. We obtain
{Fj ∈ Fn : (F1, . . . , Fn) ∈ FK1 × · · · × FKn} =
n⋂
i=1
{Fj ∈ Fn : (F1, . . . , Fn) ∈ F̂Ki}
=
n⋂
i=1
{Fj ∈ Fn : Fj ∩ (Ki × {i}) = ∅}
which lies in B(Fn) since Ki × {i} ∈ Kn. Furthermore, it is easy to see that
A2 = {B ∈ B(Fn) : {Fi : (F1, . . . , Fn) ∈ B} ∈ B(Fn)}
is a σ -algebra. Thus B(Fn) = A2 which further implies A1 ⊆ B(Fn). It can be easily checked that  is a probability
measure. The representation of B(Fn) and that Q from (13) is a probability measure is proved in an analogous manner. 
We are now ready to formulate the following proposition which can be viewed as a multivariate version of the Choquet
theorem.
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Proposition 2. Let ψ : Kn → [0, 1] be a multivariate capacity functional (that is a set function fulfilling Conditions (MCF1) -
(MCF3) of Proposition 1). Then there exists a unique probability measure  : B(Fn) → [0, 1] such that
ψ(K1, . . . , Kn) = 
⎛⎝ n⋃
i=1
F̂Ki
⎞⎠
for all (K1, . . . , Kn) ∈ Kn.
Proof. The existence of the probability measure  follows from Eqs. (9)–(12) which further yield the following relation
between ψ , ϕ, Q and :
ψ(K1, . . . , Kn) = ϕ(Ki) = Q({Fj ∈ Fn : Fj ∩ Ki = ∅} = 
⎛⎝ n⋃
i=1
F̂Ki
⎞⎠
We have to prove uniqueness of . To this end, it is enough to show that  is uniquely determined by its values on a
generating subclass of B(Fn) which is closed under finite intersections. Such a subclass is given by sets of the form
FK11,...,K1k1 × · · · × FKn1,...,Knkn
Kiji ∈ Ki, 1 ≤ ji ≤ ki, ki ≥ 0, 1 ≤ i ≤ n. By the exclusion-inclusion principle (the union over ∅ is set to ∅) we ob-
tain
(FK11,...,K1k1 × · · · × FKn1,...,Knkn ) = 
⎛⎝ n⋂
i=1
F̂Ki1,...,Kiki
⎞⎠ = 
⎛⎝ n⋂
i=1
ki⋂
ji=1
F̂Kiji
⎞⎠ = −∑
J∈J
(−1)|J|
⎛⎝ n⋃
i=1
⋃
ji∈Ji
F̂Kiji
⎞⎠
= −∑
J∈J
(−1)|J|
⎛⎝ n⋃
i=1
F̂ ⋃
ji∈Ji
Kiji
⎞⎠ = −∑
J∈J
(−1)|J|ψ
⎛⎝⋃
j1∈J1
K1j1 , . . . ,
⋃
jn∈Jn
Knjn
⎞⎠
(14)
where J = {(J1, . . . , Jn) : Ji ⊆ {1, . . . , ki}} and |J| = ∑ni=1 |Ji|. Hence,  is uniquely determined by ψ . 
This means that the probability of events of the form
⋃n
i=1 F̂Ki can be directly computed by ψ . Similarly to (14), proba-
bilities of other events like FK1 × · · · × FKn can be computed by using the exclusion-inclusion principle (the union over ∅
is set to ∅) and the complete alternation property:
(FK1 × · · · × FKn) = 
⎛⎝ n⋂
i=1
F̂Ki
⎞⎠ = − ∑
I⊆{1,...,n}
(−1)|I|
⎛⎝⋃
i∈I
F̂Ki
⎞⎠ = − ∑
I⊆{1,...,n}
(−1)|I|ϕ
⎛⎝⋃
i∈I
Ki × {i}
⎞⎠
= nϕ(∅; K1 × {1}, . . . , Kn × {n}) = nψ(∅; Kˇ1, . . . , Kˇn) (15)
where Kˇi = (∅, . . . ,∅, Ki,∅, . . . ,∅) ∈ Kn. We can state an additional result concerning the probability of
F ′n = F ′1 × · · · × F ′n, that is, the set of tuples of non-empty closed subsets.
Corollary 1. In the situation of Proposition 2, if ψ fulfills in addition for all 1 ≤ i ≤ n
sup{ψ(Kˇi) : Ki ∈ Ki} = 1
then (F ′n) = 1, that is, a tuple of closed sets almost surely consists of non-empty sets.
Proof. Let {Lki }k∈N ∈ Ki be increasing sequences such that Lki ↗ Ei for all 1 ≤ i ≤ n, let {Mki }k∈N ⊆ Ki be in-
creasing sequences such that ψ(Mˇki ) ↗ 1 for all 1 ≤ i ≤ n and let Kki = Lki ∪ Mki for all 1 ≤ i ≤ n and k ∈ N.
Consequently,
F ′n = ⋃
k∈N
F
Kk1
× · · · × F
Kkn
= ⋃
k∈N
n⋂
i=1
F̂
Kki
=
n⋂
i=1
⋃
k∈N
F̂
Kki
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By the exclusion–inclusion principle (the union over ∅ is set to ∅) we obtain
(F ′n) = 
⎛⎝ n⋂
i=1
⋃
k∈N
F̂
Kki
⎞⎠ = − ∑
I⊆{1,...,n}
(−1)|I|
⎛⎝⋃
i∈I
⋃
k∈N
F̂
Kki
⎞⎠
= − ∑
I⊆{1,...,n}
(−1)|I|
⎛⎝⋃
k∈N
⋃
i∈I
F̂
Kki
⎞⎠ = − ∑
I⊆{1,...,n}
(−1)|I| sup
k∈N

⎛⎝⋃
i∈I
F̂
Kki
⎞⎠ .
For all I = ∅, i ∈ I and k ∈ Nwe have
ψ(Kˇki ) = (F̂Kki ) ≤ 
⎛⎝⋃
i∈I
F̂
Kki
⎞⎠ ≤ 1
and thus
sup
k∈N
ψ(Kˇki ) = sup
k∈N

⎛⎝⋃
i∈I
F̂
Kki
⎞⎠ = 1
Hence,
(F ′n) = − ∑
∅=I⊆{1,...,n}
(−1)|I| = 1. 
Note that if we consider n almost surely non-empty random sets X1, . . . , Xn on a probability space (,, P) then
the multivariate capacity functional is given by Eq. (7). Since the Ei are LCHS spaces there exist increasing sequences{Kki }k∈N ⊆ Ki converging to Ei, respectively. Consequently,
lim
k→∞ ψ(Kˇ
k
i ) = lim
k→∞ P(X
−
i (K
k
i )) = P({ω : Xi(ω) = ∅}) = 1
and thus the condition of Corollary 1 is fulfilled.
As in the univariate case, one can think of extendingmultivariate capacity functionals toPn. This can be done in twoways:
On the one hand, given a multivariate capacity functional ψ : Kn → [0, 1] one can consider the corresponding capacity
functional ϕ : Kn → [0, 1] defined by Eq. (9) and its extension ϕ∗ : Pn → [0, 1] defined by Eq. (2). Then an extension
ψ∗ : Pn → [0, 1] ofψ can be defined byψ∗(A1, . . . , An) = ϕ∗(Ai). Since for arbitrary (A1, . . . , An), (B1, . . . , Bn) ∈ Pn
it holds that Ai ⊆ Bi is equivalent to Ai ⊆ Bi for all i, the set function ψ∗ coincides with the set function obtained by
directly applying the extension procedure (2) to ψ , that is,
ψ∗(A1, . . . , An) = ϕ∗(Ai) = inf{ϕ∗(Gi) : Ai ⊆ Gi ∈ Gn}
= inf { sup{ϕ(Ki) : Ki ⊆ Gi,Ki ∈ Kn} : Ai ⊆ Gi ∈ Gn}
= inf { sup{ϕ(Ki) : Ki ⊆ Gi, Ki ∈ Ki ∀i} : Ai ⊆ Gi ∈ Gi ∀i}
= inf { sup{ψ(K1, . . . , Kn) : Ki ⊆ Gi, Ki ∈ Ki ∀i} : Ai ⊆ Gi ∈ Gi ∀i}.
From the univariate case and Lemma 2 one can also deduce that for all tuples of Borel sets (B1, . . . , Bn) ∈ B(E1)× · · · × B(En) it holds that
ψ∗(B1, . . . , Bn) = 0
⎛⎝ n⋃
i=1
F̂Bi
⎞⎠
where (Fn, B(Fn)0,0) denotes the completion of (Fn, B(Fn),) with respect to .
In addition, one can ask for the dual set function of a multivariate capacity functional ψ : Kn → [0, 1]. To this end, we
consider the dual of the set function ϕ : Kn → [0, 1] defined by (9):
ϕ˜
(
(Ki)c) = 1 − ϕ(Ki) = 1 − ψ(K1, . . . , Kn)
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By virtue of
(Ki)c =
⎛⎝ n⋃
i=1
Ki × {i}
⎞⎠c = n⋂
i=1
(Ki × {i})c =
n⋃
i=1
Kci × {i} = Kci
we can use Eq. (9) again to define the dual set function of ψ by
ψ˜ : (Kc)n → [0, 1], (Kc1 , . . . , Kcn) 	→ 1 − ψ(K1, . . . , Kn)
where (Kc)n = Kc1 × · · · × Kcn. One can derive the following relation between the ψ˜ and the probability measure  from
Proposition 2:
ψ˜(Kc1 , . . . , K
c
n) = 1 − ψ(K1, . . . , Kn) = 1 − 
⎛⎝ n⋃
i=1
F̂Ki
⎞⎠ = 
⎛⎝ n⋂
i=1
(
F̂Ki
)c⎞⎠
= 
⎛⎝ n⋂
i=1
F̂Ki
⎞⎠ = (FK1 × · · · × FKn) = ({(F1, . . . , Fn) ∈ Fn : Fi ⊆ Kci ∀i})
This means that given a tuple (X1, . . . , Xn) of random sets ψ˜(K
c
1 , . . . , K
c
n) corresponds to the probability that each Xi
lies in Kci . We can thus call ψ˜ multivariate containment functional. It is completely monotone (see Eq. (4)) and continuous
from below in each component.
At the beginning of this section it has been discussed that capacity functionals on (general) compact subsets of
E
n = E1 × · · · × En are not appropriate for characterizing probability measures on B(Fn) = B(F)⊗n since the ap-
plication of the Choquet theorem leads to probability measures on B(F(En)). But we shall see that it is possible to use
capacity functionals defined on a special class of subsets of En different from K(En) to characterize probability measures
on B(Fn).
Up to now we have used the fact that a tuple (A1, . . . , An) of subsets of the Ei can be identified with the setAi = ⋃ni=1 Ai × {i} which is a subset of the co-product En. On the other hand, let pri : En → Ei denote the pro-
jection from En to Ei and let
Aˆi = pr−1i (Ai) = {(x1, . . . , xn) ∈ En : xi ∈ Ai}
Then a tuple (A1, . . . , An) can obviously be identified with
⋃n
i=1 Aˆi. Consequently, we have a one-to-one correspondence
between Kn and
Kˆn∪ =
⎧⎨⎩
n⋃
i=1
Kˆi : Ki ∈ Ki
⎫⎬⎭
and each set function ψ on Kn is related to a set function φ on Kˆn∪ by
ψ(K1, . . . , Kn) = φ
⎛⎝ n⋃
i=1
Kˆi
⎞⎠ . (16)
Similar to Lemma 1 one has the following lemma.
Lemma 3. Let ψ : Kn → [0, 1] and φ : Kˆn∪ → [0, 1] satisfying Eq. (16) for all (K1, . . . , Kn) ∈ Kn. Then φ is a capacity
functional (that is,φ fulfills Conditions (CF1), (CF2) and (CF3) for sets from Kˆn∪) if and only ifψ is amultivariate capacity functional
(that is, ψ fulfills Conditions (MCF1) - (MCF3) of Proposition 1).
Proof. The equivalence follows from the relation φ(
⋃n
i=1 Kˆi) = ψ(K1, . . . , Kn). Indeed, we have
⋃n
i=1 Kˆi = ∅ if and only
if Ki = ∅ for all i and thus φ(∅) = ψ(∅, . . . ,∅). Furthermore, by Formula (1) we have for all K = (K1, . . . , Kn) ∈ Kn,
Kj = (Kj1, . . . , Kjn) ∈ Kn
1238 B. Schmelzer / International Journal of Approximate Reasoning 53 (2012) 1228–1247
kψ(K; K1, . . . , Kk) = −
∑
J⊆{1,...,k}
(−1)|J|ψ
⎛⎝K ∪⋃
j∈J
Kj
⎞⎠ = − ∑
J⊆{1,...,k}
(−1)|J|ψ
⎛⎝K1 ∪⋃
j∈J
K
j
1, . . . , Kn ∪
⋃
j∈J
Kjn
⎞⎠
= − ∑
J⊆{1,...,k}
(−1)|J|φ
⎛⎝ n⋃
i=1
⎛⎝Ki ∪⋃
j∈J
K
j
i
⎞⎠ ̂ ⎞⎠ = − ∑
J⊆{1,...,k}
(−1)|J|φ
⎛⎝ n⋃
i=1
Kˆi ∪
⋃
j∈J
n⋃
i=1
Kˆ
j
i
⎞⎠
= kφ
⎛⎝ n⋃
i=1
Kˆi;
n⋃
i=1
Kˆ1i , . . . ,
n⋃
i=1
Kˆki
⎞⎠ .
The equivalence of (MCF3) and (CF3) follows from the fact that Kki ↘ Ki for all 1 ≤ i ≤ n if and only if⋃n
i=1 Kˆki ↘
⋃n
i=1 Kˆi. 
Together with Proposition 2 this implies the following proposition which gives a characterization of the joint
distribution of n random sets by a set function on Kˆn∪.
Proposition 3. Let φ : Kˆn∪ → [0, 1] be a capacity functional, that is, φ fulfills Conditions (CF1), (CF2) and (CF3) for sets from
Kˆn∪. Then there exists a unique probability measure  : B(Fn) → [0, 1] such that
φ
⎛⎝ n⋃
i=1
Kˆi
⎞⎠ = 
⎛⎝ n⋃
i=1
F̂Ki
⎞⎠
for all
⋃n
i=1 Kˆi ∈ Kˆn∪. If, in addition, for all 1 ≤ i ≤ n it holds that sup{φ(Kˆi) : Ki ∈ Ki} = 1 then (F ′n) = 1 and for all
L ∈ Kˆn∪ it holds that
φ(L) = (nFL)
Proof. The main assertion directly follows from applying Proposition 2 to ψ : Kn → [0, 1] defined by
ψ(K1, . . . , Kn) = φ(⋃ni=1 Kˆi) which is a multivariate capacity functional by Lemma 3. The additional statement follows
from the fact that ψ(Kˇi) = φ(Kˆi). By virtue of Corollary 1 this implies (F ′n) = 1 which further leads to

⎛⎝ n⋃
i=1
F̂Ki
⎞⎠ = 
⎛⎝F ′n ∩ n⋃
i=1
F̂Ki
⎞⎠
for all Ki ∈ Ki. Furthermore, we obtain
F ′n ∩
n⋃
i=1
F̂Ki =
n⋃
i=1
{(F1, . . . , Fn) ∈ F ′n : Fi ∩Ki = ∅} =
n⋃
i=1
{(F1, . . . , Fn) ∈ Fn : F1 ×· · ·× Fn ∩ Kˆi = ∅} = nF n⋃
i=1
Kˆi
.
Hence, φ(L) = (nFL) for all L ∈ Kˆn∪. 
Again, one can extend a capacity functional φ : Kˆn∪ → [0, 1] by directly applying the extension procedure (2) or using
the extension of the multivariate capacity functional defined by Eq. (16). This results in a set function on
Pˆn∪ =
⎧⎨⎩
n⋃
i=1
Aˆi : Ai ∈ Pi
⎫⎬⎭
which clearly is a proper subset of P(En).We point out that there can be different capacity functionals on K(En) whose
extensionscoincideon Kˆn∪. Indeed, consider the two(deterministic) setsX1 = [0, 1]2 andX2 = {(x, y) ∈ [0, 1]2 : x+y ≥ 1}.
They canbe seenas randomcompact sets inR2 onaonepoint probability space. Theextensionsof the corresponding capacity
functionals φ1 and φ2 are given by
φ∗i (A) =
{
1 if Xi ∩ A = ∅
0 if Xi ∩ A = ∅
for each A ⊆ R2. Obviously, φ∗1 and φ∗2 coincide on Kˆ2∪ but they have different values on other sets, for example, φ∗1 (A) = 1
and φ∗2 (A) = 0 for A = [0, 1/3]2. More generally, for two random closed sets in En their capacity functionals coincide on
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Kˆn∪ if the projections of the two random sets have closed values and coincide. This is a direct consequence of the following
proposition.
Proposition 4. Let φ : K(En) → [0, 1] be a capacity functional, let φ∗ denote its extension to P(En) defined by (2) and
let Q : B (F(En)) → [0, 1] be the probability measure induced by the Choquet theorem (Theorem 1). Then, the restriction
of φ∗ to Kˆn∪
φˆ : Kˆn∪ → [0, 1], L 	→ φ∗(L)
is a capacity functional, too. Denoting by  : B(Fn) → [0, 1] the probability measure induced by Proposition 3, for all⋃n
i=1 Kˆi ∈ Kˆn∪ it holds that

⎛⎝ n⋃
i=1
{(F1, . . . , Fn) ∈ Fn : Fi ∩ Ki = ∅}
⎞⎠= 
⎛⎝ n⋃
i=1
F̂Ki
⎞⎠ = φˆ
⎛⎝ n⋃
i=1
Kˆi
⎞⎠ = Q
⎛⎝ n⋃
i=1
{F ∈ F(En) : F ∩ Kˆi = ∅}
⎞⎠
= Q
⎛⎝ n⋃
i=1
{F ∈ F(En) : pri(F) ∩ Ki = ∅}
⎞⎠
If, in addition, sup{φ(K) : K ∈ K(En)} = 1 then for all L ∈ Kˆn∪ it holds that
(nFL) = φˆ(L) = Q({F ∈ F(En) : F ∩ L = ∅})
Proof. Let (K1, . . . , Kn) ∈ Kn. For each 1 ≤ i ≤ n choose an increasing sequence {Kki }k∈N ⊆ Ki such that Kki ↗ Ei for
k → ∞. Letting
Lki = Kk1 × · · · × Ki × · · · × Kkn ∈ K(En)
we have
φ(Lki ) = Q({F ∈ F(En) : F ∩ Lki = ∅})
by the Choquet theorem (Theorem 1). Furthermore, Lki ↗ Kˆi for each 1 ≤ i ≤ n and
⋃n
i=1 Lki ↗
⋃n
i=1 Kˆi for k → ∞. Thus
the sets {F ∈ F(En) : F ∩ Kˆi = ∅} are measurable, that is,
{F ∈ F(En) : F ∩ Kˆi = ∅} =
⋃
k∈N
{F ∈ F(En) : F ∩ Lki = ∅} ∈ B
(F(En))
As already mentioned in Section 2, the extension φ∗ : P(En) → [0, 1] is a completely alternating set function which is
continuous from above on K(En) and continuous from below on P(En) [3,14]. Hence, we get
φˆ
⎛⎝ n⋃
i=1
Kˆi
⎞⎠= φ∗
⎛⎝ n⋃
i=1
Kˆi
⎞⎠ = lim
k→∞ φ
⎛⎝ n⋃
i=1
Lki
⎞⎠ = lim
k→∞Q
⎛⎝⎧⎨⎩F ∈ F(En) : F ∩
⎛⎝ n⋃
i=1
Lki
⎞⎠ = ∅
⎫⎬⎭
⎞⎠
= Q
⎛⎝⎧⎨⎩F ∈ F(En) : F ∩
⎛⎝ n⋃
i=1
Kˆi
⎞⎠ = ∅
⎫⎬⎭
⎞⎠ = Q
⎛⎝ n⋃
i=1
{F ∈ F(En) : F ∩ Kˆi = ∅}
⎞⎠
= Q
⎛⎝ n⋃
i=1
{F ∈ F(En) : pri(F) ∩ Ki = ∅}
⎞⎠ .
We have to show that φˆ is a capacity functional on Kˆn∪. Clearly, φˆ(∅) = φ∗(∅) = φ(∅) = 0 and φˆ is completely
alternating since φ∗ is. It remains to proof that φˆ is continuous from above on Kˆn∪. To this end, let {Kki }k∈N ⊆ Ki (1 ≤ i ≤ n)
be decreasing sequences with limits Ki ∈ Ki. Then, clearly,⋃ni=1 Kˆki ↘ ⋃ni=1 Kˆi and thus
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lim
k→∞ φˆ
⎛⎝ n⋃
i=1
Kˆki
⎞⎠ ≥ φˆ
⎛⎝ n⋃
i=1
Kˆi
⎞⎠
For the converse inequality, we can use the fact that Borel sets are capacitable, that is, for all B ∈ B(En) it holds that
φ∗(B) = sup{φ(K) : K ⊆ B, K ∈ K(En)}. Since ⋃ni=1 Kˆki ∈ B(En) one can find a decreasing sequence {Lk}k∈N ⊆ K(En)
such that Lk ⊆ ⋃ni=1 Kˆki and
0 ≤ φˆ
⎛⎝ n⋃
i=1
Kˆki
⎞⎠− φ(Lk) ≤ 2−k
But then
lim
k→∞ φˆ
⎛⎝ n⋃
i=1
Kˆki
⎞⎠ = lim
k→∞ φ(L
k) = φ
⎛⎝⋂
k∈N
Lk
⎞⎠ ≤ φˆ
⎛⎝ n⋃
i=1
Kˆi
⎞⎠
since φ is continuous from above on K(En) and ⋂k∈N Lk ⊆ ⋃ni=1 Kˆi. Consequently, φˆ is a capacity functional on Kˆn∪ and
Proposition 3 can be applied to obtain the unique probability measure  : Fn → [0, 1] such that
φˆ
⎛⎝ n⋃
i=1
Kˆi
⎞⎠ = 
⎛⎝ n⋃
i=1
F̂Ki
⎞⎠ =  ({(F1, . . . , Fn) ∈ Fn : Fi ∩ Ki = ∅})
for all
⋃n
i=1 Kˆi ∈ Kˆn∪. If, in addition, sup{φ(K) : K ∈ K(En)} = 1 then φ∗(En) = 1 since φ and φ∗ coincide on
K(En), φ∗ is continuous from below and one can find an increasing sequence {Kk}k∈N ⊆ K(En) such that Kk ↗ En and
φ(Kk) = φ∗(Kk) ↗ 1. Furthermore, if {Kki }k∈N ⊆ Ki (1 ≤ i ≤ n) are increasing sequences such that Kki ↗ Ei then
Kˆki ↗ En and φˆ(Kˆki ) ↗ φ∗(En) = 1 which implies sup{φˆ(Kˆi) : Ki ∈ Ki} = 1. From Proposition 3 one obtains
φˆ(L) = (nFL) for all L ∈ Kˆn∪ and the proof is complete. 
If we identify Fn with the cylindrical subsets {F1 × · · · × Fn : Fi ∈ Fi} then Proposition 4 admits the interpretation that
probability is transferred from arbitrary closed subsets of En to the cylindrical sets. More precisely,  assigns to the set of
cylindrical sets intersecting L ∈ Kˆn∪ the probability (given by Q ) that an arbitrary closed subset of En hits L. This will be
illustrated by Example 1 at the end of Section 4.
4. The case of finite spaces – a multivariate Moebius inversion formula
In this section our considerations are restricted to finite spaces. In this special case one often uses the terms belief and
plausibility functions rather than containment and capacity functionals. (Note that the continuity assumptions such as
(CF3) are superfluous since spaces are finite.) Furthermore, probability distributions on subsets of a finite set E simplify to
probabilityweights on the power setP ofE, and there exists an explicit formula (the so-calledMoebius inversion formula) to
compute probability weights from a belief function. The aim of this section is to derive amultivariate version of theMoebius
inversion formula after reviewing the univariate case.
Since G = F = K = B(E) = P on the finite set E we will use the power set P for our further considerations. A basic
probability assignment [19] on the subsets of E is a set functionm : P → [0, 1] fulfilling
(1) m(∅) = 0
(2)
∑
A⊆E
m(A) = 1.
As already mentioned, a basic probability assignment specifies a distribution on P . The sets from P with non-zero basic
probability, that is,
{X ⊆ E : m(X) > 0}
are called focal elements and can be used to define a finite random set. Indeed, if one enumerates the focal elements by
X1, . . . , X, then
X : {1, . . . , } → P, i 	→ Xi
B. Schmelzer / International Journal of Approximate Reasoning 53 (2012) 1228–1247 1241
is a non-empty random set on the finite set {1, . . . , }with probability weights P({i}) = pi = m(Xi). The upper probability
or plausibility function of X is then given by (B ⊆ E)
P(B) = ϕ(B) = P({i : Xi ∩ B = ∅}) =
∑
{i:Xi∩B =∅}
pi =
∑
{A⊆E:A∩B =∅}
m(A) = ∑
A∩B =∅
m(A)
Analogously, the lower probability or belief function of X is given by
P(B) = ϕ˜(B) = P({i : Xi ⊆ B}) =
∑
{i:Xi⊆B}
pi =
∑
{A⊆E:A⊆B}
m(A) = ∑
A⊆B
m(A)
Obviously, P(∅) = P(∅) = 0 and P(E) = P(E) = 1. As in the general (infinite) case P is completely alternating and P is
completely monotone (see Eq. (4)).
Theabove formulas showhowtoobtainbelief andplausibility functions frombasicprobability assignments. The following
formula referred to as the Moebius inversion formula shows how to compute a basic probability assignment from a belief
function. To this end, let ϕ˜ : P → [0, 1] be a belief function, that is, a completelymonotone set function such that ϕ˜(∅) = 0
and ϕ˜(E) = 1. Then
m : P → [0, 1], A 	→ ∑
B⊆A
(−1)|A\B|ϕ˜(B) (17)
defines the unique basic probability assignment such that
ϕ˜(B) = ∑
A⊆B
m(A)
for all B ∈ P . For the proof the reader is referred to [19, Theorem 2.2]. By Formula (17) one can now express m by the dual
plausibility function ϕ. Indeed, for A ⊆ Ewe get
m(A) = ∑
B⊆A
(−1)|A\B|ϕ˜(B) = ∑
B⊆A
(−1)|A\B|(1 − ϕ(Bc)) = (−1)|A|
⎛⎝∑
B⊆A
(−1)|B| − ∑
B⊆A
(−1)|B|ϕ(Bc)
⎞⎠ .
Using the fact that
∑
B⊆A
(−1)|B| =
{
1 if A = ∅,
0 if A = ∅,
we obtain
m(A) =
⎧⎨⎩0 if A = ∅,− ∑
B⊆A
(−1)|A\B|ϕ(Bc) if A = ∅. (18)
Eq. (18) obviously corresponds to the Choquet theorem in the finite case. The question arises if we can find multivariate
versions of Formulas (17) or (18).
Let E1, . . . ,En (n ≥ 2) be finite sets with power sets Pi, 1 ≤ i ≤ n. Similar to Section 3 we can use the co-product En
to reduce the multivariate case to the univariate case.
Lemma 4. Let m : Pn → [0, 1] and m′ : Pn → [0, 1] be functions such that
m(A1, . . . , An) = m′(Ai) (19)
for all (A1, . . . , An) ∈ Pn. Then m′ is a basic probability assignment if and only if m fulfills the following two conditions
(1) m(∅, . . . ,∅) = 0
(2)
∑
(A1,...,An)∈Pn
m(A1, . . . , An) = 1.
Proof. Because of the one-to-one correspondence between tuples from Pn and sets from Pn the assertion is obvious. 
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We shall call a function m : Pn → [0, 1] a multivariate basic probability assignment if the two conditions of the above
lemma are fulfilled. Furthermore, a set function ψ : Pn → [0, 1] such that ψ(∅, . . . ,∅) = 0, ψ(E1, . . . ,En) = 1 and
which is completely alternating in each component (i.e., fulfills (MCF2) from Prop. 1) shall be calledmultivariate plausibility
function whereas a set function which is completely monotone in each component and yields 0 for (∅, . . . ,∅) and 1 for
(E1, . . . ,En) shall be calledmultivariate belief function. The following proposition shows how to definemultivariate belief
and plausibility functions from a given (multivariate) basic probability assignment.
Proposition 5. Let m : Pn → [0, 1] be a multivariate basic probability assignment. Then
ψ˜ : Pn → [0, 1], (A1, . . . , An) 	→
∑
{(B1,...,Bn)∈Pn:∀i Bi⊆Ai}
m(B1, . . . , Bn)
is a multivariate belief function, that is, ψ˜(∅, . . . ,∅) = 0, ψ˜(E1, . . . ,En) = 1 and ψ˜ is completely monotone in each
component. Furthermore,
ψ : Pn → [0, 1], (A1, . . . , An) 	→
∑
{(B1,...,Bn)∈Pn:∃i Bi∩Ai =∅}
m(B1, . . . , Bn)
is a multivariate plausibility function, that is, ψ(∅, . . . ,∅) = 0, ψ(E1, . . . ,En) = 1 and ψ is completely alternating in each
component.
Proof. Weprove thatψ is amultivariate plausibility function. The proof for ψ˜ is analogous. Letm′ : Pn → [0, 1] be defined
by
m′(Ai) = m(A1, . . . , An)
for all (A1, . . . , An) ∈ Pn. By Lemma 4 the function m′ is a basic probability assignment. Hence, ϕ : Pn → [0, 1] defined
by
ϕ(Ai) =
∑
Bi∩Ai =∅
m′(Bi)
is a plausibility function on Pn. Obviously, Bi ∩ Ai = ∅ if and only if Bi ∩ Ai = ∅ for at least one i. Thus,
ψ(A1, . . . , An) =
∑
{(B1,...,Bn)∈Pn:∃i Bi∩Ai =∅}
m(B1, . . . , Bn) =
∑
Bi∩Ai =∅
m′(Bi) = ϕ(Ai)
and ψ(∅, . . . ,∅) = 0, ψ(E1, . . . ,En) = 1. The set function ψ is completely alternating in each component (i.e., fulfills
(MCF2) from Prop. 1) by Lemma 1. 
The following proposition gives a multivariate version of the Moebius inversion formula, that is, a formula which shows
how to compute a multivariate basic probability assignment from a multivariate belief or plausibility function.
Proposition 6. Let ψ˜ : Pn → [0, 1] be a multivariate belief function. Then
m(A1, . . . , An) =
∑
{(B1,...,Bn)∈Pn:∀i Bi⊆Ai}
(−1)∑ni=1 |Ai\Bi|ψ˜(B1, . . . , Bn) (20)
is the unique multivariate basic probability assignment such that
ψ˜(A1, . . . , An) =
∑
{(B1,...,Bn)∈Pn:∀i Bi⊆Ai}
m(B1, . . . , Bn)
for all (A1, . . . , An) ∈ Pn. If ψ : Pn → [0, 1] is the dual set function of ψ˜ , that is, ψ(A1, . . . , An) = 1 − ψ˜(Ac1, . . . , Acn) for
all (A1, . . . , An) ∈ Pn then m can be computed from ψ by
m(A1, . . . , An) =
⎧⎨⎩0 if ∀i Ai = ∅,− ∑{(B1,...,Bn)∈Pn:∀i Bi⊆Ai}(−1)
∑n
i=1 |Ai\Bi|ψ(Bc1, . . . , Bcn) otherwise. (21)
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Proof. Since ψ˜ is a multivariate belief function the dual set function ψ : Pn → [0, 1] defined by
ψ(A1, . . . , An) = 1 − ψ˜(Ac1, . . . , Acn) is a multivariate plausibility function. According to Lemma 1 the set function
ϕ : Pn → [0, 1] defined by
ϕ(Ai) = ψ(A1, . . . , An)
is a plausibility function on Pn. Its dual set function ϕ˜ : Pn → [0, 1] is a belief function fulfilling ϕ˜(Ai) = ψ˜(A1, . . . , An)
for all (A1, . . . , An) ∈ Pn. We can now apply Formula (17) to obtain a basic probability assignmentm′ : Pn → [0, 1] by
m′(Ai) =
∑
Bi⊆Ai
(−1)|Ai\Bi|ϕ˜ (Bi) (22)
According to Eq. (19) we obtain a basic probability assignmentm : Pn → [0, 1] by setting
m(A1, . . . , An) = m′(Ai)
Using the representation Ai = ⋃ni=1 Ai × {i} it is easy to see that Bi ⊆ Ai if and only if Bi ⊆ Ai for all i. Furthermore,|  Ai| = ∑ni=1 |Ai| and thus |  Ai \ Bi| = ∑ni=1 |Ai \ Bi|. Thus, the right-hand side of (22) coincides with the right-hand
side of (20). Formula (21) can be obtained by applying (18) to ϕ. 
Similar to Section 3 one can formulate a variant of themultivariateMoebius inversion formula by identifyingPn with the
cylindrical subsets ofEn, i.e., Cyl(En) = {A1 × · · · × An : Ai ⊆ Ei}. To this end, let φ˜ : P(En) → [0, 1] be a belief function
onEn and let
̂˜φ denote its restriction to Cyl(En). By the Moebius inversion formula we get the basic probability assignment
corresponding to φ˜:
m : P(En) → [0, 1], A 	→ ∑
{B∈P(En):B⊆A}
(−1)|A\B|φ˜(B)
On the other hand, one can use Eq. (22) to obtain the (multivariate) basic assignment corresponding to
̂˜φ:
m̂ : Cyl(En) → [0, 1], A1 × · · · × An 	→
∑
B1×···×Bn⊆A1×···×An
(−1)∑ni=1 |Ai\Bi| ̂˜φ(B1 × · · · × Bn) (23)
In this situation, Proposition 4 says that for all A1 × · · · × An ∈ Cyl(En) it holds that∑
B1×···×Bn⊆A1×···×An
m̂(B1 × · · · × Bn) = φ˜(A1 × · · · × An) =
∑
{B∈P(En):B⊆A1×···×An}
m(B)
which means that the masses (given by m) of the non-cylindrical sets are transferred to the cylindrical ones built from
projections. The following simple example illustrates this fact.
Example 1. Let E = E1 = E2 = {a, b} so that E2 = {(a, a), (a, b), (b, a), (b, b)}. Consider the basic mass assignment
m : P(E2) → [0, 1] given by
m(B) =
{
pi if B = Bi
0 else
where
B1 = {(a, a), (b, a), (a, b)}, B2 = {(a, a), (b, a)}, B3 = {(a, b), (b, a)}, p1 + p2 + p3 = 1
Computing the corresponding belief function φ˜ : P(E2) → [0, 1] and restricting it to Cyl(E2) leads to a set function ̂˜φ that
assigns non-zero values only to two sets:
̂˜φ({a, b} × {a}) = p2, ̂˜φ(E2) = 1
Applying Eq. (23) yields the basic mass assignment m̂ : Cyl(E2) → [0, 1] given by
m̂({(a, a), (b, a)}) = p2, m̂(E2) = p1 + p3 = 1 − p2 .
Hence, the values ofm and m̂ coincide on the cylindrical set B2 but the masses p1 and p3 are transferred to E
2 which is the
smallest cylindrical set containing B1 and B3.
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5. Application to set-valued processes
Let T denote a time set, let (M,M) be a measurable space and let (,, P) be a probability space. Then a map
x : T ×  → M is a stochastic process if for each t ∈ T the partial map xt :  → M is measurable, that is, x−1t (B) ∈ 
for all B ∈ M. Denoting by T the set of all finite subsets of T , the process x induces a family {μt}t∈T of probability measures
where
μt : M⊗n → [0, 1],
B 	→ P({ω ∈  : (xt1(ω), . . . , xtn(ω)) ∈ B}),
t = (t1, . . . , tn),M⊗n = M⊗· · ·⊗M. The latter is called the family of finite-dimensional distributions of x and obviously
fulfills the following two conditions:
(i) For all t = (t1, . . . , tn) ∈ T , B1, . . . , Bn ∈ M and each permutation σ of {1, . . . , n} it holds that
μt(B1 × · · · × Bn) = μσ(t)(Bσ(1) × · · · × Bσ(n))
where σ(t) = (tσ(1), . . . , tσ(n)).
(ii) For all t = (t1, . . . , tn) ∈ T , tn+1 ∈ T , B ∈ M⊗n it holds that
μt1,...,tn+1(B ×M) = μt(B)
A family of finite-dimensional distributions is said to be consistent if these two conditions are fulfilled. Under the assumption
thatM is a complete separablemetric spaceendowedwith itsBorel setsB(M), thewell-knownDaniell–Kolmogorov theorem
[5,7] says that for any consistent family of finite-dimensional distributions there exists a stochastic process whose finite
dimensional distributions coincide with that family. More precisely, consider the set of maps from T toM denoted byMT
which is endowedwith theσ -algebraB(MT )generatedby sets of the form {ω ∈MT : (ω(t1), . . . , ω(tn)) ∈ B},B ∈ B(Mn),
ti ∈ T , n ≥ 1. Then there exists a probability measure μ on B(MT ) such that for all t = (t1, . . . , tn) ∈ T (n ≥ 1) and
B ∈ B(Mn) it holds that
μt(B) = μ({ω ∈MT : (ω(t1), . . . , ω(tn)) ∈ B})
The desired process is then given by (t, ω) 	→ ω(t).
By set-valued stochastic processes we mean stochastic processes whereM = F , that is, maps of the form
X : T ×  → F
where Xt :  → F is Effros-measurable for all t ∈ T . With the aid of Proposition 2 we can now formulate an existence
theorem for set-valued processes by using multivariate capacity functionals.
Proposition 7. Let {ψt : t ∈ T } be a family of multivariate capacity functionals (i.e., set functions fulfilling Conditions (MCF1) -
(MCF3) of Proposition 1). Assume that the following consistency conditions are fulfilled:
(i) For all n ≥ 1, t = (t1, . . . , tn) ∈ T , K1, . . . , Kn ∈ K and each permutation σ of {1, . . . , n} it holds that
ψt(K1, . . . , Kn) = ψσ(t)(Kσ(1), . . . , Kσ(n))
where σ(t) = (tσ(1), . . . , tσ(n)).
(ii) For all n ≥ 1, t = (t1, . . . , tn) ∈ T , tn+1 ∈ T, K1, . . . , Kn ∈ K it holds that
ψt1,...,tn+1(K1, . . . , Kn,∅) = ψt(K1, . . . , Kn)
Then the family {t : t ∈ T } obtained from Proposition 2 is a consistent family of probability measures and there exists a
probability measure  on B(FT ) such that for all t = (t1, . . . , tn) ∈ T (n ≥ 1) and (K1, . . . , Kn) ∈ Kn it holds that
ψt(K1, . . . , Kn) = t
⎛⎝⎧⎨⎩ω ∈ FT : (ω(t1), . . . , ω(tn)) ∈
n⋃
i=1
F̂Ki
⎫⎬⎭
⎞⎠ . (24)
In addition, the condition sup{ψt(K) : K ∈ K} = 1 implies t({ω ∈ FT : ω(t) = ∅}) = 1 for all t ∈ T.
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Proof. Since E is an LCHS space, F is a compact Hausdorff second countable space. Thus, F is also a Polish space, that is,
separable and completely metrizable. Hence, if we show that {t : t ∈ T } is a consistent family of probability measures the
classical Daniell–Kolmogorov theorem can be applied directly and Eq. (24) is obtained from Proposition 2:
ψt(K1, . . . , Kn) = t
⎛⎝ n⋃
i=1
F̂Ki
⎞⎠ = 
⎛⎝⎧⎨⎩ω ∈ FT : (ω(t1), . . . , ω(tn)) ∈
n⋃
i=1
F̂Ki
⎫⎬⎭
⎞⎠
It is enough to prove that the consistency conditions for {t : t ∈ T } are fulfilled for cylindrical sets of the form
FK11,...,K1k1 × · · · × FKn1,...,Knkn
Kiji ∈ K, since they constitute a generating class of B(Fn) = B(F)⊗n which is closed under finite intersections. As in Eq. (14)
we obtain
t(FK11,...,K1k1 × · · · × FKn1,...,Knkn ) = −
∑
J∈J
(−1)|J|ψt
⎛⎝ ⋃
j1∈J1
K1j1 , . . . ,
⋃
jn∈Jn
Knjn
⎞⎠
where J = {(J1, . . . , Jn) : Ji ⊆ {1, . . . , ki}} and |J| = ∑ni=1 |Ji|. Together with (i) this implies
t(FK11,...,K1k1 × · · · × FKn1,...,Knkn ) = σ(t)(FKσ(1)1,...,Kσ(1)kσ(1) × · · · × FKσ(n)1,...,Kσ(n)kσ(n) )
In a similar manner as before we obtain
t1,...,tn+1(FK11,...,K1k1 × · · · × FKn1,...,Knkn × F) = −
∑
J∈J
(−1)|J|ψt1,...,tn+1
⎛⎝⋃
j1∈J1
K1j1 , . . . ,
⋃
jn∈Jn
Knjn ,∅
⎞⎠ .
and thus (ii) implies
t1,...,tn+1(FK11,...,K1k1 × · · · × FKn1,...,Knkn × F) = t(FK11,...,K1k1 × · · · × FKn1,...,Knkn )
The additional statement that sup{ψt(K) : K ∈ K} = 1 impliest({ω ∈ FT : ω(t) = ∅}) = 1 which directly follows from
Corollary 1. 
It should be mentioned that in [9] a Daniell–Kolmogorov theorem for supremum preserving (also called maxitive) upper
probabilities has been proved.
With the aid of the foregoing proposition we can now try to construct something like a set-valued Brownian motion.
Brownian motion is a real-valued stochastic process in continuous time which is defined via a consistent family of Gaussian
distributions. More precisely, it is a process with continuous sample functions starting at time 0 with value 0, and it has
independent, Gaussian distributed increments with mean 0. We denote by {βt}t∈T (T = [0,∞)) its family of finite dimen-
sional distributions which is clearly consistent. According to Eq. (16) and Lemma 3 we get a family of multivariate capacity
functionals {ψt}t∈T which can be easily seen to be consistent. In addition, we have for all t = (t1, . . . , tn) ∈ T and for all
1 ≤ i ≤ n that
sup{ψt(Kˇi) : Ki ∈ K} = sup{βt(Kˆi) : Ki ∈ K} = sup{βti(Ki) : Ki ∈ K} = 1
By applying Propositions 3 and 7 we get a probability measure  on B(F [0,∞)) such that for each t = (t1, . . . , tn) ∈ T it
holds that t(F ′n) = 1 and for each (K1, . . . , Kn) ∈ Kn we get

⎛⎜⎝
⎧⎪⎨⎪⎩ω ∈ F [0,∞) : (ω(t1), . . . , ω(tn)) ∈ nF n⋃
i=1
Kˆi
⎫⎪⎬⎪⎭
⎞⎟⎠ = t
⎛⎝ n⋃
i=1
F̂Ki
⎞⎠ = ψt(K1, . . . , Kn) = βt
⎛⎝ n⋃
i=1
Kˆi
⎞⎠ .
By defining
B : [0,∞) × F [0,∞) → F, (t, ω) 	→ Bt(ω) = ω(t)
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Fig. 1. Overview over characterizations of probability measures by set functions.
we get a set-valued process with finite dimensional distributions {t}t and finite dimensional capacity functionals {ψt}t .
For time t ∈ [0,∞) and G ∈ G we get
({ω : Bt(ω) ∩ G = ∅}) = t(FG) = t
⎛⎝⋃
n∈N
FKn
⎞⎠ = lim
n→∞ t(FKn) = limn→∞ βt(Kn) = βt(G)
where {Kn}n∈N ⊆ K is an increasing sequence such that ⋃ni=1 Kn = G. On the other hand, if we approximate Gc by an
increasing sequence {Kn}n∈N ⊆ K we obtain
({ω : Bt(ω) ⊆ G}) = t(FGc) = 1− t(FGc) = 1− limn→∞ t(FKn) = 1− limn→∞ βt(Kn) = 1− βt(Gc) = βt(G).
Consequently, the lower and the upper probability of Bt coincide and thus, Bt is almost surely a singleton. This means that
although B has values in F it is actually not a set-valued process but a version of classical Brownian motion.
Note that there are other approaches to define a set-valued Brownian motion via support functions (see [11,12]), but at
least in the real-valued case they also lead to set-valued processes that almost surely consist of singletons.
6. Summary and conclusion
The goal of this paper was to give a characterization of probability measures on the Borel subsets of Fn (n ≥ 2) by
set functions. The first approach was to use a set function ϕ defined on the compact subsets of the co-product En and
to apply the (classical) Choquet theorem leading to a probability measure Q on the Borel-σ -algebra of the closed subsets
of En. It has been shown that instead of ϕ one can equivalently use a set function ψ defined on the cartesian product
Kn = K1 × · · · × Kn (Lemma 1). Moreover, it has been demonstrated how to obtain a probability measure  on B(Fn)
from Q (Lemma 2). This resulted in a characterization of probability measures on B(Fn) by set functions on Kn called
multivariate capacity functionals (Proposition 2). In addition, Proposition 3 stated a characterization using set functions on
Kˆn∪ which is a special class of subsets of the product spaceEn = E1 × · · · ×En. Figure 1 gives an overview of the proposed
characterizations.
Section 4 discussed the special case of finite sets Ei which resulted in a multivariate version of the Moebius inversion
formula. In Section 5, we have stated a Daniell–Kolmogorov theorem for set-valued stochastic processes, that is, we have
demonstrated that for a consistent family of multivariate capacity functionals there exists a set-valued process whose finite
dimensional upper probabilities coincide with these multivariate capacity functionals.
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