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Abstract
Using the theory of generalized Weierstrass transform, we show that the Hermite rank is identical to
the power rank in the Gaussian case, and that an Hermite rank higher than one is unstable with respect
to a level shift.
1 Introduction
Let Z be a standard Gaussian random variable and let
φ(x) =
1√
2π
e−x
2/2
be the standard Gaussian density. The space L2(φ) consists of functions G such that
EG(Z)2 =
∫
R
G(x)2φ(x)dx <∞.
It is well-known (see, e.g., Beran et al. [2] Section 3.1.2) that the Hermite polynomials
Hk(x) := (−1)kex
2/2 d
k
dxk
e−x
2/2, k = 0, 1, 2 . . . (1)
form an orthogonal basis for L2(φ). We note that H0(x) = 1, and Hk(x) is a k-th order polynomial, whose
xk term has coefficient 1. A function G ∈ L2(φ) admits the so-called Hermite expansion in L2(φ):
G(x) =
∞∑
k=0
gkHk(x) = EG(Z) +
∞∑
k=1
gkHk(x), (2)
where
gk =
1
k!
EG(Z)Hk(Z), k = 0, 1, 2 . . . , (3)
thus
g0 = EG(Z), g1 = EG(Z)Z, g2 = EG(Z)(Z
2 − 1), . . . .
Observe that
G(x) − EG(Z) =
∞∑
k=1
gkHk(x). (4)
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Definition 1. The Hermite rank m of G, introduced in Taqqu [14], is defined as
m = inf{k ≥ 1, gk 6= 0}, (5)
namely, m ≥ 1 is the index of the first nonzero coefficient in the Hermite expansion of G(x)− EG(Z).
In view of (4), we have
m = inf{k ≥ 1, EG(Z)Hk(Z) 6= 0}. (6)
The Hermite rank m plays an important role in limit theorems involving long-range dependence (also
called long memory). For more information about long-range dependence, see the recent monographs Giraitis
et al. [6], Beran et al. [2] and Pipiras and Taqqu [10]. In particular, suppose that {Zi} is a standardized
stationary Gaussian process which has long-range dependence, that is, the covariance Cov(Zn, Z0) behaves
like the power law n−β with β ∈ (0, 1) asymptotically. Given a function G ∈ L2(φ), we consider the
distributional limit of
1
AN
[Nt]∑
i=1
[G(Zi)− EG(Zi)] (7)
as N →∞, where t > 0 is a time index and AN is an appropriate normalization factor. It turns out that the
limit depends on the exponent β and the Hermite rank m of G: if mβ > 1, one can choose AN = N
1/2, and
the limit is a Brownian motion; if mβ < 1, one can choose AN = N
1−mβ/2, and the limit is the so-called
Hermite process of rank m. See Taqqu [14], Dobrushin and Major [5], Taqqu [15] and Breuer and Major [4]
for more details about these limit theorems.
The limit theorems mentioned above were extended later by Surgailis [13] Ho and Hsing [8], and others,
to the case where the Gaussian sequence {Zi} in (7) is replaced by a linear process Xi =
∑
j≥0 ai−jǫj ,
where {ǫj} is an i.i.d. sequence not necessarily Gaussian, and coefficient sequence {an} decays like n−β/2−1/2
asymptotically so that {Xi} has long-range dependence. In this setup, a notion called power rank was
introduced in Ho and Hsing [8] to generalize the Hermite rank m. Given a function G and a random variable
X satisfying EG(X)2 <∞, we set G˜(x) = G(x) − EG(X). Define
G∞(x) = EG˜(X + x) (8)
and suppose that G∞(·) has derivatives of sufficiently high order.
Definition 2. The power rank of G(·) with respect to X is defined as
p = inf{k ≥ 1 : G(k)∞ (0) 6= 0}, (9)
where
G(k)∞ (0) =
dk
dxk
EG(X + x)|x=0. (10)
Ho and Hsing [8] established limit theorems analogous to the Gaussian case, namely, if pβ > 1, one gets
Brownian motion, and if pβ < 1, one gets Hermite process of rank p.
As the limit theorems indicate, when {Xi} is standard Gaussian, the power rank p defined in (9) should
coincide with the Hermite rank m defined in (5) or (6). This is stated in Remark 2 of Ho and Hsing [8]
without a proof. We cannot find a proof for this fact except in special cases, e.g., when G is a finite-order
polynomial (Proposition 5.1 of Le´vy-Leduc and Taqqu [9]), or when G satisfies additional smoothness and
integrability conditions, so that the differentiation in (10) can be taken inside the expectation.
In this paper, we shall apply the theory of generalized Weierstrass transform to give a proof of the
coincidence of Hermite rank and power rank in the Gaussian case. More precisely, we prove that coefficient
gk in the Hermite expansion equals G
(k)
∞ (0)/k! under the weakest possible condition (see Theorem 1 below).
We also establish a result related to statistical inference. Limit theorems involving the Hermite rank m
have been applied extensively in the statistical literature dealing with long-range dependence. The statistical
treatment of the Hermite rank m, however, has always been subtle and vague. Typically, one assumes that
the stationary long-range dependent observations {Xi} follow the so-called Gaussian subordination model :
Xi = G(Zi),
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where {Zi} is Gaussian with long-range dependence, and G ∈ L2(φ). One then derives statistical asymptotic
results based on limit theorems valid for a specific value of the Hermite rank m. But what is m is unknown?
In a recent work, Beran et al. [3] applied the idea of resampling to distinguish m = 1 from m ≥ 2. In this
paper, we use here the theory of generalized Weierstrass transform to show in (Theorem 2 below that the
Hermite rank of {Xi} may change to m = 1 if Zi gets slightly modified through a level shift. This raises
questions about involving an Hermite rank m ≥ 2 in statistical modeling. For more details on this topic, we
refer the reader to Bai and Taqqu [1].
The paper is organized as follows. Section 2 states the main results. Section 3 introduces the main tool,
the generalized Weierstrass transform. Section 4 contains the proofs of the main results.
2 Main Results
We state here the main results. We first describe the precise relation between the Hermite rank and the
power rank.
Let Z denote throughout a standard Gaussian random variable and let φ denote its density. As in Section
1, we consider the functions
G˜(x) = G(x) − EG(Z), G∞(x) = EG˜(Z + x) =
∫
R
G˜(z + x)φ(z)dz.
The function G or G˜ may not be smooth, but the function G∞ is typically smooth due to the convolution
with the smooth φ(z). ,
Lemma 1. If E|G˜(Z + x)| <∞ and x ∈ (−δ, δ) for some δ > 0, then G∞(x) is analytic on (−δ, δ).
This lemma is proved in Section 4. Suppose now that G∞ is analytic and write the analytic expansion
of G∞ as
G∞(x) =
∞∑
k=0
g˜kx
k, g˜k = G
(k)
∞ (0)/k!. (11)
The following result directly implies that the Hermite rank defined in (5) coincides with the power rank
defined in (9) in the case X = Z.
Theorem 1. Suppose that
EG(Z)2 <∞ and E|G˜(Z + x)| <∞, Z ∼ N(0, 1), for all x ∈ (−δ, δ) for some δ > 0.
Then
gm = g˜m, m ≥ 1
where gm is the Hermite expansion coefficient in (5), and g˜m is the analytic expansion coefficient in (11).
The Hermite rank and the power rank thus coincide.
Theorem 1 is proved in Section 2.
Remark 1. Note that if the function G is a constant c, then
gm = EcHm(Z) = cEHm(Z) = 0 for all m ≥ 1.
Hence its Hermite rank can be viewed as being infinite. Something similar happens with the power rank
since the derivative of G∞(x) = c is zero.
Remark 2. There is another rank notion in the study of non-central limit theorems proposed by Surgailis
[13], which we call the exponent rank. The exponent rank in the Gaussian context is defined as the smallest
integer m ≥ 1 such that EG(m)(Z) 6= 0. White the power rank typically involves a smooth function G∞, the
exponent rank requires smoothness and integrability conditions on the derivatives of the original function G
itself. We refer the reader to Proposition 5.8.4 of Pipiras and Taqqu [10] for the coincidence of the exponent
rank with the Hermite rank under suitable conditions on G.
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The next result concerns the instability of a Hermite rank higher than 1 with respect to a level shift. See
Bai and Taqqu [1] for a discussion on the statistical implication of this result.
Theorem 2. Let G(·) be a non-constant function satisfying
EG(Z)2 <∞ and E|G(Z + x)| <∞, Z ∼ N(0, 1) for all x ∈ (−δ, δ) for some δ > 0,
and suppose in addition that G(·) has a Hermite rank m ≥ 1. Then there is an ǫ ∈ (0, δ), such that the
Hermite rank of G(·+ x) is 1 for all x ∈ (−ǫ, 0) ∪ (0, ǫ).
Hence there is a neighborhood of 0, not including 0, such that the Hermite rank of G(.+ x) is 1 for all x
in that neighborhood. Theorem 2 is proved in Section 4.
3 The generalized Weierstrass transform
The proofs make use of generalized functions (distributions). In particular, we apply the theory of generalized
Weierstrass transform. See Chapter VII of Zemanian [16]). First, we introduce some essential ingredients
here.
The usual Weierstrass transform of a conventional function G is defined as
W(G)(x) = 1√
2π
∫
R
G(z)e−(x−z)
2/2dz = (G ∗ φ)(x), (12)
where φ(x) = (2π)−1/2e−x
2/2 is the standard Gaussian density function1, whenever the integral is well-
defined. To make sense of W(G) beyond a conventional function G, we introduce the test function space
W (a, b) (see p.206 of Zemanian [16]). Set
ρa,b(x) = e
−ax1{x<0} + e
−bx1{x≥0},
and let W (a, b) be the linear space of all infinitely differentiable functions ϕ such that for each n ≥ 0,
sup
x
ex
2/2ρa,b(x)|Dnϕ(x)| <∞.
One can check that the shifted Gaussian density φ(y − ·) ∈ W (a, b) if y ∈ (a, b), and so are the derivatives.
The generalized Weierstrass transform, still denoted byW , operates on the dual spaceW ′(a, b) of continuous
linear functionals G on W (a, b) as
W(G)(x) = 〈G,φ(x − ·)〉,
namely, the linear functional G evaluated at the function φ(x − ·). The dual space W ′(a, b) contains, for
example, functions G(·) such that ∫
R
|G(z)|φ(x − z)dz <∞, a < x < b, (13)
in which caseW(G) is given by the conventional Weierstrass transform (12). The generalized differentiation
D of an element G ∈W ′(a, b) is defined by
〈DG,ϕ〉 := 〈G,−Dϕ〉, ϕ ∈ W (a, b),
and D is a continuous linear mapping of W ′a,b into itself (p.207 of Zemanian [16]).
The G we consider here will always be realizable as a conventional function satisfying (13). We view this
G as a generalized function only to make use of the differentiation theory of generalized functions.
1The “standard” Gaussian function used in Zemanian [16] is φ(x) = (4pi)−1/2e−x
2/4. We thus re-scale accordingly if
necessary.
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4 Proofs
We now proceed to the proofs of Theorem 1 and 2, where we will frequently refer to the results in Zemanian
[16]. W denotes the generalized Weierstrass transform introduced in Section 3, Hk(x) denotes the Hermite
polynomial defined in (1) and φ(x) = (2π)−1/2e−x
2/2.
Proof of Lemma 1. Suppose x ∈ (−δ, δ). Then using the symmetry of φ,
G∞(x) = EG˜(Z + x) =
∫
R
G˜(x+ z)φ(z)dz =
∫
R
G˜(x − z)φ(z)dz =W(G)(x). (14)
The fact that G∞(x) is analytic in the interval (−δ, δ) follows directly from Theorem 7.3.2 of Zemanian
[16].
In the proof of Theorem 1, we shall use the following result.
Lemma 2. Suppose E|G˜(Z + x)| <∞ for all x ∈ (−δ, δ). Then for any x ∈ (−δ, δ), we have
G˜(·)φ(k)(x− ·) ∈ L1(R), k = 0, 1, 2 . . . . (15)
Proof. Fix an x ∈ (−δ, δ). First, one can derive from (1) that
φ(k)(z) = (−1)kHk(z)φ(z) = Hk(−z)φ(z). (16)
Now choose an ǫ ∈ (|x|, δ), and note that ǫ − x and −ǫ − x must have different signs. Then because the
magnitude of a polynomial function is ultimately dominated by that of a exponential function, we have
|Hk(z)| ≤ C1max(ez(ǫ−x), ez(−ǫ−x))
for some constant C1 > 0 independent of z. So for some constant C2 > 0 independent of z,
|φ(k)(z)| = |Hk(−z)|φ(z) ≤ C2max{e−z(ǫ−x)−z
2/2, e−z(−ǫ−x)−z
2/2}.
Hence
|φ(k)(x − z)| ≤ C2max{e−(x−z)(ǫ−x)−(x−z)
2/2, e−(x−z)(−ǫ−x)−(x−z)
2/2}
= C2max{e−(x−z+ǫ−x)
2/2e(ǫ−x)
2/2, e−(x−z−ǫ−x)
2/2e(−ǫ−x)
2/2}
≤ C3(x, ǫ)max{e−(ǫ−z)
2/2, e−(−ǫ−z)
2/2}.
for some constant C3(x, ǫ) > 0 depending only on x and ǫ. Therefore,∣∣∣G˜(z)φ(k)(x− z)∣∣∣ ≤ C3|G˜(z)|max{e−(ǫ−z)2/2, e−(−ǫ−z)2/2}.
But ∫
R
|G˜(z)|φ(±ǫ − z)dz = E|G˜(Z ± ǫ)| <∞.
by assumption. So (15) is proved.
Proof of Theorem 1. View G˜(·) as a generalized function in W ′(−δ, δ) through 〈G˜, ϕ〉 = ∫
R
G˜(z)ϕ(z)dz for
ϕ ∈ W (−δ, δ). Then for any x ∈ (−δ, δ) and k ≥ 1,
dk
dxk
G∞(x) =
dk
dxkEG˜(Z + x) =
dk
dxkW(G˜)(x) by (14)
= 〈G˜, φ(k)(x− ·)〉 by Theorem 7.3.2 of Zemanian [16]
=
∫
R
G˜(z)φ(k)(x− z)dz by (15)
=
∫
R
G˜(z)Hk(z − x)φ(z − x)dz by (16)
=
∫
R
G˜(z + x)Hk(z)φ(z)dz
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The last expression equals
EG˜(Z + x)Hk(Z) = EG(Z + x)Hk(Z)− EG(Z + x) · EHk(Z).
Since for k ≥ 1, EHk(Z) = 0, we get
dk
dxk
G∞(x) = EG(Z + x)Hk(Z). (17)
After dividing both sides of (17) by k! and setting x = 0, we obtain
1
k!
G(k)∞ (0) =
1
k!
EG(Z)Hk(Z),
that is, g˜k = gk in view of (3) and (11).
Proof of Theorem 2. In fact, we will prove a stronger statement:
The Hermite rank of G(·+ x) is one for all x ∈ (−δ, δ) except perhaps for a subset E of (−δ, δ)
with no accumulation point.2 (18)
Step 1. We show that the statement (18) above implies Theorem 2.4. In view of that statement, the
exceptional set E on which the rank can be greater than 1 has no accumulation point inside D = (−δ, δ).
Since the origin 0 is in D, 0 cannot be an accumulation point of E. This implies that there is a neighborhood
(−ǫ, ǫ) of 0 such that E ∩ (−ǫ, ǫ) contains at most finitely many points. By decreasing this neighborhood
if necessary, one can further ensure that it contains at most the single point 0. Therefore the rank is 1 on
(−ǫ, 0) ∪ (0, ǫ). This is what was claimed in Theorem 2.4.
Step 2. We shall now prove the statement (18). Let E be a subset of (−δ, δ), where the Hermite rank is
greater than 1 for all x ∈ E. Suppose by contradiction that this exceptional E has an accumulation point
in (−δ, δ). Note that φ′(x) = −xφ(x). So by (6), the Hermite rank of G(·+ x) being higher than one means
that
R(x) := EG(Z+x)Z =
∫
R
G(z+x)zφ(z)dz =
∫
R
G(y)[(z−x)φ(x−z)]dz = 〈G,φ′(x−·)〉 = 0 ∀x ∈ E. (19)
Because G(·+ x) ∈ L1(φ) for x ∈ (−δ, δ), we can view G(·) as a generalized function in W ′(−δ, δ), with
the (generalized) Weierstrass transform W(G)(x) given as in (12). By Theorem 7.3.2 of Zemanian [16],
W(G) is analytic on (−δ, δ), and so is
d
dx
W(G)(x) = 〈G,φ′(x − ·)〉 = R(x). (20)
The derivative R(x) is also analytic on (−δ, δ). The fact that E has an accumulation point inside (−δ, δ)
entails that
R(x) = 0, x ∈ (−δ, δ), (21)
by Rudin [11] Theorem 8.5.
On the other hand, by Problem 7.3.5 of Zemanian [16], we have
d
dx
W(G)(x) =W(G′)(x), (22)
where G′ is the generalized derivative of G. Combining (20)–(22) yields W(G′) = 0. By the uniqueness
of the generalized Weierstrass transform (Theorem 7.3.4 of Zemanian [16]), this implies that G′ = 0 as a
generalized function in W ′(−δ, δ). By the argument of Theorem 1 in Section 2.4 of Schwartz [12], G as
a conventional function is a constant almost everywhere (see also Halperin and Schwartz [7] p.7). This
contradicts the assumption, which concludes the proof.
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