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Abstract. In this paper we present a novel approach to aid users in the difficult 
task of video search. We use a graph based model based on implicit feedback 
mined from the interactions of previous users of our video search system to 
provide recommendations to aid users in their search tasks. This approach 
means that users are not burdened with providing explicit feedback, while still 
getting the benefits of recommendations. The goal of this approach is to 
improve the quality of the results that users find, and in doing so also help users 
to explore a large and difficult information space. In particular we wish to make 
the challenging task of video search much easier for users. The results of our 
evaluation indicate that we achieved our goals, the performance of the users in 
retrieving relevant videos improved, and users were able to explore the 
collection to a greater extent.   
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1 Introduction 
With the growing capabilities and the falling prices of current hardware systems, there 
are ever increasing possibilities to store and manipulate videos in a digital format. 
Also with ever increasing broadband capabilities it is now possible to view video 
online as easily as text-based pages were viewed when the Web first appeared.  
People are now creating their own digital libraries from materials created through 
digital cameras and camcorders, and use a number of systems to place this material on 
the Web, as well as store them as their own individual collections [20]. However, the 
systems that currently are used to manage and retrieve these videos are insufficient for 
dealing with such large and swiftly increasing volumes of video. Current state of the 
art systems rely on either using annotations provided by users or on methods that use 
the visual low level features available in the videos. As experimental results in state of 
the art video retrieval show, neither of these approaches is sufficient to overcome the 
difficulties associated with video search (see Section 2 for more details).  
We believe that many of these problems associated with browsing and searching large 
collections of video can be alleviated through the use of recommendation techniques. 
Recommendation techniques based on implicit actions do not require users to alter 
their normal behaviour, while all of the actions that users carry out can be used to 
improve their retrieval results. To test these assertions, we have developed a graph 
based model that utilises the implicit actions involved in previous user searches. This 
model can provide recommendations to support users in completing their search tasks. 
This approach is flexible as it allows us to use a combination of explicit and implicit 
feedback, or implicit feedback alone, to help users. We believe that this approach can 
result in a number of desirable outcomes. We achieved an improved user performance 
in terms of task completion, proving that we can aid user exploration of the collection 
and can also increase the user satisfaction with their search and their search results. 
An evaluative study was performed, in order to examine and validate these 
assumptions. Two systems were compared. The first system is a baseline system that 
provides no recommendations. The second system is a system that provides 
recommendations based on our model of implicit user actions. The two systems and 
their respective performances were evaluated both qualitatively and quantitatively. It 
was found that our approach increases the accuracy of videos retrieved by users, 
allows users to navigate a video collection to a greater extent and that users were 
more at ease using our recommendation system in comparison with a baseline. The 
remainder of this paper is organised as follows: In Section 2, we will provide a 
rationale for our work, and describe the state of the art in a number of areas that have 
inspired this work. Subsequently, in Section 3 we will describe our approach for using 
implicit feedback to provide recommendations. Section 4 will describe the two 
systems used in our study. In Section 5 we will describe our experimental 
methodology, which is followed by the results of our experiments in Section 6. 
Finally, in Section 7, we provide a discussion of our work and some conclusions.  
2   Background and Motivation 
The work that we have undertaken is multi-faceted and draws inspiration from 
various research areas. We will discuss a number of these research areas and how they 
are related to our work. We begin by discussing video retrieval, and in particular 
interactive video retrieval. 
2.1   Interactive Video Retrieval 
Interactive video retrieval refers to the process of users formulating and carrying out 
video searches, and subsequently reformulating queries based on the previously 
retrieved results to retrieve more results. Most state of the art video retrieval engines, 
interactive or otherwise can be divided into two major components [32], an indexing 
engine and a retrieval engine, which accesses the index through queries. The indexing 
engine is responsible for providing a quickly accessible index of information that is 
available in a corpus of video. The indexing begins with shot segmentation, in this 
step a larger video is segmented into a sequence of shorter video shots. A shot is a 
sequence of the video which is visually related, the length of a shot can vary 
depending on the video content. Boundaries between shots are typically marked by a 
cut or fade in the video sequence. For most video retrieval systems, a shot is the 
element of retrieval. Each shot is indexed separately by the video retrieval system. 
The shots may have text associated with them and can be represented by individual 
frames. In addition to this, for each shot, a number of example frames which provide 
the best representation of the shot are calculated, these are called keyframes. When a 
search is carried out, the results of the search are normally presented as a list of shots, 
which are represented by keyframes.       
In addition to this basic representation of videos, there are additional pieces of 
metadata or additional information that can be extracted from video to aid search and 
be added to the index, e.g. speech, closed captions, etc. A study of a number of state 
of the art video retrieval systems [15] concludes that the availability of these 
additional resources varies for different systems. For example Heesch et al. [13] 
include Closed Caption transcripts (CC), Automatic Speech Recognition (ASR) and 
Object Character Recognition (OCR) output in their index, whereas Foley et al. [7] 
include index speech recognition output only. As these additional resources are not 
always available, they cannot always be relied upon to aid user searches. Despite this 
uncertainty and lack of resources there has been a great deal of research carried out 
into their use.  For example, Huang [16] has argued that speech contains a great deal 
of semantic information that can be used to help search. Further research from Chang 
et al. [3] found that text extracted from speech data can be an important feature for 
extracting additional information from a video; it can be used for named identity 
extraction, annotating concepts in video and topic change extraction in a video. The 
indexing procedure, together with the retrieval engine, constitutes the “backend” of a 
video retrieval system.  
The main component that allows the interactivity in interactive video retrieval is the 
“front end”; this is the interface between the computer and the user. The interface 
allows a user to compose queries and interact with the results. The users can then re-
formulate queries if they wish and get a new set of results. There are a number of 
different ways in which a user can query a video retrieval system; these include query 
by text, query by example and query by concept. None of these approaches have as of 
yet provided an adequate solution to providing the tools to facilitate video search.   
Query by text is one of the most popular methods of searching for video. It is simple 
and users are familiar with this paradigm from text based searches. However, query 
by text relies on the availability of sufficient textual descriptions. Textual descriptions 
may be extracted from closed captions or through automatic speech recognition; 
however, the availability of these additional resources varies for different systems 
[15]. More recent online state of the art systems rely on using annotations from users 
to provide textual descriptions for videos, as well as other media, e.g. images, Web 
pages, podcasts etc.  However, annotations also provide a number of problems. Users 
can have different perceptions about the same video and tag that video differently. 
This can result in synonyms, polysemy and homonymy, which makes it difficult for 
other users to retrieve the same video.  It has also been found that users are reluctant 
to provide a large number of tags [11]. Query by example allows the users to provide 
sample images or video clips as examples to retrieve more results. This approach uses 
the low-level features that are available in images and videos, such as colour, texture 
and shape to retrieve results. The approach is also inadequate for video retrieval 
because of the difference between low-level data representation of videos and the 
higher level concepts users associate with video, commonly known as the semantic 
gap [17]. Bridging the semantic gap is one of the most challenging research issues in 
multimedia information retrieval today.  In an attempt to bridge this gap, a great deal 
of interest in the multimedia search community has been invested in search by 
concept. Semantic concepts such as “vehicle” or “person” can be used to aid retrieval; 
an example of this semantic application has been explored by the Large Scale 
Ontology for Multimedia (LSCOM) initiative [23]. Search by concept requires a large 
number of concepts to be represented and a number of training examples to represent 
those concepts. While each of these methods alone is inadequate, they have been used 
in conjunction with each other in a number of systems, including MediaMill [31] and 
Informedia [4]. MediaMill and Informedia have been amongst the most successful 
systems at recent TRECVID interactive search evaluations [24]. However, these 
results are for “expert” users, who are supposed an idealistic performance compared 
to the common user [5].  
2.2   Personal Multimedia Search and Sharing 
In recent years there has been a rapid increase in the number of photographs and 
videos that individuals have stored in personal collections and shared online. This has 
led to the emergence of some interesting research that has investigated user 
interaction with multimedia. Kirk et al. present their research on “photowork” [19] 
and “videowork” [20]; photowork and videowork are the activities that users engage 
in with their digital photos or videos prior to sharing. These user activities form some 
of the context for the browsing and searching that users carry out. Kirk et al. find that 
search as we know it may have much less relevance than new paradigms and ways of 
browsing, for the design of new digital photo tools. Ethnographic-style studies [2] 
have also found that there are huge similarities between the ways in which 
participants used personally captured photos and commercially purchased music. 
Halvey and Keane [11] provide analyses of people’s linking and search behaviour 
using YouTube. Initial results show that page views in the video context deviate from 
the typical power-law relationships seen on the Web. There are also clear indications 
that tagging and textual descriptions play a key role in making some video-pages 
more popular than others. However, a number of studies have shown that users cannot 
be relied upon to provide large amounts of textual annotations [10, 11], thus we need 
another form of information to bridge the semantic gap. We believe that using 
collaborative or community based methods to aid users’ video search is one of the 
best solutions to the problems associated with video search.  
2.3   Collaborative Information Access 
Many of the earliest collaborative techniques emerged online in the 1990’s [9, 25, 28] 
and focused on the notion of collaborative filtering. Collaborative filtering was first 
developed in the Tapestry system to recommend e-mails to users of online 
newsgroups [9]. Collaborative filtering aims to group users with similar interests, with 
a view to treating them similarly in the future. So, if two users have consistently liked 
or disliked the same resources, then chances are that they will like or dislike future 
resources of that type. Since those early days collaborative or community based 
methods have evolved and been used to aid browsing [36], e-learning [8] and in 
collaborative search engines [30]. More recently there has also been some recent 
initial research into carrying out collaborative video search [1]. This work, however, 
concentrated on two users carrying out a search simultaneously rather than using the 
implicit interactions from previous searches to improve future searches, which is not 
the focus of our research.   
Traditionally, explicit relevance feedback has been used for a number of collaborative 
systems; however, there are a number of problems with this approach. Providing 
explicit feedback can be a cognitively taxing process. Users are forced to update their 
need constantly and this can be a difficult process when their information need is 
vague [34] or when they are unfamiliar with the document collection [27]. Also, 
previous evaluations have found that users of explicit feedback systems often do not 
provide sufficient levels of feedback in order for adaptive retrieval algorithms to work 
[12]. With this in mind we are using the implicit action of users as the basis for our 
system. Implicit feedback has been shown to be a good indicator of interest in a 
number of areas [18].  Hopfgartner et al. [14] have suggested that implicit relevance 
feedback can aid users searching in digital video library systems. Using click through 
data as implicit feedback, White et al. [37] use the concept of “search trails”, meaning 
the search queries and document interaction sequences performed by the users during 
a search session, to enhance Web search. Craswell and Szummer [6] apply a random 
walk on a graph of user click through data, to help retrieve relevant documents for 
user searches. Specifically for multimedia search, relevance feedback based on the 
content of video has also been used in conjunction with related information, e.g. tags, 
to provide video search recommendations to users [21, 38]. However, we believe that 
such techniques are insufficient where there is a lack of associated information and 
will also suffer from problems associated with the semantic gap [17]. In response to a 
number of the problems that have been outlined in the previous sections, we have 
developed our own graph based model of implicit actions, which we use to provide 
recommendations. This approach uses the previous work of White et al. [37] and 
Craswell and Szummer [6] as a guide. This model and the recommendation 
techniques that we use are described in the following section. 
3   Implicit Feedback: A Graph Based Approach 
For our recommendation model based on user actions, there are two main desired 
properties of the model for action information storage. The first property is the 
representation of all of the user interactions with the system, including the search 
trails for each interaction. This allows us to fully exploit all of the interactions to 
provide richer recommendations. The second property is the aggregation of implicit 
information from multiple sessions and users into a single representation, thus 
facilitating the analysis and exploitation of past implicit information. To achieve these 
properties we opt for a graph based representation of the users’ implicit information. 
We take the concept of trails from White et al. [37]; however unlike White et al. we 
do not limit the possible recommended documents to those documents that are at the 
end of the search trail. We believe that during an interactive search the documents that 
most of the users with similar interaction sequences interacted with, are the 
documents that could be most relevant for recommendation, not just the final 
document in the search trail. Similar to Craswell and Szummer [6], our approach 
represents queries and documents in the same graph, however we represent the whole 
interaction sequence, unlike their approach where the clicked documents are linked 
directly to the query node. Once again we want to recommend potentially important 
documents that are part of the interaction sequence and not just the final document of 
this interaction. Another difference between our approach and previous work is that 
we take into consideration other types of implicit feedback actions, related to 
multimedia search, e.g. length of play time, browsing keyframes etc., as well as click 
through data. This additional data allows us to provide a richer representation of user 
actions and potentially better recommendations. Overall our representation exploits a 
greater range of user interactions in comparison with other approaches [6, 21, 37]. 
This results in a more complete representation of a wide range of user actions that 
may facilitate better recommendations. These properties and this approach result in 
two graph-based representations of user actions. The first representation utilises a 
Labelled Directed Multigraph (LDM) for the detailed and full representation of 
implicit information. The second graph is a Weighted Directed Graph (WDG), which 
interprets the information in the LDM and represents it in such a way that is 
exploitable for a recommendation algorithm. The recommendations that are provided 
are based on three different techniques based on the WDG. The two graph 
representation techniques and the recommendation techniques are described in detail 
in the following sections. 
3.1   Labelled Directed Multigraph 
A user session 𝑠 can be represented as a set of queries 𝑄𝑠 , which were input by the 
user 𝑢, and a set of multimedia documents 𝐷𝑠  the users interacted with during the 
search session. Queries and documents are represented as nodes 𝑁𝑠 =  𝑄𝑠 ∪ 𝐷𝑠  of 
our graph representation, 𝐺𝑠  =  𝑁𝑠 ,𝐴𝑠 . The interactions of the user during the 
search session are represented as a set of action arcs  𝐴𝑠 𝐺 =  𝑛𝑖 ,𝑛𝑗 , 𝑎,𝑢, 𝑡 . Each 
action arc indicates that, at a time 𝑡, the user 𝑢 performed an action of type 𝑎 that lead 
the user from the query or document node 𝑛𝑖  to node 𝑛𝑗 , 𝑛𝑖 ,𝑛𝑗 ∈ 𝑁𝑠 . Note that  𝑛𝑗   is 
the object of the action and that actions can be reflexive. For instance, when a user 
clicked to view a video and then navigate through it. Action types depend on the kind 
of actions recorded by the implicit feedback system. In our system we recorded 
playing a video, navigating through a video, highlighting a video to get additional 
metadata and selecting a video. Links can contain extra associated metadata, as type 
specific attributes, e.g. length of play in a play type action. The graph is multilinked, 
as different actions can have the same source and destination nodes. The session 
graph 𝐺𝑠  =  𝑁𝑠 ,𝐴𝑠  will then be constructed by all the accessed nodes and linking 
actions, and will represent the whole interaction process for the user’s session 𝑠. 
Finally, all session-based graphs can be aggregated into a single graph 𝐺 = 𝐺 𝑁,𝐴 , 
𝑁 =  𝑁𝑠𝑠 ,  𝐴 =  𝐴𝑠𝑠  which represents the overall pool of implicit information. 
Quite simply, all of the nodes from the individual graphs are mapped to one large 
graph, and then all of the action edges are mapped onto the same graph. This graph 
may not be fully connected, as it is possible, for instance, that users selected different 
paths through the data or entered a query and took no further actions etc. While the 
LDM gives a detailed representation of user interaction with the collection, it is 
extremely difficult to use to provide recommendations. The multiple links make the 
graph extremely complex. In addition to this all of the actions are weighted equally. 
This is not always a true representation; some actions may be more important than 
others and should be weighted differently. 
3.2   Weighted Directed Graph 
In order to allow our recommendation algorithm to exploit the LDM representation of 
user actions, we convert the LDM to a WDG by collapsing all links interconnecting 
two nodes into one single weighted edge. This process is carried out as follows. Given 
the detailed LDM graph of a session 𝑠, 𝐺𝑠  =  𝑁𝑠 ,𝐴𝑠 , we compute its correspondent 
weighted graph 𝐺𝑠 =  𝑁𝑠 ,𝑊𝑠 . Links 𝑊𝑠 =  𝑛𝑖 ,𝑛𝑗 ,ws   indicate that at least one 
action lead the user from the query or document node 𝑛𝑖  to 𝑛𝑗 . The weight value ws  
represents the probability that node 𝑛𝑗 , was relevant to the user for the given session, 
this value is either given explicitly by the user, or calculated by means of the implicit 
evidence obtained from the interactions of the user with that node: 
 
𝑤𝑠 𝑛𝑖 ,𝑛𝑗  =  
1, iff explicit relevance for 𝑛𝑗  
−1, iff explicit irrelevance for 𝑛𝑗  
𝑙𝑟 𝑛𝑗  ∈  0,1 , otherwise (i. e. implicit relevance)
  
 
In the case that there is only implicit evidence for a node 𝑛, the probability value is 
given by the local relevance  𝑙𝑟 𝑛  . 𝑙𝑟 𝑛  returns a value between 0 and 1 that 
approximates a probability that node 𝑛 was relevant to the user given the different 
interactions that the user had with the node.  For instance if the user opened a video 
and played it for the whole of its duration, this can be enough evidence that the video 
has a high chance of being relevant to the user. Following this idea, and based on 
previous work on the impact of implicit feedback importance weights [14], the local 
relevance function is defined as  𝑙𝑟 𝑛 = 1 −
1
𝑥 𝑛 
 , where  𝑥 𝑛  is the total of added 
weights associated to each type of action in which node n is an object of. This subset 
of actions is defined as 𝐴𝑠 𝐺𝑠 ,𝑛 =  𝑛𝑖 ,𝑛𝑗 , 𝑎,𝑢, 𝑡 𝑛𝑗 = 𝑛 ,𝑛 ∈ 𝑁𝑠 . These weights are 
natural positive values returned by a function  𝑓 𝑎 : 𝐴 → ℕ , which maps each type of 
action to a number. These weights are higher for an action that is understood to give 
more evidence of relevance to the user. In this way, 𝑙𝑟 𝑛  is closer to 1 as more 
actions are observed that involve n and the higher the associated weight given to each 
action type. In our weighting model some of the implicit actions are weighted nearly 
as highly as explicit feedback. The accumulation of implicit relevance weights can 
thus be calculated as  𝑥 𝑛 =  𝑓𝑎∈𝐴𝑠 𝐺𝑠 ,𝑛  𝑎 . Table 1 shows an example of function 
𝑓, used during our evaluation process; all of these actions are part of the system 
described in Section 4. This system considers the following actions: 1) playing a 
video during a given interval of time (Play); 2) clicking a search result in order to 
view its contents (View); 3) navigating through the contents of a video (Navigate)  ; 
4) browsing to the next or previous video keyframe (Browse R/L) and 5) tooltiping a 
search result by leaving the mouse pointer over the search result. The weights 
assigned to these actions are based on previous work by Hopfgartner et al. [14], where 
they carried out a study which simulated users carrying out interactive video searches. 
As part of this work a number of different weighting schemes were evaluated in order 
to determine which weighting scheme was the most effective for implicit feedback for 
interactive video search. The weights that we use are based on the results of this 
previous work.  Figure 1 shows an example of LDM and its correspondent WDG for a 
given session. 
 
Action a f(a) Action a f(a) 
Play 3 Navigate 
Browse R/L 
2 
View 10 Tooltip 1 
Table 1: Values for function f() used during the experiment. 
 
Figure 1:  Correspondence between the LDM (left) and WDG (right) models 
Similarly to the detailed LDM graph, the session-based WDGs can be aggregated into 
a single overall graph 𝐺 =  𝑁,𝑊 , which will be called the implicit relevance pool, as 
it collects all the implicit relevance evidence of all users across all sessions. The 
nodes of the implicit pool are all the nodes involved in any past interaction 𝑁 =  𝑁𝑠𝑠 , 
whereas the weighted links combine all of the session-based values. In our approach 
we opted for a simple aggregation of these probabilities,  𝑊 =  𝑛𝑖 ,𝑛𝑗 ,𝑤 , 𝑤 =  𝑤𝑠𝑠 . 
Each link represents the overall implicit (or explicit, if available) relevance that all 
users, whose actions lead from node 𝑛𝑖  to 𝑛𝑗 , gave to node 𝑛𝑗 . Figure 2 shows an 
example of the implicit relevance pool. 
 
 
 
Figure 2: Graph illustrating implicit relevance pool 
3.3   Implicit Relevance Pool Recommendation Techniques 
In our system we recommend both queries and documents to the users. These 
recommendations are based on the status of the current user session. As the user 
interacts with the system, a session-based WDG is constructed. The current user’s 
session is thus represented by 𝐺𝑠′ =  𝑁𝑠′ ,𝑊𝑠′ . This graph is the basis of the 
recommendation algorithm which has three components; each component uses the 
implicit relevance pool in order to retrieve similar nodes that were somehow relevant 
to other users. The first two components are neighbourhood based. A neighbourhood 
approach is a way of obtaining related nodes; quite simply we define the node 
neighbourhood of a given node n, as the nodes that are within a distance 𝐷𝑀𝐴𝑋 d of n, 
without taking the link directionality into consideration. These nodes are somehow 
related to n by the actions of the users, either because the users interacted with n after 
interacting with the neighbour nodes, or because they are the nodes the user interacted 
with after interacting with n. More formally as a way of obtaining related nodes, we 
define the node neighbourhood of a given node 𝑛 as:  
𝑁𝐻(𝑛) =  𝑚 ∈ 𝑁  𝑛,𝑚 < 𝐷𝑀𝐴𝑋   
where  𝑛,𝑚  is the shortest path distance between nodes 𝑛 and 𝑚, and 𝐷𝑀𝐴𝑋  is the 
maximum distance in order to take into consideration a node as a neighbour. The best 
performing setting for this value, in our experiments, was 𝐷𝑀𝐴𝑋 = 3. 
Using the properties derived from the implicit relevance pool, we can calculate the 
overall relevance value for a given node. This value indicates the aggregation of 
implicit relevance that users gave historically to 𝑛, when 𝑛 was involved with the 
users’ interactions. Given all the incident weighted links of 𝑛, defined by the subset 
𝑊𝑠 𝐺𝑠 ,𝑛 =  𝑛𝑖 ,𝑛𝑗 ,𝑤 𝑛𝑗 = 𝑛 ,𝑛 ∈ 𝑁𝑠, the overall relevance value for 𝑛 is calculated 
as follows: 
𝑜𝑟 𝑛 =  𝑤
𝑤∈𝑊𝑠 𝐺𝑠 ,𝑛 
 
Given the ongoing user session s, and the implicit relevance pool we can then define 
the node recommendation value as:   
𝑛𝑕 𝑛,𝑁𝑠 =  𝑙𝑟′ 𝑛𝑖 ∙ 𝑜𝑟 𝑛  
𝑛𝑖∈𝑁𝑠 ,𝑛∈𝑁𝐻(𝑛𝑖)
 
where  𝑙𝑟′ 𝑛𝑖   is the local relevance computed for the current session of the user 𝐺𝑠′ , 
so that the relevance of the node to the current session is taken into consideration. We 
can then define the first recommendation value 𝑟1 𝑛,𝑁𝑠′ = 𝑛𝑟 𝑛,𝑄𝑠′  𝑄𝑠′ ∈ 𝑁𝑠′  , i.e. 
the node recommendation value for the queries related to the current session. 
Similarly, we can define the second recommendation value 
𝑟2 𝑛,𝑁𝑠′ = 𝑛𝑟 𝑛,𝐷𝑠′   𝐷𝑠′ ∈ 𝑁𝑠′  , which exploits the session-related documents  
instead. The last recommendation component is based on the user’s interaction 
sequence. The interaction sequence recommendation approach tries to take into 
consideration the interaction process of the user, with the scope of recommending 
those nodes that are following this sequence of interactions. For instance, if a user has 
opened a video of news highlights, the recommendation could contain the more in-
depth stories that previous users found interesting to view next.  The recommendation 
value 𝑟3 𝑛,𝑁𝑠′ , called interactive recommendation, can thus be defined as follows: 
𝑟3 𝑛,𝑁𝑠 =  𝑙𝑟
′ 𝑛𝑖 ∙ 𝜉
𝑙𝑒𝑛𝑔𝑡𝑕 𝑝 −1 ∙ 𝑤  𝑛𝑗 ,𝑛  
𝑛𝑖∈𝑁𝑠
𝑝=𝑛𝑖↝𝑛𝑗→𝑛
𝑙𝑒𝑛𝑔𝑡 𝑕 𝑝 <𝐿𝑀𝐴𝑋
 
where 𝑛𝑖 ↝ 𝑛𝑗  denotes the existence of a path from 𝑛𝑖  to 𝑛𝑗  in the graph, 𝑛𝑗 → 𝑛 
means that n is adjacent to 𝑛𝑗 , and the same notation is used as a shorthand to define p 
as any path between 𝑛𝑖  and 𝑛, taking into consideration the link directionality. 
length(p) is counted as the number of links in path p, which must be less than a 
maximum length 𝐿𝑀𝐴𝑋 . Finally, 𝜉 is a length reduction factor, set to 0.8 in our 
experiments, value which allowed weight to be propagated significantly up to six 
degrees of separation. This length reduction factor allows giving more importance to 
those documents that directly follow the interaction sequence, though if a document 
with high levels of interaction occurs two or three steps away it may still be 
recommended. In a final step, we obtain the three recommendation lists from each 
recommendation component and merge them into a single final recommendation lists. 
For this we use a rank-based aggregation approach, the scores of the final 
recommendations are the sum of the rank-based normalised scores of each of the 
recommendation list, i.e. using a score 
1
𝑟(𝑛)
 where 𝑟(𝑛) is the position of 𝑛 in the 
recommended list. The final list is then split into recommended queries and 
recommended documents; these are then presented to the user. 
4   System Description 
Our implicit feedback approach has been implemented in an interactive video 
retrieval system. This allows us to have actual end users test our system and approach. 
The keyframes in our index were indexed based on automatic speech recognition 
transcript and machine translation output. The Okapi BM25 retrieval model [26] was 
used to rank retrieval results. In addition to the ranked list of search results, the 
system provides users with additional recommendations of video shots that might 
match their search criteria based on our recommendation graph (see Section 3 for 
details on the recommendation graph).   
 
 
Figure 3: Interface of the video retrieval system. 
Figure 3 shows a screen shot of the recommendation system. The interface can be 
divided into three main panels: the search panel (A), the result panel (B) and the 
playback panel (C). The search panel (A) is where users formulate and carry out their 
searches. Users can enter a text based query in the search panel (A) to begin their 
search. The users are presented with text based recommendations for search queries 
that they can use to enhance their search (b). The users are also presented with 
recommendations of video shots that might match their search criteria (a). Each 
recommendation is only presented once, but may be retrieved by the user at a later 
stage if they wish to do so. The result panel is where users can view the search results 
(B). This panel is divided into five tabs, the results for the current search, a list of 
results that the user has marked as relevant, a list of results that the user has marked as 
maybe being relevant, a list of results that the user has marked as irrelevant and a list 
of recommendations that the user has been presented with previously. Users can mark 
results in these tabs as being relevant by using a sliding bar (c). Additional 
information about each video shot can be retrieved by hovering the mouse tip over a 
video keyframe, that keyframe will be highlighted, along with neighbouring 
keyframes and any text associated with the highlighted keyframe (d). The playback 
panel (C) is for viewing video shots (g). As a video is playing it is possible to view 
the current keyframe for that shot (e), any text associated with that keyframe (f) and 
the neighbouring keyframes. Users can play, pause, stop and can navigate through the 
video as they can on a normal media player, and also make relevance judgements 
about the keyframe (h). Some of these tools in the interface allow users of the system 
to provide explicit and implicit feedback, which is then used to provide 
recommendations to future users. Explicit feedback is given by users by marking 
video shots as being either relevant or irrelevant (c, h). Implicit feedback is given by 
users playing a video (g), highlighting a video keyframe (d), navigating through video 
keyframes (e) and selecting a video keyframe (e).   
In order to provide a comparison to our recommendation system, we also 
implemented a baseline system that provides no recommendations to users. The 
baseline system has previously been used for the interactive search task track at 
TRECVID 2006 [35], the performance of this system was average when compared 
with other systems at TRECVID that year. A tooltip feature which shows 
neighbouring keyframes and the transcript of a shot was added to this system to 
improve its performance. Overall the only difference between the baseline and the 
recommendation system is the provision of keyframe recommendations (a).  
5   Experimental Methodology 
In order to determine the usefulness of our approach we carried out a user-centred 
evaluation of our system and approach. In this section we will give details on our 
hypothesis, experimental methodology, video collections and tasks that were used. 
5.1   Hypothesis 
The goal of our evaluation was to investigate the effect of using community based 
feedback to aid search in a video search system. There are a number of potential 
benefits of our approach:  
 
 The performance of the users of the system, in terms of precision of retrieved 
videos, will improve with the use of recommendations based on feedback. 
 The users will be able to explore the collection to a greater extent, and also 
discover aspects of the topic that they may not have considered. 
 
 The users will be more satisfied with the system that provides feedback, and 
also be more satisfied with the results of their search. 
5.2   Collection and Tasks  
In order to determine the effects of implicit feedback, users were required to carry out 
a number of video search tasks based on the TRECVID 2006 collection and tasks 
[29]. The TRECVID evaluation meetings are an on-going series of workshops 
focusing on a list of different information retrieval research areas in content based 
retrieval of video. For our evaluation we focus on the interactive search tasks. 
Interactive search tasks involve the use of low level content based search techniques 
and feedback from users of the video search system. 
 
 
 
 
 
 
 
 
Figure 4: TRECVID 2006 task example 
 For the interactive search task users are given a specific query and a maximum of 
fifteen minutes to find shots relevant to that query. Figure 4 shows an example query 
for TRECVID 2006.  In interactive tasks the users can use a combination of text and 
shots to form an initial search for relevant videos to the query. Users can interact with 
the systems and examine the results, and can also re-formulate their queries and 
retrieve new results to continue their search. Users then mark as many shots as 
possible as being relevant to the topic. The shots that the participants or system 
marked as relevant are then compared with a set of relevant shots which has been 
created based on pooling [33] to determine the accuracy and recall of the results. In 
2006 there were 79,848 shots in the TRECVID test collection, and a total of 24 tasks. 
For our evaluation we are limiting the number of tasks that the users carry out to 4.  
Although for the TRECVID evaluations 24 tasks are carried out, it was not practical 
for our evaluation to do this. The user evaluations are very expensive in terms of time 
and costs. In our case, each user required 15 minutes per topic plus another 5-10 
minutes to complete questionnaires per user, thus it would not have been possible to 
carry out a systematic study with a large number of topics. In addition, the goals of 
this evaluation were not the same as TRECVID. We felt it was not necessary to use 
all of the 24 tasks. For this evaluation we chose the four tasks for which the average 
precision in the 2006 TRECVID workshop was the worst. In essence these are the 
most difficult tasks. The 4 tasks chosen were chosen as in general these are tasks for 
which there are less relevant documents. Indeed the mean average precision (MAP) 
values show that it is extremely difficult to find these documents. We feel that any 
Topic Number 0179 
Find shots of Saddam Hussein with at least one other person's face at least 
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improvement which may be gained on these difficult tasks with few documents will 
be reflected on less difficult tasks with larger numbers of relevant documents. The 
same cannot be said about the gains made for easier tasks being borne out in more 
difficult tasks. Moreover, due to the difficult nature of these topics, different users had 
to use a different search query, which ensures that users do not just follow other 
users’ search trails (this is shown in subsequent sections). As can be seen below there 
were very few relevant shots in the collection for these task, 98 shots out of 79,848 
shots for one of the tasks. In addition to this, not all of the relevant shots have text 
associated with them. As the most popular form of search is search by textual query 
[5], finding these shots becomes even more difficult. The four tasks that were used for 
this evaluation were: 
 
1. Find shots with a view of one or more tall buildings (more than 4 stories) and 
the top story visible (142 relevant shots, 53 with associated text) 
 
2. Find shots with one or more soldiers, police, or guards escorting a prisoner 
(204 relevant shots, 106 with associated text) 
 
3. Find shots of a group including at least four people dressed in suits, seated, 
and with at least one flag (446 relevant shots, 287 with associated text) 
 
4. Find shots of a greeting by at least one kiss on the cheek (98 relevant shots, 
74 with associated text) 
 
The users were given the topic and a maximum of fifteen minutes to find shots 
relevant to the topic. The users could only carry out text based queries, as this is the 
normal method of search in most online and desktop video retrieval systems and also 
the most popular search method at TRECVID [5]. The shots that were marked as 
relevant were then compared with the ground truth in the TRECVID collection. 
5.3   Experimental Design 
For our evaluation we adopted 2-searcher-by-2-topic Latin Square designs. Each 
participant carried out two tasks using the baseline system, and two tasks using the 
recommendation system. The order of system usage was varied as was the order of 
the tasks; this was to avoid any order effect associated with the tasks or with the 
systems. To determine the effect of adding more implicit actions to the implicit pool, 
participants in the experiment were placed in groups of four. For each group, the 
recommendation system used the implicit feedback from all of the previous users. At 
the beginning of the evaluation there was no pool of implicit actions, therefore the 
first group of four users received no recommendations; their interactions formed the 
training set for the initial evaluations. Using this experimental model we can evaluate 
the effect of the implicit feedback within a group of participants, and also the effect of 
additional implicit feedback across the entire group of participants. In addition to this, 
the ground truth provided in the TRECVID 2006 collection allowed us to carry out 
analyses that we may not have been able to do with other collections. Each participant 
was given five minutes training on each system and carried out a training task with 
each system. These training tasks were the tasks for which participants had performed 
the best at TRECVID 2006. For each participant their interaction with the system was 
logged, the videos they marked as relevant were stored and they also filled out a 
number of questionnaires at different stages of the experiment.  
5.4   Participants 
24 participants took part in our evaluation and interacted with our two systems. The 
participants were mostly postgraduate students and research assistants. The 
participants consisted of 18 males and 6 females with an average age of 25.2 years 
(median: 24.5) and an advanced proficiency with English. Students were paid a sum 
of £10 for their participation in the experiment. Prior to the experiment the 
participants were asked to fill out a questionnaire so that we could ascertain their 
proficiency with and experience of dealing with multimedia. We also asked 
participants about their knowledge of news stories, as the video collection which the 
participants would be dealing with consists of mainly news videos. It transpired that 
the participants follow news stories/events once or twice a week and also watch news 
stories online. The majority of participants deal with multimedia regularly (once or 
twice a day) and are quite familiar with creating multimedia data (images, videos). 
The participants also had a great deal of experience of searching for various types of 
multimedia. These activities were mainly carried out online, with Flickr, Google or 
YouTube being cited as the most commonly used online services. The most common 
search strategy that users mentioned was searching for data by using initial keywords 
and then adapting the query terms to narrow down the search results based on the 
initial results they get. Using the recommendations provided by some of these 
services was also mentioned by a number of users. Although the participants often 
searched for multimedia data, they stated that they rarely use multimedia management 
tools to organise their personal multimedia collection. The most common practice 
amongst the participants is creating directories and files on their own personal 
computer. Categorising videos and images according to the content and time when 
this data was produced, is the most popular method of managing media. However, 
when asked how a system could support the own search strategy, many participants 
mentioned that it would be helpful to sort or retrieve multimedia based on their 
semantic content. The following section outlines the results of our evaluation. 
6 Results 
6.1   Task Performance 
As we were using the TRECVID collection and tasks, we were able to calculate 
precision and recall values for all of the tasks. Figure 5 shows the P@N for the 
baseline and recommendation systems for varying values of N. P@N is the ratio 
between the number of relevant documents in the first N retrieved documents and N. 
The P@N value focuses on the quality of the top results, with a lower consideration 
on the quality of the recall of the system. 
 
 
 
Figure 5: P@N for the baseline and recommendation systems for varying values of N 
Figure 6 shows the mean average precision (MAP) for baseline and recommendation 
systems for different groups of users. Each group of four users also had additional 
feedback from previous participants, which the previous group of four users did not 
have. MAP is the average for the 11 fixed precision values of the PR (Precision and 
Recall) metric, and is normally used for a simple and convenient system’s 
performance comparison. The values in Figure 5 and Figure 6 were calculated using 
the evaluation tools provided by the organisers of TRECVID. 
 
 
Figure 6: Mean Average Precision (MAP) for baseline and recommendation systems for 
different groups of users 
Figure 7 shows the average time in seconds that it takes a user to find the first relevant 
shot for both the baseline and the recommender systems.  
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 Figure 7: Average time in seconds to find first relevant shot for baseline and recommendation 
systems. 
The results indicate that the system that uses recommendations outperforms the 
baseline system in terms of precision. It can be seen quite clearly from Figure 5 that 
the shots returned by the recommendation system have a much higher precision over 
the first 5-30 shots than the baseline system. We verified that the difference between 
the two P@N values for values of N between 5 and 100 was statistically significant 
using a pair wise t-test (p = 0.0214, t = 3.3045). Over the next 100-2000 shots the 
difference is negligible. However, it is unlikely that a user would view that number of 
shots; given that in total our 24 participants viewed 3034 shots (see Table 2), in the 
entire trial, 24 hours of video viewing. This demonstrates that the use of the implicit 
feedback can improve the retrieval results of the system, and thus be of greater 
assistance for the users.   
Figure 6 shows that the MAP values of the shots the participants selected using the 
recommendation system are higher than the MAP values of the shots that the 
participants selected using the baseline system. We verified that the difference 
between the two sets of results was statistically significant using a pair wise t-test (p = 
0.0028, t = 6.5623). The general trend is that the MAP values of the shots found using 
the recommendation system is increasing with the amount of training data that is used 
to propagate the graph based model. There is a slight dip in one group; however, this 
may be due to the small sample groups that we are using. The MAP values over all 
sessions for the baseline system was 0.0057, whereas for the recommender system it 
was 0.0082. These results show that participants are at the same time finding related, 
new and diverse relevant shots in the data set. However, these findings are not quite 
borne out by the recall values for the tasks. The recall for the tasks is quite low. In 
general the recall is low for all of the systems for all of the tasks at TRECVID 2006; 
the main focus is on the precision values. While recall is an important aspect we feel 
that it is more important that the users found accurate results and that they perceived 
that they had explored the collection, as they had found a heterogeneous set of results. 
While the results in Figure 5 and Figure 6 show that the users are seeing more 
accurate results and finding more accurate results, this is not telling the full story. In a 
number of scenarios users will just want to find just one result to satisfy their 
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information need. Figure 7 shows that for three of the four tasks the users using the 
recommendation system find their first relevant result more quickly than the users 
using the baseline system. The one task for which the baseline system outperforms the 
recommendation system is due to the actions of two users who did not use the 
recommendations. We do not know why these two users did not use the 
recommendations, as they did utilise the recommendations for the other task which 
they carried out using the recommendation system. A closer examination of the users 
who did use the recommendations found that three users found relevant shots in less 
than one minute, none of the users using the baseline system managed to find relevant 
shots in less than a minute. Overall the difference in values is not statistically 
significant, but a definite trend can be seen. 
The results presented so far have shown that users do achieve more accurate results 
using the system that provides recommendations. We measured P@N and MAP 
values; it has been shown that the recommendation system outperforms the baseline 
system, and that this difference is statistically significant. It can be seen that overall 
the system that is providing recommendations is returning more accurate results to the 
user. As a result of this, the users are interacting with more relevant videos and find 
more accurate results.  In addition to this, users are finding relevant videos more 
quickly using the recommendation system (see Figure 7). This demonstrates the 
validity of our first assumption, that the performance of the users of the system, in 
terms of precision of retrieved videos, has improved with the use of recommendations 
based on implicit feedback.  In the following sub-section we will discuss user 
exploration of the collection in more detail. 
6.2   User Exploration 
6.2.1   User interactions 
As was outlined in our system description (Section 4) there are a number of ways that 
the participants could interact with our system. Once a participant enters an initial 
query in our system, all of the available tools may be used to browse or search the 
video collections. We begin our investigation of user exploration by briefly analysing 
these interactions.  Table 2 outlines how many times each action available was used 
across the entire experimental group. During the experiments, the participants entered 
1083 queries; many of these queries were unique. This indicates that the participants 
took a number of different approaches to the tasks, indicating that their actions were 
not determined by carrying out the same tasks. The figures in Table 2 also show that 
participants play shots quite often. However, if a video shot is selected then it plays 
automatically in our system. This makes it more difficult to determine whether 
participants are playing the videos for additional information or if the system is doing 
so automatically. To compensate for this we only count a play action if a video plays 
for more than 3 seconds. Another feature that was widely used in our system was the 
tooltip feature. The tooltip highlighting functionality allowed the users to view 
neighbouring keyframes and associated text when moving the mouse over one 
keyframe. This meant that the participants could get context and a feel for the shot 
without actually having to play that shot. This feature was used on average 42.3 (with 
a median of 38) times per participant per task when viewing a static shot.  
 Action Type Occ. Action Type Occ. 
Query 1083 Play (For more than 3 sec) 7598 
Mark Relevant 1343 Browse keyframes 814 
Mark Maybe Relevant 176 Navigate within a video 3794 
Mark Not Relevant 922 Tooltip 4795 
View 3034 Total Actions 23559 
Table 2: Action type and the number of occurrences during the experiment 
6.2.2   Analysis of Interaction Graph 
In order to gain further insight into the user interactions a number of different aspects 
of the interaction graph were analysed. In particular we were interested in 
investigating changes in the graph structure as additional users used our system. 
These aspects include the number of nodes, the number of unique queries and the 
number of links that were present in the graph. Table 3 shows the results of this 
analysis. It can quite clearly be seen in Table 3 that the number of new interactions 
increases as the number of participants also increases. The majority of nodes in our 
graph are video shots (apart from query nodes), as the number of participants 
increases so does the number of unique shots that have been viewed. On further 
investigation of the graph and logs it was found that, overall, 49% of documents 
selected by users 1-12 were selected at least by one user in 13-24. Users 1-12 clicked 
1050 unique documents, whereas users 13-24 clicked 596 unique documents. Also, 
users 1-12 produced 1737 clicks, whereas users 13-24 produced 1024. This can be 
interpreted as users 13-24 were satisfied more quickly than users 1-12. It was also 
found that the number of unique queries also increases with the additional users. 
These results give an indication that later participants are not just using the 
recommendations to mark relevant videos, but also interacting with further new and 
unique shots.  
 
Users Number of 
Nodes 
Number of 
Queries 
Number of 
Edges 
Total Graph 
Elements 
1-4 1001 (28.31%) 115 (18.51%) 2505 (23.09%) 3621 (24.13%) 
1-8 1752 (49.56%) 258 (41.54%) 4645 (42.81%) 6655 (44.35%) 
1-12 2488 (70.38%) 388 (62.48%) 7013 (64.63%) 9989 (66.57%) 
1-16 3009 (85.12%) 452 (72.79%) 8463 (78%) 11924 (79.46%) 
1-20 3313 (93.72%) 550 (88.57%) 9868 (90.95%) 13731 (91.5%) 
1-24 3535 (100%) 621 (100%) 10850 (100%) 15006 (100%) 
Table 3: Number of graph elements in graph after each group of four users. 
6.2.3   Top Retrieved Videos 
Figure 8 shows the probability that a particular shot is relevant plotted against a 
relevance value that is assigned to that document from our graph representation. The 
relevance value on the x-axis thus represents the sum of the weights of all of the 
edges leading to a particular node. The average interaction value was just 1.23, with 
irrelevant documents having an average value of 1.13 and relevant documents having 
an average of 2.94. This result is encouraging as it shows that relevant documents do 
receive more interaction from the users of the system. It can be seen that up until a 
certain point as the interactions from previous users increase so does the probability 
of the document being relevant. It was also found that for some of the documents with 
higher relevance values the probability tails off slightly. Further investigation found 
that there were two main reasons that a number of irrelevant documents had high 
relevance values. Firstly, there were shots that seemed relevant at first glance but 
upon further investigation were not relevant; however, for participants to investigate 
this required some interaction with the shot thus giving it a high interaction value. 
Secondly, there were a number of shots that appeared in the top of the most common 
queries before any recommendations were given, thus increasing the chances of 
participants interacting with those videos. It should also be noted that on average only 
5.49% of nodes in the graph relate to relevant shots. This indicates that users are 
exploring and interacting with large portions of the collection that are not relevant, to 
help them find relevant shots. However, even with this kind of sparse and difficult 
data the performance of the users is improved with the recommendations presented to 
the users. It was found that as the amount of information in the graph increased so did 
the proportion of recommendations selected by users; users 5-8 selected 9.77% of the 
recommendations, whereas users 21-24 selected 18.67% of the recommendations. 
 
Figure 8: Probability of a document being relevant given a certain level of interaction. The y-
axis represents the probability that the video is relevant and the x-axis represents the assigned 
interaction value in our graph.  
6.2.4   Text Queries 
In both the baseline and recommendation systems the participants were presented 
with query expansion terms that they could use to enhance their queries. We found 
however, that the majority of participants chose not to use the query expansion terms 
provided by the baseline system as they found them confusing. The query terms 
returned by the baseline system were stemmed and normalised and hence were not in 
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the written form as users expected them to be, where as the queries recommended by 
the recommendation system were queries that previous users had used. One 
participant stated that “The query expansion terms didn’t have any meaning.” Another 
participant said that the “query expansion did not focus on real search task”. This can 
be explained in part by specificities of some of the chosen topics, for example, in 
Task 1, when a user enters the name of a city (“New York”) to get a shot of the city’s 
sky line, the query expansion terms did not help to specify the search query. The top 5 
queries for each topic are presented in Table 4. The top 15 unique terms across all 
four tasks are shown in Table 5. Across all 24 users a number of terms were repeated 
extensively. There were 130 unique terms and combinations of these were used to 
create a number of unique queries, on average the participants used 2.21 terms per 
query. However, it can be seen that across the 24 users and 4 topics there is relatively 
little repetition of the exact same queries, there were 621 unique queries out of 1083 
total queries (57%). In fact only 4 queries occur 10 times or more, and they were all 
for the same task. This task had fewer facets to it than the others, and thus there was 
less scope for the users to use different search terms. This shows that despite the fact 
that users are carrying out the same task they are searching in differing ways, as the 
search tasks are multi-faceted and the participants are providing their own context. 
The results in this section indicate that the users explore the collection to a greater 
extent using the recommendations. Users of the system did not merely interact with 
videos that the previous users had interacted with, but instead could see what previous 
users had done and explore new video shots. Nodes were added to the graph of 
implicit actions throughout the evaluation (see Table 3). Also there was very little 
query repetition, and newer users used new and diverse query terms. These results 
give an indication that further participants are not just using the recommendations to 
mark relevant videos, but also interacting with further shots.  These results also give 
an indication that we are achieving the second benefit of our approach; that users will 
be able to explore the collection to a greater extent, and also discover aspects of the 
topic that they may not have considered. However, this finding has not been fully 
validated. In order to do this we must analyse the users’ use perceptions of the tasks, 
this analysis is presented in the following section. 
 
Task 1 Task 2 
City 9 Jail 5 
Building 8 prisoner guards 4 
new York 8 Prisoner 4 
tall buildings 8 Police 4 
Tower 7 prisoner escorted 3 
Task 3 Task 4 
Flag 8 Kiss 22 
meeting flag 7 greeting kiss 20 
Conference 5 Greeting 10 
meeting  5 Kiss cheek 10 
group flag 5 Cheek 6 
Table 4: 5 most popular queries for each topic 
 
Kiss 175 Police 60 City 37 
Flag 101 People 50 Soldier 36 
Prisoner 100 Tall 48 Greet 34 
Greeting  72 Cheek 45 Four 31 
Building 62 Meeting 39 Buildings 31 
Table 5: 15 most commonly used keywords across all four tasks 
6.3   User Perceptions 
In order to provide further validation for our second hypothesis that “the users will be 
able to explore the collection to a greater extent, and also discover aspects of the topic 
that they may not have considered”, and to validate our third hypothesis, that “the 
users will be more satisfied with the system that provides feedback, and also be more 
satisfied with the results of their search ”, we analysed the post task and post 
experiment questionnaires that our participants filled out. 
6.3.1   Search Tasks 
To begin with, we wished to gain insight into the participants’ perceptions of the two 
systems and also of the tasks that they had carried out. In the post-search 
questionnaires, we asked subjects to complete four 5-point semantic differentials 
indicating their responses to the attitude statement: “The search we asked you to 
perform was”. The paired stimuli offered as responses were: “relaxing”/“stressful”, 
“interesting”/“boring”, “restful”/“tiring” and “easy”/“difficult”. The average obtained 
differential values are shown in Table 6 for each system Each cell in Table 6 
represents the responses for 20 participants (the four participants in the initial training 
set were not included as they did not use the recommendation system). The most 
positive response across all system and task combinations for each differential pair is 
shown in bold. 
 
Differential Baseline Recommendation 
Easy 1.9 2.65 
Restful 2.7 2.575 
Relaxing 2.725 3.175 
Interesting 2.325 2.75 
Table 6: Perceptions of search process for each system (Higher = Better) 
The trends in Table 6 indicate that the users gave more positive responses for the 
recommendation system. It was found that the participants perceived some tasks as 
more easy, relaxing, restful and interesting than others. It can also be seen in Table 6 
that there is a slight preference towards the system that provides recommendations 
amongst the participants.  We applied two-way analysis of variance (ANOVA) to 
each differential across both systems and the four tasks. We found that how easy and 
relaxing the participants found the tasks was system dependent (p< 0.14 and p<0.134 
respectively for the significance of the system), whereas the user interest in the task 
was more dependent on the task that they were carrying out (p<0.194 for the 
significance of the system). 
6.3.2   Retrieved Videos 
In post search task questionnaires we also solicited subjects’ opinions on the videos 
that were returned by the system. We wanted to discover if participants explored the 
video collection more based on the recommendations or if it in fact narrowed the 
focus in achievement of their tasks. The following Likert 5-point scales and semantic 
differentials were used 21:  
 
 “During the search I have discovered more aspects of the topic than initially 
anticipated” (Change 1)  
 “The video(s) I chose in the end match what I had in mind before starting the 
search” (Change 2) 
 “My idea of what videos and terms were relevant changed throughout the 
task” (Change 3)  
 “I believe I have seen all possible videos that satisfy my requirement” 
(Breadth)  
 “I am satisfied with my search results” (Satisfaction) 
 Semantic differentials : The videos I have received through the searches 
were:  “relevant” / ”irrelevant”,  “appropriate” / ”inappropriate”,  “complete” 
/ ”incomplete”,  “surprising” / “expected”. 
 
Table 7 shows the average responses for each of these scales and differentials, using 
the labels after each of the Likert scales in the bulleted list above, for each system. 
The values for the four semantic differentials are included at the bottom of the table. 
The most positive response across all system and task combinations is shown in bold.  
 
Differential Baseline Recommendation 
Change 1 3.1 3.5 
Change 2 3.475 3.725 
Change 3 2.725 3.05 
Breadth 2.625 3.075 
Satisfaction 2.95 3.4 
Relevant 1.925 2.55 
Appropriate 3.125 3.775 
Complete 2.225 2.5 
Surprising 1.55 1.725 
Table 7: Perceptions of the retrieval tasks for each system (Higher = Better) 
The general trends that can be seen in Table 7 show that the users gave more positive 
responses for the recommendation system. It appears that participants have a better 
perception of the video shots that they found during their tasks using the 
recommendation system. It also appears that the participants believe more strongly 
that this system changed their perception of the task and presented them with more 
options. This would back up the findings in the previous section that the participants 
explored the collection to a greater extent when presented with the recommendations. 
We applied two-way analysis of variance (ANOVA) to each differential across both 
systems and the four tasks to test these assertions. The initial ideas that the 
participants had about relevant shots were dependent on the task (p < 0.019 for 
significance of task). The changes in their perceptions were more dependent on the 
system that they used rather than the task, as was the participants belief that they had 
found relevant shots through the searches (p < 0.217 for significance of system). This 
demonstrates that the recommendation system helped the users to explore the 
collection to a greater extent, and also indicates that the users have a preference for 
the recommendation system. This finding strengthens the argument that our 
recommendation is providing benefits in terms of exploration and user perception. 
6.3.3   System Support 
We also wanted to determine the participants’ opinion about the systems’ support of 
their retrieval tasks. Firstly we asked them if the system had helped them to complete 
their task (satisfied). Participants were then asked to complete a further five 5-point 
Likert scales indicating their responses to the following statement: “The system 
helped me to complete my task because…”. The criteria of the responses were: 
 
 “explore the collection” (explore)  
 “find relevant videos” (relevant)  
 “detect and express different aspects of the task” (different)  
 “focus my search” (focus) 
 “find videos that I would not have otherwise considered” (consider) 
 
Table 8 presents the average responses for each of these scales, using the labels after 
each of the Likert scales above for each system. The most positive response is shown 
in bold. Some of the scales were inverted to reduce bias in the questionnaires. 
 
Differential Baseline Recommendation 
Satisfied 3.3 3.6 
Explore 3.775 3.9 
Relevant 3 3.4 
Different 2.925 3.275 
Focus 2.625 3.25 
Consider 3.075 3.375 
Table 8: Perceptions of system support for each system (Higher = Better) 
Once again it appears that participants have a better perception of the video shots that 
they found during their tasks using the system with recommendations, and that they 
believe the system helped them to explore the collection of shots more thoroughly 
using this system. We applied two-way analysis of variance (ANOVA) to each 
differential across both systems and the four tasks to test our hypotheses; none of the 
dependencies were significant. From our analysis of the results, however, there is a 
trend that the focus of the search, the ability to express different aspects of the task 
and the change in videos considered is more dependent on the task, rather than the 
system. 
6.3.4   Ranking of Systems 
After completing all of the tasks and having used both systems we attempted to 
discover whether the participants preferred the system that provided recommendations 
or the system that did not. The participants were asked to complete an exit 
questionnaire where they were asked which system they preferred for particular 
aspects of the task, they could also indicate if they found no difference between the 
systems. The participants were asked, “Which of the systems did you…”:  
 
 “find best overall” (Best)  
 “find easier to learn to use” (Learn) 
 “find easier to use” (Easier) 
 “prefer” (Prefer) 
 “find changed your perception of the task” (Perception) 
 “find more effective for the tasks you performed” (Effective) 
 
The users were also given some space where they could provide any feedback on the 
system that they felt may be useful.  
 
Differential Baseline Recommendation No Difference 
Best 2 16 1 
Learn 2 7 11 
Easier 2 5 13 
Prefer 1 17 2 
Perception 3 11 6 
Effective 3 14 3 
Table 9: Users preferences for the two different systems.  
It can be seen clearly in Table 9 that the participants had a preference for the system 
that provided the recommendations. It is also encouraging that the participants found 
there to be no major difference in the effort and time required to learn how to use the 
recommendations that are provided by the system with recommendations. This 
indicates that users were more satisfied with the system that provides 
recommendation, thus realising the third goal of our system will be more satisfied 
with the system that provides feedback. Users have a definite preference for the 
recommendation system. 17 out of 20 users preferred the recommendation system, 
with one user preferring the baseline system. The participants also indicated in their 
post task questionnaires that the system that provided recommendations helped them 
to explore the task and find aspects of the task that they otherwise would not have 
considered, in comparison with the baseline system.  
The results of our analysis have addressed all of the points of our hypotheses and have 
demonstrated that we have achieved our goals. The following section will provide a 
discussion of some follow up evaluations that were carried out to help validate and 
expand our results and findings.  
6.4   Follow Up Evaluation 
In order to expand on some of our results and to alleviate any of doubts surrounding 
the validity of our approach we performed a follow up evaluation. The goal of this 
evaluation was to validate our approach using related but not identical tasks. For this 
evaluation we used the same two systems that have been described earlier in this 
paper, the same dataset and the same experimental methodology; however we use 
four different tasks. Two of these tasks were related to tasks that had been carried out 
in the first evaluation, whereas two further tasks were not. The four tasks were: 
 
 Find shots of one or more people entering or leaving a vehicle (Task 5, not 
related) 
 Find shots of a natural scene – with, for example, fields, trees, sky, lake, 
mountain, rocks, rovers, beach, ocean, grass, sunset, waterfall, animals or 
people; but no buildings, no roads, no vehicles (Task 6, not related) 
 Find shots of a skyline with tall buildings visible (Task 7, related) 
 Find shots of a greeting between two or more people (Task 8, related) 
 
 Some of these tasks were from TRECVID 2006 and some were not, so we cannot 
perform all of the same evaluations that we have carried out for the main user-centred 
evaluation presented in this paper, as we do not have the ground truth data that we had 
available for the initial evaluation. However, we can get an indication of user task 
performance and perceptions, when users are not repeating the same tasks. The pool 
of implicit actions from the previous experiment was used to provide 
recommendations for this evaluation. Three independent persons judged the shots that 
were marked as relevant, so that we could perform some analysis. Even though we 
have a set of relevant shots for the tasks that were from TRECVID, the assessments of 
shots were performed on all four tasks, in order to maintain consistency. Four users 
carried out the new evaluation, as this evaluation was to validate findings to date and 
not to re-test the hypotheses.  
After the experiment was completed it was found that for the two related tasks the 
users retrieved more video shots using the recommendation system in comparison 
with the baseline system. For the unrelated task the participants retrieved slightly less 
videos with the recommendation system, however the difference was not significant. 
In terms of precision, for one of the related tasks the precision of the results is 
increased three fold using the recommendation system, for the second related task the 
precision is slightly lower, in this case the difference was not significant. In terms of 
the unrelated tasks the precision was greater for one of the tasks with the 
recommendation system, and lower for the other, again this was not significant. The 
participants indicated in their post task questionnaires that the system that provided 
recommendations helped them to explore the task and find aspects of the task that 
they otherwise would not have considered. All of the participants had a preference for 
the recommendation system.  
Some of the variations in these results may be due to using such a small sample of 
users, but overall the trends support the conclusions found in the first evaluation, 
without repeating the same tasks. It appears that overall the use of recommendations 
does not hinder performance on unrelated tasks, while still helping users with related 
but not identical tasks.  These findings once again support the hypotheses that were 
made at the beginning of this paper.  
8 Conclusions 
In this paper we have presented a novel approach for combining implicit and explicit 
feedback from previous users to inform and help users of a video search system. The 
recommendations provided are based on user actions and on the previous interaction 
pool. This approach has been realised in a video retrieval system, and this system was 
tested by a pool of users on complex and difficult search tasks. There are a number of 
conclusions that can be made about using community based implicit feedback to 
provide recommendations. For the results of task performance, whether users retrieve 
more videos that match their search task, we measured P@N and MAP values. It was 
shown that the recommendation system outperforms the baseline system, in that the 
users of the recommendation system retrieve more accurate results overall and that 
this difference is statistically significant. It was also seen that users are finding 
relevant results more quickly using the recommendation system. These results 
validate our first hypothesis, that the performance of users of the recommendation 
system will improve with the use of recommendations based on implicit feedback.  
The statistics presented on user exploration, show that the users are pursuing the tasks 
sufficiently differently. They were able to explore the collection to a greater extent 
and find more relevant videos.  Nodes were added to the graph of implicit actions 
throughout the evaluation, indicating that users are not just using the same queries and 
marking the same results, but they are exploring new parts of the collection (see Table 
2). These results give an indication that further participants are not just using the 
recommendations to mark relevant videos, but also interacting with further shots. This 
also indicates that we have achieved our second goal; that users will be able to 
explore the collection to a greater extent, and also discover aspects of the topic that 
they may not have considered. In addition to demonstrating the validity of our second 
hypothesis, these findings also illustrate the validity of our approach and experimental 
methodology. The tasks that were chosen for the experiment were multi-faceted and 
ambiguous. As the tasks are multi-faceted we believed that participants would carry 
out their searches in differing ways and use numbers of different query terms and 
methodologies, thus providing their own context. This belief has been demonstrated 
by these findings. This second hypothesis was validated by our analysis of user 
perceptions of the system where the users gave an indication that the recommendation 
system helped them to explore the collection. The participants indicated in their post 
task questionnaires that the system that provided recommendations helped them to 
explore the task and find aspects of the task that they otherwise would not have 
considered, in comparison with the baseline system. It is also shown that the users 
have a definite preference for the recommendation system. 17 out of 20 users 
preferred the recommendation system, while one user preferred the baseline system. 
These findings indicate that we have achieved goal three of our hypothesis; that users 
will be more satisfied with the system that provides feedback, and also be more 
satisfied with the results of their search. These results successfully demonstrate the 
potential of using this implicit feedback to aid multimedia search, and that this area 
deserves further investigation to be fully developed.  In addition to our main 
evaluation, a follow up evaluation was conducted. In this evaluation we asked users to 
once again use our baseline and recommendation systems, using the same graph of 
implicit actions, but performing two tasks related to the tasks from the original 
evaluation and two unrelated tasks. It was found that even for the unrelated tasks 
users still preferred the recommendation system, and that the recommendations could 
still potentially aid users in their tasks.  
In conclusion, our results have demonstrated the huge potential of using a collection 
of implicit actions from a community to help relieve some the major problems that 
ordinary users have while searching for multimedia, thus presenting a potentially 
significant stride towards bridging the semantic gap [17]. 
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