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Introduction
Suppose P and Q are probability measures defined on subsets of the finite set Z, which WLOG we take to be the first m positive integers. The I-divergence of P with respect to Q, also called the Kullback-Leibler information number, cross entropy between P and Q, information for discrimination, entropy of P relative to Q, etc., is given by ( 
1.1) I(PLIQ) -p(k) An P(k) k-l q(k)
where p = (p(1),...,p(m)) and q = (q(1).,,,.q(m)) denote the probability mass functions (PMF) of P and Q respectively. (In general, we shall indicate a measure on subsets of Z by an upper case letter (P,Q,R,S) and the associated Radon-Nikodym derivative with respect to counting measure '(PMF) by the corresponding lower case letter (pq,r,s).)
We mention that I(PQ) is defined analogously for general probability measures on infinite spaces, but for simplicity, we will only If we interpret I(PIIQ) as distance, it seems natural to define the I-projection of the probability distribution (PD) R onto a set 8 of probability distributions as being a PD Q E 49 such that I(QIR) < m and-_ WI (1.3)
I(QIIR) minIi
P1)
PE4
In some sense, Q is the PD closest to R that lies within 8. 5) ). This means that many MLE problems involving partial orders in log-linear models are equivalent to I-projection problems of the form m I(PUU).
PEh (S-K*)
If the *'s are not subspaces, Csiszar's cyclic, iterated scheme need i not work. However, the procedure described in this paper will work since the sets S-K* will be closed, convex sets of PD's.
Of course we would really like to be able to identify structure in these log-linear model situations, which leads to the area of inference for various competing models. While these are important questions, we shall only be concerned with the MLE problem in this paper.
Caiazar (1975) discusses I-projections in great detail, and has a "geometric" development for I-projections which is quite appealing.
(Cencov (1972) also has a geometric development of I-projections, but with the arguments interchanged.) Caizar also discusses the exist-ence of I projections, and shows that if is a convex set of PD's which is variation closed, the unique existence of the I-projection _ of R onto 4 is guaranteed provided there exists a P E 6 such that I(PIIR) < a-. This result is clearly applicable for closed, convex sets of PD's on the finite set Z. We shall make repeated use of the elegant characterization of I-projections given in the following theorem.
Theorem 1.1 (Csiszar) . A PD Q E 6 (such that I(QIR) < w) is the Iprojection of R onto the convex set 4 of PD's iff ( 
1.4) I(PJR) I(Pl) + I(QIIR).4
Note that in our setting of finite Z, it follows from (1.1) that (1.4) is equivalent to
If in fact Q is an algebraic inner point of 4, i.e. for every P E 4(P#Q), there exists 0 < < I and P' E 4 such that This result is very much dependent upon the assumption that the 4 be linear sets (in fact it is not true in general) and the accompanying fact that equality holds in (1.4).
.7.
The Procedure
We now propose a procedure which will enable one to obtain Iprojections onto a finite intersection of arbitrary closed, convex sets of PD's by iteratively finding I-projections onto the individual sets. We will prove that that under a mild restriction, the procedure must give the correct solution, and then examine an example.
First let us note that we can still define I-projections for -* non-negative vectors which are not normed to be PMF's onto sets of Let us now state our algorithm. We assume we wish to find the t I-projection of r onto n 4=6, where 6i are closed, convex ;. 1 sets of PD's. We assume that we can project onto each (9 individually and shall denote the I-projection of S onto 4i by 1(94S).
"*
We also assume there exits a PD T F J such that I(TIJR)< =.
1. Let S, 1 -R, and let
P( is
We then set p 1 r P1 (We note that if s 1 , 1 (k) 0, then
so is pl I(k). We take 0/0 to be 1.)
2. Let P12 -9(d 2 1S 1 ,2)* Set S1, and define S (S if i t), etc. n,i+1 n+1,l Suppose now that the 4 are actually linear sets so that equality holds in (1.5). Noting that for any P E i,
we observe that the last term must be equal to
SPn-1 ,i(k) n-li k -Sn-lIJk)
and hence free of p. Thus the p E 4 which minimzes (2.1), is also the one which minimizes the first part of (2.2), i.e., the I-projection of P onto " It easily follows that our procedure n ,i-1 .
reduces to the cyclic, iterative procedure given by Csiszar when the -.
are closed linear sets. :."R = 7 "
\32 32/ 4/4
Csizar's procedure yields whereas is the correct '-solution.
Everything hinges on the following theorem. 
n -1,
since (by 1.4) the last term must be nonnegative because P n E . 5) . Setting V -P in (2.6) and using (2.3), it-*follows that for the subsequence { t I.; nilisni) +(JJ) * However, by the ionotonicity in n of I(P n Sn) we have that t I(P n~ilISn, i ) +I(P11R).
Thus '(PI¢JPI + 0, so that by (1.2) and (2.5), p 4 p as n + for all i.
We remark that it would take rather surprising behavior of the for condition (2.3) to not hold, and we strongly conjecture that this condition is always true. As we note in the following corollary, if the Pi+P(MIR), we must have sup E s (k)
, and we have in,i k ni been unable to construct examples where this happens. We point out
"
that when one uses the algorithm, they can put in a step to check the value of sup E s (k). If the algorithm is not going to converge nnik correctly, then this value must become excessively large. Otherwise, the algorithm must converge to the correct solution. 
I(PnilSni)"
We recomsend that when one uses the algorithm, they should compute the average value over an entire cycle ( p rather than a single projection p 1 to estimate the I-projection. Convergence is still guaranteed, and this value is much more stable and seems to converge much more quickly to the correct solution.
An Example
To illustrate our algorithm, we consider nxn arrays of probabilities, (Kullback (1971) has given an iterative procedure for I-projections where equality Is forced to hold for all 1, also known as marginal homogeneity.
Equivalently, we want to find the I-projection of (r kj) onto n-i i n i n 
The key point is that finding the I-projection onto ' 4 is quite easy (and easily programmed), while finding the I-projection onto n-1 =A 4 is very difiicult. However our algorithm enables one to find the latter I-projection using only the ability to handle the I-projections onto the individual 4.
To illustrate our example with some numbers, we consider some rather famous data from Stuart (1953) concerning grades of unaided distance vision for left and right eyes. If one wished to estimate the probabilities of falling into the various categories, subject to the provision that right eye vision is at least as good as left eye vision, one might find the *I-projection of the data in Table 1 
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