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Abstract
We propose two exhaustive search-type methods for the construction of Karatsuba-like algorithms for
fast computation of certain bilinear forms in GF(2). The computation is done via an explicit construction
of trilinear decompositions using heuristica search algorithms. Using that approach several old and new
algorithms for the fast computation of bilinear forms were obtained.
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1. Introduction
The construction of optimal algorithms for computing bilinear forms is a long standing problem
in the complexity theory [2,5,8,7,1]. It has many remarkable contributions and achievements. It
is enough to mention only two areas: algorithms for matrix multiplication [8,7,1], for polynomial
multiplication [6,3,4,1] to get the feeling about the importance of the subject.
The problem is formulated as follows: given some field F and a known bilinear form
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c = f (a, b),
where a = [ai] and b = [bj ] are input vectors (of length n and m), c = [ck] is an output vector of
length s, ai, bj , ck belong to F , we want to evaluate this form in a minimum amount of arithmetic
operations.
The simplest way to construct such an algorithm for a general f is to represent a and b in the
standard basis ei :
a =
∑
i
aiei , b =
∑
j
bj ej ,
and using bilinearity obtain the coefficients
ck =
∑
ij
Cijkaibj , (1)
where the tensor of the bilinear form f
C = [Cijk] = (f (ei, ej ))k,
has been introduced.
This tensor fully describes the bilinear form f , and it will be our main object of study in this
paper.
Algorithm (1) may require many multiplications of form aibj . How to find an algorithm with
the smallest possible number of multiplications? First, the class of algorithms in which we will
search for optimal algorithms should be fixed. These are algorithms of form
c = W [(Ua) ◦ (V b)], (2)
where U,V,W are matrices of size r × n, r × m and s × r respectively, ◦ is an Hadamard (ele-
ment-wise) product of two vectors. Instead of computing aibj we first take some linear combina-
tions of ai and bj and only then the product. The algorithms of form (2) need r multiplications,
so the smaller r , the better. Eq. (2) should be an identity, so it should be valid for all a and b.
Setting a and b to be the columns of the identity matrix, we obtain that
Cijk =
r∑
α=1
uαivαjwkα. (3)
It is a well-known trilinear decomposition of a tensor. U,V,W are called factors, and the minimal
possible r is called tensor rank. If such decomposition is constructed, an algorithm for computing
the bilinear form f in r multiplications is found. Note that it may be worth to spend a lot of time
in searching for the solution of (3), because once the answer is known, fast algorithm is available.
Also note that all known fast algorithms for computing bilinear forms are of form (2).
Decomposing a tensor is a very complex problem, both theoretically and practically, and the
answer may not be known even for small tensors. For example, for 2-by-2 matrix multiplication,
the answer is r = 7 and is given by the Strassen algorithm [8]. For 3-by-3 matrices the known
decomposition has r = 23, and it is not known by now if this number can be reduced. When the
field F is the field of real or complex numbers, the methods for computing trilinear decomposition
are often based on certain minimization techniques, and due to a complex behavior of the corre-
sponding functional (many local minima, for example) these methods often do not converge or
produce suboptimal solutions. In this paper we attack the problem from another angle. We choose
F to be the GF(2), the field with only two elements. The optimal algorithms for computing bilinear
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forms in GF(2) are interesting by themselves, but also they can shred light on what is happening
in real arithmetic and other finite fields.
The computation of bilinear forms in GF(2) arises in many areas of discrete mathematics, and
it finds its applications in cryptography [4,6,3]. One can mention the problem of multiplication
in large fields GF(2k), which can be reduced to the problem of the multiplication of polynomials
in GF(2). Another possible application is a design of circuits with EOR and AND gates, since
addition and multiplication in GF(2) are EOR and AND, respectively.
Trilinear decompositions in finite fields differ much from the case of the infinite fields, and the
main reason for that is that there is only a finite number of possible variants for U , V , W , it maybe
extremely large, but it is finite. This can be very beneficial for the computations, especially for small
tensors, when the exhaustive search algorithms can be used. However, the number of variants grows
exponentially and the search has to be reduced somehow. We propose several heuristic approaches
for the construction of the trilinear decomposition which worked well for some tensors. There are
no “universal” algorithms, but there are some “tricks”, a clever combination of which gives the
required decomposition. As a result, we constructed tensor decompositions for several bilinear
forms, reconstructing old and known algorithms and discovering several new algorithms for the
computation of these forms.
2. Notations and basic facts
Let us recall some notations and definitions. We are interested in the construction of the trilinear
decomposition of a given tensor C = [Cijk]:
Cijk =
r∑
α=1
uiαvjαwkα. (4)
Note that the index order is slightly different from (3). It has no influence on the result, but
makes the expression look more symmetric. It is convenient to write (4) in the matrix language
by introducing slices of the tensor C. Slices are n × m matrices Ck , defined as
(Ck)ij = Cijk, i = 1, . . . , n, j = 1, . . . , m, k = 1, . . . s.
Then (4) can be rewritten as
Ck = UkV , k = 1, . . . , s. (5)
where k are r × r diagonal matrices with diagonal elements from W :
(k)α = wkα, k = 1, . . . , s, α = 1, . . . , r.
Writing down a tensor as a set of slices may be very bulky. A much more compact and easy-to-
remember way is to write a tensor as a parametric matrix
C(q) =
s∑
i=1
Ciqi .
The trilinear decomposition is equivalent to the simultaneous diagonalization of s matrices by
means of U and V . Yet another way of writing (5) (which is appears to be the most fruitful to us)
is in terms of matrices [2,5]:
Rα = uαvα , α = 1, . . . , r,
which have rank-1. It is not difficult to see, that (5) is equivalent to
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Ck =
r∑
α=1
wkαRα, (6)
i.e. every Ck lies in the linear span of the matrices Rα . Therefore the problem of finding a trilinear
decomposition is equivalent to the following
Embedding problem. For a given set of matrices C1, C2, . . . , Cs find r rank-1 matrices
Rα, α = 1, . . . , r such that
C = Span Ck ∈ R = Span Rα. (7)
That means that we should only find such a set of rank-1 matrices. To check if some set
Rα is “good” we have to check for the inclusion (7) and that reduces to checking a rank of a
nm × (s + r) matrix. If n,m, s, r are not larger than 100 (and even thousands), this can be done
fast by using Gaussian elimination (in any field, including GF(2)). That means that we can check
a lot of possible Rα-s up to hundred of millions in a feasible time, so for small n the exhaustive
search is possible.
3. Two exhaustive search algorithms
As an example, consider the problem of multiplication of two linear polynomials in GF(2):
c(x) = (c0 + c1x + c2x2) = (a0 + a1x)(b0 + b1x).
The Karatsuba algorithm requires three multiplications instead of four in classical algorithm. The
tensor for this problem has slices
C0 =
(
1 0
0 0
)
, C1 =
(
0 1
1 0
)
, C2 =
(
0 0
0 1
)
,
and the linear span of Ck is the space of 2-by-2 Hankel matrices. The parametric form of the
tensor is
C(q) =
(
q1 q2
q2 q3
)
.
How many rank-1 matrices are needed? C0 and C2 are rank-1 matrices themselves and C1 is a
rank-2 matrix, so we easily construct
1 + 1 + 2 = 4
matrices of rank-1, whose linear span contains C.
However, there is a freedom in choosing the basis in C. It is natural to seek for rank-1 matrices
in C: if there are any, they can be used as one of Rα-s. Indeed, there is another rank-1 matrix
C3 =
(
1 1
1 1
)
,
in C so C0, C2, and C3 can be taken as basis in C and tensor rank r is equal to 3. For this simple
tensor we just have basis in C which consists entirely from rank-1 matrices. However, this happens
very rarely. Let us extend the previous example to the case of degree-two polynomials:
c(x) = (a0 + a1x + a2x2)(b0 + b1x + b2x2).
Again it is not difficult to show that C is the space of 3-by-3 Hankel matrices, or in the parametric
form
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C(q) =
⎛
⎝q1 q2 q3q2 q3 q4
q3 q4 q5
⎞
⎠ . (8)
We already have three rank-1 matrices in that space, similar to the n = 2 case:
C0 =
⎛
⎝1 0 00 0 0
0 0 0
⎞
⎠ , C1 =
⎛
⎝0 0 00 0 0
0 0 1
⎞
⎠ , C2 =
⎛
⎝1 1 11 1 1
1 1 1
⎞
⎠ .
These are the only matrices of rank-1 in C. Indeed, every matrix in C is of form (8) with parameters
qi being either 0 or 1 and the total number of distinct matrices in C is
25 − 1 = 31,
since the zero matrix is not counted. Checking the rank of these matrices we find out that there
are only three matrices of rank-1. What can be done? If there are not enough matrices of rank-1
to form a basis in C, let us try to fill this gap by matrices of rank-2. Again, the inspection of all
31 matrices in C shows that there are 12 of them, but we need linearly independent. A simple
greedy algorithm can be used to find these rank-2 matrices that add up to a basis in C.
Minbas algorithm
(i) Build all matrices in C and compute their ranks.
(ii) Add all linearly independent matrices of rank-1 to the basis.
(iii) Go through all rank-2 matrices; if a matrix of rank-2 is not in the current space (i.e., spanned
by the current basis) then add it to the basis.
(iv) If the number of matrices in the basis is equal to the dimension of C then stop, else take
one more matrix.
It is evident that this algorithm is applicable in any situation. The only modification is that
when there are no rank-2 matrices left, than we start to take matrices of rank-3, etc. We will call
the basis built using the above procedure a minimal rank basis and that’s why. In C we obtain
the basis C0, C1, . . . , Cm−1, where matrix Ci has rank ri and we hope that the total rank of these
matrices
r0 + r1 + · · · + rm−1
is as small as possible. The algorithm works fine on our examples, but it is worth to note that it
may provide not the true minimal rank in some examples.
So, going back to our example, we add (using the algorithm) two rank-2 matrices
C3 =
⎛
⎝1 0 10 1 0
1 0 1
⎞
⎠ , C4 =
⎛
⎝1 0 10 1 1
1 1 0
⎞
⎠ .
The reader can check by himself that matrices C0, C1, C2, C3, C4:
(a) belong to C,
(b) are linearly independent,
(c) have ranks 1,1,1,2,2, respectively.
The ranks of matrices from the minimal basis play an important role, and we will write this
“rank pattern” as
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P = (1, 1, 1, 2, 2).
From the rank pattern it is not difficult to obtain an upper bound for the tensor rank. Representing
each rank-2 matrix as a sum of two rank-1 matrices we obtain in total
1 + 1 + 1 + 2 + 2 = 7,
matrices of rank-1, i.e. we obtained an algorithm with r = 7. It is already much better than r = 9
for the classical algorithm, but still more than the optimal value of r = 6. It is worth to note, that
if for an arbitrary tensor the rank pattern has the form
(r0, r1, . . . , rm−1),
then it immediately gives an upper bound for the tensor rank:
r  r0 + r1 + · · · + rm−1.
But how to find the algorithm with r = 6? Another method is needed. The tensor dimensions are
small, so we can use exhaustive search. First of all, our form is commutative and a and b are
interchangeable, so we take
U = V,
and matrices Rα are symmetric rank-1 matrices:
Rα = uαuα .
There are only 23 − 1 = 7 symmetric 3-by-3 rank-1 matrices, and we have to find a basis consisting
of 6 matrices. There are only
(
7
6
)
= 7 distinct sets (the order of vectors is not important!). Testing
each of them we see that all are good, i.e. we obtained seven different decompositions. Now we
can also select the one which has fewer number of additions. An easy check gives the following
answer:
U =
⎛
⎝1 0 0 1 1 00 1 0 1 0 1
0 0 1 0 1 1
⎞
⎠ , (9)
and a matrix W (its computation is just a solution of several small consistent rectangular linear
systems) is
W =
⎛
⎜⎜⎜⎜⎝
1 0 0 0 0 0
1 1 0 1 0 0
1 1 1 0 1 0
0 1 1 0 0 1
0 0 1 0 0 0
⎞
⎟⎟⎟⎟⎠ .
Note that r = 6 is optimal. If r was 5, then the space R spanned by these five matrices would
contain the space C of dimension 5 and thus would coincide with it. However, we know that there
are only three rank-1 matrices in C. Thus, r = 6 is the tensor rank of that tensor.
We now continue with n = 4, the corresponding space is the space of 4-by-4 Hankel matrices,
the dimension of that space is 7.
There are 3 rank-1 matrices and using our Minbas algorithm we find additional 4 rank-2
matrices, which gives an upper bound
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1 + 1 + 1 + 2 + 2 + 2 + 2 = 11,
which is not optimal (answer is 9). There are
24 − 1 = 15,
rank-1 matrices, the number of possible bases is(
15
9
)
= 5005
variants, which is not too much. The optimal one (with more zeros) is
U =
⎛
⎜⎜⎝
1 0 0 0 1 0 1 0 1
0 1 0 0 1 0 0 1 1
0 0 1 0 0 1 1 0 1
0 0 0 1 0 1 0 1 1
⎞
⎟⎟⎠ ,
W =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0
1 1 0 0 1 0 0 0 0
1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 1 1 1
0 1 1 1 0 0 0 1 0
0 0 1 1 0 1 0 0 0
0 0 0 1 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
For the multiplication of degree-4 polynomials (n = 5) the number of possible variants is near to
the upper limit of feasible computations. There are 31 rank-1 matrices, and the rank is known to
be equal to 13, so the number is(
31
13
)
= 206 253 075.
It is not impossible in principle to handle such an amount of variants. For each variant we have
to check the rank of a 25 × 22 matrix, a good implementation of the Gaussian elimination would
take 10−4 s on a modern computer and the computation would take around 6 h. Also mention
that the computation is fully parallel, so using many processors would make these computations
feasible. But we want something faster and not so computationally and algorithmically expensive.
Notice that the dimension of our space is 2 · 5 − 1 = 9, and the desired rank is r = 13, so we
have to add 3 matrices to the current basis. There are 31 − 3 = 28 possible symmetric rank-1
matrices to add (3 are already in the basis), and there are
(
28
4
)
= 20 475 possible spaces. For
each of these spaces we have to find out if there is a basis consisting of 13 rank-1 matrices in it.
This can be done, for instance, by our Minbas algorithm for 13 matrices, and we have to compute
ranks for 213 − 1 = 8191 matrices each time. A faster way to check whether there is a basis
in a given linear space consisting entirely from rank-1 matrices without computing ranks of all
matrices in C is the following “rank-1” algorithm:
Detection of a rank-1 matrices in a given space.
Given rn × mmatricesA1, A2, . . . , Ar over GF(2), find whether there is a basisR1, R2, . . . , Rr
in the A = SpanAi of rank-1 matrices.
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(i) List all n-by-m rank-1 matrices.
(ii) For each rank-1 candidate check if it is in A.
In our symmetric case we have to check only symmetric rank-1 matrices. For n = 5 there are
31 of them, 3 are already here, so at each step row reductions on a 25 × (13 + 31 − 3) = 25 × 41
matrix has to be done and that is much faster than using Minbas algorithm.
Application of this algorithm gives 21 different spaces forR. The solution with the least number
of nonzeros is
U =
⎛
⎜⎜⎜⎜⎜⎝
1 1 0 1 0 1 0 1 1 0 0 0 0
1 1 1 0 0 1 0 0 0 1 0 0 0
1 0 1 1 0 0 1 1 0 0 1 0 0
1 1 0 1 1 0 0 0 0 0 0 1 0
1 1 1 0 1 0 1 0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎠
,
W =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 1 1 0 0 0
0 0 0 0 0 0 0 1 1 1 1 0 0
1 1 0 1 0 0 1 0 1 0 1 1 1
1 0 1 1 1 1 0 0 1 1 0 1 1
1 1 1 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 0 0 0 1 1 1
0 0 0 0 1 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
This is a 5-term Karatsuba-like formula and another 5-term formula with r = 13 was obtained in
[6] using a different approach.
Also we can check for the decomposition with r = 12. Unfortunately, it is found that no such
decompositions exist (the above algorithm just checks all available variants in a clever way).
Analogous results are obtained for r = 11 and r = 10, and also we know that r > 9 since the
dimension of C is 9, but there are only 3 rank-1 matrices in that space. The value r = 13 is optimal.
Now we switch to the case n = 6. There are 63 symmetric 6-by-6 rank-1 matrices. The decom-
position with r = 17 is known, so we start search from that value. The exhaustive search would
require(
60
14
)
= 17 345 898 649 800
sets to be checked and that is hardly feasible – it would require the work of thousands of processors
and a very good implementation of the binary Gaussian elimination. The dimension of C is
2 · 6 − 1 = 11, so we lack 17 − 11 = 6 additional rank-1 symmetric matrices, and(
60
6
)
= 50 063 860
variants to checked, not unrealistic but still time-consuming.
At this point we start using heuristic approaches. A useful trick is a so-called splitting – we
take some low-rank (say, rank-2) matrix from C and represent it as a sum of two rank-1 matrices,
i.e. replacing one matrix with two and increasing the dimension of the space C by one. Indeed,
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to represent a rank-2 matrix we have to use at least two matrices of rank-1. However, there is no
guarantee that in a trilinear decomposition a rank-2 matrix is represented as a sum of exactly 2
matrices. It can be 3,4 and so on. But we have noticed that there are rank-2 matrices (at least in
our examples) that are represented as a sum of two rank-1 matrices, so it is our starting point. As
a candidates for splitting we take two “corner” Hankel matrices
C1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
, C9 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
To represent the matrix C1 we use rank-1 matrix
e2e

2 ,
where e2 is the second column of the identity matrix, and using the rank-1 matrix that we already
have (e1e1 ) we finally represent C1 as a sum of 3 rank-1 matrices, but only two of them do not
belong to C. The matrix from the other corner is treated in the same way. The dimension of C is
increased by 2 and four new rank-1 matrices emerge, that gives us total of 7 rank-1 matrices in
the updated space. Maybe there are more rank-1 matrices in this new space? Unfortunately the
answer is negative (easy to check by Minbas or rank-1 algorithms) – we have 7 rank-1 matrices.
Let us try to obtain the decomposition with r = 16 – that would improve the known bound r = 17
if found. The dimension of C is 13, we need to add 3, taking them from 63 − 7 = 56 matrices.
The number of variants is
(
56
3
)
= 27 720.
Inspecting them by the “rank-1” algorithm we find that none of these sets yields 16 rank-1 matrices.
But there are 28 bases that give 15 rank-1 matrices, which is close! So we can check these 28
(very few!) variants, computing the basis of minimal rank for these sets. It appears that all these
28 bases span the same subspace, so the problem is only in the selection of basis in this subspace.
The rank pattern of the minimal basis is
P = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 2),
and that gives a tensor rank estimate
1 · 15 + 2 = 17,
Taking one of the rank-2 matrices and splitting it into the sum of two rank-1 matrices we obtain
a basis of 17 rank-1 matrices that contains the space of 6-by-6 Hankel matrices. One can now
wonder, if it a unique basis in that space? The answer is no. The rank-1 detection algorithm finds
18 matrices of rank-1, so there are 17 possible bases. Then we check if these spaces contain the
space of Hankel matrices and find 16 admissible bases. Then we select the decomposition that
has the sparsest U as the solution. It is
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U =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 1 0 1 0 0 0 0 1 0 1 1 1 0 0 0
0 1 1 1 1 0 0 1 0 1 0 0 0 0 0 1 0
0 0 0 1 1 1 0 0 0 0 0 1 0 1 0 1 0
0 0 0 0 0 1 0 0 1 1 0 0 1 1 0 0 1
0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
W =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 1 1 0 1 0 0 1 0 1 1 0 1
0 1 1 0 0 1 0 1 0 1 0 1 0 1 1 0 1
1 1 0 0 0 0 1 1 0 0 1 1 1 1 0 0 0
0 0 1 0 1 1 1 1 0 0 0 0 1 1 1 1 0
0 1 1 1 1 1 1 0 1 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Let us for the comparison give another U that is a solution:
U =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 1 0 1 0 0 0 0 1 1 1 1 0 0 0 1
0 1 1 1 1 0 0 1 0 1 0 0 0 0 1 0 1
0 0 0 1 1 1 0 0 0 0 1 0 1 0 1 0 1
0 0 0 0 0 1 0 0 1 1 0 1 1 0 0 1 1
0 0 0 0 0 0 1 1 1 1 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1
⎞
⎟⎟⎟⎟⎟⎟⎠
,
which has more nonzeros than the U above.
We can continue with higher values of n then. It is possible, but it requires a lot of computational
power, and such a construction can be done using a different techniques from the theory of Hankel
matrices. This will be a subject of a separate paper.
Now let us summarize the tricks that we have used.
(i) Full exhaustive search – search for all possible spaces R.
(ii) Partial exhaustive search – search only for the complement space of C to R.
(iii) Splitting – if two previous methods are too computationally expensive, take some matrix
in C and represent it as a sum of rank-1 matrices, add these matrices and proceed with the
new space C.
Using splitting may result in the overestimation of the rank and one may wonder how to reduce
the rank. A simple heuristics can be used. For a given space R of dimension r with a rank-1 basis,
we find all rank-1 matrices in it using rank-1 detection algorithm. Then we try to find r − 1
matrices among these rank-1 matrices and check, if the linear span of them contains the initial
space C. Usually there are not too many spaces to check. We will call such technique “refining”.
The is no guarantee that the solution will be found, but this heuristics often works.
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Table 1
Tensor ranks for the problem (10)
n 2 3 4 5 6 7
r(n) 3 5 8 11 14 18
4. More examples
4.1. Multiplication of polynomials modulo xn
Now let us switch to some other tensor to see, if the proposed technique works for it too.
Consider the following problem of the multiplication of two polynomials modulo xn:
c(x) = a(x)b(x) mod xn, (10)
where a(x), b(x), c(x) are polynomials with n coefficients over GF(2). Such computation arises,
for example, in the construction of multipliers in GF(2k) using modular arithmetics. The tensor
corresponding to (10) has the following form: (The illustration is given for n = 5)
C(q) =
⎛
⎜⎜⎜⎜⎝
q1 q2 q3 q4 q5
q2 q3 q4 q5 0
q3 q4 q5 0 0
q4 q5 0 0 0
q5 0 0 0 0
⎞
⎟⎟⎟⎟⎠ ,
i.e. this is still a Hankel tensor but with zeros in the low pertriangular part. The situation for other
n is obvious. The size of the tensor is n × n × n. Since it is a subtensor of the Hankel tensor, its
rank is not higher than the complexity of the multiplication of two polynomials of order n. In fact,
it is smaller, except for n = 2.
We applied the algorithm to get tensor decompositions for n = 2, 3, 4, 5, 6, 7 and obtained the
following ranks:
This problem is also symmetric in a and b, thus we take U = V and give results only for U .
For example, one of the possible decompositions for n = 5 is
U =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 1 0 1 0 0 1 0 0 1
0 1 1 0 0 1 0 0 1 0 0
0 0 0 1 1 1 0 0 0 0 0
0 0 0 0 0 0 1 1 1 0 0
0 0 0 0 0 0 0 0 0 1 1
⎞
⎟⎟⎟⎟⎟⎟⎠
,
W =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0 0
1 1 0 1 1 0 0 0 0 0 0
1 1 0 1 0 1 1 1 0 0 0
1 1 0 1 0 0 1 0 1 1 1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
The results (U and W matrices) are given in the Appendix.
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Table 2
Tensor ranks for the problem (11)
n 2 3 4 5
r(n) 3 4 8 10
4.2. Multiplication of a circulant by vector
Another interesting problem is a problem of the multiplication of a circulant matrix by vector
which is equivalent to periodic convolution of two vectors, or, in terms of polynomials, to the
multiplication modulo xn − 1. Since in GF(2) xn − 1 = xn + 1, we have to compute
c(x) = a(x)b(x) mod xn + 1. (11)
The situation is the same as in the previous section, the tensor slices are Hankel circulants, (i.e.
they are periodic against the perdiagonal2). For n = 5 C(q) has the form
C(q) =
⎛
⎜⎜⎜⎜⎝
q1 q2 q3 q4 q5
q2 q3 q4 q5 q1
q3 q4 q5 q1 q2
q4 q5 q1 q2 q3
q5 q1 q2 q3 q4
⎞
⎟⎟⎟⎟⎠ .
The computations were performed for n = 2, 3, 4, 5, and the ranks are given in the table below.
The matrices U and W for the solutions are given in the Appendix.
5. Conclusions
In this article we presented several simple combinatorial approaches for finding optimal Karat-
suba-like formulae for certain bilinear forms in GF(2). Two exhaustive search algorithms where
proposed, and for three problems the algorithms were constructed, some them were known (as for
polynomial multiplication) and the others are to our knowledge new. Since we work in exact arith-
metic and use search algorithms, we obtain not a single but several algorithms with the same num-
ber of multiplications but with different number of additions, which allows us not only to minimize
the number of multiplications, but also select a solution with fewer number of additions required.3
All examples considered in this paper are symmetric in a and b, and that is natural to choose
U = V in the solution. We have no proof that for every symmetric bilinear form f there exist
a symmetric algorithm that has minimum amount of operations but for the examples considered
in this paper all known algorithms are symmetric. This simplifies a lot the situation and reduces
the search space greatly. In the nonsymmetric case the situation is theoretically the same, but
in practice the number of variants is too large. Thats why we do not give the results for matrix
multiplication tensor here. But the work is in progress and some preliminary results are available.
They will be reported in a separate paper.
2 The element (i, j) is on the perdiagonal of the k-by-k matrix if i + j = k + 1.
3 Note, we that the calculation of the minimal number of additions required with for a given U and V is a challenging
task: we have to care not only about the number of nonzeros in this matrices, but also about so-called common expressions.
This can be done in a regular way, but the description of such algorithm is beyond the scope of the paper. We have found
that even taking into account common expressions the U,V with the least number of nonzeros give the minimal number
of additions.
2064 I. Oseledets / Linear Algebra and its Applications 429 (2008) 2052–2066
6. Acknowledgment
I would like to thank Nikolai Zamarashkin for his help and useful discussions. Also I want to
thank the referee for his comments.
7. Appendix: Decompositions for certain tensors
7.1. Multiplication modulo xn
Below the U and W matrices for the multiplication of polynomials of order n modulo xn are
given.
n = 2, r = 3 :
U =
(
1 0 1
0 1 1
)
, W =
(
1 0 0
1 1 1
)
,
n = 3, r = 5 :
U =
⎛
⎝1 0 1 0 10 1 1 0 0
0 0 0 1 1
⎞
⎠ , W =
⎛
⎝1 0 0 0 01 1 1 0 0
1 1 0 1 1
⎞
⎠ ,
n = 4, r = 9 :
U =
⎛
⎜⎜⎝
1 0 1 0 1 0 0 1
0 1 1 0 0 1 0 0
0 0 0 1 1 1 0 0
0 0 0 0 0 0 1 1
⎞
⎟⎟⎠ ,
W =
⎛
⎜⎜⎝
1 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0
1 1 0 1 1 0 0 0
1 1 0 1 0 1 1 1
⎞
⎟⎟⎠ ,
n = 5, r = 11 :
U =
⎛
⎜⎜⎜⎜⎝
1 0 1 0 1 0 0 1 0 0 1
0 1 1 0 0 1 0 0 1 0 0
0 0 0 1 1 1 0 0 0 0 0
0 0 0 0 0 0 1 1 1 0 0
0 0 0 0 0 0 0 0 0 1 1
⎞
⎟⎟⎟⎟⎠ ,
W =
⎛
⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0 0
1 1 0 1 1 0 0 0 0 0 0
1 1 0 1 0 1 1 1 0 0 0
1 1 0 1 0 0 1 0 1 1 1
⎞
⎟⎟⎟⎟⎟⎠
,
n = 6, r = 14,
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U =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 0 1 0 1 0 0 0 1 0 1 0 0 1
0 1 1 0 0 0 1 0 1 0 0 1 0 0
0 0 0 1 1 0 0 1 1 0 0 0 0 0
0 0 0 0 0 1 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
W =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0 0 0 0 0
1 1 0 1 1 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1 0 0 0 0 0
1 1 0 1 0 1 1 0 0 1 1 0 0 0
1 1 0 1 0 1 0 1 0 1 0 1 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
n = 7, r = 18 :
U =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 0 1
0 1 1 0 0 0 1 0 1 0 0 1 0 0 0 1 0 0
0 0 0 1 1 0 0 1 1 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
W =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0
1 1 0 1 0 1 1 0 0 1 1 0 0 0 0 0 0 0
1 1 0 1 0 1 0 1 0 1 0 1 0 1 1 0 0 0
0 1 0 1 0 1 0 0 0 1 0 0 1 0 1 1 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
7.2. Circulant tensor
n = 2, r = 3 :
U =
(
1 0 1
0 1 1
)
, W =
(
1 1 1
1 1 0
)
,
n = 3, r = 4 :
U =
⎛
⎝1 1 0 11 0 1 1
0 1 1 1
⎞
⎠ , W =
⎛
⎝1 0 1 11 1 0 1
0 1 1 1
⎞
⎠ ,
n = 4, r = 8 :
U =
⎛
⎜⎜⎝
1 1 1 0 1 0 0 0
0 1 0 1 0 1 0 1
0 0 1 1 0 0 1 1
0 0 0 0 1 1 1 1
⎞
⎟⎟⎠ , W =
⎛
⎜⎜⎝
1 0 0 0 1 1 1 1
1 0 0 1 0 0 1 1
1 1 0 1 0 1 0 1
1 0 1 1 0 1 1 1
⎞
⎟⎟⎠ .
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n = 5, r = 10 :
U =
⎛
⎜⎜⎜⎜⎝
1 0 0 0 1 0 1 0 1 1
1 1 0 0 1 0 0 1 0 1
1 0 1 1 0 0 1 1 0 0
1 0 0 1 0 1 0 0 1 1
1 1 1 0 0 1 0 0 0 1
⎞
⎟⎟⎟⎟⎠ ,
W =
⎛
⎜⎜⎜⎜⎝
1 1 1 1 1 1 1 1 1 0
1 1 1 0 0 0 1 1 0 1
1 0 0 1 1 0 1 1 0 1
1 0 1 1 0 1 0 1 0 1
1 0 1 1 0 0 1 0 1 1
⎞
⎟⎟⎟⎟⎠ .
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