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Abstract
We consider linear multi-step methods for stochastic ordinary differential equations and study their convergence properties for
problems with small noise or additive noise. We present schemes where the drift part is approximated by well-known methods for
deterministic ordinary differential equations. In previous work, we considered Maruyama-type schemes, where only the increments
of the driving Wiener process are used to discretize the diffusion part. Here, we suggest the improvement of the discretization of
the diffusion part by also taking into account mixed classical-stochastic integrals. We show that the relation of the applied step
sizes to the smallness of the noise is essential in deciding whether the new methods are worthwhile. Simulation results illustrate the
theoretical ﬁndings.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
We consider numerical methods for stochastic ordinary differential equations (SODEs) in Itô form
X(s)|t0 =
∫ t
0
f (s,X(s)) ds +
∫ t
0
G(s,X(s)) dW(s), X(0) = X0, t ∈ [0, T ], (1)
whereW denotes anm-dimensionalWiener process given on the probability space (,F, P )with a ﬁltration (Ft )t0.
The drift and diffusion functions are given as f : [0, T ] × Rn → Rn and G = (g1, . . . , gm) : [0, T ] × Rn → Rn×m ,
respectively, and are supposed to be sufﬁciently smooth. The initial value X0 is assumed to be F0-measurable,
independent of the Wiener process and to possess ﬁnite second moments. We assume that there exists a path-wise
unique strong solution X(·) of (1).
Often ﬂuctuations, which affect a physical system, are quite small, for example, if thermal noise has to be included
in a physical model. Applications of SODEs with small noise can be found, for example, in [6,13]. Following [10]
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we express the smallness of the noise by introducing a small factor >1 into the diffusion coefﬁcient such that G= Gˆ.
Note that the small parameter  is not needed to formulate the suggested numerical schemes. It is used here only to
discuss the errors of the numerical schemes which essentially depend on the smallness of the noise.
Stochastic two-step methods already appear in [9] (for additive noise) and in [7] (see also the references there). In
[1] two-step methods for Itô SODEs are analysed. Stochastic versions of Adams methods for order up to ﬁve have
been implemented and tested for SODEs with additive noise in [6]. Consistency of stochastic linear multi-step methods
(SLMMs) for Stratonovich SODEs has been considered in [2], in addition, stochastic Adams methods have been
implemented as predictor-corrector schemes and tested.
A general convergence theory for possibly drift-implicit SLMMs was developed in [4]. On equidistant grids with
gridpoints t =  h,  = 0, . . . , N and step size h = T/N these methods are given as
k∑
j=0
j X−j = h
k∑
j=0
j f−j +
k∑
j=1
∑
a∈A
(gj,a)−j I
t−j ,t−j+1
a ,  = k, . . . , N . (2)
Here, X denotes the numerical approximation of the exact solution value X(t) at the time-point t,A is a collection of
multi-indices a= (r1, r2, . . . , rj ), ri ∈ {0, 1, . . . , m} with at least one non-zero index ri . Further, gj,a : [0, T ]×Rn →
Rn is a suitable function andweuse the abbreviationl−j to denote(t−j , X−j ) for functionsdeﬁnedon [0, T ]×Rn.
By I t,t+ha , a= (r1, r2, . . . , rj ), we denote multiple stochastic integrals over [t, t + h]:
I t,t+ha = I t,t+hr1r2...rj =
∫ t+h
t
∫ s1
t
. . .
∫ sj−1
t
dWr1(sj ) . . . dWrj (s1), (3)
where dW0(s) = ds. We emphasize that an explicit discretization of the diffusion part is used and that k initial values
X0, X1, . . . Xk−1 ∈ L2(,Rn) are needed, where X isFt -measurable for  = 0, . . . , k − 1. In Section 2 we recall
the notions of mean-square stability, consistency and convergence together with the main theorems developed in [4].
For simplicity we present the analysis in this paper for equidistant grids. However, the analysis can also be carried
out for variable step sizes, cf. [12]. In that case the grid has to satisfy certain assumptions as in the deterministic
case, to guarantee mean-square stability. The consistency conditions on variable grids lead to schemes with variable
coefﬁcients.
In [4] special emphasis has been put on the analysis of certain SLMMs that we have called stochastic linear multi-step
Maruyama methods (SLMMMs). These schemes arise as a special case of (2) and involve only the most basic stochastic
integrals, i.e., the increments of the Wiener process. Thus, with A= {(1), . . . , (m)}, gj,(r) = j gr , r = 1, . . . , m, they
take the form
k∑
j=0
jX−j = h
k∑
j=0
j f−j +
k∑
j=1
m∑
r=1
j (gr )−j I
t−j ,t−j+1
r ,  = k, . . . , N , (4)
with parameters j , j , j = 0, . . . , k and j , j = 1, . . . , k. For 0 = 0, the scheme is explicit, otherwise it is drift
implicit. In general, numerical schemes for SODEs that include only information on the increments of the Wiener
process have an asymptotic rate of strong convergence of 12 (for additive noise it may be 1). However, when the noise
is small, the error behaviour is much better. In fact, the errors are dominated by the deterministic terms as long as the
step size is large enough. Using the parameters j , j from deterministic linear multi-step schemes and choosing the
parameters j according to
∑k
j=0jX−j = 1(X −X−1)+· · ·+ k(X−k+1 −X−k) the global error of the method
(4) applied to small noise SODEs, where G = Gˆ, can be estimated as O(2h1/2 + h + hp). Here p is the order of
the deterministic scheme and the coefﬁcient functions f, gr are assumed to be sufﬁciently smooth. For p2 one can
distinguish three regions of the –h relation where qualitatively different terms are dominating the global error. For
h>2 the term O(2h1/2) dominates and one observes the asymptotic order of convergence 12 . For 
1/(p−1)>h the
term O(hp) dominates and reﬂects the deterministic order of convergence. For step sizes between these two extreme
cases the term O(h) is dominating the global error. One observes order 1 behaviour with a small error constant that
is due to the factor , such that the errors are still considerably smaller than those for the Euler–Maruyama scheme.
The described behaviour has been illustrated by computational results, for example, in [4,3].
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In the present paper we develop and discuss a new class of methods that involve mixed classical-stochastic integrals.
We use the SLMMMs (4) as a starting point and present a careful analysis of their local and global errors (Section 3)
to identify the terms responsible for the global error term O(h). The new methods are then constructed in such a way
that these terms are included in the scheme and thus the O(h) term in the global error cancels out.
The new methods are presented in Section 4. Simpliﬁed versions for special cases, such as additive noise and
commutative noise SODEs are also discussed. Section 5 contains a brief discussion of the simulation of mixed classical-
stochastic integrals. In the ﬁnal sections we present numerical results illustrating the theoretical ﬁndings and draw
conclusions.
2. Mean-square convergence of SLMMs
In the literature on numerical methods for SODEs (see, e.g., [7,11,9]) mainly two concepts of convergence are
discussed, weak and strong convergence. Weak convergence relates to Monte-Carlo methods and is mostly concerned
with statistical properties of the solutions of SODEs. The term strong convergence is often used synonymously for
the expression mean-square convergence, i.e., convergence in the norm ‖ · ‖L2 . We denote by | · | the Euclidian norm
in Rn, by ‖ · ‖ the corresponding induced matrix norm and by ‖Z‖L2 := (E|Z|2)1/2 the norm of a vector-valued
square-integrable random variable Z ∈ L2(,Rn).
Subsequently, we discuss mean-square convergence of the SLMMs (2). We aim at estimates of the mean-square
global error max=0,...,N‖X(t) − X‖L2 . To this end we use the fundamental result of [4] that allows us to estimate
the global error from local errors by means of a stability inequality. The local error L of the SLMM (2) at time-point
t is deﬁned as the defect that is obtained when the exact solution values are inserted into the numerical scheme:
L :=
k∑
j=0
jX(t−j ) − h
k∑
j=0
j f (t−j , X(t−j ))
−
k∑
j=1
∑
a∈A
gj,a(t−j , X(t−j ))I
t−j ,t−j+1
a ,  = k, . . . , N ,
L := X(t) − X,  = 0, . . . , k − 1.
As in [4] we represent the local error in the form
L = R + S =: R + S1, + S2,−1 + · · · + Sk,−k+1,  = k, . . . , N , (5)
where each Sj, isFt -measurable with E(Sj,|Ft−1) = 0. Representation (5) is not unique. It is chosen in order to
exploit the adaptivity and independence of the stochastic terms arising on disjoint subintervals.
Mean-square convergence is implied by local properties of the SLMM by means of numerical stability, sometimes
also called zero stability, in the mean-square sense. Numerical stability estimates the inﬂuence of any perturbations
of the right-hand side of the discrete scheme on the global solution of that discrete scheme. Taking the local errors as
special perturbations and applying the numerical stability estimate to them gives the following convergence theorem
[4, Theorem 3.3]:
Theorem 1. Let the parameters j , j = 0, . . . , k, of the SLMM (2) satisfy Dahlquist’s root condition, i.e., all eigen-
values of the characteristic polynomial
(	) = 0	k + 1	k−1 + · · · + k
have modulus smaller or equal than 1 and those with modulus equal to 1 are simple. Further, assume that the coefﬁcient
functions f, gj,a are globally Lipschitz with respect to their second argument. Then there exist constants h0 > 0 and
S > 0 such that for all step sizes h<h0 and all representations (5) of the local error L we have the following estimate
of the global error:
max
=0,...,N ‖X − X(t)‖L2S
{
max
=0,...,k−1 ‖L‖L2 + max=k,...,N
(‖R‖L2
h
+ ‖S‖L2
h1/2
)}
. (6)
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Subsequently, we assume that the conditions of the preceding theorem are fulﬁlled. In order to prove mean-square
convergence of order  it is then sufﬁcient to ﬁnd a representation (5) of the local error L such that
‖R‖L2 c¯ · h+1 and ‖S‖L2c · h+1/2,  = k, . . . , N . (7)
Together, conditions (7) imply the estimates
‖E(L|Ft−k )‖L2 = O(h+1) and ‖L‖L2 = O(h+1/2),  = k, . . . , N
(compare Lemma 2.8 in [4]), known as consistency in the mean and in the mean square. Note that in the case of k-step
schemes the conditional mean has to be taken with respect to the 
-algebra Ft−k . The analysis of the local error is
based on Itô–Taylor-expansions.
3. Local error analysis for Maruyama-type schemes
In this section we present a careful analysis of the local and global errors of SLMMMs (4) to identify the terms
responsible for the global error term O(h) mentioned in the Introduction.
To establish a suitable representation (5) of the local error L of the k-step Maruyama-scheme (4) for the SODE (1)
by means of appropriate Itô–Taylor expansions, we take special care to separate the multiple stochastic integrals over
the different subintervals of integration.
For further reference we state the following deﬁnitions and results. For a continuous function y from [0, T ] × Rn to
Rn a general multiple Wiener integral over the subinterval [t, t + h] ⊆ [0, T ] is given by
I t,t+hr1r2...rj (y) =
∫ t+h
t
∫ s1
t
. . .
∫ sj−1
t
y(sj , X(sj )) dWr1(sj ) . . . dWrj (s1), (8)
where ri ∈ {0, 1, . . . , m} and dW0(s) = ds. As in (3) we write I t,t+hr1r2...rj if y ≡ 1. To estimate the multiple integrals (8)
we will use the following lemma (cf. Lemmata 2.1 and 2.2 in [9] and in [11, Chapter 1]).
Lemma 2. For any function y from [0, T ] × Rn to Rn that satisﬁes a growth condition in the form |y(t, x)|K(1 +
|x|2)1/2, for any x ∈ Rn, and any t ∈ [0, T ], h> 0, such that t + h ∈ [0, T ], we have that
E(I t,t+hr1...rj (y)|Ft ) = 0 if ri = 0 for some i ∈ {1, . . . , j}, (9)
‖I t,t+hr1...rj (y)‖L2 = O(hl1+l2/2), (10)
where l1 is the number of zero indices and l2 the number of non-zero indices ri .
Let Cs−1,s denote the class of all functions from [0, T ] × Rn to Rn having continuous partial derivatives up to
order s − 1 and, in addition, continuous partial derivatives of order s with respect to the second variable. We introduce
operators 0 and r , r = 1, . . . , m, deﬁned on C1,2 and C0,1, respectively, by
0y = y′t + y′xf +
1
2
m∑
r=1
n∑
i,j=1
y′′xixj grigrj , ry = y′xgr , r = 1, . . . , m. (11)
Using these operators and the notation for multiple Wiener integrals (8), the Itô formula for a function y in C1,2 and
the solution X of (1) reads
y(t, X(t)) = y(t0, X(t0)) + I t0,t0 (0y) +
m∑
r=1
I t0,tr (ry), 0 t0 < tT . (12)
Applying the Itô formula especially to the drift and diffusion coefﬁcients f, gr , which are assumed to be in C1,2, and
inserting the results into the SODE (1) leads to the ﬁrst terms of the Itô–Taylor (or Wagner–Platen) expansion of the
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solution X(t) of (1):
X(t) = X(t0) + I t0,t0 (f ) +
m∑
r=1
I t0,tr (gr )
= X(t0) + f (t0, X(t0))I t0,t0 +
m∑
r=1
gr(t0, X(t0))I
t0,t
r
+ I t0,t00 (0f ) +
m∑
r=1
(I
t0,t
r0 (rf ) + I t0,t0r (0gr)) +
m∑
r,q=1
I t0,tqr (qgr).
Now we start analysing the local error L of the k-step Maruyama-scheme (4) for the SODE (1). For simplicity, we
restrict the exposition to k3. Then we have
Lemma 3. Let f, gr ∈ C1,2 and let the following consistency conditions be satisﬁed:
3∑
j=0
j = 0, 0 = 1, 0 + 1 = 2, 0 + 1 + 2 = 3, (13)
3∑
j=1
j =
3∑
j=0
j or, equivalently,
3∑
j=0
(3 − j)j =
3∑
j=0
j , (14)
3∑
j=0
(3 − j)2j = 2
3∑
j=0
(3 − j)j . (15)
Then the local error of SLMMMs with k3 can be represented in the form
L =
m∑
q,r=1
{
1I
t−1,t
qr (qgr) + 2I t−2,t−1qr (qgr) + 3I t−3,t−2qr (qgr)
}
(16)
+
m∑
r=1
{
1I
t−1,t
0r (0gr) + 1I t−1,tr0 (rf ) − 0hI t−1,tr (rf )
+ 2I t−2,t−10r (0gr) + 2I t−2,t−1r0 (rf ) + (1 − 0 − 1)hI t−2,t−1r (rf )
+3I t−3,t−20r (0gr) + 3I t−3,t−2r0 (rf ) + (1 + 2 − 0 − 1 − 2)hI t−3,t−2r (rf )
}
(17)
+
{
1I
t−1,t
00 (0f ) − 0hI t−1,t0 (0f ) + 2I t−2,t−100 (0f ) + (1 − 0 − 1)hI t−2,t−10 (0f )
+3I t−3,t−200 (0f ) + (1 + 2 − 0 − 1 − 2)hI t−3,t−20 (0f )
}
. (18)
We ﬁrst discuss this result and then give the proof.
Recall that we assume the conditions of Theorem 1 to be satisﬁed. That is, we assume that Dahlquist’s root condition
is fulﬁlled and the coefﬁcient functions, in this case f, gr , are globally Lipschitz with respect to their second argument.
With the above representation of the local error we have already separated the terms causing global errors of order
O(2h1/2) and O(h), namely the terms (16) and (17). These terms can be seen as parts of the stochastic terms S in the
representation (5). By the stability inequality (6) we know that the global error caused by these terms is only an order
O(h−1/2) larger than the local quantities. Using Lemma 2 and exploiting the smallness of the noise in the form gr = gˆr
the (so-called Milstein) terms (16) can be estimated as O(2h), and the mixed terms in (17) as O(h3/2).Without further
investigations the remaining terms (18) can be estimated as O(h2), thus causing global errors of order O(h). Using that
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also0f belongs to C1,2 and the consistency condition (15) is satisﬁed, one can further estimate (18) as O(h3 + h5/2)
and conclude that the induced global errors are of order O(h2 + h2). Condition (15) guarantees the deterministic
order 2.
Proof of Lemma 3. By rewriting
3∑
j=0
jX(t−j ) = 0(X(t) − X(t−1)) + (0 + 1)(X(t−1) − X(t−2))
+ (0 + 1 + 2)(X(t−2) − X(t−3)) +
⎛
⎝ 3∑
j=0
j
⎞
⎠X(t−3),
and using the consistency condition (13) we can express the local error as
L = 0
(
X(t) − X(t−1) −
m∑
r=1
gr(t−1, X(t−1))I t−1,tr
)
+ (0 + 1)
(
X(t−1) − X(t−2) −
m∑
r=1
gr(t−2, X(t−2))I t−2,t−1r
)
+ (0 + 1 + 2)
(
X(t−2) − X(t−3) −
m∑
r=1
gr(t−3, X(t−3))I t−3,t−2r
)
− h
3∑
j=0
j f (t−j , X(t−j ))
= 1
(
I
t−1,t
0 (f ) +
m∑
r=1
{I t−1,tr (gr ) − gr(t−1, X(t−1))I t−1,tr }
)
+ 2
(
I
t−2,t−1
0 (f ) +
m∑
r=1
{I t−2,t−1r (gr ) − gr(t−2, X(t−2))I t−2,t−1r }
)
+ 3
(
I
t−3,t−2
0 (f ) +
m∑
r=1
{I t−3,t−2r (gr ) − gr(t−3, X(t−3))I t−3,t−2r }
)
− h
3∑
j=0
j f (t−j , X(t−j ))
= 1
⎛
⎝I t−1,t0 (f ) +
m∑
r=1
I
t−1,t
0r (0gr) +
m∑
q,r=1
I
t−1,t
qr (qgr)
⎞
⎠
+ 2
⎛
⎝I t−2,t−10 (f ) +
m∑
r=1
I
t−2,t−1
0r (0gr) +
m∑
q,r=1
I
t−2,t−1
qr (qgr)
⎞
⎠
+ 3
⎛
⎝I t−3,t−20 (f ) +
m∑
r=1
I
t−3,t−2
0r (0gr) +
m∑
q,r=1
I
t−3,t−2
qr (qgr)
⎞
⎠
− h
3∑
j=0
j f (t−j , X(t−j )).
The stochastic integrals I t−j ,t−j+10r (0gr) and I
t−j ,t−j+1
qr (qgr) naturally should be taken as a part of Sj,−j+1 in the
representation (5) of the local error. The terms that contain values or classical integrals of the drift coefﬁcient need
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further investigation. To pool together the deterministic parts we use
I
t−j ,t−j+1
0 (f ) = hf (t−j , X(t−j )) + I
t−j ,t−j+1
00 (0f ) +
m∑
r=1
I
t−j ,t−j+1
r0 (rf )
and trace the values of the drift coefﬁcient back to the point t−3:
f (t−2, X(t−2)) = f (t−3, X(t−3)) + I t−3,t−20 (0f ) +
m∑
r=1
I
t−3,t−2
r (rf ),
f (t−1, X(t−1)) = f (t−3, X(t−3)) + I t−3,t−20 (0f ) + I t−2,t−10 (0f ),
+
m∑
r=1
(I
t−3,t−2
r (rf ) + I t−2,t−1r (rf )),
f (t, X(t)) = f (t−3, X(t−3)) + I t−3,t−20 (0f ) + I t−2,t−10 (0f ) + I t−1,t0 (0f )
+
m∑
r=1
(I
t−3,t−2
r (rf ) + I t−2,t−1r (rf ) + I t−1,tr (rf )).
The deterministic part R of the representation (5) besides higher order terms always contains the term h(
∑3
j=1j −∑3
j=0 j )f (t−3, X(t−3)) that vanishes due to the consistency condition (14). Thus, we arrive at the assertion. 
4. Improved linear multi-step methods
Intending to avoid the global error terms of order O(h) we include the leading parts of (17) in the discretization
scheme. This leads us to schemes that include the mixed classical-stochastic integrals I t−j ,t−j+10r and I
t−j ,t−j+1
r0 and
take the general form
k∑
j=0
jX−j = h
k∑
j=0
j f−j +
k∑
j=1
m∑
r=1
{j (gr )−j I t−j ,t−j+1r
+ j ((gr)′t + (gr)′xf )−j I t−j ,t−j+10r + (f ′xgr)−j (j I
t−j ,t−j+1
r0 + j hI
t−j ,t−j+1
r )},
or, equivalently (by using the identity I0r + Ir0 = hI r ),
k∑
j=0
jX−j = h
k∑
j=0
j f−j +
k∑
j=1
m∑
r=1
{
j (gr )−j I
t−j ,t−j+1
r
+ j ((gr)′t + (gr)′xf − f ′xgr)−j I t−j ,t−j+10r
+(f ′xgr)−j (j + j )hI t−j ,t−j+1r
}
,  = k, . . . , N , (19)
with parameters j , j , j = 0, . . . , k and j , j , j = 1, . . . , k. If the expression ((gr)′t + (gr)′xf − f ′xgr) vanishes,
the scheme simpliﬁes considerably, since then the mixed classical-stochastic integrals are actually not needed. This
is the case for systems with commutative noise, i.e., for autonomous systems with vanishing commutator [gr, f ] =
(gr)
′
xf − f ′xgr . The parameters j , j , j = 1, . . . , k in the stochastic part of (19) can be computed from those in the
deterministic part by
j =
j−1∑
i=0
i , j = 1, . . . , k, 1 = −0, j+1 = j + j − j , j = 1, . . . , k − 1.
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Table 1
Coefﬁcients of improved two- and three-step schemes
Meth. p 1 2 3 0 1 2 3 2 3 1 2 3
AB2 2 −1 0 — 0 32 − 12 — 0 — 0 − 12 —
AB3 3 −1 0 0 0 2312 − 1612 512 0 0 0 − 1112 512
AM2 3 −1 0 — 512 812 − 112 — 0 — − 512 − 112 —
AM3 4 −1 0 0 924 1924 − 524 124 0 0 − 924 − 16 124
BDF2 2 − 43 13 — 23 0 0 — − 13 — − 23 13 —
BDF3 3 − 1811 911 − 211 611 0 0 0 − 711 211 − 611 511 − 211
As examples we give the improved variants of the two-step Adams–Bashforth and BDF (backward differentiation
formula) methods. For  = 2, . . . , N , the improved Adams–Bashforth method takes the form
X − X−1 = h
(
3
2
f−1 − 12f−2
)
+
m∑
r=1
(gr)−1 I
t−1,t
r
+
m∑
r=1
((gr)
′
t + (gr)′xf − f ′xgr)−1I t−1,t0r +
1
2
m∑
r=1
(f ′xgr)−2hI
t−2,t−1
r ,
the improved BDF method is given by
X − 43X−1 +
1
3
X−2 = h23f +
m∑
r=1
(gr)−1I
t−1,t
r − 13
m∑
r=1
(gr)−2I
t−2,t−1
r
+
m∑
r=1
((gr)
′
t + (gr)′xf − f ′xgr)−1I t−1,t0r
− 1
3
m∑
r=1
((gr)
′
t + (gr)′xf − f ′xgr)−2I t−2,t−10r +
1
3
m∑
r=1
(f ′xgr)−1hI
t−1,t
r .
In Table 1 we list the parameters for two- and three-step Adams–Bashforth, Adams–Moulton and BDF schemes. The
schemes are scaled such that 0 = 1 = 1. Recall that the asymptotic order of all these schemes is 12 . The deterministic
order p is given in the second column of the table.
In particular in the case of additive noise, i.e., gr(t, x) ≡ gr(t), the additional terms lead to a considerable gain
in accuracy. Here, one has (gr)′x = 0, hence 0gr = (gr)′t and qgr = 0. The Milstein terms (16) vanish leaving a
global error of order O(h + hp) for k-step Maruyama schemes with deterministic order p and a global error of order
O(2h
3
2 + h2 + hp) for the improved schemes (19).
5. Mixed stochastic integrals
The improved schemes (19) contain the mixed stochastic-classical integrals I0r , r =1, . . . , m, on the corresponding
subintervals [t, t + h]. Unless the coefﬁcients f, gr are commutative these integrals have to be simulated together
with the Wiener increments. This can be done in the following way (cf. [7,11,9]): Starting from independent standard
normally distributed random variables r , 	r ∼ N(0, 1) one computes
Ir := h1/2r ,
I0r := h3/2(	r/
√
3 + r )/2. (20)
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For the two-dimensional system with non-commutative noise in Section 6 we have calculated a reference solution with
corresponding trajectories of two Wiener processes using a very small step size. The necessary Wiener increments for
larger step sizes were calculated by adding up the correct number of Wiener increments used for the reference solution.
The mixed integrals Ir0, r = 1, . . . , m were calculated as follows: let h1 denote the ﬁnest step size of the numerical
approximations and Ih1r denote the Wiener increment calculated for this step size. Then r := Ih1r /
√
h1 is a standard
normal random variable. Generating another independent standard normally distributed random variable 	r ∼ N(0, 1)
we computed Ih10r according to (20). For all coarser step sizes we have used the following useful fact, see [8]:
I
t1,t3
0r = I t1,t20r + I t2,t30r + (t2 − t1)I t2,t3r .
6. Test results
We implemented several explicit and implicit stochastic linear k-step Maruyama schemes and improved schemes for
k = 1, 2, 3 and applied them to several examples of SDEs. Table 1 summarizes the methods we have implemented and
tested. For comparison we also considered the explicit and implicit Euler–Maruyama schemes and the explicit Milstein
scheme. To start off the integration with the two- and three-step schemes we needed a second (and third) starting
value X1 (and X2). If available, we used the exact solution values, thus avoiding introducing additional errors. In
computational practice, the starting values must be computed by one-step schemes. A good choice in our context is the
trapezoidal rule. As for the other schemes discussed in this article, its asymptotical order of mean-square convergence
is 12 , but its deterministic order is 2 and the leading error constant is comparatively small.
In our experiments we have investigated the relation between the step size h and the achieved accuracy. The accuracy
is measured as the maximum approximate L2-norm of the global errors in the considered time interval [0, T ]:
max
=1,...,N
⎛
⎝ 1
M
M∑
j=1
|X(t,j ) − X(j )|2
⎞
⎠
1/2
≈ max
=1,...,N ‖X(t) − X‖L2 ,
where N denotes the number of steps and M the number of computed paths. In our computations we used M = 200.
The results are presented as ﬁgures, where we have plotted the accuracy versus the step sizes in logarithmic scale
with base 10. Then the slope of the resulting lines corresponds to the observed order of the schemes. Lines with slopes
0.5, 1, 2 are provided in some ﬁgures to enable comparison with convergence of these orders.
Our ﬁrst test example is the simple bilinear scalar SDE with drift and diffusion functions f (t, x)=−x, g1(t, x)=x
and starting valueX0=1 on the time interval [0, 1]. For this simple example the exact solution is known as the geometric
Brownian motion X(t)= exp((−1− 12 2)t + W(t)). This example is commutative, hence, scheme (19) simpliﬁes and
the mixed classical-stochastic integrals are not needed for the simulation. We have chosen the parameter = 0.005. In
Fig. 1 we present results for selected schemes with deterministic order 2 (left) and 3 (right), which reﬂect the discussion
in the previous sections very well. The visual differences between the individual schemes with the same deterministic
order are caused by different error constants for the O(hp) error terms. The maximum gain in accuracy by the improved
methods occurs for those step sizes, where the O(2h1/2) and O(hp) error terms are of the same magnitude (p = 2, 3).
ε=0.005
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−5
−4
−3
−2
−5 −4 −3 −2 −1 0
lo
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(||e
rro
r||_
L2
)
log(h)
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im. trap.
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im. BDF 2
slope 1/2
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Fig. 1. Performance of k-step Maruyama and improved schemes for the geometric Brownian motion.
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Fig. 2. Performance of k-step Maruyama and improved schemes for the additive noise example.
For comparison we include results of the Milstein scheme with mean-square order of convergence 1. The resulting line
practically coincided with those for the Euler schemes (which we have not included here) in the considered range of
step sizes. Though the asymptotical order is 1 for the Milstein scheme in contrast to 12 for the other considered schemes,
one observes much larger errors for the Milstein scheme for the considered step sizes.
Our second test example is a linear scalar SDE with additive noise. The drift and diffusion functions are f (t, x) =
(2/(1+ t))x+ (1+ t)2, g1(t, x)=  (1+ t)2 on the time interval [0, 1]. This is one of the very few non-trivial examples
with additive noise and known solution. Moreover, it has a free parameter  to scale the noise intensity. The example is
a bit more speciﬁc than we intended. The exact solution is known as X(t)= (1+ t)2(X0 + t + W(t)) (cf. [7, (4.44)]).
The solution of the noise-free equation ( = 0) is a cubic polynomial, such that the noise-free equation is integrated
exactly by any integration scheme with deterministic order 3 or higher. This has no effect on the behaviour of SLMMs
with deterministic order 2. For SLMMs with deterministic order p3 the global error term of order O(hp) vanishes.
Moreover, since f is linear in x, we have qrf = 0, such that for the improved schemes also the global error term of
order O(2h3/2) vanishes, leaving a global error of order O(h2) instead of O(2h3/2 + h2 +h3) as expected in general.
The inﬂuence of the stochastic error terms can here be observed more pronounced than in more general examples with
additive noise.
This is illustrated in Fig. 2, where we present simulation results for selected schemes with deterministic order 2 (left)
and 3 (right) for the initial value X0 =1 and the parameter =0.001. The numerical errors of magnitude 1/h×machine
accuracy become visible in the bottom left corner of the right picture. Our third example is a non-commutative two-
dimensional linear example with two-dimensional noise, which we have taken from [5] and modiﬁed by formulating
it in Itô-calculus and introducing a small parameter :
X(t) =
(
1
1
)
+
∫ t
0
FX(s) ds +
∫ t
0
G1X(s) dW1(s) +
∫ t
0
G2X(s) dW2(s),
F =
(− 910 0
1
4 − 12
)
+ 
2
2
(
( 34 )
2 + ( 910 )2 0
0 ( 34 )
2 + ( 910 )2
)
,
G1 = 
( 3
4 0
0 − 34
)
, G2 = 
(
0 910
9
10 0
)
, t ∈ [0, 2].
Here, the expressions [F,G1], [F,G2], [G1,G2] are all non-zero, where [A,B]=AB −BA for matrices A,B. Since
we do not have an explicit formula for the solution, we have computed a ‘reference solution’by means of the trapezoidal
rule on a very ﬁne grid by using 218 = 262 144 steps. We have implemented and tested the two-step schemes from
Table 1 and have chosen the parameter  = 0.01. The necessary second starting value X1 has been taken as the
corresponding value of the reference solution. The simulation results presented in Fig. 3 conﬁrm the error behaviour
that was observed already for the geometric Brownian motion though the signiﬁcance of the observations is restricted
by the accuracy of the reference solution.
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Fig. 3. Performance of 2-step Maruyama and improved schemes for the non-commutative example.
7. Conclusions
We have analysed the local and global error behaviour of improved SLMMs for small noise SODEs. We have found
that the global error is of the order O(2h1/2 + h2 + hp), where p is the deterministic order of the scheme. Compared
with the Maruyama-type stochastic linear multi-step methods an error term of order O(h) is avoided. The price to
pay for this improvement is the inclusion of the derivatives f ′xgr and (gr)′t + (gr)′xf and the additional simulation of
mixed classical-stochastic integrals. The latter effort is comparable to that for the simulation of the Wiener increments.
The gain in accuracy depends on the relation of the step size and the smallness of the noise, the maximum gain in
accuracy by the improved methods occurs for those step sizes, where the O(2h1/2) and O(hp) error terms are of the
same magnitude. Then the error is reduced by a factor of order 1/3 for p=2 and 3/5 for p=3. The improved schemes
are particularly advantageous in the additive noise case. Especially for p = 2 the error is practically reduced to the
deterministic error.
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