Introduction
Optical coherence tomography (OCT) is a novel noninvasive optical imaging modality based on low-coherence interferometry. The first version of this technique was devised in 1990 by Dr. Naohiro Tanno, a professor at Yamagata University [1, 2] , and then perfected in 1991 by Massachusetts Institute of Technology team headed by Professor James Fujimoto [3] . OCT can enable the noninvasive, noncontact imaging of cross-sectional structures in biological tissues and materials with high resolution. In principle, OCT is an optical analogue to clinical ultrasound. In OCT, the temporally gated back-reflected optical pulse remitted from scattering sites within the sample is localized by lowcoherence interferometry (LCI) [4] [5] [6] [7] [8] . This is typically achieved with a Michelson interferometer. The sample rests in one arm of the interferometer, and a scanning reference optical delay line comprises the other arm. In LCI, light interferes at the detector only when light reflected from the sample is matched in pathlength to light reflected from the scanning reference mirror. A single scan of the reference mirror thus provides a one-dimensional reflectivity profile of the sample. Two-dimensional cross-sectional images are formed by laterally scanning the incident probe beam across the sample. The reconstructed OCT images are essentially a map of the changes in the refractive index of refraction that occurs at internal interfaces. Just like ultrasound images, the discontinuities in acoustic impedance occur.
The principle difference between ultrasound and optical imaging is that the velocity of light is approximately a million times faster than the velocity of sound. For this reason, the distance within the materials or tissues with a resolution of 10 μm by measuring the echo time delay of back-reflected or back-scattered light wave corresponds to a time resolution of 30 femto (10 −15 ) seconds, which is well beyond the limits of currently possible direct electronic detection system. But for the ultrasound, the echo time delay is approximately 100 ns, which can be easily realized with modern electronic detection systems. Thus, in OCT, the measurements of each time delay are based on correlation techniques, in which the back-scattered or back-reflected light is compared to the 2 Advances in Optical Technologies reference light with known path length. OCT uses the lowcoherence interferometric method to measure this echo time delay with dynamic range and sensitivity.
Variant OCT Imaging Schemes
In OCT, the coherence-gated information about the elementary volume of the scatters within the obscuring scattering specimen can be obtained from either the time-domain measurement principle (TD-OCT) or the frequency domain (FD-OCT) measurement principle [9, 10] . In time-domain OCT, the wavenumber-dependent photo detector current is captured using a single or multiple detector where the reference mirror is scanned to match the optical path from reflections within the sample. Depending on the scanning modality and the signal detection scheme employed, the time-domain OCT can be further be classified into three: (1) point-scan (flying scan OCT), (2) line field (linear-OCT), and (3) full-field (wide-field) OCT. On the other hand, the signal detection in FD-OCT relies on the transformation of the OCT time-varying signal along the optical axis, termed the A-scan, into the frequency domain. Thus, FD-OCT has the advantage that the full-sample depth information is obtained in a parallel manner such that no moving parts are necessary. The basic physics behind FD-OCT is based on the inverse scattering theorem. According to Wiener-Khintchine theorem, the spectral power amplitude of the back-scattered wave equals the Fourier transform of the axial distribution of the object scattering potential. Recently, FD-OCT has been widely attracted in the biomedical imaging field due to its higher sensitivity and imaging speed compared to conventional TD-OCT. Based on the implementation, the FDOCT can be divided into two classes: spectral domain OCT (SD-OCT) and swept-source OCT (SS-OCT). In SD-OCT, the optical frequency components are captured simultaneously with a dispersive element and linear detector, on the other hand in SS-OCT the optical frequency components are captured by a single detector in a time-encoded sequence by sweeping the frequency of the optical source. Recent studies have shown that Fourier domain OCT can provide signal to noise ratio that is more than 20 dB better than the conventional TD-OCT [11] [12] [13] .
However, FD-OCT also has remarkable drawbacks. One limitation in frequency domain is the optical spectrum at the output of the interferometer consists of symmetric spectral terms, which cause same image result for positive and negative OPDs called mirroring effect. Different methods have been developed to eliminate this problem, such as phase shifting interferometry or complex signal processing. The simple detection in the frequency domain usually introduces spatial frequency ambiguity, autocorrelation artifacts, originating from internal interferences of the sample and the system as well as depth-dependent SNR loss, caused by finite spectral line width [14] . Furthermore, nonuniform FD sampling deteriorates TD signal quality and time-consuming postprocessing is a necessity for all FDOCT techniques. It was found that some of these effects can be largely compensated by multiple, phase-shifted imaging of the same region (i.e., A-scan), followed by reconstruction of the complex phase of the FD signal [15] , resampling and transformation into the time-domain. Moreover, for getting better lateral resolution, the technique such as dynamic focusing, which is generally used in time domain OCT, is not easily implemented in FD-OCT. In traditional FD-OCT the imaging optics are devised with large depth of focus, to accommodate entire range of the A-scan, usually 1-2 mm and which limits the possibility of using high numerical aperture objective to enhance the transverse resolution. However, recently by employing Bessel beam with axicon lenses, the extended focal length FD-OCTs were demonstrated with cellular level resolution [16] .
Full-Field Optical Coherence Tomography
Conventional point-scan OCT [17] [18] [19] can enable noninvasive, noncontact 3D cross-sectional imaging of structures in highly scattering specimens with very high resolution. However, for reconstructing the 3D image the conventional OCT system needs single-pointer raster-scanning scheme, in which the focus of the probing beam scans across the sample surface and detects the back-scattered light with a single element photo-detector. Thus, a fiber-optics-based point-scan time-domain OCT scheme requires at least three scans (one depth and two lateral scans) for acquiring threedimensional images. The lateral scans addresses laterally adjacent sample positions whereas the depth scan detects longitudinal depth positions of light-reflected sites in the sample. Major limitation in point scans OCT approach is the mechanical scanning system giving rise to motion artifacts due to mechanical jitter and limited repeatability. Full-field OCT (FF-OCT) [20, 21] and wide-field (WF-OCT) [22] OCT are alternative OCT concepts, which aim to improve the image acquisition speed and to simplify the optical setup of conventional point-scan OCT by realizing direct widefield or full-field sample imaging onto an array detector such as CCD or CMOS camera. FF-OCT is based on Linnikbased Michelson interferometer with relatively high identical numerical aperture (NA) microscopic objectives on both arms of the interferometer. Whereas, WF-OCT uses imaging optics with a single lens to image the large sample area, compromising the lateral resolution. Recently, FF-OCT has been of increased interest as a nonscanning, high-resolution, en face imaging method in several medical and non-medical applications. Moreover, en face image can provide new information, which may complement that provided by the longitudinal cross-sectional image [23] .
Basic Principle of FF-OCT.
The basic configuration of full-field OCT systems is based on a low-coherence interferometer with a CCD camera is placed at the output as detector. The CCD can enable the acquisition of 2D en face image in a single exposure without any lateral scanning. However, the direct use of CCD cameras for heterodyne detection in time domain is limited by the relatively slow frame rate of the commercially available CCD camera (typically ≈100 Hz for 512 × 512 pixels). Therefore, the depth scan acquisition speed has to be drastically reduced in order to permit sufficient sampling of the interferometric signal. The temporal phase-stepping interferometric scheme is commonly used for the reconstruction of en face OCT image. In FF-OCT, different interferometric configurations like Michelson [20] , Mirau [24] , or Linnik [25, 26] configuration can be used. For wide aperture system, the spherical aberration in the axial direction is very dominant for Michelson and Mirau configuration compared to Linnik. In case of Linnik configuration, optical pathlength and focusing in both arms of the interferometer can be adjusted independently [27] . Moreover, in Linnik configuration high numerical aperture (NA) objective can be used to obtain high spatial resolution. In general, the axial resolution of the tomographic image in FF-OCT depends on both coherence length of the source (coherence effect) and the N.A of the objective (longitudinal spatial coherence effect) [28] . A variant scheme of FF-OCT that utilizes objective with high N.A (<0.4) is called full-field optical coherence microscopy (FF-OCM) and which is used for obtaining very high resolution [29, 30] . In this scheme, the longitudinal coherence effect is more dominant than coherence effect. Figure 1 shows the basic setup of FF-OCT based on Michelson (Figure 1(a) ) and Linnik configuration (Figure 1(b) ).
FF-OCT scheme utilizes wide variety of optical sources, which can be based on either a source with spatially coherent illumination or spatially incoherent illumination. In FF-OCT, depending upon the nature of illumination, the multiply scattered light from the specimen can result in strong crosstalk-generated noise between parallel detection channels, thus each detector should ideally not detect light originating from outside its conjugate volume. To avoid crosstalk, one must prevent interference occurring between adjacent pixels at the detection plane [33] . This can be achieved by controlling the degree of spatial coherence of full-field illumination. FF-OCT utilizing spatially incoherent sources such as thermal sources can completely suppress the effect of coherent crosstalk [34] . Moreover, thermal can also provide very high axial resolution because of its broad spectral bandwidth. However, the brightness per spatial mode of thermal sources remains insufficient requiring a trade-off between sensitivity and acquisition speed. The major interest of spatially coherent illumination in FF-OCT resides in the possibility to use powerful pulsed lasers such as femtosecond lasers, which can allow higher sensitivity and acquisition speed than with thermal light sources. On the contrary, spatially coherent source can generate considerable amount of coherent crosstalk which degrade the image quality.
Performances of FF-OCT.
In FF-OCT, the characteristics of the optical source determine the general performance of the system. For example, the short coherence length of the optical source determines the axial resolution and the nominal wavelength determines the achievable penetration depth, of the system. The larger the line width, Δλ (1) of the source, the smaller the coherence length l c of the source. There are four main criteria that need to be considered when choosing a light source for OCT. These parameters are wavelength, bandwidth, single-transverse mode power, and stability. The depth of penetration in OCT is limited by both scattering and absorption of the sample. Absorption window for most biological tissues between 0.65∼1.4 μm has a local minimum in the absorption of water and blood in the tissues. Absorption attenuates the light in the imaging subject and is wavelength-dependent. Because more than 80% of biological tissue consists of water, the absorption of tissue is mostly attributed to the water. If we analyze the water absorption spectrum shown in Figure 2 , we can find a window with lower absorption, termed "therapeutic windows" for biomedical optics, existing around 600 nm to 800 nm. Absorption by melanin, as well as the scattering from structure protein such as collagen and elastin, exhibits a nearly monotonic decrease with increasing wavelength over this region. These optical properties of tissues have been investigated to some degree both experimentally and by a number of analytical and numerical models. Therefore, the selection of wavelength is a very critical parameter in OCT.
Axial Resolution.
Unlike in conventional optical microscopy, the apparent advantage of OCT is that the axial resolution is completely decoupled from the lateral resolution. The axial resolution of an OCT is an important specification for many biomedical applications. In many applications high axial resolution is required to distinguish different cellular ultrastructures and type. The axial resolution of an OCT system is generally defined as half the coherence length of the source spectrum l c . The source coherence length l c is simply the coherence time multiplied by the speed of light. For a source with a Gaussian spectral distribution, the axial resolution is given by
where Δz and Δλ are the full width at half maximum of the autocorrelation function and spectral width and λ 0 is the source center wavelength. It can be seen that broadband light sources are required to achieve high axial resolution, as the axial resolution is inversely proportional to the spectral width of the light source. The most popular light source currently used in OCT appears to be superluminescent diode (SLD). A typical SLD has a bandwidth Δλ = 20 nm, which corresponds to a coherence length of 44 μm and since l c is defied for a round trip, so this leads to a depth pixel size of 22 μm in air, and in tissue, by considering the refractive index of 1.4 gives 16 μm. Modern sources for OCT use Kerrlens mode-locked lasers and photonic crystal fibers to achieve submicron meter coherence length. Apart from the wideline width, the sources for OCT have to exhibit a smooth Gaussian spectrum profile [35, 36] .
Lateral Resolution.
As conventional microscopy, the lateral resolution that may be achieved with OCT imaging is determined by the focus spot of the light beam and is completely decoupled from the axial resolution. There for the optical design of the lateral scanning does not correlate with the axial resolution. The lateral resolution Δx can be written as
where f is the focal length of the objective lens, and d is the 1/e 2 Gaussian beam waist at the objective lens. It can be seen from the above equation that high lateral resolution can be achieved by using a large numerical aperture (NA) to decrease the spot size. However, for the selection of optics there is a trade-off between the lateral resolution and the imaging depth. A higher lateral resolution leads to a decrease in the depth of focus, or confocal parameter b, which is twice the Rayleigh range
The Rayleigh range gives the distance from the focal point to the point where the light beam diameter has increased by a factor of √ 2. This effectively limits the scanning range of the OCT, quite apart from the working range of the scanning reference delay line, as it is the range over which lateral resolution is maintained. Figure 3 shows the relation between the depth of focus (confocal parameter) and the focused spot size for the objective lens with high and low numerical aperture.
Image Reconstruction in FF-OCT.
Over the past decade, several FF-OCT image reconstruction schemes were reported based on wide verity of optical configurations. Phase stepping and the type of PSI (phase-shifting interferometry) algorithm [37] were mainly used for the extraction of the interferometric signal. Beaurepaire et al. reported the first FF-OCT system implemented in a commercial microscope using multiplexed lock-in detection technique [20] . They use a fast photoelastic birefringence modulator to introduce a sinusoidal phase shift between sample and reference lights. Four images with the different phase shift are thus recorded successively to reconstruct the en face OCT image. FF-OCT based on conventional sequential phase shifting method was realized by several authors [38, 39] . In this scheme the interferometer's reference arm or the sample is temporally shifted using a piezoelectric translation stage and then the sequentially acquired three or four-phase-stepped images were used for the reconstruction of en face OCT image. Akiba et al. used a pair of CCD cameras with fast liquid crystal shutters to realize the 2D heterodyne detection [40, 41] . For in vivo subcellular level imaging, a dual-channel FF-OCT incorporated with a pair of CCD camera has been reported [40] . In this scheme, first, pair of quadraturely phase-shifted images are simultaneously captured using the CCD pair and then by acquiring an additional pair of images with a conventional phase stepping method to obtain en face OCT imaging at video rate. In a two-beam interferometer, the detected signal S can be written as
where I R and I S are the intensities of reference and sample beams, and φ is their relative phase at the detector. If this relative phase can be shifted by a well-controlled amount from its initial value, both I S and φ can be retrieved from a set of signals measured at well-defined phase shifts. The conceptually simplest way to do this is to take four interferograms S n with relative phase shifts equal to n(π/2), where n = 0, 1, 2, 3 corresponding to the mechanical motion of the reference mirror by n(λ/8). For the interference term, a straightforward calculation yields
In principle, (5) is valid for monochromatic light. Whitelight interferograms can be described similarly with I R kept constant (independent of φ), while I S is now a temporal envelope determined by the light temporal coherence. The phase φ is that of the intensity-modulated optical carrier frequency. In FF-OCT, the envelope quantity S int , which is defined above is the one actually measured and which is proportional to I S . However, in FF-OCT, when the phase shift is induced by a mechanical displacement, the operation speed is limited by inertia. This technique is generally limited to the study of static objects in a mechanically stable environment due to its long measurement times. In the so-called "integratingbucket" technique, the intensity is integrated, while the phase is continuously shifted. The phase is usually shifted linearly in a sawtooth-like manner, and several integrated intensity values, or "buckets," are recorded. Compared to phase-stepping, this technique permits faster operation. The modulation is achieved by making the reference mirror oscillate. Unlike a sawtooth-like oscillation, which becomes distorted at high frequency, a sinusoidal oscillation remains steady, permitting a higher operational speed. a single InGaAs camera [42] . The system can reconstruct OCT images (160 × 160 pixels) at a frame rate of 30 fps with a sensitivity of 90 dB. 3D imaging of 4 × 4 × 2.9 mm 3 was performed for the in situ rat brain using 1.3 μm superluminescent diode (SLD) as a light source. Grieve et al. have reported FF-OCT with an acquisition speed of 250 fps by subtraction between two sequentially captured interference images [43] . The sensitivity was 71 dB with 4 × 4 pixel binning. By averaging 10 images, 3D imaging (320 × 256 × 160 voxel) of the in vivo rat anterior segment was performed with an acquisition time of 6.4 s. More recently, Watanabe and Sato. demonstrated a WF-OCT using CMOS camera, which can perform 3D en face imaging of size 2.6 × 2.6 × 1.2 mm 3 (512 × 512 × 375 voxel) with a speed of 1500 fps by calculating the absolute differences of two sequential images [44] . The sensitivity was 73 dB with 5 × 5 pixel binning. The 3D OCT images of in vivo human finger were measured with 4 volume/s.
The main issue with conventional temporal phase stepping is the degradation of measurement speed of OCT image compared to that of imaging speed of CCD, this is because the reconstruction of one en face OCT image needs 3 or 4 interferograms depending upon the PSI algorithm used. Moreover, another issue with FF-OCT based on conventional phase stepping technique is that the sample should be stationary throughout the measurement time. Any movement of sample during measurement can directly affect the quality of the reconstructed en face OCT image. This significantly compromises the ability to image dynamic samples.
Sensitivity.
The sensitivity or the optical dynamic range of an OCT system can be defined as the ratio of the signal 6 Advances in Optical Technologies power generated by a perfectly reflecting mirror to the noise of the system and is given by the equation:
where I S is the photocurrent at the detector due to the interference term (4) and which in the case of an ideal 50 : 50 beam splitter and perfectly reflecting sample is equal to the total source power P. Therefore, the signal photocurrent can be expressed as
where η the quantum efficiency of the detector, q e the electron charge, ω 0 is the source center angular frequency, D is the Planck's constant divided by 2π, and P is the integral of the source power spectral density. I N corresponds to the overall noise of the optical detection system and which has three significant sources: shot noise (I SH ), optical intensity noise or relative intensity noise (I RIN ), and the thermal noise (I TH ). Therefore, the total noise current is the sum of squares of each of the noise contributions and can be expressed as
However, in the OCT system the optical detection scheme employed is heterodyne. Therefore, it can be arranged to achieve shot-noise-limited optical detection where by the reference arm optical field is much higher than that in the sample arm. This is often the case in OCT when imaging highly scattering and absorbing biological specimens. In shot-noise-limited case, the relative intensity noise. and the thermal noise become negligible. So, the total noise can be expressed as
where I SH is the rms shot noise, B is the detection bandwidth, and I DC is the DC photo current and is assumed to be entirely due to the reference arm's optical power. In case of shot noise limit, the overall noise variance can be expressed as
Therefore, by substituting (7) and (10) into (6) yields
Generally, the SNR is quoted as a figure of merit in logarithmic unit and is related to the power SNR by
For a single detector, the measurement bandwidth B = 1/τ is a function of the acquisition time τ of the detector. Therefore, this expression implies that to increase either image acquisition speed or image resolution,which increase the measurement bandwidth, higher-source power is required to maintain the SNR performance of the system.
Merits and Demerits of FF-OCT.
As compared to conventional point-scan OCT, FF-OCT can allow simplification of the optical setup as well as high imaging speed. FF-OCT can acquire a two-dimensional image at one depth over a transverse scan (en face image). Although single-point raster scanning systems can achieve video-rate acquisition, they have either limited sensitivity or a limited space-bandwidth product. En face OCT imaging can provide information, which may complement that provided by the longitudinal cross-sectional image with conventional point-scan OCT. En face OCT imaging is a very useful technique for the studies of eye compared to confocal scanning laser ophthalmoscopes and fundus cameras, which provide transversal images. It may also be suitable for the skin, which has transverse patterns of collagen. For Poisson noise statistics, the variance of a random variable equals the mean, the signal to noise ratio (SNR) of a photo-detector signal should be proportional to the reciprocal square root of the number of photo-electrons [34] . Therefore, provided CCD array has the same quantum efficiency as a PIN diode, and there is sufficient light power, the SNR of two-dimensional array detectors can roughly be N times larger than that of a single-element photodetector where N is the number photo cells of an array detector. However, to have comparable number of photons detected per detector cell as in single-point raster scanning systems, FF-OCT systems require roughly N times larger light power. Moreover, FF OCT allows the possibility to use inexpensive thermal source by taking the advantage of high axial resolution.
However, to take advantage of a full-field detecting scheme, several challenges are recognized: one is optical crosstalk the between detecting pixels at samples, which is described in the above section and second is speckle noise. These two obstacles have similar origin that is spatial and temporal coherence of illuminating light. Speckle is a major obstacle in measuring specific structural properties (e.g., birefringence) [13, [45] [46] [47] of tissue specimens and observing structured features that approach the diffraction limit [48] . Although origin of speckle in OCT images is still being investigated [49] , a common view is that the effect originates in distorted wavefronts of light returning from tissue that result in constructive and destructive features in the interferogram. The third obstacle relies on the relatively slow frame rate and poor sensitivity of the commercially available CCD. In FF-OCT, the direct use of CCD cameras for the heterodyne detection is limited by its relatively slow frame rate [27, 50] . Moreover, the strong optical DC intensity from the reference arm degraded the dynamic range available for the detection of AC interferometric component. Therefore, for extracting the interferometric component FF-OCT utilizes homodyne detection technique such us phase stepping interferometric method [37] . However, the poor dynamic range of available CCD is a major limiting factor for imaging highly scattering specimens. 
Single-Shot FF-OCT
Single-shot full-field OCT (SS-FF-OCT) is relatively a new concept, which aims to improve the imaging speed of conventional FF-OCT by simultaneous acquisition of 3 or 4 interferograms on a single-or multi-charge-coupled device (CCD) camera [32, 51, 52] . The basic principle of SS FF-OCT is very similar to the simultaneous phase-shifting interferometric method [31, 53] which have been developed over the years for high-speed vibration insensitive optical testing.
Single-Shot Phase-Shifting Interferometry.
Optical interferometric schemes can allow a variety of surface measurements from optical elements such as mirrors to highly scattering biological specimens with very high spatial resolution. Numerous types of interferometric techniques have been reported using many kinds of light sources coupled to the interferometer and the way to analyze the interference patterns [54, 55] . Laser-based phase-shifting interferometry (PSI) can perform three-dimensional (3D) surface measurements with subnanometer resolution by analysis of a few sequences of phase-shifted monochromatic interferograms. PSI can be accomplished either by sequentially introducing a temporal phase-shifting method or by spatially splitting the beam into parallel channels for simultaneous phaseshifting method. In conventional temporal phase-shifting interferometry, the interferometers have an element to introduce three or more known phase shifts in the path of the reference light. Measuring the interference image at each of these phase shifts and by analyzing, the phase distribution of signal lights can be quantitatively calculated. However, the interferometer using temporal phase-shifting method is very sensitive to vibration because the various phase-shifted frames of interferometric data are taken at different times, and vibration causes the phase shift between the data frames to be different from the desired value. Instead, in simultaneous phase-shifting interferometry, the spatially phase-shifted three or four interferograms were simultaneously acquired in a time several order of magnitude less than temporal phase shifting, thus eliminates the measurement errors caused by the sample vibrations or movements.
Several types of simultaneous phase-shifting method have been developed over the years, and these techniques utilize conventional beam splitters and polarization optics to produce three or four phase shifted images on a singleor multi-charge-coupled device (CCD) for simultaneous acquisition [56] [57] [58] [59] . Figure 4 shows the basic schemes of simultaneous interferometry. Most of these methods require relatively complex optical and electronic arrangements and have had limited practical applications. Recently, novel simultaneous PSIs that use diffractive elements to simultaneously image three or more interferograms onto a single-CCD sensor have been reported by several authors [60] [61] [62] [63] . These techniques are considerably more compact and less expensive compare to the multicamera arrangement. However, the diffractive elements are available only over a small spectral band due to dispersion and chromatic distortion inherent in their design. Thus, they are not capable of working with white light or short-coherence length source interferometers [31] . More recently, single-shot PSI based on pixelated phase mask was introduced in which micropolarizers were used to spatially multiplex the phase-shifted interferograms [64, 65] and which works well over a large wavelength band. However, such type of phase mask is difficult to manufacture accurately and needs highly sophisticated technologies [31] .
Single-Shot Phase-Stepped Wide-Field Coherence-Gated
Imaging. The first single-shot approach in FF-OCT for depth-resolved imaging was demonstrated by C. Dunsby et al. in 2003 [32] . The schematic of the experimental setup is shown in Figure 5 . The experimental setup is based on a polarizing Michelson-based interferometer followed by a four-channel phase stepper optics. An LED was used as a light source, and at the output of the interferometer both the signal and reference light are polarized orthogonally. The fast axis of QWP1 is parallel to y-axis. That of QWP2 is at 45
• with respect to z-axis. The linearly polarized lights were changed into the circularly polarized lights and were split into four interference images with orthogonal components. The four retardations of 0
• , 270
• and 180
• , 90
• are made from Beam1 and Beam2, respectively. Periscope was used to rotate beams by an angle of 90
• for the simplification of optical alignment. Thus, the four-phase-stepped interference images can simultaneously capture using a single-CCD camera. The temporal resolution of the system depends only on the frame rate of the CCD camera. Depth-resolved images of a moving watch cogs with a field of view of 3.6 × 2.6 mm (276 × 196 pixels) has been demonstrated as dynamic a sample. Those images of an onion slice with a dimension of 0.27 × 0.25 × 0.21 mm 3 were also shown as biological specimen. The images were acquired at a speed of 16.5 fps with 2 × 2 pixel binning to obtain the signal noise ratio of 44 dB.
However, the optical configuration of this four-channel phase-stepper optics was quite complex and which limits this system's performance for practical implementation. Any differences caused by image projection, optical aberration, and response uniformity will directly influence the image reconstruction accuracy. Moreover, for this proposed system design, a couple of corrections parameters were required to successfully reconstruct the image. All these correction parameters were retrieved from a set of calibration images, which were determined manually during the system characterization.
Compact Single-Shot FF-OCT
We have developed a compact single-shot full-field OCT technique [52] based on a Linnik type polarization Michelson interferometer and a four-quadrature phase-stepper, which can simultaneously capture four-quadrature phasestepped interferograms on a single CCD. Main advantages of this phase-stepper optics are its compactness, reduced distortions, and reduced imbalances of magnifications and intensities due to the equal optical path lengths and symmetric design of the four channels. Eventually the reconstruction algorithm becomes simple, and the sensitivity could be improved. The four-phase-stepping algorithm includes only four parameters to correct small-intensity imbalances among the four channels. Those parameters are calculated and corrections for each subimage were performed automatically in real time. Using a superluminescent diode as a light source with center wavelength of 842 nm and spectral width of 16.2 nm, the system yields an axial resolution of 19.8 μm and covers a field of view of 280 × 320 μm 2 (220 × 250 pixels) with a transverse resolution of 4.4 μm by using a 10x microscope objective (0.3 NA). Three-dimensional OCT images of biological samples such as an onion slice and a diaptomus were obtained without any image averaging or pixel binning. In addition, in vivo depth-resolved dynamic imaging capability of the system was demonstrated by showing the beating internal structure of a diaptomus with a fame rate of 5 fps.
Optical Scheme

Polarizing Interferometer.
The experimental setup consists of a bulk optics-based polarizing Michelson interferometer with Linnik configuration and a four-quadrature phasestepper optics as illustrated in Figure 6 . A SLD (Anritsu, GS8C500ALY) emits a beam with Gaussian spectrum of central wavelength at 842 nm and a spectral bandwidth of 16.2 nm (FWHM). The lens L1 (focal length 12 mm) collimates the light from the SLD. Using the half-wave plate-1 (HWP-1) and polarizer (P-1), the light is linearly polarized at +45
• and coupled into the polarizing interferometer. The 2D interferometer consists of a polarizing beam splitter (PBS), which splits the incoming light into two orthogonally polarized lights, two-quarter wave plates (QWP-1 and QWP-2), and objective lenses. After the PBS, the two orthogonally polarized lights pass the quarter wave plates placed at the sample and reference arms. Two identical microscope objectives are utilized in both reference and sample arms. After round-trip transmission through wave plates, the polarization states of lights in sample and reference arms are exchanged. At the output of the interferometer the reference light is linearly polarized along x-axis (x-polarization) and the sample light is linearly polarized along y-axis (ypolarization).
Four-Channel Phase-Stepper Optics.
The detailed schematic of the four-channel phase-stepper optics is shown in Figure 7 . It consists of a half-wave plate (HWP-2), a rectangular slit (S), two lenses (L2 and L3), a dual-channel parallel beam splitter (DCPBS), a quarter-wave plate (QWP-3), a compensation glass plate (CGP), and a Wollaston prism (WP). The half-wave plate with its fast axis oriented at 22.5
• to the x-axis rotates the polarization states of the reference (vertical polarization) and sample arm light (horizontal polarization) with an angle of 45
• . The use of HWP-2 could be eliminated by tilting the phase-stepper optics and CCD camera to an angle of 45
• . The dual-channel parallel beam splitter is constructed using a nonpolarizing beam splitter (NPBS, 10 × 10 × 10 mm 3 ) and three gold-coated mirrors (M1-M3) to split the incident beam from the interferometer into two parallel beams with the equal optical path length.
As shown in Figure 7 , D corresponds to the half-size length of the NPBS, and the optical path length introduced by the DCPBS was 5D for both Beam 1 and Beam 2, which is indicated by the bold dotted line in Figure 7 . Beam 2 then incident into QWP-3 with its fast axis oriented at an angle of 45
• to the x-axis. In order to compensate the optical path difference due to QWP-3, a compensation glass plate (CGP) with same thickness of QWP-3 was inserted into the optical path of Beam 1. Then, the two beams were launched into a Wollaston prism with a separation angle of 4.8
• (aperture 15 × 15 mm 2 ), which splits the incident beam into two orthogonal components of s-and p-polarization. The inset in Figure 7 shows the separation of the incident beam into two orthogonally polarized components.
The real image formed at the plane of the rectangular slit S is relayed to the CCD plane by a pair of lenses L2 (125 mm) and L3 (75 mm). The role of L3 is to reduce the real image area formed by L2 to fit into the CCD imaging area. The measured magnification of the entire optics was 7.7, which has almost good agreement with the calculated magnification 7.5. The entire dimension of this phasestepper is axial length (L2 to CCD front face) of 300 mm × width of 40 mm. Eventually four-quadrature phase-stepped interference images can be simultaneously obtained through this phase-stepper optics. The polarization states of light were analyzed to calculate the intensities of four interference images using Jones vectors J and matrix T [66] . The electric fields of the signal and reference lights that enter the phasestepper can be expressed as:
signal light:
reference light:
where E S0 , E R0 , φ S , and φ R are the amplitudes and phases of signal and reference lights, respectively. Passing through the lens L3, the electric fields of the signal and reference lights for Beam 1 and Beam 2 are given by
where T M , T R , T T , T QWP , and T HWP are the Jones matrixes for the reflection of mirror, the reflection of beam splitter, the transmission of beam splitter, and QWP (fast axis at 45
• to the x-direction) and HWP (fast axis at 22.5
• to the xdirection), respectively, which can be expressed by assuming that the conductivity of metals in mirrors is infinity [67] as follows
Through the Wollaston prism, the resulting intensities I for each interference image of A-D can be obtained as follows:
Image Acquisition and Reconstruction.
The four-phasestepped interference images were captured using a 12 bit cooled progressive scan interline CCD with a frame rate of 28 fps (656 × 494 pixels) without any pixel binning and image averaging. With an external trigger mode to change the speed of image acquisition, the frame rate of the CCD was get reduced to 14 fps. The image is transferred from the camera to a personal computer (Intel P-4, 3.06 GHz) via an image acquisition card (IMAQ PCI 1422, National Instruments Corp., USA). However, practically, there is an influence of darkcurrent noise and slight intensity unbalances among each of the four-phase-stepped images. In order to eliminate this problem, after the full frame capture the image is divided into four subimages, and then the constant dark-current noise component is subtracted from each of this subimages. Prior to this background subtraction, the four subimage positions have been decided in the full frame image of 656 × 494 pixels area. Then, for reconstructing the en face OCT image I OCT , we used the below (21), which is obtained by introducing four intensity calibration parameters to compensate intensity unbalances:
where a, b, c, and d are the intensity calibration parameters. These coefficients are calculated as the ratio of the smallest mean intensity among the four subimages to the mean intensity of each subimage; therefore, all the mean intensity of the subimages are equalized to the smallest mean intensity. A custom software developed in Lab VIEW-IMAQ-Vision domain calculates the intensity coefficients in real-time by means of the specific functions in IMAQ-Vision. The image acquisition, image processing of (21) and displays of en face images can be done with a frame rate of 28 fps in realtime. The proposed system was capable of automatically compensate small-intensity unbalances among the four Advances in Optical Technologies subimages in real-time. Unlike the early version of singleshot OCT [32] , this system does not need any retrievals to obtain correction parameters. For measuring 3D volumetric image, en face images were sequentially acquired by scanning the reference mirror along the optical axis with the constant step using a high-precision motorized translation stage. • , respectively as shown in Figure 8 (b). Those measured phases were almost corresponding to the calculated values given by (20) . The measured as well as the simulated intensity profiles were normalized prior to the cross-correlation calculation.
Basic Characteristic
Stepped-Phase Measurement.
Axial Resolution and System
Sensitivity. First, the axial point spread function was obtained by measuring the coherence function of the optical source measuring, which is shown in Figure 9 , the measured value was 19.8 μm (FWHM). Next, for measuring the actual axial resolution of the implemented system, OCT images were acquired by scanning the reference mirror in steps of 1 μm with a highprecision motor stage by fixing the sample mirror at the focal point. Figure 10 shows that the obtained resolution was about 19.8 μm, which is in close agreement with the calculated value of 19.2 μm using the central wavelength at 842 nm and a spectral bandwidth of 16.2 nm (FWHM).
The relations between the axial resolution, the numerical aperture (NA) of the objective, and the coherence length of optical source were reported elsewhere [26] . In the case of low-NA objectives (≤0.4), the axial resolution is determined by the coherence length of the source, as in conventional OCT systems. However, in the case of high-NA objective (≥0.4), the axial resolution is prescribed by the NA of the objective rather than by the coherence length of the source.
The objectives used in our experimental setup has low numerical aperture (≤0.3), which is corresponds to one of the above-described condition.
The sensitivity of the system was measured by using a mirror as test object. During measurement, the irradiation power on the sample surface was around 250 μW, and the CCD exposure time set was 0.7 ms. Inserting an OD-2 (optical density-2) filter in the sample arm attenuates the signal light with a roundtrip attenuation of 40 dB. A variable attenuator was used in the reference arm to keep the CCD just close to the saturation level. Then, the measured overall sensitivity was approximately −66.5 dB. Under this condition, the reflectivity of reference mirror was measured at 3.0%.
We estimated the theoretical sensitivity of the system by introducing the photon noise [26] . The signal intensity S INT of interference images is given by
Advances in Optical Technologies where R S is the internal reflectance of samples, R R is the reflectance of the reference mirror, R INC represents the portion of incoherent light emitted from the sample, and φ is the phase difference between reference and signal lights.
Assuming that the camera is operated nearby its saturation, the signal to noise ratio (SNR) can be written by
where ξ is the full-well capacity of CCD, and γ is the fringe visibility. With conditions that the SNR of 2 is the minimum detectable limitation, and the reflectance of samples is much smaller than that of reference and incoherent light, the fringe visibility can be given by
The minimum detectable reflectivity R S min is given by
Therefore, the sensitivity can be expressed by 10 log(R S min ) = 10 log
The sensitivity was calculated at −63 dB to −65 dB with the measured reflectivity of 3.0% in the reference arm and the full-well capacity from 30,000 to 50,000 according to the CCD specification. Since the mirror was used as an object, the reflectivity of incoherent light was neglected. The calculated sensitivity almost corresponds to the measured one.
Lateral Resolution.
The lateral resolution is determined by the NA of the microscopic objectives and the wavelength. For obtaining the en face images, we employed three sets objectives with NA of 0.25 (10×), 0.3 (10×), and 0.1 (5×). For the evaluation of lateral resolution, we measured the OCT image of a standard USAF test target using an objective of NA 0.3 (10×). The Measured OCT images with a field of view of 280 × 320 μm 2 is shown in Figure 11 (a). We could resolve the 6th elements in 7th group as shown in Figure 11 (b). The lateral resolution was measured at 4.4 μm, which was almost corresponds to 3.4 μm calculated by (1.22 × λ 0 )/NA. Similarly, for objectives with NA 0.1 (5×) and NA 0.25 (10×) the measured resolutions were 11 μm (calculated 10.2 μm) and 4.4 μm (calculated 4.1 μm), respectively.
Measurement Result
3D Imaging of a Rough Metallic Surface.
To demonstrate the imaging capability of the system, first we captured the depth resolved en face OCT images of a bird imprint on a 10-yen Japanese coin, which is shown in Figure 12(a) . The microscopic image of the imprint on the coin under white light illumination is shown in Figure 12 (b). The coin with rough surfaces is made of bronze (70% Cu and 30% Zn). During measurement, the microscopic objective used was 5× with NA of 0.1. The irradiated power and the exposure time were 250 μW and 0.7 ms, respectively. During measurement, the sample was fixed under the objective lens and the en face OCT images were acquired by scanning the reference mirror with a 1 μm step up to the depth of 160 μm. Using the equation of πΔx 2 /(2λ), the depth of focus (DF) calculated was 90 μm with the measured lateral resolution. Therefore, we could observe the degradation of image quality, which is caused by the mismatch of coherence-gated plane and the The 3D volume rendered images with a dimension of (x) 425× (y) 425× (z) 160 μm 3 is shown in Figure 14 (a) with different axis of orientation.
3D Imaging of Biological Sample
Onion Slice. First, we measured OCT images of an onion slice to demonstrate the feasibility for imaging biological specimen. Figure 15(a) shows the microscopic image of an onion surface using 10× and NA-0.25 objectives to show the cell structure. For the sample preparations, first, an index matching oil was coated on the surface of the onion slice, and then a cover glass with a thickness of 110 μm was covered to avoid CCD saturations due to the surface reflection from the onion surface. The sample was set in front of the objective with a small tilt to avoid reflections from the surface of cover glass. The exposure time and the irradiation power were 7 ms and 224 μW, respectively. The OCT images were measured by scanning the reference mirror with a step resolution of 1 μm up to a depth of 365 μm. The en face OCT images were captured reconstructed without employing any pixel binning and image averaging. The scanned depth corresponds to 280 μm by considering the mean refractive index of onions as 1. Diaptomus. To illustrate the system performance for imaging in vivo biological specimen, a diaptomus [68, 69] , which is genus of copepods chosen for this study. The specimen was first kept in a slide glass with water, and then the water was extracted by ejecting with a syringe. Sequentially, a slide glass was mounted under the objective to measure the dorsal area. By decreasing the amount of water, the movement of the sample could be restricted, and then the sample position was aligned to view the dorsal area. The measurement area (280 × 320 μm 2 ) is indicated by the black rectangular mark in Figure 17 (a), which shows the dorsal view of tail part (metasome and urosome) area of the diaptomus. Figures 17(b) to 17(o) shows the reconstructed sequentially captured en face OCT images with a depth interval of 20 μm. Figure 18 shows the reconstructed 3D volumetric image of the measurement area (280 × 320 × 350 μm 3 ). Similarly, the prosomal region of the diaptomus was also measured. Figure 19(a) shows the microscopic image of the specimen using 10× objective. Figures 19(b) to 19(l) show the reconstructed sequentially captured en face OCT images with a depth interval of 40 μm. Figure 20 shows the reconstructed 3D volumetric image of the measurement area (280 × 320 × 360 μm 3 ) (220 × 250 × 468 voxel) assuming that the mean refractive index of the specimen is 1.3. During measurement, the position of the sample was fixed, and then the reference mirror was scanned with a range of 468 μm at a step resolution of 1 μm. The exposure time and the irradiation power were 1.4 ms and 630 μW, respectively. All of these en face OCT images were measured without any pixel binning and image averaging. From the reconstructed image of the prosomal region, different layered structures and the positions of some internal organs could be seen. For comparing the anatomical structures, a reconstructed crosssectional image as shown in Figure 21 (b) revels the different structures, which is almost corresponds to the standard anatomy as shown in Figure 21 (a). The resliced image was selected around the median region in Figure 20 .
In Vivo Imaging of Biological Specimen. In this measurement, in order to demonstrate depth resolved dynamic imaging, a beating internal structure of a diaptomus in vivo has been realized. The sample was trapped in water within a glass chamber, which was fabricated with cover-glasses in a small laboratory dish. For immobilizing the specimen, the sample was partially sedated by adding very mild concentration of ethyl alcohol in the glass chamber. In this experiment, two identical water immersion objectives (Olympus, 10×, NA-0.3, LUMPlanFL 10XW) with a working distance of 3.3 mm were used at the both arms of the interferometer. During measurement, looking at the en face OCT images the proper position of the sample was decided using the 2D mechanical stages. Figure 22(a) shows the in vivo microscopic view of the measurement region though the sample arm microscope. Next, the reference mirror was slowly scanned for the depth scanning, and simultaneously en face OCT images were acquired at 5 fps with the external trigger mode. When the en face OCT image with the appropriate movement was recognized, the depth scanning was stopped at a depth of 170 μm from the dorsum. The slow movements of internal organs could be seen. Figure 18 (b)-(l) shows the in vivo en face OCT images captured sequentially at a time interval of 1 second (frame rate set was 5 fps). The images are captured without using any pixel binning or image averaging. This frame rate was due to the limited memory capacity of PC for archiving the images. The field of view was 280 × 320 μm 2 (220 × 250 pixel). The measurement time of OCT images, the exposure time and the irradiation power were 24 sec, 7 ms and 630 μW, respectively. It is shown that movements of internal organs correspond to those en face OCT images. At present, the details about these movements are unclear.For practical application, the sensitivity must be enhanced to decrease the total loss for the signal light. Depending upon the application, by considering the frame rate and number of pixels in CCD, it could be possible to improve the image quality by using image averaging and pixel binning. For the enhancement of time resolution, it is essential to use camera with faster frame rate and high-power optical source with wide spectral width and to control the exposure time more precisely. Then for the axial resolution, the wavelength dispersions of optical elements in 2D interferometer must be compensated. Since this technique is based on polarized light, it could be also possible to measure the birefringent nature of the sample. Ultimately, further improvement of the performance of this system is more concern with the use of better-engineered optical design of the four-channel phasestepper optics. This technique would have the potential to obtain depth resolved en face images of fast phenomena in tissues, biology, and materials with short measurement time.
Single-Shot FF-OCT Based on Dual-Channel Phase-Stepper Optics and 2D Analytic Signal Processing
A novel image restoration technique for single-shot FF-OCT based on a dual-channel phase-stepper optics is introduced. A 2D analytic signal processing approach called "quaternionic analytic signal" is adopted for the reconstruction of the en face OCT image. As compared to the previously reported single-shot approaches, the main advantage of this technique is that it requires only two interferograms for the reconstruction of an en face OCT image, and thus the optical complexity and alignment constrains of the system can be reduced. The technique has the following advantages over the previously reported four-channel single-shot FF-OCT systems: (i) only two interferograms are required for the reconstruction of en face OCT image; (ii) effective sampling area on the CCD can be increased; (iii) optical complexity and alignment constrains can be reduced; (iv) the overall sensitivity of the system can be improved by relative less transmission losses and other intensity aberration effects; (v) the reconstructed en face OCT image contrast is robust to the errors in relative phase shift and free from residual fringes.
Optical Scheme.
A schematic of the dual-channel singleshot full-field OCT is shown in Figure 23 . The system is based on a low-coherence polarization interferometer, which is followed by dual-channel phase-stepper optics. The interferometer configuration is very similar to the previously demonstrated one. After back-reflection from both arms of the interferometer, the polarization state of both the reference and sample arms is exchanged, and at the output of the interferometer, the sample beam is polarized horizontally, and the reference beam is polarized vertically. A half-wave plate (HWP-2) placed at the output of the interferometer converts the horizontal and vertical polarization into +45
• and −45 • , respectively. A relay optics consists of two imaging lens L2 and L3 bringing the real image formed at the plane S to the CCD camera through the Wollaston prism. The Wollaston prism splits the orthogonal components of both the reference and sample arm to form two 180
• -phase-stepped images.
2D Analytic Signal and Image Reconstruction.
In signal processing, the basic idea of analytic signal is that the negative frequency components of the Fourier transform (or spectrum) of a real valued function are superfluous, due to the Hermitian symmetry of such a spectrum. In general, a signal which has no negative frequency components is called an analytic signal. The concept of analytic signal was introduced to communication theory by Gabor [70] for 1D signal. An analytic signal consists of two parts: the real part is the base signal; the imaginary (quadrature) part is the Hilbert transform (HT) of the real part. The Hilbert transform f Hi of a real 1D signal f is given by
where * denotes convolution. In the frequency domain, Hilbert transform is given by
where F and F Hi are the Fourier transforms of f and f Hi , respectively. As mentioned above, the Hilbert transform is used as a tool for phase shifting the signal by −π/2. There is the following vivid explanation for this effect of the Hilbert transform: every signal f can be represented by as a linear combination of pure frequency components cos(2πux + ϕ).The phase shifted version of this sign(u) sin(2πux + ϕ) and can be derived from the cosine function by applying the operator −(1/2π|u|)(∂/∂x) ⇔ −(u/|u|) = − sign(u). The later is identical to the transfer function of an ideal Hilbert transformer.
The analytic signal f A of f is the sum of the original signal and the phase-shifted signal, where the phase-shifted signal is added as an imaginary part:
In the frequency domain, this can be written as
Thus, the analytic signal of f is constructed by taking the Fourier transform F of f , suppressing the negative frequencies and multiplying the positive frequencies by two. By applying this procedure, we do not lose any information about f because of the Hermite symmetry of the spectrum of a real function. However, the definition of analytic signal for real 2D signals is not possible by a straightforward extension of the 1D definition and without implying a preferred direction. Consequently, a number of ad hoc definitions of the 2D HT have been proposed [71] [72] [73] [74] [75] [76] by varying degree of directionality. The typical definition have half-plane symmetry [74] , quadrant based symmetry [77, 78] , or rotated halfplane symmetry [79] . A recent development is the idea of extending the complex analysis of the Fourier transform to hypercomplex numbers. This concept has been proposed by Bulow and Sommer [80] [81] [82] and called hypercomplex signal representation. This approach has the potential to allow an unambiguous definition of the analytic image in 2-dimensions. This definition of analytic signal is based on quaternionic Fourier transform. The QFT was introduced in [80] [81] [82] [83] [84] [85] , independently. The QFT of a 2D signal f (x) is defined as Using the QFT the quaternionic analytic signal of a real signal in frequency domain can be written as
where F q is the QFT of the real two-dimensional signal f (x), and F q A denotes the QFT of the quaternionic analytic signal of f .
In the spatial domain it can be expressed as follows: where n = (i, j, k) T , and f Hi is a vector which consists of the partial and the total Hilbert transform of f .
where
For image reconstruction, after extracting the interferometric component by taking the difference between the two 180-phase-shifted interferogram, two complex signals with single orthant (in the 2D case "single quadrant") spectrum is obtained as below for upper right and upper left. For upper right:
For upper left:
By taking the sum and difference of (37) and (39), the terms F(u), F Hi1 (u), F Hi2 (u), and F Hi (u) can be extracted individually. Then, the en face OCT image can be reconstructed by, 1 μm) , respectively. This transverse resolution not only limited by the numerical aperture of the imaging objective, but also by the CCD camera resolution. The system sensitivity was optimized by using the minimum detectable reflectivity method, which is described in Section 5.3.2. The variation of signal intensity is measured with a US Air Force test target at the sample arm, and the optical power of the beam coming from the reference arm is attenuated with an OD filter with round trip attenuation of 40 dB. While moving the reference arm along the optical axis in steps of 1 μm, successive en face images of the sample were taken. Figure 24 shows the measured sensitivity of the system, which was about 70.3 dB with a dynamic range of 30.3 dB.
Effect of Fringe Density on the Image Reconstruction.
To understand the effect of fringe density (number of fringes over the sampling pixels) on the reconstruction algorithm, a simulation is carried out by varying the fringe density over a sampling period of 200 pixels with 10 different initial phases. Since the reconstruction algorithm is based on Hilbert transform, at low fringe frequency (the signal does not vary with time or close to DC), the Hilbert transform will become zero (or at least numerically close to zero), which limits the low fringe density operation of the system. The degradation of OCT signal amplitude due to low fringe frequency is shown in the simulation result in Figure 25 . Similarly, the number of sampling pixels limits the operation of the system at high fringe density due to the aliasing error. • and degrades smoothly with the deviation from it.
Effect of Relative Phase
in Figure 26 . For experimental verification, we do not have enough mechanical freedom for changing the relative phase between Image A and Image B in the proposed experimental setup. From the simulated plot of Figure 26 , it is clearly seen that the maximum signal contrast can be observed at a phase difference of 180
• , and the signal contrast degrades smoothly in either direction when the phase shift deviates from 180
• . Even with a phase error of 50 • , the signal contrast is degraded by only 10% from its maximum contrast.
Imaging Result and Discussion.
The feasibility of this proposed single-shot full-field OCT has been tested for imaging both rough surfaces and scattering biological specimens. As a biological specimen, the tail part (metasome and urosome) of a diaptomus was imaged. Figure 28(a) shows the dorsal view of the imaging area through a microscope. Figures 28(b) and 28(c) shows the in situ en face OCT image of the urosome area of a diaptomus at a depth of 150 and 200 μm, respectively (including sample refractive index of 1.3). The field of view was 300 μm × 350 μm (300 × 350 pixels). Exposure time and irradiation power were 7 ms and 630 μW, respectively.
The 2D quaternionic signal processing technique is an efficient method for the extraction of en face OCT image, which needs only two 180
• phase-stepped interferograms. Using this signal processing technique, the optical complexity of the four-channel single-shot OCT setup, which requires four interferograms could be drastically reduced with only two interferograms. Moreover, the relative less transmission losses and other intensity aberration effects could improve the overall sensitivity of the system, and the reconstructed en face OCT image contrast is robust to the errors in relative phase shift and free from residual fringes. However, the residual unbalanced DC intensity which exists on the two-imaging channels of the phase-stepper optics due to the depolarization (on sample) effect and other sources such as pixel mismatch, and optical intensity aberration has slight influence on the contrast of the reconstructed OCT image. Further studies should be carried out to obtain a complete understanding of this system.
Conclusion and Future Directions
Full-field OCT and single-Shot FF-OCT are relatively recent alternative low-coherence imaging modalities, which can provide high-resolution, noninvasive, 3D-imaging capabilities in many areas of research, which included both fundamental and clinical applications. Its wide range of current applications ranges from medical diagnosis and surgical guidance to the characterization of polymer microstructures, which indicate that FF-OCT will play a major role in practical scientific innovation and research in years to come. Unlike conventional point scan OCT, which provide axially oriented image, FF-OCT acquires depth resolved high resolution images in the transverse direction using simple inexpensive white light source, such an arc lamp or a halogen lamp, instead of a sophisticated laser based light source. In order to improve the imaging speed and performance of FF-OCT, several extensions of FF-OCT technique have been developed. Recently, LL Tech, a company based in France commercialized the first FF-OCT, which can provide cellular resolution imaging to enable noninvasive, nondestructive optical biopsies.
However, in vivo imaging is still difficult with conventional FF-OCT, which is mainly because of the sample movement and the limited imaging speed of the commercially available CCD and CMOS cameras. In order to address this problem, single-shot FF-OCT techniques have been demonstrated. The described single-shot FF-OCT technologies may enhance the abilities of current FF-OCT technique and may eventually lead to its establishment as a new scientific tool for studying fast biological phenomenon in both materials and biology. The speed and performance of the system could be advanced by the use of better-engineered optical design and state-of-art-of high-power broadband optical source and high-speed detector technology. Moreover, the use of light source with longer wavelength (1300 nm) should improve the penetration depth in scattering medium to access more information. Since this technique is based on polarization sensitive optics, it would be possible to extend the system capabilities to provide additional information based on the polarization properties of the imaging sample. Polarizationsensitive measurements can offer enhanced contrast and specificity in structural and functional imaging. By introducing computational techniques such as 2D analytical signal approach can reduce the optical complexity of the system to some extent. Another interesting field is the development of optical contrast agents for OCT to enhance diagnostic imaging capabilities. Some of the applications that can benefit from single-shot FF-OCT include in vivo imaging of cortical neural response to cognitive and sensory stimuli for studying brain plasticity phenomenon, real-time fast imaging applications in tissue engineering, and artificial tissue technology, in developmental biology as a method to perform high-speed imaging of developing morphology and function. It can be used to study fast laser-tissue interactions such as thermal interactions, photoablation, photodisruption, and plasma-induced ablation. It can also be used for the dynamic characterization of MEMS and analyzing the complex flow dynamics in microfluidic devices. Feasibility studies should be pursued in these areas.
