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Abstract
Given two finite sequences of positive integers α and β, we associate a square
free monomial ideal Iα,β in a ring of polynomials S, and we recursively compute the
algebraic invariants of S/Iα,β. Also, we give precise formulas in special cases.
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Introduction
Let K be a field and S = K[x1, . . . , xn] the polynomial ring over K. Let M be a Z
n-graded
S-module. A Stanley decomposition of M is a direct sum D : M =
⊕r
i=1miK[Zi] as a
Z
n-graded K-vector space, where mi ∈ M is homogeneous with respect to Z
n-grading,
Zi ⊂ {x1, . . . , xn} such that miK[Zi] = {umi : u ∈ K[Zi]} ⊂M is a free K[Zi]-submodule
of M . We define sdepth(D) = mini=1,...,r |Zi| and sdepth(M) = max{sdepth(D)| D is a
Stanley decomposition of M}. The number sdepth(M) is called the Stanley depth of M .
Herzog, Vladoiu and Zheng show in [9] that sdepth(M) can be computed in a finite
number of steps if M = I/J , where J ⊂ I ⊂ S are monomial ideals. In [13], Rinaldo give a
computer implementation for this algorithm, in the computer algebra system CoCoA [4]. In
[1], J. Apel restated a conjecture firstly given by Stanley in [15], namely that sdepth(M) ≥
depth(M) for any Zn-graded S-module M . This conjecture proves to be false, in general,
for M = S/I and M = J/I, where 0 6= I ⊂ J ⊂ S are monomial ideals, see [5]. For a
friendly introduction in the thematic of Stanley depth, we refer the reader [10].
Stanley depth is an important combinatorial invariant and deserves a thorough study.
The explicit computation of the Stanley depth is a difficult task. Also, although the Stanley
conjecture was disproved, it is interesting to find large classes of ideals which satisfy the
Stanley inequality. In our paper, we consider certain classes of square free monomial ideals
for which we can apply inductive methods in order to study the Stanley depth invariant.
We consider that our approach could be useful to study other classes of ideals.
Given two sequences of positive integers
α : a1 < a2 < · · · < as, β : b1 < b2 < · · · < bs,
with ai < bi for all 1 ≤ i ≤ s and bs ≤ n, we consider the square-free monomial ideal
Iα,β = (xa1 · · ·xb1 , . . . , xas · · ·xbs) ⊂ S = K[x1, . . . , xn].
Note that Iα,β is a natural generalization for the path ideal associated to the path graph, see
[3] for further details. The main goal of our paper is to study the algebraic and combinatorial
invariants of the ideal Iα,β.
1The support from grant ID-PCE-2011-1023 of Romanian Ministry of Education, Research and Inno-
vation is gratefully acknowledged.
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For s ≥ 1, let j := j(α, β) := max{i : ai ≤ b1}. We consider the sequences α
′ : a′1 =
aj+1 < a
′
2 = aj+2 < · · · < a
′
s−j = as and β
′ : b′1 = bj+1 < b
′
2 = bj+2 < · · · < b
′
s−j = bs.
Assume s > 1 and j > 1. If aj+1 > b1 + 1, we define α
′′ : a′′1 = b1 + 1 < a
′′
2 = aj+1 < · · · <
a′′s−j+1 = as and β
′′ : b′′1 = b2 < b
′′
2 = bj+1 < · · · < b
′′
s−j+1 = bs. If aj+1 = b1 + 1, we define
α′′ : a′′1 = b1 + 1 < a
′′
2 = aj+2 < · · · < a
′′
s−j = as and β
′′ : b′′1 = b2 < b
′′
2 = bj+2 < · · · < b
′′
s−j =
bs. We define, recursively, the following numbers:
ϕ(α, β) :=


n, s = 0
ϕ(α′, β ′)− 1, s ≥ 1, j = 1
ϕ(α′′, β ′′)− 1, s > 1, j > 1
, ψ(α, β) :=
{
n, s = 0
ψ(α′, β ′)− 1, s ≥ 1
.
In Theorem 1.6, we prove that
sdepth(S/Iα,β) = depth(S/Iα,β) = ϕ(α, β), dim(S/Iα,β) = ψ(α, β).
For special cases of α and β, we give precise formulas for sdepth(S/Iα,β) and depth(S/Iα,β),
see Proposition 1.9, Theorem 1.10 and Proposition 1.11. Also, we prove that
sdepth(Iα,β) ≥ depth(Iα,β),
see Proposition 1.7. For n ≥ m ≥ 1, the m-path ideal of the path graph of length n is
In,m = (x1x2 · · ·xm, x2x3 · · ·xm+1, . . . , xn−m+1 · · ·xn) ⊂ S.
As a consequence of Theorem 1.6, we give another prove of [3, Theorem 1.3], where we
computed sdepth(S/In,m).
In the second section, we give algorithms to compute the Hilbert series and the Betti
numbers of the ideals Iα,β, see Proposition 2.1 and Proposition 2.3, using the Eliahou-
Kervaire resolution [6].
1 Main results
First, we recall the well known Depth Lemma, which can be found in any standard text of
commutative algebra. We present the statement given in [16, Lemma 1.3.9].
Lemma 1.1. (Depth Lemma) If 0 → U → M → N → 0 is a short exact sequence of
modules over a local ring S, or a Noetherian graded ring with S0 local, then:
(1) depthM ≥ min{depthN, depthU}.
(2) depthU ≥ min{depthM, depthN + 1}.
(3) depthN ≥ min{depthU − 1, depthM}.
In [12], Asia Rauf proved the analog of Lemma 1.1(1) for sdepth:
Lemma 1.2. Let 0 → U → M → N → 0 be a short exact sequence of Zn-graded S-
modules. Then: sdepth(M) ≥ min{sdepth(U), sdepth(N)}.
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We also recall the following well known results. See for instance [12, Corollary 1.3], [2,
Proposition 2.7] and [12, Corollary 3.3].
Lemma 1.3. Let I ⊂ S be a monomial ideal and let u ∈ S a monomial which is not in I.
(1) sdepth(S/(I : u)) ≥ sdepth(S/I), sdepth(I : u) ≥ sdepth(I), depth(S/(I : u)) ≥
depth(S/I).
(2) If u is regular on S/I, then sdepth(S/(I, u)) = sdepth(S/I)− 1.
Also, we recall the following result from [12].
Lemma 1.4. ([12, Theorem 3.1]) Let I ⊂ S1 = K[x1, . . . , xm], J ⊂ S2 = K[xm+1, . . . , xn]
be two monomial ideals and let S = S1 ⊗K S2 = K[x1, . . . , xn]. It holds that
sdepth(S/(IS, JS)) ≥ sdepthS1(S1/I) + sdepthS2(S2/J).
Let 0 ≤ s ≤ n be an integer. We consider two sequences of integers α : a1 < a2 < · · · <
as and β : b1 < b2 < · · · < bs with 1 ≤ a1, bs ≤ n and ai ≤ bi, for all 1 ≤ i ≤ s. If s = 0,
then α and β are the empty set.
For s ≥ 1, let j := j(α, β) := max{i : ai ≤ b1}. We consider the sequences α
′ : a′1 =
aj+1 < a
′
2 = aj+2 < · · · < a
′
s−j = as and β
′ : b′1 = bj+1 < b
′
2 = bj+2 < · · · < b
′
s−j = bs,
obtained as restrictions of the initial sequences α and β.
Assume s > 1 and j > 1. If aj+1 > b1 + 1, we define α
′′ : a′′1 = b1 + 1 < a
′′
2 = aj+1 <
· · · < a′′s−j+1 = as and β
′′ : b′′1 = b2 < b
′′
2 = bj+1 < · · · < b
′′
s−j+1 = bs. If aj+1 = b1 + 1, we
define α′′ : a′′1 = b1 + 1 < a
′′
2 = aj+2 < · · · < a
′′
s−j = as and β
′′ : b′′1 = b2 < b
′′
2 = bj+2 < · · · <
b′′s−j = bs.
We define, using the new sequences α′, β ′, α′′ and β ′′, recursively, the following numbers
ϕ(α, β) :=


n, s = 0
ϕ(α′, β ′)− 1, s ≥ 1, j = 1
ϕ(α′′, β ′′)− 1, s > 1, j > 1
, ψ(α, β) :=
{
n, s = 0
ψ(α′, β ′)− 1, s ≥ 1
.
Remark 1.5. If s = 1, then ϕ(α, β) = ψ(α, β) = n−1, since α′ and β ′ are the empty sets.
If s = 2, then ϕ(α, β) = n − 2. Indeed, if b1 < a2, i.e. j(α, β) = 1, then ϕ(α, β) =
ϕ(α′, β ′) − 1 = (n − 1) − 1. If b1 ≥ a2, then Iα′′,β′′ = (xb1+1 · · ·xb2) and thus ϕ(α, β) =
ϕ(α′′, β ′′)− 1 = n− 2.
We consider the square-free monomial ideal Iα,β = (xa1 · · ·xb1 , xa2 · · ·xb2 , . . . , xas · · ·xbs)
in S. For s = 0, we set Iα,β = 0. Our main result, is the following Theorem.
Theorem 1.6. For any sequences of positive integers α and β as above:
(1) depth(S/Iα,β) = sdepth(S/Iα,β) = ϕ(α, β).
(2) dim(S/Iα,β) = ψ(α, β).
Proof. (1) Denote I = Iα,β. We use induction on s ≥ 0 and (as − a1) + (bs − b1) ≥ 0. If
s = 0, then I = 0 and there is nothing to prove. If s = 1, then I = (xa1 · · ·xb1) is a principal
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ideal. By Lemma 1.3(2), it follows that sdepth(S/I) = depth(S/I) = n−1 = ϕ(α, β). Now,
assume s > 1.
Denote j = j(α, β) and I ′ = Iα′,β′ . If j = 1, then u = xa1 · · ·xb1 is regular on S/I
′ and
I = (u, I ′). By Lemma 1.3(2) and the induction hypothesis, it follows that sdepth(S/I) =
sdepth(S/I ′)−1 = ϕ(α′, β ′) = ϕ(α, β). Also, it is clear that depth(S/I) = depth(S/I ′)−1 =
ϕ(α′, β ′) = ϕ(α, β).
Now, assume s > 1 and j > 1. Denote I ′′ = Iα′′,β′′ . Let u0 = 1 and ui = xb1−i+1 · · ·xb1
for all 1 ≤ i ≤ b1 − a1 − 1. We consider the short exact sequences
(Si)0 −→ S/(I : ui) −→ S/(I : ui−1) −→ S/(xb1−i+1, (I : ui−1)) −→ 0, (∀)1 ≤ i ≤ b1−a1−1.
Note that S/(I : ub1−i+1) = (xa1 , I
′′) and therefore, by induction hypothesis and by Lemma
1.3(1) we have depth(S/I) ≤ depth(S/(I : u1)) ≤ · · · ≤ depth(S/(I : ub1−i+1)) =
ϕ(α′′, β ′′) − 1 and, similarly, sdepth(S/I) ≤ sdepth(S/(I : u1)) ≤ · · · ≤ sdepth(S/(I :
ub1−i+1)) = ϕ(α
′′, β ′′) − 1. On the other hand, for all 1 ≤ i ≤ b1 − a1 − 1, we have
(xb1−i+1, (I : ui−1)) = (xb1−i+1, I
′).
We claim that ϕ(α′, β ′) ≥ ϕ(α′′, β ′′). Assume the claim is true. From the short ex-
act sequences (Si), Lemma 1.1(2) and Lemma 1.2, it follows that depth(S/(I : ui)) ≥
depth(S/(I : ui−1)) and depth(S/(I : ui)) ≥ depth(S/(I : ui−1)) for all 1 ≤ i ≤ b1− a1− 1.
In particular, depth(S/I) ≥ ϕ(α′′, β ′′)−1 and sdepth(S/I) ≥ ϕ(α′′, β ′′)−1. Since the other
inequality was already checked, it follows that sdepth(S/I) = depth(S/I) = ϕ(α, β), as
required. In order to complete the proof, we must show the claim.
If b2 < aj+1, then I
′′ = (xb1+1 · · ·xb2 , I
′) and xb1+1 · · ·xb2 is regular on S/I
′. By Lemma
1.3(2), it follows that ϕ(α′, β ′) = ϕ(α′′, β ′′) + 1.
Suppose that b2 ≥ aj+1. If I
′ = 0, i.e. j = s, there is nothing to prove. Assume j < s
and let j′ = j(α′, β ′). For j′ = 1, one can easily see that sdepth(S/I ′) = sdepth(S/I ′′) and
depth(S/I ′) = depth(S/I ′′), thus our claim holds.
If j′ > 1, let u′ = xaj+1+1 · · ·xbj+1 . Then, by induction hypothesis on I
′, it follows
that depth(S/(I ′ : u′)) = depth(S/I ′) and sdepth(S/(I ′ : u′)) = sdepth(S/I ′). On the
other hand, since (I ′ : u′) = (I ′′ : u′xb1+1 · · ·xaj+1−1), by Lemma 1.3(1), it follows that
ϕ(α′′, β ′′) ≤ ϕ(α′, β ′), as required.
(2) We use induction on s ≥ 0. If s ≤ 1, then there is nothing to prove. Assume s ≥ 2.
Denote I = Iα,β and I
′ = Iα′,β′. If j(α, β) = 1, then u = xa1 · · ·xb1 is regular on S/I
′ and
(I = u, I ′). By induction hypothesis, it follows that dim(S/I) = dim(S/I ′)−1 = ψ(α′, β ′)−
1 = ψ(α, β). Now, assume j > 2 and let v = xa2 · · ·xb1 . We have the short exact sequence
0→ S/(I : v)→ S/I → S/(I, v)→ 0. Note that (I : v) = (w, I ′′), where w = xa1 · · ·xa2−1.
Also, (I, v) = (I ′, v). Since dim(S/I) = max{dim(S/(I : v)), dim(S/(I, v))}, in order to
complete the proof, it is enough to show that dim(S/I ′) ≥ dim(S/I ′′).
Denote uk = xak · · ·xbk for all k ≤ s. Note that I
′′ = (xb1+1 · · ·xb2 , I
′). If aj+1 >
b1 + 1 then G(I
′′) = (xb1+1 · · ·xb2 , uj+1, · · · , us). Else, G(I
′′) = (xb1+1 · · ·xb2 , uj+2, · · · , us).
In either case, j′ = j(α′, β ′) ≥ j′′ = j(α′′, β ′′). By induction hypothesis, dim(S/I ′) =
dim(S/I ′1) − 1 where I
′
1 = (uj+j′+2, . . . , us). Similarly, dim(S/I
′′) = dim(S/I ′′1 ), where
I ′′1 = (uj+j′′+1, . . . , us), if aj+1 > b1 + 1, or I
′′
1 = (uj+j′′+2, . . . , us), if aj+1 = b1 + 1. Note
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that |G(I ′1)| ≤ |G(I
′′
1 )|. If we apply the same procedure on I
′
1 and I
′′
1 we will obtain new
ideals I ′2 and I
′′
2 with |G(I
′
2)| ≤ |G(I
′′
2 )|. This procedure stops at the step k when I
′
k = 0.
It follows that dim(S/I ′) = n− d. On the other hand, dim(S/I ′′) = dim(S/I ′′k )− k. Thus,
we are done.
Proposition 1.7. For any nonempty sequences of positive integers α and β as above, we
have: sdepth(Iα,β) ≥ depth(Iα,β) = ϕ(α, β) + 1.
Proof. If s = 1, then I := Iα,β is a principal ideal, and therefore sdepth(I) = n = ϕ(α, β)+
1. Assume s ≥ 2.If j := j(α, β) = 1, then I = (xa1 · · ·xb1 , I
′), where I ′ = Iα′,β′. According
to [2, Corollary 2.5] and the induction hypothesis,
sdepth(I) ≥ min{sdepth(S/I ′), sdepth(I ′)} = ϕ(α′, β ′) = ϕ(α, β) + 1.
Assume j ≥ 2. Let v = xa2 · · ·xb1 . We can write I = (I ∩ (v))⊕ I/(I ∩ (v)). Note that
I ∩ (v) = v(I : v), and therefore sdepth(I ∩ (v)) = sdepth(I : v) = sdepth(xa1 · · ·xa2−1, I
′′),
where I ′′ = Iα′′,β′′). By [2, Corollary 2.5] and the induction hypothesis, it follows that
sdepth(I ∩ (v)) ≥ sdepth(S/I ′′) = ϕ(α′′, β ′′) = ϕ(α, β) + 1.
Let S1 = K[x1, . . . , xb1 ] and S2 = K[xb1+1, . . . , xn]. One can easily see that I/(I∩(v))
∼=
S1/vS1 ⊗K I¯
′, where I¯ ′ = I ′ ∩ S2. By Lemma 1.4, [9, Lemma 3.6] and the induction
hypothesis, it follows that sdepth(I/(I∩(v))) ≥ sdepthS1(S1/vS1)+sdepthS2(I¯
′) ≥ (b1−1)+
ϕ(α′, β ′)− b1+1 ≥ ϕ(α, β)+1. Finally, by Lemma 1.2, we get the required conclusion.
Remark 1.8. According to [11, Theorem 2.1], sdepth(Iα,β) ≥ n−
⌊
s
2
⌋
.
Proposition 1.9. Let α and β as above. If ak+2 > bk + 1 for all 0 ≤ k ≤ s− 2, then:
(1) sdepth(S/Iα,β) = depth(S/Iα,β) = n− s.
(2) sdepth(Iα,β) = n−
⌊
s
2
⌋
, for all s ≥ 1.
(3) If bi ≥ ai+1, for all 1 ≤ i ≤ s− 1, then dim(S/Iα,β) = n−
⌈
s
2
⌉
.
Proof. (1) We use induction on s ≥ 0. By Theorem 1.6, it is enough to prove that ϕ(α, β) =
n−s. For s = 0 there is nothing to prove. If 1 ≤ s ≤ 2, the conclusion follows from Remark
1.5.
Assume s ≥ 3. If b1 > a2, i.e. j(α, β) = 1, note that α
′ and β ′ satisfies the induction
hypothesis, and therefore ϕ(α, β) = ϕ(α′, β ′)− 1 = n− (s− 1)− 1 = n− s. If b1 ≤ a2, then
j(α, β) = 2, since a3 > b1. Note that α
′′ and β ′′ satisfy the induction hypothesis. Therefore,
ϕ(α, β) = ϕ(α′′, β ′′)− 1 = n− (s− 1)− 1 = n− s.
(2) Denote I = Iα,β. Assume s ≥ 2 and let v = (xa2 · · ·xb1)(xa3 · · ·xb2) · · · (xas · · ·xbs−1).
Note that (I : v) = (xa1 · · ·xa2−1, xb1+1 · · ·xa3−1, . . . , xbs−2+1 · · ·xas−1, xbs−1+1 · · ·xbs) is a
monomial complete intersection. Therefore, by [14, Theorem 2.4], sdepth(I : v) = n−
⌊
s
2
⌋
.
On the other hand, by Lemma 1.3(1) and Remark 1.4, sdepth(I : v) ≥ sdepth(I) ≥ n−
⌊
s
2
⌋
.
Thus, we are done.
(3) We use induction on s ≥ 0. If s ≤ 1 then there is nothing to prove. If s ≥ 2, then,
by the induction hypothesis, we have dim(S/I) = dim(S/I ′)−1 = n−
⌈
s−2
2
⌉
−1 = n−
⌈
s
2
⌉
,
as required.
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Theorem 1.10. Let α and β as above. If ak+2 > bk + 1 for all 0 ≤ k ≤ s − 2, then
sdepth(S/I tα,β) = depth(S/I
t
α,β) = n− s, for all t ≥ 1.
Proof. We use induction on s ≥ 0 and t ≥ 1. For s ≤ 1, there is nothing to prove. The case
t = 1 was done in Proposition 1.9. Assume s ≥ 2 and t ≥ 2. If a2 > b1, then u = xa1 · · · ab1
is regular on S/Iα′,β′ and Iα,β = (u, Iα′,β′). We consider the short exact sequence:
0 −→ S/(I tα,β : u) −→ S/I
t
α,β −→ S/(I
t
α,β , u) −→ 0.
Note that (I tα,β : u) = I
t−1
α,β and (I
t
α,β, u) = (I
t
α′,β′ , u). By induction hypothesis and
Lemma 1.3(2), we get sdepth(S/(I tα,β : u)) = depth(S/(I
t
α,β : u)) = sdepth(S/(I
t
α,β, u)) =
sdepth(S/(I tα,β, u)) = n− s. From the above short exact sequence, Lemma 1.1(2), Lemma
1.2 and Lemma 1.3(1), we get the required conclusion.
Now, assume a2 ≤ b1. Let v = xa2 · · ·xb1 , w = xa1 · · ·xa2−1 and u = vw. We claim that
(I tα,β : v
t) = (w, Iα′′,β′′)
t. Since Iα,β = (vw, vxb1+1 · · ·xb2 , Iα′,β′), it follows that (Iα,β : v) =
(w, Iα′′,β′′) and therefore (I
t
α,β : v
t) ⊇ (w, Iα′′,β′′)
t. In order to prove the other inclusion, let
m ∈ S be a minimal monomial generator of I tα,β . It follows thatm = u
i(vxb1+1 · · ·xb2)
j ·m′k,
where m′ is a minimal monomial generator of Iα′,β′ and i + j + k = t. Let m¯ ∈ S be a
monomial such that m|vtm¯. It follows that vi+jm′k|m¯, and therefore m¯ ∈ (w, Iα′′,β′′)
t, thus
we proved our claim. Note that (w, Iα′′,β′′) = Ia¯,b¯, where a¯ : a1 < b1 + 1 < a3 < · · · < as
and b¯ : a2 − 1 < b2 < · · · < bs. By Lemma 1.3(1) and the first part of the proof, it follows
that depth(S/I tα,β) ≤ depth(S/I
t
a¯,b¯
) = n− s and sdepth(S/I tα,β) ≤ sdepth(S/I
t
a¯,b¯
) = n− s.
In order to prove the other inequalities, we consider short exact sequences:
0 −→ S/(I tα,β : v
i) −→ S/(I tα,β : v
i−1) −→ S/((I tα,β : v
i−1), v) −→ 0, 1 ≤ i ≤ t.
Note that ((I tα,β : v
i−1), v) = (I tα′,β′, v), for all 1 ≤ i ≤ t. On the other hand, by induction
hypothesis and Lemma 1.3(2), sdepth(S/(I tα′,β′, v)) = depth(S/(I
t
α′,β′, v)) = n−s+1. If we
apply repeatedly Lemma 1.1(2) and Lemma 1.2 to the above exact sequences, we finally
get depth(S/I tα,β) ≥ depth(S/(I
t
α,β : v
t)) = n − s and sdepth(S/I tα,β) ≥ sdepth(S/(I
t
α,β :
vt)) = n− s.
Proposition 1.11. Let α and β as above. If ak+2 = bk + 1 for all 0 ≤ k ≤ s − 2, then
sdepth(S/Iα,β) = depth(S/Iα,β) = n− s+
⌊
s
3
⌋
.
Proof. We use induction on s ≥ 0. By Theorem 1.6, it is enough to prove that ϕ(α, β) =
n− s+
⌊
s
3
⌋
. For s = 0 there is nothing to prove. If 1 ≤ s ≤ 2, the conclusion follows from
Remark 1.4. If s = 3, note that Iα′′,β′′ = (xb1+1, . . . , xb2) and therefore ϕ(α, β) = n− 2, as
required. Assume s ≥ 4. Note that Iα′′,β′′ = (xb1+1, . . . , xb2 , L), where L = Ia¯,b¯, a¯ : a4 <
a5 < · · · < as , b¯ : b4 < b5 < · · · < bs. By induction hypothesis on L, it follows that
ϕ(α, β) = ϕ(a¯, b¯)− 2 = n− (s− 3) +
⌊
s−3
3
⌋
− 2 = n− s+
⌊
s
3
⌋
, as required.
Let α and β as above, and assume that ak+2 = bk + 1 for all 0 ≤ k ≤ s − 2. For
1 ≤ ℓ ≤ s, we consider the sequences α|ℓ : a1 < a2 < · · · < aℓ and β|ℓ : b1 < b2 < · · · < bℓ.
We denote D(ℓ, t) = depth(S/I tα|ℓ,β|ℓ) and S(ℓ, t) = sdepth(S/I
t
α|ℓ,β|ℓ
).
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Proposition 1.12. With the above notations, the following hold:
(1) D(s, 1) = S(s, 1) = n− s+
⌊
s
3
⌋
, for any s ≥ 1.
(2) D(s, t) = S(s, t) = n− s, for any t ≥ 1 and s ≤ 3.
(3) D(s, t− 1) ≥ D(s, t) ≥ min{D(s, t− 1), D(s− 1, t− 1)− 1, D(s− 2, t)− 1, D(s−
3, t)− 2}, for any s ≥ 3 and t ≥ 2.
(4) S(s, t−1) ≥ S(s, t) ≥ min{S(s, t−1), S(s−1, t−1)−1, S(s−2, t)−1, S(s−3, t)−2},
for any s ≥ 3 and t ≥ 2.
Proof. (1) It is a restatement of Proposition 1.11. Assume t ≥ 2. If s = 1, then there is
nothing to prove. Assume s ≥ 2.
We denote ui = xai · · ·xbi , for all 1 ≤ i ≤ s. Also, we denote Ii = (ui, · · · , us), for all
1 ≤ i ≤ s. For i > s, we set Ii = 0. Let v = xa2 · · ·xb1 , w = xa1 · · ·xa2−1, w
′ = xb1+1 · · ·xb2
and u = u1. Denote I = I1 = Iα,β. We consider the short exact sequences:
0 −→ S/(I t : v) −→ S/I t −→ S/(I t, v) −→ 0,
0 −→ S/(I t : u) −→ S/(I t : v) −→ S/((I t : v), w) −→ 0,
0 −→ S/(I t2 : u2) −→ S/(I
t
2 : v) −→ S/((I
t
2 : v), w
′) −→ 0.
We claim that (I t : u) = I t−1. Indeed,
(It : u) = (It2+uI
t−1
2 +· · ·+(u
t)) : u = (It2 : u)+I
t−1
2 +uI
t−2
2 +· · ·+(u
t−1) = (It2 : u)+I
t−1 = It−1,
since (I t2 : u) ⊂ I
t−1
2 . Also, (I
t, v) = (I t3, v) and ((I
t : v), w) = ((I t2 : v), w). Moreover,
(I t2 : u2) = I
t−1
2 and ((I
t
2 : v), w
′) = (I t4, w
′).
Therefore, from the exact sequences above and Lemma 1.1(2), it follows that:
depth(S/I t) ≥ min{depth(S/(I t : v)), depth(S/I t3)− 1},
depth(S/(I t : v)) ≥ min{depth(S/I t−1), depth(S/(I t2 : v))− 1},
depth(S/(I t2 : v)) ≥ min{depth(S/I
t−1
2 ), depth(S/I
t
4)− 1)}.
By Lemma 1.2, we get similar inequalities for sdepth. From the above inequalities, it follows:
(i) depth(S/I t) ≥ min{depth(S/I t−1), depth(S/I t−12 )−1, depth(S/I
t
3)−1, depth(S/I
t
4)−2},
(ii) sdepth(S/It) ≥ min{sdepth(S/It−1), sdepth(S/It−12 )−1, sdepth(S/I
t
3)−1, sdepth(S/I
t
4)−2}.
On the other hand, since (I t : u) = I t−1, by Lemma 1.3(1), it follows that depth(S/I t) ≤
depth(S/I t−1) and sdepth(S/I t) ≤ sdepth(S/I t−1). If s = 2, then I2 is principal and I3 =
I4 = (0). Therefore, using induction on t ≥ 1, by (i) and (ii) it follows that sdepth(S/I
t) =
depth(S/I t) = n− 2, for all t ≥ 1.
Corollary 1.13. With the notations of Proposition 1.12, for any s, t ≥ 1, we have:
(1) n− s+
⌊
s
3
⌋
≥ depth(S/I tα,β) ≥ n− s+max{
⌊
s−t+1
3
⌋
, 0}.
(2) n− s+
⌊
s
3
⌋
≥ sdepth(S/I tα,β) ≥ n− s+max{
⌊
s−t+1
3
⌋
, 0}.
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Proof. We define, d(s, t) = n − s for 0 ≤ s ≤ 2 and any t ≥ 1. Also, we define d(s, 1) =
n−s+ s
3
, for any s ≥ 0. We define d(s, t) = min{d(s−1, t−1)−1, d(s−2, t)−1, d(s−3, t)−2}.
In order to complete the proof, by Proposition 1.12, it is enough to show that d(s, t) = n−
s+max{
⌊
s−t+1
3
⌋
, 0} for any s, t ≥ 1. If s ≤ 2 or t = 1, then we are done. Now, assume s ≥ 3
and t ≥ 2. By induction hypothesis, d(s, t) = min{n− (s− 1) +max{
⌊
(s−1)−(t−1)+1
3
⌋
, 0} −
1, n − (s − 2) − 1 + max{
⌊
(s−2)−t+1
3
⌋
, n − (s − 3) + max{
⌊
(s−3)−t+1
3
⌋
, 0} − 2} = n − s +
max{
⌊
s−t+1
3
⌋
, 0}, as required.
Example 1.14. Let n = 10, α : 1 < 2 < 3 < 6 < 7 and β : 4 < 5 < 7 < 8 < 10. We have
Iα,β = (x1x2x3x4, x2x3x4x5, x3x4x5x6x7, x6x7x8, x7x8x9x10). Since b1 = 4 > a3 = 3 and
b1 < a4 = 6, it follows that j(α, β) = 3. Therefore, α
′ : 6 < 7, β ′ : 8 < 10, α′′ : 5 < 6 < 7
and β ′′ : 5 < 8 < 10. Note that ϕ(α′′, β ′′) = ϕ(α′, β ′) − 1 = (10 − 2) − 1 = 7. Thus,
by Theorem 1.6, it follows that sdepth(S/Iα,β) = depth(S/Iα,β) = ϕ(α, β) = 6. Also, by
Remark 1.8, sdepth(Iα,β) ≥ 10−
⌊
5
2
⌋
= 8. In fact, sdepth(Iα,β) = 8.
The path ideal of the path graph
Let n ≥ m ≥ 2 be two integers. The path graph of length n, denoted by Ln, is a graph with
the vertex set V = [n] and the edge set E = {{1, 2}, {2, 3}, . . . , {n − 1, n}}. We denote
In,m = (x1x2 · · ·xm, x2x3 · · ·xm+1, . . . , xn−m+1xn−m+2 · · ·xn). Note that In,m is the m-path
ideal of the graph Ln, provided with the direction given by 1 < 2 < . . . < n, see [8] for
further details.
According to [8, Theorem 1.2],
pd(S/In,m) =
{
2(n−d)
m+1
, n ≡ d(mod (m+ 1)) with 0 ≤ d ≤ m− 1,
2n−m+1
m+1
, n ≡ m(mod (m+ 1)).
By Auslander-Buchsbaum formula (see [16]), it follows that depth(S/In,m) = n−pd(S/In,m)
and, by a straightforward computation, we can see depth(S/In,m) = n + 1 −
⌊
n+1
m+1
⌋
−⌈
n+1
m+1
⌉
=: ϕ(n,m). We recall the following result from [3].
Theorem 1.15. ([3, Theorem 1.3]) sdepth(S/In,m) = ϕ(n,m).
Proof. We use Theorem 1.6. Note that In,m = Iα,β, where α : 1 < 2 < · · · < n −
m + 1 and β : m < m + 1 < · · · < n. We use induction on n ≥ m. If n = m,
then In,m = (x1 · · ·xm) and there is nothing to prove. If m < n ≤ 2m, then I
′′ :=
Iα′′,β′′ = (xm+1), and thus sdepth(S/In,m) = n− 2 = ϕ(n,m). Assume n ≥ 2m+ 1. Then,
I ′′ = (xm+1, xm+2 · · ·x2m+1, . . . , xn−m+1 · · ·xn). Note that S/I
′′ ∼= S/(In−m−1,mS, xn). It
follows that sdepth(S/I) = sdepth(S/I ′′) − 1 = ϕ(n −m − 1, m) +m − 1 = ϕ(n,m), as
required.
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2 Hilbert series and Betti numbers
In this section, we study the Hilbert series and the Betti numbers of the ideal Iα,β. We
consider two sequences of integers α : a1 < a2 < · · · < as and β : b1 < b2 < · · · < bs with
1 ≤ a1, bs ≤ n and ai ≤ bi, for all 1 ≤ i ≤ s. We consider the ideal
I := Iα,β = (xa1 · · ·xb1 , . . . , xas · · ·xbs) ⊂ S = K[x1, . . . , xn].
As in the first section, we consider the sequences α′, β ′, α′′ and β ′′. We denote I ′ := Iα′,β′
and I ′′ := Iα′′,β′′ .
Proposition 2.1. It holds that
HS/I(t) =


(1 + t+ · · ·+ tb1−a1)/(1− t)n−1, s = 1
(1− tb1−a1+1)HS/I′(t), s > 1, j = 1
tb1−a2+1(1− ta2−a1)HS/I′′(t) + (1− t
b1−a2+1)HS/I′(t), s > 1, j > 1
.
Proof. If s = 1, then I = (xa1) ∩ (xa2) ∩ · · · ∩ (xb1). Now, assume s ≥ 2. Let j = j(α, β)
and I ′ = Iα′,β′. For j ≥ 2, we let I
′′ = Iα′′,β′′ .
If j = 1, then I = (xa1 , I
′) ∩ (xa1+1, I
′) ∩ · · · ∩ (xb1 , I
′). Assume j ≥ 2. Note that
I = (I : xb1)∩(I, xb1) and (I, xb1) = (I
′, xb1). Also (I : xb1) = (I : xb1xb1−1)∩((I : xb1), xb2).
We repeat this procedure, until we get (I : xb1 · · ·x2) = ((I : xb1 · · ·x2), x1). Note that, if
b1−2 ≤ i ≥ b1−a1, then ((I : xb1 · · ·xb1−i), xb1−i−1) = (I
′′, xb1−i−1). Recursively, we obtain
the irredundant primary decomposition of I.
Our next aim is to describe the Hilbert series of S/I and its Betti numbers. Let u =
xa1 · · ·xb1 . If s = 1, then I = (u) and thus HS/I(t) = (1 + t + · · · + t
b1−a1)/(1 − t)n−1.
Assume s ≥ 1. If j = 1, then u = xa1 · · ·xb1 is regular on S/I
′ and I = (I ′, u). It
follows that HS/I(t) = (1 − t
b1−a1+1)HS/I′(t). Assume j > 1 and let v = xa2 · · ·xb1 . From
the short exact sequence 0 −→ S/(I : v) −→ S/I −→ S/(I, v) −→ 0, it follows that
HS/I(t) = t
b1−a2+1HS/(I:v)(t) +HS/(I,v)(t).
Note that S/(I : v) = S/(I ′′, w), where w = u/v = xa1 · · ·xa2−1. Also, w is regular on
S/I ′′, and therefore HS/(I:v) = (1 − t
a2−a1)HS/I′′(t). Also, (I, v) = (I
′, v) and v is regular
on S/I ′. It follows that HS/(I,v)(t) = (1 − t
b1−a2+1)HS/I′(t). Thus, we get the required
result.
Since depth(I) = ϕ(α, β) + 1, by Auslander-Buchsbaum Theorem, it follows that the
projective dimension of I, is p = pd(I) = n−ϕ(α, β)− 1. We consider the minimal graded
free resolution of I:
0→
⊕
t≥0
S(−t)βpt → · · · →
⊕
t≥0
S(−t)β0t → I → 0,
where βit = βit(I) = dimK Tori(I,K)t are the graded Betti numbers of I. The regularity of
I is reg(I) = max{t− i : βit(I) 6= 0}. Note that, if s = 1, then β0d(I) = b1 − a1 + 1 is the
only nonzero Betti number. In the following, we will assume s ≥ 2.
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We recall a definition introduced in [6]. A monomial ideal I ⊂ S is splittable, if I is
the sum of two non-zero monomial ideals J and L such that G(I) = G(J) ∪ G(L) and
there is a splitting function G(J ∩ L) → G(J) × G(L), w 7→ (φ(w), ψ(w)), such that
w = lcm(φ(w), ψ(w)) and for every nonempty subset G′ ⊂ G(J ∩ L), lcm(φ(G′)) and
lcm(ψ(G′)) strictly divide lcm(G′). Under these assumptions, the following holds:
Proposition 2.2. (Eliahou-Kervaire [6] and Fattabi [7]) For all i, t > 0, we have βit(I) =
βit(J) + βit(L) + βi−1,t(J ∩ L).
Denote ui = xai · · ·xbi , for all 1 ≤ i ≤ s. Let α¯ : a2 < a3 < · · · < as, β¯ : b2 < b3 <
· · · < bs and I¯ = Iα¯,β¯. Note that I = (u, I¯), where u = u1, and G(I¯) = {u2, . . . , us}. Also,
(u) ∩ I¯ = u(I¯ : u). If j(α, β) = 1 then (I¯ : u) = I¯ = I ′ = Iα′,β′. Else, (I¯ : u) = I
′′.
In both cases, note that I = (u) + I¯ is a splitting in the sense of the above definition.
Indeed, for j = 1, define φ(u · uk) = u and ψ(u · uk) for all 2 ≤ k ≤ s. In the second case,
since uI ′′ = (u¯ = xa1 · · ·xb2 , uuj+1, · · ·uus), we can define φ(u¯) = u, ψ(u¯) = xb1+1 · · ·xb2 ,
φ(uuk) = u and ψ(uuk) = uk, for all k ≥ j+1. Thus, as a direct consequence of Proposition
2.2, we get:
Proposition 2.3. With the above notations, we have:
(1) If j = 1, then βit(I) = βit((u)) + βit(I
′) + βi−1,t−deg(u)(I
′).
(2) If j > 1, then βit(I) = βit((u)) + βit(I¯) + βi−1,t−deg(u)(I
′′).
Example 2.4. Let n = 8, α : 1 < 2 < 4 < 6 and β : 3 < 5 < 7 < 8. We have
I := Iα,β = (x1x2x3, x2x3x4x5, x4x5x6x7, x6x7x8). Note that j = j(α, β) = 2. It follows
that I¯ = (x2x3x4x5, x4x5x6x7, x6x7x8), I
′ = Iα′,β′ = (x4x5x6x7, x6x7x8) and I
′′ = Iα′′,β′′ =
(x4x5, x6x7x8).
According to Proposition 2.1, we get HS/I(t) = t
2(1− t)HS/I′′(t) + (1− t)HS/I′(t). On
the other hand, HS/I′′(t) =
(1−t2)(1−t3)
(1−t)8
. Also, HS/I′(t) =
t2(1−t2)
(1−t)8
+ (1−t
2)
(1−t)8
. It follows that:
HS/I(t) =
t2(1 + t)(1 + t+ t2)
(1− t)5
+
(t2 + 1)(1 + t)
(1− t)6
=
(1 + t)(−t5 + 2t2 + 1)
(1− t)6
.
Note that dim(S/I) = 6 and sdepth(S/I) = depth(S/I) = 5. Also, sdepth(I) = 7. We
leave as an exercise to the reader, the primary decomposition of I and the Betti numbers.
References
[1] J. Apel, On a conjecture of R. P. Stanley; Part II - Quotients Modulo Monomial
Ideals, J. of Alg. Comb. 17, (2003), 57-74.
[2] M. Cimpoeas, Several inequalities regarding Stanley depth, Romanian Journal of Math.
and Computer Science 2(1), (2012), 28-40.
[3] M. Cimpoeas, Stanley depth of the path ideal associated to a line graph, to appear in
Mathematical Reports, vol. 19(69) no 2 (2017).
10
[4] CoCoATeam, CoCoA: a system for doing Computations in Commutative Algebra,
Available at http://cocoa.dima.unige.it
[5] A. M. Duval, B. Goeckneker, C. J. Klivans, J. L. Martine, A non-partitionable Cohen-
Macaulay simplicial complex, Advances in Mathematics 299 (2016), 381-395.
[6] S. Eliahou, M. Kervaire, Minimal resolutions of some monomial ideals, J. Algebra
129, (1990), 1-25.
[7] G. Fatabbi, On the resolution of ideals of fat points, J. Algebra 242, (2001) 92–108.
[8] Jing He, Adam Van Tuyl, Algebraic properties of the path ideal of a tree, Comm.
Algebra 38 (2010), no. 5, 1725-742.
[9] J. Herzog, M. Vladoiu, X. Zheng, How to compute the Stanley depth of a monomial
ideal, Journal of Algebra 322(9), (2009), 3151-3169.
[10] J. Herzog, A survey on Stanley depth, In Monomial Ideals, Computations and Appli-
cations, Springer, (2013), 3-45.
[11] R. Okazaki, A lower bound of Stanley depth of monomial ideals, J. Commut. Algebra
vol. 3, no. 1, (2011), 83-88.
[12] A. Rauf, Depth and sdepth of multigraded module, Communications in Algebra, Vol.
38, Issue 2, (2010), 773-784.
[13] G. Rinaldo, An algorithm to compute the Stanley depth of monomial ideals, Le Matem-
atiche, Vol. LXIII (ii), (2008), 243-256.
[14] Y. Shen, Stanley depth of complete intersection monomial ideals and upper-discrete
partitions, Journal of Algebra 321(2009), 1285-1292.
[15] R. P. Stanley, Linear Diophantine equations and local cohomology, Invent. Math. 68,
(1982), 175-193.
[16] R. H. Villarreal, Monomial algebras. Monographs and Textbooks in Pure and Applied
Mathematics, 238, Marcel Dekker, Inc., New York, (2001).
Mircea Cimpoeas¸, Simion Stoilow Institute of Mathematics, Research unit 5, P.O.Box 1-764,
Bucharest 014700, Romania, E-mail: mircea.cimpoeas@imar.ro
11
