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Abstract
The exact correspondence between ordinal notations derived from Skolem hull operators, which are classical in ordinal analysis,
and descriptions of ordinals in terms of Σ1-elementarity, an approach developed by T.J. Carlson, is analyzed in full detail. The
ordinal arithmetical tools needed for this purpose were developed in [G. Wilken, Ordinal arithmetic based on Skolem hulling,
Annals of Pure and Applied Logic 145 (2) (2007) 130–161].
We show that the least ordinal κ such that κ <1∞ (as defined in [T.J. Carlson, Elementary patterns of resemblance, Annals of
Pure and Applied Logic 108 (2001) 19–77] and described below) is the proof theoretic ordinal of the set-theoretic system KP`0,
confirming a claim of Carlson. Moreover, we characterize the class of all ordinals κ such that κ <1∞ and provide an ordinal
arithmetical analysis of Carlson’s entire structureR1 in the style of [T.J. Carlson, Ordinal arithmetic and Σ1-elementarity, Archive
for Mathematical Logic 38 (1999) 449–460].
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
For a long time proof theorists who are interested in ordinal analysis have been looking for alternative approaches
to the existing classical ordinal notation systems which have become more and more involved. Such an approach has
been given by Carlson. He defines a binary relation ≤1 on the ordinals
α ≤1 β :⇔ (α; 0,+,≤,≤1) Σ1 (β; 0,+,≤,≤1)
by recursion on β, where + is interpreted as the graph of ordinal addition restricted to the respective universe, 0 and
≤ are standard and Σ1 is the usual notion of Σ1-elementary substructure (see [2] and [4]). Then a structure
R1 := (On; 0,+,≤,≤1)
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can be defined. Note that we have a more liberal notion of mathematical structure in that we consider partial (possibly
empty) class structures.
This particular definition has to be seen as part of a much more general concept where the set of basic functions
may vary as well as the complexity of elementarity. To make this more concrete we integrate the above definition into
a more general framework of Carlson’s approach. Define ≤0:=≤ and for n > 0 recursively in β
α ≤n β :⇔ (α; 0,+, (≤i )i<ω) Σn (β; 0,+, (≤i )i<ω)
and
Rω := (On; 0,+, (≤i )i<ω).
Note that the interpretation of ≤1 in R1 is different from that within Rω. We have the following observation. For the
least β such that there exists an α withRω |= α <2 β2 we obtain
R1 ∩ β = Rω (0,+,≤0,≤1) ∩β.
The entire construction can be modified by changing the set of basic functions involved in the definition of the
structures Ri . Let us denote the structures which arise omitting ordinal addition as a basic function by R−i and the
involved relations which code elementarity by ≤−i . By an ordinal arithmetical analysis of the structure R−1 Carlson
shows in [1] that the least α such that α <−1 ∞, that is α ≤−1 β for every β ≥ α, equals the ordinal ε0.
By Carlson’s claim in [2] the minimal α such that α <1 ∞ is the proof theoretic ordinal of the set theory KP`0
that axiomatizes a universe of sets which is the limit of infinitely many admissible sets. In this article we do not only
give a proof of this claim but also give a detailed analysis of R1 in the style of Carlson’s analysis of the structure
R−1 . Compared to [1] this requires a much stronger apparatus of ordinal arithmetic which we developed in [5]. This
system of ordinal arithmetic is based on the concept of Skolem hulling which is the central device in the construction
of classical ordinal notation systems.
For an illustration of the impressive gain of strength when passing fromR−1 toR1 consider the characterization of
the core ofR−1 – that is the minimal ordinal α such that α ≤−1 ∞ – in terms of ≤1, see [4]:
min{α | α ≤−1 ∞} = ε0 = min{α | α ≤1 α + α}.
This means that we need an infinite chain of ≤−1 -connections to simply characterize the minimal ordinal α that has a≤1-reach of just α · 2.
Our analysis ofR1 in terms of notations based on Skolem hull operators provides a greater insight in both notation
systems. On the one hand the appropriate set up of classical notations constitutes an ordinal arithmetic for the precise
analysis of ≤1, on the other hand ≤1 gives a semantics for notations of the classical style.
The central problem that had to be solved in this work was to find (relativized) recursive characterizations for the
function lh, see Definition 3.1, which assigns the ≤1-reach to a given ordinal, i.e. lh(α) is defined to be∞ if α ≤1 β
for every β ≥ α and max{β | α ≤1 β} otherwise. That this definition makes sense follows immediately from the
definition of ≤1, see [4].
The analysis ofR1 presented here is also highly uniform with respect to the set of basic functions underlying both
kinds of notation systems, though we always keep ordinal addition as our single basic function. This is indeed the
interesting case: Including e.g. the Veblen function ϕ as additional basic function would force us to insert the cases
dealing with ϕ-terms (in a straightforward way), but does not increase the strength of the resulting notation systems.
2. Preliminaries
Originally, the present article included the entire development of an ordinal arithmetic which is just strong enough
to analyze the structure R1 in full detail. Because of its general applicability this “toolkit” of ordinal arithmetic
is published separately in [5]. Therefore, we will refer to that article permanently throughout the present work. In
particular, we will use the terminology of [5], see the index in [5] for quick reference.
2 We write α <i β where i < ω to abbreviate α ≤i β and α 6= β.
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Familiarity with the results and terminology of [4] will facilitate the comprehension of this text considerably.
Actually, [4] is an introduction to this work and together with [1] provides a heuristic to the analysis of R1. It also
introduces us to that kind of ordinal arithmetic which is developed in [5]. However, [4] and [1] are not necessary for
the understanding of the present article apart from the following basic lemma and theorem concerning ≤1 which are
proved in Section 3 of [4].
Lemma 2.1. ≤1 is a partial ordering on the ordinals and satisfies the following persistency properties:
(a) Suppose α ≤1 β for every β ∈ [α, λ) where λ is a limit ordinal greater than α. Then α <1 λ.
(b) If α ≤ β ≤ γ and α ≤1 γ then α ≤1 β.
(c) The class {β | α ≤1 β} is an interval.
The above lemma will be used frequently without explicit mention.
Theorem 2.2. For α ∈ On and ξ ∈ (0, α] we have
α ≤1 α + ξ ⇔ α = ωα′ for some α′ with logend(α′) ≥ ξ
where logend(α′) denotes the exponent of the last summand of the Cantor normal form representation of α′.
The theorem yields in particular that for any ordinal α, we have α ≤1 β for some β > α if and only if
α ∈ Lim(P) = L, i.e. α is a limit of additive principal numbers. This implies that given any ordinal γ , the least
ordinal δ > γ such that δ ≤1 δ + 1 is γL, i.e. γ · ωω, the least limit of additive principal numbers greater than γ . For
ξ = α the theorem yields α ≤1 α · 2 if and only if α ∈ E, i.e. α is an epsilon number.
3. Relativized connectivity components
As already explained in the introduction, in order to completely understand the relation ≤1 as it is interpreted
withinR1 we need to compute the function lh which characterizes the ≤1-reach of ordinals, cf. Definition 3.1.
The key to a systematic analysis of ≤1 resulting in the computation of lh is the notion of relativized connectivity
components which is introduced in Definition 3.2. Given an ordinal τ the number of connectivity components relative
to τ captured by the ≤1-reach of τ will turn out to be crucial in the computation of lh(τ ), see Definition 3.2.
Definition 3.1. The ≤1-reach lh(α) of an ordinal α is defined by
lh(α) :=
{
max{β | α ≤1 β} if that exists
∞ otherwise.
If lh(α) = ∞ we also write α <1 ∞.
The following definition is the relativized analogue to definition 2.6 of [1]. Lemma 3.3 is the relativized analogue
to lemma 2.7 in [1].
Definition 3.2. Let τ be an arbitrary ordinal number.
• An ordinal α ≥ τ is called τ -≤1-minimal if for every β such that β <1 α we have β ≤ τ .
• We define κτ to be the enumeration function of the τ -≤1-minimal ordinals. For α in the domain of κτ , instead of
κτ (α) we write κτα .
• By θτ we denote the supremum of the domain of κτ , if that exists, and∞ otherwise.3
• The connectivity components of ≤1 relative to τ are defined by setting Iτ0 := [τ, τ ] and Iτα := [κτα , lh(κτα )] for
α > 0 in the domain of κτ .
• Let λτ be the maximum ordinal λ ≤ θτ such that τ ≤1 κτλ , if that exists, and∞ otherwise.4
3 This terminology is slightly in conflict with the ordinals θnm defined in [5] which have nothing to do with the ordinals θτ defined here. However,
the ordinals θnm were of temporary use in [5] and do not occur in the present article.
4 This overlap with the definition of the operator λτ in [5] is intended since α 7→ λτα will turn out to be the partial characterization of α 7→ λα
on Tτ ∩ (τ,Ω1) as defined here.
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Note that by definition κτ does not consider lh(τ ). For this reason Iτ0 is defined as {τ }.
By an argument similar to the one given on page 452 of [1] the domain of κτ is an ordinal. We do not need this
information during the analysis of ≤1. In Corollary 5.10 we will give a characterization of the class of ordinals α such
that α <1 ∞. Without using the fact that θτ is an ordinal we have to insert the case distinction of whether θτ is an
ordinal or∞ whence the domain of κτ is On and κτθτ does not exist.
Since it is clear how to modify the assertions in the latter case we state and prove the two lemmas below for the
case that θτ ∈ On. By part (a) of Lemma 3.4 we will see that λτ = ∞ if and only if θτ = ∞ and τ <1 ∞.
Lemma 3.3. Let τ ∈ On.
(a) The function κτ is continuous.
(b) κτ0 = τ , and for every α ∈ (0, τL) we have κτα = τ + α = lh(κτα ).
(c) κτα+β = lh(κτα )+ β = lh(κτα+β) for all α ∈ (0, θτ ), β ∈ (0, lh(κτα )L).
(d) θτ is a limit ordinal in the domain of κτ .
(e) κτθτ = min{θ > τ | θ <1 ∞}.
Proof. In order to prove part (a) let λ be a limit ordinal in the domain of κτ . Clearly, supα<λ κ
τ
α ≤ κτλ . Now let
ξ ∈ (τ, κτλ ). Then there is a β < λ such that ξ ∈ Iτβ which implies ξ < κτβ+1 < supα<λ κτα . This establishes the
continuity of κτ .
For part (b) note that κτ0 = τ by definition of κτ . The claim now follows from Theorem 2.2.
Towards proving part (c) suppose α ∈ (0, θτ ). Then α is in the domain of κτ and κτα 6<1 ∞. We first consider the
case β = 1. By definition of κτ we have κτα+1 = lh(κτα )+ 1 which using Theorem 2.2 is seen to be equal to lh(κτα+1).
This implies α + 1 < θτ . The remaining cases for β in part (c) now follow from Theorem 2.2.
Parts (d) and (e): θτ ∈ Lim follows from part (c). Since lh(κτα ) < ∞ for all α ∈ (0, θτ ), it follows that θτ is the
maximum of the domain of κτ and that κτθτ is the least ordinal θ greater than τ such that θ <1 ∞. 
The following lemma will give us the guiding picture ofR1 concerning the relation≤1. It illustrates the importance
of the concepts introduced in this section.
Lemma 3.4. Let τ ∈ On.




(b) For α ∈ (0, θτ ] such that κτα ∈ P we have κτα = α. In particular, κτθτ = θτ .
(c) Let α < θτ be such that κτα = α. Then θτ = θα , and for every ρ ≤ θτ we have κτα+1+ρ = καλα+1+ρ .
Proof. If τ <1 ∞ we have [τ, lh(τ )] = [τ,∞) =⋃α≤θτ Iτα , so λτ = θτ .
If lh(τ ) < ∞ we set λτ := max{α | τ ≤1 κτα }. This maximum exists by the continuity of κτ and Lemma 2.1. Then
λτ < θτ and λτ has the desired property. This establishes part (a).
In order to prove part (b), let α ∈ (0, θτ ] be such that κτα ∈ P. Towards contradiction assume α < κτα . Then there is









P is the least τ -≤1-minimal ordinal greater than κτβ which is an additive principal number. Contradiction.
As to part (c), let α < θτ be such that κτα = α. Then λα < θα since α 6<1 ∞. As shown in part (a) we
have lh(κτα ) = lh(α) = lh(καλα ), hence κτα+1 = καλα+1 by Lemma 3.3. An easy induction on ρ ≤ θτ then shows
κτα+1+ρ = καλα+1+ρ . This also yields θτ = θα . 
By the above lemma, it is easy to show that the equality θτ = θα follows for any τ ∈ On and α < θτ .
4. The recursion formula lhτ
In this section we develop the part of ordinal arithmetic which is specific for the analysis of ≤1.
Let τ ∈ {1} ∪ E and Tτ be the relativized notation system introduced in Section 3 of [5].
The function lh is characterized within Tτ ∩ (τ,Ω1) by lhτ , which is defined in 4.1. This definition is heuristically
motivated by the results of [4] which gives a characterization of the Bachmann–Howard structure of ordinals in terms
of ≤1. Its correctness will be shown during the proof of the main theorem in Section 5.
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Notice that there is a certain analogy to the recursion formula given in Definition 2.3 of [1] where λτα (see Definition
2.3 of [5]) takes the role of logend(α).
Recall from [5] the preliminaries concerning logend,=NF,−α+β for ordinals α ≤ β, Convention 4.1, the concept
of localization as introduced in Section 4, in particular Definition 4.6, and Definitions 7.12, 7.15.
Definition 4.1. For α ∈ Tτ ∩ Ω1 we define an ordinal lhτ (α) ∈ Tτ ∩ Ω1 by recursion on hτ (α) as follows.
• lhτ (α) := 0 if α ≤ τ
• lhτ (α) := α if α =NF α1 + α2 ≥ τ
• If α = ϑτ (∆+ η) > τ we set δ := (λτα)∗τ .• lhτ (α) := α + λτα if δ ≤ α, i.e. ∆ < ϑ1(1)
• If δ > α let (α = δ0, . . . , δm = δ) be the α-localization of δ in Tτ .
lhτ (α) :=
{
lhτ (δi )+ λτα if i := cr(α, δ) < m
lhτ (δ)+ ρ where ρ := −δ + λτα otherwise.
Note that (λτα)
∗τ is the maximum additive principal number less than or equal to λτα . Our goal is to show λα = λτα
for α ∈ Tτ ∩ P ∩ (τ,Ω1) and lh(α) = lhτ (α) for α ∈ Tτ ∩ (τ,Ω1). A first thing to do is to roughly estimate lhτ (α).
We argue by induction on hτ in the proofs of the upcoming three lemmas since lhτ is defined by recursion on hτ .
Lemma 4.2. Let α = ϑτ (∆+ η) > τ . Then lhτ (α) < α+.
Proof. By Corollary 7.6 of [5] we already know λτα < α
+, which allows us to show by an easy induction on hτ (α)
that also lhτ (α) < α+ holds. In the case that δ := (λτα)∗τ > α the argument uses that by Lemma 4.9 of [5], δ+i < α+
for 1 ≤ i ≤ m where (α = δ0, . . . , δm = δ) is the α-localization of δ in Tτ . But this is clear since by Lemma 6.5 of
[5] α belongs to the τ -localization of δ. 
Next, we show that the definition of lhτ is robust with respect to translation, see Section 6 in [5], in the sense made
precise by the following lemma.
Lemma 4.3. Let α = ϑτ (∆ + η) where ∆ > 0 and β = ϑτ (Γ + ρ) ∈ (α, α+) be given. Then we have
lhτ (β) = lhα(β tτα ).
Proof. Since α < β < α+ we have Γ < ∆ and β tτα = β (by Lemma 6.3 of [5]). As usual we will omit translation
superscripts whenever it is clear that necessary translations can be performed correctly. We proceed by induction on
hτ (β). By Lemma 7.7 of [5] and Corollary 7.6 of [5] we already know that λαβ = λτβ < β+. We set δ := (λτβ)∗
τ
whence δ = δtτα = (λαβ)∗
α
by (b) of Lemma 6.4 of [5].
If δ ≤ β it follows immediately that lhτ (β) = lhα(β), so we assume δ > β. Let (β = δ0, . . . , δm = δ) be the
β-localization of δ in Tα which by Lemma 6.5 of [5] then also is the β-localization of δ in Tτ . By Lemma 7.7 of [5]
we have λτδi = λαδi since δi < β+ for 1 ≤ i ≤ m and β+ < α+ according to Lemma 4.5 of [5].
Case 1: i := cr(β, δ) < m. Then i is also minimal with λαδi ≥ δ using Lemma 7.7 of [5]. Applying the i.h. to δi we
obtain lhτ (β) = lhτ (δi )+ λτβ = lhα(δi )+ λαβ = lhα(β).
Case 2: cr(β, δ) = m. Let ρ := −δ + λτβ . Hence λαβ = δ + ρ, and by the i.h. applied to δ we get
lhτ (β) = lhτ (δ)+ ρ = lhα(δ)+ ρ = lhα(β), which finishes the proof of the lemma. 
The next lemma establishes the uniformity of lhτ with respect to base transformation for epsilon bases, which was
defined in Section 5 of [5]. It shows that pi as in 5.1 of [5] commutes with lh (as given in Definition 4.1).
Lemma 4.4. Let σ, τ ∈ E, σ < τ , and α ∈ Tτ [σ ] ∩ (τ,Ω1). Then
lhτ (α) ∈ Tτ [σ ] and piσ,τ (lhτ (α)) = lhσ (piσ,τ (α)),
i.e. the following diagram is commutative:
Tτ [σ ] ∩ (τ,Ω1) lhτ−−−−→ Tτ [σ ]
piσ,τ
y ypiσ,τ
Tσ ∩ (σ,Ω1) −−−−→
lhσ
Tσ
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Proof. The proof is by induction on hτ (α). The case α =NF α1 + α2 ≥ τ is trivial. So, let us consider the interesting
case where α = ϑτ (∆ + η) > τ . According to Lemma 7.10 of [5] we have λτα ∈ Tτ [σ ] and piσ,τ (λτα) = λσpiσ,τ (α). Let
δ := (λτα)∗τ . Then we also know that δ ∈ Tτ [σ ] and piσ,τ (δ) = (λσpiσ,τ (α))∗
σ
.
If δ ≤ α we get lhτ (α) = α+ λτα and the claim follows easily. So, assume δ > α. Let (α = δ0, . . . , δm = δ) be the
α-localization of δ in Tτ . Then by Lemma 5.5 of [5] we know that (piσ,τ (δ0), . . . , piσ,τ (δm)) is the piσ,τ (α)-localization
of piσ,τ (δ) in Tσ .
Case 1: i := cr(α, δ) < m. Then i is also the minimal witness for λσpiσ,τ (δi ) ≥ piσ,τ (δ). By definition we have
lhτ (α) = lhτ (δi ) + λτα as well as lhσ (piσ,τ (α)) = lhσ (piσ,τ (δi )) + λσpiσ,τ (α). By i.h. we know that lhτ (δi ) ∈ Tτ [σ ] and
piσ,τ (lhτ (δi )) = lhσ (piσ,τ (δi )), so the claim follows.
Case 2: cr(α, δ) = m. Hence for all i ∈ {1, . . . ,m − 1} we also have λσpiσ,τ (δi ) < piσ,τ (δ). Let ρ := −δ + λτα . Then
λσpiσ,τ (α)
= piσ,τ (δ)+ piσ,τ (ρ), and by definition lhτ (α) = lhτ (δ)+ ρ and lhσ (piσ,τ (α)) = lhσ (piσ,τ (δ))+ piσ,τ (ρ). By
i.h. we know that lhτ (δ) ∈ Tτ [σ ] and piσ,τ (lhτ (δ)) = lhσ (piσ,τ (δ)). 
The final lemma of this section establishes a property of λτ and lhτ which is crucial for the proof of the main
theorem, namely that we can argue by induction on htτ (see Definition 3.26 of [5]).
Lemma 4.5. Let α = ϑτ (∆+ η) where ∆ > 0. Then
htα (lhτ (α)) < htτ (α).
Proof. We have already shown that lhτ (α) < α+, hence lhτ (α)t
τ
α = lhτ (α). Thus the expression htα(lhτ (α)) makes
sense. By Corollary 7.6 of [5] we have htα(λτα) < htτ (α). Now let (α = δ0, . . . , δm = δ) where δ := (λτα)∗τ be the
α-localization of δ in Tτ . Note that δi = δt
τ
α






+. By Lemma 4.3 lhτ (δi ) = lhα(δi ) for all i such that
1 ≤ i ≤ m and so lhα(δi ) < δ+i . But htα(δ+i ) = htα(δi ) ≤ htα(λτα) where we have used that δi ≤ λτα and that htα
is weakly increasing on Tα ∩ Ω1 (see 3.27 of [5]). So, we have shown the estimation lhτ (α) ≤ max{δ+i , λτα} where
i := cr(α, δ), and since λτα ≤ lhτ (α) we finally obtain htα(lhτ (α)) = htα(λτα) < htτ (α). 
5. The main theorem
Now, all preparations are made to analyze the structureR1 in full detail.
First of all, notice that by Theorem 2.2, for any α 6∈ L we have lh(α) = α and hence λα = 0. In the case that
α ∈ Tτ ∩ (τ,Ω1) this agrees with our definitions of lhτ and (if α ∈ P) λτα .
By the main theorem we will verify that for every additive principal α ∈ (τ,Tτ ∩ Ω1), the ordinals λτα and lhτ (α)
are equal to λα and lh(α), respectively. This will be done by main induction on htτ (α) and side induction on the
ordinal α. We will compute the τ -≤1-minimal ordinals during this proof. In fact the κ-function is evaluated in terms
of lh and vice versa. In the proof, the concept of localization from [5] will again play a crucial role, and in general,
almost all tools introduced and analyzed in [5] and Sections 3 and 4 will merge to an interplay.
Relativization as introduced in [5] will turn out to be the right concept to show the analogue to the “rigid
periodicity” of the structure R−1 in the sense of 2.9–2.15 of [1] (recall that R−1 is the structure defined as R1 but not
including ordinal addition as partial function). In comparing the rigid periodicity ofR−1 with the “dynamic periodicity”
of R1 we uncover the strengthening role that ordinal addition plays within R1. We will have to compare similar
constellations within different settings of relativization in order to lay bare the uniformity inherent in the structureR1.
As corollaries to the main theorem we obtain a precise formulation of what is meant by dynamic periodicity (see
Corollary 5.7), we derive an algorithm of tracing back the <1-predecessors of a given ordinal which we call the
≤1-localization, and finally we characterize the class of ordinals α that satisfy α <1 ∞.
Before turning to the main theorem, let us introduce a few notions which are already known from [2] and [4].
X ≤pw Y for finite sets X and Y (of ordinals) means that X and Y are of the same cardinality and satisfy ≤
pointwise with respect to increasing enumerations of their elements.
We write X < Y for max(X) < min(Y ). For α ∈ On we also write X < α for max(X) < α and α < X for
α < min(X).
We consider finite sets X and Y of ordinals as substructures of R1, and write X ∼= Y if X and Y are isomorphic
with respect to +, ≤, and ≤1 (recall that we consider + as the graph of ordinal addition).
By mc(α) we denote the maximal summand in the Cantor normal form of α.
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Definition 5.1 (Cf. Definition 5.1 of [2]). Given substructures X and Y of R1, a mapping h : X ↪→ Y is a covering
of X into Y , if
1. h is an embedding of the arithmetic part of X into the arithmetic part of Y , i.e. h is an injection of X into Y which
preserves ≤ and +, and
2. h maintains ≤1-connections, i.e. ∀α, β ∈ X (α ≤1 β ⇒ h(α) ≤1 h(β)).
We call h a covering of X if it is a covering from X intoR1.
Lemma 5.2. Let X, Y be substructures ofR1 and h : X ↪→ Y be a covering. Then
∀α, β ∈ X (mc(α) < mc(β) ⇔ mc(h(α)) < mc(h(β))).
Proof. Given α, β ∈ X we have β = α + β iff h(β) = h(α)+ h(β). This implies the equivalence of the claim. 
Theorem 5.3. Let α = ϑτ (∆+ η) ∈ Tτ , α > τ , and (τ = α0, . . . , αn = α) be its localization. Then
κτα =
{
lh(αi )+ α if i := cr(τ, α) < n
α otherwise.
We have λα = λτα and lh(α) = lhτ (α).
Proof. We extend the claim of the theorem by the following additional claims:
Claim 5.4. Suppose τ < α = κτα ∈ P. Then for any λ < λτα
α =
{
sup{γ ∈ (τ, α) ∩ E | pi−1γ,α(λτγ ) ≥ λ and κτγ = γ } if α ∈ Lim(E)
sup{γ ∈ (τ, α) ∩ P | λτγ ≥ λ and κτγ = γ } otherwise.
Claim 5.5. Suppose τ < α = κτα ∈ P. We have lh(α) = lh(καλτα ). More precisely, the segment [0, lh(α)] has the
following properties:
(a) For all β ∈ (α, lh(καλτα )] we have
(i) α <1 β and
(ii) for λ ∈ (0, λτα] such that καλ ≤ β ≤ lh(καλ ) there exist finite sets X ⊆ α and Z ⊆ [α, lh(καλ )] with
α, καλ , β, lh(κ
α
λ ) ∈ Z such that there is no covering h of X ∪ Z with X ≤pw h[X ] < h[Z ], α ≤ h[Z ],
and h(β) < β.
(b) There exist finite sets X ⊆ α and Z ⊆ [α, lh(καλτα )] such that there is no covering f of X ∪ Z with X = f [X ] <
f [Z ] < α. In particular, α 6<1 lh(καλτα )+ 1.
Claim 5.6. Suppose τ < α = κτα ∈ P. There exist finite sets X ⊆ α and Z ⊆ [α, lh(α)] with α, lh(α) ∈ Z such that
there is no covering h of X ∪ Z with X ≤pw h[X ] < h[Z ] < α.
The theorem and the above additional claims are proved simultaneously by main induction on htτ (α) and side
induction on α. We will frequently use the lemmas concerning htτ , see 3.27, 5.3, 6.7, and 7.6 of [5].
By Lemma 4.8 of [5], the τ -localization of αl , 1 ≤ l ≤ n, is (α0, . . . , αl), and for k, l such that 1 ≤ k < l ≤ n
we obtain αl ∈ (αk, α+k ) by Lemma 4.9 of [5]. Using Lemma 6.3 of [5] we see that α j t
τ
αk = α j for j = k, . . . , l,
whence by Lemmas 6.5 and 6.6 of [5] (αk, . . . , αl) is the αk-localization of αl in Tτ , which via translation is the
αk-localization of αl in Tαk .
During the rest of this proof, in order to increase readability, we will not explicitly mention all these translations
any more since it is always clear from the context, which translation has to be taken.
We first relate the localization of α to relativized ≤1-minimality. We claim
καkαk+1 = αk+1 (0 ≤ k < n). (1)
Proof of (1). For every k ∈ {0, . . . , n − 1} the ordinal αk+1 is αk-≤1-minimal, which can be seen by showing that
lh(β) < αk+1 for every β ∈ (αk, αk+1). Since lh(β) = β if β 6∈ P (Theorem 2.2), we may assume β ∈ P. We have
htαk (β) ≤ htαk (αk+1) ≤ htαk (α) ≤ htτ (α), so the i.h. yields lh(β) = lhτ (β). By Lemma 4.2 lhτ (β) < β+, and
by Lemma 4.7 of [5] β+ ≤ αk+1. Thus lh(β) < αk+1, and the αk-≤1-minimality of αk+1 follows. This implies in
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particular that αk+1 ≤ θαk since καkθαk = θαk by part (b) of Lemma 3.4, which then also yields κ
αk
αk+1 = αk+1, since
αk+1 ∈ P. This establishes (1).
The i.h. applied to αk for 1 ≤ k < n gives lh(αk) < ∞, so using (1) we see that αk < θαk−1 , and by part (c) of
Lemma 3.4 we then obtain
α ≤ θαn−1 = · · · = θτ . (2)
We now set i := cr(τ, α) and claim
κτα = κα1α = · · · = καi−1α . (3)
Proof of (3). If i = 1, there is nothing to show, so we may assume i > 1. Then by (1) and (2), part (c) of Lemma 3.4
yields κτα = κτα1+α = κα1λα1+α = κ
α1
α , using the assumption λτα1 < α ∈ P and using the i.h. to see that λα1 = λτα1 .
Iterating this argument we obtain the chain of Eqs. (3).
Now we are prepared to verify the equations claimed in the theorem. We distinguish between the cases i < n and
i = n.
Case 1: i < n. Using (1)–(3), Lemma 3.4, and λαi
i.h.= λταi ≥ α together with Lemma 3.3 we obtain for κτα




Part (a) of Lemma 3.4 yields lh(καiλαi
) = lh(αi ). Thus
κτα = lh(αi )+ α = lh(κτα ),
where the latter equality follows from lh(αi ) ≥ λαi ≥ α by Lemma 3.3.
Note that by Lemma 4.9 of [5] αi ∈ E and α ∈ (αi , αi+), whence by Lemmas 7.7 of [5] and 4.3 we
have λτα = λαiα and lhτ (α) = lhαi (α). Since by assumption αi < α ≤ λταi = λαi , we get the estimation
htαi (α) ≤ htαi (λταi ) < htτ (αi ) ≤ htτ (α). By i.h. we now obtain λα = λαiα , as well as lh(α) = lhαi (α).
Case 2: i = n. Then κτα (3)= καn−1α (1)= α. If α 6∈ L we see from Theorem 2.2 that λα = 0 = λτα as well as
lh(α) = α = lhτ (α) and are done. So, assume κτα = α ∈ L.
The key to computing lh(α) and λα will be καλτα and its ≤1-reach lh(καλτα ). Note that by 3.3 and i.h. we have
lh(καλτα ) = lhα(καλτα ) since htα(λτα) < htτ (α). We show that
lhτ (α) = lh(καλτα ). (4)
Proof of (4). Let δ := (λτα)∗τ .
If δ ≤ α, clearly λτα < α ·ω = αP, and we obtain καλτα = α+λτα = lh(καλτα ) by 3.3. Thus lhτ (α) = α+λτα = lh(καλτα )
by definition of lhτ .
Now, assume δ > α and let (α = δ0, . . . , δm = δ) be the α-localization of δ in Tτ (6.6 of [5]). Let further
ρ := −δ + λτα .
First, assume that j := cr(α, δ) < m. Since htα(δ) ≤ htα(λτα) < htτ (α) the i.h. yields καδ = lh(δ j ) + δ, which is
equal to lh(καδ ) by 2.2, thus using Lemma 3.3 κ
α
λτα
= lh(καλτα ) = lh(καδ )+ρ = lh(δ j )+λτα , which in turn equals lhτ (α)
by definition of lhτ , because lh(δ j ) = lhα(δ j ) = lhτ (δ j ) by i.h. and Lemma 4.3.
We are left with the case that cr(α, δ) = m. By definition of lhτ we then get lhτ (α) = lhτ (δ) + ρ, and by i.h. we
obtain καδ = δ. If λτα = δ we then have καλτα = δ, and otherwise we obtain καλτα = lh(καλτα ). In both cases we have by 3.3
lh(καλτα ) = lh(δ)+ ρ. But again lh(δ) = lhα(δ) = lhτ (δ), whence lhτ (α) = lh(καλτα ). This establishes (4).
By part (a) of 3.4 we have lh(α) = lh(καλα ). In the presence of (4), once we show that λα = λτα , we obtain
lh(α) = lhτ (α). However, by definition of κα , the ordinal λα is the unique λ such that lh(α) = lh(καλ ). It therefore
suffices to show
lh(α) = lh(καλτα ). (5)
This is in fact the crucial part of the entire proof and is stated in Claim 5.5. Before we prove 5.5 we need to establish
5.4.
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Proof of 5.4. Note that the claim is a strengthening of Lemma 8.1 of [5] to τ -≤1-minimal ordinals γ . Given γ < λτα
we show that we can find τ -≤1-minimal ordinals γ of relative cofinality ≥λ cofinally below α. Let µ ∈ (τ, α) be
given. We will describe how to find an appropriate γ .
Case 1: α ∈ Lim(E). Let γ = ϑτ (Γ + ρ) ∈ (µ, α) be an epsilon number satisfying pi−1γ,α(λτγ ) ≥ λ according to
Lemma 8.1 of [5].
Let further γ0 ≤ γ be such that κτγ0 ≤ γ ≤ lh(κτγ0). Clearly, κτγ0 ∈ P (using 2.2 if necessary), so by part (b) of
3.4 κτγ0 = γ0, and lh(γ0) < α since we have α = κτα . We may assume that γ0 ≥ µ since otherwise we could find a
γ > lh(γ0) which then belongs to a τ -≤1-connectivity component above µ.
If γ0 = γ , we are done since γ is τ -≤1-minimal in that case, so assume γ0 < γ . γ0 is of a form ϑτ (Γ0 + ρ0), and
γ ∈ (γ0, γ+0 ) since by i.h. lh(γ0) < γ+0 . Therefore Γ < Γ0 (by 4.5 of [5]), thus also ιτ,α(Γ ) < ιτ,α(Γ0) (by 7.2 of
[5]), regarding Γ and Γ0 terms of Tτα . But from this using 7.8 of [5] we see that
λ ≤ pi−1γ,α(λτγ ) < pi−1γ0,α(λτγ0).
This shows that instead of γ we may choose γ0, and we see that these ordinals γ0 chosen dependently from γ ∈ (µ, α)
for given µ ∈ (τ, α) form a set of τ -≤1-minimal ordinals of sufficiently strong cofinality properties which is cofinal
in α.
Case 2: α 6∈ Lim(E). Let γ = ϑτ (Γ + ρ) < α be according to Lemma 8.1 of [5] such that µ, λ < γ . In this
situation we have λ < λτα ≤ α and λ ≤ λτγ . As in the previous case let γ0 ≤ γ be such that κτγ0 ≤ γ ≤ lh(κτγ0). Again,
we have κτγ0 = γ0 ∈ P, lh(γ0) < α, and may assume that µ, λ < γ0.
If γ0 = γ we are done, so assume γ0 < γ , whence using Theorem 2.2 γ0 ∈ E and λ < γ0 ≤ λτγ0 , since certainly
γ ≥ γ0 · ω > γ0 + γ0. This finishes the proof of 5.4.
Proof of part (a) of 5.5. We assume α ∈ L since otherwise there is nothing to show. Parts (i) and (ii) are shown by
induction on β, β ∈ (α, lh(καλτα )]. We first show (i).
Case 1: α 6∈ E. Then we have ∆ = 0 (by 4.3 of [5]) and λτα = ζ τα < α. Since α ∈ L we have
0 < ζ τα = logend(η) =: ζ < η (cf. 4.2, 4.4 and 4.11 of [5]), and obtain
α = ϑτ (η) = ωωζ ·(ν+1) for some ν ∈ On,
and Theorem 2.2 yields lh(α) = α + ζ , which by Lemma 3.3 is equal to καλτα = lh(καλτα ).
Case 2: α ∈ E. Then (again by Theorem 2.2) we already know that α <1 α + α. So we can assume that β > α · 2
and λτα > α.
In order to verify α ≤1 β we use the criterion for Σ1-substructurehood stated in [4] and proved in detail in [3]. The
criterion yields α ≤1 β if for any given finite sets X ⊆ α and Y ⊆ [α, β) we can find some Y˜ such that X < Y˜ < α
and X ∪ Y˜ ∼= X ∪ Y .
Let finite sets X ⊆ α and Y ⊆ [α, β) be given. Without loss of generality we may assume that α ∈ Y . By i.h.
α ≤1 Y . We have to find some Y˜ meeting the above stated requirements of the criterion.
We may assume that β = καλ for some λ ≤ λτα , since otherwise we apply the i.h. to καλ where λ ≤ λτα such that
καλ < β ≤ lh(καλ ) and obtain α <1 καλ <1 β. We may further assume that λ = λ′+ 1 since otherwise continuity of the
function κτ applies to conclude α <1 καλ from the i.h. So we have α ≤ λ′ < λτα , Y ≤ lh(καλ′), and by i.h. α <1 καλ′ .
Now let γ < α be τ -≤1-minimal such that pi−1γ,α(λτγ ) ≥ λ′ according to 5.4, with the additional properties that
X ⊆ γ and ∀ξ ∈ X (ξ 6<1 α ⇒ ξ 6<1 γ ), as well as λ′, καλ′ , Y, λτα ⊆ Tα [γ ]. Note that by our choice of γ we have
piγ,α(λ
′) ≤ λτγ .
We claim X < Y˜ < α and X ∪ Y˜ ∼= X ∪ Y for
Y˜ := piγ,α[Y ].
Since α ∈ Y and X ⊆ γ we have X < γ = min Y˜ . By Lemma 5.3 of [5] we know that X ∪ Y and
piγ,α[X ∪Y ] = X ∪ Y˜ are isomorphic with respect to< and+. We have htγ (piγ,α(λ′)) = htα(λ′) ≤ htα(λτα) < htτ (α),
so that using 3.3 and the i.h. we can compute κα
λ′ as well as κ
γ
piγ,α(λ′) and then see (using 5.5, 7.10 of [5] and 4.4) that
κ
γ
piγ,α(λ′) = piγ,α(καλ′). By 3.3 and i.h. we also have lh(καλ′) = lhα(καλ′) and lh(κ
γ
piγ,α(λ′)) = lhγ (κ
γ
piγ,α(λ′)) so that 4.4
gives us lh(κγ
piγ,α(λ′)) = piγ,α(lh(καλ′)).
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Now β = lh(κα
λ′)+ 1, and setting β˜ := piγ,α(β) we obtain Y˜ < β˜ as well as
β˜ = lh(κγ




By the i.h. applied to γ we know that lh(γ ) = lh(κγλτγ ), hence β˜ < α. Thus we get X < Y˜ < α and
γ = min Y˜ ≤1 Y˜ . Our choice of γ also guarantees that for all x ∈ X and all y ∈ Y we have x <1 y˜ iff
x <1 y. Finally, Y˜ − {γ } is isomorphic to Y − {α} with respect to ≤1 by the main i.h. since by (4) we have
htγ (β˜) = htα(β) ≤ htα(lhτ (α)) < htτ (α). To see this, note that for every y ∈ Y such that α < y we have
lh(y˜) = lhγ (y˜) and lh(y) = lhα(y), so that again we can apply the lemma concerning the commutativity of pi
with lh. This establishes X ∪ Y˜ ∼= X ∪ Y .
We turn to the proof of (ii). We consider several cases of which the following case 1 is the interesting one. Case 2
and its subcases are straightforward but treated explicitly for convenience.
Case 1: καλ ∈ P. Then α < καλ = λ ≤ β ≤ lh(λ), and using part (i) we see that α ∈ E.
If λ < β, we have λ ∈ (α, λτα] ∩ L. Let µ be such that κλµ ≤ β ≤ lh(κλµ). By part (a) (ii) of 5.5 of the (main) i.h.
applied to α and λ there are finite sets Xµ ⊆ λ and Zµ ⊆ [λ, lh(κλµ)] with λ, κλµ, β, lh(κλµ) ∈ Zµ such that there is no
covering hµ of Xµ ∪ Zµ with Xµ ≤pw hµ[Xµ] < hµ[Zµ], λ ≤ hµ[Zµ] and hµ(β) < β.
If λ = β, the situation is simpler since we do not have to include sets Xµ and Zµ.
By 5.6 of the (main) i.h. applied to α and λ we find finite sets Xλ ⊆ λ and Zλ ⊆ [λ, lh(λ)] with λ, lh(λ) ∈ Zλ such
that there is no covering hλ of Xλ ∪ Zλ with Xλ ≤pw hλ[Xλ] < hλ[Zλ] and hλ[Zλ] < λ.
Set X0 := (Xµ ∪ Xλ) ∩ α and Y := (Xµ ∪ Xλ) − (α + 1) ⊆ (α, λ). For every y ∈ Y there is a λy ∈ (0, λ) such
that y ∈ [καλy , lh(καλy )], and by the i.h. we find finite sets X y ⊆ α and Z y ⊆ [α, lh(καλy )] with α, καλy , y, lh(καλy ) ∈ Z y
such that there is no covering hy of X y ∪ Z y with X y ≤pw hy[X y] < hy[Z y], α ≤ hy[Z y] and hy(y) < y.
Now we set
X := X0 ∪
⋃
y∈Y
X y and Z := {α} ∪
⋃
y∈Y
Z y ∪ Zµ ∪ Zλ.
Then X ⊆ α and Z ⊆ [α, lh(λ)] with α, λ, β, lh(λ) ∈ Z . Let a covering h of X ∪ Z with X ≤pw h[X ] < h[Z ] and
α ≤ h[Z ] be given. We show that h(β) ≥ β:
For all y ∈ Y we have h(y) ≥ y by i.h. considering the restrictions of h to X y ∪ Z y for each y ∈ Y . We have
α ≤ h(α) and Xµ ∪ Zµ, Xλ ∪ Zλ ⊆ X ∪ Z , so that we can consider the restrictions of h to Xµ ∪ Zµ and to Xλ ∪ Zλ.
These restrictions clearly are again coverings and we have Xµ ≤pw h[Xµ] < h[Zµ] as well as Xλ ≤pw h[Xλ] < h[Zλ].
Since λ = min Zµ = min Zλ we have h(λ) = min h[Zµ] = min h[Zλ] and h(λ) ≤1 h[Zµ] as well as h(λ) ≤1 h[Zλ].
If we had h(λ) < λ, by α < h(λ) it would follow that h[Zλ] < λ since λ is α-≤1-minimal. But by 5.6 this cannot
be, so we must have h(λ) ≥ λ, and thus λ ≤ h[Zµ] which yields h(β) ≥ β by (main) i.h.
Case 2: καλ 6∈ P. Here we consider three subcases which address the form of the ordinal λ.
Subcase 2.1: λ ≤ α. Then καλ = α + λ, and we set Z := {α, α + λ} as well as X := {λ} if λ < α and X := ∅
otherwise.
Subcase 2.2: λ =NF ξ1 + ξ2 > α. Then καλ = lh(καξ1) + ξ2 according to 3.3. By the i.h. applied to lh(καξ1) there
exist X1 ⊆ α and Z1 ⊆ [α, lh(καξ1)] with α, καξ1 , lh(καξ1) ∈ Z1 such that there is no covering h1 of X1 ∪ Z1 with
X1 ≤pw h1[X1] < h1[Z1], α ≤ h1[Z1] and h1(lh(καξ1)) < lh(καξ1).
If ξ2 ≤ α, we set Z := Z1 ∪ {καλ }, and X := X1 ∪ {ξ2} if ξ2 < α and X := X1 otherwise.
If ξ2 > α, there is a λ′ ∈ (0, λ) such that καλ′ ≤ ξ2 ≤ lh(καλ′), and by the i.h. applied to ξ2 there exist finite
sets X2 ⊆ α and Z2 ⊆ [α, lh(καλ′)] with α, καλ′ , ξ2, lh(καλ′) ∈ Z2 such that there is no covering h2 of X2 ∪ Z2 with
X2 ≤pw h2[X2] < h2[Z2], α ≤ h2[Z2] and h2(ξ2) < ξ2.
Now we set X := X1 ∪ X2 and Z := Z1 ∪ Z2 ∪ {καλ }. Let h be a covering of X ∪ Z with X ≤pw h[X ] < h[Z ] and
α ≤ h[Z ]. We immediately obtain h(β) = h(lh(καξ1))+h(ξ2) ≥ lh(καξ1)+ ξ2 = β by the i.h. regarding the appropriate
restrictions of h.
Subcase 2.3: λ = ϑα(Γ + ρ) > α with α-localization (α = δ0, . . . , δm = λ) and i := cr(α, λ) < m. By the (main)
i.h. applied to α and λ we have καλ = lh(δi )+ λ.
We find an ordinal λ1 ∈ (0, λ) such that καλ1 ≤ lh(δi ) ≤ lh(καλ1), and the i.h. applied to lh(δi ) gives us finite sets
X1 ⊆ α and Z1 ⊆ [α, lh(καλ1)] with α, καλ1 , lh(δi ), lh(καλ1) ∈ Z1 such that there is no covering h1 of X1 ∪ Z1 with
X1 ≤pw h1[X1] < h1[Z1], α ≤ h1[Z1] and h1(lh(δi )) < lh(δi ).
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Likewise, there is a λ2 ∈ (0, λ) such that καλ2 ≤ λ ≤ lh(καλ2), and by the i.h. applied to λ we find finite sets
X2 ⊆ α and Z2 ⊆ [α, lh(καλ2)] with α, καλ2 , λ, lh(καλ2) ∈ Z2 such that there is no covering h2 of X2 ∪ Z2 with
X2 ≤pw h2[X2] < h2[Z2], α ≤ h2[Z2], and h2(λ) < λ.
We set X := X1 ∪ X2 and Z := Z1 ∪ Z2 ∪ {καλ } and conclude as before h(β) ≥ β for any covering h of X ∪ Z
with X ≤pw h[X ] < h[Z ] and α ≤ h[Z ] using the i.h. on the appropriate restrictions of h. This establishes part (ii) of
5.5(a).
Proof of part (b) of 5.5. Case 1: α ∈ E. By (ii) of part (a) there are finite sets U ⊆ α and V ⊆ [α, lh(καλτα )] with
α, καλτα
, lh(καλτα ) ∈ V such that there is no covering h ofU∪V satisfyingU ≤pw h[U ] < h[V ] and h[V ] ⊆ [α, lh(καλτα )).
Let α¯ ∈ [τ, α) be as defined in Lemma 8.2 of [5]:
α¯ = max({γ ∈ (τ, α) ∩ E | pi−1γ,α(λτγ ) ≥ λτα} ∪ {τ }).
By 5.4 and 3.3, part (c), there is an ordinal α′ = κτ
α′ ∈ (α¯, α) ∩ P − L such that U < α′ and for all u ∈ U , u <1 α′
iff u <1 α. To see this, note that we can choose γ ∈ P according to 5.4 (for λ = 0) large enough so that U < γ
and whenever u 6<1 α for some u ∈ U we also have u 6<1 γ , which is possible by part (a) of 2.1. If γ ∈ L we set
α′ := lh(γ )P, otherwise α′ := γ . This choice of α′ guarantees lh(α′) = α′.
Now set X := U ∪ {α′} and Z := V . In order to derive a contradiction assume that there exists a covering f of
X ∪ Z where X = f [X ] < f [Z ] < α.
Setting γ := min f [Z ], by α ∈ Z and α ≤1 Z we get γ ≤1 f [Z ]. Thus there exists an ordinal β ∈ (α′, α) such
that f [Z ] ⊆ Iτβ . Since α ∈ E and α, lh(α) ∈ Z we have κτβ = β ∈ E. By our choice of α¯ we have pi−1β,α(λτβ) < λτα . Set
V˜ := (pi−1β,α ◦ f )[Z ]. Then V˜ ⊆ pi−1β,α[Iτβ ] ⊆ [α, καλτα ) by i.h. We claim that
h : U ∪ V ↪→ U ∪ V˜ , h := pi−1β,α ◦ f
is a covering. This is a contradiction because U and V were chosen such that no such covering exists. We verify the
claim as follows. Clearly, h is a (<,+)-isomorphism. Concerning ≤1 it remains to show that for all u ∈ U and all
v ∈ V , u <1 v implies h(u) <1 h(v), since for the other ≤1-relations we can use the i.h.
Let u <1 v where u ∈ U and v ∈ V . Then u = f (u) <1 f (v) by our assumption regarding f , which implies
u <1 α′ (since u < α′ < f (v)) and hence u <1 α by our choice of α′. But since h(u) = u and α ≤1 h(v) we obtain
h(u) <1 h(v).
Case 2: α ∈ L − E. Then we have λτα < α and καλτα = α + λτα and the construction of sets X and Z according to
the claim is similar but easier than in the first case.
Case 3: α ∈ P − L. Then α = α0 · ωn for some n ∈ (0, ω) where either α0 = τ or α0 = lh(β) for some
β = κτβ ∈ L. We easily verify that X := {α0 · ωi | 0 ≤ i < n} and Z := {α} satisfy the claim. This concludes the
proof of 5.5, thereby establishing (5).
Proof of 5.6. We distinguish between two cases:
Case 1: κτα = α ∈ P− L. Then the same sets as in case 3 above (the proof of part (b) of 5.5) work.
Case 2: κτα = α ∈ L. Part (b) of 5.5 gives us finite sets X ⊆ α and Z ⊆ [α, lh(α)] such that there is no covering
of X ∪ Z below α which fixes X . We may assume that α, lh(α) ∈ Z and that the set X ∪ Z is closed under additive
decomposition.
In order to reach a contradiction let us assume that there is a covering h of X∪Z such that X ≤pw h[X ] < h[Z ] < α.
From this we will construct a covering f of X ∪ Z where X = f [X ] < f [Z ] < α, which contradicts (b) of 5.5.
By Lemma 5.2, for all additive principal numbers ξ, η ∈ X ∪ Z we have
ξ < η ⇔ mc(h(ξ)) < mc(h(η)). (6)
For z ∈ Z let z = z1 + · · · + zn + x1 + · · · + xm be its decomposition into additive normal form where
z1, . . . , zn ∈ Z ∩ P and x1, . . . , xm ∈ X ∩ P (this is possible since X ∪ Z is closed under additive decomposition),
and set f (z) := h(z1) + · · · + h(zn) + x1 + · · · + xm . For x ∈ X define f (x) := x . Then for every z ∈ Z we have
f (z) ≤ h(z) since X ≤pw h[X ], and we see that h[X ] < f [Z ] ≤pw h[Z ] < α, using min(Z) ∈ P. Property (6) yields
that f is a (<,+)-isomorphism of X ∪ Z and X ∪ f [Z ]. But since f [Z ] ≤pw h[Z ] and f [Z ] ∩ P = h[Z ] ∩ P we see
that f is in fact a covering of X ∪ Z below α which fixes X : Contradiction. 
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The following corollary states the property of dynamic periodicity of R1 we mentioned in the introduction to this
section.
Corollary 5.7. Let σ, τ ∈ E and σ < τ . Then the restriction of piσ,τ to the set Tτ [σ ] ∩ (τ,Ω1) preserves <1, and for
every α ∈ Tτ [σ ] ∩ (τ,Ω1) we have




α ) = κσpiσ,τ (α).
Proof. Immediate by Lemmas 3.3, 4.4, and the theorem which shows that we have lh(α) = lhτ (α) for every
α ∈ Tτ ∩ (τ,Ω1) and together with 3.3 allows for a computation of κτ and κσ . 
Definition 5.8. Let α ∈ Tτ ∩ (τ,Ω1). The sequence (β1, . . . , βm) is called the τ -≤1-localization of α iff we have
τ < β1 <1 . . . <1 βm = α, β1 is τ -≤1-minimal and for all i ∈ {1, . . . ,m − 1} the ordinal βi is the greatest
<1-predecessor of βi+1.
Corollary 5.9. Let α ∈ Tτ , α > τ , be of a form ϑτ (∆+η) and let its τ -localization be given by (τ = α0, . . . , αn = α).
The τ -≤1-localization (β1, . . . , βm) of α is included in the τ -localization of α. The greatest <1-predecessor of α
in the interval (τ, α) is αi where i ∈ {1, . . . , n − 1} is maximal such that λταi ≥ α, if this exists. Otherwise, α is
τ -≤1-minimal. Iteration of this process until τ -≤1-minimality is reached yields the τ -≤1-localization of α.
Proof. If there is no maximal i ∈ {1, . . . , n − 1} such that λταi ≥ α, there is also no minimal such i , whence
cr(τ, α) = n and by the theorem α = κτα and m = 1.
Now let us assume that there is a maximal i ∈ {1, . . . , n−1} such that λταi ≥ α. Then for all j ∈ {i +1, . . . , n−1}
we have λτα j < α, and (αi , . . . , αn = α) is the αi -localization of α. By the theorem we know that λα j = λαiα j = λτα j
and that α is αi -≤1-minimal, α = καiα . Because α ≤ λταi = λαi we obtain αi <1 α. We continue with this procedure
with αi instead of α whence we use the τ -localization (τ = α0, . . . , αi ) of αi and finally reach an αk which is
τ -≤1-minimal. The ordinal αk is therefore β1 of the τ -≤1-localization of α. 
Remark. If α ∈ Tτ ∩ (τ,Ω1) is not an additive principal number we can also describe how to obtain the τ -≤1-
localization of α:
Case 1: α∗τ = τ . Then we get (α) as τ -≤1-localization of α.
Case 2: α∗τ > τ . Let (β1, . . . , βm = α∗τ ) be the τ -≤1-localization of α∗τ . Then
(β1, . . . , βi , α) where i :=
{
max{i ∈ [1,m] | βi <1 α} if that exists
0 otherwise
is the τ -≤1-localization of α (meaning that if i = 0 we just get (α)). The search procedure for i can be described as
follows. We set ρ := −βm + α. Then we have α = κβmρ .
• λβm ≥ ρ. Then βm <1 α, and i = m.
• λβm < ρ. Let ρ1 := −λβm + ρ. Then α = κβmρ = κβmλβm+ρ1 .• m = 1. Then i = 0.
• m > 1. Then we have α = κβm−1βm+ρ1 .• λβm−1 ≥ βm + ρ1. Then βm−1 <1 α, and i = m − 1.
• λβm−1 < βm + ρ1. Let ρ2 := −λβm−1 + βm + ρ1.
. m = 2. Then α is τ -≤1-minimal and thus i = 0.
. m > 2. Then we obtain α = κβm−1λβm−1+ρ2 = κ
βm−2
βm−1+ρ2 and continue along the same pattern, i.e. comparing
βm−1 + ρ2 and λβm−2 etc. 
Recall Definition 9.1 of [5] in the concluding corollary below, which characterizes the class of ordinals α that
satisfy α <1 ∞.
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Corollary 5.10. For τ ∈ {1} ∪ E we have
Tτ ∩ Ω1 = min{α > τ | α <1 ∞} = θτ ,
moreover, for every ordinal α,
α <1 ∞ iff α = τρ for some ρ ∈ On.
Proof. Let τ ∈ {1} ∪E. Note that if min{α > τ | α <1 ∞} exists then it is equal to θτ and vice versa. By the theorem
we already know that Tτ ∩ Ω1 ≤ θτ .
We first show that for α := Tτ ∩ Ω1
α <1 Tα ∩ Ω1 (7)
by showing α <1 καλ for every λ ∈ (0,Tα ∩ Ω1). By continuity of the mapping κα the interesting case is λ = λ′ + 1.
Epsilon numbers γ such that γ = κτγ and pi−1γ,α(λτγ ) ≥ λ′ can be found cofinally in α. This can be seen as follows. Let
γn := ϑτ (· · · (ϑn(0)) · · · ) where n > 0. Then we have α = supn<ω γn and γn = κτγn ∈ Tτ ∩ E ∩ (τ, α) for every
n > 0. We have λτγn = ϑγn (· · · (ϑn−1(0)) · · · ). But then we get changing the base pi−1γn ,α(λτγn ) = ϑα(· · · (ϑn−1(0)) · · · )
and the supremum of these ordinals is Tα ∩ Ω1. With this preparation we can continue as in the proof of the theorem
to conclude that α <1 καλ . This establishes (7).
(7) shows in particular (for τ ∈ {1} ∪ {τξ | ξ ∈ On}) that for every ρ which is either 0 or a successor ordinal we
have τρ <1 τρ+1.
Now let α := τρ where ρ ∈ Lim. We show that α <1 Tα ∩ Ω1 = τρ+1 similarly as above by induction on ρ. Let
again λ = λ′ + 1 < τρ+1 and consider the situation where we have to derive α <1 καλ from the i.h. α <1 καλ′ .
By (7) and i.h. we know that τξ <1 τξ+1 for every ξ < ρ, and we see that ordinals γ such that γ = κτγ ∈ Tτ ∩ E
and pi−1γ,α(λτγ ) ≥ λ′ where τ = τξ for some ξ < ρ can be found cofinally in α. This again allows us to conclude
α <1 κ
α
λ as in the proof of the theorem. We therefore also have τρ <1 τρ+1 for limit ordinals ρ.
Having shown τρ <1 τρ+1 for all ρ ∈ On we obtain by an easy induction that τρ <1 ∞ for all ρ ∈ On.
The theorem guarantees that for every α which is not an ordinal of the form τρ where ρ ∈ On we have α 6<1 ∞
since either α < τ0 or α ∈ (τξ , τξ+1) for some ξ in this case. Moreover, the theorem shows that for such α we have
lh(α) < τ0 or lh(α) < τξ+1, and lh(α) < Tα ∩ Ω1 provided α ∈ E.
This implies, using (7), that for given τ ∈ {1} ∪ E we have Tτ ∩ Ω1 = τρ for some ρ ∈ On. We therefore have
Tτ ∩ Ω1 = θτ . This completes the proof of the corollary. 
Note that for ρ ∈ On the <1-predecessors of τρ are exactly the ordinals τξ where ξ < ρ.
6. Conclusion
Recall that the core ofR1 is the union of all finite isominimal substructures ofR1. It was shown in [2] that
Core(R1) = min{α | α <1 ∞}
and that the restriction of R1 to Core(R1) is a recursive structure. By the results of Section 5 it follows that the
restriction ofR1 to T1 ∩Ω1 is an elementary recursive structure, which reestablishes the result in [2] since we proved
that T1 ∩ Ω1 = min{α | α <1 ∞} and we characterized the restriction of lh to T1 ∩ Ω1 by the elementary recursive
function lh1.
In a separate article (see [6]) we will give an alternative proof of the fact that the core of R1 is equal to the least α
such that α <1 ∞, which does not use the proof in [2]. Moreover, we will introduce a concept of relativized pattern
of resemblance (as was also mentioned in [2]) and develop mutual uniform (in τ ) elementary recursive assignments
between ordinals represented in Tτ and patterns relative to τ using the results of the present article.
The subject of a forthcoming article will be the ordinal arithmetical analysis of the structure R−2 employing again
the tools developed in [5]. In accordance with a conjecture of Carlson we claim the core of R−2 to be the same as the
core ofR1.
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