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Abstract
The generating function of cubic Hodge integrals satisfying the lo-
cal Calabi-Yau condition is conjectured to be a tau function of a new
integrable system which can be regarded as a fractional generalization
of the Volterra lattice hierarchy, so we name it the fractional Volterra
hierarchy. In this paper, we give the definition of this integrable hier-
archy in terms of Lax pair and Hamiltonian formalisms, construct its
tau functions, and present its multi-soliton solutions.
1 Introduction
Let g, n ∈ N be two natural numbers satisfying the stable condition 2g−2+
n > 0, and Mg,n be the moduli space of stable curves with genus g and n
marked points. Denote by ψk (k = 1, . . . , n) the first Chern class of the k-th
tautological line bundle Lk on Mg,n, and denote by λj (j = 0, . . . , g) the
j-th Chern class of the Hodge bundle Eg,n on Mg,n. The Hodge integrals
are defined as the following integrals:
〈τi1 · · · τinλj1 · · ·λjm〉g :=
∫
Mg,n
ψi11 · · ·ψinn λj1 · · ·λjm .
They arise naturally in the localization computation of Gromov-Witten in-
variants for toric varieties, and are also related to many interesting math-
ematical objects, like Hurwitz numbers, irreducible representations of sym-
metric groups, and so on [7, 12, 14, 17].
Denote by γj the j-th Chern character of the Hodge bundle Eg,n on
Mg,n. They are polynomials of λ0, . . . , λj , and satisfy γ2j = 0 becuase of
the Mumford relation [16]. The genus g free energy for Hodge integrals are
defined as the following generating series
Hg(t, s) =
∑
n,m
ti1 · · · tin
n!
sj1 · · · sjm
m!
〈τi1 · · · τinγ2j1−1 · · · γ2jm−1〉g,
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and the full genera free energy and the partition function are defined as
H(t, s; ε) =
∑
g≥0
ε2g−2Hg(t, s), Z(t, s; ε) = eH(t,s;ε).
We proved in [5] that the function w = ε2∂2xH, where ∂x = ∂∂t0 , satisfies a
family of partial differential equations
∂w
∂ti
= Xi
(
w, ∂xw, ∂
2
xw, . . .
)
, i = 0, 1, 2, . . . ,
where Xi are differential polynomials, and these equations form a Hamilto-
nian integrable hierarchy, which is called the Hodge hierarchy. In particular,
when sj = 0, the Hodge hierarchy is just the Korteweg-de Vries (KdV) hier-
archy, so the Hodge hierarchy is actually a deformation of the KdV hierarchy
with sj ’s as deformation parameters. When sj ’s equal to other values, the
Hodge hierarchy may coincide with some known integrable systems. For
example, if
sj = (2j − 2)! s2j−1,
then we have
Hg(t, s) =
∑
n
ti1 · · · tin
n!
〈τi1 · · · τinCg(s)〉g,
where Cg(s) is the Chern polynomial of the Hodge bundle Eg,n given by
Cg(s) = λ0 + λ1 s+ · · ·+ λg sg.
So the corresponding partition function Z(t, s; ε) is also called the partition
function for linear Hodge integrals. It is proved by Buryak in [1, 2] that the
Hodge hierarchy for linear Hodge integrals is equivalent to the Intermediate
Long Wave (ILW) hierarchy.
If we take
sj = (1− 4j) (2j − 2)! s2j−1,
then we have
Hg(t, s) =
∑
n
ti1 · · · tin
n!
〈τi1 · · · τinCg(s)Cg(−2s)Cg(−2s)〉g. (1.1)
We conjectured and proved the following theorem in [5] and [6] respectively:
2
Theorem 1.1 Introduce a shift operator Λ = eε ∂x, and define
Λ1 = Λ
√
s = e
√
s ε ∂x ,
∂
∂Tk
=
∑
i≥0
(2 k s)i
∂
∂ti
,
u =
(
Λ
1
2
1 + Λ
− 1
2
1
)(
Λ1 − 2 + Λ−11
)H(t, s; ε).
Then we have
2
√
s ε
∂u
∂T1
=
(
Λ1 − Λ−11
)
eu,
12
√
s ε
∂u
∂T2
=
(
Λ1 − Λ−11
) (
eu
(
Λ + 1 + Λ−1
)
eu
)
, . . . .
More generally, ∂u∂Tk is given by the k-th equation of the Volterra lattice
hierarchy (also called the discrete KdV hierarchy),
k
(
2k
k
)√
s ε
∂L
∂Tk
=
[(
L2k
)
+
, L
]
,
where L = Λ1 + e
uΛ−11 .
The Hodge integrals that appear in (1.1) belong to the class of special
cubic Hodge integrals, whose general form is given by
〈τi1 · · · τinCg(−p)Cg(−q)Cg(−r)〉g, (1.2)
where p, q, r ∈ C satisfy the so-called local Calabi-Yau condition
1
p
+
1
q
+
1
r
= 0. (1.3)
The special cubic Hodge integrals arise in the localization computation of
Gromov-Witten invariants for toric Calabi-Yau threefolds, so they are very
important in the study of mirror symmetry and other related areas. There-
fore, the analogue of the above theorem for more general special cubic Hodge
integrals is an important problem.
Let us take
sj = −(2j − 2)!
(
p2j−1 + q2j−1 + r2j−1
)
, where r = − p q
p+ q
. (1.4)
Then we have
Hg(t, s) =
∑
n
ti1 · · · tin
n!
〈τi1 · · · τinCg(−p)Cg(−q)Cg(−r)〉g.
3
Let us denote
α =
p√
p+ q
, β =
q√
p+ q
,
and define
Λ1 = Λ
α, Λ2 = Λ
β, (1.5)
∂
∂xk
=
∑
i≥0
(k p)i
∂
∂ti
,
∂
∂yk
=
∑
i≥0
(k q)i
∂
∂ti
, (1.6)
u = (Λ1Λ2 − 1)
(
1− Λ−11
)H(t, s; ε). (1.7)
Boris Dubrovin and Di Yang showed in [4] that the function u satisfies, at
the approximation up to ε12, the following equation
c1 ε
∂u
∂x1
=
(Λ1Λ2 − 1)
(
1− Λ−11
)
Λ2 − 1 e
u, c1 =
p
√
p+ q
q
. (1.8)
They found that this equation is a certain reduction of the semi-discrete 2D
Toda lattice [10, 11, 18], and they conjectured that u should satisfy a certain
reduction of the integrable hierarchy associated to the semi-discrete 2D Toda
lattice. By continuing Dubrovin-Yang’s calculation, it can be shown that
at the approximation up to ε12 the function u also satisfies the following
equation
c2 ε
∂u
∂x2
=
(Λ1Λ2 − 1)
(
1− Λ−11
)
Λ2 − 1
(
eu
Λ1Λ2 − Λ−11
Λ2 − 1 e
u
)
, (1.9)
where c2 is given by
c2 =
2p(2p+ q)
√
p+ q
q2
.
Note that the roles played by p and q are symmetric, so, if we introduce
u˜ = (Λ1Λ2 − 1)
(
1− Λ−12
)H(t, s; ε) = 1− Λ−12
1− Λ−11
u,
and exchange p and q, we obtain
q
√
p+ q
p
ε
∂u˜
∂y1
=
(Λ1Λ2 − 1)
(
1− Λ−12
)
Λ1 − 1 e
u˜,
which implies that
q
√
p+ q
p
ε
∂u
∂y1
=
(
Λ2 − Λ−11
)
e
1−Λ−12
1−Λ−11
u
. (1.10)
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One can also obtain ∂u∂y2 by using a similar argument.
The purpose of the present paper is to give a precise statement of
Dubrovin-Yang’s conjecture on the integrable hierarchy that governs the
cubic Hodge integrals (1.2) satisfying the local Calabi-Yau condition (1.3).
We will give the definition of the integrable hierarchy in terms of Lax pair
representation, study its Hamiltonian structure and tau structure, and find
multi-soliton solutions.
Suppose α, β ∈ C are two arbitrary complex numbers. We consider the
following Lax operator:
L = Λ2 + e
u(x) Λ−11 ,
where Λ1 = Λ
α, Λ2 = Λ
β, and Λ = eε ∂x .
Lemma 1.2 Denote Λ3 = Λ1Λ2, then the following statements hold true:
i) There exists an operator
A1 = Λ3 +
∑
i≥0
a1,i (Λ3)
−i ,
where a1,i are differential polynomials of u, such that A1 = L
α+β
β .
ii) There exists an operator
A2 = a2,−1 (Λ3)−1 +
∑
i≥0
a2,i (Λ3)
i ,
where a2,i are differential polynomials of u, such that A2 = L
α+β
α .
The definition of the fractional power of L will be given in Sec. 2.
Definition 1.3 The fractional Volterra hierarchy (FVH) is defined by the
following Lax equations:
ε
∂L
∂ti,k
= [Bi,k, L] , (1.11)
where i = 1, 2, k = 1, 2, . . . , and the operator Bi,k reads
Bi,k =
{ (
Ak1
)
+
, if i = 1;
− (Ak2)− , if i = 2. (1.12)
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In the above definition, the positive or negative part of an operator is given
by (∑
i∈Z
ai (Λ3)
i
)
+
=
∑
i≥0
ai (Λ3)
i ,
(∑
i∈Z
ai (Λ3)
i
)
−
=
∑
i<0
ai (Λ3)
i .
Define the residue operation as follow
Res
(∑
i∈Z
ai (Λ3)
i
)
= a0.
Then the main results of the present paper is the following theorem.
Theorem 1.4 The FVH has the following properties:
i) It is integrable, that is, for any (i, k) and (j, l), we have[
∂
∂ti,k
,
∂
∂tj,l
]
= 0.
ii) It can be written as a hierarchy of Hamiltonian systems
ε
∂u
∂ti,k
= {u,Hi,k}P ,
where the Hamiltonian operator P reads
P =
(Λ3 − 1)
(
1− Λ−11
)
Λ2 − 1 ,
and the Hamiltonians Hi,k are given by
Hi,k =
(i− 1)α+ (2− i)β
(α+ β) k
∫
Res
(
Aki
)
x. .
iii) It has a tau structure. More presicely, define
Ω1,k;j,l =
k∑
m=1
Λm3 − 1
Λ3 − 1
(
Res
(
Λ−m3 A
k
1
)
Res
(
AljΛ
m
3
))
,
Ω2,k;j,l =
k∑
m=1
Λm3 − 1
Λ3 − 1
(
Res
(
Ak2Λ
m
3
)
Res
(
Λ−m3 A
l
j
))
,
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then for any solution u(x; t), there exists a function τ(x; t), such that
(Λ3 − 1)
(
1− Λ−11
)
log τ = u, (1.13)
ε (Λ3 − 1) ∂ log τ
∂ti,k
= ResAki , (1.14)
ε2
∂2 log τ
∂ti,k∂tj,l
= Ωi,k;j,l. (1.15)
The Dubrovin-Yang conjecture for the special cubic Hodge integrals can
be stated as the following Hodge-FVH correspondence.
Conjecture 1.5 (Hodge-FVH correspondence) Let H(t, s; ε) be the free
energy of Hodge integrals with sj given in (1.4), and
∂
∂xk
, ∂∂yk , u be given in
(1.6), (1.7). Then the recombined Hodge hierarchy ∂u∂xk = ∑i≥0 (k p)i
∂u
∂ti
,
∂u
∂yk
=
∑
i≥0
(k q)i
∂u
∂ti

coincides with the FVH (1.11) after the rescaling
xk = αk
(α+β
β k
k
)
t1,k, yk = β k
(α+β
α k
k
)
t2,k.
The paper is arranged as follow: In Sec. 2 we give the definition of the Lax
operator L and its fractional powers. In Sec. 3 we prove the main theorem
of the paper. In Sec. 4 we present the multi-soliton solutions of the FVH.
Finally, in Sec. 5 we give some concluding remarks.
2 Fractional pseudo-difference operators
Let A be a commutative C-algebra with a gradation
A =
∏
i≥0
Ai, Ai · Aj ⊂ Ai+j ,
such that A is topological complete with respect to the induced decreasing
filtration
A = A(0) ⊃ · · · ⊃ A(d−1) ⊃ A(d) ⊃ A(d+1) ⊃ · · · , A(d) =
∏
i≥d
Ai.
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An element f ∈ A can be decomposed as
f = f0 + f1 + f2 + · · · , fi ∈ Ai.
We often write it as
f = f0 + εf1 + ε
2f2 + · · · ,
where ε is just a formal parameter, whose power counts the degree.
Let ∂x : A → A be a derivation with degree one, that is ∂xAi ⊂ Ai+1.
Since A is complete, the exponential map of ∂x is well-defined, which is
called the shift operator, and is denoted by
Λ = eε ∂x =
∑
k≥0
1
k!
εk∂kx .
Then, for any complex number µ ∈ C, we can defined the µ-th power of Λ
as follow:
Λµ = eε µ ∂x =
∑
k≥0
1
k!
εkµk∂kx .
Let ∆ ∈ C be a complex number. The ring of fractional pseudo-difference
operators with step size ∆ is defined as the following A-module
D(∆) =
∑
k≥0
fk Λ
γ−k∆
∣∣∣∣∣∣ γ ∈ C, fi ∈ A
 ,
equipped with the following multiplication:∑
k≥0
fk Λ
γ1−k∆
 ·
∑
l≥0
gl Λ
γ2−l∆

=
∑
k≥0
(
k∑
i=0
fiΛ
γ1−i∆ (gk−i)
)
Λγ1+γ2−k∆.
We adopt the Λ−∆-adic topology on D(∆), so that its elements are conver-
gent.
We further assume that there is a suitable topology on A0 such that the
exponential map
exp : A0 → A0, u 7→ eu =
∑
k≥0
1
k!
uk
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is well-defined. Then it is easy to see that exp : A → A is also well-defined,
since
ef0+f1+f2+··· = ef0 · ef1+f2+···,
where ef1+f2+··· does exist due to the completeness of A.
Suppose u ∈ A, and L ∈ D(∆) has the following form
L = euΛγ + f1Λ
γ−∆ + f2Λγ−2∆ + · · · , γ 6= 0. (2.1)
The main goal of the this section is to construct the µ-th power of L for an
arbitrary µ ∈ C.
We consider the case with L = euΛγ first. By using the integral form of
the Baker-Campbell-Hausdorff (BCH) formula (see e.g. [9]), one can obtain
the following identity:
log (eu Λγ) = γ ε ∂x +
γ ε ∂x
eγ ε ∂x − 1 (u) , (2.2)
so the µ-th power of L = euΛγ can be defined as
(eu Λγ)µ = exp
(
µγ ε ∂x +
µγ ε ∂x
eγ ε ∂x − 1 (u)
)
= exp
(
µγ ε ∂x +
µγ ε ∂x
eµγ ε ∂x − 1
eµγ ε ∂x − 1
eγ ε ∂x − 1 (u)
)
= exp
(
Λµγ − 1
Λγ − 1 (u)
)
Λµγ .
On the other hand, if
L = 1 + f1Λ
−∆ + f2Λ−2∆ + · · · ,
its logrithm is given by
log (L) =
∑
k≥1
(−1)k−1
k
(
f1Λ
−∆ + f2Λ−2∆ + · · ·
)k
,
which is convergent in the Λ−∆-adic topology of D(∆).
Finally, if L is given by (2.1), we can write it as L = L1L2, where
L1 = e
u Λγ , L2 = 1 + e
−u Λ−γ(f1)Λ−∆ + e−u Λ−γ(f2)Λ−2∆ + · · · .
We define P = logL1, Q = logL2, then
logL = log (expP expQ) ,
which can be obtained from the BCH formula again. Then the µ-th power
of L is defined as
Lµ = exp (µ logL) .
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3 Proofs of the main results
Let u be the coordinate on C, and A0 be the C-algebra of entire functions
on C. We define
A = A0[[ui | i = 1, 2, . . . ]],
which is completed with respect to the following degree
deg f(u) = 0, deg ui = i.
Then A satisfies the assumptions given in the last section. Define
∂x =
∑
i≥0
ui+1
∂
∂ui
,
then ∂x is a degree-one derivation, so we can define its exponential map Λ
on A, and the ring D(∆) of fractional pseudo-difference operators with an
arbitrary step size ∆ ∈ C.
Let α, β ∈ C be two arbitrary complex numbers, and ∆ = α + β, then
the following operator
L = Λβ + eu Λ−α
is an element of D(∆) ∩ D(−∆), which is called the Lax operator of the
FVH.
According to the definitions given in the last section, we can define the
µ-th power of L in both D(∆) and D(−∆) for an arbitrary µ ∈ C. We
denote
A1 = L
α+β
β ∈ D(∆), A2 = L
α+β
α ∈ D(−∆),
then they fulfill the requirements asked in Lemma 1.2, so this lemma is
proved trivially. Then we can define Bi,k as (1.12), and define the FVH by
(1.11).
It is needed to explain that why the equation (1.11) gives a partial dif-
ferential equation for u. We take the i = 1 case for example. Denote by
B =
(
Ak1
)
+
, then there is B′ =
(
Ak1
)
− such that
[B +B′, L] = [L
α+β
β
k
, L] = 0,
so the equation (1.11) can be written as
ε
∂L
∂t
= [B,L] = −[B′, L].
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Let L′ = LΛ1 = Λ3 + eu, then we have
ε eu
∂u
∂t
= ε
∂L′
∂t
= BL′ − L′ (Λ−11 BΛ1) = −B′L′ + L′ (Λ−11 B′Λ1) .
In the above equation, both of the second term and the third term are formal
power series of Λ3. However, the second term doesn’t contain negative
powers of Λ3, while the third term doesn’t contain positive powers of Λ3, so
both of them should be equal to the zeroth power of Λ3, so it gives a partial
differential equation for u. The i = 2 case is similar.
Example 3.1 According to the definitions given in the last section, one can
show that
A1 = Λ3 +
Λ3 − 1
Λ2 − 1 (e
u) +O
(
Λ−13
)
,
then it is easy to obtain the t1,1-flow of the FVH
ε
∂u
∂t1,1
=
(Λ3 − 1)
(
1− Λ−11
)
Λ2 − 1 (e
u) .
Example 3.2 Similarly, we have
A2 = e
1−Λ−13
1−Λ−11
u
Λ−13 +
Λ2 − Λ−11
1− Λ−11
e
1−Λ−12
1−Λ−11
u
+O (Λ3) ,
so the t2,1-flow of the FVH reads
ε
∂u
∂t2,1
=
(
Λ2 − Λ−11
)
e
1−Λ−12
1−Λ−11
u
.
Remark 3.3 The local Calabi-Yau condition (1.3) is symmetric in p, q,
r, so there should exist an S3-action on H(t, s). In Sect. 1, we used the
reflection σ12 : p ↔ q ∈ S3 to obtain the flow ∂∂y1 from the flow ∂∂x1 . The
other elements of S3 can be also used. For example, if we intoduce the
following flows:
∂
∂zk
=
∑
i≥0
(k r)i
∂
∂ti
,
and consider the action of σ13 : p ↔ r or σ23 : q ↔ r on H(t, s), then one
can obtain the flow ∂∂z1 from
∂
∂x1
or ∂∂y1 :
pq
(p+ q)
√
p+ q
ε
∂u
∂z1
=
(
Λ−11 − 1
)
e
− Λ2−1
Λ2−Λ−11
u
.
One can also find other flows ∂∂zk by using the similar method. However, we
do not know how to represent these new flows in the Lax form (1.11).
11
The following lemma can be easily proved by using the definition (1.11),
(1.12) of the FVH, so we omit its proof.
Lemma 3.4 For i, j = 1, 2, k, l = 1, 2, . . . , we have
ε
∂Bj,l
∂ti,k
− ε∂Bi,k
∂tj,l
+ [Bj,l, Bi,k] = 0. (3.1)
By using this lemma, one can proved the first part of Theorem 1.4, that is,
the equation (1.11) indeed define an integrable system. To prove the second
part of the theorem, we need to use some identities about the variational
derivatives of Hi,k.
Lemma 3.5 For i = 1, 2, and k = 1, 2, . . . , we have
δHi,k
δu
= Res
(
eu Λ−11 A
k
i L
−1
)
, (3.2)
Proof We prove the i = 1 case only, since the proof for the i = 2 case is
similar. Recall that
Ak1 = L
α+β
β
k
= exp
(
α+ β
β
k logL
)
.
By using the following well-known identity∫
Res (XY ) x. =
∫
Res (Y X) x. ,
one can show that∫
Res eA+δA x. =
∫
Res eA (1 + δA) x. +O(δA
2),
so we have
δ
∫
ResAk1 x. = δ
∫
Res exp
(
α+ β
β
k logL
)
x.
=
α+ β
β
k
∫
ResAk1 (δ logL) x. +O((δ logL)
2).
On the other hand, we write L(u+ δu) as
L(u+ δu) = L+ δL+O(δu2) = elogLeL
−1δL+O(δu2),
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then, by using the BCH formula, we obtain
logL(u+ δu) = log
(
elogLeL
−1δL+O(δu2)
)
= logL+
adlogL
1− e− adlogL
(
L−1δL
)
+O(δu2).
So we have ∫
ResAk1 (δ logL) x.
=
∫
Res
adlogL
1− e− adlogL
(
L−1δL
)
Ak1 x. +O(δu
2)
=
∫
ResL−1δL
adlogL
eadlogL − 1
(
Ak1
)
x. +O(δu
2)
=
∫
Res δLAk1 L
−1 x. +O(δu2),
where we used the following identity:∫
Res (adX(Y )Z) x. = −
∫
Res (Y adX(Z)) x. .
Finally, by replacing δL by δu eu Λ−1, the lemma is proved. 
Lemma 3.6 For i = 1, 2, and k = 1, 2, . . . , we have
ResAki =
Λ3 − 1
Λ2 − 1 Res
(
euΛ−11 A
k
i L
−1
)
(3.3)
Proof Suppose in D(∆) or D(−∆) we have
Aki L
−1 = Λ1e−u
(∑
i∈Z
biΛ
i
3
)
,
where the summation is truncated on the positive or negative direction. So
we have
Res
(
euΛ−11 A
k
i L
−1
)
= b0.
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Then we use two methods to compute ResAki :
R1 = Res
(
Aki L
−1
)
L = Res Λ1e
−u
(∑
i∈Z
biΛ
i
3
)(
Λ2 + e
uΛ−11
)
= Res
∑
i∈Z
Λ1
(
e−u
(
bi−1 + bi Λi3 (e
u)
))
Λi3 = Λ1
(
b0 + e
−ub−1
)
R2 = ResL
(
Aki L
−1
)
= Res
(
Λ2 + e
uΛ−11
)
Λ1e
−u
(∑
i∈Z
biΛ
i
3
)
= Res
∑
i∈Z
(
bi + Λ3
(
e−u bi−1
))
Λi3 = b0 + Λ3
(
e−u b−1
)
.
It is easy to see that Λ2 (R1)−R2 = (Λ3 − 1) b0, so we have
ResAki = R1 = R2 =
Λ3 − 1
Λ2 − 1b0 + Ci,k,
where Ci,k belong to the kernel of Λ2−1, so they must be constants. Finally,
by taking u = 0, one can show that Ci,k = 0. The lemma is proved. 
By using the above two identities, we have
ε
∂u
∂ti,k
=e−u [Bi,k, L] Λ1 =
(
1− Λ−11
)
ResAki
=
(
1− Λ−11
) Λ3 − 1
Λ2 − 1 Res
(
euΛ−11 A
k
i L
−1
)
= P
(
δHi,k
δu
)
.
The operator P is obviously a Hamiltonian operator, so the second part of
Theorem 1.4 is proved.
To prove the third part of Theorem 1.4, we first derive some identities
that are satisfied by the functions Ωi,k;j,l in the following lemma.
Lemma 3.7 For i, j = 1, 2, k, l = 1, 2, . . . , we have
ε
∂
∂ti,k
ResAlj = ε
∂
∂tj,l
ResAki = (Λ3 − 1) Ωi,k;j,l. (3.4)
Proof We only prove the i = 1 case, since the i = 2 case is similar. The
first identity can be easily proved by using the definition (1.11), (1.12) of the
FVH. To prove the second one, we first represent Aki and A
l
j in the forms
Aki =
∑
m∈Z
Res
(
Aki Λ
−m
3
)
Λm3 , A
l
j =
∑
n∈Z
Res
(
AljΛ
−n
3
)
Λn3 ,
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then we have
ε
∂
∂ti,k
ResAlj = Res
[(
Aki
)
+
, Alj
]
= Res
[
k∑
m=0
Res
(
Aki Λ
−m
3
)
Λm3 ,
∑
n∈Z
Res
(
AljΛ
−n
3
)
Λn3
]
=
k∑
m=1
(
Res
(
Aki Λ
−m
3
)
Λm3
(
Res
(
AljΛ
m
3
))
−Res
(
AljΛ
m
3
)
Λ−m3
(
Res
(
Aki Λ
−m
3
)))
=
k∑
m=1
(Λm3 − 1)
(
Res
(
Λ−m3 A
k
i
)
Res
(
AljΛ
m
3
))
= (Λ3 − 1) Ωi,k;j,l.
The lemma is proved. 
Lemma 3.8 The differential polynomials Ωi,k;j,l satisfy the following iden-
tities:
Ωi,k;j,l = Ωj,l;i,k,
∂
∂ti,k
Ωj,l;m,n =
∂
∂tj,l
Ωi,k;m,n,
where i, j,m = 1, 2, k, l, n = 1, 2, . . . .
Proof The above lemma implies that
(Λ3 − 1) (Ωi,k;j,l − Ωj,l;i,k) = 0,
(Λ3 − 1)
(
∂
∂ti,k
Ωj,l;m,n − ∂
∂tj,l
Ωi,k;m,n
)
= 0,
so there are constants Ci,k;j,l and C
′
i,k;j,l;m,n such that
Ωi,k;j,l − Ωj,l;i,k = Ci,k;j,l, (3.5)
∂
∂ti,k
Ωj,l;m,n − ∂
∂tj,l
Ωi,k;m,n = C
′
i,k;j,l;m,n. (3.6)
Note that the terms on the left hand side of (3.6) have positive degrees, so
we have C ′i,k;j,l;m,n = 0. To find Ci,k;j,l, let us take u = 0 and u
i = 0, then
the binomial series gives
Res Λ−m3 A
k
1 =
( α+β
β k
k −m
)
, Res Λn3A
l
2 =
(α+β
α l
l − n
)
.
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so we have
Ω1,k;1,l =
k∑
m=1
m
( α+β
β k
k −m
)( α+β
β l
l +m
)
=
αk l
(k + l)(α+ β)
(α+β
β k
k
)(α+β
β l
l
)
,
Ω1,k;2,l =
k∑
m=1
m
( α+β
β k
k −m
)( α+β
α l
l −m
)
=
αβ k l
(α+ β)(k α+ l β)
(α+β
β k
k
)(α+β
α l
l
)
,
Ω2,k;1,l =
k∑
m=1
m
( α+β
α k
k −m
)( α+β
β l
l −m
)
=
αβ k l
(α+ β)(k β + l α)
(α+β
α k
k
)(α+β
β l
l
)
,
Ω2,k;2,l =
k∑
m=1
m
( α+β
α k
k −m
)( α+β
α l
l +m
)
=
β k l
(k + l)(α+ β)
(α+β
α k
k
)(α+β
α l
l
)
,
which imply Ci,k;j,l = 0. A proof of these identities and their generalization
can be found in [13]. The lemma is proved. 
Finally, to prove the last part of Theorem 1.4, we only need to verify the
compatibility of the equations (1.13)-(1.15), which has been proved in the
above two lemmas. So Theorem 1.4 is now proved.
4 Darboux transformations and multi-soliton so-
lutions
The Lax equations (1.11) of the FVH are the compatibility conditions of the
following linear systems:
Lψ = λψ, ε
∂ψ
∂ti,k
= Bi,kψ.
In this section, we are to apply Darboux transformation method [8, 15] to
these linear systems in order to obtain special solutions, in particular soliton
solutions, of the FVH.
Suppose u(x; t) is a solution of the FVH, and λ is an eigenvalue of the
corresponding Lax operator L, then one can find a solution ψ(x; t) of the
above Lax pair, which is called a wave function for the potential u and the
eigenvalue λ.
Lemma 4.1 (Darboux transformation) Suppose ψ is a wave function
for the potential u and the eigenvalue λ. Define operators
W = Λ3 − Λ3 (ψ)
ψ
, L˜ = WLW−1, (4.1)
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then L˜ has the form L˜ = Λ2 + e
u˜Λ−11 , where
u˜ = u+ (Λ3 − 1)
(
1− Λ−11
)
logψ. (4.2)
Moreover, u˜ is also a solution of the FVH.
Proof It is easy to verify the expression (4.2). To prove that u˜ is also a
solution of the FVH, one need to show
ε
∂L˜
∂ti,k
=
[
B˜i,k, L˜
]
,
which is implied by the equation
ε
∂W
∂ti,k
= B˜i,kW −WBi,k. (4.3)
Here B˜i,k is the operator (1.12) with L replaced by L˜.
We take the i = 1 case for example. Then
Bi,k =
(
Ak1
)
+
, B˜i,k =
(
WAk1W
−1
)
+
.
It is easy to see that(
WAk1W
−1
)
+
W −W
(
Ak1
)
+
= W
(
Ak1
)
−
−
(
WAk1W
−1
)
−
W,
so the equation (4.3) also can be written as
ε
∂
∂ti,k
(
−Λ3 (ψ)
ψ
)
= Res
(
WAk1W
−1 −Ak1
)(
−Λ3 (ψ)
ψ
)
. (4.4)
By using the following expression of the operator W−1 (in D(∆)):
W−1 =
∑
m≥0
ψ
Λ−m3 (ψ)
Λ−m−13 ,
one can show that
Res
(
WAk1W
−1 −Ak1
)
= (Λ3 − 1)
((
Ak1
)
+
ψ
ψ
)
,
which implies (4.4) immediately. The lemma is proved. 
By applying the Darboux transformation n times, we obtain the follow-
ing theorem. Its proof is standard [8, 15], so we omit it here.
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Theorem 4.2 (n-fold Darboux transformation) Suppose u is a solu-
tion of the FVH, and ψi (i = 1, . . . , n) are the wave functions for the eigen-
values λi (i = 1, . . . , n) of L. Define operators
W =
En
Dn
, L˜ = WLW−1, (4.5)
where
En =
∣∣∣∣∣∣∣∣∣
Λn3 Λ
n−1
3 · · · Λ03
Λn3 (ψ1) Λ
n−1
3 (ψ1) · · · Λ03 (ψ1)
...
...
. . .
...
Λn3 (ψn) Λ
n−1
3 (ψn) · · · Λ03 (ψn)
∣∣∣∣∣∣∣∣∣ , (4.6)
Dn =
∣∣∣∣∣∣∣∣∣
Λn−13 (ψ1) Λ
n−2
3 (ψ1) · · · Λ03 (ψ1)
Λn−13 (ψ2) Λ
n−2
3 (ψ2) · · · Λ03 (ψ2)
...
...
. . .
...
Λn−13 (ψn) Λ
n−2
3 (ψn) · · · Λ03 (ψn)
∣∣∣∣∣∣∣∣∣ , (4.7)
then L˜ has the form L˜ = Λ2 + e
u˜Λ−11 , where
u˜ = u+ (Λ3 − 1)
(
1− Λ−11
)
logDn. (4.8)
Moreover, u˜ is also a solution of the FVH.
It is easy to see that the function u(x; t) = 0 is a trivial solution of FVH.
Starting from this solution, we can obtain the n-soliton solutions of FVH by
using the above theorem.
Denote by L0 = Λ2 + Λ
−1
1 , and assume that λ ∈ C is an eigenvalue of
L0. Suppose z is a root of the equation z
β + z−α = λ, then it is easy to see
that the function
ψ(x; t; z) = exp
x
ε
log z +
1
ε
2∑
i=1
∑
k≥1
bi,k(z)t
i,k
 ,
where
b1,k(z) =
k∑
m=0
( α+β
β k
k −m
)
z(α+β)m, b2,k(z) = −
k∑
m=1
( α+β
α k
k −m
)
z−(α+β)m,
is a wave function for the eigenvalue λ.
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We assume α, β are two positive real numbers from now on, and λ is a
real number such that
λ >
(
α
β
) β
α+β
+
(
β
α
) α
α+β
, (4.9)
then the equation zβ + z−α = λ always has two real roots z1(λ) and z2(λ),
such that
z1(λ) <
(
α
β
) 1
α+β
< z2(λ).
In this case, the general real wave function has the following form:
ψ(λ) = C1 ψ(x; t; z1(λ)) + C2 ψ(x; t; z2(λ)),
where Ci (i = 1, 2) are arbitrary real numbers.
To construct the n-soliton solution, let us take λ1, . . . , λn ∈ R satisfying
the condition (4.9), and denote
ψm = C1,m ψ(x; t; z1(λm)) + C2,m ψ(x; t; z2(λm)), m = 1, . . . , n,
where Ci,m (i = 1, 2; m = 1, . . . , n) are some real numbers. Then we have
the n-soliton solution
u = (Λ3 − 1)
(
1− Λ−11
)
logDn,
where Dn is given by (4.7). This expression also shows that Dn is the tau
function for the solution u. Note that not all choices of Ci,m lead to a
positive Dn. It is an interesting problem to find the condition such that
Dn > 0 for all x, t ∈ R.
Example 4.3 Take α = 1.1, β = 1.9,
λ1 = 3.2, λ2 = 3.8, λ3 = 4.2, λ4 = 5.2,
and Ci,m = (−1)(i−1)(m−1) for i = 1, 2, m = 1, . . . , 4. Then the function
u(x, t1,1) gives a 4-soliton solution for the t1,1-flow of the FVH, see Figure
1-4.
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Figure 1: t1,1 = −8
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Figure 2: t1,1 = −4
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Figure 4: t1,1 = 4
5 Conclusion
The fractional Volterra hierarchy that we constructed in this paper is a
generalization of the usual Volterra lattice hierarchy. We can also view
this hierarchy as a certain reduction of the 2D Toda lattice hierarchy [19].
Indeed, the operators Ai (i = 1, 2) introduced in Lemma 1.2 satisfy the
following equations:
ε
∂Ai
∂t1,k
=
[(
Ak1
)
+
, Ai
]
, ε
∂Ai
∂t2,k
= −
[(
Ak2
)
−
, Ai
]
,
so the FVH is actually a reduction of the 2D Toda lattice hierarchy with
the shift operator Λ3 = e
∆ε∂x . The reduction condition is given by
Aβ1 = A
α
2 , α+ β = ∆,
where α, β are two nonzero complex numbers. Furthermore, one can con-
sider the following more general reduction condition:
Aβ1 = A
α
2 , α+ β = m∆,
20
where m is a positive integer. This condition will lead to a fractional gener-
alization of the bigraded Toda lattice hierarchy [3].
In order to prove Conjecture 1.5, we need to study properties of the
Virasoro symmetries of the FVH. We will do it in a subsequent paper.
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