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Resumen
La performance de las redes de computadoras se presenta como un to´pico atractivo,
cuyo ana´lisis es una tarea de gran intere´s en la actualidad. En este trabajo se presenta el
disen˜o deMonitorES, unMonitor de Estado de Servidores en una red de computadoras,
trabajando en un ambiente TCP/IP . La funcio´n del monitor es obtener informacio´n que
describa la condicio´n en que se encuentran los servidores, en cuanto a disponibilidad y
performance, a trave´s de distintas me´tricas tales como memoria disponible, utilizacio´n de
CPU, balance de carga, etc. En caso de la deteccio´n de alguna anormalidad en la red,
MonitorES alertara´ a un administrador de sistemas o de red que tomara´ las acciones
necesarias antes de que el problema resulte inmanejable. Finalmente, en este trabajo
tambie´n se presenta el ambiente de ejecucio´n de MonitorES a trave´s de una interfase
Web.
1 Introduccio´n
En la tecnolog´ıa de computadoras el enfoque tradicional de las u´ltimas de´cadas fue evolucio-
nar hacia multiprocesadores o supercomputadoras [5, 7]. Sin embargo, en los pa´ıses desarrollados
existe una tendencia contrapuesta al enfoque tradicional que plantea ejecutar las aplicaciones
distribuye´ndolas entre varios procesadores de diferente poder computacional. Las argumenta-
ciones a favor de esta tendencia se basan en consideraciones econo´micas y de eficiencia.
Desde el punto de vista de los usuarios, se ha difundido el uso de sistemas en red con el
objetivo de compartir archivos, recursos, informacio´n (internet), el uso del correo electro´nico,
etc. Sin embargo las posibilidades que brinda la conexio´n en red de un conjunto de computa-
doras son mucho ma´s amplias que la difundida entre usuarios corrientes. Au´n resta generalizar
co´mo realizar las ejecuciones remotas de programas sobre una red, el acceso a bases de datos re-
motas, co´mo generar ambientes computacionales distribuidos, co´mo desarrollar computaciones
paralelas y co´mo realizar desarrollos sobre redes que involucren inteligencia computacional.
*Grupo soportado por la UNSL y la ANPCYT (Agencia Nacional para Promocio´n de la Ciencia y la Tecno-
log´ıa)
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Figura 1: Modelo de Administracio´n de un Sistema
Hay un nu´mero de problemas fundamentales asociados al uso generalizado de las redes,
especialmente cuando el ambiente distribuido soportado por la red esta´ en cont´ınuo crecimiento,
tanto en taman˜o como en complejidad.
Ante esta situacio´n, un administrador de sistemas necesita herramientas que lo ayuden a
analizar la situacio´n actual y entonces poder predecir el comportamiento futuro de los recursos.
La monitorizacio´n de una coleccio´n de hosts es necesaria para la administracio´n, tanto de
las redes de comunicacio´n como para los sistemas distribuidos que se ejecutan en ella.
Como se muestra en al Figura 1 la informacio´n recolectada es utilizada en la toma de
decisiones de administracio´n y en la ejecucio´n de acciones apropiadas de control sobre el sistema.
En este trabajo nosotros discutimos principalmente la monitorizacio´n de un conjunto de
hosts, en particular el uso de un monitor como una herramienta de administracio´n. Las acciones
de control que pueden cambiar el estado de una red de servidores son dejadas fuera de discusio´n.
Sin embargo, mostramos co´mo el monitor responde dina´micamente al impacto que pueden tener
estas acciones de control sobre la red, tanto en arquitetura como en cambios de estado.
Las acciones de monitorizacio´n son ejecutadas sobre un recurso o grupos de recursos rela-
cionados. Un recurso es definido como cualquier componente de hardware (o eventualmente de
software) cuyo comportamiento puede ser controlado por un sistema de administracio´n. Este
recurso tiene una actividad propia, intr´ınseca a su definicio´n y cuyos detalles internos son de
vital importancia para los propo´sitos de la monitorizacio´n.
Dos enfoques son comu´nmente utilizados para chequear el comportamiento de un recurso:
en te´rminos de su estado y de sus eventos. El estado de un recurso es una medida de su
comportamiento en un punto discreto de tiempo y es representado por el valor corriente de un
conjunto de variables de estado, denominadas me´tricas. Un evento es una entidad ato´mica que
refleja un cambio en el estado de un recurso.
Para MonitorES se escogio´ una te´cnica de Monitorizacio´n Manejada por Tiempo (Time-
Driven Monitoring). Esta te´cnica esta´ basada en adquirir informacio´n de estado perio´dica con el
objetivo de recolectar vistas instanta´neas del comportamiento de un recurso. Hay una relacio´n
estrecha entre los intervalos de muestreo y la cantidad de informacio´n generada.
El estado de un objeto tiene una duracio´n en el tiempo, como son la longitud de cola ready
o la cantidad de memoria disponible y estos son ejemplos del tipo de monitorizacion manejada
por tiempo.
La informacio´n de monitorizacio´n describe el estado y los eventos asociados con un recurso
o un grupo de recursos que esta´n bajo estudio. Tal informacio´n puede ser representada por
reportes de estado individuales o por una secuencia de reportes.
La Organizacio´n de Esta´ndares Internacionales (ISO) ha definido una serie de esta´ndares
para la administracio´n de sistemas de comunicacio´n para la inteconexio´n de Sistemas Abier-
tos (OSI)[2, 6]. Los aspectos metodolo´gicos del presente trabajo se basan en las definiciones
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realizadas por OSI respecto a la administracio´n de un recurso.
En la administracio´n de una red existe una jerarqu´ıa de protocolos los cuales son conjuntos
de reglas que describen una secuencia de acciones que inicializan y controlan la transmisio´n
de datos a lo largo de los medios f´ısicos. Una de las principales familias de protocolos es la
de TCP/IP [1, 3]. Espec´ıficamente, para el desarrollo de este trabajo se ha seleccionado como
Modelo de Programacio´n, el Modelo Socket, a trave´s del cual, se podra´ acceder completamente
a la funcionalidad de TCP , UDP y a la de otros protocolos [1, 2, 3, 6].
El objetivo de este trabajo es definir un ambiente de control de servidores capaz de brindar
suficiente informacio´n sobre el estado de los diferentes hosts que se quieren monitorear. La
informacio´n describira´ la performance de los nodos a trave´s de distintas me´tricas tales como
memoria disponible, utilizacio´n de CPU, balance de carga, etc. Esta informacio´n sera´ utilizada
por el monitor para construir una base de datos que almacenara´ vistas histo´ricas de la actividad
de la red. Los reportes finales sera´n requeridos bajo demanda de usuarios apropiados o admi-
nistradores autorizados. A trave´s de una interfase Web, la informacio´n recolectada podra´ ser
manipulada, formateada o filtrada para ser reportada de modo que reu´na los requerimientos
espec´ıficos de la aplicacio´n.
2 Arquitectura del Monitor
La arquitectura del monitor esta´ basada en un modelo Cliente-Servidor [5, 7] como se
muestra en la Figura 2. Se puede observar la presencia de nodos (X, Y, Z) los cuales actu´an como
clientes, denominados mclient y un nodo que se comporta como servidor, denominado mserver.
Entre los procesos clientes y el servidor se implementa la funcionalidad necesaria para que
MonitorES realice la recoleccio´n, la clasificacio´n y el almacenamiento de toda la informacio´n
de los mu´ltiples nodos de la red. Cada mclient estara´ encargado de examinar su host local
asociado y de proporcionar informacio´n referente al procesador, la memoria y otras me´tricas.
Las flechas que conecta cada proceso mclient con el proceso mserver esta´n representando
el pasaje de mensajes, transmitiendo la informacio´n de estado requerida hacia el servidor.
El proceso mserver, por su parte, estara´ encargado de recolectar los datos que le llegan desde
mu´ltiples fuentes de la red, ordenarlos y almacenarlos en bases de datos Round Robin, RRD [8].
El env´ıo de paquetes al mserver se realizara´ a intervalos regulares de tiempo, v´ıa TCP/IP [1, 3].
Un proceso manager sera´ el encargado de chequear dos archivos de configuracio´n: el de me´tricas
y el de los hosts a monitorear. En caso de detectar un cambio de configuracio´n, este proceso
debera´ comunicarse con las ma´quinas clientes de MonitorES. Una interfase front-end,
provee una vista de la informacio´n a trave´s de un servidor Web.
Hay dos modos de operar con MonitorES: modo usuario y modo super-usuario. El modo
usuario permite a un usuario comu´n visualizar la performance de los host que componen la
red, relativa a las me´tricas evaluadas. El modo super-usuario permite a un administrador de
red inicializar y modificar el pool de hosts a ser monitoreados, como as´ı tambie´n activar las
me´tricas del conjunto disponible.
3 Mo´dulo Recolector
En esta seccio´n se presentan detalles del funcionamiento de un mo´dulo fundamental de
MonitorES.
Conocer el estado de un conjunto de hosts, constituye una herramienta fundamental en la
buena administracio´n de una red. Identificar el uso de la memoria, la CPU, el disco y otras
variables le permiten al administrador racionalizar el uso de los recursos.
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Figura 2: Arquitectura de MonitorES
El objetivo de MonitorES es chequear los hosts de una red a intervalos regulares o bajo
demanda expl´ıcita, y tomar acciones predefinidas cuando un recurso no responde. Puede alertar
de forma visual y sonora, enviar un e-mail a una casilla de correo, a un localizador o tele´fono
mo´vil, ejecutar programas externos, reiniciar computadores locales o remotas, conectarse con
la red, etc. Todas estas acciones permiten solucionar un problema antes del deterioro masivo
de la performance de la red o de los sistemas.
mserver
Es un proceso servidor que monitorea un conjunto de hosts. Este proceso espera por la
solicitud de comunicacio´n de algu´n proceso mclient, en un puerto conocido. Los paquetes
que recibe concurrentemente de los nodos, los guarda en bases de datos Round Robin
(RRD) para su posterior procesamiento.
Como se muestra en la Figura 3 fue necesario determinar un umbral (threshold) para cada
una de las me´tricas, de modo que de acuerdo a este umbral se establecera´ la precisio´n del
monitor para evaluar la performance de un nodo.
Estas facilidades alertara´n al administrador de sistema, sobre posibles ca´ıdas en la perfor-
mance de los hosts, con el objeto de prevenir situaciones no deseadas. Un pseudoco´digo del
procedimiento ejecutado porMonitorES para enviar un mail electro´nico al administrador
de sistema se muestra en la Figura 4.
mclient
Es un proceso cliente que se encuentra recolectando informacio´n del estado de su nodo
local. El proceso manager es quie´n establece el tipo de me´trica que cada mclient debe
recopilar. Esta informacio´n se env´ıa, en forma de paquetes, al mserver que esta´ esperando
en un puerto conocido.
El modelo de comunicacio´n elegido para este monitor es socket con conexio´n usando
TCP/IP , consecuentemente es una comunicacio´n sincro´nica.
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// Proceso mserver
//Inicia el proceso mserver
sockfd=new(PORT);
while ( 1 ) {
// Acepta conexiones de los clientes
newsockfd = acceptClients(sockfd);
if ( fork() == 0 ) {
// Recibe los paquetes de clientes
packet = recv_metric(newsockfd)
// Genera alerta
if ( metric(packet) > THRESHOLD )
alert(packet);







Figura 3: Proceso mserver
Dentro de este esquema, el proceso mserver da a conocer un puerto por el cual los procesos
mclients solicitan la comunicacio´n. Una vez establecida esta comunicacio´n, cada mclient
comienza a transmitir la informacio´n solicitada, y seguira´ transmitiendo hasta que se detecte
un cambio de configuracio´n.
3.1 Round Robin Data
El proceso mserver almacena la informacio´n de estado de los hosts en bases de datos Round
Robin. Una base de datos Round Robin es una base de datos circular que permite almacenar y
representar datos en intervalos regulares de tiempo.
Una caracter´ıstica importante de una base de datos Round Robin es que al ser circular,
su taman˜o no crece en el tiempo, es decir, siempre contiene la misma cantidad de datos, ya
que cuando completa la extensio´n de la base de datos, simplemente sobreescribe a partir de
los datos, los datos ma´s antiguos. Las bases de datos circulares se crean en un archivo con
extensio´n .rrd y MonitorES utiliza la herramienta RRDtool para su procesamiento.
3.2 Un Sitio Web como Interfase de MonitorES
La interfase front-end de MonitorES es un sitio Web, por lo tanto esta´ disponible
a cualquier usuario de Internet, en especial al administrador del sistema, que independiente-
mente del lugar en donde se encuentre puede realizar los controles necesarios, mejorando su
administracio´n en situaciones cr´ıticas, tomando decisiones a tiempo.
La interfase front-end deMonitorES es ba´sicamente una herramienta de configuracio´n
y la expresio´n gra´fica de toda la informacio´n recolectada por MonitorES (los valores de las
me´tricas de un host particular).
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// Proceso Alerta





// Busca administrador de turno, en la base de datos de administradores
admin= find_admin_db(mails.db);
// Armado del comando mail mail -s <"subject"> <"direccion de correo electronico">
strcat (mailcmd, MAILCMD);
strcat (mailcmd, " ");
strcat (mailcmd, admin);
// Invoca al programa mail creando un pipe
if ((mailproc= popen(mailcmd, "w"))==NULL){
printf("Error: No se pudo abrir el pipe.");
exit(1);
}
// Envia el texto del mensaje
fprintf(mailproc, "%s", mensaje);
fflush(mailproc);
// Cierra el pipe y finaliza
pclose(mailproc);
}
Figura 4: Proceso de Alerta: Envio de un mail
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// Proceso mclient espera conexiones del proceso manager
// para ejecutar la(s) m’etrica(s)o cambia la configuraci’on de la(s)
// m’etrica(s) a evaluarse(s)
manager_sockfd=config(MANAGER_PORT);
while (1) {
// Configuraci’on de una m’etrica
m_sockfd=acceptmetric(manager_sockfd);
if ( fork() == 0 ) {
// Recibe configuracion
strcpy(metric,recv_tcp(m_sockfd));
while ( TIME_INTERVAL ) {
// Ejecuta regularmente
packet = decode(metric);









packet decode( metric ) {
switch (metric){
case ’0’: /* memoria */
packet(ip,metric,value,timestamp) = run(script_mem);
case ’1’: /* disco */
packet(ip,metric,value,timestamp) = run(script_disk);




Figura 5: Proceso mcliente
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Este sitio Web permite dos modos de acceso a sus pa´ginas, modo usuario (pa´ginas de libre
acceso) y modo super-usuario (pa´ginas con acceso restringido).
Pa´ginas de libre acceso son pa´ginas correspondientes al modo de operacio´n usuario, con ac-
ceso habilitado a todo visitante Web, permiten la configuracio´n y visualizacio´n del gra´fico
correspondiente a los valores de alguna me´trica de un host paticular. La configuracio´n se
basa en la seleccio´n de para´metros, tales como: me´trica a graficar, host para cada me´trica,
color de l´ınea, ancho, tipo de l´ınea, etc.
Pa´ginas con acceso restringido son pa´ginas correspondientes al modo de operacio´n super-
usuario, destinadas al uso del administrador del sistema, permiten consultar y crear in-
formacio´n de configuracio´n para el monitor.
La Figura 6 muestra la pa´gina a trave´s de la cual, cualquier usuario puede seleccionar las
propiedades de una visualizacio´n personalizada de las me´tricas de uno o varios hosts.
Figura 6: MonitorES - Modo Usuario.html
La Figura 7 muestra la pa´gina de configuracio´n de M’etricas-Hosts, accesible so´lo en
modo super-usuario. Esta pa´gina manipula el grupo de me´tricas, el grupo de hosts disponibles
y permite especificar el conjunto de me´tricas asociadas a un determinado host.
Restringir el acceso de un usuario distinto del administrador del sistema a ciertas pa´gi-
nas, forma parte de nuestro mecanismo de proteccio´n, para resguardar la informacio´n de las
estructuras ba´sicas de configuracio´n del monitor.
La comunicacio´n de la interfase Web con el proceso manager, es decir la conexio´n del
front-end con el back-end, se realiza mediante archivos de configuraciones, y las bases de
datos Round Robin administradas por el mserver.
El archivo de configuracio´n contiene: informacio´n de los hosts que se esta´n monitoreando,
el tipo de me´tricas que se esta´n evaluando para los hosts en cuestio´n y los requerimientos
pendientes del administrador del sistema.
Los requerimientos pendientes consisten en informarle al proceso manager las modificaciones
de las me´tricas y el grupo de hosts que se pretenden evaluar a partir de ese momento.
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Figura 7: MonitorES - Modo Super Usuario.html
La interfase del monitor genera los gra´ficos de las distintas me´tricas a partir de los valores
almacenados en sus correspodientes base de datos Round Robin. De esta manera, los usuarios
podra´n evaluar el funcionamiento del sistema eficientemente basa´ndose en valores recientes.
4 Un Caso de Prueba
Las RRD son de gran utilidad para representar y monitorear datos que puedan ser medidos,
como por ejemplo la memoria disponible. A continuacio´n se muestra un ejemplo de uso.
En particular, MonitorES, en su versio´n Demo, realizo´ una monitorizacio´n de tres servi-
dores de uso intensivo de la Universidad.
Las Figuras 8 , 9 10 muestran los datos coleccionados en tres hosts con el objetivo de
monitorizar en el tiempo su memoria disponible. En cada figura, el eje de coordenadas x repre-
senta el tiempo y el eje y representa la cantidad en Megabytes de la memoria disponible en el
host respectivo.
server srv1: con 384 Megabytes de memoria y con 7000 cuentas de usuarios, brinda los si-
guientes servicios: POP (Post Office Protocol), SMTP (Simple Mail Transfer Protocol),
DHCP (Dynamic Host Configuration Protocol) y DNS (Domain Name System).
Figura 8: MonitorES - Memoria Disponible: srv1
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server srv2: con 128 Megabytes de memoria y con 600 cuentas de usuarios, brinda los siguientes
servicios: SMTP (Simple Mail Transfer Protocol, POP (Post Office Protocol) y servidor
web APACHE.
Figura 9: MonitorES - Memoria Disponible: srv2
server srv3: con 64 Megabytes de memoria y 500 cuentas de usuarios, brinda los siguientes
servicios: POP (Post Office Protocol), PPP (Point-to-Point Protocol) y servidor web
APACHE.
Figura 10: MonitorES - Memoria Disponible: srv3
En la Figura 11, se muestra el resultado de otra solicitud a MonitorES, a trave´s de la
interfase front end. El resultado es el desarrollo de una gra´fica comparativa de la disponi-
bilidad de memoria de los tres servidores, utilizando la informacio´n recolectada de las u´ltimas
24 horas de operacio´n de cada servidor.
Figura 11: MonitorES - Cuadro Comparativo de Memoria Disponible de los tres servidores
Finalmente, la Figura 12 muestra la respuesta de MonitorES a la solicitud de monitoriza-
cio´n del estado de la CPU del server srv1. La figura muestra los porcentajes de utilizacio´n del
usuario y sistema.
5 Conclusiones
Generar un sistema de monitorizacio´n es una herramienta importante para la administracio´n
de una red.
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Figura 12: MonitorES - Estado de CPU: srv1
Nosotros hemos definido un modelo de monitorizacio´n en te´rminos de un conjunto de ser-
vicios. Las principales funciones descriptas son: generacio´n de informacio´n de monitorizacio´n
(a trave´s de un sistema recolector de informaci’on el cual incluye el relevamiento del
estado de ciertos recursos); el almacenamiento de la informacio´n (en base de datos, RRD),
procesamiento, combinacio´n y filtrado de informacio´n relevante; y adema´s MonitorES, antes
los requerimientos de los usuarios v´ıa Web, realiza la presentacio´n gra´fica de la informacio´n de
monitorizacio´n resultante.
Uno de los aspectos atractivos de MonitorES es que no es un monitor que interfiere fuer-
temente en la performance o que altera la secuencia de actividades que ocurren en una red.
MonitorES es un sistema independiente que se utiliza para recolectar informacio´n de estado
de ciertos recursos.
Una funcio´n importante provista por MonitorES es el env´ıo automa´tico de alertas que
ayudan al administrador de sistemas a tomar decisiones a tiempo, evitando que pequen˜os
problemas se tranformen en grandes problemas, debilitando as´ı la performance total de la red.
Aunque MonitorES este´ en estado de desarrollo, lo discutido en esta publicacio´n confirma
la utilidad de la herramienta para la administracio´n de estado de los servidores de una red.
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