The Review Opinion Diversification (Revopid-2017) shared task (Singh et al., 2017b) focuses on selecting top-k reviews from a set of reviews for a particular product based on a specific criteria. In this paper, we describe our approaches and results for modeling the ranking of reviews based on their usefulness score, this being the first of the three subtasks under this shared task. Instead of posing this as a regression problem, we modeled this as a classification task where we want to identify whether a review is useful or not. We employed a bi-directional LSTM to represent each review and is used with a softmax layer to predict the usefulness score. We chose the review with highest usefulness score, then find its cosine similarity score with rest of the reviews. This is done in order to ensure diversity in the selection of top-k reviews. On the top-5 list prediction, we finished 3 rd while in top-10 list one, we are placed 2 nd in the shared task. We have discussed the model and the results in detail in the paper.
Introduction
With the increase in usage of e-commerce websites like Amazon, the views of the consumers on products that they purchase, have become both massive and vital to the on-line purchasing community. The facility to express one's views on a purchased product, helps the community members gain perspective on the features as well as quality of the product. This helps them in their decision making of buying the product. Hence, product reviews have tremendous effect on the sales of a product. Due to all these factors, it is very important for the sellers to know which reviews are immediately visible to the buyers. A review should not be given importance just based on its recency. For someone, it might not be very informative compared to not so recent or old reviews. It is vital that the top k reviews that are displayed to the customer are as descriptive as possible.
In view of the above, the IJCNLP shared task: Review Opinion Diversification focuses on ranking the product reviews based on certain criteria. The criteria is unique for each of the three subtasks under this shared task. Ranking must be done based on usefulness score in the case of Subtask A, where as in Subtask B, the goal is to rank the top-k, so as to maximize representativeness of the ranked list. In both Subtask A and B there should also be less redundancy among the top ranked reviews. The goal of Subtask C is to get the top-k reviews which will cover majority of the popular perspectives that are in the data. Similar to Subtask A and B, Subtask C should also have less redundancy among the ranked reviews. In this paper we have aimed for the Subtask A-Usefulness Ranking. Usefulness score of a review is the ratio of number of people who have found the review useful to the total number of people who have assessed the review as useful or not.
We built a model for the Usefulness Ranking subtask using neural networks. We have posed the ranking task as a regression problem in the early stage and then used cosine similarity to achieve the goal. We used bi-directional Long Short-Term Memory units (bi-LSTM) to get a representation of the reviews. Using these vector representations we obtained the top-k most useful, less redundant reviews for each product.
The paper is organized as per the followingsection 2 explains the related work and details about the corpus. Different approaches employed are explained in the subsequent sections. Results and Error Analysis constitute sections 5 and 6 respectively. The evaluation metrics are detailed in section 7. We conclude our paper with the Conclusion & Future Work section.
2 Related Work (Zhou and Xu) dealt with classification of Amazon Fine Food reviews, based on usefulness score of the review. The classification of a review is binary, it will be classified as either useful or not useful. In their training data they have tagged a review as useful if it has been voted by at least on user as well as more than 50% percent of the users find it helpful. They have employed both feed-forward neural networks (Bishop, 2006) and LSTMs (Hochreiter and Schmidhuber, 1997) for classifying the products. In feed-forward neural networks, they used GloVe (Pennington et al., 2014) as embedding for word vectors and in LSTM model, self-trained word vectors were used to represent the reviews. The best feed-forward model had F1 score of 0.78 where as the LSTM model had 0.86.
In (Hu et al., 2017 ) a multi-text summarization technique is proposed. The idea is to identify the top-k most informative sentences to use them to summarize the reviews. The training data used are hotel reviews obtained from online sites like TripAdvisor. The novelty of the approach is to consider critical factors like author reliability, review time, review usefulness along with conflicting opinions. Their research method starts by collecting hotel reviews and then proceeds to review preprocessing. Next, sentence importance and sentence similarity are calculated by taking author credibility and usefulness scores into consideration. The last task is the selection of the top-k sentences, which involves grouping the sentences into k clusters, which is done by using kmedoids (Ester et al., 1996) algorithm. Human evaluation was done and the results showed that the proposed approach provided more comprehensive hotel information.
Corpus Details
The corpus provided for the task was extracted and annotated from Amazon SNAP Review Dataset 1 (McAuley and Leskovec, 2013) . Examples of some reviews in the training data are given below-1 https://snap.stanford.edu/data/web-Amazon.html
'Good price. Nice to have one charging when the other one is being used. They were more expensive in the stores, if you can find it.', 'overall': 5.0, 'summary': 'Power wheels 12 volt battery', 'unixReviewTime': 1405209600, 'reviewTime': '07 13, 2014'
-'reviewerID' gives the ID of the reviewer -'asin' is ID of the product reviewed -'name' field gives the name of the reviewer -'helpful' is the usefulness rating of the review which is a list of two numbers 1 st being the number of people who found the product helpful and 2 nd denotes the total number of people who accessed the review -'reviewText' is the text of the review -'overall' is the overall rating of the product -'summary' is summary of the review -'unixReviewTime' is the time of the review -'reviewTime' is time of the review (raw) • Non-Useful → the total number of reviews with a usefulness score = [0, 0]
• Total Reviews → total number of reviews of a product-type
• Total Products → Total number of products under a product-type
We did not include the Non-useful reviews defined above in training our network.
Approach
The main task here is to predict the usefulness of a review. The usefulness score describes the fraction of people who found the review useful. e.g. if 5 users have seen a review and 3 of them have found it useful, then the usefulness score = 3/5 = 0.6. The usefulness score is a continuous value.
We implemented a bi-directional LSTM (bi-LSTM) (Graves and Schmidhuber, 2005) for this task. The architecture and model details are explained in the following sections.
Architecture
Each review is modeled as a sequence of Glove vectors (Pennington et al., 2014) . Bi-LSTMs present better semantic representations for a sequence where future and past information are encoded. Figure 4 .1 shows the architecture of the bi-LSTM. We used glove embeddings trained on amazon reviews data for each word.
Model
We implemented a bi-LSTM using keras deep learning library (Chollet et al., 2015) . We label any review as useful if its usefulness score is (Srivastava et al., 2014) rate in the network is 20% or 0.2. Adam (Kingma and Ba, 2014) optimizer was used to model the network. 
Scoring Measures
The main task here is to pick top-k reviews maximizing the usefulness score and minimizing the overall redundancy among the selected reviews. So we used 3 different weighting schemes where the hyper-parameters are tuned using Grid-Search technique. We used a linear interpolated weights for the overall usefulness estimate.
Basic Scoring Measure
In this scoring scheme, we sorted the reviews of any product based on it predicted usefulness score. The proposed model assigned a classification probability to any incoming review based on its usefulness. The probability score of deciding whether a review is useful or not is directly proportional to the usefulness of the review. The assignment of higher usefulness score to a review with high classification probability of being useful seemed a fair assumption. We chose top-N useful reviews (N=20 for this experiment). We pick the bi-LSTM representation of the review which has the maximum score. Then the cosine similarity between each of the rest of the vectors of reviews with the most useful review was evaluated. We picked the k-reviews which had least cosine similarity with the highest one. This ensured diversity as well as usefulness in the selected reviews. The cosine similarity between two sequences with Bag-Of-Words (BOW) representation many times fails to capture the semantic similarity between them. So the bidirectional-LSTM representation of a sequence which captures long range dependencies in the both the directions proved to be a better alternative.
Weighted Scoring Measure
To have a better weighted score with usefulness and diversity, we used two scoring measures which are explained below.
• u i → usefulness score of the i th review
• p i → predicted usefulness score of the i th review • cosim(a, b) → Cosine-Similarity between vectors a and b, v m ax →bi-LSTM output vector of the review with maximum usefulness score
The variables in equation 2 are the same as those defined in equation 1. We introduced an additional discounting factor while considering the cosine similarity between the vectors. The best values of the hyper-parameters were empirically found at α = 0.8 and β = 0.2 through grid search cross-validation. Equation 2 refers to the relative difference between the cosine similarity between the most useful reviews and i th review and the maximum possible cosine similarity score i.e. 1.0. The cosine similarity has nothing to do with the cosine similarity between overall vector representation of the review and opinion vector according to opinion matrix terminology defined by the evaluation system provided by the organizers.
Results
The results on the test and development data is tabulated in Table 2 .
The systems described in tables 2 and 3 are defined as per the following.
• S1 → Predictions using basic scoring measure • S2 → Predictions using scoring scheme defined in equation 1 • S3 → Predictions using scoring scheme de- 
Error Analysis
There are some reviews where the 'reviewText' field is blank. The input sequence in this case were a series of zero vectors. The usefulness score for these reviews were wrongly predicted. There were cases where the system incorrectly assigned highest probability score to non-useful review.
• • This review is given highest usefulness during the prediction. Then an incorrect list of reviews were returned which was not be representative of any product.
The usefulness score for a review is very subjective. e.g if 6 out of 7 people have found a review useful, then the usefulness score = 6/7 = 0.86. If 1 out of 1 person found one review helpful, it is assigned higher score 1/1 = 1.0 compared to the previous review. So the usefulness score should not be concerned only with the usefulness score, but it should also take into account the total number of people who access a review.
Evaluation
The organizers provided an evaluation system (Singh et al., 2017a) for evaluating the performance of the submitted systems 3 . There were different evaluation metrics for different subtasks. Those evaluation metrics are briefly described here
• SubTaskA -mth (More Than Half's) -The fraction of reviews where more than half of the reviewers voted in favour of them.
• SubTaskB -Cosine Similarity -The cosine similarity between the overall vector and the opinion vector. The opinion vectors were designed by human evaluators. This vectors are different from the vector representation used after training our bi-LSTM network -Discounted Cosine Similarity -The cosine similarity between the overall vector and the discounted opinion vector. In this paper, we showed that bi-directional LSTMs perform decently for a task of ranking the top-k reviews based on their usefulness score. This showed that a sequence of word vectors presented a good alternative for training systems without any hand-crafted features. We can remove the blank reviews and train our system for further analysis. We intend to use character embedding along with the word embeddings to get better representation of a sequence, in this case a review. This will also help in getting a better representation for out-of-vocabulary(OOV) words. We can also include some linguistic regularization (Qian et al., 2016) while learning the bi-LSTM to take advantage of intensifiers, negative words, positive words, sentiment words and other cue words.
