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Mixed weak formulations, with two or three main (tensor) variables, are stated and theoretically analyzed for general
multi-dimensional dipolar Gradient Elasticity (biharmonic) boundary value problems. The general structure of constitutive
equations is considered (with and without coupling terms). The mixed formulations are based on various generalizations of
the so-called Ciarlet–Raviart technique. Hence, C0 continuity conforming basis functions may be employed in the ﬁnite
element approximations (or even, C1 basis functions for the Cauchy stress variable). All the complicated boundary con-
ditions, especially in the multi-dimensional scenario, are naturally considered. The main variables are the displacement vec-
tor, the double stress tensor and the Cauchy stress tensor. The latter variable may be eliminated in some of the formulations,
depending on the structure of the constitutive equations. The standard continuous and discrete Babusˇka–Brezzi inf–sup
conditions for the constraint equation, as well as, solution uniqueness for both the continuous statements and discrete
approximations, are established in all cases. For the purpose of completeness, two one-dimensional mixed formulations
are also analyzed. The respective constitutive equations possess general structure (with coupling terms). For the 1-D for-
mulations, all the inf–sup conditions are satisﬁed, for both the continuous and discrete statements (assuming proper selec-
tion of the polynomial spaces for the main variables). Hence, the general Babusˇka–Brezzi theory results in quasi-optimality
and stability. For multi-dimensional problems, the diﬃculty of deducing the inf–sup condition on the kernel is examined.
Certain aspects of methodologies employed to theoretically by-pass this problem, are also discussed.
 2006 Elsevier Ltd. All rights reserved.
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The scope of the present work is the development of some mixed weak formulations for the general problem
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tive equations with coupling terms as well as, without coupling terms. For the purpose of completeness and
clariﬁcation, one dimensional formulations are also developed and analyzed.
In the current work, the main variables are the double stress tensor, the Cauchy stress tensor and the dis-
placement ﬁeld. In some cases the Cauchy stresses may be eliminated. The structure of the proposed mixed
formulations is based on generalizations of the so-called Ciarlet–Raviart method (Ciarlet, 1978; Babusˇka
et al., 1980), in particular, the Herrmann–Miyoshi technique (Herrmann, 1967; Miyoshi, 1973; Babusˇka
et al., 1980) and the mixed method for biharmonic equations of Balasundaram and Bhattacharyya (1984)
and Bhattacharyya and Nataraj (2002). Mixed ﬁnite element methods for gradient elasticity problems are also
developed by Herrmann (1983) and Amanatidou and Aravas (2002). Continuous/discontinuous methods may
be found in the work of Engel et al. (2002) and boundary element techniques in the work of Polyzos et al.
(2003). Energy theorems and weak mixed formulations of Hellinger–Reissner type are developed by
Georgiadis and Grentzelou (in press).
In the proposed mixed formulations, standard C 0 continuity basis functions may be employed for double
stresses and displacements. The inclusion of the Cauchy stress tensor is necessary only in the general case (with
coupling terms in the constitutive equations). The Cauchy stresses may be interpolated with piecewise (C1)
continuous polynomials or with C0 polynomials. For the case of no coupling terms, the Cauchy stress tensor
can be eliminated, introducing an additional term in the standard structure of the constraint equation of the
mixed formulation.
The inf–sup (Babusˇka–Brezzi or BB) conditions (Babusˇka, 1971; Aziz and Babusˇka, 1972; Brezzi and Bathe,
1990; Bathe, 2001; Xu and Zikatanov, 2003) are deduced, for both the continuous and discrete formulations,
except for the inf–sup condition on the kernel for the multi-dimensional problem, which is diﬃcult (or even
impossible) to satisfy. However, solution uniqueness is demonstrated in all cases. The solution space of the
strong formulation, which is a fourth order boundary value problem (see Mindlin, 1964; Bleustein, 1967), is
a subset of the solution space of the proposed mixed formulations. It is noted that the current mixed formu-
lations formally contain gradient elasticity solutions with suﬃcient regularity (the displacement variables must
belong, at least, to H3(X)). However, the latter requirement may be relaxed (see Babusˇka et al., 1980 and
Section 4 of the current work).
It is also emphasized that, in order to prove the standard discrete BB (inf–sup) condition (regarding the
constraint equation), certain restrictions between the interpolation spaces of the main variables are necessary.
More speciﬁcally, either the Cauchy stress spaces must contain the derivatives of the displacement basis func-
tions or the double stress spaces polynomial orders should be greater or equal to the displacement spaces poly-
nomial orders, see Sections 6 and 7. Furthermore, for the general one dimensional formulations, in order to
secure the inf–sup condition in the kernel, the Cauchy stress space must be also related to the double stress
space (to avoid trivial discrete kernel). For the case that the main variables do not contain the Cauchy stresses,
the previously mentioned restriction (i.e., regarding the polynomial orders of the double stress space and the
displacement space) is suﬃcient to verify the inf–sup condition (for 1-D problems), because, for this case, both
the discrete and continuous kernels are ﬁnite dimensional (with ﬁxed dimension, see Section 7).
Therefore, regarding one dimensional formulations, all BB conditions can be established (regardless of
whether or not the Cauchy stresses are included as main variables). This results in quasi-optimal convergence
of the mixed ﬁnite element formulations (Babusˇka, 1971; Aziz and Babusˇka, 1972; Brezzi and Bathe, 1990;
Bathe, 2001) for all possible forcing functions. In multi-dimensional problems however, it is much more dif-
ﬁcult to prove quasi-optimal convergence of the discrete approximations, in general. For methods with similar
structure (Ciarlet–Raviart type techniques), quasi-optimal convergence can be proved, assuming additional
suﬃcient regularity (see Ciarlet, 1978; Babusˇka et al., 1980; Balasundaram and Bhattacharyya, 1984 and com-
ments in Section 6 of the this work). The formal details, however, are out of the scope of the current work.
Moreover, numerical experimentations show that these techniques are equally eﬀective for exact solutions with
low regularities (see Bhattacharyya and Nataraj, 2002; Tsamasphyros et al., 2005).
The driving force for the proposed mixed formulations is the application of C0 continuity ﬁnite element
approximations (Ciarlet, 1978; Babusˇka et al., 1980) in gradient elasticity problems or more general higher
order boundary value problems. Extensive numerical experimentation with 1-D models for both h- and
p-extensions may be found in the work of Tsamasphyros et al. (2005). The accuracy of the results veriﬁes
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aim is the ﬁnite element applications for complex multi-dimensional problems. The current work provides a
systematic general framework for the achievement of this goal.
It is emphasized that conforming ﬁnite element discretizations of the standard Galerkin formulations of the
dipolar gradient elasticity boundary value problem demand C1 continuity basis functions (see Ciarlet, 1978;
Brenner and Scott, 1996; Braess, 1997). This is due to the appearance of fourth order derivatives of the dis-
placement (main) variables in the resulting diﬀerential equations (i.e., in the strong form of the problem), see
Section 2.
Moreover, it is reminded that the basic characteristic of the gradient elasticity theory (as well as, the main
diﬀerence from classical elasticity) is that the strain energy density is a positive-deﬁnite functional of the stan-
dard strain (as in the classical elasticity), as well as, of the second gradient of the displacement ﬁeld (Form I) or
the ﬁrst gradient of strain (Form II). It is noted that, other type formulations may be found in the literature, as
well (see Mindlin, 1964; Mindlin and Eshel, 1968).
The mathematical theory of the gradient elasticity may be also derived from considerations of the micro-
structure in elastic continua (see Mindlin, 1964), e.g., modeling of materials with periodic structure or more
generally, considering the mechanical behaviour of solids with micro-structure. Mathematically speaking,
the gradient elasticity equations are deduced based on a limiting process, from the general theory of Mindlin
(1964). The couple stress theory may be considered as a particular instance of the general dipolar gradient elas-
ticity theory or equivalently, as a limiting case of the general theory (see Mindlin, 1964; Herrmann, 1983).
The basic idea of generalized continuum theories is that a macroscopic medium (macro-medium) contains
elements or particles (macro-particles) which are also deformable media. This is due to the internal structure
of the macro-particles (they are composed of smaller sub-particles, called micro-media). Hence, each macro-
particle is endowed with an internal displacement ﬁeld. Dipolar theories or grade-two theories are deduced,
if this internal ﬁeld is considered to be linear in internal coordinate variables (see Mindlin, 1964; Mindlin
and Eshel, 1968; Bleustein, 1967). More general theories were also introduced (see Green and Rivlin, 1964).
The new material constants, that relate stress variables with strainsand local rotation ﬁelds, contain certain
characteristic lengths related to the size and topology of the micro-structure. In this way, size eﬀects are incor-
porated in the stress analysis. Typical real materials that can be modelled are materials with periodic micro-
structure like crystals (crystal lattices), polycrystal materials (crystallites), polymers (molecules) and granular
material (grains); the respective micro-media are written in the parentheses.
As was previously mentioned, gradient dipolar theories can be derived as limiting cases, by constraining the
internal ﬁeld with respect to the external (standard) macro-displacement ﬁeld of the macro-medium. The latter
is the reason for the appearance of the fourth order derivatives of the main displacement variables. For exam-
ple, the theory of micro-homogeneous material (Mindlin, 1964; Bleustein, 1967) can be obtained from the the-
ory of a material with micro-structure by causing the micro-medium to merge with the macro-medium (the
relative deformationvanishes, cij! 0, i.e., the macro-displacement gradient equals the micro-deformation).
The material is macroscopically homogeneous (the microdensity equals the macrodensity). Moreover, the
material is composed wholly of unit cells (micro-media), e.g., cubes of size 2h (h is the intrinsic material length).
It is ﬁnally noted that the one-dimensional gradient elasticity models considered in Section 7 of the current
work, are based on constitutive equations which take into account surface energy eﬀects (see Vardoulakis and
Sulem, 1995, and simpliﬁed models by Ru and Aifantis, 1993 and Aifantis, 2003). In terms of structure, the
respective constitutive equations have the general form (with coupling terms), introducing two non-standard
material constants, in addition to the standard Young’s modulus of Hooke’s law in one dimension.
Resuming, the paper is organized into the following parts: In Section 2 the basic mathematical nomencla-
ture is introduced and the model problems are deﬁned. Section 3 contains the general continuous mixed for-
mulation for the dipolar gradient elasticity problem, including the Cauchy stresses as main variables.
Moreover, Section 3 contains the derivation of the standard inf–sup condition on the constraint equation. Sec-
tion 4 provides the solution uniqueness theorem for the general mixed formulation and sets forth useful math-
ematical comments. The case of no coupling term in the constitutive equations is considered in Section 5,
leading to a diﬀerent mixed formulation without explicit appearance of the Cauchy stress in the main variables.
The ﬁnite element approximations of the mixed formulations are discussed in Section 6, demonstrating the
necessary restrictions between the interpolation spaces of the main variables, in order to verify the standard
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mixed formulations, for which all the Babusˇka–Brezzi conditions are proved. Hence the mixed ﬁnite element
approximations are quasi-optimal. Finally, Section 8 contains closing remarks, conclusions and certain future
research directions.
2. Nomenclature and deﬁnition of the strong form of the problem
The well known indicial (or Einstein’s) notation is used throughout the current work. Let V be a bounded
open subset of Rn (n is the space dimension), with Lipschitz continuous boundary S = oV. The standard nota-
tion for Sobolev spaces and norms is employed (see Adams, 1975; Ciarlet, 1978; Kardestuncer and Norrie
(Finite Element Handbook), 1987; Braess, 1997).
We denote by kwkr, rP 0, the Hr norm of the (real valued) function w, deﬁned on V. The Sobolev space
Hr(V) is the space of functions w with ﬁnite norm kwkr. Moreover, r = 0 corresponds to L2(V) :¼ H0(V) (space
of square integrable functions on V), while r =1 corresponds to L1(V) (space of essentially bounded func-
tions on V).
The space H 10;SEðV Þ is the subspace of functions w 2 H1(V), such that w = 0 on SE  oV (in the sense of
trace). The space H 10ðV Þ is the subspace of functions w 2 H1(V), such that w = 0 on oV. Sobolev spaces are
also deﬁned on the boundary S = oV or on parts of the boundary. The precise, standard deﬁnitions, may
be found in (Adams, 1975; Kardestuncer and Norrie (Finite Element Handbook), 1987).
The function space C0ðV Þ, endowed with the supremum norm k*ksup,V is the space of uniformly continuous
and bounded functions on V. We recall that, in one dimension, H 1ðV Þ7!C0ðV Þ, that is, H 1ðV Þ  C0ðV Þ and
kwksup,V 6 Cskwk1, for some constant Cs. Finally, the function space C10 ðV Þ is the space of inﬁnitely smooth
functions with compact support in V.
The partial derivative of a given function y(xj) with respect to xi is denoted by oi(y) or oiy. The strong form
of the model problem to be considered is (see Fig. 1):
Strong formulation 2.1 (General multidimensional dipolar Gradient Elasticity formulation, Forms I, II, see
Mindlin, 1964; Mindlin and Eshel, 1968; Bleustein, 1967). Find ui 2 HrSiEðV Þ; i ¼ 1; 2; ::; n; rP 4, such that,
(Equilibrium equations):ojðsjk  oilijkÞ þ fk  ojUjk ¼ 0 in V ð2:1Þ
(Traction boundary conditions):njðsjk  oilijkÞ  DjðnilijkÞ þ ðDlnlÞnjnilijk ¼ tk þ njUjk þ ðDlnlÞnjT jk  DjT jk on SkN ;t ð2:2aÞy 
x 
n
t
C 
C 
C C 
SN,t
SN,m
n T
C 
SE,m
SE,t 
V 
Fig. 1. Domain nomenclature for the general gradient elasticity problem.
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(Jump conditions):½mjnilijk ¼ ½mjT jk on C ð2:2cÞ
(General constitutive equations):eij ¼ Cijklskl þ F klmijlklm ð2:3aÞ
jijk ¼ Aijklmnllmn þ F ijklmslm ð2:3bÞ(Strain–displacement, gradient–displacement relations):eij :¼ 1
2
ðoiuj þ ojuiÞ :¼ uði;jÞ ð2:4aÞ
jijk :¼ oiojuk ðForm I statementÞ ð2:4bÞ
orjijk :¼ oiejk ðForm II statementÞ ð2:4cÞThe variables and parameters that appear in the above statements are deﬁned in the following:
ui Components of the displacement ﬁeld (displacement vector).
sij Components of the (symmetric) Cauchy stress tensor.
lijk Components of the double stress tensor (recall the symmetry conditions lijk = ljik for Form I and
lijk = likj for Form II).
fk Body force per unit volume.
tk Components of surface (true) traction (force per unit area)
Tjk Components of surface (true) double force per unit area (double traction)
Ujk Body double force per unit volume.
HrSiE
ðV Þ Functions of Hr(V), satisfying the essential boundary conditions of the strong formulation, on
SiE  oV .
SiE Part of the boundary where ui is prescribed or Dui (normal derivative) is prescribed or both are pre-
scribed (depending on the structure of the respective natural boundary conditions, if any). More pre-
cisely, in Section 3, SiE;t denotes the part where ui is prescribed and S
i
E;m denotes the part where Dui is
speciﬁed.
SkN ;t Part of the boundary where the k component of the right hand side of the traction condition (2.2a) is
speciﬁed (a given point of the boundary either belongs to SkN ;t or ukmust be speciﬁed on this point, i.e.,
SkN ;t [ SkE;t ¼ S, SkN ;t \ SkE;t ¼£).
SkN ;m Part of the boundary where the k component of the right hand side of the moment condition (2.2b) is
speciﬁed (a given point of the boundary either belongs to SkN ;m or the normal derivative Duk must be
speciﬁed on this point, i.e., SkN ;m [ SkE;m ¼ S, SkN ;m \ SkE;m ¼£).
nj Components of the outer unit vector normal to the surface.
Dj(*) :¼ (djl  njnl) ol(*) Surface gradient operator.
djl Components of Kronecker delta.
Duk :¼ nloluk Normal gradient of uk.
C Collectively denotes the curve(s) on the boundary where the normal unit vectors exhibit jumps (i.e.,
corners, edges etc.) and (or) the boundary curve(s) on which the external load Tjk exhibits jumps.
[y] The diﬀerence of the values of quantity y between the two sides of curve C. mj :¼ elkjslnk, where sl de-
notes the components of the tangential vector of curve C and elkj is the well known alternating tensor.
Cijkl,Fklmij,Aijklmn Components of material constant tensors (general anisotropic material behaviour). It is
noted that for standard isotropic material, it follows that Fklmij = 0 (see Mindlin, 1964; Georgiadis,
2003), however, the latter alone is not a suﬃcient condition for isotropy.
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uj is formulated. This type of problems is usually referred to as dipolar gradient elasticity boundary value prob-
lems, or strain gradient elasticity problems. The equations are written in the so-called Form I or Form II . It is
noteworthy that both formulations possess exactly the same structure. The only diﬀerence lies in the physical
interpretation (and nature) of the double stresses, as well as, in the values of the components of the material
constant tensors (for simplicity, we use the same symbols for both Form I and Form II). Note also that, if r < 4
then (2.1) could be still considered in the sense of distributions (see Adams, 1975; Ciarlet, 1978).
Typical example of dipolar gradient elasticity formulation is the so-called Toupin’s generalization of couple
stress theory or elastic theory of micro-homogeneous material (see Mindlin, 1964; Bleustein, 1967). The equa-
tions of the micro-homogeneous material may be derived from the general theory ofMindlin regarding material
with micro-structure, simply by enforcing the relative deformation to approach zero (the macro-displacement
gradient becomes equal to the micro-deformation ﬁeld).
Starting from the general theory of Mindlin, structurally similar formulations to (2.1)–(2.4) may be derived
based on other limiting processes. Standard examples are the so-called low frequency, very long wave length
approximations, as well as the standard couple stress theory (see Mindlin, 1964; Herrmann, 1983). In all the
above approximations of the general theory of elastic material with microstructure, the fundamental charac-
teristics that diﬀerentiate the various limiting formulations are related to the physical interpretation that
should be assigned to the elastic constants in (2.3), as well as, to the nature and values of the double stresses
(depending on which Form one prefers to write the constitutive equations).
Another important point to be emphasized is the nature of the true loads one must impose in order to have a
well deﬁned problem, see (2.1) and the right hand sides of (2.2). What is called true load should be meaningful,
primarily from the engineering point of view. According to the work of Bleustein (1967), the true loads that have
been employed in the general theory with microstructure can be also imposed, through the limiting process(es),
to the dipolar gradient elasticity problem (see alsoGeorgiadis, 2003; Georgiadis andGrentzelou, in press). This is
a working hypothesis, which is proved to be very useful in practical applications. The theoretical details of the
deduction of the forcing terms in (2.1) and (2.2) are given in the important paper of Bleustein (1967).
It is noteworthy that the general Mindlin theory (Mindlin, 1964), as well as, related theories, e.g., linear
Cosserat theory (see Providas and Kattis, 2002), or micropolar elasticity (Lei and Shuisheng, 2004), admit addi-
tional independent kinematic variables, attributed to the microstructure, hence their boundary conditions have
simple physical (as well as, engineering) interpretation. Moreover, the resulting system of partial diﬀerential
equations are of second order with respect to the kinematic variables, hence standard Galerkin formulations
(in principle) may be employed in a straightforward manner.
It is also mentioned that the boundary conditions assigned to the boundary value problem (2.1)–(2.4) are
the standard natural conditions (from the viewpoint of Calculus of variations). With the expense of some addi-
tional complication, one could enforce Robin type conditions on parts of the boundary, i.e., the right hand side
of (2.2a) may also contain linear combinations of uj (e.g., distributed linear translational springs on the bound-
ary SjN ;t) and (or) the right hand side of (2.2b) may contain linear combinations of Duj (e.g., distributed linear
rotational springs on the boundary SjN ;m). Moreover, the spaces H
r
SiE
ðV Þ could be so deﬁned as to allow for
inclined supports.
Without loss of generality, for simplicity, the mixed formulation of Section 3 employs the standard natural
conditions (2.2). However, due to the nature of the adopted main variables, some of the conditions will be
formally called essential for the proposed mixed formulation.
For the purpose of completeness, the ﬁnal form of a typical one dimensional gradient elasticity problem, is
given in the following (Tsepoura et al., 2002).
Strong formulation 2.2 (one dimensional problem). Gradient elastic bar in tension:
Find u(x) 2 H4(V) such thatg2u
0000  u00 ¼
f
AE
¼ f in V ¼ ð0; 1Þ ð2:5Þ
where u(x) is the axial displacement distribution, f ðxÞ is the distributed axial load per unit length, AE is the axial
stiffness of the bar and g represents material length related to volumetric elastic strain energy (AE and g2 are
constants).
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u0ð1Þ ¼ e1 ðessential conditionÞ ð2:6bÞ
AEðu0ð1Þ  g2u000ð1ÞÞ :¼ P ð1Þ ¼ P 1 ðNatural conditionÞ ð2:6cÞ
AEðlu0ð0Þ þ g2u00ð0ÞÞ :¼ Rð0Þ ¼ 0 ðNatural conditionÞ ð2:6dÞwhere P(x) is the axial force, R(x) is the double force, l represents a (constant) material length related to surface
elastic strain energy and P1, e1 are given constants.
The above one dimensional model is based on the following set of constitutive equations (Tsepoura et al.,
2002),s ¼ Eu0 þ lEu00 ð2:7aÞ
l ¼ lEu0 þ g2Eu00 ð2:7bÞwhere s(x) is the Cauchy stress and l(x) is the double stress.
Obviously, (2.7) is an one dimensional analogue of the general case, see (2.3). The above simple constitutive
equations are based on a theory due to Vardoulakis and Sulem (1995), which combines the general concepts of
Mindlin theory with Casal’s concept of surface energy eﬀects. In order to get a positive deﬁnite strain energy
functional, certain restrictions on the values of g and l must be imposed (see Tsepoura et al., 2002, and Section
7 of the current work). The previous one dimensional analogue has been also used to develop a Bernoulli–
Euler type beam theory (Papargyri-Beskou et al., 2003), resulting in sixth order boundary value problems (gra-
dient elastic beam bending and buckling).
3. Mixed formulation for the general case, including the coupling term in the constitutive equation—Standard
inf–sup condition for the constraint equation
The purpose of the current section is to deduce the continuous weak statements of the proposed mixed for-
mulation in the general case where Fklmij5 0, see (2.3). In this scenario, it is necessary to select both lijk and sij
as additional main variables. This seems to be an unavoidable requirement, if it is to deduce a ﬁnal structure of
weak statements with all the desired features, namely, C0 continuity, full compatibility with the given natural
conditions, symmetry of the resulting stiﬀness matrices, standard structure in terms of general mixed formu-
lations, standard inf–sup condition, etc.
Any other selection, within the same framework of mixed methods, seems to lead to very complicated for-
mulations, with boundary terms that are not directly related to the given natural boundary conditions. More-
over, the standard necessary conditions (e.g., continuity of all bilinear functionals involved in the formulations
and standard inf–sup condition) are then diﬃcult or impossible to satisfy. However, note that, for the case
Fklmij = 0, the introduction of lijk only, as a new main variable, is suﬃcient to construct a mixed formulation
with all the desired features, see Section 5.
The proposed mixed formulation is a generalization of a class of techniques which collectively may be
referred to as Ciarlet–Raviart type mixed formulations (see Section 1). In these mixed techniques for solving
fourth order boundary value problems, the main variables are the primary ﬁeld(s) of the strong forms, e.g., the
displacements, as well as, various combinations of up to (including) second order derivatives of the primary
variable(s).
More precisely, the current mixed method is based on ideas originated from the Herrmann–Miyoshimethod
(see Herrmann, 1967; Miyoshi, 1973) and the method developed by Balasundaram and Bhattacharyya (1984).
Mathematically, the introduction of sij as a main variable does not spoil the nature of the mixed technique,
since, via Fklmij in the constitutive equations, sij depends directly on second order derivatives of uj (as well
as, on ﬁrst order derivatives).
For the purpose of clarity and precision, in the following derivations we adopt Form I statement of
Gradient Elasticity theory. Exactly analogous formulation may be developed for the Form II.
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weighting functions (admissible variations) associated with uj, /ij be weighting functions (admissible variations)
associated with sij and rijk be weighting functions (admissible variations) associated with lijk. Furthermore, assume
that sj, /ij and rijk possess similar regularities to uj, sij and lijk, respectively (i.e., they belong to the same function
spaces) and sk vanishes on the part of the boundary S
k
E;t :¼ S  SkN ;t (SkE;t is the part of the boundary where uk is
prescribed).
Then the following integral equations are valid:Z
V
rijkF ijklmslm dV þ
Z
V
rijkAijklmnllmn dV þ
Z
V
ojukoirijk dV 
Z
S
ðDjukÞnirijk dS
¼
Z
S
ðDukÞnjnirijk dS ð3:1aÞZ
V
sklCijkl/ij dV þ
Z
V
lklmF klmij/ij dV 
Z
V
/ijuði;jÞ dV ¼ 0 ð3:1bÞZ
V
oilijkojsk dV 
Z
S
ðDjskÞnilijk dS 
Z
V
sjksðk;jÞ dV
¼ 
Z
V
skðfk  ojUjkÞ 
Z
S
ðtk þ njUjk  DjT jkÞsk dS

Z
S
ðDlnlÞnjT jksk dS 
I
C
½mjT jksk dc ð3:1cÞProof. Recall that jijk :¼ oiojuk, see (2.4b). Multiplying (2.3b) by rijk and integrating over the whole problem
domain we get,Z Z ZV
oiojukrijk dV ¼
V
rijkAijklmnllmn dV þ
V
rijkF ijklmslm dV ð3:2ÞThe following identity,oiojukrijk ¼ oiðojukrijkÞ  ojukoirijk ð3:3Þ
combined with the Gauss theorem, transforms (3.2) into the following form:Z
V
rijkF ijklmslm dV þ
Z
V
rijkAijklmnllmn dV þ
Z
V
ojukoirijk dV ¼
Z
S
ojuknirijk dS ð3:4ÞUsing, the decomposition,ojuk ¼ Djuk þ njDuk ð3:5Þ
from (3.4) we get (3.1a).
Eq. (3.1b) easily follows from (2.3a), multiplying by /ij both sides and integrating over the whole problem
domain. Multiplying the static equilibrium equation (2.1) by sk and integrating over the domain gives,Z
V
ojðsjk  oilijkÞsk dV þ
Z
V
skðfk  ojUjkÞdV ¼ 0 ð3:6ÞApplying the Gauss theorem on the left hand side, using the symmetry of sjk and skipping some of the inter-
mediate algebra, results in the following:Z Z Z ZV
oilijkojsk dV 
V
sjksðk;jÞ dV ¼ 
V
skðfk  ojUjkÞdV 
S
njðsjk  oilijkÞsk dS ð3:7ÞFrom (3.7) and the traction boundary condition (2.2a), there follows,Z
V
oilijkojsk dV þ
Z
S
DjðnilijkÞsk dS 
Z
S
ðDlnlÞnjnilijksk dS 
Z
V
sjksðk;jÞ dV
¼ 
Z
V
skðfk  ojUjkÞdV 
Z
S
ðtk þ njUjk  DjT jk þ ðDlnlÞnjT jkÞsk dS ð3:8Þ
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S
DjðnilijkÞsk dS ¼
Z
S
DjðnilijkskÞdS 
Z
S
DjðskÞnilijk dS ð3:9ÞUsing the Stokes theorem for the ﬁrst term on the right hand side (3.9) we getZ
S
DjðnilijkÞsk dS ¼
Z
S
ðDlnlÞnjnilijksk dS þ
I
C
½mjnilijksk dc
Z
S
DjðskÞnilijk dS ð3:10ÞFrom (3.8) and (3.10) follows (3.1c) and the proof is completed. h
It is relatively easy to conﬁrm that the left hand sides of the integral equation (3.1) demandH1 regularity for
lijk and uj (i.e., C
0 continuity in terms of standard ﬁnite element spaces) and L2 regularity for the Cauchy stress
sjk. Given those regularities, the generated bilinear functionals are bounded in the respective product solution
space. For the volume integrals the proof is standard and obvious (it is based on the Cauchy–Schwarz inequal-
ity for integrals).
TheH1-boundness of the surface integrals on the left hand sides of (3.1a) and (3.1c) can be deduced from the
fact that the surface gradient of the trace of an H1(V)-function belongs to H
1
2ðSÞ, since the trace itself belongs
to H
1
2ðSÞ. The boundness then follows from the deﬁnition of the norm in H12ðSÞ as well as, from the standard
trace theorem (see Adams, 1975; Kardestuncer and Norrie (Finite Element Handbook), 1987).
It is also noteworthy that all traction boundary conditions of the boundary value problem 2.1 are naturally
encompassed on the right hand sides of (3.1a, c). For example, observing (3.1a), it is noted that the forcing
functional on the right hand side is well deﬁned (and continuous) on H1(V), if we know the normal derivative
of uk on S (note the requirement, Duk 2 H12ðSÞÞ. For the parts of the boundary where (2.2b) is valid, hence
Duk is not a priori known, one may select the weighting functions so appropriately as to have ninjrijk = 0 on
SkN ;m, which represents the homogeneous part of (2.2b).
Along the same lines, traction condition (2.2a) is encompassed in (3.1c), noting that for the parts of the
domain where uk is ﬁxed one may select sk = 0. The same is true of the jump condition (2.2c). It is emphasized
that, prescribing the normal derivative Duk is an essential condition for the Strong formulation 2.1 (as well for
the standard Galerkin formulation, see Section 4) and natural condition for the current mixed formulation. On
the other hand, the moment condition (2.2b) is a natural condition for the strong formulation and essential
condition for the mixed formulation.
The above observations regarding (3.1) provide the impetus for the following precisely deﬁned structure of
the mixed formulation.
Mixed formulation 3.2 (General Dipolar Gradient elasticity problem, Form I, including coupling terms in the
constitutive equations). Let lijk 2 H1(V), sij 2 L2(V), uk 2 H 1SkE;tðV Þ  H
1ðV Þ, where H 1
SkE;t
ðV Þ is the subset of
H1(V) containing functions with a priori specified trace on the part of the boundary SkE;t  S. The functions lijk are
so constrained as to satisfy the condition (2.2b), ninjlijk = njTjk, on the respective part S
k
N ;m of the boundary. The
functions sij are not constrained. Let rijk 2 H1(V), /ij 2 L2(V), sk 2 H 10;SkE;tðV Þ  H
1ðV Þ, where H 1
0;SkE;t
ðV Þ is the
subset of H1(V) containing functions with zero trace on the part of the boundary SkE;t  S. The functions
rijk 2 H1(V) are so constrained as to satisfy the condition ninjrijk = 0 on the part SkN ;m of the boundary.
The mixed formulation reads as follows:
Find lijk 2 H1(V) (with the above mentioned constraints), sij 2 L2(V) and uk 2 H 1SkE;tðV Þ such that, for every
rijk 2 H1(V) (with the above mentioned constraints), /ij 2 L2(V) and sk 2 H 10;SkE;tðV Þ the weak statements (3.1a, b,
c) hold.
Without loss of generality, in the following it is assumed that H 1
0;SkE;t
ðV Þ ¼ H 1SkE;tðV Þ, i.e., uk = 0 on S
k
E;t.
Moreover, the trial space of double stresses lijk is the same as the test space of the respective weighting func-
tions, rijk (ninjlijk = 0 on S
k
N ;m i.e., we assume homogeneous essential conditions for the mixed formulation).
Comparing the solution spaces for lijk, uk in the Mixed formulation 3.2 with the solution spaces for the
same variables in the Strong formulation 2.1, it is easy to see that the regularity requirements have been
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set for the mixed formulation is radically diﬀerent than the solution set of the strong form (or of the respective
standard Galerkin formulation). It is noted that for the standard Galerkin formulation, the solution spaces are
H2(V) for uk and L
2(V) for both lijk and sij, in the sense of distributions, see Section 4.
Lemma 3.3. The Mixed formulation 3.2 may be written in the standard form as follows (general weak form for
the constraint mixed formulation):
Find (w,u) 2 (U · Q), such that
Aðw; zÞ þ Bðz; uÞ ¼ yðzÞ; 8z 2 U ð3:11aÞ
Bðw; sÞ ¼ gðsÞ; 8s 2 Q ð3:11bÞwhere U, Q are infinite dimensional Hilbert spaces, endowed with inner products (*,*)U, (*,*)Q and associated
norms k*kU, k*kQ respectively, while Að; Þ : U  U ! R and Bð; Þ : U  Q! R are continuous (bounded)
bilinear forms, i.e.,jAðw; zÞj 6 MUkwkUkzkU ; 8ðw; zÞ 2 ðU  UÞ ð3:12aÞ
jBðz; sÞj 6 MQkzkUkskQ; 8ðz; sÞ 2 ðU  QÞ ð3:12bÞwhere MU, MQ are positive constants (see Brezzi and Bathe, 1990; Bathe, 2001).
The linear forcing functionals y(*) and g(*) are continuous and belong to the dual spaces U
0 jai Q 0, respec-
tively. Relation (3.11a) is usually called the main problem, whereas (3.11b) is referred to as the constraint
equation.
For the current mixed formulation, the respective main variables, functionals and norms are formally
deﬁned as follows:
w :¼ (l,s) where l denotes the double stress tensor and s denotes the Cauchy stress tensor (note that variable
w has internal structure, i.e., it is an ordered pair of tensor variables)
z :¼ (r,/) Test function for w (ordered pair of the respective weighting tensor functions)
u Displacement vector
s Test function for uZ Z ZAðw; zÞ :¼
V
rijkF ijklmslm dV þ
V
rijkAijklmnllmn dV þ
V
sklCijkl/ij dV
þ
Z
V
lklmF klmij/ij dV ð3:13aÞ
Bðw; sÞ :¼
Z
V
oilijkojsk dV 
Z
S
ðDjskÞnilijk dS 
Z
V
sjksðk;jÞ dV ð3:13bÞ
yðzÞ :¼
Z
S
ðDukÞnjnirijk dS ð3:13cÞ
gðsÞ :¼ 
Z
V
skðfk  ojUjkÞ 
Z
S
ðtk þ njUjk  DjT jkÞsk dS

Z
S
ðDlnlÞnjT jksk dS 
I
C
½mjT jksk dc ð3:13dÞMoreover,kwkU :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
klk21 þ ksk20
q
ð3:14Þ
kuk2Q :¼ kuk21 :¼
Z
V
ðojuiojui þ uiuiÞdV ð3:15Þ
U :¼ ðU 1;U 2Þ
Q :¼ ðV 1; V 2; V 3Þ ðfor 3-DÞ
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where,klk21 :¼
Z
V
ðollijkollijk þ lijklijkÞdV ð3:16aÞ
ksk20 :¼
Z
V
sijsij dV ð3:16bÞ
V k :¼ H 1
0;SkE;t
ðV Þ ð3:17ÞFurthermore, the space U1 is a product space of subspaces of H
1(V), while U2 is a product space with com-
ponents the space L2(V) itself (the above imply an arbitrary ordering of the components of the tensors
involved). The cardinal number of the components of typical elements of U1 and U2 equals the number of
components of l and s, respectively. Both trial and test tensor functions must satisfy a priori the symmetry
conditions lijk = ljik and sjk = skj.
Theorem 3.4 (Standard continuous Babusˇka–Brezzi condition or continuous inf–sup condition for the
constraint equation of the mixed formulation). Assume that the boundary parts SkE;t are not empty. Then, for the
current formulation the following holds:inf
s2Q
s 6¼0
sup
w2U
w6¼0
Bðw; sÞ
kwkUkskQ
¼ b > 0 ð3:18Þwhere b is a positive constant (for the current formulation, a lower bound of b depends only on the well known 2nd
Corn inequality and the fact that s 2 Q satisfies appropriate essential boundary conditions).
Proof. Starting from (3.18) we may write the following inequalities:b ¼ inf
s2Q
s 6¼0
sup
w2U
w6¼0
Bðw; sÞ
kwkUkskQ
P inf
s2Q
sup
s2U2
l¼0
Bðð0; sÞ; sÞ
ksk0ksk1
)
bP inf
s2Q
sup
s2U2
 RV sjksðk;jÞ dV
ksk0ksk1
ð3:19ÞFor a given sk 2 H1(V), we can always select sjk 2 L2(V) such that sjk = s(k,j) :¼ ejk(s). Hence, from (3.19)
there follows:bP inf
s2Q
R
V sðk;jÞsðk;jÞ dV
keðsÞk0ksk1
P inf
s2Q
keðsÞk0
ksk1
ð3:20Þwhere e(s) denotes the strain tensor ﬁeld corresponding the displacement ﬁeld s.
The well known 2nd Corn inequality may be stated as follows (see Brenner and Scott, 1996; Braess, 1997).
There exists a positive constant Cc > 0, such that,keðsÞk20 P Ccksk21 ð3:21Þ
The physical meaning of (3.21) is that any non-trivial displacement ﬁeld results in non-trivial strain ﬁeld
(rigid body motions are excluded). From (3.20) and (3.21) we get the lower bound,bP
ﬃﬃﬃﬃﬃ
Cc
p
ð3:22Þand the proof is completed. h
Returning to the general mixed formulation (3.11), set z = w in (3.13a),Aðw;wÞ :¼
Z
V
lijkF ijklmslm dV þ
Z
V
lijkAijklmnllmn dV þ
Z
V
sklCijklsij dV þ
Z
V
lklmF klmijsij dV ð3:23Þ
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Therefore, A(w,w) is a positive deﬁnite functional (see Tsepoura et al., 2002; Georgiadis, 2003). Furthermore,
depending on the elastic constants in the constitutive equations, the following L2-ellipticity condition may be
shown,Aðw;wÞP lkwk20 ð3:24Þwhere kwk0 :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
klk20 þ ksk20
q
and l is a coercivityconstant (regarding classical Elasticity, see Braess, 1997; for
one dimensional gradient Elasticity, see Section 7 of this work).
Nevertheless, to prove the uniqueness of the solution of the current mixed formulation (see Section 4), we
need only the weaker positive deﬁniteness A(w,w)P 0, as well as, the assumption:Aðw;wÞ ¼ 0() w ¼ 0 ð3:25Þ4. Uniqueness of the solution of the general mixed formulation and further mathematical notes
The general theory for the well posedness of the continuous mixed formulation (3.11), for every possible
forcing functionals in the dual spaces of the solution spaces, demands the standard inf–sup condition on
B(z,u), see (3.18) and the following inf–sup condition on A(w,z) (see Brezzi and Bathe, 1990; Bathe, 2001;
Xu and Zikatanov, 2003),inf
w2U0
w6¼0
sup
z2U0
z 6¼0
Aðw; zÞ
kwkUkzkU
¼ inf
z2U0
z 6¼0
sup
w2U0
w6¼0
Aðw; zÞ
kwkUkzkU
¼ x > 0 ð4:1Þfor some positive constant x, where,U 0 :¼ fz 2 U : Bðz; sÞ ¼ 0; 8s 2 Qg ð4:2Þ
is the so-called (continuous) kernel of the operator bB : U ! Q0 (with deﬁnition bBzðsÞ :¼ Bðz; sÞ, for a given
z 2 U).
Unfortunately, for the class of mixed methods in which the current mixed method belongs, the inf–sup con-
dition (4.1) is not generally satisﬁed for multi-dimensional problems (see Babusˇka et al., 1980; Balasundaram
and Bhattacharyya, 1984). For example, in the standard Ciarlet–Raviart method for the plate bending with
clamped boundaries (Ciarlet, 1978; Babusˇka et al., 1980), the kernel U0 contains all the solutions of the 2-
D Laplace equation. In this scenario, the non-validity of (4.1) is related to the fact that the H1 norm is not
bounded by the L2 norm in the above inﬁnite dimensional kernel.
In our mixed problem, the situation is analogous, even though a bit more complicated. The continuous ker-
nel contains ordered pairs (l,s) such that B((l,s),s) = 0 "s 2 Q. The kernel is generally inﬁnite dimensional.
However, the Cauchy stress is not the critical variable, if (3.24) is satisﬁed. The problem is created by the H1
norm of the solution space of the double stresses. Special relationship must hold between l and s, for the ele-
ments of the kernel, w = (l,s) 2 U0, in order for (4.1) to be satisﬁed.
It is noteworthy that, for one-dimensional problems, the above inf–sup condition (4.1) is usually satisﬁed.
One dimensional gradient elasticity mixed formulations are analyzed in Section 7. In this case, the discrete BB
conditions are also satisﬁed by proper selection of the ﬁnite element approximation spaces. The latter formally
results in quasi-optimal convergence and stability of the ﬁnite element mixed formulations.
Following Balasundaram and Bhattacharyya (1984), we can show that the Mixed formulation 3.2 has a
unique solution.
Theorem 4.1. Assume (3.25) and the inf–sup condition (3.18). Then, if the Mixed formulation 3.2 has a solution, it
is unique.
Proof. Assume that there are two diﬀerent solutions (w1,u1), (w2,u2). Let g = w1  w2, h = u1  u2. Then g, h
satisfy the weak statements,
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Bðg; sÞ ¼ 0; 8s 2 Q ð4:3bÞSetting s = h in (4.3b) and z = g in (4.3a), from (4.3a) there follows,Aðg; gÞ ¼ 0: ð4:4Þ
Hence, g ¼ 0() w1 ¼ w2, based on (3.25). Now, from (3.18) we havesup
w2U
w6¼0
Bðw; sÞ
kwkU
P bkskQ 8s 2 Q ð4:5ÞSelecting s = h in (4.5) we getsup
w2U
w6¼0
Bðw; hÞ
kwkU
P bkhkQ ð4:6ÞFrom (4.3a) we have B(z,h) = 0, "z 2 U. This means that the left hand side of (4.6) is zero. Hence
h ¼ 0() s1 ¼ s2. h
Based on the derivation of the mixed formulation, see Theorem 3.1, it is relatively easy to verify the follow-
ing, see also Balasundaram and Bhattacharyya (1984), Bhattacharyya and Nataraj (2002).
Lemma 4.2. Every solution of the Strong formulation 2.1 is also a solution of the weak Mixed formulation 3.2.
Lemma 4.3. Every solution of the Mixed formulation 3.2, with sufficient regularity, is also a solution of the
Strong formulation 2.1.
It is necessary to discuss further mathematical points regarding the regularity of the solutions as well as
certain technical limitations of the mixed method (pertaining also to similar type of techniques). The correct
solution spaces for lijk, sij, sk in the mixed formulation are H
1, L2, H1, respectively. In gradient elasticity prob-
lems however, if sk 2 Hr then lijk 2 Hr2, since lijk contains second order derivatives of sk (note that sij 2 Hr2,
as well, for the general case).
There is no contradiction or a paradox here. Simply, the mixed weak formulation has diﬀerent structure of
solution spaces, compared to the strong form, for arbitrary forcing functions. Assuming that the forcing func-
tions correspond to the gradient elasticity formulation, see (2.1) and the solutions have the aforementioned
regularities (i.e., rP 4), then it follows that the solutions of the mixed problem satisfy the strong form, as well.
As mentioned in Section 1, we may also consider the case rP 3 (then r  2P 1, hence lijk, sij still belong to
the solution space of the current mixed formulation). The latter case may be viewed from the strong form
point of view in the sense of distributions, or from the standard Galerkin formulation point of view. The latter
is depicted here for the purpose of completeness and comparison.
Standard Galerkin Formulation 4.4. Find uj 2 H 2SjEðV Þ, such that,Z
V
sijsði;jÞ dV þ
Z
V
lijkoiojsk dV ¼
Z
V
fjsj dV þ
Z
V
UjkojðskÞdV þ
Z
S
tjsj dS þ
Z
S
T jkDjðskÞdS
þ
Z
S
T jknjDðskÞdS ð4:7Þfor every sj 2 H 20;SjEðV Þ, where,
H 2
SjE
ðV Þ Space of functions belonging to H2(V), satisfying explicitly the essential conditions of the Strong for-
mulation 2.1 (for the component uj).
H2
0;SjE
ðV Þ Space of functions belonging to H2(V), satisfying explicitly homogeneous (zero) essential conditions
(for the component sj).
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0;SjE
ðV Þ. Furthermore, the vari-
ables sij and lijk are written explicitly in terms of uj, via the constitutive relations (2.3a, b). Note that (2.3) must
be written in the usual form i.e., expressing stresses in terms of strains (see Mindlin, 1964).
Unfortunately, there are important exact solution cases which are not formally covered by the current class
of mixed methods and yet, belong to the solution space of (4.7). For example, the exact solutions of bihar-
monic equations in 2-D and 3-D with re-entrant corners or re-entrant edges belong (in general) to spaces
H2+s (0.5 < s < 1), see Bhattacharyya and Nataraj (2002). Then, obviously, lijk 2 Hs, hence lijk does not
belong to the solution space of the current mixed formulation. In that respect, the standard Galerkin formu-
lation is more general, since it is able to encompass such types of low regularity solutions.
The above technical problem is formally avoided in 1-D scenario and in multi-dimensional problems
deﬁned on convex domains. This is actually the reason why almost all the available theoretical analysis of sim-
ilar type mixed techniques in 2-D refers to convex domains (this is also noted by Bhattacharyya and Nataraj,
2002). However, the current class of mixed ﬁnite element approximations seems to work very well, even in the
previously mentioned (non-conforming) cases, despite the fact that the exact solution is out the formal solu-
tion space (see Bhattacharyya and Nataraj, 2002).
The latter can be explained based on the important paper of Babusˇka et al. (1980). The mixed weak for-
mulation can be re-written with a (more complicated) mesh dependent structure (note that the work of
Babusˇka et al. (1980), employs standard isoparametric ﬁnite element polynomial spaces). Then, mesh depen-
dent norms can be used. This results in a diﬀerent structure of solution spaces for the mixed formulation. More
speciﬁcally, in our case, the solution space for lijk is expanded (approaches practically L
2) while the solution
space for sk is reduced (approaches practically H
2). The solution space for sij remains intact (L
2). Then, all the
aforementioned irregular exact solutions are formally covered by the modiﬁed mixed method.
Furthermore, if standard C0 continuity ﬁnite element functions are employed for uj and lijk, it can be shown
that the structure of the stiﬀness matrices is the same as that of the original mixed formulation (e.g., formu-
lation 3.2). Hence, practically, the mixed method remains the same. The mathematical analysis of the modiﬁed
mixed problem of course is much more diﬃcult, however, in some cases all inf–sup conditions may be satisﬁed,
for both the continuous and discrete problems (see Babusˇka et al. (1980), for the plate bending problem).
Then, using duality arguments, one may show quasi-optimal convergence of the ﬁnite element method with
respect to the standard norms of the original mixed formulation.5. Mixed formulation with two main tensor variables for the case of no coupling term
in the constitutive equation
In this section the case Fklmij = 0, is examined, see (2.3). This is the case, for example, of an isotropic mate-
rial, which is very important for practical applications. The general formulation 3.1 still applies, however, it is
now convenient to eliminate the Cauchy stress s. Note that, the Cauchy stress does not appear anymore in
(3.1a). Moreover, the following constitutive relation holds,sjk ¼ cjklmuðl;mÞ ð5:1Þwhere cjklm is a material constants tensor (Mindlin, 1964).
The above constitutive relation is in fact equivalent to (2.3a) and (3.1b), when Fklmij = 0. Substituting (5.1)
into (3.1c) results in the following mixed formulation.
Mixed formulation 5.1 (General Dipolar Gradient elasticity problem, Form I, two main tensor variables, no
coupling term in the constitutive equations). Find lijk 2 H1(V) (with the below mentioned constraints) and
uk 2 H 1SkE;tðV Þ such that, for every rijk 2 H
1(V) (with the below mentioned constraints) and sk 2 H 10;SkE;tðV Þ the
following weak statements hold:Z
V
rijkAijklmnllmn dV þ
Z
V
ojukoirijk dV 
Z
S
ðDjukÞnirijk dS ¼
Z
S
ðDukÞnjnirijk dS ð5:2aÞ
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V
oilijkojsk dV 
Z
S
ðDjskÞnilijk dS 
Z
V
uðl;mÞcjklmsðk;jÞ dV
¼ 
Z
V
skðfk  ojUjkÞ 
Z
S
ðtk þ njUjk  DjT jkÞsk dS

Z
S
ðDlnlÞnjT jksk dS 
I
C
½mjT jksk dc ð5:2bÞThe functions lijk are so constrained as to satisfy the condition (2.2b), ninjlijk = njTjk, on the respective part
SkN ;m of the boundary. The functions rijk 2 H1(X) are so constrained as to satisfy the condition ninjrijk = 0 on
the part SkN ;m of the boundary.
Without loss of generality, in the following it is assumed (as previously, in Section 3), that the trial spaces
are the same as the test spaces (homogeneous essential conditions for the mixed formulation). It is also noted
that even in the general formulation of Section 3, in principle, one could substitute the Cauchy stress in (3.1a)
and (3.1c) in terms of the strains and double stresses. However, the resulting formulation would be very com-
plicated and diﬃcult to handle in terms of theoretical analysis.
Lemma 5.2. The Mixed formulation 5.1 may be written in the following standard form as follows (see Braess,
1997; Bathe, 2001):
Find (l, u) 2 (U · Q), such thatAðl; rÞ þ Bðr; uÞ ¼ yðrÞ; 8r 2 U ð5:3aÞ
Bðl; sÞ  Cðu; sÞ ¼ gðsÞ; 8s 2 Q ð5:3bÞwhere U, Q are infinite dimensional Hilbert spaces, endowed with inner products (*,*)U, (*,*)Q and associated
norms k*kU, k*kQ respectively, while Að; Þ : U  U ! R, Bð; Þ : U  Q! R and Cð; Þ : Q Q! R are
continuous bilinear forms.
The deﬁnitions of the functionals and spaces in Lemma 5.2 are analogous to the respective deﬁnitions for
the formulation 3.2, see Section 3. The new feature here is the term Cðu; sÞ :¼ RV uðl;mÞcjklmsðk;jÞ dV , which is a
positive deﬁnite functional,Cðs; sÞP 0 ð5:4Þ
since C(s, s) represents the elastic energy stored in the structure, for the limiting case that lijk = 0.
Moreover, under certain restrictions on the material constants cjklm, the following ellipticity (coercivity)
condition may be shown,Cðs; sÞP Dksk21 ð5:5Þ
where D is a constant.
The above result is also based on the 2nd Corn inequality (3.21). For the theoretical details see Brenner and
Scott (1996) and Braess (1997). It is noted that, for the current formulation,klkU ¼ klk1; kukQ ¼ kuk1 ð5:6Þ
Furthermore, the space Q is the same as previously (see Section 3), while U is a product space of subspaces
of H1(X). The cardinal number of the components of a typical element of U equals the number of components
of the double stress tensor l.
Based on the standard Babusˇka–Brezzi theory (Brezzi and Bathe, 1990; Braess, 1997; Bathe, 2001), the well
posedness of the general mixed formulation (5.3) depends on the same inf–sup conditions, see Sections 3,4.
However, as in the general case of Section 3, the inf–sup condition on the kernel is not valid in general (for
multi-dimensional formulations).
For the given mixed formulation, the structure of the standard inf–sup condition on B(*,*) is slightly dif-
ferent, due to the elimination of the Cauchy stress. However, the technical details of the proof are more com-
plicated now, compared to the proof of the general case of Section 3.
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formulation with two main tensor variables). Assume that the boundary parts SkE;t are not empty. Then, for the
current Mixed formulation 5.1 the following holds:inf
s2Q
s 6¼0
sup
l2U
l6¼0
Bðl; sÞ
klkUkskQ
¼ b > 0 ð5:7Þwhere b is a positive constant (a lower bound of b depends only on the well known Friedrich inequality, on the
relative position of the natural boundaries SkN ;t and S
k
N ;m and the fact that s 2 Q satisfies appropriate essential
boundary conditions).
Proof. Starting from (5.7) we may write,b ¼ inf
s2Q
s 6¼0
sup
l2U
l6¼0
R
V oilijkojsk dV 
R
SðDjskÞnilijk dS
klk1ksk1
ð5:8ÞWe recall that, in the general case (i.e., SkN ;m 6¼£), the solution spaces for lijk satisfy the homogeneous ver-
sion of (2.2b),ninjlijk ¼ 0 on SkN ;m ð5:9Þ
Now, for technical reasons, it is necessary to consider various cases. First, it is assumed that SkN ;m  SkE;t (this
covers the case when SkN ;m ¼£). The physical meaning of the last hypothesis is that, if condition (5.9) holds on
a part of the boundary, the respective displacement component is constrained (this is not the case for example,
at free surfaces, where (5.9) is valid and yet the displacement variables are not prescribed).
Given a function sk, a particular l^ijk is selected as follows:l^ijk :¼ dijsk ð5:10Þ
It is easy to verify that the components of the above tensor belong to the space U, since, it is symmetric with
respect to i, j and if SkN ;m 6¼£ then,
ninjdijsk ¼ ðnjÞ2sk ¼ 0 on SkN ;m  SkE;t ð5:11ÞMoreover, it is easy to see that,kl^k21 ¼
Z
V
ðdijolskdijolsk þ dijskdijskÞdV ¼ Nksk21 ð5:12Þwhere N = 2 (2-D problems) or N = 3 (3-D problems).
For the given selection, based on the deﬁnition of B(l, s), we get,Bðl^; sÞ ¼
Z
V
oil^ijkojsk dV 
Z
S
ðDjskÞnil^ijk dS ¼
Z
V
ojskojsk dV 
Z
S
ðDjskÞnidijsk dS ð5:13ÞThe boundary term in (5.13) vanishes identically, since,ðDjskÞnidijsk ¼ ðdjl  njnlÞolðskÞnidijsk ¼ djlolðskÞnidijsk  njnlolðskÞnidijsk
¼ ojðskÞnjsk  njnlolðskÞnjsk ¼ ojðskÞnjsk  nlolðskÞsk ¼ 0 ð5:14ÞTherefore, from (5.13),Bðl^; sÞ ¼
Z
V
ojskojsk dV ¼ jsj21 P Cfksk21 ð5:15Þwhere jsj1 is the semi-norm of tensor s, see also (3.15).
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1996) which states that, for H1 functions satisfying uniform Dirichlet conditions on a part of the boundary, the
L2 norm is bounded by the H1 semi-norm.
From (5.8),(5.12) and (5.15) there follows:bP
Cfﬃﬃﬃﬃ
N
p > 0 ð5:16Þwhich is the desired result.
Now let us consider a more general case, namely, there is a non-trivial part SkN ;m of the boundary S where
(5.9) is valid and yet, the respective displacement component does not vanish there. Let sNk :¼ skjSkN ;m be the
trace on SkN ;m of a given (non-zero) sk 2 H 10;SkE;tðV Þ. Let yk be a function of the Hilbert space ðskÞ
?  H 1
0;SkE;t
ðV Þ,
orthogonal to sk, with respect to the inner product that generates the H
1 semi-norm. The function yk is so
selected as to have the same trace as sk on S
k
N ;m.Z
V
ojykojsk dV ¼ 0; ykjSkN ;m ¼ s
N
k ð5:17ÞFurthermore, we assume that the function yk satisﬁes the following inequality:kykk1 6 Ckskk1 ð5:18Þwhere C is a ﬁxed constant (we could take C = 1).
In other words, among all the elements of the orthogonal set ðskÞ?  H 10;SkE;tðV Þ, having the same trace as sk
on SkN ;m, we choose one (element) with comparable magnitude to sk.
Given the function sk, select now a particular l^ijk as follows:l^ijk ¼ dijðsk  ykÞ ð5:19Þ
It easy to verify again that l^ijk belongs to the space U, since,ninjdijðsk  ykÞ ¼ ðnjÞ2ðsk  ykÞ ¼ 0 on SkN ;m ð5:20Þ
By selecting l^ijk as in (5.19) and noting that the boundary term in (5.13) vanishes once again, there follows,Bðl^; sÞ ¼
Z
V
ojðsk  ykÞojsk dV ¼
Z
V
ojskojsk dV ¼ jsj21 P Cfksk21 ð5:21ÞHence, from (5.8), (5.21)bP inf
s2Q
Cfksk1ﬃﬃﬃﬃ
N
p ks yk1
ð5:22ÞBased on (5.18) it is easy to see that,ks yk1 6 ksk1 þ kyk1 6 C1ksk1 ð5:23Þ
for some constant C1, which depends only on the constant C in (5.18).
Using (5.22) and (5.23), we ﬁnally get,bP
Cfﬃﬃﬃﬃ
N
p
C1
ð5:24Þand the proof is completed. h
Assuming that the Cauchy stress is given explicitly by (5.1), it is not diﬃcult to see that Lemmas 4.2 and 4.3
are still applicable for the current mixed formulation. What remains is to show the uniqueness of the solution.
Theorem 5.4. Assume (3.25), the inf–sup condition (5.7) and positive definite functional C(*,*), see (5.4). Then, if
the Mixed formulation 5.1 has a solution, it is unique.
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satisfy the weak statementsAðg; rÞ þ Bðr; hÞ ¼ 0; 8r 2 U ð5:25aÞ
Bðg; sÞ  Cðh; sÞ ¼ 0; 8s 2 Q ð5:25bÞSetting s = h in (5.25b) and r = g in (5.25a), from (5.25a) there follows,Aðg; gÞ þ Cðh; hÞ ¼ 0 ð5:26Þ
Using the hypothesis we have A(g,g) = 0. Hence, g ¼ 0() l1 ¼ l2. Now the proof proceeds exactly in the
same way as in Theorem 4.1. h
It is noteworthy that if the following relation holds:Cðs; sÞ ¼ 0() s ¼ 0 ð5:27Þ
then from (5.26) we get immediately the uniqueness of the solution (the inf–sup condition (5.7) is not necessary
in this case).
The latter observation is related to the fact that the term C(*,*) has in general a stabilizing eﬀect for the
mixed formulation (see Braess, 1997). Note also that the coercivity condition (5.5) is suﬃcient for the deduc-
tion of (5.27).
6. Finite element approximations of the mixed formulation with C0 continuity basis functions and discrete
Babusˇka–Brezzi conditions
The standard ﬁnite element spaces, with C0 continuity basis functions (or C1 continuity basis functions, for
the Cauchy stresses, in particular), may be employed to construct conforming approximations of the mixed
weak formulations 3.2 and 5.1. Since the structure of formulation 5.1 is more general, for economy in the
notation we will refer to this formulation. However, for the ﬁrst main variable, we keep the more general nota-
tions w and z (see Section 3).
Let Ud  U and Qd  Q be ﬁnite dimensional subspaces, composed of piecewise polynomials. The general
discrete mixed formulation is stated as follows.
Formulation 6.1. Finite element approximation of the general Mixed formulation 5.1, see also (5.3a, b):
Find (wd,ud) 2 (Ud · Qd), such thatAðwd ; zdÞ þ Bðzd ; udÞ ¼ yðzdÞ; 8zd 2 Ud ð6:1aÞ
Bðwd ; sdÞ  Cðud ; sdÞ ¼ gðsdÞ; 8sd 2 Qd ð6:1bÞThe parameter ‘d’ in (6.1) denotes the level of reﬁnement. The notions of reﬁnement and convergence are
associated with families of ﬁnite dimensional subspaces Ud and Qd, possessing certain approximability prop-
erties. We consider the two well known types of reﬁnement:
(a) The (quasi-uniform) h-extension, where the polynomial degree p of the shape functions is kept ﬁxed and
the accuracy increases by reducing (quasi-uniformly) the sizes of the elements (Ud  Uh and Qd  Qh).
(b) The p-extension, where the ﬁnite element mesh is kept ﬁxed and the number of degrees of freedom
increases, by adding higher order polynomials, usually in a hierarchical fashion (Ud  Up and Qd  Qp).
The general discrete inf–sup conditions have similar structures with the continuous ones, but they refer to
the ﬁnite dimensional subspaces.
Deﬁnition 6.2 (Discrete BB (or discrete inf–sup) conditions for the constraint mixed formulation 6.1). There exist
strictly positive constants d and f such that:
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wd2Ud
0
wd 6¼0
sup
zd2Ud
0
zd 6¼0
Aðwd ; zdÞ
kwdkUkzdkU
¼ dd P d > 0 ð6:2Þandinf
sd2Qd
sd 6¼0
sup
zd2Ud
zd 6¼0
Bðzd ; sdÞ
kzdkUksdkQ
¼ fd P f > 0 ð6:3Þwhere,Ud0 :¼ fzd 2 Ud : Bðzd ; sdÞ ¼ 0; 8sd 2 Qdg ð6:4Þ
is the kernel of the operator bBd : Ud ! ðQdÞ0 (with deﬁnition bBdzdðsdÞ :¼ Bðzd ; sdÞ for a given zd 2 Ud). The ker-
nel Ud0 is usually referred to as the discrete kernel.
It is noteworthy that, for a given ﬁnite element approximation (ﬁxed mesh and ﬁxed polynomial order), the
solvability of the ﬁnite dimensional system (6.1) is equivalent to the conditions dd > 0 and fd > 0 (see Brezzi and
Bathe, 1990). Nevertheless, as the reﬁnement proceeds (that is, h! 0, or p!1, or both), the discrete inf–sup
conditions (6.2) or (6.3) or both, may be violated. In such a scenario, there might be an inherent instability in
the approximation method; however the latter is not a necessary condition (see Braess, 1997; Bathe, 2001).
The most interesting consequence of the discrete BB conditions (from both theoretical and practical point of
view), is that (6.2) and (6.3) secure the quasi-optimal convergence of the approximation method. This is gen-
erally expressed as follows:kw wdkU þ ku udkQ 6 Cð inf
zd2Ud
kw zdkU þ inf
sd2Qd
ku sdkQÞ ð6:5Þwhere (w,u) is the exact solution of the corresponding continuous mixed formulation and C is a constant
which depends on MU, MQ, MC, d and f (in fact, C is a monotonically increasing function of d
1 and f1,
see Xu and Zikatanov, 2003).
Inequality (6.5) secures that the ﬁnite element approximations converge with (at least) the worst rate of the
two best (optimal) approximation rates for each variable separately. Moreover, (6.5) is valid even in the cases
where the discrete BB conditions are not satisﬁed (d and (or) f are substituted by dd and (or) fd). Obviously, if
the optimal approximation rates are suﬃciently high to overcome the eventual growth of the constant C, the
convergence of the mixed method may still be deduced by (6.5). Recall that the optimal approximation rates
depend on the regularity of the exact solution as well as, on the nature of the shape functions and on the reﬁne-
ment process (Ciarlet, 1978; Babusˇka and Suri, 1990).
Regarding the general mixed formulation 3.2, the standard discrete inf–sup condition (6.3) is satisﬁed, assum-
ing that the interpolation spaces for the Cauchy stresses, sdij, contain piecewise (C
1) continuous basic functions,
of one order less than the order of the basis functions of the space of the displacements sdj . The basis functions for
sdij should be discontinuous at the element boundaries. Then, for a given ﬁeld s
d
j wemay select a particular s
d
ij such
that sdij ¼ sdði;jÞ and the proof of (6.3) is exactly the same as the proof of the continuous case, see Theorem 3.4.
On the other hand, there are cases where it is more convenient (and more accurate!) to employ C0 shape
functions for all the variables. Hence, the proof structure of Theorem 3.4 can not be used anymore (since
we are not able to write sdij ¼ sdði;jÞÞ. However, in this case, noting that C(*,*) = 0 in (6.1) and zd :¼ (ld,sd)
in (6.3), from (6.3) one may write the following inequality:fd ¼ inf
sd2Qd
sd 6¼0
sup
zd2Ud
zd 6¼0
Bððld ; sdÞ; sdÞ
kðld ; sdÞkUksdkQ
P inf
sd2Qd
sd 6¼0
sup
ld2Ud
1
sd¼0;ld 6¼0
Bððld ; 0Þ; sdÞ
kðld ; 0ÞkUksdkQ
)
fd P inf
sd2Qd
sd 6¼0
sup
ld2Ud
1
ld 6¼0
R
V oil
d
ijkojs
d
k dV 
R
SðDjsdkÞnildijk dS
kldk1ksdk1
ð6:6Þ
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d
k (practically, both spaces
should be of the same polynomial order), so that the selection l^dijk ¼ dijsdk becomes possible, see (5.10) or (5.19).
Then, the proof that fd is bounded below (i.e., fdP f > 0) is exactly analogous to the proof of Theorem 5.3.
Regarding the discrete approximation of the Mixed formulation 5.1, the above mentioned constraint
between the polynomial orders of the interpolation spaces is now mandatory; since the Cauchy stress has been
eliminated from the formulation, see (5.2) and (5.8). Note that in this case zd :¼ ld in (6.3).
As theoretically expected (see Babusˇka et al., 1980; Brezzi and Bathe, 1990), the ﬁrst discrete condition (6.2),
on the discrete kernel, is not generally valid for the multi-dimensional case. Nevertheless, the above discrete
system (6.1) is uniquely solvable, assuming the inf–sup condition (6.3), as well as the positive deﬁniteness
of the bilinear functionals A(*,*) and C(*,*). The proofs are exactly analogous with those of Theorems 4.1
and 5.4.
Complete analysis regarding both discrete inf–sup conditions are given for the one-dimensional formula-
tions, see Section 7. In this scenario the quasi optimal convergence (6.5) is conﬁrmed for arbitrary exact solu-
tions in the solution spaces (or, equivalently, arbitrary forcing functions in the forcing (dual) spaces).
Finally, as mentioned earlier, even in the multi-dimensional cases, the methodologies employed in the
works of Babusˇka et al. (1980) and Balasundaram and Bhattacharyya (1984), which are based on certain
restrictions regarding the regularities and (or) the polynomial orders of the ﬁnite element spaces, could also
be used to formally prove convergence of the ﬁnite element approximations for the current mixed formula-
tions. The technical details involved however are beyond the scope of the current work.
7. Mixed formulations for a general one dimensional gradient elasticity problem (axial tension
of a gradient elastic bar)
The starting points are the constitutive equations (2.7). First we derive the one dimensional analogue of the
formulation 3.2. It is necessary to re-write (2.7) as follows:u0 ¼ bCsþ bF l ð7:1aÞ
u00 ¼ bAlþ bF s ð7:1bÞwherebC ¼ E1 þ E1l
g2l1  l ;
bA ¼ l1E1
g2l1  l ;
bF ¼  E1
g2l1  l ð7:2ÞWe mention the necessary restriction D :¼ g2l1  l5 0) l5 g, in order to deduce (7.1). The equilibrium
equation in one dimension, based on which the boundary value problem (2.5) is established, may be written
as follows (see Tsepoura et al., 2002):ðs l0Þ0 þ
f
A
¼ 0 ð7:3ÞNow, following exactly the same procedure as in the proof Theorem 3.1 (see Section 3), by selecting l, s and
u as independent (main) variables, the following mixed formulation is derived, based on the boundary condi-
tions (2.6).
Mixed formulation 7.1 (mixed formulation of axial tension problem of a gradient elastic bar, including the
Cauchy stress). Find l 2 H10;SN ;mðV Þ, s 2 L2(V), u 2 H 10;SE;tðV Þ such that for every r 2 H10;SN ;mðV Þ, / 2 L2(V),
s 2 H 10;SE;tðV Þ, the following holds:Aðw; zÞ þ Bðz; uÞ ¼ yðzÞ 8z 2 U ð7:4aÞ
Bðw; sÞ ¼ gðsÞ 8s 2 Q ð7:4bÞ
566 S.I. Markolefas et al. / International Journal of Solids and Structures 44 (2007) 546–572where w :¼ (l,s), z :¼ (r,/) and H 10;SN ;mðV Þ ¼ H 10;SE;tðV Þ is the subspace of H1(V), containing functions with zero
trace at x = 0 (both displacement and double stress vanish there, via (2.6a, d), i.e., SN,m = SE,t = {0}).
The previous notation allows for more general boundary conditions. It is also noted that, using the general
notation of (3.11), for the current formulation we have U :¼ H 10;SN ;mðV Þ  L2ðV Þ and Q :¼ H 10;SE;tðV Þ. The def-
initions of the bilinear forms in (7.4) are given as follows:Aðw; zÞ :¼
Z 1
0
lr
l1E1
D
dxþ
Z 1
0
s/
ðDE1 þ E1lÞ
D
dx
Z 1
0
l/
E1
D
dx
Z 1
0
sr
E1
D
dx ð7:5aÞ
Bðw; sÞ :¼
Z 1
0
l0s0 dx
Z 1
0
ss0 dx ð7:5bÞ
yðzÞ :¼ ðu0rÞj10 ¼ e1rð1Þ ð7:5cÞ
gðsÞ :¼ 
Z 1
0
s
f
A
dx P
A
s
 
j10 ¼ 
Z 1
0
s
f
A
dx P 1
A
sð1Þ ð7:5dÞIt is noteworthy that the above formulation has exactly the same structure as formulation 3.2, see (3.1). The
only discrepancy is related to the extra boundary terms in the multi-dimensional case, due to the tangential
derivatives (which have no meaning in 1-D) and the jump term in the forcing functional.
First we check the necessity for positive deﬁnite energy functional. Recall that l,g are positive constants
which represent characteristic material lengths related to the micro-structure. The sign of A(w,w) depends
on the sign of the constant D = g2l1  l, as well as on the sign of the expression,pðl; sÞ :¼ l2l1E1 þ s2ðDE1 þ E1lÞ  2lsE1 ð7:6ÞLemma 7.2. Assume that D > 0, hence, 0 < l < g. Then, the expression p(l,s) is always positive.
Proof. Multiply both sides of (7.6) with El (positive number).Elpðl; sÞ ¼ l2 þ s2ðDþ lÞl 2lsl ¼ l2 þ s2g2  2lsl)
Elpðl; sÞP l2 þ s2g2  2jljjsjlP l2 þ s2g2  2jljjsjg )
Elpðl; sÞP ðjlj  gjsjÞ2 P 0
ð7:7ÞExamining carefully the above inequalities, based on the hypothesis 0 < l < g, it follows that p(l,s) > 0,
unless both variables are zero. This concludes the proof. h
The relationship 0 < l < g is a special case of a more general result, which can be found in Georgiadis et al.
(2004).
Based on Lemma 7.2, we conclude that, under the condition 0 < l < g, the expression A(w,w) becomes a
positive deﬁnite functional of w.
For the current mixed formulation, both continuous BB (inf–sup) conditions may be established. The proof
of the inf–sup condition on B(*,*) is omitted since it may be deduced along the same lines as in the general
case, see Theorem 3.4 or Theorem 5.3. It is noteworthy that, in this simple case, the particular selections
s = s 0, l = 0 or s = 0, l = s and the equivalency of H1-norm and H1-semi-norm on H 10;SE;tðV Þ, immediately
result in the standard BB condition on B(*,*).
The continuous kernel is established by solving the following integral equation:Z 1
0
l0s0 dx
Z 1
0
ss0 dx ¼ 0 8s 2 H 10;SE;t ðV Þ ð7:8ÞTheorem 7.3. The continuous kernel U0 contains the ordered pairs (l,s) such that l 0 = s
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From (7.8), based on the deﬁnition of distributional derivatives we getZ 1
0
ðl0  sÞ0sdx ¼ 0 8s 2 C10 ðV Þ ð7:9ÞFrom (7.9), obviously l 0  s = c, in the sense of distributions, where c is a constant. But then using (7.8) we
get, Z 1
0
cs0 dx ¼ 0) ðcsÞj10 ¼ 0) csð1Þ ¼ 0; 8s 2 H 1SE;tðV Þ \ C1ðV Þ ð7:10ÞThus, c = 0 and the proof is completed. h
Now we focus on the deduction of the inf–sup condition on the kernel.x :¼ inf
w2U0
w6¼0
sup
z2U0
z 6¼0
Aðw; zÞ
kwkUkzkU
P inf
w2U0
w 6¼0
Aðw;wÞ
kwk2U
ð7:11ÞBased on (7.5a)Aðw;wÞ :¼
Z 1
0
l2
l1E1
D
dxþ
Z 1
0
s2
ðDE1 þ E1lÞ
D
dx 2
Z 1
0
ls
E1
D
dx ð7:12ÞThe following result may be shown.
Theorem 7.4. Assume that D > 0. Then, there exist positive constants C1 and C2 such thatAðw;wÞP C1klk20 þ C2ksk20 ð7:13ÞProof. From (7.12) and the Cauchy–Schwarz inequality for integrals we have,Aðw;wÞDEl ¼ klk20 þ g2ksk20  2l
Z 1
0
lsdx)
Aðw;wÞDElP klk20 þ g2ksk20  2lksk0klk0
ð7:14ÞHence, it is suﬃcient to show thatklk20 þ g2ksk20  2lksk0klk0 P c1klk20 þ c2ksk20 ð7:15Þfor some positive constants c1, c2 or equivalently (assuming henceforth that c1 < 1, c2 < g
2),ð1 c1Þklk20 þ ðg2  c2Þksk20  2lksk0klk0 P 0 ð7:16ÞA sufficient condition for (7.16) is the following inequality:ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 c1Þ
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðg2  c2Þ
p
P l ð7:17ÞSimple inspection shows that the above inequality is satisﬁed (in general), for suﬃciently small positive val-
ues c1, c2. This can be seen as follows. For c1 = c2 = 0 the left hand side of (7.17) gives
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð1 c1Þpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðg2  c2Þp ¼ g. Moreover, based on the hypothesis, we have l < g, while the left hand side of (7.17) is a con-
tinuous, decreasing real function of c1, c2, in any neighborhood of c1 = c2 = 0 satisfying c1 < 1, c2 < g
2. Hence,
it follows that (7.17) is also valid for sufﬁciently small positive constants c1, c2. h
It is noteworthy that, if l,g < 1, which is important from practical point of view, and l < g2 (which implies
l < g), then the selection c1 = 1  l and c2 = g2  l satisﬁes (7.17).
Lemma 7.5. The inf–sup condition (7.11) is satisfied in the continuous kernel.
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w2U0
w6¼0
Aðw;wÞ
2ðksk20 þ klk20Þ
ð7:20ÞThe L2 ellipticity of A(*,*), see (7.13), gives,Aðw;wÞP minðC1;C2Þðklk20 þ ksk20Þ ð7:21Þ
From (7.20), (7.21) we ﬁnally get a lower bound in the kernel,xP
minðC1;C2Þ
2
ð7:22ÞBased on the above results, the mixed formulation is well posed on the whole solution space, i.e., for every
possible forcing functionals y(*)g(*) (see Brezzi and Bathe, 1990; Braess, 1997; Bathe, 2001). h
Regarding the discrete ﬁnite element approximations, the standard inf–sup condition on B(*,*) may be eas-
ily shown if the interpolation space of the Cauchy stresses contains the derivatives of the basis functions of the
displacements. This is necessary in order to have the particular selection sd = –(sd) 0, see proof of Theorem 3.4.
In this case, the approximation space for the Cauchy stresses should be piecewise (C1) continuous (the Cau-
chy stress basis functions experience inter-element jumps).
Assume now that the previous requirement is not fulﬁlled, e.g., the Cauchy stress basis functions are C0
continuous, or they contain polynomials of lower order than that required for the selection sd = –(sd) 0. Then,
the selection ld = sd is absolutely necessary for the deduction of the standard discrete BB condition on B(*,*).
In other terms, the polynomial space of ud should be embedded in the polynomial space of ld (practically, this
means equal polynomial order interpolation spaces for both ud and ld).
Next we establish the elements of the discrete kernel.
Theorem 7.6. The discrete kernel Ud0 for the mixed formulation (7.4) contains the ordered pairs (l
d,sd) such that
(ld) 0 = sd.Proof. The discrete kernel contains basis functions wd 2 Ud such that,Bðwd ; sdÞ ¼ 0; 8sd 2 Qd )
Z 1
0
ððldÞ0  sdÞðsdÞ0 dx ¼ 0; 8sd 2 Qd
) 
XN el
e¼1
Z
Xe
ððldÞ0  sdÞ0sd dxþ
XN
i¼1
J i½ððldÞ0  sdÞsd  ¼ 0; 8sd 2 Qd ð7:23Þwhere Nel is the total number of elements, Xe is the domain of a typical 1-D element and Ji[v
d] denotes the jump
of the function vd at the free node i (which is not subject to essential conditions), i = 1,2, . . . ,N. Note further-
more that
SN el
e¼1Xe ¼ V and N denotes the number of real nodes.
In order to be formally correct, the value of Ji[v
d] at the free boundary nodes (e.g., on SN,t) is equal to v
d(xi),
where xi is the coordinate of node i. First we consider the case of h-extension with p = 1. From (7.23) and the
hypothesis it follows that,
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i¼1
J i½ððlhÞ0  shÞsh ¼ 0 8sh 2 Qh ð7:24ÞBy taking sequentially sh = /i(x), where /i is the nodal (standard, piecewise linear) basis function associated
with free node i, we get,J i½ðlhÞ0  sh ¼ 0 for every free node i ð7:25Þ
From (7.25) it follows that the function lh(x) 0–sh(x) should be a constant function bC over the whole prob-
lem domain. Then, by the deﬁnition of the discrete kernel, see (7.23), and the boundary conditions,Z 1
0
bCðshÞ0 dx ¼ 0 8sh 2 Qh ) bCshð1Þ ¼ 0 ) bC ¼ 0 ð7:26Þ
Now we consider the case p > 1. By selecting sequentially sd to be the higher order internal shape functions
(bubble modes, see Szabo and Babusˇka, 1991) in each element separately, from (7.23) we get,Z
Xe
ððldÞ0  sdÞ0sd dx ¼ 0 ð7:27Þfor every higher order mode sd in the typical element e.
However, if (ld) 0–sd has higher order than 0, then we can always select some sd such that (7.27) is violated.
Therefore ðldÞ0  sd 2 Ud0 is still a constant function in each element, separately. But then, by the same
argument as previously, we get Ji[(l
d) 0–sd] = 0 for every free node i. Hence ldðxÞ0  sdðxÞ ¼ eC . Finally, from
(7.26) the proof is completed. h
Lemma 7.7. Assume the hypothesis of Theorem 7.6. Then, assuming non-trivial discrete kernel, the discrete
inf–sup condition in the kernel is satisfied, for the formulation (7.4),inf
wd2Ud
0
wd 6¼0
sup
zd2Ud
0
zd 6¼0
Aðwd ; zdÞ
kwdkUkzdkU
¼ dd P d > 0 ð7:28ÞThe proof of Lemma 7.7 is exactly the same as the proof of the continuous problem, see theorem 7.5. Note
that, in order to have a non-trivial discrete kernel, the solution space of the double stress must contain indef-
inite integrals of basis functions of the solution space of the Cauchy stress. The latter is obviously a relatively
weak requirement, which allows for both C1 continuous and C0 continuous polynomial interpolation func-
tions for the Cauchy stress.
For the purpose of discussion, it is observed that, assuming the L2 ellipticity condition (3.33) for the general
formulation of Section 3, the proof of Lemma 7.5, could be extended for the multi-dimensional case, provided
that the continuous kernel contains only ordered pairs (l,s), such that oi lijk = sjk. The same would be true of the
discrete BB condition in the respective discrete kernel, provided that oildijk ¼ sdjk, see Section 6.However, inmulti-
dimensional problems, the kernels may containmore general ordered pairs. Hence, the satisfaction of the respec-
tive discrete BB condition in the kernel for the multi-dimensional formulation 3.2 is generally not possible.
We conclude the current work with a slightly diﬀerent mixed formulation for the one dimensional problem
(2.5), without explicit appearance of the Cauchy stresses. More speciﬁcally, we introduce only one new vari-
able, which related to the second order derivative:w :¼ g2u00 ð7:29Þ
Based on the constitutive relation (2.7b), variable w represents the higher order part of the double stress. By
using weighted residual techniques, from (2.7b), (7.3) and (7.29) we arrive at the following mixed formulation,
see also the work of Tsamasphyros et al. (2005).
Formulation 7.8. Mixed formulation of axial tension problem of a gradient elastic bar (without appearance of the
Cauchy stress in the main variables).
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0
wr
g2
dx wð0Þrð0Þ
l
þ
Z 1
0
r0u0 dx ¼ e1rðLÞ 8r 2 H 1ðV Þ ð7:30aÞZ 1
0
w0s0 dx
Z 1
0
u0s0 dx ¼ 
Z 1
0
f
AE
sdx P
AE
sð1Þ 8s 2 H 10;SE;tðV Þ ð7:30bÞIt is observed that Formulation 7.8 has the general structure of (5.3), see Section 5. Moreover, the boundary
term appearing on the left hand side of (7.30a) is due to the fact that the double stress boundary condition at
x = 0 becomes a Robin condition for the current mixed formulation (note that the variable w 2 H1(V) is not
constrained).
All BB (inf–sup) conditions are also proved for the above formulation (see Tsamasphyros et al., 2005). In
the following we summarize the results.
Theorem 7.9. The continuous kernel, resulting from the equation
R 1
0 w
0s0 dx ¼ 0, 8s 2 H 10;SE;t ðV Þ (recall, s(0) = 0),
contains only globally constant functions (hence the continuous kernel is one-dimensional).
The proof of Theorem 7.9 closely resembles the proof of Theorem 7.3.
Lemma 7.10. Assume that l5 g2. Then, the continuous inf–sup condition (4.1) on the continuous kernel is
satisfied.
Proofx ¼ inf
r2U0
r 6¼0
sup
w2U0
w6¼0
Aðw; rÞ
kwkUkrkU
P inf
r2U0
r 6¼0
sup
w2U0
wð0Þ¼rð0Þ;w6¼0
R 1
0
g2wrdxþ wð0Þ2l1
kwk1krk1
ð7:31ÞThe test functions may be selected as follows: r(x) = c, w(x) = c or r(x) = c, w(x) = c, depending on the
sign of l  g2, where c is an arbitrary positive real constant.
Simple algebra results in the following inequality:xP
1
l
 1
g2

 > 0 ð7:32ÞBased on the hypothesis, the proof is completed. h
The discrete BB conditions are also satisﬁed for the ﬁnite element approximations of the above mixed for-
mulation, assuming equal interpolation order for both main variables. The structure of the proofs is the same
as that of the continuous problem (see also the proof of Theorem 7.6). Extensive numerical experimentations
with Formulation 7.8, for both h- and p-extensions, conﬁrms the eﬃciency and accuracy of the current mixed
formulations (see Tsamasphyros et al., 2005).
8. Closing discussion and future research directions
In the current work, mixed weak formulations, with two or three main (tensor) variables, are presented and
theoretically analyzed, for general multi-dimensional dipolar Gradient Elasticity (biharmonic) boundary value
problems. The mixed formulations are based on various generalizations of the so-called Ciarlet–Raviart tech-
nique. C0-continuity conforming basis functions can be employed in the respective ﬁnite element approxima-
tions (or even C1 basis functions for the Cauchy stress variable).
Besides the C0-continuity requirement, a basic advantage of the proposed mixed formulations is that they
encompass naturally, as well as, generally, all the complicated boundary conditions encountered in the dipolar
Gradient Elasticity boundary value problems (especially in many dimensions). Special attention has been paid
at the detailed presentation of all natural boundary conditions, resulting from the standard, variational
calculus based, deduction of the general strong form of the problem (see Bleustein, 1967). It is also noted that
even more complicated, Robin type, conditions may be incorporated in the current mixed formulations.
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latter variable may be eliminated in some of the formulations, depending on the structure of the constitutive
equations. The standard continuous and discrete Babusˇka–Brezzi inf–sup conditions for the constraint equa-
tion, as well as, solution uniqueness for both the continuous statements and discrete ﬁnite element approxima-
tions, are established in all cases.
For the purpose of completeness, two one-dimensional mixed formulations are also analyzed. The respective
constitutive equations possess the general structure (with coupling terms). For the 1-D formulations, all the inf–
sup conditions are satisﬁed, for both the continuous and discrete statements. To prove the discrete inf–sup con-
ditions, the complete polynomial orders of the main variables interpolation functions must be properly related.
In summary, regarding the one dimensional counterparts of the current mixed formulations, the general
Babusˇka–Brezzi theory results in quasi-optimality and stability. For multi-dimensional problems, the diﬃculty
of deducing the inf–sup condition on the kernel is examined. Certain aspects of methodologies employed in the
literature to theoretically by-pass this problem in similar mixed formulations, are also discussed.
The ﬁrst step for the future research, following the current work, is the ﬁnite element implementation of the
above mixed formulations in speciﬁc two-dimensional and three-dimensional gradient elasticity boundary
value problems, employing h-, p- or h–p extensions. The theoretical analysis of the proposed mixed formula-
tions, the extensive numerical experimentations with one-dimensional models (see Tsamasphyros et al., 2005),
as well as, the analysis and results of the mixed method of Balasundaram and Bhattacharyya (1984) for bihar-
monic equations (even in non-convex two-dimensional domains), provide a certain degree of conﬁdence in the
current mixed formulations.
Other important research directions are related to a posteriori error estimation methods (see Ainsworth and
Oden, 1997) and adaptive techniques within the framework of the proposed mixed formulations (see Babusˇka
and Suri, 1990). The adaptive techniques are of vital importance in large scale problems, where it is necessary
to achieve the desired accuracy with as few degrees of freedom as possible. It is noted that, in gradient elas-
ticity problems, the practical values of the material micro-scale constants involved in the formulation, result in
the appearance of boundary layers in the exact solutions, at certain locations of the problem domain (see
Georgiadis, 2003). The error estimation is thus necessary to identify these high gradient areas. Subsequently,
adaptive techniques may be used to increase the number of the degrees of freedom appropriately, so as to
eﬀectively reduce the global and (or) the local discretization errors.
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