To ensure traffic safety, pavement conditions should be evaluated and distress (cracks, potholes, etc.) should be timely detected. In recent years, methods based on the analysis of digital images have been proposed to automatically detect pavement distress. However, most of these methods process the images offline and therefore require a large amount of data to be stored until actual processing. To enable realtime analysis of the images and to reduce the amount of stored data, a highly performant and computationally inexpensive implementation of a current analysis method is required. This paper presents a Graphics Processing Unit (GPU) implementation of an image analysis method for pavement distress detection. GPUs have been recently utilized for high-performance computing in diverse scientific fields. The pavement distress detection method presented in this paper is based on the wavelet transform. The implementation is carried out using the Open Computing Language (OpenCL). To evaluate the performance, the method was tested on 30 pavement images. The results show that a significant improvement in performance can be achieved by utilizing GPUs.
INTRODUCTION
The condition of the surfaces of municipal roads has deteriorated rapidly in recent years, leading to pavement defects, such as cracks and potholes (Levitz, 2014) . As a result of these defects, also known as pavement distress, vehicles driving on the roads are damaged and accidents are caused. To maintain a good road condition, it is required to monitor the road surface and observe changes in the pavement. Parts of the roads with detected distress can then be repaired and costs due to vehicle damage and accidents can be reduced.
Several approaches to detect pavement distress have been lately proposed and applied. For example, manual observation is currently the most often used approach towards pavement distress detection. However, it is hazardous, time-consuming and highly subjective. To overcome these drawbacks, automated methods have been developed, which are capable of detecting distress with little or no human intervention. These methods are usually based on sensors or video cameras mounted on vehicles (NCHRP, 2004) . These sensors and cameras collect pavement data which is analyzed with regard to changes relevant to the condition of the road surface. Yet, most of these methods do not operate in real time. The data is first stored persistently until it is actually processed. Taking into account the length of the municipal road network in Germany (approximately 610 000 km according to DStGB, 2014) ) and the frequency with which such pavement distress detection procedures need to be carried out, the amount of stored data is enormous. To reduce this amount, it is necessary to develop methods, capable of processing the data in real time. If a real-time analysis is performed, data which captures road sections where no distress has been detected can be discarded, and only data relevant to pavement distress needs to be stored for further actions.
With the recent advances in CPU technology, we are now capable of executing algorithms much faster than 20 years ago. According to Moore's Law, the number of transistors on a CPU doubles every year. However, the computational power of state-of-the-art CPUs is still not sufficient for the purpose of real-time analysis of pavement images. To obtain images with good quality on municipal roads while driving with appropriate speed (approximately 60 to 80 km/h), a highfrequency camera is required. Taking into account the time required to perform some mandatory operations on the images, such as Bayer pattern demosaicing, the time span which remains for performing the distress analysis is very limited.
Nevertheless, there exist processors capable of fulfilling the requirements of real-time processing, namely Graphics Processing Units. GPUs have gained popularity among scientists from diverse fields of studies in recent years. They have been applied not only for graphics applications, but also for other tasks, such as the computation of simulation parameters or data mining. By utilizing GPUs, the execution of analysis methods on pavement images can be highly accelerated, thus enabling real-time pavement distress detection.
In this paper, we present a GPU implementation of a particular pavement distress detection method. The implementation is carried out using the Open Computing Language (OpenCL), a standard for cross-platform, parallel programming (Khronos OpenCL Working Group, 2013) . The implemented method is based on the wavelet transform and was proposed by Zhou (Zhou, 2006) . Zhou also proposed statistical criteria for the analysis of pavement images with respect to distress. To calculate the values of these statistical criteria, the first level of wavelet decomposition is required. Several implementations of the wavelet transform on GPU have already been proposed (Stürmer, 2012; Sharma, 2010) . However, these implementations compute all levels of the wavelet transform and they calculate the values of all wavelet coefficients. Specifically for the method proposed by Zhou, only the values of the first level of wavelet decomposition are required, as will be described in the next section of this paper. In addition, statistical criteria are computed based on these values. These criteria are not part of the wavelet transform and, accordingly, they are not calculated in the existing implementations of a GPUenabled wavelet transform. Figure 3 .
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Figure 3: 2D wavelet transform
HAWCP is a measure of the number of those coefficients in the detail subbands that are larger than a threshold defined as an index for distress. To calculate HAWCP, first the sum of the squared coefficients in the vertical, horizontal and diagonal subbands are summed:
where M is called the wavelet modulus. Afterwards, the modulus is binarized by being compared to a threshold value C th . C th is estimated by wavelet thresholding.
HAWCP is then calculated according to the following equation:
where W is the width and H is the height of the image. The value of HAWCP lies between 0 and 1, where low HAWCP values indicate a good pavement surface, and high HAWCP values indicate pavement distress.
WAVELET TRANSFORM ON GPU
In Figure 3 , A, B, C, etc. denote pixels. As can be seen, each wavelet coefficient depends on four pixels of the image. There exist no dependencies between the four pixels needed to calculate one wavelet coefficient and the four pixels needed to calculate the next wavelet coefficient. As a consequence, the calculation of wavelet coefficients can be performed in parallel for all quadruples of pixels.
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The methodology of the GPU implementation is shown in Figure 4 . In OpenCL the blocks of instructions that will run on the devices are called kernels (Khronos OpenCL Working Group, 2013.) . In case of the wavelet transform for pavement distress detection, the kernel computes the horizontal, vertical, and diagonal coefficients of a quadruple of pixels. If an image with a total number of N pixels is considered, the kernel needs to be executed N/4 times. Theoretically, if we are able to execute the kernel for all quadruples in parallel, we will achieve a performance improvement of N/4. However, additional operations with the data are required and such an improvement cannot be achieved. To perform the wavelet transform, the data first has to be loaded in an appropriate form. OpenCL makes use of memory arrays that are used to store the kernel arguments. The pixels of the input image are loaded into an array on the CPU. To be able to work with the data, the GPU requires that the data be copied to the GPU (transfer data). The data is stored in the GPU in a so called memory buffer. The wavelet kernel is executed on the elements of this memory buffer and the coefficients are calculated. For further processing, the output values have to be transferred back to the CPU.
However, the coefficient values are not needed for pavement distress evaluation. Only the resulting HAWCP value is required. Hence, the HAWCP value is computed by the kernel and only this value is sent back to the CPU. As defined in equation 3, HAWCP is calculated as a sum of elements. It could be considered an example of a reduction operation. Reduction operations take a vector of data and reduce it to a single element. AMD have proposed implementations of reduction operations, such as the sum reduction (Catanzaro, 2010) . However, we realized that using built-in OpenCL atomic functions, such as atomic_inc, instead of reduction operations, makes it easier for the developer and satisfies the time requirement. In future implementations, if an even faster execution is required, the HAWCP computation could be performed using reduction operations. 
MULTI-GPU WAVELET TRANSFORM
Multiple GPU devices can be utilized for further performance enhancement. There exist two strategies to partition the work between multiple GPU devices in case of image manipulations. Intra-frame load balancing refers to using naturally independent data pieces like video frames or multiple image files to distribute them between different devices for processing. Inter-frame load balancing refers to splitting the data that is currently being processed between the devices. When using intraframe load balancing, no synchronization is required. As a result, the intra-frame load balancing leads to better performance (Intel Corporation, 2013) . Figure 5 presents the methodology developed for multi-GPU processing for the case of two devices. Intraframe load balancing is applied by distributing the images between the two devices. First, two images are loaded sequentially into arrays by the CPU. After the pixel values were transferred on the GPU devices, the kernels are executed on both devices in parallel for all quadruples of pixels. The schema can be extended for more than two devices by adding more parallel kernels. 
PERFORMANCE TESTS
Samples of 30 images were used to test the performance of the implementation presented in this paper. The images have a size of 256x256, 512x512, 1024x1024 and 2048x2048 pixels. The CPU used for the tests is a 2.10 GHz Intel Core i7-4600 CPU. Different GPUs are utilized for the performance tests, because the execution time of the wavelet transform depends highly on the GPU used. An integrated Intel HD Graphics 4400 GPU and two Nvidia Tesla C2070 GPUs are used. The two Nvidia GPUs are used standalone as well as together to compare single-GPU and multi-GPU execution times. To guarantee accurate results, an average of 10 executions is used. The time required to execute the wavelet transform for the first level and to calculate HAWCP for the whole sample of 30 images is recorded. The OpenCL execution time also includes the time needed to transfer the image data from the CPU to the GPU.
As can be seen in Figure 6 , the execution time is compared to a sequential C++ implementation, an OpenCL CPU implementation, OpenCL on the integrated GPU (Intel GPU), OpenCL on one Nvidia GPU (Nvidia GPU), and OpenCL on two Nvidia GPUs (Nvidia Multi-GPU). The GPU is faster for all image sizes. Interestingly, the integrated Intel GPU is faster than the Nvidia GPUs for 256x256 and 512x512 images. This is due to the fact that in case of integrated GPUs the time required to transfer the data is shorter. However, the Multi-GPU implementation was the fastest one in the cases of 1024x1024 and 2048x2048 images. In case of 2048x2048, an execution time of 5.8 milliseconds was achieved. This execution time also involves the time required for transferring the data from the CPU to the GPUs. Such wavelet transform execution time allows for real-time processing of videos with a frame rate of up to 170 frames per second.
The speed-up of the OpenCL implementation compared to the sequential C++ implementation is:
Speed-up = Sequential C++ time / Best OpenCL time.
Execution time for 30 images Figure 6: Performance results for 30 images
As shown in Figure 7 , the GPU implementation is approximately 28 times faster than the sequential C++ implementation for an image of size 2048x2048. 
SUMMARY AND CONCLUSIONS
In this paper, a GPU implementation of a method for pavement distress detection was presented. Based on the wavelet transform the method identifies distress in pavement images by using statistical criteria. To accelerate the execution of the method and to enable real-time analysis of pavement images, the method is 
Speed-up
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implemented on a GPU. Performance tests show that a significant speed-up is achieved by utilizing the Open Computing Language. An speed-up of 28 times for multi-GPU against sequential C++ implementation is achieved for the case of 2048x2048-sized images. Yet, the image acquisition and analysis processes involve further steps, such as noise filtering and background illumination correction. In the future, noise filtering methods and shadow removal algorithms are to be also implemented on Graphics Processing Units.
