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ABSTRACT
Computational models are often encountered in multiple engineering application, such as
structural design, material science, heat transfer and fluid dynamics. These simulations offer the
engineers the capability of understanding complex physical situations before putting them to
practice, either through experimentation or prototyping. The current advances in computational
sciences, hardware architecture, software development and big data technology, have allowed the
construction of sturdy predicting frameworks for analyzing a wide array of natural phenomena
across different disciplines, either through the implementation of statistical methods, such as big
data, and uncertainty quantification, or through high performance computing of a numerical model.
The objective of this work is to study the implementation of a parallel, exa-scale pore network
model based on Trilinos and Dakota, software packages developed by Sandia National Labs, along
with machine learning techniques programmed by using TensorFlow, which are configured to
predict complex multi-physics phenomena, such as flow through porous media or coolant
explosions inside of industrial furnaces. Several predictions were made by using deep neural
networks and uncertainty quantification of big data, proving that there is definitely a research
window with big data in the Mechanical Engineering Sciences.
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CHAPTER 1: INTRODUCTION
This chapter provides hindsight along with a brief about the topics covered by each chapter in this
thesis.
Chapter 2 covers the background theory and previous research effort and contributions related to
the concepts discussed in this thesis, such as governing equations, mathematical derivations,
previous modeling approximation for flows through porous media, as well as important concepts
for the development of this thesis, such as machine learning and big data.
Chapter 3 consists of a review of the software libraries and packages used to develop the
computational tools explored in this thesis, such as TensforFlow a python-based language designed
for machine learning applications, Trilinos, an exa-scale capable library for engineering and
scientific calculations, Dakota, a tool for uncertainty quantification and sensitivity studies.
Chapter 4 deals with the research objectives for this work, which are the data driven, high-fidelity
prediction of 3 multi-physics and multi-scale problems, which are the flow of molten metal through
a packed ceramic bed, the prediction of molten metal spike length and number for coolant
explosions, and the prediction of volume flow rate of oil for enhanced extraction.
Chapter 5 contains the methodology and assumptions made in order to generate the models that
will predict the multi-physics problems, along with the problem description and motivation for
creating such tools. The generation of the data sets containing the statistical representation of the
physics, their processing and further implementations are being discussed in this chapter
Chapter 6 presents the results obtained once the models where implemented. Predictions for rate
and depth of penetration for the flow of four transition metals into a boron carbide packed bed,
1

along with two sensibility studies are presented. Eight machine learning predictions obtained by
using a deep neural network have been generated for Ti, Hf, Zr, and Y and are presented in this
chapter. Also, two predictions for the interaction of coolant with molten metal is being presented.
One tries to account for the number of spikes present in the space domain as a function of time,
and the other one tries to predict the length that these spikes will achieve as time progresses. The
last prediction presented deals with the volume flow rate for enhanced oil recovery applications.
Chapter 7 concludes the thesis and provides some remarks and explanations for the results, while
Chapter 8 describes the future work and new research venues horizons that could be explored in
order to improve the accuracy, fidelity and precision of the algorithms described in this thesis.
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CHAPTER 2: BACKGROUND AND LITERATURE REVIEW
2.1 Introduction
Prediction modeling can be defined as a process that employs big data and statistics to provide
with forecasts outcomes. Each model is composed of variables that have a weight, or a likeness to
influence future results. These variables inside of the model are known as predictors. Once the
system has been studied and a significant amount of data has been collected, a statistical model is
formulated. This model may consist of linear equations, or a be formed of deep neural networks.
As additional data is collected, the statistical analysis is validated and corroborated. With the sub
sequential advances in high performance computing and machine learning techniques, along with
the huge amount of data available nowadays, there exists a need to incorporate this data in order
to attempt to predict the outcomes of an engineering problem.
This chapter is dedicated to the definitions that will be covered through this thesis, which is the
prediction of the two-phase flow through a packed bed, and it’s possible application in the
engineering science, as well as the coolant explosions.
2.2 Ultra-High Temperature Ceramic
A matrix metal composite (MMC) is a material consisting of metal being reinforced by a mesh
composed by ceramic or metal particles, in order to improve the properties of the material selected.
MMCs materials are widely used in the automotive, aerospace and biomedical industry [1][2].
Ultra-high temperature ceramics (UHTC) are a type of MMC that are known to remain chemically
and physically stable at high temperatures and in high reactive environments, which allows them
to be used in extreme environments, such as hypersonic flights, atmospheric re-entry, rocket
propulsion and high temperature components [3].
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A UHTC is usually composed by a diboride compound. Special interest has been given to the
diborides formed with transition metals from groups IV and V (Ti, Zr, Hf, Nb, Ta). From the
previously mentioned metals, Hf and Zr were selected as the most prominent candidates for high
temperature applications on future generations of reentry vehicles [4].
Several papers describe the experimental side of the molten metal infiltration into a porous media.
[5] discusses the effects of the interfacial contact angle has on the infiltration process performed
by them. The paper mentions that a wetting angle (   90 ) would allow liquid metal to better
0

infiltrate a porous ceramic made of silicon carbide, however, it may cause degradation of the
ceramic substrate due to reactive wetting. On the other side, a non-wetting contact angle (   90 )
allows for a non-reactive wetting, but it may be hard to fully impregnate the substrate ceramic. In
another example, [6] reports a higher empty volume fraction than expected during the creation of
a composite molten metal matrix, due in large part to the wettability effects of the molten metal
(CuZnAl) against the silica gel used to create the composite material. Previous experimental
results on the measurements of velocities and depth penetration of molten metals at high
temperatures were found in the literature. Velocities for the flow of silicate glasses at 1200 C
over molybdenum are shown here [7]. Also, the spreading of molten Cu, Au and Ag over Mo has
been documented here [8]. A measurement of the velocity of an aluminum alloys at 670 C is
provided [9] A broader description of the pore network modeling advances can be appreciated in
[10]. Earlier attempts to model molten metal infiltration were taken by Medina et al. This
numerical study consisted of analyzing the contribution of the viscous and inertial components to
the molten metal flow into a single capillary tube in order to analyze depth penetration and velocity
of the flow [11] . Another mathematical model of molten metal infiltration is being presented by
Nishida et al. where he postulates the idea of using centrifugal forces as a mean of achieving the
4

threshold pressure necessary for the flow of the molten metal into a single pore [12]. On the pore
media modeling aspect, Delgado et al presents a model to represent a porous media by using a
stochastic representation of the pore distribution in order to predict the uncertainty of a porous
media being invaded by another fluid [13] .
Properly understanding the molten metal infiltration will help to enhance the properties of the
composites fabricated with this technique. Given the fact that the kinematics of liquid metal differs
a lot from the organic flows, due to the high interfacial energies present in the molten
metal[14][15]. This affects the rate at which molten metal spreads through a surface, which
complicates the modeling of molten metal flow.
2.3 Multi-Scale Pore Network Flow Model
Two-phase flow through porous media is being studied in multiple disciplines and with different
perspectives, in order to generate computational models, experimental studies and theoretical
formulations [16]. A pore network approach, such as the one that is being suggested by this thesis,
has been documented on several instances in the literature [10][17][18][19][20][21].
Several authors have worked on different strategies for understanding multiphase flow in porous
media [20][22][23][24]. This interaction can be modeled by considering the relative viscosities
and the wetting properties of the substances involved. In general, the flow in porous media can be
explicitly expressed as a flow through a single pore at a micro scale and assembled together for a
large number of pores to elucidate an aggregated flow through a porous structure. In this paper we
consider the flow of a molten metal through a porous structure containing another fluid of lesser
viscosity.

5

Regarding to two-phase pore network model by using artificial intelligence found in the
literature, it was seen that the fields of geology and petroleum engineering have a special interest
in investigating the flow through a porous media. It was found that different types of machine
learning algorithms are being used to predict and classify the multi-scale permeability
parameters that have an effect on the flow through a porous media, by using computer vision to
achieve the image processing of rock and ceramic samples [25] [26][27] [28][29] bed as a result
of the surface tension to viscosity dissipation.
2.4 Fluid Flow Development Through Pipes
The fluid velocity profile of any pipe ranges from zero velocity at the boundary layer due to the
no slip-condition to a real number at the middle of the flow depending on the size of the pipe, as
shown in Figure [30].

Figure 1: Laminar flow velocity profile development.
The velocity may change due to temperature change, for example; frictional heating. Although,
frictional heat is insignificant that can be neglected, compared to other initial conditions that can
also be applied. Flow is considered as Laminar for most of this thesis, because oil and molten metal
are highly viscous, and given the fact that the significant lengths used in this thesis are in the
microscale. All of the Reynold’s numbers calculated in this thesis through Equation
6

𝜌𝑉𝑎𝑣𝑔 𝐷
(1)
𝜇
2.5 Young Laplace Equation
A very important parameter when analyzing flow at the pore scale is known as the capillary
𝑅𝑒 =

pressure, which is created by the surface tension trying to keep the liquid together at the smallscale pores in sedimentary rocks and packed ceramic beds. The equation for calculating the
capillary pressure is known as the Young-Laplace Equation:
2σ
(2)
cosθ
r
Where the term pc corresponds to the aforementioned capillary pressure, σ being the surface
pc =

tension of the fluid, and θ representing the contact angle for the liquid-gas interface.
Furthermore, if the pressure of the fluid is higher than the capillary pressure, the fluid at the pore
scale starts to move. For the fluid to move, there must be an overcoming pressure, which is the
capillary pressure.
2.6 Hagen-Poiseuille Equation
The Hagen-Poiseuille formula is fundamental towards incompressible viscous pipe flow problems
at any scale, but the numbers in it must be manipulated depending on the acting forces and energy
transport mechanisms to function with the least amount of error [28]. The derivation is
mathematically established from the Navier-Stokes equations. The equation involves a
relationship between geometry (R), volumetric flow rate, pressure drop, and viscosity as follows
(3)
𝜋𝑅 4
∆𝑃
8𝜇𝐿
This analytical formula provides a guide for analyzing laminar Newtonian fluids, such as; water,
𝑄=

oil, gasoline, alcohol, and glycerin. This method has proven to analyze the insane amount of
problems in the past since Poiseuille's law is so fundamental. The formula is mainly used to

7

calculate volumetric flow rate or pressure drop in the past. Hagen-Poiseuille formula demonstrates
to work well for steady laminar flow pipelines.
2. 7 Hybrid Hagen Poiseuille Equation
A derivation of the Hagen-Poiseuille equation to calculate the volumetric volume flow rate of a 2phase immiscible flow, such as the one described in Figure 2 can be found in here.
𝜋𝑅 4
𝑄=
∆𝑃
8𝜇𝑒𝑓𝑓 𝐿

(4)

Figure 2: Multiphase laminar flow inside of a tube.
Another way of looking into this problem is to consider an “invading fluid” penetrating into a pipe
completely filled with a “defending fluid”. As inferred in Figure 2, the blue liquid is invading a
pipe with a contact angle of θ. The variable 𝑥 represents the length that the attacking fluid has
penetrated into a pipe with length l and diameter d filled with the defending fluid, denoted by a
white color.
In this equation, effective viscosity (𝜇𝑒𝑓𝑓 ) is defined as:
, for this equation, 𝜇𝑖𝑛𝑣

(5)
𝜇𝑒𝑓𝑓 = 𝑥 𝜇𝑖𝑛𝑣 + (1 − 𝑥) 𝜇𝑑𝑒𝑓
quantifies the viscosity of the invading fluid, 𝜇𝑑𝑒𝑓 is the defending

fluid’s viscosity, and x represents the length invaded by the attacking fluid.

8

2.8 Semlak-Rhines Equation
The equation used to describe the flow through a pore is the Rhine’s equation. This equation
describes the transient rise of a flow meniscus through the capillary duct by the action of surface
tension [31].
𝑑
𝑑ℎ
𝑑ℎ
(6)
(𝜋𝑟 2 ℎ
) = 2𝜋𝑅𝜎 cos(𝜃) − 8𝜋𝜇ℎ
𝑑𝑡
𝑑𝑡
𝑑𝑡
Past work by Kumar et al. [32] derived the Rhine’s equation from including both viscous and
surface tension forces.

𝑅 𝜎 cos(𝜃) 𝑡
ℎ=√
2𝜇

(7)

Equation 5 establishes a relationship between the depth of penetration, the time of the infiltration,
contact angle, surface tension, capillary radius, and viscosity.
2.9 Uncertainty Quantification
Uncertainty quantification (UQ) is known as the method for scientifically quantify and
characterize the uncertainty in computational and real-world applications in order to reduce it.
Basically, it consists in an attempt to constrain how probable certain outcomes are if certain aspects
of the observed phenomena are not fully known or understood [33].
There are a lot of problems in engineering and overall natural sciences that are filled with
uncertainty. For this reason, computer modeling techniques are becoming useful in generating
predictions in order to approach the uncertainty ruling over the engineering system.
2.10 Big Data
The term “Big Data” is used to describe enormous data sets composed by a wide array of intricate
data structures stored by different means. The act of using the aforementioned data sets to generate
predictions, correlations or classifications is known as big data analytics. Big data research is
gaining importance in a multitude of scientific fields and several different businesses around the
9

world, since nowadays a significant amount of data is generated by virtually every person and
every device connected to the Internet [34].
The defining feature of Big Data is its variety, since it comes from a great variety of sources and
is classified in 3 types: structured, semi structured and unstructured. Structured data usually deals
with well-organized and tagged data that is easily sorted, however, unstructured data is aleatory
and presents a lot of challenges for its proper analysis. Semi structured data does not belong to a
specific field, but contains tags to differentiate each element [35].

Figure 3: The defining features of big data
Currently, the size of the data being handled can larger than the terabyte and petabyte scale. The
sheer volume of data being handled surpasses traditional store and analysis techniques.
Velocity is required for both, acquiring the big data and processing it into something useful. For
processes with a finite amount of time, big data could be used as it streams into the computer in
order to maximize its value.
10

Several uses of big data have been found to be used in the biomedical industry[36][37][38][39].
Regarding engineering applications that are based in the big data concept, examples were found in
transportation systems engineering [40][41][42], supply chain management [43][44][44],
manufacturing engineering [45] [46] [47][48]
2.11 Machine Learning
Machine learning is about extracting knowledge from data. It is a research field at the intersection
of statistics, artificial intelligence, and computer science and is also known as predictive analytics
or statistical learning. The application of machine learning methods has in recent years become
ubiquitous in everyday life.
Machine learning is about extracting knowledge from data. It is a research field at the intersection
of statistics, artificial intelligence, and computer science and is also known as predictive analytics
or statistical learning. The application of machine learning methods has in recent years become
ubiquitous in everyday life.
In recent years, machine learning has driven advances in many different fields [49–54] This is due
to the successful invention of more sophisticated machine learning models [55][56–58] , the
availability of large datasets for tackling problems in these fields, and the development of software
platforms that enable the easy use of large amounts of computational resources for training such
models on these large datasets.
The most successful kinds of machine learning algorithms are those that automate decision-making
processes by generalizing from known examples. In this setting, which is known as supervised
learning, the user provides the algorithm with pairs of inputs and desired outputs, and the algorithm
finds a way to produce the desired output given an input. The model can make predictions for new
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data set which was never seen before. This type of models requires human effort to build the
training set, but afterward automates and often speeds up an otherwise laborious or infeasible task.
There are two major types of supervised machine learning problems, called classification and
regression. In classification, the objective is to predict a class label, which is a choice from a
predefined list of possibilities. For regression tasks, the goal is to predict a continuous number. We
can distinguish between classification and regression tasks based on the continuity in the output.
If there is continuity between possible outcomes, then the problem is a regression problem.
On the other hand, in unsupervised algorithm, the input data is known and output data is given to
the algorithm. These are successfully used in some applications. However, they are harder to
understand and evaluate. For both of these learning algorithms, it is important to have a
representation of input data. Each data point that we want to reason about is a row, and each
property that describes that data point is a column. Each entity or row here is known as a sample
or data point in machine learning, while the columns—the properties that describe these entities—
are called features.
I. Multilinear Regression
For m samples and n features, the task of linear regression can be expressed as a task of finding
vector w such that wT x + b is as close as possible to y
𝑥1,1
𝑥2,1
[𝑤1 𝑤2 .

𝑥1,2
𝑥2,2

… 𝑥1,𝑚
… 𝑥2,𝑚

. . 𝑤𝑛 ]

𝑏1
𝑏2
+

[𝑥𝑛,1

𝑥𝑛,2

… 𝑥𝑛,𝑚 ]

𝑦1
𝑦2

(8)

=
[𝑏𝑚 ] [ 𝑦𝑚 ]

Where, x is input array, y is the output vector, w is the weight vector and b is the bias vector. The
loss/cost function 𝐽(𝑤) is defined as the mean square error between wT x(i) + b and y(i) for 𝑖 ∈
[1, 𝑚]
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1
𝐽(𝑤) =
2𝑚

𝑚,𝑛

∑

(9)
2

(𝑤𝑖 𝑥𝑖,𝑗 + 𝑏𝑖 − 𝑦𝑖 ) .

𝑖=1,𝑗=1

We find w and b by minimizing the cost function using gradient descent optimizer. TensorFlow
[59] uses the data flow graph to compute derivatives of the loss function with respect to every
feature. It automatically adjusts them using the learning rate. Once the desired number of steps has
been completed, we record the final values of vector w and scalar bias b.
II. Random Forest
RF algorithm have gained popularity in applications of machine learning during the last decade
due to their good performance, scalability, and ease of use. In this model, average of multiple
(deep) decision trees which individually suffer from high variance to predict the output. And, this
algorithm is less sensitive to outliers in the dataset and don't require much parameter tuning. The
trees are independent from each other and the algorithm makes different random choices for each
tree. At each node of the tree, the algorithm randomly selects a subset of the features, and it looks
for the best possible test involving one of these features. The number of features that are selected
is controlled by the max_features parameter. This selection of a subset of features is repeated
separately in each node, so that each node in a tree can make a decision using a different subset of
the features. To make a prediction, the algorithm first makes a prediction for every tree in the
forest. For regression, we can average these results to get our final prediction.
The random forest algorithm can be summarized in four simple steps:
1. Choose n samples randomly from the training set with replacement.
2. Make a decision tree from the bootstrap samples of size n.
At each node: a. Randomly select d features without replacement.
b. Split the node using the feature that provides the best split according to the objective function.
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3. Repeat the steps 1-2 k times. Where k is the number of trees
4. Aggregate the prediction by each tree to get the final prediction.
Using the randomized feature selection process, we fit the tree based on the bootstrap sample {(X1
,y1)…,(Xn,yn) generated from the training data.
III. Deep Neural Network
Deep learning is getting a lot of attention from many fields and it is the hottest topic in the machine
learning field. The aim of the learning is to train artificial neural networks with many layers most
efficiently. Neural network, in general, is a highly interconnected network of billions of neurons
with trillion of interconnections between them. Artificial Neural Networks (ANN) are the
biologically inspired simulations performed on the computer to perform certain specific tasks such
as clustering, classification and regression. ANN resemble the human brain in two ways: acquire
knowledge through learning and the knowledge is stored within inter-neuron connection strengths
known as synaptic weights. ANN and more complex deep learning techniques are some of the
most capable Artificial intelligence tools for solving very complex problems, and will continue to
be developed and leveraged in the future.
ANN can be viewed as weighted directed graphs in which artificial neurons are nodes and directed
edges with weights are connections between neuron outputs and neuron inputs. This can be seen
in Fig. 1. Hidden layers are in between input and output layers. These layers transform the input
into something that output unit can use in some way. Each input is multiplied by its corresponding
weights. Weights are the information used by the neural network to solve a problem. Typically,
weight represents the strength of the interconnection between neurons inside the neural network.
The weighted inputs are all summed up inside computing unit. This can be seen in Fig.2. An
artificial neuron. The sum corresponds to any numerical value ranging from 0 to infinity). In order
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to limit the response to arrive at desired value, the threshold value is set up. For this, the sum is
passed through activation function. The activation function is set of the transfer function used to
get desired output. There are linear as well as the non-linear activation function. Some of the
commonly used activation function are — binary, sigmoidal (linear) and tan hyperbolic sigmoidal
functions (nonlinear).

Figure 4 Diagram showing the mechanism behind a
DNN algorithm.
The neural network learns by adjusting its weights and bias (threshold) iteratively to yield desired
output. These are also called free parameters. For learning to take place, the neural network is
trained first. The training is performed using defined set of rules also known as the learning
algorithm.
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Figure 5: A graphical representation of an artificial neuron
2.12 Summary
In this chapter, a literature review has been performed, along with the revision of crucial concepts,
such as a definition for ultra-high temperature ceramics, a discussion on multiscale pore network
models and approaches, a brief discussion of the mathematical equations governing the flow, such
as flow development, Hagen-Poiseuille equation describing laminar flow passing through a pipe
along with its two-phase formulation, the hybrid Hagen Poiseuille equation. The Semlak-Rhine’s
equations are presented, which describe the capillary flow driven by surface tension through a
small radius tube. Also, important techniques are defined, such as uncertainty quantification, a tool
used to predict the stochastic uncertainty present in a system; big data, which consists of immense
amounts of data and its possible uses, and machine learning, which consists in the utilization of
big data in the preparation of artificial intelligence models.
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CHAPTER 3: AN OVERVIEW OF THE ASSOCIATED SOFTWARE
LIBRARIES
3.1 Introduction
In order to be able to generate predictions based on big data and stochastic procedures, one needs
to have specific software packages with capabilities to process amount of data being offered, as
well as to quantify the uncertainty associated with complex multi-physics systems. Commercial
CFD software packages lack the ability of quantifying uncertainty or are just simply not optimized
for high performance computing, a fact that points to the need of using libraries and software like
Trilinos, TensorFlow and Dakota, which will be used to generate predictions for this work
3.2 TensorFlow
I. Introduction to TensorFlow
Machine learning is a computer or a processing machine that can learn from information given to
it. Machine learning is design for many applications, for example, image processing, analysis of
data, etc. Machine learning has the characteristic in laying in several different fields, such as
artificial intelligence, statistics, computer science and some others [60]. For these simple reasons,
TensorFlow machine learning is one of the most interesting tools used during these days, even for
solving engineering problems. Machine learning has several libraries that can be used to extract
models from it. Similarly, TensorFlow is based on models that can be implemented in Python.
Therefore, the focus of the research paper will be to examine and discuss three models from
[61]TensorFlow: deep neural network, random forest, and multi-variable regression.
TensorFlow is a second-generation system created by Google Brain that can run neural network
algorithms at small portable processing systems, as well, large scalable processing units, such as;
compositions of CPUs, GPUs, and hybrid systems [62,63] Its applications are many, such as;
image processing, sound detection, engineering problems, etc. [64]. The TensorFlow mechanism
works as any high-performance computing platform, where data is given to the machine as a form
17

of a matrix, then the platform must analyze it by mapping into small sections where it can
parallelize in multiple processing units; known as High-Performance Computing Clusters.
TensorFlow can be scalable through a range of processors, even though, having recognized that
parallelism has its limits and cannot always be accomplished. TensorFlow second-generation has
greater capabilities than its older version; DistBelief [65]ea. Such as flexible programming, better
performance and supports training of data for a lot of neural network regression models, linear
regression models, and non-linear regression models [66].
II. Composition of TensorFlow
TensorFlow is composed by a graph, which is guided by nodes. The main graph function is to
sustain the data while the nodes keep it running [18]. The graph can be written in C++ or Python
depending on the user preference. Each TensorFlow graph has nodes that can be any real number
of inputs and outputs in any operation. The primary outcome of these activities is the creation of
tensors, which are arrays that flow along the graph at discretize time. Control dependencies can
coexist in the graph, and they refer to the time from when the system starts executing till it ends.
Even though there can be some discrepancies with the implementation for specific factors, for
example; crowing the memory.
There is real number of operations by several inputs and outputs in the graph of TensorFlow. There
is some occurrence depending on the computation, for example; memory overflowing or operation
execution. An operation can be defined as a simple computation, such as; simple scripts where you
add or multiply a matrix. To accomplish these computations, there must be a kernel where most
computations are executed in different processing units, such as; GPU and CPU. These
computations can have an outcome of the different type of tensors. There must be a link between
the kernels and computations. At any discretize time there must be a connection between the user
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and the entire TensorFlow, called session. The session interconnects all the components, such as;
the graphs and nodes, of TensorFlow implementation and Execution. Execution is when the user
makes a call of the Run through TensorFlow. After a graph is executed, thousands of Run calls are
also completed. Once the graph is implemented there some interesting facts, such as; the mutable
tensors that survive the computation and create results. Depending on the operation, some tensors
will survive predicting future data.
III. Supervised Algorithms in TensorFlow
Supervised algorithms seem to work the best based on its literature. These algorithms are based on
training data including inputs and outputs, where the user gives the algorithm an enormous amount
of data that must be analyzed, and the algorithm predicts future data. This approach task may seem
laborious, but at the end is feasible and easy to adapt. All machine learning algorithms will depend
on datasets. For machine learning applications the data must be normalized. The other requirement
is that data must have partitions, which are: train, and test sets. Then the algorithm must have
hyperparameters that hold constant during the procedure of the algorithm. There is also need of
telling TensorFlow what can be or cannot be modified by initializing variables and placeholders.
Then, there is also a need for defining the model that the graph is going to use to predict the values.
The model will come the knowledge of knowing if the predicted values are correct compared to
the expected values. The last thing is to validate if the model chosen is best for solving the given
problem. All these statements can be found in Figure 6.
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Figure 6: Exemplification of the general flow of a TensorFlow supervised algorithm
3.3 Trilinos: An Exa-Scale Capable Linear Algebra Library
Trilinos is a project developed by Sandia National Lab. It consists of a scalable linear algebra
library that incorporates parallel sparse matrix classes, linear solver packages and preconditioner
packages for high performance scientific computing. This library was created in order to provide
a new object-oriented framework. Trilinos is composed of packages for linear and non-linear
systems, Krylov methods, and FEM. Trilinos formulation allows for time domain and space
domain discretization.
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Figure 7: The design philosophy of Trilinos
Figure 7 depicts the philosophy of Trilinos. Everything starts in the physics domain, which is
governed by certain mathematical formulation. That mathematical model is translated into a
numerical model that can be interpreted by a digital computer. Once a numerical model has been
established, it is necessary to implement algorithms that will generate a precise computation
which describes the physical phenomena.
3.4 Dakota
The Dakota software delivers a strong, novel usable software for optimization and uncertainty
quantification. Broadly, the Dakota software's advanced parametric analyses enable design
exploration, model calibration, risk analysis, and quantification of margins and uncertainty with
computational models. The Dakota toolkit provides a flexible, extensible interface between such
simulation codes and its iterative systems analysis methods.
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Figure 8: Philosophy behind Dakota
Figure 8 describes the concept behind Dakota. Certain sample input data is generated (in this case
is being denoted by the variable 𝑥) through a normal distribution with a standard deviation of σ,
which is then feed into a model 𝑦 = 𝑓(𝑥 ± 𝜎). After that, the output 𝑦 is calculated for every value
of 𝑥 present in the domain. In other words, Dakota is a tool that calculates the variation of output
𝑦 with respect to the change in value of input 𝑥. This is also known as a sensibility study.
3.5 Summary
In this chapter, two libraries and software package have been described. The first library of this
chapter is TensforFlow, developed by Google Inc. TensorFlow is used to generate models based
in machine learning and artificial intelligence that are based on big data. The second library
analyzed is Trilinos. Trilinos is a library based in C++, and it is used to perform high
performance computing simulations of complex scientific and engineering problems. The last
software described consists of Dakota. Dakota has been developed by Sandia National
Laboratories, and it provides with a framework to study the stochastic uncertainty quantification
of computer models.
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CHAPTER 4: RESEARCH OBJECTIVE, PROBLEM STATEMENT AND
APPLICATIONS
4.1 Introduction
This thesis discusses the development of machine learning algorithms along with the use of exascale computing and big data in order to generate robust tools with the capability of predicting
several multi-physics and multi-scale systems. Given the high degree of uncertainty that
characterizes these systems, it is logical that such tools are required to handle huge amounts of
data, and provide accurate predictions based on uncertain model parameters. The physical
problems being analyzed in this chapter consists in the prediction of depth of penetration and rate
of penetration of molten metal flowing inside of a packed bed with ceramic, with the purpose of
creating ultra-high temperature ceramics for high speed vehicle applications, the possibility of
predicting flow rate of oil being pushed through a porous underground reservoir, and the study of
melt spikes in coolant explosions.
4.2 Problem Description Infiltration of Molten Metal
Infiltration of molten metal represents a formidable challenge to be accurately modeled. First, the
structural randomness associated with porous mediums complicates prediction of the flow passing
through it. Secondly, the properties of the molten metal could vary inside our control volume, since
the temperature inside the control volume is not constant. In addition, there are several chemical
reactions and solidification rates occurring in during the impregnation.
The objective of this thesis is to analyze the use of network inspired modeling strategies
[11][18,19,67–72] for molten metal percolation through a packed bed as previously studied for
liquids (e.g., crude oil) through porous rock in numerical and experimental fronts [71]. Because
the flows in these systems can be viewed at different length scales, the amount of detail needed to
predict the response of the system depends on four different length scales [73]. The first scale,
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which is discernible only through scanning electron microscopy or thin sections of a pore at the
microscopic scale. Fluid flow at the pore scale is explained by the Navier-Stokes equations.
Except for only trivial cases, the equations cannot be solved as a result of the complex boundary
conditions along the interfaces between the fluids and the solid matrix. The next scale is the core
of rock, or macroscopic scale upon, which empirical correlations are developed from laboratory
data using known fluid and porous rock properties to predict flow. Immediately following the core
scale is the megascopic scale representing the entire crude oil reservoir and is modeled as a
collection of thousands or millions of cores. The final scale is the gigascopic scale and is
encountered in landscapes that may contain several reservoirs. In this paper, we have focused on
a model for liquid metal flowing at the microscopic scale within a network of capillaries and pores.
In general, an analysis of a capillary-pore network followed with a subsequent assimilation and
upward expansion to a macroscopic scale [74,75] becomes a computational challenge. Numerical
simulations on traditional commercial packages have been performed [76], but to scale up such a
capillary-pore model with a significant number pores would require optimized, parallel-computing
techniques [77]. To simulate successfully a full-scale network, infusion physics for a million to
billion pores need to be resolved which demands exa-scale capable programing models[78,79].
The proposed model EXPNS has been developed on a Trilinos[80] and supported through
Kokkos[81] for performance portability across many-core architectures. The hybrid-parallel
nature of EXPNS allows extensive scalability capabilities with optimized-data structures and
communications through the Trilinos library. Moreover, the infusion physics has been studied at
different temperatures which changes the viscosities of the competing fluids inside the porous
structure, while accounting for the uncertainty in the viscosities. This uncertainty quantification
has been performed on the penetration depth[82][83] through a massively parallel uncertainty
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quantification tool Dakota[84]. The range of viscosities [85] contribute in the uncertainty in
penetration depth and an extensive study has been performed in this paper along with the
randomized geometry, both radii and length of the pores.

Figure 9: Pore network representation used for this thesis, both for the machine learning
algorithms and EXPNS

Also, this work presents a model for the molten metal infiltration by using machine-learning
algorithm, implemented through the TensorFlow library. This is a data-driven approach, judged to
be properly given the high level of uncertainty present in this manufacturing process to predict the
depth of penetration as a function of time. Being able to predict the behavior of the molten metal
flowing through the porous ceramic will benefit the properties of the materials, by assisting in the
understanding of the physics at the micro-scale level, therefore, preventing incomplete infiltration
and other defects that could be originated during fabrication.
Figure 9 depicts the objectives of this research in a brief manner. The research objective can be
summarized as obtain the capability of generating accurate predictions of the depth of penetration
by using a data driven framework, obtained from a pore network with an assumed stochastic pore
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radii distribution. By using this micro-scale approach, one can generate very accurate models of
high resolution to understand the phenomena of two phased flow through a pore network.
The approach taken in the modeling of this problem is of a multiphase flow. We want to study the
flow physics, especially the pressure distribution on the multiphase fluid domain, as the invading
molten metal creeps through the porous structure displacing the fluid that was already existing in
it. In order to do so, one may approach this multi-phase problem in various different ways, one
common technique is to solve a coupled multiphase flow equation through a Galerkin finite
element formulation and studying an over-all average flow physics of the invading fluid. This can
be seen in various previous publications [86][87][88] and although is a resilient approach , is
computationally challenging and can only solve porous structures with a small to decent number
of pores. In this paper we harness the capabilities of an in-house pore network simulator
(EXPNS)[89] that we had developed on an object-oriented next generation computing platform
using Sandia National Labs’ Trilinos and Kokkos , the structure of which would be described in
brevity in the next section. The simulator models each micro scale pore of the network as a pipe
and establishes axis-symmetric boundary conditions in order to simplify the problem. The
simulator in general provides capabilities to introduce an elastic structure of the pore by modeling
the coupled fluid-structure interaction as well but for this study we have considered each pore as
a rigid body with a void through which the molten metal would flow and displace the existing
fluid. The general flow equation of the fluid through a single pore is governed by the NavierStokes formulation.
(10)
𝜕
𝜕
𝜕 𝜇𝜕𝑢𝑗
𝜕𝑝
(𝜌𝑢𝑡 ) +
(𝑢𝑖 𝑢𝑗 ) =
(
)−
𝜕𝑡
𝜕𝑥𝑗
𝜕𝑥𝑗 𝜕𝑥𝑗
𝜕𝑥𝑖
which is subsequently reduced and approximated through axis-symmetric assumptions along with
other assumptions such as incompressible, and laminar to a form which looks like:
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𝜇𝜕 2 𝑢 −𝜕𝑃
=
𝜕𝑟 2
𝜕𝑥
The following can be solved exactly assuming a linear pressure difference, resulting in the

(11)

following equation.
(12)
∆𝑝𝜋𝑟 4
𝑄=
8𝜇𝑥
where x is the length of the pipe that the fluid occupies. This is in general a linear relationship
between ∆𝑝 and 𝑄 while the constant term, which a function of viscosity and length can be
treated as a conductance, which is described in Equation 4.
(13)
𝜋𝑟 4
8𝜇𝑥
In this case since a fluid already exists in the porous structure the invading molten metal, as it
𝐾=

displaces the fluid inside, changes the effective conductance of the pore, which is in turn described
by Equation 5

𝐾𝑒𝑓𝑓

𝜋𝑟 4
=
8( 𝜇1 𝑥𝑖𝑛𝑣 + 𝜇2 (𝑙 − 𝑥𝑖𝑛𝑣 )

(14)

where 𝜇1 and 𝜇2 are the invading and defending fluid’s viscosities and 𝑥1 and 𝑥2 are the volume
fractions respectively. From the effective conductance’s expression, it is easy to notice that the
value of conductance would change as the invading molten metal creeps through the pore and
displaces the existing fluid, thus effectively changing the pressure drop across the pore. The
problem has been modeled as a marching problem in time where each time step has been assumed
to display a quasi-static behavior of the fluid interactions wherein the volume fraction of the
invading fluid increases with each time step in a pore until it reaches the length of the pore. At
this stage, we have a full control of the fluid dynamics at different time steps in a single micro
pore; the challenge however lies in up-scaling from a micro pore to a macro scale network structure
without losing out on the resolution that we have obtained. This capability comes with the EXPNS
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that uses a robust data structure to assemble millions of such pores together by performing a mass
balance of the total fluid flux at each node of the network. A glimpse of the up-scaling
methodology and the data-structure used can be seen in Fig1[89]

Figure 10:(a) An actual porous network (b) regularized geometry of the network model
(c) graph based model of the pore network (d) adjacency list of the DAG [89]
EXPNS uses a DAG (Directed Acyclic Graph) to represent the porous structure and stores the
DAG in template compressed row storage based sparse matrix classes provided by the Trilinos
Library. Figure 10 (a) and (b) shows us how the simulator approximates the network structure. It
also allows us to use a pseudo-random generator to build an irregular network structure by keeping
the connectivity between each node as a 2-D regular mesh. Fig (c) and (d) shows us how the
network is represented as a data structure and the adjacency list(d) implemented to store the
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connectivity data. It allows us to use the data structures to build an assembled Saddle Point Matrix
equation[90] which solves for all the pressure nodes on a defined pore network structure. The
subsequent calculation for flux and volume fraction is intuitive but needs to be performed in an
efficient and memory optimized fashion for post processing at each time step, each of which is
provided by EXPNS. The exa-scale feature of EXPNS allows us to go up to sizes of 50M to 1B
nodes and solve for a single degree of freedom while post processing for flux and volume fraction
data at all time steps. The pressure distribution data obtained from running such simulations has
been analyzed to gain some understanding of the flow physics in this thesis.
4.3 A Brief Description of the Algorithmic Features in EXPNS
This section discusses in brevity, the methodology of the computer implementation for the molten
metal flow through the porous structure. The porous flow problem was defined as a molten metal
invading the porous structure at a constant pressure of 10 units (scaled pressure) while the
atmosphere is maintained at 0 units (scaled pressure). Each pore would have a no slip boundary
condition, modeled as a circular pipe (EXPNS is capable of modeling any arbitrary pore structure
though machine learning based predictive modeling techniques) and would exhibit laminar and
quasi-static behavior at each time step. At 𝑡 = 0 when a sudden pressurized molten metal is
brought into the porous media, an immediate redistribution of the pressure values at each node
would occur for the existing fluid which was at rest. This new redistribution leads to a multi-phase
fluid flux through the porous media and increases the volume fraction of the invading molten
metal. At 𝑡 = ∆𝑡 the increase in volume fraction changes the 𝐾𝑒𝑓𝑓 value of the affected pores
which leads to a further redistribution of pressure and change in multi-phase fluid flux. In this
fashion the simulator marches the volume fraction in time for the invading molten metal as it
slowly fills up the porous structure. A schematic of the core numerical algorithmic kernel inside
EXPNS is shown in Fig 2 [89]. EXPNS has a hybrid-parallel structure(utilizes both shared memory
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and distributed memory in conjunction) to exploit massive scale parallelism and has been tested
to be scalable across 1024 processors while at the same time guaranteeing performance portability
natively through Kokkos[81]. This allows to extract very high-resolution physics at pore scale
while at the same time getting an overall picture of the pressure distributions at a macro scale.

Figure 11: Schematic of the algorithmic kernel is EXPNS[89]
4.4 Problem Description of Melt Jets in Melt-Coolant Interactions
A fuel-coolant interaction (FCI), for this case melt-coolant interaction, is the fast evaporation of
coolant, commonly water, due to the heat from the fuel. If the rate of steam generation due to FCI
is high, then the rise in pressure cannot be relieved in time causing a shock wave in the mixture of
fuel, steam, and water [91].
The contact of a coolant with a hot molten metal which is at a temperature is above the boiling
temperature of the coolant can generate a vapor explosion [92]. Vapor explosions have been
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presented in the metal industry, paper industry, contact of volcanic lava with water and in nuclear
power plants.
Several experiments and simulations have been carried out to understand the preconditions of a
vapor explosion. Kim and Corradini [91] studied the case of a molten fuel droplet inside a coolant
pool and regarding their observations, they proposed a model where a film boiling occurs around
a molten fuel droplet. After film collapses, formed coolant jets penetrate into the fuel droplet and
get trapped. Rapid evaporation of the trapped water causes the fragmentation of the fuel. Ciccarelli
and Frost [92] performed several experiments, in a particular one they placed a molten metal
droplet inside water and observed the formation of melt spikes in the droplet surface. Regarding
this, they suggested that local generation of high-pressure vapor at the droplet surface causes the
formation of a wave and craters on the droplet surface, giving rise to the formation of melt jets
(spikes). To prove this mechanism, they created a stratified system of melt and water with
exploding wires just above melt surface to generate high-pressure vapor and obtain the formation
of melt jets.
Simulations for molten metal droplets were made by Zhou et al. [93] and Zhong et al. [94]. They
simulated the formation of melt jets (spikes) around a melt droplet that was surrounded initially
by a vapor film.
Our simulation is inspired by the stratified water/liquid metal system made by Ciccarelli and Frost
[92]. Volume of fluid (VOF) method is used to track the interfaces.
This work is dedicated to investigating how the melt jets are formed and to finding the effect of
significant parameters like density and pressure in this process.
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4.5 Introduction and Problem Description for molten metal infiltration
The purpose of this side of the study is to model the liquid flow into the capillaries of the packed
bed by using machine learning algorithms from an open source available as TensorFlow library
created by Google Brain. The library has a variety of algorithms including training and inference
algorithms forming deep neural network models to predict the wetting dynamics, flow resistance,
and the depth/rate of penetration into the capillaries of the packed bed. In the present work, the
results from the machine-learning python code based on the TensorFlow library is compared
against the experimental data obtained for molten Hf-Ti-Y-Zr alloys infiltrating into a packed bed
of boron carbide at temperatures up to 2300°C. A summary of the techniques used to tweak the
machine learning algorithms to predict the infusion behavior will be presented.
The first assumption made for this model is about the composition of the porous medium. In this
case, it is composed of a packed bed of boron carbide (B4C), with a pore radius distribution going
from 1µm -10µm, based on experimental measurements conducted by Shanta-Kumar et al. [96].
Thus, it is supposed that a pore media can be simplified as a network of interconnected capillary
tubes, with constant length and a Gaussian radii distribution.

32

4.6 Problem Description and Parameter Discussion
Table 1 is presented with real conditions in this paper for calculating some of the capillary
pressure values in different rocks [110,111]
Table 1: Capillary Pressure for Different Rock
Name of the
sedimentary reservoir
rock
Upper Jurassic Bossier
Interval

Tension between
H2O and oil [N/m]

Diameter of
the pipe[m]

0.05

Contact
Angle (θ)
[Degrees]
20

5.47𝑥10−7

Capillary
Pressure
(MPa)
0.344

East Texas

0.05

20

1𝑥10−6

0.188

Basin Reservoir Rock

0.05

20

9.40𝑥10−8

1.99

4.7 Summary
This chapter has described with exhaustive detail the research statement. It mentions the two phase
pore network model being developed with Trilinos for the study of molten metal, the uncertainty
quantification that will need to evaluated with Dakota to account for the change of properties of
the metal and irregularities in the microstructure, as well as defining the approach that will be used
to estimate this depth of penetration by using TensorFlow and other possible applications of the
machine learning pore network model, such as the possibility of quantify the oil extraction. Also,
it details the process to study the phenomena of coolant explosions through machine learning, and
numerical methods.
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CHAPTER 5: METHODOLOGIES BEHIND TENSORFLOW
ALGORITHMS AND EXPNS
5.1 Introduction
The machine learning algorithms generated with TensorFlow and the model EXPNS were created
with the explicit objective of predicting multi-physics phenomena on a multi-scale coordinate
system. In essence, the TensorFlow algorithm is trying to generate a prediction based on a
statistical representation of the physics being studied, whether is flow through porous media or
trying to predict the coolant explosions, while EXPNS is trying to generate a prediction by
employing a formulation based on the hydraulic resistance of each individual pure that composes
the microstructure. The methodology behind the development and application of the two
approaches is covered in this chapter.
5.2 Sensitivity of Surface Tension-Viscosity in Simulating Molten Hf, Ti, Y, and Zr Infusion
into a B4C Packed-Bed at the Microscopic Scale.
I. Background and Problem Statement
In considering the effect of the surface tension-viscosity dissipation driving the high-temperature
liquid flow in a capillary tube, a high-fidelity computational model capable of quantifying surface
tension and viscosity uncertainties was analyzed for liquid Hf liquid Hf, Ti, Y and Zr infusion into
a B4C packed at 2300°C and at their melting temperatures. The model considers the flux balance
within the capillary tubes of randomized size distributions between 1-10 µm assumed as an
interconnected pipe network to mimic the porosity of a B4C packed bed. The rate and depth of
infusion was validated with the Semlak-Rhines model for liquid Ti penetration into a packed bed.
The viscosity of molten metal decreases with increasing temperature affecting the rate of
penetration. Statistical uncertainty quantifications for the simulations were determined as a
function of viscosity and boundary conditions under stochastic conditions. The computations were
performed using exa-scale simulations developed with an in-house software, referred as Exa-Scale
Poro-Elastic Network Simulator (EXPNS), which incorporates directed acyclic graph (DAG) and
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modified nodal analysis algorithms. EXPNS was built on Trilinos and Kokkos libraries from
Sandia National Laboratories (SNL).
A model of the dissipation extended the Semlak-Rhines (SK) model with consideration of a
momentum balance incorporating the forces of surface tension, viscosity, gravity and end-drag to
determine the rate of penetration into a packed bed assumed as a bundle of tubes mimicking its
porosity. The modified model discerned that for liquid Ti, the surface tension dominated the
capillary flow at times less than 1 µs with the viscous force having a synergistic effect at times >
10-4.5 s. Also, the penetrating rate reached a maximum of 7 m/s at approximately 1 µs, and the rate
decreased with increasing time and agreed with the SK equation for times > 10 µs. Although
surface tension is considered to drive capillary flow, the contribution of the viscous force increases
and becomes significant for times > 50 µs.
In pore scale network modeling, the porous medium is considered as an idealized network of
simple geometries representing a packed B4 C bed. While this idealization in general leads to loss
of geometrical and topological information, simplification in the medium allows simulators to
model flow behavior in larger domains with less computational effort compared to other
approaches. Despite the simplification, however, coupling two-scales would require an enormous
effort in times of computations, since flow needs to be resolved in both pore scale and network
scale. Hence, a large number of pores typically within 104 to 108 needs to be modeled in order
to successfully simulate the network scale.
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Figure 12 :Radius distribution used for EXPNS Code
In order to achieve this, a porous media with a normal radii distribution was generated with
EXPNS. After that, 200 viscosity samples were prepared using a pre-assumed standard deviation.
II. EXPNS
For this purpose, we have developed EXPNS, an exa-scale pore-network simulator that is built on
a scalable Trilinos and Kokkos backend to perform high fidelity simulations on a porous flow
structure. In general, the application that we are interested in is the displacement of a liquid molten
metal inside the porous structure which is filled with 𝐶𝑂 in its gaseous form with a very low
viscosity (𝜇 ≪ 1) making the system behave like a single-phase system. Figure 9 shows us the
approximate geometry of the pore network as an interconnected network of tubes through which
the liquid molten metal percolates. Here, we consider that the radii and the length of the pores are
not constant and follows a probability distribution which forces cross-flow of fluid across the
pores. In a real porous flow phenomenon for molten metal we would see some deposition along
the sides of the pore which would hinder the flow process in while creating a meniscus at the
moving front in. In general, a microstructure of a porous sample is imaged in and based on the
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images a randomized pore network is generated in. The objective of this paper is to perform high
resolution simulations as shown in previous examples, evidently the depth varies as we move along
the breadth of the sample. If the breadth is 𝐿 mm, then at any ∈ (0, 𝐿) , the penetration depth 𝑦(𝑥)
varies with 𝑥. The average penetration depth is defined in Equation 15
𝐿

𝑦̅ = ∫
0

𝑦(𝑥)𝑑𝑥

(15)

𝐿

∫0 𝑑𝑥

and the average penetration rate is defined in Equation 16.
𝐿

𝑦̅ = ∫
0

𝑦(𝑥)𝑑𝑥

(16)

𝐿
∫0 𝑑𝑥

The partial derivative with respect to time implies that the penetration rate is a function of both
time and space. In this thesis, a comprehensive analysis of how the penetration depth changes as
time increases on an irregular sample with geometries generated from un uniform random
probability distribution function for 4 different molten metals at two temperatures is presented.
III. Uncertainty Quantification
It is challenging to predict the behavior of the molten metal flowing through the ceramic porous
media, since there is a high uncertainty in the properties of the metal at high temperatures and in
the geometric. As previously mentioned, Dakota was used to perform uncertainty quantification
for this model. Basically, the idea is to measure the variation of the output (penetration length and
depth of penetration) with respect to the variation of the input parameters selected for this model,
which are viscosity and radii variation.
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5.3 Predicting the Depth of Penetration of Molten Metal into A Pore Network Using
Tensorflow
I. Data Sets and Training
For this problem, eight datasets were created with the purpose of training the algorithms. The depth
of penetration for the four-molten element will be predicted for their corresponding melting
temperature and at 2300 °C.
Each training dataset is composed of 2,000 points. Equation 2 was used to provide a theoretical
depth of penetration based of 4 constant inputs (μ, R, θ, σ), and one variable input (t).
For the training set, the time domain was considered to be a linear vector [0,45] seconds, with a
step size of 0.0225 seconds.
The time domain used in the test set was the same, but the step size was set to 0.45 seconds.
Regarding the constant variables, several assumptions were made to generate the training set.
Based on the powder packed bed pore microstructure, the value for R was set out to be of 10
micrometers. For problem simplification, there was assumed to be no contact angle, so θ was set
to be equal to zero. The values of μ and σ are set constant at that specific infiltration temperature
as shown in Table1 and Table 2.
Table 2: Physical Properties and Penetration Depth of the Liquid Elements at 2300°C
𝑻𝒎 (°C)
Element

Surface
Tension
(σmp) Nm-

Viscosity
(µmp 103) kgm1 -1
s (Pa•s)

σmp/µmp
ms-1

7.1
3.3
4.54
4.74

227
471
177
316

1

Hafnium
Titanium
Yttrium
Zirconium

2231
1668
1522
1855

1.612
1.555
0.804
1.464
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Table 3: Physical Properties and Penetration Depth of the Metals at their Melting Temperature
(𝑇𝑚 )
𝑻𝒎 (°C)
Element

Surface
Tension
(σmp) Nm-

Viscosity
(µmp 103) kgm1 -1
s (Pa•s)

σmp/µmp
ms-1

1

Hafnium
2231
1.612
7.1
227
Titanium
1668
1.555
3.3
471
Yttrium
1522
0.804
4.54
177
Zirconium
1855
1.464
4.74
316
Based on the aforementioned variables, it was decided that the algorithm would consists of 5 inputs
and one output columns. It was decided to test the algorithm with 2 hidden layers and 5 neurons
per layer. The training was set up to be composed of 5,000 steps. A relu6 activation function was
selected to calculate the weight for each input variable.
5.4 Machine Learning Approach to Predict the Flow Rate for An Immiscible Two-Phase
Flow at Pore Scale for Enhanced Oil Recovery Application.
I. Introduction and Background
Due to the demand of energy at the world scale, there is a need of extracting the most oil at the
pore scale of wet reservoir sedimentary formations. The physical approach is presented by
pressurizing water into the porous media for enhanced oil recovery applications; this is done by
applying pressure into the wetting oil pore of the rock for displacing and extracting the oil. This
two-phase flow will come with some complications due to the behavior of the fluid flow at the
pore scale. In these types of applications, there is a need of considering the capillary quantities,
such as; surface tension, viscosities, pressure drop, the radius of the medium and contact angle. In
the present work, we use a machine learning algorithm in TensorFlow to predict the volumetric
flow rate for a given pressure drop, surface tension, viscosity and geometry of the pores.
TensorFlow library is developed at Google Brain and is one of the most recent tools created for
machine learning applications. The Black Box approach to machine learning is to have a history
of data that can be learned through use to predict future data. In this paper, the predicted values for
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a two-phase flow of various pore sizes and liquids are validated against the numerical and
experimental results in the literature. To consider a fluid as an immiscible fluid, there must be a
difference of densities between the two fluids, like the solvation forces created by a fluid-fluid
interaction repulsion [97][98][99]. Showing a heterogenous depiction of the flow, meaning that
the two fluids are not soluble to each other [100][101]. For classifying classes of fluids, there's a
domain that must be analyzed for ranges of problems. In the case of this paper multiphase flow is
going to be discretized into sections for analysis of one fluid while examining the other as well for
this oil displacement immiscible two-phase flow [102][103][104]. If this two-phase flow is
assumed to have different properties for each fluid, for solving purposes, they must be a couple
regarding the pressure. This coupling can be done through the combination of two equations; the
Hagen-Poiseuille Equation and the Lucas-Washburn Equation [105]. Knowing that Newton’s law
describes that the summation of forces must equal mass times acceleration for dynamic particles
[106]. In our case, there is a transferring effect from pressures to forces, since summation of forces
is the ideal case for Newton's law. Even though, the summation of pressures is an ideal case for a
manometer problem, which can also be used to solve this problem [30]. Therefore, the pressure
that is going to be applied to H2O is going to add to oil as an attacking pressure for the movement
of oil. While for H2O the oil will be the defending pressure for the displacement of H2O[103]. This
problem does not involve air as a third phase due to its low density.
The porous media problems have been modeled with different approaches used by scientists.
During this modeling, the main physics scale has been clarified during the analysis of this type of
systems in the literature review. The main scale proposed for the approach is to model at the pore
scale with a geometry generated randomly for the unknown perspective of simulating different
pores with different radiuses [103]. For solving the flow rate, the equation that is going to be used
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is a hybrid combination of the Hagen-Poiseuille Equation, Lucas-Washburn Equation, and YoungLaplace Equation[105]. Which are the leading equations for internal laminar flows. There some
viscous fingering instability effects incorporate inside of the porous media as the flow accumulates
[107][108][109]. After obtaining the data from the hybrid equation, it must be trained.
II. Parameter Discussion
The next data would display the ranges for water displacement that were used to generate
randomize data in excel before the coupling:
∆Pi,j = (10 − 100) MPa

(17)

R i,j = (0.5 − 1.6) ∗ 10−5 m

(18)

μeff = (1 − 1.6) ∗ 10−3 kg/ms

(19)

Di,j = (1 − 10) ∗ 10−2 m

(20)

The only thing that would change for the Oil & Water coupling is the effective viscosity.
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5.5 Methodology behind computational modeling in analyzing coolant explosions
A 2D planar simulation in ANSYS Fluent software is executed. The 2D simulations can still
capture the fragmentation phenomena with a less computational effort. Standard k-ε model is used
and the results with the k-ε model are similar to the experimental results in a qualitative way. The
transient flow solver is used to simulate the multi-phase flow. The equations governing the flow,
(1-3), are conservation of mass, momentum, and energy.
𝜕𝜌
+ 𝛻 ∙ (𝜌𝑣⃗) = 𝑆𝑚
𝜕𝑡

𝜕
(𝜌𝑣⃗) + 𝛻 ∙ (𝜌𝑣⃗𝑣⃗) = −𝛻𝑃 + 𝛻 ∙ (𝜏̿) + 𝜌𝑔⃗ + 𝐹⃗
𝜕𝑡
𝜕
(𝜌𝐸) + 𝛻 ∙ (𝑣⃗(𝜌𝐸 + 𝑃)) = 𝛻 ∙ (𝑘𝑒𝑓𝑓 𝛻𝑇) + 𝑆ℎ
𝜕𝑡
Molten metal (tin), steam, water, and air are used in the current simulation. Default properties for
steam, water, and air are taken from the software meanwhile tin properties are defined by the user.
The domain consists of a rectangular shape with three adiabatic walls, one pressure outlet and a
stratified system of the mentioned fluids. The domain, as well as the boundary conditions, can be
seen in Figure 13. No slip boundary condition is specified for walls.
The volume of fluid method (VOF) is used because it is simple and accurate, this method allows
us to track fluid-fluid interfaces. The VOF method is considered since it has already been
successfully used in earlier works [93–95].
Four phases were defined, one for each fluid. A geo-reconstruct solution scheme for volume
fraction is used to track the interfaces. This scheme is recommended when the jet breakup is
analyzed with VOF method. SIMPLEC scheme used for pressure-velocity coupling helps in
achieving the convergent solution. The evaporation-condensation mechanism is used for the phase
change from liquid water to water vapor. Continuum Surface Force model is used in the surface
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(21)
(22)
(23)

tension model as well as wall adhesion. Surface tension values for the materials, except air which
was used as zero, were obtained from [95]. Table 4 lists surface tension values. Pressure pulse in
the vapor film is placed with a patch in the initial conditions, the pulse starts from 0 s until 50 µs.
The computations are carried out with a time step of size 10 µs. Time independence study was
performed for time steps of 20 µs, 15 µs, and 10 µs. The spike height for the flow at 0.4 ms is
shown in Figure 17. The results with three different time steps are matching and the maximum
difference in the spike height is less than 3%.

Figure 13: Geometry and boundary conditions of the simulated domain.
Table 4: Surface tension values use for the numerical simulations.
Phases
Surface tension
Melt-vapor

0.52

Melt-liquid water

0.468

Vapor-liquid water

0.072
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I.

Mesh and Time Convergence Study

Figure 14 Time-step independence study: variation of spike maximum height with the
time step size.
In systems with several phases, it is important to capture all the interfaces with a good accuracy.
We created six different types of meshes to study the mesh convergence. And, the number of cells
in the vapor film region was increased until similar measures were obtained in the height of the
melt spikes versus time. Table 2 lists the minimum (h) element length, number of nodes (NN) and
number of cells (NE) of various meshes considered for the mesh convergence study.

Table 5: Mesh convergence study for numerical simulations
Mesh M1
Mesh M2
Mesh M3
Mesh M4
Mesh M5
Mesh M6

h (µm)
500
250
125
85
93.75
62.5

NN
7885
10643
21283
21265
30681
56222
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NE
7711
10490
21148
21050
30579
56114

Figure 15 illustrates the mesh convergence study with different minimum element sizes, the
study was made for a density of 7000 kg/m3 and 100 MPa. The results with M4, M5, and M6 are
similar. Therefore, we used the mesh M4 for the computations.

Figure 15: Mesh convergence study: variation of spike maximum height with time for different
meshes
In addition, the mesh M4 contains approximately 2/3 of the number of elements in the mesh M5
and helps us to minimize the computational time.
Convergence in residuals was presented for both meshings, the criteria were 1e-3 for continuity,
velocities and k-ε, and 1e-6 for energy. The mesh M4 had a 3 times faster convergence in residuals.
The mesh M4 is shown in Figure 16. The average quality of the mesh is 0.8935.
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Figure 16: The computational mesh M4.
II. Methodology behind machine learning algorithm used for melting spike prediction
In order to train the machine learning algorithm, two data sets were created from the computational
results obtained in ANSYS Fluent; each data set is composed of 25 data points. The first dataset
contains the number of the metal spike as a function of time. The number of spikes present at a
given time was determined through a manual count of the spikes present in the video frame.
The second data set is composed of the maximum height of the spike present in the video frame at
a certain time. The spikes are measured by using the software Digimizer, a software where a
reference length value is given to a certain number of pixels. Figure 17 shows a measurement made
with Digitizer.

Figure 17: Measurement with Digitizer. In the right, reference measure is added indicating the
vapor film thickness.

46

III. Datasets
In order to train the machine learning algorithm, two data sets were created from the computational
results obtained in ANSYS Fluent; each data set is composed of 25 data points. The first dataset
contains the number of the metal spike as a function of time. The number of spikes present at a
given time was determined through a manual count of the spikes present in the video frame.
The second data set is composed of the maximum height of the spike present in the video frame at
a certain time. The spikes are measured by using the software Digimizer, a software where a
reference length value is given to a certain number of pixels. Figure 17 shows a measurement made
with Digitizer.
5.6 Summary
This chapter starts by describing the motivation to develop the two type of numerical models being
used in this thesis, followed by the description behind the methodology and procedure on the study
of the sensitivity of surface tension and viscosity in the prediction of depth of penetration of molten
metal by using the model EXPNS and performing uncertainty quantification techniques. Also, the
machine learning algorithms along with their assumptions and development are described in detail,
while including and methodology behind the data recollection, processing and implementation.
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CHAPTER 6: RESULTS AND DISCUSSION
6.1 Introduction
Following the development and application of the different machine learning, uncertainty
quantification and high-performance computing models, the multiple physics has been resolved
for the four different problems being aforementioned, and the results in the form of predictions
have been obtained. This chapter is dedicated to present and summarize the results obtained with
the computations performed.
6.2 Sensitivity of Surface Tension-Viscosity in Simulating Molten Hf, Ti, Y, and Zr Infusion
into a B4C Packed-Bed at the Microscopic Scale
I. Numerical Simulation for molten metals
In this section, it is discussed in detail all the simulations and numerical experiments that have
been conducted with EXPNS. We have in general considered 104 nodes, 100 in each direction.
Initially, the simulations are conducted on 4 different metals at 23000 𝐶 according to Table 2 and
3. Fig 4.3 shows us the penetration depth of a porous sample with a constant 5.5 𝑚𝑚 pore length
and radii generated from a uniform random distribution between 1𝑚𝑚 and 10𝑚𝑚 for Hafnium
with viscosity 𝜇 = 6.69 × 10−3 Pa-s. We have considered 104 pores in the sample for this
simulation. The statistical distribution of the radii samples is shown in Figure
In Figure 19 we can see that 𝑦̅ ~1 × 102 (𝑚) and the change in penetration depth is quite low as
we move along in time, whereas which suggests that the rate of molten metal percolation becomes
quite slow, which is suggested further by rate of penetration plot which shows that the flow starts
to creep as we move forward in time. Moreover, the average rate curve is smooth throughout time,
hence the perturbation of penetration depth along the breadth of the sample does not change in
time. The perturbation arises due to the random nature of the geometry wherein cross flow amongst
the pores of the network occur.
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For Hf at melting temperature, in Figure 18, the average 𝑦̅~0.10 (𝑚), which remained fairly

(A)

(B)

(C)

(D)

Figure 18: Predicted behavior for Hf infiltration
similar to the penetration depth predicted at 23000 C. This could be explained by
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,
Figure 19 shows us the percolation pattern of molten Titanium at both temperatures, as it percolates
through the same sample. Titanium in Figure 19 (D) has a lesser viscosity than in Figure 19 (C)
and hence penetrates further into the sample and goes beyond 𝑦̅~0.19 (𝑚), while Ti at melting
temperature managed to reach an average penetration depth of 0.22 m.

(A)

(B)

(C)

(D)

Figure 19: Predicted behavior for titanium at melting temperature
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(A)

(B)

(C)

(D)

Figure 20: Prediction for Y percolation
Of all the four metals, yttrium is the metal that exhibits the widest patter of infiltration. Figure 20
describes the rate and depth of penetration of yttrium at both temperatures. It has reached a depth
of penetration in average of 0.32m at 2300°C, and an average depth of penetration of 0.1m by the
end of the infiltration
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(A)

(B)

(C)

(D)

Figure 21: Prediction for Zr penetration depth
In case of Zirconium in Figure 21 whose viscosity lies between that of Titanium and Hafnium at
𝜇 = 3.0 × 10−3 Pa-s, the behavior of the percolation is as expected and its average penetration
depth at a temperature of 2300 Celsius lies somewhere between that of Titanium and Hafnium at
𝑦̅~0.175 (𝑚), while the prediction of percolation at melting temperature is close to 𝑦̅~0.13 (𝑚).
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II. Uncertainty Quantification with Dakota
In this section we consider the pore network model as a separate simulation code that is integrated
with Dakota[84] in order to perform statistical uncertainty quantification for EXPNS on the metal
percolations. Here we consider that 𝜇 for each metal is an uncertain input parameter which varies
as a log-normal distribution with its mean at the values given respectively in Figure 12. and its
standard deviation (𝑠(𝜇)) varying as 1%, 5%, 10%, and 20% of its mean. The output parameter is
𝑦̅ at 50 𝑠. We perform this study for each of the metals t both 2300𝑜 𝐶 and 𝑇𝑚 . A Monte Carlo
simulation has been performed with a Latin Hypercube Sampling of 20 sample points for each of
these 𝜎.

(A)

(B)

(C)

(D)

Figure 22: Prediction for Hafnium infiltration at melting temperature
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In the case of Hafnium at melting temperature, we can see that a standard deviation of
±7.1𝑥10−5

𝑃𝑎
𝑠

in the viscosity of the liquid metal translates curve line, which could be regarded

to be just an application of the Rhines Equation, as appreciated in Figure 22 (A). For a standard
deviation of ±3.55𝑥10−4

𝑃𝑎
𝑠

. there exists a difference of about 0.025 m difference between the

minimum and maximum depth of penetration achieved at the end of the time (Figure 22 B). A
standard deviation of ±7.1𝑥10−4

𝑃𝑎
𝑠

will result in a maximum penetration depth of 0.180 m and a

minimum 0.150 m, leaving the uncertainty range in about 0.30 meters. The maximum range of
uncertainty occurs in Figure 23 (D), when the viscosity possesses a standard deviation which has
a value of±1.42𝑥10−3

𝑃𝑎
𝑠

, the range of uncertainty within that region is of about 0. 040 meters.
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(A)

(B)

(C)

(D)

Figure 23: Uncertainty quantification study performed for Hafnium at 2300 Celsius
In the case of Hafnium percolating through a boron carbide packed bed at 2300 °C, it was observed
that the uncertainty present in this case when the viscosity standard deviation reaches
±6.69𝑥10−5

𝑃𝑎
𝑠

, there is no uncertainty in the depth of penetration, with a constant depth of

0.175m. A standard deviation of ±3.35𝑥10−
A standard deviation of ±6.69𝑥10−4
±1.34𝑥10−4

𝑃𝑎
𝑠

𝑃𝑎
𝑠

𝑃𝑎
𝑠

is translated into an output uncertainty of 0.025m.

produces a standard deviation of around 0.030 m and for

, it is noticed that the value of penetration rate can go at a value of up to 0.040m
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(A)

(B)

(C)

(D)

Figure 24: Prediction of Ti percolation at melting temperature
Figure 24 deals with the prediction of titanium at melting temperature inside of the pore packed
bed. From here, it can be inferred that when a standard deviation in the viscosity of
±4.03𝑥10−5

𝑃𝑎
𝑠

, the uncertainty is certainly negligible and the depth of penetration remains

without a perturbation. When the viscosity has a standard deviation of ±2.015𝑥10−4
perturbation achieved is of around 0.02m. At a standard deviation of ±4.03𝑥10−4

𝑃𝑎
𝑠
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𝑠

, the

, the depth of

penetration reaches disturbances of 0.04m. At the standard deviation of ±8.06𝑥10−4
difference in the prediction is of about 0.06m.

𝑃𝑎

𝑃𝑎
𝑠

, the

Figure 25: Prediction of Ti being percolated at 2300 Celsius
Based on Figure 25, when a standard deviation is applied to the system with a value of
±3.3𝑥10−5

𝑃𝑎
𝑠

, there is virtually no perturbation to the depth of penetration. However, when a

perturbation of ±1.65𝑥10−4

𝑃𝑎
𝑠

in the viscosity is applied, a perturbation of 0.02m is observed.

After a perturbation of ±3.3𝑥10−4

𝑃𝑎
𝑠

is applied to the input data, a variation of 0.04m, is observed

in the depth of penetration after the infiltration time has been completed. Also, when a standard
deviation of ±6.6𝑥10−4

𝑃𝑎
𝑠

is present in the system, the penetration length will vary by

approximate 0.011m
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(A)

(B)

(C)

(D)

Figure 26: Uncertainty quantification of Yttrium at its melting temperature
After the prediction was generated and a standard deviation of ±4.54𝑥10−5

𝑃𝑎
𝑠

is applied to the

input viscosity, it is observed that this virtually causes no perturbation in the depth of penetration.
When the standard deviation ±2.27𝑥10−4

𝑃𝑎
𝑠

is given to the system, a perturbation of 0.01m, can

be appreciated. At a standard deviation of±4.54𝑥10−4
value of ±9.08𝑥10−4

𝑃𝑎
𝑠

𝑃𝑎
𝑠

, a change of 0.03m is observed The

is related to an uncertainty value of about 0.09 m.
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(A)

(B)

(C)

(D)

Figure 27: Uncertainty quantification study for Yttrium at 2300 °C
When a standard deviation of ±4.91𝑥10−6

𝑃𝑎
𝑠

is applied to the system, almost no perturbation is

present in the infiltration depth. With a value of ±2.46𝑥10−5
seen. At a standard deviation of ±4.91𝑥10−5
standard deviation of ±9.82𝑥10−5

𝑃𝑎
𝑠

𝑃𝑎
𝑠

𝑃𝑎
𝑠

, a perturbation of around 0.05 is

, the observed shaded area is of about 0.01. At a

, there is a difference in the depth of penetration of 0.2 m
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(A)

(B)

(C)

(D)

Figure 28: Uncertainty quantification for zirconium at its melting temperature
The first value of standard deviation tested, which is ±4.74𝑥10−5
of penetration when the runs were sampled, ±2.37𝑥10−4
value of ±4.74𝑥10−4

𝑃𝑎
𝑠

𝑃𝑎
𝑠

𝑃𝑎
𝑠

, saw no change in the depth

leads to a perturbance of 0.04m, the

reaches a difference in maximum penetration depth and minimum

penetration depth of 0.06 m, and a standard deviation of will ±9.48𝑥10−5
of penetration of about 0.08m.
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𝑃𝑎
𝑠

will lead to a depth

(A)

(B)

(C)

(D)

Figure 29: Uncertainty quantification for zirconium percolating at 2300 °C
When the standard deviation is ±3.00𝑥10−6

𝑃𝑎
𝑠

, there is no perturbation to the infiltration of the

liquid zirconium at 2,300°C. At a standard deviation of ±1.5𝑥10−4

𝑃𝑎
𝑠

penetration is quantified at 0.02m. With a value of ±3.00𝑥10−4
perturbation can be counted as 0.04 m and at ±6.00𝑥10−4
perturbation of 0.07m.
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𝑃𝑎
𝑠

, the variation of depth of

𝑃𝑎
𝑠

, the penetration depth

, it is possible to observe a

6.3 Predicting the Depth of Penetration
Figure 30 through Figure 33 depicts the infiltration predictions. This results were obtained with
the DNN algorithm afore mentioned in previous sections. Every image represents the theoretical
approximation calculated by using the Semlak-Rhine’s equation, along with the prediction
obtained with the deep neural network.

Figure 30: Prediction of infiltration of Hafnium realized with TensorFlow
Looking at Figure 30, it can be appreciated that Hf still is sticking to the behavior observed in the
previous chapter section. The maximum depth of penetration that was predicted was calculated
analytically happened at 2300 °C, with an estimate depth of penetration of 0.165 m. Also, the
change in depths of penetration at different temperatures does not have a significant variation,
which is expected, since the melting temperature of hafnium (2231 °𝐶) is really close to
the 2300 °𝐶 temperature.
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Figure 31:Prediction of infiltration of Titanium realized with TensorFlow
Regarding the infiltration of Titanium shown in Figure 31, it can be seen that the infiltration at
melting temperature reached a height of 0.23 m, while the infiltration predicted at a temperature
of 2300 °𝐶 has reached a height of about 0.26 m.

Figure 32: Prediction for the infiltration of zirconium.
By evaluating Figure 32, it is possible to understand the percolation of zirconium. The height
reached after 45 seconds of infiltration at melting temperature equals 0.17 m, while the height
reached 0.23 m
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Figure 33: Prediction for the infiltration of Yttrium
Figure 33 shows the prediction of Yttrium. As expected, the values of the depth of penetration of
Yttrium at the temperature of 2300 °C and the ones calculated at their melting temperature
differs, which follows the overall trend predicted with EXPNS and Dakota. It is observed that the
machine learning algorithm imitates the infiltration behavior really nice at melting temperature.

64

I. Convergence Study
A convergence study was performed in order to understand the number of data points that will
give the most accurate prediction. For this, a training set and a validation set was created. The
training set is composed of 2,000 data points, always depicting the depth of penetration as a
function of time. Also, a test set was created, showing penetration heights at a different time than
in the training sets.

Figure 34: Convergence study for DNN
Figure 34 presents a comparison of the MSE as N increases. Based on this figure, it is concluded
that the least amount of error (of around 0. 0.0014 µm) can be achieved by setting N to be 2,000.

65

6.4 Numerical Simulation of Formation of Melt Jets in Melt Coolant Interactions
Once the geometry and necessary setup were made for the 2-D simulation of the stratified
water/liquid metal system, measurements of the melt spikes length were obtained and studied.
Figure 35 shows the formation sequence of the melt jets through time, they look similar to the
results in Ciccarelli and Frost [2] that were digitally processed in Figure 36. Since no
measurements for the melt spike length were made in [2], we show only qualitative agreement
between the results and the simulation.

Figure 35:Density contours at various time instants for pressure pulse of 100 MPa.
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1 ms

0 ms
Figure 36: Digital processing of Ciccarelli and Frost [92] results for melt jet formation
In Figure 36, it can be observed that at time= 0 ms the system is at rest and there are no
perturbations in the vapor film which is located between the water and liquid tin. The spikes appear
in the flow as the time progresses. They grow in the vapor film zone for time ≤ 0.2ms. After 0.2
ms the melt jets get fragmented for pressure pulse of 100 MPa and the density of the melt of 7000
kg/m3. The decrease in the pressure values results in little spikes or ripples of melt for the same
density. Figure 10 shows the effect of the melt density at the pressure of 40MPa. It is observed that
the increase in density increases the spike height. For density < 10000kg/m3, the spike maximum
height does not vary with time. However, the spike height increases with time for ρ = 10000kg/m3.
Figure 11 shows the variation of spike maximum height with time for various initial pressures. For
this case, the melt density remained constant at 7000 kg/m3. The melt spikes height increases with
an increase in the pressure values. The formed craters push the melt upwards. The force that pushes
the melt increases with increases in the melt density. This can be seen in Figure 12 where two
different densities were simulated. Figure 13 shows the effect of having different initial pressure
values in a qualitative way. It is observed that the increase in initial pressure increases the
perturbations around the vapor film and increases the spike height. The increase in the density
increases the melt spike height as well.
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Figure 37: Variation of jet length with time for various melt densities when initial pressure
is 40 MPa.

Figure 38 Density contour with a pressure of 40 MPa and a density of (a) 10000 kg/m3 and (b)
3000 kg/m3, both at 1 ms
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Figure 39: Density contour with a density of 7000 kg/m3 and an initial pressure of (a) 40 MPa
and (b) 10 MPa, both at 1 ms.
I. Machine Learning Results
In order to supervise the machine learning training, the DNN was validated by using the same
training data as a validation set.
The behavior of the formation of the melt jets was analyzed with deep neural network machine
learning algorithm which results are presented in Figure 40 and Figure 41.
Figure 40 depicts the machine learning prediction for the number of spikes produced when a pulse
pressure of 100 MPa is applied to the system. The values predicted with the deep neural network
neural algorithm are same as the actual values. And, the mean square error is 0.0 and the maximum
absolute error is 1 spike.
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Figure 40: Comparison of actual number spikes and the value predicted by
the machine learning algorithm.
On the other hand, Figure 15 represents a comparison of the actual and predicted maximum spike
length at various times for the pulse pressure of 100 MPa. The predicted values are in good
agreement with the actual values. And, the max error between the actual and predicted value is 0.6
mm.
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Figure 41 :Comparison of actual maximum spike length and predicted maximum
spike length
6.5 Machine Learning Approach to Predict the Flow Rate for An Immiscible Two-Phase
Flow at Pore Scale for Enhanced Oil Recovery Application
I.

Multivariate Linear Regression

Figure 42: Multivariate linear regression prediction.
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II.

Random Forest Algorithm

Figure 43: Volumetric flow rate variables values for Random Forest.
III.

Deep Neural Network

Figure 44 Volumetric Flow Rate Values for DNN
IV. Statistical Analysis and Results
Variance is the knowledge of knowing the probability arrangement of choosing a value that is
around the mean center of the distribution. In a better explanation is that is the square standard
deviation, meaning that is the squared distance distribution from the mean. By squaring the
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standard deviation, we can clarify that the variance cannot be a negative number. Having a high
variance would mean that the most weight is in the high probability values. For example, if you
have a high variance would imply that the values are more likely to be chose if they have more
weigh close to the actual values in the distribution[112]. The mean square error is the calculation
of the error between the predicted and actual values square. Meaning that as the mean squared
error gets smaller, the error is less in the prediction.
Table 6: Statistical Analysis of the three main TF Models

6.5 Summary
The physics predicted by TensorFlow and EXPNS has been described in this chapter. For the
sensitivity study of the flow of molten metal performed with EXPNS and Dakota, two predictions
have been generated. One is based in the microscopic features that define the porous media, and
the second one encompasses the variation of the molten metal properties, specifically the potential
change in viscosity being present in the real-life scenario. Regarding the machine learning side of
this study, eight predictions have been made for the infiltration of molten metal through the
microstructure, two predictions for the coolant explosions have been proposed, and a third
prediction set was generated when trying to predict the flow rate for enhanced oil extraction.
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CHAPTER 7: CONCLUSION
In this thesis, two data driven tools for the prediction of complex multi-physics engineering
problems were developed, implemented and used in order to generate accurate and high fidelity
predictions for the depth of penetration of molten metal into a powder packed bed, an approach to
predict the length and number of molten metal spikes as a function of time as been tested and
implemented, along with preliminary predictions that could potentially benefit the oil industry by
predicting the volume flow rate for enhanced oil recovery techniques
7.1 Surface Tension- Viscosity in Simulating Molten Hf, Ti, Y and Zr Infusion into a B4C
Packed-Bed at the Microscopic Scale
This study presents the numerical simulations of liquid metal flow through a porous structure
representing a 𝐵4 𝐶 packed bed at both their melting points and a higher operating temperature. We
have simulated the flow for a stochastic porous structure where the radii follow a uniform random
distribution. It has been observed that owing to the randomness in the geometry, there is a presence
of cross flow inside the porous structure that perturbs the moving front of the liquid metal and we
have quantified the average penetration depth and penetration rate for the both the temperature and
all four metals. Following these simulations, we have conducted Monte Carlo simulations,
considering the viscosity of the liquid metal and boundary conditions as uncertain variables and
quantified the variation of the average penetration depth with the variation of both viscosity and
boundary conditions. All the simulations have been carried out a massively parallel in-house
software that had been developed for exa-scale simulations and uncertainty quantification.
7.2 Predicting the Depth of Penetration of Molten Metal into A Pore Network Using
TensorFlow
In this study, a deep neural network algorithm was developed and used to predict the deep of
penetration for the infiltration of molten metal inside of a B4C ceramic bed. A convergence study
was performed in order to understand the relationship between N, and n. It is found that after 500
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data points, the mean square error starts to reach asymptotic behavior and that it will be at its
lowest point at 2,000 data points.
The maximum theoretical depth of penetration has been calculated and compared with the
predictions obtained with the DNN algorithm for the four molten metals used in this study
Based on the results obtained, the deep neural network has proven to be a robust tool for the
modeling of molten metal infiltration, since it has the capability of analyzing the infiltration
process all the way to the micro-scale.
7.3 Numerical Simulation of Formation of Melt Jets in Melt Coolant Interactions
We have shown that molten metal fragmentation in the presence of water can be observed through
computational fluid dynamics techniques. A simplified two-dimensional simulation was able to
capture the formation of metal spikes under conditions (e.g., high pressure) similar to those
reported previously. Water penetration was not observed but the chance cannot be discarded.
Hence, the 3D simulation will be carried out in the future.
Machine learning has proven to be a very useful tool to analyze this problem since it provides good
predictions that provide useful insight into this problem. For future work, it is considered to
incorporate a computer vision algorithm to automatically process the images obtained from
simulations and experiments.
7.4 Machine Learning Approach to Predict the Flow Rate for an Immiscible Two-Phase
Flow at Pore Scale for Enhanced Oil Recovery Application
In this study, an immiscible two-phase flow through porous media has been analyzed through the
Hagen-Poiseuille analytical method using a hybrid version of it because the problem is assumed
to be a pipe void analysis problem. In the hybrid version of the Hagen-Poiseuille equation, there
is a need for a coupling between the pressures of the two fluids, while introducing an effective
viscosity quantity. The Hagen-Poiseuille equation applies to this problem because the problem is
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Newtonian, laminar, incompressible, and internal. Incorporated viscous fingering effects are
shown in the literature, which applies to this problem and can present a way of expecting an effect
during porous media experimental and simulation results. For predicting the volumetric flow rate
using machine learning tool; TensorFlow, to generate three models to predict data without going
through the analytical solution. TensorFlow is incredible machine learning tool that can run in
small processing, while also used to solve big data problems using parallel clusters. The method
of TensorFlow presented in this paper is generalized in supervised learning algorithms because
they are the proven to be efficient algorithms on which data is validated. From the data collected
from the three models, the one that predicts the data the best is the Deep Neural Network, due to
its low mean square error, high variance, and proven results. Compared with two other models,
Random Forest leaning towards the second-best method, while Multivariant to be the worst
method to predict values. This is due to the non-linear approach used in Random Forest and linear
approach for the Multivariant method.
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CHAPTER 8: FUTURE WORK
8.1 Surface Tension- Viscosity in Simulating Molten Hf, Ti, Y and Zr Infusion into a B4C
Packed-Bed at the Microscopic Scale
There are several features that show potential for improvement in EXPNS. The first improvement
that should be addressed consists approaching the addition of a third-dimension parameter, in order
to be able to predict the rate and depth of penetration in the 𝑧 direction. The second improvement
consists in the incorporation of a conductance formulation for irregular geometries, since perfect
regular geometries are rarely found in real world applications. Another possible improvement
would be the incorporation of image processing software, in order to incorporate the microstructure features of genuine porous media for different applications.
8.2 Predicting the Depth of Penetration of Molten Metal into A Pore Network Using
TensorFlow
Regarding the prediction of depth of penetration by using TensorFlow, it is necessary to better
capture real data for molten metal infiltration process; this could be achieved by performing the
actual infiltration under laboratory conditions, and help to quantify the properties of the molten
metal in real time. Currently, the equipment is being installed and configured to manufacture the
UHTC. As mentioned in the previous section, a very important improvement will consist in the
incorporation of computer vision algorithms in order to describe the micro-structure features that
have a very important influence in the depth of penetration achieved. Also, it is important to work
on the development of an unsupervised machine learning algorithm. The first step to develop this
unsupervised algorithm consists in establishing the reward mechanism that the algorithm will use
to predict the conductivity of the system.
8.3 Numerical Simulation of Formation of Melt Jets in Melt Coolant Interactions
Future research ventures for this study will consists of the addition of a bigger data set size,
which could be potentially obtained through in-depth examination. Ideally, the data should come

77

from experimentation, however, it is possible to train the algorithm from synthetic data obtained
from CFD simulations. Another important addition for this algorithm will be the incorporation of
a deep learning model instead of a machine learning algorithm, which will help to reduce the
human error in the measurements and give some new insights into the fine composition of the
formation of metal spikes in the furnace. Another improvement that should be implemented for
this project consists in the implementation of 3D modeling with the purpose of obtaining the
trajectories of the molten metal droplets.
8.4 Machine Learning Approach to Predict the Flow Rate for an Immiscible Two-Phase
Flow at Pore Scale for Enhanced Oil Recovery Application
Future enhancements for this project would consist in improving the quality of the data used in
this investigation. Instead of producing synthetic data, the possibility of using training sets coming
from real oil extraction sites must be examined. Providing more training sets to the algorithms will
result in better predictions for the oil recovery application.
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