On the existence and approximation of a dissipating feedback by Guglielmi, Nicola & Simoncini, Valeria
ar
X
iv
:1
81
1.
00
06
9v
3 
 [m
ath
.O
C]
  9
 O
ct 
20
19
ON THE EXISTENCE AND APPROXIMATION OF A DISSIPATING
FEEDBACK∗
NICOLA GUGLIELMI∗ AND VALERIA SIMONCINI‡
Abstract. Given a matrix A ∈ Rn×n and a tall rectangular matrix B ∈ Rn×q, q < n, we
consider the problem of making the pair (A,B) dissipative, that is the determination of a feedback
matrix K ∈ Rq×n such that the field of values of A−BK lies in the left half open complex plane. We
review and expand classical results available in the literature on the existence and parameterization of
the class of dissipating matrices, and we explore new matrix properties associated with the problem.
In addition, we discuss various computational strategies for approximating the minimal Frobenius
norm dissipating K.
Key words. Passivation of a matrix pair; matrix stabilization; stabilizing feedback; matrix
nearness problems; constrained gradient flow.
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1. Introduction. A linear dynamical system
(1.1) x˙ = Ax
with A ∈ Rn×n is said to be dissipative if the matrix A has a field of values W (A) =
{z ∈ C : z = x∗Ax, x ∈ Cn, ‖x‖ = 1} contained in the left half open complex plane1
C−. Here x∗ stands for the conjugate transpose of the complex vector x, and ‖x‖
is the Euclidean norm. Dissipativity implies passivity, that is the property that a
system requires no external energy to operate, thus the problem of transforming a
non-passive system into a passive one by means of controls, plays an important role.
Here we consider a control in the form u = Kx and a control matrix B ∈ Rn×q and
q < n (typically q ≪ n), giving rise to the dynamical system
(1.2)
{
x˙ = Ax−Bu
u = Kx
Our aim is to find a matrix K such that the system becomes dissipative. We shall call
such aK a “dissipating feedback matrix”. Dissipativity is an important property to be
preserved in the dynamical system. If possible, representations of the physical system
that are naturally dissipative have attracted significant interest, also in the very recent
literature; this is the case, for instance, for the port-Hamiltonian representation; see
e.g. [vdS06, JZ12, GS18, BMV19]. Here we assume that only the data A,B in (1.2)
are available for a dissipativity analysis.
The considered problem is of great relevance in many applications; see, e.g.,
[HP10, WMcK07]. Several interesting examples are described in [L79], while lin-
ear models for real life mechanical, electrical and electromechanical control systems
are considered in [FPEN86].
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1.1. The problems. We are interested in the problem of finding a (possibly
weakly) dissipating feedback matrix K to a non-dissipative linear control system of
the form (1.2). Hence, the existence of a dissipating feedback matrix K ensures that
the closed-loop linear system x˙ = (A − BK)x is dissipative. The feedback matrix K
is called weakly dissipating if W (A − BK) ⊂ C¯− and W (A − BK) ∩ iR 6= ∅. For
real data, weak dissipativity clearly implies that the field of values boundary passes
through the origin.
In matrix terms the first problem can be stated as follows:
P1. Given A ∈ Rn×n and B ∈ Rn×q, with q < n, find a matrix K ∈ Rq×n such
that the field of values of A− BK is contained in the left half open (closed) complex
plane.
Throughout we assume that A is stable, that is its eigenvalues are all in C−,
however W (A) has nonzero intersection with the right half open complex plane.
The problems of existence and representation of a feedback matrix has been ex-
tensively analyzed in the control community; a widely used result stated as [SIG98,
Theorem 2.3.12] ensures the existence of K under hypotheses on the data, while
providing a parameterization of all dissipating matrices. We revisit this parameteri-
zation, and observe that it may not include all possible feedback matrices. By using
an alternative proof of their existence, we thus propose alternative parametrizations
of dissipating matrices, and highlight the actual degrees of freedom associated with
the problem.
The concept of dissipativity is tightly related to other definitions of stability,
which are largely investigated in the Control community. For real data, dissipativity
of A corresponds to ensuring that 12λmax(A+A
T ) < 0, where λmax(·) is the rightmost
eigenvalue of the argument matrix. Weak dissipativity requires that 12λmax(A+A
T ) ≤
0. The quantity µ2(A) =
1
2λmax(A + A
T ) is called the numerical abscissa (see, e.g.,
[D59, S06]), and it monitors the exponential stability (alas contractivity) property of
the system solution x(t), since it holds
‖x(t2)‖ ≤ eµ2(A)(t2−t1)‖x(t1)‖.
Clearly, if µ2(A) ≤ 0, then ‖x(t2)‖ ≤ ‖x(t1)‖ and the system is said to be exponen-
tially stable. In particular, concepts like (M,β)-stability are introduced and character-
ized (see e.g. [HPW02, PP92]), meaning - for a given matrix G - that ‖eGt‖ ≤Meβt.
For the system (1.2) the matrix is G = A−BK. In our setting, if K is such that the
field of values W (A−BK) is all in C−, then the system is (1, µ2(A−BK))-stable.
The feedback matrix K may be required to have additional properties, such as a
small norm. Thus we also consider the problem:
P2. Given A ∈ Rn×n and B ∈ Rn×q, with q < n, find a matrix K ∈ Rq×n of
minimal norm such that the field of values of A − BK is contained in the left half
open (closed) complex plane.
For P2 we will consider minimization both in the Frobenious norm and in the
matrix norm induced by the vector Euclidean norm. Following standard approaches,
we formulate problem P2 as an optimization procedure with inequality matrix con-
straints, thus falling into a linear matrix inequalities (LMI) framework [BEFB94,
SIG98]. As an alternative we explore the use of a functional approach, which is a
variant of the method recently proposed in [GL17]. Numerical experiments on se-
lected data illustrate the performance of tested methods.
In addition to the notation already introduced, the following definitions will be
used throughout. In denotes the identity matrix of dimension n, and the subscript
is removed when clear from the context. For a square matrix M , Sym(M) = (M +
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MT )/2 denotes its symmetric part and Skew(M) = (M −MT )/2 denotes its skew-
symmetric part. We denote by ‖ · ‖F the Frobenius norm on Rn×n and by 〈X,Y 〉 =
trace(XTY ) =
∑n
i,j=1 xijyij the corresponding inner product. Moreover, ‖·‖2 denotes
the matrix norm induced by the Euclidean vector norm.
2. Known existence results and parameterization. Conditions on the ex-
istence of a dissipating matrix have been known for quite some time in the Con-
trol community. A thorough and insightful discussion is available in the monograph
[SIG98]. The following fundamental theorem provides existence conditions for the
matrix K such that BKC + (BKC)∗ + Q < 0, for given B,C and a symmetric Q
[SIG98, Theorem 2.3.12].
Theorem 2.1. Let the matrices B ∈ Cn×q, C ∈ Ck×n and Q = Q∗ ∈ Cn×n be
given. Then the following statements are equivalent:
(i) There exists a matrix K satisfying BKC + (BKC)∗ +Q < 0.
(ii) The following two conditions hold
B⊥Q(B⊥)∗ < 0 or BB∗ > 0
(C∗)⊥Q((C∗)⊥)∗ < 0 or C∗C > 0.
Suppose the above statements hold. Let B = BℓBr, C = CℓCr be the full rank fac-
torizations of B and C, respectively. Then all matrices K in statement (i) are given
by
K = B+r HC
+
ℓ + Z −B+r BrZCℓC+ℓ
where Z is an arbitrary matrix and
H := −R−1B∗ℓΦC∗r (CrΦC∗r )−1 + S1/2L(CrΦC∗r )−1/2
S := R−1 −R−1B∗ℓ (Φ− ΦC∗r (CrΦC∗r )−1CrΦ)BℓR−1,
where L is an arbitrary matrix such that ‖L‖ < 1 and R is an arbitrary positive
definite matrix such that Φ := (BℓR
−1B∗ℓ −Q)−1 > 0.
Here Q plays the role of A + A∗, so that item (i) precisely corresponds to our
setting. In the theorem statement, (B⊥)∗ is the matrix spanning the null space of
B∗. The theorem thus says that K exists if and only if Q is negative definite on the
Kernel of B∗ and on the Kernel of C, or otherwise, if B (C) has full row (column)
rank. The theorem also provides a parameterization of dissipating matrices.
The following corollary specializes the result to our case, where C = I; see also
[SIG98, Corollary 2.3.9].
Corollary 2.2. Assume C = I and B full column rank, so that Bℓ = B and
Br = I. With the notation of Theorem 2.1, we have
K = H = −R−1B∗ +R− 12LΦ− 12 ,
where L ∈ Rq×n is an arbitrary matrix such that ‖L‖ < 1 and R ∈ Rq×q is an
arbitrary positive definite matrix such that Φ := (BR−1B∗ −Q)−1 > 0.
The role of the matrix R is to push into the positive half complex plane the
indefinite matrix −Q = −(A + A∗). In [SIG98] the choice R = ρIq for some large
enough ρ is considered sufficient to be able to obtain a positive definite Φ. However,
by doing so, some degrees of freedom may be lost. In particular, if one is interested
in a norm minimizing K, a full symmetric positive definite R should be considered.
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By going through the proof of the previous theorem, it is possible to show that
there exist dissipating matrices that are not represented by the parameterization K
given above. To this end, we first deepen our understanding of the quantities involved
in the classical parametrization in terms of invariant subspaces. This will allow us to
capture the role of the free matrices R and L. For K = −R−1B∗ + R− 12LΦ− 12 we
have2
BK +K∗B∗ +Q = [I,K∗]
[
Q B
B∗ 0
] [
I
K
]
= Φ−
1
2 [Φ
1
2 ,−Φ 12BR− 12 + L∗]
[
I 0
0 R−
1
2
] [
Q B
B∗ 0
] [
I 0
0 R−
1
2
] [
Φ
1
2
−R− 12B∗Φ 12 + L
]
Φ−
1
2
= Φ−
1
2 [I,−Φ 12BR− 12 + L∗]
[
Φ
1
2 0
0 R−
1
2
] [
Q B
B∗ 0
] [
Φ
1
2 0
0 R−
1
2
] [
I
−R− 12B∗Φ 12 + L
]
Φ−
1
2
= Φ−
1
2 [I,−Φ 12BR− 12 + L∗]
[
Q˜ B˜
B˜∗ 0
][
I
−R− 12B∗Φ 12 + L
]
Φ−
1
2
where Q˜ = Φ
1
2QΦ
1
2 and B˜ = Φ
1
2BR−
1
2 . Therefore, BK +K∗B∗ +Q < 0 if and only
if
[I,−B˜ + L∗]
[
Q˜ B˜
B˜∗ 0
][
I
−B˜∗ + L
]
< 0,
so that the block diagonal matrix with Φ
1
2 and R−
1
2 provides an arbitrary scaling of
the original saddle point matrix; see also Remark 3.3 later on. Since Φ = (BR−1B∗−
Q)−1, it follows that
B˜B˜∗ − Q˜ = Φ 12 (BR−1B∗ −Q)Φ 12 = I.(2.1)
After simple algebra we can thus write
[I,−B˜ + L∗]
[
Q˜ B˜
B˜∗ 0
][
I
−B˜∗ + L
]
= (Q˜− B˜B˜∗) + (LB˜∗ + B˜L∗ − B˜B˜∗)
= −I + (LB˜∗ + B˜L∗ − B˜B˜∗).(2.2)
The first matrix product is negative definite if and only if −I+(LB˜∗+ B˜L∗− B˜B˜∗) <
0. Assume all data are real, and let x be such that ‖x‖ = 1. If B˜∗x = 0 then
−x∗x + 2x∗LB˜∗x− ‖B˜∗x‖2 = −1 < 0 and the inequality is obtained. If ‖B∗x‖ 6= 0,
and under the hypothesis that ‖L‖ < 1 we obtain
−x∗x+ 2x∗LB˜∗x− ‖B˜∗x‖2 ≤ −1 + 2‖x∗L‖‖B˜∗x‖ − ‖B˜∗x‖2
< −1 + 2‖B˜∗x‖ − ‖B˜∗x‖2 = −(‖B˜∗x‖ − 1)2 < 0.
In summary, we see that the role of the q×q matrix R is to define the positive definite
matrix Φ so that (2.1) holds. The matrix L yields the “if” statement. However, it
seems that L does not necessarily need to have norm less than one for the desired
inequality to be satisfied. The following example illustrates one such case. In other
words, the part of the statement in Theorem 2.1 stating that all matrices K have the
given parametrization only considers a subset of all possible dissipating matrices.
2 Without loss of generality, to conform with the notation in [SIG98], there is a change of sign
in the (1,1) block of the saddle point matrix, compared with M in (3.1) later on.
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Example 2.1. Consider Q = diag(α,−α), with α > 0, and B = e1 = [1; 0]. Let
us take R−1 = α̂ with α̂ > α. Then
Φ = (BR−1B∗ −Q)−1 = diag( 1
α̂− α,
1
α
) > 0, B˜ = Φ
1
2BR−
1
2 =
√
α̂√
α̂− αe1
with ‖B˜‖ =
√
α̂√
α̂−α > 1 for all choices of α > 0 and α̂ > α. By taking L =
1
2 B˜
we can select α and α̂ so that ‖L‖ ≥ 1, while in (2.2) for this choice of L we have
−I + (LB˜∗ + B˜L∗ − B˜B˜∗) = −I, which is clearly negative definite.
3. An invariant subspace perspective for the parametrization of the
dissipating matrix. In this section we provide a different perspective, that allows
us to determine a richer parametrization of dissipating matrices. We first restate the
existence condition in terms of an eigenvalue problem. To this end we need to recall
a standard result on structured (saddle point) matrices.
Proposition 3.1. ([CC84]) If the matrix −(A + AT ) is positive definite on the
kernel of BT , then the matrix
M =
[−(A+AT ) B
BT 0
]
(3.1)
has exactly n positive and q negative eigenvalues.
We can state the existence result of a dissipating feedback matrix K by using a
quite different proof, which sheds light into different properties of the matrix K. In
particular, similarities with the solution matrix of the Riccati equations can be readily
observed; see, e.g., [S16] and references therein.
Theorem 3.2. The matrix A+AT is negative definite on the kernel of BT if and
only if there exists a matrix K ∈ Rq×n such that W (A−BK) ⊂ C−.
Proof. We first prove that if the condition on A + AT holds, then there exists a
matrix K such that W (A−BK) ⊂ C−.
Proving that W (A − BK) ⊂ C− for some K corresponds to stating that the
symmetric matrix (A−BK) + (A−BK)T is negative definite. We can write
(A−BK)+(A−BK)T = (A+AT )−BK−KTBT = −[I,KT ]
[−(A+AT ) B
BT 0
] [
I
K
]
.
Therefore, if K is chosen so that the matrix M in (3.1) is positive definite onto the
space spanned by the columns of [I;K], then (A − BK) + (A − BK)T is negative
definite. Using Proposition 3.1 it is possible to determine an invariant subspace of
M corresponding to the n positive eigenvalues of M. We next show that this gives
the sought after matrix K. Let the orthonormal columns [X ;Y ] span this invariant
subspace, with X ∈ Rn×n and Y ∈ Rq×n. Then we have
M
[
X
Y
]
=
[
X
Y
]
Λ(3.2)
with Λ diagonal and positive definite. Moreover, multiplying from the left by [XT , Y T ]
we can write
Λ = [XT , Y T ]M
[
X
Y
]
= −XT (A+AT )X +XTBY + Y TBTX(3.3)
= XT (−AX +BY ) + (−XTAT + Y BT )X =: S + ST ,
6 N. Guglielmi and V. Simoncini
where S = XT (−AX + BY ). Since Λ is positive definite, we have that S + ST is
also positive definite, that is the field of values of S is all in the positive right half
open complex plane. In particular, this implies that S is nonsingular, and thus X is
nonsingular. Therefore we can define K := Y X−1. Then collecting X and XT on
both sides of the right-most expression in (3.3),
0 < Λ = XT (−(A+AT ) +BYX−1 +X−TY TBT )X
= XT (−(A+AT ) +BK +KTBT )X = XT [I,KT ]M
[
I
K
]
X.
Since the eigenvalues of the two congruent matrices
XT [I,KT ]M
[
I
K
]
X and [I,KT ]M
[
I
K
]
have the same sign, this implies that [I,KT ]M
[
I
K
]
is also positive definite.
We finally prove the converse by negating that −(A+AT ) is positive definite on
ker(BT ). Suppose then that there exists x ∈ ker(BT ) such that xT (A + AT )x ≥ 0,
then we have
xT ((A+AT )−BK −KTBT )x = xT (A+AT )x ≥ 0,
which means that W (A− BK) 6⊂ C− independently of K, completing the proof.
The proof in constructive, since it determines one such K explicitly. Indeed, for
small matrices a dissipating feedback matrix K can be computed by first determining
the eigenvector matrix [X ;Y ] corresponding to all positive eigenvalues ofM, and then
setting K = Y X−1 ∈ Rq×n.
Remark 3.1. From its construction, it follows that K = Y X−1 is full (row) rank,
equal to q. Indeed, we first notice that rank(K) = rank(Y ). Moreover, the second block
row of (3.2) yields BTX = Y Λ. Since both Λ and X are square and full rank, we
obtain rank(Y ) = rank(B).
Remark 3.2. From the previous remark it also follows that since BTXΛ−1 = Y
and X is nonsingular, we have K = Y X−1 = BTXΛ−1X−1, that is, K can be
written as K = BTW for some nonsingular matrix W . Other strategies discussed in
the following will also determine a similar form, but with possibly singular W .
3.1. New parametrizations of dissipating matrices. The parametrization
in Corollary 2.2 depends on two matrices, R and L, giving at most q(q + 1)/2 + nq
degrees of freedom. However, by generalizing the setting of our Theorem 3.2, we can
see that dissipating matrices can be parametrized by a larger number of degrees of
freedom, therefore many more such matrices can be defined than those introduced in
Corollary 2.2.
By generalizing the representation of Theorem 3.2, we next present two different
parametrizations of the possible families of dissipating feedback matrices.
Proposition 3.3. Assume that the condition of Theorem 3.2 holds. Let M =
Qblkdiag(Λ+, Λ−)QT be the eigendecomposition of M, where Λ+ (Λ−) is diago-
nal with all the n positive (q negative) eigenvalues of M. Partition further Q =
[Q11, Q12;Q21, Q22] with Q11 ∈ Rn×n nonsingular. Then for any H2 ∈ Rq×n such
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that α = ‖H2(I −Q12H2)−1Q11‖2 satisfies minλ(Λ+) > αmaxλ(|Λ−|), the feedback
matrix
K = Q21Q
−1
11 + (Q22 −Q21Q−111 Q12)H2,
is dissipating.
The proof is postponed to the appendix.
Proposition 3.3 shows that as long as it is possible to separate the negative and
positive eigenvalues of M, a different matrix K can be obtained. Different values of
α yield different values of ‖K‖.
The result of Theorem 3.2 corresponds to using the limiting case α = 0 in
Proposition 3.3, that is H2 = 0 in the definition of Z in the proposition proof.
This way, K is well defined as long as λ+min > 0, that is as long as M has n
strictly positive eigenvalues, as indeed shown by Theorem 3.2. Indeed, the expression
K = Q21Q
−1
11 + (Q22 − Q21Q−111 Q12)H2 parametrizes K in terms of some matrix H2
with the required conditions. This parametrization may be used for determining the
feedback matrix K having certain properties, such as minimum Frobenius norm, see
section 4. Due to the low number of degrees of freedom, however, this parametriza-
tion is unlikely to cover all possible feedback matrices K. This concern was confirmed
by some of our uumerical experiments, which showed that this procedure usually
determines a local minimum, which does not seem to be the global one.
The next proposition provides another, more general parametrization for the set
of dissipating feedback matrices, by means of a pencil (M,D), where D is a symmetric
positive definite matrix playing the role of the parametr. In particular, this means
that at least (n + q)(n + q − 1)/2 degrees of freedom are available for the family of
dissipating matrices.
Theorem 3.4. There exists a matrix K such that W (A−BK) ⊂ C− if and only
if the pencil (M,D) admits n positive eigenvalues for some symmetric and positive
definite matrix D ∈ R(n+q)×(n+q).
Proof. We first recall that the signature of the eigenvalues of (M,D) is the same
as that of M [W73, Theorem 5].
Assume there exists D symmetric and positive definite such that M[X ;Y ] =
D[X ;Y ]Λ with Λ > 0, with [X ;Y ] D-orthogonal. Since 0 < Λ = [XT , Y T ]M[X ;Y ],
proceeding as in the discussion after (3.3) the nonsingularity of X is ensured. Finally,
setting K := Y X−1,
[I,KT ]M
[
I
K
]
= X−T [XT , Y T ]M
[
X
Y
]
X−1
= X−T [XT , Y T ]D
[
X
Y
]
ΛX−1 = X−TΛX−1 > 0.
We next prove that if K exists such that W (A−BK) ⊂ C−, then we can define
a symmetric and positive definite matrix D. Let U = [I;K] and define
D = UDUT + U⊥D⊥UT⊥ ,
with D = (UTU)−2, [U,U⊥] square and full rank with UT⊥U = 0, and for any symmet-
ric and positive definite matrix D⊥ ∈ Rn×n. By construction we have UTDU = I. We
have thus found a subspace of dimension n, range(U), such that, for any 0 6= x ∈ Rn,
xTUTMUx
xTUTDUx > 0
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which implies that the pencil (M,D) has at least n positive eigenvalues.
As opposed to the case D = I, it does not seem to be possible to ensure that K
has full rank, because Y and X depend on the matrix D to be determined.
Note also that D may also be viewed as the matrix defining a different inner
product associated with the invariant subspace basis.
Remark 3.3. Since the matrix D is somewhat arbitrary, except for being symmet-
ric and positive definite, a block diagonal matrix could be considered. On the other
hand, this simplifying strategy would significantly decrease the number of degrees of
freedom, which play a role when looking for the minimal norm feedback matrix, as
discussed in the next section. A similar drawback can be observed for the classi-
cal derivation highlighted in the second part of section 2: indeed, in there, a scaling
with the free parameter matrix diag(Φ
1
2 , R−
1
2 ) is performed, but this may prevent the
parametrized family from containing the matrix of minimal norm.
4. Computing a (weakly) dissipating feedback of minimal norm. In this
section we address Problem P2 and explore the possible computation of a feedback
matrix of minimal norm that makes the system either dissipative or weakly dissipative.
Let Wq×n(A,B) be the set of weakly dissipating matrices for the pair (A,B). The
problem can thus be stated as:
Find K∗ ∈Wq×n(A,B) such that
inf
K∈Wq×n(A,B)
‖K‖⋆.(4.1)
Here ‖ · ‖⋆ stands for the Frobenius norm (‖ · ‖F ) or the 2-norm (‖ · ‖2).
The following result implies that the feedback matrix of minimal norm is to be
found among the weakly dissipating matrices.
Proposition 4.1. Assume that W (A) ∩ C+ 6= ∅ and let K1 be a dissipating
feedback matrix. Then there exists a weakly dissipating feedback matrix K2 with
‖K2‖⋆ < ‖K1‖⋆.
Proof. Let K(ρ) = (1 − ρ)K1, 0 ≤ ρ ≤ 1. Naturally W (A − BK(0)) = W (A −
BK1) ⊂ C− and W (A−BK(1)) =W (A) 6⊂ C¯−.
By continuity of eigenvalues of S(ρ) = Sym(A − BK(ρ)) we have that for suffi-
ciently small ρ > 0, η (Sym(A−BK(ρ))) < 0 and there exists ρ = ρ0 > 0 such that
η (Sym(A−BK(ρ0))) = 0. Setting K2 = (1− ρ0)K1 determines a weakly-dissipating
feedback K2 with ‖K2‖⋆ = (1− ρ0) ‖K1‖⋆.
The following result is concerned with the existence of a weakly dissipating min-
imizer for (4.1).
Proposition 4.2. Assume that A+AT is negative definite on the kernel of BT .
Then (4.1) is equivalent to
min
K∈Wq×n(A,B)
‖K‖⋆.(4.2)
Proof. Under the considered assumption, Theorem 3.2 implies the existence of a
dissipating matrix K1, then the set W
q×n(A,B) is not empty. Moreover, Proposi-
tion 4.1 implies the existence of a weakly dissipating matrix K2 ∈ Wq×n(A,B) with
α := ‖K2‖⋆ ≤ ‖K1‖⋆. Thus we can look for the solution to (4.1) in the bounded and
closed (and thus compact) set
{K ∈Wq×n(A,B) s.t. ‖K‖⋆ ≤ α}.
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Since ‖ · ‖⋆ is a continuous function, the result follows from Weierstraß Theorem.
Note that in the case where one wishes to compute some strictly dissipating
feedback it would be sufficient to replace the matrix A by Aδ := A + δI, where δ
represents the maximal real part of W (A−BK). Then applying the same procedure
to the pair {Aδ, B} provides a strictly dissipating feedback.
Before we proceed with the actual computational strategies, we linger over some
spectral properties of the involved matrices.
Proposition 4.3. Assume that Sym(A) has t positive eigenvalues with corre-
sponding eigenvectors Q− = [q1, . . . , qt], and that K ∈ Rq×n is a dissipating feedback.
Then it must be rank(QT−(B +K
T )) ≥ t.
Proof. See Appendix B.
We next show that in correspondence to a weakly dissipating matrix K there is
a nontrivial null space of Sym(A−BK) of dimension at most q.
Proposition 4.4. Assume that A+AT is negative definite on the kernel of BT .
If K is a weakly dissipating feedback then Sym(A − BK) has a zero eigenvalue with
multiplicity m, with 0 < m ≤ q.
Proof. Using Proposition 4.1, the hypothesis ensures that there exists a weakly
dissipating matrix K. We only need to show that Sym(A −BK) has at most q zero
eigenvalues. Let [B0, N ] be unitary, with Range(B0) =Range(B), so that Range(N) is
the null space of BT . Let K be weakly dissipating, so that ((A+AT )−BK−KTBT )
has m > 0 zero eigenvalues. We can write
[B0, N ]
T (−(A+AT ) +BK +KTBT )[B0, N ] =
[
S11 S12
ST12 S22
]
=: S,
with S22 ∈ R(n−q)×(n−q) and S12 ∈ Rq×(n−q). By hypothesis it follows that S22 =
−NT (A + AT )N > 0. Let [u; v] be a nonzero vector such that S[u; v] = [0; 0]. Then
it must hold that v = −S−122 ST12u with u ∈ Rq. The eigenspace of S associated
with the zero eigenvalue is thus spanned by the vectors [Iq ;−S−122 ST12]u, and there are
thus at most q of them, that are linearly independent, that is there are m ≤ q zero
eigenvalues.
4.1. The LMI framework. The problem (4.1) can be stated as the following
LMI optimization problem. Following standard strategies (see, e.g., [BEFB94]), if the
2-norm is to be minimized, then the problem can be stated as
min
K∈Rq×n
‖K‖2 subject to(4.3)
A+AT −BK −KTBT ≤ 0,
[
γIq K
KT γIn
]
≥ 0(4.4)
where γ > 0 is such that ‖K‖ ≤ γ. The problem is thus expressed in terms of the
two variables K and γ, the first of which is a rectangular matrix.
If the Frobenius norm is to be minimized, the problem becomes
min
K∈Rq×n
‖K‖F subject to(4.5)
A+AT −BK −KTBT ≤ 0,
[
I vec(K)
vec(K)T γ
]
≥ 0(4.6)
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where vec(K) stacks all columns of K one after the other, so that ‖K‖2F ≤ γ; see,
e.g., [D17].
Both problems can be numerically solved by using standard LMI packages. In
our computational experiments we used the Matlab version of Yalmip with the call
to either SeDuMi (see [Sedumi]) or Mosek (see [Mosek]). Some of these results are
reported in section 5.
4.2. A direct approach. Using Theorem 3.4 we can compute the feedback
matrix K = Y X−1 of minimal norm by solving the following optimization problem:
(4.7)

inf
D>0
‖Y X−1‖F
subject to
M[X ;Y ] = D[X ;Y ]Λ with Λ > 0.
This method has limitations when applied to problems of large dimensions, that
is when n≫ 1, moreover it seems to strongly depend on the starting guess, as many
local minima seem to exist.
4.3. A gradient system approach. In this section we propose a gradient-flow
differential equation approach that adapts to our setting a strategy first proposed in
[GL17]. Given the matrix Sym(A) and identifying its m rightmost eigenvalues (e.g.
its positive eigenvalues), we construct a smoothly varying matrix K that moves these
eigenvalues to the origin, so as to make the system weakly dissipative. We look for
one such feedback matrix K having minimum Frobenius norm. We write K = εE
with E of unit Frobenius norm, and with perturbation size ε > 0. For a fixed ε > 0,
we minimize the function
(4.8) Fε(E) =
1
2
m∑
i=1
(
λi (Sym(A− εBE))
)2
constrained by ‖E‖F = 1,
by solving numerically the corresponding gradient-flow differential equation. Here λis
are the m rightmost eigenvalues of the argument symmetric matrix. We denote the
obtained minimum by Eε and then look for the smallest ε > 0 such that Fε(Eε) = 0,
which we denote by ε∗m. In general, the existence of ε
∗
m is not guaranteed. Formally,
this can be expressed as:
Solve
min
ε>0
min
E∈Rq×n
‖E‖F=1
Fε(E).(4.9)
Clearly, the minimum of Fε(E) is zero, that is with the optimal K = ε
∗
mE the matrix
Sym(A−BK) has m coalescent eigenvalues.
Due to classical results on eigenvalue interlacing of low-rank modifications of
symmetric matrices [HJ13], the number of positive eigenvalues of Sym(A) provides
a rigorous lower bound for rank(K) in order to find an optimal weakly dissipating
feedback.
The two-phase method works as follows.
Inner procedure. Assume ε > 0 is fixed. Suppose that E(t) is a smooth matrix-
valued function of t such that the m largest eigenvalues of Sym(A−BεE(t)), denoted
by λi(t) for i = 1, . . . ,m, are simple with corresponding eigenvectors xi(t) normalized
to have unit 2-norm. Define G(E) = −∑mi=1 λizixTi = −ZDXT , with zi = BTxi.
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The steepest descent direction E˙ for the functional Fε(E) is obtained by solving the
gradient system (see [GL17])
(4.10) E˙ = −G(E) + βE, with β = 〈G(E), E〉.
Note that G(E) is the free gradient matrix of Fε(E). Then the following result
generalizes the corresponding theorem in [GL17].
Theorem 4.5. The following statements are equivalent along solutions of (4.10),
provided that the m largest eigenvalues λi of Sym(A − εBE(t)) are simple and that
there exists at least an index i ≤ m such that λi 6= 0.
1. ddtFε
(
E(t)
)
= 0.
2. E˙ = 0.
3. E is a real multiple of G(E).
The proof follows the same lines as that of [GL17, Theorem 3.2].
Since the equilibrium of the ODE (4.10) has rank-m, we proceed similarly to
[GL17, equation (19)] and replace the matrix differential equation (4.10) on Rq×n
by a projected differential equation onto the manifold of rank-m matrices, so as to
maintain the solution equilibria. To preserve the projection property in the numerical
treatment, we have considered a projected Euler method on the manifold of rank-m
matrices (see, e.g., [HLW06, section IV.4]).
Outer procedure. We let E(ε) of unit Frobenius norm be a local minimizer of
the inner optimization problem in (4.9) and for i = 1, . . . ,m we denote by λi(ε),
xi(ε) and zi(ε) the corresponding largest eigenvalues, eigenvectors and z-vectors of
Sym(A−εBE(ε)). Finally we let ε∗m be the smallest value of ε such that Fε(E(ε)) = 0.
To determine ε∗m, we are thus left with a one-dimensional root-finding problem,
for which a variety of standard methods are available. Following [GL17] in our im-
plementation we have used a Newton-like algorithm in the form
εk+1 = εk − f(εk)
f ′(εk)
,
where f(ε) = Fε(E(ε)) and
′ = d/dε. To use this iteration we need to impose the
following extra assumption, which is not restrictive in practice.
Assumption 4.1. For ε close to ε∗m and ε < ε
∗
m, we assume that the m largest
eigenvalues of Sym(A−εBE(ε)) are simple eigenvalues. Consequently E(ε) and these
eigenvalues are smooth functions of ε, as well as the associated vectors xi(ε), zi(ε).
Then under Assumption 4.1 the function f(ε) is differentiable and its derivative
equals (see, [GL17, Lemma 3.5])
f ′(ε) = −‖G(ε)‖F .
Since the eigenvalues are assumed to be simple, the function f(ε) has a double zero at
ε∗m because it is a sum of squares, and hence it is convex for ε ≤ ε∗m. This means that
we may approach ε∗m from the left by the classical Newton iteration, which satisfies
|εk+1 − ε∗m| ≈ 12 |εk − ε∗m| and εk+1 < ε∗m if εk < ε∗m. The convexity of the function
to the left of ε∗m guarantees the monotonicity of the sequence and its boundedness
3.
We refer the reader to [GL17] for full details.
3A much more accurate approximation is obtained by the modified iteration ε˜k+1 = εk −
2f(εk)/f
′(εk), which is such that |ε˜k+1 − ε
∗
m| ≈ const|εk − ε
∗
m|
2; see [GL17].
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Remark 4.1. Assume that for ε < ε∗m, ε → ε∗m, Fε(E(ε)) → 0, and exactly
m eigenvalues of Sym (A+ εBE(ε)) vanish. Let E∗ = lim
ε→ε∗m
E(ε). Then, exploiting
Theorem 4.5 and the rank-properties of E(ε), and passing to the limit it follows that
E∗ has the form
E∗ = ZDXT
with D a diagonal matrix and the orthonormal columns of X span the invariant space
of Sym(A−BK∗) associated with the m rightmost (zero) eigenvalues, and Z = BTX.
Therefore, E∗ = BTXDXT and K∗ = ε∗mE∗ has rank-m.
If instead m′ > m eigenvalues effectively vanish, and m+ ≤ q then E∗ has rank
m+.
With a Frobenius norm minimizing feedback matrix K∗ = ε∗mE∗ we thus have
that the matrix A− ε∗mBBT (XDXT ) provides a dissipative closed-loop system. This
reminds us of a corresponding property of the solution X∗ to the Riccati equation,
and in particular, that A−BBTX∗ is associated with a stable closed-loop system.
4.4. A variant of the gradient system approach: a modified functional.
The proposed functional (4.8) is not the only possible one. Here we shortly describe
a variant that has been shown to be more effective in our experiments. Note that the
associated gradient system has a very similar structure, although the gradient in this
case is only continuous.
We use the notation a+ = max {a, 0}. For a fixed ε > 0 we consider the mini-
mization of the following function
(4.11) F+ε (E) =
1
2
m∑
i=1
(
λ+i (Sym(A− εBE))
)2
, constrained by ‖E‖F = 1.
The free gradient is continuous and has the form
(4.12) G+(E) = −
m+(E)∑
i=1
λizix
T
i , zi = B
Txi
where m+(E) ≤ m is the number of positive eigenvalues among the m rightmost ones.
This means that negative eigenvalues (among the m largest) do not contribute to the
gradient which has rank equal to m+. This modified strategy, which we shall call
GL(m)+ in our numerical experiments, is able to account for more strongly varying
eigenvalues, that possibly cross the origin while converging to zero as the iterations
proceed.
Remark 4.2. An important advantage of (4.11) is that it no longer depends on
m, but only on m+(E). In particular, if m is larger than the number of positive eigen-
values of Sym(A−εBE) during the whole optimization process, the method is expected
to converge. This also means that whenever using GL(m)+, by taking a sufficiently
large m we expect to obtain the same results, independently of m (see Example 5.2).
Only if m is chosen smaller than the final number of eigenvalues coalescing to zero
we should expect an incorrect behavior. If non-convergence is observed, then one can
readily increase the value of m.
5. Numerical experiments. In this section we report on some of our computa-
tional experiments for determining the minimum norm feedback matrix. In particular,
we analyze the behavior of the different methods we have discussed, with special em-
phasis on the minimization property, using both the Frobenius and the Euclidean
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norms. In all examples, we checked a-priori that the system can be made dissipative,
that is Theorem 3.2 holds.
The methods we are going to investigate are summarized as follows:
Method description
GL(m) two-step method of section 4.3 with m rightmost eigenvalues
LMI Matlab basic function for the LMI problem (4.3) (mincx)
Yalmip1 Matlab version of Yalmip with SeDuMi solver for problem (4.3)
Yalmip2 Matlab version of Yalmip with SeDuMi solver for problem (4.5)
Pencil minimization problem with pencil in (4.7)
Example 5.1. We consider the following small data set
(5.1) A =

−0.2 1.6 0.2 2.6 −0.4
−0.2 −0.8 −1.2 −0.7 −1.8
1.4 0.7 −1.1 0.2 0.8
0.3 0.8 0.1 −0.1 −0.9
0.2 −0.2 0.7 −1.9 0.1
 , B =

0.6 0.5
−0.2 0.3
0.5 0
0.2 0.6
0.6 −0.6
 .
The eigenvalues of the matrix (A + AT )/2 are given by (with 4 decimal digits)
{−2.4752, −1.8301, −0.7238, 0.6506, 2.2785}, including two 2 positive eigenvalues.
The performance of the considered methods is reported in Table 5.1.
The GL method was used with m = 2. The dissipating matrices for GL and
Yalmip2 are, respectively
KGL =
[
0.3690 −0.12149 0.34503 0.1119 0.35065
1.0340 0.66501 −0.01895 1.3640 −1.2432
]
and
KY almip2 =
[
0.3684 −0.11954 0.35079 0.1097 0.3467
1.0118 0.65736 −0.03002 1.3995 −1.2240
]
showing that the two matrices are not the same, even accounting for numerical ap-
proximations. Similarly, for the eigenvalues of the symmetric parts of the dissipative
matrix we obtain
λi(Sym(A−BKGL)) ∈ {−2.4765, −1.8306, −0.72468, −2.4e− 09, −1.3e− 08},
and
λi(Sym(A−BKY almip2)) ∈ {−2.4743, −1.8298, −0.72353, −2.4e− 10, 5.0e− 10}.
Notice that because of finite precision arithmetic - the quantities actually minimized
are the squares of the ones sought after - neither method is able to force the two
eigenvalues to zero to machine precision. We also observe that
λi(Sym(A−BKY almip1)) ∈ {−2.4742, −1.8280, −0.72428, −0.69001, 2.9e− 11}
that is, the minimization of the 2-norm correctly moves both positive eigenvalues of
A+AT , but only one is moved to zero. It is also interesting to notice that in all cases,
the negative eigenvalues of (A+AT )/2 are barely moved.
Finally, the upper plot of Figure 5.1 shows the field of values W (A−BKY almip2)
or W (A−BKGL), as they are visibly indistinguishable. The multiple zero eigenvalue
of Sym(A − BKGL) causes a flat portion of the right boundary of W (A − BKGL).
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Method Minimization ‖K∗‖2 ‖K∗‖F
GL(2) F-norm 2.2166 2.3063
LMI 2-norm 2.2166 2.6714
Yalmip1 2-norm 2.2166 2.5765
Yalmip2 F-norm 2.2166 2.3063
Pencil F-norm 2.2560 2.7585
Table 5.1
Example 5.1.
It can be shown that the flat segment is given by [−ıσ, ıσ], where σ is the spectral
radius of Skew(A−BKGL) restricted to the kernel of Sym(A−BKGL). We refer the
reader to, for instance, [ERS12] and its references for a more detailed account on flat
portions on the boundary of the field of values. The lower plot of Figure 5.1 reports
the field of value of A−BKY almip1: the simple zero eigenvalue of Sym(A−BKY almip1)
determines a more curved boundary on the right. 
As a consequence of the discussion in the previous example, in the case one expects
a weakly passivating feedback leading to a multiple eigenvalue of Sym(A − BK), it
is useful to enforce passivity of the feedback system by (slightly) shifting to the left
the right boundary of W (A−BK). This could be achieved, for instance, by solving
the optimization problem P2 for the matrix A + δI (instead of A) for a suitable
small δ > 0. This would provide a strictly dissipating feedback with the field of
values W (A−BK) characterized by a flat right boundary along a line parallel to the
imaginary axis, passing through the point (−δ, 0).
For the sake of comparisons, in the following we shall focus only on the two
Frobenius norm minimizing methods.
Example 5.2. Consider again the matrix A of (5.1) but consider now the aug-
mented matrix B
(5.2) B =

0.6 0.5 1
−0.2 0.3 0
0.5 0 0
0.2 0.6 0
0.6 −0.6 0
 .
The results for this new B are displayed in Table 5.2, and they are similar to
those of the previous test, in spite of the larger B. In this example, we also report on
the behavior of GL for a different number m of eigenvalues to be moved to zero. For
m = 2 (the number of positive eigenvalues of (A + AT )/2) both norms are smaller
than form = q = 3. The results in Table 5.2 show that for GL is important to capture
the actual number of positive eigenvalues of (A+AT )/2 to obtain a close-to-optimal
feedback matrix. 
Example 5.3. We consider the negative Grcar matrix of size n, defined as a
Toeplitz banded matrix with unit lower bandwidth of elements equal to minus one,
and upper bandwidth three, given by all ones. Its spectrum and field of values are
given in Figure 5.2 for n = 20. The symmetric part of the original matrix has a
large number of positive eigenvalues, so that a shifting procedure is adopted to have
m = O(1) positive eigenvalues. To ensure that dissipation is feasible B was selected
as a linear combination of all eigenvectors corresponding to positive eigenvalues of
(A+AT )/2, so that q = m.
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2
Kyalmip2 , minimal F-norm
-3 -2 -1 0
-2
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-1
-0.5
0
0.5
1
1.5
2
Kyalmip1 , minimal 2-norm
Fig. 5.1. Example 5.1. Upper: W (A−BKGL). Lower: W (A−BKY almip1).
Although the considered matrix B makes the problem strongly non-generic, it is
illustrative of a situation where the GL(m) method performs critically. The results
of using GL(m) and Yalmip2 are reported in Table 5.3, as n and the shift vary. The
reported values show that the two methods approximately return the same minimum,
with Yalmip2 always being smaller. Indeed the higher accuracy obtained by Yalmip
is not unexpected since it makes use of a Newton method, whereas GL(m) is based
on a gradient method. It is interesting that is some cases (incidentally corresponding
to m = 4) the discrepancy is slightly higher. A closer look reveals that for these
data the positive eigenvalues occur in pairs of near eigenvalues. This seems to affect
the performance of GL(m). This anomalous, though not fully unexpected behavior is
explored in the next example. 
Example 5.4. To deepen our understanding of the behavior of GL(m) in case of
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Method Minimization ‖K∗‖2 ‖K∗‖F
GL(2) F-norm 2.0713 2.1476
GL(3) F-norm 2.3699 3.0638
LMI 2-norm 2.0705 2.5668
Yalmip1 2-norm 2.0705 2.3946
Yalmip2 F-norm 2.0713 2.1476
Pencil F-norm 3.6459 3.9537
Table 5.2
Example 5.2. Here GL(m) means that m eigenvalues were moved to zero in the minimization
problem (4.9).
-4 -3 -2 -1 0 1 2
-3
-2
-1
0
1
2
3
Fig. 5.2. Spectrum and field of values of the matrix Grcar matrix (n = 20) in Example 5.3.
positive clusters we consider the following class of matrices
A = 1
2
(A+AT ) = XΛXT , Λ = diag(λ1, . . . , λn−q, η1, . . . , ηq)
where λi are uniformly
4 distributed eigenvalues in [−10,−10−2] while ηj ∈ {1, 1 +
δ, 2, 2 + δ, 3, 3 + δ}, taken in this order as q varies, so that positive clusters arise. X
is taken as a fixed orthonormal matrix, while δ ∈ (0, 1) varies, so as to increase the
eigenvalue clustering. The matrix A is then obtained as the lower triangular part of
A, so that A = (A+AT )/2 holds. The matrix size is n = 20 throughout. The matrix
B was taken as in the previous examples, so that m = q.
Table 5.4 shows the results of the considered methods, minimizing the Frobenius
norm. We vary both the number of positive eigenvalues of A and their closeness,
by tuning δ. We readily see that the LMI method Yalmip2 succeeds in determining
the minimum, whereas GL(m) fails to converge in all but two cases, illustrating that
the method is indeed affected by this data setting. The reason of this failure is that
when (in the gradient dynamics) the m-th largest eigenvalue moves to the left of the
uncontrollable eigenvalue λ = −10−2 of Sym(A) (the associated eigenvector x is in
fact such that BTx = 0), we have that λ = −10−2 replaces such an eigenvalue in the
functional and cannot be moved to 0. Although this is a strongly non-generic case
we can expect that almost uncontrollable eigenvalues may slow down the speed of
GL(m).
4Linear or logarithmic distributions yield similar results; we used linearly distributed eigenvalues.
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A− 0.6I n m GL(m) Yalmip2
50 2 3.499028e-02 3.498990e-02
100 4 7.339794e-01 7.291499e-01
150 6 6.275579e-01 6.257247e-01
200 10 2.448407e-01 2.448246e-01
A− 0.62I 100 2 2.181123e-02 2.181135e-02
150 4 2.904286e-01 2.881408e-01
A− 0.52I 20 2 1.627621e-02 1.627676e-02
40 3 3.019605e-01 3.019597e-01
45 4 1.931760 1.914460
50 4 2.275207 2.257378
100 8 7.909541e-01 7.909255e-01
150 13 6.278783e-01 6.278735e-01
Table 5.3
Example 5.3. Minimum F-norm obtained by the considered methods, as the Grcar matrix
dimension varies, for different shifts. Here q = m.
m(= q) δ GL(m) GL(m)+ Yalmip2
6 0.00001 - 5.581468e+01 5.581342e+01
6 0.001 - 5.582551e+01 5.582426e+01
6 0.01 - 5.592403e+01 5.592278e+01
6 0.1 - 5.690962e+01 5.690837e+01
6 0.5 6.131648e+01 6.129619e+01 6.129493e+01
2 0.001 2.429389e+00 2.429389e+00 2.429388e+00
4 0.001 - 5.152558e+01 5.152495e+01
4 0.01 - 5.157901e+01 5.157837e+01
4 0.1 - 5.211364e+01 5.211302e+01
4 0.5 - 5.449942e+01 5.449883e+01
Table 5.4
Example 5.4. Minimum F-norm obtained by the considered methods, as the closeness and
number of positive eigenvalues vary. Here m = q.
This problem can be effectively solved by the variant GL(m)+ introduced in sec-
tion 4.4; Experiments with GL(m)+ were thus included in Table 5.4. We observe that
this modification provided a dramatic improvement to the method, which converged
to practically the same value obtained with Yalmip2 in all cases. As this variant
appears to be new, its theoretical properties still need to be analyzed; we postpone
this interesting study to future research. 
Our experience on larger data showed that GL(m) is faster than all LMI-based
methods for medium to large values of n. This is not unexpected, since the extremely
high computational cost is one of the known drawbacks of LMI-based algorithms. Al-
though a CPU time comparison is not the focus of this paper, which would possibly
require moving to compiled languages, we believe that there is enough numerical evi-
dence to encourage further exploration of GL(m) and its variants towards an efficient
treatment of large scale problems.
6. Conclusions. Passivating matrices are of interest for open-loop dynamical
systems and have thus been analyzed in the Control literature. We have shown that
their classical parametrization may not include all possible such matrices, and we
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have provided richer parametrization sets.
The problem of determining the norm minimizing dissipating feedback matrix
can be formulated as a linear matrix inequality problem, and thus solved with well
established software in the small size case. We also explored a variant of a recently
developed functional minimization method, GL(m), that appears to be able to de-
termine the solution at a comparable accuracy, with possibly lower computational
efforts on medium and large size problems. In spite of these encouraging results, our
numerical experiments also show that this new strategy requires further theoretical
and experimental investigations to be considered as an effective viable alternative to
LMI methods, and this will be the topic of our future research.
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Appendix A. In this Appendix we include the proof of Proposition 3.3.
Proof. Let us partition Q = [Q1, Q2] conforming to the partitioning of Λ±, and
define Z = Q1H1 + Q2H2 ∈ R(n+q)×n for some H1 ∈ Rn×n nonsingular and H2 ∈
Rm×n. Then
ZTMZ = ZTQ1Λ+QT1 Z − ZTQ2|Λ−|QT2 Z
= HT1 Λ+H1 −HT2 |Λ−|H2 = HT1 (Λ+ − (H2H−11 )T |Λ−|H2H−11 )H1.
Let Hˆ = H2H
−1
1 , and denote with λ
+
min the smallest eigenvalue of Λ+, and with |λ−max|
the largest eigenvalue of |Λ−|. Then, for any 0 6= x ∈ Rn and y = H1x (note that
y 6= 0 due to the nonsingularity of H1), we can write
xTZTMZx = yT (Λ+ − HˆT |Λ−|Hˆ)y ≥ (λ+min − ‖Hˆ‖2|λ−max|)‖y‖2.
If H1, H2 are chosen so that α = ‖Hˆ‖2 satisfies λ+min − ‖Hˆ‖2|λ−max| > 0, then ZTMZ
is positive definite.
We next show that H1, H2 can be chosen so that Z has the form Z = [I;K] for
some K. Let us further partition Q as
Q = [Q1, Q2] =
[
Q11 Q12
Q21 Q22
]
,
so that Z = [Q11;Q21]H1 + [Q12;Q22]H2. Note that Q11 is nonsingular, for the proof
of the previous theorem. We then impose the structure of Z, that is[
Q11
Q21
]
H1 +
[
Q12
Q22
]
H2 =
[
I
K
]
, Q11H1 +Q12H2 = I, K = Q21H1 +Q22H2.
It follows that H1 = Q
−1
11 (I − Q12H2). Therefore, for any H2 such that I − Q12H2
is nonsingular, the matrix H1 is nonsingular, and K is well defined. The statement
is proved by choosing H2 so that α = ‖H2H−11 ‖2 = ‖H2(I −Q12H2)−1Q11‖2, with α
satisfying λ+min − α|λ−max| > 0.
Finally, substituting H1 is the relation K = Q21H1+Q22H2 and collecting terms
we obtain K = Q21Q
−1
11 + (Q22 −Q21Q−111 Q12)H2.
Appendix B. In this Appendix we prove Proposition 4.3.
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Proof. The hypotheses ensure that −(A + AT ) + BK + KTBT > 0. Let us
introduce the following eigenvalue decomposition
J :=
[
0 I
I 0
]
=
1
2
[
I I
I −I
] [
I 0
0 −I
] [
I I
I −I
]
=:WIWT .
Moreover, letting [U+, U−] := [B,KT ]W =
√
1
2 [B +K
T , B −KT ] we have
0 < −(A+AT ) +BK +KTBT = −(A+AT ) + [B,KT ]J
[
BT
K
]
= −(A+AT ) + [B,KT ]WIWT
[
BT
K
]
= −(A+AT ) + [U+, U−]I[U+, U−]T .
Therefore, letting Λ− ∈ Rt×t denote the negative eigenvalue matrix of −Sym(A) and
multiplying from both sides by Q−,
0 < QT−(−(A+AT ) +BK +KTBT )Q− = Λ− +QT−[U+, U−]I[U+, U−]TQ−
= Λ− −QT−U−UT−Q− +QT−U+UT+Q−.
Here the term QT−U+ =
√
1
2Q
T
−(B + K
T ) has dimensions t × q. Finally, we notice
that the first two terms in the last expression are negative definite, so that, to satisfy
the positivity constraint the matrix QT−U+U
T
+Q− must move all t eigenvalues of Λ−−
QT−U−U
T
−Q− to the non-negative half real axis. In particular, its rank must be at
least t.
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