Abstract. This paper presents Aicyber's system for NLPCC 2017 shared task 2. It is formed by a voting of three deep learning based system trained on character-enhanced word vectors and a well known bag-ofword model.
Introduction
The NLPCC shared task 2 [1] evaluates the automatic classification techniques for very short texts, the Chinese news headlines. Participants are challenged to identify the category of given texts among 18 classes. The size of training, development and test are 156000, 36000, 36000. The classes in training set are roughly balanced and are equally distributed in development and test set. The evaluation metrics are macro-averaged precision, recall and F1 score as stated in task guideline 1 . This paper describes the second best system submitted by team Aicyber with classification accuracy of 0.825. First, a system overview will be given, then each module will be introduced in detail.
The Aicyber's System
The submitted system is a voting of three official baseline systems (NBoW, CNN and LSTM ) and a bag-of-word based SVM system. Each baseline system's prediction is a voting of that system trained on 5 different word vectors. The sub-systems' architecture, experimental setup, training and development results will be introduced accordingly in the following session. The three systems share a similar pipeline for text classification, it takes word/char tokens as input, then tokens will go through word embeddings layers, followed by an average operation (NBoW) or CNN layer or LSTM layer, and a softmax layer at last.
The Official Baseline Systems
Following sessions will focus on the pre-training of word embeddings layer.
Word Embeddings Word embeddings is known as word2vec [10]
, by default is randomly initialized, for this evaluation pre-trained character and word level embeddings are provided. However we prefer two types of embedding which had superior performance compare with standard approach, these have been verified in dimensional sentiment analysis task [11] 3 .
Character-enhanced Word Embedding
The first set of word embedding is character-enhanced word embedding [12] (CWE). Their study shows semantic meaning of a word is related to its composing characters. Two type of embeddings in CWE, the position-based character embeddings (CWE+P) and cluster-based character embeddings (CWE+L) are used. They are trained with window size of 5 and 11, 5 iterations, 5 negative examples, minimum word count of 5, Skip-Gram with starting learning rate of 0.025 , the learned word vectors are of 300 dimensions.
FastText Embedding
The second set of word embedding is FastText [13] 4 , the idea is to enriching word vectors with sub-word information. Eg, for English, a word vector is associated to its character n-grams.
FastText word embedding is trained with similar setting as CWE training. Please noticed that default minimum character n-gram is 1 for Chinese. To verify the correctness of word embedding, we examines the nearest neighbor of a given Chinese word, eg 高兴(happy). The result from FastText-W11 is clearly different from others, 5 single character words appear in the top 10 (0 for other embeddings). This indicates FastText doesn't work properly for Chinese with large window size, in which the character n-grams, especially unigram become overestimate. Thus FastText-W11 is dropped.
Training of Official Baseline systems
With 5 embedding from above, 15 (5*3) systems are formed. We use default setting for NBoW, LSTM system. For the CNN system, only one convolution layer is used (filter size is 3).
System is trained only on the 156000 training data, and evaluated on 36000 development data, we use accuracy as performance metrics.
Result and Discussion
The results of official baselines are presented in Table 1 , to make a fair comparison, systems trained on randomized character/word vectors (length is 300) are also included.
It's obvious that systems trained with pre-trained embedding are much better than those with randomized embeddings. System with word embeddings give better result than those use characters embedding. CNN is the most accurate system. For different embedding types, the FastText is under performance the others. Difference between CWE-P and CWE-L is negligible.
Bag-of-Word model
The official released systems are relatively strong. We also seek alternatives to tackle classification problem. Starting with a well known baseline system, the bag-of-word model. It's commonly used in text classification where the occurrence of each word is used as a feature for training classifiers. Support Vector Table 1 . The official baseline systems's accuracy on development set. CNN system with CWE-L-W11 is the best system and achieve 0.824.
Machine [14] (SVM) with linear kernel was considered to be one of the best classifiers [15, 16] . This system is trained on 156000 training data, and validated on 36000 development set. Table 2 shows BoW model could obtain 0.791 classification accuracy. The result is much better than all deep learning system with randomized embeddings, this finding demonstrate the importance of pre-trained word vectors. Table 2 . Classification accuracy of bag-of-word model is better than all deep learning system with randomized embeddings.
V
To summarize, the submitted system is an ensemble of three deep learning based systems and a conventional BoW model, it's truly a voting of baselines. The final classification accuracy is 0.826 measured on the development set.
Discussion and Further Improvement
Compare BoW method in Table 2 with the best single system in Table 1 , the difference is only 0.03, we consider that the BoW indeed is well suited for the Chinese headline classification. Because the headline appears to be clear, concise and powerful, the usage of words in headline is precisely selected by professional editors. The importance of words make the BoW works well for this task.
The best single system achieved 0.824 classification accuracy on development set, while the voting system scored 0.826 on same dataset. Voting method provides marginal improvement in this work.
Word embedding training in Section 2.1.4 is kind of unsupervised pre-training, but only limited to the embedding layer. Study in [18] shows recurrent language models and sequence autoencoder could used to pre-train not only the embedding layer but also the LSTM layer. On five benchmarks that they tried, LSTMs can reach or surpass the performance levels of all previous baselines. As shown in Table 1 , LSTM didn't beat CNN or NBoW model, using pre-training could boost LSTM's performance.
Conclusion
In this paper we presented our approaches to tackle Chinese news headline categorization challenge. A voting system consists of three deep-learning based system build on five different embedding layers and a BoW model ranked 2nd among 32 teams.
