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Resumé
Dans le cadre de la robotique mobile, des progrès significatifs ont été
obtenus au cours des trois dernières décennies pour la cartographie
et la localisation. La plupart des projets de recherche traitent du
problème de SLAM métrique. Les techniques alors développées sont
sensibles aux erreurs liées à la dérive ce qui restreint leur utilisation
à des environnements de petite échelle. Dans des environnements
de grande taille, l’utilisation de cartes topologiques, qui sont indépen-
dantes de l’information métrique, se présentent comme une alternative
aux approches métriques.
Cette thèse porte principalement sur le problème de la construction
de cartes topologiques pour la navigation de robots mobiles dans des
environnements urbains de grande taille, en utilisant des caméras om-
nidirectionnelles.
La principale contribution de cette thèse est la résolution efficace et
avec précision du problème de fermeture de boucles, problème qui
est au coeur de tout algorithme de cartographie topologique. Le
cadre de cartographie topologique éparse / hiérarchique proposé al-
lie une approche de partionnement de séquence d’images (ISP) par
regroupement des images visuellement similaires dans un noeud avec
une approche de détection de fermeture de boucles permettant de
connecter ces noeux. Le graphe topologique alors obtenu représente
l’environnement du robot. L’algorithme de fermeture de boucle hiérar-
chique développé permet d’extraire dans un premier temps les noeuds
semblables puis, dans un second temps, l’image la plus similaire. Cette
détection de fermeture de boucles hiérarchique est rendue efficace
par le stockage du contenu des cartes éparses sous la forme d’une
structure de données d’indexation appelée fichier inversé hiérarchique
(HIF). Nous proposons de combiner le score de pondération TFIDF
avec des contraintes spatiales et la fréquence des amers détectés pour
obtenir une meilleur robustesse de la fermeture de boucles. Les résul-
tats en terme de densité et précision des cartes obtenues et d’efficacité
sont évaluées et comparées aux résultats obtenus avec des approches
de l’état de l’art sur des séquences d’images omnidirectionnelles ac-
quises en milieu extérieur. Au niveau de la précision des détections de
boucles, des résultats similaires ont été observés vis-à-vis des autres
approches mais sans étape de vérification utilisant la géométrie épipo-
laire.
Bien qu’efficace, l’approche basée sur HIF présente des inconvients
comme la faible densité des cartes et le faible taux de détection des
boucles. Une seconde technique de fermeture de boucle a alors été
développée pour combler ces lacunes. Le problème de la faible densité
des cartes est causé par un sur-partionnement de la séquence d’images.
Celui-ci est résolu en utilisant des vecteurs de descripteurs agrégés
localement (VLAD) lors de l’étape de ISP. Une mesure de similarité
basée sur une contrainte spatiale spécifique à la structure des images
omnidirectionnelles a également été développée. Des résultats plus
précis sont obtenus, même en présence de peu d’appariements. Les
taux de réussite sont meilleurs qu’avec FABMAP 2.0, la méthode la
plus utilisée actuellement, sans étape supplémentaire de vérification
géométrique.
L’environnement est souvent supposé invariant au cours du temps: la
carte de l’environnement est construite lors d’une phase d’apprentissage
puis n’est pas modifiée ensuite. Une gestion de la mémoire à long
terme est nécessaire pour prendre en compte les modifications dans
l’environnement au cours du temps. La deuxième contribution de
cette thèse est la formulation d’une approche de gestion de la mémoire
visuelle à long terme qui peut être utilisée dans le cadre de cartes vi-
suelles topologiques et métriques. Les premiers résultats obtenus sont
encourageants.
Devant l’absence de jeu de données disponible pour tester nos algo-
rithmes (i.e. des jeux de données contenant des images panoramiques
acquises en milieu extérieur, avec une réalité terrain précise et de
nombreuses boucles), nous avons construit un jeu de données multi-
capteurs. Ce jeu contient les données acquises par de 11 capteurs
(dont un GPS-RTK et une caméra panoramique ) embarqués sur
un véhicule de type automobile. Le jeu de données est composé
de 6 séquences acquises dans un environnement de type campus et
contenant de nombreuses boucles. Lors de la conception de ce jeu,
nous avons veillé à ce qu’il puisse être utilisé dans un large éventail
d’applications de vision et de robotique mobile.
Abstract
Over the last three decades, research in mobile robotic mapping and
localization has seen significant progress. However, most of the re-
search projects these problems into the SLAM framework while try-
ing to map and localize metrically. As metrical mapping techniques
are vulnerable to errors caused by drift, their ability to produce con-
sistent maps is limited to small scale environments. Consequently,
topological mapping approaches which are independent of metrical
information stand as an alternative to metrical approaches in large
scale environments. This thesis mainly deals with the loop closure
problem which is the crux of any topological mapping algorithm. Our
main aim is to solve the loop closure problem efficiently and accurately
using an omnidirectional imaging sensor.
Sparse topological maps can be built by representing groups of visu-
ally similar images of a sequence as nodes of a topological graph. We
propose a sparse/hierarchical topological mapping framework which
uses Image Sequence Partitioning (ISP) to group visually similar im-
ages of a sequence as nodes which are then connected on occurrence of
loop closures to form a topological graph. A hierarchical loop closure
algorithm that can first retrieve the similar nodes and then perform
an image similarity analysis on the retrieved nodes is used. An index-
ing data structure called Hierarchical Inverted File (HIF) is proposed
to store the sparse maps to facilitate an efficient hierarchical loop clo-
sure. TFIDF weighting is combined with spatial and frequency con-
straints on the detected features for improved loop closure robustness.
Sparsity, efficiency and accuracy of the resulting maps are evaluated
and compared to that of the other two existing techniques on pub-
licly available outdoor omni-directional image sequences. Modest loop
closure recall rates have been observed without using the epi-polar ge-
ometry verification step common in other approaches.
Although efficient, the HIF based approach has certain disadvantages
like low sparsity of maps and low recall rate of loop closure. To address
these shortcomings, another loop closure technique using spatial con-
straint based similarity measure on omnidirectional images has been
proposed. The low sparsity of maps caused by over-partitioning of
the input sequence has been overcome by using Vector of Locally Ag-
gregated Descriptors (VLAD) for ISP. Poor resolution of the omnidi-
rectional images causes fewer feature matches in image pairs resulting
in reduced recall rates. A spatial constraint exploiting the omnidi-
rectional image structure is used for feature matching which gives
accurate results even with fewer feature matches. Recall rates better
than the contemporary FABMAP 2.0 approach have been observed
without the additional geometric verification.
The second contribution of this thesis is the formulation of a visual
memory management approach suitable for long term operability of
mobile robots. The formulated approach is suitable for both topolog-
ical and metrical visual maps. Initial results which demonstrate the
capabilities of this approach have been provided.
Finally, a detailed description of the acquisition and construction of
our multi-sensor dataset is provided. The aim of this dataset is to
serve the researchers working in the mobile robotics and vision com-
munities for evaluating applications like visual SLAM, mapping and
visual odometry. This is the first dataset with omnidirectional images
acquired on a car-like vehicle driven along a trajectory with multiple
loops. The dataset consists of 6 sequences with data from 11 sen-
sors including 7 cameras, stretching 18 kilometers in a semi-urban
environmental setting with complete and precise ground-truth.
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1Introduction
1.1 Motivation
Modern world is seeking a big leap towards autonomous robotic systems for a
variety of problems ranging from day to day tasks like driving and office assistance
to hazardous tasks like mining and bomb diffusion. The past decade has seen an
exponential rate of growth in many domains of robotics research. The following
are some of the important robotics research domains: 1) Military and warfare
(Figure 1.1a and Figure 1.1c), 2) Personal and service robots (Figure 1.1f and
Figure 1.1b, 3) Humanoid robots (Figure 1.1b), 4) Space Robotics (Figure 1.1d)
and 5) Robotics for Biological & Medical applications (Figure 1.1e).
1.1.1 Navigation
For most practical purposes robots are required to be mobile. By definition, a
mobile robot is an automatic machine that is capable of movement in a given
environment. A movement can be of several types: it can be moving from one
place to other which is commonly referred as global navigation; other type of
movements include interaction with the environment (actions) as a part of the
robot’s service, called local navigation.
Mobile robot navigation can be mainly categorized into three scenarios. The
first scenario requires a robot to not have a real map of the environment but to
perform its tasks while avoiding obstacles. Generally reactive navigation strate-
gies are sufficient for these scenarios. Examples: Legacy vacuum cleaners used
to perform the cleaning tasks by edge following, a human following or path fol-
lowing robots used in hospitals. The second scenario demands an a priori map
of the environment either completely given to the robot or encoded all over the
environment. To safely navigate in this scenario, the robot has to constantly es-
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(a) Stanley - Autonomous
Ground Vehicle
(b) ASIMO - Humanoid
Robot
(c) Bigdog - All-Terrain
Robot
(d) Mars Exploratory
Rover
(e) Da Vinci - Surgical
Robot
(f) Autonomous Floor
Cleaning Robot
Figure 1.1: Figure 1.1a: Stanley - the winner of DARPA desert challenge. Figure
1.1b: ASIMO - the latest generation humanoid robot. Figure 1.1c: Bigdog - The
most advances all terrain robot that can carry up to 340 pounds and 12 miles.
Figure 1.1d: Mars exploratory rover which is being used to explore the surface of
mars since 2003. Figure 1.1e: Da Vinci - Surgical robot which performed more than
1000 surgeries semi-autonomously. Figure 1.1f: A Mint autonomous floor cleaning
robot.
2
Motivation
timate and whenever necessary correct its position information in the given map.
Examples: Assembly or packaging robots in a factory, robot navigation based on
wireless beacons (sensor networks) spread all over the house, a human (considered
as a robot) geographic navigation using a GPS receiver, a metro train operating
in a city according to a predetermined route map. The third scenario requires
the robot to operate in completely unknown or partially known or changing en-
vironments by constructing the maps on the fly while navigating through the
environment. This is a generalized and the most important scenario since it as-
sumes no human intervention and the maps are build autonomously. This process
is called mapping. Examples: Exploring remote areas like mines or underwater,
planetary rovers (no GPS on other planets), secretive mapping of unknown or
dangerous territories for military operations.
Mapping, a key element of mobile robotics research, is a dependency for nav-
igation of mobile robots. Apart from that, it is not an exaggeration to say that
most of the mobile robotics research directly or indirectly aims to facilitate accu-
rate navigation and action execution.
1.1.2 Mapping
Most of the real-world operation scenarios of mobile robots either do not have
access to an a priori map or possess an incomplete or erroneous map. Hence, the
ability to build maps from scratch is a vital functionality required by autonomous
mobile robots.
The key aspect of mapping is to perceive the environment and subsequently
representing the perceived information as a map usable by the robot for further
expansion. A wide spectrum of sensors are available to be used for environment
perception, ranging from cheaply available infrared sensors to expensive radars.
Depending on the sensor type, information perceived by the sensor differs. For ex-
ample a laser range finder provides range information of the surrounding objects,
a camera projects the three dimensional world into a two dimensional image and
a GPS receiver provides position on time information anywhere on earth. Almost
always the information perceived by the sensors is accompanied by noise which
hinders the map building process leading to inconsistencies in the maps.
To build maps, the robot needs to move across the environment while localizing
itself accurately in the map constructed so far as well as accurately augmenting
newly perceived information into the map. Localization is prone to be erroneous
due to the inevitable sensor noise and perceptual aliasing (different places in the
environment may appear similar). Consequently the map augmentation which
relies on the localized position of the robot gives rise to erroneous maps. On
the other hand, to accurately localize, one needs the map constructed so far to
be accurate, which as discussed before is difficult. To summarize, an accurate
3
Introduction
(a) A traditional example of metric maps.
(b) An example metric map built by a
robot. (courtesy of Paul Newman, D. Cole, and K.
Ho)
Figure 1.2: Metrical maps.
(a) A traditional example of Topological
maps.
(b) An example topological map built by
a robot. (courtesy of Andrej Pronobis)
Figure 1.3: Topological maps.
map building cannot be independent of an accurate localization process. The
robot should build a map of the environment while simultaneously localizing itself
relative to the map which is commonly referred as the Simultaneous Localization
and Mapping (SLAM). SLAM is considered as a chicken and egg problem, as each
of its two major tasks depend on each other to produce a consistent map.
SLAM is being implemented in many challenging environments apart from
the regular indoor and outdoor environments. Few scenarios include underwater
environments (BGO11), hazardous mines (NSL+04), space applications (TC11)
and even surgeries (MSDY06). Typically, SLAM algorithms map the environment
using landmarks/features. Landmarks are the salient features extracted from the
sensor data. For example, line segments and corners form landmarks in planar
laser range finder data and sonar data, and SIFT/SURF/BRIEF features in image
data.
Maps can be classified into two types based on how they are represented: 1)
Metrical 2) Topological. A metrical map describes the position of the robot in the
4
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(a) Uncertainty in position before loop clo-
sure.
(b) Uncertainty in position after
loop closure.
Figure 1.4: Loop closure. (Figure Courtesy of Paul Newman)
environment as well as the position of all the objects detected in the environment
using cartesian coordinates in a global coordinate frame. As a result, objects’
positions and the geometric relations among them in an accurate map should be
consistent with that of their real world geometry. Common examples of metrical
maps are geographic maps (Figure 1.2a). Figure 1.2b shows a metrical map built
by a robot using point cloud data from a laser range finder. A topological map on
the other hand does not need to have a global coordinate frame and represents
the environment as places/locations that are represented as nodes of a graph
which can be connected by edges. Edges represent some sort of connectivity
between the places. Adjacence is a common connectivity constraint in mobile
robotic applications which means that two places should be connected if they are
adjacent and vice versa. An important and advantageous property of topological
maps is their independence of geometrical information about the environment.
A traditional example of a topological map is a metro map (Figure 1.3a) which
shows different stations as nodes and edges connecting pairs of nodes indicating
traversability across them. Figure 1.3b illustrates an example topological map
created in an indoor environment. Metric and topological mapping concepts will
be discussed in detail in chapter 2.
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1.1.3 Loop Closure
Both metrical and topological approaches heavily rely on loop closure detection
for successful map building. Loop closure is the process of asserting whether the
robot is currently revisiting a previously location or is in a completely new location
where the robot has never been before. Figure 1.4 depicts a situation where the
robot revisits a location thereby forming a loop. The figure also shows uncertainty
ellipses all along the robot’s trajectory whose size indicates the uncertainty in
the robot’s position at the moment. If a loop closure is discovered at the time
of the revisit, position uncertainty can be reduced and the necessary position
correction can be propagated backwards throughout the trajectory. This is an
example of loop closure in case of metrical map building and similar logic applies
for topological mapping. In case of topological maps, loop closure captures the
topological structure of the environment by creating edges between location nodes
that are adjacent.
However, loop closure is a challenging problem because of the following rea-
sons:
• Scalability: As the size of the map/environment increases, every new ob-
servation has to be compared with all the previous observations in the map.
This is called the correspondence problem and is prominent in large-scale
outdoor mapping and in particular topological mapping which is not even
conscious of its metrical positioning. The problem intensifies depending on
the observation dimensionality. For example, in case of observations repre-
sented as point clouds, a location signature dimensionality could be in the
order of thousands and when using these signatures to solve the correspon-
dence problem in a big map, the computational cost explodes.
• Perceptual Aliasing: Different places in the environment look perceptu-
ally similar and may lead to false positives in correspondence evaluation.
• Measurement Noise: Every sensor measurement is accompanied by a
certain degree of noise. In addition to that, the environmental illumina-
tion which is quite variable plays an important role in complicating the
correspondence problem.
• Dynamic Objects: Dynamic objects are a problem in both indoor and
outdoor environments and the correspondence evaluation should be robust
to them.
It is important to understand the difference between localization and loop
closure. Loop closure has to classify each incoming observation as a revisited
place or a completely new place. Where as, the localization problem holds a
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presumption that the given observation definitely comes from some location in
the given map and that location should be found. Hence loop closure is a much
more complex problem than localization (GK99), (SAH04).
Detailed literature on SLAM, mapping and loop closure can be found in chap-
ter 2.
1.2 Thesis Goals
This thesis mainly addresses three problems each of which are discussed in the
following subsections.
1.2.1 Loop closure for Topological Mapping
Problem Description: Vision based loop closure for topological map building in
large scale outdoor environments using an inexpensive and uncalibrated omnidi-
rectional camera.
Many existing approaches (AFDM08), (ADMF09), (CN08), (CN09), (FEN07)
to the topological mapping problem assume/construct dense topological maps. In
a dense topological map every image acts as a place/node in the topological graph
resulting in maps with as many nodes as the number of images in an acquisition
sequence. While checking for a loop closure, the search space consists of all of
these nodes and the computational complexity increases with the sequence size.
Sparser topological maps can be built by partitioning an input image sequence
and representing each partition as a node in the map. In the resulting map,
each node represents a group of images rather than individual images. This
kind of partitioning ensures that the images belonging to a node are sequentially
contiguous and hence, spatially close, visually similar and collectively represent
a place of the environment. In other words, a node represents a group of images
belonging to a region or place in the environment, over which the visual similarity
remains constant. Figure 1.5 illustrates a sparse/hierarchical topological map
structure. This representation can be understood in two ways:
1. As a two-level hierarchical framework in which the first level represents the
regions in the environment (as nodes) and the second level represents the
images belonging to a particular region (images belonging to a node).
2. As a sparse topological map since the map is represented by nodes which
are much fewer in number than the total number of images.
Such a sparse/hierarchical mapping framework has several advantages.
7
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Figure 1.5: Sparse/Hierarchical topological map.
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• Quick loop Closure: Facilitates a two step hierarchical loop closure. The
first step is called the node level loop closure which retrieves the most similar
nodes in the map. The second step called image level loop closure attempts
to find the most similar image among the images belonging to the most
similar nodes. The first step happens quickly (since the number of nodes
will be lesser by many folds than the number of images) and boils down
the search space from the whole map to a few nodes. Second phase of loop
closure considers only a fraction of the total number of images and hence
also happens fast. Consequently, the maps should be scalable to at least
a few tens of thousands of images with the possibility of a realtime loop
closure.
• Accurate loop closure: To perform node level loop closure, all the images of
the node are considered in evaluating its similarity to the query image. This
process eliminates many unrelated places and perceptual aliasing situations
from being considered in image level loop closure. Since the search space
for image level loop closure becomes sparse, robust and computationally
expensive matching techniques can be used for matching to further reduce
false positives while retaining online operability.
• Metric place representation: Instead of building a globally consistent metric
map, one can represent the environment as a topologically connected set
of places, each of which is metrically reconstructed from the sensor data.
Since these maps have to be just metrically accurate, the computational
complexity in mapping does not increase with the growth in number of
observations unlike in global metrical mapping.
• Place representation in maps can aid in accurate semantic labeling of topo-
logical map nodes (Ran10), (Ran12) that can be used for lifelong operation
and navigation of robots. Places can also aid in providing stronger con-
straints for pose-graph SLAM (OLT06), (GSB09), (SP11) and topo-metric
SLAM (LFP12).
• Accurate and efficient map merging (EC12).
However, the scope of this thesis is limited to the use of hierarchical representation
for accurate and efficient loop closure and map building.
Although a few of the existing topological mapping approaches use panoramic
images from omnidirectional cameras or multi-camera rigs like LadyBug, they do
take advantage of the rich 360 degree image representation. With a 360 degrees
field of view, omnidirectional images do not suffer from objects going out of the
field of view as the robot moves or rotates. As a result, even during robot trans-
lation, omnidirectional image appearance remains constant for a longer time as
9
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compared to the pinhole camera images. This property of omnidirectional images
naturally supports the notion of places - regions of an environment over which
the acquired images’ appearance remains similar. Another advantage of omnidi-
rectional cameras is that one needs to traverse each path only once (irrespective
of the direction of motion) in order to map the environment as opposed to the
traditional cameras which demand at least two passes through a path each in
two directions. However, inexpensive omnidirectional cameras generally produce
image with poor resolution which can result in few feature matches on a given
pair of images. Hence, the image similarity measures should be able to perform
reliable matching even with a few feature matches.
1.2.2 Adaptive Visual Memory Update
Problem Description: Adaptive visual memory update mechanism for navigation
in dynamic environments.
Almost all the real world environments contain dynamic and semi-dynamic
objects. For instance, consider an office environment, in which humans act as
dynamic objects and furniture acts as semi-dynamic object(s) which are replaced
or moved every once in a while. Visual memory of the robots should accommodate
these changes and build a more consistent representation of the environment
over time by giving higher weights to objects constantly observed at some places
while reducing the weights and eventually discarding rarely observed or moving
objects. Such constant update of visual memory should improve localization
and navigation accuracy over time, while reducing the required computational
resources for storage and computation of the visual memory.
1.2.3 A Multisensor Dataset Acquisition
Problem Description: Construction of a multi-sensor dataset for robotics and
vision researchers.
The need for publicly available datasets is always at its peak in robotics. Every
dataset offers a unique challenge in testing a mobile robotic algorithm due to
their difference in acquisition method, illumination conditions and environment
type. Also, having multiple sensor data acquired simultaneously in the same
environment makes it possible to test the effectiveness of a single sensor or a
combination of multiple sensors in solving different problems.
Acquiring a multi-sensor dataset poses an immense challenge due to the heavy
data load incurred by the sensors and has to be handled carefully using multiple
computers. Also the data acquired by various sensors connected across various
computers needs to be properly synchronized in order to facilitate sensor fusion
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and several algorithms’ evaluation. Availability of complete and accurate ground-
truth information is vital for evaluation of applications like loop closure, SLAM
and visual odometry.
1.3 Contributions
• A sparse topological mapping framework is proposed which stores the map
hierarchically. Novel hierarchical inverted files (HIF) are used to store the
map and perform hierarchical loop closure efficiently. Traditional TFIDF
similarity measure is combined with novel spatial and frequency heuristics
for image similarity measurement. This framework is compared with two
other state of the art techniques for sparse topological mapping in terms of
efficiency, sparsity and accuracy. Modest loop closure recall rates without
the use of any epi-polar geometry verification are achieved.
• To improve the recall rates while maintaining the robustness of loop clo-
sure a second hierarchical mapping framework is proposed. VLAD features
which have never been used in the robotics community have been used to
model nodes. A spatial constraint specific to omnidirectional images is pro-
posed for robustly matching and similarity evaluation of image pairs. The
loop closure recall rates have been considerably improved while capping the
computational complexity to allow real-time performance. The approach
is compared to a contemporary approach: FABMAP 2.0 (CN10) in terms
of the accuracy offered without even performing epi-polar geometry check.
In another perspective, the approach yields better performance even on
low-quality images with few feature matches.
• The third contribution of this thesis is the formulation of a visual memory
representation and update mechanisms for navigation in dynamic environ-
ments. Initial results on a small scale dataset supports the proposed mecha-
nism. Very little research has been done on this problem and also evaluation
of an approach becomes difficult due to a serious lack in common datasets.
• The final contribution of this thesis is the detailed description of acquisi-
tion and construction of our multi-sensor dataset called the Institut Pascal
Datasets (IPDS). The constructed dataset consists of 7 cameras, 2 laser
range finders, odometry, IMU, a low-cost GPS and an RTK-GPS. A com-
plete and precise ground truth has been provided throughout the sequence.
This is the first dataset with an omnidirectional camera mounted on top of
a car-like vehicle while traversing completely through an outdoor environ-
ment. The trajectories have been carefully planned to accommodate loops
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of varying lengths ranging from a few meters to a few hundreds of meters
making the data suitable for evaluation of various mobile robotic and vision
algorithms like SLAM, loop closure and visual odometry.
1.4 Structure
The present thesis is divided into 7 chapters. Chapter 2 discusses the related
literature in detail while chapter 3 discusses the HIF based hierarchical mapping
framework. An improved mapping framework using our novel spatial similarity
measure for omnidirectional images and VLAD is discussed in chapter 4. A visual
memory management for long term navigation approach and preliminary results
are presented in chapter 5. Chapter 6 discusses the Institut Pascal DataSets
(IPDS), our multi-sensor datasets, and finally chapter 7 contains my research
conclusion and perspectives on future research.
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2Literature Review
This chapter provides the necessary literature review in the lines of the work
presented in this thesis. A brief review of mobile robotic SLAM will be pro-
vided followed by a detailed review of appearance based topological mapping.
Subsequently, hybrid mapping approaches and visual memory based navigation
approaches are reviewed.
2.1 SLAM
Mobile robotic SLAM aims at building a map of an environment while at the
same time localizing itself in the map. The robot’s trajectory and the location of
landmarks (objects in the environment) are estimated online without any a priori
information about them. Figure 2.1 provides an idea of how the robot’s trajec-
tory and landmark locations are linked from each others’ perspective. Deducing
a solution to the SLAM problem is a notable achievement of the robotics com-
munity. Although theoretically SLAM is a solved problem, there remain many
problems in practical implementation of generic SLAM systems in real world.
A statistical basis to SLAM was provided in (SC86) and (DW88) which de-
scribes how landmarks are geometrically inter-related and a way to evaluate their
uncertainty. This work concludes the necessity of high degree of correlation among
the landmark location estimates which improve with successive observations. In
the landmark paper (SSC90), it has been pointed out that the relative observa-
tions acquired during a mobile robot motion are all correlated with each other
due to the common error in the robot’s position estimate. Hence, it has been
suggested that a consistent solution for simultaneous localization and mapping
would need a joint estimate of the robot’s state and the landmark states all of
which need to be updated on each observation of a new landmark. Apart from
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Figure 2.1: SLAM problem: Landmarks being observed at different positions
along the robot’s trajectory. Figure courtesy: Time Bailey (DWB06)
not considering the convergence properties of the map, the computational com-
plexity increases in the order of the number of landmarks squared. With the
advent of the paper (HDWN96), it has been realized that the SLAM problem
was convergent and the solution grew better with the landmark correlations. An
ameliorated theory on convergence along with initial results were provided in
(Cso97). Kalman Filter representation of the SLAM problem of (HK99) and
probabilistic formulation of localization and mapping problems of (TBF98) were
brought together for the first time in 1999 laying foundations for a kalman filter
based probabilistic SLAM.
EKF-SLAM (Extended Kalman Filter SLAM) is one of the popular variants
of SLAM whose basis was laid in (SSC90) and later combined with probabilis-
tic recursive bayesian framework. The probabilistic framework uses a two step
recursive prediction and update process. The basic version of EKF-SLAM has
several disadvantages, including its fragility to incorrect correspondences arising
from loop closure false positives. Also EKF-SLAM demands that the landmark
locations and the joint covariance be updated with every observation which can
become a computational bottleneck. However, efficient variants of EKF-SLAM
with many thousands of landmarks were demonstrated (LF00), (GN01). Recent
approaches with sub-mapping strategies (PTN08), (BNLT04) were able to fur-
ther reduce the computational complexity of EKF-SLAM solutions. EKF-SLAM
linearizes the actual non-linear motion and observation models which can induce
16
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significant errors into the system. Variants using Unscented Kalman Filters and
Iterated Extended Kalman Filters partly address this issue. Finally, the most
important isue is the assumption that all the covariances can be approximated
as gaussians leading to multi-modal density distributions.
Although some success has been achieved with EKF-SLAM, it still does not
scale to maps with millions of landmarks. Consequently, a particle filter based
SLAM popularly known as FastSLAM has been introduced in (MTKW02) based
on previously proposed approaches (Mur99), (TBF00). FastSLAM works by re-
cursive Monte Carlo sampling by nonlinearly modelling the process and with a
non-gaussian model for pose distribution, two of the major disadvantages of EKF-
SLAM. However, it still linearizes the observation model and is normally consid-
ered as a reasonable approximation. Due to the high-dimensional nature of the
SLAM problem application of particle filters directly is infeasible and hence the
state space is partitioned using Rao-Blackwellization (R-B). As a result, the joint
state can be represented using the product of vehicle component and conditional
map component, and the probability distribution is on the robot’s trajectory
rather than a single pose. Conditioning on the trajectory makes the landmarks
independent and makes it possible for the map to be represented by a set of in-
dependent gaussians, making the computational complexity linear rather than a
quadratic complexity as in case of EKF-SLAM. FastSLAM 2.0 (MTRW03), differs
from the original method (MTKW02) in the proposal distributions for particle
filtering and is more efficient. The re-sampling step during filter updates in Fast-
SLAM causes loss of memory of the trajectory history and hence only applicable
to scenarios which are in accordance with exponentially forgetting their past.
This results in failure of FastSLAM based approaches to produce a consistent
map over long and loopy trajectories.
The scalability issue of SLAM has been further tackled using canonical parametriza-
tion of SLAM distribution. The Extended Information Filter (EIF) (May79) ap-
proach uses this canonical form to describe gaussians by inverse matrix (inverse
covariance) and an information vector as opposed to a dense covariance matrix
and a mean vector as in traditional approaches. EIF works analogous to EKF in
a two step update and predict fashion. EIF greatly speeds up the update step but
slows down the predict step (complexity quadratic in the number of landmarks)
and moreover it requires an O(n3) matrix inversion operation to extract mean
from the information matrix. Totally, EIF is only as good as EKF and not any
better. Although EIF is not a good approach, the idea of canonical representation
caught the attention of some researchers (TLK+04), (FH01). It has been realized
that in feature based SLAM majority of the off-diagonal elements of the informa-
tion matrix are near-zero values. (TLK+04) nullifies these values giving rise to
a Sparse Extended Information Filter (SEIF), an extension to EIF which signifi-
cantly speeds up the predict step giving rise to a near-constant time solution to
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SLAM. Based on the idea of (SK86) which represents canocical parametrization
using gaussian markov random fields in which small values of the information
matrix correspond to weak links. (Pas03) and (Fre06) break these weak links
and approximate the graphical model as a sparse tree structure and use Thin
Junction Tree Filter and Treemap filter respectively.
SLAM has been solved in a batch processing framework as well. Maximum
Likelihood Estimation (MLE) has been used in (TBF05), (DMS00), (FC04),
(FLD05) to optimize a full non-linear log-likelihood function over the entire his-
tory of robot positions and observations. The algorithm is iterative and robust
to data association and linearization errors. GraphSLAM (TBF05) is another
batch algorithm which represents robot positions and observations as nodes and
measurement constraints as edges. GraphSLAM work iteratively and at each it-
eration, the linearization yields a sparse information matrix on which a variable
elimination algorithm is applied.
Much more details about various types of SLAM can be found in (TBF05),
(DWB06) and (BDW06).
2.2 Appearance Based Topological Mapping
As introduced in the previous chapter, topological maps are represented as graphs
with nodes representing places and edges representing some form of connectivity
across the corresponding nodes/places. In fact, what nodes and edges represent
in a topological map depends on the application, the sensor type and the algo-
rithms used to build them. Unlike metrical maps, topological maps do not need a
global frame of reference and hence are completely independent of metrical infor-
mation about the environment. Despite being quite common, there is no accurate
consensus about what topological maps are and how they should be constructed.
The major assumption underlying the topological approach to mapping is that
there is a level of abstraction of the underlying environment at which actions are
deterministic (RK04). Cognitive mapping theories which try to explain the hu-
man understanding of large scale space suggest that cognitive maps have strong
topological nature (Yea88), (CKK95), (Kui00), (Lyn60), (PI67), (HM71). Several
non probabilistic theories (CN01), (KB91), (RK04) and probabilistic approaches
(RMD06), (RD06a) have been proposed for topological mapping all of which are
limited to maps with few landmarks (in the order of a hundred or two).
Vision or image based topological mapping approaches are commonly referred
as Appearance Based Topological Mapping (ABTM) and is the main theme of this
thesis. ABTM is becoming more popular because of the following reasons:
• Images provide rich information in the form of colors and textures from the
environment.
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• Compact data representation as images as opposed to huge point clouds
provided by range sensors like laser range finders or LIDARS. Range sensors
are the other major class of sensors used in mobile robotic applications.
• Semantic environment understanding is relatively easier with visual data
than with range data.
• Cheaply available.
However, possibility of extracting range information from images is limited and
computationally expensive with the exception of stereo images which can provide
accurate depth information only up to a short range. Some mapping applications
which need depth/range information have successfully used range sensors in con-
junction with vision by calibrating them together enabling them to project each
one’s readings on to the other’s.
2.2.1 Loop Closure vs Content Based Image Retrieval
Loop closure which was discussed in chapter 1 is an integral part of topological
mapping. In fact, pure topological mapping completely relies on loop closure
detection for accurate map generation as loop closure decides when to add edges
in the topological graph. In the context of appearance based topological mapping,
given a query image, the loop closure module searches if the image belongs to
a previously visited place (therefore the image of that place). If it belongs to
a previously visited place, then the current image and the previous image are
linked in the topological graph. Loop closure is also commonly known as place
recognition. Wrong loop closures (false positives and false negatives) influence the
accuracy of the maps. False positives create spurious edges between nodes and
can lead to undesirable results when using the topological map for navigation.
False negatives on the other hand are not as dangerous but can result in a graph
with redundant nodes. Hence a loop closure approach should aim at producing
zero false positives and minimizing number of false negatives.
The loop closure problem holds similarities with the Content Based Image
Retrieval (CBIR) approaches in the computer vision community with some ex-
ceptions. CBIR typically aims at image search, retrieving the most similar images
from a large database or index given a query. A query can be anything ranging
from textual keywords of the image description (in case of web image search),
textures, colors, an object in the image or even a complete image. Image based
loop closure resembles CBIR when the query is an image. CBIR and loop closure
differ in the following ways:
• CBIR aims to retrieve the most relevant images in the decreasing order of
relevance. Loop closure expects an accurate image match and a null result
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if no match occurs. Hence it is important to distinguish a matching case
from a no-match case.
• In CBIR each image in the database is independent of all others while
in a mapping approach images are stored in the order of acquisition and
hence while performing loop closure, availability of neighboring images
of any given reference image of the database is guaranteed. Availability
of neighboring images can be used to impose additional temporal con-
straints (BHK12), (BF11) on matching and hence reduces the chance of
false matches.
• while CBIR is only image based, loop closure can take advantage of infor-
mation from other sensors ranging from the robot’s proprioceptive sensors
like odometers to external sensors like laser range finders or radars.
However, there is a lot that is adapted from CBIR research pertaining to glob-
al/local feature extraction and efficient registration/indexing of images. A brief
review of some recent CBIR techniques for quantization and matching relevant
to appearance based loop closure application is provided in sections 2.2.3.1.
2.2.2 Loop Closure with Global Image Features
The aim of global image features is to describe an image using a single signature
which can be thought of as a vector of numerical values. Global features are rep-
resented as vectors and serve as compact image signatures for image registration
and retrieval purposes. Several global image features have been proposed over
the past two decades and have been successfully used in localization and loop
closure applications.
Global color histograms computed over RGB and HSV color spaces of panoramic
images are used for localization in topological maps (UN00). Localization is per-
formed by nearest neighbor learning and achieved an accuracy between 87% and
98% in both indoor and outdoor datasets.
An eigen-image representation has been used in (JL99) for localization in a set
of panoramic images. Zero Phase Representation (ZPR) (Paj99) has been used
to bring the panoramic images into a rotation invariant format. ZPR Images are
projected into a low-dimensional eigen space to facilitate efficient localization.
An auto-correlation technique to produce rotation invariant images which are
projected into eigen-spaces for localization in (AIYT98). Similarly, (KVBM01)
adopts a PCA based dimensionality reduction in a probabilistic framework for
localization in a set of images.
Fourier coefficients of panoramic images are used as their signatures for lo-
calization in topological maps in (MMI04). It has been shown that these signa-
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tures which are simple to compute are sufficient for achieving good localization
accuracy. All the above discussed global image descriptors are not robust to
illumination variation, occlusion and large view-point changes.
Another popular global image descriptor (OT01), (OT+06) is GIST which
aims to produce a low dimensional representation of an image. A set of percep-
tual dimensions namely naturalness, openness, roughness, expansion and rugged-
ness that represent the dominant spatial structure of a scene are estimates using
spectral and coarsely localized information. Therefore the input image is seg-
mented into a 4 × 4 grid over which orientation histograms are extracted and
represented in a single vector. GIST has been successfully used in image search
and retrieval (LWZ+08), image completion (HE07) and web scale image search
(TFW08). (LZ12) projects GIST descriptors into a low dimensional space and
uses particle filter to detect loop closures. A modified version of GIST called
omni-GIST has been proposed in (MCKG10) for topological mapping which will
be discussed in chapter 3. However, GIST is known for its lack of discriminative
power and have been proven to perform badly in comparison with local image
features in a bag-of-words representation (DJS+09).
(TS05) proposes a topological mapping algorithm which represents places as
fingerprints constructed from omnidirectional images and laser range scans. Color
patches and edges from omnidirectional images and corners extracted from laser
scans are used to construct the fingerprint signatures. These fingerprints of peri-
odically acquired sensor readings are grouped based on the self-similarity of the
environment to form nodes of the topological map.
Another descriptor similarly extracted from dominant vertical lines in un-
wrapped panoramas is introduced in (LSP+09). Each detected vertical line is
described using its color information in YUV color space and augmented to the
global image descriptor called DP-FACT. These descriptors are used for auto-
matic node addition in topological maps and loop closure.
Gobor-GIST feature descriptors are used in (LZ12) for representing images
compactly to be used in loop closure. This approach has been used on popular
datasets to obtain good recall rates.
2.2.3 Local Image Features
Local image features are patterns in an image which differ from their immediate
neighborhood. The difference could be in one or more appearance metrics like
color, texture, intensity, etc. Unlike global features, local features are robust to
occlusions, variances in illumination and viewing angle, rotation and scale (up to
a certain degree). Different types of local features are available in literature:
• Corner based: Harris corner detector (HS88), Harris-Laplace detector (MS04),
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Harris-Affine detector (Lin95), (LG97), SUSAN (Smallest Univalue Seg-
ment Assimilating Nucleus) (SB97), FAST (Features from Accelerated Seg-
ment Test) (RD06b).
• Blob based: Hessian detector, Hessian-Laplace/Affine, SIFT (Scale Invari-
ant Feature Transform) (Low04b), SURF (Speeded Up Robust Features)
(BTG08).
• Region based: IBR (Intensity Based Regions) (TVG00), (TVG04), MSER
(Maximally Stable Extensible Regions) (MLS05).
Which feature to use depends on the desired application. For example, Harris
corners and SUSAN are invariant to rotation and translation of images ; Harris-
Laplace and Hessian-Laplace are invariant to scale changes while Harris-Affine,
Hessian-Affine and MSER are invariant to affine transformations; SIFT is invari-
ant to uniform scaling, orientation, and partially invariant to affine distortion and
illumination changes ; SURF is invariant to rotation/non-rotation and scale, and
possesses high repeatability and distinctive characteristics. Much more details
about all the feature detectors can be found in (TM08).
Each detected feature can be described using a descriptor extracted over the
region centered around the feature location (also called keypoint). The most com-
mon types of descriptors are SIFT, SURF, ORB (Orientation BRIEF) (RRKB11),
BRISK (LCS11) and BRIEF (CLO+12). FAST features/corners being described
by recently introduced binary descriptors ORB, BRIEF, BRISK are getting pop-
ular due to their quick computation. Also, binary descriptors facilitate efficient
feature matching and quantization based on Hamming distance. Apart from the
computational advantage, binary descriptors are not as robust as regular descrip-
tors like SIFT or SURF. In our applications SURF detectors and descriptors are
used as they provide a good trade-off between robustness and computational time
and are known to produce better results in some cases (VL10).
Despite their robustness, local features are not as compact as global descrip-
tors. There can be hundreds or even thousands of local feature detected on each
image and for applications like image search this could become a real computa-
tional bottleneck. For example, lets consider an image with 500 SIFT features
each of 128 dimensions which has to be matched against another image with an
equal number of features; a brute force approach will take at least 500×500×128
operations while a nearest neighbor approach can be relatively efficient but mem-
ory intensive; if one has to repeat the same process for a large database of images
in an image search application, computational time per search operation will be
huge and increases linearly with the number of images. In order to tackle this
problem, feature quantization and efficient matching schemes have been proposed
which will be the focus of next subsection.
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2.2.3.1 Feature Quantization & Matching
Feature Quantization is the process which quantizes each local feature descriptor
into visual words. In other words, each multi-dimensional feature descriptor is to
be represented by (quantized to) a single integer value (visual word).
(SZ03) is one of the first works in computer vision community that presents a
notable feature quantization approach motivated from text retrieval approaches
like TFIDF (Term Frequency Inverse Document Frequency) and inverted files. To
adapt the text retrieval approaches, images also must be represented by words.
This is done by quantizing feature descriptors into visual words using a bag-
of-words visual vocabulary model which was motivated from (Sch01), (LM01).
A bag of words vocabulary is learned on training images by applying k-means
clustering on the feature descriptors extracted from them. The number of clusters
k formed by k-means clustering represents the size of the vocabulary (number of
possible visual word assignments). Given a feature descriptor to be quantized, its
quantized value (visual word) is the index of the closest cluster of the k clusters in
the bag of words model. The closeness of a cluster is determined by the euclidean
distance between the given descriptor and the cluster’s centroid. A visual word
histogram which indicates how many instances of each visual word are present
in a particular image, is built for every image to facilitate matching. Figure 2.2
illustrates a toy example of a bag of words training and representation.
The bag of words model used in (SZ03) is flat and requires a computational
complexity linear in the vocabulary size to quantize (to find the closest cluster).
As a result, it is not computationally feasible for very large vocabularies. To
make this bag of words model scalable, (NS06) proposed a tree representation
for the vocabulary called vocabulary tree. A vocabulary tree is constructed by
applying hierarchical k-means clustering on the training data. Vocabulary size
represented by a vocabulary tree depends on its branching factor (k) and the
number of levels (l). Figure 2.3 demonstrates a toy example of a vocabulary tree.
The vocabulary size is given by the number of leaf nodes of the tree (kl). To
quantize a given descriptor, its euclidean distance to all the k cluster centroids of
the root node is computed. The closest centroid is selected and the distances to
all of its k children to the query vector are evaluated. This process is repeated
l times such that the query descriptor reaches a leaf node; the descriptor is said
to be quantized and is assigned a quantized value corresponding to the leaf node
to which it is quantized. Computational cost of the quantization operation is
logarithmic in the number of leaf nodes. Hence, even if the vocabulary size is
increased, the quantization cost will be increased just by a log factor, making
them suitable for large vocabularies.
An approximative k-means algorithm combined with a randomized forest of
kd-trees was used for quantization of descriptors in (PCI+07). An improvement
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(a) Feature extraction from train-
ing images.
(b) Visual vocabulary construc-
tion by feature clustering.
(c) Feature quantization using vi-
sual vocabulary on a query image.
(d) Visual word histogram of the
query image.
Figure 2.2: A hypothetical bag of words model construction and feature quantiza-
tion. Figure 2.2a: Training images on which two dimensional feature descriptors are
extracted. Figure 2.2b: K-means clustering of the feature descriptor space where
k = 4. Figure 2.2c: Feature descriptors extracted on the query image, quantized
to their respective clusters and those cluster ids are treated as the visual words
of the corresponding descriptors. Figure 2.2d: Using the extracted visual words a
histogram representation of the query image is built which can be used for image
matching. (Figure courtesy of Kristen Grauman’s lecture notes.)
24
Appearance Based Topological Mapping
(a) Feature Space
(b) Hierarchical Cluster-
ing
(c) Vocabulary Tree (d) Quantization
Figure 2.3: A toy example of vocabulary tree building. Figure 2.3a: A two
dimensional feature descriptor space. Figure 2.3b: Hierarchical clustering of the
feature space with two levels(l = 2) and a branching factor(k = 3). Top level
clusters are represented by green circles and separated by green lines and similarly,
the second level by blue. Figure 2.3c: A vocabulary tree representation of the
hierarchical clusters. Figure 2.3d: Given query image patches, the leaf nodes to
which the query patches are quantized is shown. (Figure courtesy of David Nister (NS06).)
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using soft quantization which improved quantization accuracy was proposed by
the same authors in (PCI+08b). Hamming-embedding technique was proposed
in (JDS08a) to be used on top of the bag of words quantization over small vo-
cabularies to improve the discriminative power of descriptors.
All of (SZ03), (PCI+07), (PCI+08b), (JDS08a) use a geometric verification
step in order to validate the hypotheses obtained after bag of words ranking of
images. (SZ03) uses epi-polar geometry, (PCI+07) uses the shape information
from affine invariant interest points and (JDS08a) embeds weak geometric con-
sistency directly into the ranking step. However, all these approaches increase
the memory for indexing the images. (PCM09) uses a memory efficient way to
store the shape information of interest region for geometric verification.
Inverted files were used in all of the above discussed approaches for efficiently
indexing the quantized visual words of images. They were first used to index
documents for efficient retrieval and are the most common data structures for
document retrieval tasks in search engines (ZMR98). As the name suggests,
inverted files are the inverted representations of a document: A single document
can be thought of a list of words while an inverted file of a word is a list of
references to the documents in which that word occurred. Every word in the
vocabulary has an associated inverted file. The strength of inverted files comes
from its ability to answer the question: In which documents did a particular word
occur and how many times ? This is a basic version of inverted files and much
more complicated models exist, with the central aim being the same as above.
Starting from (SZ03), many researchers from computer vision (NS06), (JDS08b),
(JDS08a), (PCM09), (PCI+07), (PCI+08b) and robotics (AFDM08), (ADMF09),
(FEN07) began using inverted files for image retrieval tasks. The only differences
needed to accommodate were to use images instead of documents and visual
words in place of textual words. An example of inverted file usage with images
is illustrated in Figure 2.4.
2.2.4 Loop Closure with Local Image Features
A variety of appearance based localization techniques that use local features
have been introduced over the past decade (SD98), (DJ00), (WBB05) (LK06),
(WCZ05), (Fil07), (FSD06), (SBS07), (MSG+07), (MGS07). Extrema of the
density of edge distribution of images are used as landmarks for localization in
(SD98), (DJ00). Features invariant to limited scale variation and translation are
used for in (WBB05) in a monte carlo localization scheme. In (LK06), a local-
ization framework based on a reduced set of local salient features is used. Bag of
words framework has been used in (WCZ05) and in (Fil07) to localize a robot in
a set of images. A Bernouilli mixture model has been used to learn conditional
dependences between visual words in (FSD06). A city scale location recognition
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Images
Inverted
Files
Figure 2.4: Inverted file representation for images. The first and second columns
of a row of an inverted file contain the index of image in which the word occurred
previously and the corresponding occurrence frequency respectively.
has been proposed in (SBS07) that supports the idea of a wider branching factor
in vocabulary tree and uses a reduced set of informative features for place repre-
sentation and localization. A radial line descriptor is introduced in (MSG+07) to
perform hierarchical localization in omnidirectional images. Radial line descrip-
tors are extracted based on the color, intensity and geometry information, which
are then used in a pyramidal matching framework to perform localization.
Appearance based loop closure problem as discussed earlier is much more
challenging than localization and has been gaining popularity over the last decade.
A loop closure technique relying on (NS06) is proposed in (FEN07) as a part of
a topological mapping, localization and navigation system. (BZK09) reduces the
size of the topological maps by using connected dominating sets, thereby keeping
only the most important images. SIFT features were used for image matching in
these two approaches.
Most of the loop closure approaches discussed so far just operate on a pre-
computed set of image features or visual words. A path breaking work reported
in (Fil07) introduced an incremental localization and mapping framework. This
work proposed a framework in which visual words extracted from images are
incrementally added to the map and therefore can be immediately available for
localization tasks. (AFDM08) extends this framework by introducing a recursive
bayesian filter framework that combines the image similarity information tempo-
rally over a sequence of images. Loop closure posterior is obtained by filtering
and normalizing the loop closure likelihoods. The loop closure candidates with a
high posterior are geometrically verified using epi-polar geometry. Another im-
portant constribution of this work is to perform reverse scoring using inverted
files. The ingenuity of reverse scoring is that it limits the complexity of image
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similarity evaluation to be in the order of number of visual words of the query
image as opposed to other approaches whose complexity increases with the num-
ber of images in the map. However the disadvantage of reverse scoring is that
it cannot accomodate negative observations into similarity scoring. (ADMF09)
extends (AFDM08) by using odometry in conjunction with visual data to form a
topological map with metric information embedded over the edges.
A probabilistic loop closure technique called FABMAP that uses a generative
model over visual words is proposed in (CN08), (CN09), (CN10). Visual words
are obtained by quantizing features using kd-trees. Pairwise relations between
visual words are learned using a Chow-Liu tree (CL68). In (CN08) Chow-Liu tree
constructs a graph such that the maximum co-occurrence probability can be ex-
tracted. These co-occurrence probabilities are used in evaluating image to image
similarities which are combined using a recursive bayesian filter. Candidates with
posterior higher than a threshold are considered for geometrical verification step.
FABMAP is extended in (CN09), (CN10) by adapting an inverted file framework
to improve performance. The authors call this technique FABMAP 2.0 which is
evaluated on two large outdoor datasets of 70 km and 1000 km demonstrating
the accuracy and computational gains provided by the approach.
A hierarchical loop closure approach is proposed in (CGLR+10). The first
phase of loop closure involves a fast similarity computation using a bag of words
framework. The images that achieved the highest degree of similarity are then
given to the Conditional Random Field (CRF) algorithm which is computa-
tionally more demanding. (MGLLC11) discusses a loop closure algorithm that
weights visual words based on their potential to generate right or wrong loop
closures. Loop closure accuracy is determined based on the depth map generated
from the stereo cameras. Visual words supporting true loop closures get their im-
portance weight improved while the visual words leading to wrong loop closures
get their weight diminished. A time efficient loop closure approach is proposed
in (GLT11) which gains much of its efficiency by using BRIEF (CLO+12) fea-
ture descriptors. As mentioned earlier, BRIEF descriptors are binary codes and
are very fast to compute and are helpful in efficient matching and quantization
approaches.
Most of the popular loop closure techniques like (AFDM08), (ADMF09),
(CN08), (CN09), (CN10), (GLT11), (FEN07) use epi-polar geometry verification
step to validate the loop closure result.
An algorithm which uses a similarity measure based on dynamic programming
to match images using appearance and relative positions of local features, is
proposed in (AD09). The probability of loop closures is computed using a Markov
Random Field (MRF). BRIEF-Gist descriptors of an image which are computed
using the local BRIEF descriptors are used in (SP11) for loop closure detection.
The loop closure algorithm is used as a front-end for a pose-graph SLAM.
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A separate class of algorithms based on the analysis of similarity matrices have
been proposed in the past. These algorithms compute the similarity between each
reading and every other reading and represent the similarities in the form of a
similarity matrix. (SAH04) uses a technique that uses SIFT features for similar-
ity evaluation and a similarity matrix analysis. A graph cut algorithm is applied
on the similarity matrix to extract clusters of similar images in (ZBK05). The
perceptual aliasing problem has been addressed in (HN05b), (HN05a), (HN05c),
(NCH06), (HN07) by applying Singular Value Decomposition (SVD) on the sim-
ilarity matrix to eliminate the effects of self-similarity in the environment.
All the above discussed approaches consider each acquired image as a node/-
place in the topological map. Many of these techniques do not even consider the
mapping problem but just solve the loop closure problem. These techniques can
be understood as dense topological mapping since there will be as many nodes in
the map as the number of observations. There are several techniques to represent
the map using fewer nodes by partitioning the input image sequence such that
all the images with similar appearance are represented by a single node in the
topological graph. Since the number of nodes in this process will be fewer than
the total number of input images, the resulting maps are called sparse topological
maps. The remainder of this section reviews the sparse mapping approaches from
the literature.
In (ZBK07), (ZBK05) topological maps are built for indoor environments.
They segment the topological graph of the environment using normalized graph-
cuts algorithm resulting in subgraphs corresponding to convex areas in the en-
vironment. In (KLY05) SIFT features were used to perform matching over a
sequence of images. They detect transitions between individual indoor locations
depending on the number of SIFT features which can be successfully matched
between the successive frames. In (TS05) fingerprint of an acquired image is
generated using omni-directional image and laser readings, and these fingerprints
are used in loop closure. If the similarity is above a threshold the image is added
to the existing node and if not a new node is formed. Change point detection has
been used for indoor place segmentation in (Ran10). All the above works exper-
imented on indoor environments which contain convex spaces (like rooms) and
are relatively easier to be partitioned when compared to outdoor environments
which in general do not have clear boundaries that separate places.
An incremental spectral clustering technique is applied for topological map-
ping in (VDL07). The images are clustered using the similarities in the similarity
matrix which are then represented as nodes of the topological map. Nodes are
constructed using incremental spectral clustering over the affinity matrix of the
images, producing a sparse topological graph. Another ISP technique was pre-
sented in (NVP10) which used mean optical flow vector length to signal changes in
scene and nodes are formed only at those locations. (MCKG10) performs sparse
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mapping through ISP using rotation invariant GIST (OT01) features called omni-
gist. An ISP technique is presented in (CRF12) which adapts the GIST descriptor
to spherical representation of omnidirectional images. However this approach was
just evaluated in terms of its power of image sequence segmentation but not used
in any mapping or loop closure application.
The present thesis deals with the construction of the above discussed sparse
topological maps.
2.3 Hybrid Mapping Approaches
Metrical maps which are computationally expensive are rich in information about
the environment while topological maps on the other hand are scalable to large
environment but cannot provide any metrical information about the environment.
Both metrical and topological maps are powerful in their own way of representa-
tion. Hence, a map that can provide both metrical and topological information
while being scalable to large environments is always desirable. Such maps are
called Hybrid maps. As in the case of topological maps, there is no single defi-
nition of how a hybrid map should be represented. However, the following two
types of Hybrid maps are common:
• The map is topologically represented as a graph of places with the edges
encoding metrical relations between the nodes. That is, the translation and
rotation required to reach from one node to another node is encoded in the
edges. These maps are generally built by optimising the topological graphs
whose edges encode odometry or other position estimates, using the loop
closures as constraints. The class of algorithms which produce these maps
are called pose-graph SLAM algorithms (LM97), (OLT06), (FS06), (DK06),
(GSB09), (KGS+11), (KJR+11), (KRD08), (KGK+10), (SP12). The loop
closure module which produces constraints is called the front-end and the
optimizer is called the back-end. The pose-graph SLAM approaches are
motivated by GraphSLAM techniques discussed earlier.
• The map is represented by nodes which store accurate local metric informa-
tion and these nodes are topologically connected to give rise to a global map.
These approaches are commonly called hierarchical maps or sub-mapping
approaches (BNLT04, ENT05, KA04, KMB+04, MBK04, TB96, BFMG08,
LFP12).
Our loop closure approach can serve as the front-end for Hybrid map building
using a pose-graph SLAM framework.
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2.4 Visual Memory for Long-Term Operations
What is a visual memory ? Is it not a map ?
We can say that visual memory is a subtype of maps that is used just for robot
localization and navigation to perform their daily tasks. However, the name visual
memory is inspired from its biological similarity with human visual memory used
for navigation. Human visual memory can be defined as: Visual memory occurs
over a broad time range spanning from eye moments to years in order to visually
navigate to a previously visited location.
A visual memory should be able to adapt to the changes in a dynamic environ-
ment where the appearance of places changes constantly because of the movement
of different objects to different places. Humans, with their highly developed cog-
nitive abilities, discriminate between dynamic and static objects and represent
their visual memory accordingly. The same should be achieved by robots to ac-
curately localize and perform navigation in dynamic environments for long term.
In the field of visual navigation in dynamic environments, a large part of the
literature deals with transient changes. The robot’s environment is generally split
in a static part and an ephemeral (potentially moving) objects. Two solutions can
be used to deal with this situation. The first solution consists of identifying the
elements which are not consistent with a static model of the environment. This
is usually bypassed with geometric consistency of view matching. The second
solution consists of tracking moving objects as proposed in the context of V-
SLAM in (BR07), (WM09). These objects can then be integrated to the map
building process as in (BR07) or rejected as in (WM09). However, these solutions
may improve the current localization but cannot handle long-term changes in the
structure of the environment.
Very little work has been devoted to accommodate long lasting changes into
the visual memory. In feature-based visual SLAM approaches, features accumu-
late over time (which can be seen as a map update) but obsolete features are not
discarded. As a result, the required memory and processing power grow continu-
ously with time. In (HS09), the evaluation of the quality of the localization allows
to rank landmarks and to eliminate less useful ones. In (ATD07), the initial map
is supposed to be partially correct and a robust method for global place recogni-
tion in scenes subject to changes over long periods of time is proposed. As the
reference view is never modified, this approach may be inefficient after some time.
It seems more promising to modify the reference views as proposed in (DD08)
,(BSBC10) ,(DCD11). The information model used in those works is based on the
human memory model proposed in (AS68) and the concepts of short-term and
long-term memories. Basically, reference views are stored in a Long Term Mem-
ory (LTM). When features have been seen in many views during the localization
step, they are transfered from the Short Term Memory (STM) to the long-term
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memory (if they are not already in it) and missing features are forgotten (which
are deleted after some time). The updates of the memories are based on a finite
state machine in (DD08), (DCD11) and on Feature Stability Histograms built
using a voting scheme in (BSBC10). It is reported that localization performance
is improved with respect to a static map. However, these works only deal with
topological maps. In (DCD11), the strategy proposed in (DD08) is improved by
adding metrical data enabling the estimation of the robot’s heading for naviga-
tion. To this end, 3D spheres containing the observed visual features have been
incorporated in the map for each node.
2.5 Conclusion
The previous sections briefly discussed the related literature in SLAM, appear-
ance based topological mapping and long-term visual memory maintenance for
navigation. A major part of our work falls in the lines of sparse topological map
construction (discussed in section 2.2.4) with loop closure as the core of the al-
gorithm. We propose two techniques for topological mapping: The first one is
based on Hierarchical Inverted Files (HIF) (a derivative of inverted files discussed
in 2.2.3.1) along with novel heuristic constraints for loop closure. The second one
uses global VLAD descriptors in conjunction with a spatial constraint on vi-
sual words to perform loop closure. Both these approaches are evaluated on the
grounds of recall rates obtained without performing an epi-polar geometry veri-
fication like other techniques discussed in section 2.2.4. Instead we use a relative
motion model to validate the loop closure candidate hypotheses. Our approach is
compared with a two recent sparse mapping approaches and a recent loop closure
approach called FABMAP 2.0. The second part of our work deals with visual
memory for navigation. Unlike existing approaches discussed in section 2.4, our
approach caters a generic visual memory update framework for topological and
metrical maps that can be updated over time. As in (DCD11), our goal is the
improvement of the full navigation process, which includes localization and path
following stages. Experimental evaluation in indoor datasets has been reported.
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Inverted Files
This chapter discusses a hierarchical loop closure framework for building sparse
topological maps as discussed in section 1.2.1. Sparse maps are built by parti-
tioning the incoming image sequence and representing each partition as a node
of the topological map. Each parition contains images of a place or region of the
environment over which the visual similarity is consistent. Breaking a sequence
of images acquired by the robot into nodes/places is called Image Sequence Parti-
tioning (ISP) and we achieve this using a local feature matching based similarity
evaluation.
To facilitate hierarchical map representation and feature indexing, a data
structure called Hierarchical Inverted File (HIF) is proposed. As opposed to the
traditional inverted files (ZdMNBY00), (NS06), HIFs store features hierarchically
in two levels - node level and image level. HIFs enable loop closure at two reso-
lutions - a coarse node level loop closure which finds the most similar node and
a finer image level loop closure which pin-points the most similar image inside
a node. Constraints that exploit spatial locations and occurrence frequency of
features in images are used to strengthen the image level loop closure and thereby
eliminate false positives. A filter taking advantage of the temporal consistency
of loop closure which also depends upon the vehicle velocity is used in validating
loop closures.
Experimentation was performed using omni-directional images from two of our
own outdoor datasets and panoramic images from the popular NewCollege dataset
(SBC+09), all of which are publicly available. We compare our approach to two
other mapping approaches that use ISP: the first is based on GIST (TMFR03),
(MCKG10) and the second one uses Optical Flow (NVP10). Sparsity and accu-
racy of maps constructed using different ISP techniques are evaluated and the
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Figure 3.1: A global modular view of our topological mapping framework.
power of HIF representation in time efficient loop closure is demonstrated.
3.1 Framework Overview
Figure 3.1 depicts a global overview of our framework. Given a query image
(a newly acquired image), local image features are extracted and quantized into
visual words. Any of the rich variety of existing local feature detectors like SIFT,
SURF, etc.. can be used as local image features. Quantization of local image
features into visual words is performed using a vocabulary tree (section 2.2.3.1)
learned on a training dataset. The features extracted from the query image are
then used for a node level loop closure check. Basically, node level loop closure
evaluates the similarity of the query image to all the reference nodes (can also
be called node-image similarity) of the topological map. On occurrence of a
node level loop closure, which means that the query image is probably acquired
at a previously visited place(s)/node(s) in the map, the member images of those
nodes are tabbed as reference images for a more thorough image level loop closure.
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Image level loop closure involves an image-to-image similarity evaluation of the
query image with respect to all the reference images, and filtering the similarity
for valid loop closures. Howbeit, if an image level loop closure does not occur (if
the query image is not similar to any reference image), the image is considered
for comparison with the current place node. Likewise, if a node level loop closure
does not occur, then too the query image is considered for comparison with the
current place.
As can be seen in the figure, similarity evaluation of the query image to the
current place node mainly constitutes Image Sequence Partionting (ISP). At this
point, it is decided whether the query image belongs to the current place and if it
is too dissimilar to the current place, a new place/node is created with the query
image augmented to it. We call the first image added to a node as the primordial
image and it is features of this image which are used for ISP.
The following sections discuss each of the above discussed modules in detail.
3.2 Image Sequence Partitioning
Image sequence Partitioning (ISP) answers the question: Does the query image
belong to the current place or to a new place ? We use a Local Feature Matching
(LFM) based similarity criterion to measure similarity between the current place
and the query image. Let It be the query image, Nc be the current place node and
Ip be the primordial image of the current place. A query image It is considered
similar to the current node Nc if the percentage of matches between the of query
image feature set Ft and the primordial image feature set Fp is above a threshold
Tisp.
It ∈ Nc ⇐⇒ M(F
p,Ft) ≥ Tisp (3.1)
Where M(Fp,Ft) is the function computing the percentage of matches between
the two feature descriptor sets:
M(Fp,Ft) =
∑
f ti∈F
t
φ(f ti ,F
p)
min(n(Fp), n(Ft))
.100 (3.2)
Where φ(f pi ,F
t) is an indicator function signaling a match given by,
φ(f ti ,F
p) =
{
1 if
NN1(f ti ,F
p)
NN2(f ti ,Fp)
≤ α
0 otherwise
Where NN 1(f
q
i ,Fr) is the distance of the first nearest neighbor of the feature
f qi in the set of feature descriptors of F
r. Similarly, NN 2(f
q
i ,Fr) is the distance
of the second nearest neighbor. This heuristic is called the nearest neighbor ratio
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(NN-ratio) test first proposed in (Low04a). The intuition behind this matching
heuristic is that if the first nearest neighbor is from the same object as the query
feature descriptor and the second nearest neighbor is from a different object,
then the first and second nearest neighbors should be separated by a significant
distance. From the above equation, the second nearest neighbor distance should
be more than or equal to (1− α) ∗ 100 percent of the nearest neighbor distance.
Essentially, the second nearest neighbor determines if the nearest neighbor is a
valid one or not. For example, in our algorithms we use a value of α = 0.8, which
means that the second nearest neighbor should be at least 20% more than that
of nearest neighbor for a match. This process can lead to a few false positives
in general. However, in the present scenario, the representative image and the
query images are acquired at spatially close locations and this fact projects a
much slimmer chance of false positives.
LFM based partitioning makes sure that all the images in a node are at least
Tisp percent similar to the primordial image and the similarity of every other pair
of images of a node is definitely more than Tisp percent.
3.3 Visual Word Indexing
Visual words which are the quantized values of local image features, simplify and
accelerate feature matching tasks due to their compact representation. In our
framework, visual words are used for node and image level loop closure opera-
tions. Storing visual words in the memory in such a way that facilitates their
easy access is called indexing and can result in an optimized loop closure per-
formance. Indexing is an essential need for numerous text retrieval applications
and is commonly performed using a data structure called invertedfile (ZMR98).
As discussed in section 2.2.3.1, the strength of inverted files comes from its abil-
ity to answer the question: In which documents did a particular word occur and
how many times ? Starting from (SZ03), many researchers from computer vision
(NS06), (JDS08b) and robotics (AFDM08), (ADMF09), (FEN07) began using
inverted files for image retrieval tasks. The only differences needed to accom-
modate were to use images instead of documents and visual words (obtained by
quantizing local image features) in place of textual words.
Several recent approaches have utilized inverted file based similarity evaluation
(AFDM08), (ADMF09), (CN10) for loop closure problems. However, inverted
files propose a flat representation and therefore cannot be directly applied to our
approach because of the hierarchical structure of our maps. We need to modify
the inverted file structure to suit our hierarchical map representation as well as
loop closure at different resolution (node and image level). Hence, a derivative of
inverted file representation which we call Hierarchical Inverted File (HIF) is used
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Figure 3.2: Hierarchical Inverted Files illustrating the node level and image level
information hierarchies.
for indexing image and node memberships of visual words in our framework.
3.3.1 Hierarchical Inverted Files
To exploit the hierarchical structure of our topological maps we propose Hier-
archical Inverted Files (HIF). HIFs organize the visual word information in two
levels of hierarchy - at node and image levels. Such a representation gives rise
to flexibility in probing node and image membership information of visual words.
Given a visual word wi, HIFs answer the following two questions, vital for an
efficient loop closure:
• In which nodes did a particular visual word wi occur ?
• In which images of a particular node Nj did a particular visual word occur
?
HIFs answer both these queries with the membership information as well as the
occurrence frequency statistics. Figure 3.2 illustrates an example of HIF repre-
sentation.
The first level of a HIF stores node level information, i.e. the nodes in which
a visual word wi occurred previously. At the second, attached to each node is
the list of images belonging to that node in which the visual word wi occurred.
Taking one more step forward, a HIF can be modified to accommodate keypoint
locations of the visual words. Instead of just storing the occurrence frequency of
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Figure 3.3: Hierarchical Inverted File with spatial information embedded.
visual words, a list of keypoints of the visual words in the corresponding image
can be stored. We refer to these HIFs as Spatial HIFs (Figure 3.3). A Spatial HIF
can answer an additional query apart from the two queries answered by a HIF:
what are the keypoint locations of a particular visual word in an image belonging
to a particular node?. Such a flexible representation proves useful in evaluating
spatial similarities of images efficiently while performing loop closure, as we shall
see in the later sections. Through the remainder of this chapter wherever a HIF
is mentioned it inherently means a Spatial HIF.
3.4 Loop Closure
As we have already seen in Figure 3.1 loop closure is performed in two stages:
first at node level and then at image level. The current section details these two
loop closure processes in detail.
3.4.1 Node Level Loop Closure
Node level loop closure (NLLC) aims to find the most similar nodes to the query
image Iq. In other words, the nodes or places that have a high likelihood to have
generated the query image, should be found. However, node level loop closure
might even produce an empty set of similar nodes which means that the image is
not similar and hence not generated from any of the nodes in the map indicating
a no loop closure event. A no loop closure event means that the image belongs to
either the current place or a new place, which we decide by performing an ISP.
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To perform an NLLC the set of all nodes in the map NR are considered.
∀i, Ni ∈ N
R
Algorithm 1 details the steps involved in node level loop closure. The query image
is input to the algorithm. Visual words extracted from it are used in computing
node similarities using the node level information of the words’ HIFs. Regular
TF-IDF (Term Frequency-Inverse Document Frequency) (SM86) scoring is used
to compute all the node-image similarities (line 7). A regular TF-IDF weight of
a visual word wi is evaluated as,
TfIdf(wi, Nj) =
n(wi, Nj)
n(w,Nj)
× log
(
n(NR)
n(wi,NR)
)
(3.3)
The first term in equation 3.3 is called the term frequency (TF) and the sec-
ond term is called inverse document frequency (IDF). TFIDF is a popular scoring
technique used in document retrieval (SM86). TF measures the importance of a
word in a document and increases with the number of occurrences of the word
in the document. This is the most common variant of TF among a few others.
Whereas IDF measures the importance of a word across the whole document
collection by assigning high scores to rare words (which are seen only in a few
documents) than the words commonly occurring in many documents. The pur-
pose of IDF is to assign high weights to discriminative words. In our context,
TF is the ratio of occurrence frequency of a visual word wi in the node Nj to the
total number of visual words in the Nj . IDF is the logarithm of ratio of total
number of nodes in the set NR to the number of nodes of NR containing visual
word wi.
The vector of node similarities SN, is then normalized with respect to the
highest score and all the normalized scores (except the current node) above a
threshold θN will be treated as most similar nodes N
∗.
∀i, SN[i] =
SN [i]
SNmax
(3.4)
∀i, Ni ∈ N
∗ if SN[i] ≥ θN and Ni 6= Nc (3.5)
SNmax is the maximum similarity value in SN. However, SNmax is always the
similarity of the current place node, since the query image is recent and hence
largely similar to the current place than any other. Post normalization, all the
scores will be in the range [0, 1] and hence the parameter θN should belong to
this range. The intuition behind this type of normalization is that if the robot
is actually revisiting a place then node corresponding to the previous visit will
have a similarity value comparable to that of the current place. In the event
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of no loop closure, N∗ will be empty and hence ISP is performed. This way of
normalization-to-highest is effective in eliminating wrong matches due to noise
and helps in detecting no loop closure events. Normalization-to-highest is also a
simple alternative to using average image (AFDM08), (ADMF09) and mean field
approximation (CN08), (CN09), (CN10).
Node level loop closure makes use of only the node level information of the
HIFs which is just a fraction of the total data and hence happens quicker than
when a flat inverted file is used. Moreover the number of nodes in N∗ will be
few and hence their member images form a tiny fraction of the total number of
images in the map. As a result, the search space for image level loop closure is
greatly reduced.
Algorithm 1 Node Level Loop Closure using HIF
1: procedure Node_Level_Loop_Closure(It)
2: SN=Array(size_of(N
R))
3: Wt=extract_and_quantize_Features(It)
4: for each word wti in W
t do
5: HIF i=get_hierarchical_inverted_file(w
t
i )
6: for each node Nj in HIF i do
7: SN[j] = SN[j] + TfIdf(w
t
i , Nj)
8: end for
9: end for
10: s=normalize_to_highest_element(s)
11: N∗=get_most_similar_nodes(s)
12: return N∗
13: end procedure
3.4.2 Image Level Loop Closure
Image level loop closure intends to signal a loop closure event by finding most
similar images from the reference image set IR, as well as a no loop closure event
in case of no similar images. The reference image set IR is a union of all member
images of the nodes in N∗.
IR =
⋃
Ni∈N∗
INi
Where INi is the set of member images of node Ni. Similarity computation of
these reference images to query image (image-to-image similarity) is detailed in
Algorithm 2. For each visual word of the query image its corresponding HIF
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is probed for the images corresponding to the nodes of N∗. Similarity scores
of the corresponding scores are updated using a product of STF-IDF weight, a
spatial similarity weight and a frequency constraint weight (line 9). Each of these
weighting schemes are discussed subsequently.
Algorithm 2 Image Level Loop Closure Algorithm
1: procedure Image_Level_Loop_Closure(N∗ , It)
2: SI=Array(M) ⊲ M - Total number of images in the map.
3: Wt=get_visual_words(It)
4: for each word wti in W do
5: HIF i=get_hierarchical_inverted_file(w
t
i )
6: for each node Nj in N
∗ do
7: IF
Nj
i =get_inverted_file_of_node(HIF i, Nj)
8: for each entry Ik in IF
nj
i do
9: SI[k] = SI[k] + (STfIdf(wi, Ik)× ss(wi,K
t,Kr)× fc(wi, It, Ik))
10: end for
11: end for
12: end for
13: smooth_and_normalize(SI)
14: I∗=get_winner_from_histogram(H)
15: I∗=validate_loop_closures(I∗)
16: return I∗
17: end procedure
3.4.2.1 STF-IDF
The STF-IDF is another variant of the regular TF-IDF scoring in which STF
stands for Sub-linearly scaled Term Frequency. STF-IDF differs from TF-IDF in
the term frequency factor which is non-linearly scaled by a log function instead of
a normalized linear scaling of the traditional definition. TF assigns high weights
to features which occur many times in an image, which is counter-intuitive in case
of image matching. For example, lets consider a reference image containing a lot
of occurrences of a visual word wi. While considering this image for loop closure,
its TF becomes very high due to the importance of wi in that image, thereby
producing high similarity contribution towards images containing even a single
occurrence of the visual word. STF on the other hand just scales the occurrence
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frequency instead of normalizing it.
STF − IDF (wi, Ik) = (1 + log(n(wi, Ik))).log
(
n(I)
n(wi, I)
)
(3.6)
3.4.2.2 Spatial Similarity
The Spatial similarity measure uses keypoint locations of visual words in the query
and reference image (obtained from HIFs) in measuring their spatial consistency.
The fact that robot motion is locally planar enforces the objects of an image
acquired at a certain place to occupy the same vertical space (y-coordinates)
when the robot exactly revisits a place. This constraint is used to assign higher
similarities to matched visual words whose y-coordinates of keypoints are close.
The closer they are, the higher their corresponding spatial similarity. However,
this becomes a problem when there are unequal number of same visual words
in the query and reference images. Finding the exact correspondences between
the multiple features complicates this problem but in practice we found that the
following heuristic works well. Consider a visual word wi and let K
1 and K2 be
the sets of keypoints locations of wi in two images. Without loss of generality, let
n(K1) ≤ n(K2), where n(.) is the number of keypoints operation. Our heuristic
is applied as follows:
1. For a keypoint k1i in K
1, find the closest keypoint k2j in K
2 in terms of
y-coordinates.
k2j ∈ K
2 : j = argmin
p
|k1i .y − k
2
p.y|
2. The distance |k1i .y − k
2
j .y| is added to a list D.
3. k1i and k
2
j are discarded and the iteration is repeated from step 1 until K
1
is completely empty.
Finally, a list of distances D are obtained which are used to compute the spatial
similarity measure using an exponential kernel.
ss(wi,K
q,Kr) =
∏
j
g(D[j]; 0, σsp),
where g(x;µ, σ) = exp
(
−(x− µ)2
2σsp
2
)
= exp


−
∑
j
(D[j])2
σsp2


(3.7)
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Where σsp is the kernel width parameter which determines the score variation
with the variation of y-coordinate distances. Spatial similarity constraint ensures
higher weights to visual word matches which are close in vertical space and lower
weights to dispersed visual word matches.
3.4.2.3 Frequency Constraint
The frequency constraint enforces the two images to have the similar counts of
each visual word if they are acquired in the same place. If Iq and Ir are the query
and reference images, then the frequency constraint also given by an exponential
kernel is,
fc(wi, Iq, Ir) = exp
(
n((wi, Iq)− n(wi, Ik))
2
σf 2
)
(3.8)
Where σf is the kernel width parameter which controls how strongly the visual
word frequency difference can influence the similarity score.
Frequency constraint compensates for the information loss incurred due to
the unaccountability of inverted file based similarity evaluation which ignores the
difference in occurrence frequency of the matched visual words in two images.
3.4.2.4 Smoothing & Normalization
Once the image similarity vector (SI) computation using algorithm 2 is com-
plete, the vector of similarities need to be smoothed and normalized. Due to the
noises accumulated over several processes ranging from image acquisition to fea-
ture extraction, detection and quantization, image similarities might be slightly
dispersed across their neighbors and hence smoothing is essential. Smoothing
is achieved by convolving the similarities vector SI with a gaussian window W
(equation (3.9) and (3.10)).
SI = SI ∗W (µ, σsm) (3.9)
W (µ, σsm) = [g(−2; 0, σsm),g(−1; 0, σsm), g(0; 0, σsm),
g(1; 0, σsm), g(2; 0, σsm)]
(3.10)
The vector SI is then normalized with respect to the highest similarity in the
same way as the node similarity vector SN in equation (3.4), and the images with
similarities above a threshold θI are retained. Although a minor difference in
this case is that we ignore all the recently acquired δ (a small number) images.
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Figure 3.4: Figure showing a re-traversal. Green trajectory is the previous traver-
sal and the red trajectory is the current traversal.
The justification lies in the fact that temporal proximity of images implies spatial
proximity which in turn gives high similarities to those images always.
∀i, SI[i] =
SI [i]
SImax
∀i, Ii ∈ I
∗ if SI[i] ≥ θI and Ii 6= Ic, c ∈ [c− δ, c]
(3.11)
3.4.2.5 Loop Closure Validation
After the above mentioned operations, the vector SI contains similarity values
of few images which are likely to be loop closures. There remains two tasks
before obtaining the final loop closures: first task of extracting hypotheses and
the second of validating the hypotheses.
All the clusters of contiguous non-zero similarities in SI, are detected. In each
cluster, the highest similarity value is retained while the other similarities are
nullified, thereby leaving only the highest similarity value (corresponding image)
as a loop closure hypothesis.
To validate a loop closure, we rely on its temporal consistency: A loop closure
spans several time steps and hence contains several match pairs. Figure 3.4 shows
an example of a re-traversal (loop closure) which occurs over a period of time and
several image match pairs supporting loop closure. The image match pairs are
called loop closure candidates. Loop closure candidates are different from loop
closure hypothesis in that the latter is just a hypothesis and should be validated
before becoming a candidate. To summarize, a valid loop closure consists of a set
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of loop closure candidates which are obtained by validating potential loop closure
hypotheses.
Now the question remains: how to add a loop closure hypothesis to the set of
loop closure candidates ? Let Ir and It′ be the latest reference and query image
match pair that is the most recent candidate of a loop closure L, and let It be
the current query image. It can pair up with a reference image Ir′ to form a
loop closure hypothesis that can be added to L only if it satisfies the following
conditions.
(It, Ip) ∈ L only if t− t
′ ≤ s and
|r − r′| ∈ [⌈a(1 −∆)⌉, ⌈a(1 + ∆)⌉]
(3.12)
Where s is the skip parameter which decides how many loop closure candi-
dates of the previous images can go unidentified before encountering another loop
closure candidate. a is the interval parameter that estimates the interval which
should contain the loop closure candidate reference images. a is estimated using
the velocity difference between the previous traversal and the current traversal
and ∆ error parameter that defines the percentage of error in calculation.
a = argmin
n
∣∣∣∣∣∣∣∣∣∣
t−1∑
i=t′
d (Ii, Ii+1)
n∑
j=r
d (Ij , Ij+1)
∣∣∣∣∣∣∣∣∣∣
≥ 1 (3.13)
d (Ii, Ii+1) is the distance traveled by the robot between the acquisition of
images Ii and Ii+1 which can be obtained from the robot’s odometry. The ratio
of sum of distances of the previous images and the reference images estimates
how many reference images to skip starting from Ir. However, in case of constant
velocity (previous traversal and current traversal with same velocity) which is the
case in many of the available datasets including ours, a can be estimated much
more simply. In such case, t′ will be equal to n and hence a = t − t′. Finally,
a loop closure and all its candidates is valid only if it contains at least p loop
closure candidates. In our implementation, we use s = 3, p = 3, ∆ = 0.30 along
with a constant velocity assumption.
Even though odometry data drifts over long trajectories, it is locally accurate
across small time steps. As opposed to other loop closures approaches which
use motion model (BHK12), (BF11), our model compares the previous traversal
speed with the re-traversal speed in estimating the next loop closure location.
Hence we call the presented model, relative motion model.
Every valid loop closure candidate is used in map update by adding the can-
didate’s query image to the node corresponding to the reference image.
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Raw Image Image Partitions
Segment 1
Segment 2
Segment 3
Segment 4
Figure 3.5: Image partitioning and canonicalizing for omni-gist features extrac-
tion.
3.5 Similar Approaches
This section provides a brief introduction to two recent approaches based on
GIST and optical flow respectively, which also aim to build topological maps by
partitioning image sequences and simultaneously use the maps to perform loop
closure. Comparisons with respect to map sparsity, accuracy and computational
time are provided in the section 3.6.
3.5.1 GIST
GIST is a global image feature introduced by (OT01), (TMFR03) as a part of a
context-based vision system for object and place recognition. GIST produces a
feature vector corresponding to the average response to steerable filters employed
at different scales and orientations computed over 4 x 4 sub-windows. The ad-
vantages of GIST are fast descriptor computation and compact representation of
the spatial structure of images using a single global signature vector.
The topological mapping approach using GIST has been adopted from (MCKG10)
which uses a modified version of GIST called omni-gist specifically meant for
omni-directional images. Each omni-directional image is split into four parts and
GIST feature descriptors are extracted on each of the four parts. Figure 3.5 visu-
ally depicts the omni-directional image splitting and canonical representation as
four segments. These four descriptors act as sub-descriptors which when put to-
gether form an omni-gist descriptor G = {G1, G2, G3, G4}. To facilitate efficient
distance computation between among omni-gist descriptors, each sub-descriptor
of is quantized and represented by a single visual word giving rise to a four word
quantized omni-gist descriptor g = {g1, g2, g3, g4}. The quantized is performed
using a bag of words framework. Given two quantized omni-gist descriptors g and
g′, the distance/similarity between them is given by the average of the minimum
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cyclic distance between the two descriptors as in equation (3.14).
dist(g, g′) =
1
4
(min (|g1234 − g
′
1234|, |g1234 − g
′
2341|, |g1234 − g
′
3412|, |g1234 − g
′
4123|))
(3.14)
The notation g2341 indicates that the gist visual words are organized in the
order 2, 3, 4 and 1 for the euclidean distance operation |.|. The |.| operation is
the sum of euclidean distances between the cluster centroids to which the visual
words belong.
Nodes and Representative Features: Each node represents a sequence of images
belonging to a place and is represented by the centroid of the member image
omni-gist descriptors.
Similarity to Current Place: Given a query image its, similarity with the rep-
resentative feature of current place is evaluated, which if within certain threshold
T glow, the image is added to the current place node. Addition of an image to a
node involves updating the representative feature (centroid) taking the new fea-
ture into account. If the image does not satisfy the threshold, it is considered for
image level loop closure.
Loop Closure: Distances between the new omni-gist feature and all node
representative features is computed and the top 30% of the closest nodes are
selected. Of these, nodes closer than a threshold T ghigh and having a number of
local SURF feature matches above certain threshold T gsurf are considered as loop
closures and the appropriate nodes are updated. However, when there is no loop
closure, then a new node is created and the query image augmented to it.
Parameters T glow and T
g
high are the lower and higher threshold values which
control the evaluation of similarity to current place and a different place in the
map respectively. The intuition is that, for the current image to be added to
the current place the similarity between the two should be very high and hence
the threshold is low. While if the image belongs to another place other than the
current one, the similarity would not be too close and hence a higher value of
threshold is used. The original approach also contains sub-clusters in each node,
which we omitted in the above discussion for brevity and clarity, but not in the
implementation.
3.5.2 Optical Flow
Optical flow based key place detection algorithm of (NVP10) is the second ap-
proach which aims at the same outcomes as our approach. The basis of this
algorithm is the fact that change in scene (change in place) triggers significant
change in optical flow magnitude. The places where a significant optical flow
occurs are called key locations of the environment.
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Figure 3.6: Change points in mean optical flow vector length. Red stars indicate
peaks and green stars indicate valleys in optical flow. Both of them signal key
locations.
Optical flow is computed on image corners detected using Canny edge de-
tector. Lucas-Kanade tracking algorithm is used for tracking the corners across
frames. Only stable features (those that are present over several consecutive
frames) are considered for optical flow evaluation. Optical flow vectors are to
be normalized by subtracting vehicle velocity from the obtained optical flow val-
ues and by balancing the rotations performed by the robot. However, in our
experiments, the robot travels with constant velocity and undergoes in-plane ro-
tation. Hence, we eliminate the optical flow normalization step. The flow vectors
are converted into polar coordinates and the mean optical flow vector length is
computed, which when exceeds a certain threshold Tof triggers a key location
possibility. Figure 3.6 shows a graph of mean optical flow vector length with
triggered key locations at peaks and valleys.
Nodes and Representative Features: Nodes are formed whenever key locations
(scene change) are triggered by the change in mean optical flow value. Represen-
tative features of a node are the SIFT features of the image which triggers scene
change. The new node formed due to every scene change is added to the map.
Loop Closure: Loop closure is performed on every trigger of a scene change
using quantized SIFT features (using a visual vocabulary). The top three nodes in
terms of SIFT feature matches are retrieved of which the images with more than
50% matches are considered loop closures. In case of a successful loop closure,
the nodes are joined by an edge in the topological graph.
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3.5.3 Differences
The two discussed topological mapping approaches differ from our approach in
several ways. The most important difference is that given a query image, our
approach attempts to check if it associates to a previously visited place and then
considers adding to current node or creating new node. GIST based technique
tries to assign each new image to the current place and then attempts loop closure
and the same goes with optical flow technique. This model may ignore some loop
closures as there is no guarantee that a place change is triggered at exactly same
point in the environment every time, giving rise to false negatives.
The second difference is that we use the same features (USURF-64) for com-
parison with current place, node level loop closure and image level loop closure.
While the other two methods detect two kinds of features for camparison with
current place and loop closure respectively, which causes additional computa-
tional load. In fact, the computational load might be a significant motivation
behind their choice of not considering loop closure as a priority over addition to
current place, given a query image.
3.6 Experiments
3.6.1 Datasets and Platform
Three image sequences in total are used in evaluating our approach. Out of the
three sequences, two are our own publicly available datasets1 and the third one
is the NewCollege dataset2.
A VIPALAB platform is used for acquisition of our datasets, which is a car-
like vehicle designed to serve as a prototype for research and development in
autonomous urban transport vehicles. The platform has an on-board computer,
an odometry system and an IMU (Inertial Measurement Unit), and can be man-
ually driven using a control panel inside the vehicle or autonomously using the
on-board computer. The system also contains several other sensors of which we
are only interested in a omni-directional camera (provides gray-level images) and
an RTK-GPS. The omni-directional camera is mounted on top of the vehicle to be
at a height of 2 meters from the ground and the RTK-GPS is mounted such that
it coincides with the rear-axle of the vehicle. RTK-GPS data (10 hz) is accurate
upto 5cm accuracy and serves as ground-truth for loop closure validation.
1Dataset acquisition supported by our laboratory: Institut Pascal. Hosted at
http://hemanthk.me/joomla/index.php/ipdataset
2http://www.robots.ox.ac.uk/NewCollegeData/
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Sequence #(Images) Traj. Vel. FPS
PAVIN (IP) 8002 1.3 km 2.3 m/sec 15 hz
Cezeaux (IP) 80913 15.4 km 2.5 m/sec 15 hz
NewCollege 7854 2.2 km 1.0 m/sec 3 hz
(a) Datasets Description
Sequence FPS #(Images)
PAVIN (IP) 2 hz 1144
Cezeaux (IP) 2 hz 11571
NewCollege 1.5 hz 3977
(b) Data used for Experimentation.
Table 3.1: Datasets Description. (Traj.=Trajectory Length, Vel.=Average Acqui-
sition Velocity, FPS=Images Frames acquired Per Second)
Our two sequences PAVIN and CEZEAUX are named so after the places where
they were acquired. PAVIN is an artificial village which simulates urban and rural
environments with tarred roads, rural-style roads, road markers, traffic signals,
roundabouts and junctions. CEZEAUX is the area surrounding Institut Pascal
and the Blaise Pascal University and is a semi-urban style environment with
roads, buildings, lawns and vegetation on either sides of the road. Much more
details about VIPALAB and various other sequences can be found in chapter 6.
Due to the low quality of omni-directional images, these sequences especially the
CEZEAUX sequence offers a tough challenge for loop closure.
From the NewCollege dataset, panoramic images acquired with a LadyBug
camera are used. Due to the lack of completely accurate GPS data on NewCollege
dataset, ground-truth tagging was performed by manual inspection.
The datasets contain huge number of images (refer to Table 3.1a), however,
much smaller subsets are used in our experiments. More precisely, only around
two images per second are considered, resulting 3977 images for NewCollege se-
quence, 1144 for PAVIN sequence and 11571 for Cezeaux sequence (refer to Table
3.1b).
Loop closure accuracies are measured by precision/recall values. Precision is
the ratio of number of true loop closures detected (true positives) to the total
number of loop closures detected (true positives and false positives). Recall is
the ratio of true loop closures detected to the total number of existing true loop
closures (sum of true positives and false negatives). In other words, precision
measures how accurate the retrieved loop closures are and recall measures what
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Parameter Name Variable Value
Match Percentage for ISP Tisp 40
NN-ratio threshold α 0.8
Node Similarity cut-off θN 0.5
Spatial Similarity kernel width σsp 6
Frequency Constraint kernel width σf 2/3
Smoothing kernel width σsm 2
Image Similarity cut-off θI 0.7
(a) LFM+HIF based mapping parameters.
Parameter Name Var. Val.
GIST Current place similarity threshold T glow 0.08
GIST loop closure similarity threshold T ghigh 0.2
No. of SURF matches T gsurf 30
Mean Optical Flow Threshold Tof 0.03
(b) GIST and Optical Flow based mapping parameters
Table 3.2: Parameters. (Var.=Variable, Val.=Value)
percentage of the total loop closures are retrieved. A loop closure is considered
true positive if the query and reference images are acquired at less than 5 meters
distance according to ground truth. All our algorithms runs on a laptop computer
equipped with an intel core i7 under linux.
3.6.2 Parameters
This subsection discusses various parameters used for loop closure detection which
were introduced in the previous sections. Table 3.2a lists all the parameters used
for loop closure detection using our Local Feature Based (LFM) based approach.
The nearest neighbor ratio parameter value of α = 0.8 is observed to attain a
good accuracy in feature matching while producing higher number of matches.
Rest of the parameters and the values assigned to them are described in the
subsequent sections related to sparsity and accuracy of the loop closure.
The parameters for the GIST and optical flow based mapping approaches are
listed in Table 3.2b and their assignment will be justified in the next subsections.
As local image features, USURF-64 (the 64-dimensional upright variant of
SURF) have been used. Two separate vocabularies are learned as vocabulary
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(a) Raw omni-directional image.
(b) Masked omni-directional image for
Optical Flow.
(c) Unwrapped omni-directional image.
Figure 3.7: Raw, masked and unwrapped variants of an omni-directional image.
trees with branching factor (k = 6) and levels (l = 6), the first one for PAVIN
and CEZEAUX sequences and the second one for NewCollege dataset. The
PAVIN+CEZEAUX vocabulary is learned on the features extracted from 20% of
randomly selected images from each of PAVIN and CEZEAUX sequences. Simi-
larly, the NewCollege vocabulary is learned on 20% of randomly selected images
from NewCollege datset.
In LFM approach, omni-directional images are unwrapped using (Pro) and
represented as a panoramic image (Figure 3.7c) before feature extraction is per-
formed. For GIST based approach, omni-directional images are directly used.
However, for optical flow (OF) based approach, the frontal and backward por-
tions of the images are masked out as shown in Figure 3.7b. This step is necessary
to eliminate features which appear in the robot’s direction of motion in the image
which despite not generating any optical flow contribute in reducing the mean
optical flow vector length.
3.6.3 Sparsity and Accuracy
Sparsity is the number of nodes required to represent a topological map. The
fewer the number of nodes, higher the sparsity. However, higher sparsity does
not imply map accuracy. In fact, maps can even be represented by as few as 10
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nodes irrespective of the number of images used to build them, provided the ISP
threshold is sufficiently relaxed. In overly sparse maps, representative features of
a node represent huge number of images and hence become more general rather
than thoroughly representing a particular place of the environment. As a result,
missing out true loop closure candidates during node level loop closure (NLLC) is
likely. Due to such weak node level loop closure (NLLC) many true loop closure
candidate images may not even be considered for image level loop closure leading
to a loss in recall. Hence a good sparsity for a map is that which produces 100%
recall rate in NLLC. Conjointly, a good precision means that only necessary loop
closure candidate nodes are selected and hence image level loop closure can be
sped up.
In LFM+HIF approach, the parameter Tisp controls the node size and hence
the map sparsity. Sparsity of the map along with the node similarity cut-off
threshold θN plays a key role in NLLC accuracy. Achieving 100% recall in NLLC
is important to atleast have a possibility of performing image level loop closure
with full recall. The percentage of matches (Tisp) is varied and the resulting
map size along with the highest precision/recall values are illustrated in Table
3.3a for two different values of θN . We can see that Tisp = 40 and θN = 0.5
achieve the most sparse maps and highest NLLC precision (56% on PAVIN, 48%
on CEZEAUX and 53% on NewCollege) with full recall.
Tables 3.3b and 3.3c show the sparsity and loop closure precision using GIST
and OF based approaches. These two approaches are tested only on the PAVIN
and CEZEAUX datasets leaving out the NewCollege dataset due to lack of omni-
directional images for GIST and the lack of orientation information for masking
frontal and backward views of panoramic images for optical flow based map-
ping. As mentioned before performing optical flow on a full omni-directional
or panoramic image causes very small and erroneous mean optical flow vector
lengths. For GIST based mapping, it has been observed that the threshold
T glow = 0.08 which controls the current scene augmentation is ideal and any devi-
ation affected the loop closure accuracy to a large extent. However, variance of
T ghigh which controls loop closure produces much different results and its value of
0.2 produces best loop closure precision in both datasets. In OF based approach,
the parameter Tof = 0.03 produces the best sparsity as well as recall rate. Among
the two approaches, GIST appraoch acheives higher recall (42% on PAVIN and
11% on CEZEAUX) than that of OF (26% on PAVIN and 6% on CEZEAUX). It
should also be noted that in GIST and optical flow approaches, node and image
level loop closures are not separate and hence the recall values presented in Tables
3.3b and 3.3c are the total loop closure recalls.
To summarize, the most sparse maps on PAVIN are produced by GIST fol-
lowed by OF and LFM+HIF techniques. On CEZEAUX, OF wins in terms of
sparsity over GIST and LFM+HIF. Although LFM+HIF looses to GIST and OF
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Figure 3.8: Precision-Recall graphs on various sequences. Figures 3.8a, 3.8b,
3.8c show loop closure precision-recall graphs obtained on different variants of the
proposed LFM+HIF based approach.
in terms of sparsity, it has its advantages in terms of ILLC accuracy as we shall
see in the later discussions.
Image level loop closure accuracies on the three sequences using five different
variants of the image similarity computation in LFM+HIF mapping are shown
in Figures 3.8a,3.8b, 3.8c as precision-recall graphs. The graphs are generated by
varying image similarity cut-off θI , spatial similarity kernel width σsp, and fre-
quency constraint kernel width σf . For example, the stfidf-spat-freq variant is the
one proposed in the previous section for image level loop closure in which, stfidf
indicates STF-IDF weighting, "spat" indicates spatial constraint, and "freq" in-
dicates frequency constraint weightings. Similarly accuracies obtained using four
other variants with and without certain weightings (and named appropriately)
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Tisp PAVIN CEZEAUX NewCollege
Nds.
Prec.
(θN =
0.4)
Prec.
(θN =
0.5)
Nds.
Prec.
(θN =
0.4)
Prec.
(θN =
0.5)
Nds.
Prec.
(θN =
0.4)
Prec.
(θN =
0.5)
30% 90 - - 665 - - 280 - -
40% 169 53% 56% 1663 42% 48% 360 45% 53%
50% 310 31% 44% 2645 28% 29% 517 36% 39%
60% 492 22% 36% 4590 19% 24% 834 21% 27%
70% 614 20% 24% 9002 8% 13% 1123 10% 15%
(a) Sparsity varying with Tisp (LFM+HIF mapping) and NLLC precision with 100%
recall on the corresponding map with θN = 0.4 and θN = 0.5.
T ghigh
PAVIN CEZEAUX
Nds. Prec. Nds. Prec.
0.1 955
36% 7245
3%
0.2 375
42% 2341 11%
0.3 125
25%
987 -
0.4 38 - 342 -
(b) Sparsity varying with T ghigh (GIST
based mapping) and loop closure recall
(with 100% precision) on the obtained
maps.
Tof PAVIN CEZEAUX
Nds. Prec. Nds. Prec.
0.01
1023
-%
8627
-%
0.02 432
19% 4532
-%
0.03 133
26%
874 6%
0.04 96 3% 497 -
(c) Sparsity varying with Tof (Optical
flow based mapping) and loop closure
recall (with 100% precision) on the ob-
tained maps.
Table 3.3: Sparsity varying with ISP thresholds and loop closure precision on
the corresponding maps. (Nds. = No.of Nodes, Prec. = Precision). Empty cells
indicate that 100% precision is not possible for any recall value for that particular
parameter configuration.
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Figure 3.9: Figures 3.9a, 3.9b, 3.9c show precision-recall graphs obtained on the
regular TFIDF based approach (no ISP) without geometric verification.
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are plotted alongside. Figures 3.9a, 3.9b, 3.9c show loop closure precision-recall
graphs on the same sequences using just TF-IDF and a bayesian filter (as pro-
posed in (AFDM08) ) without using ISP or HIF. However, the final RANSAC
based epi-polar geometry verification step was not performed to obtain these
results to enable fairness in comparison with our approach which does not use
epi-polar geometric verification for loop closure validation.
On PAVIN dataset, it can be seen that the stfidf-spat-freq variant achieves
the largest amount of recall (61%) with full precision. The second highest re-
call (58%) with full precision is achieved by stfidf-spat. The remaining three
approaches (stfidf-freq, stfidf, tfidf) exhibit identical performance with recalls in
the range 75% to 92% and precisions in the range 77% to 98%. Each of these
three approaches dominate the other two at several places throughout the graph
and hence is not possible to determine the dominating approach. A Recall of
20% with full precision is the best performance achieved by stfidf-spat-freq vari-
ant on the CEZEAUX dataset. None of the other variants achieve full recall with
stfidf-spat achieving the second best performance, followed by stfidf-freq, stfidf
and tfidf in order. On the NewCollege dataset stfidf-spat-freq achieves a recall
of 64% with full precision followed by the other variants. To summarize, one can
observe that stfidf-spat-freq which uses all the proposed weighting schemes is the
best performer in all the datasets followed by stfidf-spat variant and stfidf-freq
weakly dominates the stfidf and tfidf variants. The highest accuracy in PAVIN
and CEZEAUX are obtained with parameter values θI = 0.7, σsp = 6 and σf = 2,
while on NewCollege dataset parameters leading to best accuracy were θI = 0.7,
σsp = 6 and σf = 3. Figures 3.11, 3.12 and 3.13 show the trajectory plots of the
three sequences with detected loop closures highlighted in green. These recall
rates are much higher than those of OF and GIST (Table 3.3). The mapping
frameworks of OF and GIST approaches are to blame as they attempt ISP rather
than loop closure on newly acquired images. As a result, to achieve good recall
rates, the ISP technique has to partition the image sequence during a re-traversal
at exactly the same place as it has partitioned in the previous traversal through
a region. This is not generally the case and its effect on the recall values in clear.
On comparison with the non-HIF+TF-IDF approach (Figures 3.9a, 3.9b,
3.9c), it can be noticed that full precision is never achieved although the re-
call rates are high in some cases. However, the precision is much lower than the
worst performers (stfidf and tfidf) in the HIF based approaches. These results
conclude that hierarchical mapping by ISP enables accurate loop closure when
compared to the traditional approach and helps in building better maps. The
accuracy gain can be attributed to the hierarchical loop closure framework in
which the wrong hypotheses are majorly eliminated at the NLLC itself and only
a few most probable hypotheses are sent to the image level loop closure.
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LFE QUANT NLLC ILLC Total
100ms 3ms 8ms 15ms 126ms
(a) Computational times of LFM+HIF based mapping.
GISTE LFE (opt.) LC Total
200ms 100ms 25ms 225ms/325ms
(b) Computational times of GIST based mapping.
OFC LFE (opt.) LC Total
80ms 100ms 10ms 80ms/190ms
(c) Computational times of Optical Flow based mapping.
Table 3.4: Computational Times (LFE=Local Feature Extraction,
QUANT=Quantization, GISTE=GIST extraction, OFC=Optical Flow Com-
putation, LC=Loop Closure)
3.6.4 Computational Time
Computational efficiency is an important factor in any mobile robotic application.
The three approaches are compared in terms of their computational times. Table
3.4 shows the time taken separately for execution of individual modules as well
as the total time taken to process each frame for the three approaches. These are
the average times taken for processing each frame after adding all the images of
CEZEAUX dataset into the map. CEZEAUX dataset was used as it contains the
largest number of images than the other datasets and hence is the right dataset for
measuring computational efficiency of different approaches. All the computations
were performed on a computer with a intel quad-core processor running linux.
For GIST and OF based approach LFE is not computed on every frame but
only when a loop closure hypothesis is to be validated and hence the total time
taken by these approaches varies depending on whether LFE is performed. In the
worst case, LFM+HIF method is the fastest method with 126ms execution time
per frame, while OF is the fastest (80ms) for some frames in which no loop clo-
sure happens. LFM+HIF becomes the best approach in terms of computational
time as it uses the same features for ISP and loop closure while the other two
approaches use additional features for ISP other than the local feature extraction.
Figure 3.10 shows the computational time comparison of our LFM+HIF
(QUANT+NLLC+ILLC) approach to the non-HIF (QUANT+LC) based ap-
proach of (AFDM08) without geometric verification. It can be seen that our
approach is slightly faster than the other method and the speed difference in-
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Figure 3.10: Loop closure computation times (excluding LFE time) of non-HIF
based loop closure and LFM+HIF based loop closure on the CEZEAUX dataset.
creases with the increase in number of images in the map. Our approach takes
on average 25ms to process each frame after addition of 11570 images into the
map while the other method takes 37ms. It should be noted that spatial and
frequency constraint evaluations are included in each of these two variants for
the sake of fairness in comparison. Although it was not the main aim of this
method to perform fast loop closure, it is a byproduct of our approach.
3.7 Conclusions
We proposed a sparse/hierarchical topological mapping framework by organizing
visual features of image sequences into node and image levels using Hierarchical
Inverted Files. Image Sequence Partitioning is used to partition image sequences
into nodes which represent different places in the environment. Loop closure is
performed hierarchically at node and image levels. Our LFM+HIF approach is
compared with two state of the art approaches which use ISP to produce sparse
maps. LFM+HIF approach wins over the other two in terms of loop closure
accuracy (highest recall with 100% precision) and computational time, and lags
behind the two approaches in terms of map sparsity.
In terms of accuracy LFM+HIF performs better than the traditional dense
mapping approach (AFDM08) without using any geometrical verification in all
the datasets used. The use of spatial constraints and frequency constraints have
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helped in increasing the accuracy making it possible to achieve good recall rates
with 100% precision bypassing any additional cost incurred by RANSAC based al-
gorithms for geometric verification. The proposed approach also takes advantage
of normalization to the highest element in the similarity scores which is useful in
multi-hypothesis tracking in loop closure. Multi-hypothesis situation arises when
the robot traverses a location multiple times and as a result the similarity scores
contain multiple peaks. In this cases, the more common bayesian filter based ap-
proaches fail, as they assume a single similarity peak (loop closure) that should
get the highest probability. However, the single peak assumption can be valid
when images are not added to the map when a loop closure is detected which
can result in an inaccurate and incomplete map even in case of a few false posi-
tives. Hence the normalization to highest score along with the proposed temporal
tracking and validation of loop closures is a much safer way to perform mapping.
Although our approach aims to produce sparse maps which have many ap-
plications, in this chapter we have discussed only the loop closure application
which can be useful for different SLAM systems. However, the map sparsities
and the resulting loop closure accuracies reported in this chapter are not com-
pletely sufficient for applications like semantic mapping or labeling applications.
The techniques presented in the next chapter address these issues in detail.
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Figure 3.11: PAVIN loop closure map
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Figure 3.12: CEZEAUX loop closure map
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Figure 3.13: NewCollege loop closure map
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4Hierarchical Mapping with Vector
of Locally aggregated Descriptors
and Spatial Constraints for
Omnidirectional Images
To overcome the limitations in map sparsity and loop closure recall of the ap-
proach presented in the previous chapter, this chapter proposes a new hierarchical
loop closure algorithm. Nodes in the topological map are modelled as clusters of
VLAD (Vector of Locally Aggregated Descriptors) descriptors. VLAD is a global
image descriptor constructed using local image feature descriptors and has been
recently proposed (JDSP10) for web-scale image search. Node level loop closure
algorithm is performed using VLAD features. Image level loop closure which aims
to find the most similar images, is carried out using a novel spatial metric on vi-
sual words, especially suitable for omnidirectional images. This spatial metric is
obtained by measuring shifts of matched visual words and can be used as a soft
geometric similarity measure that can be applied to hundreds of images per time
step and hence avoids the need to perform RANSAC based epi-polar geometry
verification. As a result, this technique does not need camera calibration and
can offer in plug-and-play type functionality to any omnidirectional/panoramic
camera images.
A secondary contribution of this chapter is the introduction of VLAD descrip-
tor to the robotics community which has never been done before. We corroborate
the accuracy and efficiency of the proposed algorithm with experimental results
on the same datasets used in the chapter 3. It will be shown through experi-
mental results, that our approach achieves better loop closure recall rates with
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real-time operation. And all this is possible without even using epi-polar ge-
ometry verification common among many other approaches (discussed in section
2.2.4).
The remainder of this chapter is organized as follows. Section 4.1 briefly
details the VLAD descriptor construction and section 4.2 introduces the map
formulation followed by node and image level loop closure in section 4.3. Finally
our experiments are detailed in section 4.5.
4.1 VLAD Feature Descriptor
This section provides a brief overview of VLAD (Vector of Locally Aggregated
Descriptors) descriptor (JDSP10) construction. As the name VLAD (Vector of
Locally Aggregated Descriptors) suggests, it is a global image descriptor con-
structed from local image descriptors like SIFT (Low04b) or SURF (BTG08).
The basic intuition behind VLAD descriptors is to combine the quantization
residues of the local feature descriptors into a single descriptor and use it as a
global image descriptor.
Algorithm 3 describes VLAD computation using local image feature descrip-
tors. The inputs for VLAD computation are an image I, a bag of words quantizer
Q (discussed in section 2.2.3.1), feature descriptor length l and a PCA (Principal
Component Analysis) matrix P . The quantizer Q = {c1, c2, . . . , ck} is learned on
training data, where each ci is a cluster centroid and k is the vocabulary size.
The PCA matrix P is also learned on the training data.
Firstly, feature descriptors are extracted on image I which are then quantized
(lines 3-6) using the quantizer Q. Subsequently, quantization residues are com-
puted and cumulated for each quantized descriptor (lines 7-12). Quantization
residue is the vector difference between the feature descriptor and the centroid of
the cluster in the vocabulary Q to which it is quantized, and hence has the same
dimensionality l as the feature descriptors. Then the quantization residues of all
the descriptors assigned to each cluster are summed up and stored as column vec-
tors of a matrix d. Therefore, the matrix d will have k columns each corresponding
to a cluster in the vocabulary and l rows indicating the feature dimensionality.
In case no descriptors are quantized to a particular cluster, it simply contributes
a column vector of zeros to the matrix d. Finally, the k column vectors of d (sum
of quantization residues) are augmented to a single vector V′ (line 13) resulting
in what we call a full VLAD descriptor of dimensionality k ∗ l which can be a
huge number. For example, in our implementation, a 128−word vocabulary (k)
and 64−dimensional (l) SURF descriptors are used and the resulting full VLAD
descriptor is 8192−dimensional. Therefore, we conserve only a few informative
dimensions by projecting to a lower dimensional space using a PCA-projection
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matrix P (line 15), which is learned oﬄine along with the bag of words vocab-
ulary Q. In the present application, PCA-projection has been used to compress
the full VLAD descriptor to a 128− dimensional VLAD descriptor V. Hereafter
in this chapter, whenever a reference is made to VLAD descriptor it implies PCA
compressed VLAD descriptor.
The quantizer Q and the PCA matrix P are the input parameters which are
learned oﬄine on the training data. It has been suggested in (JDSP10) that
very small vocabulary sizes like k = 64 to k = 256 are sufficient for constructing
meaningful descriptors that facilitate accurate matching. A toy example of vari-
ous steps involved in VLAD descriptor extraction is illustrated in Figure 4.1. A
detailed description of the quantizer and PCA matrix learning is given in section
4.5.
Since VLAD only depends on the continuous quantization residues, it has
been shown to bypass (JDSP10) the side effects of hard quantization (PCI+08a)
to some extent.
Algorithm 3 VLAD Descriptor Computation
1: procedure Get_VLAD(I, Q, l, P )
2: ⊲ I - Image, Q - Quantizer, l - SURF descriptor dimension, P - PCA matrix
3: Fsurf =Extract_SURF(I) ⊲ Extracts SURF features
4: n =Num(Fsurf ) ⊲ Number of SURF features extracted.
5: k =Vocabulary_Size(Q)
6: Fw =Quantize(Fsurf , Q) ⊲ Quantize features into words.
7: d = [0]k×l ⊲ Initialize residue matrix with zeros.
8: for i = 1 to n do ⊲ For each SURF feature
9: ci =Get_Centroid(Q, Fw
i) ⊲ get centroid corresponding to the word.
10: d(Fw
i) = d(Fw
i) + Fsurf
i − ci
11: ⊲ Accumulate quantization residue as columns of d.
12: end for
13: V′ = [d(1)T |d(2)T |....|d(k)T ]1×(k∗l)
14: ⊲ VLAD descriptor computation by augmenting quantization residues.
15: V = P ×V′T ⊲ PCA-projection to compress the descriptor length.
16: end procedure
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(a) Step I - Local feature descriptor quan-
tization.
(b) Step II - Quantization residue computation.
(c) Step III - Aggregation of quantization residues.
Figure 4.1: Three major steps involved in VLAD descriptor quantization using a
toy example. Figure 4.1a shows how the local feature descriptors are quantized using
a bag of words vocabulary size (k) of 5. Figure 4.1b shows how the quantization
residue is computed and Figure 4.1c demonstrates the aggregation of quantization
residues corresponding to each cluster in the quantizer.
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4.2 Framework & Notation
We use the same mapping framework proposed in section 3.1 and depicted in
Figure 3.1 for this approach. However, here VLAD descriptors are used to model
nodes instead of visual words as in chapter 3. Images are represented by VLAD
descriptors and visual words extracted on them.
An image acquired at a time instant t is represented by It and the features
extracted on it by Ft = {Vt,Zt}. Where Vt is the VLAD descriptor and Zt is
the vector of visual words, both of which are computed from the SURF features
extracted from the image It. The topological map at a time instant t is repre-
sented as a set of nodes/places Mt = {N1, N2, ...} and a graph Gt which encodes
adjacency relations among nodes. Each node Ni contains a set of member images
INi . However, instead of storing the whole images inside the nodes, only the
VLAD descriptors of the member images are stored as INi = {VNi1 ,V
Ni
2 , ...}. A
representative feature RNi which is computed from the member image features
of the node Ni, is used in all similarity computation operations as well shall see
later.
4.3 Loop Closure
The loop closure algorithm is performed in two phases: node level and image level
loop closures. VLAD features are used for node level loop closure while visual
words are used for image level loop closure. The following subsections explain
these procedures in detail.
4.3.1 Node Level Loop Closure
The aim of node level loop closure is to search the map for the most similar nodes
to a given query image Iq. The set of reference nodes N
R used for this similarity
analysis include all the nodes of the map except the current place node N c.
Given a query image Iq, there are three possibilities:
1. It is similar to one or more of the reference nodes NR. (node-image simi-
larity)
2. It is not similar to any reference node but is similar to the current place/n-
ode N c. (ISP)
3. It is neither similar to any reference node nor the current node and hence
should belong to a new node. (ISP)
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The possibility 1 is called node-image similarity measure since it measures the
similarity of each node with the query image. Possibilities 2 and 3 decide where
to partition the image sequence (in the absence of loop closure) and hence is the
Image sequence Partitioning module (ISP).
The intuition behind separation of reference nodes and current node is that in
an image sequence, a query image Iq can be similar to the current place node N
c
in most cases. This happens due to their temporal and spatial proximity which
leads to a temporally constant possibility of loop closure. Hence the possibility
of a loop closure with the set of reference nodes NR is evaluated first.
Lets recall that the representative feature RNi represents a node Ni and is the
one used for all similarity computations with respect to the node. The represen-
tative feature consists of two parts: RNi = {µNi,ΣNi}. Where µNi and ΣNi are
the mean vector and covariance matrix computed on the member image VLAD
descriptors of the node Ni. The member image VLAD descriptors of any node Ni
are assumed to be generated by a multivariate gaussian distribution parametrized
by the mean µNi and covariance ΣNi .
Given a query image VLAD descriptor Vq we evaluate its similarity in two
steps:
1. Gaussian kernel based node filtering.
2. Mahalanobis distance based node filtering.
The gaussian kernel based node filtering (GKF) is a weak filter which is fast
and retrieves a few similar nodes on which a computationally more expensive
Mahalanobis distance filtering (MDF) is applied, retaining only the most similar
nodes.
The GKF computes similarity scores (using equation (4.1)) of the query image
feature Vq with respect to each reference node.
GKF_sim(Vq, Ni) = 1−
gσ(Vq, Ni)
|NR|∑
j=1
gσ(Vq, Nj)
where : gσ(Vq, Ni) = exp
(
−dist(Vq, µ
Ni)
2σ2
) (4.1)
Equation (4.1) produces similarity scores ranging between 0 and 1 which can
also be understood as probabilities of the query image belonging to the nodes. σ
is the kernel width and will be discussed in section 4.5. A set of relevant nodes
Nw whose similarities are greater than a threshold 0.1 (probability more than
10%) are selected as candidates for the MDF stage. It has been observed that by
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Figure 4.2: A toy example demonstrating Gaussian Kernel Filter on 2-dimensional
features. Each cluster represents the member feature descriptors of a nodeNi, where
each blue point is an individual descriptor point VNi
j
corresponding to a member
image. Green point is the mean µNi of the cluster. The red point is the query feature
Vq. The black lines from the red point to each cluster centroid indicate the distance
between them and the corresponding similarity score GKF_sim(Vq, Ni) obtained
from equation (4.1) is marked. Being spatially close to the query descriptor, nodes
N1 and N2 obtained high probabilities and are considered to be the winning nodes.
this stage the map is largely filtering leaving only a handful of nodes in Nw. A
toy example of GKF is shown in Figure 4.2.
MDF filter computes the Mahalanobis distance (Mah36) of the query feature
to the nodes in Nw (equation 4.2). Mahalanobis distance measures the distance
of a given n-dimensional point to another set of points with same dimensionality
by also considering the correlations encoded in the covariance matrix of the set.
If the covariance is an identity matrix, Mahalanobis distance becomes euclidean
distance.
MDF_sim(Vq, Ni) =
(
Vq − µ
Ni
)
ΣNi
−1(
Vq − µ
Ni
)T
(4.2)
The nodes whose Mahalanobis distances to the query image are below a
threshold Tn are retained in N
w while discarding the others. Finally, Nw is
the set of winning nodes and are considered the most similar nodes to the given
image. A non-empty Nw indicates a node level loop closure. The member images
of the winning nodes are considered for the image level loop closure. A no-loop-
closure event is triggered if the set of winning nodes is empty, in which case, the
ISP module is invoked.
71
Hierarchical Mapping with Vector of Locally aggregated Descriptors
and Spatial Constraints for Omnidirectional Images
4.3.2 Image Level Loop Closure
Image level loop closure aims to find the images most similar to the query image
Iq and determine if they actually cause loop closure. Given the set of winning
nodes Nw from node level loop closure, a reference image set IR = {Ir1, Ir2, ...}
consisting of all the member images of the winning nodes is constructed. Each
reference image in IR is matched with the query image Iq. Visual words extracted
from the query and reference images and the spatial constraints relating them are
used to compute similarity scores. The spatial constraints exploit the cyclic image
structure of panoramic images. Panoramic images are obtained by unwrapping
omnidirectional images or stitching individual images from LadyBug cameras.
In this chapter, when we refer to omnidirectional images, we imply panoramic
(unwrapped omnidirectional or LadyBug) images.
Due to the 360 degree field of view, omnidirectional image content remains
invariant to in-place rotations and minor translations. Let us consider two om-
nidirectional images acquired at approximately same location but with different
heading directions ; and the robot is assumed to move in locally planar environ-
ments. Since the omnidirectional images have a circular field of view, distances
between different objects in an image are well preserved even under a change in
heading direction and a slight translation. In other words, the spatial structure of
the objects(also applies to local image features) does not change with an in-place
rotation of the camera. Hence if two images are from the same place, all objects
in the first image should be shifted by the same amount to take their positions in
the second image. A collective zero shift in object/feature coordinates indicates
that the images are acquired in the same place and same heading direction, while
a collective non-zero shift indicates same place with different heading. In case of
a non match different objects will have different shifts and there is no notion of
a collective shift. This situation is illustrated in Figure 4.3 from which, one can
infer that the feature shifts of the true loop closure follow a converging pattern
with few outliers and those of the false loop closure look dispersed. This tech-
nique is particularly useful in discriminating true loop closures from false loop
closures which arise due to perceptual aliasing.
To detect loop closures, initially similarity of each reference image with the
query image is evaluated and potential loop closure hypotheses are found. These
loop closure hypotheses are then validated and used for map update. The follow-
ing subsection details the hypothesis detection in detail.
4.3.2.1 Detecting Loop Closure Hypothesis
Loop closure hypotheses are determined by measuring image to image similarities.
The similarity should be capable of discriminating between true and false loop clo-
sures by measuring how concentrated/converged the shift points are. To quickly
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(c) True Match Feature Shifts
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(d) False Match Feature Shifts
Figure 4.3: Feature Shift analysis of a true match and a false match. 4.3a shows
features matched across a pair of images which are acquired in the same place.
Matches are shown with blue lines. Shift in X and Y coordinates of a matched
feature pair is demonstrated with a red dashed line. 4.3b illustrates a false match
of a pair of images acquired at different places. 4.3c and 4.3d show the plots of
matched feature shifts ((δx, δy) in Figure 4.3a)corresponding to the true and false
match cases respectively.
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Figure 4.4: Top left figure shows the shift space in which the shift points are
plotted. Top right figure shows the shift space being divided into uniform vertical
grids. Bottom left figure shows the maximum density search window (marked in
green) that sweeps across the shift space. Bottom right figure shows the maximum
density region in the shift space.
Figure 4.5: The weighted mean shown in red, which is computed over the maxi-
mum density region.
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perform this task, we first need to compute the mean of the shifts while being ro-
bust to outliers. The following steps are performed for each detect loop closure hy-
potheses using a set of shift coordinates S = {s1 = (δx1, δy1), s2 = (δx2, δy2), ...}
generated by matching visual words of each reference image and the query image.
1. Shift space discretization: The shift space that contains all possible shifts is
bounded by a rectangular box whose width is equal to the image width and
a height twice that of image height. The bounded shift space containing all
shift points is divided into uniform vertical grids as shown in Figure 4.4.
The shifts are computed by matching visual words across the two images.
In case of multiple occurrences of a visual word in an image, the mean of the
keypoint locations is used to represent all the visual words. Although this
is a liberal approximation, it does not affect performance of the algorithm.
2. Maximum density search: We assume that in case of a true loop closure,
at least M% (for example, 60% in our case) of the feature shifts will be
concentrated in a tiny part of the shift space. To find this region, we slide a
window over the shift space while evaluating the shift density (the number
of shift points that lie under the window). After a complete sweep, the
region R with the maximum density is found (Figure 4.4). If the region
does not contain at least M% of the total shifts, then we do not consider
the image pair a loop closure and abandon further steps. We have observed
that density search windows of width in the range of 10−20% of the image
width generally work well.
3. Mean shift computation: In this step a weighted mean of the shift points in
the maximum density region is computed as,
(δx¯, δy¯) =


∑
i∈R
wi ∗ δxi
∑
i∈R
wi
,
∑
i∈R
wi ∗ δyi
∑
i∈R
wi

 (4.3)
Where, the weights wi are given by,
wi =
|bin(si)|
|R|
(4.4)
The function bin(si) points to the bin containing the shift point si and
the |.| operator finds the number of shift points in the bin or the region
R. The resulting mean shift point is shown in figure 4.5. The current
and the previous steps help in finding the mean of the shift points while
minimizing the influence of outliers as much as possible. If S truly represent
a loop closure, this weighted mean serves as the best estimate of the shift
of objects across the image pair.
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Figure 4.6: The histogram of euclidean distances generated from the example
discussed in figures 4.4 and 4.5. Each bin represents a distance interval starting
from zero at the first bin.
4. Distance Histogram: At this point, the spread/distribution of shift points
with respect to the mean shift obtained in the previous step has to be
estimated. Euclidean distances from each shift point to the mean shift
are computed, based on which bin frequencies of a distance histogram are
updated. Each bin in the distance histogram corresponds to a specific
distance interval with the first bin starting from zero. So, all the shifts close
to the mean fall into the first few bins while the farther shifts fall into higher
bins. An example distance histogram is illustrated in Figure 4.6. In case
of a true loop closure, the first few bins of the distance histogram get high
frequency while the other bins will have minute or zero frequencies. Distance
histograms produced by false loop closures look more random without any
structure and are hence easily distinguishable from true loop closures.
5. Histogram classification: The distance histograms are normalized and in-
put to a Support Vector Machine (SVM) (Bis07) to classify it into a loop
closure or non-loop closure hypothesis. The SVM is learned on training dis-
tance histograms corresponding to positive and negative examples of loop
closures. If the classification indicates a positive loop closure hypothesis,
further steps are performed to validate the hypothesis. In case of a nega-
tive classification result, the verification is terminated and the next steps
are not performed. More details on the SVM and its learning are provided
in section 4.5.2.
6. Similarity score: This similarity scores are used in the loop closure valida-
76
Image Sequence Partitioning
tion step. The score is computed from the normalized distance histogram
as,
ss =
n∑
i=0
|bi| ∗
1
2i
(4.5)
where, |bi| is the frequency of the i
th bin in the normalized distance his-
togram. It can be seen that the first bin gets a unit weight which is the
highest possible weight and the weight decreases exponentially for the bins
thereafter. This weighting scheme guarantees high scores to histograms
with high frequencies in the starting bins.
4.3.3 Loop Closure Validation
Loop closure validation is performed on the detected hypotheses to ensure that
they satisfy certain constraints. The similarity scores of the loop closure hy-
potheses are normalized and validated using a relative motion model discussed
in sections 3.4.2.4 and 3.4.2.5 respectively. No more geometric verification steps
are performed. However, if no reference image satisfies the validation constraint,
a no loop closure event is triggered.
4.3.4 Map Update
Once a validated loop closure is obtained, the map has to updated by adding the
query image to the node corresponding Ni to the reference image. However, the
addition is permanent only if at least m neighboring images of Iq are also added
to Ni or one of its immediate neighbors (due to loop closures).
4.4 Image Sequence Partitioning
Given a query image, Image Sequence Partitioning (ISP) aims to find whether
the given image fits in to the current place/node representation or a new place
needs to be created. The need to perform ISP arises in the following cases:
• Either or both of node and image level loop closures fail.
• There are no nodes in the map yet.
We use robot’s heading information along with the VLAD descriptors to perform
ISP.
A new image’s (its VLAD descriptor) membership in the current place nodeNc
is determined by its radial distance to the centroid/mean µNc of the current node.
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An updated centroid µNc
∗
is computed by including the new (query) descriptorVq
into the member VLAD descriptors of the node Nc. Vq can be added to Nc only
if µNc
∗
is less than a distance of rn to all the member VLAD descriptors including
Vq. The parameter rn is called node radius and ensures that all member features
are tightly bound within this radius from the centroid. If the feature cannot be
added to the current node Nc, a new node formation is triggered.
A new node formation can also be triggered by the vehicle odometry. Odom-
etry based ISP helps in forcing new node formation when the vehicle is turning,
as turns can induce drastic changes in visual appearance. For this, the robot
heading information which is obtained from odometry is used. If the average
change in heading angle over the past n time steps exceeds 15 degrees, a new
node formation is triggered.
Before forming a new node, the current node’s representative feature is up-
dated. The centroid/mean µNc is already available and the covariance matrix ΣNc
has to be computed. However, a non-singular covariance matrix that has to be
used for Mahalanobis distance computation cannot always be obtained by stan-
dard techniques since the number of member descriptors of a node might be less
than the dimensionality of the VLAD descriptors (128). To counter this problem
a technique called shrinkage estimation (LW03) is used to compute an improved
covariance matrix that can be invertible. Shrinkage technique helps in obtaining
invertible covariance matrices even in cases where the number of samples are far
less than the sample dimensionality.
Finally, when a new node is formed, the query descriptor Vq becomes its
first member as well as its centroid. This centroid/mean is constantly updated
whenever new descriptors are added to the node.
4.5 Experiments
4.5.1 Datasets and Platform
The same datasets described in section 3.6.1 are used for experimental evaluation.
4.5.2 Parameters and Learning
All the parameters used in our system are shown in table 4.1. 64−dimensional
Upright SURF (USURF-64) are used as local image features. Training data is
formed by randomly selecting 20% of images from each sequence; SURF features
extracted on all the training images are used in learning the bag of words vo-
cabularies for VLAD computation and spatial similarity evaluation. These two
vocabularies are learned using a single vocabulary tree - the first level of the tree
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Parameter Name Variable Value
Bag of words vocabulary size for VLAD k 128
USURF descriptor size l 64
Full VLAD descriptor size k ∗ l 8192
PCA VLAD descriptor size 128
kernel width for node similarity σ 0.84/1.08
Node radius rn 0.7/0.9
Node Similarity Threshold Tn 1.2/1.4
#(bins) for shift histogram b 40
#(bins) for distance histogram L 15
Minimum shift concentration M 60%
Vocabulary size for spatial similarity 27648
Minimum supporting loop closures m 4
Table 4.1: Parameters
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Figure 4.7: Two-level feature descriptor quantization structure. The first level
quantizes descriptors using a float 128 word vocabulary while the second level of
quantization further quantizes the descriptors using vocabulary tree structure.
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contains 128 nodes and each of these nodes are again split with a branching factor
of 6 for 3 levels having a total of 128 ∗ 36 = 27648 leaf nodes. The vocabulary
tree structure is depicted in Figure 4.7. Each SURF feature is quantized at two
levels - one at the first level of the tree (forms a 128-word vocabulary) which is
used for VLAD and the other at the leaf nodes (forms a 27648−word vocabulary)
which is used for spatial similarity analysis. Full VLAD descriptors computed on
all the training images are used to learn the PCA matrix P .
The SVM used for classification of loop closure hypothesis is trained on pairs of
correct and false loop closure images. Since, image pairs separated by less than 5
meters are considered as true loop closures, we use distance histograms generated
from matching images separated by the same distance or less as positive training
samples and every other pair as negative training samples. Interface provided by
opencv (Bra00) is used to learn a two-class SVM using a Radial Basis Function
(RBF) kernel. 10000 distance histograms each for positive and negative loop
closure examples are used to train the SVM.
4.5.3 Node Similarity Analysis
As mentioned earlier, node similarity analysis involves filtering the places in the
map and selecting the most similar nodes. This process leads to good results
only if it produces good recall rates even with bad precision. This means that
the retrieved nodes should contain all the loop closure images which leads to high
recall rates. However, since the nodes also contain many more images other than
the true matches, the precision values can be far from 100%. This is evident from
figure 4.8, which shows the precision-recall values obtained by varying the node
similarity threshold rn. For best precision, node radius for PAVIN and Cezeaux
sequences was set as rn = 0.9 and that of Newcollege sequence as rn = 0.7. The
kernel width for node similarity computation is chosen to be σ = 1.2 ∗ nr, such
that it gives a slight cushion to account for noise in node similarity evaluation.
Table 4.2 shows various node statistics of the maps built on the three se-
quences. It can be observed that the average number of images represented per
node is between 20 and 30.
4.5.4 Accuracy
After the image similarity analysis, loop closure decision is taken. The precision
and recall of these loop closures are shown in the Figure 4.9. Figure 4.9a illus-
trates the precision-recall of the loop closure decisions computed without using
the spatial similarity measure and only using the VLAD descriptor similarity
(euclidean distance between VLAD descriptors) for validation. The curves are
computed by varying node similarity threshold Tn that controls which reference
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Figure 4.8: Precision-Recall of Node Similarity Evaluation.
Sequence rn #(Nodes) #(images)/node (Traj.)/node
NewCollege 0.7 126 31.5 17.5 m
PAVIN 0.9 74 19.06 21.6 m
Cezeaux 0.9 572 20.22 26.2 m
Table 4.2: Node Statistics. #(Nodes) - Number of nodes of the map built on the
sequence. #(images)/node - Average number of images represented by each node.
(Traj.)/Node - Average trajectory length represented by each node.
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Figure 4.9: Precision-Recall graphs on the reference datasets.
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(a)
Figure 4.10: A perceptual aliasing situation from NewCollege dataset eliminated
using spatial constraints in image matching.
nodes (and therefore reference images) are considered for image similarity anal-
ysis. We can see that 100% precision is only possible till 35% recall for the
Newcollege sequence, 24% for the PAVIN sequence. A 100% precision was never
reached on the Cezeaux sequence. The reason is the low resolution images and
the significant illumination variation. A loop closure is considered to be a true
positive if it is generated by images located within 5 meters distance. Figure
4.9a illustrates the improved precision-recall rates obtained by using the spatial
constrain based loop closure detection. The recall values are obtained by varying
the threshold Tn, the minimum shift concentration M and the image similarity
cut-off θI . It can be seen that the recall of Newcollege sequence is extended by
41% to a total of 76% and that of PAVIN has seen an improvement by 58% reach-
ing a total of 82% at 100% precision. Spatial constraints also helped the toughest
Cezeaux sequence on which a full precision has been achieved with a 43% recall.
The advantage of spatial constraints in increasing precision is demonstrated. It
should be noted that no geometric verification has been applied to obtain the
results. Figure 4.10 shows an example false loop closure which has been pointed
out by using using spatial constraints. Loop closure maps over PAVIN, Cezeaux
and NewCollege sequences along with a few loop closure image pairs are shown
in Figures 4.11, 4.12 and 4.13 respectively.
Figures 4.14 and 4.15 illustrate the node/place representation of maps built on
PAVIN and Cezeaux sequences respectively. These maps show nodes plotted on
the robot’s trajectory (RTK-GPS values). Similar map for NewCollege sequence
is not shown since accurate ground-truth is not completely available. Whenever
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Figure 4.11: Loop closures detected on PAVIN sequence. Trajectory plotted in
red; detected loop closures plotted in green.
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Figure 4.12: Loop closures detected on Cezeaux sequence. Trajectory plotted in
red; detected loop closures plotted in green.
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Figure 4.13: Loop closures detected on NewCollege sequence. Trajectory plotted
in red; detected loop closures plotted in green.
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Sequence HIF+STFIDF FABMAP 2.0 VLAD+SPAT
NewCollege 64% 51% 76%
PAVIN 61% 45% 82%
Cezeaux 20% 19% 43%
Table 4.3: Precision (with 100% recall) values obtained on different datasets us-
ing different techniques. HIF+STFIDF is the technique discussed in chapter 3.
VLAD+SPAT technique is the current technique.
there is a loop closure, new nodes are not formed and the images are added to
the previously formed nodes. And in case of undetected loop closures, multiple
nodes are created at the same location leading to redundant map representation.
Both these cases are illustrated in figures 4.14 and 4.15.
We have used our datasets and training data to compare our accuracies with
the FABMAP 2.0 1 algorithm as the authors recently opened ther code to the pub-
lic. We have used the default parameters of the algorithm (CN10). A vocabulary
of size equal to that of ours is used on USURF-128 features (128 dimensional) as
opposed to USURF-64 used by us. Precision and recall were analysed by varying
the feature extraction threshold (varying the number of features per image) and
the loop closure posterior threshold. Full Precision is obtained till 45% recall
on PAVIN, 51% recall on NewCollege and 19% recall on Cezeaux datasets. The
recall rate achieved on NewCollege differs from the one presented in (CN08) since
we used panoramic LadyBug images while they used stereo images for loop clo-
sure. RANSAC based epi-polar geometry verification was not used after posterior
computation with FABMAP. Normally, when the parameters of the loop closure
algorithm are weakened, the precision decreases while increasing recall. However,
the performance of FABMAP did not follow this pattern and the recall rate was
approximately with the precision and recall staying approximately the same with
varying parameters. This property indicates that number of hypotheses detected
are low in any case and as a result even if epi-polar geometry based validation
is performed, the recall rates may not improve much. The same property also
indicates the robustness of FABMAP algorithm whose performance is not altered
dramatically with parameters.
Finally, under the given datasets and the condition of not using epi-polar
geometry, our approach marginally outperforms FABMAP in term of recall rates.
Improvement in loop closure accuracies across the three sequences using different
techniques are tabulated in table 4.3.
1http://www.robots.ox.ac.uk/ mobile/wikisite/
pmwiki/pmwiki.php?n=Software.FABMAP
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Figure 4.14: PAVIN node map
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Node/place
Vehicle Trajectory
Figure 4.15: Cezeaux node map
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4.5.5 Computational Time
Real-time operation is one of the vital elements of loop closure. There are five
major modules in our algorithm: local feature extraction(SURF), local feature
quantization, VLAD Extraction, Node similarity analysis and image similarity
analysis. Map built on Cezeaux sequence is used in computational time analysis
since it is the longest sequence of the three. SURF feature extraction takes
120 milliseconds on average and this is the most time consuming of the five
modules. Feature quantization, VLAD extraction and node similarity analysis
are performed within a few milliseconds as can be seen in Figure 4.16a. Figure
4.16b shows the image similarity analysis time along with the per frame processing
time without local feature extraction. We can see that the per-frame processing
time (excluding feature extraction) just reaches 40 milliseconds at maximum with
11571 images in the map. Almost 70% of the computation time is taken up by
the local feature extraction. Including feature extraction, it takes a maximum of
around 160 milliseconds per frame providing the capability of processing at least
5 frames per second. Such fast run-times can even facilitate online map building
(building the map during acquisition) on the datasets considered.
4.6 Conclusion
A hierarchical mapping model is proposed which organizes images into places
and represents them as nodes. VLAD descriptor computation is briefly intro-
duced algorithmically. A hierarchical loop closure framework, which uses VLAD
descriptors for node level loop closure and a spatial similarity measure based
on visual words for image level loop closure, is presented. Experimental results
demonstrating the sparsity, accuracy and computational time efficiency achieved
by using our strategy are presented. The spatial similarity measure was par-
ticularly useful in improving the recall rates and achieved nearly double recall
compared to the FAMBAP 2.0 approach. An important point to be noted is that
these recall rates were achieved without using an epi-polar geometry verification.
Real-time operability was also shown to be possible with more than 10000
images in the map. A fast C++ implementation of our algorithm will be made
publicly available soon.
However, the proposed algorithm is not without limitations. The most impor-
tant limitation is the need to tune various parameters for optimizing loop closure
performance. Approaches like FABMAP have fewer parameters and as pointed
out before, the algorithm is robust to the parameter change. An important di-
rection of future work would be to reduce the number of parameters or to find a
simple and efficient way to tune them automatically.
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Figure 4.16: Run-times for various modules of the loop closure algorithm. Figure
4.16a plots run-times for the feature quantization time, VLAD extraction time and
Node similarity analysis. Figure 4.16b shows the run-times of image similarity
analysis and the total time taken to process each image frame.
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5Adaptive Visual Memory For
Mobile Robot Navigation In
Dynamic Environment
5.1 Introduction
Visual memory (introduced in section 2.4) based navigation approaches have
gained increasing interest over the past few years. Basically, the navigation pro-
cess using a visual memory can be split in three stages: 1) visual-memory ac-
quisition, 2) initial localization and 3) path following (refer to Figure 5.1). In
the first stage, a sequence of images is acquired, generally during a supervised
step, and the robot’s internal representation of the environment is built. Three
classes of internal representation can be distinguished (DK02): map-less represen-
tation, topological and metrical maps. In (MII96), a sequence of images, called
view-sequenced route reference, is stored in the robot’s brain for future naviga-
tion tasks. Such an approach is considered map-less, as any notion of map nor
topology of the environment appears, neither to build the reference set of images,
nor for the automatic guidance of the mobile robot. More classically, the visual
memory is represented by a topological or a metrical map. In the first case, the
nodes of the topological graph represent generally distinctive places while the
edges denote connectivity between the places. In metrical maps, the visual mem-
ory consists more often of an accurate and consistent 3D representation of the
environment. Structure-from-Motion (SfM; (Nis04, RLDL07)) and Visual Simul-
taneous Localization And Mapping (V-SLAM; (LBJL07)) techniques can be used
to build this representation.
Many visual navigation strategies based on a topological representation or on
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Figure 5.1: Navigation process from a visual memory. Visual-memory acquisition,
initial localization and path following are the classical stages of such a process. Our
contribution is the update of the memory to take into account lasting changes. The
concepts of Short-Term Memory (STM) and Long-Term Memory (LTM) are used
in that aim.
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a metrical map share common elements. In the sequel, we will focus on strategies
where key images are stored in the visual memory and are used as references
during the on-line steps whether with metrical or topological map. The initial
localization is usually based on features matching (using techniques similar to the
ones of chapters 3 and 4) to find the visual image of the memory the most similar
to the current image. During the path following step, feature matched between
the current image and images of the visual memory can be exploited to provide
the necessary input for the state estimation supplying the control law (RLDL07).
Most navigation strategies proposed in the literature use an internal represen-
tation of the environment is generally built once and never changed since they
assume that the robot’s environment is static. However, this assumption does not
hold for many real environments. Following the taxonomy proposed in (YL97),
changes in the environment may be transient or lasting. Transient changes are
brief enough and can be handled reactively. In general, it does not require any
long-standing modification of the robot’s internal memory (for instance: moving
objects or walking pedestrians). Lasting changes persist over longer periods of
time and have to be memorized by the robot. They may be topological (changes in
the topology) and/or perceptual (changes in the appearance of the environment).
In (HW09) for instance, the path planning step takes into account changes in the
topology. Perceptual lasting changes will deteriorate the feature matching pro-
cess and then the performance of vision-based navigation strategies. Newly found
features must be incorporated into the map while forgetting the obsolete features
thereby limiting the required resources in terms of memory and processing power
over time, for localization and path following tasks. This chapter proposes a
strategy using short term and long term memory representations inspired from
human visual memory operation, to deal with dynamic changes within visual in
the environment. Each time the robot is realizing a navigation task, the con-
tent of its visual memory is updated to take into account relevant changes for
future runs. The proposed approach suits a large class of visual-memory based
navigation strategies based on topological or metrical maps. Furthermore, it is
not restricted to 3D point features and can also be used with different 2D image
features.
The aim of this chapter is different from that of the previous two chapters.
Here, we assume that we are already given a set of key images representing
different regions of the environment. These key images constitute the visual
memory of the environment and are used for localization and navigation. We
also assume the availability of localization and navigation modules. So, the sole
purpose here is to track/assess the changes in the environment and to reflect them
in the map.
The remainder of this chapter is organized as follows. Sections 5.2 formulates
the visual memory problem, while section 5.3 discusses the principles of our ap-
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Figure 5.2: Images, 3D features and visual features (with interest points as fea-
tures in this example).
proach. Finally, section 5.4 reports the initial experimental results in an indoor
environment, showing that our approach improves robustness of localization and
navigation tasks.
5.2 Problem Formulation
We suppose that the environment contains a set of 3D features {Ql | l = 1, 2, . . . n}.
The observation (or projection) of a 3D feature Ql in an image I
ia is a visual
feature noted P∗l (refer to Figure 5.2). We assume that visual features can be
located/detected from images and that they are described by feature vectors.
Two features Pi1l1 and P
i2
l2
from two images I i1 and I i2 are said to be matched or
in correspondence if they are supposed to be the projections of a same 3D feature
(i.e. l1 = l2).
5.2.1 Visual memory
The Visual Memory (VM) of the robot can store different features:
(a) nVM key images {I
i | i = {1, 2, . . . , nVM}} extracted from the video sequence
initially acquired,
(b) for each key image I i, a set P i of ni descriptive image features P i = {Pilj | j =
{1, 2, . . . , ni} , lj ∈ {1, 2, . . . n}},
(c) a set of links between adjacent places {(I ia , I ib), (ia, ib) ∈ {1, 2, . . . , nVM}
2, ia 6=
ib},
(d) a set of 3D features {Ql | l = 1, 2, . . . n},
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(e) the motion of the camera between acquisitions of the key images.
Point c) is required when a topological map is used while d) and e) are required
with a metrical representation.
5.2.2 Initial localization
Let Ic be the image acquired at the current time step (current location) during
the autonomous navigation stage. We suppose that the initial localization of the
robot in its internal representation of the environment starts with finding the
index i such that (I i, P i) is the most similar to (Ic, P c). A measure of similarity
between images and/or features matching can be used for this purpose.
5.2.3 Path following
Once the robot is localized and a target is defined, we assume that it is then
possible to extract a path from the current location to the target. This path can
be autonomously followed using a set of key images (called visual route in the
sequel) defining successive references:
Ψ =
{
I ia | a ∈ {1, 2, . . . , nΨ} , ia ∈ {1, 2, . . . nVM}
}
Let I ia be the current reference image of the visual route Ψ. A usual way to
compute the state of the robot which supplies the control law can be summarized
as follows. First, a set of image features P c are extracted on the current image
and matched with those of I ia (P ia). Then, 3D information are estimated. Using
topological map, it can be retrieved from the matched features using for instance
techniques based on the epi-polar geometry as in (GTV+05). In metrical map,
3D information can be obtained with 2D-3D correspondences and 3D features’
positions. With point features for instance, pose estimation can be estimated
with three points using Grunert’s method as in (RLDL07) or Haralick’s method
as in (Nis04). The state of the robot is then extracted from the 3D information
and the control law computed.
5.2.4 Problem statement
To deal with perceptual lasting changes, it is necessary to update the content of
the visual memory. According to Sections 5.2.2 and 5.2.3, visual features have to
be used for the initial localization and during the path following stage. 3D features
positions can also be required during path following. Our objective is thus to
modify the set of features (visual features {P i} and 3D features {Ql} if required)
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to improve the performance of the visual navigation process. These modifications
will be based on the content of images acquired by the sensor during path following
on previous runs. The next Section describes the proposed approach to update
the visual memory, taking into account the previously mentioned requirements.
5.3 Map update process
To update the visual memory, we propose to use two memories: a Short-Term
Memory (STM) and a Long-Term Memory (LTM) (AS68). The Long-Term Mem-
ory stores the elements of the visual memory which will be modified while the
Short-Term Memory acts as a temporary buffer containing information about the
last acquired images. The other features of the VM (key images, links and/or
camera motions) are considered to be unchanged over time.
5.3.1 Long-Term and Short-Term Memories
The Long-Term Memory stores the set of 3D features as well as 2D features.
Each visual feature is associated with a state, representing its status at the cur-
rent time step. During the LTM update, states will be modified, resulting to the
elimination of obsolete visual features.
The LTM is defined as:
LTM = {{Ql | l = 1, 2, . . . n} ; {(P
i
lj
, silj ) | j = {1, 2, . . . , n
i} ,
lj ∈ {1, 2, . . . n} , i = {1, 2, . . . nVM} } }
where silj is the state of the visual feature P
i
lj
(the projection of Qlj in the image
I i of the Visual Memory).
Let I ia be the temporary reference image of the visual route. A Short-Term
Memory (STM) is associated with this image. It stores 2D and 3D features
extracted from the N images {Ici | 1 ≤ i ≤ N} acquired during the path following
step and such that their visual features have been matched with P ia for state
estimation. More precisely, the STM contains three lists:
• Qmem contains the nmem 3D features whose projections in I
ia have been
matched with visual features of {Ici}:
Qmem = {Qlj | j = {1, 2, . . . nmem}, 1 ≤ lj ≤ n}
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• Tnew lists theN 3D transformation matrices Tnew = {iaTc1 ,
ia Tc2 , . . . ,
ia TcN}
which give the pose of the N cameras’ frames in the camera frame corre-
sponding to the acquisition of I ia . These transformations can be extracted
from the 3D reconstruction estimated during path following.
• Qnew corresponds to potentially new features. A feature of Qnew is projected
on one image of {Ici} at least but not in the reference image I ia . The set
Qnew is noted:
Qnew =


(Qnew1 , {P
cl1,1
1 ,P
cl1,2
1 , . . .P
cl1,n1
1 })
(Qnew2 , {P
cl2,1
2 ,P
cl2,2
2 , . . .P
cl2,n2
2 })
. . .
(Qnewn , {P
cln,1
n ,P
cln,2
n , . . .P
cln,nn
n })
where P
li,j
j is the projection of the new feature Q
new
j in the image I
cli,j and
nj is the number of images where this 3D feature is projected.
5.3.2 Overview of the update process
The features of the LTM associated to the key images of the visual route Ψ are
updated during the path following stage as described in Algorithm 4. The first
key image of Ψ (I i1) is initially considered as the reference image I ia . An empty
STM is associated to this key image. Features are detected in the current image
Ici acquired by the embedded sensor and the STM is updated (refer to Section
5.3.3). Once the reference image I ia is reached, the features of the Long Term
Memory (LTM) associated to this key image is updated using the content of the
STM. Obsolete 3D features are deleted and new features are added and can be
used in future runs for initial localization and state estimation. The LTM update
process is detailed in Section 5.3.4. After this update, the STM associated to the
key image is deleted and the update process is repeated for the next reference
image I ia until the end of the visual route is reached.
5.3.3 STM update
The process detailed in Algorithm 5 describes the Short Term Memory update
process. Qmem is updated using 3D features whose projections are in the current
image Ici and in the reference image I ia . 3D features not still present in Qmem are
added to this set. Each visual feature Pcir not matched with any visual feature
of P ia is supposed to be the projection of a potentially new 3D feature. If Pcir is
matched with the projection of a feature Qnewj of Q
new (i.e. matched with a visual
feature of the set {P
cli,j
j }), then P
ci
r is added to the list of features associated to
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Algorithm 4 Process during path-following
1: Initialize the reference image: Iia = Ii1
2: while the target image IinΨ is not reached do
3: Create an empty STM: Qmem ← ∅, Tnew ← ∅, Qnew ← ∅ and N ← 0
4: while image Iia is the reference image do
5: Extract features in the current image Ici
6: Match features of Ici with features of Iia
7: Estimate the transformation iaTci
8: Estimate the control inputs, compute the commands and send it to the robot
9: Update the STM (refer to Algorithm 5)
10: N ← N + 1
11: end while
12: Update the LTM (refer to Algorithm 6)
13: Iia ← Iia+1
14: end while
STM LTM
s
m-1
s
1
s
2
s
m
miss miss
forget
hit
hit
hit
miss
...
Figure 5.3: LTM update, represented as a finite state machine.
Qnewj . Otherwise, a potentially new feature is added to Q
new and Pcir is associated
to it.
5.3.4 LTM update
The LTM is updated when the reference image I ia is reached. This process can be
split into two steps (refer to Algorithm 6): feature update and feature addition.
Feature update The elements of Qmem are used to update the state of features
of the LTM. When a 3D feature Qlj belongs to Q
mem then the state of the corre-
sponding projection Plj is reset to the first state or otherwise the state progresses
(refer to Figure 5.3). A visual feature that passes through all the states without
a “hit” is forgotten i.e. eliminated from the LTM. If any projection of the 3D
feature Qlj exists, then Qlj is eliminated.
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Algorithm 5 STM update process
1: procedure STM update
2: Add iaTci to T
new
3: for each feature Qik projected onto I
ci do
4: if Qik /∈ Q
mem then
5: Add Qik to Q
mem
6: end if
7: end for
8: for each feature Pcir of I
ci which is not a projection of a 3D feature in LTM do
9: if Pcir is the projection of a feature of Q
new
j then
10: Add Pcir to the list of features associated to this feature
11: else
12: Add a new 3D feature in Qnew and add Pcir to the list of associated
features
13: end if
14: end for
15: end procedure
Feature addition A feature Qnewi of the set Q
new is added to the LTM if
ni is greater than a threshold. As the number of images N acquired by the
embedded camera and matched with a given key image may vary (depending on
the acquisition framerate and on the longitudinal velocity of the robot among
others), the threshold we propose is function of N : Nτtf with 0 < τtf ≤ 1. It
is supposed that this feature is projected on a sufficient number of images such
that its 3D position can be computed in the frame attached to I ia using the set
Tnew and the positions of its projections. The geometry of Pnewi in the reference
image I ia can then be obtained by projecting this 3D feature. If the feature is
not visible (i.e. it is outside the image), this feature is not added to the LTM.
5.4 Implementation and experiments
5.4.1 Navigation framework
Our strategy for memory update has been implemented on the software platform
SoViN dedicated to visual memory management and navigation strategies (refer
to (CLME08)). We use the complete framework for autonomous vehicle naviga-
tion proposed in (CMM09). This navigation framework has been designed for a
generic class of cameras (including conventional, catadioptric and fish-eye cam-
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Algorithm 6 LTM update process
1: procedure Feature update
2: for each feature Piaij of I
ia do
3: if the corresponding 3D feature Qij is in Q
mem then
4: Reset Piaij to the first state (s
ia
ij
= 1)
5: else
6: Move Piaij to the next state (s
ia
ij
= siaij + 1)
7: if siaij > m then
8: Remove the visual feature Piaij from the LTM
9: if no projection of Qij exists then
10: Remove the 3D feature Qij from the LTM
11: end if
12: end if
13: end if
14: end for
15: end procedure
16: procedure Feature addition
17: for each feature Piaij of I
ia do
18: if ni > Nτtf then
19: Estimate the 3D position of the feature Qnewi
20: Add Qnewi to the LTM
21: Estimate the position of the feature Pnewi in I
ia
22: if Pnewi is visible in I
ia then
23: Add (Pnewi , 1) to the LTM
24: end if
25: end if
26: end for
27: end procedure
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eras). The robot’s internal representation of the environment is a visual memory
topologically organized. When running autonomously, the vehicle is guided along
the reference visual route with a vision-based control law adapted to the nonholo-
nomic constraint. The estimation of the input of the control law are computed
from the camera motion parameters estimated between the current image and
the reference image using point as visual features and a local 3D reconstruction.
5.4.2 Set-up and implementation
Our experimental vehicle is a Pioneer AT3 robot equipped with a Fujinon fisheye
lens (having a field-of-view of 185 deg) mounted onto a Marlin F131B camera.
Grey level images of resolution 800 × 600 pixels are acquired at a rate of 7.5
fps. The camera has been calibrated using the Matlab toolbox presented in
(MR07). It is looking forward and it is situated at approximately 40 cm from the
ground. The parameters of the rigid transformation between the camera and the
robot control frames are roughly estimated. Vision and guidance algorithms are
implemented in C++ language on a laptop using RTAI-Linux OS with a 2GHz
Centrino processor. The considered visual features are Harris corners described
by their neighborhood. The similarity score between two patches is based on
the Zero Normalized Cross Correlation (ZNCC). The automatic process occuring
during the learning step for key images’ extraction is the following: the first image
of the video sequence is selected as the first key frame I1. A key frame Ii+1 is
then chosen so that there are as many video frames as possible between Ii and
Ii+1 while there are at least M common interest points tracked between Ii and
Ii+1. Links between successive images are added to the Visual Memory which is
topologically organized.
The initial localization of the robot is the image of the visual memory with the
highest number of features matched with the features P c of the current image Ic
(winner-takes-all method). During path following, features of the current image
Ic are matched with features of the reference image I ia (matched features). The
camera motion parameters are then determined from the essential matrix between
Ic and I ia estimated using five couples of matched points (LH06) and a random
sample consensus (RANSAC) algorithm to eliminate false matching. Once the
robot reaches the reference image, the next image of the visual route is set as the
reference image.
For the memory update, the number of states of the LTM is set to m = 3.
The threshold for feature addition is τtf = 0.33. That is to say, a new feature
is added if it has been seen in more than 1/3 of the images. The 3D position
of a new feature is computed using a triangulation process with 2 views and a
RANSAC technique. The descriptor of its re-projection is set to be similar to the
descriptor of the feature with the smallest re-projection error.
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During the learning step, the robot is manually tele-operated in an warehouse-
like indoor environment and images are acquired. The LTM built with the 22
selected key images contains 3039 3D points and 73132 visual features (with ap-
proximately half of them matched with an other visual feature). During the
navigation task, the robot is approximately situated where the initial image
was acquired and the target is the last key image. The translational velocity
is V = 80mm/s. A navigation task is first realized with a static visual memory.
Images are stored and used to compare initial localization results with static and
adaptive visual memories. A navigation task is then realized with the adaptive
LTM. The environment is quiet similar during both navigation tasks. Later, mod-
ifications are manually done and the same experimentations are repeated. In the
reported results, the environment has been modified 8 times. Some changes on
the appearance of the environment for two places at Run1 and Run8 are drawn
in Figure 5.4. Note that illumination changes occurred during those experiments
(Figure 5.4 (a),(b), element 1). In Run1, the environment has not been changed
after the learning stage. Before Run1 and Run2, two chairs have been added
(Figure 5.4 (a), (b), element 3) and a garbage has been moved. A new chair has
been added before Run3. Before Run4 and Run5, two coat stands have been
added. Some changes also occurred between Run5 and Run6, Run6 and Run7
and between Run7 and Run8 (refer to Figure 5.4 (c) and (d) for instance).
5.4.3 Memory content
The number of 3D features and the mean number of point features by key image
are represented in Figure 5.5. The number of 3D features is clearly increasing
over time using an adaptive memory. Between Run3 and Run4, the number of
image features highly decreases. This is mainly due to the elimination of features
detected in the images acquired during the learning stage but never used during
the navigation tasks. The number of features then slowly varies, depending on the
content of the environment. We observed that using an adaptive visual memory
reduces the required resources in terms of memory.
5.4.4 Initial localization
Initial localization results are compared between adaptive and static memories.
The mean number of features matched between the current image and the most
similar key image of the memory is represented in Figure 5.6 (a) while the mean
computational time to process it is given in Figure 5.6 (b). The number of
matched features is decreasing over time for both approaches but it decreases
slower when using an adaptive memory. For Run8 for instance, 33% more fea-
tures are matched when using adaptive memory. Moreover, after Run3, the com-
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(a) Place 1, Run1 (b) Place 1, Run8
(c) Place 2, Run1 (d) Place 2, Run8
Figure 5.4: Changes in appearance between Run1 and Run8 for two different
places of the environment.
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Figure 5.5: Content of the LTM. Figure 5.5b: number of 3D features. Figure
5.5b: mean number of image features by key image versus run number.
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Figure 5.6: Initial localization. Figure 5.6a: mean number of matched features.
Figure 5.6b: mean computational time (in ms) versus run number.
putational cost is smaller when using an adaptive memory (7% of amount of time
saved for Run8).
5.4.5 Autonomous navigation
For each run, the navigation tasks have been successfully executed using static
and adaptive memories. Around 900 points are detected in each image. The mean
number of features matched between the current image and the reference image
as well as the number of features robustly matched are represented in Figure 5.7.
It can be observed that the gain in terms of number of robust matches is positive
but small. This is probably due to the method of triangulation we employed
for estimating the position of the feature in the reference image during the LTM
update. We are currently comparing this method to a non-linear optimization
technique for n-view triangulation and a L2-optimal triangulation technique for
three views. It can be noticed that the percentage of robust matches over visual
matches is decreasing (52% for Run1, under 40% for Run8). However, this per-
centage is higher when using an adaptive memory rather than a static memory
(38% vs 26% for Run8).
5.5 Conclusion
We have presented a strategy to deal with perceptual lasting changes within visual
memory-based navigation frameworks. This strategy is based on the concepts
of short-term and long-term memories. During the path-following stage, visual
104
Conclusion
1 2 3 4 5 6 7 8
0
50
100
150
200
250
300
Run
 
 
Static LTM: Matched features
Adaptive LTM: Matched features
Static LTM: robust matches
Adaptive LTM: robust matches
Figure 5.7: Path following stage: mean number of matched features versus run
number.
features extracted in the current image is used to update a short-term memory.
Once a key image is reached, features associated to it in the long-term memory are
updated from the STM content. The results show that the performances of the
initial localization and of the path following stages are improved. The required
resources in terms of memory and processing power over time are limited thanks
to the deletion of obsolete features while more features are matched during initial
localization and path following.
We are currently improving the current implementation. A main drawback of
the feature addition process occurring during LTM update is the possible error
accumulation over time due to the 3D reconstruction steps. In (DCD11), only
a small number of sample points selected with an Unscented Kalman Filter are
propagated to solve this problem. However, errors will still being accumulated
after some times. One perspective of our work is to deal with this issue using the
uncertainty in feature position estimation to decide if the key images and related
visual features should be totally replaced.
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6The Institut Pascal Datasets
Public datasets are vital for the mobile robotics research community as they
form a common ground for evaluating and comparing various approaches towards
solving problems like loop closure, SLAM, visual odometry, etc. Every dataset
is distinct from the others in several aspects ranging from sensor parameters
to environmental conditions and illumination. Any given dataset has a set of
several parameters ranging from sensor related ones to environmental conditions
and illumination. Since every dataset is distinct in terms of its parameters, testing
on multiple datasets can provide an idea of the algorithm’s robustness to various
parameters.
Datasets with multiple sensors are advantageous in that they can be used to
test the effectiveness of each sensor in solving a particular problem. Conjointly,
data from multiple sensors can be fused together to generate a composite data
representation richer than the individual sensor datum. However, this is possible
only if different sensor datum can somehow be synchronized together. Another
vital characteristic desired of a dataset is a complete and accurate ground-truth
information. Ground-truth is the key ingredient in evaluating the accuracy of
most mobile robotic algorithms.
Being motivated by the above mentioned factors, we built our dataset: IPDS
(The Institut Pascal multi-sensor Data Sets for mobile robotics). IPDS contains
data from a total of twelve sensors including seven cameras, two laser range find-
ers, two GPSs, an odometry system and an accelerometer+gyroscope. Of the
two GPSs, one is an RTK-GPS(RealTime Kinematic GPS) which is heavily re-
lied upon to furnish the ground-truth for the sequences/trajectories. The dataset
is complemented with Individual sensor calibration and some inter-sensor calibra-
tion data. All the sensors are mounted on a car-like robot which has been used for
navigation through the furnished trajectories. To reduce the huge load incurred
by the sensor data flow, the sensors have been divided across two computers.
107
The Institut Pascal Datasets
The dataset mainly consists of two main outdoor sequences in two different en-
vironments with a very small intersection. Additional sequences for environment
learning and a sequence containing loop closures produced by varying revisiting
velocities (useful to test some loop closure algorithms) are also provided.
The remainder of the chapter is organized as follows. Section 6.1 discusses
other publicly available datasets and section 6.2 discusses the robotic platform
and the eleven sensors mounted on it. The process of sensor distribution among
the two computers and their synchronization is discussed in section 6.4. Calibra-
tion information is discussed in section 6.3. Various sequences of the dataset are
discussed in section 6.5.
6.1 Similar Datasets
Several researchers (SBC+09), (BMG09), (RSR11), (WMHU10), (GMMW10),
(GLU12), (PME11) (nav), (HR03) have done similar work in building outdoor
datasets and making them publicly available. Many of the older datasets in
(HR03) are intended for SLAM and mainly constitutes laser range data.
The Newcollege dataset (SBC+09) is a popular laser and vision dataset from
Oxford which has been used in visual SLAM, topological SLAM, scene labeling
and visual odometry applications. It contains a stereo camera pair, panoramic
images from a 5 camera Ladybug, two SICK laser range finders, odometry from
a Segway robot and a low cost GPS system. Since the data contains trajectories
through heavy vegetation, there are perturbations in the GPS readings and hence
is not completely available for the whole dataset.
The Malaga dataset (BMG09) contains DGPS (Differential GPS), three RTK-
GPS, two cameras facing forward in the direction of vehicle motion, two hokuyo
and three SICK laser range finders. The dataset aims to provide a 6D centimeter
accuracy ground-truth information and several auto-calibration procedures for
the sensors on the vehicle. SLAM, tracking and Point cloud data processing are
the targeted applications. However, the setup does not include any panoramic
cameras and any cameras looking backwards in the opposite direction of mo-
tion. Also, re-traversals (loop closures) in urban areas which are important for
topological or metric SLAM are few in number. Moreover, many of the loop
closures are concentrated in a parking environment which is somewhat different
to any real world testbed. As a result, the dataset is usable for 3D SLAM, visual
odometry and point cloud operations but not suitable for testing applications like
topological SLAM.
Another multisensor dataset, the Cheddar Gorge dataset (RSR11), Bumble-
bee stereo camera, a HD video camera, a Velodyne (LiDAR), INS, IMU and four
independent wheel distance encoders. Although a variety of sensors have been
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used in data acquisition, some of the sensors were not connected to the on-board
computer and hence cannot be synchronized with the other sensors. The authors
mentioned that the dataset is aimed at no particular problems and hence is a
bit difficult know several details like loop closures. Last but not least there is no
omni-directional visual sensor present.
Two datasets from Queensland, Australia namely St Lucia Stereo (WMHU10)
and St Lucia Multiple Times of the Day (GMMW10) datasets are used for vi-
sual SLAM and visual odometry applications. St Lucia Stereo dataset contains
data two cameras, GPS, INU (Inertial Navigation system) and IMU (Inertial
Measurement Unit) and the other dataset contains a webcam and GPS system.
The variety of sensors is these datasets is not much and it lacks RTK-GPS and
panoramic sensors.
Another thorough vision dataset called the KITTI dataset (GLU12) also
stands in competition. It contains data acquired on a car with two gray-scale
and two color cameras, a velodyne and GPS/IMU localization unit. Though this
is a rich set of information, not many loop closures can be seen in the dataset
required for several types of large scale SLAM. However, the data is very useful
for traffic learning, segmentation, optical flow and visual odometry applications.
Ford campus dataset (PME11) consists of a GPS/IMU, an IMU, a Velodyne,
two lidars and a Ladybug3 omni-directional camera mounted on a modified pickup
truck vehicle. As with the other datasets it does not contains too many loops,
however it contains a rich set of point cloud information that can be useful in
laser-vision semantic labeling, navigation and 3D object recognition. .
Rawseeds dataset (BBF+06) is another important contribution to the mobile
robotics community. It consists of an IMU, Hokuyo and SICK laser range find-
ers, an RTK-GPS, two low-resolution frontal cameras, three stereo cameras pairs
facing the left, right and top views, an omni-directional camera and an odometry
system. The data consists of many loops and is acquired in a mixture of outdoor
and indoor environments using a Robocom robot. Several sequences with and
without dynamic objects and natural lighting are provided.
(nav) describes the Navlab SLAMMOT dataset which contains SICK laser
data, pose data and omni-directional images. It is intended for localization,
mapping and moving object tracking but it contains just two loops.
Many of the datasets lack omni-directional data primarily and some of them
lack RTK-GPS data (no accurate ground-truth). Omni-directional data is impor-
tant in mapping and localization approaches primarily due to the 360 degree field
of view which enables robots to map or explore a region with just one pass rather
than having to travel two times in both directions as in the case of conventional
cameras. Also, having as many different loops as possible in the trajectory is
important for error corrections in SLAM applications. A systematic comparison
of our dataset with all the afore mentioned datasets is shown in table 6.1.
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Sequence
New-
college
(SBC+09)
Malaga
(BMG09)
Ched-
dar
Gorge
(RSR11)
St
Lucia
Stereo
(WMHU10)
St
Lucia
Mul.
times
(GMMW10)
KITTI
(GLU12)
Ford
(PME11)
Rawseeds
(BBF+06)
IPDS
Platform
Omni-
directional
camera
yes no no no no no yes yes yes
Fisheye
camera
no no no no no no no no yes
Stereo
camera
yes no yes no no yes no yes no
Wide
baseline
camera pair
no no no yes no no no no yes
RTK/DG-
PS/
low-cost
GPS
no/no/
yes
yes/yes/
no
no/yes/
no
no/no/
yes
no/no/
yes
yes/no/
no
no/yes/
no
yes/no/
no
yes/no/
yes
Frontal-back
camera pair
no no no no no no no no yes
Laser Range
Finders
yes yes no no no no no yes yes
LiDAR no yes yes no no yes yes no no
odo/IMU/
INS
yes/no/
no
no/yes/
no
yes/yes/
yes
no/yes/
yes
no/no/
no
no/yes/
no
no/yes/
yes
yes/yes/
no
yes/yes/
no
Environment
type
Semi-
urban
Urban
Coun-
tryside
Urban Urban Urban Urban Urban
Semi-
urban
Table 6.1: Comparison of different datasets.
110
Platform & Sensors
Dimensions 1960x1273x2110mm (L
x l x h)
Weight 400 kg (hors batteries)
Maximum Speed 0 to 20 km/h
Batteries 8 batteries 12V, 80 Ah
Autonomy 3h00 en pleine charge
Motor triphase 3x28 V, 4 KW
Break integrated to the mo-
tor.
Table 6.2: Details of VIPALAB
6.2 Platform & Sensors
A VIPALAB platform is used to navigate the environment for data acquisition.
VIPALAB is manufactured at Clermont-Ferrand by the APOJEE company ac-
cording to the specifications of Institut Pascal. A short list of specifications of the
VIPALAB vehicle are given in Table 6.2. It contains an onboard odometry sys-
tem, a low-cost accelerometer+gyroscope, a low-cost GPS and a computer. The
vehicle can be controlled using the computer or through a wired control panel
attached to the vehicle. Along with the three proprioceptive sensors mentioned
above, the remaining eleven sensors have been added by us with appropriate
mounting arrangements. Figure 6.1 shows the VIPALAB vehicle and the differ-
ent sensors mounted on it. An additional computer has been deployed on the
vehicle to share the data load emanating mainly from the cameras. The following
subsections describe each sensor class in detail.
6.2.1 Cameras
Of the seven cameras, there are three Foculus F04321B gray-level cameras equipped
with Pentax C4180X conventional lenses, a Marlin F-131B gray-level camera
equipped with a Pentax TV Lens H416ER lens, a Basler scA1300-32fc color cam-
era equipped with a Kumotek VS-C800MR catadioptric mirror, a Basler scA1300-
32fc color camera equipped with a Fujinon FE185C057HA1 fisheye lens and a
Logitech QuickCam Pro 9000 webcam. Two of the Foculus cameras are mounted,
one on the left and the other on the right of the frontal facade (forward-left and
forward-right) of the vehicle such that they capture images in the direction of
the motion of the vehicle. Hence the cameras on the left and right are named
f − l− cam and f−r− cam. The third foculus camera b− cam is mounted in the
middle of the backward facade of the vehicle enabling ot to capture the images in
the direction opposite to the vehicle motion. The Marlin camera is f −m− cam
is mounted on the frontal middle of the facade of the vehicle. A Basler camera
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Figure 6.1: VIPALAB with all the sensor details, their mounting locations and
the data frame rate.
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with fisheye lens fe − cam and the webcam are mounted at the middle of the
frontal facade whereas the other Basler camera with catadioptric lens cata− cam
is mounted on the top of the vehicle. The webcam is mounted on the frontal
facade close to the f −m− cam.
All the cameras operate at a frequency of 7.5 fps except for the webcam which
operates at 15 fps. The choice of the cameras is made such that we have at least
one camera each of conventional, dioptric and catadioptric models. Regarding the
mounting configuration, all the cameras except one provide the frontal images in
the direction of the motion of the camera. f − l− cam, f − r− cam and b− cam
are mounted such that f − l− cam and f − r− cam form a wide baseline camera
pair and one or both of these cameras in conjunction with the backward facing
camera b−cam form a frontal-backward camera pair. Both of these combinations
provide a wide field of view and prove useful in several applications like stereo
matching, mapping, loop closure, SLAM, etc.
6.2.2 Range Sensors
Two SICK LMS151-10100 planar range finders are used as range sensors and are
mounted on the frontal facade of the vehicle. The first laser range finder Lhz is
mounted horizontally (parallel to the ground plane) and the second range finder
Lin is inclined at an angle of 20 degrees with respect to the horizontal range finder
and facing the ground plane. Both Lhz and Lin operate at a frequency 50 hz.
6.2.3 GPS
Two GPSs, an uBlox LEA-6T-0-100 (low-cost GPS) Gub and a ProFlex500 (RTK-
GPS) Grtk are mounted on the top of the vehicle. Gub provides readings at 1 hz
frequency and Grtk provides readings at 10 hz frequency. Only the GGA (fixed
information) and GSV (satellite information) packets of the NMEA data are saved
from the two GPSs.
6.2.4 Proprioceptive Sensors
Odometry information is obtained from two encoders embedded in the VIPA
vehicle body namely, motor encoder and rear wheel encoder. Data is obtained
at 50 hz from both the encoders. Motor encoder provides translational velocity
up to an accuracy of 0.1 m/s and steering anle measurement up to an accuracy
of 0.02 degrees. Translational velocity and steering angle are combined using
an Ackerman model in dead reckoning and the reconstructed trajectory is also
provided along with the raw data. The data provided by the wheel encoders can
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be used to obtain displacement up to an accuracy of 2 cm and hence the velocity
can be estimated.
A low-cost accelerometer+gyroscope combination is embedded at the middle
of the rear-axle of VIPA. The accelerometer provides acceleration information
along the three axes while the gyroscope provides only yaw information (rotation
along the axis perpendicular to the ground plane) and both of them operate at
50 hz.
6.3 Sensor Calibration
Three types of calibration are performed and the respective data is supplied as a
part of the dataset: vehicle-to-sensor calibration, intrinsic sensor calibration and
inter-sensor calibration.
Vehicle-to-sensor calibration involves measuring the translation and rotation
of each sensor with respect to the vehicle body frame (essentially the vehicle’s
rear axle). This has been done manually using measurements from a 2D laser
displacement sensor. The calibration information takes the format of a 6-element
vector: (X, Y,W,Roll, P itch, Y aw).
Intrinsic sensor calibration procedure varies depending on the type of the
sensor. For all the cameras except the cata− cam one, a planar calibration board
with circular patterns is used as it is known to provide better calibration results
(LDAA+10). cata − cam is calibrated using a regular chessboard calibration
pattern. Figure 6.2 shows the two calibration patterns. For conventional camera
calibration, a pinhole camera model with polynomial distortion model is used.
An unified spherical model is used to calibrate the fisheye and omni-directional
cameras. Images with both calibration patterns acquired with all cameras are
separately provided as calibration data to facilitate recalibration by users. Table
6.3 enlists various vehicle-to-sensor and intrinsic calibration details of different
sensors.
Accelerometers and RTK-GPS are also calibrated.
Two inter-sensor calibrations are performed whose calibration results along
with the data are included in the data. The first one is a laser range finder to
conventional camera calibration. This calibration information is used for project-
ing range readings onto the camera images. The second one is a conventional
camera to fisheye camera calibration which can allow the map of features from
one camera image to the other image.
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(a) circular Pattern (b) Chessboard Pattern
Figure 6.2: Patterns used for calibration of cameras.
6.4 Load Sharing and Synchronization
Due to the heavy load incurred by the image data from seven cameras and the
laser range finders, a data flow bottleneck is observed on use of a single computer.
To counter this problem, we have used an additional computer apart from the
on board computer of VIPA and shared the sensors among the two computers
as shown in figure 6.3. The two computers are connected over the Local Area
Network (LAN) of the vehicle platform. However using two computers introduces
the problem of synchronization due to the high likelihood of the two computers
having different system clock times. For example, let say that we have to find a
particular sensor reading x from a sensor of computer B which is acquired at the
same time as another sensor y in computer A. This problem demands that the
timestamps assigned to the sensor readings of x and y should be in the same time
frame even though the assignment happens in different computers. This process of
maintaining the same time frame on different computers is called synchronization.
In our case, synchronization is achieved using the Network Time Protocol (NTP)
which is a popular choice for clock synchronization over data networks and is
known to achieve 1 millisecond accuracy in LAN networks. Without loss of
generality, lets consider one of the computers a server and the other one a client.
A client is synchronized with the server using NTP by computing the round-trip
delay and the offset. Round trip delay is the time lost in response between the
server and client communication and the offset is the time difference between the
client and server. Client side sensor readings are timestamped by the updated
clock time using NTP while on the server side which has the reference clock,
regular timestamps are used.
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f-m-cam
vehTf−m−cam [1.50, 0, 1.665, -π/2, 0, -π/2 ]
[fu, fv] [650.57, 650.98]
[u0, v0] [511.63, 387.90]
kc [-0.348, 0.144, -0., 0., -0.03]
webcam
vehTwebcam [1.55, 0, 1.80, -π/2, 0, -π/2]
[fu, fv] [534.81, 530.44]
[u0, v0] [330.27, 222.44]
kc [0.051, -0.183, -0., -0., 0.088]
f-l-cam
vehTf−l−cam [1.52, 0.25, 1.66, -π/2, 0, -π/2]
[fu, fv] [1047.34, 1047.93]
[u0, v0] [512.97, 382.36]
kc [-0.254, 0.144, -0., -0., -0.08]
f-r-cam
vehTf−r−cam [1.52, -0.25, 1.66, -π/2, 0, -π/2]
[fu, fv] [1042.75, 1042.84]
[u0, v0] [516.13, 391.74]
kc [-0.251, 0.122, -0., -0., -0.039]
b-cam
vehTb−cam [-0.32, 0.1, 1.67, π/2, 0, -π]
[fu, fv] [1047.83, 1048.14]
[u0, v0] [499.70, 398.48]
kc [-0.263, 0.17, 0., 0., -0.107]
cata-cam
vehTcata−cam [0.595, -0.05, 3.04, -π/2, 0, 0]
[fu, fv] [359.86, 360.96]
[u0, v0] [670.96, 458.77]
ξ 1
fe-cam
vehTfe−cam [1.505, 0.100, 1.84, -π/2, 0, -π/2]
[fu, fv] [1308.37, 1302.10]
[u0, v0] [688.07, 470.88]
ξ 1.723
hz-laser
vehThz−laser [1.59, 0, 0.22, -π/2, 0, 0]
incl-laser
vehTincl−laser [1.50, 0.1, 1.96, -π/2, 0, -20.π/180]
r-gps
vehTr−gps [0, 0 , 1.81, 0, 0, 0]
l-gps
vehTl−gps [0, 0.1 , 1.81, 0, 0, 0]
proprio-acc
vehTacc [0, 0 , 0.56, π, π, 0]
proprio-magneto
vehTmagneto [0, 0, 0.56, π, π, 0]
Table 6.3: Sensor Parameters. The rows in blue provide the extrinsic parameters
of the sensor in the format [ X Y Z Roll Pitch Yaw ] and the rows in khaki show
the intrinsic parameters of the cameras.
6.5 Sequences
IPDS is mainly acquired over two environments namely PAVIN and CEZEAUX.
Both the environments are completely within range of the GPS base station
and hence reliable RTK-GPS readings are possible at every location of data ac-
quisition. PAVIN (Plateforme d’Auvergne Pour les Véhicules Intelligents) is an
artificial environment setup spread over an area of 5000 sq.meters which serves
as a testbed for mobile robotic applications. It has an urban environment with a
trajectory length of 317 meters containing tarred roads with building facades on
both sides, traffic junctions and roundabouts with traffic sign boards wherever
necessary. Another part of PAVIN contains rural style roads covering a trajectory
of 264 meters with grass and mud on the roadsides. An areal view of pavin is
depicted in Figure Even though PAVIN is a small scale environment, it stands
as an ideal platform for evaluating algorithms related to autonomous driving like
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NTP Server NTP Client
LAN
Figure 6.3: Two computers connected over LAN for synchronization using NTP
and the sensors shared among them.
navigation, road detection, traffic signal detection, etc. Also, since the environ-
ment is small, it was feasible to traverse through every road in the environment
and hence is suitable for algorithms like map matching, map merging and multi-
robotic mapping which need completely explored environments. Last but not
least, a 2D and a textured 3D model of PAVIN environment are available (Figure
6.4). Both these models are geo-referenced with high-precision GPS data and
hence serves as a essential addition in testing 3D reconstruction/Structure From
Motion (SFM) and learning for RGB-D SLAM.
The CEZEAUX environment consists of areas surrounding the Blaise Pascal
University and several research laboratories, and encloses the above mentioned
PAVIN environment as well. CEZEAUX is spread over 83 hectares and consists
of urban/semi-urban pathways. Due to the large size of the environment it was
impossible to navigate through every pathway in CEZEAUX, however we covered
all the important locations that could possibly challenge robustness of perceptual
aliasing for SLAM problems.
Six sequences were acquired on both the environments which are illustrated
in figure 6.5 generated using RTK-GPS readings of the corresponding sequences.
Each sequence is separately shown displayed in Figure 6.6 and various details
about them can be found in table 6.4. PAVIN-Jonco and CEZEAUX-Sealiz
are the longest main sequences acquired in PAVIN and CEZEAUX environ-
ments respectively and they contains several re-traversals (loop closures). How-
ever, PAVIN-Jonco is a completely explored sequence (no path in the environ-
ment is left untraversed) and is very useful as discussed above. PAVIN-Eloand
CEZEAUX-Heko are again shorter sequences of PAVIN and CEZEAUX which
can be used for but not limited to environment learning in applications like vi-
sual vocabulary learning. The speciality of PAVIN-Hema is variable velocity.
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(a) Areal View of 2D model (b) 3D model
Figure 6.4: A priori information about PAVIN in the form of 2D and 3D models.
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PAVIN−Jonco
PAVIN−Faust
PAVIN−Elo
PAVIN−Hema
CEZEAUX−Sealiz
CEZEAUX−Hemanth
Figure 6.5: Six sequences from PAVIN and CEZEAUX plotted with data from
RTK-GPS.
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(a) Four sequences of PAVIN.
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(b) Two sequences of CEZEAUX.
Figure 6.6: All six sequences illustrated separately.
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That is re-traversals happen at a velocities different than the previous traversals.
This sequence is especially helpful in loop closures approaches which assume con-
stant velocity and loop closure approaches which use motion model to capture
re-traversals with different velocity. PAVIN-Fausco contains long loops ranging
from 85 meters to 160 meters. Such long loops may find application in SLAM
algorithms for evaluating robustness to odometry drift.
6.6 Data Access and Software
6.6.1 Data Access
The data is available for download at the website:
http ://www.lasmea.univ-bpclermont.fr/Personnel/Jonathan.Courbon/IPDS/
The data organization has been done recognizing the fact that not every user
wants to download the whole dataset with all sensors’ data. Another possibility
is that one might need just a part of the sequence but not the entire sequence.
Hence, each sequence is stored as several subsequences, each spanning a certain
period of time. For example, the PAVIN-Jonco sequence is stored as multiple sub-
sequences, each spanning 1 minute and CEZEAUX-Sealiz contains subsequences
spanning 2 minutes each. The subsequence span is chosen depending on the to-
tal sequence acquisition duration so as to avoid over-splitting (huge number of
subsequences). Each subsequence is again stored sensor by sensor, such that the
user can download only data from a particular sensor of a subsequence. However,
provisions to download a particular sensor’s data for a whole sequence is also
provided.
Due to the huge size of the image data, images are stored as videos (generated
with minimal loss compression). To facilitate extraction of images from the video,
appropriate scripts are provided along with the data.
6.6.2 Software Toolkit
A C++ toolkit complements the dataset which aides in a myriad of data process-
ing tasks. The toolkit has been tested in linux and is provided with the full source
code. Different functionalities of the toolkit will be discussed subsequently.
Data Extraction involves the extraction of data from the archived subse-
quences. This is achieved using the script extractV ideosAndArchives.sh which
also is useful in the afore mentioned images extraction from videos.
Data Reading comprises the task of reading multiple sensor data using the
getReadings function into objects of type Unit, which hold individual sensor
readings and their acquisition timestamps in microseconds.
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Sequence
Traj.
Len.
(km)
Span
(min)
Data
Size
(GB)
Avg.
Ve-
loc-
ity
(m/s)
No. Images
No.
Laser
Scans
f-l-
cam/
f-r-
cam/
b-cam
cata-cam/
fe-cam/
f-m-cam
web-
cam
hz-
laser
incl-
laser
PAVIN-
Jonco
2.3 18 90 2.2 8097×3 8162 × 3
16330 ×
3
54071 ×
2
PAVIN-Elo 1.2 12 64.6 0− 6 5453×3 5512 × 3 11004 ×
3
36492 ×
2
PAVIN-
Hema
0.6 5 26.8 2.2 2330×3 2291 × 3 4566× 3
15162 ×
2
PAVIN-
Fausco
1.3 10 54.3 2.2 4623×3 4627 × 3 9247× 3
30568 ×
2
CEZEAUX-
Sealiz
7.8 52 269.5 2.5
23027×
3
23003 × 3
45923 ×
3
152581×
2
CEZEAUX-
Heko
4.2 28 150.5 2.5
12853×
3
12846 × 3
25680 ×
3
85176 ×
2
Table 6.4: Details of all sequences of IPDS dataset. First column - Sequence name,
Second column - Length of trajectory in kilometers, Third column - Time taken for
sequence acquisition, Fourth column - Total size of all the sensor data of a sequence,
Fifth column - Average velocity of the vehicle during sequence acquisition, Sixth
column - Number of loop closures, Seventh, Eighth and Ninth columns - Number
of images of different cameras, Tenth column - Number of laser scans of the two
lasers.
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Data synchronization in our software involves extracting readings of a sensor
with closest timestamps (acquired at the same time) to the readings of another
sensor. Two types of synchronization modules are provided: The first one syn-
chronizes a pair of sensors using the synchronizePair function and the second
one is capable of synchronizing more than two sensors using synchronizeReadings
function. In fact the latter uses the former function to complete its job.
Data Casting functionality aims at casting the sensor readings read into the
Unit objects into sensor specific structures. A sample snippet of casting a Unit
object containing GPS data into a GPS specific data structure is as follows:
gps_data data=gps_data(aunit.readings);
double latitude_lambert=data.lat_l2e; The sensor specific data structure
code is automatically generated by parsing the sensor configuration table.
6.6.3 Additional Tools
An Unwrapper for unwrapping omni-directional images is provided. This tool is
built upon unwrapping code of Andrej Pronobis1.
A Data Viewer is provided which reads all the sensor data of any given se-
quence and visualizes all sensors’ data in separate tiles of the screen. The same
can be used to make a video of the visualization.
A Point Cloud Plotter that plots the range readings as a 3D point cloud
is supplied. Normally, to plot a point cloud, one needs accurate vehicle position
information (and hence laser position) for the whole sequence, which is impossible
due to the likely drift in odometry. Hence, we fused the odometry data with the
RTK-GPS data using a kalman filter to obtain a better position estimate. The
position estimates are conjoined with the local transformations of laser range
finders with respect to the vehicle to transform the range readings into the 3D
world. Examples of the point cloud obtained on PAVIN-Jonco sequence are shown
in Figure 6.7.
A Geo-referencing Tool that reads GPS data from a sequence and generates a
map augmented with google StreetView images at the GPS way-points is provided
(Figure 6.8). However, due to lack of StreetView images for PAVIN environment,
the tool functions only with the CEZEAUX sequences.
1http://www.csc.kth.se/ pronobis/software/unwrap/
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(a) global View (b) A Local View
Figure 6.7: Point clouds plotted using range data of the PAVIN-Jonco sequence.
Figure 6.8: The geo-referencing tool functioning on CEZEAUX.
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7Conclusion
The present thesis discussed two approaches of hierarchical loop closure in outdoor
environments using cheap omnidirectional cameras. Input image sequences were
split into several partitions and each partition was represented as a place in the
environment.
The first loop closure approach (chapter 3) uses an Image Sequence Parti-
tioning (ISP) approach using feature matching based on nearest neighbors. Node
and image level loop closures were performed using visual words extracted from
images. Totally, loop closure is performed by employing spatial and frequency
constraints on visual words and modest recall rates are reported on three public
datasets. However, the omnidirectional image structure was not completely uti-
lized in evaluating image similarity. Another problem of this approach was the
low sparsity, i.e. too many nodes to represent the environment.
The second loop closure approach (chapter 4) using VLAD features and visual
words, aims at improving loop closure recall rates and map sparsity. Node level
loop closure is performed using VLAD features and image level loop closure using
a similarity measure based on spatial shift of visual features. The recall rates and
sparsity were tremendously improved over the HIF based approach.
A visual memory management approach for navigation application has been
proposed in chapter 5. The approach aims at providing a visual memory update
model independent of the map representation and camera type. Improvement in
resource saving and computational savings have been demonstrated on an indoor
dataset.
To provide a common platform for testing multiple algorithms for various
vision and robotics problems, we acquired a multi-sensor dataset which was dis-
cussed in chapter 6. The challenges involved in the management of huge influx
of data from the sensors and the distribution of sensors across multiple comput-
ers are discussed. Several software tools, calibration data and results of various
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sensors are provided with the dataset.
7.1 Future Work
The current work can be extended in several ways to be useful for robot naviga-
tion, path planning and human understandability of the built maps.
7.1.1 Framework
Reduction of Parameters: The approaches presented in the thesis involve a lot
of thresholds and can be difficult to tune with respect to a given environment
or camera type. An interesting possibility of future work can be to reduce the
parameters of the loop closure or by enabling the algorithms to self calibrate the
parameters using a few training images.
Probabilistic Framework: A probabilistic framework that can capture the
hierarchical loop closure process can be much more beneficial in robustifying the
algorithm as well as facilitating the parameter learning process.
Adapting Loop Closure into Visual Memory: Integrating our online loop clo-
sure framework into the adaptive visual memory framework could be beneficial
for robustifying the map. The resulting map gets better over time and can be
used in life long map building applications.
7.1.2 Computational Savings
Parallelization: The major part of all the algorithms presented in this thesis
involves huge chucks of independent computations. This kind of computations are
perfectly suitable to be parallelized on multi-processor or GPU systems leading
to computational efficiency.
Adapting Binary Descriptors: As pointed out in chapter 4, 70% of the com-
putational time is consumed by the USURF feature extraction process. This can
be drastically shortened by using newly proposed binary descriptors like BRIEF
(CLO+12) or ORB (RRKB11) which are fast to compute. Another alternative is
to use GPU for SURF extraction which increases dependency on hardware.
7.1.3 Datasets
Additional data: In addition to the data provided in IPDS, we plan to annotate
the data with semantic labels so as to be used for benchmarking for autonomous
labelling approaches. Also, a new set of sequences for evaluating long-term mem-
ory mapping approaches are planned.
126
Future Work
7.1.4 Composite Map Building
Semantic Information for Loop Closure: Although, we achieved good recall rates
for loop closure problem, a close to 100% precision with full recall is always
desirable. Several constraints can be imposed to facilitate weak loop closure de-
tection using semantic information about the environment. Weak loop closures
are those that cannot be detected due to very few matches or other weak simi-
larity indicators. One idea is to use the junction information of the environment.
Assuming the availability of a junction detection algorithm, we can force loop
closures over the whole trajectory between two junctions, given that a few loop
closures were initially detected and the robot is moving in the same direction as
the previous traversal. This type of constraints dramatically improve loop closure
performance.
Metrical Information Addition: Adding metrical information between places
can be beneficial in robotic tasks like navigation and planning as well as facilita-
tion of human interaction with the map. Topological maps cannot be understood
by humans directly without the introduction of at least simple metrics like direc-
tionality of nodes. Metrical information could be added to the map using either
a combination of GPS and odometry or odometry alone (more challenging). Sev-
eral pose graph SLAM algorithms can aide in encoding metrical information over
the edges of the nodes and off-line optimizing the map using the loop closures as
constraints.
Metrical Place Modelling: Another way to improve navigation in topological
maps is to represent places metrically. Each place can be metrically represented
using a 3D point cloud or a collection of plane surfaces detected from images or
LIDAR data. This way of metrical information encoding is not expensive since
only parts of map are expected to be locally consistent and global consistency is
not demanded.
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