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INTRODUCTION 
In recent years funding agencies have attempted to 
integrate industrial and SME (small and medium-sized 
enterprise) partners closer into traditionally funded research 
efforts. The importance of not only disseminating scientific 
research results, but also looking for commercialization 
opportunities by establishing an exploitation plan together 
with the industrial partners early during the project was 
emphasized. With the Helmholtz Innovation Labs (HIL), the 
Helmholtz Association (HGF) has introduced a novel 
funding instrument. Funding is directed towards building 
long term, self sufficient innovation labs as enabling spaces 
for collaborative work between research and industrial or 
SME partners, modeled after examples of the Harvard 
Innovation Lab, the FabLab Berlin, and various other 
innovation lab and incubator initiatives. Initiatives in all 
levels of technology readiness, from early concept to late 
stage product development are supported. 
The HGF is Germany’s largest scientific organization, 
bringing together 18 scientific-technical and biological-
medical research centers, one of them being the German 
Aerospace Center (DLR). 
Based on the MiroSurge robotic surgery demonstrator 
platform and building on the success of the MiroLab within 
the HGF Validation Fund, the DLR Institute of Robotics and Mechatronics (RM) proposed, and was granted, 
the „Miro Innovation Lab“ (MIL) under the HGF Innovation Lab initiative [4]. The MIL is situated, embedded, 
and strongly supported by RM, whose expertise and facilities can be utilized in the lab. Core of the proposal 
is cooperative application development around an existing technology platform in the field of robot support-
ed, interventional medicine (see Fig. 1). The current system has already been presented [1-3] and gained 
widespread acceptance in scientific and industrial circles. Although previously, the focus was mainly on min-
imally invasive surgery, the system is designed for versatility. This versatility can be leveraged in the Innova-
tion Lab: A wide range of industrial partners and research institutions are invited to bring their respective 
expertise to the MIL, and together with the robotics expertise of RM cooperatively develop new robot sup-
ported applications. Developments may be directly connected to the MiroSurge system or only loosely linked 
to the existing robotic technology. The MIL is supported and upvalued by the close cooperation with a re-
nowned clinical partner institution, MITI [5], located in close proximity to RM, providing services from medical 
consulting and problem analysis, clinical evaluation, workflow analysis and field tests, to animal experiments. 
The medium-term goal of the MIL is to open up access to the medical robotics market for small and medium-
sized companies that do not have the chance to break into this highly complex and expensive but also po-
tentially profitable sector due to a lack of robotic expertise. The second objective is to identify new applica-
tions that are useful in this context and, thereby, introduce a much broader range of technology in the medi-
cal robotics field. The third important aspect is creating partnerships and using synergies via the MIL and to 
disseminate medical robotics knowledge among interested parties and potential partners. 
 
IMPLEMENTATION 
The MIL concept specifies an ‘Open Innovation Lab’ targeting cooperative research and developments with 
an application readiness level (ARL) range of 2-5. Basic research, final product development, and pre-
production remain the responsibility of the industrial partners. 
If necessary and desired, office space can be made available for the partners, e.g. during longer-term activi-
ties in the MIL. The room concept offers the potential for an interactive process of innovation and develop-
ment involving various areas of expertise.  
Fig. 1: Versatile DLR Miro robots, shown here 
using the example of minimally invasive surgery 
The relevant fiscal and legal framework for cooperative research in an environment with variable partner 
constellations is being developed within the MIL project. Prior to the start of any project, an agreement con-
taining the description of work, where possible in the form of a product requirements document (PRD), the 
time frame, and the financial resources needs to be executed. Furthermore, the involvement of other part-
ners (if any), as well as the usage and exploitation of anticipated results have to be defined at the outset. 
Exploitation of jointly developed results needs to balance the expectations of all partners involved. Scientific 
partners (such as RM) are required to disseminate research results and expect to be able to build and ex-
pand on previous research. Industrial partners, who are funding cooperative research without HGF subsidy, 
might expect confidentiality and exclusive access to results, especially in the highly competitive and costly 
medical devices market. The funding agency sees the Innovation Lab as an innovation nucleus, benefitting 
from the cross-fertilization between the partners, allowing the identification of completely new research con-
tents in cooperation with one or more partners, and bringing those ideas into a prototypical stage.  
The HGF grant for the MIL will be available e.g. for the following areas: 1) Further improving robustness of 
the robot systems – which are presently available in a prototypic stage – so that system failures during ex-
perimental campaigns can be avoided and replacement systems are available. 2) A universal communication 
interface already in use by more than 10 renowned research institutions, including the Johns Hopkins Uni-
versity [6] will be integrated. 3) The formal legal bases for cooperation will be created, including e.g. a com-
prehensive contract which exemplarily governs relations between partners. 4) Gradually a lab infrastructure 
will be set up that creates an attractive environment for future projects. Equipment will be gradually expand-
ed until the standard of a medical laboratory is met and various experimental campaigns can be conducted 
and documented. 5) Seminar-like training courses will be developed with focus-oriented lectures (e.g. “Joint 
control of manipulators”, “Design of highly integrated mechatronic systems”, “Fundamentals of ‘Human Fac-
tors’”) for potential project partners and interested experts, possibly with hands-on experiments and demon-
strations. 
Regular workshops will be offered on topics of robotic surgery and related disciplines. Potential partners can 
get to know the lab, capabilities and potential future opportunities during the workshops, as well as connect 
with partners of diverse expertise. This advertisement will be augmented by appearances at trade fairs and 
conferences to make the existence of the MIL known to a wider user base. 
In addition, the MIL will offer added value through expertise in Human Factors analysis: In industrial psycho-
logical investigations mental, cognitive, and social driving forces in socio-technical systems and human-
machine systems can be studied, since issues like human-computer interaction, usability, and cognitive er-
gonomics are often hardly quantifiable with classic engineering approaches. Optimizing performance and 
capacity limits with regard to cooperation with technical systems can be investigated on a scientific basis 
using these methods – especially with the help of the clinical partner institution [5] under realistic conditions, 
where appropriate and desired by the partners. 
 
CONCLUSION AND INVITATION TO PARTNERS 
To further the current efforts of transferring technology from research into (preferably small and medium) 
industry, and promote cooperation between various industrial partners, innovation labs are introduced as a 
pioneering strategy of governmental funding. This Abstract briefly introduced this new funding instrument 
from a research perspective, and highlighted the Miro Innovation Lab concept. We hereby invite and encour-
age interested parties to collaborate under this framework. 
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INTRODUCTION 
Lightweight robots with integrated torque sensors like 
the DLR MIRO [1, 2] or the KUKA iiwa allow a safe 
(cp. [3]) and intuitive interaction of robots and humans 
(hands-on robotics [2]). In the medical field, hands-on 
robotics is promising in both one-arm scenarios (e.g. 
robotic waterjet surgery [4]) and complex setups like 
minimally invasive robotic surgery (MIRS) [5]. In the 
first example it enables robot operation without external 
input devices and thus keeps the system setup simple. In 
the second example it allows not only the surgeon at the 
console but also the operating room (OR) staff at the 
OR table to interact directly with the robot. This 
disburdens the surgeon in routine procedures like 
instrument change and allows him to focus on his task. 
However, in complex procedures, where the desired 
robot behavior depends on the workflow step (e.g. in 
MIRS: hands-on robotics for inserting the instrument, 
teleoperation for the intervention), the users need input 
methods to navigate through the workflow. 
This paper presents the subsequent integration of six 
programmable, real-time (RT) capable buttons in the 
DLR MIRO to realize a compact and flexible user 
interface for hands-on robotics. 
MATERIALS AND METHODS 
The versatile robotic research platform DLR MIRO has 
been used in various research projects within e.g. MIRS 
[2] or waterjet surgery [4]. Its low weight and integrated 
torque sensors allow a safe, direct user interaction.  
The number and spatial arrangement of the buttons 
shown in Fig. 1 were derived from trials with OR staff. 
                  
 
Figure 1 Left: MiroSurge demonstration setup for MIRS: The 
DLR MIRO in the foreground carries a stereo endoscope, the 
other two MIROs the robotic MICA instruments (see [2]). 
Right: Rendering of the DLR MIRO with its buttons (B1-B6). 
The buttons are read in by a general purpose input 
output board (GPIO board). This 24 mm x 24 mm large 
board (see Fig. 2) provides nine single ended IOs, two 
galvanically insolated IOs and two power switches. Its 
FPGA technology enables real-time capability and easy 
adaption to various use cases. The integration into the 
real-time capable SpaceWire communication of the DLR 
MIRO [1] is achieved via a communication bridge to a 
proprietary protocol transmitted via three LVDS (Low 
Voltage Differential Signaling) lines. Alternatively any 
other communication protocol transmittable via three 
LVDS (e.g. BISS or 3-wire SPI) can be used provided 
that the FPGA firmware is adapted accordingly. 
             
 
Figure 2 Left: Mechanical structure of B2: The tappet (21) 
transmits the finger pressure to switch (22), which is 
connected to the robot’s mechanical structure by a RP part 
(23). A flexible membrane (24) covers the casing opening. 
Right: GPIO board with scale in real size. 
 
The button design (see Fig. 2) provides distinct tactile 
feedback to the user, ensures mechanical robustness (all 
sensitive components are integrated into the casings) 
and simplifies the (dis)assembly (no disconnection of 
the cables is necessary to disassemble the casings).  
Since the casings of the DLR MIRO are no integral part 
of the robot structure, rapid prototyping (RP) parts 
attach switch, tappet and GPIO board to the mechanical 
structure. The openings for the tappets in the casings are 
covered by a flexible membrane, which prevents the 
intrusion of dust or fluids and thereby allows the 
disinfection of the robot (when sterility is required, 
however, the robot must be wrapped in sterile drape). 
As displayed in Fig. 3, the GPIO boards samples the 
electrical signal of one or more (in the present 
installation up to three) buttons and feeds it into the RT 
communication of the robot. The control software of the 
robotic system considers the digital button signals as 
additional sensor inputs from the robot arm.  
Thanks to the modular software architecture only minor 
software changes are required to integrate the support of 
the buttons. The MIRO Hardware Abstraction Layer 
(HAL) [1] is extended to feature a button interface via 
B1 
B2 
B3 
B4 
B5 B6 
21 
22 
23 
24 
an additional Inter Process Communication Channel 
(IPCC). To access the data from this IPCC, the software 
modules providing user interaction with buttons can use 
automatically generated functional stubs, e.g. a 
Simulink library or a pre-compiled C++ library.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3 The button(s) and the GPIO board together form an 
input device, which can be attached to any hardware 
component HC x of the robotic system, e.g. the DLR MIRO. It 
enables the user to navigate through the workflow without an 
additional user interface like a tablet or a space mouse. 
Depending on the workflow step the robotic system control, 
the system state visualization and the behavior of the user 
interface can be adapted. On the other hand the GPIO board 
alone can serve as bridge between the software implemented 
workflow and a 3rd party hardware component HC n. 
RESULTS 
As example for the interaction possibilities offered by 
the buttons, the following workflow for MIRS was 
implemented for setting the trocar position in software 
[2] and inserting the instrument before the teleoperation: 
 The user presses B1 (see Fig. 1) to move the 
robot to a predefined approach position. 
 By holding B4 the user activates the hands-on 
mode to move the gravity compensated robot 
to the desired trocar position.  
 Releasing B4 locks the robot’s pose, allowing the 
user to check the correctness of the trocar 
position before confirming it via B2. 
 To set the trocar, the user moves the robot in 
impedance control mode (activated by holding 
B5) away from the patient. In this mode virtual 
springs force the instrument axis to intersect 
the patient’s body surface at the trocar point. 
 To insert the instrument in the trocar, the user 
once more activates impedance control via B5. 
 When B5 is released while the instrument tip is 
inside the patient, the robotic system 
automatically switches to teleoperation mode. 
In teleoperation mode pressing B4 activates the 
nullspace motion of the robot’s elbow to gain 
better patient access. 
In the described procedure a single person can set up all 
robots at the OR table without an external user interface. 
The described button functions are just exemplary and 
can easily be modified depending on the application.  
Besides controlling the robot, the buttons can also 
control 3rd party devices (in MIRS e.g. the light source 
of an endoscope) connected to the same communication 
network. In this case the GPIO board can be used to 
connect the third party device (HC n in Fig. 3) with the 
communication network of the robotic system.  
The RT capability of the GPIO board and its integration 
in the RT communication allows time-critical applica-
tions, e.g. sampling surfaces to build a 3D model, where 
button toggling and joint positions of the DLR MIRO 
must be registered synchronously with respect to time. 
CONCLUSION AND DISCUSSION 
The presented buttons offer the following advantages 
for the robot developer: 
 Low cost: The GPIO board uses standard PCB 
technologies and electronic components. All 
other parts are commercially available or can 
be manufactured using RP processes. 
 Simple subsequent integration: The required 
cabling is minimized by using the existing 
communication infrastructure of the robot.  
 Robust: The membranes on the casing openings 
enable the disinfection of the robot. For easy 
maintenance, the casings can be disassembled 
without disconnecting the button cables. 
 Flexible: The functions of the programmable 
buttons can be changed without hardware 
modifications. As the GPIO board supports the 
simultaneous toggling of multiple buttons 
(shift functionality) the number of functions 
may surpass the number of buttons. Due to the 
integration in the RT communication of the 
robotic system the buttons can both be used as 
RT-capable sensors and trigger besides actions 
of the robot itself also actions of 3rd party 
devices in the same RT network. 
The main advantages for the robot user are: 
 Usability: The buttons simplify the interaction 
with the robotic system. The user can switch 
the operation mode, select a workflow step or 
confirm an action directly at the robot. 
 Easy integration in existing workflow: Less 
separate input devices are required and the 
interaction with the robotic system is no longer 
exclusively bound to separate input devices. 
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INTRODUCTION 
In previous work a prototype named neuroCYCLOPS was 
developed and tested [1]. The prototype is a manually 
controlled tendon-driven instrument based on the original 
CYCLOPS concept [2]. The neuroCYCLOPS is combined 
with the cylindrical tissue retraction device NeuroendoportSM 
(NEP) and allows for accurate dissection of deep-seated brain 
lesions [3]. Experimental validation on an FLS pick-and-
place task demonstrated accurate and safe control, without 
significant increase in task execution time when compared to 
rigid instruments. Additionally, the device has a wider range 
of motion compared to standard rigid instruments (Fig. 1B). 
The current abstract focuses on the development of a robotic 
version of the neuroCYCLOPS. Although neurosurgery was 
initially targeted, tubular tissue retraction devices are used in 
many microsurgical applications, allowing the concept of the 
neuroCYCLOPS to be applied more broadly. Applications 
include Transanal Endoscopic Microsurgery (TEM) and 
Laryngeal Microsurgery. The microCYCLOPS robotic 
system presented here is designed for these applications and 
to the authors’ knowledge is the first of its kind. 
PROTOTYPE DESIGN 
Fig. 1 shows the prototype microCYCLOPS robot, which 
consists of a standard flexible endoscopic grasper (FB-19N-
1, Olympus, Japan) that can be controlled in a master-slave 
configuration. The design is based on a cylindrical tissue 
retractor with 21mm inner diameter. 
In this design, 8 tendons are used with the tendon-driven 
CYCLOPS configuration, independently actuated by 
servomotors (2232S024BX4 CCD-3830 + 22F 25:1 
Brushless DC, Faulhaber, Germany). The tendons are guided 
through Bowden cables to the remote motor units, thereby 
reducing the weight and size of the robot inserted in the tissue 
retractor. The 8 tendons are used for the actuation of 4 
degrees of freedom (DOF), y and z translations, and yaw and 
pitch as shown in Fig. 1C. For movement along the X-axis 
two motors (Dynamixel RX-24F, Robotis, Korea) are 
symmetrically actuated to operate a rack and pinion 
mechanism (indicated in Fig. 1D as D1 and D2). The rack is 
incorporated with the inner-tube/scaffold of the 
microCYCLOPS. By using two motors, asymmetrical forces 
are avoided and in further developments independent 
actuation of each motor can be used for the actuation of two 
instruments for bimanual control. A third Dynamixel motor 
(coupled at D3, Fig. 1C) is used for the rotational movement 
of the tool, which is achieved by using the torsional rigidity 
of the grasper. A servomotor (S3305, Futaba Corporation, 
Japan) is used to actuate the opening and closing of the 
grasper. The majority of the system is 3D printed using an 
Ultimaker 2+ Extended (Ultimaker BV, The Netherlands). 
Fig. 1 – A) The microCYCLOPS, including the tendon motor actuators 
B) The increased range of motion of the neuroCYCLOPS (right) 
compared to rigid instruments (left), shown in earlier work [1] C) The 
CYCLOPS tendon configuration using 8 tendons to actuate y, z, θ and 
ϕ. The rolling motion of the instrument (ζ) is achieved by coupling the 
instrument to a motor at D3. D) The tubular scaffold placed into the 
cylindrical tissue retractor, actuated in x by two motors D1 and D2.  
At the motor side, load cells (LCL-020, Omega 
Engineering Inc, USA) are included to measure the tension 
in the tendons, and acquired using a DAQ (i100, GW 
Instruments Inc, USA). A Phantom Omni (Geomagic, USA) 
haptic device was used for the master side of the system.  
In particular for microsurgical applications, there 
are multiple reasons why it may be desirable to have 8 
tendons driving 4 DOF, while 6 tendons would be sufficient 
[2]. Firstly, using 8 tendons allows for a larger reachable 
workspace. Secondly, by actuating the X-axis independently 
from the tendon-driven mechanism, an even larger reachable 
workspace is realized. The original CYCLOPS uses the 
tendons for actuation along the X-axis, achieved by 
increasing the distance between the entry points on the 
scaffold. However, this is at the expense of the dexterous 
workspace due to singularities and less control over the force 
exertion of the end-effector. By decoupling movement of the 
X-axis, the dexterity in the DOF denoted by y, z, θ and ϕ in 
Fig. 1C is not compromised, while also allowing for large 
movement along the X-axis. Lastly, the redundancy of the 
antagonistically placed tendons can be used for finer control 
of the stiffness in each of the available DOF, resulting in an 
extra tuneable parameter used for robotic control [4]. It 
should be emphasized that this includes control of stiffness 
in the x-direction, showing that the singularity in this 
direction can be used in our benefit. For surgical applications, 
a controllable stiffness can be useful to prevent damage to 
delicate tissues, while still offering higher rigidity when 
required.  
EXPERIMENTAL SETUP 
A pilot study has been conducted to compare the robotic 
prototype against conventional rigid instruments. During the 
pick-and-place task, completion time and amount of clashes 
of the instruments with peripheral structures were measured. 
The amount of clashes is considered a metric for stability and 
controllability of the instrument, and was recorded by 
making the instruments (anode) and task environment 
(cathode) conductive, and detecting contact with an Arduino 
Mega (Arduino, Italy). The workspace in which the task was 
performed was based on a previous study, indicating a 
30x30x90mm opening for neurosurgical applications [5]. 
During the experiments, a 3D endoscope (Endoeye Flex 3D, 
Olympus, Japan) was used for visualisation, and placed in an 
orientation of 45 degrees. The stylus of the master device was 
oriented vertically to coincide with the end-effector 
orientation on the endoscope screen (Fig. 2). Haptic feedback 
of the master device was not used. After each task, the novice 
participants filled in a NASA-TLX questionnaire, a 
standardized method to assess subjective workload during 
tasks. The instrument first used by each participant was 
randomized to reduce bias towards a specific instrument.  
RESULTS 
The results for n = 11 participants are shown in Table 1. The 
initial study showed no significant difference in time 
(p=0.091), or reduction of amount of clashes when 
comparing the microCYCLOPS with rigid instruments 
(p=0.172, one-tailed paired t-test). Participants perceived a 
lower workload during the task when using the 
microCYCLOPS (p = 0.001). 
Table 1 – Results of the pick and place task for n = 11. *p < 0.05 
 microCYCLOPS Rigid Instruments p-value 
Clashes      [#] 16.6 ± 12.8 21.6 ± 11.48 0.174 
Time           [s] 47.0 ± 19.6 38.0 ± 12.2 0.091 
NASA-TLX  [-] 45.5 ± 18.6 67.1 ± 23.4 0.001* 
DISCUSSION 
We have demonstrated a fully robotized extension of the 
neuroCYCLOPS system. The study has shown that the 
microCYCLOPS could achieve performance comparable to 
rigid instruments, with the novice participants perceiving the 
workload lower when compared to rigid instruments 
currently used in practice. It is important to take into account 
that this first prototype has not been optimized for intuitive 
control, haptic feedback or with additional human enhancing 
capabilities (e.g., motion scaling and guidance). Therefore it 
is likely that future developments will yield better results in 
terms of controllability and intuitive control of the 
microCYCLOPS. Current development focuses on the 
introduction of a second instrument for bimanual control and 
the evaluation of this concept for different microsurgical 
applications. 
This work is supported by the ERANDA Rothschild Foundation.  
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Fig. 2 – Left: The device placed into the setup for the pick-and-
place task, and scope placement under an angle of 45 degree. 
Middle: View from the scope. Right: The orientation of the stylus 
master controller. 
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INTRODUCTION 
Prostate brachytherapy consists in inserting radioactive 
seeds in the prostate in case of localized cancer in order 
to kill cancerous cells whilst sparing healthy tissue or 
organ at risks (e.g. urethra, rectal wall). These seeds are 
inserted into the prostate using needles introduced 
through a guiding grid connected to a transrectal 
ultrasound probe. To handle limitations or difficulties of 
the conventional procedure, many systems have been 
designed worldwide (see [1] for a broad overview of 
systems existing in 2015). Developed systems provide 
different levels of assistance: from guiding the needle 
by positioning and orienting a guide out of the 
patient [2], to automatic insertion of the needle [3] or 
even injection of radioactive seeds through the needles 
into the patient [4]. Some of the systems also include 
ultrasound probe positioning and motion. Despite a very 
large number of prototypes, very few systems entered 
the operation room (OR). As far as we know, regarding 
brachytherapy applications, only the B-Rob system [2] 
developed by Johns Hopkins University and Queens 
University has been evaluated on patients. A feasibility 
study (NCT00381966 on ClinicalTrials.gov) was ended 
in 2012. The results of this study [5] confirm the interest 
of the robotic assistance in the needle placement. The 
EUCLIDEAN system [4], a fully automated device with 
needle insertion and seed injection, received FDA 
clearance for investigational studies. Reliability on 
phantoms was thoroughly studied [6] but, to the best of 
our knowledge, no clinical studies have been published. 
The reasons for such limited number of clinical 
evaluations and industrial developments come from the 
many issues to be solved such as safety, sterilizability, 
electromagnetic compatibility. The more invasive and 
autonomous is the robot, the most constraining and 
demanding are the regulations. In this paper, we will 
describe how the Prosper robot [3] has been modified 
based on our laboratory and cadaver experiments to be 
turned into a version usable in the OR for a clinical 
evaluation. 
MATERIALS AND METHODS 
PROSPER laboratory version: this system (shown in 
Figure. 1) was designed as a proof of concept for 
automatic brachytherapy. It allowed us to develop 
methods to calibrate the robot with the 3D transrectal 
ultrasound (TRUS) probe and to automatically correct 
positioning errors due to prostate motion and 
deformation using 3DUS to 3DUS registration. It 
consist of two modules: one 5 degrees of freedom 
(DoFs) module for positioning and orienting the needle 
close to the patient skin and a 2 DoFs module for needle 
insertion in the prostate. It was studied on both 
phantoms and cadavers [3]. These studies showed very 
promising results allowing to position a needle with an 
error lower than 2 mm considering prostate motion up 
to 7 mm. 
 
  
Figure. 1. Laboratory set-up of PROSPER (left: experiments 
on a deformable phantom; right: cadaver experiment). 
Nevertheless, the system also showed some critical 
limitations. First, cadaver studies showed a lack of 
rigidity of the robot while inserting the needle. 
Moreover, from a clinical point of view, the system 
showed sterilization issues, and safety concerns because 
of the automatic needle insertion and the way the robot 
handled the needle (impossibility to quickly remove the 
needle). 
 
PROSPER
OR
 version: this new system (shown in 
Figure. 2) was designed to deal with the limitations 
previously mentioned. Off-the-shelf components 
(Faullhaber brushless motors couple with THK linear 
carriage for instance) were re-designed. A global quality 
approach and risk analysis were undertaken leading to 
this new system with extra capabilities. 
RESULTS 
First, the robot workspace was increased to allow 
treatment of prostate with a larger volume and extra 
passive DoFs were added to ease the robot positioning 
with respect to the patient. Moreover, the structure of 
the system was reinforced and a fixation system to the 
OR table was added. This allows to make the system 
more rigid and ensure an accurate needle insertion. 
  
 
Figure. 2.Set-up of the PROSPEROR systemin the OR. 
To tackle with security and sterilization, protection 
hoods covering all the mechanical parts of the robot 
were designed. All hoods are made of sterilizable 
biocompatible plastic and the hoods being in the close 
environment of the needle and/or in contact with it are 
designed to be removable and autoclave compatible. 
Thus, the sterilization process is simple, fast and safe as 
it relies on the most standard sterilization procedure. 
Moreover, the needle holder was modified to enable a 
safe and fast removal of the needle at any time. The 
insertion procedure was reviewed to enable manual 
and/or automatic insertion. In both insertion modes, the 
robot acts as a needle guide positioning the needle in 
accordance with the trajectory chosen on the ultrasound 
images, and a programmable mechanical stop limits the 
insertion depth based on the target planned. If the 
manual insertion mode is selected, the needle insertion 
is let to the urologist. 
 
Finally, for the system to adapt with a number of TRUS 
probes (brachytherapy side-fire or biopsy end-fire), a 
probe holder was designed. It allows to adjust the probe 
position and orientation in the sagittal plane. The system 
was delivered in 2015 and is currently under tests to 
validate its electromagnetic compatibility and its 
sterilization process. 
CONCLUSION AND DISCUSSION 
A very strict quality approach and risk analysis were led 
to bring the new PROSPER
OR
 system to the patients. 
Specific tests were designed to ensure the quality and 
safety of the system on both mechanical and software 
point of view. The system is currently under strong 
quality tests, including registration with the TRUS 
probe, accuracy measurement on synthetic phantoms, 
evaluation of the sterilization process and 
electromagnetic compatibility. 
 
To ensure the proper use of the PROSPER
OR
 system, a 
new state-machine working with the CamiTK 
framework [7] has been designed. It allows, first to 
simply and rapidly implement complex medical 
protocols, second to ensure compliance with the 
established protocol in use. 
 
Finally, a medical protocol is currently under discussion 
with urologists to bring the robot on patients and 
evaluate its accuracy and benefits to patients. 
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INTRODUCTION		 The	 introduction	 of	 robotic	 surgery	 (RS)	 has	modified	the	traditional	placement	of	the	surgical	team	in	the	operating	room	(OR):	the	surgeon,	operating	the	master	 telemanipulation	 system	 at	 the	 console,	 no	longer	 has	 physical	 proximity	 to	 the	 patient	 and	 the	remaining	surgical	team.	This	unusual	team	placement,	coupled	 with	 the	 complexity	 of	 remotely	 controlled	surgery	 and	 the	 increased	 cognitive	 load,	 modifies	teamwork	in	ways	that	are	critically	paving	the	way	for	new	forms	of	error	and	ultimately	negatively	affecting	patient	 safety	 and	 team	 performance.1	 Although	human	 error	 is	 inevitable,	 anticipation	 and	 early	management	remain	vital	for	optimal	patient	care.	In	a	recent	 analysis	 of	 the	 United	 States’	 Food	 and	 Drug	Administration	Manufacturer	and	User	Facility	Device	experience	database	over	the	last	14	years,	the	authors	demonstrated	an	increasing	number	of	adverse	events	related	 to	 RS	 being	 reported.2.	 The	 authors	recommended	 introducing	 new	 safety	 engines	 for	monitoring	RS	procedures.		 Investigational	efforts	to	enhance	surgical	quality	and	 safety	 have	 shifted	 from	 strategies	 targeting	individuals,	 i.e.	 surgeons,	 to	 the	 operating	 team.	 As	such,	 a	 number	 of	 interventions	 including	 team	training	 and	 surgical	 checklists	 have	 been	implemented	 to	 improve	 teamwork	 and	 surgical	safety,	however,	are	 limited	by	a	 lack	of	sensor-based	(i.e.	 video	 recording)	 measurement	 approaches	 to	observe	 team	 dynamics	 and	 performance.3	 Sensor-based	 measurement	 allows	 for	 the	 real-time,	 automated	 collection	 of	 activity	 data,	 and	 offers	an	 opportunity	 to	 investigate	 the	 efficiency	 of	 the	surgical	 team	 during	 the	 intra-operative	 phase.	 In	 its	current	 state,	 however,	 surgical	 safety	 research	 relies	on	 human	 observers	 manually	 collecting	 potentially	biased	data	for	the	duration	of	a	surgical	procedure.			 Machine	 learning	 and	 machine	 vision,	 however,	are	 yet	 to	 be	 applied	 to	 the	 robotic	 or	 non-robotic	assisted	 cardiac	 surgery	 OR	 (COR),	 but	 represent	
additional	 tools	 to	 investigate	 human	 factors.	 Our	objective	 is	 to	 leverage	 these	disciplines	 to	determine	patterns	 of	 human	 behavior	 (e.g.	 surgical	 flow	disruptions)	 in	 the	 COR	 that	 predispose	 to	 errors,	error	cycles	and	adverse	events.	
	
MATERIALS	AND	METHODS	
	 This	 pilot	 investigation	was	 initiated	 to	 design	 a	prototype	tool	to	identify	risk	factors	for	surgical	flow	disruptions	 (surrogates	 for	 errors)	 inherent	 between	members	of	the	COR	team.	The	operating	environment	was	 captured	 utilizing	 two	 strategically	 placed,	 high-definition	RGB	 cameras.	 After	 obtaining	 IRB	 approval	and	 informed	 consents	 from	 all	 participants,	 we	acquired	audio/video	sequences	 from	non-emergency	cardiac	 surgery	 procedures	 (N=14),	 and	 applied	computer	 vision	 software	 solutions	 to	 identify	 and	track	healthcare	professionals	(HCP)	in	the	COR.	These	software	tools	has	been	previously	applied	in	two	non-healthcare	 related	 fields:	 computational	 ethology	(FlyTracker	software	in	MathLab)4	and	human	factors	analysis	 in	 micro-gravity	 environments	 (AVIMA	software,	 NASA	 International	 Space	 Station).	 For	FlyTracker,	 two	 technologies	 (boosted	 classifiers	 and	deep	 networks)	 are	 utilized	 in	 the	 tracking	 software.	Tracking	 is	 performed	 via	 repeated	 detection	 and	cross-time	 association,	 and	 identification	 using	 facial	analysis	is	used	to	disambiguate	individuals	when	they	cross	paths	or	bump	into	each	other.											For	 detection	 of	 COR	 traffic	 (a	 major	 source	 of	surgical	 flow	 disruptions)	 we	 propose	 dedicated	software	 to	 process	 video	 streams	 to	 estimate	 the	number	 of	 HCP	 and	 their	 trajectories.	 Algorithmic	components	 of	 the	 traffic	 analysis	 system	 include	color-based	event	detection	and	person	detection	and	tracking.	The	tracking	algorithm	temporally	filters	the	person	 detection	 bounding	 boxes	 to	 yield	 personnel	trajectories.	 The	 temporal	 filtering	 step	 reduces	 false	alarms	and	 improves	 the	accuracy	of	person	counting	integrate	 a	 mixture-of-Gaussians	 (MOG)	 background	
modeling	 technique	 for	 representing	 background	structures	 and	 for	 updating	 this	 representation	when	entities	appear	and	disappear.	 	 Integration	of	a	Multi-Target	 Tracking	 (MTT)	 algorithm	 is	 also	 applied	 to	track	 HCP	 and	 compute	 their	 trajectories.	 The	 MTT	algorithm	integrates	detections	computed	in	each	new	video	 frame	 to	 update	 and	 extend	 the	 trajectories	 of	tracked	 entities.	 Data	 association	 between	 tracked	entities	 and	 detected	 entities	 is	 performed	 using	 the	Hungarian	 algorithm.	 A	 new	 detection	 is	 associated	with	 a	 tracked	 entity	 if	 there	 is	 a	 large	 overlap	between	 the	 predicted	 and	 detected	 regions	 of	interest.		
RESULTS	
	 We	 collected	 comprehensive	 video	 and	 audio	recordings	 from	 14	 non-robotic	 assisted	 cardiac	surgery	 cases.	 The	 tracker	 software	 was	 successfully	applied	and	captured	surgical	team	traffic	movements	throughout	the	COR.	The	tracking	software	was	able	to	distinguish	team	member’s	faces	from	other	operating	room	 equipment	 (Figure	 1).	 	 The	 tracking	 software	determine	the	total	number	of	ambulatory	movements	in	 each	 case,	 the	 distribution	 of	 the	 number	 of	ambulatory	 movements	 between	 different	 team	members,	 the	 primary	 ambulatory	 pathways	 utilized	in	the	OR,	the	rate	of	procedural	interruptions,	and	the	primary	 purpose	 of	 ambulatory	 movements	 within	each	case	(Figure	2).	
	
CONCLUSION	AND	DISCUSSION		 Sensor-based	recording	(e.g.	video)	has	a	number	of	 potential	 significant	 applications	 for	 quality	 and	safety	improvement	in	the	COR.	As	opposed	to	reliance	on	individuals	to	report	safety	issues	intra-operatively,	video	 recording	 has	 the	 ability	 to	 record	 how	healthcare	 personnel	 interact	 during	 the	 intra-operative	 period,	 both	 with	 other	 members	 of	 the	operative	 team	 and	 with	 surgical	 equipment.	 The	utility	of	this	data	for	research	and,	more	importantly,	clinical	 purposes	 is	 directly	 related	 to	 the	 speed	 at	which	 this	 data	 can	 be	 collected,	 analyzed,	 and	interpreted.	 In	 a	 recent	 report,	 analyzing	 1	minute	 of	communication	 events	 in	 the	 robotic	 OR	 took	 an	average	of	30	minutes	and	the	authors	recognized	that	it	was	very	time-consuming.5			 An	 automatic	 computer-vision	 based	 analysis	 of	team	activities	would	improve	learning	and	accelerate	implementation	of	patient	safety	strategies	in	the	COR.	We	 plan	 to	 apply	 these	 techniques	 to	 RS	 in	 the	 near	future.		 	
	
	
	
FIGURES	
	
	
	
Figure	1:	Still-frame	of	video	annotation	software	capturing	operating	room	preparation	by	the	surgical	team.		
	
	
Figure	 2:	Applying	AVIMA’s	 filtering	algorithms	 to	 the	COR	video.		
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INTRODUCTION 
Meningioma is a common type of primary intracranial 
neuroplasm that arises from the middle layer of 
meninges. Surgery is the gold standard treatment for 
meningiomas, since it lowers patient mortality or after-
treatment morbidity. Large vessel preservation and 
bleeding avoidance are of primary importance during 
the surgery, since they strongly influence surgical 
outcomes. Bleeding requiring transfusion is recognized 
as one of the most common complications (10.2%) [1]. 
The final goal of this research is to provide a tool for 
safety enhancement in robotic neurosurgery through 
vessel tracking.  
During surgery, the primary imaging source to 
obtain a magnified view of both brain and cerebral 
vessels is microscopy (Fig. 1). Main challenges in 
vessel segmentation and tracking arise from partial or 
total vessel occlusion (e.g. due to surgical tools, smoke 
and saline solution).  
A large literature on vessel segmentation and 
tracking algorithms exists, and a recent review can be 
found in [2], where algorithms are divided into (i) 
pattern recognition techniques, (ii) matched filtering, 
(iii) vessel tracking/tracing, (iv) mathematical 
morphology, (v) multiscale approaches, (vii) model-
based approaches and (viii) hardware-based approaches.  
In this paper, a Geometrical Deformable Model-
based approach (GDM) is used to perform vessel 
segmentation in the microscopy frames, and Kalman 
filtering is used to track the segmentation between 
consecutive microscopy frames. The GDM initialization 
here proposed requires minimum manual intervention, 
which consists in the selection of two seed points in the 
first microscopy frame that are then automatically 
connected employing a Minimum Cost Path (MCP) 
algorithm. 
MATERIALS AND METHODS 
The workflow of the proposed method is shown in Fig. 
2. First, the user was required to initialize the 
segmentation algorithm by selecting two seed points, 𝒑𝟏 
and 𝒑𝟐, in the first microscopy frame. The seeds were  
then connected using a MCP algorithm [3]. MCP finds 
the curve 𝐶𝒑𝟏𝒑𝟐   that minimizes the cost path between 𝒑𝟏 
and 𝒑𝟐, according to a tensor metric 𝑀. 
 
 
                         
Figure 1. Microscopy frame recorded during meningioma 
surgery. The white arrow indicates the vessel to be avoided.  
In order to drive the path evolution along the vessel 
main axis, an anisotropic 𝑀 was built such that: 𝑀 = 𝑣 ∗ Λ ∗ 𝑣! 
where 𝑣 = 𝑣!;   𝑣! ,  with 𝑣!   and 𝑣!   image Hessian 
eigenvectors, and Λ = 𝜆!  0; 0  𝜆! , with 𝜆!≤ 𝜆!   image 
Hessian eigenvalues. The cost path minimization 
problem was solved through the computation of the 
Minimal Action Map (MAM), whose values can be 
interpreted as the arrival time of a propagation front that 
starts from 𝒑𝟏, which is the only MAM minimum, and 
moves with velocity dependent on 𝑀. The minimum 
path was retrieved with gradient descent (Runge-Kutta) 
from 𝒑𝟐  on the MAM. 
The 𝐶𝒑𝟏𝒑𝟐   was used to initialize a GDM. GDMs are 
well known to successfully face complex vessel 
architectures, such as bifurcation and vessel kissing, as 
well as image intensity drops and non- uniform 
illumination [2]. GDMs consider curves (𝑺) that deform 
according to the curve-evolution theory described by: 𝜕𝑺𝜕𝑡 =   𝑍 ∗ 𝒏 
in which 𝑍 is called speed function and 𝒏 is the unit 
normal to 𝑺. In this research, distance regularized level 
set [4] was used to implement the 𝑺 evolution since it 
guarantees the regularity of the level set ensuring 
stability during the evolution.  The vesselness measure 
described in [5] was used to enhance vessels in each 
frame. The enhanced image was then used as speed 
function 𝑍. 
After having obtained the vessel segmentation 
 
Figure 2. The workflow of the proposed algorithm for vessel 
segmentation and tracking. 
 
in the first frame 𝐼!!!, vessel tracking in the consecutive 
frames was performed exploiting Kalman filtering. For 
each frame 𝐼!,!!!, the Kalman prediction of the vessel 
contour position provided the initialization for the 𝑺 
evolution in that frame. The 𝑺  evolution was 
implemented using the GDM as in the first frame. The 
Kalman transition matrix was obtained by estimating 
the displacement between consecutive frames through 
Optical Flow (OF) [6]. 
Matlab® 2015b was used for the implementation of 
the described algorithms. 
The proposed method was tested on a microscopy 
video recorded during a meningioma resection 
intervention at the Istituto Neurologico Carlo Besta, 
Milan, Italy. The patient gave informed consent. 
RESULTS 
Vessel segmentation was numerically evaluated with 
respect to manual segmentation performed by an expert, 
elected as gold standard. The evaluation was done in 
terms of Accuracy (Acc), Sensitivity (Se) and 
Specificity (Sp), where Acc is the proportion of true 
results, both True Positive (TP) and True Negative 
(TN), among the total number of pixels. Se measures 
the proportion of positives, both TP and False Negative 
(FN), correctly identified. Sp measures the proportion of 
negatives, both TN and False Positive (FP), correctly 
identified. Segmentation results are: Acc  =   0.99, Sp = 0.99 and Se =   0.67. 
Fig. 3 shows (a) the MAM and (b) the resulting 
minimum cost path computed in the first video frame. 
Fig. 4 depicts (a) the speed function 𝑍 computed for the 
first frame and (b) the resulting segmentation obtained 
with the GDM. Fig. 5 shows (a) the OF computed for 
two consecutive frames and (b) the segmentation 
obtained for the second frame. 
CONCLUSION AND DISCUSSION 
The proposed method showed to be able to face image 
noise, non-uniform illumination and intensity drops. 
The Kalman filtering successfully tracked the vessel 
contour, providing an automatic initialization for the 
segmentation in the consecutive frames. This way, the 
only user interaction required consisted in the selection 
of two seed points in the first frame. 
This preliminary analysis on one video recorded 
during a real surgery showed the method to be effective. 
Future work deals with real-time implementation. 
Moreover, the next step is the inclusion of OF-failure 
recognition strategy to ensure accurate tracking in case 
of sudden and prominent field of view changes. 
 
  
       (a)                                           (b) 
Figure 3. (a) Minimal action map computed for the first frame 
and (b) resulting minimum cost path. The white arrows 
indicate the two manually selected seed points. 
 
  
       (a)                                           (b) 
Figure 4. (a) Speed function for the geometric deformable 
model evolution. (b) Segmentation obtained for the first 
microscopy frame. 
 
 
       (a)                                           (b) 
Figure 5. (a) Optical flow describing the displacement 
between the first and second frame. (b) Kalman prediction 
(white) and obtained segmentation (green) for the second 
frame. 
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1 INTRODUCTION
Currently, the treatment of choice for the multi-
ple variety of intertrochanteric femur fracture is the
standard technique of intramedullary nailing. In-
tramedullary nailing is a surgically optimized min-
imally invasive surgery which is carried out in two
steps: fracture reduction and intramedullary fixa-
tion. We present a novel approach to automate the
femur fracture reduction using a two degree of free-
dom (DOF) robot. The state-of-the-art manual frac-
ture reduction has drawbacks like malalignment and
radiation exposure to the patient and the operating
team. By automating the reduction, we can over-
come these disadvantages as there will be less radia-
tion exposure and no scope for manual errors.
Warisawa et al. [1] developed a six-DOF robot for
open femur fracture reduction; however our focus is
on non-sterile closed reduction of intertrochanteric
femur fracture, which does not involve adduction
movement. During closed reduction, the patient’s leg
is attached to a traction table (Figure 1) and a shoe
is put on the foot corresponding to the broken fe-
mur. The alignment of the broken femur is achieved
by applying traction and endorotation or exorotation
through the patient’s leg. The surgeon first pulls
and then rotates the patient’s leg about the longi-
tudinal axis until the fracture is aligned. The align-
ment is confirmed by fluoroscopic imaging in axial
and anterior-posterior views. This type of reduction
does not involve any lateral forces and therefore a
two-DoF robot can perform the reduction by imitat-
ing the reduction procedure as done by the surgeon.
Figure 1: Patient on the traction table. Source: Stryker
[7].
The robot can, in principle, perform this task
much more accurately by using a geometric model of
fractured bone and appropriate force control, thereby
minimizing the soft tissue trauma to the patient. The
robot can also speed up the procedure and there-
fore reduce the radiation exposure on the patient and
medical staff.
In order to properly dimension the system and
to select the actuators, we need to know the
force, torque and the displacement during reduc-
tion. Maeda et al. [2] reported that the maximum
force and torque during fracture reduction of prox-
imal femoral fractures are 294.9N and 4.4Nm, re-
spectively. However, an experienced surgeon esti-
mates the maximum force to be 500 to 1000N. Since
the difference from the values reported in [2] is quite
large, new measurements were performed. In addi-
tion to the force measurements reported in the pre-
vious work, we measured the displacement and the
rotation angle during fracture reduction. The mea-
surement data were used to obtain the relationship
between the force and displacement and between the
torque and rotation angle of the fractured leg. The
measurement setup, procedure, data processing and
the preliminary results are discussed below.
2 MEASUREMENT SETUP
During reduction, the surgeon uses the movable shaft
of the traction table to pull the patient’s leg and then
uses the lead screw to fine tune the pull based on
the fluoroscopic image data. We have equipped the
traction table with a force-torque sensor (A), sonar
sensor (B), laser sensor (C) and an inclinometer (D),
see Figure 2.
Figure 2: Measurement setup.
The force-torque sensor measures the amount of
force and torque applied by the surgeon during re-
duction. The sonar sensor measures the distance
moved by the shaft and the laser sensor is used to
measure the distance moved by the leg during fine
tuning. The inclinometer measures the angle of ro-
tation of the patient’s leg during reduction.
1
We have also recorded the patient parameters
such as age, gender, weight, height, the length of
the patient’s leg, the thickness of the patient’s thigh
and the percentage of fat. This data will be later
used to correlate the force and torque applied with
the patient parameters.
3 MEASURED DATA AND MODEL
We have measured four reductions so far. During the
reduction, the surgeon applied two to three consecu-
tive pulls on the movable shaft of the fracture table
and then fine-tuned the displacement using the lead
screw. We used the recorded force and torque data
to model the patient’s leg as a double spring and a
damper system as shown in Figure 3. Assuming that
all the muscles can be lumped into one single equiv-
alent muscle, the model is derived from Hill Muscle
Model without any activation force.
Figure 3: Double spring and a damper model.
Figure 4 shows force, torque, displacement and
angle during reduction with respect to time. Sur-
geon applies two impulse forces to attain the required
amount of pull, these can be seen as two peaks in
the force graph followed by decline in muscle force
to a steady state value due to muscle relaxation.
Since the muscular forces are nonlinear, each of these
peaks has been modelled as a double spring and a
damper system giving us a finite dimensional piece-
wise spring-damper system. This allows us to do
practical parametric identification of the model while
preserving its spring-damper nature in its domain.
Parametric identification was done using nonlinear
least squares method. Figure 4 shows a comparison
between the measured and modelled force and torque
applied during reduction. This model will be used to
control the robot by predicting the force and torque
required for reduction.
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Figure 4: Model and Observed Data during Fracture Re-
duction
The force applied to the patient’s leg during re-
duction depends on the patient’s muscular strength,
BMI, age and gender. The torque required for the
rotation of the leg depends on the type of the frac-
ture and also on the patient’s parameters. The angle
of rotation at the hip can be calculated from the
Fluoroscopic C Arm images prior to operation. The
maximum force applied during reduction was found
to be 769N and the maximum torque was 17.5Nm.
4 ROBOT DESIGN
The robot will eventually autonomously carry out
the reduction by applying the traction force and
rotation torque in a way similar to the procedure
currently executed by the surgeon. The design re-
quirement for the two-DOF robot are obtained from
the measurement data and are as follows: peak
force 800N, peak torque 20Nm, linear range of
motion 300mm, rotational range of motion ±60◦,
maximum linear speed 5mm/s, maximum rotational
speed 1 rpm.
A graphical user interface will display in real time
the traction and rotation data to the surgeon, so that
the surgeon can closely supervise the fracture reduc-
tion. The interface will enable the switching between
the manual and the robotic system at any point dur-
ing the reduction.
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INTRODUCTION 
Work related musculoskeletal disorders (WMSDs) are 
the result of issues in comfort and ergonomics within 
the workplace left unnoticed and unattended, and this is 
particularly a big issue in clinical and surgical 
environments. It is therefore critical that an assessment 
scheme for comfort and ergonomics be in place for 
regular checks in the surgical environment. There are 
methods and techniques proposed and currently in use 
for this purpose. These range from subjective 
questionnaires to observation-based measurement and 
scoring of joint angles involved in a posture and task 
and are used regularly in clinical and industrial 
environments alike and are popular due to their ease of 
use and lack of a requirement for specific expertise. 
However, this simplicity has the downside of lack of 
objectivity and/or thoroughness. Questionnaires are 
based on the interviewee’s subjective understanding of 
comfort whereas observational methods don’t take into 
account specific muscle activation and load patterns or 
the potential effects of dynamic postures.  
A more thorough and objective understanding of 
comfort and ergonomics can be achieved by relying on 
a person’s biological signals rather than their subjective 
opinion. Biological signals can provide precious 
information about human behaviour and allow 
assessment of different activities in terms of health and 
comfort [1]. The acquisition of such data has 
traditionally been limited to laboratory environments 
due to the size and complexity of the equipment as well 
as the expertise required to conduct the tests and make 
sense of the data. That is why such signals are not 
typically a part of comfort and ergonomics assessments 
methods, as they are to be conducted regularly in 
workspaces at a low cost. The parameters of interest are 
effort, comfort and ergonomics. Such information can 
be applied when designing new tools in different fields 
to ensure comfort and ergonomics for the user. 
Furthermore, a real-time objective assessment of 
comfort will allow for better interaction between 
automated intelligent systems such as robots with 
humans. 
This paper describes the use of low-cost, wearable 
sensors that bridge this gap, namely electromyography 
(EMG) and orientation sensors (accelerometer and 
gyroscope) to consider muscle activity and the 
kinematic behaviour of the body. Experiments are 
conducted to compare the results with those of already 
established subjective methods (Borg scale [2]) and 
observational tools (Rapid Upper Limb Assessment or 
RULA [3]). 
MATERIALS AND METHODS 
In order to compare the above mentioned methods, an 
experiment is designed to accommodate all techniques 
while subjecting the participants to tasks with different 
postures and varying levels of effort, comfort and 
ergonomics. The selected task is a buzz-wire test, i.e. a 
thick wire with random curves in different spatial planes 
that the participant needs to follow with a loop. The 
circuit connected to the buzz-wire will beep and record 
for every collision, called errors. Thus, performance can 
be rated as a mixture of time elapsed on each test and 
number of errors. The buzz-wire is set at three different 
height levels. The columns holding the buzz-wire are 
marked at 10cm intervals. The marking closest to the 
participant’s shoulder height is selected as the mid-
range level with the other two at ±20cm. The participant 
is seated at a desk, in front of the buzz-wire, and asked 
to only rely on movements in their dominant arm to 
conclude the test. The task is repeated 3 times at each 
height, with the order randomised. Participants are fitted 
Figure. 1. The wearable muscle activity and joint angle 
estimation device used in this work to study correlation of 
different comfort and ergonomics assessment techniques. 
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with a wearable sensing device consisting of orientation 
and EMG sensors that record the joint angles of the arm 
as well as muscle activity in the triceps brachii, biceps 
brachii, wrist extensor and wrist flexor muscles. The 
joint angles obtained through the orientation sensors are 
used to calculate an ergonomics score, using the RULA 
look-up table1. The Borg scale is applied by asking the 
participants to describe the level of discomfort they felt 
during the task with a number between 0 and 10, once 
the task is completed. The EMG sensors are custom 
built for this experiment, following recommendations of 
“Surface ElectroMyoGraphy for the Non-Invasive 
Assessment of Muscles” (SENIAM). The EMG signal 
was fed into a Bitalino® data acquisition device, which 
samples the data at 1 kHz, and transmits over Bluetooth. 
The orientation sensors are implemented with the 
InvenSense® MPU6050 breakout board and 
‘MotionApps’ open source Arduino libraries developed 
by J. Rowberg. Ethical approval for these experiments 
was obtained, reference number: BDM/13/14-123. 
RESULTS 
Experiments are conducted on N=10 participants. A 
MATLAB script is created to analyse the EMG data. 
The signal for each muscle is normalised to the 
maximum voluntary contraction (MVC) of that muscle 
to allow for fair comparison. Each signal is then high-
pass filtered with a 4th order Butterworth filter at 20 Hz, 
to remove motion artefacts before rectification. Once 
the signal is rectified, a sliding window (200ms) root 
mean square (rms) method is applied to acquire an 
envelope waveform. The average of this signal 
throughout the task is considered as the muscle effort 
score during that task. The RULA score obtained using 
the orientation sensors can vary in integer values 
between 1 and 9. The waveform resulting from the real-
time variation in RULA score throughout the task is 
averaged to find a single measure of ergonomics for 
each task. The ANOVA statistical test is used to 
confirm or reject significant difference in mean values 
across the three different height levels of the buzz-wire 
test for the EMG, RULA and Borg scores. Performance 
score is obtained by using a time-penalty scheme where 
each error adds 10 seconds to the elapsed time. 
Therefore, a higher performance value means a longer 
time and more errors, i.e. worse performance. Table 1 
summarises the results, averaged across all 10 
participants. The values with significant mean 
difference within each column are highlighted. 
According to Table 1, a significant difference in EMG 
score is not witnessed across levels for the wrist 
extensor and flexor muscles. This makes sense as the 
force involved in holding the wrist steady does not 
change across different levels. There is however a 
significant difference across all levels when looking at 
the triceps and when changing between levels 2 and 3 
for the biceps. This also follows expected behaviour, as 
when the arm is lifted to different heights, the effort is 
                                                          
1
 http://ergo-plus.com/wp-content/uploads/RULA.pdf 
being applied mainly by the triceps and biceps muscles. 
The RULA score shows significant difference across all 
levels which confirms its usefulness in detecting 
different ergonomic levels however small they might be. 
This is not the case for the Borg scale which only 
detects large differences, i.e. from level 1 to level 3, 
based on Table 1. 
CONCLUSION AND DISCUSSION 
The above results show that the Borg scale cannot be 
relied on for minor changes in comfort and ergonomics. 
Furthermore, the subjectivity in the Borg scale was 
evident throughout the experiment, as participants 
answered the Borg scale question differently and some 
struggled to relate their discomfort to the given number 
scale. The result is a varying Borg score range across 
the participants which makes it difficult to compare the 
comfort of one participant with another and is the 
reason why Borg is mainly useful in large sample 
populations. 
This is not the case with the RULA score or 
(normalised) EMG values however. These values can be 
compared across participants and are all within the same 
range and original bias. While the Borg scale is popular 
in clinical settings, the results of this preliminary study 
show that there is room for improvements. The RULA 
score presents a less subjective and more precise 
solution, but it does not take into account detailed 
muscle behaviour that can be obtained using low-cost, 
wearable EMG sensors. Thus, a combination of these 
two methods may be the best solution to move forward. 
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Figure. 2. the buzz-wire test used during the experiments. 
Table 1.  Average results for 10 participants. 
 Ext. Flex. Tri. Bi. Borg RULA Perf. 
1 0.08012 0.031 0.014 0.027 2.63 4.062 120.3 
2 0.07610 0.033 0.017 0.028 2.90 4.176 129.7 
3 0.07583 0.030 0.023 0.032 3.96 5.082 145.5 
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INTRODUCTION 
Spine surgery has been always charged by high risk of 
iatrogenic lesions due to the complexity and fragility of 
structures surrounding vertebral column only partially 
visible to the surgeon during the procedure. 
The phase of the surgical procedure associated with 
significant intraoperative and postoperative 
complications corresponds to the pedicle screw 
placement [1, 2]. 
During the last two decades the objective of the 
bioengineering research has been to reduce the risk of 
pedicle screws misalignment which can potentially 
cause severe vascular and nervous lesions. 
Since mid-90's for the first time pedicle screws have 
been positioned with the support of computer-assisted 
stereotactic navigation [3].  
Currently the highest level of safety in spine surgery is 
represented by the use of stereotactic navigation system 
working on 3D images acquired intraoperatively or the 
use of  a robotic arm that leads the trajectory for 
placement of pedicle screws. 
The use of this technology has significantly increased 
the safety and dependability of the surgical procedure 
and has led to better training of young surgeons [4, 5]. 
MATERIALS AND METHODS 
The computer-assisted navigation system 
(StealthStation
®
 S7
®
, Medtronic, MN, USA) equipped 
by an intraoperative TC scan (O-arm
®
 Surgical Imaging 
System, Medtronic, MN, USA) is being used since 2013 
at the Orthopedic and Traumatology Department, 
Ospedale S.Maria Maddalena, Volterra, Italy.  
The O-arm
®
 Surgical Imaging System can capture and 
subsequently is able to provide an auto-merging of the 
surgical anatomy using a CT scan and allows for an 
accurate navigation (Figure 1). 
In a period of 30 months n=250 consecutive patients 
affected by lumbar deformity underwent spinal surgery 
with pedicle fixation using the O-arm
® 
and the  
StealthStation
®
 navigation system. 
After surgery all patients underwent a CT scan in order 
to evaluate and rank the screw positions.  
The position of the screw was classified into five grades 
according to the violation of the pedicle cortex: (0) no 
violation; (1) up to 2 mm; (2) from 2mm to 4 mm; (3) 
from 4mm to 6 mm; (4) more than 6 mm (Figure 2) [6]. 
 
 
 
 
 
Misplaced screws inside the pedicle was ranked as 
lateral, inferior, medial, or superior according to Laine’s 
classification [7, 8]. 
All surgical procedures were performed by two 
experienced surgeons. 
 
 
 
Figure 1. Computer-assisted navigation during a spine surgery 
procedure. 
RESULTS 
In two and a half years 1440 screws have been 
positioned using the surgical navigation system: among 
these 1423 screws were correctly (grade 0 and grade 1) 
positioned (98.8%).  
No patient underwent revision surgery for misplaced 
screws. 
The authors concluded the learning curve in six months: 
after this period a significant reduction in the total 
duration of the surgical time has been observed. 
Moreover the correct use of image navigation for spinal 
surgery is able to decrease radiation exposure for the 
surgeons and nurses [9-12]. 
A recent review revealed that an average of 91.4 % 
(weighted average 89.3 %) of pedicle screws placed 
with free-hand or fluoroscopy technique was within the 
safe zone in comparison to an average of 97.3 % 
(weighted average 96.6 %) of pedicle screws placed 
with navigation or robot-assisted surgery (statistically 
significant difference, p<0.001) [13]. 
  
Figure 2. Laine's grading system. 
CONCLUSION AND DISCUSSION 
The computer-assisted navigation system is particularly 
useful in surgery of spinal deformities which increase 
the accuracy and safety in the placement of pedicle 
screws and in revision surgery where can makes visible 
anatomical and iatrogenic abnormalities under bone 
plans of arthrodesis or tissue scarring [14, 15]. 
Our results confirm the high pedicle screw placement 
accuracy using a computer-assisted navigation system if 
compared to traditional surgical procedures. 
During the latest years different robotic arms guided by 
stereotactic systems and able to place pedicle screws or 
showing the path to the surgeon by tubes systems have 
been developed.  
We strongly believe that robotic technology represents 
the future of spine surgery as it can make the surgical 
procedure safe, reliable and repeatable.  
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INTRODUCTION 
During an open surgery, a surgeon’s ability to gently 
palpate an organ is a natural diagnostic method to 
identify an abnormality of tissue. The advance of 
surgical methodology to replace classical open surgery 
by minimally invasive surgery is leading to develop of 
millimeter-scale MIS tools. Resultingly, it causes a 
difficulty to adapt tactile sensors on MIS tools such as a 
gripper, and to provide a sense of touch. To this end, we 
propose a new type of natural orifice transluminal 
endoscopic surgery (NOTES) surgical instrument with 
the feedback of sense of touch. The graspers of this 
instrument are embedded with distributed tactile 
elements made of compliant material. The compliant 
material can both provide the tactile feedback to the 
surgery also in the meantime increase the stability of the 
grasping.  
  Compared to the existing graspers without tactile 
feedback, the added sense of touch will facilitate 
surgeon to identify calcified arteries or localise tumours 
within a solid organ. During the procedure for treating 
liver cirrhosis, this instrument can help to diagnose the 
abnormal tissue and carry out the dissection efficiently. 
In procedures such as vessel separation and 
revascularization and blood vessel anastomosis, the 
detailed tactile distribution on the vessels will help 
surgeon to avoid damage to healthy tissue and vessels, 
while increasing the accuracy of the operation. 
 
Figure 1 The proposed new type of NOTES surgical 
instrument and design of the soft tactile array sensor embed 
grasper.  
Numerous tactile sensors for millimeter scale MIS tools 
had been reported such as PVDF, MEMS base method, 
Conductive liquid, and optical fiber [1-4]. However, 
these sensing mechanisms have the common difficulties 
including miniaturizing the size, increasing spatial 
resolution of tactile elements, adapting sensor to non-
planar tool shape, simplifying fabrication complexity, 
and reducing the cost. To overcome challenges to create 
distributed tactile sensing capability on the millimeter 
scale grippers, we make use of the method proposed in 
[5] to 3D print the gripper with embedded multiple 
micro-channels. The sensor body is fabricated using 3D 
printing and silicone rubber casting. Each soft channel 
measures contract force by light intensity variation 
using optical fiber. Thus, the proposed sensor has the 
following advantages: 1) making use of 3D printing and 
soft material casting, it is suitable to design high density 
of tactile elements; 2) it easily applies to an arbitrary 
shape to fit various MIS applications; 3) compared to 
other light-intensity based tactile sensors, it is easy to 
fabricate and miniaturize by avoiding the complexity of 
attaching reflectors to individual sensing elements; 4) it 
is immune to electromagnetic interference.  
INTERNAL STRUCTURE OF THE SOFT 
TACTILE ARRAY SENSOR 
The soft array tactile sensor is consisted of the soft 
tactile array pad including multiple soft channels and 
light receiver as shown Fig. 3. The 3D printed sensor 
body has empty channels following the shape of soft 
channels. The empty channels are filled by silicone 
rubber casting to be compliant tactile elements. The 
casted soft channel is divided into three parts; the 
hemisphere to receive contact force, the soft channel in 
the sensor body to transmit contact force and the end of 
the soft channel to reflect emitted light.  
   
 
Figure 2 Diagram of soft material channel, and diagram of 
light reflection 
When the hemisphere (the part of the channel that 
extends outwards) is compressed by applied pressure, 
the end of the channel is axially protruded as shown in 
Fig 2. The axial displacement of the protrusion changes 
reflected light intensity on the end of the channel. Thus, 
a key assumption is the soft material has low 
compressibility to be protruded.  
 
 
Figure 3 The first prototype soft tactile array sensor system [5]  
The reflected light intensity I depending on the distance 
 between receiver and the end of the channel can be 
represented using the inverse-square law,  
 
I ∝


 (1) 
 
where r is a constant value denoting the radiation of 
light at initial distance. Thus, when d is reduced by the 
soft material’s axial protrusion displacement (∆d), the 
light intensity is increased as shown in Fig 3. The 
channel shape designs base on the volume difference to 
magnify the displacement of the axial protrusion of the 
soft material. For example, when the diameter of 
protrusion area (	) is larger than contact area (
) as 
shown in Fig 2, the axial protrusion displacement is 
magnified to have equilibrium between the pressed 
volume of the hemisphere and the protruded volume. To 
observe variation of the reflected light intensity from the 
multiple soft channels, a multi-core fibre bundle is used 
to transmit the light patterns to a camera. The acquired 
light intensity patterns are then converted into images, 
the individual force values can be interpreted as 
indicated in Fig2. 
PROTOTYPES OF SENSOR 
The first prototype was developed to study the 
feasibility of the soft tactile array sensor as Fig. 3. The 
soft array tactile sensor mainly consists of the soft array 
pad and the light receiver. The array pad includes nine 
independent soft tactile channels, and the light receiver 
includes an optical bundle which has nine optical fibers 
and one light emitter. The nine soft material channels 
cover the first prototype sensor area of 9.5 × 11 mm2. 
Each soft material channel was first fabricated using 3D 
printing and silicone rubber (Eco-Flex 50) casting. In 
the first prototype sensor, to amplify the displacement 
of silicone axial protrusion, the radius of protrusion area 
	 and contact area 
 are designed as 1 mm and 3 
mm respectively. An USB camera was utilized to 
capture the reflected light image. Each silicone channel 
was calibrated individually using 6-axes force sensor 
(ATI Nano-17). The validation tests showed that each of 
the sensing nodules has average measureable force 
range from 0 to 1.622 N, with an average accuracy of 
97%, average crosstalk-to-signal ratio of 1.8%, and no 
signal drifting. Moreover, other prototypes such as the 
ellipse palpation head and the square head was 
successfully fabricated with 16 soft channels as shown 
Fig 4. 
 
 
Figure 4 Miniturized soft tactile array sensors 
FUTURE WORK 
We are in a process to develop a NOTES surgical 
instrument with the feedback of sense. We believe that 
the proposed soft tactile array sensor is adaptable for 
NOTES surgical instrument. To enhance the sensor 
specifications, we will explore light intensity variation 
depending on the type of soft material and the area ratio. 
Therefore, the sensing mechanism will be further 
optimized.  
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INTRODUCTION 
 
Gastrointestinal (GI) endoscopy is the gold-standard 
procedure for detection and treatment of dysplastic 
lesions and early stage GI cancers [1]. In spite of its 
proven effectiveness, its sensitivity remains suboptimal 
due to the subjective nature of the examination, which is 
substantially reliant on human-operator skills. For bowel 
cancer, colonoscopy can miss up to 22% of dysplastic 
lesions, with even higher miss rates for small (<5 mm 
diameter) and flat lesions [2]. The proposed system seeks 
to improve the sensitivity of GI endoscopy by automated 
scanning and real-time classification of wide tissue areas 
based on their hyperspectral (HS) features. A “hot-spot” 
map is generated to highlight dysplastic or cancerous 
lesions for further scrutiny or concurrent resection [3]. 
The device works as an add-on accessory to any 
conventional endoscope and to our knowledge is the first 
of its kind.  
ENGINEERING SPECIFICATIONS 
The device comprises a radial array of optical sensors that 
can be partially rotated and translated along the GI tract 
while acquiring optical data (Fig. 1, A-C). The optical 
sensor array consists of eight single-point diffuse 
reflectance spectroscopy (DRS) fibre optic probes, 
introduced in a collapsed configuration as an over-tube 
add-on accessory to any conventional endoscope. 
Deployment of the collapsed sensors is achieved by 
externally actuated tendons and respective Bowden force 
transmission conduits. Each probe contains an 
illumination fibre that emits white light (Fig. 1, A). The 
light is diffusely scattered inside the tissue and a parallel 
fibre collects and transmits it to a spectrograph (V10, 
SPECIM) where is diffracted into its spectrum and finally 
captured by an sCMOS camera (optiMOS, QImaging). 
From each spectral image acquired, an image processing 
sub-routine converts it to 8 DRS spectra (Fig. 1, A-left). 
The device is simultaneous and continuously translated 
and rotated to scan and obtain a 2D map of the entire 
lumen under interrogation. Rotation is provided by an 
external hollow rotary actuator through which the 
endoscope is inserted (SMH88, Stogra). Translation 
along the lumen using the endoscope as a rail is achieved 
by a stepper motor (SM56, Stogra) actuating a linear 
stage (404XE, Parker). Actuation control, data 
Fig.  1: (A) Optical design of an individual DRS sensor: the DRS signal is acquired in each probe by an illumination [I] and a collection 
[C] fibre (core:cladding=200:20 µm, N.A=0.22). All terminations of the collections fibres are arranged in a 1x8 array (not shown) in 
front of a spectrograph attached to an sCMOS camera that captures images containing the spectra of each probe. Pre-defined pixel-to-
wavelength calibration factors p1 p2 and white standard references are used to convert spectral images to DRS spectra. Top-left plot: 
representative 781 DRS spectra (mean ±SD) of simulated adenomas (ade) vs. 3049 DRS spectra of simulated mucosa (bkg). (B) Front-
view of the device in a collapsed and deployed configuration. (C) Current fixed scanning mechanism based on a hollow rotary actuator 
mounted on top of a linear actuator. The device is axially translated as an over-tube add-on to any conventional endoscope. 
acquisition, HS data processing and visualisation, are 
fully integrated into a MATLAB framework. The 
position of all probes is derived from a single angular and 
linear position reported by the actuators. Each scanning 
position is co-registered with its corresponding DRS 
spectrum. Grayscale images are reconstructed by 
integrating total intensities from each DRS spectrum. A 
user interface allows real-time visualisation of acquired 
raw and processed data as 2D and 3D maps, where the 
3D map corresponds to the 2D image texture-mapped to 
a cylinder, simulating a 3D representation of the colon 
(Fig. 2, d-e). 
EXPERIMENTAL VALIDATION 
This abstract focuses on characterising the optical 
resolution achievable with the current setup on rigid and 
deformable targets simulating the colon. For rigid targets, 
we scanned a plastic tube internally covered with a 
standard resolution target (1959 USAF). The scanning 
sequence comprised a 48º partial rotation (step size=1º) 
while axially advancing the device along the tubular 
target (step size=0.4 mm). Actuation errors were 
measured as 𝑝𝑜𝑠$% − 𝑝𝑜𝑠$' ( , where posro is the 
rounded pixel coordinate of the reconstructed image, and 
posre is the real position reported by the encoders. As 
deformable targets, silicone phantoms were 
manufactured (Ecoflex 00-30). The phantoms included 
simulated flat lesions (cylindrical features Ø = 0.5 to 6.0 
mm, height = 0.7 mm) that were pigmented to provide a 
clear HS signal (ade, top-left Fig. 1A) over the simulated 
mucosa background colour (bkg). 
RESULTS 
The average angular rotation error of the current device 
is 0.02º (SD 0.06º). The linear stage positioning error is 
stated to be at ±0.02 mm. The optical resolution 
achievable is 0.5 line pairs per mm (Fig. 2a). This optical 
resolution is consistent with the smallest simulated flat 
pre-cancerous lesions resolved (0.75 mm), even while the 
scanning was performed inside deformable and 
stretchable phantoms (Fig. 2, b-e). 
DISCUSSION 
We report for the first time 2D and 3D reconstruction of 
endoscopic HS data acquired via robotic scanning of a 
simulated colon by a radial array of contact single-point 
DRS probes. Sub-millimetre optical resolution has been 
demonstrated, which could allow the identification of flat 
pre-cancerous lesions that are currently missed. The size 
of the device is compatible with the anatomical 
dimensions of the colon, but further miniaturisation is 
desirable. Our work towards the clinical applicability of 
the device currently concentrates on negotiating the 
variable diameter, folds, and flexures of the colon. 
Angular actuation along highly tortuous paths via a 
torque transmission cable is at the centre of our 
investigations, as well as the integration of safety features 
like pressure sensing on the probes. Ultimately, classified 
HS data could be spatially registered with the video 
stream of any conventional endoscope. This device will 
pave the way towards the next generation of augmented 
reality endoscopy while increasing its sensitivity and 
specificity. 
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INTRODUCTION 
Robot-assisted eye surgery is the central topic of the EU 
funded project EurEyeCase. Major objectives of the 
project comprise of the development of methodologies 
to perform two surgical procedures that cannot be easily 
carried out by sole human surgeons, namely retinal vein 
cannulation and retinal membrane peeling. In the 
proposed assistive system, the surface of the retina is 
modeled prior to the operation using image data from 
the available stereo microscope. 
Pre-operative 3D reconstruction aims to provide the 
surgeons with a detailed 3D mesh model of the surface 
of the retina to facilitate their pre-operative planning. 
Namely, the visualization of the detected vessel struc-
ture and/or the optic disc in 3D gives the surgeons a 
unique opportunity to examine the structure of the eye 
from novel viewpoints and to plan the path of the tool 
with a higher confidence. 
MATERIALS AND METHODS 
The proposed method relies on the availability of stereo 
image data, which is in our case provided by a stereo 
microscope. A Haag-Streit ophthalmologic surgical 
microscope augmented by a stereo vertiscope with two 
C-mounted Allied Vision Prosilica GC 1290 cameras is 
able to acquire synchronized stereo videos having a 
1280x960 resolution at 25 fps, see Fig. 1. 
 
 
 
Figure 1. EurEyeCase data acquisition setup. A Haag-Streit 
ophthalmologic surgical microscope augmented by a stereo 
vertiscope (a 60° adapter to shorten the microscope body) with 
two C-mounted Allied Vision Prosilica GC 1290 cameras. 
 
In the following, we describe in detail two practicable 
3D visualizations of the retinal surface: (i) a fast depth-
map generation from a single stereo-image pair and (ii) 
a complex textured 3D mesh modeling from multiple 
stereo pairs of images. We use a pre-calibrated stereo 
setup on a single zoom level with the focal length of 
both cameras fixed to 7680 pixels. 
To generate a depth-map from a single stereo-image 
pair, we use the functionality of MATLAB Computer 
Vision System Toolbox to perform image rectification, 
disparity computation, and noise filtering of the 
resulting dense 3D pointcloud. The relative left↔right 
eye transformation in the form of a fundamental matrix 
[1] is known thanks to the stereo calibration. 
Rectification is a commonly used technique which 
transforms the problem of depth-map estimation from a 
2D to a 1D correspondence search, thus speeding up the 
computation significantly. Once the stereo-image pair is 
rectified, it is sufficient to search for correspondence 
only on the individual lines of the two images. To create 
the rectified pair, we employ two MATLAB functi-
ons estimateUncalibratedRectification() 
and imwarp(). Disparity, i.e., the reciprocal depth, is 
then computed by the semi-global matching algorithm 
(SGM) [2] using the function disparity(). Provid-
ing that the disparity map is quite complete, i.e., it does 
not contain many holes, it is possible to generate a 
visually pleasing dense 3D pointcloud by instantiating 
each of the pixels in 3D space at the depth inversely 
proportional to the estimated disparity. Function 
pcdenoise() is then employed to remove noise, i.e., 
inconsistent 3D points, from the resulting pointcloud 
using the method of [3]. 
In order to be able to fuse the information from 
multiple stereo-image pairs, the corresponding cameras 
have to be externally calibrated in the same coordinate 
system. To this end, we use a publicly available 
Structure-from-Motion (SfM) tool, VisualSFM [4]. The 
tool follows the standard SfM pipeline design where 
extracted natural image features, in this case SiftGPU 
[5], are matched between different image pairs and 
resulting multiview feature tracks are triangulated into 
3D points. Multiple stereo-image pairs are then combi-
ned to estimate a consensual 3D surface mesh which 
matches well to the available observations. A state-of-
the-art method is employed, based on Delaunay tetra-
hedralization of the 3D space and global surface esti-
mation by a graph-cut [6] in the implementation of [7], 
available either as a binary or through a web service [8]. 
RESULTS 
Due to the lack of human-eye targets, we limit ourselves 
to ex-vivo pig eyes for our experiments. Namely, we 
use the stereo video sequences of open-sky eyes, i.e., 
eyes of which the lenses have been removed. If a real 
in-vivo eye target were used, the optical effect of the 
actual eye lens would need to be accounted for [9]. 
The particular sequence we work with is a 110 seconds 
long stereo video viewing the eye at different zoom 
levels and slightly sliding to the sides. To reduce the 
number of processed data and remove the inherent 
redundancy, we restrict ourselves to a subsequence rep-
resenting a single pre-calibrated zoom level and extract 
frames at 0.5 fps, leading to 10 stereo-image pairs. 
First, we show how a depth-map and a 3D point-
cloud can be generated for one of the stereo-image 
pairs. Note that one can easily visualize semantic infor-
mation, e.g., the vessel segmentation results [10], in 3D. 
Instead of the original image, a “heatmap” is used to 
assign colors to the resulting 3D points, see Fig. 2. 
 
 
 
Figure 2. Rectification (top left), disparity computation (top 
right), and de-noised dense 3D pointcloud generation. The 
colors of the points correspond either to the pixel colors from 
the respective image (bottom left) or to the results of vessel 
segmentation [10] (bottom right). Blue denotes a very low 
while red a very high confidence of a certain area being a vein. 
 
Second, we externally calibrate the 10 stereo-image 
pairs in few tens of seconds and submit a 3D surface 
reconstruction job to the web service [8]. Due to the 
specific acquisition conditions which do not bring a 
sufficient translation baseline for the frames in the 
sequence, we decreased the threshold for the minimum 
allowed triangulation angle min_apical_angle to 1 
degree. The job exited in slightly over 10 minutes 
giving a textured 3D mesh consisting of more than 130 
thousand triangles. Such a mesh gives the surgeons a 
nice overview of the relative configurations of different 
eye structures and helps them to plan the trajectories of 
the tools accordingly, see Fig. 3. 
CONCLUSION AND DISCUSSION 
We presented two techniques to construct the 3D retinal 
model from a stereo video sequence: (i) a fast depth-
map generation from a single stereo-image pair and (ii) 
a complex textured 3D mesh modeling from multiple 
stereo pairs of images. Currently, no prior knowledge 
about the expected shape of the eye is input to the 
reconstruction, mainly due to the fact that open-sky eyes 
do not have the — close to perfect — spherical shape of 
the closed eyes. Incorporating such a shape prior, when 
relevant and satisfied, would make the reconstruction 
more robust and the 3D surfaces more accurate. 
 
 
 
Figure 3. Reconstructed textured 3D surface mesh rendered 
from a novel viewpoint which cannot be attained by manipu-
lating the microscope. Endowing the surgeons with the capa-
bility to generate such a view helps them to better understand 
the positions and relative configurations of the eye structures. 
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INTRODUCTION 
The idea of integrating the surgeon’s view with 
Augmented Reality (AR) visualization modalities has 
become a dominant topic of academic and industrial 
research in the medical domain since the 90’s. The 
interest for AR solutions in medicine is encreasing, and 
over the past 12 months alone, 153 publications with the 
terms “Augmented Reality” in the title or in the abstract 
were indexed in the PubMed database. 
It is known that the capacity of an AR system to 
smoothly supplementing the user’s perceptive efficiency 
is strongly related on how and where the augmented 
information is provided [1] and for medical and surgical 
applications other specifically application-related 
features have to be taken into account [2]. 
Since wearable AR systems are intrinsically the most 
ergonomic solution for those medical tasks manually 
performed under user's direct vision (introduction of 
biopsy needle, palpation, open surgery, etc.), the 
selection of the most appropriate AR Head Mounted 
Display (HMD) for each specific medical task plays a 
fundamental role. The different classes of AR-HMDs 
have been deeply analysed in the past from a 
technological and a human-factor standpoint [3] but no 
specific guidelines for the surgical domain are today 
available. In this paper we describe the two main classes 
of AR-HMDs and we briefly discuss their potentialities 
and their limits for surgery. We will also report some 
pioneering works in the field that could possibly be a 
breakthrough in the future.    
OPTICAL SEE-THROUGH DISPLAYS 
In Optical See-Through (OST) HMDs, the user’s direct 
view of the real world is augmented with the projection 
of a virtual 2D image on a beam combiner and then into 
the user’s line of sight [3]. Lenses can be placed 
between the beam combiner and the display to focus the 
virtual 2D image so that it appears at a comfortable 
viewing distance on a semi-transparent surface of 
projection (SSP) [4]. As an alternative, the use of high-
precision light guide technologies allows the removal of 
the bulky optical engine [5]. The OST paradigm (Figure 
1) is particularly suitable for augmenting the reality by 
means of simple computer-generated elements (as 
patient-related textual or graphical data) but 
shortcomings remain on their eventual use as accurate 
and reliable image-guided surgical systems.  
In any image-guided surgical system, the geometrical 
consistency of the virtual 3D anatomies (reconstructed 
from medical images) with the real patient is the key 
point. In OST displays, to achieve an accurate fusion 
between real scene and virtual content the following 
conditions must be satisfied: 
I. Accurate registration of the virtual 3D anatomies to 
the real patient, as in any surgical navigator; 
II. Accurate tracking of the pose between HMD SSP 
and patient. Tracking is a common requirement in any 
surgical navigator; 
III. Consistent estimation of the user’s eye projection 
model and of its position respect to the SSP; 
IV. Rendering of the virtual 2D image (consisting in a 
projection of the virtual 3D anatomies) on the SSP 
taking into account conditions I, II and III, so as to 
properly match the light rays coming from the real 
world with the virtual 2D image pixels.  
 
Figure 1. Optical see-through paradigm. A virtual 2D image 
(red heart) is rendered on the semi-transparent surface of 
projection (SSP). The user perceives the light rays coming 
from the real world merged with the virtual 2D image. The 
perceived image of the virtual 2D image can be not exactly 
registered to the real view of the world (see the heart apex) 
due to user-dependent calibrations issues. 
The user-dependent calibration required at point III is an 
additional requirement in respect to traditional surgical 
navigators. This calibration step often entails a tedious 
and error prone methods  [6, 7], and it should be 
repeated each time the HMD is moved on the head 
causing a change in the relative position between user’s 
eye and SSP. Recent and more advanced calibration 
methods [8], albeit working in real-time, do not 
incorporate a user-dependent and real-time estimation of 
the eye projective model. The projective model of the 
user’s eye may indeed change over time with the focus 
distance due to the accommodation process. 
VIDEO SEE THROUGH DISPLAYS 
With the Video See-Through (VST) paradigm, the view 
of the real world is mediated by a camera placed in front 
of the HMD. The 2D images acquired by the camera are 
shown on the micro display close to the user’s eye, and 
the real images can be accurately merged with virtual 
2D images [9, 10] without the need to performing any 
user-dependent calibration, since the alignment between 
real and virtual information does not require the 
knowledge of the user’s viewpoint.  
  
Figure 2. Video see-through paradigm. The external camera 
acquires 2D images of the real world that are merged with 
virtual 2D images. The mixed images are then showed on the 
display close to the user’s eye. The alignment between real 
and virtual information does not involve the modelling of the 
user’s viewpoint and can be really accurate.  
 
In VST, the camera-mediated view can reduce the 
natural visual acuity, the viewpoint is often not exactly 
orthoscopic, there is a lag between the acquisition and 
the reproduction of the images, and, in case of 
stereoscopic implementations, the vergence of the stereo 
cameras can be an issue [11] [12]. 
OST LIGHT FIELD DISPLAYS 
In traditional OST HMDs there is an intrinsic 
incompatibility between the nature of the 4D light field 
crossing the SSP [13], associated to the real world, and 
the nature of the virtual content rendered as a 2D image.  
Recent works [14] [15, 16] propose a radical rethinking 
of the OST displays paradigm by generating, through 
integral imaging technique [17], the virtual content as a 
light field. This solution seeks to overcome the typical 
limitations of the traditional OST approach based on 2D 
images projected over semitransparent surfaces.        
CONCLUSION AND DISCUSSION 
At the current technological level, the accurate 
registration of virtual 2D image to the real world view, 
fundamental prerequisite for the adoption of AR-based 
image-guided surgical systems, is ensured by adopting a 
standard VST solution. Nevertheless, VST displays 
introduce perceptual artifacts due to its bringing a non-
natural view of the real world. OST light field displays 
could be the “Saint Grail” for AR-based image-guided 
surgery in the future. In any case, further research and 
complex technical developments are required to offer 
high resolution and real time rendering capabilities.  
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INTRODUCTION 
Minimally invasive procedures use state of the art 
technology to reduce damage to human tissues that can 
occur during medical interventions. In minimally 
invasive procedures clinicians make several small 
incisions on the patient's skin, one of which is usually 
reserved for the endoscopic camera. Images from the 
endoscopic camera are projected onto monitors in the 
operating room. Thus, the medical team can see a clear 
and magnified view of the analysed anatomical area. 
Other instruments are inserted in the other openings and 
used to explore, remove or repair internal body parts. 
Notwithstanding all the advantages that minimally 
invasive procedures brought into the clinical settings, 
there is still a lack of haptic feedback which can help to 
localise malignant tissues and identify abnormalities 
while preserving blood vessels and nerves. 
Identification of abnormalities can be cumbersome for an 
inexperienced practitioner, while the lack of direct 
palpation during minimally invasive procedures may lead 
to insufficient feedback and errors. 
In response to the current state of minimally invasive 
interventions, sensing technologies for minimally 
invasive procedures have been developed. However, 
problems in size, compatibility with the medical settings, 
sterilisability, accuracy and reliability, make these 
systems unsuitable for real applications. In minimally 
invasive procedures practitioners use endoscopic 
instruments to inspect a specific part of the body, to 
diagnose a disease or find the cause of a patient's 
symptoms. Endoscopes are not only used for diagnostic 
purposes, but also for treatment or as part of a procedure 
aiming to prevent future health problems. Computer 
vision techniques, which are directly implemented on the 
endoscopic camera images, have been largely 
investigated [1].  However, vision solutions for soft tissue 
characterization employ costly and complex image 
processing algorithms which are not fully reliable. 
Researchers have been investigating the use of 
endoscopic cameras as palpation instruments for medical 
examination [2]. 
This paper presents a novel stiffness sensor which is 
fashioned for a surgical endoscopic camera. 
 
 
Figure. 1. Clip-on stiffness sensor CAD Drawings: (a) 
Exploded view of the sensor, (b) sensor assembled at the tip of 
an endoscopic camera, (c) camera field of view. The stiffer 
beam (in pink), has a lower elasticity than the others.       
                                                                                                                                                                                                                                              
A clip-on sensing mechanism is attached to the camera 
tip and used to palpate soft tissue area. Hence, the 
integrated system can be used as a dual sensor: to 
visualise anatomical area and to evaluate its stiffness.  
Multiple cantilever beams are indented into soft tissue. 
The movements of the cantilevers result in shape 
variations of the related visual features in the endoscopic 
camera images. The beams present different elasticity, 
thus they exhibit different displacements during 
indentation. The stiffness of the examined soft tissue is 
estimated by tracking the movements of the visual 
features in the camera images. The proposed sensor is 
light, cheap, disposable, passive and presents 
customisable range and resolution.  The additional 
sensing mechanism slightly increase the diameter of the 
endoscopic camera allowing it to be inserted into the 
human body through a standard trocar port.  
MATERIALS AND METHODS 
The clip-on stiffness sensor has been fashioned for the 
medical rigid endoscope ENDOCAM Performance HD 
by Richard Wolf. The sensor is attached to the tip of the 
endoscopic camera by a clip so as to be easy to fasten or 
remove. The overall sensory system, composed by the 
endoscopic camera and the designed mechanism, can be 
inserted into the human body through a standard trocar. 
 
Figure. 1. Calibration device: the motorised linear module 
pushes the Force/Torque sensor against the stiffness sensor 
whist recording the interaction forces and the displacement. 
 
The overall sensory system, composed by the endoscopic 
camera and the designed mechanism, can be inserted into 
the human body through a standard trocar port of 10-
15mm diameter, thus it fits the size requirements of 
minimally invasive procedures. The exploded and 
assembled views of the sensor are shown in Figure. 1.  
The sensor consists of two semi-cylindrical symmetrical 
parts with a cylindrical cavity along the central axis 
which is used to mount the device onto the camera tip. 
Each part has two rectangular cantilever beams, made by 
nitinol, a metal alloy of nickel and titanium, tapered with 
an angle of 40 ̊, as shown in Figure. 1. Three beams have 
identical cross sections, hence, they have identical 
elasticity. The fourth beam has a bigger cross section; 
thus it has a lower elasticity than the others. When the 
beams palpate soft tissue they bent towards the camera 
changing their positions in the camera images. An image 
processing algorithm tracks the visual appearance of the 
beams in the images which are related to their bending in 
the 3D space. In previous work the authors proposed a 
multiaxial stiffness sensor probe for medical palpation 
which related the compression of linear springs to the 
movements of spherical visual features in the images to 
estimate the contact forces and the stiffness [3]. 
Therefore, due to the similarity between the beams and 
springs the sensing principle has been fashioned and 
adopted to model the cantilever sensor.  
 
The image processing algorithm evaluates the 
relationship between the bending of the cantilevers and 
the visual appearance of their centroid in the images. The 
image has been subdivided into four Regions of Interest 
(ROIs). Each ROI is associate to one cantilever and 
capture its full range of motion.  The simulation results 
of the finite element analysis (FEA), have been 
 
Figure. 2. Clip-on sensor for endoscopic camera: The 
displacements of the cantilevers along the z-axis in simulation 
and calibration of the soft (a) and the stiffer (b) beams. 
 
 
Figure. 3. Relation between feature centroid and displacement 
of the soft beam (a) and stiffer beam (b). The variation of 
feature centroids due to an external force for the soft beam (c) 
and stiffer beam (d). 
 
compared with the results obtained using a calibration 
device which ensures that the endoscopic camera is at a 
steady state during contact, as shown in Figure. 2.  The 
system employs a motorised linear module which 
embeds the ATI Nano17  Force/Torque sensor.By sliding 
the linear module against the sensor prototype, the 
displacements of the beams and the interaction forces 
generated by the contact are recorded in real-time. 
RESULTS 
The results of the calibration tests demonstrate that the 
relationship between the displacement of the nitinol 
beams and the applied normal force is linear (Figure. 3). 
The results of the image processing algorithm also show 
that there is a linear relationship between the position of 
the centroids in the image and the displacements of the 
beams, Figure. 4. (a) and (b). The relationship between 
the movements of the beams and the variation of the 
centroids in the images allows to directly compute the 
applied force as a function of the beams’ centroids, 
Figure. 4 (c) and (d).  
CONCLUSION AND DISCUSSION 
In this paper a novel clip-on sensor for endoscopic 
cameras has been presented. The computation of soft 
tissue stiffness will help clinicians to diagnose 
abnormalities and recover the "sense of touch" in 
minimally invasive and remote applications. Future work 
will explore other fabrication materials and tests with soft 
tissue phantoms.  
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I. INTRODUCTION
Vitreoretinal surgery addresses sight-threatening conditions
on the back of the eye. Since structures on the back of the
eye are often only a few micrometers, the technical demands
placed on the surgeon by these procedures are very high.
Robotic systems can provide a distinct and positive alteration
in patient outcome when they can show to really enhance the
surgeon’s capability by providing both physical and mental
assistance. The back of the eye is viewed through a stereo-
microscope, which provides a three dimensional image to the
physician. Still, determining distance between instrument-tip
and retina proves to be very hard.
II. CONTROL SCHEME FOR ROBOT-ASSISTED SAFETY
Until now, the focus of surgical robotic systems has been on
precision. To further improve patient safety and surgical per-
formance, new concepts for (semi-)automated robot-assisted
surgeries are being developed. These concepts incorporate
sensor guarded and sensor guided motions. From a control
point of view, this leads to a cascaded control loop that exists
of three layers (see Fig. 1). The innermost layer (denoted in
blue) ensures closed-loop stability of a telemanipulator system.
The complete loop is closed by the surgeon (denoted by
the orange feedback line). The green loop is established by
adding a local sensor to provide fast and reliable information
about the distance between the instrument and the retina. This
information is primarily used to prevent accidental penetration
of the retinal surface. The third layer (denoted in red) combines
all measurements of the environment into a world model of
the inside of the eye.
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Fig. 1: Sensor integration in the surgical system.
For improving safety, the green loop is used. A proximity
sensor can be placed in line with the surgical instrument,
providing distance measurements exactly where the surgeon
cannot provide them himself.
III. OPTICAL COHERENCE TOMOGRAPHY PROBE
A local sensor providing distance information between
the instrument tip and the retina should satisfy a couple of
requirements:
1) it should be possible to integrate it in an instrument,
2) the measurement window should be large enough to be
able to detect the retina early enough for application of
a virtual bound.
3) since vitreoretinal surgery is very close the retina, the
accuracy of the sensor should be in the micrometer
range,
4) since it is mainly used for safety, the measurement
frequency should be sufficiently high, i.e. an update rate
of at least 100Hz with a delay smaller than 10ms.
Surgeon position commands are typically in the band of 0Hz to
5Hz, including instrument positioning motion and reaction to
disturbances, e.g., eye movement. To achieve dynamics fast
enough to respond to these commands whilst guaranteeing
proper position tracking, the motion control bandwidth needs
to be typically 10Hz. In order to close a safety loop with a
local sensor, the sensor needs to have an update rate of at least
100Hz with a delay smaller than 10ms.
Optical Coherence Tomography (OCT) [1] is a sensor solu-
tion based on interference between two light paths, a reference
path and a path that reflects on the to be measured sample. An
interference spectrum is measured and processed to obtain a
one-dimensional depth image (A-scan) of the sample. This
technique is used in combination with a fiber probe with
focusing optics. A small piece of glass and a gradient index
(GRIN) lens are connected to a piece of fiber, to focus the
optical beam approximately 3mm in front of the probe tip.
To remove optical disturbances, the measured spectrum is
apodized [2] using a custom apodization spectrum. Generally,
a spectrum measurement of air would include all optical
disturbances inside the probe and reference stage. But these
disturbances can change over time. Since the sensor is used in
a closed-loop implementation, it is not preferred to interrupt
surgery for a new apodization measurement. Therefore a low-
pass filter with a time constant of 120s is applied to the
measured spectra. It is assumed that the probe will move
sufficiently, so that the sample is filtered out. Hence the
apodization will not remove the sample. During initialization,
the time constant of the low-pass filter is increased over time,
starting from 0 seconds, until the 120s are reached.
2IV. PROBE TIP CALIBRATION
To accurately measure the distance between the instrument
tip and the retina, the position of the OCT measurement
window should be known. The OCT probe is rigidly connected
to the instrument, and hence the distance between probe tip
and instrument tip is known. By changing the reference stage
length by a known value, the measurement window can be
shifted to include the probe tip. The offset between probe tip
and the position of the OCT measurement window can then be
calculated. Temperature changes and movement of the probe
might change the length of the fiber connected to the probe,
and can hence influence the position of the measurement
window. Therefore, this calibration step should be performed
every few seconds. For the change of the reference stage
length, an optic switch can be used. This switch then only
takes a few milliseconds, and hence the closed-loop safety
control is not undermined.
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Fig. 2: A-scan of a porcine retina. In the top plot an average of
36 A-scans is shown. The retina is located at approximately 0.9
mm. The peaks near 0.13 and 0.25 mm are a result of a crack
in the fiber. The bottom plot shows the same measurement, but
with the offset removed and with a temporal high-pass filter
applied.
V. PROXIMITY SENSING USING OCT
The one-dimensional A-scan measured using the OCT probe
provides information about the amount of change in reflective
index or the amount of scattering of light. An average of 36
A-scans of a porcine retina is shown in Fig. 2. The OCT setup
measures 36.000 A-scans per second, and hence the averaged
A-scan covers 1 ms. The back of the eye scatters the light
coming from the probe and is shown in the A-scan as a set
of peaks between 0.9 mm and 1.9 mm. The top signal in Fig.
2 is subjected to a temporal high-pass filter, and the offset
is removed to obtain the bottom signal. The bottom signal is
then smoothed over distance to remove some of the noise.
A hypothesis tree of Kalman filters keeps track of the local
maxima detected in the latter signal. For safety reasons, the
tracked peak closest to the surgical instrument tip is considered
the proximity to the retina.
VI. VIRTUAL BOUNDS
As a first proof of concept, a virtual bound is implemented
on a paper phantom eye. The distance to the paper is sent to
the robot, which limits the tracking of the surgeon’s movement
to the position of the virtual bound. When the distance to the
paper is closer than the bound, the reference to the slave robot
is reset to the bound value, and the telemanipulation setup is
essentially being decoupled in one direction.
Fig. 3: The OCT-probe connected to a surgical instrument. The
test setup is viewed by the surgeon through the microscope,
similar to actual surgery.
To test the algorithm in a realistic environment, an ex-vivo
porcine eye was used. The eye was prepared by removing the
cornea and lens, without removing the vitreous. The virtual
bounds were successfully applied and several surgeon tests
showed that is was no longer possible to accidentally touch
the retina.
VII. CONCLUSION & FUTURE WORK
This work showed a successful application of optical coher-
ence tomography integrated in a probe to measure the distance
from the tip of a surgical instrument to the retina. This distance
was used to apply virtual bounds on the instruments’ position
with respect to the retina, making it impossible to accidentally
touch the retina.
Future work involves improving the detection and tracking
algorithm to be able to distinguish between retina and other
tissue, dirt and blood floating inside the eye.
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1. INTRODUCTION 
Recent findings show possible links between the 
development of neurodegenerative diseases such as 
Alzheimer's disease and olfactory deficiency. In the 
NEMRO project 1 , we therefore intend to explore 
objectively the olfactory neuroepithelium in order to 
assess the occurrence of neuropathological changes for 
neurodegenerative diseases. This implies to develop a 
tool for in vivo exploration of olfactory cells to be used 
at a research level, on selected patients. OCT imaging 
appears as a very interesting modality for the inspection 
given its resolution, depth of inspection, and the 
possibility of using an optical fiber-based OCT probe. 
The challenge is to bring such a probe in the area of 
interest, the so-called olfactory cleft, a very narrow zone 
in the upper area of the nose. This cannot be performed 
today with existing manual instruments. We thus 
introduce the current developments in the design of a 
new robotic platform, with the synthesis of a dedicated 
concentric tube robot (CTR). 
2. MATERIALS AND METHODS 
Robot synthesis has been studied in three steps, with 
first the estimation of exact requirements, then the 
computation of patient-related data for a precise 
formulation of workspace requirements and third the 
determination of a robot geometry. 
 
2.1. Initial Design Choices from Task Requirements  
The OCT probe has to be guided from the nostril to the 
olfactory clefts. Each cleft is a very narrow space, with 
a width that does not exceed 1 to 2 mm. From the 
entrance point of the cleft, inspection consists in moving 
the probe in a plane parallel to the top of the olfactory 
clefts. Around the entrance point, the presence of 
olfactory cells makes the area very sensitive, which 
excludes any contact between the robot and the mucosa. 
On the contrary, contacts between the robot and the soft 
tissue of the nostril are admissible even if not desired.  
Concentric tube robot (CTR) architectures seem 
adequate in such a context characterized by strong size 
constraints. We therefore propose to build the robotized 
OCT probe-holder as a CTR, decomposed in two 
subsystems. The navigation section aims at reaching the 
olfactory cleft entry from the nostril. The exploration 
section is inserted in the navigation section and it aims 
at conducting the olfactory cells inspection. This second 
section will be the association of the optical fiber and an 
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electro-active polymer-actuated tube to perform the 
scan. Embedded actuation will be used to modify the 
tube curvature [1]. The main issue concerns the 
synthesis of the navigation section, given the constraints 
on the size and the exclusion of contacts with the 
mucosa in the upper part of the nasal cavity. The 
deployment of a CTR can be a complex issue in the 
general case, with a variable volume swept by the robot 
body. We here impose a follow-the-leader (FTL) [2] 
constraint to more easily solve the robot/mucosa contact 
issue: the robot body follows the path of its tip, which 
means that undesired contacts can be analyzed by 
focusing on the configuration after full deployment. 
 
2.2. Determination of Anatomical Constraints 
The robot synthesis requires precise information on the 
space inside the nasal cavity. Such information is not 
available to the knowledge of the authors, in particular 
with inter-patient variability. 3D reconstructions have 
therefore been performed. A set of 19 subjects was 
selected, for which CT scans are available. Left and 
right nasal cavities are considered. Image segmentation 
and 3D reconstruction are performed using Invesalius 2 
software. The 3D geometry of each nasal cavity is 
finally reconstructed and the variations of the width of 
the olfactory clefts are determined as well. 
 
2.3. Synthesis of the Navigation Section 
2.3.1. Selection of a synthesis method 
Different patient-based robot design methodologies for 
CTR such as [2] are proposed in the literature. These 
methods are iterative and make use of CTR kinematic 
models that are complex, in particular when the 
presence of tube torsion is included. Even though they 
constitute powerful frameworks, alternate methods can 
be considered for simple CTR geometries, which are 
favorable for design and manufacturing simplicity.  
Since we consider a perfect FTL behavior, it is here 
sufficient to consider the final configuration of the 
robot. For this configuration, the analysis is 
decomposed in two steps. Admissible robot shapes are 
first identified by simulation using the 3D reconstructed 
data. Validation of the robot tube geometries is then 
performed by taking into account the impact of torsion 
and possible stability issues for the CTR. 
 
2.3.2. Robot shape selection 
Only limited solutions exist to obtain FTL behavior with 
a CTR. The easiest way to get this property is to build a 
planar robot made of tubes with constant curvatures. 
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The number of tubes defines then the number of 
constant-curvature sections of the resulting robot.  
Considering again the objective of simplifying the 
design and manufacturing of the system, solutions with 
a minimum number of constant-curvature sections have 
to be preferred. This also limits the number of tubes and 
therefore minimizes the outer diameter of the device. 
Given the cavity geometry, using only one section is 
obviously not admissible. On the contrary, the use of 
two sections can be of interest, in particular when 
combining a linear proximal section with a curved distal 
section, since the lower part of the nasal cavity is today 
accessed in conventional procedures with straight 
instruments. The CTR is then defined by the length of 
the two sections and the curvature of the distal section.  
 
2.3.3. Assessment of robot geometries 
First, candidate architectures are generated by 
discretization of values of length and curvatures. 
Variations of the robot position and orientation with 
respect to the nose are also considered. Then, the 
existence of contacts between the robot and the nasal 
cavity is assessed for all the obtained combinations. 
Collision detection between meshes representing the 
two entities is being used. Given the large number of 
evaluations to be performed, a computational-efficient 
implementation is needed. Parallelization is therefore 
adopted and about 80 solutions can be tested per second. 
 
Once admissible sets of robot shapes are identified, it is 
needed to estimate the corresponding tube geometries 
using an inverse torsionally-rigid kinematic model. The 
stability of the robot during the deployment can then be 
evaluated following [3]. 
3. RESULTS 
3D reconstructions are used to select the CTR outer 
diameter. The data for the 19 subjects show that a 
maximum diameter of 1.4 mm is acceptable. The 
internal diameter of the CTR is linked to the diameter of 
the exploration section of the robot. Given the expected 
size of the OCT probe, a diameter of 0.7 mm is chosen.  
A single robot geometry is not sufficient to inspect a 
significant number of subjects. Our study shows 
however that 13 out of the 19 subjects could be included 
in a research protocol with the proposed CTR shape 
using only 3 different sets of tubes defined by 
curvatures of 0.03, 0.04 and 0.05 mm-1. No contact then 
occurs between the robot and its environment, except 
along the soft tissue of the nostril for a few of them.  
Nitinol is a great material for CTR given its 
superelasticity. It is therefore considered for the two 
tubes of the robots, with internal and external diameters 
respectively equal to (0.7, 1.0) and (1.0, 1.4) mm. Using 
an inverse kinematic model, the tube geometries are 
determined with curvatures equal to 0.03, 0.04, 0.05 
mm-1 for the inner tubes, and 0.0080, 0.0107, 0.0134 
mm-1 respectively for the outer tubes, inserted in 
opposition to the inner tubes. Using the analytical 
formulation of the robot stability introduced in [3], the 
robots are considered valid since maximum 
transmission lengths are equal to 232.4, 42.5 and 16.6 
mm respectively for the inner tube. Such values ensure 
the possibility of integrating actuation solutions for the 
device. In other words, the identified robot geometries 
offer a proper access to the site of interest, unreachable 
today, with a simple geometry that is also safe without 
any phenomenon such as snapping. 
 
 
 
 
 
 
 
 
 
 
 
Figure. 1. Fully deployed CTR in one of the 3D reconstructed 
nasal cavities.  
4. CONCLUSION AND DISCUSSION 
In this paper, we have developed the synthesis of a new 
CTR for olfactory cells inspection. The design method 
takes into account inter-patient variability and it is 
simple in the fact that no complex kinematic model is 
required for the robot selection. We have shown that 
stable robots that respect our application requirements 
can be selected, therefore allowing an inspection of the 
olfactory cells for the first time at a research level. 
Further work will now be focused on the design of an 
actuation unit and early tests of the navigation 
capability. 
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INTRODUCTION 
In minimally invasive surgical operations such as 
laparoscopy, or in robot assisted surgery, the surgeon is 
not in direct contact with the patient’s body, hence loses 
the haptic sensation of the organs and tissues [1]. 
Usually in order to assist the surgeon, special cameras 
embedded in the surgical tools are employed to provide 
visual feedback, which on its own results in deploying 
more instruments during operations. Although visual 
information is highly desirable, however it does not 
completely replace the haptic perception attained by 
palpating the patient’s organs, which typically provides 
valuable information to the surgeon [2-3]. Therefore, 
additional information retrieved from further sensor 
modalities may assist the surgeon when using robots for 
surgical procedures. 
As part of The EU project STIFF FLOP (STIFFness 
controllable Flexible and Learnable Manipulator for 
Surgical Operations), which aimed at developing a 
novel soft continuum robot for MIS (minimally invasive 
surgery), we designed a novel force and torque sensor to 
provide sensory feedback on external forces and torques 
on the robot. 
The based on light intensity sensing, we develop a three-
axis force/torque sensor, using two approaches: 1) 
Optoelectronics, and 2) Fibre optic technology. The 
developed sensors are integrated within the soft 
continuum STIFF-FLOP robot arm to measure external 
forces and torques.  
Though the sensor presented here is integrated within the 
STIFF-FLOP manipulator, but its geometry and structure 
allows it to also be integrated within any other flexible 
manipulator with similar structure as shown in Figure 1.  
MATERIALS AND METHODS 
A. Sensor design concept  
The multi-axial force sensor should satisfy the following 
conditions:  
 1) Since the sensor structure is also serving as a 
connection between two mutually tangent segments of 
the STIFF-FLOP manipulator, it should have a hollow 
ring-like structure to allow actuation pipes for the 
subsequent segments of the manipulator to pass through 
proximal segments and reach distal ones. 
 2) The sensor should be capable of measuring at least 
three components of external forces and moments; 
namely the longitudinal force, Fz; and the two torques, 
Mx, and My (Figure 3). Note that the STIFF-FLOP 
manipulator has 3 degrees of freedom (DoF), including 
two omni-directional bending motions and one 
elongation motion. 
B. Sensor configuration 
The three-axis force sensor entails two types of light 
intensity based approaches: 1) optoelectronic sensors, and 
2) optical fibres; as shown in Figure 2. In the first case, 
the three optoeletronic sensors (QRE1113, Fairchild 
Semiconductor Corp.) – or in the second case, the three 
pairs of optical fibre - are coupled with three mirrors 
(made of write-reflective plastic) and integrated in a 
flexible ring-like structure made of ABS plastic (a 
copolymer of Acrylonitrile, Butadiene, and Styrene) 
 
Figure. 1. Force/Torque sensors being integrated into Soft-
manipulator (STIFF-FLOP): optoelectronic technology (right) and 
fibre optic technology (left) 
 
(a) 
 
(b) 
Figure. 2. Two sensing approaches: (a) Optoelectronic based 
sensing approach (b) Fibre optic based sensing approach: d 
distance between the mirror and the tips of the fibers; a angle 
between two optical fibers; g depth between the fibers 
which is designed with a 3D rapid prototyping machine 
(Fig. 2) [4-5]. This structure accommodates three 
flexible cantilever beams on its periphery for measuring 
one force component Fz and two moment components, 
Mx and My.  
The optoelectronic sensor consists of an LED and a 
phototransistor for emitting and receiving light, 
respectively. On the other hand, a pair of the two optical 
fibres are connected to KEYENCE™ Digital Fiber Sensors 
FS-N11MN which has an LED and a phototransistor inside. 
One fibre is connected to the LED, and another fibre is 
connected to the phototransisotor. The light emitted from 
the LED is reflected by the mirror and is received by the 
phototransistor. The closer the distance is between the 
mirror and the photo interrupter, the higher is the intensity 
of the reflected light received by the phototransistor [4-5].   
When external force Fz and moments Mx and My are 
applied to the upper plate, the three associated cantilever 
beams are deflected. The three corresponding photo 
interrupters - or three pairs of the optical fibres - measure 
the resultant cantilever beam deflections (δ1, δ2, and δ3) 
between the upper and bottom plates of the sensor (Fig. 3). 
From the three deflections, the external force Fz and 
moments Mx and My can be calculated by multiplying a 
calibration matrix.  
In order to anchor the force sensor to the structure of the 
STIFF-FLOP manipulator, a clocking mechanism is 
also integrated in the sensor design (Fig. 4).  
RESULTS AND DISCUSSION  
For sensor performance test, the external force and 
moments are compared with the measured data from the 
two types of sensors.  The two sensor errors are shown in 
Table I and II.    
It should be noted that the difference in the error results 
for the two type of sensors are due to the different 
characteristic curves between the output voltage of the 
optoelectronic sensor and the fibre force sensor FS-
N11MN. The optoelectronic sensor can be optimised by 
d, but the fibre optic sensor should be optimised by the 
three parameters g, a, and d to obtain an exactly linear 
curve of the output voltages with respect to the distance d 
as shown in Fig. 2. Both the optoelectronics and the fibre 
optics method have their advantages and disadvantages 
depending on the application.  
The main advantage of the optoelectronic sensor is its 
simple integration into the manipulator. In case of the 
manipulator being damaged, the force/torque sensor can 
be removed and easily reinstalled again since its 
calibration matrix is always same, regardless of 
disconnecting or reconnecting the sensor’s electrical wire 
to its circuit. The main advantage of the fibre optic 
approach is MR compatibility and the sensor being 
immune to magnetic or electrical fields. In contrast, once 
the optical fibre is removed and reattached from/to the 
fibre sensors FS-N11MN, the sensor’s calibration matrix 
will change, hence requiring recalibration. 
TABLE I. SENSOR ERROR PROPERTY (OPTOELETRONIC TECHNOLOGY) 
Force / Moment Range Maximum error 
Fz +/- 5.0 N 0.65 N   (6.5%) 
Mx +/- 3.5 Ncm 0.71 Ncm  (10% ) 
My +/- 3.5 Ncm 0.45 Ncm  (6.4%) 
TABLE II. SENSOR ERROR PROPERTY (FIBRE OPTIC TECHNOLOGY) 
Force / Moment Range Maximum error 
Fz +/- 3.0 N 0.32 N   (10.7%) 
Mx +/- 3.15 Ncm 0.38 Ncm  (12.2% ) 
My +/- 3.15 Ncm 0.59 Ncm  (18.2%) 
CONCLUSION 
A novel metal free force/torque sensor based on 
optoelectronic and fibre optic technology for robotic and 
MIS has been presented. The sensor can be used for the 
STIFF-FLOP manipulator as well as other continuum or 
flexible manipulators which require pipes or tendons to 
be passed through proximal segments and reach distal 
ones, thanks to the hollow structure. The results of sensor 
performance test show an error of less than 18% of the 
sensor range, hence reliable enough to potentially 
contribute to haptic feedback in robot assisted surgeries. 
Due to the sensor manufacturing process, material, and 
optimizing parameters, a deeper analysis of its properties 
and, in particular, of the linearity and hysteresis of the 
response should be investigated to reduce the error.     
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Figure. 3. Sensor operating principle based on 3 flexible 
cantilever beams [4-5] 
 
Figure. 4. The STIFF-FLOP manipulator and click-on 
mechanism 
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INTRODUCTION
In the last decades, endoscopic stereo images have been
exploited to retrieve tissue surface information of the
surgical site using 3D reconstruction algorithms [1],
[2]. The application of such algorithms in Computer
Assisted Surgery (CAS) tools for Minimally Invasive
Surgery (MIS) requires a robust validation process in
order to guarantee reliability and safety. 3D reconstruc-
tion algorithms are commonly evaluated comparing
their result with respect to a reference Ground Truth
(GT) [3]. However, few datasets providing endoscopic
images and GT are openly available.
In [4], a stereo-image dataset of a moving heart phan-
tom was generated using the da Vincir surgical system,
providing a CT scanner-based GT. In [1], a dataset of
stereo-images of ex-vivo animal organs was developed
providing a CT scanner-based GT, where different
conditions were investigated, such as presence of blood
and smoke, and different pose of the endoscope.
Considering the increasing necessity of surgical
datasets, the aim of this work is the generation of
an Endoscopic Abdominal Stereo (EndoAbS) dataset
composed of stereo-images with associated GT for 3D
stereo-reconstruction algorithm validation. To recreate
the surgical scenario, a polyurethane surgical phan-
tom abdomen was built. Images were captured with
a stereo-endoscope, while for acquiring the GT a
laser scanner (calibrated with respect to the stereo-
endoscope) was used. This dataset is openly available
on-line1 for the benefit of the CAS community.
MATERIALS AND METHODS
The generation of the dataset consists in three main
steps:
1) Surgical Scenario Development: An abdominal
model made of kidneys, liver and spleen phantoms
was developed through a molding process, using 3D
organ models provided by 3DIRCADB2. The 3D neg-
ative molds were designed using the software Blender
2.7.4 and 3D printed using the Elite Dimension 3D
printer (layer thickness: 0.25 mm). A bi-component
1http://nearlab.polimi.it/medical/dataset/, Apr 2016
2http://www.ircad.fr/research/3dircadb/, Apr 2016
(a) (b)
Figure 1: On the left liver, spleen and kidneys are shown;
on the right the ribcage containing the organs is shown.
polyurethane elastomer (F-105 A/B 5 shore, BJB En-
terprise) was combined with a softening agent (SC-22,
BJB Enterprise) in order to create the phantoms having
approximately the real tissue characteristics.
The organs were also painted to simulate the tissue
texture and small superficial vessels. Tubular structures
were attached and painted on the surface of the liver
and kidneys to represent main vessels, as it is shown
in Fig. 1a. In addition, a ribcage-like support was
3D printed (Fig. 1b) to maintain the relative position
between the organs.
2) GT generation: The GT was generated using a
laser scanner. A camera-laser calibration algorithm
was designed to express the GT in the camera ref-
erence system, allowing the comparison with the point
cloud obtained by a 3D reconstruction algorithm. The
camera-laser calibration consisted in computing the
rigid transformation TLCl between the same set of
points in the camera reference system {Cl} and in the
laser reference system {L} (see Fig. 2); hence, a non-
symmetric octagonal calibration plate was designed,
which vertices pvert were used for the calibration pro-
cess. The 3D vertex coordinates were identified both in
{Cl} and in {L} (pClvert and pLvert respectively), and
TLCl was computed solving the equation (1) with the
Singular Value Decomposition (SVD) method:
pClvert = T
L
Cl
∗ pLvert (1)
For facilitating the comparison between the GT trans-
formed in {Cl} and the 3D reconstructed point cloud,
the GT was stored into a 2D map so that, the (u, v) cell
of the map contains the 3D coordinates of the point
represented in the (u, v) pixel of the left image. In
Figure 2: Setup for camera-laser calibration.
order to discard the GT 3D points having the same
(u, v) coordinates, but different depth values, the GT
point cloud was oversampled and, in each cell, only
the point with minimum z was kept.
3) Dataset generation: The laser scanner and the
stereo endoscope were positioned in order to have
approximately the same point of view, looking towards
the surgical scenario. Since a real stereo laparoscope
was not available, two Ultra Mini CMOS Color Cam-
eras (MISUMI) with 640 × 480 pixel resolution were
assembled to create a custom-made endoscope with a
baseline of 6 mm. In order to simulate laparoscopic
lighting conditions, two white LEDs were integrated in
the endoscope and the images were captured in a dark
room. The GT was measured with the laser scanner
VIVID 910, which has a sub-millimeter accuracy (x =
±0.22 mm, y = ±0.16 mm, z = ±0.07 mm).
Thus, the obtained dataset was made of:
• 120 stereo-images of the surgical scenario (PNG
format);
• GT point cloud (TXT format);
• Camera calibration parameters (TXT format);
The camera calibration was performed using the Stereo
Camera Calibrator Toolbox of Matlab 2015b. In order
to allow the validation of a 3D stereo-reconstruction
algorithms under different conditions, the images were
reproduced introducing: (i) presence of smoke, created
immersing dry-ice in hot water; (ii) 3 different light
levels, varying the led intensity; (iii) two phantom-
endoscope distances (≈ 5 cm and ≈ 10 cm).
EVALUATION AND RESULTS
A compressive mechanical test was done on
polyurethane samples and a sample of porcine
liver to identify the best percentage of the softening
agent used to replicate real tissue mechanical
properties. Results showed that using 50% in volume
of the softening agent a Young’s Modulus of 0.97 kPa
was reached, similar to the Young’s Modulus of the
porcine liver (0.95 kPa).
Figure 3: Samples of stereo-images and GT from EndoAbS
dataset: left (top-down): kidney at ≈ 10 cm distance and 3rd
light level, liver at ≈ 5 cm with smoke and spleen at ≈ 5 cm
at 3rd light level; right: the relative GT of each image.
The abdominal phantom organs were qualitatively eval-
uated comparing the obtained images with respect to
real surgical images. Realistic features, such as light
specularity, homogeneous texture, vessels and smoke
presence were reached as shown in Fig. 3.
Regarding the camera-laser calibration, the calibration
error was 0.43 mm (25-75 perc: 0.41 mm - 0.43 mm),
computed as the median Euclidean distance between a
set of points in {Cl} and the same set of points in
{L}, transformed in {Cl} using the computed TLCl .
CONCLUSION AND DISCUSSION
This work presents a stereo endoscopic surgical dataset
for the validation of 3D reconstruction algorithms,
providing stereo-images of a phantom abdomen with
an associated GT and camera calibration parameters.
Future work aims at improving the dataset generating
video sequences representing tissue motions and defor-
mations due to the contact with surgical instruments.
Since the images generated are noisy due to the in-
trinsic characteristic of the image sensor, it could be
interesting to generate the same dataset with an high
quality HD stereo endoscope.
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INTRODUCTION 
The aim of this work is to integrate a soft-rigid collision 
algorithm proposed by Fukuhara [1] in an open 
source physics engine, Bullet Physics [2]. In surgical 
applications this can be the case of a clamp grabbing 
deformable organic materials or of a spatula opening a 
brain fissure. The default soft-rigid collision algorithm 
proposed in Bullet is not very effective in the case of 
thin tools interacting with deformable objects. In 
particular, if the rigid body (surgical tool) moves 
slowly, i.e. its displacement covers a small distance 
compared to the simulation step size, the collision is 
detected regularly, otherwise the default algorithm does 
not recognize the collision. As a consequence, the object 
penetrates into the soft body. Besides the 
implementation in [2] of the soft-rigid collision 
algorithm in [1], the new contribution consists on 
generalizing the algorithm to different shaped rigid 
object such as convex rigid bodies with thin thickness 
along one of the three main directions.  Moreover, the 
haptic rendering has been realized by controlling the 
spatula in the 3D virtual space with the Novint Falcon 
3D Haptic Controller. The default linear elastic model 
of the interaction force has been replaced with a more 
realistic and physical consistent non-linear viscoelastic 
model [3]. As a second step, the algorithm has been 
further extended to a clamp constituted by two rigid 
colliding objects grabbing deformable materials. 
MATERIALS AND METHODS 
The Scene 
In the first step, a single rigid object (like a spatula) 
interacting with a deformable sphere has been 
considered. The sphere is composed by a 128 triangular 
meshes, and is placed on a ground plane. The position 
of the spatula in the 3D space is given by the Novint 
Falcon 3D Haptic Controller. The visual rendering has 
been realized using OpenGL. In the second step, the 
scene is constituted of a clamp realized with two 
collidable rigid objects and a handle not collidable but 
with solely aesthetic functions. The haptic interface 
allows three degrees of freedom (DoFs) for the 
controlled object motion. However, the clamp requires 
one DoF for closing and opening. Therfore for  
simulation purpose, the motion of the clamp has been 
limited to a plane and the extra DoF  has been used to 
control the closing/opening on different object shapes, 
such as a sphere and an elongated object shape, that 
simulate more realistically vessel and in general organic 
tissues.  
        
Figure. 1. Example of a spatula and nodes displacement in [1] 
(left image). 3D Model of the convex rigid body (middle 
image). The two collidable bodies of  the clam  (right image). 
 
Extension of the algorithm to convex thin bodies  
The rigid body used in [1] is a parallelepiped and the 
nodes used for collision detection are placed only on the 
two larger surfaces. The symmetrical shape of the body 
allows an easy placement of the nodes by defining the 
resolution along the planar directions of the two 
surfaces, see Fig. 1 (left image). In this work, the 
proposed algorithm has been extended from  rigid boxes 
to generic convex objects modelled with triangular 
meshes. The algorithm in [1] requires that nodes on 
parallel surfaces are associated in pairs that belongs to 
the same surface normal. For convex objects, as in Fig. 
1 (middle image), the nodes association is realized by 
placing a node in the centroid of each triangle mesh and 
by associating it to a node that belongs to the triangle 
intersected by the ray casting. The ray source is the 
node itself and the direction is the opposite of the 
normal to the triangle to which the nodes belongs. In 
this way each triangle finds its opposite pair. With 
respect to [1] where if a node x is associated to a node y 
also the vice-versa holds, in this case the nodes are not 
always mutual associated. This is not intrinsically 
critical for the algorithm application, nevertheless some 
problems arise. The rigid object represented in Fig. 1 
(left image) presents triangular faces in close proximity 
to the side edge, thus, very close to one another. Indeed, 
the distance between two triangles on the side edge may 
be of two orders of magnitude smaller than the 
thickness of the object, as in Fig. 2 (left side). 
Moreover, as an effect of triangle orientation, if a node 
on the top left, that belongs to a triangle in proximity to 
the edge side, casts a ray in the opposite direction of its 
normal, a node on the bottom right can be associated, as 
represented in Fig. 2 (right side). This can be critical for 
the proper application of the algorithm. Indeed, when 
the symmetrical arrangement of the associated nodes is 
lost, the wrong triangle associations can cause 
unfeasible deformations. To solve the problems arising 
for these critical nodes, 
         
Figure. 2. Triangular faces in close proximity to the side 
edge. 
 
the ray casted has no more infinite extension but limited 
according to the dimensions of the scene and especially 
of the colliding soft bodies. In this way infeasible 
collisions are highly reduced. Moreover, since there is 
no mutual association between the nodes, it is no 
possible to study the state of a node by verifying only 
the state of the opposite one. When a node belongs to an 
infeasible pair, the associated index is stored in a vector 
collecting all the indices of the nodes that cannot collide 
in the current simulation step. Thus, a cross-check is 
necessary at each step.  
  
The interaction force model  
In order to improve the sense of realism during the 
simulation, the contact force has been modeled using 
the Hunt Crossley model [3]. The model incorporates a 
non linear spring in parallel with a non-linear damper to 
model the viscoelastic dynamics: 
 
𝐹(𝑡) = {
𝑘𝑥𝑛(𝑡) +  𝜆𝑥𝑛(𝑡)?̇?(𝑡)        𝑥(𝑡) ≥ 0
0                                               𝑥(𝑡) < 0
 
 
where x is the deformation, k and λ are the elastic and 
viscous parameters of the model, and n is a real number 
(usually close to one), that takes into account the 
geometry of contact surfaces. At each time step, the 
deformation x is the distance between the current 
centroid of a triangle and the centroid of the same 
triangle at time zero. For this purpose, during the object 
initialization, the original position of each triangle 
vertices is stored. Obviously, the calculation of x is 
executed if and only if at least one of the nodes 
belonging to the  triangle is in a colliding state. The total 
force is computed by adding the  components related to 
each deformed triangle involved in the collision.  
RESULTS AND FUTURE WORKS 
By applying the default collision detection method 
proposed by Bullet Physics, it follows that the spatula 
collides with the soft body in a consistent way only for 
small displacements and slow motion. Fast 
displacement of the spatula can cause a complete 
penetration into the soft body surface without further 
collision, see Fig. 3 (left image). 
 
             
 
Figure.  3. Soft-rigid collision Bullet default algorithm.   
Moreover, the application of only the ray casting 
method without node association  (second step of the 
algorithm) causes drawbacks if the dimension of the 
rigid body along the collision direction is not large 
enough. The collision appears unstable, as in Fig. 3 
(right image), when both the nodes belonging to 
opposite surfaces apply collision forces to the soft body 
even if they are unfeasible. This drawback is overcome 
by applying also the second step of the algorithm, that 
detects the unfeasible collisions and excludes them from 
the study at the current simulation step. The algorithm 
has been extended to convex rigid objects and to a 
clamp grabbing deformable objects, see Fig.4. The 
results are realistic both in terms of visual rendering and 
in terms of force feedback, Fig. 5.  
 
   
Figure. 4. Simulation results of the collision algorithm 
extended to different object shapes and to a clamp.  
  
 Figure. 5. Resultant force on the sphere grabbed by the 
clamp.  
Since the promising results w.r.t the Bullet default 
collision algorithm, for future works is worth continuing 
to investigate toward improved solutions, such as for 
concave objects, friction models for the interaction force 
and future integration within different engines such as 
SOFA [4]. 
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INTRODUCTION 
Needle insertion is performed in a variety of medical 
procedures, including relevant oncological indications 
such as biopsies and tumor ablation. The conventional 
approach to these procedures is based on free-hand 
percutaneous placement of needles and probes under 
image guidance, either with ultrasound (US), computed 
tomography (CT), fluoroscopy (XA) or magnetic 
resonance (MR). While US and XA offer real-time 
guidance but are somewhat limited in the visualization 
of deep organs and soft tissues, CT and MR are more 
effective in the visualization of normal anatomy and 
pathologies of visceral organs but don't support real-
time image acquisition. This adds significant 
complexity to interventional procedures performed 
under CT and MR guidance, in particular in terms of 
accuracy of needle placement, and exposure to ionizing 
radiation. Developed assisting devices include robotic 
platforms such as the RobioEX and iSYS. However, 
systems available on the market are limited in terms of 
real-time image guidance and scope of clinical 
applications. Ideally, a robotic platform for 
interventional procedures should feature real-time or 
near real-time guidance, force feedback, inter-modality 
compatibility and indication to various types of 
procedures in several anatomical regions.  
Teleoperated needle insertion complies with the above 
cited requirements as it allows to operate under real-
time image guidance (e.g., XA), while protecting the 
medical staff from radioations. In addition, an 
appropriate kineamtic design and control of the slave 
robot can fit the very constrained environment of an MR 
gantry without constraining the operator mobility. 
Beside the surgeon’s comfort, this is expected to 
improve task manipulability. Finally, procedure 
performance can be considerably improved by 
combining imaging and needle-tissue interaction force 
information [1]. The introduction of force sensors would 
however increase cost and size of the robotic system. 
We propose the use of a model-based approach to 
interaction force estimation that eliminates the need of 
force sensors, providing the benefits of force feedback 
at no additional cost or complexity of the system. In 
particular, we analyze here the dynamic accuracy of the 
residual-based interaction force estimation method [2] 
by performing insertion experiments in the line of [3] 
and comparing the estimates with force measures. 
Methods and systems for teleoperated needle insertion 
with force feedback proposed in the litearture, including 
[4, 5] and the references therein, either use measures 
from force sensors or are based on interaction models to 
generate the feedback. While the approach proposed 
here requires an initial effort in developing a reliable 
robot dynamic model, it does not depend on a specific 
needle-tissue interaction model, and thus in principle 
should perform well in penetration of any tissue. 
 
 
Figure. 1. Experimental setup for remote needle insertion.  
MATERIALS AND METHODS 
The dynamic model of a rigid manipulator interacting 
with the environment at a robot point xc is given by 
 
with M  the inertia matrix, C  the Coriolis and 
centrifugal terms, g  the gravitational terms, ¿ the 
control torque. Denoted by Jc the jacobian at the 
contact point, the last term represents the joint torque 
due to the interaction force Fc 2 R
3. The residual-based 
method [2] allows to estimate the unknown contact 
force Fc knowing the robot model and the joint torques. 
In the considered application, the interaction point is the 
tip of a rigid needle.  
The analyzed interaction force estimation method is 
integrated in the master-slave experimental system 
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shown in Fig. 1 where a 17-G, 13 cm, stylet of a co-
axial needle (SURECUT, TSK Laboratory) has been 
fixed to the KUKA LWR end-effector through a 3D 
printed flange. During teleoperation, the needle is 
remotely controlled through a Geomagic Touch haptic 
interface. In the  implementation of the residual method 
we use the LWR model identified in [6] and measures 
from the torque sensors at joints. An ATI Mini 45 6D 
force sensor, mounted on the robot wrist, provides the 
ground truth measurements (at 62.5Hz with 1/16N 
resolution) that are used here to evaluate the accuracy of 
the residual-based force estimation method.  
The needle can be considered as rigid if it is not 
reoriented after insertion, as confirmed by the 
experimental data. 
RESULTS 
In assessing the method accuracy the robot is not 
teleoperated with the aim of obtaining a robot motion 
clean from noise introduced by the operator and, thus, 
an increased legibility of results. The sinusoidal motion 
z(t) = a sin(!t), with a=0.065, !=0.3, along the 
vertical direction is therefore commanded to the needle 
tip. At starting, the needle is not in contact with the 
phantom made of fat, muscle and fibrous tissue. 
Figure 2 reports the estimated and measured force 
relative to one insetion-extraction cycle in tissues 
characterized by different stiffness: muscle in the upper 
plot and fibrous tissue in the lower one. Interaction 
includes the loading deformation, rupture, cutting and 
unloading deformation events taking place during 
needle insertion [3] and corresponding to negative 
values of the force (the needle is pushed upward). 
Positive forces, pulling the needle downward, are 
associated to the extraction phase  and are mainly due to 
friction. The delay introduced by the residual method is 
of the order of milliseconds, the medium error is less 
than 0.1N, while the maximum error is smaller than 
1.5N following a rupture event (after the negative peaks 
in force measurements).   
 
Figure. 2. Comparison of estimated and measured force.  
Figure 3 reports the estimated force vs needle 
displacement relative to the same experiments 
confirming that the maximum error occurs at tissue 
rupture (steepest part of the measured force curve). This 
is due to the filtering effect of the residual method. 
 
Figure. 3. Force vs needle displacement.  
CONCLUSION AND DISCUSSION 
We have proposed the use of a needle-tissue interaction 
force estimation method that does not require the use of 
force sensors. The estimate is used to generate the force 
feedback in a teleoperated system for needle insertion in 
interventional radiology procedures.  
Needle deformation is not considered, to allow accuracy 
assessment based on the ground truth provided by a 
force sensor mounted on the robot wrist. Future work 
include the combined use of a deflection model and 
imaging information to correct the estimate provided by 
the proposed method. Estimation of the interaction 
moments, here assumed to be null, in combination with 
a deflection model of the needle should allow to 
determine the actual needle tip position. The proposed 
approach allows force feedback integration with visual 
information, as in the manual procedures, and 
eliminates  the need to interrupt the insertion to avoid 
surgeon exposure to radiations.  
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INTRODUCTION 
Respiratory function is mandatory for extrauterine life, 
but it is sometimes impaired in newborns due to 
prematurity, congenital malformations, or acquired 
pathologies. Mechanical ventilation provides standard 
care [1], but long-term complications are still largely 
reported [2]. Furthermore, there is a disparity between 
the rapidly increasing ventilator options (e.g. different 
ventilation modalities) and the clinical knowledge of 
how to optimally ventilate the patients [3].  
In this context, continuous training of health staff is 
mandatory for education purposes and for upgrading 
comprehensive knowledge and skills, while 
guaranteeing newborn patients' safety. High-fidelity 
simulation is the best methodology for this purpose 
because it is a completely interactive educational 
method in a realistic clinical scenario [4]: a neonatal 
respiratory simulator represents the main tool to provide 
education while keeping patients safe. However, 
commercially available breathing function simulators 
(e.g. SimNewB (Laerdal Medical), Premi HALS3009 
and Newborn Hall S3010 (Gaumard Scientific), ASL 
5000 Breathing Simulator (IngMar Medical)) are rarely 
suitable for the lack of anatomical and physiological 
complexity typical of the neonatal respiratory apparatus. 
In order to overcome these imitations, innovative 
research simulators [5] have been recently developed; 
because of their potential accuracy, they represent a step 
forward with respect to commercial simulators. 
Anyhow, problems of extreme bulkiness and device 
complexity are still evident, thus restricting their 
practical use.  
These are the reasons why the interest of the research 
community is continuously growing both for updating 
the current commercial systems and for developing 
innovative devices able to simulate with high accuracy, 
stability and repeatability the physiological/pathological 
respiratory patterns of the newborn, yet maintaining an 
intuitive and simple design for facilitating their 
integration into training and educational courses.  
The purpose of this study is the design, implementation 
and assessment of an innovative soft neonatal 
respiratory simulator with variable compliance able to 
reproduce the anatomy and the proper functionalities of 
the neonatal respiratory system.  
MATERIALS AND METHODS 
For obtaining a high-fidelity representation of the 
physiological pulmonary features, the neonatal active 
respiratory simulator was designed as a multi-
compartmental model having five cameras with variable 
volumes, one for each of the lobes as in normal human 
lungs (i.e. two lobes in the left lung and three lobes in 
the right lung) linked to each other by a dedicated 
circuit of plastic tubes that accurately reproduce the 
neonatal airway system. A pressure sensor is fixed on 
the lobes to detect measurement profiles during the 
respiratory cycle (Figure 1).  
 
Figure. 1. General scheme of the simulator system 
Pulmonary compliance, i.e. index of the lung's ability to 
stretch and expand (Compliance C = ∆V/∆P with 
V=lobe volume and P=lobe pressure), is one of the most 
critical feature of the newborn lung that has to be 
correctly reproduced in the simulator. In the proposed 
model, each compartment is characterized by its own 
adjustable compliance by exploiting the jamming 
process, and right and left respiratory branches are 
subjected to an independent and adjustable resistance 
level (Figure 2). This novel design allows the device to 
simulate the lack of uniformity with regard to 
pulmonary features, as well as to outline conditions of 
localized barotraumas or airway obstructions. Finally, 
the simulator is designed to be compatible with 
mechanical ventilators commonly used in Neonatal 
Intensive Care Units (NICUs).  
Jamming is the physical process by which some 
materials, such as granular materials, glasses, foams, 
and other complex fluids, become rigid by increasing 
density [6]. In this system, five lobes have been realized 
by using two concentric elastic (e.g. silicon and latex) 
spheres (i.e. chambers) coupled by means of specific 
granular material (e.g. sugar particles, coffee or sand) as 
reported in Figure 2. By varying the vacuum level in the 
intra-chambers space (i.e. by means of the vacuum 
regulation system properly controlled with a voltage 
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signal), a stiffness change in the whole structure is 
induced, that entails a different internal compliance. 
Being C the ratio between ∆V and ∆P, we can assess the 
C variation by applying a defined ∆P (i.e. 20 cmH2O 
which is the commonly imposed pressure value in 
NICUs) to the system by using a traditional infant 
mechanical ventilator (BEAR CUBr750 PSV Infant 
Ventilator) and evaluating the ∆V. Pressure sensors 
(MS1451-005-GT, Measurement Specialties), properly 
integrated into the system as in Figure 1, have been used 
for having a double control on the Peak Inspiratory 
Pressure (PIP) induced in each chamber and for 
guaranteeing a proper mechanical ventilation. High 
stiffness simulates a low compliance neonatal lung.  
 
Figure. 2. Single lobe structure with details about the 
implemented working principle. The internal chamber of each 
lobe was designed by using respiratory parameters of a term-
infant of 3 kg weight (i.e. 47.25 ml volume for the two lobes 
of the left lung and 31.5 ml volume for the three lobes of the 
right lung) 
By means of a simple LabView (LabVIEW System 
Design Software, National Instruments) human machine 
interface (HMI), the clinicians are able to independently 
change on-fly the C of each lobe by setting different 
vacuum levels.  
RESULTS 
In order to properly design the mechatronic system, a 
deep analysis of the jamming process has been carried 
out evaluating both the most promising granular 
material and elastic membrane. Several test sessions 
(e.g. bending test, compression test) and materials 
characterizations have been performed for identifying 
the most appropriate elements used for simulating the 
lung lobes (i.e. sugar particles and silicone membrane - 
Ecoflex-0030).  
 
Figure. 3. Final prototype of the whole simulator system 
The whole system has been realized by integrating each 
different element and properly validated. The final 
system prototype is reported in Figure 3.  
In order to assess the functional principle used for 
implementing the pulmonary simulator, the final 
prototype was intensively tested with a clinical 
ventilator and different compliance values were 
simulated (i.e. partial/total/no malfunctioning of the 
respiratory system). First of all, each lobe was correctly 
ventilated and the internal pressures measured by the 
sensors resulted comparable with the PIP. The rigidity 
of each lobe was then changed on-fly by using the 
implemented interface and the final volume was 
evaluated as in Figure 4.  
 
Figure. 4. Final assessment of the system performances. The 
mechanical ventilator automatically adapts the volumetric 
gradient as a direct consequence of the compliance variation 
(i.e. high rigidity) of a single lobe induced by the jamming 
effect. Higher rigidity --> lower volume--> lower C 
CONCLUSION AND DISCUSSION 
The soft pulmonary simulator for newborns is able to 
simulate both the physiological respiratory pattern and 
pathological conditions, by exploiting the granular 
jamming physical process. 
It represents a useful simulator system for medical 
training, especially for a deeply investigation of the 
complex interaction between the baby and the 
mechanical ventilator.  
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Abstract – Medical surgery robots must operate in 
contact with people. In an ideal world 100% safety 
can be achieved, the world is not ideal and errors in 
software and failures of hardware do occur. We have 
designed and build up a prototype safety framework 
for surgery robots and trying to implement in an eye 
surgery robot software. In this paper we provide 
description of its monitoring and inbuilt safety 
mechanisms. 
INTRODUCTION 
In a real world errors in software and failures of 
hardware do occur, despite duplication of systems and 
extensive testing. Every effort should be taken to ensure 
that the system is as safe as possible. The medical robot 
is designed to fail in a safe manner and come to a 
controlled halt so that it can be removed and the surgical 
procedure can be completed manually. Such systems are 
keen on controlled stop in the event of a failure and 
manual (mechanically assisted) tool retraction can be a 
solution in most of the cases. We are focusing on retinal 
vein occlusion and membrane peeling robot-assisted 
surgery robot. Our software system is developed in 
component based fashion, therefore, we are 
implementing component-based safety framework 
which checks continuously the availability of the 
components, collects error messages and reacts to errors 
in a pre-configured way. We have identified generic and 
component specific error groups. The source of errors in 
the system are categorized, and each error type has a 
severity level. One important component in the error 
handling is the HealthMonitor component, which 
monitors the action of all other components. Our error 
handling is built up from multiple levels; at the lowest 
level the errors captured by the component and the 
component is handling the occurred errors with its 
inbuilt functionalities, the highest error handling level is 
the system level. When an error occurs, the component 
tries to fix the problem. The error handling based on the 
type and severity level of the error. When the error 
handling at component level is not possible, the error is 
handled over to the HealthMonitor, which analyses the 
problem and initiate system level error handling.  has to 
ensure that the control can be fully taken over by the 
surgeon. Another feature of the HealthMonitor 
component is detecting the error based on the incorrect 
or erroneous operation which will trigger automatic 
messaging to the HealthMonitor component and the 
HealthMonitor will take action according to the error. 
MATERIALS AND METHODS 
In component-based software system, one of the popular 
trend is to integrate traditional safety analysis 
techniques with a component model. Kaser et al 
proposed an idea to convert traditional fault tree 
analysis into components which allows partitioning fault 
tree into multiple components. Our safety framework 
follows Component Fault Tree Analysis to classify 
potential errors and estimate severity of the errors. 
We are reusing ideas also from Jung et al’s Safety 
Framework (SF) which provides runtime software 
safety platform for component-based medical and 
surgical robot systems. Thus their main idea is to 
decompose safety features or implementation into 
reusable safety mechanisms and safety speciﬁcations. 
Our error handling solution adapts, reusable and 
modular and extensively reuse features such as ease of 
development, error identification and error handling. 
RESULTS 
Main design requirements 
Requirement 1. Robustness 
The error handling should be available and able to serve 
during the whole system. It should support error 
identification, error handling and safe working 
environment of all the other components.  
Requirement 2. Ease of development 
The error handling solution should be easily configured 
and used for all system components. The lowest level of 
the multi-level error handling should be implemented at 
component level.  
Requirement 3. Human factor 
Since robot-assisted surgery robot software system is 
dealing with the sensitive information and patient 
safety, human-in-the-loop should be involved in order to 
comply with the safe working environment. Surgeon 
should be informed during the decision making process 
of the safety framework. System should allow full 
participation of the surgeon in order to handle critical 
condition of the system.  
Requirement 4. Monitoring and event handling 
The safety framework should be able to monitor each 
components failure information as well as its own 
failure information. Every failure in the software system 
has to be notified to the Health Monitor and in parallel 
also logged.  
Requirement 5. Early identification of possible failures 
Based on the log data, if there is a suspicious event 
occurs, HealthMonitor should be able to catch the error 
and find the possible solution. For each failure, there 
should be a set of appropriate solutions and each 
solution should be ranked in order to give priority of 
execution.   
Design of the safe medical device component based 
software architecture 
System architecture consists of three main mechanisms 
which are shown in Figure 1. During the active running 
of the system, every action of the system will be 
monitored and logged. If there is an unusual pattern or 
erroneous action happens, then framework will detect 
the error and based on the error intensity, impact and the 
state of the error. 
 
Figure. 1. Mechanism view of the safe component 
architecture 
Safe medical software architecture shown in Figure 2 is 
a layered architecture, therefore, error handling is built 
in layered fashion. Each component has an error 
handling feature built inside and try to solve the 
problem inside using exception handling and report it to 
the HealthMonitor component. If the error handling in 
the component level is not possible, then component 
will report to the HealthMonitor to take an action. In 
this case, the HealthMonitor will search for the error 
information and take a reaction. 
   
Figure. 2. Basic structure of safety framework 
Compatibility with safety standards and regulation 
body 
One of the major part of the medical robot system is that 
it has to be approved by regulatory authorities such as 
Food and Drug Administration (FDA) depend on the 
market of the medical device.  Since the main goal of 
these standards are to ensure correct, precise working of 
the robot and avoid any harm for the patient as well as 
the surgeon. We are designing the software architecture 
in a safe manner, therefore we are trying to develop 
software as safe as possible. Further compatibility will 
be studied thoroughly.  
CONCLUSION 
Medical robot systems are safety critical system which 
are specially designed according to the environment, 
functionality and regulation requirement. The design of 
the requirement is based on the component-based 
software systems and safety engineering of the medical 
robot software. The fault analysis of the HealthMonitor 
component will use Component Fault Tree Analysis to 
estimate the failure and possible reaction of the system. 
The HealthMonitor component is responsible to fault 
detection, fault removal and ability to sustain safe 
running environment of the entire software system. The 
HealthMonitor component can be applicable to the other 
domain of the medical robot system which are built 
using component-based architecture.  
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INTRODUCTION 
The goal of targeted delivery of therapeutic agents, e.g. 
drugs, nucleic acids and cells, is to overcome the 
limitations and side effects of conventional therapeutic 
strategies. Most delivery systems under investigation at 
present, such as nanoparticles and colloidal systems, 
smart triggerable materials, etc. are affected by low 
controllability and the impossibility of retrieving the 
delivery system once the therapy has been completed, 
thus raising toxicity-associated risks [1]. Medical 
robotics and microsystem technologies can greatly 
contribute to the development of devices able to 
navigate in a wide network of small-diameter canals and 
to controllably get in the hard-to-reach areas of the 
human body [2]. Several strategies have been proposed 
for milli and microrobot locomotion and magnetic 
propulsion has emerged as one of the most promising 
approaches in this context, so far [3]. 
The authors have recently proposed a magnetically 
controllable targeted delivery system able to navigate 
through body canals featured by relatively small 
diameters (spine subarachnoid space, ureters, ovaries, 
pancreatic duct, etc.), and to release therapeutic agents 
in situ, in areas not reachable by catheters [4]. The 
platform consisted of a pair of millimeter-size robots, 
namely a carrier, in which the therapeutic agent was 
embedded, and a squeezing element able to trigger drug 
release, when desired. In this system, external magnetic 
fields can be used to propel and independently bring the 
robots to the neighborhood of the target site, whereas 
intermagnetic attraction forces generated by on-board 
permanent magnets, acting when the carrier and the 
squeezer are in close proximity, are responsible for 
docking the two parts. The docking event implies a 
compression of a drug-loaded hydrogel, thus activating 
drug release. 
The design, fabrication and in vitro testing of the drug 
release mechanism have been already reported by the 
authors in [4]. However, to enable future clinical 
translation of this therapeutic procedure, accurate and 
independent magnetic locomotion of the two robots 
must be guaranteed. The independent control of two or 
more magnetic robots is difficult whenever the same 
magnetic field is applied to all robots. For such 
underactuated systems, independent control can be 
achieved by exploiting nonlinearities in the system 
dynamics. By designing the robots to maximize the 
difference in their nonlinearities (i.e. by changing mass, 
shape and magnetic content) it is possible to design a 
motion planner to achieve independent control of their 
position on the plane [5, 6]. 
The objective of this paper is to demonstrate the 
feasibility of an independent control strategy for the two 
proposed millirobots. Robots locomotion can be 
achieved by using, for example, a magnetic resonance 
image (MRI) scanner, able to generate a strong 
magnetic field along a single axis and magnetic 
gradients along three axes. 
MATERIALS AND METHODS 
The platform consists of two millimeter-sized near-
neutrally buoyant magnetic robots (i.e. carrier and 
squeezing element) (Figure 1).  
 
 
Figure 1 (A) Representation of the magnetic millirobots for 
targeted drug delivery, proposed in [4] (B) Image of carrier and 
squeezing element after docking. 
The motion equations for the two robots are given by: 
𝑚1𝑥1̈ = 𝐹𝑑1 + 𝐹𝑚1
𝑚2𝑥2̈ = 𝐹𝑑2 + 𝐹𝑚2
 (1) 
where mi., Fdi, Fmi i={1,2} are the mass, the drag force 
and the magnetic force of the two mentioned robots [5]. 
In this case, a single axis of motion is considered but the 
analysis can be easily extended to 3 axes. The robots are 
aligned thanks to the strong MRI magnetic field (z axis, 
as a convention) and propelled by means of magnetic 
field gradients. Considering the expressions for drag and 
magnetic forces (i.e. cylindrical shape and dipole-dipole 
interactions) eq.(1) can be written as [5]: 
𝑥1̈ = −
𝜋𝜌𝐶1𝐴1
2𝑚1
𝑥1
2𝑠𝑖𝑔𝑛(𝑥1̇) +
𝑉1𝑀1
𝑚1
𝜕𝐵𝑧
𝜕𝑥
̇̇
𝑥2̈ = −
𝜋𝜌𝐶2𝐴2
2𝑚2
𝑥2
2𝑠𝑖𝑔𝑛(𝑥2̇) +
𝑉2𝑀2
𝑚2
𝜕𝐵𝑧
𝜕𝑥
̇̇
 (2) 
Where ρi, Ci, Ai, Vi are the density, drag coefficient, 
frontal area and magnetic volume of the robots, 
respectively, whereas δBz/δx is the magnetic gradient 
that represents the control input. Eq. (2) is a second 
order nonlinear system with drift, resulting in an under-
actuated system when two or more robots are 
considered. However, as already demonstrated in [5], 
the exploitation of nonlinear damping in combination 
with inertial transients, may enable motion 
differentiation for carrier and squeezing element, if such 
robots are featured by sufficiently different parameters 
(i.e. shape and magnetic context). By using sequences 
of control input pulses with different width (Δt1 and 
Δt2), the robots can reach terminal speed or stay in the 
transient phase depending on robot parameters. If 
sufficiently short pulses are used, transient phase and 
variations in robots relative displacement occur, thus 
favouring their independent control. The individual 
displacements, written as x1,2(Δt1,2) can be expressed by 
means of a control matrix, to provide a linear equation 
which relates the desired final displacements, x1,2
f
, to 
the numbers n1,2 of pulses of duration Δt, as follows: 
[
𝑥1
𝑓
𝑥2
𝑓
] = [
𝑥1(∆𝑡1) 𝑥1(∆𝑡2)
𝑥2(∆𝑡1) 𝑥2(∆𝑡2)
] [
𝑛1
𝑛2
] (3) 
As long as the pulse widths correspond to different 
displacement ratios, the control matrix has full rank and 
unique solutions for n1 and n2 exist.  
A preliminary feasibility study was carried out, by 
implementing and validating this model by means of a 
Simulink routine (Matlab, MathWorks Inc) which 
considers the robot features reported in [4] in order to 
predict if the effective independent control of the two 
designed robots is feasible. 
Both robots embed a spherical permanent magnet 
(NdFeB N45, 1 mm in diameter). The carrier consists of 
a polydimethylsiloxane shell (PDMS, SYLGARD
®
 184, 
Dow Corning) provided with holes to allow drug exit 
and with NdFeB powder (Magnequench MQA-37-11, 
MolyCorp) included in its tip to increase magnetic 
heterogeneity of the two robots, thus enhancing 
independent control of the components (Figure 1A). The 
carrier includes a drug-loaded agar-gelatin hydrogel, 
properly customized in order to deliver an effective 
quantity of drug (few ng) during the squeezing 
procedure as demonstrated in [4].  
RESULTS 
Simulations were performed in Simulink environment to 
demonstrate the efficacy of the motion planner. The 
parameters used in all simulations are reported in [4]. 
Figure 2 illustrates the implemented Simulink routine. 
 
Figure 2 The Simulink routine used for demonstrating the 
feasibility of an independent control of the magnetic robots. The 
Simulink routine implemented the model expressed in (2). 
The simulation demonstrated that the algorithm is able 
to generate motion plans that independently drive the 
robots to their target positions. In particular, an example 
is reported in Figure 3: by considering the robots in the 
same initial position, it is possible to drive only one of 
them to a target position even if they are subjected to 
the same stimulus. A 10 mm final displacement was 
imposed to the carrier, whereas the squeezing element 
was supposed to remain in its initial position. To obtain 
that, the selected pulse widths were Δt1=0.05s and 
Δt2=1s. Such widths were selected because the two 
points are sufficiently apart and their ratio n2/n1 is 
approximately an integer value (~ 5). The errors 
between the desired displacement and the simulated one 
are 1,425 mm and 0.96 mm, for the carrier and the 
squeezing element, respectively. 
 
Figure 3 Simulation results, showing the initial and final positions 
for carrier and squeezing element.  
CONCLUSION AND DISCUSSION 
This paper proposes a preliminary feasibility study in 
order to demonstrate the independent control of two 
robots for targeted drug delivery. In this paper, 
simulations are used in order to demonstrate that an 
independent control of two millirobots, already 
proposed in [4], is actually possible. This can be 
achieved by using a single control input (i.e. magnetic 
gradient), generated, e.g., by an MRI scanner. The 
proposed control algorithm exploits inertial transients 
together with the nonlinear damping to produce 
differentiated motions. Simulation results are promising 
and confirm the theoretical predictions. However, some 
errors are still present because arbitrary desired 
displacements do not correspond to integer numbers of 
pulses, thus resulting in errors in the actual 
displacement. Finally, it is important to note that the 
pulse sequence affects the path, but it does not affect the 
final robot positions. Future work will focus on further 
strategies to reduce the mentioned errors, also based on 
a partial robot re-design, and to experimentally 
demonstrate the locomotion results, thus validating the 
proposed models and simulations.  
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INTRODUCTION 
Nearly 1 billion IV insertions take place in the United 
States annually, and 28% of those insertions fail on the 
first attempt [1]. For some specific patients such as 
infant and patients with low blood pressure, the 
situation may be even worse. The traditional method of 
percutaneous intravenous access is done freehand, and 
the likelihood of success depends heavily on the 
patient's physiology and the practitioner’s experience. In 
recent years, the problems associated with difficult 
intravenous catheterization have driven the development 
of technologies to improve the accuracy of catheter 
placement. Most of these devices are designed to 
enhance the visualization of the vein’s location. 
However, these devices leave the ultimate determinant 
of catheter insertion to the human practitioner, who 
normally uses a combination of visual and tactile 
perception to achieve high demands of first stick 
accuracy. This accuracy, restricted to the penetration of 
the first wall of the vein and to stop the catheter inside 
the vein, is difficult to achieve. If the distal wall of the 
vein is punctured, the injecting fluid could flow into the 
tissues surrounding the vein, potentially causing cellular 
toxicity. In addition, blood may leak into the soft tissue 
after the injection and cause an edema. 
Ultrasound technology can be applied to guide the 
catheter insertion thanks to its capability of showing the 
venous structure. However, ultrasound imaging requires 
specific training and increases the treatment cost. 
Another possible solution is to use infrared 3D imaging 
to generate a 3D view of the vein. But the accuracy of 
reconstruction could be affected by skin conditions such 
as color, scars and blotchy skin. Force sensing is 
another common method used for detecting 
venipuncture in robot-assisted intravenous insertion. But 
its accuracy suffers from noise due to patient motions 
and tremors, and sideways motions of the vein. 
An alternative approach investigated in this research 
consists in exploiting the electrical impedance of tissues 
to detect venous access, since different types of tissues 
present different electrical impedances. This concept 
has been demonstrated by [2], in which a closed loop 
circuit was designed for controlling the needle insertion 
through measuring the electrical conductivity between 
the needle and an electrode attached to the skin.  
In this study we propose a robotic system that uses local 
electrical impedance detection to supervise a servo 
motion stage for the needle insertion. A series of 
experiments were conducted to assess this robotic 
system. The obtained results demonstrated excellent 
capability of venipuncture detection.  
SYSTEM CONFIGURATION 
 
Fig. 1. Robotic system configuration  
An overview of the proposed robotic system is shown in 
Fig. 1. A servo motor stage (MX7600R, Siskiyou Corp.) 
is used to drive the needle insertion into the phantom. 
During the insertion, the detection system continuously 
measures the electrical impedance of the needle’s 
reached tissue layer using an impedance converter 
AD5933 (Analog Devices Inc.) in 200Hz sampling rate. 
A standard hypodermis needle is modified with a 
polyurethane-coated copper wire placed inside the 
needle tube so as to enable the electrical impedance 
sensing between the wire’s exposed end and the needle 
tube. The sensing impedance is transferred to the 
control computer for processing and display. Once the 
impedance value is found within the range of blood, a 
command is sent from the computer to the motor stage 
for stopping the insertion. The robotic system is initially 
calibrated and tested to guarantee that it was appropriate 
for the application with high accuracy of impedance 
measurement and fast system response (mean detection 
time of 21ms). 
 
Fig. 2. Phantom for system evaluations, made by inserting a 
balloon (filled with saline solution) inside a pig belly slab.  
A realistic phantom is used to simulate the environment 
of intravenous catheterization, in terms of both anatomy 
and bio-impedance properties. As shown in Fig. 2, the 
phantoms are produced using slabs of pig belly tissue 
with epidermis, dermis and fat layers, and in each slab a 
tubular rubber balloon (Ø = 6mm) filled with saline 
solution is embedded to simulate vein and blood.  
EXPERIMENTS DESIGN  
Three experiments were designed for a comprehensive 
evaluation of the robotic system in venipuncture 
detection. Experiment 1 is designed to characterize the 
electrical impedance of 4 tissue types related to 
intravenous catheterization, namely, blood, dermis, fat 
and muscle. Furthermore, the needle probe was inserted 
through all layers of the realistic phantom, aiming to 
evaluate the system’s capability of distinguishing blood 
from the other 3 bio-materials. In Experiment 2, the 
system’s detection distance based on real time 
impedance measurement is evaluated. The robotic 
system drove the needle probe perpendicularly towards 
a saline solution container and stopped the insertion 
once the needle probe detects the saline solution. The 
detection distance, representing the final position of the 
needle tip to the liquid surface, was measured by the 
motor stage’s built-in encoder. Experiment 3 assesses 
the effectiveness of the robotic system through phantom 
trials. The motor stage was required to insert the needle 
starting from the epidermis layer with a constant 
insertion speed of 1 mm/s. Once the electrical 
impedance sensed at the needle tip was found falling 
within the range of the blood’s, the needle insertion 
motion stopped. After that, the balloon of the phantom 
is removed from the phantom to check if the 
venipuncture detection was successful. 
RESULTS AND DISCUSSION 
Experiment 1: Fig. 3 shows the experimental results 
(median values and standard deviation) of 4 different 
tissue types, namely, dermis, fat, blood and muscle. It 
can be noted that the impedance range of blood has an 
obvious difference compared to the other tissue types, 
which offers an initial indication that the impedance 
detection system can perform robust venipuncture 
detection. In addition, the continuous measurements of 
electrical impedance from the needle insertion through 
all tissue layers of the phantom is shown in Fig. 4. The 
results match the values measured for each tissue type 
separately, and demonstrate the system is capable of 
identifying blood from the other tissues. 
 
Fig. 3. Measured electric impedance of 4 tissue types related 
to intravenous catheterization. 
Experiment 2: This experiment was repeated 20 times 
and the results reveal a mean detection distance of 
817µm. This fast detection is potentially enough for the 
venipuncture detection, since vessel size for 
catheterization is normally bigger than that.  
 
Fig. 4. Typical experimental result of the impedance change 
during the needle inserting into the designed phantom. 
Experiment 3: The experiments demonstrated that the 
needle could successfully penetrate through the dermis 
and fat layer, and then stopped when the balloon wall 
was punctured. In this experiment, 10 phantom insertion 
tests were performed. Visual inspection of the balloons 
after each trial confirmed the presence of only one hole, 
demonstrating successful insertions for all 10 trials. 
These results prove the feasibility and effectiveness of 
the venipuncture detection system proposed for robot-
assisted intravenous catheterization. 
CONCLUSION  
In this study, a novel venipuncture detection system for 
robot-assisted intravenous catheterization is introduced. 
The system is able to discriminate vascular entry during 
the needle insertion by measuring the electrical 
impedance of tissues at the needle tip. This sensing 
method was demonstrated robust and highly promising 
given the fact that the impedance value of blood is 
significantly different from that of surrounding tissues. 
It was then used to determine when the needle tip 
penetrates the vein wall and contacts the blood. 
Experiments were performed on a realistic phantom, 
and demonstrated the system was successfully able to 
detect the impedance change and stop the needle 
insertion as soon as venipuncture occurred, 
guaranteeing successful insertions. 
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I. INTRODUCTION
The human oropharynx can be considered anatomically an
irregularly shaped cylinder. It is this cylinder which has to be
accessed and resected for a certain subset of tumors [1]. One
way to treat these malignancies without any incision is called
Trans-oral Laser Microsurgery (TLM). In TLM, state-of-the-
art pre-curved single purpose, one degree-of-freedom (DOF)
long and rigid microsurgical tools are used for intra-operative
tissue manipulation. Simultaneously, a laser beam is used for
aiming at the malignant tissue for performing an incision
while the microsurgical tool is orienting and stretching the
tissue perpendicular to its path. In recent years, great interest
has developed for increasing the reachability of these tools.
Thus, the focus of this research is to introduce a modular
architecture in the design of microsurgical forceps which
would allow changing the interface of the traditional hand
operated tools while complying with surgical setup constraints.
A serial six degree of freedom robot allows for easy tool
movement between the vocal folds. A force sensor provided
with the tool actuation mechanism measures force during
tissue manipulation. This opens the possibility of teleoperation
along with haptic force feedback (7-DoF Force Dimension
Omega.7) for accurate and efficient pathology removal.
II. TRADITIONAL CONSTRAINTS IN TLM
TLM surgical setup presents various challenges to the
surgeons which can be broadly categorized into three types,
namely due to dimensional constraints of the surgical site,
surgical tools and TLM user interface. These constraints can
quantitatively listed as shown in Table I. Due to reasons of
clear view and focus, the approximate distance between the
surgical microscope and the surgical site is 400mm (Refer
fig.1a). The surgical site is seen through a laryngoscope which
is inserted through the mouth until the endotracheal tube.
The approximate length of the laryngoscope is 180mm and
has an oval cross-section (16 × 21mm2). The long (length
200 − 240mm, exclusive of tool handle) rigid microsurgical
tool shaft are used for tissue micro manipulation through
the laryngoscope. Simultaneously, a laser beam is target-
ted through the manually controlled laser manipulator. This
laser manipulator setup consumes an approximated depth of
110mm. Hence, the surgeons are left with a narrow range
of 50 − 90mm range for microsurgical tool movement and
tissue manipulation. In addition, when viewed through the
(a) Dimensional cross-section of TLM surgical site
(b) General view of laryngoscope via Mi-
croscope
Fig. 1. Traditional constraints in TLM operating room
microscope the laryngoscope view is occluded due to micro-
surgical tool (Refer fig. 1b). In order to effectively perform
TLM procedure, it is imperative to improve functionality and
reach of these tools by adding automated robotic control at
the surgeons end.
III. MICROSURGICAL FORCEPS DESIGN
Considering the constraints offered by TLM surgical setup,
the novel design is based on a modular architecture consisting
of three components: (i) the modular tool shaft; (ii) the tool
actuation mechanism; and (iii) the microsurgical tool-shaft
holder.
A. Modular tool shaft
The tool shaft is a modified version (maintaining the same
length of 200∼220 mm) of traditional microsurgical tools used
TABLE I
CONSTRAINTS EXPERIENCED IN TLM
Surgical Site Surgical Tool TLM user interface
Vocal Cord
limited size
and closed
cylindrical
structure:
17–21 mm
(males) 11–15
mm (females)
[2]
Access to all areas of
vocal cord not
possible with single
tool due to:
• 13 degreeYaw
angle
• Long, rigid,
one DOF,
Pre-curved tip.
• 40-50mm oper-
ating range.
• 60-100mm dis-
placement from
microscope line
of sight.
Coordinated control of
instruments and laser
demand considerable skill.
• High psycho motor
skills with hand-eye-
foot coordination.
• Activate laser from
distance.
• Fatigue, Hand-tremor,
Inaccurate cuts.
• Excessive carboniza-
tion
• Peripheral tissue dam-
age.
in TLM. The traditional forceps are made up of an outer shaft
(φ 2.5 mm) which holds an inner translating rod (φ 1 mm).
The translation of this rod (motion of about 3 mm) provides
the open-close DOF, where the jaws move from completely
open to closed configuration. A short hollow tube with M3
threading is provided at the proximal end of tool shaft which
allows modular attachment into tool-shaft holder (Refer Fig.
2(a)).
B. Tool actuation mechanism
The tool actuation mechanism consists of a set of linkages
(“L1” and “L2”), which provide linear translation of the
inner translating rod through simple kinematic inversion. As
discussed, a displacement of 3mm of inner translating rod
provides open/close DOF of tool jaw. Here, link “L2” actuates
the inner translating rod which is connected to the wire pusher
(Refer Fig. 2(b)). Additionally, a force sensor (Futek LSB200)
is attached in line with the axis of the linear actuator and
link “L1”. This is done to allow measurement of force on
performing tissue manipulation during TLM.
C. Microsurgical tool-shaft holder
This component forms the backbone of the design which
connects the mechanisms for the open/close of tool jaw with
surgical tool shaft. (Refer Fig. 2(c)). The tool shaft holder is
comprised of three sub frame components called ’F1’, ’F2’
and ’F3’. The tool shaft is attached to sub frame ’F1’ rigidly
at point ’P1’ such that it’s axis is at an offset of 200mm from
the axis of linear actuator. This is done to maintain distance
between the tool base (attached to robot’s end effector) and
patient’s face. The cross-sectional thickness of frame ’F1’
is designed to be 5mm, which is equal to the thickness of
the traditional tools. This design decision ensures limited
occlusion through microscopic view. Further, the sub frames
’F1’ and ’F2’ rigidly connected at ’P2’. The sub frame ’F3’
is designed to be fixed at the face of end effector, which is 6
degree’s of freedom (DOF) serial manipulator robotic arm at
point ’P3’. A linear actuator (Nanotec L2018-QV20041) along
with linear slide is rigidly fixed at the top face of sub frame
’F3’.
Fig. 2. Robot assisted Microsurgical forceps design
IV. DISCUSSION
Figure 2 shows the design of motorized microsurgical
forceps along with demonstration of its use. The tool design
incorporates open/close DOF of the tool jaw. The design
of the tool relies on the serial manipulator kinematics for
rotational DOF which improves the reachability of the tool.
This rotational DOF allows the surgeon to reach all sections
of the vocal cords with the same tool while simultaneously im-
proving surgical interface, opening possibility of teleoperation
by haptic device. The proposed tool length is 200 − 280mm
(for different tool shaft length) inclusive of tool actuation
mechanism which easily complies with TLM constraints. One
of the extension of this work is to add another DOF within the
same tool design such that the tool shaft could be controlled
independently for flexibility.
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INTRODUCTION 
In recent years scientific research in the field of MIS 
(Minimally Invasive Surgery) revealed a growing 
interest in implementing fluidic solutions which can 
provide better performance in terms of generated stroke 
and force in microscale. They offer several advantages 
with respect to other types of actuation. Unlike 
electrostatic actuators, piezoelectric, electromagnetic 
motors or electroactive polymers, they do not need 
electrical connections, and operate at low temperature, 
differently e.g. from SMA and thermal actuators [1]. 
Fluidic actuators are divided into two major types of 
devices: elastic fluidic and piston-cylinder actuators. 
Fluidic elastic actuators have the main drawback of 
generating low forces with small displacements 
compared to the piston-cylinder one. In such actuators, 
high output forces require high pressures, and 
consequently more robust and rigid body walls, which 
in turns limit deformation and system efficiency. On the 
other hand, piston-cylinder actuators need low friction 
seal, which are challenging to fabricate [2]. The concept 
we propose in this paper is based on a hybrid soft-rigid 
fluidic actuation system, which aims to overcome the 
limitations of traditional elastic soft actuators by 
integrating them in rigid yet simple mechanical 
structures which appropriately shape the elastic system 
during actuation. Furthermore, compared to traditional 
piston-cylinder, the proposed solution allows to 
overcome the problem of the seals, being the elastic 
actuator hermetic thus not requiring stringent tolerances 
of the manufactured mechanical parts. This approach 
results in very compact, powerful and low cost actuators 
which are highly customizable and adaptable to 
determined sizes. The choice of fluid depends on the 
desired characteristics. Hybrid soft-rigid actuators 
support both a hydraulic and a pneumatic 
implementation, but the choice of the final fluid will be 
done after the testing phase. The goal of this paper is to 
present the design and the validation of a new concept 
of actuator, with the final objective of integration into a 
multi-DOFs robotic arm for MIS. In particular, basic 
joints (pitch and roll) are presented, providing higher 
dexterity and flexibility to MIS procedures. The 
mechanical properties of silicone have been also 
investigated by means of stress-strain tests in order to 
build a model of the soft actuator for future design and 
validation, as described in the following sections. 
MATERIALS AND METHODS 
In order to be applied a broad number of  MIS 
scenarios, the proposed actuators should have a 
diameter ranging from 12 mm (as for MIS or for Natural 
Orifices Transluminal Endoscopic Surgery-NOTES 
applications [3]) to 30 mm (as for Single Port 
Laparoscopy-SPL [4]). The required forces depend on 
the specific surgical procedure. I.e. in TEM (Transanal 
Endoscopic Microsurgery) less than 1.5 N forces are 
necessary for the tissue manipulation [5]. For the 
preliminary design of the hybrid soft rigid actuator, a 
diameter of 14.5 mm was considered, in order to 
facilitate the prototyping phase and the proof of 
feasibility. Anyway the actuator design is scalable down 
to 10 mm, since there are no limitations due to the 
presence of traditional motors, cable-mechanisms or 
seals. The main concept of these actuators is to exploit 
the deformation of the soft material, due to air pressure 
inlet, to produce a mechanical effect on a rigid structure 
in which the soft actuator is embedded. The movement 
results in basic rotational DOFs for implementing the 
mechanical kinematics of surgical robots. The designed 
pitch actuator has a ± 90° range of motion, and roll 
actuator has a span of ± 180°. 
A design of pitch and roll actuators is shown in Figure 1 
and Figure 2 respectively, with a simple scheme of the 
actuation concept. Preliminary prototypes of pitch and 
roll basic joints have been manufactured with rapid 
prototyping 3D printing (Figure 1, right, and Figure 2, 
right) for qualitative tests that confirmed the proposed 
working principle. Thanks to the presence of two 
identical soft actuators actuating pressure of both sides 
can be regulated, finally determining the joint position. 
After the design phase, it was necessary understanding 
if the mechanical behaviour of the silicone in the rigid 
structure really responds to the concept. So we have 
been investigated the mechanical properties of silicone, 
non-linear hyper elastic material, with a 
computational/experimental approach [6] [7]. 
  
Figure 1. Soft hybrid actuator for pitch motion. Schematic of 
actuation (Left); manufactured prototype (Right) 
The silicone (Ecoflex 00-30 Shore A, Smooth-On, Inc., 
Macungie USA) was chosen as material for 
manufacturing the soft actuator since it is high 
deformable, biocompatible, low-cost and resistant to 
high temperature during possible sterilization. The soft 
actuators deformations are constrained by the rigid 
structure. In future internal silicone design will 
optimized in order to improve actuators performance. 
The proposed actuators can generate high output forces, 
since the external rigid structure keeps the silicone 
deformations limited for preventing bursts. During 
preliminary tests we obtain forces from 1.4 N of the 
pitch to 2.64 N of the roll. Force values have been 
measured only for assessing the proposed working 
principle, for non-optimized soft actuators and using 
rapid prototyping materials for the mechanical structure.  
The presence of silicone guarantees air-tightness 
without needs of hermetic seals. In this way, contacts 
between the piston and cylinder can be eliminated, as 
they cause large friction forces in traditional piston-like 
actuators. Indeed, precise manufacturing and stringent 
tolerances are not required anymore, thus easing 
manufacturing and reducing the production costs. 
  
Figure 2. Soft Hybrid actuator for roll motion. Schematic of 
actuation (Left); manufactured prototype (Right) 
EXPERIMENTAL RESULTS 
In order to build a model of the soft actuator for future 
design and validation, experiments on the silicone have 
been performed. The stress-strain data of the silicone 
were obtained by uniaxial tension tests at Instron 
Materials Testing Machine (Figure 3, Left), to assess the 
behaviour of the material during deformation. The 
sample geometry was a standardized 2 mm thick dumb-
bell test piece ASTM D412 Type C (Figure 3, Right). 
Tests were carried out with five samples subjected to 
five loading cycles at 400% strain level and 10 mm/min 
speed deformation. Four theoretical models (Neo-
Hookean, Mooney-Rivlin, Yeoh and Ogden Model), 
based on a non-linear theory of the elasticity, were 
analysed in order to individuate the model that best 
replicated the trend of the experimental curve. In this 
way it is possible to obtain a formulation of the silicone 
stress, utilizable in a future modelling of the actuators.  
 
Figure 3. Instron Materials Testing Machine (Left) and 
uniaxial tension dumb-bell test pieces (Right) 
The Ogden Model, based on the the principal Cauchy 
stress equation (Eq. 1), was finally chosen: 
𝜎 = ∑ 𝜇𝑝 (𝜆
𝛼𝑝 −  𝜆
𝛼𝑝
2
𝑁
𝑝=1
 )                   (1) 
We used N = 4 and a Matlab script to identify the 
material constants in the models [7]. The comparison 
between the experimental data and the theoretical data, 
and the relative percentage error are shown in Figure 4. 
The values of stretch closed to 1 have been discarded in 
order to avoid large errors due to zero stress. 
 
Figure 4. Stress vs stretch test data and relative error 
CONCLUSION AND DISCUSSION 
The main objective of this paper is to present a new 
concept of actuator for robotic surgery based on a 
hybrid soft-rigid fluidic actuation system. This approach 
results in very compact hybrid soft-rigid actuators that 
are highly customizable, powerful and low cost. The 
design of two actuators (pitch and roll) was proposed 
with the final aim of integration in an articulated 
manipulator characterized by high dexterity and 
flexibility. Tests to characterize the silicone mechanical 
behaviour were performed and a theoretical model was 
chosen for replicating experimental results. This will be 
used in future to improve the actuators design. 
Prototypes of pitch and roll basic joints have been 
manufactured to confirm the feasibility of the approach. 
The relation between pressure and position will be 
investigated on future prototypes with optimized 
actuators. 
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INTRODUCTION
Needle-based  therapeutic  interventions are widespread
in  modern  medicine.  Indeed,  needles  were  used  to
perform brachytherapy [1], to extract tissue specimens
from less accessible biological sites (biopsy) [2, 3], to
inoculate  drugs  inside  the  body  (several  types  of
injections) [4], as well as to perform microneurography
[5,6].  In  addition,  needle-based  interventions  are
performed  in  neuroprosthetics,  where  needles  are  the
key  factor  to  insert  intraneural  electrodes  within
peripheral  nerves  [7].  In  this case,  although stiff self-
penetrating electrodes could be suitable for puncturing
nerves,  they may damage internal  substructures,  since
they are much more stiff than the surrounding tissue. As
a consequence,  the use of  needle-based procedures  to
insert  compliant  intraneural  electrodes  is  an  effective
way to couple the intimate contact between axons and
active  sites  with  the  use  of  bio-inspired  structures
closely matching the characteristics of biological tissues
[8].  Nevertheless,  the  effectiveness  of  the  insertion
procedure is strictly related to the ability of the needles
to withstand force/pressure interactions with peripheral
nerves.  Therefore,  the  needle  design,  which  is  the
crucial  factor  for  the success  of  the whole manual  or
robotic procedure, requires not only a strong knowledge
of  structural  details,  but  also  a  clear  vision  of  the
influence of biotic factors on the needle reliability. To
this  aim,  this  work  describes  how  to  integrate  biotic
factors  for  optimizing  the  probability  of  success  of
surgical insertion of tungsten microneedles into in vivo
suine peripheral nerves.
   
MATERIALS AND METHODS
A. Surgical insertion of tungsten needles
As  previously  reported  [9],  acute  experiments  were
performed  on  a  big animal  model.  More  specifically,
three Danish Landrace pigs were used (all experimental
procedures were approved by the Animal Experiments
Inspectorate under the Danish Ministry of Justice). The
pigs  were  anaesthetized,  intubated  and  placed  on  a
veterinary  anaesthesia  ventilator.  Anaesthesia  was
maintained  while  animals  were  prevented  by
dehydration  though  a  saline  solution.  Analgesia  was
also provided. A surgical  access was,  then, created in
the  upper  forelimb  to  the  ulnar  nerves  and  precise
insertions  of  tungsten  needles  were  performed  at  a
constant velocity [10] of 2 mm/s. The compressive force
was  measured  using  a  load  cell  (Sensotec  model  31,
Sensotec Inc.).
B. Estimation of interactions
Reciprocal  interactions between peripheral  nerves  and
tungsten needles were expressed though closed formulas
accounting  for  the  main  geometrical  features  of  the
needle structure. More specifically, the interaction force
was expressed as:
(1)   F =   (,, E, , z)
where  was the half opening angle of the needle tip, 
was a term accounting for the finite radii of curvature of
the  tip,  E  and   were  the  apparent  stiffness  and  the
Poisson ratio of the peripheral nerve, z was the needle
tip  displacement,  while    :  5 was  a  rational
function (see [11] for details).   
C. In silico models of peripheral nerves
In silico models of peripheral nerves were built using
the Finite Element (FE) methods. More specifically, the
global  equilibrium  equation  was  achieved  by
minimizing the total  potential  energy of the structure,
and the global vector  of  the nodal  loads was built  to
account for the presence of the narrowed surface force
which derived from the interaction with the needle tip.
The  real  geometry  of  specimens  was  approximated
through four node tetrahedral elements, deriving from a
tassellation  procedure  performed  in  Ansys  (Ansys
Academic, Ansys Inc. USA). The in silico models were
trained  to  closely reproduce  experiments  and  used  to
account for the difference of apparent stiffness between
in vivo [9] and in vitro [12] nervous specimens. Finally,
the  percentages  of  success  of  surgical  insertion  were
related to the diameter of the tungsten needles, showing
the  existence  of  a  relationship  between  experimental
outcomes for both  in vivo and  in vitro conditions and
allowing the influence of biotic factors to be accounted
for. 
RESULTS
In Fig. 1A, the surgical environment for the insertion of
tungsten microneedles into peripheral nerves is shown.
The  needle-tissue  force  interactions  were  modelled
through closed form equations (i.e. Eq.(1)), which were
used to train in silico models to closely reproduce the
needle displacement before the puncture point.  In Fig.
1B,  the stress  field is  shown for  an in  silico nervous
specimen undergoing interactions with a local force due
to the presence of the tungsten needle (projection in the
y  direction  along  the  interaction  trajectory).  These
computational  models  were  able  to  keep  the  main
features of the real needle-nerve interaction, thus they
allowed similar  in vivo and  in vitro experiments to be
compared  and  the  influence  of  biotic  factors  on  the
nerve  response  to  be  assessed.  Finally,  thanks to  this
crucial information, the safety factor for in vivo needle-
based  insertions was assessed starting from in vitro data
and  mechanical  differences  in  the  nerve  response
between the two conditions, as shown in Figs. 1C,D. In
particular,  the  percentage  of  successes  for  in  vivo
insertions  of  a  tungsten  needle  with   75  m  was
predicted by using a variant of the procedure in [11].
Figure. 1. A) Surgical environment for needle insertion. B) In
silico model of a nervous specimen before the puncture: stress
field distribution. C) Assessment of the margin of safety for in
vivo experiments. D) Prediction of the success percentage for
in vivo insertions of a  75 m tungsten needle compared to
experimental outcomes.
DISCUSSION AND CONCLUSION 
In  this  work,  the  outcomes  of  a  hybrid  procedure
(variant  of  [11])  were  described.  This  synergistic
procedure  involved  in  vivo and  in  vitro experiments,
theoretical models of needle-nerve interactions, in silico
models  of  nervous  specimens  and  computational
relationships  between  needle  dimensions  and  their
reliability.  This  computational  framework,  (together
with  its  ongoing  refinements),   is  suitable  to  become
part of a synergistic strategy to enhance the quality of
clinical needle-based insertions, which are still  critical
just at the needle level. Indeed, although other ways are
currently explored to improve the physical  connection
between  peripheral  nerves  and  neural  interfaces,  the
effective  clinical  insertion  of  minimally  invasive
intrafascicular interfaces through tungsten needles still
remains a challenge.
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Abstract—Vitreo-retinal surgery concerns a set of particularly
demanding micro-surgical interventions that take place at the
back of the eye. Expert micro-surgeons are to manipulate fragile
membranes or vessels while taking great care not to damage the
underlying retina. Despite using high quality stereo microscopes,
depth perception remains limited. Efforts have been conducted
to enhance depth awareness through adding OCT or even force
sensing. Whereas OCT has been predominantly used to assist
in retinal membrane peeling procedures, so far little work has
been conducted to use it for offering assistance during retinal
vein cannulation. This abstract describes some first results of a
novel algorithm that has been designed to reliably estimate the
distance to the retina from an instrument with integrated OCT-
fiber. However, it is anticipated that the algorithm can be further
expanded to estimate other useful characteristics as well. It could
for example help to automatically detect vessels on the retina, or
to estimate the diameter or center of a targeted vessel. Equipped
with this knowledge more sophisticated assistive control schemes
could be designed to further increase cannulation reliability.
I. INTRODUCTION
Vitreo-retinal (VR) surgery is currently performed in a
fully manual manner. Upon start of the procedure the surgeon
carefully puts up to four trocars into place at 3 to 4 mm
from the corneal limbus, the border between the cornea and
the sclera (Fig.1). Through these trocars thin instruments are
inserted to operate on the interior part of the eye. The micro-
surgeon observes the retina and relative instrument motion via
a stereo-microscope positioned above the patient’s eye. From
the binoculars the optical path goes through the different lenses
of the stereo-microscope, additional wide-angle lenses such as
the EIBOS (Haag-Streit Surgical GmbH, Rosengarten, Ger-
many), the BIOM R©(Oculus Surgical, Florida, US) or contact
lenses, the natural lens of the patient and finally through the
vitreous humour a gel-like substance that occupies the interior
volume of the eye-ball1. The complex optical path and the
difficulty of getting sufficient light through small incisions at
the target site, severely limit the surgeon’s depth perception.
Given the small size of the structures the micro-surgeon is to
deal with - for epiretinal membrane peeling (ERM-peeling) a
membrane up to about 60µm is to be peeled off; for ILM
peeling the internal limiting membrane is only about 4µm
thick; veins that are to be cannulated to treat retinal vein
occlusion typically have diameters in the order of 100µm - it
is clear that inaccurate depth perception and depth control can
cause serious complications [1], [2]. Accordingly significant
1If that was not replaced by mineral oil.
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Fig. 1. Anatomy of the eye, focus on structures relevant for VR surgery.
research has been conducted to improve depth perception
through adoption of alternative sensing techniques. OCT and
force sensing are some of the more mature techniques that
have been investigated.
II. GOALS AND RELATED WORK
OCT images have been previously employed in a number
of algorithms targeting, for example, automatic segmentation
of retinal layers [3]; detection of vessels [4] or to identify
markers that predict certain diseases [5]. Most of these results
rely on 2D or 3D OCT images, referred to as B- and C-
scans respectively. This data is obtained from a scanner that is
mounted at the far end of the complex optical path. Similar to
[7] we aim to employ OCT data that is acquired via an optical
fibre incorporated directly inside the surgical instrument. By
doing so the complex optical path can be by-passed and direct
i.e. more accurate measurements of the retina can be obtained.
Only a single ray of laser light can be passed at a time
through the laser fiber offering a one-dimensional depth aka
A-scan. In order to reconstruct a larger surface the instrument
could be controlled to make a scanning pattern. Despite the
improved accuracy, the obtained signal remains quite noisy
and the limited field of view, i.e. absence of a broader context,
necessitates adequate filtering to use this kind of data in critical
applications such as robotic control loops.
Balicki et al. implemented such approach when mounting
an OCT probe on an micro-surgical pick [7]. The experiments
reported by Balicki et al. however are conducted on synthetic
phantoms and therefore the signals that are employed are much
less noisy than the signals one typically gets. The objective
of this work consists in evaluating the feasibility of using A-
scans for robustly identifying the upper layer of the retina in a
more realistic setting. Here, noisy OCT data from ex-vivo pig
eyes is employed and a novel algorithm to deal with this data
is proposed. Note, although the proposed approach is used
to detect membrane layers, the proposed approach is more
general and is believed to be also helpful in discriminating
the location of vessels on top of or even below the retinal
surface. With only very limited loss of generality B-scans
(fig. 2) are employed to test the concept. Each time only a
single line of these B-scans is used, simulating a corresponding
A-scan. By removing the vitreous humour and the lenses
from an ex-vivo pig eye and EIBOS, the obtained lines from
these B-scans approximate A-scans closely. To filter out the
noisy artefacts a methodology similar to the one employed in
[8] is adopted. The method employs probabilistic principal
component analysis (ppca, [9]) to characterize a number of
latent variables. In the following sections the algorithm and
some experimental results are introduced.
Fig. 2. Example of B-scan; as A-scan, a single vertical line of the image is
considered. Each image has 1000 lines, each composed of 1024 depth pixels.
0.0
0.2
0.4
0.6
100 200 300 400 500 600 700 800 900 1000
Pixels
In
te
n
si
ty
[0
,
1]
Ascan
Peaks
Cluster
Fig. 3. Peak detection and clustering are the initial step for normalising the
data. The data is averaged on 8 images taken consecutively to reduce noise.
Fig. 4. Data set used in ppca.
III. PROPOSED ALGORITHM
The proposed procedure consists of a learning phase (off-
line, that makes use of more than one line at a time) and a
run-time identification phase (using a single line, as produced
by an OCT fiber probe). Both phases are described next.
A. Learning phase
Ppca needs a normalised training set (i.e. each pixel must
represent the same information). To achieve this, we extract
in a semi-automatic way some landmarks around important
features. The data set is then re-sampled in such a way that
these landmarks appear in the same area.
In the first phase 6 sets of B-scans (from ex-vivo porcine
eyes, each set taken on a given position) are averaged to reduce
noise. Then peaks (brightest pixels) are used to identify the
center of a membrane layer. In the current image (fig. 2) two
layers are visible. k-means is used to cluster these pixels into
2 clusters. The results of these operations are shown in fig. 3.
The procedure is run on a whole image. Then we consider the
distance between the 2 clusters as a representative measure and
discard outliers. From the selected line samples, the region
around the average distance, with a span equal to twice the
distance between the clusters is selected, and re-sampled on a
fixed span of 200 pixels. The resulting data set is represented
in fig. 4. From the ppca only two latent variables are kept.
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(a) Representation of P0 and P0 + ∆P computed after initialization.
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Fig. 5. Results of iterating the UKF on the same input data in the initialization
phase. The red fat line represents the expected output.
B. Filter initialization and run-time execution
In order to track the position of the retinal layers in the
image an unscented Kalman filter is used. The filter states are
the initial pixel that maps in pixel 1 of the dataset (P0), the
number of pixels that maps in the whole data set (∆P ), and
the two latent variables (xl). The expected measurements are
computed as follows: first, the modes are multiplied by xl,
then, the points are stretched and translated as dictated by P0
and ∆P , lastly, the output is re-sampled between 1 and 1024
(the size of the sensor measurement), using a default value for
the part of the image that is outside the [P0, P0+∆P ] interval.
One of the most critical parts is to determine which
parameters to use to initialise the filter. In this regard, we
employ the same rationale used in the data set segmentation,
e.g. peak detection and clustering. In order to allow the filter to
converge, several update iterations (30–60) are executed with
the same measurement. Four examples of initialised filters are
depicted in fig. 5.
C. Filter execution on varying measurements
(a) Overlay of P0 and P0 + ∆P on OCT B-scan.
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(b) Values of the UKF variables.
Fig. 6. Example of a filter executed with a time varying input. After
initialization (results in red crosses), at each time step the filter is moved
one pixel to the right. The data reported in red are [P0, P0 + ∆P ]
In order to test the proposed filter in a situation more
similar to reality, but yet enough controlled to be able to eval-
uate the results, a B-scan was employed, and an single input
line was used for each iteration, shifting one pixel each time,
simulating a horizontal movement of the OCT fiber probe. For
small travel this motion is fairly representative. The overall
results for this scan are reported in fig. 6. It can be observed
qualitatively that at locations artefacts are present, the values of
Mode 1 changes drastically. This suggests that analysis of the
state can be used to classify tissue and e.g. detect the presence
of vessels or other features.
IV. CONCLUSION
This abstract presented a way to formalise an UKF to track
the position of the retina. The approach takes advantage of the
structure present in retinal layers, in contrast to [7], to get a ro-
bust estimate of the distance to the surface. While the presented
results are still preliminary, the filter showed good robustness
to artefacts and noise. Two main drawbacks should be pointed
out: first of all, the filter is strongly influenced by the numerous
local minima; for this reason, wrong initialization can cause
the filter to converge to a wrong state. At this end, at least the
initialization could be delegated to a global search method,
such as a particle filter. Secondly, the filter was not trained on
vessels. In fact a number of filters could be operated in parallel
each trained with specific data-sets e.g. one that focuses on
vessels, to discriminate those from retinal layers.
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A novel magnetic platform for active endoscopic investigations 
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INTRODUCTION 
Gastrointestinal (GI) cancer ranks third in terms of 
incidence rate among all cancers in high-income 
countries, but survival rate can reach 90% in cases of 
early diagnosis [1]. Flexible endoscopy has established 
itself as the standard method due to its diagnostic 
accuracy and reliability, but several limitations still 
remain. The physician needs a lot of practice to acquire 
the necessary skills to manipulate the endoscopic tool; 
the movements performed by the endoscope inside the 
body produce pain and trauma frequently, and are 
poorly tolerated by patients. In the recent past, wireless 
capsule endoscopy (WCE), which entails the ingestion 
of a miniaturized camera that navigates passively along 
the GI tract by means of peristalsis, enabled inspection 
of the digestive system without discomfort or need for 
sedation [2]. Several companies produce “smart pills”, 
but there are limitations, mainly related to the 
unpredictable and uncontrollable locomotion of the 
capsule [4]. As an intrinsic limitation, WCE does not 
allow the operator to control navigation: the movement 
of the capsule is passive and the capsule proceeds by 
means of visceral peristalsis and gravity, so that some 
portions of the GI internal wall are unlikely to be 
visualized. Another drawback of WCE is the fact that, 
in case of areas of clinical interest are identified, the 
endoscopist cannot manoeuvre the capsule more 
precisely for detailed inspection. All these factors 
contribute to dramatically limit the diagnostic outcome. 
Therefore, solving the manoeuvring problems would 
significantly enhance the accuracy and reliability of 
endoscopic investigation with an expected improvement 
of diagnostic efficacy. Using magnetism for the 
actuation and localization of endoscopic capsules in the 
GI tract has become an active topic of research and it is 
a promising approach to solve the problem of control by 
avoiding integration of internal actuation [3-6]. 
Olympus Endoscopy (Tokyo, Japan) and Siemens 
Healthcare (Erlangen, Germany) joined their effort to 
produce a modified endoscopic capsule endoscope 
controlled by magnetic guidance, for the upper GI [7]. 
Nevertheless, despite the growing scientific interest in 
magnetically controllable WCE, no effective system 
with straightforward clinical applicability has yet been 
demonstrated.  
In this framework, the authors present a feasibility study 
and assessment for the design of a novel 
electromagnetic system for capsule endoscopes. 
Although a preliminary approach has previously been 
presented [8], here the authors propose the complete 
platform together with an experimental evaluation. The 
primary difference between the proposed platform and 
existing magnetic control platforms is the combination 
of the advantages of electromagnets with the flexibility 
of robotic manipulation in order to reduce the number of 
electromagnetic modules and thus the size of the related 
hardware, while maintaining a tuneable and reliable 
control of the magnetic force in the operating 
workspace. 
MATERIALS AND METHODS 
The proposed WCE platform is composed of two 
primary modules (Figure 1): i) a magnetic capsule with 
dimensions and specifications ad hoc for navigation and 
diagnosis throughout the colon; ii) an external driving 
system including an electromagnetic source, based on a 
single electromagnet, a cooling system needed for 
overheat issues and a manipulator that supports the 
system. The physician, as the first action, introduces the 
endoscopic capsule through the rectum of the patient 
and he/she insufflates the colon with air. After this, the 
medical doctor performs a complete exploration by 
navigating the endoscopic capsule along the colon, 
assisted by an external electromagnetic manipulator. 
The steering and locomotion of the capsule is made 
possible by creating a magnetic link between the 
capsule and the external electromagnet. 
 
Figure 1 The proposed magnetic platform for endoscopic 
capsule (shown at the bottom left) and  system modules 
(i.e. console, manipulator, electromagnet and cooling 
system). 
The endoscopic device is a small spherical capsule with 
a diameter of 26 mm. 
The inner and outer parts of the capsule are mutually 
movable and can freely orient at 360° via a system of 
friction bearings. This double concentric sphere 
structure allows the capsule to proceed along the colon 
with reduced friction, while the camera maintains stable 
position thanks to an appropriate combination of weight 
and magnetic forces. 
The capsule is equipped with a commercial image 
sensor with small dimensions (NanoEye_GS, Awaiba, 
Portugal) with custom optics and illumination. A small 
battery (CP1254, Varta, Germany), an RFID tag 
(TRPGR30TGC LF 1, Texas Instrument) for 
localization, a custom electronics (i.e. illumination, 
control and telemetry boards) and a custom N52 NdFeB 
spherical cap magnet (400 mm
3
 volume for navigation) 
are integrated into the endoscopic device. 
The external electromagnetic manipulator consists of a 
custom electromagnet with an integrated cooling system 
and a manipulator. The electromagnet was designed 
considering that it has to be able to generate suitable 
forces and torques for 3D navigation against a high 
friction and deformable environment, in a range of 
distances between the external magnetic source and the 
endoscopic device which is at least equal to the 
abdominal thickness (i.e. about 30 to 100 mm). 
Moreover, the fine control of pitch (visualization of 
upper and lower wall of the lumen) and yaw 
(visualization of right and left wall of the lumen) 
through specific magnetic torques has to be properly 
exerted on the capsule. A theoretical model of force 
equilibrium was supposed and confirmed by FEM 
(COMSOL Multiphysics, Comsol inc., USA) 
simulations and preliminary experimental tests. The 
designed electromagnet has an internal iron core of 70 
mm in diameter, an external diameter of 167 mm and 
370 winding (i.e. 10 layers per 37 turns). The 10 layers 
are separated by holes of 5 mm in diameter where the 
oil of cooling system flows. A current density of 6 
A/mm
2 
is used for powering. The electromagnet 
generates at a distance of 100 mm a maximum magnetic 
field and gradient of 0.4 T and 0.2 T/m, respectively. 
The electromagnet is inserted in an oil jacket that is 
connected to a commercial cooling system (13 l/min, 
0.5 kW, RAS 3000, Sesino) . Moreover, due to the large 
weight and encumbrance of the electromagnetic system 
(around 13 kg), a 5 DoFs robotic manipulator has been 
designed for holding and accurately moving the 
electromagnetic source by the physician. The 
manipulator was designed in no ferromagnetic materials 
(mainly aluminium and stainless steel) considering that 
5 DOF are needed. The weight of the electromagnet was 
compensated by means of four springs that eliminate the 
medical doctor’s fatigue; the electromagnet can be 
moved in a workspace of 650 mm x 500 mm x 500 mm. 
Translational movements are performed using ball 
bearing rail guide, while the pitch and yaw are 
guaranteed by double ball bearings. Ball bearings make 
possible to build low friction mechanisms that help 
physician in performing accurate movements with low 
fatigue. Finally an antenna for RFID tag (Texas 
Instruments MRD2EVM Microreader Evaluation Kit - 
134.6 KHz) was integrated to localize the capsule when 
the electromagnet is switched off. 
RESULTS 
A preliminary experimental test session was performed 
in-vitro in order to validate the design of the platform 
and to preliminary evaluate the navigation of a magnetic 
capsule. The task consisted of exploring a colon-like 
plastic phantom arranged to mimic the anatomical shape 
of the human colon, from the rectum to the cecum 
(about 900 mm in total length). The endoscopic capsule 
was controlled by moving the external electromagnet 
and by controlling the current through a foot pedal. A 
total number of five users (one endoscopist and four 
technical users) participated in the study. The results 
demonstrated that all users were able to perform the task 
and the mean ± standard deviation, minimum and 
maximum times were 78 ± 42 s, 40 s and 199 s 
respectively. 
CONCLUSION AND DISCUSSION 
The objective of this paper was to design and develop 
an active magnetic platform based on a single 
electromagnet for performing diagnostic procedures in 
the colon. The proposed idea is to design a platform that 
combines the tunability typical of electromagnet-based 
systems with the feasibility and intuitiveness of controls 
featuring external permanent magnets. Preliminary tests 
demonstrated the feasibility of the platform for 
locomotion and future use in clinical setting.  
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Estimating the interaction forces on the body wall during minimal
invasive fetal surgery
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Abstract— Little is known about the interaction forces and
torques that are taking place at the level of the body wall during
minimal invasive surgical procedures. This abstract reports
on the interaction forces and torques that were measured
during simulated fetal surgical procedures. It was confirmed
experimentally that a proper alignment of the pivot point
with the incision point into the patient has a large effect
upon the lateral forces that are developing. The thickness
and stiffness of the body wall obviously have a strong effect
on the amplitude of the generated forces. Interestingly, while
large differences in interaction forces were measured during
experiments on a synthetic body wall versus experiments on
a pig abdominal wall, participants did indicate that both
interfaces felt quite realistically and were very much similar.
This apparent contradiction calls for further validation of the
different models as well as for the necessity to conduct similar
experiments in an in-vivo setting.
I. INTRODUCTION
Minimally Invasive Surgery (MIS) is steadily gaining
importance in modern surgery. With smaller scars, shorter
hospital stay and faster recovery there is an obvious patient
benefit. Assistive technology is being developed to overcome
some of the hurdles that surgeons are facing when conducting
MIS. Robotic technology can be seen taking in a prominent
role at one end of the spectrum. Most MIS robots foresee a
method to establish a remote centre of motion (RCM)[1],
[2]. This feature ensures that the instruments carried by
the robot will pivot around a fixed point in space. By
properly aligning the RCM with the incision point into the
patient’s body wall the stresses applied upon the tissue can
be reduced. An increased prevalence of hernia after robotic
surgery suggests that proper alignment is not as easy as it
sounds [3], [4]. However, even for manual surgery little is
known on how experts are manipulating their instruments and
what kind of forces or torques they apply upon the body wall.
This abstract presents force and torque measurements that
were conducted during simulated fetal surgical interventions.
The measurements were possible through a dedicated virtual
reality simulation of the surgical procedure. While executing
the virtual reality task, the motions and interaction with
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Fig. 1. View upon experimental setup. The operator co-manipulates the
instrument with the Virtuose 6D R©(Haption SA, La-Valle, France), a haptic
device that tracks here the pose of the instrument. Based upon the measured
motion the view upon the placenta is updated in the VR.
respectively a synthetic replica and a pig body wall were
recorded. Knowledge of the interaction forces is extremely
valuable for fetal surgery in particular as iatrogenic Preterm
Prelabor Rupture of Membranes (iPPRoM)[5] could possibly
be caused by excessive stresses on the amniotic membranes.
A parallel interest consists in investigating whether applied
interaction forces/torques can serve as a metric for surgical
skill. The latter is however out of the scope of this abstract.
II. MATERIALS AND METHODS
Fig. 1 gives an overview of the experimental setup that
was used. The operator is asked to execute a number of
virtual fetal surgical lasering tasks. The instrument motion is
tracked by a haptic device that is used in a co-manipulation
manner. In the current configuration the robotic device is
simply used as an instrument tracker, but in further work
it can be used to experiment with various assistive control
schemes. A foot pedal is placed below the operating bed to
command the laser ablation. Aside from ablation commands
also the interaction forces/torques that are exerted on the
body wall are recorded. The body wall, consisting of skin,
fat, muscle and the amniotic membrane, is replicated by a
synthetic set of layers (EcoFlex 00−50) with a total width of
40mm. They are clamped onto a force-torque sensitive plate.
All motion and force/torque data is recorded at framerates
of respectively 1kHz and 50Hz. To investigate the realism of
the synthetic wall, an excised part of a pig abdominal wall
has been prepared replacing the synthetic version of the body
wall. Also here an incision was made to position a cannula.
Forces and torques exerted on the pig tissue are measured in
exactly the same fashion as in the former case.
Two sets of experiments were conducted. A first set
Өh
B
D
C
A
Fig. 2. Below the blue drape of Fig.1 the patient’s abdominal wall is
replicated by a 40mm thick set of Ecoflex layers (A). The surgical instrument
(B) is passed through a cannula that is inserted in a central incision of the
synthetic tissue. The model is mounted on a dedicated 6 DoF (Degree-of-
Freedom) force-torque sensing plate (C). A mechanical frame (D) ensures
a pure rotational motion θ of the instrument around a fixed point whose
height h can be chosen.
of experiments is aimed at investigating the effect of the
location of the pivot point on forces that develop within the
tissue. A mechanical frame consisting of two circular guides
(Fig.2) was constructed and rigidly fixed onto the ground. A
carriage, in which a surgical instrument is clamped, is slid
along the circular guides, that ensure a pure rotational motion
of the instrument about the center of the circle. The pair of
guides can be adjusted up or down to adjust the height of the
pivot point and this relative to the thickness of the artificial
body wall. In a second set of experiments the surgeon is
asked to conduct a laser task in the virtual reality simulator.
The task consists in identifying a number of laser targets and
lasering these in a certain order. While manipulating a real
scope and manoeuvring it through the cannula of the artificial
or pig wall, the instrument pose is tracked and mapped to the
motion of a corresponding scope that moves throughout the
virtual reality environment. The time, trajectory and forces
applied on the force sensitive plate are recorded for analysis.
III. EXPERIMENTS
Fig.3 summarizes the forces and torques that were mea-
sured during 5 sets of experiments moving the instrument
over an angle from 90◦ (corresponding to vertical position
of the scope) to 45◦ along the circular guides. In each
experiment the location of the pivot point was adjusted 10mm
upwards, starting from 0mm (where the pivot point coincides
with the lower surface of the pig wall) up to a height of
40mm (the pivot point lies at the upper surface of the pig
wall). The plots show that lateral forces Fy (forces in the
plane of the circular guides and parallel to the pig wall)
rises as the instrument angulation drops to 45◦. Only if the
pivot point is vertically centred along the body wall, there is
no resulting lateral force. This is expected as contributions
from tissue deformations of the upper layers cancel out the
contributions from deformations of the lower layers. The
corresponding moment Mx about the axis of the circular
guides (right-hand side of the figure) is seen to steadily rise
as function of the instrument angulation. Here it is found
that the height of the pivot point hardly has any influence on
the amplitude of the interaction torques.
Interestingly, when repeating the above experiments with
the synthetic Ecoflex interface, the above trend could not be
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Fig. 3. Interaction forces and torques measured during experiments with
adjustment of the pivot point location, w.r.t. the bottom (at height H=10mm)
of a 40mm thick pig abdominal wall. For height H=20mm the pivot point
is located approximately in the center of the pig abdomen.
reproduced. While no noticeable differences were perceived,
the Ecoflex interface was measured to be substantially more
stiff than the abdominal pig wall. The difference was so large
that the instrument itself underwent significant amounts of
bending while being angulated, explaining the differences in
force and torque distributions.
In a second set of experiments participants were asked
to conduct a number of lasertasks programmed in virtual
reality (VR). Instrument motion and interaction forces were
measured during these procedures. Table I summarizes the
maximum forces and torques in the plane of the tissue FXY ,
MXY and perpendicular to the tissue plane FZ , MZ that were
exerted during VR laser surgical interventions on respectively
synthetic (test 1, test 2) and pig abdominal tissue (test 3,
test 4). From the data it can be seen that especially in
the plane sufficiently higher interaction forces are exerted
when the synthetic model is used. The forces in the Z-axis
are negative. This is mainly caused by the large friction
between the instrument and the cannula. Indeed surgeons
reported that especially when retracting the instrument and
due to this friction it happens that the cannula is involuntary
extracted from the patient. To avoid this problem from
occuring surgeons typically grasp the cannula by their non-
dominant hand while retracting the instrument.
TABLE I
MAXIMAL FORCES AND TORQUES DURING VR EXPERIMENTS
Force component test 1 test 2 test 3 test 4
FXY 9N 11N 5N 5N
FZ −11N −13N −11N −12N
MXY 0.8Nm 1.1Nm 1.1Nm 1.2Nm
Mz 0.13Nm 0.15Nm 0.22Nm 0.18Nm
IV. CONCLUSION
At present little is known about the interaction forces
that take place at the level of the abdominal wall (and/or
uterine wall in case of fetal surgery) during MIS procedures.
This abstract reports on experiments that were conducted
on synthetic and pig abdominal tissue. Whereas significant
differences in forces/torques were measured, participating
surgeons indicated both models were quite similar and
representative for the human body wall. To avoid drawing
wrong conclusions by possibly inadequate models it is found
important and necessary to conduct similar experiments
during in-vivo conditions with other means of force sensing.
This will form a topic of further investigations.
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INTRODUCTION 
This paper is focused on the design and fabrication of a 
new class of monolithic endoscopic tools for robotic 
surgery.  This novel endoscopic tool is underactuated, 
compliant, and fabricated using 3D printing. The 
endoscopic tool has been designed to be a combined 
trocar/endoscopic tool.  The design allows for this 
endoscopic tool to be taken from its current scale, i.e., in 
the upper regime of the meso-scale, to the miniature 
scale.  By incorporating proximal and distal flexibility 
into the endoscopic tool design makes grasping action 
mimic human grasping, i.e., it can grasp tissue 
conformally when fully extended, or pinch tissue if 
partially extended.  By 3D printing monolithic 
endoscopic tools there are reductions in: cost; 
assembled components; machining; assembly time; and 
calibration and testing time; over the current generation 
of surgical endoscopic tools.  
MATERIALS AND METHODS 
Meiswinkel [1] designed an armature that exceeded the 
minimum load specification of the iRobot DARPA 
ARM-H project.  That iRobot gripper achieved 
excellent anthropomorphic grasping based on a 
proximal and distal joint system only.  In [1, 2] it was 
reasoned, after three design iterations and flexure 
fractures, that the number of finger segments could be 
reduced to two.  This design resembles the iRobot 
DARPA ARM-H finger design, see Fig. 1.  With two 
finger segments the moment initially applied to the 
proximal flexure joint is less severe than that 
experienced by a three segment finger.  A design was 
created to monolithically fabricate a scaled two segment 
per digit finger. 
 
Fig. 1. Solidworks design of a two-fingered monolithic 
finger. 
Prior to fabricating the monolithic endoscopic tool a 
review was made of three suitable materials for 3D 
printing the endoscopic tool.  Finite element analysis 
(FEA) was also carried out on these three materials 
under two load conditions.  In the end Vero White resin 
manufactured by Stratasys was chosen for fabricating 
the two fingered monalithic endoscopoic tool, see Figs . 
2 and 3. 
 
Fig. 2. FEA Analysis of a two fingered flexural and 
rigid geometries. 
These two fingered flexural joints emulate three springs 
per digit in series, and these approximate to two springs 
in parallel, see Equ. 1.  Here, proximal flexure joints 
were designed to have a larger spring modulus than the 
distal flexure joints.  It was noted in [2] that finger 
compliance is maximized if the distal flexure has a 
lower spring constant than the proximal flexures.  
Grasping force is bounded, on the upper limit, not by 
cable tension but by the restitution of the elastomeric 
deflections of the flexure joints.  Note, the maximum 
grasping force is not from adding the two sides of the 
monolithic flexures in parallel, but from a single side's 
elastomeric reactions.  If the flexures were assumed 
symmetric, this analysis will hold [3-5]. 11𝑘! + 1𝑘! = 𝑘!"#$%&'!() ,𝑤ℎ𝑒𝑟𝑒  𝑘! < 𝑘!	  
Equ. 1: Equivalent proximal and distal spring stiffness. 
 
 
Fig. 3. The monolithic, underactuated, compliant, 
endoscopic tool fabricated in Vero White resin. 
RESULTS 
The flexure acheived by the first two fingered 
monolithic assembly was considerably better than in all 
previous versions.  However, it too succumbed to failure 
in the proximal flexure joint.  The problem appeared to 
lie in the properties of the Vero White resin.  Design 
adjustment was required to: (1) decrease the initial 
applied moment, and (2) adjust the geometry.  The 
geometry was adjusted to improve the flexural 
characteristics oft he endoscopic tool.  A second 
prototype was then assembled for experimentation.  
Precision fasteners (helicoils) were firmly anchored in 
the Vero White.  The tendons cables were attached to 
the helicoil fasteners so addressing problematic 
characteristics found in the Vero White resin flexure 
properties.  Prior to conducting grasp experiments the 
endoscopic tool flexure properties were relaxed by 
immersing the tool in heated water. 
 
Fig. 4. Two fingered monolithic and compliant 
endoscope demonstrating irregular shape grasp.  
 
 
 
Fig. 6. Two fingered monolithic and compliant 
endoscope demonstrating precise closure.  
 
CONCLUSION AND DISCUSSION 
This investigation into designing monolithic, 
underactuated, and compliant endoscopic tools for 
robotic surgery using 3D additive manufacturing 
methods gave mixed results.  First, the material 
characteristics of Vero White resin did provide accurate 
geometric reproductions from Solidworks designs.  
Second, Vero White resin has the potential to provide 
scalable monolithic endoscopic tools.  Third, the 
elastomeric property of Vero White resin could only 
produce good proximal and distal flexure after heating 
an endoscopic tool prior to conducting grasp 
experiments.  When relaxed, through heating, the 
monolithic endoscopic tool could grasp both irregular 
and geometric shapes, see Fig. 4 (irregular shape), Fig. 
5. (geometric shape), and close precisely, see Fig. 6.  
Tendons were used to grasping and releasing objects.  
Because of the material properties certain aspects of 
underactuation in a monolithic design could not be 
validated.  However, once the tool was queued into 
position, wider and thinner objects were grasped with 
the same confidence that was demonstrated by [2].  It is 
concluded that endoscopic tools that are, monolithic, 
underactuated, and compliant, will allow grasping and 
manipulation a variety of shapes and materials, in a 
manner that mimics human grasp.  3D printing allows 
fine-detailed endoscopic tools to be fabricated at scales 
representative of reproducing the hands of the surgeon 
in miniature. Novel designs of monolithic, scaleable, 
underactuated, compliant, endoscopic tools can be 
achieved by 3D additive manufacturing.  However, 
resin material properties need further examination.  
Lastly, monolithic edoscopic tool designs reduce 
components, precise machining and assembly, and 
calibration and test.  And, the monolithic endoscopic 
tool design here retracts into its own insert tube when 
not in use, Fig. 6.  
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INTRODUCTION 
This research deals with the development of a surgical 
robot assistant to control the localization of an 
endoscopic tool.  The kinematic analysis required that a 
constant point in space, termed the trocar point (TL) be 
maintained along a rigid tool while the manipulator was 
repositioned.  Results show that the localization 
algorithm, along with two force feedback joysticks and 
a custom interactive user interface, successfully 
accomplishes this unique robot localization task.  For 
this system, positioning error was the performance 
metric.  Results show that this surgical assistant 
positioned the endoscopic tool, relative to the world 
coordinate frame, to within 0.05 inches.  Localization 
error in maintaining a constant point in space during 
endoscopic tool repositioning was caused by limitations 
inherent in the robot arm. 
MATERIALS AND METHODS 
The main goal of this research is designing simpler 
surgical robotic assistants and interactive user 
interfaces.  Here, an industrial linear based articulated 
arm was used for positioning an endoscopic tool.  So, 
can full endoscopic tool localization control and 
accuracy be provided to a surgical system by a 5-axis 
A250 CRS Plus robot, 2-Saitek evo force feedback 
joysticks, an Intuitive Surgical EndoWrist, and an 
interactive user interface? Robotic arms with similar 
configurations have been used as surgical robots [1, 2] 
but not in the configuration presented here.  This 
surgical assistant assists endoscopic procedures by 
holding and physically manipulating an endoscopic tool 
under the direct control of the surgeon.  The surgeon 
(Master) controls the robotic system (Slave: robotic arm 
and endoscopic tool) via a Tele-manipulator, see Fig. 1. 
Fig.1. Telemanipulator system joysticks control. 
Here, the tele-manipulator took the form of an 
interactive user interface, i.e., a GUI.  The GUI design 
was based on the control requirements in Fig. 1, and 
provides the user with the ability to communicate with 
and control the complete robotic system.  The GUI has 
four states: (1) Initialization: establishes and verifies 
communication with the robotic arm; endoscopic tool; 
joysticks; informs the user; fails to safe; aligning 
physical robot arm with its mathematical model; and 
positions the robot arm relative to the world frame. (2) 
Trocar Placement: positions the robot arm using the 
robot teach pendant, (3) Insertion/Retraction: locks the 
robot arm position; allows the user to safely insert or 
remove the endoscopic tool; perform operations but 
only after the endoscopic tool length is entered 
manually, (4) Operation: polls the two joysticks for 
motion commands; recognizes joystick movement; 
decodes values and communicates motion commands to 
the robotic system.  Pressing the “Shut Down” button on 
the GUI makes the robot arm perform a docking 
procedure.  
The surgical robotic assistant is the slave of the 
master/slave tele-manipulator system.  The robotic 
system provides all the physical motions that a surgeon 
requires in performing an endoscopic procedure.  This 
system is divided into two subsystems: (1) the robotic 
arm; and (2) the surgical endoscopic tool manipulator.  
 
Fig.2. Robot system configuration. 
The overall transformation matrix relating the robot 
base to the frame at the trocar point in Fig. 2., was 
found by assigning Denavit-Hartenberg parameters and 
computing individual transformation matrices.  Then by 
incorporating the kinematics of the endoscopic tool, see 
Fig. 3. (a) and (b), the overall transformation matrix was 
computed, Equ. 1.  In knowing the kinematic constants 
Robot Arm Joystick 
Control 
A250 CRS Robot 
Response 
X-axis X-displacement 
Y-axis Y-displacement 
Rotation Z-displacement 
EndoWrist Joystick 
Control 
Endoscopic Tool 
Response 
X-axis Pitch 
Y-axis Yaw 
Rotation Roll 
Button 1 Close fingers 
Button 2 Open fingers 
 
of the robotic arm, e.g., lengths etc., the inverse 
kinematics were computed to control the system about 
the Trocar Point, see Fig. 2.   
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Equ. 1. The overall kinematic equation of the robotic 
arm/endoscopic tool system. 
 
Fig. 3. (a) Endoscopic tool attached to CRS robot,                  
(b) Endoscopic tool attachment drive system. 
RESULTS 
Prior to any physical system control being performed, 
the kinematic equations and the control algorithm were 
simulated using Matlab.  The simulation calculates all 
the joint values, and the linear axis position relative to 
the world coordinate frame.  These values were used in 
the individual link transforms of Equ.1. to produce a 
visual graphic of the robot and endoscopic tool’s 
position and orientation, Fig. 4.  This simple graphic 
verified that the overall system was capable of 
performing the desired motions. 
 
 
 
Fig. 4. MATLAB simulation output. 
Now that the analysis of the kinematics of the robot 
arm and the endoscopic tool was completed and verified  
a program to control the robotic system was 
implemented.  In simulation 40 different motion 
commands were sent to the robot controller and the 
average error and maximum error in each joint angle 
was recorded.  Results showed that the maximum error 
in each joint led to an endoscopic tool error in the X, Y, 
and Z axis of approximately 0.0055 inch, 0,0035 inch, 
and 0.0032 inch respectively.  The first physical 
experiment conducted determined precise robots 
motion, in the XY and YZ planes.  In the experiments 
the endoscopic tool was placed close to one of these 
planes and commanded to move 1 inch.  This distance 
was chosen because it was decided that any error 
associated with a movement would become more 
observable as the distance increased.  Experiments were 
conducted on smaller motions (approximately 0.1 inch) 
but there was no observable error.  A second set of 
experiments into motion control experiments used three 
different trocar lengths: 9, 11.5, and 14 inches, because 
endoscopic tool localization depends on this length.  
Three lengths were chosen because of the fulcrum 
effect, i.e., with a fulcrum closer to the robot arm small 
robot motions produce large endoscopic tool motions, 
and vice versa.  The results in Fig. 5, show that the 
surgical robot assistant localization was controlled with 
reasonable accuracy and that there is no direct 
correlation between the manipulator error and trocar 
length. 
  
Trocar 
Point 
(inch)  
Av.Abs.Error  
X inch 
Av.Abs.Error 
Y inch 
Av.Abs.Error 
Z inch 
9 (0.004,0.023,0) (0.026, 0.027,0) (0, 0.006, 0.013) 
11.5 (0.013, 0.023,0) (0.029, 0.027,0) (0, 0.006, 0.014) 
14 (0.012, 0.033,0) (0.037, 0.027,0) (0, 0.014, 0.008) 
Fig. 5.  Average absolute error (inches). 
CONCLUSION AND DISCUSSION 
In this research a surgical robotic assistant, using a 
linear base articulated arm for localizing an endoscopic 
tool provided: functionality to an Intuitive Surgical 
EndoWrist; and used tele-manipulation, to perform 
surgical motions.  There is no similar configuration to 
the surgical robot assistant created here.  Analysis and 
experiments showed that repositioning the endoscopic 
tool is possible to within 0.05 inches and that the control 
algorithm maintained the trocar point; even when the 
length of that point varied.  The major error observed 
was due to repositioning the surgical robot assistant, but 
the CRS robotic arm was not designed for tele-
manipulation.  Nevertheless, this research produced a 
unique surgical robot assistant configuration for 
endoscopic surgery, one that did provide precise 
localization.   The research conducted is a first step in 
understanding the limitations of simplifying and 
miniaturizing surgical robotic assistants. 
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INTRODUCTION 
The surgical training in a real-life setting is not always 
possible for economic, safety, organizational and ethical 
issues. The medical simulation represents an alternative 
way to achieve clinical excellence, because allows the 
skills practice in a safe and controlled environment. 
However, to improve the skills transfer, a realistic 
visual/haptic feedback should be integrated in a training 
simulator [1]. 
The Augmented Reality (AR) technology, thanks to the 
insertion of virtual information (real time and spatially 
coherent data) in the real world, is able to enhance the 
user’s sensory perception of reality. The virtual 
information can appeal to all senses, not just sight [2]. In 
this paper, we present two examples of AR applications 
dedicated, respectively, to the visual and the tactile 
augmentation for surgical training. In both applications, 
AR is used an aid for the recognition of anatomical 
tubular structures during training sessions. 
KEYWORDS: surgical training, augmented reality 
visualization, augmented reality tactile. 
MATERIALS AND METHODS 
The following paragraph describes two examples of AR 
applications for training simulation systems.  
 
1) AR visualization of hidden deformable tubular 
structures for surgical training 
 
Many surgical procedures involve the task of 
identification and isolation of not always visible tubular 
structures, such as blood vessels, biliary tree and nerves. 
For example, the most crucial step of cholecystectomy is 
the identification and isolation of the cystic duct (part of 
the biliary tree) and artery (part of the arterial tree) [3]. 
In our previous studies, we have provided examples of 
dedicated AR visualization for surgical training. More in 
particular, we have demonstrated the feasibility of a 
novel AR method providing the real time visualization of 
deformable tubular structure (such as arterial and biliary 
tree) by means of electromagnetic (EM) localization 
technology [4]. The simulation system includes: realistic 
physical replicas of the biliary and arterial tree, 
gallbladder and connective tissue (described in detail in 
[5, 6]) (Figure 1a); an EM tracking system; an optical 
calibration-acquisition system; and a laptop. The biliary 
and arterial tree are sensorized with 5 DOF EM sensors 
and tracked in real time for the implementation of AR 
functionalities. The anatomical replicas do not comprise 
ferromagnetic materials to reduce possible 
electromagnetic interferences (for an exhaustive 
dissertation of source of errors refer to [4, 6]). The optical 
calibration-acquisition system allows the user to perform 
a calibration routine, it acquires the real scene, and 
displays the augmented real scene on the laptop screen. 
The AR scene (Figure 1b) consists of red and green 
virtual structures showing the position of the arterial and 
biliary tree (AT and BT) on the grabbed image (described 
in detail in [6]). 
 
Figure.1. The AR as an aid for identification of cystic duct 
and artery in cholecystectomy: a) Realistic physical 
replicas; b) The corresponding AR view which overlays the 
red and green pathways on arterial and biliary tree. 
This AR application assists the trainee in the 
identification of the cystic duct and artery, covered by 
connective tissue, during cholecystectomy simulation.  
 
2) AR tactile for arteries palpation in open surgery 
training 
The touch sense plays a large role in a wide variety of 
surgical procedures providing information about: the 
localization of hidden anatomical structures and 
anatomical landmarks (such as muscle, bones and blood 
vessels); the health state of tissues and organs. In 
particular, arterial pulse palpation is an essential step for 
the recognition of blood vessels avoiding their 
perforations/ruptures in open surgery [7, 8]. In a previous 
work, we have proposed a method, based on the EM 
tracking of the arterial replicas and the user finger, which 
provides a pulse feedback during palpation through a 
tactile display W-FYD (Wearable Fabric Yielding 
Device, described in [9]) (Figure 2). This AR tactile 
system comprises: a sensorized arterial tree covered by 
synthetic connective tissue, a sensorized prototype of W-
FYD which can be worn on user’s finger (described in 
details in [10]), an EM tracking system, an optical 
calibration-acquisition system, and a laptop [10]. More in 
particular, the W-FYD is equipped with: a 6DOF EM 
sensor and a load cell (FSR model 400 round, thickness 
0.1-0.3 mm) to detect the pressing force exerted by the 
user. 
A calibration procedure is required to derive the position 
of the user finger pad from the EM sensor data so that to 
activate the pulse simulation when the user touches the 
sensorized arterial tree. More in particular, before every 
simulation trial, a digitizer is used to calculate the relative 
position (constant over the time) of the finger pad with 
respect to the EM sensor. 
A pulsating force feedback is rendered when two criteria 
are contemporaneously satisfied: the user fingertip is 
sufficiently close to the artery (positions derived from 
EM data); the pressure exerted by the user on the artery 
is comprised between the standard systolic and diastolic 
pressure.   
 
 
Figure.2: The AR tactile as an aid for arterial pulse 
detection: a) Sensorized arterial tree covered with synthetic 
connective tissue; b) W-FYD sensorized with a 6DOF EM 
Aurora Sensor and a load cell (FSR model); c) The AR 
tactile system in use. 
RESULTS 
Preliminary tests were performed to evaluate the 
proposed visual and tactile augmented reality 
applications. 
In particular, qualitative and quantitative tests were 
performed to evaluate the accuracy and usefulness of the 
obtained AR visualization. The AR accuracy was 
quantitatively estimated using the strategy proposed in 
(4), by calculating the Target 2D Visualization Error 
(TVE2D, expressed in pixel) which provides a measure 
of the offset among virtual and real objects (among the 
barycenter of each EM sensor virtual representation and 
the barycenter of the corresponding real portion as 
showed in Figure 3).  
 
Figure.3: AR view with virtual green cylinders representing 
sensors inside the tubular structures and red splines that 
mimic the paths between the sensors. The zoomed detail 
shows the barycenter of a virtual cylinder (violet cross) and 
the barycenter of the corresponding real portion (yellow 
cross)  
Starting from the TVE2D and knowing the intrinsic 
camera parameters and the distance between the camera 
optic center and target, the 3D target visualization error 
(TVE3D, expressed in mm) was estimated. Obtained 
results are promising since the TVE3D does not exceed 
1 mm. This error is lower than the anatomical structures 
radius. A positive qualitative feedback was received by a 
group of expert surgeons about the accuracy and the 
usefulness of AR visualization [4, 6]. As for the 
evaluation of the developed tactile AR application, a 
preliminary qualitative feedback was obtained from a 
total of ten surgeons (eight general surgeons and two 
vascular surgeons from the Cisanello University Hospital 
in Pisa). All participants were asked to wear the tactile 
display and palpate the mockup for the recognition of the 
cystic or right hepatic artery. After the trial, they were 
asked to complete a questionnaire about the realism of 
the arterial pulse feedback and the usefulness of 
integrating this kind of haptic interface in open-surgery 
simulators [10]. Obtained results show a general 
consensus among surgeons concerning both the realism 
of the feedback (also in term of location of the arterial 
pulse which was considered sufficiently accurate for the 
proposed application [10]) and the usefulness of the 
simulator.   
CONCLUSION AND DISCUSSION 
In this paper we present two examples of AR applications 
dedicated, respectively, to the visual and the tactile 
augmentation for surgical training. Both the applications 
aid the trainee in the recognition of anatomical tubular 
structures during simulation sessions. 
The obtained results preliminary demonstrate the 
usefulness and the potentialities of AR augmentation to 
improve the effectiveness of surgical simulation.  
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INTRODUCTION 
A limitation that applies to all imaging modalities is that 
image interpretation in radiology is based on a visual 
process [1]. Yet, there are features within each image 
that may not be appreciated readily by the naked eye. 
Furthermore, when images are analyzed in a more 
quantitative manner, standard regions of interest 
analysis may provide a mean parameter value, but does 
not typically describe the underlying spatial distribution. 
Thus, a non-invasive method of assessing inner 
pathological features within a tumor might be of clinical 
benefit, to provide a more precise characterization and 
to assess tumor heterogeneity, a parameter that have 
been shown to be correlated with poorer prognosis. 
Texture analysis refers to a variety of mathematical 
methods that can be used to evaluated the gray-level 
intensity and position of the pixels within an image to 
derive so-called “texture features” that provide a 
detailed description of tumor components and a measure 
of intralesional heterogeneity. 
Magnetic resonance (MR) imaging is one of the 
recommended imaging modalities for the evaluation of 
pancreatic tumors. Diffusion-weighted MR imaging 
(DW-MRI) allows non-invasive assessment of 
biological tissues based on the molecular motion of 
water molecules in the extracellular, intracellular, and 
the intravascular spaces. In tissues, such as tumors 
characterized by high cellular density, increased 
tortuosity of the extracellular space and high density of 
hydrophobic cellular membranes, restricted diffusion is 
seen. Apparent diffusion coefficient (ADC) maps have 
been used to characterize tumoral tissues. These maps 
provide a quantitative index of water diffusivity for each 
voxel, allowing visualization of molecular diffusion in 
the different tissue compartments and providing indirect 
information on its microstructure. Recently, there has 
been growing interest in the histogram analysis of the 
entire tumor volume, as this approach provides 
quantitative information on the distribution and 
frequency of ADCs and consequently on the 
heterogeneity of water molecules diffusivity within the 
whole tumors. 
The purpose of this work is to explore the role of 
histogram analysis of apparent diffusion coefficient 
(ADC) MRI maps based on the semiautomatic 
segmentation of the entire tumor volume data in 
distinguishing pancreatic ductal adenocarcinomas 
(PDACs) from neuroendocrine neoplasms (PanNENs). 
 
MATERIALS AND METHODS 
Pre-operative MR examinations of 50 patients with 
PDAC (26) or PanNEN (24) were retrospectively 
evaluated. Regions of interest containing the lesion were 
semi-automatically drawn on the slice where tumor 
showed its larger size and histograms were 
automatically obtained for entire tumor volume.  
The tumors were segmented using the Fraunhofer’s 
Mevislab platform [2]. In order to precisely extract the 
volumes, it was built a network script that allows the 
user to draw contours on some slices and then 
automatically interpolate by computing a three-
dimensional implicit function that describes a surface, 
and this surface is scanned using a recursive marching-
cubes algorithm. The surface represents the border of 
the tumor and may be visually inspected and improved 
by selecting more contours. Once the result is 
satisfactory and validated by the radiologists, a dataset 
of images containing only the segmented area is save 
for the statistical analysis (Figure 1).  
The statistical analysis was implemented in Matlab and, 
aside the standard functions, we have customized the 
implementation of the entropy and of the histogram of 
the three-dimensional images. The customization was 
required in order to normalize the values extracted in 
the segmentation process, since they do not cover the 
entire range of image values.  
Calculated parameters included mean ADC (mADC), 
median ADC, standard deviation (SD), minimum and 
maximum ADC, 25th percentile ADC (ADC25), 75th 
percentile ADC (ADC75), 95th percentile ADC 
(95ADC), interquartile range, variance, entropy, 
uniformity, skewness and kurtosis. Histogram 
parameters were compared between histotypes by 
repeated Student’s T tests. P values below 0.05 were 
considered statistically significant. 
 
Figure. 1. Flowchart shows the segmentation and statistical analysis process. The analysis begins with acquisition of high-quality 
images. From these images, a region of interest (ROI) that contains the whole tumor can be identified. This is segmented with 
operator edits and eventually rendered in three dimensions (3D). Quantitative features are extracted from this volume to generate a 
report, which is placed in a database along with other data, such as clinical data.  
 
 
 
 
RESULTS 
Some of the statistical results derived from the ADC 
images such as mean, minimum, median, and the first 
quartile were significantly higher in PDACS (1465.1 ± 
230.4; 705.8 ± 373.7; 1435.3 ± 228.7; 1262.4 ± 228.5 
x10-6 mm2/s) compared to PanNENs (1268.3 ± 330.7; 
485.2 ± 302.1; 1246.9 ± 354.5; 1012 ± 283.4 x10-6 
mm2/s). Uniformity was significantly lower in PDACS 
compared to PanNENs (0.005 ± 0.004 vs 0.15 ± 0.23). 
 
CONCLUSIONS AND DISCUSSION 
Histogram analysis of ADC maps on the basis of the 
entire tumor volume can be useful in differentiating 
PDACs from PanNENs. The preliminary analysis we 
have performed in this work shows that with only some 
of the statistical results one can derive a discrimination 
between PDACS and PanNEN.  
As far as we know, there are still no analysis of data that 
arrive to 50 patients. The workflow we have 
implemented, aside the partially automatic 
segmentation, requires little or no interaction and 
generates large database of results that may be 
integrated with clinical data.  
Aside ADC we are analyzing other types of MRI data 
such as: T1-weighted, T2-weighted, diffusion weighted 
MRI and so on.  
The Hospital of Verona is one of the largest center for 
pancreatic surgery and treatment, and we can have more 
than 100 patients, therefore we envision to obtain 
representative results.  
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INTRODUCTION 
A safe operating room has to constantly adapt to the in-
creasing complexity of introduced new technologies and 
surgical procedures. Although new technologies may add 
complexity to the surgical workflow, at the same time 
they offer unique opportunities to improve patient safety, 
operational workflow and clinical outcome. The operat-
ing theatre is an environment where unintentional patient 
harm is most likely to happen, with most influential fac-
tors relating to suboptimal communication among the 
staff, poor flow of information, staff workload and fatigue 
and environment sterility [1]. 
For communication in particular, 30.6% of all team ex-
changes in the operating room are classified as failures, 
with one third resulting to immediate effects that can im-
peril patients [2]. Main cause for such failures is the lack 
of familiarity between the surgeon and the nurses, caus-
ing team instability and incoordination [3]. 
Therefore, keeping the surgeon in the loop of the deci-
sion making and task execution process is likely to re-
duce communication errors. Moreover, it is expected to 
improve the performance and efficiency of the surgeon. 
For example, a hand-gestures and voice-driven robotic 
nurse introduced by Jacob et al. has been shown to reduce 
the number of movements without significantly affecting 
task execution time compared to collaboration with hu-
man nurses [4]. Hands-free interactions could prove more 
beneficial.  
Eye-tracking methodology has the potential to provide 
a “third hand" and a seamless way to allow “perceptually 
enabled” interactions with the surgical environment. Pre-
vious work demonstrated screen-based gaze control of 
surgical instruments [5] and improved collaboration 
among staff during surgery [6].  
More recently, we have introduced a novel framework 
for theatre-wide and patient-wise 3D gaze localisation in 
a simultaneous and unrestricted/mobile fashion [7]. An 
extension of this framework is presented here, that allows 
hands-free gaze-driven interactions with the environment 
and a robotic manipulator. The framework is expected to 
facilitate seamless and meaningful integration of human 
and technology in the theatre for improved safety, collab-
oration and clinical outcome.  
MATERIALS AND METHODS 
The original framework presented in [7] uses wearable 
eye-trackers and their integrated scene cameras to pro-
vide 2D gaze information from one or more users. Con-
currently, RGB-D cameras are used for real-time 3D re-
construction of the theatre environment. The Parallel 
Tracking and Mapping (PTAM) methodology [8] is em-
ployed to estimate the user’s head pose within the recon-
structed theatre. The pose is then used to map the 2D gaze 
information reported by the eye-tracker to a unique 3D 
fixation in the world frame-of-reference. For the work 
presented here, the framework is complemented by an ar-
ticulated collaborative robotic arm, which is also co-reg-
istered with the reconstructed theatre environment. In a 
nutshell, depending on the required behaviour and a de-
cision making procedure, the robot can perform tasks 
modulated by one or more users’ 3D fixations and gaze 
behaviour (Figure 1). 
Based on the eye-tracker’s monocular scene camera, 
PTAM first generates a 3D keyframe and scaled map of 
the unknown environment. Then it updates the keyframe 
map and tracks the relative camera pose in parallel.  
For eye-tracking, the SMI (SensoMotoric Instruments 
GmbH) glasses are used, with a stated accuracy of 0.5° 
of visual angle and a scene camera with a resolution of 
 
Figure. 1. The implementation consists of three main phases: 
data acquisition (in red), initialization (green), run-time (blue). 
PTAM is initialized by two keyframes. The first camera pose 
in PTAM coordinate system is estimated on the second 
keyframe, where we use 4 fiducial markers and EPnP [9] to es-
timate the real head pose (world coordinates) and then the trans-
formation matrix between the two coordinate systems. Simila r 
transformation matrix is estimated by the rigid transformation 
of the fiducial markers coordinates to register the RGB-D cam-
era to the robot coordinate system. When the subject fixates for 
more than 5 sec, the head pose is transformed to world coordi-
nates, the intersection of the 2D gaze vector with the triangu-
lated point cloud provides the 3D fixation and the robot moves 
to these coordinates. 
Load Point Cloud
Point Cloud Triangulation
PTAM stereo initialization
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Kinect-Robot Registration
(rigid transformation)
PTAM-Kinect registration
(EPnP)
Pose Tracking & Mapping2D gaze tracking
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Eye camera
RGB camera
IR illuminator
IR sensor
1280x960 pixels. For RGB-D sensing, the Microsoft Ki-
nect 2 is used, with an RGB resolution of 1920x1080 pix-
els at 30Hz, 512x424 depth resolution with 70o (horizon-
tal) and 60o (vertical) field of view, infrared sensor, time-
of-flight technology and 30ms latency. The robot is a 
UR5 by Universal Robots, with 6 DOF, ±360o joint 
ranges, a reach radius of up to 850mm and payload of up 
to 5 kg. 
EXPERIMENTAL SETUP 
For the evaluation of our framework an experimental 
setup is used, including four fiducial markers (for the in-
itialization phase) and three objects of different sizes 
(Figure 2). The task involves gazing in a random order at 
marked points on the objects. Four subjects, 2 males and 
2 females, 25-60 years old, normal uncorrected vision, 
took part in the study. Off-line processing is performed 
and recorded 2D fixations are mapped to 3D. Fixations 
are transmitted to the robot if the dwell time is over 5sec. 
The robot then approaches the resolved 3D coordinates 
from above and according to the order of fixation, in a 
simulated gaze-guided manipulation task. 
 
RESULTS 
The accuracy of 3D fixation and gaze-guided manipula-
tion task is evaluated. The error is calculated as the Eu-
clidean distance between an object marker’s actual coor-
dinates and the respective recovered fixation coordinates. 
For task related error evaluation, a thick layer of plasti-
cine is pasted on the robot end-effector. A thin pin is po-
sitioned on each of the three target objects. The distance 
from the centre and the depth of the pin imprint on the 
plasticine provides a measure of task accuracy. 
The results summarized in Table 1 show the error av-
eraged over all subjects. The 3D gaze error is 4.22cm and 
the gaze-guided task error is 4.20cm. While these values 
are expected identical and refer to theoretical and actual 
results respectively, a slight difference is caused by inac-
curate robot to world registration. 
Table 1: Mean error, std deviation and max. error for all subjects. 
 Mean SD Upper 
3D Gaze error (cm) 
(compounded by eye-tracking error) 
4.22 0.37 4.56 
Gaze-guided task error (cm) 4.20 0.39 4.51 
DISCUSSION 
A novel framework has been presented that allows gaze-
driven interaction with an operating theatre environment 
and a collocated robotic manipulator. This is achieved by 
the combination of unrestricted wearable gaze-tracking, 
theatre 3D reconstruction and advanced computer vision 
concepts. The investigation supports our hypothesis that 
human vision can be used to achieve seamless and accu-
rate collaboration between a surgeon and a table-side ro-
bot, but further studies are required for practical evalua-
tion. The 3D gaze error is not uniformly distributed over 
the entire theatre as it depends on many parameters. Ap-
plication specific considerations can be used for error 
minimisation. For instance, task accuracy is expected to 
improve with the integration of a robot force/torque sen-
sor. Immediate work will focus on safety, ergonomics, 
object and body recognition, as well as real-time aspects. 
Further plans involve the implementation of workflow 
segmentation and task-phase recognition functionalities, 
based on the plurality of real-time data provided by the 
framework. Context-awareness will reveal a vast array of 
perceptual information and unlock new applications. 
This work is supported by NIHR Imperial Biomedical Research 
Centre (BRC) award P61946. We would like to thank Mikael Sodergren 
for providing the eye-tracking hardware. 
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INTRODUCTION 
In today’s practice, surgeons use free-beam laser 
systems for transoral resection of malignant tissue in the 
larynx. Free-beam lasers started to be used in 
laryngology in 1970’s, when the CO2 laser was first 
coupled to a microscope [1]. In these systems, the 
typical operating distance is 400 mm, which means the 
microscope and the laser control device are located that 
far from the surgical site. The surgical setup also 
includes a laryngoscope, a device that establishes and 
maintains a direct line of the sight to the larynx from the 
outside of the patient. The surgical laser is controlled by 
a micromanipulator attached to the microscope. This 
surgical setup is effective but suffers from significant 
limitations and controllability issues. In addition to the 
direct line of sight requirement, proper usage of the 
micromanipulator is highly dependent the dexterity and 
experience of the surgeon [2]. Given these limitations, 
the European project μRALP has recently focused on 
developing an endoscopic laser scanning system for 
robot-assisted surgeries, enabling the replacement of the 
micromanipulator with a laser control interface based on 
a graphics tablet [3].  
Scanning lasers offer advantages such as high incision 
quality with minimum carbonization and thermal 
damage during soft tissue ablations. In free-beam 
systems, the scanning of the laser is performed with fast 
steering mirrors. However, the size of such mirrors and 
their actuators make the system large, restricting their 
application in endoscopic systems. On the other hand, 
micro-electro-mechanical-systems (MEMS) can actuate 
micro-mirrors to perform high speed scan. Different 
actuation mechanisms are used with MEMS, including 
electro-thermal [4], electro-static [5] and electro-
magnetic [6]. Even though these systems can have 
diminutive mirror dimensions (around a few 
millimeters) and reach scanning angles up to 30°, they 
are typically too fragile for endoscopic surgical 
applications. As an alternative to steering mirrors, 
optical fibers can be used for direct laser manipulation. 
Researchers have shown that an optical fiber coated 
with magnetic material can be remotely controlled using 
electromagnetic fields for scanning applications [7]. 
Here, we continue our efforts to find alternative ways 
for fast and continuous scanning of the laser spot with 
reduced system dimensions. To this this end, we 
propose electromagnetic actuation to deflect an optical 
fiber carrying a permanent magnet. Two plano-convex 
lenses are used to collimate and focus the laser spot. An 
experimental setup is developed to manipulate the 
optical fiber and perform ablations with a 1940 nm 
diode laser. Ablations are performed on plaster blocks 
and apple samples. Results show that different ablations 
shapes could be executed and up to 1.5 mm deep 
incisions could be produced on apple samples using the 
new electromagnetic scanning tool. 
MATERIALS AND METHODS 
In Fig. 1, the experimental setup is depicted. It includes 
an optical fiber, electromagnetic coils, a permanent 
magnet, collimating and focusing lenses. The system’s 
working principle is based on the interaction between 
electromagnetic fields created by the coils and the 
permanent magnet. As current is fed through two 
orthogonal coil pairs placed around the tool, a magnetic 
field is produced in the workspace. This generates a 
magnetic force on the permanent magnet, which deflects 
the tip of the optical fiber causing the displacement of 
the laser spot on the target. Altering the coil currents, 
any desired scan trajectory can be executed.  
 
Fig. 1. Experimental setup with the electromagnetic scanning 
tool and plaster block as a target.  
The magnetic scanning tool is coupled with a 1940 nm 
diode laser (Lumics, LuOcean P2) to demonstrate the 
ablation of different structures. The laser is connected to 
magnetic scanning tool using a 300 µm core multimode 
optical fiber (ThorLabs, FT300EMT). 
Ablations were performed on the plaster blocks and 
apple samples for the preliminary evaluation of the 
system. Apple sample is chosen due to the high water 
content which makes it suitable target for diode lasers. 
In order to measure the ablation parameters, confocal 
images collected with a Leica SP5 microscope were 
processed with an extended depth of field algorithm [8]. 
These provide accurate depth maps of the ablation 
craters. Ablation depths were calculated by measuring 
and averaging the depth of  20 different cross sections in 
the central region of the ablations. Cross sections were 
selected with 20 µm intervals. 
The same current values are applied to the coils in the 
same axis. This enables maximum fiber optic bending 
along that axis. The current values can be presented as Iy 
and Iz for the coil pairs in y- and z- axis, respectively.  
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where Imax is the maximum current, f is the frequency 
and φ is phase angle. Changing the time scale (t1/t2) and 
phase angle, different trajectories can be executed.  
RESULTS 
The maximum scanning range of the new scanning tool 
was 2 mm  ͯ  2 mm at 30 mm distance from the target. In 
Fig. 2, the results of plaster block ablations are 
presented. Scan trajectories, in the shapes of ‘W’, ‘Z’, 
‘8’ and ‘I’, were executed on the plaster block. 
Ablations were performed with different laser scanning 
frequencies and similar results were observed.  
 
Fig. 2. Controlled ablations performed on plaster with 1940 
nm diode laser. The different shapes show the magnetic 
scanning tool is create repeatable and precise scan trajectories.  
Figure 3 shows the depth map of an ablation executed 
on the apple sample. For these samples, trials were 
performed using straight trajectories, laser power set to 
2W, and 5 passes (repetitions). Average ablation depth 
for the sample presented in Fig. 3 was 1130 µm.  
 
Fig. 3. Depth map of the ablation performed on apple sample. 
CONCLUSION AND DISCUSSION 
In this paper, we presented the first results of ablations 
performed on plaster and apple samples with 1940 nm 
diode laser and a new electromagnetic laser scanning 
tool. Ablations up to 1.5 mm deep could be executed on 
the apple sample, showing the system can successfully 
scan and focus the laser beam at a distant target. 
The magnetic actuation provides stable and fast 
response. In scanning application for soft tissue 
surgeries, providing repetitions on the same path is 
crucial for the precision and usability of the tool. The 
electromagnetic laser scanning tool system is able to 
generate repeatable and precise scan trajectories, 
enabling scans with any required number of passes 
without diverging from the defined geometry.  
As future work, the effects of the 1940 nm diode laser 
on different biological samples must be studied. In the 
literature, diode lasers with different wavelengths have 
become the focus of interest due to their advantages 
over free-beam lasers, which are now the standard for 
surgical applications in the head and neck regions. For 
example, researchers reported that the 980 nm diode 
laser is advantageous for healing wounds in oral surgery 
[9]. Additionally, they mention other intra and post-
operative advantages, such as good coagulation 
properties for excision of the vascular tissues, bloodless 
operation, less or no pain [9].  
This study creates an alternative approach for 
endoscopic scanning laser microsurgery, introducing an 
electromagnetically actuated scanning tool usable with 
any fiber-coupled surgical laser. 
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INTRODUCTION 
Diffusion Tensor Imaging (DTI) is a structural magnetic 
resonance imaging (MRI) which provides a non-
invasive way to explore organization and integrity of the 
white matter structures in the human brain. DTI 
information can be used in surgical planning and in the 
study of anatomical connectivity, brain changes and 
mental disorders. From DTI data, the white matter fiber 
tract can be reconstructed using a class of technique 
called tractography. The dataset derived by tractography 
is composed of a large number of streamlines, which are 
sequences of points in 3D space. To simplify the 
visualization and analysis of white matter fiber tracts 
obtained from DTI data, it is often necessary to group 
them into larger clusters or bundles [1]. In order to 
perform clustering, first a mathematical definition of 
fiber similarity (or more commonly a fiber distance) 
must be specified. Then, pairwise fiber distance may be 
calculated and used as input for a clustering algorithm 
[2]. The most common metrics used for distance 
measure only capture the local relationship between 
streamlines but not the global structure of the fiber. The 
global structure refers to the variability of the shape. 
Together, local and global information, define a good 
metric of similarity [3]. In order to provide such 
information, we are in the process of developing, 
summarized in Fig. 1, where both the local and the 
shape information are considered during the clustering.  
 
 
Fig. 1 Workflow.  
 
Such workflow is based on the mathematical 
representation of the fiber obtained as a result of the 
DTI algorithms. 
This mathematical representation is based on the study 
of the tract with the Frénet equations. The output of 
such study provides the parameters for the shape 
analysis, which, interpolated, gives a representation of 
the shape of the beam. This mathematical information is 
used for a first classification of the fibers based on the 
similarity of the shape. It is then applied to the study of 
the measures of proximity of the fibers through the 
Fréchet distance. This distance, together with the 
previous mathematical results, provides a new metric of 
similarity for the clustering, which is evaluated by 
analysing the geometric beam obtained.  
In this paper we only focus on improving fiber-
clustering performance for the Mathematical 
representation. 
MATERIALS AND METHODS 
Here we show the steps for: Fiber extraction and 
evaluation, Fiber study and Fiber classification. 
1. Extraction of the fibers from DTI algorithms. The 
fibers refer to the arcuate fascicle in the clinical 
dataset of Fig. 2. 
 
Fig. 2 Anatomical representation of the arcuate 
fascicle. 
2. Interpolation and parameterization of the 
streamline. We identify the points candidates for 
the following two-step analysis: 
• correct matching between points on each 
streamline (with/without Distance Time 
Wrapping) 
• computation of the Frénet Frame for each point 
on the streamline and analysis of the 
parameters in Fig. 3. 
3. Comparison of coefficients of  the Frénet Frame 
4. Finding a threshold index. 
 
Fig. 3 A 3D streamline flow is represented as a frame field, 
locally tangent to the flow of the streamlines (green). The 
tangential component 𝐸! of the frame is defined by orientation 
functions 𝜃 and 𝜙 with respect to a global coordinate system. 
A small translation of frame (𝐸! ,𝐸!,𝐸!)  along vector   𝑉 
results in a new frame (𝐸!! ,𝐸!! ,𝐸!! ), rotated with respect to the 
original frame by angles 𝜃 and 𝜙. 
RESULTS 
The results obtained in this study are summarized in the 
following figures.  
To make the results more understandable, we extract 
few fibers. Some of them are spatially close to each 
other, while others are spatially distant from the group 
(Fig. 4). 
 
 
Fig. 4 The extraction of the fibers with ParaView software. 
The streamlines coloured in pink are the eight fibers (not 
distinguishable because spatially near) used for the analysis. 
 
 
Fig. 5 Scheme that represents the similarity, based on the 
shape between each fiber. Red colour indicates the maximum 
match between fibers whereas blu colour indicates the 
minimum match between fibers. White colour represents the 
fiber that has a small length respect to the other fibers. This 
fiber is not considered. 
 
 
Fig. 6 In the top graph correspondence between two similar 
fibers, in the bottom one the correspondence between two 
fibers with different shape. In blue we represent the threshold 
and with red circles the selection points. 
After this first analysis, we identify the fibers with 
similar shape. In Fig. 5 we can see the matrix of 
similarity between fibers and in Fig. 6 the analysis of 
two pairs of fibers. If two fibers are similar we have 
little points over the threshold line (Fig. 6 top), if two 
fibers are different we have many points over the 
threshold line (Fig. 6 bottom). 
DISCUSSION 
Enhance visualization of results of tractography is a 
challenging task in neuroimaging. The clustering 
algorithms can be helpful in this task. The performance 
of these algorithms depends on the similarity metrics 
between fibers. Future works include testing new 
distances to better understand the relationship between 
metrics and fiber clustering.  We will exploit a free and 
open source software project for the analysis of data 
from diffusion magnetic resonance imaging experiments 
called Diffusion Imaging in Python (Dipy).  
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INTRODUCTION 
Cancer is the leading cause of death worldwide (around 
13% of all deaths), accounting for 7.6 million deaths in 
2008. Moreover, death from cancer is projected to rise to 
over 13 million in 2030. Colorectal diseases and in 
particular colorectal cancer (CRC) represents the most 
significant pathology within the gastrointestinal (GI) 
tract affecting a large- number of people worldwide with 
a dramatic impact on healthcare systems. CRC is fourth 
in terms of incidence rate among all cancers in high 
income countries, accounting for 700.000 deaths 
worldwide in 2012. Nevertheless, the survival rate of 
CRC patients can reach 90% when diagnosis is made at 
an early stage falling to less than 7% for patients with 
advanced disease. For this reason, regular screening is 
highly recommended for patients older than 50 years or 
for those with a family history of CRC [1]. 
In 1868, Wolf and Schindler pioneered methodologies 
for inspecting the mucosa of the gastrointestinal (GI) 
tract with semi-flexible endoscopes, thus paving the way 
for the advent of current endoscopic procedures. To date, 
conventional colonoscopy is considered to be the most 
effective method for CRC diagnosis; it represents the 
gold standard for the evaluation of colonic disease due to 
its ability to visualize the inner surface of the colon, 
acquire biopsies, and treat the vast majority of polypoid 
lesions. However, take–up of screening colonoscopy is 
limited due to a variety of factors including invasiveness, 
patient discomfort, fear of pain, and the need for sedation. 
The technology behind standard optical colonoscopy 
basically consists of a long semi rigid tube with a 
steerable head, which is relatively stiff compared with the 
compliant nature of the colon; as a result of this “back-
wheel drive” approach, looping occurs during insertion 
leading to pain and potential tissue damage or even 
perforation (0.1-0.3% for diagnostic procedures in 
colonic tissue) [2].  
Capsule endoscopy (CE), established in the last decade, 
is considered an example of disruptive technology since 
it represents an appealing alternative to traditional 
diagnostic techniques. This technology, in its current 
 
clinical application, enables inspection of the digestive 
system (from the oesophagus to colon with different 
versions of capsules) without discomfort or need for 
sedation, thus preventing the risks of conventional 
endoscopy. Hence, it has the potential of encouraging 
patients to undergo GI tract examinations. However, 
currently available products are passive devices whose 
locomotion is driven by natural peristalsis, with potential 
drawback of failing to capture the images of important GI 
tract regions (mainly in the colonic tract where the lumen 
is largely collapsed on the camera capsule), since the 
doctor is unable to control the capsule’s motion and 
orientation [3].  
Robotics and computer-integrated technologies, in this 
application, holds the power to be the key solution for 
overcoming such drawbacks (i.e., active and controlled 
locomotion), thus fulfilling the expectations of 
physicians for a new generation of active robotic systems 
for painless colonoscopy. Active wireless capsule 
devices and smart flexible robotic colonoscopes have 
been developed and are under investigation by several 
companies and research groups [4]. However, the lack of 
both diagnostic and therapeutic functionalities (mainly in 
wireless active capsule endoscopes) and, in some cases, 
the significant dimension of the system (mainly for the 
smart flexible endoscopes), lead to a low effectiveness 
and acceptability in the clinical practice. On the other 
hand, having a “front-wheel” magnetic-based steering 
and propulsion method, combined with a flexible thin 
tether (limited to the operating and washing channels and 
electric connectivity), would enable a drastic reduction of 
the dimension of the endoscopic system, still maintaining 
both diagnostic and therapeutic functionalities. 
ENDOVESPA PROJECT OVERVIEW 
In this framework, the EndoVESPA (Endoscopic 
Versatile robotic guidancE, diagnoSis and theraPy of 
magnetic-driven soft-tethered endoluminAl robots) 
Horizon2020 European project (www.endovespa.eu) 
aims to develop an active colonoscopic platform for 
robotic guidance of a painless, innovative, smart, and 
soft–tethered device, in order to achieve accurate and 
reliable diagnosis and therapy of premalignant polyps 
and / or colonic pathologies.  
The EndoVESPA system is featured as a novel and high 
impact colonoscopy platform: closed-loop magnetic 
navigation, enhanced diagnosis and therapy will be 
embedded into the EndoVESPA system to eradicate most 
of the limitations and drawbacks of current colonoscopy 
in terms of: i) discomfort for the patient, ii) dependence 
on medical doctor advanced skills, and iii) cost for the 
healthcare system. Navigation, diagnosis, therapy 
modules and safety strategies for interaction / 
cooperation will represent the main components of the 
colonoscopic platform, which will allow for a magnetic 
actuated and painless colonoscopic medical procedure. 
With regards to navigation, an on–line magnetic–based 
locomotion and localization control of the device would 
represent the approach for guaranteeing intraoperative 
navigation of the soft-tethered colonoscope with the aim 
of implementing a painless robotic colonoscopic 
platform. A magnetic-based localization method will be 
implemented and embedded in the platform for localizing 
the soft–tethered colonoscope and maintaining a closed–
loop control of the optimal magnetic link with the 
external magnetic sources (driven by a master robotic 
manipulator). An image-based stereoscopic high-
definition system will be integrated and exploited for 
reconstructing and mapping deformable surrounding 
environment and for supporting accurate closed-loop 
guidance, while a robust and reliable magnetic link 
between the external master robot and the internal slave 
colonoscope is maintained. Moreover, optical image 
enhancement technologies will be integrated onto the 
device for the purpose of a reliable and accurate 
diagnosis; in a one–shot procedure the EndoVESPA 
system will be able to achieve effective diagnosis and 
perform a focused and painless intervention.  
A CAD representation of the advanced device, proposed 
with the EndoVESPA project, compared to the current 
development [5], is represented in Fig. 1. As indicated in 
Fig. 1 on the left, the EndoVESPA platform will be 
composed of a robotic manipulator (holding the external 
magnet for closed-loop control of the device) controlled 
through a human-machine interface by the operator. 
 
Figure. 1. (Left): general representation of the robotic platform. 
(Right) (A) Current and (B) innovative colonoscopic system 
(i.e., EndoVESPA device). 
CONCLUSION AND DISCUSSION 
The ascertained acceptance of robotics in the medical 
theatre, as well as the mature implementation of 
computer–integrated technologies, represent the natural 
ingredients for the industrial–oriented development of 
the EndoVESPA platform. In this framework, robotics 
and computer science methodologies can provide 
dramatic benefits to the colonoscopy medical scenario, 
making EndoVESPA a mainstream solution for current 
needs in colonoscopy. EndoVESPA will allow a truly 
life-saving procedure for all, with the advantages of: i) a 
painless procedure and a high acceptance by patients for 
preventive mass screening; ii) ease of performing (due to 
robotic teleoperated guidance, diagnosis and therapy and 
embedded control capabilities); iii) reduction of required 
skills and thus standardization of procedure; and iv) a 
tremendous social benefit and reduced costs for the 
public healthcare systems. 
The merging of navigation, high-effective diagnosis and 
targeted therapeutic strategies, enhanced emergence 
algorithms and human machine interface will lead to the 
development of a disruptive system for painless robotic 
colonoscopy. The EndoVESPA colonoscopic 
methodology arises as almost a natural progression of 
current colonoscopy platforms, towards clinical 
improvements. Thanks to the presence in the 
EndoVESPA Consortium of top–level academic, 
industrial and clinical partners in the field of robotics and 
computer science systems, and thanks to the expertise 
and background in robotic endoscopy of the coordinator 
and partners, the project objectives (i.e., development of 
a reliable medical device for widely accepted, painless 
colonoscopy) will be fully achievable within the project 
lifetime with a real focus on developing an industrial 
medical product.  
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INTRODUCTION 
Colorectal cancer (CRC) is the most frequent malignancy 
of the gastrointestinal tract and accounts for nearly 10% 
of all forms of cancer [1]. The survival rate of CRC 
patients is lower than 7% when the disease reaches an 
advanced stage, however, in cases of early diagnosis, 
with successful treatment, it increases to almost 90% [1]. 
Even though conventional colonoscopy is considered the 
most effective method for CRC screening and diagnosis, 
invasiveness, patient discomfort and fear of pain can lead 
to patient reluctance towards the examination [1,2]. 
Robotic endoscopic capsules and endoscopes can 
potentially overcome the drawbacks of pain and 
discomfort while still facilitating full movement control 
to the clinician on order to observe the entire endoluminal 
colonic wall [1].  
In any kind of colonoscopy, the success of the exam 
highly depends on the operator’s skills, as a high level of 
hand-eye coordination is required to examine the 
majority of the colon wall [1].  In 2012, Leufkens et al. 
reported that missed polyp detection rates in colonoscopy 
screenings could reach values as high as 25% [3]. One 
effective way to increase this detection rate is the 
incorporation of computer-aided diagnostic systems [1].  
In this study, we propose an automatic polyp detection 
system using a deep learning framework that can aid 
clinicians to detect polyps more accurately in colorectal 
exams. This approach can be effective in helping 
endoscopists to detect high risk regions and can 
additionally be used to reduce observation times for 
capsule endoscopy (CE) procedures. To our knowledge, 
this is the first work to apply convolution neural networks 
(CNNs) for polyp detection in CE images.  
MATERIALS AND METHODS 
As a preliminary study, we evaluated the ability of the 
method to detect polyp-like structures in images of a 
colon phantom obtained from a robotically controlled 
endoscopic capsule. In this section we describe the 
experimental setup, the data used and the learning 
strategies adopted. 
Experimental Setup 
Our experimental setup comprised a PillCam™ SB3 
capsule (Given Imaging, Yokneam, IL), shown in Figure. 
1 a), attached to a plastic rigid rod that was controlled by 
an industrial anthropomorphic robotic arm (Mitsubishi 
RV-3SB robot, Tokyo, JP - Figure. 1 b)).  
 
     
(a)             (b) 
Figure. 1. (a) PillCam™ SB 3 model; (b) Endoscopic capsule 
and plastic rigid rod attached to an industrial anthropomorphic 
robotic arm. 
Figure. 2 a) shows the deformable and impermeable 
colon phantom used in this study (Lifelike Biotissue Inc, 
Ontario, CAN). During tests small coloured pins were 
inserted along the phantom track to emulate polyps, as 
shown in Figure. 2 b).  
 
    
(a)      (b) 
Figure. 2. a) External view of the colon phantom; b) View of 
the opened phantom with the circular pins attached. 
The study was conducted by inserting the capsule, with 
its camera end facing forward, into the phantom. To 
emulate a real colon exam, the robotic arm moved the 
camera horizontally throughout the track of the phantom 
and back. This procedure was repeated multiple times 
and all data was wirelessly recorded using Given Imaging 
software. 
Dataset 
From the video, containing several forward and 
backward sweeps of the phantom, 100 frames were 
randomly selected and extracted. Every visible pin was 
manually segmented and the data was randomly divided 
into same size training and testing datasets. 
Fully Convolution Neural Network 
Motivated by the success reported in general recognition 
tasks [4,5], we decided to apply CNNs for polyp 
detection. Even though CNNs are usually formulated to 
solve classification problems, some approaches were 
able to use CNNs for dense prediction by labelling each 
pixel with the class of its enclosing object. This is usually 
achieved by post-processing super-pixel projection, 
multi-scale approaches or patch-wise training. In this 
study, we use the 8-strided variant of the VGG net 
proposed by Long et al., where dense prediction is 
obtained by in-network deconvolution layers that are also 
learned during training [6][6]. This results in a very fast 
and effective upsampling that achieved state-of-the-art in 
semantic segmentation of the PASCAL VOC dataset [5].  
Training a deep network from raw data is not practical 
considering the time and computational power required. 
In addition, it may not capture the full image complexity 
of the scene. Because of this, we fine-tune pre-trained 
layers on the ImageNet dataset [4] by backpropagation 
using our training data. The last fully connected layer of 
the CNN was replaced with a binary classification layer. 
Training was done iteratively by SGD with momentum 
using a batch size of 50 images and fixed learning rates 
of 10−11. Due to memory constrains, all images were 
resized to 180 × 180 pixels.  All processing was done 
using Caffe [7] in a NVIDIA Quadro K4000 GPU.  
RESULTS 
We evaluate the prediction results in three separate points 
during training. The resultant binary segmentations of 
each network were used to calculate the performance 
metrics on the testing dataset. Precision and recall results 
are presented in Table 1. 
Table 1. Average pixel-wise precision and recall of the 
networks in the testing dataset during different training stages. 
fCNN-800, fCNN-900 and fCNN-1000 represents the network 
after 800, 900 and 1000 training iterations, respectively 
Network Precision Recall 
fCNN-800 0.55 0.95 
fCNN-900 0.77 0.84 
fCNN-1000 0.59 0.95 
Figure. 3, illustrates the segmentation output of the 
networks for the same image. 
  
                           (a)                          (b) 
   
(c)                          (d)                           (e)        
Figure. 3. (a) Example of a testing image; (b) Manual 
segmentation of the pins; (c), (d) and (e) binary segmentations 
produce by fCNN-800, fCNN-900 and fCNN-1000, 
respectively.  
CONCLUSION AND DISCUSSION 
The best polyp segmentation results were obtained by 
fCNN-900, with a precision and recall of 0.77 and 0.84, 
respectively. In the earlier training iteration, fCNN-800 
has not converged to the best possible solution yet and 
the prediction results are less accurate. As we continue 
training, the fCNN-1000 starts to overfit to the training 
data, and inference ability is lost. The same principle is 
supported by Figure. 3, where the segmentation of fCNN-
900 outperforms the others. 
Figure. 3 d) shows that the method slightly 
underperforms in segmenting smaller pins  compared to 
larger ones. This is expected, as the dense prediction is 
obtained from the deconvolution upsampling layer, 
where the minimum resolution is limited by the adopted 
stride. This effect could be minimized by using a GPU 
with more memory, which would not impose 
downscaling of the input images. Furthermore, the 
considerable amount of false positives suggests that the 
model struggles to classify small variations in the 
background. These can easily be corrected with the use 
of more training data. 
In conclusion, we were able to successfully employ 
CNNs to automatically segment polyp-like structures in 
images from a robotically controlled endoscopic capsule. 
Even with a limited amount of training data and GPU 
memory, the method performs well, which is promising 
for translation into the clinical setting. Future work 
involves verifying our results to colonoscopy data using 
the large datasets available from the 2015 MICCAI sub-
challenge on automatic polyp detection [8] and to data 
from real CE examinations. 
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INTRODUCTION 
Surgical robotics systems are trending towards 
combining the advantages of Minimally Invasive Surgery 
(MIS) with the precision and dexterity provided by 
robotic systems. The goal of the development of robotic 
tools for surgery is to reduce trauma and improve 
recovery times for the patients. This however should not 
compromise surgeon’s ability to work. The daVinci 
Surgical System is one of the most known surgical robots 
used. With its articulated arms and end effectors, it 
provides improved dexterity compared to standard MIS 
surgical tools. However even with this superior dexterity, 
safe navigation and maneuverability in the confined 
spaces typical to MIS remains an open question. Such 
questions can be tackled with the use of soft robotics 
technology [1]. Not only do soft robots provide improved 
maneuverability and thus have a larger work space, but 
they are also safe due to their inherent softness and 
compliance. The use of rigid and soft instruments side by 
side could complement each other and create a synergy 
where one overcomes the limitations of the other. With 
this synergy in mind, this paper demonstrates the 
integration of a soft robotic arm with the standard 
daVinci rigid arms. Potential advantages of such a 
merger are also demonstrated.  
A three arms daVinci Research Kit (dVRK) was used for 
the integration. The endoscopic camera manipulator 
(ECM) arm, which normally carries the rigid daVinci 
Endoscope Camera, is replaced by a soft manipulator. 
The soft manipulator is a bioinspired surgical device 
composed of two silicone modules, each consisting of 
three equally spaced longitudinal fluidic chambers. This 
arrangement of chambers spaced at 120° allows 
elongation and omnidirectional bending [2]. Actuation is 
realised through pneumatic pressures, supplied by a 
circuit of valves which manages the pressure supplied to 
the chambers of each module. By controlling the supplied 
pressures, the arms may be manoeuvered according to the 
user requirements. The modules have a free lumen to 
allow the insertion of a miniaturized camera at the end-
effector. 
Since the soft robotic arm is actuated by pneumatic 
pressure, an interface between the dVRK and the soft 
robotic arm was also developed. The integration thus 
made it possible to control the soft arm using the dVRK 
Master Arms. Figure 1 shows the integration scheme. 
 
 
 
Figure. 1. Scheme of the integrated hardware system with 
dVRK and soft manipulator  
MATERIALS AND METHODS 
The integration consisted of two segments. One part was 
the mechanical interface the soft robotic arm with the 
dVRK, and the second was the integration on the 
software level. The aim was to develop an easy interface 
that does not alter the normal functions of the dVRK 
system.  
Hardware integration.  
The design of the soft robotic arm facilitated the 
hardware integration. The soft arm is mounted on a 
cylindrical rigid link that is used to position the soft robot 
to a desired position. An additional 3D printed adaptor 
was used to attach this rigid link to the daVinci ECM arm. 
 
Figure. 2. Setup of the dVRK and Soft Arm. Inset picture 
shows the view from the on board camera    
 
The manipulator diameter is small enough to allow 
insertion through a traditional 15 mm trocar port, hence 
once the soft arm was mounted, no further alterations 
were necessary. The setup is shown in Figure 2.  
Software integration. The different control phases of the 
complete system were modelled with a hybrid finite state 
machine shown in Figure 3a. Transitions between states 
are triggered by the user through foot pedals and by the 
control architecture through asynchronous events. Thus 
the user may switch between controlling the dVRK slave 
arms or the Soft Robotic arm mounted on the ECM. The 
ECM arm of the dVRK and the Soft Robotic Arm can be 
simultaneously controlled thanks to the software 
integration. The current state of the system is also shown 
to the user through the endoscope video stream, similar 
to Figure 3. 
Teleoperation of the soft robot arm is achieved by 
mapping the Cartesian position of the right master 
manipulator into the first three ECM joints. The fourth 
joint of the ECM arm is controlled based on the master 
wrist roll. As this mapping is established, the soft 
modules are actuated by generating a map of chamber 
pressurizations from the orientation of the daVinci 
master arms. The generation of this mapping may be 
understood by considering the Zb-axis of the Master 
Arms as a joy stick (Figure 3b). The magnitude of its 
motion, represented by the angle subtended between the 
base frame Zb-axis and the displaced Zg-axis, is mapped 
as the pressure level. The direction in which this motion 
was made, represented by the projection of the Zg-axis on 
the base frame X-Y plane, dictates which chambers are 
to be pressurized. 
 
 
Figure. 3. a) Hybrid state machine controlling the interaction 
process of the integrated system b) Pressure map generation 
scheme 
RESULTS 
A soft robotic arm was successfully incorporated with the 
dVRK platform. The integration which was on a 
hardware and software level was able to increase the 
workspace of the dVRK arms. A preliminary qualitative 
assessment was also carried out highlighting the infinite 
degrees of freedom of the soft arms compared to the rigid 
dVRK slave arms. The merger of the technology makes 
it possible to access difficult to reach areas, and is shown 
to improve the viewpoint available to the operator in a 
user friendly manner. The combination of this flexible 
camera system with the standard daVinci endo-wrist 
surgical tools can be useful in complex surgical 
procedures, and will not carry additional safety risks for 
the patient. It is envisioned that the integration would also 
help reduce stress for the surgeon [3] since anatomical 
areas with limited accessibility can be negotiated without 
fear of damage to the sensitive environment.  
CONCLUSION AND DISCUSSION 
To the best of the authors’ knowledge this is the first time 
a soft surgical robot has successfully been integrated with 
the dVRK. An addition of a multi role soft robotic arm 
could increase the capabilities of the daVinci Surgical 
System. The soft arm, which houses a camera module in 
its lumen, can carry any other tool (e.g. gripper and 
cautery dissector) or be used as a channel. The integration 
results in a very intuitive control of the soft robotic arm, 
with the motions of the dVRK master arms mimicked by 
the soft arm. The mapping of the master console 
movements is similar to the mapping used for the 
standard daVinci endoscopic camera. It is thus expected 
to have minimal effect on training time and effort. The 
soft endoscopic arm not only improves the viewing 
angles, but also enables multiple viewpoints of the 
surgical target (Figure 4). Future work will focus on the 
evaluation of the proposed system in more realistic 
conditions and to integrate a stereo camera system to 
improve the image quality.  
 
Figure. 4. Two different configurations of the soft manipulator 
providing a different view angle of the same scene  
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INTRODUCTION 
Microanastomosis is a surgical gesture that consists in 
connecting two tiny blood vessels together with a series 
of stitches (see Figure 1). This gesture is used in many 
operations such as face allograft, torn member saving or 
breast reconstruction by DIEP (Deep Inferior Epigastric 
Perforator). It requires high dexterity and accuracy, and 
only few microsurgeons are able to perform such 
challenging gestures on vessels with sub-millimetric 
diameter. This is due to the tremor magnitude that, even 
for a skilled microsurgeon, rarely decreases below 100 
µm with a frequency ranging from 6 to 15 Hz [1]. 
 
 
Figure. 1. Microanastomosis – Operating field during 
microsurgery. 
In order to increase microsurgeon’s accuracy, it is quite 
obvious to think of robotics. Several solutions use 
teleoperation for reducing the tremor magnitude, by 
filtering and scaling motions of the master interface while 
offering similar dexterity as the human hand, required for 
complex movements. Examples of telesurgery systems 
used in microsurgery include the Da Vinci, RAMS, MSR 
or a neurosurgery robotic platform from Tokyo 
University (references can be found in [2]). However, if 
these systems increase the surgeon’s precision, they also 
induce a longer operation duration by slowing down the 
movements. But time is an important factor to reduce 
ischemia time of the tissue and prevent necrosis. The 
aforementioned systems only offer a fixed or a manually 
adjustable scaling ratio that is usually set as a 
compromise between speed (low ratio) and accuracy 
(high ratio).  
This paper introduces the design of a first prototype of a 
teleloperated robot devoted to microsurgical gestures. 
Firstly, the needs analysis is summarized and the robot 
topology selection is explained. Optimization of the robot 
geometric parameters is then presented, so that it matches 
the specifications under several important constraints. 
Finally, the first prototype is described. Our final goal is 
to use this prototype in the near future to implement and 
compare several control schemes capable of (semi-) 
autonomously adjusting the motion reduction factor 
during gestures. 
ROBOT SPECIFICATIONS AND TOPOLOGY 
In order to quantify the required workspace, velocity, and 
acceleration of the slave robot, surgeons’ movements 
study were recorded while performing dissection and 
microanastomosis on a rat. The procedure and the results 
are reported in minute details in [3] and [2]. The 
specifications are summarized in Table I. 
 
 Workspace Velocity Acceleration 
Translation 
Own rotation 
Transversal 
rotation 
40x50x40 mm 
> 360 ° 
 
100 mm/s 
74 °/s 
28 °/s 
1000 mm/s² 
520 °/s² 
240 °/s² 
Table. I. Robot Specification. 
The robot topology was chosen subsequently to decouple 
translations from rotations. Indeed, if the positioning 
accuracy must be high (∼10 µm) to achieve good quality 
anastomoses, the orientation accuracy does not need to 
be better than with a human hand. The robot is therefore 
made of 3 orthogonal linear axes followed by a spherical 
wrist allowing the tool orientation (see Figure 2). 
 
Figure. 2. Robot topology and geometric parameters of the 
spherical wrist to be optimized. 
GEOMETRIC PARAMETERS OPTIMISATION 
In order to make the robot fit at best the requirements and 
also the surgical context, an optimization procedure was 
performed to compute the best values for the 
7 parameters of the spherical wrist (see Figure 2). The 
optimization algorithm systematically explores all the 
feasible geometric solutions by varying each parameter 
(see Figure 3B). Each solution is then evaluated with 
respect to three constraints and two objectives described 
in Figure 3A. Pareto front of the best solutions is depicted 
in Figure 3C. The chosen solution corresponds to good 
balance between a dexterity of 0.14 and a minimal 
distance to environment of 28.7 mm. Indeed, it is 
important that the robot remains far from microscope and 
patient to avoid any collision if the expected environment 
is slightly modified, and also to take into account the 
volume of motors and mechanical structure. A good 
dexterity is also required to reach all directions with the 
specified instrument velocity and acceleration without 
too high jumps in velocity and acceleration at motors. 
 
 
Figure. 3. Optimization scheme and results. 
PROTOTYPE DESIGN 
Based on these optimization results, a prototype was 
designed and built. The Cartesian table consists of 
3 linear axes (Newport M-ILS100CC) with a stroke of 
100 mm and a resolution of 1 µm. The first spherical 
wrist axis actuated by a DC-motor (Faulhaber 2657 
W012 CR) with a planetary gearbox (26/1 S, 23:1), 
mounted perpendicularly to the R1 axis by means of a 
helical gear. On the main R1 shaft is mounted a high 
resolution encoder (7500 pulses/rev.). Axes R2 and R3 
are made of DC motors (Faulhaber 2232 U012 SR and 
1224 E 012 SR) with backlash-free planetary gearbox 
(22/5 69.2:1 and 12/5 69:2). Both motors are equipped 
with encoders (1024 and 100 pulses/rev.) and aligned 
with the R2 and R3 axes respectively, allowing to know 
the wrist orientation with the required precision. Indeed, 
this precision is needed to counterbalance by software the 
possible fabrication inaccuracies and play in the spherical 
wrist that could induce an unwanted linear movement. 
Finally the robot is controlled with a 6 DOF joystick 
(Phantom Omni) through a computer running on Linux 
and interfaced with a Technosoft control board. A picture 
of the current system robot is shown in Figure 4. 
 
Figure. 4. Prototype. 
FUTURE WORK 
The mechanical performances of the prototype are 
currently being assessed. The geometric model of the 
robot will then be calibrated to take into account 
mechanical inaccuracies. A symmetrical prototype will 
then be built for bimanual telemanipulation. Finally, 
future work will be devoted to the implementation and 
comparison of specific teleoperation schemes, aiming at 
overcoming the traditional opposition between gesture 
accuracy and speed of motion thanks to adaptive 
strategies for adjusting the scaling factor in real time. 
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INTRODUCTION 
For mastering challenges of contemporary medicine, the 
use of assistance functions for diagnosis and surgical 
interventions has become an evolving area [1], [2]. 
Assistance functions can help to prevent treatment errors, 
enhance the patients’ outcome and preserve a high level 
of satisfaction for both, patients as well as employees [3]. 
In [3] we studied Random Forests to enable such 
functions in context of a computer assisted surgery 
(CAS). In this work, we elaborate the use of the 
interventions’ underlying workflow, to further improve 
the prediction of a surgical step. I.e. we incorporate the 
knowledge that only specific sequences of actions are 
reasonable - e.g. cutting before sewing. The situation 
detection we propose is based on Dynamic Bayesian 
Networks (DBN). By using the DBN filter mechanism, 
the progress of an on-going surgery can be facilitated to 
provide tailored (i.e., context sensitive) information on 
the fly. Examples range from patient specific imaging to 
medical records or general emergency procedures. This 
can be seen as an important aspect to carry out more 
advanced assistance functions not only focusing on the 
progress of the surgery. 
MATERIALS AND METHODS 
Fig. 1 depicts a sketch of a re-enacted and simplified hip 
replacement surgery. Simplifications are made in terms 
of the number of acting persons and the level of detail of 
the performed actions. Consequently, the reenactment 
focuses on characteristic aspects of a real surgery, e.g. the 
change of positioning.  
The deployed perception system comprises four Kinect 
V2. The used algorithms which are based on skeleton 
tracking [4] deliver the current positions of each person 
in the operating team (cf. P1 and P2 in Fig. 1). 
Furthermore, the number of persons and the number of 
used instruments in the operation theatre is captured. For 
the latter, the ARTTrack2 system [5] was used. To utilize 
all data for exploration and the subsequent on-line 
classification, the ROS-based OP:Sense environment is 
employed [6]. The setup delivered 12 datasets D1...12 of 
the 7 step workflow (cf. surgical steps a-g in Tab. 1). 
Each data set D consists of a set of feature vectors. A feat- 
OTIT
C2
C1
C3
C4
P2P1
 
Figure. 1. The figure shows a top view of the surgery of 
interest. C1 to C4 represent the four cameras which are mounted 
on the ceiling. The instrument table (IT) is used to store 
currently unused instruments – which is indicated by the dashed 
handle. The operating team (represented by person P1 and P2) is 
depicted in the so-called “normal positioning” in relation to the 
operating table (OT). During the procedure. P1 and P2 change 
their positions two times (cf. dashed arrows). 
ure vector 𝐱 ≔ (𝑥1, 𝑥2, 𝑥3)
T is given by three values of 
the features “Positioning”, “Number of Persons” and 
“Number of Instruments Used”. The expected value of 
each feature is given by the matrix in Tab. 1. Evidently, 
the actual values in a data set D deviate from this perfect 
characteristics, inter alia, because of sensor accuracy or 
occlusions during the re-enactment. 
To enable supervised learning, all feature vectors used 
for training are associated with a specific surgical step as 
they are captured – i.e. the class 𝜔(𝐱) ∈ {a, … , g}  is 
known for all elements of D1...12 . For the prediction of a 
surgical step, a Naïve DBN is used [7]. The root of the 
DBN’s tree topology contains the probabilities for the 
presence of a surgical step. Using the Closed World  
 
 Surgical Steps 
Feature Value a b c d e f g 
x1: Positioning of 
the Operation Team 
Normal X X X   X X 
Switched    X X   
x2: No. of Persons 
at Operating Table 
1 X      X 
2  X X X X X  
x3: No. of 
Instruments Used 
0 X X  X  X X 
1   X     
2     X   
Table. 1. In the first column, the three features used for the 
classification are shown. Column 2 contains the corresponding 
values. Columns are marked by an “x” iff a feature value is 
typically present in the indicated surgical step (a-g) above. 
Assumption, the probabilities sum up to 1, since one of 
the 7 steps has to be present. The leaves of the Naïve 
DBN contain the estimated conditional probabilities of 
observing a certain feature value, given the probability of 
a step - i.e. ?̂?(value|step) . The temporal aspect is 
represented by relating two consecutive, adjacent time 
steps. Transition probabilities specify the probability of 
switching from one surgical step to another.  
RESULTS 
Cross-validation with a leave-one-out iterator was used 
on the datasets D1...12 to assess the performance of the 
proposed method.  The averaged results are shown as 
normalized confusion matrix (Fig. 2). 
 
 
 
Figure. 2. Normalized Confusion Matrix. A row represents an 
instance of the actual class (i.e. an actual surgical step), whereas 
a column represents an instance of the predicted class (i.e. the 
predicted surgical step). Consequently, the values of the 
diagonal elements represent the degree of correctly predicted 
classes. The confusion is expressed by the false classified off-
diagonal elements, since they are mistakenly confused with 
another class.  
Unlike in the results of our former work [3] where we 
investigated a situation detection based on Random 
Forests, there is almost no confusion of the first surgical 
step “a” with other steps (cf. first row in Fig. 2). The 
overall prediction quality compared to our former work 
is improved, since the presented model based on DBN is 
able to utilize the knowledge derived from the workflow 
underlying the considered hip replacement surgery: 
Unreasonable sequences of surgical steps are prevented 
by low transition probabilities.  
The few misclassifications observed happen pre-
dominantly during the switch from one surgical step to 
the next. They are caused by the DBN-inherent 
smoothing of observations at run-time (cf. next section).  
CONCLUSION AND DISCUSSION 
In the presented prediction of surgical steps, the inherent 
DBN filter mechanism is used for smoothing – i.e. while 
the model receives single feature vectors over time, only 
prior (and not future) time steps are considered for 
smoothing. This makes our algorithm able to classify 
on-line – whereas smoothing considering the whole 
sequence of actions in a dataset D at once is only possible 
offline, since in an on-line scenario of a real surgery the 
upcoming feature vectors would be unknown.  
Besides the outlined benefits, a drawback of the DBN-
inherent smoothing is that the model needs some time to 
recognize a change of surgical steps. I.e. there is a slight 
time delay in which steps in intermediate sections are 
confused. Considering the assistance function prior 
outlined, this delay is negligible, but offers room for 
further improvements. 
Compared to our former results in [3], the quality of 
surgical step prediction is further improved – this is an 
important aspect for advanced assistance functions. 
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INTRODUCTION 
Surgeons review medical images and records pre- and 
intra operatively during procedures to place biopsy 
needles, tubes or other implants in precise locations. 
Currently the interaction with most of the complex 
systems rely on physical contact with interface devices, 
such as a mouse and keyboard, to view the Computed 
Tomography (CT) or Magnetic Resonance Imaging 
(MRI) slides. Given the sterile environment they work 
under, this process would result in contact with non-
sterile devices. Such interactions have been found to 
spread infections [1]. In recent days, sterile interface 
devices, such as sealed touch screens, are also used for 
interaction with a machine. However, both these 
processes require the surgeon to step away from the 
operation table or communicate their needs with an 
operating room (OR) assistant. In addition to this being a 
time-consuming process, the surgeons are distracted by 
having to concentrate on the interaction. Previous 
research has shown that ineffective communication and 
lack of familiarity between teams lead to errors in the 
operating room [2]. It would hence be useful to have a 
mechanism which does not require as much effort but 
still performs this important task.  
A comparison study was conducted by Microsoft 
Research to test if the deployment of voice controlled 
system or a gesture-controlled system was favored by 
surgeons in the operating room [3]. The research group 
used a Microsoft Kinect to identify the gestures while 
speech processing was used for voice control. Though the 
surgeons initially showed more interest in voice control, 
the study showed that gesture control was preferred for 
interaction with the display device. 
In [4], researchers built a prototype for a gesture 
recognition system, Gestix, which worked on recognition 
of gestures using hand color segmentation. This model 
was tested during a neurosurgical brain biopsy at 
Washington Hospital Center. The dependence on only 
the color segmentation for hand tracking led to a number 
of false positives by the system. Another method 
commonly used for gesture recognition is fingertip 
tracking, such as Gestonurse [5] developed in Purdue 
University. The published results for the system also 
show that the gesture system that is purely dependent on 
color-based segmentation had higher false positive rate.  
Taking into account the successes and failures of these 
methods, an improved system for gesture recognition of 
the surgeons is proposed in this paper. The surgeon’s 
hand was detected using the combination of skin 
segmentation and Harr Cascade classifier [6]. Various 
gestures are determined by considering the number of 
fingers held up and their relative orientation to each 
other. This was successfully implemented and tested in 
an environment similar to that in an operating room. The 
method used to obtain the final results are described in 
the following sections. Figure 1 explains the architecture 
pipeline for the gesture recognition system. 
 
Figure. 1. Pipeline of the Gesture Recognition system 
MATERIALS AND METHODS 
Due to the variation of skin colors and lighting in the 
room, finding a fixed color threshold for all the cases is 
challenging. To overcome this, in the proposed system, 
users were asked to place their palm in a predefined area. 
There were seven small square boxes visualized on the 
screen, where the skin color pixels were accumulated. 
The RGB color were converted to HSV space since it is 
more robust to lighting condition. Then the average color 
was used to set the threshold in original image. The result 
from this step was a binary image where objects with 
color similar to skin were labeled foreground object and 
everything else was background. While using the system 
in an OR, it would be easier to segment the hand since 
surgeons could wear gloves of a distinct color, easing the 
process of segmentation. To improve the hand detection 
accuracy and to isolate the hand from other objects and 
body parts, a Haar cascade classifier was used. In this 
step, given an input image, the classifier detects the hand 
and creates a bounding box around it. Similar to the Haar 
Input image from camera 
Haar Cascade 
frontal view for 
drawing contour 
around hand 
 
Skin segmentation 
based on color-
averaging and 
thresholding 
Binary image 
Hand Detection 
Palm Detection (Distance Transform) 
Finger Segmentation 
Classification of gestures 
Final output viewed on user interface 
Cascade classifier for face detection, the Haar wavelet 
features were used to detect palm. The classifier was 
trained using images of different palms from the 
Sebastian Marcel Static Hand Posture Database [7].  
In the next step, the palm was subtracted to help detect 
the fingers accurately. For achieving this, the center of 
the palm is detected by performing a distance transform 
[8] on the binary image of the hand. On finding the 
distance transform, the pixel with largest distance to the 
boundary is chosen as palm center. The radius of the palm 
is determined by considering the distance from the center 
to the first black pixel encountered in any direction. The 
radius measurement provides the size of the palm.  The 
palm is subtracted from the binary image by choosing a 
radius which is slightly greater than the palm (1.2-1.3 
times). The resulting contours are fingers of the user.  
To make the system robust, a palm line is constructed, 
which disqualifies any contour below a certain line to be 
accounted for the number of fingers. The implementation 
of this step is important so that the arm is not included. 
Based on the number of fingers the user holds up and the 
spatial orientation of the fingers with respect to each 
other and to the palm center, various gestures to perform 
a set of actions were defined. The rule set includes four 
different gestures - manipulating the reconstructed skull 
to move to the left, to the right, zooming in and zooming 
out. Pointing a single finger to the left or right were 
mapped to move the skull in the respective direction. 
When the palm was held open, the skull would be 
zoomed in, and a closed palm would zoom out. 
RESULTS 
The experiment was performed by making use of the 
camera present on a Mac-Book Air'13. The lighting and 
background were maintained similar to that in an 
operation theater for the purpose of testing. The 
reconstructed skull was interfaced and manipulated using 
OpenGL. The time taken for initial calibration of skin 
color was approximately 30 seconds.  
 
 
Figure. 2. User Interface with gesture for zoom 
The final output obtained is shown in Figure 2. The hand 
and palm detection are shown at the bottom of the image. 
The gesture displayed zooms into the reconstructed skull. 
The program was tested in real-time and all the four 
gestures were recognized and translated as defined 
above. The preliminary tests had an accuracy for 90% of 
the test time. The performance of the system was also 
tested by rapidly changing the gestures to test response 
time. The gesture actions were recognized unerringly 
during the test runs but there existed a delay of few 
seconds at certain instances. This was a result of the lack 
of processing speed for real-time data in the laptop. 
CONCLUSION AND DISCUSSION 
The proposed system performed well in an environment 
set up to mimic the operating room, as well as in a 
cluttered environment. Since the system worked well 
with the harder case of working with skin color, it should 
be easy to port the work to meet the needs during a 
surgical procedure if the surgeon wears gloves of a 
distinct color. This would make the detection and 
segmentation of the hand less expensive. The user 
interface could also be modified to interact with 
individual scan slices. If this system is successfully 
implemented during a surgery, it would reduce the 
pressure on the surgeon and the surgical assistant with 
regard to the task of interacting with the scans. The 
proposed system has some limitations with respect to 
delay and data acquisition. We believe this could be 
improved by using a dedicated computer and a better 
camera for gesture recognition. Finally, using more 
training data could help identify additional gestures and 
implement a variety of well-defined modules to the 
system that would help a surgeon in the OR.  
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INTRODUCTION 
Robot-assisted minimally invasive surgery (RMIS) 
enables the remote control of surgical instruments with a 
high degree of safety and accuracy. RMIS is performed 
by using articulated surgical instruments, including a 
laparoscopic stereo camera inserted through keyhole 
access ports [1]. Accurate and real-time localisation of 
the surgical instruments in a camera reference is an 
important step towards developing new applications in 
robotic surgery such as automatic instrument motion 
control with visual servo and assisted instrument 
guidance with augmented reality. For such applications 
to work, the robot kinematics needs to be used to add 
robustness to visual tracking and this requires accurate 
hand-eye calibration in order to correctly overlay the 
information from camera to robot frame.  
 
Hand-eye calibration is the estimation of the rigid 
transformation linking a camera reference frame and an 
end-effector frame of a robot. The conventional setup for 
the calibration is illustrated in Figure 1. The world 
coordinate frame
gridF is fixed at the calibration grid, 
while the robot coordinate frame
baseF is at the base of the 
robot. Camera calibration and forward kinematics are 
applied to identify the rigid transformations
cam
gridT and
base
robotT , respectively. In order to perform camera 
calibration, most existing hand-eye calibration methods 
involve the use of a known-dimensional object as a 
calibration target. Mostly used calibration objects are 
checkerboards or uniform grids with circle dots and their 
physical dimensions are priorly known. The principle 
behind this estimation is to identify a homography from 
which the pose of camera with respect to a calibration 
target known as extrinsic parameters can be extracted [3]. 
Although these calibration targets usually provide 
accurate data for hand-eye calibration, the use of these 
markers is time consuming and inconvenient in surgical 
applications. To handle this problem, structure-from-
motion (SFM) approaches could be used  to calibrate the 
hand-eye matrix without using any calibration target [4], 
however, anatomical features in surgery can deform 
which makes the problem ill-posed and in addition, the 
movement of surgical camera is confined by remote 
centre of motion which prevents the collection of 
sufficient viewpoints to provide accurate calibration. 
 
 
Figure 1. The conventional set-up for hand-eye calibration with 
a da Vinci Surgical Robot. Hand-eye calibration identifies the 
relative pose between camera frame and end-effector frame 
cam
robotT  [2]. 
Alternatively, surgical instruments can be used as 
calibration targets for hand-eye calibration. Their 
physical dimensions are priorly known and they also 
have greater range of motion than the camera which give 
an advantage over checkerboards and uniform grids. 
Many existing methods are proposed for instrument 
tracking application, using differents features such as 
color or local gradient from the target to align 3D model 
of the instrument with the image [5]. This paper 
introduces a new approach for hand-eye calibration 
which uses a surgical instrument as a calibration target. 
The instrument is tracked while it moves within a field of 
view of the camera. We use a 3D instrument tracking 
method in [5] and demonstrate through experiments that 
hand-eye calibration using surgical tool tracking achieves 
higher accuracy in rotation than using a conventional 
calibration object.  
 
METHODS 
 
Hand-eye calibration is to solve for (3)SEX in the 
following mathematical equation. 
 
AX XB                                   ( 1 ) 
In a conventional case, A and B are relative motion of 
camera and robot, but in our case where we use a surgical 
tool as a calibration target, we modify the relative 
transformations to be 
 
arm arm 1
base base( )( ( )) 
 A T T                  ( 2 )
tool tool 1
cam cam( )( ( )) 
 B T T                   ( 3 ) 
Figure 2. The schematic for a hand-eye calibration 
incorporating a tool tracking algorithm as mathematically 
represented in Eq. 2-3.  
 
where  and   are discrete parameters indicating that the 
two transformations with different poses as shown in 
Figure 2. During the capturing, the surgical tool is 
tracked using the method from [5] which tracks the 
instrument by minimising the joint cost between aligning 
3D model of the instrument with color-based 
segmentation and a local optical flow point tracking. The 
optimiser uses gradient descent for the stereo camera to 
create stereo constraints and Kalman filter for temporal 
consistency in frame-to-frame tracking. Da Vinci 
kinematics data is used to create A in Eq. 2 while 
tracking data is used in Eq. 3. Since da Vinci kinematics 
are noisy, we introduce an additional constraint derived 
from the property of the adjoint transformation to the 
problem to compensate the inaccuracy and this allows the 
alternate optimisation between the estimations of rotation 
(Eq. 4) and translation components (Eq. 5). 
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where q , 
0[ , ]a a and 0[ , ]b b  are quaternion representations 
of rotation components of arm
toolT , A and B , respectively, 
,A Av  and ,B Bv  are Lie algebra of A and B and t is the 
translation component of arm
toolT . The algorithm solves 
these two equations alternately until the solution 
converges. The solution arm
toolT allows us to finally 
compute the hand-eye matrix X . 
RESULTS 
 
We evaluate the performance of the calibration by using 
the prediction method originally used in [6]. The 
experiment is performed by collecting 20 poses of a 
surgical tool from tracking data as well as the kinematic 
data, but only N poses are included into the calibration 
(N is run from 3 to 14, i.e. 2 to 13 motions). 
 
Figure 3. Comparison of calibration performance between 
using a standard grid and a surgical instrument as a calibration 
target.   
This process is repeated 100 times to generate 
meaningful results. According to Figure 3, using a 
surgical tool as a calibration target has a clear 
improvement in rotation estimation. Although the 
conventional method still outperforms tool tracking 
method in translation estimation, the result from using 
tool tracking has a comparable error.  
CONCLUSION  
 
In this paper, we propose a hand-eye calibration method 
using an unconventional calibration target, i.e. a robotic 
surgical instrument [7], [8]. In RMIS using the da Vinci 
Surgical Robot where camera motion is confined to a 
small volume, capturing an image of checkerboard does 
not provide sufficient viewpoints for the calibration. On 
the other hand, a surgical instrument has wider range of 
motion and thus can provide wider range of poses for the 
calibration which allows the calibration to achieve higher 
accuracy. The result shows a clear improvement in 
rotation estimation and a comparable error in translation 
estimation, after several data are included. Moreover, 
apart from the improved calibration accuracy itself, the 
use of a surgical tool as a calibration target potentially 
allows online and real-time calibration. The approach is 
also more practical than using a conventional calibration 
target and introduces the possibility of automatic 
calibration in computer assisted interventions which will 
offer a simpler workflow for calibrations during surgical 
procedures [9], [10]. 
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INTRODUCTION 
In minimally invasive brain surgery, percutaneous 
interventions are commonly used, for example, in 
biopsies and deep brain stimulation implantations. 
During these procedures, puncturing blood vessels can be 
a life threatening complication. Unfortunately, imaging 
modalities such as MRI and X-ray cannot detect small 
blood vessels that are sub-millimetre in size or, in the 
case of Ultrasound, cannot penetrate the skull. 
To avoid haemorrhage caused by puncturing blood 
vessels during procedures, investigations have been 
conducted on the deployment of a forward looking, laser-
based sensor on needle tips [1], [2]. The laser signals are 
delivered and collected through optical fibres. These 
laser-based sensors can detect blood vessels by means of 
Doppler shift generated by the movement of the blood 
cells that they contain. Since the laser light is scattered 
randomly in the tissue, the exact position of the blood 
vessel cannot be determined. Fredriksson et. al. [3] 
developed a model in order to define the significant 
measurement depth covered by a laser Doppler probe. 
Their Doppler probe’s measurement depth covered 0.39 
mm in human grey matter [3]. 
Current percutaneous intervention procedures use a rigid 
needle. This means that, if there is an obstacle (e.g. a 
blood vessel) along the insertion path, the procedure 
needs to be interrupted. To address this limitation, current 
research has been directed towards the field of steerable 
needles. One such needle design, first demonstrated by 
Ko et. al in 2012 [4] and referred to as STING, is a multi-
segment, flexible design which is inspired by the egg 
laying channel of certain insects. Each segment has a 
working channel that can be used to, for example, deliver 
drugs or insert an optical fibre for imaging or diagnostics. 
It is believed that, by embedding a laser Doppler probe in 
the STING needle, a blood vessel on its current insertion 
path can be detected beyond the measurement range 
identified in [3]. As there is no reported use of a forward-
looking sensor in a steerable needle system, the 
measurement range of a laser Doppler probe needs to be 
characterised in order to investigate the feasibility of this 
approach in the STING device. Here, this is done by 
measuring the maximum depth and off-axis distance to a 
blood vessel phantom that can be detected by a suitable 
sensing probe. A commercial, laser Doppler, blood-flow 
monitoring system (OxyFloTM (Oxford Optronix, 
Abingdon, UK)) with bare-fibre type probe (NX-BF/F 
(Oxford Optronix, Abingdon, UK)) has been used for this 
purpose. Based on the sensing characterisation, the 
feasibility of deploying a laser Doppler probe in the 
STING needle is discussed. 
MATERIALS AND METHODS 
A tissue phantom that mimics the optical properties of 
human grey matter was used during the experiment. The 
phantom was made by adding 3 g/L of titanium dioxide 
(TiO2) into 4.5% weight gelatine [5]. A capillary tube 
with an outer diameter of 0.9 mm and an inner diameter 
of 0.6 mm was used as a blood vessel phantom, while the 
blood surrogate was milk, with 1.5% fat content [6]. 
To test measurable depths below the gelatine surface, the 
tube was placed on a gradient inside the gelatine [7]. The 
maximum detection depth was investigated by scanning 
axially above the tube on the gelatine surface. Off-axis 
detection range was measured by moving the probe 
laterally across the tube's axis. The probe was held in a 
two degree of freedom precision linear stage (Figure 1). 
During the experiment, milk flow velocities were 
achieved using a syringe pump (Graseby 3200, Graseby 
Medical Ltd., UK). 
The depth detection range was measured for three 
different flow velocities: 1 mm/s, 5 mm/s, and 10 mm/s, 
with 0.3 mm depth resolution, starting from 0.3 mm tube 
depth. The lateral measurements were done for 5 mm/s 
flow velocity, with 0.1 mm resolution at four different 
tube depths. The measurements in each case were done a 
minimum of 5 times. 
 
Figure 1. Experimental configuration for laser Doppler 
characterisation of vessel flow in a brain phantom 
RESULTS 
Figure 2 shows the signal strength of different flow 
velocities at variable depths. Figure 3 shows the off-axis 
signal strength of a flow at 5 mm/s at four depths when 
measured across the capillary tube. The measurement 
value is an arbitrary unit (AU) of perfusion value in the 
range of 0 – 5000 AU. Based on the background signal, 
the threshold value of a detected flow is 100 AU. 
DISCUSSION AND CONCLUSION  
Using a 100 AU perfusion value as a threshold, the 
maximum on-axis depth for the tube that can be detected 
 Figure 2. Means and standard deviations of signal strength 
against capillary depth for three different flow velocities 
 
Figure 3. Means and standard deviations of signal strength 
when measured laterally across the capillary at different depths 
at 5 mm/s is 2.1 mm. With the same flow velocity up to 
0.9 mm depth, the measurement threshold is met up to a 
1 mm off-axis position. Figure 4 shows the geometry of 
a 2.5 mm STING needle. The axial distance from the tip 
of a fibre to the tip of the needle is 0.67 mm, while the 
lateral distance is 0.88 mm. This value is deeper 
compared to  [3], since in the latter, depth was determined 
by computing the cumulative signal contribution, which 
amounted to 63% of the total. Based on this geometry 
constraint and the characterisation of the probe for 5 
mm/s flow rate, it is feasible to use the laser Doppler 
system in the STING needle. 
The measurement value of the laser Doppler system is 
affected by both the concentration of the scattering 
particles and the flow velocity.  Figure 2 shows that a 
higher flow velocity can be detected farther ahead 
compared to a lower velocity. Therefore, a vessel with 
lower flow velocity may not be detected before it is too 
close to the tip of the needle. 
Due to a dependency on depth and flow velocity, it is not 
possible to determine the exact position of blood vessels 
with respect to the needle. However, laser Doppler 
sensing can be used as a detector to give a prediction 
about whether there is a vessel in front of the tip of the 
needle so that the STING's steering capability may be 
used. In order to avoid the vessel, it is also necessary to 
know its position and orientation with respect to the tip 
of the needle. Combining measurements from multiple 
segments may provide this information and will form the 
basis of future investigations. In addition, a dynamic re-
planning method able to exploit these measurements for 
vessel avoidance will be investigated. 
 
Figure 4. STING needle geometry and its constraint on the 
Doppler detection range in front of the optical fibre 
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INTRODUCTION 
This paper presents the development and validation of 
an array of multi-axis tactile sensors that is intended to 
measure selected part of the components of torque and 
force vectors acting on the surface where the sensor is 
integrated. The developed tactile sensor is based on 
Fiber Bragg Grating (FBG) technology [1]. 
The proposed tactile sensor can be used to enhance 
robot-assisted surgical operations by encoding tool-
tissue tactile interaction, which then can be displayed to 
the operator by means of a haptic or other interface on 
the master console. Furthermore, the sensor is ultra-soft, 
hence suitable for application in the field of smart 
textiles; for example, it can be integrated in a glove in 
order to sense both external forces and hand movements 
while preserving wearer’s comfort [2]. Another main 
characteristics is the possibility to develop MR-
compatible systems thanks to the FBG immunity to 
electromagnetic interference [3, 4]. 
The first section of this manuscript illustrates the FBG 
working principle, the developed sensing system and the 
experimental setup and protocols. Then experimental 
results are presented and discussed, and roadmaps for 
future works are envisaged. 
MATERIALS AND METHODS 
Transduction principle and sensor design 
FBGs are sensitive to both strain and temperature, 
which are encoded in the temporal modulation of the 
spatial period of a grating patterned on the optical fiber. 
The readout of sensor information requires the injection 
of light from a spectrally broadband source into the 
fiber. Part of the injected light is transmitted and another 
narrow part of the spectrum, centered around the so-
called Bragg wavelength (𝜆𝐵) is back-reflected (Figure 
1); the principal wavelength of the reflected light is 
dependent on: (i) the grating period of the strain and (ii) 
the temperature to which the sensor is exposed. Hence, 
the Bragg wavelength 𝜆𝐵 is given by the expression: 
𝜆𝐵 = 2 ∙ 𝑛𝑒𝑓𝑓 ∙ 𝛬𝐵 
where𝑛𝑒𝑓𝑓is the effective refraction index of the fiber 
core and 𝛬𝐵 is the grating period. The response of FBG 
is defined both from the physical elongation of the 
sensor (and the corresponding change in the period) and 
the change in the fiber index due to photoelastic effect 
that arises from the thermal expansion of the fiber 
material. The present tactile sensor uses 12 FBGs in a 
single optical fiber (Figure 2), being embedded in a thin 
polymeric sheet to obtain a pad with a low thickness 
(1mm). An excessively small bending radius can lead to 
damage or even breakage in the optical fiber, therefore 
the path followed by the encapsulated fiber is designed 
accordingly. The encapsulation polymer is Dragon Skin 
(10 medium, Smooth-on, USA), which has appropriate 
mechanical properties since it is flexible, stretchable and 
is able to transmit deformations. Thanks to its 
characteristics, this sensing pad is able to measure 
several mechanical quantities (e.g. elongation, strain 
and pressure) along the whole surface. Furthermore, the 
pad may be embedded, attached or wrapped on a 
specific surface. 
 
Figure 1 - FBG measurement architecture. 
 
Figure 2-Rendering showing the optical fiber path in the 
encapsulation polymer, the positioning of the 12 FBG 
transducers (red lines) and the indentation sites for the 
experimental evaluation (blue dots). 
Experimental setup and protocol 
A quasi-static calibration process was performed to 
establish the relationship between the applied force and 
the sensor output. Figure 3 shows the experimental 
setup for this aim. A testing machine (Instron, 5900 
Series, Figure 3B) was used to apply known values of 
force on the sensor surface. A cylindrical probe with 
diameter of 5 mm (Figure 3A-1) was used to apply 
deformation to the surface of the array (Figure 3A-2). 
The Instron was used to move the indenter along the Z-
axis with constant speed of 0.1 𝑚𝑚 ∙ 𝑠−1 . During the 
indentation experiments, the probe was applied in 12 
selected sites of the sensor surface (Figure 2). Multiple 
runs (N=6) were performed to evaluate repeatability 
with load stimulation range up to 1 N, 2 N and 3 N (see 
Figure 5 for related results). No temperature variations 
occurred during the experiments, anyway a dummy 
FBG sensor could be integrated in the future in the final 
device, for compensating the possible occurrence of 
temperature variations in operational conditions. 
Two stages were used to translate the sensor along the 
two other axes, X and Y. The output of each FBGs was 
measured by an optical spectrum interrogator (sm125, 
Micron Optics), and recorded by PC with the dedicated 
software. 
 
Figure 3-Experimental Setup: (A1) cylindrical indenter, (A2) 
sensor array integrating FBG, (A3) Y-translational stage, (A4) 
X-translational stage, (B) Testing machine. 
RESULTS 
The variation of the wavelength was dependent on the 
applied force. From an examination of Figure 4, where 
paradigmatic time histories of the applied force and 
sensor output are reported, it emerges that the 
indentation force FZ was tracked by the transducers with 
a consistent variation of the wavelength.This variation 
was highly repeatable (±1% fitting variation) and 
monotonic. Figure 5 displays the wavelength variation 
as a function of the applied force, providing evidence of 
linearity between these two physical quantities (0.040 
nm/N sensitivity). 
 
Figure 4 - The upper plot shows indentation force Fz as a 
function of time. The plot below displays wavelength variation 
as a function of time. 
 
Figure 5- Repeatable monotonic modulation of wavelength as 
a function of the normal indentation force FZ. The trends with 
stimulation up to 1 N,2 N and 3N are shown in the plot. 
DISCUSSION AND CONCLUSION 
This extended abstract deals with the presentation and 
the design of a tactile sensor array integrating FBG 
transducers for biomechanical measurements in several 
application scenarios. Due to the known immunity to 
electromagnetic interference, the chosen technology 
allows the use of such tactile sensor in MR 
environment, that will be tested in future studies. 
Furthermore, unlike traditional sensing elements, 
increasing the number of FBGs will not lead to a huge 
wiring encumbrance since a single optical fiber (or a 
few fibers) can convey information from multiple 
transducers. 
The obtained results are promising and give 
encouraging perspectives for this prototype. Future 
investigations will target a more accurate fabrication 
process, the elaboration of a FEM model of 
mechanotransduction, and the experimental evaluation 
within real application scenarios such as with surgical 
robotics instruments. 
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INTRODUCTION  
Gastrointestinal (GI) disease is recognised as a 
significant public health issue due to the growing number 
of patients diagnosed with colorectal cancer, coeliac 
disease and inflammatory bowel conditions such as 
Crohn’s disease. Endoscopy or colonoscopy is often used 
to image the GI tract to confirm diagnosis. However, 
while early detection is vital in cases of cancer as it 
increases the likelihood of survival, colonoscopy can 
induce discomfort in patients, reducing their willingness 
to undergo the procedure, delaying detection and 
treatment. Another disadvantage is that significant parts 
of the small bowel cannot be easily viewed as standard 
endoscopic imaging is limited to the upper GI tract and 
colonoscopy to the terminal ileum and below 
 
More than one million patients have benefitted from 
capsule endoscopy (CE) since it emerged as a diagnostic 
tool over 10 years ago [1]. However, as shown in Table 
I, many of the commercially available CE tools utilise 
only visual imaging, limiting inspection to the mucosal 
surface. There is therefore room for innovation, with one 
route being the introduction of additional modalities so 
that the full  potential of CE can be realised [2].  
 
Ultrasound diagnosis and therapy are important goals of 
the Sonopill programme through integration in a capsule 
of the same physical volume as that used in video CE. 
Secondary modalities being developed for further 
integration are based on pressure, pH, temperature and 
chemical sensors. This development is being supported 
by pre-clinical work to demonstrate the complementary 
nature of multimodal imaging by ultrasonic and optical 
means in translational studies. The integration of these 
capabilities brings challenges and opportunities in a 
range of areas such as ultrasound device, sensor and 
systems design, microengineering, packaging and 
positioning and localisation as well as identifying routes 
to translation into clinical practice. This paper discusses 
some of these challenges and provides a brief overview 
of the work done to date. 
MATERIALS AND METHODS 
As shown in Figure 1, the Sonopill programme 
principally aims to achieve two demonstrator devices, 
ERIC (Epithelial Research Imaging Capsule) and CAIT 
(Capsule for Autonomous Imaging and Therapy), both 
intended to exceed the capabilities of existing capsules. 
 
ERIC is a diagnostic capsule for imaging and sensing 
along and below the mucosal surface of the GI tract. 
Ultrasound is one of the main diagnostic imaging 
modalities, working in conjunction with visual imaging. 
It is safe and works in real time and is therefore already 
incorporated many endoscopic tools with miniaturised 
devices to fit within small volumes [3]–[5]. It is also 
inexpensive to produce transducers, a vital factor for 
Table I: Comparison between some commercially available capsule endoscopes and Sonopill 
Brand Medtronic Endo-
capsule 
Medimetrics Sonopill 
Model 
SM
A
RT
pi
ll 
ES
O
2 
CO
LO
N
2 
EC
1 
EC
1-
S1
0 
In
te
lli
ca
p 
ER
IC
 
C
A
IT
 
Length (mm) 26 26 31.5 26 26 26.7 30 30 
Diameter 
(mm) 
13 11 11 11 11 13 10 10 
Imaging 
(mm) 
N/A CMOS Image Sensor N/A CMOS Image Sensor, 
High resolution ultrasound 
Drug 
Delivery 
No No No No No Yes No Yes 
Sensors Pressure, pH, 
Temperature 
    pH Capability for pH, pressure, chemical, 
temperature 
 
disposable devices such as CEs. However, its key ability 
is that it can image beneath the surface of the tissue, 
complementing visual imaging and improving early 
diagnosis of submucosal neoplasms amongst others. 
 
Ultrasound can also act as a therapeutic treatment, either 
through direct tissue ablation using high intensity 
focussed ultrasound or through sonoporation to increase 
cell permeability for improved drug uptake [6]. These 
technologies, as well as other therapeutic methods, are 
being investigated for incorporation into CAIT.  
 
The development of ERIC and CAIT makes the related 
challenges of positioning and localisation, already 
encountered by other CEs, even more acute. Therapeutic 
capsules will require accurate knowledge of the location 
of treatment sites detected by ERIC as well as the ability 
to resist the peristaltic forces of the gut that might 
otherwise move it during treatment. The ability to 
reorient the capsule would also improve diagnosis, 
allowing sites of interest to be investigated carefully and 
repeatedly. The development of the positioning system 
faces multiple challenges including the need to withstand 
the corrosive environment of the stomach to get to the 
small bowel and enhanced miniaturisation to allow 
sufficient space for imaging and therapeutic payloads 
while still being able to generate sufficient motive forces. 
Wireless communications is another challenge. 
Preliminary investigation of integrated antenna 
approaches has shown promise, but low efficiency [7] 
compared with imaging needs (~ 1 MB per frame). To 
mitigate this, as well as power consumption concerns, 
accelerometers will be integrated into the final design to 
allow the active components to be shut-down during slow 
movement and to complete data transmissions. 
RESULTS 
Currently the Sonopill programme has developed several 
reduced functionality, tethered “pathfinder” pills to allow 
various sensing and therapeutic modalities and other 
systems such as communications to be independently 
tested before integration into the more functionally 
complex ERIC and CAIT demonstrators. These simpler 
pills will be used for translational studies in vivo in the 
near future. 
CONCLUSION AND DISCUSSION 
Reported cases of GI disease are growing worldwide and 
CE is increasingly used as a means of diagnosis. 
However, it is an immature technology in many 
realisations, open to further innovation and integration to 
provide new diagnostic and therapeutic tools as well as 
new avenues of research. In the Sonopill programme,  
ultrasound imaging and other clinically useful sensing 
modalities are being integrated into ERIC and new 
therapeutic methods are being investigated for CAIT. 
However, challenges such as positioning and localisation 
will need to be overcome to fully realise the goal of 
autonomous, steerable, wireless CE. 
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Fig. 1:  ERIC (top) and CAIT (bottom) 
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INTRODUCTION 
  The wide acceptance of minimally invasive surgeries in 
the medical practice further contributed to crowding the 
operating room, since an additional personal is typically 
required to hold the endoscope. This problem was 
recognized early by the community, and several 
companies developed camera handling platforms. 
Intuitive Surgical’s da Vinci surgical system is such an 
example, while other solutions focused solely on camera 
handling, including AESOP (from Computer Motion) or 
FreeHand (previously EndoAssist) from Prosurgics. 
These systems are mostly tele-operated, and do not adapt 
to the changes in the operational field, causing constant 
need for manual readjustment of the camera position [1-
2]. 
   Visual servoing is a robot control technique based on 
the visual sensor information, which determines the 
robot's trajectory. It is possible to track surgical 
instruments, or compensate motions automatically with 
visual servoing to improve the ergonomics in the OR 
during laparoscopic surgery. The method presented here 
targets to handle minor readjustments caused by the 
patients’ physiological movements, and by the shifting of 
internal organs during the operation. The current 
algorithm employs known feature-extraction methods, 
yet, despite our efforts, the algorithm is implicitly not 
able to target major camera movement just by visually 
following the laparoscopic tools [3-4]. 
MATERIALS AND METHODS 
 The aim was to create a visual servoing based tracking 
method which is easily adapting to the continually 
changing environment and gives universal solution to the 
camera handling automation problem. Our method was 
based on the Speeded-Up Robust Features (SURF) 
feature extraction computer vision algorithm. It is a 
scale-invariant algorithm, and has good computational 
time performance [5]. 
  SURF’s main weaknesses are that it is not adapting well 
to changes in lightning or to the 3D rotations of the 
targeted object. To overcome these problems, we propose 
the constant update of the template, extracted from recent 
camera frames, therefore utilizing the algorithm’s built-
in tolerance for minor distortions. The problem with this 
approach is that the constant updates of the template 
causes the inclusion of more and more “outside” features, 
causing the template to gradually crawl off the target 
object. This behavior makes the algorithm not suitable to 
instrument tracking, since when the targeted scene is 
rapidly moving, and is small compared to the search 
image, we can see the template updating to outside 
regions really fast. 
  Based on these findings, we propose the algorithm to be 
used primarily for the tracking of physiological 
movements in the surgical field. In this case, the 
algorithm adapts to soft tissue deformation by template 
updates, which is of great benefit. Since SURF focuses 
on a significantly larger area than what the manipulators 
take up on the surgical image, the feature points found on 
the instruments will be simply discarded. There is also no 
need for previously recorded templates, the surgeon can 
just select the current view, and the algorithm will initiate 
that Region Of Interest (ROI) as the first template. After 
that, on every batch of ten frames, the program searches 
for a new template: this template will be the best 
matching with the last template, and the program 
validates it with the object's area. This way, the algorithm 
can solve the rotation problem, and filter out fake objects. 
(See in Fig. 3.) With this new template, we employ SURF 
again, and again on. If the program can’t find an object 
or it is invalid, it asks for a new template. On every frame, 
where the program found good match, it will calculate 
the recent object position and the optimal position (which 
is the center of the frame) difference, which gives the 
error vector for visual servoing. We used it as motion 
input for the robotic endoscope holder robot 
manipulation. The program also calculates the zoom 
value from the areas. In this way the camera holder robot 
can track the chosen template. You can find the algorithm 
flowsheet in Fig. 1. For this method, we used the 
OpenCV 2.4.9 library. Our implementation is available 
online (irob.uni-obuda.hu) upon request. 
 
 
 
Figure 1. Algorithm flowsheet. At the start of the algorithm, we 
choose the template for SURF and on every video frame, the 
program refreshes this to the ROI. If the object is lost, the 
program tries to match with the original and the last dynamic 
template.   
RESULTS 
   For the experimental trials, we used a phantom 
environment, originally created for radical prostat-
ectomy. It was placed in a surgical box trainer, developed 
by our colleagues at the Antal Bejczy Center for 
Intelligent Robotics. The  CALap was also employed, 
which is a robotic endoscope holder arm that was created 
in our lab. According to the original setup, we wanted to 
track surgical instruments, therefore used the easily 
recognizable parts of the mechanical structure. We found 
that our method was underperforming during instrument 
tracking tasks: the template was too small, and the 
algorithm could not recognize enough features to keep 
the template on the manipulator; furthermore the 
background is very complex, therefore providing too 
many false matches for the SURF. It makes the problem 
even more complicated that during the instrument 
tracking, there is constant 3D instrument movement, 
which SURF cannot handle sufficiently. We tested this 
task with 3 persons during laparoscopic training. As a 
consequence, the otherwise stable algorithm relatively 
quickly loose the object in the more life-like 
environment, and find wrong objects on the background. 
Originally, constant update of the templates was 
implemented for targeting the 3D instrument movement, 
however we found that the other features from the 
background can pull the template away from the targeted 
manipulator (Fig. 2). 
 
Figure 2. Feature extraction-based instrument tracking. a) 
Surgical instrument template. b) The tracking algorithm moved 
the template from the instrument to a more feature-rich area on 
the background. 
 
Figure 3.  Feature extraction-based background tracking for 
soft tissue motion compensation and camera stabilization. a) 
template for the SURF algorithm. First time the user choose the 
ROI (white square). b-d) The tracking algorithm worked well in 
the tasks (planar movement, rotation, distance changing). 
Due to the results of the template fixating on a region of 
the background, we expected that this behavior can be 
used sufficiently for tracking tissue motion. In order to 
test this approach, we selected a template—comparable 
to the whole image frame— and ran the algorithm 
expecting it to follow the tissue movement. The program 
kept the template on the targeted area in every trial, even 
when the surgical field was distorted, making it 
especially useful for stabilizing the camera and can keep 
the video feed on the targeted region, even if the surgical 
field is being constantly manipulated. The preliminary 
results shows that the laparoscopic robot can track this 
motions (covered planar movement, distance changing 
and multi-axis rotation) safely because of the fake object 
filtering. Some elements from the SURF can be seen as 
results in Fig. 3. 
CONCLUSION AND DISCUSSION 
   We presented a feature extraction-based tracking 
method, aiming for surgical robotics interventions. Our 
method is based on the Speeded-Up Robust Features 
algorithm (SURF). Because of the algorithm’s 
weaknesses, we refresh the template periodically. The 
method has been tested for instrument tracking and for 
dynamic movement compensation when soft tissue 
deformation occur. The algorithm failed to be sufficiently 
robust for instrument tracking, but is exceptionally 
capable for motion compensation in the surgical field. 
The algorithm runs on a regular PC, causing around 0.5 s 
latency. Future work could improve it significantly by 
using designated hardware for image processing, and 
running the template updates and the SURF algorithms 
as separate threads. Novel, alternative algorithms are also 
being investigated to replace SURF. 
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INTRODUCTION 
The surgical field is under constant evolution by 
benefiting from the rapid technological advancement 
driven by the pursuit for early intervention, short 
recovery time, and minimally invasive therapy. This 
was also possible thanks to robotic-assisted surgery that 
has helped to enhance the surgeon’s dexterity and 
manipulation abilities as well to improve safety and 
accuracy during the operation [1]. Today’s new 
challenges consist in the development of novel tools that 
meet the demands of flexible access surgery. These 
tools should be able to operate through complex 
pathway, and be capable to adapt their shape according 
to the needs. Some devices for Minimal Invasive 
Surgery have been already developed following these 
new requirements and demonstrated good results [2]. 
Despite these, additional improvement should be 
achieved before the full deployment of such technology 
in medical applications. Among these, proprioceptive 
sensing is one of the most valuable.  
 In this paper we focus on the detection and 
measurements of bending angles that can occur over a 
continuum deformable device. Solutions have already 
been presented, but most of them need to include 
sensors in accurately pre-defined positions. Our 
approach, on the contrary, does not require stiff 
components embedded directly into the device. Instead, 
it uses a stretchable smart skin, and bases its sensing 
capabilities on a tomographic imaging technique that 
allows having a distributed sensing independent of the 
underlying design. The method is still in its initial stage, 
but the results prove its feasibility and open new 
opportunities in this research field. 
MATERIALS AND METHODS 
Electrical Impedance Tomography (EIT) is a well-
established technique [3,4] that is used to infer the 
internal structure of the studied domain by estimating its 
conductivity distribution. Since its initial development, 
the technique has been used in different application 
fields spanning from geophysical analysis to patient 
ventilation monitoring. 
 In a typical EIT application, electrical current is 
injected into the studied body, and voltage potentials are 
measured at its boundaries. The acquired values are then 
processed to reconstruct the domain resistivity map. 
Given an initial homogeneous map, it is possible to 
detect changes in the domain conductivity due to local 
variation (Figure 1). 
 
Figure. 1. Electrical Impedance Tomography changes due to 
local variation. (a) Reference measurements with iso-potential 
lines due to the current injection. (b) and (c) Changes in the 
iso-potential lines and measured voltage potential due to a 
change in resistivity. 
SYSTEM DESCRIPTION 
The system that we propose is a simplify version of a 
standard EIT device. We decided to develop our in-
house system in order to be able to fully control its 
parameters both in the current injection phase, and in 
the possibility to choose the most appropriate 
measurement patterns. It consists of three main 
components: i) a current generator, ii) a channel 
selector, iii) and a computer used to perform the inverse 
problem solving. The channel selector circuit is 
designed to allow the control of which electrode acts as 
a current source, current sink (connected to ground), or 
none of the two (high impedance stage). An 
ATmega2560 microcontroller interfaced with Matlab 
controls the independent switches and is also used as 
data acquisition system. A customised version of 
EIDORS [5] is used to perform the inverse solving.  At 
its current version, the system uses only 8 electrodes. 
EXPERIMENTAL SETUP 
A highly conductive stretchable textile – that changes its 
conductivity when stretched – was used as layer on 
which the EIT measurements were taken. The textile 
(250x150mm2) was attached over a foam surface 
(250x150x2mm3) that was placed over a dummy arm 
(diameter 30mm, total length 295mm) that can be bend 
between 0° and 90°. Using this experimental setup 
(Figure 2), we tested the capability of the sensing 
system to detect and measure different bending angles. 
Due to material stiffness of the foam media, and the 
structure of the dummy arm, we were able to test the 
effects of a single bending point. 
 For each of the measured angles, we performed a 
full cycle of EIT voltage acquisitions, and then the data 
was processed using Matlab. 
 
Figure 2. Experimental setup. The sensor was placed over a 
dummy arm that can bend and keep in position. We tested the 
capabilities of the sensing system to distinguish between 
different angles.  
RESULTS 
We tested the system by varying the bending angle from 
0° to 90° with incremental steps of 15° each. For every 
configuration, we reconstruct the conductivity map 
associated to the inverse EIT problem, and then extract 
the region of interest (ROI) defined as the area formed 
by the pixel having intensity greater or equal to the 75% 
of the map maximum value. The number of pixel inside 
the region was used as measure of the angle. To 
maintain consistency among the results, we first run a 
series of simulation to better identify the parameter to 
use in the inverse problem solving, then we used the 
same parameters in every configurations. Figure 3 
shows the results of selected angles. 
 
 
Figure 3. Results obtained on a single bending area. For each 
angle the region of interest (ROI) was extracted by 
considering the pixel having intensity greater or equal to 75% 
of the image maximum value.  Area of the ROI, and the 
maximum intensity value of the image are also reported. 
 
As the results suggest, with the increase of the bending 
angle, the area of region of interest increases. A similar 
trend can also be identified when the maximum 
intensity value is considered. These results can be 
explained with the fact that wider angles generate a 
stronger push of the underlying structure towards the 
conductive textile. As a consequence, the conductive 
textile stretches and thus changes its conductivity in the 
area where the push occurs.   
 It is possible to derive a simple rule to identify 
angles according to the extracted measurements. Due to 
limitations related to the conductivity map 
reconstruction – it can detect changes that have area 
wider than 10% of the domain width – we could not 
provide good values for the polynomial fit in the lower 
extreme. Results of the fit are presented in Figure 4. 
 
 
Figure 4. 5th Order polynomial fit of the data. Angle lower 
than 15° do not provide reliable value due to a limitation of 
the conductivity map reconstruction algorithm. 
CONCLUSION AND DISCUSSION 
We presented a novel method to detect and measure 
bending angle over bendable devices. The method used 
is based on a tomographic technique known as 
Electrical Impedance Tomography. One of the most 
important features of the use of such technique is that 
sensing capabilities are continuous in space, without the 
need to place stiff components within the sensing area.  
As results suggest, by comparing a reference 
measurement with the ones acquired in later stages, it is 
possible to detect the region where an event – such 
bending – occurs. With a proper tuning of the system 
over the device, it is possible to derive the value of the 
bending angle as a measure of the size of the detected 
region. Future works include a better characterization of 
the measurements, and the increase of electrodes 
numbers to obtain better spatial resolution. 
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INTRODUCTION 
The use of flexible endoscopes (or flexible scopes), 
introduced into the human body through natural orifices, 
such as mouth, urethra, or anus, or through small 
incisions in the skin, allow obtaining and examining 
visual images of internal soft tissue. In today’s medical 
interventions, these instruments are made of a sequence 
of rigid and/or semi-flexible links and joints [1], [2]. 
The operating handle includes either a manual or robotic 
tendon-based control system to steer and manoeuvre the 
endoscope tip around organs and, at the same time, to 
keep a safe distance between the scope and the internal 
anatomy. These robotic tools typically are made to 
exhibit a certain flexibility (adapting the endoscopes 
shape to the anatomy to a certain extent), but also have 
sufficient stiffness (to be pushed forward through 
narrow openings towards a desired target without 
bending excessively) – the stiffness of standard 
endoscopes cannot be controlled.  
A different solution is proposed by Ginsberg et al. in 
[3], where the flexibility of the probe gradually varies 
throughout its length due to the changing in the material 
of the outer tube. In this case the level of compliance of 
the device can be regulated by means of compressing 
and extending a specific coil attached to the tip of the 
probe. Another approach is described in [4], where a 
flexible laparoscopic camera is able to switch between 
being rigid and compliant using vacuum pressure. 
In this paper, we present our work towards the 
realisation of an inherently safe, soft, tendon-driven 
inflatable endoscope. The proposed design has been 
inspired by our previous work on soft inflatable devices 
described in [5], [6]. A tendon-based driven actuation 
was chosen because it minimises the encumbrance of 
the actuation means, and allowing to place the actuators 
outside the articulated structure and, in turn, 
considerably. Hence, this type of actuation ensures 
miniaturisation of the whole system, decreasing the 
structure’s diameter to a minimum which makes our 
proposed device suitable for minimally invasive 
interventions. The proposed system is able to 
intrinsically vary its structural stiffness level allowing to 
have a high compliancy during insertion and 
investigation procedures and a firm pose when a stable. 
 
Fig. 1 The new antagonistically actuated endoscope accessing 
a 1:1 scale phantom of the abdominal cavity through a 
standard trocar port (12 mm diameter). 
 
camera image at the site of interest is needed. The 
presented prototype has a diameter at the tip of 11.8 
mm, hence, it is suitable to be inserted through a 12 mm 
trocar port. 
MATERIALS AND METHODS 
We have created a concept design for a novel 
inexpensive flexible and steerable soft endoscope (see 
Fig. 1). The design is inspired and based on our 
previous work presented in [4] [5]: The soft endoscope 
actuation principle is based on a combination of 
pneumatic and tendon-driven actuation. Pneumatic air 
pressure is used to inflate an air-tight extensible bladder 
which is fitted inside a non-stretchable fabric sleeve. 
The outer sleeve limits the inflation of the inner bladder 
allowing stiffness adjustment by the means of pressure 
regulation. A number of tendons are fixed to the scope’s 
tip and guided along the length of the manipulator. This 
actuation means provides steering capability to the 
system exerting a longitudinal pulling force. When all 
tendons are pulled simultaneously and the pressure 
inside the bladder set, both actuation principle are 
working antagonistically and, hence, the stiffness of the 
endoscope is increased. 
Inflatable 
Endoscope 
Endopath Xcel 
Trocar  
 
 
Fig. 2 Comparison of surgical instruments: (a) standard rigid 
endoscopic camera, (b) laparoscopic instrument, and (c) our 
new antagonistically actuated endoscope. 
 
The prototype of the flexible endoscope in Fig. 2(c) is 
composed of five main elements:  
1. A customized sleeve machine-sewn in the shape of 
a cylinder with a length of 250 mm and a diameter 
of 18 mm, composed of two layers of polyester 
fabric; 
2. An air-tight bladder made of flexible material 
(latex) fitted inside the sleeve and pressurised 
through a 4 mm diameter pressure pipe; 
3. Four nylon tendons, 90° spaced apart along the 
perimeter of the sleeve and attached on one side to 
the base of the housing structure of the camera and 
on the other side with four individual sliders. The 
tendons have been embedded between the two 
layers of the fabric that composes the outer sleeve; 
4. A commercially available endoscopic USB camera 
with a diameter of 8.5 mm and a length of 45 mm 
(Flylinktech® USB Endoscope); 
5. A 3D printed ergonomic handle to hold the 
endoscope with a manual control system of four 
tendon sliders.  
RESULTS 
The inflatable endoscope proposed in this paper is 
composed of a single air chamber and a set of four 
tendons connected to the base of the camera integrated 
at the tip of the endoscope. Since the four tendons are 
arranged in the periphery of the central axis of our 
manipulator with a radial displacement of 90°, the 
movements of the scope are decoupled along the axis of 
the Cartesian space allowing intuitive manoeuvring. 
Figure 3 shows a number of experimental results 
demonstrating different bending angles: These 
sequences of body poses were achieved pulling a single 
tendon successively in two opposing directions keeping 
the pressure constant at 0.2 bar. The behaviour of the 
manipulator depends on the constraint posed by the 
trocar port that is rigid.  
DISCUSSION 
In this paper, a novel design for a flexible and steerable 
endoscope was presented and explored. The capability 
 
Fig. 2 Bending behaviour of the flexible endoscope in one 
plane actuated by a single tendon after the insertion through a 
12 mm diameter trocar port. 
 
of the system to adjust its compliance by means of an 
antagonistic actuation principle (tendon-based and 
pressure actuation) leads to inherently safe contact with 
delicate soft tissue inside the human body. The novel 
flexible endoscope is able to elongate, bend around 
objects and increase stiffness to provide a stable camera 
view to the user. The squeezability of the manipulator 
body allows the scope to be easily inserted through 
narrow openings that are smaller than the actual 
diameter of the pressurised manipulator. In this manner, 
the novel flexible endoscope can be inserted through 
standard trocar ports without limiting its dexterity. 
In future works, we will replace the current USB camera 
with a smaller endoscopic camera with a length. 
Further, we will explore how to enhance the manual 
control system for this endoscope combining tendon and 
pressure actuation. 
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INTRODUCTION 
Fetoscopic Laser Photocoagulation (FLP) is a minimally 
invasive fetal intervention used to treat Twin-Twin 
Transfusion Syndrome (TTTS)[1]. TTTS is a placental 
defect that causes an imbalance in the blood flow 
between fetuses, which can result in death or severe 
impairments. During the TTTS procedure, the surgeon 
manually manipulates a rigid (either straight or curved) 
fetoscope in order to observe the placenta and selectively 
coagulate vessels to sever the flow of shared blood 
supply. The process requires for the surgeon to manually 
scan the surface of the placenta to determine which 
vessels need to be coagulated in order to ablate vascular 
joins. This is technically difficult because the fetoscope 
must be kept approximately 10 mm from the placenta to 
deliver appropriate laser power for coagulating vessels 
while refraining from physical contact with the placenta 
which can lead to complications. The procedure can 
possibly be improved by increasing the dexterity and 
stability of the fetoscope by actuating the tip of the 
instrument and enhancing the stability of the instrument 
by an active robotic arm which assists the manipulation 
of the fetoscope. This could also assist in techniques to 
map the placenta as the position and orientation of the 
endoscope is known[2], [3].     
Continuum mechanisms have been used in surgical 
robotics in order to potentially facilitate smaller diameter 
instruments and larger number of degrees of  freedom 
(DOF). However, these mechanisms are often applied to 
single port surgery, intravascular or neurosurgery, where 
the mechanism is fixed outside the body (proximal to the 
surgeon) and controls all the movement from within 
(distal to the surgeon). In comparison, more established 
articulated mechanisms such as the Da Vinci surgical 
robot utilise both proximal and distal motion from the 
parallel linkage and wrist joints separately. This approach 
results in seven active DOF, four proximal and three 
distal (one of which being the end effector). While 
continuum robots, such as concentric tube robots [4], [5], 
have demonstrated over six DOF, they often have a 
comparatively small workspace and low pose accuracy. 
Even though small profile mechanisms have been 
presented using concentric tube robots coupled with a 
passive proximal arm for single port prostate surgery[6], 
the comanipulation of the device was not fully explored. 
The concentric tube robot was inserted through an 
endoscope with a working channel allowing the  
 
endoscope to be manipulated with the passive arm and 
the robot to be manipulated relative to the endoscope.  
This paper presents the mechanism design and control of 
a two DOF concentric tube robot combined with the 
coupling to a seven degree of freedom robotic arm 
constrained to a remote centre of motion. The 
combination of the two actuation mechanisms allows the 
end-effector to be positioned with five degrees of 
freedom. The mechanism was designed to be compact 
and attachable to the proximal robotic arm. A cooperative 
control scheme is designed and implemented allowing 
the position of the camera to be controlled by the operator 
while the orientation of the tip is automatically controlled 
to remain perpendicular to the desired imaging plane.  
METHODS 
Instrument Design: The distal actuation mechanism was 
designed to be compact and easily attached to the 
proximal actuation mechanism. The mechanism provides 
two DOF to manipulate the axial rotation and translation 
of the nitinol tube. Both DOF are actuated from the back 
of the mechanism through a lead screw for the tube 
translation and a square shaft for the tube rotation 
following a similar design presented by Burgner et. al. 
[7]. A carriage is used to transmit torque from the motors 
to the nitinol tube as shown in 1a. The carriage contains 
the lead screw nut and a gear with a square 10 mm bore 
constrained in place with two rotational bearings either 
side. A linear bearing to provide the interface between 
the gear and square shaft is printed using wear resistant 
filament (iglide Tribo-Filament, Igus). The use of the 
carriage allows the inner tube to be easily swapped 
without dismantling the mechanism. The inner tube is 
fixed to a spur gear and two rotational bearings 
positioned either side of the gear. This is held in the 
carriage by fixing both bearings in place. The mechanism 
housing and carriage were 3d printed using PLA on a 
Ultimaker 2 and the inner tube couple using tough resin 
on a Formlabs 1+.  
The instrument was then assembled with a steel outer 
tube with an inner and outer diameter of 1.8mm and 
2.4mm respectively, and a nitinol inner tube, 1.4mm and 
1.59. Dynamixel MX-28 motors (Robotis Inc., USA) are 
attached to the lead screw and square shaft at the back of 
the mechanism shown in 1b.  
 
 
Instrument Control: The principle of this mechanism 
relies on the bending stiffness of the outer straight tube 
to be significantly larger than the stiffness of the inner 
tube, causing the shape of the inner tube to conform to 
the shape of the outer. This allows the overall shape of 
the instrument to be assumed as the shape of the outer 
tube and then from the tip of the outer tube an arc with 
the curvature of the inner tube, k, length extruded from 
the outer tube, l and bending plane given by the 
orientation of the tube, 𝜑. With the length and orientation 
given by the motor encoder values. This can be 
represented as: 
𝑇𝑇𝑖𝑝
𝑆ℎ𝑎𝑓𝑡
=  𝑇𝑅𝑜𝑡𝑍(𝜑) 𝑇𝑡𝑟𝑎𝑛𝑠 (
1−cos(𝑘𝑙)
𝑘
, 0,
sin(𝑘𝑙)
𝑘
) 𝑇𝑅𝑜𝑡𝑌(𝑘𝑙) (1) 
Where 𝑇𝑅𝑜𝑡𝑍 (𝜑)  is a transform containing a rotation 
around the Z axis of angle 𝜑  and 𝑇𝑡𝑟𝑎𝑛𝑠 (𝑥, 𝑦, 𝑧) is a 
transform containing a translation along the X, Y and Z 
axis respectively. 
 
Proximal Co-Manipulation: An articulated arm 
(KUKA LBR iiwa 7 R800) is used for the proximal 
manipulation of the instrument. The arm is a seven DOF 
arm with torque sensors on each joint. Minimally 
invasive surgery requires the instruments used to be 
constrained to a remote centre of motion (RCM) due to 
the small incisions used to access the inner anatomy 
through a port. A RCM constrains the motion to four 
DOF, translation, r, and rotations along the instrument 
shaft (Z axis), and extrinsic rotations of the X and Y axes. 
However, as the distal actuation mechanism provides 
continuous rotation along the z axis, the z axis rotation is 
restricted. From the RCM, the transform of the tip of the 
instrument shaft, in this case the outer tube, can be shown 
as:  
𝑇𝑆ℎ𝑎𝑓𝑡
𝑅𝐶𝑀 =  𝑇𝑅𝑜𝑡𝑍 (𝛼)𝑇𝑅𝑜𝑡𝑌 (𝛽)𝑇𝑅𝑜𝑡𝑍 (−𝛼)𝑇𝑡𝑟𝑎𝑛𝑠 (0, 0, 𝑟) (2) 
The KUKA direct servo application programming 
interface (API) provides the external force applied to the 
flange of the arm, after calibrating the weight of the tool 
attached. With the coordinate frame in the same 
orientation as 𝑇𝑅𝐶𝑀  the x, y and z axis forces are mapped 
to incrementing the desired x, y and z position.  
 
 
 
 
 
 
 
 
 
 
 
 
The desired position can then be mapped to 𝛼, 𝛽 and r 
through: 
𝛼 =  tan−1 (
𝑦
𝑥
) , 𝑟 =  √𝑥2 + 𝑦2 + 𝑧2, 𝛽 = cos−1 (
𝑧
𝑟
) (3) 
A manually tuned PID controller is then implemented to 
minimise the external force on each axis by manipulating 
position of the arm. In order to keep a consistent 
orientation, the distal actuation mechanism is constrained 
to a certain position according to the current position of 
the instrument shaft. Firstly, the orientation of the tube, 
𝜑, that aligns the bending plane of the tube perpendicular 
to the desired imaging plane; and secondly, length of the 
tube extended, l, must be found to achieve the 
perpendicular constraint. The orientation of the tube can 
be found by finding the difference between 𝑇𝑅𝐶𝑀  and 
𝑇𝑆ℎ𝑎𝑓𝑡  around the z axis. While the length the can be 
found by finding the angle between the RCM z axis and 
the instrument shaft axis, 𝜃.   
𝜑 =  𝛼, 𝜃 = 𝛽, 𝑙 =
𝜃
𝑘
 (4) 
As these constraints are resolved using the current 
position they are evaluated at the same frequency as the 
cooperative controller (avg 200Hz) to ensure any error in 
the tip orientation remains as low as possible.  
RESULTS 
The workspace of the presented instrument was 
calculated through simulation. The limits applied to each 
of the kinematic variables were: 
𝛼 ∈ [0, 2𝜋], 𝛽 ∈ [0,
𝜋
4
] , 𝑟 ∈ [0, 140], 
𝜑 ∈ [0, 2𝜋], 𝑙 ∈ [0, 50] 
 Two workspaces were calculated, the reachable 
workspace and the orientated workspace, which is the 
workspace in which the device can adhere to the 
perpendicular constraint, eq. 4. This resulted in 
workspaces of 5607678.9 mm3 and 2377427.2 mm3 for 
the reachable and orientated workspace respectively. The 
orientated workspace allows a planar surface to be 
scanned with the area of a circle with a diameter of 218.5 
mm. 
 
Figure 1: a) CAD render of the distal mechanism and workings of the carriage. b) The assembled mechanism coupled to a KUKA 
iiwa robot arm operating as the proximal co-manipulator. c) The reachable (red) and orientated (blue) workspace of the instrument 
 
DISCUSSION 
We have developed a new concentric tube robot design 
for fetoscopic procedures. The mechanism has a small 
diameter of 2.4mm in order to minimise entry access 
trauma. Our device, while still preliminary, has the 
advantage of being mounted onto a compliant robotic 
arm that can sense interaction forces. The control system 
for this robot is developed to allow improved fetoscopic 
surgery that can observe and ablate placental vasculature 
to ensure complete and accurate photocoagulation that 
severs the TTTS condition. In our future work we would 
like to extend this platform to include visual servo 
methods using both ultrasound and fetoscopic 
information as well as more advanced co-manipulation 
control. 
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INTRODUCTION 
Control and optimization of continuum manipulators 
with compound structure is a controversial subject. 
Different kinematic and dynamic modeling approaches 
have been presented and tested in previous research with 
advantageous and limiting features in different which can 
be categorized into three groups: 1) Lumped model 
elements using Lagrangian demonstration, which 
includes a number of rigid-link pieces combined with 
springs and dampers. 2) Cosserat rod model, as used in 
[1] which leads to a boundary value problem. 3) 
Approximate solutions on the basis of identification of 
the system with a polynomial or series based shape 
functions [2] which construct a setup-specific model. The 
approximate solutions, appropriate for control purposes, 
are more precise and increase the performance but do not 
account for the structural characteristics, while the 
lumped model elements and Cosserat rod model suffer 
from heavy calculations despite there being suitable for 
design and optimization. In most of these methods, 
numerical inaccuracy and singularities in deriving the 
inverse kinematics are inevitable. Additionally, force 
control is essential especially in medical and surgery 
applications. In this paper, a comparative study of three 
main proposed methods of such manipulators is 
presented. Lumped system, continuous constant 
curvature and shape function identification based 
modeling methods are derived in a unified mathematical 
framework and investigated in simulation and 
experiments to clarify their advantageous in different 
applications. 
MATERIALS AND METHODS 
The spatial orientation of a continuum manipulator can 
be derived based on system kinematics. This can be used 
as the system control model by predicting the geometrical 
relation between input lengths and output orientation; 
however, a more precise model should consider 
mechanical properties of the manipulator as well. These 
models can be addressed in three main groups. 
 Equivalent Lumped Model: 
A continuum manipulator can be assumed as a highly 
articulated rigid link system where spring-damper 
supported spherical joints connect an infinite number of 
rigid plates together. Denavit-Hartenberg method is used 
to describe the system kinematics. TMT method which is 
a vector form of Lagrange equation of motion can be used 
to simplify the derivation process as in. We used an 
automatic algorithm based on this method as in [3] to 
simulate a four-rigid-disk lumped model of an STIFF-
FLOP manipulator [4]. The model can capture the 
transient behavior of the manipulator with high accuracy 
and good performance. This model can be used for 
control design purpose and provides some structural 
information that can be used for design optimization. 
 Constant curvature Model: 
As the most common used model, the manipulator is 
considered as a continuous constant curvature curve as in 
[4]. Here, a geometric map (fG) and a structural specific 
map (fS) describe the system mechanics. fG maps 
curvature parameters to curve tip position. It can be found 
from constant curvature assumptions using a set of 
transformations. This map suffers from inherent 
singularity for the straight position. fS maps input 
parameters space for hydraulic and tendon driven models 
or input pressures (p) for pneumatic actuators to 
curvature parameters space. Despite the tendon driven 
manipulators, for pneumatic actuators, a second step is 
needed to map pressure inputs to actuator length. For 
pneumatic braided extensible actuators two analytical 
solutions are presented based on the principle of virtual 
work. The most famous model which is used by Trivedi 
for the first time for continuum manipulators. The 
principle of virtual energy for a chamber is 𝑤C,λ +
𝑤G,λ = 0,  where wC is the chamber body deformation 
energy, wG is the air pressure work, 𝜆 = 𝑙/𝑙0, which is 
considered as the only system state, is the axial 
deformation rate, 𝑙I and 𝑙d are the module axis initial and 
deformed length. This can be solved for p = fS-1(q). 
Trivedi presentation of this formula in his paper is not 
correct. For a dense threaded chamber as in most 
actuators of this type where 𝛾 ≈ π/2 and chamber 
deformation does not change 𝛾 significantly, the thread 
helix radius does not change significantly (rc≈rc0) and the 
relation simplifies. Sadati recently used a new method 
called geometry deformation inspired by Rivlin with the 
same assumption as Trivedi [1]. He only constrains the 
outer diameter of the chamber to the thread deformed 
diameter and does not constrain the chamber surface slip 
motion w.r.t thread which is a source of some errors in 
Trivedi’s model [1]. Here we present a third very simple 
model. We assume a dense thread constrains the chamber 
inner body. So the internal area of the actuator preserves. 
The outer radius of the chamber shrinks as the actuator 
extends. A homogeneous incompressible cylinder 
undergoing axial elongation with axial deformation ratio 
λ, experiences radial and circumferential deformation 
with deformation rate 1/√λ to satisfy incompressibility 
criteria. The Neo-Hookean model suggests the 
deformation energy of body becomes 𝑤S = E𝑎t0𝑙0(𝜆
2 +
2/𝜆 − 3)/6, where at0 is the initial chamber thickness 
area. A comparison between the results of these methods 
for one actuator from STIFF-FLOP manipulator is 
presented in Fig. 1. The figure shows a small difference 
in Trivedi and simple model and their good accuracy in 
predicting an STIFF-FLOP actuator chamber. Sadati 
model behaves differently and shows less accuracy here. 
fS need to be derived by considering body deformation 
energy virtual work too. A simple solution for body 
deformation energy (wS) can be found according to 
Euler-Bernoulli beam theory. A more accurate but more 
complex solution is presented by Sadati in [4]. This 
method predicts the cross-sectional deformation 
mechanics too. The model has an average of 12% error. 
A simple solution for manipulators with body shell, i.e. 
STIFF-FLOP, can be found by assuming the braids on 
the inner surface of the chambers.  
Constant curvature assumption results in big errors for 
systems with a relatively high external load. Mahvash 
used constant curvature assumption for geometric map of 
an eccentric tube catheter and then used a modifying map 
to model the static force effects [5]. Here we present a 
similar solution to using Castigliano's method for 
continuum manipulators. The constant curvature model 
has an average of 40% error, while this is reduced to 30% 
for the modified version. 
 Identification Based Model  
The static and dynamic behavior of a continuum 
manipulator can be approximated with experiment based 
identification of an assumed shape function constants [2]. 
The model by Godage assumes to be separated to a time-
dependent vector term (γ(t)) and a shape defining matrix 
term (Ψ(ϵ)) as a function of geometrical variables (s) 
which is a parameter describing the curve axis length. 
The model is considered to be of the form of a Taylor 
series with a finite number of terms with shape dependent 
term as its time-independent coefficients and time-
dependent base shape function. Choice of the shape 
function and time-dependent function can be based on 
observation, guessed solution or completely arbitrary. 
They should satisfy boundary and initial conditions and 
the Taylor Series converges by increasing the number of 
terms. Here we introduce a simpler series each of which 
with eight coefficients to be determined based on 
experimental results and using Least Square Value 
optimization. Simulation results show this method is fast 
both in parameter identification and in simulation and 
gives the most accurate results in predicting the static 
behavior of the manipulator which makes it a perfect 
choice for control purposes (Fig. 2). However, the model 
does not any give structural information which is 
necessary for design optimization. Besides the 
complexity of the series solution make any further 
analytical analysis such as dynamic modeling and 
controller design and stability analysis a hard task.  
CONCLUSION AND DISCUSSION 
Lumped system model, constant curvature model, and 
identification based model are derived and implemented 
for an STIFF-FLOP arm continuum manipulator section. 
Our study shows the advantageous of identification based 
model in terms of accuracy and performance, while 
dynamic behavior prediction and control method 
implementation are easier with lumped system model. 
Different constant curvature models based on the 
principle of virtual work shows less accuracy but the 
good incorporation of structural characteristics which 
makes them suitable for design optimization purposes. 
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Fig. 1. Comparison of modelling methods for a 
STIFF-FLOP pneumatic braided extensor actuator. 
 
Fig. 2. Identification based modelling of a STIFF-
FLOP arm manipulator section. ¾ of the data points 
are used for training and the rest for verification. 
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INTRODUCTION 
Nowadays, a large amount of medical robots exploit 
magnetic field sources as the main actuation and 
navigation mean. Magnetic locomotion represents a 
promising alternative to conventional actuation 
approaches (e.g., electric and pneumatic) as it avoids for 
direct electrical contacts; moreover, steady / strong 
linkage and controlled navigation between objects, in 
absence of mechanical and rigid connections, can be 
considered as the most significant challenge but also 
benefit of using magnetic fields in medical applications.  
Several research groups are working on implementing 
accurate models for the design of magnetically-driven 
robots; therefore, advanced developments of medical 
devices will be expected in the near future [1].  
Two different magnetic-based approaches can be 
followed, i.e. use of permanent or electromagnetic 
sources. The main benefit of a permanent magnet over 
electromagnet is that the first does not need electrical 
current to generate its magnetic field and a dedicated, 
often bulky and heavy, cooling system. Moreover a 
permanent magnet is smaller in size with respect to an 
electromagnet source with the same magnetic field 
density produced [2]. 
Accurate and robust magnetic models are mandatory for 
the design and development of magnetically-driven 
medical robots and a large amount of works have been 
carried out in the field of magnetic modeling and analysis 
up to now [3].  
 
 
Fig. 1. Typical working scenarios for magnetically-driven 
medical robots. d is the EPM-IPM distance, m is the linear 
mismatch along y. DOFs for each conﬁguration are shown using 
red arrows. 
 
The aim of this paper is to provide a ready and easy-to-
use implementation of an accurate and reliable analytical 
magnetic model able to derive magnetic forces and 
torques acting on a medical robot (with an internal 
permanent magnet -IPM- embedded) through an external 
permanent magnetic source. Two of the most common 
operating scenarios are illustrated in Fig.1, where two 
configurations of external permanent magnets (EPMs) 
and IPMs are presented. Besides, the allowed degrees-of-
freedom (DOFs) for the IPMs, due to the motion of the 
EPMs, are shown accordingly. Both configurations of 
Fig. 1 can be followed for the design and development of 
medical robots, such as magnetically-driven endoscopic 
robotic capsules where an IPM, embedded onto the 
device, is robotically-driven by an EPM [1]. 
MATERIALS AND METHODS 
An analytical magnetic model has been implemented and 
it describes the magnetic field as well as the forces and 
torques among permanent magnets. According to the 
work in [3], the magnetic force and toque equations are 
based on a current model methodology. Magnetic force, 
which is exerted on the IPM by the external magnetic 
field, is represented as follows: 
 
?⃗? = 𝑀 ∫ ∫ [𝑐𝑜𝑠∅𝐵𝑧?⃗? + 𝑠𝑖𝑛∅𝐵𝑧?⃗? + (−𝑠𝑖𝑛∅𝐵𝑦 −
2𝜋
0
𝑧2
𝑧1
𝑐𝑜𝑠∅𝐵𝑥)𝑧]𝑅𝑑∅
′𝑑𝑧′                                           (1) 
 
whereas, the magnetic torque can be written as follows: 
 
?⃗⃗? = 𝑀 ∫ ∫ −(𝑟𝑦𝑠𝑖𝑛∅𝐵𝑦 + 𝑟𝑦𝑐𝑜𝑠∅𝐵𝑥 +
2𝜋
0
𝑧2
𝑧1
𝑟𝑧𝑠𝑖𝑛∅𝐵𝑧)?⃗? + (𝑟𝑥𝑠𝑖𝑛∅𝐵𝑦 + 𝑟𝑦𝑐𝑜𝑠∅𝐵𝑥 + 𝑟𝑧𝑐𝑜𝑠∅𝐵𝑧)?⃗? +
(𝑟𝑥𝑠𝑖𝑛∅𝐵𝑧 + 𝑟𝑦𝑐𝑜𝑠∅𝐵𝑧)𝑧𝑅𝑑∅
′𝑑𝑧′                    (2) 
 
In Eqs.(1) and (2), for the IPM, 𝑀  represents the 
magnetization magnitude, 𝑅 is the radius, 𝑟 (𝑟𝑥 , 𝑟𝑦 , 𝑟𝑧) is 
the position vector from the torque calculation point to 
the integration point in the IPM, ∅ is the standard polar 
coordinate and 𝑧1 and 𝑧2 represent the dimensional 
parameters.  
A comparison analysis for evaluating the accuracy of the 
model in terms of magnetic flux density (?⃗⃗?), magnetic 
force (?⃗?)  and magnetic torque (?⃗⃗?) through analytical 
and numerical (i.e., Finite Element Method - FEM) 
methods has been performed. The analysis for ?⃗⃗?  is to 
compare the results of a set of measuring points along 
different axes of a radially magnetized cylinder (e.g., 
EPM in Fig.1 case 1) and axially magnetized cylinder 
(e.g., IPMs in Fig. 1 case 1 and 2 and EPM in case 2). 
Measuring points are distributed along x, y and z axes of 
the radially magnetized EPM and x, z axes of axially 
magnetized IPM, with a discrete incremental step of 25 
mm (see Fig. 2). The parameters for this test are reported 
in Table 1 and labelled as EPM1 and IPM1. 
The analysis for ?⃗? and ?⃗⃗? is to compare the results where 
the EPM and IPM are configured as illustrated in Fig. 1. 
For those tests, parameters are reported in Table 1 and 
labelled as EPM2 and IPM2.  
Data have been specifically set only for testing purposes. 
Average and maximum errors for the comparison 
analysis are computed for ?⃗⃗?, ?⃗? and ?⃗⃗?. 
 
Table. 1. Parameters for IPM and EPM. 
Parameters M (kA/m) Length (mm) R (mm) 
EPM1 1114 80 Outer: 45, Inner: 7 
IPM1 1154 25 25 
EPM2 430 80 45 
IPM2 800 12 3 
 
It is worth mentioning that the proposed model can be 
used for the realization of different magnetically-driven 
robots with the same design concepts of Fig. 1 (axially 
and diametrically magnetized cylindrical magnets).  
RESULTS 
The results for magnetic flux density are illustrated in 
Fig. 2, where Bmx, Bmy, Bmz are the results from the 
derived model along the x, y, z axes (shown in Fig. 1, case 
1). Similarly, Bcx, Bcy, Bcz are the results from the FEM 
method along the x, y, z axes. For IPM, y component was 
not calculated because of the symmetrical feature of the 
magnetic field (same of x component). The average and 
maximum errors for each axis of the magnets, between 
the analytical model and FEM method, are reported in the 
table of Fig. 2 , where EBX1 and EBZ1 are the errors 
along the x and z axes respectively, whereas EBX2, 
EBY2 and EBZ2 are the errors along x, y and z axes 
respectively (Fig. 1, case 1).  
 
 
 EBY1 EBX1 EBX2 EBZ2 EBY2 
Average 0.61 0.62 0.77 0.77 0.72 
Maximum 0.74 0.76 0.83 0.83 0.78 
 
Fig.2. Magnetic ﬂux density (B⃗⃗) comparison analysis between 
analytical and numerical data. Average and maximum errors for B⃗⃗ 
(unit: gauss) are reported in the table. 
 
Fig. 3 (a) illustrates the forces with different distances 
along axis z (with mismatch along y axis of 0 mm) in case 
1 of Fig. 1. Fig.3 (b) shows the forces and torques with 
different mismatches along y (with EPM-IPM distance of 
0.1m and distance along x axis of 0 mm) in case 1 of Fig. 
1. 𝐹𝑐𝑦 , 𝐹𝑐𝑦 , 𝐹𝑐𝑧  and 𝑇𝑐𝑥  are forces and torques obtained 
from FEM method and 𝐹𝑚𝑥 ,  𝐹𝑚𝑦 , 𝐹𝑚𝑧 and 𝑇𝑚𝑥 are forces 
and torques obtained from the analytical model. Fig.4 (a) 
represents the forces with different distances along axis z 
(with mismatch along y axis of 0 mm) in case 2 of Fig. 1. 
Fig.4 (b) demonstrates the forces and torques with 
different mismatches along y axis (with EPM-IPM 
distance of 0.08m and distance along x axis of 0 mm) in 
case 2 of Fig. 1. 𝐹𝑐𝑥 , 𝐹𝑐𝑦 , 𝐹𝑐𝑧  and 𝑇𝑐𝑥  are forces and 
torques obtained from FEM method and 𝐹𝑚𝑥 ,  𝐹𝑚𝑦 , 𝐹𝑚𝑧 
and 𝑇𝑚𝑥  are forces and torques obtained from the 
analytical model.  
 
 
 
Fig.3. Force analysis in different configurations of axially magnetized 
IPM and radially magnetized EPM. 
 
To exemplify the results in more details, the errors as 
average and maximum values for calculated forces and 
torques are also reported in the table of Fig. 4, where 
𝑒𝑟𝑟𝐹𝑧1  is the force error of Fig.4 (a), and 𝑒𝑟𝑟𝐹𝑦2 , 𝑒𝑟𝑟𝐹𝑧2 , 
𝑒𝑟𝑟𝑇𝑥2 are the errors for forces and torques of Fig.4 (b).  
 
 
 𝑒𝑟𝑟𝐹𝑧1(N) 𝑒𝑟𝑟𝐹𝑦2 (N) 𝑒𝑟𝑟𝐹𝑧2 (N) 𝑒𝑟𝑟𝑇𝑥2 (Nm) 
Average 0.0199 0.0306 0.0223 2.3e-4 
Maximum 0.043 0.0622 0.04 5.0e-4 
 
Fig.4. Force analysis at different configurations of axially magnetized 
IPM and axially magnetized EPM. Average and maximum errors for 
force and torque are reported in the table. 
 
The obtained results shown that the analytical magnetic 
model, in terms of  𝐵⃗⃗⃗⃗ ,  𝐹⃗⃗⃗⃗ ,  𝑇⃗⃗⃗⃗ ,  and the FEM method 
matched with a maximum error 0.0622 N. 
CONCLUSION AND DISCUSSION 
In this work an analytical magnetic model for calculating 
forces and torques generated by EPMs and IPMs in two 
different configurations has been developed and 
validated with a numerical FEM method. The results 
show that the analytical model represents a suitable and 
reliable tool for the design of magnetically-driven 
medical robots.  
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Haptic Guidance Schemes for Robot-Assisted Minimal Invasive Fetal
Surgery
C. Gruijthuijsen1, A. Javaux1, A. Devreker1, T. Vercauteren2,
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Abstract— The GIFT-Surg Project (Image-Guided Intrauter-
ine Minimally Invasive Fetal Diagnosis and Therapy) is a
Wellcome Trust/EPSRC funded project that started in July 2014
and that runs until June 2022. The project focuses on advancing
the state of clinical practice in fetal surgery by developing
novel technology that could potentially assist the surgeon during
diagnosis and therapy of a number of serious fetal conditions.
Treatment at an early gestational stage is believed to influence
the chance for a positive outcome of the conditions that are
addressed by GIFT-Surg. However, early treatment also means
that the structures in scope are smaller and that these structures
are more fragile. Consequently, the project aims to develop
technology that allows displaying greater levels of precision
and dexterity. This abstract sketches a number of guidance
schemes geared at offering the right amount of assistance and
precision necessary to accomplish the surgical task successfully.
A detailed analysis of the problem and tracking experiments
have been conducted to extract the requirements for the
envisioned stabilisation system. Based on this information,
the argumentation for using a high-bandwidth back-drivable
comanipulation robot is provided. Next, a number of interesting
guidance schemes are presented. Through experiments with
surgeons, the appropriateness of at least some of these schemes
has already been demonstrated.
I. INTRODUCTION
The surgical skills required are quite demanding for
conducting Minimal Invasive Surgeries (MIS) during fetal
therapeutic interventions. The surgeon inserts his instrument
through an incision on the womb in order to access the
inside of the uterus and manipulates the surgical tool with
high precision and dexterity in order to execute the necessary
therapeutic steps [1]. Another difficulty of MIS interventions
is the limited vision. The surgeon is only provided with
a 2D image of the inside of the uterus and an ultrasound
scan, and thus must reconstruct mentally the 3D scene [1].
If the instrument handling could be facilitated, the current
mental load of the surgeon could be alleviated. This is one
of the potential benefits of introducing a robotic system in a
comanipulation set-up, i.e. having both the surgeon and the
device manipulating the instrument in synergy. The design
of such a system must satisfy some requirements in order
Research funded by Wellcome Trust and EPSRC, project GIFT-Surg
1KU Leuven, Department of Mechanical Engineering, Leuven, Belgium
allan.javaux@kuleuven.be
2Department of Medical Physics & Biomedical Engineering, University
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to be integrated in the operating room. These were carefully
studied. Some aspects are described in later sections.
Fig. 1. A possible layout for robot assisted fetal surgery via comanipulation.
II. MATERIALS AND METHODS
A. Envisioned system layout
We have been tracking the surgical tool’s position during
clinic interventions treating the TTTS (Twin-to-Twin Trans-
fusion Syndrome) fetal disorder. This data has provided us
with an estimate of the required workspace for instrument
handling, as seen in Fig.2, and thus giving design guidelines
for the robotic device. A possible set-up could be as repre-
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Fig. 2. Example workspace occupancy of a TTTS therapeutic intervention.
sented in Fig.1. The surgeon holds the surgical tool attached
to a stabilizing robot. The robotic device and its hardware
are positioned aside leaving enough room for the rest of the
staff, e.g. space is required for an ultrasound operator who
scans continuously the inside of the uterus. The different
components are described hereafter.
B. Hardware setup
A crucial requirement for the robotic system is back-
drivability. This is necessary as the surgeon will not accept
being restrained in his/her motion. Additionally, it was found
that a force in the order of 20N had to be delivered. After
a survey of the commercially availabe haptic devices, the
Virtuose6D (Haption S.A., Laval, France) was chosen as
it best meets the requirements in terms of workspace and
payload. Experiments were done with an in-house built
flexible fetoscope, based on [2], which is equipped with a
chip-on-tip camera, a light source, a therapeutic laser and a
distance sensor.
C. Software Architecture
The software system that was implemented to monitor and
steer all the components combined the middleware frame-
works ROS and OROCOS. They allow the communication
between hardware and software process while respecting
real-time requirements. A user-friendly Qt GUI was devel-
oped to combine different guidance schemes on-the-fly.
III. HAPTIC GUIDANCE
Following guidance schemes have been implemented.
A. Maintaining pivot point
The incision provides a natural moving pivot point through
which the instrument always passes. In consequence, the
local stresses applied on the surrounding tissue may be quite
large and depend on the surgeon’s manoeuvres. An assistive
device may help reduce the stress level e.g. by imposing a
fixed pivot point at a strategic location as such relaxing the
neighbouring tissue (Fig.3)
A B C
Fig. 3. Different guidance schemes were implemented, some of which are
a) maintaining pivot point, b) keeping distance to surface, c) maintaining
orientation of tip.
B. Keeping distance to surface
Another haptic guidance scheme helps the surgeon to
maintain a constant distance to a certain surface. For certain
tasks such as ablation it is important to maintain such
distance as it would help to control the ablation process
and additionally embeds a certain safety features helping
indirectly to avoid contact with such sensible tissue (Fig.3).
For treating TTTS [3] the distance to the placenta is to
be controlled and contact between the laser fiber and the
placenta could cause irrepairable damage.
C. Maintaining orientation with respect to surface
With a flexible actuated endoscope, it becomes possible to
orient the tip of the instrument while in a specific pose. How-
ever, leaving this task to the surgeon could increase his/her
mental load. Considering the set-up explained previously, a
control scheme capable of maintaining a desired orientation
w.r.t. a known surface was developed. For a given surface
normal the distal instrument DoF and the stabilizer’s joints
are coordinately controlled to maintain perpendicularity to
the surface.
D. Tremor filtering
In order to improve surgical precision, tremor could be
cancelled out. This can be done fairly easy by introducing
virtual damping. The damping will dampen out the surgeon
and/or instrument motion.
IV. EXPERIMENTS
Different experiments were conducted. The haptic
schemes were first tested in virtual reality with a dummy
tool. Once the parameters were tuned, the tool was integrated.
The results were successful. Fig.4 shows how the controller
maintains the orientation of the tip always perpendicular to
a flat placenta phantom.
Fig. 4. Coordinated comanipulation control. The images nicely show
how the tip can be controlled to be perpendicular to the placental surface
regardless of the instrument pose.
V. CONCLUSION
This abstract introduces a comanipulation setup that has
been designed for enhancing the controllability of miniature
active fetoscopes. The system was integrated and offers
various assistance schemes that can be switched on-the-fly.
Some first experiments already showed the potential of the
set-up. The system is ready for more extensive experiments
with clinicians.
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INTRODUCTION 
Collision avoidance is mandatory when manipulators 
operate in an unstructured environment. The problem can 
be addressed in many ways, however knowledge of the 
involved geometries and of their mutual distance is 
necessary in order to plan and/or adjust manipulator 
trajectories [1]. In order to achieve a reliable motion 
planning, a collision avoidance strategy is necessary [2]. 
A collision avoidance strategy, based on an on-line 
collision simulator, will be developed within the 
framework of the FUTURA project. The FUTURA 
project (Focused Ultrasound Therapy Using Robotic 
Approaches – www.futuraproject.eu) proposes a robotic-
assisted platform for flexible non-invasive HIFU therapy. 
In the FUTURA computer-integrated surgical scenario, 
geometric shapes may be either known or unknown; this 
latter case being represented by (at least) the patient and 
the surgeon(s). Information about a-priori unknown 
geometry is collected from additional devices (e.g., 
Kinect sensor) and, combined with the a-priori 
knowledge of other structured geometries, lead to an 
accurate 3D reconstruction of the robotic scenario; this is 
crucial for planning a surgical task in a safe and reliable 
manner. It allows to position the manipulators into the 
surgical environment in complete freedom and safety, by 
leaving to the operator extended possibilities of 
movements. Moreover, the possibility to simulate 
movements of the robots, in addition to the actual ones, 
provides the operator with a further wide freedom of 
movement and action; with the 3D reconstruction the 
future trajectories, selected among all possible 
movements of the system, will reach the desired position 
avoiding collisions between robots and operators, both in 
structured and unstructured environments. 
The on-line collision simulator, representing one of the 
primary module for the implementation of a reliable 
collision avoidance strategy, has been developed and 
tested. It is worth noting that the presented simulator, 
tested in the FUTURA project framework, can be applied 
in a wide range of robotic-integrated scenarios. 
MATERIALS AND METHODS 
Design requirements of the collision simulator are: 
I. reliability: the 3D environmental 
reconstruction is accurate and no failures are 
acceptable; 
II. safety: provides the possibility to detect not 
only the collisions between the objects of the 
scene, but also dangerous proximity; 
III. low computation cost: since the trajectories 
have to be planned in real-time, the 3D 
reconstruction is able to provide rapid responses 
both for the actual situation onto the scene as 
well as for next possible movements. 
In a first step, the development of the on-line collision 
simulator was implemented by using Blender platform 
(Figure 1); it represents a suite for 3D applications, 
especially useful for rapid prototyping. In addition to the 
modelling environment, the Bullet Physics engine 
module, already included in the distribution of Blender, 
has been exploited for distances and collisions 
calculations. 
 
Figure. 1. Blender development suite (www.blender.org) 
Once validated the approach and with the aim of 
improving the performances of the system, direct 
programming in the Bullet Physics engine has been 
preferred, delegating, when necessary, visualization of 
the simulated scene to a simple open source viewer 
(Ogre3D - Figure 2). In addition, the use of Bullet 
Physics engine guarantees a multi-platform 
compatibility: by using a client-server approach, 
applications written in different programming languages 
can be interfaced with the collision avoidance simulator 
through a simple dedicated interface (e.g., socket 
applications). 
The implemented software allows the 3D reconstructed 
scene to be dynamically adapted by embedding, 
removing or changing geometries. The objects captured 
by the Kinect sensor are processed and the information 
are integrated inside the simulator, allowing for a full 
representation of the current real scene. 
To reduce as much as possible the computational cost, a-
priori known objects, e.g. robots links, were re-modelled 
with a simplified geometry. In particular, the simplified 
model envelops the real model of the manipulator links 
by creating a safety region around the model itself [3]. 
 
 
Figure. 2. The Ogre render window (www.ogre3d.org) 
The developed simulator allows pre-loading in the scene 
of all the fixed objects, in particular the robots and the 
operatory table, including the kinematics parameters for 
accurate motion. 
A simulation for estimating the computational cost of the 
different implementations (i.e., Blender, Bullet Physics + 
Ogre and Bullet Physics only) has been performed 
calculating the average time with different numbers of 
triangles for the complex scene represented in Fig. 2. 
RESULTS 
In order to compare the performance of the three 
presented solutions (Blender, Bullet + Ogre3D, Bullet 
only) multiple randomized simulations were performed. 
In particular, the average computational time needed for 
the collision detection analysis was used as the 
measurement reference; this is an estimation of the 
average time needed by the algorithm to calculate the 
distances between all the objects in the scene in a new 
pose for the two robots and for the unstructured objects. 
As expected the times increase with the increasing of the 
total number of triangles occurring in the scene. Below is 
the table that reports the comparison between the average 
computation time for the three solutions and the 
percentage variation between the Blender-based method 
and the other two solutions (Table1). 
Table. 1. Comparison analisys for the three implemented solutions. 
 Low poly (100 
trg) 
Med poly (200 
trg) 
High poly (300 
trg) 
Blender 1.1 ms 1.8 ms 3.9 ms 
Bullet P. + 
Ogre3D 
0.6 ms 
(-45%) 
1.2 ms 
(-33%) 
3.3 ms 
(-15%) 
Bullet P. 
0.3 ms 
(-70%) 
0.9 ms 
(-50%) 
3.1 ms 
(-20%) 
CONCLUSION AND DISCUSSION 
An on-line collision avoidance simulator was developed 
for fulfilling a wide set of applications, involving motion 
planning and control in an only partially structured 
environment, as in robot-assisted surgery.  
The proposed software has been developed using state-
of-the-art software libraries and dedicated algorithms [4]. 
CAD re-modelling has been studied and applied with the 
aim to optimize mesh and computational time 
complexity. A computation time lower than 0.9 ms has 
been achieved using a suitable simplified manipulator 
geometry (i.e., less than 200 triangles in total). The 
manipulator geometry used for calculating distances 
between objects is depicted as red cages in Fig. 2. 
It is worth mentioning that the developed collision 
avoidance simulator can be also used as an open 
framework for implementing and validating novel 
collision avoidance strategies.  
Since very often the developed software tool runs on the 
same machine together with the client application, in 
order to achieve cleaner (and even faster) transmission of 
the complex data structures involved, a shared-memory 
communication protocol may be a valid alternative to be 
implemented in next software revisions, replacing the 
TCP/IP based protocol. 
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INTRODUCTION 
Mechanical analysis and haptic simulation are widely 
used in training tools for surgeons to provide an 
improved understanding of the kinetic and kinematic 
environment. One important and difficult skill for a 
surgeon to perfect is how to accurately and effectively 
assess a patient’s joint (e.g. knee) using physical exam 
techniques. This could be significantly improved using a 
haptic training simulator developed around a 
biomechanical model that mimics the joint’s properties 
for both healthy and clinically relevant injury conditions.  
 
Coles et al. [1] reviewed the development of haptic 
technologies for medical training and found that 
simulators had been applied to a range of clinical 
environments. Lin et al. [2] developed a surgical training 
simulator with visual and haptic feedback to learn bone-
sawing skills, and achieved this by combining the 
Omega.6 (Force Dimension, Nyon, Switzerland) with 6 
degrees of freedom (DOF) and 3 DOF feedback, with a 
computational method that predicted feedback forces. In 
work previously unrelated to haptic training, complex 
computational models of the human knee have been 
developed and used as a tool for biomechanical research. 
Delp et al. [3] built an open-source software platform 
named OpenSim (Stanford University, California, USA) 
for musculoskeletal modelling and analysis, as well as a 
knee model with a single rotation axis. Based on this, Xu 
et al. [4] improved the model by considering all DOF and 
the geometry and properties of the knee ligaments. 
 
Taking the complex mechanical characteristics of the 
knee joint into consideration, this work aims to combine 
the previously demonstrated training capabilities of 
haptic devices in surgery with a high fidelity online 
computational knee model for physical exams including 
the anterior drawer and pivot shift tests that are used to 
evaluate joint stability. This work presents the 
development of the haptic knee environment, which is 
the critical first step in creating a robotics-based physical 
exam haptic trainer.  
MATERIALS AND METHODS 
In order to simulate the diagnosis process, the knee haptic 
training simulator is composed of three parts (Figure 1): 
the computational knee model to simulate the mechanical 
state, a haptic device to interface with the surgeon, and a 
control program to integrate these two tasks. The 
physical simulator is composed of an anatomical knee 
model in which the tibia is directly connected to a haptic 
device and the femur is fixed to the ground; however, the 
physical articulation between the bones and all simulated 
soft tissues (e.g. ligaments) have been resected to ensure 
the physical model does not produce any force. The 
surgeon interacts with the simulator by grasping the tibia 
model, in the same way they would grasp a patient’s leg 
during a clinical exam, and applying displacements to it 
to perform specific exam techniques. The haptic device 
obtains the 6 DOF pose of the knee during these exam 
motions, sends this to the computational knee model, 
after which the forces are calculated and fed back to the 
surgeon through the haptic device.  
 
Fig. 1 Composition and work procedure of the knee haptic 
training simulator.  
 
To provide physiologically accurate haptic feedback and 
achieve an acceptable haptic control rate, the primary 
focus of this research was to adapt and assess a knee 
model based on that presented by Xu et al. (2015). This 
OpenSim musculoskeletal knee model (Figure 2) 
considers the knee joint with 4 DOF: extension, 
adduction, rotation and mediolateral translation; and 
contains three bones: the femur, the tibia, and the patella. 
Knee physical exams are conducted with patients in a 
relaxed position, thus, the knee muscles are lax and can 
be considered to have a negligible tone load. The primary 
sources of load are the tibial gravity force and the four 
knee ligaments: anterior cruciate ligament (ACL), 
posterior cruciate ligament (PCL), medial collateral 
ligament (MCL) and lateral collateral ligament (LCL). 
To replicate the knee’s ligamentous anatomy with high 
fidelity, the model simulates these four ligaments using 
ten discrete bundles with unique lines of action, 
attachments and stiffness values. 
 
The surgeon’s interaction with this computational knee 
model is defined by a virtual three DOF actuator whose 
point of application corresponds to the standard clinician 
hand placement, approximately 10 cm distal to the knee 
joint. To determine the haptic force that should be felt by 
a surgeon while interacting with the training simulator, 
the current position of the haptic device is transformed to 
the OpenSim knee model coordinate system and fed into 
an inverse dynamics analysis that solves for the haptic 
force. To produce high haptic performance, a multi-
threaded program was created, based on the workflow in 
Figure 1, to independently acquire data and run the 
computational simulation. The model’s physiological 
accuracy and runtime performance were then assessed. 
 
Fig. 2 OpenSim knee model with bones, muscles & ligaments. 
 
The computational model was assessed using a clinical 
stability test in which simulated translations were input 
to the model (two conditions: healthy & PCL deficient 
knee) and the resulting haptic force was computed using 
an inverse dynamic analysis. Subsequently, the healthy 
knee forces were input to a forward dynamics analysis 
that calculated the resulting poses. These data allow the 
model’s physiologic accuracy to be qualitatively assessed 
by comparing the resulting forces to clinical knowledge 
while the algorithm could be quantitatively assessed by 
comparing the input and output translations. 
RESULTS 
With the same applied translations for both states, 
smaller haptic forces were calculated for the injured 
conditions in comparison to the healthy knee state, which 
matches clinical findings (Figure 3). Table 1 shows the 
poses used to produce the force represented by the solid 
line in Figure 3 and the poses that result from feeding 
these forces back to a forward dynamics analysis. The 
resulting poses achieved an accuracy within 0.1º. 
 
Fig. 3 Force results from inverse analysis of knee translations 
in models with healthy and injured ligaments. 
Tab. 1 The knee model’s designed poses and pose results from 
forward analysis of the inverse analysis force results. 
Trials 
Designed Poses 
Extension(º) Rotation(º) Adduction(º) Tz(m) 
#1 0 0 0 0 
#2 0 0 0 0.0005 
#3 0 0 0 0.0010 
#4 0 0 0 0.0015 
#5 0 0 0 0.0020 
#6 0 0 0 0.0025 
#7 0 0 0 0.0030 
Trials 
Pose Results 
Extension(º) Rotation(º) Adduction(º) Tz(m) 
#1 0.021 -0.121 0.035 0.0002 
#2 0.021 -0.120 0.034 0.0007 
#3 0.021 -0.118 0.033 0.0012 
#4 0.021 -0.116 0.031 0.0016 
#5 0.021 -0.115 0.030 0.0021 
#6 0.021 -0.113 0.029 0.0026 
#7 0.021 -0.110 0.028 0.0031 
 
The computational time of the inverse dynamics analysis 
trials was measured because this is the most important 
factor affecting the simulator’s haptic performance (i.e. 
feel). The average runtime across all trials was 188ms, 
which only changed slightly after optimizing the 
algorithm’s iteration and convergence conditions. 
DISCUSSION 
The haptic model for a physical exam training simulator 
developed here was found to produce realistic haptic 
forces that could aid a surgeon in learning how to 
accurately discern the differences between knee injuries. 
However, the model’s computational time was 
unacceptably long (188ms) which would result in a low 
control rate and poor haptic feel. This delay is attributable 
to OpenSim’s use of an iterative optimization procedure 
that is critical during dynamic simulations; however, 
because physical exams are quasi-static, a simpler 
analysis can be adopted. Furthermore, the current model 
constrains anterior/posterior movement, which is need 
for some ligament tests. Therefore, in the future, a full 6 
DOF mathematical knee model optimized for faster 
computation will be developed and validated against the 
OpenSim model presented in this paper. 
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INTRODUCTION 
Due to easier construction and inherent safety features, 
planar Remote Center of Motion (RCM) mechanisms, 
such as the double-parallelogram based RCM 
mechanisms (Fig. 1), have been highly popular for 
Minimally Invasive Surgery (MIS) manipulator designs 
[1]. However, these mechanisms can only provide one 
DoF - pitch - by virtue of the mechanism itself. Another 
important DoF for surgical purposes – translation - is 
generally implemented using some external means such 
as cable-pulleys [2-3] or actuators mounted over the 
distal-end of a manipulator [4-5]. This has negative 
affects over the performance of a manipulator.  
 
Figure. 1. A double parallelogram 1 DoF planar remote center 
of motion (RCM) mechanism 
 
To solve this limitation of 1 DoF planar RCM 
mechanisms, we propose a new RCM mechanism 
capable of generating 2 DoFs – pitch and translation – 
through its mechanism design. The proposed 
mechanism offers pitch and translation DoFs without 
emloying any afore-mentioned external means and, 
therefore, offers several advantages.  
MATERIALS AND METHODS 
MIS requires four DoFs at the incision point, namely 
pitch, yaw, roll and translation. In the existing planar 
RCM mechanisms, implementation of pitch, yaw and 
roll is relatively easier. However, the implementation of 
translation DoF using external means is challenging due 
to higher force and torque requirements. In some cases, 
the use of external means results in increased size and 
weight of the distal-end of a manipulator.  
To achieve pitch and translation DoFs by virtue of the 
mechanism design, we propose a new 2 DoF RCM 
mechanism as shown in Fig. 2. 𝑀1 and 𝑀2 are the two 
actuators to generate pitch (𝜃) and translation (𝑅) DoFs. 
 
 
Figure. 2. The proposed 2 DoF Planar Remote Center of 
Motion (RCM) Mechanism  
When both actuators have same direction of rotation, 
mechanism generates pitch motion. Whereas, when both 
act in opposite direction, translation DoF is achieved. 
Point 𝑂 represents the remote center of motion. Joint 𝐿 
is a passive prismatic joint with all other joints being 
rotary. In the proposed mechanism, yaw (ϕ ) can be 
achieved by tilting the mechanism along it base axis 
(link  𝐴𝐹 ). Given the low torque and resolution 
requirements, roll can be easily achieved using external 
means mentioned earlier.  
The pitch  (𝜃) , translation (𝑅)  and yaw ( ϕ ) can be 
expressed in forward kinematic equations as,   
  
 
 
 
 
Here, 𝑙1,𝑙2, 𝑙3 represent the lenghts of links 𝐽𝐾,𝐴𝐵, 𝐵𝐶 
respectively and 𝑞1 , 𝑞2 , 𝑞3  are the joint variables 
corresponding to 𝑀1, 𝑀2 and 𝑀3. Similarly, the relation 
of tip translational and rotational velocities to the joint 
velocities is given by,  
 
   
 
where, 𝐽(𝑞) is the Jacobean matrix with elements,   
,       (1) 
,    (2) 
.                              (3) 
,      (4) 
 
 
Using the Jacobean matrix, the mechanism is analyzed 
for singularities by solving det 𝐽(𝑞)  for zero. This 
results in,  
 
 
 
which means when link 𝐴𝐵  and 𝐵𝐶  become aligned 
with each other, the mechanism will attain a singular 
configuration.   
RESULTS 
Kinematic simulation with arbitrary link lengths and 
joint variables demonstrate that the mechanism is able 
to maintain remote center of motion. Figure 3 shows the 
end-effector position traversing between 45∘ − 135∘  in 
the pitch direction.  
 
 
Figure. 3. End-effector position for the pitch movement while 
the mechanism maintains RCM 
Moreover, to achieve maximum kinematic performance 
an optimal configuration (resulting maximum 
manipulability) of the mechanism is determined. 
Solving det 𝐽(𝑞)  shows that the mechanism attains 
optimal configuration when 𝑞1 = 𝑞2 + 𝜋 2⁄ . 
Geometrically, this corresponds to the mechanism 
configurations when link 𝐴𝐵  and 𝐵𝐶  become 
perpendicular to each other.    
Then, we generated the mechanism workspace for 
variables 𝑞1 = [𝜋 4⁄ , 𝜋] , 𝑞2 = [0, 3𝜋 4⁄ ]  and 𝑞3 =
[− 𝜋 4⁄ , 𝜋 4⁄ ]  and compared it graphically with the 
required workspace as shown in Fig. 4.  
CONCLUSION AND DISCUSSION 
To overcome the limitations of traditional planar RCM 
mechanisms, a new 2 DoF RCM mechanism is 
proposed. The mechanism offers mechanical RCM and 
achieves the two most important DoFs from surgical 
view point – pitch and translation - by virtue of its 
mechanical design. Contrary to an existing design [6], 
this mechanism has no downward protruding link, thus 
minimizing the risk of any unwanted interference with 
the surgical scene. The mechanism can generate the 
workspace required for MIS procedures. Due to absence  
 
Figure. 4. Mechanism workspace (outer volume, 𝜃 =
[45∘, 135∘], ϕ = [−47.5∘, 47.5∘]) comparison with the MIS 
workspace (inner volume). Depth of 3D region corresponds to 
the translation (𝑅 = 200 𝑚𝑚) DoF. 
of external means to achieve translation DoF, a 
manipulator built upon such a mechanism will have a 
compact and lighter distal-end. This can be highly 
useful for surgical applications demanding operation in 
confined and narrow spaces or multiple manipulators 
operating in close vicinity. As the pitch and translation 
actuators can be easily installed at the base of 
manipulator, bigger and high-powered actuators can be 
used to achieve the critical DoFs without affecting the 
size and performance of a manipulator.  
As a next step, the mechanism will be optimized to 
maximize its kinematic performance and a prototype 
will be developed.  
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