Introduction
We develop a treatment-effects model that can be used to analyze the effects of an endogenous multinomial treatment (when exactly one treatment is chosen from a set of more than two choices) on a nonnegative integer-valued outcome. Although econometric models for count data are well developed and have many uses (Cameron and Trivedi 1998) , there are few extensions of such models to accommodate endogenous regressors. Extensions of treatment-effects models to multinomial treatment indicators are also not well developed for nonlinear models in general. We specify the model with a latent factor structure that allows for idiosyncratic influences on treatment choice to affect outcomes, thus enabling us to make a distinction between selection on unobservables and selection on observables. The multinomial treatment variable is assumed to have a multinomial logit structure, and the outcome is assumed to follow a negative binomial distribution conditional on treatment. We use a negative binomial distribution to accommodate overdispersion, which is a typical feature of count outcomes.
In this context, introducing latent factors into the equations for treatment and outcome has two main advantages over other ways of generating correlated errors. First, the appropriately normalized latent factors have a natural interpretation as proxies for unobserved covariates since they enter into the equations in the same way as observed covariates, and the associated factor loadings can be interpreted in much the same way as coefficients on observed covariates can. Second, the latent factors can be used generally to combine conditional and marginal distributions to generate joint distributions despite the fact that these joint distributions typically do not have a closed-form representation. Thus if you wanted to use distributions other than the multinomial logit c 2006 StataCorp LP st0105 P. Deb and P. K. Trivedi 247 and/or the negative binomial, the same structure and principles would apply. A potential disadvantage is that correlation between endogenous variables induced by latent factors is subject to an upper bound less than one.
We (forthcoming) develop such a model in which the multinomial treatment variable arises from the choice of type of health insurance plan and the outcome measures medical care usage, e.g., number of visits to the doctor and number of hospital stays. We (2005) and Deb et al. (forthcoming) describe other applications of this model. Lee (1983) proposed a two-step method for a model with multinomial treatment and outcome with exponential mean, which is an alternative, computationally simpler approach, but at the cost of inefficiency. Also, whereas the latent factor approach can easily be adapted to models with alternative statistical structures for treatment and outcome, Lee's approach requires that the formulas be worked out case by case. This paper is organized as follows. In section 2, we describe the simultaneousequations model and the estimation methods. Section 3 describes the syntax for the command mtreatnb. We describe an empirical example in section 4 and provide some computational guidance based on our experience in section 5.
Methods

Model specification
Each individual i chooses one treatment from a set of three or more choices, which typically includes a control group, implying a multinomial choice model. Let EV * ij denote the indirect utility that we would obtain by selecting the jth treatment, j = 0, 1, 2, . . . , J and
where z i denotes exogenous covariates with associated parameters α j and η ij , which are independently and identically distributed error terms. Also EV * ij includes a latent factor l ij that incorporates unobserved characteristics common to individual i's treatment choice and outcome. The l ij are assumed to be independent of η ij . Without loss of generality, let j = 0 denote the control group and EV * i0 = 0. Let d j be binary variables representing the observed treatment choice and
. Then the probability of treatment can be represented as
where g is an appropriate multinomial probability distribution. Specifically, we assume that g has a mixed multinomial logit (MMNL) structure, defined as
Maximum simulated likelihood estimation
The outcome is a count variable; i.e., y i = 0, 1, 2, . . . . The expected outcome equation for individual i, i = 1, . . . , N, is formulated as
where x i is a set of exogenous covariates with associated parameter vectors β and γ j denoting the treatment effects relative to the control. E(y i |d i , x i , l i ) is a function of each of the latent factors l ij ; i.e., the outcome is affected by unobserved characteristics that also affect selection into treatment. When λ j , the factor-loading parameter, is positive (negative), treatment and outcome are positively (negatively) correlated through unobserved characteristics; i.e., there is positive (negative) selection, with γ and λ the associated parameter vectors, respectively.
We assume that f is the negative binomial-2 density,
As in the standard multinomial logit model, the parameters in the MMNL are identified only up to a scale. Therefore, a normalization for the scale of the latent factors without loss of generality is required. We assume δ j = 1 for each j but allow the user to change this constant in mtreatnb. Also, although the model is identified when z i = x i , including some variables in z i that are not included in x i is usually preferable; i.e., identification via exclusion restrictions is the preferred approach.
Estimation
The joint distribution of treatment and outcome variables, conditional on the common latent factors, can be written as the product of the marginal density of treatment and the conditional density of
The problem in estimation arises because the l ij are unknown. We assume that the l ij are independently and identically distributed draws from the standard normal distribution so their joint distribution h can be integrated out of the joint density; i.e.,
The main computational problem, given suitable specifications for f , g, and h j , is that the integral (1) does not have, in general, a closed-form solution. But this difficulty can be addressed by using simulation-based estimation (Gouriéroux and Monfont 1996) by noting that
wherel is is the sth draw (from a total of S draws) of a pseudorandom number from the density h. The simulated log-likelihood function for the data is given by
Provided that S is sufficiently large, maximization of the simulated log likelihood is equivalent to maximizing the log likelihood.
We have found that standard simulation methods produce extremely slow convergence of the simulated likelihood function. Therefore, we adapt an acceleration technique that uses quasirandom draws based on Halton sequences described in Bhat (2001) and Train (2003) . Gates (2006) describes an implementation in Mata. Halton sequences have two desirable properties vis-à-vis pseudorandom draws. First, they are designed to give more even coverage over the domain of the mixing distribution. Second, the simulated probabilities are negatively correlated over observations. This negative correlation reduces the variance in the simulated likelihood function. Under suitable regularity conditions, the integration error using pseudorandom sequences is in the order of N −1 compared with pseudorandom sequences where the convergence rate is N −1/2 (Bhat 2001). A discussion of our experience with different choices of S is given in section 5.
We recommend that the covariance of the MSL estimates be obtained by using the robust sandwich formula; i.e., we recommend using the robust option. The sandwich formula appropriately accounts for uncertainty due to simulation chatter for finite S ( 
Options
mtreatment(depvar mt indepvars mt) specifies the variables for the multinomial treatment equation. depvar mt must have more than two and less than 10 categories. This option is an integral part of specifying the treatment-effects model and is required.
simulationdraws(#) specifies the number of simulation draws per observation and is required. These draws are based on Halton sequences.
basecategory(# or string) is the value or label of depvar that will be the base category in the multinomial treatment equations.
prefix(string) lets you choose a prefix other than I for the indicator variables created from the multinomial treatment variable. The default is a set of indicator variables starting with I. When you use mtreatnb, it drops all previously created indicator variables starting with the prefix specified in the prefix() option or with I by default.
robust uses the robust or sandwich estimator of variance. The default is the traditional calculation based on the information matrix.
cluster(varname) adjusts standard errors for intragroup correlation.
scale(#) lets you choose the standard deviation of the normally distributed quasirandom variables. The default is scale(1).
startpoint(#) lets you choose the starting point in the Halton sequence from which the quasirandom variates are generated. The default is startpoint(20 As in the multinomial logit model, there is one equation for each treatment relative to the control (base). The results show that firmsize, which is one of the variables excluded from the outcome equation, is significant in both treatment equations. Individuals who work in larger firms are more likely to choose OMC plans than FFS plans and HMO plans relative to FFS plans. Also individuals who work in government jobs are significantly less likely to choose OMC plans than FFS plans. On the other hand, health status is not a significant determinant of plan choice. The parameter estimates of the outcome equation can be interpreted in the same fashion as those from a negative binomial regression. The results show significant treatment effects (as read off the coefficients on Iomc and Ihmo). Because the conditional mean for the outcome is exponential, parameter estimates can be interpreted directly in percent changes in the mean outcome. Therefore, individuals in OMC plans have 96% more visits than those in FFS plans, whereas those in HMOs have 49% more visits than those in FFS plans. There is also significant evidence of selection on unobservables. The coefficients on the latent factors, /lambda omc and /lambda hmo, are both negative, suggesting that individuals who are more likely to choose either type of managed-care plan relative to FFS, on the basis of their unobserved characteristics, visit the doctor less often. Other individual characteristics are also statistically significant in the outcome equation.
It is also often useful to construct the likelihood-ratio test for exogeneity of treatment, which is a test for the joint hypothesis that the λs are equal to zero; i.e., /lambda omc = 0 and /lambda hmo = 0. The constrained log likelihood can be calculated as the sum of the log-likelihood values of the MMNL and the negative binomial regressions. This log likelihood, and that of the unconstrained model, is available via ereturn. Stata's lrtest is not appropriate for the likelihood-ratio test. In general, the likelihood-ratio statistic for exogeneity follows a χ 2 (q) distribution, where q is the number of λ parameters or, equivalently, the number of treatment equations. In our application, q = 2.
. *** likelihood-ratio test of exogeneity *** . scalar LR = 2*(e(ll) -e(ll_exog)) . scalar p = 1-chi2(2,LR)
. display LR 439.06408 . display p 0
The result shows that the null hypothesis of exogeneity is overwhelmingly rejected.
Using mtreatnb: More remarks
Estimation using MSL is computationally intensive. Iteration times in mtreatnb increase linearly in the number of simulation draws and multiplicatively in the number of equations. The algorithm is relatively insensitive to the number of covariates, assuming that they are numerically well behaved. Estimation of the model described above took 22 minutes on a PC with an Intel Pentium 1.8-GHz processor and 512 MB of RAM.
The literature indicates that S should increase faster than √ N, but this assertion does not give explicit guidance in choosing S. In practice, a small number of draws (often 50-100) works well for models such as the mixed multinomial logit and multinomial probit. However, our experience with models with endogenous regressors is that many more draws are required for similar precision (typically one order of magnitude more draws). Except for syntax checking and perhaps preliminary trial runs, we recommend using as large an S as appears computationally reasonable.
In principle, the parameters of the model are identified even if the regressors in the treatment equations are identical to those used in the outcome equation. In practice, however, we recommend using exclusion restrictions; i.e., include regressors in the treatment equations that do not enter the outcome equation.
In the default mtreatnb setup, an MMNL model and a negative binomial regression (using nbreg), which assumes exogenous treatment, are fitted first. Parameter estimates from these models along with zeros for the λ parameters are used as starting values. As a by-product, the sum of the two maximized log likelihoods is available via ereturn. Also, although we have found this setup to be generally reliable, users may sometimes wish to specify their own starting values for λs or for the entire parameter vector. When the user specifies the entire parameter vector, the preliminary models are not fitted and ereturn produces a missing value for the log likelihood under exogeneity.
Finally, although the standard deviation of the distribution of each of the latent factors is set equal to one by default for a scale normalization, there may be occasions when it may need to be decreased using the scale option. Such situations will occur when the overdispersion parameter α is very close to zero, i.e., when there is no overdispersion conditional on the latent factors. In such situations, the maximization algorithm may take a long time to converge. Because overdispersion in the unconditional negative binomial process is a function of α, the dispersion of the distributions of the latent factors and the magnitudes of the factor-loading parameters |λ|, decreasing the dispersion of the distributions of the latent factors will typically resolve the issue. A corollary of this issue is that mtreatnb may not work well if the outcome variable is not significantly overdispersed.
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