



ELSEVIER Journal of Computational nd Applied Mathematics 67 (1996) 185-189 
Letter Section 
On global superconvergence of iterated collocation solutions to 
linear second-kind Volterra integral equations 
Hermann Brunner  a'*, N ingning Yan b 
a Department of Mathematics and Statistics, Memorial University of Newfoundland, St. John's, Nfld, Canada A 1C 5S7 
b lnstitute of Systems Science, Academia Sinica, Be(jing 100080, People "s Republic of China 
Received 5 September 1995; revised 4 December 1995 
Abstract 
It is well known that, in contrast to Fredholm integral equations, iterated collocation solutions (based on collocation 
at the Gauss points) to Volterra integral equations of the second kind exhibit optimal discrete superconvergence only at 
the mesh points. Here, we show that some degree of global superconvergence is possible on the entire interval. 
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1. Introduction 
Assume that the solution y of the Volterra integral equation 
fo y( t )=O(t )+ K(t,s)y(s)ds, t e I '=  [0,1], (1.1) 
where 0:I -* ~, K :S  ---, ~ (S:= {(t,s):O ~< s ~< t ~< 1}) are, respectively, in ce(I) and Cd(S) for some 
d >t 0, is approximated by an element u of the (discontinuous) piecewise polynomial space 
s~\l{(uN): ={u: I  ~ ~,  ul~. • ~m-1 (n = o, 1, ... ,S  - 1)}. 
Here, HN:0 = to < tl < ... < tN = 1 is a partition (mesh) for I; an:= (tn,tn+~) (n = 1 . . . .  ,N  --1), 
go : = I-to, t~]; re,,- 1 denotes the set of (real) polynomials of degree not exceeding m - 1. We set 
hn :=  tn+ 1 -- tn, h:= max(n) {hn}. 
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This approximation u is determined by the collocation equation 
u(t) = g(t) + fo K(t, s)u(s) ds, t XN, (1.2) 
with the set XN of collocation points given by 
XN:= {t = t, + cih,: 0 <<, cl < "'" < c,, <~ 1 (n = 0 . . . . .  N -  1)}. (1.3) 
For a fixed mesh HN this set is completely determined by the given collocation parameters {ci}. 
The iterated collocation solution, uit, corresponding to the above collocation solution u (which is 
unique for all sufficiently small h > 0) is defined by 
+ f l  K(t,s)u(s) ds, t ~ I. (1.4) u i t ( t )  : = g(t) 
It is well known (see, for example, [1-4]) that if the collocation parameters {c~} in (1.3) are the 
Gauss(-Legendre) points, i.e., the zeros of the shifted Legendre polynomial Pm(2S- 1), and if 
d = 2m, then 
max [y(t,) - u~t(t,)l ~< Ch 2m, (1.5) 
l <~n<~N 
while the collocation solution u itself satisfies only 
max [y(t,) - u(t,)l ~< Chm and [lY - u[l~ ~< Ch m. (1.6) 
l <<.n<<.N 
Note that the (optimal) superconvergence property (1.5) holds only at the points of the mesh IIN, in 
marked contrast o Fredholm integral equations of the second kind where it is true globally on I: 
[]y - -  Uit[[oo ~ Ch 2m 
(compare, e.g., [5-7]). 
It is the aim of this note to show that for the Volterra equation (1.1) a slight improvement over 
the global estimate in (1.6) can be achieved for ui,. 
2. Global superconvergence for uit 
Theorem 2.1. Assume that y and K in (1.1) are sufficiently smooth (d >>. m + 1) on their respective 
¢~- 1) (I-IN). I f  domains I and S. Let the mesh diameter h > 0 be such that (1.2) has a unique solution u ~ ,,,,_1
uit is the iterated collocation solution (1.4) based on the collocation solution u, and if the {ci} in (1.3) are 
the m Gauss points in (0, 1), then 
[]y - -  Uit[[ ~ ~ Ch m+~ (2.1) 
Proof. Let R(t, s) denote the resolvent kernel associated with the given kernel K(t, s) in (1.1), and let 
eit := y - uit be the error corresponding to the iterated collocation solution u,. Moreover, set 
J(t):= e(t) -- f~ K(t,s)e(s) ds, t e I, 
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where e := y - u is the collocation error. (Since we have 
~(t) = - u(t) + g(t) + f~ K(t, s) u(s) ds, 
is often referred to as the defect, or residual, of the collocation solution u.) It follows from the 
approximation power of the spline space S~\1~ (FIN) that we have ]]bll~ ~< Chin. 
Using the well-known resolvent equation (or Fredholm identity; see [4]) 
fs R( t , s )=K( t , s )+ R(t,r)K(z,s)d~, (t,s) eS ,  
it is easy to show (compare also [2, 4]) that the iterated collocation error may be expressed in terms 
of the resolvent kernel of (1.1) and the defect 3: 
eit(t) = fo R(t, s) ~(s) ds, t e I. 
For any t ~ a, (0 ~< n <~ N - 1) we have 
e,(t) = R(t, s) ~(s) ds + R(t, s) (5(s) ds 
n 
= hi R(t, ti + shi) ~(ti + shi) ds + R(t, s) ~(s) ds. 
i=O 
By our assumptions on K and g in (1.1) the integrands are in C a on each subinterval [ti, ti+ 1] 
(0 ~< i ~< n). Thus, replacing the ith integral by the interpolatory m-point quadrature approxima- 
tion, with abscissas given by the collocation points, we obtain 
R(t, ti + shi)fi(tl + shi) ds = ~ weR(t, tl + c~hi)~(ti + c~hl) + Ei(t); 
(=1 
here, the resulting quadrature rrors Ei(t) satisfy 
IEi(t)[ ~< Ch a (d >~ m + 1). 
Since we have 6lx, = 0, the above equation reduces to 
f~ R(t, ti + shi) 6(tl + shl) = Ei(t) (t ~ a.). ds 
Also, for t e a, we have the estimate 
; I e(t,s)~(s)ds <~ CIl~ll~'(t - t,) <<. Ch'~.h. <~ Ch m+l. n 
The result (2.1) of Theorem 2.1 now follows by observing that "- 1 F~i=ohi~<l fo rn~<N.  [] 
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Remarks. (1) Although the Gauss points are the most frequently used collocation points (since 
they yield optimal discrete superconvergence on HN; cf. (1.5)), the above proof clearly shows that 
the global superconvergence result (2.1) remains true for other choices of the {cl}, e.g., the Radau 
points, as long as they satisfy 
se I] ( s -c i )  ds=O (f =O, . . . , k -1 )  
i=1 
for some k with 1 ~< k ~< m. (For the Gauss points we have k = m.) 
(2) In most numerical applications the integrals occurring in (1.2) and (1.4) cannot be found 
analytically but will have to be approximated by suitable numerical quadrature processes. If the 
quadrature approximations on the subintervals I-tl, t~+l] are obtained by using interpolatory 
m-point quadrature with abscissas given by the collocation points in [ti, t~+ 1], then the global 
superconvergence result of Theorem 2.1 remains true for the resulting "discretized" iterated 
collocation solution. This can be verified by adapting the perturbation argument used in [2], [4, 
pp. 271-273]. We leave the details to the reader. 
3. Numerical illustration 
We use the renewal-type integral equation 
y(t) = g(t) + f (t - s)y(s) ds, t ~ [0,1], (3.1) 
to give a numerical illustration for the foregoing analysis. The function g was chosen so that the 
analytical solution of (3.1) is 
y(t) = 7t exp (1 - ~0, 
with y denoting a given (real) parameter. 
The solution of (3.1) is approximated in the space S~-I~(IIN) (m = 2), with the Gauss points 
cl = (3 - v/3)/6, c2 = (3 + x/~)/6 as the collocation parameters. 
The results in Table 1 (corresponding to ~, = - 1) clearly confirm the orders in (1.6), (1.5) and 
(2.1): while 
IlY - ull~ ~ Ch 2 and max fy(tn) - uit(tn)l ~< Ch 4, 
(n) 
the global convergence order for uit lies between the global order p = m = 2 for u and the discrete 
(optimal) order p* = 2m = 4 for uit (tn). 
The last column of Table 1 contains the values of the quotients 
q := max leit(t~)l/lleit[l~ 
(n) 
(confirming the faster convergence of uit at the mesh points). The values of lleitll~ (and Ilell®) were 
obtained by computing the maximum of le(t)l and leit (t)l on suitable refinements of the given meshes 
//,v- 
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Table 1 
Comparison of global and discrete rrors ((3.1) with y = - 1) 
N Ilell~ max(.) leit(t.)l Heitll ~ q 
2 2.07"10 -3 6.22"10 -6 8.25"10 -6 0.754 
4 6.73"10 -4 4.24-10 -7 8.38"10 -7 0.506 
8 1.91'10 -4 2.69"10 -8 6.49.10 -8 0.414 
16 5.10'10 -5 1.66-10 -9 4.51"10 -9 0.368 
128 1.12"10 -4 3.03'10 -11 1.84'10 -1° 0.165 
256 2.81"10 -5 9.66'10 -13 1.24-10 -11 0.078 
189 
(p = m = 2) (19" = 2m = 4) (p* = m + 1 = 3) (0.000) 
However, we also observed that for certain equations, e.g., for (3.1) with ~ > 0 (e.g., 7 = 10), the 
values of max,.)lei,(t.)l and Ileitll~ were essentially identical, even for fairly large step sizes h. Thus, 
Theorem 2.1 appears to reflect the "worst-case scenario" (at least for the case m = 2); in many 
instances the order of [leit[l~ is indistinguishable from the optimal (discrete) order in (1.5). 
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