Abstract
Introduction

8
Fractional calculus has attracted considerable attention over the last decades, partly due to the versatility 9 of fractional-order tools to model biological [25, 31] , biomedical [22] , financial [22] as well as mechanical and 10 structural engineering applications. In mechanics, fractional derivatives are used to model viscoelastic devices [14] , nonstationary loading [6] slightly nonlinear systems [16] or multi degree-of-freedom structures [13, 5] . The 48 problem considered in this paper is just a little extension of the method and further studies could combine 49 viscoelastic devices with slight nonlinearities or multiple degrees-of-freedom, for instance. 
Problem Formulation
51
The governing equation of motion of a linear single-degree-of-freedom system equipped with a viscoelastic 52 device reads 53 mÿ(t) + gD α y(t) + ky(t) = f (t) (1) where m is the mass, k is the stiffness, g is the fractional damping coefficient and D α is the Riemann-Liouville 54 fractional derivative operator defined as 
The fractional exponent α is assumed to be in the range [0, 1]. The two limiting cases correspond to a viscous 56 damping (α = 1) and to a stiffness term (α = 0). The stationary external forcing is specified through its power 57 spectral density function S f (ω) and is assumed to vary on a slow timescale, compared to the dynamics of the 58 structure. This condition is formalized in the sequel. In wind engineering, such a slow loading is typically 59 attributable to the buffeting loading for which several models exist [38] . For instance, one such model reads
where U and L respectively correspond to the mean wind velocity and the turbulence length scale. The ratio 61 U/L is a small characteristic frequency that is typical of buffeting excitations [37] . This power spectral density 62 model is used in the following illustrations. This is just an example; any other low-frequency excitation could 63 be used to illustrate the following developments. 
and by defining the dimensionless time τ and the scaled response x(τ ) as 68 τ = t t and x(τ ) = y(t τ ) y .
Noticing that D α y(t τ ) = y t −α D α x(τ ), the governing equation becomes where the prime symbol denotes derivatives with respect to τ , where
is the dimensionless fractional coefficient and where u(τ ) = f (τ t )/σ f is the unit-variance dimensionless external 71 forcing whose power spectral density is given by S u (Ω) = S f (Ω/t )/σ 2 f t as a function of the dimensionless
72
frequency Ω = 2π/τ (notice that this non-dimensionalization needs to be reviewed in case of white noise 73 loading, in that case, σ f can be replaced by S 
with β = U t /L 1 the dimensionless characteristic frequency of the turbulence velocity. Again, we repeat 76 this is just an example and any other loading characterized by power spectral densities whose frequency content 77 is centered on a small frequency β would perfectly fit the scope of this paper.
78
The Fourier transform of (6) reads
where C = cos απ 2 and S = sin απ 2 , so that the power spectral density of the response is given by
In this expression, we have defined the kernel (frequency response function) K(Ω) of this problem. It is illustrated 81 in Figure 1 for several values of α. It has some peculiarities: (i) the resonance peak located near Ω = ±1 in the 82 viscous case (α = 1) regularly moves to higher frequencies as α → 0, i.e. as the fractional derivative term tends 83 to correspond to a stiffness term. In the limiting case α = 0, the fractional derivative corresponds to a usual 84 stiffness term and the peak is located at abscissa Ω p = √ 1 + 2ξ 1 + ξ; (ii) the frequency response function in the area generated by the two limiting cases α = {0, 1} with α = 0 being the lower bound and α = 1 being 88 the upper bound; (iv) the coordinate at the origin is K(0) = 1 provided α = 0. As α → 0, a short boundary 89 layer, whose extent is of order α, develops in the neighborhood of the origin and creates the transition from the 90 upper bound K(0) = 1 to the lower bound K(Ω)
2 . For α → 0, the size of this transition zone tends to 91 zero; for α = 0, there is no transition anymore and K(0) = 1 (1+2ξ) 2 .
92
As a result of the fractional powers of Ω appearing in K(Ω), the response of the system, its variance, defined 
Instead of the numerical computation of this integral, one might be interested in an approximate closed form is introduced in order to rescale the range Ω = ord(β) to an order-one interval when ζ = ord(1). Using this scaling, the kernel is expressed as
An approximation of this exact kernel is necessary to establish a closed-form expression of the background 141 component. Evoking the smallness of β 1, while the stretched coordinate ζ is of order 1, we can drop the 142 term β 2 ζ 2 in the first term of the denominator and approximate the exact kernel by
This is the frequency response function of a lowpass fractional filter [42] . This approximation is represented in it is seen to be locally accurate even when α = 0; furthermore it is bounded in the far field and has a more 148 or less simple analytical expression. Using this approximation, the background component of the response is 149 finally expressed as
For α 1 and ξ 1, this dimensionless background component is a small perturbation of 1 as a result of 151 our choices for the scaling of the problem. The integral in (16) requires numerical integration as soon as α = 1.
152
We notice however that this integral only depends on the loading parameters ξ and α and is independent of the 153 properties of the dynamical system. This integral could therefore be determined once and for all, for a given 154 loading S u (ω).
155
Nevertheless there are two alternative solutions to avoid the numerical computation of this integral. First,
156
the kernel might be approximated asK (Ω) 1 and the background component could be approximated as
This approximation is much simpler, consistent with viscous damping [15] but does not capture the rapid 158 decrease of the kernel for α 1 in the neighborhood of the origin. This is further discussed next. 
which yields
where
α dΩ is the α-fractional spectral moment of S u (Ω). Depending on the high-165 frequency behavior of the external forcing, its α-and 2α-fractional spectral moments might not be defined.
166
In case one of them (or even m u,0 = 1 , the first term in the expression) is unbounded, they should not be 167 included in the expression of the background component. This other approximation is interesting but has limited 168 applicability for this reason.
169
In the following section, we continue the derivation with the more accurate expression σ 
Resonant component
171
The remainder is obtained by subtracting this first approximation from the original function to integrate, 172 that is
The function to be integrated features two symmetrical peaks which will equally contribute the resonant part 174 of the response. They first need to be accurately localized, at least in terms of orders of magnitude. In a second 175 step, the local approximation will be derived.
176
Assuming that the power spectral density of the loading varies smoothly in the neighborhood of the peaks of the frequency response function of the system (located at ±Ω p ), the peaks in the response are located at the 178 same abscissa as the peaks in the kernel. The actual position of these peaks is then obtained by canceling the 179 first derivative of the denominator of the kernel K(Ω). It is therefore given by
Unfortunately, because of the fractional derivatives, this expression does not accept any explicit solution. In- 
and retaining the positive root, we obtain an explicit solution for Ω (2)
184
The Mac Laurin series expansion of that solution for ξ yields an explicit approximation of the position of the
185
peak Ω p Ω (2) that reads
The position of the peak is a perturbation of 1 (again, as a result of the scaling). The peak located in R − is 187 symmetrically located. For α 1, the fractional derivative resembles a viscous effect, C = cos Now that the position of the peak is determined, we can introduce a stretched coordinate η to focus on the 193 resonant contribution to the response. It is expected that the more accurate the localization of the peak, the 194 more accurate the final solution. However, to make the solution more accurate has a certain cost and it might 195 not be optimal to keep a second-order accurate solution in ξ. In this paper we will develop two solutions in 196 parallel: in the first one, we assume that the position of the peak is located at Ω p = 1 while, in the second, we 197 assume that the position of the peak is located at Ω p = 1 + Cξ, which is more accurate but results in longer 198 expressions, at least during the developments.
199
In the first case, the stretched coordinate η 1 is naturally chosen as
while in the latter, it is chosen as
With the first stretching, the factor in the parenthesis in (20) becomes after some simplifications
No matter the chosen approximation for the background component (σ dropped since it is composed of terms which are two to three orders of magnitude smaller than the first term.
204
Further considering that η 1 ξ 1, we can derive an approximation for the new kernel that reads
Notice that we could easily get rid of the fractional powers. This approximation is simple, locally accurate (for 206 η 1 = ord(1)) and bounded in the far field. Figure 5 shows a comparison of the exact integrand K(η 1 ) in the 207 remainder and this first approximation. The corresponding approximation of the remainder is
which is further simplified by assuming that S u [Ω (η 1 )] does not vary significantly in the neighborhood of 209 η 1 = ord(1), which yields 
Expanding the square and using the binomial theorem stating that (1 + )
.
(31) This expression of the kernel is still a little too long and might require further simplification. The denominator 224 of K(η 2 ) is a fourth order polynomial in η 2 , which yields four poles in the complex plane and the two peaks 225 located at Ω = ±Ω p on the real axis. A much better job is done by focusing on one peak at a time. To do so, we 226 are free to drop the degree of the polynomial from 4 to 2, by discarding all terms of the denominator involving 227 third and fourth powers of η 2 , and making sure only one peak on the real axis remains. This approach is similar 228 to what was done with the first stretching when simplifying (25) into (26); it is also deeply discussed in [15] .
229
After a bit of standard algebra and some simplifications, we finally obtain the local approximation . This difference should be manageable as long as both ξ and C remain small (compared to one);
235
it also highlights the limitations of the first approximation.
236
9 Figure 6 shows K(η 2 ) andK(η 2 ). As expected, with this second stretching, the peaks in the stretched coordinate system are almost centered on η 2 = 0 no matter the value of the fractional exponent α, while the 238 first stretching provides peaks centered on η 1 = 0 only as α → 1. Also, the integrand and the local approximation 239 are virtually superimposed in the range [−4, 4], which announces an accurate result.
240
Assuming again that the power spectral density of the loading does not significantly vary in the neighborhood
241
of Ω = Ω p , the corresponding approximation of the remainder is
where ρ = 4c 0 c 2 − c 2 1 = 4 (1 + 2ξC) S 2 + ord ξ 2 1/2 . Truncating again ρ to its leading order terms, and 243 multiplyingr 1 by 2 to take both peaks into account, the resonant contribution to the response finally reads
This approximation is slightly richer than (29) in the sense that (29) was not designed for α different from 245 1 (i.e. C different from 0), while (34) was designed to provide an approximation in the more general case.
246
Because (34) is not much more complicated than (29), it is naturally recommended to use (34) and consider 247σ 2
x,r as a (simpler) variant of the resonant contribution. The only major difference is that the algebra required 248 to establish (34) was a bit more involved. derivatives is given by
We have also derived two variants, one for the background and one for the resonant components. The variant 
257
Substituting back with the original variables of the problem
where ω 0 = 1/t = k/m is the natural circular frequency of the undamped system. 
Validation, illustrations and discussion
260
The accuracy of the proposed formulation will be assessed by comparison with the exact result. The exact 
while the approximation derived in [46] reads, with our notations,
First, we recognize that all three approximations have the same leading order behaviors in ξ and α, which are 
314
(35-36) should be preferred.
315
The game of stretching and rescaling that rules the multiple timescale spectral analysis offers more flexibility 
320
Extrapolating on these promising results, further works should extend to slightly nonlinear or multiple 321 degree-of-freedom structures.
