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Abstract
In analyses of spatially-referenced data, researchers often have one of two goals: to quantify
relationships between a response variable and covariates while accounting for residual spatial
dependence or to predict the value of a response variable at unobserved locations. In this sec-
ond case, when the response variable is categorical, prediction can be viewed as a classification
problem. Many classification methods either ignore response-variable/covariate relationships
and rely only on spatially proximate observations for classification, or they ignore spatial de-
pendence and use only the covariates for classification. The Bayesian spatial generalized linear
(mixed) model offers a tool to accommodate both spatial and covariate sources of information
in classification problems. In this paper, we formally define spatial classification rules based
on these models. We also take a close look at two of these models that have been proposed in
the literature, namely the probit versions of the spatial generalized linear model (SGLM) and
the Bayesian spatial generalized linear mixed model (SGLMM). We describe the implications
of the seemingly slight differences between these models for spatial classification and explore
the issue of robustness to model misspecification through a simulation study. We also provide
an overview of alternatives to the SGLM/SGLMM-based classifiers and illustrate the various
methods using satellite-derived land cover data from Southeast Asia.
Keywords: generalized linear model, land cover, mixed models, MCMC, probit regression
1 Introduction
Prediction of unobserved binary or categorical variables can be cast as a classification problem,
where a classification rule is used to assign an unobserved variable to a class, or category, based on
a collection of observed inputs (e.g., predictors or covariate information). A classification rule is
determined by a decision function, or a function of the inputs, which can be derived from either an
underlying statistical model (e.g., logistic regression and discriminant analysis) or an algorithmic
method such as support vector machines (SVM) and k-nearest neighbors (kNN) (see Hastie et al.,
2001, for an overview). In this paper, we consider the spatial classification problem. That is, we seek
to define classification rules to assign an unobserved variable associated with a spatial location (a
particular point in a continuously-indexed spatial domain or an area in a discretely-indexed spatial
domain) to one or more discrete classes. We refer to this spatial location as the focal location and
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the area surrounding it as the neighborhood of the focal location.
In classification problems involving spatially-referenced variables, often neighboring values of the
unobserved/unknown variable should be used as inputs to the decision function, along with other
inputs associated with the focal location and its neighbors. For example, binary or categorical
images derived from satellite remote sensing often contain unobserved locations (or, “pixels” in this
setting) due to errors in processing the raw data or measurement complications such as cloud cover.
In these situations, formal classification methods are needed to assign values to the unobserved
location so that the images can be used for various purposes in scientific investigations. While values
of inputs associated with the focal location (e.g., land cover) may contain valuable information,
knowledge of the class of neighboring locations may also be useful in classifying the focal location
correctly. As we will illustrate, classification rules that rely on neighboring observations can be
derived from the Bayesian spatial generalized linear and generalized linear mixed models (SGLMs
and SGLMMs, respectively).
Some spatial classification methods have been proposed in the literature, many of which were moti-
vated by remote sensing applications where the measured spectra serve as inputs/covariates. Unlike
the classifiers derived from SGLM/SGLMMs in which spatial proximity explains the patterning of
a categorical outcome after accounting for covariates (i.e., spatial dependence is in the ‘residuals’),
these alternative spatial classifiers take advantage of spatial dependence in the covariates associ-
ated with each location. For example, Switzer (1980) and Mardia (1984) build on the traditional
linear discriminant analysis by augmenting the covariates associated with the focal location with
the covariates of neighboring locations in determining classification rules. Building on this idea,
Sˇaltyte˙ Benth and Ducˇinskas (2005) and Batsidis and Zografos (2011) explicitly model the strength
of spatial dependence in the covariates to guide the selection of the spatial extent and weighting
of neighboring covariate values to be used in the classification rule. In cases where existing spatial
classification methods do make use of the class of neighboring locations (Klein and Press, 1992;
Press, 1996), the dependence is not directly modeled. Instead, the classes of neighboring locations
are used to select the spatial extent of neighboring covariate values that are used as inputs to the
classification rule. These final two methods, to our knowledge, are also the only existing Bayesian
spatial classifiers. These spatial approaches to classification have clear utility in remote sensing
applications when entire scenes (images) are completely unobserved and spectra (covariates) are
often strongly informative and exhibit strong spatial dependence. However, in cases where only
some pixel classes are missing, SGLM/SGLMM-based classifiers, which make direct use of both
neighboring class information and covariates, is desirable.
The primary goals of this paper are to formally define spatial binary classifiers based on the probit
versions of the SGLM and SGLMM and compare these two classifiers in terms of the complexity of
the underlying model and the robustness to misspecification of the underlying model. As we discuss
below, the probit SGLM and SGLMM have been used in the literature to model spatially-dependent
binary data. However, we are not aware of existing studies exploring model misspecification in the
classification/prediction setting and thus this discussion is the primary contribution of this paper.
The formalism we introduce to define spatial binary classifiers based on the SGLM/SGLMM allows
us to readily compare the performance of these methods to other spatial and non-spatial binary
classifiers, a secondary goal of the paper. We provide a comprehensive review of these alternative
methods in an appendix (Appendix A).
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2 SGLM and SGLMM Classifiers
2.1 Spatial Generalized Linear (Mixed) Models
Following the seminal work of Diggle et al. (1998), the generalized linear mixed model (GLMM)
has become the go-to framework for modeling spatially-dependent phenomena for which Gaussian
distributional assumptions are inappropriate. Through the introduction of spatially-dependent ran-
dom effects within a generalized linear model (McCullagh and Nelder, 1989), standard models for
both continuous and discretely-indexed Gaussian data (e.g., Gaussian processes, spatial autore-
gressive models) can be readily adapted to the non-Gaussian data situation. (See Paciorek, 2007,
for several examples, and Hughes and Haran, 2013, for a more recent approach to dimension re-
duction and alleviation of confounding in these models.) We review the SGLMM for dichotomous
spatial data below in order to make connections between specific models that have appeared in the
literature and to provide a framework for defining spatial classification methods.
Let Y = (Y1, . . . , Yn)
′ be an observable binary response variables associated with locations s =
(s1, . . . , sn)
′, which are a subset of either a continuous or discrete spatial domain. The standard
generalized linear model (GLM) is specified through three components: the random component,
the link function, and the systematic component. The SGLMM can be written using these compo-
nents as well. For the random component of the model, we assume that conditional on unknown
parameters β and ν, the Yi’s are independent and that
Yi|β,ν ∼ Bin(1, pi), (1)
where pi = P (Yi = 1|β,ν). For the link function, we let
g(pi) ≡ ηi, (2)
where generally we assume g(·) is a one-to-one, monotone, continuous, and differentiable function.
For binary response variables, common link functions are the logit and probit functions, g(pi) =
log (pi/(1− pi)) and g(pi) = Φ−1(pi), respectively, where Φ() is the standard normal cumulative
distribution function and Φ−1() denotes its inverse. Finally, the systematic component of the model
is
ηi = x
′
iβ + νi, (3)
where xi is an `× 1 vector of covariates measured at location si, β is an `× 1 vector of regression
coefficients, and ν = (ν1, . . . , νn)
′ is a spatial random effects vector with components associated
with each spatial location.
By definition, the inclusion of random effects in the systematic component of the model (3) makes
the model a GLMM. It also allows for the introduction of spatial dependence through the depen-
dence structure of ν. In particular, we take
ν|θ ∼ N (0,Σ(θ)), (4)
where 0 is an n×1 vector of zeros and Σ(θ) is the n×n spatial covariance matrix parameterized by
θ. (For example, the spatial covariance matrix could correspond to a Mate´rn covariance function
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or a spatial autoregressive model.) As Banerjee et al. (2004) point out, Σ(θ) would not have a
nugget, so that we can write
Σ(θ) = θ1K(θ2), (5)
where θ = (θ1,θ2)
′ and K(θ2) is an n×n spatial dependence matrix parameterized by θ2. Although
not always the case, θ1 is often taken to be the common variance parameter among the νis and K()
is a spatial correlation function.
The probit link function is often used in GLMs/GLMMs in the Bayesian setting since the well-known
latent-variable representation of the probit GLM facilitates model fitting via the Gibbs sampler
(Albert and Chib, 1993). This same latent variable representation also suggests an alternative
GLM for dichotomous spatial data (compared to the spatial GLMM described above) that has
been used in the literature, so we briefly review it here. Introducing a collection of latent variables
Z = (Z1, . . . , Zn)
′ associated with each spatial location, we take
Yi =
{
1, Zi ≥ 0,
0, Zi < 0
where
Zi = x
′
iβ + νi + i, (6)
i
iid∼ N (0, 1), and, as above, ν|θ ∼ N (0,Σ(θ)). We can see that this is simply an alternative
representation of the probit SGLMM described previously since
pi = P (Yi = 1|β,ν) = P (Zi ≥ 0|β,ν) = Φ(x′iβ + νi).
Notice, however, that
(ν + )|θ ∼ N (0,Σ∗(θ)), (7)
where Σ∗(θ) = I + Σ(θ) and I is the n-dimensional identity matrix. If Σ∗(θ) is equal to Σ(θ)
instead (i.e., dropping the identity matrix), we have a spatial GLM (SGLM) as opposed to an
SGLMM. That is, there are no random effects in the systematic component of the GLM since the
νis now take the place of the random component of the GLM in the latent variable representation
of the model. For this SGLM, we write
Zi = x
′
iβ + νi. (8)
With this specification, the pis are no longer found using the traditional inverse probit link function
(the independent standard normal distribution). Instead, the joint probabilities can be found using
the multivariate normal distribution.
Both the probit SGLMM and probit SGLM have been used in the literature. Following De Oliveira
(2000), Higgs and Hoeting (2010) and Berrett and Calder (2012) considered the SGLM, which is
sometimes referred to as a clipped Gaussian process. More recent work by Schliep and Hoeting
(2013) makes use of the SGLMM for the ordered-category response variable case. Given that
both models are used in the literature, we briefly discuss the implications of their seemingly slight
differences. Comparing the probit SGLMM and SGLM described above, we note that while the
Yis are conditionally independent under the SGLMM since the dependence is introduced through
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the dependence structure of the latent νis (1), the Yis are not conditionally independent in the
SGLM. To see this, consider the conditional likelihood function, L(β,ν) = P (Y = y|β,ν), for the
SGLMM, which can be factored into n components:
L(β,ν) =
n∏
i=1
(
Φ(x′iβ + νi) I(yi = 1) + (1− Φ(x′iβ + νi)) I(yi = 0)
)
=
n∏
i=1
∫
Ai
φ(zi; x
′
iβ + νi, 1) dzi,
where φ(·;m, v2) is the density function of the univariate normal distribution with mean m and
variance v2 and
Ai =
{
(−∞, 0), if yi = 0,
[0,∞), if yi = 1.
For the spatial GLM where there are no random effects in the systematic component of the model,
the likelihood, L(β,θ) = P (Y = y|β,θ), is the integral over a multivariate normal distribution:
P (Y = y|β,θ) =
∫
A
φn(Z; Xβ,Σ(θ))dZ,
where φn(·,m,V) is the density function of the n-dimensional multivariate normal distribution
with mean m and covariance V,
X =
x
′
1
...
x′n
 ,
and A = A1 × · · · × An.
Since the primary focus of this paper is spatial classification and model comparison, we defer
discussion of model fitting to Appendix B.1. However, we mention here recent approaches by
Hughes and Haran (2013) and Hanks et al. (2015) to fitting a low-rank SGLMM for areal and
geostatistical data, respectively, in the presence of spatial confounding. It is well-known that when
covariates are spatially dependent that coefficient estimates can be biased and variances inflated
(e.g., Reich et al., 2006; Hughes and Haran, 2013; Hanks et al., 2015). However, the impact of
spatial confounding on prediction of the response variable has not been explored. While examining
this more fully is beyond the scope of this paper, we do compare the SGLM- and SGLMM-based
classifiers’ performance when the covariates are spatially dependent in Section 3.2.2. We discuss
the Hughes and Haran (2013) parameterization of the SGLMM more fully in Appendix B.2 and
make use of their approach as an additional SGLMM classifier in Section 4.
While the probit SGLMM and SGLM described above are nearly identical – they differ only in terms
of the inclusion of a identity matrix component in the model for Σ∗(θ) – it is not immediately clear
how the models compare in terms of their predictive performance. The difference between the
models is reminiscent of a nugget effect, which is frequently used in geostatistical models and its
inclusion is known to influence both point predictions and corresponding uncertainty statements.
Before conducting a comparison of the two models, we first describe how these models can be used
to define spatial classifiers.
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2.2 Model-Based Classification
In a modeling framework, imputing unknown response variables is often viewed as a prediction
problem. In the case where the unknown variable is categorical, imputation is often viewed as a
classification problem and many model-based and algorithmic classification methods exist. To bet-
ter relate the prediction methods from the SGLMM and SGLM to the other classification methods
and to define a common classification rule among the various methods, we describe and build on
the traditional classification problem to define decision functions for the SGLM and SGLMM.
2.2.1 The Classification Problem
In the canonical classification problem, we have a collection of paired observations {(yi,xi); i =
1, . . . , n}, where yi is the observed value of a binary response variable Yi and xi is an `×1 vector of
covariates used as inputs in determining decision function boundaries for the classes. The binary
response variable is an indicator identifying the class to which the set of observed inputs belong.
Although many classification methods can be generalized to the multi-category/class setting, we
restrict our description of these methods to the binary setting in which there are two classes,
C0 and C1, where Cj represents the class of observations where Y = j. Of the observations
{(Yi,xi); i = 1, . . . , n}, n0 fall into class C0 and n1 fall into class C1, and n0 + n1 = n.
A classification method defines a decision function δ(ω), where ω is the set of applicable inputs,
model parameters, and in the spatial setting, surrounding observations. Based on this decision
function, we can define a classification rule for an unobserved Y that we denote generically by
Y 0 with corresponding covariate information x0. As described in Hastie et al. (2001), the Bayes
classifier for a 0-1 loss function is
y0pred = arg max
j
P (Cj |ω), (9)
where P (Cj |ω) = pj(ω) is the conditional probability of class Cj given the inputs ω. In other
words, the optimal classification of Y 0 is the most likely class given ω. In the two-category case,
we can rewrite (9) as
y0pred =
{
1, if δ(ω) > 1
0, otherwise
. (10)
for δ(ω) = p1(ω)/p0(ω).
For model-based classification, the conditional probabilities (and, hence decision functions) depend
on unknown parameters denoted by ξ, which must be estimated from the observed data. We
write ωξ to explicitly capture the inclusion of the parameters in the collection of inputs. In a
frequentist setting, the unknown parameters, ξ, are often set equal to the maximum likelihood
estimates (MLE), so that
pˆj(ω) ≡ pj(ωξˆ),
where ξˆ is the MLE of ξ. We refer to the classification rule given by (10) with δ(ω) set equal to
δˆ(ω) = pˆ1(ω)/pˆ0(ω) as the maximum likelihood classifier. Alternatively, there are two Bayesian
estimation approaches we consider. First, we can set ξ equal to its posterior mean,
p˜j(ω) ≡ pj(ωξ˜),
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where ξ˜ = E[ξ|y]. In this case, the classification rule is given by (10) with δ(ω) replaced by
δ˜(ω) = p˜1(ω)/p˜0(ω). This classification rule can be viewed as the Bayesian analog of the maximum
likelihood classifier, and we refer to it as the posterior mean classifier. An alternative Bayesian
approach is to marginalize over the posterior distribution of ξ and take
p¯j(ω) ≡
∫
Ξ
pj(ωξ)pi(ξ|y)dξ, (11)
where pi(ξ|y) is the posterior distribution of ξ given y defined on the parameter space Ξ. As before,
we let δ¯(ω) = p¯1(ω)/p¯0(ω) replace δ(ω) in (10) and refer to the resulting classification rule as the
posterior predictive classifier.
In practice, we evaluate the integral in (11) via Monte Carlo integration. For example, for
the Bayesian non-spatial GLM, we approximate p¯1(ω) by drawing a realization of Y
0[t] ∼
Bernoulli(p1(x
0,β[t])) for t = 1, . . . , T and setting p¯1(ω) =
∑T
t=1 I(Y
0[t] = 1)/T , where β[t] are
the draws from the posterior distribution of β, and T is the number of draws from the posterior
distribution. In the following subsections, our focus is on defining decision functions as it pro-
vides a unifying framework for both the model-based classifiers discussed below and the alternative
classifiers discussed in Appendix A.
2.2.2 Spatial Classification
While the decision functions based on the non-spatial GLM’s rely only on covariates and regres-
sion coefficients (see Appendix A.1 for details), for the spatial case, the decision function δ(ω)
also depends on the categories of the surrounding observations. Because of this dependence, it is
necessary to define a joint distribution for the latent variables introduced in equation (6) for both
the observations and the focal location. Note that we generally define the same decision functions
for the probit SGLMM and SGLM, since marginally, these models only differ in the definition of
Σ∗(θ) in (7).
Let Z0 = (Z0,Z′)′ be the (n+ 1)× 1 vector of latent variables, where Z0 is the latent variable for
the unobserved location and Z is the n × 1 vector of latent variables for the observations. Then,
combining equations (6) and (7),
Z0 ∼ N (X0β,Σ∗0(θ)) , (12)
where X0 = (x0,X′)′,
Σ∗0 =
[
σ0(θ) σ(θ)′
σ(θ) Σ∗(θ)
]
,
σ0(θ) is the variance of Z0, and σ(θ) is the n× 1 vector representing the covariance of Z0 and Z.
It follows that the distribution for the latent variable at an unobserved location is
Z0|x0,X,β,θ,Z ∼ N (µZ0 , σZ0)
where
µZ0 = x
0′β + σ(θ)′ (Σ∗(θ))−1 (Z−X′β), (13)
σ2Z0 = σ
0(θ)− σ(θ)′ (Σ∗(θ))−1 σ(θ). (14)
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We can easily include sampling from this distribution in the first step of the MCMC algorithm so
that we can obtain draws from the posterior distribution of Z0. In this spatially-dependent case,
ω = (x0,X,β,θ,Z) and
p1(ω) ≡ p1(x0,X,β,θ,Z)
= P (Z0 > 0|x0,X,β,θ,Z)
= Φ
 µZ0√
σ2
Z0
 .
Thus, the decision function at x0 is
δSGLM (ω) ≡ δSGLM (x0,X,β,θ,Z) = P (Z
0 > 0|β,θ,Z)
1− P (Z0 > 0|β,θ,Z) =
Φ
(
µZ0/
√
σ2
Z0
)
1− Φ
(
µZ0/
√
σ2
Z0
) .
3 Comparison of the SGLM and SGLMM Classifiers
3.1 A Unified Model and Illustrative Comparisons
To facilitate comparison of the SGLM and SGLMM classifiers, we consider the following represen-
tation of Σ∗(θ) in (7) of the SGLMM. Recall that Σ∗(θ) = I + Σ(θ) = I + θ1K(θ2). As discussed
in Appendix B.1, we can augment the parameter space with an additional non-identifiable multi-
plicative factor on Σ∗(θ). This additional parameter facilitates MCMC mixing and allows us to
consider a continuum of models indexed by a parameter κ. Specifically, we write
Σ∗(θ) = γ2((1− κ)I + κΣ(θ)), (15)
where γ2 is a non-identifiable “working” parameter and κ ∈ [0, 1] is the proportion of the marginal
variance associated with the spatially-dependent variance component. In other words, κγ2 = θ1.
The SGLM can now readily be viewed as a special case of the SGLMM. Using this parameterization,
as κ→ 1, the SGLMM becomes the SGLM and, as κ→ 0, the SGLMM becomes the independent
probit model.
Although the SGLM and SGLMM are similar, data generated from these models can differ sub-
stantially in terms of the spatial structure. For example, Figure 1 shows data sets generated
under different SGLMMs, where for a fixed value of θ2 the data generated vary from completely
independent to maximally spatially dependent (SGLM).
For spatially-dependent binary variables, we expect neighboring observations to belong to the same
class and wish to exploit this feature for improved classification. To examine how the SGLM and
SGLMM classifiers allow for this property, we provide two illustrations. For both illustrations,
we consider the SGLMM with Σ∗(θ) given by (15) and let K(θ2) be defined by a conditionally
autoregressive (CAR) spatial dependence structure (Banerjee et al., 2004) parameterized by ρ.
That is, K(θ2) = (I − ρW)−1, where θ2 = ρ and W is a fixed, row-standardized n × n spatial
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κ = 0 κ = 0.25 κ = 0.5 κ = 0.75 κ = 1
Figure 1: Examples of binary data generated from the SGLM/SGLMM, where each data set is
generated using a constant zero mean and varying levels of dependence. The left is generated from
the least spatially dependent model (i.e., independent probit) and the far right is generated from
the most spatially dependent model (SGLM).
neighborhood matrix. In the first illustration where n = 2,
W =
[
0 1
1 0
]
.
First, consider the simple case where n = 2 so that we have observable binary variables Y1 and Y2
and focus on the event that both observations are from the same class (i.e., {Y1 = 1, Y2 = 1} or
{Y1 = 0, Y2 = 0}). The probability of this event can be obtained from the joint distribution of the
latent variables Z1 and Z2. The plot on the left in Figure 2 corresponds to the case when Z1 and Z2
are assumed to be conditionally independent given the values of other model parameters; this is the
same as the standard independent probit regression model (κ = 0). The orange circle represents the
95 percent ellipse of the joint probability distribution (i.e., the volume under the joint probability
distribution is 0.95), which in this case is the circular bivariate normal distribution. The center
of this ellipse is marked by the orange point. Note that the dark orange and light orange shaded
areas within this ellipse represent P ({Y1 = 1, Y2 = 1}) and P ({Y1 = 0, Y2 = 0}), respectively, again
assuming other model parameters are fixed. This shaded ellipse is included in the remaining plots
in Figure 2 to aid in making comparisons. The other images depict the same probabilities under
different values of κ for a fixed ρ. These plots illustrate how as κ increases, so do the probabilities
of P ({Y1 = 1, Y2 = 1}) and P ({Y1 = 0, Y2 = 0}), even though the “spatial dependence parameter,”
ρ, is fixed. Therefore, for values of 0 < κ < 1, the strength of spatial dependence (i.e., probability
of neighbors belonging to the same class) in the SGLMM does not simply depend on the value of
ρ.
In the second illustration, n = 3 and
W =
 0 1 00.5 0 0.5
0 1 0
 ,
so that the location of Y2 is a neighbor to the locations of Y1 and Y3, but these two remaining
locations are not neighbors of each other. Again we are interested in the probability that these
observations are the same: P ({Y1 = 0, Y2 = 0, Y3 = 0}) and P ({Y1 = 1, Y2 = 1, Y3 = 1}). For
9
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Figure 2: Examples of 95 percent probability ellipses for two latent variables, Z1 and Z2, for the
SGLM/SGLMM. The shaded areas represent the probability of Y1 and Y2 being in the same class.
shorthand, we represent this “sameness probability” by P ({Y1 = Y2 = Y3}). The solid lines in
Figure 3 show the value of this sameness probability for different combinations of ρ and κ when
all other model parameters fixed. As expected, for larger values of ρ and κ, P ({Y1 = Y2 = Y3})
increases. Notice, however, that there are several values of (ρ, κ) that result in equal values of
P ({Y1 = Y2 = Y3}). In fact, Figure 3 shows that (0.935, 0.25), (0.866, 0.5), (0.790, 0.75), (0.707,
1) all result in P ({Y1 = Y2 = Y3}) = 0.5.
Now consider the probability that Y3 is different than Y1 and Y2: P ({Y1 = Y2 6= Y3}) = P ({Y1 =
0, Y2 = 0, Y3 = 1}) + P ({Y1 = 1, Y2 = 1, Y3 = 0}). The dotted lines in Figure 3 represent
these probabilities for different values of ρ and κ, again with the other model parameters fixed.
Although the above combinations of (ρ, κ) values resulted in equal values of P ({Y1 = Y2 = Y3}),
they do not result in the equal values of P ({Y1 = Y2 6= Y3}). As shown by the points in Figure
3, the values of P ({Y1 = Y2 6= Y3}) are close, but not equal. This suggests that these models,
and consequently classification rules derived from them, are robust to misspecification; that is,
if the data were generated under the SGLMM/SGLM, the incorrect model can correct for the
model misspecification through adjusting values of ρ and/or κ. To explore this in a more realistic
setting where n > 3, in the following subsection we conduct a simulation study and compare the
classifications for the SGLMM/SGLM under model misspecification.
3.2 Robustness to Model Misspecification
To more fully examine the differences between the SGLM- and SGLMM-based classifiers, we exam-
ine error rates for both classifiers under different generative models for the data. Specifically, we
are interested in determining if the model under which the data were generated performs the best
in terms of classification, or if one model consistently outperforms the other. Before describing the
simulation study, we first define the method for computing the misclassification error rates we use
for comparison.
3.2.1 Error Rates
When developing and assessing classification methods, the observations are randomly divided into
two subsets, the training and test data sets, of sizes ntrain and ntest, respectively. This allows us
to fit the model on which the classifier is based using the training data and evaluate the method’s
10
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Figure 3: Considering different combinations of classes for three locations, this plot shows how
their probabilities change for different values of ρ and κ. The thick solid lines correspond to the
probability that all three locations belong to the same class. The dotted lines correspond to the
probability that the third location belongs to a different class than the other two. The thin solid
lines connect these two probabilities for equivalent values of (ρ, κ).
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out-of-sample predictive ability. When we compare classification methods, we consider training
and test error rates, or the number of incorrect classifications among training and test data sets,
divided by the sample size of each data set, respectively. We expect training error to decrease as
model complexity increases. As our toy examples in the previous section illustrate, determining
the relative complexity of the SGLM versus SGLMM is not straightforward – we cannot simply
count the number of parameters and conclude that the SGLMM is a more complex version of the
SGLM. On the other hand, test error rates allow us to explore potential overfitting.
In Section 2.2.1 we described three model-based classifiers derived from different approaches for
estimating the decision function: maximum likelihood, posterior mean, and posterior predictive.
Determining error rates using maximum likelihood and posterior mean classifiers is straightforward.
However, for spatial classification, determining training error rates based on the posterior predictive
classifier is not. Under the posterior predictive classifier, for the test data, we can simply use the
latent Zj , for j = 1, . . . , ntest, as sampled within the Gibbs sampler. However, for the training data,
the latent Zi, for i = 1, . . . , ntrain, are sampled within the Gibbs sampler given the observed Yi.
In this case, to use the latent Zi as inputs, we must sample these values as if the Yi are unknown,
otherwise we would have perfect prediction.
For the Bayesian spatial probit regression model, we rely on the observed surrounding observations
to provide information about the category of the unobserved locations. Because of this, evaluating
the training error is not straightforward. We propose the following two approaches for the spatial
probit posterior predictive classifier:
A. One-at-a-Time Training Error:
(i) Take samples (β[t],θ[t],Z
[t]
-i ), for t = 1, . . . , T , where Z
[t]
-i is an (n−1)×1 vector of sampled
Zj for j = 1, . . . , i − 1, i + 1, . . . , ntrain and sample a corresponding Z [t]i ∼ N(µZi , σ2Zi)
where
µˆZi = x
′
iβ
[t] + Σ∗(θ[t])i,-i
(
Σ∗(θ[t])-i,-i
)−1
(Z
[t]
-i −X-iβ[t])
σˆ2Zi = Σ
∗(θ[t])i,i −Σ∗(θ[t])i,-i
(
Σ∗(θ[t])-i,-i
)−1
Σ∗(θ[t])-i,i
and X-i is X with the i
th row removed, and Σ∗(θ[t])j,-k is the jth row of the estimated
spatial correlation of Z with the kth column removed. (Note that Z
[t]
-i are the posterior
samples obtained from the MCMC algorithm, however, the Z
[t]
i s are not the same as
those sampled in the MCMC algorithm.)
(ii) Determine p¯1(ω) =
∑T
t=1 I(Z
[t]
i > 0)/T (suppressing the notation for the i-th observation
in p¯1(ω)), and let Y
0
i be the predicted value of Yi using the posterior predictive classifier.
(iii) Repeat (i) and (ii) for all i = 1, . . . , ntrain.
(iv) Compute the one-at-a-time training error:
∑ntrain
i=1 I(Y
0
i 6= Yi)/ntrain
B. Joint Training Error:
12
(i) Take samples (β[t],θ[t]) for t = 1, . . . , T and sample a corresponding Z[t] ∼
N(Xβ[t],Σ∗(θ[t])). (Note that the Z[t] are not the same as those sampled in the MCMC
algorithm.)
(ii) For i = 1, . . . , ntrain, compute p¯(ω) =
∑T
t=1 I(Z
[t]
i > 0)/T and let Y
0
i be the predicted
value of Yi using the posterior predictive classifier.
(iii) Compute the joint training error:
∑ntrain
i=1 I(Y
0
i 6= Yi)/ntrain
Both the one-at-a-time and joint training errors allow for spatial dependence among the binary
predictions/classifications through the latent random variable. The joint training error allows for
spatial dependence only through the spatial dependence structure of the latent variables, Σ∗(θ).
In contrast, the one-at-a-time training error allows for spatial dependence through Σ∗(θ), but also
allows for spatial dependence by conditioning on the current values of the latent random variables
at nearby locations, Z
[t]
-i .
3.2.2 Simulation Study
For this simulation study, we generate a total of 45 data sets: three data sets for each of 15 unique
scenarios. Each data set has a grid size of 20×20 and the scenarios vary in terms of covariate and
spatial information. To compare classification rates across different covariate values, we consider
five versions of the linear component of the SGLM and SGLMM. Table 1 outlines the different
linear components under consideration and the corresponding parameter values. ‘Intercept’ is a
model with only an intercept and is designed to examine classification rates when only spatial
information is used to determine class. ‘Simple-1’ is a linear model with an intercept and a single
covariate. ‘Simple-2’ is the same model as Simple-1, but with a larger coefficient value, designed to
examine classification rates where there is strong covariate information. ‘Multiple’ is also designed
for this purpose, but instead of large coefficients, has more covariates. ‘Confounded’ considers the
case where the covariates are spatially dependent to compare the performance of the SGLM and
SGLMM classifiers in the presence of spatial confounding. For each of these five linear component
models, we consider three different spatial dependence structures, thus giving 15 total scenarios.
For all cases, Σ(θ) ≡ Σ(ρ), where Σ(ρ) is the covariance matrix defined by a conditionally autore-
gressive model introduced above with a second-order neighborhood structure such that locations
that share a corner or an edge are taken to be neighbors. For all data sets, we fix ρ = 0.99 and
γ2 = 1, and vary κ. Therefore, we have three spatial dependence structures for each case: SGLMM-
1 (κ = 0.25), SGLMM-2 (κ = 0.5), and SGLM (κ = 1). Finally, covariate values are assigned by
drawing the values from the distributions listed in Table 1.
As is often the case with spatially-referenced data, missing observations occur in clumps of miss-
ing data, rather than scattered missing points. Therefore, for this simulation study, we consider
clustered test data, where the test data were taken in randomly selected clumps. To do this, we
randomly selected 25 of the locations and then randomly selected four of each location’s eight
neighbors (all locations, even those on the boundary, have 8 neighbors since we have access to
the data over a larger region), removing any repeats and locations outside the region. Using this
approach, each data set has its own set of test locations, which make up approximately 27 percent
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Intercept Simple-1 Simple-2 Multiple Confounded
β0 β0 + β1x1 β0 + β1x1 β0 + β1x1 + β2x2 + β3x3 β0 + β1x1
β0 0.1 0.1 0.1 0.1 0.1
β1 – -
√
2 -
√
8 -
√
2 -
√
2
β2, β3 – – – 2, 2 –
x1 – ∼ U(-0.5, 0.5) ∼ U(-0.5, 0.5) ∼ U(-0.5, 0.5) ∼ N (0, (I − 0.99W )-1)
x2, x3 – – – ∼ U(0, 0.5),∼ U(-0.5, 0) –
ρ 0.99 0.99 0.99 0.99 0.99
κ 0.25, 0.5, 1 0.25, 0.5, 1 0.25, 0.5, 1 0.25, 0.5, 1 0.25, 0.5, 1
Table 1: Parameter values and settings under which the various simulated data sets were generated.
of the locations. We use the same prior distributions for all scenarios, namely, β ∼ N (0, 10 × I),
ρ ∼ U(0, 1), κ ∼ U(0, 1), and for the working parameter in the data augmentation algorithms (see
Appendix B.1) we use a scaled-inverse χ2 distribution, with 3 as the scale and degrees of freedom.
For each simulated data set, we fit the models using the algorithms described in Appendix B.1, run
conservatively for 20,000 iterations to insure convergence. We evaluated convergence using Geweke
(1992)’s convergence criteria.
We include exact error rates in Appendix C, but refer here to Figures 4 and 5 to more clearly
compare the two classifiers. Figure 4 shows the misclassification error rates for all data sets, where
the x-axis represents the amount of spatial dependence under which the data set was generated (κ).
As expected, this figure shows that in general, the classification rules tend to perform better when
there is stronger spatial dependence and stronger covariate information; the scenarios producing the
smallest error rates corresponds to the data sets generated with the large coefficient value (Simple-
2) and the spatially-dependent covariates (Confounded), with maximal spatial dependence (κ = 1).
Furthermore, there is not much difference between the error rates for the SGLM- and SGLMM-
based classifiers, regardless of which model was used to generate the data. This is more clearly seen
in Figure 5, where the differences between the error rates of the SGLM and SGLMM are shown
for each data set. In this case, there is not a strong pattern across the scenarios indicating when
a particular classifier might be preferred over another. We take this as evidence of the robustness
of the SGLM/SGLMM-based classifiers to model misspecification and find no evidence that the
SGLMM is more complex than the SGLM despite its additional parameter. For one-at-a-time
training error rates, in this small sample of data sets, it does appear that the SGLM fits better
than the SGLMM when the true model contains stronger spatial dependence.
4 Empirical Comparison of Classification Methods
4.1 Land Cover Application
To illustrate the SGLM/SGLMM classifiers and other commonly used classification methods, we
provide an empirical example using satellite-derived observations of land cover over Southeast Asia.
Over the last century, Southeast Asia has experienced much deforestation, where as much as 12
percent of original forests have been lost to other land uses (Munroe et al., 2008). Researchers
are interested in tracking the changing land covers to determine economic, geographic, social, and
demographic factors that may contribute to deforestation. Satellite measurements provide a record
14
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Figure 4: Classification error rates for each data set. The colors indicate the model from which
the data are generated: ‘Intercept’ (green); ‘Simple-1’ (blue); ‘Simple-2’ (orange); ‘Multiple’ (red);
and ‘Confounded’ (purple). The three different line types represent the three different data sets for
each scenario. As a function of κ (which together with the colors completes the specification of the
model that generated the data), the top row summarizes the one-at-a-time training error rates, the
middle row summarizes the joint training error rates, and the bottom summarizes the test error
rates. The left column contains the error rates when the SGLM is fit to the data, and the right
column contains the error rates when the SGLMM is fit to the data.
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Figure 5: Differences in the error rates between the SGLM and SGLMM classifiers. Below 0
indicates the SGLM-based classifier performed better, while above 0 indicates the SGLMM-based
classifier performed better.
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of historic land use, but in many instances, cloud cover and other weather events may prevent the
satellite from obtaining a consistent measurement for determining land cover at every location.
We used data from the National Aeronautics and Space Exploration (NASA)’s Moderate Resolution
Imaging Spectroradiometer (MODIS) Land Cover Type Yearly Level 3 Global 500m (MOD12Q1
and MCD12Q1) data product for the year 2005. Our region of interest covers the region bounded
by 17◦ to 19◦N and 98◦ to 100◦E, which covers a portion of northwestern Thailand and a small
part of Myanmar. Because observations from this data are made at such a fine resolution, for
computational convenience we collapsed the data into a 24 × 24 grid (each cell is approximately
8.8 km × 9.25 km) by selecting the most common land cover – forest or non-forest – in each grid
cell.
We considered four covariates: elevation, distance to the nearest major road, distance to the coast,
and distance to the nearest big city. Elevation is measured in meters and distances are Euclidean
and measured in degrees. The covariates are standardized, meaning that there were no costs taken
into account in calculating distance (e.g., distance calculations do not take into account the fact
that it might take longer to go over mountains than go around them). To find the covariate values
for the grid cells, for each covariate, we used the median value of all the observed locations within
the grid cell.
With satellite data, missing observations often occur in clumps of missing data, rather than scat-
tered points of missing data. Because of this, we randomly selected two test data sets: non-clustered
and clustered. For the non-clustered test data, we randomly selected ntest = 144 locations as test
data and used the remaining ntrain = 432 as training data. For the clustered test data, we followed a
similar method as described in Section 3.2.2. We randomly selected 36 locations and then randomly
selected four of each location’s eight neighbors (all locations, even those on the boundary, have 8
neighbors since we have access to the data over a larger region), removing any repeats and locations
outside the region. This resulted in ntest = 159 locations assigned to the clustered test data, and
ntrain = 417 assigned to the training data. Figure 6 shows images of both the non-clustered and
clustered training and test data sets. We examined training and test error rates for each of these
test data sets; however, we also examined test error rates for two more test data sets for each type
of missing data.
4.2 Prior and Tuning Parameter Values
The Bayesian probit models require prior distributions on parameter values. For the independent
probit model (i.e., Σ∗(θ) is the n×n identity matrix in (7)), SGLM, and SGLMM, we assign prior
distribution β ∼ N (0, 10×I), where β are the coefficients for the centered and scaled covariates. For
the working parameter in the data augmentation algorithms (see Appendix B.1), we use a scaled-
inverse χ2 distribution, with aγ = 3 degrees of freedom and bγ = 3 as the scale parameter. For the
spatial dependence parameter in the SGLM and SGLMM, θ ∼ U(aθ, bθ). We used a conditionally
autoregressive (CAR) dependence structure with a second-order neighborhood structure and set
aθ = 0 and bθ = 1 (since the spatial neighborhood matrix, W, is row-standardized, the maximal
value of ρ is 1 and we use a lower prior bound of 0 since we expect spatial dependence to be
non-negative). For the SGLMM, we assign κ a Unif(0, 1) prior distribution. To fit each of these
models, we ran the MCMC for 120,000 iterations, at which point all chains are well-converged as
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Figure 6: Non-clustered (left) and clustered (right) training (dark colors) and test (light colors)
data sets. Forested locations are in green and non-forest locations are brown.
Tuning Non-Clustered Clustered
Classification Method Parameter Optimal Value CVE Optimal Value CVE
Linear SVM λ 0.39 0.2767 0.51 0.3084
Cubic SVM λ 0.98 0.2837 0.8 0.2964
Radial SVM λ, u 0.515; 5.152 0.2140 0.875, 7.778 0.2410
kNN-C k 5 0.2326 12 0.2506
kNN-G k 5 0.1953 3 0.1880
Table 2: Optimal value of tuning parameters and the associated five-fold cross-validation errors for
each classification method and data set used for the results in Table 3.
determined by examining trace plots of the parameters and Geweke (1992)’s diagnostic, and use
the last 100,000 for prediction and determining error rates.
We follow the approach of Hughes and Haran (2013) for fitting the low-rank probit SGLMM (label
“Hughes and Haran” below). Namely, we use the eigenvectors of the Moran operator corresponding
to the largest 10 percent of the eigenvalues for the values of Ψ (see Appendix B.2). We use a
N (0, 100I) as the prior distribution for the coefficients of Ψ.
Support vector machines (SVM) and k-nearest neighbors (kNN) classification methods require tun-
ing parameters, λ, u, and k (see Appendix A). We obtain optimal values of these parameters using
five-fold cross-validation on each training data and assigned the value of the associated parameter
to be the value with the lowest cross-validation error (CVE). Table 2 shows the chosen tuning
parameter and associated CVEs for each classification method and data set.
4.3 Results
We compared error rates for the model-based classifiers discussed in Section 2.2 with additional
classification methods described in Section A: linear, diagonal, and quadratic discriminant analysis
18
classifiers (LDA, DLDA, and QDA, respectively); linear, cubic, and radial support vector machines
(SVM); k-nearest neighbor (kNN) classifiers where neighbors are defined either in covariate space
(kNN-C; the traditional approach) or geographic space (kNN-G); and four spatial classifiers from
Switzer (1980) (“Switzer”), Mardia (1984) (“Mardia”), Sˇaltyte˙ Benth and Ducˇinskas (2005) (Spatial
LDA), and Press (1996) (“Press”). We examine in-depth the training and test errors for a single
test data set in Table 3. We also examine test error rates for more test data sets in Table 4. We
considered two scenarios of missing data: non-clustered and clustered training/test data sets (see
Figure 6).
We first compare training and test error rates for the first sets of test data, shown in Table 3.
The training and test error rates tend to be similar for each classification method. Furthermore,
the non-clustered and clustered data sets have similar error rates. Most of the error rates from
non-spatial methods fall around 30 percent; however, the classification methods which make use of
neighboring classes (i.e., the SGLM, SGLMM, and kNN-G classifiers) have much lower error rates.
As in Section 3.2.2, the SGLM and SGLMM error rates are similar, with the SGLM doing slightly
better in this case. While not included here, we note that the reported error rates were similar
when we used a geostatistical-type exponential covariance structure rather than a CAR model.
Therefore, we do not believe the differences in error rates are a consequence of the particular form
of the spatial dependence structure and for computational convenience we prefer the CAR model.
As expected, the SGLM and SGLMM joint training error rates are not as small as the one-at-a-
time training error rates which has the added benefit of using of the observed classes of neighboring
locations and not just allowing for spatial dependence in the residual of the latent variable. The
one-at-a-time training error rates are also more similar to the test error rates, implying that the
one-at-a-time training error rates would be more useful in a practical classification setting.
For the clustered test data, the SGLM and SGLMM-based classifiers have the lowest error rates.
kNN-G also uses neighboring classes and has small error rates relative to the other competing
methods. Although this classifier has smaller rates for the training data, it does not have the
smallest error rates across the board. Furthermore, the error rates for this classifier are not fixed
because of the random classification when there are ties. For example, repeating this classification
method several times for the non-clustered data, the test error rates for kNN-G ranged from 12
percent up to 21 percent. Although including only the classes of neighboring locations improves
the error rates over those methods which do not make use of neighboring classes, also including
covariates in the classifier – as in the SGLM or SGLMM – provides as low and more consistent
error rates.
SVM classification methods offer more flexibility in the relationship between the inputs and the
probability of the classes than a GLM. The radial SVM classifier does quite well, and in fact has
the smallest training error rates. However, the test error rates are not as small as those for the
spatial methods, suggesting that allowing for this more complicated structure among the inputs is
not sufficient to produce better predictions when classifying out-of-sample data in space.
The other spatial classifiers (“Switzer”, “Mardia”, Spatial LDA, and “Press”) make use of spatial
structure in the covariates/inputs. Although the “Switzer” classifier is competitive with LDA, QDA,
and SVMs, the other spatial classifiers – including the Bayesian classifier (“Press”) – perform rather
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Non-clustered Data Clustered Data
Classification Method Training Test Training Test
Model-based Classifiers
SGLM
Posterior Mean 0.1551 0.1667 0.1775 0.1447
Posterior Predictive 0.1551; 0.2731 0.1667 0.1775; 0.2998 0.1447
SGLMM
Posterior Mean 0.1644 0.1736 0.1823 0.1447
Posterior Predictive 0.1829; 0.2894 0.1667 0.1823; 0.3046 0.1447
Hughes and Haran 0.1296 0.2222 0.1367 0.1696
Probit - Bayesian
Posterior Mean 0.2824 0.2986 0.2854 0.2767
Posterior Predictive 0.2824 0.2986 0.2854 0.2767
GLM - Maximum Likelihood
Logistic 0.2824 0.3056 0.2854 0.2767
Probit 0.2824 0.2986 0.2854 0.2767
Additional Classifiers
Discriminant Analysis
LDA 0.2778 0.2917 0.2878 0.2704
DLDA 0.3611 0.3889 0.3549 0.3522
QDA 0.2593 0.2986 0.2638 0.2767
SVM
Linear SVM 0.2847 0.3264 0.2926 0.2956
Cubic SVM 0.2685 0.2847 0.2806 0.3396
Radial SVM 0.0949 0.2639 0.0530 0.1950
k-Nearest Neighbors
kNN-C 0.1597 0.2639 0.2062 0.2579
kNN-G 0.1204 0.1458 0.1055 0.2075
Spatial Classifiers
Switzer 0.2616 0.2639 0.2566 0.2579
Mardia 0.4074 0.4375 0.5348 0.5094
Spatial LDA 0.3634 0.3750 0.3741 0.4717
Press 0.3912 0.3611 0.3933 0.4214
Table 3: Training and test errors for the SE Asia land cover data obtained using various classification
methods. The posterior predictive errors for the training data list two errors: one-at-a-time (left)
and joint (right).
poorly in comparison to the other classification methods. This is perhaps due to the fact that the
spatial structure of the covariates differs from that of the process of interest (forest/not forest). In
this case, we want to take advantage of the covariate information at the focal location, but not at
the neighboring locations. Comparing the error rates of all these classification methods suggests
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Non-clustered Data Clustered Data
Classification Method Test Set 1 Test Set 2 Test Set 3 Test Set 4
Model-based Classifiers
SGLM
Posterior Mean 0.1806 0.1806 0.1688 0.2318
Posterior Predictive 0.1806 0.1806 0.1688 0.2318
SGLMM
Posterior Mean 0.1806 0.1944 0.1688 0.2252
Posterior Predictive 0.1806 0.1944 0.1623 0.2252
Hughes and Haran 0.1875 0.1875 0.1688 0.2715
Probit - Bayesian
Posterior Mean 0.2986 0.3056 0.2143 0.3245
Posterior Predictive 0.2917 0.3056 0.2013 0.3245
GLM - Maximum Likelihood
Logistic 0.2986 0.3125 0.2078 0.3311
Probit 0.2986 0.3056 0.2143 0.3245
Additional Classifiers
Discriminant Analysis
LDA 0.2917 0.3264 0.2143 0.3179
DLDA 0.3681 0.4167 0.3377 0.5033
QDA 0.2847 0.3194 0.2143 0.3510
SVM
Linear SVM 0.2986 0.3264 0.2143 0.3245
Cubic SVM 0.2917 0.3333 0.2727 0.3775
Radial SVM 0.2847 0.3056 0.2143 0.3510
k-Nearest Neighbors
kNN-C 0.2708 0.2917 0.2792 0.3444
kNN-G 0.2361 0.2847 0.3117 0.2715
Spatial Classifiers
Switzer 0.2639 0.3056 0.1753 0.2715
Mardia 0.4514 0.4583 0.4416 0.4437
Spatial LDA 0.4514 0.4583 0.4416 0.4437
Press 0.5556 0.5903 0.5584 0.4636
Table 4: Test errors under various classification methods for multiple test data sets for the SE Asia
land cover data. The bolded test errors are the smallest test errors across all classification methods
for that particular test set.
that including inputs associated with the focal location as well as neighboring observations, as in
the SGLM and SGLMM classifiers, leads to better classification methods.
Table 4 shows similar test error rates to those found in Table 3. However, the SGLM- and SGLMM-
based classifiers perform the best across the board. We also note that the Hughes and Haran
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approach which accounts for spatial confounding between the covariates and the spatial random
effect fits almost as well as the full SGLM- and SGLMM-based classifiers, but not quite. We assume
this is because of the dimension reduction which smoothes out some of the spatial dependence, which
may be important in making use of neighboring pixel classes.
In terms of computation time, the SGLM has a large computational advantage over the SGLMM, as
it has one less parameter and, for the CAR dependence structure, it does not require inverting the
n× n covariance matrix. For the 120,000 iterations run for this application, the SGLM took 17.74
CPU hours running on a single core of an Intel Xeon CPU E7-8837 2.66GHz, while the SGLMM
took 50.50 CPU hours using up to 18 cores where possible. Fitting these classifiers are much more
computationally intensive than the others described in this paper, where the non-Bayesian methods
are nearly instantaneous. While perhaps some would consider this large difference in computational
time, we note that it may be worth it. In our example from Table 3, the SGLM classified 6 percent
more of the locations correctly than the next best classifier (kNN-G). Furthermore, since the SGLM-
and SGLMM-based classifiers are based on an underlying statistical model, we can obtain measures
of uncertainty that the algorithmic-based classification methods cannot. Lastly, we note that we ran
the MCMC algorithms longer than is likely needed in order to be conservative. If fitting time was
a major concern, a less conservative strategy might be warranted, such as the dimension reduced
“Hughes and Haran” SGLMM, which required only 1.4 CPU hours.
5 Discussion
In this paper, we discuss Bayesian classifiers for spatial data based on the Bayesian probit SGLM
and SGLMM. Although these models are similar, we attempt to provide some insight into their
differences. Through two illustrative examples and a simulation study, we find that classification
rules based on these models are fairly robust to model misspecification. Another contribution
of this paper is a comprehensive review and empirical comparison of alternative classifiers in the
literature. While the SGLM/SGLMM-based classifiers outperform others in the literature for our
land cover application, we caution against drawing general conclusions from these findings. For
other applications, the performance of the classifiers may differ. We hope that our overview of
spatial classification methods will be of use to researchers in selecting candidate methods for other
applications.
We focused on building spatial classifiers using a probit SGLM and SGLMM, but other spatial
statistical models for discrete data may also suggest classification rules that include neighboring
location classes and covariates as inputs. For example, Hoeting et al. (2000) developed a spatial
classifier based on the autologistic model. A comparison of alternative spatial model-based clas-
sifiers is left to future work. In addition, we note that many of the other classification methods
cited in this work allow for classification of more than two categories. Albert and Chib (1993)
extend their latent variable probit model to ordinal and categorical response variables. Using this
framework, the SGLM and SGLMM have been extended to model these types of response vari-
ables in a spatial setting (see, for example, Berrett, 2010; Schliep and Hoeting, 2013). Classifiers
based on these model extensions could be derived in a similar fashion and compared to the other
classification methods. Also, we note that throughout this paper, we assume that the unobserved
locations are missing completely at random (MCAR), meaning that the locations of the missing
data are unrelated to other variables. Of course, this may not be the case in practice, and future
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work could investigate the utility of these classifiers under other missing data scenarios.
Finally, we note that in the empirical analysis in Section 4 we used a collapsed version of the orig-
inal data due to computational considerations. The original data consisted of 54,776 observations.
Although fitting any of the classification methods provided here to the full data set will be com-
putational challenging, we note that low-rank methods such as those discussed within the paper
(Reich et al., 2006; Hughes and Haran, 2013; Hanks et al., 2015) can help ease the computational
burden of fitting the SGLMM.
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APPENDICES
A Other Classification Methods
In this appendix, we provide decision functions for the other classification methods discussed in
Section 2. For these alternative methods, we assume that the xs only include the inputs, and thus
do not include a term to allow for an intercept as in the model-based (GLM/GLMM) classification
methods. Unless otherwise noted, the descriptions of the classification methods are based on Hastie
et al. (2001).
A.1 Model-based Non-spatial Classification
In this section we consider the corresponding non-spatial versions to the model-based spatial clas-
sification methods derived in Section 2. For non-spatially dependent binary data, the underlying
model is defined by equations (1)–(3), where νi ≡ 0 for all i. In this case, ω = (x0,β),
p1(ω) ≡ p1(x0,β) = g−1(x0′β),
and p0(ω) = 1− p1(ω). It follows that the decision function is
δGLM (ω) ≡ δGLM (x0,β) = p1(x
0,β)
p0(x0,β)
=
g−1(x0′β)
1− g−1(x0′β) . (16)
For the logit link function,
δGLM−L(ω) = δGLM−L(x0,β) = exp{x0′β}, (17)
and for the probit link function,
δGLM−P (ω) = δGLM−P (x0,β) =
Φ(x0′β)
1− Φ(x0′β) . (18)
For both decision functions, we can obtain maximum likelihood, posterior mean, and posterior
predictive classifiers. In practice, we evaluate the integral in (11) via Monte Carlo integration: we
approximate p¯1(ω) by drawing a realization of Y
0[t] ∼ Bernoulli(p1(x0,β[t])) for t = 1, . . . , T and
setting p¯1(ω) =
∑T
t=1 I(Y
0[t] = 1)/T , where β[t] are the draws from the posterior distribution of β,
and T is the number of draws from the posterior distribution.
A.2 Discriminant Analysis
In discriminant analysis, rather than considering the explanatory variables x as fixed as they are in
regression analyses, the xs are viewed as random variables, with class-specific density functions fj(x)
corresponding to each class Cj . The classes also have prior probabilities pij , such that pi0 + pi1 = 1.
To determine the probability that a set of inputs will fall into class j, we employ Bayes’ theorem
which implies that
P (Cj |x) = fj(x)pij
f1(x)pi1 + f0(x)pi0
. (19)
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As with the model-based classification methods, the Bayes’ classifier is to classify an observation
to class C1 when P (C1|x) > P (C0|x) and to C0 otherwise.
We first describe discriminant analysis in its general form, allowing an arbitrary form for the fj(x)s
and the decision function, and then discuss threes special cases that we use in our analysis. Let
Xj =
 x1...
xnj

where {x1, . . . ,xnj} = {xi : yi = j} and Xj is an nj` × 1 vector of inputs corresponding to
observations in class Cj . To classify Y
0, for each class we define
X0j =
[
x0
Xj
]
,
where X0j is an (nj + 1)` × 1 vector and x0 is an ` × 1 vector of inputs associated with Y 0. Our
goal is to determine a decision boundary for classifying Y 0.
In discriminant analysis, fj(·) is typically the multivariate normal density function,
fj(X
0
j ) =
1
(2pi)(nj+1)k/2|ΣXj |1/2
exp
{
−1
2
(X0j − µXj )′
(
ΣXj
)−1
(X0j − µXj )
}
,
where µXj is the (nj + 1)` × 1 class-specific mean vector and ΣXj is the (nj + 1)` × (nj + 1)`
class-specific covariance matrix. It follows that
fj(x
0|x1, . . . ,xnj ) =
1
(2pi)k/2|Σx0j |1/2
exp
{
−1
2
(x0 − µx0j )′
(
Σx
0
j
)−1
(x0 − µx0j )
}
(20)
where
µx
0
j = µj({1:`}) + Σ
X
j({1:`},-{1:`})
(
ΣXj(-{1:`},-{1:`})
)−1
(Xj − µj(-{1:`}))
Σx
0
j = Σ
X
j({1:`},{1:`}) −ΣXj({1:`},-{1:`})
(
ΣXj(-{1:`},-{1:`})
)−1
ΣXj(-{1:`},{1:`}).
We use the subscript notation ({1 : `}) to indicate the first ` elements of the corresponding matrix
or vector (i.e., those indices corresponding to x0) and (-{1 : `}) indicates the matrix or vector
without the first ` elements (i.e., the remaining indices corresponding to Xj).
Considering the log-odds, it follows from (19) and (20) that
log
(
P (C1|x0)
P (C0|x0)
)
= log
pi1
pi0
+
1
2
log
|Σx00 |
|Σx01 |
− 1
2
µx
0′
1
(
Σx
0
1
)−1
µx
0
1 +
1
2
µx
0′
0
(
Σx
0
0
)−1
µx
0
0︸ ︷︷ ︸
≡α0
+ x0′
(
(Σx
0
1 )
−1µ1 − (Σx00 )−1µx
0
0
)
︸ ︷︷ ︸
≡α1
−x0′ 1
2
(
(Σx
0
1 )
−1 − (Σx00 )−1
)
︸ ︷︷ ︸
≡α2
x0.
(21)
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Here, α0 is a scalar, α1 is an `× 1 vector, and α2 is an `× ` matrix, which we define for notational
convenience. A discriminant-analysis decision function corresponding to the classification rule
defined in equation (10) is
δDA(ω) ≡ δDA(x0,µx00 ,µx
0
1 ,Σ
x0
0 ,Σ
x0
1 ) = exp{α0 + x0′α1 − x0′α2x0}. (22)
We now consider special cases of (22). Each of these special cases assumes that the mean of xi is
equal across all observations, so that µXj = [1nj+1 ⊗ µj ] where 1nj+1 is an (nj + 1) × 1 vector of
ones and µj is an ` × 1 class specific mean vector. The difference between each of these special
cases is in the specification of the covariance matrix ΣXj . We describe three popular discriminant
analysis methods (linear discriminant analysis, diagonal linear discriminant analysis, and quadratic
discriminant analysis) all of which assume that the xi are independent.
Assuming the xi are independent results in the following form for the covariance of X
0
j :
var(X0j ) = Σ
X
j = (Inj+1 ⊗Λj), (23)
where Inj+1 is an (nj + 1) × (nj + 1) identity matrix and Λj is a class-specific covariance matrix
for the ` components of xi. Under this assumption, x
0 is independent of x1, . . . ,xnj , so
fj(x
0|x1, . . . ,xnj ) = fj(x0) =
1
(2pi)k/2|Λj |1/2
exp{−1
2
(x0 − µj)′Λ−1j (x0 − µj)}.
Assuming a constant variance across classes (i.e., Λj = Λ for j = 0, 1) results in linear discriminant
analysis (LDA) because the decision boundary is linear in the x’s. The log odds in equation (21)
can be written in this case as
log
(
P (C1|x0)
P (C0|x0)
)
= log
pi1
pi0
− 1
2
(µ1 + µ0)
′Λ−1(µ1 − µ0)︸ ︷︷ ︸
αLDA0
+x0′Λ−1(µ1 − µ0)︸ ︷︷ ︸
αLDA1
,
where αLDA0 is a scalar and α
LDA
1 is an `× 1 vector, defined for notational convenience. Therefore,
the decision function for LDA is
δLDA(ω) ≡ δLDA(x0,µ0,µ1,Λ) = exp{αLDA0 + x0′αLDA1 }. (24)
Note that this decision function is effectively equivalent to the one based on the logistic regression
model in (17), however, in logistic regression, we assume the x’s are fixed and thus make no
distributional assumptions on x as in discriminant analysis.
In practice, the parameters pij ,µj ,Λ (and thus α
LDA
0 and α
LDA
1 ) are unknown but can be estimated
using maximum likelihood:
• pˆij = nj/n,
• µˆj =
∑
i:yi=j
xi/nj ,
27
• Λˆ = ∑j∈{0,1}∑i:yi=j(xi − µˆj)(xi − µˆj)′/(n− 2).
Diagonal linear discriminant analysis (DLDA) additionally assumes independence between the k
inputs so that var(xi) = Λ is a diagonal matrix. The DLDA-based decision function is the same
as (24), but using a diagonal matrix Λ. The mth diagonal element of Λ is estimated by Λˆ(m,m) =∑
j∈{0,1}
∑
i:yi=j
(xim − µˆjm)2/(n − 2) where xim and µˆjm are the mth elements of xi and µj ,
respectively.
In LDA, we assume a constant covariance for xi among the classes (i.e., Λj = Λ for j = 0, 1).
On the other hand, quadratic discriminant analysis (QDA) allows for each class to have its own
covariance. The log odds now contains a quadratic term in the x’s:
log
(
P (C1|x0)
P (C0|x0)
)
= log
pi1
pi0
+
1
2
log
|Λ0|
|Λ1| −
1
2
µ′1Λ
−1
1 µ1 +
1
2
µ′0Λ
−1
0 µ0︸ ︷︷ ︸
αQDA0
+ x0′ (Λ−11 µ1 −Λ−10 µ0)︸ ︷︷ ︸
αQDA1
−x0′ 1
2
(Λ−11 −Λ−10 )︸ ︷︷ ︸
αQDA2
x0.
Here, αQDA0 is a scalar, α
QDA
1 is an ` × 1 vector, and αQDA2 is an ` × ` matrix, which are defined
for notational convenience. This results in the QDA-based decision function:
δQDA(ω) ≡ δQDA(x0,µ0,µ1,Λ0,Λ1) = exp{αQDA0 + x0′αQDA1 + x0′αQDA2 x0},
where we estimate the parameters by taking
• pˆij = nj/n,
• µˆj =
∑
i:yi=j
xi/nj ,
• Σˆj =
∑
i:yi=j
(xi − µˆj)(xi − µˆj)′/(nj − 1).
A.3 Support Vector Machines
First introduced by Cortes and Vapnik (1995), the goal of support vector machines (SVM) is to
determine a hyperplane in covariate space separating the classes in such a way that the margin
between the two classes is maximized. The margin is the minimum distance between the the inputs
xi of the two classes in the direction perpendicular to the hyperplane. The resulting function
determining this hyperplane is the decision function.
In SVM, the classes are labeled as either 1 or −1 (instead of 1 or 0, as before). To accommodate
this convention, we redefine observations y∗i = 2yi − 1, for i = 1, . . . , n, so that y∗i ∈ {−1, 1}.
Consider the decision function
δSVM (ω) ≡ δSVM (x,β, β0) = exp{x′β + β0}. (25)
Given observations {y∗i ,xi} for i = 1, . . . , n, maximizing the margin between the two classes and
the hyperplane is equivalent to minimizing ||β|| subject to y∗i (x′iβ + β0) ≥ 1 for all i = 1, . . . , n.
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This problem can be represented as the following Lagrange optimization function
max
ζ
L = max
ζ
(
n∑
i=1
ζi − 1
2
n∑
i=1
n∑
i∗=1
ζiζi∗y
∗
i y
∗
i∗x
′
ixi∗
)
, (26)
where ζ = (ζ1, . . . , ζn)
′ are the Lagrangian multipliers, which are subject to the constraints that∑n
i=1 ζiy
∗
i = 0 and ζi ≥ 0 for all i. The xi where ζi > 0 are the support vectors and are the only
vectors which influence the position of the hyperplane. We can write the relationship between ζ
and β as
β =
n∑
i=1
ζiy
∗
i xi
and the relationship between ζ and β0 as
β0 =
1
nsv
∑
i:ζi>0
(βxi − y∗i )
where nsv is the number of support vectors.
While the above hyperplane is linear, SVM can be extended to create nonlinear boundaries between
the classes. This extension can be acheived by transforming the inputs into a space where they can
be separated linearly, and again find the separating hyperplane in this transformed covariate space.
We can use the Lagrange optimization function in (26) with the transformed inputs h(xi,xj):
maxL = max
 n∑
i=1
ζi − 1
2
n∑
i=1
n∑
j=1
ζi ζj y
∗
i y
∗
j h(xi,xj)
 (27)
subject to
∑n
i=1 ζiy
∗
i = 0 and 0 ≤ ζi ≤ λ for all i, where λ is a tuning parameter allowing for
crossover among the two classes and h(·, ·) is a symmetric positive (semi-) definite function. In our
data analysis, we consider the following three popular kernels:
• Linear: h(xi,xj) = x′ixj
• dth Degree Polynomial: h(xi,xj) = (1 + x′ixj)d
• Radial: h(xi,xj) = exp{−u||xi − xj ||2}, where u is a fixed constant.
Now, (25) can be written as
δSVM (ω) ≡ δSVM (x, ζ, β0, λ) =
n∑
i=1
ζi y
∗
i h(x,xi) + β0, (28)
And δˆSVM (x
0, ζ, β0, λ) =
∑n
i=1 ζˆi y
∗
i h(x
0,xi) + βˆ0.
When implementing this classification method, we use the R package e1071 (Dimitriadou et al.,
2010), to compute ζˆi and βˆ0 via a quadratic optimization function for a fixed value of λ.
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A.4 k-Nearest Neighbors
A.4.1 k-Nearest Neighbors in Covariate Space
The k-nearest neighbors (kNN) classification method makes no assumptions about an underlying
model. Using this method, for a point {Y 0,x0}, the closest k points {x(r), r = 1, . . . , k} to x0
are identified, and Y 0 is assigned to the most popular class among the k neighbors, where ties are
broken at random. “Distance” here is measured in covariate space, not geographic space, and could
be defined using any valid distance metric. In our implementation of the method, we use Euclidean
distance so that
d(r) = ||x(r) − x0||.
Here, d(i) represents the ordered distances where the minimum is d(1) and the maximum is d(n),
and x(r) are the xi corresponding to d(r). Using this measure of distance requires standardization
of the variables so that no variable is given more weight than another.
For the binary case, a decision function can then be defined as
δkNN−C(ω) ≡ δkNN−C(x0,x,Y) = 2
k∑
r=1
y(r)/k,
where y(r) is the yi associated with d(r). When classifying Y
0, if δkNN−C(ω) = 1, y0pred = 1 with
probability .5 and y0pred = 0 with probability .5.
A.4.2 k-Nearest Neighbors in Geographic Space
Instead of using covariates to determine proximity as in Section A.4.1, we can also use geographic
space. Using this approach, for prediction at location s0, the closest k observed points are identified
{s(r), r = 1, . . . , k}, and Y 0 is assigned to the most popular class among its k geographic neighbors.
Just as in k-Nearest Neighbors for covariate space, we can use any distance metric, but we again
use Euclidean distance so that
d∗(r) = ||s(r) − s0||.
The d∗(i) represent ordered distances due to geographical space, and s(r) are the si corresponding
to d∗(r). The decision function for kNN based on geographic space can then be defined as
δkNN−G(ω) ≡ δkNN−G(s0, s,Y) = 2
k∑
1
y∗(r)/k,
where y∗(r) are the yi associated with d
∗
(r). When classifying Y
0, if δkNN−G(ω) = 1, we assign
y0pred = 1 with probability .5 and y
0
pred = 0 with probability .5.
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A.5 Spatial Extensions of Discriminant Analysis
A.5.1 Switzer
Switzer (1980) extend LDA by augmenting the covariates of the focal location with an average of
neighboring covariate values. Specifically, let x? = (x0′,xc′)′, where
xc =
1
n?
n?∑
j=1
xj ,
where xj for j = 1, . . . , n
? are the covariate values of the n? neighbors of the focal location. In our
empirical analysis, we use second-order neighborhood structure, where locations sharing an edge
or corner with the focal location are considered neighbors. Then, the decision function is the same
as the decision function for LDA (Equation 24), where we replace x0 with x?.
A.5.2 Mardia
Mardia (1984) uses the same idea as Switzer (1980), but weights the augmented covariates according
to a spatial correlation matrix. In this case, for the focal location, we choose a “window” of
neighbors which defines n? neighbors around the focal location. Often, a 3 × 3 window is used
(this corresponds to a second-order neighborhood structure), and we used this in our analysis. We
denote the (n? + 1)× ` matrix of covariates belonging to the focal location and its n? neighbors by
X? =

x0′
x′1
...
x′n?
 .
The decision function can then be written as
δMardia(ω) ≡ δMardia(X?,µ0,µ1,Λ0,Λ1,θ0,θ1) = S1
S0
where
Sj = log pij − n
? + 1
2
log |Λj |+ `(n? + 1) logψj − 1
2ψ2i
(Gj − ψ2jµj)′Λ−1j (Gj − ψ2jµj),
Gj = 1
′K0(θj)X?,
ψ2j = 1
′K0(θj)1,
and µj is the ` × 1 class-specific mean, Λj is the ` × ` class-specific covariance matrix among the
covariates, K0(θj) is the (n
? + 1)× (n? + 1) spatial correlation matrix of the focal location and its
n? neighbors parameterized by the class-specific spatial covariance parameters, θj .
For a fixed spatial correlation matrix, Mardia (1984) provides a method to estimate the other
parameters. For the training data in class j, let
X(j) =
 x
′
1
...
x′nj

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be an nj × ` matrix of covariates {x1, . . . ,xnj} = {xi : yi = j}. Then,
µˆj =
1′K(θj)−1X(j)
1′K(θj)−11
Λˆj =
1
nj
(
X(j) − (1⊗ µˆ′j)
)′
K(θj)
−1 (X(j) − (1⊗ µˆ′j)) ,
where K(θj) is the fixed nj × nj spatial correlation matrix of class j. To estimate the spatial
correlation, they recommend using covariograms of the covariates in the training data for each class.
Finally, as with LDA, we can also assume the same covariance and spatial correlation structure
across the classes.
A.5.3 Spatial LDA
Sˇaltyte˙ Benth and Ducˇinskas (2005) define a spatio-temporal discriminant analysis approach. Be-
cause the data we model is not temporal, we provide a space-only version of their model here.
δSLDA(ω) ≡ δSLDA(X,u0,B1,B0,Λ) =
(
x0 − µ1 + µ0
2
)′
Λ−1(µ1 − µ0) + log
(
pi1
pi0
)
where x0 are the inputs at the location of interest, Λ is the covariance among the covariates, µj is
the class-specific mean modeled with a q × 1 vector of regressors, u0, such that
µj = B
′
ju
0,
and Bj is a q × ` class-specific matrix of coefficients. Often, u0 is just the location coordinates.
To estimate these parameters, let
Uj =
 u
′
1
...
u′nj
 .
Then, for a fixed spatial correlation matrix, K(θj), the maximum likelihood estimators are
Bˆj = (U
′
jK(θj)
−1Uj)−1U′jK(θj)
−1X(j),
Σˆ =
1
n1 + n0
1∑
j=0
(X(j) −UjBˆj)′K(θj)−1(X(j) −UjBˆj),
where X(j) is as defined in Section A.5.2. Again we use the variogram to estimate θj .
A.6 Press
The final spatial method from Press (1996) uses the class to determine neighborhoods for evalu-
ating the probabilities of the focal point belonging to each class. These probabilities are found by
marginalizing over the parameters in the likelihood distribution. Their algorithm is as follows:
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1. Using the training data, draw samples from the posterior distributions of the parameters for
each class. In our analysis, for class j, we used a multivariate normal distribution allowing
for spatial dependence among the covariates. Specifically, we assumed
Xj ∼ N (1⊗ µj ,K(θj)⊗Λj),
where Xj is the `nj × 1 vector of covariates in class j, µj is the ` × 1 class-specific mean,
K(θj) ≡ K(θj) is a spatial correlation matrix, and Λj is the ` × ` class-specific covariance
among the covariates. We used the following prior distributions:
µj ∼ N (0, 10000 I)
θj ∼ U(0, 20)
Λj ∼ InvWishart(5, I).
2. Pre-classify each location using a “zero-neighbor Bayesian” classification. Using the samples
from the posterior distributions, we computed
p
0[t]
j = f(x
0|µ[t]j ,Λ[t]j )
Y 0[t] =
{
1, if p
0[t]
1 > p
0[t]
0
0, otherwise
where f(·|µ[t]j ,Λ[t]j ) is the normal distribution with the tth draw of µj as the mean, and the
tth draw of Λj as the covariance. Y
0 is then pre-classified to the most frequent class among
the Y 0[t]. Denote the set of all pre-classified observations by ypc = {ypc1 , . . . , ypcn }.
3. For each location, identify a homogoneous neighborhood using a degree of homogeneity mea-
sure to compare possible neighborhoods. In our analysis, we compared four possible direc-
tional neighborhoods – north, south, east, and west – where the neighborhood made up the
8 locations in the named direction along with the focal location. The neighborhood for class
j is the neighborhood with the most locations pre-classified to class j. If there were multiple
neighborhoods with the same number of locations in class j, we randomly selected one. Call
the selected neighborhood for class j of the focal location N0j .
4. For each location, compute
∆0j ∝ pijP (X0j |y0pc = j, ypc1 = j, . . . ypcnj? = j),
where y0pc is the pre-classified value of the focal location, ypc1 , . . . , y
pc
nj? correspond to the n
?
j
neighbors pre-classified to j in N0j and
X0j =

x0
x1
...
xn?j
 .
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In our analysis, we computed
∆
0[t]
j = pijf(X
0
j |µ[t]j , θ[t]j ,Λ[t]j )
Yˆ 0[t] =
{
1, if ∆
[t]
i1 > ∆
[t]
i0
0, otherwise
where f(·|µ[t]j , θ[t]j ,Λ[t]j ) = N (1⊗µ[t]j ,K(θ[t]j )⊗Λ[t]j ). Finally, y0pred is classified to be the most
frequent class among the Yˆ 0[t].
We can write the decision function as
δPress(ω) ≡ δPress(X00,X01,µ0,µ1,θ0,θ1,Λ0,Λ1) =
∆01
∆00
,
where ∆0j = pijf(X
0
j |µj , θj ,Λj). Note that the algorithm described above corresponds to the
posterior predictive classifier (Section 2.2.1) based on this decision function because it marginalizes
over the posterior distributions of parameters µj , θj , and Λj .
For more details and options for other approaches to pre-classification and selecting a directional
neighborhood, we refer the reader to Press (1996).
B Model-fitting Algorithms for the SGLM/SGLMM
B.1 Data Augmentation Algorithms
In Section 2.1, i in equation (6) has a fixed variance of 1. This is for identifiability purposes
and also creates the probit link. However, for model-fitting purposes, instead of fixing the variance
parameter to 1, we can use and marginalize over a variance parameter (for examples in the Bayesian
probit model, see Imai and van Dyk, 2005; Berrett and Calder, 2012). Berrett and Calder (2012)
describe a model-fitting algorithm for the probit SGLM. Here we show how this algorithm can be
extended to create a data augmentation model-fitting algorithm for the SGLMM. We briefly review
the model notation and model-fitting algorithm here and then provide an adapted algorithm for
the probit SGLMM. In both algorithms, we make use of a non-identifiable variance parameter of
the latent variable to facilitate mixing of the MCMC. Within this appendix, we use the˜notation to
represent unidentifiable parameters. For both algorithms, we used what Berrett and Calder (2012)
call the Non-collapsed Marginal-Scheme 1 Algorithm.
Equation (5) in Section 2.1 describes the spatial covariance matrix Σ(θ) to be a scalar, θ1, times
a spatial dependence matrix K(θ2). For the SGLM, θ1 is the non-identifiable parameter which
Berrett and Calder (2012) make use of as a working parameter. For consistency of the˜notation,
let K˜(θ) = σ2K(θ), where K˜(θ) = Σ(θ) is the spatial covariance matrix, σ2 = θ1 is a non-
identifiable scalar used as the working parameter of the algorithm, and K(θ) is the identifiable
spatial dependence matrix parameterized by a single parameter, θ.
The data augmentation model-fitting algorithm for the SGLM is then
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Step 1: Sample σ2temp ∼ pi(σ2)
Sample Z˜|Y,β, θ, σ2temp
Set Z = Z˜/σtemp
Step 2: Sample (σ2,β)|Z˜,Y, θ
Set β = β˜/σ
Step 3: Sample θ|Z˜,Y, β˜, σ2.
For more details, see Berrett and Calder (2012).
For the SGLMM, we can build on this model-fitting algorithm by adding an additional step to
sample the additional parameter. Recalling that i ∼ N (0, 1), we can write
(ν + ˜) ∼ N (0, Σ˜∗(θ)),
where
Σ˜∗(θ) = I + Σ(θ) = I + σ2K(θ),
where Σ(θ) is defined as in the SGLM algorithm above. Letting γ2 = 1 + σ2 and κ = σ2/γ2, we
obtain
Σ˜∗(θ) = γ2 ( (1− κ)I + κK(θ2) ) .
This is simply a scalar times a spatial dependence matrix, just as in the model-fitting algorithm for
the SGLM. Notice that κ is bounded by 0 and 1 and that if κ = 1, Σ˜∗(θ) = σ2K(θ), or the spatial
covariance matrix of the SGLM. Therefore, to adapt the SGLM data augmentation algorithm to
the SGLMM, we let γ2 be the non-identifiable working parameter and add a step to sample κ.
Here we provide the model-fitting algorithm and the full conditional distributions for the SGLMM.
We use priors β ∼ N (0,Vβ), γ2 ∼ bγ(χ2aγ )−1, θ ∼ pi(θ), and κ ∼ U(0, 1). We use superscript [t] to
denote the value of a parameter at the tth iteration of the algorithm. Let Σ˜∗(θ) = γ2Σ∗(θ), where
Σ∗(θ) = (1− κ)I + κK(θ).
Step 1: Sample Z[t] from Z|Y,β[t−1], θ[t−1], κ[t−1]:
Draw γ2temp ∼ pi(γ2).
For i = 1, . . . , n, define Z
[t−1]
-i = (Z
[t]
1 , . . . , Z
[t]
i−1, Z
[t−1]
i+1 , . . . , Z
[t−1]
n )′ and sample Z˜i from
Z˜i|Y,Z[t−1]-i ,β[t−1], θ[t−1], κ[t−1], γ2temp ∼
{
TN(µZ˜i , τ
2
Z˜i
, 0,∞), if Yi = 1
TN(µZ˜i , τ
2
Z˜i
,−∞, 0), if Yi = 0
,
where TN(µZ˜i , τ
2
Z˜i
, `, u) is a truncated normal distribution with lower and upper bounds `
and u, respectively, and mean and variance
µZ˜i = γtempx
′
iβ
[t−1] + [Σ∗(θ[t])]i,-i
(
[Σ∗(θ[t])]-i,-i
)−1
γtemp
(
Z
[t−1]
-i −X-iβ[t−1]
)
τ2
Z˜i
= γ2temp
(
[Σ∗(θ[t])]i,i − [Σ∗(θ[t])]i,-i
(
[Σ∗(θ[t])]-i,-i
)−1
[Σ∗(θ[t])]-i,i
)
.
Set Z
[t]
i = Z˜
[t]
i /γtemp.
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For an unobserved location, sample
Z˜0|x0,Y,Z[t],β[t−1], θ[t−1], κ[t−1], γ2temp ∼ N (γtempµZ0 , γ2tempσ2Z0),
where µZ0 and σ
2
Z0 are defined in equations (13) and (14), and set Z
0[t] = Z˜0/γtemp.
Step 2: Sample (γ2)[t],β[t] from γ2,β|Y, Z˜[t], θ[t−1], κ[t−1]:
Sample
(γ2)[t] ∼
(
(Z˜−Xβˆ)′
(
Σ∗(θ[t−1])
)−1
(Z˜−Xβˆ) + b2γ + βˆ′V−1β βˆ
)
(χ2n+aγ )
−1,
where βˆ =
(
X′
(
Σ∗(θ[t−1])
)−1
X + V−1β
)−1
X′
(
Σ∗(θ[t−1])
)−1
Z˜[t]. Sample
β˜ ∼ N
(
βˆ, (γ2)[t]
(
X
(
Σ∗(θ[t−1])
)−1
X + V−1β
)−1)
.
Set β[t] = β˜/γ[t].
Step 3: Sample θ[t] from θ|Y, Z˜[t], β˜[t], (γ2)[t], κ[t−1] via a random walk Metropolis step:
Sample a proposal value θprop from a proposal distribution. We used a normal distribution,
N (θ|θ[t−1], τ2θ ), where τ2θ is the fixed variance of the proposal distribution. Define
θ[t] =
{
θprop with probability c(θ
[t−1], θprop)
θ[t−1] with probability 1− c(θ[t−1], θprop)
where
c(θ[t−1], θprop) = min
{
pi(θprop|Y, Z˜, β˜, (γ2)[t], κ[t−1])
pi(θ[t−1]|Y, Z˜, β˜, (γ2)[t], κ[t−1]) , 1
}
.
The posterior distribution of θ in the acceptance probability is
pi(θprop|Y, Z˜, β˜, (γ2)[t], κ[t−1]) ∝ φ(Z˜; Xβ˜, γ2[t]Σ∗(θ))pi(θ),
where φ(·) is the multivariate normal density function.
Step 4: Sample κ[t] from θ|Y, Z˜[t], β˜[t], (γ2)[t], θ[t] via a random walk Metropolis step:
Sample a proposal value κprop from a proposal distribution. We used a normal distribution,
N (κ|κ[t−1], τ2κ), where τ2κ is the fixed variance of the proposal distribution. Define
κ[t] =
{
κprop with probability c(κ
[t−1], κprop)
κ[t−1] with probability 1− c(κ[t−1], κprop)
where
c(κ[t−1], κprop) = min
{
pi(κprop|Y, Z˜, β˜, (γ2)[t], θ[t])
pi(κ[t−1]|Y, Z˜, β˜, (γ2)[t], θ[t]) , 1
}
.
The posterior distribution of θ in the acceptance probability is
pi(κprop|Y, Z˜, β˜, (γ2)[t], θ[t]) ∝ φ(Z˜; Xβ˜, γ2Σ∗(θ))pi(κ),
where φ(·) is the multivariate normal density function.
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B.2 Low-rank Probit SGLMM
In this section, we provide an overview and a data augmentation algorithm for fitting the Hughes
and Haran (2013) probit version of their low-rank SGLMM.
Originally proposed by Reich et al. (2006), Hughes and Haran decompose the νi’s in equation (3)
into two pieces: one collinear with X (this component is discarded) and one orthogonal to X.
Hughes and Haran use the Moran operator to do this. Letting A be the binary neighborhood
matrix, where the ijth element is 1 if locations i and j are neighbors, and 0 otherwise, the Moran
operator is defined to be
M =
(
I−X (X′X)−1 X′)A(I−X (X′X)−1 X′) .
Let Ψ be the n× r eigenvectors of M corresponding to the r largest eigenvalues. For gridded data,
Hughes and Haran propose letting r be equal to 10 percent of the eigenvectors. We can then adjust
equation (6) to reflect this low rank version of the SGLMM:
Zi = x
′
iβ1 + Ψiβ2 + i,
where β1 is the `×1 vector of coefficients corresponding to the ` covariates and β2 is the r×1 vector
of coefficients corresponding to Ψi, the ith row of the the selected r Moran operator eigenvectors.
In this approach, the spatial dependence is captured as additional covariates and coefficients. Let-
ting
XH =
[
X Ψ
]
and
βH =
[
β1
β2
]
,
we can write the spatial latent variable Bayesian probit model in the form of a non-spatial latent
variable Bayesian probit model:
Zi = x
′
HiβH + i,
where xHi is the (`+ r)× 1 vector corresponding to the ith row of XH and i ∼ N (0, γ2). Setting
prior distributions to be
βH ∼ N (0,VH),
γ2 ∼ bγ(χ2aγ )−1,
we use the following data augmentation model-fitting algorithm:
Step 1: Sample Z[t] from Z|Y,β[t−1]H :
Draw γ2temp ∼ pi(γ2).
For i = 1, . . . , n, sample Z˜i from
Z˜i|Y,β[t−1]H ∼
{
TN(γtemp x
′
Hi βH , γ
2
temp, 0,∞), if Yi = 1
TN(γtemp x
′
Hi βH , γ
2
temp,−∞, 0), if Yi = 0
.
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Set Z
[t]
i = Z˜i/γtemp.
For an unobserved location, sample Z˜0 from Z˜0|β[t−1]H ∼ N (γtemp x0′H βH , γ2temp) and set
Z0[t] = Z˜0/γtemp.
Step 2: Sample (γ2)[t],β
[t]
H from γ
2,βH |Z˜,Y:
Sample
(γ2)[t] ∼
(
(Z˜−XH βˆH)′(Z˜−XH βˆH) + b2γ + βˆ′HV−1H βˆH
)
(χ2n+aγ )
−1,
where βˆH =
(
X′HXH + V
−1
H
)−1
X′HZ˜
[t].
Sample
β˜H ∼ N
(
βˆH , (γ
2)[t]
(
XHXH + V
−1
H
)−1)
.
Set β
[t]
H = β˜H/γ
[t].
C Simulation Study Classification Error Rates
Error rates for the simulation study in Section 3.2 are provided in the tables below.
One-at-a-Time Training
κ 0.25 0.5 1
Model Fit SGLM SGLMM SGLM SGLMM SGLM SGLMM
Linear Component Data Set
Intercept 1 0.3859 0.3859 0.4048 0.4118 0.2177 0.2381
2 0.3232 0.3502 0.3795 0.3861 0.2287 0.2253
3 0.3432 0.3432 0.2466 0.274 0.2905 0.3041
Simple-1 1 0.3345 0.3412 0.2774 0.2774 0.1347 0.1481
2 0.3255 0.3255 0.3028 0.3134 0.1259 0.1399
3 0.354 0.354 0.3428 0.3498 0.1443 0.1512
Simple-2 1 0.3559 0.3593 0.2891 0.2993 0.1103 0.1345
2 0.323 0.3127 0.2432 0.25 0.1424 0.1458
3 0.3017 0.3051 0.3389 0.3423 0.1577 0.1846
Multiple 1 0.3172 0.331 0.2449 0.2585 0.1513 0.1612
2 0.2902 0.3217 0.2517 0.2586 0.1533 0.1672
3 0.2437 0.2616 0.2457 0.2803 0.1325 0.1358
Confounded 1 0.2399 0.2601 0.2068 0.2271 0.0993 0.0925
2 0.2295 0.2226 0.2990 0.3156 0.0976 0.1077
3 0.2748 0.2682 0.2517 0.2653 0.1559 0.1661
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Joint Training
κ 0.25 0.5 1
Model Fit SGLM SGLMM SGLM SGLMM SGLM SGLMM
Linear Component Data Set
Intercept 1 0.3859 0.3859 0.4048 0.4048 0.2789 0.2789
2 0.4411 0.4411 0.3861 0.3861 0.5119 0.5154
3 0.3432 0.3432 0.2774 0.2774 0.4595 0.4561
Simple-1 1 0.3446 0.348 0.3082 0.3151 0.2189 0.2256
2 0.3255 0.3154 0.3204 0.3204 0.2483 0.2483
3 0.3643 0.3608 0.3463 0.3463 0.2337 0.2337
Simple-2 1 0.3525 0.3559 0.3163 0.3129 0.1862 0.1793
2 0.3127 0.3127 0.2603 0.2603 0.2407 0.2407
3 0.3119 0.3017 0.3456 0.3456 0.2114 0.2114
Multiple 1 0.3241 0.3207 0.2619 0.2619 0.1875 0.1809
2 0.3182 0.3252 0.2586 0.2586 0.2125 0.2125
3 0.2688 0.276 0.2907 0.2907 0.2053 0.1987
Confounded 1 0.2601 0.2601 0.2712 0.2712 0.1507 0.1507
2 0.2226 0.2295 0.3223 0.3156 0.1313 0.1313
3 0.2616 0.2682 0.2721 0.2721 0.1729 0.1661
Test
κ 0.25 0.5 1
Model Fit SGLM SGLMM SGLM SGLMM SGLM SGLMM
Linear Component Data Set
Intercept 1 0.4314 0.4314 0.4054 0.4324 0.2925 0.3302
2 0.3981 0.3981 0.3711 0.3711 0.3084 0.2991
3 0.3196 0.3196 0.2222 0.2407 0.2981 0.2981
Simple-1 1 0.4712 0.4327 0.3704 0.3611 0.1553 0.1553
2 0.3137 0.3235 0.3707 0.3621 0.1842 0.1842
3 0.422 0.422 0.265 0.265 0.1101 0.1284
Simple-2 1 0.2952 0.2952 0.3019 0.3208 0.1545 0.1727
2 0.2936 0.3028 0.25 0.2593 0.1905 0.1905
3 0.2857 0.2857 0.2745 0.2745 0.1667 0.1667
Multiple 1 0.3273 0.3182 0.2547 0.2642 0.1771 0.1875
2 0.307 0.3333 0.2727 0.2818 0.1416 0.1327
3 0.3802 0.3967 0.3604 0.3423 0.1122 0.1122
Confounded 1 0.3077 0.3269 0.3048 0.3143 0.2222 0.2500
2 0.3056 0.3148 0.1717 0.1919 0.1262 0.1359
3 0.3367 0.3265 0.2453 0.2453 0.2000 0.1905
39
