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By the method of integral and hybrid integrated transforms, in combi-
nation with the method of influence functions the integral image of exact 
analytical solution of hyperbolic boundary value problem of mathematical 
physics in piecewise homogeneous cylindrical-circular space is obtained 
for the first time. A mathematical model of free oscillation processes is a 
partial case of a considered problem. 
Key words: hyperbolic equation, initial and boundary conditions, con-
jugate conditions, integral transforms, the influence functions. 
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ЗАДАЧА НАЙКРАЩОГО У РОЗУМІННІ ЗВАЖЕНОЇ ВІДСТАНІ 
ВІД ТОЧКИ ДО МНОЖИНИ РІВНОМІРНОГО ВІДНОВЛЕННЯ 
ФУНКЦІОНАЛЬНОЇ ЗАЛЕЖНОСТІ, ЗАДАНОЇ НЕТОЧНО  
З ДОПОМОГОЮ БАГАТОЗНАЧНОГО ВІДОБРАЖЕННЯ 
У статті встановлено необхідні, достатні умови і критерії 
оптимальності методу найкращого у розумінні зваженої відс-
тані від точки до множини рівномірного відновлення функціо-
нальної залежності, заданої неточно з допомогою неперервно-
го багатозначного відображення, елементами множини непе-
рервних однозначних відображень. 
Ключові слова: найкраще у розумінні зваженої відстані 
від точки до множини рівномірне відновлення; функціональна 
залежність, задана неточно; оптимальний метод відновлен-
ня; необхідні, достатні умови, критерій оптимальності ме-
тоду рівномірного відновлення функціональної залежності. 
Вступ. У статті для задачі найкращого у розумінні зваженої від-
стані від точки до множини рівномірного відновлення функціональ-
ної залежності, заданої неточно з допомогою неперервного багатоз-
начного відображення, елементами множини неперервних однознач-
них відображень встановлено необхідні, достатні умови і критерії 
оптимальності методу відновлення.  
Постановка задачі. Нехай X  — лінійний над полем комплекс-
них чисел нормований простір. Для множини F  та елемента x  цього 
простору покладемо   infF y FE x x y  . Величину  FE x  називають 
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найкращим наближенням елемента x  множиною F  або відстанню 
від цього елемента до множини F  (див., наприклад, [1, с. 11]). Буде-
мо позначати через  B X (  O X ) — сукупність довільних (опуклих) 
обмежених замкнених множин простору X , через  ,H A B   
   max sup , supB A
x A y B
E x E y
 
      
 — хаусдорфову відстань між множи-
нами ,A B  із  B X . 
Нехай, крім того, S  — компакт,  ,C S X  — лінійний над полем 
дійсних чисел простір однозначних відображень g  компакта S  в X , 
неперервних на S , з нормою:  max
s S
g g s

 ,   ,C S B X  
(   ,C S O X ) — множина багатозначних відображень a  компакта S  в 
X  таких, що для кожного s S     sa s B B X   (    sa s O O X  ) 
і вони є неперервними на S  відносно метрики Хаусдорфа на 
 B X (  O X ),   ,a C S B X  (   ,a C S O X ,  ,V C S X ,   — 
додатна неперервна на S  функція (вагова функція). 
Поставимо задачу відшукання величини  
        * , inf sup infa g V y a ss SV s g s y   
    
, (1) 
яку будемо називати задачею найкращого у розумінні зваженої відстані 
від точки до множини рівномірного відновлення функціональної залеж-
ності, заданої неточно за допомогою неперервного багатозначного відо-
браження, елементами множини неперервних однозначних відображень. 
Твердження 1. Для будь-яких   ,a C S B X ,  ,g C S X  функ-
ція            infsa s y a sE g s s g s y    , s S , є неперервною по s на S . 
Доведення. Переконаємося у неперервності по s  на S  функції 
        infa s y a sE g s g s y  , s S . Нехай 0s S  і 0  . Оскільки 
  ,a C S B X ,  ,g C S X , то існує окіл  0V s  точки 0s  компакта 
S  такий, що  
    0 3g s g s
  ,  0s V s , (2) 
      0
3
0a s a s U   ,  0s V s , (3) 
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      0
3
0a s a s U   ,  0s V s , (4) 
де  
3
0U   — окіл нуля простору X  радіуса 3
 . 
Нехай  0 0y a s  і  
      00 0 0inf 3y a sg s y g s y


    . (5) 
На підставі співвідношення (4) для кожного  0s V s  існують 
елементи  sy a s  та  
3
0sz U   такі, що 0 s sy y z  . 
З урахуванням цього та співвідношень (2), (5) одержимо, що для 
 0s V s   
         0 0a s a sE g s E g s        0 0inf infy a s y a sg s y g s y       
    0 0 3sg s y g s y
       (6) 
   0 0 0 3sg s y z g s y
         0 33 3sg s g s z
        .  
Нехай для  0s V s   sy a s  і  
      inf 3s y a sg s y g s y


    . (7) 
На підставі співвідношення (3) існують елемента  0 0sy a s  та 
 0
3
0sz U   такі, що 0 0s s sy y z  . 
З урахуванням цього та співвідношень (2), (7) одержимо, що для 
 0s V s   
         0 0a s a sE g s E g s        0 0inf infy a s y a sg s y g s y       
   00 3s sg s y g s y
         0 0 00 3s s sg s y g s y z
       (8) 
    00 33 3sg s g s z
        .  
Внаслідок (6), (8) 
         0 0a s a sE g s E g s   ,  0s V s . 
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Це й означає, що функція     a sE g s , s S , є неперервною в 
точці 0s S . 
Оскільки точку 0s  вибрано довільно із S , то функція 
    a sE g s , s S , є неперервною на S . 
Внаслідок того, що функція  s , s S , є неперервною по s  на 
S  за припущенням, а функція     a sE g s , s S , є неперервною по 
s  на S  за доведеним вище, робимо висновок, що функція 
 
           s a sa sE g s s E g s  , s S , є неперервною по s  на S , як 
добуток двох неперервних на S  функцій. 
Твердження доведено. 
З твердження 1 та узагальненої теореми Вейєрштрасса (див., на-
приклад, [2, с. 28]) випливає, що задачу відшукання величини (1) мо-
жна подати у такій формі 
           * , inf max inf max inf .sa a sg V g V y a ss S s SV E s g s y     
       (10) 
Якщо існує елемент *g V  такий, що  
       * *, max infa y a ss SV s g s y   
     , 
то його будемо називати оптимальним методом найкращого у розу-
мінні зваженої відстані від точки до множини рівномірного віднов-
лення функціональної залежності, заданої неточно за допомогою ба-
гатозначного відображення, або просто екстремальним елементом 
для величини (10). 
Актуальність теми. В багатьох практичних задачах функціона-
льні залежності, які характеризують досліджувані процеси, не озна-
чені точно, а лише відомо, що вони є селекторами деякого багатозна-
чного відображення, тобто їх значення належать відповідним значен-
ням цього багатозначного відображення (знаходяться в деякому діа-
пазоні можливих значень). 
Робота з такими функціональними залежностями пов’язана з низ-
кою труднощів.  
У зв’язку з цим виникає проблема найкращого у деякому розу-
мінні їх відновлення однозначними функціональними залежностями 
(однозначними апроксимантами) певного класу. 
Слід зазначити, що з середини шістдесятих років двадцятого 
століття задачам відновлення функціоналів приділяється велика увага 
(див., наприклад, [3–5]).  
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У роботі розглядається задача найкращого у розумінні зваженої 
відстані від точки до множини рівномірного відновлення функціона-
льної залежності, заданої неточно з допомогою неперервного багато-
значного відображення, елементами множини неперервних однозна-
чних відображень. 
Цю задачу можна розглядати як задачу найкращого у розумінні 
зваженої відстані від точки до множини рівномірного наближення 
багатозначного відображення   ,a C S B X  (   ,a C S O X  мно-
жиною V  неперервних однозначних відображень простору  ,C S X . 
Частковим випадком розглядуваної задачі, коли V  є множиною 
сталих відображень із S  в X , є задача про відносну чебишовську точку 
системи обмежених замкнених множин, які неперервно змінюються, 
основні результати дослідження якої встановлені у праці [6]. 
Результати загального характеру, отримані при дослідженні ве-
личини (10), становлять самостійний інтерес, а також слугуватимуть 
відправним пунктом для отримання відповідних результатів для кон-
кретних задач, що включаються у схему її постановки, зіграють важ-
ливу роль при побудові та обґрунтуванні збіжності чисельних мето-
дів розв’язання цих задач.  
Мета роботи. Встановити необхідні, достатні умови і критерії 
екстремального елемента для величини (10) (оптимального методу 
відновлення). 
Допоміжні твердження. 
Теорема 1. Нехай K — компакт, Y — лінійний простір (дійсний 
або комплексний),   K    — сім’я заданих на Y опуклих функцій, 
для кожного x Y  відображення  K x    півнеперервне зве-
рху на K,    max , , 
K
x x x Y    
        : , max .  KK x K x x x          
Тоді для будь-яких , :x y Y  
 1i   K x  є замкненою і, отже, компактною підмножиною ком-
пакта K; 
 2i  відображення    ,K x x y    є півнеперервним звер-
ху на  K x ; 
 3i  існує точка   ,y K x   для якої 
      , max , ;y K xx y x y     (11) 
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 4i  для кожного  K x   справедлива нерівність 
   , , ;x y x y    
 5i  для кожного   ,y K x   що задовольняє (11), виконується 
рівність        , max , , .y K xx y x y x y        
Доведення. Перш за все зазначимо, що функція   є опуклою на 
Y (див., наприклад, [2, с. 180]). Переконаємося, що  K x  є замкне-
ною множиною K. Нехай  0 \ .K K x   Тоді    0 .x x   Оскіль-
ки відображення  K x    півнеперервне зверху на K, то існує 
окіл  0O   точки 0  компакта K такий, що    x x   для всіх 
 0 .O   Звідси випливає, що    0 \ .O K K x   Тому  \K K x  є 
відкритою, а  K x  — замкненою множиною. 
Доведемо справедливість твердження  2 .i  Нехай  0 K x   і 
число A таке, що  
0
, .x y A   Оскільки функція 0  є опуклою на 
Y, то існує 
0
0yt   таке, що 
      0 00
0
0
,
y
y
x t y x
x y A
t
 


        (12) 
(див., наприклад, [7, с. 328]). 
З (12) та рівності    
0
x x   випливає, що 
   0 0 0 .y yx t y x At       
Оскільки відображення  
0
yK x t y      є півнеперервним 
зверху на K, то існує окіл  0O   точки 0  компакта K такий, що 
    
0 0
.y yx t y x At       (13) 
Ураховуючи те, що    x x   для всіх   ,K x   з (13) одер-
жимо 
 
       0
0
0, . 
y
y
x t y x
A O K x
t
 

         (14) 
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Оскільки      0
0
,
y
y
x t y x
x y
t
 


      (див., наприклад, [7, 
с. 328]), то з (14) випливає, що  ,x y A   для всіх 
   0 .O K x    Це й означає, що відображення    ,K x x y    
є півнеперервним зверху в точці  0 .K x   
Оскільки точку 0  вибрано довільно з   ,K x  то звідси робимо ви-
сновок про півнеперервність зверху відображення    ,K x x y    
на  .K x  
Твердження  2i  доведено. 
Оскільки  K x  є компактом, то, згідно з твердженням  2i  та 
узагальненою теоремою Вейєрштрасса (див., наприклад, [2, с. 28]), 
існує  y K x   таке, що має місце рівність (11). 
Твердження  3i  доведено. 
Переконаємося у справедливості твердження  4 .i  Нехай  .K x  
Тоді    .x x   З урахуванням цього для 0t   будемо мати 
           max
.K
x ty xx ty x x ty x
t t t
               
Перейшовши в цій нерівності до границі при 0, 0, t t   одер-
жимо, що    , , .x y x y    
Справедливість твердження  4i  доведено. 
Переконаємося у справедливості твердження  5 .i  Згідно з твер-
дженнями  3i  та  4i , 
      max , , .K x x y x y      (15) 
Нехай 0.   Оскільки (див., наприклад, [7, с. 328]) 
       
0
, inf , ,
t
x ty x
x y x y
t
   
      
то для будь-якого 0t   виконуються співвідношення 
       , , .x ty x x y x y
t
           
Звідси випливає, що для всіх 0t   
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       sup , , .
K
x ty x
x y x y
t


    

       
Тоді для кожного 0t   існує таке ,K   що 
     , .x ty x x y
t
        
Для кожного 0t   позначимо через 
 
     : , , .  t x ty xK K x yt
             
 (16) 
Згідно з попередніми міркуваннями, tK  є непорожньою множи-
ною для всіх 0.t   З (16) випливає, що для 0t   
        : , , .  tK K x ty x t x y            (17) 
Оскільки за умовою відображення  K x ty     є півне-
перервним зверху на K, то з (17) випливає, що для кожного 0t   tK  
є непорожньою і замкненою множиною компакта K. 
Переконаємося, що 
1 2
,t tK K  якщо 1 20 .t t   Дійсно, якщо 
1
,tK   то 
          1 1
1 1
1,
x t y x
x y x t y x
t t


             
      1 1 1 12
1 2 2 2 2
1 1 1t t t tx x t y x x
t t t t t
                          
 (18) 
             21 1 2
1 2 2 2
1 1 ,
x t y xt tx x x t y x
t t t t

 
                   
 
оскільки   є опуклою на X функцією та    .x x   З (18) ви-
пливає, що      2
2
, .
x t y x
x y
t
        Тому 
2
.tK   Оскільки 
  вибрано з 
1tK  довільно, то 1 2 .t tK K  
Переконаємося далі, що система замкнених множин , 0, tK t   є 
центрованою системою компакта K. Нехай 
1
, ..., ,   
nt tK K  де 
1 0, ..., 0   nt t  , — будь-яка скінченна кількість множин цієї системи. 
Не зменшуючи загальності, можна вважати, що 1 2 ... .  nt t t    З 
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урахуванням встановленого вище маємо, що 
1 2
... .  
nt t tK K K    
Тому 
1
1
.
i
n
t t
i
K K

    Оскільки K — компакт, то 0
0
t
t
K K

    
(див., наприклад, [8, с. 60]). 
Нехай 0.K   Тоді , 0. tK t    Звідси випливає, що 
          , , 0. x ty x x ty x x y t
t t
                (19) 
Тому 
        
0,
0
, lim , .
t
t
x ty x
x y x y
t
 

   

      (20) 
Переконаємося, що  0 .K K x  З урахуванням (19) для 0K   
будемо мати, що 
       , , 0. x ty x t x y t         (21) 
Розглянемо функцію     , . t x ty t R     Відомо (див., на-
приклад, [2, с. 199]), що ця функція є опуклою та неперервною на R. 
Внаслідок (21) 
         
0, 0,
0 0
lim 0 lim .
t t
t t
t x x ty x       
      
Оскільки     , , x x K     то    .x x   Отже,  K x   
для всіх 0.K   Це й означає, що  0 .K K x  
Зі співвідношення (20) випливає, що тоді 
     0, , , . x y x y K K x         
Внаслідок цього і (15) робимо висновок, що 
      max , , .K x x y x y      (22) 
Якщо  y K x   і      , max , ,y K xx y x y     то, з урахуванням (22), 
       , max , , .y K xx y x y x y        
Теорему доведено. 
Для кожного s S  покладемо  
             infss a s y a sg E g s s g s y     ,  ,g C S X . 
Твердження 2. Нехай   ,a C S O X . Для кожного s S  фун-
кція  s g ,  ,g C S X , є опуклою та неперервною на  ,C S X . 
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Для кожного  ,g C S X  відображення  ss S g   є непере-
рвним на S . 
Функція          max max ss a ss S s Sg g E g s    ,  ,g C S X , є 
опуклою і неперервною на  ,C S X . 
Доведення. Переконаємося, що для кожного s S  функція 
 s g ,  ,g C S X , є опуклою та ліпшіцевою з константою 
 max
s S
s 

  функцією. 
Опуклість функції  s g ,  ,g C S X , випливає з опуклості фун-
кції  infy a sx X x y    (див., наприклад, [9]). Для  1 2, ,g g C S X  
будемо мати 
               1 2 1 2inf infs s y a s y a sg g s g s y s g s y         
       1 2inf infy a s y a sg s y g s y        
         1 2 1 2 1 2sup .y a s g s y g s y g s g s g g           
Це означає, що для кожного s S  функція  s g ,  ,g C S X , 
задовольняє умові Ліпшіца з константою  max
s S
s 

 .  
Неперервність на S  відображення  ss S g   для кожного 
 ,g C S X  встановлена у твердженні 1. 
Оскільки функція    max ss Sg g  ,  ,g C S X , є точною 
верхньою гранню опуклих функцій  s g ,  ,g C S X , то  g , 
 ,g C S X ,– є опуклою на  ,C S X  функцією (див., наприклад, [2, 
с. 180]). Маємо, що для будь-яких  1 2, ,g g C S X   
       1 2 1 2max maxs ss S s Sg g g g         
   1 2 1 2max s ss S g g g g      . 
Це й означає, що функція  g ,  ,g C S X ,задовольняє умові 
Ліпшіца з константою   і, отже, є неперервною на  ,C S X . 
Твердження доведено. 
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Нехай, як і вище, X  — лінійний над полем комплексних чисел но-
рмований простір, *X  — простір, спряжений з X , RX  — дійсний лі-
нійний нормований простір, асоційований з простором X , тобто простір 
X  лише над полем дійсних чисел, *RX  — простір, спряжений з просто-
ром RX , p  — функція, задана на X  і, отже, на RX . Елемент *Rf X  
називається субградієнтом функції p  в точці 0 ,Rg X  якщо 
0 0( ) ( ) ( ), . Rp g p g f g g g X     
Множину субградієнтів функції p  в точці g X  називають су-
бдиференціалом цієї функції в точці g  і позначають ( ).p g  
Відомо, що функція найкращого наближення ( )FE g , ,g X  є не-
перервною на RX  для будь-якої множини F  (див., наприклад, [1, с. 17]) 
та, крім того, опуклою на RX  за умови, що F  є опуклою множиною 
(див., наприклад, [9]). Тому у випадку опуклої множини F  для кожної 
точки g X  ( )FE g  є непорожньою опуклою слабко* компактною 
множиною простору *RX  (див., наприклад, [7, с. 327]). 
Твердження 3 (див., наприклад, [6]). Нехай F  — опукла за-
мкнена множина простору ,X  g  — довільна точка цього простору. 
Тоді має місце співвідношення двоїстості 
*
( ) inf max Re ( ) sup Re ( ) ,F y F f B y F
E g g y f g f y  
      
 
де  * *: , 1B f f X f    — одинична куля простору *.X   
Твердження 4 (див., наприклад, [6]). Нехай для опуклої замкне-
ної множини F  простору X  та елемента g  цього простору  
*
* *( , ) : , ( ) inf max Re ( ) sup Re ( )F y F f B y F
B g F f f B E g g y f g f y
  
           
 
Re ( ) sup Re ( )
y F
f g f y

  
,    * *Re ( , ) Re : ( , ) .B g F f f B g F   
Тоді має місце рівність  *( ) Re ( , )FE g B g F  , g X . 
Необхідні, достатні умови та критерії екстремального елеме-
нта для величини (10) (оптимального методу відновлення).  
У подальшому будемо вважати, що ( , ( )).a C S O X  Для 
( , ( ))a C S O X  та *g V  покладемо 
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     
 
        
*
*
max inf
max max ,
g
a y a ss S
s
sa ss S s S
s g s y
E g s g g
 
 


 
 
     
  
 
        * ( )( ): , , max max  sga sa ss S s SC g g C S X E g s g g         
          *max max ,s gs aa ss S s Sg g E g s          
 
    
 
         
*
*
: ,
max * max ,
  sga a s
s g
s s aa ss S s S
S s s S E g s
E g s g g

   

 
 
  
   
 
           * * *, ( ) : , inf a s y a sB g s a s f f B E g s g s y       
         * * *
( ) ( )
max Re sup Re Re sup Re , ; 
f B y a s y a s
f g s f y f g s f y s S
  
          
 
           * * *Re , Re : , , .   B g s a s f f B g s a s s S     
Згідно з твердженням 4           * * *Re , ,a sB g s a s E g s   
. s S  Зрозуміло, що множини * ,gaS      * * , , B g s a s  * ,gas S  не є 
порожніми. Непорожність множини *gaS  випливає з компактності S 
та неперервності функції 
 
              infs sa s y a ss S E s g s s g s y g           
(див. твердження 1), а непорожність множини     * * , , B g s a s  
*
,gas S  випливає з твердження 4. Якщо вважати, що обмеження 
g V  в задачі відшукання величини (10) є істотним, тобто 
   , ,a a V      де 
         ,inf max inf ,a g C S X y a ss S s g s y    
      
то непорожньою також буде множина * .gaC  
В подальших міркуваннях будемо використовувати техніку ко-
нусів допустимих напрямків. При цьому конусом внутрішніх напря-
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мків для множини M  лінійного нормованого простору Y  із 
0y Y називають множину  0,M y  всіх точок y Y  для яких існує 
окіл  O y точки y та число 0   такі, що 0y th M  для всіх 
 0,t  і для всіх  h O y  (див., наприклад, [7, c. 12]). 
Конусом граничних напрямків для множини M лінійного нормо-
ваного простору Y із 0y Y  називають множину  0,M y  таких 
точок ,y Y що для довільного околу  O y точки y та довільного 
числа 0   існують  h O y та  0, ,t   що 0y th M   (див., на-
приклад, [7, c. 13]). 
Теорема 2. Нехай, як і вище,   , , a C S O X  для кожного s S  
               inf , , , ss a s y a sg E g s s g s y g C S X       
           max max inf , , . s y a ss S s Sg g s g s y g C S X    
      
 
Якщо  , , , g z C S X   то 
           ,, max max Re . ga f B g s a ss Sg z s f z s    
      
 
Доведення. Маємо, що для кожного  ,g C S X  
         max max inf .s y a ss S s Sg g s g s y    
       
Оскільки S — компакт,  ,C S X  — лінійний над полем дійсних 
чисел простір,  s s S   — сім’я опуклих на  ,C S X  функцій (див. тве-
рдження 2), для кожного  ,g C S X  відображення  ss S g   
півнеперервне зверху на S (див. твердження 2), 
     
       *
: , max
max inf ,
  a s ss S
y a ss S
S g s s S g g
g s g s y
 
 
  



   
      
 
то згідно з теоремою 1 
    , max , .
g
a
s
s S
g z g z     (23) 
Оскільки для s S  s  є опуклою та неперервною на  ,C S X  
функцією, то має місце рівність 
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     
0, 0
, lim
 
s s
s t t
g tz g
g z
t
 
 

 
     
 
 
            
               
0, 0
0, 0
lim
lim
 
 
s s
a s a s
t t
a s a s
t t
E g s tz s E g s
t
s E g s tz s s E g s
t
 
 
 
 
 
 
 
 
  
 (24) 
                      0, 0lim , .  a s a s a st t E g s tz s E g ss s E g s z st 
 

 
     
Оскільки, як зазначалось вище, для s S  функція    a sx X E x   
є опуклою та неперервною на X, то має місце рівність  
       
       , max a sa s f E g sE g s z s f z s    (25) 
(див., наприклад, [7, с. 318]). 
Згідно з твердженням 4, співвідношеннями (23)–(25) 
   
       , max maxg a sa f E g ss Sg z s f z s   
      
 
          Re ,max max  ga f B g s a ss S s f z s  
     
         ,max max Re . ga f B g s a ss S s f z s  
     
 
Теорему доведено. 
Теорема 3. Нехай   ,a C S O X , *g V  і обмеження g V  в 
задачі відшукання величини (10) є істотним. Тоді має місце рівність        
    
*
* * *
*
,
, : , , Re 0
g
a
g
a
f B g s a ss S
C g g g C S X f g s

     . (26) 
Доведення. Маємо, що       * *: , ,  gaC g g C S X g g     і 
*g
aC   . Оскільки функція  g ,  ,g C S X , є опуклою та непе-
рервною на  ,C S X , то *gaC  є опуклою відкритою множиною прос-
тору  ,C S X . Нехай  * *,gag C g . Згідно з теоремою 1.3.4 [7, 
с. 19]  *1g g g  , де 0  , а *1 gag C . 
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З урахуванням цього одержимо, що  
       * ** * *
0
1, inf
t
g tg g
g g g g g
t
    
             
 
          * * * *1 1 0g g g g g g            . 
Звідси і з теореми 2 випливає, що  
         * * * ,max max Re 0ga f B g s a ss S s f g s 
     
. 
Тому  
     
    * * * ,
: , ,Re 0
g
a
f B g s a ss S
g g g C S X f g s

    . 
Отже,        
    
*
* * *
*
,
, : , , Re 0
g
a
g
a
f B g s a ss S
C g g g C S X f g s

     . (27) 
Нехай тепер 
     
    * * * ,
: , ,Re 0
g
a
f B g s a ss S
g g g C S X f g s

    . 
З урахуванням цього та теореми 2 робимо висновок, що 
     * **
0
, inf 0
t
g tg g
g g
t
  
    . Тоді існує 0t   таке, що 
   * *g tg g   . Звідси отримуємо, що ** 1 int gag tg g C   . От-
же,  *11g g gt  , де 1 0t  , *1 int gag C . 
Внаслідок теореми 1.3.4 [7, с. 19] робимо висновок, що  * *,gag C g . Тому  
     
      ** * * *, : , ,Re 0 ,ga gaf B g s a ss S g g C S X f g s C g      . (28) 
З (27) та (28) випливає рівність (26). 
Теорему доведено. 
Теорема 4. Нехай   ,a C S O X , V  — довільна множина 
простору  ,C S X . Якщо *g  є екстремальним елементом для вели-
чини (10) (оптимальним методом відновлення), то для будь-якого 
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 * *,z V g  існують елементи zs S , *zf B  такі, що для них ма-
ють місце співвідношення 
           * *max inf inf zz zy a s y a ss S s g s y s g s y  
        
         * *max Re sup Rezz zf B y a ss f g s f y  
      
 (29) 
        *Re sup Rezz z z zy a ss f g s f y 
     
,  
   Re 0z zf z s  . (30) 
Доведення. Нехай *g  є екстремальним елементом для величини 
(10) (оптимальним методом відновлення). Тоді    *inf
g V
g g   . 
Якщо обмеження g V  не є істотним для задачі відшукання величи-
ни (10), то тоді      * ,infg C S Xg g  . Звідси випливає, що для будь-
якого  * *,z V g  матимемо, що  *, 0g z  . Внаслідок теореми 2 
робимо висновок, що існують елементи zs S , *zf B  для яких ви-
конуються співвідношення (29), (30). 
Якщо ж обмеження g V  є істотним для задачі відшукання ве-
личини (10), то згідно з теоремою 1.4.1 [7, с. 22]    * * * *, ,gaC g V g    . Звідси та з теореми 3 випливає, що для 
будь-якого  * *,z V g  існують елементи *gz as S , zf   
    * * ,B g s a s  такі, що має місце (30). Оскільки *gz as S , 
    * * ,zf B g s a s , то zs S , *zf B  і справедлива рівність (29). 
Теорему доведено. 
Теорема 5. Нехай   ,a C S O X , V – довільна множина прос-
тору  ,C S X , *g V . 
Якщо для кожного елемента g V  існують елементи gs S , 
*
gf B  такі, що для них мають місце співвідношення 
Серія: Фізико-математичні науки. Випуск 12 
53 
           * *max inf inf yg gy a ss S y a ss g s y s g s y          
         * *max Re sup Regg gf B y a ss f g s f y  
      
 (31) 
        *Re sup Regg g g gy a ss f g s f y 
     
,  
     *Re 0g g gf g s g s  , (32) 
то *g  є екстремальним елементом для величини (10) (оптимальним 
методом відновлення). 
Доведення. Нехай g  є довільним елементом множини V . Згід-
но з умовою теореми існують gs S , *gf B , для яких мають місце 
(31) та (32). З урахуванням співвідношень (31) та (32) одержимо, що 
       *0 Reg g g gs f g s g s    
        Re sup Regg g g gy a ss f g s f y 
      
 
        *Re sup Regg g g gy a ss f g s f y 
      
 
        *max Re sup Regg gf B y a ss f g s f y  
      
 
        *Re sup Regg g g gy a ss f g s f y 
      
 
        *max Re sup Regg gf B y a ss f g s f y  
      
 
           *max inf infg gy a s y a ss S s g s y s g s y            
     *max infy a ss S s g s y 
       
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           *max inf max infy a s y a ss S s Ss g s y s g s y   
            
. 
Отже,            *max inf max infy a s y a ss S s Ss g s y s g s y   
           
 
для всіх g V . 
Це й означає, що *g  є екстремальним елементом для величини 
(10) (оптимальним методом відновлення). 
Теорему доведено. 
Згідно з [10] множину M  лінійного нормованого простору Y  
будемо називати *  — множиною відносно точки 0y M , якщо 
 *0 0,y y M y   для всіх y M . 
Прикладом *  — множин є, зокрема, зіркові відносно *g , в то-
му числі опуклі множини. 
Теорема 6. Нехай   ,a C S O X , *g V , V  є *  — множиною 
відносно *g . Для того, щоб елемент *g  був екстремальним елементом 
для величини (10) (оптимальним методом відновлення), необхідно і дос-
татньо, щоб для кожного елемента g V  існували елементи gs S , 
*
gf B , для яких виконуються співвідношення (31), (32). 
Доведення. Необхідність. Нехай *g  є екстремальним елементом 
для величини (10) (оптимальним методом відновлення) і V  є * -мно-
жиною відносно *g . Тоді  * * *,g g V g  . Згідно з теоремою 4 
існують елементи gs S , *gf B , для яких виконуються співвідно-
шення (31), (32). 
Необхідність доведено. 
Достатність випливає з теореми 5. 
Наслідок 1. Нехай   ,a C S O X , *g V , V  є підпростором 
простору  ,C S X . Для того, щоб елемент *g  був екстремальним 
елементом для величини (10), необхідно і достатньо, щоб для кожно-
го елемента g V  існували елементи gs S , *gf B , для яких ви-
конуються співвідношення (31) та   Re 0g gf g s  . 
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Висновки. Для задачі найкращого у розумінні зваженої відстані 
від точки до множини рівномірного відновлення функціональної за-
лежності, заданої неточно з допомогою неперервного багатозначного 
відображення, елементами множини неперервних однозначних відо-
бражень встановлено необхідні, достатні умови і критерії екстрема-
льного елемента (оптимального методу відновлення). 
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