Introduction
Let F be a number field and E be a quadratic extension of F . We denote by A = A F the ring of adeles of F , and by A E that of E. Let G be a unitary group associated to an m-dimensional skew-Hermitian vector space X. Consider σ in A cusp (G), the set of equivalence classes of irreducible cuspidal automorphic representations of G that occurs in the discrete spectrum, following the notation of [Art13] . Let χ be an automorphic character of GL 1 (A E ). The tensor product L-functions L(s, σ × χ) has been investigated through the work of Li in [Li92b] by using the doubling method of Piatetski-Shapiro and Rallis, and the work of Langlands by calculating constant terms of the Eisenstein series with cuspidal support χ ⊗ σ ( [Lan71] and [Sha10] ). The philosophy of understanding the location of the poles of this family of L-functions in terms of the theta correspondence for dual reductive pairs of unitary groups is outlined by Rallis in [Ral91] . A theory that the location of the poles and non-vanishing of certain values of those L-functions detect the local-global principle for the first occurrences the local and global theta correspondences has been completed through the work of ) and that of Gan-Qiu-Takeda ( [GQT14] ).
Periods of automorphic forms are also one of the important invariants attached to cuspidal automorphic representations in general. When G is an orthogonal group, Ginzburg, Soudry and the first named author of this paper introduce in [GJS09] a family of period integrals for orthogonal groups that detect the location of poles of the corresponding family of L-functions, and hence detect the first occurrence of the theta correspondence for the dual reductive pairs of orthogonal groups and symplectic groups. The result and other relevant results for orthogonal groups developed in [GJS09] , [JS07] , [Moeg97a] and [Moeg97b] have recently found their important applications in the investigation of Hodge type theorems for arithmetic manifolds in a work of Bergeron, Millson and Moeglin ([BMM12] ). This motivates the authors of this paper to look for a similar theory when G is a symplectic group (or metaplectic group) and unitary groups. We expect that the results in this paper and in our forthcoming papers for unitary groups ( [JW14a] ) and symplectic groups ( [JW14b] ), in addition to the work of the second named author ( [Wu13] ), will play similar roles in the study of arithmetic manifolds associated to unitary groups and symplectic groups ( [BMM14] and [HH12] ).
The obvious adaption of period integrals for orthogonal groups in [GJS09, eqs. (5.4), (6.1)] to the unitary groups will not be enough for the theory for unitary groups, since the period integrals in [GJS09] require the target groups under the theta correspondence to be Fsplit (which is the case in loc. cit., since they are symplectic groups). Hence we have to figure out a new family of period integrals through the direct calculation of the Fourier coefficients as suggested by the work of Li ([Li92a] ), and establish the theorems for symplectic groups ( [JW14b] ) and unitary groups ( [JW14a] ), which are parallel to those in [GJS09] for orthogonal groups. To complete the whole story, we have to use the Arthur truncation to regularize the new family of period integrals for residues of the Eisenstein series with cuspidal support χ ⊗ σ. As the new family of period integrals are more complicated in structure, the original proof in [GJS09] for orthogonal groups needs more details to justify the convergence of some families of integrals from the truncation process. This is a main reason for us to write a second paper on this topic for unitary groups ( [JW14a] ), and another paper for symplectic groups ([JW14b] ). In fact, the family of period integrals in the symplectic group case look even more complicated. The details will be given in [JW14b] .
It is well-known that theta correspondences, which extends the classical Shimura correspondence, is a powerful method to construct automorphic representations. One of the basic problems in the theory, dated in the early 1980s, is to understand the relation between theta correspondences and the Langlands functorial transfers ( [Ral82] ). The well-known conjecture of J. Adams ([Ada89] ) predicts the compatibility of theta correspondences with the Arthur-Langlands transfers. Hence, with the endoscopic classification of Arthur, it is better to reformulate the theory of theta correspondences and related topics in automorphic forms in terms of the basic structure of the discrete spectrum of classical groups. This issue was discussed with details in [Jia14, Section 7] . We also refer to the work of Moeglin ([Moeg11] ) on the relation between the Adams conjecture and theta correspondence.
Following [Art13] , [Mok13] , [KMSW14] , and also [Jia14, Section 7] , the pair (χ, b) (for an integer b ≥ 1) represents a simple global Arthur parameter for G. The endoscopic classification of the discrete spectrum asserts that each σ in A cusp (G) is attached to a global Arthur parameter ψ = ψ σ . As in . Hence with the theory of endoscopic classification of the discrete spectrum at hand, the program initiated by Rallis to understand the location of poles of the partial L-function L S (s, σ × χ) is eventually to detect the occurrence of the simple global Arthur parameter (χ, b) in the global Arthur parameter ψ σ of σ. This is what the title of this paper indicates. The paper is organized as follows.
In Section 2, we relate the location of poles of the family of Eisenstein series with cuspidal support χ ⊗ σ to the location of poles of certain Siegel Eisenstein series. This is important for application to the global theta correspondences involved in the proofs of our main results. We also calculate the location of poles of this family of Eisenstein series in terms of the location of poles of the partial L-function L S (s, σ × χ). In Section 3, we recall the basic set-up of dual reductive pairs for unitary groups and define the notion of Lowest Occurrence for the Witt towers of unitary groups. Note that the definition of the lowest occurrence in this paper is slightly different from that given in [GJS09] , due to the different nature of the target Witt towers between orthogonal groups and unitary groups. Theorem 3.3 gives a bound for the lowest occurrence in terms of the location of poles of L S (s, σ × χ) or non-vanishing of L S (s, σ × χ) at s = 1/2. This can be deduced from a more technical result (Theorem 3.1), which is proved in Section 4. A different approach using the Rallis inner product formula is undertaken in [BMM14] to prove a similar result. Based on the work of Li ([Li92a]) on non-existence of singular cusp forms for classical groups, we calculate explicitly the non-singular Fourier coefficients of the first occurrence in Section 5. This calculation produces a new family of period integrals as stated in Propositions 5.1 and 5.3. The other main result (Theorem 5.4), which is proved in Subsection 5.2, relates the existence of (χ, b)-factor in the global Arthur parameter of σ to the non-vanishing of the new family of period integrals on σ. At the end, we study another family of period integrals which will be used in our further work on the topic. Finally, we would like to thank the referee for helpful suggestions which improve the introduction of this paper.
Poles of Certain Eisenstein series
2.1. Notation and preliminary. Let E/F be a quadratic extension of number fields. Let A = A F be the ring of adeles of F and A E that of E. Let ε E/F be the quadratic character of A F that is associated to the quadratic extension E/F via Class Field Theory. We fix a nontrivial additive character ψ F of A F and define an additive character ψ E of A E to be ψ F • ( 1 2 tr E/F ). We will usually write ψ for ψ F . It is, in general, clear from the context if ψ denotes an Arthur parameter or an additive character. Fix δ ∈ E × such that δ = −δ. Scaling a Hermitian form by δ produces a skew-Hermitian form. In this way we identify Hermitian and skew-Hermitian spaces. Let X be a vector space over E of dimension m endowed with the skew-Hermitian form , X . Let G(X) denote the unitary group of X. Let H a denote the split skew-Hermitian space of dimension 2a. We use the dual basis e 
We form the dimension m + 2a skew-Hermitian space X a = X ⊥ H a and denote its isometry group by G(X a ). Let Q a be the parabolic subgroup of G(X a ) that stabilises ℓ − a and let M a be its Levi subgroup and N a its unipotent radical. Let R E/F denote the restriction of scalars of Weil. We have
Given x ∈ R E/F GL a and h ∈ G(X) we denote the corresponding element in M a by m(x, h). Fix a good maximal compact subgroup
holds. For a Hermitian space Y , we may also form Y a with H a being a split Hermitian space.
Next we set up some notation for the doubling method and its extension. Let X ′ be the skew-Hermitian space with the same underlying space as X but with the form scaled by −1:
We will identify G(X ′ ) with G(X). Form the doubled space W of X:
2.2. Certain Eisenstein series. We consider the Eisenstein series on G(X a ) associated to the parabolic subgroup Q a . We will largely follow the notation in [MW95] .
First we determine the Shahidi normalisation ( [Sha10] ). Since Q a is a maximal parabolic subgroup, a Let ρ Qa be the half sum of positive roots in N a . Then the Shahidi normalisation identifies C with a * Ma,C via s → s α where
Here , is the usual Killing-Cartan form of the non-restricted root system of G(X a ) F . As pointed out in [Sha10, p. 10], one should first lift the relative roots to absolute ones and then compute the KillingCartan form. The value of the pairing is independent of the choice of lifts. Under this normalisation ρ Qa = (m + a)/2. Let H a : M a (A) → a Ma be the map defined as follows:
, where x ∈ R E/F GL a (A) and h ∈ G(X)(A). We extend H a to a function of G(X a )(A) via the Iwasawa decomposition.
Denote by A cusp (G(X)) the set of equivalence classes of irreducible cuspidal automorphic representations of G(X)(A). Take χ to be a character of E × \ A × E such that χ| A × = ε ǫ E/F for ǫ = 0 or 1. Given such a χ, we set ǫ χ to be the exponent ǫ. For σ ∈ A cusp (G(X)), denote by A a (s, χ, σ) the space of smooth C-valued functions φ on N a (A)M a (F ) \ G(X a )(A) that satisfy the following properties:
(1) φ is right K a -finite; (2) for any x ∈ R E/F GL a (A) and g ∈ G(X a )(A),
(3) for any fixed k ∈ K a and for any h ∈ G(X)(A), the function
It is a section in A a (s, χ, σ) and we may identify it with a smooth section in Ind
By Langlands theory of Eisenstein series, it is absolutely convergent for Re(s) > ρ Qa and has meromorphic continuation to the whole s-plane, with finitely many poles in the half plane Re(s) > 0, which are all real in our case ( [MW95] ). Let P a (σ, χ) denote the set of positive poles of the Eisenstein series E Qa (g, s, φ) for φ running over A a (0, χ, σ), i.e., s 0 ∈ P a (σ, χ) if and only if s 0 > 0 and there exists φ ∈ A a (0, χ, σ) such that E Qa (g, s, φ) has a pole at s = s 0 . We have the following proposition regarding the maximal pole in P 1 (σ, χ) and P a (σ, χ). This is the unitary analog to [Moeg97a,  (a − 1) lies in P a (σ, χ) and is its maximum member.
a be the parabolic subgroup of G(X a ) that stabilises a full flag of isotropic subspaces
Since E Qa (g, s, φ) is concentrated on Q ′ a , to determine its poles we only need to consider the poles of its constant term along Q ′ a :
To unfold we consider the double coset decomposition
, which is parameterised by the double cosets of Weyl groups 
where the summation in w runs over W Q ′ a \ W G(Xa) /W Qa . By cuspidality of σ, it can be seen that the terms corresponding to those w such that
We describe more precisely those contributing Weyl elements. Let r denote the Witt index of X. Then the Weyl group W G(Xa) for G(X a ) can be identified with the signed permutations on a+r letters. Let T be a subset of {1, 2, . . . , a}. Order the elements of T as i 1 < i 2 < · · · < i t where t is the cardinality of T and the elements of the complement of T as j 1 < j 2 < · · · < j a−t . Define w T by
These are exactly the contributing Weyl elements. Thus (2.2) is equal to
where T runs over subsets of {1, 2, . . . , a}. Define M(w T , s) by
This is an intertwining operator for the parabolic subgroup Q ′ a and can be meromorphically continued to the whole s-plane. We note that φ s can be viewed as a smooth section in
Decompose w T into "simple reflections" as in [Sha10, Lemma 4.2.1]. There are two types of "simple reflections", one that only involves subgroups of G(X a ) isomorphic to R E/F GL 2 and one that involves the subgroups of the form G(X 1 ). The first type of the intertwining operators M(w i,j , s) takes
Ind
(a−1)+i−1 A E for t < j ≤ a and j a−j+1 ≤ i ≤ t and the second type of the intertwining operators M(w j , s) takes (a − 1) depends only on the second type of the intertwining operators M(w j , s). Denote by s max the maximal pole in P 1 (σ, χ). Assume that s 0 ∈ P a (σ, χ) and s 0 > 1 2 (a − 1). Then for some T , M(w T , s) has a pole at s = s 0 and hence for some j, M(w j , s) has a pole at s = s 0 . Since M(w j , s) only involves a group isomorphic to G(X 1 ), we get
and a fortiori
Now we show that
. From the computation above we only need to consider if M(w ∅ , s) has a pole at this position. All other M(w T , s)'s are holomorphic at this position by assumption on the maximality of s max . In addition, only the "simple reflection" w j for j = 0 in the decomposition w ∅ can possibly have a pole at s = s max + 1 2 (a − 1). We try to single out this part as follows. Let Q 1,a−1 be the standard parabolic subgroup of G(X a ) that stabilises the flag Span{e We have an intertwining operator associated to w {1} :
and an intertwining operator associated to w:
It clear that there is the following canonical inclusion
(2.9)
We specialise s 1 and s 2 to s − is a bijection by (2.6) and the intertwining operator (2.8) is also a bijection by computation in several R E/F GL 2 's.
Consider the restriction map from G(X a ) to G(Ee
The image of Ind
⊗ σ is dense. Consider now the two intertwining operators associated to w ∅ for G(X 1 ) and G(X a ) respectively. Then we have a commutative diagram:
where the top horizontal arrow is the composed map of (2.9), (2.7) (2.8) and (2.10) and the bottom horizontal arrow is the composition of an inclusion map with (2.10). Since we have assumed that the right vertical arrow produces a pole at s = s max + 1 2 (a − 1), the left vertical arrow must also produce a pole at s = s max + 1 2 (a − 1). Thus we have shown s = s max + 1 2 (a − 1) ∈ P a (σ, χ).
Now we relate the poles of the partial L-function L
S (s, σ × χ) to those of Eisenstein series.
Proposition 2.2. Assume one of the followings.
•
Then for all integers a ≥ 1,
Proof. Let S be a finite set of places of F such that for v away from S, v ∤ 2, ∞, E/F , G(X a ), χ and σ are unramified. We focus on the unramified computation for M(w ∅ , s) which is defined in the proof of Prop. 2.1.
By the Gindikin-Karpelevich formula or more concretely by (2.7) and (2.8) we find that the c-function is given by
Here L S F is the partial Tate L-function for F away from S and L S E is the partial Tate L-function for E away from places of E lying above those in S. This can be simplified to I 1 · I 2 · I 3 where
for m even.
Assume the first condition. At s = s 0 + 1 2 (a − 1), the denominators cannot have a pole and the numerators cannot have a zero. The rest of the intertwining operators will not produce poles at s = s 0 + 1 2 (a − 1) since s 0 is 'maximal'. Thus the term corresponding to M(w ∅ , s) is the only term that can contribute a pole at s = s 0 + 1 2
Assume the second condition. Then I 1 and I 2 are holomorphic and non-vanishing at s = . Again the rest of the intertwining operators will not produce poles at s = (a − 1) belongs to P a (σ, χ). Now we recall the following relation between a Siegel Eisenstein series on the doubled group G(W a ) and E Qa from [Wu13, Prop. 5.6, Lemma 5.8]. We use σ ⊗ χ −1 instead of σ in the statement here to make Φ f,s (g a ) lie in A a (s, χ, σ). A minor typo in the statement of the absolute convergence range is corrected here.
is absolutely convergent for Re s > (m + a)/2 and has meromorphic continuation to the whole s-plane;
Now we show that the sections of the form Φ f,s are enough to detect the poles of Eisenstein series.
is a holomorphic section of A a (s, χ, σ).
Proof. Let v be a place of F . Assume that f and Φ are decomposable. In order to see the normalising factor for Φ f,s (g a ) we need to compute
v . Let S be a finite set of places of F away from which G(X) v , σ v and χ v are unramified and Φ v , f v and f Consider the case where a > 0. Fix v ∈ S and suppress it from notation. Since Φ is K G(Wa) -finite, we only need to consider holomorphicity for g a ∈ P a (F v ). Then since N Pa (F v ) acts trivially on Φ by left translation, we may as well consider g a ∈ M Pa (F v ) which is iso-
, the left translation of g a on Φ gives the factor χ| | s Ev ρ Pa (g a ) which has no impact on holomorphicity. Thus we may assume g a ∈ G(X)(F v ). Then the problem is reduced to the case where a = 0. Note that the difference between ρ P and ρ Pa gives a shift in s by a/2. Thus we prove our statement.
Lemma 2.5. For any s 1 ∈ R, if a is large enough, then for Re(s) > s 1 , every section in A a (s, χ, σ) can be approximated by sections of the form Φ f,s in (2.11).
Proof. By the previous lemma, when a is large enough, Φ f,s (g a ) itself is a holomorphic section in A a (s, χ, σ) for Re(s) > s 1 . The problem of approximation is local. Let v be a place of F . Let Q 0 a be the subgroup of Q a with Levi part isomorphic to R E/F SL a ×{I X } and unipotent part isomorphic to N a . Similarly define P 0 a to be the subgroup of P a with Levi part isomorphic to R E/F SL m+a and unipotent part isomorphic to N Pa .
We have a surjection from the space
where for t ∈ E × v ,t denotes the element diag(t, I a−1 ) ∈ R E/F GL a (F v ). It can be checked that K a,v -finite elements in the space
can be approximated by elements from the space
We note that by an argument in the original doubling method, the image of
is open and dense in the right-hand side in the Zariski topology. Thus
. Furthermore K a -finite functions are extended to K G(Wa) -finite functions. Then we extend ξ i to
Thus we see that the right hand side of (2.12) can be approximated by
This is what we are looking for.
Lemma 2.6. Assume that a is large enough and that s 0 is the maximal element in ∈ P 1 (σ, χ). Then there exists a section of
Proof. This follows from Prop. 2.1 and Lemma 2.5.
The poles of E Pa (g, s, Φ) are determined in [Tan99] .
Proposition 2.7. The poles in the right half space Re(s) ≥ 0 of E Pa (g, s, Φ) are at most simple and are contained in the set
Assume that ǫ χ = 0. We may associate to χ a character ν χ which at each local place is a character of E 1 v defined by (2.13)
Proposition 2.8. Let σ ∈ A cusp (G(X)) and s 0 be the maximal element in P 1 (σ, χ). Then the following hold. Proof. Assume that s 0 is the maximal element in P 1 (σ, χ). Then for a large enough, by Lemma 2.6, there exists a section of Ind 
Along with the additive character ψ, χ 1 (resp. χ 2 ) determines a splitting of the metaplectic group Mp(R E/F (Y ⊗ E X))(A) over G(X)(A) (resp. G(Y )(A)). Then we can define the Weil representation ω ψ,χ 1 ,χ 2 of G(X)(A) × G(Y )(A) on the Schwartz space S(V (A)) where V is a maximal isotropic subspace of R E/F (Y ⊗ E X). See [Kud94] for more details.
If we change χ 2 to another eligible character χ 
is defined in (2.13). Similar result holds if we change χ 1 .
For ξ ∈ S(V (A)) we form the theta series
for g ∈ G(X)(A) and h ∈ G(Y )(A). For σ ∈ A cusp (G(Y )), and for f ∈ σ and ξ ∈ S(V (A)), we define
Then the theta lift θ X ψ,χ 1 ,χ 2 ,Y (σ) is defined to be the span of all such θ X ψ,χ 1 ,χ 2 ,Y (g, f, ξ)'s. Similarly if σ ∈ A cusp (G(X)), θ Y ψ,χ 1 ,χ 2 ,X (σ) is defined to be the span of
for all f ∈ σ and ξ ∈ S(V (A)). We note that the choice of V is not important.
In the case where dim Y = 0 the Weil representation is simply the one-dimensional representation in which G(X)(A) acts by ν χ 1 • det and the theta series is given by (m + 1 − ǫ χ ) ; (2) LO ψ,χ (σ ⊗ χ −1 ) ≤ 2j + ǫ χ ; (3) 2j + ǫ χ ≥ r X where r X is the Witt index of X.
Remark 3.2. The first part is just Prop. 2.8. The proof will be given in Sec. 4 by using the regularised Siegel-Weil formula.
The following theorem is a corollary to Thm. 3.1.
Theorem 3.3. For σ ∈ A cusp (G(X)), the following hold.
(1) Assume that the partial L-function L S (s, σ × χ) has a pole at s = 1 2 (m+1−ǫ χ )−j > 0 or assume that m−ǫ χ is even and that (m + 1 − ǫ χ ) − j ′ ∈ P 1 (σ, χ), i.e., the Eisenstein series E Q 1 (g, s, f ) has a pole there. Let
′′ be the maximal member of P 1 (σ, χ). We note that j ′′ ≤ j ′ ≤ j. By Thm. 3.1, the lowest occurrence (m + 1 − ǫ χ ) − j ∈ P 1 (σ, χ). Then the same reasoning as in the preceding paragraph shows that LO ψ,χ (σ) ≤ 2j + ǫ χ = m. This concludes the proof of part (1).
For part (2), assume that LO ψ,χ (σ ⊗χ −1 ) = 2j + ǫ χ < m+ 1 and that
) is strictly less than 2j + ǫ χ , which is a contradiction.
For part (3), assume that LO ψ,χ (σ ⊗ χ −1 ) = 2j + ǫ χ ≥ m + 1 and that L S (s, σ × χ) has a pole in Re(s) ≥ 1/2. Then part (1) implies that LO ψ,χ (σ ⊗ χ −1 ) ≤ m. We get a contradiction.
3.3. Degenerate principal series representation. We summarise the results on the structure of degenerate principal series representation here to prepare for the proof of Thm. 3.1. We work in the local case in this subsection. Fix a place v of F . First assume that v is non-split. Let W be a split skew-Hermitian space of dimension 2n over E v , so G(W ) is a quasi-split unitary group. Let P be a Siegel parabolic subgroup of G(W ). The irreducible components of the induced representation I(s, χ) := Ind
are related to theta correspondence as we explain below. Let Y be a Hermitian space over E v of dimension l such that l ≡ ǫ χ mod 2. We consider the dual reductive pair of G(Y ) and the quasi-split unitary group G(W ). As we reviewed, the Weil representation for unitary dual reductive pairs depends on the choice of two characters χ 1 and χ 2 in addition to the additive character ψ. We emphasise our convention that χ 1 is used for the splitting over G(W ) and χ 2 is used for the splitting over G(Y ). Since dim W is even, we may and do let χ 2 = 1. Also we set χ 1 = χ. Then we get the corresponding local Weil representation of the dual reductive pair.
Next assume that v is split. Then 
F . When v is non-split let R ψ,χ (Y ) be the image of the map of forming "Siegel-Weil section":
where W + is a maximal isotropic subspace of W . Up to isometry there are two Hermitian spaces with given dimension when v is nonarchimedean.
When v is split let R ψ,χ (Y 1 ) be the image of the map of forming "Siegel-Weil section":
From [KS97] for the non-archimedean case and [LZ98, LZ08] for the archimedean case we have: 
where Y is the vector spaces over
where Y runs over Hermitian spaces over
where Y is a vector space over C of dimension 2j + ǫ χ . (5) The spaces R ψ,χ (Y ) above are irreducible and unitarisable.
Remark 3.5. The norm | | C that we use is the square of the usual norm of C, whereas the usual norm of C is used in [LZ08] .
Proof of Theorem 3.1
We return to the global case. Temporarily, let G denote the quasisplit unitary group U(n, n). Let B be its Borel subgroup and P the standard Siegel parabolic subgroup with Levi subgroup M and unipotent radical N.
As defined in the last section, R ψ,χ (Y v ) is regarded as a subquotient of Ind 
When the collection C comes from a global Hermitian space Y over E, then we will denote Π ψ,χ (C) by Π ψ,χ (Y ). When C does not come from a global Hermitian space then we say that C is incoherent. We note that C is coherent if and only if v ǫ Ev/Fv (disc(Y v )) = 1. Proposition 4.1. Assume that C is an incoherent collection of Hermitian spaces of dimension ℓ with 0 < ℓ ≤ n and ℓ ≡ ǫ χ (mod 2).
Proof. Given an n × n-Hermitian matrix β with entries in E v , let ψ β be the character of N given by
Let W β be the Whittaker functional on A(G) defined as follows: 
by the product formula. This contradicts the fact that C is incoherent. Thus D must be the zero map.
Proof. When ℓ = 0 the space of residues is isomorphic to the onedimensional representation ν χ • det. Thus we assume ℓ > 0.
First we note that res s=s 0 E P (g, Φ s ) is concentrated on the Borel subgroup B of G. Thus by a criterion of Langlands we only need to check if the exponents of the constant term of res s=s 0 E P (g, Φ s ) along B lie in the negative obtuse Weyl chamber of G. The constant term E P B (g, Φ s ) is given by
via an analogue of (2.1). The sum is over all subsets T of {1, . . . , n}. We will also adopt the notation introduced there. In particular we note that T consists of elements {i 0 < i 1 < · · · < i t } and w T is given by (2.3) and (2.4) where we change a to n. The section Φ s lies in
It is clear that the exponents of M(w T , s)Φ s (g) lie in the negative obtuse Weyl chamber if and only if k≤b x k < 0 for all 1 ≤ b ≤ n.
Let −e = s 0 − 1 2 (n−1) = 1 2
(1−ℓ) and e ′ = s 0 − 1 2
(1−n) = 1 2 (2n−ℓ−1). Let c be the maximal integer such that i c ≤ b. Then
The second sum, if nonempty, is positive:
If the first sum is positive, then −e + (−e + c − 1) > 0, which implies that c > 2e + 1. In this case the unramified computation gives the normalising factor:
We note that −2e + 2j − 2 ≥ −2e + 2t ≥ −2e + 2c > −2e + 4e + 2 > 1, −2e + i + j − 2 ≥ −2e + t ≥ −2e + c > −2e + 2e + 1 = 1.
Now assume that the second sum is empty. Thus c = b. If the first sum is non-negative, from
we get b ≥ 2e + 1. We check that −2e + 2j − 2 ≥ −2e + 2t ≥ −2e + 2b ≥ −2e + 4e + 2 > 1; −2e + i + j − 2 ≥ −2e + b + 1 + t ≥ −2e + 2b + 1 ≥ −2e + 4e + 2 + 1 > 1.
Still using (4.1), we find that M(w T , s)Φ s (g) is holomorphic at s = s 0 . Thus we get a nonzero residue only when the exponents are in the negative obtuse Weyl chamber.
Taking residue of the Eisenstein series at the point s = 1 2 (m + 1 − ǫ χ ) − j is the maximal member in P 1 (σ, χ). Then the above discussion and the regularised Siegel-Weil formula in [Ich04] shows that if dim Y < m + a, we have
Here α Y is an element in the local Hecke algebra of G(W a ) at one local place that is used to regularise the theta integral; c Y is some non-zero constant; φ Y is some K G(Wa) -finite Schwartz function in S(Y m+a (A E )). Finally we are ready to complete the proof of Thm. 3.1. P a (σ, χ) . Thus by Lemma 2.6, there exists a section of A a (s, χ, σ) of the form Φ f,s (c.f. (2.11)) such that E Qa (g, s, Φ f,s ) has a pole at s = s 0 . Thus by Prop. 2.3, the Siegel Eisenstein series E Pa (ι(g a , g ), s, Φ) must have a pole at s = 1 2 (m + a − ǫ χ ) − j for the section Φ of Ind
Proof of Thm. 3.1. Assume that s
. Then by (4.2) for a big enough, there exists a Hermitian space Y with dim Y = 2j + ǫ χ such that
where + denotes taking a maximal isotropic subspace. Let χ 2 be a character of
Thus the residue res s=s 0 + 1 2
The non-vanishing of the residue implies that the inner integral is nonvanishing. Since it is exactly the theta lift of f ∈ σ ⊗ χ −1 from G(X) to G(Y ), we obtain that LO ψ,χ,χ 2 (σ ⊗ χ −1 ) ≤ 2j + ǫ χ for any χ 2 with ǫ χ 2 ≡ m (mod 2). Thus we conclude the second part of the theorem.
For the third part, assume that the lowest occurrence is realised in the Witt tower of Y so that FO 
Thus m ≤ m 0 +2(2j ′ +ǫ χ ) from which we conclude that r X ≤ 2j ′ +ǫ χ ≤ 2j + ǫ χ .
Certain Periods and Theta Correspondences
5.1. Periods and the first occurrence. Let σ ∈ A cusp (G(X)) and Y 0 a (possibly trivial) anisotropic Hermitian space. We will consider the first occurrence of σ rather than σ ⊗ χ −1 in this section. The first occurrence FO Y 0 ψ,χ 1 ,χ 2 ,X (σ) puts constraints on periods of the product of a cuspidal automorphic form in σ and a theta series on X and Y 0 . In some sense, σ is θ ψ,χ 1 ,χ 2 ,X,Y 0 -distinguished. To alleviate notation, we will generally suppress the dependence of the Weil representation on ψ, χ 1 and χ 2 and taking F -points of the various unitary groups in this section. (1) There exist a non-degenerate subspace Z of X with dimension dim X − r, a cusp form f ∈ σ and a Bruhat-Schwartz function [GJS09] . When r = 0 the period integral is just the integral for theta lift of σ to G(Y 0 ). In fact the above integrals can be replaced by
The symmetric version where we consider theta lift from G(Y ) to G(X) is as follows. (1) There exist a non-degenerate subspace Z of Y with dimension dim Y − r, a cusp form f ∈ σ and a Bruhat-Schwartz function
is non-vanishing. Proof. To make use of Prop. 3.1 of [Wu13] with minimal change of notation, we prove the statement in Prop. 5.3.
Since f is cuspidal, it is rapidly decreasing over the Siegel domain of G(Y ). Thus the whole integrand is rapidly decreasing over the Siegel domain of G(Y ). It can be checked that Siegel domain of G(Z) is contained in some Siegel domain of G(Y ). Thus the whole integrand is rapidly decreasing over the Siegel domain of G(Z). We conclude that the period integrals are absolutely convergent.
Next we relate the period integral to Fourier coefficients of theta lift. We write X as ℓ 
Then the polarisation of R E/F (Y ⊗ X) is chosen to be
. Let c be a non-degenerate (r × r)-Hermitian matrix. Define an additive character of Her r (A) as follows ψ E,c (β) = ψ E (tr(βc)).
Consider the c-th Fourier coefficient of the theta lift of f . It is given by
Here n = n(β) ∈ N ′ (A) for β ∈ Her r (A). We plug in the definition of theta series in (5.3) to get
integration over β vanishes unless y, y Y = 2c. Fix y 0 ∈ Y r that represents 2c. Let Z be the orthogonal complement to y 0 in Y . Then the integral above is equal to
Since we take summation over w, the above is equal to
The inner integral over h ′ is of the form
for some f ∈ σ and φ ∈ S((R E/F (Y ⊗ X 0 )) + (A)). By the Main Theorem of [Li92a] , for any cuspidal automorphic form there always exists a non-singular Fourier coefficient that does not vanish. Since we are taking Fourier coefficient of the first occurrence representation, which is cuspidal, the Fourier coefficient (5.3) is nonvanishing for some choice of data. It follows that the inner integral (5.4) is non-vanishing for some choice of data.
Now we consider the case where dim Z = dim Y − (r − a) for 1 ≤ a ≤ r. Consider theta lift of σ from G(Y ) to G(X −a ). This is an earlier lift than the first occurrence, so must vanish. We replace X by X −a in the above computation. If the inner integral is non-vanishing for some choice of data then it is easy to see that we can choose
+ (A)) so that the Fourier coefficient is non-vanishing, which leads to a contradiction. Thus (5.2) must vanish identically.
(χ, b)-factors and periods.
We are now ready to state and prove the main result of this paper, addressing the relation between the existence of a (χ, b)-factor in the global Arthur parameter ψ associated to a σ ∈ A cusp (G(X)) and the non-vanishing of certain period integral of σ. 
converges absolutely and does not vanish.
Proof. The condition that a simple global Arthur parameter (χ, b) occurs in ψ σ as a simple summand implies that the partial L-function L S (s, σ × χ) has a simple pole at s = 
This concludes the proof of the theorem.
It is clear that when b = 0, the character χ has no relation with σ in the framework of the endoscopic classification of Arthur ([Art13] ). However, the L-function L S (s, σ × χ) may still carry information about σ and χ. In fact, in a special case treated in Theorem 3.3, the case when b = 0 is related to the condition that the partial L-function L S (s, σ ×χ) does not vanish at s = Proof. The argument is similar to that of Thm. 5.4. By Thm. 3.3, the assumptions imply that the lowest occurrence LO ψ,χ (σ ⊗ χ −1 ) is less than or equal to dim X. Then the rest of the argument in the proof of Thm. 5.4 goes through with b replaced by 0.
5.3. Certain useful periods. The next proposition shows the vanishing of some period integrals over a Jacobi group containing G(Z) where Z is a non-degenerate subspace of X of dimension dim X − r with r determined by the first occurrence, but not any G(Z) where Z is of dimension greater than dim X − r. Proof. The idea is similar to Prop. 5.3. We omit some details which can be found in loc. cit. Let Z −1 be the orthogonal complement in Z to a hyperbolic plane containing z 0 . The absolute convergence follows from Prop. 5.3 and the fact that R 0 1 is a semidirect product of G(Z −1 ) and a unipotent subgroup.
We consider the theta lift of σ to G(W ) such that W is in the same Witt tower as X with Witt index r − 1. This is an earlier lift than the first occurrence and therefore must vanish for all choice of data. Let c be a non-degenerate (r − 2) × (r − 2)-Hermitian matrix. Set c = diag{c, 0}. This is a degenerate (r − 1) × (r − 1)-Hermitian matrix. We take the ψ E, c -th Fourier coefficient of the theta lift. This is the integral Note that W 0 = X 0 . The first part has inner integral of the form
for some φ ∈ S((R E/F (Y ⊗X 0 )) + (A)) and thus must vanish by Prop. 5.3 because the dimension of Z is too large. Thus the second part must vanish because the sum is known to be zero. This has inner integral of the form
for some φ ′ ∈ S((R E/F (Y ⊗ X 0 )) + (A)) and f ∈ σ. If it does not vanish for some choice of data then it is easy to see that we can choose some data so that the Fourier coefficient does not vanish. Thus the inner integral above must vanish. 
