Depth maps can be constructed for missing parts which are planar or simply curved surfaces. Missing parts are discovered in a hierarchical fashion, and interpolated using the linear Coons surface model blending function at the bottom of the pyramid. This paper has also explored the range and intensity edge correspondence issue further than previous researchers. In particular, it was found that the most reliable edge correspondences are achieved when the same edge detection and thinning method is used for all edges. Also, a more general-purpose method of finding edge correspondences has been presented which records the actual region of equivalence.
I. INTRODUCTION
The recovery of depth information is important for 3-D image analysis. One method for depth recovery is stereo vision, in which pairs of images from horizontally and/or vertically displaced cameras are used. One of the most difficult problems in stereo vision is correspondence [l] . Once corresponding points in the pair of images are identified, their disparity values can be calculated and used to recover the depth.
We are developing a vision system for mobile robots. The proposed domain is an office environment. The robot is planned to walk in corridors and rooms to fetch and deliver simple objects. Both stereo and laser range data will be used. Since most of the objects of interest will be man-made, it is natural to think of straight lines as the main feature for stereo matching. The stereo algorithm described in this paper, can quickly render a nondense depth map Manuscript received August 22, 1991 ; revised March 5, 1993 . This work was supported in part by the National Sciences and Engineering Research Council of Canada under grant OGP-36726 and a research grant from the Centre for Systems Science of Simon Fraser University.
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0018-9472/94$04.00 0 1994 IEEE which will help the robot to overcome most parts of the corridors and offices. A range-guided stereo system, as described in another paper [2] , will be invoked for generating a dense depth map when close-up views are necessary. Baker and Binford [3] , Ohta et al. [4] , [5] presented interesting stereo-matching algorithms using dynamic programming. In Ohta and Kanade's paper [4] , edge-delimited intervals were used as elements to be matched. The correspondence problem was cast as a problem of finding an optimal path in search spaces. In order to incorporate the constraint o f j g u r a l continuity [6] , a 3-D search space was used. It was, therefore, relatively computationally complex. The later paper by Ohta et a l . [5] , employed "collinear trinocular stereo" to cope with the occlusion problem. The issue of figural continuity was, however, not addressed.
During the past decade, more and more feature-based stereomatching algorithms have been developed, with many using linear features [7] , [SI. Several state-of-the-art robot systems primarily used line features for vision-guided navigation and object recognition, especially in man-made environment [9] , [lo] . One of the major advantages of the line-matching techniques is that they naturally incorporate the constraint of figural continuity. The process for matching linear features can still be quite complex. In general, the performance and speed of the existing stereo systems are yet to be satisfactory.
The Hough transform [ 111 is known to be suitable for extracting lines and curves. In this process, lines (curves) in image space are transformed into peak points in the parameter space, or Hough space. We discovered that the line-matching problem in the image space can be readily converted into a peak point-matching problem in Hough space. Dynamic programming can be performed in Hough space, namely, the matching entities are the peak points in Hough space. It turns out that if the lines are represented by parameters p and 0, then the search process for the dynamic programming can be independently executed for each 0, and is, therefore, very efficient. After a correct matching between corresponding lines is made, it is not difficult to obtain the disparity values, with a refined higher accuracy, for the individual corresponding points on the pairs of matched lines. Compared with the original dynamic programming approach by Ohta and Kanade [4] , the constraint of figural continuity is embedded in our line-based approach, and hence, only one search in the Hough space is needed. The complexity of the search process is thereby significantly reduced.
As shown by Burt and Julesz [12] , binocular fusion cannot be obtained when the disparity gradient exceeds a certain limit. The disparity gradient limit implies the constraint of nonreversal order, i.e., the left-to-right order of lines cannot be reversed in one eye with respect to the other. This constraint introduces only a minor (and usually acceptable) restriction on the real applications. In this paper, a peak ordering algorithm based on the constraint of nonreversal order, is presented to ensure the optimality of the dynamic programming when the orientations of the corresponding lines in the stereo images differ.
It is known that if the two cameras of a binocular system are displaced horizontally, then the horizontal lines in two images cannot be uniquely matched unless the end points of the horizontal lines can be located. A good solution to this is the use of three cameras as suggested by [13]- [15] . The trinocular stereo vision facilitates an additional powerful constraint, the trinocular uniqueness constraint [13] , i.e., the horizontal and vertical disparities are identical, provided the camera displacements in both directions are equal. It will be effectively accommodated in the search process of our dynamic programming.
The proposed Hough method for line matching employs multiple constraints (epipolar, uniqueness, disparity gradient, figural continuity, and trinocular uniqueness constraints). Especially, it has the merits of naturally enforcing the constraint of figural continuity and speeding up the matching process. Moreover, it could be used to simultaneously yield certain boundary descriptions in Hough space which can be very useful for surface interpolation as suggested, for instance, by Hoff and Ahuja [16] in their integrated approach for Surface from Stereo.
The organization of the paper is as follows: Section I1 describes our algorithm of line matching in Hough space. Section I11 discusses dynamic programming for line matching in Hough space. Section IV presents experimental results. Section V concludes the paper.
STEREO CORRESPONDENCE IN HOUGH SPACE
This section will describe the method for line matching in Hough space. Since most procedures for binocular matching can be shared by trinocular matching in an obvious way, most of the descriptions in this paper will be based on binocular stereo vision. They can readily be generalized to trinocular matching, with the aid of the discussions in the last part of Section 111-C. 
With the above assumption, the following algorithm can be used ( P I -P , ) = (x, -1,) cos 0, where 0 is approximately equal to 0, and 8,. for deriving disparity values.
Algorithm (Stereo Correspondence Based on Line Matching)
For each peak in Hough space, maintain a list of the coordinates for the points that voted for this peak. Points that are on the same epipolar line are now readily put in pair. Their x, -x, are taken as disparity ( d ) values. Fig.  1 illustrates a possible point-matching situation after the two lines have been chosen as corresponding pairs. One of the advantages of using the Hough transform is that it is tolerant to noisy and broken lines. In case a slightly broken line is caused by a partial occlusion in one image but not in the other, two corresponding peaks will still be formed and matched. As shown in Fig. 1 , a reasonable match between most points is still possible.'
In most cases, the actual disparity d , assigned to each individual point, is slightly different from the estimated disparity for the whole line, since a small nonzero A0 is allowed. In other words, the disparity for each individual point is refined to a higher accuracy.
DYNAMIC PROGRAMMING FOR LINE MATCHING IN HOUGH SPACE
This section shows the most important part, Step 2 of the proposed algorithm, Le., dynamic programming in Hough space. To start the description, it is temporarily assumed that O1 = Or, i.e., A0 = 0. This assumption will be relaxed in Section 111-B.
As depicted in Fig. 2(a) , for a particular 0 there may exist more than one contending line in both left and right images. Accordingly, more than one peak is located for the same 0 in both left and right Hough spaces. In Fig. 2(a) , the corresponding lines are drawn as thicker ones. Often, one-to-one correspondence does not exist between lines in the left and right images. This is because 1) the leftmost lines in the left image may be shifted out of the image plane in the right image, and vice versa; 2) the occlusions of lines may be different from the left and the right views; 3) the noise and reflectance in the two images may differ. In general, for each 0, it is necessary to find the correspondence between n peak points in the left Hough space and m peak points in the right Hough space.
For dynamic programming in Hough space, an m X n search plane is constructed for each possible 0 value. The term "line matching" has been loosely used in this paper. Strictly speaking, "collinear points" are being matched. Peaks in the Hough spaces represent the collinear points (whether they are connected or not). Optimal matches between the corresponding peaks are obtained in the Hough space using dynamic programming. Afterwards, disparity values are assigned to the individual points on each epipolar line. 2) The order of the peaks in each 1-D p-O0 subspace has a fixed and consistent relationship with the order of the lines in each image.
In this case, the constraint of nonreversal order also applies to the corresponding peaks in the Hough subspaces along the p dimension.
A. Optimal Solution Path
The process of dynamic programming in the Hough space is similar to the dynamic programming in image space described by Ohta and Kanade [4] . Instead of matching intervals in image space, peaks in Hough space which represent lines in the image space are matched. The correspondence problem is now a problem of finding an optimal solution path (with the least cost) on the search plane, where nodes in the search plane correspond to potential matches of peaks from the Hough space, and a solution path i s any path from
Each of the three types of segments below is a primitive path and is assigned a cost. Because of the nonreversal ordering constraint, starting from S, a path can be extended towards only one of the three directions: east, south, or southeast.
The horizontal segment from ( i , j -1) to ( i , j ) on a path, corresponds to no match for line j in the left image, e.g., the dark horizontal segment from (0, 0) to (0, 1) in Fig. 2 Let C ( t ) be the cost of the optimal path from the origin (0, 0) to node t , and c ( t , t -i ) be the cost of the primitive path from t -i to t . Then the local optimal cost at any node in the search plane can be recursively defined as: ( 4 where S = (0, 0);
The path that renders C ( G ) at node G = (m. n ) is the optimal solution path. It is presumed that the search process is Markovian [4] , namely, C ( t ) only depends on its immediate predecessor's C ( t -i) and the c ( t , t -i). It does not depend on the previous history, i.e., the way of deriving C ( t -i).
B. Peak Ordering
The optimality of the dynamic programming relies on the consistent ordering of the peaks in both Hough spaces. If the orders of the peaks for matching lines Lll-Lrl, and L12-Lr2 are not the same in the two Hough spaces, then at least one of these lines will simply be overlooked by the matching process.
In general, when a line in the 3-D scene is not parallel to the image planes, its projections onto the left and right images are not in parallel. In other words, 0, = Ol + A0 and the assumption that A0 = 0 is now relaxed. This subsection examines the peak-ordering problem when relatively large A0 values are encountered. It should be reemphasized that the presumption that lines will never have reversed orders in the left and right images has always been made throughout this paper.
1) Problem of Peak-Ordering in 2 -0 Hough Subspaces: As stated above, for each line orientation with a gradient direction 00, when At9 = 0 was assumed, the p values of the peaks could be used to determine the partial order of the peaks in the I-D longer be directly used to determine the partial order of the peaks in the Hough subspace. Fig. 3 
2) A Peak-Ordering Algorithm:
This subsection describes an insert-sort algorithm which is needed for peak ordering in a 2-D 
C. Cost Functions
The cost c for each primitive path on the search plane is assigned by heuristic costfunctions. The following are used in this paper. The first function (c, ) is applicable to all primitive paths, while the second and third (cq and c 3 ) are only applied to the diagonal primitive paths. When multiple cost functions are used, a weighted sum of costs c = Ci wici is taken, where wi are adjustable weights.
1) Maximize the Number of Points Matched (cl);
The heuristic is that, usually, less points can be put in pairs, if erroneous correspondence is made among the contending lines. Since the horizontal and vertical segments on a path in the search plane imply no matches, their cost is set to be equal to the length of the line being skipped. This could be costly-in other words, the skipping of long lines is discouraged. The diagonal segment represents a match between a pair of lines. As shown in Fig. l , there might not be a perfect point-to-point match between the designated matching lines.
Let ZI and Z2 be the lengths of the lines L, and L,, and h be the number of the points matched on each line. Then the cost assigned to the diagonal segment in the search plane is In general, all the numbers indicate the optimal cost C for getting to the node. Let us take node ( 4 , 5) as an example of the calculation of C ( t ) . As said before, there are three paths to reach the node (4, 5) and their cost are: 
2) Compare the Local Property at the Vicinity of the Lines (cz):
Edge magnitudes along a line can be used to measure the difference between the gray-level intensities at the two sides of the line. It can be enforced that two correctly matched edge lines should have similar edge magnitudes. A higher cost can be assigned to the candidate pair that has larger differences in their local properties. Let h be the number of possible pairs of matching points on lines LI and L,, and S: and S: be the edge magnitudes at the kth point. The cost function for measuring the difference of the local properties for L, and L, is defined as 
D. Time Complexity f o r Searching in Dynamic Programming
Since each node t has only three possible predecessors t -i , i.e., its immediately west, north, or northwest neighboring node, the computation of C(t) for all the nodes can be done in one scan (row-by-row) through the 2-D search plane, starting from S and ending at G. The enforcement of the trinocular uniqueness constraint has its overhead. While performing horizontal matching, the disparities of potential vertical matches must be examined, and vice versa. However, only a constant number of the potential matches within a certain disparity range are examined each time. Hence, the time complexity remains 0 ( p m n ) .
IV. EXPERIMENTAL RESULTS
The proposed method was tested using real-world images. The . -first two sets of our test data are binocular stereo images in which two cameras are mounted on the same horizontal level and separated with a displacement b = 4 in. The first set has two Rubik cubes in each image [ Fig. 6(a), (b) ]. They are frequently used in the stereo-vision literature, because the repetitive pattem often causes some difficulty for the correspondence process. The second stereo pair is an ordinary indoor scene (Fig. 6(c), (d) ). It is a corridor scene, typical for an office environment. The first room is an office with sliding glass doors and windows. A cart is placed in the corridor to add a little more complexity to the scene. The third set is a trinocular office scene (Fig. 7(a)-(c) ). The horizontal and vertical camera displacements are both b = 4 in.
A . Edge Detection
A gradient-based edge operator adopted by Rosenfeld, Omelas. and Hung [17] is used. Basically, two Sobel gradient masks are used to derive approximate partial derivatives along the horizontal and vertical directions. They are then combined to yield the gradient (magnitude and direction) information. The edges thus extracted are usually more than one pixel wide. The nonmaximumsuppression technique [17] is used to reduce their edge widths to one. A pixel P will survive as an edge pixel, if its edge magnitude is greater than the edge magnitudes of both neighbors that are along the edge direction and have similar edge directions as pixel P. Figs. 8 and 9 are the edge maps after pyramid linking for the test images. The recursive edge detector by Deriche [18] was also tried for comparison. Its edge detection result was quite similar to the Sobel result. The Sobel operator was chosen because of its readiness for parallel processing. 
B. Implementing the Hough Transform
As suggested by Duda and Hart [ 1 11, a p-0 accumulator array is used as the Hough space for the lines. The range of the accumulator array is 0" I 0 < 360°, -pmax 5 p 5 pmax. The divisions are every 10" for 0 and every 1 pixel for p. Since the gradient information is used, an edge point P votes for only one corresponding point ( p o , 0,) in the accumulator array. After all the edge points in the image space have voted, local maximum points (peaks) are extracted to represent the lines.
Because of the inevitable error of discrete sampling and especially the inaccuracy in the computation of the edge direction 0, a peak in the Hough space for a line is usually not as sharp as a single spike. It is more likely that all the collinear points in the image will map into a cluster in the accumulator array centered at the location of the peak point. We developed a hierarchical peak compaction method [19] which adapts to the error scale at each level and calculates the best achievable accuracy, and, therefore, generates sharp peaks in the Hough space. As an example, Fig. 10 illustrates the Hough accumulator arrays generated by the hierarchical peak compaction method for the cube images. The height of the bars represents the total votes collected for each peak.
As described in
Step 1 of the algorithm in Section 11, it is necessary to keep the coordinate information for all the voting edges. Hence, a linked list of edge points is maintained at each peak in the accumulator array. For expedient access, the list is sorted by y and then x values of the edge points. The sorting tums out to have no overhead, since the edge points were examined in order, at the time when their votes were taken.
C. Dynamic Programming f o r Matching
The peak ordering and searching process for the dynamic programming have been discussed in detail in Section 111. In our implementation, relatively large A0 is allowed. For the binocular images, the matching is performed from the left to right. As an example, Fig. 11 shows the search space of the dynamic programming for the left and right cube images when 0, 130". Twelve of the slant lines have their edge gradient directions falling into this range in both images. In addition, six and four noisy and short line segments are also detected by the Hough transform from the left and right images, respectively. Hence, the size of the search space is m = 16 and n = 18. For the cost function C, a combination of two criteria, applicable to binocular matching is used. More weight has been placed on the first criterion, Le., maximizing the number of points that can be matched ( w , = 0.8 and w 2 = 0.2). The search result is indicated by the optimal solution path in Fig.  11 in which the twelve diagonal line segments correspond to all correct matches. All the short lines (noise) are skipped in this case, although there could sometimes be incidental matches between them as well.
Because each original scene consists of two cubes at different depth and their slant lines have similar 0 and p values, the peak ordering process tums out to be crucial for generating the correct result. It happens that the peak-ordering problem as illustrated in Fig. 12 shows the disparity maps generated by our program. For displaying in black and white, disparities are shown by various gray-level intensities. The points with larger disparities are shown brighter. The binocular configuration is not suitable for \tereo-matching between horizontal lines. Hence. matching is not attempted for these lines. The gray outputs for horizontal (or nearly horizontal) lines in Fig. 12(b) are not indications of their disparities. Rather, they just indicate the existence of these edges for ease of viewing. Fig. 12(c) , however, is a complete disparity map generated by the trinocular matching. 
D. Performance Analysis
Disparity error rate t is used to measure the quality of the stereo matching. E is calculated by carefully examining thc disparit! map. If a matched point has a disparity deviated from the correct value by more than one, it is counted as an error.
As shown in Table I , t = 2.57% for the cube scene. 4.80% for the corridor scene, and 2.98% for the office scene. The above dispanty errors compare very well with other reported result\ 1131-[15], [20] . For the cube images, all 72 pairs of lines are correctly matched, and the disparity errors occur mostly on the slanted edges in the cubes. For the corridor scene, the matching between hori- zontal lines are not attempted: most disparity errors are again caused by the slant lines and the mismatches on the noisy (textured) floor points in the corridors. The trinocular matching for the office scene indeed, produces good matches for lines of all orientations. Moreover, the error rate E = 2.98% is significantly smaller than the t = 4.80% in the binocular corridor scene with comparable complexities. Currently, the entire matching process for the trinocular ofice scene takes 7.4 sec ofcpu time on a Sun SPAKC-1: approximately 0.51 scc ( 7 % of the 7.4 sec) for peak ordering, 1.28 sec (17%) for the search process of dynamic programming. 3.6 sec (48%) for the calculation of cost functions and other programming overheads, and 2.0 sec (26%) for generation and display of the disparity map.
We have recently constructed a hybrid pyramid vision machine consisting of the AIS-4000 and 64 transputers 1211. As shown, edge detection and Hough line detection can be executed in less than a second by the pyramid machine. The calculation of costs and the search for dynamic programming can be independently performed for each 0, and. therefore. can be executed in the transputers (one for each 0) to realize a significant speedup.
v . C0hC.l I \ I O N This paper presented a method of using dynamic programming in Hough space for solving the corrcspondence problem in stereo vision for mobile robots in an ollicc environment. The line-based stereo algorithm described in this paper, can quickly render a nondense depth map which can be combined with our range-guided stereo system to meet both the far-range and near-range sensing requirements for vision-guided robot navigation. Since most of the objects of interest are man-made, lines are chosen as matching entities for stereo matching. Multiple constraints (uniqueness, epipolar, disparity gradient, figural continuity, and trinocular uniqueness constraints) are integrated in the matching process. The main advantages of this approach are the natural embedding of the constraint of figural continuity, and the speed-up of the matching process. Moreover, it could be used to simultaneously yield certain boundary descriptions in the Hough space which can be very useful for scene analysis.
The time complexity for the search in the dynamic programming in Hough space is O(pmn), where m and n are the numbers of the lines for each 0 in the pair of stereo images, respectively, and p is the number of all possible line orientations. Since m and n are usually fairly small numbers, the search is very efficient. In general, line orientations differ (slightly) in the pairs of stereo images which could disturb the order of the peaks in the Hough space. A peakordering algorithm is introduced to ensure the optimality of the dynamic programming.
Our preliminary results show that the proposed method works well on several sets of test images of real-world scenes. Relatively small disparity errors are observed and they compare well with other published results. The trinocular method offers even lower error rates and better matches for lines of all orientations. Its execution speed on a Sun SPARC-1 is satisfactory.
The implementation of Hough line detection and dynamic programming has the potential to be parallelized to meet the real-time requirement of robotic applications. One of the future research topics is the extension of this method to matching of 3-D curves of simple parametric forms.
