Abstract. In Ulis paper a characterization of those quasinormal operators having the double commutant property is obtained. That is, a necessary and sufficient condition is given that a quasinormal operator T satisfy the equation {T}" = &(T), the weakly closed algebra generated by T and 1. In particular, it is shown that every pure quasinormal operator has the double commutant property.
1. Introduction and preliminaries. In this paper all Hubert spaces are separable and over the complex scalars C. Recall that an operator T on a Hilbert space H is quasinormal if the two parts of its polar decomposition commute. Equivalently, T is quasinormal iff T and T*T commute. Quasinormal operators were first studied by Brown [1] , who derived a representation for them. (See Theorem 2.1 below.)
For an arbitrary operator T, {T}' is the commutant of T and {T}". = {{T}'}'. â(T) denotes the closure of {p(T):p is a polynomial} in the WOT (weak operator topology); equivalently, the closure can be taken in the SOT (strong operator topology) [8] . Denote by (dc) the set of operators having the double commutant property; that is, T E (dc) iff &(T) = {T}". The class (dc) has received some attention. In particular, see [6, 9, 12, [22] [23] [24] [25] .
J. B. C0NWAY AND P. Y. WU This was pointed out by Turner [23] . By Fuglede's Theorem, T E (dc) iff (3,(T) = W*(T), the von Neumann algebra generated by T. It is a result due to Sarason [19] that this latter equation is equivalent to T being reductive.
Also, [23] shows that every nonunitary isometry is in (dc).
It is a standard result that, for any operator T, T = T0 © Tx, where T0 is normal and T, has no reducing subspace on which it is normal. If the summand TQ does not appear, that is, T = Tx, the operator Tis said to be pure. It will be shown that every pure quasinormal operator is in (dc) (Theorem 3.10). The proof of this theorem reveals a connection between pure quasinormal operators and nest algebras [5] .
In §4, a characterization of the arbitrary quasinormal operators in (dc) is given (Theorem 4.10). This characterization is obtained by an interesting analysis of the possible intertwining operators between a pure quasinormal operator and a normal operator. In particular, the question of whether the kernel of 1 -T*T is zero is shown to be relevant.
2. Some representation theorems for quasinormal operators. The characterization of quasinormal operators due to Arlen Brown [1] is well known. There are further representations of special quasinormal operators that have escaped general recognition and are rather useful. In this section, two such representation theorems are presented and these are applied to the study of quasinormal operators.
Brown's theorem is stated for convenient reference. Recall that an operator is pure if there is no reducing subspace on which it is normal.
2.1. Theorem [1] . An operator T on H is a pure quasinormal operator iff T is unitarily equivalent to S ® A, where S is the unilateral shift of multiplicity one and A is a positive operator with ker A = {0}. The first representation theorem that will be presented applies only to S ® A, where A is cyclic. But first a characterization of these quasinormal operators is obtained.
Proposition.
A pure quasinormal operator T on H is unitarily equivalent to S ® A, where A is a cyclic positive operator, iff there is a vector e in H such that H is the closed linear span of {| T\kTJe: k, j > 0}. (Recall that \T\= (T*T)X/2.)
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Proof. Assume that H = L(oo) and T= S® A has the representation (2.2). If such a vector e exists, lete = (e0,ex,...),e¡inL.
Note that A 0 0 A A and, for y > 1, the zeroth coordinate of | T\kTJe is 0. On the other hand, the zeroth coordinate of | T \ke is Ake0. Hence, e0 is a cyclic vector for A. Now suppose that e0 is a cyclic vector for A and put e = (e0,0,0,... ) in L(oo). It is easy to see that, for k, j > 0, every coordinate of | T\kTje is zero except they'th one, and this coordinate is Ak+Je0 -Ak(AJe0). Because A has dense range Aje0 is a cyclic vector for A. Hence, e satisfies the stated condition. D For a quasinormal operator T, let 91 (T) be the norm closed algebra generated by T and | T\ ; thus, 9l(T) is an abelian algebra. Say that Tis <3l(T)-cyclic if there is a vector e such that {Re: R E tfl(T)} is dense in H. By the preceding proposition, Tis 9t.(T)-cyclic iff A is cyclic.
The following notation will remain fixed throughout this paper. If v is a positive Borel measure on [0, oo), v will denote the measure on C defined by dï(reie)=^d0dv(r).
That is, v is the measure such that, for every continuous nonnegative function / on C with compact support, lf(z)dv(x)=-\TÇl2Jf(re's)d6dv(r). This implies that VTV~X = M. D
The following is an immediate consequence of the preceding representation theorem, though a direct proof is also possible.
Corollary.
// T is a pure quasinormal operator, \\T\\ -1, and ker(l -T*T) = {0}, then T" -* 0 (SOT).
Proof. Since \\T" \\ < 1 for all « and, as was mentioned prior to the statement of Proposition 2.3, T = Tx © T2 © ..., where, for each k > 1, Tk is 9t(T4)-cychc, it can be assumed that Tis 9l(7')-cyclic. Thus, we may assume that T = multiplication by z on 91, where 91 is defined as in the preceding theorem.
If v is as in 2.4, then the condition that ker(l -T*T) = {0} is equivalent to the condition that ?(3D) = 0. Thus | z |" -» 0 a.e.
[i>] as « -» oo. The conclusion is now immediate by the Lebesgue Dominated Convergence Theorem. D
The next corollary is a special case of a more general result [16] . It is presented here in this form because this statement will be needed in the last section.
// T is a pure quasinormal operator and ||T|| = 1, then T*" -» 0 (SOT).
Proof. If ker(l -T*T) = {0}, then proceed as in the proof of the preceding corollary. If ker(l -T*T) ^ {0}, then T = T0 © Tx where Tx is a pure isometry and T0 is a pure quasinormal operator with ker(l -T0*T0) = {0}. The conclusion for this case follows by applying the preceding case to T0 and the well-known fact that T*n -» 0 (SOT) for any pure isometry Tx. D The next representation theorem only apphes to pure quasinormal operators T such that T*T is invertible; equivalently, it apphes to pure quasinormal operators T that are unitarily equivalent to 5 ® A, where A is invertible. This representation was shown to us by Gerard Keough who derived a more general representation theorem for invertible operator-valued, weighted shifts (unpublished), analogous to that obtained for scalar-valued weighted shifts (see [21] ). We begin with a lemma. Proof. Assume that T = S ® A on H = L(°°\ As was mentioned above, the fact that T*T is invertible is equivalent to the fact that A is invertible. Define U: H2 -L<00) by UF = (A"fn)™=0 if F(z) = I z"fn. It is clear that U is an isometry. Also, if (hX=o e L(co), let /" = A'nhn for « > 0; it is immediate that F = 2 z% is in Z/2 and UF = («"). Hence, t/is an isomorphism. where Ctj = Ci+Xj+X E {A}' for i >j; that is, by requiring C to be constant along its diagonals and to have that constant operator in {A}'. If T = S ® A and A is invertible, condition (b) of Lemma 3.1 states that Cj+Xj+x = AC¡jA~]. An induction argument shows that the diagonal terms satisfy Cu = A'CmA~' for all i > 1. So it is possible to manufacture an element C of {T}' with nonzero entries only on the main diagonal if an operator Cm can be found such that {M'Cgn^"'!!} is uniformly bounded. It is precisely this that will be done in the next lemma, even when A is not invertible. (There is a connection here with nest algebras. See [5] and [13] and their bibliographies.) for each / in L2(v). It is easy to see that F is a bounded operator, and ||F|| < 1 (because v is a probability measure). In fact, this is a consequence of Lemma 3.4 below, which shows much more.
Remember that ker^" = {0}, so A" has dense range and A~" is a densely defined linear transformation. 
H°°(Da), there is a well-defined operator <j>(T) such that \\<p(T)\\ < II <f» II " and (a) <p -» <t>(T) is an algebra homomorphism of H°°(Da) into &(T).
(b)z(T) = Tandl(T)= 1. The definition of this functional calculus is, when a -I, the functional calculus developed by Sz.-Nagy and Foia § [14, p. 114] for contractions; the changes for a ^ 1 are trivial. All the details can be found in [14] .
It is worth pointing out here that ||<#>(7,)|| = Halloo» and this is shown in Theorem 3.10 below. Also &(T) = {<f>(T): <p E Hx(Da)}. This also is shown in Theorem 3.10.
Both of these facts can be found by using the results of [3] . Now for the principal result of this paper. The identification of &(T) and Z/°° is well known and no originality is claimed for this. In fact, this identification could have been obtained by using the fact that quasinormal operators are subnormal and appealing to [3] . Lambert [11] and Lambert and Turner [12] have studied &(T), {T}', {T}" and the double commutant property when T is a weighted shift with invertible operator weights. In the case when A is invertible, the proof that T = S <8> A is in (dc) could have been accomplished by using the results of [12] and our Lemma 3.4, together with some additional computations.
Theorem. // T is a pure quasinormal operator, then T is in (dc). Moreover, if || T || = a and
4. Necessary and sufficient conditions for an arbitrary quasinormal operator to be in (dc). There are normal operators that do not belong to (dc) (viz., the nonreductive ones), so it is not surprising that there are (impure) quasinormal operators that are not in (dc). To give necessary and sufficient conditions for a quasinormal operator to belong to (dc), it is first necessary to study the commutant of an arbitrary quasinormal operator Q by writing Q = T © A, where T is pure and A is normal. This leads to a consideration of intertwining operators. If Tx and T2 are operators on Hx and H2, let §(TX, T2) be the set of all operators X: Hx -> Z/2 such that XTX = T2X.
The next result is the main tool for studying the double commutant property for the direct sum of two operators. It is due to Turner [23] . . By the first part of this proof, there is an operator Xx: A,(oo) -» Zi such that A^T, = Mv, and ran X, is dense. If X -Xx © 0, it is easy to check that X has the desired properties. D The preceding result is related to one obtained by Sz.-Nagy and Foias.
[15]; they prove a similar theorem for T = any unilateral shift, but they obtain an X with ker X = {0} as well as dense range.
The next lemma is known to many, but cannot be classified as a standard result. It is essentially a trick that has not been codified, though it is used repeatedly by people who work in weak* approximation. Proof. Let qn be the average of the first « partial sums of the Taylor expansion of (p. Then \\q"\\x < II*IL and qn -> <> weak* in L°° [10, p. 19] . Considering qn and <p as belonging to Z72, it follows that qn -» * weakly in Z/2. Thus there is a sequence {pn} such thatp" is a convex combination of {qx,.. .,qn) and p" -» * in the H2(L2) norm. Becausep" is a convex combination of {<?,,.. .,qn), llp"IL ^ H*IL-Passing to a subsequence, if necessary, we obtain that pn(e") -» </>(e") a.e. as « -» 00. By integrating pn opposite the Poisson kernel, it follows that p"(z) -» *(z) as « -^ 00 when |z|< 1. 
