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Abstract 
Based on resent successes in detecting extrasolar planets, the discovery of Earth–like planets that harbor 
life has been anticipated (1.1  Extrasolar planets). Planets have already been detected in the habitable zone, 
where a planet can sustain liquid water judging from the distance from its primal star. From another point 
of view, as obtaining spectra of extrasolar planets, a lot of features are investigated, since the spectral 
shapes change affected by atmospheric molecules and the surface of the planet. The trace of the mediums as 
is associated with biotic origin is called biosignatures (1.2  Photosynthetic biosignatures). As a potential 
biosignature, the trace of vegetation is observed in about 700-750 nm on the earth, originated from 
microscopic properties of photosynthetic organisms. In the organisms, light energy is converted into 
chemical energy through the light absorption, excitation energy transfer (EET) and enzymatic reaction 
processes (1.3  Photosynthesis). These processes start in light-harvesting complexes (LHCs), which 
contain special photosynthetic pigments. 
In future missions searching for second earths, their main targets are planets orbiting M type stars (cooler 
than Sun). In such a photoenvironment, photosynthetic organisms, if any, should have evolved to utilize the 
spectra of their host stars (1.4  Photosynthesis on exoplanets), so that they can absorb radiation in a 
different wavelength region. As the first step to consider the different environments, it is meaningful to 
investigate what kind of radiation environments are acceptable for photosynthesis (1.5  The purpose of the 
thesis). We focus especially on LHCs on the earth which absorb longer wavelength radiation like purple 
bacteria, which are categorized into an anoxygenic photosynthetic bacteria and are suggested to emerge 3.8 
Ga ago.  
We evaluated how effective the organisms absorb the surrounding radiation by quantum chemical 
calculations. The absorption spectra for photosynthetic pigments were calculated by a time- dependent 
density functional theory (TDDFT) (2.1  Density functional theory). For the LHCs systems, static 
calculations permit us to obtain the spectra using the excited states of the pigments as is obtained by the 
TDDFT calculations. In subsequent quantum dynamics calculations, the time-development of excitonic 
population corresponding to the EET process in LHCs was examined (2.2  Static and quantum dynamics 
calculations in LHCs). In both the static and dynamic calculations, dipole-dipole interactions are used to 
describe electronic excitations of the pigments. We examined, through these calculations, the light 
absorption and the EET processes using cluster models of LHCs in a purple bacteria (LH2), which have 
simple ring structures (2.3  The absorption efficiency). 
First, using the TDDFT calculations we investigated on the efficiencies for general photosynthetic pig- 
ments like chlorophylls (Chls) and bacteriochlorophylls (BChls) under stellar radiation spectra such as F, G, 
K and M type stars (3.1  Photosynthetic pigments). We found that the efficiencies are increased with the 
temperature of these stars, from the M to the F star. The photosynthetic pigments have two types of 
absorption bands, i. e. the Qy and Soret bands. In higher temperature stars like the F star, contributions form 
the Soret region of the pigments are dominant for the efficiency. On the other hand, in lower temperature 
stars like the M stars, the Qy band is crucial. Among the pigments, Chls tend to be efficient in higher 
temperature stars, while BChls are efficient for the M stars. Blueward of the 4000 Å break, the efficiencies 
of BChls become smaller than Chls in the higher temperature stars, due to the smaller radiation in the Soret 
region. 
Thereafter, the efficiencies for the LH2 systems whose main component is BChls a (3.2  EET in LHCs). 
Before that, we evaluated absorption spectra and energy transfer velocities using the LH2 monomer and 
dimer models to reproduce experimental results. After the calibration tests, a LH2 aggregation model, 
composed of 7 or 19 LH2s aligned in triangle lattice, was examined. We found that the light absorption is 
red-shifted and the energy transfer becomes faster as the system size increases. We also found that EET is 
accelerated by exchanging the central pigments to lower–energy excited pigments. And then, the 
efficiencies are estimated to be maximized offset from the solar effective temperature by assuming a black–
body radiation. After that, the effects of multimerization were examined (3.3  The photosynthetic pigment 
by the TDDFT vs LHCs by the dipole approximation calculations). 
 
 On the other hand, we investigated the condition as the organisms absorb light effectively under cooler 
stars. The absorption spectra shift due to the structure of the pigment, the conformation of LHCs and 
surrounding solvent and protein environments. Therefore, we investigated wavelength shifts in the 
absorption by changing possible conditions and evaluated the mean wavelength of the absorption and the 
efficiencies in some photoenvironments. By exchanged central metal of the pigment, the mean wavelength 
of the absorption in 19 LH systems is shifted by about 117 nm longer (3.5  The elongation of wavelengthin 
absorption).  
 
To evaluate the efficiencies that are considered the light reduction due to the planetary atmosphere, the 
spectra at the surface were calculated using a one-dimensional radiative transfer code (2.4  Radiative 
transfer). Among three possible cases: planets that have Earth–like, oxidizing and reducing atmospheres 
whose primal stars were Sun and the M stars, the efficiencies were compared. The efficiencies under the M 
star vary more widely than those under the Sun (3.4  The effect of the planetary atmosphere, 3.6 
Absorption efficiencies on exoplanets). Considered the absorption bands of water vapor, the regions as the 
organisms utilize efficiently are quite limited in M stars (3.7 Toward photosynthesis on planets around M 
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Numerous extrasolar planets have been detected in succession especially by the Kepler space tele-
scope (1.1), and some planets have been found in the habitable zone (HZ), which is one of the
simplest standards for searching for life (1.2). From the spectrum of an exoplanet, a lot of charac-
teristics are identified in terms of whether a planet are an Earth–like planet or not. Biosignatures,
which are trace of life in the spectrum, are classified into gaseous and surface biosignatures (1.3).
Trace of photosynthesis can be important biosignatures as far as we can imagine. In the first step
of photosynthesis on the earth, photosynthetic pigments make important roles of light absorp-
tion, and they form light harvesting complexes (LHCs) (1.4). In LHCs, the effective excitation
energy transfer (EET) occur between their pigments. In the thesis, we evaluated how effectively
photosynthetic pigments and LHCs absorb light under different spectrum of exoplanets (1.5).
1.1 Extrasolar planets
Currently, more than 1800 extrasolar planets (also referred as exoplanets), which are planets
outside our Solar system, have already been confirmed since the first extrasolar planet was dis-
covered [1]. The Kepler space telescope launched in 2009 by the National Aeronautics and Space
Administration (NASA) permits us to extend our understanding of planetary systems outside the
Solar system. Kepler observes planets using a transit method, in which light reduction is detected
when exoplanets pass in front of their primary star. Not only gas giants and Uranian planets,
but also super–earths and earth–sized terrestrial planets have been already confirmed due to the
contribution by Kepler. Kepler has fixed field of view in the northern constellations of Cygnus and
observed 156,000 target stars [2]. Kepler has brought the knowledge that the occurrence of 2 ∼
4R⊕ (1R⊕ is the Earth radius) planets increases with decreasing the effective stellar temperature,
and the planets are seven times as much as abundant around the cooler stars (3600 ∼ 4100 K)
than the hotter stars (6600–7100 K).
To summarize the results of smaller planets so far, the mass–radius and mass–density relation
for 65 observed exoplanets smaller than 4 Earth radii (4R⊕) with orbital periods shorter than
100 day are shown in Figure 1.1 [3]. Up to the radius of a planet RP < 1.5R⊕, planet density
increases with increasing radius, which is consistent with the Earth composition curve. Above
1.5R⊕, planet density decreases with planet radius, suggesting that as planet radius increases due
to a large amount of volatile by volume. The gentle increase above 1.5R⊕ in mass with radius
indicates that light weight H/He gas is present.
In this section, to begin with habitable planets (1.1.1), the standard classification of stars
which can have planets are explained (1.1.2), and then promising future missions searching for
1
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Earth–twin are described (1.1.3).
Figure 1.1: Left: the density–radius relationship for 65 exoplanets [3]. Gray points mean the
stellar radial velocities (RV)–determined masses and orange do the modeled transit timing variation
(TTV)–determined masses. The point size corresponds to 1/σ(ρP ), where ρP is the density of a
planet. The blue squares are weighted mean densities in bins of 0.5 R⊕, with error bars representing
σi
√
Ni, where σi is the standard deviation of the densities and Ni is the number of exoplanets in bin
i. The weighted mean densities below 1.0R⊕ are removed because the scatter in planet densities
is so large. The blue diamonds indicate solar system planets. The red line is an empirical density–
radius fit for planets smaller than 1.5R⊕, including the terrestrial planets inside solar system. The
green line is the mass–radius relation for planets of Earth composition (67.5% MgSiO3, 32.5%
Fe) [4]. Right: the mass–radius relationship for the 65 exoplanets. Same as left, but the point size
corresponds to 1/σ(MP ), where MP is the radius of a planet. The blue squares are the weighted
mean masses in bins of 0.5R⊕, with error bars representing σi/
√
Ni, where σi is the standard
deviation of the masses and Ni is the number of exoplanets in bin i. The black line is an empirical
fit to the masses and radii above 1.5R⊕. The weighted mean masses were not used in calculating
the fit. Some mass and density outliers are excluded from these plots, but are included in the fits.
1.1.1 Habitable planets
When trying to search for life outside the earth, one can begin with the concept of habitability [5].
“Habitable” means “suitable to live in (or on)” [6]. As its definition, only in habitable places, life
can inhabit.
As one requirement for habitability, it is meaningful to focus for a start on liquid water as an
analogue to life on the earth [7]. Water exists as liquid in a wide range of temperatures, because
of its high heat capacity due to its large dipole moment to form hydrogen bonds. Moreover, water
is abundant in the universe: hydrogen and oxygen are the first and third most abundant.
The habitable zone (HZ) is defined as the region where the planets can sustain liquid water [8, 9,
10]. The inner edge of the HZ is determined by the condition that a planet fails to maintain liquid
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water on the surface, due to the runaway greenhouse or moist greenhouse effect [11, 12, 13, 14]. The
outer edge of the HZ is the region where a maximum greenhouse effect cannot hold water above the
freezing point as condensing CO2 that has an important greenhouse effect [15]. The HZ is shown
Figure 1.2: The habitable zone boundaries for stars with different temperature [16]. The green
region is the HZ, whose inner boundary is determined by the moist greenhouse and outer by the
maximum greenhouse. The “?” implies that these are still unconfirmed planets.
in Figure 1.2, which was modified from the “classical” HZ [15] by [16]. The region is determined
by balancing between the radiation from a star that a planet receives and the emission from the
planet through a climate model. In the new estimation of theirs, the absorption cross–sections in
the one–dimensional, cloud–free, climate model were updated.
In the series of searching for second earths, exoplanets in the HZ have been detected in suc-
cession. In 2012, around the nearby M dwarfs, gas giants and super-earths in the HZ have been
found [17]. Currently, the size of the detected planets is getting smaller [18], and earth–size planets
in HZ has already been found. For instance, two planets with 1.4 and 1.6 earth radii are found in
the HZ of a five-planet system [19]. Moreover, as announced in the EBI (Search for Life Beyond
the Solar System: Exoplanets, Biosignatures & Instruments) conference in 2014, a 1.11 ± 0.14
Earth-radius planet, Kepler–186f has been discovered in the HZ [20].
1.1.2 Stellar spectral types
Stars, which may have planets, are classified into some spectral types. Among them, in terms
of searching for habitable planets, one can narrow F, G, K and M type stars for their lifetimes.
They have different luminosities, so that the detectability is different as well. M type stars are the
targets of exoplanet missions for their abundance (see Table 1.1).
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Spectral Teff Luminosity Lifetime Abundance HZ Tidal lock
type (K) (L⊙) (year) (%) (au) radius (au)
O6V 41,000 4.2× 105 1× 106 4× 10−5 450 ∼ 900 1.9
B5V 15,400 830 8× 107 0.1 20 ∼ 40 1.1
A5V 8,200 14 1× 109 0.7 2.6 ∼ 5.2 0.8
F5V 6,400 3.2 4× 109 4 1.3 ∼ 2.5 0.7
G5V 5,800 1 2× 1010 9 0.7 ∼ 1.4 0.6
K5V 4,400 0.15 7× 1010 14 0.3 ∼ 0.5 0.5
M5V 3,200 1.1× 10−3 3× 1011 72 0.07 ∼ 0.15 0.4
Table 1.1: Spectral types, effective temperatures, luminosities, lifetimes, abundances, HZs and
tidal lock radii of the main sequence stars [21, 22].
The main sequence stars are categorized historically by observed types of absorption spectral
lines and their intensities into O, B, A, F, G, K and M type stars (in order of decreasing the
effective temperature). Each type is further divided into 0 ∼ 9 in order of decreasing the temper-
ature. For instance, G type stars are represented as G0 ∼ G9. Moreover, they are classified by a
luminosity class (V: main sequence star, III: giant star, I: super giant). As shown in Table 1.1, the
temperatures of O6V, G5V and M5V stars are 41,000 K, 5,800 K and 3,200 K, respectively.
The “classical” HZ of G5V star is located in 0.7 ∼ 1.4 au from the star (1 au is the distance
between the sun and the earth). The HZ of the M5V star, which have lower temperature than G
stars, is closer to the star (0.07 ∼ 0.15 au). On the other hand, around the O6V star the HZ is
located quite far away from the star (450 ∼ 900 au).
The lifetime of a star is determined by the amount of lost energy. In the main sequence stars,
the energy loss rate from a stellar surface and the energy generation rate by nuclear fusion of
hydrogen nuclei into helium are balanced with each other. The lifetime is given by






where c is the speed of light and L is the luminosity for a star and M is the mass. The subscript
⊙ means a value of the sun. 0.1 represents a fact that the main sequence stage holds until about
10 % hydrogen by mass around the core become helium. 0.007 indicates that 0.7 % of the mass
become the energy in the nuclear fusion. The estimated lifetime is also shown in Table 1.1 (O6V:
1 Ma (Myear), G5V: 20 Ga (Gyear), M5V: 300 Ga). On the other hand, life on the earth was
thought to emerge about 4 Ga ago and have evolved for a long time to have a civilization at the
present time. As the lifetime of O, B and A stars are quite a short, planets orbiting F, G, K and
M stars are focused on.
1.1.3 Future missions
After Kepler, promising ground based and space telescope are planned to observe exoplanets.
As space telescopes, some telescopes are introduced here at first. The Transiting Exoplanet
Survey Satellite (TESS) by NASA is scheduled to launch in 2017 [23]. TESS will cover the all–
sky, whereas the observational region is limited in the Keper mission. It is planned to watch for
transiting earths and super earths orbiting brighter and nearer stars compared to Kepler. The
200,000 target stars are composed of M dwarf in addition to F, G, K dwarfs. The earth–sized
planet within 30–day orbital period will be detected.
1.2. PHOTOSYNTHETIC BIOSIGNATURES 5
The James Webb Space Telescope (JWST) is scheduled to launch in 2018 as a successor to the
Hubble Space Telescope and the Spitzer Space Telescope. The project is led by NASA with the
European Space Agency (ESA) and the Canadian Space Agency (CSA). It has 6.5–meter diameter
mirror and is optimized in NIR–MIR wavelength. JWST has several missions, and as a mission it
will observe transiting super Earths (at least about 2R⊕) in the HZs of nearby low–mass stars as
M dwarfs [24]. It will also observe planets using direct imaging methods, which detect and resolve
planets directly from their host star.
As a ground based telescope, the Thirty Meter Telescope (TMT) will operate with powerful
adaptive optics in 2022 and follow up planets that have been detected with the space telescopes.
The Second–Earth Imager for TMT (SEIT) has been proposed to combine with TMT, and earth–
sized planet will be observed in NIR by direct imaging technique [25]. TMT will directly detect
earth–sized planets around nearby M dwarfs.
WFIRST–AFTA (The Wide–Field Infrared Survey Telescope – the Astrophysics Focused Tele-
scope Assets) project will be operated with 2.4 m telescope optimized in NIR by NASA in 2024.
With microlensing methods, which detect gravitational microlensing effects that the gravitational
field of a planetary system with target planets has on the passing light of a distant background star,
the distribution of earth–mass planets outside the snowline (the boundary where gas molecules
turn to solid states) in planetary system or protoplanetary disks will be investigated where transit
and doppler methods can not cover [26]. Direct imaging will also be used in the missions.
As the future space–based project, the Terrestrial Planet Finder (TPF) by NASA has been
planned to characterize earth–like planets. For example, TPF–C and TPF–O will observe earth–
sized planets in visible/NIR wavelength, while TPF–I and Darwin by ESA in thermal IR [7].
However, the project has been postponed indefinitely. Alternatively, Exo–C and Exo–S have been
proposed by NASA and the telescopes using direct imaging technique are planned to operate in
mid–2020s. Exo–C will characterize cooler planets nearby stars with an internal coronagraph to
block starlight. Exo–S is designed to directly image planets with an external occulter is used in
space. The targets will be Earth–sized planets with atmospheric biosignatures (explained in the
next section) in the HZ nearby Sun–like stars.
As the post–TPF missions, several Life F inder missions have already been proposed [7]. In
the concept of Exo–Earth Detector, 37 small free–flying telescopes with 3 meters in diameter work
as an interferometer. As more larger space telescopes, Exo–Earth Imager (EEI) are composed of
100 or more separated telescopes with 3 meters in diameter to form an interferometer with 150 km
in effective diameter. The theoretical spatial resolution will be 300 km, so that a multipixel image
of a planet will be taken. These kinds of missions allow us to identify the simultaneous detection
of both oxidized and reduced atmospheric molecules [27, 28] and discern planetary surface types,
which is not accomplished even in TPF missions.
1.2 Photosynthetic biosignatures
The HZ is one requirement to guess whether a planet has life or not. As another way to search
for habitable planets, characterizing the spectra of exoplanets is essential. For a life, where and
how to obtain its vital energy is a crucial problem. Light energy from stars can be utilized unless
organisms inhabit where light cannot reach like subsurface ocean (e.g. Enceladus and Europa). If
we detect a signal to photosynthetic organisms from the spectra of the planets, one can consider
it as a trace of life. It is anticipated to identify biosignatures or biomarkers, which are trace of life
from spectra of extrasolar planets. Biosignatures are categorized into gaseous (1.2.1) and surface
biosignatures (1.2.2).
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1.2.1 Gaseous biosignatures
By characterizing planetary atmosphere, a lot of fingerprints like gas absorption lines are identified.
Gas absorption bands of such as O2, O3, CH4 are considered as gaseous signatures [29] (see
Figure 1.3).
Figure 1.3: The observed disk-integrated spectra of the earthshine [30]. Top: Visible wavelength
spectrum from Earthshine measurements. Middle: NIR spectrum from NASA’s Extrasolar Planet
Observation and Deep Impact Extended Investigation mission. Bottom: MIR spectrum as observed
by Mars Global Surveyor en route to Mars. Major molecular absorption features including Rayleigh
scattering are identified.
Oxygen has strong absorption bands in the visible wavelength [32] (also see Figure 1.6). The
molecular oxygen is accumulated persistently in the atmosphere due to the oxygenic photosynthetic
organisms, as is the case with the earth history. As ozone is made from photodissociation of oxygen,
it is also considered to be a biosignature. Methane is a reduced molecule, which is mainly made
from methane generating bacteria on the earth. The estimated detectability of the prominent
biosignature, oxygen absorption with TMT are shown in Figure 1.4 [31]. They assume an Earth–
twin at the inner HZ especially around late type stars. The signal–to–noise ratio (S/N) of the





where Nabs, Nsky and Np are the photo–electrons of the absorption, the sky background and the
planet, respectively.
In order to detect biotic signatures, we can learn from the history of the Earth and life. The
origins of the atmosphere in the early earth is still not fully understood even in terms of whether
1.2. PHOTOSYNTHETIC BIOSIGNATURES 7
Figure 1.4: The detectability of the oxygen 1.27 µm band from an Earth–twin at the inner habitable
edge with TMT during a five-hour exposure. The signal–to–noise ratio with distance are shown.
Filled circles indicate the candidates with detection S/N > 5σ for a photon-noise limit (1 hr
observation) on TMT and with the star–planet angular separation larger than 8.7 mas. The
vertical dashed–line is the approximate detection limit [31].
the atmosphere was oxidized or reduced. However, the simultaneous existence of both oxidized
and reduced molecules can be a prominent biosignature because differences in redox potential is
necessary for fundamental process to metabolizing. Detecting thermodynamical disequilibrium in
a planetary atmosphere is considered to be affected by life [27, 28].
1.2.2 Surface biosignatures
By current observation techniques, it is almost impossible to detect surface signatures of an ex-
oplanet after getting rid of the effect of the atmosphere. However, these essential features are
identified from reflectance spectra of the present earth which obtained by the earthshine technique
or the remote sensing. In the earthshine technique, sunlight that was reflected by Earth and then
back to the Earth by the Moon is detected [33]. Reflectance spectra of several types of the earth
surface are shown in Figure 1.5. Snow has a high reflection especially in the visible region, while
ocean has a weaker one. The spectrum of vegetation has more steep increase than that of soil,
which increases slowly with the wavelength.
The vegetation red edge (VRE)
The vegetation red edge (VRE) is the characteristic feature which is distinguished from the reflec-
tion spectrum of the integrated Earth by the earthshine measurements, and it is considered as a
surface biosignature [29, 35, 36, 37, 38, 39, 40] (see Figure 1.5 and 1.6).
The VRE is a steep contrast in 700 ∼ 750 nm (Figure 1.7). The reduction in the reflectance
in the visible region derives from light absorption by photosynthetic pigments like chlorophylls
(explained in 1.3), while the firm reflectance in NIR is due to the leaf inner structure and the
containing water. The comparison between measurements of the leaf thickness and the spectrum
supports the cause in NIR. As shown in Figure 1.8, the spectral shape is determined by several
origins [41].
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Figure 1.5: Albedo of several types of the earth surface [34]. The spectra of ocean, snow, soil and
vegetation are shown.
In 1990, the Galileo spacecraft detected the surface vegetation with gaseous molecules [42]. In
2001, the diurnal light curves are calculated by a cloud–free Earth model and it is shown that
different surface features rotating in and out of view are discernible [43]. After that, two groups
detected tentatively the red edge feature by earthshine measurements [38, 40]. The quantity of





where rR is the mean reflectance in 667 ∼ 682 nm (red) and rI is that in 745 ∼ 752 nm (IR), after
flatten with a Rayleigh law. The VRE is an analogue to the Normalized Difference Vegetation





is still used to estimate the amount of vegetation. The VRE is estimated to be 4 ∼ 10 % around
700 nm in [38]. For the vegetation covered spectrum in Figure 1.6 (the top panel), the VRE is
17 ± 2 %. On the other hand, for almost no covered spectrum (the middle panel), the value
becomes 11 ± 2 %. As seen so far, the VRE changes depending on a variable Earth phase and
cloud cover. As shown in Figure 1.9, the VRE becomes 4.0 % when forests are visible, while 1.3
% when ocean and clouds are mainly present. The clouds effects are crucial because they obscure
and reduce the VRE [39, 47, 48]. The spectral change due to clouds on vegetation are clearly seen
in Figure 1.10 [37]. With the satellite cloud data, it is shown that the VRE are firmly correlated
to the cloud–free vegetated area as shown in Figure 1.11. However, it is noted that in a Earth–like
exoplanet situation, one cannot know the cloud and surface distribution in advance. The linear
polarization is used in earthshine to determine the fractional contribution of clouds, ocean and
vegetation [33].
As assuming a different climate state, the VRE remains detectable (closer to the current Earth)
during the last Quaternary climatic extrema, 6 and 21 kyr ago [50].
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Figure 1.6: The reflectance spectra of the earth obtained by earthshine methods with Apache
Point Observatory 3.5–meter telescope [35]. The viewing geometry from the moon is shown on
the right. The viewing geometry of the TOP panel includes much more vegetation than in the
MIDDLE. The BOTTOM panel shows an absorption spectrum through the atmosphere.
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Figure 1.7: The reflectance spectrum of a deciduous leaf [35]. The small bump around 500 nm
derives from the chlorophyll absorption and the steep increase between 700 and 800 nm is the red
edge.
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Figure 1.8: The reflectance spectra obtained from radiative transfer calculation of the leaf. These
spectra differ depending on several causes like the water and carbon contents, the leaf structure
and the amount of photosynthetic pigments [41].
.
Figure 1.9: The Earth reflectance from earthshine observations after an atmospheric correction
(modified from [46]). The vertical lines corresponds to the two spectral bands to calculate the
VRE. The VRE values are also shown.
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Figure 1.10: Disk–averaged spectra with increasing cloudy Earth [37]. The view angle gives ∼ 40%
vegetation cover (Cloud–free disk–averaged spectrum). 100% ocean case are simulated instead of
vegetation as a comparison (Cloud–free, ocean instead of veget.). The top gray curve means that
cloud covers all the vegetation. The other curves are intermediate ones (30% and 60 % clouds on
vegetation).
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Figure 1.11: Scatter plot of the cloud–free vegetation areas from satellite cloud data and the VRE
from earthshine observations [49].
As another point of view, an inversion technique of annual scattered light curve to recover
surface albedo maps is improves the detectability of the red edge [34, 51, 52].
Not only higher plants but also the other photosynthetic organisms have the red edge in the
similar wavelength region (Figure 1.12). [53]. Unlike other organisms, purple bacteria have the
red edge in longer wavelength region, as shown in Figure 1.12 (f) (see also Figure 1.13).
Signs to photosynthetic microorganisms
In comparison to the VRE, it becomes harder to detect remotely surface signatures to photosyn-
thetic microbial life, such as bacterial mat and red algae in acid marine drainage (AMD) [56, 57, 58].
For example, even if algal blooms exist in high concentration, the detection is difficult from disk
average spectra due to water absorption and ocean particles, beside their weaker reflectance as
compared to higher plants. Estimated disk–averaged spectra of the cloud–covered Earth do not
change and the trace can not be detected even if increasing highly the concentration of plankton.
The variation from deserts through bacteria mats to higher plants produces detectable changes
of up to 40 % [59]. Figure 1.14 shows the detectability of a variety of extreme forms of life as
surface environments on the Earth [53]. Furthermore, in a radiative transfer model, signatures of
purple bacteria (Figure 1.13) can be distinguished from the disk averaged spectra on between an
Archean Earth in which purple bacteria inhabit vast extensions of the surface and a present Earth
with continents covered by deserts, vegetation or microbial mats [55].
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Figure 1.12: Reflectance spectra of the major groups of photosynthetic organisms. The position
of the red edge is also shown. In [54], the figure is reproduced from [29].
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Figure 1.13: The reflectance spectrum of purple bacteria [55].
Figure 1.14: Color-color diagrams. Color is given as CAB = −2.5 log10 rArB , where rA and rB are the
reflectivity of band A and B, respectively. Filled triangles represent the Earth completely covered
by a particular surface. Filled squares mean the case that the planet is (a) 90%, (b) 70%, (c) 50%
and (d) 30% covered by a surface with the rest being ocean. Trees are shown as non-filled triangles
and squares as the corresponding VREs. Blue data point shows Present Earth. Region I defines
the area of extreme surfaces, region II defines surface vegetation [53].
16 CHAPTER 1. INTRODUCTION
1.3 Photosynthesis
For photosynthetic organisms on earth, light energy from the Sun is the primary energy source,
which is converted into their vital chemical energy. Elucidating of the energy conversion mecha-
nisms attracted a considerable amount of attention in different scientific fields, with applications
closely related to current topics including the development of artificial photosynthesis and produc-
tion of novel clean energies.
In photosynthesis, the amount of fixed carbon is estimated to be about 120 billion tons per
year. The balanced equation in the process is represented as [60, 61, 62]
CO2 + 2H2A+hν→ (CH2O) + 2A + H2O, (1.5)
where (CH2O) is a representative of a carbohydrate. H2A = H2, H2S, H2O2 or H2O as a reductant.
In oxygenic photosynthesis within plants or cyanobacteria,
CO2 +H2O+hν→ (CH2O) + O2. (1.6)
Except for photosynthesis with H2A = H2O, it is categorized into anoxygenic photosynthesis. The
other reductants as Fe2+ are substituted in the anoxygenic photosynthesis.
First, we review the history of photosynthesis (1.3.1). And then, the roles and structures of
photosynthetic pigments (1.3.2) and LHCs (1.3.3) are shown. After possible photosynthesis outside
our Solar system (1.3.4), the purpose of the thesis is described (1.3.5).
1.3.1 The history of photosynthesis
In the ancient Earth, the first anoxygenic photosynthetic bacteria emerged 3.8 Ga ago [63]. Purple
bacteria, green (non–)sulfur bacteria and halobacteria are categorized into anoxygenic photosyn-
thetic bacteria [61, 62]. After that, the first oxygenic photosynthetic organism, cyanobacteria ap-
peared from 3.6 to 2.3 Ga ago [64]. Until 460 Myr ago, the first land plants appeared [65, 66, 67].
The amount of oxygen molecules is closely related to photosynthesis. One important epoch is
Figure 1.15: The evolution of oxygen in the earth history [68].




The conversion from light energy to chemical energy occurs in photosystems that contain light-
harvesting complexes (LHCs) and reaction centers (RCs). On the earth, many photosynthetic
pigments exist, and they form aggregates. The main photosynthetic pigments found in organisms
on the earth are chlorophylls (Chls), bacteriochlorophylls (BChls), carotenoids and bilins (see
Figure 1.16).
Figure 1.16: The structure of photosynthetic pigments [69]. (A) Chlorophylls, (B) Carotenoids
and (C) Bilin pigments.
Chlorophylls
While Chls are cyclic tetrapyrroles which are found in oxygenic photosynthetic organisms as rep-
resented by plants, algae and cyanobacteria, BChls are those in the anoxygenic photosynthetic
organisms such as purple bacteria, green (non–)sulfur bacteria, halobacteria [61, 62]. The struc-
tures of plants and photosynthetic bacteria are shown in Appendix A.
The molecules have the Q and the B (Soret) bands in order of the wavelength. Furthermore,
the two bands splitted to the Qy, Qx, By and Bx in order of the wavelength (see also Figure 3.2)
due to the structural asymmetry. The reason why they have the bands is described in Appendix
B. Excited energies in the Soret region are quenched rapidly as heat loss to the Qy energy level
as shown in Figure 1.17 [70]. The Bx and By bands are usually not clearly seperated. x and
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Figure 1.17: Energy–level diagram for Chl a. The excited state is populated by blue light absorp-
tion (Soret band or the S2 state) from the ground state (S0 state) and quickly relaxes as heat loss
to the energy level accessed by red light absorption (the Q band or the S1 state). An absorption
spectrum for Chl a is also shown [70].
Figure 1.18: The structure of Chl a [71]. The structures of Chl b, Chl d and Chl f are also shown.
The x- and y-axes of the molecules are related to the major absorption bands.
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y correspond to the direction of transition moments as shown in Figure 1.18. In principal, when
the electric vector of induced light is exactly perpendicular to the transition moment, the largest
absorption is observed. The basic structures of cyclic tetrapyrroles are porphyrins, chlorine (Chls)
and bacteriochlorins (BChls). Depending on the basic structure, the absorption bands exhibit
differently. For instance, the Qy of BChls is more red-shifted than that of Chls, and Soret band
of BChls shifts bluer than that of Chls to show the larger Qx band. Among Chls, Chl d and Chl
f absorb longer wavelength radiation compared to normal Chls (Chl a and Chl b). Alphabets a,
b and c were named in order of the discovered period.
Carotenoids, Billins and the other photosynthetic pigments
Carotenoids are found in a variety of the photosynthetic organisms. One important role of
carotenoids is quenching excited species such as singlet oxygen in addition to the light–harvesting
function, but the main light–harvesting pigments in photosystems are Chls and BChls.
Phycobiline is another pigment which is found in LHCs of cyanobacteria. Unlike other pigments,
they combine surrounding proteins via covalent bonds. It is noted that the absorption spectra
change when the way to combine the proteins changes. The group has several pigments such as
phycobilin and phycoerythrin.
There is another unique protein–based pigment like bacteriorhodopsin. The protein contains
retinals, which have significant roles of absorbing the light.
Figure 1.19: The solar spectra of the earth and the absorption spectra of the primary photosyn-
thetic pigments. The radiation spectra are acquired at the top of the atmosphere or the land
surface. The pigments are Chlorophylls a, b, d and f , carotenoids and bilins. In [72], it is adopted
from [29].
Although the historical reasons why photosynthetic pigments have acquired current absorption
spectra is uncertain, it is considered that the organisms have evolved to utilize the surrounding
radiation spectra where they inhabit (Figure 1.19). Assuming the underground habitat, it is
known that the distinct spectral niches considered the vibrations of the water molecules match the
absorption spectra of the major pigments (Figure 1.20) [73].
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Figure 1.20: The absorption spectrum of water creates a series of distinct niches in the underwa-
ter light spectrum [73]. (a) Radiation spectrum at the water surface. (b) Absorption spectrum
of pure water. The different harmonics of the stretching and bending vibrations of the water
molecule are noted. (c) Overlay of 100 underwater light spectra at the euphotic depth. The light
spectra are calculated using a wide range of concentrations of particles in water. (d) Overlay
of measured light absorption spectra of 20 phototrophic species, including purple sulfur bacteria,
green sulfur bacteria, purple non-sulfur bacteria, cyanobacteria, green algae, red algae, diatoms
and chrysophytes.
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1.3.3 Light harvesting complexes (LHCs) and their excitation energy transfer
(EET)
The organisms harvest light in either or both of two types of LHCs: the peripheral antenna
complexes and the core antenna complexes. Conformations of antennas and their photosynthetic
pigments are different depending on species as shown in Figure 1.21. LHCs in purple bacteria have
simple ring structures, while those in cyanobacteria and plants are more complicated. In LHCs,
one pigment in an electric excited state transfers its energy to another pigment. The transfer
is accomplished remarkably efficiently by collective electronic excitations across photosynthetic
pigments. The excitation energy is trapped in a RC, where subsequent charge separations and
chemical reactions take place. This phenomenon is called the excitation energy transfer (EET) as
A∗ +A → A+A∗. (1.7)
Purple bacteria
Purple bacteria possess light-harvesting complex II (LH2) and reaction center–light–harvesting
complex I (RC–LH1), which correspond to the peripheral and core antenna complexes, respectively,
and are one of the simplest antenna systems. Excitation energy collected by the LH2 transfers
to the RC–LH1. The LH2 has been studied extensively since its crystal structure was solved in
1995 [74]. The LH2 has a circular structure and contains two rings composed of bacteriochlorophylls
a (BChls a), one of the photosynthetic pigments [75] (Figure 1.21 (i), see also Figure 2.1). The
inner ring is called B850 and has an absorption maximum around 850 nm, and the outer ring is
called B800 (800 nm). The B800–BChls a are sparsely distributed, while the B850–BChls a are
more closely aligned with each other. The EET rate from B800 to B850 was determined to be 0.7 ∼
0.8 ps by experimental [76, 77, 78, 79] and theoretical [80, 81, 82, 83, 84] methods. The estimated
EET timescale between RC–LH1s and LH2s are shown in Figure 1.22 [85]. From the theoretical
studies of EET in B850, it was found that the ring structure possesses unusual properties such as a
large dipole moment, significant delocalization of excited energy and isotropic nature of excitonic
dipoles [86, 87].
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Figure 1.21: A varieties of structures of LHCs. (A) The upper views. (B) The side views. (i) The
peripheral antenna in purple bacteria (LH2). (ii) The monomeric core antenna in purple bacteria
(RC-LH1). (iii) The RC-LH1 dimer. (iv) The PS1 in cyanobacteria. (v) The PS1 with Lhca
subunits in plants. (vi) The PS2. The pigments, Chls and Bchls, are high-lighted in the figure.
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Figure 1.22: The transfer timescale within the LH2 and the RC-LH1 complexes [85].
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1.4 Photosynthesis on exoplanets
To detect surface signal to photosynthetic organism, the VRE is useful only when vegetation on
the exoplanets exhibit exactly the same spectral feature to that on the Earth [35]. Therefore, we
need to start with the VRE.
Wolstencroft and Raven discussed the occurrence of O2–producing photosynthesis on a Earth–
like planet in the HZ of a lot of main sequence stars from F0V to M0V [88]. They compared
photosynthetic productivities of O2 in the inner edge of the HZ under different stellar radiation,
assuming absorption by the photosynthetic pigments on the Earth. Kiang et al. calculated the
incident photon flux densities at the surface and underwater in planets around different spectral
type stars by a line–by–line radiative transfer model [89].
One can assume a variety of possible detailed situations as photosynthesis occurs: on a tidally–
locked planet in the HZ abound a M star (1.4.1), around a circumstellar binary system, and
photosynthesis utilize reflected light from moons orbiting exoplanets (exomoons) and reflected
planetlight to the darkside of the exomoons [90].
1.4.1 Photosynthesis around M dwarfs
M stars or M dwarfs are fainter than the Sun and abundant as shown in Table 1.1. The HZ of
the planet is placed closer to the primary M star. In that conditions, the planets are likely to be
tidally locked, which means that a planet are rotating with facing to the same side to the star. The
nearby planet can be affected by flares, coronal mass ejections (CMEs), UV, X–ray and cosmic
rays from the primary M star [91]. In such a severe situation, it is not almost understood what
kind conditions life can inhabit these planets, and it is challenging to investigate whether life can
exist on M planets.
In terms of possibilities of photosynthesis around M dwarfs, three (available upto 1,040 nm) or
four (unto 1,400 nm) photon mechanisms might be plausible [92, 93, 94]. Photosynthetic organisms
on the earth have at most two photosystems (¡ 700 nm). The photosystems align tandemly, which
is described as a z-scheme [93, 94]. Tinneti et al. estimated the reflectance spectrum of vegetation
on a M star planet with the three photon model by [88] and discussed the detectability [95].
1.5 The purpose of the thesis
By attempts to search for second earths, earth–sized terrestrial planets and super earths in the
HZ will be discovered more and more in succession. The next important step is charactering these
planets. For identifying biosignatures from the spectra of exoplanets, trace of photosynthesis is
still uncertain as represented by the VRE. As finding “habitable planets”, one chooses planets
around FGKM stars. Particularly in the future missions, planets orbiting M stars (cooler than
Sun) will be their primary targets. Photosynthetic organisms on exoplanets, if any, should have
evolved to utilize the spectra of their principal star. As a result, it is reasonable to think that they
show different spectral feature. Because it will take a decade to detect potential biosignatures from
earth–sized planets, theoretical constraints should be imposed before obtaining the observational
data.
Nowadays, developments of quantum chemical calculations permit us to evaluate highly accu-
rate absorption spectra for photosynthetic pigments. Photosystem is a very complicated system
composed of protein complexes, and they contain many types of the pigments. By using theoret-
ical approaches, each absorption feature of the particular dye is easily calculated only assuming
the molecular structure. In principle, there are possibilities to optimize a photosystem at the
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atomic level. Therefore, it is a significant challenge to clarify the light absorption process in pho-
tosystems on exoplanet situations. For example, we can construct photosystems whose pigment
arrangements and molecular structures are modified even though these complexes are difficult to
be formed experimentally. These theoretical approaches will be very significant to predict novel
photosystems.
Before predicting photosynthetic biosignatures, we have to review fundamental light absorption
in photosynthesis on the earth and evaluate what kind of radiation environments are acceptable for
the organisms. Their absorption efficiencies are estimated by using some stellar spectra from F to
M type stars, and it should be investigated how the pigments and LHCs which exist on the earth
absorb light efficiently on the environments. For the future studies about habitability of planets
orbiting the M dwarfs it is meaningful to focus on spectral properties of the organisms that absorb
longer wavelength radiation such as purple bacteria. In addition, the structure of their antennas
(LH2) is simple to be easier to investigate the properties.
Before examined the LH2 system, the absorption spectra of six main photosynthetic pigments
are calculated by the TDDFT, how the absorption bands contribute to the efficiency is evaluated.
In LH2 in purple bacteria, light absorption and EET are at first investigated to confirm the
validity of our static and quantum dynamics model. We have constructed models of single-, double-
and aggregated LH2 systems to elucidate the intrinsic nature of the light–harvesting mechanism.
After that, direct light absorption efficiencies under the typical radiation are simulated. However,
it is noted that actual efficiencies in photosynthesis are largely affected by other important factors
such as planetary atmospheric compositions and structures of canopy and leaf. Therefore, the
efficiency at the earth surface is compared with that at the top of the atmosphere. In order to
consider effects of the atmosphere of a planet orbiting a M star, radiation transfer calculations are
performed.
Moreover, requirements that LH2s have higher efficiency in M stars are examined, changing
several factors at a realistic level based on the LH2 structure.

Chapter 2
Quantum chemical and radiative
transfer calculations
In this chapter, two models used in the thesis are introduced: quantum chemical calculations
and radiative transfer calculations. By the quantum chemical calculations, the main calculations,
electronic excited states of molecules can be computed. Excited states of photosynthetic pigments
can be investigated using the time-dependent density functional theory (TDDFT). The TDDFT
is based on the density functional theory (DFT) (2.1). Using the excited states of the pigments,
absorption spectra of larger antenna systems are calculated by a static light absorption model
(2.2). To combine the subsequent quantum dynamics calculations, the excitation energy transfer
(EET) process is investigated. In both the static and dynamics calculations, a simple dipole-dipole
approximation is applied.
Using the estimated absorption spectra obtained by the static calculations with the surrounding
radiative spectra, absorption efficiencies are evaluated (2.3). To begin with black-body approxi-
mations, some radiation spectra at the top of the planetary atmosphere which are obtained from
previous studies are used to calculate the efficiencies. For further discussions, the radiative transfer
calculations are performed to obtain radiation spectra at planetary surface, which are considered
light reduction due to the absorption and scattering by atmospheric molecules (2.4).
2.1 Density functional theory (DFT)
The density functional theory (DFT) is a powerful tool to calculate electronic structures of atoms
and molecules. By this scheme, the ground states of molecules can be computed. As the extended
scheme, the time-dependent density functional theory (TDDFT) enables us to calculate electronic
excited states of atoms and molecules. The absorption spectra can be obtained by this theory.
These schemes are available by using public quantum chemistry packages such as Gaussian [96],
NWChem [97] and GAMESS [98]. We used the Gaussian program package for the TDDFT cal-
culations. Below, the basic descriptions of the DFT and TDDFT are shown. In this section, the
atomic unit is applied: the charge of an electron e, the mass of an electron me and h̄ =
h
2π (h is
the Planck’s constant) are equal to 1.
2.1.1 The Schrödinger equation and the variation principal for the ground state
In 2.1.1–2.1.5, the general principal of the DFT is described mainly based on [99]. Here, before
explaining basic formalisms of the DFT, the steady–state Schrödinger equation is quickly reviewed
on. And then, in preparation for the next 2.1.2, the subsequent paragraph describes that the
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ground–state energy E0 and the ground–state wave function Ψ0 are estimated by the minimization
of a functional E[Ψ] by the variation principal in the Schrödinger equation.
Electronic structures of molecules are described by the time–dependent Schrödinger equation.
Even though molecules without time-dependent interactions are focused on, one can investigate a
lot of problems. For an isolated N–electron atomic molecular system in the Born–Oppenheimer
nonrelativistic approximation, the time–independent Schrödinger equation is described as follows.
ĤΨ = EΨ, (2.1)
and
Ĥ = T̂ + V̂ne + V̂ee (2.2)





















|ri − rj |
(2.5)
is the electron-electron repulsion energy operator. v(ri) is the external potential. When one
considers only nuclei of charges ZA as the external potential, v(ri) = −
∑
A ZA/|ri −RA|, where
RA is the coordinate of nuclei A.
In Eq. (2.1), the ground state of a system is obtained by the variation principal. In a system




In each measurement, the eigenvalues of Ĥ are obtained. Therefore, the energy using a guessed Ψ
is larger than or equal to the true ground-state energy E0.
E[Ψ] ≥ E0. (2.7)
Minimizing the functional E[Ψ] over all allowed N–electron wave functions permits us to obtain
the true ground state Ψ0 and E[Ψ0] = E0. Since each eigenstate Ψ is given as an extremum of
E[Ψ], Eq. (2.1) can be replaced with the variation principal δE[Ψ] = 0. So as to let obtained Ψ
be normalized automatically under ⟨Ψ|Ψ⟩ = 1, the method of Lagrange undetermined multiplier
is used instead of δE[Ψ] = 0.
δ
[
⟨Ψ|Ĥ|Ψ⟩ − E ⟨Ψ|Ψ⟩
]
= 0, (2.8)
where E corresponds to the Lagrange multiplier. The equation is solved for Ψ as a function of E.
Furthermore, E is changed until satisfying the normalized condition. Among obtained group of Ψ̃,
Ψ̃0 and Ẽ0 are chosen according to Eq. (2.7).
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2.1.2 The Hohenberg–Kohn theorems
The DFT is based on the Hohenberg–Kohn theorems, which link the density with the energy [100].
The theorems are composed of two theorems: the existence theorem and the variational theorem.
In an N–electron system, the external potential v(r) fixes the Hamiltonian in Eq. (2.2). There-
fore, N and v(r) determines all properties for the ground state. The first Hohenberg–Kohn theorem
requests to use the electron density ρ(r) as the basic variable instead of N and v(r). By the elec-
tron density ρ(r), the external potential v(r) is determined within a trivial additive constant.
Since ρ(r) determines the number of electrons N as
∫
ρ(r)dr = N, (2.9)
it follows that ρ(r) determines the ground-state wave function Ψ0 and all other electronic properties
of the system.
The second Hohenberg–Kohn theorem provides the energy variational principle. When a trial
density ρ̃(r) satisfies ρ̃(r) ≥ 0 and
∫
ρ̃(r)dr = N ,
E0 ≤ Ev[ρ̃], (2.10)
which corresponds to Eq. (2.7). Ev[ρ̃] is the energy functional. Under the constraint of Eq. (2.9),













δ(T [ρ] + Vee[ρ])
δρ(r)
, (2.12)
where T [ρ] and Vee[ρ] have the same notations of the operators in Eq. (2.2). Eq. (2.12) works as
the fundamental equation for the DFT.
2.1.3 The Kohn–Sham equations
In the Kohn–Sham equations [101], many–electron problems are treated as single–electron prob-
lems by using a Slater determinant, whose form is Ψ = 1√
N !
det[ψ1ψ2 · · ·ψN ]. By giving up the
exact kinetic energy, one can only focus on a system without electron–electron interactions. The
fundamental equations are solved self-consistently.
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The energy functional is rewritten as
E[ρ] = T [ρ] + Vne[ρ] + Vee[ρ] (2.16)







|r − r′| drdr
′ (2.18)
is the classical Coulomb potential. The other valuables have the same notations of the operators
in Eq. (2.2).
Exc[ρ] = (T [ρ]− Ts[ρ]) + (Vee[ρ]− J [ρ]) (2.19)
is called the exchange–correlation energy, which is composed of the difference between T [ρ] and
Ts[ρ] and the nonclassical part of Vee[ρ]. In this case, the Euler–Lagrange equation is described
below.














µxc is the exchange–correlation potential. When Eq. (2.9) is satisfied as the constraint in the
external potential veff (r), the equation in a system without electron–electron interactions matches




∇2 + veff (r)
]
ψi = εiψi (2.23)







a new ρ(r) is obtained. To begin with a first guessed density, ρ(r) determines a new veff (r)
through Eq. (2.21) to give the next ψi. In this way, Eq. (2.23) and (2.24) have to be solved
self-consistently, and they are called the Kohn–Sham equations.
2.1.4 The local density approximation (LDA) and beyond
As shown in Eq. (2.22), the exchange–correlation energy Exc has to be given. If the exact exchange–
correlation energy Exc = Ex + Ec can be induced to the equation, it follows that the exact
electronic structure can be calculated. The exchange energy Ex derives from the interactions
between electrons with the same spin direction by the Pauli exclusion principle. On the other
hand, the correlation energy Ec is due to the repulsion between electrons with the same negative
charges. As a way to include Exc, the B3LYP functionals were used through the thesis. In the
beginning, a simple approximation, the local density approximation (LDA), will be introduced,
and then, more extended way as including the B3LYP functionals will be shown.
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The local density approximation (LDA)
To deal with the exchange–correlation energy Exc[ρ] in the Kohn–Sham equations, the local density
approximation (LDA) is introduced as a quite simple but well succeed approximation. A uniform–
electron–gas is considered to express Exc[ρ] and the density is assumed to change very slowly.




where εxc(ρ) is the exchange–correlation energy par particle in a uniform–electron–gas with the








εxc(ρ) is divided into the exchange term εx(ρ) and the correlation term εc(ρ) as
εxc(ρ) = εx(ρ) + εc(ρ). (2.27)
The exchange part εx(ρ) is given by the Dirac exchange–energy functional [102].











The accurate value in the correlation part εc(ρ) is given by the Vosko–Wilk–Nusair correlation
functionals [103]. Among five proposed functionals of theirs, the most quantitive functional is
obtained by making the Padé-approximant interpolations to the high– and low–density limits of
the correlation functionals given by the quantum Monte Carlo calculations [104].
































ρ , x =
√
rS , X(x) = x2 + b′x + c′ and Q =
√
4c′ − b′2. rS is the radius of a
sphere which corresponds to the effective volume of an electron. A′, x0, b′ and c′ are given as the
parameters. For the limit in no spin polarization: A′ = 0.0621814, x0 = −0.409286, b′ = 13.0720
and c′ = 42.7198. On the other hand, for the limit of spin polarization (ferromagnetic state):
A′ = 12(0.0621814), x0 = −0.743294, b
′ = 20.1231 and c′ = 101.578.
The generalized gradient approximation (GGA)
The LDA assumes that the density ρ(r) is given as uniform–electron–gas. As more accurate treat-
ment, the generalized gradient approximation (GGA) applies correction terms using the gradient
∇ρ(r).
The exchange–correlation energy is expressed as
EGGAxc =
∫




(r) = ∇ρσ(r) ·∇ρσ′(r). (σ,σ′ = α,β) (2.31)
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As the way to give the exchange–correlation energy, two standard functionals are described. The
B88 exchange functional [105] is used for the exchange term, while the Lee-Yang-Parr (LYP)
correlation functional [106] for the correlation term. Here, only the results are shown.


















where β = 0.0042.
The LYP correlation functional is











































where alyp = 0.04918, blyp = 0.132, clyp = 0.2533, dlyp = 0.349.
The hybrid method
As an attempt for more general description of Exc, the hybrid method or the hybrid GGA is
introduced here.
The terms in the GGA are added the Hartree-Fock (HF) exchange term EHFx (it means that
f [ρ,∇ρ, EHFx ]) and are made scaling so as to reproduce experimental values well. The Becke-3-Lee-
Yang-Parr (B3LYP) functional [107] is a highly reliable functional, combined the B88 functional
and the LYP functional.
EB3LY Pxc = AE
S
x + (1−A)EHFx +BEB88x + CELY Pc + (1− C)EVWNc , (2.38)
where ESx is the Slater–Dirac exchange energy (Eq. (2.28)), E
HF
x is the HF exchange term. E
B88
x is
the B88 exchange energy (Eq. (2.32)), ELY Pc is the LYP correlation energy (Eq. (2.35)) and E
VWN
c
is the VWN correlation energy (Eq. (2.29)). The three parameters are empirically determined as
A = 0.80, B = 0.72, C = 0.81. The DFT functionals work well when the distance between electrons
is smaller, while the HF energy do when the distance between electrons is larger, so that these
formulae give close values to the experimental ones.
EHFx is given by solving the HF equations [108, 109]. In the HF method, electron–electron
interactions are represented as a mean field approximation using ψi. Eq. (2.23) is solved using the
Hartree–Fock exchange operator µHFx (r) instead of µxc(r) in Eq. (2.22).
µHFx (r)ψi = −
∫
ρ(r, r′)ψi(r′)
|r − r′| dr
′, (2.39)
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The hybrid method is based on the adiabatic connection formula. An exchange–correlation
potential energy Uλxc with an interelectronic coupling-strength parameter λ is introduced. By inte-
grating Uλxc with respect to λ from non-interacting Kohn–Sham system (λ = 0) to fully interacting





Since the integration is not accomplished, Eq. (2.38) is applied alternatively.
2.1.5 The Roothaan equations and basis sets
In polyatomic systems, the Kohn–Sham equations (Eq. (2.23) and (2.24)) are solved by the






where {χp(r)} is basis sets with p = 1, 2, . . . , Nbf , and {Cpi} is expansion coefficients. This is
called LCAO–MO (linear combinations of atomic orbitals–molecular orbital) methods.
When Eq. (2.23) is multiplied by ⟨χp(r)| from the left side and substituted for Eq. (2.41), the
Roothaan equations are expressed as
FC = SCε. (2.42)







F is the Kohn–Sham matrix and the elements are expressed as
Fpq = hpq +
∑
rs
Prs ⟨pq|rs⟩+ µxcpq. (2.44)
The one electron integral hpq, the two electron integral ⟨pq|rs⟩, the overlap integral Spq, the density
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E is used to evaluate whether the calculation converges.
⟨pq|rs⟩ in Eq. (2.46) is the four center two electron integral and the number of integral is
proportional to N4bf . In order to calculate ⟨pq|rs⟩ efficiently, the basis sets must be selected
appropriately.
The simplest solution is to apply minimal basis sets and one basis function is used for each
orbital, e.g. 1s, 2s, 2px, . . . orbitals. There are two representations of basis sets: the Slater
type orbital (STO) and the Gaussian type orbital (GTO). In the STO manner, The basis set is
expressed as a spherical polar coordinate (r, θ,φ).
χS(r, θ,φ) = NSra exp(−br)Ylm(θ,φ), (2.51)
where NS is a normalizing constant, and Ylm is the spherical harmonics with m is the integer
(−l ≤ m ≤ l). a and b are non–negative parameters. The STO gives an accurate behavior of 1s
in hydrogen atom. On the other hand, the GTO is used to reduce the computational costs. The
GTO is represented as cartesian coordinate (x, y, z).
χG(x, y, z) = NGxiyjzk exp(−αr2), (2.52)
where NG is a normalizing constant, and α is a positive constant. (i, j, k) is a set of non–integer
numbers, and i = j = k = 0 is applied to s orbitals, i+ j+ k = 1 to p orbitals and i+ j+ k = 2 to
d orbitals. Instead of dealing directly with the accurate STO, linear combinations of some GTOs
are applied in actual calculations. The more GTOs are used, the more it is approaching to the




where ZA is the charge of nuclei. Here, the reason is described why computational costs can be
saved by using the GTOs instead of the STO. The four center two electron integral in Eq. (2.46)
is simplified assuming virtual s GTOs as
χp(r) = N exp(−α|r −Rp|2), χq(r) = N exp(−α|r −Rq|2). (2.54)
⟨pq|rs⟩ is expressed as








2(Rp +Rq). This can be calculated further faster than the original Eq. (2.46).
As the minimal basis can not reproduce accurate experimental values, several basis sets are
used for one AO, altered by only one basis set. This way is the contraction and the unit function
is called the primitive Gaussian. Contractions are classified into segmented and generalized ones.
In the segmented contraction, only one primitive function are used for a segment, and the 6–31G
basis set is one of the segmented contractions. In the generalized contraction, diffusion primitive
Gaussians are included.
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The double–zeta (DZ), triple–zeta (TZ) and quadruple–zeta (QZ) are basis sets composed of
two, three and four basis sets per AO, respectively. In the split–valence (SV) basis sets, valence
orbitals are represented by more than one basis set, while each inner–shell orbital by one basis
set since the inner–shell electrons do not affect chemical bonds very much. These are called the
VDZ, VTZ and VQZ. Electronic structures do not actually form a perfect sphere. Therefore, the
polarization function is added, considered such a effect. When the function is added to the DZ
(TZ), it is called the DZP (TZP) basis set.
Here, basic Gaussian type basis sets are described.
m–npG basis set:
The SV basis sets are composed of a linear combination of m primitive Gaussians for each
inner–shell orbital and a linear combination of m primitive Gaussians to 1 GTO and a linear
combination of p primitive Gaussians to 1 GTO for valence orbitals.
m–npG* basis set:
d polarization functions for atoms but hydrogen are added to m–npG.
m–npG** basis set:
p polarization functions for hydrogen are added to m–npG*.
m–npqG basis set:
Each SV orbital are composed of three basis functions (m, n, q primitive Gaussians).
m–npqG+ basis set:
Diffuse s and p functions are added for atoms but hydrogen to m–npqG.
m–npqG++ basis set:
The two functions are added for hydrogen to m–npqG+.
We used the 6–31G* or 6–31G (d) basis set in calculations. On the other hand, LANL2DZ
is used for Pd and Cd. LANL2DZ is one of the effective core potential (ECP) methods, and the
inner–electrons are represented by the ESP. For instance, Ag has 47 electrons. The electronic




the ECPs are replace to the original basis sets. For 18 valence electrons
(4s)2(4p)6(4d)10(5s)1, (2.58)
the DZ basis set is used in the LANL2DZ. It saves the number of the basis sets from 36 in the
VDZ to 22 in the LANL2DZ.
2.1.6 Time-dependent density functional theory (TDDFT)
Using the time-dependent density functional theory (TDDFT) [111], the electronic excited states
can be investigated. In the TDDFT method, the fundamental principal is based on the Runge–
Gross theorems [112], which corresponds to the Hohenberg–Kohn theorems.




Ψ = ĤΨ, (2.59)
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and
Ĥ = T̂ +
N∑
i=1
v(r, t) + V̂ee. (2.60)
By the first Runge–Gross theorem: existence theorem, the time-dependent density ρ(r, t) de-
termines v(r, t).
In the second Runge–Gross theorem: the variational principal, fundamental physical quantities
are obtained by minimizing the action A instead of the energy as Eq. (2.6), because the energy is






− Ĥ(t)|Ψ(t)⟩ dt. (2.61)










− T̂ − V̂ee|Ψ(t)⟩ dt. (2.62)
The exact value of ρ(r, t) is given as the stationary point in Eq. (2.62).




















Axc[r, t] is the exchange-correlation part of the action. The exact form of Axc[r, t] is still not










|ψi(r, s, t)|2. (2.67)
Eq. (2.63) and Eq. (2.67) are solved self–consistently.
Linear response
In the TDDFT, the dynamic polarizability, which is effective to investigate optical properties, is
estimated using linear response to the change of the density. As the response is related to the
excited states, the Kohn–Sham equations give the excited states and the transition probabilities.
Let the external potential v(r, t) divided by the time-independent part and the time dependent
one
v(r, t) = vstatic(r) + vt(r)f(t). (2.68)
Under a small time-dependent perturbation δveff (r, t), the density response is given by δρ(r, t).
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′)G−(r, r′; εk − ω), (2.71)
where {εk,φk} are the eigenstates and eigenenergies of a given Kohn–Sham Hamiltonian ĥeff .















ω − εj ± iγ
. (2.72)

















As δv(r,ω) = 12zε0 cosωt, where ε0 is the external electric field in the direction z, the dynamic












2.2 Static and quantum dynamics calculations in LHCs
Static and dynamic calculations permit us to investigate light absorption and excitation energy
transfer (EET) processes in light harvesting complex (LHC) models. The simulation code was
constructed for these calculations. In the static calculations, pigment–pigment interactions are
approximated by dipole–dipole interactions to treat such a large system (from (a) to (b) in Fig-
ure 2.1). In dynamical calculations, the time evolution of the population of each state or site can
be obtained to deal with a relaxation process.
For the static and dynamics calculations, the electronic excited states of each photosynthetic
pigment are calculated by TDDFT calculations. The excited energy Ek and the transition dipole
moment µk are used from the TDDFT calculations or experiments. For static calculations, the
Hamiltonian is expressed by the sum of a non-interaction term H0 and an interaction term Hint.
Hall = H0 +Hint. (2.76)
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Figure 2.1: The upper view of LH2 of Rhodopseudomonas acidophila (PDBID: 1NKZ) [75]. Only
bacteriochlorophylls a in LH2 are shown for clarity. The inner and outer rings correspond to B850
(magenta) and B800 (green), respectively. (a) The crystal structure from the X–ray structual
analysis. (b) The structure in our dipole approximation model.
where Ek is the transition energy of the kth exciton from the ground state to an excited state. a
+
k
and ak are creation and annihilation operators of the kth exciton. The off-diagonal term Hint is
approximated by dipole-dipole interactions, which have often been used for LHCs [85, 113, 114].




µkµl{cos(θkl − θlk)− 3 cos θkl cos θlk}
4πεR3kl
a+k al, (2.78)
where µk is the transition dipole moment of the kth exciton from the ground state to an excited
state, Rkl is the distance between the kth and the lth excitons, θkl is the angle between the kth
and the lth excitons, and ε = κε0 is the dielectric constant. κ is the effective dielectric constant,
and ε0 is the dielectric constant of vacuum. We used κ = 3.0 [115, 116, 117]. By solving the







In the system with M eigenstates, E′m is the transition energy in the mth eigenstate, and µ
′
mn is
the transition dipole moment from the nth to the mth eigenstate. b+m and bm are creation and
annihilation operators in the mth state. The oscillator strength in the state m is calculated using




(Em − E0)|µ′m0|2. (2.80)
Subscript 0 represents the ground states. me is the mass of an electron and e is the charge of an
electron. Thus, the absorption spectra can be obtained.
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ρ(t) = [H(t), ρ(t)]− iΓρ(t), (2.81)
where ρ(t) is the density matrix operator at time t, h̄ = h/2π and h is Planck’ s constant. The
second term on the right-hand side is the relaxation term. Assuming that the incident light reaches
the system, the time-dependent Hamiltonian is given as below. A time-dependent external field
term V (t) is added to the Hamiltonian Hall.












Through the thesis, no external fields are applied. The excitation of an eigenstate or a site and
the subsequent time evolution are alternately determined. F is the electric field intensity and ω is
the frequency of the external field.
The integration of Eq. (2.81) was accomplished by the 4th order Runge-Kutta method. The
time step for integration is 0.001 ps to reproduce reasonable exponential increase or decrease of
the density.
A relaxation term is introduced in order to include effects from outside the system. The
formulae are expressed as follows. The population relaxation is




The coherent relaxation is









(Γmm + Γnn) + Γ
′
mn, (2.87)
Γmn = Γnm, (2.88)
where Γ′mn is the pure dephasing factor that arises from the phase-changing collisions. In a closed
system, Γ′mn = 0. The feeding parameter γmn is set as
γmn = C(E
′
n − E′m) m < n. (2.89)
C is a positive real number. In the thesis, transitions to the ground state E0 are prohibited.
Relaxation parameters in the relaxation terms were evaluated for the LHC monomer and dimer
models.
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2.3 The absorption efficiency
To evaluate how effectively photosynthetic organisms absorb light, we defined the absorption effi-






where ε(λ) is the absorption strength of a photosynthetic pigment or LHCs at wavelength λ, and
n(λ) is the number density of photon at λ of a stellar spectrum. Absorption spectra obtained by
the TDDFT or the static light absorption calculations were used for ε(λ). For n(λ), photon and
energy representations exist. We adopted the photon representation because it is more suitable
for describing efficiency of the redox reactions in photosynthesis [71].
As n(λ), the black–body radiation can be applied for the roughest approximation. On the
other hand, more detailed spectra in the previous studies are available. The spectra of the seven
stars were used as n(λ): HD128167 (F2V star), HD114710 (G0V low-activity star), HD206860
(G0V high-activity star), the Sun (G2V star), HD22049 (K2V star), AD Leo (M4.5V star) and
GJ644 (M3Ve star). The fluxes for each star were obtained as they would be received at the top
of the atmosphere of a planet in the habitable zone (the Sun: [119], AD Leo and GJ644: [120] and
the others: [121]). Furthermore, spectra at planetary surfaces can be obtained using above seven
spectra at the top of the atmosphere of a planet and radiation transfer calculations.
2.4 Radiative transfer
In order to include the effect of light reduction due to the light absorption and scattering by
atmospheric molecules and estimate the spectra at the planetary surfaces, radiative transfer calcu-
lations are performed. Here, only the cloud–free troposphere exists as the planetary atmosphere,
and the local thermodynamic equilibrium (LTE) is assumed for a simple approximation. In the
LTE, isothermal and isotropic radiation can be considered, and the LTE is an accurate estimation
for the troposphere of the Earth [122]. There are several radiative transfer codes to calculate
planetary atmosphere: SMART [123, 124], VSTAR [125] PHOENIX [126] and TAU [127]. In the
thesis, we modified public code TAU for our usage.
2.4.1 TAU: a 1D radiative transfer code for exoplanets
We modified the 1D radiative transfer code TAU to calculate spectra at planetary surfaces as








where, χi(z′) is the mixing ratio, and ρN (z′) is the number density. The total depth for all





According to the Beer-Bouger-Lambert Law, the intensity can be described using the total optical
depth τ(λ, z) when light from a star enters vertically on the planetary atmosphere and the surface.
I(λ) = I0 exp{−τ(λ, zmax)}, (2.93)
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Figure 2.2: The illustration of radiative transfer in the plain parallel atmosphere.
where I0 is the intensity at the top of the atmosphere, and zmax is the maximum altitude of the
air.





















(m2r,i − 1)2fi(δ), (2.96)
αi is the polarisability of the particle i, mr,i is the refractive index, ai is the scattering particle
radius, and fi(δ) is a molecular anisotropy correction factor. As the radius of molecule i, ai, the
values for the bulk atmosphere are used, corresponding to each setting for calculations.
The profile of the pressure and the temperature as a function of the altitude have to be de-
termined in advance. For simplicity, hydrostatic equilibrium, ideal gas of state and adiabatic
temperature profile are assumed [128].
dP
dz






= −Γ = − g
cp
, (2.97)
where g is the surface gravity, R is the ideal gas constant, µ is the molecular weight, Γ is the
dry adiabatic lapse rate, cp is the heat capacity. From this relation, two analytic solutions can be
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obtained.
T (z) = T (0)− Γz, (2.98)







2.4.2 The databases for atmospheric molecules: HITRAN, Exomol, GEISA
To evaluate the optical depths, the absorption cross-sections need to be taken from databases.
Some databases are available like HITRAN2012 [129], GEISA2011 [130] and Exomol [131]. The
HITRAN 2012 database has a wide range of the values for atmospheric molecules including collision
induced absorption (CIA) coefficients. However, the HITRAN 2012 can not reproduce appropriate
values in the both low and high temperatures. Alternatively, GEISA 2011 and Exmol are known to
permit us to obtain more accurate values in both the lower and the higher temperatures. Therefore,
absorption cross-sections for atmospheric molecules are obtained from the the database.
Chapter 3
Numerical results and Discussions
First, how effectively the photosynthetic pigments absorb light energies are examined using prin-
cipal six photosynthetic pigments and seven stellar radiations in TDDFT calculations. The con-
tribution to the efficiency by each absorption band is evaluated (3.1).
Next, we focus on the larger aggregations, LH2s in purple bacteria. The light absorption and
EET processes in the LH2 system are investigated using our dipole approximation model. After
comparison with the experimental values, in quantum dynamics, EET to pigments with lower
excitation energies is investigated (3.2). The absorption efficiencies of LH2s are also evaluated
using the stellar radiation and the black body radiation.
Moreover, it is examined how the multimerization from a pigment to the LH2 system affect
the efficiencies at the same setting (3.3).
And then, the effect of the earth atmosphere is evaluated by comparing at the surface and the
top of the atmosphere (TOA) (3.4).
As we more focus on habitability in M dwarfs, several possible factors which would enhance
the efficiency are examined, e.g. the conformation of antenna, the central metal of the pigment
and solvent (3.5).
By radiative transfer calculations, the effect of the planetary atmosphere is considered assuming
earth–size exoplanets in three redox conditions (3.6).
3.1 Photosynthetic pigments
First, absorption spectra for some photosynthetic pigments are calculated using the TDDFT
and the absorption efficiencies χ using seven stellar radiation spectra are evaluated [132].
Quantum chemical calculations were performed for the six major photosynthetic pigments.
First, full geometry optimizations were carried out at DFT level using the B3LYP functional. 6-
31G(d) basis sets were used for all atoms. The initial structures of Chl a, Chl b, BChl a and BChl b
were taken from X–ray structures from Thermosynechococcus vulcanus [133], Pisum sativum [134],
Rhodopseudomonas acidophila [135] and Rhodopseudomonas viridis [136], respectively. The
structures of Chl d and f were obtained by substituting the Chl a structure. All the optimized
structures are shown in Figure 3.1. Absorption spectra were calculated based on the TDDFT. The
solvent effect of methanol was considered by the polarizable continuum model (PCM) methodol-
ogy [137]. Other theoretical conditions used were the same as the geometry optimization calcu-
lations. All the calculations were performed using the Gaussian 09 quantum chemistry program
package.
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The DFT–optimized structures of the photosynthetic pigments are shown in Figure 3.1.
Figure 3.1: The structures of the photosynthetic pigment which are optimized by DFT calcula-
tions [132]. Chl a, Chl b, Chl d, Chl f , BChl a and BChl b are shown.
Calculated absorption spectra for the pigments are also illustrated in Figure 3.2. The TDDFT
calculated spectra were qualitatively reproduced the experimental spectra. However, there remains
differences between the theoretical and the experimental results (Table 3.1). In order to minimize
Table 3.1: The calculated and the experimental wavelengths of the peaks in the Qy and Soret
bands [132]. Those values in the Qx bands are also shown only in BChls. The calibration lines
in Figure 3.3 are shown as y = 0.8521x + 129.99 in the Qy bands and y = 0.5754x + 168.21 in
Soret bands, where x, y are the wavelengths from the TDDFT calculations and the experiments,
respectively. In the case of the Qx bands in the two BChls, y = 2.9208x− 1132.8.
Chl a Chl b Chl d Chl f BChl a BChl b
Qy [nm] (calculation) 621.2 596.0 647.6 671.8 758.4 785.6
(experiment) 666.0 617.0 698.0 709.0 771.4 795.6
Qx [nm] (calculation) - - - - 585.6 577.6
(experiment) - - - - 595.7 607.1
Soret [nm] (calculation) 418.4 470.6 434.0 425.4 353.6 366.4
(experiment) 433.0 422.0 429.5 407.0 364.8 373.2
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Figure 3.2: Calculated absorption spectra of pigments [132]. The spectra of Chl a, Chl b, Chl d,
Chl f , BChl a, BChl b are shown. These calculations were performed in methanol solvents. The
positions of the main absorption bands in BChl a are labeled. These are called as the Qy, the Qx
and Soret bands, in order of decreasing wavelength.
Figure 3.3: The calibration lines between the TDDFT and the experimental peaks of absorption
bands in Table 3.1 [132]. (a) The Qy band. (b) Soret band.
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the systematic errors, the absorption wavelengths at the Qy and Soret peak tops were modified
separately using calibration lines in Figure 3.3. In the case of the Qx, the same treatments are
applied only in BChls, because the peaks of the Qx bands are not often discerned clearly in Chls.
Figure 3.4: Absorption spectrum from the TDDFT calculation (solid line) and the modified spec-
trum (dashed line) [132]. The modified spectra were obtained from Figure 3.3. The spectra of Chl
a are shown here.
Figure 3.4 shows the energy correction for the absorption spectra of Chl a. Absorption energy
corrections were also applied to the other pigments. For the correction of Soret band of Chl d, an
average of absorption peak tops was used for the fitting. It is noted that experimental spectra of
Chls were measured in methanol solvents [71, 138, 139, 140], and those of BChls were measured in
mixtures of methanol, acetonitrile, ethyl acetate and water solvents [141]. The peak wavelengths
Table 3.2: The peak wavelengths and the maximum absorption of Soret and the Qy bands in the
six pigments [132]. The values of the Qx are shown only in BChls. The peak wavelength gaps
between Soret and the Qy bands are also revealed. The ratios of the integral of Soret band over
wavelength to that of the Qy are shown.
Chl a Chl b Chl d Chl f BChl a BChl b
peak wavelength [nm] in Soret 408.96 438.99 417.93 412.99 371.67 379.04
in Qx - - - - 577.15 553.79
in Qy 659.31 637.84 681.81 702.43 776.22 799.40
Qy - Soret 250.35 198.85 263.88 289.44 404.55 420.36
maximum absorption in Soret 0.91 1.09 0.88 0.85 0.70 0.68
in Qx - - - - 0.23 0.26
in Qy 0.41 0.23 0.50 0.65 0.58 0.80
absorption ratio (Soret/Qy) 2.25 4.82 1.77 1.31 0.83 1.18
and the maximum absorption of each band after the calibrations are shown in Table 3.2. The two
peak wavelengths of BChls are more separated than those of Chls. The ratios of the integral of
Soret band over wavelength to that of the Qy are shown, to investigate which band contributes
to the absorption. When discussing the absorption efficiency in the next paragraph, these values
works as indicators.
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Figure 3.5: The calculated absorption spectra and the normalized stellar spectra [132]. The
absorption spectra of (i) Chl a & Chl b, (ii) Chl d & Chl f and (iii) BChl a & BChl b are
shown. The vertical axis corresponds the oscillator strength. The seven stellar spectra are also
shown: F2V, G0V low-activity, G0V high-activity, K2V, M4.5V and M3Ve stars and the Sun.
The spectrum of the Sun is normalized so that the maximum value is 1.0. The other spectra are
plotted so that the integrated areas from 200 to 10,000 nm are equal to the area of the normalized
spectrum of the Sun.
48 CHAPTER 3. NUMERICAL RESULTS AND DISCUSSIONS
Figure 3.6: The calculated absorption spectra and the normalized stellar spectra. The integration
range is from 200 to 3,000 nm.
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Figure 3.7: The calculated absorption spectra and the normalized stellar spectra. The calculated
absorption spectra and the normalized stellar spectra. The integration range is from 200 to 1,500
nm.
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With the corrected spectra, the absorption efficiencies were evaluated. The seven stellar spec-
tra [119, 120, 121] were used to calculate the efficiencies. In Figure 3.5–3.7, the normalized stellar
spectra and the estimated absorption spectra of the pigments are shown. The calculated efficien-
cies are listed in Table 3.3–3.5. We tried three integration ranges: (a) 200–10,000 nm (Table 3.3),
(b) 200–3,000 nm (Table 3.4) and (c) 200–10,000 nm (Table 3.5). (a) is a whole wavelength region
of stellar spectra. (c) is more focused on the wavelength region of absorption. (b) is the middle,
and this wavelength region is effective when effects of the planetary atmosphere are evaluated
later. From Figure 3.8–3.10, we can see how these bands contribute to the efficiency. As seen in
Figure 3.5–3.7, the fluxes in the 300–900 nm region decrease from F2V to M3Ve in all the three in-
tegration range. Therefore, the efficiencies are expected to decrease when the star becomes cooler.
The tendency is observed clearly with reference to the Sun values. For Chl a, efficiencies in F2V
and M3Ve stars are calculated to be 1.462 and 0.068 times as much as that in the Sun. Because
of the fluxes in the five higher temperate stars like F, G and K stars are greater than those in the
two M stars, the efficiencies in the two M stars are significantly smaller. In the Soret band regions
in the five star, the large flux differences are observed according to the stellar types. Reflecting
the differences, values of Soret vary largely than those in the Qy (Figure 3.8–3.10). In comparison
with these five high–temperature stars, under the two M stars, the fluxes are almost negligible in
the Soret band regions in all the integration range.
In the Qx areas in BChls (see Figure 3.8–3.10), the large flux difference between the five high
temperature stars and the late M stars is observed. The contribution of the Qx can be seen, by
comparing the efficiencies with or without the Qx bands in Table 3.3–3.5.
Absorption spectra of BChl a and b are broader compared to Chls. The gaps in the peak
wavelengths are 198–290 nm and 404–421 nm in Chls and BChls, respectively, as shown in Table 3.2.
In the Qy, BChls absorb longer wavelength radiation than Chls (Chls: 637–703 nm, BChls: 776–
800 nm) and the radiation also decreases in the region as seen in Figure 3.5. Therefore, as shown
in Table 3.3–3.5, Chls are more effective than BChls (without the Qx) in the high–temperature
stars radiation, and vice versa, BChls are more efficient than Chls in lower temperature stars, the
M stars. In lower temperature stars like M stars, Soret bands do not contribute to the efficiencies
anymore, and the Qy bands mainly contribute to the light absorption. BChls become more efficient
in M stars than Chls, reflected the larger spectral overlaps in the Qy band regions. On the other
hand, shorter wavelength radiation are absorbed for BChls in the Soret band to the Qy than for
Chls. The maximum values of Soret bands are 408–439 nm in Chls, while those are 371–380 nm in
BChls. In the five hotter stars, the fluxes also become small, blueward of the 4000 Å break, shorter
than 400 nm. 4000 Å break is a steep change due to the absorption by some metals in the stars
below 400 nm. Therefore, BChls in Soret bands receive fewer photons, although Chls absorb more
due to the large fluxes redward of the 4000 Å break. From the F to M star, the contributions of
the Soret region decrease definitely. In terms of receiving more photons in the Soret region, BChls
have a disadvantage compared to Chls because of the small fluxes blueward of the 4000 Å break.
Because BChls are considered to emerge on the earth prior to Chls, the organisms could become
able to receive drastically more radiation at a certain time by using Chls.
As comparing the integration ranges (a)–(c), the contribution of the Qy band becomes dramat-
ically larger in BChl b, reflecting the substantial increase in normalized radiation in the M stars
(see Figure 3.7(iii) and Figure 3.8–3.10).
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Table 3.3: The calculated absorption efficiencies for the six pigments (%). The integration range
is 200–10,000 nm.
Chl a Chl b Chl d Chl f BChl a BChl a (+Qx) BChl b BChl b (+Qx)
F2V 8.35 9.28 8.99 9.53 6.61 8.32 7.62 9.57
G0V low 6.26 6.96 6.95 7.53 5.55 7.05 6.13 7.81
G0V high 6.01 6.64 6.67 7.27 5.42 6.87 5.98 7.59
Sun 5.71 6.32 6.38 6.96 5.21 6.62 5.72 7.28
K2V 3.99 4.38 4.64 5.21 4.20 5.35 4.43 5.66
M3Ve 0.39 0.29 0.55 0.82 1.46 1.57 1.59 1.70
M4.5V 0.44 0.33 0.61 0.91 1.68 1.80 1.81 1.93
Table 3.4: The calculated absorption efficiencies (%). The integration range is 200–3,000 nm.
Chl a Chl b Chl d Chl f BChl a BChl a (+Qx) BChl b BChl b (+Qx)
F2V 8.94 9.94 9.63 10.20 7.08 8.92 8.16 10.30
G0V low 6.81 7.58 7.56 8.20 6.04 7.68 6.68 8.50
G0V high 6.57 7.25 7.29 7.94 5.92 7.50 6.54 8.30
Sun 6.26 6.92 6.98 7.62 5.70 7.24 6.26 7.97
K2V 4.46 4.90 5.18 5.83 4.69 5.98 4.95 6.33
M3Ve 0.52 0.39 0.74 1.10 1.95 2.11 2.13 2.28
M4.5V 0.57 0.42 0.78 1.16 2.14 2.29 2.31 2.46
Table 3.5: The calculated absorption efficiencies (%). The integration range is 200–1,500 nm.
Chl a Chl b Chl d Chl f BChl a BChl a (+Qx) BChl b BChl b (+Qx)
F2V 11.06 12.30 11.91 12.63 8.76 11.03 10.10 12.69
G0V low 8.96 9.96 9.94 10.78 7.94 10.10 8.78 11.18
G0V high 8.74 9.65 9.71 10.57 7.88 9.99 8.70 11.04
Sun 8.37 9.26 9.35 10.19 7.63 9.69 8.38 10.66
K2V 6.51 7.15 7.56 8.50 6.85 8.73 7.22 9.23
M3Ve 1.07 0.81 1.53 2.28 4.05 4.36 4.41 4.72
M4.5V 1.15 0.86 1.56 2.36 4.37 4.67 4.71 5.02
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Figure 3.8: ε(λ)× n(λ) in 200–10,000 nm. The color have the same meaning to Figure 3.5–3.7.
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Figure 3.9: ε(λ)× n(λ) in 200–3,000 nm.
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Figure 3.10: ε(λ)× n(λ) in 200–1,500 nm.
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3.2 EET in LHCs
In the previous section, we evaluated how effectively some pigments absorb light. Here, we focus
on the larger system, LH2s in purple bacteria, using the static and dynamics calculation [142]. The
light absorption and EET process is investigated and compared with the experimental values. After
that, the absorption efficiencies are also evaluated using the stellar spectra and the black body
spectra.
We performed TDDFT calculations on BChls a in a single LH2. One LH2 contains 27 BChls
a (Figure 2.1), where 18 BChls a belong to B850, and 9 BChls to B800. One LH2 has a nine-fold
rotational symmetry in the pigment arrangement, and the unit is composed of three BChls a.
Therefore, we performed calculations for a unit of three BChls. The calculated magnitudes of the
transition dipole moment for the first excited state are 2.76, 2.73 and 2.73 au for two BChls a in
B850 and one BChl a in B800, respectively. These vectors were converted to the LH2 system. The
experimental excitation energies for the first excited state, the Qy are 1.46 eV (850 nm) and 1.55
eV (800 nm) for pigments of B850 and B800, respectively. In our theoretical model, calculated
transition dipole moments and experimental transition energies for only the first excited state of
each pigment were used because that excitation state plays the main role in the energy transfer. As
Figure 3.11: The oscillator strength of one LH2 [142]. Only the first excited state of bacteriochloro-
phyll a is considered. The absorption bands of the LH2 are calculated using the Gaussian model
with half-band width of 30 nm.
shown in Figure 3.11, oscillator strength for one LH2 model composed of 27 BChls a has a maximum
at 804.67 and 890.62 nm. These two values correspond to peaks for B800 and B850, respectively.
By forming the BChls aggregation in the LH2 systems, red shifts are observed especially at longer
wavelengths. These values are in good agreement with the corresponding experimental data at
about 800 and 860 nm (see Figure 1 from Ref. [143]).
The oscillator strength at 804.67 nm belongs to the degenerate second and third excited states,
while that at 890.62 nm belongs to the degenerate 20th and 21th excited states. As shown in
Figure 3.12, the exciton distributions of the second and third states are mainly populated with
the B800 sites, and their total transition dipole moments are perpendicular to each other. On the
other hand, the 20th and 21th states are mainly populated with the B850 sites, and their total
transition dipole moments are also perpendicular to each other. In the first excited state, the
density distribution in B850 is almost uniform, and the total dipole moment is almost zero, i.e.,
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direct photo-excitation does not occur between the ground state and the first excited state.
Figure 3.12: The exciton distributions of principal excited states [142]. Green crosses represent
the positions of BChls, and the radius of red circles represents the magnitude of each density. (a)
The first excited state at 940.05 nm, (b) The second excited state at 890.62 nm, (c) The third
excited state at 890.62 nm, (d) The 20th excited state at 804.67 nm and (e) The 21th excited state
at 804.67 nm. The second and third excited states are degenerate, and the total transition dipole
moments are perpendicular to each other. It also applies to the 20th and 21th excited states,
although they are mainly populated over the outer B800 ring.
In order to determine the relaxation parameters C and Γ′, dynamics simulations were performed
using a single LH2 model. We selected the 20th excited state (804.67 nm) to measure the energy
transfer from B800 to B850 sites, because the 20th excited state has a significant transition dipole
moment and is the lowest excited state distribution in B800. The time dependence of the density
for the 20th excited state is shown in Figure 3.13. In order to reproduce the experimental energy
transfer time of 0.8 ps [76, 77, 78, 79, 84, 144], values of C = 0.545 and Γ′ = 0.01 are determined.
Henceforth, we used these values for the relaxation parameters.
Dynamics simulations from several excited states were performed up to 100 ps. For example, in
one simulation we started from the third excited state, and as the population of the third excited
state decreased, the population of the first excited state increased without exciting the second
state (Figure 3.14 (a)). In another simulation started from the 21th state, the 21th state decayed
rapidly within 10 ps and the population of the first excited state increased through the second
and third excited states. It is noted that the population of the 20th excited state is unchanged
(Figure 3.14 (b)). For both simulations, the final state is always the first excited state. This result
is expected because the EET to the ground state was prohibited in our model. This behaviour is
justified as long as we are considering picosecond time scales.
Energy transfer calculations were performed using two LH2s. The distance between two LH2s
was set to 2.7 nm based on experimental results of 1.5–3.8 nm observed with atomic force mi-
croscopy [145, 146, 147]. In order to investigate the EET between the LH2s, the initial state
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Figure 3.13: The time evolution of the density of the 20th excited state calculated in single
LH2 [142]. Linear decay (single exponential decay) was clearly observed in the initial relaxation
process.
Figure 3.14: Relaxation dynamics from pure excited states [142]. Populations of the first, second
and 21th excited states are shown as black, magenta and blue curves, respectively. (a) The third
excited state was originally excited. (b) The 21th excited state was initially excited. The density
of the second state (not shown in the figure) follows that of the third excited state very closely.
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chosen was one for which one site in an inner ring (B850) in ring1 was excited. Figure 3.15 shows
the exciton population for each ring. As the sum of the exciton populations in ring1 is damping
slowly, the exciton population in ring2 is increasing. From the population decrease in ring 1, the
EET time constant was determined to 1.33 ps. The calculated result is in good agreement with
the experimentally determined values of 2–10 ps [85, 148]. Therefore, we deem our simulation is
good enough to discuss the dynamical behavior in LH2s.
Figure 3.15: Exciton dynamics in two LH2s [142]. One site in B850 in one LH2 (ring1) is excited
in the initial state. The exciton population for each LH2 is shown. The black (magenta) curve
corresponds to the sum of densities in ring1 (ring2).
In in–vivo situations, LH2s are aligned on a triangle lattice in membranes. One LH2 is sur-
rounded by 6 LH2s for the first shell and 12 LH2s for the second shell. We, therefore, constructed
more realistic systems, composed of 7 LH2s and 19 LH2s, which we refer to as 7LH and 19LH
models, respectively. It is noted that light energy harvested by LH2s are transferred to special
pair BChls a in the center of RC-LH1 in purple bacteria. Although the detailed conformation is
different, both LH2 and RC-LH1 have ring formations of BChls a. Here, exciton energy in the
central two BChls is exchanged at 870 nm (referred as red BChls a) in order to implicitly include
the BChl a special pair in this theoretical model, rather than using the configuration of RC-LH1
explicitly. We performed two simulations, one that considers the red BChls a, and one that does
not. The alignment of LH2s in the 19LH was shown in Figure 3.16. Just as in the simulation
using two LH2s, the distance between LH2s was set at 2.7 nm. One site on B800 in the outer side
was initially excited.
The exciton dynamics simulation of 19LH without red BChls (referred to as N system) showed
that the exciton densities are distributed over the B850 almost uniformly after 10 ps (Figure 3.17
(a)). On the other hand, for a mixed 19LH model (referred to as R system), exciton densities are
more localized to the central red BChls after 10 ps. Figure 3.17 shows the exciton population of
7LH (a) and 19LH (b) models. Rapid EET occurs at an early stage within 0.5 ps, and late EET
occurs after a time scale of 1 ps. Remarkably, late EET is observed for the mixed system (R).
In both the cases of 7LH and 19LH, exciton densities of the central BChls in the R system are
almost twice those in the N system. From the early population increases, velocities for long-range
energy transfer (v) were evaluated. The distances from the initially excited site in the outer LH2
to the central BChls are 12.07 and 20.80 nm, in 7LH and 19LH systems, respectively. Energy
transfer velocities were calculated to be v/(nm ps−1)=96, 174, 368 and 727 for 7LH(N), 7LH(R),
19LH(N) and 19LH(R), respectively (Table 3.6). These results clearly show that energy transfer
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Figure 3.16: Exciton population on the 19 LH2 models [142]. Green crosses represent the BChl
pigments. Exciton populations after 10 ps are shown. One site of B800 marked in a black circle
was excited. (a) No red BChls are included in this model (N). (b) The central two BChls are
replaced with red BChls with excitation energy at 870 nm (R).
Figure 3.17: The exciton populations of the central two BChls for (a) 7LH and (b) 19LH sys-
tems [142]. Black and magenta curves are results for N and R systems, respectively.
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in a larger system is much faster than in a smaller system. It is important to mention that energy




Table 3.6: The transfer velocities in 7LH and 19LH systems [142]. In each case, systems with two
pigments in the central antenna exchanged with two red BChls (870 nm), as well as simulations
without the exchange, were calculated. The unit is nm/ps.
Absorption spectra for (a) 7LH and (b) 19LH models are shown in Figure 3.18. Compared
to the results in single LH2 (Figure 3.11), absorption bands are redshifted especially at longer
wavelengths (in the region above 875 nm). As the aggregation of LH2 increases, the bands are more
redshifted. The calculated absorption peaks are 910 and 922 nm for 7LH and 19LH, compared to
891 nm for a single LH2. One absorption band observed in the 850–950 nm region for single LH2
and 7LHs was splitted into two bands in 19LHs.
Figure 3.18: Absorption spectra for (a) 7LH and (b) 19LH [142].
The absorption efficiencies depending on stellar radiation spectra




for LH2 antenna systems exposed to
stellar radiation are calculated. ε(λ) is the absorption strength of LH2 systems at the wavelength
λ. n(λ, T ) is the number density of photons at λ of stellar radiation from a star with effective
temperature T . We calculated higher excited states up to 323 nm using the same procedure
adapted for the Qy band spectra (Figure 3.19 (a)). That is, transition dipole moments of BChls
were calculated by TDDFT, and experimentally determined values in a diethyl ether solution (2.16
eV (574.2 nm) and 3.47 eV (357.6 nm) for the Qx and Soret band) were used for the excitation
energies. For the Qy band spectra, the absorption spectrum is the same as the black curve in
Figure 3.18 (b). The integration was performed in the 200 to 10,000 nm region.
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We evaluated the efficiencies using radiation spectra of the seven stars. The normalized spec-
tra are shown in Figure 3.19 (a) together with the LH2 absorption spectrum. The absorption
efficiencies of the LH2 system (19LH model) with respect to black body spectra for an effective
temperature T are shown in Figure 3.19 (b), together with the stellar radiation spectra. χ(T )
peaks in the emission spectrum of a black body at 9766 K (Tmax=9766 K), offset from the effec-
tive temperature of Sun (5778 K). The efficiency for solar conditions is 0.78 times the maximum
efficiency (χ(5778K)/χ(9766K) = 0.78). In Figure 3.19 (b), we see that the efficiencies with re-
spect to stellar radiation are similar to those for black body radiation except for the M3Ve star.
Although the black body approximation becomes worse in cooler stars, the difference between a
black body and the real stellar radiation is unexpectedly small especially in the M4.5V star. This
is because the fluxes of the black body and stars match well in the longer wavelength region of the
Qy band. In Figure 3.20, the contribution of each band can be clearly understood. In the two M
stars radiation, the Soret band does not contribute to the efficiencies anymore, and the Qy does
contribute largely. The Soret band in the calculated absorption is placed almost 400 nm. There-
fore, the efficiencies under the higher temperature stars are still large, whereas the Soret band of
the sole BChl is redward of the 4000 Å break (Figure 3.20–3.22). In addition to 200–10,000 nm,
we tried 200–3,000 nm (Figure 3.21) and 200–1,500 nm (Figure 3.22) like the previous section. In
200–1,500 nm, the contribution of the Qy band becomes quite larger. Although the black body
approximation do not get so worse depending on the integration range, the maximum temperature
is getting smaller from 200–10,000 nm to 200–1,500 nm.
On earth, sunlight is reduced by the atmosphere and geographic factors such as water and
soil. In our current approach, these effects are not considered but may influence the efficiencies
significantly. As a first step, we have performed a systematic investigation of the direct influence
of the primary star.
Figure 3.19: (a) The absorption strength of the 19LH system calculated using the major three
excited states of the pigments (black curve). The normalized stellar fluxes are also shown: F2V,
G0V low-activity, G0V high-activity, K2V, M4.5V and M3Ve stars and the Sun. The flux of the
Sun is normalized at maximum to 100.0. The other fluxes are normalized so as to show the same
integrated flux from 200 to 10,000 nm to the normalized flux of the Sun. (b) Absorption efficiencies
calculated using the seven stellar radiation spectra (plotted as cross marks) and the blackbody
spectrum (black curve). The efficiency is maximized at the emission spectrum of a black body at
9766 K [142].
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Figure 3.20: ε(λ) × n(λ) is shown for seven stellar radiation in 200–10,000 nm. The colors have
the same meaning to Figure 3.19.
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(a) (b)
Figure 3.21: 200–3,000 nm. (a) Absorption efficiencies calculated using the seven stellar radiation
spectra. (b) ε(λ)× n(λ).
(a) (b)
Figure 3.22: 200–1,500 nm. (a) Absorption efficiencies calculated using the seven stellar radiation
spectra. (b) ε(λ)× n(λ).
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3.3 The photosynthetic pigment by the TDDFT vs LHCs by the
dipole approximation calculations
After evaluating the validity of our dipole approximation model, we compared sole BChl a using
the TDDFT and LH2 aggregates composed of BChls a using our dipole approximation model. As
pigments form aggregations like LHCs, the absorption is redshifted. Therefore, the spectral change
should be evaluated using the theoretical models.
The two kinds of simulations have the same solvent conditions. TDDFT calculations were
performed in the benzene solution of the PCM model while the effective dielectric constant κ =
2.2706 of benzene solvent was adopted in the dipole model. For the dipole model, the excited
energy Ek and the transition dipole moment µk of the pigment from the TDDFT calculations are
used without experimental values. The absorption bands were calculated using the Gaussian model
with half-band width of 70 nm. The mean absorption spectrum of calculated three unit BChls a is
shown in Figure 3.23 with the absorption spectrum of 19LH system. The stellar radiation spectra
are also plotted in the figure. The integration ranges are 200–3,000 nm and 200–1,500 nm.
(a) (b)
Figure 3.23: The absorption spectra of the 19LH (normalized) and a BChl a, which is the mean
absorption of three structures, are shown. The normalized radiation spectra for seven stars are
also plotted. The integration range is 200–3,000 nm (a) and 200–1,500 nm (b).
The Qy band is shifted about 200 nm longer by forming the aggregation, so that the LH2 can
receive more radiation especially in the M stars. The calculated efficiencies are shown in Table 3.7.
Inside parentheses, the normalized efficiencies are listed for comparison because the system size
is quite different between BChl a and 19LH system. Around stars with higher temperature, the
efficiencies are not significantly different. On the other hands, in the M stars, the efficiencies
become larger (0.64 for the BChl a and 0.74 for the LH2 system in M4.5V star).






where ε(λ) is the absorption strength with the wavelength λ. 698.86 nm and 727.74 nm were
obtained for the BChl a and 19LH2, respectively.
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Table 3.7: The calculated absorption efficiencies of a BChl a and 19LH system in the seven stellar
radiation. The values inside parentheses are normalized so that the efficiency in the Sun is 1.00
for each integration range (200–3,000 nm and 200–1,500 nm).
F2V G0V low G0V high Sun K2V M3Ve M4.5V
BChl a (×102) 6.22 5.70 5.58 5.49 4.79 2.12 2.29
∼3000 nm, (1.13) (1.04) (1.02) (1.00) (0.87) (0.39) (0.42)
BChl a (×102) 7.69 7.49 7.42 7.34 6.99 4.38 4.67
∼1500 nm (1.05) (1.02) (1.01) (1.00) (0.95) (0.60) (0.64)
LH2 20.82 18.64 18.24 17.87 15.50 8.17 8.65
∼3000 nm, (1.17) (1.04) (1.02) (1.00) (0.87) (0.46) (0.48)
LH2 25.76 24.51 24.28 23.87 22.61 16.91 17.63
∼1500 nm (1.08) (1.02) (1.02) (1.00) (0.95) (0.71) (0.74)
3.4 The effect of the planetary atmosphere
So far, spectra at the top of the atmosphere (TOA) of a planet from a star and black body spec-
tra are used to evaluate the absorption efficiencies. However, living organisms like photosynthetic
organisms usually inhabit around the earth surface. Until reaching the surface, light is reduced
by the absorption and scattering due to the atmospheric molecules. Considered such an effect,
radiation spectra of the present earth surface are used to calculate the efficiencies.
Solar spectra at the surface (AM1.5) [149] are shown in Figure 3.24 with spectra at the
TOA [119]. Affected by atmospheric molecules, the spectrum shows more complicated profile.
In the integration ranges (200–3,000 and 200–1,500 mm), the calculated efficiencies are shown in
Table 3.8. The absorption spectrum is used in Figure 3.19. The efficiency at the surface is 0.97
(1.01) times as much as that at the TOA in 200–1,500 (200–3,000) nm. In the both conditions,
they do not show so far from each other.
(a) (b)
Figure 3.24: The direct solar spectrum of the earth surface [124] and the extraterrestrial solar
spectrum [119]. The integration ranges are 200–3,000 nm (a) and 200–1,500 nm (b).
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Table 3.8: The calculated absorption efficiencies of 19LH system at the earth surface and TOA.
surface TOA
200–3,000 nm 4.83 4.78
200–1,500 nm 6.20 6.40
As shown in Figure 3.25, the Qy region is affected by a water absorption band (around 940
nm) in the both wavelength regions. Moreover, it is noted that the contribution of the Soret band
is still negligible. It can be because the Soret band is placed just around 4000 Å.
(a) (b)
Figure 3.25: ε(λ)× n(λ) at the surface and TOA. 200–3,000 nm (a) and 200–1,500 nm (b).
3.5. THE ELONGATION OF WAVELENGTH IN ABSORPTION 67
3.5 The elongation of wavelength in absorption
In this section, we focus more on photosynthesis on the M planet and investigate conditions
that LHCs can receive longer wavelength radiation. When considering photosynthesis beyond
the Solar system, one can look at attempts for beyond natural photosynthesis as represented by
artificial photosynthesis [150, 151]. For example, photosynthetic pigments or LHCs are used for
photovoltaic devices. Moreover, among constructed synthetic dyes (or artificial pigments), dyes
that absorb longer wavelength radiation have not been manufactured successfully. Therefore, we
use only existing photosynthetic pigments whose crystal structures have already been resolved.
We start with the simple structure of one LH2, and then, the spectral changes and the efficiencies
are investigated as some conditions are different at a realistic level.
There are several factors to change spectral features: e.g. the structure of the photosynthetic
pigment and its number, the conformation of LHCs and the surrounding solvent and proteins. In
the case of the LH2 system in our dipole model, the parameters are subdivided into the excitation
energy Ek and the transition dipole moment µk for a photosynthetic pigment, the number n of the
pigment per one LH2, the number N of the LH2s, the radius r of an LH2, the distance z between
B850 and B800, the distance d between LH2s and the dielectric constant (the effective dielectric
constant κ) as the surrounding solvent.
Figure 3.26: Mean wavelength of the LH2. The dependences of the effective dielectric constant,
the radius and number of the LH2 and the distance between B850 and B800 are shown. r0 and z0
are the original values of the LH2.
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Ek and µk are determined by the structure of the pigment. Here, the original structure of BChl
a is adopted. The mean wavelength λ̄ of a LH2 is calculated as changing κ, r, n and z as shown
in Figure 3.26. λ̄ becomes larger, as the dielectric constant is smaller (approaching to vacuum).
The LH2 can be considered to be enough compressed or packed with holding the ring structure.
Therefore, the original radius r0 is set to the minimum value of r. λ̄ is maximized at r0 and varies
dramatically in r0 ∼ 2r0. Moreover, when r is fixed to r0, n cannot be larger than the original 27
pigments as assuming that the original structure is enough compressed. When n is larger, i.e. the
distance between the pigments is smaller, holding r fixed, λ̄ becomes more significant (maximized
at n = 27). z can be smaller than the original z0. λ̄ is larger both when z is smaller or larger. The
larger limit corresponds to the condition that the rings are enough separated to be considered as
having no interactions. Here, the maximum value of λ̄ is about z = 0.25z0.
The above condition (ε = ε0, r = r0, N = 27 and z = 0.25z0) is applied to the 19 LH system.
In the aggregated system of the LH2s, d have to be determined. As shown in Figure 3.27, the
most redshifted values are taken around d = 3d0, where d0 is the original distance. When d = 3d0
Figure 3.27: Mean wavelength of the LH2 depending on the distance between the LH2s.
in addition to the above condition of one LH2, the absorption is calculated (Figure 3.28). Here,
we focus on the M dwarf. Accordingly, only efficiencies under the Sun and M3Ve star are shown
in Table 3.9. Although λ̄ of the modified LH2 (800.08 nm) is longer than that of the regular
LH2 (727.74 nm), the efficiencies of the modified one are not improved. n(λ) × ε(λ) is shown in
Figure 3.29. As seen in Figure 3.29, the bands in the shorter wavelength region do not contribute
the efficiencies. And then, the two higher absorption bands are truncated to show larger efficiencies
under the M star (Table 3.9). As compared “new” with “new–truncated”, it is noted that most of
the efficiencies for the M3Ve star are due to the longer wavelength part.
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Figure 3.28: The obtained absorption spectrum of the modified 19LH system with the original
one.
Table 3.9: The mean wavelengths λ̄ and absorption efficiencies χ for the modified and original
19LH. The two higher absorption bands are truncated in “new–truncated”. The spectra of the
Sun and the M3Ve star are used to evaluate the efficiencies.
original new new–truncated
λ̄ [nm] 727.74 800.08 1123.62
χ (Sun) in 200–3,000 nm 17.87 15.33 6.22
χ (Sun) in 200–1,500 nm 23.92 20.51 8.32
χ (M3Ve) in 200–3,000 nm 8.17 7.85 7.10
χ (M3Ve) in 200–1,500 nm 16.91 16.21 14.67
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(a) (b)
Figure 3.29: n(λ)× ε(λ). The normalized values are shown. 200–3,000 nm (a) and 200–1,500 nm
(b).
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3.5.1 The central metal in the photosynthetic pigment
In photosynthesis, limited kinds of photosynthetic pigments are used. When one focuses on a Chl
or BChl, it is known that the spectral feature changes as its central metal is exchanged. Generally
speaking, the core metal of Chls and BChls is Mg. However, Zn–containing BChls a have already
been discovered [152]. The Chl or BChl without the central metal is seen in special pairs in RCs,
which is called the pheophytin (2H instead of Mg).
M–BChls a are synthesized experimentally when M=Mg, 2H, Cu, Zn, Cd, Co, Pd, Ni, Mn [153].
Among the pigments, M–BChls a can fluoresce only when M=Mg, Zn, 2H, Pd, Cd. Therefore,
we estimate the absorption of these pigments. TDDFT calculations are performed in the same
theoretical level as the previous estimations. The effect of a benzene solvent is considered in our
calculations using the PCM model. In these calculations, the higher excited states are estimated
(50 states). LANL2DZ is used as the basis set for Pd and Cd [154, 155, 156]. The calculated
spectra are shown in Figure 3.30. In Table 3.10, the mean wavelengths λ̄ of the pigments above
300 nm are listed. As seen λ̄ of three structures of the pigments, it is noted that the original
Mg–BChl a is more redshifted from 491.75 to 528.44 nm by change 2H to Mg as the core metal.
Furthermore, M=Pd and Cd have longer λ̄ than M=Mg.
From the three main absorption bands obtained by the TDDFT calculations, each excited
state was chosen to estimate the absorption spectrum of the 19LH system. We picked up the
significant excited states from the Qy and the Qx bands. Moreover, λ̄ in Soret band above 300
nm is calculated and the excited state with enough larger oscillator strength around the λ̄ value
is adopted. And then, the absorption spectrum of the 19LH system is computed as shown in
Figure 3.31. λ̄ and χ of the 19LH system are shown in Table 3.11. λ̄ for M=Pd is shifted about 93
nm and 117 nm longer than those for M=Mg and H2, respectively. χ(M3V e) for M=Cd becomes
the most enhanced among the systems (around 1.42 times greater than that for M=H2).
Table 3.10: The mean wavelength λ̄ of the M–BChl a. λ̄ of the three unit structures and the
average values of the three are shown.
λ̄ Mg Zn H2 Pd Cd
B800 [nm] 519.18 516.10 485.28 580.72 575.46
B850–1 [nm] 529.97 526.76 495.13 551.21 528.23
B850–2 [nm] 536.19 527.09 494.84 551.38 529.35
average of 3 [nm] 528.44 523.32 491.75 561.16 544.34
Table 3.11: λ̄ and χ of the 19LH system are listed. The emission spectra of the Sun and M3Ve
star are used to calculate χ.
Mg Zn H2 Pd Cd
λ̄ [nm] 541.39 607.34 517.26 634.06 615.64
χ (Sun) in 200–3,000 nm 22.18 21.15 25.40 15.62 20.58
χ (Sun) in 200–1,500 nm 29.69 28.30 33.99 20.90 27.54
χ (M3Ve) in 200–3,000 nm 5.76 5.96 4.84 5.69 6.89
χ (M3Ve) in 200–1,500 nm 11.92 12.35 10.01 11.77 14.26
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(a) Mg. The original structure. (b) Zn.
(c) H2. It is called Bacteriopheophytin a. (d) Pd.
(e) Cd.
Figure 3.30: Absorption spectra of the pigments with different central metal.
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Figure 3.31: The estimated absorption spectrum of the 19LH system with different central metals.
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3.6 Absorption efficiencies on exoplanets
So far, the spectra at the TOA of exoplanets in the HZ around several types of stars and the
spectrum at the earth surface have been used to estimate absorption efficiencies. By calculating the
light reduction by radiative transfer, we can obtain the spectra at the surface of exoplanets using
spectra at the TOA. Here, we evaluate the efficiencies at surfaces of earth-sized exoplanets under
the G star (the Sun) and the M star. Since a lot of atmospheric conditions in the range of oxidizing
to reducing are possible, we tried three cases: Earth–like, reducing and oxidizing atmospheres. The
latter two conditions are taken from results of a photochemistry model by [157]. As the setting
for the earth–like planet, the parameters are shown in Table 3.12. Through the thesis, we assume
that the exoplanet has only troposphere. The maximum altitude is 11.0 km. The temperature–
Table 3.12: The basic setting for the earth–like planet.
surface temperature [K] 288.0
surface pressure [hPa] 1.013
surface gravity [m/s2] 9.8
pressure profile of the troposphere is shown in Figure 3.31 (a). As the density is determined from
(a) (b)
Figure 3.31: The temperature–pressure profile of an Earth–like planet (a). The mixing ratio of
water vapor with the altitude (b).
the profile, mixing ratios have to be given. As shown in “Earth–like” in Table 3.13, the mixing
ratios are listed. In the calculations, these ratios are independent of the altitude, as is almost
applicable to the actual troposphere of the Earth. However, the water vapor is an exception.
The abundance of the water vapor is usually maximized near the land surface, the concentration
varies widely depending on the time and the place. As shown in Figure 3.31 (b), the mixing ratio
is distributed so as to match observed data. Among the molecules that are listed in the table,
oxygen and carbon dioxide plus water are considered to evaluate the absorption.
The spectrum at the land surface is calculated and compared with the data that have already
obtained (AM1.5) [149] (Figure 3.32). Even in the rough estimation, the features of profiles are
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Table 3.13: Mean mixing ratios and mean molecular masses for three atmospheric conditions.
Reducing Earth–like Oxidizing
H2: 9.0 ×10−1 N2: 8.0 ×10−1 CO2: 9.0 ×10−1
mean N2: 1.0 ×10−1 O2: 2.0 ×10−1 N2: 1.0 ×10−1
mixing CO2: 8.9 ×10−5 CO2: 3.5 ×10−4 H2: 1.0 ×10−3
ratio CO: 8.0 ×10−6 – CO: 7.7 ×10−3
CH4: 5.9 ×10−6 – CH4: 3.7 ×10−5
mean molecular mass 4.6 28.8 42.4
tropopause altitude [km] 120.0 11.0 8.7
dry adiabatic lapse rate [K/km] 1.06 6.50 12.99
Figure 3.32: Calculated spectrum at the land surface (model) with the previous data (AM1.5).
The spectrum at the TOA is also shown.
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in good agreement with each other. The shapes of the spectrum are significantly affected by
absorption bands of water. There remain uncertainties about the way to consider the around
the peak of the radiation at the TOA, where effects of scattering are clearly seen. The radii of
bulk atmosphere are considered in our model instead of that of each particle. In addition, it is
noted that the absorption cross–sections at 300 K are used all over the altitude for simplicity, and
it affects the shape to an extent. Nevertheless, the characteristic features of the profile could be
reproduced by the model. Compared with the AM 1.5 data in Table 3.8 (4.83 in 200–3,000 nm and
6.20 in 200–3,000 nm) the absorption efficiency is not different from each other. The efficiencies,
which are estimated using the radiation transfer model, are shown in Table 3.14. The contribution
of each band do not have a significant difference (see Figure 3.25 and 3.33).
Subsequently, the efficiencies in the three conditions are investigated using the same setting.
The different parameters for the three conditions are listed in Table 3.13. For each case, H2 and
Table 3.14: The absorption efficiencies for three atmospheric conditions. Inside parentheses, the
value was divided by the efficiency at the TOA. In Solar condition, the efficiency at the TOA is
4.78 (6.40) in 200–3,000 nm (200–1,500 nm). Under the M3Ve, χ = 2.17 and 4.50 in 200–3,000nm
and 200–1,500 nm, respectively.
Reducing Earth–like Oxidizing
Sun (200–3,000 nm) 4.32 4.75 5.27
(0.90) (0.99) (1.10)
Sun (200–1,500 nm) 5.29 6.05 5.92
(0.83) (0.95) (0.93)
M3Ve (200–3,000 nm) 2.00 2.01 3.05
(0.92) (0.93) (1.41)
M3Ve (200–1,500 nm) 3.53 3.96 4.41
(0.78) (0.88) (0.98)
N2 are not included to calculate the absorption due to their structural symmetries. The mixing
ratio of water vapor with the altitude is the same as the Earth–like condition (Figure 3.31 (left)).
The results are shown in Table 3.14. From Figure 3.33–3.35, spectral overlaps between the
absorption bands and the radiation are seen. It is noted that the planets in the HZ are assumed
here, and the absorption bands of water vapor affects the efficiencies significantly in every condition.
The efficiencies in the oxidizing condition are greater than that in the other two especially under
the M star radiation. It is because larger amounts of radiation are observed in the Qy region.
And then, particularly in 200–3,000 nm, the significant absorption of water around 2,000 nm
contributes to the efficiencies as the denominators. Under the Sun, Soret bands still contribute to
the efficiencies to an extent for all the conditions. In the Earth–like, n(λ)× ε(λ) is larger than the
others due to the difference in the Rayleigh scattering.
By comparing values inside parenthesis in Table 3.14, one can see effects of the planetary
atmosphere under different stellar radiation. χ under the M star varies widely than the Solar
values, mainly due to few spectral overlap. Under the M3Ve star, 0.92–1.41 in 200–3,000 nm and
0.78–0.98 in 200–1,500 nm.
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(a) The absorption and normalized radiation
spectra in 200–3,000 nm.
(b) The absorption and normalized radiation
spectra in 200–1,500 nm.
(c) n(λ)× ε(λ) in 200–3,000 nm. (d) n(λ)× ε(λ) in 200–1,500 nm.
Figure 3.33: The results in the Earth–like atmosphere.
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(a) The absorption and normalized radiation
spectra in 200–3,000 nm.
(b) The absorption and normalized emission spec-
tra in 200–1,500 nm.
(c) n(λ)× ε(λ) in 200–3,000 nm. (d) n(λ)× ε(λ) in 200–1,500 nm.
Figure 3.34: The results in the reducing atmosphere.
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(a) The absorption and normalized emission spec-
tra in 200–3,000 nm.
(b) The absorption and normalized emission spec-
tra in 200–1,500 nm.
(c) n(λ)× ε(λ) in 200–3,000 nm. (d) n(λ)× ε(λ) in 200–1,500 nm.
Figure 3.35: The results in the oxidizing atmosphere.
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3.7 Toward photosynthesis on planets around M dwarfs
Figure 3.36: Spectra at the TOA of planets orbiting M3Ve and M4.5V stars are illustrated with
the calculated absorption of the 19LH system. The estimated spectrum at the surface of planets
orbiting M3Ve are also shown for reference.
On planets around M stars, photosynthetic organisms should try to collect the light energies
using every means available because of a few amount of the photons from the M stars. Utilizing
more than three photosystems is one of the ways to harvest photons further, developed the fact
that the organisms on the earth have at most two photosystems.
As described above, Soret band is useless for the light harvesting in the M dwarfs. When
the photosynthetic organisms try to catch the light effectively, the absorption should be redder
shifted. However, higher efficiencies can not be expected only elongating the absorption of the
wavelength. The amount of emission of the M star increases with wavelength to 1,000 nm as
shown in Figure 3.36. And then, the spectra become almost flat from 1,000 to 1,600 nm. Over
1,600 nm, the radiation decreases with the wavelength. Therefore, it is a key toward higher
efficiencies how the organisms absorb light from 1,000 to 1,600 nm.
Moreover, the situation will be more complicated, considered the planetary atmosphere. Since
one can focus on planets in the HZ for the start, the spectra can be affected by the firm absorption
of water vapor. The spectrum at the planetary surface under the M3Ve star is also shown using
the simple model. Over 1,700 nm, the high absorption reduces the photons besides the decease
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of the emission itself. As considered the air, one can limit to several regions to utilize energies
effectively. Among the regions, some areas can be covered as far as the organisms use.
3.8 Toward predicting biosignatures
Our ultimate goal is predicting surface photosynthetic biosignatures like the red edge on exoplanets
Figure 3.37: The radiation spectrum at the earth surface that was subtracted the absorption by
Chls. The black–colored spectrum resembles to the reflectance spectrum of a leaf (Figure 1.7).
The vertical axis is the arbitrary unit.
and discussing the detectability. There is one implication about the prediction. As shown in
Figure 1.7, the red edge occurs due to the absorption by photosynthetic pigments in visible region
and the high reflection in NIR. So far, we have focused only on the absorption by the pigments
and the LHCs. The reflectance spectrum is reproduced by radiation transfer calculations of a leaf
such as PROSPECT [41, 158, 159] or LIBERTY [160] that experimental absorption spectra are
used for. However, one can notice that the shape of spectrum of a leaf in NIR resembles to the
emission spectrum at earth surface. This is clearly understood because the spectrum of a leaf has
evolved to be determined reflecting unnecessary sunlight. When one subtract the experimental
absorption spectrum of Chl a from the solar emission spectrum, it is noted that it works as a
rough estimation (Figure 3.37), compared the reflectance spectrum in Figure 1.7. However, the
degree of absorption is determined here by 19 LH2s and normalized arbitrarily. Therefore, the
realistic size of the organisms should be applied to estimate the degree of light absorption.
And then, the estimation is extended to the other conditions of planets using the calculated
absorption spectrum of the 19 LH2 system. As shown in Figure 3.38, the spectra at the earth
surface, Titan surface, TOA of the M star planet and the planetary surface of the M star are
calculated. The radiation spectrum at the Titan’s surface is assumed the troposphere like the
previous calculations. The setting is listed in Table 3.15 [161]. The calculated spectrum is in good
agreement with the observed data (see Figure 19 in [162]).
82 CHAPTER 3. NUMERICAL RESULTS AND DISCUSSIONS
Figure 3.38: The estimated spectra at some planets using the absorption of calculated 19 LH2s.
The earth surface, Titan surface, TOA of the M star planet and the planetary surface of the M
star. The vertical axis is the arbitrary unit.
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Figure 3.39: The radiation spectrum at the surface of the M planet. It is truncated below 1,050
nm. The vertical axis is the arbitrary unit.
Another implication is shown based on [95]. They applied the three photons model to the
vegetation spectrum and discuss about the detectability. Here, we produced the reflectance spec-
Table 3.15: The setting for the Titan–like planet.





surface temperature [K] 93.7
surface pressure [hPa] 1.467
surface gravity [m/s2] 1.352
mean molecular mass 28.6
tropopause altitude [km] 40.0
dry adiabatic lapse rate [K/km] 0.6
trum of exovegetation around the M star based on the previous assumption in NIR region, and the
spectrum below 1,050 nm is truncated as all the incident flux is utilized. This is produced without
assuming any structure of the pigments or the LHCs.
Whether these estimated reflectance spectra are detectable when the organisms cover a plane-
tary surface to an extent in future missions should be investigated combining the radiation transfer




We have investigated how the photosynthetic organisms can absorb light from their host star and
how the absorption efficiencies change depending on the star types and the organisms themselves.
First six photosynthetic pigments were examined under stellar radiation. Absorption spectra of
the pigments were calculated by using an accurate quantum mechanical level and energy corrections
were performed to minimize the theoretical error. Calculated efficiencies increased as higher the
temperature of host star from the M to F star. In lower temperature stars like M stars, Soret
bands do not contribute to the efficiencies anymore, and the Qy bands mainly contribute to the
light absorption. BChls become more efficient in the M stars than Chls, due to the larger spectral
overlaps in the Qy band regions. On the other hand, contributions of Soret band increase, and the
efficiencies of Chls are higher than BChls in the higher temperature stars, reflected redward of the
4000 Å break.
Subsequently, the light absorption and energy transfer mechanism of LH2 systems in purple
bacteria were investigated through quantum dynamics simulations. We determined the relaxation
parameters using small LH2 models, single LH2 and double LH2 models. The LH2 models repro-
duced appropriate values found in experiments: 0.8 ps for the B800-B850 electron transfer and
1.33 ps for the inter-LH2 electron transfer. Then, we constructed aggregate LH2s models, 7LH
and 19LH. From our calculations, we found that the LH2 aggregate system collects the absorbed
excitation energy in the central BChls within a time scale of 1.0 ps. We also found that absorption
spectra are red-shifted in LH2 aggregates, and the energy transfer becomes faster. Interestingly,
by exchanging the central BChls to red BChls, the energy transfer velocity increased significantly,
and the exciton was more localized at the central BChls. Using the LH2 aggregate models, we
have investigated the absorption efficiencies with respect to spectra of stars of different stellar
types. Both black body and stellar radiation spectra were examined. We found that the absorp-
tion efficiency was maximized enough offset from the solar effective temperature. Soret band in
the estimated absorption spectrum are located just around the 4000 Å break. Therefore, the Soret
band do contribute to the efficiency under the high–temperature stars beside the Qy.
Thus far, radiation at the top of the atmosphere (TOA) of planets has been used to evaluate
the efficiencies. Light is reduced by absorption and scattering of the atmospheric molecules to
reach the planetary surface. The estimated efficiency at the surface is not quite different from that
at the TOA. Furthermore, to examine effects of the atmosphere of exoplanets, radiation transfer
calculations were performed to investigate the three atmospheric conditions: reduced, Earth–like
and oxidizing. The shape of the emission spectrum is mainly affected by absorption bands of water
vapor. The efficiencies under the M3Ve star vary widely as compared to those under the Sun.
On the other hand, conditions as the organisms absorb light energies effectively under M stars
are investigated, changing possible factors such as the conformation of antenna and solvent. In
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idealistic situations, the wavelength of absorption becomes about 70 nm longer in the 19LH system.
By exchanging the central metal in BChl a, the absorption is shifted by at most 117 nm longer
than that without the core metals.
These kinds of evaluation of the efficiency of photosynthetic systems must be significant, before
detecting photosynthetic biosignatures from extrasolar planets. To this end, a systematic approach
evaluating the photosystems from the electronic level to large macroscopic levels must be adopted.
In this study, mechanisms of the light absorption and energy transfer in aggregate LH2 systems
were investigated. This work is a first important step to construct more sophisticated theoretical
models valid not only for the photosystems on earth but also for photosystems in extrasolar planets.
Appendix
A1. The structure of plants
Figure 4.1: The structure of leaves, the cell and the chloroplast.
A2. The structure of photosynthetic bacteria
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Figure 4.2: The structure of the chloroplast. Inside chloroplast, light is absorbed in the photosys-
tem II and I. And finally, ATP and NADP+ are produced in the process.
Figure 4.3: Schematic illustration of a chromatophore membrane [163].
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Figure 4.4: Architecture and constituents of a spherical chromatophore vesicle from
R. sphaeroides, purple bacteria [164]. (a) LH2 (green), LH1 (red) and the RC (blue). The ratio
of surface area covered by RC-LH1 versus LH2 complexes is 1:1.31 for the first vesicle (shown) and
1:3.23 for the second vesicle (d) and (f). (b) BChls of the atomic model for the RC-LH1 complex.
(c) BChls of the LH2 complex based on R. acidophila. (d) AFM images are used to identify the
arrangement of pigment–protein complexes within planar patches. (e) An area-preserving map
from the plane on to the sphere. (f) To minimize distortions, multiple planar patches were used,
whose sizes are small compared with the inner diameter of the reconstructed vesicle (60 nm).
B1. The origin of the absorption bands in chlorophylls and bacte-
riochlorophylls
Chls and BChls have the two firm absorption bands in both the shorter and longer wavelength
regions (see Figure 1.17). The reason why they have the unique feature is explained well by
Gouterman four orbital model [165, 166]. In the model, the two highest occupied molecular
orbitals (HOMOs) and the two lowest unoccupied molecular orbitals (LUMOs) are considered.
This can be too simple approximation because more higher excited states actually contribute to
the electronic transitions. However, as the major contribution comes from the four orbitals, their
single configuration interactions (SCIs) between HOMO (a2u), HOMO–1 (a1u), LUMO (egx) and
LUMO+1 (egy) for Porphyrin are considered. LUMO and LUMO+1 are degenerated in the model.
In Figure 4.5, the four estimated orbitals are shown [167]. When double bonds around C7, C8,
C17 and C18 in a Porphyrin (see Figure 1.18) are reduced, how the energy level changes is different
depending on the excited states. In the case of a2u and egx, the population around C7, C8, C17
and C18 is negligible, so that the energy level are almost unchanged. On the other hand, in a1u
and egy, the level shifts to higher due to the significant population. Considered such a tendency,
the energy level diagram are shown for Porphyrin, Chlorine and Bacteriochlorin.
When the configuration excited from a1u to egx is expressed as (a1uegx), CIs occur in (a1uegx)
and (a2uegy) because of the same symmetry (from X to X, or from Y to Y in Figure 4.5). CIs in
(a1uegy) and (a2uegx) is possible, but the other two Cls are discribed here. The excited states S1
and S2 result from the two CIs.
|S1⟩ = α |(a2uegy)⟩ − β |(a1uegx)⟩ , (4.1)
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Figure 4.5: The pattern of the π–frontier orbitals of the porphyrins according to the Gouterman
four-orbital model. Orbitals egx (LUMO), egy (LUMO+1), a2u (HOMO) and a1u (HOMO–1) are
shown. The different phases of the p orbital are colored in red (positive) and in blue (negative).
The arrows mean the x and y axes [167].








{|a2u egy a1u a1u|− |a2u egy a1u a1u|}. (4.4)
Qy (Soret) bands correspond to the excitation from the ground state S0 to S1 (S2). Transition
dipole moments, which determine the absorption intensities in the transitions, are given by
|d10|2 = | ⟨S1|er|S0⟩ |2 = |α ⟨(a2uegy)|er|S0⟩ − β ⟨(a1uegx)|er|S0⟩ |2, (4.5)
|d20|2 = | ⟨S2|er|S0⟩ |2 = |β ⟨(a2uegy)|er|S0⟩+ α ⟨(a1uegx)|er|S0⟩ |2. (4.6)
For Porphyrin, (a1uegx)and (a1uegx) are almost degenerated and strong CIs occur. This results
in α ∼ β, and |d10| becomes smaller, while |d20| becomes larger. Actually, the absorption in the
Qy region is weak and that in Soret extraordinary stronger as shown in Figure 4.7. As shown in
Figure 4.6 [168], in (a1uegx), the energy gap becomes quite greater from symmetrical Porphyrin to
asymmetrical Bacteriochlorin. In (a2uegy), the gap is getting larger gradually. The energy gaps in
Figure 4.6 and the absorption spectra in Figure 4.7 are consistent.
So far, the relationship between the basic structure of cyclic tetrapyrroles and the spectrum
are shown. Here, the effects of the side chains are mentioned. Here shows one example. The vinyl
group on the C3 in Chl a is replaced to the formyl group in Chl d. Due to its electron withdrawing,
the Qy band in Chl d shifts about 87 nm longer than that in Chl a.
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Figure 4.6: Molecular orbital energy level diagram for Porphyrin, Chlorin and Bacteriochlorin.
The energy levels of egx (LUMO), egy (LUMO+1), a2u (HOMO) and a1u (HOMO-1) are shown.
Figure 4.7: Absorption spectra for a porphyrin (blue), a chlorin (magenta), and a bacteriochlorin
(green). The three compounds are magnesium chelates: magnesium octaethylporphyrin, Chl a
and BChl a, respectively [168].
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C1. Von-Neumann Liouville equation
Here, the derivation of the general Von-Neumann Liouville equation is represented, as is to be
dealt with the time evolution of the density.
The time-dependent density matrix ρ(t) can be represented using the time-dependent wave
function Ψ(t).
ρ(t) ≡ |Ψ(t)⟩ ⟨Ψ(t)| . (4.7)




















|Ψ(t)⟩ = H |Ψ(t)⟩ . (4.9)
And its Hermitian conjugate form is
−ih̄ ∂
∂t
⟨Ψ(t)| = ⟨Ψ(t)|H. (4.10)
























The last column in the equation corresponds to the general representation of Von-Neumann Liou-
ville equation.
C2. The external field and the oscillator strength
The electric field term is induced to the Hamiltonian as follows. In our dipole-dipole approxi-
mation, interactions between the electric dipole moment p and the electric field E are considered.
By using these, the electric field term is represented as
−p ·E. (4.14)
When p = (px, py, pz), the electric field along x axis is added as E = (F cosωt, 0, 0). The term is
to be expressed as
−px(F cosωt). (4.15)















The general description of the transition moment from eigenstate n to m is
























where e is the charge of a electron and ri is the coordinate for electron i.
The transition dipole moments µ′mn in N sites are converted into those from eigenstate n to m.













(Em − E0)|µ′m0|2. (4.24)
Subscriptions 0 represent the ground states. me is the mass of an electron, and e is the charge of
an electron. Em is the energy in state m.
C3. Relaxation process
The derivation of the relaxation term is explained. When we focus on a system, all the infor-
mation of the system is usually not obvious. In the relaxation process, the already-known system
which we are interested in is projected on by the other unknown system surrounding the known
small system.
As given Hamiltonian H0, the eigenstate |m⟩ and the eigenvalue Em have already known here.
In that case,
H0 |m⟩ = Em |m⟩ . (4.25)
To see the contribution of the energy relaxation on a statem, Schrödinger equation can be expressed
as















In these equations, the Hamiltonian is given as H ′0. By using H
′





|Ψ(t)⟩ = H ′0 |Ψ(t)⟩ . (4.28)








































































































































i (En − Em) + 12 (Γnn + Γmm)
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By subtracting Eq. (4.40) from (4.39),
⎛
⎜⎝














2 (Γnn + Γmm)
]
ρnm(t) · · · − 1h̄Γnnρnn(t)
⎞
⎟⎠ . (4.41)




|Ψ(t)⟩ = H0 |Ψ(t)⟩ . (4.42)



















− 1h̄ [i (En − Em)] ρnm(0) · · · ρnn(0)
⎞
⎟⎠ . (4.44)
In the above equation, the off-diagonal parts damp gradually. In order to reproduce the behavior,
we introduce the phenomenological parameter Γ′mn to Equation (4.41).
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2 (Γnn + Γmm)
]
ρnm(t) · · · − 1h̄Γnnρnn(t)
⎞
⎟⎠ . (4.45)




(Γmm + Γnn) + Γ
′
mn, (4.46)
Γmn = Γnm. (4.47)
As the population in a state decreases, that in the other states increase. By introducing the feeding
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γmn ̸= γnm. (4.49)
Since the density matrix is Hermit and the sum of population must be conserved, the diagonal






























⎠ ρnn(t) = 0. (4.51)
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[49] Montañés-Rodŕıguez, P., Pallé, E., Goode, P., and Mart́ın-Torres, F. Vegetation signature
in the observed globally integrated spectrum of earth considering simultaneous cloud data:
applications for extrasolar planets. The Astrophysical Journal, 651(1):544, 2006.
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energy transfer in lh2-antenna complexes of purple bacteria. a fluorescence line-narrowing
and hole-burning study. J. Phys. Chem., 98(41):10584–10590, 1994.
[78] Zhang, F. G., van Grondelle, R., and Sundström, V. Pathways of energy flow through the
light-harvesting antenna of the photosynthetic purple bacterium rhodobacter sphaeroides.
Biophysical Journal, 61(4):911–920, 1992.
[79] Freiberg, A., Allen, J. P., Williams, J. C., and Woodbury, N. W. Energy trapping and detrap-
ping by wild type and mutant reaction centers of purple non-sulfur bacteria. Photosynthesis
Research, 48(1-2):309–319, 1996.
[80] Sumi, H. Structural strategies in the antenna system of photosynthesis on the basis of
quantum-mechanical coherence among pigments. Journal of Luminescence, 87-89:71–76,
2000.
[81] Sumi, H. Theory on rates of excitation-energy transfer between molecular aggregates through
distributed transition dipoles with application to the antenna system in bacterial photosyn-
thesis. J. Phys. Chem. B, 103(1):252–260, 1999.
[82] Scholes, G. D. and Fleming, G. R. On the mechanism of light harvesting in photosynthetic
purple bacteria: B800 to b850 energy transfer. J. Phys. Chem. B, 104(8):1854–1868, 2000.
[83] Jimenez, R., Dikshit, S. N., Bradforth, S. E., and Fleming, G. R. Electronic excitation
transfer in the lh2 complex of rhodobacter sphaeroides. J. Phys. Chem., 100(16):6825–6834,
1996.
BIBLIOGRAPHY 105
[84] Ma, Y.-Z., Cogdell, R. J., and Gillbro, T. Energy transfer and exciton annihilation in the
b800 － 850 antenna complex of the photosynthetic purple bacterium rhodopseudomonas
acidophila (strain 10050). a femtosecond transient absorption study. J. Phys. Chem. B,
101(6):1087–1095, 1997.
[85] Linnanto, J. and Korppi-Tommola, J. Modelling excitonic energy transfer in the photosyn-
thetic unit of purple bacteria. Chemical Physics, 357(1-3):171–180, 2009.
[86] Tei, G., Nakatani, M., and Ishihara, H. The function of geometrical structure of b850 ring
in bacterial photosynthetic antenna systems. physica status solidi (b), 248(2):399–402, 2011.
[87] Nakatani, M., Tei, G., and Ishihara, H. Mechanism of excitation energy transfer between
ring-shaped aggregates of pigments. physica status solidi (b), 248(2):448–451, 2011.
[88] Wolstencroft, R. and Raven, J. Photosynthesis: likelihood of occurrence and possibility of
detection on earth-like planets. Icarus, 157(2):535–548, 2002.
[89] Kiang, N. Y., Segura, A., Tinetti, G., Govindjee, Blankenship, R. E., Cohen, M., Siefert, J.,
Crisp, D., and Meadows, V. S. Spectral signatures of photosynthesis. ii. coevolution with
other stars and the atmosphere on extrasolar worlds. Astrobiology, 7(1):252–274, 2007.
[90] Cockell, C. S., Raven, J. A., Kaltenegger, L., and Logan, R. C. Planetary targets in the
search for extrasolar oxygenic photosynthesis. Plant Ecology & Diversity, 2(2):207–219, 2009.
[91] Scalo, J., Kaltenegger, L., Segura, A., Fridlund, M., Ribas, I., Kulikov, Y. N., Grenfell,
J. L., Rauer, H., Odert, P., Leitzinger, M., et al. M stars as targets for terrestrial exoplanet
searches and biosignature detection. Astrobiology, 7(1):85–166, 2007.
[92] Heath, M. J., Doyle, L. R., Joshi, M. M., and Haberle, R. M. Habitability of planets around
red dwarf stars. Origins of Life and Evolution of the Biosphere, 29(4):405–424, 1999.
[93] Hill, R. and Bendall, F. Function of the two cytochrome components in chloroplasts: a
working hypothesis. 1960.
[94] Hill, R. and Rich, P. R. A physical interpretation for the natural photosynthetic process.
Proceedings of the National Academy of Sciences, 80(4):978–982, 1983.
[95] Tinetti, G., Rashby, S., and Yung, Y. L. Detectability of red-edge-shifted vegetation on
terrestrial planets orbiting m stars. The Astrophysical Journal Letters, 644(2):L129, 2006.
[96] Frisch, M. J., Trucks, G. W., Schlegel, H. B., Scuseria, G. E., Robb, M. A., Cheeseman,
J. R., Scalmani, G., Barone, V., Mennucci, B., Petersson, G. A., Nakatsuji, H., Caricato,
M., Li, X., Hratchian, H. P., Izmaylov, A. F., Bloino, J., Zheng, G., Sonnenberg, J. L.,
Hada, M., Ehara, M., Toyota, K., Fukuda, R., Hasegawa, J., Ishida, M., Nakajima, T.,
Honda, Y., Kitao, O., Nakai, H., Vreven, T., Montgomery, Jr., J. A., Peralta, J. E., Ogliaro,
F., Bearpark, M., Heyd, J. J., Brothers, E., Kudin, K. N., Staroverov, V. N., Kobayashi,
R., Normand, J., Raghavachari, K., Rendell, A., Burant, J. C., Iyengar, S. S., Tomasi, J.,
Cossi, M., Rega, N., Millam, J. M., Klene, M., Knox, J. E., Cross, J. B., Bakken, V., Adamo,
C., Jaramillo, J., Gomperts, R., Stratmann, R. E., Yazyev, O., Austin, A. J., Cammi, R.,
Pomelli, C., Ochterski, J. W., Martin, R. L., Morokuma, K., Zakrzewski, V. G., Voth, G. A.,
Salvador, P., Dannenberg, J. J., Dapprich, S., Daniels, A. D., Farkas, Ö., Foresman, J. B.,
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