We study the eigenstates of quantum systems with large Hilbert spaces, via their distribution of wavefunction amplitudes in a real-space basis. For single-particle 'quantum billiards', these real-space amplitudes are known to have Gaussian distribution for chaotic systems. In this work, we formulate and address the corresponding question for many-body lattice quantum systems. For integrable many-body systems, we examine the deviation from Gaussianity and provide evidence that the distribution generically tends toward power-law behavior in the limit of large sizes. We relate the deviation from Gaussianity to the entanglement content of many-body eigenstates. For integrable billiards, we find several cases where the distribution has power-law tails.
Introduction -Except for particularly simple systems, eigenstates of quantum Hamiltonians are complex objects, described by an exponentially large number of coefficients (amplitudes). Energy eigenstates are constitutive to the formulation of quantum mechanics. They are also essential in describing closed quantum systems, e.g., in considerations of thermalization of isolated systems [1] [2] [3] [4] [5] . Thus, one might reasonably regard the structure of eigenstates, e.g., the statistical properties of amplitudes, as being fundamental to our understanding of the quantum world. Amplitude distributions have in fact been studied for single-particle (quantum billiard) systems [6] [7] [8] [9] [10] [11] [12] [13] [14] . However, little is known about corresponding distributions for quantum many-body Hamiltonians. In this work we address distributions of coefficients (in the basis of real-space configurations), clarifying in particular the consequences of integrability.
While it is difficult to find a universally accepted definition of quantum integrability [15, 16] , we will refer to systems with Poissonian level spacing statistics to be integrable or regular, and to those with random-matrix statistics as nonintegrable or chaotic. This distinction appears both in singleparticle billiards [17, 18] and in many-body systems [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . This operational definition is inadequate in some situations [16] , but will suffice for this work. Many-body integrable systems include non-interacting ('free') fermions, free bosons, and systems solvable by Bethe ansatz. Integrable quantum billiards are those whose corresponding classical problems have as many independent conserved quantities as degrees of freedom.
For quantum billiard systems, the distribution of real-space amplitudes ψ( x) = x|ψ of eigenstates has been studied both for chaotic and for mixed systems [6-12, 14, 31] . In the chaotic case the amplitude distribution is expected to be Gaussian in the semiclassical limit for almost all eigenstates (possibly excluding, e.g., scarred states [32] or bouncing ball modes [33] ). This follows from the conjecture that highenergy eigenstates of chaotic billiards resemble random superpositions of many plane waves leading to a Gaussian distribution by the central limit theorem [7, 34] . For single-particle systems, the particle position is the natural basis in which to express the amplitudes. In the many-body case, the choice of basis is less obvious, but a direct generalization is the basis of many-body configurations in real space. For lattice systems, this is also a widely used basis for numerical diagonalization. Our study focuses on coefficients in this basis.
For non-integrable systems, we show that eigenstates away from spectral edges have Gaussian coefficient distributions. The resemblance to Gaussian form improves with increasing deviation from integrability, in particular, this is achieved by deviating from one-dimensionality. For integrable many-body systems, there is clear deviation from Gaussian shape. We provide evidence that the distribution approaches a power law as the size is increased. The convergence is extremely slow -a meaningful scaling analysis could only be performed for free fermions, but data for several integrable systems show the same trend. An analytic argument is constructed for a toy model of distinguishable particles, which accounts for the power-law form and the slow convergence. The presented numerical data and arguments, taken together, naturally lead to the conjecture that eigenstates of integrable many-body systems generically have power-law coefficient distributions in the large-size ('thermodynamic') limit. This conjecture is remarkable because 'generic' results are usually expected for chaotic rather than integrable systems.
We relate the coefficient distribution to the entanglement entropy between two spatial partitions. We show that larger deviations from Gaussian shape correlate strongly with low entanglement, and provide intuition for this correlation.
We also present some results for integrable quantum billiard systems. Explicit calculation shows in a few cases that the amplitude distributions have power-law tails. An extended power-law region can appear when the regular eigenfunctions contain many inequivalent peaks. The feature is intriguing but is not present in all integrable billiard systems.
Many-body quantum systems -We consider the spin- XXZ and Bose-Hubbard systems, on finite one-dimensional chains. We use open boundary conditions to avoid complications due to translation symmetry. For the XXZ chain, a next-nearest-neighbor (NNN) coupling breaks integrability: ) and L is the number of sites. The NNN (second) term excludes the coupling between sites 1 and 3, breaking reflection symmetry for λ = 0. The Bose-Hubbard chain is
where b i denotes the annihilation operator on site i. The second terms in both Hamiltonians break integrability; the parameter λ controls proximity to integrability: λ = 0 being an integrable model. The number N ↑ of "up" spins (XXZ) and the number of bosons N b (BH) are conserved quantities. We study a single sector at a time, i.e., we fix
We are interested in the statistics of coefficients c 
We study distributions of z = |c γ | √ D (eigenstate indices α are suppressed). These distributions P (z) then have unit variance, which simplifies comparison between different sizes.
In Fig. 1 , we show the distributions of coefficients of 250 eigenstates, taken from the edges and from the middle of the spectra. States at the edge are special; they tend to be nongeneric ('integrable-like'). In the coefficients this is manifested by non-Gaussian distributions, regardless of whether the system is integrable or not. For integrable many-body systems, e.g., the XXZ chain with λ = 0 [ Fig. 1(b) ] and other cases shown later, the distribution is also markedly nonGaussian for eigenstates in the middle of the spectrum.
In contrast, for non-integrable systems, e.g., the XXZ chain with NNN coupling at λ = 1, the distribution of the coefficients of the eigenstate in the middle of the spectrum has overall Gaussian behavior, Fig. 1(a) . The same is seen for the Bose-Hubbard chain [16] . A Gaussian P (z) is expected for complex non-integrable Hamiltonians -it is equivalent to the Porter-Thomas distribution for |z| 2 in nuclear physics [35] , and has been assumed or tested for condensed-matter Hamiltonians, e.g., in Ref. [36] [37] [38] . We observe a weak deviation from the Gaussian close to zero (Fig. 1, inset) , which can be understood as some "residual integrability". The amount of this deviation depends on the geometry of the system, with decreased values for more 2D shapes [16] .
For a quantitative comparison we use the Kullback-Leibler divergence (KLD) [39] 
P G (z) dz, which grows with increasing deviation from the standard Gaussian distribution P G (z). In Figs. 2(a,b) , the KLD for each eigenstate is plotted against corresponding eigenenergies. Consistent with Fig. 1(a) , in the non-integrable case the D KL values are close to zero in the middle, and larger at the edges, of the spectrum. In the integrable case, there is a large spread of D KL throughout the spectrum. This behavior is reminiscent of that of entanglement entropy (EE) of eigenstates: in integrable systems, the middle of the spectrum has both generic, high-EE eigenstates but also a substantial number of non-generic, low-EE eigenstates [40, 41] , while non-integrable systems have only high-EE eigenstates in the middle of the spectrum [40, 42, 43] . This suggests that the KLD of an eigenstate is inversely correlated with EE, and that large KLD and small EE both represent deviations from generic (effectively-random or 'thermal') behavior. Indeed, Fig. 2 (c) exhibits a very significant correlation between the KLD and EE. The participation ratio (PR) of eigenstates in the real-space configuration basis is more directly correlated with the KLD, since they are both defined in terms of the coefficient distribution [16] . It is thus unsurprising that the EE and the PR should be positively correlated, as explored in Ref. [40] . Figures 2(d,e) show the KLD as a function of the integrability-breaking parameter λ. In the non-integrable regime (λ ∼ 1) the coefficient distribution for every eigenstate in the middle of the spectrum is close to Gaussian, with D KL near zero. For small λ, close to integrability, the values of D KL grow, and there is a large variation between the different eigenstates, reflecting the large spread of D KL values in Fig. 2(b) . For λ 1, D KL increases rapidly. In this limit, the presence of local conserved quantities, that divide the Hilbert space into uncoupled sectors, lead to a large number of zero coefficients [16] , which accounts for the strong deviation from Gaussianity. Figures 3(a,b,c ) present doublelogarithmic plots of the coefficient distribution for three integrable systems. A power-law behavior would show up as a straight line in this representation. In addition to the models (1), (2) at λ = 0, we use a tight-binding system of N f free fermions on an L-site chain,
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i c i , subject to a weakly varying potential V i which leaves the system integrable but avoids lattice symmetries.
For free fermions, the eigenfunctions are (Slater) determinants, which can be evaluated efficiently, allowing us to sample relatively large systems (> 300 sites). For the XXZ chain, we are limited to exact diagonalization and the sizes are modest (≈ 20 sites). Intermediate are free bosons (> 30 sites), whose eigenfunctions are permanents, whose numerical evaluation is less favorable than determinants.
The data in the free fermionic case shows a clear evolution toward power-law behavior as the system size is increased. The trend in the other two systems is in the same direction, but less pronounced, presumably because of limited system sizes. The data is further analyzed in Figs. 3(d,e,f) through the slope of the curve in the double-logarithmic plot,
, the double-logarithmic derivative (DLD). Power-law behavior of P would imply a constant (flat) DLD, its value giving the power-law exponent. The inset shows that the slope of the DLD in log scale, k = d 2 log P d(log z) 2 , becomes smaller, arguably scaling to zero, in the large-size limit N f → ∞. The available sizes do not allow a meaningful extrapolation for the other two systems, but show the same general trend. This, together with further supporting arguments below, lead to the conjecture that the tails of the coefficient distributions of eigenfunctions of integrable many-body systems approach power-law shapes in the large-size limit.
To account for the power-law behavior, we develop a toy model. We start by noting that the eigenfunctions are determinants or permanents for free systems, and interactiondependent generalizations thereof for systems integrable by Bethe ansatz. For example, a two-particle wavefunction is of the form φ a (1)φ b (2) ∓ φ a (2)φ b (1) for fermions and bosons and of the form φ a (1)φ b (2) + e iχ φ a (2)φ b (1) for the XXZ chain, where χ is a phase shift and φ a,b are single-particle eigenstates. Let us first consider N distinguishable particles. In this case the eigenfunction coefficients are merely products of values of the single-particle eigenstates in different sites: this is a simplification of the three types of wavefunctions we want to consider. The logarithms of the Nparticle coefficients -the distribution of which we denote as Q(y) = e y P (e y ) -are thus sums of the logarithms of single-particle coefficients. Invoking the central limit theorem (CLT), one expects the distribution Q(y) to be Gaussian for large N , with variance scaling as N , independently of the shape of the single-particle eigenstates. Translating back to P (z), we find k ∼ −1/N → 0 [16], i.e., P (z) converges to a power law in this limit. The exponent of the power law is determined by the average width of the single-particle eigenstates [16] . This argument relies on treating the log φ a values as independent random variables. While such an assumption is likely impossible to 'prove', arguments in the same spirit underlie the eigenstate thermalization hypothesis (ETH) and its extensions [1-5, 37, 40, 44-46] .
Going beyond this toy model, for free fermions the manybody coefficients are no longer just products of single-particle eigenstate values but determinants of these values. Recent mathematical developments have established (sufficiently for a physicist's purpose) a central limit theorem for the determinant of a random matrix [47, 48] , so that that Q(y) has a Gaussian shape as well. Thus, in the large-N f limit, the distribution P (z) stretches to a power law with exponent −2 [16], consistent with Fig. 3(d) . Compared to the product-type states, the convergence is slower: k ∼ −1/ log N f [48] . This provides an appealing explanation to why we need enormous sizes to see the approach to power-law behavior, and is the reason we plot k against 1/ log N f in Fig. 3(d) , inset.
At present, to the best of our knowledge, no comparable CLT analog is available for permanents or for sums of the type appearing in Bethe ansatz wavefunctions, but a similar Gaussian limit for Q(y), and hence a power-law P (z) for large N , seems plausible. Thus, based on our numerical results and on the arguments above, a reasonable conjecture is that P (z) approaches a power law generically in large-size integrable systems.
Quantum billiards -We now consider a single particle confined in a two-dimensional region Ω. The eigenfunctions ψ n (x) satisfy the Schrödinger equation −∇ 2 ψ n ( x) = E n ψ n ( x) for x ∈ Ω, and vanish for x ∈ Ω. Here ∇ 2 is the 2D Laplacian. We consider the probability distribution P (z) of the (rescaled) absolute value z of the amplitudes, z = |ψ(x, y)| √ A, with A = area(Ω) ensuring a unit variance.
In contrast to chaotic quantum billiards, for which almost all eigenstates have Gaussian amplitude distributions [6] [7] [8] [9] [10] [11] [12] 14] , we here investigate integrable billiards. The simplest case is the square billiard, whose eigenfunctions ψ nxny ∝ sin(n x x) sin(n y y) all have the same amplitude distribution [16] , shown in Fig. 4 (a). The tail of the distribution originates from the peaks of the wavefunction, which for the square billiard are all identical. The tail in this case is ∼ z
, but there is no extended power-law region. The circular billiard eigenstates ψ • mn are labeled by angular and radial quantum numbers m and n. At large n, the wavefunction has many oscillations in the radial direction, given by a Bessel function. This leads to a broad power-law segment in the amplitude distribution:
. The region extends from the height of the lowest peak to that of the highest peak; shown with dashed lines in Fig. 4 
(b).
These results also extend to single-particle eigenstates of smooth confining potentials, for which we restrict to the classically accessible region. The eigenfunctions ψ h.o.
, also have amplitude distributions with power-law tails [16] , Fig. 4 (c). Like the circular billiard, this arises due to a combination of many inequivalent peaks in the wavefunctions. Generically, if the potential is modified, many eigenfunctions at higher energies look chaotic and have coefficient distributions with Gaussian tails. In a weakly anharmonic potential, V = V h.o. + αx 2 y 2 with α small, the classical phase space consists of regions with chaotic and regions with regular motion. For the corresponding chaotic and regular eigenstates P (z) has tails resembling Gaussian and power-law forms, respectively [16] .
Context & Conclusions -We have extended the study of amplitude distributions to many-body quantum systems. One context for this work is a growing appreciation that concepts from the field of single-particle quantum chaos can be useful for many-body quantum systems [1-5, 28, 29, 49-55] . A global study of all many-body eigenstates, such as the present one, is not historically common in condensed matter physics, in contrast to the field of quantum chaos. The full eigenspectrum has gained importance only recently, due to intense interest in the dynamics of isolated systems. Studies of eigenstates away from the low-energy sector have been motivated by thermalization-related questions [1] [2] [3] [4] [5] , and by the fact that notable features in the spectrum can lead to noteworthy dynamical behaviors, e.g., self-trapping and repulsive binding. The full many-body spectrum has also been studied intensively in the context of many-body localization [56, 57] .
Our most striking result is the hint of a new type of universality associated with integrable many-body systems -the coefficient distribution approaches a power-law in the largesize limit. We have presented data and arguments to conjecture that this is a generic feature of multiple classes of integrable systems. Interestingly, we have shown that a number of regular single-particle billiards also show power-law tails in P (z), although we do not claim this to be generic.
For non-integrable many-body systems, away from the spectral edges, we have found Gaussian amplitude distributions, as expected. An interesting feature is the slight deviation from Gaussianity in 1D geometries. Gaussian behavior is a measure for the randomness of eigenstates and thus a characterization of non-integrable behavior. The deviation from Gaussianity appears to be a highly sensitive indicator of proximity to integrability, compared to other eigenstate properties, such as ETH scaling [45] , matrix elements of local operators [37, 46] , or entanglement randomness [40] . Even onedimensionality seems to leave some residue of integrable behavior in the coefficient distribution. For many-body quantum systems, the effects of proximity to integrability are not very well understood [58] , and indicators of such proximity will play an important role in the effort to understand the quantum analog of a Kolmogorov-Arnold-Moser (KAM) regime.
This work raises several new questions. The distributions for eigenstates near the spectral edge are clearly not Gaussian ( Fig. 1 ), but it is unclear whether there is any generic behavior, or a generic limiting distribution at large sizes. Further questions concern the near-integrable regime. In mixed (near-integrable) quantum billiards, P (z) can vary from Gaussian shapes in several ways; and sometimes can be described by, e.g., modified Gaussians with position dependent variance [31] . For many-body systems, characterizing the deformation of near-integrable eigenstates from Gaussian form remains an open task.
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S.I. OVERVIEW
In this Supplemental Material:
• We discuss the notion of integrability and some subtleties with defining this concept. (Section S.II.)
• We discuss in detail the derivation of the power-law distribution at large sizes for integrable many-body systems. We provide the derivation first for the simplified case of distinguishable particles and then extend the discussion for particles with proper quantum statistics.
(Section S.III.)
• We review definitions of and correlations between three quantities characterizing eigenstates: the KullbackLeibler divergence, the entanglement entropy, and the participation ratio. (Section S.IV.)
• We discuss the effects of lattice sizes, lattice shapes and symmetries on the coefficient distributions, expanding on results stated in the main text. (Section S.V.)
• We provide some details and derivations on the singleparticle quantum billiard systems for which results are reported in the main text. (Section S.VI.)
S.II. COMMENTS ON QUANTUM INTEGRABILITY
In classical mechanics, the notion of integrability is commonly understood to mean the presence of (at least) as many conserved quantitites as the number of degrees of freedom ("Liouville-integrability"). In contrast, for quantum systems, there are a number of different notions of integrability, and it is possible to find exceptions to or inadequacies with most definitions. We briefly discuss here a few notions associated with integrability, so that the sense in which we have used the term is sufficiently clear.
Single-particle quantum billiard systems are called chaotic if the dynamics of the corresponding classical Hamiltonian system is chaotic. Conversely, a single-particle quantum system may be regarded as integrable or regular if the corresponding classical system has integrable ('regular') dynamics. When the integrability is broken, the phase space typically consists of regions with regular motion and regions with chaotic motion. This is reflected in the quantum eigenstates which are typically concentrated either within the regular regions or the chaotic regions.
For quantum many-body systems, the situation is substantially more complicated. Let us first consider systems where a large-size ('thermodynamic') limit is naturally defined, For example, this includes fermionic or bosonic systems, where the limit is defined by increasing the system size while keeping the density constant, and magnetic systems where the limit is defined by increasing the system size while keeping the magnetization density constant. In such cases, the Hilbertspace dimension increases exponentially with system size. A common notion of integrability is that, if the system can be 'solved' with polynomial rather than exponential effort, then the system is integrable. Here, 'solving' means finding the eigenvalues and eigenstates of the Hamiltonian. For example, for systems of non-interacting fermions or bosons, it is sufficient to find the eigenvalues and eigenstates of the singleparticle problem; this allows construction of the many-body eigenstates. For systems solvable by the Bethe ansatz, the problem can be reduced to a polynomial number of nonlinear equations. In the simpler examples of the Bethe ansatz, such as the XXZ chain, the number of equations is equal to the number of particles. For more complicated cases, such as those requiring a nested Bethe ansatz solution, the counting is more complicated, but the basic idea of polynomial solvability still applies.
The idea of polynomial solvability is closely related to the physical idea that an integrable system has a macroscopic number of conserved quantities. The number of conserved quantities scales polynomially (generally linearly) with the system size. The conserved quantities for non-interacting fermions/bosons are the occupancies of single-particle modes. For systems integrable only via the Bethe ansatz, the conserved quantities are often difficult to construct explicitly, although their existence is guaranteed.
It is interesting to note that the above notion of integrability relies on large-size scaling, and thus strictly speaking is not defined for a single fixed-size system, which is in sharp contrast to the single-particle billiard case. However, if a manybody Hamiltonian is integrable, then a 'reasonably large' system will show Poissonian level statistics. While this is a phenomenological statement and not very rigorous, it is sufficient for many purposes, and we can thus consider the level statistics to provide an operational distinction between integrable and non-integrable many-body systems. The advantage of this viewpoint is that one can discuss integrability in both single-particle quantum billiards and in many-body systems within the same framework. Note, however, that even for the single-particle case there are integrable systems not following Poissonian statistics; these are usually considered as "non-generic".
There are various situations where the setup assumed here is not appropriate. For example, there are single-impurity problems which are solvable by Bethe ansatz, such as the Kondo model, the Anderson impurity model, and the interacting resonant level model. In these cases, a constant-density scaling is not natural, as the impurity is localized in space. In addition, these models are generally integrable only for linearized bath dispersions, and the high-energy spectrum of the linearized models may not be very physical. Another unclear situation involves zero-dimensional models, such as the twosite Bose-Hubbard model. Although the solution of this model can be written in Bethe ansatz form, the ansatz does not reduce an exponential problem, because the Hilbert space has polynomial size to begin with (growing linearly with the particle number). In this work, we have ignored such special situations and restricted to many-body models where a clean and natural thermodynamic limit can be defined.
S.III. INTEGRABLE MANY-BODY SYSTEMS IN THE LARGE-SIZE LIMIT
In this section, we provide details on integrable many-body systems, in particular the approach to power-law amplitude distribution in the large-size limit. This is the most striking finding reported in the main text.
S.III.A. Many-body coefficients from single-particle eigenstates
A common feature of several types of integrable systems is that many-body eigenstates can be constructed out of singleparticle eigenstates. Let us consider the single-particle Hamiltonian corresponding to the integrable many-body system of interest. This contains hopping terms and possibly a background potential,
(The geometry could be something other than a chain, e.g., a 2D or 3D lattice, and the hoppings could be longer-range, without affecting any of the arguments below.) The creation/annihilation operators above can be either fermionic or bosonic. Integrable spin systems relevant for the present discussion can generally be mapped to a fermionic or bosonic model. The creation operators for the single particle eigenstates are linear combinations of the a † operators,
Here k = 1, . . . , L labels the single-particle eigenstates, and the j are site indices. The φ (k) j are single-particle eigenstate coefficients. For integrable systems, the many-body eigenstate coefficients are built out of these φ
In the simplest situation of nearest-neighbor hopping with no background potential, the φ . In this case, the indices k can be interpreted as momenta. The corresponding single-particle energies are E (k) = 2 cos kπ L+1 . The arguments below do not rely on a specific form of the singleparticle eigenstates and energies.
For non-interacting bosons or fermions, the many-body eigenstates are constructed by filling the single-particle eigenstates with integer numbers of particles. The eigenstates can be labeled either as a list of occupancies of the L singleparticle eigenstates,
or as a list of the single-particle eigenstates occupied by the N particles,
Here |vac is the vacuum (no particles in the system). The integersñ k ≥ 0 indicate how many particles are in singleparticle eigenstate |k . For fermions,ñ k = 0, 1 and for bosons they can take values up to N . The many-body eigenenergy is equal to
. For non-interacting bosons, the eigenstates can be expressed as the sum over permutations p of the positions (j 1 , . . . , j N ) of the N particles. In the basis defined by the states
|vac , the eigenstate coefficients are
n j !, and p = (p 1 , . . . , p N ) runs over all distinct permutations of the particle positions (j 1 , . . . , j N ). The summation may be conveniently implemented as the permanent per M of the N × N matrix
For free fermions, the many-body eigenstates are linear combinations of the products of the single-particle eigenstates, as for free bosons. However, antisymmetry under exchange of particles introduces minus signs in this sum for odd permutations. The coefficients are therefore given by Slater determinants
pn .
The single-particle eigenstates k i are required to be distinct. For systems solvable by the Bethe ansatz, the many-body amplitudes are also built out of single-particle coefficients. For the fermionic chain with nearest neighbor interactions (equivalent to the XXZ chain for present purposes),
where the phase shift χ(p) = i<j χ 2 (k i , k j ) is interaction dependent and is a sum of two-particle phase shifts χ 2 , which are determined from the two-particle scattering problem. For more complicated models, such as those requiring the nested Bethe ansatz, the wavefunction is more involved, but the essential idea is the same.
S3
The common feature of all these wavefunctions is that the many-body coefficients are linear combinations of products of single-particle coefficients. General results about the asymptotics of such linear combinations are difficult to obtain. Therefore, we start with a toy model where the many-body coefficients are simply products of single-particle coefficients.
S.III.B. Distinguishable particles
If the particles are distinguishable, i.e., have trivial exchange statistics, the N -particle eigenfunctions are products of the single-particle eigenstates:
In addition to the coefficient distribution P (z), it will be useful to consider the distribution Q(y) of the logarithm y = log z = log c + log
The two distributions are related by Q(y) = e y P (e y ) and P (z) = 1 z Q(log z). The logarithm of the many-particle coefficients is the sum of the single-particle ones, log c =
If we regard the single-particle coefficients to be effectively random, then this is a sum of N random variables (plus a shift by a constant), and we can invoke the central limit theorem. It follows that Q(y) at large N is a Gaussian distribution:
with mean µ Q and variance σ 2 Q . The central limit theorem yields the mean to be the sum µ Q = N i=1 µ qi of the means µ qi of the single-particle log-coefficient distributions q i of the variables y i = log φ
e., one term in the sum of Eq. (S.10)]. The term 1 2 log L represents the scaling of the single-particle coefficients to unit variance, which renders the distributions q i to be independent of system size in the limit L → ∞. The values µ qi only depend on the lattice geometry and the quadratic couplings (e.g., short-range versus long-range couplings). Likewise, the variance σ In order to demonstrate the convergence to a power law for N → ∞, we calculate the double-logarithmic derivative (DLD),
Since σ 2 Q , the sum of individual single-particle distribution variances, increases with increasing N , the only z-dependent term in the above expression vanishes in the large-size limit. This observation implies that in this limit, the DLD tends to a z-independent constant, i.e., the distribution tends to a power law. The exponent in the large-size limit is µ Q /σ 2 Q − 1. The power-law nature at large N also follows from the second-order DLD
As long as the variance of Q(y) grows with increasing N , this will vanish at N → ∞, so that we approach a power-law distribution in the large-size limit.
For the sake of simplicity of notation, we write down explicit expressions for the case where the single-particle distributions q i = q are identical, so that σ 2 Q = N σ 2 q and µ Q = N µ q . The reasoning below can be readily formulated, at the expense of some additional notation, for the more general case where the distributions q i are not identical. We thus obtain for identical single-particle distributions,
The only z dependence here is in the first term, which vanishes in the large-size limit. Thus, in the N → ∞, L → ∞ limit, we obtain a constant DLD, which indicates a power-law behavior with power-law exponent µ q /σ 2 q − 1. In Fig. S1 , we present results for a model of many distinguishable particles in a finite chain with open boundary conditions (many particles in a box). Here (L, N ) = (100, 50). The distribution Q is shown for a randomly chosen many-body eigenstate. The numerically obtained distribution (over 10 6 samples) fits well to the analytic estimate given by Eq. (S.11) with µ Q = N µ q and σ 2 Q = N σ 2 q . (In this case, the singleparticle coefficient distributions are independent of the k i ; they are all characterized by the same mean µ q and variance σ 2 q . We find µ q ≈ −0.347 and σ 2 q ≈ 0.822, which yields the exponent α ≈ −1.42.) Small deviations may be seen in the tails, and the numerical distribution is slightly skewed to the right, due to the high asymmetry of the single-particle distribution q. These deviations vanish in the limit N → ∞.
S.III.C. Indistinguishable particles
Having treated a model of distinguishable particles, we now return to more interesting integrable systems such as We consider a single eigenstate, with randomly chosen momenta (k1, . . . , kN ). The blue dots indicate the numerical result obtained by sampling 10 6 coefficients. The red curve is the estimated distribution Q from Eq. (S.11), with mean µQ and variance σ 2 Q estimated from the single-particle distributions. The inset shows a typical single-particle distribution q(y), with the blue dots and red curve indicating the discrete and continuum distributions, respectively. (b) Corresponding coefficient distribution P (z). The green dashed line is an estimate for the power law with exponent evaluated at z = 1.
free bosons, free fermions and systems integrable through the Bethe ansatz. The many-body eigenfunctions in these cases are not just products of single-particle wavefunctions, but linear combinations of such products, Eqs. (S.5), (S.6), and (S.7), possibly weighted with sign or phase factors.
In the main text, supported by numerical results, we have conjectured that the coefficient distribution approaches powerlaw behavior in the large-size limit for all these classes of integrable systems. The question arises whether a large-N approach to a power-law P (z) can be argued using the central limit theorem on the logarithms of coefficients, as we did for the distinguishable-particle system. At present, we are able to outline a partial argument only for the free-fermion case.
For the free-fermion case, the coefficients are determinants of the single-particle coefficients, Eq. (S.6). Assuming these coefficients to be effectively random, we invoke recent results from random matrix theory for the determinant of a random matrix [ 
where the matrixM now has entries with unit variance. Unfortunately, the entries do not necessarily have zero average; for example, if the coefficients are sinusodial functions as in the case of an open-boundary chain, half of the single-particle coefficients have nonzero average. We proceed with the assumption that this nonzero average causes a shift ξ in the mean of the distribution of log|detM |, and leaves the variance unchanged. With this assumption, the variable y = log c √ D has a Gaussian distribution Q(y), as in Eq. (S.11), with mean thus vanishes at large N , albeit slower than in the distinguishable-particle model. This shows an approach to power-law form for P (z) in the N → ∞ limit. We now attempt to estimate the power-law exponent at large sizes. Eq. (S.12) implies that the exponent is
The fraction (second term) is N -dependent. (For the case of half-filling, L = 2N , the numerator is − 1 2 N log N + ξ(N ) at large N .) For a sensible large-N limit, the N dependence must be canceled by the unknown shift ξ(N ). If the cancellation is perfect in the sense that the fraction vanishes, we obtain the estimate −2 for the exponent, i.e., the asymptotic powerlaw behavior P (z) ∝ z −2 , which is consistent with the numerical data presented in the main text. Of course, since we do not know the function ξ(N ), the fraction could also be an N -independent constant, in which case the exponent would be shifted from −2.
The assumption that the nonzero average of the matrix elements leads only to a shift in the mean of Q(y) seems quite reasonable. Proving such an assumption, or deriving ξ(N ), is well beyond the scope of the present work. The central limit theorem for log-determinants, invoked above, is cuttingedge mathematical work. We are not aware of mathematical results with modified conditions for the distribution of elements. Note, however, that a power-law dependence can be inferred under much weaker conditions than the assumption used above -as long as σ 2 Q is an increasing function of N , we obtain a power-law P (z) at large N .
We are not aware of analogous central limit theorems for permanents, Eq. (S.5), and certainly not for more complicated generalizations like Eq. (S.7) appearing in the Bethe-ansatz case. Given our numerical results, however, it seems plausible that the log-distributions approach Gaussian form in the largesize limit with variances diverging for N → ∞.
Numerically, the coefficient distributions for free bosons and free fermions can be evaluated without explicit diagonalization of the many-body Hamiltonian, using the fact that the many-body eigenstates are built out of single-particle eigenstates. In order to find eigenstates close to the middle of the spectrum, we draw the 'momenta' k j randomly, such that the many-body energy eigenvalues
lie in the desired energy range (i.e., near the middle of the many-body spectrum). The many-body coefficients are then computed from the appropriate permanents (bosons) or determinants (fermions). The distribution is then straightforwardly evaluated. We average the distribution over several randomly drawn many-body eigenstates.
With this construction, we can reach much higher Hilbertspace dimensions than for the interacting systems. For large Hilbert-space sizes, we sample the coefficients of the eigenstates by examining a given number (typically 1000 to 10000) of basis states. The computation is then limited only by the number of particles, which determines the dimension of the matrices of which we take the determinant or permanent. Especially determinants can be evaluated very efficiently, which enables us to access up to N ∼ 200 fermions. Computing permanents is computationally much more expensive, so that for bosons we are limited to N ∼ 20 particles.
For interacting models solvable by Bethe ansatz, it may in principle be possible to exploit the ansatz to obtain coefficients efficiently. In this work, we have used exact brute-force numerical diagonalization of the many-body XXZ Hamiltonian.
S.IV. ENTANGLEMENT ENTROPY, PARTICIPATION RATIO, AND KULLBACK-LEIBLER DIVERGENCE
In the main text, we have characterized the deviation of the coefficient distributions from Gaussianity using the KullbackLeibler divergence (KLD), D KL . We have also discussed the correlation of D KL with the entanglement entropy (EE) and the participation ratio (PR) of the eigenstates. In particular, we have shown very strong correlation between D KL and EE in the eigenstates.
Here, we provide some background on these quantities, and we visualize the relations between them and the shape of the coefficient distributions.
S.IV.A. Definitions
The Kullback-Leibler divergence is a measure for the difference between two distributions P and Q
(S. 19) This can be interpreted as the difference between the cross entropy S(P, Q) = − P (x) log Q(x)dx between P and Q and the entropy S(P ) = − P (x) log P (x)dx of P . The KLD is not a true distance measure, because it is not symmetric under exchange of P and Q.
In this work, we use this definition to quantify the deviation of the distribution of coefficients (P ) from a reference distribution Q = P G , namely, the standard Gaussian distribution. The KLD is invariant under substitution of the integration variable, P (x) log
dy, by virtue ofP (y)dy = P (x)dx andQ(y)dy = Q(x)dx. Thus, the value of the KLD is independent of whether we use the actual coefficient values |c γ |, the scaled values |c γ | √ D, or the squares x γ = |c γ | 2 D. The participation ratio is defined in terms of the coefficients c γ as
The PR is directly related to the shape of the coefficient distribution: In fact, it is the inverse of the kurtosis of the distribution. For a Gaussian distribution (kurtosis 3), the PR is equal to 1/3.
The entanglement entropy measures the entanglement between two subsystems; hence the system has to be partitioned in order to define the EE. We consider spatial partitioning; this is most relevant to the present study of amplitudes in the basis of real-space configurations. The system is divided into two spatial parts, A and B. Given a state |ψ , the entanglement entropy is S = − Tr ρ A log ρ A , where ρ A = Tr B |ψ ψ| is the reduced density matrix.
Since the EE is defined for a particular partition and needs spatial indices to be traced out, it cannot be computed from the coefficient distribution alone, unlike the KLD and PR. Figures S2(a)-(d) show plots of PR versus KLD for all eigenstates, for the XXZ chain with and without NNN coupling, and for the bosonic model with and without interaction. Analogously, we show in Figs. S2(e)-(h) the correlation between the KLD and exp(S α ), where S α is the EE with respect to a partition of the system into two connected parts of sizes l and l + 1, where 2l + 1 = L. As argued in the main text, there is strong correlation visible in the non-integrable case: a large deviation from Gaussianity is associated with small PR and with small EE between spatial partitions. The correlation is less clear in the integrable cases, similar to previous findings for the correlation between EE and PR in eigenstates 
S.IV.B. Comparison of the quantities

S.IV.C. Gaussianity, EE and PR for individual eigenstates
In Fig. S3 , we visualize the correlation between the shape of the per-eigenstate coefficient distribution on one hand, and PR and EE on the other hand. For this we plot the doublelogarithmic derivative of the coefficient distributions for some of the individual states for the integrable XXZ model (λ = 0 and ∆ = 0.8) and the non-integrable version with NNN hopping (λ = 1 and ∆ = 0.8) on all but the first NNN bond. We have plotted the distributions of c (α) γ of four individual representatives close to the designated part of the spectrum. The chosen states are the highest-PR, lowest-PR, highest-EE, and lowest-EE eigenstates within each group of 250 eigenstates.
Comparing the curves, we observe a clear correlation between the shape of the distribution and the PR and EE: The curves that lie closest to the Gaussian, e.g., for the non- In the finite-size non-integrable systems we have examined, P (z) is very close to a Gaussian but displays small deviations near z = 0. The peak of P (z) is slightly higher than the Gaussian with the same variance. The height of this peak could be interpreted as a measure for the "residual integrability" of the system. In Fig. S4 , we show comparisons of P (z) with the Gaussian for three different geometries of the XXZ spin system: The XXZ chain with NNN hoppings (λ = 1), with and without symmetry breaking (elimination of the NNN on one end of the chain) and irregularly shaped ladders. For each, we show the global shape of the distribution in the main panels, and a magnification near z = 0 in the corresponding inset. For each plot, 250 eigenstates in the middle of the spectrum (near E = 0) are used.
Comparison of Figs. S4(a,b) display the effect of a geometric symmetry, namely, reflection. The reflection-symmetric geometry shows a sharp peak exactly at zero. This peak signifies that many eigenstates have a large number of zero coefficients. The source of this effect is that the eigenstates |α are either even or odd under the reflection operatorR. The odd eigenstates (R|α = −|α ) have zero overlap with the symmetric basis states |γ , that satisfyR|γ . The corresponding coefficients c (α) γ = γ|α thus vanish, leading to a large peak in the coefficient distribution exactly at zero. Other than this sharp peak, there is no significant difference between Figs. S4(a,b) in the deviation from Gaussianity. This effect highlights the need for choosing a single symmetry sector in analyses of eigenstate properties.
A reasonable assumption is that the deviation from Gaussianity vanishes in the large size limit. Figure S4(a) is an analysis of size-dependence. The larger size yields better-defined P (z) (better statistics). Arguably, the larger size also has P (z) closer to the Gaussian; however a clear statement seems impossible from the available system sizes. We have tried similar scalings for an XXZ ladder and for a Bose-Hubbard model, with similar inconclusive results about the size-dependence of the small-z behavior.
In Fig. S4 (c), we show P (z) for several lattice shapes.
Overall, the peak height is lower (closer to the Gaussian) when the the system has a "more two-dimensional" shape, i.e., when the length and width are comparable. (Compare the two 17-site systems and the two 19-site systems.) This behavior suggests that changing the dimensionality of the system away from one is an effective way of moving away from integrability. For the integrable cases, both the integrable XXZ chain and the non-interacting systems, D KL increases with system size, meaning that P (z) becomes less Gaussian. This is consistent with our main conjecture that P (z) approaches a power law in the large-size limit. In addition, we note that there is a relatively large difference in coefficient distributions between the eigenstates. This is consistent with the intuition that the coefficients of eigenstates of integrable systems have a nonuniversal structure at finite sizes.
In the non-integrable XXZ chain [ Fig. S5(b) ], there is a clear decrease of D KL (increasing Gaussianity) for increasing system size. In the inset we also show a "partial KLD", sianity with increasing sizes is due to increasingly better agreement with the Gaussian at the peak and the tail of the distribution.
S.VI. SINGLE-PARTICLE SYSTEMS -QUANTUM BILLIARDS AND SOFT POTENTIALS
In this section, we provide some details on amplitude distributions in single-particle systems. We describe first a single particle in hard wall potentials ('quantum billiards'), considering the square and the circular potential. We then describe a single particle in a soft (harmonic or anharmonic) potential.
Given an eigenstate ψ( x) of a quantum billiard, the amplitude distribution P (z) at value z is the density
Here A is the area allowed by the billiard potential. In the cases with soft-wall potentials, A is the area of the classically allowed region.
S.VI.A. Square billiard
For the billiard in a square {(x, y) | 0 ≤ x, y ≤ 1} (so that A = 1) with Dirichlet boundary conditions, the wave functions are given by ψ mn (x, y) = 2 sin(mπx) sin(nπy) (S. 22) with eigenenergies π 2 (m 2 + n 2 ). The coefficient distribution is independent of m and n, so we choose the ground state m = n = 1 for simplcity and without loss of generality.
We present a derivation of P (z) as the z derivative of the area of the region defined by ψ 11 (x, y) < z. We first simplify the problem by studying the function f (x, y) = cos x cos y (with |x|, |y| ≤ π/2), which is a scaled and shifted version of the wave function ψ 11 (x, y). The region defined by f (x, y) > c encloses an area A(c) complementary to the one we desire to compute. Considering the area in the first quadrant (x ≥ 0, y ≥ 0) only, we find using that the boundary is given by x = arccos(c/ cos y), and y runs from 0 to arccos c. Substitution w = cos y, such that dy = −dw/ √ 1 − w 2 , yields the integral
The solution to our initial problem, namely, the size of the level set defined by z = ψ 11 (x, y), is proportional to the derivative of A(z/2), with a scaling factor 1/π
2
. By computation of the derivative of Eq. (S.24), we obtain
−1/2 dt denotes the complete elliptic integral of the first kind.
From this expression, we find the approximate behavior 2/π 2 z near the maximum value z = 2, i.e., a scaling ∼ z −γ with γ = 1 2 . There is however no extended power-law behavior, as explained in the main text. Equation (S.25) also shows that the coefficient distribution diverges for z → 0.
S.VI.B. Circular billiard
For the circular billiard of radius 1 (with A = π), the eigenstates of the Hamiltonian H = −∇ 2 are given in polar coordinates r, φ by
where J m is the Bessel function of the first kind of integer order m ≥ 0, j mn is the n'th zero of this function (n > 0 integer), and
is the normalization factor. The energy eigenvalue of this state is j The amplitude distribution P (z) has a power-law tail when the radial quantum number n is large, i.e., the eigenfunction has many oscillations in the radial direction. Figure S6 illustrates how P (z) is obtained. The value P (z)dz is proportional to the area of the region where |ψ( r)| ∈ (c, c + dc), with
, is satisfied. For a one-dimensional function ψ(r), P (z) is thus given by the sum over 1/|ψ (r i )| over all solutions ψ(r i ) = c. Fig. S6 also shows visually that we can distinguish two regimes: For small z, |ψ(r, 0)| = c = zπ
has a fixed number of solutions, and the coefficient distribution is thus determined by the derivatives. For larger z, the coefficient distribution is also affected by the number of solutions, which gradually decreases if z is increased. The boundary between these regimes is the value of the smallest local maximum of |ψ|.
We will now focus on the limit of m = 0 and large n. 
Given that n is large, the argument j 0n r in the Bessel function is large except for small r. The contribution from r → 0 is suppressed due to the geometry (Jacobian of polar coordinates); therefore it is reasonable to use the above large-j 0n r approximation. Thus
where we have used j 0n ≈ (n − 1 4 )π and πJ 1 (j 0n ) 2 ≈ 2/j 0n according to approximation (S.28).
Small z-We first derive the behavior of P (z) of ψ (S.32) From this result, we deduce that the coefficient distribution has a finite value near 0. We find the form P (z) ≈ α + βz 
√
π and β > 0. The vanishing of the linear term in z can be understood from a symmetry argument on the coefficient distribution of ψ 0n , rather than of |ψ 0n |.
Large z-When z is larger than the smallest maximum, the number of intersections defined by ψ 0n (r) = c = zπ (assuming that the sine term dominates, which is true for r 1/n, i.e., almost all k except the smallest ones). Then, performing a similar summation as above, we obtain This scaling is valid for z 1 (c 1/π ≈ 0.56), but the approximation becomes worse for large z, i.e., if z ∼ √ n (c ∼ n/π). Numerical data (e.g., as shown in the main text) agrees with this finding: The coefficient distribution shows a power-law scaling αz −γ with γ ≈ 5, with a deviation of less than 0.05 for large n. (For example, n = 301 yields γ = −4.96 ± 0.05.) The multiplicative constant α is almost independent of n, because the coefficient distribution converges for n → ∞: In this limit the zeros and maxima of |ψ 0n | become denser, but the envelope remains unaltered, cf. Eq. (S.28).
For large n and nonzero but small m, the numerical results show a similar scaling z −γ , where γ is close to 5. The cos(mφ) argument does not alter the overall derivation outlined above. is an intermediate state, whose tail fits neither a power law, nor a Gaussian, particularly well. Power-law and Gaussian fits are indicated in red (dotted) and black (dashed), respectively.
S.VI.C. Anisotropic harmonic oscillator potential
The difference of amplitude distributions between regular and chaotic eigenstates can be seen not only in quantum billiards but also in single-particle systems in a smooth potential.
As example of an integrable system, we study the anisotropic two-dimensional harmonic oscillator, H = −∇ 2 + V (x, y), with potential V (x, y) = x 2 + (λy)
2
. By choosing an irrational anisotropy parameter, λ = 1 2 (1 + √ 5), we avoid complications due to degeneracies. The eigenstates can be expressed in terms of the eigenstates of the onedimensional harmonic oscillator, |m, n = |m x ⊗ |n y . In the main text, we have shown an example of a high-energy state |141, 121 . Its amplitude distribution has a power-law tail. Viewed as a whole, the coefficient distribution shows approximately piecewise power-law behavior, presumably stemming from the wave function being a product of two onedimensional harmonic-oscillator eigenfunctions.
A perturbation to the potential renders the system nonintegrable, e.g., if we modify the potential to V (x, y) = x 2 + (λy) 2 + αx 2 y
, with α = 0.2. At high energies, where the perturbation is significant, the phase space looks mainly chaotic, with small regular islands surrounding the short stable periodic orbits. Correspondingly, we find several types of eigenstates. Many eigenstates exhibit amplitude distributions with Gaussian or near-Gaussian tails; these eigenstates may be regarded as "chaotic". Some eigenstates are regular and have a large overlap with the unperturbed harmonic oscillator states |m, n where either m or n is small, i.e., because of localization along one direction. These typically show powerlaw tails after a kink, like the |m, n themselves. Furthermore, there are "intermediate" eigenstates which have an extended wave function, but neither a power law nor a Gaussian fits well. We show examples of these three cases in Fig S7. 
