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On a coupled bulk-surface Allen–Cahn system with an affine
linear transmission condition and its approximation by a
Robin boundary condition
Pierluigi Colli ∗ Takeshi Fukao † Kei Fong Lam ‡
Abstract
We study a coupled bulk-surface Allen–Cahn system with an affine linear trans-
mission condition, that is, the trace values of the bulk variable and the values of the
surface variable are connected via an affine relation, and this serves to generalize the
usual dynamic boundary conditions. We tackle the problem of well-posedness via a
penalization method using Robin boundary conditions. In particular, for the relax-
ation problem, the strong well-posedness and long-time behavior of solutions can be
shown for more general and possibly nonlinear relations. New difficulties arise since
the surface variable is no longer the trace of the bulk variable, and uniform estimates
in the relaxation parameter are scarce. Nevertheless, weak convergence to the original
problem with affine linear relations can be shown. Using the approach of Colli and
Fukao (Math. Models Appl. Sci. 2015), we show strong existence to the original
problem with affine linear relations, and derive an error estimate between solutions to
the relaxed and original problems.
Key words. Allen–Cahn equation, maximal monotone graphs, dynamic boundary con-
ditions, well-posedness, penalization via Robin boundary conditions.
AMS subject classification. 35B40, 35D35, 35K20, 35K61, 35K86
1 Introduction
For parabolic partial differential equations the most common boundary conditions en-
countered will be of Dirichlet, Neumann or Robin type, which can be roughly classified
as spatial in nature, that is, no time derivatives are present in the boundary conditions.
Meanwhile, boundary conditions involving the time derivative of the variables are called
dynamic boundary conditions, and this may arise when one considers the effects of the
boundary of the domain on the evolution of the variable of interest. For instance, a pro-
totype heat equation with dynamic boundary conditions posed in a bounded domain Ω
with boundary Γ ∶= ∂Ω reads as
∂tu =∆u + f in Ω,
γ∂tuΓ = σ∆ΓuΓ − ∂νu − κuΓ + g on Γ,
uΓ = u∣Γ on Γ,
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for some non-negative constants γ, σ and κ, and prescribed data f and g. In the above,
∂νu ∶= ∇u ⋅ ν denotes the normal derivative of u on Γ, with unit outer normal ν, and
∆Γ denotes the Laplace–Beltrami operator on Γ (see for example [17, §2.2, (2.5)]). The
presence of the Laplace–Beltrami operator signals the existence of a surface free energy
for the surface variable uΓ, which is the trace of u on Γ according to the third equation.
For equations arising from diffuse interface models, such as the Allen–Cahn equation
[3], the Cahn–Hilliard equation [11] and the Caginalp system [10], the problems with
dynamic boundary conditions have been studied by many authors (see for example [12,
14, 15, 20, 21, 24, 29, 33] and the references cited therein). Moreover, one can also
include the effects of phase separation on the boundary Γ by including additional terms
in the dynamic boundary conditions that lead to Allen–Cahn or Cahn–Hilliard structures
[19, 25] (see also [26] and the references cited therein). However, the transmission condition
uΓ = u∣Γ between the bulk and surface variables remains unchanged.
In this work, we consider a modification of the transmission condition, namely by
denoting the bulk variable as u and the surface variable as φ, we ask that u∣Γ = h(φ)
holds on Γ for some continuous function h ∶ R → R. The usual transmission condition
is recovered by setting h as the identity function, i.e., h(s) = s. Our motivation for this
choice of transmission condition arises from the special case h(s) = −s. In the context of
phase separation, the surface phase is the opposite of the bulk phase, and this may lead
to new and interesting couplings between bulk and surface dynamics.
For instance, consider a bulk Cahn–Hilliard equation for u coupled to a surface Cahn–
Hilliard equation for φ via the transmission condition u∣Γ = −φ on the boundary Γ. It is
well-known that for a constant mobility, the bulk Cahn–Hilliard equation approximates the
Mullins–Sekerka flow [18, 30] in the limit of vanishing interfacial thickness [2, 13, 32], and
the corresponding approximation of a surface Mullins–Sekerka flow also holds (at least
formally) for the surface Cahn–Hilliard equation (see [31] which treats a more general
setting involving evolving surfaces, or [22] which treats a coupled surface-Cahn–Hilliard
bulk-diffusion model). It is also well-known that the Mullins–Sekerka flow can be seen as
a nonlocal motion by mean curvature that preserves volume [32, §5] and that d-spheres
(for the problem posed in Rd) are exponentially stable [18]. Then, we expect that in the
case h(s) = s, i.e., u∣Γ = φ, a ball B of phase +1 located in the interior of the domain
Ω and surrounded by a sea of phase −1 (i.e., Ω ∖B and Γ are of phase −1) would be a
stable configuration. However, in the case h(s) = −s, due to the mismatch of the boundary
values, the transmission condition would attempt to change the values on the boundary,
and we expect that for relaxation dynamics the ball of phase +1 may shrink while the
phase +1 would start to appear at the boundary Γ. If the volume of the ball is equal to
the surface area of Γ, then as a stable configuration we would have only phase −1 in Ω
and only phase +1 on Γ.
We begin our investigation with the simplest case: a coupled bulk-surface Allen–Cahn
system of the form
∂tu −∆u + β(u) + pi(u) ∋ f in Q ∶= Ω × (0, T ), (1.1a)
∂tφ −∆Γφ + βΓ(φ) + piΓ(φ) + h′(φ)∂νu ∋ fΓ on Σ ∶= Γ × (0, T ), (1.1b)
u = h(φ) on Σ, (1.1c)
where Ω ⊂ R3 is a bounded domain and T > 0 is an arbitrary but fixed constant. In the
above, f and fΓ are prescribed external forcings, β and βΓ are maximal monotone and
possibly non-smooth graphs, while pi and piΓ are non-monotone Lipschitz perturbations.
Let us point out the effect of a non-trivial relation u = h(φ) leads to the appearance of
a prefactor h′(φ) multiplied with the normal derivative ∂νu. In the case h(s) = s, this
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reduces to h′(φ) = 1 and we are in the setting of Calatroni and Colli [12]. If we define g
as the inverse of h, i.e., φ = g(u), then by the chain rule h′(φ) = (g′(u))−1, and we can
reformulate (1.1) into the system
∂tu −∆u + β(u) + pi(u) ∋ f in Q, (1.2a)
g′(uΓ) (∂tg(uΓ) −∆Γg(uΓ) + βΓ(g(uΓ)) + piΓ(g(uΓ)) − fΓ) + ∂νu ∋ 0 on Σ, (1.2b)
u∣Γ = uΓ on Σ, (1.2c)
whose variational formulation reads as
0 = ∫
Ω
(∂tu + ξ + pi(u) − f) ζ +∇u ⋅ ∇ζ dx
+ ∫
Γ
g′(uΓ) (∂tg(uΓ) + ξΓ + piΓ(g(uΓ)) − fΓ) ζΓ +∇Γg(uΓ) ⋅ ∇Γ (g′(uΓ)ζΓ) dΓ
(1.3)
for all ζ ∈H1(Ω) such that ζΓ ∶= ζ ∣Γ ∈H1(Γ) and ξ ∈ β(u) a.e. in Q, ξΓ ∈ βΓ(g(uΓ)) a.e. on
Σ.
Immediately one observes that there will be difficulties in passing to the limit in some
approximation scheme to obtain the last term of (1.3) if g is a nonlinear function. In the
case g (and also h) is an affine linear function, i.e., g(s) = α−1(s−η) for some α ≠ 0, η ∈ R,
we can appeal to the procedure in Colli and Fukao [14] to deduce the existence of strong
solutions to (1.2). However, for a more general and possibly nonlinear relation even the
existence of a weak solution to (1.2) is an open problem due to the highly nonlinear surface
equation.
Let us also mention that in [12, 14] the maximal monotone graphs β and βΓ satisfy a
compatibility condition [12, (2.22)-(2.23)], which in some sense requires that βΓ is domi-
nating β. As discussed in Remark 7.1, this type of assumption may not hold for the affine
linear case, and thus we encounter new difficulties in deducing estimates for the selections
ξ and ξΓ. This can be overcome by prescribing some growth assumptions on β and βΓ
such as (A12).
Alternatively, we can view u∣Γ = h(φ) as a Dirichlet boundary condition for u and
approximate it using a Robin boundary condition (also known as the boundary penalty
method [4, 6]). For K > 0 consider the system
∂tuK −∆uK + β(uK) + pi(uK) ∋ f in Q, (1.4a)
∂tφK −∆ΓφK + βΓ(φK) + piΓ(φK) + h′(φK)∂νuK ∋ fΓ on Σ, (1.4b)
K∂νuK + uK = h(φK) on Σ, (1.4c)
where we now view uK and φK as independent variables that are coupled via the term
h′(φK)∂νuK and the Robin boundary condition. In the formal limit K → 0, we recover
the transmission condition u∣Γ = h(φ). It turns out we can prove strong well-posedness
and long-time behavior of solutions to (1.4) for relations h ∈ C2(R) that only need to
satisfy h′, h′′ ∈ L∞(R). Hence, nonlinear relations are possible for the relaxation problem
(1.4). Furthermore, in the affine linear case h(s) = αs + η, the sequence {(uK , φK)}K∈(0,1]
converges weakly to a limit (u,φ) as K → 0 which is a weak solution to (1.1). Thanks
to the strong well-posedness of (1.1) for affine linear relations we can also derive an error
estimate of the form (under the same data and initial conditions)
∥uK − u∥XΩ + ∥φK − φ∥XΓ +K−
1
2 ∥αφK + η − uK∥L2(Σ) ≤ CK
1
2 ∥∂νu∥L2(Σ),
where XΩ ∶= L∞(0, T ;L2(Ω))∩L2(0, T ;H1(Ω)) and XΓ is defined similarly. In particular,
the transmission condition u∣Σ = αφ + η on Σ of the limit problem (1.1) is obtained from
the Robin problem (1.4) at a linear rate in K.
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Let us summarize on the main novelties of this work: we study the well-posedness of
a coupled bulk-surface Allen–Cahn system with maximal monotone graphs and an affine
linear transmission condition via two methods. Strong solutions are established by using
an abstract formulation, while weak solutions can be obtained as weak limits of a relaxation
problem with Robin boundary conditions. Strong well-posedness and long-time behavior
for the relaxation problem with rather general relation h are established, and a rate of
convergence to strong solutions of the original problem is given.
The structure of this article is as follows: in Secection 2, we derive the Robin approx-
imation of coupled bulk-surface Allen–Cahn/Cahn–Hilliard systems that are thermody-
namically consistent. The main results on the coupled bulk-surface Allen–Cahn system
are stated in Section 3. In Section 4 and 5, via a two-level approximation, the strong well-
posdness of (1.4) is shown. Long-time behavior of solutions is discussed in Section 6, and
in Section 7 we study the well-posedness of (1.1) first by showing the weak convergence
of solutions to (1.4), and then by establishing strong solutions to (1.2). Lastly an error
estimate between solutions of (1.1) and (1.4) is derived.
2 Formal derivation
Let Ω ⊂ R3 denote a bounded domain with smooth boundary Γ. For fixed time T > 0 let
Q ∶= Ω× (0, T ) and Σ ∶= Γ× (0, T ). Let u and φ denote variables that satisfy the following
balance laws
∂tu + divJu +R = 0 in Q,
∂tφ + divΓJφ +Z = 0 on Σ, (2.1)
where the fluxes Ju, Jφ and the reaction terms R and Z are yet to be determined. We
prescribe a free energy of the form
E(u,φ) ∶= ∫
Ω
1
2
∣∇u∣2 +W (u)dx + ∫
Γ
1
2
∣∇Γφ∣2 +WΓ(φ)dΓ + ∫
Γ
1
2K
∣u − h(φ)∣2 dΓ, (2.2)
where K > 0 is a constant. The first and second terms of E are the bulk and surface
Ginzburg–Landau free energies, respectively, with potentials W and WΓ, and the third
term measures the deviation of u∣Γ from h(φ). To derive thermodynamically consistent
model equations based on (2.1), we employ the Lagrange multiplier method [27] of Mu¨ller
and Liu, see also [1, Section 2.2] and [28, Chapter 7] for more details. Let λu and λφ
denote Lagrange multipliers for (2.1). Then the procedure of Mu¨ller and Liu is to enforce
D ∶= dE
dt
− ∫
Ω
λu (∂tu + divJu +R) dx − ∫
Γ
λφ (∂tφ + divΓJφ +Z) dΓ ≤ 0 (2.3)
for arbitrary u, φ, ∂tu and ∂tφ. A short computation shows that
D = ∫
Ω
(−∆u +W ′(u) − λu)∂tu +∇λu ⋅ Ju − λuRdx
+ ∫
Γ
(∂νu +K−1(u − h(φ)))∂tudΓ − ∫
Γ
Zλφ + λuJu ⋅ ν dΓ
+ ∫
Γ
(−∆Γφ +W ′Γ(φ) −K−1(u − h(φ))h′(φ) − λφ)∂tφ +∇Γλφ ⋅ Jφ dΓ.
In order for D ≤ 0 to be satisfied for arbitrary u, φ, ∂tu and ∂tφ, the prefactors in front of
∂tu and ∂tφ must vanish. That is, we make the constitutive assumptions
λu = −∆u +W ′(u),
λφ = −∆Γφ +W ′Γ(φ) −K−1(u − h(φ))h′(φ),
K∂νu = h(φ) − u.
(2.4)
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Different considerations of the fluxes Ju,Jφ and the reaction terms R,Z will lead to
different sets of equations, and now we will consider the following choices:
2.1 Allen–Cahn/Allen–Cahn system
Setting Ju = 0, Jφ = 0, and choosing
R = λu, Z = λφ
leads to a coupled bulk-surface Allen–Cahn system:
∂tu −∆u +W ′(u) = 0 in Q,
∂tφ −∆Γφ +W ′Γ(φ) + h′(φ)∂νu = 0 on Σ,
K∂νu + u = h(φ) on Σ,
(2.5)
that satisfies the energy identity
d
dt
E(u,φ) + ∫
Ω
∣∂tu∣
2
dx + ∫
Γ
∣∂tφ∣
2
dΓ = 0. (2.6)
2.2 Cahn–Hilliard/Cahn–Hilliard system
Setting R = 0 and choosing for a positive constant M and non-negative mobilities m(u)
and n(φ),
Ju = −m(u)∇λu, Jφ = −n(φ)∇Γλφ, Z =m(u)∂νλu =M−1(λφ − λu),
leads to a coupled bulk-surface Cahn–Hilliard system:
∂tu − div(m(u)∇λu) = 0, λu = −∆u +W ′(u) in Q,
∂tφ − divΓ(n(φ)∇Γλφ) +m(u)∂νλu = 0, λφ = −∆Γφ +W ′Γ(φ) + h′(φ)∂νu on Σ,
K∂νu + u = h(φ), Mm(u)∂νλu + λu = λφ on Σ,
(2.7)
that satisfies the energy identity
d
dt
E(u,φ) + ∫
Ω
m(u) ∣∇λu∣2 dx + ∫
Γ
n(φ) ∣∇Γλφ∣2 +M−1 ∣λu − λφ∣2 dΓ = 0. (2.8)
2.3 Bulk Allen–Cahn and surface Cahn–Hilliard system
Setting Ju = 0 and choosing for a non-negative constant γ and a non-negative mobility
n(φ),
R = λu, Jφ = −n(φ)∇Γλφ, Z = γ λφ,
leads a bulk Allen–Cahn equation coupled to a surface Cahn–Hilliard-type equation:
∂tu −∆u +W ′(u) = 0 in Q,
∂tφ − divΓ(n(φ)∇Γλφ) + γλφ = 0, λφ = −∆Γφ +W ′Γ(φ) + h′(φ)∂νu on Σ,
K∂νu + u = h(φ) on Σ,
(2.9)
that satisfies the energy identity
d
dt
E(u,φ) + ∫
Ω
∣∂tu∣
2
dx + ∫
Γ
n(φ) ∣∇Γλφ∣2 + γ ∣λφ∣2 dΓ = 0. (2.10)
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2.4 Bulk Cahn–Hilliard and surface Allen–Cahn system
Setting Jφ = 0 and choosing for a non-negative constant γ and a non-negative mobility
m(u),
R = γ λu, Ju = −m(u)∇λu, Z = λφ,
leads to a bulk Cahn–Hilliard-type equation coupled to a surface Allen–Cahn-type equa-
tion:
∂tu − div(m(u)∇λu) + γ λu = 0, λu = −∆u +W ′(u) in Q,
∂tφ =∆Γφ −W ′Γ(φ) − h′(φ)∂νu on Σ,
K∂νu + u = h(φ) on Σ,
(2.11)
that satisfies the energy identity
d
dt
E(u,φ) + ∫
Ω
m(u) ∣∇λu∣2 + γ ∣λu∣2 dx + ∫
Γ
∣∂tφ∣
2 −m(u)λu∂νλu dΓ = 0. (2.12)
One can prescribe homogeneous Neumann conditions m(u)∂νλu = 0 or Robin conditions
m(u)∂νλu = a(g − λu) for constant a > 0 and given function g to close the above system.
Remark 2.1 (Limiting transmission conditions/Fast reaction limits). Note that in the
above cases, by formally sending K,M → 0, we obtain the transmission conditions
u∣Σ = h(φ), λu∣Σ = λφ on Σ.
Remark 2.2 (Alternate derivation of equations). To the authors’ best knowledge, it ap-
pears that the above coupled bulk-surface systems involving Allen–Cahn-type or Cahn–
Hilliard-type equations with transmission conditions such as u∣Σ = φ and λu∣Σ = λφ have
not been derived from the viewpoint of mathematical modelling. This motivates the current
section to provide a derivation of these systems of equations from balance laws. We are
aware that the recent work of Liu and Wu [26] also provides a mathematical derivation
of a coupled bulk-surface Cahn–Hilliard system (which can obtained as the limit K → 0
of the system (2.7) with h(s) = s, m(u) = 1, n(φ) = 1 and replacing M∂νλu + λu = λφ
with ∂νλu = 0 on Σ as a boundary condition). This is done by means of an energetic
variational approach that combines the least action principle and Onsager’s principle of
maximum energy dissipation.
3 Main results
In this paper we focus on the Allen–Cahn/Allen–Cahn system (2.5) with possibly non-
smooth potentials W and WΓ. By this we mean that W = βˆ + pˆi (resp. WΓ = βˆΓ + pˆiΓ)
is a sum of a proper, convex and lower semicontinuous part βˆ (resp. βˆΓ) and a smooth
non-convex part pˆi (resp. pˆiΓ). We recall that the subdifferential of βˆ ∶ R→ [0,∞], denoted
by β ∶= ∂βˆ ∶ R→ 2R, is a set-valued maximal monotone operator [5, 7, 23] defined as
β(x) = ∂βˆ(x) = {ξ ∈ R ∶ βˆ(y) − βˆ(x) ≥ (ξ, y − x) for all y ∈ R}.
Furthermore, we introduce the effective domain of β, denoted by D(β), as D(β) ∶= {r ∈
R ∶ β(r) ≠ ∅}, which can be different from the whole real line, and denote by β○(x) the
(unique) minimal element of the set β(x) satisfying ∣β○(x)∣ = infz∈β(x) ∣z∣. In light of the
possible non-smoothness of the potentials, the system (2.5) should be expressed as
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∂tu =∆u − ξ − pi(u) + f, ξ ∈ β(u) in Q, (3.1a)
∂tφ =∆Γφ − ξΓ − piΓ(φ) − h′(φ)∂νu + fΓ, ξΓ ∈ βΓ(φ) on Σ, (3.1b)
K∂νu + u = h(φ) on Σ, (3.1c)
u(0) = u0 in Ω, φ(0) = φ0 on Γ, (3.1d)
where f ∶ Q → R, fΓ ∶ Σ → R, u0 ∶ Ω → R, φ0 ∶ Γ → R are given functions, while ξ and ξΓ
are selections from the sets β(u) and βΓ(φ), respectively.
Let us state the assumptions:
(A1) Ω ⊂ R3 is a bounded domain with smooth boundary Γ.
(A2) The function h ∈ C2(R) satisfies h′, h′′ ∈ L∞(R).
(A3) β and βΓ are maximal monotone graphs on R × R with effective domains D(β)
and D(βΓ), respectively, and are the subdifferentials β = ∂βˆ, βΓ = ∂βˆΓ of some
proper, lower semicontinuous and convex functions βˆ, βˆΓ ∶ R→ [0,∞] with βˆ(0) = 0,
βˆΓ(0) = 0. Furthermore, for all δ > 0 there exists Cδ > 0 such that
∣ξ∣ ≤ δ u ξ +Cδ for all ξ ∈ β(u).
(A4) pi,piΓ ∶ R→ R are Lipschitz continuous (with Lipschitz constants Lpi and LpiΓ, respec-
tively) and their anti-derivatives satisfy pˆi(s), pˆiΓ(s) ≥ 0 for all s ∈ R.
(A5) f ∈H1(0, T ;L2(Ω)), fΓ ∈H1(0, T ;L2(Γ)) for any T ∈ (0,∞).
(A6) The initial data satisfy u0 ∈ H2(Ω) with β○(u0) ∈ L2(Ω) and φ0 ∈ H2(Γ) with
β○Γ(φ0) ∈ L2(Γ). In addition, the compatibility condition K∂νu0 + u0 = h(φ0) holds
on Γ.
Remark 3.1. Note that β and βΓ induce maximal monotone operators on L
2(Ω) and
L2(Γ), respectively. These operators are characterized by the pointwise inclusion in the
following sense:
ξ ∈ L2(Ω) with ξ ∈ β(u) for u ∈ L2(Ω)⇐⇒ ξ(x) ∈ β(u(x)) for a.e. x ∈ Ω.
Furthermore, as L2(Ω) is a Hilbert space, there exists a (unique) minimal element β○(u0),
due to projections in Hilbert spaces, that satisfies ∥β○(u0)∥L2(Ω) ∶= infz∈β(u0) ∥z∥L2(Ω), and
such minimal elements always exist. Let us also point out that by the definition of subd-
ifferential, the assertions β○(u0) ∈ L2(Ω) and βˆ(0) = 0 immediately imply βˆ(u0) ∈ L1(Ω).
This is thanks to the relation
0 ≤ ∫
Ω
βˆ(u0)dx ≤ ∫
Ω
β○(u0)u0 dx <∞.
Analogous assertions also hold for β○Γ(φ0) and βˆΓ(φ0).
3.1 Strong well-posedness
Our first result concerns the strong existence of solutions to (3.1).
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Theorem 3.1 (Strong existence). For any T > 0, under assumptions (A1)-(A6) there
exists a quadruple (u,φ, ξ, ξΓ) with
u ∈ L∞(0, T ;H2(Ω)), ∂νu ∈H1(0, T ;L2(Γ)),
∂tu ∈ L∞(0, T ;L2(Ω)) ∩L2(0, T ;H1(Ω)), ∂tu∣Σ ∈ L2(0, T ;L2(Γ)),
ξ ∈ L∞(0, T ;L2(Ω)), ξ ∈ β(u) a.e. in Ω,
φ ∈ L∞(0, T ;H2(Γ)),
∂tφ ∈ L∞(0, T ;L2(Γ)) ∩L2(0, T ;H1(Γ)),
ξΓ ∈ L∞(0, T ;L2(Γ)), ξΓ ∈ βΓ(φ) a.e. on Σ,
and satisfies (3.1a) a.e in Q and (3.1b), (3.1c) a.e. on Σ and also (3.1d).
We mention that due to the the embedding L∞(0, T ;H2(Ω)) ∩ H1(0, T ;L2(Ω)) ⊂
C0([0, T ];Hr(Ω)) for any r < 2 and the trace theorem, the normal derivative ∂νu on
Γ is continuous up to initial time, and thus the initial condition u0 has to satisfy the
compatibility condition outlined in (A6).
Our second result is the continuous dependence on the data.
Theorem 3.2 (Continuous dependence). Under assumptions (A1)-(A6), let {(ui, φi)}i=1,2
denote strong solutions to (3.1) corresponding to data {(u0,i, φ0,i, fi, fΓ,i)}i=1,2. Then, there
exists a positive constant C, depending on Γ, ∥∂νui∥L∞(0,T ;L2(Γ)), the Lipschitz constants
of pi, piΓ, h
′ and h′′, the fixed time T , and K, such that
∥u1 − u2∥L∞(0,T ;L2(Ω))∩L2(0,T ;H1(Ω)) + ∥φ1 − φ2∥L∞(0,T ;L2(Γ))∩L2(0,T ;H1(Γ))
≤ C (∥u0,1 − u0,2∥L2(Ω) + ∥φ0,1 − φ0,2∥L2(Γ) + ∥f1 − f2∥L2(Q) + ∥fΓ,1 − fΓ,2∥L2(Σ)) . (3.2)
As a consequence of Theorem 3.2, the strong solution obtained from Theorem 3.1 is
unique.
3.2 Omega-limit set
The first and second theorems show that there exists a unique strong solution on any finite
time interval, which allows us to address the long-time behavior of (3.1). Our third result
deals with the omega-limit set of an arbitrary initial datum (u0, φ0) satisfying (A6). We
make the following additional assumptions.
(A7) There exist positive constants c1 and c2 such that
βˆ(s) + pˆi(s) ≥ c1 ∣s∣2 − c2, βˆΓ(s) + pˆiΓ(s) ≥ c1 ∣s∣2 − c2.
(A8) In addition to (A5), the functions f and fΓ satisfy
f ∈H1(0,∞;L2(Ω)), fΓ ∈H1(0,∞;L2(Γ)).
We point out that (A8) implies f(t)→ 0 in L2(Ω), fΓ(t)→ 0 in L2(Γ) as t→∞ by virtue
of belonging to the Bochner space H1(0,∞;X) where X = L2(Ω) or X = L2(Γ).
Theorem 3.3 (Omega-limit set). Under assumptions (A1)-(A8), the omega-limit set
ω ∶= {(u∞, φ∞) ∶ ∃{tn}n∈N, tn ↗∞
and (u(tn), φ(tn))→ (u∞, φ∞) weakly in H1(Ω) ×H1(Γ)}
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is non-empty. Moreover, if (u∞, φ∞) is an element of ω, then u∞ ∈H2(Ω) and φ∞ ∈H2(Γ)
satisfy
∆u∞ − pi(u∞) ∈ β(u∞) a.e. in Ω, (3.3a)
∆Γφ∞ − piΓ(φ∞) − h′(φ∞)∂νu∞ ∈ βΓ(φ∞) a.e. on Γ, (3.3b)
K∂νu∞ + u∞ = h(φ∞) a.e. on Γ. (3.3c)
3.3 Weak well-posedness to limit problem
A natural question is whether the solutions to (3.1) converge in the limit as K → 0. We
expect that in the limit the transmission condition
u∣Σ = h(φ) on Σ
will be obtained. Our fourth result provides a positive answer for the case where h is an
affine linear function.
Theorem 3.4 (Weak solutions to limit problem). In addition to assumptions (A1)-(A6),
suppose further that
(A9) h is affine linear, i.e., h(s) = αs + η for α ≠ 0, η ∈ R.
(A10) β = βˆ′, βΓ = βˆ′Γ are continuous, monotone, single-valued functions, and there exist
positive constants C1, . . . ,C4, such that for some p ≤ 5, q <∞ and for all s ∈ R,
∣β(s)∣ ≤ C1 ∣s∣p +C2, ∣βΓ(s)∣ ≤ C3 ∣s∣q +C4.
For each K > 0, let (uK , φK) denote a strong solution to (3.1) with data (u0,K , φ0,K , fK , fΓ,K)
satisfying (A5), (A6) and
fK → f in L
2(Q), fΓ,K → fΓ in L2(Σ),
u0,K → u0 in H
1(Ω), φ0,K → φ0 in L2(Γ)
such that u0 = h(φ0) and ∥u0,K − h(φ0,K)∥2L2(Γ) ≤ CK,
(3.4)
where C is a positive constant independent of K. Then, for any T ∈ (0,∞), there exists a
pair of functions (u,φ) such that
uK → u weakly-* in L
∞(0, T ;H1(Ω)) ∩H1(0, T ;L2(Ω)),
φK → φ weakly-* in L
∞(0, T ;H1(Γ)) ∩H1(0, T ;L2(Γ)),
uK − h(φK)→ 0 strongly in L2(0, T ;L2(Γ)),
and satisfies for all ζ ∈H1(Ω) such that ζΓ ∶= ζ ∣Γ ∈H1(Γ), and for a.e. t ∈ (0, T ),
0 = ∫
Ω
∂tu(t) ζ +∇u(t) ⋅ ∇ζ + β(u(t)) ζ + pi(u(t)) ζ − f(t) ζ dx
+ ∫
Γ
1
α
(∂tφ(t) ζΓ +∇Γφ(t) ⋅ ∇ΓζΓ + βΓ(φ(t)) ζΓ + piΓ(φ(t)) ζΓ − fΓ(t) ζΓ) dΓ.
(3.5)
Furthermore, it holds that
β(u) ∈ L∞(0, T ;L 6p (Ω)), βΓ(φ) ∈ L∞(0, T ;Ls(Γ)),
u∣Σ = h(φ) = αφ + η a.e. on Σ,
for any s ∈ [1,∞) and p is the exponent in (A10).
For maximal monotone graphs β and βΓ, an analogous result also holds if we replace
assumption (A10) with
9
(A11) For some p < 5 and q <∞, there exist positive constants C1, . . . ,C4 such that
∣ξ∣ ≤ C1 ∣u∣p +C2, ∣ξΓ∣ ≤ C3 ∣φ∣q +C4
for all ξ ∈ β(u) and ξΓ ∈ βΓ(φ).
Then, in (3.5) we replace β(u) with ξ and βΓ(φ) with ξΓ.
Remark 3.2. Equation (3.5) is the variational formulation of the limit problem
∂tu =∆u − β(u) − pi(u) + f in Q, (3.6a)
∂tφ =∆Γφ − βΓ(φ) − piΓ(φ) − h′(φ)∂νu + fΓ on Σ, (3.6b)
u = h(φ) = αφ + η on Σ. (3.6c)
In the special case α = 1 and η = 0, we have φ = u∣Σ and this is the setting of Calatroni
and Colli [12] and also Colli and Fukao [14]. While the assumption (A11) for maximal
monotone graphs β and βΓ is not as general as assumed in [12, 14], here we do not require
a compatibility condition, cf. [12, (2.22)-(2.23)], since we directly obtain estimates for the
selections ξ and ξΓ with the growth conditions (A11) and the estimates for u and φ.
Theorem 3.5 (Continuous dependence). Let {(ui, φi)}i=1,2 denote two weak solutions to
(3.6) with data {(u0,i, φ0,i, fi, fΓ,i)}i=1,2 satisfying
ui∣Σ = h(φi) = αφi + η, u0,i∣Γ = h(φ0,i).
Then, there exists a positive constant C, depending only on T and the Lipschitz constants
of pi and piΓ such that
∥u1 − u2∥L∞(0,T ;L2(Ω))∩L2(0,T ;H1(Ω)) + ∥φ1 − φ2∥L∞(0,T ;L2(Γ))∩L2(0,T ;H1(Γ))
≤ C (∥u0,1 − u0,2∥L2(Ω) + ∥φ0,1 − φ0,2∥L2(Γ) + ∥f1 − f2∥L2(Q) + ∥fΓ,1 − fΓ,2∥L2(Σ)) .
As a consequence, any weak solution to (3.6) is unique.
3.4 Existence of strong solutions to the limit problem
For a convex, proper, lower semicontinuous function f ∶ R → [0,∞] and an affine linear
function g ∶ R→ R, g(s) = α−1(s − η) where α ≠ 0 and η ∈ R, it is clear from the definition
of the subdifferential that
∂(f ○ g)(z) = 1
α
∂f(g(z))
for all z ∈ D(f ○ g) ∶= {y ∈ R ∶ f(g(y)) <∞}. Our aim is to express (1.2) (for affine linear
g) as an abstract equation, and appeal to the framework of Colli and Fukao [14] to prove
strong existence, while continuous dependence on data and uniqueness follow readily from
Theorem 3.5. To achieve this let us introduce the following Hilbert spaces
H = L2(Ω) ×L2(Γ), V = {(a, b) ∈H1(Ω) ×H1(Γ) ∶ a∣Γ = b}, (3.7)
with the inner product
(p,q)X = (p, q)X + (pΓ, qΓ)XΓ (3.8)
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for p = (p, pΓ), q = (q, qΓ), X = X ×XΓ for X = L2(Ω) or H1(Ω), and for XΓ = L2(Γ)
or H1(Γ). We also introduce the proper, lower semicontinuous and convex functional
ϕ ∶H → [0,∞] by
ϕ(z) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∫
Ω
1
2
∣∇z∣2 + βˆ(z)dx + ∫
Γ
1
2α2
∣∇ΓzΓ∣2 + βˆΓ(g(zΓ))dΓ
if z = (z, zΓ) ∈ V , βˆ(z) ∈ L1(Ω), βˆΓ(g(zΓ)) ∈ L1(Γ),
+∞ otherwise,
(3.9)
whose subdifferential ∂ϕ can be characterized formally as
y = (y, yΓ) ∈ ∂ϕ(z) is an element of H if and only if
(y, yΓ) = (−∆z + β(z),−α−2∆ΓzΓ +α−1βΓ(g(zΓ)) + ∂νz).
Then, we can write (1.2) into a single abstract equation for u ∶= (u,uΓ):
A2u′(t) + ∂ϕ(u(t)) +A (pi(u(t)) − f(t)) ∋ 0 in H for a.e. t ∈ (0, T ),
u(0) = u0 in H, (3.10)
where u0 = (u0, u0∣Γ), pi(u) ∶= (pi(u), piΓ(g(uΓ))), f ∶= (f, fΓ), and A is the constant
matrix
A = (1 0
0 α−1
) . (3.11)
Our fifth result concerning the strong existence to the limit problem is formulated as
follows.
Theorem 3.6 (Strong existence of the limit problem). For any T > 0, η ∈ R and α ≠ 0,
under assumptions (A1)-(A5) and
(A12) For any q, r <∞, there exists a positive constant C such that
∣ξ∣ ≤ C (1 + ∣u∣q) , ∣ξΓ∣ ≤ C (1 + ∣uΓ∣r)
for all ξ ∈ β(u) and ξΓ ∈ βΓ(uΓ).
(A13) The initial data satisfy u0 ∈H2(Ω) with β○(u0) ∈ L2(Ω) and trace u0∣Γ ∈H2(Γ) with
β○Γ(α−1(u0∣Γ − η)) ∈ L2(Γ).
Then, there exists a unique strong solution (u,uΓ, ξ, ξΓ) satisfying
u ∈ L∞(0, T ;H2(Ω)) ∩H1(0, T ;H1(Ω)) ∩W 1,∞(0, T ;L2(Ω)),
uΓ ∈ L∞(0, T ;H2(Γ)) ∩H1(0, T ;H1(Γ)) ∩W 1,∞(0, T ;L2(Γ)),
ξ ∈ L∞(0, T ;L2(Ω)) with ξ ∈ β(u) a.e. in Q,
ξΓ ∈ L∞(0, T ;L2(Γ)) with ξΓ ∈ βΓ(α−1(uΓ − η)) a.e. on Σ,
and
∂tu =∆u − ξ − pi(u) + f in Q, (3.12a)
∂tuΓ =∆ΓuΓ − α (ξΓ + piΓ(α−1(uΓ − η)) − fΓ) − α2∂νu on Σ, (3.12b)
uΓ = u∣Σ on Σ, (3.12c)
u(0) = u0 in Ω, uΓ(0) = u0∣Γ on Γ. (3.12d)
Let us mention that in (A12) we allow arbitrary polynomial growth for the maximal
monotone graph β, which is in contrast to the exponent as assumed in (A11).
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3.5 Error estimate
Due to the existence of strong solutions for the limit problem (3.6), we can also derive a
convergence rate. This is detailed in our sixth result below.
Theorem 3.7 (Convergence rate). Let XΩ ∶= L∞(0, T ;L2(Ω))∩L2(0, T ;H1(Ω)) and XΓ ∶=
L∞(0, T ;L2(Γ))∩L2(0, T ;H1(Γ)). Under assumption (A9), (A10) (or (A11)), for K > 0,
let (uK , φK) denote the unique strong solution to (3.1) with data (u0,K , φ0,K , fK , fΓ,K)
obtained from Theorems 3.1 and 3.2, and let (u,φ) denote the unique strong solution to
(3.6) with data (u0, φ0, f, fΓ) obtained from Theorem 3.6, where we set φ ∶= α−1(uΓ − η)
and φ0 ∶= α−1(u0∣Γ − η). Then, there exists a positive constant C depending only on the
Lipschitz constants of pi, piΓ and on T , such that
∥uK − u∥2XΩ + ∥φK − φ∥2XΓ +K−1∥αφK + η − uK∥2L2(Σ)
≤ C (∥fK − f∥2L2(Q) + ∥fΓ,K − fΓ∥2L2(Σ) + ∥u0,K − u0∥2L2(Ω) + ∥φ0,K − φ0∥2L2(Γ))
+CK∥∂νu∥2L2(0,T ;L2(Γ)).
(3.13)
Furthermore, in addition to the assumption (3.4) for the data (u0,K , φ0,K , fK , fΓ,K), sup-
pose that there exist positive constants C, θ1, θ2, θ3 and θ4, not depending on K, such
that
∥fK − f∥L2(Q) ≤ CKθ1 , ∥fΓ,K − fΓ∥L2(Σ) ≤ CKθ2 ,
∥u0,K − u0∥L2(Ω) ≤ CKθ3 , ∥φ0,K − φ0∥L2(Γ) ≤ CKθ4.
Then, it holds that
∥uK − u∥XΩ + ∥φK − φ∥XΓ +K− 12 ∥αφK + η − uK∥L2(Σ) ≤ CKθ (3.14)
for θ ∶=min(1
2
, θ1, θ2, θ3, θ4).
4 Continuous dependence
Let {(u0,i, φ0,i, fi, fΓ,i)}i=1,2 denote two sets of data and {(ui, φi)}i=1,2 the corresponding
solutions to (3.1) with differences denoted by uˆ, φˆ, uˆ0, φˆ0, fˆ and fˆΓ, respectively. Then,
testing the difference of (3.1a) with uˆ, the difference of (3.1b) with φˆ and adding, using
the monotonicity of β and βΓ, we arrive at
1
2
d
dt
(∥uˆ∥2L2(Ω) + ∥φˆ∥2L2(Γ)) + ∥∇uˆ∥2L2(Ω) + ∥∇Γφˆ∥2L2(Γ)
≤ ∥fˆ∥L2(Ω)∥uˆ∥L2(Ω) +Lpi∥uˆ∥2L2(Ω) + ∥fˆΓ∥L2(Γ)∥φˆ∥L2(Γ) +LpiΓ∥φˆ∥2L2(Γ)
+ ∫
Γ
∂ν uˆ uˆ − h′(φ1)∂ν uˆ φˆ − ∂νu2(h′(φ1) − h′(φ2))φˆ dΓ,
where Lpi and LpiΓ are the Lipschitz constants of pi and piΓ. A close inspection of the last
term on the right-hand side yields that
∫
Γ
∂ν uˆ uˆ − h′(φ1)∂ν uˆ φˆ − ∂νu2(h′(φ1) − h′(φ2))φˆ dΓ
= ∫
Γ
K−1(h(φ1) − h(φ2) − uˆ)(uˆ − h′(φ1)φˆ) − ∂νu2(h′(φ1) − h′(φ2))φˆ dΓ
≤ −K−1∥uˆ∥2L2(Γ) +K−1Lh∥φˆ∥L2(Γ)∥uˆ∥L2(Γ) +CK−1 (Lh∥φˆ∥L2(Γ) + ∥uˆ∥L2(Γ)) ∥φˆ∥L2(Γ)
+ ∥∂νu2∥L2(Γ)Lh′∥φˆ∥2L4(Γ),
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where Lh′ is the Lipschitz constant of h
′, and C is a positive constant depending on∥h′∥L∞(R). Since ∂νu2 ∈H1(0, T ;L2(Γ)) ⊂ L∞(0, T ;L2(Γ)), by the interpolation estimate
∥φˆ∥2L4(Γ) ≤ ε∥∇Γφˆ∥2L2(Γ) +Cε∥φˆ∥2L2(Γ),
and Gronwall’s inequality we obtain
∥uˆ∥L∞(0,T ;L2(Ω))∩L2(0,T ;H1(Ω)) + ∥φˆ∥L∞(0,T ;L2(Γ))∩L2(0,T ;H1(Γ))
≤ C (∥uˆ0∥L2(Ω) + ∥φˆ0∥L2(Γ) + ∥fˆ∥L2(0,T ;L2(Ω)) + ∥fˆΓ∥L2(0,T ;L2(Γ))) .
5 Existence
In this section, we introduce a two-level approximation and provide a number of a priori
estimates.
5.1 Approximation scheme
For ε ∈ (0,1), we recall that the Yosida approximation βˆε of the proper, lower semicontin-
uous function βˆ ∶ R→ [0,∞] is defined as
βˆε(s) ∶= inf
y∈R
(βˆ(y) + 1
2ε
∣s − y∣2) ,
which satisfies
0 ≤ βˆε(s) ≤ βˆ(s) ∀s ∈ R and βˆε(s)↗ βˆ(s) as ε↘ 0. (5.1)
For a short introduction to maximal monotone operators and the Yosida approximation we
refer the reader to [5, 7, 23] and the references cited therein. We replace β(u) and βΓ(φ)
in (3.1) with βε(u) and βΓ,ε(φ), respectively, and use a Galerkin procedure to establish
the existence of solutions. Let us point out that by (A6), (5.1) and Remark 3.1, there
exists a positive constant C, independent of ε such that
∥βˆε(u0)∥L1(Ω) ≤ ∥βˆ(u0)∥L1(Ω) ≤ C, ∥βˆΓ,ε(φ0)∥L1(Γ) ≤ ∥βˆΓ(φ0)∥L1(Γ) ≤ C. (5.2)
Let {yj}j∈N be a basis that is orthonormal in L2(Γ) and orthogonal inH1(Γ). For example,
we take {yj}j∈N as the set of eigenfunctions to the Laplace–Beltrami operator on Γ, i.e.,
−∆Γyj = µjyj on Γ
with associated eigenvalue µj . Then, we define Yn ∶= span{y1, . . . , yn} as the finite-
dimensional subspaces spanned by the first n basis functions, with corresponding pro-
jection operator ΠYn . For the bulk variable, consider the Hilbert spaces
H ∶= L2(Ω) ×L2(Γ), V ∶= {(a, b) ∈H1(Ω) ×H 12 (Γ) ∶ a∣Γ = b},
equipped with the inner products
((r1, r2), (s1, s2))H = (r1, s1)L2(Ω) +K−1(r2, s2)L2(Γ),
(p,q)V = (p, q)H1(Ω) for p = (p, p∣Γ),q = (q, q∣Γ) ∈ V.
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By the continuity of the trace operator tr ∶H1(Ω)→H 12 (Γ), and the compact embedding
H
1
2 (Γ) ⊂⊂ L2(Γ), we easily infer that V compactly embeds into H. Let us define the
abstract operator A ∶ V → V∗ by
⟨Ap,q⟩ ∶= ∫
Ω
∇p ⋅ ∇q dx + ∫
Γ
K−1p∣Γ q∣Γ dΓ for p = (p, p∣Γ),q = (q, q∣Γ) ∈ V.
Then, A is non-negative, self-adjoint and, by the generalized Poincare´ inequality, A is
also coercive on V. Furthermore, for h = (h1, h2) ∈ H, the abstract equation Ap = h is
equivalent to solving the Poisson problem
−∆p = h1 in Ω, ∂νp +K−1p =K−1h2 on Γ.
The Lax–Milgram theorem yields that A−1 ∶ H → V ⊂⊂ H is a compact operator. For
arbitrary h = (h1, h2), g = (g1, g2) ∈ H, denote by p = A−1h, q = A−1g ∈ V. Then,
self-adjointness of A−1 can be easily seen from the chain of equalities
(A−1h,g)H = ∫
Ω
pg1 dx + ∫
Γ
K−1p∣Γ g2 dΓ = ∫
Ω
∇p ⋅ ∇q dx + ∫
Γ
K−1p∣Γ q∣Γ dΓ
= ∫
Ω
h1q dx + ∫
Γ
K−1h2 q∣Γ dΓ = (h,A−1g)H.
Hence, by the theory of compact operators, we obtain a countable set of eigenvalues {λi}i∈N
with corresponding eigenfunctions {wi}i∈N ⊂ V to the eigenvalue problem
⟨Ap,q⟩ = λ(p,q)H ∀q ∈ V,
where {wi}i∈N forms an orthonormal basis ofH and an orthogonal basis of V. In particular,
the above eigenvalue problem translates to the following strong form
−∆wi = λiwi in Ω, ∂νwi +K−1wi = λiK−1wi on Γ.
Together with the orthonormality in H, i.e., ((wi,wi∣Γ), (wj ,wj ∣Γ))H = δij where δij is the
Kronecker delta, we obtain
∫
Ω
∇wi ⋅ ∇wj dx + ∫
Γ
K−1wiwj dΓ = λiδij.
Consider now the finite-dimensional subspace Wn = span{w1, . . . ,wn} of H1(Ω) spanned
by the first n eigenfunctions, and denote the associated projection operator as ΠWn . For
our solution we seek functions
uεn ∶=
n
∑
i=1
ani (t)wi(x) ∈Wn, φεn ∶=
n
∑
j=1
bnj (t)yj(x) ∈ Yn
to the following system
0 = ∫
Ω
∂tu
ε
nwk +∇uεn ⋅ ∇wk + (βε(uεn) + pin(uεn) − f)wk dx + ∫
Γ
K−1(uεn − h(φεn))wk dΓ,
0 = ∫
Γ
∂tφ
ε
nyk +∇Γφεn ⋅ ∇Γyk + (βΓ,ε(φεn) + piΓ(φεn) − fΓ + h′(φεn)K−1(h(φεn) − uεn))yk dΓ,
for k = 1, . . . , n, with uεn(0) ∶= ΠWn(u0) and φεn(0) ∶= ΠYn(φ0). This is equivalent to the
system
0 =M(an)′(t) +Dan(t) +LΩ(an(t),bn(t)), M ij = ∫
Ω
wiwj dx, Dij = λiδij ,
0 = (bn)′(t) + Sbn(t) +LΓ(an(t),bn(t)), Sij = ∫
Γ
∇Γyi ⋅ ∇Γyj dΓ,
(5.3)
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for vectors an = (an1 , . . . , ann) and bn = (bn1 , . . . , bnn), and
(LΩ)k = ∫
Ω
(βε(uεn) + pin(uεn) − f)wk dx − ∫
Γ
K−1h(φεn)wk dΓ,
(LΓ)k = ∫
Γ
(βΓ,ε(φεn) + piΓ(φεn) − fΓ + h′(φεn)K−1(h(φεn) − uεn))yk dΓ.
The matrix M is positive definite, since for any vector z = (z1, . . . , zn) corresponding to
ζ ∶= ∑ni=1 ziwi ∈Wn, it holds that
Mz ⋅ z = ∫
Ω
n
∑
i=1
ziwi
n
∑
j=1
zjwj dx = ∥ζ∥2L2(Ω) ≥ 0,
and Mz ⋅ z = 0 if and only if ζ = 0 if and only if z = 0.
By virtue of the Lipschitz continuity of βε, pi, βΓ,ε, piΓ, h, h
′ and the assumption that
f ∈ C0(0, T ;L2(Ω)), fΓ ∈ C0(0, T ;L2(Γ)), the system of ordinary differential equations
(5.3) in 2n unknowns has a right-hand side that is continuous in an = (an1 , . . . , ann), bn =(bn1 , . . . , bnn) and in time. Therefore, by the Cauchy–Peano theorem, for each n ∈ N, there
exists a tn ∈ (0,∞] such that on [0, tn) a local solution (an,bn) ∈ C1([0, tn);R2n) exists.
For our computations below, it is more convenient to express (5.3) in the following form
∂tu
ε
n −∆uεn +ΠWn (βε(uεn) + pi(uεn) − f) = 0 in Ω, (5.4)
∂tφ
ε
n −∆Γφεn +ΠYn (βΓ,ε(φεn) + piΓ(φεn) − fΓ + h′(φεn)K−1(h(φεn) − uεn)) = 0 on Γ, (5.5)
K∂νu
ε
n + uεn −Pn(h(φεn)) = 0 on Γ, (5.6)
uεn(0) = ΠWn(u0) in Ω, φεn(0) = ΠYn(φ0) on Γ, (5.7)
where Pn is the second component of the projection operator from H to the subspace
spanned by the vectors (wi,wi∣Γ), i = 1, . . . , n, i.e.,
∫
Γ
Pn(h(φεn))wk dΓ = ∫
Γ
h(φεn)wk dΓ for all 1 ≤ k ≤ n.
5.2 Uniform estimates
In the following, the symbol C will denote positive constants that are independent of ε
and n, but can depend on K and T . Furthermore, we will drop the superscript ε on uεn
and φεn for convenience, as it turns out that our a priori estimates are independent of ε.
First estimate. Testing (5.4) with ∂tun, (5.5) with ∂tφn and upon summing leads to
d
dt
En(t) + ∫
Ω
∣∂tun∣2 dx + ∫
Γ
∣∂tφn∣2 dΓ
= ∫
Ω
f∂tun dx + ∫
Γ
fΓ∂tφn dΓ
≤
1
2
(∥f∥2L2(Ω) + ∥fΓ∥2L2(Γ) + ∥∂tun∥2L2(Ω) + ∥∂tφn∥2L2(Γ)),
(5.8)
where
En(t) ∶= ∫
Ω
1
2
∣∇un(t)∣2 +Wε(un(t))dx + ∫
Γ
1
2
∣∇Γφn(t)∣2 +WΓ,ε(φn(t))dΓ
+ ∫
Γ
1
2K
∣un(t) − h(φn(t))∣2 dΓ,
Wε(un) ∶= βˆε(un) + pˆi(un), WΓ,ε(φn) ∶= βˆΓ,ε(φn) + pˆiΓ(φn).
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Thanks to (5.2) and the fact that ∥un(0)∥H1(Ω) ≤ C∥u0∥H1(Ω), ∥φn(0)∥H1(Γ) ≤ C∥φ0∥H1(Γ),
we infer the uniform boundedness of the initial energy En(0). Then, using (A5) we have
for any T ∈ (0,∞),
∥∇un∥2L∞(0,T ;L2(Ω)) + ∥∂tun∥2L2(0,T ;L2(Ω)) + ∥Wε(un)∥L∞(0,T ;L1(Ω))
+ ∥∇Γφn∥2L∞(0,T ;L2(Γ)) + ∥∂tφn∥2L2(0,T ;L2(Γ)) + ∥WΓ,ε(φn)∥L∞(0,T ;L1(Γ))
+K−1∥un − h(φn)∥2L∞(0,T ;L2(Γ)) ≤ C(1 + ∥f∥2L2(Q) + ∥fΓ∥2L2(Σ)) ≤ C.
(5.9)
Furthermore, for any s > 0 it holds that
1
2
∥un(s)∥2L2(Ω) = ∫ s
0
∫
Ω
un ∂tun dxdt + 1
2
∥un(0)∥2L2(Ω)
≤
1
2
∥∂tun∥2L2(0,s;L2(Ω)) + 12∥un∥2L2(0,s;L2(Ω)) +
1
2
∥un(0)∥2L2(Ω),
(5.10)
and by a Gronwall argument one obtains for any T ∈ (0,∞),
∥un∥L∞(0,T ;L2(Ω)) + ∥φn∥L∞(0,T ;L2(Γ)) ≤ C. (5.11)
Remark 5.1. If the initial conditions u0 and φ0 fulfil the assumption
∥u0 − h(φ0)∥2L2(Γ) ≤ CK,
for a positive constant C not depending on K, then it is clear that
∥un(0) − h(φn(0))∥2L2(Γ) ≤ CK,
and thus the initial energy E(un(0), φn(0)) is also bounded uniformly in K. As a conse-
quence, the a priori estimates (5.9) and (5.11) are also uniform in K. This will be relevant
in Section 7 when we pass to the limit as K → 0.
Second estimate. Taking the time derivative of (5.4) and testing with ∂tun leads to
d
dt
∫
Ω
1
2
∣∂tun∣2 dx + ∫
Ω
∣∇∂tun∣2 + β′ε(un) ∣∂tun∣2 dx + 12K−1∫Γ ∣∂tun∣2 dΓ
≤ ∥pi′∥L∞(R)∥∂tun∥2L2(Ω) + ∥∂tf∥L2(Ω)∥∂tun∥L2(Ω)
+ 1
2
K−1∥h′∥2L∞(R)∥∂tφn∥2L2(Γ).
(5.12)
Here we used the fact that ∂tun ∈Wn so that ΠWn(∂tun) = ∂tun and
∫
Ω
ΠWn (β′ε(un)∂tun)∂tun dx = ∫
Ω
β′ε(un)∂tunΠWn (∂tun) dx = ∫
Ω
β′ε(un) ∣∂tun∣2 dx.
Due to the convexity of βˆε , its second derivative β
′
ε is non-negative, and in addition, as
(A5) and (5.9) imply that the right-hand side of (5.12) is bounded in L1(0, T ), we obtain
that
∥∂tun∥L∞(0,T ;L2(Ω))∩L2(0,T ;H1(Ω)) ≤ C. (5.13)
Remark 5.2. In the above, we set
∂tun(0) ∶=∆un(0) −ΠWn (βε(u0) + pi(u0) − f(0)) .
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By the orthonormality of the basis functions {wi}i∈N in L2(Ω) and the compatibility con-
dition in (A6) we have
∥∂tun(0)∥L2(Ω) ≤ ∥∆u0∥L2(Ω) + ∥βε(u0)∥L2(Ω) + ∥pi(u0)∥L2(Ω) + ∥f(0)∥L2(Ω)
≤ C (1 + ∥f(0)∥L2(Ω) + ∥u0∥H2(Ω)) ,
where in the above we used the fact that the Yosida approximation βε satisfies the property
βε(u0) ⇀ β○(u0) in L2(Ω) as ε → 0, and so ∥βε(u0)∥L2(Ω) ≤ C for all ε ∈ (0,1). Hence∥∂tun(0)∥L2(Ω) is uniformly bounded in n and ε.
In a similar fashion, taking the time derivative of (5.5) and testing with ∂tφn leads to
d
dt
∫
Γ
1
2
∣∂tφn∣2 dΓ + ∫
Γ
∣∇Γ∂tφn∣2 + β′Γ,ε(φn) ∣∂tφn∣2 +K−1 ∣∂th(φn)∣2 dΓ
≤ ∥pi′Γ∥L∞(R)∥∂tφn∥2L2(Γ) + ∥∂tfΓ∥L2(Γ)∥∂tφn∥L2(Γ)
+ ∥h′∥L∞(R)K−1∥∂tun∥L2(Γ)∥∂tφn∥L2(Γ)
+ ∥h′′∥L∞(R)K−1∥h(φn) − un∥L2(Γ)∥∂tφn∥2L4(Γ).
(5.14)
In two dimensions we have the Gagliardo–Nirenberg inequality
∥θ∥2L4(Γ) ≤ C∥θ∥L2(Γ)∥∇Γθ∥L2(Γ) +C∥θ∥2L2(Γ), (5.15)
and hence, on account of the boundedness of h(φn)−un in L∞(0, T ;L2(Γ)), the last term
on the right-hand side of (5.14) can be estimated as
∥h(φn) − un∥L2(Γ)∥∂tφn∥2L4(Γ) ≤ C∥∂tφn∥2L2(Γ) + 12∥∇Γ∂tφn∥2L2(Γ).
Then, upon integrating in time and using that ∂tfΓ, ∂tφn, ∂tun are bounded in L
2(0, T ;L2(Γ))
we obtain
∥∂tφn∥L∞(0,T ;L2(Γ))∩L2(0,T ;H1(Γ)) + ∥∂th(φn)∥L2(0,T ;L2(Γ)) ≤ C, (5.16)
where we set
∂tφn(0) =∆Γφn(0) −ΠYn (βΓ,ε(φ0) + piΓ(φ0) − fΓ(0) + h′(φ0)K−1(h(φ0) − u0)) ,
and use the orthonormality of the basis functions {yj}j∈N in L2(Γ) and a similar argument
to Remark 5.2 to show that ∥∂tφn(0)∥L2(Γ) ≤ C. In light of (5.13), (5.16) and the trace
theorem, by the relation ∂νun =K−1(h(φn) − un) we find that
∥∂νun∥H1(0,T ;L2(Γ)) ≤ C. (5.17)
5.3 Passing to the limit n →∞
We now pass to the limit n → ∞. Thanks to the uniform estimates (5.9), (5.11), (5.13),
(5.16), and (5.17), we obtain a pair of limit functions (uε, φε) satisfying
un → u
ε weakly-* in L∞(0, T ;H1(Ω)),
∂tun → ∂tu
ε weakly-* in L∞(0, T ;L2(Ω)) ∩L2(0, T ;H1(Ω)),
un → u
ε strongly in C0([0, T ];Lq(Ω)) for q < 6, and a.e. in Q,
φn → φ
ε weakly-* in L∞(0, T ;H1(Γ)),
∂tφn → ∂tφ
ε weakly-* in L∞(0, T ;L2(Γ)) ∩L2(0, T ;H1(Γ)),
φn → φ
ε strongly in C0([0, T ];Lr(Ω)) for r <∞, and a.e. in Σ,
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with uε(0) = u0 in L2(Ω), φε(0) = φ0 in L2(Γ), and
0 = ∫
Ω
(∂tuε + βε(uε) + pi(uε) − f)ζ +∇uε ⋅ ∇ζ dx + ∫
Γ
K−1(uε − h(φε))ζ dΓ, (5.18a)
0 = ∫
Γ
(∂tφε + βΓ,ε(φε) + piΓ(φε) − fΓ + h′(φε)K−1(h(φε) − uε))µ +∇Γφε ⋅ ∇ΓµdΓ, (5.18b)
for a.e. t ∈ (0, T ), and for all ζ ∈ H1(Ω) and µ ∈ H1(Γ). Furthermore, by weak/weak-*
lower semicontinuity of the Bochner norms, it holds that there exists a positive constant
C, independent of ε and n, such that
∥uε∥L∞(0,T ;H1(Ω)) + ∥∂tuε∥L∞(0,T ;L2(Ω))∩L2(0,T ;H1(Ω))
+ ∥φε∥L∞(0,T ;H1(Γ)) + ∥∂tφε∥L∞(0,T ;L2(Γ))∩L2(0,T ;H1(Γ))
+K− 12 ∥uε − h(φε)∥L∞(0,T ;L2(Γ)) + ∥∂νuε∥H1(0,T ;L2(Γ)) ≤ C.
(5.19)
5.4 Additional uniform estimates
Aside from (5.19), we derive additional uniform estimates for the pair (uε, φε). Since βΓ,ε
is Lipschitz continuous with Lipschitz constant ε−1, we can consider µ = βΓ,ε(φε) in (5.18b)
and obtain
∫
Γ
β′Γ,ε(φε) ∣∇Γφε∣2 + 12 ∣βΓ,ε(φε)∣2 dΓ
≤ C (∥∂tφε∥2L2(Γ) + ∥piΓ(φε)∥2L2(Γ) + ∥h′∥2L∞(R)∥h(φε) − uε∥2L2(Γ) + ∥fΓ∥2L2(Γ)) .
(5.20)
Using the embedding H1(0, T ) ⊂ L∞(0, T ) for ∥fΓ∥L2(Γ), Lipschitz continuity of piΓ(⋅)
and (5.19), the right-hand side of (5.20) is bounded in L∞(0, T ) for any T ∈ (0,∞).
This shows that βΓ,ε(φε) is bounded in L∞(0, T ;L2(Γ)). Then, viewing (5.18b) as the
variational formulation for the following elliptic equation:
−∆Γφε = −∂tφε − βΓ,ε(φε) − piΓ(φε) + fΓ − h′(φε)K−1(h(φε) − uε) on Γ,
with a right-hand side belonging to L∞(0, T ;L2(Γ)) for any T ∈ (0,∞), we obtain alto-
gether
∥φε∥L∞(0,T ;H2(Γ)) + ∥βΓ,ε(φε)∥L∞(0,T ;L2(Γ)) ≤ C (5.21)
for any T ∈ (0,∞). Similarly, considering ζ = βε(uε) in (5.18a) leads to
∫
Ω
β′ε(uε) ∣∇uε∣2 + 12 ∣βε(uε)∣2 dx + ∫ΓK−1uεβε(uε)dΓ
≤ C (∥∂tuε∥2L2(Ω) + ∥pi(uε)∥2L2(Ω) + ∥f∥2L2(Ω))
+CK−1∥h(φε)∥L∞(Γ)∥βε(uε)∥L1(Γ).
(5.22)
Let us now recall the resolvent Jε which is a Lipschitz operator (with Lipschitz constant
1) defined as Jε ∶= (I + εβ)−1 so that for all ε > 0,
g = Jε(g) + εβε(g) and βε(g) ∈ β (Jε(g)) . (5.23)
Taking ξ = βε(uε) and u = Jε(uε) in (A3), for any δ > 0 there exists a positive constant
Cδ > 0 such that ∣βε(uε)∣ ≤ δJε(uε)βε(uε) +Cδ
≤ δ ∣uε∣ ∣βε(uε)∣ +Cδ = δ uε βε(uε) +Cδ (5.24)
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where the second inequality follows from the Lipschitz property of Jε and Jε(0) = 0, and
the subsequent equality follows from the fact that uε and βε(uε) have the same sign due
to the monotonicity of βε. Hence, choosing δ sufficiently small, from (5.22) we obtain
∥βε(uε)∥2L2 + ∫
Γ
uε βε(uε)dΓ
≤ C (∥h(φε)∥L∞(Γ) + ∥∂tuε∥2L2(Ω) + ∥pi(uε)∥2L2(Ω) + ∥f∥2L2(Ω)) .
(5.25)
Using that φε is bounded in L∞(0, T ;H2(Γ)) and hence also in L∞(0, T ;L∞(Γ)), as
well as f ∈ L∞(0, T ;L2(Ω)) and the estimate (5.19), we infer that the right-hand side of
(5.25) is bounded in L∞(0, T ) for any T ∈ (0,∞). As uε βε(uε) is non-negative (due to
the monotonicity of βε), this implies that βε(uε) is bounded in L∞(0, T ;L2(Ω)) for any
T ∈ (0,∞). Then, viewing (5.18a) as the variational formulation of an elliptic equation for
uε with normal derivative ∂νu
ε = K−1(h(φε) − uε) belonging to L∞(0, T ;H 12 (Γ)) and a
right-hand side belonging to L∞(0, T ;L2(Ω)) for any T ∈ (0,∞), we infer from [9, Theorem
3.2, p. 1.79] (see also Theorem A.2) that uε is bounded in L∞(0, T ;H2(Ω)) together with
the uniform estimate
∥uε∥L∞(0,T ;H2(Ω)) + ∥βε(uε)∥L∞(0,T ;L2(Ω)) ≤ C. (5.26)
5.5 Passing to the limit ε→ 0
The uniform estimates (5.19), (5.21) and (5.26) are sufficient to allow us to pass to the
limit ε→ 0 and obtain a pair of limit functions (u,φ) that inherits the regularities stated
in Theorem 3.1 and a pair of functions (ξ, ξΓ) such that
βε(uε)→ ξ weakly-* in L∞(0, T ;L2(Ω)),
βΓ,ε(φε)→ ξΓ weakly-* in L∞(0, T ;L2(Γ)),
as ε→ 0. Furthermore, passing to the limit in (5.18a) and (5.18b) shows that the quadruple(u,φ, ξ, ξΓ) satisfies (3.1). It remains to show that ξ ∈ β(u) a.e. in Q and ξΓ ∈ βΓ(φ) a.e. on
Σ, and for this we refer the reader to the argument presented near the end of [23, Section
5.2]. The basic idea is to use the strong convergence of uε to u in L2(0, T ;L2(Ω)), the
identity uε = Jε(uε)+εβε(uε) from (5.23) and the boundedness of βε(uε) in L2(0, T ;L2(Ω))
to deduce that Jε(uε) → u strongly in L2(0, T ;L2(Ω)). Then, as βε(uε) ∈ β(Jε(uε)),
monotonicity of β shows that for arbitrary y ∈ D(β) and z ∈ β(y),
∫
Q
(z − βε(uε))(y − Jε(uε))dxdt ≥ 0 Ô⇒
ε→0
∫
Q
(z − ξ)(y − u)dxdt ≥ 0.
By definition of the maximal monotonicity, this yields ξ ∈ β(u) a.e. in Q. For further
details, we refer the reader to the proof of [8, Lemma 1.3(e)].
6 Omega-limit set
6.1 Non-emptiness of the omega-limit set
Testing (3.1a) with ∂tu and (3.1b) with ∂tφ, integrating in time leads to an analogous
identity to (5.8). Then applying Young’s inequality leads to
d
dt
(∫
Ω
1
2
∣∇u∣2 +W (u)dx + ∫
Γ
1
2
∣∇Γφ∣2 +WΓ(φ) + 1
2K
∣u − h(φ)∣2 dΓ)
+ ∫
Ω
1
2
∣∂tu∣2 dx + ∫
Γ
1
2
∣∂tφ∣2 dΓ ≤ ∫
Ω
1
2
∣f ∣2 dx + ∫
Γ
1
2
∣fΓ∣2 dΓ.
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On account of (A7) and (A8), we immediately infer from integrating the above inequality
the following uniform-in-time estimates:
∥u∥L∞(0,∞;H1(Ω)) + ∥φ∥L∞(0,∞;H1(Γ)) +K− 12 ∥u − h(φ)∥L∞(0,∞;L2(Γ))
+ ∥∂tu∥L2(0,∞;L2(Ω)) + ∥∂tφ∥L2(0,∞;L2(Γ)) ≤ C. (6.1)
From this estimate the omega-limit set
ω ∶= {(u∞, φ∞) ∶ ∃{tk}k∈N, tk > 0, tk ↗∞
and (u(tk), φ(tk))→ (u∞, φ∞) weakly in H1(Ω) ×H1(Γ)} (6.2)
is non-empty. The aim of this section is to show that if (u∞, φ∞) ∈ ω then (u∞, φ∞) is a
solution to the stationary problem (3.3).
6.2 Additional uniform-in-time estimates
We require additional uniform estimates on the time interval (0,∞) before proceeding
with the proof of Theorem 3.3. In light of the boundedness of ∂tu and ∂tφ in L
2(0,∞;X)
for X = L2(Ω) and X = L2(Γ), respectively, it turns out that there are analogues of
the estimates (5.13), (5.16) and (5.17) that hold on the time interval (0,∞). This is
summarized in the following lemma.
Lemma 6.1. Under the hypothesis of Theorem 3.3, the unique strong solution (u,φ) to
(3.1) satisfies in addition to (6.1),
∂tu ∈ L∞(0,∞;L2(Ω)) ∩L2(0,∞;H1(Ω)), ∂νu ∈H1(0,∞;L2(Γ)),
∂tφ ∈ L∞(0,∞;L2(Γ)) ∩L2(0,∞;H1(Γ)).
Proof. We return to the two-level Galerkin approximation in Section 5, whereby thanks
to (A7) and (A8) the Galerkin pair of solutions (un, φn) satisfies the uniform estimates
(5.9), (5.11) with T =∞. Denoting by the symbol C positive constants not depending on
n and ε and using that ∂tf, ∂tun ∈ L2(0,∞;L2(Ω)), ∂tφn ∈ L2(0,∞;L2(Γ)), the right-hand
side of (5.12) is bounded in L1(0,∞), which yields
∥∂tun∥L∞(0,∞;L2(Ω))∩L2(0,∞;H1(Ω)) ≤ C.
In addition, using that ∂tfΓ, ∂tφn, ∂tun ∈ L2(0,∞;L2(Γ)) and h(φn)−un ∈ L∞(0,∞;L2(Γ)),
the right-hand side of (5.14) is bounded in L1(0,∞). This gives
∥∂tφn∥L∞(0,∞;L2(Γ))∩L2(0,∞;H1(Γ)) + ∥∂th(φn)∥L2(0,∞;L2(Γ)) ≤ C.
Lastly, using the trace theorem and the relation K∂νun = h(φn) − un we find that
∥∂νun∥H1(0,∞;L2(Γ)) ≤ C.
Passing to the limit n→∞ and ε→ 0 leads to the desired assertion.
20
6.3 Uniform translation estimates
Fix T > 0 and consider the problem (3.1) in the time interval (tk, T + tk), where {tk}k∈N is
the sequence in (6.2), and we introduce for t ∈ [0, T ] the functions
uk(t) ∶= u(tk + t), φk(t) ∶= φ(tk + t),
ξk(t) ∶= ξ(tk + t), ξΓ,k(t) ∶= ξΓ(tk + t) a.e. in [0, T ],
fk(t) ∶= f(tk + t), fΓ,k(t) ∶= fΓ(tk + t),
which satisfy
∂tuk =∆uk − ξk − pi(uk) + fk in Q, (6.3a)
∂tφk =∆Γφk − ξΓ,k − piΓ(φk) + fΓ,k − h′(φk)∂νuk on Σ, (6.3b)
K∂νuk + uk = h(φk) on Σ, (6.3c)
ξk ∈ β(uk) a.e. in Q, ξΓ,k ∈ βΓ(φk) a.e. on Σ, (6.3d)
uk(0) = u(tk) in Ω, φk(0) = φ(tk) on Γ. (6.3e)
The aim is to derive uniform (in k) estimates and then pass to the limit k →∞. It turns
out to be more convenient to work with the continuous solutions (uε, φε) to the system
(6.3) with β and βΓ replaced by their corresponding Yosida approximations βε and βΓ,ε.
Therefore, instead of (6.3) we consider deriving uniform estimates in k and ε for solutions(uεk(t), φεk(t)) = (uε(tk + t), φε(tk + t)) to
∂tu
ε
k =∆u
ε
k − βε(uεk) − pi(uεk) + fk in Q, (6.4a)
∂tφ
ε
k =∆Γφ
ε
k − βΓ,ε(φεk) − piΓ(φεk) + fΓ,k − h′(φεk)∂νuεk on Σ, (6.4b)
K∂νu
ε
k + uεk = h(φεk) on Σ, (6.4c)
uεk(0) = uε(tk) in Ω, φεk(0) = φε(tk) on Γ, (6.4d)
and passing to the limit first ε→ 0 and then k →∞. Below the symbol C denotes positive
constants not depending on k and ε.
First estimate. Recalling that uε(0) = u0 and φε(0) = φ0, then via an analogous deriva-
tion to (6.1), we deduce that the same estimates also hold for (uε, φε) with a right-hand
side C depending only on (u0, φ0, f, fΓ), i.e.,
∥uε∥L∞(0,∞;H1(Ω)) + ∥φε∥L∞(0,∞;H1(Γ)) +K− 12 ∥uε − h(φε)∥L∞(0,∞;L2(Γ))
+ ∥∂tuε∥L2(0,∞;L2(Ω)) + ∥∂tφε∥L2(0,∞;L2(Γ)) ≤ C. (6.5)
This implies that the sequence of initial data {(uεk(0), φεk(0))}k∈N = {(uε(tk), φε(tk))}k∈N
is uniformly bounded in H1(Ω) ×H1(Γ). Then, by a similar procedure applied to (6.4)
we obtain for (uεk, φεk):
∥uεk∥L∞(0,T ;H1(Ω)) + ∥φεk∥L∞(0,T ;H1(Γ)) +K− 12 ∥uεk − h(φεk)∥L∞(0,T ;L2(Γ))
+ ∥∂tuεk∥L2(0,T ;L2(Ω)) + ∥∂tφεk∥L2(0,T ;L2(Γ)) ≤ C. (6.6)
Applying Lebesgue’s dominated convergence theorem, and using the fact that ∂tu
ε ∈
L2(0,∞;L2(Ω)), ∂tφε ∈ L2(0,∞;L2(Γ)) from (6.5) shows that
∂tu
ε
k → 0 strongly in L
2(0, T ;L2(Ω)), ∂tφεk → 0 strongly in L2(0, T ;L2(Γ)). (6.7)
Indeed, we have by definition of uεk:
∥∂tuεk∥2L2(0,T ;L2(Ω)) = ∫
R
∥∂tuε∥2L2(Ω)χ[tk ,tk+T ](t)dt → 0 as ε→ 0, k →∞.
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Second estimate. In the proof of Lemma 6.1, by passing to the limit n→∞ for ε fixed
and employing weak/weak-* lower semicontinuity of the Bochner norms we can deduce
that
∥∂tuε∥L∞(0,∞;L2(Ω))∩L2(0,∞;H1(Ω)) + ∥∂tφε∥L∞(0,∞;L2(Γ))∩L2(0,∞;H1(Γ)) ≤ C.
Then, the fact that tk > 0 immediately implies
∥∂tuεk∥L∞(0,T ;L2(Ω)) = ∥∂tuε∥L∞(tk ,T+tk;L2(Ω)) ≤ ∥∂tuε∥L∞(0,∞;L2(Ω)) ≤ C,
∥∂tuεk∥L2(0,T ;H1(Ω)) = ∥∂tuε∥L2(tk ,T+tk;H1(Ω)) ≤ ∥∂tuε∥L2(0,∞;H1(Ω)) ≤ C,
and so we obtain the uniform estimates
∥∂tuεk∥L∞(0,T ;L2(Ω))∩L2(0,T ;H1(Ω)) ≤ C, (6.8)
∥∂tφεk∥L∞(0,T ;L2(Γ))∩L2(0,T ;H1(Γ)) ≤ C. (6.9)
Third estimate. We can write (6.4b) as an elliptic equation for φεk:
−∆Γφεk + βΓ,ε(φεk) = −piΓ(φk) + fΓ,k − ∂tφεk − h′(φεk)K−1(h(φεk) − uεk) on Γ, (6.10)
where the right-hand side is bounded in L∞(0, T ;L2(Γ)). Indeed, by (6.9) the term ∂tφεk
is bounded in L∞(0, T ;L2(Γ)), while fΓ,k is bounded in L∞(0, T ;L2(Γ)) due to (A8) and
Morrey’s inequality H1(0,∞) ⊂ C0, 12 (0,∞) ⊂ L∞(0,∞). Furthermore, by the Lipschitz
continuity of piΓ, the boundedness of h
′ and (6.6), we see that
∥piΓ(φεk)∥L∞(0,T ;L2(Γ)) ≤ LpiΓ∥φεk∥L∞(0,T ;L2(Γ)) + T ∣Γ∣ ∣piΓ(0)∣ ≤ C,
∥h′(φεk)(h(φεk) − uεk)∥L∞(0,T ;L2(Γ)) ≤ ∥h(φεk) − uεk∥L∞(0,T ;L2(Γ))∥h′∥L∞(R) ≤ C.
Then, testing (6.10) with βΓ,ε(φεk) and exploiting the non-negativity of β′Γ,ε after integrat-
ing by parts, we infer that
βΓ,ε(φεk) ∈ L∞(0, T ;L2(Γ)),
and by virtue of elliptic regularity we obtain altogether
∥φεk∥L∞(0,T ;H2(Γ)) + ∥βΓ,ε(φεk)∥L∞(0,T ;L2(Γ)) ≤ C. (6.11)
The above estimate implies that h(φεk) ∈ L∞(0, T ;H 12 (Γ)∩L∞(Γ)), and testing (6.4a) by
βε(uεk) yields
∫
Ω
β′ε(uεk) ∣∇uεk ∣2 + ∣βε(uεk)∣2 dx + ∫
Γ
K−1uεk βε(uεk)dΓ
≤ (∥pi(uεk)∥L2(Ω) + ∥fk∥L2(Ω)) ∥βε(uεk)∥L2(Ω)
+ ∥h(φεk)∥L∞(0,T ;L∞(Γ)) ∫
Γ
K−1 ∣βε(uεk)∣ dΓ.
Applying Young’s inequality and (5.24) we obtain that βε(uεk) ∈ L∞(0, T ;L2(Ω)). Then,
viewing (6.4a), (6.4c) as an elliptic equation for uεk, by elliptic regularity (Theorem A.2)
we obtain altogether
∥uεk∥L∞(0,T ;H2(Ω)) + ∥βε(uεk)∥L∞(0,T ;L2(Ω)) ≤ C. (6.12)
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6.4 Passing to the limit
Taking into account the uniform estimates (6.5), (6.6), (6.8), (6.9), (6.11), (6.12), first
sending ε → 0 and due to the uniqueness of solutions to (6.3) (cf. Theorem 3.2), we can
infer that the limit functions (uk, φk, ξk, ξΓ,k), with selections ξk ∈ β(uk) and ξΓ,k ∈ βΓ(φk),
satisfy the same uniform (in k) estimates as in (6.5), (6.6), (6.8), (6.9), (6.11), (6.12) thanks
to weak/weak-* lower semicontinuity of the Bochner norms. Hence, there exist functions(u∞, φ∞, ξ∞, ξΓ,∞) such that
uk → u∞ weakly-* in L
∞(0, T ;H2(Ω)) ∩W 1,∞(0, T ;L2(Ω)) ∩H1(0, T ;H1(Ω)),
uk → u∞ strongly in C
0([0, T ];W 1,p(Ω)) for p < 6, and a.e. in Q,
φk → φ∞ weakly-* in L
∞(0, T ;H2(Γ)) ∩W 1,∞(0, T ;L2(Γ)) ∩H1(0, T ;H1(Γ)),
φk → φ∞ strongly in C
0([0, T ];W 1,q(Γ)) for q <∞, and a.e. on Σ,
ξk → ξ∞ weakly in L
2(0, T ;L2(Ω)),
ξΓ,k → ξΓ,∞ weakly in L
2(0, T ;L2(Γ)),
with u∞, φ∞ independent of time due to (6.7). Note that (u∞, φ∞) is exactly the element in
(6.2) as it follows from passing to the limit in (6.3e). Furthermore, the strong convergence
of uk and φk also allow us to deduce that ξ∞ ∈ β(u∞) a.e. in Q, ξΓ,∞ ∈ βΓ(φ∞) a.e. on Σ.
Then, passing to the limit k →∞ in (6.3) shows that (u∞, φ∞, ξ∞, ξΓ,∞) satisfy
∆u∞ − ξ∞ − pi(u∞) = 0 in Ω,
∆Γφ∞ − ξΓ,∞ − piΓ(φ∞) − h′(φ∞)∂νu∞ = 0 on Γ,
K∂νu∞ + u∞ = h(φ∞) on Γ,
where by comparison of terms we also deduce that ξ∞ and ξΓ,∞ are time independent.
7 Fast reaction limit
7.1 Weak solutions
For each K > 0, let (u0,K , φ0,K , fK , fΓ,K) denote a set of data satisfying the assumptions in
Theorem 3.4. Then, by Theorems 3.1 and 3.2 there exists a corresponding unique strong
solution (uK , φK) to (3.1). Furthermore, as outlined in Remark 5.1, the a priori estimates
(5.9) and (5.11) for (uK , φK) are uniform in K, and so there exist a subsequence (not
relabelled) and limit functions (u,φ) such that
uK → u weakly-* in L
∞(0, T ;H1(Ω)) ∩H1(0, T ;L2(Ω)),
uK → u strongly in C
0([0, T ];Lq(Ω)), q < 6, and a.e. in Q,
φK → φ weakly-* in L
∞(0, T ;H1(Γ)) ∩H1(0, T ;L2(Γ)),
φK → φ strongly in C
0([0, T ];Lr(Γ)), r <∞, and a.e. on Σ,
uK − h(φK)→ 0 strongly in L2(0, T ;L2(Γ)).
The last convergence shows that
u∣Σ = h(φ) a.e. on Σ.
Using (A10) we find that
∫
Ω
∣β(uK)∣ 6p dx ≤ C (1 + ∫
Ω
∣uK ∣6 dx) , ∫
Γ
∣βΓ(φK)∣s dΓ ≤ C (1 + ∫
Γ
∣φK ∣qs dΓ)
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for any s <∞. This shows that for any m <∞, r < 6
p
and s <∞,
β(uK)→ β(u) weakly-* in L∞(0, T ;L 6p (Ω)) and strongly in Lm(0, T ;Lr(Ω)),
βΓ(φK)→ βΓ(φ) weakly-* in L∞(0, T ;Ls(Γ)) and strongly in Lm(0, T ;Ls(Γ)).
The assertions of strong convergence come from a.e. convergence (as β and βΓ are single-
valued and continuous) and the application of Egorov’s theorem. Testing (3.1a) with an
arbitrary test function ζ gives
∫
Ω
∂tuK ζ +∇uK ⋅ ∇ζ + β(uK) ζ + pi(uK) ζ − fK ζ dx − ∫
Γ
∂νuK ζ dΓ = 0. (7.1)
Meanwhile, testing (3.1b) with the test function 1
h′(φK)
ζΓ = 1αζΓ leads to
∫
Γ
1
α
(∂tφK ζΓ +∇ΓφK ⋅ ∇ΓζΓ + βΓ(φK) ζΓ + piΓ(φK) ζΓ − fΓ,K ζΓ) + ∂νuK ζΓ dΓ = 0. (7.2)
We now consider an arbitrary test function ζ ∈ L2(0, T ;H1(Ω)) such that ζΓ ∶= ζ ∣Γ ∈
L2(0, T ;H1(Γ)). Then, upon adding the equations (7.1) and (7.2), so that the terms
involving ∂νuK cancel, leads to
0 = ∫
T
0
∫
Ω
∂tuK ζ +∇uK ⋅ ∇ζ + β(uK) ζ + pi(uK) ζ − fK ζ dxdt
+ ∫
T
0
∫
Γ
1
α
(∂tφK ζΓ +∇ΓφK ⋅ ∇ΓζΓ + βΓ(φK) ζΓ + piΓ(φK) ζΓ − fΓ,K ζΓ) dΓdt.
(7.3)
Passing to the limit K → 0 shows that the limit functions (u,φ) satisfy (3.5). Let us
mention that the restriction p ≤ 5 on the growth of β is due to the fact that the product
β(u) ζ is integrable for ζ ∈ L6(Ω) if and only if β(u) ∈ L 65 (Ω).
The proof of Theorem 3.4 for the case of maximal monotone graphs is similar. Thanks
to assumption (A11) the selections ξK ∈ β(uK) and ξΓ,K ∈ βΓ(φK) are bounded in
L∞(0, T ;L 6p (Ω)) and in L∞(0, T ;Ls(Γ)), respectively, for any s < ∞. Then, there ex-
ists a subsequence (not relabelled) such that
ξK → ξ weakly-* in L
∞(0, T ;L 65 (Ω)),
ξΓ,K → ξΓ weakly-* in L
∞(0, T ;Ls(Γ)).
In order to show that ξ ∈ β(u) a.e. in Q and ξΓ ∈ βΓ(φ) a.e. in Σ, it suffices to have
uK → u strongly in L
1(0, T ;L 66−p (Ω)) and φK → φ strongly in L1(0, T ;L ss−1 (Γ)). The
strong convergence of φK is valid for any s <∞, and for the strong convergence of uK , we
require 6
6−p < 6 which is equivalent to p < 5.
Continuous dependence. Let {(ui, φi)}i=1,2 denote two solutions to (3.6) correspond-
ing to the data {(u0,i, φ0,i, fi, fΓ,i)}i=1,2 and denote the difference by uˆ, φˆ, uˆ0, φˆ0, fˆ and
fˆΓ, respectively. Then, substituting ζ = uˆ in the difference of (3.5) and noting that
ζΓ = uˆ∣Σ = h(φ1) − h(φ2) = αφˆ,
we obtain
1
2
d
dt
(∥uˆ∥2L2(Ω) + ∥φˆ∥2L2(Γ)) + ∥∇uˆ∥2L2(Ω) + ∥∇Γφˆ∥2L2(Γ)
≤ ∥fˆ∥L2(Ω)∥uˆ∥L2(Ω) +Lpi∥uˆ∥2L2(Ω) + ∥fˆΓ∥L2(Γ)∥φˆ∥L2(Γ) +LpiΓ∥φˆ∥2L2(Γ),
where we have used the monotonicity of β and βΓ. Then, by Gronwall’s inequality we
obtain the desired result.
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7.2 Strong solutions
7.2.1 Approximation scheme
Following the approximation procedure of Colli and Fukao [14], for ε ∈ (0,1) we consider
the approximation problem
A2u′ε(t) + ∂ϕε(uε(t)) +A (pi(uε(t)) − f(t)) ∋ 0 in H for a.e. t ∈ (0, T ),
uε(0) = u0 in H, (7.4)
where the function ϕε ∶H → [0,∞] is defined as
ϕε(z) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∫
Ω
1
2
∣∇z∣2 + ε
2
∣z∣2 + βˆε(z)dx
+∫
Γ
1
2α2
∣∇ΓzΓ∣2 + ε
2α2
∣zΓ∣2 + βˆΓ,ε(g(zΓ))dΓ if z = (z, zΓ) ∈ V ,
+∞ otherwise.
(7.5)
In the above, we recall the constant matrix A is defined in (3.11), the product Hilbert
spaces H and V are defined in (3.7) equipped with inner products defined in (3.8), βε
and βΓ,ε are the Yosida approximations of β and βΓ with antiderivatives βˆε and βˆΓ,ε,
respectively, and g(s) = α−1(s − η) for α ≠ 0, η ∈ R.
Note that the composition of a convex function with an affine linear function is convex,
and thus, thanks to [14, Lemma 3.1], the function ϕε ∶ H → [0,∞] is convex, lower
semicontinuous with domain D(ϕε) = V . Furthermore, ϕε is lower semicontinuous in
V and the subdifferential ∂∗ϕε as an operator mapping from V to its dual space V
′ is
single-valued and is characterized by the following:
⟨∂∗ϕε(z),y⟩V ′,V = ∫
Ω
∇z ⋅ ∇y + εz y + βε(z)y dx
+ ∫
Γ
α−2∇ΓzΓ ⋅ ∇ΓyΓ +α−2εzΓ yΓ + α−1βΓ,ε(g(zΓ))yΓ dΓ (7.6)
for all z = (z, zΓ),y = (y, yΓ) ∈ V . Note that the extra factor α−1 appearing before
βΓ,ε(g(zΓ)) in (7.6) arises from the derivative of g.
Lemma 7.1. For each ε ∈ (0,1], there exists a unique
uε ∶= (uε, uΓ,ε) ∈H1(0, T ;H) ∩L∞(0, T ;V )
satisfying (7.4).
Proof. We sketch the basic steps:
Step 1. For a given w ∈ C0([0, T ];H), the equation
A2u′(t) + ∂ϕε(u(t)) ∋ A(f(t) −pi(w(t))) in H,
u(0) = u0 in H
admits a unique solution u ∈ L∞(0, T ;V ) ∩ H1(0, T ;H) for any u0 ∈ V . Indeed, the
right-hand side belongs to L2(0, T ;H), and setting A ∶= A2, B ∶= ∂ϕε, we can applying
[16, Theorem 2.1] to deduce the existence result. This is thanks to the fact that A is a con-
stant operator, and B is the subdifferential of a proper, convex and lower semicontinuous
function mappingH to [0,∞]. Furthermore, by (7.5), it holds that ϕε(z) ≥ C(α, ε)∥z∥2V ,
and so the assumptions of [16, p. 741] are fulfilled. Concerning uniqueness, we regard
A = A2 as a linear, self-adjoint operator in H that is strictly monotone. Then, uniqueness
of solutions is given by [16, Remark 2.5], and from this we can construct a map Ψ ∶w ↦ u
from C0([0, T ];H) into itself.
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Step 2. Given a pair w1,w2 ∈ C0([0, T ];H) with corresponding solutions u1,u2, we
find that by testing the difference of the equations with u1 − u2, using the monotonicity
of ∂ϕε (see (7.6)), and integrating in time leads to
∥u1(s) −u2(s)∥2H ≤ Cα,pi ∫ s
0
∥w1(t) −w2(t)∥2H dt ∀s ∈ [0, T ],
for some positive constant Cα,pi depending only on α and the Lipschitz constants of pi and
piΓ, since both u1 and u2 have the same initial data and forcing. Let us mention that by
the monotonicity of βΓ,ε and the affine linear relation g, we have
∫
Γ
(βΓ,ε(g(uΓ,1)) − βΓ,ε(g(uΓ,2))) (α−1(uΓ,1 − uΓ,2)) dΓ
= ∫
Γ
(βΓ,ε(g(uΓ,1)) − βΓ,ε(g(uΓ,2))) (g(uΓ,1) − g(uΓ,2)) dΓ ≥ 0.
Choosing s∗ ∈ (0, T ] such that Cα,pis∗ < 1, the above estimate shows that Ψ ∶ C0([0, s∗];H)
into itself is a contraction, and by the contraction mapping principle, Ψ has a unique fixed
point and thus there exists a unique solution uε on the interval [0, s∗] to (7.4).
Thanks to the fact that Cα,pi is independent of the initial values, we solve (7.4) on the
interval [s∗,2s∗] by setting u(s∗) as the new initial value. The above arguments yield that
Ψ ∶ C0([s∗,2s∗];H) into itself is a contraction and this allows us to extend the unique
solution uε to the interval [s∗,2s∗]. Iterating the process a finite number of times leads
to the desired assertion on [0, T ].
Thanks to Lemma 7.1 we see that uε = (uε, uΓ,ε) satisfies the following variational
formulation:
0 = ∫
Ω
∇uε ⋅ ∇ζ dx + ∫
Γ
α−2∇ΓuΓ,ε ⋅ ∇ΓζΓ dΓ
+ ∫
Ω
(∂tuε + εuε + βε(uε) + pi(uε) − f) ζ dx
+ α−1∫
Γ
(α−1∂tuΓ,ε +α−1εuΓ,ε + βΓ,ε(g(uε)) + piΓ(g(uε)) − fΓ) ζΓ dΓ
(7.7)
for all ζ = (ζ, ζΓ) ∈ V .
We now derive regularity properties for the solution.
Lemma 7.2. For each ε ∈ (0,1], we have
uε ∈ L2(0, T ;H2(Ω)), uΓ,ε ∈ L2(0, T ;H2(Γ)).
Proof. Take a test function ζ ∈ C∞0 (Ω) (so that ζΓ = 0) in (7.7) we see that uε satisfies
∆uε(t) = ∂tuε(t) + εuε(t) + βε(uε(t)) + pi(uε(t)) − f(t)
in the sense of distributions for a.e. t ∈ (0, T ). By (A5), Lipschitz continuity of βε
and pi, and the regularity of uε stated in Lemma 7.1, the right-hand side belongs to
L2(0, T ;L2(Ω)), and so ∆uε ∈ L2(0, T ;L2(Ω)). Furthermore, the trace uΓ,ε of uε on Σ
belongs to L∞(0, T ;H1(Γ)), and so by elliptic regularity [9, Theorem 3.2, p. 1.79] (see
also Theorem A.2) we obtain
uε ∈ L2(0, T ;H 32 (Ω)).
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Then, using the above estimate in conjunction with the fact that ∆uε ∈ L2(0, T ;L2(Ω)),
we have by a variant of the trace theorem [9, Theorem 2.27, p. 1.64] (see also Theorem
A.1) that ∂νuε ∈ L2(0, T ;L2(Γ)), and from (7.7) we obtain the following characterization
for the surface part:
∆ΓuΓ,ε(t) = ∂tuΓ,ε(t) + εuΓ,ε(t) + α (βΓ,ε(g(uΓ,ε(t))) + piΓ(g(uΓ,ε(t))) − fΓ) +α2∂νuε(t),
holding for a.e. t ∈ (0, T ). As the right-hand side belongs to L2(0, T ;L2(Γ)) we have by
elliptic regularity that uΓ,ε ∈ L2(0, T ;H2(Γ)). This implies that the trace of uε belongs to
L2(0, T ;H 32 (Γ)) and by elliptic regularity we obtain
uε ∈ L2(0, T ;H2(Ω)).
7.2.2 Uniform estimates
By virtue of Lemma 7.2 the approximation problem can be expressed as
∂tuε −∆uε + βε(uε) + εuε + pi(uε) = f in Q, (7.8a)
∂tuΓ,ε −∆ΓuΓ,ε + εuΓ,ε + α(βΓ,ε(g(uΓ,ε)) + piΓ(g(uΓ,ε))) +α2∂νuε = αfΓ on Σ, (7.8b)
uΓ,ε = uε∣Σ on Σ, (7.8c)
uε(0) = u0 in Ω, uΓ,ε(0) = u0∣Γ on Γ, (7.8d)
where (7.8a) and (7.8b) hold pointwise a.e. in Q and on Σ, respectively. We now derive
estimates that are independent of ε. Below the symbol C will denote positive constants
that are independent of ε.
First estimate. Testing (7.8a) with ∂tuε, and using (7.8b) leads to
d
dt
(∫
Ω
1
2
∣∇uε∣2 + βˆε(uε) + pˆi(uε) + ε
2
∣uε∣2 dx)
+ d
dt
(∫
Γ
1
2
α−2 ∣∇ΓuΓ,ε∣2 + βˆΓ,ε(g(uΓ,ε)) + pˆiΓ(g(uΓ,ε)) + ε
2α2
∣uΓ,ε∣2 dΓ)
+ ∫
Ω
∣∂tuε∣2 dx + ∫
Γ
α−2 ∣∂tuΓ,ε∣2 dΓ
= ∫
Ω
f ∂tuε dx + ∫
Γ
α−1fΓ ∂tuΓ,ε dΓ.
In the above we have used that α−1 = g′(uΓ,ε) and so
∫
Γ
α−1βΓ,ε(g(uΓ,ε))∂tuΓ,ε dΓ = ∫
Γ
βΓ,ε(g(uΓ,ε))∂tg(uΓ,ε)dΓ = d
dt
∫
Γ
βˆΓ,ε(g(uΓ,ε))dΓ.
Applying Young’s inequality and (5.2) we find that
∥∇uε∥L∞(0,T ;L2(Ω)) + ∥βˆε(uε) + pˆi(uε)∥L∞(0,T ;L1(Ω))
+ ∥∇ΓuΓ,ε∥L∞(0,T ;L2(Γ)) + ∥βˆΓ,ε(g(uΓ,ε)) + pˆiΓ(g(uΓ,ε))∥L∞(0,T ;L1(Γ))
+ ∥∂tuε∥L2(0,T ;L2(Ω)) + ∥∂tuΓ,ε∥L2(0,T ;L2(Γ)) ≤ C.
(7.9)
Using (5.10) and a Gronwall argument we also have that
∥uε∥L∞(0,T ;L2(Ω)) + ∥uΓ,ε∥L∞(0,T ;L2(Γ)) ≤ C. (7.10)
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Second estimate. Lipschitz continuity of βε implies βε(uε) ∈ L2(0, T ;H1(Ω)), and so
testing (7.8a) with βε(uε) and simplifying with (7.8b) then yields
∫
Ω
β′ε(uε) ∣∇uε∣2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
≥0
+ ∣βε(uε)∣2 + εuεβε(uε)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
≥0
dx + ∫
Γ
α−2β′ε(uΓ,ε) ∣∇ΓuΓ,ε∣2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
≥0
dΓ
= −∫
Γ
α−1 (α−1∂tuΓ,ε + βΓ,ε(g(uΓ,ε)) + α−1εuΓ,ε + piΓ(g(uΓ,ε)) − fΓ)βε(uΓ,ε)dΓ
− ∫
Ω
(∂tuε + pi(uε) − f)βε(uε)dx.
(7.11)
Recalling the resolvent operator Jε ∶= (I − εβ)−1 is a Lipschitz operator with constant 1
and the fact that Jε(0) = 0 − εβε(0) = 0, from (5.23) and the assumption (A12) we have
∣βε(uΓ,ε)∣ ≤ C (1 + ∣Jε(uΓ,ε)∣q) ≤ C(q) (1 + ∣uΓ,ε∣q) .
A similar estimate also holds for βΓ,ε(g(uΓ,ε)), namely
∣βΓ,ε(g(uΓ,ε))∣ ≤ C(r,α, η) (1 + ∣uΓ,ε∣r) ,
and hence, the product term βΓ,ε(g(uΓ,ε))βε(uΓ,ε) can be handled as follows:
−∫
Γ
α−1βΓ,ε(g(uΓ,ε))βε(uΓ,ε)dΓ ≤ C ∫
Γ
1 + ∣uΓ,ε∣qr dΓ ≤ C (1 + ∥uΓ,ε∥qrL∞(0,T ;H1(Γ))) ≤ C,
thanks to the Sobolev embedding H1(Γ) ⊂ Ls(Γ) for any s < ∞. Then, using (7.9) and
(7.10) the right-hand side of (7.11) can be estimated by
C (1 + ∥∂tuε∥2L2(Ω) + ∥∂tuΓ,ε∥2L2(Γ) + ∥fΓ∥2L2(Γ) + ∥f∥2L2(Ω)) + 12∥βε(uε)∥2L2(Ω),
so that we obtain from (7.11) the estimate
∥βε(uε)∥L2(0,T ;L2(Ω)) ≤ C, (7.12)
and in turn via a comparison of terms in (7.8a) we have
∥∆uε∥L2(0,T ;L2(Ω)) ≤ C.
Thanks to (7.12), in viewing (7.8a) as an elliptic equation for uε with right-hand side
belonging to L2(0, T ;L2(Ω)) and Dirichlet boundary data uΓ,ε ∈ H1(Γ), by virtue of
elliptic regularity and Theorem A.1 one obtains
∥uε∥
L2(0,T ;H
3
2 (Ω))
+ ∥∂νuε∥L2(0,T ;L2(Γ)) ≤ C. (7.13)
Remark 7.1. Note that for g(s) = α−1(s−η), it may be natural to consider an assumption
of the form
D(β) ⊃D(βΓ ○ g), ∣β○(s)∣ ≤ c0 ∣β○Γ(g(s))∣ + c1 ∀s ∈ R
which is analogous to [12, (2.22)-(2.23)]. However, the above conditions may not hold
even in the case where β = βΓ. Take for example βˆ(r) = I[−1,1](r) as the indicator function
of the set [−1,1], then it is well-known that
β(r) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[0,∞) for r = 1,
0 for ∣r∣ < 1,
(−∞,0] for r = −1,
with D(β) = [−1,1],
and a short computation shows that D(β ○ g) = [−α + η,α + η] if α > 0 and D(β ○ g) =[α + η,−α + η] if α < 0. Hence, it is possible that D(β) ∩D(β ○ g) = ∅ for some values of
α and η.
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Third estimate. Testing (7.8b) with g′(uΓ,ε)βΓ,ε(g(uΓ,ε)) = α−1βΓ,ε(g(uΓ,ε)) we have
∫
Γ
α−2β′Γ,ε(uΓ,ε) ∣∇ΓuΓ,ε∣2 + ∣βΓ,ε(g(uΓ,ε))∣2 dΓ
= ∫
Γ
(fΓ −α−1∂tuΓ,ε − α−1εuΓ,ε −α∂νuε − piΓ(g(uΓ,ε)))βΓ,ε(g(uΓ,ε))dΓ. (7.14)
In light of the estimate (7.13) on ∂νuε as well as previous estimates, we obtain
∥βΓ,ε(g(uΓ,ε))∥L2(0,T ;L2(Γ)) ≤ C. (7.15)
Then, viewing (7.8b) as an elliptic equation for uΓ,ε with right-hand side belonging to
L2(0, T ;L2(Γ)), elliptic regularity yields
∥uΓ,ε∥L2(0,T ;H2(Γ)) ≤ C.
This improved regularity of the Dirichlet boundary value uΓ,ε for (7.8a) viewed as an
elliptic equation for uε then leads to
∥uε∥L2(0,T ;H2(Ω)) ≤ C. (7.16)
7.2.3 Passing to the limit ε→ 0
Owning to the uniform estimates (7.9), (7.10), (7.12)-(7.16), we deduce the existence of a
non-relabelled subsequence and limit functions (u,uΓ, ξ, ξΓ) such that
uε → u weakly-* in L
2(0, T ;H2(Ω)) ∩H1(0, T ;L2(Ω)) ∩L∞(0, T ;H1(Ω)),
uΓ,ε → uΓ weakly-* in L
2(0, T ;H2(Γ)) ∩H1(0, T ;L2(Γ)) ∩L∞(0, T ;H1(Γ)),
βε(uε)→ ξ weakly in L2(0, T ;L2(Ω)),
βΓ,ε(g(uΓ,ε))→ ξΓ weakly in L2(0, T ;L2(Γ)),
uε → u strongly in C
0([0, T ];Lq(Ω)) for q < 6,
uΓ,ε → uΓ strongly in C
0([0, T ];Lr(Γ)) for r <∞.
By (7.8c), it holds that uΓ = u∣Σ a.e. on Σ. Furthermore, by the linearity of the trace
operator and the weak convergence of uε in L
2(0, T ;H2(Ω)), it holds ∂νuε → ∂νu weakly
in L2(0, T ;H 12 (Γ)). We also obtain the assertion ξ ∈ β(u) a.e. in Q and ξΓ ∈ βΓ(g(uΓ))
thanks to the strong convergences of uε and uΓ,ε, and the affine linearity of g. Thus,
passing to the limit ε→ 0 in (7.8) leads to (3.12).
7.2.4 Further regularity
The regularity assertions
∂tu ∈ L∞(0, T ;L2(Ω)) ∩L2(0, T ;H1(Ω)), ∂tuΓ ∈ L∞(0, T ;L2(Γ)) ∩L2(0, T ;H1(Γ))
can be derived formally by differentiating (7.8a) in time, testing the resulting equation by
∂tuε, integrating by parts and simplifying with (7.8b), leading to an estimate of the form
d
dt
1
2
(∥∂tuε∥2L2(Ω) +α−2∥∂tuΓ,ε∥2L2(Γ)) + ∥∇∂tuε∥2L2(Ω) + α−2∥∇Γ∂tuΓ,ε∥2L2(Γ)
+ ∫
Ω
β′ε(uε) ∣∂tuε∣2 + ε ∣∂tuε∣2 dx + ∫
Γ
α−2β′Γ,ε(g(uΓ,ε)) ∣∂tuΓ,ε∣2 dΓ
≤ C(∥∂tuε∥2L2(Ω) + ∥∂tuΓ,ε∥2L2(Γ)) +C(∥∂tf∥2L2(Ω) + ∥∂tfΓ∥2L2(Γ)),
(7.17)
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where we used the Lipschitz continuity of pi and piΓ. Note that
∂tuε(0) ∶=∆u0 − βε(u0) − pi(u0) − εu0 + f(0),
∂tuΓ,ε(0) ∶=∆ΓuΓ,0 − α(βΓ,ε(g(uΓ,0)) − piΓ(g(uΓ,0)) − εuΓ,0) − α2∂νu0 + αfΓ(0),
where uΓ,0 ∶= u0∣Γ, are bounded uniformly in L2(Ω) and L2(Γ), respectively. Indeed,
we use the property βε(v) ⇀ β○(v) in L2(Ω) as ε → 0 for any v ∈ D(β) when viewing
β ∶ L2(Ω)→ 2L2(Ω) as a set-valued operator. Then, the boundedness assertion for ∂tuε(0)
is a consequence of the assumption (A13). A similar reasoning is applied to show the
boundedness of ∂tuΓ,ε(0). Therefore, applying (A5), the non-negativity of β′ε and β′Γ,ε and
the Gronwall inequality, we infer (formally) from (7.17) that
∥∂tuε∥L∞(0,T ;L2(Ω))∩L2(0,T ;H1(Ω)) + ∥∂tuΓ,ε∥L∞(0,T ;L2(Γ))∩L2(0,T ;H1(Γ)) ≤ C.
Returning to (7.11) we find that βε(uε) is bounded in L∞(0, T ;L2(Ω)), and we improve
the time regularity in (7.13) from L2(0, T ) to L∞(0, T ). Then, in a similar fashion, from
(7.14) we now infer that βΓ,ε(g(uΓ,ε)) is bounded in L∞(0, T ;L2(Γ)), which yields that
uΓ,ε is bounded in L
∞(0, T ;H2(Γ)) and uε is bounded in L∞(0, T ;H2(Ω)).
However, there is no indication from the proof of Lemma 7.1 that we can differentiate
(7.8a) in time, since the second time derivative of uε need not exist. To justify the above
formal computations in a rigorous way, we can employ a Faedo–Galerkin approximation
for (7.8), similar as in [12], and perform the same procedure as in Section 5.2 for the Robin
problem (1.4) at the Galerkin level. This yields an analogue of (7.17) for the Galerkin
solutions, similar to (5.12) and (5.14), so that after passing to the limit n → ∞ and
ε → 0, we obtain a strong solution (u˜, u˜Γ, ξ˜, ξ˜Γ) with the regularity as stated in Theorem
3.6. Then, in conjunction with the uniqueness of solutions to (3.6) (see Theorem 3.5),
we see that the limit solution (u˜, u˜Γ, ξ˜, ξ˜Γ) from the Faedo–Galerkin approximation must
coincide with the limit solution (u,uΓ, ξ, ξΓ) obtained in Section 7.2.3, and so it holds that(u,uΓ, ξ, ξΓ) also satisfies the regularity stated in Theorem 3.6.
7.3 Error estimates
For K > 0, let (uK , φK) denote the unique strong solution to (3.1) with corresponding
data (u0,K , φ0,K , fK , fΓ,K), and let (u,φ) denote the unique strong solution to (3.6) with
corresponding data (u0, φ0, f, fΓ). Let uˆ ∶= uK − u, φˆ ∶= φK − φ, ξˆ ∶= ξK − ξ, ξˆΓ ∶= ξΓ,K − ξΓ,
fˆ ∶= fK − f and fˆΓ ∶= fΓ,K − fΓ denote their differences and consider an arbitrary test
function ζ ∈H1(Ω). From the bulk equations we see that
∫
Ω
∂tuˆ ζ +∇uˆ ⋅ ∇ζ + ξˆ ζ + (pi(uK) − pi(u)) ζ − fˆ ζ dx − ∫
Γ
∂ν uˆ ζ dΓ = 0, (7.18)
and from the surface equations we obtain for an arbitrary test function θ ∈H1(Γ),
∫
Γ
1
α
(∂tφˆ θ +∇Γφˆ ⋅ ∇Γθ + ξˆΓ θ + (piΓ(φK) − piΓ(φ))θ − fˆΓ θ) + ∂ν uˆ θ dΓ = 0. (7.19)
Using the fact that u∣Σ = h(φ) = αφ + η, a short calculation shows that
∂ν uˆ = ∂ν(uK − u) = 1
K
(h(φK) − uK) − ∂νu = 1
K
(αφˆ − uˆ) − ∂νu.
30
Substituting the above into (7.18) and (7.19), then substituting ζ = uˆ and θ = αφˆ and
adding the two equalities leads to
1
2
d
dt
(∥uˆ∥2L2(Ω) + ∥φˆ∥2L2(Γ)) + ∥∇uˆ∥2L2(Ω) + ∥∇Γφˆ∥2L2(Γ) + 1K ∥αφˆ − uˆ∥2L2(Γ)
≤ Lpi∥uˆ∥2L2(Ω) +LpiΓ∥φˆ∥2L2(Γ) + ∥fˆ∥L2(Ω)∥uˆ∥L2(Ω) + ∥fˆΓ∥L2(Γ)∥φˆ∥L2(Γ)
+ ∥∂νu∥L2(Γ)∥αφˆ − uˆ∥L2(Γ),
(7.20)
where we have used the monotonicity of β and βΓ, and the Lipschitz continuity of pi and
piΓ. Using Young’s inequality, the right-hand side of (7.20) can be estimated by
1
2K
∥αφˆ − uˆ∥2L2(Γ) + K2 ∥∂νu∥2L2(Γ)
+ 1
2
((2Lpi + 1)∥uˆ∥2L2(Ω) + (2LpiΓ + 1)∥φˆ∥2L2(Γ) + ∥fˆ∥2L2(Ω) + ∥fˆΓ∥2L2(Γ)) ,
so that by Gronwall’s inequality, we have
∥uˆ∥2L∞(0,T ;L2(Ω))∩L2(0,T ;H1(Ω)) + ∥φˆ∥2L∞(0,T ;L2(Γ))∩L2(0,T ;H1(Γ)) + 1K ∥αφˆ − uˆ∥2L2(Σ)
≤ C (∥fˆ∥2L2(Q) + ∥fˆΓ∥2L2(Σ) + ∥uˆ0∥2L2(Ω) + ∥φˆ0∥2L2(Γ) +K∥∂νu∥2L2(Γ)) ,
which is the inequality (3.13).
A Trace theorem and elliptic regularity
For the convenience of the reader, in this section we state the results of the trace theo-
rem [9, Theorem 2.27, p. 1.64] we use to deduce that the normal derivative belongs to
L2(0, T ;L2(Γ)) and the elliptic regularity result [9, Theorem 3.2, p. 1.79] which we have
used extensively in this work.
Theorem A.1 ([9, Theorem 2.27]). Let Ω be a smooth domain or a half space with
boundary Γ, and let A be an elliptic operator of the form
Av = −
d
∑
i,j=1
∂xj(aij∂xiv) +
d
∑
i=1
bi∂xiv −
d
∑
i=1
∂xi(civ) + dv (A.1)
with coefficients aij, bi, ci, d ∈ C∞(Ω) and the matrix (aij)1≤i,j≤d is positive-definite uni-
formly in x ∈ Ω. Consider the space defined with the graph norm
W
s,p
A,k
(Ω) ∶= {v ∈W s,p(Ω) ∶ Av ∈W −2+k+ 1p ,p(Ω)} for k = 0,1.
Then, for s ∈ R, 1 < p <∞ and either p = 2 or s − 1
p
∉ Z, there exist unique operators
γ0 ∈ L(W s,pA,0(Ω) ; W s− 1p ,p(Γ)), and γA ∈ L(W s,pA,1(Ω) ; W s−1− 1p ,p(Γ))
such that γ0v = v∣Γ and γAv = ∂v∂νA ∣Γ ∶= (∑di,j=1 aijνj∂xiv +∑di=1 ciνjv)∣Γ for all v ∈ C∞(Ω) ∩
W
s,p
A,j
(Ω). Furthermore, there exists an operator
R ∈ L(W s− 1p ,p(Γ) ×W s−1− 1p ,p(Γ) ; W s,pA,1(Ω))
such that γ0R(g0, g1) = g0 and γAR(g0, g1) = g1 for all gk ∈W s−k− 1p ,p(Γ) for k = 0,1.
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For our purpose in the proof of Lemma 7.2, we employ Theorem A.1 with aij = δij ,
bi = ci = d = 0, s = 32 , p = 2 and k = 1 with uε ∈ L
∞(0, T ;H 32 (Ω)) and ∆uε ∈ L2(0, T ;L2(Ω))
to deduce that γAuε = ∂νuε belongs to L2(0, T ;L2(Γ)).
Theorem A.2 ([9, Theorem 3.2]). Let Ω be a smooth and bounded domain with boundary
Γ, and let A be a uniformly elliptic operator of the form (A.1). Assume u is a distributional
solution to the equation Au = f in Ω with one of the following boundary conditions
u∣Γ = g0 or ∂u
∂νA
∣Γ = g1.
Assume r, t, s ∈ R, 1 < p < ∞, and either p = 2 or s − 1
p
∉ Z, and let f ∈ W r,p(Ω). If
g0 ∈W t,p(Γ), r + 2 ≥ 1p and s =min(r + 2, t+ 1p), then the solution u belongs to W s,p(Ω). If
g1 ∈W t,p(Γ), r+1 ≥ 1p and s =min(r+2, t+1+ 1p), then the solution u belongs to W s,p(Ω).
In both cases we have the estimate
∥u∥W s,p(Ω) ≤ C(∥f∥W r,p(Ω) + ∥gj∥W t,p(Γ)) for j = 0,1,
with a constant C not depending on f and gj .
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