ABSTRACT: Software Defined Networking (SDN) is a new network architecture. One of its components is the controller, which is the intelligent part of SDN. Many controllers such as Floodlight, OpenDaylight, Maestro, NOX, POX, and others have been released. The question is which controller can perform better in which situations. Many works have been done to compare these controllers with respect to architecture, efficiency, and controllers' features. In this paper, an evaluation based on some network QoS parameters is done. Two of the most popular controllers, Floodlight and OpenDaylight are compared in terms of delay and loss in different topologies and network loads. This paper can help researchers to choose the best controller in different use cases such as clouds and multimedia. The results, with a 95% confidence interval, show that OpenDaylight outperforms Floodlight in low loaded networks and also for tree topologies in midloaded networks in terms of latency. Floodlight can outperform OpenDaylight in heavily loaded networks for tree topologies in terms of packet loss, and in linear topologies in terms of latency. There is no significant difference in performance of Floodlight and OpenDaylight controllers in other cases.
INTRODUCTION
The idea of programmable networks was introduced to meet the challenges that were faced by traditional networks and to facilitate network evolution. As a result, Software Defined Networking (SDN) is a new paradigm that revolutionized traditional network architecture [1] . Actually, SDN is a framework for automatically controlling large devices, services, topologies, traffic paths, policies, and APIs in a network [1] . The main idea of SDN is related to the physical separation of two parts of the networks: the control plane and data plane. The control plane is separated from the data plane and is moved to a centralized server called the controller. This decoupling abstracts infrastructure from applications and causes flexibility, programmability, cost efficiency, and novel network architecture. In this case, the main role of a controller is to set up rules or make decisions for packets and the main role of data plane is to direct or forward packets based on the rules coming from controller. The controller is the intelligent part of network and the data plane is the slave to the controller's orders. Southbound and northbound interfaces are two other components in a software defined network. A southbound interface connects switches (data plane) to the controller and a northbound interface offers APIs for network controlling and services [2] . One of the most famous implementations of the southbound interface is OpenFlow [3] protocol. According to [3, 4] OpenFlow is an open interface that is used to control the forwarding tables remotely in switches, routers, and access points. Many controllers are developed based on OpenFlow such as POX [5] , NOX [6] , Beacon [7] , OpenDaylight [8] , Floodlight [9] and so many others. Choosing the best controller can be problematic for network administrators and researchers. There are existing works to compare controllers in architectural and efficiency aspects such as scalability and availability, and also from the feature parameters viewpoint such as productivity, language, and Interface and platform support. In this paper, two common controllers, Floodlight and OpenDaylight, are compared to each other using Mininet [10] , an SDN emulator, in terms of QoS parameters such as delay and loss. The comparison is done for different topologies and network loads. The results can help to choose the best controller for networks that have QoS requirements, such as networks that carry multimedia traffic, or for other special use cases, such as datacenters and clouds.
The rest of this paper is organized as follows: In Section 2 related works are presented. Section 3 introduces the controllers that are compared in this paper. There is also a short introduction to Mininet and its supported topologies in this section. Emulation and analysis are presented in Section 4. The motivation for this, and future, works are discussed in Section 5. Finally, Section 6 concludes the paper.
RELATED WORKS
In recent years, many works have been done to compare SDN controllers, a review of some of which is presented in this section. In [11] , four open-source OpenFlow controllers including NOX, Beacon, Maestro, and Floodlight, were compared from architectural aspects, on a shared memory multi-core machine. Four key performance bottlenecks are considered, including multi-core support, switch partitioning, packet batching, and task batching. Architectural designs, including static switch partitioning and static batching are employed by Beacon, NOX-MT, and Floodlight, while shared-queue and adaptivebatching are employed by Maestro. The performance evaluation results show that static switch partitioning and packet batching designs are best for controllers in high throughput networks. Packet batching and task batching designs are good for controllers with delaysensitive control plane applications. The results also show that sending control messages out individually can improve the latency performance. Based on these results, a controller was proposed whose performance was better than the compared controllers.
In [12] , five controllers named POX, Ryu, Trema, Floodlight, and OpenDaylight are compared to each other. According to Khondoker et al. [12] , choosing a controller is a Multi-Criteria Decision Making (MCDM) problem because several properties of a controller are important for users. The authors chose an Analytic Hierarchy Process (AHP) in management science because of pair-wise prioritization and an integrated consistency checking mechanism [12] Al-Somaidai and Yahya [14] discussed five different versions of OpenFlow switch standard including 1.0, 1.1, 1.2, 1.3 and 1.4, four different platforms for simulation and emulation of SDN including Mininet, EstiNet, NS-3 and Trema, seven types of controllers including NOX, POX, Floodlight, OpenDaylight, Ryu, Mul and Beacon, and also different switch software and tools. They mentioned floodlight and OpenDaylight as the controllers with good documentation and flexibility.
Kaur et al. [15] used POX controller and Mininet to emulate a SDN and verified the behavior of network applications in POX. Also, the top five controllers including POX, Ryu, Trema, Floodlight, and OpenDaylight were compared to each other with six features including language support, OpenFlow support, being open-source, having a GUI and REST API, and also platform support.
Govindraj et al. [16] stated that in the comparison of different switches, OpenFlow based switching provides load balancing and reduces bandwidth wastage (due to use of the loop-free topology), so that this kind of switch has better utilization in data centers and enterprises. They also concluded that the usability of OpenFlow can be increased. Several other comprehensive SDN surveys [17] [18] [19] are available.
FLOODLIGHT, OPENDAYLIGHT AND MININET
As presented in section 2, many works have been done to compare SDN controllers. Among the controllers, Floodlight and OpenDaylight were two controllers with closely similar results. Also recently, these controllers were the focus of more research and papers than other controllers, especially in Cloud computing, QoS, and Multimedia fields. The performance of these controllers were compared in terms of network QoS parameters using Mininet. In this section, Floodlight and OpenDaylight are reviewed and also a short introduction to Mininet is presented.
Floodlight
This controller is based on the Beacon controller from Stanford University and works with physical and virtual OpenFlow switches. Some of the features of this controller are as follows: apache-licensed, Java-based (non-OSGI), modular, event-driven, asynchronous application framework, thread-based, and using a synchronized lock. Components of this controller are topology management, use for discovery of both OpenFlow and nonOpenFlow endpoints (LLDP), device management including MAC and IP tracking, path computation, infrastructure for web access which is used for management, counter store used for OpenFlow, BigDB (NoSQL, Cassandra-based database) and Quantum plug-in that causes interoperation with element agents supporting OpenFlow. These components are loadable services; and Floodlight Provider is the core module that handles inputs and outputs receives from and sends to switches. This module also translates OpenFlow messages into Floodlight events. There are REST APIs in controller for getting and setting the controller's state, event notification systems, and passing emitted events by Java Event Listeners. Floodlight also has sample applications including learning switch, hub application and static flow pusher, Firewall and load balancer [9] .
OpenDaylight
In 2013, the OpenDaylight Project consortium was formed as a Linux Foundation project. This controller creates a de facto northbound API standard so that different southbound protocols, like OpenFlow, I2RS, and NETCONF can be programmed. Some of the features of this controller are as follows: Java-based (OSGI), modular, pluggable and supporting of multiple southbound protocols. OpenDaylight supports the programming of a bidirectional REST and OSGI framework that supports applications running in the same address space as the controller. Internal and external requests for services will be mapped by a service abstraction layer to the appropriate southbound plugin and a basic service abstraction that higher-level services are built upon, will be provided; this feature depends on the capabilities of the plug-ins. Topology abstraction and discovery, PCE-P (and CSPF), OpenFlow, I2RS (as it evolves), and NETCONF are other built-in services within in OpenDaylight [8] . According to [8, 9, 12] a comparison of these two controllers is done and shown in Table 1 .
Mininet
Mininet is a network emulator, which has been used by developers, teachers, and researchers to create virtual networks and SDN implementation. It was developed by the Mininet Team to run controllers, switches, and hosts in a virtual network on a single machine. The default topology in Mininet consists of an OpenFlow kernel switch connected to two hosts and an OpenFlow controller. Hosts on Mininet are able to run underlying Linux and file system commands [10] . For example, "ipref" parses bandwidth between a client and server and "topo" makes topologies with the Python API for custom virtual networks. There are also three predefined common topologies in Mininet which are presented in Fig. 1 : single, linear, and tree. A single topology has 1 controller, 1 switch, and a definable number of hosts. A linear topology has serial connections with definable number of switches and hosts. A tree topology consists of multiple topology levels with a definable number of levels (depth and fan-out). Remote controllers also can be used in Mininet. Therefore, a virtual network will be connecting to any remote controller in VM, local machine, or anywhere else. Some other advantages of using Mininet are system-level regression test supporting, complex topology testing and CLI which is topology-aware and OpenFlow-aware. Developed code for an OpenFlow controller, modified switch, or host on Mininet, can move to a real system with minimal deployment. So a network design in Mininet can usually move directly to hardware switches for line-rate packet forwarding [10] .
Medium

Mailing list activity
Very high Medium
Handling mixed noneOpenFlow and OpenFlow networks
Yes Yes
Installation
Very easy Easy
Loop supporting
PERFORMANCE EVALUATION
All network instances were installed and implemented on Ubuntu 14.0.4 with 4 GB RAM. Native installation from Source on Ubuntu is considered for Mininet installation. Floodlight and OpenDaylight both supports OpenFlow version 1.3. OpenVswitch 2.0.1 with link status of up to 10 Mbps FDX is used as OpenFlow switches. Number of switches and hosts considered for each topology is shown in Table 2 . Three different scenarios for each topology are considered. In the first scenario, no cross traffic was generated; while in the second scenario, nearly half of the bandwidth was cross traffic; and in third scenario, almost the whole bandwidth was filled with cross traffic. Each scenario was repeated 10 times. To have a near-real experience, the production of some cross traffic was based on different rates of YouTube video transmission for H264 [20] and Skype video conferencing [21] . Other cross traffic production was on a random basis to simulate any other traffic which can exist in a network. Tree (depth=3 , fan-out=2) 7 8 The general network QoS parameters are:
 Latency: Also known as delay, is the amount of time that it takes for a packet to travel along the network from source to destination.  Jitter: The variation of latency.  Loss: The percentage of packets that failed to reach their destination. Packet loss ratio is measured in percentage of total packets as in Eq. (1).
 Throughput: The ability of network to carry a volume of data over a unit of time [22] .
Throughput is related to network bandwidth (which is 10 Mbps in all scenarios of this paper) and loss ratio. Jitter can also be calculated using latency values. Hence, the other two network QoS parameters are considered for evaluating controllers.
Since, each scenario was repeated 10 times (less than 30), so the table should be used for confidence interval calculation. Mean difference ( ̅ ) was calculated and then a 95% Confidence Interval (with a confidence level of α=0.05) of mean difference was determined by use of Eq. (2), where (1 -α/2) is 0.97 and the freedom degree (n -1) is 9; so based on the table, t[0.97, 9] should be used. If the CI range includes zero, it means that two controllers have the same performance [23] . Tables 3 to 5 show the latency in each scenario. The exact comparison of these two controllers with 95% confidence intervals, are also shown in the last row of each table. In all topologies, latency of a specific flow between host 1 and host 8 is measured. There is no packet loss in first and second scenarios. According to Table 3 , maximum latencies in all three topologies belong to Floodlight, but there is no significant difference between the results for minimum latency. Maximum latency in Table 3 is related to the first packet received by switch which has no entry in its forwarding table for the flow. It is noticeable that maximum latency in Floodlight is much more than OpenDaylight, it means that Floodlight needs more time to find the route and send a decision for newly arriving flows. As the average latencies and their 95% confidence intervals in Table 3 show, networks that use Floodlight as their controller have more latency while the traffic is low.
Besides the actual function of each controller among a solitude network, Floodlight and OpenDaylight must be responsible against a populated network. A traffic generator is used to generate large traffic (5 Mbps for mid loaded network and about 10 Mbps for high loaded network). Unlike the fact that the maximum latency in Table 3 is related to finding an action for the first packet by the Floodlight and OpenDaylight controllers, the maximum latency measurement in Table 4 and Table 5 is about a time that network traffic is high. According to Table 4 , for mid loaded networks, in single and linear topologies, with 95% confidence intervals there is no difference in the latency results for Floodlight and OpenDaylight and both act the same because their CI of average latencies difference, includes zero. In a more complicated topology (tree topology), the network with the OpenDaylight controller has less latency. For the heavily loaded network, according to Table 5 , there is no significant difference in single and tree topologies, while in linear topology, Floodlight achieves less latency and acts faster. It is also noticeable that packet loss happened only in the heavy loaded network and there is no packet loss in low and mid load networks. The loss in heavy network happened at time when bandwidth was becoming full and caused congestion. The packet loss results are shown in Table 6 . 
MOTIVATION AND FUTURE WORKS
Recently SDN has attracted researchers' attention as an emerging network architecture that can resolve today's network issues in different cases such as multimedia QoS and cloud and datacenter management. Many papers and research for different use cases has been done using different controllers, among them OpenDaylight and Floodlight were the most popular controllers. Despite this research, there is still a question of which controller can perform better in which situations or use cases. According to features listed in Table 1 it is difficult to decide which controller is really better unless one exact feature, such as supporting non-OpenFlow southbound interfaces, is needed. Therefore, in this paper, these two controllers were compared in terms of network parameters like latency and loss. The comparison was done in three kinds of topology and different network loads. As Table 7 shows, the results can be summarized as bellow:
(a) OpenDaylight can perform better in networks with low load for any kinds of topology.
(b) Both controllers act the same while the network load is about 50% of actual bandwidth, except for the tree topology where OpenDaylight outperforms Floodlight.
(c) For networks with heavy traffic, OpenDaylight outperforms Floodlight only in the single topology because of its better performance in terms of loss.
(d) For networks with heavy traffic, Floodlight can have a better performance than OpenDaylight for linear and tree topologies due to less latency and loss.
(e) OpenDaylight is a better choice for single topologies with various network loads.
(f) Floodlight is a better choice for linear topologies with various network loads.
(g) Floodlight is a better choice for tree topologies with heavy network loads and traffic sensitive to loss, such as video and voice.
(h) OpenDaylight is a better choice for tree topologies with various network loads except for traffic that is sensitive to loss.
According to these results, one can choose the best controller based on the network's features. For example, in data centers and clouds, tree topologies are used. According to (g) and (h) results which are about the performance of controllers in tree topology, OpenDaylight can be a better choice if a module/service for improving its performance in terms of loss being added to it. In another case, Floodlight can be the best controller if a QoS module for improving latency is added to it.
For future work, the number of switches each controller can manage at the same time in different network loads will be tested. The future results, alongside this paper's results and other features of the controllers, can help to make an optimized decision for choosing the best controller.
CONCLUSION
Floodlight and OpenDaylight are two common controllers among SDN controllers. Each of these two controllers is modular and could be programmed for new network services. They are both open-source with support Java language. There are also some differences between Floodlight and OpenDaylight. Floodlight has a Java-based user interface while OpenDaylight supports non-OpenFlow control protocols and provides an abstraction layer, above south-bound protocols. There are works done to compare controllers in architectural and efficiency aspects such as scalability and availability and also from the feature point of view. In this paper, network latency and packet loss for Floodlight and OpenDaylight are measured in Single, linear and tree topologies, in various traffic loads. The results with 95% confidence interval show that the controllers have a competitive behavior. There are situations where both controllers perform the same. There are situations where networks with OpenDaylight have better latency, such as in tree topology for a network with half of bandwidth traffic, while floodlight can outperform OpenDaylight in terms of packet loss in heavy loaded network in tree topology. Comparing of these two controllers in more complicated topologies and with respect to the number of switches they can manage is considered for future work.
