The asymptotic behaviour of many locally branching epidemic models can, at least to first order, be deduced from the limit theory of two branching processes. The first is the 'Whittle' branching approximation to the early stages of the epidemic, the phase in which approximately exponential growth takes place. The second is the 'susceptibility', or backward branching process, that approximates the contact history that would lead to an individual becoming infected. The simplest coupling arguments for demonstrating the closeness of the branching process approximations do not keep the processes identical for quite long enough, so that arguments showing that the differences are unimportant are also needed. In this paper, we show that, in some models, couplings can be constructed that are sufficiently accurate for this extra step to be dispensed with.
Introduction
Stochastic epidemic modelling is one of the classical fields of applied probability. Originally, papers on the subject appeared in a wide variety of journals. McKendrick's 1925 paper in the Proceedings of the Royal Society of Edinburgh and Greenwood's 1931 paper in the Journal of Hygiene were early instances, and the seminal papers of Bartlett (1949) and Bailey (1953) appeared in the Journal of the Royal Statistical Society B and Biometrika, respectively. However, since the Journal of Applied Probability was founded in 1964, such articles have had a natural home. Two notable examples are Sellke's (1983) paper, in which an ingenious new construction of the Markovian SIR epidemic model was introduced, and Ball's (1983) coupling, in which a sequence of epidemic processes and a branching process are constructed together on the same probability space, in such a way that their paths are all identical during their early development.
The topic of this paper is directly concerned with two classical results that have strongly influenced the development of epidemic modelling. One is Whittle's (1955) birth and death approximation to the early stages of the Markovian SIR epidemic model, the precursor to Ball's coupling idea, and the second is Kendall's (1956) recognition of the solution to Kermack and McKendrick's (1927) differential equations as an approximation to the paths of the Markovian SIR epidemic, once the initial phase has come to an end. In a recent paper, Chatterjee & Durrett (2011) studied the Aldous (2012) gossip process, which can be interpreted as a Markovian SI epidemic that spreads deterministically locally in space, but also allows for occasional random long range contacts. They showed that the development of the proportion of space infected can be described in an entirely similar way, with an initial branching phase followed by an almost deterministic progression. Barbour & Reinert (2013a) used an approach that they had developed for the analysis of certain small world stochastic networks to extend this result to much more general gossip processes. Their method involves only branching process approximations and asymptotics, and they were able to identify the (otherwise mysterious) expression for the deterministic curve in terms of the Laplace transform of the distribution of the limiting random variable W for a branching process backwards in time -in this case, having the same distribution as that used for approximating the initial stages of the process. In a subsequent paper, Barbour & Reinert (2013b) , they extended their approach to quite general SIR models, with no Markovian assumption; here, the backward and forward branching processes may have different distributions, but the mean measures of the offspring point processes are the same for both. Analogous results for the mean path have recently been independently obtained for the somewhat simpler first passage percolation model by Bhamidi et. al. (2012) .
Suppose that an epidemic spreads from an initial infective in a population of large size N . The idea of the method is roughly as follows. A given individual K has been infected by time 2t+s only if it was infected within time t+s by some individual that was infected by the initial infective within time t. The number of individuals that is infected by the initial infective within time t = t N can be well approximated using a branching process, if t N is not too large, and the same is true of the number of individuals who would infect K within time t N + s, for the same choice of t N , though the branching processes may be different. The probability that these two sets of individuals share a common member is then given by a hypergeometric probability, if all individuals are equivalent with respect to contact probability (homogeneous mixing), and, if t N is correctly specified, this probability is asymptotically non-trivial. As it happens, t N should be chosen in such a way that the mean number of individuals in (either) branching process at time t N is about √ N ; if λ is the Malthusian parameter (it is the same for both branching processes), take t N = (1/2λ) log N . For this choice, there are about c f W f √ N individuals currently infected at time t N , and the set of individuals who would infect K within a further time t N + s has size about C b W b √ N e λs ; here, W f and W b are limiting random variables for the forward and backward branching processes, respectively, and c f and C b are the constants appropriate for the asymptotics of the number currently alive in the forward branching process and the number that have so far been born in the backward branching process, respectively. Conditional on W f and W b , the hypergeometric probability is then
Hence the expectation of the proportion Π(2t N + s) of individuals that have not been infected by time 2t N + s, given the initial development up to time t N , which is the same as the conditional probability that a randomly chosen K is not infected, is close to
where ψ B (v) := E{e −vW b } and s B (u) := ψ B (e λu ). By a similar argument, the expectation of {Π(2t N + s)} 2 is the same as the probability that two independently and uniformly chosen individuals K and K ′ are uninfected at time 2t N + s, and this in turn is close to
because the numbers of individuals who would infect K and K ′ within time t N + s are close to being independent. But this implies that the conditional variance of Π(2t N + s) is small, and hence that Π(2t N + s) is asymptotically close to its conditional expectation, given the development up to time t N . Note that the determination of the constant c f C b appearing in the approximation actually requires a more careful argument than has been presented in this sketch.
One of the technical difficulties in carrying through this argument precisely is that the branching process coupling, using Ball's (1983) method, may well fail before time t N . Then it is necessary to control the effects of 'ghosts', individuals that are present in the branching process, but not in the epidemic. There are not many of them, but showing that their influence is small typically requires a disproportionate effort. Here, we use the fact that, for some epidemic models at least, there is a way of coupling the branching and epidemic processes that has asymptotically small failure probability for times even longer than the choice of t N above. This greatly reduces the detailed estimates required in the proof. The couplings that we shall use are those introduced in Barbour & Utev (2004) and in Barbour (2010).
The Reed-Frost epidemic process
The Reed-Frost epidemic process is a chain binomial model, defined by the following stochastic recursion. For given S 0 and I 0 , the numbers of susceptibles S n and infectives I n at time n satisfy
Here, q := 1−p, with p representing the probability that a contact occurs between a given pair of individuals during a single time unit. If I n = 0 for some n, then S n+j = S n for all j ≥ 0; the epidemic has terminated. Note also that S n = S 0 − ∑ n l=1 I l , so that the path of the process is determined by the values of (I n , n ≥ 0). We shall be interested in situations in which the total population N = S 0 + I 0 is large, and we suppose for definiteness that p = p N = m/(N − 1) for some fixed m, the mean number of contacts that an individual makes in one time unit.
Our main theorem, stated precisely in Theorem 2.3 below, shows that, with high probability when N is large, the proportion of susceptibles N −1 S R(N )+r stays close to the points s(u N + V N + r) on a fixed continuous, decreasing curve s, for all r ∈ Z.
Here, R(N ) ∼ log N/ log m, the values u N are uniformly bounded, and V N is a random variable that depends only on the early evolution of the epidemic process, and converges in distribution as N → ∞ to a non-trivial limit W . The distribution of W and the function s can both be deduced from the branching process Z = (Z n , n ≥ 0) with offspring distribution Po (m). Thus the 'epidemic curve' described by the proportion of susceptibles is fixed, but it is traversed in discrete time steps, and with a random time shift.
Our proof of the theorem makes use of the following coupling inequality, that is central to the argument. We show that the Reed-Frost epidemic process can be coupled to Z, if we take Z 0 = I 0 , in such a way that
We use (2.2), with n(N ) chosen such that m n(N ) ≍ N 7/12 , to justify using the branching process for calculations about the epidemic process up to the time when (if ever) about N 7/12 individuals have been infected. Because we can do this accurately for so long, we never have to cope with the 'ghosts' alluded to in the Introduction.
We begin with a Poisson approximation lemma. 
Lemma 2.1 For M ≥ s and i in Z + and for
and that
For the final simplification, note that the result is trivial for i = 0, and that, for i ≥ 1 and
and
from which the last part follows.
We now couple a branching process Z with offspring distribution Po (M p) to the process of infectious individuals I in the Reed-Frost epidemic, where M ≥ S 0 . Lemma 2.1 is used to compare the stochastic recursion (2.1) to the recursion
for the branching process.
Lemma 2.2
If M ≥ S 0 , then the Reed-Frost process of (2.1) with S 0 + I 0 = N and the branching process Z with offspring distribution Po (M p), both starting with Z 0 = I 0 , can be coupled so that Z n = I n , 0 ≤ n ≤ n 0 , with probability of failure at most 
and that I n = Z n . Comparing the recursions (2.1) and (2.3), noting that M − S n ≥ I n and using Lemma 2.1, it follows that Z n+1 and I n+1 can be coupled in such a way that
Write m := M p, and note that, for the martingale W n := m −n Z n with limit W , we have
Hence Z n and I n can be coupled exactly for 1 ≤ n ≤ n 0 with failure probability at most
Note that Lemma 2.2 establishes (2.2).
Now let I 0 be fixed, and take
Define n f (N ) := n 7/12 (N, I 0 ) and n b (N ) := n 5/12 (N, 1), and define θ f (N ) and θ b (N ) correspondingly. Note that n b (N ) is the time for which we couple the susceptibility process for a single individual to the backward branching process, so that the initial number here is always 1. Then, by Lemma 2.2, the branching process Z with Z 0 = I 0 and with offspring distribution Po (m) can be coupled exactly to the process I of infectives for n f (N ) steps with failure probability at most of order O(N −1/8 ). For the main theorem of this section, we condition on the values of Z n for n ≤ n f (N ), denoting this information by F 0 . We establish the almost deterministic development from time n f (N ) onwards only on an event in F 0 of asymptotically high probability. We let C N denote the event that the coupling up to time n f (N ) is successful, and set A (1)
We then set A *
N . The probability of A * N is close to the probability 1 − q I 0 of non-extinction of the branching process Z, starting with I 0 individuals. The probability of a small epidemic, when the proportion of susceptibles always stays near 1, is close to q I 0 .
Theorem 2.3 For the Reed-Frost epidemic process as defined above, and for any
where
Proof: As outlined in the introduction, for K a uniformly distributed element of [N ] := {1, 2, . . . , N },
where B n f (N )−1 denotes the set of indices randomly assigned to the B n f (N )−1 individuals infected before time n f (N ), Z n f (N ) those assigned to the Z n f (N ) infected individuals at time n f (N ), S l those assigned to individuals uninfected at time l and U n b (N )+r those assigned to individuals who would contact K within an elapsed time of
, since it has already been infected before time n f (N ). If not, then no member of U n b (N )+r can belong to B n f (N )−1 unless there is also a member of U n b (N )+r that belongs to Z n f (N ) , because all individuals directly in contact with
where P (n, m 1 , m 2 ) denotes the hypergeometric probability that two independently chosen uniform random subsets of 
N , if r is such that m r ≤ N 1/12 ; we write B l to denote
N , it follows from (2.6), and by taking expectation with respect to U n b (N )+r in (2.7), that 
Similarly, also using (2.4) with I 0 = 1,
so that, in the same range of r,
Thus we conclude that, for |r log m| ≤ (1/12) log N ,
. Combining (2.11) and (2.12), it follows that 13) where ) can be replaced by W using (2.4) once more, without change to the order of the error.
It remains to examine Var
N }. As above, we can write
N }, (2.14) for two points K (1) and K (2) chosen independently and uniformly from [N ] . Once again, only the event E n b (N )+r being known, is the hypergeometric probability
N . Taking expectations, it follows that
But then, given the sizes U (i)
n b (N )+r and that the two sets do not intersect, we have
and, on A 
and taking expectations, and noting the independence of B (1) and B (2) , this gives
which in turn implies the same estimate for the probability without conditioning on E
N . This, in view of (2.14) and (2.8), shows that Var
N } is of order O(N −1/12 ), for any fixed r. The extension to the supremum over r is almost immediate, because both functions in the approximation are bounded and decreasing. The function s(u) decreases smoothly from 1 to the extinction probability q of the branching process Z, so that, for any ε > 0, there are values a ε < b ε such that s(a ε ) = 1 − ε/2 and s(b ε ) = ε/2. Hence, given the value of W n f (N ) , there are no more than (b ε − a ε ) + 3 values of r such that
We have proved ε/2-approximation with high probability at each of these points, for N large enough, provided always that, for each of them, |r| log m ≤ (1/12) log N , and this is also the case, for N large enough, if | log W n f (N ) | ≤ (1/24) log N . The ε-approximation for values of r outside this range then follows by monotonicity.
The statement of the theorem is complicated by the fact that the process is significantly discrete in the range in which important change in the proportion of susceptibles takes place. The underlying function s is the same for each N , but it is observed only at arguments lying on a lattice of span 1. The position of this lattice on the line is random, depending on the value taken by the limiting branching random variable W relevant to the early development of the process. There is also a deterministic offset log c N / log m, which varies with N , and is again a feature of the discrete generation structure in the process.
To interpret the function s, note that writing s n := N −1 S n in (2.1) gives the large N approximation
On the other hand, the Laplace transform ψ of the branching process limiting random (1−z) , so that, for any c ∈ R,
and this gives
m(s(n−1+c)−s(n+c))
) , which, with s(r + c) replaced by s r , recovers (2.15) with equality.
The Markovian SIR epidemic process
The second example is the Markovian SIR epidemic process, formulated by Bartlett (1949) . The process is a continuous time pure jump Markov process 
where α is the per capita contact rate of an infective, and µ is the recovery rate. We shall think of N as being large, and take I 0 to be fixed; we shall also assume that α > µ, so that the chance of a significant epidemic is not small. Then it has long been understood that (S N , I N ) can be approximated by an initial birth and death phase, the Whittle (1955) approximation, until the random time τ N := τ γ N at which the number of infectives has reached some chosen power N γ of N , for some suitable 0 < γ < 1. After this, the development of N −1 (S N (t), I N (t)) is well described by the solution of the differential equations
. We now illustrate how our approach can be used to justify these approximations, with γ = 7/12; the formal statement is given in Theorem 3.4. As in the previous section, a key ingredient in the proof is the accurate coupling of the epidemic and branching processes until the first time (if ever) that there are N γ infectives, where 1/2 < γ < 2/3. A more detailed description of the final phase, when I N (t) falls below N γ again, can also be undertaken if, for instance, the distribution of the time until the epidemic finally dies out is of interest: see Barbour (1975) .
The initial branching approximation is made using the process (S * 
Proof:
The proof can be carried out along exactly the same lines as the Radon-Nikodym argument in Theorem 3.1 of Barbour (2010), though much more simply, to arrive at the statement
for any m ∈ Z + , where T m denotes the time of the m-th jump, and C is a constant. However, because the jump chain of I * is a simple random walk, its position after m jumps can be written as The backward (susceptibility) process is more delicate. Suppose that the set of individuals born up to time τ γ N in the epidemic is denoted by B N , for the fixed value γ = γ 0 := 7/12, and write B N := |B N |, which is also equal to B * (τ γ 0 N ), if the coupling is successful. Consider the susceptibility process for an individual K 0 / ∈ B N . Then the probability that it would be infected by any other individual K ′ / ∈ B N , if that individual were ever infected, is α/ (N µ + α) . This is the probability that a contact would take place before the end of K ′ 's infectious period, when the contact rate is α/N and the infectious period has the Exp (µ) distribution. Conditional on this unlikely event, the distribution of the time to infection is Exp (µ + α/N ). Thus the 'offspring' point process of K 0 in its susceptibility process is a sum of N − B N − 1 independent point processes, each of which has no point with probability N µ/ (N µ + α) , and a single point with position having the Exp (µ + α/N ) distribution on the complementary event. By the Poisson approximation to the binomial, this process differs from a Poisson process with intensity ρ N αe −(µ+α/N )u at u ∈ R + only on an event of probability of order O(N −1 ); here, ρ N := 1 − (B N + 1)/N . Now consider the offspring of the (n + 1)'st individual K n of the susceptibility process, in order of 'birth' time. There are n individuals, including K 0 , that have already been considered, and they have had U n offspring, say. The probability of any one of these contacting K n is of order (n + U n )/N . The remaining individuals in [N ] \ B N are such that their Exp (µ)-distributed infectious periods were shorter than the independent and Exp (α/N )-distributed times to the first points in the infection processes along the links from them to individuals K 0 , K 1 , . . . , K n−1 . As a result, the probability of such a K ′ infecting K n is now α/(N µ + (n + 1)α), and, should it do so, the distribution of the time until infection is Exp (µ + (n + 1)α/N ). Hence, except on an event of probability of order O(N −1 (n + U n )), the offspring point process for K n has the distribution of a Poisson process with intensity ρ N αe −(µ+(n+1)α/N )u on R + . We now show that a Poisson process with this intensity can be replaced by one with intensity ρ N αe −µu , with only a small error probability, and then that the branching process with this distribution for the offspring point processes differs from that with intensity αe −µu du only on an event of small probability, over a suitable length of time. Since we only need to follow the processes until about N 5/12 births have occurred, the cumulative probabilites can be shown to be small. 
Proof: The processes Π and Ξ each have a.s. only finitely many points. The likelihood of a realization of Π with k points at times
where s k := t 1 + · · · + t k and t 0 := 0 in the product. Hence
Now, letting T j ≤ ∞ denote the time of the j-th point of a random realization under Π, and S := ∑ j:T j <∞ T j ,
It is then immediate that Var
, uniformly in ν ≥ µ, and the lemma follows because, if P and Q are two probability measures on the same space, and X ∼ P , then Proof: For x > 0 and f an integrable non-negative function on R + with F (t) := ∫ t 0 f (u) du, consider the probability measure Q x with density xf (u)e −xF (u) at u ∈ R + , and with mass e −xF (∞) on +∞. Then, for a, b > 0,
Now the likelihood dZ α 2 /dZ α 1 evaluated at a path with its first k jumps at times
Hence E{W j+1 | F j } = W j and
From this it follows, for any j ≥ 1, that 
Theorem 3.4 For the Markovian SIR epidemic process as defined above, and for any
where 
