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AN ALGEBRAIC APPROACH TO DISCRETE TIME
INTEGRABILITY
ANASTASIA DOIKOU AND IAIN FINDLAY
Abstract. We propose the systematic construction of classical and quantum
two dimensional space-time lattices primarily based on algebraic considera-
tions, i.e. on the existence of associated r-matrices and underlying spatial and
temporal classical and quantum algebras. This is a novel construction that
leads to the derivation of fully discrete integrable systems governed by sets of
consistent integrable non-linear space-time difference equations. To illustrate
the proposed methodology, we derive two versions of the fully discrete non-
linear Schr̈odinger type system. The first one is based on the existence of a
rational r-matrix, whereas the second one is the fully discrete Ablowitz-Ladik
model and is associated to a trigonometric r-matrix. The Darboux-dressing
method is also applied for the first discretization scheme, mostly as a consis-
tency check, and solitonic as well as general solutions, in terms of solutions
of the fully discrete heat equation, are also derived. The quantization of
the fully discrete systems is then quite natural in this context and the two
dimensional quantum lattice is thus also examined.
1. Introduction
The fundamental paradigm in the frame of classical integrable systems is the AKNS
scheme [1]. This offers the main non-relativistic set up, and is naturally associated
to the non-linear Schrödinger system (NLS), the mKdV and KdV equations, and
can be also mapped to typical examples of relativistic systems such as the sine-
Gordon model. The AKNS scheme and NLS type hierarchies are among the most
widely studied integrable prototypes (see for instance [1, 2, 3, 24, 42] and [39, 40,
41]). Both continuum and discrete versions have been thoroughly investigated from
the point of view of the inverse scattering method or the Darboux and Zakharov-
Shabat (ZS) dressing methods [56, 57], [3], [43, 13, 44, 47, 59, 4, 15, 17], yielding
solutions of hierarchies of integrable non-linear PDEs (ODEs) as well as hierarchies
of associated Lax pairs. Numerous studies from the Hamiltonian point of view
in the case of periodic (see for instance [21, 50, 49] and [25, 26]) and generic
integrable boundary conditions [51, 6] also exist. The Hamiltonian or algebraic
frame offers the most systematic means for constructing and studying classical
integrable systems. The potency of the algebraic approach relies on the existence
of a classical r-matrix that satisfies the classical Yang-Baxter equation. This then
signifies the presence of associated Poisson structures [50, 49] that naturally lead
1
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2 ANASTASIA DOIKOU AND IAIN FINDLAY
to sets of quantities in involution, i.e. integrals of motion. Quantization in this
context is then quite natural as the classical r-matrix is replaced by a quantum R-
matrix that obeys the quantum YBE, and the classical Poisson algebra is replaced
by a quantum algebra [20]. The existence of a classical (quantum) r-matrix allows
also the computation of the time components of the Lax pairs of the hierarchy
via the fundamental Semenov-Tian-Shansky formula (STS) [49], that involves the
r and L matrices. This universal formula has been extended to the case of open
boundary conditions as well as at the quantum level [6, 14, 37].
In the present investigation we are proposing the algebraic setting for construct-
ing “space-time” discrete integrable systems. The study of fully discrete systems
has been a particularly active field in recent decades, especially after the prototyp-
ical Hirota’s works [30] on non-linear partial difference equation, leading also to
intriguing connections with quantum integrable systems [55, 32], (see also [28] and
references therein). A fundamental frame for describing such integrable systems
and the associated partial difference equations is the so-called consistency approach
[45, 5, 29]. These studies have also produced various significant connections with
Yang-Baxter maps and the set theoretic Yang-Baxter equation (also linked to the
notion of Darboux-Bäcklund transformations) [46, 52], cluster algebras [23, 35, 31],
and the concept of algebraic entropy (see e.g. [27, 53] and references therein), to
mention a few. Our approach is mainly based on algebraic considerations and
is greatly inspired by earlier works on space-time dualities [7, 8, 11, 15] and the
existence of underlying spatial and temporal Poisson structures. To illustrate the
algebraic approach we present two distinct fully discrete versions of the NLS-type
hierarchy based on the existence of classical and quantum r-matrices and the un-
derlying deformed algebras: 1) the fully discrete version of the system introduced
in [40, 41] (fully DNLS), which is the more natural discretization of the NLS-type
systems (AKNS scheme generally) from the algebraic point of view, and is associ-
ated to a rational r-matrix. 2) The fully discrete Ablowitz-Ladik (AL) model (see
e.g. [2, 3, 39]) associated to a trigonometric r-matrix. Generalized local [43] trans-
formations are then employed in order to identify solutions of the associated fully
DNLS nonlinear partial difference equations as well as to confirm the findings from
the algebraic point of view. When discussing the solutions of the relevant partial
difference equations we are primarily focused on the discrete version of the DNLS
hierarchy associated to a rational r-matrix (see [41] and references therein). Note
that the DNLS model is a natural integrable version of the discrete-self-trapping
equation introduced and studied in [19] to model the nonlinear dynamics of small
molecules, such as ammonia, acetylene, benzene, as well as large molecules, such
as acetanilide. It is also related to various physical problems such as arrays of
coupled nonlinear wave-guides in nonlinear optics and quasi-particle motion on a
dimer among others.
We stress that this is the first time to our knowledge that a systematic con-
struction of fully discrete space-time integrable systems based on the existence of a
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AN ALGEBRAIC APPROACH TO DISCRETE TIME INTEGABILITY 3
classical r-matrix is achieved. This fundamental idea is naturally extended to the
quantum case and the two dimensional quantum lattice can then be constructed.
This derivation is based on the existence of copies of two distinct quantum algebras
associated to spatial and temporal “quantum spaces” and it is in a manner in the
spirit of constructing higher dimensional quantum lattices via the solution of the
tetrahedron equation [58, 9] (see also relevant [10]), although in our construction
there is a clear distinction between spatial and temporal quantum algebras.
Let us briefly outline what is achieved in the article:
• In section 2 we present the spatial and temporal Poisson structures asso-
ciated to discrete time integrable systems. In this frame the time com-
ponents of Lax pairs, i.e. the V -operators are required to be represen-
tations of a quadratic Poisson structure, whereas the space components
satisfy linear Poisson structures in the semi-discrete time case, and qua-
dratic classical algebras in the fully discrete case. We first examine the
semi discrete time case and we consider the time like approach, i.e. for
a given V -operator we apply the corresponding STS formula [7] and de-
rive the hierarchy of the space components of the Lax pairs. This part
serves as a predecessor, providing the main frame to consistently formu-
late the fully discrete case. After we provide the general algebraic set up
for fully discrete integrable systems we examine two prototypical systems
that are discretizations of the NLS-type scheme. For both examples the
time components of the Lax pairs are constructed as representations of
the quadratic temporal algebras. Having identified the Lax pairs we also
derive the associated partial difference equations via the fully discrete zero
curvature condition.
• In section 3 the Darboux-Bäcklund methodology is implemented for the
fully DNLS system. The purpose of this section is two-fold : 1) We ex-
tract the Lax pairs for the space-time discretization of NLS confirming the
findings of the algebraic approach. 2) We derive solutions via certain lo-
cal Darboux transforms. More specifically, by employing the fundamental
Darboux transformation we perform the dressing process and we identify
the Lax pairs of the discrete hierarchy. Explicit expressions for the first
few members are presented and the findings of the algebraic approach are
confirmed. Via the fundamental Darboux transform we also derive two
types of discrete solitonic solutions that are the fully discrete analogues
of the solutions found in [17]. More importantly, with the use of a Toda
type Darboux matrix we identify generic new solutions (i.e. not only soli-
tonic) of the non-linear partial difference equations in terms of solutions
of the associated linear equations, i.e. the fully discrete heat equation,
generalizing the findings of [17] to the fully discrete case.
• In section 4 we present the two dimensional quantum lattice. In order to
be able to build the two dimensional quantum lattice along the space and
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4 ANASTASIA DOIKOU AND IAIN FINDLAY
time directions, in analogy to the classical case as described in section 2, we
introduce the notion of spatial and temporal “quantum spaces”. Despite
the slight abuse of language, we employ the notion of quantum spaces
to describe copies of the underlying quantum algebras when constructing
the corresponding spin chain like systems with N (M) sites, or quantum
spaces, along the space (time) direction. This construction is in exact
analogy to the classical description. The quantum discrete NLS model,
associated to the Yangian R-matrix, as well as the quantum Ablowitz-
Ladik model (or q bosons), associated to a trigonometric R-matrix, are
considered as our prototypical quantum systems.
2. Discrete time Integrability: algebraic formulation
In this section we suggest the algebraic formulation for the construction of dis-
crete time integrable systems. Specifically, we present the space and time like
Poisson structures associated to discrete time integrable systems. We first con-
sider the semi-discrete time case, which basically serves as a predecessor of the
fully discrete frame. The Lax pairs are perceived in this context as representa-
tions of the underlying space-time Poisson structures. The discrete versions of the
zero curvature condition provide compatibility conditions among the various fields
involved and yield the associated difference/differential equations. To explicitly
illustrate the proposed methodology we examine two prototypical systems that are
discretizations of the NLS-type scheme and are associated to two distinct classical
r-matrices (rational versus trigonometric). For both examples the Lax pairs are
constructed as representations of the spatial and temporal algebras. Having iden-
tified the Lax pairs we derive the associated partial difference equations from the
fully discrete zero curvature condition.
2.1. The semi-discrete time setting. We first examine the case of discrete
time and continuous space classical integrable systems and we mainly focus on the
time-like algebraic picture. The main reason we consider this case first is the fact
that the STS formula is available, and the hierarchy of associated U -operators
can be thus systematically derived [7]. This will be achieved in the following
subsection for a particular example, the semi discrete time NLS system. Such a
construction will provide a first indication on the consistent forms of Lax pairs
in the fully discrete scenario. Note that in this case we only consider integrable
systems associated to rational r-matrices, i.e. the Yangian [54].
Let us first recall the space-like description and we then move on to the time-
like picture as discussed in [7, 8, 15]. The starting point is the existence of a Lax
pair
(
U, V
)
consisting of generic c-number d × d matrices (see e.g. [21]). The
Lax pair matrices depend in general on some fields and a spectral parameter, and
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AN ALGEBRAIC APPROACH TO DISCRETE TIME INTEGABILITY 5
form the auxiliary linear problem:
∂xΨ(x, a, λ) = U(x, a, λ)Ψa(x, a, λ),
Ψ(a+ 1, x, λ) = V (x, a, λ)Ψ(x, a, λ),(2.1)
where a is the discrete time index. Compatibility of the two equations above leads
to the discrete time zero curvature condition:
(2.2) ∂xV (x, a, λ) = U(x, a+ 1, λ)V (x, a, λ, x)− V (x, a, λ, x)U(x, a, λ).
Before we move on to the algebraic formulation of discrete time integrability
let us first introduce some useful objects. Let us define the space like monodromy
matrix, which is a solution of the first of the equations of the auxiliary linear
problem (2.1)
(2.3) TS(x, y, a, λ) =
x
Pexp
{∫ x
y
Ua(ξ, λ)dξ
}
, x > y,
where
x
P denotes path ordered integration. We also define the periodic space
transfer matrix as tS(a, λ) = trTS(A,−A, a, λ), then using the discrete time zero
curvature condition as well as assuming periodic space boundary conditions, or
vanishing conditions at ±A, we conclude that tS(a, λ) is constant in the discrete
time, i.e. tS(a, λ) = tS(a+1, λ). A more detailed discussion on the latter statement
is provided in the next subsection, where the fully discrete case is examined.
The M -site time monodromy TT , which is a solution to the time part of (2.1),
is defined as
(2.4) TT (x, b, a, λ) = V (x, b, λ) · · ·V (x, a+ 1, λ) V (x, a, λ), b > a,
and the time-like transfer matrix is given by tT (λ) = trTT (x,M, 1, λ). By means
of the zero curvature condition (2.2) and assuming periodic time-like boundary
conditions we conclude that dtT (λ)dx = 0
From the algebraic point of view the fundamental statement is that the U -
operator satisfies the linear Poisson structure [21, 41]
(2.5){
U(x, a, λ) ⊗
,
U(y, a, µ)
}
S
=
[
r(λ− µ), U(x, a, λ)⊗ I + I ⊗ U(y, a, µ)
]
δ(x− y),
where I is in general the d × d identity matrix, the subscript S denotes space-
like Poisson structure, and the r-matrix is a solution of the classical Yang-Baxter
equation [49],
(2.6)
[
r12(λ1 − λ2), r13(λ1)
]
+
[
r12(λ1 − λ2), r23(λ2)
]
+
[
r13(λ1), r23(λ2)
]
= 0.
The r-matrix acts on V ⊗ V, V is a d dimensional vector space in general, and in
the index notation r12 =
∑
ij r(ij|kl)eij ⊗ ekl ⊗ I, similarly for r23 and r13, and
eij are in general d× d matrices with elements (eij)kl = δikδjl.
In [7], where the continuum space-time scenario was examined, it was assumed
that V, as well as U satisfy linear Poisson structures (see also [8] on further empha-
sis on the algebraic/r-matrix description). Indeed, it was noticed that the time-like
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6 ANASTASIA DOIKOU AND IAIN FINDLAY
Poisson bracket could be constructed from a corresponding algebraic expression
regarding the time component of the Lax pair.
Here we assume time-like discretization and introduce time-like indices a, b,
then the V -operator in (2.1) is required to satisfy the quadratic algebra:
(2.7)
{
V (x, a, λ) ⊗
,
V (x, b, µ)
}
T
=
[
r(λ− µ), V (x, a, λ)⊗ V (x, b, µ)
]
δab,
where r is the same classical r-matrix as in (2.5), and the subscript T denotes the
time-like Poisson structure. Both space and time Sklyanins bracket’s (2.5) and
(2.7) are the typical Poisson structures on the LGLd loop group.
The time like mondromy matrix (2.4) satisfies the quadratic algebra (we write
for simplicity TT (x,M, 1, λ) = TT (λ))
(2.8)
{
TT (λ) ⊗
,
TT (µ)
}
T
=
[
r(λ− µ), TT (λ)⊗ TT (µ)
]
.
Consequently, one obtains commuting operators, with respect to the time-like
Poisson structure
{
trTT (λ), trTT (µ)
}
T
= 0.
2.1.1. Deriving V -operators. Our main objective now is to identify the form of the
time components of the Lax pairs, i.e. the V -operators for algebras associated to
the rational r-matrix [54],
(2.9) r(λ) =
1
λ
d∑
i,j=1
eij ⊗ eji.
The quantity
∑
i,j eij ⊗ eji is the so called permutation operator. We express the
V -operator in the following generic form as a finite λ series expansion
(2.10) V (k)(λ) =
k∑
m=0
λmY(m,k).
In the case we examine here, i.e. the DNLS hierarchy we consider Y(k,k) = D =
diag(1, 0, . . . , 0) (d−1 zero diagonal zero entries in general). Y(m,k) are in general
d× d matrices to be identified algebraically. Note that for Y(k) = I (I is the d× d
identity matrix) we essentially deal with the classical version of the gld Yangian
(here we focus on d = 2). More generally in the Yangian case Y(k,k) can be a
constant non-singular matrix.
We impose the following two fundamental assumptions in order to identify each
V (k) of the generic form (2.10).
• The basic assumptions
(1) Each V (k) of the form (2.10) satisfies the quadratic algebra (2.7).
(2) detV (k) = λk +
∑k−1
n=0 anλ
n.
From assumption 1 and the general form of the V (k)-operator (2.10), the following
Poisson relations emerge, being the classical analogues of the Yangian gld (Y(k,k)
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AN ALGEBRAIC APPROACH TO DISCRETE TIME INTEGABILITY 7
is a constant (non-dynamical) matrix){
Y(m−1,k) ⊗
,
Y(0,k)
}
T
=
[
P, Y(m,k) ⊗ Y(0,k)
]
{
Y(m−1,k) ⊗
,
Y(l,k)
}
T
−
{
Y(m,k) ⊗ Y(l−1,k)
}
T
=
[
P, Y(m,k) ⊗ Y(l,k)
]
,(2.11)
where m, l ∈ {1, . . . , k} and P =
∑d
i,j=1 eij ⊗ eji is the permutation operator.
In the language of dressing Darboux transform assumption 2 is equivalent to saying
that the determinant of V (k) is independent of the fields, i.e. the determinant of
the “dressed” V -operators should be equal to the one of the “bare” operators
(free of fields). By employing the two fundamental assumptions above we can
then express all Y(m,k) in terms of some “fundamental” fields (see also [15] for
a relevant discussion), that satisfy certain basic Poisson relations. The problem
then reduces into classifying representations of the classical algebra (2.7) of the
general structure (2.10).
Given the operator V (k) we can then apply the time-like STS formula [49, 7],
which is valid for continuum x [15], derive the hierarchy of associated U -operators
and extract in turn the hierarchy of non linear integrable ODEs. This will be
achieved in the next subsection. Notice that extra compatibility conditions emerge
from the discrete time zero curvature condition ensuring the consistency of our con-
struction. Let us now focus on the first two members of the hierarchy, and identify
V (1), V (2) from the algebraic point of view. In the continuum time situation for
each time flow tk a corresponding V
(k)(x, tk, λ) exists. In analogy, in the discrete
case our notation will be V (k)(x, ak, λ) for each discrete time index ak. We shall
drop the sub-index k henceforth for brevity.
The V (1)-operator. The first non-trivial V -operator is linear in λ and is associ-
ated to a discrete time version of the transport equation,
V (1)(x, a, λ) = λD + Y(0,1)
=
(
λ+ N(1)a (x) ûa(x)
ua(x) 1
)
,(2.12)
where from the condition detV (1) = λ+ 1 we obtain
(2.13) N(1)a (x) = 1 + ûa(x)ua(x).
Note that the x dependence in the fields is always implied even if omitted for
brevity. Due to the fact that V (1) satisfies the quadratic algebra (2.7) we derive
the Poisson relations:
(2.14)
{
Y(0,1) ⊗
,
Y(0,1)
}
T
= P
(
D ⊗ Y(0,1) − Y(0,1) ⊗D
)
,
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8 ANASTASIA DOIKOU AND IAIN FINDLAY
where P =
∑
eij ⊗ eji is the permutation operator. Hence, the Poisson relations
for the fields follow
(2.15){
ua(x), ûb(x)
}
T
= δab,
{
ûa(x), N(1)b
}
T
= ûa(x)δab,
{
ua(x), N(1)b
}
T
= ua(x)δab.
The field N(1) (2.13) is apparently compatible with the classical algebra (2.15). 
The V (2)-operator. We now derive the V -operator quadratic in λ:
V (2)(x, a, λ) = λ2D + λY(1,2)(x, a) + Y(0,2)(x, a)
=
(
λ2 + λN(2)a + Aa λûa + Ba
λua + Ca Da
)
.(2.16)
Requiring that detV (2) = λ2 + 1 we conclude that the algebraic quantities N,A,D
are expressed in terms of the fundamental fields u, û, B, C as
N(2)a =
uaBa + ûaCa
1 + ûaua
, Aa =
1 + BaCa
1 + ûaua
, Da = 1 + ûaua.(2.17)
Requiring also that V (2) satisfies the time-like Poisson structure (2.7) we then
produce the Poisson relations{
Y(1,2) ⊗
,
Y(1,2)
}
T
= P
(
D ⊗ Y(1,2) − Y(1,2) ⊗D
)
,(2.18) {
Y(1,2) ⊗
,
Y(0,2)
}
T
= P
(
D ⊗ Y(0,2) − Y(0,2) ⊗D
)
,(2.19) {
Y(0,2) ⊗
,
Y(0,2)
}
T
= P
(
Y(1,2) ⊗ Y(0,2) − Y(0,2) ⊗ Y(1,2)
)
.(2.20)
and hence the time-like algebra for the fields (we only write below the non zero
commutators for the fundamental fields, see also [7], see also Appendix B for the
corresponding quantum algebra relations):{
ua(x), Bb(x)
}
T
= −
{
ûa(x), Cb(x)
}
T
=
(
1 + ûa(x)ua(x)
)
δab,{
Ba(x), Cb(x)
}
T
= −
(
ua(x)Ba(x) + ûa(x)Ca(x)
)
δab.(2.21)
The quantities defined in (2.17) are compatible with the algebra (2.21). 
It is worth noting that in the space-like formulation the U -matrix (2.1) is the
starting point and the conserved quantities as well as the hierarchy of V -operators
emerge from it [49, 16]. In the time-like approach on the other hand the starting
point is some V -operator, and from this the time-like conserved quantities as well
as the U -hierarchy are derived [7]. In the next subsection, we focus only on time-
like Poisson structures thus we drop the subscript T whenever this applies.
The discrete time-like Lax pair hierarchy. Here we exclusively discuss the time-
like case, and extract the associated charges in involution as well as the hierarchy
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AN ALGEBRAIC APPROACH TO DISCRETE TIME INTEGABILITY 9
of U -operators. The generating function of the hierarchy of the local conserved
quantities1 associated to the system is given by:
G(λ) = ln
(
tr
(
T (λ)
))
,
where T (λ) = TT (M, 1, λ) the time-like monodromy (2.4) (x dependence is im-
plied).
We may also derive the generating function that provides the hierarchy of U -
operators associated to each one of the time-like Hamiltonians. Indeed, taking into
consideration the zero curvature condition as well the time-like Poisson structure
satisfied by V one can show that the generating function of the U -components of
the Lax pairs is given by the time-like analogue of the STS formula (see also [7]
for a more detailed derivation)
U2(a, λ, µ) = t−1(λ)tr1
(
T1(M,a, λ)r12(λ− µ)T1(a− 1, 1, λ)
)
,(2.22)
where recall the time-like monodromy matrix defined in (2.4) for b > a. We also
introduce the index notation: A1 = A⊗ I and A2 = I ⊗A for any d× d matrix A,
I is the d× d identity matrix, and r acts on V ⊗ V (V is the d dimensional vector
space). In the case where the r-matrix is the Yangian (2.9) the latter expression
(2.22) reduces to
U(a, λ, µ) =
t−1(λ)
λ− µ
T (a− 1, 1, λ) T (M,a, λ).(2.23)
We restrict our attention now on the hierarchy associated to V (2) (2.16). Indeed,
expanding the monodromy matrix (2.4) constructed by the V -operator (2.16), in
powers of 1λ , we obtain the associated charges in involution. We report below the
first couple of conserved quantities:
(2.24)
H(1) =
M∑
a=1
uaBa + ûaCa
1 + uaûa
,
H(2) =
M∑
a=1
(
ûaua−1 +
1 + BaCa
1 + uaûa
− 1
2
(uaBa + ûaCa
1 + uaûa
)2)
. . .
In fact, H(2) is the Hamiltonian of the semi discrete time NLS system.
In addition to the derivation of the time-like charges in involution above we
can also compute the corresponding U -operators of the time-like hierarchy via the
expansion in powers of 1λ of (2.23). The pair
(
U (k), V (2)
)
gives rise to the same
equations of motion as Hamilton’s equations with the Hamiltonian H(k) associated
to the xk flow.
1“Conserved” with respect with respect to spatial variations for the monodromy matrix built
using V .
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10 ANASTASIA DOIKOU AND IAIN FINDLAY
We provide below the first few members of the series expansion of U corre-
sponding to the charges (2.24)
(2.25) U (1)(λ) =
(
1 0
0 0
)
, U (2)(x, a, λ) =
(
λ ûa(x)
ua−1(x) 0
)
, . . .
We focus on the second member of the hierarchy, which is going to give an in-
tegrable time discertization of the NLS model. Note that the U (2)-operator of
the system under study, satisfies the algebra (2.5), thus the space-like Poisson
structure for the fields is given by:
(2.26)
{
ua−1(x), ûa(y)
}
S
= δ(x− y).
Having identified both the charges in involution as well as the various U -
operators, we focus on the second member of the hierarchy. In particular, let us
obtain via the Hamiltonian H(2) (and the time-like Poisson relations) and/or the
Lax pair
(
U (2), V (2)
)
the corresponding equations of motion. Equations (A.1),
(A.3), via the definition of N(2) (2.17), lead to
(2.27) Ba =
∂xûa − û2a∂xua
1− uaûa
, Ca =
u2a∂xûa − ∂xua
1− uaûa
.
Also, from the zero curvature condition we obtain the following constraints
(2.28) ∂xBa = ûa+1Da − Aaûa, ∂xCa = uaAa − Daua−1.
Given that A, D, N(2) (2.17), and B, C (2.27) are expressed in terms of the fun-
damental fields ua, ûa and their x-derivatives, equations (2.28) are the equations
of motion for the fundamental fields fields ua, ûa.
As shown above the Lax pair
(
U (2), V (2)
)
produces the discrete time analogue
of the NLS equation, whereas the Lax pair
(
U (2), V (3)
)
is expected to yield the
discrete time complex mKdV equations in analogy to the findings of [15, 17] (see
also [12] on the mKdV Lax pair). The algebraic derivation of V (3) is not included
in our computations here as it is quite involved and will be presented elsewhere.
2.2. The fully discrete setting. We come now to our primary objective, which
is the derivation and study of fully discrete integrable systems. In this frame the
notion of space-time duality will be more natural given that space and time are at
equal footing, in exact analogy to the continuous space-time picture [7, 15]. We are
going to describe the problem algebraically, whereas in the subsequent subsection
we apply the fully discrete dressing process as a further consistency check on the
derivation of the associated Lax pairs.
Consider the fully discrete Lax pair
(
L, V
)
that depends on the fields and some
spectral parameter. Let also n denote a discrete space index, and a a discrete time
one, then the fully discrete auxiliary linear problem takes the form:
Ψ(n+ 1, a, λ) = L(n, a, λ)Ψ(n, a, λ)(2.29)
Ψ(n, a+ 1, λ) = V (n, a, λ)Ψ(n, a, λ).(2.30)
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AN ALGEBRAIC APPROACH TO DISCRETE TIME INTEGABILITY 11
Consistency of the two equation of the auxiliary linear problem lead to the fully
discrete equations of motion (the fully discrete analogue of the zero curvature
condition):
(2.31) V (n+ 1, a, λ)L(n, a, λ) = L(n, a+ 1, λ)V (n, a, λ).
In this context both discrete space and time are at equal footing as in the contin-
uous case [7].
We consider the space-like monodromy matrix defined at some discrete time a
as
(2.32) TS(n,m, a, λ) = L(n, a, λ) · · ·L(m+ 1, a, λ)L(m, a, λ), n > m,
and the space-like transfer matrix is defined as tS(a, λ) = trTS(N, 1, a, λ). Recall
that in general L, V are d×dmatrices and the trace above is defined with respect to
the d dimensional (auxiliary) space. By virtue of the fully discrete zero curvature
condition we show that tS(a, λ) = tS(a+1, λ), i.e. the transfer matrix is a constant
with respect to the discrete time. Indeed, consider tS(a + 1, λ), also from (2.31)
we have that L(n, a+ 1) = V (n+ 1, a)L(n, a)V −1(n, a), then
(2.33) tS(a+ 1, λ) = tr
(
V (N + 1, a, λ)L(N, a, λ) · · ·L(1, a, λ)V −1(1, a, λ)
)
.
Assuming periodic space like boundary conditions, i.e. V (N+1, a, λ) = V (1, a, λ),
and recalling (2.33) and the definition of the space-like transfer matrix we con-
clude that tS(a + 1, λ) = tS(a, λ). The λ-series expansion of the transfer pro-
vides naturally the conserved quantities of the system with the respect to the
discrete time denoted by the index a. Note that the continuous limit of (2.32),
(L(n, λ) → I + δU(n, λ)), provides the solution of the space part of the discrete
time auxiliary linear problem of the previous section given by (2.3).
Similarly, let us consider the time-like transfer matrix defined for any space
index n as tT (n, λ) = trTT (n,M, 1, λ), where the time monodromy matrix TT in
given by (2.4). Through (2.31) V (n+1, a, λ) = L(n, a+1, λ)V (n, a, λ)L−1(n, a, λ)
and assuming time like boundary conditions L(n,M + 1, λ) = L(n, 1, λ) we con-
clude that the transfer matrix is invariant with respect to the discrete space in-
dexed by n, i.e. tT (n + 1, λ) = tT (n, λ), i.e suitable expansion in powers of λ
produces the hierarchy of associated invariants for the system with respect to the
discrete space characterized by the index n. In the continuous space limit the
latter reduces to dtT (x,λ)dx = 0 (see also comments at the beginning of section 2).
We graphically represent the Lax pair
(
L, V
)
in our fully discrete set up as:
...
n
{a}
L(n, a)
. . .
{n}
a
V (n, a)
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12 ANASTASIA DOIKOU AND IAIN FINDLAY
The set of time indices {a} ≡ {a, a − 1, . . . , a − k + 1} denotes discrete time
dependence in L, which is usually implicit. The integer k depends on the form of
the L operator. Similarly, the set of space like indices {n} ≡ {n, n − 1, . . . , n −
l + 1} denotes discrete space dependence in V , which is usually implicit. In the
cases considered here k = l = 2. The dashed line represents the d dimensional
“auxiliary” space of the Lax pairs (in the examples that follow d = 2.)
Next we graphically represent the space-like monodromy:
...
· · · · · ·
N N − 1 1
{a}
The space-like monodromy TS(a), corresponds to a one dimensional N -cite space-
like lattice at a given discrete time a. The space transfer matrix is defined after
taking the trace over the auxiliary space resulting in periodic space boundary
conditions, that is the space transfer matrix is graphically depicted by a cylinder,
i.e. consider the first and N th site in the figure above to coincide. The time-
like monodromy is the vertical analogue of the above figure and represents an
one dimensional time M -site time-like lattice, for a given space index n. We
basically consider a 90 degrees rotation of the figure above and replace the spatial
indices{1, N} with temporal ones {1, M}, and the fixed index a with n (also the
colors are interchanged accordingly: green ↔ purple, i.e. horizontal lines green
and vertical lines purple).
The auxiliary space does not appear in the two dimensional lattice that is
graphically depicted below for a given lax pair
(
L, V
)
:
...
...
1
a
M − 1
M
· · · · · · 1nN − 1N
The figure above should be carefully interpreted, especially when referring to mon-
odromies and transfer matrices. More specifically, for a fixed time index a we focus
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AN ALGEBRAIC APPROACH TO DISCRETE TIME INTEGABILITY 13
on the space-like monodromy/transfer matrix (2.32) (horizontally), and the respec-
tive space-like discrete system whereas, in the time-like situation the space index
n is fixed and we focus on the time-like monodromy/transfer matrix (2.4) (ver-
tically) (see also relevant comments on the “conservation” laws discussed earlier
in this section). The space and time monodromies can be seen as horizontal and
vertical “stripes” respectively in the two dimensional lattice above. The latter
interpretation applies also in the continuum scenario on the x− t plane [7, 8] when
considering the corresponding continuous monodromies. The clear distinction be-
tween space and time indices becomes more transparent below when presenting
the algebraic formulation of the problem. When considering a given Lax pair and
the fully discrete zero curvature condition in order to extract the space time dif-
ference equations the two dimensional lattice is interpreted in the usual sense as
the discretization of the x− t plane.
Let us now focus on the algebraic formulation of fully discrete integrable sys-
tems. The key object in describing the space-like discrete picture is the L operator,
which satisfies the quadratic Poisson structure
(2.34)
{
L(n, a, λ)⊗
,
L(m, a, µ)
}
S
=
[
r(λ− µ), L(n, a, λ)⊗ L(m, a, µ)
]
δnm
λ, µ are spectral parameters, and the r-matrix satisfies the classical Yang-Baxter
equation.
Similarly to the semi-discrete time case described in the preceding subsection we
require that the time component V of the Lax pair satisfies the time-like Poisson
structure:
(2.35)
{
V (n, a, λ)⊗
,
V (n, b, µ)
}
T
=
[
r(λ− µ), V (n, a, λ)⊗ V (n, b, µ)
]
δab.
The classical r-matrix is the same as the one of the space-like algebra (2.34).
The involution of the charges produced by the space and time-like transfer ma-
trices is guaranteed by the existence of the Poisson structures (2.34) and (2.35).
Indeed, the monodromies (2.32) and (2.4) satisfy (2.34) and (2.35) respectively,
and thus the corresponding transfer matrices are in involution for different spectral
parameters:
{
tS(λ), tS(λ
′)
}
S
=
{
tT (λ), tT (λ
′)
}
T
= 0. This fact stipulates the ex-
istence of extra continuous dynamical parameters (underlying continuous “time”)
in accordance to Hamilton’s equations. The associated hierarchies of the continu-
ous time components of Lax pairs can then be obtained via the STS formula for
both discrete space-like or time-like systems constructed as described above.
We focus now on two distinct versions of the fully discrete NLS model associated
to rational and trigonometric classical r-matrices respectively.
2.2.1. The fully discrete NLS model. We first examine the fully discrete version of
the NLS model associated to the Yangian r-matrix. The L operator of the discrete
NLS-type hierarchy (2.36) is given as [40, 41]
(2.36) L(n, a, λ) =
(
λ+ Nna Xna
Yna−1 1
)
,
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14 ANASTASIA DOIKOU AND IAIN FINDLAY
where Nna = θ+ XnaYna−1, θ is an arbitrary constant. The Lax operator satisfies
Sklyanin’s bracket (2.34). Notice that the discrete time dependence in L is fully
justified by the time-like derivation of U (2) via the STS formula in the previous
subsection (U (2) is the continuum space limit of L). The Poisson structure (2.34)
leads to the following Poisson relations among the fields{
Xna, Yma−1
}
S
= −δnm,
{
Xna, Xma
}
S
=
{
Yna, Yma
}
S
= 0.(2.37)
In analogy to the semi-discrete time case described in the previous section we
consider the following generic form for the V -hierarchy
(2.38) V (k)(n, a, λ) = λkD +
k−1∑
l=0
λlY(l,k)(n, a),
where D = diag(1, 0). To be precise in our notation we should write:
V (k)(n, a1, a2, ..., ak..), however for simplicity we suppress the time-like indices
al, l 6= k and we instead write V (k)(n, a). We also require that detV (k) = λk + 1,
and all V (k)(n, a) satisfy the quadratic algebra (2.35), with the same r-matrix as
in (2.34). Then all Y(l,k) can be expressed in terms of some “fundamental” fields
(see also [7, 15]), that satisfy the basic Poisson relations. Let us focus on the first
two members of the hierarchy, and identify V (1), V (2) and the corresponding space
time difference equations.
The V (1)-operator. The first non-trivial V (1) of the general form is linear and
is associated to a discrete time version of the transport equation,
V (1)(n, a, λ) =
(
λ+ N(1)na Xna
Yn−1a 1
)
,(2.39)
where from the condition detV (1) = λ+ 1 we obtain
(2.40) N(1)na = 1 + XnaYn−1a.
Due to the fact that V (1) satisfies the quadratic algebra (2.35) and hence (2.14), we
derive the Poisson relations for the fundamental fields (i.e. the time like analogue
of (2.37)):
(2.41)
{
Yna, Xn−1b
}
T
= δab.
Having identified the Lax pair we may now extract the equations of motion
associated to
(
L, V (1)
)
. These are linear difference equations in analogy to the
continuous case, i.e. they are the discrete analogues of the linear transport equa-
tion:
(2.42) Fn+1a = Fna+1, F ∈
{
X, Y
}
.

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AN ALGEBRAIC APPROACH TO DISCRETE TIME INTEGABILITY 15
The V (2)-operator. The V (2) operator, quadratic in λ, reads as
V (2)(n, a, λ) =
(
λ2 + λN(2)na + Ana λXna + Bna
λYn−1a + Cna Dna
)
,(2.43)
where as in the semi discrete case requiring detV (2) = λ2 + 1 we obtain the fields
N, A, D expressed in terms of the fundamental fields X, Y B, C:
N(2)na =
Yn−1aBna + XnaCna
1 + XnaYn−1a
, Ana =
1 + BnaCna
1 + XnaYn−1a
, Dna = 1 + XnaYn−1a.
(2.44)
Requiring also that V satisfies the time-like Poisson structure (2.35) and hence
(2.18)-(2.20) we produce the time-like algebra for the fields, which reads as (we
only write below the fundamental commutators, see also [7], and Appendix B for
the time-like quantum algebra):{
Yn−1a, Bnb
}
T
= −
{
Xna, Cnb
}
T
=
(
1 + XnaYn−1a
)
δab,{
Bna, Cnb
}
T
= −
(
Yn−1aBna + XnaCna
)
δab.(2.45)
We now consider the fully discrete version of the NLS like model with a Lax
pair
(
L, V (2)
)
given in (2.36) and (2.43), and we employ the fully discrete zero
curvature condition (see all the associated relations in Appendix A). Then as in
the semi-discrete time case studied in the previous subsection we can identify the
fields B, C in terms of X, Y using equations (A.10), (A.12) and the definition for
N(2) (2.44):
Bna =
Xn+1a − NnaXna + X2na
(
Yn−2a − Nn−1a+1Yn−1a
)
1−XnaYn−1a
(2.46)
Cna =
Y2n−1a
(
Xn+1a − NnaXna
)
+ Yn−2a − Nn−1a+1Yn−1a
1−XnaYn−1a
(2.47)
Substituting the above expressions in (A.11) and (A.13) of the Appendix A we
obtain the quite involved space-time non-linear difference equations for the fields
X, Y
Bn+1a = Nna+1Bna + Xna+1Dna − An+1aXna(2.48)
Cna = Cn+1aNna+1 + Dn+1aYn−1a −YnaAna.(2.49)
These equations are the fully discrete analogues of NLS type equations. Comparing
(2.46)-(2.49) with (2.27), (2.28) we conclude that (2.46)-(2.49) are the discrete
space analogues of (2.27), (2.28). Indeed, in the continuous space limit N→ 1 and
Fn+1a − Fna → ∂xFa(x), so equations (2.46)-(2.49) reduce to (2.27), (2.28). 
2.2.2. The fully discrete Ablowitz-Ladik model. We now examine an alternative
version of the fully discrete NLS model associated to a trigonometric r-matrix.
Specifically, we examine the fully discrete version of the AL model. Indeed, the
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16 ANASTASIA DOIKOU AND IAIN FINDLAY
r-matrix for the AL model is a trigonometric one, a variation of the classical
sine-Gordon r-matrix [39, 21]:
(2.50)
r(λ) =
1
2sinh (λ)
(
cosh (λ)
2∑
j=1
ejj⊗ejj+
2∑
i6=j=1
eij⊗eji+sinh (λ)
2∑
i6=j=1
(−1)j−ieii⊗ejj
)
.
We also recall that the classical Lax operator for the AL model is given by (see
e.g. [2, 34, 36])
L(n, z) =
(
z b̂n
bn z
−1
)
,(2.51)
where z = eλ is the multiplicative spectral parameter. The L-operator satisfies
(2.34), with r being the trigonometric matrix (2.50). This leads to the classical
algebra for the fields (see also [34]):{
bn, b̂m
}
S
= δnm
(
1− bnb̂m
)
,
{
bn, bm
}
S
=
{
b̂n, b̂m
}
S
= 0.(2.52)
The AL model is thus associated to a deformed harmonic oscillator classical algebra
(q-bosons at the quantum level [39]). Note that n, m denote space like indices.
Dependence of a continuum time-like parameter t or a discrete time dependence
characterized by some time index a is implied, but is not explicitly stated for now.
From the space-like transfer matrix we obtain the following space-like conserved
quantities, after expanding suitably in powers of z±1
(2.53) H+S =
N∑
n=1
β̂n+1βn, H
−
S =
N∑
n=1
βn+1β̂n.
Let us also introduce realizations of the time-like algebra (2.35) with the r-
matrix given in (2.50). These realizations will play the role of the discrete time
components of the fully discrete AL Lax pairs:
V −(a, z) =
(
z B̂a
Ba −zAa + z−1
)
, V +(a, z) =
(
z − z−1Aa B̂a
Ba z−1
)
.(2.54)
Note that here a, b denote time indices, whereas space dependence is implied,
but is not explicitly stated for now. Requiring that both V ± satisfy the time-like
algebra we obtain the associated time-like Poisson relations for the fields:{
Ba, B̂b
}
T
= δab
(
1− BaB̂a
)
,
{
Ba, Bb
}
T
=
{
B̂a, B̂b
}
T
= 0,{
B̂a, Ab
}
T
= AaB̂aδab,
{
Ba, Ab
}
T
= −AaBaδab,(2.55)
where Aa = −1 + B̂aBa and is compatible with the Poisson structure above2.
2A can be defined up to an overall multiplicative constant.
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AN ALGEBRAIC APPROACH TO DISCRETE TIME INTEGABILITY 17
From the time-like transfer matrix (2.4) we obtain the following time-like con-
served quantities corresponding to V ±:
(2.56) H+T =
M∑
a=1
(
B̂a+1Ba − B̂aBa
)
, H−T =
M∑
a=1
(
B̂aBa+1 − B̂aBa
)
.
We shall use suitable Lax pairs to produce space and time diescretizations of
the AL model by considering three distinct cases:
A. We first consider the Lax pair
(
L, V −
)
:
(2.57) L(n, a, z) =
(
z β̂na−1
βna z
−1
)
, V −(n, a, z) =
(
z β̂n−1a
βna −zA−na + z−1
)
where A−na = −1 + βnaβ̂n−1a. From the fully discrete compatibility condition
(2.31) the equations of motion arise (from the anti-diagonal entries):
β̂na−1 = β̂n−1a + β̂na − β̂naβnaβ̂n−1a
βna+1 = βn+1a + βna − βn+1aβ̂naβna.(2.58)
B. We next consider the Lax pair
(
L, V +
)
:
(2.59) L(n, a, z) =
(
z β̂na−1
βna z
−1
)
, V +(n, a, z) =
(
z − z−1A+na β̂na−1
βn−1a+1 z
−1
)
where A+na = −1+β̂na−1βn−1a+13 . From the fully discrete compatibility condition
(2.31) we obtain the partial difference equations:
β̂na = β̂n+1a−1 + β̂na−1 − β̂n+1a−1βna+1β̂na−1
βna = βn−1a+1 + βna+1 − βna+1β̂na−1βn−1a+1.(2.60)
Remark 2.1. Interestingly, by adding equations (2.58) and (2.60) we obtain a
space-time discrete analogue of an mKdV like equation, provided that βn+1a →
β̂n+1a−1:
β̂na − β̂na−1 =
1
2
(
1− β̂naβ̂na−1
)(
β̂n+1a−1 − β̂n−1a
)
(2.61)
Comparison with Hirota’s lattice KdV reduction [30] would be very interesting,
however for such a comparison to be possible a fully discrete analogue of a Miura-
like transformation would be needed. This is a significant open question, which
however will be addressed elsewhere.
3To emphasize the notion of “ultra-locality”, and also for our notation to be compatible with
the rest of the examples, we may introduce a new fundamental field γna−1 := βna+1, so the
fields that appear in L in this case are β̂na−1, γna−2, and the fields in V + are β̂na−1, γn−1na−1.
Page 17 of 34 AUTHOR SUBMITTED MANUSCRIPT - JPhysA-114675.R1
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
A
cc
ep
te
d 
M
a
us
cr
ip
t
18 ANASTASIA DOIKOU AND IAIN FINDLAY
C. Finally we consider the Lax Pair
(
L+, V −
)
:
(2.62)
L+(n, a, z) =
(
z − z−1Âna β̂na
βna−1 z
−1
)
, V −(n, a, z) =
(
z β̂n−1a
βna −zA−na + z−1,
)
where Âna = −1 + β̂naβna−1 and A−na = −1 + βnaβ̂n−1a, also L is structurally
similar to V +, but the time and space indices are interchanged, i.e. L satisfies the
space-like algebra and the fields then satisfy the ultra-local Poisson relations for
fixed time a: {
βna−1, β̂ma
}
S
= δnm
(
1− βna−1β̂na
)
{
βna−1, βma−1
}
S
=
{
β̂na, β̂ma
}
S
= 0.(2.63)
The space time difference equations arising from the fully discrete zero curvature
condition read as:
β̂na+1 + β̂n−1a − β̂na = β̂n−1aβnaβ̂na+1
βn+1a + βna−1 − βna = βn+1aβ̂naβna−1.(2.64)
Consistency checks have been also performed by comparing the diagonal terms
in the compatibility condition (2.31) for the three distinct Lax pairs presented
above.
3. Darboux-dressing formulation & solutions
The most efficient way to derive the continuous time components of Lax pairs,
i.e. the V -operators is the use of the STS formula. This formula can be derived
provided that an associated Poisson structure is available, then use of the zero
curvature condition and Hamilton’s equations leads to STS formula [49]. However,
in the discrete time set up the analogue of the STS formula is not available,
thus alternative ways to construct the V –hierarchy are required. In the preceding
section we were able to construct the V -operators by requiring that they satisfy
the time-like quadratic Poisson structure. In what follows, mostly as a consistency
check on the findings of the previous section, we implement the discrete time
Darboux-dressing formulation to identify the V -hierarchy, and confirm the findings
of the algebraic approach. This process also offers a systematic means to derive
solutions of the associated integrable non-linear difference equations as discussed
in subsection 3.3.
3.1. The semi-discrete time NLS hierarchy. We first examine the semi-discrete
time scenario and consider the Lax pair
(
U, V
)
, where U is given by U (2) in (2.25)
and the hierarchy of V -operators will be derived through the dressing process, i.e.
we are considering now the space-like description as opposed to the time-like con-
sideration of subsection 2.1.1. In particular, we are going to explicitly derive the
first two members of the discrete time hierarchy, V (1) and V (2) confirming the
algebraic findings of subsection 2.1.
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AN ALGEBRAIC APPROACH TO DISCRETE TIME INTEGABILITY 19
Consider the associated auxiliary linear problem (2.1), and let M be the Dar-
boux transform such that:
(3.1) Ψ(x, a, λ) = M(x, a, λ)Ψ̂(x, a, λ),
where both Ψ, Ψ̂ are solutions of associated linear problems with Lax pairs
(
U, V
)
and
(
Û , V̂
)
respectively. Let us focus on the x-part of the linear auxiliary problem
to derive the x-part of the Darboux-Bäcklund relations:
(3.2) ∂xM(x, a, λ) = U(x, a, λ)M(x, a, λ)−M(x, a, λ)Û(x, a, λ).
We consider here the fundamental Darboux transform for the NLS hierarchy (see
also recent relevant results for the NLS model and generalizations [17], [15])
(3.3) M(x, a, λ) =
(
λ+Aa(x) Ba(x)
Ca(x) λ+Da(x)
)
.
Also, recall that U is given by U (2) in (2.25), and Û =
(
λ 0
0 0
)
. Using the fun-
damental Darboux matrix above and solving the x-part of the Darboux-Bäcklund
transformation (BT) relations (3.2) we obtain the following sets of constraints (see
also e.g. [15]):
(3.4) Ba = −ûa, Ca = ua−1, Da = Θ−Aa,
where Θ is an arbitrary constant, and the extra constraints
∂xûa = ûaAa, ∂xua−1 = ua−1Aa, ∂xAa = ûaua.(3.5)
We shall also perform the discrete time dressing to obtain the V -operators and
confirm the expressions for V derived algebraically in the previous section. Let us
consider the general form of the V -operator associated to a certain discrete time
characterized by an index a,
(3.6) V (m)(λ) = λmD +
m−1∑
k=0
λkY(k,m),
recall D = diag(1, 0), and we express M = λI +K, where I is the 2× 2 identity
matrix, and the matrix K reads from (3.3). Also, V̂ (m)(λ) = λmD + I. From the
discrete time part of the Darboux relations
(3.7) M(x, a+ 1, λ)V̂ (x, a, λ) = V (x, a, λ)M(x, a, λ),
the following recursion relations emerge for the generic object V (m) (3.6) (x de-
pendence on the expression below is always implied, but omitted for brevity):
Y(m−1,m)(a) = K(a+ 1)D −DK(a)
Y(k−1,m)(a) = −Y(k,m)(a)K(a), k ∈
{
2, . . . ,m− 1
}
Y(0,m)(a)− 1 = −Y(1,m)(a)K(a)
K(a+ 1) = Y(0,m)(a)K(a).(3.8)
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20 ANASTASIA DOIKOU AND IAIN FINDLAY
We now focus on the explicit derivation of the first two members of the discrete
time hierarchy, V (1) and V (2).
Let us first identify the V (1) operator and the corresponding non-linear ODEs.
The constraints emerging from (3.8) associated to V (1) are summarized below:
Y(0,1)12 (a) = −Ba, Y
(0,1)
21 (a) = Ca+1, Y
(0,1)
11 (a)− 1 = Aa+1 −Aa.(3.9)
which lead to Y(0,1)12 (a) = ûa, Y
(0,1)
21 (a) = ua. Also,
Aa+1 −Aa = Y(0,1)11 (a)Aa + ûaua−1, Aa+1 −Aa = uaûa
ua − ua−1 = uaAa, ûa+1 − ûa = ûaAa + û2aua.(3.10)
Combining the constraints (3.9) and (3.10), and recalling the x-part of the Darboux
transform (3.5) we conclude: Y(0,1)11 (a) = 1 + uaûa, and the nonlinear ODEs
ûa+1 − ûa = û2aua + ∂xûa
ua − ua−1 = −u2aûa + ∂xua.(3.11)
Analogous expressions were obtained in [17], where the semi-discrete space case
was studied. In this particular case we observe a simple exchange of the role
of space and time. The latter equations can be seen as non-linear versions of the
transport equation. We have thus reproduced expression (2.12) for V (1) confirming
the algebraic approach of the previous section.
We move on to derive V (2) via the dressing formulation. Let us introduce the
following notation compatible with the expression (2.16) derived in the previous
subsection:
Y(0,2)11 (a) = Aa, Y
(0,2)
22 (a) = Da, Y
(0,2)
12 (a) = Ba, Y
(0,2)
21 (a) = Ca.
and Y(1,2)22 (a) = 0, Y
(1,2)
11 (a) = N
(2)
a . Then from equations (3.8) for V (2) we obtain
for the off diagonal entries
(3.12) Y(1,2)12 (a) = ûa, Y
(1,2)
21 (a) = ua
as well as the following set of constraints
Ba = ûaAa + N(2)a ûa,(3.13)
BaAa = ûa+1 − Aaûa(3.14)
Ca = −uaAa,(3.15)
CaAa = ua − Daua−1.(3.16)
The diagonal entries of (3.8) lead to:
Aa+1 −Aa = Caûa + uaûaAa,(3.17)
Aa+1 −Aa = N(2)a(3.18)
Aa+1 = AaAa + Baua−1,(3.19)
Da = 1 + uaûa, Aa = 1− N(2)a Aa − ûaua−1.(3.20)
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AN ALGEBRAIC APPROACH TO DISCRETE TIME INTEGABILITY 21
Combining equations (3.17), (3.18) and (3.13) we conclude the N(2)a as expected
is given by expressions (2.17). Similarly, Da given in (3.20) agrees with expres-
sion (2.17) from the algebraic viewpoint. Also, for Aa we conclude via (3.20) and
(3.15), (3.16) and the definition of Da (3.20) to the expression given by (2.17). The
dressing process yields exactly the same expression for V (2) as the algebraic formu-
lation of subsection 2.1 and this is indeed a strong consistency check. Moreover,
the equations of motion derived in subsection 2.2 via the zero curvature condition
(see also (A.5), (A.6)), are recovered via equations (3.13)–(3.20) and using the x-
part of the Darboux-BT relations (3.5). Indeed, expressions (A.5) are immediately
recovered by combining (3.13), (3.15) and recalling (3.5).
3.2. The fully discrete time NLS hierarchy. We come now to the applica-
tion of the fully discrete Darboux-dressing process in order to construct the fully
discrete NLS hierarchy. Let M be the local Darboux transformation such that
(3.21) Ψ(n, a, λ) = M(n, a, λ)Ψ̂(n, a, λ),
where both Ψ, Ψ̂ satisfy the auxiliary linear problem (2.30) with
(
L, V
)
and(
L̂, V̂
)
respectively, then it follows:
(3.22) M(n+ 1, a, λ) L̂(n, a, λ) = L(n, a, λ) M(n, a, λ)
where L is given by (2.36) and L̂ is in general of the same form, but with fields
X̂, Ŷ , and here we consider the simple case where X̂ = Ŷ = 0. Similarly for the
discrete time components of the Lax pair the transformation (3.21) leads to
(3.23) V (n, a, λ) M(n, a, λ) = M(n, a+ 1, λ) V̂ (n, a, λ).
We consider for now the fundamental Darboux matrix given in (3.3), but Ga(x)→
Gna, where G ∈ {A, B, C, D}.
From the discrete space part of the Darboux-BT relations (3.22) we obtain,
Bna = −Xna, Cna = Yn−1a−1,(3.24)
We also derive, as expected that Dna = 1 − Ana and Nna = 1 + XnaYna−1. The
discrete space dressing has been performed in [17]), and detailed computations can
be found there.
Let us first derive V (1), being of the form (2.39). From (3.23), we obtain
relations (3.9)-(3.10) provided that ua(x) → Yn−1a, ûa(x) → Xna and Na(x) →
Nna, conforming also that Nna = 1 + XnaYna−1. Similarly, for the derivation
of V (2) (2.43) we obtain via (3.23) equations (3.13)-(3.16) and (3.17)-(3.20), but
ua(x)→ Yn−1a, ûa(x)→ Xna and Fa(x)→ Fna, where F ∈
{
N(2), B, C, A, D
}
,
confirming also equations (2.44) coming from the algebraic approach.
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22 ANASTASIA DOIKOU AND IAIN FINDLAY
3.3. Solutions. Having derived the V -operators of the discrete time NLS systems
via the dressing methodology we come now to the derivation of solutions of the
associated integrable non-linear difference equations.
Solitonic solutions can be obtained from the fundamental Darboux matrix as
in the continuous and the semi-discrete space case (see e.g [17] and references
therein). In fact, by solving the constraints from the space part of the Darboux
transform we obtain such solutions. We do not provide the detailed computations
here, however for a more detailed analysis on the derivation of these expression
we refer the interested reader to [17]. In any case, such expressions will be also
identified in the subsequent section in a more straightforward manner using a
different Darboux matrix, which provides not only solitonic, but generic solutions
for both the semi-discrete time scenario and the fully discrete case. We report
below the expressions of the stationary solutions found in the semi-discrete space
case [17], which are also valid in the fully discrete case:
(1) Solitons of type I
Xn =
ξn−1(ξ − 1)x1
ξn−1(ξ − 1 + d1)− d1
, Yn =
ξ−n(ξ − 1)(1− a1)y1
ξ−n(ξ − 1 + a1)− a1
,(3.25)
where x1, y1, a1, d1 are constants. Periodic boundary conditions are valid
for all the associated fields and this can be easily checked by inspection pro-
vided that ξN = 1. Note that in the stationary solutions above the discrete
time dependence is naturally introduced:
(
X
n
, Yn
)
→
(
Xna, Yna−1
)
and
ξn → ξnζa, where ζ−1 = (ξ−1)2, (see also next section, where a detailed
discussion on the related dispersion relations is presented). The soliton I
solutions ûa(x), ua−1(x) for the discrete time and continuum space case
studied in the proceeding section have the same form as in (3.25), but
ξn → e−kx and the dispersion relation becomes ζ = k2 + 1 (see also next
section).
(2) Solitons of type II
Xn =
(ξ̄ − 1)x1
(ξ̄ − 1 + κ̄d̂1)η−n+1 − κ̄d̂1ε−n+1
, Yn =
η(ξ̃ − 1)(1− κ̃â1)y1
(ξ̄ − 1 + κ̄â1)ηn − κ̄â1εn
,
where ξ̄ = εη−1, κ̄ = η−1, η = 1 + c, ε = 1 − c, and ξ̃ = ξ̄−1, κ̃ =
−κ̄ξ̄−1 (see also [17]), and x1, y1, â1, d̂1. As in the case 1 above the
time dependence is easily implemented:
(
X
n
, Yn
)
→
(
Xna, Yna−1
)
and
ηn → ηnζa, εn → εnζ̂a, where ζ̂ − 1 = (ε− 1)2, ζ − 1 = (η − 1)2, (see also
next subsection). Similarly to case 1 the soliton II solutions ûa(x), ua−1(x)
for the discrete time and continuum space case studied in the proceeding
section have the same form as in (3.26), but ηn → e−k1x, εn → e−k2x,
and the dispersion relation becomes ζ = k21 + 1, ζ̂ = k
2
2 + 1, (see also next
subsection on the issue of dispersion relations).
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AN ALGEBRAIC APPROACH TO DISCRETE TIME INTEGABILITY 23
Note that 2-soliton solutions can be obtained by repeatedly applying the funda-
mental Darboux and using Bianchi’s permutability theorem. Detailed computa-
tions and explicit expressions of such solutions can be found in [17] for the semi-
discrete space NLS model.
Solutions from the Toda type Darboux. We consider in what follows a
different type of Darboux transformation, the Toda type Darboux (see also e.g.
[17]). We shall employ this transformation to identify generic solutions for both
the semi-discrete time and the fully discrete NLS systems generalizing the findings
of [17].
1.The semi-discrete time NLS. Let us first discuss the semi-discrete time NLS case
and derive solution via the Toda type Darboux transformation repeating some of
the fundamental computations of [17]. Recall the U -operator of the continuous
space and discrete time Lax pair
(
U, V
)
, where U is given by U (2) in (2.25). As
was shown in [17] in order to derive general solutions of the non-linear ODEs/PDEs
in the simplest possible way we use the Toda type Darboux transform:
(3.26) M(x, a, λ) =
(
λ+Aa Ba
Ca 0
)
.
The x-part of the Darboux transform gives:
(3.27) ∂xM(x, a, λ) = U(x, a, λ)M(x, a, λ)−M(x, a, λ)U0(x, a, λ),
where U0 is also given by U
(2) (2.25), but ua → u(0)a , ûa → û(0)a . If u(0)a = 0, then
û
(0)
a satisfies the linear equation (we consider the example of the NLS-like equation
(2.27)-(2.28))
(3.28) û
(0)
a+1 − û(0)a = ∂2xû(0)a .
The equation above is nothing but the discrete time version of the heat equation.
The solution of the linear equation û
(0)
a can be expressed as
(3.29) û0 =
S∑
s=1
cse
−ksx+Λsa, and/or û0 =
∫
R
dλc(λ)eiλx+Λλa
with dispersion relations given as
(3.30) Λs = ln
(
k2s + 1
)
, Λλ = ln
(
− λ2 + 1
)
.
From the Darboux relations (3.27) we obtain: Ba = û
(0)
a , Ca = ua−1
∂xû
(0)
a = −Aaû(0)a , ∂xua−1 = Aaua−1, ∂xAa = ua−1ûa.(3.31)
Solving the equations above leads to:
(3.32) ua−1 =
g
û
(0)
a
and ûa = −g−1
û
(0)
a ∂2x(û
(0)
a )− (∂xû(0)a )2
û
(0)
a
.
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24 ANASTASIA DOIKOU AND IAIN FINDLAY
Choosing for instance the simple linear solutions: û0 = c1e
−k1x+Λ1a + c2 or û0 =
c1e
−k1x+Λ1a + c2e
−k2x+Λ2a we obtain one soliton solutions, respectively:
ua−1 =
g
c1e−k1x+Λ1a + c2
type I soliton(3.33)
ua−1 =
g
c1e−k1x+Λ1a + c2e−k2x+Λ2a
type II soliton,(3.34)
and similarly for ûa.
2. The fully discrete NLS. We focus now on the derivation of the fully discrete
NLS solutions by means of the Toda type Darboux.
(3.35) M(n+ 1, a, λ) L0(n, a, λ) = L(n, a, λ) M(n, a, λ)
where the L operator is give by (2.36) and L0 is given by the same expression as
L, but with Xna → X(0)na and Yna → Y (0)na . As in the semi discrete case above we
are considering the case where Y
(0)
na = 0, then it follows from the set of equations
of motion for the fields (A.10)-(A.17) that X
(0)
na satisfy the set of linear difference
equations:
(3.36) X
(0)
n+2a − 2X
(0)
n+1a + X
(0)
na = X
(0)
na+1 −X(0)na ,
which is the fully discrete analogue of heat equation. The solutions of the linear
difference equations above are of the generic form
(3.37) X(0)na =
S∑
s=1
csξ
n
s ζ
a
s , and/or X
(0)
na =
∫
|ξ|=1
dξ c(ξ)ξnζaξ ,
and the associated dispersion relations are easily extracted in this setting and read
as
(3.38) ζs − 1 = (ξs − 1)2.
After solving the set of equations provided by (3.35) for (3.26) we conclude
(recall we have set Y
(0)
na = 0, see also [17]),
Yna−1 −Yn−1a−1 = Yna−1Ana,(3.39)
X
(0)
n+1a(X
(0)
na )
−1 − 1 = XnaYna−1 −An+1a(3.40)
An+1a −Ana = XnaYna−1.(3.41)
Via (3.39)–(3.41) we obtain
Yna−1 =
n∏
m=2
(
1−Ama
)−1
Y1, Xna = (An+1a −Ana)
n∏
m=2
(
1−Ama
)
Y−11 .
Having the solution X
(0)
n at our disposal we can immediately solve for
(3.42) 1−Ana = X(0)n+1a(X(0)na )−1 ⇒
n∏
m=2
(
1−Ama
)
=
X
(0)
n+1a
X
(0)
2
,
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AN ALGEBRAIC APPROACH TO DISCRETE TIME INTEGABILITY 25
and hence obtain the explicit expressions for both fields:
Yna =
X
(0)
2
X
(0)
n+1a
Y1, Xna = −(X(0)2 )−1Y
−1
1
X
(0)
n+2aX
(0)
na − (X(0)n+1a)2
X
(0)
na
.(3.43)
Periodic boundary conditions (XN+1 = X1, YN+1 = Y1) are valid provided that
X
(0)
N+1 = X
(0)
1 . Also, X
(0)
2 and Y1 (boundary terms) in the expressions above are
treated as constants. Expressions (3.43) are general new solutions of the non-linear
partial differential equations for the fully DNLS hierarchy in terms of solutions of
the fully discrete heat equation. We describe below two simple solutions of the
type (3.43), which reproduce the two types of discrete solitons.
As in the discrete time case examined in the previous subsection we consider
the following simple linear solutions:
(1) We first choose
X(0)na = c1 + c2ξ
nζa(3.44)
where recall ζ − 1 = (ξ − 1)2,( see also (3.38)). We substitute (3.44) in
(3.43), and we obtain the discrete analogues of type I solitons:
Xna = −
(X
(0)
2 )
−1Y−11 c1c2(ξ − 1)2
c2 + c1ξ−nζ−a
, Yna =
X
(0)
2 Y1
c1 + c2ξn+1ζa
.(3.45)
(2) The second simple choice is
X(0)n = c1η
nζaη + c2ε
nζaε(3.46)
where ζη,ε are given by (3.38). After substituting the above in (3.43) we
obtain the type II discrete solitons:
Xna = −
(X
(0)
2 )
−1Y−11 c1c2(η − ε)2
c1ε−nη
−a
ε + c2η−nζ
−a
η
, Yn =
X
(0)
2 Y1
c1ηn+1ζaη + c2ε
nζaε
.(3.47)
With this we conclude our explicit computation of the two types of discrete soliton
solutions for the fully discrete NLS model. For generic Fourier transforms of the
solutions of the linear problem we obtain distinct solutions of the fully discrete
NLS.
4. The two dimensional quantum lattice
Our goal now is to generalize the fully discrete description in the quantum case by
constructing the two dimensional quantum lattice. Out basis for such a construc-
tion will be the fundamental RTT scheme for deriving quantum algebras (see e.g.
[20, 37]). We first briefly review this formulation and then we use it for the con-
struction of the two dimensional quantum lattice. For a given R-matrix, solution
of the Yang-Baxter equation, associated quantum algebras emerge from the core
relation:
(4.1) R(λ1 − λ2)
(
L(λ1)⊗ I
) (
I ⊗L(λ2)
)
=
(
I ⊗L(λ2)
) (
L(λ1)⊗ I
)
R(λ1 − λ2)
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As in the classical frame the L-operator is the fundamental object and encodes
the key algebraic information.
Before we proceed with our construction let us first introduce the “double quan-
tum space” notation, which is suitable for the description of the two dimensional
quantum lattice. Let AS and AT denote the spatial and temporal quantum alge-
bras respectively, and let us also distinguish two types of L operator: space-like
Lax operators L ∈ End(Cd)⊗AS⊗A⊗kT , versus time-like operators, i.e. the quan-
tum analogues of V -operators, V ∈ End(Cd) ⊗ A⊗lS ⊗ AT , both satisfying (4.1).
In the examples we are considering here k = l = 2. In the double quantum index
notation for L(n, a) (n space index and a times index), AS occupies the nth site
in the space-like tensor product, whereas A⊗kT occupy the sites a − k + 1 to a in
the time-like tensor product. An analogous interpretation holds for V (n, a).
In the space-like description, precisely as in the classical case, we “freeze” the
time index and we construct the one dimensional space monodromy TS(N, 1, a, λ) ∈
End(Cd)⊗A⊗NS ⊗A
⊗k
T as in (2.32), whereas in the time-like description we freeze
space indices and construct the time-like mondromy TT (n,M, 1, λ) ∈ End(Cd) ⊗
A⊗lS ⊗A
⊗M
T as in (2.4). Naturally TS and TT satisfy (4.1) and consequently traces
over the auxiliary space lead to commuting transfer matrices: tS ∈ A⊗NS ⊗ A
⊗k
T
and tT ∈ A⊗lS ⊗A
⊗M
T .
It is worth noting that in the space transfer matrix the discrete time dependence
is considered to be implicit, and similarly in the time transfer matrix the space
dependence is implicit. The term “quantum spaces”, albeit slightly misleading,
refers in general to copies of the spatial and temporal quantum algebras (that
might be also represented). The double quantum index notation for the quan-
tum Lax pair
(
L(n, a), V (n, a)
)
is also compatible with the classical notation
of section 2. The figures in pages 11-12 as well as relevant comments on space
and time monodromies, and the two dimensional lattice apply in the quantum
case as well. Specifically, the purple and green lines in these figures correspond as
expected to spatial and temporal quantum spaces respectively. A concrete frame
that describes two dimensional quantum integrable lattices is provided by the so
called tetrahedron equation [58, 9]. Our construction is more straightforward in
the sense that the partial quantum algebras we are interested in are independent
of each other, and they both emerge from the fundamental relation (4.1) as argued
above. In fact, both space and time algebras can be embedded in a bigger algebra,
which however simply decomposes into two independent parts ruled by (4.1).
We next examine the quantum versions of the two main examples considered
in the classical case, i.e. the fully discrete NLS and AL models.
1. The discrete NLS model. We first examine the quantum DNLS system. Inspired
by the classical expressions we consider the generic algebraic objects of the form
(4.2) L(m)(λ) =
m∑
k=0
λkY(k,m),
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where Y(m,m) = diag(1, 0).
• The basic assumptions
(1) The L(m)-operators satisfy the quantum algebra (4.1), where R(λ) = λ+P
is the Yangian R-matrix, and recall P =
∑d
i,j=1 eij ⊗ eji is the permuta-
tion operator for the general gld case.
(2) We require the existence of an inverse:
(4.3) L(m)(λ)L̄(m)(−λ) = f (m)(λ)I
where f (m)(λ) = λm +
∑m−1
k=0 akλ
k, and we define
(4.4) L̄(λ) =
(
U ⊗ id
)
Lta(−λ− 1)
(
U ⊗ id
)
,
U = antidiag(i, −i) and ta denotes transposition with respect to the
two dimensional in our case (d dimensional in general),“auxiliary” space.
Specifically, let L(λ) =
∑
i,j eij ⊗ Lij(λ) then Lta(λ) =
∑
i,j eji ⊗ Lij(λ).
The condition (4.3) is equivalent to the requirement that the quantum determinant
of L(m) is proportional to the identity, in analogy to the classical case. The problem
thus reduces into deriving realizations of the quantum algebra of the form (4.1)
subject to the constraint (4.3).
Let us focus on the first two elements of the algebraic hierarchy L(1) and L(2)
assuming that they provide realizations of the quantum algebra (4.1). Let us
express L(1), L(2) as follows
L(1)(λ) =
(
λ+ N X
Y 1
)
, L(2)(λ) =
(
λ2 + λN(2) + A λX + B
λY + C D
)
.(4.5)
The L(1)- operator. For m = 1 and f (1) = λ + 1 we recover the DNLS model
[40, 41]. Indeed, solving condition (4.3) we conclude that N = 1 + XY and due
to the fact that L(1) satisfies the quantum algebra (4.1) we obtain the familiar
canonical relations for the fields:
[
X, Y
]
= 1, and the extra relations
[
X, N
]
= X
compatible with the definition of N from (4.3). A familiar representation of the
canonical fields is given in terms of differential operators as X 7→ xξ, Y 7→ x−1∂ξ,
where x commutes with both ξ, ∂ξ. 
The L(2)-operator. For m = 2 and f(λ) = λ2 + a1λ + a0, then condition (4.3)
gives rise to the following identities (we choose a1 = 1)
4
(4.6) D = 1 + XY, N(2) =
(
XC + BY
)
D−1
and also
(4.7) A = D−1
(
a0 −XC + BC
)
4There is a freedom on the derivation of the fields up to constant and/or a shift depending
on the choice of the constants ak.
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28 ANASTASIA DOIKOU AND IAIN FINDLAY
The above expressions (4.6) and (4.7) are the quantum analogues of (2.45). The
algebraic relations between the fundamental fields are dictated by (4.1) and are
given as follows, we first give the exchange relations among the fundamental fields:[
X, Y
]
= 0,
[
B, C
]
= N(2)D,
[
X, C
]
= D,
[
Y, B
]
= −D(4.8)
All the exchange relations among the various fields emerging from (4.1) are pre-
sented in Appendix B. The semi-classical limit of the quantum algebraic relations
above indeed lead to the Poisson relations (2.18)-(2.20) and (2.45), provided that
−
[
,
]
→
{
,
}
A representation of the algebra (4.8) in terms of differential operators is given
below
(4.9) X 7→ fx, Y 7→ gy, B 7→ g−1
(
1 + fgxy
)
∂y, C 7→ −f−1
(
1 + fgxy
)
∂x,
where f, g commute with each other and also commute with x, y, ∂x ∂y. Also,
as is well known typical realizations of the algebra (4.8) are obtained as tensor
products of the algebra, i.e. we define L(2)({j}, λ) = L(1)(j+1, λ)L(1)(j, λ), where
here we use the index notation and j can be either space or time index. 
Given the form of the L–operators we derived above we can now identify the
quantum Lax pair for the discrete space-time NLS system expressed in the dou-
ble index notation. The space component is given by L(1) → L(n, a) : X →
Xna, Y → Yna−1, and the time component: L(2) → V (2)(n, a) : X → Xna, Y →
Yn−1a, F → Fna, where F ∈
{
B, C, N(2), A, D
}
.
The elements of the temporal quantum algebra, for a fixed n, can be expressed
in the double quantum index notation as (4.9)
Xna 7→ fnxa, Yn−1a 7→ gn−1ya,
Bna 7→ g−1n−1
(
1 + fngn−1xaya
)
∂ya ,
Cna 7→ −f−1n
(
1 + fngn−1xaya
)
∂xa ,(4.10)
where in the expressions above a representation for fn, gn, compatible with the
space like algebra, can be given as fn 7→ ξn, gn 7→ ∂ξn .
2. The quantum AL model. Let us now focus on the case of a trigonometric R-
matrix and the quantum versions of the AL model. The quantum AL model.
Consider now various solutions of the RTT relations (4.1) in the case we choose
the trigonometric matrix [39]:
(4.11) R(λ) = a(λ)
2∑
j=1
ejj ⊗ ejj + c
2∑
i6=j=1
eij ⊗ eji + b(λ)
2∑
i6=j=1
qsgn(j−i)eii ⊗ ejj ,
where q = eµ and a(λ) = sinh (λ+ µ) , b(λ) = sinh (λ) , c = sinh (µ) .
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AN ALGEBRAIC APPROACH TO DISCRETE TIME INTEGABILITY 29
We consider below the quantum analogues of the three distinct cases discussed
in the classical case:
(4.12) L(z) =
(
z b̂
b z−1
)
,
and the associated quantum algebra (4.1) is given as (see also [39]) (recall z = eλ)
(4.13) qb̂b− q−1bb̂ = q − q−1
We also consider the following L-operators, solutions of (4.1)
(4.14) L−(z) =
(
z B̂
B −zA + z−1
)
, L+(z) =
(
z − z−1A B̂
B z−1
)
,
where A = −1 + B̂B (defined up to an overall multiplicative constant). The
corresponding quantum algebra:
qB̂B− q−1BB̂ = q − q−1, B̂A = q−2AB̂, BA = q2AB(4.15)
The semi-classical limit of the quantum algebraic relations (4.13), (4.15) lead to
the Poisson relations (2.52), (2.55), provided that − 12µ
[
,
]
→
{
,
}
.
Representations of the algebras (4.13), (4.15) are provided as follows (see also
[37, 18] and relevant references therein). Let X, Y: XY = q2YX, then
(4.16) b̂ := (qξX + 1)Yζ, b := Y−1ζ−1
where ξ, ζ commute with X, Y and they commute with each other, similarly for
B̂, B. Typical realizations of the elements X, Y are given as X := ex̂, Y := eŷ
provided that
[
x̂, ŷ
]
= 2µ (q = eµ). X, Y can be represented in terms of differential
operators: x̂ 7→ −2µx, ŷ 7→ ∂x, or by matrices, for example X 7→
∑p
k=1 q
−2kekk
and Y 7→
∑p−1
k=1 ekk+1 + ep1. The latter p dimensional representation is called the
cyclic representation and is valid for µ = πp .
The operators L, L± will be now used for realizing the quantum discrete AL
model. Below, we express the quantum Lax pairs in the double quantum index
notation.
A. We first consider the Lax pair
(
L, V −
)
: L → L(n, a) : b̂ → β̂na−1, b → βna
and L− → V −(n, a) : B̂→ β̂n−1a, B→ βna.
B. We also consider the Lax pair
(
L, V +
)
: L → L(n, a) : b̂→ β̂na−1, b→ γna−2
and L+ → V +(n, a) : B̂→ β̂na−1, B→ γn−1a−1.
C. Finally we consider the Lax Pair
(
L+, V −
)
: L+ → L+(n, a) : B̂→ β̂na, B→
βna−1 and V
−(n, a) is defined as in case A.
When defining the object A = −1 + B̂B appearing in L± we consistently keep
a specific order for the fields involved, which of course is irrelevant at the classical
level. Similarly, the order in the non-linear terms in the partial difference equations
(2.58), (2.60), (2.64) is important in the quantum case. Our quantum description
is also compatible with the notion of the quantum auxiliary linear problem and the
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30 ANASTASIA DOIKOU AND IAIN FINDLAY
quantum Darboux-Bäcklund transformation as discussed in [14, 38]. The various
quantum equations of motion of (2.58), (2.60) and (2.64) are as expected precisely
of the form of the quantum Darboux-Bäcklund relations appearing in [14, 38], due
to the form of the discrete zero curvature condition (2.31) (cf. (3.22)). Moreover,
the algebraic content of the quantum Darboux matrix as suggested in [14] is fully
justified by the existence of space-time quantum algebras, and in particular the
fact that the V -operator, which plays the role of the Darboux matrix, satisfies the
temporal quantum algebra.
Remark 4.1. The trigonometric R-matrix (4.11) as well as the various expres-
sions for the L-operators can be associated to the more familiar Uq(sl2) R-matrix
[33] (see for instance the use of the various versions in [39, 14, 38]) via suitable
transformations.
Indeed, let L(λ) =
(
G−1⊗V −1
)
L̂(λ)
(
G⊗id
)
andR(λ) =
(
G⊗G−1
)
R̂(λ)
(
G⊗G−1
)
,
where G = diag(q
1
4 , q−
1
4 ) and R̂ is the XXZ (or sine-Gordon) R matrix is given
as [33]
(4.17) R̂(λ) = a(λ)
2∑
j=1
ejj ⊗ ejj + c
2∑
i6=j=1
eij ⊗ eji + b(λ)
2∑
i6=j=1
eii ⊗ ejj ,
where recall, q = eµ and a(λ) = sinh (λ+ µ) , b(λ) = sinh (λ) , c = sinh (µ) .
Also, the algebraic object V is such that, A = V −2, equivalently, B̂V = qV B̂
and BV = q−1V B. Also, detqL̂ ∝ id or equivalently (4.3) is valid for L̂. It can be
shown by direct computation for (4.12) and (4.14) that
(
G−1⊗V −1
)
L̂(λ)
(
G⊗id
)
=(
G⊗ id)L̂(λ)
(
G−1 ⊗ V −1
)
. L̂ satisfies relation (4.1) with the R̂-matrix (4.17). 
Remark 4.2. The L and L̂ operators are associated to the same quantum algebra,
however they provide distinct co-products.
Let us use L± as our examples to illustrate this. Let
(4.18) L̂−(z) =
(
zV Ĉ
C −zV −1 + z−1V
)
, L̂+(z) =
(
zV − z−1V −1 Ĉ
C z−1V
)
,
where C = q− 12V B, Ĉ = q 12V B̂. We also multiply L̂ and L with σz (the diagonal
Pauli matrix), ((σz ⊗ σz)R(σz ⊗ σz) = R, same for R̂). The quantum algebras
emerging form (4.1) are Hopf algebras equipped with a co-product ∆(L(λ)) =
L(2, λ)L(1, λ), where 1, 2 are quantum space indices. Then from L− we obtain
(recall A = V −2)
(4.19) ∆(B) = B⊗ id, ∆(B̂) = B̂⊗ id + V −2 ⊗ B̂,
whereas from L̂−:
(4.20) ∆(C) = C⊗ V, ∆(Ĉ) = Ĉ⊗ V + V −1 ⊗ Ĉ
Similarly, from L+ (L̂+) with B, B̂ (C, Ĉ) being interchanged in the co products
above. 
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AN ALGEBRAIC APPROACH TO DISCRETE TIME INTEGABILITY 31
We have only considered here periodic boundary conditions at both classical and
quantum level. The significant point then is the implementation of integrable space
and time integrable boundary conditions [51, 6, 15] in the discrete systems, and
the effect of these boundary conditions on the behavior of the solutions. As a final
remark we note that although the fully discrete case represented various technical
and conceptual difficulties, we were able to achieve the consistent simultaneous
discretizations of both space and time directions in such a way that integrabilty
was ensured, based on the concurrent existence of temporal and spatial classical
and quantum algebras.
Acknowledgments. AD acknowledges support from the EPSRC research grant
EP/R009465/1.
Appendix A. Discrete time NLS equations: consistency
1. Semi-discrete time NLS. We obtain the following set of constraints from the
zero curvature condition, by focusing first on the off diagonal elements:
Ba = ∂xûa + N(2)a ûa(A.1)
∂xBa = ûa+1Da − Aaûa(A.2)
Ca = −∂xua + uaN(2)a(A.3)
∂xCa = uaAa − Daua−1(A.4)
Dependence of the fields on x is in all the always implied, but omitted for brevity.
Equations (A.1), (A.3), via the definition of N(2) (2.17), lead to
(A.5) Ba =
∂xûa − û2a∂xua
1− uaûa
, Ca =
u2a∂xûa − ∂xua
1− uaûa
.
Also, from the zero curvature condition we obtain the following constraints
(A.6) ∂xBa = ûa+1Da − Aaûa, ∂xCa = uaAa − Daua−1.
Given that that A, D, N(2) (2.17), and B, C (A.5) are expressed in terms of the
fundamental fields ua, ûa and their x-derivatives, equations (A.6) are the equations
of motion for the fundamental fields fields ua, ûa.
Consistency checks are also performed for the diagonal entries of the matrix
from the zero curvature condition:
∂xDa = uaBa − Caûa(A.7)
∂xN(2) = ûa+1ua − ûaua−1(A.8)
∂xAa = ûa+1Ca − Baua−1.(A.9)
Indeed, using the fundamental equations (A.1)-(A.2) and the definitions (2.17) the
above equations are confirmed.
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32 ANASTASIA DOIKOU AND IAIN FINDLAY
2. Fully discrete NLS. Having at our disposal the Lax pair we can now write down
the set of equations merging for the fully discrete version of the zero curvature
condition (2.31)
Bna = Xn+1a +
(
N(2)n+1a − Nna+1
)
Xna(A.10)
Bn+1a = Nna+1Bna + Xna+1Dna − An+1aXna(A.11)
Cn+1a = Yn−1a −Yna
(
Nna − N(2)na
)
(A.12)
Cna = Cn+1aNna+1 + Dn+1aYn−1a −YnaAna(A.13)
The first equations above come form the off diagonal elements of the zero curvature
condition. Equations (A.10)-(A.13) together with (2.44) provide the fully discrete
analogues of the equations of motion (A.1)-(A.4).
The diagonal entries provide extra consistency constraints
N(2)n+1a − Nna+1 = N(2)na − Nna(A.14)
Dn+1a − Dna = YnaBna − Cn+1aXna(A.15)
An+1 − An = Nna+1N(2)na − N
(2)
n+1aNna + Xna+1Yn−1a −Xn+1aYna−1(A.16)
An+1aNna − AnaNna+1 = Xna+1Cna − Bn+1aYna−1.(A.17)
Equations (A.15)-(A.17) are the discrete space analogues of the semi-discrete case
(A.7)-(A.9). However in the fully discrete case an extra constraint arising and
corresponds to equation (A.14).
Appendix B. Algebraic relations & compatibility
By means of (4.1) we obtain the following algebraic relations involving all the fields
(4.6), (4.7):[
C, D
]
= −YN(2),
[
B, D
]
= N(2)X,
[
X, D
]
=
[
Y, D
]
= 0(B.1) [
N(2), B
]
= −B,
[
N(2), C
]
= C,
[
N(2), A
]
=
[
N(2), D
]
= 0(B.2) [
X, A
]
= B,
[
Y, A
]
= −C,
[
X, N(2)
]
= X,
[
Y, N(2)
]
= −Y(B.3) [
A, B
]
= AX− N(2)B,
[
A, C
]
= CN(2) −YA(B.4) [
A, D
]
= CX−YB,
[
X, D
]
=
[
Y, D
]
= 0.(B.5)
All the relations above are compatible with the fields as defined in (4.6), (4.7) and
(4.8).
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