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A LINEARISED INVERSE CONDUCTIVITY PROBLEM FOR THE MAXWELL
SYSTEM AT A HIGH FREQUENCY ∗
VICTOR ISAKOV † , SHUAI LU ‡ , AND BOXI XU §
Abstract. We consider a linearised inverse conductivity problem for electromagnetic waves in a three dimensional bounded
domain at a high time-harmonic frequency. Increasing stability bounds for the conductivity coefficient in the full Maxwell
system and in a simplified transverse electric mode are derived. These bounds contain a Lipschitz term with a factor growing
polynomially in terms of the frequency, a Ho¨lder term, and a logarithmic term which decays with respect to the frequency
as a power. To validate this increasing stability numerically, we propose a reconstruction algorithm aiming at the recovery of
sufficiently many Fourier modes of the conductivity. A numerical evidence sheds light on the influence of the growing frequency
and confirms the improved resolution at higher frequencies.
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1. Introduction. The stationary electromagnetic field (E,H) satisfies the Maxwell system
curlE − iωµ0H = 0, curlH + iω0E = σE,(1.1)
in the medium Ω ⊂ R3 with the electric permittivity 0, the magnetic permeability µ0 and the conductiv-
ity coefficient σ ∈ L∞(Ω). We aim at recovery of the conductivity σ from measurements of all possible
electromagnetic boundary data or the boundary mapping
Λ : E × ν|∂Ω 7→ H × ν|∂Ω,(1.2)
when the time-harmonic frequency ω of stationary waves is assumed to be large and both 0, µ0 are assumed
to be constants. Since such an inverse boundary value problem is exponentially ill-posed, highly non-linear
and moreover non-convex, we shall simplify the original inverse problem into a linearised one, which is
numerically feasible.
Investigation of the inverse conductivity problem goes back to 1980s when the elliptic equation arising
in the electrical impedance tomography was transformed into a Schro¨dinger equation
(−∆ + c)u = 0 in Ω.
The global uniqueness of the Schro¨dinger potential c(x) from the Dirichlet-to-Neumann map in three and
higher dimensions was derived by constructing complex geometrical optics solutions in [20]. Later on, the
stability estimate for this inverse problem is demonstrated to be of a logarithmic type in [1], [16]. Recently,
a series of papers showed that the stability estimate improves when one considers the Schro¨dinger equation
(−∆− k2 + i kb+ c)u = 0 in Ω
with a large wave number k, an attenuation constant b and a potential function c(x). If b = 0, one obtained an
increasing stability estimate in the inverse Schro¨dinger potential problem within different ranges of the wave
numbers in [10]. If the constant b is greater than 0, then the results in [13] show that the increasing stability
involves a linearly exponential dependence on the attenuation constant. We note that the above mentioned
increasing stability holds true in three and higher dimensions under different a priori regularity assumptions.
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2 V. ISAKOV, S. LU, AND B. XU
To numerically reconstruct the potential function c(x) in two and higher dimensions the authors of current
work have considered a linearised inverse Schro¨dinger potential problem in [12] whose increasing stability is
also derived theoretically and verified numerically.
In [19], a linearised problem of identification of 0, µ0, σ in the Maxwell system (1.1) from all possible
boundary measurements was proposed. The first global uniqueness result for all these electromagnetic
parameters of an isotropic medium is obtained in [17] by the admittance or impedance mappings on the
boundary. Meanwhile, the uniqueness and a logarithmic stability estimate hold true if one considers a Cauchy
data set on the full or partial boundary as shown in [5, 6]. An increasing stability estimate of the conductivity
σ in the Maxwell equation (1.1) is proven in [11] where the Cauchy data set on the full boundary is used.
Despite the above theoretical results, numerical schemes reconstructing the electromagnetic parameters are
not well developed.
Out of two features of the inverse conductivity problem, an exponential instability seems to be more
difficult for an analysis and more damaging for numerical reconstruction. Since non-convexity produces
additional difficulties, in our opinion linearisation should help to understand better stability for conductivity
function σ. We note that a linearisation approach has been proposed in [19], but no numerical examples are
reported there. In the current work we consider a linearised inverse conductivity problem for the Maxwell
system (1.1) and investigate the increasing stability of the linearised inverse problem with respect to the
growing frequency ω. Moreover, we propose a Fourier based reconstruction algorithm aiming at recovering
the dominating Fourier modes of the conductivity σ for higher frequencies ω. We shall mention that numerical
algorithms on reconstructing the non-constant medium coefficient of the Maxwell system have been proposed
in [3, 4] where varying polarized or plane incident waves are used at a fixed frequency. We take a similar
approach for the inverse conductivity problem of the Maxwell system (1.1) in the current work.
The paper is organized as follows. The main increasing stability estimates for linearised inverse conduc-
tivity problems of the full Maxwell system and a simplified Transverse Electric (TE) mode are derived in
Section 2. To obtain these estimates, we construct appropriate complex exponential (CE) solutions for the
Maxwell system with the constant electric permittivity 0 and magnetic permeability µ0. By using these CE
solutions, increasing stability estimates are derived which contain a Lipschitz part with the factor growing
polynomially in ω, a Ho¨lder part, and a logarithmic part which polynomially decays in ω. These estimates
are explicit, i.e. which do not contain unknown constants, like in [11]. A Fourier-based reconstruction algo-
rithm is introduced in Section 3 aiming at the recovery of sufficiently many Fourier modes of the unknown
conductivity function σ for a high frequency ω. Numerical examples confirm the efficiency of the proposed
algorithm and numerically verify the improving resolution of the reconstructed conductivity when the fre-
quency grows. Moreover, in numerical solution of the linearised inverse problem the data from the original
inverse problem are used, and for higher frequencies a very good approximation of σ is obtained.
2. Stability estimates.
2.1. Setups. In the Maxwell system (1.1) we assume that both electrical permittivity 0 and magnetic
permeability µ0 are positive constants and the conductivity σ ∈ L∞(Ω). The wave number k is defined by
k := ω
√
0µ0.
The domain Ω is assumed to be bounded with the boundary ∂Ω ∈ C2. H`(Ω) denotes the standard
Sobolev space with the norm ‖ · ‖(`)(Ω). The function space H(Ω; curl) is defined by H(Ω; curl) = {u : u ∈
H0(Ω), curlu ∈ H0(Ω)} with the standard norm. We recall that TH(∂Ω) is the space of traces of functions
from H(Ω; curl) with the norm ‖g‖TH(∂Ω) = inf
(‖u‖(0)(Ω)+‖ curlu‖(0)(Ω)) over all u ∈ H(Ω; curl) such that
u× ν = g on ∂Ω and ν is the outward unit normal vector of ∂Ω.
Under above assumptions and notations, it is known that there is a unique solution (E,H) ∈ (H(Ω; curl))2
of (1.1) and the boundary condition is
E × ν = g on ∂Ω,
provided that g ∈ TH(∂Ω) and ω is not an eigenvalue.
We expect that if the conductivity σ is small or the frequency ω is sufficiently large, the solution (E,H)
of (1.1) has the form
E = E(; 0) + E(; 1) + E(; 2), H = H(; 0) +H(; 1) +H(; 2),
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where (E(; `), H(; `)), ` = 0, 1 are solutions of the boundary value problems below and (E(; 2), H(; 2)) are
higher-order terms with respect to the conductivity σ. The solution (E(; 0), H(; 0)) satisfies the unperturbed
problem
curlE(; 0)− iωµ0H(; 0) = 0, curlH(; 0) + iω0E(; 0) = 0 in Ω,(2.1)
and the boundary condition E(; 0)× ν = g on ∂Ω. Meanwhile, the solution (E(; 1), H(; 1)) satisfies
curlE(; 1)− iωµ0H(; 1) = 0, curlH(; 1) + iω0E(; 1) = σE(; 0) in Ω,(2.2)
and the boundary condition
E(; 1)× ν = 0 on ∂Ω.(2.3)
The remaining higher-order terms would be small if the conductivity is small, for instance, ‖E(; 2)‖(0)(Ω) ≤
C‖σ‖1+ηL∞(Ω) in [19] for some η ∈ (0, 1).
Similarly to [19], the linearised inverse problem to be considered in current work is to recover the
conductivity σ given the linearised boundary mapping
Λ′ : E(; 0)× ν|∂Ω 7→ H(; 1)× ν|∂Ω.(2.4)
To proceed further we introduce an ”adjoint” solution (E∗(; 0), H∗(; 0)) ∈ (H(Ω; curl))2 of the unper-
turbed system (2.1), i.e.,
curlE∗(; 0)− iωµ0H∗(; 0) = 0, curlH∗(; 0) + iω0E∗(; 0) = 0 in Ω.(2.5)
By the well-known identity∫
Ω
(v · curlw − curlv ·w) dx =
∫
∂Ω
(v × ν) ·w dS,(2.6)
with v = H(; 1), w = E∗(; 0) and v = E(; 1), w = H∗(; 0) respectively, we obtain∫
Ω
(
H(; 1) · curlE∗(; 0)− curlH(; 1) · E∗(; 0) + E(; 1) · curlH∗(; 0)− curlE(; 1) ·H∗(; 0))dx
=
∫
∂Ω
(
(H(; 1)× ν) · E∗(; 0) + (E(; 1)× ν) ·H∗(; 0)) dS.
By using (2.2), (2.3), (2.5) the above equality further reduces to∫
Ω
σE(; 0) · E∗(; 0) dx = −
∫
∂Ω
(H(; 1)× ν) · E∗(; 0) dS(2.7)
which plays a fundamental role in this work.
2.2. Increasing stability for the linearised inverse conductivity problem. Before we proceed
further, some additional notations are introduced. Here and in what follows, we let ε > 0 be the operator
norm of the linearised operator Λ′ in (2.4) from TH(∂Ω) to TH(∂Ω), D = sup |x − y| with x, y ∈ Ω be the
diameter of Ω, Vol(Ω) be the volume of Ω and Vol2(Ω) = sup Vol2(Ω
′) over all 2-dimensional orthogonal
projection Ω′ of Ω. We will extend σ onto R3 \ Ω as zero and recall that the Fourier transform
σ̂(ξ) = (2pi)−
3
2
∫
R3
σ(x) e− i ξ·x dx.
The main increasing stability estimate for the linearised inverse conductivity problem is presented below.
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Theorem 2.1. Let ‖σ‖(1)(Ω) ≤ M1, σ = 0 on ∂Ω, and the wave number k ≥ 1. Furthermore, let
0 < α ≤ 1 and ε < 1, then
(2.8)
‖σ‖2(0)(Ω) ≤
4
3pi2
(Vol(Ω))2
(
(1− χk(E))(1 + k)4k3α + χk(E)(1 + E)4E3
)
ε2
+ χk(E) 1
4pi2
(Vol2(Ω))
2 1
D
(
1 + (2D)2
)1/2
(1 + E)4Eε
+M21
(
(1− χk(E)) 1
1 + 2E2α + 2k2α + χk(E)
1
1 + E2D2 + 4k
2
)
.
Here E = − ln ε and χk(E) = 0 if E < k and χk(E) = 1 if k ≤ E.
Remark 2.2. Since in the dimension three Vol(Ω) ≤ piD36 , Vol2(Ω) ≤ piD
2
4 , then the bound (2.8) implies
that
‖σ‖2(0)(Ω) ≤
D6
33
(
(1− χk(E))(1 + k)4k3α + χk(E)(1 + E)4E3
)
ε2
+ χk(E)D
3
26
(
1 + (2D)2
)1/2
(1 + E)4Eε
+M21
(
(1− χk(E)) 1
1 + 2E2α + 2k2α + χk(E)
1
1 + E2D2 + 4k
2
)
.
Proof. Due to the translational invariance we can assume that the origin 0 ∈ Ω and D = 2 sup |x|, x ∈ Ω.
We construct CE solutions
(2.9) E(x; 0) = aei ζ·x, H(x; 0) = bei ζ·x, E∗(x; 0) = a∗ei ζ
∗·x, H∗(x; 0) = b∗ei ζ
∗·x,
with complex valued vectors a, b, a∗, b∗, ζ, ζ∗, which yields
(2.10)
curlE(x; 0) = i ei ζ·xζ × a, curlH(x; 0) = i ei ζ·xζ × b,
curlE∗(x; 0) = i ei ζ
∗·xζ∗ × a∗, curlH∗(x; 0) = i ei ζ∗·xζ∗ × b∗.
Then these solutions in (2.9) solve the unperturbed Maxwell systems (2.1) and (2.5) if and only if
(2.11)
ζ × a = ωµ0b, ζ × b = −ω0a, ζ∗ × a∗ = ωµ0b∗, ζ∗ × b∗ = −ω0a∗,
ζ · ζ = ζ∗ · ζ∗ = k2 = ω20µ0.
Letting ξ ∈ R3 \ {0}, and {e1 = ξ|ξ| , e2, e3} be an orthonormal basis in R3, we choose
(2.12)
ζ =
|ξ|
2
e1 +
√
k2 − |ξ|
2
4
e2, ζ
∗ =
|ξ|
2
e1 −
√
k2 − |ξ|
2
4
e2,
a = e3, b =
−1
ωµ0
( |ξ|
2
e2 −
√
k2 − |ξ|
2
4
e1
)
, a∗ = −e3, b∗ = 1
ωµ0
( |ξ|
2
e2 +
√
k2 − |ξ|
2
4
e1
)
,
where
√−y = i√y when y > 0. One can easily verify that (2.12) implies (2.11). Thus the CE solutions
defined in (2.9) and given the parameter set (2.12) satisfy (2.1) and (2.5).
Recalling the equality (2.7) and inserting the CE solutions in (2.9) with the parameter set in (2.12), we
yield
(2pi)
3
2 σ̂(−ξ) = −
∫
Ω
σE(; 0) · E∗(; 0) dx =
∫
∂Ω
(H(; 1)× ν) · E∗(; 0) dS.
In the above equality, CE solutions E(; 0), E∗(; 0) solve (2.1), (2.5) and H(; 1) satisfies (2.2)-(2.3). Hence
(2pi)
3
2 |σ̂(−ξ)| =
∣∣∣∣∫
∂Ω
(H(; 1)× ν) · E∗(; 0) dS
∣∣∣∣ = ∣∣∣∣∫
Ω
(
H(δ) · curlE∗(; 0)− curlH(δ) · E∗(; 0)) dx ∣∣∣∣
A LINEARISED INVERSE CONDUCTIVITY PROBLEM 5
due to (2.6), provided H(δ)× ν = H(; 1)× ν on ∂Ω.
By the definition of Λ′ in (2.4), we have
‖H(; 1)× ν‖TH(∂Ω) ≤ ε‖E(; 0)× ν‖TH(∂Ω).
Using the definition of the norm in TH(∂Ω), for any δ > 0, there exists H(δ) such that
(2.13) ‖H(δ)‖(0)(Ω) + ‖ curlH(δ)‖(0)(Ω) ≤ ‖H(; 1)× ν‖TH(∂Ω) + δ ≤ ε‖E(; 0)× ν‖TH(∂Ω) + δ.
Now from (2.13), we have
(2pi)
3
2 |σ̂(−ξ)| ≤ ‖H(δ)‖(0)(Ω) ‖ curlE∗(; 0)‖(0)(Ω) + ‖ curlH(δ)‖(0)(Ω) ‖E∗(; 0)‖(0)(Ω)
≤ (ε‖E(; 0)× ν‖TH(∂Ω) + δ)(‖E∗(; 0)‖(0)(Ω) + ‖ curlE∗(; 0)‖(0)(Ω)).
Since it holds for any positive δ, by letting δ → 0 we derive
(2.14) (2pi)
3
2 |σ̂(−ξ)| ≤ ε‖E(; 0)× ν‖TH(∂Ω)
(‖E∗(; 0)‖(0)(Ω) + ‖ curlE∗(; 0)‖(0)(Ω)).
Using (2.9), (2.10) and (2.12), we further obtain
(2.15)
‖E∗(; 0)‖2(0)(Ω) ≤ Vol(Ω), ‖ curlE∗(; 0)‖2(0)(Ω) ≤ k2 Vol(Ω), if |ξ| ≤ 2k,
‖E∗(; 0)‖2(0)(Ω) ≤
∫
Ω
eΞ e2·x dx, ‖ curlE∗(; 0)‖2(0)(Ω) ≤ k2
∫
Ω
eΞ e2·x dx, if 2k < |ξ|,
where Ξ =
√|ξ|2 − 4k2. Similarly,
(2.16)
‖E(; 0)× ν‖TH(∂Ω) ≤ ‖E(; 0)‖(0)(Ω) + ‖ curlE(; 0)‖(0)(Ω) ≤ (1 + k)(Vol(Ω))1/2, if |ξ| ≤ 2k,
‖E(; 0)× ν‖TH(∂Ω) ≤ (1 + k)
(∫
Ω
e−Ξ e2·x dx
)1/2
, if 2k < |ξ|.
Now combining (2.14), (2.15) and (2.16) we derive
(2.17) (2pi)
3
2 |σ̂(−ξ)| ≤ ε‖E(; 0)× ν‖TH(∂Ω)(1 + k)(Vol(Ω))1/2 ≤ ε(1 + k)2 Vol(Ω), if |ξ| ≤ 2k,
and
(2.18)
(2pi)
3
2 |σ̂(−ξ)| ≤ ε‖E(; 0)× ν‖TH(∂Ω)(1 + k)
(∫
Ω
eΞ e2·x dx
)1/2
≤ ε(1 + k)2
(∫
Ω
e−Ξ e2·x dx
)1/2(∫
Ω
eΞ e2·x dx
)1/2
≤ ε(1 + k)2 Vol2(Ω)
∫ D
2
−D2
e−Ξ t dt, if 2k < |ξ|.
We first consider the case a): − ln ε = E < k. By the Parseval identity
(2.19)
‖σ‖2(0)(Ω) =
∫
|ξ|≤2kα
|σ̂(−ξ)|2 dξ +
∫
2kα<|ξ|
|σ̂(−ξ)|2 dξ
≤ 1
(2pi)3
(Vol(Ω))2(1 + k)4
4pi
3
8k3αε2 +
M21
1 + (2kα)2
≤ 4
3pi2
(Vol(Ω))2(1 + k)4k3αε2 +
M21
1 + 2E2α + 2k2α
due to (2.17) and the assumption that E < k.
Now we handle the case b): k ≤ E . Letting ρ2 = E2D2 + 4k2, since the function e
y−e−y
y is increasing when
y > 0, we have
(2.20)
∫ D
2
−D2
e−Ξ t dt =
e
1
2DΞ − e− 12DΞ
Ξ
≤ De
E
2 − e− E2
E
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when 2k < |ξ| ≤ ρ (and hence Ξ ≤ ED ). As above, using (2.16), (2.18), (2.20) we derive
‖σ‖2(0)(Ω) =
∫
|ξ|≤2k
|σ̂(−ξ)|2 dξ +
∫
2k<|ξ|≤ρ
|σ̂(−ξ)|2 dξ +
∫
ρ<|ξ|
|σ̂(−ξ)|2 dξ
≤ 4
3pi2
(Vol(Ω))2(1 + k)4k3ε2 +
1
8pi3
(Vol2(Ω))
2(1 + k)4
D2
E2
(
e
E
2 − e− E2 )2ε2 ∫
2k<|ξ|≤ρ
dξ +
M21
1 + ρ2
.
We have ∫
2k<|ξ|≤ρ
dξ =
4pi
3
(
ρ3 − (2k)3) = 4pi
3
(( E2
D2
+ 4k2
)3/2 − (2k)3)
=
4pi
3
E3
D3
((
1 + (2D
k
E )
2
)3/2 − (2DkE )3) ≤ 2pi E3D3 (1 + (2D)2)1/2,
due to the mean value theorem applied to the function t
3
2 and the assumption that k ≤ E . Indeed, we can
use that by the mean value theorem (with some 0 < t∗ < t)
(1 + t)
3
2 − t 32 = 3
2
(1 + t∗)
1
2 ≤ 3
2
(1 + t)
1
2
and let t = (2D kE )
2. Summing up
(2.21) ‖σ‖2(0)(Ω) ≤
4
3pi2
(Vol(Ω))2(1 +E)4E3ε2 + 1
4pi2
(Vol2(Ω))
2 1
D
(
1 + (2D)2
)1/2
(1 +E)4Eε+ M
2
1
1 + E2D2 + 4k
2
where we used that
(
e
E
2 − e− E2 )2ε2 = (eE + e−E − 2)ε2 = (ε−1 + ε− 2)ε2 ≤ ε, because 0 < ε < 1.
Now the bound (2.8) follows from (2.19) and (2.21).
2.3. A special TE mode. Due to difficulties with a numerical solution of the full three-dimensional
Maxwell system, we further consider a special TE mode where Ω is a cylindrical domain and the conductivity
depends only on the transversal variables.
Let Ω = Ω2×R where Ω2 is a bounded C2 domain in R2 and σ(x) = σ(x′, 0), x′ = (x1, x2). If one seeks
for a solution (E,H) such that E(x) = (0, 0, E3(x
′, 0)), H(x) = (H1(x′, 0), H2(x′, 0), 0), then the Maxwell
system (1.1) is equivalent to
(2.22) −∂1E3 = iωµ0H2, ∂2E3 = iωµ0H1, ∂1H2 − ∂2H1 = (− iω0 + σ)E3 in Ω2,
or
(2.23) −∆E3 = (ω20µ0 + iωµ0σ)E3, H1 = 1
iωµ0
∂2E3, H2 =
−1
iωµ0
∂1E3 in Ω2
where ∆ = ∂21 + ∂
2
2 .
Let ν = (ν′, 0) and ν′ = (ν1, ν2) be the outward unit normal vector of ∂Ω2, since E×ν = (−ν2E3, ν1E3, 0),
H × ν = (0, 0, ν2H1 − ν1H2) = 1iωµ0 (0, 0, ∂ν′E3), the boundary mapping (1.2) can be reformulated as
ΛTE(g) =
1
iωµ0
∂ν′E3 on ∂Ω2
where E3 is the solution of the Dirichlet boundary value problem
−∆E3 = (ω20µ0 + iωµ0σ)E3 in Ω2, E3 = g on ∂Ω2.
Similarly to the previous subsection, we again take an asymptotical expansion
E3 = E3(; 0) + E3(; 1) + E3(; 2)
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where E3(; 0) satisfies the unperturbed problem
(2.24) −∆E3(; 0)− ω20µ0E3(; 0) = 0 in Ω2, E3(; 0) = g on ∂Ω2,
and E3(; 1) solves the Dirichlet problem
(2.25) −∆E3(; 1)− ω20µ0E3(; 1) = iωµ0σE3(; 0) in Ω2, E3(; 1) = 0 on ∂Ω2.
The remaining term is denoted by E3(; 2) which is comparably small under a high frequency ω.
The linearised boundary mapping in the TE mode is defined by
Λ′TE g =
1
iωµ0
∂ν′E3(; 1) on ∂Ω2.
Similar to the above subsection, we again introduce an ”adjoint” solution to the unperturbed equation
(2.26) −∆E∗3 (; 0)− ω20µ0E∗3 (; 0) = 0 in Ω2.
From the Green’s formula and (2.25), (2.26) we have
(2.27) −
∫
Ω2
σE3(; 0)E
∗
3 (; 0) dx
′ =
1
iωµ0
∫
∂Ω2
∂ν′E3(; 1)E
∗
3 (; 0) dS
′ =
∫
∂Ω2
(
Λ′TEE3(; 0)
)
E∗3 (; 0) dS
′.
We also need the trace theorem for Sobolev spaces, such that
(2.28) ‖E3‖( 12 )(∂Ω2) ≤ C2‖E3‖(1)(Ω2)
with a constant C2 depending on the domain Ω2 and on the choice of the norm in H
1
2 (∂Ω2).
Let ε1 be the (operator) norm of Λ
′
TE (from H
1
2 (∂Ω2) into H
− 12 (∂Ω2)) and noting that wave number
k = ω
√
0µ0. The increasing stability estimate for this TE mode is presented below.
Theorem 2.3. Let ‖σ‖(1)(Ω2) ≤ M1, σ = 0 on ∂Ω2, and the wave number k ≥ 1. Furthermore, let
0 < α ≤ 1 and ε1 < 1, then there holds
(2.29)
‖σ‖2(0)(Ω2) ≤
1
pi
C42 (Vol2(Ω2))
2
(
(1− χk(E1))(1 + k)4k2α + χk(E1)(1 + E1)4E21
)
ε21
+ χk(E1) 1
4pi
C42D
2(1 + E1)4ε1
+M21
(
(1− χk(E1)) 1
1 + 2E2α1 + 2k2α
+ χk(E1) 1
1 +
E21
D2 + 4k
2
)
.
Here E1 = − ln ε1 and χk(E1) = 0 if E1 < k and χk(E1) = 1 if k ≤ E1.
Proof. The proof is similar to that of Theorem 2.1 but we need to construct another type of CE solutions.
We use the complex exponential solutions, which is similar to those in [12], below
(2.30) E3(x
′; 0) = ei ζ
′·x′ , E∗3 (x
′; 0) = −ei ζ′∗·x′ ,
then (2.30) solves (2.24), (2.26) if and only if
(2.31) ζ ′ · ζ ′ = ζ ′∗ · ζ ′∗ = k2 = ω20µ0.
Let ξ′ ∈ R2, and {e1 = ξ
′
|ξ′| , e2} be an orthonormal basis in R2 and
(2.32) ζ ′ =
|ξ′|
2
e1 +
√
k2 − |ξ
′|2
4
e2, ζ
′∗ =
|ξ′|
2
e1 −
√
k2 − |ξ
′|2
4
e2.
Then (2.31) is satisfied and hence (2.30) solve (2.24), (2.26).
8 V. ISAKOV, S. LU, AND B. XU
In the two dimensional case
σ̂(ξ′) = (2pi)−1
∫
R2
σ(x′) e− i ξ
′·x′ dx′,
so from (2.27), (2.30), (2.32) we yield
2pi σ̂(−ξ′) = −
∫
Ω2
σE3(; 0)E
∗
3 (; 0) dx
′ =
∫
∂Ω2
(
Λ′TEE3(; 0)
)
E∗3 (; 0) dS
′.
Now using the definition of the operator norm ε1 we get
(2.33)
2pi |σ̂(−ξ′)| ≤ ε1‖E3(; 0)‖( 12 )(∂Ω2) ‖E
∗
3 (; 0)‖( 12 )(∂Ω2)
≤ ε1C22‖E3(; 0)‖(1)(Ω2) ‖E∗3 (; 0)‖(1)(Ω2)
because of (2.28).
Using (2.30), (2.31) and (2.32), we further obtain
(2.34)
‖E3(; 0)‖2(1)(Ω2) =
∫
Ω2
(1 + |ζ ′|2) dx′ = (1 + k2) Vol2(Ω2), if |ξ′| ≤ 2k,
‖E3(; 0)‖2(1)(Ω2) = (1 + k2)
∫
Ω2
e−Ξ
′ e2·x′ dx′, if 2k < |ξ′|,
where Ξ′ =
√|ξ′|2 − 4k2. Similarly,
(2.35)
‖E∗3 (; 0)‖2(1)(Ω2) =
∫
Ω2
(1 + |ζ ′|2) dx′ = (1 + k2) Vol2(Ω2), if |ξ′| ≤ 2k,
‖E∗3 (; 0)‖2(1)(Ω2) = (1 + k2)
∫
Ω2
eΞ
′ e2·x′ dx′, if 2k < |ξ′|.
Now combining (2.33), (2.34) and (2.35) we derive
(2.36) 2pi |σ̂(−ξ′)| ≤ ε1C22 (1 + k)2 Vol2(Ω2), if |ξ′| ≤ 2k,
and
(2.37) 2pi |σ̂(−ξ′)| ≤ ε1C22 (1 + k)2D
∫ D
2
−D2
e−Ξ
′ t′ dt′, if 2k < |ξ′|.
We first consider the case a): E1 < k. We have
(2.38)
‖σ‖2(0)(Ω2) =
∫
|ξ′|≤2kα
|σ̂(−ξ′)|2 dξ′ +
∫
2kα<|ξ′|
|σ̂(−ξ′)|2 dξ′
≤ 1
(2pi)2
C42 (Vol2(Ω2))
2(1 + k)4pi4k2αε21 +
M21
1 + (2kα)2
≤ 1
pi
C42 (Vol2(Ω2))
2(1 + k)4k2αε21 +
M21
1 + 2E2α1 + 2k2α
due to (2.36) and to the assumption that E1 < k.
To handle the case b): k ≤ E1, we let ρ21 = E
2
1
D2 + 4k
2. Since the function e
y−e−y
y is increasing when
y > 0, we have
(2.39)
∫ D
2
−D2
e−Ξ
′ t′ dt′ =
e
1
2DΞ
′ − e− 12DΞ′
Ξ′
≤ De
E1
2 − e− E12
E1
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when 2k < |ξ′| ≤ ρ1 (and then Ξ′ ≤ E1D ). Hence as above when deriving (2.38), using (2.37), (2.39), we
obtain
‖σ‖2(0)(Ω2) =
∫
|ξ′|≤2k
|σ̂(−ξ′)|2 dξ′ +
∫
2k<|ξ′|≤ρ1
|σ̂(−ξ′)|2 dξ′ +
∫
ρ1<|ξ′|
|σ̂(−ξ′)|2 dξ′
≤ 1
pi
C42 (Vol2(Ω2))
2(1 + k)4k2ε21
+
1
4pi2
C42D
2(1 + k)4
D2
E21
(
e
E1
2 − e− E12 )2ε21 ∫
2k<|ξ′|≤ρ1
dξ′ +
M21
1 + ρ21
.
Since ρ21 =
E21
D2 + 4k
2, there holds ∫
2k<|ξ′|≤ρ1
dξ′ = pi
(
ρ21 − (2k)2
)
= pi
E21
D2
.
Simple calculation then shows that when k ≤ E1, there holds
(2.40) ‖σ‖2(0)(Ω2) ≤
1
pi
C42 (Vol2(Ω2))
2(1 + E1)4E21ε21 +
1
4pi
C42D
2(1 + E1)4ε1 + M
2
1
1 +
E21
D2 + 4k
2
because ε1 < 1. The bounds (2.38), (2.40) imply (2.41).
Since the trace operator is continuous from H1(Ω2) into H
1
2 (∂Ω2), one of natural choices of a norm is
‖E3‖( 12 )(∂Ω2) = inf ‖E˜3‖(1)(Ω2)
over all E˜3 ∈ H1(Ω2) with E˜3 = E3 on ∂Ω2. Then C2 ≤ 1 in (2.28) and Theorem 2.3 implies
Corollary 2.4. Let ‖σ‖(1)(Ω2) ≤M1, σ = 0 on ∂Ω2, and the wave number k ≥ 1. Let 0 < α ≤ 1 and
ε1 < 1, then the following estimate holds true
(2.41)
‖σ‖2(0)(Ω2) ≤
1
pi
(Vol2(Ω2))
2
(
(1− χk(E1))(1 + k)4k2α + χk(E1)(1 + E1)4E21
)
ε21
+ χk(E1) 1
4pi
D2(1 + E1)4ε1
+M21
(
(1− χk(E1)) 1
1 + 2E2α1 + 2k2α
+ χk(E1) 1
1 +
E21
D2 + 4k
2
)
.
Here E1 = − ln ε1 and χk(E1) = 0 if E1 < k and χk(E1) = 1 if k ≤ E1.
We comment on increasing stability estimates in Theorems 2.1 and 2.3. As one can observe, these
estimates contain three terms. The first one is either a Lipschitz term whose constant grows polynomially
with respect to the wave number k or a sub-Lipschitz term associated with a logarithmic factor E = − ln ε.
The second item is a Ho¨lder term over ε associated with another logarithmic factor E . The last item is a
negative logarithmic term O(1/E2α), 0 < α ≤ 1 which commonly arises in the stability estimate of elliptic
inverse boundary value problems. Nevertheless, this last term also has another order of O(1/(E2α + k2α)),
0 < α ≤ 1 which may provide a better error bound if the wave number k is large. Similar increasing stability
estimate appears also in the linearised Schro¨dinger potential problem for the acoustic wave equation as shown
in [12].
3. Numerical aspects for the linearised inverse problem. Our main goal in this section is to
propose a reconstruction algorithm and present some numerical evidences confirming the derived increasing
stability in Section 2.
3.1. Numerical reconstruction algorithm. The Fourier based reconstruction algorithm, to be pro-
posed below, relies on the equality (2.7) where the linearised boundary mapping Λ′ provides the boundary
data
Λ′ : E(; 0)× ν|∂Ω 7→ H(; 1)× ν|∂Ω.
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Noticing that in the first-order subproblem (2.2), H(; 1) depends on the unknown conductivity σ(x), we shall
approximate its boundary value in the form of
H(; 1)× ν|∂Ω ≈ (H × ν −H(; 0)× ν) |∂Ω.
Such a linearised approximation has been widely implemented in inverse conductivity problems, for instance
in [7] and very recently in [12]. After this preparation, we could present the reconstruction algorithm for the
linearised Maxwell system and aim at recovering Fourier modes of the conductivity σ(x). This algorithm
firstly chooses several discrete sets of lengths and angles of the vectors in the phase space. For instance, we
choose a discrete and finite length set
{κ`}M`=1 ⊂ (0,K ] for any fixed wave number k = ω
√
µ00.
Here K is the maximum length of the modulus |ξ|, whose choice will be specified later. Choosing three unit
vector (or angle) sets
{e1s}Ns=1 ⊂ Sn−1, {e2s}Ns=1 ⊂ Sn−1 and {e3s}Ns=1 ⊂ Sn−1,
satisfying e1s · e2s = 0 and e3s = e1s × e2s, we denote
ξ〈`;s〉 = κ` e1s, ζ
〈`;s〉 =
κ`
2
e1s +
√
k2 − κ
2
`
4
e2s, ζ
〈`;s〉
∗ =
κ`
2
e1s −
√
k2 − κ
2
`
4
e2s,
and
a〈s〉 = +e3s, b
〈`;s〉 =
−1
ωµ0
(
κ`
2
e2s −
√
k2 − κ
2
`
4
e1s
)
,
a
〈s〉
∗ = −e3s, b〈`;s〉∗ =
+1
ωµ0
(
κ`
2
e2s +
√
k2 − κ
2
`
4
e1s
)
,
which are vectors (or points) chosen in the phase space, while ` = 1, 2, · · · ,M and s = 1, 2, · · · , N . More
precisely, the superscript notation ·〈`;s〉 will be referred to a vector ξ〈`;s〉 with the `th length κ` and the
sth angle e1s. To realize the inverse Fourier transform, we choose a numerical quadrature rule by a suitable
choice of the weights w〈`;s〉 according to these points ξ〈`;s〉.
We summarize our reconstruction algorithm below.
Algorithm 1: Reconstruction Algorithm for the Linearised Inverse Conductivity Problem
Input: {κ`}M`=1, {e1s}Ns=1, {e2s}Ns=1, {e3s}Ns=1 and weights w〈`;s〉;
Output: Reconstructed conductivity σinv = σ
〈M+1;1〉.
1: Set σ〈1;1〉 := 0;
2: For ` = 1, 2, · · · ,M (length updating)
3: For s = 1, 2, · · · , N (angle updating)
4: Choose E(; 0) := a〈s〉 exp{i ζ〈`;s〉 · x}, H(; 0) := b〈`;s〉 exp{i ζ〈`;s〉 · x};
5: Measure boundary dataH×ν∣∣
∂Ω
of the Maxwell system (1.1) given boundary data E(; 0)×ν∣∣
∂Ω
;
6: Calculate approximated linearised boundary data H × ν −H(; 0)× ν on the boundary ∂Ω;
7: Choose E∗(; 0) := a〈s〉∗ exp{i ζ〈`;s〉∗ · x}, H∗(; 0) := b〈`;s〉∗ exp{i ζ〈`;s〉∗ · x};
8: Compute σ̂(−ξ〈`;s〉) ≈ −(a〈s〉 · a〈s〉∗ )−1
∫
∂Ω
(H × ν −H(; 0)× ν) · E∗(; 0) dS;
9: Update σ〈`;s+1〉 = σ〈`;s〉 + w〈`;s〉σ̂(−ξ〈`;s〉) exp{i ξ〈`;s〉 · x};
10: End
11: Set σ〈`+1;1〉 := σ〈`;N+1〉;
12: End.
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As one can observe, in Algorithm 1, the truncation threshold value K determines the highest Fourier
modes of the reconstructed conductivity. Nevertheless, one can not choose K arbitrary large since CE
solutions would become highly oscillating. Similarly to the investigation of acoustic wave equations in [12]
the choice of K = 2k is more appropriate to obtain a stable reconstruction and we provide the numerical
evidence later.
3.2. Numerics of the forward problems and linearised boundary data. To simplify the nu-
merical calculation, we consider the TE mode in Subsection 2.3 and focus on the electromagnetic fields in
a cylindrical domain Ω, when the conductivity σ(x) depends only on the transversal variables. By choosing
Ω = Ω2 × R and σ(x) = σ(x′, 0) with x′ = (x1, x2), we reduce the full three-dimensional Maxwell system
(1.1) to a simplified TE mode (2.22), or more precisely, an uncoupled Helmholtz-type equation (2.23) for
the electric field E3 by eliminating the magnetic fields H1 and H2. In fact, the magnetic fields H1 and H2
can also be calculated by this simplified TE mode, i.e., the formula (2.23) which are gradient fields of the
electric field E3.
a∗ (E∗(; 0))
x1
x2
x3
ξ′ = |ξ′|e1
ξ′⊥ = |ξ′|e2
ζ ′∗
ζ ′
a (E(; 0))
b (H(; 0))
b∗ (H∗(; 0))
O
Fig. 1. TE mode.
To have a clear view of the numerical setting we provide Figure 1 illustrating the relation of CE solutions
between the TE mode and the full Maxwell system in R3. Indeed, according to the CE solutions (2.9) given
(2.12), the fields E(; 0), E∗(; 0), H(; 0) and H∗(; 0) represent the planar waves traveling in the direction of
the wave vectors ζ ′ and ζ ′∗ respectively. The vectors a, a∗ are denoted as the directions of the electric fields
E(; 0), E∗(; 0), and the vectors b, b∗ are denoted as the directions of the magnetic fields H(; 0), H∗(; 0),
by the Faraday’s Law. In the TE mode, except that the vectors a and a∗ are along the x3 direction, the
other vectors lie in the x1-x2 plane. We emphasize that such a TE mode allows us to reduce the algorithmic
complexity and substantially save the computational cost. For similar treatment and further applications,
we refer to [18].
We first provide some numerics of the forward problems and validate the performance of the linearised
boundary data. In particular, this subsection focuses on Steps 5-6 in Algorithm 1 and especially clarify
impacts of the frequency towards the linearised boundary data.
The domain Ω2 is chosen as a disk centred at origin with a radius 0.7 m, i.e. Ω2 := B0.7(0) ⊂ [−0.7, 0.7]2.
The conductivity σ is chosen as
σ(x′) =
∣∣3(1− x1)2 exp{−x21 − (x2 + 1)2} − (2x1 − 10x31 − 10x52) exp{−x21 − x22} − 13 exp{−(x1 + 1)2 − x22}∣∣.
(3.1)
As displayed in the left panel of Figure 2, this conductivity is non-negative and has several Gaussian-type
peaks. The boundary ∂Ω2 is also indicated by the red circle with a radius 0.7 in the same figure. Noticing
that such a conductivity can be represented in the phase space by the variable ξ′ = (ξ1, ξ2), we thus plot
19 inclined segments in the middle panel of Figure 2 where each star indicates a point ξ′ in the phase space
satisfying |ξ′| ≤ 50 with different angles. Near these points, the Fourier modes can be calculated explicitly
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whose absolute values are displayed in the right panel of Figure 2. We emphasize that each curve there
collects the absolute Fourier modes of points corresponding to an inclined segment in the middle panel of
Figure 2. These Fourier modes are of importance in current work and Algorithm 1 aims at recovering as
many of them as possible, c.f. Step 8 ibid.
Fig. 2. Left: the true conductivity σ(x′). Middle: 19 inclined segments in the phase space. Right: the associated absolute
Fourier modes with respect to |ξ′|.
Below we provide some numerical solutions (E,H) with E = (0, 0, E3) and H = (H1, H2, 0) of the Max-
well system (2.22) given the conductivity (3.1) and one particular incident plane wave with ξ′ = (−1, 0). To
calculate the electric and magnetic fields induced by the conductivity we take constant electrical permittivity
and magnetic permeability to be 0 = µ0 = 1 and consequently the wave number k = ω. Considering nu-
merical discretization of the forward problem, we choose a fine grids with 200×200 equal-distance points for
solving the boundary value problem (2.23) with Dirichlet boundary data in the domain [−0.7, 0.7]2. In fact,
it is important to have accurate gradient in such cases, and a second order accurate embedded boundary
method of finite difference schemes on an irregular domain, c.f. [8, 15, 14], are used for solving the forward
problem (2.23) on the disk Ω2. To highlight the influence of the frequency, we choose ω = 5, 15 Hz respec-
tively and present the real parts of electric and magnetic fields in Figures 3-4. As one can observe, when
the frequency becomes large, i.e. ω = 15, high frequency patterns appear in both the electric and magnetic
fields.
To further illustrate the difference between the electric field E3 and its unperturbed approximation
E3(; 0), we present their difference E3 − E3(; 0) in Figures 5-6, for two choices of the frequency ω = 5, 15.
Noticing that the magnetic fields H1 and H2 obey
H1 =
1
iωµ0
∂2E3, H2 =
−1
iωµ0
∂1E3 in Ω2,
as well as their unperturbed approximation
H1(; 0) =
1
iωµ0
∂2E3(; 0), H2(; 0) =
−1
iωµ0
∂1E3(; 0) in Ω2,
we collect the real part of difference H1−H1(; 0) and H2−H2(; 0) in Figures 5-6 as well. When the frequency
grows, i.e. ω = 15, high frequency patterns essentially appear in the difference of electromagnetic fields which
are also reflected on the boundary data. Here, we recall the approximation of ∂ν′E3(; 1) below
∂ν′E3(; 1) ≈ ∂ν′E3 − ∂ν′E3(; 0) on ∂Ω2,
which realizes the linearised boundary mapping numerically. In Figures 5-6, we present the real and imaginary
parts of ∂ν′E3−∂ν′E3(; 0) on the boundary ∂Ω2 where one can observe its tendency under growing frequencies.
All the above numerical calculation has chosen the same ξ′ = (−1, 0) satisfying |ξ′| < k = ω. At the
same time, it remains to check the numerical performance for those |ξ′| > 2k (or 2ω) whose CE solutions
display differently. To save the length of the paper, we only show the linearised Neumann boundary data
∂ν′E3 − ∂ν′E3(; 0) in Figure 7 where ξ′ = (−40, 0) is chosen for both ω = 5 and 15. It is clear that the
linearised Neumann boundary data blows up on parts of the boundary ∂Ω2. It is worth to mention that
such behaviour is also observed in the acoustic Helmholtz equation as shown in [12].
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Fig. 3. [ξ′ = (−1, 0), ω = 5 Hz] Real parts of fields E = (0, 0, E3) and H = (H1, H2, 0) satisfying the Maxwell system
(2.22) with the conductivity σ in (3.1). Upper row: real parts of E3 (V/m), H1 (A/m) and H2 (A/m) (from left to right).
Bottom row: real parts of E (V/m) and H (A/m) (from left to right).
Fig. 4. [ξ′ = (−1, 0), ω = 15 Hz] Real parts of fields E = (0, 0, E3) and H = (H1, H2, 0) satisfying the Maxwell system
(2.22) with the conductivity σ in (3.1). Upper row: real parts of E3 (V/m), H1 (A/m) and H2 (A/m) (from left to right).
Bottom row: real parts of E (V/m) and H (A/m) (from left to right).
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Fig. 5. [ξ′ = (−1, 0), ω = 5 Hz] Upper row: real part of the difference of electromagnetic fields E3 − E3(; 0) (V/m),
H1 −H1(; 0) (A/m) and H2 −H2(; 0) (A/m) (from left to right). Bottom row: real part (left) and imaginary part (right) of
the linearised Neumann boundary data ∂ν′E3 − ∂ν′E3(; 0) on ∂Ω2.
Fig. 6. [ξ′ = (−1, 0), ω = 15 Hz] Upper row: real part of the difference of electromagnetic fields E3 − E3(; 0) (V/m),
H1 −H1(; 0) (A/m) and H2 −H2(; 0) (A/m) (from left to right). Bottom row: real part (left) and imaginary part (right) of
the linearised Neumann boundary data ∂ν′E3 − ∂ν′E3(; 0) on ∂Ω2.
A LINEARISED INVERSE CONDUCTIVITY PROBLEM 15
ω = 5 Hz
ω = 15 Hz
Fig. 7. [ξ′ = (−40, 0)] The real part (left) and imaginary part (right) of the linearised Neumann boundary data ∂ν′E3 −
∂ν′E3(; 0) on ∂Ω2. Upper row: ω = 5 Hz. Bottom row: ω = 15 Hz.
3.3. Inversion of the conductivity and improving resolution under high frequencies. By
numerical calculation of the forward problems and their approximated linearised boundary data in the above
subsection we then confirm efficiency of Algorithm 1, especially Steps 8-9 recovering the Fourier modes of
the conductivity σ. Moreover, we verify the improving resolution by numerical evidence when the frequency
ω grows. To avoid inverse crimes, in the numerical inversion of current subsection, we choose a coarser grid
with 90× 90 equal-distance points in the same rectangle domain [−0.7, 0.7]2.
To fit the setting of Algorithm 1 to the TE mode and reconstruct the conductivity from the boundary
measurement, we recall that a linearised form of the electric field E3 is presented by E3 = E3(; 0) +E3(; 1) +
E3(; 2), where E3(; 0), E3(; 1) obey subproblems (2.24), (2.25) and E3(; 2) is the remaining higher-order term.
Recalling the equality (2.27) below
−
∫
Ω2
σE3(; 0)E
∗
3 (; 0) dx
′ =
1
iωµ0
∫
∂Ω2
∂ν′E3(; 1)E
∗
3 (; 0) dS
′ =
∫
∂Ω2
(
Λ′TEE3(; 0)
)
E∗3 (; 0) dS
′,
we need to consider the CE solutions E3(; 0), E
∗
3 (; 0) referring to those in the proof of Theorem 2.3. In fact,
by choosing any vector ξ′ = (ξ1, ξ2) ∈ R2 and ξ′⊥ = (−ξ2, ξ1) such that ξ′ · ξ′⊥ = 0, |ξ′| = |ξ′⊥| ≤ K, and
denoting e1 =
ξ′
|ξ′| , e2 =
ξ′⊥
|ξ′| , we then generate the CE solutions in (2.30) with the complex valued vectors in
(2.32) and k = ω
√
0µ0. Thus from the linearised boundary mapping (2.27) we have
2pi σ̂(−ξ′) = −
∫
Ω2
σE3(; 0)E
∗
3 (; 0) dx
′ =
1
iωµ0
∫
∂Ω2
∂ν′E3(; 1)E
∗
3 (; 0) dS
′,(3.2)
where the boundary value ∂ν′E3(; 1) is needed in the right-hand side. Since the electric field E3(; 1) de-
pends on the unknown conductivity σ as shown in (2.25), its Neumann boundary value ∂ν′E3(; 1) should be
approximated by the linearisation
∂ν′E3(; 1) ≈ ∂ν′E3 − ∂ν′E3(; 0) on ∂Ω2,
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with the electric field E3 of the original TE mode and E3(; 0) of the unperturbed subproblem.
Referring to the formula (3.2), we recover all the Fourier modes σ̂(ξ′) of the conductivity σ near those
19 (discrete) inclined segments in the phase space as shown in the middle panel of Figure 2 with K = 50.
More precisely, Steps 8-9 in Algorithm 1 iterate over all ξ′ along each discrete inclined segment containing
the phase points ξ′ where their modulus |ξ′| are equally distributed in the interval [0.2, 50] with a step size
0.2. The degree of angles between two adjacent inclined segments is 219pi.
We shall emphasize that the CE solutions generated in Subsection 2.3 have the same properties as in
the acoustic wave equation, c.f. [12, Rem4.1]. In particular, when the modulus |ξ′| > 2k (or 2ω), the CE
solutions become (highly) oscillating along one direction and decay exponentially along the vertical direction
as partially shown in Figure 7. Then approximation of the linearised boundary data is not stable. To visualize
the consequence, we present all the recovered absolute Fourier modes |σ̂(ξ′)| for the conductivity σ at all
phase points ξ′ satisfying |ξ′| ≤ 50 in Figure 8 by implementing Algorithm 1. As one can clearly observe,
the Fourier modes with the phase modulus |ξ′| ≤ 2k (or 2ω) can be well recovered. Nevertheless, when the
modulus becomes large i.e. |ξ′| > 2k (or 2ω), the absolute value of the recovered Fourier modes blows up
immediately and one can not expect to include high phase information. Such an observation consists with
the conclusions in [12] where K = 2k is the threshold value allowing stable reconstruction, denoting K be
the maximum modulus length of all chosen vectors in the phase space, and k = ω while 0 = µ0 = 1 in our
numerical cases.
Fig. 8. Absolute value of recovered Fourier modes with ω = 5, 10, 15 Hz with |ξ′| ≤ 50.
Then, by utilizing the inverse Fourier transform to the above recovered Fourier coefficients with K = 2k in
Algorithm 1, the reconstructed conductivity σ(x′) is shown in Figure 9 in reference to the exact conductivity
in the left panel of Figure 2. As one can observe, in the lower frequency regime ω = 5, no essential information
is obtained. On the other hand, if we choose a high frequency regime ω = 15, much higher resolution of the
reconstructed conductivity is obtained by using nineteen discrete inclined segments in the phase space. One
can further improve the resolution by adding more inclined segments in the phase space and we skip these
details.
Finally, we impose noise propagation on the linearised Neumann boundary data ∂ν′E3(; 1) ≈ ∂ν′E3 −
∂ν′E3(; 0) on ∂Ω2. Assume that there exists a noise level δ such that the difference between the exact and
noisy boundary data satisfies ∥∥∂ν′Eδ3 − ∂ν′E3∥∥(0) (∂Ω2) 6 δ ‖∂ν′E3‖(0) (∂Ω2),
where ∂ν′E
δ
3 is the noisy Neumann boundary data. By choosing different noise levels, we plot the decaying
slope of the relative error with respect to the noise level δ in Figure 10. When the frequency is small, for
instance ω = 5, one can hardly observe an error bound where the decaying slope is δ0.00. If we increase the
frequency to ω = 10 and ω = 15, the decaying slopes grow to δ0.08 and δ0.20. To have a particular check
on the noise propagation towards the inversion resolution, we present the recovered Fourier coefficients and
the corresponding reconstructed conductivity in Figure 11 where 0.1 noise is imposed on the noisy Neumann
boundary data with ω = 15. Though the recovered Fourier coefficients become rough when noise appears,
the reconstructed conductivity retains good resolution. When the noise increases, the resolution become
worse as reflected in Figure 10.
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Fig. 9. Reconstructed conductivity σ with ω = 5, 10, 15 Hz by choosing K = 2k (or 2ω).
Fig. 10. The blue stars are relative error of different noise levels with noisy Neumann boundary data ∂ν′E
δ
3 . The red
dashed line is the fitting line with slopes δ0.00 for ω = 5 Hz, δ0.08 for ω = 10 Hz, δ0.20 for ω = 15 Hz.
Fig. 11. [ω = 15 Hz] Absolute value of recovered Fourier coefficients and the corresponding reconstructed conductivity
with noise levels 0.1.
Conclusion. We partially justified analytically and justified numerically a linearisation approach in the
inverse conductivity problem for the Maxwell system at higher frequencies, where the boundary data for the
original (non-linear) inverse problem are used in the linearised problem to get a very good approximation
of the conductivity coefficient. To complete an analytic part one expects to demonstrate linearisation in
respect to the frequency. Since the numerical resolution is obviously increasing in the linearised version,
it would be interesting to handle the original non-linear inverse problem with some use of the analytic
methods of [2] and already available numerics in [9]. The next natural step is to solve numerically the
inverse problems for the complete three-dimensional Maxwell system and to confirm Theorem 2.1. However
there are substantial difficulties even with the direct problems when generating the boundary data for the
inverse problem. Another important issue is to show that this method is applicable to practical geophysical
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and medical settings.
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