Abstract-Optimal mean square linear estimators are determined for general uncorrelated noise. We allow the noise variance matrix in the observation process to be singular. This requires properties of generalized inverses which are developed in Section II. The proofs appear to be new. When there are two observation sequences the optimal method of recursively fusing the two is determined. We derive a new formula for the covariance of the two estimates which then provides exact dynamics for a fused estimate.
The Moore-Penrose generalized inverse is unique.
For details on generalized inverses, see [1] , [4] , and [5] . We will work with generalized inverses satisfying (1). 
Notation II.2: Suppose
In particular, Z = Z a.e. Notation II.11: E[Z(Y 0 P (Y )) 3 ] = 0 implies that the projection of Z on Y is 0 and we write P Y (Z) = 0. As P Y is to be linear, we define P Y (Z) = 0 = P Y (X) 0 P (X) 0 
In the sequel, the expectation is denoted either by E or P . If, further, X and Y are Gaussian this expression gives the conditional expected value of X given Y . 
Then, S D is nonnegative and symmetric.
Lemma II.14: AA # B = B and CA # A = C.
The following result is noted in Rohde [4] .
Lemma II.15:
If E = A # + A # BS # A CA # F = 0 A # BS # A G = 0 S # A CA # H = S # A then E F G H is a generalized inverse of A B C D .
III. OPTIMUM LINEAR FILTERS
Without the usual assumption that the observation noise is nonsingular we now derive the optimum linear filter for linear dynamics in the state and observation processes. The square integrable noise terms are assumed uncorrelated. When the noise terms are Gaussian we obtain the optimum least-square filter.
Model III.1: Suppose fX k g, k = 0; 1; 2; ...isa sequence of square integrable, R m -valued random variables such that
Here, fW k g is a sequence of uncorrelated random variables such that
Here, k`= 0 if k 6 =`and kk = 1.
The observations are given by a sequence fY k g, k = 0; 1; 2; ... of square integrable random variables with values in R n . Further
fV k g is a sequence of uncorrelated random variables such that for k, = 0; 1; ...
Suppose X0 has mean m0 and variance 60. 
This is the case if
and P k (V k+1 ) = 0: P k+1 (X k+1 ) gives the best linear least squares estimate of X k+1 given Y 0 ; Y 1 ; ...;Y k+1 . P k (X k ) has already been determined and the new information is provided by Y k+1 .
We finally show how C k+1 is updated. Write
for the error covariance at time k. 
IV. FUSION OF OPTIMAL LINEAR FILTERS
Suppose as in Section III fX k g, k = 0; 1; 2; ... is a signal process with dynamics
However, suppose now we have two observation processes f 1 Y k g, f 2 Y k g, k = 0; 1; 2; .... Write
We suppose i Y k = i H k X k + i V k , i = 1; 2, k = 0; 1; 2; . . .. The f i V k g are sequences of zero-mean uncorrelated noises with
However, we assume the 0 k are not known a priori. They are to be modeled and estimated from the observations. This could be because the observer has some control over 1 Y and 2 Y separately but not jointly. 
Problem IV.2: With the combined observation process fY k g the result of Section III gives 12 P k+1 (X k+1 ) = 12 P k (X k+1 )
with 12 C k+1 = 0 12 1 k+1
The results of Section III give update formulas for i = 1; 2 i P k+1 (X k+1 ) = F k i P k (X k )
The fusion problem is to determine a recursive expression for
, and 2 P k (X k ).
Suppose 12 P k (X k ) is known and we wish to determine 12 P k+1 (X k+1 ). From (7), we see we need only determine 12 C k+1 = 0 12 1 k+1
Now 12 P k (X k+1 ) = F k 12 P k (X k ) is known and 12 P k (Y k+1 ) = 12 P k ( 1 Y k+1 ) 3 ; 12 P k ( 2 Y k+1 ) 3 3 = 1 H k+1 F k 12 P k (X k ) 3 2 H k+1 F k 12 P k (X k ) 3 3 is known. Therefore, for i = 1; 2
From ( 12 1 k+1 XX = E X k+1 0 12 P k (X k+1 ) 2 X k+1 0 12 P k (X k+1 ) . In Section V, we discuss how 3 might be described. 
