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 Penggunaan metode klasifikasi mempengaruhi hasil akurasi pengujian. Keakuratan 
metode klasifikasi dipengaruhi oleh jumlah kelas dalam gambar. Jumlah kelas dan 
jumlah data harus dipertimbangkan ketika membuat keputusan dalam pemilihan 
metode klasifikasi. Penelitian ini menggunakan 600 image, terbagi menjadi 510 
image untuk pelatihan dan 90 image untuk tes. Jumlah kelas untuk diuji adalah 12 
kelas dengan jumlah fitur awal yang digunakan oleh 22 fitur. Karakteristik yang 
digunakan dalam pengujian terdiri dari karakteristik bentuk dan karakteristik 
tekstur. Metode yang digunakan untuk klasifikasi pada penelitian ini adalah LVQ, 
Backpropagation, dan SVM. Data memiliki 22 fitur atau atribut yang merupakan 
hasil ekstraksi fitur tekstur dan bentuk. Fitur tekstur adalah energi 0o, energi 45o, 
energi 90o, energi 135o, entropi 0o, entropi 45o, entropi 90o, entropi 135o, kontras 
0o, kontras 45o, kontras 90o, kontras 135o, homogenitas 00, homogenitas 45o, 
homogenitas 90o, homogenitas 135o, korelasi 0o , Korelasi 45o, korelasi 90o, 
korelasi 135o, fitur bentuk área dan perimeter. Hasil pengujian menggunakan 
metode Backpropagation memperoleh hasil 89,7%, menggunakan metode LVQ 
memperoleh hasil 77,78%, dan metode SVM memperoleh hasil 99,1%. 
 

















 The use of the classification method affects the results of the accuracy of the test. 
The accuracy of the classification method is affected by the number of classes in 
the image. The number of classes and the amount of data should be considered 
when making decisions in choosing a classification method. This study used 600 
images, divided into 510 images for training and 90 images for testing. The 
number of classes to be tested is 12 classes with the initial number of features used 
by 22 features. The characteristics used in the test consist of shape characteristics 
and texture characteristics. The methods used for classification in this study are 
LVQ, Backpropagation, and SVM. The data has 22 features or attributes that are 
the result of texture and shape feature extraction. Texture features are energy 0o, 
energy 45o, energy 90o, energy 135o, entropy 0o, entropy 45o, entropy 90o, entropy 
135o, contrast 0o, contrast 45o, contrast 90o, contrast 135o, homogeneity 00, 
homogeneity 45o, homogeneity 90o, homogeneity 135o, correlation 0o, Correlation 
45o, correlation 90o, correlation 135o, features of área and perimeter shape. The test 
results using the Backpropagation method obtained 89.7% results, using the LVQ 
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1. Pendahuluan 
Covid-19 saat ini menjadi topik utama dalam setiap 
percakapan dan penelitian, karena dampaknya yang luar 
biasa di seluruh dunia. Begitu juga dengan malaria [1] 
berdasarkan laporan dari Organisasi Kesehatan Dunia 
(WHO) ditahun 2016, malaria masuk didaftar 10 penyakit 
yang paling mematikan yang terkait dengan lingkungan. 
Tak terkecuali dengan Indonesia [2], Dirilis situs web 
Kementerian Kesehatan Republik Indonesia, 72 persen dari 
data, penduduk di Indonesia tinggal di daerah bebas 
malaria. Namun masih ada 10,7 juta orang tinggal di daerah 
endemis malaria menengah dan tinggi, seperti Papua, Papua 
Barat, dan NTT. Untuk alasan ini, menjadi penting 
penelitian tentang malaria terus dikembangkan.  
Dalam studi parasit malaria seperti yang dilakukan 
[3]–[10] identifikasi dengan berbagai metode digunakan 
untuk hasil yang optimal, mulai dari metode ROI untuk 
pemrosesan gambar seperti yang sudah dilakukan [6][7][9], 
penggunaan skala abu-abu seperti yang sudah dilakukan 
[3]–[5], peregangan kontras yang juga sudah digunakan 
dalam penelitian [6][7][9]. Penggunaan segmentasi dengan 
fitur bentuk sudah dilakukan dalam penelitian [6][7][11], 
fitur tekstur [4][6][12][13], dan fitur warna [3][4][14] 
Untuk hasil pengolahan berdasarkan kelompok atau 
kelas dilakukan menggunakan metode klasifikasi. Dalam 
penelitian yang sudah dilakukan sebelumnya oleh 
[4][9][11][15] metode klasifikasi SVM dipilih dan 
diperoleh hasil akurasi tinggi dengan rata-rata di atas 80%. 
Beberapa penelitian yang sudah dilakukan oleh [16]–[18] 
untuk klasifikasi dipilih dengan metode Backpropagation, 
pada pengujian akurasi diperoleh tinggi dengan rata-rata di 
atas 80%. Penelitian yang dilakukan oleh 
[6][16][15][17][18] hasil di atas 80% dengan metode LVQ. 
Namun, dari banyak penelitian yang telah dilakukan, belum 
diketahui apakah akan menghasilkan nilai akurasi yang 
sama pada objek menggunakan data, kelas, dan fitur yang 
sama. 
Untuk alasan ini, penting dalam penelitian ini 
melakukan penelitian yang membandingkan metode LVQ, 
SVM, dan Backpropagation. Tujuannya  untuk mengetahui 
apakah hasilnya akan sama dengan penggunaan data, kelas, 
dan karakteristik yang sama dan untuk mengetahui apa 




Pada Gambar 1 menunjukkan metode yang dilakukan 
dalam penelitian. Pada penelitian ini menggunakan data 
citra sediaan darah tebal, sebanyak 600 data yang terbagi 
menjadi 510 data latih dan 90 data uji.  
 
2.1 Preprocessing, Dataset, dan Penentuan Fitur 
Data yang dihasilkan merupakan data yang sudah 
dilabeling diambil dari 
https://www.cdc.gov/dpdx/malaria/index.html Seperti 
ditunjukkan pada Gambar 2. Data diolah dengan tahapan, 
data yang diambil dari dataset yang sudah dilabeling 
disimpan pada drive dataset malaria, satu persatu data yang 
sudah dilabeling dipanggil  dan dilakukan ROI. Langkah 
awal ini merupakan langkah yang penting dan perlu 
pendampingan oleh pakar ahli yaitu dokter spesialist di 
bidang penyakit malaria. Data hasil ROI sebanyak 600 
disimpan pada drive data latih. Langkah selanjutnya 
dilakukan proses pelatihan yang diawali dengan proses 
penyamaan ukuran pada citra parasite malaria, dan diikuti 








Gambar 2. Data yang sudah dilabeling  
 
Hasil proses contrast stretching digunakan dalam 
proses segmentasi pada tahap ini digunakan metode otsu 
untuk memisahkan backround dan mengambil citra parasite 
yang akan diukur berdasarkan ciri bentuk menggunakan 
morphology.  
Morphologi digunakan untuk pembatas objek agar 
dapat dilakukan perhitungan seperti perimeter dan area, 
yang  ditunjukkan pada persamaan (1) dan (2) [19]. 
 
     (1) 
    (2) 
Observasi 
Sel Parasit Penentuan Fitur 
Preprocessing Pembuatan Sistem Klasifikasi 
Dataset Training Data 
Hasil Evaluasi Model Klasifikasi 
SVM /LVQ/ Backpropagation 
Kesimpulan 
  p-ISSN: 2087-1627, e-ISSN: 2685-9858 
100 
 Setelah nilai area dan perimeter diperoleh, 
selanjutnya dilakukan proses untuk mencari nilai ciri fitur 
dengan perhitungan statistic orde kedua yaitu matriks 
kookurensi. Hasil dilakukan dengan menghitung 
probabilitas hubungan ketetanggaan antara dua pixel 
terhadap jarak dengan berorientasi pada sudut tertentu. 
Seperti ditunjukkan pada Gambar 3 
 
 








Gambar 5. Hasil normalisai GLCM 
 
Satu level nilai pixel yang bertetangga dengan satu 
level nilai pixel lain dijumlahkan dalam jarak (d) dengan 
berorientasi pada sudut (θ) tertentu. Seperti ditunjukkan 
pada Gambar 4. Hasil transpose matrik yang sudah diolah 
menghasilkan nilai yang dilanjutkan dengan proses 
normalisasi agar jumlahnya bernilai 1, seperti ditunjukkan 
pada Gambar 5. Dari sudut empat arah dengan orientasi pada 
interval sudut yaitu 0°, 45°, 90°, dan 135°.  Nilai fitur dari 
GLCM yang digunakan dihitung berdasarkan homogenitas, 
kontras, energy, entropi dan korelasi. 
 
 
2.2 Klasifikasi SVM 
Metode klasifikasi berdasarkan teori pembelajaran 
mesin[19] yang dikenal dengan Support Vector Machines 
(SVMs). Keunggulan SVMs terletak pada tingkat 
akurasinya yang tinggi dibandingkan dengan jaringan saraf 
tiruan, decision tree, dan Bayesian. Hal ini terjadi 
dikarenakan sebelum digunakan untuk klasifikasi, terlebih 
dahulu dilakukan pelatihan pada data yang digunakan. 
Proses pelatihan menggunakan matriks fitur, sebagai input 
pelatihan. Data diperoleh dari hasil proses ekstraksi fitur. 
Pada klasifikasi, proses data pelatihan digunakan untuk 
mencari vektor pendukung dan bias data input. Berikut 
algoritma pelatihan untuk SVM, 
Input: Z = Hasil proses ekstraksi fitur dalam bentuk 
matriks. Output: Strain vector sebagai target. Vektor Ytrain = 
vektor untuk kolom klasifikasi pada kelas pertama, seluruh 
hasil pada kelas pertama diberikan symbol dengan angka 1, 
semua gambar apusan darah dari kelas lain dengan angka 
−1. Dalam penelitian ini, fungsi kernel Gaussian dengan 
varians (α) = 1. Selanjutnya hitung matriks Hessian, 
misalnya,  
Perkalian dari Gaussian untuk Ytrain. Ytrain merupakan 
vektor dengan nilai 1 dan −1. Matriks Hessian berfungsi 
sebagai variabel input pemrograman kuadratik.  
Algoritma pelatihan sebagai berikut: 
a. Menentukan input (Z = Xtrain) dan Target (Ytrain) 
untuk pelatihan pada dua kelas. 
b. Menghitung Gaussian, ditunjukkan dengan rumus 
(3) 
 (3) 
c. Hitung Hessian Matrix ditunjukkan pada rumus 
(4) 
 (4) 
d. Tetapkan c dan epsilon. c =konstanta dalam 
pengganda Lagrangian dan epsilon (parameter 
biaya) = nilai batas atas dari a, yang berfungsi 
untuk mengontrol kesalahan klasifikasi. Penelitian 
ini menggunakan nilai c=100000 dan epsilon = 1x 
10−7. 
e. Menetapkan vektor e untuk vektor satuan dengan 
dimensi = dimensi Y. 
f. Menghitung solusi pemrograman kuadratik 
ditunjukkan pada persamaan (5). 
 
  (5) 
 
Untuk pengujian, digunakan data diluar data pelatihan. 
Hasil proses merupakan nilai indeks dari fungsi nilai 
maksimum keputusan, menyatakan kelas pengujian. Jika 
suatu kelas dalam uji klasifikasi cocok dengan kelas data 
uji, klasifikasi dinyatakan benar. Hasil akhir dari klasifikasi 
adalah gambar darah yang cocok dengan nilai indeks fungsi 
keputusan menggunakan SVM satu terhadap semua. 
Memiliki fitur input data vektor T untuk data uji (w, x, b), 
dan k = jumlah kelas, data input digunakan untuk proses 
pengujian.  
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Hasil input dalam proses ekstraksi fitur, Proses 
pengujian adalah sebagai berikut: 
a. Menghitung Kernel Gaussian ditunjukkan pada 
rumus (6) 
  (6) 
b. Penghitungan ditunjukkan pada rumus (7) 
  (7) 
c. Ulangi langkah 1, 2 untuk I = 1 sampai k 
d. Menentukan nilai maksimum dari fi 
e. Kelas i adalah kelas dari T yang memiliki nilai fi 
terbesar 
 
2.3 Klasifikasi LVQ 
Algoritma LVQ ada 2 bagian, sebagai berikut [20]: 
Algoritma Pelatihan: 
a. Menetapkan: 
1) Variabel untk bobot awal input ke-j sebagai 
kelas (cluster) ke-i: Wij, dengan  i = 1,2,...,k; 
dan j = 1, 2,..., m. 
2) Max Epoh 
3) α (alpha) 
4) Dec α 
5) Min α 
b. Memasukkan : 
1) Data input xij, i = 1,2,..,n dan j=1,2,...,m 
2) Target = Tk, k = 1,2,...,n 
c. Menentapkan kondisi awal : epoh = 0; 
d. Mengerjakan jika : (epoh ≤ MaxEpoh) dan (α ≥ 
Minα) 
1) Epoh = epoh+1 
2) Untuk i = 1 sampai n 
a) Menentukan J sehingga ‖𝑥𝑖 − 𝑤𝑗‖ 
minimum, dengan j=1,2,...,K 
b) Memperbaharui 𝑤𝐽 : dengan ketentuan: 
If T=Cj, then: 
wJ(baru) = wJ(lama) + α [xi − wJ(lama)] 
c) If T≠ 𝐶𝑗, then: 
wj(𝑏𝑎𝑟𝑢) = 𝑤𝐽(𝑙𝑎𝑚𝑎)−𝛼 [𝑥 − 𝑤𝐽(𝑙𝑎𝑚𝑎)]; 
3) Pengurangan laju pelatihan (𝛼 = 𝛼 − 𝐷𝑒𝑐𝛼 ∗ 
𝛼) 
Dimana dengan parameter x, T, wj, Cj, ‖𝑥 − 𝑤𝑗 ‖ 
x = vektor input training (x1, …,xi, …, xn) 
T = kelas yang benar 
wJ = bobot untuk keluaran ke-j 
         (w1j…,wij…,wnj) 
Cj = kelas yang ditunjukkan oleh 
         keluaran ke-j 
‖𝑥 − 𝑤𝑗  ‖= jarak antara input training 
dan bobot ke-j 
 
Algoritma Pengujian: 
a. Input data uji, misalkan: xij; dimana 
i=1,2,...,np; dan j=1,2,...,m  
b. Untuk i=1 → np kerjakan, 
1) Tentukan j hingga Q%Xi – WjQ% minimum; 
dengan j=1,2,...,K 
2) J = kelas Xi 
 
2.4 Klasifikasi Backpropagation 
Backpropagation disebut algoritma pembelajaran 
terbimbing yang ada pada jaringan syaraf tiruan, yang 
biasanya terbentuk dari banyak lapisan yang berfungsi 
sebagai pengubah bobot yang terhubung pada neuron yang 
ada pada hidden layer. sebagai contoh pada jaringan saraf 
tiruan untuk tiga layer terdapat input layer, Hidden Layer, 
dan output layer. Data latih yang di penelitian yang 
dilakukan sejumlah 510 untuk input layer, untuk hidden 
layer, dan keluaran untuk output layer sebanyak dua belas. 
Terdapat duabelas kelas yang akan diproses pada 
klasifikasi, dengan duabelas output layer. Ciri yang 
digunakan sebagai input sebanyak dua puluh dua fitur. 22 
fitur dilakukan proses normalisasi, selanjutnya berfungsi 
untuk input jaringan syaraf tiruan.  
Untuk training langkah pertama digunakan 
Perceptron. Fungsi aktivasi digunakan untuk mengatur 
bobot. Model feed forward yang digunakan oleh Perceptron 
artinya sebelum neuron diproses dengan aktivasi terlebih 
dahulu input dikirim ke sebuah neuron sehingga 
menghasilkan output. 
 
3. Hasil dan Pembahasan 
Hasil pengujian menggunakan metode SVM terhadap 
510 data citra yang terbagi kedalam 12 kelas. Sebelum 
dilakukan proses pengujian terlebih dahulu dilakkan 
pemilihan learning rate yang terbaik menggunakan model 
k-fold cross validation, dengan k = 1, 2, 3, 4, 5. Dari hasil 
pengujian menggunakan K-Fold dapat dilihat pada Tabel 1 
dan Tabel 2. 
 
Tabel 1. Hasil pengujian klasifikasi SVM dengan linear  
 K = 1 K = 2  K = 3 K = 4  K = 5 
Akurasi (%) 53.0 52.0 62.0 60.0 56.0 
Presisi (%) 33.0 34.4 45.3 37.8 44.0 
Sensitifitas (%) 38.9 37.4 45.4 44.1 43.4 
Spesifisitas (%) 95.4 95.6 95.5 96.3 95.7 
 
 
Tabel 2. Hasil pengujian klasifikasi SVM dengan RBF 
 K = 1 K = 2  K = 3 K = 4  K = 5 
Akurasi (%) 100 98.0 100 100 98.0 
Presisi (%) 100 96.2 100 100 97.9 
Sensitifitas(%) 100 99.1 100 100 97.0 
Spesifisitas(%) 100 99.8 100 100 99.8 
 
 
Hasil pengujian Tabel 1. dan Tabel 2.  Menunjukkan 
SVM dengan kernel linear memberikan akurasi rata-rata 
57% yang tidak memuaskan. Akurasi tertinggi, yaitu 62%, 
diperoleh ketika k = 3. Seperti yang ditunjukkan pada Tabel 
2, SVM dengan RBF kernel menghasilkan hasil yang jauh 
lebih baik dengan akurasi rata-rata 99,1%.  Untuk hasil 
pengujian menggunakan metode Backpropagation, dari 
hasil pengujian diperoleh hasil seperti yang dapat dilihat 
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Tabel 3. Hasil uji menggunakan metode backpropagation 
Kelas Akurasi 
parasit dan bukan  95.7% 
Gametosit falcifarum dan bukan 88.4% 
Thropozoit dan bukan 91.3% 
Ring dan bukan 98.6% 
Thropozoit Vivax dan bukan 100% 
Thropozoit Malaria dan bukan 95.7% 
 
 
Tabel 4. Hasil Pengujian klasifikasi LVQ 
Akurasi(%) Sensitifitas (%) Spesifisitas (%) 
77.78 
FR 0.00 FR 82.35 
FS 40.00 FS 80.00 
FT 100.00 FT 76.47 
GF 100.00 GF 73.33 
MG 40.00 MG 80.00 
MR 20.00 MR 81.18 
MS 100.00 MS 74.36 
MT 50.00 MT 79.76 
VG 100.00 VG 75.31 
VR 100.00 VR 74.03 
VS 50.00 VS 79.07 
VT 100.00 VT 76.19 
Rata-rata 66.67 Rata-rata 77.67 
 
 
Tabel 5. Perbandingan Hasil Pengujian 
Metode 
Klasifikasi 
SVM Backpropagation LVQ 
Akurasi 99,1 89,7 77,78 
Presisi 98,8 88,2 83,2 
Sensitifitas 99,2 82,9 60,5 
Spesifisitas 99,9 87,2 90,7 
 
Dari Tabel 3 dapat dilihat hasil akurasi bernilai 95%, 
untuk gametosit falcifarum dengan akurasi 88,4%, ring 
dengan akurasi 98,6%, dan Thropozoit dengan akurasi 
91,3%. Secara keseluruhan, pengujian menggunakan 
metode backpropagation memiliki akurasi 89,5 %. Pada 
pengujian dengan LVQ untuk pengujian menggunakan uji 
K-Fold yang sama dan diperoleh nilai akurasi tertinggi pada 
3-fold, learning rate 0,01, Decα 0,001 dan Minα 
0,0001sebesar 99% Pada Tabel 4 dapat dilihat hasil 
pengujian dengan menggunakan metode LVQ. 
Dari Tabel 4 hasil pengujian menggunakan LVQ 
menghasilkan akurasi 77,78%. Hasil perbandingan 
pengujian dari SVM, Backpropagation, dan LVQ 




Dari keseluruhan pengujian dapat disimpulkan hasil 
pengujian menggunakan metode Backpropagation 
memperoleh hasil 89,7%, menggunakan metode LVQ 
memperoleh hasil 77,78%, dan metode SVM memperoleh 
hasil 99,1%. Sehingga pada pengujian dengan 600 data, 
yang terbagi menjadi 510 data latih dan 90 data uji, dengan 
pengolah ciri bentuk dan ciri tekstur yang sama, diperoleh 
hasil metode klasifikasi SVM memiliki tingkat akurasi 
paling baik. 
Untuk saran selanjutnya dapat dilakukan pengujian 
dengan nilai α yang berbeda, dilanjutkan dengan jumlah 
data yang berbeda lebih dari 1000 data. Dilakukan juga uji 
K-Fold untuk klasifikasi. Dari kesemuanya dilakukan 
perbandingan waktu yang terbaik. 
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