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Introduction
A neoplasm (solid tumour) may be defined as ' . . . an abnormal mass of tissue whose growth exceeds that of normal tissue, is un-coordinated with that of the normal tissue, and persists in the same excessive manner after cessation of the stimuli which evoked the change. ' (MacSween & Whaley, 1992) . A cancer, or malignant tumour, is a tumour that invades surrounding tissues, traverses at least one basement membrane zone, grows in the mesenchyme at the primary site and has the ability to grow in a distant mesenchyme, forming secondary cancers or metastases. It has been widely proposed that tumours which originate spontaneously in humans or animals often grow slowly or exist for a long period of time in a near-steady-state size even when tumour cells express activated oncogenes or enhanced growth factor signalling mechanisms. Many months, years, or even dozens of years may be required for the clinical manifestation of cancers (Siu et al., 1986; Uhr et al., 1991; Wheelock et al., 1981; Lord & Nardella, 1980) . A solid tumour which is 'near-steady-state' is described by the term cancer dormancy (Alsabti, 1978; Wheelock et al., 1981) . The tumour nodule grows to an approximate size of 1-3 mm in diameter, containing around 10 5 − 10 6 cells and then growth slows down and sometimes ceases. However, there are well documented clinical observations of 'latent' or 'dormant' human tumours containing 10 9 cells or even more (Bohman, 1976; Alsabti, 1978; Wheelock et al., 1981) . Recent studies of the early steps in metastasis (the spread of secondary tumours) have suggested that solitary cancer cells that are neither proliferating nor undergoing apoptosis in sufficiently large numbers could contribute to metastatic recurrence after a period of 'clinical dormancy' (Naumov et al., 2002) . Cancer dormancy is often observed in breast cancer, neuroblastoma, melanoma, osteogenic sarcoma, and in several types of lymphomas, and is often found 'accidentally' in tissue samples of healthy individuals who have died suddenly (Breslow et al., 1977; Alsabti, 1978) . In some cases, cancer dormancy has been found in cancer patients after several years of front-line therapy and clinical remission. The presence of these cancer cells in the body determines, finally, the outcome of the disease. In particular, age, stress factors, infections, act of treatment itself or other alterations in the host can provoke the initiation of uncontrolled growth of initially dormant cancer cells and waves of metastases (Uhr & Marches, 2001; Holmberg & Baum, 1996) .
Recently, some molecular targets for the induction of cancer dormancy and the regrowth of a dormant tumour have been identified (Aguirre Ghiso, 2002; Udagawa et al., 2002) . However, the precise nature of the phenomenon remains poorly understood.
The early stage of primary tumour formation often occurs in the absence of a vascular network. According to Folkman (1985) and Retsky et al. (1987) , this stage may last up to several years. This limitation of growth is attributed by researchers to the competition between tumour cells for metabolites, direct cytostatic/cytotoxic effect produced by the tumour cells on each other, and the competition between tumour cells and cells of the immune system for metabolites. In some cases in solid tumours there is a balance between cell proliferation and cell death. This steady-state of a fully malignant tumour (i.e. with the potential for invasion and metastases), but one which is under the local control of the host (e.g. via the immune system, endocrine system, contact inhibition), could persist for months or years (Uhr & Marches, 2001) .
One of the reasons for the slow growth of tumours and, in some cases, for their regression, may be the reaction of the host immune system to the nascent tumour cells. It has been demonstrated that tumour-associated antigens could be expressed on tumour cells at very early stages of tumour progression. Such changes are sufficient for intensive lymphoid, granulocyte and monocyte infiltration of a tumour. Especially pronounced infiltration may correlate with a favourable prognosis (Brocker et al., 1988; Lord & Nardella, 1980; Lord & Burkhardt, 1984) . The early (avascular) stage and the subsequent stages of tumour growth are characterized by a chronic inflammatory infiltration of neutrophils, eosinophils, basophils, monocytes/macrophages, T-lymphocytes, B-lymphocytes and natural killer (NK) cells (Lord & Nardella, 1980; Sordat et al., 1980; Wilson & Lord, 1987) . These cells penetrate the interior of the tumour and accumulate in it due to attractants secreted from the tumour tissue and the high locomotive ability of activated immune cells (Ratner & Heppner, 1986) . Indeed during the avascular stage, tumour development can be effectively eliminated by tumourinfiltrating cytotoxic lymphocytes (TICLs) (Loeffler & Ratner, 1989) . The TICLs may be cytotoxic lymphocytes (CTLs, CD8 + cells), natural killer-like (NK-like) cells and/or lymphokine activated killer (LAK) cells (Deweger et al., 1987; Forni et al., 1994; Lord & Burkhardt, 1984; Wilson & Lord, 1987) . Cytostatic/cytotoxic activity of granulocytes and monocytes/macrophages located in the tumour is found less frequently (Deweger et al., 1987; Forni et al., 1994; Suzuki et al., 1987 ).
An important factor, which may influence the outcome of the interactions between tumour cells and TICLs in a solid tumour, is the spatial distribution of the TICLs. A thick shell of lymphoid infiltration is often revealed around the tumour (Berezhnaya et al., 1986; Clark, 1991) and even near the central hypoxic zone (Loeffler et al., 1988) . This would define an internal structure, whereby the regions of cell proliferation and cell death alternate, with the TICLs located near the groups of dying tumour cells (Nesvetov & Zhdanov, 1981) .
In spite of some progress into the investigation of TICLs and their mechanisms of interaction with tumour cells, our understanding of the spatio-temporal dynamics of TICLs in avascular tumours and in micrometastases in vivo is still rather limited. It is perhaps not surprising therefore, that this complicated picture has not yet received an adequate explanation. Certainly, other components of the immune system (e.g. cytokines) are involved in modulating the local cellular immune response dynamics. Production of several interleukins (IL-2, IL-10, IL-12) cell-adhesion molecules (i.e. ICAM-1) and chemokines (i.e. LEC) in tumour tissue induce chemotaxis of T-cells and cytotoxic reactions of TICLs against tumour cells (Friedl et al., 1995; Giovarelli et al., 2000; Cairns et al., 2001) . Many cytokines are produced during cell-cell interactions, which can be focused to perform their function over short ranges in space and over short intervals of time. Strong local immune reactions are induced by the release of many interleukins, G-CSF, interferons, and tumour necrosis factors. These cytokines are known to recruit and activate a variety of cell types (often in different ways), which could be tumour-infiltrating cells, or the tumour cells themselves (Forni et al., 1994; Puri & Siegel, 1993; Schwartzentruber et al., 1991; Kuznetsov & Puri, 1999) . Besides effector immune reactions, other processes (e.g. cell proliferation, development, locomotion and apoptosis) are governed in a feedback fashion by their own intensity.
Over the last 20 years three-dimensional tissue cultures have been increasingly used to model the heterogeneity of micro-environmental and population changes which develop in solid tumours. There are two geometrically different experimental models-multicellular tumour spheroids (Sutherland, 1988) and multi-layered cell tissue (Cowan et al., 1996) . Both of these experimental systems mimic the tumour environment better than mono-layer cell cultures because their spatial structure permits more cell-cell interactions and also permits the modelling of physical constraints. Numerous studies have been undertaken to examine the different mechanisms of migration and infiltration of immune cells and their interactions with the tumour cell populations within such tumour models (Lord & Nardella, 1980; Friedl et al., 1995; Jaaskelainen et al., 1992) . However the effect of the immune cells on the tumour cells has been mainly evaluated only crudely by the survival of the tumours without a detailed spatio-temporal analysis of processes in the tumour. One obstacle to the interpretation and analysis of data obtained from such experiments is a lack of a quantitative methodology for the characterization both of the spatio-temporal patterns of the distributions in these experimental systems, and also of the large variations at the cell level between different tumour cell types and different populations of immune cells (these differences remarkably affect the efficiency of the immune control of tumour growth).
It is difficult to control experimentally all of the interacting elements in a tumour. Furthermore, complex biological systems, such as the immune system and a cancer in vivo, do not always behave or act as predicted by experimental investigations in vitro (Prehn, 1994) . It has been shown that mathematical modelling and computer simulations can be helpful in understanding some important features in these elaborate systems (Kuznetsov, 1992; Adam, 1993; Adam & Bellomo, 1997) .
In recent years several papers have begun to investigate the mathematical modelling of various aspects of the spatial features associated with the immune response to cancer. Specific aspects include lymphocyte diffusion, proliferation and cell-cell interactions in solid tumours (Kuznetsov, 1992; Kuznetsov & Stepanova, 1992; Chaplain et al., 1998) , tumour cell and macrophage interactions (Byrne & Owen, 2001; Owen & Sherratt, 1997 Kelly et al., 2002; Sherratt et al., 1999) and receptor-ligand dynamics (Fas-FasL) (Webb et al., 2002) . Numerical and bifurcation analysis of these models have demonstrated diverse patterns of spatio-temporal dynamics of the immune and tumour cells within tumour tissue, even in dormant tumours which are being controlled by cytotoxic lymphocytes.
In this paper, a mathematical model describing the spatio-temporal dynamics of a solid tumour in vivo under the control of the immune response of TICLs, is presented. We consider two different tumour geometries-multi-layered cell growth (see Section 2) and the multi-cellular spheroid (see Section 6). The model is an extension and development of work in Kuznetsov (1992) , Kuznetsov & Stepanova (1992) and Chaplain et al. (1998) . The complex dynamics of the interactions between immune cells and tumour cells, in a solid tumour, without necrosis and at some stage prior to (tumour-induced) angiogenesis are discussed. The analysis of the model to be presented in this paper demonstrates that the complex behaviour of the system depends critically upon certain key parameters, in particular, on the probability of immune cell death/inactivation on encountering a tumour cell, on the binding rate of the immune cells with cancer cells as well as on the chemotactic response of the immune cells to the presence of specialized attraction factors called chemokines.
The layout of the paper is as follows: in the next section we introduce and describe the mathematical model. In Section 3 we present the results of numerical simulations of our model. In Section 4 we undertake a linear stability analysis of the underlying reaction kinetics and a numerical investigation of the phase space dynamics. In Section 5 we undertake a bifurcation analysis of our ODE system using the numerical continuation package XPPAUT. In Section 6 we consider our model in a radially symmetric 'three dimensional' geometry. Finally in Section 7 concluding remarks are made.
The mathematical model
Let us consider a simplified process of a small, growing, avascular tumour which elicits a response from the host immune system and attracts a population of lymphocytes. The growing tumour is directly attacked by TICLs (Ioannides & Whiteside, 1993; Jaaskelainen et al., 1992; Kawakami et al., 1993) which, in turn, secrete soluble diffusible factors (chemokines). These factors enable the TICLs to respond in a chemotactic manner (in addition to random motility) and migrate towards the tumour cells. Our model will therefore consist of six dependent variables denoted E, T , C, E * , T * and α, which are the local densities/concentrations of TICLs, tumour cells, TICL-tumour cell complexes, inactivated TICLs, 'lethally hit' (or 'programmed-for-lysis') tumour cells, and a single (generic) chemokine respectively.
We first of all consider the local interactions between the TICLs and tumour cells in vivo which may be described by the simplified kinetic scheme given in Fig. 1 (see Kuznetsov, 1991; Kuznetsov et al., 1994 for full details). The parameters k 1 , k −1 and k 2 are non-negative kinetic constants: k 1 and k −1 describe the rate of binding of TICLs to tumour cells and detachment of TICLs from tumour cells without damaging cells; k 2 is the rate of detachment of TICLs from tumour cells, resulting in an irreversible programming of the tumour cells for lysis (i.e. death) with probability p or inactivating/killing TICLs with probability (1 − p). For the first time, the possibility of a direct 'counterattack' against the effector immune cells was theoretically postulated by Kuznetsov in his modelling of the local interaction of cytotoxic lymphocytes and tumour cells in vivo (Kuznetsov, 1979) . Recently, it has been shown that such a mechanism might be realized through the Fas receptor (Fas, Apo-1/CD95) and its ligand (FasL, CD95L) (O'Connell et al., 1999) . Engagement of Fas on a target cell by FasL triggers a cascade of cellular events that result in programmed-cell-death. Both these transmembrane proteins (belonging to the tumour necrosis factor (TNF) family of receptors and ligands) are expressed on the surface of immune cells, including T-lymphocytes and NK-cells. However, many nonlymphoid tumour cells also express FasL which can counterattack and kill the Fas-sensitive tumour-infiltrating lymphocytes. On the other hand, most cancer cells, unlike normal cells, are relatively resistent to Fas-mediated apoptosis by the immune cells. Resistance to programmed-cell-death (apoptosis) through the Fas receptor pathway coupled with expression of the Fas ligand might enable many cancer cells to deliver a 'counterattack' against attached cytotoxic lymphocytes.
Using the law of mass action, the above kinetic scheme can be 'translated' into a system of ordinary differential equations
Next we consider other kinetic interaction terms between the variables and examine migration mechanisms for the TICLs, tumour cells and also consider diffusion of the chemokines. We assume that there is no 'nonlinear' migration of cells and no nonlinear diffusion of chemokine i.e. all random motility, chemotaxis and diffusion coefficients are assumed constant.
Tumour-infiltrating cytotoxic lymphocytes
We assume that the TICLs have an element of random motility and also respond chemotactically to the chemokines. There is a source term modelling the underlying TICL production by the host immune system, a linear decay (death) term and an additional TICL proliferation term in response to the presence of the tumour cells. Combining these assumptions with the local kinetics (derived from Fig. 1 ) we have the following PDE for TICLs:
where The proliferation term f C/(g + T ) has been introduced in Kuznetsov (1991) and represents the experimentally observed enhanced proliferation of TICLs in response to the tumour. This functional form is consistent with a model in which one assumes that the enhanced proliferation of TICLs is due to signals, such as released interleukins, generated by effector cells in tumour cell-TICL complexes. We note that the growth factors that are secreted by lymphocytes in complexes (e.g. IL-2) act mainly in an autocrine fashion. That is to say they act on the cell from which they have been secreted and thus, in our spatial setting, their action can be adequately described by a 'local' kinetic term only, without the need to incorporate any additional information concerning diffusivity.
Chemokine concentration
Chemokines are a super-family of small proteins (8-11kD) secreted primarily by leukocytes characterized by a few conserved cystein motifs. Expression of different cytokines and chemokines in tumour tissue (i.e. via gene delivery or the tumour tissue micro-environment) can induce host responses including infiltration of T-cells capable of rejecting immuno-genic tumours (Lee et al., 2000a) . However the production of chemokines in tumour tissue as well as the trafficking of lymphocytes into tumour tissue are dynamic, multi-step processes and currently the precise role of chemokines in tumour growth is still controversial (Bar-Eli, 1999; Satyamoorthy et al., 2002) .
We assume that the chemokines are produced when lymphocytes are activated by tumour cell-TICL interactions. Thus we define chemokine production to be proportional to tumour cell-TICL complex density C. Once produced the chemokines are assumed to diffuse throughout the tissue and to decay in a simple manner with linear decay kinetics. Therefore the PDE for the chemokine concentration is
where D 2 , k 3 , d 4 are positive parameters.
Tumour cells
For a simplified description of the spatio-temporal growth of a solid tumour in the very early stages of its development, we will use a basic reaction-diffusion equation. On the kinetic level, the growth dynamics of solid tumours may be described adequately by the logistic equation
which takes into account a density limitation of growth (Kuznetsov et al., 1994; Marušić et al., 1994a,b) . The inclusion of a spatial diffusion term in (8) leads to the well-known Fisher-Kolmogorov equation
which has been used by a number of authors for the modelling of the spatio-temporal evolution of solid tumours (Lefever & Erneux, 1984; Drasdo & Höhme, 2003) . In particular, the appropriateness of (9) for modelling tumour growth has been discussed in Drasdo & Höhme (2003) , where a lattice-free single-cell model of tumour growth in situ has been developed. Within realistic ranges of model parameters, the authors were able to provide a quantitative description of the growth curves in certain experiments. Furthermore, they have approximated the spatio-temporal evolution of their discrete model with a Fisher-Kolmogorov equation. An alternative approach is to modify the logistic growth kinetics by incorporating terms modelling competition for space between various cell types (Gatenby, 1995 (Gatenby, , 1996 . However, in the framework of our model, we will assume that the TICLs do not compete with the tumour cells for space. This is a reasonable assumption since according to observations (Kyle et al., 1999 ) the volume of extracellular space in tumours is typically in the range 25-65% of the total volume of cells and hence there is enough space for the migration of lymphocytes within a tumour. Also, tumour cells lack the contact inhibition properties of normal cells and destroy the extracellular matrix. This allows the lymphocytes to migrate into the tumour tissue faster than in normal tissue, which has regular extracellular matrix. Therefore we do not explicitly include a term for space competition between the tumour cells and the lymphocytes and thus a logistic growth term is, we believe, a good first modelling approximation to the tumour growth local kinetics.
We assume that migration of the tumour cells may be described by simple random motility and hence the PDE governing the evolution of the tumour cell density is
where D 3 is the random motility coefficient of the tumour cells, b 1 , b 2 , k 1 , k −1 , k 2 , p are positive parameters. The maximal growth rate of the tumour cell population is b 1 , which incorporates both cell multiplication (mitosis) and death. The maximum density of the tumour cells is defined, and is represented by the parameter b −1 2 cf. (Durand & Sutherland, 1984; Prigogine & Lefever, 1980) .
Tumour cell-TICL complexes
We assume that there is no diffusion of the complexes, only interactions governed by the local kinetics derived from Fig. 1 . The absence of a diffusion term is justified by the fact that formation and dissociation of complexes occurs on a time scale of tens of minutes, whereas the random motility of the tumour cells, for example, occurs on a time scale of tens of hours. Thus, the cell-cell complexes do not have time to move. Therefore the equation for the complexes is given by
Inactivated TICLs and dead tumour cells
We assume that inactivated and 'lethally hit' cells are quickly eliminated from the tissue (for example, by macrophages) and do not substantially influence the immune processes being analysed (a slightly more complicated model might consider the re-introduction of the inactivated TICLs at some later stage). Inactivated cells also do not migrate and therefore we have
∂ T * ∂t = local kinetics
Therefore the complete system is
It is easy to see that (18) and (19) are only coupled to the full system through the complexes C and that neither E * nor T * have any effect on the variable C. Thus, for the remainder of this paper, it is sufficient to analyse equations (14)- (17) which essentially dictate the behaviour of the complete system.
For the sake of simplicity, in what follows in this section we will consider the case of one-dimensional tumour growth. Later on, in Section 6, we will present some simulations concerning the case of radially symmetric 'three-dimensional' growth.
The Heaviside function h(x) introduced in (14) models the existence of a subregion of the domain of interest where lymphocytes do not reside and which is penetrated by effector cells through the processes of diffusion and chemotaxis only. For instance, consider the specific case of a tumour that appears below the outer surface of a tissue (e.g. in the basal cell layer of the epidermis) and propagates into deeper levels of the tissue, i.e. invades the dermis (vertical tumour growth). This account could describe a nodular malignant melanoma which has no clinically or histologically evident radial growth phase. Of course, a short radial growth phase presumably does exist but dermal invasion is assumed to occur so rapidly that a preinvasive stage is not apparent (MacSween & Whaley, 1992) . Invasive growth is extremely insidious and dangerous, giving rise to metastases or secondary tumours (Clark, 1991; Clark et al., 1986) . Considering the host's immune system response to the invasive tumour growth just described, we should note that intraepidermal lymphocytes constitute only about 2% of skin-associated lymphocytes (the rest reside in the dermis). Intra-epidermal T cells may express a more restricted set of antigen receptors than do lymphocytes in most extracutaneous tissues. In mice (and some other species), many intra-epidermal lymphocytes are T cells that express an uncommon type of antigen receptor formed by γ and δ chains instead of the usual α and β chains of the antigen receptors of CD4 + and CD8 + T cells. This is also true of intra-epithelial lymphocytes in the intestine. Neither the specificity nor the function of this T cell subpopulation is clearly defined (Abbas et al., 2000) . Thus, for the purposes of our modelling, we can assume that intra-epidermal lymphocytes are not relevant to the evolution of our system. Therefore, we separate the domain of interest to two subregions, an epidermis-like one and a dermis-like one, by introducing the Heaviside function.
We note here that the one-dimensional version of (14)- (17) does not entirely capture the evolution of a malignant melanoma of the skin, since the actual geometry is more intricate and complicated. However, our purpose here is to investigate the dynamics of the model under discussion in a simple one-dimensional setting, which can give interesting insights. Nevertheless, our setting can be modified towards more realistic geometries.
We define the one-dimensional spatial domain to be the interval [0, x 0 ], and we assume that there are two distinct regions in this interval-one region entirely occupied by tumour cells, the other entirely occupied by the immune cells. We propose that an initial interval of tumour localization is [0, l] , where l = 0·2x 0 . Therefore the function h(x) (cf. (14)) is defined as follows:
Boundary and initial conditions
We now close the system by applying appropriate boundary and initial conditions. Zeroflux boundary conditions (BC) are imposed on the variables E, α, T , which in our system are equivalent to
The initial conditions (IC) are given by
where
Figure 2 depicts qualitatively the ICs described in (21) (after the nondimensionalization of the next section), which shows a front of tumour cells encountering a front of TICLs, resulting in the formation of TICL-tumour cell complexes. In the absence of a tumour, the homogeneous steady-state density of the TICLs is s/d 1 and therefore this is the value we have taken for the initial density E 0 of TICLs in the initial conditions. Similarly, in the absence of an immune response, the homogeneous steady-state density of the tumour cells is 1/b 2 and this is what we take as the initial density of tumour cells T 0 in the initial conditions. Thus, when the fronts of the two cell populations meet, the maximum density of TICL-tumour cell complexes will be min(E 0 , T 0 ) and hence our choice for C 0 .
Estimation of parameters
In order to carry out an analysis of the model by numerical methods it is useful to estimate values for the parameters obtained from experimental data and work with a nondimensional system of equations.
The murine B cell lymphoma (BCL 1 ) is used as an experimental model of tumour dormancy in mouse (Siu et al., 1986; Uhr & Marches, 2001) . It has been demonstrated that CD8 + T-cells are required for inducing and maintaining dormancy in BCL 1 . In these experiments CD8 + T cells are enhanced with anti-Id antibodies into inducing dormancy by secreting INF-γ . A description of the growth kinetics of a BCL 1 lymphoma in the spleen of recipient mice, chimeric with respect to the Major Histocompatibility Complex (MHC) (Siu et al., 1986) , was provided by the model of Kuznetsov et al. (1994) .
The kinetic parameters (obtained in Chaplain et al., 1998) were determined to have the following values:
In addition to the kinetic parameters, we require estimates of the cell motility parameters. As we have seen in the previous sections, a tumour may be infiltrated by TICLs as a result of passive migration (random motility) or active transport (chemotaxis). In the first case, the random motility coefficient of the TICLs can be evaluated employing Einstein's formula:
where k is Boltzmann's constant, T is the temperature in degrees Kelvin, R 1 is the average radius of a TICL and η is the viscosity coefficient of the medium. With values of T = 310 K (37 • C), R 1 = 4 µm and η = η water , this gives an estimate of the TICL random motility coefficient D 1 = 7·0×10 −5 cm 2 day −1 . This value is close to the random motility coefficient of CTLs in vitro obtained by Rothstein et al. (1978) , studying sequential killing of immobilised allogenic tumour cells by CTLs. The random motility of tumour cells in tissue is conditioned largely by the replication of the cells and the growth of the tumour. The random motility coefficient may therefore be estimated from the following equation (Prigogine & Lefever, 1980) :
where R 2 is the average radius of a tumour cell and a is the rate of duplication of the tumour cell population. Assuming R 2 = 4 − 15µm and a = 0·1 − 1 day −1 , we obtain a range of values D 3 = 0·6 − 9 × 10 −6 cm 2 day −1 .
We know that TICLs are capable of infiltrating solid or lymphoma-like tumours rather rapidly (Jaaskelainen et al., 1992; Lord & Burkhardt, 1984; Ratner & Heppner, 1986; Sordat et al., 1980) and it is apparent that, if the movement of the TICLs and/or tumour cells is an active process induced by chemoattractants, the value of the diffusion coefficients of these cells may be appreciably greater and perhaps even reach approximately 10 −2 cm 2 day −1 (Friedl et al., 1995; Jaaskelainen et al., 1992) . Thus, the intervals of variation of the random motility coefficients may be large, depending upon the physical and biochemical properties of the surrounding tissue matrix and the concentration of various chemoattractants (chemokinesis). However in the simulations to be presented in the subsequent sections we assumed all random motility to be constant and took D 1 = D 3 = 10 −6 cm 2 day −1 .
Chemokines diffuse several orders of magnitude faster than cells. A reasonable range of values for the diffusion coefficient of the chemokine D 2 is 10 −4 cm 2 day −1
A more precise estimate for D 2 can be found from the data of Kwok et al. (1988) , which are concerned with the motion of monoclonal antibodies (MCA). These results can be modified to account for the molecular mass of a typical chemokine (11 kD) and then can be combined with the Stokes-Einstein formula. This yields a value of D 2 = 8 × 10 −3 cm 2 day −1 . However, in our simulations the above range of values for D 2 , given by (22), were used. The half-life of chemokines is around 60 days (Reisenberger et al., 1996) and so we obtained an estimate for d 4 of 0·693/60 = 1·155 × 10 −2 day −1 . We estimated the chemotactic response of the TICLs from data of macrophages in response to MCP-1 (Sozzani et al., 1991; Owen & Sherratt, 1997) . From the range of estimates in these papers we chose a value of 1·728 × 10 6 cm 2 day −1 M −1 . The chemokine production parameter k 3 was estimated from data from several groups (Cairns et al., 2001; Murphy & Newsholme, 1999; Lee et al., 2000b) . These data estimated the rate of production of chemokine (lymphotactin and IL-8) to be in the range of 20-3000 molecules cell −1 min −1 . Before proceeding with the numerical analysis, we non-dimensionalize our equations in the standard manner.
Non-dimensionalization
We non-dimensionalise (14)- (17), the boundary conditions and initial conditions. An order-of-magnitude density scale is selected for the E, T and C cell densities, of E 0 , T 0 and C 0 , respectively, as suggested by the initial conditions. These are then given as E 0 ≈ 3·3 × 10 5 cells · cm −1 , T 0 = 0·5 × 10 9 cells · cm −1 and C 0 = E 0 ≈ 3·3 × 10 5 cells · cm −1 .
The chemokine concentration is normalized through some reference concentration α 0 which we take to be 10 −10 M (Nomiyama et al., 2001) . Time is scaled relative to the diffusion rate of the TICLs, i.e. t 0 = x 2 0 D −1 1 , and the space variable x is scaled relative to the length of the region under consideration (i.e. x 0 = 1 cm). Then, on making the following substitutions:
and omitting the bars for the sake of clarity, (14)- (17) may be re-written as
After non-dimensionalization, the boundary conditions become
which then imply, assuming some smoothness of the solution and the form of (26),
Our initial conditions take the following form: Values for all the non-dimensional parameters are obtained from the estimated dimensional parameters in Section 4. Concerning the chemokine production rate, we note that the data presented in the previous section correspond to in vitro experimental settings and that we were unable to find any in vivo measurements in the literature. However, it seems reasonable to assume that not all complexes formed in vivo result in chemokine production and thus our choice for the value of parameter κ is slightly lower than the minimum value coming from the available in vitro data. Therefore, in the following simulations a value of κ = 10 4 has been chosen. This value of κ is of the same order of magnitude as that of ξ , i.e. κ ≈ ξ , and we note that this is also in line with the nondimensional argument presented in Owen & Sherratt (1997) .
By employing a numerical method, we obtain solutions for the above nondimensionalized system, in the following section.
Numerical simulation results
The non-dimensionalized model was solved numerically using NAG routine D03PCF, which integrates systems of partial differential equations via the method of lines and a stiff ODE solver. spatial distribution of tumour cell-lymphocyte complexes within the tissue at times corresponding to 100, 400, 700 and 1000 days respectively. The dynamics of this spatiotemporal heterogeneity appear to persist as the long-time behaviour of the system in Figs 6-8 shows. The times here correspond to 3000, 5000, 7000 and 10000 days respectively. In addition to observing the above spatio-temporal distributions of each cell type within the tissue, the temporal dynamics of the overall populations of each cell type (i.e. total cell number) was examined. This was achieved by calculating the total number of each cell type within the whole tissue space using numerical quadrature. Figure 9(a) shows the variation in the number of TICLs within the tissue over time (approximately 80 years, an estimated average lifespan). Initially, the total number of TICLs within the tissue increases and then subsequently oscillates around some stationary level (approximately 5·9 × 10 6 cells). Long-time numerical calculations indicated that this behaviour will persist for all time.
A similar scenario is observed for the tumour cell population. From Fig. 9 (b) we observe that, initially, the tumour cell population decreases in number before subsequently oscillating around some stationary value (approximately 10 7 cells) for all time. Figure 9(c) gives the corresponding temporal dynamics of the complexes. Figure 10 provides a more detailed view of the early oscillations in the total number of tumour cells.
The above simulations appear to indicate that eventually the tumour cells develop very small-amplitude oscillations about a 'dormant' state, indicating that the TICLs have successfully managed to keep the tumour under control. The numerical simulations demonstrate the existence of cell distributions that are quasi-stationary in time and heterogeneous in space.
Concerning the spatial evolution of cancer dormancy with reference to the aspect of spatial containment, we note that the use of a fixed domain is consistent with various realistic biological settings. BCL 1 lymphomas of the spleen, for instance, are considered to be very good in vivo experimental models for investigating the various aspects of tumour development precisely due to the fact that tumour cells are spatially contained within the lymph tissue of the spleen. Spleens in mice are elongated organs with boundaries defined by very strong basal membranes, which do not permit the tumour cells to escape unless they break these membranes (through well-known invasive processes) and then initiate metastases. However, in our model, we do not consider these cases and this is why we employ a fixed domain and impose zero-flux boundary conditions. Of course, if the domain itself were evolving the tumour cells would not be contained in space, but would rather spread throughout the domain. In the latter case we note that, from a mathematical point of view, it would be trivial to induce some kind of spatial containment of the tumour cells in a subregion of the domain by incorporating some non-autonomous ODE kinetics. However, this is not a realistic approach for the biological settings we consider and our numerical simulations do reflect several temporal as well as spatial aspects of tumour dormancy as these are described in various immunomorphological investigations.
The interesting spatio-temporal dynamics of the system (i.e. the irregular invasive 'waves') require us to investigate the underlying (spatially homogeneous) kinetics of our system.
Linear stability analysis of the spatially homogeneous system
We consider the following autonomous system of ODEs that describes the underlying spatially homogeneous kinetics of (23)- (26) with h(x) ≡ 1: We note that since, in the above homogeneous system, the chemokine becomes a 'slave variable' we will not consider it in the following analysis.
Using the parameter values described in the previous section, it is straightforward to show that there are four steady states of the system (27)-(29) given by
Obviously (E 3 , T 3 , C 3 ) and (E 4 , T 4 , C 4 ) are biologically unrealistic. Now let
we obtain the following linear system:
where, as usual, A i is the Jacobian matrix of the system evaluated at the corresponding steady state. It is straightforward to show that for i = 1, there are three real eigenvalues of A i , two negative and one positive. Thus, (E 1 , T 1 , C 1 ), which represents the 'healthy' steady state, is unstable. Now for i = 2, there is only one real eigenvalue of A i that is negative, and two complex (conjugate) eigenvalues with positive real part. Thus, the steady state (E 2 , T 2 , C 2 ), which represents the 'tumour dormancy' steady state, is also unstable.
The numerical simulations of the previous section indicated that there are non-standard travelling-wave-like solutions. In order to understand this behaviour we undertook a further numerical investigation looking for some additional structure in the (E, T, C) phase space. The results of numerical computations in this direction are presented in Fig. 11 , where the orbit (trajectory) approaches an isolated closed curve in the phase space, i.e. a limit cycle.
It is well reported in the literature that the spatio-temporal behaviour of reactiondiffusion systems with oscillatory kinetics (i.e. kinetics that exhibit a stable limit cycle) can be quite diverse and complicated. An extensive review of such systems can be found in Cross & Hohenberg (1993) . In Ermentrout et al. (1997) patterns of localized oscillatory regions in reaction-diffusion models for chemical oscillations have been reported. In order for these patterns to appear the kinetics of the PDE systems discussed there must undergo a subcritical Hopf bifurcation and therefore display oscillatory behaviour. We note that we were able to find localized regions of oscillations for a particular choice of initial conditions in our system as well. In Kobayashi et al. (1995) the coexistence of a stable stationary solution and a stable limit cycle in a reaction-diffusion model of the Bonhoeffer-van der Pol type has been related to the generation of a self-organized pulse generator and localized oscillatory regions. Also, in Merkin & Sadiq (1996) the behaviour behind invasive wavefronts in a cubic autocatalysis system has been considered. The model presented there undergoes supercritical Hopf bifurcations and is able to depict a wide range of spatio-temporal behaviours, including, under specific conditions, spatiotemporal chaos. Furthermore, the case of spatio-temporal chaos has been investigated in detail in the framework of predator-prey ecological interactions since there exist experimental/field data which seem to corroborate the presence of chaotic behaviour. In particular, reaction-diffusion systems with oscillatory kinetics have been considered in Sherratt et al. (1995 Sherratt et al. ( , 1997 . These were able to depict an invasive wave of predators with irregular spatio-temporal oscillations behind the wave front. In Sherratt et al. (1995) , the authors undertook a detailed investigation of that particular behaviour in the framework of simplified reaction-diffusion equations of λ-ω type and were able to relate the appearance of these irregularities with periodic doubling and bifurcations to tori, which are well known routes to chaos. Concerns whether this kind of chaotic behaviour is a mathematical artifact rather than a biological reality have been raised in Sherratt et al. (1997) where theoretical arguments in favour of the latter were presented.
In the next section we will show that the particular limit cycle appearing in our simulations is a stable one which emerges through a Hopf bifurcation. In addition, the heterogeneities appearing in the long-time computations and the non-standard nature of the invading travelling waves will be related to the existence of the limit cycle.
Bifurcation analysis
In this section we undertake a numerical bifurcation analysis of the ODE system (27)- (29), that governs the kinetics of our model, first with respect to parameter k 1 and then with respect to parameter p. The bifurcation diagrams presented here have been generated by the numerical continuation routine AUTO that is implemented within the XPP package (Ermentrout, 2002) . AUTO provides implementation of numerical algorithms for tracking Hopf bifurcations and therefore establishing the existence of limit cycles. Figure 12 shows part of the bifurcation diagram of TICL density E versus parameter k 1 . In the case of our system AUTO was able to detect a (sub-critical) Hopf bifurcation at k 1 = 1·364 × 10 −6 day −1 cells −1 cm. The solid dots represent the maximum and minimum values of the periodic solutions that emerge when k 1 lies in a particular interval. Most of the limit cycles that emerge through this bifurcation, including the one that is generated for k 1 = 1·3 × 10 −7 day −1 cells −1 cm (the value with which we have run the simulations in the previous sections), have been characterized by AUTO as stable. However, there is a region around k 1 = 1·08 × 10 −7 day −1 cells −1 cm where unstable limit cycles exist. Figure 13 shows a detailed view of this part of the bifurcation diagram. As can be seen we have co-existence of stable and unstable limit cycles. Finally, it is worth mentioning that in the region of Figs 12 and 13 where k 1 < 1·06 × 10 −7 day −1 cells −1 cm, no periodic solutions exist, and a stable spiral appears. Next, we consider the bifurcations of the state variables with respect to p. The motivation for the choice of p as a control parameter lies in the heuristic consideration that by reducing the probability of tumour cells being killed by lymphocytes, travellingwave-like solutions of more canonical nature should emerge and the special phase space structure related to the existence of the 3D attractor discussed in the previous section should alter. Figure 14 show the bifurcation diagrams of the state variables E, T and C with respect to parameter p. The 'healthy' steady state, which does not depend on p, is not included in these diagrams. The appearence of more steady states than the 'tumour dormancy' and 'healthy' ones for a particular range of p is revealed. The upper part of the bifurcation curve of the tumour cell density T represents the 'tumour invasion' steady states, which are stable. By solving numerically the ODE system, we have found that for p less than a critical value (approximately 0·9906) the limit cycle disappears and all the orbits that correspond to non-steady solutions converge to the 'tumour invasion' steady state. For p less than 0·96 the 'tumour dormancy' steady state disappears. We also carried out simulations of the PDE system (with and without chemotaxis) for values of p less than 0·9906. In this case the solution concerning T behaves like a standard travelling wave. Figure 15 depicts four snapshots in time of the tumour invasion that emerges by setting the parameter p equal to 0·99. According to these numerical observations the existence of the limit cycle in the phase space is highly relevant to the irregular nature of the invasive 'wave'. We note that we also ran several spatial simulations (not shown here) with h(x) = 1, ∀x ∈ [0, 1] and although the solutions were different quantitatively (as expected) they display the same qualitative behaviour. Thus, the bounded irregular behaviour of the solutions is not an outcome of the introduction of the Heaviside function, but as we have already indicated it is rather related to the coupling of the oscillatory ODE dynamics with diffusion. However, in the absence of the Heaviside function the source term leads to a homogeneous distribution of TICLs within the tumour in the first time step of the numerical integration, which is biologically unrealistic. Hence, the Heaviside function enables the simulations to display an infiltration of the tumour by TICLs only through the processes of diffusion and chemotaxis.
Radially symmetric solid tumour growth
In this section we solve numerically the system of equations (23), (25), and (26) in a radially symmetric three-dimensional setting. In particular, we seek solutions of the form E(r, t), T (r, t), and C(r, t) where r is the radius in spherical polar coordinates. In this setting we are assuming that the growth of the solid tumour represents the early avascular phase observed in multicell spheroids. We assume that there is no necrotic core only viable, proliferating cells. We also study the case where chemotaxis is not present (i.e. γ = 0). Rewriting the system in terms of spherical coordinates (assuming that all the partial derivatives of E and T with respect to the spherical polar angles θ and φ are equal to zero) we have
The results of the numerical simulations are presented in Figs 16-18 which show cross sections through the spherical tumour. Figure 16 shows the spatial distribution of TICL density within the tissue at times corresponding to 100, 400, 700 and 1000 days respectively. The figures show a heterogeneous spatial distribution of TICL density throughout the tissue. Figure 17 shows the corresponding spatial distribution of tumour cell density within the tissue at times corresponding to 100, 400, 700 and 1000 days. The figures show a train of solitary-like waves invading the tissue and subsequently creating a spatially heterogeneous distribution of tumour cell density throughout. Figure 18 shows the corresponding spatial distribution of tumour cell-lymphocyte complexes within the tissue at times corresponding to 100, 400, 700 and 1000 days respectively.
Discussion and conclusions
In this paper we have examined a spatio-temporal mathematical model describing the growth of a solid tumour in the presence of an immune system response. In particular, we focused attention upon the interaction of tumour cells with a special sub-population of T-cells, so-called tumour-infiltrating cytotoxic lymphocytes (TICLs), in a relatively small, multicellular tumour, without central necrosis and at some stage prior to tumour-induced angiogenesis. At this early stage of solid tumour growth we investigated the situation FIG. 16 . Spatial distribution of TICL density within the tissue at times corresponding to 100, 400, 700 and 1000 days respectively.
FIG. 17. Spatial distribution of tumour cell density within the tissue at times corresponding to 100, 400, 700 and 1000 days respectively.
whereby the immune cells and the tumour cells are in a state of dynamic equilibrium (cancer dormancy).
Our numerical and bifurcation analysis of the spatio-temporal model of cytotoxic T cell dynamics in cancer tissue supports the idea that the TICLs can play an important role in FIG. 18 . Spatial distribution of tumour cell-TICL complex density within the tissue at times corresponding to 100, 400, 700 and 1000 days respectively. the control of cancer dormancy. Moreover, the model allowed us to identify certain critical parameters of the process in which cancer cells are present in a tissue but do not clinically occur for a long period of time, but can begin to grow progressively at later date. Hence, our model could be potentially used to estimate the time interval between the primary treatment of an immunogenic tumour and tumour recurrence.
The T-lymphocytes were assumed to migrate into the growing solid tumour and interact with the tumour cells in such a way that lymphocyte-tumour cell complexes were formed. These complexes resulted in either the death of the tumour cells (the normal situation) or the inactivation (sometimes even the death) of the lymphocytes (Kuznetsov, 1979; Kuznetsov et al., 1994) . The migration of the TICLs was determined by a combination of random motility and chemotaxis in response to the presence of specialized chemoattractants (chemokines). The resulting system of four nonlinear partial differential equations (TICLs, tumour cells, complexes and chemokines) was analysed and numerical simulations were presented. The numerical simulations demonstrated the existence of dynamics that are quasi-stationary in time but heterogeneous in space. A subsequent linear stability analysis of the underlying (spatially homogeneous) ODE kinetics coupled with a numerical investigation of the ODE system revealed the existence of a stable limit cycle in the corresponding phase space. This was verified further when a bifurcation analysis was undertaken using the numerical continuation package XPPAUT.
We note that heterogeneous spatial patterning in an immune-system model has been found by Owen & Sherratt (1997 , 1999 concerning macrophage interactions with tumour/mutant cells. In this case, however, the patterning was produced via an activatorinhibitor (Turing) mechanism by considering the mutant cells as the local activator and the chemical regulator as the long-range inhibitor. There are some significant differences between that work and the one presented here. The kinetics of the model presented in did not exhibit any Hopf bifurcation and, in the absence of a macrophage-based immunotherapy, the introduction of a small mutant cell density always caused the system to evolve to one of the two possible tumour invasion steady states it was able to predict. In our case, depending on the choice of parameters, the system kinetics may evolve to a tumour invasion steady state but they can also display an oscillatory behaviour with the tumour cell density bounded as a result of the cytotoxic activity of the TICLs.
Perhaps more appropriately, the evolution of the formal kinetics of our system appears to have some similarities with the evolution of the ODE kinetics of the ecological models presented in Sherratt et al. (1995) . In both cases the global dynamics concerning the positive solutions consist of two unstable steady states and a stable limit cycle emerging through a Hopf bifurcation. However, some differences between the models exist with the most obvious of them being the different biological frameworks (ecology vs. immunology) and the difference in the dimensions of the corresponding phase spaces. We note that previous authors have pointed out the existence of similarities between the immune system response to immunogenic antigens and predator-prey ecological interactions (Nowak & May, 2000) (and more generally an 'ecological competition' between cancer cells and normal tissue cells: Gatenby, 1996 Gatenby, , 1995 and that the mathematical particularities of our system could lead to entirely different spatio-temporal dynamics than those presented in Sherratt et al. (1995) . This is to be investigated.
The numerical predictions of our model make it possible to comprehend the mechanisms involved in the appearance of spatio-temporal heterogeneities detected in solid tumours infiltrated by cytotoxic lymphocytes. These are described in numerous immunomorphological investigations (Berezhnaya et al., 1986; Nesvetov & Zhdanov, 1981) . However, in the material discussed in this paper, only some general problems associated with the mathematical theory of the interaction of TICLs with tumour cells have been examined. Future work mathematically will investigate whether or not spatiotemporal chaos is present.
We note that this model could be extended further. Specifically, an explicitly two dimensional (space) model could be investigated, enabling us to study the effect of asymmetry. Explicit interactions between the cancer cells and the host tissue could be incorporated into the basic kinetic model (Fig. 1) . For example, Webb et al. (2002) proposed a mathematical model of a tumour cell 'counter-attack' against cytotoxic T-cells. The model consists of ordinary differential equations which represent the cross-linking of FasL and Fas. The authors consider the antagonistic interactions of two cell types: armed effector T-cells, and FasL positive tumour cells. The model is based upon the observation that certain types of human tumours can produce functional FasL and can induce the apoptotic killing of activated lymphocytes in vitro.
Recent model-fitting predicts that the life time of effector T-cells in vivo could be short (about several days) (Kuznetsov & Knott, 2001 ). Long-term maintainance of anticancer immunity after stopping immunotherapy could be improved if long-life immune memory cells could be activated during immunization. In particular, numerical modelling by Kuznetsov & Knott (2001) suggests that immune memory T-killer cells could be critical targets for immunization and vaccination strategies against solid tumours. Thus, an incorporation of the memory cells in our model could be helpful in better understanding cancer dormancy and cancer re-growth mechanisms and in optimizing the therapeutic strategy to reduce the risk of tumour relapse.
Finally, the familiar concept of a central necrotic core (and explicit oxygen distribution/uptake) could also be incorporated. It has been stated that the rate of macrophage and neutrophil accumulation in a spheroid depends on the density of tumour cells and is determined by a law analogous to that of Michaelis-Menten kinetics, while the accumulation of immune lymphocytes in a tumour is determined by the three-cell cooperation of lymphocytes, macrophages and tumour cells (Kuznetsov et al., 1993) . This data could provide further adaptations to our model, incorporating new cell types and increasing the realism of the system.
We hope that the results presented here (and the effects caused by the nonlinearity of the system) will make it possible for researchers and clinicians to have a better idea of the complicated and sometimes counter-intuitive outcome of processes occurring in immune-system interactions with tumour cells and thereby to develop more effective immunotherapy strategies and treatments for the control and possible elimination of cancers (Schirrmacher, 2001; Uhr & Marches, 2001; Demicheli, 2001) . Our modelling and analysis offers the potential for quantitative analysis of mechanisms of tumour-cellhost-cell interactions and for the optimization of tumour immunotherapy and genetically engineered anti-tumour vaccines.
