Abstract-In this paper, we simulate different types of random fuzzy variables to get some conclusions concerning fuzzy-valued random variables. This simulation has been carried out to illustrate certain limit results formalizing the convergence of the arithmetic mean of sample fuzzy data to the population mean (or expected value of the random fuzzy variable), like the well-known strong law of large numbers (SLLN) and the law of iterated logarithm (LIL). Since the theoretical results have recently been proved, this simulation analysis means a complementary study in which we can determine sample sizes providing us with suitable approximations. Future directions regarding statistical inference with fuzzy data and other applications are finally commented on.
I. INTRODUCTION
W HEN WE deal with a random experiment, our interest is usually focused on some characteristics or properties of the experimental outcomes rather than on the outcomes themselves. More precisely, we admit the existence of a random variable/vector associated with the experiment which can be observed on the individuals of a given population.
Traditionally, data supplied by the observation of such a random variable/vector are assumed to be either real-or vectorial-valued, and studies in mathematical statistics and probability theory are based on this assumption. Nevertheless, in practice these data could involve fuzziness because of different reasons. Thus, even if the observed variable/vector is in fact real/vectorial valued, sometimes the observer can perceive it (or report its values) with fuzziness. On the other hand, the nature of the characteristics or properties we want to observe could be essentially fuzzy valued.
To model these situations some approaches have been introduced in the literature. In this way, a simple model to handle fuzzy data associated with fuzzy perceptions or reports from the observation of a random variable/vector is that of the fuzzy information systems by Okuda et al. [29] and Tanaka et al. [31] , which makes use of Zadeh's probability of a fuzzy event [32] . Several statistical studies based on this model have been developed (see, for instance, [3] , [4] , and [12] - [14] fuzzy random variables, as introduced by Kwakernaak [21] , [22] and slightly modified and formalized by Kruse and Meyer [19] . Several statistical and probabilistic studies making use of this model can be found (see, for instance, [19] , [20] , and [11] ). To manage fuzzy data obtained from the observation of a random element which is itself fuzzy valued, the random fuzzy variables introduced by Puri and Ralescu [30] as an extension of the notion of random sets (or measurable set-valued mappings) have been shown to be a proper model. Note that Puri and Ralescu, and most of authors, refer to these random elements as fuzzy random variables, and some other authors call them random fuzzy sets. Some examples of the practical usefulness of random fuzzy variables can be found in the formalization of many (economical, medical, sociological, etc.) problems (see, for instance, [2] , [15] , [16] , [5] , [24] , [27] , and [28] ).
Several statistical and probabilistic studies based on the last model have been developed. In particular, along the last years several theoretical studies concerning the asymptotic behavior of random fuzzy variables have been developed with the aim of using approximations to help us in solving common statistical questions (see, for instance, [18] , [6] , [7] , [27] , and [28] ). Depending on the distribution of the random elements, the sample sizes making these approximations to be adequate vary, and an appropriate way to find suitable sample sizes to use the approximations above for practical purposes is to simulate different types of random fuzzy variables.
In this paper, our ultimate goal is to show how to simulate these fuzzy-valued random elements. Since simulations depend partially on the objective problem we are facing, we will assume in this paper this problem is that of examining the convergence of the arithmetic mean of the simulated values to the population expected value, which will serve us to assure in some senses the consistency of the sample mean in estimating the expected value in the setting of random fuzzy variables. More precisely, our concrete target is simulating independently values, , from a certain random fuzzy variable , and analyzing what happens with the fuzzy arithmetic mean in connection with the population mean and in which way the supremum distance and are approximating zero as increases (i.e., in which way the strong law of large numbers (SLLN) and the law of iterated logarithm (LIL) in the -sense are "valid" for random fuzzy variables). The study is carried out by simulating five representative types of random fuzzy variables. First, we will recall some preliminary notions on the topic, and we will later describe the type of each variable we consider. Finally, we will present graphical simulation results in a tabular way. The space can be endowed with a semilinear structure induced by the Minkowski sum and the product by a scalar, that is, with . Let be a probability space. A mapping is said to be a random set (more precisely, a compact random set) if it is Borel measurable. The expected value of a random set is commonly defined by means of the Aumann integral (if it exists) [1] , which is given by the set , , where is the Bochner integral of the random variable/vector .
Consider the class of fuzzy sets of given by , for all where is the -level set of if and denotes the closure of the support of . The supremum metric is defined on (see, for instance, [31] ) so that for all
The above operations on are inherited by through the -levels, and hence the sum and product by scalars can be defined as the fuzzy sets belonging to and satisfying that and for all , these operations coinciding with those defined through Zadeh's extension principle [34] .
Let be a probability space. Then (see [31] and [8] for a more recent discussion), the following holds. [7] (see also, for instance, [25] and [6] for alternative posterior proofs), the SLLN for random fuzzy variables has been proved. Thus, the following holds.
Theorem 1: Let be a probability space, and let an integrably bounded fuzzy random variable. If we assume that is a sequence of independent and identically distributed random fuzzy variables, then
Co
On the other hand, in [6] the LIL for random fuzzy variables has been proved. Thus, the following holds.
Theorem 2: Let be a probability space, and let be a random fuzzy variable so that . If we suppose that is a sequence of independent and identically distributed fuzzy random variables, then

In Section III, we will present five illustrative cases of random fuzzy variables for which we will analyze in Section IV the behavior of the SLLN and the LIL.
III. VARIABLES FOR SIMULATION
In this section, we present five types of random fuzzy variables, and we consider particular cases of each of these types. Simulations of these particular variables will be used in Section IV to verify the suitability of the SLLN and the LIL in a summarized way.
A. Simulating Type 1 Variables
The type considered in this subsection is that of a random fuzzy variable defined in terms of an example of the so-called change-level variable (see [7] )
, and having possible levels and , being a subset of . Thus, the change-level variable is defined for each so that the value is the fuzzy set whose -levels are if
otherwise.
An example of a possible value of a random fuzzy variable of this type with and is that represented in Fig. 1 .
The interest of considering this kind of random fuzzy variable is due, on one hand, to the fact that random fuzzy variables in the supporting approximation result for [7] stated by López-Díaz and Gil [23] are, in some way, a finite union of variables associated with change-level variables/vectors. On the other hand, if variable is continuous, then the behavior of the associated random fuzzy variable is quite bothersome.
The expected value of a random fuzzy variable associated with a change-level vector could be expressed as a function of the distribution function of this vector. In particular, for the type we are considering the expected value can be written as (1) for all , where denotes the distribution function of the real-valued random variable .
For this type of random fuzzy variable, we have distinguished in Section IV two cases (with different -level sets) depending on the distribution of the change-level variable being either continuous or discrete. Table I .
B. Simulating Type 2 Variables
The second type of random fuzzy variable we will simulate is a simple one which is assumed to take on as possible values fuzzy sets characterized by -, -and -curves. This type of variable is often employed in statistical studies with imprecise values (see, for instance, [9] , [15] , and [24] ). Fig. 2 illustrates some of the possible values of such a type of variable.
The random fuzzy variable we are considering in this subsection is discrete, and it takes on a finite number of convex values, where the expected value of this variable can be computed by means of the expression where (for ) denotes the possible fuzzy values for the variable and are the corresponding probabilities. For the simulation in Section IV we will consider the particular case in which , , and are, respectively, the -curve, the -curve and the -curve in Fig. 2, and .
C. Simulating Type 3 Variables
The variable considered in this subsection is assumed to take on values being symmetrical triangular fuzzy numbers, where the center is random and has a standard normal distribution , and the semiwidth of the support is also a random variable having a chi-square distribution with 1 degree of freedom.
This type of variable has been also used often in connection with statistical studies (see, for instance, [10] , [18] , and [29] ). Furthermore, it means an example of an integrably bounded random fuzzy variable which is unbounded. A possible value for this type of variable is represented in Fig. 3 .
We can easily verify that the expected value of the Type 3 random fuzzy variable in this subsection is a symmetrical triangular fuzzy number with center equal to zero and width of the support equal to zero.
D. Simulating Type 4 Variables
All the variables we have handled in the preceding subsections take on convex values. In this section, we simulate the behavior of a random fuzzy variable for which any possible value is the union of one of the fuzzy values of Type 3 variable, and the fuzzy number obtained from it after a translation of a positive unit. In this case, we can observe also how the convexification of the Minkowski addition works. A possible value of the variable involved in this subsection is gathered in Fig. 4 . The expected value of the variable in Section III-C was a symmetrical triangular fuzzy number with center equal to 0 and width equal to 2. For the variable in the present section, the expected value depends on the atoms of the probability space , but we can state that the convex hull of this expected value is the trapezoidal fuzzy number determined by the 4-tuple ( 1, 0, 3, 4 ).
E. Simulating Type 5 Variables
As an illustrative example in , we are going to consider in this subsection a truncated cone with random radius having a chi-squared distribution with 1 degree of freedom, and the cone being truncated at a random point . A possible value of this variable is the one represented in Fig. 5 . One can prove that the expected value of this variable is given in terms of its -levels as follows:
where denotes a circle with radius and denotes the distribution function of . For this example, we will generate a random variable having uniform distribution on the unit interval .
IV. SIMULATION STUDIES
In this section, we simulate values from the different types of random fuzzy variables described in Section III. In all the simulations, the computations have been performed for the -levels with belonging to the discretization of the unit interval given by the set . The graphs we present in Table II illustrate, for different  number of simulated values (more precisely, for  ,  , , and ) from each variable, the sample mean of the simulated values (represented with thin lines) along with the population expected value (represented with thick lines). Table III illustrates the behavior of distance between the sample mean and the population expected value, as well as the behavior of the weighted distance related to the law of the iterated logarithm, Co , for different values of . In particular, for the SLLN, we first consider ranging from 1 to 100, to properly observe the behavior for usual sample sizes, and later we assume ranging from 1 to 5000, to better appreciate the convergence to 0. For the LIL, we will assume ranging from 1 to 5000. Graphs related to the LIL also show the bounds given in Theorem 2. In this paper, we have tried basically to illustrate in an empirical way the SLLN and the LIL for independent and identically distributed random fuzzy variables. For this purpose, we have simulated some relevant models in fuzzy set theory. In these simulated models, we could not perceive major differences among the graphs corresponding to distances, and we can conclude as a first attempt that a sample size not lower than 100 will lead to a very good approximation, this approximation being quite acceptable even for sample sizes not lower than 30.
It should be also noted from the simulated examples that the strong convergence is slightly slower in cases the considered random fuzzy variables are either unbounded or nonconvex.
The studies in this paper can be viewed as an introductory analysis that would serve as a basis to determining later the suitable sample sizes to either getting good estimates or tests when we make use of the large sample theory results for practical applications involving fuzzy experimental data (like in [28] ) or comparing different techniques to make inferences from fuzzy data (see [26] and [27] ).
