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1．Introduction 
PostgreSQL 是著名的开放源代码数据库，对数据库发展有着重要影响，同时具有
广泛的研究和应用价值。它起源于斯坦福大学，已经持续开发了二十多年。目前技术
比较先进的商业数据库一般采用多线程结构，以提高效率，但是，由于 PostgreSQL
的源码有 25 万行之多，而且历史沉积时间长，改造的难度比较大，所以一直保留多
进程的结构，国际上还没有人成功将 linux 上的 PostgreSQL 改造为多线程结构[9]。 
很多的其他大型软件也是基于多进程结构开发的，如果将它们改造成多线程结
构，可以显著地提高性能[1][2][3][4]。 
多线程结构性能提高的原因是线程之间共享相同的进程空间，线程启动和通信所
消耗的系统资源比进程少得多。如表 1 数据[1]： 
表 1 
数据表明，创建一个新进程所花时间大概
是创建一个新线程的 30 倍，通信开销是 3 倍。 
对于大型软件，源代码数量浩大，往往超
过 10 万行，而多线程改造时需要涉及的代码散
操作 花费时间（微秒）
创建线程 52 
创建进程 1700 
线程间进行 PV 原语 66 
进程间进行 PV 原语 200 
布在各处，如果没有正确全面的方法，很难改造成功。本文系统全面地阐述在 Linux
平台上 PostgreSQL 多线程改造时的技术方案，具有较好的参考价值。 
文中，首先分析 PostgreSQL 的多进程结构，然后提出详细的多线程改造方案，
再指出调试过程中发现的 PostgreSQL 的一个小的设计缺陷，最后进行性能测试。 
2．PostgreSQL的多进程结构分析 
2．1 总体描述 
在支持多用户的情况下（以后的讨论均针对多用户的情况），PostgreSQL 后台由
以下几种进程组成： 
表 2 
 进程名 功能 
1.  Postmaster 进程 是一个后台的守护进程，负责启动其他进程，初始化系
统，循环监听客户端的请求并分发给 Postgres 进程处理。
2.  Postgres 进程 负责实际处理客户端的数据库请求。 
3.  StartupDataBase 进程 启动数据库（根据 sga.scf 文件来做） 
4.  ShutdownDataBase 进程 关闭数据库 
5.  CheckPointDataBase 进程 执行检查点 
6.  Pgstat 父进程 缓冲统计信息 
7.  Pgstat 子进程 收集统计信息 
其中，StartupDataBase 进程、ShutdownDataBase 进程和 CheckPointDataBase 进程
都是由函数 BootstrapMain()来实现的，所以通称为 Bootstrap 进程。Pgstat 父子进程通
称为 Pgstat 进程。 
2．2 进程间的派生关系 
PostgreSQL
各种进程之间的
派生关系可以用
图 1 描 述 。
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图 1 PostgreSQL 各种进程之间的派生关系 
Postmaster 作为守护进程一直运行着，它派生出 postgres、bootstrap、pgstat 父子进程。 
2．3 进程间的通信关系 
PostgreSQL 各种进程之间的
通信关系可以用图 2 描述。
Postmaster、postgres、bootstrap
之间使用共享内存和信号量通
信，共享内存中保存着上述三种
进程所共享的重要数据结构，信
号量为各种数据库锁的实现提供
底层支持。Pgstat 父子进程之间
使用管道通信，借助管道 Pgstat 子进程可以感知父进程是否退出。Pgstat 父进程与
postmaster 之间使用管道和 UDP 报文通信，管道用来通知 Pgstat 父进程 postmaster 是
否退出，UDP 报文用来发送统计信息。 
3．改造方案 
由于 PostgreSQL 代码量巨大，改造工作很容易引入错误，造成系统不稳定，因
此，基本的改造思想是：达到线程改造目的的前提下，尽量少地改动代码。 
依据前面的多进程结构分析，Pgstat 父子进程比较独立，它们主要通过 UDP 与
postmaster 通信，对于一个数据库后台守护进程，只需要启动一对 pgstat 父子进程。
因此，可以保持其进程结构，而只将 postmaster、postgres 和 bootstrap 改造成线程。 
将多进程结构改造为多线程结构，从理论上说，应该涉及以下七个方面的改造
[5][6][7]：进程控制、进程间通信（包括：共享内存、信号量和管道）、信号处理、全局
变量、进程资源限制、动态内存回收和线程安全。以下从这七个方面阐述改造方案。 
postmaster 
postgres
postgres
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图 2 PostgreSQL 各种进程之间的通信
3．1 进程控制 
进程控制[5][6]主要涉及进程的启动、终止、环境变量、会话、进程标识、进程睡
眠、父子进程同步等方面。可以用下表描述对进程控制部分的改造： 
表 3 
功能 进程特有函数 对应的线程函数 改造方法 
启动 Main(),Fork() Pthread_create() 改为启动线程 
从 main 函数返回 从过程函数返回，返
回状态值就是过程
函数的返回值。 
从过程函数返回 
调用 exit 函数 
调用_exit 函数 
终止 
调用 abort 函数 
 
Pthread_exit() 
 
都改为调用 pthread_exit() 
Getenv() 没有对应的函数 环境变量 
Putenv() 没有对应的函数 
不改造 
会话 Setsid() 没有对应的函数 由于主要目的是使进程脱离终端，所以不必
改造 
进程标识 Getpid() 
Getppid() 
Pthread_self() 创建线程时将线程 ID 保存在一个全局数组
中 
父子进程
同步 
Waitpid() 
Wait3() 
Wait4() 
没有对应的函数 用 pthread_join()函数和 pthread_detach()函数
实现父子线程同步 
进程睡眠 Sleep() Pthread_delay_np() 将所有线程的 sleep()改为 Pthread_delay_np()
3．2 进程间通信 
进程间通信主要包括：管道和 SystemV IPC。SystemV IPC 有消息队列、信号量
和共享内存三种。 
3．2．1共享内存 
改造共享内存机制的总体思路是：建立 SystemV 共享内存机制的模拟层，上层程
序不作改动。模拟层在内部使用用户空间的内存，而不是核心空间的内存。需要模拟
的函数包括：shmget(),shmctl(),shmat(),shmdt()。 
需要注意的是，SystemV 共享内存机制的 shmdt()函数给共享内存段的引用计数减
1，当引用计数为 0 时，由内核自动删除共享内存。所以，模拟层的 shmdt()函数要在
内部自动释放所分配的内存。 
3．2．2信号量 
改造信号量机制的总体思路是：建立 SystemV 信号量机制的模拟层，上层程序不
作改动。当信号量的值为 1 时，模拟层在内部使用线程的互斥锁模拟信号量。当信号
量的值大于 1 时，只有撰写代码来模拟。需要模拟的信号量函数包括：
semget(),semctl(),semop()。 
实际上，线程的互斥锁与操作系统内核中实现的信号量机制在释放锁（或信号量）
的时候有差别： 
 操作系统内核中的信号量机制：释放信号量时，操作系统核心将唤醒等待该
信号量的进程。 
 线程的互斥锁机制：释放锁时，不唤醒等待该锁的进程，需要由应用程序自
己唤醒。 
如果不考虑这个差别，将导致等待互斥锁的线程无限等待。所以，我们进一步采
用互斥锁和信号机制相结合的方式模拟操作系统的信号量机制。信号机制的主要作用
是在释放互斥锁时唤醒等待线程。这样，释放与获取信号量的函数流程如下： 
释放信号量的函数： 
 释放互斥锁； 
 发信号给等待线程； 
获取信号量的函数： 
 while(尝试加锁并且返回标志为不成功){ 
  设置线程的信号掩码； 
  if(等待信号并且成功){  //在此处等待信号 
    continue;  //有人解锁了，再尝试加锁 
} 
}； 
3．2．3管道 
改造管道机制不能采用模拟层的方式，因为管道机制是依循 UNIX 的泛文件思想
建立，其使用的 read()、write()、close()、fcntl()、fstat()、dup()、dup2()等函数，与文
件操作函数相同。在多进程的情况下，管道主要用于进程之间的通信，应用于同一进
注：白色圆圈为信号处理分流标记及其 
在各个线程私有空间的拷贝 
 
图 3 多线程下的信号处理机制原理 
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程是没有意义的。但是，在多线程的情况下，仍然可以沿用，不过，管道机制还应该
区分无名管道和命名管道进行一些改造。 
无名管道： 
需要将各个线程原来代码中的 close()函数调用删去，以避免关闭管道，因为多个
线程处于同一进程之中，需要同时使用管道的读端和写端。另外，需要设置管道的
O_NDELAY 标志，避免整个进程被堵塞。 
命名管道： 
需要在调用 open()函数时，指定 O_NONBLOCK 标志，避免整个进程被堵塞。 
3．3 信号处理 
多线程下的信号处理是一个比较复杂的问题。由于线程机制实现上的缺陷，对于
同一个信号，同一进程的所有线程只能共享一个信号处理函数。要将原来的多进程结
构的信号处理机制改造为多线程的信号处理机制，关键在于如何在一个所有线程统一
的信号处理函数中正确地完成所需要的处理。可以通过以下几个步骤实现： 
（1） 按照信号类型建立进程的信号处理函数。进程的信号处理函数实际是分流器，
将信号处理任务分发到各个线程的相应信号处理函数。进程的信号处理函数
在进程各个线程中完成安装。 
（2） 每个信号类型建立一个信号处理分流标记，将这些标记设为线程私有变量。
在线程代码中设置信号处理函数的位置同时设置线程的信号处理分流标记的
值。信号发送到线
程后，进程信号处
理函数依据信号
处理分流标记，调
用相应的信号处
理函数（相当于原
来进程的信号处
理函数的代码）完成信号处理。 
工作原理如图 3 所示。 
3．4 全局变量 
多线程改造中，全局变量的改造是一个棘手的问题。在多进程结构下，全局变量
属于各个进程独有，其他进程无法修改。而在多线程结构下，全局变量由各个线程共
享，每个线程都可以读写修改，很容易造成不一致和冲突。而且，由于全局变量散布
在整个代码的各个部分，改动的牵涉面比较广。解决这个问题的方案如下: 
（1）将所有全局变量和全局静态变量组织成一个大的结构，每个全局变量和全局静
态变量是结构的一个成员。对于全局变量，其成员名就是变量名；对于全局静态变量，
其成员名是所在文件名加变量名。 
（2）定义一个全局的指向结构的指针变量，该指针变量是一个私有变量 
（3）在定义全局变量的位置，将全局变量定义成宏，有如下的形式：#define 全局变
量名 结构指针->对应的成员 
（3） 线程启动时，动态分
配（堆分配）结构的
内存空间，并将结构
的地址保存到指针
变量。 
（4） 线程退出时，释放结
构的内存空间和指
针变量。 
每个线程都有一个独立
的私有空间保存所有的全局
变量，这样，对全局变量的
访问就不会发生冲突。而且，
命令行参数和环境变量
栈区 
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图 4 全局变量实现机制的寻址原理 
由于采用与全局变量名相同的宏，所以不必在代码的各处进行改造。全局变量实现机
制的寻址原理如图 4。 
第一步：调用获取线程私有变量的函数，从线程私有空间得到当前线程的数据结
构指针。 
第二步：由数据结构指针在堆中找到保存全局变量数据结构的首地址。 
第三步：在全局变量数据结构中找到全局变量的值。 
3．5 进程资源限制 
每个进程都有其可用资源限制，特别是每个进程只能打开 1024 个文件。当程序
改造为多线程结构时，由于资源限制的原因，将影响程序的运行。Unix 系统规定只有
超级用户才能改变进程资源的硬限制，所以我们采用以下的方案解决进程资源限制问
题。 
 将程序的可执行文件的属主设为 root,并设定 setuid 位。 
 建立函数 break_resource_limit()，该函数在 main()中被调用，主要是提高进程资源
的软硬限制，并在函数结尾将进程的 euid 重新设为普通用户。提高进程资源的软
硬限制主要通过函数 setrlimit()完成。 
3．6 线程安全 
线程安全，是指一个方法（method）可以在多线程的环境下安全有效的访问进程
级的数据（这些数据是与其他线程共享的）。线程安全的核心概念就是同步，它保证
多个线程： 
 同时开始执行，并行运行 
 不同时访问相同的对象实例 
 不同时执行同一段代码 
使用上面的方法处理好全局变量问题之后，线程安全问题实际上只集中于程序使
用的各种库函数。所以需要查出程序的所有线程不安全的库函数，不过，glibc 库在缺
省编译配置下是线程安全的[8]，可以省去不少的麻烦。 
3．7 动态内存回收 
当线程异常退出时，动态分配出去的内存必须回收，否则将造成内存泄漏。解决
的方法是建立全局的动态内存回收链表，保存各个线程分配的动态内存的指针。当线
程异常退出后，由主线程释放其动态内存。 
4．PostgreSQL短锁等待队列唤醒标志的设计缺陷及解决 
4．1 短锁等待队列唤醒标志的功用分析 
PostgreSQL 中短锁的基本作用是为多个进程并发访问（改造为多线程之后，应该
为多个线程并发访问）共享内存中的数据结构提供互斥保护。每个短锁有一个等待队
列，如果线程无法获得短锁，则加入该短锁的等待队列。 
唤醒标志是一个布尔变量，主要用来决定是否释放短锁等待队列中的线程（每次
只释放等待队列头部的一个或几个线程）。目前判定释放等待队列的条件是：短锁无
人占用而且唤醒标志为真。 
唤醒标志在下面两种情况下发生变化： 
 有线程进入等待队列，则将唤醒标志置为真。如果一直没有新的线程进入等
待队列，则唤醒标志一直不变，保持假值。 
 释放等待队列头部的一个或多个线程后，将唤醒标志置为假。 
4．2 缺陷分析 
唤醒标志的使用有可能造成无限期等待或者死锁。因为：线程在队列中等待，如
果其他线程每次都能顺利地获取短锁，不进入等待队列，那么唤醒标志将一直为假，
线程将一直等待下去不被释放，如果线程持有锁，那么其他线程将一直等待线程释放
该锁。另外一方面，PostgreSQL 的死锁检测机制并没有将短锁纳入检测范围，如果等
待短锁的线程事实上构成了等待图中环路的一条边，那么死锁检测机制将永远检测不
到这个死锁。 
在实际的调试过程中，也发现了这种现象。启动 250 个连接访问数据库，warehouse
的值设为 1（这样更容易产生冲突），运行 1～2 个小时以后，死锁发生，使用 gdb 调
试工具查看各个线程的当前运行状况，大量的线程都在直接或间接地等待某个事务的
提交，事务的执行者正在等待一个短锁而无人唤醒它。  
将唤醒标志废弃不用以后，无限期等待和死锁不再发生。 
4．3 解决方法 
同时引入下面的解决方法： 
 废弃唤醒标志。释放短锁时，只要短锁已经无人占用，则直接唤醒一个或者
多个线程，无需判定唤醒标志。 
 让等待线程自己唤醒自己。线程进入短锁等待队列后，设置闹钟，超过指定
的时间后，如果短锁无人占用，则自己醒来，去获取短锁。 
目前，在多线程版本中，同时采用这两种方法，能够长时间稳定地运行。 
5．性能测试与比较 
我们以上述方案为基础，完成了对 PostgreSQL 源码的多线程改造，目前，我们
改造的多线程 PostgreSQL 已经能够在 linux 上稳定运行。 
我们采用的测试机器的配置是: CPU 为 P4，主频 2G；内存 1G;硬盘 40G。 
线程改造前的 TPCC 测试结果（测试的数据量为 20warehouse）如图 5(a)。线程改
造后的 TPCC 测试结果（测试的数据量为 20warehouse）如图 5(b)。 
6．小结 
本文主要阐述一个改造 PostgreSQL 数据库管理系统为多线程结构的完整的实际
方案。方案的主要指导思想是：以最少的代码改动量实现多线程改造，减少改造带来
的不稳定影响。体现在三个方面： 
 代码比较独立的部分仍然保持进程结构，如：pgstat 父子进程； 
 尽量采用模拟机制，将代码改动限制在底层，而上层代码不变。如：对共享
内存、信号量的处理； 
 全局变量采用全局数据结构与宏相结合的方法，避免代码改动。 
文中对线程改造中的其他疑难问题也作了比较深入的探讨，如：信号机制的处理、
PostgreSQL 短锁等待队列唤醒标志的设计缺陷及解决、进程资源限制、动态内存回收
等等。 
依据方案对 PostgreSQL 进行改造，得到了一个基本稳定且性能有所提高的 DBMS
内核。但是，改造工作仍然需要进一步完善和提高，以充分挖掘多线程的优势，提高
(a)                                        (b) 
图 5  PostgreSQL 在线程改造前后的 TPCC 测试结果 
性能。如有兴趣请阅读本人的其他论文[10-49]. 
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