Background: Monte Carlo simulations of scanning electron microscopy (SEM) images ignore most surface effects, such as surface plasmons. Previous experiments have shown that surface plasmons play an important role in the emission of secondary electrons (SEs). Aim: We investigate the influence of incorporating surface plasmons into simulations of low-voltage critical dimension SEM (CD-SEM). Approach: We use a modified inelastic scattering model, derived for infinite flat surfaces, and apply it to nonflat, but smooth, geometries. This simplification captures most qualitative effects, including both surface plasmons and a reduced interaction with bulk plasmons near interfaces. Results: We find that the SE signal hardly changes when surface interactions are turned on for a perpendicularly incident beam. When the incident beam is perfectly parallel to a surface, the SE signal does significantly increase. However, the beam must be extremely close to the surface for this effect to be appreciable. An SEM is unable to produce a beam that is both narrow and parallel enough to be noticeably affected. Conclusions: The position of edges may appear shifted under specific circumstances. In realistic situations, it is unlikely to be a large effect.
Introduction
Scanning electron microscopy (SEM) is a standard tool for the inspection and metrology of semiconductor devices. It involves a focused electron beam scanning over a sample. The beam-sample interaction is a nontrivial process, producing secondary electrons (SEs) in a finite-sized interaction volume as well as backscattered electrons (BSEs). The interpretation of an SEM image is fairly straightforward if the features are large, but details of the beam-sample interaction become increasingly important as device features continue to shrink.
Semianalytical models for the SEM signal have been proposed, 1,2 but the most rigorous method in current use is Monte Carlo simulations. [3] [4] [5] [6] These simulations attempt to predict the SEM image, assuming the sample geometry and material composition are known exactly. Starting from physical principles, they make broadly similar assumptions. An electron is treated as a classical point particle, scattering through the volume of a material in discrete events. The electron is treated as if it is in free flight between such events. The scattering probability per unit distance travelled pðxÞ is given by an exponential distribution: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ; 1 6 2 pðxÞ ¼
where λ is called the mean free path.
Two independent types of scattering are typically distinguished: elastic scattering, where an electron changes direction without losing energy; and inelastic scattering, where an electron loses energy and may excite an SE. Each of these mechanisms has its own mean free path. In addition, as an electron reaches a material interface, it may be reflected or refracted due to the change of inner potential between the materials.
The reflection and refraction of electrons at a surface is only one of the many effects that play a role at an interface. For example, there may be oxidation layers, dangling bonds, and contamination. Such highly sample-dependent effects are not considered in this work.
Instead, we correct the inelastic scattering mechanism for surface effects. An assumption that is often tacitly made is that elastic and inelastic scattering always behave as if the electron is deep inside bulk material. For scattering mechanisms that can be well described by electrons scattering on isolated atoms, such as inner-shell excitation or elastic Mott scattering, this is a valid approximation. For events where the electron probes the solid-state bulk, such as electron-phonon scattering or plasmon excitation, we may expect scattering behavior to be different near an interface.
Indeed, coincidence measurements [7] [8] [9] have provided evidence that surface plasmons may contribute significantly to SE emission when beam energies are on the order of 100 keV. Werner et al. 10 more recently performed a similar study at a beam energy (100 eV) close to low-voltage SEM.
They find clear evidence for the contribution of surface plasmon decay to SE emission of similar magnitude to the volume plasmon. Neglecting surface plasmons in simulations of SEM images, as is typically done, may, therefore, not be acceptable.
The goal of this work is to study the sensitivity of simulated SEM images to the inclusion of surface plasmons.
We follow a framework similar to previous simulations of SEM images replacing the inelastic scattering mechanism by one where the material interface is explicitly taken into account.
This dielectric formalism includes surface plasmons as well as the "Begrenzung" effect, the reduced coupling strength to the volume plasmon near an interface. The goal of this work is to study the sensitivity of simulated SEM images to the inclusion of these effects.
We briefly mention the elastic and boundary scattering models used in Sec. 2. These are similar to what is currently in common use. Surface plasmons are introduced by replacing the inelastic scattering model. This is discussed in detail in Sec. 3. Results are shown in Sec. 4.
Scattering Models
For the energy range above 200 eV, we use Mott elastic scattering. 11 These scattering cross sections are obtained by solving the Dirac equation in a model potential near an atom. We use the ELSEPA program by Salvat et al. 12 to compute these scattering cross sections.
For energies lower than ∼100 eV, the Mott description breaks down. As pointed out by Kieft and Bosch, 4 the electron's wavelength becomes comparable to interatomic distances. The picture of an electron scattering on a single isolated atom is no longer valid. A more technical issue is that the Mott scattering cross section becomes heavily dependent on assumptions in the model potential. Similar to Kieft et al., we use electron-acoustic phonon scattering for energies lower than 100 eV, based on the work of Schreiber and Fitting. 13 In the range 100 to 200 eV, we interpolate between acoustic phonon and Mott scattering.
As an electron crosses a material interface, it probes the difference of inner potential between the materials. This may cause the electron to be reflected or transmitted and refracted. We use a simple step function model potential to determine the transmission coefficient.
Surface Formalism
Typical modern simulations use the dielectric function to describe the inelastic scattering of electrons in matter. The strength of this approach is that the dielectric function can be measured in the optical regime. Assuming that all of space is occupied by a material with dielectric function ϵðq; ωÞ and that the electron is a single point charge, Maxwell's equations can be solved to find the induced electric field in the material. This electric field is oriented such that it slows down the electron, which is interpreted as inelastic scattering.
The result is an inelastic mean free path given by 14 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 6 3 ; 1 3 5 λ −1 ¼
where ω represents the energy loss, q is the momentum transferred, E is the primary electron's kinetic energy before the collision, and a 0 is the Bohr radius. Integration is over the kinematically allowed range. Probability densities for energy and momentum loss are given by λ∂λ −1 ∕∂ω and λ∂λ −1 ∕∂q, respectively. In the general case, when not all of space is occupied by the same material, a similar analysis can be performed. However, the technicalities of solving the electric field are much more complicated. This has been done analytically for simple geometries, 15 such as infinite flat surfaces, wedges, or spheres.
For structures relevant to lithography, finding analytical solutions is impractical or impossible. A physically accurate alternative would involve numerically solving the induced electric field for every electron position, direction, and energy of interest. This parameter space is prohibitively large.
Instead, we make the following simplification. We use the analytically known solution for infinite flat surfaces and apply it to arbitrary geometries assuming that the radius of curvature in the geometry is sufficiently large everywhere. We will investigate the meaning of "sufficiently large" in more detail later.
We use the results from Salvat-Pujol and Werner. 16 A full derivation is given in that reference, we only repeat the main results. The situation is illustrated in Fig. 1 . Materials with dielectric functions ϵ a ðq; ωÞ and ϵ b ðq; ωÞ fill the spaces z > 0 and z < 0, respectively. The electron moves with velocityṽ. The electron's z coordinate is denoted as d, positive for region a, and negative for region b. At time t ¼ 0, the electron passes through the origin.
Salvat-Pujol et al. solve this situation for a nonrelativistic electron by means of the image charge method. The assumption that the electron is not relativistic makes the problem formally electrostatic. Salvat-Pujol et al. remark that the usual boundary conditions for the electric and displacement fields at z ¼ 0 are not restrictive enough to uniquely determine the image charges. Previous literature has chosen a variety of image charges to investigate the nonrelativistic case. Salvat-Pujol et al. parametrize the choice for image charges by the tuple of numbers ðp 1 ; p 2 ; p 3 Þ, which can be set to (0, 1, 0) or (1, 1, 1) to reproduce earlier literature results.
The result is an inverse mean free path consisting of a bulk and a surface term: captures both the surface plasmon coupling as well as the Begrenzung of the volume plasmon. The bulk term λ −1 B is similar to Eq. (2), where ϵ a or ϵ b is selected depending on the sign of d. The surface interaction is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ; 7 0 8
We use the notation that any vectorã has componentsã ¼ ða x ; a y ; a z Þ, the shorthand a ¼ jãj, andã k ¼ ða x ; a y Þ is the two-dimensional projection oriented parallel to the interface. Furthermore,q ¼ qðcos ϕ sin θ; sin ϕ sin θ; cos θÞ, ΘðxÞ is the Heaviside step function, and E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 6 3 ; 5 2 7
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 6 3 ;
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 6 3 ; 4 3 7 fðq k ; ωÞ ¼
As before, the probability distributions of losing energy ω or momentumq are given by λ∂λ −1 ∕∂ω and λ∂λ −1 ∕∂q.
We emphasise that λ −1 S cannot be seen separately from
S can be negative, representing a reduction in the bulk interaction. The sum
We also note that λ −1 S changes as the electron travels. λ −1 represents the scattering cross section in the electron's immediate environment, which is usually constant between successive events. This is not true in the present case, so λ can no longer be directly interpreted as the mean distance travelled between scattering events.
Features of the Surface Correction
A thorough discussion of the physical features contained in the surface formalism is already given by Salvat-Pujol and Werner. 16 For the reader's convenience, we repeat some of the main conclusions. We use the same dielectric function: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 3 2 6 ; 6 9 3 1 ϵðq; ωÞ
with, for aluminum,
This facilitates direct comparison to results shown by Salvat-Pujol et al.
Later on in this work, we will perform Monte Carlo simulations for silicon. For silicon, we use a more realistic dielectric function. We have obtained Im½1∕ϵðq; ωÞ from measured data at q ¼ 0, 17 which is extended into the q > 0 regime by means of the full Penn algorithm. 18 Our numerical implementation of the Penn algorithm follows the description of Shinotsuka et al. 19 The real part of 1∕ϵðq; ωÞ is then obtained by means of the Kramers-Kronig relation:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 3 2 6 ; 5 2 3 Re 1 ϵðq; ωÞ
where P stands for the principal value of the integral. We numerically evaluate this equation using the double Fourier transform method. 20 Let us now consider an electron normally incident on a flat vacuum-aluminum interface. Figure 2 shows the differential inverse mean free path (DIMFP) with respect to energy ∂λ −1 ∕∂ω for a 100-eV electron for several distances d to the interface. In Fig. 2(a) , the electron is on the vacuum side; in Fig. 2(b) , it is on the aluminum side.
When the electron is far on the vacuum side, it cannot lose any energy. However, as it approaches the interface, a peak appears near 11 eV, aluminum's surface plasmon energy. The surface plasmon coupling increases in strength as the electron closes in on the surface.
As soon as the electron moves to the aluminum side, a second peak appears beside the surface plasmon interaction. This second peak represents the volume plasmon of aluminum. As the electron moves deeper into the material, the surface plasmon coupling decreases in strength while the volume plasmon becomes stronger. This reduction of the volume plasmon coupling near the interface is known as the Begrenzung effect. At a depth of 0.5 nm, the DIMFP is very similar to the bulk DIMFP. Similar effects can be seen for a 500-eV electron ( Fig. 3 ). For the purposes of this work, we want to note two things. First, the "surface layer" is somewhat thicker. For a 100-eV electron, the surface interaction becomes negligible at <5 Å from the interface. This interaction extends further for a 500-eV electron. In general, the surface layer is thicker for faster electrons. Second, the 500-eV electron has a lower interaction probability per unit distance travelled. This is a familiar effect also observed in bulk mean free paths.
We emphasise the extremely short range, in which the surface correction is relevant. Even for 500-eV electrons, the surface layer is less than a nm thick. Figures 2 and 3 show data for distances of 0.5 Å from the surface, much less than the distance between two atoms. The dielectric function is a continuum approximation to the microscopic response of the material, and whether it is a valid means to treat surface interactions at such small scales (low electron energies) is open for debate.
Justification of the Infinite Flat Plane Approximation
We have assumed that a curved geometry can be approximated as flat, if the curvature is smooth enough. This assumption needs to be justified, which we will do in two ways. First, we show the lateral extent of the induced surface charge. In the work of Salvat-Pujol et al., there are three types of contributions to the electric field: the electron itself, its image charges in the bulk, and the induced surface charge. Clearly, if the geometry curves significantly on a scale where the surface charge is significant, the boundary conditions at the interface are not satisfied and the flat-plane approximation is wrong. Conversely, we may hope that if the interface curves far away from any significant surface charge, the boundary conditions at the interface are still approximately satisfied.
One might naively expect that the lateral extent of the surface charge is similar to the electron's distance from the surface. Since the surface interaction vanishes for distances less than a nm, one may expect the minimum radius of curvature to be similar. However, it is good to verify this. Figure 4 shows the surface charge for 300 and 500 eV electrons, each 5-Å outside aluminum, moving directly toward the aluminum. This distance was chosen as it is the largest distance where the surface interaction is still noticeable. The surface charge can be seen to decay to almost zero within a few nm. When applying the surface formalism to curved geometries, we will use electrons of ≤ 500 eV and a radius of curvature of at least 5 nm.
More justification comes from a numerical comparison to an analytical result for a curved geometry. García de Abajo 15 gave analytical expressions for several geometries. We choose the case of an electron passing outside a spherical nanoparticle.
It is well established that surface plasmons on spherical nanoparticles can behave qualitatively differently than on a flat plane. For a flat metallic plane in vacuum, the surface plasmon energy ω s ¼ ω p ∕ ffiffi ffi 2 p
, where ω p is the bulk plasmon energy. A nanosphere, however, can support a large spectrum of modes between ω p ∕ ffiffi ffi 3 p
and ω p ∕ ffiffi ffi 2 p
. High-energy (of order 100 keV) electrons dominantly excite the low-order modes.
The situation is as follows. An electron starts infinitely far away from a sphere with radius a. It moves past the sphere with closest radius of passing b > a and goes on to infinity. García de Abajo 15 then gave an expression for the "loss probability," given per unit of transferred energy. Its integral is the total probability that the electron loses energy.
With the flat-plane approximation, we can replicate this situation in a Monte Carlo fashion. We start the electron sufficiently far away from the sphere, tracking its energy as it passes the sphere, recording its final energy when it has moved sufficiently far away. This gives a distribution that is directly comparable, both in the distribution of energy lost and in terms of absolute value, to the analytical result.
The analytical result predicts that the low-order plasmon modes dominate when the electron energy is large and the electron passes far away from the sphere. García de Abajo confirmed this for the classic case of a 200-keV electron, and ða; bÞ ¼ ð5; 6Þ nm or (10, 12) nm. However, as mentioned, the much lower-energy electrons considered in this work barely interact with surface plasmons at such distances from the surface. They need to pass much closer to the surface. In the analytical result, the low-order modes are then suppressed, and higher-order modes become more important. We show numerical results for the energy-loss distribution in Fig. 5 . The situation is a 500-eV electron, passing a sphere with a ¼ 10 nm at a distance b ¼ 10.5 nm. The low-order modes in the analytical result are suppressed and barely contributed to the peak in Fig. 5 . Instead, the peak is caused by a combination of several higher-order modes. The amount of energy loss predicted by the analytical formula is slightly different from the flat-plane approximation. However, the agreement in absolute value is very good.
In conclusion, the amount of energy loss is slightly overestimated by the flat-plane approximation. However, the number of events is captured very well. The latter property is the most important for the purpose of SEM images.
Monte Carlo Implementation
The Monte Carlo implementation is not as straightforward as it is for bulk inelastic scattering. For bulk inelastic scattering from Eq. (2), one needs to store two-and three-dimensional tables. The two-dimensional table contains a probability distribution of energy loss, for each electron energy of interest. The three-dimensional table contains, for each electron energy and energy lost, a probability distribution of the momentum loss.
Surface inelastic scattering also depends on the electron's distance and angle to the surface, adding two dimensions to the tables mentioned above. In addition, we now need to sample two degrees of freedom for the momentum transfer. The bottom line is a need for 4-, 5-, and 6-dimensional tables: too large to fit in our computer's memory.
Therefore, we make the simplification that an inelastic event only causes the electron to slow down. We then only need a 4-dimensional table to sample the energy loss given the original energy, distance and angle to the surface.
We assume the following behavior for the creation of SEs. When an inelastic event takes place, an SE is created moving in a uniformly distributed random direction. If the primary electron lost energy ω, the SE's energy is E 0 þ ω. E 0 is determined from the probability distribution PðE 0 ; ωÞ ∝ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi E 0 ðE 0 þ ωÞ p , where E 0 is between 0 and the Fermi energy.
This probability distribution is the product of the SE's densities of states before and after the excitation. If the primary electron is in vacuum, the SE is started on the mirrored side of the boundary, inside the material. We acknowledge that this model is very simplistic and that there is room for improvement. What remains to be discussed is when an inelastic event takes place. Remember that the "mean free path" changes as a function of the electron's position. A random free path length sampled according to Eq. (1) is, therefore, only correct near the electron's starting position. This can be solved by introducing a "maximum step length" between successive scattering events. This maximum step length should be small enough, such that the mean free path barely changes over this distance. We have used 0.1 Å here, but a larger value is possible without significantly influencing the results.
If the free path sampled according to Eq. (1) is longer than this maximum, we travel precisely the maximum and sample a new free path length. This mechanism prevents steps between the "physical" elastic or inelastic events from getting too large and guarantees that the inelastic mean free path is suitably updated along the electron trajectory. Salvat-Pujol and Werner 16 did something similar, except their "null" event takes place stochastically with a mean free path λ min . This should lead to similar behavior in the limit that λ min is much smaller than the elastic or inelastic mean free paths.
Results

Backscattered and Secondary Energy Spectra
We present the simulated reflection electron energy loss spectrum in Fig. 6 . This was made for a 300-eV beam impinging perpendicularly on aluminum. Two simulations are shown: one with and one without surface effects enabled.
The energy spectrum without surface effects enabled is easily interpreted. The sharp peak at zero loss represents electrons reflected without losing energy. The strong peak at 15 eV represents electrons that have lost energy to a volume plasmon. Further peaks represent the excitation of multiple volume plasmons.
Enabling surface effects has a clear impact on the energy spectrum. The strong volume plasmon peak at 15 eV is reduced in absolute magnitude and is joined by the surface plasmon at ∼11 eV. Subsequent peaks are caused by the excitation of multiple surface and/or volume plasmons. Clearly, if the backscattered energy spectrum is of interest, it is important that surface plasmons are taken into account. The corresponding energy spectrum for SEs is presented in Fig. 7 . The distinctive peaks in the energy loss spectrum of Fig. 6 are not visible. No additional "surface plasmon" peak is visible when surface effects are enabled in the simulation. This is because of our assumptions in the SE generation mechanism: SEs generated after surface plasmon decay are created inside the material and have to overcome the work function barrier to escape the material. The probabilistic transmission model mentioned in Sec. 2 effectively smooths out the features in the SE energy spectrum inside the material.
Yields
When taking SEM images, one is not typically interested in the detailed energy spectrum. Instead, detected electrons are counted, with only a very crude energy filter to distinguish between "secondary" (<50 eV) and "backscattered" (>50 eV) electrons. These yields-the average number of secondary or BSEs per incident electron-are shown in Fig. 8 for silicon, as a function of beam energy.
These yields are fairly similar to typical measured data 21 (not shown). Measured BSE yields saturate around 0.2. Measured SE yields tend to reach a maximum of 1.2 at a beam energy of ∼300 eV, but there is a large (factor 2) spread between various experiments. SE yields are influenced by, among others, surface oxidation, contamination, dangling bonds, and surface roughness. None of these effects are present in these simulations. Interestingly, we find that the SE yield is barely changed when our surface model is enabled. Section 3.3 mentions several simplifications that may influence the SE yield. These include the energy and direction of SEs, as well as their starting position. It is possible that a different implementation gives a slightly different SE yield when surface effects are enabled. However, it is unlikely to change the general picture much.
SEM Image
We will now investigate the effect of introducing surface effects on an SEM image of a single silicon step (see Fig. 9 ). This step has circular rounded top and bottom corners to ensure smoothness. We vary the sidewall angle and electron beam energy. The electron beam is infinitely sharp, and we show only the SE signal.
We want to compare simulations with surface effects enabled and with surface effects disabled. We apply a vertical offset and linear scaling to the absolute SE yield, such that the signals overlap away from the edge. This facilitates comparison of the signals near the edge.
We show the case of a vertical sidewall in Fig. 10 . The step height is 20 nm, the corner radius is 5 nm, and the beam energies are 300 and 500 eV. All SEM traces show the wellknown enhancement of signal near the edge, which we will call the "edge blooming" effect in this work. When surface effects are enabled in the simulation, the SEM image taken at 300 eV shows a very sharp additional spike near the edge. This is a direct consequence of a somewhat pathological set of assumptions and parameters: the infinitely sharp electron beam travels at extremely close range (x ¼ 0.05 nm) to the edge and is oriented perfectly parallel to the edge. The electrons travel on the vacuum side and are able to efficiently excite surface plasmons and the corresponding SEs, without being deflected.
No spike can be seen for 500-eV beam energy, though the SEM signal is slightly enhanced at x ¼ 0.05 nm when surface plasmons are enabled. The fact that the spike is not present in the 500-eV linescan is due to the larger mean free path for these higher-energy electrons. When the step height is increased to 40 nm (Fig. 11 ), a spike also appears in the 500-eV SEM signal. The spike for a 300-eV beam at a 40-nm step is even higher.
It is impossible to create the exact circumstances of Figs. 10 and 11 in a regular CD-SEM. Still, if it was possible to perform this experiment, we expect such spikes to appear. The magnitude of the spikes, however, is likely to be overestimated by our model. Remember that a "surface event" does not deflect the primary electron in this model. The slight deflection that the primary electron suffers in reality would rapidly steer it out of the very narrow surface layer.
A 5-deg sidewall angle ( Fig. 12 ) eliminates the observed spike. Instead, the SEM signal from the sidewall is somewhat enhanced when the electron beam is set to 300 eV. Surface effects make almost no difference under a 500-eV beam.
A feature with 1-deg sidewall angle ( Fig. 13 ) holds few surprises given the other results. The signal from the sidewall angle is enhanced, to a degree more extreme than seen in Fig. 12 but less than the spikes in Figs. 10 and 11 . The simulation with surface effects enabled predicts that the signal at the sidewall exceeds the familiar "edge bloom" effect if the beam energy is low. As before, we expect the fact that the sidewall signal is enhanced to be true. The magnitude of the effect may be overestimated due to the contribution of multiple scattering events as well as the assumption that every surface plasmon decays to an electron.
The result in Fig. 13 is of interest to metrology. When surface effects are taken into account, the signal from the sidewall exceeds the "edge blooming" effect. This introduces a bias into the measured position of the edge.
There are multiple ways to measure the edge position in an SEM signal. A typical way is to take the position where the signal intensity is at 60% between the minimum and maximum. If the edge position is measured in this way, Figs. 10-12 correspond to a bias of 0.1 nm or less. In Fig. 13 , however, the simulations with surface effects included position the edge 0.6 nm further to the right than the corresponding simulations without surface effects included.
Discussion
At first glance, results obtained here appear to contradict experimental evidence mentioned in Sec. 1. 7-10 These experiments indicate that surface plasmon decay is an important contributor to SE emission. The present simulations do not contradict these experiments. An SEM image counts the number of emitted SEs. As a consequence, information about the origin of SEs is lost.
Salvat-Pujol et al. 22 performed detailed coincidence experiments on aluminum and silicon. These experiments correlate the SE's energy to the energy lost by the primary electron. They compared these experiments to their Monte Carlo model, which is very similar to ours. They show that reasonable agreement between simulation and experiment can only be obtained if surface plasmon decay is included in the model.
In other words, the model captures the physics of SE generation by surface plasmon decay. In some situations, one has no choice but to include surface plasmons in the model. For the purpose of SEM images, however, they may be ignored.
Conclusions
The results shown above can be summarised as follows.
Inclusion of surface effects in a Monte Carlo simulation leads to
• virtually no change in BSE yield, • the SE yield changes only slightly, • a changed BSE energy spectrum, • a changed, but still mostly featureless, SE energy spectrum, • a relative increase of the SE signal near a feature sidewall, which is largest for low landing energies.
Among others, we have assumed that incident electrons, upon coupling to a surface plasmon while in vacuum, do not change direction. We have also assumed that every surface plasmon decays to an electron-hole pair. These two assumptions lead to an overestimation of the amount, in which the SE signal is increased near a sidewall.
In some of the situations shown, the enhancement of the signal from the wall is so strong that the edge blooming effect is surpassed. It is unclear whether this is realistic. It would be difficult to observe this effect directly: the "wall feature" in Fig. 13 is likely to appear indistinguishable from the edge blooming effect.
If the enhancement of the signal from the sidewall is indeed as big as these simulations suggest, this can lead to a different assignment of the edge position when the SEM image is interpreted. Effectively, this position may shift from the "top" of the sidewall to the "bottom" side.
Surface effects have a much less significant influence on the SEM signal near the rounded top and bottom corners of our feature. We acknowledge that our corner radius is much larger than typical. However, under the present physical assumptions, decreasing this radius does not lead to more interesting features in the SEM signal.
It is possible that more interesting features arise when the flat-plane assumption is lifted and Maxwell's equations are solved for the actual geometry of interest. However, given that our present model captures most of the interesting features, we do not expect the qualitative conclusions to change much. The only interesting feature we observe, for the purposes of CD-SEM metrology, is an enhancement in signal from the sidewall angle. A more thorough treatment may, therefore, not be worth the effort. 
