A dynamic capacity allocation problem is considered in this paper. A fixed amount of daily processing capacity is allowed. Jobs of different priorities arrive randomly over time and a decision is required on which jobs should be scheduled on which days. The jobs that are waiting to be processed incur a holding cost depending on their priority levels. The objective is to minimize the total expected cost over a planning horizon. In this paper the focus is on a class of policies that are characterized by a set of protection levels. The role of the protection levels is to "protect" a portion of the capacity from the lower priority jobs so as to make it available for the future higher priority jobs. A stochastic approximation method to find a good set of protection levels is developed and its convergence is proved. Computational experiments indicate that protection level policies perform especially well when the coefficient of variation for the job arrivals is high.
Introduction
The problem of allocating limited capacity among competing jobs in a dynamic fashion occurs in many settings. Clinics allocate appointment slots to patients with different needs, production plants allocate production capacity to orders with different priorities, hotels allocate room inventory to customers with different willingness to pay amounts. Controlling such systems requires careful planning for several reasons. To begin with, the decisions for the current day are made with limited information about the future job arrivals. The problem is dynamic in the sense that the future capacity that is not committed to the jobs that arrive today can be committed to the jobs that arrive tomorrow. Finally, it is crucial to keep a balance between committing the capacity to a lower priority job that is available today and reserving the capacity for a potential higher priority job that may arrive tomorrow.
In this paper, we consider a capacity allocation problem that captures the trade-offs that we describe above. We have a fixed amount of daily processing capacity. Jobs of * Corresponding author different priorities arrive randomly over time and we need to decide which jobs should be scheduled on which days. The jobs that are waiting to be processed incur a holding cost depending on their priority levels. The goal is to minimize the total expected cost over a planning horizon. It is possible to formulate this problem as a dynamic program, but this formulation quickly gets intractable for practical problem instances. Instead, we focus on a class of suboptimal policies that are characterized by a set of protection levels and develop a stochastic approximation method to find a good set of protection levels. Throughout the paper, we use the term "good" to refer to protection levels that yield near-optimal total expected costs.
A protection level policy behaves similarly to a prioritized first-come first-serve policy. As the jobs arrive over time, it commits the capacity starting from the highest priority jobs, but the protection levels stipulate how much capacity should be left untouched for the future job arrivals. The key idea behind our approach is to write down the total expected cost over the planning horizon as a function of the protection levels and to search for a good set of protection levels by using sample path-based derivatives of the total expected cost function. However, this approach brings unique challenges in the context of the capacity allocation 0740-817X C 2009 "IIE"
Protection levels for dynamic capacity allocation 499 problem. First, jobs are indivisible and if we change a particular protection level by an infinitesimal amount, then the number of jobs scheduled on a particular day either does not change or changes by an integer amount. This implies that the sample-path-based derivatives of the total expected cost function are either equal to zero or do not exist. We deal with this difficulty by computing the samplepath-based derivatives of the total expected cost function under the assumption that the jobs are divisible and different portions of a job can be scheduled on different days. Naturally, it is not realistic to assume that the jobs are divisible and we drop this assumption when implementing a protection level policy in practice. Second, even if we assume that the jobs are divisible, the sample-path-based derivatives of the total expected cost function may not exist when the number of jobs of a particular priority level is exactly equal to the amount of capacity that the protection levels make available. We deal with this difficulty by perturbing the capacities by small random amounts. The role of these two modifications is to smooth the problem so that the sample-path-based derivatives of the total expected cost function exist with probability one (w.p.1). In this case, we can develop a stochastic approximation method to find a good set of protection levels.
Several papers study variations of our capacity allocation problem. The most related one is Patrick et al. (2008) , where the authors consider the allocation of appointment slots in a clinic. The authors begin by formulating their capacity allocation problem as a dynamic program. Since this formulation quickly gets intractable for practical problem instances, they develop an approximate dynamic programming method that uses linear approximations to the value functions. To choose the slope parameters of the linear approximations, they plug the linear approximations into a linear program that characterizes the dynamic programming formulation of the capacity allocation problem. We note that both our approach and the approach followed by Patrick et al. (2008) can incur approximation errors. In particular, we focus on a class of policies that are characterized by a set of protection levels, whereas Patrick et al. (2008) focus on a class of value function approximations that are linear. If the optimal policy cannot be approximated well with a set of protection levels, then the approximation error suffered by our approach can be large. On the other hand, if the value functions cannot be approximated well with linear functions, then the approximation error suffered by the approach followed by Patrick et al. (2008) can be large. It is also worthwhile to emphasize that an important distinction between the two approaches arises when we use them to make the capacity allocation decisions. Making the capacity allocation decisions by using a set of protection levels is simple. We commit the capacity starting from the highest priority jobs, but the protection levels stipulate how much capacity should be left untouched for the future job arrivals. In contrast, if we have linear approximations to the value functions, then making the capacity allocation decisions involves solving an integer program that minimizes the sum of the immediate cost and the value function approximation at the next time period. Under certain assumptions on the cost parameters, Patrick et al. (2008) show that one can find a closed-form solution to this integer program. When these assumptions do not hold, however, one needs to solve a small integer program to make the capacity allocation decisions. Despite this slight potential disadvantage, an important advantage of the approach followed by Patrick et al. (2008) is that it naturally provides lower bounds on the optimal total expected cost, whereas we work with the perfect hindsight problem to obtain lower bounds in this paper.
A second paper that is related to our work is Gerchak et al. (1996) , where the authors consider a variant of our capacity allocation problem with two priority levels. The main contribution of their paper is to characterize the structure of the optimal policy and to show that protection level policies are not necessarily optimal. Although protection level policies are not necessarily optimal, extensive computational experiments indicate that the performances of protection level policies differ from the optimal total expected costs by at most 1.56%. Gerchak et al. (1996) do not provide an algorithmic method to compute good protection levels for large problems, but their work motivates us to pursue protection level policies for problems with an arbitrary number of priority levels. Finally, a third paper by Gupta and Wang (2008) presents a model that considers the customer choice behavior and again demonstrates that the optimal policy may have a complicated structure. Their model focuses on scheduling appointments on a fixed day and does not capture the overflow between different days.
We borrow the idea of protection levels from the revenue management literature. Littlewood (1972) , Wollmer (1992) and Brumelle and McGill (1993) show that it is possible to use protection levels to characterize the optimal policies for single-flight-leg revenue management problems. On the other hand, protection level policies are not necessarily optimal for network revenue management problems, but their intuitive appeal and simplicity make them a popular choice in practice. Talluri and Van Ryzin (2004) and Phillips (2005) describe methods to compute protection levels by decomposing the network revenue management problem into a sequence of single-flight-leg problems. Bertsimas and de Boer (2005) and Vulcano (2008a, 2008b) compute protection levels by using stochastic approximation methods. It is interesting to note that the capacity allocation problem that we consider in this paper can be viewed as a revenue management problem as it involves making the most use out of limited and perishable capacity. However, traditional revenue management problems involve only the decision of whether to accept or reject a job, whereas our capacity allocation problem involves the decision of when to schedule a job along with whether the job should be accepted or rejected.
The use of stochastic approximation methods for solving stochastic optimization problems is well known. Kushner and Clark (1978) and Bertsekas and Tsitsiklis (1996) provide excellent coverage of the theory of stochastic approximation methods. As far as the application areas are concerned, in addition to the papers mentioned in the paragraph above, Karaesmen and Van Ryzin (2004) and Topaloglu (2008) provide applications in revenue management, L'Ecuyer and Glynn (1994) provide applications in queueing and Fu (1994) , Glasserman and Tayur (1995) , Bashyam and Fu (1998) , Mahajan and Van Ryzin (2001) , and Kunnumkal and Topaloglu (2008) provide applications in inventory control.
We make the following research contributions in this paper. First, we consider a capacity allocation problem that involves scheduling jobs of different priorities in a dynamic fashion. We focus on a class of policies characterized by protection levels and develop a stochastic approximation method to find a good set of protection levels. Second, we show that the iterates of our method converge to a stationary point of the total expected cost function. Third, computational experiments demonstrate that the protection levels obtained by our method perform well. In all of our test problems, the performance gap between the protection level policy obtained by our method and the optimal policy is at most 4.08%. Furthermore, the performance gap with a standard benchmark method that uses a deterministic linear program becomes particularly noticeable when the coefficient of variation for the job arrivals is high.
The rest of the paper is organized as follows. Section 2 describes the capacity allocation problem and gives a precise definition for the protection level policies. Section 3 formulates a basic optimization problem that minimizes the total expected cost by choosing the protection levels. Section 4 derives a number of recursions that can be used to compute the sample-path-based derivatives of the total expected cost function. Section 5 gives a stochastic approximation method to find a good set of protection levels and establishes a convergence result for this method. Section 6 shows how to obtain lower bounds on the optimal total expected cost by using the perfect hindsight problem. Such lower bounds become useful when establishing the optimality gap of a suboptimal policy. Section 7 presents computational experiments and Section 8 gives concluding remarks.
Capacity allocation problem and protection level policies
We have a fixed amount of daily processing capacity. Jobs of different priorities arrive randomly over time and we have to decide which jobs should be scheduled on which days. The jobs that are waiting to be processed incur a holding cost depending on their priority levels. We are interested in minimizing the total expected cost over a finite planning horizon.
The problem takes place over the planning horizon T = {1, . . . , T}. A job arriving on day t can be scheduled on any of the S future days. We refer to S as the length of the booking horizon and let S = {1, . . . , S} throughout the paper. The length of the booking horizon is a part of the problem data and it represents how far into the future we are willing to schedule the jobs. There are different priority levels for the jobs and we denote the priority levels by N = {1, . . . , N}. We adopt the convention that the jobs with smaller priority indices have higher priorities. The priority of a job does not change. The daily available capacity is c > 0. For notational brevity, we assume that each job consumes one unit of capacity, but it is possible to extend our approach to multiple units of capacity consumption. The number of priority i jobs that arrive into the system on day t is given by the random variable d it . If we schedule a priority i job on the sth day of the booking horizon, then we incur a holding cost ofh is . We also have the option of rejecting a job and the penalty cost associated with rejecting a priority i job isb i . Rejected jobs leave the system and do not come back. The jobs with smaller priority indices have higher priorities in the sense that we haveh is ≥h i +1,s and b i ≥b i +1 for all i ∈ N \ {N}, s ∈ S. We also assume that we haveh is ≤h i,s+1 andh i S ≤b i for all i ∈ N , s ∈ S \ {S} so that longer delays mean higher holding costs and rejecting a job is never the trivially optimal decision. Timeline of events in a given day is straightforward. At the beginning of day t, we observe the job arrivals {d it : i ∈ N } and decide which jobs should be scheduled on which days of the booking horizon {t, . . . , t + S − 1}. At the end of day t, we process the jobs that are scheduled on this day.
We use x st to denote the remaining capacity on the sth day of the booking horizon when we are on day t so that the vector x t = {x st : s ∈ S} gives the remaining capacities over the booking horizon on day t. In this case, using x t as the state variable and assuming that the job arrivals d t = {d it : i ∈ N } on day t are independent of the job arrivals on the other days, it is possible to formulate the problem as a dynamic program. However, since the state variable x t is a high dimensional vector, this dynamic programming formulation quickly gets intractable for practical problem instances. Instead, we focus on a class of suboptimal policies that are characterized by a set of protection levels. In particular, the policy characterized by protection levels λ = {λ is : i ∈ N , s ∈ S} fills the capacity starting from the jobs with the highest priority, but it leaves at least λ is units of capacity untouched when scheduling the priority i jobs on the sth day of the booking horizon. We expect the protection level policies to perform well since they tend to schedule the higher priority jobs early in the booking horizon and they allow us to protect the capacity from the lower priority jobs so that we can use the protected capacity for the potential future higher priority jobs.
To be specific, we letũ is be the number of priority i jobs that we schedule on the sth day of the booking horizon.
In this case, given that the remaining capacities over the booking horizon are x t and the job arrivals are d t , we make the following decisions on day t under the policy characterized by protection levels λ. Leaving λ 11 units of capacity untouched and letting [·] + = max{·, 0}, we scheduleũ 11 = min{d 1t , [x 1t − λ 11 ] + } priority 1 jobs on day 1 of the booking horizon. Since there are now x 1t −ũ 11 units of remaining capacity on day 1 of the booking horizon, we scheduleũ 21 = min{d 2t , [x 1t −ũ 11 − λ 21 ] + } priority 2 jobs on day 1 of the booking horizon. The decisions for the lower priority jobs for day 1 of the booking horizon are made in a similar fashion. After making the decisions for day 1 of the booking horizon, there are d 1t −ũ 11 priority 1 jobs remaining and we scheduleũ 12 = min{d 1t −ũ 11 , [x 2t − λ 12 ] + } priority 1 jobs on day 2 of the booking horizon. The decisions for the subsequent days in the booking horizon are made in a similar fashion. We note that as long as the protection levels take integer values, the numbers of jobs that we schedule on each day of the booking horizon also take integer values.
Generalizing the discussion above, as a function of the remaining capacities over the booking horizon and the job arrivals on day t, the policy characterized by protection levels λ schedules:
priority i jobs on the sth day of the booking horizon. We refer toũ is (·, ·, λ) as the decision function for the policy characterized by protection levels λ. In the expression above,
gives the number of remaining priority i jobs after making the decisions for the earlier days in the booking horizon, whereas
gives the remaining capacity on the sth day of the booking horizon after making the decisions for the higher priority jobs. Therefore, leaving λ is units of capacity untouched, we have
+ units of capacity available for priority i jobs on the sth day of the booking horizon.
The difficulty associated with the decision function in Equation (1) is thatũ is (x t , d t , λ) is not necessarily differentiable with respect to λ when the two arguments of the min{·, ·} operator are equal to each other or when the argument of the [·] + operator is equal to zero. This implies that the total cost incurred by the policy that uses the decision function in Equation (1) is not necessarily differentiable with respect to the protection levels. Since the total cost is not necessarily differentiable, we cannot find a good set of protection levels by using the sample-path-based derivatives of the total expected cost function. In the next section, we develop a smooth decision function that is differentiable w.p.1.
Smoothing the decision function
In this section, we develop a smooth version of the decision function in Equation (1) that allows us to find a good set of protection levels by using the sample-path-based derivatives of the total expected cost function. As mentioned before, if the two arguments of the min{·, ·} operator are equal to each other or the argument of the [·] + operator is equal to zero, then the decision function in Equation (1) is not necessarily differentiable. We resolve this difficulty by using an approach proposed by Van Ryzin and Vulcano (2008b) . In particular, we let {α ist : i ∈ N , s ∈ S, t ∈ T } be uniformly distributed random variables over a small interval [0, ε] and perturb the remaining capacities over the booking horizon by {α ist : s ∈ S} when we make the decisions for priority i jobs on day t. This implies that we use the decision function:
where we let α t = {α ist : i ∈ N , s ∈ S}. We note that perturbing the remaining capacities in this fashion is equivalent to assuming that a very small but random extra capacity of α ist units becomes available when we make the decisions for priority i jobs on the sth day of the booking horizon. When ε is small, we expect that perturbing the capacities in this fashion does not bring too much error. Assuming that {α ist : i ∈ N , s ∈ S, t ∈ T } are independent of {d it : i ∈ N , t ∈ T } and {α ist : i ∈ N , s ∈ S, t ∈ T } are independent of each other, the event
− λ is = 0 occurs with probability zero. In this case, it is possible to show that u is (x t , d t , α t , λ) is differentiable with respect to x t and λ w.p.1. We formally show this fact in Lemma 2 in the online Appendix A. It is important to note that the numbers of jobs that the decision function in Equation (2) schedules on each day of the booking horizon are not necessarily integers. Therefore, the decision function in Equation (2) implicitly assumes that the jobs are divisible. We also emphasize that α ist does not have to be uniformly distributed as long as it takes values over a set of non-zero Lebesgue measure.
Given the remaining capacities x t over the booking horizon, job arrivals d t and capacity perturbations α t on day t, the remaining capacities over the booking horizon on day t + 1 are given by
The first expression above uses the observation that the sth day of the booking horizon on day t + 1 corresponds to the (s + 1)st day of the booking horizon on day t. We refer to R s (·, ·, ·, λ) as the transition function and if we follow the policy characterized by protection levels λ, then the remaining capacities over the booking horizon on the next day are given by R(
We use d = {d it : i ∈ N , t ∈ T } to denote the job arrivals and α = {α ist : i ∈ N , s ∈ S, t ∈ T } to denote the capacity perturbations over the whole planning horizon. In this case, as a function of the remaining capacities x t over the booking horizon, job arrivals d and capacity perturbations α, the cost function of the policy characterized by protection levels λ can be written recursively as
with the boundary condition that C T+1 (·, ·, ·, λ) = 0. The boundary condition indicates that we do not incur costs once we reach the end of the planning horizon. Therefore, if we use the policy characterized by protection levels λ and the remaining capacities over the booking horizon on day t are x t , then the total cost that we incur over days {t, . . . , T} is given by the random variable C t (x t , d, α, λ). This implies that we can find a good set of protection levels by solving the problem.
The problem above finds protection levels λ so that the total expected cost incurred by the policy characterized by protection levels λ is minimized. The constraint 0 ≤ λ ≤ c should be understood as 0 ≤ λ is ≤ c for all i ∈ N , s ∈ S and x 1 is the initial state of the system, which is a part of the problem data. Using the fact that the decision function is differentiable with respect to the remaining capacities and protection levels w.p.1, it is possible to check by backward induction on Equation (5) that C 1 (x 1 , d, α, λ) is differentiable with respect to the protection levels w.p.1 and it may be possible to solve problem (6) by using the sample-pathbased derivatives of C 1 (x 1 , d, α, λ). We close this section by noting that we can assume without loss of generality thatb i = 0 for all i ∈ N . To see this, we write Equation (5) 
it is a constant, assuming thatb i = 0 for all i ∈ N is equivalent to letting h is =h is −b i and using the holding costs {h is : i ∈ N , s ∈ S}. Consequently, we use the simplified cost function:
throughout the rest of the paper. Owing to the assumption thath is ≤b i for all i ∈ N , s ∈ S, we note that h is ≤ 0 for all i ∈ N , s ∈ S.
Computing the sample-path-based derivatives
It is relatively easy to come up with a recursion that computes the sample-path-based derivatives of the cost function. We begin by defining some new notation. We let ∂ jr C t (x t , d, α, λ) be the derivative of C t (·, d, α, ·) with respect to the protection level for priority j jobs on the r th day of the booking horizon evaluated at remaining capacities x t and protection levels λ. In other words, we have:
.
Similarly, we let ∂ X r C t (x t , d, α, λ) be the derivative of C t (·, d, α, ·) with respect to the remaining capacity on the r th day of the booking horizon evaluated at remaining capacities x t and protection levels λ. That is, we have:
Differentiating Equation (7) with respect to the protection level for priority j jobs on the r th day of the booking horizon and using the chain rule, we obtain:
(8) To compute the terms on the right-hand side of the expression above, we differentiate Equation (7) with respect to the remaining capacity on the r th day of the booking horizon to obtain:
(9) On the other hand, differentiating Equations (3) and (4) with respect to the protection level for priority j jobs on r th day of the booking horizon, we have: (10) with the interpretation that u i,S+1 (·, ·, ·, λ) = 0. Similarly, differentiating Equations (3) and (4) with respect to the remaining capacity on the r th day of the booking horizon, we have:
where 1(·) is the indicator function. Finally, differentiating Equation (2) with respect to the protection level for priority j jobs on the r th day of the booking horizon, we obtain:
We emphasize that the expression above is accurate only in w.p.1 sense. In particular, there are events under which the decision function is not differentiable. However, Lemma 2 in the online Appendix shows that these events occur with probability zero and we can define ∂ jr u is (x t , d t , α t , λ) arbitrarily under these events. Similarly, differentiating Equation (2) with respect to the remaining capacity on the r th day of the booking horizon, we obtain:
Similar to Equation (12), Equation (13) is accurate only in w.p.1 sense. We can compute ∂ jr C 1 (x 1 , d, α, λ) simply by simulating the decisions of the policy characterized by protection levels λ under job arrivals d and capacity perturbations α. In this case, the capacities X t+1 (x 1 , d, α, λ) over the booking horizon on day t + 1 are given recursively by
with X 1 (x 1 , d, α, λ) = x 1 . Using Equations (12) and (13), we can compute ∂ jr u is (X t (x 1 , d, α, λ), d t , α t , λ) and ∂ X r u is (X t (x 1 , d, α, λ), d t , α t , λ) for all i, j ∈ N , r, s ∈ S, t ∈ T . Similarly, using Equations (10) and (11), we can compute ∂ jr R s (X t (x 1 , d, α, λ), d t , α t , λ) and ∂ X r R s (X t (x 1 , d, α, λ) , d t , α t , λ) for all j ∈ N , r, s ∈ S, t ∈ T . We can compute ∂ X r C t (X t (x 1 , d, α, λ), d, α, λ) for all r ∈ S, t ∈ T by using Equation (9) and moving backwards over the planning horizon. Finally, we can compute ∂ jr C t (X t (x 1 , d, α, λ) , d, α, λ) for all j ∈ N , r ∈ S, t ∈ T by using Equation (8) and moving backwards over the planning horizon. We emphasize that all of these sample-pathbased derivatives exist only in w.p.1 sense, since the decision function is differentiable only in w.p.1 sense.
An algorithm for the smooth problem
We propose the following algorithm to solve problem (6).
Algorithm 1 (A1)
Step 1. Initialize the iteration counter k to one. Set the initial protection levels
Step 2. Letting d k be the job arrivals and α k be the capacity perturbations at iteration k, compute ∂ is C 1 (x 1 , d k , α k , λ k ) for all i ∈ N , s ∈ S by using Equations (8) to (13).
Step 3. Letting σ k be a step size parameter, compute the protection levels λ k+1 = {λ k+1 is : i ∈ N , s ∈ S} at the next iteration as
Step 4. Increase k by 1 and go to Step 2.
Algorithm 1 is a standard stochastic gradient search method driven by the random step direction
The initial protection levels in Step 1 are set arbitrarily as long as they satisfy 0 ≤ λ 1 is ≤ c for all i ∈ N , s ∈ S. In our implementation, we set λ 1 is = 0 for all i ∈ N , s ∈ S. Letting F k be the filtration generated by the random variables
Step 2 conditional on F k is the same as the joint distribution of (d, α). The updating procedure in Equation (14) in Step 3 ensures that the protection levels at every iteration are in the interval [0, c] and the operator min{ [·] + , c} can be interpreted as a projection onto this interval. The step size parameter σ k plays an important role in the empirical convergence rate of Algorithm 1 and its choice requires some experimentation. In our implementation, we settle on σ k = 2/(40 + k) after setup runs. It is possible to adopt a variety of stopping criteria in Algorithm 1. We can stop Algorithm 1 when we reach a fixed iteration limit, or when the step size parameter gets below a fixed threshold, or when the difference between the protection levels in two successive iterations gets below a fixed threshold. In our implementation, we stop Algorithm 1 when we reach a fixed iteration limit. We have the next convergence result for Algorithm 1.
Proposition 1. Assume that the sequence of protection levels {λ
k } is generated by Algorithm 1 and the sequence of step size parameters
If we use to denote the set of KuhnTucker points for problem (6) and is connected, then we have λ k → in probability as k → ∞.
Proof. Propositions 4, 5 and 6 in the online Supplements C, D and E establish the following statements.
(S.1) We have |∂ is C 1 (x 1 , d, α, λ)| ≤ B C w.p.1 for all λ ∈ N×S , i ∈ N , s ∈ S for a finite scalar B C .
(S.2)
Using ∂ is E{C 1 (x 1 , d, α, λ)} to denote the derivative of E{C 1 (x 1 , d, α, ·)} with respect to the protection level for priority i jobs on the sth day of the booking horizon evaluated at protection levels λ, we have:
(S.3) Using · to denote the Euclidean norm, we have
for all λ, κ ∈ N×S , i ∈ N , s ∈ S for a finite scalar L C . In this case, the result follows from Theorem 6.3.1 in Kushner and Clark (1978) , which we briefly state in Online Supplement B for completeness. In particular, (S.2) and (S.3) imply that:
so that the objective function of problem (6) satisfies (B.1) in Online Supplement B. LettingC 1 (x 1 , λ) = E{C 1 (x 1 , d, α, λ)} and using the fact that the joint distribution of (d k , α k ) conditional on F k is the same as the joint distribution of (d, α), (S.2) implies that we have E{∂ is C 1 (x 1 , d k
On the other hand, we have |∂ is C 1 (x 1 ,
1 by (S.1) and (S.2). Therefore, (B.2) in online Supplement B is satisfied. Since c > 0, the constraints λ is ≥ 0 and λ is ≤ c in the feasible set in problem (6) cannot be simultaneously active. Therefore, (B.3) in online Appendix B is satisfied and the result follows.
(S.1) implies that the norm of the step direction that we use in Step 3 of Algorithm 1 is uniformly bounded. (S.2) implies that the expected value of the step direction is an ascent direction of the objective function of problem (6). (S.3) implies that the expected value of the step direction is Lipschitz.
A shortcoming of Proposition 1 is that it is not easy to verify the connectedness of the set of Kuhn-Tucker points for problem (6). Theorem 6.3.1 in Kushner and Clark (1978) also provides a weaker but more technical convergence result without the assumption that the set of Kuhn-Tucker points is connected. Roughly speaking, this result focuses on the averages of the protection levels obtained over a certain number of iterations in Algorithm 1 and shows that the probability that these averages lie away from the set of Kuhn-Tucker points for an extended period of time diminishes as the number of iterations goes to infinity. We do not go into the details of this weaker result, but emphasize that Algorithm 1 can still be shown to have a convergence guarantee when the set of Kuhn-Tucker points for problem (6) is not necessarily connected.
We note that all of the statements in the proof of Proposition 1 go through with no modifications when the job arrivals on different days are dependent. Therefore, Algorithm 1 can still be used to find protection levels when the job arrivals are correlated.
Perfect hindsight lower bounds
It is clearly difficult to compute the optimal policy for practical instances of the capacity allocation problem. In this section, we show how to obtain lower bounds on the optimal total expected cost. Such lower bounds become useful when establishing the optimality gap of a suboptimal policy. The method that we use to obtain lower bounds on the optimal total expected cost uses the perfect hindsight linear program. The idea behind the perfect hindsight linear program is to make the decisions after observing all of the job arrivals. In particular, letting u ist be the number of priority i jobs that we schedule on the sth day of the booking horizon on day t, if the job arrivals over the whole planning horizon are given by d = {d it : i ∈ N , t ∈ T }, then the perfect hindsight linear program can be written as
In the problem above, constraints (16) ensure that the numbers of jobs that we schedule on the first S days of the planning horizon do not violate the remaining capacities, whereas constraints (17) ensure that the numbers of jobs that we schedule on the last T − S days of the planning horizon do not violate the remaining capacities. In these constraints, we assume that T ≥ S, which is almost always the case for practical applications. The initial capacities x 1 = {x s1 : s ∈ S} in constraints (16) are a part of the problem data. In constraints (16), we use the observation that the sth day of the booking horizon on day 1 and the first day of the booking horizon on day s correspond to the same day. We use a similar observation in constraints (17). Constraints (18) ensure that the numbers of jobs that we schedule do not exceed the job arrivals. As a function of d, we let z(d) be the optimal objective value of problem (15)- (19) and π * (d) be the total cost incurred by the optimal policy when the job arrivals over the whole planning horizon are given by d. Since problem (15) 
Therefore, both z(E{d}) and E{z(d)} provide lower bounds on the optimal total expected cost. The lower bound provided by z(E{d}) is looser, but this lower bound can be computed simply by replacing d with E{d} in problem (15)-(19) and solving this problem once. On the other hand, the lower bound provided by E{z(d)} is tighter, but computing the expectation E{z(d)} requires estimation through simulation. In particular, we solve problem (15)-(19) for many samples of d and estimate E{z(d)} through a sample average. Nevertheless, our computational experiments indicate that the gap between z(E{d}) and E{z(d)} can be significant and it can be worthwhile to estimate the expectation E{z(d)} through simulation.
Computational experiments
In this section, we test the performance of the protection levels computed by Algorithm 1.
Benchmark strategies
When dealing with a problem that takes place under uncertainty, a common engineering practice is to compute the optimal decisions under the assumption that the future random variables take their expected values. This is the approach that we follow in our benchmark strategy. In particular, given the remaining capacities x t = {x st : s ∈ S} over the booking horizon and the job arrivals d t = {d it : i ∈ N } on day t, we make the decisions by solving a linear program. This linear program finds the optimal decisions over the next L days under the assumption that the job arrivals on days {t + 1, . . . , t + L − 1} take their expected values. This approach is frequently used in practice and it is known as the rolling horizon strategy. The set of days {t, . . . , t + L − 1} is referred to as the rolling horizon on day t and L is the length of the rolling horizon. The length of the rolling horizon captures how far into the future we look when we make the decisions at a particular time period. Although it is not guaranteed, the performance of the rolling horizon strategy is expected to improve with increasing L. However, the rolling horizon strategy also gets computationally more demanding with increasing L and L is usually chosen significantly smaller than T.
Given that the initial capacities are x 1 = {x s1 : s ∈ S}, the perfect hindsight linear program of Equations (15)- (19) finds the optimal decisions over days {1, . . . , T}. On the other hand, as mentioned above, given that the remaining capacities on day t are x t = {x st : s ∈ S}, the rolling horizon strategy finds the optimal decisions over days {t, . . . , t + L − 1}. Therefore, the linear program solved by the rolling horizon strategy on day t can be obtained from the perfect hindsight linear program by shifting the beginning of the planning horizon by t − 1 days ahead (from day 1 to day t) and truncating the end of the planning horizon to day t + L − 1. This implies that constraints (16) and (17) are respectively replaced by the constraints
Furthermore, the perfect hindsight linear program finds the optimal decisions under the assumption that the job arrivals over the whole planning horizon are given by d = {d it : i ∈ N , t ∈ T }. On the other hand, the rolling horizon strategy finds the optimal decisions under the assumption that the job arrivals on day t are given by d t = {d it : i ∈ N } and the job arrivals on days {t + 1, . . . , t + L − 1} take their expected values. Thus, to obtain the linear program solved by the rolling horizon strategy on day t, constraints (18) The other benchmark strategy that we use schedules the jobs on a first-come first-serve basis starting with the highest priority jobs and the earliest day in the booking horizon. In other words, this benchmark strategy does not protect capacity for the future job arrivals and it is equivalent to using a protection level policy with zero protection levels. This benchmark strategy is likely to perform poorly, but we use it to demonstrate the importance of explicitly accounting for the future job arrivals.
Experimental setup
In our experimental setup, we generate a base problem and modify its different attributes to generate test problems with different characteristics. In the base problem, we have T = 100, N = 3, S = 7 and c = 70. The holding costs are h is = 2 3−i 1.25 s−1 for all i ∈ N , s ∈ S and the penalty costs are b i = 2 5−i 1.25 6 for all i ∈ N . The daily job arrivals for the first, second and third priority levels are uniformly distributed respectively over [5, 15] , [10, 30] and [20, 60] . Although the results that we present are under uniformly distributed job arrivals, our observations remain the same under the normal and lognormal distribution.
We work with two variants of Algorithm 1. In the first variant, we use Algorithm 1 once at the beginning of the planning horizon to compute a set of protection levels and use these protection levels throughout. In the second variant, we divide the planning horizon into five equal segments and use Algorithm 1 at the beginning of each segment to compute a new set of protection levels. In particular, given the remaining capacities x 1+(n−1)T/5 over the booking horizon at the beginning of segment n, the second variant solves the problem min 0≤λ≤c E{C 1+(n−1)T/5 (x 1+(n−1)T/5 , d, α, λ)} to compute a new set of protection levels and uses these protection levels until we reach segment n + 1. The goal of the second variant is to mimic a situation where the protection levels are retuned periodically as the remaining capacities change and the hope is that retuning the protection levels periodically improves the performance. We note that when computing the protection levels at the beginning of segment n + 1, we can use the protection levels computed at the beginning of segment n as the initial solution. We tried to implement this idea, but it did not provide any noticeable improvement over starting with the initial solution of zeros. We also tried to retune the protection levels more than five times over the planning horizon, but this extra effort provided barely noticeable improvements. Throughout the paper, we refer to the first and second variants of Algorithm 1 respectively as A1 and A1-5. We use the step size parameter σ k = 2/(40 + k) for A1 and A1-5. We run A1 and A1-5 for 1000 iterations.
We refer to the rolling horizon strategy as RH. We tested using L = 15, 25, 50, 75 in several setup runs and a rolling horizon length of 50 provided the best results. Therefore, we use L = 50 in all of our computational experiments. We refer to the first-come first-serve strategy as FC.
We round the protection levels obtained by A1 and A1-5 to the nearest integers when testing the performance of a protection level policy. This ensures that the numbers of jobs that we schedule on each day of the booking horizon take integer values. It is possible to show that the linear program that RH solves is a min-cost network flow problem. Therefore, RH also schedules integer numbers of jobs on each day of the booking horizon as long as the daily available capacity and the expected values of the job arrivals take integer values. Table 1 shows the computational results for the base problem. The second, third, fourth and fifth columns in this table respectively show the total expected costs incurred by A1, A1-5, RH and FC. We estimate these total expected costs by simulating the performances of the different methods under 100 job arrival trajectories. We use common random numbers to reduce the effect of noise when simulating the performances of the different methods; see Law and Kelton (2000) . The sixth column shows the percent gap between the total expected costs incurred by A1-5 and A1. The seventh and eighth columns do the same thing, but they focus on the performance gap between A1-5 and the remaining two benchmark methods. A1-5 turns out to be one of the better benchmark methods and we use it as a reference point. The ninth, tenth, 11th and 12th columns respectively show what percents of the lowest priority jobs are rejected by A1, A1-5, RH and FC. In our test problems, higher priority jobs are almost never rejected and we only provide statistics for the lowest priority jobs. The 13th and 14th columns show the lower bounds on the optimal total expected cost provided by the perfect hindsight linear program. The 15th column shows the percent gap between the total expected cost incurred by A1-5 and the tighter lower bound on the optimal total expected cost. In other words, this column shows the percent gap between the third and 14th columns and it gives a feel for the maximum possible gap between the performances of A1-5 and the optimal policy. The results indicate that A1 performs noticeably better than RH despite the fact that A1 computes a set of protection levels at the beginning of the planning horizon and uses these protection levels throughout, whereas RH solves a linear program on each day. FC performs substantially worse than A1 and RH showing the importance of protecting capacity for the future job arrivals. Comparing the performances of A1 and A1-5 indicates that retuning the protection levels multiple times over the planning horizon improves the performance by a small but consistent margin. Comparing the rejected jobs indicates that A1-5 rejects smaller number of jobs than A1 and A1 rejects smaller number of jobs than RH. FC rejects the smallest number of jobs, but since FC schedules the jobs without protecting capacity for the future job arrivals, it tends to allow the high-priority jobs to wait for a long time in the system. Therefore, rejecting a smaller number of jobs does not immediately translate to more satisfactory performance. As mentioned in Section 5, the lower bound z(E{d}) is looser than the lower bound E{z(d)}. For the base problem, the gap between the two lower bounds is 4.76%. The last column indicates that the performance of A1-5 is quite satisfactory as the total expected cost incurred by A1-5 deviates from the optimal total expected cost by at most 2.15%.
Computational results
In the first chart in Fig. 1 , we plot E{C 1 (x 1 , d, α, λ k )} for the base problem as a function of the iteration counter k for A1. We estimate the expectation E{C 1 (x 1 , d, α, λ k )} through simulation. This figure indicates that the quality of the protection levels stabilizes in 50 iterations. Nevertheless, to compensate for the lack of good stopping criteria for stochastic approximation methods in general, we run A1 and A1-5 for 1000 iterations. In the second chart in Fig. 1 , we plot the protection levels obtained by A1 for different days of the booking horizon in the base problem. For our test problems, it is never desirable to protect capacity when making the decisions for the first priority level and we always have λ 1s = 0 for all s ∈ S. Therefore, we only plot the protection levels for the second and third priority levels. We observe two patterns. First, the protection levels for the later days of the booking horizon tend to be larger. Intuitively speaking, there are more opportunities to utilize the capacity on the later days before the capacity on these days expires. Therefore, we are willing to protect a larger portion of the capacity on the later days for the future high-priority job arrivals. Second, the protection levels for the third priority level are larger than the protection levels for the second priority level. This is due to the fact that the portion of the capacity that we protect when making the decisions for the third priority jobs is at least as large as the portion of the capacity that we protect when making the decisions for the second priority jobs. We note that the protection level on the last day of the booking horizon is zero for the second priority level. This is simply due to the fact that the second priority jobs never wait more than 6 days and the last protection level for them is essentially inconsequential.
In the first chart in Fig. 2 , we plot the protection levels in the base problem after increasing the holding costs for the second priority level by a factor of two. Comparing this chart with the second chart in Fig. 1 indicates that the protection levels for the second priority level decrease. This is due to the fact that since the holding costs for the second priority jobs are higher, we are not willing to hold the second priority jobs in the system for long periods of time and we protect a smaller portion of the capacity when making the decisions for the second priority jobs. In the second chart in Fig. 2 , we plot the protection levels in the base problem after increasing the penalty cost for the third priority level by a factor of two. Comparing this chart with the second chart in Fig. 1 indicates that the protection levels for the third priority level decrease. This is due to the fact that since the penalty cost for the third priority jobs is higher, we are willing to reject fewer third priority jobs and we protect a smaller portion of the capacity when making the decisions for the third priority jobs.
In Tables 2 to 7 , we modify different attributes of the base problem to generate test problems with different characteristics. The first column in these tables indicates the value of the problem attribute that we modify. The other columns have the same interpretations as those in Table 1 .
In Table 2 , we vary the number of days in the booking horizon. The performance gap between A1-5 and RH is larger for the test problems with shorter booking horizons. Although one expects the role of uncertainty to grow when we have longer booking horizons, longer booking horizons also give us the opportunity to correct for mistakes and both A1 and RH perform well for longer booking horizons.
In Table 3 , we vary the number of priority levels. The test problem with two priority levels appears to be easy and even FC performs quite well on this test problem. Furthermore, noting the lower bound on the optimal total expected cost, the performances of A1, A1-5, RH and FC are essentially optimal for this test problem. However, A1 and A1-5 consistently perform better than RH when we have three or more priority levels.
In Table 4 , we vary the coefficient of variation for the job arrivals. A1 and A1-5 perform better than RH when the coefficient of variation is large. Therefore, addressing the randomness explicitly pays off when the job arrivals are highly variable. We note that the performance gap between A1-5 and RH can be as high as 11.82% when the coefficient of variation is large.
In Table 5 , we vary the daily available capacity. It appears that A1 and A1-5 are particularly effective when the daily available capacity is tight. This is encouraging since the test problems with tight capacities tend to require more careful planning.
In Tables 6 and 7 , we vary the holding and penalty costs. We work with holding costs of the formh is = φ 3−i 1.25
and penalty costs of the formb i = β 2 3−i 1.25 6 for all i ∈ N , s ∈ S and vary the values of φ and β. The base problem corresponds to φ = 2 and β = 4. The results indicate that A1 and A1-5 generally perform better than RH and small holding and penalty costs favor A1 and A1-5. Figure 3 shows the CPU seconds required to compute a set of protection levels as a function of the number of priority levels and the length of the booking horizon. Overall, A1 and A1-5 take a few seconds to compute a set of protection levels. The CPU seconds scale approximately quadratically with N and S. This is expected since A1 and A1-5 spend a large amount of time to compute the samplepath-based derivative ∂ jr u is (x λ t , d t , α t , λ) for all i, j ∈ N , r, s ∈ S, t ∈ T and the number of these sample path-based derivatives increases quadratically with N and S.
Conclusions
In this paper, we considered a capacity allocation problem that involves allocating a fixed amount of daily processing capacity among jobs of different priority levels that arrive randomly over time. We focused on a class of policies that are characterized by protection levels and developed a stochastic approximation method to find a good set of protection levels. Computational results indicated that the protection levels computed by our stochastic approximation method perform consistently better than using a deterministic approximation and the performance gap can be as high as 11.82% when the coefficient of variation for the job arrivals is high. In all of our test problems, the performance gap between the protection levels obtained by our method and the optimal policy is at most 4.08%.
A straightforward but possibly useful extension of our approach involves using a different set of protection levels to make the decisions on different days. In particular, we can use the protection levels {λ ist : i ∈ N , s ∈ S} to make the decisions on day t. In this case, the total expected cost becomes a function of λ = {λ ist : i ∈ N , s ∈ S, t ∈ T }, but we can still compute the sample-path-based derivatives of the total expected cost function by using a recursion that is very similar to the one in Equations (8) to (13). This extension may be particularly useful when the job arrivals are non-stationary.
