Present and planned dark matter detection experiments search for WIMP-induced nuclear recoils in poorly known background conditions. In this environment, the maximum gap statistical method provides a way of setting more sensitive cross section upper limits by incorporating known signal information. We give a recipe for the numerical calculation of upper limits for planned directional dark matter detection experiments, that will measure both recoil energy and angle, based on the gaps between events in two-dimensional phase space.
I. INTRODUCTION
Dark matter comprises approximately 25% of the mass of the universe [1] . The generic dark matter candidate is a weakly interacting massive particle (WIMP). If WIMPs are supersymmetric particles, the predicted mass is in the range of 10 to 10 4 GeV/c 2 , and the expected cross section lies in the range of 10 −42 to 10 −48 cm 2 [2] . Many experiments seek to detect dark matter particles via their elastic scattering interactions with detector nuclei [3] . Recent measurements [4, 5] limit the cross section to be less than approximately 5 × 10 −44 cm 2 . Given the small size of the expected WIMP cross section, discrimination against backgrounds is of paramount importance in direct detection experiments. For the same reason, there is much to gain by optimizing the statistical methods used to interpret experimental data as upper limits on the WIMP interaction cross section [6] .
In this paper, we develop a new statistic, the maximum patch, for setting limits on the WIMP-nucleus interaction cross section. This method is motivated by directional dark matter experiments, which seek to measure both the nuclear recoil energy, and the recoil angle of the struck nucleon in WIMP-nucleon interactions. In section II we introduce the theoretical distributions used for setting limits, and in sections III and IV we discuss limit setting techniques within the context of one-and twodimensional WIMP detection experiments. In section V we compare results in the cases of (i) observing a signal with no background, (ii) observing some signal and some background, and (iii) observing only background. * Electronic address: shawnh@mit.edu
II. SETTING DARK MATTER CROSS SECTION LIMITS
Direct detection experiments typically measure the energy deposited by the recoil nucleus [3] , infer the true nuclear recoil energy, and set upper limits on the WIMPnucleus interaction cross section by comparing the theoretical distribution with this one-dimensional data set. The theoretical event rate distribution is given by [7] 
where E is the nuclear recoil energy, E 0 = 1 2 m D v 2 0 is the dark matter particle's kinetic energy, r = 4m D m T /(m D + m T ) 2 with dark matter particle mass m D and target nucleus mass m T , v threshold and v max are the minimum observable and escape velocities of the dark matter (taken to be the dark matter velocity that produces a maximum recoil energy equal to the experimental lower limit recoil energy threshold and ∞ here respectively, for simplicity), v E = 244 km/s is the Earth's velocity relative to the dark matter halo, and f (v, v E ) is the dark matter velocity distribution function, assumed here to be a Maxwell-Boltzmann distribution with RMS velocity v 0 = 230 km/s. The normalization factor R 0 is the event rate per unit mass with (v threshold , v max ) = (0,∞),
where N 0 is Avogadro's number, A is the atomic mass of the target, ρ D is the dark matter density, taken here to be 0.3 (GeV /c 2 )/cm 3 , and σ 0 is the zero momentum-transfer dark matter-nucleus interaction cross section. We use the fact that the differential interaction rate scales simply with σ 0 in the following discussion of limit setting techniques.
A new thrust in the field of WIMP searches has been to develop detector sensitivity in a second dimension, the nuclear recoil angle [8, 9, 10] . The WIMP-nucleus interaction signal is expected to be highly anisotropic in recoil direction because of the earth's motion with respect to the WIMP halo [11] . In contrast, the backgrounds of most WIMP experiments are relatively isotropic in recoil angle in the detector coordinate system [12] , and therefore this experimental approach can provide increased discrimination against backgrounds. It has recently been suggested that WIMP direct detection searches relying on a recoil energy signature alone may be insufficient for distinguishing WIMP events from nuclear recoils if the WIMP-nucleus cross section is smaller than the coherent scattering cross section for solar neutrinos [13] . This makes directional detection particularly attractive, since solar neutrino-induced recoils point back to the sun, unlike recoils from WIMP interactions. Directional detection could also potentially probe the velocity distribution of our galaxy's dark matter halo [14] . The theoretical distribution as a function of nuclear recoil energy E and recoil angle ψ (where ψ is the angle in the detector lab frame between the nuclear recoil track observed in the detector and the direction the dark matter "wind" is blowing, which is normally taken to be the vector pointing from the constellation Cygnus to Earth) is given by [7, 11] 
where v min = (E/E 0 r) 1/2 v 0 is the smallest dark matter particle velocity which can produce a nuclear recoil with energy E. Given a theoretical distribution, one can compare with an observation to set a limit on the WIMP-nucleus interaction cross section. The usual method to obtain an upper limit at some confidence level is to vary the theoretical parameters until the appropriate cumulative probability distribution function (CDF) takes on the confidence level desired (0.9 for a 90% confidence level upper limit) when evaluated at the observed statistic (e.g. the number of observed events). In the following two sections, we discuss upper limit calculations using the one-and two-dimensional theoretical distributions respectively, together with several statistics of interest.
III. DARK MATTER STATISTICS IN ONE DIMENSION
Here we compare the traditional Poisson method with the maximum gap, a statistic often used in dark matter experiments for obtaining an upper limit with onedimensional data [4, 5] . While the traditional Poisson method is based solely on the number of counts observed [15] , the maximum gap procedure incorporates what is known about the shape of the expected signal into the limit determination [6] . For the discussion that follows, consider a series of nuclear recoil energy measurements {E 1 , ..., E N } where N is the total number of measurements. Assume the data points are distributed with a known theoretical function dN ( λ)/dE, where the λ are the parameters of the theoretical model dN/dE given in equation 1. Assuming standard values for the dark matter halo parameters, there is only one free parameter which we then vary to set upper limits, the zero-momentum transfer dark matter-nucleus interaction cross section σ 0 in equation 2.
A. Poisson Method
A straightforward cross section upper limit on a given data set can be obtained by employing the Poisson method. To set a limit, we are interested in the probability, given a value of the cross section σ 0 in a theoretical distribution dN/dE, that the total number of events observed in our data is equal to a certain value or less. If we are conservative and assume no knowledge of the background distribution and therefore that all observed events are signal, then an upper limit at some desired confidence level may be set by adjusting σ 0 in dN/dE until the total number of events µ expected, given by integrating dN/dE over the whole experimental range, is such that it satisfies equation 4.
Here, 1−α is the confidence level of the upper limit set in this way, and N is the number of observed data events. In order to incorporate knowledge of expected backgrounds into equation 4, we must use a modified form of this relation that assumes the overall normalization of the background, which is often poorly understood in dark matter direct detection experiments (for instance, see equation 32.35 in [15] ). The most conservative approach is to assume no knowledge of the backgrounds, and so all events are signal candidates. In this case, any observed events considerably degrade the upper limit obtained with equation 4. This is particularly true for scenarios in which a background fills a small subset of the full experimental acceptance. For nuclear recoil signals, as the energy detection threshold is lowered, the sensitivity to backgrounds increases. Background events observed near detection threshold are counted with the same significance as events in higher recoil energy sub-intervals of the experimental acceptance. Direct dark matter detection experiments gain sensitivity to WIMP events by lowering their energy thresholds, since the WIMP-nucleon interaction rate is expected to peak at low nuclear recoil energies. In this scenario, the Poisson method can lead to overly conservative upper limits on the WIMP-nucleon interaction cross section, in the presence of backgrounds.
B. Maximum Gap Method
For a given σ 0 , the "gap" for a pair of data points is defined to be [6] x
where x i is the value obtained by integrating dN/dE between the observed energy values [E i , E i+1 ] for i = 0, .., N (see figure 1 in [6] ) and E 0 and E N +1 are the lower and upper recoil energy experimental thresholds. A set of N recoil energy measurements yields an (N − 1)dimensional vector x of gaps. The "maximum gap" for a set of N recoil energy measurements is defined to be the largest member of the set of all gaps that can be computed from the data. This quantity depends on an integral over the hypothesized theoretical distribution, and through that integral, on the WIMP interaction cross section σ 0 . The larger the maximum gap given a σ 0 , the larger the discrepancy between the number of points observed in data and the number of points expected. Therefore, the maximum gap allows a powerful statistical test between the measured data and the normalization of the theoretical signal distribution.
To set a limit, we are interested in the probability, given a value of the cross section σ 0 in a theoretical distribution dN/dE, that the maximum gap for a given set of data is equal to a certain value or less. This is described by the CDF of the maximum gap, and can be analytically calculated [6] ,
where µ is the total number of events expected in the experimental range (dN/dE integrated from lower to upper limit energy threshold), and m is the greatest integer ≤ µ/x. An upper limit at a given confidence level is obtained from equation 6 by adjusting the input cross section σ 0 until the function C 0 above, evaluated at the maximum gap of the data, yields 0.90. The interpretation is that in an ensemble of experiments, on each of which the upper limit setting technique is employed, 90% will obtain an upper limit greater than σ 0 .
C. Discussion of Limit Setting Techniques
The maximum gap statistic possesses a number of nice qualities, particularly in the presence of background, which motivate the generalization of the method to two dimensions for directional dark matter detection experiments. We summarize the main results here; see [6] for a rigorous discussion.
First, the maximum gap is unchanged under a one-one transformation of the variable in which the events are distributed. This can be seen by making a transformation from recoil energy in the above discussion to a variable ρ such that ρ is equal to the total number of events expected between the point E and the lower energy threshold. In ρ, equation 1 is a uniformly distributed, unit density function. This calculation is treated in more detail in Appendix I. This means that the maximum gap does not depend on the form of the theoretical distribution. Second, the method can be used for an arbitrarily large number of observed data points, and requires no binning of the data points. Most importantly, this statistic provides a conservative upper limit on the true WIMP cross section that can considerably out-perform the Poisson upper limit setting technique.
In WIMP detection experiments there are often low energy backgrounds from processes which are difficult to model accurately with simulations, such as MeV-scale neutron interactions or 238 U and 232 Th decay progeny in the detector materials. It is unlikely that the measured maximum gap will be found in an interval of an experiment's acceptance that contains both signal WIMP events and a large number of background events. The presence of sizable background would significantly shorten the gap sizes expected from signal alone. We thus expect the maximum gap to occur in the data in an interval where the background does not dominate. In this way, the maximum gap method automatically selects recoil energy intervals that are characteristic of the expected WIMP signal alone.
Another striking advantage of the maximum gap method is that, for a fixed gap size, it is independent of the total number of events observed. In the Poisson case, each additional point observed inflates the upper limit an experimenter sets on their data. On the other hand, if an experimenter observes a large gap in their data, the limit set on that data is unchanged if the number of points observed outside of the maximum gap is one or one million.
IV. A NEW DARK MATTER STATISTIC FOR TWO DIMENSIONS
For directional dark matter detection experiments, it is desirable to preserve the benefits of the maximum gap method for setting upper limits. Towards this end, we need to generalize the method to two dimensions. We consider a series of measurements
where N is the total number of measurements of the energy of nuclear recoils E, and ψ is the nuclear recoil angle in a dark matter detection experiment measured from the vector pointing from the constellation Cygnus to the Earth in the detector lab frame. In general, the two-dimensional rate will be given by a function d 2 N ( λ)/d(cos(ψ))dE, where the λ are the theoretical parameters of the model. As in one dimension, the model for the two-dimensional differential WIMP-nucleon interaction rate, equation 3, under standard dark matter halo assumptions, depends only on σ 0 , the true WIMP interaction cross section. In the following we describe an algorithm for obtaining general, multidimensional CDFs, focusing on the two-dimensional case. We then apply the usual prescription for setting upper limits, varying σ 0 , and find that our two-dimensional limit setting technique has the correct 90% coverage.
A. Monte Carlo Generated Cumulative Distribution Functions
To calculate the CDFs for an arbitrary statistic of interest (SI), we simplify matters by asking an easier question than "what is the probability that the SI is less than or equal to a certain value" and instead ask "what is the probability that, given an observation of N events, the SI is less than or equal to a certain value." The advantage of the latter question is that it can be addressed with Monte Carlo methods, and leads naturally to the resolution of the first question.
We start by generalizing the one-dimensional case. The theoretical distribution in equation 1, assuming a value for σ 0 , gives a concrete form for dN/dE, the expectation for how the observed events are distributed in nuclear recoil energy. Then, we draw N events from this distribution. We compute the value of the SI on this fake data, whether it be the maximum gap of the distribution, or some other SI. We repeat this procedure many times, until we have an SI frequency distribution, given N observed events. We do this in turn for N = 1, 2, ..., N max stopping for N max so large that the Poisson probability (equation 8) for observing N max events is negligible. This results in an array h = {h 0 , ..., h Nmax } of histograms, where h 0 is the frequency plot of the SI given the observation of zero events, h 1 is the frequency plot of the SI given the observation of one event, etc.
In each of the h i , i = 1, ..., N max , we have N toys entries, where N toys is the number of toy experiments, for each number of observed events, that we performed. By normalizing each of the h i by N toys , we obtain the probability distribution of the SI, for each of the i events observed subclasses considered. The resulting normalized vector of histograms can be properly interpreted as the probability distribution functions (PDFs) of the SÎ h = h/N toys .
For setting an upper limit, we need the CDFs of the SI. To construct these, we take each histogram memberĥ i of h in turn and create a new histogram,ĥ c,i , assigning to each bin b ′ mi ofĥ c,i the value given in equation 7, where b ki is the k th bin ofĥ i , and k and m index the bins of the PDF and CDF histograms, respectively.
For convenience, 500 bin CDF and PDF histograms were generated for the maximum gap studies in this paper, and 300 bin CDF and PDF histograms were generated for the maximum patch studies. In this way we numerically turn each of the PDFs in h into a CDF inĥ c for the SI. Now we haveĥ c , a vector of CDFs, each corresponding to a number of observed events. The probability of observing a certain number of events is determined by the Poisson probability of observing N events given µ total events,
In order to construct the full CDF of the SI for the input theoretical distribution dN (σ 0 )/dE, we add all of the histograms inĥ c together, weighting each by the probability in equation 8 for seeing that number of events. This yields the following equation for the Monte Carlo generated CDF for the SI,
Here x SI is the value of the SI at which we want to know the value of the CDF, and µ is the total number of events expected in the experimental range. The notationĥ c,k (x SI ) means to evaluate the value of the k th histogram in theĥ c vector of SI CDFs at x SI . This can be done in a number of different ways; we can take this as the height of the bin inĥ c,k that x SI falls into (thereby obtaining a discrete CDF), or, perform a bin-to-bin interpolation, thus turning theĥ c,k 's into smooth functions of x SI . In the results presented in this paper, theĥ c,k histograms are interpolated using splines.
We have now in equation 9 manufactured the analogue to equation 6 for the maximum gap statistic for an arbitrary SI. Note however that for the maximum gap statistic this discussion is unnecessarily complicated because the maximum gap is unchanged under a one-one transformation of the theoretical distribution dN/dE in E, as shown in Appendix I. This property allows one to transform any distribution into a unit density, uniformly distributed function. Thus whenever we change σ 0 for the maximum gap statistic, we need not draw events from a different distribution, we may instead always use a unit density, uniform distribution.
We validate the Monte Carlo CDF generating scheme by comparing the frequency distribution of upper limits resulting from the Monte Carlo version of the maximum gap method with the result obtained using the analytic CDF in equation 6. We find that the results agree within numerical errors.
B. Maximum Patch Method
Analogously to the one-dimensional gap, we may construct a "patch" as a subset of an experiment's total acceptance, which is determined by (E 0 , cos(ψ) 0 ), the en-ergy and angle lower limit experimental threshold of measurement, and (E N +1 , cos(ψ) N +1 ), the energy and angle upper limit experimental threshold of measurement. We define a patch for a set of N data points to be
where i ranges from 0 to N and j and k range, independently, from 1 to N . We require that cos(ψ) j > cos(ψ) k and that
We also include the additional patch candidate not picked up by this prescription for every i; namely that one which has as its borders in cos(ψ) the upper and lower angular limits [cos(ψ) 0 , cos(ψ) N +1 ]. Equation 10 describes rectangular patches, whose limits are
. Some of the rectangles described by equation 10 may have points inside their boundaries; these are disqualified from being maximum patches, for the same reason that gaps with points in them are disqualified in the maximum gap method. In principle any two-dimensional shape can be used to define a patch; we have chosen to use rectangles for ease of computation. It is possible that sensitivity could be gained in this method by considering patch geometries other than rectangles.
To set an upper limit we are interested in the maximum value that y ijk takes in equation 10 for all acceptable values of j, k and i. The situation is illustrated in figure 1 , where the spikes are Monte Carlo generated fake data points in E and cos(ψ) (4 in total) and the smooth curve represents d 2 N (σ 0 )/d(cos(ψ))dE for a given cross section value. The maximum patch candidate in this example has boundaries that extend from the lower to the upper cos(ψ) threshold, and from 5 − 15 keV . Note that this particular maximum patch candidate is also a maximum gap candidate in E-space.
Our algorithm for computing the maximum patch on a set of observed two-dimensional data points is described in detail in Appendix II. An example of the patch-finding algorithm for 1 observed event is shown in figure 2 . Once the maximum patch is found, one calculates the PDFs and sums them, appropriately weighted, to produce the CDFs as in section IV A. Figure 3 shows the resulting CDF for several expected numbers of events µ.
We note that we are able to use an analogue to the simplified CDF generation scheme mentioned at the end of IV A for the maximum gap method, with one important change. Unlike the maximum gap statistic, the maximum patch is not unchanged under a one-one transformation of the theoretical distribution, d 2 N/d(cos(ψ))dE, in E and cos(ψ). Therefore, to set limits on data distributed according to d 2 N/d(cos(ψ))dE with CDFs generated from a unit density, uniformly distributed function, one must use the transformation given in Appendix C of [16] . 
C. The Recipe
The recipe for the experimenter wishing to use the maximum patch method to set an upper limit on the dark matter cross section in her experiment is as follows, assuming a measurement of a vector of N two-dimensional data points D = {(E 1 , cos(ψ) 1 ), ..., (E N , cos(ψ) N )}. We take as an explicit example a direction sensitive dark matter direct detection experiment in this recipe, but this method can be used for any two-dimensional dataset for which the distribution of the signal is known.
1. Given a predicted two-dimensional rate d 2 N (σ 0 )/d(cos(ψ))dE, the experimenter calculates the maximum patch of their data for some starting value σ 1 for the WIMP-nucleon interaction cross section by applying the recipe for calculating the maximum patch of a set of two-dimensional data points outlined in Appendix II.
2. The experimenter then must evaluate equation 9 for the case where the statistic of interest is the maximum patch. The maximum patch CDF for µ total expected events can either be calculated by following the Monte Carlo procedure outlined in section IV A or by referencing the tables provided at the end of this paper in Appendix III.
3. Evaluating equation 9 at the maximum patch of the data yields the confidence level at which σ 1 is an upper limit on the WIMP-nucleon interaction cross section. If this is less (more) than the confidence level desired, the cross section guess is increased (decreased) to a new guess σ 2 . The experimenter again calculates the maximum patch of the data for this assumed cross section and then, via equation 9, calculates the CL at which σ 2 is an upper limit on the WIMP-nucleon interaction cross section. This procedure is iterated for as many guesses σ N as required to set the desired confidence level upper limit on the WIMP-nucleon cross section for the data.
D. Validation of the Maximum Patch Method
We validate the maximum patch prescription described above by checking that the coverage of our upper limit setting technique is correct. To do this, we generate many ensembles of toy Monte Carlo experiments, each with different WIMP-nucleon interaction cross sections, and with signal events distributed according to equation 3. We set an upper limit on each toy experiment using the maximum patch technique. Note that to test coverage at the 90% confidence level, we must choose cross sections that yield an expected number of events µ > 2.3026. Below this, no cross section upper limit can be set with a confidence level as high as 90% (see figure 3 ). For each input cross section σ 0 , and the associated total number of events µ, we perform 10,000 toy experiments, where the observed number of events is Poisson-distributed about µ, and (E, cos(ψ)) for the events are distributed according to equation 3. For each ensemble of 10,000 experiments with different input σ 0 's, we record the percentage of the time our upper limit is higher than σ 0 . For an upper limit requested at 90% CL, the percentage should be 90% within statistical errors, which is the definition of correct coverage. The results of this study, for σ 0 's such that µ = 1, ..., 30 are shown in figure 4 . The stepping behaviour observed in the Poisson limit coverage is expected, due to the discrete nature of the statistic. 
V. COMPARISON OF METHODS
Having built the maximum patch method, we compare it to various other methods for setting upper limits, in several circumstances of interest. Our goal is to highlight the impact of directionality for dark matter direct detection experiments. Unless otherwise stated, for the various comparisons in this paper we arbitrarily assume a WIMP mass of 60 GeV, and we use the Xenon10 experiment's acceptance and target properties [4] to construct limits (ignoring subtleties like quenching factors, form factors and efficiencies).
First, in the absence of background and with a sizable signal, we would like to verify that the maximum patch method has not only the same coverage as the Poisson method (see subsection IV D) but also that its performance is comparable as a method for setting upper limits. Towards this end, we employ the ensembles of 10,000 toy Monte Carlo experiments from subsection IV D, recording the median upper limit obtained by the maximum patch, maximum gap and Poisson methods as a function of µ for each 10,000 event sub-sample generated with a different input σ 0 . This comparison is shown in figure 5. Figure 6 shows the frequency distribution of upnumber of signal events per limits set by the maximum gap, maximum patch and Poisson methods on the 10,000 event ensemble with an input σ 0 such that a total of µ = 7 signal events are expected. These three distributions are used to generate the µ = 7 point in both figure 5 and figure 4 . The computed coverages in figure 6 for the maximum gap, maximum patch and Poisson methods are (90±1)%, (90±1)% and (92 ± 1)%, respectively, which is correct, within statistical errors. We note that in the case of pure signal, the Poisson method outperforms the maximum gap and maximum σ0 was chosen to yield 7 total expected events in the experimental interval. The percent of the time that our procedure for each method sets a correct upper limit (a limit above the true input cross section σ0) is (90 ± 1)%, (90 ± 1)% and (92±1)% for the maximum gap, maximum patch and Poisson methods, respectively. patch methods by a factor of ≈ 1.2. This is expected; the maximum gap procedure has already been demonstrated to give looser upper limits than the Poisson method in the case of pure signal (see [6] , figure 3(a) ). This could be resolved, as in [6] by considering gaps containing greater than zero events, which is termed the optimal gap method. The extension of the optimal gap approach to two dimensions is not considered here. We also note that little sensitivity is gained by using the maximum patch method versus the maximum gap method in the case of pure signal.
Realistically, WIMP direct detection experiments have backgrounds, and so a more interesting comparison is how the maximum gap, maximum patch and Poisson methods do in the presence of sizable backgrounds. For this test, we populate the lower half of our nuclear recoil energy range, and the lower half of our nuclear recoil angular range, with a background drawn according to a flat distribution. We caution that all of our results including background events are highly dependent on this particular background distribution choice. Figure 7 shows the frequency distribution of upper limits obtained by applying the maximum gap method, the maximum patch method, and the Poisson method to 10,000 toy experiments generated in this way with a total number of expected background events of 7, and a total expected number of WIMP signal events of 5. The coverage is (100 ± 1)%, (95 ± 1)% and (100 ± 1)% for the maximum gap, maximum patch and Poisson methods respectively, which is not at the confidence level requested due to the presence of the large background. The median 90% confidence level upper limit cross sections, from the maximum gap, maximum patch and Poisson techniques are compared in figure 8 , as a function of the total number of expected input background events µ = 1, 2, ..., 30 (with 5 expected signal events in each toy experiment). The total number of background events in a given Monte Carlo experiment, like the total number of signal events, is drawn randomly from a Poisson distribution with the mean given by the total number of expected events. Figure 8 shows that in the presence of a sizable WIMP signal, the maximum patch procedure provides stronger upper limits than the Poisson or maximum gap procedures as the amount of background contamination increases. The Poisson method does so poorly because it uses only the total number of events to set upper limits, assuming that they are all signal, yielding an increasingly inflated upper limit as the number of background events injected into the toy experiments increases. The maximum patch method outperforms the maximum gap procedure because it includes an extra dimension in which signal and background are differently distributed. The observation that the maximum gap and maximum patch limits seem to asymptotically flatten is due to the overly simplistic background chosen for these studies; eventually the maximum patch or gap is always outside of the lower E interval or E − cos(ψ) quadrant, and thus characteristic only of the WIMP-signal input which, within statistical fluctuations, is identical outside of the lower E interval or E − cos(ψ) quadrant as the backgrounds are confined there. σ0 was chosen to yield 5 total expected signal events in the experimental interval. Background events were included in these experiments with a uniform distribution in the lower half of the recoil energy and recoil angle experimental acceptance. For this plot, the total number of expected background events was set at 7. The percent of the time that our procedure for each method sets a correct upper limit (a limit above the true input cross section σ0) is (100 ± 1)%, (95 ± 1)% and (100 ± 1)% for the maximum gap, maximum patch and Poisson methods, respectively. experiments is that the true cross section lies well below the detectable range. To study this scenario, we perform 10,000 toy experiments as above, with σ 0 = 1 × 10 −46 cm 2 (or ≈ 0 total expected signal events), and the same distributions of background events as in figures 7 and 8 (flat in the E − cos(ψ) plane, and confined to the lower E − cos(ψ) quadrant). Figure 9 shows the frequency distribution of upper limits obtained by applying the maximum gap method, the maximum patch method, and the Poisson method to 10,000 toy experiments with an expected number of background events of 7 and negligible signal. The coverage is (100 ± 1)%, (100 ± 1)% and (100 ± 1)% for the maximum gap, maximum patch and Poisson methods, respectively, which is not at the confidence level requested due to the presence of a large background and no signal. The median 90% confidence level upper limit cross sections, from the maximum gap, maximum patch and Poisson techniques are compared in figure 10 as a function of input background events in the case of negligible signal.
In the presence of a negligible WIMP signal and increasing backgrounds, the maximum patch procedure provides by far the most restrictive upper limit as the amount of background contamination increases. From figure 10 it is clear that the Poisson method limit is not competitive as the number of backgrounds increases, and the maximum patch method outperforms the maximum gap method by at least a factor of 2 for more than 1 expected background events for this particular background distribution. The frequency distribution of upper limits σUL obtained by applying the Poisson, maximum gap and maximum patch procedures to 10,000 toy Monte Carlo experiments with an input cross section σ0 = 1 × 10 −46 shown as a black line on the graph, chosen to give ≈ 0 events for the Monte Carlo toy exposures. Background events were included in these experiments with a uniform distribution in the lower half of the recoil energy and recoil angle experimental acceptance. For this plot, the total number of expected background events was set at 7. The percent of the time that our procedure for each method sets a correct upper limit (a limit above the true input cross section σ0) is (100 ± 1)%, (100 ± 1)% and (100 ± 1)% for the maximum gap, maximum patch and Poisson methods, respectively.
number of background events In typical dark matter detection experiments, upper limits on the WIMP-nucleon cross section are reported as a function of WIMP mass. In order to compare the performance of the maximum gap, maximum patch and Poisson methods of setting upper limits as a function of WIMP mass, we generated 10,000 Monte Carlo toy datasets at a variety of different WIMP masses. Adopting the likely scenario for a given dark matter experiment, we hypothesize a WIMP-nucleon interaction cross section of σ 0 = 1 × 10 −46 for these toy experiments and a background with an average number of events equal to 10 (again, flat in the E − cos(ψ) plane, and confined to the lower E − cos(ψ) quadrant). The result of this study is the three limit curves in figure 11 . The solid bands represent the RMS widths of the upper limit frequency plots (much like figures 9, 7 and 6) obtained on the 10,000 experiments at each given mass point. The shape of the maximum gap limits at low WIMP masses is an artifact of the background choice. For low WIMP masses, the maximum patch method is by far the most sensitive to the cross section (between ≈ 10 − 100 GeV) with a very small RMS. At higher WIMP masses, the difference between the maximum gap and maximum patch limit techniques diminishes, but both consistently outperform the Poisson limit setting method. We note that the studies in this paper are all based on one assumed background shape. Different background distributions will lead to different results. The median upper limit cross section obtained by our implementation of the Poisson, maximum gap and maximum patch procedures divided by the true input cross section σ0 as a function of assumed WIMP mass, with 10 background events on average that are uniformly distributed in the lower half recoil energy and recoil angle interval for a negligible input signal cross section. Each point in this plot corresponds to 10,000 MC toy experiments. The bands correspond to the RMS widths of the upper limit frequency distributions obtained using the Poisson, maximum gap and maximum patch methods, respectively, at each mass point sampled.
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VI. CONCLUSIONS
In this paper, we have developed a new method for setting upper limits in two dimensions. The motivation for our maximum patch method is directional dark matter detection, but it is generally applicable to any twodimensional data sets for which the distribution of the signal is known. The approach is an extension of the onedimensional maximum gap method [6] , a statistic often used to set limits on the WIMP-nucleon interaction cross section in direct detection dark matter experiments. To directly detect dark matter requires unprecedented control and understanding of backgrounds. The great advantage of the maximum gap and patch methods is that they require no knowlege of the background distribution to set conservative upper limits on the WIMP nucleon scattering cross section. The scattering kinematics of a dark matter signal in one and two-dimensional direct detection experiments are relatively simple. This information is included in a straightforward way in the maximum gap and patch methods. In particular, the maximum patch method incorporates information about the large expected angular anisotropy of dark matter scattering into the limit setting procedure. We demonstrate that for simplistic background assumptions, the maximum patch method and two-dimensional dark matter detection yield a large gain in sensitivity, especially at low WIMP masses, over one-dimensional dark matter detection. = 1 (15) and that in the new variable ρ, the differential rate is a unit density function, of length µ.
Appendix II
Our method for calculating the maximum patch is as follows. A similar scheme is put forth in [16] . Call the set of measured two-dimensional data points on which we wish to determine the maximum patch, D = {(E 1 , cos(ψ) 1 ), ..., (E N , cos(ψ) N )}, where as above, (E 0 , cos(ψ) 0 ) and (E N +1 , cos(ψ) N +1 ) we define to be the upper and lower recoil energy and recoil angle thresholds of our experiment. 4. If there are N p points with an E k such that E i < E k < E j , make a list of them, P = {(E 0 , cos(ψ) 0 ), ..., (E k , cos(ψ) k ), ..., (E N +1 , cos(ψ) N +1 )} of length N p + 2, ordered in E, adding the points (E 0 , cos(ψ) 0 ) and (E N +1 , cos(ψ) N +1 ) (the threshold points -that's where the +2 comes from in the total number of points in P ) to the front, and back of the list, respectively. Order P by E, calling the new Eordered vector P ′ . Then loop through the intervals [cos(ψ) P ′ ,m , cos(ψ) P ′ ,n ], in P ′ such that m runs from 0 to N p + 2 and n runs from m + 1 to N p + 2, where the subscript (P ′ , m) denotes the m th member of the ordered vector P ′ . Each iteration of this loop will provide a maximum patch candidate with E limits [E i , E j ] and cos(ψ) limits [cos(ψ) P ′ ,m , cos(ψ) P ′ ,n ].
5.
For each of these candidates, check to see if there is a point D ′ d in D ′ such that E i < E d < E j and cos(ψ) P ′ ,m < cos(ψ) d < cos(ψ) P ′ ,n . If so, then there is a point inside our patch candidate, which means it is not a maximum patch candidate; throw it out.
6. If a maximum patch candidate has passed all of the above criterion, stick it in a vector of some arbitrary length y. This vector exhausts all possible rectangles in the two-dimensional E-cos(ψ) plane.
7. To find the maximum patch of the data, loop through all of the elements y i of y, and store the largest y i value; this is the maximum patch.
Appendix III Tables I and II below record theĥ c,k (x SI )'s of the maximum patch statistic for k = 1, ..., 100 (ĥ c,0 (x SI ) is 0 for all maximum patch values except for the patch equal to the total number of expected events). The maximum patch CDF is computed by interpolating these points into smooth curves and using them to evaluate equation 9. Note that the smoothed curves obtained from the tables are functions of (y/µ), the maximum patch value divided by the total number of expected events. The work in this paper was done using 200 CDFs in the sum of equation 9.
In Tables I and II , a deviation from a cumulative probability of 100% for (y/µ) = 1 is observed at the 0.1% level for µ = 67 and greater. The reader is advised to use the tables below only for µ = 50 or less, where they have been verified to give correct coverage at the 1% level.
The reader is cautioned that these tables were generated using a unit density, uniformly distributed theoretical function as input, and thus cannot be directly applied, as in the maximum gap case, to data to obtain an upper limit. The data must be transformed such that it is uniformly distributed assuming a given model as its true distribution. The necessary transformation can be found in Appendix C of [16] . This subtlety can be avoided by generating a set of CDFs for every parameter change in the theoretical model considered for the data, but in most applications this will be prohibitively computationally intensive. (xSI)'s of section IV A) given an observation of n = 1, ..., 54 events. These values of the CDFs are given as a function of the observed maximum patch divided by the total expected number of events. Upper limits can be set on two-dimensional data with these tabulated CDFs following the recipe laid out in section IV C.
(y/µ) n=1 n=2 n=3 n=4 n=5 n=6 n=7 n=8 n=9 n=10 n=11 n=12 n=13 n=14 n=15 n=16 n=17 n=18 ≤ 0.17 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.20 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.002 0.004 0.006 0.013 0.022 0.038 0.24 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.003 0.008 0.017 0.030 0.056 0.093 0.141 0.192 0.251 0.28 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.011 0.024 0.047 0.081 0.131 0.188 0.263 0.339 0.420 0.483 0.556 0.32 0.000 0.000 0.000 0.000 0.002 0. 0.368 0.705 0.877 0.953 0.989 0.997 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.84 0.471 0.801 0.935 0.980 0.996 0.998 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.88 0.581 0.883 0.969 0.995 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.92 0.717 0.946 0.991 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.96 0.859 0.985 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.00 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 (y/µ) n=19 n=20 n=21 n=22 n=23 n=24 n=25 n=26 n=27 n=28 n=29 n=30 n=31 n=32 n=33 n=34 n=35 n=36 ≤0.10 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.12 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.002 0.003 0.003 0.007 0.14 0.000 0.000 0.000 0.000 0.000 0.001 0.002 0.002 0.003 0.006 0.009 0. 0.931 0.950 0.963 0.972 0.977 0.981 0.988 0.990 0.993 0.995 0.996 0.998 0.999 1.000 1.000 1.000 1.000 1.000 0.38 0.960 0.975 0.982 0.987 0.990 0.991 0.995 0.996 0.998 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.40 0.979 0.986 0.991 0.994 0.995 0.997 0.999 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 ≥0.42 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 (y/µ) n=37 n=38 n=39 n=40 n=41 n=42 n=43 n=44 n=45 n=46 n=47 n=48 n=49 n=50 n=51 n=52 n=53 n=54 ≤0.08 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.10 0.000 0.000 0.000 0.000 0.001 0.001 0.001 0.001 0.002 0.002 0.004 0.005 0.008 0.011 0.013 0.017 0.022 0.034 0. .000 ≥0.30 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 of maximum patch CDF's (theĥ c,k (xSI)'s of section IV A) given an observation of n = 55, ..., 100 events. These values of the CDFs are given as a function of the observed maximum patch divided by the total expected number of events. Upper limits can be set on two-dimensional data with these tabulated CDFs following the recipe laid out in section IV C.
