Abstract
Introduction
Various methods exist to represent discrete functions. Among them, graph based representations such as BDDs (binary decision diagrams) are extensively used in logic synthesis, test, and verification (41. Multiple-valued decision diagrams (MDDs) are multiple-valued extensions of BDDs, and have been used to design logic networks [14, 8, 5 , 9, 101 . Recently, McGeer et al. developed a logic simulator based on They showed that the MDD based simufaster than a conventional one. Their method is summarized as follows:
1. Represent a given logic function by a BDD.
Group k variables into a single 2'-valued variable
forming an MDD from the BDD. Each node in the MDD has 2k children. We assume that n = rk is the number of input variables, where k 2 2 is a constant.
Translate the MDD into a table on which function
evaluation is performed by a sequence of address
lookups.
An advantage of the MDD is a reduction in memory accesses needed to evaluate it compared with the BDD from which it was derived. Indeed, grouping k binary inputs together to form a single MDD variable reduces computation time by a factor of k. However, there is a tradeoff. Since each group of k binary variables can assume 2k possible values, the size of the MDD tends
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to increase by a factor approaching 2k. [12] claims that k = 5 gives the best performance for their prototype simulator. However, they did not show any theoretical or experimental justification.
To represent a logic function efficiently, it is essential to reduce the number of nodes in its MDD. Three methods exist. In this paper, we consider a method of representation for multiple-output functions by MDDs, where k = 2, i.e., each MDD variable is 4-valued. Specifically, we consider a method for pairing input variables and pairing output functions to reduce the number of nodes.
We considered the case k = 2 for the following reason:
1. When k = 2, a node for a 4-valued MDD is realized by a "4 to 1 multiplexer," which is available in a CMOS gate array library. Its cost is 4 times that of a 2-input NAND gate [7] . Also, a node for a 4-valued MDD is realized by a 6-input LUT (look-up 
This is the Shannon expansion with respect to X I .
In the derivations that follow, it is convenient tal let xi represent a two-valued variable and to let X i 
Definition 2.3 Let f be afunction. The set of input variables on which f depends is the support o f f , anal is denoted as Support(f).
since f is two distinct ones, 5 3 @ 5 4 and 3 3 @ 2 4 @ 1. Thus, p = 2, and there are two non-terminal nodes at the second level. This is shown in Fig. 2.3 . Further, in the multiple-valued version of a function f , represented as ~( X I~X~~. . .~X , . ) , whereX1 = (xj,xj), therewillalso be p nodes. In our running example, there are two nodes at the X2 level in Fig. 2.4 , which is an MDD representation of the BDD in Fig. 2.3 . This shows that a grouping in the BDD that reduces nodes tends to reduce nodes in the equivalent MDD. If p 5 3, then (xi,xj) is a candidate pair. It is clear that if f is partially symmetric with respect to xi and xi, then P I 3. MDDs may share subgraphs. Above the root nodes, the output selection variables are used. The advantage of this data structure for use in a simulator is that the sizes of MDDs are relatively small. The disa.dvantage is that we need to evaluate MDDs m times. This is because the MDD produces only one output for each assignment of values to the output selection variables. Its use in a simulation package requires the production of all outputs sequentially, and this results iin a slow response time. Table 4 .1.
Definition 2.4 A multi-valued decision diagramL (MOD) is a generalization of a binary decision di-. agram (BDD

(End of Example)
The above example shows a case where an MTBDD represents functions efficiently. However, the next ex- 
.5, the SB13D is simple, but the MTBDD is the complete tree for three variables. (End of Example)
The above example suggests that a conversion from an SBDD to an MTBDD may increase the size of the structure exponentially. Note that, on the other hand, a conversion from an MTBDD to an SBDD can increase! nodes by at most m times, where m is the number of outputs. Experimental results show that, in many cases, when m is large, the size of an MTBDD is laraeir than the size of the eauivalent SBDD. The numbir of nodes tends to be la;ger than the equivalent SM DD. Fig. 4 .6 shows the general structure of an MDD with output selection variables. This data structure is the same as the SMDD, except that the output selection variables are interchanged with the input variables. Also, in this case, we need additional time to select the output functions. However, the time to evaluate m outputs can be less than that of the equivalent SMDD, if we use a special technique in a simulation program. Fig. 4.7 shows the general structure of a shared MTMDD SMTMDD). This data structure is a com-MDD, the output selection variables select a set of outputs in this example, two), and each MDD for gi 
MDD with Output Selection Vari-
Shared MTMDD
Strategies for Grouping Output Functions
Consider an MTMDD for two-output function (fi, fj). In general, the MTMDD has ( O , O ) , (0, l), (1,0), and (1,l) as terminal nodes. However if f i fj = 0, then 1,l) never appears as a terminal node in the MTMD 6 for (fi, f j ) . Thus, this grouping of the out- 
Grouping and Ordering of Input Vari-
