Semi-automated object segmentation is an important step in the cinema post-production workflow. We propose a dense motion based segmentation process that employs sparse feature based trajectories estimated across a long sequence of frames, articulated with a Bayesian framework. The algorithm first classifies the sparse trajectories into sparsely defined objects. Then the sparse object trajectories together with motion model side information are used to generate a dense object segmentation of each video frame. Unlike previous work, we do not use the sparse trajectories only to propose motion models, but instead use their position and motion throughout the sequence as part of the classification of pixels in the second step. Furthermore, we introduce novel colour and motion priors that employ the sparse trajectories to make explicit the spatiotemporal smoothness constraints important for long term motion segmentation.
INTRODUCTION
Motion segmentation is the problem of finding independently moving objects in a video sequence. The problem has received a great deal of attention in the literature as it is important for many video applications, such as surveillance and video object detection/editing/matting. A robust solution remains elusive when used for dynamic scenes containing both camera and multiple object motion especially non-rigid motion.
Current motion segmentation methods can be categorized through the use of a sparse or dense motion field to produce a sparse or dense final segmentation result. Wang and Adelson [1] were the first to propose the elements of the dense approach by computing a parametric motion model for each layer in an image sequence based on 2D optical flow. Pixels were assigned to layers depending on their fit to the motion in that layer. Since then others have proposed variants of this paradigm, sometimes employing colour information as well, and certainly within a Bayesian framework [2] . Problems with this class of methods can be related to problems in estimating a reliable dense motion field. It is well known that optic flow is not defined where occlusion occurs, difficult to This work was supported by the Science Foundation Ireland project eLearning, and EU FP7 research project i3DPost. estimate in regions of low texture, and computationally demanding. In a sense, the optic flow is a redundant specification of the underlying motion. Although resulting segmentations are quite usable over 3 or 5 frames, these methods tend to create object layers that are not temporally smooth or consistent in shape over longer periods of time. In contrast it is well known that feature point tracking over long sequences is a better defined problem [3, 4] . However feature tracks are sparsely dispersed over the image sequence. It makes sense then to explore the possibility of using this sparse but confident long term motion information in constraining the segmentation of objects over many frames.
In related work, Pundlik et al [5] propose a segmentation process for motion trajectories alone. Their goal was not to label each pixel (i.e. not a dense segmentation), but instead to label each track from a KLT motion tracker [4] as belonging to the same object (i.e. sparse trajectory segmentation). They approximated the motion of each trajectory bundle (associated with each video object) as an Affine motion and then clustered using Gaussian Mixture models and the EM algorithm. We are interested here in non-rigid motion. That will cause problems for their approach since Affine models do not explain these trajectories robustly.
There are few efforts to combine the long term motion modelling of trajectories (sparse segmentation) with the requirement to generate temporally smooth video object labels at each pixel site (dense segmentation). An exception is the work of Xiao et al [6] . However in that case, the trajectory estimation was employed to propose long term motion models which were then used for frame by frame pixel labeling. The information contained in the location of those trajectories was not exploited. Nevertheless, the important point is that the use of feature point trajectories is a very attractive approach to introducing reliable spatiotemporal information into the motion segmentation problem. Therefore, in this work a unified framework is presented for producing a dense segmentation from a sparse motion field represented by reliable feature point tracks though time. The combined tracks from a SIFT and KLT feature tracker [3, 4] are first used to obtain feature trajectories well distributed throughout each video frame. The SIFT trajectories are of relatively large scale blob type image features, while the KLT trajectories are of smaller scale cor-ner features. Our segmentation process then performs sparse segmentation of the feature trajectories yielding path bundles constituting sparsely defined objects. A dense segmentation of each frame is then performed using the labelled path bundles as priors. The smoothness of the path bundles helps to create confident and smooth segments over time.
It is clear that segmentation is not a well defined problem since this kind of process is unable to define objects at the semantic level. The semi-automated aspect of our work manifests in a requirement for the user to draw rough mattes in a few frames of the sequence for the objects that are required to be segmented. These user matttes yield information about the colour and motion of the required objects, which is then propagated through the sequence. In practice we find that one rough user drawn matte every ten frames is more than sufficient.
BAYESIAN FRAMEWORK
We require to produce a dense motion segmentation from a confident sparse segmentation of image point trajectories. The sparse image point trajectories are also used to determine roughly how many different motions there are in sequence, and how they behave in time. The sparse step therefore involves a motion modelling stage and a trajectory labelling step. The trajectory labels are then used in a dense segmentation step to label all the pixels throughout the sequence. The sparse trajectory labelling and the dense pixel segmentation problems are quite similar, so a unified framework is essential.
Consider that the tth trajectory, X t , starts at frame a t and ends at frame b t . X t is contains the spatial locations (x, y) of each point along that trajectory given as
Consider further that T trajectories {X t } correspond to N objects, undergoing N distinct motions relative to a moving camera, for t = 1, . . . , T. Define the object label for {X t } as L t ∈ 1, . . . , N. After trajectory labelling, the motion models along with the spatial locations of the trajectories are used to assign labels to each pixel in the sequence. In order to exploit the similarities in the sparse and dense labelling process to propose a condensed framework notation, we define the label of the pixel at site s in an image frame f as L f,s ∈ 1, . . . , N. In general, a label will be referred to as L ξ where ξ = (f, s) or t will clarify the context as appropriate, but note that labels are always ∈ 1, . . . N.
Proceeding in a Bayesian fashion, the pdf of the label field L ξ can be written as follows.
where p x (X t |·) is the likelihood of the trajectory X t following the motion model defined by a particular label L ξ and p s (·) is a smoothness prior for the label field defined by a 3D MRF. In the case of trajectory labelling, the MRF is defined on a novel sparse non-rectangular grid created by the Delaunay triangulation of the points in each frame that intersect the various trajectories. For dense labelling the MRF is defined in the usual way on the dense and rectangular pixel grid. p i (·) is a colour likelihood based on a crude clustering model (chosen for expediency in this case), defined implicitly when the user draws a rough matte around the object to be segmented in one frame in the sequence. Determining Scene Objects (N ): Clearly, the number of objects N is unknown for an arbitrary sequence. There might be a mixture of rigid and non-rigid objects, with the physical transformation of a non-rigid object causing it to appear as several different objects. Several robust techniques have been developed to determine N in scenes with only rigid objects [7] . However, there are few attempts at determining N in scenes with non-rigid objects. Here we exploit the trajectory factorization method of Costeira et al. [8] , to project the spatial locations of all X t onto a space of dimension R 2F , where F is the number of frames in the sequence. The reader is referred to [8] for details on the extraction of these basis trajectory vectors d k where k = 1 : 2F . We then express each trajectory X t as a linear combination of basis vectors d k , in which the coefficients of the linear expansion are expressed as a vector v t . Vectors for trajectories that do not extend over the entire length of the sequence are augmented with 0's where there is no overlap. The Mean Shift method is then used to cluster these v t using a kernel with a bandwidth that is half the standard deviation of the distribution of the coefficients along each dimension. This yields an initial value of N from the number of clusters and also achieve a simple, segmentation of the T trajectories into N motion based objects. We define these trajectory segments as trajectory bundles.
To avoid over segmentation, we then merge the trajectory bundles based on the motion of the bundle in each frame. To do this we must define the start frame of the nth bundle a f,f +1 ) for bundle n between frame f and f + 1 is estimated using least squares for all the points in those trajectories in the bundle from f to f + 1; and the set of Affine transformations generated is defined as A n . When there are less than 6 points for f, f + 1 we use translational motion.
To merge bundles, we employ two criteria. In the first, we merge bundles if their motion is similar for some duration along their paths. This criterion will not merge different parts of non-rigid objects. Therefore, in the second criterion, we measure the average separation between trajectories in bundles n and j along their path, and the average direction using the actual displacement vectors between each frame pair along the paths. Assuming that bundles that remain separated roughly by the same amount and moving roughly in the same direction, indicate they are part of the same object, we merge these bundles. Bundles are merged if 70% of the trajectories in a bundle have a mean separation ≤ 2 pixels and a direction difference ≤ 6
• . After merging, the number of bundles indicates the value of N that we use for the next step. In addition, we have an initial labelling of the sparse trajectories L 0 t , and corresponding temporal Affine motion models A n . We will refer to the labelled motion trajectory bundles as sparse objects. Given N and L 0 t we can now proceed to generate a MAP estimate for the sparse and then dense label fields.
Sparse Trajectory Segmentation
For a particular trajectory X t the likelihood p x (·|·) is defined in terms of the euclidean distance between the predicted position of each point in X t given the motion model A n , and the actual location of the points on the path. Hence trajectories that move in the manner of A i are likely to belong to object i.
Where μ j , σ 2 j are the mean and variance of these mismatch errors estimated over the trajectories in the nth sparse object.
The prior for the sparse field L t is defined as an MRF with the usual Gibbs distribution, but with hyperparameters proportional to the euclidean distance between the site of the current label and the sites of labels in the neighbourhood L ∼ξ . The frame neighbourhood is extracted by Delaunay triangulation of the feature points in that frame, using only the nodes connected to the current site by one edge link [9] . Of course the frame neighbourhood of a trajectory t will change as the path moves through the frames. The neighbourhood used here is therefore the concatenation of all the neighbourhoods through all the frames for this path X t . In this step we only wish to segment based on motion, hence the colour likelihood p i (I|·) is constant.
We employ the Graph Cuts (GC) algorithm with α expansions to generate the MAP estimate for L t using these energies. We find it expedient to perform a merge step (as in the previous section) after GC to smooth the group membership further. We iterate these GC/Merge steps until no further merging is possible. This takes no more than 5 iterations on the examples shown.
Semi-Automatic Dense Segmentation
The user is required to draw a matte around the object(s) of interest (foreground) in one frame of the sequence, in effect selecting certain motion models A i and colours. Each label now indicates a single object that will consist of a series of motion models grouped by that matte. For expediency, in order to model the object colours, we introduce a crude but novel colour space to assist in the clustering of colours within the user matte. Given a colour sample at site s is I(s) = [r s , g s , b s ] the colour space is divided into 13 rank order wedges. A wedge is defined in terms of the sorting of the colour components e.g. r > g > b defines wedge 1, r > b > g defines wedge 2 and so on. The pixels within the user matte are therefore clustered according to their membership of these 13 wedges. Hence we derive 13 clusters for each of the foreground and background regions represented by colour samples from the pixels within each region. This clustering process has the advantage of being simple, nonparametric and consistently defines the object over time, although it might be poor at discrimination in general. This idea applied to the user matte gives a non-parametric colour model for the objects.
The likelihood p x (X t |L f,s ) is defined at site s using the minimum DFD Δ f,s in the forward and backward direction over the motion models indicated by the label L f,s . Hence Again we employ the Graph Cuts (GC) algorithm with α expansions to generate the MAP estimate for L f,s using these energies.
DISCUSSION/CONCLUSION
Our algorithms were tested on two sequences, selected frames are shown in Fig 1. Triniman (97 frames Fig 1 top) shows a dynamic outdoor scene recorded with a hand-held camcorder. The challenge in producing a good dense segmentation here is that there are several non-rigid motions associated with the background and the required foreground regions. In the background there are swaying tree branches and the actor himself is not rigid. The sparse segmentation step produced 11 distinct motion bundles. Artbeats SP128: (97 frames Fig 1 bottom) of an American football game has significant amounts of rapid object motion. The goal here is foreground/background separation with the two foreground objects uniquely tracked and segmented. The complexity of motion here is highlighted because 35 motion bundles were selected from the sparse step in comparison to the much simpler Triniman sequence. We compared the resulting 87 and 80 estimated mattes for the two sequences respectively with manually segmented mattes in both cases and our correct detection rate per pixel was 99.7%, and 97.2%. The false alarm rate was 0.3%, and 0.3%. This is evidence of a usable process. What is very important is that because we use trajectories for segmentation, we do not have problems with moving objects temporarily becoming stationary. The Figure shows segmented motion bundles superimposed on the orginal images, as well as the dense mattes estimated. Video of all results can be seen at www.sigmedia.tv/misc/icip2010. We have presented a framework for combining sparse trajectory segmentation with dense segmentation strategies for achieving video object segmentation using motion. The use of long term motion trajectories is a powerful mechanism for imposing reliable temporal smoothness. The integration of the semi-automatic stage resolves issues of semantic knowledge and results in a usable process for post-production. This kind of trajectory enhanced pixel segmentation idea holds much potential for future work and our current activities centre on more efficient implementations.
