In a symposium on hyperfunctions and partial differential equations held at Research Institute for Mathematical Science, Okamoto introduced the following Helgason's conjecture: Any simultaneous eigenfunction of the invariant differential operators of a Riemannian symmetric space of non-compact type has a Poisson integral representation of a hyperfunction on its maximal boundary. There had been several affirmative results in some cases. But the method used there was hard to apply to general cases. On the other hand, taking this introduction by Okamoto, we constructed the concept of boundary value problems for differential equations with regular singularities in [5] to solve this conjecture and then it was completely solved in [4] .
the set of strictly positive integers, Q (resp. R, resp. C) the field of rational (resp. real, resp. complex) numbers and R + the multiplicative group of strictly positive real numbers.
Let n be a non-negative integer, X a domain in C 1+w (or a (1 -f n)-dimensional complex manifold) and 7 a 1-codimensional closed submanifold of X. Then for any point p of X there exists a local coordinate system (r, x) = (f, x l9 ---, x,,) defined in a neighborhood U of p such that
Unless otherwise stated, we use the above local coordinate system (f, x) and do not write U. Moreover in many cases in this section we may assume X = U because our concerns are reduced to essentially local problems. Let 0(X) (resp. 0 (7)) denote the ring of holomorphic functions on X (resp. 7) and &(X) the ring of holomorphic differential operators on X which are of finite order. For simplicity we use the following notation For a multi-index a = (a ls ---, a, 7 )e JV" we denote 9 f] of (T, £) with coefficients in 0(X). If cr m (P)^0, m is called the order of P (or ord (P)) and cr m (P) is called the principal symbol of P (or cr(P)). Furthermore we denote by @ (m) (X) the module of differential operators in @(X) whose order are at most m.
The following lemma is easy but will be frequently used. 4) tD, = t'D,. 9 Le.e = -if t = t".
Proof. 1) For a function $(t, x)
2) We will prove the equation by the induction on k. Since it is clear when k = l, we have by the induction hypothesis = t0r 1 
-t(0-l)r l -t(&-k+l)r l -tD t
3) The equation reduces to 1) when k=l. Using the induction on k, we have 4) Since T = kt fk '\D tf = kt fk - 1 
D t and t'D t , = k't' k D t = ktD T .
Q.E.D.
Now we prepare the following lemma to define differential operators with regular singularities. (m) using the notation in the lemma. Here we remark that if we put 0 = 1, it is clear that a(x, s) is uniquely determined. Moreover the condition b) says that is a subalgebra of @(X) and that the map defines a C-algebra homomorphism. Now we denote by &y(X) the subalgebra of @$(X) generated by ®$(X) fl @™(X) ( = {Pe ®v\X)\ ff 1 (P)| y = 0}). imply the equivalence of the condition P e %(X) and the condition that P has the form (1.7). Hence a) is equivalent to c) because a*(P)= X c k0 (Q 9 x)s k .
Lemma 1.2. For a differential operator Pe&
(
R(t, x; D t , D x ) = P(t, x; D t , D x )-a(x, 0), we have only to prove that R has the form R(t, x ; D t , D x ) = tQ(t, x ; 0, D x ). Since for any $ e &(X)
=
k=0 '
Remark 1.5. Suppose a differential operator P has R.S. in the weak sense. Then if we put t = t' k for a sufficiently large fc, then P has R.S. in the coordinate system (*', x). In fact if P is of the form (1.3), then
Hence P is of the form (1.6) and a(x, s) changes into a( x, -j-J by the transformation (r, x)=(r /fc , x). Before the proof of the theorem we give a remark which will be easily seen by our proof. It will not be referred later and the precise argument is left to reader's exercise.
Remark 2.2. 1) The number K 0 in the theorem depends only on det (tr m / +m^( P fj -)) and moreover the assumption that the coefficients of P tj of order less than m-+ m"j are holomorphic only on U KtL in place of X is sufficient to assure that the map (2.1) is a surjective homeomorphism.
2) Suppose that we omit the condition c) in the theorem. Then if we put
(Here the condition q) equals to the condition r = 0 
and hence 1-1
Here we remark that the condition (A.I) implies
First we want to prove that the map (2.7) is injective. Suppose Pw=0. Then (2.8) shows
which means w 0 = 0 because of (2.9). By (2.8) and the induction on / we have and hence (2.9) proves u t = 0. Therefore (2.7) is injective, which assures that (2.1) is also injective. Next we want to prove the surjectivity of the map (2.1). Let Using the diagonal matrices E (1) and £ (2) with the i-th diagonal components (0 + l) m~m i and ((9 + l) m s respectively, we put (2.10) P"
Here we remark that £ (1) defines an injective transformation on (P N , which is clear by the same argument as before. Hence if P" defines a surjective transformation on &(U K>L ) N we can conclude that the map (2.1) is surjective. For simplicity, denoting P" and 2m by P and m, respectively, we may assume the following: We continue the proof of the theorem and the proof of the lemma is given after that. We put
Here we can assume a 0 (x) = l because a 0 ( Thus we have proved $»w.
Next we will construct a solution 0 of (2.21) with the form (j> = (v) 9 where (v)
ys.
denotes the column vector of length JV whose components are the same v in 0.
We assume i? = w(z)t r with a formal power series w of one variable satisfying w » 0.
Let M be a positive number which is larger than the number of the elements of the set {(fc, a)eJV 1+w |/c4-|a|^m, |a|^l|. Then 
We will show (2.25). It is clear when a = 0. Therefore we may assume oc^O. We define ce Rl such that ^i = ^l-(resp. c,-= 0) if oe^O (resp. a f = 0). The following theorem is fundamental in the theory of differential equations. It is an easy corollary of Theorem 2.1 but will not be referred later. Q. E. D.
Corollary 2.6. Let P be a differential operator of order m defined in a neighborhood of U ltL . Assume P has R.S. along V L in the weak sense. Let Si(x),'-, s m (x) be its characteristic exponents. Assume moreover s^xJ^Q and rs v (x)$£Z + for any xeV L and v = 2,---,m under the notation in Theorem 2.4. Then we have the bijections
and
Proof. Under the expression (1. Let M be a (1 + w)-dimensional real analytic manifold and N an n-dimensional submanifold of M. Assume M is devided by N into two connected components M + and M_. We choose a local coordinate system (t, x) = (t, *!,-••, x n ) °f M so that N, M + and M_ are defined by * = 0, *>0 and t<0, respectively. Let Q be a domain in C r . Let P be a differential operator on M with a holomorphic parameter /leO. We assume that there exist a complex neighborhood X of M and a complexification 7 of N in Z such that P can be extended to a holomorphic differential operator on X with a holomorphic parameter A e O. For simplicity we identify P and the extension. We moreover assume that if we regard P as a differential operator on Q x X, P has R.S. along Q x Y. In this case a differential operator P on M is said to have R.S. along N. We assume that any characteristic exponents of P does not depend on x but depends holomorphically on A e Q. We denote the order of P by m and the characteristic exponents by s^A),---, s m (A).
For a real analytic manifold 17, let jf(U) (resp. ff°°(I7), #'(*/) and ^(£7)) denote the linear space of all analytic functions (resp. infinitely differentiable functions, Schwartz's distributions and Sato's hyperfunctions) on U. If & is jaf, ^f 00 , ^' or # and Wis a subset of [/, then we set | supp/is compact} .
Let n&(M) denote the linear space of all hyperfunctions on M with a holomorphic parameter A 6 O, that is, , with In this section we always use the above notation and assume that P is the above differential operator. Then the following theorem is essential to define the boundary values of the solutions of the equation Pw = 0. To prove the theorem we prepare :
Under the same assumption as in Theorem 3.1, the following maps are bijective,
Proof. Let P* be the adjoint operator of P. Put follows from the same property of (3.3).
Under the above notation we assume fe Q^P (M + ). Then P(d^.g) = 5^(Pg) = 0 and supp B^g c Q x N for i = l,---, r. Hence the injectivity of (3.3) implies 3 A .0=0. Thus we can conclude that the map (3.1) is bijective.
In the same way as above we can prove that the map (3. In fact, since s f (A) is a characteristic exponent of P, P is of the form P = (<9 -Sj ( Here t*+ is a distribution-valued meromorphic function of s whose poles are negative integers (cf. [1] , [8] ). In general for analytic functions /(A, t, x) and s(/l), where s(A) is never equal to any negative integer, Q. E. D.
, t, xy)+s(X)f)&\ )t^\
The following theorem relates to the induced equations on the boundary. where P is identified with the scalar matrix whose diagonal components equal P. We will retain the same notation which was used to define the boundary value. The following theorem is used to define the boundary value globally on a manifold. Proof. 
