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1. INTRODUCTION 
In this paper we prove two theorems in ordinary differential equations which 
are related to a problem in hyperbolic conservation laws. Consider the system 
of n conservation laws 
ut +f(& = 0. (l-1) 
The problem is to show that a simple shock-wave solution 
24(x, t) = ;” ’ x < st, 
YP x > st, 
of (1.1) is the limit of traveling wave solutions of the corresponding viscous 
equation 
Ut + f(u), = Pxx’ CL > 0, (l-3) 
if and only if the shock wave satisfies a certain condition known as the entropy 
condition. The problem was formulated by Gel’fand [6] who showed that it 
was equivalent to a problem in ordinary differential equations. 
The first approach to the problem was by Foy [5]. He showed by using a 
constructive method that if system (1.1) is genuinely nonlinear then sufficiently 
weak shocks which satisfy the entropy condition are the limits of traveling wave 
solutions of (1.3). His result is a local one. In [2] Conley and Smoller consider 
a system of two equations (1.1) and by using a geometric method obtain a global 
result. In later papers [3, 41, they show that the geometric method can also be 
used to prove Foy’s n-dimensional theorem. A paper of Liu [ll] on the two- 
dimensional system applies the Conley-Smoller approach [2] to prove a global 
result without assuming the system is genuinely nonlinear. 
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In this paper we make use of both the constructive method of Foy and the 
geometric method of Conley and Smoller. In Section 2 we prove a theorem in 
ordinary differential equations which is a generalization of Foy’s result. In 
Section 3 we prove an n-dimensional global theorem in ordinary differential 
equations which generalizes a two-dimensional result of Conley and Smoller 
[2]. We remark tht a crucial assumption in Conley and Smoller’s proof of the 
two-dimensional result does not always hold. In Section 4 we apply the theorem 
of Section 2 to the problem in hyperbolic conservation laws. The result is that 
sufficiently weak shocks are the limits of traveling wave solutions of viscous 
equation (1.3) if and only if they satisfy Liu’s entropy condition [9, lo]. For an 
application of the theorem of Section 3 to hyperbolic conservation laws when 
n = 2 see [2, Ill. 
2. A LOCAL THEOREM 
We consider a C2 n-dimensional vector field X(x) with a critical point at the 
origin x = 0. The function x”(x) is bounded in a neighborhood of zero. Taking 
1 x ] = sup{ 1 xi j, 1 < i < n}, we shall assume that 
(2-l) 
We also suppose that X’(0) is diagonal with real eigenvalues h, ,..., h, . Thus 
when x is close to zero we can write the vector field approximately as 
X(x) = A,x,e, + h,x,e, + .-* + h,x,e, . (2.2) 
where e, ,..., e, are unit vectors in the direction of increasing xi ,..., x, , respec- 
tively. If all the hi , 1 < i < n, are nonzero then the Lyapunov theory tells us 
how the trajectories of the vector field behave in a neighborhood of zero. Here 
we demand that X, ,..., h,-, be nonzero but allow h, to be as small as we please 
and in fact to be zero. Hence we demand 
The fact that h, can be as small as we please allows the possibility of other 
critical points of X(x) close to x = 0. Our first task is to identify these critical 
points. Evidently they must lie close to the x, axis. We consider the set of x 
such that X(x) is parallel to e, . Hence we wish to solve 
X,(x) = 0 )..., X,-,(x) = 0. (2.4) 
By virtue of (2. I), (2.3), and the implicit function theorem we can state the follow- 
ing lemma: 
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LEMMA 2.1. There me constants S&n, M), A@, M) > 0 depending om’y on m 
and M such that the solutions of (2.4) in ) x 1 < 6,(m, M) can be written as x1 A 
71(%),-v x,-, = ~,-l(x,), Thefunctions qr(xn),j = l,..., ?t - 1, ure C2functions 
with domain ( x, 1 < S,(m, M) and satisfy 
SUP I 7l(%)l d 4% M), j = l,..., n - 1. (2.5) 
We put 
J471(34,...~ 7n-1(4, x,) = 44 e, . (2.6) 
Clearly the function c(x,) is Cz in 1 x, 1 < 6&z, 44) and satisfies 
c(0) = 0, t’(0) = A, , “P I c’(%Jl < 4% q. (2.7) 
Critical points of X(x) close to x = 0 correspond to zeros of the function c(x,). 
We can now state the theorem we wish to prove: 
THEOREM 2.2. There is a constant 8(m, M) > 0 depending only ou m and M 
with the fobwing properties: Suppose 0 < P < 8, C(C) = 0 and c(x,) > 0, 
0 ‘< x, -C E. Then there is a unique trajectory of the vector field contained in a 8 
nezghburhood of 0 joining the critical points 0 and (74~),..., 7,Jc), e). 
We shall prove the theorem in a series of steps. First we put the differential 
equation dx/dt = X(x) into the canonical form 
hf 78-l 
- = hf[xf - 7&n)l + C af&)[xj - 7k41, dt 
i = l,..., n - 1, (2.8) 
j=l 
dx,- n-1 
dt - C(%) + c W[% - 7rh)J j.=l 
The functions a&), bi( x are Cl functions in ) x 1 < 8,(m, M) and satisfy ) 
a,(O) = b,(O) = 0, sup{1 4&)l, I a;(4l> G 0, M), z.,j=l n-l. ,-**, 
(2.10) 
We are interested in the situation where another critical point of X(x) occurs 
in the neighborhood ) x I < S,(m, M). It follows that A, is bounded by a func- 
tion of m, M. In that case we can find S,(m, M) > 0 such that the following 
inequalities hold in ( x ( < 6,(m, M): 
m 
sup{1 fJf5W I WI1 G qn _ 1) I i,j= 1 ,-**, n - 1, (2.11) 
sup I7Xdl + sup I44llm < l/3, i = l,..., n - 1. (2.12) 
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Now suppose E < 6,(m, M), c(e) = 0 and c(x,J > 0, 0 < x, < E. We consider 
the set 
B = {X: 0 < X, < E, / hi / 1 Xi - Ti(xfi)l < C(Xn), i = 1,.**9 n - I}, 
which we may assume is contained in 1 x ( ,( 6,(m, M). By virtue of (2.11), 
(2.12) this set is an isolating block (see [4]) for the vector field X(x) and contains 
the critical points 0 and (or,..., q,-,(r), c). Thus it seems reasonable that we 
could assert the existence of a trajectory joining the two critical points by 
applying the Conley-Smoller approach [4] to B. Instead of this we claim that 
the set B is exactly the set within which we can find the trajectory by the con- 
structive method of Foy [5]. 
Let E be the space of functionsg(Q = (gI(&..., gn(E)) defined and continuous 
on the open interval (0, e) such that gi(E)/c(Q, i = l,..., n. - 1, and g,(f) are 
uniformly bounded. For g E E we define the norm (1 g Ilco of g to be 
lldla = suP{2 Ign(E)I, I 4 I I~i(E)/4E)I~ i = l,..., 12 - l;O<t<c}. (2.13) 
With this norm E becomes a Banach space which we denote by E, . Let S be 
the unit ball in E, . We aim to define a mapping T on S such that fixed points 
of the mapping correspond to trajectories of the vector field contained in B 
which join the two critical points. 
We define the function xJt) corresponding to g(t) in S by 
dxn 2; = P + &(4144~ x,(O) = ; E. (2.14) 
Evidently xl(t) is monotonic increasing on (- 00, CO) and satisfies x,( - co) = 0, 
x,( co) = l . Thus for each g( 6) in S we have defined a change of variables from 
4 to t. Now we put x(t) = (xl(t) ,..., x,-r (t), x,(t)), where x,(t), i = l,..., n - 1, 
is defined (in the 6 variable) by 
Xict) = do + 17&3, i = l,..., n - 1. (2.15) 
Then the curve x(t), --co < t < co, always lies inside B and joins the critical 
points 0 and (Q(G),..., T+~(E), c). On the other hand, in view of (2.1 l), if x(t) is a 
trajectory of the vector field lying in B and joining the critical points then x(t) 
corresponds via (2.14) (2.15) to some g(t) in S. 
Suppose x(t) corresponds to g(f) in S. We define Hxj(t), i = l,..., n - 1, as 
the solution of (2.8). Thus 
n-1 
Hxi(t) = Airli(xn(t)) - GIAi C aij(x(t)>[xj(t) - ?j(xn(t))17 (2.16) 
j=l 
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where the operators Ai , i = l,..., n - 1, on bounded continuous functions 
h(t) with domain - co < t < 00 are defined by 
A&(t) = Ai irn eAJ%(s) ds (Ai >01, 
A,h(t) = --A$ J-;m eA+)h(s) ds 
(2.17) 
(A, < 0). 
In (2.16) we can change the t variable to 5. In that case we have the following 
lemma. 
LEMMA 2.3. The functions Hxa(E), i = l,..., n - 1, kzt;sfr 
I hi I I fw3 - %(Ol G 407 0 < .$ < E, i = l,..., n - 1. 
Proof. The proof is based on two elementary inequalities obtained by 
integration by parts. If we regard Ai as acting on functions h(t) then we have 
W4 - 1%) < (1 + sup I g&4) 44% 
A,&) < suP 1 “@)I U& - l)(5) + c(E). 
(2.18) 
’ IhI 
It follows from (2.18) that 
UA, - l>(S) d [Cl + sup I g&N-l - sup I c’(~)l/l hi II-’ c(4), 
(2.19) 
A&) d (1 + sup I g,(pN-W + sup I g&W - sup I c’(~)l/l Ai II-’ c(E). 
From (2.16) we have 
n-1 
WWS) - nil = Wi - 1) 43 - Ai C ~,&(E>)[~j(O - ~i(l>l. (2.20) j=l 
In view of (2.11), (2.20) implies that 
I & I I Hx,(f) - ~4~31 < SUP I d(p)1 &(A< - l)(5) + &‘&c(&* (2.21) 
The conclusion of the lemma then follows from (2.19) and (2.12). Q.E.D. 
Lemma 2.3 enables us to define the mapping T. We put 
Tg,(t) = f&(0 - v&f)- i = l,..., n - 1. (2.22) 
Let%t y(5) = (f&(5),..., f&-,(t), t) we put 
n-1 
T&3 40 = C W(5))[~xi(5) - d% (2.23) 
3-l 
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Evidently T maps S into S and fixed points of T correspond to trajectories of 
the vector field inside B which join the critical points. We wish to show that 
T is continuous. Suppose g(f) and-f([) are in S, xi(t), i = I,..., n - I, corre- 
sponds via (2.15) to g(t), and yi(&, i = l,..., n - 1, corresponds in a similar 
way to f(E). When we write Hxi([) then we mean the function Hx~(.$) defined 
by (2.16) and the change of variables t ++ 6 corresponding to g(E). When we 
write I$,(() we mean the function Hy,(Q defined by (2.16) and the change of 
variables t tf 5 corresponding to f(l). We have the following lemma. 
LEMMA 2.4. Let q(f), i = l,..., n - 1, and yi([), i = l,..., n - 1, corre- 
spond via (2.15) tog(t) andf(t) in S, respectively. Then there is u constant A(m, M) 
depending only on m, M such that 
I hi I I f&(t) - ffy&7l < A(m, M)Ilg -film c(5), 0 < E -=c E, i = I,..., 12 - 1. 
(2.24) 
Proof. We only consider the case where Q(X) = 0, i, j = I,..., n - 1. 
The result for the more general situation follows on using inequalities (2.10), 
(2.19). Thus we have on integration by parts 
- exp --Xi 
[ I 
dr 
CD (1 + f&N c(y) 11 dp9 
(2.25) 
where we have assumed Ai > 0. Let 01 > 0 and 
Then we have 
4% 5) < (1 - SUP I C’(PM hi I>-’ 
x L1 + suP I “(P)l(l - (l + a)suP I “(P)lll hi l>-Y1 + a)/I h I] 45>* 
(2.27) 
Inequality (2.27) is proved in a similar fashion to (2.19). Now the right-hand 
side of (2.25) can be estimated just like (2.26) and so we obtain (2.24). Q.E.D. 
From Lemma 2.4 we see that there is a constant A(m, M) depending only on 
m, iI such that for g(t) and f (6) in S we have 
II T.(5) - Tf(OL G A@, Nllg -f IL. (2.28) 
Thus T is continuous. It is not difficult to see that if we choose 6,(m, M) suffi- 
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ciently small then d(m, 44) is less than 1 and consequently T is a contraction. 
It follows that T has a unique fixed point in S. We have therefore shown that 
there is a unique trajectory of the vector field contained in B which joins the 
two critical points. 
Let B(S,) be defined just like B except with the condition 0 < x, < c replaced 
by -8, < x, < 6,. Evidently the trajectory is also unique within the set 
B(6,). The following lemma then completes the proof of the theorem. 
LEMMA 2.5. The constant 6,(m, M) can be chosen su$%iently small so that the 
trajectory of the oector $eld through any point not in B(6,) must go outside the 6, 
neighbor~od of the or&h. 
Proof. We use the Lyapunov function 
V(x) = sup{/ hi ( 1 xi - ~~(x,)(: 1 < i < n - l}. (2.29) 
Suppose that at a point x0 not in B(S,) the supremum in (2.29) is attained either 
as 
w = wi - IliWl (h > 0)s (2.30) 
or as 
v-4 = --h&i - ?rhJl (hi < 0). (2.31) 
Let x(t) be the trajectory of X(x) through the point x,, with x(0) = x0 . We claim 
that 6,(m, M) can be chosen sufficiently small so that V(x(t)) and V(x(t))/ 
c(xn(t)) are increasing for t > 0 and the supremum in (2.29) at x(t) is attained 
either as in (2.30) or (2.31). To prove this let us suppose (2.30) holds. If we put 
V(x) = OLC(X,J with (Y > 1, then in view of (2.11) we have 
(2.32) 
(2.33) 
It is easy to see from (2.32) and (2.33) that our claim is correct. 
Since W(Wo&)> is increasing for t > 0 it follows that x(t) remains outside 
B(6,) for all t >, 0. Hence as t * co x(t) goes outside the 8, neighborhood or else 
tends to one of the critical points inside the 8, neighborhood. In view of the fact 
that V@(t)) > V(x,) the latter case cannot happen. Q.E.D. 
Remark 1. Foy’s result corresponds to c(x,) = X,(E - x,). This case is 
special since the x,* term in ~(3,) now dominates q&J, i = I,..., tl - 1. This 
allows one to construct a less delicate proof than the one put forward here. 
Remurk 2. Conditions (2.11) and (2.12) are rather natural ones to impose on 
the functions 44, h(x), Q(x,), 4~) t o g uarantee that B be an isolating block. 
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Further, we can see from Lemma 2.3 that with just these conditions and the 
differentiability of Q(X), hi(x), the operator T maps S into S. It therefore seems 
reasonable that with these weaker assumptions T should still have a fixed 
point. To prove this.we note that from Lemma 2.3 and (2.8) we have 
I dTg I ----L- <3, i = l,..., n - 1. (2.34) 
We define an infinite sequence of norms 11 Ilm, m = 3, 4,..., on the space E 
where 11 (Im is defined just like II Ilrn except with the interval 0 < .$ < E replaced by 
E/m < 5 < r(1 - I/m). With these norms E becomes a complete countably 
normed space which we denote E, , and S is again the unit ball in E, . One can 
prove the continuity of T on S as a subset of El in a similar way to the proof of 
the continuity of T on S as a subset of E, . From (2.34) it follows that T is also 
compact on S as a subset of E, . Therefore by the Schauder fixed-point theorem 
T has a fixed point in S. 
Hence, with just conditions (2.1 l), (2.12) we have shown that there is a 
trajectory of the vector field inside B joining the two critical points. Now of 
course there is no guarantee that the trajectory is unique, but then a proof of 
the existence of a trajectory based on the fact that B is an isolating block would 
not yield uniqueness either. 
We finally mention that it seems unlikely that the mapping Ton S as a subset 
of E, is compact. 
3. A GLOBAL THEOREM 
We are interested in an n-dimensional C2 vector field X(x) defined in a cube 
contained in the positive cone x > 0. Suppose a = (a, , a2 ,..., a,) > 0 and B is 
the cube B = {x: 0 < xi < aj, i = I,..., n}. We assume that X(x) has critical 
points at 0 and a so that X(0) = X(a) = 0 but that there are no other critical 
points in B. We finally suppose that the off-diagonal terms in the Jacobian 
matrix X’(x) are all positive for every x E B. This is the crucial assumption. 
From it we conclude that for all x E aB, X(x) points into B. Thus if a trajectory 
of the vector field starts off inside B from one of the critical points it must 
remain inside B and consequently go to the other critical point. That is the 
idea of our proof of the following theorem. 
THEOREM 3.1. Let X(x) be un n-dimensional C2 vector Jield defined in the cube 
B = {x: 0 < xi < a,, i = I,..., n> with critical points at 0 and a = (aI ,..., a,) 
but nowhere else. Suppose the ofl-diagonal terms in the Jacobian matrix x’(x) 
are all positive for every x E B. Then ;f the principal eigenvulues of X’(0) and 
X’(u) are nonzero there is a unique trajectory of the vector field contained in B 
which joins 0 to a. 
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We prove Theorem 3.1 in a series of steps. First we prove two local results. 
PROPOSITION 3.2. Let X(x) be a C2 vector field in a neighborhood of x = 0 
such that X(0) = 0 atzd X’(0) k.s all off-diagonal entries positive. Suppose the 
primipal eigenvalue A of X(0) is negative. Then fm any E > 0 there is a 6 > 0 
such that any trajectory x(t) of X(x) which satisfies 
also satisfies 
x(t) > 0, II x(t)ll d ecA+cbt II WI, O<t<ca (3.2) 
Proof. We can choose 6 > 0 sufficiently small so that for some p 2 0 
where A is a positive matrix with principal eigenvalue h + ,.L + z > 0. Hence 
a trajectory x(t) which satisfies (3.1) also obeys the inequality 
O$$+px<Ax, 
provided x(t) remains in the set B(6) = {x >, 0: 11 x (1 < S}. Multiplying (3.4) by 
cut we have 
d 
0 < x [x(t) e’t] < Ax(t) cut. (3.5) 
On integrating (3.5) and using the fact that \I A 11 = X + TV + E it follows that 
II x(t)ll < ecA+‘jt II x(O)ll, 0 < t. (3.6) 
Inequality (3.6) is valid provided x(t) remains in B(6). To ensure that this is the 
case for 0 < t < co we demand that B < j h ( and 6 be chosen sufficiently small 
so that X(x) points into B(S) on the boundaries B(S) n {xi = 0}, i = I,..., n. 
The result then follows. Q.E.D. 
Proposition 3.2 states that if X < 0 then all points close to the critical point 
x = 0 in the positive’cone are attracted to it. Since X < 0 implies that all eigen- 
values of X’(0) have negative real parts, this fact may also be deduced from the 
stable manifold theorem. We wish now to show that if h > 0 there is a unique 
trajectory leaving the critical point and contained in the positive cone. For this 
we need some preliminary lemmas. 
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LEMMA 3.3. Let A be apositive n x n matrix, and let P(t), - 03 < t < 0, be a 
continuous one-parameter family of positive n x n matrices such that 
-SeEtA < P(t) < WA, -oI<t<O, (3.7) 
where 0 < 6 < 1, E > 0. Let h > 0 be the principal eigenvahe of A. Then if 
hS < E the equation 
$ = [A + P(t)], (3.8) 
has a unique solution x(t) such that 11 x(O)11 = 1, x(t) > 0, -CO < t < 0, 
x(-co) = 0. 
Proof. Let 01 > 0 and T(t, CY) the fundamental matrix of (3.8) which satisfies 
T(--01, a) = I. Th en it follows from (3.7) that for --01 < t < 0 
[ 
s 
expA t+a--;(e rt - e-ea)] < T(t, CI) ,( exp A [t + 01 + f  (eCt - e-Eu)], 
(3.9) 
Let r > 0 be the principal eigenvector of A and 1 > 0 be the corresponding 
adjoint eigenvector. We take S to be the set of z > 0 such that (1, z) = 1. We 
wish to show that 
$2 e-AuT(t, a)z = w(t), (3.10) 
where the limit is uniform on any set {-/3 < t < O> x S, with B > 0. 
To do this we write 
where 
T(t, 4 = f Ut, 4, 
?I=0 
and 
So(t, a) = eA(t+a) 
&(t, 4 = 1” eA(t-8)P(s) S,&s, a) ds, 
-01 
Since jl A 11 = h it is easy to see that 
(3.11) 
n > 1. (3.12) 
We show inductively that 
li+i e-%!?,(t, CY)~ = wn(t) 
(3.13) 
(3.14) 
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uniformly in {-/I < t < 0) x S. This is evident for II = 0. Suppose (3.14) 
holds for Sn(t, CX). Then for 0 < y < /I < OL 
e--T3 eA(t-@P(s) e-%Sn(s, a)z ds 
eAft+)P(s) Sn(s, a) ds z. (3.15) 
As OL -+ 00 the first integral in (3.15) tends uniformly in {+I < t < 0} x S to 
I 
t 
eA(t--r)P(s) w,(s) ds. 
--Y 
From (3.13) the second integral is bounded by 
X8 n+1 
t-1 
+w 
E 
Letting y + co we see that (3.14) holds for tl + 1. From (3.9) it is clear that 
w(t) > 0, -co <t<O,and lim,,, w(t) = 0. Hence x(t) = w(t)/11 w(O)]] is a 
solution of (3.8) satisfying the required conditions. To prove uniqueness let us 
suppose r(t) is another such solution. Then for LY > 0, z(a) = y(--ar)/(Z, y(--or)) 
is in S and 
(3.16) 
In view of (3.10) it follows from (3.16) that e+/(Z, ~(--a)) -+ p > 0 as 01+ co 
andpy(t) = w(t). Thus we have x(t) = y(t). This completes the proof. Q.E.D. 
We wish to compare the solutions x(t) of (3.8) given by different matrices 
P(t) satisfying (3.7). For P(t) satisfying (3.7) let 1 P ) be the minimum number 
such that 
-1 P 1 eGtA < P(t) < ) P I etA, --co<t<o. (3.17) 
LEMMA 3.4. Let PI(t), P,(t), --co < t < 0, satisfy (3.7) with corresponding 
unique solutions xl(t) and x$(t) of (3.8) given by Lemma 3.3. Then there is a constant 
M depending only on A such that 
II 4) - %Wll G ,c~M:2;;;c)3 I PI - p2 I tit, -co < t < 0. (3.18) 
Proof. Let S,(P, , t, CJ), n 2 1, i = 1, 2, be defined by (3.12) with Pt in 
place of P. 
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Then it is easy to see that 
< nA IPl - p2 I( 1 
s ?+-l eA(t+“’ __ > E c -a < t < 0, 71 > 1. (3.19) 
Letting w(P, , t), i = 1, 2, be w(t) obtained from (3.10) by putting P = Pi 
we have from (3.19) 
II Wl , t) - f-e,, t>ll d M E(l _ X@)” 1 Pl - P2 I eAt, (3.20) 
where M depends only on A. Now we have x,(t) = w(P, , t)/lj’w(P, , O)ll, and 
from (3.9) 
w(Pi , 0) > e-A6/Fr. (3.21) 
From (3.20) and (3.21) we obtain (3.18). Q.E.D. 
PROPOSITION 3.5. Let X(x) be a C2 vector jield in a neighborhood of x = 0 
such that X(0) = 0 and x’(0) has all off-diagonal entries positive. Suppose the 
prinn’pal eigenvalue A of X’(O) * p zs osa we. Then there is a unique trajectory x(t) of t * 
the vector field, - co < t < 0, which satisfies x(t) > 0, x(- co) = 0. 
Proof. We first show that for any E > 0 there is a 6 > 0 and an M > 0 
such that any trajectory x(t) satisfying the statement of the proposition and 
/I x(O)// < 6 also satisfies 
II x(t)ll < kW-~)t II x(O)ll, -co<t<o. (3.22) 
To do this we choose 6, > 0 sufficiently small so that for some p 3 0 
X(x) + px 3 Ax, x > 0, II x II < 6, ? (3.23) 
where A is a positive matrix with principal eigenvalue A + p - E > 0. Hence 
provided the trajectory x(t) remains in the set B(8,) = {x > 0: )/ x II < S,} it 
satisfies the differential inequality 
dx 
z + P 2 Ax, t < 0, (3.24) 
from whence it follows that 
t < 0. (3.25) 
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It is easy to see that there are constants t,, < 0 and A4 > 0 depending only on A 
such that for any a > 0 
11 e-Atz 11 > Me-cA+u-r)t 11 2 II, t < to. (3.26) 
Inequality (3.22) follows from (3.25) and (3.26) by choosing S < S, sufficiently 
small so that x(t) always lies in B&). 
To complete the proof we proceed as in Section 2. We note that Lemmas 3.3 
and 3.4 hold under the weaker assumption that the off-diagonal entries of A be 
positive and A have positive principal eigenvalue. With 0 < B’ < h and fixed 
6’ > 0 satisfying ha’ < E’ we take S to be the space of solutions x(t), -00 < t < 
0, to (3.8) given by Lemma 3.3, where A = X’(O), I P I < S’, and I] x(O)]1 = 
p > 0. We define the distance between two functions xl(t), x2(t) in S with 
corresponding matrices PI(t), Pz(t) by 
II Xl - x2 Ils = I PI - pz I. (3.27) 
It is clear that with distance function (3.27) S is a complete metric space. We 
define a mapping T on S such that fixed points of the mapping correspond to 
trajectories of the vector field we are looking for. 
Since X(x) is C2 in a neighborhood of 0 we can write it as 
X(x) = x’(O)x + %4(x, 4, (3.28) 
where G(x) is bounded in a neighborhood of 0. For x(t) in S we define Tx(t), 
-co < t < 0, as the unique solution of 
T = [X’(O) + G(x(t)) x(t)] TX, (3.29) 
given by Lemma 3.3 with ]I Tx(O)ll = p. It is evident from Lemma 3.4 that 
provided p is sufficiently small T maps S into S and is a contraction. Hence T has 
a unique fixed point in S. This gives existence of the trajectory x(t). It also 
gives uniqueness since, by virtue of (3.22), S can be chosen so that any appro- 
priate trajectory lies in it. Q.E.D. 
Remark 1. Results similar to Lemma 3.3 and Proposition 3.5 have been 
proved by Hartman and Wintner [7, 81. These results require weaker assump- 
tions but do not give uniqueness. See [1] for a further generalization of Hartman 
and Wintner’s results., 
The following lemma together with the fact that X(x) points inward on aB 
embodies the global information we require to complete the proof of Theorem 3.1 
LEMMA 3.6. Let X(x) satisfy the conditions of Theorem 3.1 and let X’(O) and 
X’(a) have principal eigenvalues h, and h, , respectively. Then either h, < 0 < h, 
orh,tOcAs. 
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Proof. We consider S = {x E B: X(x) is parallel to x}. Hence if x E S then 
X(x) = p(x)x for some p(x). Let C(0) and C(a) be the connected components 
of 0 and a in S, respectively, Suppose C(0) = C(a). Then we may assume that 
p(x) > 0 for x E C(0) - (0, a}. Let (x,J, m = 1, 2,..., be a sequence in C(0) - 
(0, a} such that x, --t 0. Since p(x,,J > 0 we can find mO(e) such that 
x’(0) x, 2 --EX, , m Z mo(+ (3.30) 
where E > 0 is arbitrary. It follows that X, > 0. There is also a sequence ( y,,J, 
m = 1, 2,..., in C(0) - (0, u} such that ym -+ a. Since p( ym) > 0 we can find 
ml(c) such that 
-v4(a - Ym) G ,(a - Ym>, m b 44, (3.31) 
where E > 0 is arbitrary. It follows that h, < 0. Since h, , h, # 0 we have 
h, < 0 < /\a. I f  p(x) < 0 in C(0) - (0, a} it follows in a similar way that 
A0 < 0 < h, . 
Suppose now that C(0) # C(a). By a result of Rabinowitz [12] we can con- 
clude that C(0) intersects the boundary aB of B at a point b # 0. Evidently 
b > 0 and since X(b) points into B we must have p(b) < 0. Therefore p(x) < 0 
in C(0) - (0) and so from the above argument we have A0 < 0. Let us suppose 
Aa < 0. Then the solutions of X(x) = px close to x = a are given by a unique 
branch x(t), --01 < t < IX, where 
x(0) = a, x’(0) = X’(u)-%z. (3.32) 
Since /\a < 0 it follows that x’(0) < 0 and therefore C(u) intersects the interior 
of B. As before C(u) must intersect the boundary aB at a point c > 0. From 
this we conclude that p(x) < 0 in C(u) - {a} which implies that X, > 0, contra- 
dicting our original supposition. Hence if C(0) # C(u) we must have h, < 0 < 
h 0. Q.E.D. 
Proof of Theorem 3.1. Without loss of generality we shall assume h, < 0 < /\a . 
Then by Proposition 3.5 there is a unique trajectory x(t) leaving the critical 
point 0 and remaining inside B. Since X(x) points inward on aB, x(t) must 
either go to a or spiral. To eliminate the latter possibility we use Proposition 3.2. 
Let U be the set of x E B which are attracted to a by the vector field X(x). 
From 3.2 U contains a neighborhood of a. Since the interior of B contains no 
critical points U is both open and closed and thus lJ = B. Hence lim,,, x(t) = a. 
Q.E.D. 
On taking n = 2 we can state the following corollary. 
COROLLARY 3.7. Let V be a vector field in the plane given by ($(u, v), #(u, v)), 
where #J&~ > 0. Assume further that V admits exactly two critical points, both of 
which are nondegenerate. Then there is an orbit of V connecting these critical points. 
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Remark 2. Corollary 3.7 was obtained by Conley and Smoller [2]. Note that 
their proof requires the assumption that the sets {# = 01 and {# = 0) be con- 
nected. It is easy to construct an example showing that their assumption does not 
always hold. 
4. AN APPLICATION TO HYPERBOLIC CONSERVATION LAWS 
We study the system of n conservation laws 
% + fo4, = 0 (4.1) 
depending on a single variable x, - 00 < x < 00, where u = (ul ,..., u,) and 
f(u) = (f.(u),...,f,,(u)) are n-dimensional vectors. Here the Jacobian matrix 
f’(u) has real distinct eigenvalues h,(u),..., An(u) with corresponding right and 
left eigenvectors yl(u) ,..., Y,(U), and Z,(U) ,..., Z,(U), respectively. A weak solution 
U(X, t) of (4.1) is known as a shock wave if it has the form 
t&(x, t) = wy x < st, 
4 x > St. (4.2) 
In that case w, u, s are related by the Rankine-Hugoniot equation 
f(u) -f(w) = s[u - w]. (4.3) 
Conversely if (4.3) holds then the function u(x, t) defined by (4.2) is indeed a 
weak solution of (4.1). 
It is well known [3] that, for fixed w, the solutions u of (4.3) in a neighborhood 
of w can be written as u = o,(p),..., o,(p), where the value of s corresponding to 
o,(p) is close to X,(w),j = l,..., 71. We give a new proof of this result which seems 
simpler than previous proofs. We write 
f(u) -f(w) = j)‘(w + u(u - w)) du[u - w] = G(u)[u - w]. 
Hence Eq. (4.3) becomes 
[G(u) - s][u - w] = 0. (4.4) 
In a neighborhood of w the matrix G(U) lies close toy(w). Hence G(u) has real 
distinct eigenvalues Al(u),..., An(u) with corresponding right and left eigen- 
vectors R,(u),..., R,(u) and L,(u),..., L,(U), respectively. Evidently the solutions 
of (4.4) are given by the equations 
wm - w) = 0, j # i, (4.5) 
607/3511-2 
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where i runs from 1 to n. The corresponding values for s are s = Ai( i = 
1 ,*-*, n. By the implicit-function theorem we can write the solutions of (4.5) as 
u = z+(p) and thus we have the result. 
From now on we assume without loss of generality that w = 0 and f’(0) is 
diagonal with entries A1 = h,(O),..., A, = h,(O). Thus when u is close to zero 
we can writef(U) approximately as 
f(u) -f(O) = Qw, + Apze2 + a** + f&8, , (4.6) 
where e, ,..., e, are unit vectors in the directions of increasing u1 ,..., u, , respec- 
tively. We take [ u ( = sup{( ui (: 1 < i < n) and suppose 
sup If”(u)1 < M. 
IUlCl 
Since the Ai , i = l,..., n are all distinct there is an m > 0 such that 
1 Ai - hi / 2 m > 0, 1 < i, j < n, i # j. (4.8) 
We state the above result more precisely in the following proposition. 
PROPOSITION 4.1. There is a constant 8(m, M) depending only on m, M such 
that all solutions of (4.3) in 1 u 1 6 8 aregiven by 
u = z+(Ui), s = A (Vi(%)), 1 <i<n, -8 < UC < 6, (4.9) 
where vi(q) = (vltli(ui),..., vni(ui)). The vi(q) satisfy 
vi(O) = 0, ?I&) = ui , Vj’ji(UJ = O(u$, j # i. (4.10) 
It is known that solutions of (4.1) with given initial data are not unique. To 
guarantee uniqueness one imposes an extra condition on solutions of (4.1) 
known as an entropy condition. Such conditions are supposed to yield the 
physically relevant solution, namely, the one which is a limit of solutions of the 
corresponding viscous equation 
ut + f (4z = P%z 7 p > 0, (4.11) 
as the viscosity p -+ 0. In [9, IO] L iu introduced an entropy condition and showed 
that the Riemann problem for (4.1) had a unique solution satisfying his condi- 
tion. Liu’s condition for the shock wave (4.2) with w = 0 and u = vi(ui) is 
W s G A V(P)>, 0 G P < ui 9 
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where we have assumed ui > 0. We aim to show that the shock wave (4.2) 
satisfies condition (E) if and only if it is a limit as p -+ 0 of solutions of viscous 
equation (4.11). 
A solution u,(x, t) of (4.11) is kn own as a traveling wave which joins w to P 
if it can be written in the form 
UJX, t) = TJ (Y), 
where the function W(T), ---co < 7 < co, satisfies 
lim V(T) = w, 
. 7-f-m 
hi O(T) = 24. 
If u,,(x, t) is a traveling wave then (w, u, s) satisfies the Rankine-Hugoniot 
equation (4.3) and 
2 = f(w) -f(w) - s[w - w]. 
Conversely if D(T), -co < 7 < CO, satisfies (4.13), (4.14) then u,(x, t) defined 
by (4.12) is a traveling wave solution of (4.11) which joins w to u. Evidently 
Y,(x, t) converges as p -+ 0 to the shock wave solution (4.2) of (4.1). Thus, on 
restricting ourselves to traveling waves, we only have to show that the shock 
wave (4.2) satisfies condition (E) if and only if there is a trajectory of the vector 
field (4.14) which joins the critical point w to the critical point u. We shall see 
that this is a consequence of Theorem 2.2. We say that the entropy condition 
(E) is strict if strict inequality holds for 0 < p < ui . 
THEOREM 4.2. * There is a constant 8(m, M) > 0 depending only on m, M 
such that the shock wave (4.2) with w = 0 and 1 u 1 < 6 satisjes the strict entropy 
condition (E) if and only if there is a traveling wave solution of (4.11) contained in a 
6 neighborhood of 0 which joins 0 to u. The traveling wave is unique if it exists. 
Proof. We merely have to observe that the strict entropy condition (E) for 
the vector field (4.14) is equivalent to the condition c(x,) > 0, 0 < x, < E, of 
Theorem 2.2. 
Remark. Theorem 4.2 generalizes a result of Foy [5]. It gives a sharper result 
in his case since it shows that the radius of the neighborhood depends only on 
m, M. 
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