Abstract. In this paper we explore relationship between representations of a Jordan algebra J and the Lie algebra g obtained from J by the Tits-Kantor-Koecher construction. More precisely, we construct two adjoint functors Lie : J-mod 1 → g-mod 1 and Jor : g-mod 1 → J-mod 1 , where J-mod 1 is the category of unital J-bimodules and g-mod 1 is the category of g-modules admitting a short grading. Using these functors we classify J such that its semisimple part is of Clifford type and the category J-mod 1 is tame.
Introduction
The famous Tits-Kantor-Koecher construction relates a unital Jordan (super)algebra J with a Lie (super)algebra g equipped with a short Z-grading. It was introduced independently in [1] , [2] and [3] and one of most prominent applications was a classification of simple Jordan superalgebras in [4] , [5] , [6] .
The TKK construction has been proven to be quite efficient and useful in the study of Jordan superalgebras, Jordan superpairs and their superbimodules. Several application of TKK construction in representation theory of semisimple Jordan superalgebras and Jordan superpairs can be found in [7] , [8] , [9] , [10] and [11] . The goal of this paper is to further study and apply this construction to non-semisimple Jordan algebras and their representations.
Recall that a representation of a Jordan algebra J in a vector space M is a linear mapping ρ of J into End k (M ) such that (1) [ρ(a), ρ(a The category of finite dimensional J-modules will be denoted by J-mod. If J is a unital algebra the category of J-modules has a decomposition into the direct sum of three subcategories J-mod = J-mod 1 ⊕ J-mod 1 2 ⊕ J-mod 0 according to the action of the identity element of J. The subcategory J-mod 0 is not interesting since all its objects are trivial modules. The subcategory J-mod 1 2 consists of modules on which the identity element acts as 1 2 , such modules are called special. The objects of J-mod 1 are called unital modules. One can introduce associative enveloping algebras for J-mod, J-mod 1 and J-mod 1 2 , such that each of these categories is equivalent to the category of modules over the corresponding enveloping algebra.
Recall the classification of simple Jordan algebras over an algebraically closed field k of characteristic zero. With the exception of the case J = k, simple Jordan algebras are divided in two groups: Jordan algebras of quadratic form J(E, q), see Section 5 for details, and Jordan algebras of matrix type, see [12] . The latter are called sometimes Hermitian Jordan algebras.
In [13] Jacobson constructed the associative enveloping algebras for J-mod 1 and J-mod 1 2 , when J is finite-dimensional simple, and proved that both categories are semisimple with finitely many simple objects.
The next step is to study non-semisimple Jordan algebras. In this case it is important to classify tame categories J-mod 1 2 and J-mod 1 (for basics on tame and wild categories see [14] ). In [15] the enveloping algebra of J-mod 1 2 was studied in the case when the semisimple part of J is of matrix type and rad 2 J = 0. Using the coordinalization theorem for Jordan algebras of matrix type the authors proved that the enveloping algebra and consequently the Ext quiver algebra of J-mod 1 have radical squared equal to zero. Hence they could employ the representation theory of quivers to classify tame J-mod 1 2 . In all other cases the above method is not applicable. But it seems likely that we can later deal with the remaining cases using the TKK construction. The main advantage of this approach is the existence of a tensor structure on the category of g-modules and a well developed theory of weights.
In this paper we focus on Jordan algebras, whose semisimple part is a sum of Jordan algebras of quadratic forms. We classify all such algebras with tame J-mod 1 without any additional assumptions on the radical, see Theorem 9.1. For this purpose we avoid cases of small dimensions: we start with simple Jordan algebras of dimension greater than 4. It follows from our classification that all such tame Jordan algebras J satisfy the condition rad 2 J = 0. On the other hand, in contrast with [15] , the square of the radical of the universal enveloping algebra is not necessarily zero for tame categories. The category J-mod 1 2 is studied in a forthcoming paper [17] . In Section 3 we define and study two adjoint functors Jor and Lie between the category J-mod 1 and the category g-mod 1 of g-modules admitting a short grading. The definition of Jor is straightforward. However, not every J-module can be obtained from a g-module by application of Jor. To fix this flaw one has to consider the universal central extensionĝ of g. This problem does not appear in the semisimple case sinceĝ = g but it is already essential for simple Jordan and Lie superalgebras, see [9] . Although algebras with non-zero central extensions do not appear in our classification, we formulate statements in full generality for future applications. The second problem worth mentioning here is caused by the fact that the splitting J-mod 1 ⊕J-mod 0 can not be lifted to the Lie algebraĝ, since some modules can have non-trivial extensions with trivial modules. That implies, in particular, that left and right adjoint of the functor Jor are not isomorphic and the categoriesĝ-mod 1 and J-mod 1 are not equivalent. Still they are close enough and one can describe projective modules, quivers and relations of J-mod 1 in terms ofĝ-mod 1 .
In Section 4 we explain how to construct the Ext quivers ofĝ-mod 1 and J-mod 1 and compute the radical filtration of projective indecomposable modules.
In Sections 5-9 we classify Jordan algebras with tame categories of unital representations satisfying above mentioned conditions. Our main tool is the representation theory of quivers. All the quiver results we use are collected in Appendix. Although our algebras do not satisfy the condition rad 2 = 0, we use a lot Theorem 10.4 which could be considered as a generalization of this property. Finally, let us mention that all tame associative algebras A arising from our classification are quadratic and satisfy the conditions rad 3 A = 0 and A ≃ A op .
2. Tits-Kantor-Koecher construction for Jordan algebras.
2.1.
Jordan algebras and bimodules. Let k be a field, char k = 2. A Jordan k-algebra is a commutative algebra J such that any a, b ∈ J satisfy the Jordan identity:
For any associative algebra A one can construct the Jordan algebra A + by introducing on a vector space A a new multiplication a 1 • a 2 = 1 2 (a 1 a 2 + a 2 a 1 ). If a Jordan algebra is isomorphic to a subalgebra of the algebra A + for a certain associative algebra A then it is called special, otherwise it is exceptional.
Let J be a Jordan algebra over k and M be a k-vector space endowed with a pair of linear mappings l : J ⊗ k M → M , (a ⊗ m) → a · m, r : M ⊗ k J → M , (m ⊗ a) → m · a, a ∈ J, m ∈ M . Then M is called a Jordan bimodule over J if the algebra Z = (J ⊕ M, * ), where * is a k−bilinear product (a 1 + m 1 ) * (a 2 + m 2 ) = a 1 • a 2 + a 1 · m 2 + m 1 · a 2 , for a 1 , a 2 ∈ J, m 1 , m 2 ∈ M , is a Jordan algebra. Observe that J is a subalgebra in Z and M is an ideal with M 2 = 0. In this case Z is called the null split extension of J by the bimodule M . It follows from the Jordan identity (2) that if M is a Jordan bimodule over J the corresponding representation ρ : J → End k M satisfies (1).
TKK construction.
A short grading of an algebra g is a Z-grading of the form g = g −1 ⊕ g 0 ⊕ g 1 . Let P be the commutative bilinear map on J defined by P (x, y) = x • y. Then we associate to J a Lie algebra g = Lie(J) with short grading g = g −1 ⊕ g 0 ⊕ g 1 in the following way, see [16] . We set
, where L a denotes the operator of left multiplication in J, and
with the following bracket
Note that by construction Lie(J) is generated as a Lie algebra by Lie(J) 1 ⊕ Lie(J) −1 .
A short subalgebra of a Lie algebra g is an sl 2 subalgebra spanned by elements e, h, f , satisfying
that the eigenspace decomposition of ad h defines a short grading on g. Consider a Jordan algebra J with a unit element e. Then e, h J = −L e and f J = P span a short subalgebra α J ⊂ Lie(J). A Z-graded Lie algebra g = g −1 ⊕ g 0 ⊕ g 1 is called minimal if any non-trivial ideal I of g intersects g −1 non-trivially, i.e. I ∩ g −1 is neither 0 nor g −1 .
Lemma 2.1. (
Let J denote the category of unital Jordan algebras in which morphisms are Jordan epimorphisms and let L denote the category of minimal pairs (g, α), where g is a Lie algebra, α a short subalgebra of g, and a morphism φ from pair (g, α) to (g ′ , α ′ ) is a Lie algebra epimorphism φ : g → g ′ such that φ(α) = α ′ . We construct a functor F : J → L by associating to every unital Jordan algebra J the pair (Lie(J), α J ) and to every epimorphism φ : J → J ′ of unital Jordan algebras the map φ F : Lie(J) → Lie(J ′ ) defined as follows:
Let g be a Lie algebra containing an sl 2 -subalgebra α which induces a short grading
, y] is a Jordan algebra. Moreover, any epimorphism φ : (g, α) → (g ′ , α ′ ) in F defines Jordan algebra epimorphism φ |g−1 . Thus, we have defined a functor L → J which we denote by Jor. The functors F and Jor define an equivalence of categories L and J , see Theorem 5.15, [16] .
Functors Lie and Jor for unital modules
Let J be a unital Jordan algebra and g = Lie(J). Byĝ we denote the universal central extension of g. Note thatĝ contains the sl 2 -subalgebra α = e, h, f , hence the center ofĝ is inĝ 0 . It implies that g ±1 =ĝ ±1 . Letĝ-mod 1 denote the category ofĝ-modules N such that the action of h ∈ α induces a grading of length 3 on N . We will construct two functors Jor :ĝ-mod 1 → J-mod 1 , Lie : J-mod 1 →ĝ-mod 1 and show that Lie is left adjoint to Jor.
To define Jor let N ∈ĝ-mod 1 . Then N has a short grading N = N 1 ⊕ N 0 ⊕ N −1 . We set Jor(N ) := N −1 with action of J = g −1 =ĝ −1 defined by
It is clear that Jor is an exact functor. Our next step is to define Lie : J-mod 1 →ĝ-mod 1 . Let M ∈ J-mod 1 . Consider the associated null split extension J ⊕ M . Let A = Lie(J ⊕ M ). Then by [16] we have an exact sequence of Lie algebras
where N is an abelian Lie algebra and N −1 = M .
Lemma 3.1. Let γ :ĝ → g be the canonical projection. There exists s :ĝ → A such that π • s = γ.
Proof. Observe that the splitting A ±1 = g ±1 ⊕ N ±1 is canonical. Letg be the Lie subalgebra in A generated by g ±1 . Then we have a surjective homomorphism ϕ :g → g and Ker ϕ ⊂g 0 . We claim that Ker ϕ lies in the center ofg. Indeed, z ∈ Ker ϕ implies [z,g ±1 ] ⊂g ±1 ∩ Ker ϕ = 0 and from [g −1 ,g 1 ] =g 0 it follows that [z,g 0 ] = 0. Therefore the map s :ĝ →g ⊂ A is as required.
Remark 3.2. For the illustration thatĝ is essential, see Example 4.7.
The above Lemma implies that N is aĝ-module. Thus, in particular, we have defined aĝ 0 -module structure on N −1 = M . Now let P =ĝ 0 ⊕ g −1 and we extend the aboveĝ 0 -module structure on M to a P-module structure by setting g −1 M = 0. Let
We define Lie(M ) to be the maximal quotient in Γ(M ) which belongs toĝ-mod 1 . More precisely Lie(M ) := Γ(M )/T , where T is the submodule in Γ(M ) generated
Note that Frobenius reciprocity implies that for any K ∈ĝ-mod 1 and any M ∈ J-mod 1
On the other hand, we have
Lemma 3.3. We have a canonical isomorphism
where the first isomorphism is a consequence of (6) and the second follows from (7).
Proof. Follows from Lemma 3.3 and exacteness of Jor.
Lemma 3.5. Jor • Lie is isomorphic to the identity functor in J-mod 1 .
Proof. By construction we have Jor
Lemma 3.6. Let N ∈ĝ-mod 1 . We have an exact sequence ofĝ-modules
where C, C ′ are some trivialĝ-modules.
Proof. The identity morphism Jor(N ) → Jor(N ) induces a homomorphism ofĝ-mod 1 -modules Lie(Jor(N )) → N by Lemma 3.3. Let C and C ′ denote the kernel and cokernel of this homomorphism. Then we obtain the sequence (8) . Apply Jor to this sequence. Since Jor(Lie(Jor(N ))) ≃ Jor(N ), exactenes of Jor implies Jor(C) = Jor(C ′ ) = 0. Therefore C and C ′ are trivialĝ-modules.
Proof. Note that (a) and (b) follow from Lemma 3.6 since in (a) we have C ′ = 0 and in (b) we have C = 0. To prove (c) consider the exact sequence Lie(M ) → Lie(L) → C → 0, where C is the cokernel of Lie(M ) → Lie(L) and apply Jor. Then again we have Jor(C) = 0. Note that by construction Lie(L) is generated by L = Lie(L) −1 and therefore Lie(L) does not have a trivial quotient. Hence C = 0.
Lemma 3.8. Let P be a projective module inĝ-mod 1 such thatĝP = P . Then Jor(P ) is projective in J-mod 1 .
In the rest of the paper we assume that the ground field k is algebraically closed of characteristic zero. Let g be a finite-dimensional Lie algebra which contains an sl 2 -subalgebra α = e, h, f with short grading g = g −1 ⊕ g 0 ⊕ g 1 induced by the action of h. We fix a Levi subalgebra g ss ⊂ g such that α ⊂ g ss and denote by r the radical of g. Then g is a semi-direct sum g ss r. We assume in addition that r gss ⊂ [g, g] ∩ Z(g) and g is generated by g 1 and g −1 . These assumptions imply that r is a nilpotent Lie algebra. Define a decreasing filtration r = r 1 ⊃ r 2 ⊃ . . .
by setting r i := [r, r i−1 ] for all i > 1. Let R i = r i /r i+1 and write R = R 1 = r/r 2 to simplify notation.
Let S be the full subcategory of finite-dimensional g-modules consisting of all modules M such that
in the grading induced by the action of h. In this section we prove some general statements about S.
We notice first that
is a direct sum of categories, and all simple objects in S are simple as g ss -modules. In what follows we denote by tr the trivial simple g-module. 
for any M ∈ (g, g ss )-mod and K ∈ S. In other words, sh is left adjoint to the embedding functor S → (g, g ss )-mod. That implies in particular, that if P is projective in (g, g ss )-mod, then P sh is projective in S.
To construct the projective cover P (L) of a simple module L ∈ S consider the induced module
Proof. Let M = P (L). Recall that S(r) is the associated graded algebra of the universal enveloping algebra U (r) with respect to the PBW filtration. Let GrM be the corresponding graded S(r)-module. Note that GrM inherits the short grading of M and is generated by L. Let I = Ann S(r) L. Then I is a g ss -invariant ideal, and we have GrM 
where Z(g) denotes the center of g. Since by our assumptions on g we have
Therefore M is finite-dimensional.
Letḡ := g/[r, r]. Thenḡ = g ss R where R = r/[r, r] is the abelian radical of g. We denote by Q(S) the Ext quiver of the category S, by Q(g) the Ext quiver of g-mod 1 and by Q 
then rM ⊂ L and rL = 0. Therefore [r, r]M = 0, and hence M is aḡ-module. That implies the first assertion. Now we use the fact that M splits over g ss , and the action
Let P (respectively, P ′ ) be the direct sum of P (L) over all up to isomorphism simple L in 
Radical filtration of indecomposable projectives.
In what follows we will need a description of the first three layers of the radical filtration of an indecomposable projective P (L). To simplify notations we set
sh by Lemma 4.4. Let U (r) be the universal enveloping algebra of r and R = r denote the augmentation ideal. We observe first that I(L) ≃ U (r) ⊗ L as a module over r. Since the action of r is nilpotent on all modules in the category (g, g ss )-mod, we obtain that
We proceed to describing P 2 (L). Let L be a simple g ss -module and
sh be the maps induced by the canonical projection X → X sh . Consider also the maps
Lemma 4.6. Let L be a semisimple g ss -module. Consider the maps
Proof. The universal enveloping algebra U (r) is the quotient of the tensor algebra T (r) by the ideal generated by
In particular, at the second layer of the augmentation filtration we have
is the cokernel of (alt ⊗ 1) ⊕ (δ ⊗ 1). Thus, the statement follows from the commutative diagram
One can check that Coker µ = 0 and hence P 2 (L) = 0. Now consider the universal central extensionĝ of g. Then we haveĝ = g ⊕ k as a vector space,
Note that for A, B ∈ sl 2 and v ∈ V we have
are not equivalent. To construct a similar example for the categories g-mod 1 andĝ-mod 1 consider the Lie algebra g⊕sl 2 and P (L⊠V ), where V is the standard module over the second copy of sl 2 and ⊠ stands for the exterior tensor product.
Proof. We use the fact that
is in fact a submodule in
By our assumption on g there are no (g ss ) −1 -invariant vectors in r 0 . Therefore M also does not have (g ss ) −1 -invariant vectors. Hence P 2 (L) = 0.
4.3.
Ext quivers J-mod 1 andĝ-mod 1 . Now let J := Lie(g). Consider the category J-mod 1 and recall the functor Jor :ĝ-mod 1 → J-mod 1 . If L ∈ĝ-mod 1 is simple and not trivial, then Jor(L) is simple in J-mod 1 and Jor(P (L)) = P (Jor(L)) by Lemma 3.8 and Lemma 3.5.
and A(J) = End J (P (J)). Then
where e tr is the idempotent corresponding to the projector onto P (tr).
Proof. Follows immediately from Lemma 3.8 and the identity
Lie(P (J)) = (1 − e tr )P, where P is the direct sum of all up to isomorphism indecomposable projectives inĝ-mod 1 . Proof. In notations of the previous proof we have
Hence the statement.
Corollary 4.11. Letĝ = g, the radical r = R is abelian and simple over g ss . Then Q(J) = Q ′ (g).
Proof. We have to check that for any non-trivial simple L ∈ĝ-mod 1 we have
As we already mentioned in the previous corollary we have
If the inclusion is strict, then by Corollary 3.10 P 1 (L) contains a trivial submodule and P (L) has an indecomposable quotient M of length 3 such that
where
for some t 1 , t 2 ∈ k. By obvious calculation xy = yx if x and y are not proportional. Hence there is no such module.
Applying Jor and Lie to the case of Jordan algebras of bilinear form
Let E be a finite-dimensional k-vector space of dimension greater or equal 2 and q be a symmetric bilinear form on E. Then a Jordan algebra of a bilinear form J = J(E, q) is a vector space E ⊕ k endowed with a multiplication • (e 1 + λ 1 ) • (e 2 + λ 2 ) = λ 1 λ 2 + q(e 1 , e 2 ) + λ 1 e 2 + λ 2 e 1 , e 1 , e 2 ∈ E, λ 1 , λ 2 ∈ k. In what follows we assume that q is non-degenerate and consequently J(E, q) is a simple Jordan algebra. It is useful to notice that J(E, q) is a Jordan subalgebra in the Clifford algebra C(E, q) generated by E ⊂ C(E, q). If dim E is even, then C(E, q) ≃ End k (S), and S is a unique up to isomorphism special irreducible J-module.
, and J has two simple special modules S + and S − . We proceed to describing g = Lie(J). Let V be a n-dimensional vector space equipped with non-degenerate symmetric bilinear form (·, ·). The orthogonal Lie algebra g = so n is the algebra of endomorphisms A :
Any non-zero element f ∈ g 1 defines a Jordan algebra structure on g −1 isomorphic to J. In this way n = dim E + 3.
Next we describe simple objects in g-mod 1 and g-mod 1
2 . This description is slightly different in even and odd case. Let n = 2m or 2m + 1, ω 1 , . . . ω m denote the fundamental weights. We denote by Γ the spinor representation of so n with highest weight ω m for n = 2m + 1 and by Γ is isomorphic to the spinor representation Γ and any simple object in g-mod 1 is isomorphic to
Proof. We will prove (b) leaving (a) to the reader. After suitable choice of a Cartan subalgebra and Chevalley generators in g we may assume that µ(h) = (µ, ω 1 ) for any weight µ. Let µ be the highest weight of a simple g-module L. If L has grading of length 2, then (µ,
Therefore if L has grading of length 2, µ = ω m−1 or ω m . If L has grading of length 3, we have the following possibilities:
Remark 5.2. In the case when g = so 2m+1 all simple modules are self-dual. If g = so 2m then 
Next we calculate (M ⊗ N ) sh for simple M , N ∈ S, when g = so n .
Lemma 5.4. Let g = so n with n = 2m or 2m + 1.
(
Proof. The formulas for tensor products are given in [19] , table 5, applying sh is straightforward.
Admissible quivers
We call the quiver Q(g) admissible if the associative algebra kQ ′ (g)/rad 2 is tame. That happens exactly when the double quiver of Q ′ (g) is tame, see Theorem 10.1. Let J be a unital Jordan algebra and g = Lie(J). Lemma 4.9 and Corollary 4.10 imply that if A(J) is tame, then Q(g) is admissible. Therefore the first step towards classification of tame A(J) is to classify admissible Q(g).
For the rest of this paper J will be a unital Jordan algebra such that J ss is a direct sum of Jordan algebras J(E, q), where q is non-degenerate and dim E ≥ 4, g is the Lie algebra obtained from J by the Tits-Kantor-Koecher construction.
In this section we classify indecomposable Lie algebras g with admissible quivers Q(g) such that g ss is a direct sum of so n with n ≥ 7. If g ss = so n1 ⊕ so n2 , then V and W denote the standard representations of so n1 and so n2 respectively. 
t t t t t t t t t Γ
Indecomposable Lie algebras g =ḡ = g ss ⊕ R with admissible Q(g) are listed below. We will further refer to this list as List A :
( Proof. Suppose J satisfies the conditions of the theorem, then g = Lie(J) = g ss r, where g ss is a direct sum of orthogonal algebras so n , n ≥ 7. Since Q(g) = Q(ḡ) we may assume that g =ḡ and hence r = R. To construct Q(g) we use Lemma 4.4. We start with classifying admissible quivers Q(g) in the case when R is an irreducible faithful g ss -module.
Consider first the case g = so 2m+1 R, m ≥ 3. There are m + 1 simple modules in the categoryĝ-mod 1 , namely tr and Λ r V , r = 1, . . . , m, thus Q(g) has m + 1 vertices. Let R = V be the standard representation of so 2m+1 . Tensor product formulas in Lemma 5.4 (1) 
Therefore Q(g) has the following subquiver 
Thus, Q(g) is not admissible by Lemma 10.2. Let R = Λ ± V . For g = so 8 Λ + V the Ext quiver ofĝ-mod 1 is Q 2 , which is admissible. The same applies to Q(g) for g = so 8 Λ − V , since the involution τ interchanges the vertices Λ + V and Λ − V of Q 2 . By Lemma 5.4(2) we obtain that Q ′ (g), where g = so 10 Λ + V , has the subquiver
By Theorem 10.1(2) the double quiver of the above quiver is wild. Hence Q(g) is not admissible. The same argument works for R = Λ − V . For m ≥ 6 one of the following subquivers
y y e e ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲
Therefore Q ′ (g) has a wild subquiver
. By Lemma 5.4 (4) and (5) we easily obtain that (
sh has at least five simple constituents:
Therefore the vertex Γ 1 ⊠ (Γ + 2 ) * has at least five outgoing arrows in Q ′ (g). As in the previous case Q(g) is not admissible. The case of the algebra R = Γ 1 ⊠ Γ − 2 can be reduced to the previous one by applying 1 × τ .
Finally, we have to deal with the case when both m 1 = 2m and m 2 = 2n are even, n ≥ m ≥ 4. Using Lemma 5.4 (3),(4) we obtain that quivers Q(g i ), i = 3, 4, 5 of algebras
are Q 3 , Q 4 and Q 5 respectively. By direct inspection they are admissible. Furthermore, the same is true for R = Γ
We claim that if m ≥ 4, n ≥ 6 and R = Γ 
sh has at least five simple simple constituents:
There are at least five outgoing arrows in Q ′ (g) from the vertex (Γ
We have shown that if R is a faithful irreducible module, g is indecomposable, then Q(g ss R) is admissible if and only if g is one of the algebras from List A. It remains to prove that Q(g) is not admissible if R is not simple. It follows from the observation that adding an irreducible component to R implies adding at least one outgoing arrow to the vertex corresponding to Λ 2 V or Λ 2 W . We leave it to the reader to check that adding such an arrow to one of the quivers from the list makes the corresponding double quiver wild.
Relations in the case of abelian radical
Let us assume that g = Lie(J) is a Lie algebra from List A. The goal of this section is to show that for any such g the algebra A(J) is tame. Recall that by Corollary 4.11 A(J) is a quotient of the path algebra kQ ′ (g) by some ideal I. It turns out that I is generated by quadratic relations and to describe them it is sufficient to calculate P 2 (L) for simple L in g-mod 1 . We will see also that rad 3 (A(J)) = 0.
7.1. The case of simple g ss . In this subsection we assume that g ss is simple, i.e. g is a Lie algebra from (1), (2) or (3) of List A.
Proposition 7.1. Let g = so n V . Then the first three layers of the radical filtration of indecomposable projectives in g-mod 1 are as follows
Remark 7.2. Note that for an odd m we have
Proof. For any v ∈ V we introduce the following operators
These operators satisfy the following well-known relations:
(26)
Moreover, the action of algebra so n ≃ Λ 2 V on Λ • V can be written as
First assume that n = 2m + 1, then any simple module L in g-mod 1 is isomorphic to Λ r V for some 0 ≤ r ≤ m.
By Lemma 5.4
Note that g ss -invariant maps Λ r V ⊗V → Λ r+1 V and Λ r V ⊗V → Λ r−1 V are given by x⊗v → m v (x) and x ⊗ v → i v (x) respectively. To describe P 2 (L) we use Lemma 4.6 with λ = 0. Indeed,
and (26), (27) imply
That implies P 2 (L) ≃ L. Now let n = 2m. In this case the calculation of the radical filtration of P (L) for a simple L = Λ r V for r ≤ m − 1 is the same as in the case of odd n. It remains to consider the cases
where ψ : Λ m+1 V → Λ m−1 V is an isomorphism of simple g ss -modules. Furthermore,
is projective and other indecomposable projectives have the following first three layers in the radical filtration
Proof. It follows from Lemma 5.4 that Λ − V is projective in g-mod 1 . To describe the projective covers of Λ 2 V and Λ + V we use an automorphism γ of so 8 , induced by a rotation of the Dynkin diagram D 4 . Twisting by γ defines the following identifications on simple modules
where by S 2 V 0 we denote the traceless part of S 2 V and
for the case L = S 2 V 0 using Lemma 4.6 with λ = 0. We identify S 2 V and Λ 2 V with the spaces of symmetric and skew symmetric matrices respectively. We have
, where {C, B} = CB + BC and [C, B] = CB − BC. Next we calculate µ:
From this formula we see that cokernel of µ is isomorphic to
, and cokernel of µ is isomorphic to Λ 2 V . Next we construct the projective covers of V and Λ 3 V inĝ-mod 1 . We will show that both modules have Loewy length two. Let {e i , e −i | 1 ≤ i ≤ 4} be the basis of V such that with respect to the form on V , (e i , e −j ) = δ i,−j , i, j ∈ {1, 2, 3, 4}. Then Λ 4 V is spanned by
to check whether given element of Λ 4 V belongs to Λ + V we use (28). From Lemma 5.4
One can check that so 8 -invariant maps
is the sign of permutation (j, k, l) ∈ Σ 3 , while m xj and i xj are given by (25) .
To show that P 2 (V ) = 0 we describe map µ for L = V , see Lemma 4.6. Observe that λ = 0 therefore P 2 (V ) = Coker µ. We have
, where v, w ∈ Λ + V , x ∈ V . Suppose v = e 1 ∧ e 2 ∧ e 3 ∧ e 4 , w = e −1 ∧ e −2 ∧ e −3 ∧ e −4 and x = e 1 , then µ(v, w, x) = (−e 1 , e 1 ∧ e 2 ∧ e −2 + e 1 ∧ e 3 ∧ e −3 + e 1 ∧ e 4 ∧ e −4 ).
Since Im µ is g ss -invariant and µ(v, w, x) generates V ⊕ Λ 3 V as a g ss -module, we obtain P 2 (V ) = Coker µ = 0.
To check that we obtain that µ(v, w, y) = (2e 3 , e 1 ∧ e −1 ∧ e 3 + e 2 ∧ e −2 ∧ e 3 , −2e 3 ∧ e 4 ∧ e −4 − e 1 ∧ e −1 ∧ e 3 − e 2 ∧ e −2 ∧ e 3 ).
Observe that g ss -submodule generated by µ(v, w, y) coincides with
) is simple and coincides with the socle of Jor(P (L)/rad 3 P (L)).
Proof. Follows from direct description of P (L).
Theorem 7.5.
) ′ /I, where I is generated by the following relations with r = 2, . . . , m − 1 (33)
′ /I, where I is generated by the following relations with r = 2, . . . , m − 2 (34)
, where I is generated by Proof. Corollary 7.4 implies that all paths in Q ′ (g) of length 2 leading from vertex i to vertex j are proportional with non-zero coefficients. Moreover, after suitable normalization one can make them equal.
It is straightforward that the quadratic relations imply rad 3 A(J) = 0. Finally, in the first two cases A(J) is a Frobenius algebra since P (L)
7.2. Mixed case. Now we will deal with the case when g is (4), (5) or (6) from List A. We will prove first some statements about more general situation. Assume that g ss = g l ⊕ g r , where g l and g r are simple Lie algebras and R = Γ l ⊠ Γ r , where Γ l ∈ g l − mod 1 2 and Γ r ∈ g r − mod 1 2 . In our situation g l and g r are orthogonal Lie algebras, hence both Γ l and Γ r are spinor modules. Since spinor modules are minuscule, then its tensor product with any irreducible module is multiplicity free. In particular, S 2 Γ l , Λ 2 Γ l (respectively, S 2 Γ r , Λ 2 Γ r ) are multiplicity free disjoint g l (respectively, g r )-modules. Note that the sl 2 -subalgebra α is the diagonal subalgebra in α l ⊕ α r , where α l and α r are sl 2 -subalgebras in g l and g r respectively. Therefore any module M in g-mod 1 is equipped with with Z/2 ⊕ Z/2-grading
2 ) , such that short grading of M with respect to α is given by
Lemma 7.6. Let v be a highest weight vector in L.
Proof. Both assertions are obvious.
Proof. (a) Follows easily from the double grading. Indeed, we have the following three possibilities
2 ) and by Lemma 7.6 we have w ∈ i,j,k∈{±
If we assume that w ∈ P 2 (L) is a highest vector, then by the similar grading consideration we have w ∈ j,k,∈{±
This implies that the degree of w is (0, 0) or (0, 1). Hence
, v ∈ L, w ∈ P 3 (L) be g ss -highest weight vectors. We want to show that the degree of w is (0, 0). Indeed, assume without loss of generality that degree of w is (1, 0). Then v ∈ L 1 2 , 1 2 and we have 
r )/tr. Proof. We have to consider three cases as in Lemma 7.7.
The first two cases are similar by symmetry. Therefore it is sufficient to consider the case L ∈ g l − mod 1 . Then we have
Furthermore,
where C ∈ g l − mod 1 , D ∈ g r − mod 1 , and we assume in addition that C g l = 0. Due to Lemma 7.7(b) we know that P 2 (L) = Cokerμ, whereμ is the composition of µ, defined in Lemma 4.6, with the natural projection on D. More precisely,
Thus, Imμ = Λ 2 Γ r and hence P 2 (L) = S 2 Γ r . In the similar way, with the change of sign, one obtains that if L is a submodule in Λ 2 Γ * l , then Imμ = S 2 Γ r and hence P 2 (L) = Λ 2 Γ r . We also have an explicit construction of P (L). Assume for example that L ⊂ S 2 Γ * l . There exists an indecomposable module M of length two in g-mod 1 2 with submodule Γ r and quotient Γ * l . Then S 2 M ∈ g-mod 1 is indecomposable, with the radical filtration:
Furthermore, if we denote by π l the natural projection
Since π l is surjective, we obtain Coker µ = 0 and hence
We notice that (
By tedious straightforward calculations one obtains that θ : (R⊗(R⊗L) sh ) sh → Γ l ⊠Γ r defined by θ(x 1 , x 2 , x 3 ) = 2x 1 −x 2 −x 3 gives the cokernel of µ. Therefore, we obtain P 2 (L) = Γ l ⊠Γ r . Finally, let us prove that P 3 (L) = 0. Assume the opposite. Then P 3 (L) is trivial and every submodule N generated by a simple submodule L ′ in P 1 (L) has Loewy length 3 with trivial submodule in rad 3 N . That contradicts description of P 1 (L) and P 2 (L ′ ). We leave to the reader to check that P (L) ≃ M ⊗M * where M is defined above in this proof.
We use the last lemma in order to determine A(J), equivalently the relations in Q ′ (g), when g in List A and g ss = so 2m ⊕ so 2n , m, n ∈ {4, 5}. Theorem 7.10.
, where the ideal I is generated by
Proof. In order to write down the relations in the path algebra kQ ′ (g) it is enough to describe all projective covers of simple non-trivial modules of Loewy length three. (Recall that by Lemma 7.7 all indecomposable projectives have Loewy length at most three).
Let g = (so 8 ⊕ so 8 ) Γ
By Lemma 7.9 we obtain the following indecomposable projectives of Loewy length three.
The relations in A(J) = kQ ′ 3 /I follow from (42). They imply rad 3 A(J) = 0. Let g = (so 8 ⊕ so 10 ) Γ
By Lemma 7.9 the indecomposable projective modules of Loewy length three in g-mod 1 are the following:
The relations (39) in A(J) follow and imply rad 3 A(J) = 0. Finally, if g = (so 10 ⊕ so 10 ) Γ + 1 ⊠ Γ + 2 , using (43), we apply Lemma 7.9 to obtain the indecomposable projectives in g-mod 1 :
The relations (40) in A(J) follow and imply rad 3 A(J) = 0. Proof. First, we deal with the cases g = so n V , g = so 8 Λ + V and g = (so 8 ⊕ so 8 ) Γ
We note that A(J) satisfies the conditions of Theorem 10.4, Theorem 10.1(2) implies that Jor(so n V ) is of finite type, while Jor(so 8 Λ + ) and Jor((so 8 ⊕ so 8 ) Γ
is the direct sum of subalgebras such that A 1 = k, Q(A 2 ) has four vertices and Q(A 3 ) has ten vertices, see (15) . Observe that rad 2 A 2 = 0 therefore A 2 is of finite representation type by Theorem 10.1(2). Let us show that A 3 is tame. Let
) satisfies the condition of Lemma 10.3. Therefore an indecomposable
is, in fact, a module over the algebra B. Furthermore divide the set of V (Q(A 3 )) into three subsets, namely 
t t t t t t t t t
Λ 4 W Λ 3 W δ2 y y t
op -mod is equivalent to B ′′ -mod thus it is sufficient to determine the type of B ′ . Since Q(B ′ ) is a tree we determine its representation type by calculating the Tits form, see (57) in Appendix. It can be written in the following form
One can see that q B ′ is weakly non-negative, therefore B ′ as well as B ′′ are of tame representation type. That implies that A 3 is tame. The last case is g = (so 10 ⊕ so 10 ) Γ + 1 ⊠ Γ + 2 , and A(g) = A 1 ⊕ A 2 , where Q(A 1 ) has seven vertices while Q(A 2 ) has ten vertices, see (16) . By Theorem 10.4 the algebra A 1 is tame. To prove tameness of A 2 we split V (Q(A 2 )) into into three subsets, namely
e Sr -module, where Q(C) and Q(C ′ ) are respectively
z z t t t t t t t t t t
y y t t t t t t t t t t
Like in the previous case C op -mod is equivalent to C ′ -mod therefore it is sufficient to determine the type of C. The Tits form corresponding to C
is weakly non-negative. Therefore, by Theorem 10.6, C is tame. This finishes the proof.
Algebras with [r, r] = 0
In view of Theorem 6.1 our next step is to consider indecomposable Lie algebras g with short grading, irreducible R = r/[r, r] such that Q(g) is admissible and [r, [r, r]] = 0. Irreducibility of R implies that r is a nilpotent Lie algebra of nilindex two, and [r, r] is a g ss -submodule in (Λ 2 R) sh . Therefore we have to consider the following cases
, and the last two cases are clearly isomorphic; (4) g ss = so 8 ⊕ so 10 , R = Γ
In what follows we refer to the above list as List B. In this section we will prove that A(J) is wild for the algebras (1)- (4) in List B .
.e all the relations are of degree 3 or higher. Proof. The proof amounts to showing that for a simple L ∈ g-mod 1 , we have
We use Lemma 4.6. Since δ : Λ 2 R → R 2 is an isomorphism, the map
Lemma 8.2. Let g be as above and J = Jor(g). Then the Ext quiver of J-mod 1 is 
and the only relations in this block modulo rad 3 are
Proof. In order to prove this lemma, we have to compute P 2 (Λ 2 V ) and P 2 (Λ + V ). Using symmetry of the Dynkin diagram of so 8 we identify Λ + V with S 2 V 0 (the latter stands for the traceless part of S 2 V ) as in the proof of Proposition 7.3. If we identify so 8 with the space of skewsymmetric matrices and R = S 2 V 0 with the space of traceless symmetric matrices, the map δ :
is given by the usual commutator of matrices. We will do this computation for the case L = S 2 V 0 leaving the second case to the reader. We have
where {C, B} = CB + BC and [C, B] = CB − BC.
sh is given by
Define the map
is exact. Surjectivity of θ is trivial. The identity θ(λ ⊕ µ) = 0 follows from the following identities
Balancing the numbers of g ss components implies that Ker θ = Im(λ ⊕ µ). Hence we obtain
The relations modulo rad 3 follow by Lemma 4.9.
Lemma 8.4. Let g ss = so 8 ⊕ so 8 or so 8 ⊕ so 10 , R = Γ
and the commutator R ⊗ R → R 2 be defined by the formula
where v 1 , v 2 ∈ Γ 
To show it, we define the action of R and R 2 on M by the formulas:
and the reader can see that
Thus M is a g-module, it is indecomposable by construction.
Then T is indecomposable with radical filtration
we have S ≃P (L).
and β 3 α 3 , β 4 α 4 , β 4 α 3 , β 3 α 4 and β 1 α 3 are linearly independent elements in rad
Proof. It follows from computation of P 2 (L) for certain simple L. For example, to prove (a) take L to be a non-trivial simple submodule in Γ
On the other hand, it is shown in Lemma 7.10 (1) that
. Now (a) follows. The proof of (b) is left to the reader.
Proof. One has to show that if g is a Lie algebra from (1)-(4) List B, then A(J) is wild. For any simple L ∈ĝ-mod 1 denote by e L the idempotent corresponding to the projector onto P (L). In all cases we use the same method. We consider B = eA(J)e for some idempotent e ∈ A(J) and show that B is wild. Then by Lemma 10.2 A(J) is wild.
By Lemma 8.2 B = kQ/I, where
Then B has a factor algebra isomorphic to A 1 , see (58), and by Lemma 10.7 is wild.
For g = so 2m (V Λ 2 V ) set
are linearly independent elements in radB/rad 2 B. Thus the quiver of B is one vertex with at least three loops. From Theorem 10.1(2) it follows that B is wild.
Let g ss = so 8 , R = Λ + V and R 2 = Λ 2 V . We set 
t t t t t t t t t
By Theorem 10.1(1) B is wild.
Corollary 8.7. Let g be such that Jor(g)-mod 1 is tame thenĝ = g.
9.
Classification theorem: general case 
g(i) be a direct sum of Lie algebras with short grading. Then the categoryĝ-mod 1 has a decomposition in the direct sum
where S i,j is the category of g(i) ⊕ g(j)-modules which have very short grading over g(i) and g(j).
Simple objects in
Proof. As it was explained in Section 4.1 respectively. Then P ⊠ P ′ is a projective generator in S i,j and
Now we can prove Theorem 9.1
Proof. It is sufficient to show that if g(i) and g(j) are two algebras from List A then S i,j is tame (if g(i) is simple, this is trivial). First we construct the projective indecomposable modules in g-mod 1 2 , where g is one of the algebra from List A. By Lemma 4.4 the Ext quiver Q 1 2 (g) is the following:
Observe that for any algebra g from List A Lemma 4.8 implies that any projective indecomposable module in g-mod 1 2 has radical filtration of the length at most two. Therefore it is completely determined by Q respectively. Then P ⊠ P ′ is one of the following
Since P 1 (L), P 1 (L ′ ) are simple, P 1 (L)⊠P 1 (L ′ ) ∈ S i,j is also simple. Hence the associative algebra of the category S i,j satisfies the conditions of Theorem 10.4. One can check that if g(i), g(j) are from List A, then the double quiver of the Ext quiver of S i,j is a disjoint union of Dynkin and extended Dynkin diagrams, therefore S i,j is either tame or finite. This finishes the proof. In this section we will collect some notions, theorems and methods which will be used to determine the representation type of algebras given as a quiver with relations.
Let C be an abelian category and P be a projective generator in C. It is well-known fact (see [20] ex.2 section 2.6) that the functor Hom C (P, M ) provides an equivalence of C and the category of right modules over the ring A = Hom C (P, P ). In case when every object in C has the finite length and each simple object has a projective cover, one reduces the problem of classifying indecomposable objects in C to the similar problem for modules over a finite-dimensional algebra (see [21, 22] ). If L 1 , . . . , L r is the set of all up to isomorphism simple objects in C and P 1 , . . . , P r are their projective covers, then A is a pointed algebra which is usually realized as the path algebra of a certain quiver Q with relations. The vertices of Q correspond to simple (resp. projective) modules and the number of arrows from vertex i to vertex j equals dim Ext 1 (L j , L i ) (resp. dim Hom(P i , rad P j / rad 2 P j )). We apply this approach to the case when C isĝ-mod 1 . For any quiver Q let V (Q) denote the set of vertices of Q and Ar(Q) the set of its arrows. The quiver double D(Q) of the quiver Q is defined as follows:
(56) V (D(Q)) = { X + , X − | X ∈ V (Q)}, Ar(D(Q)) = {ã : X − → Y + | if a : X → Y ∈ Ar(Q)}.
The following results are classical. Lemma 10.3. Let A = kQ/I, e be an indecomposable idempotent and P = Ae is both projective and injective. Assume that rad 3 P = 0, while rad 2 P = 0. Then any indecomposable A-module M such that rad 2 eM = 0 is isomorphic to P .
Proof. Injectivity of P implies that rad 2 P is simple and coincides with the socle of P . Let v ∈ M be such that rad 2 Aev = 0. Then rad 2 Aev = rad 2 P and therefore Aev ≃ P . Since P is injective, we obtain that M = Aev ≃ P .
Next we determine representation type of algebras whose indecomposable projective modules satisfy the condition of the Lemma 10.3. Lemma 10.5. Assume that V (Q) is a disjoint union of S l , S r and T . Assume Q(T ) is disjoint, any path from S l to S r (or from S r to S l ) contains a vertex from T and any path from S r to S r and from S l to S l does not contain a vertex from T . Let A = kQ/I and any path from S l to S r (or from S r to S l ) belongs to I. Then for any indecomposable A-module M either e S l M = 0 or e Sr M = 0, where e Sr = i∈Sr e i and e S l = i∈S l e i .
Proof. Let e T = i∈T e i . One can check that both e Sr M + e T Ae Sr M and e S l M + e T Ae S l M split as direct summands. Hence one of them is zero.
Recall that for any associative algebra A = kQ/I of finite global dimension the Tits form of A is the quadratic form q A : Z V (Q) → Z which is defined by (57) q A (x) = i∈V (Q)
where g(i, j) = |G ∩ e j Ie i | for a minimal set G ⊂ i,j∈V (Q) e j Ie i of generators of the ideal I. A quiver Q is called a tree if its underlying graph is a tree (i.e. does not contain cycles), the algebra A = kQ/I is a tree algebra if Q is a tree. In [25] Y. Han has classified tame two-point algebras and minimal wild two-point algebras. We list the following two algebras from Table W 
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