In this paper we present a finite-element-based method for the calculation of the unsteady potential flow in rotor/stator configurations. A numerical algorithm was developed to calculate the two-dimensional flow through a centrifugal volute pump, taking into account the width variation of the volute in the axial direction and the vortex wakes downstream of the impeller blades by a linearized vortex distribution. The pressure field was obtained from the unsteady Bernoulli equation, with the entire configuration of the pump being included in the calculations. For that purpose the computational domain was split into a region containing the rotor and one containing the stationary parts, each region being treated in a different co-ordinate system. The corresponding finite element grids are matched by an interface consisting of connect elements which move with time. The method is applied to a laboratory centrifugal pump set up at the Von Karman Institute for Fluid Dynamics, which made an experimental validation possible. The total head of the pump and the velocity and pressure fields were computed and analysed for various mass flows. The agreement with the experimental data was satisfactory. The deviation was largest at low mass flow, the maximum deviation in the velocity around the impeller being 10 per cent. The overall behaviour of the pump could be well predicted.
INTRODUCTION
Owing to rotor/stator interaction in centrifugal pumps, many unsteady flow phenomena occur that have great impact on the performance of such machines. A considerable number of these phenomena are related to potential flow interactions (see e.g. Reference 1). Since theoretical calculations of the flow have often been performed by isolating one of the two parts of the pump, one cannot obtain an adequate grasp of the unsteady potential flow features. Encouraged by the successful results of unsteady aerofoil theory, some authors started considering the rotor/stator interaction by using singularity methods applied to axial pumps and fans (see e.g. References 2
by taking the entire configuration of the pump into account. Morfiadakis et a1.* developed a numerical code based on the panel method for simulating the unsteady potential flow in a centrifugal volute pump. The two parts of the pump were considered together and the calculations were compared with experimental results. The increase in the volute width in the axial direction was not included in the calculations, however, which made a comparison with test results very difficult. Furthermore, a very limited number of results could be presented. Recently Croba et ~1 .~ applied the finite volume method for the calculation of 2D unsteady and viscous flow. They used a multidomain overlapping grid technique in order to match the flow fields calculated within the impeller and the fixed volute. Miner et al. l o used the finite element method for the calculation of the flow and recently" the forces in a laboratory pump. The rotation of the impeller in the volute was simulated by using steady state solutions with the rotor at various angular positions. However, the partial time derivative of the velocity potential for the calculation of the pressure field, which has a significant influence on the flow quantities under off-design conditions, was neglected.
In this paper we put forward the development of a finite-element-based algorithm to calculate the fully unsteady potential flow in a centrifugal volute pump, taking into account the transient terms and including the vortex sheets downstream of the blades by using a linearized vortex distribution model. The method allows for a variation in the volute width in the axial direction. The computational domain is separated into two regions. The region that contains the impeller is described in a rotating co-ordinate system, while the other region is considered in a stationary co-ordinate system. The corresponding finite element meshes are matched by a sliding interface. The algorithm has been used for the calculation of the flow in the blade-to-blade plane of a pump at the Von Karman Institute for Fluid Dynamics in Belgium. Laser Doppler velocimetry (LDV) and pressure measurements have been performed, enabling an experimental verification of the calculations.
GOVERNING EQUATIONS
In a centrifugal pump we consider the two-dimensional flow of an incompressible fluid whose absolute velocity vector field is irrotational and we define a time-dependent potential 4 as v4 = v.
(1)
When this potential exists, it satisfies at each instant the elliptic type of equation
where b is a function which represents the dimensional variation in the direction perpendicular to the plane. This function is necessary since the width of the casing in pumps usually changes in this direction. Equation (2) can be solved with appropriate boundary conditions, after which the potential flow is determined uniquely at a given time. The pressure field can then be obtained from the unsteady Bernoulli equation where p is the pressure, p is the density, t is the time and c is the Bernoulli constant. A careful examination of this equation shows that the energy transfer in a pump (i.e. change in total pressure) is attributable to the time derivative of the defined potential.
The unsteadiness of the flow is introduced through the boundary conditions at the impeller blades, which rotate with respect to the volute casing with an angular velocity Q. The above-mentioned equation can be transformed to the rotating system by using the identity (see also Reference 12)
where d,/dt is used to denote the time derivative operator with respect to the rotating co-ordinate system. Then equation (3) for the potential, referred to the rotating co-ordinate system, becomes
LINEARIZED VORTEX DISTRIBUTION DOWNSTREAM OF A THIN IMPELLER BLADE
From elementary fluid dynamics it is known that the circulation r of the potential flow around an aerofoil and its wake is a conserved quantity, i.e.
_ --0.
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When an impeller is rotating in the casing of a centrifugal pump, the circulation around the blades (considered as thin aerofoils) is changing continuously with time according to the unsteady Kutta condition. Equation (6) shows that this change is accompanied by vortex shedding downstream of the blades. In potential flows circulation and vortex shedding are introduced by potential discontinuities on suitable slit lines and wake curves (which are mathematical cuts) in the computational domain (see e.g. Reference 13). To find the equations governing the potential jumps on the wake curves, we apply a linearized model. Consider a blade with a vortex wake (extending from the trailing edge) which is thin enough to be treated as a curve with two sides: the upper side and the lower side. On this curve the potential jump must be such that the pressure field is continuous everywhere in the fluid. We introduce the following symbols: &, the limit of the velocity potential when the wake (or cut) is approached from the upper side of the curve; 4,, the limit of the velocity potential when the wake (or cut) is approached from the lower side of the curve. From the Bernoulli equation (3) it follows that To apply a linearized wake model, the potential is divided into two subpotentials (representing a mainstream and a perturbation on it),
where 4 is the perturbation caused by the existence of a vortex sheet and & is the potential due to the mainstream (obtained from a quasi-unsteady anlaysis). Using this relation and equation (7), requiring continuity of the pressure across the vortex sheet, we then have where s is the co-ordinate along the wake curve. The above equation determines the vortex distribution along the wake, i.e. the potential jump as a function of time and space.
Vortex representation for a blade
In order to solve the problem formulated in the previous section, a vortex model of the continuous vortex sheet is introduced by a vortex wake curve consisting of vortex elements as shown in Figure 1 For each segment y, is taken as constant, resulting in linear distribution of the velocity potential jump over the elements.
At each time step newly formed vortices are shed in the wake curve and are moved away with the main flow as described by equation (9). These vortices are added to the already existing wakes. This means that it is possible to fix the path of the vortices if the mainstream is calculated in advance. This is done by a quasi-unsteady calculation. Furthermore, only the part of the vortex wake near the trailing edge is considered, which has the most significant effect on the In this way the jump in the velocity potential on the wakes is represented by a piecewise linear and continuous function 1;. for the wake belonging to blade number i. This function is dependent on time and the co-ordinates of the points on the wake curves and must satisfy the relation given in equation (9) for the potential jump.
MODELLING OF ROTOR/STATOR INTERACTION
For the numerical calculation of the partial time derivative of the velocity potential in equation (3) it is necessary that the values of the potential are known at points with the same co-ordinates for different time steps. In a finite element approach this would lead to problems due to moving boundaries if the computational domain were to be regarded from one co-ordinate system. The convenient approach is therefore to split the computational domain into two parts, one part fixed to the stator and the other part rotating with the impeller. The interface between the two parts is introduced as two coinciding circles (a cut in the computational domain that we call a sliding cut from now on) corresponding to the two regions already mentioned. The nodal points (which are distributed equidistantly) on these two circles are connected to each other for a specific time step (i.e. the solution and the derived quantities at these nodal points are mutually related). However, this connection has to change its configuration with time according to the displacement of the rotor with respect to the stator. co-ordinate system, which means that one block is in fact a wedge (or a V-form). For convenience the two blocks have been drawn apart (in reality they touch each other). A connection between the nodal points of the interface (i.e. the sliding cut) is shown by straight lines. The nodal points of the periodic boundaries are connected to each other as well. Thus in some cases more than two points are connected to each other. To define all the connections in a unique way, the starting point is as shown for t = t , . At another instant, say t = t,, this configuration has to be changed accordingly as shown in the figure. A connection to a point outside the blocks can be avoided by using a point in the domain at which, according to the periodicity, the physical quantities (such as velocity and pressure) have the same value. For more details the reader is referred to Reference 15.
The time derivative of the velocity potential can be calculated by taking at each nodal point the values of the potential before and after a mesh step (one element shift at the sliding interface). If n, is the total number of elements along the sliding cut, then the time difference associated with a mesh step is defined as
The time derivative can then be calculated as a space derivative scheme (12) using the central difference where the index m is used to denote the mesh step number. Figure 3 shows the computational domain of the flow. The blades and the volute are logarithmic spirals, the dimensions of which are given later in Section 7. The rotor is equipped with n blades w : wake line s : slit line (in the figure there are eight blades) without thickness. Although the algorithm is capable of handling blades with thickness (as long as they end in a cusp at the trailing edge), we have opted for this simplification, since the camber line of profiles already gives a good deal of relevant data concerning the pump performance, as known from wing theories. Neglecting the blade thickness does have some adverse consequences, e.g. for the velocity near the leading edge and for the calculation of the lateral force on the rotor. These subjects are discussed further in Reference 14. From the trailing edge of each blade a wake curve, denoted by wi, extends up to the sliding cut. For the boundary conditions on the solid body, inlet and outlet of the machine the usual conditions are imposed, i.e. at the surface of the solid body the relative normal velocity is equal to zero, while at the inlet and outlet the flow discharge is prescribed. Since the domain is multiply connected, extra conditions will be needed which are related to the circulation of the flow around the blades and wakes. These circulations are realized by introducing potential jumps on slit lines (in the figure denoted by s) and wake vortex curves (denoted by wi in the figure) .
COMPUTATIONAL DOMAIN AND BOUNDARY CONDITIONS
The boundary conditions which must be satisfied at each time are where linlel and loullcl are the lengths of the inlet and outlet respectively, n is the normal direction, /I is the blade angle, R is the angular speed and Q is the volume flow. Ti and fi have to be determined such that the Kutta condition is satisfied (see next section). Note that Ti is the circulation of blade i and its wake and 1;: is the distribution of the velocity potential jump for that wake. The sign for the boundary condition on the rotor blades is dependent upon the side of the blade considered. An extra cut from the inlet to the outer boundary must be introduced (simp) in order to impose rout. This circulation can be determined from the relation where rin represents the pre-rotation at the inlet.
KUTTA CONDITION
To determine the strength of the newly formed vortices, satisfying the Kutta condition at each instant, the linear property of the operators can be used. For each time step the velocity potential is divided into n + 1 parts, where 9, is the potential due to blade rotation, flow discharge and the blade and wake circulations developed up to the actual time, excluding the newly formed vortices, rki are n unknown constants to be calculated and 9; is the potential due to a linear unit vortex distribution on the latest element of the wake belonging to blade number i (i.e. newly formed unit vortex element). By a unit vortex distribution we imply that this subpotential is solved by imposing a potential jump on the vortex wake which has the value unity at the blade trailing edge and decreases linearly to zero at position UsAf. The value of U , is a function of time and space as mentioned earlier.
To satisfy the Kutta condition at a blade trailing edge, it is necessary that the following relation holds at each instant:
where the index 'tip' is used to indicate the trailing edge of the blades. Using this condition and solving the subpotentials of equation ( 
where S is the surface of the computational domain, E is a user-defined quantity, T is the time length for one pitch period (i.e. 2x/%) and m is the maximum number of iterations. The matrix in equation (17) is only dependent on the rotor position. Therefore its elements are stored when calculations for the first pitch rotation are performed and subsequently used for other iterations, which reduces the computation time remarkably.
TEST FACILITY
A schematic picture of the experimental set-up is shown in Figure 4 . The facility is operated with water and has been specially built for LDV measurements at the Von Karman Institute for Fluid Dynamics in Belgium.I6 The impeller and casing are made of Plexiglass. The impeller has eight blades with 60" outlet lean angle and is driven by a variable speed DC motor. The measurements have been performed at an angular rotor speed of 31 rad s-'. The mass flow is measured by a venturi at the impeller inlet and controlled by means of a throttling valve at the outlet. Measurements have been made for low, medium (or optimum) and high mass flows.
The diffuser is instrumented with static pressure tappings positioned around the impeller exit. The main parameters of the pump geometry and operating conditions are given in Table I . The symbols used are explained in Figure 5 . The LDV measuring system used for the determination of the time-averaged velocities at the impeller outlet is schematically presented in Figure 6 . It consists of a laser, a beam splitter, a Bragg cell, lenses and a photodetector. The argon ion laser has a power of 15 mW with a wavelength of 514.5 nm and a beam diameter of 1.5 mm. The distance between the two parallel beams is 130mm and the optical system can be rotated to measure the tangential and radial velocity components separately. A Bragg cell is used in order to realize a frequency shift between the two laser beams. This instrument is required because of the possible change in sign of the radial velocity components. The two beams are focused by a lens with focal length of 480 mm. The scattered light is focused on a photomultiplier where it is transformed into an electrical signal. The filtered signal enters a counterprocessor system which verifies the quality of the signal and calculates the instantaneous velocity, which is stored on a cassette logger together with the impeller circumferential position at which measurements are taken. 1024 samples are taken for each measurement point between hub and shroud. Subsequently an average and a standard deviation are computed. Latex particles of 1 4 pm diameter are added to the water; the filter in the return duct takes out all particles larger than 10 pm.
Only a small part of the measurement error is dependent on the calibration and geometrical parameters of the LDV system. The main sources of error are the non-uniform distribution of particles in the flow and the statistical treatment which is applied t o the data measured in a n unsteady flow. These errors are very difficult to calculate; they have been estimated by comparing the integrated radial velocity with the mass flow measured by the venturi. The error has been found to be between 5% and 10%. More details on the measuring system can be found in Reference 16.
RESULTS
Based on the finite element code SEPRAN,I7 an algorithm has been implemented that handles all the previously mentioned manipulations and calculates the potential flow in a rotor/stator configuration. This algorithm has been applied to the previously described centrifugal pump. The 2D mesh necessary for the finite element calculations is illustrated in Figure 7 . To obtain reliable results, the mesh has to satisfy some important requirements. The mesh has to be refined at the boundaries as known from elementary finite element theory. This refinement must increase at sharp edges such as the trailing edge of the blades. This is obvious, since the sharp edges form singularities in a potential flow. The circulation around the blades determines the work of the pump and this is in turn dependent on the Kutta condition. The calculations must therefore be more accurate in the neighbourhood of the trailing edges where the Kutta condition is applied. It is also appropriate to introduce a certain refinement at the leading edge, tongue and in a ring at the impeller outlet for including the width variation of the volute in the third dimension. The choice of an optimum mesh was made after several tests. The mesh shown in Figure 7 has approximately 10, OOO triangular linear elements including boundary elements (this amounts to 5000 nodal points approximately). Calculations have been performed with 160 elements on the sliding cut. The physical situation which exists at any instant is precisely repeated when the impeller has moved through one blade pitch. Calculations are therefore presented for one period The computer used was a CONVEX C240. Solving one subpotential with given boundary conditions for the mesh shown in Figure 7 requires an average of 25 s of CPU time. For an accuracy of E = 0.01 in equation (18) eight pitch iterations (as mentioned above) were necessary (compare the value of E with the maximum difference in the velocity potential occurring in the pump, which is of the order of magnitude of unity). This means that after one full rotation of the impeller the required accuracy has been reached. Figure 8 shows the measured headxapacity characteristic of the pump compared with that obtained from numerical calculations. It is possible to derive the head of the pump either by considering the conservation of the moment of momentum or by integration of the pressure along the blade surfaces. In this case, since we are dealing with blades without thickness, direct numerical integration of the pressure along the blades neglects the leading edge forces that are present as known from wing theory. Calculations considering the conservation of the moment of momentum, however, take these forces into account if a suitable control volume is chosen. Comparison of the results for the head of the pump by the two methods showed that in this particular case the leading edge forces had no significant resulting moment.
It is seen from Figure 8 that the characteristic calculated by the present method is not a straight line as it should be in the case of a free impeller (i.e. not including the volute configuration). Thus it follows that by taking into account the potential flow mismatch between the impeller and the volute (this subject is thoroughly treated in Reference 18), better agreement with the experimental results can be achieved. In this case there is still a noticeable difference between the calculated head and the measured one (approximately 25% for the nominal point of operation). The major friction losses occurring in the pump are due to separation of the flow at the blade leading edge and at the tongue, wall friction losses and three-dimensional viscous flow phenomena in the volute. These losses have an important influence on the pressure rise in the pump even at optimum mass flow (except for the separation at the volute tongue which does not occur at optimum mass flow). The velocity field is, however, less affected by these friction losses (see Reference 15 for further explanation). The fact that the calculated head is very close to the experimental data at low mass flows can be misleading. One might conclude that the potential flow calculations approach the real flow better in the case of low mass flow than in the case of other mass flows. That such a conclusion is incorrect follows from Figure 9 , where the calculated pressure around the impeller is compared with the experimentally obtained pressure measured with respect to the inlet stagnation pressure. The predicted circumferential pressure variation is larger than the experimental one at low mass flow, although the average pressure is well predicted by the calculations. The circumferential variation is, however, better predicted at medium and high mass flows. It is the error in the average pressure value which is increasing with mass flow (see also Reference 14; the pressure variations especially near the volute tongue are very important when studying some physical phenomena such as pump noise; see e.g. Reference 19) .
The time-averaged circumferential velocity along a circle around the impeller (r = 0.1 16 m) is plotted in Figure 10 for low, optimum and high mass flows. The numerical results are compared with experimental data averaged in the axial direction. There are rapid and strong changes calculated in the region near the tongue (at 8 = 95O), especially under off-design conditions. In reality these fluctuations will diminish by viscosity effects. Taking the accuracy of the LDV measurements into account, we can observe that the potential calculations approach the test data satisfactorily. The discrepancy is most conspicuous at low mass flow (10% on average). For optimum and high mass flows the numerical results differ by only 2%-5% from the experimental data.
The relative tangential velocities and the pressure along the blades are important quantities for characterizing the behaviour of the flow in the impeller. The influence of the volute on these quantities is significant at off-design. Owing to lack of space, we will show these quantities only along one blade for low mass flow at two different times; see Figure 11 (for more results the reader is referred to Reference 14). The quantity paRb/dt is also shown in the diagrams in order to illustrate the importance of this term in the Bernoulli equation. When dealing with a free impeller (i.e. the flow is time-independent in the rotating system), this term is equal to zero. Neglecting this term at off-design is, however, seen to have far-reaching consequences for the blades approaching the tongue. Strong negative velocities and an adverse pressure gradient are noticeable in the case of low mass flow. It is seen that for a blade approaching the tongue, the pressure on the surface, which is normally the suction surface, exceeds that of the pressure side. These strong deformations of the flow field (with respect to the flow in an isolated impeller) are not tolerated by real fluids and the flow is often prone to separation. Basically, such a phenomenon (i.e. separation) is possible on both sides of the blade. Of course, potential flow calculations cease to be valid in regions where separation has occurred.
The absolute velocity vectors in the case of all three mass flows have been plotted in Figure  12 . The behaviour of the flow near the tongue agrees with that observed by experiments (see e.g. Reference 20). Notice how the stagnation point moves around the tongue when changing the mass flow. Within the framework of potential theory we define the optimum flow as one for which on one hand there is no mismatch between the rotor and the volute and on the other hand there is no reverse flow at the blade surface. It is interesting to note that the optimum flow calculated numerically in this way (i.e. satisfying both conditions) agreees with the experimental one accurately. This means that the present method can be used to optimize the shape of a volute for a given impeller (or the shape of an impeller for a given volute). 
CONCLUSIONS
Application of a finite-element-based algorithm to the flow in a centrifugal volute pump was presented and used for calculation of the unsteady two-dimensional potential flow including wake vortices. The geometries of both parts were modelled together and the time derivative of the velocity potential calculated adequately. The results showed the following.
1. The tangential velocity and the pressure variation in the volute around the impeller agree satisfactorily with the experimental results. The qualitative correspondence was least at below-design flow. The quantitative average deviation from the experimental data for the circumferential velocity around the impeller was approximately 10% for low mass flow. The discrepancy at medium and high mass flows was 2%-5%. 
The transient term in the unsteady

