Privacy concern has been identified as a major factor hindering the growth of e-business. Recently, various privacy-enhancing tools (PETs) have been proposed to protect the online privacy of Internet users. However, most of these PETs have been designed using an ad hoc approach rather than a systematic design. In this paper, we present an exploratory investigation of an end-use PET using a Value Sensitive Design approach. We propose an integrated design of a Privacy Enhancing Support System (PESS) with three proposed tools, namely privacy-enhancing search feature (PESearch), privacy-enhancing control for personal data (PEControl), and privacy-enhancing review for sharing the ratings and reviews of websites' privacy practices (PEReview). This system could enhance the interactivity of Internet users' privacy experiences, increase users' control perceptions over their personal information, and reduce their privacy concerns. An empirical evaluation of PESearch, PEControl, and PEReview revealed that novices felt the most important aspect of the tools for downloading and usage intentions was its usefulness; most experts felt the tool met the design principles as specified.
Introduction
As Internet-based tracking and profiling technologies increasingly expand the ability for e-commerce vendors to collect, store, process and exploit personal data, privacy concern has been identified as a major factor hindering the growth of e-commerce [32] . Indeed, a Pew Internet Project survey found that 85% of adults believed it was "very important" for them to control access to their personal information [35] . The concerns center on the confidentiality of accumulated consumer personal information and potential risks that consumers experience over the possible breach of confidentiality [5] .
The need to protect privacy has led to many initiatives, some behavioral and some technical. Behavioral initiatives generally include providing assurances through privacy seals [24] , government regulations [58] , or addressing individuals' concerns for information privacy, which have been shown to affect trust [36] . While these approaches to protecting privacy are interesting, this paper focuses on an IT artifact that provides one technical solution to the online privacy issue. This approach is in line with a recent review of the privacy literature that highlights the need for more design research in the information privacy domain [5] .
Technical approaches to protect privacy result in the development and implementation of Privacy-Enhancing Tools (PETs). 3 Implementation of PETs into the design of e-commerce applications at the earliest stages offers some promise in attempts to maximize the potential of e-business. Researchers suggest that PETs would play an important role in protecting online privacy, particularly because of their ability to cross country, regulatory, and business boundaries [60] . However, among many studies designing PETs in various contexts, few systematic attempts have been made to provide an integrated framework on the design of PETs. In response to the recent call of Privacy by Design is Essential [20] , this study is intended to systematically develop a near-complete decision support system for privacy protection called the Privacy Enhancing Support System (PESS) using a Value Sensitive Design approach. Implemented at the web browser level, PESS evaluates a website's privacy practices using three tools, i.e., a privacy-enhancing control tool for controlling user personal data (PEControl), a privacy-enhancing search feature (PESearch), and a privacy-enhancing review tool for sharing user ratings and reviews on vendors' privacy practices (PEReview). The three privacy-enhancing tools were integrated into one end-user application and embedded into browsers to provide decision support for pri-vacy decisions and evaluations. Following Design Science guidelines [22, 37] , upon implementing the PESS prototype, we conducted an empirical evaluation using a qualitative research approach. This study is novel to the extent that existing security and privacy research in the information systems (IS) field has not systematically examined the Privacy-by-Design issues. Drawing on a Value Sensitive Design perspective, our integrated design of PETs presented in this paper offers new insights to evaluate privacy protections by users. The results should be of interest to e-business researchers and practitioners alike, as well as privacy advocates, and regulatory bodies.
Literature Review
According to a Pew Research Center study [35] , individuals are becoming more concerned with their presence online, but less than 3% of individuals are actively protecting their online presence. Studies regularly show that many factors affect an individual's concerns for information privacy [67] , which ultimately affect their willingness to participate in transactions or share information online [32, 68] . In response to privacy threats, researchers and practitioners have explored various behavioral and technological approaches for privacy protection at different levels.
In tackling security attacks and privacy threats, both web service providers and web browser vendors have made significant efforts [53] . As a communication doorway to the Internet for users, a web browser plays a critical role in mediating interaction between end-users and web pages. This crucial position of the web browser facilitates its role in informing and warning end-users of security and privacy risks directly. In addition, the market of the web browser is relatively centralized -Internet Explorer (IE) and Firefox account for more than 80% of the market [62] . Such concentrated market helps push and deploy standardized web security and privacy interfaces and features [55] . However, based on our literature review, we find that the context of web browsing systems is still under development in the field of IS research. We believe that gaining an understanding of privacy protection approaches in this context is particularly important because it contains features with which end-users would interact in everyday use. Consequently, we unfold our discussion of prior studies encompassing privacy protection features by two levels: i) websites, and ii) web browsers.
Privacy-enhancing features at the web server level
Privacy policies describe an organization's privacy-related practices, which provide an explanation and claim of the organization on when and what to collect, and how personal information will be used and stored. In the privacy literature, the effect of the availability of a privacy policy on fostering consumers' information disclosure appears inconsistent. On one hand, it has been suggested that the presence of a privacy policy effectively enhances consumers' perceptions of procedural fairness and thus increases their intention to transact online or disclose personal information [13, 44] . On the other hand, other studies identify various problems of privacy policies. As Antón et al. [3] pointed out, most privacy policies lack readability and are hard to understand, and they differ greatly from site to site due to the lack of industrial standards. Further, users may not be willing to spend time reading the privacy policies of websites. Even when end-users would read a privacy policy, they have no means to identify the inconsistency between the privacy policy and the website's real privacy practices [26, 48] .
The Platform for Privacy Preferences (P3P) created by the World Wide Web Consortium was developed to create a machine readable, common vocabulary for identifying privacy practices [10] . P3P allows users to setup a set of privacy preferences that are then compared with a website's privacy policy and provides feedback to the user that allows them to make better decisions on what type of personal information to release [8, 49] . However, a technical report prepared for the FTC studying the use of P3P found that, in general, the error rate for P3P implementation was unacceptably high, many policies were out of date, and that "it may be necessary to explore the possibilities of third-party P3P policy certification, auditing, or other measures to ensure that P3P policies are trustworthy" [11] .
Privacy seals are programs that businesses can participate in to show their commitment to security (e.g., Verisign), trustworthiness (e.g., webtrust.org), or privacy (e.g., TRUSTe). Once joining the program, the business is allowed to post the third-party "seal" claiming their membership and participation. Privacy seals are usually displayed on websites to help both consumers click with confidence and online companies to promote their privacy policies online [52] . The availability of a privacy seal has been found to positively associate with a consumer's trust belief in a website [51] , leading to more favorable perception toward the website's privacy policy [45] . However, a number of privacy studies revealed insufficient consumer trust toward third-party privacy seals. For example, in a study [45] reviewing 60 high-traffic websites, Miyazaki and Krishnamurthy found no support for the proposition that a firm's participation in a seal program is a positive indicator of better privacy practices (Larose and Rifon [30] and Bélanger et al. [6] had similar findings).
Privacy-enhancing tools at the web browser level
Security toolbars [64] , active and passive warnings provided by the web browser [16] and Extended Validation (EV) certificates [54] are privacy and security indicators provided by web browsers. These features usually indicate an encrypted connection to a particular website, through various cues such as the https prefix in a URL and the padlock icon in the browser chrome. A number of studies have examined effectiveness of these web browser indicators on promoting end-users' privacy and security awareness. For example, Whalen & Inkpen [63] collected eye-tracking data to study users' attention paid to browser cues. Results from this study indicate that the padlock is commonly viewed without interaction. Moreover, Sobey et al. [54] explored user reactions to EV certificate indicators and their eye-tracking data showed that all users did not notice the design of EV certificate in Firefox.
Net Trust [21] , designed as a toolbar for web browsers, is a trust evaluation system that helps users evaluate whether a website is trustworthy by combining their own trusted sources of information with the trusted sources of information provided by their social network. A recommendation on the trustworthiness of a website is then made to them based on the results of their social networks' ratings. However, the design of Net Trust focused on the exchange of post-use experiences, which failed to empower users with control of their privacy during an interaction with a website.
A number of privacy control features (e.g., privacy controls, cookie controls, and object controls) have been implemented at the browser level by most web browsers. For example, the four major browsers (Internet Explorer, Firefox, Chrome and Safari) recently added private browsing modes to their user interfaces. This feature assures that sites visited while browsing in private mode should leave no trace on users' computers. Aggarwal et al. [1] conducted a study to evaluate the effectiveness of these privacy control features including numerous add-ons (e.g., CookieSafe for cookie controls in Firefox, and AdBlock Plus for banner advertisements in Firefox). They pointed out that flaws and vulnerabilities exist in terms of how these browsers and add-ons approach protecting privacy and concluded that browsers sometimes leak information when in private mode.
Recently, Microsoft introduced in Internet Explorer 9 a customizable Tracking Protection List (TPL) feature for privacy protection [38, 39] . TPLs are lists of domains, subdomains, specific urls, and/or specific files that are created by privacy advocates or user communities, which support both Block lists and Allow lists. A domain in an Allow TPL means that it can be visited from anywhere. For a domain in a Block TPL, the browser will only allow visits to that domain if a user specifically clicks on a link, or from that domain itself. That is to say, no third-party visits will be allowed to that specific domain, which will block third-party tracking from that domain. However, TPL is an opt-in feature and these lists will not be included and maintained by the browser but users have to create their own lists or download ready-made ones from privacy advocates such as TRUSTe [59] or PrivacyChoice [47] . Such an opt-in approach may be problematic because it shifts the responsibilities to average users. Since users usually regard their online activities as primary tasks (e.g. web browsing, checking email, online shopping, and online banking), privacy tasks such as maintaining the TPL list are not supposed to be so obtrusive that users may feel annoyed or overly-burdened by them.
At a more basic level, browsers provide the ability to specify the level of privacy a user wants to use from low to high. The privacy setting level will determine how much information is released through cookies. If the level is set too high, then it can prevent some webpages from displaying properly [40] . If it is set too low, then it allows private information to be unknowingly released to websites.
Summary
As discussed above, earlier studies on current privacy-enhancing features reveal that there exist three limitations in the literature. First, most privacy-enhancing features at the web site level cannot help users evaluate whether a particular site implements its privacy policy as it claims [3, 11, 17, 26, 48] . However, we believe that privacy-enhancing features at the web browser level could address this issue. For example, Net Trust [21] can verify the site's privacy practices to some extent because it allows users to review (by both numbered rating and comments) the interaction experience with a particular website, and share the reviews with other users via a linked social network. User reviews, therefore, could become one reliable source for peers to make inferences about the trustworthiness of a vendor. Second, most PETs at the browser level do not allow users to view their transaction histories (e.g. at websites such as ebay.com and amazon.com), to set the length of a log period kept by a particular vendor, or to check those third parties which have access to the user history logs [1, 40] . Third, current PETs at the browser level have been designed using an ad hoc approach, and few systematic attempts have been made to provide an integrated design of PETs. Therefore, there is a lack of an integrated solution that can provide an easy-to-use system with various PETs. To address these limitations, we adopt a systematic approach to design the PESS system using the Value Sensitive Design approach.
Privacy-Enhancing Support System (PESS)

Value Sensitive Design
Value Sensitive Design (VSD) is an approach to the design of information systems that accounts for human values throughout the design process [18, 19] . Example work in VSD includes security features of web browsers [43] , groupware systems to support knowledge sharing [42] , and kids' online safety protection [14, 66] . We adopted a VSD approach for this study because this approach particularly emphasized values with moral import such as privacy and trust. VSD adopts a tripartite approach by iterating on three types of investigations: conceptual, empirical, and technical investigations [18, 19] . Central to its tripartite methodology [18, 19] , conceptual investigations comprise theoretically informed analyses of constructs and issues under investigation; technical investigations focus on the features, architecture and infrastructure of the technology under examination and development; and empirical investigations focus on the actual or potential users' responses to the technical artifact and contexts-of-use.
In this study, we present the design of our Privacy-Enhancing Support System (PESS), which followed the steps recommended in the VSD approach. The first phase of the VSD approach is a conceptual investigation of the concepts of interest. The second phase includes a technical investigation of PETs for web browsers, followed by the empirical investigation of the user responses to the designed prototype.
Phase I: conceptual investigation of end-user PETs
One very important perspective views privacy to be related to the control of personal information. A number of privacy theorists have put emphasis on the concept of control when defining privacy. For example, Stone et al. [57] viewed privacy as the ability of the individual to control personal information about one's self. This control perspective of privacy is also found in prior privacy studies, which posited that loss of control over disclosure and use of personal information is central to the notion of invasion of privacy [15] . Previous privacy research has revealed that individuals will have lower levels of privacy concerns when they have a greater sense that they can control the disclosure and subsequent use of their personal information [12, 13, 65] . Therefore, it seems that incorporating the notion of control into the design of the end-user PETs is the key to alleviate users' privacy concerns.
Drawing from the extant IS literature on security and psychological control theories, two theories related to control are applicable in the context of this research: the technology threat avoidance theory [33] and Yamaguchi's control agency theory [69] . The technology threat avoidance theory [33] suggests that, after users become aware of a threat (e.g., privacy breach), they would assess the degree to which the threat can be avoided by adopting technological safeguards. An important assessment that users need to make in this process is to determine how much control they have over the specific threat or how avoidable the threat can be [33] . A user's perception that adopting a privacy safeguard mechanism (e.g., PESS) will help protect online privacy enhances his or her motivation to cope with the threat. This theoretical approach provides justification for the expectation that the PESS developed in this research can motivate users to protect their online privacy.
Yamaguchi's control agency theory [69] posits that there are three types of controls based on three types of control agents: 1) personal control, in which oneself acts as the control agent, 2) proxy control, in which powerful others act as the control agent, and 3) collective control, in which the collective acts as the control agent. Following Yamaguchi's control agency theory [69] , we propose three design principles, which serve as the design guidelines to empower different types of privacy control in the PESS.
People who value autonomy would prefer exercising direct personal control as they "would especially feel themselves more self-efficacious when their agency is made explicit (p.226)" [69] . For this type of control, users act as control agents to exercise direct personal control over when and how their personal information is released for use by a website [65] . Thus, we propose:
▪ Design Principle #1: Privacy-enhancing tools should be designed to empower users with personal control where users themselves act as the control agents to directly control over when and where their personal information is released for use during the conduct of online transactions at a specific website.
However, when the employment of personal control is neither obtainable nor encouraged, individuals might well give up their direct control preferences and seek "security in proxy control (p.142)" [4] . Proxy control is defined as an attempt to align oneself with a powerful force in order to gain control through powerful others [69] . When users perceive that they lack the necessary skills, resources and power to directly control their personal information disclosed for online transactions, they may reform their decisions by considering the availability of powerful others (e.g., TRUSTe) who can act on behalf of them to protect their online privacy [65] . Hence, the design of privacy-enhancing tools should easily indicate the availability of users' proxy control -whether the structure like TRUSTe is in place to assure that the online transaction environment is safe and secure.
▪ Design Principle #2: Privacy-enhancing tools should be designed to indicate the availability of proxy control where powerful forces (e.g., industry self-regulators such as TRUSTe) act as the control agents for users to exercise proxy control over their personal information.
The third type of control is collective control in which an individual attempts to control the environment as a member of a group or collective [69] . As demonstrated by the Net Trust [21] , user reviews shared via a linked social network could become one reliable source for peers to make inferences about the trustworthiness of a website in terms of its privacy practices. Therefore, we propose:
▪ Design Principle #3: Privacy-enhancing tools should be designed to empower users with collective control where users act as a member of a group to exercise collective control over their personal information.
Phase II: technical investigation of end-user PETs
Following the philosophy of Value Sensitive Design, the above conceptual investigations can now be employed to help structure the first iteration of a technical investigation. Specifically, we designed three privacy-enhancing tools to empower users with personal control, proxy control and collective control over their personal information. Collectively, we use PE*tools to refer to the three privacy-enhancing tools -PEControl, PESearch and PEReview.
Design of PEControl
Following design principle #1, we designed a tool named PEControl to empower users with direct personal control over their personal information. PEControl has the following design features:
1. Genericity. We designed the instrument of privacy control as Web services [2] running at a vendor's web server. These services receive and process user requests for privacy control. Results of request processing are then sent back to requestors. Vendors publish these services using Web Service Description Language (WSDL) [61] . Whenever users visit an online vendor, the client-end of the tool -PEControl agent retrieves and interprets the vendor's WSDL file and dynamically builds a user-interface for privacy control at this website. The PEControl Agent subsequently interacts with users, sends user control request to the vendor's web services and displays service responses to the user. The use of WSDL allows vendors to dynamically add, modify or remove privacy control mechanisms that are implemented as Web services compliant to the WSDL protocols. 2. Progressive configuration. The PEControl agent allows privacy control settings to be configured in a progressive manner. It is designed as a plug-in to a Web browser, enabling users to check or change privacy settings without leaving the current session with the vendor. Thus, inexperienced users can use the PEControl agent to preview the effect of changes to their privacy settings without actually setting them during a single visit to a website. Gradually, they get familiar with the system, understand their privacy needs, and increasingly fine-tune their privacy settings. With increasing experience with the tool, the vendors, and overall browsing, users can become more adept at selecting the proper privacy preferences for themselves.
3. Coarse-grained and fine-grained control. To avoid demanding a fair amount of user effort on the privacy option settings, the PEControl Agent is designed to provide three top-level control features: a) Minimum data release, which will request the vendor to turn off all unnecessary data collection and to shorten the data-keeping period to the minimum necessary for the current session; data sharing with third parties will not be allowed under the request of minimum data release; b) Restore to vendor-default privacy settings; and c) Maximum data release.
In addition to these coarse-grained controls, the PEControl agent also provides detailed configurations for privacy settings. More implementation details will be discussed in Section 3.3.4.
Design of PESearch
Following design principle #2, PESearch is designed to utilize a proxy to provide a user with information about a website's privacy practices prior to the user's visit. PESearch maintains a store of online vendors' ratings of privacy practice and employs web crawlers [9] to update the store frequently. PESearch has the following unique design features:
1. Providing search pointers to multiple information sources. PESearch not only uses a vendor's privacy policy as one information source; it also looks for third-party trust seals (e.g., TRUSTe) and user ratings on the vendor's privacy practices. These sources of information are used to calculate a website's aggregated privacy rating, which is then used to rank search results. Besides searching over the multiple information sources, the display of search results also provides privacy indicators for individual information source. Users could learn from these individual privacy indicators about a vendor's privacy practices. 2. Verifying information source when possible. Users should be provided with verifiable guarantees [25] . PESearch verifies third-party privacy or trust seals stated in a vendor's privacy policy by automatically checking the validity of the seal through the website of the seal-granting organization. Placing invalid or expired privacy seals will cause PESearch to give a Red Alert privacy indicator on the search result page. Moreover, PESearch employs some heuristics to detect the vendor's potential opportunistic behaviors. For example, when PESearch finds a website's P3P privacy policy has no dispute mediation clause, a Red Alert privacy indicator will be displayed for this website.
Moreover, users' prior privacy related knowledge and prior online privacy experience are also considered in the design of PESearch. Inexperienced users might simply want the PESearch to search by online vendors' privacy practices without providing any privacy preferences, because preferences are hard to get right at a time when users first use a system [23, 34] . In contrast, experienced users might want to search with certain privacy preferences. Based on these design considerations, PESearch is designed to work in three modes: 1) simple search mode, in which privacy rating is used to re-order search results, and no user preference is required; 2) advanced and speedy search mode, in which users can search online vendors against a pre-defined privacy preference; and 3) advanced search mode in which users can fully customize privacy preferences used for search.
Design of PEReview
Following design principle #3, PEReview is designed to empower users with collective control where they act as a member of a group to collectively control their personal information. Similar to Net Trust, PEReview "embeds social context in web-based trust decisions by combining individual histories, social networks, and explicit ratings (p.1)" [21] . PEReview inherits Net Trust's merit of avoiding the risk of a vendor's opportunistic behaviors in the trust-decision process. Users' trusted sources of information (e.g., friends' feedback) are used to evaluate the trustworthiness of a vendor. PEReview extends Net Trust with the following two additional design values:
1. Capturing user reviews in user-searchable formats. In PEReview, users can provide privacy rating and text comments to an online vendor's online and offline channels. Privacy ratings of a vendor can be made as an overall score (a singular numerical value), and/or on specific elements of privacy practices. Thus, privacy rating is represented in PEReview as both a singular value (used in PESearch's simple search mode), and as a multi-dimensional vector (used in PESearch's advanced search modes where the distance between user preference vector and privacy rating vector is calculated to rank search results). 2. Supporting reviews of online vendors' privacy practices in an offline channel. Users can rate and make comments to the privacy practice observed from a vendor's online channel, or offline channel. This design is useful for monitoring the privacy practice of those online e-commerce vendors which also have a physical presence and offline transaction channels [56] . The reason for explicit differentiation of offline channels versus online channels is to allow more specific search in online channel(s) only, in offline channel(s) only, or a mix of both.
Prototype development
We developed a prototype to integrate the aforementioned three privacy-enhancing tools. The prototype is designed as an add-on toolbar for Web browsers such as Internet Explorer and Mozilla Firefox. This toolbar is named as PE*ToolSet. Fig. 1 is an overview of the toolbar.
On the PE*ToolSet toolbar, there are the two frequently accessed privacy control functions. The left one is View My Data@Site, which displays the types of personal data collected by the vendor of the current website in a new window. The right one is Control My Data@Site, which contains three shortcuts to the top-level privacy controls (see Fig. 2a) , with additional information available to users. The rest of the control functions are embedded in the More! dropdown menu, which include three functions: 1) view access log, 2) report data error, and 3) additional site-specific privacy controls (see Fig. 2b ).
The search box implements the PESearch's simple search feature. Advanced search modes are placed in the Search dropdown menu as illustrated in Fig. 3 . Fig. 4a and b illustrate the use of PEReview. Overall rating, specific rating on some particular elements of privacy practice, and textual comments are provided in the Rate@Site dropdown menu. Live reviews made by other users from the buddy list are periodically pushed to PEReview. Fig. 5a shows the summary list of buddy reviews and Fig. 5b shows the details of one buddy review.
Phase III: evaluation of end-user PETs
The user responses to the PE*Toolset were evaluated utilizing a qualitative methodology. The intent of this approach was to make sure that the design principles identified in the conceptual phase were sufficiently met in the opinion of the target user population. We regarded protecting one's online privacy as a sensitive topic. Consequently, there may be social implications to responses users give. When collecting data about sensitive topics (e.g., asking one's privacy perceptions), it is appropriate to utilize open-ended questions to allow respondents to express themselves in a way that they do not feel threatened [31] . Doing so allows respondents to say as much or as little as they would like and not be confined to a limited set of answers that are available in a Likert-type survey design.
Two separate evaluations were conducted. The first evaluation was performed by privacy experts and focused on the evaluation of the design of the tool. The questions asked were aimed at understanding whether or not the tool was designed in such a way that it met the design principles set forth prior to development. The second evaluation was performed by privacy novices and focused on an evaluation of adoption and use of the designed tool. The questions asked were aimed at determining whether or not individuals would download and use this tool if it were available to them.
The data collected was coded based on a set of codes developed from the questions asked, as well as information received from the responses [41] . Initially, two coders coded seven responses and their results were compared. Where there were differences in the codes, the researchers tried to come to a consensus. When this was not possible, a third researcher provided a decision. After this, the remainder of the responses were coded. For the coding of the expert responses, there was a Cohen's Kappa of .70, and for the novice responses, there was a Cohen's Kappa of .72, which suggests a high level of agreement. 
PEControl
Experts
Eighteen experts were interviewed and asked if they felt the design of the PESS met the design principles laid out prior to evaluation as well as what, if any, factors should be given more considerations in future versions of the system. Experts were individuals enrolled in a master's level class who had significant IT experience and training prior to the course, and were trained during the course of the program on the intricacies of security and privacy management. Thirteen of the 18 experts felt that the PESS met the design principles as specified. 4 In addition, we asked experts what features could be improved in future design; these results were presented in Fig. 6 . Only those suggestions that were mentioned by more than one expert are presented here. Those items that were only mentioned once include access, collective actions, confidentiality, ease of use, enforcement, feedback, granularity, notice, unauthorized access, user error, and user notification. The response that arose most often in evaluation by the experts is that usability is an important design consideration in future privacy-enhancing tools. A number of suggestions for future improvements to the design of this tool were provided, such as continuous reminders of the importance of privacy and the tool should be something that non-technology savvy users should be able to easily use.
"The program assumes that the user is constantly on the lookout for their privacy, which may be the case in the short term, but long term usage patterns tend to indicate that people get lazy, and some inconvenience is necessary to remind them to maintain their privacy (see: User Access Control in windows Vista). While the user is "empowered" by the abundance of information, without constant reminders and warnings from the program, the user will eventually simply forget." "Many people are not technology savvy so the privacy software or program should be easy to use for first time user. Also adding to this thought, it should be simple and appropriate."
Another suggested issue in the design that arose was the lack of legal authority that industry self-regulators have.
"Having industry self-regulators acting as control agents for users to exercise proxy control is not sufficient for privacy concerns. Industry regulators do not have any legitimate power to control the privacy of users."
Experts also indicated that once an individual provides data to a company, properly securing the data becomes paramount. "However, simply being able to choose whether or not your data is released is not enough. For example, a user has a certain expectation of integrity and security. That is, users have a right to know that the information they release to a particular company is going to be stored using a secure process (encryption, secure sockets for transfer of data, etc.)."
While we agree with these latter two assessments about what is lacking with this system, there is no way to implement an adequate solution to take things to this level without (1) getting legislative involvement, and (2) gaining permission to access and monitor the storage of private data. Neither of these approaches is feasible in the design of such a system.
Novices
Novices were students with no knowledge of PET design, information privacy or security concepts beyond their own personal experiences. These students had not attended any classes related to these concepts and only had an introduction to information technology in general. Twenty-one novices participated in the evaluation. The age of the novices ranged from approximately 19 to 22 years old. There were 12 males and 9 females in the sample.
The novices indicated that the most important aspect to encourage downloading as well as a continued usage of this tool is the usefulness it provides. As can be seen from the comments below, most respondents indicated their perceived usefulness of the PET tool. Other factors identified for usage and download importance, as shown in Fig. 7 , include: website warnings, social influence, security, comments from others, control, browser space, free, privacy concerns, ease of use, efficiency, and ability to rate websites.
"The protection of privacy on one's computer is a must in the digital age. I would initially download this privacy toolbar for its ability to specify the amount of personal data that can be released from different websites." "I would download this toolbar for more dynamic privacy controls than the basic controls provided by a web browser like Mozilla Firefox or Internet Explorer." "As long as the toolbar proved to be helpful and useful, I would continue to use it." "I would continue to use it because the internet is very vast so the more chances I would get to protect myself the better."
The novice reviewers further stated that receiving website warnings or warnings about the information websites collect was another important feature in the design of the privacy protecting software that would both make them initially download the software as well as continue using it.
"I would love the PEControl item. I frequently wonder what kinds of information a website is picking up and keeping from me. For example, when I pay my bills online, some online billpays can recall your credit card number even though you didn't specifically save it in a profile -this makes me nervous."
"I would continue to use it because I could help my friends out by warning them in advance of the bad sites they should avoid." Some interesting findings from novices were that although security and social influence were often mentioned as factors in the initial download of the PESS, they were mentioned much less frequently as factors in the continued use of the PESS. 4 Of the five experts that felt that PESS did not meet the design principles specified, one did not actually answer the question asked, and four provided reasons why the design principles were not met that were outside of the researchers' control, such as legal enforcement (2) and potential secondary use of data (2). "How effective this tool is in providing a secure and safe profile of me while online." "I think initially to be persuaded to download the toolbar I would have to hear word of mouth recommendations from friends, family, or professors."
Furthermore, while control and ease of use were not regularly mentioned as factors in the download of the PESS, they were mentioned more frequently as factors in the continued usage of the PESS. In summary, the evaluations of PESS revealed that novices felt the most important aspect for downloading and usage intentions is its usefulness. The evaluation also revealed that most experts felt the tool met the design principles as specified.
Discussion
This study's purposes were two-fold. First, we wanted to follow a structured approach to design privacy-enhancing tools for online users. For this purpose, we used the design method of Value Sensitive Design. Second, we wanted to follow design science principles to ensure that users and experts would find the PESS usable and well designed.
The Value Sensitive Design (VSD) principles proved to be very useful is establishing clear requirements for the PET tools. We did find that some design factors, such as those that related to initial concerns, are important in gaining adoption of a given technology; however, other design factors, such as those that deal more with functionality, are important considerations for the continued use of the technology. It is surprising that IS research has not systematically examined privacy issues from the Value Sensitive Design perspective; this makes the present study novel. We believe that future research in information systems, more particularly in design science research, would benefit from considering the principles of VSD when designing IT artifacts. Using the groundwork laid down in this study, future research could contribute significantly to maximizing the potential of e-business.
Hevner and his colleagues suggest that IS research is at "the confluence of people, organizations, and technology [22] (p. 77)." In designing our PESS, we followed the design science principles which include: 1) Design as an Artifact (PESS including PESearch, PEControl, and PEReview), 2) Problem Relevance (the importance of protecting users' privacy), 3) Design Evaluation (the evaluation of the design artifact by novices and experts), 4) Research Contributions (the PESS, as well as a better understanding of the benefits of Value Sensitive Design), 5) Research Rigor (a review of relevant literature, the use of Value Sensitive design in establishing design requirements, and technical evaluation by two stakeholder groups), 6) Design as a Search Process (a review of relevant literature and the use of Value Sensitive Design in establishing design requirements), and 7) Communication of Research (presentation of our PESS to user communities and description of the PESS provided in this paper) [22] . As discussed previously, the design of the PESS has proven to meet the design principles set out at the beginning of the process. The experts and novices who evaluated the tools agreed that the design principles were met. The experts suggested that certain factors should be considered in the future design of PETs. While we intend to include some of these features in future design efforts, novices indicated that the design as presented would be useful and they would use it.
In summary, the PESS tools provide privacy control tools over two types of user information, far beyond website cookie management:
• Type (A) information provided by users to a website (e.g., address, phone number, and credit card information), and • Type (B) user data generated during website browsing and usage (e.g., browsing history, uncompleted shopping cart items, digital subscriptions, and transaction history).
An example using the Amazon.com website would work as follows: Registered users could save their Type A information at Amazon.com including users' address, phone number, and optional credit card information. Amazon.com also generates and stores users' Type B information, and allows registered users to browse their Type B information such as recent history of catalog browsing and item searching on Amazon, recent uncompleted shopping cart items, their digital subscriptions, and their recent transaction history. Built on the application-layer making use of web server-end mechanisms (APIs) and pre-defined client-server protocols, the PEControl tool can retrieve users' Type A and Type B information from servers. Built as a browser add-on, the user interface of PEControl allows users to view their Type A and Type B information quickly at the browser, saving users' efforts in visiting a website to find and view their information.
More than just an information-browsing tool, PEControl is also able to deliver users' privacy control settings to individual websites. For example, if Amazon.com allows users to control the number of uncompleted shopping carts to be saved on the server, users can either go to the Amazon.com site to change the setting or directly use the PEControl browser add-on to change the setting. Going to individual websites to change privacy settings might impose cognitive load on users because of the differences of user interfaces and browsing paths among different websites. PEControl provides a consistent and convenient user interface to change privacy control settings for individual websites. PEControl communicates with individual websites in a pre-defined protocol and implements the privacy control via web service and API calls. The technical discussion of these techniques is out of the scope of this paper.
The PESS tool has proven useful in this research. However, it is possible that its widespread acceptance could be problematic since the underlying premise of these solutions is predicated upon users' awareness of online privacy risks and their own privacy needs. 5 Anecdotal evidence suggests that the most effective way to protect online privacy is to combine education and training with the use of technology tools to promote the users' awareness. End-user awareness and training is an especially challenging area in that users vary widely in level of motivations, perceptions of threat severity, and computer self-efficacy [46, 50] . Therefore, future research should investigate how to integrate user awareness and training with the design and deployment of privacy-enhancing technologies. One limitation of our study relates to the fact that for web users, reading reviews may overload them and thus may decrease their website usage. There are a number of well-established techniques developed to address this problem, such as automatic text analysis to extract key points of a text review, and automatic numerical rating and scoring systems based on text reviews. Future research could include these techniques to decrease the overall effort that users have to put with respect to review reading. Integrating a methodological way of handling review information into a tool such as PESS would provide even more information at the hands of users to make wise privacy decisions.
Conclusion
Building on the principles of Value Sensitive Design, we have discussed the conceptual and technical investigations of end-user privacy-enhancing tools. Based on the psychological control agency theory, we designed PESS with three privacy-enhancing tools including the search tool for privacy promise and practice (PESearch), the privacy control tool for controlling users' personal data (PEControl), and the review tool for sharing the ratings and reviews on websites' privacy practices (PEReview). We discussed the design values of these privacy-enhancing tools and proposed a prototype system named PESS to integrate these tools. In future work, we expect to extend these investigations, implement and deploy the prototype, and iterate on empirical investigations as well. Overall, the integrated design of privacy-enhancing tools identified in this study will provide a rich understanding of the e-business applications that create personal vulnerabilities, and therefore, inform privacy research in the IS discipline. Our goal is to create an integrative privacy-enhancing solution that, when completed, will empower users with personal control, proxy control, and collective control over their personal information. 5 We thank an anonymous reviewer for this insight. 
