Abstract. In this paper, based on some new characterizations of subderivative and subdifferential of sup-types functions, we develop the first-order necessary and sufficient optimality conditions for convex semi-infinite min-max programming problems in which the index sets are not necessarily compact.
1. Introduction. Consider the following convex semi-infinite min-max programming problem (CSMMP): min
where ψ 0 (x) = max{ψ j (x)| j ∈ J}, J = {1, 2, ..., q}, ψ j (x) = sup{φ j (x, y)| y ∈ Y j }, φ j (x, y) : R n × R mj → R is convex in x ∈ R n for each y ∈ Y j , and Y j is a nonempty set in R mj . Compared with the standard semi-infinite min-max programming [16] , the index set Y j is not necessarily compact here. Problems of this form have strong practical backgrounds in approximation theory, optimal control, and numerous engineering problems, etc; for more details of these and other applications, refer to [5] and the references cited therein, and also to the comprehensive survey [8] which covers theory, methods and applications.
Semi-infinite programming is characterized by a finite number of variables and an infinite number of constraints. Due to its wide applications, the study on the theory and numerical methods has been a very active research area in the last two decades. For example, Vázquez and Rückmann [25] proposed two extensions of the Kuhn-Tucker constraint qualification for the class of generalized semi-infinite programming problems. Cánovas et al. [3] presented the metric regularity of the mapping defined by semi-infinite constraint systems of inequalities and equalities. Using the variational analysis technique, in terms of the epi-coderivative, Zheng and Yang [31] provided Lagrange multiplier rules for a class of semi-infinite optimization problems where all functions are lower semi-continuous or locally Lipschitz. Under the assumptions that the index set Y (x), depending on the variable x, is uniformly compact, several authors have developed the first-order or second-order optimality conditions for generalized semi-infinite programming problems. For the details, refer to [9, 12, 20, 22, 23] . Using a unified framework by writing the corresponding constraints in a form of cone inclusions, Shapiro [21] developed the weak and strong duality properties of convex semi-infinite programming. On the other hand, different algorithms for solving the (generalized) semi-infinite programming problems have appeared, such as central cutting plane method, Newton method, SQP method, maximum entropy method, and nonlinear penalty method, etc; see [1, 15, 17, 24, 27, 29] . An interesting application to solve digital filter design problems can be found in [13] . For a thorough study of this subject, refer to the survey paper [8] and book [5] which contains several works on (generalized) semi-infinite programming problem and other related topics such as semi-definite programming, optimal control, wavelets, and others.
However, most of these results require a common essential assumption that Y j is compact, which is quite strong and does not often occur in practice. Therefore, it is necessary and interesting to study the semi-infinite programming without this compactness restriction. Based on the above motivation, Wang et al. [28] developed the first-order optimality conditions for semi-infinite min-max programming problems over the relative interior of the effective domain of ψ 0 . However, nothing has been established at boundary points. Fortunately, we shall show in this paper that the drawback can be overcome by introducing the subderivative function. We first study some differential properties of sup-type functions, such as the directional derivative, subderivative, and subdifferential. An outstanding feature of our results is that the characterization of subdifferential is given at any point x in R n , rather than at the point x restricted to the relative interior of domψ as required in [28] . Using these properties we develop some optimality conditions for convex semi-infinite min-max programming problems, which improve the results given in [28] , since we allow x to be any point in domψ 0 , not necessarily in ri(domψ 0 ). The paper is organized as follows. Section 2 contains some basic notation and preliminary results. We present some new characterizations of the subderivative and subdifferential of sup-type functions in Sections 3 and 4, respectively. Section 5 is devoted to the optimality conditions for convex semi-infinite min-max programming problem. Conclusions are drawn in Section 6.
2.
Preliminaries. We first recall the related concepts and conclusions which are the main tools for our theoretical analysis.
Let A be a nonempty set in R n . The closure, convex hull, interior, and relative interior of A are denoted by clA, coA, intA, and riA, respectively. Given a mapping H : R n → R m and a subset A of R n , we define H(A) := {H(x)|x ∈ A}. The feasible direction cone F A (x) of A atx ∈ A is defined as
The cone of tangents of A atx ∈ A, denoted by T A (x), is defined as respectively. Let f : R n →R := [−∞, +∞] be an extended real valued function. Then f is said to be proper if the effective domain domf := {x ∈ R n |f (x) < +∞} = ∅ and the set {x ∈ R n | f (x) = −∞} = ∅. The directional derivative of the function f at x in the direction w ∈ R n , denoted by f ′ (x; w), is given by the following limit if it exists
If f is proper convex and x ∈ domf , then f ′ (x; w) exists for any w ∈ R n , where the derivative value is either finite or infinite. The subderivative function df (x)(w) : R n →R is defined as
and the subdifferential of f atx is defined as
For ε > 0, the ε-subdifferential of a function f atx is given by
The following elementary results will play a crucial role in the development of characterizations of the subderivative and subdifferential. 
exists for all w ∈ R n and 
3. The subderivative. We begin with a study of some differential properties of a sup-type function defined as follows:
where φ : R n × R m → R is a real-valued function and Y is a nonempty set in R m . Throughout this paper, the function φ(·, y) is assumed to be differential for any fixed y, and the gradient is denoted by ∇ x f (·, y). To address the differentiability of the sup-type function, the following assumptions are needed:
n with respect to y ∈ Y , i.e., for any x ∈ R n and ε > 0, there exists a neighborhood N (x, r) with r > 0 such that ∇ x φ(x 1 , y) − ∇ x φ(x 2 , y) < ε, whenever x 1 , x 2 ∈ N (x, r), and y ∈ Y.
When Y is compact, it is easy to see that the condition (iii) can be obtained from the continuity of ∇ x φ(·, ·). Let us defineȲ (x) = {y ∈ Y | φ(x, y) = ψ(x)} and θ(x, δ) = {y ∈ Y | φ(x, y) ≥ δ}.
The following lemma, due to Wang et al. [28] , gives a characterization of the directional derivative of ψ.
To simplify the representation of ψ ′ (x; w), we employ certain concept from the theory of set-valued mappings. For a thorough study of this subject, refer to [19] and references therein. We say that the mapping θ(x, ·) is upper semicontinuous at δ = ψ(x) provided that for any ε > 0 there existsδ < ψ(x) such that
where B is the closed unit ball in R n . In terms of this concept, a particularly simple characterization of ψ(x; w) can be derived. Theorem 3.3. Letx ∈ domψ and suppose that φ satisfies Assumption 3.1. If the mapping θ(x, ·) is upper semicontinuous at δ = ψ(x), and if ∇ x φ(x, ·) is uniformly continuous on θ(x, δ 0 ) for some δ 0 < ψ(x), then
Proof. The uniform continuity of ∇ x φ(x, ·) implies that for any ε > 0, there exists t 0 > 0 such that, for each pair of points y and z in θ(x, δ 0 ),
whenever y − z ≤ t 0 . The upper semicontinuity of θ(x, ·) at δ = ψ(x) implies that there exists a scalar δ 1 < ψ(x) such that
, it follows from (3.3) and Lemma 3.2 that
Since ε > 0 is arbitrary, the result then follows.
Expression for ψ ′ (x; w) in Theorem 3.3 has been given in ([28] , Corollary 2.1) under the condition that ∇ x φ(x, ·) is uniformly continuous onȲ (x) + αB for some α > 0 and that θ(x, ·) is upper semicontinuous at δ = ψ(x). Since for any fixed α by the upper semicontinuity of θ(x, ·) there exists δ 0 < ψ(x) such that θ(x, δ) ⊆ Y (x) + αB for all δ ∈ (δ 0 , ψ(x)], the uniform continuity of ∇ x φ(x, ·) onȲ (x) + αB implies that of ∇ x φ(x, ·) on θ(x, δ) for all δ ∈ (δ 0 , ψ(x)). In addition, the set θ(x, δ) is contained in Y , butȲ (x) + αB may also contain some points outside Y . Thus the condition in Theorem 3.3 is weaker than that in ( [28] , Corollary 2.1).
The justification for the following result is due to the fact that the upper semicontinuity of θ(x, ·) at δ = ψ(x) can be obtained by the boundedness of θ(x,δ) for someδ < ψ(x). Since the proof is similar to the corresponding result in [28] , we omit it.
Corollary 3.4. Suppose that φ satisfies Assumption 3.1. Ifx ∈ domψ and θ(x,δ) is bounded for someδ < ψ(x), then
In view of Lemmas 2.1 and 3.2, we can prove the main result in this section, which gives a structural expression of the subderivative.
Theorem 3.5. Suppose that φ satisfies Assumption 3.1. Ifx ∈ domψ and there exists some δ < ψ(x) such that
Proof. We first show that dψ(x)(w) = +∞ for all w / ∈ T domψ (x). Indeed, if w / ∈ T domψ (x), for any sequences {λ i } converging to 0 and {w i } converging to w, we must havex + λ i w i / ∈ domψ for all i sufficiently large. Hence, by the definition of subderivative of ψ atx, we get dψ(x)(w) = +∞. Lemma 2.1 implies that
Note that T domψ (x) = clF domψ (x) and that ψ ′ (x, w) = +∞ for all w / ∈ F domψ (x) by Lemma 3.2. Therefore, for any w ∈ T domψ (x), we have cl ψ ′ (x; w) = lim inf
sup{ ∇ x φ(x, y), w | y ∈ θ(x, δ)}. It is easy to see that π is convex. We now show that π is lower semi-continuous. This is equivalent to showing that the level set lev ≤α π = {w| π(w) ≤ α} is closed for every α ∈ R; that is, for any given sequence {w n } in lev ≤α π with limitw, we need to show thatw ∈ lev ≤α π. Since w n ∈ lev ≤α π for all n, we have
Noting that θ(x, δ) is monotonically contractive when δ is monotonically increasing, Assumption 3.1 implies that there exist M > 0 and δ 0 < ψ(x) such that
Consequently,
Taking the limit in the above inequality as δ approaches ψ(x), it follows from (3.6) that π(w) ≤ M w − w n + α, from which and the fact w n →w we get π(w) ≤ α, that is,w ∈ lev ≤α π. The lower semicontinuity of π and (3.5) imply that
To obtain the reverse inequality, choose some u ∈ riF domψ (x) = riT domψ (x). If π(w) = +∞, then dψ(x)(w) = π(w) = +∞. If π(w) < +∞, using the convexity of π and the fact that λu + (1 − λ)w ∈ riF domψ (x) for each λ ∈ (0, 1) (see [18] , Theorem 6.1), we have
The above inequality, together with (3.7), implies that dψ(x)(w) = π(w) and the result then follows.
In the preceding analysis, the relation (3.
4. The subdifferential. Deriving calculus rules for subdifferentials is one of the important issues in convex analysis and mathematical programming. Extensive references to early developments in the treatment of pointwise supremum functions can be found [4, 6, 7, 11, 26, 30] . Here we make a short historical review of some of these results. First, for the most simplest case when Y is a finite set, the following well-known formula holds (see [11] , for example):
where ∂ x φ(x, y) denotes the subdifferential of the function φ(·, y) for the fixed y. This result has been extended by Levin [14] to handle the case where Y is a compact set (see e.g., Theorem 2.4.18 in [30] ):
However, these nice formulae do not hold in general cases. To overcome this difficulty, Brondsted used the concept of ε-subdifferential; see [2] for the details. Recently, in the same manner, Hantoute and López [6] give a complete characterization of the subdifferential ∂ψ without special assumptions on the set Y :
where ∂ (x,ε) φ(x, y) denotes the ε-subdifferential of the function φ(·, y) for the fixed y. Letting δ = ψ(x) − ε, the foregoing formula can be rewritten as:
Note that the approximate subdifferentials are involved in the above formula. So, it is natural to ask whether we can characterize the subdifferential of the supremum function in terms of the gradient of the original functions φ(x, y). More precisely, we wish to get
2)
The following result gives an affirmative answer.
Theorem 4.1. Suppose that φ satisfies Assumption 3.1. Ifx ∈ domψ, then
Proof. It is easy to see that
since ∇ x φ(x, y) ∈ ∂ ε φ(x, y) for all ε > 0 by definition. Now we need to show that
According to the Brøndster-Rockafellar's Theorem ( [10] , Theorem XI.4.2.1), we have
where B denotes the closed unit ball in R n . Taking an arbitrary α > 0, by the equicontinuity of ∇ x f , there exists δ α > 0 such that Therefore, it follows from (4.1) that
where the first both equalities comes from the fact that θ(x, δ) is monotonically contractive when δ is monotonically increasing, the third equality follows from the fact that co(M + N ) = coM + N whenever N is a convex set, and the last equality depends on the fact that cl(M + N ) = clM + N whenever N is compact [19] . Since α > 0 is arbitrary, then we have
Now we show that the item (α+ ψ(x) − δ)B in the above formula can be dropped. Once this is done, the proof will be finished. For notational simplification, define
Taking an arbitrary v in the left side of (4.5); that is, for any α > 0 and δ < ψ(x), there exist λ(α, δ) ∈ A(δ) and µ(α, δ) ∈ B such that
where λ(α, δ) and µ(α, δ) signify that the choice of λ, µ is dependent on the parameter α and δ. Since µ(α, δ) ∈ B is bounded, then there exists a subsequence µ(α n , δ n ) converging to a limit µ ∈ B as α n decreases to 0 and δ n increases to ψ(x). Hence, it follows from (4.6) that
Fixed any δ ′ < ψ(x). Since δ ′ < δ n for n large enough, we have
where we have used the contraction of the set A(δ) as δ increases. From (4.7) and (4.8), we get v ∈ A(δ ′ ). Since δ ′ < ψ(x) is chosen arbitrarily, then v ∈
that is to say
Compared with the result given in [28] , the important point to be made in the above theorem is that we do not further restrict the pointx to lie in the relative interior of domψ.
Corollary 4.2. Suppose that φ satisfies Assumption 3.1. Ifx ∈ domψ and θ(x,δ) is bounded for someδ < ψ(x), then
Proof. Following almost the same argument as in the foregoing theorem, we obtain that
The boundedness of θ(x, δ) means thatȲ (x) is compact, which, together with the continuity of ∇ x φ(x, ·), implies the compactness of ∇ x φ(x,Ȳ (x)). Hence, the closure operation can be dropped and the desired result follows.
5. First-order optimality conditions. Now let us turn our attention to the convex semi-infinite min-max programming problems (CSMMP). In contrast to the standard semi-infinite min-max programming problem, the infinite index set Y j is not required to be compact; see [16] for a comprehensive survey of the standard semiinfinite min-max optimization problems. For notational simplicity, the directional derivative of ψ at x in the direction w ∈ R n is denoted by Dψ(x; w), i.e., Dψ(x; w) = ψ ′ (x; w). We define
Lemma 5.1. ( [4] and [28] , Theorem 3.1) Suppose that each φ j for j ∈ J satisfies Assumption 3.1. Ifx ∈ domψ 0 , then
where Dψ j (x; w) = lim
The following result gives the characteristic expression of the subderivative of ψ 0 . Since the proof is similar to that of Theorem 3.5, we omit it.
Proposition 5.2. Letx ∈ domψ 0 . Suppose that each φ j for j ∈ J satisfies Assumption 3.1 and there exists some δ j < ψ j (x) such that
where
Let us denoteJ(x) = {j ∈ J| ψ j (x) = ψ 0 (x)}. Now we establish the characterization of the subdifferential ∂ψ 0 (x) by making use of the characterization of the subderivative established in the above theorem. The basis for the development is the following result. 
Proposition 5.4. Under the assumptions of Proposition 5.2, we have
Proof. Since domψ 0 = j∈J domψ j , we have
We now show that
In view of Lemmas 2.2 and 5.1, it suffices to show that for any w ∈ F domψ 0 (x),
To complete the proof, we need to show that
where the last step follows from the fact σ * (w| N domψ 0 (x)) = +∞. If w ∈ T domψ 0 (x), it follows from (5.1) and Theorem 4.1 that
where the last step follows from Lemma 2.2. This, together with (5.2), implies that for any w ∈ R n ,
Therefore, the desired expression for ∂ψ 0 (x) follows from Lemma 5.3.
With these preparations, the optimality conditions for (CSMMP) can be stated.
Theorem 5.5. Letx ∈ domψ 0 . In addition to the assumptions of Proposition 5.2, suppose that the setȲ j (x) is nonempty for each j ∈J(x). Then,x is an optimal solution to (GCSMMP) if and only if
Proof. According to the well-known optimality conditions for convex optimization problems, we have thatx is an optimal solution if and only if 0 ∈ ∂ψ 0 (x). Therefore, to complete the proof, it suffices to show that the statement 0 ∈ ∂ψ 0 (x) is equivalent to 0 ∈Ḡψ 0 (x). Now consider the setĜψ 0 (x) defined as follows:
For each j ∈J(x), it can be easily verified that
Note that coA + B = co(A + B) for every convex set B. If 0 ∈ ∂ψ 0 (x), we have from Proposition 5.4 that
This, together with (5.4), implies that 0 ∈Ĝψ 0 (x). Hence, from (5.3), we get 0 ∈Ḡψ 0 (x). To show the converse, let 0 ∈Ḡψ 0 (x). Since ψ 0 (x) − φ j (x, y j ) ≥ 0 for each j ∈ J and y j ∈ Y j , the condition 0 ∈Ḡψ 0 (x) implies that j ∈J(x) and
This completes the proof.
Noting that we do not further restrict the pointx to lie in the relative interior of feasible region, our optimality conditions improve the results given in [28] . It is also an extension of Theorem 3.1.5 in [16] , since the set Y is not necessarily compact. We end this subsection with the following result concerning the solution to be a strongly unique local minimum, that is, there exist a constant c > 0 and a neighborhood N (x) ofx such that
(5.5) Theorem 5.6. Letx ∈ domψ 0 . In addition of the assumptions of Proposition 5.2, suppose that the setȲ j (x) is nonempty for each j ∈J(x). If there exist scalars λ j ≥ 0 and vectors
then the solutionx is a strongly unique local minimum.
Proof. We first show that for each j ∈J(x),
Noting that int(C 1 + C 2 ) = intC 1 + intC 2 for any convex sets C 1 and C 2 by ( [18] , Corollary 6.6.2), we have
Conversely, it can be easily verified that the set int[co∇
In view of Theorem 4.1, it is easy to see that
from which and (5.7) we get
This in turn means that
Next, we show that (5.5) holds if and only if dψ 0 (x)(w) > 0 for all nonzero w ∈ R n . The necessity follows from the definition of the subderivative. We now prove the sufficiency. Choose γ > 0 as follows:
0 (x)(w) for W := {w ∈ R n | w = 1}, where the minimum exists and is positive because the set W is compact and dψ 0 (x) is lower semicontinuous by Lemma 2.2 (or Theorem 8.18 in [19] ). Clearly, it suffices to show that lim inf
Consider the sequence {x n } converging tox such that Using the fact that ξ ∈ intC for any convex set C if and only if ξ, w < σ * (w|C) for every w = 0 (see [18] , Theorem 13.1), we get from Lemma 2.2 that the condition dψ 0 (x)(w) > 0 for all nonzero w ∈ R n is equivalent to 0 ∈ int∂ψ 0 (x). Consequently, to complete the proof, it suffices to show that 0 ∈ int∂ψ 0 (x). In fact, Proposition 5.4 and (5.1) imply that ∂ψ 0 (x) ⊇ clco j∈J (x) {∂ψ j (x)}, and hence, int∂ψ 0 (x) ⊇ int∂ψ j (x), for j ∈J(x).
Putting the facts (5.6) and (5.8) together, we obtain 0 ∈ int∂ψ 0 (x), and the proof is complete.
6. Conclusion. In this paper, using the subderivative function, we have developed some first-order optimality conditions for convex semi-infinite min-max programming problems. Compared with those in [28] , our results enjoy two advantages. First, the characterization of subdifferential has been given at any point x in R n , rather than at the point x restricted to ri(domψ). Second, the optimality conditions have been established without any need for restricting x to ri(domψ 0 ). All of these merits come from the relationship between the directional derivative and the subderivative, see Lemma 2.1. However, this is not true in the more general case where ψ is not necessarily convex, and hence, there exist some technical difficulties in characterizing the subderivative directly. A few important issues merit further research. One issue is to develop the efficient methods for solving convex semi-infinite min-max programming problems by using the characterization of the subdifferential; another important issue is to relax the convexity condition on the functions involved.
