The Monge-Ampère-Kantorovich (MAK) reconstruction is tested against cosmological N -body simulations. Using only the present mass distribution sampled with particles, and the assumption of homogeneity of the primordial distribution, MAK recovers for each particle the non-linear displacement field between its present position and its Lagrangian position on a primordial uniform grid.
INTRODUCTION
Recent data from the Cosmic Microwave Background (CMB), from the redshift surveys of the distribution of galaxies on large scales, and from weak lensing surveys on the projected cosmic density field have allowed not only a precise determination of the main cosmological parameters, but they have also confirmed the consistency and validity of the cold dark matter (CDM) paradigm for structure formation. The values of cosmological parameters have been pinpointed by the WMAP data ) from the power spectrum of the CMB temperature fluctuations, by a variety of results from the 2dFGRS and the SDSS such as the degree of anisotropy of the redshift space correlation of bright galaxies or their degree of clustering (respectively, Peacock et al. 2001; Tegmark et al. 2004a) , or by lensing surveys (for example, van Waerbeke et al. 2001; Pen et al. 2003 ).
Some of these results depend on priors assumed for the primordial matter power spectrum (for example a "tilt" or a running index), and also on the nature of the dark matter, which affects the transfer function. However, recent measurements of both the present-day density correlations and the CMB fluctuations are consistent with the gravitational instability theory. The theory asserts that the structures we observe today have evolved from infinitesimal, adiabatic, Gaussian, scale-invariant primordial density fluctuations generated in minimal models of inflation Komatsu et al. 2003; Tegmark et al. 2004b) , and indicate that dark matter is "cold" at least at scales greater than about 100 kpc.
Various details of the paradigm still need to be constrained. An important aspect is the shape of the probability distribution function (PDF) of the primordial matter density field and in particular its possible deviations from Gaussianity on scales relevant to CMB and/or to largescale structure (hereafter LSS) of the galaxy distribution (see Peebles 1983 for early motivations). In fact, the sim-plest single-field inflationary models have been shown to be able to produce only a very small amount of non-Gaussianity below that detectable by current experiments (for example, Maldacena 2003) . However, a variety of physically plausible models, including those where the seeds for structure formation, at least partly, takes the form of topological defects (Avelino et al. 1998 and references therein) or those associated to multifield inflation (e.g. Linde & Mukhanov 1997; Peebles 1999; Bernardeau & Uzan 2002) can produce significant relic non-Gaussianity.
Recently, constraints on primordial CMB-scale nonGaussianity have been obtained from higher-order statistics of temperature CMB maps (for example Komatsu et al. 2003 ) assuming a parametrisation which bears the form of a quadratic nonlinearity in the primordial gravitational potential. Additional limits are provided by the abundance of massive clusters both today and at moderately high redshifts (Chiu et al. 1998; Koyama et al. 1999; Matarrese et al. 2000) .
Although current CMB maps and cluster abundances are consistent with primordial fluctuations being Gaussian, certain subtleties should be kept in mind. First, the sensitivity of a given test in detecting primordial non-Gaussianity depends on the parametrisation chosen for the deviations from Gaussianity (e.g. whether one describes deviations in the gravitational potential or directly in the density: Verde & Heavens 2001a) . Secondly, at a fixed comoving scale, Gaussianizing or non-Gaussianizing biases that can be induced by data reduction and also by gravitational clustering, if the scale is small, need to be carefully assessed and controlled. Finally, non-Gaussianity might be strongly scale-dependent as for models including topological defects or other kinds of phase transitions in the early Universe. Therefore, as is the case for the determination of cosmological parameters, the measurement of primordial non-Gaussianity will also benefit from combining different methods which rely on different assumptions, are sensitive to different shapes of non-Gaussianity and probe different scales. Assessing the possibilities of an original method in obtaining the statistics of the primordial density field especially on comoving scales of ∼ 3 to ∼ > 10 h −1 Mpc is the subject of this paper.
A variety of methods which use LSS rather than CMB for the recovery of the statistics of the primordial density field have been developed recently, some of which rely on measurement of higher-order correlations of the galaxy distribution (Verde & Heavens 2001a; Feldman et al. 2001; Scoccimarro et al. 2004 ) and some others on the statistics of the cosmic shear alone (Takada & Jain 2004) or in combination with the bright X-ray cluster abundances (Amara & Refregier 2004) . The main difficulty with extracting primordial non-Gaussianity out of the statistics of the present-day LSS resides in the contribution to nonGaussianity at lower redshifts by the nonlinear gravitational evolution of the density field (Juszkiewicz et al. 1993) : gravity can generate skewness and higher-order moments in a random, initially Gaussian density field (Peebles 1980; Bouchet et al. 1992 ).
An alternative approach for testing non-Gaussianity, consists of evolving the present time density field inferred from the galaxy catalogues back in time to higher redshifts, using reconstruction methods. Attempts to detect primordial non-Gaussianity applying reconstruction methods to galaxy surveys have been made, for example using the 1.2 Jy IRAS survey (Nusser et al. 1995) or IRAS PSC redshift catalogue (Monaco et al. 2000) . Under the assumption of a linear bias the statistics of the primordial density field were found to be consistent with Gaussianity (Monaco et al. 2000) . However, most of these reconstruction methods require a significant smoothing of the evolved density field to make it linear. This restriction calls for a Lagrangian based reconstruction algorithm which could be applicable at smaller scales.
Variational methods have already been extensively used for the reconstruction of the primordial density and the present peculiar velocity fields, the determination of masses of galaxies and clusters and of the cosmological parameters. In these methods one starts from the present positions of the galaxies taken as mass tracers or of the dark matter particles (in the case of simulations) and finds their peculiar velocities and subsequently their full orbits. These peculiar velocities (or orbits) can be obtained by minimising the Euler-Lagrange action (Peebles 1989; Shaya et al. 1995; Nusser & Branchini 2000) , by using the perturbative Eulerian or Lagrangian theories (Gramann 1993; Nusser et al. 1995; Monaco et al. 2000) or by solving an optimal assignment problem with stochastic algorithms (Croft & Gaztanaga 1997) or deterministic algorithms, such as the Monge-Ampère-Kantorovitch (MAK) assignment method (Frisch et al. 2002; Mohayaee et al. 2003; Brenier et al. 2003, hereafter FMB) which is used in this work.
A difficulty with the reconstructions based on Peebles' action modelling is their lack of uniqueness: given a present distribution of mass, many different primordial density fields and past histories, all physically plausible, can be reconstructed. All of these solutions correspond to stationary points of the action. This can be a serious drawback when the primordial positions for several million particles have to be reconstructed, because the number of solutions can increase accordingly. An additional difficulty related to the lack of uniqueness of the solution is that variationalbased methods cannot guarantee that the full possible solution space has been explored. In addition, fast least-actionbased algorithms which could be realistically applied to large datasets do not exist whereas fast MAK algorithms have been developed and are applied for the first time here to datasets of the order of 2 million particles. Furthermore, it has been shown that MAK reconstruction is a well-defined problem at large comoving scales (∼ a few h −1 Mpc) where multi-steaming can be neglected and has a unique solution (see FMB and references therein).
In this work, we test the MAK reconstruction method against N -body simulations. We first focus on a simulation with Gaussian initial condition, namely standard ΛCDM model. We check the ability of MAK as a reconstructor of the non-linear displacement field, which is the difference between the present position of a particle in the simulation and its initial position on a uniform grid. We extend the analyses to simulations with non-Gaussian initial conditions, and check whether MAK can detect the primordial non-Gaussianities. The non-Gaussian models examined in this work are a χ 2 model where the density field is the square of a Gaussian as a proxy for a strong non-Gaussianity which is scale-independent in our simulated volume, a primordial voids model (PVM) to depict a scale-dependent non-Gaussianity which is significant at small scales but negligible on large scales, and 4 models with quadratic corrections to the primordial gravitational potential (Q models) to represent a minute scale-independent non-Gaussianity consistent with the CMB (see for example Komatsu et al. 2003) . We finally interpret some of the results of the analyses using the spherical collapse model. The paper is organised as follows. Section 2 summarises the features of the Gaussian and non-Gaussian models studied here and describes the setup of the corresponding Nbody simulations. An outline of our reconstruction method is provided in Section 3. Section 4 deals with the reconstruction of the Gaussian model. We demonstrate that MAK is an extremely good reconstructor of the non-linear displacement field measured in the simulation, despite possible limitations due to shell crossing. Section 5 is devoted to the application of MAK to our series of plausible nonGaussian models. Since MAK is a nonlinear reconstructor, we find that the primordial non-Gaussianities are mixed up with non-Gaussianities developed by gravitational instability. A simple but efficient way of disentangling these two non-Gaussianities is illustrated in Section 6 in terms of the spherical collapse model. In Section 7, we summarise the main results of this paper and discuss the potential extra complications that could arise in the application of MAK to real galaxy catalogues.
SIMULATING MODELS OF THE PRIMORDIAL DENSITY FIELD
We first describe the general features common to our 7 simulations: a Gaussian ΛCDM reference model, a χ 2 model, a primordial void model (PVM) and 4 models with different levels of quadratic non-Gaussianities in the primordial gravitational potentials (Q models). We then describe the setup of the non-Gaussian initial conditions.
Common simulation parameters
We employ the public versions of the N -body codes HYDRA (Couchman et al. 1995) and GADGET (Springel et al. 2001 ) to simulate collisionless structure formation in the ΛCDM cosmology presently favoured by the WMAP observations , with parameters given in Table 1 . When constructing the initial conditions, we input primordial density field to the nonlinear transformations when they are needed to generate the non-Gaussian field, and then smooth with the CDM transfer function of adiabatic fluctuations.
The normalisation of the Gaussian case is set so that the value of the linearly extrapolated σ8 at z = 0 is 0.9. This value provides only an approximate match to the z = 0 abundance of clusters with optically derived masses (Bahcall et al. 2003) which is then overestimated, but it agrees with the WMAP preferred values , see also Tegmark et al. 2004b and references therein). We tune the normalisation of the non-Gaussian models so that they produce the same abundance of massive clusters as the Gaussian simulation. In the χ 2 model (resp. PVM)
we end up with a slight deficit (resp. excess) compared to the Gaussian case, but the quadratic series of models agrees very well with the abundance given by the Gaussian model. The starting redshift for all simulations is z = 70. The softening length is kept constant in comoving coordinates (set to one tenth of the mean interparticle separation). In what follows, we distinguish for clarity between the "initial" (or "primordial") and "unevolved" density fields which correspond to z = 70 and z = ∞ respectively. Particles are distributed on a regular grid at z = ∞, and then displaced with the usual scheme Zel'dovich (1970) corresponding to the gravitational potential of the desired primordial density field realized on a 128 3 mesh (64 3 for the Q models). In the PVM model, additional displacement is imparted in regions covered by the primordial voids.
In the next paragraph, we review the main features of the 3 classes of non-Gaussian models whose initial density fields we shall reconstruct in Section 5.
χ 2 model
The χ 2 model with one degree of freedom is phenomenologically attractive because it is strongly positively-skewed: it could be a valid description of a possible scale-dependent non-Gaussianity present on cluster scales.
To realize the corresponding density field,
we square on the 128 3 grid the scale-free ns = −2.4 Gaussian random field ϕinit to obtain a ns ∼ −1.6 χ 2 density field ρinit. This slope is slightly shallower than the theoretical value (−1.8) because of the incomplete mode coupling resulting from squaring the field on the grid (see for example White 1999; Robinson & Baker 2000) . We then apply the appropriate transfer function. Moments of the one-point PDF of a χ 2 density field with power-law power spectrum (this holds on sufficiently small scales given the isocurvature transfer function) are theoretically independent of the smoothing length which is employed to compute them, once the shape of the smoothing window has been set (e.g. Peebles 1999; White 1999) . In practice when one uses a computational mesh, this independence does not hold because of the incomplete mode coupling.
Immediately after displacing particles from grid using the Zel'dovich approximation, we measure higher-order moments of the resulting initial density field in the simulation using a cloud-in-cell (hereafter CIC) first order particleto-grid assignment scheme, and smooth the resulting field with a top-hat kernel of radius 8h −1 Mpc. As expected, the density is strongly positively skewed: we find D3,8 = 1.8 and a kurtosis D4,8 = 9. 
Primordial voids model
The physical motivation for primordial voids resides in a possible first-order phase transition occurring in the early Universe in the framework of extended inflation (La & Steinhardt 1989) . In some cases, incomplete nucleation of bubbles of true vacuum can result in the late-time persistence of a network of voids of astrophysically relevant radii which are completely empty of matter by the end of inflation/epoch of reheating. The radii of the voids can then increase in comoving coordinates once the Universe has entered the matter-dominated era (see Bertschinger 1985 for the appropriate scalings).
Specifically, we employ for PVM the parameters used by Griffiths et al. (2003) , and consider the voids as fully empty regions immediately surrounded by thin compensating shells of the matter which were swept up during their expansion. At z = 0, the cumulative number density of voids:
is integrated from rmin = 10 to rmax = 25 h −1 Mpc. The index α = −3 is expected in viable models of the first-order phase transition that we assume responsible for the primor- We refer the readers to Mathis et al. (2004) for the simple implementation of PVM in N -body simulations. In short, we first displace the uniform grid of particles with the Zel'dovich prescription exactly as it is done for the standard Gaussian models. Then, before the simulation is started, we realize the "void network". We compute a list of voids with centres randomly placed in the box and radii set according to equation (2) (we ensure the voids are not initially overlapping). Next, we simply move any particle which is located inside one of these voids to its edge, along a straight line passing over the void centre and this particle's Lagrangian position. We assign the local shell velocity to the particle and then start the simulation.
On 8 h −1 Mpc scales, the skewness and kurtosis of the high-redshift density field measured immediately after constructing the initial conditions are D3,8 = −1.68 and D4,8 = 10.11. In fact, the void+Gaussian initial density field is both strongly negatively-skewed and non-linear on the scales of about 3 h −1 Mpc. As such, it constitutes an important testbed for the possible reconstruction of the density fields for which shell crossing has already occurred at z = 70.
Quadratic contributions to primordial gravitational potentials
The last four non-Gaussian cases which we study in this work, originate from the same generic model. The primordial gravitational potential includes a quadratic (also called "non-linear") contribution weighted by the parameter fNL in addition to the Gaussian field Φinit (see for example Verde & Heavens 2001a) :
Equation (3) has become a convenient parametrisation of a small primordial non-Gaussianity that would be expected in the simplest models of inflation (Maldacena 2003) .
(A non-Gaussianity written as a quadratic correction to the primordial density field would be closer to a model with topological defects.) It has been found that higherorder correlation functions of the CMB temperature maps are significantly more efficient than those of LSS to constrain a non-Gaussianity such as that given by equation (3) (Verde et al. 2000b; Verde & Heavens 2001a) . The value of fNL is currently constrained to lie between -58 and 134 . Here, we simulate models with fNL of ±50 and ±100 (fNL = −100 is used to have a symmetric set). Positive (resp. negative) values of fNL result in a deficit (resp. an excess) of the abundance of massive clusters at z = 0 compared to the Gaussian, fNL = 0, case. Note that definition (3) implies that the level of non-Gaussianity in Φtot depends on both fNL and Φ 2 init . Some caution is therefore necessary when applying the nonlinear transformation to Φinit on the initial condition grid so that the non-Gaussianity effectively realized in the simulation on LSS scales corresponds to that probed in the CMB maps with the same fNL. This is done in the following four steps. First, we realize a Gaussian random potential field Φinit with ns = −3 (corresponding to a density field with ns = −1). Second, we normalise it so that its extrapolation to the l ∼ 10 scales probed by COBE (Bunn et al. 1995) with conversion of the resulting rms to CMB temperature fluctuations assuming adiabatic modes corresponds to the value measured by COBE (Wright et al. 1994 ). Third, we realize equation (3) using the normalised Φinit. Finally, we transform back Φtot to a density field and normalise it to the adequate value for the matter power spectrum normalization, σ8, at the starting redshift. Thereafter, the setup of the initial conditions is the same as that for the Gaussian simulation.
Compared to the PVM and χ 2 cases, the quadratic models considered here fall within CMB constraints and are significantly closer to Gaussian models. As a result, we expect that distinguishing between these models and a Gaussian primordial density field by reconstruction techniques to be much more difficult for the Q models than for the χ 2 or the PVM models.
Next, we present the main aspects of the method employed to reconstruct the initial displacement (and density) field from the z = 0 outputs of our Gaussian and the 6 non-Gaussian models.
RECONSTRUCTION OF DENSITY FIELDS AT HIGH REDSHIFTS
In this section, we start by reviewing the main features of the MAK reconstruction method. Then, we detail the various particle samples which we have used for the reconstructions.
Overview of the algorithm
On sub-h −1 Mpc to h −1 Mpc scales, significant multistreaming takes place in the low-redshift Universe, so that the pressureless Eulerian fluid approach to structure formation fails (Peebles 1987) . Reconstruction is a well-posed problem insofar as significant multistreaming has not occurred. Our main hypotheses are that the mapping q → x between the Lagrangian coordinate, q at tinit, and the Eulerian coordinate of a particle, x(q, t final ), can be written as the gradient of a convex potential Φ(q, t). The convexity guarantees that the mapping is one-to-one, and therefore the existence of the reciprocal map x → q. In addition, these hypotheses imply that reciprocal mapping also derives from a convex potential Θ(x, t), and that Θ and Φ are related by the Legendre-Fenchel transform (Arnold 1978) . The goal of the algorithm is to obtain the mapping Θ. This is addressed in the first paragraph that follows. The details of the computation of the reconstructed peculiar velocities is discussed in the second paragraph that follows.
From cosmological reconstruction to the assignment problem
Substituting the inverse Lagrangian map, q = ∇xΘ(x), in the equation of conservation of mass, ρ(x)dx =ρ dq yields the so-called Monge-Ampère (MA) equation:
whereρ is the unevolved (uniform) Lagrangian density and ρ(x) the evolved Eulerian density. The linearisation of equation (4) yields the Poisson equation. Recently, it has been shown that the map that is solution to the MA equation is the unique solution to the Monge-Kantorovich optimisation problem (hence "MAK"), in which one seeks the map x → q which minimises the quadratic cost function:
(see Benamou & Brenier 2000 , FMB, and references therein for the detailed proofs). In practice, when the method is applied to discrete points such as galaxies or N -body particles at z = 0, one discretizes the cost function (5) into:
which is known as the assignment problem. We stress here for clarity that both the set of initial and final positions at zinit and z final are known, but the correspondence between the two is not. The set of final positions is measured from the observations or the simulations, that of the initial positions is produced using the fact that the unevolved distribution is uniform: in our case, it corresponds to the nodes of a regular mesh. Given N initial and N final entries, the aim is to find the permutation which minimises the quadratic cost function 1 . The simplest algorithm which would solve the assignment problem (6) would clearly have a factorial complexity: one needs to search among N ! possible permutations for the one which has the minimum cost. However, advanced assignment algorithms exist which reduce the complexity of the problem from factorial to polynomial. The latest algorithm developed by M. Hénon and used in this work, which is a cosmological adaptation of Bertsekas' auction algorithm, scales approximately as N 2.5 (for relevant details see for example Hénon 1992 Hénon , 1995 Bertsekas 1998) .
Reconstruction of the peculiar velocity field
Once we have obtained the optimal one-to-one mapping between the present-day and its Lagrangian position for every particle, we can evaluate the present, reconstructed peculiar velocities for these particles using the Zel'dovich approximation. From there, their reconstructed positions can be interpolated at any desired redshift between zinit and z final . This works as follows. In the Zel'dovich approximation, peculiar velocities are given by :
where f (Ω) = dlnD/dlna is the dimensionless linear growth rate, D(t) is the amplitude of the growing mode today, a is the cosmic scale factor and H(t) is the value of the Hubble parameter. We note D0 and x0 the growth factor and the known present-day position of a particle respectively. If we now assume the validity of the Zel'dovich approximation throughout, we can integrate equation (7) backwards from today (recall that q is known from the MAK mapping) and obtain the position at any z using:
Equations (7) and (8) can be regarded as a "backwards" Zel'dovich scheme going from z = 0 to high redshifts to differentiate it clearly from the "forward" Zel'dovich scheme which is employed to go from z = ∞ to lower redshifts (e.g. z = 70 in our case in order to set the initial conditions of the simulations). As we look for the map satisfying the MA equation in the following sections, we start from the z final = 0 distribution of particles in the simulations and relate it to an unevolved position which is a node of a regular lattice. Before we turn to the detailed analysis of the reconstructed high-redshift fields, we define in the next paragraph the series of particle samples that we have used for our reconstructions.
Defining particle samples for reconstruction
For each simulation, we have traced back a set S1 of 64 3 particles. These particles are regularly selected at z = ∞ from the uniform 128 3 grid of particles, then located at z = 0 in the full, 128 3 simulation output, and finally used for the reconstruction. In the case of the Q series of models with 64 3 particles, there is no resampling needed. The mean interparticle distance in S1 is 3.1 h −1 Mpc. One motivation for this was to reduce the computational cost of our 7 reconstructions.
In the Gaussian and the χ 2 cases, we have also reconstructed the full set S0 of 128 3 particles, to help our theoretical interpretation of MAK and to verify that our results are not affected by the undersampling performed in S1. Finally, for the Gaussian, the χ 2 and the PVM models, we have reconstructed a smaller, 64
3 particle "sub-box" extracted from the 200 h −1 Mpc box, we call it "dense samples" S2; it is Table 1 . Parameters of the various particle samples (full box, sparse samples and dense sample, respectively S 0 , S 1 and S 2 ) of our 7 models used to test reconstruction. Note that although we have called "full box" the particle samples of the Q models which only have 64 3 particles in total, their mean interparticle separation, l, makes them more similar to the "sparse sample" cases. As a result we also call them S 1 . Also given is the fraction of particles that the MAK reconstruction scheme reassigns to their true Lagrangian position on the uniform grid. We call these particles "ideally reconstructed".
128 3 200 1.5 18% sparse sample (S 1 ) 64 3 200 3 37% dense sample (S 2 ) 64 3 100 1.5 17% obtained as follows. First, we have extracted a 100 h −1 Mpc -size square box of 64 3 particles from the original Lagrangian grid, and located them in the final simulation output. Then, we have reconstructed their final positions back in time. We will use this sample together with the sample S0 as we discuss issues of resolution. The summary of the number of particles, boxsize and mean interparticle separation l of our various particle samples is given in Table 1 .
The reconstruction of the 128 3 particles of the Gaussian and χ 2 sample S0 is unprecedented and breaks a computational barrier for cosmological reconstruction schemes.
In Fig. 1 , we show for this simulation the scatter plot of the MAK-reconstructed Lagrangian positions of particles against their true Lagrangian positions, as well as the histogram of the differences between true and reconstructed positions. This very simple preliminary analysis already shows the success of MAK reconstruction, at least on large scales. However, we see that "exact" reconstruction is achieved for only a small fraction of particles. The collapse of highly nonlinear structures indeed brings about shell crossings and local mixing. MAK is therefore unable to distinguish between particles belonging to the same condensed object as will be illustrated in detail later. In fact, we shall see that this does not pose an obstacle to the recovery of the primordial density field.
EFFICIENCY OF MAK AS A NONLINEAR RECONSTRUCTOR
This section focuses on the Gaussian model. Firstly, we present detailed comparisons between the MAKreconstructed displacement field with the non-linear displacement field (here after SIM NL) which it is designed to recover. Secondly, we compare the reconstructed and simulated nonlinear "density fields" that will be given by minus the divergence of the displacement field. We denote the latter by v and for this reason on occasions we refer to it as the "velocity field". In both cases, comparisons with the Zel'dovich, initial conditions fields (hereafter SIM IC) are also given. Thirdly, we compare the present velocities found by MAK to the true peculiar velocities given by the simulation: the agreement on large scales is a notable achievement of our reconstruction method. In the last paragraph, we discuss potential resolution issues. Except for Section 4.3 which concerns the present peculiar velocity field, the analyses are performed on the displacement field which is a Lagrangian quantity, always estimated as a function of Lagrangian coordinate, q, on the primordial grid of initial unperturbed positions of the particles. In all cases, the measurements use the actual displacement between z = ∞ (the unperturbed grid) and z = 0. For SIM IC, this requires a scaling of the linear displacement field using the Zel'dovich approximation.
Comparison of the displacement fields
In the present and the next paragraph we analyse the S1 sample of the Gaussian model to show that, as expected from the description of the algorithm in Section 3, MAK is an excellent tracer of the non-linear displacement field. We recall that the SIM NL displacement is simply measured in the simulation by joining a particle's position on the Lagrangian grid to that particle's position in the z = 0 simulation output. Fig. 2 compares, for SIM IC, MAK and SIM NL, the z-components of the displacement field projected along the z axis from a 20 h −1 Mpc thick slice. The measurements have been performed using a nearest grid point (NGP) interpolation of the particles to a 64 3 grid, followed by smoothing with a top-hat of radius 3 h −1 Mpc . There is a very good agreement between the three panels of the figure. To have additional insight, Figure 3 , displays vz measured along a line. The two panels correspond to smoothing scales 3 h −1 Mpc and 8 h −1 Mpc . This figure highlights the subtle differences between the three panels of Fig. 2 . In particular we see that the agreement between SIM NL and MAK is better than Figure 1 . Performances of MAK reconstruction. left panel: Scatter plot of the MAK-reconstructed initial coordinates of a particle versus its initial, post-Zel'dovich coordinate for the 128 3 particles (S 0 sample) in the Gaussian simulation. We use a "quasi-periodic projection" (QP) coordinateq = (
where 1 corresponds to the box size. These QP coordinates guarantee a 1-to-1 correspondence between theq-values and the points on a regular grid. To clearly show where the majority of particles reside on the diagram, we show the decimal logarithm of 1 plus the local density of points (the resolution is 1/256 in QP coordinate, and the Lagrangian mesh spacing is 1/128). Note that most of the particles lie almost perfectly on the diagonal already illustrating the success of MAK. right panel: Histogram of the distribution of the distances, expressed in units of mesh size, between the true Lagrangian, discrete, positions of each particle on the uniform grid and the position assigned to it by the MAK reconstruction. The first bin corresponds to what we call "ideal" reconstruction, as shown in Table 1 . If one adds up the percentages obtained in the first and the second bin, one should obtain a good estimate of the percentage of "ideally" reconstructed positions for the sparse sample S 1 , as is the case (see Table 1 ).
between SIM NL and SIM IC or between MAK and SIM IC. Note that even at mildly nonlinear scales, 3 h −1 Mpc, the agreement between MAK and SIM NL is surprisingly good.
These results are confirmed by Fig. 4 which examines the PDFs of the vz component of the displacement field, for SIM NL, MAK and SIM IC, at 3 h −1 Mpc : the curves corresponding to MAK and SIM NL are nearly superimposed. They present a slight skewness which is due in the SIM NL case to non-Gaussianity brought by gravitational clustering. We already see that the latter feature is entirely captured by MAK.
So far we have compared single components of the displacement field: we now address the differences and/or similarities in amplitude and in direction between the three displacement fields as a function of the underlying over-density. Figure 5 displays the measured distribution of the ratios vSIM IC/vMAK, vSIM NL/vMAK and vSIM IC/vSIM NL as a function of initial density estimated as minus the divergence of the initial displacement field. The upper and lower rows of panels correspond to a smoothing scale of 3 and 8 h −1 Mpc respectively, prior to the calculation of their ratios. Again, the amplitudes of the MAK and SIM NL displacements agree well. The match is slightly less good for initially overdense regions, as expected. Indeed, these regions might have experienced shell-crossing during dynamical evolution. Since SIM NL and MAK agree rather well, we notice similar discrepancy between SIM NL versus SIM IC and MAK versus SIM IC. Fig. 6 is the same as Fig. 5 , but for the angle between the smoothed components of the displacement fields. The measured angle is always positive, but we made for clarity a reflection at the horizontal axis. To help understanding this figure one can assume for instance the SIM IC displacement direction to be chosen at random within a cone of angular size 10 (respectively 20) degrees centred on the MAK/SIM NL displacement direction. In this case, the observed distribution of angles would be bimodal and would peak at 6.7 (respectively 13.3) degrees.
In regions of low to average densities, the quality of the MAK reconstruction of the directions of the SIM NL displacement is striking. Above the mean density, the scatter starts to increase as expected again because these zones roughly correspond to virialized regions at z = 0, where reconstruction is more difficult, but the bulk of the PDF remains within a ± 2 degrees offset. Note also that in the most strongly over-dense regions the displacement amplitudes are typically smaller than in regions of lower density, so that the consequences of significant errors in direction are not dramatic, simply because the magnitude of the displacement is small. On the other hand, comparing the MAK/SIM NL to SIM IC displacements, we find that the agreement is much less good, the most likely difference between the two directions being larger than ∼ 2.5 degrees at the smoothing scales considered here.
Comparison of the "density fields"
We estimate the density contrast, δ, using the linear-regime relation δ(x) ∝ −∇q · v. For the SIM IC sample this is a fair estimate of the density field at this redshift. For the SIM NL and MAK samples, this basically gives an estimate of the primordial density by simple application of the Zel'dovich approximation.
In practice, to estimate ∇q · v, we first assign the displacement field of the particle set S1 to a 64 3 grid using nearest grid point interpolation (hereafter NGP) and then Fourier transform to take the gradient. As a result of taking the derivative, the ∇q · v field is intrinsically more noisy than the displacement field. Fig. 7 is the pendant of Fig. 2 but for ∇q · v. It is supplemented with Fig. 8 , which shows the 3-and 8 h −1 Mpc smoothed divergence field computed along a line parallel to the x direction cutting through the centre of the box.
The MAK density field clearly reproduces the SIM NL field very well at all values of ∇q · v. On the contrary, the MAK field only reproduces well the SIM IC field in regions of low to average densities. High-density (ν ∼ 1.5 − 2) patches are much more extended in MAK and in SIM NL than in SIM IC, and the ν ∼ 2.5 to 3 levels of the SIM IC field are barely reached by MAK or SIM NL.
This can be interpreted as follows. The fact that the simulated and the reconstructed displacement fields agree very well in the under-dense regions in all the cases is not surprising: indeed, the Zel'dovich mapping, hence SIM IC, is known, at least to some approximations, to work well in these regions (Sahni & Shandarin 1996) and MAK reconstructs perfectly the Zel'dovich dynamics prior to the shell crossing. Therefore, in the under-dense regions, agreement among SIM IC, SIM NL and MAK is expected at least qualitatively. In detail, however, extra complications arise due to nonlinear dynamics which will be discussed below in more detail (see also Fig. 11 ).
In the over-dense regions, the interpretation of the results is more complex: the large patches with roughly constant density in SIM NL and MAK correspond to collapsed objects at z = 0, as explicitly illustrated by Fig. 9 where we analyse a typical cluster at full resolution, i.e. extracted from the S0 sample. Using Fig. 9 as a guideline, let us consider a Lagrangian region that will collapse to an object of negligible size, as illustrated by the upper left panel. It is trivial to realise that the displacement from the initial to the final stages is purely radial as shown in the left and right bottom panels for MAK and SIM NL respectively, and therefore that minus its divergence is equal to 3, which is the upper bound expected for MAK reconstruction and for the simulation (more approximately in the latter case).
We thus see that the left and right bottom panels of Fig. 9 are extremely similar. They mostly differ in the boundary of the Lagrangian region occupied by the cluster: this means that the main difference between MAK and SIM NL relies on particles which have been assigned to the wrong collapsed objects. Particles that are not in the intersection of the two patches of the left and right bottom panels are . Left panels show the conditional PDF of the local ratio between the amplitudes of the Zel'dovich SIM IC and of the MAKreconstructed displacements, as a function of the 3 h −1 Mpc local over-density in the initial conditions SIM IC. The plot corresponds to the Gaussian model. The top (resp. bottom) row is for a 3 (resp. 8) h −1 Mpc smoothing length. Middle panels: same as the left panels, but for the ratio between the amplitudes of the non-linear displacement field SIM NL and the reconstructed displacement field. Right panels: same as the left panels, but showing the ratio between the amplitudes of the Zel'dovich, SIM IC displacement field and the non-linear displacement field SIM NL.
clearly assigned wrongly by MAK and will give totally wrong displacement fields. We, however, notice that the boundaries of these "peak patches" are nearly the same, which explains why MAK performs so well. At this point, it is important to notice that exact recovery of initial positions of particles belonging to the same collapsed object is not crucial and the quality of the reconstruction of the displacement field is only marginally affected if the positions of the particles ending up in the cluster are swapped by the MAK assignment. This demonstrates that there is no need to worry about the occasional low level of "ideal" reconstruction presented in Table 1 . Of course, the linear displacement field is not radial as shown in the upper right panel of Fig. 9 , because it accounts for the details in the distribution of the initial fluctuations that are in the Lagrangian volume: in a hierarchical model such as CDM, smaller structures form first which then merge and create larger structures. In our picture, this would mean successive episodes of approximately locally radial displacements.
Clearly, Fig. 7 already emphasises the strengths and weaknesses of MAK: it seems to reconstruct the nonlinear displacement field and its divergence very well. However, the real goal is the recovery of the primordial density field: in this case, MAK performs qualitatively well in the underdense regions but fails to do as well in the high-density regions due to the presence of collapsed structures, as explained above.
To illustrate these results in a more quantitative way, Fig. 10 examines the PDF of the divergence of the displacement. The upper and lower panels of the figure correspond to the field smoothed here within a radius of ∼ 3 h −1 Mpc and ∼ 8 h −1 Mpc respectively. Again, the PDF of the MAK density field reproduces very well that of the SIM NL density field, including its positive skewness and its abrupt cutoff at large ν which corresponds to the present value of −∇q ·v = 3 as discussed above. shape observed in the right panels is due to nonlinear clustering and can be predicted from perturbation theory, similarly to what has previously been done for the divergence of the velocity field (Bernardeau 1994b; Bernardeau et al. 1999) . A calculation of −∇q · v relying on the spherical collapse model is given in Section 6 and displayed on the bottom right panel. If one neglects the cutoff expected for SIM NL at −∇q · v ∼ 3 the nonlinear gravitational effects increase the value of −∇q · v in the under-dense regions and increase it in the over-dense regions compared to the linear predictions. We notice here that the qualitative results stated previously about under-dense regions need to be quantified: even in the low density regime the recovery of the initial density field from the nonlinear displacement field can be nontrivial without further priors. In the middle panels, we see that MAK again agrees extremely well with SIM NL with a very small bias: the scatter around the diagonal is much smaller than in the right panels although we see, in the 3 h −1 Mpc smoothing case, an increase of the dispersion for positive values of −∇q · v and a slight bias at larger values of −∇q · v. This comparison between SIM NL and MAK confirms fully the nontrivial nonlinear nature of MAK reconstruction. The left panels are very similar to the right panels, as expected.
Present-day peculiar velocity fields
An important and direct outcome of MAK reconstruction, the peculiar velocity field vMAK(x), is a surprisingly good approximation to the present day true peculiar velocity field vpec(x).
vMAK(x) for a given particle is obtained simply by scaling of the MAK displacement obtained previously at reconstructed particle's position (node of the Lagrangian grid), and assigning the displacement to this particle's position at z = 0 following equations (7) and (8). It is unclear, except maybe at very large scales, that vMAK(x) can approximate vpec(x). Fig. 12 shows that this is indeed the case on scales of 8 h −1 Mpc. There, we show the z = 0 vx-vy velocity field extracted at z = 0 from a 20 h −1 Mpc -thick slice normal to the z-direction and cutting through the centre of the Gaussian simulation. (We use the S1 sample in this Figure. ) The left (resp. right) panel shows the vpec(x) field given by the simulation (resp. vMAK(x)), smoothed with a top-hat kernel of radius 8 h −1 Mpc. The underlying colour map gives the simulated dark matter density field smoothed on the same scale and then projected; it is the same for both panels. On these scales, we find excellent agreement between the simulated peculiar velocities and the reconstructed velocities.
On much smaller scales, Fig. 13 details the simu- Fig. 3 , but for the divergence of the displacement fields. The resolution is 3 (resp. 8) h −1 Mpc in the upper (resp. lower) panel. Again, MAK reproduces very well the SIM NL displacement field, even though the curves are more noisy than in Fig. 3 , the consequence of taking the derivatives. lated and reconstructed present-day (vx,vy) components of vMAK(x) and vpec(x) for particles selected in a 4 3 h −1 Mpc region of the Gaussian simulation. (We use the S0 sample here.) Although the agreement in the sparse/under-dense regions is still generally very good, differences arise between the simulated and the reconstructed particle velocities in regions of medium and higher densities.
The very good agreement on scales of ∼ 8 h −1 Mpc suggests a possible use of MAK to turn present-day redshift catalogues into real space catalogues, in an iterative process to deal with redshift space distortion.
Possible resolution issues
Our study of the resolution effects consisted of analysing the full resolution sample (S0) and dense sample (S2) [see Section 3.2 and Table 1 ] and of comparing the results to the sparse sample (S1) used for most of the analyses up to now. We did not notice any significant differences between the full and sparse resolutions.
To illustrate our point, the top and bottom panels of . Scatter plots comparing in a point-by-point perspective (nodes of a regular grid) the density of the MAK field to the density of the SIM IC field (left panels), the MAK vs. SIM NL density fields (middle) and the SIM NL vs. SIM IC (right). The upper (resp. lower) panels are for a 3 (resp. 12) h −1 Mpc smoothing length. We have used the negative divergence of the displacement as a proxy for the density. We recover the expected tight correlation between MAK and SIM NL and the absence of any significant bias. A horizontal line is displayed on each panel. It corresponds to the expected upper bound −∇q · v = 3 as discussed in the text. In the bottom right panel, the curve shows the result given by the spherical collapse approximation [see Eq. (11)]. The limitations of this model, discussed later in Section 6, justify the choice of 12h −1 Mpc instead of 8h −1 Mpc for the smoothing length. Figure 12 . z = 0 vx-vy velocity field of a 20 h −1 Mpc -thick slice normal to the z-direction cutting at a depth of ∼ 1/3 of the simulation box in z through the Gaussian simulation; the left and right panels respectively correspond to the simulated (peculiar) velocity field and to the reconstructed velocity field. The 8 h −1 Mpc smoothing scale guarantees that we are not affected by shell crossing. Underlying the velocity field we show in colour map the 3-dimensional density field at z = 0 cut from the same z-slice and projected in z (it is the same density field in the left and right panels, and black is over-dense). There is quasi-perfect agreement between the two velocity fields. Figure 13 . z = 0 vx-vy velocities of particles selected from a 4 h −1 Mpc -side and 20h −1 Mpc deep sub-volume taken from the Gaussian simulation. Simulated peculiar (resp. reconstructed) velocities are shown with the red (resp. black) arrows. There is fairly good agreement in the voids, but more noticeable differences in the outskirts of haloes.
reconstructed particles. There are no significant differences with respect to the PDF of Fig. 10 computed for the set S1. Note that this nice agreement between the sparse and full samplings is further supported by the right panel of Fig. 1 and the last column of Table 1 : the "ideally" reconstructed Lagrangian positions in S1 are consistent with the fraction of the particles in S0 that are reconstructed with accuracy better than two mesh sizes.
The dense sample, S2, tests as well, to some extent, the importance of tidal and edge effects on the reconstruction. In practice, this can have important consequences for reconstructions of volume-limited (in the literal sense) catalogues which might not extend well above the scale of homogeneity. For the dense sample size considered here, 100h −1 Mpc , these effects seem to be negligible. For instance, the fraction of "ideally" reconstructed particles is 17% to be compared with the 18% obtained for the full sample, S0, reconstruction.
Note that we have performed these resolution tests as well for the χ 2 model and the dense sample for the PVM and have obtained similar results.
RECONSTRUCTING NON-GAUSSIAN DENSITY FIELDS
In this section, we examine different non-Gaussian initial conditions and verify if the results obtained previously for the Gaussian case still hold. We shall see that this is indeed the case, namely that the displacement fields reconstructed by MAK match extremely well their true nonlinear counterparts given by the simulations. However, the real goal here is to study the properties of the initial density field or in other words the divergence of the initial displacement field which differs from the total final field, that is best reconstructed by MAK: the nonlinear contribution due to gravitational collapse should be subtracted from the reconstructed displacement field to allow tests for primordial non-Gaussianity. This will be confirmed by the subsequent analyses which will demonstrate that a "simple" use of MAK reconstruction is insufficient for recovery of a small level of non-Gaussianity. By "simple" we mean the extrapolation of the nonlinear displacement field to early epochs using the Zel'dovich approximation to infer the initial density field.
To carry out our analyses and reach these conclusions, we have explored the large spectrum of non-Gaussian models, detailed in Section 2: (i) The χ 2 model, examined in Sec. 5.1, which is strongly non-Gaussian but with the same topological properties as its Gaussian seed;
(ii) The primordial voids model (PVM), studied in Sec. 5.2, which is strongly non-Gaussian and initially inhomogeneous;
(iii) The weakly non-Gaussian Quadratic (Q) models, discussed in Sec. 5.3.
χ 2 model
In Fig. 15 we examine −∇ · v in a 10 h −1 Mpc thick slice, similarly as in Fig. 7, while Fig. 16 compares the PDF of −∇·v for SIM IC, MAK and SIM NL. The measurements are performed using a top-hat smoothing length of 8 h −1 Mpc. The PDFs of MAK and SIM NL agree perfectly, which is consistent with the visual inspection of Fig. 15 . They differ only slightly from SIM IC PDF. This might be surprising at first sight, because visually SIM NL and MAK look rather different from SIM IC, at least for large values of −∇ · v. As explained in length in our study of the Gaussian model, this difference is mainly due to the presence of collapsed objects which induce an abrupt cut-off in the tail of the PDF for large values of −∇ · v (This cut-off lies outside the plot range in Fig. 16 ). However, a more careful inspection of Fig. 15 shows a much better agreement in regions of lower density, which explains the very good match between all of the three PDFs.
Except for the abrupt cut-off, the small difference as compared to the Gaussian case between the MAK/SIM NL PDF and SIM IC is due to two factors. First, the contribution from initial non-Gaussianity is strong enough to completely dominate over the contribution from gravity. Second, in this model the effect of gravitational clustering is less intense than in the Gaussian model because of the lower value of σ8. A noticeable consequence of this lower normalisation is that there are less shell crossings and therefore the fraction of "ideally" reconstructed particles is much higher than for the Gaussian model (see last column of Table 1 ).
PVM model
In Fig. 17 we examine −∇ · v, in a 10 h −1 Mpc thick slice, similarly as in Fig. 7 , while Fig. 18 compares the PDF of −∇ · v for SIM IC, MAK and SIM NL. The measurements are performed with a top-hat smoothing length of 8 h −1 Mpc .
Recall that for PVM, initial conditions are strongly inhomogeneous at very high redshifts. As a result, it is in principle meaningless to use MAK reconstruction. However, at some point, the initial conditions had to be almost homogeneous, prior to the seeding of the primordial voids. Hence, we can still assume that we are starting from Lagrangian positions setup on a homogeneous grid. In our case, this homogeneous grid is the one where particles are located prior to the Zel'dovich displacement and void creation as explained in Section 2.3. With this in mind, a fair comparison between the middle and right panel of Fig. 17 can be made and again the visual agreement between MAK and SIM NL is excellent. Expectedly, due to the early strong nonlinearities induced by voids creation and subsequent shell crossings, the fraction of "ideally" reconstructed particles is rather low (28%, see Table 1 ).
From the previous arguments, comparing MAK/SIM NL to SIM IC has to be done with care. Clearly the strong "density contrasts" observed around voids in the left panel are expected to be smeared out in the middle and right panels. Keeping this in mind, we notice that there is a global large scale qualitative agreement between the three panels of Fig. 17 , including the positions and extensions of the under-dense regions, although the amplitudes of the fluctuations are different. This means that our nonlinear displacements fields have kept at least some informations on the non-Gaussian nature of initial conditions even if the middle and right panels differ significantly from the left one.
The results of the previous discussion are nicely illustrated by Fig. 18 that we can now comment on in detail. The bell-shaped part of the SIM IC PDF corresponds to the initial Gaussian field generated prior to the seedings of the voids. The strong over-dense and under-dense regions appearing during the creation of the voids increase the variance of the density field by adding tails to the PDF both in the high and the low parts. This explains why the bell-shape of the SIM IC PDF on Fig. 18 is in fact narrower than a pure Gaussian with the same variance, given the choice of representation, in units of −∇q · v/σ. Note that this additional contribution to the variance is, at least in the linear regime, Figure 14 . Same as Fig. 10 but for the full set S 0 of 128 3 particles rather than its sparse sample, S 1 . a pure transient, as discussed furthermore at the end of Section 6. If one neglects additional non-Gaussianity brought about by gravitational instability, one thus expects that the bell-shaped part of the PDF converges to the pure Gaussian at late times, as one can indeed observe in Fig. 18 .
The MAK and SIM NL PDFs agree with each other very well as expected. In the positive −∇q · v part, nonlinear gravitational clustering and subsequent shell crossings destroy information related to the strong over-dense spheres around the voids. As a result, in this regime the shape of the PDF is qualitatively very similar to what would be obtained from the Gaussian case. However, as noticed while examining Fig. 17 , the informations on the primordial voids is still present in the tail for the low values of −∇q · v. Clearly, despite the fact that SIM NL/MAK PDFs differ enormously from SIM IC PDF, they have still preserved a detectable signature of primordial non-Gaussianity. Fig. 19 shows the PDF of −∇ · v for the SIM IC, MAK and SIM NL, with a top-hat smoothing of 8 h −1 Mpc for the series of quadratic models Q (recall that these are models with very small non-Gaussianity). These models evolve to very similar nonlinear stages since they are all weakly nonGaussian: gravity dominates significantly over initial nonGaussianity suggesting that it will be nontrivial to recover the latter. Once again, the reconstructed nonlinear displacement field matches the simulated one for all of these models. As expected, the fraction of "ideally" reconstructed particles is similar to that in the Gaussian model (41 − 43% versus 37%, see last column of Table 1 ).
Quadratic models

SEPARATION OF THE INITIAL AND GRAVITATIONAL-INDUCED NON-GAUSSIANITIES: THE SPHERICAL COLLAPSE MODEL
We see that MAK reconstructs the nonlinear displacement field with a tremendous accuracy. The problem is that, in order to constrain the primordial non-Gaussianity, it is essential to recover the initial density contrast, i.e. the divergence of the linear displacement field. To achieve this goal it is necessary to model the effect of gravitational instability on the displacement field. Several approaches might be chosen:
(i) Semi-analytic field reconstruction method in an iterative way. In spirit, the method would be comparable to Peak-Patch (Bond & Myers 1996) or to Pinocchio (Monaco, Theuns & Taffoni 2002) , but in a reverse way. The idea is to use a realistic approximation of the dynamics depending in a unique way on the initial displacement field and the goal is to reconstruct the latter in an iterative manner. For instance, one can use Lagrangian perturbation theory up to some order, the latter being determined by the level of non-Gaussianity one aims to probe, e.g. the skewness (second order needed) or the skewness and the kurtosis (third order needed) of the initial distribution function. The subtlety of this approach is that one needs to truncate the seeked initial fluctuations at some scale in order to deal appropriately with shell crossings in over-dense regions. The corresponding smoothing scale depends on location, according to the mass scale of the collapsed object formed at present time.
If one uses Lagrangian perturbation theory, the nonlinear displacement field is indeed, for the growing mode, entirely determined as a function of the initial one, even if one has to take into account the adaptive smoothing of initial conditions needed for dealing with collapsed regions, as has just been explained. In this approach, the goal would then be to solve an implicit equation on the initial displacement field by equating the subsequent theoretical nonlinear displacement field with the reconstructed one by MAK. To solve this implicit equation, the most obvious approach would rely on an iterative method, which is unfortunately not guaranteed to converge.
(ii) Statistical method relying on loop perturbation theory. A less elegant, but simpler and still powerful method consists of working directly on the PDF of the divergence of the reconstructed displacement field to infer the PDF of the initial one. Again, some modelling of the dynamics is needed, to infer the mapping between the former and the latter. The best way to achieve that relies on perturbation theory and its one-loop (or higher order) corrections (e.g., Scoccimarro & Frieman 1996) . The advantage of this approach is that it allows one to probe scales which are close to the nonlinear regime. Since MAK reconstruction is very good, even at mildly nonlinear scales, this method would be optimal, but still quite involved from the analytic point of view.
(iii) Statistical method relying on the top-hat spherical model. To simplify furthermore the approach, with still in mind the goal of remapping of the probability distribution, one can use the top-hat spherical model (e.g., Fosalba & Gaztanaga 1998a,b) . This approximation has been demonstrated to work very well, both from the theoretical (Bernardeau 1992 (Bernardeau , 1994a Gaztanaga & Fosalba 1998; Fosalba & Gaztanaga 1998a,b) and the numerical points of view (Fosalba & Gaztanaga 1998a,b) . However, it works only in the regime where fluctuations of the considered field (here the divergence of the displacement) are very small. Indeed, this model presents wrong loop corrections, but has the considerable advantage of relying on a very simple formalism.
It would be beyond the scope of this paper to try to apply approaches (i) and (ii) to our data, because they are both rather involved, from the numerical and analytical points of view. Instead, we concentrate on the spherical top-hat model, to demonstrate that it is possible to estimate the level of non-Gaussianity of the initial displacement field from the MAK-reconstructed one.
Under the top-hat spherical approximation, the divergence of the displacement field can be expressed as a function of the density contrast as follows:
We now relate ψ to the initial linear density contrast, ψL = −δL. In the spherical top-hat framework, the approximation Figure 17 . Same as Fig. 15 , but for the PVM model. Again, the agreement between the MAK and SIM NL fields is very good. relates δ to δL (Bernardeau 1994b ). In the above equation, the time dependence of the growing mode extrapolated to present time has been included in δL. This approximation turns out to be excellent, independently of the value of the cosmological parameters (Bernardeau 1994b) .
We thus obtain
In the spherical approximation framework, this gives us, in Lagrangian space, the transformation from the initial divergence of the displacement field to the final one. This formula is unchanged if top-hat smoothing is applied to the fields, here ψL and ψ, under consideration (Bernardeau 1994a) . Inverting Eq. (11), we obtain the simple relation
This equation gives us the change of variable to obtain the PDF of the initial divergence of the displacement field as a function of the non-linear, reconstructed one, by simply using
Note that the relation between ψ and ψL [Eq. (11)] imposes an upper bound on the possible values of ψL, ψL −3/2, which in turns implies that ψ −3, as already discussed extensively in Section 4.2. This also shows the limits of the spherical collapse approximation: it is expected to fail for collapsed objects, i.e. when ψ approaches the bound ψ = −3, as illustrated by Fig. 11 . There is in fact certainly a way to fix this by using other approximations in the highly nonlinear regime that we do not explore here (e.g. using the so called "halo model" for instance discussed in Scoccimarro et al. 2001 ).
Here we test the spherical collapse model approximation applied to the divergence of the MAK-reconstructed Figure 19 . Same as Fig. 10 , but for the series of quadratic models. Q −100 , Q +100 , Q −50 , Q +50 respectively correspond to the upper left, upper right, lower left and lower right panels. displacement field at a scale of 12h −1 Mpc, where we know that one-loop corrections are expected to be negligible and thus where the spherical collapse model should perform well, even in the non-Gaussian case, as argued by Fosalba & Gaztanaga (1998b) .
We first examine in Fig. 20 the Gaussian, χ 2 and Q models. We shall pay attention to the special case of the PVM model at the end of this section. The success of the spherical model is unquestionable. Except in the tails (especially the right-handed one, as argued above), the shape of the initial PDF is recovered to very good accuracy. As discussed extensively in the caption of Fig. 20 , even subtle features such as those observed in the Q models are reproduced, lending credence to the fact that it seems possible to detect even small levels of primordial non-Gaussianity, at least with MAK reconstruction. Of course, this assertion does not take into account the instrumental and observational effects as shall be discussed later in the conclusion. Furthermore, our approach here is rather phenomenological, since we do not present a serious treatment of the statistical significance of the comparison.
We now turn to the PVM model. This model deserves a special treatment because the initial velocity field is not set up according to the Zel'dovich approximation, as explained in detail in Section 2.3. As a consequence, there are transients even for the variance of the displacement field: in the linear regime, the expanding voids are in fact pure transients, but they induce strong density contrasts that increase the variance of the fluctuations, thus the variance of the divergence of the displacement field. A consequence is that standard linear theory, with only the growing mode, does not apply. For instance, the value of σ (where σ 2 is the variance of the field) at 12h −1 Mpc measured in the initial −∇ · v scaled to present time is 0.94, larger than the measured one from the nonlinear displacement field, 0.68. The spherical collapse model captures only the growing modes: they are determined by the initial Gaussian field prior to the void seeding. This one had a value of σ of 0.71, hence of the same order as the present one, as expected. In Fig. 21 , we thus assumed for the comparison between true initial −∇ · v PDF and predicted one a value of σ of 0.71 for the latter. In practice, note that the test for non-Gaussianity does not need the precise knowledge of this initial σ: only the shape of the PDF matters, and has to be compared with the best fitting Gaussian in a trustable range.
Here the match between the predicted and the initial PDF is not so good anymore, although some non-Gaussian features seem to be captured, namely the right hand excess compared to the Gaussian case, but this might as well be a mere coincidence. The problem here is that the arguments in favour of the spherical top-hat model (e.g., Fosalba & Gaztanaga 1998a,b) might not apply to the PVM model and its very strong transient nature, despite the fact that the voids are chosen here to be perfectly spherical.
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The validity of Eq. (11) and especially of the assertion that smoothing does not affect this equation is certainly questionable for the PVM model.
DISCUSSION
In this work, we have tested the Monge-Ampère-Kantorovich (MAK) reconstruction against N -body simulations. We have examined the standard ΛCDM model and 6 additional models with non-Gaussian initial conditions: a χ 2 model where the initial density field is the square of a Gaussian, a model with primordial voids, and four mildly non-Gaussian models where the primordial gravitational potentials includes a small, quadratic correction.
The main results of this paper are as follows:
• In its essence, MAK is supposed to reconstruct the nonlinear displacement field between initial and final positions. The analyses of this paper show that it achieves this with an unprecedentedly high degree of accuracy, at least at scales larger than the size of rich clusters, i.e., scales above a few Mpc. In particular, it captures in a nontrivial way the nonlinear contribution from gravitational instability, well beyond the Zel'dovich approximation.
• From the MAK-reconstructed nonlinear displacement field, one can infer the present velocity field, using the Zel'dovich approximation. Again, our N -body simulation analyses demonstrate the success of MAK in fulfilling this goal.
• The displacement field provided by MAK can be used as well to constrain the statistical nature of the primordial density field. But, since MAK encodes nonlinearities due to gravitational clustering, it is difficult to disentangle these dynamical contributions from possible initial nonGaussianities. However, as illustrated here in a simple way with the spherical collapse model, we show that it is possible to truly recover the statistical properties of the primordial, linear density field using additional modelling of the dynamics.
The results presented in this paper are obtained in the "idealised" framework of N -body simulations. Extra complications arise in reconstruction from real galaxy catalogues (for application of MAK to real galaxy catalogues see Mohayaee & Tully 2004 , 2005 . Here, we discuss redshift space distortion, edge-effects, biasing and catalog incompleteness, which are the most relevant issues for MAK reconstruction:
(i) Redshift space distortion: MAK has already been directly applied to redshift catalogues by modifying the cost function (6) using once again the Zel'dovich approximation (for detail, see Mohayaee & Tully 2004 ). An alternative method would be to deduce real space positions from redshift space data, using MAK in an iterative way. Indeed, we have shown in paragraph 4.3 very good agreements between the present-day simulated peculiar velocities and the MAK-reconstructed ones already on ∼ 8 h −1 Mpc scales. (ii) Boundary effects: in this paper, we have partly addressed edge and tidal effects using the dense samples. We have noticed that these effects are small but the volume considered was large, a cube 100 h −1 Mpc aside. Clearly, large scale tidal effects and wrong assignments near the edges of a catalog would be important if it had a small volume coverage or/and intricate boundaries.
(iii) Biasing: in a real galaxy catalog, there is the problem of biasing that is the relationship between the present total matter distribution and the present observed light distribution. For each observed galaxy of a given luminosity, L, one has to infer a given mass which for instance can be a simple function of L. In this way, one can transform a distribution of points with given luminosities to a distribution of points with given masses. A supplementary complication arises since MAK requires in essence all the points to have the same mass. To achieve this, one can break the galaxies into equal mass particles, place them at the position of the galaxy and perform MAK reconstruction.
3 In the hierarchical clustering framework, galaxies are located in dark matter halos, that is in condensed objects. We know from the results of this paper that MAK reconstructs very well the nonlinear displacement field even for regions that have experienced shell-crossings. In the latter case, the only problem is the wrong assignment of the particles inside the collapsed objects, but this does not affect the reconstruction of the displacement field significantly, and hence the velocity field inferred from it using the Zel'dovich approximation. Therefore, provided that the right mass has been given to each galaxy and that the catalog is complete enough so that the underlying total mass distribution is well-traced, the reconstruction is expected to perform well (Mohayaee & Tully 2004 , 2005 . There is however a subtlety which has to be taken into account, during mass assignment to galaxies: a different treatment has to be performed for field galaxies which have their own halo and galaxies belonging to rich clusters. In the latter case, what matters is the mass of the halo of a cluster and not the mass of the "sub-halos" of each of its galaxies (Mohayaee & Tully 2005) .
(iv) Luminosity segregation: the last issue to consider is catalog incompleteness. For instance, in a standard magnitude-limited catalog, there is a luminosity segregation effect which arises due to fewer and brighter objects with increasing distance from the observer. It is possible to compensate for it by assigning a larger mass to more distant galaxies (Mohayaee & Tully 2005) : this means that two galaxies of the same luminosity but at different distances from the observer will be given different masses. With this procedure, the reconstruction is expected to be as least biased as possible, however clearly the signal-to-noise ratio would decrease with distance from the observer. Comparison between the PDF of the true initial −∇·v (SIM IC, dots) to the one inferred from the reconstructed displacement field using the top-hat spherical collapse approximation (SIM IC, predicted, thick solid curve), after a smoothing with a top-hat window of radius 12h −1 Mpc. There are additional curves as detailed in the panels: the PDFs of −∇q · v for the nonlinear displacement fields, measured in the simulation (SIM NL, dot dashes) and reconstructed (MAK, dashes), and finally the pure Gaussian prediction (Gaussian, analytic, thin solid curve, not present on the upper right panel). Each panel corresponds to a given model as indicated on the figures. The important curves to examine on each panel are the dotted ones (initial PDF) and the thick solid ones (predicted initial PDF from the MAK nonlinear PDF), while keeping the Gaussian limit in mind: they should in principle superpose if the combination MAK+spherical collapse model works. This is indeed the case in all panels, except in the tails, especially the right-hand side one, but only for rather large values of | − ∇q · v/σ ∇·v | ∼ 2. Indeed, in this regime, especially for positive values of −∇q · v, the spherical collapse model is known to have limitations (e.g., Bernardeau 1994b). Except for this, the agreement between the prediction and the measurement is excellent. It is in fact so good, that for the Q models, the weakly non-Gaussian features are recovered, if one examines the upper part of the curves displayed in the four lower panels. The curves displayed on each are however slightly irregular, because the scale considered here is a significant fraction of the box size and the measured PDFs are thus expected to be contaminated by finite volume effects. This explains for instance the fact that in the Gaussian case, the dotted curve does not exactly superposed to the thin solid curve, i.e. the pure Gaussian prediction. Note that even this small deviation is reproduced by the MAK+top-hat prediction, at least for the right-hand part of the bell-shaped curves.
