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A bstract
La creciente utilización de sistemas de tiempo real en un amplio campo de 
nuestra vida moderna que requieren un alto grado de con íiatilidad , hace necesario 
el uso de técnicas de verificación formal de los mismos.
Se define en este trabajo T R IO ', como una extensión de la lógica temporal 
lineal de primer orden TRIO, donde se incorpora una semántica más natural y 
adecuada para modelar sistemas de tiempo real y probar propiedades sobre los 
mismos, pudiendo expresar, además, el tiempo en forma infinita con la ayuda de 
variables definidas para tal efecto.
La factibilidad de los algoritmos de análisis de TRIO' se demuestra con la 
implementación de los algoritmos de Generación de Modelos y de History- 
Checbing, con un funcionamiento decidible.
Palabras claves: sintaxis, semántica , modelos, Generación de Modelos, History-Checking, 
decibilidad.
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In t r o d u c c ió n
Los sistemas de tiempo real son aquellos cuyas funcionalidades están restringidas por estrictas 
respuestas en función del tiempo, o sea, que no solo importa la sucesión de acciones a través del 
tiempo, sino también en que momento se ejecutan y cuanto tardan en hacerlo. Son claves en algunas 
áreas ( manejo de procesos industriales, torres de control de aviones, monitoreo de pacientes, etc. ) 
donde una falla no solo puede causar daños materiales, sino también la perdida de vidas humanas, 
por lo que la corrección de los mismos juega un rol fundamental. Otros ejemplos son los protocolos 
de comunicación ( en particular para multimedia y en sistemas de tratamiento de información 
dinámica donde se hace necesario bajas demoras en la comunicación). La mayoría de estos sistemas 
mantienen una interacción constante con su entorno y más que devolver un valor en su terminación 
algunos nunca terminan.
Una de las soluciones es el uso de especificaciones formales y su posterior ejecución, lo que 
permite chequear donde tales especificaciones cumplen, o no, con las propiedades esperadas del 
sistema, en una etapa temprana del desarrollo. Esto se podría realizar sin necesidad de tener 
implementado, y eventualmente funcionando, el sistema, evitando el elevado costo de los errores 
que, como se dijo en el párrafo anterior, se podrían generar.
Existen métodos semi-formales para la especificación, el diseño y la verificación, pero ofrecen 
límites en cuanto a sus capacidades de análisis debido a que su semántica ha sido definida 
informalmente. Por otro lado los métodos formales, desarrollados hasta el momento no pueden 
trabajar en forma decidible cuando intentan representar el tiempo en forma infinita.
Una característica importante de los sistemas de tiempo real es que poseen una naturaleza event- 
driven más que data-driven por lo que el uso de especificaciones funcionales no sería el más 
adecuado, en particular para expresar precedencia y/o requerimientos de tiempo con lo que se 
encuentra a la lógica temporal la candidata más apropiada debido a su expresibilidad y naturalidad 
para especificar el tiempo.
Pnueli [Pn77] propuso el uso de la lógica temporal para describir y verificar programas 
concurrentes, con la que se pueden describir la ocurrencia de eventos y propiedades en el tiempo ( 
por ej.: precedencia, invarianza, fairness, exclusión mutua, no deadlock ) como fórmulas de tal
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lógica. La lógica temporal es una clase de la lógica modal1 I donde los operadores representan el 
tiempo, como por ejemplo: Always (siempre) o su dual Eventually, o Sometimes, (alguna vez), Until 
[GPSS80], ( el cual puede ser definido en función del Always, o viceversa), Next, Since ( como 
análogo al Until ) [LPZ83]; las lógicas branching, como se detalla más adelante, agregan 
cuantificadores ( por ejemplo: V y ElUntil ) para expresar distintos caminos ( computaciones ). 
Muchos ejemplos de especificaciones hechas usando lógica temporal pueden encontrarse en [Pn77], 
[MP 81], [La83] y [CE81] entre otros.
En los sistemas de tiempo real la corrección y funcionamiento depende, entre otras cosas, de la 
capacidad de indicar momentos precisos en que ocurre cierto evento o propiedad, por lo tanto, el 
uso de la lógica temporal tradicional no sirve, debido a que sus operadores no pueden medir el 
tiempo en forma cuantificada entre una aserción y otra; por ejemplo se puede expresar que una 
propiedad suceda después de un evento dado, pero representar que suceda luego de una cantidad 
exacta de unidades de tiempo después puede resultar exageradamente complicado. Con este último 
objetivo fue definido TRIO [GMN89], como una extensión de la lógica temporal de primer orden 
junto con el operador temporal Dist (A ,t) que indica que la propiedad A  tomara lugar exactamente 
en t unidades de tiempo antes o después del momento actual, dependiendo si t es negativo o positivo 
respectivamente. De este operador se pueden derivar Futr(A,t) y Past(A,t)n, como abreviaturas del 
Dist, pero correspondiendo al futuro y al pasado respectivamente. A  modo de ejemplo, se puede 
decir que TRIO fue usado como lenguaje de especificación para sistemas de tiempo real, como 
lenguaje de descripción de hardware de alto nivel y en la descripción del control de una estación de 
potencia del ENEL ( Ente Nacional de la Energía Eléctrica de Italia ). Además de ser usado como el 
kernel de un completo entorno de especificación de sistemas de tiempo real [Mor89], Sin embargo, 
los métodos definidos hasta ahora para analizar semánticamente las fórmulas hace que se presenten 
resultados no naturales o que se presenten posibles contradicciones, como se verá más adelante. Es 
por eso que se decide estudiar una nueva definición semántica para TRIO. De esta investigación, 
junto con otras necesidades luego explicadas, surge TRIO’.
Dentro de la lógica temporal existen dos grandes grupos, según la representación del conjunto de 
estados y sus transiciones. Uno, las lógicas lineales, en el que esta representación es una secuencia de 
estados que expresa todas las posibles computaciones, donde el tiempo es lineal, es decir existe un 
único futuro para cada estado. El otro grupo, las lógicas branching, en el que la representación de los
I Más información sobre la lógica modal se puede encontrar en [HC68],
II Los primeros usos de la lógica temporal en la computación en los que estaba el operador Futr, no incluían al 
Past, hasta que su uso fue justificado en [LPZ85],
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estados tiene una estructura de árbol, donde existen diferentes caminos a seguir desde un momento 
dado y cada camino expresa los distintos estados que puede alcanzar un programa, por lo que se 
puede, entonces, usar los cuantificadores V y 3 para indicar estos diferentes caminos.
La potencia expresiva de cada grupo es distinta y ninguno contiene al otro, por ejemplo cierta 
clase de faimess no puede ser expresada en la lógica branching y por el otro lado, la cuantificación 
de los caminos no se puede expresar en la lógica lineal, por ejemplo para describir programas no 
determinísticos, como pueden ser algunos programas concurrentes111. Un argumento en favor de la 
lógica branching ha sido su mejor eficiencia para la verificación automática, y en cambio, a favor de 
la lógica lineal está su simplicidad para expresar propiedades y que en realidad la mayoría de las 
cosas que se quieren probar, en gran parte de los sistemas de tiempo real, son sobre todas las 
computaciones posibles, sin necesidad de discriminación alguna. CTL* es un formulismo que 
combina ambos grupos [EH86], En la actualidad, hay en la comunidad científica creyentes y 
detractores para cada uno de los grupos.
Con respecto a los métodos formales para sistemas de tiempo real, se pueden distinguir.
0 los operacionales (los que describen el sistema como funciones u operaciones) o
0 los descriptivos, como en este trabajo, (donde el sistema se describe enumerando sus 
propiedades).
En [ADC90] y [HNSY94] se encuentra una herramienta en la que se combinan las dos formas de 
descripción, donde se especifica el programa, a través de grafos temporizados, los que son 
esencialmente autómatas extendidos con variables reales llamadas relojes, y con fórmulas TCTL 
(Timed Computation Tree Logic) se describen las propiedades que se quieren probar sobre el 
mismo. Además existe una herramienta, llamada KRONOS, en la que se puede modelizar y verificar 
en forma automática, la que implementa el algoritmo de model-checking simbólico presentado en 
[HNSY94], El model-checking simbólico es una técnica para determinar los estados que satisfacen 
una fórmula a través de un análisis del espacio de estados en forma simbólica (más que enumerativa) 
y obteniendo los conjuntos de estados que satisfacen una fórmula como un punto fijo de un funcional 
sobre un conjunto de estados. Otro ejemplo son las Time Basic nets (TBnets) [GMMP91], las que 
son una extensión de las redes de Petri, donde cada token está asociado con una marca que 
representa el instante en el cual fue creado por un disparo y cada transición está asociada con una
11 En la lógica lineal un programa concurrente es expresado como el interleaving de sus estados, por lo que 
expresar algo del tipo: 'La propiedad siempre P vale siempre, al menos, a lo largo de una ejecución del 
programa' es casi imposible.
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función que describe la relación entre las marcas de los tokens removidos por un disparo y las marcas 
de los tokens creados por el mismo disparo. Existe, también, una herramienta, llamada CABERNET, 
la que permite especificar y verificar sistemas con este tipo de redes. R TTL  (Real-Time Temporal 
Logic) es un formalismo que está organizado en dos capas, una consistente en autómata de estados 
extendido y la otra compuesta por fórmulas de la lógica temporal de primer orden clásica, las que 
hacen referencia a eventos y estados, donde un evento indica el cambio de valor de verdad de un 
predicado a medida que avanza el tiempo. Las propiedades de tiempo real deben ser hechas 
introduciendo un reloj al autómata, o sea agregar una variable discreta que se incrementa 
monótonamente a medida que el sistema evoluciona, esto ocasiona la posibilidad de perder la noción 
del tiempo como implícito del sistema, llevando al especificador la responsabilidad del control del 
tiempo como por ejemplo para que los estados no avance si el tiempo no fue modificado.
En este trabajo, se utilizará una lógica temporal lineal de primer orden para expresar el programa 
y sus propiedades en forma descriptiva.
A  grandes rasgos, cuando se expresa el sistema en forma descriptiva, se puede trabajar con 
verificación formal de dos formas distintas. Dada una especificación ( T  ), que describa los 
requerimientos del sistema, expresada como una fórmula bien formada, se considera que las 
propiedades que debe cumplir el mismo ( n  ), expresadas también como una fórmula, como 
correctas para (o que cumplen con) T , si :
I. en forma deductiva: se amplia el sistema formal con las fórmulas de la especificación 
como axiomas y vale si la fórmula de las propiedades es un teorema de este sistema 
utilizando reglas de decisión. Esta es generalmente una tarea manual tediosa y donde 
juega un rol importante la intuición del usuario. Además la mayoría de las lógicas 
temporales son incompletas, por lo que habría fórmulas que son verdaderas en ciertos 
sistemas y no son teoremas.
II. en forma semántica: se intenta buscar una interpretación, según la definición semántica 
de esta lógica, que sea modelo ( una interpretación que hace a la fórmula verdadera ) de n
a r.
Esta última aproximación representa los valores físicos alcanzados por una evolución o historia 
del sistema como una interpretación del lenguaje utilizado, de manera tal de considerarla como un 
posible estado de la implementación si la misma es un modelo de la fórmula que representa la 
especificación y las propiedades del sistema.
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Como dijo anteriormente, si se lograra ejecutar una especificación expresada con una lógica 
temporal y se pudiera observar el funcionamiento del sistema, se podría detectar errores en una etapa 
temprana del desarrollo. El problema se alcanza, en todos los trabajos presentados hasta el momento, 
al intentar trabajar con una estructura temporal subyacente correspondiente a un dominio infinito, 
con lo cual muchas de las propiedades que uno desea probar hacen al sistema indecidible. Por 
ejemplo, al buscar un modelo para la especificación dada, pero en el caso de un dominio infinito no 
se podría garantizar la terminación de un algoritmo de búsqueda que enumere todos los modelos 
posibles. Este ha sido otro de los objetivos de TRIO', el cual ha sido alcanzado, debido a la nueva 
semántica definida y a los algoritmos desarrollados.
El uso de ventanas finitas pueden ser vistos como una aproximación del dominio infinito, donde 
se puede chequear que el sistema cumple con las propiedades deseadas e inferir que su 
funcionamiento va a ser similar en el caso infinito. Este procedimiento, como en el caso de testing 
donde no se asegura la ausencia de errores, no puede afirmar la corrección en el caso infinito. Sin 
embargo se puede hacer una analogía entre esta aproximación y la aritmética usada en todas las 
computadoras, ya que asumimos que todos los resultados aritméticos obtenidos son válidos, a menos 
que se produzca overflow.
La dificultad principal es como evaluar las fórmulas que caen afuera de este intervalo finito.
Una de las soluciones ha sido el determinar un valor 'por default' a todas estas fórmulas. Esta 
solución da a las fórmulas un valor antinatural, por ejemplo con el valor False al darle a las 
tautologías, que caen afuera del intervalo finito, o análogamente con el valor True y las 
contradicciones.
Otra idea [MGG92] propone tener en cuenta solo los valores de las variables de la fórmula de 
manera tal que se evalúe siempre dentro de la ventana finita determinando un sorte para cada 
dominio, con lo que hace su uso limitado al intervalo obtenido de las variables en cuestión, llegando 
posiblemente a no poder evaluar la fórmula.
Por último, considerar el dominio temporal finito como circular, donde la aritmética sobre los 
valores temporales está definida de manera tal que cualquier referencia hacia un valor fuera del 
intervalo finito, es redireccionada dentro del mismo en forma circular. Por ejemplo con un dominio 
entero, se puede utilizar una aritmética modulo k para la suma o resta de los valores del intervalo 
finito, donde k es el tamaño del dominio. Esta solución solo es considerable para sistemas periódicos.
Como hemos visto, en la mayoría de los casos no se puede asegurar el valor de verdad natural de 
muchas fórmulas, ni siquiera para las tautologías y las contradicciones. En este trabajo, como ya se
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ha mencionado, se ha definido una nueva semántica, entre otras razones, para tratar de mantener este 
valor de verdad de la mayoría de las fórmulas, o al menos, como se demostrará, de las tautologías y 
las contradicciones. Además se buscó que la nueva semántica de TRIO' permita no solo especificar el 
valor de verdad de una fórmula atómica fuera del intervalo finito, sino también evaluar cualquier otra 
fórmula. Incluso se logró que se pueda utilizar variables destacadas, cuyos dominios pueden ser 
infinitos, y discretos™, para hacer referencia sobre propiedades que pueden darse en cualquier 
instante de tiempo del dominio temporal infinito.
Se ha dicho, que la idea de la verificación es buscar modelos ( que representan una historia del 
sistema ) para una fórmula ( que lo describe ) expresada en una lógica temporal cuya semántica 
permite dominios infinitos. Uno de los algoritmos desarrollados, el de búsqueda de modelos, 
conocido como generación de modelos, permite buscar satisfabilidad, es decir saber si una fórmula 
dada tiene, o no, al menos un modelo, lo que se traduce como si es, o no, implementable. El mismo 
algoritmo se puede utilizar como generador de casos de simulación, del cual podemos obtener 
eventuales historias del sistema y para probar propiedades sobre una especificación. El otro 
algoritmo, trabaja con una interpretación y una fórmula dada y su tarea es chequear la interpretación 
con la fórmula para saber si es, o no, un modelo de la misma, es decir si es, o no, un estado posible 
de alcanzar por el sistema que se ha implementado con la fórmula dada. Este último algoritmo es 
llamado history-checking^
Una técnica de validación se definió [MMG92] por implementar la semántica de TRIO a través 
del Tableaux Method [Sm68], el cual provee un intérprete abstracto del lenguaje. Este algoritmo está 
implementados en [FM94], La terminación esta garantizada bajo la hipótesis de que todos los 
dominios sean finitos. Este método es ampliamente usado en la lógica temporal para verificar la 
satisfabilidad de una fórmula constructivamente [BPM83, Wo83] y para derivar implementaciones 
desde modelos de una especificación [CE81],
Los algoritmos definidos en este trabajo han tomado como base el Tableaux Method, pero 
describiendo los dominios de los modelos de manera simbólica para trabajar con los dominios 
infinitos y mantener aún la decibilidad.
No solo se han desarrollado para ambos algoritmos una demostración formal de su 
funcionamiento, sino también se ha implementado un prototipo para cada uno, demostrando 
efectivamente su factibilidad. IV
IV Una mayor discusión sobre granularidad se encuentra en Trabajos Relacionados. 
v Estos algoritmos son análogos a los de model-cheking en la lógica branching [QS81]
14
Introducción.
Un ejemplo de un sistema en TRIO' está desplegado a lo largo de todo el trabajo. Primeramente 
se da su especificación y sus propiedades, luego se busca un modelo con el algoritmo de generación 
de modelos y por último se chequea una fórmula de la especificación contra una historia del mismo 
con el algoritmo de history-checking.
El resto del trabajo está organizado como sigue: el capítulo 2 define TRIO', dando su semántica y 
sintaxis y detallando el ejemplo de la especificación antes mencionado. Luego el capítulo 3 describe 
un conjunto de propiedades para este formalismo. A  continuación los capítulos 4 y 5 desarrollan los 
algoritmos de generación de modelos y de history-checking respectivamente, junto con un ejemplo, 
la idea de la demostración formal y el cálculo de la complejidad para cada uno. Un pequeño 
comentario sobre las implementaciones realizadas está en el capítulo 7. Los trabajos relacionados, 
futuros y las conclusiones finales se describen en el capítulo 8. En el Apéndice A  se desarrollan las 
demostraciones del capítulo 3. Por último, las demostraciones formales de los algoritmos de 
generación de modelos y de history-checking se detallan en los apéndices B y C.
Se adjunta un anexo, con todos los detalles técnicos de las implementaciones y un disquete con 
los códigos fuentes y los ejecutables de los prototipos realizados.
15
F o r m a l ism o  n u e v o : TRIO'
Se define en este trabajo TRIO' como una extensión de la lógica temporal lineal de primer orden 
con el operador temporal Dist, llamada TRIO [GMM89], El operador Dist, provee una métrica del 
tiempo, para expresar la distancia (en tiempo) entre dos propiedades o eventos. El significado de una 
fórmula depende del instante de tiempo en que se evalúa. Semánticamente se simula el dominio 
temporal infinito con una ventana finita y se le dará el mismo valor a los predicados cuando sean 
evaluados en cualquier instante fuera de esta ventana finita. TRIO' incorpora el concepto de variable 
infinita, cuyo dominio infinito, permite hacer referencia a cualquier instante de tiempo del dominio 
temporal infinito.
Sintaxis de TRIO'
El alfabeto de TRIO' incluye un conjunto de nombres de variables, funciones y predicados, y un 
conjunto de símbolos. Las variables y los predicados son divididos en dos grupos: T I ( Time 
Independent ) cuyo valor se mantiene constante con el tiempo y TD ( Time Dependent) en el que los 
valores dependen del momento en que se evalúen. Cada variable tiene asociado un tipo o Dominio el 
cual determina los valores que puede llegar a tomar. En este punto debemos aclarar que las variables 
TD no son tomadas como variables en el sentido clásico ( pueden usarse en cuantificadores 
expresando distintos valores ) sino más bien son consideradas como valores constantes en cada 
instante de tiempo, es decir que solo pueden variar con la modificación del tiempo. Existe, siempre, 
un dominio distinguido llamado Dominio Temporal, el cual es numérico de por sí, discreto e infinito 
y un subconjunto de este, llamado Dominio Temporal Finito, el cual es, como su nombre lo indica, 
finito. Puede haber variables TI distinguidas, a las que llamaremos infinitas, las que solo podrán ser 
usadas en el término temporal del Dist. Una variable infinita no podrá estar dentro del alcance^ de 
un cuantificador de otra variable infinita^. Todo nombre de función tiene asociada una aridad mayor 
o igual que 0, en este último caso tenemos lo que llamamos Constante, y un tipo para cada elemento 
del dominio y para la imagen. Las funciones sobre términos con variables infinitas deberán ser 
lineales. Vl
Vl Asumimos el alcance de un cuantificador en la forma usual.
v" Observar que lo que se pide es que las variables infinitas no estén anidadas.
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Una especificación realizada con TRIO' puede usarse para modelar un sistema de tiempo real, 
donde los componentes físicos y las relaciones invariantes entre ellos pueden ser vistos como 
constantes y predicados TI, las relaciones temporarias y eventos pueden ser representados como 
predicados TD, los valores y cantidades físicas que son sujetos a cambios con el tiempo pueden ser 
vistos como variables TD, las funciones pueden ser usadas para describir operaciones fijas del 
sistema, las variables T I sirven como términos de los cuantificadores para expresar predicados del 
sistema y por último las variables infinitas permiten recorrer todos los instantes de tiempo necesarios 
del sistema.
Si se toman los valores alcanzados por el sistema, en un instante cualquiera, para todos los datos 
que son representados por predicados y variables se tiene una evolución o historia del sistema.
Los predicados <,<=, = y los demás operadores relaciónales sobre números son asumidos en la 
forma usual además de ser TI, de manera tal de poder ser usados, entre otras cosas, con elementos 
del dominio temporal. Las funciones de suma y resta son tomados como funciones totales. Todas 
estas propiedades son asumidas como parte de la especificación sin necesidad de listarlas 
explícitamente.
Los símbolos del lenguaje son:
• losproposicionales: Ay
• el cuantificador : V,
• y el operador temporal: Dist.
Se define inductivamente término como:
1. toda variable es un término,
2. toda función n-aria lineal aplicada a n términos es un término,
3. toda función n-aria no lineal aplicada a n términos, donde 
ninguno de los n términos tiene una variable infinita, es un 
término.
El tipo de un término es determinado en la forma usual : Si el término es una variable entonces su 
tipo es el tipo de la variable. Si el término es una aplicación de una función su tipo es el tipo de la 
imagen.
Una fórmula se define inductivamente como:
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i) todo predicado aplicado a n términos es una fórmula ( fórmula 
atómica )
ii) sí Ay B son fórmulas entonces A a  B y —¡A son fórmulas.
iii) sí A es una fórmula y x es una variable TI no infinita, entonces Vx A 
es una fórmula.
iv) sí A es una fórmula y t es un término de tipo numérico entonces Dist (
A, t) es una fórmula.
v) sí x es una variable infinita y A es una fórmula tal que x solo aparece 
en los términos temporales del Dist y A no tiene otra variable infinita, 
entonces Vx A es una fórmula.
La definición 3. y v ) restringen las variables infinitas a los usos enunciados anteriormente.
La fórmula Dist (A , t ) significa intuitivamente que A  vale exactamente en t unidades de tiempo, 
después si t es positivo o antes en caso contrario, con respecto al momento corriente.
Una variable x se define como libre sii x no está dentro del alcance de un cuantificador Vx. Una 
fórmula A se define como cerrada sii ella no contiene ninguna variable T I libre. También definimos 
la sustitución de la variable x en A por b (A(7b) ), como el reemplazo de todas las ocurrencias de la 
variable x por b en A.
De las definiciones anteriores se derivan los operadores v, — <-», True, False, etc., y el 
cuantificador existencial de la forma estándar. Para facilitar la escritura de las fórmulas se puede 
definir un gran número de operadores temporales, como por ejemplo:
Futr (A, t)  = t >0 a  Dist (A, t)
Past ( A, t)  = t <0 a  Dist (A,t)
AtwF (A) = Vt ( Dist ( A, t )  , t>  0
AhvP (A) = Vt ( Dist ( A, t)  )  , t < 0
Always (A) = Vt ( Dist ( A, t )
SomF (A) = —rAtwF(-iA)
SomP (A) = -,AtwP (—¡A)
Sometimes (A) =SomP (A) v A v SomF (A) =3t ( Dist(A , t ) )
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Lasts (A,t) = Vt' ( 0< t' < t —>Futr (A, t ' ) )
Lasted (A,t) = Vt' ( 0< t' < t ->Past ( A, t ' ) )
Until ( Au A2)  = 3t ( t>  0 a  Futr ( A2, t )  a  Lasts (A¡,t) )
Since ( A¡, A2)  =Bt ( t > 0 a  Past ( A2, t )  a  Lasted (A¡,t) )
NextTime(A , t )  =Futr(A, t )  a  Lasts (  ->A , t )
LastTime(A , t )  =Past(A, t )  a  Lasted (  —¡A , t)
UpToNow ( A )  = 3  ( t >0 a  Past ( A, t)  a  Lasted (A , t) )
Becomes (A )  =A a  UpToNow (—¡A)
El significado intuitivo de las fórmulas anteriores es para el instante de tiempo corriente: para Futr 
( A, t ) (Past ( A, t ) )  que la fórmula A  va a ser True, t unidades de tiempo después (antes) que 
ahora; A lw F (A ) ( A lw P (A )), significa que A  va a ser True en todos los instantes futuros (pasados) 
de tiempo; Always (A ) dice que A  es True en todo instante de tiempo; SomF(A) ( S om P (A )). A  va 
a ser True alguna vez en el futuro (pasado); Sometimes ( A  ), indica que A  va a ser True alguna vez, 
en el pasado, presente o futuro; Lasts ( A,t )  ( Lasted(A, t ) ) implica que en las próximas (pasadas) t 
unidades de tiempo, A  va a ser ( fue ) True; Until( Ai, A 2) significa que A 2 será True alguna vez en 
el futuro y hasta entonces vale Ai, análogamente en Since( Ai, A 2) A 2 fue True alguna vez en el 
pasado y desde entonces A i fue True; NextTime (A ,t) implica que la próxima vez que A  sea True 
será dentro de t unidades y hasta entonces es False, LastTime( A  , t )  representa que la última vez 
que A  fue True fue hace t unidades y desde entonces fue False; UpToNow (A ) dice que A  vale desde 
alguna vez en el pasado hasta ahora ininterrumpidamente; por último Becomes ( A  ) indica que A  
vale en el momento actual pero no valió en el pasado inmediato.
Además se pueden derivar de estos operadores los llamados weak, en los que no se incluye que el 
segundo argumento sea verdadero en el Since o en el Until, por ejemplo:
UntilW (A¡, A2)  = AlwF (A] )  v Until (AJ,A2)  ,
SinceW (Ai, A2)  = AhvP ( A¡ )  v Since (A¡,A2)  ,
o los que modifican los intervalos de tiempo en que valen incluyendo, o excluyendo, los límites de 
los mismos y/o agregando el estado presente, por ejemplo:
Lasts ’ (A, t) = Last (A, t )  a  A ,
UntiP (A,, A2)  = Until (A¡, A2)  vA2¡
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Sincep ( A¡, A2)  = Since (Ai, A2) v A 2.
Se puede observar que TRIO' además de los operadores de la lógica temporal clásica posee otros, 
como por ejemplo los operadores que pueden expresar precedencia y distancia entre distintos 
espacios de tiempo, por lo que su potencia expresiva es al menos tan expresivo como la lógica 
temporal clásica, además, tiene todos los operadores de TRIO, por lo que las fórmulas del mismo 
están incluidas en TRIO'. De aquí que podamos derivar todas las implementaciones realizadas en 
TRIO para trabajar en TRIO' con la nueva representación del tiempo.
Semántica de TRIO'
Se define una interpretación como una 'Temporal Structure', desde la cual se puede obtener la 
noción de estado, como una asignación de valores a variables y predicados, y de función de 
evaluación, la cual asigna un valor de verdad para cada fórmula según el instante de tiempo en que se 
evalúa.
Una temporal stucture S:(D ,T,G ,L,0) es definida como :
4- D es un conjuntos de dominios de variables D={Di,....,Dn}, donde D ( x) denota el 
dominio de x.
^  Si x es una variable infinita, entonces D (x) es un conjunto linealmente ordenado, 
infinito y discreto.
^  Si x no es una variable infinita entonces D (x) es un conjunto finito.
4- T son los dominios temporales. T= { Tf , Too }
^  Too es el dominio temporal infinito. Se supone que es un grupo abeliano, linealmente 
ordenado, por lo tanto tiene elemento neutro, inverso, una operación +, una relación 
de equivalencia (que es asociativa, reflexiva, simétrica, transitiva y conmutativa) y la 
relación de orden <=. Too es, además, un conjunto infinito y discreto Ej.: N  t Z  , etc.
^  Tf es la ventana finita con la que simularemos el dominio infinito, Tf es una cadena 
de Too, con elemento máximo y mínimo, por lo que Tf está contenido estrictamente en 
Too y es un conjunto linealmente ordenado.
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4 G es la parte TI. G={£,n,<D}
^  ^ es una función definida sobre un conjunto de nombres de variables T I tal que, para 
todo nombre de variable T I x, £(x) pertenece a D (x) para algún D (x) que pertenece a 
D.
^ I I  es una función de evaluación definida sobre un conjunto de nombres de 
predicados tal que, sí p es un predicado r ario TI, I I  asigna una relación a p, tal que 
II(p ) esta contenido en Dpi X....X Dpr, donde Dpj pertenece a D, para todo j:[l..r ],
^  O  es una función definida sobre un conjunto de nombres de función tal que si f  es
una función m-aria, entonces <D(f) es una función total del tipo: Dfi X.......X Dfm —>
Df0 con Dfk pertenece a D para cada k que pertenece a [0..m],
4  L es la parte TD de la ventana finita. L={ (r|j,II¡) tal que i pertenece a Tf }
Cada par (r|i,]Ti) define el estado de la estructura temporal finita en el instante i del 
dominio temporal finito.
A rji es una función definida sobre variables TD y 
A n ¡ es una función definida sobre un conjunto de predicados TD tal que :
para cada variable TD z, entonces r|¡(z) pertenece a D (z) (D (z ) pertenece a D); y si p
es un predicado TD r-ario, n¡(p) está contenido en Dpi X........ X Dpr , donde Dpj
pertenece D, j pertenece a [l..r],
4  O es la parte TD del resto del dominio temporal. 0 = { I I e, r\e } 
x  rje es una función definida sobre variables TD y
^  lie es una función definida sobre un conjunto de predicados TD tal que:
para cada variable TD z, r|e(z ) pertenece a D (z) (D (z ) pertenece a D ) y si p es un
predicado TD r-ario, ne(p) está contenido en Dpi X........ X Dpr , donde Dpj
pertenece D, j pertenece a [l..r].
Las funciones n ¡ y r\i, cuando i g Tf, definen los valores para los predicados y las variables TD 
cuando estos son evaluados dentro de la ventana temporal finita. Análogamente las funciones n e y 
r|e, cuando i í  Tf evalúan cuando se está fuera de esta ventana.
Una temporal structure S = ( D, T , G, L  ) se dice ADECUADA para una fórmula TRIO' si D 
contiene dominios de evaluación correctos para todas las variables que ocurren en ella y si las
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funciones r|¡ , rje , ü  , II¡ , ITe y O asignan valores del tipo apropiado a todas las variables, 
predicados ( T I y TD ) y a todas las funciones.
Sí se puede definir una estructura adecuada, entonces se define una Función de Evaluación S, 
para saber el valor de verdad de cada fórmula cerrada para la estructura S en el instante i, tal que i 
pertenece a Too.
Sí: asigna un valor de verdad según la siguiente definición:
Función de evaluación.
* Si(x)=^(x) , si x variable T I.
" Si(y) = r¡i(y) , si y variable TD e i e Tf.
" Si(y) = 7je(y) , si y variable TD e i 0 Tf.
* Si(f(t¡,....,tn)) = 0(f)(Si(ti),..... ,Si(tn)) , para toda función n-aria f
Dado p una fórmula atómica:
Si(p(t¡,..... ,tn))=true sii:
* p es un predicado TI y (S¡(t¡),...... ,S,(tr)) £ TI(p) ó
■ p es un predicado TD , i eT f y (S,(ti),...ySftJ) e Tlfp) ó
* p es un predicado TD , i 0  Tf y (Sj(t¡),... ,S,{t )^) g TIe(p).
Si A  y B son fórmulas cualquiera :
, Si( - , A )  = - ' ( S i ( A ) )
* Si ( A a B ) = S¡(A) a Sí ( B )
* Si (  V(x) ( A(x) )  )  = ANDaj SfAC/a])), para todo a} e D(x)
* Si ( D ist ( A , t )  )  = Sj+v ( A )  y  v=Si(t)
Sea S una estructura adecuada para la fórmula TRIO' A. Se define a S como modelo de A  sii 3 i 
g Too y Si (A )=  True. También A  es válida temporalmente sii S¡ (A ) = True para todo i e Too; es 
válida sii es válida temporalmente en toda estructura adecuada.
Dada una historia, se puede formar una interpretación con los valores tomados por esta para las 
representaciones de los predicados y variables. Entonces, esta historia es una implementación de un
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sistema sii la interpretación obtenida de la historia es un modelo de la fórmula que expresa dicho 
sistema.
Las variables infinitas cumplen con la principal función para la cual fueron incorporadas, que es la 
de hacer referencia a expresiones del tipo Always, o sea representar todo el dominio temporal. Las 
restricciones sobre estas (variables dentro del término temporal del Dist, no anidadas y funciones 
lineales), permiten obtener un intervalo finito de los valores que deben alcanzar para cumplir su 
cometido. Debido a que todas las fórmulas sin Dist tienen el mismo valor de verdad ( ver capítulo 3) 
fuera del intervalo finito solo se necesitan los valores de las variables infinitas que evalúan estas 
fórmulas dentro de la ventana finita y al menos un valor para el resto del dominio temporal, evitando 
instanciar todos los valores, en este caso infinitos de las variables en cuestión. Esta es la base de la 
decibilidad de los algoritmos propuestos.
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Ejemplo de una especificación en TRIO'
En esta sección se presenta un ejemplo de un sistema descripto con TRIO'. Como primer paso se 
detalla el lenguaje del sistema, luego la especificación, la que describe el funcionamiento del mismo y 
por último las propiedades, que son las características deseadas que el sistema debe cumplir.
El sistema representa el funcionamiento de un ascensor, donde se ha omitido hacer referencia a 
alarmas y al control de puertas por cuestiones de simplicidad. El ascensor se frena 3 unidades de 
tiempo como mínimo en cada piso y tarda una unidad en moverse de un piso al otro. Recorre en una 
dirección hasta acabar con todos los pedidos en ese sentido y luego cambia de sentido. Se deben 
cumplir las siguientes propiedades: una persona no debe esperar más de 150 unidades de tiempo 
desde que apretó el botón y si no hay pedidos debe estar parado.
El lenguaje del sistema es el siguiente:
(1) Constantes: maxpiso=13, At=150.
(2) Variables
(i) TI: x, y ,t.
(ii) TD: piso: indica el piso en que está el ascensor.
(iii) Variable infinita: z.
(3) Dominios:
(i) D (piso)=D (x)=D (y)=[ 1. .maxpiso].
(ii) D(t)=[0..At].
(iii) T f = [0 .65535],
(iv) Too = Z +.
(v ) D (t) = D (z) = Too.
(4) Predicados TD:
(i) sube, baja,
(ii) para: Indica que el ascensor está parado.
(iii) pedido(x): Indica si el piso x está pedido
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Las sentencias que representan el sistema son:
- Control de movimiento:
fi : ( para <-> -i sube a  - i baja) 
f2: ( sube <-» baja)
- Si esta en un piso no esta en otro:
f3: Vx ( Vy ( piso=x a  -.(x=y) )  - »  (piso=y) ) )
- Si está en el primer piso no puede bajar:
f4: (p iso= l) -> Untilp(- i baja,sube)
- Si está en el ultimo piso no puede subir:
f5: (piso=maxpiso) -> Untilp(—i sube,baja)
- Cuando llega, espera por lo menos 3 unidades y hasta que haya otro pedido:
f6: Becomes (para) -> ( Lasts(para,4) a  3x(Until(para,pedido(x)) )  )
- Si subía y paró, y hay pedido de algún piso superior, entonces sigue subiendo:
f7: ( para a  UpToNow(sube) a  3x (piso<x a  pedido(x) )  )—» Futr(sube,4)
- Si bajaba y paró, y hay pedido de algún piso inferior, entonces sigue bajando:
fg : (  para a  UpToNow(baja) a  3x (piso>x a  pedido(x) ) )—» Futr(baja,4)
- Cuando pasa por un piso pedido, para.
: (sube v  baja) a  pedido(piso) a  Uptonow(-i para) ) —>> ( para a  Dist(—. 
pedido(piso),l))
- Si baja cambia de piso y tarda una unidad de tiempo:
fio: V(x)(piso=x a  baja —> D ist(piso=x-l,l))
- Si sube cambia de piso y tarda una unidad de tiempo:
fu: V(x)(piso=x a  sube —> D ist(p iso=x+l,l))
Entonces se puede escribir la Especificación como la conjunción de todas las sentencias 
anteriores valiendo en todos los instantes de tiempo, lo que queda expresado en la siguiente fórmula:
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r  = Always ( A¡ f¡ )
La especificación anterior deberá cumplir las siguientes condiciones:
- Cada vez que hay un pedido en un piso, en un tiempo menor que At se debe llegar al 
mismo:
p i : (Vx (pedido(x) —» 3t (0 < t < At - »  Futr(piso=x a  para,t) )  )
- Si no hay pedidos debe estar parado:
p2 : (  Vx(-ipedido(x)) -> para)
Por lo que las Propiedades se pueden expresar como:
I I  = Always ( A¡ p¡ )
Entonces se puede probar que la especificación es válida buscando al menos un modelo para Y. 
Además si se quiere ver que cumple con las condiciones deseadas, se puede buscar un modelo para la 
fórmula T a  II.
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A  continuación se presentan un conjunto de propiedades.
Uno de los objetivos de TRIO' es probado en este capítulo: las tautologías y las contradicciones 
mantienen su valor natural en TRIO', o sea, True y False respectivamente cualquiera sea el instante y 
la interpretación en que se evalúen , es decir las tautologías son válidas.
Todas las demostraciones están desarrolladas en el apéndice A.
Definición : Si A, B y C son fórmulas cualquiera, entonces los esquemas de axiomas Axi, Ax2 y Ax3 
[Men79]son:
• Axi : A  —» ( B —> A )
• A x2 : ( A —> ( B —> C ) ) —> ( ( A - > B ) —> ( A - » C ) )
•  A x 3 : ( - iA  -»  - iB  ) —» ( (—iB —> A ) —> B  )
Lema 1.1: Los esquemas de axiomas, A x i,Ax2 y Ax3, de tal lógica son válidos.
Lema 1.2 : Los axiomas^ de tal lógica son válidos.
Lema 1.3 : La Regla MP conserva la validez lógica. Es decir si A  y B son 2 fórmulas cualquiera, A  y 
A  —» B son válidas, entonces B es válida.
Proposición : Con las definiciones anteriores para el -i y el a  , todos los teoremas de la lógica 
proposicional, y por lo tanto todas las tautologías, son válidas en TRIO'.
Corolario : Todas las contradicciones son False para cualquier instante de tiempo de cualquier 
interpretación.
Proposición : Sea A  un teorema de la lógica proposicional, entonces Always(A) es válida. 
Proposición : Vale la Temporal Transparency, o sea Dist (- i A , t ) = -i ( Dist ( A  , t ) ) .
Corolario : Always( - i A ) = -i Always ( A ). Vl
Vl" Definimos los axiomas en forma usual, o sea si A es un esquema de axioma, Ax1, Ax2 ó Ax3, entonces el 
reemplazo de las letras de predicados en A, por fórmulas bien formadas es un axioma.
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Proposición : Vale Dist ( A  a  B , t ) = ( Dist ( A , t ) )  a  (  Dist ( B , t )  ).
Corolario : Vale . Always ( A  a  B ) = Always ( A  ) a  Always ( B ).
Corolario : Si valen Always ( A ) y Always ( A  - »  B ), entonces vale Always ( B ).
Proposición : Vale : Always ( A  ) —» Sometimes ( A ).
Proposición : Si i j  £ Tf y t es un término cualquiera, entonces Si(t)=Sj(t).
Proposición : Si i j  £ Tf y A  es una fórmula TRIO' que no contiene el operador Dist entonces
S¡(A)=Sj(A).
Corolario : Las siguientes propiedad es válida: -i A  -> A.
Corolario : Si A  es una fórmula sin predicados TD y sus términos no contienen variables TD 
entonces
0 Dist ( A, t ) = A  
0 Si(A )=Sj(A ) , V ij  e Too.
Corolario : No vale Dist ( Dist ( A  , t i ) ,  t2)  = Dist ( A , ti + t2 ).
Con las proposiciones y corolarios demostrados se ha inferido varios importante de resultados, 
entre los que se pueden distinguir la validez de los teoremas demostrados en el cálculo proposicional 
y como se dijo anteriormente, la consistencia de las tautologías y las contradicciones con lo que se 
alcanza uno de los objetivos de TRIO' al tener un valor de verdad natural para tales fórmulas.
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Tomemos una historia del sistema en un instante i, de manera tal que los valores alcanzados por la 
misma formen una interpretación. Entonces, está interpretación será un estado obtenido por nuestro 
programa sí y solo sí la fórmula que lo expresa es verdadera para la interpretación en el instante i, es 
decir es un modelo de la misma. La idea de este algoritmo es buscar al menos un modelo de una 
fórmula dada (determinar satisfabilidad ), para saber si existe una probable evolución del sistema, o 
sea, si es posible de ser implementada. Además este mismo algoritmo puede utilizarce para generar 
casos de simulación obteniendo distintos modelos, y por lo tanto distintas historias, de una fórmula 
dada.
Se cuenta como input con una fórmula bien formada y cerrada TRIO' y con un instante del 
dominio temporal. Se asume como conocida la parte estática del sistema, lo que se llamará frame, o 
sea, de una temporal structure se conoce D ,T,n, y O (ver capítulo 2 ), tal que I l y O  asignan valores 
dentro del dominio que le corresponden, y se buscará la parte dinámica para el instante dado, por lo 
tanto se obtendrá rp, rje, lie , Yli.
Este algoritmo es decidible siempre que el frame sea parte de una interpretación adecuada y que la 
longitud de la fórmula sea finita.
Constructivamente primero se divide la fórmula en subfórmulas, hasta llegar a subfórmulas 
atómicas ground, o sea con todas sus variables instanciadas, creando tantos subárboles como 
distintas combinaciones haya de variables TD teniendo en cada uno todas las combinaciones 
necesarias de variables TI.
En cada nodo, además de la fórmula, el instante de tiempo en que se quiere evaluar y los valores 
tomados por las variables infinitas, se tiene el valor de verdad necesario para satisfacer a la fórmula 
del nodo raíz. Este último valor evitará asignar valores a los predicados TD que luego deberán ser 
descartados y además servirá como factor de decisión en el momento de la evaluación.
En la segunda parte se asigna el valor de verdad según el frame dado a la parte estática, y se 
determina el valor de verdad los predicados TD, teniendo en cuenta los instantes en que se evalúan, 
generando para cada colisión1* 2 subárboles, cada uno con un valor de verdad distinto, de manera de 
tener todas las combinaciones necesarias de valores para los predicados TD.
IX Denominamos colisión a las asignaciones de variables que generan para un mismo predicado y sus términos 
valores de verdad distintos.
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Al finalizar esta etapa, se posee un modelo potencial distinto en cada subárbol hoja.
Para determinar si uno de estos eventuales modelos satisface la fórmula se subirá dentro del 
subárbol hasta llegar al nodo raíz marcando cada nodo cuyo valor de verdad de la fórmula que 
contiene no se ha podido alcanzar. El algoritmo encuentra un modelo si al menos el nodo raíz de un 
árbol está sin marcar.
Algoritmo
Construcción.
Se construirán subárboles cuyos nodos contendrán una 4-upla del tipo (F, i, asg, V), donde F es 
una fórmula bien formada y cerrada TRIO', V  es el valor de verdad que deberá tener la fórmula, i e 
Too, es el instante de tiempo en que se evaluará y asg c  Too, es un conjunto de valores de las 
variables infinitas que están libres en la fórmula F o que están en i. Cada subárbol tendrá un conjunto 
asgTD con una asignación para las variables TD de la forma (y,k,b), b e D (y) y k e Too.
Para mantener un orden entre los distintos subárboles, se organizarán dentro de otra estructura de 
árbol, que se llamará árbol principal, donde cada nodo tendrá uno de los subárboles antes descriptos. 
Por lo tanto, ahora se tendrá nodos como los anteriores y nodos que serán subárboles y a menos que 
se diga lo contrario, cuando se haga referencia a nodos, serán los que contengan las tupias del tipo 
(F,i,asg,v) antes descriptas.
Nota: Cada vez que se creen subárboles hijos, se deberán continuar con el algoritmo en los 
nodos de los subárboles hijos. Esto hará que sean potencialmente válidos solo los subárboles hojas 
del árbol principal.
Sea F  una fórmula cerrada TRIO':
1. C rea r el nodo raíz, del subárbol raíz, con la tupia ( F , i , { } ,T ) ,  a s g T D = {}
2. Repetir hasta que no haya operación  posib le  para todo nodo hoja (F ,i,asg, V), de todo subárbol hoja, y  F
es de la form a :
2.1. - A
2.1.1 —A y  V = T : C rea r un nodo h ijo con (A ,i,asg, F ).
2.1.2 - A y  V = F : C rea r un nodo h ijo con (A ,i,asg, T).
2.2. A  a B : C rea r 2 nodos hijos, cada uno con (A , i, asg, V ) y  (B ,i,asg, V ) respectivamente.
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2.3. VxA:
2.3.1 Si x  no es una variable infinita: C rea r \ D (x )  \ nodos hijos, con (A x/ a, i , asg, V), Va g D (x ).
2.3.2 Si x  es variable infinita: C rea r un nodo hijo, con (A  , i , asg, V )
2.4. D ist ( A  , t )
2.4.1. Si t no contiene ninguna variable, entonces:
2.4.1.1 Si \asg\ <  1 obtener k com o i+ S f i ) y  crear un nodo h ijo con (A  , k ,a s g , V ).x
2.4.1.2 E n  caso contrario, si x  es la variable infinita que está en i obtener: 
temp =  {  x ' /  S i (t )+ ix/x> e T f , x ' g asg }
temp ’=  asg -  temp
Si temp 0 { }  : C rea r  | temp \ nodos hijos, con (A , S ¡ (t )+ ix/x- , { x '}  , V ) , V x ' g temp.
C rea r un nodo h ijo con (A , S i (t )+ i ,t e m p ', V).
2.4.2. Si t contiene solo  variables T I y  valores ground*1, entonces si x  es la variable infinita, hacer:, 
temp =  { x ' /  i + f / X' g Tf, x ' g D (x)  }
temp ’=  D (x ) -  temp
Si temp *  { }  : C rea r \ temp \ nodos h i jo s , con (A , i+ S r f f /x ), { x 'j  , V ) , V x ' g temp.
C rea r un nodo h ijo con (A , i + t ,t e m p ', V).
2.4.3. Si t contiene una variable T D  z , entonces
2.4.3.1 Si i es grou n d  e i g Tf
2.4.3.1.1 Si ( z , i , b )  g asgTD, b g D (z),  entonces crear un solo nodo h ijo  con ( D is t (A ,  f / b ) ,  i , 
asg, V).
2.4.3.1.2. E n  caso contrario, crear \ D (z )  \ subárboles hijos, con el m ism o subárbol que el padre, 
p ero  cada uno con un nodo con ( D i s t (A ,  f / a )  ,i ,a s g , V ) h ijo del nodo ( D i s t (A ,  t) ,i ,asg , V), 
para  cada a g D (z ) y con asgTD  =  a sgTD  u {  (z, i, a ) } .
2.4.3.2 Si i no es g round  o i &Tf
2.4.3.2.1 Si ( z , j , b )  g asgTD, j  0  Tf, b g D (z),  entonces crear un solo  nodo h ijo  con ( D i s t ( A , 
f / b) ,  i , asg, V). *Xl
x Si i es una expresión obtener i=ix/a tal que a € asg y x es la variable infinita en i.
Xl Observar que este caso se da solo para la variable infinita, ya que por ser las fórmulas cerradas todas las 
variables del término t ya han sido instanciadas a esta altura. Además i es un valor ground por no haber 
variables infinitas anidadas.
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2.4.3.2.2. E n  caso contrario, crear \ D (z )  \ subárboles hijos, con el m ismo subárbol que el padre, 
p ero  cada uno con un nodo con ( D is t (A ,  f / a ) , i  >asg , V ) h ijo del nodo ( D i s t (A ,  t) , i ,asg , V), 
para cada a e  D (z )  y  con asgTD  = asgTD  u {  (z, k,a) } ,  k e  Too- 7).
3. Para  todo nodo (F ,i,asg, V ) que es una hoja  de un subárbol hoja, F  fórm ula  atómica y  F  tiene variables  
T D  sin instanciar entonces para cada variable T D  z, hacer:
3.1 Si i no es ground, entonces si x  es la variable que está en i, obtener /'=/'%, b e  asg.
3.2 Si i g T j, entonces
3.2.1 Si ( z , i , b )  e  asgTD, b e  D (z ),  crear un solo nodo h ijo con (  ( F * /b ) ,  i ,a s g , V).
3.2.2 E n  caso contrario crear \ D (z )  \ subárboles hijos, con el m ism o subárbol que e l padre, pero  
cada uno con un nodo con (  ( F e/ a) ,  i , asg, V )  h ijo del nodo ( F, i , asg, V ) ,  para cada a e  D (z )  y  
con asgTD  =  a sgTD  u {  (z, i, a ) } .
3.3 E n  caso contrario,
3.3.1 Si ( z  , j , b )  e  asgTD, j  0  Tf, b e  D (z ),  crear un solo nodo h ijo con (  ( F z/ b) ,  i ,a s g , V).
3.3.2 En  caso contrario crear \ D (z )  \ subárboles hijos, con el m ismo subárbol que el padre, pero  
cada uno con un nodo con (  ( F V a ) ,  i , asg, V )  h ijo del nodo ( F, i , asg, V ) ,  para cada a e  D (z )  y  
con asgTD  = a sgT D  u  {  (z, i, a ) } .
Evaluación
Esta parte del algoritmo intenta buscar un modelo para la fórmula, lo que dirá si es o no 
satisfacible. Para esto se utilizan los subárboles que son hojas del árbol principal. Se agrega a cada 
subárbol los subconjuntos rii'(p), rii(p), rie(p) ó ne'(p), i e T f para cada predicado TD p que serán 
asignados según sea el instante de tiempo, donde cada uno está definido como n ¡ en la interpretación 
y se inicializarán como el conjunto vacío. Los conjuntos n¡'(p) y ne'(p) serán análogos a los 
definidos en la estructura y representan las asignaciones a los predicados TD cuyo valor de verdad es 
False.
La idea principal es marcar cada nodo del subárbol si no se puede alcanzar el valor de verdad 
indicado en el mismo, hasta llegar al nodo raíz. i)
i ) Para  todo nodo ho ja  de cada subárbol hoja :
D a do  una hoja (F ,i,asg, V ) , F  es una fórm ula  atómica p (v ¡ , ........ ,v j :
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1 Si p  es un pred icado T I
1.1. Si V = F  y  la tupia de valores (v h ........ , v j  g  T I(p ) , entonces m arcar dicho nodo.
1.1. Si V = T y  la tupia de va lores (v ¡ , ........ , v j  0  I l (p )  , entonces m arcar dicho nodo.
2 Si p  es un pred icado T D  XI1:
2.1 Si i g  Tf
* Si V = T
2.1.1 Si (V],.......... , v j  g n ’i(p), entonces :
C rea r dos subárboles hijos, iguales al padre.
E n  un subárbol h ijo hacer :
r i i (p ) =  IJ i (p ) u { ( v It........ , v j }
T T i(p ) =  IT i (p ) ~ { ( v h ........ ,v „ )}
m arcar todos los nodos tal que hicieron la asignación de (v ¡ , ........., v j  a TT’i (p ) ,
En  el otro subárbol h ijo m arcar el correspondiente al nodo actual.
2.1.2 E n  caso contrario, hacer IT i(p ) =  TTi(p) u { ( v ¡ , ........
* Si V = F
2.1.3 Si (v ¡ , ........ ,Vy) g  T Ii(p ), entonces cop iar el árbol,
C rea r dos subárboles hijos, iguales al padre.
E n  un subárbol h ijo hacer :
ITi(p) =  n ’i(p) u { ( v ¡ , ........
n i (p )  =  r i i (p ) - { ( v ¡ , ........
m arcar todos los nodos tal que hicieron la asignación de (v ¡ , .........a TTi(p) ,
En  e l otro subárbol h ijo m arcar el correspondiente al nodo actual.
2.1.4 E n  caso contrario, hacer : F I 'i (p ) =  T T i (p ) u { ( v ¡ , ........ , v j }
2.2 Si i 0  Tf
Análogam ente con IT e (p ) y  TT’e (p ) ,
ii ) Para  todo nodo(F ,i,asg , V ) tal que ya  se trato a todos sus hijos:
1 Si F  es una fórm ula  atómica, F  tiene variable T D  sin instanciar:
1.1 Si su h ijo  está marcado, entonces m arcar e l nodo.
XI1 ídem nota X
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1.2 E n  caso contrario, cop iar asg.
2. Si F = A  a B :
2.1 Si V = T
Si alguno de sus h ijos  esta marcado, m arcar este nodo.
E n  caso contrario, obtener asg com o la intersección de los asg de los nodos h ijos tal que las fórm ulas  
contienen una variable infinita libre o que contienen la variable infinita en i.
2.2 Si V = F
Si sus dos h ijos están marcados, m arcar este nodo.
En  caso contrario, obtener asg com o la unión de los asg de los nodos h ijos tal que las fórm ulas  
contienen una variable infinita libre o que contienen la variable infinita en i y  que no están marcados.
3. S i F =  - .A  :
Si e l nodo h ijo esta marcado, entonces m arcar el nodo.
E n  caso contrario, cop iar asg.
4. Si F =  Vx A  :
4.1 Si x  no es la variable infinita
4.1.1 m arcar e l nodo si:
V = T y  alguno de sus h ijos está marcado, 
ó , V = F y  todos sus h ijos están marcados.
4.1.2 en caso contrario si la fórm u la  F  tiene una variable infinita libre o la variable infinita está en i, 
entonces s i :
V = T  obtener asg com o la intersección de los asg de los nodos h ijos
V = F  obtener asg com o la unión de los asg de los nodos h ijos que no están marcados.
4.2 Si x  es la variable infinita m arcar e l nodo si:
su h ijo está marcado,
ó , V = T y  asg de su h ijo  es distinto de D (x ) , 
ó , V = F y  asg de su h ijo  es igual al conjunto vacío.
5. Si F =  D is t (A ,t ):
Si todos sus h ijos están marcados, entonces m arcar el nodo,
En  caso contrario, obtener asg com o la unión de los asg de todos sus h ijos sin m arcar
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i i i ) E l  algoritmo termina:
Si se llego al nodo raíz de alguno de alguno de los subárboles hojas y  está sin marcar  
o se llegó al nodo raíz de todos los subárboles hojas.
El algoritmo es exitoso, si terminó por la primer opción.
Observaciones:
En el paso 2.3.1 de la construcción de los subárboles se asignan todos los valores de las variables 
de las variables TI. Igualmente en los pasos 2.4.3 y 3 para los valores de las variables TD en forma 
consistente.
En el paso 2.4.1 se pregunta por la longitud de asg ya que en el único caso que puede ser mayor 
que 1 es cuando i representa una expresión donde está la variable infinita y asg indica más de un 
valor para la misma, ( se está fuera de T f ), por lo que hay que volver a calcular el valor de tal 
variable por si el nuevo término pertenece a Tf.
Notar que cuando se construye Temp, dado que se pide funciones lineales para los términos con 
variables infinitas, se puede determinar buscando los valores que hacen al término F(x) estar en el 
domino T f, o sea hacer F (x) > Tmin y F(x) < Tmax , siendo Tmin y Tmax los valores máximos y mínimos 
de Tf, por lo que quedan 2 ecuaciones lineales con una incógnita, cuyo resultado es un intervalo 
finito. Notar, además, que no se podría asegurar que temp sea finito si tuviera más de una variable 
infinita anidada (lo que dejaría F(x) con más de una incógnita) o si tuviera alguna función no lineal ( 
podría volver a caer en el intervalo infinitas veces ). Ejemplo: T f= [l .. 10], x e y son variables infinitas 
e F(x)=3-y+x o F(x)=10+sen(x).
Temp' se deberá expresar por comprensión, ya que siempre es infinito y distinto de vacío, por ser 
la diferencia entre un conjunto infinito y uno finito.
En el paso i. 2 de la parte de evaluación si el subárbol ya tiene una asignación para un predicado 
TD en el mismo instante de tiempo y para los mismos valores de sus términos, pero con distinto 
valor de verdad, entonces, se generan dos árboles, cada uno con un valor de verdad distinto para tal 
predicado para mantener la consistencia y todas las posibles combinaciones.
En ii.2.1 y ii.4.1.2 de la misma parte se podrían eliminar las asignaciones a predicados TD (ITi, 
ITT, etc. ) de las asignaciones eliminadas de la variable infinita, pero no sería obligatorio debido a
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que ya no va a haber nuevas asignaciones a los predicados, por lo que estos valores no afectarán el 
valor de verdad de la fórmula raíz, ya que su eliminación solo indicaría que los mismos pueden 
alcanzar cualquier valor.
Notar que se crean subárboles solo en los casos donde hay nuevas asignaciones para las variables y 
predicados TD. Estos subárboles son siempre iguales a su padre, excepto para los nodos con la 
variable o el predicado que los generó.
Este mismo algoritmo puede ser utilizado, como dijimos anteriormente, para generar distintos 
modelos de una misma fórmula cambiando la condición de terminación y tomando como 
interpretaciones modelos a todas las obtenidas de los subárboles hojas sin marcar. Cada modelo 
obtenido puede utilizarce como un caso de simulación de una eventual implementación.
Construcción de la interpretación.
Una vez terminado el algoritmo en forma exitosa, podremos construir una interpretación según el 
frame dado y el resultado obtenido de los conjuntos asgTD, Ui, IT i, etc., del subárbol cuya raíz 
está sin marcar, de la siguiente manera:
Para toda ( z , i , a )  e asgTD hacer:
* Si i g T f : r|i ( z )  = a
* Si i £ T f : r\e ( z ) = a
Copiar rii y l ie  para todo predicado TD p, tal que fue asignado en el algoritmo.
Notar que a partir de un resultado conseguido por algoritmo se podrá construir más de una 
interpretación que sea modelo, dado que los valores no asignados a los predicados TD en ninguno de 
los conjuntos IT, TU, ne, l T e, etc., para ciertos instantes de tiempo, indica que las asignaciones a 
dicho predicado en tal instante no modifican la satisfabilidad de la fórmula, por lo que el mismo 
puede alcanzar cualquier valor. Entonces la interpretación anteriormente construida es una de las 
varias posibles.
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Ejemplo
Continuando con el ejemplo del ascensor, se buscará un modelo para una de las fórmulas que 
están en la especificación. Se le agregará una cuantificación sobre el dominio temporal para que 
valga en todo instante. Esto lo haremos utilizando la variable infinita y evaluando en algún valor del 
dominio temporal, en este caso 3.
Para este ejemplo se utilizará el siguiente frame, en el que se modificará algunos valores del 
lenguaje del ejemplo por razones de simplicidad en algunos casos :
■ Constantes: maxpiso=2.
■ Funciones +,= : Son asumidas en forma usual.
■ Variables TI: x.
■ TD: piso.
■ Variable infinita: z.
■ Dominios: D (x) = D(piso) = [l..maxpiso], D (z) = Z^.
■ Tf = [2 ..4 ], Too = Z +.
■ Predicados TD:sube.
Se Quiere evaluar fu, o sea : Si sube, cambia de piso y tarda una unidad de tiempo, es decir: 
V(x)(piso=x a  sube - »  D ist(p iso=x+l,l))
Para que valga siempre, se le agrega Always, por lo tanto la fórmula para evaluar es:
Always ( V(x)(piso=x a  sube —» D ist(p iso=x+l,l)) ) 
lo que queda expresado en el lenguaje TRIO' como:
Vz( Dist( V (x )- i( piso=x a  sube a  - i D ist(piso=x+l,l)), z ) )
A  continuación se desarrolla el subárbol raiz :
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«fc Temp = {z* | 2 < 3+z' < 4, z' > 0 }= { 0,1} , => Temp' = {z  > 1} 
A  Temp = {z ' | 2 < 3+z' < 4, z' > 1 } = { }  , => Temp' = {z  > 1}
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Debido a que en los nodos hojas hay variables TD, es que se hace necesario la generación de 
subárboles según el siguiente diagrama:
Notación: e indica cualquier instante de tiempo fuera del intervalo finito Tf.
Para no detallar todos los subárboles mostraremos los valores de las variables TD que hacen crear nuevos 
árboles y tomaremos uno de ellos como ejemplo.
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Subárbol 2.2.1
asgtd={ (piso,3+0,1), (piso,3+1,2), (piso,3+2,1) }
A  continuación vamos a evaluar este Subárbol. 42
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Subárbol 2.2.1
asgtd={ (piso,3+0,1), (piso,3+1,2), (piso,3+2,1) }
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Los valores obtenidos para los predicados son: n '3 (sube)= {0 }, n '4(su b e )= {0 } y n 'e(su be )= {0 }
Por cuestiones de simplicidad se ha desarrollado un solo subárbol, que por haber llegado al nodo raíz 
sin marcar y por lo tanto ser exitoso lo hace suficiente para buscar la satisfabilidad.
Se deberá notar que se ha simplificado un paso en donde existe la disyunción de tres fórmulas, 
obteniendo los tres hijos con un término cada uno, en vez de asociar dos términos y obtener dos hijos, para 
luego procesar al termino que contiene la asociación. Es claro que este proceder no implica cambio en la 
evaluación.
Una de las posibles interpretaciones derivadas a partir del resultado del algoritmo conforme a lo 
indicado en el subárbol elegido por los conjuntos asgTD, 11; , IT ; , ne, n'e ,etc. es:
x Constantes: maxpiso=2. 
x Funciones +,= : Son asumidas en forma usual. 
x Variable TD: piso: . 
x Variable infinita: z . 
x Variables TI: x.
x Dominios: D (x) = D(piso) = [L.maxpiso], D (z) = Z^. 
x Tf=[2..4],Too = Z+.
x 113 ( piso ) = 1 , r|4 ( piso ) = 2 , rje ( piso ) = 1
x Predicados TD sube : n2( sube )= { } ,  n3( sube ) = { } ,  n4( sube ) = { } ,  ne( sube ) = { } .
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Demostración para el algoritmo de Generación de Modelos
La idea de la demostración se basa en probar el siguiente enunciado:
Sea A una fórmula bien formada y cerrada cualquiera de TRIOEntonces existe una 
interpretación ( temporal structure ), construida con los valores dados por el algoritmo (asgTD, ITí, 
TTe, etc.)  y con el frame dado tal que :
1) satisface A en el instante i (  S, (A) = true )  sii el algoritmo comenzando con (A,i,T,{}) es 
exitoso,
2) no satisface A en el instante i ( S, (A) = false )  sii el algoritmo comenzando con (A,i,F,{}) es 
exitoso,
Para esto se hace inducción sobre la estructura de una fórmula TRIO' y en el caso base 
particularmente, se hace otra inducción, pero sobre la cantidad de variables TD.
Como se dijo anteriormente la demostración completa está desarrollada en el apéndice B.
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Complejidad
La complejidad del algoritmo es, como se podía intuir, exponencial cuya base son los dominios y 
su exponente es la longitud de la fórmula.
Para realizar su cálculo se ha tomado la construcción de cada nodo como un solo paso, ya que su 
tiempo no afecta el tiempo total.
Las iteraciones que generan mayor cantidad de nodos hijos son aquellas en las que se instancian 
los valores para las variables TI, por lo que se obtienen para cada variable un nodo hijo por cada 
elemento de su dominio y en el caso particular de las variables infinitas se crean a lo sumo el cardinal 
de la ventana temporal finita más uno. Por lo que el número máximo de hijos nodos será el mayor 
entre todos los cardinales de los dominios de tales variables ( no infinitas ), y el cardinal de T f mas 1. 
A  este número se lo denominará mti, entonces en el nivel k de este árbol habrá a lo sumo mtik nodos.
Si una fórmula tiene longitud n, entonces la profundidad máxima de una rama dentro de un árbol 
es a lo sumo n, ya que cada vez que se construye un nodo hijo se reduce la fórmula del nodo padre, 
por lo que todo árbol de nodos tiene a lo sumo n niveles, con lo que se puede inferir que el orden de 
dicho árbol es 0 (  m ti")
Posteriormente la cantidad de árboles hijos que cada árbol puede generar depende de sus variables 
TD, por lo que la máxima cantidad de dichos hijos es a menor o igual que el mayor cardinal de los 
dominios de las variables TD, al que se llamará mtd. De la misma forma que para un árbol particular 
la máxima longitud de una rama de árboles es la longitud de la fórmula, por lo que la cantidad de 
árboles hojas es menor que mtdn.
Para cada uno de estos mtdn árboles hojas, con a lo sumo mtin hojas, existirán como máximo
í  mtin>|
\ 2 J — mti" (m tin-l)/2 colisiones, generando para cada una dos árboles nodos hijos, por lo que se
tendrán a lo sumo mtdn . 2(mtin (mtin-l)/2 ) = mtdn mti" (m ti"-l) = mtd". (m ti2n-mti") árboles hijos, 
cada uno con mti" nodos hojas, entonces orden total se puede escribir como mtd". (mti2" -mti") . mti" 
, o sea 0(m td". mti3" ).
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Se conoce una especificación y sus propiedades descriptos como una fórmula TRIO' y un 
conjunto de valores del sistema que representan su historia. Si esta historia se expresa como una 
interpretación (ver capítulo 2), el objetivo es saber si la misma es un posible estado alcanzado por la 
especificación y sus propiedades en un instante determinado, o sea si esta interpretación satisface la 
fórmula.
Entonces, dada una fórmula bien formada y cerrada TRIO' de longitud finita, y una temporal 
structure, se determinará si dicha fórmula se satisface en el instante j del dominio temporal. O sea su 
valor de verdad es True, para la interpretación dada, en el instante indicado. Se supone que esta 
temporal structure es adecuada para la fórmula.
Notar que se cuenta con D, T, n , O, rji, rje, lie , H i de la interpretación
Este problema es muy parecido al de generación de modelos, pero en este caso se cuenta con los 
valores de las variables y predicados TD. Por lo tanto, no es necesaria la construcción de los 
subárboles para buscar dichos valores. Por lo que hace a este algoritmo similar a la generación de un 
subárbol particular del algoritmo anterior.
Constructivamente primero se divide la fórmula en subfórmulas, hasta llegar a subfórmulas 
atómicas ground, o sea con todas sus variables instanciadas. En cada nodo se cuenta con la fórmula, 
el instante de tiempo en que se quiere evaluar, un conjunto que indica los valores que toman las 
variables infinitas que están libres en la fórmula o las que están en el instante de tiempo y el valor de 
verdad que se necesita para satisfacer a la fórmula del nodo raíz. Luego se chequeará el valor de 
verdad según la interpretación dada, para terminar subiendo en el árbol hasta llegar al nodo raíz. 
Cada nodo marcado indica que no se pudo alcanzar el valor de verdad esperado para el mismo. El 
valor de verdad se utilizará para determinar la marca en el caso de una fórmula con un cuantificador 
para la variable infinita.
Algoritmo
Construcción del árbol
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En este árbol los nodos contendrán una 4-upla del tipo (F, i, asg, V), donde F es una fórmula 
cerrada TRIO', V  es el valor de verdad que deberá tener la fórmula, i e Too es el instante de tiempo 
en que se evaluará y asg c  Too, es un conjunto que contiene las asignaciones a las variables infinitas 
que están en i o libres en F.
1. C rea r en el nodo raíz la tupia ( F , i , { } , T ).
2. R epetir hasta que no halla operación  posib le  para toda hoja  del árbol tal que (F ,i,asg, V ) esta en ella y  F  es de la 
form a :
2.1. - A
2.1.1 —A  y  V = T : C rea r un nodo h ijo  con (A , i,asg, F ).
2.1.2 —A y  V = F : C rea r un nodo h ijo con (A , i, asg, T).
2.2. A  a B : C rea r 2 nodos hijos, cada uno con (A , i, asg, V ) y  (B, i, asg, V ) respectivamente.
2.3. VxA:
2.3.1 Si x  no es variable infinita, entonces, crear | D (x ) \ nodos hijos, cada uno con (A x/ a , i , asg, V), V a  g D (x ).
2.3.2 Si x  es variable infinita, entonces, crear un nodo h ijo con (A , i, asg, V).
2.4. D ist ( A  , t )
2.4.1. Si t no contiene ninguna variable TI, entonces:
2.4.1.1 Si \asg\ <  1 obtener k com o i+ S f t ) y  crear un nodo h ijo con ( A  , k ,a s g , V ).*111
2.4.1.2 En  caso contrario, si x  es la variable infinita que está en i obtener: 
temp =  {  x ' /  S i (t )+ ix/x< g T f , x ' g asg }
temp ’=  asg -  temp
Si temp * { }  : C rea r \ temp | nodos hijos, con (A , S f t )+ i x/X’ , { x ' }  , V), V x ' g temp.
C rea r un nodo h ijo con (A , S , (t )+ i ,te m p ', V).
2.4.2. Si t contiene solo  variables T I y  va lores groundXIV, entonces si x  es la variable infinita, hacer:, 
temp = { x ' /  i + f / x< g T f, x ' e  D (x )  }
temp ’= D (x ) -  temp
Si temp * { }  : C rea r  | temp \ nodos hijos, con (A , i+ S , (f /x) , { x ' }  , V), V x ' g temp.
XIM Si i es una expresión obtener i=ix/a tal que a e asg.
Observar que este caso se da solo para la variable infinita, ya que por ser las fórmulas cerradas todas las 
variables del término t ya han sido instanciadas a esta altura.
XIV
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Crea r un nodo h ijo  con (A , i+ t  ,te m p ', V).
3. Para  todo nodo (F ,i, asg, V ) que es una hoja del árbol, F  fórm ula  atómica e i tiene una variable z  sin instanciar, 
reemplazar z en i p o r  a, a e  asg.
4. Para todo nodo (F .i, asg, V ) que es una hoja  del árbol, F  fórm ula  atómica y  F  tiene variables T D  sin instanciar, 
reemplazar cada variable T D  z en F p o r  rjfz).
Evaluación
Esta parte del algoritmo intenta buscar el valor de verdad de la fórmula, para esto utilizaremos el 
árbol anteriormente construido.
i ) Com enzar p o r  las hojas y  recorrer e l á rbol de aba jo hacia arriba.
D a do  una hoja  (F ,i,asg, V), F  es una fórm ula  atómica p (v ¡ , ........ y j ™ :
1 Si p  es un pred icado T I
1.1. Si V = F y  la tupia de valores (v ¡ , ........ , v j  e  I7 (p ) , entonces m arcar dicho nodo.
1.2. Si V = T y  la tupia de valores (v ¡ , ........ , v j  0  T I(p ) , entonces m arcar dicho nodo.
2 Si p  es un pred icado T D  :
2.1 S U  e T f
2.1.1. Si V = F y  la tupia de valores (v ¡ , ........ , v j  e  T lfp ) , entonces m arcar dicho nodo.
2.1.2. Si V = T y  la tupia de valores (v ¡ , ........ 0  TIx(p ) , entonces m arcar dicho nodo.
2.2 Si i 0  Tf
2.2.1. Si V = F y  la tupia de valores (v ¡ , ........ , v j  e  TIe(p ) , entonces m arcar dicho nodo.
2.2.2. Si V = T y  la tupia de valores (v ¡ , ........ , v j  0  TTe(p ) , entonces m arcar dicho nodo.
ii) Para  todo nodo(F ,i,asg , V ) tal que ya  se trato a todos sus hijos:
1. Si F = A  a B :
1.1 m arcar este nodo si:
V = T y  alguno de sus h ijos está marcado, 
ó , V = F y  sus dos h ijos están marcados.
xv Notar que por ser hoja de un subárbol, F e y es ground.
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1.2 en caso contrario si:
V = T  obtener asg com o la intersección de los asg de los nodos h ijos tal que las fórm ulas  
contienen una variable infinita libre o que contienen la variable infinita en i,
V = F  obtener asg com o la unión de los asg de los nodos h ijos tal que las fórm ulas contienen una 
variable infinita libre o que contienen la variable infinita en i y  que no están marcados.
2. Si F =  - 'A :
2.1 Si e l nodo h ijo está marcado, entonces m arcar el nodo.
2.2 en caso contrario, cop iar asg.
3. Si F =  Vx A  :
3.1 Si x  no es la variable infinita
3.1.1 m arcar el nodo si:
V = T y  alguno de sus h ijos  está marcado, 
ó , V = F y  todos sus h ijos están marcados.
3.1.2 en caso contrario, si i contiene una variable infinita o la F  tiene una variable infinita libre entonces s i : 
V = T  obtener asg com o la intersección de los asg de los nodos hijos
V = F  obtener asg com o la unión de los asg de los nodos h ijos que no están marcados.
3.2 Si x  es la variable infinita, m arcar el nodo si: 
su hijo está marcado,
ó , V = T y  asg de su h ijo es distinto de D (x ),  
ó , V = F y  asg de su h ijo  es igual al con junto vacío.
4. Si F =  D ist (A ,t ).
4.1 Si todos sus h ijos están marcados, entonces m arcar el nodo.
4.2 En  caso contrario obtener asg igual a la unión de los asg de todos sus h ijos sin marcar.
iii) E l  algoritmo termina cuando se llegó al nodo raíz.
iv ) E l  algoritmo es exitoso, si e l nodo raíz está sin marcar.
Si el algoritmo es exitoso diremos que la interpretación es un modelo de la fórmula dada.
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Ejemplo
Volviendo con el ejemplo del ascensor, se evaluará la misma fórmula que se utilizó para el 
algoritmo de generación de modelos contra la historia representada con la siguiente interpretación:
■ Constantes: maxpiso=2.
■ Funciones +,= : Son asumidas en forma usual.
■ Variables TI: x
■ TD: piso: rj3 ( piso ) = 1 , r|4 ( piso ) = 2 , rje (  piso ) = 2
■ Variable infinita: z , D (z) = z +.
■ Dominios: D(x)=D(piso)=[l..maxpiso]
■ Tf = [2 ..4 ], Too = z +.
■ Predicados TD sube : n2( sube ) = { ( ) } ,  n3( sube ) = { ( ) } ,  n4( sube ) = { }  , ne( sube )= { } .
Como se ha dicho anteriormente, la fórmula TRIO' es:
Vz( Dist( V (x )- i( piso=x a  sube a  Dist(piso=x+l,l)), z )  )
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4» Temp = {z' | 2 < 3+z' < 4, z' > 0}={ 0,1} , => Temp' = {z > 1} 
V Temp = {z' | 2 < 3+z' < 4, z' > 1 }= {} , => Temp' = {z > 1}
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A  continuación vamos a evaluar el árbol
Hemos llegado al nodo raíz sin marcar, por lo que la interpretación dada satisface la fórmula 
en el instante 3. Con lo que podemos decir que es la historia dada cumple con la especificación.
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Demostración para el algoritmo de History-Checking
La idea se basa en probar el siguiente enunciado:
Sea A una fórmula bien formada y cerrada cualquiera de TRIO' de longitud finita. Entonces una 
interpretación adecuada dada:
1) satisface A en el instante i (  S, (A) = true )  sii el algoritmo comenzando con (A,i,{},T) es 
exitoso.
2) no satisface A en el instante i (  Si (A) = false )  sii el algoritmo comenzando con (A,i,{},F) es 
exitoso.
La demostración se desarrolla haciendo inducción sobre la estructura de una fórmula TRIO'. Igual 
que en la demostración anterior el caso base se prueba por inducción sobre la cantidad de variables 
TD.
Esta demostración se detalla en forma completa en el apéndice C.
Complejidad
Como se dijo anteriormente, este algoritmo construye un árbol de manera similar a un nodo árbol 
del algoritmo anterior, por lo que se podría tomar parte del cálculo anterior de la complejidad. Por lo 
tanto se puede concluir que el orden es : 0 (  m ti"), donde n es la longitud de la fórmula de entrada y 
mti es el mayor entre todos los cardinales de los dominios de las variables T I (  no infinitas ) y el 
cardinal de Tf mas 1.
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D e sa r r o l l a d o s
Se han implementado los prototipos de los algoritmos propuestos, demostrando efectivamente su 
factibilidad.
Los mismos se han desarrollado en Pascal for Windows, para aprovechar la modularización 
ofrecida por las units y el uso de la memoria superior.
Existen unidades que comparten los 2 algoritmos. La unidad términos es la encargada de tratar las 
fórmulas y sus términos en forma sintáctica. La unit conjunto implementa las operaciones de 
conjuntos definidos por comprensión.
Cada uno de los prototipos tienen una unidad destinada a implementar la estructura 
correspondiente, es decir un frame para la generación de modelos, en la unit frame, y una 
interpretación para el de history-checking, en la unit structur. Estas unidades son fácilmente 
modificables para adecuarlas a distintas necesidades. Dos ejemplos componen el prototipo de 
history-checking, cada uno con distinta temporal structure, siendo uno de los mismos con la 
temporal structure, y la fórmula ofrecida como primer prueba, del ejemplo del ascensor.
El prototipo de generación de modelos posee una unit denominada arboles que representa las 
estructuras del árbol principal y de los subárboles. Para construir y evaluar los árboles se ejecutan 
dos unidades llamadas construe y evaluar respectivamente.
Por su parte el otro prototipo posee, análogamente, la unit nodos que representa la estructura del 
árbol y sus nodos necesarios para tal algoritmo. La unit algoritm realiza la construcción y evaluación 
de dicho árbol.
Ambos programas reciben como entrada la fórmula y el instante de tiempo que se quiere evaluar.
Como resultado, el history-checking devuelve el árbol construido y si se pudo, o no, satisfacer la 
fórmula. El otro prototipo devuelve todos los árboles generados y los valores obtenidos para los 
predicados y variables TD, indicando también si el resultado ha sido exitoso o no. Los nodos 
marcados en ambos casos son mostrados.
Para ejecutar los programas se deberá escribir la fórmula como lo indica la pantalla, es decir sin 
blancos en el medio, con los siguientes símbolos, utilizados como palabras reservadas:
• # : cuantificador universal,
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• & : And,
• - : Not,
• % : Dist,
• 0  Separador
Además la variable, al lado del cuantificador no lleva ().
Ejemplo: La fórmula Vx ( Dist(A(x),m+2) a  - i B(x) ) se deberá escribir como 
#x(% ( A (x), m+2)&-B (x ))
Como se verá en el ejemplo, el & es un operador binario y la fórmula se escribe de manera 
natural. Se han elegido esos símbolos para que el usuario los ingrese desde cualquier teclado.
La fórmula debe estar bien escrita, ya que el programa no realiza ningún chequeo sintáctico, 
debido a que el mismo es un prototipo para demostrar una real implementación del algoritmo 
propuesto y no un programa comercial.
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f u t u r o s
Hemos comparado distintas aproximaciones para tratar el problema del infinito y hemos visto que 
todas han sido inadecuadas tanto semántica como algorítmicamente.
Se ha definido TRIO' basado en TRIO, como una lógica temporal lineal de primer orden, cuya 
nueva sintaxis y semántica han permitido corregir todos estos inconvenientes, como se ha 
demostrado en los capítulos precedentes.
El concepto de variable infinita introducido en el presente trabajo, cumple con el propósito de 
representar todo el espacio de tiempo en forma infinita. Su uso no ha sido exhaustivo aquí, ya que lo 
que se pretende es aportar una base para futuras investigaciones, de las que seguramente tendrán el 
concepto de variable infinita como un importante punto de partida. Como por ejemplo su 
incorporación a otras lógicas, a otros dominios o en otras partes de las fórmulas.
El lenguaje presentado puede ser utilizado como un kernel de un completo entorno de desarrollo 
de sistemas. Al mismo modo que TRIO, TRIO' puede ser utilizado para ser la base de lenguajes más 
estructurados, incluso con mecanismos de abstracción y modularización, como por ejemplo TRIO+ o 
ASTRAL. TRIO+ [MSP91], es una extensión orientada a objetos que permite organizar los objetos 
en clases, heredar relaciones entre las clases proveer herencia y generalidad para soportar 
reusabilidad y desarrollos top-down. Además provee una interface gráfica para representar clases y 
objetos. Este desarrollo permite generar casos de simulación directamente sobre la representación 
TRIO+; Astral es otro ejemplo donde el sistema es visto como una colección de máquinas abstractas 
que se pueden comunicar unas con otras a través de la exportación de variables, Astral está definido 
formalmente como una traducción en TRIO, lo que permite el uso de las herramientas definidas para 
este. El análisis de la composición de partes ya verificadas es una área de gran auge en la 
investigación actual, para tratar por ejemplo con modularización y abstracción. Se podrían plantear 
nuevos tratamientos estudiando la intersección de los modelos obtenidos.
En [CCMSP93] se define el dominio temporal como la unión de conjuntos disjuntos de distinta 
granularidad. Esto permite especificar en un mismo sistema distintos grados de tiempo ( por ejemplo 
minutos, segundos, días, meses, etc. ). Luego se define un conjunto de reglas semánticas y sintácticas 
para tratar con estos dominios, pero en ningún caso se permite el uso de dominios infinitos. Se
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podría pensar en una extensión del artículo referido, agregando variables infinitas para algunos 
subconjuntos del dominio temporal.
En este trabajo, además de definir el formalismo, se han desarrollado y demostrado algoritmos 
para tratar las variables infinitas en forma decidible. El algoritmo de generación de modelos permite 
verificar la consistencia de especificaciones, probar propiedades y realizar casos de simulación 
generando eventuales historias de una especificación dada. Por su parte, el algoritmo de history- 
checking chequea una historia del sistema con respecto a una especificación que se supone la ha 
generado.
Como ejemplos de los algoritmos propuestos se desarrollaron implementaciones para cada uno. 
Estas implementaciones no pretenden ser un producto final, sino solo son un prototipo para observar 
la factibilidad de cada algoritmo, debido a que por su complejidad todavía no han llegado a ser 
eficientes, ya que son la primer versión de un nuevo formalismo. Por lo que reducir su complejidad 
plantea un interesante trabajo.
Como se ha notado, varias líneas de investigación pueden ser derivadas a partir del presente 
trabajo debido a las importantes novedades respecto al tratamiento tradicional de la lógica temporal.
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Apéndice A
En este apéndice se desarrollarán todas las demostraciones del capítulo 3.
Lema 1.1: Los esquemas de axiomas, A x i,Ax2 y Ax3, de tal lógica son válidos.
Demostración:
Debido a que el valor semántico del —¡y del a son los mismos que para la lógica proposicional, 
entonces el valor del operador —> es también el usual, por lo que las tablas de verdad de los 
esquemas dan como resultado siempre el valor True, para cualquier instante de tiempo de 
cualquier interpretación en que se evalúe, por lo tanto vale.
Lema 1.2 : Los axiomas de tal lógica son válidos.
Demostración :
Sea A un esquema de axioma Axi, con letras de predicados a¡,..... ,an. Si reemplazamos a¡,....... ,an
en A, por las fórmulas A¡,..... ,An , la nueva fórmula obtenida es válida ya que para cualquier
asignación de valores que tomen las fórmulas reemplazantes, y por lo tanto para cualquier valor a 
las letras de predicados de A, la evaluación es True para todo instante de tiempo, por lema 1.1.
Por lo tanto todos los axiomas son válidos.
Lema 1.3 : La Regla MP conserva la validez lógica. Es decir si A  y B son 2 fórmulas cualquiera, A  y 
A  —» B son válidas, entonces B es válida.
Demostración:
Como dijimos anteriormente, la definición del a es en la forma usual y el —> fue definido en 
función del a de forma también estándar, por lo tanto se mantiene la tabla de verdad habitual.
Supongamos que B no es True en el instante j  e Too de una interpretación I  cualquiera, 
entonces Sj(B) =  False. Por hipótesis S/A) = True por ser válida,entonces S / A —> B ) =
False. ABSURDO, que vino de suponer que existe j  tal que Sj(B) = False, por lo tanto S/ B ) = True 
para todo j  € Too de cualquier 1, entonces B es válida.
Proposición : Con las definiciones anteriores para el - i  y el a  , todos los teoremas de la lógica 
proposicional, y por lo tanto todas las tautologías, son válidas en TRIO'.
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Demostración:
Si A es un teorema cualquiera de la lógica proposicional, entonces, existe una prueba : 
di,......... ,dn=A tal que 1<= i <=n:
di es un axioma ó
di se deduce de d¿y dkpor MP, j< i, k<i.
Veamos que cada di es válido, haciendo inducción por la longitud de la prueba.
Caso base: n = l
dj=A es un axioma, entonces por lema 1.2 A es Válido.
Caso inductivo: Vale para todo d i, i<n
* Si d„ es un axioma entonces por lema 1.2 dn es válido.
* Si dn se dedujo de 2 d2 y dx (z<n y x<n), entonces por hipótesis inductiva dz y dx son Válidos, 
entonces por lema 1.3 d„ es válido.
Por lo tanto todo teorema de la lógica proposicional es válido, por lo que, usando el teorema 
de corrección [Men79], toda tautología es válida.
Corolario : Todas las contradicciones son False para cualquier instante de tiempo de cualquier 
interpretación.
Demostración:
Supongamos que A es una contradicción, entonces por la definición del —i dada, —A es una 
tautología, entonces por proposición anterior A es válida, entonces Vj de toda interpretación 
Sj(-A) = True, por lo que por la tabla del S/A) = False Vj de toda interpretación, por lo que 
quedo demostrado.
Proposición : Sea A  un teorema de la lógica proposicional, entonces Always(A) es válida.
Demostración:
Se definió Always ( A ) = Vt (Dist ( A, t )), Vt e Too, por lo tanto, sea S} una evaluación 
cualquiera de una interpretación 1 cualquiera, por la Proposición anterior Sj (A) = True, Vj € Too, 
entonces dado que Sj ( Dist (A, t) )  =  Sk(A), k= i+S,(t) y k € Too Vt, entonces Sk(A) =  True, Vk, o 
lo que es lo mismo Si (  Dist (A, t) ) = True Vt g Too, Too g 1 para cualquier I, por lo que 
Always (A) es válida.
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Proposición : Vale la Temporal Transparency, o sea Dist (-1 A , t )  = -1 ( Dist (  A  , t ) ) .  
Demostración:
Sea Si una evaluación cualquiera:
Si ( Dist ( - , A , t ) )  =Si+v (—¡A), v = Sj( t ) =
^ S i+V (A), v =  S O ) e e Si (D ist ( A , t ) )
Corolario : Always( - iA  ) = -1 Always ( A )
Proposición : Vale Dist ( A a B , í )  = ( Dist ( A , t ) )  a  (  Dist ( B , t )  ).
Demostración:
Sea Si una evaluación cualquiera:
Si ( Dist (A  a B , t )) =Si+v ( A a B) ,  v = Sí( t ) =
Si+V (A ) a  Si+V( B ) , v = Si(t) e£ í ( Dist (A  , t ) )  a  S i ( Dist ( B , t ) )
Corolario : Vale : Always ( A  a  B ) = Always ( A ) a  Always ( B )
Corolario : Si valen Always ( A ) y Always ( A  -> B ), entonces vale Always ( B )
Demostración:
Demostraremos por el absurdo:
Supongamos que existe j  g Too, tal que S} ( B )  =  False. Por hipótesis S, (  Vz Dist (A,z) ) = True, z 
£ Too, en particular para j  S j( A )  =  True, análogamente S i (  Vz Dist (A —>B,z) )  = True, z e Too, y 
Sj( A—TB )  =  True,
con lo que S j(B ) = True, ABSURDO, que vino de suponer que existe j  e Too, tal que S} ( B )  =  
False, por lo que Si ( Vz Dist(B,z) )  = True,z g Too, con lo que concluimos que vale Always ( B).
Proposición : Vale : Always ( A ) —» Sometimes ( A )
Demostración:
Dado que S,(Vz Dist(A,z)))=True, z g  Too, entonces en particular existe a g  D (z) ,  tal que S \( 
Dist(A,a)))=True, o sea Si(3z Dist(A,z)))=True, entonces Sometimes ( A ) es True. Por lo que ( 
Always ( A ) —>Sometimes ( A ) ) vale.
61
TRIO': O como....
Proposición : Si i j  £ Tf y t es un término cualquiera, entonces Si(t)=Sj(t)
Demostración :
Caso Base :
Si x variable TI, entonces S,(x) = %(x) =  S/x).
Si x variable TD, entonces como i,j 0TfS/x) = r¡e(x) = S/x).
Si f  es una función 0-aria, entonces Si(f) = &(f) = S}(f).
Por lo que vale para el caso base.
Caso Inductivo :
Si f  es una función n-aria, entonces Si(f(tI,....,tn)) = &(f)(S /ti),.......,Si(Q) = (por hipótesis
inductiva ) &(f) (S/t¡),......., S/Q ) = S/f(t¡, ....,Q)
Por lo que vale para todos los términos.
Proposición : Si i j  £ Tf y A es una fórmula TRIO' que no contiene el operador Dist entonces 
Si(A)=Sj(A )
Demostración:
Ahora se hará inducción sobre la estructura de una fórmula TRIO'.
Caso Base :
Sea p una fórmula atómica:
Si p es un predicado TI, entonces
Si(p(t¡,.......A,)) = true sii (S /tj),....... ,S,(tJ) e T I(p), sii por la proposición anterior,
(S /ti),...... ,S/tr)) g n (p ) sii Sj(p(t¡,....... , t j)  = true.
Si p es un predicado TD, dado que i,j 0  Tf , entonces
Si(p(t¡,.......,tr)) =  true sii (S¡(t¡),....... ,Si(tr)) g  TIe(p), sii por la proposición anterior,
(S /ti),.......,S/Q) g TIe(p) sii S/p(t¡,....... ,tr)) = true.
Caso Inductivo :
Si A y B son fórmulas cualquiera :
• Sí ( - , A )  = - i (Sí ( A ) )  = (por hipótesis inductiva) - , (  S¿( A ) )  =  Sj (  -> A ).
*  Si ( A a B ) =  Si (A )  a  Si( B )  =  (por hipótesis inductiva) S j( A ) a  Sj(B )  =  Sj (
A a B).
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*  S, ( V(x) ( A(x) ) ) =  ANDak SjfAf/aiJ), para todo ak g D ( x)  = (por hipótesis 
inductiva ) ANDak S/Af/ak)), para todo ak g D (x)  = Sj ( V(x) ( A(x) ) ).
Con lo que queda demostrada la proposición.
Corolario : Las siguientes propiedad es válida: -i -i A  -> A.
Corolario : Si A  es una fórmula sin predicados TD y sus términos no contienen variables TD 
entonces
0  Dist ( A, t ) = A 
0  S¡(A)=Sj(A), Vij e Too.
Las demostraciones de estos últimos corolarios son directas.
Corolario : No vale Dist ( Dist ( A , t i ) ,  t2) = Dist ( A  , ti + 12 ).
Demostración:
Sea la siguiente interpretación:
♦ Variables TD: m: r¡¡ ( m) = 1, r¡2(m ) = 2, rje(m ) = 2
♦ La Junción de suma es asumida en la forma usual.
♦ Dominios: D(m)=[l.. 11]
♦ Tf =[2..40] , Too = z+
♦ Predicados TD A : n 3(A  )= {()} , TL4(  A )= {}
Sean t¡ =m y t2 =1 entonces:
Si (Dist ( Dist (A  , ti ) , t2 ) ) =  S2 ( Dist (A  , t¡ ) ), [2=1+S](t2)= l+ 1 ] = S4 ( A ), 
[4=2+S2(t,)=2+2] =False
S¡ (Dist ( A , t¡ + t2) ) = íSj (A ),[3=1 ^ S ifíj+ t^ =1 +Si(ti)+S](t2) = l+1+1] =True.
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Este apéndice desarrolla la demostración formal del algoritmo de Generación de Modelos.
Los 3 siguientes lemas que servirán para la demostración principal del algoritmo.
• Lema 1 : Si en un nodo (F,i,asg,V) hay más de una variable infinita que esté libre en la fórmula F o 
que esté en el instante de tiempo i entonces es la misma variable.
Demostración :
Supongamos que :
i) La fórmula F  tiene más de una variable infinita libre, entonces por construcción F  es una 
subfórmula de la fórmula de nodo raíz, que por ser cerrada deja a la subfórmula F  dentro del 
alcance de los cuantificadores de las distintas variables, por lo tanto al menos una de las 
variables infinitas, va a estar anidada. Absurdo, pues la fórmula del nodo raíz es también fórmula 
bien formada.
ii) En el instante de tiempo hay más de una variable infinita distinta, entonces en algún nodo 
ascendente hay una fórmula Dist(A, t), donde F  está en A y t en i, ya que es la única forma que 
asigna variables al instante de tiempo, donde :
- t tiene al menos dos variables infinitas libres, por lo que estamos en el caso i).
- t tiene una sola variable infinita libre, entonces Dist(A, t) es una subfórmula de otra Dist(
B,j) donde j  tiene otra variable infinita libre, por lo que Dist (B,j) tiene dos variables infinitas 
libres distintas, por lo que estamos en el caso i).
iii) La fórmula F  tiene una variable infinita libre e i tiene otra en su instante de tiempo, 
entonces ya que la variable del instante de tiempo viene de un nodo del tipo Dist(A,t), donde la 
variable infinita está en t y donde la fórmula F  está contenida en A entonces Dist(A, t) tiene dos 
variables infinitas libres distintas, por lo que estamos en el caso i)
Entonces como i), ii) y iii) cubren todos los casos posibles, el lema es válido.
• Lema 2 : Si en dos nodos hijos de un nodo de la forma (BAC,i,asg,V) hay variables infinitas libres 
en las fórmulas o en el instante de tiempo de cada hijo entonces son las mismas variables.
Demostración:
TRIO’: O como....
Dado que los dos algoritmos no modifican el instante de tiempo para los nodos de la fórmula 
con la forma mencionada, entonces todos los hijos tienen el mismo instante de tiempo que el nodo 
padre, por lo que por lema 1 tiene a lo sumo una única variable infinita, entonces la única 
alternativa que queda es que las variables distintas estén en las fórmulas de cada nodo hijo, o sea 
en B y en C, entonces la fórmula A tendría dos variables infinitas libres, Absurdo también por 
lema 1:
• Lema 3 : Si en los nodos hijos de un nodo de la forma (VxA,i,asg,V) hay variables infinitas libres 
en las fórmulas o en el instante de tiempo de cada hijo entonces son las mismas variables.
Demostración:
Dado que los nodos hijos son descendientes de un nodo cuya fórmula es VxA, estos solo 
difieren en la fórmula A con la variable x instanciada, por lo que no podrían tener variables 
infinitas distintas, ni en la fórmula ni en los instantes de tiempo, sino los tendría el nodo padre, 
Absurdo por lema 1.
• Corolario 1: Si x es una variable infinita, entonces el nodo hijo de un nodo de la forma 
(VxA,i,asg, V ) tiene como única variable infinita libre a x y no tiene variable infinita en i.
Demostración:
El nodo hijo es de la forma (A, i, asg, V) donde x está libre en A, entonces por Lema 1 es la 
única y no hay variable infinita en i.
A  continuación se prueba que el algoritmo busca al menos un modelo de la fórmula dada como 
entrada.
Sea A  una fórmula bien formada y cerrada cualquiera de TRIO'. Entonces existe una 
interpretación ( temporal structure ), construida con los valores dados por el algoritmo (asgTD, P¡, 
P'e, etc.) y con el frame dado tal que :
1) satisface A  en el instante i ( S¡ (A ) = True ) sii el algoritmo comenzando con (A , i,T ,{ } )  es 
exitoso,
2) no satisface A  en el instante i ( S¡ (A ) = False ) sii el algoritmo comenzando con (A ,i,F ,{}) es 
exitoso,
3) Además, si el nodo (F, i, asg, V ) no está marcado, F tiene una variable infinita x libre o que está 
en i, entonces asg indica los valores que toma la variable infinita para que se cumpla el valor de 
verdad que indica el nodo.
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Antes de comenzar con la demostración se deberá recordar que los únicos subárboles que se 
evalúan son las hojas.
Demostración:
Sea (A, i, V,asg) la raiz de un subárbol, A es una fórmula, se demuestra que se cumple 1) , 2) y 3). Para esto 
se hace inducción sobre la estructura de una fórmula TRIO' y en el caso base, en particular se hace 
inducción sobre la cantidad de variables TD.
Caso Base sobre la estructura de la fórmula (A es una fórmula atómica ):
A. A es una fórmula atómica, por ser cerrada es ground o solo tiene variables TD.
Caso base : A es una fórmula atómica p(v¡,............,vn), ground,
-  La  construcción del subárbol no hace nada.
-  La  parte de evaluación hace:
+ p  es un pred icado T I entonces:
& S i V = T
La  tupia de va lores (v ¡ , ........ , v j  0  P (p ) sii e l nodo es marcado. P o r  lo tanto
3 Si tal que S,(A) = True sii la tupia de valores (v ¡ , ........ , v j  e  P (p ) sii e l nodo no es marcado sii el algoritmo
es exitoso.
-0-Si V = F
La  tupia de va lores (v ¡ , ........ , v j  e  P (p ) sii e l nodo es marcado. P o r  lo tanto
3 Sj tal que Si (A) =  Fa lse sii la tupia de valores (v ¡ , ........ , v j  0  P (p ) sii e l nodo no es marcado sii el
algoritm o es exitoso.
*  p  es un predicado T D  entonces:
& S i V = T
• Si i g  Tf, entonces el algoritmo, ya  que (v ¡ , ........ , v j  0  P \ (p ),  p o r  ser este e l único nodo del árbol, hace:
Pi(p) =  Pi(p) E  { ( v ¡ , ........ , v j  }  y  termina con éxito. Luego  la tupia de va lores (v ¡ , ......... , v j  e  Pi(p) sii 3 S,
tal que Si(A)= True.
• Si i 0 T f ,  entonces el algoritmo, ya  que (v ¡ , ........ , v j  0  P ’e(p ), p o r  ser este e l único nodo del árbol, hace:
P e(p ) =  P e(p ) E  { ( v ¡ , ........ , v j  }  y  termina con éxito. Luego  la tupia de va lores (v ¡ , ......... , v j  e  P e(p ) sii 3 S,
tal que Si(A) =  True.
* S i  V = F
• Si i e  Tf, entonces e l algoritmo, y a  que (v ¡ , ........ , v j  0  Pi(p), p o r  ser este e l único nodo del árbol, hace:
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P ’i(p ) =  P ’i(p ) É  { ( v ¡ , ........ , v j  }  y  termina con éxito. Luego  la tupia de va lores (v ¡ , ........., v j  0  P f p )  si i 3  S,
tal que S , (A ) =  False.
• Si i 0  T j, entonces e l algoritmo, y a  que (v ¡ , ........ , v j  0  P e(p ), p o r  ser este e l único nodo del árbol, hace:
P ’e(p ) = P ’e(p ) É  { ( v j , ........, v j  }  y termina con éxito. Luego  la tupia de valores (v ¡ , ......... , v j  0  P e(p ) si i 3  S,
tal que S ¡(A ) = False.
-  E l  algoritmo para  una fórm ula  atóm ica grou n d  no asigna nada, ni a asg, ni a asgtd, p o r  lo tanto dado que no  
tiene ninguna variable infinita ni TD, vale para  cualquier asg y  asgTD, en particular para  los obtenidos p o r  el 
algoritmo.
4  Caso inductivo : A es una fórmula atómica con n variables TD.
Supongam os que z es la n -esim a variable T D  y  que vale para las n -1  variables T D  restantes.
-  La  construcción del á rbol hace:
Si ya  hubiese habido alguna asignación para z, entonces z se hubiese reemplazado en F, con lo que z no sería  
entonces la n -esim a variable TD, p o r  lo tanto (z  , i, b )  0  asgTD, entonces se generan \ D (z )  \ subárboles hijos, cada 
uno con (F f /J ,  i, { } ,  V), a e  D (z )  y  a sgTD  = a sg T D  É  {  (z ,i,a ) } .
-  La  parte de evaluación hace:
4  Si V = T
• Si e l algoritm o es exitoso, entonces, en algún subárbol, su h ijo no está m arcado p o r  lo tanto, p o r  
hipótesis inductiva 3  Si tal que Si ( A  (z /a ) )  =  True, con lo que S i (A )=  True para  el va lor a de la variable  
T D  z  en el instante i (  (z ,i,a ) e  asgTD  ) ,  con lo que S i (A )=  True para h i(z )=a .
• E l  algoritm o no es exitoso, entonces, en todo subárbol, su h ijo está marcado, entonces p o r  hipótesis 
inductiva no 3  a €  D (z )  tal que Si (A  (z /a )) es True con lo que Si (A ) no es True para  ningún va lor de z, p o r  
lo que no 3  Si tal que Si (A )  es True.
4  Si V = F
• Si e l algoritm o es exitoso, entonces, en algún subárbol, su h ijo no está marcado p o r  lo tanto, p o r  
hipótesis inductiva 3 S¡ tal que S¡ (  A  f / J  )  =  False, con lo que S ¡(A ) =  fa lse  para  el va lor a de la variable  
T D  z en e l instante i (  (z ,i,a ) e  a sgT D  ) ,  con lo que S , (A )= fa ls e  para h i(z )=a .
• E l  algoritmo no es exitoso, entonces, en todo subárbol, su h ijo está marcado, entonces p o r  hipótesis 
inductiva no 3  a e  D (z )  tal que S, (A f / J )  es Fa lse con lo que S¡ (A ) no es Fa lse para  ningún va lor de z, p o r  
lo que no 3  S, tal que Si (A ) es False.
Igu a l que en el caso anterior e l algoritm o no asigna nada a asg, p ero  com o no tiene variable infinita, 
entonces vale 3 ) para  cualquier asg.
Por lo que podemos concluir que vale 1) , 2) y 3) para fórmulas atómicas cerradas.
C a s o  in d u ctivo  s o b r e  la  es tru ctu ra  d e  la  fó rm u la :
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A A es de la forma —B
& V = T
-  La  construcción del subárbol crea un nodo h ijo con (B ,i,asg, F ).
-  La  parte de evaluación hace:
• Si no es exitoso el algoritm o entonces, en todo subárbol, e l nodo h ijo está marcado. P o r  lo tanto, para  
cualquier subárbol, si e l nodo con (B ,i,a sg ,F ) está marcado, p o r  hipótesis inductiva no 3  S, tal que se 
cumple que S i (B ) =  False, p o r  lo tanto S i (B ) = True con lo que S i ( - B )  =  False, con lo que no 3  S¡ tal que 
S i(A ) =  False.
• En caso contrario, en algún subárbol, e l algoritm o solo copia asg. Entonces com o no estuvo marcado 
el nodo h ijo para  (B ,i,a sg ,F ), p o r  hipótesis inductiva 3 Si tal que se cumple que S i (B ) =  False, p o r  lo tanto 
S í( - iB ) =  True con lo que 3  S, tal que S ¡(A ) =  True. ( i )
< E V = F
La  construcción del subárbol crea un nodo h ijo con (B ,i,asg, T).
La  parte de evaluación hace:
• Si el algoritm o no es exitoso, para  todo subárbol, el nodo h ijo está marcado. P o r  lo tanto para  
cualquier subárbol, si e l nodo con (B ,i,a sg ,T ) está marcado, p o r  hipótesis inductiva no 3  Si tal que se 
cumple que S ¡(B ) =  True, p o r  lo tanto S i(B ) =  Fa lse con lo que S i(—B )  =  True, con lo que 3  Si tal que 
S i(A ) =  True.
• En  caso contrario, en algún subárbol, e l algoritm o solo copia asg. Entonces com o no está marcado el 
nodo para (B ,i,asg ,T ), p o r  hipótesis inductiva se cumple que 3  Si tal que S i (B ) =  True, p o r  lo tanto S ,(->B )
=  Fa lse con lo que 3  S, tal que S i(A ) =  False. ( i i )
-  Ya que ( i )  y  ( i i )  no modifican los valores de las variables infinitas, y  p o r  hipótesis inductiva, asg indica los 
valores que toma la variable infinita libre para el nodo hijo, entonces vale 3 ) para el m ism o asg, p o r  lo tanto vale 3) 
para este caso.
Por consiguiente vale 1) , 2) y 3) para A=—B.
A. Si A=B a  C:
-  La  prim er parte del algoritm o crea dos nodos h ijos con (B ,i,asg, V ) y  con (C ,i,asg, V ) cada uno.
-  La  parte de evaluación hace:
4 -Si V = T
• Si el algoritm o es exitoso, entonces en algún subárbol, ninguno de sus h ijos está marcado p o r  lo tanto, 
p o r  hipótesis inductiva 3S¡ tal que Si ( B )  =  True y Si (C )  =  True, con lo que S¡(A)= T r u e . (i i i )
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• E l  algoritm o no es exitoso, entonces, en todo subárbol, al m enos uno de sus h ijos está marcado, 
entonces p o r  hipótesis inductiva no 3  S¡ tal que S f B  ) =  True o S¿( C ) =  True con lo que no 3 Si tal que 
Si(A)= True.
4 -Si V = F
• Si e l algoritm o es exitoso, entonces, en un subárbol, al m enos uno de sus h ijos no está marcado, 
supongam os el nodo que contiene la subfórm ula B, p o r  lo tanto p o r  hipótesis inductiva 3  S¡ tal que S, ( B  )  
es False, p o r  lo tanto, 3  S, tal que S , (A ) =  False. Análogam ente si e l nodo no marcado es e l que contiene 
la subfórmula C, ( iv )
• E l  algoritm o no es exitoso, entonces en todo subárbol, todos sus h ijos están marcados, entonces p o r  
hipótesis inductiva no 3  Si tal que S¡ (  B  ) =  Fa lse ni Si (  C  ) =  Fa lse con lo que no 3  Si tal que Si ( A  )  es 
False.
-E n  (  iii )  y  ( iv  )  p o r  hipótesis inductiva asg de los nodos h ijos indican los va lores que toman las 
variables infinitas libres o las que están en i, de cada uno, llamem os asgB al asg obtenido en el nodo  
(B , i, asg, V ) y  análogam ente asgc  para  (C , i, asg, V). entonces
°  Supongam os que ni la fórm u la  A  contiene variables infinitas libres, ni i contiene variable infinita, 
p o r  lo p o r  construcción ni B, ni C  contienen variables infinitas libres, ni i de los nodos hijos, 
entonces no se necesitan va lores de asg, o sea para asg no se asigna nada com o e l algoritm o dice.
°  En  cada nodo hay una variable infinita que cumpla con esta condición, entonces p o r  lema 2 es la 
misma, p o r  lo que A  vale : en ( i i i )  para  los m ism os valores de la variable que están en los dos  
nodos, o sea para asgB n asgc y  en ( iv  ) para cualquier va lor de la variable que está en los dos 
nodos, o sea para  asgB E  asgc , o sea com o e l algoritm o dice.
°  H a y  una variable infinita que cumpla la condición en un solo  nodo, entonces A  vale para los 
mism os valores de la variable que están en ese nodo, ya  que no interesa e l asg del nodo hermano, 
pues no tiene variable infinita libre ( p o r  construcción tampoco i ) ,  o sea com o e l algoritm o dice.
P o r  lo tanto vale 1), 2 ) y  3 ) para este caso.
A Si A= VxB :
• x no es la variable infinita:
-  La  prim er parte del algoritm o crea  | D (x ) \ nodos hijos, cada uno con (B x/ a, i ,asg, V), V a  e  D (x ).
-  La  parte de evaluación hace:
■F Si V = T
• Si e l algoritm o es exitoso, entonces, en al m enos un subárbol, ninguno de sus nodos h ijos está marcado, 
p o r  lo tanto, p o r  hipótesis inductiva 3  S, tal que Si ( B x/a )  es True para todo a e  D (x ),  con lo que S f V x  
B )=  True, p o r  consiguiente S , (A )=  True. ( v )
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• E l algoritm o no es exitoso, p o r  lo tanto en todo subárbol, alguno de sus h ijos está marcado, entonces  
p o r  hipótesis inductiva no 3  Si tal que Si ( B x/ J  es True para  algún a e  D (x ),  con lo que no 3  S¡ tal que S,
(  VxB  )  es True, entonces no 3  Si tal que Si ( A  )  es True.
& S i V = F
• E l  algoritm o es exitoso, entonces al m enos uno de sus nodos h ijos no está marcado, digam os el que 
asigna a x  el va lor a l, entonces p o r  hipótesis inductiva 3  S, tal que S¡ (  L?/ai )  es Fa lse para a l  g D (x ),  
p o r  lo tanto, S i (V x B ) =  False, p o r  consiguiente 3  S, tal que S i(A ) = False. ( v i )
• E l  algoritm o no es exitoso, entonces, todos sus nodos h ijos están marcados, entonces para todo a, g 
D (x ),  el nodo que contiene la tupia (  B x/ ai ,i,a sg ,F ) está marcado, entonces p o r  hipótesis inductiva no 3  S, 
tal que Si ( B*/a¡)  es Fa lse para ningún a , , con lo que no 3 Si tal que S, (  VxB  )  es False, p o r  consiguiente 
no 3  Si tal que S i (A ) es False.
-  Supongam os que ni la fórm ula  A  contiene variables infinitas libres, ni i contiene variables infinitas, entonces no 
se necesitan va lores de asg, o sea para  asg no se asigna nada com o e l algoritm o dice.
Supongamos, ahora el caso contrario, en (  v  )  y  (  v i )  p o r  hipótesis inductiva, e l con junto asg de cada nodo hijo  
indica los va lores que toman las variables infinitas libres o que están en i, del m ismo entonces p o r  lema 3, los nodos 
hijos tienen la misma y  única variable infinita libre o en i, p o r  lo que, entonces para e l nodo padre los valores de la 
variable infinita son : en ( v )  los m ism os valores de la variable infinita que están en todos los nodos hijos, o sea para  
la intersección de los m ism os y  en (  vi )  para  cualquier va lor de la variable infinita que está en los nodos hijos  
válidos, o sea para  la unión de los m ism os que no están marcados, o sea com o el algoritm o dice.
• x es la variable infinita:
-  La  prim er parte del algoritm o crea un nodo h ijo con (B , i  ,a s g , V ) ™
-  La  parte de evaluación hace:
& S i V = T
• Si e l algoritm o es exitoso, entonces en algún subárbol, su nodo h ijo no está m arcado y  asg del mismo es 
igual a D (x ),  p o r  lo tanto, p o r  hipótesis inductiva 3  S¡ tal que Si (  B  )  es True para  todo va lor de la 
variable infinita que está en asg, que p o r  Coro lario  1 es x, o sea para todo va lor de x, con lo que S , (V x  
B )=  True, p o r  consiguiente 3  S¡ tal que S f A )=  True.
• E l  algoritm o no es exitoso, p o r  lo tanto en todo subárbol, o su h ijo está m arcado o asg del mismo es 
distinto de D (x ) entonces p o r  hipótesis inductiva, V S , , S, ( B ) =  Fa lse o S¡ no es True para algún a 
g D (x ) y  a 0  asg, con lo que no 3  S¡ tal que Si (  VxB  )  es True, p o r  consiguiente no 3  S, tal que S¡ ( A  )  es 
True.
-0 -Si V = F
• Si el algoritm o es exitoso, entonces en algún subárbol, su nodo h ijo no está m arcado y  asg del mismo es  
distinto del con junto vacío, p o r  lo tanto, p o r  hipótesis inductiva 3  S¡ tal que S¡ (  B  )  es Fa lse para algún
XVI Notar que en B, x está libre.
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va lor de la variable infinita, que p o r  Coro la rio  1 es x, que e  a D (x ),  con lo que S t(V x  B )=  False, p o r  
consiguiente 3  S¡ tal que S , (A )=  Fa lse  para el m ismo asg.
• E l  algoritmo no es exitoso, p o r  lo tanto en todo subárbol, o su h ijo está m arcado o asg del m ismo es 
igual a vacío ( V a s  D (x ),  a 0  asg), entonces p o r  hipótesis inductiva, no 3  S¡ tal que o S¿ ( B )  es Fa lse o 
S, (B * /J =  False, con lo que Si (  VxB  )  no es False, p o r  consiguiente no 3  S, tal que S, ( A  )e s  False.
-  E n  los casos que e l algoritm o sea exitoso, no se necesita cop iar asg y a  que la única variable que está libre en el 
nodo h ijo queda ligada en e l nodo padre y  p o r  lem a 1 es la única, y a  que sino el nodo h ijo  tendría más de una 
variable libre.
P o r  lo tanto vale 1) , 2 ) y  3 ) pa ra  este caso.
A<Si A = Dist(B,t):
• tno tiene ninguna variable:
H  Si | asg | < 1
-  La  prim er parte del algoritm o obtiene k com o i+ S f t ) y  crea un nodo h ijo  con (B ,  k , asg, V ).
-  E n  la parte de evaluación:
& V = T
• E l  algoritm o es exitoso, entonces en algún subárbol e l nodo h ijo  no está marcado, entonces p o r  
hipótesis inductiva 3  Si tal que Sk(B ) es True para  k = i+ S j(t ),  con lo que 3  Sj tal que S i(D is t (B ,t )) es True, 
p o r  lo tanto S , (A ) es True. (  v i i )
• E l  algoritm o no es exitoso, p o r  lo tanto en todo subárbol, e l nodo h ijo está marcado, entonces p o r  
hipótesis inductiva no 3 S, tal que Sk(B ) es True para k = i+S i(t ), p o r  lo tanto no 3 S ¡  tal que S i (D is t (B ,t )) es 
True, con lo que no 3  S, tal que S i (A ) es True.
-& V  =  F
• E l algoritmo es exitoso, entonces en algún subárbol, e l nodo h ijo no está marcado, p o r  lo tanto, p o r  
hipótesis inductiva 3  S, tal que Sk(B )  es Fa lse para k ^ i+ S ft ),  con lo que S i (D is t (B ,t )) es False, p o r  lo 
tanto 3 Si tal que S i (A ) es False. (  v i i i )
• E l algoritmo no es exitoso, p o r  lo que en todo subárbol e l nodo h ijo está marcado, entonces p o r  
hipótesis inductiva no 3 Si tal que Sk(B ) es Fa lse para  k = i+S i(t ), p o r  lo tanto S i(D is t (B ,t )) no es False, con  
lo que 3  Si tal que S , (A ) es False.
Ya que (  v i i )  y  (  v i i )  no modifican los va lores de las variables infinitas, y  p o r  hipótesis inductiva, asg indica los  
valores que toma la variable infinita libre para  el nodo hijo, entonces vale 3 ) para el m ismo asg, p o r  lo tanto vale 3) 
para este caso.
H  Si | asg | >1, entonces, i representa una expresión donde la variable infinita toma más de un valor, que están 
indicados en asg, con lo que pu ede haber nuevos valores para  que el instante de tiem po esté dentro de Tf, p o r  lo que 
el algoritmo vuelve a calcular los va lores de la variable infinita.
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- La  prim er parte del algoritm o hace, si x  es la variable infinita que está en i:
temp =  { x ' /  S i (t )+ ix/x> g Tf, x ' e asg }
temp ’= asg -  temp
Si temp * { }  : C rea  \ temp \ nodos hijos, con (B , S i (t )+ ix/x> ,{x '} , V) , V x ' g temp.
C rea  un nodo h ijo  con (B , S , (t )+ i ,te m p ', V).
E s  decir si temp =  { } ,  entonces no se vo lv ió  a entrar a Tf. Tem p ' no puede ser vacío ya  que, igual que asg, es la 
diferencia entre un con junto infinito y  uno finito.
-  En  la parte de evaluación :
V=T
• E l  algoritm o es exitoso, entonces en algún subárbol, al m enos un nodo h ijo  no está marcado, entonces  
p o r  hipótesis inductiva 3  Si tal que Sk(B ) es True, para k =  S i (t )+ ix/x- , x ' g asg, con lo que 3  S, tal que 
S i(D is t (B ,t )) es True para  todos los asg de los h ijos sin marcar, p o r  lo tanto 3 S¡ tal que S , (A ) =  True, para  
la unión de los asg de los h ijos sin marcar.
• E l  algoritm o no es exitoso, p o r  lo tanto en todo subárbol, todos los nodos h ijos están marcados, 
entonces p o r  hipótesis inductiva no 3  S¿ tal que Sk(B ) es True para k =  S i (t )+ ix/X’ , x ' g asg, p o r  lo tanto no 
3  Si tal que S i(D is t (B ,t )) es True para los valores del asg de los hijos, con lo que no 3  Si tal que S ,(A ) es 
True para e l asg indicado, que p o r  hipótesis inductiva es e l va lor que toma la variable infinita, p o r  lo 
tanto no 3  S, tal que S , (A ) es True.
& V  =  F
• E l  algoritm o es exitoso, entonces en algún subárbol, al m enos un nodo h ijo no está marcado, entonces  
p o r  hipótesis inductiva 3  Si tal que Sk(B ) es False, para k =  S i (t )+ ix/x’ , x ' g asg, con lo que 3  St tal que 
S i(D is t (B ,t )) es Fa lse  para todos los asg de los h ijos sin marcar, p o r  lo tanto 3  S, tal que S f A ) = False, 
para la unión de los asg de los h ijos sin marcar.
• E l algoritm o no es exitoso, p o r  lo tanto en todo subárbol, todos los nodos h ijos están marcados, 
entonces p o r  hipótesis inductiva no 3 S, tal que Sk(B ) es Fa lse para k =  S i (t )+ ix/x-, x ' g asg, p o r  lo tanto no 
3  Si tal que S i (D is t (B ,t )) es Fa lse para  los va lores del asg de los hijos, con lo que no 3  S, tal que S ,(A ) es 
Fa lse para el asg indicado, que p o r  hipótesis inductiva es e l va lor que toma la variable infinita, p o r  lo 
tanto no 3  Si tal que S f A ) es True.
• Si t contiene solo variables TI y valores ground, entonces crea un nodo hijo con (A  , i+t, asg, Vf™1, 
entonces
Supongam os que x  es la variable infinita que está en t,
-  La  prim er parte del algoritm o hace:
xv" Notar que, como dijimos en el algoritmo, por ser fórmulas cerradas y por la construcción del árbol, la única 
variable que puede estar no instanciada a está altura de algoritmo en el término t, es una variable infinita.
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temp =  { x  /  i + S ¡ (f /x>) g Tf, x ' g D (x )  }
temp ’= D (x ) -  temp
C rea  \ temp \ nodos hijos, con (B , i + S f f / x- ) , { x ' }  , V ) , V x  g temp.
C rea  un nodo h ijo con (B , i+ t ,t e m p ', V).
-  En  la parte de evaluación :
+  \y=T
• E l  algoritm o es exitoso, entonces en algún subárbol, al m enos un nodo h ijo no está marcado, entonces  
p o r  hipótesis inductiva 3  Si tal que Sk(B ), k = i+ S i( f c/ b) xv711, es True para b que está en asg, que p o r  
construcción g D(x), o sea para  e l va lor b de la variable infinita, con lo que 3  S¡ tal que S i (D is t (B ,t )) es 
True para el m ismo asg y  para  los asg de los nodos h ijos sin marcar, p o r  lo tanto 3  Si tal que SrfA) es True 
para la unión de los asg de los nodos h ijos sin marcar, o sea el asg indicado.
• E l  algoritmo no es exitoso, p o r  lo que en todo subárbol, todos los nodos h ijos están marcados, entonces  
p o r  hipótesis inductiva no 3  S¡ tal que Sk(B ), k = i+  S f f / t )  es True para ningún b que está en asg de ningún  
nodo, o sea para ningún b g D (x) ,  p o r  lo tanto no 3  S, tal que S i (D is t (B ,t )) es True para cualquier va lor de 
la variable infinita, con lo que no 3  Si tal que S,(A )  es True.
4 - V  =  F
• E l algoritm o es exitoso, entonces en algún subárbol, al m enos un nodo h ijo  no está marcado, entonces 
p o r  hipótesis inductiva 3  S¡ tal que Sk(B ) es False, k = i+  S f f / b) ,  para  b está en asg, que p o r  construcción g 
D (x ),  o  sea para el va lor b de la variable infinita, con lo que 3  S¡ tal que S i (D is t (B ,t )) es Fa lse  para el 
mismo asg y  para los asg de los nodos h ijos sin marcar, p o r  lo tanto 3  Si tal que S ¡(A ) es Fa lse para la 
unión de los asg de los nodos h ijos sin marcar, o sea e l asg indicado.
• E l  algoritmo no es exitoso, p o r  lo que en todo subárbol, todos los nodos h ijos  están marcados, entonces  
p o r  hipótesis inductiva no 3  Si tal que Sk(B ), k = i+  S f f  / ¡ j  es Fa lse para ningún b que está en asg de ningún  
nodo, o sea para  ningún b g D(x), p o r  lo tanto no 3  Si tal que S i (D is t (B ,t )) es Fa lse  para  cualquier va lor  
de la variable infinita, con lo que no 3 Si tal que S , (A ) es False.
• Si t contiene una variable TD z, entonces
- S i  ( z  , i , b )  no pertenece a asgtd, para cualquier b g D (z) ,  entonces el algoritm o crea \ D (z )  \ subárboles con  
un nodo hijo con ( D is t (B ,  f / a) ,  i , asg, V )  , V a  g D (z)  y  con asgtd = a sg td E  {  (z, i,a ) } .
-  En  caso contrario, crea un solo  nodo h ijo con ( D is t (B ,  f / b) ,  i , a s g , V).
En  este caso no se puede aplicar inmediatamente la hipótesis inductiva, y a  que e l solo  hecho de asignarle un 
va lor a una variable no m odifica la estructura de la fórm ula, pero  el algoritm o va asignando va lores a las variables  
T D  en fo rm a  consistente y  en un núm ero fin ito  de pasos, ya  que se f i ja  si hay alguna asignación anterior y  la 
cantidad de variables T D  es finita, p o r  lo que llegam os a los casos anteriores ( t sin variables o t con la variable
XVI" Notar que S¡ (f/b) = f/b ya que t solo contiene valores ground.
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infinita )  que ya  han sido demostrados com o válidos, p o r  lo que se podrían tomar com o los casos base para una 
inducción sobre e l núm ero de variables TD, p o r  lo que se considera este caso com o válido.
Por lo tanto vale 1) , 2) y 3) para A = Dist (B , t )
Por lo que vale para el caso inductivo.
Por lo que queda demostrado.
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Para esta demostración se utilizan los lemas 1, 2 y 3 y el Corolario 1, demostrados para el 
algoritmo de generación de modelos, ya que por ser la construcción similar para ambos algoritmos, 
no se afectan las demostraciones desarrolladas.
Sea A  una fórmula bien formada y cerrada cualquiera de TRIO' de longitud finita. Entonces una 
interpretación adecuada dada:
1) satisface A  en el instante i ( S¡ (A ) = true ) sii el algoritmo comenzando con (A ,i, {},T ) es 
exitoso.
2) no satisface A  en el instante i ( Si (A ) = false ) sii el algoritmo comenzando con (A ,i, {},F ) es 
exitoso.
3) Además, si el nodo (F, i, asg, V ) no está marcado, F tiene una variable infinita x libreXEX o i tiene 
una variable infinita, entonces asg indica los valores que toma dicha variable para que se cumpla el 
valor de verdad que tiene el nodo.
D e m o s tra c ió n :
C o m o  se d i jo  a n ter io rm en te  se  h a rá  in d u cc ión  s o b r e  la  estructu ra  d e  una  f ó r m u la  T R IO ',  a dem ás e l ca so  
ba se  se  p r u e b a  ta m b ién  p o r  in d u cc ión  p e r o  s o b r e  la  ca n tid a d  d e  va r ia b le s  T D .
S ea  (A , i, { } ,  V )  la  ra íz  de  un á rbo l, se  d em u estra  q u e  se  cu m p le  1 ) , 2 ) y  3 ) :
C a s o  B a se  s o b r e  la  estru ctu ra  d e  la  fó rm u la  (A  es una  fó rm u la  a tóm ica  c e r ra d a ):
Si A  es una  fó r m u la  atóm ica , p o r  s e r  ce rra d a  es g r o u n d  o  s o lo  tiene va r ia b le s  T D .
-ó- C a s o  b a se : A  es una  fó r m u la  a tóm ica  p ( v ¡ , ......... grou n d ,
-  La  construcción del á rbol no hace nada.
XIX' Que esté libre, no solo indica que F está dentro del alcance de un Vx, por solicitar el algoritmo fórmulas 
cerradas, sino que además es la única variable infinita ya que no se permiten variables infinitas anidadas Ver 
lema 1.
TRIO': O como....
- La  parte de evaluación hace:
Si p  es un predicado T I entonces:
& S i V = T
La  tupia de va lores (v ¡ , ........ , v j  0  T I(p ) si i el nodo es marcado. P o r  lo tanto
Si (A ) =  true si i la tupia de va lores (v ¡ , ........ , v j  e  I l (p )  sii e l nodo no es m arcado sii e l algoritm o es exitoso.
& S i V = F
La  tupia de va lores (v ¡ , ........ , v j  e  IT (p ) sii e l nodo es marcado. P o r  lo tanto
S í (A ) =  fa lse  sii la tupia de va lores (v ¡ , ........., v j  0  I I (p )  sii e l nodo no es m arcado sii e l algoritm o es exitoso.
Si p  es un predicado T D  entonces:
Si i e  Tf 
& S i V = T
Si (A ) =  true sii la tupia de va lores (v ¡ , ........ , v j  e  I l i (p ) sii e l nodo no es m arcado sii e l algoritm o es exitoso.
&  Si V = F
Si (A ) =  fa lse  sii la tupia de va lores (v ¡ , ........., v j  0  L lfp ) sii e l nodo no es m arcado sii e l algoritm o es exitoso.
Si i 0  Tf
• Si V = T
Si (A ) =  true sii la tupia de va lores (v ¡ , ........ , v j  e  TIe(p ) sii e l nodo no es m arcado sii e l algoritm o es exitoso.
• Si V = F
Si (A ) =  fa lse  sii la tupia de va lores (v ¡ , ........ , v j  0 17e(p ) sii e l nodo no es m arcado sii e l algoritm o es exitoso.
Ya que no hay variables infinitas, vale para cualquier valor de asg, en particular para el asg obtenido, por 
lo que vale 3) para este caso.
Caso inductivo : A es una fórmula atómica con n variables TD.
Supongamos que z es la n-esima variable TD y que vale para las n-1 variables TD restantes.
-  La  construcción del á rbol reem plaza la variable z  p o r  ijfz ), supongam os que tj¡(z ) =  a.
-  La  parte de evaluación hace:
■F Si V = T  : E l  algoritm o es exitoso sii e l nodo no está marcado sii p o r  hipótesis inductiva S, ( A f / J  )  =  true sii 
S ¡(A )= tru e  para t]¡(z )=a .
-Ó- Si V = F : E l  algoritm o es exitoso sii e l nodo no está marcado sii p o r  hipótesis inductiva Si ( F f / J  )  =  fa lse sii 
S i(A )= fa lse  para r¡i(z )=a.
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Igual que en el caso anterior e l algoritmo no asigna nada a asg, p ero  com o no tiene variable infinita, entonces vale 
3 ) para cualquier asg.
Por lo que podemos concluir que vale 1) , 2) y 3) para fórmulas atómicas cerradas.
Caso inductivo sobre la estructura de la fórmula:
^  A es de la forma —B
V = T
-  La  construcción de á rbol crea un nodo h ijo con (B ,i,asg ,F ).
-  La  parte de evaluación hace:
• Si no es exitoso el algoritmo, entonces el nodo hijo está marcado. P o r  lo tanto, si e l nodo con (B ,i,a sg ,F ) está 
marcado, p o r  hipótesis inductiva no se cumple que S i (B ) =  fa lse p o r  lo tanto S , (B ) =  true con lo que S ¡ ( S )  =  
false, con lo que SrfA) =  false.
• En caso contrario e l algoritm o es exitoso. Entonces com o el nodo h ijo no estuvo m arcado para (B ,i,asg ,F ), p o r  
hipótesis inductiva se cumple que S i (B ) =  fa lse  p o r  lo tanto S i ( - B )  =  true con lo que S ¡ (A ) = true. ( i )
V = F
-  La  construcción de á rbol crea un nodo h ijo con (B ,i,asg, T).
-  La  parte de evaluación hace:
• Si e l algoritm o no es exitoso, el nodo h ijo está marcado. P o r  lo tanto si e l nodo con (B ,i,a sg ,T ) está marcado, 
p o r  hipótesis inductiva no se cumple que S i (B ) =  true p o r  lo tanto S ¡(B ) =  fa lse  con lo que S ¡ (—iB) =  true, con lo 
que S j(A )  =  true.
• En  caso contrario, e l algoritm o es exitoso, entonces com o no está m arcado el nodo para  (B ,i,asg,T ), p o r  
hipótesis inductiva se cum ple que S i(B ) =  true p o r  lo tanto S ¡ ( - ,B ) =  false, con lo que S , (A ) =  false. ( i i )
-  Ya que ( i )  y  ( i i )  no modifican los valores de las variables infinitas, y  p o r  hipótesis inductiva, asg indica los 
valores que toma la variable infinita libre para  el nodo hijo, entonces vale 3 ) para e l m ism o asg, p o r  lo tanto vale 
3 ) para este caso.
Por consiguiente vale 1) , 2) y 3) para A=—B.
A Si A=B a C:
-  La  prim er parte del algoritm o crea dos nodos h ijos con (B ,i,asg, V ) y  con (C ,i,asg, V ) cada uno.
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- La  parte de evaluación, hace:
Si V = T
• Si e l algoritmo es exitoso, entonces n inguno de sus h ijos está marcado p o r  lo tanto, p o r  hipótesis inductiva S t ( B  
)  =  tru ey  Si ( C )  =  true, con lo que S j (A )= t r u e . (i i i )
• E l  algoritmo no es exitoso, entonces al m enos uno de sus h ijos está marcado, digam os el nodo que contiene la 
subfórmula B, entonces p o r  hipótesis inductiva S, ( B  )  no es true con lo que Si (A ) no es true. Análogam ente si es 
el nodo que contiene la subfórm ula C. P o r  lo tanto S ,(A )n o  es true.
Si V = F
• Si e l algoritm o es exitoso, entonces al m enos uno de sus h ijos no está m arcado p o r  lo tanto p o r  hipótesis 
inductiva S, (B ) es fa lse  o S¡ (  C )  es false, p o r  lo tanto, S f A ) = false. ( iv )
• E l  algoritmo no es exitoso, entonces todos sus h ijos están marcados, entonces p o r  hipótesis inductiva S, (  B  )  no 
es fa lse ni S, (  C )  es fa lse  con lo que S¡ ( A  )  no es false.
-E n  ( i i i )  y  ( iv )  p o r  hipótesis inductiva asg indica los valores que toma la variable infinita libre o las que están en 
cada i, para cada nodo hijo, llam em os asgB al asg obtenido en el nodo (B ,i,a sg ,V ) y  análogamente asgc para  
( C ,i,asg ,V ), entonces:
Supongam os que ni la fórm ula  A  contiene variables infinitas libres, ni i contiene variable infinita, p o r  lo que ni B, 
ni C  contienen variables infinitas libres, ni i de los nodos hijos, entonces no se necesitan va lores de asg, o sea para  
asg no se asigna nada com o el algoritm o dice.
En  cada nodo hay una variable infinita que cumpla con esta condición, entonces p o r  lema 2 es la misma, p o r  lo que 
A  vale : en ( i i i )  para  los m ism os va lores de la variable que están en los dos nodos, o sea para asgB n  asgc y  en ( iv 
)  para cualquier va lor de la variable que está en los dos nodos, o sea para asgB u  asgc , o sea com o el algoritmo  
dice.
H a y  una variable infinita que cum pla la condición en un solo nodo, entonces A  vale para los m ism os valores de la 
variable que están en ese nodo, y a  que no interesa el asg del nodo hermano, pues no tiene variable infinita libre (ni 
en i obviam ente), o  sea com o el algoritm o dice.
Por lo tanto vale 1), 2) y 3) para este caso.
A'Si A = VxB :
• x no es la variable infinita:
-  La  prim er parte del algoritm o crea \ D (x ) \ nodos hijos, cada uno con i ,asg, V), V  a e  D (x ).
-  La  parte de evaluación hace:
Si V = T
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• Si el algoritm o es exitoso, entonces ninguno de sus nodos h ijos está marcado, p o r  lo tanto, p o r  hipótesis 
inductiva S¡ (  B */a )  es true para todo a e  D (x ),  con lo que S , (V x  B )= tru e , p o r  consiguiente S i(A )=T ru e . ( v )
• E l  algoritmo no es exitoso, p o r  lo tanto alguno de sus h ijos está marcado, digam os el nodo que contiene la tupia 
(B x/ a¡,i,asg,T ), entonces p o r  hipótesis inductiva Si ( B c/ al)  no es true, con lo que Si (  VxB  )  no es true, com o se 
tomó un nodo h ijo arbitrariamente, entonces vale para cualquier nodo h ijo marcado, p o r  consiguiente S, ( A  )  no 
es true.
Si V = F
• E l  algoritmo es exitoso, entonces al m enos uno de sus nodos h ijos no está marcado, digam os el que asigna a x el 
va lor a l, entonces p o r  hipótesis inductiva S, ( B x/ aI )  es fa lse para a l  g D (x ),  p o r  lo tanto, S i (V x B ) =  false, p o r  
consiguiente S i(A ) =  false. (  v i )
• E l algoritm o no es exitoso, entonces, todos sus nodos h ijos están marcados, entonces para todo ai g  D (x),  el 
nodo que contiene la tupia (  B x/ ai ,i,a sg ,F ) está marcado, entonces p o r  hipótesis inductiva Si (  B */ai )  no es fa lse  
para ningún a i , con lo que Si (  V x B )  no es false, p o r  consiguiente S ¡(A ) no es false.
-  Supongam os que ni la fórm ula  A  contiene variables infinitas libres, ni i contiene variables infinitas, entonces no 
se necesitan va lores de asg, o sea para asg no se asigna nada com o el algoritmo dice.
Supongamos, ahora el caso contrario, en (  v  )  y  (  v i )  p o r  hipótesis inductiva, e l conjunto asg de cada nodo hijo  
indica los valores que toman las variables infinitas libres del mismo entonces p o r  lema 3, los nodos h ijos tienen la 
misma y  única variable infinita libre o en i, p o r  lo que, entonces para el nodo padre los valores de la variable 
infinita son : en (  v  )  los m ism os valores de la variable infinita que están en todos los nodos hijos, o sea para la 
intersección de los m ism os y  en (  vi )  para  cualquier va lor de la variable infinita que está en los nodos hijos  
válidos, o sea para la unión de los m ismos que no están marcados, o sea com o el algoritm o dice.
• x es la variable infinita:
-  La  prim er parte del algoritm o crea un nodo h ijo con (B , i  , a s g , V ).* *
-  La  parte de evaluación hace:
s í  iy = T
• Si e l algoritm o es exitoso, entonces su nodo h ijo no está m arcado y  asg del m ismo es igual a D (x ),  p o r  lo tanto, 
p o r  hipótesis inductiva S, ( B  )  es true para todo va lor de la variable infinita que está en asg, que p o r  Corolario  1 
es x, o sea para todo va lor de x, con lo que S ¡ ( Vx B )= tru e , p o r  consiguiente S ¡(A )=T ru e .
• E l algoritm o no es exitoso, p o r  lo tanto, o su h ijo está m arcado o asg del m ism o es distinto de D (x ),  entonces 
p o r  hipótesis inductiva, o S, ( B )  no es true o S, 0 x/a)  =  fa lse  tal que 3 a g D (x), a 0 asg , con lo que S¡ (  VxB )  
no es true, p o r  consiguiente S { ( A  )  no es true.
Si V = F
** Notar que en B , x está libre.
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• Si el algoritmo es exitoso, entonces su nodo h ijo no está marcado y  asg del m ismo es distinto del conjunto vacío, 
p o r  lo tanto, p o r  hipótesis inductiva «S, ( B  )  es fa lse para  algún va lor de la variable infinita, que p o r  Corolario  1 
es x, que e  a D (x ),  con lo que S , (V x  B ) =  false, p o r  consiguiente S i(A )= fa lse  para el mismo asg.
• E l algoritmo no es exitoso, p o r  lo tanto, o su h ijo está marcado o asg del m ism o es igual a vacío, entonces p o r  
hipótesis inductiva, o S¡ ( B )  no es fa lse  o S¡ (B x/a) =  true, V a  e  D (x ),  a 0  asg, con lo que S, (  VxB  )  no es false, 
p o r  consiguiente Si ( A  )  no es false.
P o r  lo  tanto va le  1 ) , 2 ) y  3 ) p a r a  este caso.
A -Si A =  D i s t (B , t ) :
•  t n o  tiene n in gu n a  va r ia b le :
t í  Si | asg | < 1
-  La  prim er parte del algoritm o obtiene k com o i+ S f t ) y  crea un nodo h ijo con ( B, k , asg, V ).
-  E n  la parte de evaluación:
4 -V=T
• E l  algoritmo es exitoso, entonces el nodo h ijo no está marcado, entonces p o r  hipótesis inductiva Sk(B ) es true 
para k = i+ S j(t ) , con lo que S i (D is t (B ,t )) es true, p o r  lo tanto S f A ) es t r u e f  v i i )
• E l  algoritmo no es exitoso, e l nodo h ijo está marcado, entonces p o r  hipótesis inductiva Sk(B ) no es true para  
k = i+ S i(t ) , p o r  lo tanto S i (D is t (B ,t )) no es true, con lo que S , (A ) no es true.
+  V  =  F
• E l  algoritmo es exitoso, e l nodo h ijo  no está marcado, p o r  lo tanto, p o r  hipótesis inductiva Sk(B ) es fa lse para  
k = i+S ,(t ), con lo que S i(D is t (B ,t )) es false, p o r  lo tanto S i (A ) es false. (  v i i i )
• E l algoritmo no es exitoso, p o r  lo que el nodo h ijo está marcado, entonces p o r  hipótesis inductiva Sk(B ) no es 
fa lse para k = i+ S ¡(t ),  p o r  lo tanto S ¡(D is t (B ,t )) no es false, con lo que S ,(A ) no es false.
Ya que (  v i i )  y  (  v i i )  no m odifican los valores de las variables infinitas, y  p o r  hipótesis inductiva, asg indica los 
valores que toma la variable infinita libre para  el nodo hijo, entonces vale 3 ) pa ra  el m ismo asg, p o r  lo tanto vale 
3 ) para este caso.
H  Si | asg | >1, entonces, i representa una expresión donde la variable infinita toma más de un valor, que están 
indicados en asg, con lo que puede haber nuevos valores para que e l instante de tiem po esté dentro de Tf, p o r  lo que 
el algoritmo vuelve a calcular los valores de la variable infinita.
-  La  prim er parte del algoritm o hace, si x  es la variable infinita que está en i:
temp =  { x ' /  S j (t )+ ix/x< e  Tf, x ' g  asg }
temp ’=  asg -  temp
Si temp 0 { }  : C rea  \ temp \ nodos hijos, con (B, S i (t )+ ix/x-, { x 'j  , V), V x ' e  temp.
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C rea  un nodo h ijo  con (B , S i (t )+ i ,te m p ',V ).
E s  decir si temp =  { } ,  entonces no se vo lvió  a entrar a Tf. Tem p ' no puede ser vacío  y a  que, igual que asg, es la 
diferencia entre un con junto infinito y  uno finito.
-  E n  la parte de evaluación :
& V = T
• E l  algoritmo es exitoso, al m enos un nodo h ijo no está marcado, entonces p o r  hipótesis inductiva Sk(B ) es true, 
para  k =  S f t )+ i x/x<, x ' e  asg, con lo que S ¡(D is t (B ,t )) es true para todos los asg de los h ijos sin marcar, p o r  lo 
tanto S f A ) =  true, para la unión de los asg de los h ijos sin marcar.
• E l  algoritm o no es exitoso, p o r  lo tanto todos los nodos h ijos están marcados, entonces p o r  hipótesis inductiva 
Sk(B ) no es true para  k =  S i (t )+ ix/X',  x ' e  asg, p o r  lo tanto S i (D is t (B ,t )) no es true para los valores del asg de los 
hijos, con lo que S f A ) no es true para el asg indicado, que p o r  hipótesis inductiva es e l va lor que toma la variable  
infinita, p o r  lo tanto no 3  Si tal que S f A ) es True.
& V  =  F
• E l  algoritm o es exitoso, entonces al m enos un nodo h ijo no está marcado, entonces p o r  hipótesis inductiva Sk(B )  
es false, para  k =  S f t )+ i x/X’ , x ' e  asg, con lo que S ¡(D is t (B ,t )) es fa lse  para  todos los asg de los h ijos sin marcar, 
p o r  lo tanto S f A ) = false, para la unión de los asg de los h ijos sin marcar.
• E l algoritm o no es exitoso, p o r  lo tanto todos los nodos h ijos están marcados, entonces p o r  hipótesis inductiva 
Sk(B ) no es fa lse  para  k =  S f t )+ i x/x-, x ' e  asg, p o r  lo tanto S i (D is t (B ,t )) no es fa lse  para los valores del asg de los 
hijos, con lo que S f A ) no es fa lse  para el asg indicado, que p o r  hipótesis inductiva es e l va lor que toma la 
variable infinita, p o r  lo tanto no 3 Si tal que S f A ) es True.
•  S i t con tien e  s o lo  va r ia b le s  T I  y  va lo re s  g rou n d , en ton ces  c re a  un n o d o  h ijo  c o n  ( A  , i+ t , asg, V f 00, 
en tonces
Supongam os que x  es la variable infinita que está en t,
-  La  prim er parte del algoritm o hace:
temp =  {  x  /  i + S f f / x)  e  Tf, x ' e  D (x ) }  
temp ’= D (x )  -  temp
C rea  \ temp \ nodos hijos, con (B , i + S f f / x- ) , { x ' }  , V ) , V x  e  temp.
C rea  un nodo h ijo  con (B , i+t, t e m p ' , V).
- E n  la parte de evaluación :
& V = T
Notar que, como dijimos en el algoritmo, por ser fórmulas cerradas y por la construcción del árbol ,1a única 
variable que puede estar no instanciada a esta altura de algoritmo en el término t, es una variable infinita.
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• E l  algoritmo es exitoso, entonces al m enos un nodo h ijo no está marcado, entonces p o r  hipótesis inductiva Sk(B ),  
k = i + S ¿ f / ¿ !Xtt, es true para  b está en asg, que p o r  construcción g D(x), o sea para el va lor b de la variable  
infinita, con lo que S i(D is t (B ,t )) es true para  e l m ismo asg y  para  los asg de los nodos h ijos  sin marcar, p o r  lo 
tanto S i(A ) es true para  la unión de los asg de los nodos h ijos sin marcar, o sea el asg indicado.
• E l  algoritmo no es exitoso, p o r  lo que todos los nodos h ijos están marcados, entonces p o r  hipótesis inductiva 
Sk(B ), k = i+  S f f / t )  no es true para  ningún b que está en asg de ningún nodo, o sea para ningún b g D(x), p o r  lo  
tanto S i (D is t (B ,t )) no es true para  cualquier va lor de la variable infinita, con lo que S f A ) no es true.
&V = F
• E l  algoritmo es exitoso, al m enos un nodo h ijo no está marcado, entonces p o r  hipótesis inductiva Sk(B ), k = i+  
S ¡ (f /h) ,  es fa lse  para  b está en asg, que p o r  construcción g D(x), o sea para el va lor b de la variable infinita, con  
lo que S ¡(D is t (B ,t )) es fa lse  para  el m ismo asg y  para los asg de los nodos h ijos sin marcar, p o r  lo tanto S , (A ) es 
fa lse para  la unión de los asg de los nodos h ijos sin marcar, o sea el asg indicado.
• E l algoritmo no es exitoso, p o r  lo que todos los nodos h ijos están marcados, entonces p o r  hipótesis inductiva 
Sk(B ) no es false, k = i+  S , (f / b)  pa ra  ningún b que está en asg de ningún nodo, o sea para  ningún b g D(x), p o r  lo 
tanto S ¡(D is t (B ,t )) no es fa lse  para  cualquier va lor de la variable infinita, con lo que S ¡(A ) no es false.
P o r  lo  tanto va le  1 ) , 2 ) y  3 ) p a r a  este caso.
Por lo que queda demostrado.
xx" Notar que S¡ ( f /b) = tVb ya que t solo contiene valores ground.
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T R IO ': O  com o akora las tautologías son tautologías y el
infinito es infinito.
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Prototipo del algoritmo de Generación de
En este capítulo se detallan los programas fuentes del algoritmo de Generación de Modelos.
Programa Principal Gen-Mod.
{$B-IF+)G+Il+,K+,L+,N-,P-IQ+,S+,T-,V+IW +,X+IY+}
{$M 54817,8192}
{ Programa de Generación de Modelos, (c) Isaac Carlos Turquie}
PROGRAM gen_mod;
{ Evalúa una fórmula dada con la interpretación de las unit corresp.
ATENCION: Las formulas se especificaran sin blancos y con los siguientes 
símbolos, utilizados como palabras reservadas, no pudiendo ser usados 
como nombres de variables, función o predicados:
# :  cuantificador universal,
& : And,
-:  Not,
% : Dist,
() Separador
Ademas la variable, al lado del cuantificador no lleva ()
Los Predicados son de una letra. }
Uses construc,evaluar,arboles,wincrt;
var
A1:arbol; 
punt:parb; 
form,i:string; 
éxito: boolean;
begin
WindowTitlefO]:-
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WindowTitle[1]:='A';
WindowTitle[2]:=T;
WindowTitle[3]:='g';
WindowTitle[4]:='o';
WindowT¡tle[5]:=V;
WindowTitle[6]:='i';
WindowTitle[7]:='t'¡
WindowTitle[8]:='m';
WindowTitle[9]:='o';
WindowTitle[10]:='
WindowTitle[11]:='d';
WindowTitle[12]:='e';
WindowTitle[13]:='
WindowTitle[14]:='G';
WindowTitle[15]:='e';
WindowTitle[16]:='n';
WindowTitle[17]:='e';
WindowTitle[18]:='r';
WindowTitle[19]:='a';
WindowTitle[20]:='c';
WindowTitle[21]:='i';
WindowTitle[22]:='ó';
WindowTitle[23]:='n';
WindowT¡tle[24]:='
WindowTitle[25]:='d';
WindowTitle[26]:='e';
WindowTitle[27]:='
WindowTitle[28]:='M';
WindowTitle[29]:='o';
WindowTitle[30]:='d';
WindowTitle[31]:='e'¡
WindowTitle[32]:=T;
WindowTitle[33]:='o';
WindowTitle[34]:='s';
WindowTitle[35]:='.'¡
windowOrg.x:=0;
windowOrg.y:=0;
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windowSize.x:=700;
windowSize.y:=500;
ScreenSize.x:=100;
ScreenSize.y:=600;
InitWinCrt;
cirscr;
writeln;
writeln(' Las fórmulas se especificaran sin blancos y con los siguientes');
writeln('símbolos, utilizados como palabras reservadas, no pudiendo ser usados');
writeln('como nombres de variables o predicados: ');
writeln(' # : cuantificador universal,');
writeln(' &: And, ');
writeln(' - :  Not, ');
writeln(' % : Dist, ');
writelnC () Separador ');
writeln(' Además la variable, al lado del cuantificador no lleva ()'); 
writeln;
Writelnflngrese una Fórmula para evaluar (ENTER para terminar):'); 
readln(form); 
while (form o") do 
begin 
writeln;
write('lngrese el instante de tiempo en el que se va a evaluar:');
readln(i);
pri:=nil;
A1:=crear(form,i);
AgregarArbol(AI);
Procesar(A 1, A 1A. raiz); 
punt:=pri; 
exito:=false; 
while punt<>nil do 
begin
Marcar(puntA.nodoA.raiz);
verArbol(puntA.nodo);
writelnC----------------------------------------------------------------------------------');
if (puntA.nodoA.raizA.marcado)
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then writeln(' No se satisface la fórmula en el instante '+i+' para las asignaciones
indicadas.')
else exito:=true; 
writeln;
writeln('Presione cualquier tecla'); 
readkey; 
punt:=puntA.sig; 
end; 
writeln; 
if éxito 
then begin
writelnf É X I T O');
writeln(' Existe una interpretación, a partir del frame dado,');
writeln(' que satisface la fórmula en el instante '+i+'.');
end
else begin
writeln(' NO Existe una interpretación, a partir del frame dado,'); 
writelnf que satisface la fórmula en el instante '+¡+'.');
end; 
writeln;
writelnfPresione cualquier tecla');
readkey;
clrscr;
writeln;
Writelnflngrese una Fórmula para evaluar (ENTER para terminar):'); 
readln(form); 
end;
donewincrt
end.
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Unidad Construc
{$ B -IF + ,G + Il+ IK + tL+ .N -,P -)Q + IS + IT -.V + ,W + )X + ,Y + }
{$C  M O V E A B LE  D E M A N D LO A D  D IS C A R D A B LE }
U N IT  C onstruc;
{ C onstruye  todos  los á rbo les  de  sub fó rm u las , po r lo tan to , 
tam b ién  eva lúa  las fó rm u la s  a tóm icas .}
IN TE R FA C E
Uses té rm in o s ,a rb o le s ,fra m e .w in c rt,co n ju n to ;
P rocedure  P rocesa r(A rb :a rbo l;nod :p te ro );
{ Dado el nodo nod de l á rbo l a rbprocesa  este nodo según el a lgo ritm o  
de generac ión  de m ode los .}
IM P LE M E N T A T IO N
P rocedure  P rocesa r(A rb :a rbo l;nod :p te ro ); 
va r
h1:ptero;
fo rm 2 ,ta u x ,t1 ,t2 : s tring ; 
h ij:nodos;
P rocedure  P rocF A tom ica (n1  :p tero); 
va r
ins tan te :in tege r;
va rT D 1 ,va rl:ch a r;
va lo rT D ,cu a l,n o cu a l,va lu e :in te g e r;
re ,va lo rs tr,va lo rl,fo rm ,t1 ,f2 :s tr in g ;
auxboo l:boo lean ;
h1 ,nod1 :p te ro ;
a rb1:arbo l;
begin
w ith  n1A do
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begin
{-----------------  C ons trucc ión  ------------------------------- }
if  H a yV a rln f( i.va rl)  
then  begin
s tr(U n V a lo r(a sg ),va lo rl);
i:= re p la c e ( i,v a rl,v a lo r l) ;
end;
te rm in o F o rm u la (fo rm u la ,fo rm ,t1 ); 
if  H ayVarTD (t1  ,va rT D 1) 
then  begin
in s ta n te := E va lu a rT e rm in o (i); 
i f  H ayA sgT D (A rb ,va rT D 1  ,ins tan te ,va lo rT D ) 
then  begin
s tr(va lo rT D .re );
F 2 := fo rm + ,('+ rep lace(t1  ,varTD 1 ,re)+ ')'; 
h i  := n e w n o d o (F 2 )i,asg ,V ); 
new h ijo (n1 ,h1 );
P rocesa r(A rb ,h1 );
end
else begin
fo r  va lo rT D := m in (va rT D 1 ) to  m ax(va rT D 1)-1  do 
begin
s tr(va lo rT D .re );
F 2 := fo rm + '( '+ rep lace (t1  ,varTD 1 ,re)+ ')'; 
C op ia rA rbo l(A rb ,A rb1  tn1 ,nod1); 
A g rega rA rbo l(A rb1 );
A g rega rA sgTD (A rb1  ,varTD 1 .va lo rT D .ins tan te ); 
h i  := n e w n o d o (F 2 Ii tasg,V ); 
new h ijo (nod1 ,h1 );
P rocesar(A rb1 ,Arb1 A.ra iz); 
end;
s tr(m  a x (va  rTD  1), re );
F 2 := fo rm + '( '+ rep lace (t1  ,varTD 1 ,re)+ ')'; 
A g re g a rA sg T D (A rb ,va rT D 1 ,m a x (va rT D 1 ),ins tan te ); 
h i  := n e w n o d o (F 2 )i,asg ,V ); 
new h ijo (n1 ,h1 );
P rocesa r(A rb ,h1 ); 
end 
end 
e lse begin
{-------------------- M arcado  ------------------------------- }
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i f  p red ica d o T I(fo rm )
then  if  (V  and (N ot P (fo rm u la )))o r((N o t V) and P ( fo rm u la ) ) 
then  m a rcado := true  
e lse  m a rcado := fa lse  
e lse begin
in s ta n te := E va lu a rT e rm in o (i); 
if  V
then  begin 
cua l:=1 ; 
nocua l:= 2 ; 
end
else begin  
cua l:=2 ; 
nocua l:= 1 ; 
end;
va lu e := e va lu a rT e rm in o (t1 ); 
if  (( in s ta n te < = m a xT ) and (ins tan te> = m inT )) 
then  begin
if  N o t(A g rega rP I(cua l,A rb ,n1  .fo rm .ins tan te .va lue )) 
then  begin
m arcado := true ;
if  no t (F ueS aca d o d e P I(cu a l,fo rm ,in s ta n te ,va lu e )) 
then  begin
cop ia rA rbo l(A rb ,A rb1  ,n1 ,nod1);
A g rega rA rbo l(A rb1 );
S a ca rP I(n o cu a l,A rb ,fo rm .in s ta n te .va lu e ); 
a u xb o o l:= A g re g a rP i(cu a l,A rb ,n 1 ,fo rm .in s ta n te .va lu e ); 
P rocesar(A rb1 ,Arb1 A.ra iz); 
m arcado := fa lse ; 
end; 
end
else m arcado := fa lse ; 
end
e lse  begin
if  N o t(A g rega rP e (cua l,A rb ,n1  .fo rm ,va lue )) 
then  begin
m arcado := true ;
if  not (F ueS a ca d o D e P e (cu a l,fo rm ,va lu e )) 
then  begin
cop ia rA rbo l(A rb ,A rb1  ,n1 ,nod1);
A g rega rA rbo l(A rb1 );
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S aca rP e (n o cu a l,A rb ,fo rm , va lue ); 
a u xb o o l:= A g re g a rP e (cu a l,A rb ,n 1 ,fo rm ,va lu e ); 
P rocesar(A rb1 ,Arb1 A.ra iz); 
m a rcado := fa lse ; 
end; 
end
e lse  m a rcado := fa lse ; 
end;
end;
end;
end;
end;
P rocedure  P rocA nd (F 1 ,F 2 :s tr in g );
v a r  h1 ,h2 :p te ro ;
begin
w ith  nodA do 
begin
h i  :=new nodo(F1 .i.asg .V ); 
n e w h ijo (n o d .h l) ; 
h 2 := n e w n o d o (F 2 ,iIasg ,V ); 
new h ijo (nod ,h2);
P rocesa r(A rb ,h1 );
P rocesa r(A rb ,h2 );
end;
end;
P rocedure  P rocP t(n1 :p te ro ); 
v a r fo rm 2,t1  ,va lo rs tr:s tring ; 
ind ice ,k :in tege r; 
h ij:nodos; 
h1:p tero; 
aux:char; 
begin
w ith  n1A do 
begin
If fo rm u la [3 ]= '( '
then  t1 := co p y (fo rm u la ,4 ,le n g th (fo rm u la )-4 ) 
e lse t1 := co p y(fo rm u la ,3 ,2 5 5 ); 
i f  (fo rm u la [2 ]ln  va r ln fin ita s )
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then
begin
h i :=new nodo(t1  ,i,asg ,v); 
n e w h ijo (n 1 th1);
P rocesa r(a rb ,h1 );
end
else begin
fo r  in d ice := m in (fo rm u la [2 ]) to  m a x (fo rm u la [2 ]) do 
begin
s tr( in d ice .va lo rs tr);
fo rm 2 := re p la ce (t1 ,fo rm u la [2 ],va lo rs tr); 
h i  := n e w n o d o (fo rm 2 ,iIasg,V ); 
new h ijo (n1 ,h1 ); 
end;
h ij:= h ijos ; 
w h ile  h i j o n i l  do 
begin
P ro ce sa r(a rb ,h ijA.nodo);
h ij:= h ijA.sig;
end;
end;
end;
end;
P rocedure  P rocD is t(n1 :p te ro ); 
v a r in s ta n te .va lu e .m in T e m p .m a xT e m p iin te g e r; 
v a rT D I ,va rl2 ,va rl:ch a r; 
va lo rT D :in tege r;
a s g l.s tr l.s trT D J .in T e m p .fo rm .t l^ .o u tT e m p .re .n e w In s tis tr in g ;
h ij:nodos;
aux:char;
h1 ,nod1 :p te ro ;
a rb1 :a rbo l;
begin
w ith  n1A do 
begin
{—  O b tengo  S i(T 2 )— } 
if H a yV a rln f( i.va rl)  
then  begin
s tr(U n V a lo r(a sg ),s tr l);
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j:= re p la c e ( i,v a rl,s tr l)
end
else j:= i;
tom arte rm D is t(fo rm u la ,t1  ,t2); 
in s ta n te := E va lu a rT e rm in o (j); 
if  H ayV a rT D (t2 ,va rT D 1 )
then  if  H ayA sgT D (A rb ,va rT D 1  ,ins tan te ,va lo rT D ) 
then  begin
s tr(va lo rT D .re );
fo rm := '% ('+ t1  + 'I,+ rep lace (t2 ,va rT D 1  ,re)+ ')'; 
h i  := n e w n o d o (fo rm ,itasg ,\/); 
new h ijo (n1 ,h1 );
P rocesa r(A rb ,h1 );
end
else begin
fo r  va lo rT D := m in (va rT D 1 )+ 1  to  m a x (v a rT D I)  do 
begin
s tr(va lo rT D .re );
fo rm := '% ('+ t1  + 'I'+ re p lace (t2 ,va rT D 1  ,re)+ ')'; 
C op ia rA rbo l(A rb ,A rb1  ,n1 ,nod1);
A g rega rA rbo l(A rb1 );
A g rega rA sgTD (A rb1  ,varTD 1 .va lo rT D .ins tan te ); 
h i  —n e w n o d o ifo rm .i.a sg .V ); 
new h ijo (nod1 ,h1 );
P rocesar(A rb1 ,A rb1A.ra iz); 
end;
s tr(m in (va rT D 1 ),re );
fo rm := '% ('+ t1  +7 + re p la ce (t2 ,va rT D 1  ,re)+ ')'; 
A g re g a rA s g T D iA rb .v a rT D I.m in iv a rT D IJ .in s ta n te ); 
h i  ^n e w n o d o ifo rm .i.a s g .V ); 
new h ijo (n1 ,h1 );
P rocesa r(A rb ,h1 );
end
else begin  { i f  h a yva rT D ....}  
if  H a y V a rln f(t2 ,va rl2 ) 
then  begin 
if  t2[1
then  t2 := i+ t2  
e lse t2 := i+ '+ '+ t2 ;
O b te n e rT e m p ^ .D o m in io iv a r^ . in T e m p .o u tT e m p ) ;
w h ile  H a yyS a ca rln te rv a lo fln T e m p .v a r^ .m in T e m p .m a x T e m p J d o
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{ InT em p  so lo  puede te n e r in te rv a lo s } 
fo r  va lue := m inT e m p + 1  to  m axTem p-1  do 
begin
s tr(va lue .re );
N e w ln s t:= re p la ce (t2 ,va rl2 ,re );
asg1 := ";
A g re g a rU n V a lo r(a sg 1 ,va rl2 ,va lu e ); 
h i :=new nodo(t1 ,N ew lnst,asg1 ,V); 
new h ijo (n1 ,h1); 
end;
h i  :=new nodo(t1  ,t2 )O u tT em p ,V );
new h ijo (n1 ,h1 );
end
else If M asdeU nE lem (asg ) 
then  begin  
if t2 [1 ]= '- '
then  t2 := i+ t2  
e lse  t2 := i+ '+ '+ t2 ;
O b te n e rT  e m p(t2 ,asg ,in T  em p .o u tT  em p); 
w h ile  H a yyS a ca rln te rva lo fln T e m p .va rl.m in T e m p .m a xT e m p Jd o  
fo r  va lue := m inT e m p + 1  to  m axTem p-1  do 
begin
s tr(va lue .re );
N e w ln s t:= re p la ce (t2 ,va rl,re );
asg1 := ";
A g re g a rU n V a lo r(a sg 1 ,va rl,va lu e ); 
h i  :=new nodo(t1  ,N ew lnst,asg1 ,V); 
new h ijo (n1 ,h1); 
end;
h i  :=new nodo(t1  It2 )O u tT em p ,V );
new h ijo (n1 ,h1 );
end
else begin  
if  t2[1
then  t2 := j+ t2  
e lse  t2 := j+ '+ '+ t2 ; 
h i :=new nodo(t1  ,t2 Iasg,V ); 
new h ijo (n1 ,h1 ); 
end;
h ij:= h ijos ; 
w h ile  h i j o n i l  do
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begin
P ro ce sa r(a rb ,h ijA.nodo);
h ij:= h ijA.sig;
end;
end; { hay va rT D ....}
end;
end;
begin { de  P ro c e s a r}
if (nodA. p rocesado) 
then  begin
h ij:= n o d A.hijos; 
w h ile  ( h i jo n i l )  do 
begin
P ro ce sa r(A rb ,h ijA.nodo);
h ij:= h ijA.sig;
end;
end
else begin
nodA.p rocesado := true ; 
case nodA.fo rm u la [1 ] o f 
'- ':w ith  nodA do 
begin
fo rm 2 := c o p y (fo rm u la I2 ,255); 
to m a rte rm in o (fo rm 2 ,ta u x ); 
if  le n g th (ta u x )< le n g th (fo rm 2 )
then  beg in  { 2  té rm in o s  y el & }
t1 := '- '+ taux ;
t2 := co p y (fo rm u la ,le n g th (t1 )+ 2 ,2 5 5 );
P rocA nd(t1 ,t2 );
end
e lse  beg in  {1  té rm in o  y el - }
t1 := co p y (fo rm u la ,2 ,255); 
h i  :=new nodo(t1  ,i,asg ,no t(V )); 
n e w h ijo (n o d .h l) ;
P rocesa r(A rb ,h1 );
end;
end;
'# ':w ith  nodA do
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begin
fo rm 2 := c o p y (fo rm u la t3 ,leng th (fo rm u la )-2 ); 
to m a rte rm in o (fo rm 2 ,ta u x ); 
if  leng th (ta u x )< le n g th (fo rm 2 )
then  begin  { 2  té rm in o s  y el & }
t1 := fo rm u la [1 ]+ fo rm u la [2 ]+ ta u x ; 
t2 := co p y (fo rm u la ,le n g th (t1 )+ 2 ,2 5 5 ); 
P rocA nd(t1 ,t2 ); 
end
e lse  P rocP T (nod ); { 1  té rm in o  y el # }
end;
'( ':w ith  nodA do 
begin
to m a rte rm in o (fo rm u la ,ta u x ); 
if  le n g th (ta u x )< le n g th (fo rm u la )
then  begin  { 2  té rm in o s  y el & }
t1 := taux;
t2 := co p y (fo rm u la ,le n g th (t1 )+ 2 ,2 5 5 );
P rocA nd(t1 ,t2 );
end
e lse  begin  {1  té rm in o  entre  p a ré n te s is }
fo rm u la := co p y (ta u x ,2 ,(le n g th (ta u x )-2 )); 
p rocesado := fa lse ;
P rocesa r(A rb ,nod );
end;
end;
'% ':w ith  nodA do 
begin
fo rm 2 := c o p y (fo rm u la ,2 t255); 
to m a rte rm in o (fo rm 2 ,ta u x ); 
if  le n g th (ta u x )< le n g th (fo rm 2 )
then  begin  { 2  té rm in o s  y el & }
t1 := '% '+ taux;
t2 := co p y (fo rm u la ,le n g th (t1 )+ 2 ,2 5 5 );
P rocA nd(t1 ,t2 );
end
e lse  P rocD is t(nod ); { 1  té rm in o  y el d is t }
end;
e lse  w ith  nodA do 
begin
to m a rte rm in o (fo rm u la ,ta u x );
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i f  le n g th (ta u x )< le n g th (fo rm u la )
then  beg in  { 2  té rm in o s  y el & }
t1 := taux;
t2 := co p y (fo rm u la ,le n g th (t1 )+ 2 ,2 5 5 );
procAnd(t1  ,t2);
end
e lse  { fó rm u la  a tó m ic a }
P rocF A tom ica (nod );
end;
end;
end;
end;
end.
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Unidad Evaluar
{$ B -,F + ,G + 1l+ ,K + ,L + tN -IP - IQ + IS + IT -,V + ,W + ,X + ,Y + }
{$C  M O V E A B LE  D E M A N D LO A D  D IS C A R D A B LE }
U N IT  eva lua r;
{ D ado un árbo l, hace el p roceso de eva lu a c ió n }
IN TE R FA C E
Uses fra m e .te rm in o s .a rb o le s , con jun to ;
Function  M arcar(n1 :p te ro ):boo lean ;
{ D ado el nodo n 1 , m arca  el m ism o  y todos  los que están en tre  él y 
las fó rm u la s  a tó m ic a s .}
IM P LE M E N T A T IO N
Function  M arcar(n1 :p te ro ):boo lean; 
v a r t ie n e ln f,m a rc a n o d tm a rcah ij,d is :bo o lean ; 
h ij:nodos;
asgnod ,f2 ,t2 :s tring ;
a u x x h a r;
begin
w ith  n1A do 
if  h i jo s o n i l
then  if  (h ijosA.s ig=n il) 
then  begin  {1  so lo  h ijo }
m a rca n o d := m a rca r(h ijo sA.nodo); 
if  (no t m arcanod)
then  if  (( fo rm u la [1 ]= '# ')a n d (fo rm u la [2 ] In va rln fin ita s )) 
then  if  V  { Es va ria b le  in fin ita  y no está m a rc a d o }
then  m a rca n o d := (P o s (d o m in io (fo rm u la [2 ]),h ijo sA.nodoA.asg)=0) 
e lse  m a rca n o d := V a c io (h ijo sA.nodoA.asg) 
e lse asg := h ijo sA.nodoA.asg; 
end
else begin 
d is :=  fa lse ; 
if  ((fo rm u la [1  ]= '% ')) 
then  begin
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f2 := co p y (fo rm u la ,2 ,2 5 5 ); 
to m a rte rm in o (f2 ,t2 ); 
if  Ieng th (t2 )= leng th (f2 ) 
then  d is :=  true ; 
end; 
h ij:=h ijos ;
tie n e ln f:= (H a y V a rln f( i,a u x )) ; 
if  ((N o t(V ))o r d is) 
then  begin
m arcanod := tru e ;
asgn o d := 'xxx ';
w h ile  ( h i jo n i l )  do  {s ie m p re  hay al m enos un h ijo } 
beg in
m a rca h ij:=  M a rca r(h ijA.nodo); 
m a rca n o d := m a rca n o d  and m arcah ij; 
if  (no t m a rcah ij)and
(d is o r t ie n e ln f o r(H a y v a rln f(h ijA.nodoA.fo rm u la ,aux))) 
then  if  a sg n o d = 'xxx '
then  a sg n o d := h ijA.nodoA.asg 
e lse  asgno d := U n io n (a sg n o d ,h ijA.nodoA.asg); 
h ij:= h ijA.sig; 
end; 
end
else begin
m arcanod := fa lse ;
asgn o d := 'xxx ';
w h ile  ( h i jo n i l )  do  { m arco  todos  asi lo ve o  } 
begin
m a rca h ij:=  M a rca r(h ijA.nodo); 
m a rca n o d := m a rca n o d  o r m arcah ij; 
if  ((H a y v a rln f(h ijA.nodoA.fo rm u la ,a u x ))o r(tie n e ln f)) 
then  if  a s g n o d o 'x x x '
then  asg n o d := ln te rse cc io n (a sg n o d ,h ijA.nodoA.asg) 
e lse  asg n o d := h ijA.nodoA.asg; 
h ij:= h ijA.sig; 
end; 
end;
if  ((no t m a rc a n o d )a n d (a s g n o d o 'x x x ') )  
then  asg :=asgnod ; 
end
else m a rcanod := m a rcado ; { fo rm u la  a tdm ica  }
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n1A.m arcado:=m arcanod; 
Marcar:= m arcanod; 
end;
end.
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Unidad Arboles
{$ B -IF + ,G + 1I+ IK + IL+ ,N -,P -,Q + IS + )T -,V + ,W + IX + IY + }
{$C  M O V E A B LE  D E M A N D LO A D  D IS C A R D A B LE }
U N IT  arbo les;
{ C on tiene  las es truc tu ras  de  da tos  de los nodos y los á rbo les de l a lgo ritm o  
y todas  las fu n c io n e s  para m a n e ja r lo s .}
IN TE R FA C E
Uses w incrt, tram e ;
type
as ig T D = Aregas ig td ;
regas igTD  = record 
va ria b le :ch a r; 
v a lo r in te g e r; 
n n te g e r; 
s ig :as igT D ;
end;
p te ro= Anodo;
nodos=Aregnodos;
regnodos=  record 
nodo :p te ro ; 
s ig :nodos;
end;
nodo = record
fo rm u la :s tr in g ;
i:s tring ;
V :boo lean ;
asg:s tring ;
h ijos :nodos;
m arcado :bo o lean ;
p rocesado :boo lean ;
end;
ho jas=Aregho ja ;
regho ja=  record 
lea fs :nodos;
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v a lo r in te g e r;
s ig :ho jas;
end;
arb = record
asgTD  :asig td ;
P i:A rray  [T P re d T D ,m in T ..m a xT ] o f hojas; { p red icado  , t ie m p o  } 
P i_ :A rra y  [T P re d T D ,m in T ..m a xT ] o f hojas; { P i ' }
P e :A rray  [T P redT D ] o f hojas;
P e _ :A rra y  [T P redT D ] o f ho jas; { P e '} 
ra iz :p te ro ;
end;
árbo l = Aarb;
pa rb=AregArb; 
regA rb=  record 
nodo :A rbo l; 
s ig :parb ; 
end;
v a r
pri:parb;
P rocedure  A g re g a rA sg T D (A :a rb o l;v rb l:ch a r;v lr ,i:in te g e r);
{ A g rega  al á rbo l A  una as ignac ión  de la va ria b le  v rb l en el ins tan te  i con el v a lo r v lr .}
Function  H a yA sg T D (A :a rb o l;V T D :ch a r;j:in te g e r; V a r V a lue :in te ge r):boo lean ;
{ Se fija  si hay a lguna  as ignac ión , en el á rbo l A , en el ins tan te  j, de  la va ria b le T D  V TD .
Si hay as ignac ión , en tonces, d e v u e lv e  el v a lo r  de  la va ria b le  en va lué , si no, d e vu e lve  0}
Function AgregarPi(cual:integer;A:arbol;n:ptero;p:string;i:integer;vlr:integer):boolean;
{ A grega  al 'P i', según cua l, de l á rbo l A  de l p red icado  p en el ins tan te  i el v a lo r va lué  
y de ja  guardado  que nodo lo h izo  (n).
Los va lo re s  de cua l son: 1 :P i, 2 :P ¡_ ( o sea P i ') }
Function AgregarPe(cual:integer;A:arbol;n:ptero;p:string;vlr:integer):boolean;
{ A g rega  al 'Pe ', según cua l, de l á rbo l A  de l p red icado  p, 
el v a lo r va lué  y de ja  gua rdad o  que  nodo lo h izo (n).
Los va lo re s  de cua l son: 1 :Pe, 2 :P e _  ( o sea P e ') }
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P rocedure  S a ca rP I(cu a l:in te g e r;A :a rb o l;p :s tr in g ;i,v lr:in te g e r);
{ Saca y m arca  to d o s  los nodos de la as ignac ión  espec ificad a  en cua l, para el p red icado  A, 
en el ins tan te  i , con el v a lo r  v lr.
Los va lo res  de cua l son: 1:P i, 2 :P i_ .}
P rocedure  S a ca rP e (cu a l:in te g e r;A :a rb o l;p :s tr in g ;v lr:in te g e r);
{S aca  y m arca  todos  los nodos de la as ignac ión  espec ificada  en cual, 
para el p red icado  A ,con  el v a lo r v lr.
Los va lo re s  de cua l son: 1:Pe, 2 :P e _ .}
Function  F ue S a ca d o D e P I(cu a l:in te g e r;p :s tr in g ;i:in te g e r;v lr:in te g e r):b o o le a n ;
{ D evue lve  true  si, según cua l, al 'P i'.de l á rbo l A  de l p red icado  p en el ins tan te  i 
del v a lo r va lu é  se sacó a lguna  vez.
Los va lo re s  de  cua l son: 1 :P i, 2 :P i_ ( o sea P i ') }
Function  F ueS acad o D e P e (cu a l:in te g e r;p :s tr in g ;v lr:in te g e r):b o o le a n ;
{ A ná logo  pero para Pe y Pe '.}
Function  new nod o (fo rm ,j,a sg :s tr in g ;va l:b o o le a n ):p te ro ;
{crea  un nuevo  nodo y d e v u e lve  su p tero}
P rocedure  n e w h ijo (va r n1 ,n2 :p te ro );
{ agrega un nodo h ijo  n2 al nodo n1}
Function  c re a r(fo rm u la ,i:s tr in g ):a rb o l;
{ crea un árbo l con asgtd  v a c io }
P rocedure  C op ia rA rbo l(A 1  :a rb o l;V a r A 2 :a rbo l;n1  :p te ro ;V a r n2 :p tero);
{ cop ia  el á rbo l A1 en A 2  y d e v u e lve  en n2 el nodo que correspond ía  a n1}
P rocedure  A grega rA rbo l(A 1  :arbo l);
{ A grega  el á rbo l A1 }
P rocedure  ve rA rb o l(A :a rb o l);
{ M uestra  en pan ta lla  to d o s  los da tos  de  un á rb o l}
IM P LE M E N T A T IO N
v a r
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k:in teger;
j:T P re d T D ;
{ Ind ican que ya fue  sacado  de a lgún  á rbo l, y  po r lo ta n to  creado  en otro, 
los p red icados en los ins tan tes  y con los va lo re s  espec ificad os}
S acadoP i:A rra y  [T P re d T D ,m in T ..m a xT ] o f se t o f byte ; { p red icado  , t ie m p o  } 
S a ca d o P i_ :A rra y  [T P re d T D ,m in T ..m a xT ] o f se t o f byte; { P i ' }
S acadoP e :A rray  [T P redT D ] o f se t o f byte;
S aca d o P e _ :A rra y  [T P redT D ] o f se t o f byte ; { P e '}
{-------------------------------------------P R O C . Y  F U N C IO N E S  A U X IL IA R E S ---------------------------------}
Function  lgua lT iem po (t1  ,t2 :in tege r):b oo lean ; 
v a r  aux:boo lean ;
str1 ,s tr2 :s tring ; 
begin
lgua lT iem po := ((t1  = t2 )o r
(((t1 < m in T )o r(t1 > m a xT ))a n d ((t2 < m in T )o r(t2 > m a xT ))));
end;
Function  H a yP re d (H :h o ja s ;n :P te ro ;va r v lr:in te g e r):b o o le a n ;
V a r indrho jas; 
aux:nodos; 
sa l:boo lean ;
begin
ind:=h;
sa l:= fa lse ;
w h ile  ( ( in d o n il)a n d (N o t sa l)) do 
begin
a u x := in d A.leafs;
w h ile  ( ( a u x o n i l )  a n d (a u xA.nodo< >n)) do 
a u x := a u xA.sig;
if  ((a u x< > n il)a n d (a u xA.nodo= n)) 
then  begin 
sa l:= true ; 
v lr := in d A.va lo r; 
end;
in d := in d A.sig;
end;
H ayP red :=sa l;
end;
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P rocedure  A g re g a rP re d (V a r H :ho jas ;n :p te ro ;va lue :in tege r); 
v a r nue:nodos;
aux:ho jas;
begin
new (nue);
nueA.nodo:=n;
aux:=h;
w h ile  ((a u x< > n il)a n d (a u xA.va lo r< > va lu e )) do 
a u x := a u xA.sig;
if((a u x< > n il)a n d (a u xA.va lo r= va lu e )) 
then  nueA.s ig := a u xA.lea fs  
e lse begin  
nueA.s ig :=n il; 
new (aux); 
a u xA.va lo r:= va lu e ; 
a u xA.s ig :=h ; 
h :=aux; 
end;
au xA.lea fs := nue
{ }
P rocedure  A g rega rA rbo l(A 1  :arbo l); 
v a r aux:parb ; 
begin 
new (aux); 
auxA.nodo :=A 1; 
auxA.s ig :=pri; 
p ri:=aux; 
end;
Function  new nod o (fo rm ,j,a sg :s tr in g ;va l:b o o le a n ):p te ro ; 
v a r p :p tero; 
begin 
new(p);
pA.fo rm u la := fo rm ;
PA.i:= j;
pA.V :=va l;
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pA.asg:=asg;
pA.h ijos :=n il;
pA.m arcado := fa lse ;
P A. p ro cesado := fa  Ise ; 
new nodo:=p  
end;
Function  c re a r(fo rm u la ,i:s tr in g ):a rb o l; 
v a r
arb :a rbo l;
k :in teger;
j:T P re d T D ;
n1:p tero ;
begin
new (arb);
a rbA.asgTD :=n il;
fo r j:= m in P re d T D  to  m a xP re d T D  do 
begin
a rbA.pe [j]:= n il; 
a rbA.pe _ [j]:= n il; 
fo r  k := m in T  to  m a xT  do 
begin
arbA.p i[j,k ]:= n il;
a rbA.p i_ [j,k ]:= n il;
end;
end;
new (arbA.ra iz);
a r tA ra iz —n e w n o d o ífo rm u la .i/ '.tru e ); 
c re a r := a rb ; 
end;
P rocedure  n e w h ijo (va r n1 ,n2 :p te ro ); 
v a r  p :nodos; 
begin 
if  n1=n il
then  n1:=n2 
e lse begin 
new (p);
pA.s ig := n1A.hijos;
pA.nodo :=n2 ;
n1A.h ijos :=p ;
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end;
end;
P rocedure  A g re g a rA sg T D (A :a rb o l;v rb l:ch a r;v lr ,i:in te g e r); 
v a r aux :as igT D ; 
begin 
new (aux);
au xA.va ria b le := v rb l;
au xA.va lo r:= v lr;
auxA.i:= i;
auxA.s ig := A A.asgTD ;
A A.asgTD :=aux;
end;
Function  H a yA sg T D (A :a rb o l;V T D :ch a r;j:in te g e r;V a r V a lue :in te ge r):boo lean ; 
v a r pun t:as igTD ;
sa l,a fue ra :b oo lean ;
begin
pun t:= A A.asgTD ;
sa l:= fa lse ;
a fu e ra := (( j< m in T ) o r G >m axT)); 
w h ile  ( p u n to n i l )  and N ot(sa l) do 
w ith  pun tA do
if  (va ria b le = V T D )a n d ((i= j)o r(a fu e ra  a n d (( i< m in T )o r( i> m a x T )))) 
then  sa l:= true  
e lse p u n t:= p u n tA.sig;
if  sal
then  begin
V a lu e := p u n t\v a lo r ;
H ayA sgT D := true  
end 
e lse begin
V a lue := 0 ;
H ayA sgT D := fa lse
end;
end;
P rocedure  C op ia rA rbo l(A 1  :a rbo l;V a r A 2 :a rbo l;n1  :p te ro ;V a r n2 :p tero); 
v a r k :in teger; 
j:T P redT D ; 
narb:p tero ;
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P rocedure  C op ia rA sgTD (A 1 ,A 2 :a rbo l);
v a r p u n t,u lt,a ux :as igT D ;
begin
if  A 1 A.asgTD =n il 
then  A 2 A.asgT D :=n il 
e lse begin
pun t:= A 1A.asgTD ;
new (A 2A.asgTD );
A 2 A.asgTD A.va ria b le := p u n tA. va riab le ; 
A 2 A.asgT D A.va lo r:= p u n tA. va lo r; 
A 2 A.asgTD A.i:= p u n tA.i; 
A 2 A.asgT D A.s ig :=n il; 
u lt:= A 2 A.asgTD ; 
pun t:= p un tA.sig; 
w h ile  ( p u n to n i l )  do 
begin
new (aux);
au xA.va ria b le := p u n tA. va riab le ; 
au xA.va lo r:= p u n tA. va lo r; 
a u xA.i:= p u n tA.i; 
au xA.s ig :=n il; 
u ltA.s ig :=aux; 
u lt:=aux ; 
pu n t:= p u n tA.sig; 
end; 
end;
end;
P rocedure  C o p ia rN odo (n a ,p2 :p te ro ); 
v a r nb :p tero; 
k ,v lr:in tege r; 
j:T P re d T D ; 
proc:boo lean ; 
h ij:nodos;
begin 
i f  n a o n i l
then  w ith  naA do 
begin 
new (nb);
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nbA.fo rm u la := fo rm u la ;
nbA.i:= i;
nbA.V :=V ;
nbA.asg:=asg ;
nbA.h ijos := n il;
nbA.m arcado := m arca do ;
n bA. p ro ce sa d o := procesad o ;
if  na=n1
then  n2:=nb ;
if  naA.h ijos= n il {es una ho ja}
then  fo r  j:= m in P re d T D  to  m axP redT D  do 
begin
if  H ayP red (A 1A.pe [j],na ,v lr)
then  A g re g a rP re d (A 2 A.p e [j],n b Iv lr) 
e lse if  H ayP red (A 1A.p e _ [j],n a ,v lr) 
then  A g re g a rP re d (A 2 A.pe_ [j],n b ,v lr); 
fo r  k := m in T  to  m a xT  do
if  H ayP red (A 1A.p i[j,k ]tn a )v lr)
then  A g re g a rP re d (A 2 A.p i[j,k ],nb ,v lr) 
e lse if  H ayP red (A 1A.p i_ [jtk ],na ,v lr) 
then  A g re g a rP re d (A 2 A.p iJ j,k ],n b ,v lr ) ;
end; 
if  p2=n il
then  A 2 A.ra iz := nb  
e lse  new H ijo (p2 ,nb ); 
h ij:= h ijos ; 
w h ile  h i j o n i l  do 
begin
co p ia rN o d o (h ijA.nodo,nb);
h ij:= h ijA.sig;
end;
end
end;
begin
new (A2);
C op ia rA sgTD (A 1 ,A2); 
fo r  j:= m in P re d T D  to  m axP redT D  do 
begin
A 2 A.pe [j]:= n il;
A 2 A.pe _ [j]:= n il;
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fo r  k := m in T  to  m a xT  do 
begin
A 2 A.p i[j,k ]:= n il;
A 2 A.p i_ [j,k ]:= n il;
end;
end;
cop iarN odo(A1 A.ra iz ,n il) 
end;
Function  A g re g a rP i(cu a l:in te g e r;A :a rb o l;n :p te ro ;p :s tr in g ;i:in te g e r;v lr :in te g e r):b o o le a n ; 
v a r ind ice :T P redT D ; 
ind:ho jas;
cu a lP i,cua lN o P i:H o jas ; 
sa liboo lean ; 
begin 
if  p= 'C '
then  ind ice := C  
e lse ind ice :=D ; 
if  cual=1 
then  begin
c u a lP I:= A A.P i[in d ice ,i];
cu a lN o P i:= A A.P i_ [in d ice ,i];
end
else begin
c u a lP I:= A A.P i_ [in d ice ,i];
cu a lN o P i:= A A.P i[ind ice ,i];
end;
ind := cua lN oP I;
sa l:= fa lse ;
w h ile  ( ( in d o n i l )  and (N o t(sa l))) do 
begin
if  indA.v a lo r= v lr  
then  sa l:= true ; 
in d := in d A.sig; 
end; 
if  sal
then  A g re g a rP i:= fa lse  
e lse begin
A g re g a rP re d (cu a lP I,n ,v lr) ; 
if  cual=1
then  A A.P i[in d ice ,i]:= cu a lP I
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e lse  A A.P i_ [in d ice ,i]:= cu a lP I;
A g re g a rP i:= tru e ;
end;
end;
Function  A g re g a rP e (cu a l:in te g e r;A :a rb o l;n :p te ro ;p :s tr in g ;v lr:in te g e r):b o o le a n ; 
v a r ind ice :T P redT D ; 
ind:ho jas;
cua lP i,cua lN o P i:H o jas ; 
sahboo lean; 
begin 
if  p= 'C '
then  ind ice := C  
else ind ice := D ; 
if  cual=1 
then begin
cu a lP I:= A A.P e [ind ice ];
cu a lN o P i:= A A.P e_ [ind ice ];
end
else begin
c u a lP I:= A \P e _ [in d ic e ];
cu a lN o P i:= A A.P e[ind ice ];
end;
ind := cua lN oP I;
sa l:= fa lse ;
w h ile  ( ( in d o n i l )  and (N o t(sa l))) do 
begin
if  in d \v a lo r= v lr  
then  sa l:= true ; 
in d := in d A.sig; 
end; 
if  sal
then  A g re g a rP e := fa lse  
e lse begin
A g re g a rP re d (cu a lP I,n ,v lr); 
if  cual=1
then  A A.P e [ind ice ]:= cua lP I 
e lse A A.P e _ [in d ice ]:= cu a lP I;
A g rega rP e := true ;
end;
end;
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P rocedure  S a ca rP i(cu a l:in te g e r;A :a rb o l;p :s tr in g ;i,v lr :in te g e r); 
v a r  ind ice :T P redT D ; 
an t,aux ,cu a lP I:ho jas ; 
nod:nodos; 
begin 
if  p= 'C '
then  ind ice := C  
e lse  ind ice :=D ; 
if  cual=1 
then  begin
c u a lP I:= A A.P i[in d ic e ti];
sa ca d o P I[in d ice ti]:= sa ca d o P I[in d ice ,i]+ [v lr ];
end
else begin
cu a lP I:= A A.P i_ [in d ice ,i];
sa ca d o P I_ [in d ice ,i]:= sa ca d o P I_ [in d ice ,i]+ [v lr ];
end;
aux := cua lP I; 
an t:=cua lP I; 
w h ile  ( a u x o n i l )  do 
begin
if  au xA.v a lo r= v lr  
then  begin
n o d := a u xA.leafs; 
w h ile  ( n o d o n i l )  do 
begin
nodA.nodoA.m arcado := tru e ;
nod := n o d A.sig;
end;
if  aux= cua lP I 
then  i f  cual=1
then  A A.P i[in d ice ,i]:= a u xA.sig 
e lse  A A.P i_ [in d ic e ,i]:= a u x A.sig 
e lse  an tA.s ig := a u xA.sig; 
d ispose (aux); 
aux := n il; 
end
else begin 
an t:= aux; 
a u x := a n tA.sig
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end;
end;
end;
P rocedure  S a ca rP e (cu a l:in te g e r;A :a rb o l;p :s tr in g ;v lr:in te g e r); 
v a r ind ice :T P redT D ; 
a n t,aux ,cu a lP I:ho jas ; 
nod:nodos; 
begin 
if  p= 'C '
then  ind ice := C  
e lse ind ice := D ; 
if  cual=1 
then begin
cu a lP I:= A A.P e [ind ice ];
sa ca d o P e [in d ice ]:= sa ca d o P e [in d ice ]+ [v lr];
end
else begin
c u a lP I:= A A.P e_ [ind ice ];
sa ca d o P e _ [in d ice ]:= sa ca d o P e _ [in d ice ]+ [v lr ];
end;
aux := cua lP I; 
an t:=cua lP I; 
w h ile  ( a u x o n i l )  do 
begin
if  a u xA.v a lo r= v lr  
then  begin
n o d := a u xA.leafs; 
w h ile  ( n o d o n i l )  do 
begin
nodA.nodoA.m arcado := true ;
n o d := n odA.sig;
end;
if  a ux= cua lP I 
then  if  cual=1
then  A A.P e [in d ice ]:= a u xA.sig 
e lse A A.P e _ [in d ice ]:= a u xA.sig 
e lse  a n tA.s ig := a u xA.sig; 
d ispose (aux); 
a ux := n il; 
end
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e lse  begin  
an t:=aux; 
a u x := a n tA.sig 
end;
end;
end;
Function  F u e S a ca d o D e P i(cu a l:in te g e r;p :s tr in g ;i:in te g e r;v lr:in te g e r):b o o le a n ;
v a r ind ice :T P redT D ;
begin 
if  p - C '
then  ind ice := C  
else ind ice :=D ; 
if  cual=1
then  F ueS acad oD eP i:=  (v lr  IN sacad o P i[in d ice ,i]) 
e lse F u e S a ca d o D e P i:= (v lr  IN sa ca d o P i_ [in d ice ,i]);
end;
Function  F u e S a ca d o D e P e (cu a l:in te g e r;p :s tr in g ;v lr:in te g e r):b o o le a n ;
v a r ind ice :T P redT D ;
begin 
if  p= 'C ’
then  ind ice := C  
e lse ind ice :=D ; 
if  cual=1
then  F ueS acad oD eP e :=  (v lr  IN sacadoP e [ind ice ]) 
e lse F u e S a ca d o D e P e := (v lr IN saca d o P e _ [in d ice ]);
end;
P rocedure  ve rA rb o l(A :a rb o l);
v a r  sangria :s tring ; 
k :in teger; 
aux:ho jas; 
j:T P redT D ; 
a u x c h a rc h a r; 
pun tasg :as igTD ;
P rocedure  V e ras igP red (s tr:s tr ing ;H :ho jas );
begin 
if  h<>n il 
then  begin
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w rite  (str, k ,' , a uxch a r, ')= {'); 
w h ile  (h < > n il) do 
begin
w rite (H A.v a lo r , ' '); 
h := h A.sig; 
end;
w rite  In ('}'); 
end;
end;
P rocedure  V e ras igP e (s tr:s tr ing ;H :ho jas ); 
begin 
if  h o n i l  
then  begin
w rite is tr/O .a u x c h a r,')={'); 
w h ile  ( h o n i l )  do 
begin
w rite (H A.v a lo r , ' '); 
h := h A.sig; 
end;
w rite  In ('}'); 
end;
end;
P rocedure  ve rnodo (p :p te ro ;sang :s tr ing ); 
v a r k :in teger;
punt:nodos;
begin
w rite (sang ,'_____ ',pA.fo rm u la );
w r i te ( ', ’,pA.i); 
w r i te ( ', \ p A.\/); 
if  pA.asg="
then w r i te ( ', {}') 
e lse w r i te ( ', \ p A.asg); 
if  pA.m arcado  
then w rite ln (' * ')  
e lse w rite ln (' B'); 
pun t:= pA.hijos; 
w h ile  p u n to n i l  do 
begin
if  pun tA.s ig=n il
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then  ve rN o d o (p u n tA.nodo ,sang+ ' ') 
e lse ve rN o d o (p u n tA.nodo ,sang+ ' | '); 
p un t:= p un tA.sig; 
end;
end;
begin
clrscr;
w rite ln ;
w r ite ln ( '= = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =  A R B O L==================================,);
w rite ln ;
if  A A.asgT D <>n il 
then  begin
w rite ln  ('A s ign ac iones  TD '); 
pu n ta sg :=A A. a sg T D ; 
w h ile  p u n ta s g o n il  do 
begin
w rite (' ',p u n ta sg A.v a r ia b le ,- ') ;  
w rite (p u n ta sg A. va lo r); 
w rite ( ' en ' )p un tasgA.i,','); 
p u n tasg := pun tasgA.sig; 
end; 
w rite ln ; 
end;
fo r  j:= m in P re d T D  to  m a xP re d T D  do 
begin 
if  j= C
then  a u xcha r:= 'C ' 
e lse  auxcha r:= 'D ';
V e rA s igP e (' Pe ',A A.pe[j]);
V e rA s igP e(' P e '"1A A.pe_ [j]); 
fo r  k := m in T  to  m a xT  do 
begin
V e rA s ig P re d (' P ',A A.p i[ jIk]);
V e rA s igP red (' P '" ,A A.p i_ [j,k ]); 
end; 
end; 
w rite ln ;
w rite ln  (’ ----------------------------------- N O D O  S ---------------------------------- ');
w rite ln ;
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ve m o d o (A A.ra iz ,");
end;
begin { In ic ia liz a c io n }
fo r j:= m in P re d T D  to  m axP redT D  do 
begin
S a ca d o P e _ [j]:= []; 
S aca d o P e [j]:= []; 
fo r  k := m in T  to  m a xT  do 
begin
S acadoP i[j,k ]:=D ;
S a c a d o P iJ j.k ] :^ ] ;
end;
end;
end.
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Unidad Conjunto
{$ B -1F + ,G + Il+ IK + ,L + ,N -1P -,Q + IS + ,T -IV + IW + tX + IY + } 
{$C  M O V E A B LE  D E M A N D LO A D  D IS C A R D A B LE }
U N IT  con jun to ;
{ C on tiene  el m ane jo  de  los con jun tos  exp resados por com prenc ión .
Un con jun to  es un s tring  que tie n e  un va lo r, y /o  un lím ite , y /o  un 
in te rva lo , todos  sepa rados po r un b lanco  y los lím ites  están expresados 
con el s igno < . }
IN TE R FA C E
uses te rm in o s {,s tru c tu r} ,tra m e ; { D ife renc ia  con el de HC es tra m e  en v e z  de  s truc tu r}
P rocedure  O b te n e rT e m p (te rm ,co n j:s tr in g ;V a r inT em p ,ou tT em p :s trin g );
{ Dado el te rm in o  te rm  se ob tiene  en inT em p  y o u tT em p  los va lo re s  de la 
va riab le  in fin ita , que pertenecen  a asg, ta l que el té rm in o  te rm  está 
den tro  y fue ra  de  T f  re sp e c tiva m e n te .}
Function  U nV a lo r(con j:s tr in g ):in tege r;
{ D ado un con jun to , d e v u e lv e  un v a lo r de l m ism o}
P rocedure  A g re g a rU n V a lo r(V a r con j:s tring ; va ria b le :ch a r;va lo r:in te g e r);
{ A g rega  a un con jun to  el v a lo r  dado  }
Function  H a y yS a ca rln te rva lo (V a r con j:s tring  ;va riab le :cha r; V a r m in lim ,m a x lim :in te g e r):b o o le a n ; 
{S e fija  si hay un in te rva lo  en con j y lo saca }
Function  L im ite ln f(co n j:s tr in g  ; V a r m in lim :in te g e r):b o o le a n ;
{ D evue lve  T rue  si hay a lgún lím ite  in fe rio r en con j; y en m in lim  d e vu e lve  
su va lo r}
Function  L im ite S u p (co n j:s tr in g  ; V a r m ax lim :in te g e r):b o o le a n ;
{ D evue lve  T rue  si hay a lgún lím ite  uspe rio r en con j; y en m ax lim  d e vu e lve  
su va lo r}
Function  M asD eU nE lem (con j:s trin g ):boo lean ;
{D e vu e lve  T rue  si hay m ás de un e lem en to  en con j}
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Function  V ac io (co n j:s tr in g ):b o o le a n ;
{D e vu e lve  fa lse  si hay al m enos un e lem en to  en con j, y  true  en caso con tra rio }
P rocedure  A g re g a rln te rv a lo (V a r co n jis tr in g iv a r ia b le ic h a n m in .m a x iin te g e r);
{S e fija  si hay a lgún in te rva lo  en con j para la va ria b le  y d e v u e lve  en m in 
y m ax  sus va lo re s  lím ite s }
Function  U nion(con j1  Icon j2 :s tr ing ):s tr ing ;
{ Dado los con jun tos  str1 y s tr2  d e v u e lv e  su un ión}
Function  ln te rsecc ion(con j1  ,con j2 :s tring ):s tring ;
{ D ado los con jun to s  str1 y s tr2  d e v u e lv e  su in te rsecc ión }
IM P LE M E N T A T IO N
{--------------------P R O C E D IM IE N T O S  A U X IL IA R E S ------------------------------- }
Function  m inV a l(v1  ,v2 :in te g e r):in te g e r;
begin
if  v 1 < = v2
then  m inva l:= v1  
e lse m in va l:= v2 ;
end;
Function  m axV a l(v1  ,v2 :in te g e r):in te g e r;
begin
if  v1 > = v2
then  m axva l:= v1  
e lse m a xva l:= v2 ;
end;
{ }
Function  U nV a lo r(con j:s tr in g ):in tege r; 
v a r  s tr1 :s tring ;
ind ,v a lo r i ,code :in teger; 
begin
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i f  c o n jo "  
then  begin 
ind:=1;
w h ile  (( in d < = le n g th (co n j)) and (N o t(o rd (co n j[in d ])ln [4 8 ..5 7 ]))) do 
ind := ind+ 1 ; 
str1
w h ile  ((ind < = le n g th (co n j)) and (o rd (co n j[in d ])ln [4 8 ..5 7 ])) do 
begin
s tr1 := s tr1 + co n j[in d ]; 
in d := in d + 1 ; 
end;
va l(s tr1 ,va lo r1 ,co d e ); 
if  ((ind = le n g th (co n j)+ 1 ) o r (con j[ind ]< > '< ')) 
then  U nV a lo r:= va lo r1 -1  { es un m á x im o  } 
e lse U n V a lo r:= v a lo r1 + 1 ; { es un m ín im o  o un in te rva lo }
end;
Function  M asD eU nE lem (con j:s trin g ):boo lean ; 
v a r str1 ,s tr2 ,str3 : s tring ;
in d .v a lo r l.v a lo i^ .c o d e .a u x to tiin te g e r; 
auxboo l:boo lean ; 
begin 
if  con j= "
then  m asD e U n E le m := fa lse  
e lse begin
a uxboo l:= fa lse ;
aux to t:= 0 ;
ind :=1;
w h ile  (( in d < = le n g th (co n j))a n d (N o t auxboo l)) do 
begin
w h ile  (( ind< = len g th (con j)) and (N o t(o rd (co n j[in d ])ln [4 8 ..5 7 ]))) do 
ind := ind+ 1 ; 
s tr2 := ";
w h ile  (( ind< = len g th (con j)) and (o rd (co n j[in d ])ln [4 8 ..5 7 ])) do 
begin
s tr2 := s tr2 + co n j[in d ];
ind := ind+ 1 ;
end;
va l(s tr2 ,va lo r1  .code);
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i f  (( in d = le n g th (co n j)+ 1 )o r(co n j[in d ]< > ,< ,)o r( in d + 2 > = le n g th (co n j))o r(co n j[in d + 2 ]< > '< '))  
then  au xb o o l:= tru e  { es un m á x im o  o un m ín im o  }
e lse begin  { es un in te rv a lo } 
s tr3 := "; 
ind := ind + 3 ;
w h ile  (( in d < = le n g th (co n j)) a n d (o rd (co n j[in d ])ln [4 8 ..5 7 ])) do 
begin
s tr3 := s tr3 + co n j[in d ];
ind := ind + 1 ;
end;
va l(s tr3 ,va lo r2 ,co d e ); 
if  (va lo r2 -va lo r1 -1 + a u x to t)> 1  
then  au xb o o l:= tru e  
e lse  a u x to t:= a u x to t+ v a lo r2 -v a lo r1 -1 ; 
end;
end;
M asD eU nE lem := a uxboo l;
end;
end;
Function  V a c io (con j:s tr ing ):boo lean ; 
v a r str1 ,s tr2 ,s tr3 :s tring ; 
in d .v a lo r l.v a lo ^ .c o d e .a u x to t iin te g e r ; 
auxboo l:boo lean ; 
begin 
if  con j= "
then  va c io := fa lse  
e lse begin
auxboo l:= true ; 
in d := 1 ;
w h ile  ((in d < = le n g th (co n j))a n d (a u xb o o l)) do 
begin
w h ile  (( in d < = le n g th (co n j)) and (N o t(o rd (co n j[in d ])ln [4 8 ..5 7 ]))) do
ind := ind+1 ;
s tr2 := ";
w h ile  (( in d < = le n g th (co n j)) and (o rd (co n j[in d ])ln [4 8 ..5 7 ])) do 
begin
s tr2 := s tr2 + co n j[in d ];
ind := ind + 1 ;
end;
130
Prototipo de Generación de Modelos.
va l(s tr2 ,va lo r1  .code);
if  (( in d = le n g th (co n j)+ 1 )o r(co n j[in d ]< > '< ')o r(in d + 2 > = le n g th (co n j))o r(co n j[in d + 2 ]< > '< ')) 
then  auxb o o l:= fa lse  { es un m á x im o  o un m ín im o  } 
e lse  begin  { es un in te rva lo  } 
s tr3 := "; 
ind := ind+ 3 ;
w h ile  (( ind< = len g th (con j)) and (o rd (co n j[in d ])ln [4 8 ..5 7 ])) do 
begin
s tr3 := s tr3+ con j[ind ];
ind := ind+1 ;
end;
va l(s tr3 ,va lo r2 ,co d e ); 
i f  (va lo r2 -va lo r1 -1 )> = 1  
then  auxboo l:= fa lse ; 
end;
end;
V ac io := a u xb o o l;
end;
end;
Function  H a y yS a ca rln te rva lo (V a r con j:s tring  ;va riab le :cha r; V a r m in lim ,m a x lim :in te g e r):b o o le a n ; 
v a r out2,str1 ,s tr2 :s tring ; 
ind ,ind2 ,code :in tege r;
begin
o u t2 :-c '+ v a r ia b le + 'c ';
ind := pos(ou t2 ,con j); 
if  ind<>0
then  begin 
ind2 := ind+ 3 ; 
str1 :=";
w h ile  ((ind 2 < = le n g th (co n j)) and (o rd (con j[in d 2 ])ln [4 8 ..5 7 ])) do 
begin
s tr1 := s tr1 + co n j[in d 2 ];
in d2 := in d2+ 1 ;
end;
ind := ind -1 ;
s tr2 := ";
w h ile  ((ind> 0 ) and (o rd (co n j[in d ])ln [4 8 ..5 7 ])) do 
begin
s tr2 := co n j[in d ]+ s tr2 ;
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ind := ind -1 ;
end;
v a K s ti^ .m in lim .co d e ); 
va l(str1  ,m a x lim ,co d e );
de le te (co n j,in d + 1 ,le n g th (s tr1 )+ le n g th (s tr2 )+ 3 );
H a yyS a ca rln te rva lo := tru e ;
end
else H a yyS a ca rln te rva lo := fa lse ;
end;
Function  L im ite ln f(co n j:s tr in g  ; V a r m in lim :in te g e r):b o o le a n ; 
v a r auxs tns tring ; 
ind ,ind2 ,code :in tege r; 
auxboo l:boo lean ; 
begin
in d := p o s ('< 'tcon j); 
auxboo l:= fa lse ; 
w h ile  ind< > 0  do
if ((conj[ind+1]ln Varlnfinitas)and((length(conj)=ind+1)or(conj[ind+2]<>'<'))) 
then begin 
auxstr:-'; 
ind2:=ind-1; 
repeat
a u xs tr:= co n j[in d 2 ]+ a u xs tr;
ind2 := ind2 -1 ;
until ( ( in d 2 = 0 )o r(c o n j[ in d 2 ]= ''));
v a l(a u xs tr,m in lim ,co d e );
auxboo l:= true ;
ind :=0;
end
else begin
d e le te (con j,ind ,2 );
in d := p o s ('< \co n j);
end;
L im ite ln f:= a u xb o o l;
end;
Function  L im ite S u p (co n j:s tr in g  ; V a r m a x lim :in te g e r):b o o le a n ; 
v a r auxs tns tring ; 
ind ,ind2 ,code :in tege r;
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auxboohboo lean ;
begin
in d := p o s ('< \co n j); 
auxboo l:= fa lse ; 
w h ile  ind< > 0  do
if (co n j[in d -1 ]ln  V a rln fin ita s ) 
then begin 
a u x s t r : - ';  
ind2 := ind+ 1 ; 
repea t
auxs tr:= a u xs tr+ co n j[in d 2 ];
ind2 := in d2+ 1 ;
until (( ind2= len g th (con j)+ 1 ) o r N o t(o rd (con j[ind 2 ])IN  [48 ..57 ])); 
if  ((ind2 = le n g th (co n j)+ 1 ) o r (con j[ind2 ]< > '< ')) 
then  begin
va  I (a uxst r , m axl i m , cod e);
auxboo l:= true ;
ind :=0;
end
else begin
d e le te (con j,ind ,2 ); 
in d —p o s ^ '.c o n j) ;  
end; 
end 
e lse begin
de le te (co n j,in d ,2 );
in d ^ p o s ^ '. c o n j) ;
end;
L im ite S u p := a u xb o o l;
end;
P rocedure  A g re g a rL im ln f(V a r co n j:s tr in g ;va ria b le :ch a r;m in :in te g e r); 
v a r s t r i  ,s tr2 ,s tr3 :s tnng ;
ind, v a lo r i Iva lo r2 ,co d e ,lo n g ,lo n g 2 :in te g e r; 
begin
s tr (m in .s tr l) ;
s t r i  :=str1 + '< '+ va ria b le ;
if  con j= "
then  con j:=str1  
e lse begin
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con j:= s tr1 + ' '+con j; 
ind := len g th (s tr1 )+ 1 ; 
w h ile  (in d < = le n g th (co n j)) do 
begin
w h ile  (( in d < = le n g th (co n j)) and (N o t(o rd (co n j[in d ])ln [4 8 ..5 7 ]))) do 
ind := ind + 1 ; 
s tr2 := ";
w h ile  (( in d < = le n g th (co n j)) a n d (o rd (co n j[in d ])ln [4 8 ..5 7 ])) do 
begin
s tr2 := s tr2 + co n j[in d ];
ind := ind + 1 ;
end;
va l(s tr2 ,va lo r1  ,code); 
if  ((in d = le n g th (co n j)+ 1 ) o r (co n j[in d ]< > '< ')) 
then  beg in  { es un m á x im o  } 
if  (va lo r1 > m in )
then  co n j:= D o m in io (va ria b le ); 
end
else if  (( in d + 2 > = le n g th (co n j)) o r (co n j[in d + 2 ]< > '< ')) 
then  { es un m ín im o  } 
if  (va lo r1>  m in) 
then  begin
long := le ng th (s tr2 )+ 3 ;
de le te (co n j,in d -1 -le n g th (s tr2 ),lo n g );
ind := ind -lo ng ;
end
e lse  begin  
s tr(m in ,s tr1 ); 
s tr1 := s tr1 + ,< '+ va ria b le + ' 
long := le ng th (s tr1 ); 
de le te íco n j.p o s ís tM .co n jJ .lo n g ); 
ind := ind -lo ng ; 
m in := va lo r1 ; 
end
e lse  beg in  { es un in te rv a lo } 
s tr3 := "; 
ind := ind + 3 ;
w h ile  ((ind < = le n g th (co n j)) a n d (o rd (co n j[in d ])ln [4 8 ..5 7 ])) do 
begin
s tr3 := s tr3 + co n j[in d ];
ind := ind + 1 ;
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end;
end;
end;
va l(s tr3 ,va lo r2 ,co d e ); 
if  m in<va lo r1  
then  begin
lo ng := le ng th (s tr3 )+ leng th (s tr2 )+ 3 ;
d e le te (con j,ind -long ,long );
ind := ind -long ;
end
else if  m in < va lo r2  
then  begin
lo n g := le n g th (s tr3 )+ 1 ;
de le te (con j,ind -long ,long );
s tr (m in .s tr l) ;
str1 :=str1 + '< '+ v a r ia b le + ''; 
long2 := leng th (s tr1 ); 
de le te (con j,pos (s tr1 ,con j),long2 ); 
m in := va lo r1 ; 
ind := ind -lo ng -long2 ; 
end;
end;
end;
P rocedure  A g re g a rL im S u p (V a r co n j:s tr in g ;va ria b le :ch a r;m a x :in te g e r); 
v a r s t r i  ,s tr2 ,s tr3 :s tring ;
ind, v a lo r i tv a lo r2 ,c o d e ,lo n g )long2 :in tege r; 
begin
s tr(m ax,s tr1 );
s t r i  := va riab le+ '< '+ s tr1  ;
if  con j= "
then con j:=str1  
e lse begin
con j:= s tr1 + ' '+con j; 
ind := len g th (s tr1 )+ 1 ; 
w h ile  (ind< = le n g th (co n j)) do 
begin
w h ile  (( ind< = len g th (con j)) and (N o t(o rd (co n j[in d ])ln [4 8 ..5 7 ]))) do 
ind := ind+ 1 ; 
s tr2 := ";
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w h ile  (( in d < = le n g th (co n j)) a n d (o rd (co n j[in d ])ln [4 8 ..5 7 ])) do 
begin
s tr2 := s tr2 + co n j[in d ];
ind := ind+ 1 ;
end;
va l(s tr2 ,va lo r1  .code); 
if  (( in d = le n g th (co n j)+ 1 ) o r (con j[ind ]< > '< ')) 
then  { es un m á x im o  }
if(va lo r1 <  m ax) 
then  begin
long := le ng th (s tr2 )+ 3 ;
de le te (co n j.in d -lo n g .lo n g );
ind := ind -lo ng ;
end
e lse  begin  
s tr (m a x .s tr l) ;  
s tr1 := v a r ia b le + ,< '+ s tr1 + ''; 
long := le ng th (s tr1 ); 
d e le te (co n j,p o s (s tr1 ,co n j)tlong); 
ind := ind -lo ng ; 
m a x := va lo r1 ; 
end
else if  (( in d + 2 > = le n g th (co n j)) o r (con j[ind+ 2 ]< > '< ')) 
then  if  (va lo r1 < m a x ) { es un m ín im o  } 
then  co n j:= D o m in io (va ria b le ) 
e lse  ind := ind + 2  
e lse  beg in  { es un in te rv a lo } 
s tr3 := "; 
ind := ind + 3 ;
w h ile  (( in d < = le n g th (co n j)) a n d (o rd (co n j[in d ])ln [4 8 ..5 7 ])) do 
begin
s tr3 := s tr3 + co n j[in d ];
ind := ind+ 1 ;
end;
va l(s tr3 ,va lo r2 ,co d e ); 
if  m a x> va lo r2  
then  begin
long := le ng th (s tr3 )+ leng th (s tr2 )+ 3 ;
d e le te ico n j.in d -lo n g .lo n g );
ind := ind -lo ng ;
end
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end;
end;
end;
e lse if  m ax>va lo r1  
then  begin
long := le ng th (s tr2 )+ 1 ; 
d e le te (con j,ind -long -leng th (s tr3 )-2 ,lo ng ); 
s tr (m a x .s tr l) ;  
str1 :=va riab le+ '< '+ s tr1  + '' ;  
long2 := leng th (s tr1 ); 
d e le te (con j,pos (s tr1 ,con j),long2 ); 
m ax := va lo r2 ; 
ind := ind -lo ng -long2 ; 
end;
end;
P rocedure  A g re g a rln te rv a lo (V a r co n j:s tr in g ;va ria b le :ch a r;m in ,m a x :in te g e r); 
v a r str1 ,s tr2 ,s tr3 ,s tr4 :s tring ;
in d ,v a lo r1 ,v a lo r2 Ilo n g tcode :in tege r; 
poner: boo lean; 
begin
s tr(m in ,s tr1 ); 
s tr(m ax ,s tr4 ); 
if  con j= " 
then  begin 
s tr(m in ,s tr1 ); 
s tr(m ax ,s tr4 );
co n j:= s tr1 + '< '+ va ria b le + '< '+ s tr4 ;
end
else begin 
ind :=1; 
pone r:= true ;
w h ile  ((ind < = le n g th (co n j)) and (poner)) do 
begin
w h ile  (( ind< = len g th (con j)) and (N o t(o rd (co n j[in d ])ln [4 8 ..5 7 ]))) do 
ind := ind+ 1 ; 
s tr2 := ";
w h ile  (( ind< = len g th (con j)) and (o rd (co n j[in d ])ln [4 8 ..5 7 ])) do 
begin
s tr2 := s tr2+ con j[ind ];
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ind := ind+ 1 ;
end;
va l(s tr2 ,va lo r1  .code); 
i f  ((in d = le n g th (co n j)+ 1 ) o r (con j[ind ]< > '< ')) 
then  { es un m á x im o  }
if  (m a x< va lo r1 ) 
then  pone r:= fa lse  
e lse  begin  
if  m in<va lo r1  
then  begin  
pone r:= fa lse ;
A g re g a rL im S u p (co n j,va ria b le ,m a x ); 
end; 
end
e lse  if  (( in d + 2 > = le n g th (co n j)) o r (con j[in d + 2 ]< > '< ')) 
then  if  (va lo r1 < m in ) { e s u n  m ín im o }  
then  pone r:= fa lse  
e lse  begin
if  (va lo r1 < m a x) 
then  begin 
pone r:= fa lse ;
A g re g a rL im ln ffco n j.va ria b le .m in );
end;
end
else beg in  { es un in te rv a lo } 
s tr3 := "; 
ind := ind + 3 ;
w h ile  ((in d < = le n g th (co n j)) a n d (o rd (co n j[in d ])ln [4 8 ..5 7 ])) do 
begin
s tr3 := s tr3 + co n j[in d ];
ind := ind+ 1 ;
end;
va l(s tr3 ,va lo r2 ,co d e ); 
i f  (m in < va lo r1 ) 
then  begin
if  (m a x> va lo r1 ) 
then  begin
long := le ng th (s tr2 )+ leng th (s tr3 )+ 3 ;
de le te (co n j,in d -lo n g ,lo n g + 1 );
s tr (m a x .s tr l) ;
ind := ind -lo ng -1 ;
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i f  (m a x< va lo r2 ) 
then  m ax := va lo r2 ; 
end; 
end
else if  (m a x< va lo r2 ) 
then  pone r:= fa lse  
e lse
if  (m in< va lo r2 ) 
then  begin
lo ng := le ng th (s tr2 )+ leng th (s tr3 )+ 3 ;
de le te (con j,ind -long ,long+ 1 );
s tr(m ax ,s tr1 );
ind := ind -long -1 ;
m in := va lo r1 ;
end;
end;
end; 
if  pone r 
then  begin  
s tr(m in ,s tr1 ); 
s tr(m ax ,s tr4 );
co n j:= co n j+ ' '+str1 + ,< '+ va ria b le + '< ,+str4 ; 
end;
end;
end;
P rocedure  A g re g a r lln V a lo r(V a r con j:s tring ; va ria b le :ch a r;va lo r:in te g e r); 
begin
A grega r! n te rv a lo (c o n jpva ria b le ,va lo r-1 ,va lo r+ 1 ); 
end;
Function  ln te rsecc ion (con j1  ,con j2 :s tring ):s tring ; 
v a r co n j,s tr2 Is tr3 ,auxcon j:s trin g ;
in d )va lo r1 ,v a lo r2 ,c o d e Im in 2 lm ax2 :in tege r;
va rln f:ch a r;
begin
if (co n j1 = ")o r(co n j2 = ") 
then ln te rse cc io n := "
139
TRIO' : O como....
else begin 
ind :=1; 
con j:= ";
w h ile  (ind < = le n g th (co n j1 )) do 
begin
w h ile  ((¡nd< = leng th (con j1 )) and (N o t(o rd (co n j1 [in d ])ln [4 8 ..5 7 ]))) do 
begin
if  con j1 [ind ] In v a r ln fin ita s  
then  va rln f:= co n j1 [in d ]; 
ind := ind + 1 ; 
end; 
s tr2 := ";
w h ile  ((in d < = le n g th (co n j1 )) a n d (o rd (co n j1 [in d ])ln [4 8 ..5 7 ])) do 
begin
s tr2 :=s tr2+con j1  [ind]; 
ind := ind+ 1 ; 
end;
va l(s tr2 ,va lo r1  .code);
if  ((in d = le n g th (co n j1 )+ 1 ) o r (con j1 [ind ]< > '< ')) 
then  begin  { es un m á x im o  }
if  L im ite S u p (co n j2 ,m a x2 )
then  A g re g a rL im S u p (co n j,va rln f,m in va l(va lo r1  ,m ax2)); 
if  ( (L im ite ln f(co n j2 ,m in 2 ))a n d (va lo r1 > m in 2 + 1 )) 
then  A g re g a rln te rv a lo (c o n j,v a r ln flm in2 ,va lo r1 ); 
a u xcon j:= con j2 ;
w h ile  H a yy S a c a rln te rv a lo (a u x c o n j,v a r ln flm in 2 Im ax2) do 
i f  va lo r1> m in2 + 1
then  A g re g a rln te rv a lo (c o n j,v a r ln fIm in2 ,m in va l(va lo r1  ,m ax2)); 
end
else begin
va rln f:= co n j1 [in d + 1 ];
if  ((in d + 2 > = le n g th (co n j1 )) o r (con j1 [ind+ 2 ]< > '< ')) 
then  begin  {es un m ín im o }
if  (L im ite S u p (co n j2 ,m a x2 )a n d (va lo r1 < m a x2 -1 )) 
then  A g re g a rln te rva lo (co n j,va rln f,va lo r1  tm ax2); 
if  L im ite ln f(co n j2 ,m in 2 )
then  A g re g a rL im ln f(c o n jIv a r ln f,m a x v a l(m in 2 )va lo r1 )); 
auxco n j:= co n j2 ;
w h ile  H a y y S a c a rln te rv a lo (a u x c o n j,v a r ln fIm in2 ,m ax2 ) do 
i f  va lo r1< m ax2 -1
then Agregarlntervalo(conjIvarlnf,maxval(min2,valor1),max2);
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end
e lse  begin  { es un in te rva lo  } 
s tr3 := "; 
ind := ind+3 ;
w h ile  (( ind< = len g th (con j1 )) and (o rd (co n j1 [in d ])ln [4 8 ..5 7 ])) do 
begin
str3 :=str3+con j1  [ind]; 
ind := ind+1 ; 
end;
va l(s tr3 ,va lo r2 ,co d e );
if  (L im ite S u p (co n j2 ,m a x2 )a n d (va lo r1 < m a x2 -1 ))
then  A g re g a rln te rva lo (co n j,va rln f,va lo r1  ,m in va l(va lo r2 ,m a x2 )); 
i f  (L im ite ln f(c o n j2 Im in 2 )a n d (va lo r2 > m in 2 + 1 ))
then  A g re g a rln te rv a lo (c o n j,v a r ln fIm a x v a l(m in 2 ,v a lo r1 )tva lo r2 ); 
a uxcon j:= con j2 ;
w h ile  H a yy S a c a rln te rv a lo (a u x c o n j,v a rln f,m in 2 tm ax2) do 
if  ( (v a lo r l < m a x2 -1 )a n d (va lo r2 > m in 2 + 1 )) 
then
A g rega rl n te rv a lo (c o n j,v a r ln f)m a xva l(m in 2 , v a lo r l ) ,m in va l(m a x2 ,va lo r2 ));
end;
end;
end;
in te rsecc ion := con j;
end;
end;
Function  U nion(con j1  ,con j2 :s tring ):s tring ; 
va r s tr2 ,s tr3 :s tring ;
in d ,v a lo r l ,va lo r2 ,code :in tege r; 
va rln f:ch a r;
{ S upongo  que los dos con jun to s  lim itan  a la m ism a  va ria b le  } 
begin
if  (co n j1 = ")o r(co n j2 = ") 
then U n io n := co n j1 + co n j2  
e lse begin 
ind :=1;
w h ile  (ind < = le n g th (co n j1 )) do 
begin
w h ile  (( ind< = len g th (con j1 )) and (N o t(o rd (co n j1 [in d ])ln [4 8 ..5 7 j))) do 
begin
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i f  con j1 [ind ] In va r ln fin ita s  
then  v a rln f:= co n j1 [in d ]; 
ind := ind+1 ; 
end; 
s tr2 := ";
w h ile  ((ind < = le n g th (co n j1 )) and (o rd (co n j1 [in d ])ln [4 8 ..5 7 ])) do 
begin
str2 :=s tr2+con j1  [ind]; 
ind := ind+ 1 ; 
end;
va l(s tr2 ,va lo r1  ,code);
if  ((ind= le n g th (co n j1 )+ 1 ) o r (con j1 [ind ]< > '< '))
then  A g re g a rL im S u p (co n j2 ,va rln f,va lo r1 ) { es un m á x im o  } 
e lse begin
va rln f:= co n j1 [in d + 1 ];
if  (( in d + 2 > = le n g th (co n j1 )) o r (con j1 [ind+ 2 ]< > '< ')) 
then  beg in  {es un m ín im o  } 
A g re g a rL im ln f(c o n j2 ,v a rln f,v a lo r1 ); 
in d := ind + 2  
end
e lse  begin  { es un in te rv a lo } 
s tr3 := "; 
ind := ind+ 3 ;
w h ile  (( ind< = len g th (con j1 )) and (o rd (co n j1 [in d ])ln [4 8 ..5 7 ])) do 
begin
s tr3 := s tr3+ con j1 [ind ];
ind := ind+1 ;
end;
va l(s tr3 ,va lo r2 ,co d e );
A g re g a rln te rv a lo (c o n j2 ,v a r ln ftva lo r1 ,va lo r2 );
end
end;
end;
U n ion :=con j2 ;
end;
end;
P rocedure  O b te n e rT e m p (te rm ,co n j:s tr in g ;V a r inT em p ,ou tT em p :s trin g ); 
v a r s t r i  ,s tr2 ,ou t2 :s tring ; 
va rin f:cha r;
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a u x1 ta u x 2 Im a x Im in )m a x lim Im in lim ,m a xT e m p ,m in T e m p ,in d :in te g e r;
begin
in T e m p :- ';
O u tT e m p :- ';  
if  H a y V a rln f(te rm ,v a rln f) 
then  begin
{ —  para sa b e r si la v a r  in fin ita  esta pos o neg .— } 
a u x1 := E va lu a rT e rm in o (re p la ce (te rm Iv a r ln f, ,0 ')); 
a u x 2 := E v a lu a rT e rm in o (re p la c e (te rm ,v a r ln fIT ) ) ;  
if  aux2>= aux1  {esta  p os itiva } 
then  begin
m a x := M a xT -a u x1 ;
m in := M in T -a u x1 ;
end
e lse  begin
m a x := a u x1 -m in T ;
m in := a u x1 -m a xT ;
end;
if  l im ite ln f(c o n j,m in lim ) 
then  if  m in lim  < m ax  
then  begin
m a x T e m p := m a x + 1 ; 
A g re g a rL im ln f(O u tT e m p tva rln f,m a x ); 
i f  m in lim + 1 > = m in
then  m in T e m p := m in lim  
e lse  begin
m in T e m p := m in -1 ;
Agregarlntervalo(OutTemp,varlnf,minlim,min)
end;
AgregarlntervaloOnTemp.varlnf.minTemp.maxTemp);
end
else A g re g a rL im ln f(O u tT e m p ,v a r ln f,m in lim ); 
if  lim ite su p (co n j,m a x lim ) 
then  i f  m a x lim > m in  
then  begin
m in T e m p := m in -1 ;
A g re g a rL im S u p io u tT e m p .v a rln f.m in ); 
i f  m a x lim -1 < = m a x
then  m a xT e m p := m a x lim  
e lse  begin
m a xT e m p := m a x+ 1 ;
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Ag reg a r I nt e rva  I o (o u tTe m p , va  r I n f, m a x , m  axl i m ) 
end;
A g re g a rln te rv a lo fln T e m p .v a r ln f.m in T e m p .m a x T e m p );
end
else A g re g a rL im S u p (O u tT e m p ,va rln f,m a x lim ); 
w h ile  H a y y S a c a rln te rv a lo (c o n j,v a r ln f,m in lim ,m a x lim )d o  
if  ( (m in lim < m a x ) and (m a x lim > m in )) 
then  begin
if  m in lim + 1 > = m in  
then  begin
m in T e m p := m in L im ; 
if  m a x lim > m a x+ 1  
then  begin
m a x te m p := m a x+ 1 ;
A g re g a rln te rv a lo io u tT e m p .v a r ln f.m a x .m a x lim );
end
e lse  m a xT e m p := m a x lim ; 
end
e lse  begin
m in te m p := m in -1 ;
A g re g a rln te rva lo C o u tT e m p .va rln f.m in lim .m in ); 
if  m a x lim > m a x+ 1  
then  begin
m a x te m p := m a x+ 1 ;
A g re g a rln te rv a lo io u tT e m p .v a r ln f.m a x .m a x lim );
end
else m a xT e m p := m a x lim ; 
end;
A g re g a rln te rv a lo fln T e m p .v a r ln f.m in T e m p .m a x T e m p );
end
else A g re g a rln te rv a lo (O u tT e m p ,v a r ln f,m in lim ,m a x lim );
end;
end;
end.
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Unidad Términos
{$ B -IF + ,G + 1l+ IK + IL + ,N -,P -IQ + IS + IT -,V + tW + tX + ,Y + }
{$C  M O V E A B LE  D E M A N D LO A D  D IS C A R D A B LE }
U N IT  té rm inos ;
{ P rovee  el m ane jo  de  los s tring  que represen tan  fó rm u la s  y té rm in o s }
IN TE R FA C E
Function  rep lace  (s tr1 :s tr ing ;c1 :cha r;c2 :s tr ing ):s tr ing ;
{ D e vue lve  el s tring  s tr1 , reem p lazan do  todas  las ocu rrenc ias  de c1 por c2}
Function  E va lu a rT e rm in o (fo rm u la :s tr in g ):in te g e r;
{ Dado un té rm in o  , d e v u e lv e  su v a lo r }
P rocedure  T o m a rT e rm in o (fo rm u la :s tr in g ; v a r  te rm :s tring );
{ De un fó rm u la  dada  to m a  la p rim e r sub fó rm u la  }
P rocedure  T o m a rT e rm D is t(fo rm u la :s tr in g ; v a rte r1 ,te r2 :s tr in g );
{ De un fó rm u la  que  tie n e  un D ist d e v u e lve  en ter1 su sub fó rm u la  y en te r2  el té rm in o  te m p o ra l} 
P rocedure  te rm in o sF A to m ica (fo rm u la :s tr in g ; v a r  f,ter1 ,te r2 :s tring);
{ De un fó rm u la  a tó m ica  dada d e v u e lve  en f  el p red icado , y en ter1 y te r2  sus dos té rm inos , 
o d e vu e lve  v a c io  en te r2  si es uñaría, o am bos vacíos si no tiene  té rm in o s }
P rocedure  te rm in o F o rm u la (fo rm u la :s tr in g ; v a r  f,te r:s tring );
{ De un fó rm u la  a tóm ica  dada  d e v u e lve  en f  el p red icado , y en te r  su te rm in o , o 
d e vu e lve  va c io  en te r  si la fó rm u la  no tie n e  te rm in o .}
IM P LE M E N T A T IO N
Function  rep lace  (s tr1 :s tr ing ;c1 :cha r;c2 :s tr ing ):s tr ing ;
v a r p :in teger;
begin
p :=pos(c1 ,s tr1 ); 
w h ile  p<>0  do 
begin
d e le te (s tr1 ,p ,1 );
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inse rt(c2 ,s tr1 ,p );
p :=pos(c1 ,s tr1 );
end;
rep lace:=str1  ; 
end;
Function  E va lu a rT e rm in o (fo rm u la :s tr in g ):in te g e r; 
v a r  te r,co d e ,co d e 2 Ii, lo n g ,A U X )M E N O S :in tege r;
oper:char;
begin
if  fo r m u la o "  
then begin 
aux := 0  ; 
o p e r:= ’+'; 
repeat
■ V a l(fo rm u la ,te r,co d e ); 
if  code=0 
then  begin 
if  ope r= '+ '
then  a u x := a u x+ te r 
e lse a ux := au x-te r; 
fo rm u la : - ';  
end
else if  N o t(o rd (fo rm u la [1 ]) in [48 ..57 ]) 
then  begin  
i:=1;
m enos:=0 ;
w h ile  N o t(o rd (fo rm u la [i]) in [48 ..57 ]) do 
begin
if  fo rm u la [i]= '- '
then  m enos := m en os+ 1 ; 
i:= i+ 1 ; 
end;
if  (m enos m od 2 )< > 0  
then  if  ope r= '+ ' 
then  ope r:= '- ' 
e lse  ope r:= '+ ';
fo rm u la := (co p y (fo rm u la ,i, le n g th (fo rm u la )))
end
else begin
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V a l(co p y (fo rm u la ,1 ,co d e -1 ),te r,co d e 2 ); 
if  ope r= '+ '
then  a u x := a u x+ te r 
e lse  aux := au x-te r; 
ope r:= fo rm u la [co d e ];
fo rm u la —íc o p y ífo rm u la .c o d e + l. le n g th ífo rm u la )))
end;
until fo rm u la - ';
E va lu a rT e rm in o := a u x ;
end
else E va lu a rT e rm in o := 0 ;
end;
P rocedure  T o m a rT e rm in o (fo rm u la :s tr in g ; v a r  te rm :s tring );
v a r ca n tj. lo n g fo r.p o s a n d .p a re n tiin te g e r;
begin
p o sa n d ^p o sC & '.fo rm u la ); 
pa ren t:= pos('( ',fo rm u la ); 
if  posand=0
then  te rm := fo rm u la  
e lse begin 
if  pa ren t=0
then  pa ren t:= 256 ; 
if  pa ren t>posand
then  te rm := co p y (fo rm u la ,1  ,posand-1 ) 
e lse  begin 
can t:=1 ; 
j:= p a re n t; 
repea t 
j:= j+ 1 ;
case fo rm u la [j] o f 
can t:= can t+ 1 ; 
ca n t:= ca n t-1 ;
end;
until ( c a n t= 0 ) ; 
te rm := co p y (fo rm u la ,1  ,j); 
end;
end;
end;
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P rocedure  te rm in o F o rm u la (fo rm u la :s tr in g ; v a r  f.te rs tr in g ) ;
v a r  p rim en in teg e r;
begin
p rim e r:= p o s ('( \ fo rm u la ); 
if  p rim e r< > 0  
then  begin
f:= copy(fo rm u la ,1  .p rim e r-1 );
te r^ c o p y ifo rm u la .p r im e r+ l. le n g th ifo rm u la j-p r im e r- l) ;
end
else begin 
f:= fo rm u la ; 
te r:= "; 
end;
end;
P rocedure  T o m a rT e rm D is t(fo rm u la :s tr in g ; v a r  te r1 ,te r2 :s tr ing ); 
va r can t,j,i:in teg e r; 
begin 
te r1 := "; 
te r2 := ";
j:= le n g th (fo rm u la )-1 ; 
w h ile  (fo rm u la [j]< > 7 ) do 
begin
te r2 := fo rm u la [j]+ te r2 ;
j:= j-1 ;
end;
ter1 := copy(fo rm u la ,3 ,j-3 ); 
end;
P rocedure  te rm in o sF A to m ica (fo rm u la :s tr in g ; v a r  f,ter1 ,te r2 :s tring );
va r p rim e r,com a :in teg e r;
begin
p rim e r^p osC C ,fo rm u la ); 
if  p rim e r< > 0  
then  begin
f:= c o p y (fo rm u la ,1 , p rim er-1 ); 
co m a —posC .'.fo rm ula);
148
Prototipo de Generación de Modelos.
if  co m a < > 0  
then  begin
ter1 := copy(fo rm u la ,p rim e r+ 1  , com a-p rim e r-1 );
t e i^ —c o p y ifo rm u la .c o m a + IJ e n g th ifo rm u la V c o m a -l) ;
end
else begin
ter1 := copy(fo rm u la ,p rim e r+ 1  ,leng th (fo rm u la )-p rim e r-1 ); 
te r2 := "; 
end 
end
else begin 
f:= fo rm u la ; 
ter1
te r2 := ";
end;
end;
END.
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En este capítulo se detallan los programas fuentes del algoritmo de History-Checking. Hay 2 
ejemplos, los que están detallados en el capítulo 7, por lo que hay dos unidades structur. Además 
para que se vea la fórmula del ejemplo del capítulo 5 se ha modificado el programa principal, por lo 
que también hay 2.
Como se ha dicho anteriormente la unidad Términos es la misma que para el algoritmo anterior y 
la unidad Conjunto solo se modifica la sentencia del USE, por lo que ambas unidades ya están 
detalladas en el capítulo precedente.
Programa Principal H CheckI.
{$ B -IF + IG + ,I+ 1K + )L + )N -,P -,Q + ,S + ,T -.V + )W + ,X + ,Y + }
{$M  55849 ,8192}
{ P rogram a de H is to ry -C heck ing , (c) Isaac C arlos T u rqu ie } 
p rogram  H _C heck ing ;
{ E jem p lo  de l A lg o ritm o  de H is to ry -check ing  de l in fo rm e  en tregado
E va lúa  una fo rm u la  dada  con la in te rp re tac ión  de  las un it corresp. 
A T E N C IO N : Las fo rm u la s  se espec ifica ran  sin b lancos y con los s igu ien te s  
sím bo los, u tiliza d o s  com o pa lab ras  reservadas, no pud iendo  se r usados 
com o nom bres  de va riab les , func ión  o pred icados:
# :  cu a n tif ica d o r un ive rsa l,
& : A nd ,
- :  Not,
% : D ist,
0  S epa rad o r
A d e m a s  la va ria b le , al lado del cu a n tifica d o r no lleva  Q }
uses a lgo ritm .nod os .w inc rt;
v a r fo rm ,i:s tr in g ; 
ra iz :p tero ; 
m :boo lean ;
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begin
W in d o w T itle [0 ]:= '
W in d o w T itle [1 ]:=,A ';
W ind o w T itle [2 ]:= T ;
W indo w T itle [3 ]:= 'g ';
W in d o w T it le [4 ]:-o ';
W in d o w T itle [5 ]:= V ;
W in d o w T it le [6 ]:- i ';
W in d o w T itle [7 ]:=,t';
W in d o w T itle [8 ]:= 'm ';
W in d o w T itle [9 ]:= 'o ';
W in d o w T itle [1 0 ]:= '
W in d o w T it le lU J ^ 'd ';
W indo w T itle [1 2 ]:= 'e ';
W in d o w T itle [1 3 ]:= '
W in d o w T itle [1 4 ]:= 'H ';
W in d o w T itle [1 5 ]:= ,i';
W indow T itle [16 ]:= 's ';
W ind o w T itle [1 7 ]:= 't';
W indow T itle [1 8 ]:= 'o ';
W in d o w T itle [1 9 ]:= V ;
W in d o w T itle [2 0 ]:= V ;
W indow T itle [21
W in d o w T itle [2 2 ]:=,C';
W indow T itle [23 ]:= 'h ';
W indow T itle [24 ]:= 'e ';
W indow T ¡tle [25 ]:= 'c ';
W indo w T itle [2 6 ]:= 'k ';
W ind o w T itle [2 7 ]:= 'i';
W indow T itle [28 ]:= 'n ';
W indo w T itle [2 9 ]:= 'g ';
W in d o w T itle íS O ]^ '.';
w indow O rg .x := 0 ;
w indow O rg .y :=0 ;
w indow S ize .x := 700 ;
w indow S ize .y := 500 ;
S creenS ize .x := 130 ;
S creenS ize .y := 500 ;
In itW inC rt;
clrscr;
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w rite ln ;
w rite ln (' La F ó rm u la  de l e jem p lo  es : ') ;
fo rm := ,# z (% (# x -( lg u a l(m tx )& s u b e & -% (lg u a l(m lx + 1 ),1 )) Iz))'; 
w rite ln (' ’+ fo rm ); 
w h ile  ( f o r m o " )  do 
begin 
w rite ln ;
w rite ( 'Ing rese  el ins tan te  de  tie m p o  en el que se va  a e v a lu a r : ') ;  
read ln (i);
ra iz := n e w n o d o (fo rm ,i," ,tru e );
P rocesa r(ra iz );
ve rA rb o l(ra iz );
w rite ln ;
w rite ln ;
if  no t(ra izA.m arca)
then w rite ln (' E X  I T  O , la fó rm u la  se sa tis face  en el ins tan te  '+ i+ '.') 
e lse w rite ln (' No se puede sa tis fa ce r la fó rm u la  en el ins tan te  '+ i+ '.'); 
w rite ln  ('P res ione  cu a lq u ie r tec la '); 
readkey; 
c lrscr; 
w rite ln ;
w rite ln (' Las fó rm u la s  se espec ifica ran  sin  b lancos y con los s igu ien tes '); 
w rite ln ( 's ím b o lo s ( u tilizados  com o pa lab ras  reservadas, no pud iendo  s e r usados'); 
w rite ln ('co m o  nom bres  de  va ria b le s  o p red icados: '); 
w rite ln (' #  : cu a n tif ica d o r un ive rsa l,');
w rite lnC  & : A nd , ');
w rite lnC  - : Not, ');
w rite lnC  % : D ist, ');
w rite lnC  0  S ep a ra d o r ');
w rite lnC  A d e m á s  la va riab le , al lado de l cu a n tifica d o r no lle va  0  '); 
w rite ln ;
W rite ln ( 'ln g re se  una F ó rm u la  para e va lu a r (E N T E R  para te rm in a r) : ' ) ;  
re ad ln (fo rm ); 
end;
donew incrt
end.
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Programa Principal H Check2.
{$ B -,F + ,G + ,I+ )K + ,L + .N -,P -IQ + IS + ,T -,V + IW + ,X + 1Y + }
{$M  54199 ,8192}
{ P rogram a de H is to ry -C heck ing , (c) Isaac C arlos T u rqu ie }
program  H _C heck ing ;
{ A lg o ritm o  de H is to ry -check ing
E va lúa  una fo rm u la  dada  con la in te rp re tac ión  de  las un it corresp. 
A T E N C IO N : Las fo rm u la s  se espec ifica ran  sin b lancos y con los s igu ien te s  
s ím bo los, u tilizados  com o pa labras reservadas, no pud iendo  se r usados 
com o nom bres  de  va riab les , func ión  o p red icados:
# :  c u a n tif ica d o r un ive rsa l,
& : A nd,
- :  Not,
% : D ist,
0  S ep a ra d o r
A d e m a s  la va ria b le , al lado de l cu a n tifica d o r no lleva  Q }
uses a lgo ritm ,nod os ,w inc rt;
v a r fo rm ,i:s tr in g ; 
ra iz :p te ro ; 
m :boo lean ;
begin
W in d o w T itle [0 ]:= '
W in d o w T itle [1 ]:= 'A ';
W in d o w T itle [2 ]:= T ;
W in d o w T itle [3 ]:= 'g ';
W in d o w T itle [4 ]:= 'o ';
W in d o w T itle [5 ]:= 'r ';
W in d o w T it le [6 ]:= ï ;
W in d o w T itle [7 ]:= T ;
W in d o w T itle [8 ]:= 'm ';
W in d o w T itle [9 ]:= 'o ';
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W in d o w T itle [1 0 ]:= '
W in d o w T itle [1 1 ]:=,d';
W in d o w T itle [1 2 ]:= 'e ';
W in d o w T itle [1 3 ]:= '
W indow T itle [1 4 ]:= 'H ';
WindowTitle[15]:=,i,;
W indow T itle [16 ]:= 's ';
W in d o w T itle [1 7 ]:= 't';
W indow T itle [1 8 ]:= 'o ';
W in d o w T itle [1 9 ]:= 'r ';
W in d o w T itle [2 0 ]:= Y ;
W indow T itle [21
W indo w T itle [2 2 ]:= 'C ';
W in d o w T itle [2 3 ]:= 'h ';
W in d o w T itle [2 4 ]:= 'e ';
W in d o w T itle [2 5 ]:= 'c ';
W in d o w T itle [2 6 ]:= ’k ’ ;
W in d o w T itle [2 7 ]:= 'i';
W in d o w T itle [2 8 ]:= 'n ';
W in d o w T itle [2 9 ]:= 'g ';
W in d o w T itle [3 0 ]:= '.';
w indow O rg .x := 0 ;
w indow O rg .y := 0 ;
w indow S ize .x := 700 ;
w indow S ize .y := 500 ;
S creenS ¡ze .x := 130 ;
S creenS ize .y := 500 ;
In itW inC rt;
clrscr;
w rite ln ;
write lnC Las fó rm u la s  se e spec ifica ran  sin  b lancos y con los s igu ien tes '); 
w rite ln ('s ím b o los , u tilizados  com o pa lab ras  reservadas, no pud iendo  se r usados'); 
w rite ln ('co m o  nom bres  de  va ria b le s  o p red icados: '); 
w rite ln (' #  : cu a n tif ica d o r un ive rsa l,');
w rite lnC & : A nd , ');
w rite lnC - : Not, ');
w rite lnC  % : D ist, ');
w rite lnC  0  S e p a ra d o r ');
w rite lnC A d e m á s  la va ria b le , al lado del cu a n tifica d o r no lleva  0  '); 
w rite ln ;
W rite ln ( 'ln g re se  una F ó rm u la  para e va lu a r (E N T E R  para te rm in a r) : ') ;
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read ln (fo rm ); 
w h ile  ( f o r m o " )  do 
begin 
w rite ln ;
w rite ( 'ln g re se  el ins tan te  de  tie m p o  en el que  se va  a e v a lu a r : ') ;  
read ln (i);
ra iz := n e w n o d o (fo rm ,i," ,tru e );
P rocesar(ra iz );
ve rA rb o l(ra iz );
w rite ln ;
w rite ln ;
if  no t(ra izA. m arca)
then w rite ln ( ' E X  I T  O  , la fó rm u la  se sa tis face  en el ins tan te  '+ ¡+ 7 ) 
e lse w rite ln ( ' No se puede sa tis fa ce r la fó rm u la  en el ins tan te  ’+ i+ 7 ); 
w rite ln ('P re s io n e  cu a lq u ie r tec la '); 
readkey; 
clrscr; 
w rite ln ;
w rite ln (' Las fó rm u la s  se espec ifica ran  sin  b lancos y con los s igu ien tes '); 
w rite ln ('s ím b o los , u tilizados  com o pa labras reservadas, no pud iendo  se r usados'); 
w rite ln ('co m o  nom bres  de va ria b le s  o pred icados: '); 
w rite ln (' #  : cu a n tifica d o r un ive rsa l,');
w r ite ln (' &  : A nd, ');
write lnC - : Not, ');
w rite lnC  % : D ist, ');
w rite lnC  0  S ep a ra d o r ');
w rite ln (' A d e m á s  la va riab le , al lado de l cu a n tifica d o r no lle va  0  '); 
w rite ln ;
W rite ln ( 'ln g re se  una F ó rm u la  para e v a lu a r (E N T E R  para te rm in a r ) : ') ;  
re ad ln (fo rm ); 
end;
donew incrt
end.
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Unidad Algoritm.
{$ B -,F + IG + )l+ )K + tL+ ,N -)P -,Q + ,S + IT -,V + ,W + IX -,Y + } 
{$C  M O V E A B LE  D E M A N D LO A D  D IS C A R D A B LE }
U N IT  A lg o ritm ;
{ E jecu ta  el a lg o ritm o  de H is to ry -C heck ing , 
es d e c ir cons truye  y e va lúa  el árbo l de sub fo rm u la s }
IN TE R FA C E
uses nodos .te rm in os .s truc tu r.con jun to ;
P rocedure  P rocesa r(nod :p te ro );
IM P LE M E N T A T IO N
P rocedure  P rocesa r(nod :p te ro ); 
v a r h1:p tero ; 
fo rm 2 ,taux ,t1  ,t2: s tring ;
P rocedure  P rocF A tom ica (n1  :p tero); 
v a r ins tan te  .error: in teger; 
va rT D 1 ,va rl:ch a r; 
va lo rT D :in te g e r; 
v a lo rs tr .v a lo r l. fo rm .t l :string; 
begin
w ith  n1A do 
begin
{-----------------  C ons trucc ión  ------------------------------- }
if  H a y V a rln f( i.v a r l)  
then  begin
s tr(U nV a lo r(asg ) .va lo ri); 
i:= rep lace (i, v a r i,v a lo r i) ; 
end;
in s ta n te := E va lu a rT e rm in o (i); 
te rm in o F o rm u la (fo rm u la ,fo rm ,t1 ); 
if  H ayV arTD (t1  ,va rT D 1) 
then
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begin
repeat
va lo rT D := n i(va rT D 1  .instan te); 
s tr(va lo rT D .va lo rs tr); 
t1 := rep lace(t1  ,varTD 1 .va lo rs tr); 
un til N o t(H a yV a rT D (t1 ,va rT D 1 )); 
fo rm u la := fo rm + '( '+ t1  
end;
{-----------------  M arcado  ------------------------------- }
i f  p red icado T I(fo rm )
then  m arca :=  P (fo rm u la ) 
e lse m arca :=  P i(fo rm u la .in s ta n te ); 
if  (V)
then  m a rca := N o t m arca;
end;
end;
P rocedure  P rocA nd (F 1 ,F 2 :s tr in g ); 
v a r h1 ,h2 :p te ro ; 
asgnod :s tring ; 
m a rcanod ,tie ne in f:boo lean ; 
h ij:pun th ijos ; 
aux:char; 
begin
w ith  nodA do 
begin
{-----------------  C onstrucc ión  ------------------------- }
h i :=new nodo(F1 .i.asg .V ); 
n e w h ijo (n o d .h l) ; 
h 2 := ne w nodo (F 2 )i Iasg,V ); 
new h ijo (nod ,h2);
P ro c e s a r(h l) ;
P rocesar(h2);
{-----------------  M arcado  ------------------------------- }
h ij:=h ijos ;
tie n e ln f:= (H a yV a rln f( i,a u x )); 
if  N ot(V ) 
then  begin
m arcanod := tru e ; 
asgnod := 'xxx '; 
w h ile  ( h i jo n i l )  do
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begin
m arcanod := m a rcanod  and h ijA.h ijoA.m arca; 
if  ( t ie n e ln f o r H a yv a rln f(h ijA.h ijoA.fo rm u la ,aux)) 
then  if  (no t (h ijA.h ijoA.m arca)) 
then  if  a s g n o d -x x x '
then  asgn o d := h ijA.h ijoA.asg 
e lse a sgnod := U n ion (asgnod ,h ijA.h ijoA.asg); 
h ij:= h ijA.sig; 
end; 
end
e lse  begin
m arcanod := fa lse ;
a sgnod := 'xxx ';
w h ile  ( ( h i jo n i l) a n d  (no t m arcanod)) do 
begin
m a rcanod := m a rcanod  o r h ijA.h ijoA.m arca; 
i f  ( t ie n e ln f o r (H a y v a rln f(h ijA.h ijoA.fo rm u la ,aux))) 
then  i f  a s g n o d o 'x x x '
then  asgnod := ln te rse cc io n (a sg n o d ,h ijA.h ijoA.asg) 
e lse  asg n o d := h ijA.h ijoA.asg; 
h ij:= h ijA.sig; 
end; 
end;
if  ((no t m a rc a n o d )a n d (a s g n o d o 'x x x ') )  
then  asg :=asgnod ; 
m a rca := m arcano d ; 
end;
end;
P rocedure  P rocP t(n1 :p te ro ); 
v a r fo rm 2,t1  ,va lo rs tr,asgno d :s tr ing ; 
ind ice ,k :in te ge r; 
h ij:pun th ijos ; 
h1:p tero; 
aux:char;
m a rcanod ,tie ne in f:boo lean ;
begin
w ith  n1A do 
begin
If fo rm u la [3 ]= ,('
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then  t1 := co p y (fo rm u la ,4 ,le n g th (fo rm u la )-4 ) 
e lse t1 := co p y (fo rm u la ,3 ,2 5 5 ); 
if  (fo rm u la [2 ]ln  v a r ln fin ita s ) 
then  begin
{-----------------  C onstrucc ión  ------------------------- }
h i :=new nodo(t1  .i.asg .v ); 
new h ijo (n1 ,h1 );
P ro c e s a r(h l) ;
{-----------------  M arcado  -------------------------------}
if  h ijosA.h ijoA.m arca  
then  m arca := tru e  
e lse if  V
{ m e fijo  si está inc lu ido }
then
m a rca := (d o m in io (fo rm u la [2 ])< > ln te rse cc io n (D o m in io (fo rm u la [2 ]),h ijo sA.h ijoA.asg)) 
e lse m a rca := V a c io (h ijo sA.h ijoA.asg); 
end
else begin
{-----------------  C onstrucc ión  ------------------------}
fo r  in d ice := m in (fo rm u la [2 ]) to  m a x (fo rm u la [2 ]) do 
begin
s tr( in d ice .va lo rs tr);
fo rm 2 := re p la ce (t1 ,fo rm u la [2 ],va lo rs tr); 
h i := n e w n o d o (fo rm 2 ,iIasg,V ); 
new h ijo (n1 ,h1 );
P ro c e s a r(h l) ;
end;
{-----------------  M arcado  ------------------------------- }
h ij:= h ijos ;
t ie n e ln f:= (H a y v a rln f(fo rm u la ,a u x ))o r(H a y V a rln f( i,a u x )); 
if  N ot(V ) 
then  begin
m arcanod := tru e ; 
a sgnod := 'xxx '; 
w h ile  ( h i jo n i l )  do 
begin
m arca n o d := m a rca n o d  and h ijA.h ijoA.m arca; 
i f  ((tie n e ln f)a n d (n o t (h ijA.h ijoA.m arca))) 
then  if  a sgnod = 'xxx '
then  asg n o d := h ijA.h ijoA.asg
e lse  a sgnod := U n ion (asgnod ,h ijA.h ijoA.asg);
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h ij:= h ijA.sig;
end;
end
e lse  begin
m arcanod := fa lse ;
a sgnod := 'xxx ';
w h ile  ( ( h i jo n i l) a n d  (not m arcanod)) do 
begin
m arcanod := m a rcanod  o r h ijA.h ijoA.m arca; 
if  (tiene in f)a n d (n o t m arcanod) 
then  i f  a s g n o d o 'x x x '
then  asgnod := ln te rse cc io n (a sg n o d ,h ijA.h ijo A.asg) 
e lse asgn o d := h ijA.h ijoA.asg; 
h ij:= h ijA.sig; 
end; 
end;
i f  ((no t m a rc a n o d )a n d (a s g n o d o 'x x x ') )  
then  asg:=asgnod; 
m a rca := m arcano d ; 
end;
end;
end;
P rocedure  P rocD is t(n1 :p te ro ); 
v a r  in s ta n te .va lu e .m in T e m p .m a xT e m p iin te g e r; 
v a rT D I ,v a rl2 ,v a rl:c h a r; 
va lo rT D :in te g e r;
a sg l.s tr l.s trT D J .in T e m p .o u tT e m p .re .n e w In s t.a s g n o d ^ tr in g ;
hij: punth ijos;
aux:char;
m a rcanod :boo lean ;
begin
w ith  n1A do 
begin
to m a rte rm D is t(fo rm u la ,t1  ,t2);
{------O b tengo  S i(T 2 )— }
if  H a y V a rln f( i.v a r l)  
then  begin
s tr(U n V a lo r(a sg ),s tr l);
j:= re p la c e ( i,v a rl,s tr l)
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end
else j:= i;
¡ns tan te := E va lua rT e rm ino (j);
W h ile  H a yV a rT D (t2 ,va rT D 1 ) do 
begin
va lo rT D := n i(va rT D 1  .ins tan te); 
s tr(va lo rT D .s trT D ); 
t2 := rep lace (t2 ,va rT D 1  ,s trTD ); 
end;
if  H a yV a rln f(t2 ,va rl2 ) 
then  begin 
if  t2[1
then  t2 := i+ t2  
e lse  t2 := i+ '+ '+ t2 ;
O b te n e rT e m p ^ .D o m in io iv a r^ . in T e m p .o u tT e m p ) ; 
w h ile  H a y y S a c a rln te rv a lo (in T e m p Iva rl2 ,m in T e m p ,m a xT e m p )d o  
{ InT em p  so lo  puede te n e r in te rv a lo s } 
fo r  va lu e := m in T e m p + 1  to  m axTem p-1  do 
begin
s tr(va lu e .re );
N e w ln s t:= re p la ce (t2 ,va rl2 ,re );
asg1 := ";
A g re g a rU n V a lo r(a sg 1 ,va rl2 ,va lu e ); 
h i  :=new nodo(t1  ,N ew lnst,asg1 ,V); 
new h ijo (nod ,h1 ); 
p ro c e s a r(h l) ; 
end;
h i  :=new nodo(t1  ^ .O u tT e m p .V ) ;  
new h ijo (nod ,h1 ); 
p ro c e s a r(h l) ; 
end 
e lse
If M asdeU nE lem (asg ) 
then  begin  
if  t2[1
then  t2 := i+ t2  
e lse t2 := i+ '+ '+ t2 ;
O b te n e rT e m p (t2 ,a sg ,in T e m p ,o u tT e m p ); 
w h ile  H a y y S a c a rln te rva lo (in T e m p ,va rl,m in T e m p ,m a xT e m p )d o  
fo r  va lu e := m in T e m p + 1  to  m axTem p-1  do 
begin
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s tr(va lue .re );
N e w ln s t:= re p la ce (t2 ,va rl,re );
asg1 := ";
A g re g a rU n V a lo r(a sg 1 ,va rl, va lue); 
h i  :=new nodo(t1  ,N ew lnst,asg1 ,V); 
new h ijo (nod ,h1);
P ro c e s a r(h l) ;
end;
h i  :=new nodo(t1  ^ .O u tT e m p .V ) ;  
new h ijo (nod ,h1 );
P ro c e s a r(h l) ;
end
e lse  begin  
if  t2[1
then  t2 := j+ t2  
e lse  t2 := j+ '+ '+ t2 ; 
h i  := n e w n o d o (t1 1t2 ,asg ,V ); 
new h ijo (nod ,h1 );
P ro c e s a r(h l) ;
end;
{-----------------  M arcado  ------------------------------- }
h ij:= h ijos ; 
m a rcanod := tru e ; 
asgnod := "; 
w h ile  ( h i jo n i l )  do 
begin
m arca n o d := m a rca n o d  and h ijA.h ijo A.m arca; 
if  (no t (h ijA.h ijoA.m arca))
then  a sg nod := U n ion (asgnod ,h ijA.h ijoA.asg); 
h ij:= h ijA.sig; 
end;
if  not m arcanod  
then  asg :=asgnod ; 
m a rca := m arcano d ; 
end;
end;
begin { -------------------------- de  P ro c e s a r-------------------------- }
case nodA.fo rm u la [1 ] o f
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'- ':w ith  nodA do 
begin
fo rm 2 := co p y (fo rm u la ,2 ,2 5 5 ); 
to m a rte rm in o (fo rm 2 ,ta u x ); 
if  le n g th (ta u x )< le n g th (fo rm 2 ) 
then  beg in  { 2  té rm in o s  y el & } 
t1 := '- '+ taux ;
t2 := co p y (fo rm u la ,le n g th (t1 )+ 2 ,2 5 5 );
P rocA nd(t1 ,t2 );
end
else begin  { 1  té rm in o  y  el - }  
t1 := copy(fo rm u la ,2 ,255 ); 
h1 :=new nodo(t1  . i .a s g .N o t^ ) ;  
n e w h ijo (n o d .h l) ;
P ro c e s a r(h l) ;
{-----------------  M arcado  ------------------------------- }
m a rca := h ijo sA.h ijoA.m arca; 
if  no t(m arca )
then  asg := h ijo sA.h ijoA.asg; 
end;
end;
'# ':w ith  nodA do 
begin
fo rm 2 := co p y (fo rm u la ,3 ,le n g th (fo rm u la )-2 ); 
to m a rte rm in o (fo rm 2 ,ta u x ); 
if  le n g th (ta u x )< le n g th (fo rm 2 ) then  
begin { 2  té rm in o s  y el & }
t1 := fo rm u la [1 ]+ fo rm u la [2 ]+ ta u x ; 
t2 := co p y (fo rm u la ,le n g th (t1 )+ 2 ,2 5 5 ); 
P rocA nd(t1 ,t2 ); 
end
else P rocP T (nod ); { 1  té rm in o  y el # }  
end;
'(':w ith  nodA do 
begin
to m a rte rm in o (fo rm u la ,ta u x ); 
if  le n g th (ta u x )< le n g th (fo rm u la )
then  begin  { 2  té rm in o s  y  el & }
t1 := taux;
t2 := co p y (fo rm u la ,le n g th (t1 )+ 2 ,2 5 5 );
P rocA nd(t1 ,t2 );
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end
e lse  beg in  {1  té rm in o  entre  p a ré n te s is }
fo rm u la —c o p y íta u x ^ .O e n g th íta u x )^ ) ) ;
P rocesa r(nod); 
end;
end;
'% ':w ith  nodA do 
begin
fo rm 2 := c o p y (fo rm u la ,2 ,255); 
to m a rte rm in o (fo rm 2 ,ta u x ); 
i f  le n g th (ta u x )< le n g th (fo rm 2 )
then  beg in  { 2  té rm in o s  y el & }
t1 := '% '+ taux ;
t2 := co p y (fo rm u la ,le n g th (t1 )+ 2 ,2 5 5 );
P rocA nd (t1 ,t2 );
end
e lse  P rocD is t(nod ) { 1  té rm in o  y el d is t }
end;
e lse
w ith  nodA do 
begin
to m a rte rm in o (fo rm u la ,ta u x ); 
if  le n g th (ta u x )< le n g th (fo rm u la )
then  beg in  { 2  té rm in o s  y el & }
t1 := ta u x ;
t2 := co p y (fo rm u la ,le n g th (t1 )+ 2 ,2 5 5 );
p rocA nd(t1 ,t2 );
end
else P rocF A tom ica (nod ); { fó rm u la  a tóm ica  }
end;
end;
end;
end.
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Unidad Structur, para el ejemplo del ascensor.
{$ B -,F + ,G + ,I+ ,K + ,L + ,N -,P -,Q + ,S + ,T -,V + ,W + ,X + ,Y + }
{$C  M O V E A B LE  D E M A N D LO A D  D IS C A R D A B LE }
{ In te rp re tac ión  para el e jem p lo  de h is to ry -check ing  de l cap ítu lo  5.
Las va ria b le s  tienen  d o m in io s  en los enteros.
Las fun c io n e s  y las cons tan tes  num éricas  se asum en en sus va lo re s  estánda r. 
Los do m in io s  de  las va ria b le s  se expresan  en las fu n c io m e s  m ax  y m in }
U N IT  structur;
IN TE R FA C E
uses té rm inos ;
const
v a rT I^ 'x V z '] ;
va rT D = ['m '];
va rln fin ita s= ['z '];
{-------- D om in io  T em po ra l, va lo re s  m á x im o s  y m ín im o s .----------- }
m inT=2;
m axT=4;
Function  P red ica d o T I(fo rm u la :s tr in g ):b o o le a n ;
{ D ada una fo rm u la  d e v u e lv e  tru e  si es TI o fa lse  en caso con tra rio  }
Function  P (fo rm u la :s tr in g ):b o o le a n ;
{ dada una fo rm u la  TI y su te rm in o  d e v u e lve  el v a lo r de ve rdad  de la m ism a  }
Function  P i(fo rm u la :s tr in g ;i:in te g e r):b o o le a n ;
{ dada una fo rm u la  TD , un ins tan te  de tie m p o  y su te rm in o  d e vu e lve  el v a lo r  de ve rdad  de la m ism a }
Function  M a x(va ria b le :C h a r):in te g e r;
{D e vu e lve  el v a lo r m x im o  de la va ria b le  espec ificad a }
Function  M in (va ria b le :C h a r):in te g e r;
{D e vu e lve  el v a lo r  m ¡n im o  de la va ria b le  e spec ificad a }
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Function  n i(V a rT D :ch a r;i:in te g e r):in te g e r;
{ D ada una va ria b le  T D  y su ins tan te  de  tie m p o , d e v u e lve  su va lo r}
Function  H a yV a rT D (t:s tr in g ;V a r vT D :cha r):boo lea n ;
{ Se fija  si hay a lguna  v a ria b le  T D  en t, y  si ex is te  d e v u e lv e  la p rim era  que 
encuen tra  en v T D }
Function  H a yV a rln f(t:s tr in g ;V a r va rln f:ch a r):b o o le a n ;
{ Se fija  si hay a lguna  va ria b le  in fin ita  en t, y  si ex is te  d e v u e lve  la p rim era  que 
encuen tra  en v a r ln f }
Function  D o m in io (va ria b le :ch a r):s tr in g ;
{ D e vu e lve  el d o m in io  de la v a ria b le  espec ifica d a }
IM P LE M E N T A T IO N
type
T va rT D = (m );
const
m inV a rT D = m ;
m axV a rT D = m ;
v a r
n iT D :A R R A Y [T va rT D ,m in T ..m a xT + 1 ] o f byte;
Function  D o m in io (va ria b le :ch a r):s tr in g ; 
begin
dom in io := '0< z ';
end;
Function  P red ica d o T I(fo rm u la :s tr in g ):b o o le a n ; 
begin
P re d ica d o T I:= (fo rm u la = 'lg u a r);
end;
Function  P (fo rm u la :s tr in g ):b o o le a n ; 
v a r f,t1 ,t2 :s tr in g ;
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begin
te rm in o s F A to m ic a ifo rm u la . f . t l^ ) ;
p := (e va lu a rte rm in o (t1 )= e va lu a rT e rm in o (t2 ));
end;
Function  P i(fo rm u la :s tr in g ;i:in te g e r):b o o le a n ; 
begin
p i:=  ((fo rm u la = 'S u b e ') and (i in [2 ,3 ])); 
end;
Function  M ax(va ria b le :C h a r):in te g e r; 
begin
case va ria b le  o f 
'x ':M ax := 2 ; 
end; 
end;
Function  M in (va ria b le :C h a r):in te g e r; 
begin
case va ria b le  o f 
'x ':M in := 1 ; 
end; 
end;
Function  n i(V a rT D :ch a r;i:in te g e r):in te g e r; 
begin
if (( i< m in T )o r( i> m a xT )) 
then  i:= m a xT + 1 ; 
n i:= n iT D [m ,i]; 
end;
Function  H a yV a rT D (t:s tr in g ;V a r vT D :cha r):boo lea n ; 
v a r j,lo n g :in te g e r; 
begin 
j:=1;
long := leng th (t);
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w h ile  ((j< = long ) and N o t(t[j] in va rT D )) do 
j:= j+ 1 ; 
if  j< = lo n g  
then  begin 
vT D := t[j];
H ayV arT D := true ;
end
else begin 
vT D := '
H ayV a rT D := fa lse ;
end
end;
Function  H a yV a rln f(t:s tr in g ;V a r va rln f:ch a r):b o o le a n ; 
v a r j, lo n g :in te g e r; 
begin 
j:= 1 ;
long := leng th (t);
w h ile  (( j< = long ) and N o t(t[j] in va rln fin ita s )) do 
j:= j+ 1 ; 
if  j< = lo n g  
then  begin 
v a r ln f:= t[j];
H ayV a rln f:= true ;
end
else begin
v a r ln f:= '
H a yV a rln f:= fa lse ;
end
end;
begin { In ic ia liz a c ió n }
n iT D [m ,2 ]:= 1 ;
n iT D [m ,3 ]:= 1 ;
n iT D [m ,4 ]:= 2 ;
n iT D [m t5]:=2 ;
end.
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Unidad Structur.
{$ B -)F + tG + ,l+ ,K + 1L + )N -IP -,Q + IS + IT -,V + ,W + )X + 1Y + }
{$C  M O V E A B LE  D E M A N D LO A D  D IS C A R D A B LE }
{ In te rp re tac ión  para el a lg o ritm o  de h is to ry -check ing  
Las va ria b le s  tie n e n  d o m in io s  en los enteros.
Las fun c io n e s  y las cons tan tes  num éricas  se asum en en sus va lo re s  estándar. 
Los do m in io s  de las va ria b le s  se expresan  en las fu n c io m e s  m a x  y m in }
U N IT  structur;
IN TE R FA C E
Uses té rm inos ;
const
v a rT I^ 'x V y V z W ];
v a rT D = ['m ,I,n'];
va rln fin ita s= ['z '];
{-------- D om in io  T e m p o ra l, va lo re s  m á x im o s  y m ín im o s .-----------}
m inT=2;
m axT = 25 ;
Function  D o m in io (va ria b le :ch a r):s tr in g ;
{ D e vu e lve  el d o m in io  de la va ria b le  e spec ificad a }
Function  P red ica d o T I(fo rm u la :s tr in g ):b o o le a n ;
{ D ada una fo rm u la  d e v u e lv e  true  si es TI o fa lse  en caso con tra rio  }
Function  P (fo rm u la :s tr in g ):b o o le a n ;
{ D ada una fo rm u la  TI y su te rm in o  d e vu e lve  el v a lo r de ve rdad  de la m ism a  }
Function  P i(fo rm u la :s tr in g ;i:in te g e r):b o o le a n ;
{ Dada una fo rm u la  TD , un ins tan te  de tie m p o  y su te rm in o  d e vu e lve  el v a lo r  de  ve rdad  de la m is m a }
Function  M a x(va ria b le :C h a r):in te g e r;
{ D evue lve  el v a lo r  m x im o  de la va ria b le  espec ificad a }
173
TRIO' : O como....
Function  M in (va ria b le :C h a r):in te g e r;
{ D e vu e lve  el v a lo r m ¡n im o  de la v a ria b le  e spec ificad a }
Function  n i(V a rT D :ch a r;i:in te g e r):b y te ;
{ D ada una va ria b le  T D  y su ins tan te  de  tie m p o , d e v u e lve  su va lo r}
Function  H a yV a rT D (t:s tr in g ;V a r vT D :ch a r):b o o le a n ;
{ Se fija  si hay a lguna  va ria b le  T D  en t, y si ex is te  d e v u e lve  la p rim era  que 
encuen tra  en v T D }
Function  H a yV a rln f(t:s tr in g ;V a r va rln f:ch a r):b o o le a n ;
{ Se fija  si hay a lguna  va ria b le  in fin ita  en t, y si ex is te  d e v u e lve  la p rim era  que 
encuen tra  en v a r ln f }
IM P LE M E N T A T IO N
const
P redT I= ['A ','B '] ; 
P redT D = [,C 'I'D '];
type
T P re d T I= (A ,B ) ; 
T P redT D = (C ,D ); 
T V a rT D = (m ,n ); 
va lo res= se t o f byte;
const
m inP redT D =C ;
m axP redT D = D ;
m inV arT D = m ;
m axV arT D = n ;
v a r
longT :in tege r; { ind ica  la long itud  de  T } 
n iT D :A R R A Y [T va rT D ,m in T ..m a xT + 1 ] o f byte; 
P iT D :a rra y [T p re d T D Im in T ..m a xT + 1 ] o f va lo res ; 
j:in te g e r;
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Function  D o m in io (va ria b le :ch a r):s tr in g ; 
begin
d o m in io :=,0<z';
end;
Function  P red ica d o T I(fo rm u la :s tr in g ):b o o le a n ; 
begin
P re d ica d o T I:= (fo rm u la [1 ] in p redT I); 
end;
Function  P (fo rm u la :s tr in g ):b o o le a n ;
v a rf,t1 ,t2 :s tr in g ;
begin
te rm in o sF A to m ica (fo rm u la ,f,t1 ,t2 ); 
if  f= 'A '
then  P := (e va lu a rte rm in o (t1 ) in [1 ,2 ,3 ,4 ,5 ,6 ]) 
e lse P := (e va lu a rte rm in o (t1 ) in [23 ,24 ,25 ,89 ,125 ]);
end;
Function  P i(fo rm u la :s tr in g ;i:in te g e r):b o o le a n ; 
v a r  cua l:T p redT D ; 
f,t1 ,t2 :s tring ;
begin
if  n o t((m in t< = i) and (i< = m a xT )) 
then  i:= m a xT + 1 ;
te rm in o sF A to m ica (fo rm u la ,f,t1 ,t2 ); 
if  f= 'C '
then  cua l:= C  
else cua l:=D ;
p i:= (e va lu a rte rm in o (t1 ) in P iT D [cua l,i]); 
end;
Function  M ax(va ria b le :C h a r):in te g e r; 
begin
case va ria b le  o f 
'x ':M ax := 5 ;
'y ':M ax:=4 ;
,r':M ax:=2 ;
'z ':M ax:= 7 ;
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end;
end;
Function  M in (va ria b le :C h a r):in te g e r; 
begin
case va ria b le  o f 
'x ':M in := 2 ; 
y :M in := 1 ; 
r :M in := 2 ;
'z ':M in := 0 ;
end;
end;
Function  n i(V a rT D :ch a r;i:in te g e r):b y te ; 
begin
if  n o t((m in t< = i) and (i< = m a xT )) 
then  i:= m a xT + 1 ; 
case va rT D  o f 
’m ':n i:= n iT D [m ,i]; 
'n ':n i:= n iT D [n ,i]; 
end; 
end;
Function  H a yV a rT D (t:s tr in g ;V a r vT D :ch a r):b o o le a n ;
v a r j,long :in te g e r;
begin
j:= 1 ;
long := leng th (t);
w h ile  ((j<= long ) and N o t(t[j] in va rT D )) do 
j:= j+ 1 ; 
if  j< = lo n g  
then  begin 
vT D := t[j];
H ayV arT D := true ;
end
else begin 
v T D := '';
H ayV a rT D := fa lse ;
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end
end;
Function  H a yV a rln f(t:s tr in g ;V a r va rln f:ch a r):b o o le a n ; 
v a r j, lo n g :in te g e r; 
begin 
j:= 1 ;
long := leng th (t);
w h ile  (( j< = long ) and N o t(t[j] in v a r ln fin ita s )) do 
j:= j+ 1 ; 
if  j< = lo n g  
then  begin 
v a r ln f:= t[ j] ;
H a yV a rln f:= tru e ;
end
else begin 
v a r ln f : -
H a yV a rln f:= fa lse ;
end
end;
begin { In i t ia l iz a t io n } 
fo r  j:= m in T  to  m a xT  do 
begin
P iT D [C ,j]:= [2 ,3 ,4 ,j-2 ]; 
P iT D [D ,j]:= [1 t2 ,j+1 ]; 
n iT D [m ,j]:= j+ 1 ; 
n iT D [n j] := j-2 ; 
end;
P iT D [C ,m a xT + 1 ]:= [2 ,3 ,4 ];
P iT D [D ,m a xT + 1 ]:= [1 ,2 ];
niTDIm.maxT+l]” !;
n iT D [n ,m a xT + 1 ]:= 2 ;
end.
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Unidad Nodos.
{$ B -,F + ,G + ,I+ ,K + ,L + ,N -,P -,Q + ,S + ,T -,V + IW + ,X + ,Y + }
{$C  M O V E A B LE  D E M A N D LO A D  D IS C A R D A B LE }
U N IT  nodos;
{ P rovee  las fu n c io n e s  de los nodos de l árbo l de l a lgo ritm o  }
IN TE R FA C E
uses W incrt;
type
p te ro= Anodo; 
pun th ijo s= Aregh ijo ; 
regh ijo=  record 
h ijo :p te ro ; 
s ig :pun th ijos ;
end;
nodo = record 
fo rm u la :s tr in g ; 
i:s tring;
V :boo lean ; 
asg: string; 
m arca :boo lean ; 
h ijos :pun th ijos ; 
end;
Function  n e w nod o (fo rm ,j,asg :s tr ing ;V :boo lea n ):p te ro ; 
{ C rea un nuevo  nodo y d e v u e lv e  su p tero}
P rocedure  n e w h ijo (va r n1 ,n2 :p te ro );
{ A g rega  un nodo h ijo  n2 al nodo n1}
P rocedure  ve rA rb o l(n :p te ro );
{ M uestra  el á rbo l en pan ta lla  }
IM P LE M E N T A T IO N
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Function  n e w nod o (fo rm ,j,asg :s tr ing ;V :boo lea n ):p te ro ; 
v a r p :p tero; 
begin 
new(p);
pA.fo rm u la := fo rm ;
PA.i:= j;
pA.asg:=asg;
pA.V :=V ;
pA.h ijos :=n il;
new nodo:=p
end;
P rocedure  n e w h ijo (va r n1 ,n2 :p te ro ); 
v a r p :pun th ijos ; 
begin 
if  n1=n il 
then  n1 :=n2 
e lse begin  
new (p);
pA.s ig := n1A.hijos;
pA.h ijo :=n2 ;
n1A.h ijos:=p;
end;
end;
P rocedure  ve rA rbo l(n :p te ro ); 
va rs a n g ria :s tr in g ; 
k :in teger; 
auxchar:cha r;
P rocedure  vem odo (p :p te ro ;sa n g :s tr in g ); 
v a r  k :in teger;
pun t:pun th ijos ;
begin
w rite (sang ,'_____ ’,pA.fo rm u la );
w r i te ( ', \ p A.i); 
w r i te ( ', ',p A.\/); 
if  pA.asg="
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then  w r i te ( ', {}') 
e lse w r i te ( ', \ p A.asg); 
if  pA.m arca
then  w rite ln ( ' * ')  
e lse  w rite ln ( ' S'); 
pun t:= pA.hijos; 
w h ile  p u n to n i l  do 
begin
if  pun tA.s ig=n il
then  ve rN o d o (p u n tA.h ijo ,sang+ ' ') 
e lse  ve rN o d o (p u n tA.h ijo ,sang+ ' | '); 
pu n t:= p u n tA.sig; 
end;
end;
begin
clrscr;
w rite  In ('-----------------------------A  R B O L ----------------------------------');
W R IT E LN ;
w rite ln  (' N 0  D O  S '):
ve rnodo (n ,"); 
end;
end.
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