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Jestem z tych, ktorzy wierz§,, iz nauka jest czyms bardzo pi§knym. Badacz jest 
w swoim laboratorium nie tylko technikiem, lecz rowniez dzieckiem, wpatrzonym 
w zjawiska przyrody, fascynuj§,ce jak bash czarodziejska. Nie powinnismy sobie 
dac wmowic, ze caly naukowy post§p sprowadza si§ do mechanizmow, maszyn i 
roznych kolek z§batych, ktore zresztg, takze nie s§, pozbawione swoistego pi§kna.
Nie obawiam si§, aby z§,dzy przygody miaia grozic w dzisiejszych czasach 
zagiada. Najzywotniejszym z wszystkiego, co widz§ dookoia siebie, jest wlasnie 
ten duch przygody, niezniszczalny a zwi§,zany najscislej z ciekawosci^ naukowy .
Maria Curie - Sklodowska, 
’’Przysziosc Kultury”, 
Rada Ligi Narodow, Madryt, 1933.
I am among those who think that science has great beauty. A scientist in his 
laboratory is not only a technician: he is also a child placed before natural phe­
nomena which impress him like a fairy tale. We should not allow it to be believed 
that all scientific progress can be reduced to mechanisms, machines, gearings, 
even though such machinery also has its own beauty.
Neither do I believe that the spirit of adventure runs any risk of disappearing 
in our world. If I see anything vital around me, it is precisely that spirit of 
adventure which seems indestructible and is akin to curiosity.
Maria Curie - Sklodowska, 
’’The Future of Culture”, 
The League of Nations, Madrid, 1933.
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A b stract
In the first part of this work the self-assembly structure of three amphiphilic 
systems is studied using various experimental techniques. After general introduc­
tion given in Chapter 2, the theoretical and practical aspects of the experimental 
methods are outlined in Chapters 3 & 4, respectively. In Chapter 5 the nature 
of spontaneously formed aggregates in the binary DDAOH/water system is ex­
plored quantitatively by classical and dynamic light scattering as well as electron 
microscopy. It is shown that these solutions self-assemble into dilute monodis­
perse unilamellar vesicles in equilibrium with micelles. The experimental data 
are explained in terms of a model in which most of the micelles are confined 
to the interior of the vesicles, indicating the existence of a supra-self assembly 
mechanism.
In Chapter 6 the phase diagram of binary didodecyldimethylammonium ac­
etate/water system is studied using classical and dynamic light scattering and 
electrical conductivity measurements. These data are supplemented by SANS 
studies in the region of high surfactant concentration. The existence of dilute 
vesicular phase is demonstrated at concentrations below 0.005 surfactant volume 
fraction. With increased concentration of surfactant the isotropic sponge (L3) 
phase and lamellar phase are observed separated by a two phase region. Analy­
sis of the light scattering results indicates the existence of a second order phase 
transition between the asymmetric and symmetric sponge phase. In the sponge 
phase region SANS data are consistent with the membrane thickness of 25Ä and
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electrical conductivity results are in agreement with theoretical predictions for 
charge carriers scattering on large oblate objects. For surfactant concentrations 
larger than 0.03 volume fraction a mixture of L3 and lamellar phase is observed.
In Chapter 7 the thermodynamical consequences of the structure of ternary 
DD A B /water/cyclohexane system in the microemulsion region (L2) and cubic 
phase region are studied using microcalorimetric specific heat measurements. The 
calorimetric technique is demonstrated to produce results consistent with the 
structural information derived from direct observations of the phase diagram and 
the DOC structural model. Two or possibly three separate cubic phases are 
distinguished in the cubic phase region. The results indicate tha t the values of 
specific heat per surfactant molecule reflect changes in both the surfactant film 
topology and geometry.
Second part of this work is devoted to the study of adsorption of three simple 
liquids on molecularly smooth mica using an angle-averaging, refractive index­
matching ellipsometric technique. General outline is given in Chapter 8 followed 
by discussion of the ellipsometric method (Chapter 9). In Chapter 10 experimen­
tal results are presented and discussed. For water and cyclohexane the isotherms 
are structureless. For octamethylcyclotetrasiloxane a layering upon adsorption is 
observed, showing no qualitative change on passing through the triple point of 
the bulk liquid. The isotherms for all three liquids studied do not agree with the 
Lifshitz theory of van der Waals forces and are qualitatively interpreted using the 
surface phase diagrams of Pandit, Schick and Wortis.
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C h ap ter 1
P ream b le
This thesis is a (mainly) experimental exploration of two topics in surface and 
physical chemistry. The work falls into two parts, connected in that both involve 
liquid structure induced at interfaces.
The interfaces in the first part are self-assembled membranes, vesicles, micelles 
formed by surfactant in binary and ternary mixtures and in the second part solid, 
molecularly smooth mica on which liquid vapour condenses to form thin films. 
At first sight belonging to very different areas of physics, these two phenomena 
are closely related.
For membranes and surfactant films the interface is formed of molecules dif­
ferent than the constituents of bulk phases. In contrast to this, for two co-existing 
bulk phases (e.g.vapour and liquid, liquid and solid, two liquid-crystalline phases) 
they are separated by an equilibrium interface which is formed of the ’bulk’ 
molecules.
The unifying concept enabling uniform description at finite temperatures of 
interfaces separating two bulk phases, wetting (exemplified both by formation 
of wetting films and coexistence of distinct orientationally-ordered phases such 
as occurs in liquid crystals, e.g. two cubic phases) or interactions between thin 
membranes is now well established [1,2]. The effective interaction of surfaces
2
3renormalized by fluctuations enables a consistent description of phase transitions 
in such systems (in two or three dimensions). In this thesis structural aspects of 
some of these systems are studied using various experimental techniques selected 
to provide sufficient detail and resolution.
A detailed summary of the work covered is given in the separate introductions 
to each part.
P a rt I
M icro stru c tu r a l flu id s  
S tr u c tu ra l d iv er s ity  o f  
d o u b le -c h a in  ca tio n ic  su r fa c ta n ts  
in  b in a ry  an d  tern a ry  sy s te m s
• •
C h ap ter  2
In tro d u ctio n  for surfactant 
d isp ersion s
In this C hapter I briefly review the general concepts of self-assembly used for 
discussion of phase behaviour and phase transitions in mesophases studied in 
this work. The aggregate structures of surfactants which form a therm odynam ­
ically stable phases arise from an interplay between the hydrophobic effect, the 
hydrophilic nature of the polar heads and geometric packing constrains [3,4,5].
According to the classical steric approach [6], the self-assembly properties of 
surfactant molecules are fully characterized by a single surfactant param eter de­
fined as p =  u /a /, where a is the optimal head-group area and v is the volume of 
hydrocarbon chains. The chains are assumed to be fluid and incompressible and 
/ is the critical chain length, which is usually smaller than the maximum chain 
length, /max- To the first approximation, in a dilute surfactant/w ater system 
the surfactant param eter is assumed to be concentration-independent. The opti­
mal head-group area, a, arises from opposing interactions, namely the attractive 
hydrophobic and complex repulsive forces between charged head-groups in wa­
ter. Therefore, the to tal interfacial free energy per molecule reaches its minimum 
value for a certain optimal distance between the adjacent molecules at the water-
5
6hydrocarbon interface. The volume and critical length of saturated hydrocarbon 
chain containing n carbon atoms can be calculated from semiempirical equations 
given by Tanford [7]:
v «  (27.4 + 26.9n) x 10-3 nm 3 
Imax ~  (0.15 + 0.1265n) nm  (2.1)
r
From the steric model, given the value of p it is possible to determine prefer'ed 
geometries of surfactant aggregates formed in water. For the increasing values 
of p the following structures are predicted: spherical micelles for v/al  < 1/3, 
nonspherical micelles for 1/3 < v/al  < 1/2, bilayers for 1/2 < v/al  < 1 and 
inverted structures for v/al > 1. It turns out that in order to interpret correctly 
the structures formed in ternary surfactant/water/oil systems one has to assume 
some penetration of oil into the hydrocarbon chains (resulting in increased chain 
volume).
Although the steric model has been very successful, it has serious limitations. 
For instance, some of the facts it does not account for are: (i) area per polar 
group depends in a complex way on the composition and temperature [8], (ii) at 
higher concentrations the microstructure depends on the existence of long range 
forces between aggregates [9] and (iii) the model breaks down for long chains, 
because for those chains the Tanford estimate of the critical length is not valid 
[9],
The hydrophobic effect, which largely contributes to spontaneous assembly 
of amphiphiles, strongly increases with the volume of hydrophobic part of the 
molecule. Therefore, the double-chained surfactants are practically insoluble in 
water (cmc is about 10-loM whereas for single-chain surfactants cmc is in the 
range 10~4 — 10_1M) [6]. Surfactants with two hydrocarbon chains whose aggre-
7gation properties are studied in this work have the effective surfactant param eter, 
v/al ,  close to 1. Thus, for binary surfactant/w ater systems the preferred aggre­
gate structure is a bilayer separating two regions of water [3]). When oil is added 
to the mixture, either the bilayer swells or a surfactant monolayer curved towards 
water forms (p > 1 as the result of the oil penetration of the surfactants chains). 
The surfactant molecules, insoluble in both water and oil, are confined to the 
interfacial region.
The simple steric model has been useful for description of simple (Euclidean) 
forms of aggregation, but failed to account for the existence of bicontinuous struc­
tures as well as the dependence of phase diagrams on the composition and tem per­
ature. The surfactant param eter is a measure of local curvature of the interface 
between polar and non-polar regions [10]. In order to predict the sequence of 
self-assembled structures as a function of the composition one has to know the 
intrinsic geometry and topology of the interface. Hyde [11,12] showed that the 
interfacial topology is determined uniquely by the combined local (surfactant pa­
ram eter) and global (surfactant-to-volume ratio as set by the composition of the 
sample) constraints.
The equilibrium phase formed under a given set of conditions is the one which 
minimizes the overall free energy of the system. The simplest approach to calcu­
late this energy is to ignore the interactions between the aggregates predicted by 
geometric models. These are zero-temperature models and do not include therm al 
fluctuations of the interface. A more advanced statistical mechanical approach 
[13,14,15,2] considers an assembly of non-intersecting random  surfaces as a model 
for the structures formed by amphiphilic mixtures containing fluctuating bilayers. 
In such systems, the interplay between the molecular (van der Waals, hydration, 
screened electrostatic) [6] and fluctuation-induced phenomena [16,17] may result 
in a variety of phases. For dilute amphiphilic systems (i.e. when the characteris-
8tic distance of the structure is large compared to the membrane thickness) three 
particular phases were observed in many cases: a swollen liquid crystalline lamel­
lar phase with long range order, La, isotropic sponge phase, L3, and the isotropic 
vesicular phase. In the case of lamellar structure the amphiphilic molecules form 
a stack of parallel infinite bilayers. For the vesicular phase the bilayers close and 
form more or less spherical objects. The T3 phase is formed by an (theoretically) 
infinite bilayer that separates the sample into two equivalent, strongly interwoven 
regions. A schematic representation of the structures characteristic of the La, L3 
and the vesicular phase is shown in Figure 2.1.
At the theoretical level, the thermodynamics of an ensemble of fluid mem­
branes is described by the statistical physics of surfaces embedded in a three- 
dimensional space [14,18]. In particular, Huse and Leibler demonstrated that the 
relative phase stability is determined by the bending elasticity of bilayers.
At very high dilution the average distance between membranes can be made 
very large compared to the thickness 6 of bilayers as well as to the range of di­
rect molecular interactions. In this limit the bilayer can be assumed to interact 
by self-avoidance only. In such a situation the equilibrium state is expected to 
be dominated by the statistics of bending conformations of the flexible mem­
brane [19].
The free energy of a fluid, non-interacting membrane of macroscopic dimen­
sions L x L is given by the Hamiltonian ([14]):
( 2.2 )
where integration is over the membrane surface. This Hamiltonian consists of two 
terms: the first term, proportional to the number of molecules in the membrane 
(which is assumed to be incompressible) and the second term called the Helfrich
9Figure 2.1: A schematic representation of the structures characteristic of the 
vesicular phase (a), the lamellar phase, La, (b), and the sponge phase, L3, (after 
Porte et.al. [19]) (c).
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curvature energy. The meaning of symbols is following: ^ is the chemical potential 
of membrane molecules, H  is the mean curvature and K  is the gaussian curvature 
(which are related to the principal curvatures C\ =  1/R\  and c2 =  l //?2  at a point 
P  on the surface by the relation: H  =  1 /2 ( cx  +  c2) and K  = cx x c2, where Ri  and 
R 2 are the local principal radii of curvature). H 0 is the spontaneous curvature 
(equal to zero by symmetry for bilayers), kc is the mean bending constant of the 
membrane, and kc is the gaussian bending constant.
Thermal fluctuations of membranes are related to the values of rigidities kc 
and kc as compared with therm al energy kßT.  When kc kß T  the membrane 
is rigid, but when kc ~  k ß T  the membrane becomes flexible and the therm al 
fluctuations become im portant. According to the first order perturbation theory 
(where k ß T / k c is the perturbation parameter) the rigidities kc and kc of the 
membrane are renormalized by therm al fluctuations:
Q m a x  and Q m i n  are in-plane cutoffs corresponding to the inverse of a molecular 
length and inverse of the size of the membrane or a characteristic distance of the 
structure in question, respectively [20].
The persistence length, of a bilayer as defined by de Gennes and Taupin 
[9] can be obtained from equation 2.3 by assuming kc(L) =  0. The membrane is 






The Hamiltonian given by equation 2.2 was analysed by many authors (see [14,15, 
21]). These analyses led to the development of phase diagrams for self-avoiding 
membranes. Below I present a brief discussion of some aspects of the phase 
diagram, mostly along the lines of the model of Cates et al. [15], which is based 
on the following assumptions:
• The structure consists of self-avoiding, interconnected bilayers characterized 
by a structural length scale £.
• There is neither long-range positional nor orientational ordering of the mem­
brane.
• The membrane has no edges.
The macroscopic sample is physically divided into two sub-volumes by the 
surfactant bilayer, called ’’Inside” (I) and ’’Outside” (O) regions, respectively. 
This naming convention originates from the fact that for the asymmetric phase 
in a binary system certain part of the volume is contained inside closed structures 
(vesicles). Once a given point has been selected as part of the ’’Inside” volume, 
Vinsidei (or ” Outside” volume, Voutaide), all the other points can be easily classified. 
The sample is described by two parameters, the volume fraction of the ’’Inside” 
part, t/>, and the volume fraction of surfactant, </>. The /  and O  domains should 
be statistically identical unless this global symmetry is broken.
Perhaps the most interesting prediction of such constrained theory of ran­
dom surfaces for bicontinuous structures is the possibility of an unusual phase 
transition, which occurs when the symmetry between two sides of the surface is 
spontaneously broken [14]. This symmetry is reflected in the geometrical sym­
metry of the phenomenological random surface Hamiltonian for a noninteracting 
membrane system (equation 2.2).
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In particular, the model outlined above has been used to calculate the free 
energy of a sponge phase using random mixing approximation [15,14]. The total 
free energy density is given by equation:
F total{<t>, *P, 6 ,  T ) =  Fbend. ~ T S ( 2 .6 )
where S is the bilayer thickness and r  = k s T / i i r k c  is the reduced temperature. 
The value of k c , the bare membrane bending constant, may be strongly tempera­
ture dependent. S  is the entropy density defined as the entropy for mixture of the 
’’Inside” and ’’Outside” region and F b e n c i is the bending energy of the bilayer. The 
effective bending constant depends on a length scale as shown by equation 2.3 
and the size of the elementary cell, £, is set by the global constrains in the system 
(d, xp and <j>). In order to determine the optimal structure (phase) for a given set 
of parameters, the total free energy is minimized over x p .
Typical phase diagrams obtained from the above procedure are shown in Fig­
ure 2.2. Depending on the reduced temperature and the volume fraction of 
surfactant, three phases are present: a lamellar phase, T, a symmetric sponge 
phase, 5, for which the parameter xp  =  1/2, and an asymmetric sponge phase, A, 
( xp  ^  1/2). These phase diagrams predict a phase transition between the sym­
metric sponge and asymmetric sponge phase, which may be of the first or second
order. When second order, the transition is expected to be Ising-like [14]. The 
+he.
effect of gaussian bending constant on the relative stability of phases is illustrated 
in Figure 2.2c. The transition between the lamellar phase and sponge phase is of 
the first order [22].
According to theoretical predictions, the topology of asymmetric sponge phase 
evolves upon the increased surfactant concentration because of the decrease of 
microscopic surface tension. Consequently, the vesicles grow in size in order
13
Figure 2.2: Proposed schematic phase diagram obtained in the random  mixing 
approxim ation (from Roux and Cates [23]). L is a lamellar phase, S the symmetric 
sponge phase and A an asymmetric sponge or (when very dilute) a vesicular 
phase. The phase transition between the symmetric sponge and the asymmetric 
sponge can be either of the first order (a) or second order (dashed line-b) Top 
diagrams (a and b) are obtained for kc = 0. Bottom  diagram (c) is for the reduced 
tem perature r  =  constant and the varying gaussian bending constant kc.
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to increase the total film entropy and eventually start forming larger connected 
domains [14]. The domains of minority component percolate before the volume 
fraction occupied by it (i.e. the ’’Inside” region in the present case), 0 , reaches 
0 . 5 .
The relative stability of the two L3 and single L a structures is governed by 
the bending elasticity of bilayers [14]. The configurational entropy for the T3 
structure is larger than for L a phase. However, the mean curvature elastic en- 
ergy (proportional to kc) is smaller for the lamellar phase than for the sponge 
phase. Therefore, small values of kc induce the La to L3 structural transition 
(kc =  0). This transition occurs when the smectic periodicity d becomes compa­
rable in magnitude to the persistence length £*. of the membrane [24]. However, 
in general kc is non-zero and, consequently, both the entropy and topology effects 
(related to the gaussian bending constant through the Gauss-Bonnet theorem, 
see equation 2.13) are of importance. In such a situation the numerical values of 
both of the membrane rigidities, kc and kc, are involved in the structural consid­
erations.
For a system of flat membranes of thickness 6 separated by a distance d the 
equilibrium state  is determined by interactions between the membranes. The 
to tal interaction free energy per unit surface, in the absence of layer undulations, 
is given by the sum of three terms:
/  = f vd W  + fhyd + felec (2-7)
In the above equation f vdw is the attractive van der Waals interaction. Neglecting 
the retardation effects this is given by:
1 , 1 2 
d? +  (d + 2S)2 ~  (d + 6)1
( 2.8 )
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This function decreases as 1/d2 for d < 8 with cross-over to 1/d4 for large d. 
Retarded van der Waals forces lead to — 1/d5 behaviour for d > 500Ä. A is the 
Hamaker constant, typically of the order of few 10“ 14erg [25].
The hydration energy per unit surface is represented by [6]:
h y d  = (2.9)
where is a length of the order of 2—3Ä and H0 is a constant (about 2 x 103ergcm-2).
The hydration interaction has a very short effective range of about 20Ä.
The electrostatic interactions between charged bilayers in water depend on the 
separation d of bilayers, the Debye-Hückel screening length /c-1 = (Sirn^l)-1 2^ 
and the Gouy-Chapman length A = e/2^/cr, where n is the bulk electrolyte 
concentration and / = e2/47reotkßT is the Bjerrum length. The latter quantity is 
about 7A for an aqueous solution (ew = 80) at room temperature. For a dilute 
suspension of thin bilayers three distinct regions can be defined [26]:
• The Debye-Hückel region where the Poisson-Boltzmann equation can be 
linearized and either /cd > 1 and A > /c-1 or /cd < 1 and /c2Ad > 1.
The electrostatic free energy of interaction is then given by:
Fei = \kBT/7rl\2K^ctgfiK,d/2 — 1).
• The intermediate region where /cd > 1 and A < /c-1.
Then Fei =[_8A:ßr/c/7r/]exp(— /cd).
• The Gouy-Chapman region where /cd < 1 and A < d. In this case the free 
energy of interaction is: Fei = 7rkßT/2ld.
Apart from the three contributions discussed above, Helfrich [17] has consid­
ered the entropy-induced interaction caused by the steric hindrance of undulating
16




where kc is the elastic bending modulus for a single membrane. For a dilute binary 
system, the relatively short-range van der Waals and hydration interactions can 
be neglected. Then the structure would depend on the interplay between the elec­
trostatic  and entropy-induced interactions. However, fluid surfactant membranes 
are characterized by very low surface tension, which results in small membrane 
bending rigidity, kc [27,9]. Consequently, the membranes are subject to strong 
out-of-plane undulations. It has been demonstrated tha t for the values of kc of the 
order of the therm al energy, kßT,  the thermally induced interactions dominate 
at large distances provided tha t the electrostatic interactions are either absent or 
screened [26,28,29,30]. However, the presence of electrical charges of high density 
may suppress the undulation-related effects as shown for SD S/pentanol/w ater 
system [29].
It was recently predicted tha t the long range electrostatic interactions signifi­
cantly affect the value of membrane bending constant [26]. The bending constant 
kc is replaced by a renormalized one, k'c = kc +  6kc \e[ where 6kc \ei is the electro­
static contribution to the bending constant. When the electrostatic interactions 
are screened (tzd 1), the long-range steric repulsion is dominant and the bend­
ing constant remains practically unaffected (Skc |e/ / k c <C 1)- As K,d decreases 
(which can be achieved either by decreasing d or reducing the salt concentration 
in a ternary system) the membrane undulations become eventually controlled by 
the electrostatic repulsive forces. When the energy of electrostatic interactions is 
of the order of the therm al energy, kßT,  the bilayers decouple and the bending 
constant decreases which leads to the domination of the undulation interactions.
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Thus, the lamellar phase can be stabilized to very large interlamellar spacing 
[28]. On further dilution the membranes become completely separated [18] and 
kc decreases to the value for noninteracting bilayers. The stability of membranes 
requires the gaussian bending constant kc to be negative and kc + kc to be positive 
[31]. Both values of the bending moduli are important in the prediction of the 
relative phase stabilities and both are modified by the electrostatic interactions 
as shown by Mitchell and Ninham [31] and Fogden and Ninham [32].
Cubic phases (discussed below) are characterized by large concentration of 
membranes per unit volume. Leibler [18] concludes from general statistical me­
chanical considerations that for such ” dense” systems the thermally induced un­
dulations can be neglected in first approximation. Consequently, the structure of 
these systems should be reasonably well described using zero-temperature models 
taking into account elastic energy of the membranes.
Microemulsions are random homogeneous phases containing a mixture of oil, 
water and surfactant. There are many models attempting to describe microemul­
sion phase behaviour and microstructure [9,34,35,14,36,37,38]. The theoretical 
concepts and experimental methods used in this area have been recently sum­
marised by Langevin [33]. However, the interpretation of experimental data col­
lected in this work is limited to geometrical models [37].
The geometric model constructed from an approximation to constant curva­
ture surfaces made from interconnected spheres and cylinders - the Disordered 
Open Connected (DOC) cylinders model - was the first description of microemul­
sions fully consistent with experimental observations [40,41,42,43,44] on bicontin- 
uous microemulsions. The structure of real suspensions is governed by the value of 
effective surfactant parameter and the composition of the sample (i.e. partition of 
the sample into two subvolumes, polar and nonpolar, separated by an interface). 
The effective surfactant parameter is very different from unity, describing systems
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of high curvature of the interface. According to the DOC model, at very low wa­
ter contents an interconnected network of fine water channels is formed. As more 
water is added (at a constant surfactant-to-oil ratio) the cylinders become thicker, 
less inter-connected and the structure grows more fragmented. Eventually all the 
water is encapsulated in isolated spheres. The preferred local curvature is set by 
the dimensions of the surfactant molecule (surfactant parameter v/al ) as well as 
the composition of the mixture. These local and global constraints determine the 
average coordination number (Z) of the water network. In most known systems Z 
decreases monotonically with increasing water content. A schematic view of the 
DD AB/water/cyclohexane microemulsion according to the DOC cylinders model 
is given in Figure 2.3.
The DOC cylinders model has obvious un-physical structural features (cusps
at the connections between rods and spheres) and can be improved. As discussed
above, the evolution of microstructure within surfactant solutions can be inferred 
+he
from the analysis of)geometry of the interface between the hydrophilic and hy­
drophobic regions [11,12]. Main underlying assumptions of the Hyde’s geometric 
model are that (i) local curvatures of the interface are determined by the value 
of surfactant parameter, p = v/al, and (ii) global constraint are imposed by the 
sample composition. The vicinity of each point at the surface is characterised by 
the mean curvature, H , and the gaussian curvature, K . The convention adopted 
for a surfactant monolayer is that H > 0 when the layer curves towards the polar 
volume and H < 0 when it curves towards the hydrocarbon chain region. To 
describe the value of surfactant parameter in terms of the local geometry two 
assumptions are made:
• The surfactant chains are normal to the interface.
• The interface is perfectly homogeneous (e.g. intersection-free, two-dimensional 
orientable surfaces whose surface curvatures are as uniform as possible
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Figure 2.3: Schematic view of a DDAB/water/cyclohexane macroemulsion ac­
cording to the DOC-cylinders model with connectivity Z — 4 (top) and Z — 2 
(bottom) (after Ninham et al. [42]).
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within the geometry).
By constructing the parallel interface separated by £ from the basal interface one 
can show that the cross-section of the hydrocarbon volume by this surface is given 
as a function of the head-group area per surfactant molecule as:
a ( 0  = a(0)[l +  2H{  + K ( 2(2.11)
Integrating over leads to the equation relating the surfactant parameter to 
the local values of the interfacial mean curvature and Gaussian curvature:
v K l 2
-  =  !  +  / / /  +  —  ( 2. 12)
For a homogeneous interface dividing incompressible polar and apolar regions the 
volume associated with the surface is calculated by summing over all parallel sur­
faces to the centre of the curvature. Thus, the surfactant param eter is dependent 
on the composition. The topological description of the surface structure is given 
by the genus of the oriented surface g, which is related to the integral curvature 
by the Gauss-Bonnet theorem:
J j  Kda  = 47t(1 — g) (2.13)
This model successfully describes microstructure of the microemulsion phase re­
gion within ternary cationic surfactant/w ater/o il systems (in full agreement with 
the DOC cylinders model). For these systems, the effective surfactant param ­
eter, p = u /a /, is greater than 1 (because v is a sum of the surfactant chain 
volume and the volume of oil adsorbed between the surfactant chains). Therefore
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the interface formed at the low water content (when there is enough water to 
accommodate all surfactants) has large positive mean curvature. The gaussian 
curvature must be negative (from equation 2.12), and the genus is high, giving a 
highly interconnected surface of constant curvature. Adding more water lowers 
the mean curvature. W hen the surfactant param eter remains constant this re­
sults in the less negative value of the gaussian curvature and, consequently, less 
interconnected system. As the result of dilution the microstructure transforms 
to the globules and spheres.
In the case of bicontinuous cubic phases in binary and ternary systems, the 
models suggest that the surfactant or lipid bilayer is centered on an infinitely 
periodic minimal surfaces (IPMS, a saddle surface with two principal curvatures of 
different signs and the mean curvature equalhzero at all points) and separates two 
water-filled channel systems. Three basic IPMS symmetries have been identified: 
body-centered (space group 7m3m, P-surface), primitive (space group Pn3m , 
D-surface) and space group Ia3d (G-surface) (see Figure 2.4) [45,46,47,48,49,50]. 
A comprehensive review on the subject of cubic phases in surfactant suspensions 
was recently published by Fontell [52].
The geometric model of Hyde [11] relates the interfacial area per unit cell at 
the center of the bilayer 5(0), the head-group area per unit cell and the surface- 
averaged gaussian curvature ( (K) = { U unitceii K d a ) / I L m t c e i i  d a )  ^ which in turn 
is a function of the genus per unit cell (g):
and
A/2 = 5(0)(1 +  (I<)1) (2.14)
(I<) = Mi -a)








I q  3 d  ( Q 230) 
C
a
Figure 2.4: A schematic representation of the three basic IPMS cubic symmetries: 
(A) - primitive (space group Pn3m, D-surface), (B) - body-centered (space group 
7m3m, P-surface) and (C) - space group Ia3d (G-surface) (after Seddon [51]).
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Combining equations 2.14 and 2.15 with the normalized surface to volume ratio 
per unit cell defined as a — S (0 ) /a 2, where a is the lattice param eter of the cubic 
cell give
A  [ 8tt(1 -  g)l2
°  ~2 a2 [
The plot of A / 2 a 2 versus 2ttl2/ a 2 is linear with slope equal to 2(1 — g) and 
intercept equal to cr [53] and can be used to specify the interfacial geometry.
(2.16)
C h ap ter  3
S tu d ies  o f collo idal stru ctu res  
using sca tter in g  tech n iq u es
3 .1  G e n e r a l c o n c e p t
Sizes of molecules and their colloidal aggregates studied in this work range from 
about 1 nanom eter to 0.1 micrometer. To determine the structure of colloidal 
dispersions in a liquid containing inhomogeneities of such sizes, an appropriate 
non-invasive m ethod has to be used. The best approach is the study of interfer­
ence patterns obtained with various sorts of radiation penetrating the analysed 
samples. In particular, light scattering, small angle x-ray scattering and neutron 
scattering have been the most im portant tools for determining the structure and 
dynamics of colloidal dispersions [54,55,56].
The scattering interference pattern  is characterised by the intensity and an­
gular distribution of scattered radiation. These latter values depend on the fluc­
tuations in refractive index (in the case of visible light), fluctuations in electron 
density (in the case of x-rays) or the fluctuations in nuclear density multiplied by 
nucleus cross section (for neutron scattering). In general, any scattering process 
is governed by a reciprocity law that states an inverse relationship between the
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size of scattering object and scattering angle. In the case of X-rays and thermal 
neutrons colloidal dimensions are very large compared to the wavelength which 
makes the angular range small. For visible light scattering the wavelength is 
larger or comparable with size of macromolecules or colloidal aggregates and the 
range of angles accessible in the experiment is larger.
It is im portant to note that the scattering laws apply universally to all wave­
lengths and depend on the ratio of a characteristic dimension of the scattering 
object to the wavelength rather than explicitly on the size of scatterer.
In this work only coherent scattering was studied, both static and dynamic. 
The incoherent scattering can be neglected at small angles as long as QD is much 
smaller than 1, where Q is the scattering vector magnitude, |Q| =  (47r/A) sin(#/2) 
and D is the longest dimension of the particle. The notion of static scattering 
means tha t the ” Brownian motions” of the molecules are ignored and the scatter­
ing properties of an atom  are determined by its fixed position within the molecular 
structure. Conversely, the phenomenon of dynamic scattering is caused by the 
tem poral evolution of structure of the colloidal system due to thermal fluctua­
tions. The absence of multiple scattering is ascertained by working with dilute 
systems and small volumes.
A schematic representation of typical experimental scattering configuration is 
shown in Figure 3.1.
The incident beam of radiation is filtered to approximate as closely as possible 
a uniform, monochromatic, linearly polarized plane wave of momentum kt. The 
intensity of radiation scattered at an angle 9 (final momentum kf) is the sum of 
intensities of all secondary waves, which will have different phases, depending on 
the relative position of scattering elements in the scattering object. In a standard 
scattering experiment, this intensity is measured as a function of the momentum 
transfer Q = kx — k j.
26
Figure 3.1: A schematic representation of the scattering geometry
In the case of elastic scattering \Q\ =  2|&, | sin(0/2) =  ( i x / \ )  sin(0/2). Be­
cause of geometrical constraints the scattered intensity is measured between two 
limiting values Qmin and Qmax• Therefore, the resolution (equal to 2tt/Q max) with 
which the structure in the real space can be probed is determined by the maxi­
mum experimental value of the scattering vector, which is inversely proportional 
to the radiation wavelength. For instance, in order to obtain a high resolution 
description of a colloidal system one has to study neutron or x-ray scattering. In 
this case the resolution can be about 10A. On the other hand, the limit of low 
Q is largely determined by the geometrical design of the experimental arrange­
ment and gives the maximum dimension of the probed region, 2tt/Q mtn- This 
maximum limit is of the order of 1000A for scattering of thermal neutrons and 
X-rays. In contrast to this, light scattering gives access to the structures with 
characteristic distances in the range from several thousands t& ew  Mm.
Each atom  in the scattering object is characterized by the scattering length b. 
Scattering length is a measure of the intensity of the radiation-atom  interaction. 
For neutrons b is the nuclear scattering length, averaged over the isotopic and 
nuclear spin distribution of each nucleus. For X-rays, b represents the electronic
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density. For visible light scattering, b is molecular polarizability.
The intensity of scattered radiation is given by [57,58]:
!(Q) = ( lX Ify exP(*Q-ßj)|2) =  (52bjbiexp[iQ(Rj -  Ri)]) (3.1)
J j ,  i
where Rj  and Ri are the positions of j th and ith atom, the sum is over all atoms 
in scattering object and ( ) indicates taking the ensemble average.
The small angle scattering region is dominated by large scale inhomogeneities 
in the sample. For small angles the scattering pattern is practically independent 
of atomic-scale ordering. Consequently, the scattering objects can be treated  as 
a continuous medium and the scattering length can be replaced by its density. 
By definition [55] the scattering length density is the ratio of the sum of coherent 
scattering lengths of atoms or molecules to the volume occupied by these atoms:
p(R) = tT 1 Y ,  bj ö(R ~ Rj) (3-2)
j
where the sum extends over a volume d which is large compared with interatomic 
distances but small compared to the resolution of the experiment. Since only the 
fluctuations of the scattering length density are contributing to the scattering 
intensity, the background uniform density of scattering length can be substracted. 
Thus, the equation 3.1 can be written in the following form [55]:
I(Q)  =  ( JAp(R)Ap(R')e'm ‘- R)dRdR’) (3.3)
This form represents the Fourier transform of a correlation function for the fluc­
tuations of the scattering length density at points R  and R! . Therefore, the 
intensity of scattered radiation represents the average correlation between the
positions of scattering particles in the sample. It follows that although the scat­
tering intensity can always be calculated for a given geometry of the scattering 
object, the inverse procedure in general does not exist. This explains why the 
scattering data are very useful for testing existing structural models, but these 
models have to be created using other methods.
For r — R — R! — constant the Patterson function is defined as:
where V is the irradiated volume. For a statistically isotropic system the average 
correlation and the scattering pattern do not depend on the orientations of r and 
Q. In such a situation equations 3.4 and 3.5 can be written as:





Debye et al. have shown in their classical work on scattering by random media 
[59] that if heterogeneities of colloidal size are distributed statistically at random, 
the scattering object is characterized by an exponential correlation function:
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where £ is called the correlation distance and is a measure of the grain size in the 
medium. The correlation function is defined as:
where A p(R) = p (R ) — (p) represents the fluctuations in the scattering length 
density at point R  from the average scattering length density in the sample. The 
correlation function 7 (7*) has two limiting values: 7(0) =  1 and l imr^ 00')(r) =  0.
For a system composed of two different substances of the volume fractions 4> 
and 1 —0, respectively, and characterised by constant scattering length densities 
Pi and p-2 it can be shown [59] using probability calculations that:
Using equation 3.6 the correlation function 7 (7*) can be rewritten in the form:
This is a very significant result. It demonstrates tha t without reference to any 
specific structural model the value of the integral in equation 3.11 remains con­
stant:
=  (Ap(-R)A P(fl +  r))
~  {(Ap)2)
(3.9)
( ( A p ) 2) =  { ( p ~ { p ) f )  =  (P l - p 2)2<l>(l~d>) (3.10)
(3.11)
c°°
Q'  =  Jo Q2I(Q)dQ  =  2jr2(/)a -  p,)2<j>( 1 -  4>)V (3 1 2 )
The numerical value of invariant Q* can be calculated from the measured scat­
tering intensity data.
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In the case of well defined, smooth interfaces between areas of different scat­
tering densities properties of the correlation function can be used to predict the 
general behaviour of the scattered intensity for large values of Q (Porod’s law 
[55]):




where S is the total interfacial area per unit volume. However, if the interface is 
diffuse at the resolution level of the experiment the decay of the intensity versus 
Q in the limit of large Q will be faster than Q~4. For objects with dimensionality 
lower than 3 a decay law for I(Q) less steep than Q~4 is expected [60].
It follows from the above general considerations that in order to extract the 
structural information given by the scattering data obtained from an unknown 
system one has to postulate an a priori structural model, calculate the scat­
tered intensity for the model and then compare theoretical prediction with the
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experimental data. Frequently different structural models giveTsimilar scatter­
ing signature. Therefore, additional experimental evidence is usually required to 
choose between various models.
In the colloidal systems studied in this work various structures formed in water 
by a low curvature bilayer of ionic surfactant are present. They are in the form of 
unilamellar vesicles and bicontinuous disordered or ordered lamellar structures. 
For the specific case of charged particles interacting in water through screened 
Coulomb potentials the detailed theoretical analysis was given by Hayter and 
Penfold [61]. These results are discussed in the next section.
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O
Figure 3.2: Schematic representation of the OCM approximation (after Hayter 
and Penfold [61])
3 .2  O n e -c o m p o n e n t  m a cro flu id  a p p r o x im a tio n
Colloidal suspensions whose properties are dominated by one type of particles 
(e.g. micelles, vesicles, microemulsion droplets) may be treated as one-component 
macrofluids [58,61,62]. In this approximation the system is assumed to be a sus­
pension of monodisperse, macroscopic colloidal particles interacting through a 
pair potential. The solvent, including any dissolved species (co-ions, counter­
ions), is assumed to have no structure and no pairwise correlations. The counter­
ion concentration is expressed by an appropriate screening potential. The geom­
etry of such a system is shown schematically in Figure 3.2.
Equation 3.1 can be rewritten by expressing all atomic positions in a given 
scattering particle (see Figure 3.2) relative to its geometric centre. In this form 
it reads:
I(Q) = lEEE 6i 6jbexp(*Qrj|ife)) (3.14)
n >m  j ( n)  k ( m )
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where r h k is the relative separation of two atoms within different colloidal parti­
cles. According to the notation in Figure 3.2:
lr' j (n) ,k(m)  — R m n  *F ^k(m)  ^j(n) (3.15)
Equation 3.14 can be separated into two terms: interparticle (m ^  n) and intra­
particle (m =  n) :
I(Q) = ((Y Y bJbkexp(iQ(rJ-fk))-\-(Y^ v(iQFmn)Y Y bjbk exp(iQ(rk-rj)))
j (n )  fc(m) n,m  j (n )  k(m)
(3.16)
Further assumptions are made:
• All particles have the same shape and size.
• Particles are separated by a known distance i?m n .
• There is no correlation between orientation and interparticle distance.
• The interaction potential is central (the angular dependence is very weak).
W ith these approximations, for monodisperse colloidal particles equation 3.16 
becomes:
I(Q)  = N[S(Q)(F(Q))2q + ( |F ( 0 ) |2)q -  (F(Q))3q] (3.17)
where F(Q) is the single-particle form factor defined as:




The above sum is over all atoms constituting the scattering particle with distances 
Tj relative to its centre. The symbol ( )q represents averaging over particle 
orientations with respect to the direction of Q. S(Q) is the interparticle static 
structure factor defined as:
S(Q)  = N - ' ( £ e x p ( i Q R nm)) = 1 + Ar_1( E
nm n ^ m
(3.19)
and N is the number of scattering particles.
For the case of spherically symmetric colloidal particles of monodisperse di­
mensions equation 3.17 takes the form:
I (Q)ocP(Q)S(Q)  (3.20)
where P(Q) = (|F(Q )|2)q = (F(Q))q is the single-particle scattering function.
This function may be directly calculated from a model of the particle structure. In 
the case of spherical particles interacting through a pair potential, most typically 
DLVO [63] or screened Coulomb potential, S(Q) can be calculated explicitly using -the 
Hayter and Penfold method [64] which is discussed in detail in the next section.
3.2.1 Scattering o f light by large objects
Optical properties of a composite medium are characterized by its refractive in­
dex. Scattering of light may be caused by discrete variations in the refractive 
index due to the presence of particles or by small scale density fluctuations.
For large particles with dimensions comparable with the wavelength of light 
(D > A/20) a simplified approach called Rayleigh-Debye approximation can be
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used. However, in this approximation the particle size and the refractive index of 
particle relative to the refractive index of solvent can not be too large. Otherwise 
there is a strong dependence of the electric field amplitude on the position within 
the particle. This condition can be quantified as:
2kD{m -  1) <<  1 (3.21)
where D is the longest dimension across the particle, k = 2ir/ \  and m is the 
relative refractive index.
For coherent incident light beam the scattering law based on equation 3.20 
can be expressed as [65,66]:
R(Q) = KMcP(Q)S(Q)  (3.22)
where R(Q) = r2I(Q)/ I0 is the Rayleigh ratio dependent on the incident intensity 
I0 and r is the distance from the scatterer. M  is the molecular weight of the 
scattering particle, c is the molecular (surfactant) concentration by weight, and 
K  is given by:
47T2n2 /<9n\ 2
The quantity dn/dc  is the refractive index increment with respect to the concen­
tration.
Form factors P(Q) for numerous particle geometries are known. For a spher­
ical, homogeneous particle the form factor is [65]:
Qjr
p (Q) = (3.24)
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Figure 3.3: Schematic representation of the spherical shell.
where u = Qa — 47rna/A0, J3/2 represents the three-halves order Bessel function 
and a is the particle radius.
For the case where there are two concentric regions, each of which is optically 
homogeneous (see Figure 3.3) the form factor was calculated by Kerker et al. [67]:
9tt J3/2(v) m l -  m 2 / a \ 3 J3/2(u)
2 v3/2 m2 — n \ b )  u3/2
where v = Qb, u = Qa, a and b are the inner and outer shell radii, respectively, 
and mi, m 2 and n are the refractive indices inside the vesicle, in the bilayer and 
in the suspension, respectively.
The interparticle static structure factor is defined by equation 3.19. Calcu­
lation of S(Q) requires the evaluation of an ensemble average over all particle 
configurations. One needs to know the total correlation function, h(r) = g(r) — 1, 
which measures the total correlation between two particles separated by a dis­
tance r (g(r) is the radial distribution function). h(r) can be expressed through 
the Ornstein-Zernike equation [58]:
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Mrn ) = c(r12) +  p J  c(fl3)h(f32)dr (3.26)
where r i2, r 13 and r 32 are the distances between particles in the suspension la­
belled 1 and 2, 1 and 3 and 3 and 2 , respectively, and c(r) is a direct correlation 
function.
Using the concept of total correlation function enables one to express the 
static structure factor (equation 3.19) in the form:
S(Q) = l + p h { Q )  (3.27)
where h(Q)  is the Fourier transform of h(r) and p is the number density of 
particles in the suspension. The structure factor S ( Q ) can be now calculated 
for an arbitrary particle density using an appropriate expression for h(Q).  For 
example, in the rescaled mean spherical approximation (RMSA) approach with 
the ” neutralising background” correction [68,69] the required boundary conditions 
are:
r) =  0, r < d
c(r) =  —U(r) / kßT,  r > d
where d is the distance of closest approach between particles and U(r)  is the 
interparticle potential. In this work a computer program developed by Hayter 
was used to determine S(Q)  [70]. The Coulomb repulsion between the identical 
spherical particles is modelled by the classical DLVO potential [68,63].
(3.28)
. . ~ T 9exp[ — n(r — D)]
U (r) =  TT6€0D 2'l!20——---- --------- - r > D (3.29)
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where D is the particle diameter, 4/0 is its surface potential and r is the inter­
particle centre-to-centre distance. The effective DLVO potential was previously 
used by several authors to model the liquid-like structure of polyions in solu­
tion [68,71,72,73,74,75]. Originally, this potential was derived for small screening 
(k < 12, k = kD ) and small values of the surface potential 4/0. However, it has 
been shown later that the structure factors calculated using more general methods 
were identical to those obtained using DLVO potential and RMSA formalism. In 
particular, very good agreement between the RMSA and Monte Carlo simulation 
results was reported [58,76,77,78,79,80].
The small differences between the results obtained using the RMSA and Monte 
Carlo methods disappeared after the neutralising background correction has been 
taken into account in the RMSA approach [77]. In another study, Belloni [78] 
compares results obtained using the primitive model with MSA approximation, 
th e  p rim itive  m odel w ith  th e  HNC in teg ral equa tion  and  th e  RMSA form alism . 
He shows that in each case a Yukawa-type potential is derived for the effective 
polyion-polyion interaction. This potential is parametrized by the volume fraction 
of polyions and the size of small ions.
In the case when disymmetry between the size of polyions and counterions 
is large, which is clearly the situation for large vesicles studied in this work, the 
DLVO result is reproduced again [58,78,79,80]. This arises from the fact that the 
most important property of the pair potential is its derivative near the value of 
kßT  [61]. The part of the potential at the close distance to the particle (where it 
is large) is never sampled and, therefore, irrelevant. The fit of experimental data 
to the models leads to some differences in the values of the surface potential ^ 0. 
However, values of the screening constant nD and the volume fraction 77 are the 
same in all cases. The correction factor appropriate for each method mentioned
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above is given by Belloni [78]. It turns out that the largest numerical correction 
is of the order of 0.6 [77] which gives the worst case systematic error of 20% in 
*0.
3 .2 .2  R efra c tiv e  in d ex
In order to calculate the Rayleigh ratio, the value of dnjdc present in equa­
tion 3.23 has to be determined by independent means. For a random array of 
uniform, spherical vesicles it can be derived theoretically as summarised below. 
The polarizability a of a dielectric sphere of dielectric constant ts and radius a 
in a medium of a dielectric constant em is:
( 6 5 € m  )<2a = ------- ------
“f" 2 6 m
The dielectric constant tc of composite medium of a suspension of such spheres 





Equation 3.31 was extended by Lord Rayleigh [81] for random arrays of dielectric 
spheres of any concentration:
_ I ,  , ( e s T  n Kno ( es em)ec — s 1 + 3?7 x V ~ 0.592 a /o \^m) (^ 3 T 4/3em)
-l
v ' 0/3 + (3.32)
where 7/ = (4/3)7rA^a3 is the volume fraction of the particles. For the purpose of 
this work the last term in the square brackets can be neglected.
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We have derived an analogous formula for a random array of spherical shells 
[82]. First, notice that the second term  in square brackets in equation 3.32 is 
proportional to the polarisability of the sphere given by equation 3.30. Secondly, 
the polarisability a v of a spherical shell has been derived directly as:
q„ =  bc f  ( €2 em)
1 ( e 2 +  2 em)
9 e 2 em ( t 2  — e i )
(e2 + 2em)[(6/a)3(ei -f 2e2)(e2 +  2em) — 2(e2 — tm )(f2 — ei)]
[3.33)
where b and a are the outer and inner radii of the shell, respectively, is the 
dielectric constant inside the inner sphere and e2 is the dielectric constant between 
a and b. When substituted to the truncated form of equation 3.32 it leads to the 
following composite dielectric constant
ec 1+3 7 7
(  (C2 ~  t m )
V ,(e2 — 2em)
______________________________9e2£m( 2^ ~  £l)______________________________
(e2 +  2em)[(6/a)3(ei + 2e2)(e2 + 2em) — 2(e2 — e m ) { t 2  —  ei)]
(3.34)
This is the required analogue of equation 3.32 for a random array of spherical 
shells. The value of the refractive index of the suspension follows from equa­
tions 3.32 and 3.34 in a straightforward manner (e =  n 2) and is given by formula:
m
b3a  1 +  2r)





3 .3  S m a ll a n g le  n e u tr o n  s c a tte r in g
Vesicles and membranes studied in this work have geometrical radii of curva­
ture several orders of magnitude larger than the wavelength of thermal neutrons. 
The small-angle neutron scattering technique is very well suited to obtain struc­
tural information about these objects at varying magnification, controlled by 
the magnitude of the scattering vector Q. The dominating structural features of 
low curvature objects formed by thin bilayers in a suspension can be arbitrarily 
divided into three categories, depending on magnification [60]. At short range 
(corresponding to the limit of large Q in the momentum space) bilayer appears 
as a three-dimensional object of finite thickness 6. At intermediate range, for ob­
servation angles such that distances across the film r ~  <5 (r = 2ir/Q) are probed, 
the correlation function has a constant slope which is a measure of the surface 
area of the film. In this range the bilayer appears thin and flat and the scattering 
curve will exhibit a Q~2 decay. If the film has a constant curvature, oscillations 
are superimposed on this decay. For Q ~  1/6 the Porod law will be recovered. 
At long range, the effects caused by the film curvature become dominating. For 
instance, it was demonstrated [83] that in a system of randomly dispersed lamel­
lae the scattering curve in the intermediate range can be modelled as scattering 
by flat particles. The formula given by Porod [55] for random distribution of flat 
particles of finite thickness <5 and much larger in two other dimensions is:
m  - /  sin(Q<5/2)\2v m 2) J (3.36)
where A is the surface area and 6 is the particle thickness. In the limiting case of 
a very large plane, I(Q) ~  2nA/Q2. For particles having a centre of symmetry, 
equation 3.36 can be replaced by a Guinier type of approximation [55]:
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I(Q) = 27rAPQ[A P i  exp(-Q 2^ /12 ) (3.37)
This equation is valid in the range SQ < 1 and Q > L~l where L is the the lateral 
extension of the flat bilayer.
3.4  D yn am ic light sca tter in g
In a dynamic light scattering experiment the intensity of scattered light is mea­
sured as a function of time for a fixed value of scattering vector Q. Time fluc­
tuation of the intensity is related to the molecular (Brownian) motion of the 
scattering particles. Specific detection method used in the experiment is a mat­
ter of technical convenience and depends on the time scale of molecular fluctu­
ations. The process of macromolecular diffusion is usually relatively slow (for 
instance, the observed diffusion coefficient for micelles of TTAB at cmc is about 
1 x 10_6cm2/sec whereas for monomers Dejf  = 7.5 x 10~6cm2/sec [84,85]). To 
investigate processes that occur on time scales slower than about 10~6sec the 
homodyne method [54] is used. The scattered light is detected by a photomul­
tiplier and the instantaneous current output is proportional to the square of the 
incident electric field. If the number of particles in the scattering volume is suf­
ficiently large to obey Gaussian distribution (which is usually the case) then the 
normalized homodyne intensity autocorrelation function defined in the following 
way [54]:
ff'2»(r) = (/(Q,<)/(Q,< + r> /(/)2 (3.38)
where I(Q,t)  is the intensity measured at time t and the average is taken over
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all times t, can be expressed as:
9(2)(Q,t ) = 1 + \g[l)(QiT) I2 (3.39)
where \g^ \Q , t )\ is the normalized field correlation function. The temporal auto­
correlation function G(Q ,r) of the electrical field intensity of the scattered wave 
for N  identical spherical particles is given by a formula analogous to equation 3.20 
for static light scattering [72]:
\G(Q,t )\ = NBP(Q)S(Q, t ) (3.40)
where r  is the correlation delay time, B  is a constant for a given experimental 
configuration and S(Q, t ) is a dynamic structure factor. The dynamic structure 
factor is defined as:
S(Q, t ) = N~ l exp(iQ[Rn(t) -  Rm{t + r)])) (3.41)
n,m
where Rn(t) is the position of the centre of particle n at time t and the angular 
brackets indicate an ensemble average. It follows from equation 3.40 that the 
normalized field correlation function |<^ 1)(Q,t)| is given by:
|G(Q,t)| S(Q, t )
T ~  |G(Q,0)| S(Q,0)
where S(Q, 0) =  S(Q), the static structure factor.
In the specific case of noninteracting (i.e. S(Q) = 1) spherical colloidal parti­
cles suspended in a viscous medium of viscosity r/, the time-correlation function
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of the scattered intensity is a measure of the diffusion coefficient DQ and radius 
a of the scattering particles:
S{Q, t ) = exp (~DqQ2t ) (3.43)
The diffusion coefficient DQ is given by the Stokes-Einstein formula:
D0 =
kBT (3-44)
It can be shown that for the system of interacting particles [72]:
d\9{l)(Q,T) I
dr —Dej j Q2, (3.45)
where Dejj  is the effective diffusion coefficient. The equation 3.45 is valid for 
values of r  larger than the characteristic time of Brownian fluctuations of the 
particles due to the collisions with the solvent (viscous medium) molecules but 
much smaller than the fluctuation time due to the interparticular interactions. 
When the hydrodynamic interaction becomes important a higher order correction 
has to be added [86], which modifies equation 3.45 to the following form:
D efJ
, (1 + n m
° S(Q)
(3.46)
Although approximate expressions for H(Q)  are known for hard spheres, in this 
work we neglect this additional term for vesicles.
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3 .5  I n v e s t ig a t io n  o f  p h a se  tr a n s it io n  in  sp o n g e  
p h a se  u s in g  lig h t s c a tte r in g
The density correlation functions in the vicinity of the symmetric/asymmetric 
phase transformation within the sponge phase region have been recently cal­
culated in the Landau-Ginzburg approximation using a perturbation approach 
[21,23,87,88].
In these calculations the symmetry of the sponge phase is described using two 
order parameters. One is the classical Landau-Ginzburg order param eter which 
changes continuously from a non-zero value in an asymmetrical sponge to zero 
value in a symmetrical sponge [89]. This param eter can be defined as a measure of 
the deviation from the symmetric state  in which sample is divided into two equal 
volume fractions by the surfactant bilayer. These two parts are called ’’Inside” 
and ’’Outside” regions because for the asymmetric phase in a binary system 
some part of the volume is contained inside closed structures (vesicles). Once a 
given point in the sponge phase has been chosen as a part of ’’Inside” volume, 
V in sid e , the unique classification of all other points is determined. This classical 
order param eter is given by rj — — 1 /2 , where 0  =  V in s id e /V to ta i  and V-ns,de +
Voutside =  V total• The other order param eter is selected in such a way th a t it is the 
zero a t the transition point and non-zero on both sides of the transition. This 
param eter is defined as the deviation of the surfactant volume fraction from its 
critical value at the transition point: p  =  <j> — <f>critical- The sym m etric/asym m etric 
(S /A ) symmetry is of Ising-like character and it was shown [87] tha t it can break 
spontaneously.
In the neighbourhood of the transition point of the phase transform ation 
of second kind the thermodynamic potential ([)(//, T, r } , p )  can be expanded into 
powers of 77, p  and their fluctuations in real space [89]. Roux et al. [21] give the
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following Landau-Ginzburg expansion near S-A transition for the thermodynamic 
potential (j) = F  — p p ,  where F  is the Helmholtz free energy:
$ =  ~ P P  +  T^P2 +  +  j P 4 + \ p r , 2 +  ^ |V p |2 + j  IV77I2 +  — VpVr/) (3.47)
This expression for free energy is valid for the symmetric phase as well as asym­
metric phase. However, in the case of asymmetric phase the non-zero value of 77 
gives an extra coupling term. Assuming Gaussian fluctuations, the required corre­
lation functions for the fluctuations of 77 (Sr7 =  77— < 77 >) and p  ( S p  — p — <  p > )  
can be calculated.
Only the Fourier transform of surfactant density correlation function is mea­
sured in the scattering experiment. There is no scattering contrast between the 
”Outside” and ’’Inside” parts of the sample. Since the alteration of the mean 
surfactant density by the presence of coupling between 77 and p  is different for the 
symmetric and asymmetric phase, it leads to different expressions for the corre­
sponding correlation functions. The formulae for scattering functions obtained in 
general case using the perturbative approach for the symmetric and asymmetric 
sponge phase are given by Roux et al. [21]. A simplified form of the static struc­
ture factor is given by Coulon et al. [87]. Since the numerical difference between 
these two approaches is not detectable in experiment I use the simplified form. 




(1 + GO1) f,3U + tlQ2Y(QU2)
(3.48)






(i + t 2PQ2) (i +  ^ 0 2)2(i +  q Q 2)
( 3.49)
In the above equations Tp =  1/a and Tv = 1 / A  are the susceptibilities for p and 
77, respectively, whereas £p = (c /a )1/2 and = ( C/ A ) 1/ 2 are the corresponding 
correlation lengths. Quantities K  and K'  are proportional to the square of the 
coupling constant A between the order parameters.
C h a p t e r  4
E x p e r im e n ta l  m e th o d s
4 .1  M a te r ia ls  a n d  sa m p le s  p r e p a r a tio n
The double-chain quaternary ammonium salt, didodecyldimethylammonium bro­
mide, (Ci2H25 )2{C H3)2N® Bre (abbreviated as DDAB) used in the course of 
this work was obtained from Sogo Pharmaceutical Co. and used as received. The 
two other didodecyldimethylammonium salts; hydroxide (DDAOH) and acetate 
(DDAA) were prepared by ion exchange (using Amberlite IRA-400 OH resins, 
Sigma Co.) from the corresponding bromide.
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In the case of DDAOH, the ion exchange process was carriecMuT the atmo­
sphere of pure nitrogen [90]. The process was repeated several times until the 
standard A g N 0 3 test for bromide (using surfactant solution acidified with H N 0 3, 
pH=3) indicated no trace of residual bromide. The concentration of the master 
solution of hydroxide was determined by titration with HC1 in water-methanol 
mixtures (10:90 v/v) to accuracy of about 5%. The purity of DDAOH was anal­
ysed using a 1H NMR technique. The NMR spectra were obtained using a Varian 
XL-200 spectrometer. Spectra of both as-obtained and concentrated samples in 
D M S 0 —d6—D20  (1:1) solution were recorded (lH  NMR, 200 MHz: 6 0.70(£, 6H) 
1.28(771,36//") 1.46(777, AH) 2.93(5,6H) 3.05(m,4i/)). Neither the freshly prepared
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samples nor the samples stored at room temperature for three months showed any 
NMR signals that would indicate presence of the Hoffman degradation products 
or any other impurities. The next batch of DDAOH obtained by the same method 
was freeze dried. Elemental analysis of the powder obtained showed no traces of 
bromine. Marked discrepancy between the calculated (C - 78.12%, H - 14.37%, 
N - 3.50%) and measured (C - 63.40%, H - 12.87%, N - 2.42%) proportions of the 
elements can be explained by hydration of the compound (DDAOH + 5 H20).
Didodecyldimethylammonium acetate (DDAA) was made from hydroxide salt 
by titration with acetic acid. The elemental analysis showed no traces of bromine. 
The results of elemental analysis show hydration of the powder to lower degree 
then for DDAOH. Calculated (C - 76.13%, H - 13.46%, N - 3.17%) and measured 
(C - 71.91%, H - 13.55%, N - 2.89%) compositons are equal for DDAA  + H20.
In the case of DDAOH/water binary solutions, samples of various concentra­
tions were prepared by diluting the master solution. Samples of DDAA/water 
system were prepared by weight. Doubly distilled water was used and prepara­
tions were carried out in a dust-free Laminar flow cabinet. All solutions used for 
light scattering measurements were filtered through a 0.22/zm Millipore filter into 
the light scattering cell and centrifuged before measurements.
For ternary mixtures of DDAB/water/cyclohexane spectral purity cyclohex­
ane (supplied by AJAX Chemicals) and doubly distilled water was used. Sam­
ples weighing about 1.5 g were prepared in glass ampoules. Immediately after 
preparation the ampoules were frozen in liquid nitrogen (in order to minimize 
evaporation) and heat sealed. The sealed ampoules were heated to 90°C, shaken, 
then slowly cooled and centrifuged several times in order to homogenize the sam­
ples. This procedure was repeated until the appearance of the samples remained 
stable. Prior to the measurements samples were stored at room temperature for 
at least one week.
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4 .2  M a c r o sc o p ic  p h a se  d ia g ra m s
Samples contained in glass ampoules were stored in a thermostated water bath 
and examined by visual inspection in transmitted light and between crossed po- 
lars. These observations were repeated during the period of few months after 
first equilibrating samples for few days. The textures of the observed phases were 
examined using the polarizing microscope and photographically recorded in some 
cases.
4 .3  S ta t ic  an d  d y n a m ic  lig h t s c a t te r in g
The classical light scattering measurements presented in this work were first per­
formed using a Photo-Gonio Diffusometer (Wippler Sz Scheibling, model 42000)
.cun
in the Department of Physical Chemistry, Melbourne University. Lateri) exper­
imental arrangement constructed in the Departement de Recherches sur l’Etat 
Condense, les Atomes et les Molecules of the Commisariat a l’Energie Atom- 
ique at Saclay, France, was used to perform the classical and quasielastic light 
measurements. A detailed description of the measuring system and associated ex­
perimental procedures is given in References [84,91,92,93]. The light source is an 
Ar+ laser of a wavelength of 514.5 nm and power within the range 100 — lOOOmW. 
The incident light is vertically polarized and focused on the sample using a lens. 
The sample is contained in the cylindrical test tube of 25mm diameter, placed in 
a bath filled with toluene in order to match the refractive index of scattering cell.
Measurements were carried out using a goniometer type AMTEC SM 200 in 
the range of scattering angles 9 between 10° and 160°. The angular resolution 
of the optical system varied from 1.0 to 26 x 10-3 rad. This resulted in the 
relative resolution of the scattering wavevector, DQ /Q , varying from less than 
0.01 for the scattering angles larger than 40° to about 0.04 for Q = 10°. During
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the measurements the sample temperature was maintained at (25 ± 0.1 )°C. The 
instrument was calibrated by measuring the scattering from pure benzene and 
pure water specimens. The scattered light was collected through a system of 
slits, which defines the scattering volume. The intensity was recorded with a 
photomultiplier (EMI 9863 KB 100) followed by a 64-channel digital correlator 
(Malvern Model K 7025).
For measurements of the static light scattering the intensities are given as 
an integral of the number of pulses per unit time. The measured intensities are 
corrected for the variation of the scattering volume with scattering angle, the 
intensity scattered by the pure solvent and normalized by the intensity scattered 
by a pure benzene in the same conditions. Thus the corrected intensities are 
given by:
m  = ^ ( W ( « )  -  /«* ,(«)] Sin(tf) (4.1)
The scattered intensities are expressed as a function of the magnitude of scattering 
vector Q = (47rn)/A sin(0/2) where n is the refractive index of the medium and 
A is the wavelength of incident radiation in vacuo. For the experimental range of 
scattering angles Q m in — 0-3 x 10~3A_1 and Q m a x = 3.3 x 10~3A_1
Dynamic light scattering measurements were performed at a fixed angle of 
90°. The scattered light was observed by homodyne detection. The output signal 
from photomultiplier was amplified and sent into a discriminator followed by 
the digital correlator. The autocorrelation function described in Section 3.4 was 
computed in the multibit mode and analyzed using the method of cumulants [94]. 
The experimental signal is given by equation 3.39 and in general can be expressed
as:
4 L  = ^ t 1 + a l9(1)(<3.'r )|2) (4.2)
where B  is the background signal after long observation times and a is a constant. 
From this equation the electric field autocorrelation function g^l’{Q->T) can be 
determined:
\/ä |ff(1)(i9,r)| =  [(s‘L -  B)/B}i  (4.3)
If there are different types of scatterers in the scattering volume, is defined 
as :
IS(1)(<3,T)| = ^yV J|AJ(0 ) |J e x p (- r j r)/X :iV J|AJ(Q)|2 (4.4)
J  J
where Aj  is an amplitude factor and Nj  is the number of scatterers of species j  in 
the scattering volume. The above equation can be rewritten using a continuous 
distribution of T:
|9(1,(Q ,t )I = /  FK(T)exp(-rT)dr  (4.5)
where Fk {T)cIT is the proportion of the intensity scattered by particles with decay 
rates T = DQ2 in the range T, T + dr, where D is the translational diffusion 
coefficient. Noting that:
< r >= J  rFK(T)dT (4.6)
one can expand equation 4.5 into the following series:
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\n Ig ^ \Q ,  r )| — — < T > r + 7^  ^ 27”2 ~~ 3? ^ 37"3 4T -  + • • •
oo
=  Y . K m ( - T ) ( - r r / m \ (4.7)
m = l
where \in = / .F ( r ) ( r  — < f  >)n is the nth central moment of F(T) and K m is
equation 4.7 one can usually determine the value of at least second central moment 
(and sometimes higher moments, depending on data quality). The value of /z2 is 
directly related to the width of the distribution F(T), whereas /i3 (skewness) and 
/i4 — 3/i  ^ (curtosis) are related to the shape of the distribution and are non-zero 
for non-gaussian shapes.
4.4 Small angle neutron scattering
Small Angle Neutron Scattering (SANS) experiments were carried out at the 
PACE facility at Orphee (Saclay, France). Samples were prepared with D2O 
instead of water. The effect of deuteration on the aggregation processes in colloids 
is discussed in Section 6.5. In the data analysis only one contrast factor was 
assumed, i.e. that between the hydrogen atoms of aggregates and the deuterium 
atoms of the solvent. The excess scattering density of a macromolecule in solution 
is given by the difference between the scattering density of the solute in vacuo 
and the scattering density of the solvent [95].
the m th cumulant of F(T). If distribution of scattering objects is monodisperse, 
the decay of <7^ ( Q ,t) is strictly exponential. By fitting experimental data to
(4.8)
Contrast for the DDAA/D20  solutions used in experiments was calculated using
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( A 3 )
Scattering length density 
(1010cm-2)
Cn His -1.37 345.5 -0.397
N(CH3)1 0.026 74.0 0.035
c h 3c o o ~ 1.369 85.0 1.610
d 2o 1.92 30.0 6.39
DDAA -1.345 839 -0.160
the values of coherent scattering lengths and the volumes of chemical groups 
shown in Table 4.1.
Calculated value of Ap is 6.56 x 10locm-2. Data were handled using standard 
methods, including absolute scaling by comparison with scattering of pure D20  
[60,96,97]. To obtain as large as possible a Q range in the small angle region, 
results of two or three experiments performed for different neutron wavelengths 
have been combined for each measured sample. The combined scattering curve 
gives a high resolution (in real space) description of the aggregation properties of 
surfactant molecules in suspensions. Scattered intensities corresponding to over­
lapping angular ranges were collected for each sample for the following intervals of 
the scattering vector Q ( A - 1 ): 0.0002793 < Q < 0.05202, 0.000754 < Q < 0.1405 
and 0.01197 < Q < 0.5833 or 0.005543 < Q < 0.1477 and 0.08091 < Q  < 0.3653.
o o o
Three values of thermal neutron wavelengths were used: 13.5A, 5A and 4.5A
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4 .5  F reeze  fra c tu re  e le c tr o n  m icr o sco p y
In freeze-fracture electron microscopy the specimens are rapidly frozen, fractured, 
shadowed and replicated [98]. The replicas are then studied by transmission 
electron microscopy (TEM). In the process of freezing the cooling rate should 
be as high as possible (typically over 600°C/sec) [99] in order to prevent the 
formation of ice crystals. This is attained by keeping the cooling liquid in the 
vicinity of the freezing point.
In this work, droplets of specimens of volume about 1mm3 supported in a 
copper container were rapidly frozen by immersing in liquid freon near its freez­
ing point ( T  =  — 150°C). Frozen samples were transferred to liquid nitrogen. For 
fracturing, the sample holders were clamped under liquid nitrogen onto a brass 
block. This block was mounted on a nitrogen-cooled support inside the vacuum 
chamber of a Blazer Model 300 freeze etching apparatus. Samples were fractured 
using the nitrogen cooled blade at the temperature —100°. The vacuum was 
better than 10-6 Torr. The exposed fracture face was shadowed by evaporating 
a layer of platinum-carbon at an angle of 45° to the plane of the fracture and 
then a layer of carbon normally to the specimen. Transmission Electron Micro­
scope (Hitachi H-600) at the Electron Microscopy Unit (RSBS, ANU) was used 
for obtaining the TEM images. Sizes of the vesicles were obtained by simple 
geometrical considerations from the measured shadow areas in the TEM images.
4 .6  R e fr a c t iv e  in d e x
The dependence of refractive index on the surfactant concentration in water solu­
tions of DDAOH and DDAA was measured with a CARL ZEISS JENA differen­
tial refractometer at the temperature of 25°C using the standard interferometric 
method. The accuracy of this method is ±1 x 10-5.
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4 .7  E le c tr ic a l c o n d u c t iv ity
The measurements of the specific conductivity of the surfactant/w ater solutions 
versus surfactant concentration were performed in a standard way using a T.P.S. 
Laboratory Conductivity Meter Model 2102A.
4 .8  D iffe r e n t ia l sc a n n in g  c a lo r im e tr y
The measurements of enthalpy and specific heat were carried out using a modified 
DSC-4 Perkin-Elmer differential scanning calorimeter interfaced with a computer. 
TADS, DSC Standard Program software (0419-0373) and Specific Heat software 
(0419-0336) supplied by Perkin-Elmer were used to control the runs. In order 
to enable measurements below room tem perature, an external cooling system 
was built and the calorimeter was enclosed inside a compartment continuously 
flushed with dry argon. An independent flow of argon also created a constant 
tem perature environment in the calorimeter sample holders.
Differential scanning calorimeter measures the differential heat flow required 
to m aintain a sample of the material and an inert reference at the same tem pera­
ture, which may be varied linearly as a function of time. Commercially available 
DSC instrum ents output two analogue signals corresponding to T  and A (dH/dt)  
Figure 4.1 shows a schematic representation of DSC system.
The tem perature of sample and the reference is maintained using separate 
heaters. This makes it possible to use a null-balance. The system is divided 
into two control loops (see Figure 4.1). One is used for the average tem perature 
control, so tha t the tem perature of the sample and reference may be increased at 
a predetermined rate. The second loop ensures that if a tem perature difference 
develops between the sample and reference the power input is adjusted to remove 
this difference. A signal, proportional to the difference between the heat input to
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Figure 4.1: (a) A schematic representation of a differential scanning calorimetry 
system (after Watson et al. [100]. (b) DSC sample holders and thermal resistance 
in the system.
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the sample and tha t to the reference, A (dH/dt),  is fed into a computer. At the 
same time the average tem perature of the sample and the reference is recorded. 
Details of the theory and design of differential scanning calorimeters have been 
given by Watson et al. [100] and by O’Neill [101]. The most im portant features 
of this technique are as follows:
• The thermal mass of the sample and reference holders are kept to a mini­
mum which gives a small therm al resistance of sample and pan, R s, com­
pared with the resistance between pan and holder R 0 (see Figure 4.1). This 
way the assumption about the same tem perature of the sample and refer­
ence holders is valid.
• The contact surface between pan and sample should be maximised to ensure 
the optimum peak sharpness and resolution.
• The position of pan in the sample holder and the sample geometry should 
be standardised.
• To calibrate the instrum ent, the calibration standards of known enthalpies 
of fusion and the transition tem perature, similar in nature to the sample 
being tested, should be used to ensure similar thermal lag.
• The calibrants used should have transitions in the tem perature range of 
interest and the heating rates for calibration run and sample run should be 
the same.
Figure 4.2 shows an idealised thermogram. The abscissa represents tem pera­
ture. The flat baseline indicates ranges in which no transitions occur, while the 
peaks above and below the baseline represent exothermic and endothermic tran ­
sitions, respectively. The Perkin-Elmer DSC-4 calorimeter provides maximum
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TEMPERATURE
Figure 4.2: A typical DSC thermogram
sensitivity of 0.3meal/ sec for full scale deflection and is normally used with mil­
ligram quantities of samples. The operational temperature range is from 5°C to
600°C.
It is known [102] that the slope of the leading edge of a melting endotherm 
for a pure sample is given by (1 / R0)(dT/dt), where (dT/ dt) is the scanning rate. 
Variation in 1 /  R0 affect the peak shape, but the peak area is unchanged. For 
reproducible and accurate enthalpy data fewer conditions need to be imposed 
than given above since the area of integration of a plot of dH/ dt versus time is 
less dependent on the variation of Ra than the transition temperature value.
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4 .8 .1  E v a lu a tio n  o f  tra n sit io n  tem p era tu res  and en th a lp ies
In order to determine the transition tem perature the nature of the transition has 
to be first established. For an isothermal transition (e.g. eutectoid and peritec- 
toid reactions in binary systems [103]) the transition tem perature is given as an 
intercept of the interpolated base line and the slope of the leading edge of the 
endotherm  (tem perature T\ in Figure 4.2). This value is given as the onset by 
the TADS DSC Standard Program.
Transitions corresponding to monovariant equilibrium in binary systems are 
non-isothermal. In this case, as suggested by Grabielle-Madelmont and Perron 
[104], the tem peratures corresponding to the onset and completion (T2 and T '2 in 
Figure 4.2) on the heating curves are to be considered.
The enthalpies of transition are determined from the areas under transition 
endotherm al peaks using the TADS DSC Standard Program. The procedure used 
is presented graphically in Figure 4.2.
Typical calorimetric heating curves in a binary system are shown in Figure 4.3. 
The peaks corresponding to isothermal transitions are relatively sharp and nar­
row with the maximum amplitude at the eutectoid composition, whereas for the 
nonisothermal transitions the observed peaks are broad.
4 .8 .2  S p ecific  h ea t m ea su rem en ts
The heat flow rate (dH/dt)  which is measured in differential scanning calorimetry 
versus tem perature is proportional to the instantaneous specific heat cp of the 
sample [105]
(4.9)
where m  is sample mass and dT/dt  is the heating rate. In order to obtain high
60
A ♦ D
t T t ^
C 0 M P 0 S T I 0 H
Figure 4.3: Correlation of calorimetric heating curves with the features of a binary 
phase diagram (after Grabielle-Madelmont and Perron [104]).
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Figure 4.4: Method of the specific heat measurement (after O’Neill [105]).
accuracy of the specific heat measurements with DSC (of the order of 0.3%, as 
demonstrated by O’Neill [105] and Fransson and Bäckström [106]) the elimination 
of the ordinate calibration and the heating rate in equation 4.9 is required. The 
method used in this work is illustrated in Figure 4.4. In order to measure the 
specific heat of a sample, three consecutive runs are programmed as follows:
• Empty aluminium pans are placed in the sample holders and the heat flow is 
measured in the required temperature range using the appropriate heating 
rate. The thermal cycle begins and ends isothermally.
• The same measurement is repeated with the material of known specific heat 
placed in the same aluminium pans as used for the base line.
• The sample measurement (programmed the same way) is carried out using 
the same pans.
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The isothermal components during the measurements are identical for all three 
runs. The ordinate deflections are however different, owing to the different values 
of specific heat and masses of the samples. In order to calculate the specific heat 
the ordinate deflections from the base line are compared at the same temperature. 
From equation 4.9 one obtains for each run:
C-L = ^  (4.10)
c'p m y '
The Perkin-Elmer Specific Heat Software allows the calculation of the specific 
heat versus tem perature assuming long term energy-calibration stability of DSC. 
The calibration constant required for the program was obtained using specific 
heat standards and was checked before and after the series of the measurements. 
The DSC-4 calorimeter used in this work had stability better then 0.1% within 
several days of operation.
Pure indium metal and Laurie acid were used for the tem perature and en­
thalpy calibration [107]. Benzoic acid, aluminium oxide and distilled water were 
used as specific heat standards [108]. Sample preparation methods are described 
in Section 4.1. Portions of samples weighting about 10mg were transferred from 
the ampoules to aluminium pans (supplied by Perkin-Elmer) and sealed. Samples 
of the ternary system surfactant /w ater/cyclohexane were sealed in a saturated 
atm osphere of cyclohexane to prevent the change of the sample composition. 
Samples were weighed before and after calorimetric measurements in order to 
test the quality of seal. Only data  taken using perfectly sealed pans were pro­
cessed.
C h ap ter 5
S p on tan eou s vesicu lar phase in  
D D A O H /w a te r  b inary sy stem
5.1 B ackground
This Chapter describes aggregation properties of didodecyldimethylammonium 
hydroxide (DDAOH) in water at high dilution. Data presented indicate the exis­
tence of isotropic solutions stable to very high concentrations of surfactant, which 
contain large unilamellar vesicles (diameter about 2000Ä) in equilibrium with a 
high proportion of micelles.
One of the key issues that confront surfactant chemistry is the mechanism by 
which biological cells self-organise into large unilamellar membranes that separate 
regions of very different physical and chemical properties. Single-walled vesicles, 
apart from being model system for the study of biological membranes, are widely 
used as capsules for drug delivery or microreactors for artificial photosynthesis 
[109],
Spontaneous formation of unilamellar vesicles in excess water was observed 
with pure charged phospholipids and phospholipid mixtures [110,111] as well as 
for the mixture of single-chained surfactants [112].
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Surfactants with two hydrocarbon chains having effective surfactant parame­
ter v/al  close to 1 form bilayers of low curvature [3]. The entropy favours struc­
tures of small aggregation number leading to formation of closed bilayers as long 
as the preferred value of surfactant parameter can be maintained. Vesicles are 
also favoured energetically because of elimination of the edges in planar bilayers. 
A detailed analysis by Mitchell and Ninham [5] in which the packing constraints 
of the inner layer are also considered gives conditions for the thermodynamic 
stability of vesicles.
In the determination of the aggregation properties of surfactant based on the 
geometrical parameter model it was assumed that to a first approximation there 
is no curvature dependence of the interfacial free energy of a molecule in the 
aggregate. This assumption is less valid in the case of bilayers because of the 
restricted fluidity of chains in bilayers as compared with micelles, as shown by 
Gruen and de Lacey [113]. This effect gives rise to an effective positive bilayer 
elastic curvature modulus. As shown by Israelachvili [6] the mean aggregation 
number of elastic bilayer vesicles is a function of the membrane bending rigid­
ity kc and surfactant concentration. Thus, depending on the value of kc the 
population of vesicles can be small and monodisperse (for kc < 1.5 x 10~2OJ) 
or vesicles can be large and polydisperse and their sizes will increase with the 
total lipid concentration; eventually they will transform to extended bilayers ( 
for kc > 1.5 x 10“2OJ). Another simplification of the geometrical model caused 
by the assumption that opposing interfacial forces act in the same plane at the 
hydrocarbon-water interface leads to the negative curvature modulus of a bilayer 
in the case of large repulsive head groups [6]. For hydroxide and acetate coun­
terions one expects strong repulsive interactions between aggregates, large head 
group areas and stiff chains [114], which is supported by the results of molecular 
force measurements [115]. This tendency may give a qualitative explanation for
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the equilibrium between micelles and vesicles in double-chain surfactant binary 
system observed in this work.
It has been known from previous studies that for a typical double-chain 
quaternary ammonium salt above the chain melting temperature (e.g. didode- 
cyldimethylammonium bromide (DDAB)), the surfactant is insoluble for concen­
trations above about 0.1% w/w and forms a lamellar phase in equilibrium with 
excess water [116,117]- But if the bromide counterion is exchanged for hydrox­
ide (or acetate or a whole range of carboxylates), the surfactant is soluble up 
to about 1M, and forms a single clear phase [90]. It has previously been shown 
using qualitative methods (fluorescence quenching [118,119]) that for OH~ or 
Ac~ systems this phase contains spontaneous and apparently unilamellar vesi­
cles admixed with micelles [90,114,120,121] of aggregation number about 40. It 
has been postulated that a kind of supra aggregation was involved, with micelles 
playing the role of monomers and vesicles the role of micelles. Cold stage electron 
microscopy indicated that the diameter of the virtually monodisperse vesicles de­
creased from 1000Ä (10-3M) to about 400Ä (10-2M) [120,122,123,124]. However, 
no systematic studies of aggregation properties of DDAOH in wide concentration 
range have been reported.
Because of their size and dielectric properties, vesicles suspended in water 
can be conveniently studied by light scattering, both classical and dynamic. Be­
cause of the general limitations of radiation scattering methods in distinguishing 
between various structural models (discussed in Chapter 3), we have used freeze- 
fracture electron microscopy to independently confirm the existence of vesicles in 
solutions and to determine their size .
We have accumulated experimental data indicating that the double-chain hy­
droxide surfactant DDAOH self organises in such a way that most of the micelles 
are confined inside relatively few vesicles. The existence of this kind of supra ag-
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gregation was already reported by Larsson [125] in the monoolein-water system. 
In the region where cubic phase exists in equilibrium with lamellar phase the sta­
ble dispersion of liposomes containing cubic ”particles” inside can be formed by 
mechanical shaking. This structure has been confirmed by freeze-fracture electron 
microscopy [126].
5 .2  D ir e c t  m ic r o sc o p ic  im a g e s  o f  v e s ic le s
The technical details of freeze-fracture electron microscopy are described in Sec­
tion 4.5. This technique has been widely used for direct observation of structures 
formed by amphiphiles in solutions, for example the vesicular structures formed 
by lipids in water [111] or by double-chained surfactants (DDAB and DHDAA) 
in water [117]. Vesicle adhesion was investigated by freeze-fracture method by 
Bailey et al. [127]. Jahn and Strey used this technique to confirm the bicontin- 
uous microstructure of microemulsions and were able to distinguish between the 
oil and water domains [128].
Sometimes during sample preparation for freeze-fracture electron microscopy 
additives are introduced to the solution in order to prevent ice crystal formation. 
Since the chemical composition of the solvent was an important factor in this 
study, no additives were used. Despite this fact, good images of vesicles formed 
by DDAOH in water at various concentrations of surfactant were obtained. How­
ever, because of the presence of ice crystallites, the undamaged images of vesicles 
were usually grouped in small regions scattered around the replica. Examples 
of TEM images are shown in Figures 5.1 and 5.2. The corresponding vesicle 
sizes were calculated from about 20 observations for several concentrations in the 
range 10-5M - 10-2M. Average radii of about 500Ä were determined, practically 
independent of the surfactant concentration.
The scatter of the observed vesicle sizes was significant, probably because
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Figure 5.1: TEM images of vesicles observed using the freeze-fracture replication 
technique for c — 1.0 x 10-5M (a, b). The length of marker is 50nm.
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Figure 5.2: TEM images of vesicles observed using the freeze-fracture replication 
technique for c = 2.0 x 10-4M (a) and c = 1.0 x 10-3M (b). The length of marker
is 50nm.
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of the invasive character of the freeze-fracture technique. For lower surfactant 
concentrations, the radii determined in this work agree very well with the cold- 
stage EM values reported previously [120,122,123,124]. However, in contrast to 
the cold-stage EM work results the decrease of the radii for high surfactant con­
centrations was not observed. Significance of this discrepancy is hard to judge 
since both methods are invasive and the results depend on the details of sample 
preparation, which are different for each technique. These results support the 
view that electron microscopy results give direct proof of the existence of vesicles 
and an estimate of their size. However, the vesicle size can be only determined 
in a reliable way using a non-invasive method of measurement.
5 .3  L igh t s c a t te r in g  s tu d y  o f  v e s ic u la r  p h a se
5 .3 .1  D y n a m ic  ligh t sc a tter in g
The values of Dej f  and a for each concentration studied have been obtained us­
ing the cumulant method extrapolated to rmax = 0 (see Sections 3.4 and 4.3). 
These values are shown in Table 5.1. All correlation decays were exponential, 
thus indicating unimodal distribution of the vesicle sizes. The values of a shown 
in Table 5.1 were calculated using equation 3.45 which is strictly valid for hard 
spheres. These values are approximately independent of concentration and about 
20% smaller than their counterparts determined by classical light scattering dis­
cussed in the next Section. The values of effective diffusion coefficients are all of 
the order of 3 x 10_8(cm2s_1), which is typical for objects of this size in water 
solution [91].
The fit of the correlation curve to a single exponential was excellent, of a 
quality similar to that obtainable for diluted micelles close to the cmc. However, 
the fluctuations due to the micelles that might coexist with vesicles could not be
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Table 5.1: The effective diffusion coefficients Dejj  and the radii of vesicles calcu­
lated from quasi-elastic light scattering for Q = 1.7 x 10~3Ä
$ s u r f Defj  x 108(cm2s *) a{A)
4.5 x 10"3 2.6 ±0.1 950
8.0 x 10-4 3.5 ±0.3 700
2.0 x 10“4 3.2 ±0.3 760
8.0 x lO"5 2.5 ±0.2 975
4.0 x 10“5 2.8 ±0.8 850
detected because of the relative very low overall scattering intensity by micelles. 
Indeed, it can be calculated that at most less than 1% of the total observed 
scattered light could be contributed by micelles.
5 .3 .2  C la ssica l ligh t sc a tter in g  resu lts
The classical light scattering results obtained for various surfactant concentrations 
are presented in Figures 5.3 and 5.4.
Equations 3.22 - 3.25 allow one to calculate directly on an absolute scale the 
scattered intensities for the suspension of spherical and/or vesicular structures 
interacting like hard spheres. This model is now routinely used for separating 
intra from interparticle interference in solutions of ionic micelles [64,58,96]. The 
separation is based on the existence of a peak in S(Q) produced by the repulsion 
between particles. For systems similar to the one studied here (Ac~ bilayers [129] )
o o
the measured Debye screening length varies from 800A in pure water to 30A for 
surfactant concentrations of the order of 10-2M. Consequently, it turns out that 
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Figure 5.3: Intensity of the scattered light versus scattering vector. Solid circles 
represent experimental points. Data correspond to the following volume fractions 
of surfactant: top-4.0 x 10~5 and bottom-8.0 x 10”5. Dotted and broken lines 
were calculated from eqn. 3.25. The values of fitting parameters are: = 1.40,
m2 = 1.44, n = 1.33, ax = 977Ä, W = lOOOA, a2 = 2377Ä, b2 = 2400A. The 
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Figure 5.4: Intensity of the scattered light versus scattering vector. Solid circles 
represent experimental points. Data correspond to the following volume fractions 
of surfactant: top-2.0 x 10~4 and bottom-8.0 x 10-4. Dotted and broken lines 
were calculated from eqn. 3.25. The values of fitting parameters are: mi = 1.40, 
m2 = 1.44, n = 1.33, ö! = 977Ä, bx = 1000Ä, a2 = 2377Ä, h  = 2400A for 
^  = 2.0 x 10-4 and different values of ai = 117A and 6i = 800Ä for 4> = 8.0 x 10-4. 
The theoretical fit of total scattering intensity is shown with a solid line.
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static structure factor S(Q) = 1 for any Q. For low concentrations of surfactant 
only the shape of the experimental curve can be fitted. These experimental 
results can be well reproduced assuming scattering on a mixture of vesicles of 
two well-defined radii: 1000Ä and 2400Ä. In the view of the freeze fracture 
electron microscopy and the dynamic light scattering results, the smaller particles 
are interpreted as unilamellar vesicles. The large scatterers are responsible for 
the sharp increase of scattering intensity at small angles observed for most of 
the surfactant concentrations studied in this work. The identity of these larger 
objects is difficult to establish since their presence is - manifested neither in 
freeze fracture electron microscopy nor in the dynamic light scattering.
The fitting curves shown in Figures 5.3 and 5.4 has been obtained assum­
ing the presence in the solution of unilamellar vesicles of radii 1000 ± 50Ä and 
2400 ±  lOOA. The suspension refractive index (measured for this concentra­
tion) is n = 1.33420(1) and the refractive index inside the vesicles is taken as 
mi  = 1.39640. A detailed discussion of the concentration dependence of dielec­
tric properties inside and outside the vesicles is given in the next section. That 
discussion takes full advantage of the high accuracy of our measurements of the 
refractive index. In order to interpret the classical light scattering results, how­
ever, much less accuracy is sufficient. For this purpose, the refractive index in 
the bilayer has been assumed to be ra2 = 1.44. This is close to the value of 
1.43 ±  0.04 determined for CTAB [130] and 1.44 reported for DHDAA [129]. It 
has been checked that a variation of m2 within the limits 1.42 to 1.46 affects the 
theoretical scattered light intensity by no more than some 15 per cent. We used 
b — a = 23Ä for the thickness of a DDAOH bilayer [131].
A general conclusion from the classical light scattering experiments on DDAOH 
is that the dimensions of vesicles obtained from the fitting procedure differ by 
no more than a factor of two (in the worst case) from those determined previ-
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ously using viscosity [90] and cold stage electron microscopy [120,123,124] as well 
as those obtained in this work by dynamic light scattering and freeze-fracture 
electron microscopy.
Inter-vesicular interactions become important at high surfactant concentra­
tions. This is evident from experimental data for 1.14 x 10-2M DDAOH, which 
are markedly different from these collected from the more dilute samples ( see 
Figure 5.5). In this case a computer program based on the theoretical work of 
and developed by Hayter was used to determine S(Q) [70,132].
The drop in scattered intensity observed in the small-Q region ( see Figure 5.5) 
is clearly indicative of inter particle interactions. From previous experiments [90, 
120,121,114] one expects to find both micelles and vesicles in the solutions studied 
here. Because of the relatively large size of colloidal particles (polyions), the 
solvent can be modelled as a continuum of dielectric constant e and the counter­
ion concentration in the weakly overlapping double layer approximation can be 
characterized by a Debye screening length «-1. The Coulomb repulsion between 
the identical spherical particles is modelled by the classical DLVO potential [68,63] 
as discussed in Section 3.2.1:
U(r)
~ ~exp[—«(r — D )] 
7Tte0D 2^ l — -------------- -------------------------- > D (5.1)
where D is the particle diameter, is its surface potential and r is the interparti­
cle centre-to-centre distance. We have calculated the structure factor S(Q) using 
the RMSA procedure [68,70,132]. In full consistency with the lower-concentration 
data analysis, the following values were used: n = 1.33, m l — 1.40, ra2 = 1.44, 
a1 = 977A, bi = lOOOA; a2 = 2377Ä 62 = 2400A. Contribution from the big 
vesicles turns out to be negligible. The calculated light intensity scattered from 
small vesicles is represented by the solid line in Figure 5.5. In the RMSA model
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Figure 5.5: Intensity of the scattered light versus QD for the concentration 
of 1.14 x 10-2M DDAOH. Full circles - experimental; solid line - calculated. 
The calculated structure factor S(QD)  and form factor P(QD)  are shown with 
dashed line and dash-dot line, respectively. The values of parameters used were: 
T] = 1.0 x 10-2, 4/o = 180mV, kD = 6, D = 2000A. The arrow indicates value of 
QD used for the dynamic light scattering.
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the suspension is characterized entirely by the dimensionless screening constant 
k = kD, volume fraction of particles 77 = (nN D 3)/6 , and the contact potential 
for a particle pair U0 = ßne-otDipl, where ß = 1/kßT and N is the number con­
centration of colloidal particles. It is usually possible to obtain a good fit of S(Q) 
from numerous choices of 77 and ^ 0. However, the range of possible values of 77 is 
rather narrow: 77 = 0.010±0.005. For 77 fixed, a choice of automatically deter­
mines the value of k,D. The surface potential 'Fo has been determined from the 
electrophoretic mobility measurements in DDAOH to be about 180±20mV. This 
remains in good agreement with values of determined with surface force appa­
ratus for DHDAA bilayers [115,129]. We used values 77 = 1.0 x 10-2, = 180t7i\/
and kD = 6 to generate the solid line in Figure 5.5. The quality of fit remains 
unchanged for «D = 6±0.2 (/c-1 = 330±10Ä) and = 180±30mV.  Generally, 
smaller values of 'IG require smaller values of kD.
An important result follows from these values. Namely, the vesicle number 
concentration Nv calculated for 77 =  1.0 x 10"2 is 2.4 x 1 0 12ct77“ 3. On the other 
hand, the screening length k~1 calculated for nD = 6 is 330A . This screening 
length is about 11 times larger than expected for the concentration of 1.14xlO“2M 
DDAOH. This conclusion would be hardly affected by another choice of $0 within 
reasonable limits.
The presence of inter-vesicular interactions enables one to determine the aver­
age inter-vesicular distance and, consequently, the vesicle concentration. As it was 
mentioned above, the vesicle number concentration turns out to be 2.4 x 1 0 12c7T2-3  
for 77 = 0.01 (Figure 5.5). One unilamellar vesicle of radius 1000Ä contains about 
3.7 x 105 molecules (assuming a head group area of 66Ä2 [116]). Thus, for the con­
centration 1.14 x 10_2M the vesicles present in Ictti3 of solution contain 8.9 x 101' 
molecules of surfactant out of the total of 6.9 x 1018 molecules. It follows that the 
remaining 87% of molecules are assembled into much smaller objects. However,
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the distribution of these objects in the solution has to be highly inhomogeneous 
in order to account for the observed concentration dependence of the refractive 
index as well as the values of Debye screening length k,~1 obtained from the fitting
of 5(g).
5 .4  V e s ic le -m ic e lle  e q u ilib r iu m
The refractive index was introduced in Section 3.2.2. For the surfactant concen­
tration 1.14 x 10-2M we were able to determine the concentration of vesicles 
present in the solution. Therefore, for this concentration it is possible to perform 
a quantitative analysis of the refractive index.
The composite refractive index calculated from equation 3.35 is nc = 1.33458. 
The measured value is 1.33489(1). To see the proportions of this discrepancy 
both values should be compared with the refractive index for the ” background” 
pure water, n = 1.33410(1).
The value of nc = 1.33458 was obtained as follows. It is known from previous 
studies [90,120] that apart from vesicles, the surfactant molecules associate to 
form micelles with an aggregation number of 40. In our model the micelles and 
the OH~ counterions give the dielectric background responsible for the value 
of em experienced by the relatively large vesicles. At the concentration 1.14 x 
10-2M, 13% of the surfactant molecules are associated in vesicles. We assume 
that the remaining 87% of the molecules form micelles. First, we calculated ec 
for the micelles immersed in the water solution of the OH~ counterions using 
equation 3.32. Next, using this value as em we arrive at the value of nc for the 
solution of vesicles.
The only way to explain theoretically the measured value of refractive index is 
to assume that out of the 87% of surfactant molecules not bound in the vesicles, 
great majority reside inside, not outside, of the vesicles. This hypothesis agrees
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well with the anomalously large Debye screening length deduced from the light 
scattering data, which we discuss below. To arrive at the right value of nc, 
the refractive index inside the vesicles has to be 1.39640. Microscopically, the 
refractive index inside a vesicle depends on the structure of aggregates formed 
there. We have no experimental data to discuss this issue. On the basis of what 
is known from the other work, these aggregates could be micelles or small vesicles 
[120,122,123,124]. However, more complex structures cannot be excluded.
Suppose that all the surfactant molecules are contained inside the vesicles in 
the form of micelles. Then, to get the right value of the refractive index (1.39640) 
one needs 4 times more molecules than are actually available. However,the in­
crease of refractive index per aggregated molecule is sensitive to the form of the 
aggregates contained inside vesicle. For example, if the molecules were aggre­
gated into vesicles of the radius of 50Ä, the calculated value of the refractive 
index would be equal to the measured one. Therefore, we can adduce that our 
results are consistent with a picture of the molecules inside the vesicles being 
aggregated into objects similar in size to micelles. Such small objects have been 
observed inside vesicles using a Nomarsky microscopy [123,124].
Another argument supporting the concept of a large number of molecules be­
ing trapped inside the vesicles is based on the above mentioned anomalously large 
value of the Debye screening length determined in the RMS A model (k~ = 330 A 
for k,D = 6). Such a value of k, corresponds to the concentration of 5 x 1016cra-3 
of the OH~ counterions outside the vesicles, compared to their average concen­
tration of 6.9 x 1018cm-3. One might argue that the Debye length ’’seen” by 
the vesicles is unknown, for the vesicles interact with each other across a micel­
lar solution. Direct force measurements [129] show that for interacting charged 
bilayers in a solution of charged micelles, the layers interact with an effective De­
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Figure 5.6: Variation of the refractive index n of water solutions of DDAOH 
versus surfactant concentration. Experimental error of n is equal to the symbol 
size.
the free counterions contribute to the Debye length. This is in agreement with 
theoretical expectation [79,173]. In the present case, if we were to suppose that 
87% of surfactant dispersed in micelles is outside the vesicles, then to account 
for the anomalously large Debye length we would have to assume that 99.5% of 
the counterions are bound to the micelles. Direct force measurements show that 
for Ac~ there is no binding to bilayers formed from these surfactants [129,115]. 
Hence the Debye length inferred cannot be explained. The only remaining option 
is to assume that the molecules are inside the vesicles and that this depletion is 
caused by the need to neutralize a high concentration number of molecules.
The concentration dependence of refractive index is presented in Figure 5.6. 
The theoretical prediction is given by equation 3.35. The volume fraction t] is 
proportional to the number concentration of vesicles Nv. Assuming that Nv is in
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turn proportional to the surfactant concentration c it can be shown that equa­
tion 3.35 represents a monotonically increasing, concave function nc(c). However, 
in general there may be no direct proportionality between Nv and c. Thus, one 
could write 77 = /(c) x c, where /(c) is an unknown function. In this case dn/dc 
is smaller for smaller values of /(c) for a given value of the concentration c. This 
may lead to the convex character of function representing the refractive index 
dependence on the surfactant concentration. This is qualitatively consistent with 
the results of our measurements (Figure 5.6).
5 .5  C o n c lu s io n s
Quantitative studies of classical and dynamic light scattering as well as freeze- 
fracture TEM have been performed on water solutions of DDAOH in the con­
centration range 10-4 — 10-2M. The light scattering data for every concentration 
can be explained by assuming a bimodal distribution of unilamellar vesicles of 
radii 1000 ±  50Ä and 2400 ±  100Ä. Good images of the small vesicles have been 
observed by TEM.
For the highest surfactant concentration studied (1.14 x 10“2M) an interac­
tion between vesicles is observed. By fitting the experimental light scattering 
data a surface potential 4/0 = 180 ±  30mV has been obtained, in good agree­
ment with the results of electrophoresis on DDAOH as well as surface force 
measurements on similar systems. The vesicle volume fraction has been deter­
mined to be 77 = 0.01 ±  0.005, which corresponds to the vesicle concentration of 
Nv = 2.4 x 1012cm-3. The Debye screening length for the 1.14 x 10_2M solution 
is /c-1 = 330Ä. This could be explained by supra-aggregation of micelles inside 
the vesicles. This interpretation is shown to be quantitatively consistent with the 
observed concentration dependence of the refractive index.
While the present experiments do not prove conclusively that the phenomenon
81
exists, we do know from previous studies [90,120,121,114]1 that the solutions 
do contain an overwhelming proportion of surfactant in micellar form admixed 
with a small proportion of vesicles. The disposition of such micelles within the 
vesicles makes sense if we consider the effective counterion concentration inside 
such a vesicle. For instance, for a vesicle of radius 1000Ä at a total concentration 
of surfactant 1.14 x 10-2M the counterion concentration inside demanded by 
electrical neutrality is 7.8 x 10_2M, which means that vastly different solution 
conditions exist outside and inside. Consequently, within a normal multilamellar 
phase the particle solution conditions are sufficiently different to the exterior to 
impose large head group curvature and cause rearrangement of the interior into 
micelles, as inferred.
XNMR studies on DDAOH solutions show small micelles and do not detect the vesicles which
are evidently in relatively very low concentration. K. Fontell-private communication.
C h ap ter 6
S ca tter in g  stu d ies o f phase  
tran sform ation s in D D A A /w a te r  
binary sy stem
6 .1  B a c k g r o u n d
Double-chain quaternary ammonium salts are insoluble in water and their aggre­
gation properties have been found to be strongly dependent on the counter-ion, 
thus demonstrating the importance of the long-range electrostatic interaction 
for the phase equilibria (see reference [82] and references therein and reference
+nC
[133]). To investigatelphase behaviour of a diluted assembly of planar membranes 
a simple binary didodecyldimethylammonium acetate (DDAA)/water system was 
chosen. For a typical DDA salt the value of effective surfactant parameter is p % 1 
which leads to formation of bilayers of low curvature. Selecting a dilute binary 
system enables us to neglect the van der Waals and hydration forces and concen­
trate on the interplay between the electrostatic and entropy-induced interactions. 
For instance, it was recently predicted theoretically that long range electrostatic 
interactions significantly affect the value of bending constant of/membrane [26].
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To give an example, the much studied DDA bromide salt/water system 
forms a highly swollen smectic lamellar phase above 1.5% w/w of surfactant. 
At high water dilution (below 0.1% w/w of surfactant) an isotropic phase is ob­
served. The transition between these two phases is strongly of the first order. 
At intermediate concentrations of surfactant there is a metastable sponge phase 
which transforms to the ordered lamellar phase after days of equilibration [117]. 
However, the change of counter-ion to hydroxide, acetate or a range of carboxy- 
lates causes the extension of the isotropic phase to a higher, counter-ion specific 
value of surfactant concentration.
The structure of amphiphilic systems containing fluctuating films or mem­
branes has been the subject of extensive experimental [24,83,134,135,136,137, 
138,139,140,141] and theoretical investigations [13,14,23]. In such systems, the 
competition between the molecular (van der Waals interaction, hydration repul­
sion, screened electrostatic interaction) [6] and fluctuation-induced interactions 
[16,17] may result in a variety of phases. For a dilute amphiphilic system (i.e. 
when the characteristic distance of the structure is large compared to the mem­
brane thickness) the thermodynamics of phases formed may be described by the 
statistical physics of surfaces embedded in a three-dimensional space [14]. On 
the other hand, it has been demonstrated [3,8,12,53] that the phase equilibria in 
surfactant systems can be well predicted using a geometrical approach.
The surfactant parameter can be expressed using the values of interfacial 
curvatures [12,53] (as discussed in Chapter 2). However, fluid surfactant mem­
branes are characterized by very low surface tension, which results in small mem­
brane bending rigidity, kc [9,27]. Consequently, the membranes are subject to 
strong out-of-plane undulations. It has been shown recently that for the values 
of kc of the order of the thermal energy, kgT, the thermally induced interac­
tion dominates at large distances provided the electrostatic interactions are ei-
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ther absent or screened [26,28,29,30]. However, the presence of electrical charges 
of high density may suppress the undulation-related force as demonstrated for 
SD S/pentanol/w ater system [29].
In this Chapter results of classical and dynamic light scattering, small angle 
neutron scattering and electrical conductivity studies in the didodecyldimethy- 
lammonium acetate and water mixtures are presented. The isotropic, transparent 
phase formed for surfactant volume fraction from 4.4 x 10-6 to 2.5 x 10-2 is iden­
tified to be the L3 phase (disordered connected phase, sponge phase) formed 
by surfactant bilayers in water. It is demonstrated that for the surfactant vol­
ume fraction about 5 x 10-3 this phase undergoes a (second order) transition 
from asymmetric to the symmetric sponge state as the surfactant concentration 
increases.
This new kind of phase transition was first postulated theoretically [14,15] and 
then observed experimentally in a quaternary system [140] and a pseudo-ternary 
system [87]. According to the theory, spontaneous breaking of inside/outside 
(I/O ) symmetry may occur either as a first order transition (i.e. from a sponge 
phase to small vesicles [15,140] or may be of second order, in which case the 
Ising-like thermodynamic singularities should be observed [14,87]. Breaking of 
the L3 phase into smaller structures was postulated on the basis of conductivity 
data  for a binary nonionic surfactant-water system [141].
6.2 P h ase  d iagram
The experimental phase diagram was first examined by visual observation 
of the samples in a therm ostated water bath in transm itted light and between 
crossed polarizers. The observations were carried out after equilibrating samples 
for a few days and again after three months. Because of the extreme dilution, 
however, the exact topology of the phase diagram in the low surfactant concen-
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Figure 6.1: Result of peripheral evaporation of isotropic solution in DDAA/water 
system showing lamellar phase. Crossed polarizers, x200
tration region cannot be determined with precision by visual observation only. 
The region between < j ) s  =  4.4 x 10~6 and 4 > s  —  2.5 X 10-2 is monophasic. Samples 
are transparent. When examined between crossed polarizers the samples of con­
centrations in the region 0.025 < ( f > s  < 0.10 are flow birefringent. The sample of 
surfactant volume fraction 0.10 is birefringent and opaque. Samples of surfactant 
concentrations higher than 5 x 10-3 show same internal turbidity but the con­
centration is too small to notice flow birefringence. The sequence of mesophases 
formed as a result of peripheral evaporation of water from the sample was ob­
served using the polarizing microscope. A drop of dilute isotropic solution was 
placed between a microscope slide and cover slip at the room temperature. An 
example is shown in Figure 6.1. The phases formed are isotropic and lamellar.
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6 .3  C la ss ic a l an d  d y n a m ic  lig h t s c a t te r in g  re ­
su lts
The classical light scattering studies were carried out in the range of investigated 
concentrations from 4.4 x 10- 6  to 0.05 volume fraction of surfactant. Some of 
the scattering profiles obtained at temperature 25°C are shown in Figure 6.2. As 
is indicated in the caption, different curves represent data for different volume 
fractions of surfactant.
Particular choice of mathematical models used to interpret the light scattering 
data in general depends on the overall structural information. In a study of light 
scattering in DDAOH at low surfactant concentrations the data were fitted to a 
bimodal distribution of vesicles, confirmed by a freeze-fracture TTM observations 
(see Chapter 5). In contrast to DDAOH/water system the diluted suspension
CL
of DDAA surfactant exhibits flow birefringence which isYcharacteristic feature 
of the disordered connected phase, L3 phase. The existence of a metastable 
sponge phase in DDAB and DHDAA was demonstrated via studies over a wide 
concentration range of surfactant [117]. Theoretical expressions for the density 
correlation function for the symmetric and asymmetric sponge phase (of which the 
phase of unilamellar vesicles is a special case) are known [87,140]. Full discussion 
was presented in Section 3.5.
Fitting curves in Figure 6.2 have been obtained assuming scattering from the 
sponge phase. Experimental data for high dilution (curves A,B,C) were fitted 
using the correlation function for the asymmetric sponge phase (expression 3.49). 
We note that at high water content, similar to the case of DDAOH [82] (see 
Section 5.3), an equally good fit could be obtained using a bimodal distribution 
of vesicles of radii 1000 A  and 2300 A .  This is shown in Figures 6.3, 6.4 and 6.5. 














Figure 6.2: Intensity of the scattered light versus scattering vector Q. Solid 
lines represent the best fit to equation 3.49 (curves A, B, C) and equation 3.48 
(curves D, E, F). Data correspond to the following volume fractions of surfactant: 
A -  4.4 x 10“6, B -  1.3 x 10"5, C -  2.2 x 10~5, D -  5 x 10"3, E -  1.5 x 10~2 
and F —  2.5 x 10-2 . The fitted values of correlation lengths, are: A — 2300Ä, 
B -  3250A, C -  5000A, D -  60000A, E  -  IOOOOA and F -  IOOOOA. For all cases 
the value of correlation length £p has been assumed equal zero. The curves are 
vertically shifted for clarity.
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index is a linear function of surfactant concentration, what is demonstrated in 
Figure 6.6.
The data  obtained for samples of higher surfactant concentrations (0.005 < 
(f)s <  0.025, curves D, E, F) could be only fitted using the correlation function 
for symmetric sponge phase given by equation 3.48. The discrepancy between
experimental data  and theoretical curve observed for 0S = 0.025 (curve F) can,
be
in principle)caused by an additional contribution from the tail of the sponge
phase scattering peak with maximum at Q = 0.004. One can only speculate on
this subject, because the peak corresponding to the statistical distance between 
o 0
lamellae for]sample of surfactant volume fraction (f)s = 0.025 (about 1500Ä) falls
inside the gap between the neutron scattering data and light scattering data (see 
Figure 6.16). Thus, one can interpret the light scattering results for the surfactant 
concentrations from 4.4 x 10-6 to 2.5 x 10-2 as caused by a sponge phase under­
going an A /S phase transition from an asymmetric to symmetric state at some 
value of surfactant volume fraction between <f>3 = 0.0022 and (f)s = 0.005. The 
density correlation length £p was assumed to be much smaller than The value 
of £p is of the order of the typical radii of curvature [9,14], which is about 1000 A 
in the asymmetric sponge phase. The density correlation length as measured by 
SANS for symmetric sponge phase is about 140 A.
The character of this phase transition could be best determined by analysing 
the concentration dependence of correlation length for the fluctuations of the 
order param eter 77 .  Indeed, this correlation length is a fitting param eter in our 
procedure. However, the correlation lengths in our system are typically of the 
order of 10000 A  or larger ( Figure 6.2) and cannot be accurately determined 
since the shapes of scattering curves (equations 3.48 and 3.49) become insensitive 
to the correlation length in the regime A0.
This problem is illustrated using data for two volume fractions close to the
DDAA 
0=4.4x10




Figure 6.3: Intensity of the scattered light versus scattering vector. Solid circles 
represent experimental points. Data correspond to the following volume fractions 
of surfactant: top - 4.4 x 10- 6  and bottom - 1.3 x 10-5. Dotted and broken lines 
were calculated from eqns. 3.22 and 3.25. The parameters used were: mi = 1.33,
o o
m2 — T44, n = 1.33, bilayer thickness d = 29A and for top figure - b\ = 1000A, 
&2 = 2300Ä, for bottom - b\ = 800A, 62 = 2400A. The theoretical fit of total 
scattering intensity is shown with a solid line.
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Figure 6.4: Intensity of the scattered light versus scattering vector. Solid circles 
represent experimental points. Data correspond to the following volume fractions 
of surfactant: top - 2.2 x 10- 5  and bottom - 3.1 x 10-5. Dotted and broken lines
were calculated from eqns. 3.22 and 3.25. The parameters used were: = 1.33,
°  °m2 = 1.44, n = 1.33, bilayer thickness d =  29A  and for the top figure - b\ =  800A,
b2 =  2300Ä, for bottom - b\ — 800Ä, 62 = 2800A. The theoretical fit of total 
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Figure 6.5: Intensity of the scattered light versus scattering vector. Solid circles 
represent experimental points. Data correspond to the following volume fractions 
of surfactant: top - 4.4 x I0 -5  and bottom - 1.4 x 10~4. Dotted and broken lines 
were calculated from eqns. 3.22 and 3.25. The parameters used were: m j =  1.33,
o o
m2 =  1.44, n =  1.33, bilayer thickness d =  29A and for the top figure - 6 i =  950A, 
62 =  2400A, for bottom - b\ = 900A, 62 = 2400Ä. The theoretical fit of total 
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Figure 6.6: Variation of the difference between refractive index of DDAA/water 
suspensions and refractive index of water versus sufactant concentration. Exper­




Figure 6.7: Classical light scattering intensity distribution for the sample of sur­
factant volume fraction 0.0022. The lines represent best fit to the symmetric 
function (equation 3.48) - line A = 10000A) and two of the possible fits 
to the asymmetric function (equation 3.49) - lines B and C. The corresponding 




Figure 6.8: Classical light scattering intensity distribution for the sample of sur­
factant volume fraction 0.005. The lines represent best fit to the asymmetric 
function (equation 3.49) - line A = 16000A) and two of the possible fits to the 
symmetric function (equation 3.48) - lines B and C. The corresponding correlation 








Figure 6.9: The inverse of the scattered intensity versus Q2. Data corre­
spond to the following volume fractions of surfactant: squares-0.025 and filled 
squares-4.4 x 10-6. Solid lines represent the best fit to equations for asymmetric 
sponge phase (A, = 2300A) and symmetric sponge phase (S, = lOOOOA).
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A/S phase transition. In Figure 6.7, light scattering results for (f>s = 0.0022 are 
presented. It is clear tha t these data can be only fitted by formula 3.49 (asymmet­
ric sponge), but the experimental scatter is large and we can only determine that 
the correlation length is larger than 10000A On the other hand, for (j)s = 0.005 
(Figure 6.8) the light scattering data can be only fitted using formula 3.48 (sym­
metric sponge), but it can only be estimated that the correlation length is no 
less than 16000Ä. The experimental scatter markedly increases for volume frac­
tions in the vicinity of phase transition. This is a consequence of the fact that 
the pair-correlation function in a system near its critical point becomes infinitely 
long-ranged [56]. The illustrative way of discriminating between the two different 
phases, symmetric and asymmetric is to plot data as 1 / I ( Q)  versus Q2. This is 
shown in Figure 6.9 for two volume fractions of surfactant (f)s = 4.4 x 10~6 (A) and 
4>s = 0.025 (S). The two curves show the opposite curvature. The fact that no 
mixed-phase region or metastable states are observed and possibility that £n may 
increase to very high values near the phase boundary are indicative of the second 
order S/A  transition within the sponge phase region. For the second order phase 
transition one expects not only a singularity for the correlation length, but also 
a maximum turbidity  at the transition point (or line). This kind of behaviour 
was experimentally observed and interpreted as an indication of the second order 
phase transition in the SD S/pentanol/salted water system [87]. For the case of 
the DDAA/water binary system, the scattered intensity extrapolated at Q =  0 
does not show singularity in this region. A possible explanation of this effect is 
th a t the singularity of /(0 ), which is extremely sensitive to the presence of the 
impurities or inhomogenities in the sample may be washed out in this case.
The values of D ej j  and the radius of the scattering objects were calculated 
using the cumulant method extrapolated to r max =  0 as discussed in Sections 3.4 
and 4.3. Results are given in Table 6.1. In the DDAA concentration range from
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Table 6.1: The effective diffusion coefficients Deff  and the radii of vesicles calcu­
lated from quasi-elastic light scattering for Q = 1.7 x 10-3A
^  s u r f Deff  x 108(cm2s *) a(A)
4.4 x 10-6 2.4 ±0.1 850
1.3 x KT5 2.9 ±0.3 850
3.1 x 10~5 3.2 ±0.3 715
4.4 x 10“5 2.7 ±0.2 1150
2.2 x 10~4 1.8 ±0.8 790
4.4 x 10~4 2.0 ±0.8 1055
4.4 x 10-6 to 4.4 x 10-4 of surfactant volume fraction the correlation decays were 
exponential, which indicates unimodal size distribution in agreement with the 
classical light scattering results. The effective diffusion coefficients are similar to 
these found for vesicles in DDAOH (Section 5.3.1).
6.4 E lectrica l co n d u ctiv ity  resu lts
The electrical conductivity was measured as a function of surfactant volume 
fraction at the temperature of 25°C. For the purpose of analysis the experimental 
values for DDAA have been reduced by dividing them by the conductivity values 
measured for water solutions of sodium acetate corresponding to the same con­
centration of acetate ions. The obtained relative conductivity of water solution 
of DDAA versus surfactant volume fraction is shown in Figure 6.10.
Because a strictly binary surfactant/water system is analysed (in contrast to 
surfactant/salt/water systems) the electrically active chemical impurities unin­



















Figure 6.10: Relative specific conductivity versus surfactant volume fraction for 
DDAA at the tem perature of 25°C.
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to the absolute value of conductivity. However, the shape of the relative conduc­
tivity curve versus concentration should remain unchanged.
There are two distinct regions present in the relative conductivity plot: rapid 
decrease for the volume fraction of surfactant less than about 0.002 and very 
slowly changing value for larger values of volume fraction (Figure 6.10). In the 
small volume fraction region DDAA is known to form vesicles. According to theo­
retical calculations of the obstruction effect caused by the presence of electrically 
neutral spherical particles [142] the relative mobility of ions should slowly decrease 
from its initial value of 1 with the increased surfactant volume fraction. For in­
stance, this kind of behaviour was observed in micellar systems [143]. However, 
for large, strongly oblate objects the decrease of relative conductivity is limited
ot­
to [much narrower region of surfactant volume fraction. Our experimental data
are in qualitative agreement with theoretical predictions for oblate objects having
aspect ratio smaller than 1/100 [142], Since the mobilities of sodium ions and
acetate counter-ions are roughly the same (5.19 x 104 and 4.23 x 104cm2 V-1 sec-1
[144], respectively), a limiting value of 0.33 (1/2 x 2/3) is expected for DDAA on
theoretical grounds [142] assuming that all the acetate counter-ions take part in
the electric transport. The discrepancy between the measured (about 0.55) and
expected (0.33) value may be caused by the impurity effects.
According to theoretical predictions the topology of the asymmetric sponge
CL
phase evolves with the increased surfactant concentration because ofldecrease of 
the microscopic surface tension. Consequently, the vesicles grow in size in order to 
increase the total film entropy and eventually start forming larger connected do­
mains [14]. The domains of the minority component percolate before the volume 
fraction occupied by it (i.e. the ’inside’ region in the present case), 0, reaches 0.5. 
For the symmetric sponge phase the evolution of continuous disorder lamellar 






















Figure 6.11: Double logarithmic plot of the equivalent conductance versus sur­
factant volume fraction for DD A B /water and DD A A /w ater systems at the tem ­
perature of 25°C. D ata for NaAc are shown for comparison.
tuosity of ion paths [8]. For surfactant volume fractions larger than 0.025 the 
system becomes two-phase (L3 -f La) and the value of conductivity stabilizes.
The equivalent conductivity for typical strong electrolytes decreases with in­
creasing concentration. The deviation from decrease proportional to yjc is the 
result of long range Coulomb interactions between ions. In the surfactant/w ater
systems one expects much stronger manifestation of the ion scattering effects 
by the large aggregates. The equivalent conductivities versus surfactant volume
fraction for the two corresponding didodecyldimethylammonium salts together




























Figure 6.12: Double logarithmic plot of the equivalent conductance versus sur­
factant volume fraction at temperatures: filled squares - 10°C, squares - 25°C, 
filled triangles - 40°C, triangles - 60°C.
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The role of scattering effects, which depend on the microstucture within different 
surfactant/w ater systems is clearly visible. The influence of tem perature on the 
concentration dependence of equivalent conductivity of DDAA was measured for 
four tem peratures in the range 10°C to 60°C. Evidently, the m icrostructure is 
not tem perature sensitive in this range as presented in Figure 6.12.
6.5 Sm all angle neutron  sca tter in g  stu d y
For neutron scattering experiments water in samples was replaced by D20. The 
effects of deuteration in colloids have been widely investigated in relation to the 
aggregation properties and phase transformations. The substitution of hydrogen 
with deuterium is fairly unspecific and, therefore, the thermodynamic properties 
of deuterised systems are very similar to those of non-deuterised ones [60]. Thus 
when the system is in the equilibrium with respect to all variables, deuteration 
will have only minor effects. For instance, it has been shown that the critical 
micelle concentration and aggregation number in sodium dodecyl sulfate/w ater 
system differ by about 10% for deuterised and non-deuterised samples [145]. This 
is due to the change of the hydrogen bonds strength and hydrophobic attraction. 
However, in the vicinity of the phase transform ation point (or line) the deuter­
ation can substantially affect the association processes. Therefore, one has to 
be careful comparing the values of phase transition parameters determined using 
different scattering methods (for instance SAXS and SANS), because they rely 
on different contrast principles.
SANS experiments were performed on the samples of the volume fraction of 
surfactant 0.001, 0.004, 0.015, 0.025, 0.05 and 0.10. The values of invariant (see 
equation 3.12 in C hapter 3) calculated for measured spectra and from the com­
position of the samples are shown in the Table 6.2. The values of calculated and 
measured specific surface are shown in the Table 6.3. The first four samples were
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Table 6.2: The calculated and experimental invariant for the samples measured 
in SANS.
0 s Q'calc. ( C*) Q lx p .(c m  4 )
0.05 4.03 x 1021 3.06 x 1021
0.025 2.07 x 1021 1.81 x 1021
0.015 1.25 x 1021 1.00 x 1021
0.004 3.38 x 1020 2.92 x lO20
0.001 8.49 x 1019 9.39 x 1019
Table 6.3: The calculated and experimental specific surface for the samples mea­
sured in SANS.
0 s ^ calc. (C77i ) ^ e x p . (C77l )
0.05 4.0 x 105 10.7 x 105
0.025 2.0 x 105 9.3 x 105
0.015 1.2 x 105 2.04 x 105
0.004 3.2 x 104 3.21 x 10“
0.001 8.0 x 103 5.85 x 103
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sponge phase as evidenced by light scattering data, conductivity measurements 
and visual observation. In the view of the light scattering results the system 
undergoes a phase transformation from an asymmetric sponge phase to symmet­
ric state at some value of surfactant volume fraction between (f)s = 0.0022 and 
<f>a = 0.005. The samples of the surfactant volume fraction of 0.05 and 0.10 are in 
the two phase region (L3 -f LQ). The first one is mainly sponge phase (as shown 
by light scattering), the second-mainly lamellar phase.
SANS data for the five lower concentration samples are presented in Fig­
ure 6.13. The data for the samples of surfactant volume fractions 0.05, 0.025 
and 0.015 have a character typical for the L3 phase: a broad maximum followed 
by a long decaying tail at large values of Q [24,139,146]. When the scattering 
intensity is normalized for the surfactant volume fraction (see Figure 6.14, top), 
as expected for the sponge phase [83,146], the spectra coincide in the region of 
large Q.
The data for samples of surfactant volume fractions 0.004 and 0.001 exhibit a 
different character. The character of the scattering data is very similar for both 
samples and spectra coincide when drawn in normalized form (see Figure 6.14, 
bottom). From the light scattering results it is known that the sample of surfac­
tant volume fraction 0.001 is in the asymmetric sponge phase region.
SANS intensity curves together with the light scattering data for the samples 
with surfactant volume fractions 0.05, 0.025 and 0.015 are shown in Figures 6.17- 
6.15.
The initial slope of —2, characteristic of two-dimensional objects, decreases to 
the value of —4 in the Porod region, indicating a smooth, well defined interface. 
Small characteristic dimensions of a scattering objects produce oscillations in the 
high Q range. Such oscillations are superimposed on the fast asymptotic decrease 
of the intensity. The pattern of these oscillations can be conveniently studied in a
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- 2.5 - 2.0 - 1.5 - 1.0 - 0.5
log(Q)
Figure 6.13: Double logarithmic plot of SANS intensity versus scattering vec­
tor Q. Data correspond to the following volume fractions of surfactant: filled 
squares-0.05, squares-0.025, dots-0.015, diamonds-0.004 and circles-0.001
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Figure 6.14: Double logarithmic plot of SANS intensity versus scattering vec­
tor Q. Data correspond to the following volume fractions of surfactant: Top: 












Figure 6.15: Double logarithmic plot of SANS intensity versus scattering vector 
Q for sample of surfactant volume fraction 0.015. Corresponding light scattering 
data are shown for completeness. Solid line represents the calculated spectra for 
non-interacting dispersion of lamellae (6 = 25 ±  1Ä, Ap — 6.5 x 10locm-2). The 
overlapping SANS data taken for different neutron wavelengths and distance from 












Figure 6.16: Double logarithmic plot of SANS intensity versus scattering vector 
Q for sample of surfactant volume fraction 0.025. Corresponding light scattering 
data  are shown for completeness. Solid line represents the calculated spectra for 
non-interacting dispersion of lamellae (6 =  25 ±  1 A, A p =  6.5 x 10locm-2).
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0 = 0.05
Figure 6.17: Double logarithmic plot of SANS intensity versus scattering vector 
Q for sample of surfactant volume fraction 0.05. Corresponding light scattering 
data are shown for completeness. Solid line represents the calculated spectra for 
non-interacting dispersion of lamellae (6 = 25 ±  1 A, Ap = 6.5 x 10locm~2).
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Figure 6.18: Plot of Q4I(Q) versus Q for samples of surfactant volume fractions: 
squares - 0.05 and filled squares - 0.025. The full line represents calculation for 
bilayers with 6 = 25A.
plot of Q4I(Q) versus Q. Figures 6.18 and 6.19 show this type of plot for measured 
samples together with the theoretical curve for bilayers calculated according to 
equation 6.1. The best agreement for the position of the maxima in the calculated 
and experimental curves is obtained for 6 = 25 ±  1Ä. The oscillations observed 
experimentally are damped for the large Q values. It was suggested by Marignan 
et al. [139] that this effect is caused by the fluctuations of the thickness of bilayer.
It was possible to fit the scattered neutron density using the formula for 
statistically isotropic dispersion of large flat particles of constant thickness [55]:
I l l
Figure 6.19: Plot of Q4I(Q) versus Q for samples of surfactant volume fractions: 
filled squares - 0.015, triangles - 0.004 and filled triangles - 0.001. The full line 
represents calculation for bilayers with 6 = 25Ä.
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K Q )  =  ? l t . S ( * P ) 2 ( 6 . 1)
where (f)s is the surfactant volume fraction, 6 is the flat particle thickness and Ap 
is the difference between the scattering length density of surfactant and heavy 
water.
The solid curve in Figures 6.15- 6.17 was fitted using the bilayer thickness 
8 = 25 ± IA and contrast density Ap = 6.55 x 10locm-2. The calculated value of 
the excess scattering length density as shown in Section 4.4 is Ap = 6.56 x 10locm~ 
The agreement is excellent. Another way to obtain the value of bilayer thickness 
is the fit to the Guinier [55] equation in the Q range where Q8 < 1 and Q > L — 1, 
where L is the dimension characteristic of the lateral extension of flat bilayer. The 
result is shown in Figure 6.20 and the value of 8 = 25 ±  2A obtained from the 
slope agrees very well with that obtained above.
The origin of the broad scattering peak at log Q = —1.4 is not obvious. Its
o
position corresponds to a characteristic distance of 140Ä. This distance cannot 
be related to the layering of symmetric sponge phase, since it follows from the 
volume balance considerations that the statistical distance between the lamellae is 
1500A and 720Ä for the 0.025 and 0.05 sample, respectively. (The corresponding 
values of Q fall inside the gap between the neutron scattering and light scattering 
data in Figures 6.15 - 6.17). Furthermore, position of this peak does not depend 
on the volume fraction of surfactant. Therefore, one could speculate that the 
distance of 140A is characteristic of some local periodic deformation of single 
lamella rather than global structure of the sponge phase. The effects of such 
deformations, thermal undulations [147] and structural defects [148] have been 
discussed by other authors.





Figure 6.20: ln(Q2I(Q)) versus Q2 for samples of surfactant volume fractions: 
circles - 0.05 and dots - 0.025. Solid line represents linear fit in the intermediate 
Q range (6 = 26 ±  2Ä).
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This is a typical scattering pattern for the lamellar phase. The Bragg peak 
superimposed on the falling background corresponds to the interlamellar spacing 
of D = 270A. Given the bilayer thickness of 25A this corresponds to a sample 
containing 99% of the total volume of lamellar phase and the rest of sponge phase. 
The background scattering may be explained by membrane undulations [147,149] 
and/or scattering by the sponge phase regions [150].
Both SANS and light scattering data clearly indicate the existence of a two- 
phase region between the symmetric sponge and lamellar phase, in agreement 
with the recent prediction by Cates [22] of the first order transition between 
these two phases. According to the criterion for nematic order [9], one obtains the 
following condition for the critical value of the bending constant at the transition 
from ordered lamellar to a disordered phase:
a exp = D ( 6 .2 )
where D is the interlamellar spacing and a is the size of surfactant molecule. For 
D = 270Ä the critical bending constant calculated from equation 6.2 is 0.53kßT 
(a = 10Ä). Mitchell and Ninham [31] show that for large surface charge the 
bending constant takes the form:
fc = l^(M)2
where e is the dielectric constant of water, e is the charge of electron and k, is 
the inverse Debye length. The value calculated for sample containing 10% w/w 
of DDAA (which contains 99% of lamellar phase and may be considered to be of 
composition corresponding to the onset of the lamellar/sponge phase transition) 
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Figure 6.21: SANS intensity versus Q for sample containing 10%w/w of DDAA 
(mostly lamellar phase).
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Equation 6.3 can be used to calculate the total energy, Gsphere, of a spherical 
vesicle [151]:
G s p h e r e  — SlT kc “f" 47 T [6. 4)
where kc is the modulus of Gaussian curvature. One obtains [31] kc = 2.1kßT 
and kc = —6.2 x 10~20J  at the concentration of 0.005 surfactant volume fraction, 
corresponding to the symmetric/asymmetric sponge transition (k = 60.9Ä) and 
the calculated total energy of a spherical vesicle is Gsphere — —5 x 10-19J. This 
strongly negative value indicates tendency to spontaneous vesiculation [151], as 
observed experimentally for water solutions of DDAA and DDAOH.
6 .6  C o n c lu s io n s
The light scattering, electrical conductivity and small angle neutron scattering in­
dicate that the binary DDAA/water system undergoes a series of phase transitions 
with increased volume fraction of surfactant. In the region 4.4 x 10~6 < 4>s < 0.002, 
a diluted vesicular phase existing for very low values of surfactant volume frac­
tion evolves into the asymmetric sponge phase. For some volume fraction in the 
range 0.0022 < (j>s < 0.005 a second order asymmetric/symmetric sponge phase 
transition takes place. The symmetric sponge phase extends up to <ps = 0.025. 
For larger values of <f>s a mixture of symmetric sponge and lamellar phase is ob­
served, which is indicative of the first order L3/L a phase transition. For 4>s = 0.1 
the lamellar phase occupies 99% of the total volume. The sponge phase region is 
characterized by very large correlation lengths of the order parameter 77. These 
lengths are at least 2300Ä and increase to at least above 16000Ä in the vicinity 
of critical region. Bilayer thickness is 25A. The nematic order critical bending 
constant is 0.53kßT  in excellent agreement with theoretical predictions. Using
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this value and the modulus of Gaussian curvature, a strongly negative total en­
ergy for spherical objects is obtained, thus explaining the observed spontaneous 
vesiculation in this system.
C h ap ter 7
M icrostru ctu ral variation  in  
D D  A B / w ater /  cycloh exan e  
ternary  sy stem .
In this Chapter I present the account of detailed studies within the cubic phase 
region of DDAB/water/cyclohexane ternary system. These investigations led to 
the macroscopic observation of co-existence of two different phases of cubic sym­
metry. The specific heat measurements have been used to detect the changes of 
microstructure within single phase regions in this system, proving the sensitivity 
of this experimental method to changes in both the surfactant film topology and 
geometry.
7.1 In trod u ction
The evolution of microstructures within surfactant solutions (discussed in more 
detail in Chapter 2) is the main object of investigations in surfactant science. It 
has been demonstrated that the geometry of surfactant interfaces can vary from 
simple Euclidean forms (spheres, cylinders and planes) to rather complex struc-
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tures, both within random isotropic microemulsion phases and ordered lyotropic 
mesophases. Furthermore, the microstructure of surfactant interfaces can un­
dergo transformations within the regions of the phase diagram being apparently 
single phase [47,48,50,152].
Many experimental techniques have been applied to the study of surfactant 
interfaces. The most frequently used ones are the x-ray and neutron small an­
gle scattering (SAXS and SANS) [40,41,42,47,155,156,157,158], NMR [50,116], 
electrical conductivity and viscosity [124,156,159,175] and freeze fracture elec­
tron microscopy [153,154,128]. In addition, other techniques such as polarising 
microscopy [160,161,162] and calorimetry [163] are useful for the phase identifi­
cation.
The isothermal phase diagrams of the ternary systems didodecyldimethylam- 
monium bromide/water/straight chain hydrocarbon have been extensively stud­
ied [50,90,116,159,121,122,120,164,165,166,174]. Most of these studies have been 
conducted under isothermal conditions, scanning the concentration dependence 
of phase equilibria. For several DDAB/water/alkane systems it has been shown 
that in the range from 25°C to 80°C temperature has minor influence on phase 
diagrams [159].The main features of phase equilibria in these systems are:
• A large isotropic microemulsion phase region exists in the central part of 
the phase diagram. It is either connected with the hydrocarbon corner or 
appears as an isolated central region, depending on the chain-length of the 
hydrocarbon.
• Two lamellar phases coexist at low hydrocarbon content (about 2%), one 
at high water dilution and another for large concentrations of surfactant.
• A large cubic phase region is separated from the adjacent lamellar phases 
as well as microemulsion phase region by two and three-phase regions.
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The surfactant is practically insoluble in both water and oil at temperatures up 
to 80°C and, therefore, resides at the oil-water interface. The phase diagram of 
the DD AB/water/cyclohexane [50] system at 20°C is shown in Figure 7.1.
In this Chapter the results of measurements of specific heat of DDAB/water/- 
cyclohexane are discussed. This study complements previous work using SANS 
and SAXS [40,41,42,43], conductivity, viscosity [124,159,175] and NMR [50,116]. 
Because of the thermal stability of the phase diagram, the calorimetric tech­
nique was used to track the variation of the specific heat versus composition. 
The DD AB/water/cyclohexane mixtures exhibit wide variety of microstructures 
within all phases, making them ideal for our studies. For example, bicontinu- 
ous microemulsion phases are present in mixtures containing as little as 1 wt % 
of water, in which water forms connected conduits of diameter about 10A [10], 
densely packed with surfactant head-groups and counter-ions.
As shown by Fontell and Jansson [50] for several DDAB/water/hydrocarbon 
systems, the liquid crystalline cubic phase is located in similar position on the 
phase diagram, irrespective of the nature of the hydrocarbon. This phase exists 
between the two lamellar phases and the microemulsion phase (see Figure 7.1). 
The microstructure of the cubic phases in these systems (with 1-hexene, hexane 
and dodecane) has been investigated using small angle x-ray scattering [49,50] 
and spin-echo pulsed-field gradient NMR [50,116]. The self-diffusion coefficients 
of water and hydrocarbon determined by NMR were rather large compared to 
the bulk values (10-9 - 10-lora2/.s [50]) and only slightly varied with composition, 
thus indicating structures continuous with respect to both hydrocarbon and wa­
ter. The inferred from SAXS cubic structures were primitive (space group Pn3m) 
(1-hexene, hexane and dodecane [50]) or body-centered (space group 7m3ra), 
(decane [49]). A rapid, tenfold jump of the value of self-diffusion coefficient for 
surfactant within the cubic phase region was observed for the ternary system
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S /O = 0 .4 3
S /O = 1 .0 6
S /0 = 4 .0
CUBIC S /0 = 5 .0 6
"  \ \ \
LAM2 DDABWATER
LAM1 S /W = 1 .7 8 S /W = 2 .03
Figure 7.1: The isothermal phase diagram for DDAB/water/cyclohexane system 
(after Fontell and Jansson [50]). Lami and Lam2 indicate liquid crystalline lamel­
lar phases, L2 is the isotropic microemulsion phase and Cubic denote the isotropic 
cubic phase region. Broken lines correspond to the dilution paths studied in this 
work.
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containing 1-hexene [50], which strongly suggested a possibility of varying mi­
crostructure within a single symmetry phase. Similar observation was previously 
reported for the monoglyceride of oleic acid/water system [45,46,47].
The location oftubic phase between the lamellar phases an 
phase suggested a structure intermediate between these two phases. It follows 
from the detailed analysis of the DD AB/water/oil diagrams [50] that in the 
3-phase region the oil-swollen lamellar phase (Tam2) and the microemulsion phase 
coexists with the cubic phase. In the two phase region the Larrii and the cubic 
phase coexist. In the cubic phase region, the surfactant parameter, v/al, should 
be larger than 1 (lamellar phase) but smaller than 1.6 (microemulsion phase re­
gion [44]). The self-diffusion coefficients of water, oil and surfactant are of the 
same order of magnitude in the cubic phases and the L2 phases in all investigated 
systems [50]. Hyde [10] has postulated that the effective surfactant parameter 
must be greater than 1 in order to form a bicontinuous oil-swollen normal bilayer 
laying on a periodic minimal surface of genus three or more.
The observation of two superimposed NMR 2H spectra of water by Fontell 
et al. [116] provides direct evidence of the coexistence of two lamellar phases 
along the binary DD AB/water axis (Figure 7.1). The lamellar liquid crystalline 
phases Lam\ and Lam2 are found in two regions: from 4% to 30% and from 80% 
to 90% of surfactant (see Figure 7.1). Furthermore, it follows from the phase 
diagrams that the lamellar phases can only accommodate very limited amount 
of hydrocarbon in the ternary system (about 3% in the case of cyclohexane) [50] 
without affecting the structure. As shown by Wennerström [179], the two phase 
equilibria in lamellar systems are governed by the non-monotonic behaviour of 
the interlayer forces in the repulsive regime (positive osmotic pressure). This 
follows from the fact that in a system with monovalent counterion the interlayer 
interaction is not purely electrostatic in origin and contains an attractive, short-




The microstructure of the microemulsion phase in various DD AB/water/alkane 
ternary systems was previously investigated using small angle X-ray scattering 
(SAXS) [40,41,42,43,156], small angle neutron scattering(SANS) [155,157], elec­
trical conductivity and viscosity [124,159,175]. These experimental data were 
quantitatively consistent with the predictions of an explicit random geomet­
ric model (DOC cylinders model: [10,11,40,41,42,43]). According to the DOC 
model, at very low water contents an interconnected network of fine water chan­
nels is formed. As more water is added (at a constant surfactant-to-oil ratio) 
the cylinders become thicker, less inter-connected and the structure grows more 
fragmented. Eventually all the water is encapsulated in isolated spheres.
According to the DOC model, the preferred local curvature is set by the di­
mensions of the surfactant molecule (surfactant parameter v/al) as well as the 
composition of the mixture. These local and global constraints determine the av­
erage coordination number (Z) of the water network. In most systems studied Z 
decreases monotonically with increasing water content. However, microemulsions 
containing cyclohexane are apparently subject to an initial rise of Z for very low 
water contents before Z decreases [41]. This peculiar structural behaviour has 
been reflected in experimental data as a minimum of the electrical resistivity and 
maximum of viscosity [159].
In this work, the specific heat was measured for various compositions in the 
two lamellar phases (Lami  and Tam2), microemulsion region(T2) and the cubic 
phase region. The compositions studied were chosen to lie on the lines of constant 
surfactant-to-oil or surfactant-to-water ratios (Figure 7.1). The specific heat at 
constant pressure is defined as:
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where S is the entropy of the system. The measured specific heat of the surfactant 
solution is due to the oil, water and surfactant components. In order to standard­
ize analysis of our data, we have adopted the convention that for the purposes 
of comparison all the oil and water molecules are conformationally equivalent to 
bulk molecules. (The consequences of this assumption are discussed in special 
cases further in the text.) Therefore, by subtracting the bulk specific heat values 
for water and cyclohexane (calculated from known compositions of the samples), 
the specific heat of surfactant in the system, c3, can be calculated according to 
the formula:
rnoCo / _
where c0, m0, cw, m w and cerp, m  are the bulk specific heats and masses of oil, 
water and the measured sample, respectively. Thus, one can determine the spe­
cific heat per molecule of surfactant, which is governed by geometrical constrains 
on the possible conformations of the molecules present in solution. In this con­
text the change in the (macroscopic) value of specific heat constitutes a direct 
reflection of subtle changes in geometry and topology of the oil-water interface.
The specific heat of pure bulk DDAB (in crystalline form) used in this work 
was measured to be 0.34cal/gdeg.  This value is in good agreement with the 
result obtained theoretically (0.2Seal/gdeg)  from the MNDO90 semi-empirical 
program1.
Although in this work no microscopic calculations of specific heat were at­
tempted, it was possible to show for the first time for a surfactant/water/oil 
ternary system that there is a qualitative agreement between the specific heat 
LMNDO90 written by M. J. S. Dewar and co-workers is a part of Un iCh em ™  quantum 
chemistry software environment from C ray R esearch™ .
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data and structural data. Because the specific heat calorimetric data were previ­
ously not available for ternary systems, it was my intention to accumulate results 
for samples from different phase regions. This enables one to draw general con-
tn e
elusions abou^usefulness of the calorimetric method for study of microstructures.
7 .2  C o e x is te n c e  o f  tw o  cu b ic  p h a se s
7.2 .1  M acroscop ic  o b serv a tio n s w ith in  th e  cub ic phase  
reg ion
The ternary phase diagram of DDAB/water/cyclohexane system (Figure 7.1) 
shows a very large cubic phase region at low oil content (between 30%w/w of 
water and 65%w/w of water [50]).
To investigate the microstructure within the cubic phase region samples of 
different compositions along two dilution paths for constant surfactant to oil 
ratio 4.0 and 5.06 have been made. Compositions of the samples are given in 
Table 7.1. The procedure used for preparing the samples is described in detail in 
Section 4.1. After long equilibration time samples macroscopically appeared as a 
clear, isotropic gel. Most of the samples showed one homogeneous phase. Some 
mixtures contained two co-existing viscous isotropic phases with clearly visible 
interfaces of variable slope, indicating a first order transition between two cubic 
phases. A gradual change in relative volume of the two phases was observed as the 
composition changed. The results of these observations are shown in Figure 7.2. 
The present study seems to provide first observation of the coexistence of two 
cubic phases in a system with monovalent cationic surfactant. Coexistence of 
two cubic phases in any colloidal mixture was first reported for the 1-monoolein- 
water system [45,46,47]; these phases were identified as cubic Periodic Minimal 
Surfaces (see Chapter 2), the gyroid Cg and diamond Co surface [48].
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Table 7.1: Compositions of samples studied within cubic phase region for









102 52.88 13.22 33.90 4.00 1
103 51.84 12.82 35.33 4.04 1
104 49.76 12.44 37.80 4.00 1
105 47.81 11.95 40.24 4.00 2
106 45.93 11.48 42.59 4.00 2
99 47.91 9.47 42.62 5.06 1
84 46.20 9.13 44.67 5.06 1
93 44.91 8.87 46.22 5.06 2
85 43.55 8.60 47.85 5.06 2
92 42.25 8.37 49.37 5.05 2
91 40.48 7.98 51.54 5.07 1
86 39.03 7.72 53.25 5.06 1
90 38.11 7.54 54.34 5.05 1
89 36.61 7.26 56.13 5.04 1
87 35.13 6.95 57.92 5.05 1
88 33.49 6.63 59.88 5.05 1
100 31.98 6.32 61.70 5.06 1
101 30.05 5.93 64.02 5.07 1
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50% C 6H 12
S /0 = 4 .0
S /0 = 5 .0 6
Figure 7.2: Part of the phase diagram from Figure 7.1 containing the cubic phase 
region. The cubic phase boundary (after Fontell and Jansson [50]) is indicated by 
the solid line. Symbols represent the compositions studied in this work. Full cir­
cles and triangles correspond to single phase regions of primitive and body-centred 
cubic symmetry respectively, and empty circles correspond to the two-phase re­
gions. The shaded squares correspond to samples which are slightly milky in 
appearance. It is unclear whether they are a single phase or mixture of phases. 
The broken lines represent boundaries between distinct microstructures, deter­
mined by this work. The short broken line (with the question mark) indicates a 
possible second transformation region within the phase.
128
7 .2 .2  S p ecific  h eat o f  tw o cub ic p h ases
The specific heat measurements were carried out for compositions shown in Fig­
ure 7.2. Where possible, samples of each coexisting phase within two-phase region 
were prepared for calorimetric measurements. The results of measurements are 
presented in Figure 7.3. In both cases the specific heat value is about 0A9cal / gdeg 
at low water content. In the follow-up SAXS study Barois et al. [177] showed 
that the single phase observed in this region is primitive cubic (space group Pn3m 
or Pn3). Upon addition of water the specific heat of the primitive cubic phase 
decreases and the system enters a two phase region. The specific heat of the 
second phase is about 20% larger than that of the primitive cubic phase, well 
above the relative uncertainty of the measurements. The second cubic phase has 
been identified as body centered cubic (bcc) (Im3m or a subgroup thereof) [177]. 
Schematic representations of these two cubic phases are shown in Figure 2.4. Cal­
culations of the interfacial topology suggest that the topology of both phases is 
the same. For the ratio S/O = 5.06 (Figure 7.3 - bottom) measurements were 
taken for compositions well beyond the two-phase region, into the range where 
mixtures form a single bcc phase. The specific heat within this phase exhibits 
a maximum at 57% w/w of water. This can be suggestive of the existence of a 
third phase within the cubic phase region above 57% w/w water (Figure 7.2).
The variation of specific heat in the cubic phase region is difficult to explain 
except for general trend. The ratio of Nw/N s, where Nw and Ns is the concentra­
tion number of water and surfactant, respectively, varies from 15 (for 30% of water 
content) to 55 (for 65% of water content). All water can be considered bound up 
to Nw/N s = 10 [33]. Thus, when the water content increases the specific heat per 
molecule of surfactant should increase owing to two factors: increased proportion 
of unbound water and increased average distance between the interfaces within 






















































Figure 7.3: Specific heat per unit weight of surfactant versus water content at 
25°C within the cubic phase region for S/O = 4.0 (top) and S/O = 5.06 (bottom). 
The symbols are described in the caption to Figure 7.2.
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Table 7.2: Compositions of the samples studied within Larrt\ and Lam2 phase 








I I 13.64 1.20 85.15 11.4 Lami
V 18.58 1.43 79.99 13.0 Lami
96 25.31 0.76 73.93 33.3 Lami
I I I 83.23 2.49 14.28 33.4 Lam2
V I 84.49 2.23 13.28 37.9 Lam2
95 85.24 2.46 12.30 34.6 Lam2
94 86.60 2.64 10.76 32.8 Lam2
44 86.87 2.59 10.53 33.5 Lam2
(also across the two-phase region) is indeed observed.
7.3 L am ellar phases
The specific heat studies of two lamellar phases are of great interest because 
they offer a possibility to assess the contribution of bound water. The specific 
heat data for a number of samples within Lami and Lam2 phases are shown 
in Figure 7.4. The corresponding compositions are given in Table 7.2. The 
specific heat values at high water content are about 15% to 20% larger than for 
the water-poor phase. To account for this discrepancy one should consider the 
relative amount of water and surfactant molecules while keeping the surfactant- 
to-oil ratio constant. An example of such calculations for sample 96 in the Lami 




Figure 7.4: Specific heat per unit weight of surfactant versus water content at
25°C within the Lam\  and Lam 2 phase regions.
the water-poor Larri2 is 4. Assuming that in the latter case all water molecules are 
bound to the surfactant head groups, the specific heat of water would be close to 
the value of specific heat for ice rather than for bulk water. The measured specific 
heat for sample in the water-rich corner of the phase diagram resulted in the value 
0.562 cal/gdeg per surfactant molecule (calculated according to formula 7.2), 
while the corresponding value per surfactant molecule for a sample in the water- 
poor lamellar phase is 0.472 cal/gdeg. For the same water-poor sample, one gets 
for the specific heat per molecule of surfactant a value of 0.557 cal/gdeg if all the 
water is assumed to be bound water of specific heat 0.5 cal/gdeg. This result 
shows th a t the number of constraints due to the different interactions responsible 
for the swelling of the lamellar phase in different regions of the phase diagram 
(the electrostatic repulsion between charged surfaces for Larrii and the image 
charge forces for Lam 2 [168]) is not very different and after removing the water 
contribution the number of degrees of freedom per surfactant molecule within 
bilayer remains unchanged.
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7 .4  M ic r o e m u ls io n  p h a se  reg io n
The measurements of the specific heat for a number of samples within the L 2 
phase region are presented in Figure 7.5, Figure 7.6 and in Figure 7.7. The data 
in Figure 7.5 correspond to surfactant-to-oil ratios: 0.43 (top) and 1.06 (bottom ). 
Compositions of the samples are given in Table 7.3 and Table 7.4.
For the water dilution paths studied in this work Z  has been determined 
from the DOC model to vary from below 3.5 to its maximum value of 3.5 and 
then down to zero [10,41]. The results of specific heat measurement for the 
constant surfactant-to-water ratios (1.70, 1.78 and 2.03) and varying oil content 
are presented in Figure 7.6 and Figure 7.7.
The non-monotonic variation of specific heat with water content for constant 
surfactant-to-oil ratio (Figure 7.5) can be interpreted as the result of two opposing 
contributions. Calculations by Barnes [44] dem onstrate tha t for L 2 m icrostruc­
tures the local surfactant packing quantified by the effective surfactant param eter, 
v/al ,  varies at very low water content. According to the model, with decreasing 
water content both a and / decrease, causing p to increase and, consequently, 
the local curvature increases. This relaxes the conformational restrictions on the 
vibrations of the surfactant chains, resulting in increased specific heat. On the 
other hand, with increased water content the proportion of bound water decreases 
leading to the increase of specific heat. Water can be considered bound up to 
the ratio N w/ N s = 10, where N w and N s is the concentration number of wa­
ter and surfactant molecules, respectively [33]. For both sets of data  presented 
in Figure 7.5 the ratio N w/ N s varies from 4 to 16. Thus, the specific heat be­
haviour is dominated by relaxation of surfactant chains for low water contents 
and un-bounding of water molecules for high water contents.
The variation of specific heat at constant S/O  ratio is also directly correlated 













































Figure 7.5: Specific heat per unit weight of surfactant versus water content at 
25°C within the microemulsion phase region for S/O = 0.43 (top) and S/O = 1.06 
(bottom).
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Table 7.3: Compositions of the samples studied within microemulsion phase re­








8 49.23 46.62 4.15 1.06
19 48.62 45.69 5.69 1.06
5 47.63 44.88 7.48 1.06
6 45.89 42.94 11.17 1.06
7 43.16 40.62 16.22 1.06
2 40.97 38.86 20.17 1.05
10 39.22 36.97 23.81 1.06
37 29.60 68.74 1.66 0.43
38 29.01 67.47 3.53 0.43
46 28.59 66.48 4.93 0.43
39 28.39 66.36 5.25 0.43
47 28.04 65.46 6.50 0.43
49 27.75 65.00 7.25 0.43
40 27.55 64.21 8.24 0.43
41 26.94 63.09 9.97 0.43
36 25.78 60.12 14.10 0.43
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Table 7.4: Compositions of samples studied within microemulsion phase region 








12 50.24 24.95 24.80 2.03
13 44.37 33.72 21.91 2.03
2 40.97 38.86 20.17 2.03
14 36.77 45.26 17.96 2.03
3 32.95 51.00 16.04 2.05
15 29.39 56.14 14.47 2.03
4 25.95 61.19 12.86 2.02
17 17.57 73.45 8.98 1.96
18 14.19 78.89 6.92 2.05
64 42.45 32.39 25.15 1.69
65 41.10 34.87 24.03 1.71
66 38.86 38.38 22.76 1.71
68 34.37 45.53 20.10 1.71
69 31.05 50.71 18.24 1.70
57 27.82 55.85 16.33 1.70
70 24.96 60.55 14.49 1.72
76 48.27 24.39 27.34 1.78
75 45.59 28.80 25.61 1.78
78 37.87 40.73 21.40 1.77
79 33.84 47.10 19.06 1.78
80 29.83 53.37 16.80 1.78












































Figure 7.6: Specific heat per unit weight of surfactant versus oil content at 25°C 






















OIL (wt % )
Figure 7.7: Specific heat per unit weight of surfactant versus oil content at 25°C 
within the microemulsion phase region for S / W  = 2.03.
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of specific heat for the two constant surfactant-to-oil ratios studied in this work 
are at 3%w/w water for S/O = 0.43 (Figure 7.5-top) and 6%w/w water for 
S/O = 1.06 (Figure 7.5-bottom). The minimum for S/O = 0.43 coincides very 
well with the position of maximum of viscosity (determined to be at 3% water 
for S/O = 0.43) [159]. (There is no viscosity measurement for S/O = 1.06). 
Also, the minimum of specific heat for S/O = 0.43 coincides with the maximum 
value of Z (3.5). Furthermore, from reference [10] one can determine that for 
S/O = 1.06 Z = 3.5 corresponds to 5.5%w/w of water. The observed minimum 
of the specific heat is at about 6% of water (Figure 7.5 - bottom).
The DOC model predicts that upon oil dilution at constant S/W ratio the 
surfactant interface forms spheres (Z = 0) for S / W  = 1.70, 1.78 (Figure 7.6) and 
cylinders (Z = 1) for S / W  = 2.03 (Figure 7.7). Oil dilution at constant S/W 
ratios for Z — 0 structures alters the average spacing between spheres without 
changing the sphere radius, while for Z = 1 length and density of cylinders are 
expected to vary. In both cases the local interfacial microstructure (consisting of 
the head groups and associated water inside) remains unchanged. The measured 
decrease of specific heat when the concentration of ” pseudoatoms” increases (as 
oil content decreases) can be ascribed to the variation in specific heat of the 
spherical/cylindrical ” pseudoatoms” with density caused by the increased inter- 
” pseudoatom” interactions.
Earlier calculations on L2 microstructures suggest that the local surfactant 
packing, quantified by the effective surfactant parameter, v/al, does not vary, 
except at very low water contents. This strongly suggests that the microscopic 
environment of the microemulsion (i.e. the environment sampled by individual 
molecules) does not vary significantly, except at low water contents. Hence to 
a first approximation one expects the changes in specific heat with composition 
to be caused by evolution of the macroscopic ” pseudoatom” morphology, rather
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than the detailed microstructure. According to the DOC model, as the coordina­
tion number varies from its maximum theoretical value of 13.4 [40] (not achieved 
in these solutions) to zero, the structure ” breaks up'1 into successively smaller 1 is­
lands”; from a single, highly interconnected sponge (filling the sample), through 
islands whose internal topology decreases, to cylinders and spheres. One can con­
jecture that the variation of specific heat of the disordered array of pseudoatoms 
(viz. islands) contributes most to the measured value, while the variation of spe­
cific heat of individual pseudoatoms is of lesser importance.
7 .5  C o n c lu s io n s
Data presented in this Chapter demonstrate that specific heat values are indeed 
a sensitive indicator of microstructure. In particular, the microstructural varia­
tion in microemulsion and cubic phase regions, indicated by other experimental 
probes, is reflected in specific heat results. It is clear that the specific heat is very 
sensitive to changes in topology ( L 2 phase) as well as geometry (symmetry of 
cubic phases) of the surfactant interface. The latter result is particularly encour­
aging, since the only technique hitherto available to detect such changes has been 
small angle scattering. Furthermore, these data indicate for the first time that 
specific heat measurements are a sensitive probe of microstructural variations 
within so-called ’’single phase” regions of ternary surfactant solutions.
It is apparent that the specific heat per surfactant molecule is lower in the 
cubic phase region than in the microemulsion region. This result is consistent 
with the arguments presented by Hyde [10,11] suggesting that the surfactant 
interface consists of monolayers for the microemulsion, and bilayers within the 
cubic phase.
There is some scatter in the measurements, mainly caused by uncertainties in 
the sample composition. The calorimetry cell can hold only a few milligrams of
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sample, thus great care must be taken to ensure no evaporation of the components 
during the cell loading and heating runs. Nevertheless, the technique is practical.
P art II
M ultilayer ad sorp tion  at 
liq u id /so lid  in terface
141
C h ap ter 8
B ackground
The first part of this thesis was concerned with the interactions between freely 
fluctuating membranes, formed spontaneously by the amphiphilic molecules in 
water or in mixtures of oil and water. Surfactant membranes are treated as 
interfaces characterized by the surface free energy. Studies of interactions between 
surfaces are of central importance for understanding the behaviour of real systems, 
usually containing at least several interfaces. One way to obtain information 
about direct interactions is to study experimental systems for which fluctuations 
can be ignored. For instance, this can be achieved in systems containing a thin 
film in equilibrium with its vapour adsorbed to an inert wall. The second part of 
this work is concerned with experimental study of the direct interactions between 
interfaces in the absence of fluctuations.
For experimental realisation of the inert wall muscovite mica was used. The 
surface of freshly cleaved mica is one of the few molecularly smooth substrates 
available for laboratory studies. Furthermore, mica has been widely used as a 
substrate in the research on the interactions between two solid surfaces separated 
by a thin liquid or vapour film (for instance in experiments using the surface force 
apparatus). The object of the present study is the thickness of water, cyclohex­
ane and octamethylcyclotetrasiloxane (OMCTS) layers adsorbed from vapour on
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mica, measured with sub-atomic resolution using an ellipsometric technique.
The behaviour of a fluid at the interface with solid surface is of main interest 
because of its practical importance (e.g. in adhesion, paint spreading, lubrication, 
ore flotation, tertiary oil recovery, thin film electronics, etc.). It also offers 
an unique opportunity to advance the fundamental understanding of physical 
processes in two-dimensional objects and their evolution towards the bulk phase 
via the path of multilayer adsorption [184].
Adsorption of gases on solid surfaces has long been the subject of extensive re­
search [185]. The phase behaviour of adsorbed films has been the more recent ex­
tension of these studies [186,187,188]. At low temperatures, the two-dimensional 
phase transitions and layering transitions have been observed for solid films of 
inert gases [189,190,191], ethylene [192] and oxygen [193] on graphite substrates.
Substantially fewer results have been published for liquid films adsorbed at the 
room temperature [194]. In these studies the observed film thickness was usually 
compared with the predictions of continuum theories of surface forces. The thick­
ness as a function of the relative vapour pressure, p/p3, and thereby the chemical 
potential, is governed by the interactions between the solid and vapour phase 
across adsorbed liquids (such as water [195,196], hydrocarbons [197,198,199] or 
other organic liquids [200,201]). Closely related phenomena include surface wet­
ting in binary liquid systems, the spreading of liquids on solid substrates, and 
surface melting (see for example reviews by Dietrich [202], de Gennes [203] and 
Dash [204]).
Dash has shown using general thermodynamic arguments that the adsorption 
of gases or vapours to solid substrates can be of three main types [205,206]. As 
the pressure reaches the saturated vapour pressure, the amount of the adsorbed 
material may become infinite (class I), the film thickness at saturation may be 
finite (class II), or there may be no adsorption at all (class III). The solid sub-
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strate has been assumed inert (i.e. unaffected by thermodynamic variations in its 
environment).
The classical wetting behaviour of a liquid droplet on solid surface is directly 
connected with the Dash’s gas adsorption classes. In the case of vapour/liquid/so­
lid equilibrium 75^, 75^ and 7lv are the interfacial free energies between solid 
and liquid, solid and vapour and liquid and vapour, respectively. The equilibrium 
contact angle 0e between the liquid/vapour interface and solid surface is defined 
in terms of interfacial energies by the Young formula [203]:
75V — 7 SL — iLVCOsOe = 0 (8.1)
Three distinct equilibrium regimes follow: partial wetting with a finite contact 
angle, complete wetting (9e = 0°) and nonwetting (0e = 180°). The contact 
angle depends on the chemical composition of both solid and liquid and on the 
temperature. There are two main types of solids [203]: (1) hard solids (with 
covalent, ionic or metallic bonds) with high surface energy in vacuum 7so ~  
500ergs/cm2 and (2) weak molecular crystals (van der Waals bonds) with low 
surface energy 7so ~  50ergs/cm2. In the non-equilibrium situation (according to 
the de Gennes definition of the spreading coefficient [203] S = jso  — I sl — I l v ) 
the complete wetting is achieved for S > 0, which corresponds to G sl > G ll , 
where Gsl and Gll are the attractive van der Waals solid-liquid and liquid-liquid 
interactions.
The Lifshitz theory of van der Waals interactions [25] cannot explain the tran­
sition from repulsive to attractive interactions between two half-spaces across a 
film of liquid medium. A mean-field theory for a continuum fluid model of adsorp­
tion (simple Landau-type or crude density functional theory), which successfully 
accounts for the occurrence of three types of isotherm behaviour in adsorption of
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gases on solid substrates, was proposed by Cahn [207] and extended by Sullivan 
[208,209]. The main assumptions of this theory are as follows:
• Fluid consists of molecules interacting with each other through a pair poten­
tial containing a hard-sphere repulsive core as well as a very weak long-range 
attractive tail.
• The wall provides an additional external potential acting on the molecules, 
which is taken to consist of an infinitely repulsive part as well as an attrac­
tive long-range component.
• The fluid number density profile varies smoothly as a function of the dis­
tance 0  from the solid surface.
However, the continuum mean-field theory does not describe the phenomena of 
discrete layering or roughening.
Pandit et al. [187] have formulated the statistical mechanic theory of multi-
an,
layer adsorption of vapour at!*inert wall (based on lattice-gas model of adsorption
QrL
[216]) which includes the adsorption-desorption effects as well a^Tnterrelation of 
bulk and surface behaviour. The surface phase diagrams constructed using this 
theory depend on the relative strength and ranges of the atom-atom and atom- 
surface interactions. The thickness of adsorbed layer is defined in terms of the 
excess surface density:
r oo
/  d z [ n ( z ) —Tib} Jo
( 8.2)
where n & represents the bulk density of the gas. The average local density in the 
vicinity of the wall depends only on the distance 2 from the wall. The atom- 
atom and atom-substrate interaction potentials, V(r) and U(z),  are expressed 
as a product of the distance-dependent part, / ( r ) , and the part which sets the
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Tr (2 )
Excess Surface Density n
Figure 8.1: Strong-substrate system. Typical surface phase diagram with rep­
resentative gas-phase adsorption isotherms. The number of completed layers 
at T  = 0 is indicated by 0 ,1 ,2 ,3 ,.... Tc(n) are critical points for n-th layer. 
Isotherms A and B correspond to complete wetting and show steps, whereas 
isotherm C is smooth and finite (After Pandit et al. [187]).
energy scale (u and v < 0 for attractive interactions):
[ V  (i^)} a t o m —atom v [ f  { ^ ) } a t o m - a t o m  (8.3)
and
\ U  ( z ) \ a t o m  —substrate — ^[/(^jatom — substrate (8-4)
Figures 8.1 - 8.4 show schematic phase diagrams and typical adsorption isotherms 
for different types of systems, classified according to the relative strength of the 
interaction between the molecules in the vapour phase and between the molecules 
and the inert substrate. The value of u is varied at fixed u, f a t o m - a t o m  and
f a t o m  —substrate-
For strong substrates (i.e. when u «  v < 0 and u < uw, where uw repre­
sents the boundary between the strong and intermediate substrate) an infinite 
sequence of transitions occurs, corresponding to the condensation of successive
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monolayers (see Figure 8.1). The critical temperatures for these layering transi­
tions approach (for high order multilayers) a well-defined temperature TR. Tr is 
called the roughening temperature. At the temperatures below TR the interface 
between the two phases (i.e. gas/vapour and the inert wall) is sharp whereas 
above TR the interface is not well-defined [186]. Consequently, at the tempera­
tures below Tr the adsorption isotherms show an infinite sequence of sharp steps 
as a function of chemical potential. For temperatures between TR and Tc the steps 
are rounded, but n3 still diverges. The divergence of na as /x — ► /x0 corresponds to 
complete wetting (Dash’s class I). For T > Tc there is no longer any bulk phase 
transition and n3(/x) is smooth and finite at /x =  /x0.
For intermediate substrates (i.e. when u «  v and uw < u < uc, where uc rep­
resents the boundary between intermediate and weak substrate) there is another 
characteristic temperature - wetting temperature Tw, which is always smaller 
than the critical temperature. Wetting temperature depends on the value of 
the substrate potential whereas the roughening temperature is independent of u. 
There are three possible situations as substrate potential decreases: (a) Tw < TR, 
(b) Tr < Tw < Tc and (c) TR < Tew < Xc, where Tew is the critical wetting 
temperature. In the case (a) the phase diagram (see Figure 8.2) is very similar to 
the situation for strong substrate (Figure 8.1) except that at temperatures much 
below Tw the isotherms show very little or no observable thickness at the satura­
tion. For X <  Tw there is a finite number of layering transitions and the surface 
is partially wet at the saturation. For X > Tw the theory predicts complete 
wetting.
In the case (b) (i.e. when uR < u < ucw ) Tw is larger then TR and the 
layering transitions are replaced by a single thin-thick pre-wetting transition (see 
Figure 8.3). For a weaker substrate (case (c), corresponding to ucw < u < uc) the 
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Excess Surface Density n
Figure 8.2: Intermediate-substrate system in the layering subregion,
uw < u < ur < 0. Typical surface phase diagram with representative gas phase 
adsorption isotherms. For T < TV, n3 remains finite at saturation with finite 
number of steps (isotherms A and B) whereas for T > Tc there is complete 
wetting at saturation (isotherm C ) (After Pandit et al. [187]).
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Figure 8.3: Intermediate-substrate system in the prewetting subregion,
tin < u < ucw • The point PW is the prewetting critical point. The prewet­
ting line, joining Tw and PW, is a first-order phase boundary between thick- 
and thin-film behaviour. For T < Tw there is partial wetting (isotherm A), for 
T > Tw the wetting is complete at saturation with the discontinuous transition 
below Tpw (isotherm C ) (After Pandit et al. [187]).
smooth, showing the transition from Dash’s class II to class I at Tw (Figure 8.4).
For weak substrates the interfacial tension effects prevent complete wetting 
for all temperatures T < Tc.
Although the Pandit et al. [187] model accounts for many details of wetting 
and other interfacial phenomena, it contains unknown parameters and cannot be 
quantitatively compared with the experimental data. However, in the range of 
distances from about 30Ä to 300Ä from the interface the continuum description 
is applicable and the long-range forces are relevant.
From the point of view of this work the most important are the van der Waals 
interactions and double-layer interactions for water. Consider a planar film of 
thickness D laying on the surface of a solid in thermodynamic equilibrium with 
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A B
Figure 8.4: Intermediate-substrate system in the critical wetting subregion,
ucw < u < uc. Typical surface phase diagram with representative gas-phase 
adsorption isotherms. For temperatures T < Tcw there is partial wetting at sat­
uration (isotherms A and # ), while for T > Tcw the wetting is complete. (After 
Pandit et al. [187]).
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the film (the disjoining pressure, IId) must balance the pressure caused by the
vapour phase. The disjoining pressure is given by fID = - p ( D , T ) [25], where
thin film at the temperature T which is directly determined by a change in the 
interaction free energy. At the equilibrium:
where p is the actual vapour pressure, ps is the saturated vapour pressure, p is 
density and m is the weight of single molecule in the liquid.
At a constant temperature, the chemical potential p{D,T)  as a function of 
D is determined experimentally by measuring D as a function of p/pa. On the 
other hand:
where G is the interaction free energy per unit area between the solid substrate 
and vapour across the adsorbed film of liquid.
To calculate the retarded van der Waals free energy of interaction per unit 
area between two semi-infinite half spaces interacting across a third medium of 
thickness l one can use the expression given by Richmond [183]:
the right hand side is the part of the chemical potential per unit volume of a
(8.5)











tj = €j(i£n) represents the dielectric susceptibility of medium (j = 1,2, 3) and 
is evaluated at positive imaginary frequencies z£n where £n = 2irkeTn/h, n = 
0,1,2, 3, . . .  and £s = c/2ly/e^. The prime over the summation symbol means that 
the term for n = 0 is multiplied by 1/2. The remaining symbols are h = h/2ir 
where h is Planck’s constant and c is the velocity of light. The required dielectric 
function for the interacting media, Cj(z£n), is extensively discussed by Parsegian 
and Ninham [210] and Hough and White [211]. Following their notation the 
susceptibility can be written in a simplified form:
where u>TOt and are the relaxation frequencies associated with the dipolar rota­
tion and electronic as well as molecular vibrations. The coefficients Crot and Cj 
are the corresponding oscillator strengths. The values of frequencies ujrot, Uj and 
the coefficients Crot and Cj can be obtained by standard spectroscopic techniques.
When water is in contact with solid, the ions from the solid phase will dissolve 
in water and form a charge double-layer. At the water-vapour interface the electric 
field must almost vanish owing to the dielectric constant difference. Therefore, 
the double-layer interaction between vapour and solid caused by the repulsive 
pressure of the counterions (in the limiting case of large distances D and for high 
surface charge density) is given by the Langmuir equation [6]:
~  1 T ( 8 . 10)
( 8 . 11)
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where 2 is the valency of the ions which originate from the solid phase, e is the 
electron charge and e and e0 are the dielectric constants.
C hapter 9
E xp erim en ta l techn ique
9 .1  P h a s e -m o d u la te d  e ll ip s o m e tr y
The thickness of adsorbed layers was measured using a phase-modulated ellip- 
someter. Phase-modulated ellipsometer measures directly both the real and imag­
inary components of the complex ratio of the p-polarized and s-polarized reflection 
amplitudes, rp/ r s, for a given angle of incidence. For a sharp boundary at the 
interface of two transparent media rp and r3 are both real. When a surface layer 
of different dielectric constant is present, it follows that at any angle of incidence 
the ratio of the amplitude reflectivities has a non-zero real and imaginary part. 
In the vicinity of the Brewster angle (i.e. the angle for which Re(rp/ r a) = 0) the 
presence of a thin dielectric layer on the surface results in the displacement of the 
rp/ r 3 locus strictly along the imaginary axis by an amount related to the dielec­
tric thickness of the layer. Given the dielectric profile of the surface layer, the 
coefficient of ellipticity of the reflected light, p = /m (rp/ r s), can be interpreted 
in terms of the layer thickness. The details of the method used to infer the thick­
ness of the surface layer from the ellipsometric measurements (in particular in the 
difficult case of a transparent, optically anisotropic substrate) will be discussed 












Figure 9.1: A schematic representation of the phase-modulated ellipsometer.
The ellipsometer used in this work was built by David Beaglehole at the 
Victoria University of Wellington, New Zealand. The design and theory of this 
instrument is described in detail by Beaglehole [212] and Lekner [213]. The 
schematic diagram of ellipsometer is shown in Figure 9.1.
The light from He-Ne laser of wavelength A = 6328Ä passes through the neu­
tral density filter where the intensity can be adjusted. The light beam is linearly 
polarised at 45° to the p and s directions at by the polariser. The birefringent 
modulator generates a modulated phase difference (at a frequency / 0 = 10kHz) 
between p and s components: 6 = <$0 sin(u>0£). Then the light is reflected off the 
sample surface, which causes another phase difference, A = 6P — 63, and passes 
through the analyser which consists of two orthogonal pieces of polaroid, both 
oriented at 45° to the s direction. The analyser is driven at a low frequency
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/ a = 7Hz.  The purpose of this process is to eliminate any systematic shifts in 
the measured signal caused by the bulk movements and/or imperfections of the 
modulator. A photomultiplier is used to measure the intensity of the light. The 
reflected signal, modulated by the birefringence modulator and analyser, is mea­
sured using an ax. lock-in detection technique. It can be shown [212] that the 
imaginary part of the ratio r = rp/r9 is proportional to the amplitude of the first 
harmonic, sin(u>0i), whereas the real part of r is proportional to the amplitude of 
the second harmonic, cos(2u 0t).
9 .2  M ic a  as a s u b s tr a te  for e l lip so m e tr ic  m ea ­
su r e m e n ts
Mica plays an important role in experimental investigations of inter-molecular 
interactions. As the only naturally abundant transparent crystalline substance 
that can be cleaved down to very thin molecularly smooth sheets, it has been 
widely used as a substrate for direct measurements of molecular forces [6].
Molecularly smooth mica is also an ideal substrate for ellipsometric measure­
ments. However, its optical anisotropy and unavoidable interference effects have 
posed prohibitive interpretative problems. The reflection from the back surface 
could not be separated from that of the front or removed by roughening the back
surface. The experimental locus of r in complex plane as measured by ellipsom-
an
etry was very complicated, changing in^Tm predict able manner from sample to 
sample. The change of such a complex locus caused by the presence of a thin 
layer of different material on the front surface of mica is not detectable.
The theoretically predicted locus of rp/ r s for an optically anisotropic substrate 
is in general very complex because of the interference effects [213]. However, it 
has been shown by Lekner that the locus is much simpler when the back surface
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Figure 9.2: Measured variation of the complex ratio rp/ r s versus the angle of 
incidence. ® indicates the Brewster angle, (a) reflection signal obtained from 
an atomically flat mica about 50fim thick, (b) reflection signal recorded after a 
water layer was adsorbed on the mica surface.
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where ex and ez are the dielectric constants of substrate along the x and z axis,
matching to an anisotropic substrate is not possible, this procedure should result 
in small values of /m (r) over a wide range of angles around the Brewster angle
The most important theoretical prediction is that for angles in the vicinity of 
Brewster angle (Re(rp/r9) = 0) placing a thin dielectric layer on the front surface 
of the anisotropic substrate results in a displacement of the rp/ r s locus strictly 
along the imaginary axis by an amount that is related to the dielectric thickness 
of the layer. The theoretically predicted locus of rp/ ra was fully confirmed by 
experiments performed in this work. An example of the signal measured from 
bare mica about 50/zm thick and after a liquid film (water) was adsorbed on the 
mica surface is shown in Figure 9.2.
Film thickness of a thin surface layer can be calculated using the Drude ex­
pression [214,241] provided that the profile of dielectric constant of the layer 
material is known. In this work the dielectric constant profile was assumed as 
shown in Figure 9.3. In this figure, the light is incident from the left hand side.
The medium of dielectric constant t\ is in contact with the substrate of thickness 
d and dielectric constant e, with the thin surface layer having thickness ds and 
the dielectric constant e3. The medium in contact with the back surface of mica 
is isotropic with the dielectric constant e2.
In this situation the complex value of rp/ r 3 is changed by the amount AIm(rp/ r3) = pt




Figure 9.3: The dielectric constant profile
P c  —  T
7T y/ei + e 
A — t (9.2)
where for anisotropic substrate i [213]:
A
t l t z
^ x ^ z  ^ z ^1 €x €z € i---------------- e,-------
€x 6 \  Cx C\
(9.3)
and e in equation 9.2 is replaced by ez.
Approximate refractive index matching at the back surface of mica is achieved 
through the use of Araldite glue. Calculations by Beaglehole [215] show that the 
residual signal which has interference effects as the angle of incidence is varied is 
shifted as a whole to larger values of Im(r) by an amount calculated for a thin film 
on an equivalent isotropic substrate (see example in Figure 9.4). Measurement 
of the angle-averaged ellipticity signal removes the residual interference effects
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and leaves a signal that can easily be interpreted in terms of the adsorbed layer 
thickness.
The appropriate angle-averaging (±5°) is achieved very simply by using a 
lens to form a converging incident light beam. The ellipticity signal also depends 
on the rotational orientation of mica and the orientation that gives the smallest 
ellipticity signal was used (i.e. optical axis in the p-direction).
Muscovite mica used as a substrate has a monoclinic structure. It is a biaxial 
crystal, characterised by three principal indices of refraction. Two of the optical 
axes lie in the plane of cleavage, (001). The exact values of the dielectric constants 
vary between mica sheets because of the varying chemical composition between 
micas originating from different places. The dielectric constants are in range: 
e* = 2.41 -  2.477, e0 =  2.503 -  2.592 and e, = 2.50 -  2.61 [217].
For the film thickness calculations bulk dielectric constant values were used. 
The standard values were taken from the Handbook of Chemistry and Physics 
[236]. The use of bulk dielectric constant for interpretation of ellipsometric data 
is not strictly correct, but there is evidence suggesting that this does not lead to 
any significant error [218,219,220].
9.3 A d sorp tion  o f  film s from  undersaturated  
vapour
The ellipsometric measurements were carried out using two different designs of the 
controlled atmosphere chambers, employing two different methods of the vapour 
pressure control. In the solute control method the relative vapour pressure of 
water was controlled by equilibration with electrolyte solutions (LiCl) [221] in 
an atmosphere of laboratory air. For changing cyclohexane vapour pressure, an 
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Figure 9.4: Locus of rp/ rs for an anisotropic substrate of tx = 2.47, t z — 2.53 and 
d = 100[im with approximate index matching e2 = 2.50. The angle of incidence 
varies from 52° to 63°. Top: no surface layer present; bottom: with surface layer
o
of thickness da = 50Ä and es = 2.0.
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[222]. The chamber used is shown schematically in Figure 9.5. Two similar 
chambers were made of stainless steel and teflon. The stainless steel chamber was 
used for the measurements of water films. The teflon chamber had to be employed 
for the adsorption of cyclohexane films because of the wetting of stainless steel by 
cyclohexane. Both chambers were sealed with a glass hemisphere and enclosed 
in a copper thermal shield. The temperature was monitored at several points 
inside the chamber and variations with time and position were < 0.1°C. These 
measurements were carried out at 20°C.
The vapour introduction method, used later, employed a chamber designed 
and built by Beaglehole which is shown schematically in Figure 9.6. The mica 
substrate was mounted on a support isolated from the metal sealing cap and glass 
walls by a teflon stopper to prevent draining of the thick liquid layers adsorbed 
onto metal surface. Freshly cleaved mica was introduced into the cell which was 
then evacuated through a liquid nitrogen cold trap; then, the background mica 
ellipticity was determined. Next, the vapour was introduced to the chamber. 
The ellipticity and pressure were recorded until the equilibrium was reached. 
The cyclohexane was dried over molecular sieve and any residual water pumped 
off through a cold trap immediately before admitting vapour to the chamber. The 
vapour pressure was controlled by direct introduction of vapour into the evacuated 
glass chamber and monitored with a transducer (Datametrics capacitance gauge). 
The chamber was completely immersed in a bath (fitted with glass windows to 
allow the passage of light) with continuous flow of temperature-controlled water. 
The measurements were carried out at constant temperatures in the temperature 
range from 11°C to 24°C.
The freshly cleaved mica («  50fim thick) was glued with Araldite to a black 
anodised aluminium disk and immediately placed in the cell. Using solute control, 












Figure 9.5: A schematic representation of the chamber used for ellipsometric 
measurements (solute control method).
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TEFLON STOPPER
Figure 9.6: Schematic representation of the chamber used for ellipsometric mea­
surements (vapour introduction method); after Beaglehole [215].
ground mica ellipticity was monitored until the equilibrium was reached. Then, 
the liquid was introduced. For both methods the measurements were performed 
using both increasing and decreasing p/p3 and no hysteresis was observed.
The adsorbed layer thickness was deduced from the change in ellipticity com­
pared to the bare mica value after the introduction of vapour. The sensitivity of 
ellipticity measurements for the experimental set-up described above was 10—5, 
which corresponds to a thickness sensitivity of about 0.005nm (using bulk refrac­
tive indices).
C h ap ter 10
A d so rp tio n  iso th erm s o f sim ple  
liqu ids on m ica
As it was discussed in detail in Chapter 8, liquid-like films adsorbed from vapour 
on inert solid substrate have been the subject of extensive experimental and the­
oretical investigations. In particular, precise measurements of the film thickness 
under controlled conditions provide direct information on the intermolecular in­
teractions. In practice, however, the situation is often complicated by the poros­
ity and roughness of the interface, which gives rise to capillary condensation and 
makes the determination of absolute film thickness difficult.
Thus, the quantitative interpretation of many adsorption experiments is com­
plicated by porosity, roughness and chemical inhomogeneity of the solid substrate. 
Muscovite mica is a remarkable exception: when freshly cleaved, it is one of 
the few molecularly smooth substrate surfaces available and constitutes an ideal 
model system for the study of surface interactions [223].
Ellipsometry has been widely employed to measure the thickness of layers 
adsorbed on solid surfaces. It has recently been used to study the spreading of 
liquids on solid substrates and effects due to the molecular nature of the liquid 




Despite the similarity of underlying physical phenomena, the low tempera­
ture work on gas adsorption and layering has until now been quite isolated from 
investigations of adsorbed film thicknesses at room temperature. One class of 
experiments has been carried out at temperatures below or close to the bulk 
triple point of the fluid where the adsorbed films are mainly solid, the other at 
temperatures above the triple point along the vapour-liquid coexistence line. In 
this chapter data on the adsorption of cyclohexane, water and octamethylcy- 
clotetrasiloxane to mica are presented. The interpretation of these measurements 
(taken at temperatures around room temperature) takes advantage on the unified 
approach to gas adsorption outlined in Chapter 8.
10.1 E xp erim en ta l resu lts
In this Section we present the adsorption isotherms on mica for water, cyclohexane 
and octamethylcyclotetrasiloxane (OMCTS).
OMCTS is a non-polar liquid with near-spherical molecules of diameter «  
0.8nm.It has been used as a model liquid in experiments with mica on surface 
forces and friction [223,233]. The triple point Tt is 18°C and the critical tem­
perature is 314°C [224]. The triple point for water Tt is 0.01°C and 5.4°C for 
cyclohexane. The diameter of water molecule is 2.76A [235] and the mean molec­
ular diameter of cyclohexane is 0.56nm [237,238].
The measured film thicknesses of water adsorbed on mica at constant tem­
perature for p/pa = 0 — 0.99 are shown in Figure 10.1. The different symbols 
are the results of independent sets of measurements with mica sheets of different 
thicknesses. Circles represent data obtained with direct vapour pressure control 
at 18°C and triangles are results using solute control at 20°C. We note that the 






Figure 10.1: Film thickness D of water adsorbed on mica versus the relative 
vapour pressure p/ps. The results of four series of measurements using different 
mica sheets are presented. Circles represent data obtained with direct vapour 
pressure control at 18°C and triangles are results using solute control at 20°C.
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The equilibrium film thicknesses of cyclohexane on mica obtained with direct 
vapour pressure control at 18°C in the relative vapour pressure range 0 — 0.99 are 
shown in Figure 10.2. Employing the solute method in the adsorption measure­
ments for cyclohexane (plus squalane) gives qualitatively different result. The 
isotherms for cyclohexane at 20°C obtained with this method are shown in Fig­
ure 10.3. The non-monotonic increase of the adsorption (in contrast to the re­
sults of the other method) is suggestive of the adsorption of both liquids from 
the vapour.
Comparing Figures 10.1 and 10.2 one notes in particular the linear regime 
at low vapour pressures and the increase in adsorption at higher values of p/pa 
for both liquids. In both cases the thickness appears to remain finite close to 
saturation.
Figure 10.4 shows an adsorption isotherm for OMCTS on mica obtained at 
19°C. The coverage is linear at low pressures, there is an inflexion point around 
p/ps ~  0.45 and a distinct step in the isotherm at p/ps ~  0.8. Four separate 
measurements with four different mica sheets all showed such a step at the same 
pressure. The isotherm tends to a finite value at saturation, as expected from 
the finite contact angle (< 10°) of OMCTS on mica.
Figure 10.5 shows that the film thickness at saturation increases with in­
creasing temperature but there is no qualitative change in the isotherm at the 
triple point. The step shifts towards lower p/pa with increasing temperature and 
becomes slightly less pronounced. The measured adsorption isotherm of tetra- 
chloromethane on mica is also shown in Figure 10.5, and as is evident there is no 










Figure 10.2: Ellipsometrically determined film thickness D of cyclohexane ad­
sorbed on molecularly smooth mica versus the relative vapour pressure p/pa at 
18°C. The different symbols correspond to measurements with two different mica 
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Figure 10.3: Ellipsometrically determined film thickness D of cyclohexane ad­
sorbed on molecularly smooth mica versus the relative vapour pressure p/p3 at 
20°C using the solute method. The different symbols correspond to measurements 
with two different mica sheets. No hysteresis was observed.
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Figure 10.4: Ellipsometrically determined thickness D of octamethylcyclote- 
tra-siloxane (OMCTS) adsorbed to mica surfaces at 19°C versus the relative 
vapour pressure p/p3 of OMCTS. The solid line represents the thickness of ad­
sorbed film expected from the Lifshitz theory of van der Waals forces (calculated 
for the mica-OMCTS-vapour system according to the method described in Chap­
ter 8). The dashed line gives the proposed isotherm at temperatures far below 
the melting point of bulk OMCTS where the transitions form zero to one and 
from one to two layers are expected to be discontinuous (i.e. first order). The 
step size (0.85nm) is close to the mean molecular diameter of OMCTS.
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p/p(s)
Figure 10.5: Thickness D of OMCTS adsorbed to mica surfaces at tempera­
tures below and above the triple point temperature Tt («  18°C) of bulk OMCTS 
as a function of p/ps: filled triangle-11° C, triangle-14°C, filled square-19°C, 
square-240C. There is no qualitative change in the isotherms at Tt but the pressure 
for the one-to-two layering transition shifts to larger values of p/ps with decreasing 
temperature. The adsorption at saturation (p/p3 = 1) increases with tempera­
ture. For comparison, the adsorption isotherm measured for tetrachloromethane 
at 18°C, where no layering effects are seen, is also shown (diamonds).
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1 0 .2  D is c u ss io n
The disjoining pressure IId calculated for the liquid film in equilibrium with its 
vapour (see Chapter 8) for cyclohexane and water is shown in Figures 10.6 and 
10.7.
The salient features of the experimental isotherms (Figs. 10.6 and 10.7) may 
be summarised as follows: (i) a linear pressure dependence of the mean film 
thickness for low vapour pressures, (ii) a more rapid increase of the adsorbed 
amount at higher pressures, (iii) the complete absence of layering or structural 
effects, and (iv) no wetting close to saturation.
The linear behaviour persists up to about one (statistical) monolayer (0.5 nm) 
for cyclohexane but only to about half a monolayer for water («  0.15 nm). This 
means that the data can be fitted to a Langmuir or Brunauer-Emmett-Teller 
(BET) type isotherm in this regime and the adsorption is consequently driven by 
entropy effects. The phenomenological BET theory of thin film adsorption has 
long been used to determine surface area in colloid and surface science. It gives 
an isotherm In(p/psat) ~  D~l assumed valid for 0.3 < p/p,  < 0.5 [185].
At higher p/p9 the adsorption deviates from linearity and increases more 
rapidly with pressure. The similarity of the water and cyclohexane isotherms 
is striking: when scaled by the mean molecular diameter, the results are almost 
indistinguishable for p/ps below about 0.8. This is perhaps an indication that 
specific lateral interactions such as hydrogen bonding are not of major impor­
tance, at least for thicknesses below 2 monolayers. Similarly, the results of force 
measurements across liquids between mica surfaces [223] show that hard-sphere 
interactions dominate and dipolar and hydrogen-bonding effects are of secondary 
importance.
The differences between the curves for the same vapour are not large in ab­
solute terms but well outside the thickness measurement error. The difference
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D (nm)
Figure 10.6: Disjoining pressure IId (calculated according to equation 8.5) versus 
the film thickness D of cyclohexane on mica. For symbols see Figure 10.2. The 
experimental error is represented by the symbol size. The solid line is the predic­




Figure 10.7: Disjoining pressure II£> versus the film thickness D of water on mica. 
For symbols see Figure 10.1. The experimental error is represented by the symbol 
size. The solid line is the prediction of the Lifshitz theory and the dotted line is 
a double-layer interaction (Chapter 8). The dashed line shows the sum of these 
two contributions.
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is most likely due to slight variations in the adsorption of contaminations from 
the atmosphere during the necessary two-minute exposure between cleavage and 
installation in the chamber. Mica has a very high-energy surface and thus is ex­
tremely susceptible to variations in surface properties caused by adsorption [227]. 
Nevertheless, the shapes of the different curves are the same, even when solute 
control is used in the case of water.
Neither cyclohexane nor water wets mica - the isotherms appear to tend to­
ward a finite thickness at saturation. This is in agreement with the finite contact 
angles («  6 —7°) of both liquids on air-cleaved mica. (Water wets freshly cleaved 
mica but an instant of exposure to air is sufficient to give a finite contact angle 
[228]).
The Lifshitz theory of van der Waals forces (for details see Chapter 8) does not 
fit the experimental isotherms over any significant part of the thickness regime. 
Solid lines in Figures 10.6 and 10.7 were calculated according to equations 8.7 
and 8.9 [183] using a numerical program written by Pashley [234]. The numeri­
cal values of static dielectric constant, absorption frequencies and the oscillator 
strengths in the ultraviolet region for mica and the liquids used in experiments 
are presented in Table 10.1. In general, the dielectric function for non-polar liq­
uids has no singularities in other spectral regions [242]. In contrast to this mica 
strongly absorbs in the infrared [247,243] and water has three close absorption 
peaks in the infrared and a characteristic absorption for the microwave frequencies 
[242] (Table 10.2).
By assuming the existence of an electrical double-layer repulsion across the 
adsorbed water film it is, in principle, possible to obtain a slightly better fit 
(Figure 10.7) but the similarity of the isotherm to that of cyclohexane, where 
no double-layer forces would exist renders such a fitting procedure highly ques­
tionable. Although Lifshitz theory should in principle be accurate in the limit of
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Table 10.1: Dielectric properties in the ultraviolet spectral region.
Material e(0) Cuv UJUV
rad/s
Ref.
Water 80.4 0.7800 1.0 x 1016'28 [242]
Cyclohexane 2.02 0.9960 1.8272 x 1016 [244]
Mica (brown) 5.40a 1.5041 1.9354 x 1016 [245]
OMCTS 2.39k 0.9211 1.8074 x 1016 [246]
‘ From Ref.[243] 
b From Ref. [238]
Table 10.2: Dielectric properties of water and mica in the infrared and microwave 
spectral region.
M aterial C ir U l R Cm w U>MW
rad/s rad/s
W ater 3.42 1.0 x 101475 75.2 1.0 x 10U °26
Mica (brown) 1.40 1.27 x 1014
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large film thicknesses D this does not necessarily imply wetting.
There are some claims in the literature that adsorption data fit Lifshitz theory 
[197,198,199]. On closer examination it becomes clear that the agreement for films 
of comparable thickness is no better than obtained in this work. The thickness at a 
given p/p3 may be correct within a factor of 2, but the shape of the isotherm is very 
different or indistinguishable only because of insufficient experimental accuracy 
(cf. data in reference [199]). Measurements by Sabisky and Anderson [229] on 
helium films showing good agreement with Lifshitz theory were for thicknesses 
greater than 1.2 nm («  5 layers of helium atoms, whereas our cyclohexane films 
are less than 5 molecular diameters thick).
The theoretical treatments discussed in Chapter 8 [186,187] have demon­
strated that the type of adsorption isotherm expected varies depending on the 
relative strengths of the substrate-molecule and molecule-molecule interaction 
potentials, as well as the temperature. Some progress has been made in identi­
fying and rationalising the experimentally observed behaviour in the case of low- 
temperature adsorption of inert and other simple gases [186,189,190,191,192,193]. 
At a given temperature complete wetting (infinite film thickness), partial wetting 
(finite films, as in our case) or the complete absence of adsorption is predicted. 
Transition from partial wetting to complete wetting occurs at the wetting tem­
perature T^, which is characteristic of both the liquid and the substrate used. 
One interpretation of the finite film thicknesses observed by us is that the ex­
perimental temperature is below Tw, although Tw is usually assumed to lie below 
the triple point Tt, where the wetting behaviour is dominated by energy consid­
erations. The complete absence of structural effects or layering indicates that we 
are far above the roughening temperature. This is not surprising, the roughen­
ing temperature has been shown to be at about 0.8Tt for several systems [191] 
(Tt is 0.01°C for water and 5.4°C for cyclohexane). Nevertheless, the absence
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of layering does not mean that Lifshitz theory can be used to predict the film 
thickness.
The lack of wetting of mica by OMCTS implies an intermediate strength 
substrate (Dash’s type II isotherm). The very limited linear range (p/ps < 0.2) 
and the convex shape of the isotherm for p/ps < 0.5 is in stark contrast to what 
has been found with cyclohexane, tetrachloromethane, pentane and water on 
mica at the same temperature [215,230]). With these liquids the linear regime 
persists to pressures as high as p/pa «  0.4—0.5 and the isotherms are concave, i.e. 
subsequently curve upward, as can be seen from the tetrachloromethane isotherm 
in Figure 10.5.
The increase in adsorption at pjpa ~  0.8 indicates the condensation of a 
second layer of OMCTS molecules at this pressure. From these results one may 
sketch the inferred appearance of the isotherm at low temperatures as the dashed 
line in Figure 10.4, with at least two steps of size close to the molecular diameter 
(«  0.85 nm) of OMCTS. (Such sharp steps were observed with solid films on 
a variety of substrates at low temperatures [189,240,232,231]). The zero-to-one 
layering transition at p/p0 ~  0.18 is almost completely smeared out and the 
linear behaviour at low pressures shows the importance of entropy effects in this 
regime. The one-to-two layering transition at p/pa % 0.8 is much sharper. This is 
in agreement with lattice-gas theories [216] and some experiments [191,239] that 
show a second-layer critical temperature that is higher than the first, which would 
give a more distinct second step. Another possible explanation is that surface 
heterogeneities might contribute to a smearing out of the first transition but 
they would have less effect on the second transition where the surface is already 
covered with OMCTS molecules. The smearing of the transitions is consistent 
with an adsorbed film above Tr (but below Tw). The roughening temperature for 
some systems has been shown to be about 0.8Tt [191]; consequently we should be
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far above Tr . Although a vapour-liquid interface is expected to be intrinsically 
rough due to capillary waves, this may be partly suppressed in thin films by the 
proximity of a smooth, solid surface. This accounts for the persistence of the 
steps to temperatures above Tt [232,191,239], but above some film thickness the 
roughness of the liquid-vapour interface would be expected to dominate and lead 
to a smooth isotherm.
The above behaviour corresponds to theoretical predictions by Pandit et al. 
[187] for an intermediate substrate system in the prewetting subregion (Fig­
ure 8.3). According to the theory, only a finite number of layering transitions 
should be observed before they coalesce into a single first-order thin/thick tran­
sition. For temperatures up to 24°C used in the experiments prewetting was not 
observed, although the limiting layer thickness at saturation has increased with 
temperature. This places the OMCTS system somewhere between curves A and 
B in Figure 8.3.
It is unclear whether or not any higher layering transitions are observable - 
the 11°C and 14°C isotherms give a vague indication of a step at p/p3 % 0.9, but 
there is no sign of it in the 19°C and 24°C isotherms. The shift in the one-to-two 
layering transition towards smaller values of p/ps (equivalent to a shift toward 
more negative values of the chemical potential) with increasing temperature is 
also in agreement with many results of measurements on graphite [232,239]. As 
expected, the bulk melting point («  Tt) does not have any direct effect on the 
adsorption isotherms of these thin films.
Both cyclohexane and water [230] give smooth adsorption isotherms, with 
a finite thickness at saturation. Despite the lack of steps, the isotherms do not 
agree with Lifshitz theory. These measurements were carried out at 18°C, which is 
41°C, 12°C and 18°C above the triple point temperatures of tetrachloromethane, 
cyclohexane and water, respectively. For non-polar molecules the strength of
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the substrate-molecule potential is proportional to the polarizability and thus 
greater for OMCTS than for cyclohexane or tetrachloromethane, which favours 
the occurrence of layering with OMCTS.
The experimental behaviour for water and cyclohexane corresponds to intermediate- 
substrate system in the critical wetting subregion ([187]), as illustrated in Fig­
ure 8.4. The experimental temperature, T, fulfils the condition Tr < T < Tew , 
which corresponds to curves A or B in Figure 8.4.
Further measurements of adsorption isotherms on mica are likely to uncover 
other surface phase phenomena previously only seen at low temperatures. For 
example, the increase in adsorption of OMCTS at saturation with temperature 
suggests a wetting transition at some higher temperature.
1 0 .3  C o n c lu s io n s
In this work it has been demonstrated that accurate ellipsometric measurements 
can be performed using molecularly smooth mica as a substrate. In particular, 
we studied the thickness of water, cyclohexane and OMCTS layers adsorbed 
from vapour and showed that a thin film of liquid is adsorbed below the wetting 
transition temperature as the vapour pressure is increased from a low value toward
saturation.
In order to describe the incomplete wetting and condensation of the successive 
layers of adsorbate on a solid substrate the lateral interactions between adsorbed 
>w>lec^ .|es must be taken into account.
The qualitative behaviour of the observed experimentally isotherms for both 
cyclohexane and water are inconsistent with the classical continuum theory but 
can be understood in the framework of lattice-gas model of multilayer adsorption.
In this model the surface phase diagrams depend qualitatively on the relative 
strengths and ranges of atom-atom and atom-substrate attractions.
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We show the first example of an adsorption isotherm at room temperature 
that exhibits layering. A combination of a molecularly smooth and very homoge­
neous substrate (mica), an accurate ellipsometric technique and a nonpolar liquid 
with large molecules (octamethylcyclotetrasiloxane, or OMCTS) has allowed us 
to observe effects due to molecular structure in the adsorbed film, both above 
and below the bulk triple point.
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