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Zusammenfassung
Die vorliegenden Arbeit zielt darauf ab, modernste Modelle für einzelne Sub-Prozesse, wel-
che zuvor meist isoliert eingesetzt wurden, in einer numerischen Plattform für die Simulation
turbulenter, reagierender Mehrphasenströmungen zu vereinen. Da die Brennstoﬀﬂexibilität in
modernen Gasturbinen eine große Herausforderung darstellt, liegt ein spezieller Fokus der Mo-
dellierung auf der Abbildung von Brennstoﬀabhängigkeiten. Diesbezüglich wird eine Kopplung
von Größen in der LES, welche nicht mit dem Gitter aufgelöst werden und in Feinstruktur-
modellen modelliert werden müssen, mit den Tropfentransportgleichungen im Lagrange-Löser
vorgestellt. Dies schließt LES-Feinstrukturmodelle für die turbulente Tropfendispersion und die
Tropfenverdampfung mit ein. Hierbei wird insbesondere der Kopplung eines Modelles für die
Verdampfung bei komplexen Treibstoﬀzusammensetzungen mit einem detaillierten Chemie-
Löser eine besondere Bedeutung beigemessen. Überdies hinaus werden zwei semi-empirische
Zerstäubungsmodelle präsentiert. Diese Modelle zielen jedoch nicht darauf ab, die Grenzﬂäche
zwischen Gas und Flüssigkeit detailliert aufzulösen. Sie basieren zu Teilen auf Empirie und
können demzufolge nur charakteristische Merkmale des Zerstäubungsvorganges unter sehr spe-
ziﬁschen Bedingungen abbilden. Die im Rahmen dieser Arbeit durchgeführten Simulationen
zeigen, dass isotherme, turbulente, eingeschlossene Strömungen mit einer hohen Genauigkeit
vorhergesagt werden können, vorausgesetzt die Gitterauﬂösung ist ausreichend hoch. Large
Eddy Simulationen mit dem WALE-Feinstrukturmodell für die Schließung der nicht aufgelö-
sten Reynoldsspannungen ermöglichen genaue Vorhersagen nicht nur der mittleren Geschwin-
digkeiten sondern auch der Geschwindigkeitsﬂuktuationen. Die Untersuchungen bezüglich der
turbulenten Partikeldispersion in diesen isothermen, turbulenten, eingeschlossenen Strömungen
zeigen, dass auch die turbulente Dispersion sphärischer Feststoﬀteilchen in Drallströmungen
gut vorhergesagt werden kann. In diesem Zusammenhang wurden zwei Feinstrukturmodelle für
die turbulente Dispersion getestet, ein Interaktionszeit-Dispersionsmodell sowie ein stochasti-
sches Dispersionsmodell. Beide Modelle sind in der Lage, die experimentellen Daten im Hinblick
auf Massenströme sowie Gas- und Partikelgeschwindigkeiten (inklusive Fluktuationen) zu re-
produzieren. In Simulationen der Verbrennung von fünf monodispersen Tropfenketten konnte
gezeigt werden, dass die Kopplung eines Mehrkomponentenverdampfungsmodelles mit einem
detaillierten Verbrennungsmodell vorteilhaft ist, um den Einﬂuss verschiedener Treibstoﬀzusam-
mensetzungen auf die Verdampfung und Verbrennung abbilden zu können. Zusätzlich wurde
mit Hilfe der entwickelten numerischen Plattform ein Flugstromvergaser untersucht. Im Zu-
ge des Wandels hin zu nachhaltigen Flugzeugtreibstoﬀen stellt die Flugstromvergasung einen
vielversprechenden Prozess dar, Biomasse oder andere Ausgangsmaterialien minderer Qualität,
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z.B. hochviskose Schlämme und Suspensionen mit einem erheblichen Anteil an Feststoﬀparti-
keln, in Brenn- und Treibstoﬀe höherer Qualität zu überführen. Eine große, wissenschaftliche
Herausforderung besteht in der Vorhersage der physikalischen und chemischen Phänomene, wel-
che in solchen Hochtemperatur-Hochdruck-Mehrphasenströmungssystemen stattﬁnden. Um die
Komplexität zu reduzieren, fokussiert sich die Studie im Rahmen dieser Arbeit auf ein System
bestehend aus einer Zweiphasenströmung (gasförmig und ﬂüssig) und einem Modellbrennstoﬀ
(Ethylenglykol) unter atmosphärischen Bedingungen. Die Vergleiche der numerischen Simu-
lation mit experimentellen Daten an verschiedenen Positionen stromab des Injektors zeigen
sinnvolle Ergebnisse bezüglich der Temperatur- und Speziesproﬁle. Die Analyse des Nahbe-
reichs des Injektors lässt erkennen, dass die Hochtemperatur-Reaktionszone nahe des Injektors
nicht durch eine direkte Reaktion des Brennstoﬀes mit dem Oxidator erklärt werden kann.
Stattdessen werden Kohlenstoﬀmonoxid und Wasserstoﬀ, welche auf der Achse gebildet wer-
den, durch Rezirkulationszonen stromauf transportiert. Die Reaktionen des Kohlenstoﬀmon-
oxids und Wasserstoﬀs mit dem Sauerstoﬀ des Vergasungsmediums stabilisieren die Flamme.
Die Wärmefreisetzung dieser Reaktionen stellt die Wärme für die Verdampfung und Zerset-
zung des Brennstoﬀes sowie für die Vergasungsreaktionen stromab bereit. Des Weiteren wurde
ein drallstabilisierter Laborspraybrenner analysiert, welcher einige wichtige Merkmale derzei-
tiger Fluggasturbinenbrennkammern aufweist. Globale Eigenschaften, wie die Sprayverteilung
und die Position der Reaktionszone, konnten durch die Simulation gut wiedergegeben werden.
Auch der quantitative Vergleich der Tropfengröße, Tropfengeschwindigkeiten und des Flüssig-
volumenstromes zeigt eine gute Übereinstimmung. Dagegen weisen die Temperaturproﬁle eine
signiﬁkante Diskrepanz in der zentralen Mischzone auf. In der LES zeigt sich der Temperatur-
anstieg auf der zentralen Achse weiter in Richtung des Brennkammerauslasses verschoben. Es
konnte nicht abschließend geklärt werden, ob die Diskrepanzen auf unterschiedliche Randbe-
dingungen oder noch existierende Mängel in den Submodellen zurückzuführen sind. Nichtsde-
stotrotz zeigen die Simulationen des drallstabilisierten Spraybrenners das große Potenzial von
LES-Sprayverbrennungssimulationen. Im Vergleich zu Messungen steht ein großer Datensatz
simultan aufgenommener Daten mit einer hohen zeitlichen wie räumlichen, dreidimensionalen
Auﬂösung zur Verfügung. Dadurch können LES-Simulationen einen wertvollen Beitrag zum
Verständnis und der Interpretation von komplexen Phänomenen leisten. In diesem Zusammen-
hang zeigen die Simulationen, dass Verdampfung und Mischung die limitierenden Schritte in
der Flammenzone darstellen, so dass die Chemie in dieser Zone als unendlich schnell ange-
nommen werden kann. Dies bedeutet, dass Verdampfungs- und Mischungszeiten eine inhärente
Dämpfung in der Verbrennung darstellen. Diese Erkenntnis steht in direktem Zusammenhang
mit modernsten Verbrennungskonzepten, da sie erklärt, warum diese auf Grund des Trends zu
höheren Vorverdampfungs- und Vormischgraden anfälliger für Instabilitäten sind. Darüber hin-
aus, oﬀenbart der Testfall die Vorteile eines Finite-Raten-Chemieansatzes in Kombination mit
einer direkten Berechnung der Elementarreaktionen. Es konnte gezeigt werden, dass mehrere
Zustände in der Brennkammer vorherrschen, welche von einer Finiten-Raten-Chemie abhängen.
Abstract
The thesis at hand aims at combining state-of-the-art sub-models, which were previously used
for isolated individual sub-processes, to obtain a computational platform for the simulation of
turbulent reacting multi-phase ﬂows. Due to the new challenges related to fuel ﬂexibility of
modern gas turbine combustors, a special focus is on fuel dependencies in the modeling. A
coupling of LES sub-grid scale quantities with the droplet equations in Lagrangian particle
tracking is presented. This involves LES sub-grid scale models for (turbulent) dispersion and
vaporization and a coupling of a multi-component vaporization model with a detailed chemistry
solver. Furthermore, two semi-empirical atomization models are presented. These atomization
models do not aim at resolving the gas-liquid interface in detail. Partly depending on em-
piricism, they represent key features of the atomization process at speciﬁc conditions. The
simulations performed within this work show that iso-thermal, turbulent, conﬁned ﬂows can be
predicted with a high level of accuracy given that the mesh resolution is suﬃciently high. Large
Eddy Simulations with the WALE sub-grid scale closure for the unresolved sub-grid Reynolds
stresses provide accurate predictions of not only the average velocities but also the velocity
ﬂuctuations. Investigations concerning the turbulent dispersion of solid particles in these iso-
thermal, turbulent, conﬁned ﬂows, demonstrate that the turbulent dispersion of solid spherical
particles in swirling ﬂows can also be well predicted. Two sub-grid scale models for turbulent
dispersion are tested, i.e. an interaction time dispersion model and a stochastic dispersion
model. Both are capable of reproducing the experimental data concerning the mass ﬂuxes as
well as the gas and particle velocities (including ﬂuctuations). In simulations of the combus-
tion around ﬁve mono-dispersed droplet chains, it is shown that the coupling of evaporation
models to detailed chemistry solvers is beneﬁcial to reﬂect the inﬂuence of diﬀerent fuel compo-
sitions on evaporation and combustion. By means of the developed computational platform, an
entrained-ﬂow gasiﬁer is investigated. With the switch to sustainable aviation fuels, the source
of the energy and the medium used to store the energy on the aircraft have to be distinguished.
In this context, entrained ﬂow gasiﬁcation is a promising process for the conversion of biomass
and other low-grade feedstock, e.g. highly viscous slurries and suspensions with a signiﬁcant
content of solid particles, to high quality fuels. A major scientiﬁc challenge is the prediction
of the physical and chemical phenomena occurring in such high-temperature and high-pressure
multi-phase ﬂow systems. In order to reduce the complexity, the study within this thesis fo-
cuses on a two-phase (gas and liquid) ﬂow system with a model fuel (mono-ethylene glycol)
under atmospheric conditions. Downstream comparisons of the simulation with experimental
data show a reasonable agreement concerning temperature and species proﬁles. The analysis
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of the injector near-ﬁeld reveals that the high temperature reaction zone close to the injector
cannot be explained by a direct reaction of the fuel with the oxidizer. Instead, carbon monoxide
and hydrogen mainly formed on the axis are transported upstream by the recirculation zone.
The reactions of CO and H2 with the oxygen stabilize the ﬂame. The heat release from this
reactions supports the vaporization and decomposition of fuel as well as the downstream gasi-
ﬁcation reactions. Furthermore, a lab-scale, swirl-stabilized spray burner is analyzed, which
exhibits some of the key features of current aero-engines combustors. Global features like the
spray distribution and the position of the reaction zone are well reproduced by the LES. The
quantitative comparison of droplet size, droplet velocity and liquid volume ﬂux proﬁles show
a good agreement as well. However, the temperature proﬁles reveal a signiﬁcant discrepancy
in the central mixing zone. In the LES, the temperature rise on the central axis is observed
further towards the outlet. It could not be ﬁnally clariﬁed, if the discrepancies are related to
diﬀerences in boundary conditions or still existing deﬁciencies in the sub-models. However, the
simulations of the swirl-stabilized spray burner show the great potential of spray combustion
LES. In comparison to measurements, a large set of simultaneously taken three-dimensional
data with a high temporal and spatial resolution is available. Therefore, LES can help in the
understanding and interpretation of complex phenomena. In this context, the simulations show
that evaporation and mixing are the rate-controlling steps in the ﬂame zone, so that chemistry
can be assumed to be inﬁnitely fast in this zone. This means that evaporation and mixing
times introduce an inherent damping to combustion. These ﬁndings directly relate to modern
combustion concepts explaining why the trend towards a higher degree of prevaporization and
premixing makes these combustion systems more susceptible to instabilities. Furthermore, the
test case shows the beneﬁts of the ﬁnite rate chemistry approach and the direct computation
of the elementary reactions. It is demonstrated that several states in the combustion chamber
are present which depend on a ﬁnite rate chemistry.
1. Introduction
The introductory chapter will start with some fundamentals of spray combustion in aero-engines
(section 1.1). The requirements for a modern aero-engine combustor (section 1.1.1) as well as
the state-of-the-art in combustor design will be covered (section 1.1.2). On the basis of these
fundamentals, the scope of this thesis will be deﬁned in section 1.2.
1.1. Spray combustion in aero-engines
1.1.1. Requirements for combustor design
The liquid-fueled gas turbine is the predominant power plant on aircrafts. As an essential part
of the gas turbine, the combustor has to meet a range of requirements governed by size and
weight constraints, operability and safety as well as emission regulations (Epstein, 2012). In
the design phase, it is important to keep the complex interplay between these requirements in
mind. A light, short and compact combustor is desired. However, the combustor needs to be
large enough to ensure satisfactory fuel burn-out and reliable relight in high altitudes in case of
a ﬂameout (Doerr, 2013). If the ﬂame in the combustor extinguishes, the turbo-components of
the engine are not driven anymore so that the engine windmills. The pressure and temperature
inside the combustor reach values close to the outside ambience (Lefebvre and Ballal, 2010).
Especially at high altitudes, the conditions are unfavorable for atomization, vaporization and
ignition. Hence, the residence time in the combustor needs to be long enough to ensure a
successful and reliable relight. A reduction of the combustor volume reduces the residence
time, which in consequence deteriorates the relight capability (Doerr, 2013). Generally speak-
ing, combustor-related safety and operability implies a high durability and that the combustor
stays lit or reliably relights in case of a ﬂame extinction. This includes stable operation over a
wide range of air/fuel ratios without combustion-induced instabilities like pressure pulsations,
which can lead to severe damage.
The performance of the combustor, i.e. high combustion eﬃciency with low pressure loss,
is strongly linked to pollutant emissions. Ineﬃcient combustion is not only a waste of fuel
but also leads to the formation of undesirable pollutants. Although combustors in modern
engines convert more than 99 % of the chemical energy of the fuel into heat over a large part of
the operating range with a combustion eﬃciency of nearly 100 % at take-oﬀ, the remainder is
emitted in the form of carbon monoxide (CO), unburned hydrocarbons (UHC) and particulate
matter (PM) (Lefebvre and Ballal, 2010). Additionally, aircraft gas turbines emit carbon
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dioxide (CO2), water vapor (H2O), oxides of nitrogen (NOx) and, if sulfur is present in the
fuel, oxides of sulfur (SOx). The ﬁrst two have not always been considered as pollutants. But
due to their contribution to global warming as greenhouse gases, they have recently attracted
attention (Lee et al., 2010). Being the natural products of complete hydrocarbon combustion,
CO2 and H2O emissions can only be reduced by cutting down the overall fuel consumption by
the development of more eﬃcient engines. CO, UHC, and PM (mostly soot) are associated
with respiratory diseases and atmospheric pollution (Barrett et al., 2010). They result from
incomplete combustion so that they can be consumed in regions of the combustor with excess
oxygen and suﬃciently high temperatures. Unfortunately, this is conﬂicting with the NOx
formation, which occurs in near-stoichiometric, high temperature regions. NOx is a precursor
of photo-chemical smog and can harm the respiratory system at ground level (Monks et al.,
2009), e.g. in the vicinity of airports. At cruise in high altitudes, NOx contributes to the
depletion of the ozone layer, which protects us from ultra-violet radiation (Lee et al., 2010).
Furthermore, NOx and SOx produce nitric and sulfuric acid in conjunction with atmospheric
moisture harming plants, animals and infrastructure in the form of acid rain (Lee et al., 2010).
The toxic and corrosive SOx are formed in reactions of sulfur-containing compounds in the
fuel with oxygen. They can be avoided by removing sulfur from the fuel prior to combustion.
Hence, the content of sulfur in aviation fuels is regulated and limited to a total percentage by
mass of 0.30 % (ASTM D1655, 2016). On the other hand, the sulfur content has implications
on the fuel lubricity (Moses and Roets, 2009; Hileman et al., 2010). For ultra-low sulfur jet
fuels, a suﬃciently high lubricity has to be guaranteed, e.g. by adding lubricity improving
additives. The International Civil Aviation Organization's (ICAO) Committee on Aviation
Environmental Protection (CAEP) sets standards for emissions of aero-engines (ICAO, 2008).
Driven by concerns about local air quality and global climate, these legal requirements for
engines tend to become more stringent with time. In the U.S., mandatory emissions reporting
for all engines sold to U.S. airlines was initiated (ICAO, 2016). In Europe, airports have started
to introduce landing charges based on emissions (Zurich Airport, 2010).
1.1.2. State of the art in combustor design
The original equipment manufacturers (OEMs) needed to react on the more stringent emission
regulations and introduced (new) lean-burn technologies, e.g. Rolls-Royce Advanced Low Emis-
sion Combustion System (ALECSYS) (Haselbach et al., 2015) or GE Twin Annular Premixing
Swirler (TAPS) (Mongia, 2003; Foust et al., 2012; Stickles and Barrett, 2013). The concepts of
these technologies are similar and will be explained on the basis of the latter, which is depicted
in Fig. 1.1. The TAPS is a staged combustor. Each burner consists of a central pilot and a
concentric outer main stage. Generally, the same sub-processes can be identiﬁed in both stages.
Liquid is introduced via an injector. During the atomization sub-process, the bulk liquid dis-
integrates into droplets. As a high volume fraction is occupied by the liquid phase, collisions,
agglomeration and break-up phenomena are of importance. Subsequently, the resulting fuel
droplets disperse and interact with turbulent structures in the gas phase. During the turbulent
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Figure 1.1.: Concept of the GE Twin Annular Premixing Swirler (TAPS) lean burn combustion
system (adapted from Foust et al. (2012); Stickles and Barrett (2013))
dispersion, the droplets heat up and vaporize. Finally, the fuel vapor reacts with the oxygen in
the air. The ﬂame is stabilized by means of large-scale ﬂow recirculations. These recirculations
aim at generating a low-velocity region where the ﬂame is able to anchor. Additionally, the
recirculatory ﬂow transports hot combustion products upstream to continuously ignite the fresh
fuel-air mixture. These mixing processes determine the conversion rates and emissions. Details
and modeling aspects of the atomization, turbulent dispersion, vaporization and combustion
sub-processes will be explained in section 2.3.1, 2.3.2, 2.3.3 and 2.2.2.2, respectively.
After this general description of the fundamental phenomena, a closer look at the two individ-
ual stages will be taken. The central pilot resembles traditional Rich burn-Quick quench-Lean
burn (RQL) burners with a pre-ﬁlming airblast atomizer (Mongia, 2003). In this type of atom-
izer, a central pressure-swirl atomizer sprays droplets onto a concentric surface leading to the
formation of a thin liquid ﬁlm. This ﬁlm is subsequently sandwiched between two swirling air
streams until it is disintegrated by the shear at the gas-liquid interface. The mass ﬂow rates
of the pilot are set to produce a rich fuel-air mixture. A modeling approach for pre-ﬁlming
airblast atomization will be presented in section 2.3.1.2 of this work. The main stage relies on
multi-point fuel injection via discrete jets. These jets are transversely injected into air coming
from a larger main swirler (modeling aspects see section 2.3.1.1). The fuel is ﬁnely atomized
and uniformly distributed to achieve a signiﬁcant premixing and prevaporization. In regions
of low velocity and long residence times, e.g. in wakes, the resulting combustible mixture is
prone to autoignition if it is suﬃciently hot and caution has to be taken for ﬂashback, i.e. an
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undesired upstream propagation of ﬂame kernels (Foust et al., 2012). The mass ﬂow rates of
the main stage are chosen to sustain a lean fuel-air ratio in the main reaction zone. The combi-
nation of premixing, prevaporization and lean conditions ensures low NOx formation rates, as
near-stoichiometric hot spots are avoided. Additionally, soot formation is prevented by avoid-
ing rich burn around droplet clusters. At high power, e.g. at take-oﬀ and climb, the main
stage is operated with the majority of the fuel. As the likelihood of combustion instabilities
increases the leaner the ﬂame is, there is a trade-oﬀ between minimum NOx and maintaining
stable combustion (Foust et al., 2012). As a consequence, the fuel split between pilot and main
has to be carefully chosen. At low power, e.g. taxi and approach, as well as at start-up and
relight, the entire fuel enters the combustor via the pilot in order to ensure ignition and a stable
operation. Due to the fact that no quench region is necessary in lean burn concepts compared
to RQL systems, about 70 % of the combustor's total air ﬂow enters the combustor via the
pilot and main mixers. The entire rest can be used for liner and dome cooling as well as for
the adjustment of the temperature proﬁle (pattern factor) at the exit of the combustor in order
to maximize the life cycle of turbine blades and nozzle guide vanes. Improved pattern factors
allow for a reduction of cooling air for these components increasing the overall engine eﬃciency
(Epstein, 2012).
During the development process of the TAPS combustor, the design optimization largely
relied on computational ﬂuid dynamics (CFD). With the rise in computing power, CFD is
increasingly used to complement existing industrial knowledge, conception rules, and hardware
tests. But, as the sub-processes in a combustor, i.e. fuel atomization, vaporization, mixing
and chemical reaction, are highly interdependent, complex ﬂow dynamics and combustion re-
sponses develop. Unfortunately, current computer models still struggle with the prediction of
these coupled unsteady phenomena.
Furthermore, new challenges arise due to the introduction of alternative fuels. Modern combus-
tors need to guarantee fuel-ﬂexibility, i.e. the capability to run with petroleum-based, synthetic
and biomass-based fuels. Since the ﬁrst jet engines, the design of combustors has relied on ex-
periences with petroleum-based fuels. New methods and models need to have the capability to
predict the performance of combustors dependent on the fuel composition.
1.2. Scope of this work
To solve the challenges described in the previous section, the thesis at hand aims at combining
state-of-the-art sub-models, which were previously used for isolated individual sub-processes, to
obtain a computational platform for the simulation of turbulent reacting multi-phase ﬂows. The
simulation tool targets not only the capability to reproduce a well-known data set but rather
the prediction of physical and chemical phenomena in a combustor. Concerning unsteady phe-
nomena and instabilities, a gain in accuracy and predictive capability can be achieved by the
transition from modeling the entire spectrum of turbulent scales (RANS) to resolving parts of
it (LES). In this context, the coupling of a gas phase LES with a Lagrangian description of the
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liquid phase will be shown. Due to the new challenges related to fuel ﬂexibility, a special focus
will be on fuel dependencies in the modeling. In this regard, the coupling of a multi-component
vaporization model with a direct, detailed chemistry solver based on Arrhenius equations will
be established. Only few research groups in the world showed this combination allowing for a
detailed description of chemical reaction kinetics in multi-phase ﬂows.
During the course of this thesis, the simulation platform for turbulent reactive, multi-phase
ﬂows (THETA-SPRAYSIM) of the DLR Institute of Combustion Technology was upgraded
to Eulerian-Lagrangian Large Eddy Simulations. This included the coupling of LES sub-grid
scale quantities in THETA with the droplet equations in SPRAYSIM. Furthermore, LES sub-
grid scale models for (turbulent) dispersion and vaporization were implemented and tested.
In this context, the vaporization model for complex mixtures in SPRAYSIM was coupled to
the detailed chemistry solver in THETA. Additionally, the steady versions of the jet in cross-
ﬂow breakup model and the secondary breakup models were upgraded to unsteady ﬂows. An
empirical approach for the derivation of spray initial/boundary conditions resulting from the
breakup of liquid ﬁlms was deduced. The complete platform was subsequently validated by
means of non-reactive and reactive test cases. The non-reactive test cases comprised sub-model
tests for the atomization models (see section 3.1 and 3.2) and the dispersion models (see section
3.3). The reactive test cases included the combustion around droplet chains (see section 4.1), a
swirl-stabilized lab-scale spray burner (see section 4.3) and a reactor related to fuel processing
technology (see section 4.2). With the switch to sustainable aviation fuels, the source of the
energy and the medium used to store the energy on the aircraft have to be distinguished. In this
context, the investigated reactor presents a promising pathway to produce fuel from biomass.
Furthermore, it shows the wide applicability of the numerical tools developed in the framework
of this thesis. As Large Eddy Simulations are very costly, the speed-up of computations was a
necessary requirement.
2. Theory and modeling of spray
combustion
This chapter describes the underlying theory and modeling aspects concerning the sub-processes
occurring in turbulent reacting multi-phase ﬂows. As the name suggests, the term multi-phase
ﬂows refers to ﬂows involving diﬀerent phases (gas, liquid or solid). In these ﬂows, the interac-
tion and interchange between the phases is of particular interest. Gas-solid multi-phase ﬂows
can be encountered, inter alia, in porous media, ﬂutter of aircraft wings, aerodynamic loads on
bridges, sediment transport, and rocket engines. Among many others, gas-liquid multi-phase
ﬂows are present in rain, ocean waves, medical sprays, ﬁre suppression, and the combustion of
liquid fuel. The multi-phase ﬂows examined within this thesis are related to spray combustion
so that the term "multi-phase ﬂows" will refer to separated and dispersed ﬂows in the following.
Within this chapter, an overview over numerical approaches for the simulation of multi-
phase ﬂows will be given (section 2.1). This is followed by modeling aspects concerning the
gaseous phase (section 2.2). The emphasis in this subsection will be placed on the numerical
description of turbulence (section 2.2.1) and chemical reactions (section 2.2.2). Afterwards, the
modeling of the dispersed liquid phase will be speciﬁed (section 2.3) covering the most relevant
sub-processes, namely atomization (section 2.3.1), dispersion (section 2.3.2) and vaporization
(2.3.3). The scope of this thesis was the upgrade of the DLR-VT simulation platform for the
numerical analysis of turbulent reacting multi-phase ﬂows in lab scale conﬁgurations. Never-
theless, the models were chosen targeting the applicability to real scale problems. This implies
that not only the accuracy but also the numerical costs have to be kept at reasonable levels.
In general, it is important to scientiﬁcally identify pros and cons of the individual models. In
some cases, simple models may be favored but their limits have to be well understood. In
this context, spatial accuracy and detailed modeling sometimes have to be sacriﬁced to ensure
robustness and performance, e.g. several LES sub-grid scale closure models proposed in the
literature showed great potential in a priori studies but they were insuﬃciently dissipative and
prone to numerical instabilities in more realistic test cases (Gicquel et al., 2012).
2.1. Numerical approaches
Turbulence, chemical kinetics, and multi-phase ﬂows are themselves, i.e. isolated from each
other, complex areas of research. But the combination of these three topics still is a major
scientiﬁc challenge. The interaction between the turbulent eddies with the gas-liquid inter-
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face leads to a dynamic system of complicated ﬂow structures and changing phase boundaries
(Kuo and Acharya, 2012). The complexity is further increased by the interdependence of the
ﬂuid properties, the phase change, and the exothermic reactions of the combustion process.
Moreover, reacting multi-phase ﬂow systems exhibit diﬀerent spacial and time scales, which
results in a multi-scale problem. Macroscale, large ﬂow structures in the order of magnitude of
the geometrical scale of the apparatus are present among mesoscale phenomena like breakup
and coalescence and microscale phenomena like chemical reactions, micro-mixing and turbu-
lent dissipation. As a consequence, the strong coupling between chemistry, turbulence and the
multiple phases poses a considerable challenge to both experimental diagnostics (Tropea, 2011)
and numerical simulations (Jenny et al., 2012). For instance, fully resolved measurements at
the scale of single droplets in a turbulent reacting ﬂow or in the dense spray regime remain
diﬃcult. On the other hand, numerical approaches usually rely on a direct computation of
phenomena at the macroscale while the details at the microscale, i.e. of the order of a particle
diameter, are modeled (Balachandar and Eaton, 2010). It is possible to reduce the complexity
of these microscale models by cutting down the ﬁeld of view. But this usually involves the
modeling of macroscale phenomena in terms of boundary conditions.
In the literature, many diﬀerent numerical approaches can be distinguished. In the following
only numerical approaches based on continuum mechanics will be considered. This is due to
the fact that clusters of already a couple thousands of molecules exhibit the behavior of a
continuum as shown by direct molecular dynamics simulations (Koplik and Banavar, 1993).
The dependence of the number of molecules on the droplet diameter displayed in Fig. 2.1 is
Figure 2.1.: Number of molecules over droplet diameter
given by:
N =
mp ·NA
M¯
=
ρl pi d
3
p ·NA
6 · M¯ (2.1.1)
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with the Avogadro constant NA, the mean molar mass M¯ and the mass of the droplet mp which
is dependent on the density of the liquid ρl and the droplet diameter dp. Most atomizers in
thermal turbomachinery generate droplets in the order of magnitude of 1 µm to 1 mm as well
as bigger structures like sheets, threads and ligaments justifying the applicability of contin-
uum mechanics. In continuum mechanics two spatial reference systems can be distinguished,
namely the Eulerian and Lagrangian framework. In the Eulerian framework, a space-ﬁxed ref-
erence system is employed, i.e. the problem is observed from an exterior point of view. Most
ﬁnite volume solvers commonly used for the gaseous phase in computational ﬂuid dynamics
rely on this framework. In contrast, the Lagrangian framework is based on a reference system
located on the ﬂuid particle, i.e. the observer moves with the ﬂuid and experiences changes
in the surroundings (e.g. of density, velocity and temperature) relative to the particle. Mixed
methodologies combine both approaches and use them to solve parts of the considered problem.
For separated ﬂows with a detailed description of the gas-liquid interface, pure Lagrangian
formulations can be found for example within the meshless smoothed particle hydrodynamics
(SPH) method. In the SPH method, the ﬂuids are represented by numerous Lagrangian parti-
cles interacting with each other within a certain inﬂuence area around each particle. Promising
results were shown by Höﬂer (2013) for non-reacting isothermal ﬂows. But due to the immense
computational costs, the SPH method is restricted to a small ﬁeld of view, up to now. Pure Eu-
lerian descriptions appear in interface capturing methods (Gorokhovski and Herrmann, 2008)
like Volume-of-ﬂuid (VOF) and Level-set. In the VOF method, an additional transport equa-
tion for the volume fraction of liquid in the gaseous media is solved. Mass is implicitly conserved
via the conservative formulation of the transport equation. The volume fraction f yields f = 0
in cells fully ﬁlled with gas and f = 1 in cells fully occupied by liquid. The gas-liquid interface
is located in cells with 0 < f < 1, i.e. partially ﬁlled with gas and liquid, and needs to be
reconstructed. This can lead to problems with surface tension as it depends on the local cur-
vature. Therefore, the surface reconstruction model is crucial (Ashgriz, 2011). In the Level-set
method, an additional transport equation for the shortest distance to the gas-liquid interface
is solved (Sethian and Smereka, 2003). The interface location is described by a level set scalar
G with G = 0 at the interface, G > 0 in the liquid and G < 0 in the gas. Consequently, the
gas-liquid interface can be easily reconstructed. Unfortunately, mass conservation is not auto-
matically satisﬁed by the method. As the beneﬁts and drawbacks of the VOF and the Level-set
method are partly complementary, combinations of both methods exist, e.g. Sussman (2003);
Sussman et al. (2007) and Ménard et al. (2007). Similar to the SPH method, the interface cap-
turing Eulerian methods come along with high computational costs limiting the ﬁeld of view.
Phase change and reactions were usually neglected. For example, Gomaa (2014) performed
VOF simulations of the interaction of a single droplet with a wall. Successful applications of
the VOF and the Level-set method in the ﬁeld of primary atomization can be found in Tomar
et al. (2010); Ling and Zaleski (2015); Ertl et al. (2016) and Herrmann (2011), respectively.
The most sophisticated mixed Eulerian-Lagrangian approach with a detailed description of the
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gas-liquid interface is the Front-tracking method (Tryggvason et al., 2001). Tryggvason et al.
introduced an additional mesh following the interface in a Lagrangian framework. The veloc-
ities on both sides of the interface are calculated by a standard Eulerian ﬁnite volume solver.
Large deformation or wrinkling leads to a huge computational eﬀort for re-meshing. Collision
and other signiﬁcant changes in ﬂuid topology can even lead to nonphysical solutions. As a
consequence, disintegration and coalescence needs to be modeled (Thomas et al., 2010). Again,
the high computational costs limit the ﬁeld of view. Generally speaking, all high-resolution
techniques described above are very useful to describe isolated sub-processes like atomization
or to develop sub-models but still are far from applicability to combustion problems. In order
to enlarge the ﬁeld of view, the interface reconstruction has to be neglected, up to now.
For dispersed ﬂows, e.g. particle-laden ﬂows or reactive sprays in combustion chambers, the
two prevalent methods in the literature are the Eulerian-Eulerian method (e.g. Boileau et al.
(2008) and Moreau et al. (2010)) and the Eulerian-Lagrangian method (e.g. Chrigui et al.
(2012); Sacomano Filho et al. (2014) and Jones et al. (2015)). While the former is based on an
Eulerian reference system for both phases, the latter uses an Eulerian and Lagrangian reference
system for the gaseous and dispersed liquid phase, respectively. Comparisons of the two meth-
ods can be found in de Chaisemartin et al. (2007); Riber et al. (2009); Jaegle et al. (2011), and
Sanjosé et al. (2011). The Eulerian-Eulerian method rests upon the assumption that all phases
are interpenetrating continuous ﬂuids and behave like a continuum with averaged state variables
(~up, Tp,...). In the Eulerian-Lagrangian method, the gaseous phase is described as a continuum
in an Eulerian framework while each discrete particle of the dispersed phase is tracked using a
Lagrangian reference system. In order to obtain meaningful statistics, a suﬃciently high num-
ber of particles is necessary. The state variables of the droplets are individually determined
making Lagrangian particle tracking more expensive than the Eulerian-Eulerian method. Both
phases are coupled by boundary conditions provided from the Eulerian to the Lagrangian phase
as well as source terms handed over from the Lagrangian to the Eulerian phase. Fig. 2.2
(a) Eulerian-Eulerian (b) Eulerian-Lagrangian
Figure 2.2.: Numerical approaches for spray computations (adapted from Koch (2011))
schematically shows the resulting gas (blue arrows) and particle (red arrows) velocities for both
numerical approaches. The biggest advantage of Eulerian-Eulerian methods is that all equations
have the form of standard transport equations, i.e. the same algorithms and solution methods
can be applied for both the gaseous and the dispersed phase. As a consequence, they are less
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(a) Eulerian-Eulerian (b) Eulerian-Lagrangian
Figure 2.3.: Numerical result of crossing trajectories of mono-disperse droplets (adapted from
Koch (2011))
computationally intensive and can be easily implemented in common ﬁnite volume solvers. The
disadvantage of the Eulerian-Eulerian method is that the individuality of a droplet, particle
or bubble is not accounted for. Information on the motion of individual particles is not avail-
able resulting for example in wrong particle trajectories in case of dilute sprays (Fig. 2.3). A
suﬃciently high volume fraction of the single phases in a control volume is necessary to get
meaningful average properties. In other words, the average particle distance needs to be signif-
icantly smaller than the spatial discretization (Frank, 2002). Furthermore, the phases have to
be well mixed to justify the application of transport equations for a continuum. Another draw-
back is that characteristic diameters (representative of diameter classes) have to be predeﬁned
and kept ﬁxed during run-time. As a consequence, a discretization error related to the number
of diameter classes is introduced for continuous processes like evaporation. In contrast, in the
Eulerian-Lagrangian approach the modeling of physical and chemical processes, e.g. evapo-
ration, condensation, droplet breakup, particle-wall interaction and surface reactions, is eased
and more accurate due to the consideration of individual particles and the Lagrangian reference
system. Nevertheless, the detailed ﬂow around each individual particle cannot be resolved as
the computational costs have to be kept at reasonable levels. Hence, models are commonly
based on empirical correlations. Besides, particles with the same properties are summed up to
so-called parcels. A limited applicability of the Eulerian-Lagrangian method exists in regions
of high liquid volume fractions due to large liquid structures, high particle densities or small
grid cells. This is due to the fact that the volume fraction of the dispersed phase is commonly
neglected in the continuous phase. Nevertheless, in thermal turbomachinery the dense spray
region is conﬁned to a small area close to the fuel injector so that a dilute spray prevails in the
major part of the combustion chamber (Faeth, 1983). The physical system consists of discrete
liquid droplets with a spectrum of diameters being dispersed in a turbulent, continuous gaseous
phase. Due to the very large number of droplets involved, resolving the detailed evolution of
the gas-liquid interface as well as the ﬂow on both sides of the interface will not be feasible in
the foreseeable future.
Accounting for all the considerations above, the Eulerian-Lagrangian approach is chosen as
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a good compromise between accuracy and numerical costs. The gaseous phase is calculated
by a ﬁnite volume solver in the Eulerian reference frame while the liquid phase is computed
by means of Lagrangian particle tracking using a point source approximation, i.e. droplets are
assumed to be mathematical points providing point sources and point forces to the gas ﬁeld.
2.2. Gas Flow Solver
The gaseous phase is calculated by the pressure-based DLR in-house code THETA (Turbulent
Heat Release Extension of the TAU Code). THETA is a 3D ﬁnite volume solver for unstructured
dual grids. The underlying equations are the conservation of mass, species mass, momentum
and enthalpy (Gerlinger, 2005; Kuo and Acharya, 2012):
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The convective and diﬀusive ﬂuxes are discretized using second-order central diﬀerencing schemes.
The time discretization is based on a second-order Three-Point Backward (TPB) or second-
order Crank-Nicolson scheme. A projection method is applied to couple velocity and pressure.
The Poisson equation for the pressure correction is solved by the FGMRES method precon-
ditioned by a single multigrid V-cycle. The other transport equations are computed by the
BiCGStab method with Jacobi preconditioning. For details on the numerical methods, the
reader is referred to Ferziger and Peric (2008). In order to reduce memory requirements, a
matrix-free formulation for all linear equations is used (Löwe et al., 2015).
2.2.1. Turbulence model
2.2.1.1. Modeling approaches for turbulence
Depending on the resolution of the ﬂow and turbulent structures, three general modeling ap-
proaches can be distinguished, namely Reynolds-averaged Navier-Stokes (RANS) simulations,
large eddy simulations (LES) and direct numerical simulations (DNS) (Pope, 2000). In RANS
simulations, all ﬂow scales are modeled and computations usually rely on calibration. The
computational eﬀort of these simulations is rather small allowing for short turnaround times
and parameter variations so that they were extensively used in industry in the last decades.
However, unsteady phenomena and inhomogeneities, which are present in modern gas turbine
combustors, e.g. turbulent mixing, ignition and extinction sequences, are very diﬃcult to model
within the RANS context. Hence, the precision of such computations is limited (Gicquel et al.,
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2012). Furthermore, the local transient processes can have an impact on global phenomena like
ﬂame stabilization and emissions. Consequently, the main objective of alternative approaches
is to relax the modeling constraints. In DNS strictly speaking all scales, i.e. ﬂow scales of
both phases as well as chemical scales, are resolved and no modeling is required. With this
strict deﬁnition aeronautical multi-phase, reactive ﬂows remain out of reach for DNS. Besides
the resolution requirements due to the high Reynolds numbers inducing very small turbulent
structures, the highly energetic fuels lead to very thin reaction zones which can hardly be re-
solved. Furthermore, a resolution of the highly distributed and numerous gas-liquid interfaces
and the ﬂow on both sides are beyond the capabilities of current supercomputers. In practice,
DNS is usually only referred to the resolution of turbulent structures while the descriptions of
chemistry and the dispersed phase rely on modeling. Despite this simpliﬁcation, computational
costs remain very high restricting the method to only simple conﬁgurations, which are used for
model derivation and validation as well as understanding of fundamental phenomena. Very few
computations of test cases with increased complexity exist, as for example in Luo et al. (2011),
who analyzed a three-dimensional n-heptane spray ﬂame in a model swirl combustor by means
of DNS (for the continuous phase only) with a point-droplet assumption for the dispersed phase.
Large Eddy Simulation is a compromise between DNS and RANS relying on on a scale separa-
tion, i.e. large scale structures are resolved while small scales structures and their feedback to
the large structures are modeled (Sagaut, 2006). If the models for the small scales are correctly
deﬁned, the LES solution approaches the DNS solution in regions of high resolution. Thanks
to the increase in computing power, LES has become a clear scientiﬁc alternative to RANS.
Especially for the speciﬁc application within this thesis, i.e. highly unsteady enclosed ﬂows in
complex geometries, the advantages of LES computations outweigh the disadvantages. As a
consequence, LES will be used within the work at hand (details see section 2.2.1.2).
2.2.1.2. Large Eddy Simulation
The simulation of turbulence is a multi-scale problem in time and space (Sagaut et al., 2006)
and the characteristics of large and small scales are very diﬀerent (Pope, 2000). The energy-rich,
inhomogeneous, large scales have a longer life span and depend on the geometry. In contrast, the
small scales are short-lived, dissipative and have a more isotropic, universal character (Fröhlich,
2006). Due to this fact, the basic idea of Large Eddy Simulations (LES) is to separate the large
scales from the small ones by a ﬁltering operation. The spatially ﬁltered value Ψ¯ of a local,
instantaneous quantity Ψ(~x, t) results from the convolution with the ﬁlter function G and is
deﬁned as:
Ψ¯(~x, t) =
∫
Ω
Ψ(~y, t) G(~x− ~y;∆~x) d~y (2.2.5)
wherein Ω and ∆ represent the entire domain and the ﬁlter width, respectively. In a ﬁnite
volume formulation an implicit ﬁltering by the discretization is often adopted (Gicquel et al.,
2012) and also used within this work. This leads to the following spatially varying ﬁlter width:
∆ = (∆x∆y∆z)1/3 (2.2.6)
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Advantages and drawbacks of this method can be found in Fröhlich (2006) and Poinsot and
Veynante (2011). In case of density variations due to temperature changes, chemical reactions
or compressibility, it is widely accepted to introduce a density weighted (Favre) ﬁltering (Noll,
1992; Gerlinger, 2005; Poinsot and Veynante, 2011). The density weighted ﬁltered value Ψ˜ of
a quantity Ψ is deﬁned as:
Ψ˜ =
ρgΨ
ρ¯g
(2.2.7)
Mass conservation equation Filtering the mass conservation equation (Eq. 2.2.1) for a
reacting gas-liquid mixture gives:
∂ρ¯g
∂t
+
∂
∂xi
(ρ¯gu˜i) = S¯
d
ρ (2.2.8)
with the ﬁltered mass source term S¯dρ due to the presence of the liquid droplets.
Momentum conservation equation Filtering the momentum conservation equation (Eq.
2.2.3) for a reacting gas mixture yields:
∂
∂t
(ρ¯gu˜i) +
∂
∂xj
(ρ¯gu˜iu˜j)− ∂
∂xj
(τ¯ij − ρ¯g (u˜iuj − u˜iu˜j)) = − ∂p¯
∂xi
+ ρ¯gfi + S¯
d
ρu (2.2.9)
with the ﬁltered momentum source term S¯dρu due to the presence of the liquid droplets. As-
suming a Newtonian ﬂuid (linear dependence of the stresses on the shear) and replacing the
volume viscosity according to the Stokes hypothesis, the ﬁltered stress tensor in Eq. 2.2.9 has
the form:
τ¯ij = ρ¯gνg
(
∂u˜i
∂xj
+
∂u˜j
∂xi
− 2
3
δij
∂u˜k
∂xk
)
(2.2.10)
The unresolved sub-grid Reynolds stresses ρ¯g (u˜iuj − u˜iu˜j) require modeling and several ap-
proaches were proposed in the literature (Smagorinsky, 1963; Germano et al., 1991; Lilly,
1992; Ghosal and Moin, 1995; Nicoud and Ducros, 1999; Stolz et al., 2001). For a review,
the reader is referred to Gicquel et al. (2012). Within this work, the unresolved sub-grid
Reynolds stresses ρ¯g (u˜iuj − u˜iu˜j) are calculated by the WALE (Wall-Adapting Local Eddy-
viscosity) model (Ducros et al., 1998; Nicoud and Ducros, 1999). As the name of the model
indicates, it follows the tradition of classical RANS approaches relying on the eddy viscosity
concept proposed by Boussinesq (1877). By analogy with the resolved stresses caused by molec-
ular viscosity (Eq. 2.2.10), the eddy viscosity concept introduces a turbulent viscosity relating
the unresolved sub-grid Reynolds stresses to the resolved ﬂow:
ρ¯g (u˜iuj − u˜iu˜j) = −ρ¯gνt
(
∂u˜i
∂xj
+
∂u˜j
∂xi
− 2
3
δij
∂u˜k
∂xk
)
+
2
3
δij ρ¯gksgs (2.2.11)
In case of an incompressible ﬂow, the dilatational term (last term in the brackets) of Eq. 2.2.10
and Eq. 2.2.11 is zero. The very last term on the right hand side of Eq. 2.2.11 is added to
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ensure that the sum of the normal stresses equals 2ksgs. The eddy viscosity is modeled by:
νt = (Csgs∆)
2
(SdijSdij) 32(
S˜ijS˜ij
) 5
2
+
(SdijSdij) 54 (2.2.12)
This formulation results in a proper near-wall behavior and is based on the traceless symmetric
part of the square of the velocity gradient tensor:
Sdij =
1
2
(
g˜2ij + g˜
2
ji
)− 1
3
δij g˜
2
kk (2.2.13)
with
g˜2ij = g˜ikg˜kj (2.2.14)
and the velocity gradient tensor:
g˜ij =
∂u˜i
∂xj
(2.2.15)
S˜ij represents the strain rate tensor of the resolved scales:
S˜ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
(2.2.16)
Within the work at hand a model constant of Csgs = 0.325 was used (Probst et al., 2015).
Enthalpy conservation equation In low Mach number ﬂows the viscous dissipation τij
∂ui
∂xj
in the enthalpy equation (Eq. 2.2.4) can be neglected and the substantial pressure derivative
approximated by Dp
dt
= ∂p
∂t
+ ui
∂p
∂xi
≈ dp
dt
(Gerlinger, 2005). In addition, radiation is neglected
within this study. This leads to the ﬁltered enthalpy conservation equation:
∂
∂t
(ρ¯gh˜) +
∂
∂xi
(ρ¯gu˜ih˜) +
∂
∂xi
(
q¯i − ρ¯g
(
u˜ih− u˜ih˜)
))
=
dp¯
dt
+ ρ¯gfiu˜i + S¯
d
h (2.2.17)
wherein S¯dh is the enthalpy source term due to the presence of the droplets and h the speciﬁc
enthalpy of a gas mixture deﬁned as:
h =
Nsp∑
α=1
hαYα (2.2.18)
with the speciﬁc enthalpy hα of species α:
hα = ∆h
0
f,α +
∫ T
T0
cp,αdT (2.2.19)
In Eq. 2.2.19, h0f,α represents the heat of formation and cp,α the speciﬁc isobaric heat capacity
of species α. The ﬁltered energy ﬂux q¯i in Eq. 2.2.17 is assumed to be only composed of thermal
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conduction (Fourier's law) and energy ﬂuxes due to species diﬀusion and is modeled by:
q¯i = −λ¯ ∂T˜
∂xi
+
Nsp∑
α=1
h˜αj¯αi (2.2.20)
The thermal diﬀusion by conduction is related to the viscous diﬀusion via the non-dimensional
Prandtl number:
Pr g =
νg
a
= νg · ρgcp
λg
=
Viscous diﬀusion
Thermal diﬀusion
(2.2.21)
Species conservation equation Filtering the species conservation equation (Eq. 2.2.2) for a
reacting gas mixture results in:
∂
∂t
(ρ¯gY˜α) +
∂
∂xi
(ρ¯gu˜iY˜α) +
∂
∂xi
(
j¯αi − ρ¯g
(
u˜iYα − u˜iY˜α)
))
= S¯Yα + S¯
d
Yα (2.2.22)
The ﬁltered species diﬀusion ﬂuxes j¯αi were approximated by a formulation based on Fick's law
neglecting species diﬀusion due to temperature gradients (thermophoresis or Soret eﬀect) and
pressure gradients as well as species diﬀusion induced by external forces:
j¯αi = −ρ¯gD¯α∂Y˜α
∂xi
(2.2.23)
The diﬀusion coeﬃcientDα of species α into the mixture is determined from the binary diﬀusion
coeﬃcients according to Di Domenico (2008). The species diﬀusion is related to the viscous
diﬀusion via the non-dimensional Schmidt number and to the thermal diﬀusion through the
non-dimensional Lewis number:
Scα =
νg
Dα
=
Viscous diﬀusion
Species diﬀusion
(2.2.24)
Leα =
λg
ρgcpDα
=
Scα,g
Pr g
=
Thermal diﬀusion
Species diﬀusion
(2.2.25)
The ﬁltered species source term S¯Yα due to chemical reactions will be addressed in section
2.2.2.3.
Closure of the unresolved scalar ﬂuxes In analogy to the resolved scalar ﬂuxes, the widely-
used gradient diﬀusion hypothesis, i.e. the scalar transport follows the main scalar gradient
(Pope, 2000), is applied for the closure of the unresolved scalar ﬂuxes ρ¯g
(
u˜iφ− u˜iφ˜
)
with
φ = h, Y1, ..., Ysp−1:
ρ¯g
(
u˜iφ− u˜iφ˜
)
= ρ¯gΓt,φ
∂φ˜
∂xi
(2.2.26)
The diﬀusion coeﬃcient Γt,φ is determined by means of a turbulent Prandtl number and a
turbulent Schmidt number for the enthalpy and species equations, respectively (Gicquel et al.,
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2012). For the enthalpy equation (φ = h) this leads to:
Γt,h =
νt
Pr t
(2.2.27)
For the species equations (φ = Y1, ..., Ysp−1) the diﬀusion coeﬃcients yield:
Γt,Yα =
νt
Scα,t
(2.2.28)
Eq. 2.2.27 and 2.2.28 illustrate that the accuracy strongly depends on the turbulent viscosity
closure. Both the turbulent Prandtl number and the turbulent Schmidt number were set to
a constant value of one. Ivanova et al. (2010) showed that the choice of the constants had a
minor inﬂuence on results.
Resulting set of equations In total, Eq. 2.2.8, Eq. 2.2.9, Eq. 2.2.17 and Eq. 2.2.22 result
in a set of Nsp + 4 transport equations to be solved. The last species is calculated by:
Nsp∑
α=1
Yα = 1 (2.2.29)
The gas density ρg can be calculated by the ideal gas law for a gaseous mixture:
ρg =
pg
RTg
∑Nsp
α=1(Yα/Mα)
(2.2.30)
2.2.2. Chemical reaction model
2.2.2.1. Modeling approaches for chemical reactions
Chemical reaction kinetics can be described by Arrhenius laws for the rate constants (Kuo,
1986). The ﬁnite-rate chemistry model (FRC), which is used within this work (details see section
2.2.2.2), relies on a direct computation of these terms but comes along with the necessity of
solving a transport equation for each species. Detailed chemical mechanisms, however, involve
thousands of species (Warnatz et al., 2006). For CFD, these detailed schemes need to be
signiﬁcantly cut down by identifying the most important species and reactions. The reduced
chemical mechanisms aim at reproducing target variables, e.g. laminar ﬂame speed, adiabatic
ﬂame temperature and ignition delay times, or even proﬁles of intermediate species for the
most complex ones, at speciﬁc conditions. The more general a mechanism ought to be, the
more species and reactions have to be considered. Unfortunately, the chemical reactions in a
reduced mechanism can exhibit very diﬀerent chemical time scales leading to so-called stiﬀ sets
of ordinary partial diﬀerential equations. The Eulerian solver for the gaseous phase has to be
able to cope with such stiﬀ chemistry.
In contrast to a direct computation of the chemical reactions, tabulated chemistry approaches,
e.g. Flamelet Generated Manifolds (FGM), aim at accelerating the calculation by using look-up
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tables which consist of solutions for pre-computed laminar ﬂames. Reaction rates and species
mass fractions are tabulated as functions of a limited set of coordinates (Poinsot and Veynante,
2011). Franzelli et al. (2013) proposed a three-dimensional look-up table parametrized as a
function of the progress variable describing the extent in which the reaction proceeded, the
mixture fraction describing the local mixing of fuel and oxidizer, and the scalar dissipation,
which identiﬁes the combustion regime. The information for the table was obtained by pre-
computing premixed, partially-premixed and diﬀusion ﬂames. Look-up tables with two or more
variables can become costly due to multi-linear interpolations. Besides, they can become fairly
large which leads to high memory requirements if duplication is necessary on massively-parallel
systems. On shared memories, proper and eﬃcient memory access has to be taken care oﬀ.
As a consequence and as usually only small portions of the table are used, several techniques
(see Gicquel et al. (2012) for details) exist to generate look-up tables during run-time, e.g. in
situ adaptive tabulation (ISAT). At the start of the computation, the table is empty and it
is continuously ﬁlled as the computation proceeds. Besides these numerical aspects, special
modeling is necessary to account for heat losses due to wall heat ﬂuxes, radiation or spray
evaporation (Olguin and Gutheil, 2014).
In recent years, LES research mainly focused on the modeling of second-order correlations, e.g.
sub-grid scale Reynolds stresses and scalar ﬂuxes in the gas phase as well as their implications
on the liquid phase, and the highly non-linear ﬁltered chemical source term controlling the
production and consumption of species. The necessity of models is associated with the loss
of information due to the ﬁltering. Following Gicquel et al. (2012), sub-grid scale models for
combustion can be subdivided in geometric and statistical models as well as the linear-eddy
mixing (LEM) model. The artiﬁcially thickened ﬂame (ATF) model (Butler and O'Rourke,
1977; Colin et al., 2000) belongs to the ﬁrst category. Its basic idea is to artiﬁcially increase the
ﬂame thickness until the ﬂame front can be resolved by the computational grid. The laminar
ﬂame speed s0L and the ﬂame thickness δ
0
L are related to the thermal diﬀusivity a and the
pre-exponential factor Ar in the Arrhenius expression (Eq. 2.2.34) by:
s0L ∝
√
aAr (2.2.31)
δ0L ∝
a
s0L
=
√
a
Ar
(2.2.32)
If the thermal diﬀusivity a is increased by a factor F while the pre-exponential factor Ar is
decreased by F , the ﬂame thickness is increased by F while the ﬂame speed is maintained.
However, the Damköhler number Da = τt/τc, i.e. the ratio of turbulent time scale τt = lt/|~u′g|
to chemical time scale τc = δ0L/s
0
L is decreased by F. As a consequence, the ﬂame is less sensitive
to turbulent ﬂuctuations. Hence, a correction factor called eﬃciency function E is introduced
(a → EFa and Ar → E/FAr). The eﬃciency function corresponds to a sub-grid scale wrin-
kling factor depending on sub-grid scale properties, e.g u′g/sL and ∆/(Fδ
0
L) and is derived from
DNS. Applications to spray combustion of the artiﬁcially thickened ﬂame model can be found
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in Boileau et al. (2008) and Ghani et al. (2016). Boileau et al. (2008) simulated a laminar, one-
dimensional JP10/air ﬂame combining a one-step global reaction with the ATF model. Ghani
et al. (2016) computed acoustic instabilities in a swirl-stabilized kerosene/air ﬂame combining
a two-step, six species FRC model with the ATF model.
In statistical models, the SGS terms are determined by means of probability density functions
(PDFs). The PDF speciﬁes the relative likelihood that a variable takes a certain value. The
transported probability density function (TPDF) approach (Pope, 1981), assumed probability
density function (APDF) approach (Girimaji, 1991a,b; Gaﬀney et al., 1992; Gerlinger et al.,
2001), the Eulerian stochastic ﬁelds method (Valiño, 1998) and the conditional ﬁltered moment
closure (CMC) (Klimenko and Bilger, 1999) belong to this class of models. In the transported
PDF approach, the joint PDF is computed at each point and time by an ensemble of notional
particles following a set of stochastic diﬀerential equations (SDEs). The SDEs are solved by a
Lagrangian Monte-Carlo solver (Pope, 1981). Heye et al. (2013, 2015) successfully calculated
ethanol and methanol spray ﬂames combining the ﬂamelet generated manifold (FGM) combus-
tion model with the TPDF approach. But, with respect to Eulerian-Lagrangian simulations,
a third solver is necessary increasing the degree of complexity. In order to overcome this is-
sue, instead of determining the joint PDF via Lagrangian stochastic particles, an ensemble of
stochastic Eulerian ﬁelds for each scalar is used in the Eulerian stochastic ﬁelds method (Jones
et al., 2011). The sub-grid scale contributions to the scalar equations can then be obtained from
averaging over these stochastic ﬁelds. Applications of the Eulerian stochastic ﬁelds methods to
swirl-stabilized kerosene ﬂames as well as to spray ﬂames with co-axial injection of methanol
and air can be found in Jones et al. (2011, 2012, 2014) and Jones et al. (2015), respectively.
Both the TPDF approach and the Eulerian stochastic ﬁelds method belong to the most ac-
curate methods, but they come along with immense computational costs. As a consequence,
their application is limited to academic test cases, up to now. In contrast, computational
costs can be signiﬁcantly reduced by using assumed probability density functions, which were
adopted in this work (details see section 2.2.2.3). Within both the APDF methods and the
CMC approach, the shape of the PDF is ﬁxed a priori. Unfortunately, this is accompanied
with a loss of generality. In the APDF method, the PDF is usually parametrized by the local
value of the ﬁltered quantity and its variance (Gicquel et al., 2012). Combinations of the FGM
combustion model with the APDF approach can be found in Chrigui et al. (2012) simulating
the partially pre-vaporized acetone spray ﬂame of Gounder (2009); Gounder et al. (2012) as
well as in Sacomano Filho et al. (2014) computing the partially pre-vaporized n-heptane spray
ﬂame of Pichard et al. (2002). In the CMC approach, transport equations for the conditional
moments of species mass fractions and enthalpy are solved. The conditioning variable is usually
the mixture fraction. The cell ﬁltered value is obtained by integrating the conditional moment
across mixture fraction space assuming a PDF for the distribution of the scalar. A computation
of the partially pre-vaporized acetone spray ﬂame of Gounder (2009); Gounder et al. (2012)
by means of the CMC approach can be found in Ukai et al. (2013). Ukai et al., however, also
highlight some limitations associated with mixture fraction as a single conditioning variable for
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spray combustion.
In linear-eddy mixing (LEM) models (Menon and Kerstein, 2011), sub-grid processes, e.g. sub-
grid scale mixing, reaction kinetics and phase change of the liquid fuel, are modeled on a
one-dimensional domain embedded inside each LES grid cell. The 1-D domain is aligned in
the direction of the maximum scalar gradient and discretized with a certain number of points.
The number of points is chosen so that all the relevant scales are resolved. In practical appli-
cations, the optimum number of points can strongly vary in time and space depending on the
local turbulence. As a consequence, dynamic load balancing is required in massively-parallel
computations. By means of this accurate but very costly method, Patel and Menon (2008)
simulated spray-turbulence-ﬂame interactions in a lean direct injection combustor. As already
mentioned during the course of this section, the FRC model in combination with the APDF
approach for turbulence-chemistry interaction was used within this thesis. They will be shortly
described in the following.
2.2.2.2. Finite-rate chemistry model
A reduced chemical reaction mechanism consists of Nsp = 40 − 150 species and a set of Nr =
300 − 1000 elementary reactions. These elementary reactions describe the conversion of a
reactant Mα into a product and can be generalized by the following formulation (Gerlinger,
2005):
Nsp∑
α
ν ′α,rMα
kf,r
⇀↽
kb,r
Nsp∑
α
ν ′′α,rMα (2.2.33)
with ν ′α,r representing the stoichiometric coeﬃcient of the reactant α in reaction r. Accordingly,
ν ′′α,r represents the stoichiometric coeﬃcient on the product side. The forward and backward
reaction rate kf,r and kb,r can be calculated by the modiﬁed Arrhenius equation (Kuo, 1986):
kr = ArT
brexp
(
−Ea,rRT
)
(2.2.34)
The pre-exponential factor incorporates the constant Ar and the temperature exponent br. Ea,r
is the activation energy of the reaction r.
By summing over all reactions in the chemical kinetics mechanism, the source term on the
right hand side of the equation for mass conservation of species α = 1, ..., Nsp − 1 can be
calculated for laminar (or fully resolved) reactive ﬂows (Gerlinger, 2005):
Sα = Mα
Nr∑
r=1
((
ν ′′α,r − ν ′α,r
)(
kf
Nsp+1∏
β=1
[Mα]ν
′
β,r − kb
Nsp+1∏
β=1
[Mα]ν
′′
β,r
))
(2.2.35)
with the concentration [Mα] of a species namedMα:
[Mα] = ρgYα
Mα
(2.2.36)
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2.2.2.3. Assumed PDF model for turbulence-chemistry interaction
As chemical processes take place on a molecular level with characteristic length scales below the
grid size and hence the ﬁlter width, the interaction between unresolved turbulent ﬂuctuations
and chemistry has to be accounted for by a so called sub-grid scale model for turbulence-
chemistry interaction. The chemical source term S¯α is given by the integration over the one-
point one-time joint PDF of temperature and composition:
S¯α =
∫
Sα(T, Y1, Y2 . . . Ysp) f(T, Y1, Y2 . . . Ysp) dTdY1dY2 . . . dYsp (2.2.37)
In the work at hand, the ﬁltered chemical source term was determined by an assumed probabil-
ity density function approach, i.e. the shape of the PDF was a priori set to a ﬁxed mathematical
form. The approach of Gerlinger et al. (2001); Di Domenico (2008); Blacha (2012) was adopted
presuming statistical independence of temperature and composition. Hence, the ﬁltered chem-
ical source term was approximated by:
S¯α ≈Mα
Nr∑
r=1
(ν ′′α,r − ν ′α,r)
k¯fNsp+1∏
β=1
[Mα]ν′β,r − k¯b
Nsp+1∏
β=1
[Mα]ν′′β,r
 (2.2.38)
The ﬁltered forward and backward reaction rates were determined by:
k¯r =
∫ T=∞
T=0
kr(T )fT (T )dT (2.2.39)
It was assumed that the temperature in the sub-grid scale followed a clipped Gaussian PDF:
fT (T ) =
1√
2piσT0
exp
(
−(T − T¯0)
2
2σT0
)
+ Cminδ(T − Tmin) + Cmaxδ(T − Tmax) (2.2.40)
The temperature PDF was clipped by introducing Dirac functions due to the fact that the
temperature cannot fall below a minimum temperature Tmin, e.g. the inﬂow temperature, and
exceed a maximum temperature Tmax, e.g. adiabatic ﬂame temperature. The coeﬃcients Cmin
and Cmax were determined by the normalization condition:∫ T=∞
T=0
fT (T ) dT = 1 (2.2.41)
T¯0 and σT0 were calculated such that the mean (ﬁrst moment) and the variance (second central
moment) of the PDF equaled the ﬁltered temperature T¯ and the temperature variance σT ,
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respectively:
T¯ =
∫ T=∞
T=0
TfT (T ) dT (2.2.42)
σT =
∫ T=∞
T=0
(
T − T¯0
)2
fT (T ) dT (2.2.43)
The ﬁltered species production terms were calculated by:
Nsp+1∏
β=1
[Mα]ν′β,r =
∫
Y
(
Nsp+1∏
β=1
[Mα] (T˜ )ν′β,r
)
fY (Y ) dY (2.2.44)
It was assumed that the species follow a multivariate β-PDF in the sub-grid scale:
fY (Y ) =
Γ
(∑Nsp
α=1 βα
)
∏Nsp
α=1 Γ (βα)
δ
(
1−
Nsp∑
α=1
Yα
)
Nsp∏
α=1
Y βα−1α (2.2.45)
with
Γ (β) =
∫ t=∞
t=0
tβ−1exp(−t)dt (2.2.46)
and
βα = Yα
(∑Nsp
β=1 Yβ(1− Yβ)
σY
− 1
)
(2.2.47)
The sum of the sub-grid scale species variances σY resulted from:
σY =
Nsp∑
α=1
∫ Y=1
Y=0
(
Yα − Y¯α
)2
fY (Y ) dY (2.2.48)
with Y¯α being the ﬁltered value of the species mass fraction. Both the sub-grid scale temperature
variance σT and the sum of the sub-grid scale species variances σY were calculated by an
additional transport equations of the form (Gerlinger et al., 2001):
∂
∂t
(ρ¯gφ˜) +
∂
∂xi
(ρ¯gu˜iφ˜) +
∂
∂xi
(
j¯φ − ρ¯g
(
u˜iφ− u˜iφ˜)
))
= S¯φ (2.2.49)
For the diﬀusive ﬂux j¯φ and the closure of the unresolved ﬂuxes ρ¯g
(
u˜iφ− u˜iφ˜
)
with φ = σT , σY ,
the gradient diﬀusion hypothesis was applied yielding:
j¯φ − ρ¯g
(
u˜iφ− u˜iφ˜
)
= ρ¯g (Γφ + Γt,φ)
∂φ˜
∂xi
(2.2.50)
The diﬀusion coeﬃcient Γφ and Γt,φ were set analogously to the enthalpy and species transport
equations to:
ΓσT =
νg
Pr g
; Γt,σT =
νt
Pr t
(2.2.51)
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ΓσY =
νg
Scg
; Γt,σY =
νt
Sct
(2.2.52)
The source terms on the right hand side follow from a balance of production (ﬁrst term on the
RHS) and dissipation (second term on the RHS):
SσT = 2ρg
νt
Pr t
(
∂T˜
∂xi
)2
− CσT
ρ¯gσT
τsgs
(2.2.53)
SσY = 2ρg
νt
Sct
Nsp∑
α=1
(
∂Y˜α
∂xi
)2
− CσY
ρ¯gσY
τsgs
(2.2.54)
Following Blacha (2012), the modeling constants were set to CσT = 1 and CσY = 2. The
turbulent time scale τt resulted from the sub-grid scale model for turbulence in section 2.2.1.2:
τsgs =
(Csgs∆)
2
νt
(2.2.55)
For a detailed description on the derivation of the equations and the integration into the solver,
the reader is referred to Gerlinger et al. (2001); Gerlinger (2005); Di Domenico (2008); Blacha
(2012).
2.3. Liquid phase solver
The dispersed liquid phase is computed by the DLR in-house code SPRAYSIM, which is based
on a Lagrangian particle tracking method using a point source approximation, i.e. droplets
are assumed to be mathematical points providing point sources and point forces to the gas
ﬁeld. Lagrangian particle tracking requires solving the coupled ordinary diﬀerential equations
(ODE) for ~xp, ~up, dp, Yα,l, and Tp along the trajectory of each computational parcel. These
ordinary diﬀerential equations describe the change of the particle location, velocity, diameter,
composition, and temperature with time (Noll, 1992).
Particle position The particle position is directly linked to the particle velocity and can be
described by:
d~xp
dt
= ~up (2.3.1)
Particle velocity The change in particle velocity is calculated by Newton's second law sum-
ming accelerations acting on the particle (Mashayek and Ashgriz, 2011):
d~up
dt
= ~ad +
(
1− ρg
ρl
)
~g (2.3.2)
with the acceleration vector due to drag ~ad and due to gravity ~g. In Eq. 2.3.2, Faxen force,
Saﬀman force, virtual mass force, Basset force, Magnus eﬀect, electromagnetic forces and forces
due to non-uniform evaporation were neglected. Faxen forces due to a non-uniformity in the
incoming ﬂow velocity as well as Saﬀman forces, which are related to lift in high-shear regions,
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can be omitted if the particle diameter is small compared to the integral ﬂow scales. The virtual
mass force, which emerges as surrounding ﬂuid has to be deﬂected, and the Basset force related
to the history of the surrounding boundary layer are negligible in case of high particle to ﬂuid
density (Jenny et al., 2012). Within the study at hand, both conditions are satisﬁed. For a
spherical shape the acceleration vector due to drag can be calculated by:
~ad =
~Fd
mp
=
3
4
cd
dp
ρg
ρl
|~urel|︸ ︷︷ ︸
τ−1p
· ~urel (2.3.3)
including the drag force ~Fd, the particle mass mp,the drag coeﬃcient cd and the relative velocity
~urel deﬁned as:
~urel = ~ug − ~up (2.3.4)
The reciprocal of the ﬁrst term in Eq. 2.3.3 is referred to as particle response time or particle
relaxation time:
τp =
4
3
dp
cd
ρl
ρg
1
|~urel| (2.3.5)
Particle diameter The change in diameter dp can be derived from a mass balance:
dmp
dt
+ m˙ = 0 (2.3.6)
with the mass ﬂow rate m˙ from the droplet surface to the surroundings. The mass ﬂow rate
can be further subdivided in a mass ﬂow rate m˙shed (see section 2.3.1) related to the shedding
of mass and a mass ﬂow rate m˙vap due to vaporization (see section 2.3.3):
m˙ = m˙shed + m˙vap (2.3.7)
The mass of a spherical particle is given by:
mp = ρl
pid3p
6
(2.3.8)
Inserting Eq. 2.3.8 into Eq. 2.3.6 leads to:
d
dt
(
ρl
pid3p
6
)
+ m˙ = 0 (2.3.9)
Applying the product rule, Eq. 2.3.9 is equivalent to:
pid3p
6
dρl
dt
+ ρl
pid2p
2
d(dp)
dt
+ m˙ = 0 (2.3.10)
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Rearranging gives the ODE for the change in diameter dp:
d(dp)
dt
= −dp
3
1
ρl
dρl
dt
− 2
ρl
jm (2.3.11)
In Eq. 2.3.11 the mass ﬂux jm leaving the particle's surface was introduced, which is deﬁned
as:
jm =
m˙
A
(2.3.12)
with the mass ﬂow rate m˙ and the droplet surface area A = pid2p. Assuming the parcel consists
of a medium of low compressibility, the change in density can be approximated by:
dρl
dt
=
(
∂ρl
∂Tp
)
p
dTp
dt
+
(
∂ρl
∂p
)
T
dp
dt
≈
(
∂ρl
∂Tp
)
p
dTp
dt
(2.3.13)
()p and ()T denote derivatives keeping pressure constant and temperature constant, respectively.
Particle composition The change in droplet composition is calculated from the species mass
balance:
d
dt
(mpYα,l) + m˙α = 0 (2.3.14)
Applying the product rule yields:
mp
dYα,l
dt
+ Yα,l
dmp
dt
+ m˙α = 0 (2.3.15)
The species mass ﬂux m˙α can be sub-divided into a species mass ﬂux related to shedding and
a species mass ﬂux m˙α,vap due to vaporization:
m˙α = m˙shedYα,l + m˙α,vap (2.3.16)
Inserting Eq. 2.3.6 and Eq. 2.3.16 in Eq. 2.3.15, results in:
mp
dYα,l
dt
+ (m˙shed − m˙)Yα,l + m˙α,vap = 0 (2.3.17)
Rearranging yields:
dYα,l
dt
=
1
mp
(m˙vapYα,l − m˙α,vap) (2.3.18)
Finally, inserting Eq. 2.3.8 into Eq. 2.3.18 results in the ODE for the change in liquid compo-
sition:
dYα,l
dt
=
6
ρlpid3p
m˙vap (Yα,l − ζα) (2.3.19)
with the ratio between the species and total vapor mass ﬂux deﬁned as:
ζα =
m˙α,vap
m˙vap
(2.3.20)
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Particle temperature The change in particle temperature Tp can be deduced from an energy
balance:
d
dt
(mphl) + H˙ + Q˙+ Vp
dp
dt
= 0 (2.3.21)
wherein Q˙ represents the heat ﬂow rate. The enthalpy ﬂow H˙ leaving the particle is due to
shedding and vaporization:
H˙ = m˙shedhl + m˙vaphvap (2.3.22)
with hl and hvap being the speciﬁc enthalpy of the liquid and the vapor, respectively. Applying
the product rule as well as introducing Eq. 2.3.6 and Eq. 2.3.7, the ﬁrst term in Eq. 2.3.21 is
equivalent to:
d
dt
(mphl) = mp
dhl
dt
+ hl
dmp
dt
= mp
dhl
dt
− (m˙shed + m˙vap)hl (2.3.23)
Inserting Eq. 2.3.22 and Eq. 2.3.23 into Eq. 2.3.21 yields:
mp
dhl
dt
+ m˙vap (hvap − hl) + Q˙+ Vpdp
dt
= 0 (2.3.24)
The speciﬁc enthalpy of vaporization ∆hvap of the mixture is given by:
∆hvap = hvap − hl (2.3.25)
Inserting Eq. 2.3.25 into Eq. 2.3.24 results in:
mp
dhl
dt
+ m˙vap∆hvap + Q˙+ Vp
dp
dt
= 0 (2.3.26)
Writing the total diﬀerential of the speciﬁc enthalpy of the liquid and neglecting the pressure
dependence yields:
dhl =
(
∂hl
∂T
)
p
dT +
(
∂hl
∂p
)
T
dp ≈ cpldT (2.3.27)
with the speciﬁc isobaric heat capacity of the liquid mixture cpl calculated from the isobaric
heat capacity of the pure species cpl,α:
cpl =
Nsp∑
α=1
Yα,l cpl,α (2.3.28)
Neglecting the last term in Eq. 2.3.26, which is small compared to the others, as well as
inserting Eq. 2.3.27 into Eq. 2.3.26 leads to:
mpcpl
dTp
dt
+ m˙vap∆hvap + Q˙ = 0 (2.3.29)
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Replacing the particle mass by Eq. 2.3.8 and rearranging yields the ODE for the change in
temperature for a spherical particle:
dTp
dt
= − 6
dp
jm,vap∆hvap + q˙
ρlcpl
(2.3.30)
wherein q˙ is the surface heat ﬂux deﬁned as:
q˙ =
Q˙
A
(2.3.31)
The speciﬁc enthalpy of vaporization ∆hvap of the mixture is calculated from the speciﬁc en-
thalpy of vaporization ∆hvap,α of the pure species by:
∆hvap =
Nsp∑
α=1
ζα∆hvap,α (2.3.32)
2.3.1. Atomization models
Atomization is referred to as the process of a liquid continuum disintegrating into small droplets,
so called sprays (Lefebvre, 1989). It occurs if internal or external forces exceed cohesion forces
among liquid molecules. These cohesion forces are evident in phenomena like viscosity and
surface tension. Viscosity reﬂects a ﬂuid's internal resistance to distortion and can be inter-
preted as internal friction opposing velocity gradients and the growth of instabilities. Surface
tension acts on interfaces between diﬀerent ﬂuids, e.g. at the surface between gas and liquid.
In contrast to molecules in the bulk of the liquid having neighboring liquid molecules in each
direction, molecules at the interface encounter a net force in direction of the liquid's inside.
The liquid tends to form a sphere in order to minimize surface energy. In equilibrium, normal
stress at a free surface is balanced by the surface tension which is related to the local curva-
ture. If aerodynamic forces act on the gas-liquid interface, the liquid's surface is distorted until
surface tension is overcome and the liquid disintegrates. In thermal turbomachinery, the disin-
tegration is mainly enhanced by high relative velocity between the liquid and the surrounding
gas. High relative velocities can be achieved either by injecting the liquid at high velocity into
slow-moving gas or by exposing slow-moving liquid to high velocity air streams. The disin-
tegration process can be subdivided into an initial phase, the so called primary atomization
comprising the breakup of bulk liquid into large drops, and a subsequent stage of so called
secondary breakup involving the collapse of the large drops into smaller droplets. The disinte-
gration ﬁnishes when a critical drop size is reached with disruptive and cohesive forces being in
balance. This is due to the fact that a smaller diameter leads to a higher local curvature and
hence increased surface tension forces.
High resolution interface tracking techniques, e.g. volume-of-ﬂuid (Tomar et al., 2010), level-
set (Herrmann, 2011) or front-tracking methods (Tryggvason et al., 2001), coupled with DNS or
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LES are promising approaches to simulate primary atomization. However, due to their immense
computational costs, they are not yet applicable to industrial computations. Unfortunately, the
accuracy of spray simulations depends strongly on initial and boundary conditions imposed on
both the gaseous and the liquid phase. To make matters worse, the droplet size distribution and
droplet velocities close to the atomizer cannot be measured in many applications. Therefore,
less intensive numerical models for the atomization process are necessary to provide initial
and boundary conditions for the spray computation. In this context, section 2.3.1.1 and 2.3.1.2
focus on initial and boundary conditions for Lagrangian particle tracking of the dispersed phase
in Euler-Lagrange simulations by means of empirical and semi-empirical primary atomization
modeling. The examined atomization concepts of a liquid jet in cross-ﬂow and a liquid sheet
subjected to a high velocity air stream are conﬁgurations typical of industrial gas turbine
applications. Subsequently, section 2.3.1.3 covers the modeling of secondary breakup.
2.3.1.1. Liquid jet in cross-ﬂow
(a) Inject a universal
computational parcel
(b) Assign attributes to
the parcel
(c) Tracing of par-
cel in Lagrangian
framework
(d) Parcel's attributes
can interact with the
surroundings and
change (e.g. mass
loss due to shear
stresses)
(e) Tracing of new child
parcels created with
attributes according
to speciﬁed heredity
rules
(f) Reaching a character-
istic time scale →
Break-up into frag-
ments → Finish trac-
ing of old parcel
(g) Start tracing of new
fragment parcels
(h) Continuous sequence
of computational
parcels → Repre-
sentation of liquid
continuum
Figure 2.4.: Modeling strategy for liquid jet breakup in high velocity cross-ﬂow (from Eckel
et al. (2016))
Fragmentation of liquid jets in an unsteady cross-ﬂow is modeled by the shear stripping
breakup model of Eckel et al. (2016). Fig. 2.4 displays the modeling strategy. After injecting
a universal computational parcel, attributes like shape, mass and drag of the represented real
particles are assigned. Then, the parcel is tracked in a Lagrangian framework and is able to
54 Theory and modeling of spray combustion
interact with its surroundings. The model calculates the deﬂection and distortion of the jet from
its initially circular cross-section into an elliptic one caused by the high cross-ﬂow momentum.
Along with the deformation, a liquid boundary layer ﬂow adjacent to the gas-liquid interface is
driven by the high velocity gas. As a consequence, droplets are continuously stripped oﬀ from
the surface whereby the tracing of new child parcels is initiated. The child parcels are created
with attributes according to speciﬁed heredity rules. For instance, the initial position of the
newly created child parcel is determined in relation to the position of the parent jet parcel.
When the jet reaches a characteristic timescale, the column of remaining liquid ﬁnally breaks
up into several large fragments due to a growing Kelvin-Helmholtz instability (Arienti and
Soteriou, 2009). These large fragments are then individually tracked while they also undergo
a stripping process releasing a large amount of small droplets. Both the surface stripping from
the jet and from the jet fragments involve the creation of new parcels for the particle tracking.
As there is de facto a persistent emission of a large number of particles from the surface, the
quantity of created computational parcels has to be restricted in the simulation to keep the
computational costs at a reasonable level. Thus, the stripped-oﬀ mass is accumulated until a
ﬁxed fraction of the parcel's initial mass is reached. The accumulated mass is then released by
creating a ﬁxed number of parcels following a root normal distribution for the diameter. This
approximation introduces two numerical discretization errors: a spatial discretization error
caused by the distinct events of releasing sheared-oﬀ droplets and a discretization error related
to a limited representation of the presumed size distribution by taking only a few random
samples of this distribution. Both discretization errors decrease with smaller integration time
step and a higher number of newly created computational parcels per event. Before a parcel
undergoes its column breakup a ﬁnal stripping event is performed to shed the mass not yet
released.
Diﬀerential equations for non-spherical particles Within the solution algorithm, diﬀerent
parcel types are distinguished. Parcels which undergo primary breakup are called primary
parcels. They can have a cylindrical or a spherical shape. All parcels which are an outcome of
the atomization process are treated as spherical particles. For a spherical shape the ordinary
diﬀerential equations of section 2.3 are solved. For a cylindrical shape the acceleration due to
drag (Eq. 2.3.3) is modiﬁed to the following expression:
~ad =
2
pi dp
ρg
ρl
(
cd,‖ |~urel,‖| · ~urel,‖ + cd,⊥|~urel,⊥| · ~urel,⊥
)
(2.3.33)
with the drag coeﬃcient parallel to the cylinder surface cd,‖ and in the cross-ﬂow direction
(perpendicular to the surface) cd,⊥. The relative velocity parallel to the parcel ~urel,‖ and per-
pendicular to the parcel ~urel,⊥ can be written as:
~urel,‖ =
~up · ~urel
|~up|2 · ~up (2.3.34)
~urel,⊥ = ~urel − ~urel,‖ (2.3.35)
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It is assumed that the entire liquid column moves with its local bulk velocity. Therefore, no
velocity distribution inside the liquid jet is calculated. The change in diameter for a liquid jet
parcel can be derived from a mass balance and be written as follows:
d(dp)
dt
= −dp
2
1
ρl
dρl
dt
− dp
2
1
|~up|
d|~up|
dt
− 2
ρl
jm (2.3.36)
Compared to Eq. 2.3.11 the coeﬃcients are diﬀerent because of the cylindrical shape and an
additional term arises, which is responsible for the thinning or thickening of the liquid jet in
case of an acceleration and deceleration, respectively. The change in particle temperature for
a cylindrical shape can be calculated by:
dTp
dt
= − 4
dp
jm,vap∆hvap(Tp) + q˙
ρlcpp
(2.3.37)
Figure 2.5.: Sketch of the boundary layer development on both sides of the gas-liquid interface
(from Eckel et al. (2016) following Ranger and Nicholls (1969))
Shear stripping breakup model The shear stripping breakup model was originally devel-
oped for spherical droplets by Ranger and Nicholls (1969) and later reﬁned by Delplanque and
Sirignano (1994) to include evaporation. Rachner et al. (2002) and Eckel et al. (2011, 2016) ex-
tended the model to shear breakup of ellipsoids and ﬂattened liquid jets in steady and unsteady
cross-ﬂow, respectively. The shear stripping breakup model is applied to all primary parcels,
i.e cylindrical jet parcels and spherical jet fragment parcels after column breakup. It relies on
the assumption that a boundary layer ﬂow inside the liquid is driven by the high velocity air.
Fig. 2.5 shows schematically a section through the liquid exposed to the free stream velocity
(here the magnitude not the vector):
U∞,rel = |~ug − ~up| (2.3.38)
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The grey shaded area represents the liquid. In the vicinity of the gas-liquid interface, a gaseous
and a liquid boundary layer evolve. The mass contained in the liquid boundary layer detaches
from the liquid body at the radial extremities. The mass ﬂux jm,shed [kg/(m2s)] for a spherical
parcel can be expressed by:
jm,shed =
2
pidp
∫ ∞
0
ρlul dy (2.3.39)
For a cylindrical parcel the mass ﬂux can be evaluated by:
jm,shed =
1
dp
∫ ∞
0
ρlul dy (2.3.40)
The velocity proﬁles in both boundary layers can be approximated by proﬁles proposed by G.I.
Taylor (Delplanque and Sirignano, 1994):
ug(x, y)
Ug(x)
= 1− (1− AT )e−
y
αg
√
x
ul(x, y)
Ug(x)
= AT e
− yl
αl
√
x
(2.3.41)
The gas velocity outside the boundary layer Ug(x) depends on the shape of the liquid body
and will be addressed later in this section. Equations for the parameters AT , αg and αl can
be derived by means of the boundary layer equations. A detailed analysis can be found in
Delplanque (1992). The boundary layer equations for both phases are (Schlichting, 1965):
∂ (ρur)
∂x
+
∂ (ρvr)
∂y
= 0 (2.3.42)
ρu
∂u
∂x
+ ρv
∂u
∂y
= −∂p
∂x
+
∂
∂y
(
µ
∂u
∂y
)
(2.3.43)
With the local interface velocity AT Ug(x) and the local radial gas velocity vw,g(x), the boundary
conditions for the gas in the local coordinate system (x,y) depicted in Fig. 2.5 yield:
ug(y = 0) = AT Ug(x)
vg(y = 0) = vw,g(x)
ug(y =∞) = Ug(x)
vg(y =∞) = 0
(2.3.44)
Assuming a quiescent liquid core, the boundary conditions for the liquid are:
ul(y = 0) = AT Ug(x)
vl(y = 0) = vw,l(x)
ul(y =∞) = 0
vl(y =∞) = 0
(2.3.45)
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with the radial liquid velocity at the surface:
vw,l(x) = −ρg
ρl
vw,g(x) (2.3.46)
Furthermore, the condition of continuous shear stress at the interface between the two ﬂuids
has to be fulﬁlled:
− µl,s
(
∂ul
∂y
)
s
= µg,s
(
∂ug
∂y
)
s
(2.3.47)
(∂/∂y)s in Eq. 2.3.47 indicates the gradient at the surface. Combining the velocity proﬁles
(Eq. 2.3.41), the boundary layer equations (Eq. 2.3.42, Eq.2.3.43), the condition of continuous
shear stress (Eq. 2.3.47) and the assumption AT << 1 the parameters αg, AT and αl can be
deduced:
αg =
α0g
G() (2.3.48)
AT
3 = ηsβˆG() (G()− 2AT ) (2.3.49)
αl = αg
AT
ηs
(2.3.50)
where α0g is the value of αg without any vaporization:
α0g =
√
νg,sρg,s
ρˆgUg
(2.3.51)
G() and  are substitutions deﬁned as:
G() = 1
+
√
1 + 2
(2.3.52)
 =
4√
2pi Fs(
√
2)
√
R
α0g
ρg,s
ρˆg
v¯w,g
Ug
(2.3.53)
with Fs(x) being the Fresnel sine integral:
Fs(x) =
∫ x
0
sin
(pi
2
t2
)
dt (2.3.54)
The average blowing velocity at the liquid surface v¯w,g associated to the Stefan ﬂow around the
particle can be evaluated from the vapor mass ﬂux at the surface:
v¯w,g =
m˙vap
ρg,s
(2.3.55)
The local blowing velocity vw,g is related to the average blowing velocity v¯w,g via:
vw,g(x) =
2√
2pi Fs(
√
2)
√
R
x
v¯w,g (2.3.56)
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The average density ratio in the boundary layer βˆ and the viscosity ratio at the surface ηs used
in Eq. 2.3.49 are deﬁned as:
βˆ =
ρˆg
ρˆl
(2.3.57)
ηs =
µg,s
µl,s
=
νg,sρg,s
νl,sρg,s
(2.3.58)
Onset and end of breakup The experiments of Becker and Hassa (2002) indicate no time
delay between the moment of injection and the ﬁrst shedding of droplets. This yields:(
tini
t∗
)
jet
= 0 (2.3.59)
wherein t∗ represents the characteristic timescale introduced by Ranger and Nicholls (1969):
t∗ =
L
|~urel|
√
ρl
ρg
(2.3.60)
with the characteristic length scale L and the relative velocity ~urel between gas and liquid
(Eq. 2.3.4). For a jet parcel, the characteristic length scale L in Eq. 2.3.60 is replaced by
the initial jet diameter. The breakup time, at which the remaining liquid column disintegrates
into fragments, is calibrated to match the experiments of Becker and Hassa (2002) at baseline
conditions: (
tb
t¯∗
)
jet
= 5.35 (2.3.61)
t∗ is an average value of t∗ over the current lifetime Tp of the parcel. Accounting for the history
of the parcel, this is an extension of the breakup timescale of Ranger and Nicholls (1969) for
drops in gaseous environments with varying density and free stream velocity. The deﬁnition of
t∗ is as follows:
t∗ =
1
Tp
∫ Tp
0
t∗dt (2.3.62)
The onset of mass shedding from the jet fragments is assumed to happen immediately after
column breakup: (
tini
t∗
)
frag
= 0 (2.3.63)
wherein the characteristic length scale L in Eq. 2.3.60 is replaced by the initial fragment drop
diameter. The time span between the initiation of droplet stripping and the ﬁnal breakup of
the jet fragments is taken from Chou et al. (1997):(
tb
t∗
)
frag
= 5.5− 1.6 = 3.9 (2.3.64)
Deformation of the liquid body A jet parcel is initially started with an undistorted circular
cross-section. The diameter of the parcel corresponds to the diameter of the injection oriﬁce.
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Along the trajectory, the cross-section is deformed by the aerodynamic forces. The deformation
Dp is deﬁned as:
Dp = dp,cross
dp
(2.3.65)
with the cross-stream diameter dp,cross and the diameter of a sphere or a circular cylinder dp,
which results in the same volume. This deﬁnition is related to the fact that the Lagrangian
tracking algorithm considers particles to have an ideal, round shape. In analogy to the breakup
of drops investigated by Hsiang and Faeth (1992), a jet parcel is assumed to deform linearly
with t/t∗ until a maximum value of Dp,max is reached at (t/t∗)max. After the distortion reaches
the maximum, it remains constant. From literature the following values for (t/t∗)max and Dp,max
are taken and kept constant: (
t
t∗
)
max
= 1.25 (2.3.66)
Dp,max = 2.5 (2.3.67)
The drag coeﬃcient perpendicular to the axis cd,⊥ of the jet parcel increases linearly with de-
formation. The minimum of cd,⊥ is deﬁned by the drag coeﬃcient of an inﬁnite cylinder. The
maximum is calibrated to meet the jet penetration observed in the baseline case of Brandt et al.
(1998).
The initial distortion of a child jet fragment parcel, released after column breakup of a jet
parcel, is assumed to be inherited from the ﬁnal deformation of the parent jet parcel. This
means that the semi-axis ratio of the child drop, considered as an oblate ellipsoid, at its birth
(t/t∗ = 0) is set equal to the semi-axis ratio of the elliptic cross section of the parent jet parcel
at the end of its lifetime. This yields:
Dini,child = D2/3end,parent (2.3.68)
Hsiang and Faeth (1992) observed that the drop distortion Dp correlates linearly with the
characteristic time t/t∗. Furthermore, the drag coeﬃcient shows a linear dependence on the
drop distortion with a maximum roughly at:(
t
t∗
)
max
= 1.6 (2.3.69)
After the distortion reaches the maximum Dp,max, it remains constant. Hsiang and Faeth (1992)
give the following correlation for the maximum distortion:
Dp,max = 1 + 0.19
√
min(Wedp , 100) (2.3.70)
The Weber number WeL in Eq. 2.3.70 is a dimensionless number describing the ratio of inertia
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and surface tension forces:
WeL =
ρg|~ug|2L
σ
(2.3.71)
In Eq. 2.3.70 the characteristic length scale L is replaced by the diameter dp of the drop.
Finally, the drop deformation for t/t∗ < (t/t∗)max can be described by:
Dp
(
t
t∗
)
= Dp,ini + t/t
∗
(t/t∗)max
(Dp,max − 1) (2.3.72)
wherein t∗ is the average of t∗ calculated according to Eq. 2.3.62. For t/t∗ ≥ (t/t∗)max, it yields:
Dp
(
t/t∗ ≥ (t/t∗)max
)
= Dp,max (2.3.73)
Via the deformation, the drag coeﬃcient of the jet fragment parcel, assumed to be an oblate
spheroid, can be determined. Following Hsiang and Faeth (1992) Fig.5, the drag coeﬃcient
can be approximated by blending between a round solid sphere and a circular solid disk. The
drag coeﬃcient of a disk is reached at a distortion of Dp = 1.77. The values used for the drag
coeﬃcient can be found in Clift et al. (1978).
The inﬂuence of the deformation on the gas velocity outside the boundary layer Ug(x), which is
needed in the shear stripping breakup model of subsection 2.3.1.1, is described in the following.
Ranger and Nicholls (1969) as well as Delplanque and Sirignano (1994) determined Ug(x) from
the inviscid potential ﬂow solution around a sphere. The potential ﬂow around a sphere yields:
Ug(φ) =
3
2
U∞,rel sin (φ) (2.3.74)
At the radial extremities of the sphere the gas velocity outside the boundary layer gives:
Ug
(pi
2
)
=
3
2
U∞,rel (2.3.75)
As a jet fragment drop is deformed into a spheroid and the jet ﬂattens to an elliptic cylinder,
it seems reasonable to take the potential ﬂow solution for an oblate spheroid and an elliptic
cylinder. At the radial extremities of an oblate spheroid, this yields (Fishburn, 1974):
Ug
(pi
2
)
= −1− E
2
E2
(
1− arcsin
(√
1− E2)
E√1− E2
)
U∞,rel (2.3.76)
with the axial ratio:
E = a
b
(2.3.77)
wherein a is the short and b the long semi-axis of the spheroid. Typically, the cross-stream
deformation is used in the literature to determine the drag coeﬃcient. The ratio of a and b can
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be related to the deformation Dp by mass conservation:
ρl
4
3
piab2 = ρl
pi
6
dp
3 (2.3.78)
The long semi-axis b can be written as:
b =
dp,cross
2
(2.3.79)
Rewriting Eq. 2.3.78 leads to the relation between the semi-axes of the spheroid and its defor-
mation:
b
a
= Dp3 (2.3.80)
According to the potential ﬂow theory, the velocity around an elliptic cylinder in cross-ﬂow is
given by (Schlichting, 1965):
Ug(φ) =
1 + b
a√
1 +
(
b
a
)2
cot2(φ)
(2.3.81)
with a and b being the short and the long semi-axis of an elliptic cylinder, respectively. At the
radial extremities φ = pi/2 it follows:
Ug
(pi
2
)
=
(
1 +
b
a
)
U∞,rel (2.3.82)
Analogously to the spheroid, the ratio of a and b can be related to the deformation Dp of the
elliptic cylinder by mass conservation:
ρlpiabl = ρl
pi
4
dp
2l (2.3.83)
By using Eq. 2.3.79, Eq. 2.3.83 can be rewritten leading to an equivalent formulation to Eq.
2.3.80 for an elliptic cylinder:
b
a
= Dp2 (2.3.84)
However, for high Reynolds numbers or high b/a-ratio, the potential ﬂow solutions delivers
unrealistically high velocity values at the radial extremities. This is due to the fact that
the separation region behind the liquid body is not accounted for. In order to overcome the
issue of unrealistically high velocities, Ug(pi/2) is obtained by linear interpolation between
numerical results of CFD simulations. Simulations of the ﬂow past a sphere and a spheroid
(dp,cross/dp,0 = 2.5) at a freestream Reynolds number of Redp,0 = 3000 were carried out to
evaluate the ﬂow around spherical parcels. The numerical results of a ﬂow at a freestream
Reynolds number of Redp,0 = 10000 around an inﬁnite circular cylinder and an elliptic cylinder
with dp,cross/dp,0 = 2.5 served as basis for the approximation of a distorted jet. The Reynolds
numbers were chosen to be of the order of typical values in the shear breakup regime. As the
stripping model exhibited only a moderate dependence on the value of Ug(pi/2), this approach
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can be seen as a reasonable approximation for high Reynolds numbers.
Initial conditions of the stripped-oﬀ droplets The Sauter mean diameter of the stripped-oﬀ
droplets is obtained by multiplying the displacement thickness of the boundary layer, calculated
by the shear stripping breakup model, by an empirical calibration factor. Following Rachner
et al. (2002), the calibration factors are set to 1.0 and 1.68 for a jet parcel and a jet fragment
parcel being the parent parcel, respectively. The size of the starting droplets is randomly picked
from a root-normal distribution with constant width parameter MMD/SMD=1.04. Chou et al.
(1997), who investigated drops in the shear breakup regime, experimentally determined the
mean and rms velocity of the stripped-oﬀ droplets. Their correlations result in:
~uchild,mean = ~uparent + 0.37 (~ug − ~uparent) (2.3.85)
~uchild,rms = 0.34 (~ug − ~uparent) (2.3.86)
Assuming the velocity of the starting child parcels follows a Gaussian distribution curve, it can
be calculated by:
~uchild = ~uchild,mean + ξGauss~uchild,rms (2.3.87)
wherein ξGauss is a normally distributed random number. In reality, a large number of droplets
are continuously stripped oﬀ from the jet surface. However, in the simulation the number of
newly created computational parcels has to be limited in order to keep the computational cost
at a reasonable level. This is done by discretizing the continuous release in so-called stripping
events. A stripping event occurs if the mass accumulated since the previous stripping event
reaches a certain fraction of the parcel's initial mass. The accumulated mass is then released
by creating new child parcels.
Limits of applicability The primary atomization model for liquid jets in cross-ﬂow is limited
to the shear breakup (sheet stripping) regime, i.e. O(100) < Wedjet < O(1000). Wedjet
corresponds to the Weber number (Eq. 2.3.71) based on the jet diameter as characteristic length
scale L. At higher Weber numbers, the breakup mechanism changes to a sudden catastrophic
breakup of the liquid body, whereas at lower Weber numbers bag breakup and Rayleigh breakup
can be observed. Furthermore, the model is not suited for simulation of coaxial injectors, high
pressure injection of liquid jets and impingement on a wall.
2.3.1.2. Pre-ﬁlming airblast atomization
The second atomization principle examined in the work at hand deals with the concept of
airblast atomization involving a pre-ﬁlming surface. Although airblast atomization has been
extensively studied in the last decades, there are still open questions concerning the disinte-
gration of liquid sheets. Recent investigations focusing on ﬁlm breakup without a pre-ﬁlming
surface can be found in Fernandez et al. (2011a,b); Park et al. (2004); Lozano et al. (2011);
Sirignano and Mehring (2000) and Senecal et al. (1999). Concerning the fragmentation of liquid
sheets involving pre-ﬁlmers with planar and more realistic, conical conﬁgurations the reader is
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Figure 2.6.: Film break-up of Shellsol D70 at 50 m/s (from Gepperth et al. (2012))
Figure 2.7.: Sketch of the atomization process of a liquid ﬂat sheet subjected to a high velocity
gaseous co-ﬂow (from Eckel et al. (2013))
referred to publications of Chaussonnet et al. (2016); Gepperth et al. (2012); Batarseh et al.
(2010); Bhayaraju and Hassa (2009); Yule and Vamvakoglou (1999); Villermaux (1998) and
Holz et al. (2016); Bärow et al. (2015); Gepperth et al. (2014); Aigner (1986); Sattelmayer
(1985), respectively. Despite this variety of publications, mechanisms inducing the disintegra-
tion of liquid sheets are still not fully understood. Lately, studies of Gepperth et al. (2010, 2012,
2014) and Bärow et al. (2015) indicate a breakup scenario of the liquid sheet resembling sec-
ondary atomization of droplets in the bag breakup regime (Fig. 2.6). A sketch of the breakup
scenario of the liquid sheet is depicted in Fig. 2.7. The liquid is usually introduced via a set
of small oriﬁces. A liquid ﬁlm forms on top of the pre-ﬁlmer surface. The gas-liquid interface
is disturbed by the high velocity gaseous co-ﬂow and shows small undulations. These waves
reach the atomizer edge and ﬁll a liquid reservoir behind the trailing edge of the pre-ﬁlmer.
Originating from this liquid accumulation, balloon like bags are formed which stay attached to
the trailing edge. The thin liquid membrane at the far end hemisphere of the bag bursts and
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forms a number of small droplets. The elongated, cylindrical part attached to the basal torus
retracts to the basal volume. Subsequently, the basal torus splits up to form ligaments which
disintegrate afterwards into several larger fragments. The outcome of such a bag breakup is
typically a bimodal drop size distribution (Opfer et al., 2012).
The modeling presented here is based on the empirical work of Raynal et al. (1997); Viller-
maux (1998); Gepperth et al. (2010) and Eckel et al. (2013). Due to the high complexity
of the sheet disintegration, the atomization model was divided into a sequence of sub-models
representing the single sub-processes of the entire fragmentation. This modular approach has
the advantage that the sub-processes can be individually evaluated, improved and extended or
adapted to upcoming experimental ﬁndings. The sub-models comprise the injection of liquid,
ﬁlm ﬂow, evaluation of the interface instability, accumulation of liquid at the pre-ﬁlmer trailing
edge, and ﬁlm breakup.
Film ﬂow and interface instability In order to estimate the interface instability and the
frequency of waves reaching the pre-ﬁlmer edge, the approach of Raynal et al. (1997) and
Villermaux (1998) was followed, which had also been adopted by Gepperth et al. (2010). They
postulated the following condition to estimate the dominating wave length:
WeL
√
ρl
ρg
> 1 (2.3.88)
with the Weber numberWeL based on a characteristic length scale L of the gas ﬂow adjacent to
the liquid, e.g. the boundary layer or vorticity thickness. In case of a high liquid to gas density
ratio ρl/ρg > 10 and if the condition of Eq. 2.3.88 was fulﬁlled, Villermaux (1998) suggested
that the dominating wave length λstream leading to the destabilization of the liquid ﬁlm could
be estimated by:
λstream ∼ L
√
ρl
ρg
(2.3.89)
Unfortunately, the length scale L relies on the global ﬂow conditions and not on the local ﬂow.
Implemented into a CFD platform, a model dependence on local conditions, i.e. conditions
in each grid cell, would be desirable for a universally valid model. The dependence on global
ﬂow conditions makes the model less general and introduces a test case dependence. Due to
this fact, prior to an application of the model, the proper length scale has to be identiﬁed (see
section 3.2). Furthermore, another simpliﬁcation was introduced by Raynal et al. (1997) and
Villermaux (1998). They showed that the viscosity of the liquid can be neglected in the case
of:
νg
νl
|~ug|L
νg
 1 (2.3.90)
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Author Vbag/V0 Vbase/V0
Lane (1951) 0.25 0.75
Wert (1995) 0.20 0.80
Chou and Faeth (1998) 0.44 ± 0.04 0.56±0.04
Dai and Faeth (2001) 0.25 0.75
Zhao et al. (2011) 0.15±0.04 0.85±0.04
Table 2.1.: Volume ratios in the bag breakup regime
It can be demonstrated that the constraints of Eq. 2.3.88 and Eq. 2.3.90 are met for all lab-
oratory conditions investigated in this study. Beyond that, high-pressure combustion systems
operate in the majority of cases at conditions which comply with these restrictions. The group
velocity uc can be approximated by:
~uc = ~ug
√
ρg
ρl
(2.3.91)
leading to the following frequency of the streamwise instability:
fstream =
|~uc|
λstream
(2.3.92)
Assuming the spanwise undulation with a wave length λspan is caused mainly by capillary forces,
the ﬁndings of Rayleigh (1878) describing the destabilization of liquid cylinders of diameter dcyl
can be adopted:
λspan = 4.508 · dcyl (2.3.93)
The corresponding diameter dcyl was estimated by mass conservation (Gepperth et al., 2010):
m˙l = ρl · pi
4
d2cylw · fstream (2.3.94)
and rewriting Eq. 2.3.94:
dcyl =
√
4
pi
m˙l
ρlwfstream
(2.3.95)
with the width w of the wetted surface in spanwise direction and the liquid mass ﬂux m˙l. A
cellular structure with the dimensions λstream × λspan forms the liquid volume V0 undergoing
bag breakup. Postulating mass conservation this volume can be evaluated:
ρl · V0 · fstream = m˙l · λspan
w
(2.3.96)
Rewriting yields:
V0 =
m˙l
ρl
λspan
w
1
fstream
(2.3.97)
Film breakup A portion of liquid shapes the thin bag membrane, whose burst eventually
leads to a number of small droplets. The rest of the mass is embodied in the basal ring which
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later forms the ligament-like structures. In the literature, the ratio of the volume comprised in
the bag to the one within the basal ring strongly varies depending on the research group (see
table 2.1). For the following investigation the volume ratios of Wert (1995) recommended by
Gepperth et al. (2010) are used. Additional uncertainties are related to the temporal evolution
of the bag breakup process. Ambiguities exist concerning the period of time tini between the
ﬁrst exposure of the droplet to the dynamic air pressure and the initiation of bag breakup. The
same applies to the time span tbag until the rupture of the bag membrane and the time span
tbase until the disintegration of the basal ring, which signiﬁes the end of bag breakup. Pilch and
Erdman (1987) derived the following correlation for the initiation time:
tini
t∗
= 1.9 · (Wed0 − 12)−0.25 (2.3.98)
wherein t∗ represents the characteristic timescale of Eq. 2.3.60 and Wed0 the Weber number
deﬁned in Eq. 2.3.71 substituting the initial diameter of the droplet d0 for the characteristic
length scale L:
d0 =
3
√
6
pi
V0 (2.3.99)
Furthermore, Pilch and Erdman speciﬁed the total breakup time depending on the Weber
number in order to distinguish between diﬀerent breakup mechanisms. This yields:
tbase
t∗
=

6.00 · (Wed0 − 12)−0.25 , for 12 ≤Wed0 ≤ 18
2.45 · (Wed0 − 12)0.25 , for 18 <Wed0 ≤ 45
14.10 · (Wed0 − 12)−0.25 , for 45 <Wed0 ≤ 351
(2.3.100)
Hsiang and Faeth (1992) as well as Chou and Faeth (1998) proposed for ﬂuids with Oh < 0.1:
tini
t∗
= 1.6 (2.3.101)
tbag
t∗
= 3.5 (2.3.102)
tbase
t∗
= 5.0 (2.3.103)
The Ohnesorge number OhL is a dimensionless quantity describing the importance of viscous
forces relative to inertial and surface tension forces:
OhL =
µl√
ρlσL
(2.3.104)
It consists of the dynamic liquid viscosity µl, the density of the liquid ρl, the surface tension σ
and the characteristic length scale L. The sizes of droplets arising from the fragmentation of the
bag membrane are evaluated following Chou and Faeth (1998) to yield on average SMDbag =
0.044 · d0. Being almost mono-disperse, the droplet sizes can be described by a narrow root
2.3 Liquid phase solver 67
normal distribution (Tate and Marshall Jr., 1953) with MMD/SMD=1.04. The breakup of the
basal torus left after the fragmentation of the bag is assumed to form ligaments. The ligament
length is taken to be half the perimeter of the torus with the small diameter of the cross-section
dtorus,1 and the large diameter dtorus,2:
llig =
pi
2
dtorus,2 (2.3.105)
The sizes of droplets dbase resulting from the breakup of the ligaments are estimated by the
approach of Wert (1995) as suggested by Gepperth et al. (2012):
SMDbase = 0.32
σ
ρg|~urel|2
(
Wed0
tbase − tini
t∗
) 2
3
(2.3.106)
The measurements of droplet sizes resulting from the disintegration of the ligaments (Gepperth
et al., 2012) indicated a monotonically decreasing value of the Sauter mean diameter with
increasing Weber number. As a consequence, the correlations for the breakup times of Hsiang
and Faeth (1992) as well as Chou and Faeth (1998) are used within the sheet atomization
model. Furthermore, the experiments did not indicate the existence of a distinct droplet size
but rather a distribution of droplet sizes. Consequently, the value obtained by Eq. 2.3.106 is
used in conjunction with a root normal distribution (Tate and Marshall Jr., 1953) which has
already been successfully applied for secondary atomization of droplets by Simmons (1977a,b);
Hsiang and Faeth (1992) as well as Chou and Faeth (1998). With a constant MMD/SMD
value the root normal distribution is unambiguously speciﬁed by the SMD. In order to include
the chaotic nature of the atomization process, droplet sizes are randomly chosen from the
individual root normal distributions for the bag and ligament droplets.
Limits of applicability The primary atomization model for pre-ﬁlming airblast atomization
is limited to moderate Weber numbers. At ambient pressures of 6 bar and 100 < We < 380, a
transition from a break-up scenario at the pre-ﬁlmer edge to atomization via surface stripping
can be observed (Bhayaraju and Hassa, 2009). Furthermore, it is limited to conditions where
adhesion dominates convection at the tip of the pre-ﬁlmer leading to an accumulation of liquid
at the pre-ﬁlmer edge. Bhayaraju and Hassa (2009) suggest a dependence on the ratio between
ﬁlm thickness and pre-ﬁlmer edge height, which has to be further investigated. Besides, only
ﬁlms originating from oriﬁces or slits were considered. Films forming from the impingement
of jets or droplets on a surface like in hybrid airblast atomizers (i.e. pressure-swirl atomizer
spraying on a concentric surface) cannot be reﬂected, up to now.
2.3.1.3. Secondary atomization
The breakup of initially spherical drops in relative movement to a gaseous ﬂow ﬁeld is referred to
as secondary atomization. The aerodynamic forces acting on the surface of the liquid drop lead
to a deformation which is resisted by surface tension and viscous forces. In case the disruptive
forces overcome the cohesive forces fragmentation is caused. Experimental investigations (Bartz
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Figure 2.8.: Secondary breakup regimes (adapted from Pilch and Erdman (1987))
et al., 2010, 2011) suggest that the temporal evolution of the breakup process is important for
the breakup time as well as the trajectories and sizes of both the parent and child droplets.
Interestingly, the smallest fragment sizes are not necessarily obtained at the highest relative
velocities. Hence, in order to determine conditions leading to the desired ﬁnal droplet sizes,
secondary breakup has been extensively studied (Guildenbecher et al., 2009). Fig. 2.8 shows
Figure 2.9.: Breakup regime map for shock wave disturbances (from Hsiang and Faeth (1995))
the various breakup modes depending on the incoming ﬂow. The disruptive forces increase
from (a) to (f). Diﬀerent numerical values of the Weber number limits describing the transition
between the breakup modes can be found in the literature. The ones given in Fig. 2.8 are
based on the droplet radius and taken from Pilch and Erdman (1987). A comparison of various
data sets from shock wave experiments of secondary breakup is depicted in Fig. 2.9 (Hsiang
and Faeth, 1995). It shows that the Weber number limits are constant and independent of
Oh for an Ohnesorge number Oh < 0.1, i.e. breakup is mainly resisted by surface tension
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forces and less by viscosity. In case of a higher Ohnesorge number, the breakup regimes are
shifted towards larger Weber numbers. At low disruptive forces, the drop oscillates with its
eigenfrequency. When the deformation becomes large enough the drop breaks up into fragments
in the order of magnitude of the original drop size (Fig. 2.8a). This process is called vibrational
breakup. In bag breakup mode (Fig. 2.8b), a soap bubble like structure is formed attached
to a toroidal ring. The basal ring comprises 50-80% of the drop's original volume. Firstly, the
bag disintegrates into small droplets resulting in droplet diameters of approximately 4% of the
parent diameter. Subsequently, the basal ring continues to grow before it gets unstable and
breaks up into a small amount of larger droplets (ca. 30% of the parent diameter). Multi-mode
breakup or often also called bag-and-stamen breakup (Fig. 2.8c) shows a similar behavior to
bag breakup with the diﬀerence that a ligament like structure forms in the middle of the bag.
Fragmentation occurs starting with the bag, succeeded by the stamen and the basal ring. In the
breakup regime of sheet-stripping or sheet-thinning (Fig. 2.8d), liquid is continuously shorn oﬀ
the drop's surface leading to a huge amount of small droplets. Occasionally, a core remains in
the order of magnitude of the original drop size. For very large disruptive forces, catastrophic
breakup (sometimes sub-divided into wave-crest stripping depicted in Fig. 2.8e and catastrophic
breakup shown in Fig. 2.8f) occurs resulting in a small number of large fragments subsequently
undergoing rapid atomization. Initiated by surface disturbances with high amplitude and small
wavelengths, liquid is eroded from the fragments' surface.
Up to now, many models have been proposed in the literature but none of them is able to
Figure 2.10.: Sketch of the droplet deformation (adapted from Schmehl (2004))
comprehensively capture all aspects of secondary atomization (Guildenbecher et al., 2009). In
the work at hand, the cascade atomization and drop breakup (CAB) model of Tanner (2004)
is used in conjunction with the droplet deformation law of Schmehl (2004) and drag formulae
from Clift et al. (1978). The CAB model is an extension of the Taylor analogy breakup (TAB)
(O'Rourke and Amsden, 1987) and the enhanced Taylor analogy breakup (ETAB) (Tanner,
1997) model. In analogy to a spring-mass system, the droplet is considered to undergo a forced
and damped harmonic oscillation. During this oscillation, the droplet is thought to change
from an oblate to prolate spheroid. Introducing the displacement ∆rp from the undistorted
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state depicted in Fig. 2.10, the oscillation can be described by:
∆¨rp +
d
m
∆˙rp +
k
m
∆rp =
F
m
(2.3.107)
The damping is due to liquid viscosity:
d
m
= Cd
µl
ρlr2p
(2.3.108)
The restoring force (spring constant) is a result of surface tension:
k
m
= Ck
σl
ρlr3p
(2.3.109)
The forcing term is given by the aerodynamic forces acting on the droplet:
F
m
= CF
ρg|~urel|2
ρlrp
(2.3.110)
Before solving, Eq. 2.3.107 is non-dimensionalized by introducing:
y =
2∆rp
rp
(2.3.111)
This leads to:
y¨ +
Cdµl
ρlr2p
y˙ +
Ckσl
ρlr3p
y =
2CFρg|~urel|2
ρlr2p
(2.3.112)
With the boundary condition y0 = y(0) and y˙0 =
dy
dt
(0), the solution of the second order ODE
(Eq. 2.3.112) is:
y(t) =
2CF
Ck
Werp + e
−δt
((
y0 − 2CF
Ck
Werp
)
cos(ωt) +
(
y˙0 + δ
(
y0 − 2CF
Ck
Werp
))
sin(ωt)
ω
)
(2.3.113)
Droplet breakup is assumed in case the deformation exceeds a critical value of:
y > 1 (2.3.114)
The drop oscillation angular frequency ω can be calculated by:
ω =
√
ω20 − δ2 =
√
Ck
σl
ρlr3p
− C2d
µ2l
4ρ2l r
4
p
(2.3.115)
with ω0 being the angular frequency of the undamped system:
ω0 =
√
k
m
(2.3.116)
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The damping coeﬃcient δ is given by:
δ =
d
2m
(2.3.117)
The constants Cd = 5, Ck = 8 and CF = 1/3 were determined by comparisons to the theoretical
fundamental oscillation mode and the experimental data for the initiation of breakup atWerp =
6 forOh = 0, i.e. d/m = 0 (O'Rourke and Amsden, 1987). The number and size of child droplets
are calculated based on an analogy to population dynamics assuming a uniform, mono-disperse
size distribution. This gives:
rchild
rparent
= e−Kbutbu (2.3.118)
with Kbu and tbu being the breakup frequency and the breakup time, respectively. The breakup
time is the moment when Eq. 2.3.114 is fulﬁlled. In the CAB model, three breakup regimes
are distinguished: bag breakup, stripping breakup and catastrophic breakup. The breakup
frequency is dependent on these regimes and is given by:
Kbu =

k1 ω , for 6 <Werp ≤ 80 (bag breakup)
k2 ω We
1/2
rp , for 80 <Werp ≤ 350 (stripping breakup)
k3 ω We
3/4
rp , for 350 <Werp (catastrophic breakup)
(2.3.119)
The Weber number limits were taken from Liu and Reitz (1993). In this thesis, for the sake
of numerical stability, smooth transitions between the regimes were ensured by setting the
constants k1, k2 and k3 to the following values:
k1 = 0.2
k2 =
k1
801/2
(2.3.120)
k3 =
k2
3501/4
In Tanner (2004), the initial drop deformation of the child droplets is expected to be zero, i.e
y(0) = y˙(0) = 0. The velocity of the child droplets is assumed to be:
~uchild = ~uparent + ~udrift (2.3.121)
with the drift velocity ~udrift being perpendicular to the relative velocity ~urel deﬁned in Eq.
2.3.4. The magnitude of the drift velocity is calculated from the oscillation velocity at the time
of breakup:
|~udrift| = Adrift ∆˙rp(tbu) (2.3.122)
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The constant Adrift in Eq. 2.3.122 is derived from an energy balance between parent and child
droplets (details see Tanner (2004)). This yields:
Adrift =
√
3
(
1− rparent
rchild
+
5
72
cdWerp
)(
ω0
y˙(tbu)
)2
(2.3.123)
The inﬂuence of the deformation on the droplet trajectory is accounted for following Hsiang
and Faeth (1992), who showed that the drag coeﬃcient prior to breakup evolves from the drag
coeﬃcient of a solid sphere to the one of a thin disk perpendicular to the relative velocity vector.
cd,spheroid = (1− fspheroid) · cd,sphere + fspheroid · cd,disk (2.3.124)
The transition between these drag coeﬃcients is modeled according to the dynamic drag law
of Schmehl (2004) who proposed the blending factor fspheroid:
fspheroid = 1− e2spheroid (2.3.125)
with the eccentricity of the oblate spheroid espheroid (see Fig. 2.10) deﬁned by:
espheroid =
rp,paral
rp,cross
=
(
dp
dp,cross
)3
(2.3.126)
The term on the right hand side of Eq. 2.3.126 results from mass conservation. The drag
coeﬃcients of a solid sphere and the one of a disk perpendicular to the relative velocity vector
were taken from Clift et al. (1978, p. 112 and p. 145).
2.3.1.4. Remarks on atomization modeling
The atomization models presented in the previous sections are not designed to solve break-up
in detail. Omitting a detailed resolution of the gas-liquid interface, the semi-empirical models
can only represent key features of the atomization at speciﬁc conditions. As a consequence,
the models cannot be universally valid and are restricted to a limited applicability range. Still,
the representation of atomization in combustion simulations is a major scientiﬁc challenge and
involves high uncertainties. More research is needed to universally predict atomization and to
embed accurate and eﬃcient models into simulation tools.
2.3.2. Dispersion models
2.3.2.1. Modeling approaches for dispersion
After the stage of atomization, the physical system consists of discrete liquid droplets with a
spectrum of diameters being dispersed in a turbulent, continuous gaseous phase (Balachandar
and Eaton, 2010). As can be seen from Eq. 2.3.2, 2.3.3 and 2.3.4, the droplet trajectory de-
pends on the relative velocity between the droplet and the surrounding gas. Due to droplet
sizes being generally smaller than the grid size and hence the ﬁlter width, the gas velocity seen
2.3 Liquid phase solver 73
by the droplet is composed of resolved and unresolved (sub-grid) scales. Many examples can be
found in the literature, e.g. Wang and Squires (1996); Apte et al. (2003); Boileau et al. (2008);
Vreman et al. (2009); Vuorinen et al. (2010); Sacomano Filho et al. (2014) and Chrigui et al.
(2014), solving the droplet velocity only with the ﬁltered gas velocity without any model for
the sub-grid scales. Armenio et al. (1999); Kuerten (2006); Marchioli et al. (2008) as well as
Pozorski and Apte (2009) investigated the eﬀect of disregarding unresolved velocity ﬂuctuations
on particle trajectories. They came to the conclusion that sub-grid scale models for turbulence-
droplet interaction became important in case of a large amount of turbulent kinetic energy in
the sub-grid scales, e.g. in areas of low grid resolution, as well as for small particle response
times (Eq. 2.3.5) compared to sub-grid turbulent time scales. But it should be pointed out
that the particle response time itself depends on the absolute value of the relative velocity and
hence on resolved and unresolved velocity ﬂuctuations. In contrast to laminar ﬂows where a
clear deﬁnition of the particle relaxation time exists, this fact complicates both the a priori and
the a posteriori analysis. Furthermore, the authors pointed out that a sub-grid scale model was
necessary for accurate predictions of preferential segregation and concentration, particularly in
near-wall regions.
Numerous sub-grid models for the turbulence-droplet interaction were proposed both for the
Euler-Euler and the Euler-Lagrange framework (Balachandar and Eaton, 2010; Fox, 2012). As
this study relies on an Eulerian description of the gas phase and a Lagrangian description of the
dispersed phase, the focus will be on models in the Euler-Lagrange framework in the following.
Segura (2004) as well as Patel and Menon (2008) used an approach originally developed by
Gosman and Ioannides (1983) in the context of RANS simulations (see section 2.3.2.2). Al-
though the system of diﬀerential equations looks very similar between RANS and LES, there
is a fundamental diﬀerence between averaged and ﬁltered quantities, e.g. in contrast to RANS
averaging, the ﬁltered value of a sub-grid ﬂuctuation in the LES is not zero (Poinsot and Vey-
nante, 2011). Furthermore, in RANS the entire spectrum from the energy-containing range over
the inertial range until the dissipation range is modeled. In LES, the spectrum is incorporated
to some extent in the resolved scales and partly in the unresolved sub-grid scales. Underlying
assumptions which are valid in the RANS context might not be conclusive in the LES con-
text. Hence, a diﬀerent formalism for LES sub-grid scale models is advisable (Minier, 2015).
One approach is to reconstruct the velocity ﬁeld by a deconvolution of the ﬁltered equations,
i.e. applying an inverse ﬁlter. These so called approximate deconvolution methods (ADM)
(Kuerten, 2006; Shotorban et al., 2007) are extensions for multi-phase ﬂows of the single-phase
formulation of Stolz et al. (2001) and show promising results (Cernick et al., 2014). Neverthe-
less, this method is not consistent with the LES sub-grid scale model for turbulence of section
2.2.1.2 as the deconvoluted velocity should be used in both the gaseous and the liquid phase.
Other approaches introduce stochastic terms based on a Langevin equation. The generalized
Langevin equation was originally introduced by Pope and co-workers (Pope, 2000) for RANS
of single phase turbulent reacting ﬂows and later extended to RANS of particle-laden ﬂows by
Minier and co-workers (Minier and Peirano, 2001; Minier et al., 2004; Chibbaro and Minier,
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2008; Minier et al., 2014; Minier, 2015). Two types of sub-grid scale models of this category can
be distinguished. In the ﬁrst type, the Langevin equation is used to determine the gas velocity
seen by the droplet. Shotorban and Mashayek (2006); Berrouk et al. (2007); Oefelein et al.
(2007) and Pozorski and Apte (2009) came up with Lagrangian formulations for particle-laden
LES. A combination of ADM and a Langevin equation for the gas velocity seen by the droplet
can be found in Michalek et al. (2013). In the second type of stochastic models, the inﬂu-
ence of the sub-grid scale ﬂuctuations is considered by adding a stochastic acceleration term in
analogy to Brownian motion to the right hand side of the ordinary diﬀerential equation of the
droplet velocity (Eq. 2.3.2). Examples of this type were developed by Fukagata et al. (2004)
and Bini and Jones (2008). Many applications of the latter can be found in the literature, e.g.
Franchetti et al. (2013); Stein et al. (2013); Jones et al. (2010a,b, 2011, 2012, 2014), and Jones
et al. (2015). Within this work, the sub-grid scale models for turbulence-droplet interaction
based on the work of Gosman and Ioannides (1983) (representative of classical RANS models)
as well as Bini and Jones (2008) (representative of widely-used stochastic LES models) are
applied. These models will be shortly introduced in the following.
2.3.2.2. Interaction time dispersion model
Gosman and loannides (1981; 1983) suggested that the particle dispersion depended on a dis-
tinct interaction time between the turbulent structures and the particle. In their model, the
turbulent structures are assumed to be represented by a characteristic eddy. The interaction
time is limited by either the lifetime of the turbulent eddy in case the particle is slow enough
to stay within the eddy until it decays or the transit time, i.e. the time the particle needs to
cross the eddy:
tint = min(teddy, ttrans) (2.3.127)
The characteristic length and time scale of the eddy were estimated drawing an analogy to the
Kolmogorov microscale. The Kolmogorov microscale, being the scale of the smallest, dissipative
eddies in a turbulent ﬂow, is deﬁned as (Pope, 2000):
η =
(
ν3g

) 1
4
(2.3.128)
As already mentioned in section 2.3.2, the model of Gosman and Ioannides was developed in a
RANS context. The equations for the turbulent length and time scale were derived based on
the k −  model. In the k −  model, the turbulent viscosity is modeled by:
νt = Cµ
k2

(2.3.129)
with the turbulent kinetic energy:
k =
1
2
(
u′2g + v
′2
g + w
′2
g
)
(2.3.130)
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Cµ represents a modeling constant amounting to 0.09. Inserting Eq. 2.3.129 into Eq. 2.3.128
yields the characteristic eddy size proposed by Gosman and loannides (1981):
leddy =
C
3
4
µ k
3
2

(2.3.131)
The eddy lifetime was estimated by:
teddy =
leddy
|~u′g|
(2.3.132)
with
|~u′g| =
√
u′2g + v′
2
g + w
′2
g (2.3.133)
In homogeneous isotropic turbulence, i.e u′g = v′g = w′g =
√
2/3k, the eddy life time yields:
teddy =
leddy√
2k
(2.3.134)
Shuen et al. (1983) found a better agreement with measurements applying:
teddy =
leddy
u′g
=
leddy√
2/3k
(2.3.135)
For the transit time, Gosman and loannides(1981; 1983) proposed the following formulation:
ttrans = τp ln
(
1− leddy
τp|~urel|
)
(2.3.136)
In contrast, in the work at hand a linear relationship for the transit time proposed by Amsden
et al. (1989) is adopted:
ttrans =
leddy
|~urel| (2.3.137)
In order to apply the interaction time dispersion model in the framework of Large Eddy Simu-
lations, the eddy lifetime and characteristic eddy size have to be related to the sub-grid scale
quantities of the Eulerian gas phase. Therefore, in this work the following formulations are
used:
teddy = Ct τsgs (2.3.138)
leddy = Cl teddy
√
2
3
ksgs (2.3.139)
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The characteristic turbulent time scale τsgs and the turbulent kinetic energy in the sub-grid
scales ksgs result from the sub-grid scale model for turbulence in section 2.2.1.2:
τsgs =
(Csgs∆)
2
νt
(2.3.140)
ksgs =
(
νt
Csgs∆
)2
(2.3.141)
The modeling constants Ct and Cl are set to:
Ct = 1.0 (2.3.142)
Cl = 0.3 (2.3.143)
2.3.2.3. Stochastic dispersion model of Bini and Jones
In the model of Bini and Jones (2008), the droplet acceleration due to the resolved scales is
equivalent to Eq. 2.3.2. Besides this deterministic part, an additional stochastic term is added
to account for the unresolved sub-grid scales. Introducing the particle response time described
in Eq. 2.3.5, this leads to:
d~up
dt
=
~˜ug − ~up
τp︸ ︷︷ ︸
resolved scales
+
(
1− ρg
ρl
)
~g + χ︸︷︷︸
unresolved scales
(2.3.144)
Assuming the eﬀect of the sub-grid scale ﬂuctuations on the particle trajectory resembles a
diﬀusion-like process similar to Brownian motion, the diﬀusion process can be expressed in
terms of a Wiener process (Gardiner, 2004). Thus, an inﬁnitely small particle velocity increment
yields:
d~up =
~ug − ~up
τp
dt+
(
1− ρg
ρl
)
~g dt︸ ︷︷ ︸
deterministic terms
+ B · d ~W︸ ︷︷ ︸
stochastic term
(2.3.145)
The stochastic part on the right hand side of Eq. 2.3.145 is composed of a diﬀusion coeﬃcient
tensor B multiplied by a three-dimensional Wiener process. A time discretized Wiener process
can be approximated by a series of random walks:
W (tn) ≈
√
δt
n∑
i=1
ξi (2.3.146)
with the accumulated time tn = n δt after n time steps δt as well as a random variable ξ with
zero mean and a variance of unity. The diﬀusion coeﬃcient tensor B depends on the unresolved
gas velocity ﬂuctuations u˜iuj− u˜iu˜j (Eq. 2.2.11) and on a characteristic time scale τt describing
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the interaction between the droplet and these turbulent structures:
Bij =
u˜iuj − u˜iu˜j
2/3 ksgs
·
√
C0
τt
ksgs (2.3.147)
wherein C0 is a model constant with a value of unity in the work at hand. In contrast to
the original work of Bini and Jones (2008), the denominator in the pre-factor of the diﬀusion
coeﬃcient tensor B is changed from ksgs to 2/3 ksgs in order to recover their simpliﬁed form in
case of isotropic turbulence:
Bij = δij
√
C0
τt
ksgs (2.3.148)
The turbulent kinetic energy in the sub-grid scales ksgs results from the sub-grid scale model
for turbulence in section 2.2.1.2:
ksgs =
(
νt
Csgs∆
)2
(2.3.149)
The characteristic time scale τt is modeled by:
τt = τ
2α
p
(√
ksgs
∆
)2α−1
(2.3.150)
with α = 0.8 as well as ∆ and τp being the ﬁlter width of Eq. 2.2.6 and the particle response
time of Eq. 2.3.5, respectively.
2.3.3. Vaporization models
(a) quiescent (b) moderate Re (c) high Re
Figure 2.11.: Schematic of droplet evaporation for diﬀerent freestream velocities (adapted from
Rauch (2017))
Besides the momentum transfer between the phases described in section 2.3.2, the droplets
and the gaseous phase also exchange heat, mass and species. The phase change from liquid
to vapor and vice versa is referred to as vaporization and condensation, respectively. The
vaporization increases if the liquid is heated up or the pressure of the surrounding gas phase
decreases, e.g. via expansion. The liquid molecules transition into the vapor phase in case
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their kinetic energy is high enough to overcome the intermolecular forces in the liquid and the
adverse partial pressure in the gas phase (Tanner, 2011). The liquid phase vaporizes as long as
the vapor pressure at the surface pvap,α, which results from the transitioning molecules, is higher
than the local partial pressure pg,α in the gas phase. The higher the vapor pressure of a species,
the more volatile it is. In case the vapor pressure exceeds the environmental pressure pg the
boiling point is reached. The vaporization changes from a surface phenomenon (evaporation)
to a bulk phenomenon (boiling). Vapor bubbles are formed below the surface. In equilibrium,
the vapor pressure at the surface pvap,α equals the local partial pressure pg,α in the gas phase.
Condensation occurs if the vapor is cooled down or compressed so that the local partial pressure
in the gas phase is higher than the vapor pressure at the surface.
Apart from the local conditions close to the gas-liquid interface, the gaseous ﬂow around the
droplet inﬂuences the exchange of mass, momentum and energy. In general, the coupling
between both phases gets stronger, the higher the vaporization/condensation rates are, e.g.
because of high ambient gas temperatures as a result of combustion (Sirignano, 2010). This is
due to the fact that the time scale of vaporization/condensation approaches characteristic time
scales of the ﬂow in the surroundings. The ﬂow can be characterized by means of the Reynolds
number based on the gas phase properties, relative velocity and the droplet diameter. In a
quiescent environment (Fig. 2.11a), vaporization and condensation are governed by diﬀusion.
A spherically symmetric vapor shell surrounds the droplet. The resulting ﬂow is called Stefan
ﬂow. At moderate Reynolds numbers (Fig. 2.11b), a gaseous boundary layer develops and
a shear-driven internal circulation arises (Mashayek and Ashgriz, 2011). The vapor shell is
deformed shaping a tail behind the droplet. At high Reynolds numbers (Fig. 2.11c), the vapor
wake becomes unsteady with strong interactions between the droplet and turbulent vortices. As
a consequence, the internal circulation gets asymmetric (Sugioka and Komori, 2007). Additional
ﬂow modiﬁcations appear in dense sprays due to other droplets in the vicinity.
2.3.3.1. Modeling approaches for vaporization
A variety of droplet vaporization models can be found in the literature. Following Sirignano
(2010), six types of models can be distinguished based on the complexity of resolving the droplet
internal transport phenomena. In the following, the model types will be introduced starting
from a 0-D approximation and ending with a full 3-D solution. Assuming spherical symmetry
as well as steady-state vaporization with constant droplet temperature and species distribution
results in the well-known d2-law of Spalding (1953), i.e. a linear decrease of the square of
the droplet diameter with time. An extension to multi-component vaporization can be found
in Law and Law (1982). Increasing the complexity by allowing for a time-dependent but uni-
form droplet temperature and species distribution gives the so-called inﬁnite-liquid-conductivity
model, also referred to as rapid mixing model. Abramzon and Sirignano (1989) extended the
rapid mixing model to account for the radial Stefan ﬂow and forced convection. In order to allow
for transient heating inside the droplet, a one-dimensional radial proﬁle can be solved, which
results in the so-called conduction limit model. In the classical formulation, both the rapid mix-
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ing and conduction limit model rely on analogies to the analytical solution of a species proﬁle
in a steady 1-D diﬀusion-governed vapor ﬁlm combined with empirical corrections. For both
models, Miller et al. (1998) proposed a diﬀerent formulation for the heat transfer correction
based on the analytical solution of a species proﬁle around a spherically symmetric droplet.
Furthermore, Miller et al. (1998) incorporated non-equilibrium eﬀects at the droplet surface.
The conduction limit model turns into the eﬀective conductivity model in case the thermal dif-
fusivity is corrected by an algebraic function reﬂecting the enhanced transport by the internal
ﬂow. The algebraic function is usually derived from DNS. Two-dimensional representations
of the droplet can be found in vortex models. The heat and mass transfer in these models is
calculated by means of a potential ﬂow solution for the external ﬂow and the solution of a
vorticity equation (curl of the momentum equation) for the internal ﬂow, e.g. Hill's vortex in
the inviscid limit (Sirignano, 2010). In the last type of models the Navier-Stokes equations
(2-D or 3-D) are directly solved.
Liquid fuels usually consist of a mixture of multiple components. Wahl and Kapernaum
(2003) identiﬁed 410 diﬀerent species in Jet A-1 by means of a gas chromatograph coupled to
a mass spectrometer (GC-MS). The computational costs for solving for each of these species
with a discrete species evaporation model (see section 2.3.3.2) are too high, up to now. As a
consequence, several models can be found in the literature which aim at reducing the num-
ber of variables and hence the computational expenses (Dagaut and Cathonnet, 2006). In the
so-called surrogate models, the fuel is represented by one or a few surrogate species. Two
types of surrogates can be distinguished, namely physical and chemical surrogates (Edwards
and Maurice, 2001). A physical surrogate mimics the physical properties of the fuel (e.g. den-
sity, viscosity, surface tension, thermal conductivity). These physical properties are important
for atomization, dispersion and heat transfer. Chemical surrogates aim at matching chem-
ical properties (e.g. laminar ﬂame speed, ignition delay time, adiabatic ﬂame temperature
and chemical-class composition, i.e. right proportion of n-alkanes, iso-alkanes, cyclo-alkanes
and aromatics). These chemical properties are important for chemical reaction kinetics, i.e.
ignition, combustion and pollutant emissions. In the early days of combustion simulation, re-
searchers tried to incorporate both physical and chemical properties into a single component
surrogate. For example, the automotive industry used iso-octane (C8H18) and tetra-decane
(C14H30) to represent gasoline and diesel, respectively (Rauch, 2017). In the aerospace indus-
try, n-decane (C10H22) represented Jet A-1 (Dagaut and Cathonnet, 2006). Instead of using a
single n-alkane species, Rachner et al. (1996) proposed a single component surrogate exhibiting
the average properties of real multi-component Jet A-1 based on an extensive literature study
(Rachner, 1998). This single-component surrogate fuel yielded a good agreement of numerical
results and experimental data concerning global features of evaporation, mixing (Rachner et al.,
1996) and combustion (Jones et al., 2012). However, in real fuel blends, species with a high
volatility vaporize earlier than species with a low one. This diﬀerence in volatility cannot be
accounted for using single-component surrogates. Edwards and Maurice (2001) recommended
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to match the distillation curve to describe fuel vaporization without reaction. Burger et al.
(2003) came up with a model reﬂecting the distillation curve of aviation fuels by means of a
single progress variable, i.e. the mean molar weight. Only depending on this progress variable,
the fuel properties were derived from the properties of n-alkanes. The change in mean molar
weight during evaporation is described by algebraic functions and polynomials ﬁtted to distil-
lation data from the American Society for Testing and Materials (ASTM). Although Burger
et al. (2003) obtained good results for the vaporization of diﬀerent multi-component fuels, the
model relies on a single-component chemical surrogate in the chemical kinetics mechanism of
the gaseous phase. In order to correctly describe fuel ignition, heat release, ﬂame speed and
emission, Edwards and Maurice (2001) recommended a multi-component surrogate matching
the important chemical classes. In aviation fuels, these classes are the n-alkane, iso-alkane,
cyclo-alkane and aromatics families. The average composition of 55 jet fuels collected world-
wide in the framework of a world fuel survey (Shafer et al., 2006) yielded 20 % n-alkanes, 40 %
iso-alkanes, 20 % cyclo-alkanes and 20 % aromatics. Table 2.2 lists these four chemical classes
together with their general formula and an example species. In the very right column, the chem-
ical structure of the example species is depicted. Alkanes are saturated hydrocarbons, i.e. the
Chemical class General formula Representative Formula Chemical structure
n-alkanes CnH2n+2 n-dodecane C12H26
iso-alkanes CnH2n+2 iso-octane C8H18
cyclo-alkanes CnH2n cyclo-hexane C6H12
aromatics CnH2n−6 toluene C7H8
Table 2.2.: Fuel families and their chemical structure (Kuo, 1986)
compounds of hydrogen and carbon have only single bonds. They can be sub-divided accord-
ing to their chemical structure. Straight chains are called n-alkanes or n-paraﬃns. Branched
chains are entitled iso-alkanes or iso-paraﬃns and ringlike structures are named cyclo-alkanes
or naphtenes. Alkanes possess a relatively high gravimetric heat of combustion and relatively
low density compared to other hydrocarbons due to the high H/C-ratio. They exhibit a high
thermal stability as well as low coke deposition and soot-forming tendencies (Lefebvre and Bal-
lal, 2010). The structure of aromatics is based on rings with six carbon atoms and three double
bonds (six electrons ﬂoating around). These so-called benzene rings are named after the sim-
plest aromatic hydrocarbon, i.e. benzene C6H6. Replacing a hydrogen atom by a hydrocarbon
group, more complex structures are obtained, e.g. toluene with one H-atom being replaced by
a CH3-group. Aromatics are hygroscopic, which can lead to the formation of ice crystals at
low temperatures (Lefebvre and Ballal, 2010). Furthermore, they show strong soot formation
tendencies (Eberle et al., 2015). Hence, from a combustion standpoint it is desirable to keep
the aromatics content at a low level. Unfortunately, nitrile rubber o-rings, commonly used in
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aircraft systems (especially in legacy hardware), are sensitive to the aromatics content of the
fuel. Currently investigated alternative fuels with a low aromatic content showed signiﬁcantly
lower swelling of these elastomers risking fuel leaks in aircraft systems (Corporan et al., 2011).
As a consequence, alternative fuel blend speciﬁcations prescribe a minimum aromatics content
of 8 % (ASTM D7566, 2016).
For Jet A-1, Violi et al. (2002) proposed three multi-component (physical and chemical) sur-
rogates composed of 5 to 6 surrogate species (depending on the actual composition of the fuel
batch). The surrogate species came from the n-alkane, iso-alkane, cyclo-alkane and aromatics
classes and had to have known detailed kinetic mechanisms. Furthermore, the surrogate compo-
sition was required to match both physical properties (e.g. the distillation curve) and chemical
properties (e.g. sooting tendency, caloriﬁc value) of practical fuels. For gasoline and diesel
fuels, Ra and Reitz (2009, 2011, 2015) suggested a multi-component physical surrogate coupled
to a multi-component chemical surrogate for the vaporization and oxidation, respectively. In
the latest version, Ra and Reitz (2015) used a 22-component physical surrogate to describe the
thermo-physical properties, such as the distillation curve, speciﬁc gravity, lower heating value
and hydrogen-to-carbon (H/C) ratio. The chemical surrogate consisted of 43 components out
of 6 chemical classes, i.e. n-alkanes, iso-alkanes, alkenes, aromatics and oxygenates (alcohols
and ethers). Despite a signiﬁcant reduction in the number of species, still a fairly large set of
surrogate species remains. If the vaporization of these species is calculated by means of a dis-
crete species vaporization model, the computational costs still remain high. Tamim and Hallett
(1995); Hallett (2000) proposed a vaporization model in which the composition of mixtures with
a large number of components is described by means of probability density functions rather
than as a series of discrete components. The number of variables is reduced to a few distribu-
tion parameters while the entire spectrum from light to heavier components in the mixture is
considered. Hence, vaporization can be accurately described and the computational costs kept
at reasonable levels. By means of this model, Le Clercq and Bellan (2004, 2005) performed
direct numerical simulations of the evaporation of gasoline, diesel and three types of kerosene
(Jet A, RP-1, JP-7) in gaseous mixing layers laden with liquid drops.
As the simulation of sprays in combustion chambers involves a large number of droplets, the
resolution of the internal ﬂow as well as the temperature and species distribution within the
droplet involves high computational costs. Hence, the focus is put on the uniform temperature
model of Abramzon and Sirignano (1989) within this work. Formulations of this model for liquid
mixtures consisting of discrete species (see section 2.3.3.2) and for liquid mixtures represented
by probability density functions (see section 2.3.3.3) are used. Droplet-droplet interactions are
neglected as the spacing between droplets in combustion chambers of aero-engines is rather
large, besides in the primary atomization zone (Faeth, 1983).
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Figure 2.12.: Sketch of the evaporation in quiescent ambience (spherically symmetric solution)
2.3.3.2. Evaporation model for discrete species
Derivation of the vapor mass ﬂow rate Writing the mass and species mass conservation
equations (Eq. 2.2.1 and 2.2.2) in spherical coordinates (r, θ, φ) yields (Kuo and Acharya, 2012):
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with r ≥ 0, 0 ≤ θ ≤ pi and 0 ≤ φ ≤ 2pi. In the limiting case of zero relative velocity, the
solution is spherically symmetric and a so-called Stefan ﬂow exclusively in radial direction
evolves. Furthermore, as the heating of the liquid is much slower than the one of the gas, a
quasi-steadiness in the gas phase can be assumed. Omitting time derivatives as well as gradients
in the direction of θ and φ, Eq. 2.3.151 and 2.3.152 reduce to:
1
r2
∂
∂r
(
ρurr
2
)
= 0 (2.3.153)
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Integrating both equations gives:
ρurr
2 = const. (2.3.155)
ρurYαr
2 + jαrr
2 = const. (2.3.156)
The constants can be determined from a mass and species mass balance at the droplet surface:
4pir2ρur = m˙vap (2.3.157)
4pir2ρurYα + 4pir
2jαr = m˙α,vap (2.3.158)
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with the vapor mass ﬂux m˙α,vap of species α. Inserting Eq. 2.3.157, 2.3.158, 2.3.20 and Fick's
law jαr = −ρgDα ∂Yα∂r into 2.3.156 yields:
m˙vap (Yα − ζα) = 4pir2ρgDα∂Yα
∂r
(2.3.159)
Separating variables results in:
m˙vap
4piρgDα
∫ r∞α
rp
∂r
r2
=
∫ Y∞α
Y Sα
∂Yα
Yα − ζα (2.3.160)
Integrating over the intervals [rp, r∞α ] and [Y
S
α , Y
∞
α ] yields:
m˙vap = 4pi
rpr
∞
α
r∞α − rp
ρgDαln
(
1 +
Y Sα − Y ∞α
ζα − Y Sα
)
(2.3.161)
with Y Sα and Y
∞
α being the species mass fraction at the positions of the droplet surface rp and
in the surrounding gas phase with r∞, respectively. The non-dimensional species mass transfer
rate is called Sherwood number Shα,L of species α with respect to the characteristic length scale
L and deﬁned as (Sirignano, 2010):
Shα,L =
(
∂Yα
∂r
)S
Y Sα −Y∞α
L
(2.3.162)
In analogy to the Sherwood number in a steady, diﬀusion-governed thin vapor ﬁlm (Bird et al.,
2002) (see Appendix A), Abramzon and Sirignano (1989) deﬁned a modiﬁed Sherwood number
Shα of species α:
Shα = 2
r∞α
r∞α − rp
(2.3.163)
with a characteristic length scale of L = 2r∞α . In order to account for the radial Stefan ﬂow,
they proposed a correction term for the empirical Sherwood number Sh0:
Shα = 2 +
Sh0 − 2
F (BM)
(2.3.164)
with
F (B) = (1 +B)0.7
ln(1 +B)
B
(2.3.165)
and a limitation of B to the range 0 ≤ B ≤ 20. BM is the Spalding mass transfer number given
by:
BM =
Y Sα − Y ∞α
ζα − Y Sα
=
∑NSsp
α=1 Y
S
α −
∑N∞sp
α=1 Y
∞
α
1−∑NSspα=1 Y Sα (2.3.166)
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The equality in Eq. 2.3.166 can be shown by Eq. 2.3.20:
NSsp∑
α=1
ζα =
NSsp∑
α=1
(
Y Sα +
Y Sα − Y ∞α
BM
)
=
NSsp∑
α=1
Y Sα +
∑NSsp
α=1 Y
S
α −
∑N∞sp
α=1 Y
∞
α
BM
= 1 (2.3.167)
For the Sherwood number Sh0 the empirical correlations of Clift et al. (1978, pp. 121-124) are
used:
Sh0 = 1 + (1 + RedpScα)
1
3 f(Redp) (2.3.168)
with:
f(Redp) =

1 , for 0 ≤ Redp ≤ 1
Re
0.41− 1
3
dp
, for 1 < Redp ≤ 100
0.752Re
0.472− 1
3
dp
, for 100 < Redp ≤ 2000
0.44Re
1
2
− 1
3
dp
+ 0.034Re
0.71− 1
3
dp
, for 2000 < Redp
(2.3.169)
In Eq. 2.3.168, Scα is the non-dimensional Schmidt number (Eq. 2.2.24) and ReL represents
the non-dimensional Reynolds number, i.e. the ratio of inertial forces to viscous forces acting
on the particle:
ReL =
|~u|L
νg
=
Inertial forces
Viscous forces
(2.3.170)
with L and u being a characteristic length scale and velocity, respectively. In the equations
above, L is replaced by the droplet diameter dp and u by the relative velocity urel from Eq.
2.3.4. Substituting Eq. 2.3.163 and Eq. 2.3.166 in Eq. 2.3.161 yields the equation for the vapor
mass ﬂow rate:
m˙vap = 2pirpShαρgDαln (1 +BM) (2.3.171)
The mass ﬂow rate ratio is obtained by reorganizing Eq. 2.3.166:
ζα = Y
S
α +
Y Sα − Y ∞α
BM
=
Y Sα (1 +BM)− Y ∞α
BM
(2.3.172)
Ambient and surface value of the species mass fraction The species mass fraction Y ∞α is
provided by the gas ﬂow solver while Y Sα is calculated assuming thermodynamic equilibrium at
the surface. In thermodynamic equilibrium, the partial pressure pg,α equals the vapor pressure
pvap,α of species α in the mixture:
pg,α = pvap,α (2.3.173)
Replacing the left hand side of Eq. 2.3.173 by Dalton's law of partial pressures and the right
hand side by Raoult's law for partial vapor pressures in ideal mixtures (Poling et al., 2001,
chap. 8.4) results in:
XSα pg = Xα,l p
∗
vap,α (2.3.174)
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with the species molar fraction at the surface XSα and in the liquid Xα,l as well as the vapor
pressure p∗α,vap of the pure component. The vapor pressure of the pure component is obtained
from the Wagner equation (Poling et al., 2001, chap. 7.3). Rearranging Eq. 2.3.174 yields:
XSα =
p∗vap,α
pg
Xα,l (2.3.175)
The species mass fraction Yα can be obtained from the species molar fraction Xα by:
Yα = Xα
Mα
M¯
= Xα
Mα∑Nsp
α=1(XαMα)
(2.3.176)
Derivation of the heat ﬂow rate In the following, the equation for the heat ﬂow rate Q˙
will be derived. Writing the energy conservation equation (Eq. 2.2.4) in spherical coordinates
(r, θ, φ) yields (Bird et al., 2002):
∂ρh
∂t
+
1
r2
∂
∂r
(
ρurhr
2
)
+
1
rsinθ
∂
∂θ
(ρuθhsinθ) +
1
rsinθ
∂
∂φ
(ρuφh)
+
1
r2
∂
∂r
(
qrr
2
)
+
1
rsinθ
∂
∂θ
(qθsinθ) +
1
rsinθ
∂qφ
∂φ
− τrr ∂ur
∂r
− τrθ
(
1
r
∂ur
∂θ
− uθ
r
)
− τrθ
(
1
rsinθ
∂ur
∂φ
− uφ
r
)
− τθr ∂uθ
∂r
− τθθ
(
1
r
∂uθ
∂θ
− ur
r
)
− τθφ
(
1
rsinθ
∂uθ
∂φ
− uφ
r
cot(θ)
)
− τφr ∂uφ
∂r
− τφθ
(
1
r
∂uθ
∂θ
)
− τφφ
(
1
rsinθ
∂uφ
∂φ
+
ur
r
+
uθ
r
cot(θ)
)
=
Dp
dt
+ Sr
(2.3.177)
Neglecting pressure gradients, viscous dissipation, radiation and assuming quasi-steadiness and
spherical symmetry, Eq. 2.3.177 reduces to (Sirignano and Mehring, 2000):
1
r2
∂
∂r
(
ρurhr
2 + qrr
2
)
= 0 (2.3.178)
Replacing the enthalpy by Eq. 2.2.18 and the energy ﬂux qr by Eq. 2.2.20 leads to:
1
r2
∂
∂r
(
ρurr
2
Nsp∑
α=1
hαYα − r2λg ∂T
∂r
+ r2
Nsp∑
α=1
hαjαr
)
= 0 (2.3.179)
Rearranging gives:
1
r2
∂
∂r
(
Nsp∑
α=1
hα
(
ρurr
2Yα + r
2jαr
)− r2λg ∂T
∂r
)
= 0 (2.3.180)
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Inserting Eq. 2.3.158 results in:
1
r2
∂
∂r
(
1
4pi
Nsp∑
α=1
m˙α,vaphα − r2λg ∂T
∂r
)
= 0 (2.3.181)
Integrating yields:
1
4pi
Nsp∑
α=1
m˙α,vaphα − r2λg ∂T
∂r
= const. (2.3.182)
At the droplet surface, the previous equation becomes:
1
4pi
Nsp∑
α=1
m˙α,vaph
S
α − r2λg
∂T
∂r
∣∣∣∣
r=rp
= const. (2.3.183)
with the conductive ﬂuxes balancing the droplet heating and vaporization:
4pir2λg
∂T
∂r
∣∣∣∣
r=rp
=
Nsp∑
α=1
m˙α,vap∆hvap,α + Q˙l (2.3.184)
wherein ∆hvap,α is the speciﬁc enthalpy of vaporization and Q˙l the droplet heating rate. Com-
bining Eq. 2.3.183 and Eq. 2.3.184 the integration constant yields:
const. =
1
4pi
(
Nsp∑
α=1
m˙α,vaph
S
α −
Nsp∑
α=1
m˙α,vap∆hvap,α − Q˙l
)
(2.3.185)
Inserting the constant into Eq. 2.3.182 and replacing the speciﬁc enthalpies hα and hSα by Eq.
2.2.19 gives:
Nsp∑
α=1
m˙α,vapcp,α
(
Tg − T Sg
)
+
Nsp∑
α=1
m˙α,vap∆hvap,α + Q˙l = 4pir
2λg
∂T
∂r
(2.3.186)
Separating variables and introducing Eq. 2.3.20 results in:∫ r∞T
rp
∂r
4pir2λg
=
∫ T∞g
TSg
∂T
m˙vap
(∑Nsp
α=1 ζαcp,α
(
Tg − T Sg
)
+
∑Nsp
α=1 ζα∆hvap,α +
Q˙l
m˙vap
) (2.3.187)
The integration over the intervals [rp, r∞T ] and [T
S
g , T
∞
g ] yields:
m˙vap = 4pi
rpr
∞
T
r∞T − rp
λg∑Nsp
α=1 ζαcp,α
ln
1 + ∑Nspα=1 ζαcp,α (T∞g − T Sg )∑Nsp
α=1 ζα∆hvap,α +
Q˙l
m˙vap
 (2.3.188)
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In analogy to the Sherwood number, the modiﬁed Nusselt number Nu accounting for the Stefan
ﬂow, as stated in Abramzon and Sirignano (1989), is used:
Nu = 2
rpr
∞
T
r∞T − rp
= 2 +
Nu0 − 2
F (BT )
(2.3.189)
with F (BT ) according to Eq. 2.3.165. The Nusselt number is the non-dimensional heat transfer
rate (Baehr and Stephan, 2006) deﬁned as:
Nu =
αTL
λ
(2.3.190)
wherein L is a characteristic length scale and αT represents the heat transfer coeﬃcient:
αT = −λ
(
∂T
∂r
)S
T S − T∞ (2.3.191)
The Spalding heat transfer number BT for a multi-component fuel droplet is deﬁned by:
BT =
∑Nsp
α=1 ζαcp,α
(
T∞g − T Sg
)∑Nsp
α=1 ζα∆hvap,α +
Q˙l
m˙vap
(2.3.192)
The Nusselt number Nu0 without Stefan ﬂow is determined according to the empirical correla-
tions of Clift et al. (1978):
Nu0 = 1 +
(
1 +
(
RedpPr g
) 1
3
)
· f(Redp) (2.3.193)
with f(Redp) according to Eq. 2.3.169. In Eq. 2.3.193, Pr g is the non-dimensional Prandtl
number deﬁned in Eq. 2.2.21. With Eq. 2.3.189 and Eq. 2.3.192, Eq. 2.3.188 can be written
as:
m˙vap = 2pirpNu
λg∑Nsp
α=1 ζαcp,α
ln (1 +BT ) (2.3.194)
Equating the two equations for the surface mass ﬂux (Eq. 2.3.171 and Eq. 2.3.194), a relation-
ship between the Spalding mass transfer number BM and the Spalding heat transfer number
BT can be derived:
BT = (1 +BM)
φ − 1 (2.3.195)
with the exponent φ being:
φ =
Shα
Nu
ρgDα
λg
Nsp∑
α=1
ζαcp,α (2.3.196)
As the value of BT is needed to calculate Nu, an iterative method is used to determine BT and
Nu. Computational costs were reduced by means of lookup tables. Finally, the droplet heating
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rate Q˙l can be calculated by rearranging Eq. 2.3.192:
Q˙l = m˙vap
(∑Nsp
α=1 ζαcp,α
(
T∞g − T Sg
)
BT
−
Nsp∑
α=1
ζα∆hvap,α
)
(2.3.197)
The entire heat ﬂow rate Q˙ as deﬁned in the ODE for the change in droplet temperature (Eq.
2.3.30) is then given by:
Q˙ = m˙vap
∑Nsp
α=1 ζαcp,α
(
T∞g − T Sg
)
BT
(2.3.198)
Physical properties In the derivations of the equations above, the physical properties were
assumed to be constant and independent of location and temperature. In order to compensate
for this shortcoming, it is commonly accepted (Miller et al., 1998) to evaluate the physical
properties at a characteristic reference state. The physical properties of the vapor are calculated
at the reference conditions known as the "1/3 rule" originally proposed by Hubbard et al.
(1975) and recommended by Yuen and Chen (1976); Abramzon and Sirignano (1989); Miller
et al. (1998) and Chrigui et al. (2014):
Tref = T
S
g +
1
3
(
T∞g − T Sg
)
(2.3.199)
Yα,ref = Y
S
α +
1
3
(
Y ∞α − Y Sα
)
(2.3.200)
Eﬀect of sub-grid scale ﬂuctuations on heat and mass transfer Besides the eﬀect of
velocity modulation described in section 2.3.2, the enhanced mixing due to the turbulent ﬂuc-
tuations around the droplet increase the heat and mass transfer. In order to incorporate the
inﬂuence of the unresolved, sub-grid scale ﬂuctuations on the heat and mass transfer, empirical
correlations describing the eﬀect of turbulence intensity Tu on the average Nusselt number Nu
from Clift et al. (1978, pp. 266-271) were used. While the local Nusselt number in the experi-
ments for spheres and cylinders varied, the average Nusselt number increased with turbulence
intensity for all Reynolds numbers. A ﬁt to the experimental data gave a linear relationship
between Nu and Tu (Clift et al., 1978, p. 270) at a ﬁxed Reynolds number:
Nu = Nu0 ·
(
1.0 + 4.8 · 10−4Re0.57dp
Tu
Tuc
)
(2.3.201)
The turbulence intensity is calculated from the turbulent kinetic energy in the sub-grid scales
following Clift et al. (1978, p. 266):
Tu =
2ksgs
|~urel| (2.3.202)
The critical turbulence intensity is given by (Clift et al., 1978, p. 267):
Tuc =

5.562−log(Redp )
16.4
for Tuc ≤ 0.15
3.371−log(Redp )
1.75
for Tuc > 0.15
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2.3.3.3. Evaporation model for multi-component mixtures
The evaporation model for multi-component mixtures used within this study approximates
the discrete species distribution by a continuous description via probability density functions.
Typical distribution parameters are the molar mass, carbon atom number or normal boiling
point, depending on accurate and available experimental data. According to their molecular
structure, the components ranging from C6 to C17 are grouped into a PDF fj for each of
the four main fuel families, i.e. chemical-classes (n-alkanes, iso-alkanes, cyclo-alkanes, and
mono-aromatics). Figure 2.13 shows the chemical composition of the fuel as measured by a
GCxGC system (bars) and the approximation by the PDFs (lines). The molar mass is used as
distribution parameter. In the following, the concept of the continuous thermodynamics model
Figure 2.13.: Discrete species distribution from GCxGC measurement (bars) and the approxi-
mation by the continuous thermodynamics model (lines) for Jet A-1
(CTM) will be explained using the molar mass as distribution parameter. The total molar mass
Xj of a family j results from the sum over the molar masses Xi of species i contained in j:
Xj =
∑
i∈j
Xi (2.3.203)
Vice versa, the molar mass of an individual species is obtained by:
Xi = Xjfj(I)∆I ≈ Xjfj(I)dI (2.3.204)
The PDF of each family needs to follow the normalization condition:∫ ∞
0
fj(I)dI = 1 (2.3.205)
90 Theory and modeling of spray combustion
Whitson (1983) showed that mixtures of hydrocarbons can be accurately described by:
fj(I) =
(I − γj)αj−1
β
αj
j Γ (αj)
e
I−γj
βj (2.3.206)
with the origin of the PDF γj as well as the parameters αj and βj describing the shape of the
distribution. Γ (αj) represents the Γ -function given by:
Γ (αj) =
∫ ∞
0
tαj−1e−tdt (2.3.207)
The n-th moment of a function f(x) about a value c is deﬁned as:
µn =
∫ ∞
−∞
(x− c)n f(x) dx (2.3.208)
The mean θj for a family j is given by the ﬁrst moment with c = 0:
θj =
∫ ∞
γ
If(I) dI (2.3.209)
The second moment ψj for a family j yields:
ψj =
∫ ∞
γ
I2f(I) dI (2.3.210)
The variance σ2j is given by the second central moment (central moments are moments about
the mean, i.e. c = θj):
σ2j =
∫ ∞
γ
(I − θj)2 f(I) dI (2.3.211)
With these deﬁnitions, the following relations between the parameters θj, ψj and σ2j and the
distribution parameters αj and βj can be inferred:
θj = αjβj + γj
σ2j = αjβ
2
j (2.3.212)
ψj = θ
2
j + σ
2
j
A drawback of presuming a distribution function is that the shape is a priori ﬁxed and cannot
change during run-time. Alternatively, the PDF can be described by a Fourier series as shown
by Doué et al. (2006); Le Clercq et al. (2009) allowing for complexly shaped PDFs. This is
especially advantageous in case of condensation. Unfortunately, the description by Fourier series
is prone to oscillations tending to under- and overshoot the mole or mass fraction boundaries
of [0; 1]. Due to this fact and due to lower computational costs (3-6 Fourier coeﬃcients needed
in the Fourier approach), the presumed PDF approach was preferred within the work at hand.
2.3 Liquid phase solver 91
Gas phase analysis Subsequent to the basic deﬁnitions above, the equation for the vaporizing
mass ﬂow rate will be derived following Rachner and Doué (2009). Replacing ζα by Eq. 2.3.172
in Eq. 2.3.159 yields:
m˙vap
(
Yα,g −
Y ∞α,g − Y Sα,g (1 +BM)
BM
)
= 4pir2ρgDα
∂Yα
∂r
(2.3.213)
Inserting Eq. 2.3.176 and Eq. 2.3.204 into Eq. 2.3.213 gives:
m˙vap
Xj,gfj,g(I)
M¯g
−
X∞j,gf
∞
j,g(I)
M¯∞g
− XSj,gfSj,g(I)
M¯Sg
(1 +BM)
BM
Mi(I)dI = 4pir2ρgDα ∂
∂r
(
Xj,gfj,g(I)
M¯g
)
(2.3.214)
Integrating over the interval I ∈ [γ;∞] yields:
m˙vap
Xj,gM¯j,g
M¯g
−
X∞j,gM¯
∞
j,g
M¯∞g
− XSj,gM¯Sj,g
M¯Sg
(1 +BM)
BM
 = 4pir2ρgDα ∂
∂r
(
Xj,gM¯j,g
M¯g
)
(2.3.215)
with the mean molar weight M¯j,g of family j in the gas phase. Inserting Yj,g = Xj,gM¯j,g/M¯g
into Eq. 2.3.215 results in:
m˙vap
(
Yj,g −
Y ∞j,g − Y Sj,g (1 +BM)
BM
)
= 4pir2ρgDα
∂Yj
∂r
(2.3.216)
As Eq. 2.3.216 is equivalent to Eq. 2.3.213, the vaporizing mass ﬂow rate follows the same
equation as derived for discrete species (section 2.3.3.2) replacing the index α for the species
by j for the family:
m˙vap = 2pirpShαρgDαln (1 +BM) (2.3.217)
with
BM =
Y Sj − Y ∞j
ζj − Y Sj
=
∑NSj
j=1 Y
S
j −
∑N∞j
j=1 Y
∞
j
1−∑NSjα=1 Y Sj (2.3.218)
and
ζj =
∑
i∈j
ζi =
m˙j,vap
m˙vap
(2.3.219)
Droplet composition With the analysis of the gaseous phase being concluded, the ordinary
diﬀerential equations for the change in composition of the liquid mixture will be derived fol-
lowing Rachner and Doué (2009). The starting point is Eq. 2.3.166 inserted into Eq. 2.3.19.
This yields:
dYα,l
dt
=
6 m˙vap
ρlpid3p
(
Yα,l +
Y ∞α,l − Y Sα,l (1 +BM)
BM
)
(2.3.220)
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Inserting Eq. 2.3.176 and Eq. 2.3.204 into Eq. 2.3.220 gives:
d
dt
(
Xj,lfj,l(I)MidI
M¯l
)
=
6 m˙vap
ρlpid3p
Xj,lfj,l(I)
M¯l
+
X∞j,gf
∞
j,g(I)
M¯∞g
− XSj,gfSj,g(I)
M¯Sg
(1 +BM)
BM
Mi(I)dI
(2.3.221)
Integrating over the interval I ∈ [γ;∞] with a weighting function w results in:
d
dt
(
Xj,l
∫∞
γ
fj,l(I)MiwjdI
M¯l
)
=
6 m˙vap
ρlpid3p
∫ ∞
γ
Xj,lfj,l(I)
M¯l
+
X∞j,gf
∞
j,g(I)
M¯∞g
− XSj,gfSj,g(I)
M¯Sg
(1 +BM)
BM
Mi(I)wjdI
(2.3.222)
For wj = 1 and with
∫∞
γ
fj,l(I)MidI = M¯j and Yi = XjM¯j/M¯ , a formulation identical to Eq.
2.3.220 is obtained for the change in composition of family j:
dYj,l
dt
=
6 m˙vap
ρlpid3p
(
Yj,l +
Y ∞j,l − Y Sj,l (1 +BM)
BM
)
(2.3.223)
Analogously, for w = 1/Mj(I), w = I/Mj(I) and w = I2/Mj(I) the integration of Eq. 2.3.222
yields :
d
dt
(
Yj,l
M¯j,l
)
=
6 m˙vap
ρlpid3p
 Yj,l
M¯j,l
+
Y∞j,g
M¯∞g,l
− Y Sj,g
M¯Sj,g
(1 +BM)
BM
 (2.3.224)
d
dt
(
Yj,lθj,l
M¯j,l
)
=
6 m˙vap
ρlpid3p
Yj,lθj,l
M¯j,l
+
Y∞j,gθ
∞
j,g
M¯∞g,l
− Y Sj,gθSj,g
M¯Sj,g
(1 +BM)
BM
 (2.3.225)
d
dt
(
Yj,lψj,l
M¯j,l
)
=
6 m˙vap
ρlpid3p
Yj,lψj,l
M¯j,l
+
Y∞j,gψ
∞
j,g
M¯∞g,l
− Y Sj,gψSj,g
M¯Sj,g
(1 +BM)
BM
 (2.3.226)
Expanding the left hand side of Eq. 2.3.225 and Eq. 2.3.226, inserting Eq. 2.3.224 and
rearranging yields the ODEs for the distribution parameters:
dθj,l
dt
=
6 m˙vap
ρlpid3p
M¯j,l
Yj,lBM
(
Y ∞j,g
(
θ∞j,g − θj,l
)
M¯∞j,g
− Y
S
j,g
(
θSj,g − θj,l
)
M¯Sj,g
(1 +BM)
)
(2.3.227)
dψj,l
dt
=
6 m˙vap
ρlpid3p
M¯j,l
Yj,lBM
(
Y ∞j,g
(
ψ∞j,g − ψj,l
)
M¯∞j,g
− Y
S
j,g
(
ψSj,g − ψj,l
)
M¯Sj,g
(1 +BM)
)
(2.3.228)
With the above relations, the composition can now be computed by the ﬁrst and second mo-
ments and the (Nj − 1) mass fractions (Eq. 2.3.223) of the j families.
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Droplet temperature The change in droplet temperature for a mixture is derived starting
from Eq. 2.3.30:
dTp
dt
= − 1
cpl
6
ρlpid3p
(
m˙vap
Nsp∑
α=1
ζα∆hvap,α + Q˙
)
(2.3.229)
Replacing ζα by Eq. 2.3.172, Q˙ by Eq. 2.3.198 and the mass fractions by the mole fractions
(Eq. 2.3.176) yields:
dTp
dt
= − 1
cpl
6m˙vap
ρlpid3p
(
Nsp∑
α=1
(
XSα,gMα
M¯Sg BM
(1 +BM)−
X∞α,gMα
M¯∞g BM
)(
∆hvap,α −
cp,α
(
T∞g − T Sg
)
BT
))
(2.3.230)
In the next step, the continuous representation for the mole fraction (Eq. 2.3.204) is inserted.
The speciﬁc heat of evaporation and the speciﬁc isobaric heat capacities are replaced by their
molar PDF-representation ∆hvap,α = ∆Hvap,α(Tl, Ii)/Mj(Ii) and cp,α = Cp,α(Tref , Ii)/Mj(Ii),
respectively:
dTp
dt
= − 1
cpl
6m˙vap
ρlpid3p
∑
j
∑
i∈j
(
XSj,gf
S
j,g(Ii)(1 +BM)
M¯Sg BM
− X
∞
j,gf
∞
j,g(Ii)
M¯∞g BM
)
·
(
∆Hvap,j(Tl, Ii)∆Ii −
Cp,j(Tref , Ii)∆Ii
(
T∞g − T Sg
)
BT
) (2.3.231)
The following abbreviations are brought in:
∆hˆvap,j =
∑
i∈j
(
XSj,gf
S
j,g(Ii)(1 +BM)
M¯Sg BM
− X
∞
j,gf
∞
j,g(Ii)
M¯∞g BM
)
∆Hvap,j(Tl, Ii)∆Ii
≈
∫ ∞
γj
(
XSj,gf
S
j,g(Ii)(1 +BM)
M¯Sg BM
− X
∞
j,gf
∞
j,g(Ii)
M¯∞g BM
)
∆Hvap,j(Tl, Ii)dI
(2.3.232)
cˆp,j =
∑
i∈j
(
XSj,gf
S
j,g(Ii)(1 +BM)
M¯Sg BM
− X
∞
j,gf
∞
j,g(Ii)
M¯∞g BM
)
Cp,j(Tref , Ii)∆Ii
≈
∫ ∞
γj
(
XSj,gf
S
j,g(Ii)(1 +BM)
M¯Sg BM
− X
∞
j,gf
∞
j,g(Ii)
M¯∞g BM
)
Cp,j(Tref , Ii)dI
(2.3.233)
With the above abbreviations Eq. 2.3.231 reduces to the ODE for the change in liquid temper-
ature:
dTp
dt
= − 1
cpl
6m˙vap
ρlpid3p
∑
j
(
∆hˆvap,j −
cˆp,j
(
T∞g − T Sg
)
BT
)
(2.3.234)
In the equations derived above, several physical properties are needed in a continuous form.
The used correlations can be found in appendix B.
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2.3.4. Spray source terms
Due to the presence of the spray, additional source terms for mass, momentum, energy and
species arise on the right hand side of Eq. 2.2.8, Eq. 2.2.9, Eq. 2.2.17 and Eq.2.2.22, respec-
tively. The ﬁltered source terms result from the contribution Spφ of each individual parcel p
located at ~xp (Leboissetier et al., 2005):
S¯dφ(~x, t) =
∫
Ω
Spφ(~x, t) δ(~xp − ~x) G(~x− ~y;∆~x) d~y (2.3.235)
with the Dirac delta function δ(~xp−~x) limiting the source term to the parcel's position ~xp. For
a top-hat or box ﬁlter like the implicit ﬁltering by the discretization used within this work, the
exact solution for the ﬁltered source terms can be stated as:
S¯dφ(~x, t) =
1
Vf
Np∑
p=1
Spφ(~x, t) (2.3.236)
This represents the volume-average of Np parcels in the ﬁlter volume Vf . In case of implicit
ﬁltering by the discretization, the ﬁlter volume Vf is equivalent to the cell volume Vcell.
Mass source terms The mass change of the particles due to evaporation or condensation
leads to a mass source or sink term in the gas ﬁeld equations:
S¯dρ(~x, t) = −
1
Vf
Np∑
p=1
dmp
dt
(2.3.237)
S¯dα(~x, t) = −
1
Vf
Np∑
p=1
d(mpYα,p)
dt
(2.3.238)
with the mass mp of the parcel p and the liquid mass fraction Yα,p of species α.
Momentum source term A momentum source term arises due to changes in the parcel's
momentum along its trajectory and due to forces acting on the parcel during a gas ﬂow time
step:
S¯dρu(~x, t) = −
1
Vf
Np∑
p=1
(
d(mp~up)
dt
− ~F
)
(2.3.239)
wherein ~up represents the particle velocity vector and the second term in Eq. 2.3.239 accounts
for external forces ~F aﬀecting the particle, e.g. the gravity force ~Fg = mp~g.
Energy source term The energy source term SdE yields:
S¯dh(~x, t) = −
1
Vf
Np∑
p=1
(
Nsp∑
α=1
d(mpYα,pe
α)
dt
+
d(1
2
mp|~up|2)
dt
− ~F · ~up
)
(2.3.240)
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The ﬁrst term on the right hand side of Eq. 2.3.240 is the change of internal energy e, the
second term the change of kinetic energy and the third one the work of external forces acting
on the particle. The data are exchanged online between the gaseous Eulerian phase and the
liquid Lagrangian phase via an iterative two-way-coupling procedure.
3. Non-reactive test cases
The non-reactive test cases comprise sub-model tests for the atomization and dispersion models.
In section 3.1, the liquid jet in cross-ﬂow model described in section 2.3.1.1 is tested in a
premixing duct. Section 3.2 covers the examination of the pre-ﬁlming airblast atomization
model described in section 2.3.1.2 checked against measurements at the KIT-ITS. Chapter 3
is concluded in section 3.3 by a comparison of the dispersion models, which were speciﬁed in
section 2.3.2, with experimental data in a particle-laden swirling ﬂow.
3.1. Atomization of a liquid jet in cross-ﬂow
Calibration and validation of the jet breakup model described in section 2.3.1.1 is based on
a comparison to experiments carried out at the facilities of DLR Cologne (Becker and Hassa,
2002). In order to cover a large parameter range, the test case is computed with an unsteady
RANS method on a coarse grid allowing for short turnaround times. The primary goal is to
test the model in an unsteady environment before applying it to a rather costly LES. Besides
these considerations, the author has no concerns related to the applicability to LES.
3.1.1. Test case description
The test rig shown in Fig. 3.1 consists of a medium pressure, high temperature test cell
designed for three-way optical access. The dimensions of the rectangular channel are 180 mm
x 25 mm x 40 mm. Medium pressure conditions up to 15 bars, air temperatures of 850 K
and air velocities of about 120 m/s can be achieved. For a detailed description of the test rig
the reader is referred to Brandt et al. (1998). The fuel jet composed of Jet A-1 enters the
duct via a plain jet nozzle of 0.45 mm in diameter at a downstream distance of 155 mm from
the main air inlet. The measurement techniques, which were applied, include time-resolved
shadowgraphy, Mie-scattering laser techniques and Phase Doppler Anemometry (PDA). Fig.
3.2 shows shadowgraph images of the disintegrating jet corresponding to approximately 10 mm
by 7.0 mm in reality. Associated test conditions are listed in Table 3.1.
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Figure 3.1.: Premix duct for spray measurements at DLR Cologne (from Brandt et al. (1998))
Test case id Air Air Air Air Momentum
pressure temperature density velocity ﬂux ratio
pair Tair ρair uair q
[bar] [K] [kg/m3] [m/s] [-]
baseline 5.8 280 7.19 100 6
q2 5.8 280 7.19 100 2
q18 5.8 280 7.19 100 18
p9 8.7 280 10.78 100 6
u75 5.9 285 7.18 75 6
u75q2 5.9 285 7.18 75 2
Table 3.1.: Boundary conditions of the jet in cross-ﬂow experiment
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Figure 3.2.: Shadowgraph images of the disintegrating jet (from Rachner et al. (2002) and Eckel
et al. (2016))
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3.1.2. Numerical Setup
Figure 3.3.: Numerical discretization of the premix duct with boundary conditions (from Eckel
et al. (2016))
The rectangular duct is discretized by structured, hexahedral mesh elements (Fig. 3.3). The
mesh density is increased in the vicinity of the fuel injection oriﬁce, which is located at the
lower wall. In order to reduce computational costs, a symmetry condition is applied at the
center plane (normal to the y-direction) of the duct. The gas phase (air) enters the domain
at the air inlet 155 mm upstream of the plain jet nozzle with a constant velocity. At x = 0,
the liquid phase (Jet A-1) issues from the fuel nozzle in the center plane. At the outlet an
outﬂow boundary condition is applied. The dispersed phase solver SPRAYSIM described in
subsection 2.3 is coupled to the gas phase solver THETA presented in subsection 2.2 by an
iterative two-way-coupling procedure. A projection method is used to couple pressure and
velocity. For the spatial discretization, second-order upwind and central schemes are used for
convective and diﬀusive terms, respectively. A second-order three point backward method is
applied for the temporal evolution. Turbulence is modeled by a standard k −  turbulence
model (Wilcox, 1994). The dispersion model of Gosman and Ioannides (1983) is applied for
the droplet dispersion.
3.1.3. Results
The jet breakup model is calibrated by means of comparisons between the experiments and
the computational results at baseline conditions. Subsequently, it is applied with the same set
of model parameters to a diversity of test conditions, i.e. a variation in air pressure pair and
hence air density ρair, air velocity uair as well as the momentum ﬂux ratio q (see Table 3.1).
The momentum ﬂux ratio, which is the main parameter controlling the breakup of liquid jets
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(a) after ∆t=0.5 ms
(b) after ∆t=1 ms
(c) quasi-steady state
Figure 3.4.: Simulation of liquid jet break-up in cross-ﬂow at baseline conditions (from Eckel
et al. (2016))
in cross-ﬂow, is deﬁned as:
q =
ρl|~ul|
ρg|~ug| (3.1.1)
Results of the simulation at baseline conditions at diﬀerent time spans after the beginning of
liquid injection are depicted in Fig. 3.4. Illustrated droplet sizes are proportional to their
physical dimensions. The jet diameter corresponds to 450 µm, jet fragments have typical sizes
of 100 - 150 µm and initial spray droplets are on the scale of 40 - 80 µm. The jet diameter
decreases along its trajectory due to the acceleration and the loss of mass. At the position of
column breakup, the remaining jet mass collapses and forms large jet fragments. A high per-
centage of small droplets is now generated due to erosion from this fragments. As the fragment
drops are accelerated and the relative velocity between gas and drop decreases, the rupture of
liquid from the surface ﬁnally stops. The little droplets, which are ripped out of the surface
of both the liquid jet and the fragment drops, are immediately transported with the gas ﬂow
due to their small Stokes numbers. Highly accelerated by the co-ﬂowing air, they reach the
freestream velocity on very short path lengths. In contrast, the bigger drops with high inertia
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Figure 3.5.: Liquid jet trajectory for experimental conditions of Table 3.1 (from Eckel et al.
(2016))
(high Stokes numbers) approach the freestream velocity towards the end of the duct. With
respect to spray spread, the bigger drops are able to penetrate deeper into the duct because of
their higher momentum.
Fig. 3.5 illustrates a comparison of the jet trajectory between the experimental ﬁndings and
the computed results. The jet trajectory is based on the outer contour. The position of column
breakup in the simulation is given by the end of the lines. In the experiment, the position of
column breakup at baseline conditions was determined to be at x ≈ 3.3 mm, which matches
well with the simulation. However, this only veriﬁes the calibration of the breakup time crite-
rion of Eq. 2.3.61. Comparing the trajectory for all conditions, an overall good agreement can
be observed except for a slightly higher slope of the numerical computation at the location of
column breakup. For the case of elevated pressure (case p9) as well as for the case of reduced
velocity (case u75), a small overestimation of the jet penetration is visible.
The comparison of fuel ﬂuxes in a plane 80 mm downstream of the injection oriﬁce shows
strong similarities between experiment (Fig. 3.6a) and simulation (Fig. 3.6b). However, the
center of maximum volumetric fuel ﬂow rate is measured to be at a distance of ∆z = 8 mm
from the bottom of the duct. The simulation shows a maximum at ∆z = 9 mm. From
Table 3.2, it can be seen that the diameters are slightly overpredicted in the simulation. This
leads to an overestimation of the penetration due to a higher inertia. The extent of regions
of high fuel ﬂux is moderately underestimated indicating an underprediction of spray spread.
However, it should be noted that PDA measurements of fuel ﬂuxes are known to have large
uncertainties with respect to the quantitative information (Tropea, 2011). Nevertheless, they
give a good qualitative impression. The jet atomization model is capable of predicting the
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(a) Measurement at DLR Cologne (Rachner et al.,
2002)
(b) THETA-SPRAYSIM Simulation
Figure 3.6.: Comparison of liquid fuel ﬂuxes for baseline conditions in plane x=80 mm (from
Eckel et al. (2016))
Experiment Simulation
SMD 31.0 µm 32.7 µm
D0.1 21.8 µm 24.2 µm
D0.5 32.6 µm 33.6 µm
D0.9 47.2 µm 46.6 µm
Table 3.2.: Comparison of droplet diameters for baseline conditions in plane x=80 mm
location of droplet detachment from the liquid body as well as the collapse of the remaining
liquid column producing large droplets. In combination with the calculation of diameters and
velocities of the resulting droplets, the model improves the accuracy of initial and boundary
conditions for the Lagrangian particle tracking algorithm. As a consequence the quality of
spray computations involving transverse jets can be enhanced, in particular with respect to
droplet sizes (covering the whole size spectrum), spray spread, penetration length and liquid
volume ﬂux. Furthermore, breakup is modeled without the necessity of resolving the interface.
Hence, initial and boundary conditions can be imposed for industrial spray computations of
complex geometries in which a resolution of the gas-liquid interface is impossible, up to now.
3.2. Pre-ﬁlming airblast atomization
The empirical sheet breakup model described in section 2.3.1.2 is tested based on a comparison
to experiments carried out by Gepperth et al. (2010, 2012).
3.2.1. Test case description
The test case is a simpliﬁed two-dimensional version of a pre-ﬁlming airblast atomizer. Perspex
was used as material for the pre-ﬁlmer and the walls. This and the 2D conﬁguration ensure a
good optical accessibility. After passing an upstream mixer, a ﬂow straightener and a convergent
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Figure 3.7.: Test section of the pre-ﬁlming airblast atomization experiment conducted at KIT-
ITS (adapted from Gepperth et al. (2012))
Liquid Density Kin. viscosity Surface tension
ρl νl σ
[kg/m3] [m2/s] [kg/s2]
C3H8O2-H2O 1004.3 6.25 · 10−6 0.0454
Shellsol D100 797.0 3.20 · 10−6 0.0380
Shellsol D70 792.0 1.97 · 10−6 0.0260
Shellsol D40 780.0 1.14 · 10−6 0.0250
Table 3.3.: Physical properties of liquids from Gepperth et al. (2010)
nozzle, the air enters the test section from the left of Fig. 3.7. At a downstream distance
of 25 mm the liquid is injected via a row of small holes and forms a thin ﬁlm. The high
velocity gas ﬂow causes waves at the liquid surface until the atomizer edge is reached and
the liquid is atomized. The experimental data was obtained by a laser-based shadowgraphy
technique directly after the atomizer edge. The atomizer was operated at ambient pressure
and temperature (T = 298K). For details of the experimental setup and the measurement
technique the reader is referred to Gepperth et al. (2010, 2012).
3.2.2. Numerical setup
The empirical correlations derived in section 2.3.1.2 were implemented into a MATLAB R© (The
MathWorks Inc., 2013) code with sub-routines for the individual sub-processes. No secondary
breakup model is applied as the experimental data were taken directly after the atomizer edge.
The investigated liquids comprise a propanediol-water mix (C3H8O2 − H2O), Shellsol D100,
Shellsol D70 and Shellsol D40. The properties of these liquids relevant for atomization are
listed in table 3.3.
3.2.3. Results
A comparison of wave frequencies obtained via the breakup model (Eq. 2.3.92) to the shedding
frequency experimentally measured can be found in Fig. 3.8a. As mentioned in section 2.3.1.2,
the length scale L in the break-up model depends on the global ﬂow conditions and not on the
local ﬂow, which would be desirable for a universally valid model. Hence, diﬀerent length scales
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(a) Wave frequencies (b) Sauter Mean Diameter
Figure 3.8.: Comparison of the measurement and the model prediction (from Eckel et al. (2013))
(a) Gas velocity ug = 20m/s (b) Gas velocity ug = 40m/s (c) Gas velocity ug = 60m/s
Figure 3.9.: Volume distributions of Shellsol D70 with a volume ﬂux of V˙ /w = 25mm2/s depen-
dent on the gas velocity (from Eckel et al. (2013), experimental data of Gepperth
(2013))
are tested as the ﬂow conditions inside the channel above the pre-ﬁlmer were not known. The
length scales tested are the laminar vorticity thickness in a channel ﬂow as well as the laminar
and turbulent boundary layer thicknesses on a ﬂat plate. For the vorticity thickness δvort, the
correlation for laminar channel ﬂows measured by Raynal et al. (1997) is used:
δvort = 8.5H
( |~ug|x
νg
)− 1
2
(3.2.1)
with x being the distance along which the boundary layer evolves and H the channel height.
The lines in Fig. 3.8a are obtained by linear regression. The dashed line represents the perfect
match between measured and predicted frequencies. The results obtained with the vorticity
thickness show the smallest deviation from this ideal line. Because of the particular inﬂow con-
ditions, i.e. a ﬂow contraction caused by a convergent nozzle, the boundary layer seems to stay
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(a) Propanediol-water mix (b) Shellsol D100 (c) Shellsol D40
Figure 3.10.: Volume distributions at a gas velocity ug = 60 m/s with a volume ﬂux of
V˙ /w = 25 mm2/s dependent on the liquid properties (from Eckel et al. (2013),
experimental data of Gepperth (2013))
laminar. The deviations from the straight line might be due to the disregard of liquid viscosity
and surface tension in the approximations of Raynal et al. (1997) and Villermaux (1998). On
the basis of this results, a constant correction factor is introduced in Eq. 2.3.92.
As mentioned earlier, the outcome of bag breakup, which was observed in the experiments of
Gepperth et al. (2010, 2012, 2014) and Bärow et al. (2015) (see Fig. 2.7) is typically a bimodal
drop size distribution (Opfer et al., 2012). But the data of Gepperth (2013) (Fig. 3.9 and
3.10) does not show this bimodal behavior, besides a small peak around 50 µm. This peak was
ascribed to a systematic measurement error by the authors (Gepperth, 2013). The absence of
a bimodal distribution could be due to the fact that the volume ratios given in table 2.1 might
not be representative for bag breakup in primary atomization of liquid ﬁlms. For primary
atomization, the majority of the volume is possibly comprised in the basal ring structure,
while only a small portion of the volume ends up in the thin bubble-like ﬁlm. Furthermore,
as the experimental apparatus of Gepperth et al. (2010, 2012) was optimized for diameters
larger than 50 µm, droplets stemming from the disintegration of the bag membrane having
smaller diameters might have been rejected from the data acquisition system. Due to the above
considerations, the confrontation of experimental data with results calculated with the breakup
model will focus only on the fragments originating from ligament breakup in the following.
In Fig. 3.8b, the SMD of ligament droplets calculated by the breakup model is compared
with the one measured experimentally. A general good agreement can be seen. However, as
mentioned earlier, the experiments show the existence of rather a distribution of droplet sizes
than a distinct single droplet size. Thus, beside integral values like the SMD, the whole volume
distribution ought to be compared. Fig. 3.9 shows a juxtaposition of volume distributions of
Shellsol D70 at diﬀerent gas velocities. The experimental data are illustrated by grey bars while
the results of the atomization model are displayed by blue lines. The agreement at gas velocities
of 40 m/s and higher is excellent while it slightly deteriorates towards the lower velocity of 20
m/s. But it has to be noted that the measurement accuracy also falls oﬀ towards lower velocities
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due to the low number of counts and hence higher statistical errors. Nevertheless, the trend is
correctly predicted. Fig. 3.9c and Fig. 3.10 combined show the inﬂuence of the liquid properties
on the atomization outcome. The confrontation reveals good correspondence for Shellsol D40,
Shellsol D70 and Shellsol D100 as well as a satisfactory one for the Propanediol-water mixture.
Nonetheless, it should be mentioned again that the results were obtained with the same set of
parameters without any tuning of constants.
3.3. Particle dispersion in a particle-laden swirling ﬂow
The particle dispersion models described in section 2.3.2 are tested on the particle-laden swirling
ﬂow test case of Sommerfeld and Qiu (1991, 1993). As very few test cases for particle-laden
swirling ﬂows exist, which separate the dispersion from vaporization and combustion, it is well-
known and was also simulated by Apte et al. (2003); Cuenot et al. (2006); Oefelein et al. (2007);
Boileau et al. (2008).
Figure 3.11.: Setup of the particle-laden swirling ﬂow experiment (adapted from Sommerfeld
and Qiu (1991, 1993))
3.3.1. Test case description
The experimental setup is shown in Fig. 3.11. The test section made of Plexiglas, which
guaranteed good optical accessibility, is the central part in the setup. The system comprised
two ﬂow circuits. The ﬁrst one was used for the central tube, in which the particles (spherical
glass beads) were injected. In the second ﬂow circuit, the air passed a swirl generator and
entered a concentric annulus. Both the inner tube and the concentric annulus ended in the
test section with a sudden expansion. Particle sizes and velocities were measured at several
downstream positions by means of a PDA system. Simultaneously, the gas phase velocity
was determined using tracer particles with a mean diameter of about 1.5µm. Due to the
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Gas phase
Temperature [K] 300
Density [kg/m3] 1.18
Dyn. viscosity [kg/(ms)] 1.84 · 10−5
Mass ﬂow rate central jet [kg/s] 6.0 · 10−3
Mass ﬂow rate concentric jet [kg/s] 4.46 · 10−3
Dispersed phase
Material Glass
Shape Spherical
Density [kg/m3] 2500.0
Size distribution see Fig. 3.12
Sauter Mean Diameter [m] 58.56 · 10−6
Mass ﬂow rate central jet [kg/s] 1.0 · 10−3
Mass ﬂow rate concentric jet [kg/s] 0.0
Table 3.4.: Boundary conditions for the swirling ﬂow test case
Figure 3.12.: Particle size distribution in the swirling ﬂow test case
uncertainties in mass ﬂux determination, the particle mass ﬂux values were corrected using the
global particle mass balance. The boundary conditions of the full swirling ﬂow test case are
listed in Table 3.4. The particle size distribution is depicted in Fig. 3.12 with particle sizes
ranging from a few to 120 microns and a Sauter mean diameter of 58.56 µm.
3.3.2. Numerical setup
In comparison to prior investigations by Apte et al. (2003); Cuenot et al. (2006); Oefelein
et al. (2007); Boileau et al. (2008), the inlet velocities of the concentric inlet in this work are
not provided by an inﬂow generator. Instead, the swirler is integrated into the computational
domain (see dashed box in Fig. 3.11). Thereby, the inﬂow conditions into the test section are
directly computed in the LES avoiding uncertainties related to synthetic turbulence generators.
A fully unstructured tetrahedral mesh with reﬁnements in the swirler vanes, in the proximity
of walls, and in the mixing zone is used. The resulting grid shown in Fig. 3.13 consists of
10.9 million mesh points, i.e. 60.0 million mesh elements. Using a proportional-integral (PI)
mass ﬂow controller, a pre-calculation of an inﬁnite pipe ﬂow was performed. A time-series of
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Figure 3.13.: Computational grid of the swirling ﬂow test case
instant velocities in a cross-section of this pipe ﬂow serves as boundary condition for the central
ﬂow. The particles are randomly introduced at the central inﬂow boundary, following the size
distribution depicted in Fig. 3.12.
3.3.3. Results
3.3.3.1. Qualitative description of phenomena
Fig. 3.14 demonstrates the general ﬂow features of the test case. The axial gas velocity is shown
in the center plane. It is characterized by the high velocity (red) swirling jets entering the test
section from the concentric annulus. The swirl generates an inner and outer recirculation zone
(blue) with a relatively short re-attachment length. Vortices are visualized by the widely-used
λ2-criterion (Jeong and Hussain, 1995). λ2 is the second eigenvalue of the tensor:
qij = ΩikΩkj + SikSkj (3.3.1)
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Figure 3.14.: Instantaneous snapshot of the computation
with S and Ω being the symmetric and asymmetric parts of the velocity gradient tensor:
S =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(3.3.2)
Ω =
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)
(3.3.3)
The vortical structures (pink) originate from the sharp edges of the swirler and the high-shear
regions in the test section. They are ﬂushed downstream in the high velocity regions and sucked
back in the recirculation zones. The little black spheres represent the glass beads injected trough
the inlet of the inner pipe. The size of the spheres corresponds to the actual size of the glass
particles scaled by a constant factor for the sake of visualization.
3.3.3.2. Gas phase
After this qualitative description of the physical phenomena, the results of the computation
will be quantitatively compared to the experimental ﬁndings. The values of the simulation were
time-averaged during run-time. Then, they were extracted at the downstream positions of the
measurement planes and averaged in angular direction. Fig. 3.15, 3.16 and 3.17 display the
axial, radial and tangential mean velocities, respectively. The continuous lines reﬂect the results
obtained with the stochastic dispersion model while the ones calculated with the interaction
time dispersion model are given by the dashed lines. The experimental data is represented by
squares. The agreement between simulation and experiment concerning the mean gas velocities
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is excellent. No diﬀerences between the stochastic and the interaction time dispersion model
can be observed. The juxtaposition of the gas velocity ﬂuctuations in axial direction (Fig.
3.18) shows identical behavior. The radial (Fig. 3.19) and tangential (Fig. 3.20) direction
reveal small discrepancies. While the stochastic model performs better in the radial direction
in contrast to a more dissipative behavior of the interaction time model, the interaction time
model shows a slightly better agreement in the tangential direction with the stochastic model
exhibiting some overshoots.
(a) z = 0.003 m (b) z = 0.025 m (c) z = 0.052 m
(d) z = 0.085 m (e) z = 0.112 m (f) z = 0.155 m
(g) z = 0.195 m (h) z = 0.315 m
Figure 3.15.: Time- and angular-averaged mean axial gas velocity at diﬀerent downstream posi-
tions: Stochastic model (continuous lines), interaction time model (dashed lines)
and experimental data (squares)
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3.3.3.3. Dispersed phase
The particle mass ﬂuxes through the diﬀerent downstream registration planes (see Fig. 3.21)
show only minor diﬀerences between the models. Due to the excellent agreement in all other
registration planes, the deviation in Fig. 3.21c is attributed to measurement inaccuracies. The
distributions of the axial, radial and tangential mean particle velocity over the radius are illus-
trated in Fig. 3.22, 3.23 and 3.24, respectively. The ﬂuctuations of the velocity components
in axial, radial and tangential direction are depicted in Fig. 3.25, 3.26 and 3.27, respectively.
Again, continuous lines reﬂect the results obtained with the stochastic dispersion model while
the ones calculated with the interaction time model are given by the dashed lines. The ex-
perimental data is represented by squares. Furthermore, three diﬀerent diameter classes are
distinguished, i.e. 30 µm (red), 45 µm (blue) and 60 µm (black). Firstly, it has to be men-
tioned that the results of the time interaction model in the registration plane (a) and (h) suﬀer
from insuﬃcient statistics, as no particle passed the registration cells in areas clearly marked
by highly negative numbers. Secondly, the measurement data reveal some inconsistency in
terms of asymmetric proﬁles (see Fig. 3.22b and 3.22c) and unrealistic values (see values of
zero at low radial positions in Fig. 3.22h, 3.24h,3.25h and 3.27h). Despite an overall excellent
agreement and only minor diﬀerences between the models, Fig. 3.22e, 3.22f and 3.22g show
disparities for small radial positions. In the transition zone from down- to upstream ﬂow in
the central recirculation zone, the interaction time model seems to react too fast. The same
applies to the stochastic model for larger particles (see black color in Fig. 3.22f). Furthermore,
small particles overreacted to the back ﬂow in the computations with the stochastic dispersion
model (see undershoot in Fig. 3.22g, red color). The radial particle velocity proﬁles exhibit
slight overshoots (see Fig. 3.23b and 3.23c) and undershoots (see Fig. 3.23d and 3.23e) of both
models in the high velocity regions. The mean tangential velocity proﬁles (Fig. 3.24) were
well reproduced showing only minor deviations. Concerning the particle velocity ﬂuctuations,
the trends were excellently predicted by both models despite Fig. 3.27f and 3.27g showing an
opposite behavior very close to the center. Overall, the stochastic dispersion model leads to
higher particle velocity ﬂuctuations compared to the interaction time model. This is consis-
tent with the prior observation concerning the behaviour in the transition region from down-
to upstream ﬂow, as the stochastic model is more resistant to the reverse ﬂow. Furthermore,
the stochastic model tends to overpredict the ﬂuctuations (e.g. 3.26b, 3.26c, 3.27f and 3.27g),
while the interaction time dispersion model shows a better agreement for all three components.
Summarizing, it can be concluded that despite minor deviations the dispersion of particles in a
turbulent, swirling ﬂow can be accurately simulated with the computational platform presented
in this thesis.
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(a) z = 0.003 m (b) z = 0.025 m (c) z = 0.052 m
(d) z = 0.085 m (e) z = 0.112 m (f) z = 0.155 m
(g) z = 0.195 m (h) z = 0.315 m
Figure 3.16.: Time- and angular-averaged mean radial gas velocity at diﬀerent downstream
positions: Stochastic model (continuous lines), interaction time model (dashed
lines) and experimental data (squares)
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(a) z = 0.003 m (b) z = 0.025 m (c) z = 0.052 m
(d) z = 0.085 m (e) z = 0.112 m (f) z = 0.155 m
(g) z = 0.195 m (h) z = 0.315 m
Figure 3.17.: Time- and angular-averaged mean tangential gas velocity at diﬀerent downstream
positions: Stochastic model (continuous lines), interaction time model (dashed
lines) and experimental data (squares)
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(a) z = 0.003 m (b) z = 0.025 m (c) z = 0.052 m
(d) z = 0.085 m (e) z = 0.112 m (f) z = 0.155 m
(g) z = 0.195 m (h) z = 0.315 m
Figure 3.18.: Time- and angular-averaged axial gas velocity ﬂuctuations at diﬀerent downstream
positions: Stochastic model (continuous lines), interaction time model (dashed
lines) and experimental data (squares)
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(a) z = 0.003 m (b) z = 0.025 m (c) z = 0.052 m
(d) z = 0.085 m (e) z = 0.112 m (f) z = 0.155 m
(g) z = 0.195 m (h) z = 0.315 m
Figure 3.19.: Time- and angular-averaged radial gas velocity ﬂuctuations at diﬀerent down-
stream positions: Stochastic model (continuous lines), interaction time model
(dashed lines) and experimental data (squares)
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(a) z = 0.003 m (b) z = 0.025 m (c) z = 0.052 m
(d) z = 0.085 m (e) z = 0.112 m (f) z = 0.155 m
(g) z = 0.195 m (h) z = 0.315 m
Figure 3.20.: Time- and angular-averaged tangential gas velocity ﬂuctuations at diﬀerent down-
stream positions: Stochastic model (continuous lines), interaction time model
(dashed lines) and experimental data (squares)
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(a) z = 0.003 m (b) z = 0.025 m (c) z = 0.052 m
(d) z = 0.085 m (e) z = 0.112 m (f) z = 0.155 m
(g) z = 0.195 m (h) z = 0.315 m
Figure 3.21.: Time- and angular-averaged particle mass ﬂux distribution at diﬀerent down-
stream positions: Stochastic model (continuous lines), interaction time model
(dashed lines) and experimental data (squares)
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(a) z = 0.003 m (b) z = 0.025 m (c) z = 0.052 m
(d) z = 0.085 m (e) z = 0.112 m (f) z = 0.155 m
(g) z = 0.195 m (h) z = 0.315 m
Figure 3.22.: Time- and angular-averaged mean axial particle velocity distribution at diﬀer-
ent downstream positions: Stochastic model (continuous lines), interaction time
model (dashed lines) and experimental data (squares). Colors refer to diﬀerent
particle sizes: 30 µm (red), 45 µm (blue) and 60 µm (black)
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(a) z = 0.003 m (b) z = 0.025 m (c) z = 0.052 m
(d) z = 0.085 m (e) z = 0.112 m (f) z = 0.155 m
(g) z = 0.195 m (h) z = 0.315 m
Figure 3.23.: Time- and angular-averaged mean radial particle velocity distribution at diﬀer-
ent downstream positions: Stochastic model (continuous lines), interaction time
model (dashed lines) and experimental data (squares). Colors refer to diﬀerent
particle sizes: 30 µm (red), 45 µm (blue) and 60 µm (black)
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(a) z = 0.003 m (b) z = 0.025 m (c) z = 0.052 m
(d) z = 0.085 m (e) z = 0.112 m (f) z = 0.155 m
(g) z = 0.195 m (h) z = 0.315 m
Figure 3.24.: Time- and angular-averaged mean tangential particle velocity distribution at dif-
ferent downstream positions: Stochastic model (continuous lines), interaction time
model (dashed lines) and experimental data (squares). Colors refer to diﬀerent
particle sizes: 30 µm (red), 45 µm (blue) and 60 µm (black)
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(a) z = 0.003 m (b) z = 0.025 m (c) z = 0.052 m
(d) z = 0.085 m (e) z = 0.112 m (f) z = 0.155 m
(g) z = 0.195 m (h) z = 0.315 m
Figure 3.25.: Time- and angular-averaged axial particle velocity ﬂuctuations distribution at dif-
ferent downstream positions: Stochastic model (continuous lines), interaction time
model (dashed lines) and experimental data (squares). Colors refer to diﬀerent
particle sizes: 30 µm (red), 45 µm (blue) and 60 µm (black)
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(a) z = 0.003 m (b) z = 0.025 m (c) z = 0.052 m
(d) z = 0.085 m (e) z = 0.112 m (f) z = 0.155 m
(g) z = 0.195 m (h) z = 0.315 m
Figure 3.26.: Time- and angular-averaged radial particle velocity ﬂuctuations distribution at
diﬀerent downstream positions: Stochastic model (continuous lines), interaction
time model (dashed lines) and experimental data (squares). Colors refer to dif-
ferent particle sizes: 30 µm (red), 45 µm (blue) and 60 µm (black)
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(a) z = 0.003 m (b) z = 0.025 m (c) z = 0.052 m
(d) z = 0.085 m (e) z = 0.112 m (f) z = 0.155 m
(g) z = 0.195 m (h) z = 0.315 m
Figure 3.27.: Time- and angular-averaged tangential particle velocity ﬂuctuations distribution
at diﬀerent downstream positions: Stochastic model (continuous lines), interac-
tion time model (dashed lines) and experimental data (squares). Colors refer to
diﬀerent particle sizes: 30 µm (red), 45 µm (blue) and 60 µm (black)
4. Reactive test cases
After the sub-model tests in the previous chapter, this chapter deals with the application of
the entire spray simulation platform to reactive test cases. The reactive test cases comprise
the combustion around mono-disperse droplet chains (section 4.1), an entrained-ﬂow gasiﬁer
linked to fuel processing technology (section 4.2) and a swirl-stabilized spray burner related to
aero-engine combustors (section 4.3).
4.1. Combustion around mono-disperse droplet chains
Before applying the simulation platform to the complex and expensive test cases, which will
be introduced in the following sections 4.2 and 4.3, this test case served as veriﬁcation for the
coupling between the multi-component vaporization model and the detailed chemistry solver.
In order to keep the operating expenses for the experiments low, the focus is on a qualita-
tive comparison between the simulations and the experimentally observed ﬂame luminescence
(Mosbach and Yin, 2015).
4.1.1. Test case description
Figure 4.1.: Setup of the mono-
disperse droplet chains
experiment (adapted
from Gebel et al. (2015b))
Five mono-disperse droplet chains were injected into a
nearly rectangular channel with a cross-sectional area
of 62 cm2 and a length of 1 m (see Fig. 4.1). The mono-
disperse droplet chains were generated by a piezoelec-
tric driven "Vibrating Oriﬁce Aerosol Generator" (TSI
Corporation, MN, USA) combined with a laser perfo-
rated disc having ﬁve micro-holes. Each of the ﬁve ori-
ﬁces in the injector plane had a diameter of 50µm re-
sulting in a droplet diameter of ∼ 100µm and a droplet
spacing of the order of ∼ 250µm. Good optical acces-
sibility of the ignition and combustion region with a
maximum ﬁeld of view of 24 cm x 6 cm allowed for
optical measurement techniques. The partially vapor-
ized chains of fuel-droplets were ignited by a focused
laser pulse created by a ﬂash lamp-pumped, Q-switched
and frequency-doubled Nd:YAG laser. For a detailed
description of the experimental device and the igni-
tion procedure, the reader is referred to Gebel et al.
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(2015a,b). Air with a temperature of 295.15 K and a volume ﬂow rate of 40m3/h at ambient
pressure was used as oxidizer. The low air volume ﬂow rate resulted in a laminar ﬂow around
the central body, where the injector was mounted. The fuels, which were examined in this
study, involved a conventional kerosene (Jet A-1), a fully synthetic Jet Fuel from Sasol (FSJF)
and a dearomatized hydrocarbon blend (Exxsol D80). All fuels were studied keeping the tem-
perature and the mass ﬂow rates of both air and fuel constant. Keeping the mass ﬂow rates
constant, however, leads to two drawbacks. Firstly, the global equivalence ratio varied between
the fuels and secondly the droplet inlet velocity changed with the diﬀerent liquid densities of
the fuels. A summary of the fuel speciﬁc boundary conditions can be found in Table 4.1. The
ﬂame luminescence was recorded 0.05 s after the igniting laser pulse by a LaVision Imager
Intense CCD camera with an UV lens (25 mm, F/2.8, UKA UV2528B) and two UG 11 ﬁlters.
The gate exposure time was 0.9 s. Several runs were averaged to obtain the average ﬂame
luminescence of the individual fuels.
Fuel Jet A-1 FSJF Exxsol D80
Temperature Tliq [K] 303.15 303.15 303.15
Density ρliq [kg/m3] 810.75 818.68 793.84
Mean molar weight Mliq [kg/mol] 148.84 153.04 173.18
Mass ﬂow rate m˙liq [g/min] 2.0 2.0 2.0
Inlet velocity vliq [m/s] 4.19 4.15 4.28
Table 4.1.: Fuel speciﬁc boundary conditions
4.1.2. Numerical setup
Figure 4.2.: Cut through the center plane of the computational grid
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Discretization The computational domain shown in Fig. 4.2 comprises the combustion cham-
ber and the central body with the mounted injector. The geometry is discretized by a fully
unstructured tetrahedral mesh. The grid is reﬁned in the area of the droplet chains and in near-
wall regions. This leads to a grid size of 600 000 points corresponding to 3.2 million volume
elements.
(a) Jet A-1 (b) FSJF (c) Exxsol D80
Figure 4.3.: Discrete species distribution from GCxGC measurement (bars) and the approxi-
mation by the continuous thermodynamics model (lines)
Description of the liquid mixture Fig. 4.3 illustrates the discrete species distributions
(bars), which were determined by means of a GCxGC gas chromatography system. The ap-
proximation with the CTM model described in section 2.3.3.3 is represented by the solid lines.
The colors refer to the diﬀerent chemical classes (see section 2.3.3.1), i.e. n-alkanes (red),
iso-alkanes (green), cyclo-alkanes (blue) and aromatics (orange).
Reaction mechanism The chemical surrogate in the gas phase reaction mechanism consists of
one representative species for each chemical class, i.e. n-dodecane (C12H26), iso-octane (C8H18),
cyclo-hexane (C6H12) and toluene (C7H8). In total, the chemical kinetics mechanism involves
76 species and 438 reactions (Slavinskaya et al., 2015). The coupling is established by assigning
the vapor species of each fuel family to the representative gaseous species listed in Table 4.2.
These gaseous species are chosen matching the chemical class of the vapor species with one
exception. The GCxGC measurements of Exxsol D80 revealed a narrow distribution of rather
long-chained iso-alkanes. Unfortunately, the heaviest molecule of the iso-alkane family in the
chemical kinetics mechanism is iso-octane. As a consequence, the vapor species of the iso-alkane
family for Exxsol D80 is assigned to n-dodecane.
Fuel vapor species Assigned gaseous species for
family Jet A-1 FSJF Exxsol D80
n-alkanes n-dodecane n-dodecane n-dodecane
iso-alkanes iso-octane iso-octane n-dodecane
cyclo-alkanes cyclo-hexane cyclo-hexane cyclo-hexane
mono-aromatics toluene toluene -
Table 4.2.: Coupling between fuel vapor species and species in the gas phase reaction mechanism
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4.1.3. Results
(a) Normalized mass ﬂow rate (b) Droplet diameter (c) Droplet temperature
Figure 4.4.: Preliminary assessment concerning the vaporization of the droplet chains in pre-
heated air (800 K). Each point reﬂects a registration plane orthogonal to the main
ﬂow direction.
4.1.3.1. Preliminary assessment of vaporization rates
Prior to the investigation of the reactive cases, the vaporization of the droplet chains is assessed
by means of steady computations in pre-heated air (800 K). Fig. 4.4a, 4.4b and 4.4c display
the change in mass ﬂow rate, in the Sauter mean diameter, and in the droplet temperature,
respectively. The droplets were detected in registration planes orthogonal to the main ﬂow
direction with a downstream spacing of 5 mm. While Jet A-1 and FSJF show similar vapor-
ization rates, the vaporization of Exxsol D80 is slower. Besides, Fig. 4.4b nicely illustrates the
volume expansion while the droplet temperature rises (see Fig. 4.4c). Once the evaporation
begins (see Fig. 4.4a and 4.4b), the droplet diameter starts to decrease. Between 95 mm and
125 mm an unexpected behavior in the Sauter Mean Diameter curves can be observed. This is
due to the fact that the droplets from the ﬁve droplet chains disperse in the ﬂow experiencing
slightly diﬀerent surrounding conditions. As a consequence, between 95 mm and 125 mm some
of the droplet chains have already fully evaporated. Collecting data in the registration planes
introduces an implicit averaging. Therefore, the complete evaporation of some of the droplet
chains can lead to constant or even rising Sauter mean diameters.
4.1.3.2. Combustion
The average ﬂame luminescence, which was experimentally determined by the line-of-sight
imaging, is depicted in Fig. 4.5. The numerical results of the time-averaged temperature
distribution in the center plane are shown in Fig. 4.6. Although a one to one comparison is not
possible, the qualitative features of the ﬂames and the relative information can be evaluated.
The central cold (dark) area in Fig. 4.6 corresponds to the location of the droplet chains.
Obviously, these areas are not visible in Fig. 4.5 due to the line-of-sight technique. The change
in ﬂame length switching from Jet A-1 to FSJF (4.5a and Fig. 4.5b) is well captured by the
simulation (see Fig. 4.6a and 4.6b). It is also noteworthy that it was diﬃcult to stabilize the
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ﬂame, which tended to blow-oﬀ, in the simulation of Exxsol D80. Interestingly, this behavior
was also observed in the experiment. Only in roughly 5 % of the cases the ﬂame stabilized after
the laser ignition. In the rare cases of a stable ﬂame, it can be seen from Fig. 4.5c that the
region with high luminosity (yellow) does not extend to the injector like in the Jet A-1 and FSJF
cases. In the simulation of Exxsol D80, this is much more pronounced resulting in a lifted ﬂame
close to blow-oﬀ (Fig. 4.6c). The stabilization mechanism of the three ﬂames can be seen in
Fig. 4.7 illustrating a close-up of the injector-near region. The instantaneous gas temperature
is plotted together with the blue-colored droplets. The interaction between the droplet chain,
the ﬂame front and large scale coherent vortical structures can be clearly observed. A hot
streak even interrupted the droplet chain in the Jet A-1 case (Fig. 4.7a). Furthermore, the
lower grid resolution, which starts from a downstream distance of roughly 0.11 m, leads to a
clearly visible numerical diﬀusion of the ﬂame fronts. The Jet A-1 and FSJF (Fig. 4.6b) ﬂames
stabilize by anchoring to the low velocity regions around the injector mounting. In contrast,
the Exxsol D80 ﬂame (Fig. 4.6c) is almost lifted exhibiting only delicate ﬂamelets close to the
injector. This can be explained by the lower vaporization rates for Exxsol D80 compared to the
other fuels, which were found in the preliminary assessment of the vaporization in the previous
section (section 4.1.3.1).
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(a) Jet A-1 (b) FSJF (c) Exxsol D80
Figure 4.5.: Flame luminescence for diﬀerent fuels in the experiment
(a) Jet A-1 (b) FSJF (c) Exxsol D80
Figure 4.6.: Time-averaged temperature distribution in the center plane of the simulation
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(a) Jet A-1 (b) FSJF (c) Exxsol D80
Figure 4.7.: Close-up with the instantaneous temperature and droplet distribution in the center
plane of the simulation
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4.2. Entrained-ﬂow gasiﬁer
Figure 4.8.: Pathways in the production of alternative fuels (from Rauch (2017))
As mentioned in the introductory section 1.1.2, new challenges arise due to the introduction
of alternative fuels. The change towards sustainable aviation fuels comes along with a variety
of new fuel production pathways (Fig. 4.8). Resources comprise conventional fossil energy
carriers as well as waste and biomass. The diverse feedstocks are processed to high-quality
fuels, which can be ﬁnally used to store the energy on the aircraft. For a detailed explanation
of the entire graph, the reader is referred to Rauch (2017). The focus will be on the gasiﬁ-
cation process, in particular entrained ﬂow gasiﬁcation, in the following. While combustion
systems aim at converting fuel completely into usable heat, not all feedstock types are easily,
and most importantly eﬃciently directly usable as combustible fuel. Gasiﬁcation is another
thermo-chemical conversion process, which consists in the conversion of any carbonaceous
feedstock to a gaseous product with usable heating value (Luque and Speight, 2015), which
stricto sensu, avoids complete combustion. In practice and in order to be energetically eﬃcient,
there is often a portion of the feedstock which is burned. Actually, autothermal gasiﬁers rely on
the partial oxidation of the feedstock to generate the heat for the endothermic thermochemical
sub-processes that do also occur in a gasiﬁer. Entrained ﬂow gasiﬁcation is a promising process
for the conversion of low-grade feedstock, e.g. highly viscous slurries and suspensions with a
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signiﬁcant content of solid particles, to synthetic gas (syngas). Syngas, a mixture mainly of
hydrogen and carbon monoxide, can be used directly as a fuel in gas engines or gas turbines.
However, as its energy density is about half the one of natural gas, it is mostly suited for the
production of transportation fuels and other chemicals. Actually, syngas is a building block
for the production (synthesis) of various fuels in particular synthetic natural gas, methanol,
or synthetic liquid fuels: dimethyl ether (DME), gasoline, jet fuel (e.g. Synthetic Kerosene
with Aromatics (SKA)) or diesel (Luque and Speight, 2015). The latter liquid fuels are often
produced by means of a heterogeneous catalytic process like Fischer-Tropsch (F-T). The pre-
diction of physical and chemical phenomena occurring in high temperature and high pressure
multi-phase ﬂow systems such as industrial entrained ﬂow gasiﬁers remains a major scientiﬁc
challenge even with modern CFD tools. Numericists face challenges due to the multi-scale
nature of the problem, complex fuel compositions and particle topologies as well as the many
sub-processes involved. Concerning the multi-scale nature, length scales for example vary from
particle sizes of the order of O(1− 100µm) to geometrical dimensions of the reaction chamber
of the order of O(1− 10m). Time scales diﬀer several orders of magnitude between fast homo-
geneous reactions (O(10−3− 10−10s)) (Warnatz et al., 2006) and residence times of residual ﬂy
ash (O(10s)). Velocities range from O(100− 150m/s) in the injector near-ﬁeld to O(0− 1m/s)
in far-ﬁeld regions. The complex fuel compositions and topologies result from the fact that
waste and biomass based slurries are heterogeneous mixtures composed of immiscible liquids
(emulsions) and solid non-uniform particles (suspensions).
4.2.1. Test case description
The Research Entrained ﬂow Gasiﬁer (REGA) of the Karlsruhe Institute of Technology, In-
stitute for Technical Chemistry was experimentally investigated by Fleck et al. (2018). The
atmospheric gasiﬁer consists of a tubular reactor with a length of 3.0 m and an inner diame-
ter of 0.28 m. The liquid fuel (mono-ethylene glycol) is injected at the top of the reactor via
a twin-ﬂuid atomizer (Jakobs et al., 2012). The oxidizer consists of oxygen-enriched air and
serves as atomizing agent. Flanges and an axially movable burner allow for either intrusive or
optical measurements at diﬀerent downstream distances from the nozzle exit. The side walls of
the reactor are maintained at a constant temperature by an electric heater. The temperature
measurements were performed with a double bead thermocouple type B. Using correlations,
the error due to radiation was corrected. The concentration measurements were carried out
by introducing an oil-cooled suction probe with a ceramic tip into the reactor. The coolant
had a temperature of 80◦C to quench the chemical reactions. Before the gas analysis, the
gas sample was ﬁltered and cooled to 3◦C in order to remove particles and water. The gas
analytics consisted of a standard ABB gas analytics. The concentrations of CO, CO2, CH4
were determined by infrared absorption (ABB-Uras14). A magnetomechanical oxygen analyzer
(ABB-Magnos106) and a thermal conductivity analyzer (ABB-Caldos17) detected O2 and H2,
respectively. For details of the measurements the reader is referred to Fleck et al. (2018).
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Figure 4.9.: Simulation domain (Schematic of the experimental setup from Fleck et al. (2018))
In order to reduce the complexity, experiments and numerical simulations within this study
were conducted on a well-deﬁned gas-liquid ﬂow system with a model fuel (mono-ethylene gly-
col) under atmospheric but realistic ﬂow and temperature conditions. This conﬁguration serves
as a reference avoiding the high uncertainties regarding initial slurry composition, heterogeneous
reactions and related phenomena. In particular, processes inside the porous particles during
gasiﬁcation are not well understood, up to now (Gräbner, 2014). The model fuel was chosen
to be mono-ethylene glycol due to the fact that its chemical structure (C/H-ratio, C/O-ratio),
lower heating value and physical properties are comparable to those of pyrolysis oil (details see
Fleck et al. (2018)).
4.2.2. Numerical setup
Discretization The simulation domain, highlighted in Fig. 4.9, is discretized by a fully un-
structured tetrahedral mesh. The grid (Fig. 4.10) is reﬁned within the injector vanes, in the
vicinity of the ﬂame, and in near wall regions. This leads to a grid size of 2.7 million points
corresponding to 15.9 million volume elements.
Boundary conditions Table 4.3 lists the boundary conditions used in the LES of the REGA-
glycol-T1 experiment. The input streams are deﬁned according to the set point deﬁned in
Table 4 of Fleck et al. (2018). The purge nitrogen is neglected. Furthermore, the leakage
air, which was determined by balancing (see Fleck et al. (2018)) after the LES was almost
completed, is not considered in this computation. The starting conditions for the droplets are
derived from Phase Doppler Anemometry (PDA). The twin-ﬂuid atomizer produces a full cone
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Figure 4.10.: Computational grid of the entrained-ﬂow gasiﬁer test case
Fuel Mono-ethylene glycol
Gasiﬁcation medium O2-enriched air
Fuel mass ﬂow rate m˙fuel 12.56 kg/h
Mass ﬂow rate of air m˙air 9.05 kg/h
Oxygen mass ﬂow rate m˙O2 7.11 kg/h
Stoichiometric ratio λtech/λabs 0.57/0.69
Pressure patm 1.0 bar
Wall temperature Twall 1468.15 K
Table 4.3.: Boundary conditions used in the LES of the REGA-glycol-T1 experiment (set point
deﬁned in Table 4 of Fleck et al. (2018))
spray. The droplet velocity and the liquid mass ﬂow rate peak at the center and decrease
towards larger radii. Details concerning the spray characterization can be found in Fleck et al.
(2018). The graphs indicate a slight w-shape and a Sauter mean diameter ranging from 60
to 80 µm. As measurements close to the atomizer are diﬃcult because of the dense spray as
well as non-spherical droplets and ligaments (Tropea, 2011), the PDA was performed 50 mm
downstream of the nozzle. However, the simulations require droplet starting conditions close
to the nozzle exit as the heat-up of the spray strongly inﬂuences the position of the reaction
zone. Hence, the measured proﬁles (50 mm downstream) are projected to a starting plane 3
mm away from the nozzle exit plane, using the intercept theorem. In this starting plane, the
starting positions of the droplets are randomly generated during run-time. The characteristic
droplet diameters, velocities and mass ﬂow rates at the starting positions are obtained by linear
interpolations between the experimental values at the projected points. As PDA measurements
of the absolute mass ﬂow rate have high uncertainties (Tropea, 2011), the local mass ﬂow rate
is determined by using the relative information obtained by the PDA in conjunction with
the total mass ﬂow rate supplied by the mass ﬂow controller. An automated ﬁtting routine
is used to determine the optimum size distribution based on the characteristic diameters for
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each starting location. This results in a log-normal distribution close to the centerline and a
log-Rosin-Rammler distribution towards larger radii. The quality of this procedure is veriﬁed
by a comparison of the droplet size distribution for the entire spray illustrated in Fig. 4.11.
Red bars represent the measured droplet size distribution. The blue line shows the droplet
size distribution resulting from the summation of the ﬁtted droplet size distributions of the
individual starting positions. Despite the excellent agreement, it should be noted that this
procedure of setting spray boundary conditions is based on approximation and introduces errors
as detailed information at the location of interest is not available.
Figure 4.11.: Comparison of the measured (red bars) and ﬁtted (blue line) volumetric droplet
size distributions for the entire spray
Reaction mechanism The reduced reaction mechanism of mono-ethylene glycol used within
this study originates from the detailed reaction mechanism of Hafner (2010); Hafner et al. (2011)
containing 81 species and 666 elementary reactions. It includes reactions of mono-ethylene gly-
col with base C1-C4 chemistry. Being unimportant to the mono-ethylene glycol system, mainly
reactions of the C3-C4 chemistry were removed resulting in a reduced reaction mechanism of
44 species and 329 reactions. The fuel mono-ethylene glycol is consumed mainly via decompo-
sition reactions or by removal of H-atoms via abstraction reactions. The H-abstraction leads
to fuel radicals HOCH2CHOH and HOCH2CH2O, the latter being less likely to form than
the secondary fuel radical HOCH2CHOH. In the fuel decomposition channel, the main re-
actions are the C-C bond breaking of mono-ethylene glycol resulting in two hydroxy-methyl
radicals as well as the C-O and O-H bond dissociation ﬁnally reforming to acetaldehyde. Fur-
ther decomposition and intermediate formation chemistry is governed by the kinetics of these
species.
4.2.3. Results
4.2.3.1. Overall ﬂow features
The fuel is injected at the top of the gasiﬁer. Disrupted and accelerated by the surrounding
high-velocity oxidizer jet, the spray disperses in the reaction chamber interacting with turbulent
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structures (Fig. 4.12). While dispersing, the spray is heated up by the high gas temperature
in the combustion region and starts to vaporize. The droplets reduce in size until they are
completely evaporated. Under the present conditions, the bigger mono-ethylene glycol droplets
ﬁnish evaporating in the range 600-800 mm.
4.2.3.2. Axial velocity and temperature ﬁelds
As the high-velocity oxidizer stream passes the nozzle exit, vortices are shed from the sharp
corner of the injector. This can be seen in Fig. 4.13a, where the contour plot of the instan-
taneous axial velocity in the center plane is displayed, with streamlines also plotted in the
right-hand half. The time-averaged axial velocity (Fig. 4.13b) shows the vortex street forming
a large recirculation zone. It reaches 0.8 m downstream of the nozzle and covers the entire
radial direction from the jet center to the conﬁnement of the reactor. Fig. 4.13 shows how the
simulation takes full advantage of the LES features in the near injector region. At the length
and time scales deﬁned by the injector geometry and the incoming mass ﬂow rate, the LES
turbulence model captures the development of coherent structures. These coherent structures
result very rapidly in a highly unsteady turbulent mixing-layer and contribute substantially to
the local mixing between the incoming enriched air, the recirculating syngas, and the liquid
fuel droplets. The time-averaged axial velocity (Fig. 4.13b) is characterized by length and
time scales closer to the integral scales of the reactor, thus closer to what one could expect
from a RANS turbulence model. At integral scales, the conﬁned turbulent jet-ﬂow is the main
driver of the recirculation, which brings the gaseous components stemming from the chemical
reactions along the jet axis back into the near injector region. Although the details of the
twin-ﬂuid atomizer (injection of liquid in the middle and surrounding enriched-air impinging
upon it (Jakobs et al., 2012)) depart from a classical conﬁned jet, from a ﬂuid dynamics per-
spective the ﬂow generated downstream the injector is qualitatively similar to it. The Reynolds
number based on the hydraulic diameter of the nozzle and the average velocity through the
nozzle annulus is equal to 28800 (turbulent). Fig. 4.14 depicts the instantaneous (Fig. 4.14a)
and time-averaged (Fig. 4.14b) temperature ﬁeld in the center plane of the reaction chamber.
From the ﬂow patterns and the temperature ﬁeld, ﬁve zones characterizing the near ﬁeld of the
injector can be deﬁned:
1. Jet-ﬂow along the axis close to the injector (0 < z < 0.1 m): This region is the potential
core of the jet, which expands radially and entrains the surrounding ﬂuid. It is charac-
terized by a high velocity of 110 m/s and by relatively low temperatures of 300 < T <
1500 K.
2. Jet-ﬂow along the axis further downstream from the injector (0.1 < z < 0.4 m): This
region is characterized by a reduced axial velocity of 40 < z-velocity < 100 m/s, with
respect to the near injector jet region and high temperatures of T > 2100 K.
3. Transition region where the jet goes from occupying nearly half to almost the entire
reactor cross-section (0.4 < z < 0.8 m). This region is characterized by moderate axial
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velocities of 10 < z-velocity < 40 m/s and relatively high temperatures of 1500 < T <
2100 K.
4. Mixing-layer, which is the thin layer surrounding the incoming jet close to the injector.
This region is characterized by high velocity gradients and high temperatures (T > 2100
K).
5. Recirculation zone (see streamlines in Fig. 4.13b). This region is characterized by low
velocities (i.e. a long residence time) and by an average temperature of around 1500 K.
This deﬁnition will assist the analysis of the diﬀerent reaction zones as well as the ﬂame stabi-
lization mechanism later on.
4.2.3.3. Vapor concentration
Ethylene glycol is injected at ambient temperature (300 K). It evaporates slowly along the
expanding jet (Zone 1, 2, and 3). The evaporation of the droplets results in the mono-ethylene
glycol vapor concentration ﬁeld shown in Fig. 4.15a for an instantaneous snapshot and Fig.
4.15b for the time-averaged ﬁeld; both in the center plane. The exponential scale allows dis-
playing several orders of magnitude in the concentration values. The mono-ethylene glycol
instantaneous vapor concentration (Fig. 4.15a) and consumption rates (Fig. 4.15c) demon-
strate that predominant length scales diﬀer among the zones deﬁned above. While Zone 1 is
densely populated, these ﬁelds have a discrete character in Zone 2. This is related to the fact
that they stem from the discrete numerical parcels representing the evaporating liquid droplets.
It should be noted that the color scale of all ﬁgures displaying the production rate (in red) and
the consumption rate (in blue) (Fig. 4.15c to Fig 4.20c) is adjusted to emphasize details. Con-
sequently, the intensity of the blue or red cannot be directly correlated to the instantaneous
concentrations displayed on the far left of each series.
4.2.3.4. Main reaction paths and species concentrations
Ethylene glycol has to decompose before reacting. The decomposition reactions consuming
the mono-ethylene glycol (Fig. 4.15c) lead to the formation of hydrogen (Fig. 4.16c) and
carbon monoxide (Fig. 4.17c). Carbon monoxide (CO) is formed as mono-ethylene glycol
(HOCH2CH2OH) decomposes to acetaldehyde (CH3CHO) in a thermal major decomposition
reaction HOCH2CH2OH → CH3CHO+H2O. The acetaldehyde is then converted to CH3CO
by H-abstraction reactions which further decomposes to CO (and CH3). Similarly, CH2OH is
formed in a second major mono-ethylene glycol decomposition reaction (HOCH2CH2OH →
2 CH2OH). This species is another source of CO through reactions with oxygen O2 or H-
abstraction reactions following the pathway CH2OH → CH2O → CHO → CO. The main
sources of hydrogen (H2) are the decomposition reaction of mono-ethylene glycol to glycolalde-
hyde HOCH2CH2OH → HOCH2CHO+H2 and the H-abstraction reactions of acetaldehyde
CH3CHO+H → CH3CO+H2. In regions of high temperatures, hydrogen can be additionally
produced by CH2O + H → HCO + H2. As can be seen in Fig. 4.16c and Fig. 4.17c, carbon
138 Reactive test cases
monoxide and hydrogen, i.e. the syngas, are mainly produced on the jet axis (Zone 1 and Zone
2) of the reactor. Precisely, the syngas is produced at the edge of the jet core in Zone 1 and also
within Zone 2, at the scale of the liquid spray (see red dots characterizing the production along
the axis in Fig. 4.16c and 4.17c). This demonstrates that the syngas stems directly from the
decomposition of the mono-ethylene glycol droplets. Thereafter, CO and H2 are transported
back upstream by the recirculating ﬂow in Zone 5. This results in the concentration ﬁelds of H2
and CO illustrated in Fig. 4.16a, 4.16b and Fig. 4.17a, 4.17b, respectively. As the recirculated
syngas encounters and mixes with the oxygen-rich region close to the injector, Zone 1 (Fig.
4.18), hydrogen and oxygen immediately react (see consumption of O2 in Fig. 4.18c, especially
in the mixing-layer region) to water in a thin layer wrapping the area of high oxygen concentra-
tion (Fig. 4.19). The recirculated carbon monoxide reacts with the oxygen forming CO2 (Fig.
4.20). The water production on the centerline within the ﬁrst 0.1 m (Fig. 4.19c) originates
directly from the fuel and is a result of the decomposition reaction of mono-ethylene glycol to
acetaldehyde described above. Comparing Fig. 4.16c, 4.17c, 4.19c and 4.20c, inverted regions
of production and consumption can be observed. This is a consequence of the elementary reac-
tions summing up to the homogeneous water-gas shift reaction CO +H2O ⇀↽ CO2 +H2. The
equilibrium of this chain of elementary reactions is highly temperature dependent, i.e. the equi-
librium constant decreases with an increase in temperature (Bustamante et al., 2004). Hence,
with rising temperature the equilibrium is shifted towards the water gas (CO and H2O) and
vice versa. More speciﬁcally in the mixing-layer, the inverted regions correspond to a competi-
tion between oxidation reactions and water-gas shift reactions. When locally and temporarily
there is no O2 to mix with H2, then the abundant H2 delivered by the recirculating ﬂow reacts
with the CO2 stemming from the CO oxidation. This can be seen in the thin outer sub-layer
of the mixing-layer, which is colored red in Fig. 4.17c (CO production) and colored blue in
Fig. 4.20c (CO2 consumption). Then, further inside the mixing-layer, CO is being consumed
through the oxidation reaction thus colored blue in Fig. 4.17c and CO2 is being produced thus
colored red in Fig. 4.20c. In summary, due to the competing eﬀect of the CO oxidation reaction
and the water-gas shift reaction, there is a non-uniform and temporally alternating production
and consumption of CO and H2O in the radial as well as axial directions. These are slightly
discernible in the instantaneous concentration contour plots (Fig. 4.17a and Fig. 4.19a) but
are smoothed out in the averaged ﬁeld (Fig. 4.17b and Fig. 4.19b). The temperatures and ﬂuid
dynamic time scales in each separate sub-region determine which reaction prevails showing the
importance of such detailed computations.
4.2.3.5. Flame stabilization mechanism
The high temperature region (Fig. 4.14), which builds up from the early stages of the developing
mixing-layer, close to the injector (Zone 4), cannot be explained by a direct reaction of the fuel
with the oxidizer. The syngas recirculation and the subsequent syngas oxidation reactions oc-
curring in the mixing-layer, as described above, stabilize the ﬂame. Flames anchored very close
to the injector tip can be detrimental to the integrity and durability of the burner. This should
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be investigated when up-scaling the reactor and deﬁning the fuel composition/morphology.
4.2.3.6. Temperature and species proﬁles
Fig. 4.21 and Fig. 4.22 show the time- and angular-averaged radial temperature and species
distributions, respectively. The downstream positions, where the proﬁles were extracted, are
depicted in Fig. 4.21a and Fig. 4.22a. The scenario described above by means of the contour
plots is also reﬂected in the temperature and species line plots. Close to the injector the local
excess of oxidizer leads to an immediate reaction of the recirculated gas with the oxygen (Fig.
4.21b) resulting in high temperatures at the ﬂanks of the oxidizer jet while the jet center remains
at the inﬂow temperature (Fig. 4.22b). As the oxygen is more and more consumed further
downstream, the elementary reactions summing up to the homogeneous water-gas shift reaction
gain in importance (see H2 and CO2 concentrations). At a downstream distance of about 0.2
m, the unsteadiness of the system and the resultant enhanced mixing as well as diﬀusion pro-
cesses cause both temperature and species to smooth out until the distributions in Fig. 4.21h
and 4.22h are reached being close to equilibrium. While a good agreement between experiment
and simulation can be observed in terms of temperature trends, the absolute temperature was
slightly overestimated in the simulation (Fig. 4.21g and 4.21h). Small discrepancies can also be
observed with respect to the species distributions (Fig. 4.22g and 4.22h). The diﬀerences may
be due to two eﬀects. Firstly, the inspection windows at the ﬂanges were equipped with a purg-
ing system. Secondly, the balancing, presented in Fleck et al. (2018), revealed that inﬁltration
air entered the gasiﬁer at an unknown entry point. Both the purging medium, i.e. nitrogen (0.64
kg/h), and the inﬁltration air (1.93 kg/h) were not considered in the computations presented
in this thesis. Equilibrium calculations accounting for the purge nitrogen and the inﬁltration
air showed a negligible eﬀect on temperature (∆T = 15K) but an impact on the concentra-
tions showing a decrease in CO (∆XCO,N2−free = −2.8%) and H2 (∆XH2,N2−free = −5.2%)
concentrations as well as an increase in CO2 concentration (∆XCO2,N2−free = 8.2%). As a con-
sequence, the deviations in the species concentrations shown in Fig. 4.22h could be attributed
to diﬀerences in the boundary conditions due to the neglected purging agent and the leakage of
the experimental setup. Nevertheless, uncertainties related to the chemical kinetics mechanism
used within this study cannot be excluded.
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Figure 4.12.: Droplet dispersion and heat up in the entrained-ﬂow gasiﬁer
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(a) instantaneous (b) time-averaged
Figure 4.13.: Flow ﬁeld
(a) instantaneous (b) time-averaged
Figure 4.14.: Temperature ﬁeld
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(a) (b) (c)
Figure 4.15.: Instantaneous (a) and time-averaged (b) gas concentration ﬁeld (exp. scale) as
well as instantaneous net production / consumption rate (c) of mono-ethylene
glycol
(a) (b) (c)
Figure 4.16.: Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instan-
taneous net production / consumption rate (c) of H2
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(a) (b) (c)
Figure 4.17.: Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instan-
taneous net production / consumption rate (c) of CO
(a) (b) (c)
Figure 4.18.: Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instan-
taneous net production / consumption rate (c) of O2
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(a) (b) (c)
Figure 4.19.: Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instan-
taneous net production / consumption rate (c) of H2O
(a) (b) (c)
Figure 4.20.: Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instan-
taneous net production / consumption rate (c) of CO2
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(a) Positions (b) z = 0.050 m (c) z = 0.100 m
(d) z = 0.150 m (e) z = 0.200 m (f) z = 0.250 m
(g) z = 0.300 m (h) z = 0.682 m
Figure 4.21.: Time- and angular-averaged radial temperature distribution (b)-(h) at the down-
stream positions depicted in (a): LES (lines) and experimental data (squares)
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(a) Positions (b) z = 0.050 m (c) z = 0.100 m
(d) z = 0.150 m (e) z = 0.200 m (f) z = 0.250 m
(g) z = 0.300 m (h) z = 0.682 m
Figure 4.22.: Time- and angular-averaged radial species concentration distributions (b)-(h) at
the downstream positions depicted in (a): LES (lines) and experimental data
(squares)
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4.3. Swirl-stabilized spray burner
4.3.1. Test case description
The generic swirl-stabilized spray burner with a pre-ﬁlming airblast atomizer was experimen-
tally investigated by Grohmann et al. (2016a,b). It provides good optical accessibility by means
of a 90 x 90 x 170 mm vitreous combustion chamber. Air pre-heated up to 423 K can be supplied
with a volume ﬂow rate of 200 to 600 l/min. The maximum fuel mass ﬂow rate amounts to 5
kg/h. For the thesis at hand the baseline condition listed in Table 4.4 is chosen for the simula-
tion. The cold gas ﬂow ﬁeld was measured by Particle Image Velocimetry (PIV). Phase Doppler
Anemometry (PDA) and a Mie-scattering technique were applied to determine the spray dis-
tribution. The reactive case was qualitatively characterized by CH∗-Chemiluminescence. Fur-
thermore, temperature measurements were performed applying Coherent Anti-Stokes Raman
Scattering (CARS) spectroscopy.
Fuel Jet A-1
Liquid temperature Tliq [K] 303
Fuel mass ﬂow rate m˙fuel [g/h] 850
Oxidizer Air
Air pressure pair [bar] 1.0
Air temperature Tair [K] 323
Air volume ﬂow rate V˙air [l/min] 200
Global equivalence ratio φ [-] 0.8
Thermal power Pthermal [kW] 10.2
Table 4.4.: Boundary conditions of the experiment at baseline conditions
4.3.2. Numerical setup
Discretization The computational domain shown in Fig. 4.23 comprises the combustion
chamber and the air supply system including both swirlers. Due to its complexity, the geometry
is discretized by a fully unstructured tetrahedral mesh. The grid is reﬁned within the swirler
vanes, the mixing zone and in the vicinity of the ﬂame as well as in near wall regions. This
leads to a grid size of 14.7 million points corresponding to 80.7 million volume elements.
Chemical kinetics mechanism The detailed chemical reaction mechanism for Jet A-1 con-
sists of Nsp = 80 species and a set of Nr = 464 elementary reactions. The basis of this mecha-
nism was the 76 species kerosene mechanism from Slavinskaya et al. (2015). Sub-mechanisms
for the formation of thermal NO and OH∗ were added from Smith et al. (2000) and Kathrotia
(2011), respectively.
Description of the liquid mixture The composition of the Jet A-1, which was burned in
the experiment, was equivalent to Fig. 4.3a. In the simulation, the kerosene is represented
by a multi-component mixture based on the chemical analysis. Vaporization is modeled by
the multi-component vaporization model (section 2.3.3.3) approximating the discrete species
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Figure 4.23.: Computational grid for the swirl-stabilized burner test case
distributions by a continuous description via gamma PDFs. The components are grouped
into a PDF for each of the four main fuel families (n-alkanes, iso-alkanes, cyclo-alkanes, and
aromatics). The coupling of fuel vapor species to the chemical surrogate in the gas ﬁeld CFD
code is established by assigning one equivalent gaseous species for each family according to
Table 4.2.
Wall boundary conditions The wall temperatures were experimentally determined by phos-
phor thermometry. On the bottom plate of the combustion chamber, three zones can be
identiﬁed (see Fig.4.24). According to the measured temperatures in these zones, the temper-
atures are set to a constant value of 717 K, 901 K and 831 K in the central part, the glowing
ring and the corners of the bottom plate, respectively. The side windows are set to a constant
temperature of 1205 K being the average temperature of 36 measurement positions (10-120 mm
above the burner). All other walls, e.g. within the swirler vanes, the plenum and the outlet,
are assumed to be adiabatic.
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Figure 4.24.: Glowing base plate in the ignited swirl-stabilized spray burner (Grohmann and
Nau, 2015)
Droplet starting conditions The starting conditions for the droplets are derived from PDA
measurements. As already mentioned in section 4.2, measurements close to atomizers are diﬃ-
cult because of the dense spray as well as non-spherical droplets and ligaments (Tropea, 2011).
Hence, the PDA sampling volumes were located 15 mm downstream of the nozzle. However,
the simulation requires droplet starting conditions close to the nozzle exit as the heat-up of the
spray strongly inﬂuences the position of the reaction zone. The same procedure as described in
4.2 is followed. Using the intercept theorem, the measured proﬁles are projected to an annular
area 1.5 mm above the pre-ﬁlmer lip with an inner and outer diameter of 7 mm and 9 mm,
respectively. Within this area, the starting positions of the droplets are randomly generated
during run-time. An automated ﬁtting routine determines the optimum size distribution based
on the characteristic diameters for each starting location. This results in a combination of mod-
iﬁed log-Rosin-Rammler and root-normal distributions at smaller radii and log-Rosin-Rammler
distributions towards larger radii of the annular area. As PDA measurements of the absolute
mass ﬂow rate have high uncertainties (Tropea, 2011), the local mass ﬂow rate is determined
by using the relative information obtained by PDA in conjunction with the total mass ﬂow rate
supplied by the mass ﬂow controller.
4.3.3. Results
4.3.3.1. Flow features of the cold single-phase ﬂow
Fig. 4.25 shows the instantaneous and time-averaged (162.5 ms) ﬂow ﬁeld of the cold single-
phase ﬂow. It can be seen from Fig. 4.25a that a highly unsteady turbulent ﬂow is present
in the combustion chamber. The air exits the nozzle with a high velocity which induces the
generation and shedding of small vortices from the sharp edges. A time-average of the velocity
data reveals large (integral scale) ﬂow recirculations (Fig. 4.25b). A small central recirculation
zone forms close to the nozzle exit (-10 mm < y < 10 mm, 0 mm < z < 20 mm). The swirling
ﬂow leads to a radial pressure gradient with a low pressure region towards the axis (Syred, 2006).
The expansion after the nozzle causes a decay of the tangential velocity equalizing the radial
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pressure proﬁle. As a consequence, a negative axial pressure gradient builds up close to the
z-axis resulting in a ﬂow reversal. Due to the conﬁnement and driven by the high momentum
air, two pairs of counter-rotating external recirculations establish close to the walls. The low
pressure zone close to the central z-axis described before supports the backﬂow towards the
nozzle. Fig. 4.25c depicts experimental data taken by PIV. The agreement of the qualitative
ﬂow features between the PIV measurements and the LES prediction in Fig. 4.25b is excellent.
(a) LES (instantaneous) (b) LES (time-averaged) (c) PIV (time-averaged)
Figure 4.25.: Instantaneous (a) and time-averaged (b) mean velocity ﬁeld of the LES as well as
time-averaged PIV data (c) of the cold single phase ﬂow
4.3.3.2. Velocity proﬁles of the cold single-phase ﬂow
To assess the accuracy of the LES computations with respect to the cold single-phase ﬂow, the
numerical results are quantitatively compared with the PIV measurements at diﬀerent down-
stream positions from the swirler exit plane. The time-averaged mean velocity distributions
(x,y, and z-direction) in planes 5 to 100 mm downstream of the nozzle exit plane are depicted
in Fig. 4.26-4.28. The time-averaged velocity ﬂuctuations in the same planes are given in
Fig. 4.29-4.31. The blue lines refer to the LES predictions while the black squares represent
the experimental PIV data. An overall excellent agreement can be observed. The negligible
deviations are well within the temporal and spatial accuracy of the measurement system. It
is noteworthy that not only the mean quantities but also the ﬂuctuations are remarkably well
reproduced.
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(a) z = 0.005 m (b) z = 0.010 m (c) z = 0.015 m
(d) z = 0.020 m (e) z = 0.030 m (f) z = 0.040 m
(g) z = 0.050 m (h) z = 0.060 m (i) z = 0.070 m
(j) z = 0.080 m (k) z = 0.090 m (l) z = 0.100 m
Figure 4.26.: Time-averaged mean x-velocity distribution at diﬀerent downstream positions:
LES (blue lines) and experimental data (black squares)
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(a) z = 0.005 m (b) z = 0.010 m (c) z = 0.015 m
(d) z = 0.020 m (e) z = 0.030 m (f) z = 0.040 m
(g) z = 0.050 m (h) z = 0.060 m (i) z = 0.070 m
(j) z = 0.080 m (k) z = 0.090 m (l) z = 0.100 m
Figure 4.27.: Time-averaged mean y-velocity distribution at diﬀerent downstream positions:
LES (blue lines) and experimental data (black squares)
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(a) z = 0.005 m (b) z = 0.010 m (c) z = 0.015 m
(d) z = 0.020 m (e) z = 0.030 m (f) z = 0.040 m
(g) z = 0.050 m (h) z = 0.060 m (i) z = 0.070 m
(j) z = 0.080 m (k) z = 0.090 m (l) z = 0.100 m
Figure 4.28.: Time-averaged mean z-velocity distribution at diﬀerent downstream positions:
LES (blue lines) and experimental data (black squares)
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(a) z = 0.005 m (b) z = 0.010 m (c) z = 0.015 m
(d) z = 0.020 m (e) z = 0.030 m (f) z = 0.040 m
(g) z = 0.050 m (h) z = 0.060 m (i) z = 0.070 m
(j) z = 0.080 m (k) z = 0.090 m (l) z = 0.100 m
Figure 4.29.: Time-averaged x-velocity ﬂuctuations (RMS) distribution at diﬀerent downstream
positions: LES (blue lines) and experimental data (black squares)
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(a) z = 0.005 m (b) z = 0.010 m (c) z = 0.015 m
(d) z = 0.020 m (e) z = 0.030 m (f) z = 0.040 m
(g) z = 0.050 m (h) z = 0.060 m (i) z = 0.070 m
(j) z = 0.080 m (k) z = 0.090 m (l) z = 0.100 m
Figure 4.30.: Time-averaged y-velocity ﬂuctuations (RMS) distribution at diﬀerent downstream
positions: LES (blue lines) and experimental data (black squares)
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(a) z = 0.005 m (b) z = 0.010 m (c) z = 0.015 m
(d) z = 0.020 m (e) z = 0.030 m (f) z = 0.040 m
(g) z = 0.050 m (h) z = 0.060 m (i) z = 0.070 m
(j) z = 0.080 m (k) z = 0.090 m (l) z = 0.100 m
Figure 4.31.: Time-averaged z-velocity ﬂuctuations (RMS) distribution at diﬀerent downstream
positions: LES (blue lines) and experimental data (black squares)
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4.3.3.3. Phenomena and overall characteristics of the ignited multi-phase ﬂow
Figure 4.32.: Spray combustion in the swirl-stabilized spray burner
Fig. 4.32 illustrates the combustion of Jet A-1 in the swirl-stabilized spray burner. The
fuel droplets, launched above the pre-ﬁlmer lip, disperse in the combustion chamber while
interacting with the turbulent eddies. During the dispersion, the surrounding hot gases heat
the droplets up until they start to evaporate. As soon as the fuel is evaporated, it mixes and
reacts with the oxygen in the air. A highly wrinkled ﬂame forms touching the side windows of
the combustion chamber.
4.3.3.4. Flow and temperature ﬁelds of the ignited multi-phase ﬂow
As the air mass ﬂow rate is equivalent to the one in section 4.3.3.1, the ignited multi-phase
ﬂow shows strong similarities to the cold single-phase ﬂow. The ﬂow is highly turbulent (see
Fig. 4.33a) and the time average (32.5 ms, Fig. 4.33b) reveals large (integral scale) ﬂow
recirculations, which are induced by the swirling high-velocity stream coming from the nozzle.
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(a) instantaneous (b) time-averaged
Figure 4.33.: Streamlines and velocity magnitude in the center plane of the ignited swirl-
stabilized spray burner
(a) instantaneous (b) time-averaged
Figure 4.34.: Temperature ﬁeld in the center plane of the ignited swirl-stabilized spray burner
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The temperature ﬁeld (Fig. 4.34) exhibits a high temperature region (T > 1600 K) within
the lower external recirculation zones and a low temperature region (T < 800 K) in the swirling
air stream coming from the nozzle. In the large downstream recirculation zones, the tempera-
ture reaches 1400 - 1500 K. In the central mixing zone, temperatures range from 800 K to 1400
K. Furthermore, the cooling (due to the isothermal boundary conditions) in the vicinity of the
conﬁnements is visible, i.e. T ≈ 1200 K close to side windows and 900 K < T < 1000 K close
to the bottom plate.
A closer look at Fig. 4.33a reveals a regular ﬂow pattern in the region close to the nozzle.
As explained in section 4.3.3.1, the swirl (see red spots with high velocities close to the nozzle)
leads to a static pressure drop close to the central z-axis resulting in a toroidal ﬂow reversal (see
vortices in the central recirculation close to the nozzle) sucking hot gases back. This so-called
precessing vortex core (PVC) is visualized in Fig. 4.35a . The PVC extends to roughly 2
burner exit diameters from the nozzle exit plane where the vortex starts to break down. The
Fourier transformation of the relative pressure signal at a monitor point located within the
PVC indicates that the PVC rotates with a frequency of 4180 Hz (see Fig. 4.35b). Besides the
distinct peak at 4180 Hz, a ﬁrst higher harmonic at 8360 Hz is also visible.
(a) Visualization by an iso-contour of pressure (b) Fourier transformation of the pressure signal at
a monitor point
Figure 4.35.: Precessing vortex core computed by the simulation
160 Reactive test cases
4.3.3.5. Droplet distribution and vaporization
Figure 4.36.: Instantaneous liquid volume fraction predicted by the LES (colored) superimposed
by Mie signal (black lines)
Fig. 4.36 shows an instantaneous snapshot of the liquid volume faction in the center plane
of the LES together with time-averaged experimental data obtained by evaluating the Mie
scattering on the droplets. Although a one to one comparison of instantaneous and time-
averaged data is not advisable, Fig. 4.36 gives an impression of the qualitatively good agreement
between simulation and experiment. However, the droplet trajectories in the LES seem to have
a slightly steeper angle than the ones observed in the experiment. Besides, it can be seen
that some of the droplets impinge the side windows of the combustion chamber (see e.g. Mie
signal at y = 0.037 m, 0.025 m < z < 0.045). In the simulation, these droplets undergo a
perfectly elastic reﬂection without any proper droplet-wall interaction model. As only 3.9 %
of the injected liquid mass hits the side windows in the simulation, an inﬂuence is expected to
be minor but cannot be excluded. Fig. 4.37 illustrates evaporation related proﬁles over the
axial distance from the nozzle. Each point reﬂects a registration plane orthogonal to the main
ﬂow direction (z-axis). Within the ﬁrst 0.05 m, the droplets experience the hot combustion
zone. The droplet temperature (mass-averaged over each registration plane) rapidly rises from
300 to 450 K (Fig. 4.37a). In this region, 95 mass-% of the fuel evaporates (Fig. 4.37b). The
mean molar masses of the fuel family pdfs rise as the components with shorter chain lengths
more and more evaporate (Fig. 4.37c). At the same time, the distributions become narrower
(Fig. 4.37d). The mass ﬂuxes through the registration planes of the four fuel families (Fig.
4.37e) indicate that the cyclo-alkanes evaporate ﬁrst, followed by the iso-alkanes, the n-alkanes
and the aromatics. It is explained by looking at the vapor pressure of the four fuel families
as a function of temperature (Fig. 4.37f). The cyclo-alkane family exhibits the highest vapor
pressure, followed by the iso-alkane family, the n-alkanes and the aromatics. Here, it should
be remarked that the vapor pressure for an entire family is depicted. It depends not only on
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(a) Average droplet temperature (b) Total mass ﬂux normalized by
the total injected mass ﬂux
(c) Mean molar weight of the Jet
A-1 fuel families
(d) Standard deviation of the mo-
lar weight of the Jet A-1 fuel
families
(e) Mass ﬂux of the Jet A-1 fuel
families normalized by the local
mass ﬂux
(f) Vapor pressure of the Jet A-1
fuel families over temperature
Figure 4.37.: Evaporation related proﬁles over the axial distance from the nozzle in the ignited
swirl-stabilized spray burner (a-e). Vapor pressure of the individual fuel families
for the Jet A-1 composition shown in Fig. 4.3a as a function of temperature (f).
the physical properties for a speciﬁc molecular structure but also on the chain length. For the
speciﬁc composition of Fig. 4.3a for example, the cyclo-alkanes hold the molecules with the
shortest chain length, i.e. lowest molar mass. This leads to the highest vapor pressure. On
the contrary, the lowest vapor pressure is observed for the mono-aromatics, despite the fact
that they exhibit similar chain lengths. In this case, the diﬀerent molecular structures lead to
diﬀerences in volatility.
4.3.3.6. Mixing and ﬂame stabilization
As mentioned in section 1.1.1, ﬂame stabilization is a central design criterion for combustion
chambers in aero-engines as a stable and safe operation has to be guaranteed at any operating
point. To understand the ﬂame stabilization in the lab-scale swirl-stabilized spray burner, it is
important to analyze, in addition to the vaporization of the fuel components, also the mixing
of these components with the oxygen in the air. Therefore, the mixture fraction deﬁnition by
Bilger et al. (1990) is introduced:
Z =
2 YC
MC
+ 1
2
YH
MH
+
YO,ox−YO
MO
2
YC,fuel
MC
+ 1
2
YH,fuel
MH
+
YO,ox
MO
(4.3.1)
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It is based on the elemental mass fractions YC , YH and YO of the elements C, H and O,
respectively. Z amounts to Z = 1 in the fuel stream (subscript fuel) and Z = 0 in the oxidizer
stream (subscript ox). The stoichiometric value is given by:
Zst =
YO,ox
MO
2
YC,fuel
MC
+ 1
2
YH,fuel
MH
+
YO,ox
MO
(4.3.2)
At the investigated condition, the stoichiometric mixture fraction in the swirl-stabilized spray
burner yields Zst = 0.0635. The mixture fraction Z is a passive scalar changing because of
diﬀusion and convection, but not because of reaction or heat extraction (Poinsot and Veynante,
2011). In other words, it allows to decompose a combustion problem into a mixing problem and
a reaction problem. Fig. 4.38 displays the instantaneous temperature ﬁeld (gray scale contours)
Figure 4.38.: Instantaneous temperature (gray scale contours) and mixture fraction (colored
lines) ﬁelds; characteristic zones marked by numbers
in combination with the instantaneous mixture fraction ﬁeld (lines) as deﬁned by Eq. 4.3.1. At
a glance, a direct correlation between the both can be noted and diﬀerent characteristic zones
can be identiﬁed:
1. Unmixed air stream: The lowest temperatures correspond to a zone close to the nozzle
(T < 400 K), which is only covered by the oxidizer from the high-velocity swirling air
stream (see dark blue lines). In this zone, the droplets have not yet evaporated and no
combustion products have yet mixed with the incoming fresh air.
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2. Flame zone: The highest temperatures (T > 1600 K) are encountered in this region
with mixture fractions close to the stoichiometric value of Zst = 0.0635 (see greenish line
colors). The majority of the fuel vaporization takes place here and insular spots around
droplet clusters with rich mixtures can be found.
3. Lower external mixing zone: This zone is conﬁned by the side windows and the bottom
plate of the combustion chamber as well as the ﬂame zone (zone 2) and the unmixed air
stream (zone 1). The mixing in this zone is driven by the lower external recirculations.
These recirculations transport hot combustion products back towards the burner, where
they mix with the incoming fresh air. During this transport, the hot gases are cooled by
the side windows and the bottom plate.
4. Lower central mixing zone: This zone is conﬁned by the unmixed air stream (zone 1).
The mixing in this zone is driven by the small central recirculations and the precessing
vortex core, which transport hot gases to the nozzle exit plane.
5. Upper mixing zone: The mixing in this zone is driven by the upper external recirculations.
In the upper external region close to the side windows (especially in the corners of the
combustion chamber), hot gases together with unburned droplets from the ﬂame zone
(zone 2) are entrained into the upper recirculation zone. These hot gases are slightly
cooled by the colder side windows and then transported back towards the nozzle in the
central region. On their way towards the nozzle, these hot gases mix with the cold ﬂow
of the air stream (zone 1).
Figure 4.39.: Time-averaged OH*-distribution predicted by the LES (colored) superimposed by
CH*-Chemiluminescence, Abel deconvoluted (black lines)
The recirculation of hot products in the lower external mixing zone (zone 3), the lower central
mixing zone (zone 4) and upper mixing zone (zone 5) provides the necessary energy to con-
tinuously ignite the incoming reactants after being suﬃciently mixed. By the transport of hot
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combustion products back to the ﬂame root, the ﬂame stabilizes in the lower external recircula-
tion zones along the mean spray trajectory. On a time average basis, a v-shaped reaction zone
can be observed. Fig. 4.39 illustrates a center plane cut through this reaction zone. The LES
prediction of the OH*-ﬁeld (represented by the colored contours) is depicted together with the
Abel-deconvoluted CH*-Chemiluminescence measured in the experiment (black lines). Besides
a small oﬀset, the position of the main reaction zone is well reproduced by the computation.
This oﬀset might be due to the slightly steeper spray angle in comparison to the experimental
ﬁndings mentioned in section 4.3.3.5. The discontinuous CH*-Chemiluminescence signal close
to the z-axis is not matched by the simulation. Necessitating a further analysis, it could not be
clariﬁed during the course of this thesis whether it is an artifact of the deconvolution operation
or an actual chemical reaction taking place.
Figure 4.40.: Scatter plot of the states of the reacting multi-phase ﬂow
Fig. 4.40 shows the states of the reacting multi-phase ﬂow within the entire domain (black
points) in a Z-T diagram. The "frozen chemistry" or "pure mixing" limit is reached if the
diﬀusion and ﬂow time scales are considerably shorter than chemical time scales. In Z-T space,
this limit is represented by straight lines. In Fig. 4.40, two mixing zones are clearly visible,
i.e. the lower central mixing zone (zone 4) and the lower external mixing zone (zone 3), which
are highlighted by light blue and yellow, respectively. On the contrary, equilibrium or inﬁnitely
fast chemistry is reached if the chemical time scales are considerably shorter than diﬀusion
and ﬂow time scales. The maximum temperature is found around the stoichiometric value
of the mixture fraction (Zst = 0.0635). The green line represents the limit of inﬁnitely fast
chemistry under adiabatic conditions determined by an adiabatic equilibrium calculation with
CANTERA (Goodwin et al., 2017). This limit cannot be reached as the system suﬀers from
heat losses at the side windows and the bottom plate. Therefore, the upper boundary (red
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line) of the scatter points is given by the limit of inﬁnitely fast chemistry (equilibrium) under
non-adiabatic conditions. A substantial share of the points is situated close to the red line
suggesting that these states are controlled by evaporation and mixing and not by the reaction
kinetics. Nevertheless, many states are apparent which follow a ﬁnite rate chemistry. In these
states, fuel and oxidizer can coexist. Additionally, they can be diluted by recirculating reaction
products or be inﬂuenced by heat transfer in the vicinity of the conﬁnements. Hence, depending
on the ﬂow time scales, evaporation time scales and the chemical time scales, the structures in
the reacting multi-phase ﬂow become more complex, e.g. around droplets and droplet clusters
insular spots of rich mixtures can be found (see points with Z > 0.0635).
4.3.3.7. Spray and temperature proﬁles
Fig. 4.41 displays time-averaged proﬁles of spray characteristics in a plane 15 mm downstream
of the nozzle exit. These spray characteristics comprise the Sauter mean diameter (Fig. 4.41a),
the normalized volume ﬂux (Fig. 4.41b) as well as the axial, radial and tangential droplet
velocities (Fig. 4.41c-4.41e). The LES data is represented by the colored symbols. The ex-
perimental data measured by a PDA system is illustrated by black squares. As can be seen
from Fig. 4.41a, the Sauter mean diameter in the LES is in the range 5 − 40µm and shows a
distinct peak of ∼ 40µm at y ≈ ±0.02m. In contrast, the measured SMD almost monotoni-
cally increases with the distance from the central axis from 18µm to 35µm. The discrepancy
amounts to 0 − 8µm in the area of the maximum volume ﬂux (see 4.41b) but up to 12µm
for the highest SMD measured. The normalized volume ﬂux (Fig. 4.41b) predicted by the
LES agrees well with the one measured by Mie scattering on the droplets. The origin of the
non-uniformity in the measured proﬁle could not be clariﬁed during the course of this thesis.
In Fig. 4.41c-4.41e, the droplet velocities for three diameter classes, i.e. 10µm (red symbols),
30µm (green symbols), and 50µm (blue symbols), are plotted for the LES computation. In
order to improve the statistics, a ±10% margin was introduced resulting in the following di-
ameter ranges: 9µm < d < 11µm, 27µm < d < 33µm and 45µm < d < 55µm. From the PDA
measurement, only the average velocity for all droplets is available. A one to one comparison is
not possible, but from Fig. 4.41a it can be inferred that the measured proﬁle reﬂects droplets
in the size range 18µm < d < 25µm and 25µm < d < 35µm in the inner and outer region,
respectively. Hence, in the outer range the measured velocities are comparable to the ones of
the 30µm diameter class (green symbols). The axial and tangential velocity match well, while
the radial velocity predicted by the LES is slightly lower. In the inner region, there is no corre-
sponding diameter class but the values are expected to be between the ones for the 10µm and
30µm diameter class. This suggests that the radial and tangential velocities are well predicted
by the LES while the axial velocity is slightly overpredicted.
Fig. 4.42 shows a comparison of the time-averaged temperature proﬁles between the LES
(lines) and experimental data (squares) from a CARS measurement system. Three horizontal
proﬁles at z = 0.015 m, z = 0.025 m and z = 0.035 m (Fig. 4.42a-4.42c) together with two
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vertical proﬁles at x = -0.02 m (Fig. 4.42d) and x = 0.0 m (Fig. 4.42e) are presented. The
temperature rise at the beginning of the ﬂame zone (zone 2) in the lower external recirculation
zones is well reﬂected by the LES computation. In this region, the proﬁles match for all hori-
zontal proﬁles (Fig. 4.42a-4.42c). This is also conﬁrmed by the vertical proﬁle at y = -0.02 m
(Fig. 4.42d). Although the temperatures at the conﬁnements were measured, the cooling eﬀect
due to the isothermal walls seems to be overestimated in the computation resulting in a rapid
temperature decay close to the conﬁnements (see |y| ≥ 0.03 in Fig. 4.42a-4.42c and z ≤ 0.005
in Fig. 4.42d). The experimentally observed maximum (time-averaged) temperature of 1820
K is therefore never reached in the entire simulation domain with a maximum (time-averaged)
temperature in the LES of 1730 K. Furthermore, a clear discrepancy is observable in the cen-
tral region, where the measurement shows another distinct temperature peak. A small peak
is also visible in the simulation data but far less pronounced. This is also conﬁrmed by the
vertical proﬁle along the z-axis (Fig. 4.42e). Although a similar temperature rise is visible in
the LES data compared to the CARS data, a signiﬁcant vertical oﬀset of about 15 to 20 mm is
evident. Furthermore, the ﬁnal temperature level (∼ 1660 K), which is reached for z > 0.05m,
is 100 K hotter than the one predicted by the LES. The discrepancies between measurement
and computation might be due to diﬀerences in the temperature boundary conditions for the
conﬁnements mentioned above or the droplet starting conditions. For the latter, it was as-
sumed that the entire spray issuing from the central pressure nozzle impinges on the pre-ﬁlmer
surface and forms a ﬁlm, which is ﬁnally atomized. However, it cannot be excluded that small
droplets evaporate before hitting the surface. Furthermore, uncertainties concerning the reac-
tion mechanism cannot be excluded. In order to clarify if the observed temperature diﬀerences
are related to wrong boundary conditions or still existing deﬁciencies in the sub-models, further
simulations will be necessary to analyze the sensitivity of the results on these aspects.
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(a) SMD (b) normalized volume ﬂux
(c) Axial droplet velocity (d) Radial droplet velocity (e) Tangential droplet velocity
Figure 4.41.: Time-averaged proﬁles of spray characteristics 15 mm downstream of the nozzle:
LES (colored symbols) and experimental data (black symbols)
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(a) z = 0.015 m (b) z = 0.025 m (c) z = 0.035 m
(d) y = - 0.020 m (e) y = 0.000 m
Figure 4.42.: Time-averaged temperature distribution at diﬀerent downstream positions: LES
(black lines) and experimental data (black symbols)
4.3 Swirl-stabilized spray burner 169
Experiment Simulation
CO 19.0 ppm 18.6 ppm
NO 21.0 ppm 1.3 ppm
Table 4.5.: Comparison of exhaust gas emissions
4.3.3.8. Vapor species ﬁelds, pollutant formation and emissions
Fig. 4.43-4.46 show the instantaneous (a) and time-averaged gas concentrations of the fuel
species as well as the instantaneous net production and consumption rate (c). The instanta-
neous snapshots (a and c) are overlaid with black lines representing the locations of the fuel
component's evaporation. Fig. 4.43c-4.46c suggest that the evaporated fuel species immedi-
ately react in the ﬂame zone (zone 2). In the ﬂame zone, evaporation appears to be the rate
controlling step, i.e. evaporation and mixing times introduce an inherent damping to com-
bustion. This explains why systems with a high degree of prevaporization and premixing are
more susceptible to instabilities. In case the evaporated fuel species encounter a cold region
in the incoming swirling air stream (zone 1) or the lower part of the upper mixing zone (zone
5), pockets of unburned gaseous fuel species can form (see Fig. 4.43a-4.46a). On average (Fig.
4.43b-4.46b), the maxima of the fuel species mass fractions are found in the shear layer between
unmixed air stream (zone 1) and the ﬂame zone (zone 2). The amount of species entrained
into the lower central mixing zone (zone 4) is attributed to the evaporation and the conversion
rates of the individual species. The eﬀect of diﬀerent volatility can be seen for n-dodecane,
iso-octane and cyclo-hexane (Fig. 4.43-4.45), i.e. the faster the evaporation, the higher the
mass fractions in the lower central recirculation zone. In section 4.3.3.5, it is shown that the
cyclo-alkanes evaporate before the iso-alkanes and the n-alkanes. The absolute values are also
strongly related to the initial fuel composition of 22.49 % n-alkanes, 20.82 % iso-alkanes, 35.05
% cyclo-alkanes and 21.64 % aromatics. However, the toluene concentrations show that besides
evaporation the conversion rates of the individual fuel surrogate species eﬀect the entrainment
into the lower central mixing zone. Toluene exhibits a slow evaporation, but also the slowest
conversion rates of the four fuel surrogate species, which was observed in 1-d ﬂames calculated
with the same reaction mechanism. As a consequence, toluene is present in the lower central
recirculation zone, which has not yet reacted.
Pollutant formation and emissions are not in the primary focus of this thesis, i.e. the detailed
formation mechanisms for soot and NOx were not considered. Nevertheless, the Zeldovich sub-
mechanism for thermal NO formation from the GRI 3.0 reaction mechanism (Smith et al., 2000)
and soot precursors such as benzene are included in the reaction mechanism (see section 4.3.2).
Fig. 4.47, 4.48 and 4.50 illustrate the instantaneous (a) and time-averaged gas concentrations
of NO, CO and benzene as well as the instantaneous net production and consumption rate (c).
As expected, NO forms in the high temperature region (T > 1600 K) (see Fig. 4.47) leading
to the highest concentrations in the ﬂame zone (zone 2). Nevertheless, the NO emissions in the
170 Reactive test cases
exhaust gas are not correctly predicted in the simulation being an order of magnitude lower than
the measured values (see Table 4.5). One reason for the discrepancy can be the underestimation
of temperatures in the LES shown in section 4.3.3.7. Besides, a closer look at the thermal NO
sub-mechanism in the GRI 3.0 mechanism reveals that the constants diﬀer from the ones given
in the literature, e.g. in Warnatz et al. (2006). It is quite possible that the constants are only
valid in conjunction with the other NOx formation paths and the sub-mechanism should not
be used isolated from these formation paths. According to Fig. 4.48 and 4.49, CO is mainly
produced at the early stages of the fuel oxidation and then further oxidized in the presence of
OH to CO2. In this manner, the major portion of CO is consumed but a small rest in the
ppm-range is emitted. Table 4.5 shows that the CO emissions predicted by the LES are close
to the ones experimentally determined in the exhaust gas. The soot precursor benzene (Fig.
4.50) is mainly formed from toluene (C7H8) in regions where toluene is not directly oxidized,
i.e. in locally toluene-rich discrete spots around the droplets and in regions occupied by toluene
and temperatures T < 1200K. It is consumed encountering regions with high temperatures.
The example of benzene formation from one speciﬁc fuel family shows that a multi-component
description of the liquid phase and the evaporation process is a necessary requirement for the
prediction of soot emissions.
(a) (b) (c)
Figure 4.43.: Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instan-
taneous net production / consumption rate (c) of n-dodecane. Black lines show
the instantaneous locations of n-dodecane evaporation
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(a) (b) (c)
Figure 4.44.: Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instan-
taneous net production / consumption rate (c) of iso-octane. Black lines show the
instantaneous locations of iso-octane evaporation
(a) (b) (c)
Figure 4.45.: Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instan-
taneous net production / consumption rate (c) of cyclo-hexane. Black lines show
the instantaneous locations of cyclo-hexane evaporation
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(a) (b) (c)
Figure 4.46.: Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instan-
taneous net production / consumption rate (c) of toluene. Black lines show the
instantaneous locations of toluene evaporation
(a) (b) (c)
Figure 4.47.: Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instan-
taneous net production / consumption rate (c) of nitrogen monoxide.
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(a) (b) (c)
Figure 4.48.: Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instan-
taneous net production / consumption rate (c) of carbon monoxide.
(a) (b) (c)
Figure 4.49.: Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instan-
taneous net production / consumption rate (c) of carbon dioxide.
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(a) (b) (c)
Figure 4.50.: Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instan-
taneous net production / consumption rate (c) of benzene.
5. Conclusions
The thesis at hand aimed at combining state-of-the-art sub-models, which were previously used
for isolated individual sub-processes, to obtain a computational platform for the simulation of
turbulent reacting multi-phase ﬂows. Due to the new challenges related to fuel ﬂexibility, a
special focus was on fuel dependencies in the modeling. The simulation platform for turbu-
lent reactive, multi-phase ﬂows (THETA-SPRAYSIM) of the DLR Institute of Combustion
Technology was upgraded to Eulerian-Lagrangian Large Eddy Simulations. This included the
coupling of LES sub-grid scale quantities in THETA with the droplet equations in SPRAYSIM.
In this context, LES sub-grid scale models for (turbulent) dispersion and vaporization were im-
plemented and a coupling of the multi-component vaporization model in SPRAYSIM with the
detailed chemistry solver in THETA was established. Additionally, the steady versions of the
jet in cross-ﬂow breakup model and the secondary breakup models were upgraded to unsteady
ﬂows. An empirical approach for the derivation of spray initial/boundary conditions resulting
from the breakup of liquid ﬁlms was deduced. The complete platform was subsequently tested
on non-reactive and reactive test cases. The non-reactive test cases comprised sub-model tests
for the atomization and dispersion models. The reactive test cases included the combustion
around droplet chains, a swirl-stabilized lab-scale spray burner and a reactor related to fuel
processing technology. The following conclusions are based on the experiences gained during
the development, implementation and application of the models for the individual sub-processes
including the outcomes of the simulation.
Atomization As already mentioned in section 2.3.1.4, the atomization models presented in
this thesis do not aim at resolving the gas-liquid interface in detail. Therefore, they partly (jet
in cross-ﬂow model) or entirely (pre-ﬁlming airblast model) depend on empiricism and can only
represent key features of the atomization process at speciﬁc conditions. As a consequence, the
models cannot be universally valid and are restricted to a limited range of applicability. Within
their range of applicability, the comparison with experimental ﬁndings generally shows a good
agreement. Not only providing integral values but also delivering droplet size distributions and
starting positions (by a prediction of the location of droplet detachment from the liquid body),
the models can deliver initial and boundary conditions for Lagrangian particle tracking without
the necessity of experimental data. However, a proper representation of the atomization process
in combustion simulations is still a major scientiﬁc challenge and involves high uncertainties.
Universally valid, accurate and eﬃcient models, which can be embedded into simulation tools,
are yet not available and need to be in the focus of future research programs.
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Turbulence and turbulent dispersion The iso-thermal ﬂow simulation of the swirl-stabilized
spray burner (section 4.3.3.1) shows that iso-thermal, turbulent, conﬁned ﬂows can be predicted
with a high level of accuracy given that the mesh resolution is suﬃciently high. Large Eddy
Simulations with the WALE sub-grid scale closure for the unresolved sub-grid Reynolds stresses
provide accurate predictions of not only the average velocities but also the velocity ﬂuctuations.
However, with the transition from RANS to LES, the accuracy and ﬁdelity of boundary con-
ditions becomes critical. In the simulations presented here, this refers to inlet conditions and
boundary conditions at the conﬁnements. In the case of compressible ﬂows, which were not part
of this thesis, the outlet condition additionally requires special attention. At the inlets not only
the mean ﬂow properties are necessary but also the turbulent ﬂuctuations of these quantities
(ideally resolved in time). In most conﬁgurations, these boundary conditions are unknown but
they probably control the ﬂow more than the details of the individual sub-models (Gicquel et al.,
2012). Of course, this also applies to scalar quantities in reacting conditions discussed later
on. Concerning the turbulent dispersion of solid particles in iso-thermal, turbulent, conﬁned
ﬂows, the investigation presented in section 3.3 showed that the turbulent dispersion of solid
spherical particles in swirling ﬂows can be well predicted. Both sub-grid scale models for tur-
bulent dispersion, i.e. the interaction time dispersion model (section 2.3.2.2) and the stochastic
dispersion model (section 2.3.2.3), are capable to reproduce the experimental data concerning
the mass ﬂuxes as well as the gas and particle velocities (including ﬂuctuations). However,
diﬀerent ﬂow conﬁgurations, e.g. shear layers and backward-facing steps, as well as the inﬂu-
ence of non-sphericity, i.e. deformation of droplets, need to be tested in further investigations.
Furthermore, the point-droplet assumption has to be reviewed for future high resolution com-
putations, which become more and more feasible with increasing computing power. As the
cell sizes of the computational grid decreases, the assumption that only a small portion of the
volume is occupied by the liquid droplet does not hold anymore and the displacement due to
the liquid has to be accounted for.
Vaporization and coupling to the gas phase kinetics The simulations of the combustion
around the ﬁve mono-disperse droplet chains in section 4.1 show that the evaporation models
presented in section 2.3.3 are capable to reproduce the inﬂuence of diﬀerent fuel compositions
on evaporation and combustion. Besides the fact that the evaporation models were extensively
tested and validated in the context of RANS simulations by Rauch (2017), a quantitative study
in the context of LES, especially investigating the inﬂuence of the unresolved sub-grid scale
ﬂuctuations on evaporation, was not part of this thesis and would be advisable for the future.
Furthermore, additional fuel families might be necessary to describe small diﬀerences in fuel
properties related to future fuels. In this context, the correlations for the physical properties
within the CTM model need to be reviewed. In addition, the coupling of one fuel family to
one single surrogate species in the reaction mechanism of the gas phase may not be suﬃcient
to predict phenomena signiﬁcantly inﬂuenced by the chain length of the molecule, e.g. auto-
ignition.
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Chemical reaction and gas phase kinetics Within this thesis, the modeling of chemical
reactions is based on a ﬁnite rate chemistry approach. In this approach, each species is individ-
ually transported. The elementary reactions for these species are directly computed from the
Arrhenius equations. The beneﬁts of this approach can be seen in the simulation of the swirl-
stabilized burner, which reveals several states in the combustion chamber depending on a ﬁnite
rate chemistry (Fig. 4.40). Nevertheless, the sub-grid scale model for turbulence-chemistry
interaction based on presumed probability density functions needs to be reviewed, especially
with respect to limitations for spray simulations. Furthermore, reduced reaction mechanisms
for complex fuels still involve high uncertainties. Aside from the loss of generality during the
reduction step, the reaction mechanisms tend to suﬀer from unphysical behavior towards the
extreme ends of their applicability range, e.g. in low temperature regions like inﬂows or ex-
tremely fuel-rich zones. This can induce numerical instabilities. Furthermore, most reaction
mechanisms are only valid for a speciﬁc and previously ﬁxed mixture. However, during the
evaporation of multi-component fuels in reacting sprays, the local composition in the gas phase
can vary signiﬁcantly depending on the volatility of the components. As a consequence, the
reaction mechanism should reproduce laminar ﬂame speeds and ignition delay times not only
for the ﬁxed composition of the entire mixture but also for a speciﬁc single component in the
mixture. In the future, the prediction of fuel dependent phenomena will be impossible if the
reaction mechanism relies on a ﬁxed composition. Besides, the designers of new reaction mech-
anisms need to shift the focus from the reproduction of global target variables (e.g. laminar
ﬂame speed, adiabatic ﬂame temperature and ignition delay times) to a detailed validation of
intermediate species proﬁles in order to correctly predict pollutant formation and emissions.
For instance, soot formation is known to strongly depend on a correct prediction of intermediate
species like acetylene and benzene.
Speed-up of computations and data management LES of turbulent reacting multi-phase
ﬂows depend on massively parallel supercomputers. As the data is subdivided and processed
in parallel, eﬃcient and minimum exchange of information between the individual processes
is necessary to achieve a good scalability. This includes that distributed and shared memory
on modern supercomputers have to be eﬃciently used. In this context, the thesis at hand
contributed to the parallelization of the dispersed phase solver (SPRAYSIM). The particle-based
parallelization uses the MPI-3 standard. The Message Passing Interface (MPI) is a standardized
and eﬃcient message-passing system which allows to access both the shared (since MPI-3) and
distributed memory on modern supercomputers. The already existing parallelization of the
gas phase solver (THETA) depends on an older version of the MPI standard. Running the
codes and computing large reactive cases, e.g. the swirl-stabilized spray burner, a good scale-
up performance could be achieved up to ∼ 3000 cores. Then, the exchange of data between
the two solvers becomes a bottleneck. Furthermore, the generation of large meshes and their
partitioning for future high-resolution LES tend to become more and more challenging. Besides,
these computations require massive storage capacities and post-processing routines which are
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adapted to eﬃciently access the large data sets.
Simulation of entrained-ﬂow gasiﬁcation The change towards sustainable aviation fuels
comes along with a variety of new fuel production pathways. Entrained ﬂow gasiﬁcation is
a promising process for the conversion of biomass and other low-grade feedstock, e.g. highly
viscous slurries and suspensions with a signiﬁcant content of solid particles, to high quality
fuels. A major scientiﬁc challenge is the prediction of the physical and chemical phenomena
occurring in such high-temperature and high-pressure multi-phase ﬂow systems. In order to
reduce complexity, the study within this thesis focused on a two-phase (gas and liquid) ﬂow
system with a model fuel (mono-ethylene glycol) under atmospheric conditions. Downstream
comparisons with experimental data showed a reasonable agreement concerning temperature
and species proﬁles. The analysis of the injector near-ﬁeld revealed that the high temperature
reaction zone close to the injector could not be explained by a direct reaction of the fuel with the
oxidizer. Instead, carbon monoxide and hydrogen mainly formed on the axis were transported
upstream by the recirculation zone. The reactions of CO and H2 with the oxygen stabilized
the ﬂame. The heat release from these reactions supported the vaporization and decomposition
of fuel as well as the downstream gasiﬁcation reactions. The investigations presented in this
thesis helped to gain insight into rich-burn and gasiﬁcation. Furthermore, they showed the wide
applicability of the numerical tools developed in the framework of this thesis. In the future, the
focus needs to be shifted from a single-component model fuel towards real fuels. This implies
an increase in complexity to the point of waste and biomass based slurries. More research is
needed to incorporate the complex fuel compositions and topologies into numerical tools in
order to improve the predictive capabilities of the simulation. Moreover, further examinations
regarding chemical kinetics under fuel-rich conditions are advisable as most of the mechanisms
were derived and optimized for combustion.
Simulation of swirl-stabilized spray combustion The ﬁnal test case consisted in a lab-scale,
swirl-stabilized spray burner, which exhibits some of the key features of current aero-engines
combustors. In the framework of this thesis, the simulation of this burner involved the highest
complexity. This is due to the fact that a multi-component fuel is introduced via a hybrid
fuel injector with a complex atomization pattern into a complex geometry with signiﬁcant heat
loss at the conﬁnements. Accurate predictions of such complex systems are very challenging,
especially as uncertainties concerning the boundary conditions for the conﬁnements and the
spray cannot be excluded. Despite these complications, global features like the measured spray
distribution and the measured position of the reaction zone are well reproduced by the LES.
The quantitative comparison of droplet size, droplet velocity and liquid volume ﬂux proﬁles
show a good agreement. However, the temperature proﬁles reveal a signiﬁcant discrepancy in
the central mixing zone. In the LES, the temperature rise on the central axis is observed further
towards the outlet. It could not be ﬁnally clariﬁed if the discrepancies are related to diﬀerences
in boundary conditions or still existing deﬁciencies in the sub-models. Further simulations will
be necessary to analyze the sensitivity of the results on these aspects. Nevertheless, the analysis
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presented in section 4.3.3 show the great potential of spray combustion LES. In comparison to
measurements, a large set of simultaneously taken three-dimensional data with a high temporal
and spatial resolution is available. Therefore, LES can help in the understanding and interpre-
tation of complex phenomena. In this context, the simulations showed that evaporation and
mixing are the rate-controlling steps in the ﬂame zone. In this zone, chemistry can be assumed
to be inﬁnitely fast. That means that evaporation and mixing times introduce an inherent
damping to combustion. These ﬁndings directly relate to modern combustion concepts as de-
scribed in section 1.1.2 explaining why the trend towards a higher degree of prevaporization and
premixing makes these combustion systems more susceptible to instabilities. In contrast to the
inﬁnitely fast chemistry in the ﬂame zone, other zones exist where ﬁnite rate chemistry eﬀects
prevail. Future developments concerning the simulation of swirl-stabilized spray combustion
should focus on incorporating high pressure eﬀects in the individual sub-models as current
aero-engines already have combustor inlet pressures and temperatures of about 50 bar and 900
K with rising trends (Epstein, 2012). Furthermore, fuel-dependencies need to be revised in all
sub-processes to enable predictions about the impact of future fuels on the combustion process.
A. Species proﬁle in a steady 1-D
diﬀusion-governed vapor ﬁlm
Neglecting time derivatives and convective terms Eq. 2.2.2 reduces to:
∂jα
∂x
= 0 (A.0.1)
Introducing Fick's law (Eq. 2.2.23) yields:
∂
∂x
(
−ρgDα∂Yα
∂x
)
= 0 (A.0.2)
Integrating twice results in a linear proﬁle:
ρgDα
∂Yα
∂x
= C1 (A.0.3)
Yα =
C1
ρgDα
x+ C2 (A.0.4)
The boundary conditions at the position of the surface xS and in the farﬁeld x∞ are:
Yα(x = x
S) = Y Sα
Yα(x = x
∞) = Y ∞α (A.0.5)
Inserting the boundary conditions the constants C1 and C2 can be determined. This results in
the species mass fraction distribution:
Yα =
x− xS
xS − x∞
(
Y Sα − Y ∞α
)
+ Y Sα (A.0.6)
The gradient in x-direction is obtained by diﬀerentiation:
∂Yα
∂x
=
Y Sα − Y ∞α
xS − x∞ (A.0.7)
Inserting this and a characteristic length L = 2x∞ into the deﬁnition of the Sherwood number
(Eq. 2.3.162) yields:
Shα =
(
∂Yα
∂r
)S
Y Sα −Y∞α
2x∞
=
2x∞
xS − x∞ (A.0.8)
B. Physical properties in CTM
formulation
In the equations derived in section 2.3.3.3, several physical properties are needed in a continuous
form. All physical properties were calculated according to Rachner and Doué (2009). The
coeﬃcients were determined by matching properties of discrete components. The molar weight
is given by:
Mi = Mj(I) = CMj ,0 + CMj ,1I + CMj ,2I
2 (B.0.1)
Hence, the mean molar weight can be directly calculated by the ﬁrst θj (Eq. 2.3.209) and
second moment ψj (2.3.210):
M¯j =
1
Xi
∫ ∞
γ
Xifj(I)MidI = CMj ,0 + CMj ,1θj + CMj ,2ψj (B.0.2)
The vapor pressure is calculated according to:
pvap,j(I) = pg exp
(
Cpvap,j ,a0 + Cpvap,j ,b0T + Cpvap,j ,c0T
2 + (Cpvap,j ,a1 + Cpvap,j ,b1T + Cpvap,j ,c1T
2)I
T Sg
)
(B.0.3)
The enthalpy of vaporization yields:
∆Hvap =
(
C∆Hvap,0 + C∆Hvap,1I + C∆Hvap,2I
2
)( Tc − T
Tc − Tnb
)0.38
(B.0.4)
with the critical temperature Tc and the normal boiling point Tnb given by:
Tc = CTc,0 + CTc,1I + CTc,2I
2 (B.0.5)
Tnb = CTnb,0 + CTnb,1I + CTnb,2I
2 (B.0.6)
The heat capacity cp,g, dynamic viscosity µg and the thermal conductivity λg of the gas were
determined according to:
Cp,g =
(
CCp,g ,a0 + CCp,g ,b0T + CCp,g ,c0T
2
)
+
(
CCp,g ,a1 + CCp,g ,b1T + CCp,g ,c1T
2
)
I (B.0.7)
µg =
(
Cµg ,a0 + Cµg ,b0T + Cµg ,c0T
2
)
+
(
Cµg ,a1 + Cµg ,b1T + Cµg ,c1T
2
)
I (B.0.8)
λg =
(
Cλg ,a0 + Cλg ,b0T + Cλg ,c0T
2
)
+
(
Cλg ,a1 + Cλg ,b1T + Cλg ,c1T
2
)
I (B.0.9)
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The heat of formation is given by:
h0f = Ch0f ,0 + Ch0f ,1I + Ch0f ,2I
2 (B.0.10)
The mole density cl and the heat capacity Cp,l of the liquid result from:
cl = (Ccl,a0 + Ccl,b0T ) + (Ccl,a1 + Ccl,b1T ) I + (Ccl,a2 + Ccl,b2T ) I
2 (B.0.11)
Cp,l =
(
CCp,l,a0 + CCp,l,b0T
)
+
(
CCp,l,a1 + CCp,l,b1T
)
I +
(
CCp,l,a2 + CCp,l,b2T
)
I2 (B.0.12)
The surface tension is determined by:
σl = Cσl,0 + Cσl,1I + Cσl,2I
2 (B.0.13)
The liquid viscosity is given by:
log (µl) =
(
Cµl,a0 + Cµl,a1I + Cµl,a2I
2
)( 1
T
1
Cµl,b0 + Cµl,b1I + Cµl,b2I
2
)
(B.0.14)
The liquid thermal conductivity yields:
λl =
(
Cλl,a0 + Cλl,b0T + Cλl,c0T
2
)
+
(
Cλl,a1 + Cλl,b1T + Cλl,c1T
2
)
I (B.0.15)
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