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Abstract. The majority of the solvers for the acoustic problem in Photoacoustic Tomography
(PAT) rely on full solution of the wave equation which makes them less suitable for real-time and
dynamic applications where only partial data is available. This is in contrast to other tomographic
modalities, e.g. X-ray tomography, where partial data implies partial cost for the application of the
forward and adjoint operators. In this work we present a novel solver for the forward and adjoint
wave equations for the acoustic problem in PAT. We term the proposed solver Hamilton-Green as
it approximates the fundamental solution to the respective wave equation along the trajectories of
the Hamiltonian system resulting from the high frequency asymptotics for the wave equation. This
approach is fast and scalable in the sense that it allows computing the solution for each sensor
independently at a fraction of the cost of the full wave solution. The theoretical foundations of our
approach are rooted in results available in seismics and ocean acoustics. We present results for 2D
numerical phantom with heterogeneous sound speed which we evaluate against a full wave solution
obtained with a pseudospectral method implemented in k-Wave toolbox [32].
Key words. photoacoustic tomography, wave equation, high frequency, ray tracing, Green’s
function
AMS subject classifications. 35L05, 65M80, 65M32
1. Photoacoustic tomography. Photoacoustic tomography (PAT) is a hybrid
imaging technique based on the photoacoustic effect. In PAT, the biological tissue
is irradiated with a laser pulse [36, 23]. Part of the energy of this pulse is absorbed
in the form of heat, which is then released through thermoelastic expansion and the
emission of an ultrasound wave associated to this expansion. The wave propagates to
the boundaries of the tissue, where a set of detectors records the ultrasound time series,
which is used to reconstruct the initial pressure (PAT image). The main advantage
of this modality is its ability to simultaneously obtain high spatial resolution of the
ultrasonic wave and the high contrast of the optical absorption of the laser pulse.
To make PAT quantitative requires a solution of the coupled acoustic and optical
problem, where the initial acoustic pressure constitutes the “interior data” for the
optical problem [13]. In this work with focus on the acoustic problem, which is
modeled by a linear scalar wave equation [25].
1.1. Acoustic propagation in PAT. The forward problem in PAT is modeled
by the initial value problem for the wave equation in free space Rd [23, 26]
2u(t, x) := 1
c2(x)
∂2u(t, x)
∂t2
−∆u(t, x) = 0, (t, x) ∈ (0,∞)× Rd,(1a)
ut(0, x) = 0, x ∈ Rd,(1b)
u(0, x) = u0(x), x ∈ Rd,(1c)
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where c(x) ∈ C∞(Rd) denotes the sound speed in Rd. Reconstruction of the PAT
image amounts to recovery of the initial pressure u(0, x) = u0(x) from pressure over
time measurements at a set of ideal (isotropic and dimensionless) point detectors
Γ = {xm0 ∈ Rd, m = 1, . . . ,M}. We denote the data obtained at the sensors over a
finite measuring time T > 0 with
(2) g(t, y) = u(t, y), (t, y) ∈ (0, T )× Γ.
We define the forward operator P for PAT with sensors placed on Γ and the measure-
ment time T as
P : C∞0 (Rd) −→ C∞0 (0, T )× Γ
u0(x) 7−→ ω(t)g(t, y),
with g(t, y) given by (2) and ω : C∞(0, T ) → C∞0 (0, T ) which applies a smooth cut
off to the measurement time. The corresponding adjoint operator P∗ is defined as
P∗ : C∞0 (0, T )× Γ −→ C∞0 (Rd)
g(t, y) 7−→ v(x, T ),
where v is the solution to the wave equation with a time varying source supported on
(0, T )× Γ
2v(t, x) =
M∑
m=1
∂
∂t
(
g(T − t, xm0 )ω(T − t)
)
δ(x− xm0 ), (t, x) ∈ (0, T )× Rd,(3a)
vt(0, x) = 0, x ∈ Rd,(3b)
v(0, x) = 0, x ∈ Rd,(3c)
evaluated at the time t = T , v(T, x) [3, 8]. Thus in the adjoint problem the reversed in
time sensor measurements act as time dependent point mass sources with magnitude
∂
∂t (g(T − t, xm0 )ω(T − t)) , m = 1, . . . ,M .
In contrast, a popular technique for PAT inversion known as time reversal consists of
enforcing the measured time reversed pressure g(T − t, xm0 )ω(T − t), m = 1, . . . ,M as
constraints, see e.g. [3, 5], and yields an approximate-inverse operator to P [19, 37].
However, when the measured data is sparse i.e. relatively few sensors are used, the
approximation quality decays which may negatively impact the convergence of the
Neumann series (e.g. as in iterative time reversal). On the contrary, the adjoint
operator to a sparse data problem can be exactly obtained and used in the framework
of variational methods with readily available convergence results.
Finally, we would like to remark that we altered the functional framework introduced
in [3] to suit the proposed ray based approach. The adjoint operator from [3] follows
analogously where all the spatial integrals are evaluated in the sense of the definition
of the Green’s function
2G(t, x | t0, x0) = δ(x− x0) δ(t− t0),
which is the framework we adapt in this paper.
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1.2. Motivation and contribution. Over the last decade, there has been an
increasing interest in developing numerical methods that allow PAT reconstruction
from incomplete or subsampled data which in turn could enable imaging dynamic
processes in living tissue (4D PAT). In the literature we find multiple solvers capable
of performing acoustic 3D simulations [21, 31, 18]. However, being essentially full wave
solvers, their computational costs do not scale with the number of sensors, which is a
considerable drawback for subsampled data problems arising in real-time and dynamic
applications.
In contrast a family of methods based on high frequency approximation is essentially
ray based. The major benefit of the ray based over the full wave solvers is that
the solution for each sensor can be obtained independently and at a fractional cost.
Additionally, rays are at the core of e.g. X-ray tomography and hence the benefits of
ray based reconstruction methods have been already realized in that context. Finally,
the rapid development of hardware architectures that enable massive parallelization,
e.g. GPUs, provides the perfect deployment platform for this type of algorithms.
This motivates us to propose a ray based solver for PAT forward and adjoint pro-
blems, which effectively approximates the Green’s function of the underlying acoustic
problem along the trajectories of the Hamiltonian system resulting from the high
frequency asymptotic to the corresponding wave equation.
The ray tracing flexibility and its low computational cost affords a potential advantage
in a number of applications including: efficient dealing with subsampled and dynamic
problems or a region of interest tomography, fast simulation of plane wave propagation
corresponding to the far field (using parallel rays), efficient approximate solver for use
in ray (or row) based iterative schemes and stochastic methods, and solver capable of
real-time (online) reconstruction which could be used for instance to inform adaptive
measurement strategies.
1.3. Outline. The remainder of this paper is organized as follows. In section 2
we recall the high frequency approximation to the wave equation including the equa-
tions for the phase, the amplitude and two methods for computation of the Jacobian
of the change of coordinates between the Cartesian to ray based coordinates (which
corresponds to the inverse ray density). Furthermore, we derive expressions for the
reversed quantities needed by the adjoint Hamilton-Green solver. An alternative ap-
proach, the discrete interface method, based on the eikonal equation and Snell’s law
is proposed in section 3. Section 4 constitutes the core of the paper where we intro-
duce the novel Hamilton-Green acoustic solver for the forward and adjoint problems in
PAT. In section 5 we report simulations for both the forward and the adjoint problems
and compare our results against those obtained with the first order pseudo-spectral
full wave solver implemented in k-Wave toolbox. Section 6 summarizes the contribu-
tions and conclusions of the paper and provides outlook on future research. Technical
details of the solver pertaining mapping between Cartesian and ray based grids and
Green’s function approximation are postponed to the Appendix A.
2. High frequency approximation to the wave equation. We consider the
linear scalar wave equation
(4) utt − c2(x)∆u = 0, (t, x) ∈ (0,∞)× Rd,
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with d = 2, 3 and appropriate initial / boundary conditions to be specified later,
where c(x) is the speed of the wave in the medium. In some scenarios, the ini-
tial/boundary/source conditions induce relatively high essential frequencies [15] in
the propagating waves. Accurate resolution of such high frequencies would require
correspondingly fine discretization, rendering the problem computationally infeasible.
In the high frequency limit ω →∞, one can consider the following approximation to
(4). Let u admit a series expansion of the form
(5) u(t, x) = eiωφ(t,x)
∞∑
k=0
Ak(t, x)(iω)
−k,
where φ(t, x) is the phase, Ak the coefficients of the amplitude and ω the frequency of
the oscillating wave. In this representation we expect the phase φ and the amplitude
coefficients Ak to vary at a much lower rate than the wave field u.
The geometrical optics equations are obtained by substituting the WKB expansion
(5) into the wave equation (4) and equating terms of the same order to ensure that
(4) holds down to O(ω): terms O(ω2) result in the eikonal equation,
(6) φt ± c(x)‖∇φ‖ = 0,
while terms O(ω1) result in the transport equation
(7) (A0)t + c(x)
∇φ · ∇A0
‖∇φ‖ +
c2(x)∆φ− φtt
2c(x)‖∇φ‖ = 0.
In the limit ω →∞ the terms of order O(ω)−n for n ≥ 0 can be neglected.
Several methods for solving the geometrical optics equations have been proposed in
the literature: phase-space methods [7, 12, 17, 16], Hamilton-Jacobi methods [9, 20]
and ray tracing methods [1, 6]. The proposed solver is based on ray tracing, which
has been extensively studied from both the theoretical and numerical perspective,
in particular in the context of seismic imaging [2, 10, 33, 11] and ocean acoustics
[22, 27, 35].
In the proposed solver, the role of the ray equations is primarily as means of a dis-
cretization of a domain Ω ⊂ Rd rather than to obtain an explicit solution to the wave
equation of the form (5). Therefore, we can further restrict the ansatz (5)
u(t, x(t)) = A(x(t)) exp(iωφ(x(t)))
and solve the frequency domain version of the eikonal and transport equations. This
is equivalent to assuming a fully implicit time dependence of the amplitude and phase,
i.e. solely through the time dependence of the trajectory x(t), which is consistent with
the ray based coordinate system induced by the cone of ray trajectories originating
from one point which we will introduce and use later.
2.1. Phase. The frequency domain version of the eikonal equation reads
(8) ‖∇φ‖ = 1/c = η,
where η(x) = 1/c(x) is the slowness of the medium. Following the construction in [28],
we introduce the Hamiltonian H(x, p) = c(x)‖p‖ defined in the phase space Rd×Rd of
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double the dimensionality of the ambient space, d. Let (x(t), p(t)) be a bicharacteristic
pair associated with this Hamiltonian. The Hamiltonian H is constant along these
bicharacteristics and is set to the initial value H(x0, p0) = 1, which corresponds to
‖p‖ = η. Therefore we have
dx
dt
= ∇pH(x, p) = p
η2
, x(0) = x0,(9a)
dp
dt
= −∇xH(x, p) = ∇η
η
, p(0) = p0, ‖p0‖ = η(x0),(9b)
where (x(0), p(0)) = (x0, p0) are the initial conditions for the bicharacteristic system
(9).
Consider φ(x) smooth such that
(10) H(x,∇φ(x)) = 1.
Due to the uniqueness of the solution of (9), (x(t),∇φ(x(t))) is a bicharacteristic
pair of H with p(t) = ∇φ(x(t)). This bicharacteristic pair can be interpreted as
follows: x(t) represents the trajectory in the domain, while the slowness vector p(t)
is the direction of propagation at each point along the trajectory. Furthermore, for
φ(t, x) = φ(x(t)) the eikonal equation (6) implies a linear relation between the time
and phase
(11) φ(x(t)) = φ(x0) + t.
The independence of bicharacteristic pairs (corresponding to different initial condi-
tions for the bicharacteristic system (9)) naturally accommodates multiple phase so-
lutions, in contrast to the inherently single phased viscosity solution (first time of
arrival). The system of ODEs (9) is numerically solved using a 2nd order Runge-
Kutta method. The details of the interpolation between the Cartesian and ray based
grids are given in Appendix A.
Alternative parametrization of the Hamiltonian. The system of ODEs (9) para-
metrizes the ray trajectories with the propagation time t. Other popular parametriza-
tions are possible, such as for instance the arclength. Taking the change of variables
(12) dt = η(x(t))2dτ,
a particularly simple form of (9) can be obtained,
dx
dτ
= p, x(0) = x0,(τ -9a)
dp
dτ
= η∇η, p(0) = p0.(τ -9b)
Given the initial conditions (x0, p0) (which determine the trajectory uniquely), upon
conversion to a second order ODE
(13)
d2x
dτ2
= η∇η, x(0) = x0, p(0) = dx
dτ
(0) = p0.
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x(τ) can be explicitly integrated
x(τ) =
∫ τ
0
(∫ s
0
η(x(r))∇η(x(r))dr + p(0)
)
ds+ x(0).
Finally, we can recover the propagation time t by integrating (12),
t(τ) =
∫ τ
0
η2(x(s))ds.
As PAT requires integration along curves with the equal propagation time from a
given point, the t parametrization is preferable.
2.2. Amplitude. To compute the amplitude we solve the frequency domain
version of the transport equation (7)
(14) 2∇φ · ∇A+ ∆φA = 0,
where we have dropped the subindex 0 for the amplitude term. The solution of the first
order equation (14) for the bicharacteristic pair (x(t;x0), p(t; p0)) at a point x(t;x0)
can be explicitly written as
(15) A(x(t;x0)) = A(x0)
η(x0)
η(x(t;x0))
√
q(0;x0)
q(t;x0)
,
where q is the determinant of the Jacobian of x with respect to the initial data,
(16) q(t;x0) = detJ := det∇x0x(t;x0).
We find an equivalent formula for the amplitude for the τ parametrization (12),
A(x(τ ;x0)) = A(x0)
√
qτ (0;x0)
qτ (τ ;x0)
,(τ -15)
qτ (τ ;x0) = detJτ = det∇x0x(τ ;x0),(τ -16)
with qτ the determinant of the Jacobian of x with respect to the initial data under
the τ parametrization.
2.3. Jacobian determinant. In the following we present two different meth-
ods for numerical evaluation of the determinant of the Jacobian, q, along the ray
trajectory. We restrict the presentation to 2D as 3D follows analogously.
ODE method. The time evolution of the determinant q can be computed solving
the ODE system obtained by differentiating the Hamiltonian with respect to the initial
conditions and changing the order of the differentiation
(17)
d
dt
(∇x0x
∇x0p
)
=
( ∇2pxH ∇2ppH
−∇2xxH −(∇2pxH)T
)(∇x0x
∇x0p
)
with the initial conditions
(18) ∇x0x(0;x0) = I, ∇x0p(0;x0) = ∇2φ(x0).
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xS = (0, 0)
T
x0 = (x
∆
1 ,
x∆1
x∆2
p0
∆x
Figure 1: The relation of the origin (shooting point) of the ray xS to its initial point x0 as
used to calculate the initial conditions for the ODE system (18).
Using the t parametrization of the Hamiltonian, H = c(x)‖p‖, the entries of the
system matrix (17) are
∇2pxH = c
(
p∇T c) , ∇2xxH = c∇2c, ∇2ppH = c2 [I − c2(ppT )] .
It remains to specify the second initial condition, ∇2φ(x0). Assuming c to be constant
in a neighborhood of xS , the origin of the ray or shooting point, results in an out-
propagating spherical wave (phase) after taking zero initial phase, φ(xS) = 0
φ(x) =
‖x− xS‖
c
.
Furthermore, without loss of generality choosing the wave centered at the origin xS =
(0, 0)T we obtain
(19) φ(x) =
‖x‖
c
=
√
x21 + x
2
2
c
,
with x = (x1, x2)
T the Cartesian coordinates of x. Computing the Hessian of (19) we
obtain
∇2(φ(x)) = 1
c(x21 + x
2
2)
3/2
(
x22 −x1x2
−x1x2 x21
)
.
This Hessian has a singularity at the shooting point xS . To remedy this we assume
that the initial conditions are evaluated at a nearby point x0 (the initial point) further
down the ray (to be precise, a point x0 at a distance ∆x in the shooting direction p0,
see figure 1)
(20) x0 = ∆x
p0
‖p0‖ =
(
x∆1
x∆2
)
.
The Hessian at x0 is given by
∇2φ(x0) = 1
c((x∆1 )
2 + (x∆2 )
2)3/2
(
(x∆2 )
2 −x∆1 x∆2
−x∆1 x∆2 (x∆1 )2
)
.
We observe that this Hessian depends on the initial point x0 and hence implicitly on
∆x, the distance from x0 to the origin of the ray, xS .
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x0 x(τ, p0;x0) x(τ +∆τ, p0;x0)
x(τ, pθ0;x0)
Main Ray
Auxiliary Ray
∆θ
pθ0
p0
Figure 2: The interpretation of the determinant of the Jacobian via proximal ray method.
Proximal ray method. Inspired by an analogous construction in [10], we use a
nearby ray to construct a finite difference approximation to the Jacobian J .
Let {θ, τ} be a local coordinate system anchored at the initial point x(0) = x0 of the
ray x(τ), with θ the shooting angle and τ the parameter along the ray. Then the
Jacobian with respect to the initial conditions x0 is
Jτ (x) =
(
∂x
∂θ
∂x
∂τ
)
.
We numerically approximate the derivatives with forward finite differences
∂x(τ, p0;x0)
∂θ
≈ x(τ, p
θ
0;x0)− x(τ, p0;x0)
∆θ
,
∂x(τ, p0;x0)
∂τ
≈ x(τ + ∆τ, p0;x0)− x(τ, p0;x0)
∆τ
.
Here x(τ, p0;x0) denotes the main ray, x(τ, p
θ
0;x0) an auxiliary ray shot at the angle
pθ0 = p0 + ∆θ and ∆τ is the step length along the ray (chosen equal to the step length
used while solving for the trajectories). With this notation, we have the determinant
of the Jacobian q [10]
(21) qτ (τ ;x0) =
∣∣∣∣x(τ, pθ0;x0)− x(τ, p0;x0)
∆θ
x(τ + ∆τ, p0;x0)− x(τ, p0;x0)
∆τ
∣∣∣∣ .
The determinant admits an interpretation as the area of the parallelogram spanned
by the vectors
{
∂x
∂θ
,
∂x
∂τ
}
(dashed area in figure 3).
The amplitude (15) requires the evaluation of the Jacobian (21) at the ray initial point
x0, at which the determinant is singular. We circumvent the problem analogously as
in the ODE method by shifting the origin of the ray to a nearby point xS = x0 −
∆x · p0/‖p0‖ (see figure 3), which yields xS = x(−∆τ, p0;xS), x0 = x(0, p0;xS), xτ0 =
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xS x0 xτ0
xθ0
∆x
∆x
x(τ, p0;x0) x(τ +∆τ, p0;x0)
x(τ, pθ0;x0)
Main Ray
Auxiliary Ray
∆θ
pθ0
p0
Figure 3: The relation of the origin (shooting point) of the ray xS to its initial point x0 in
the proximal ray method for the determinant of the Jacobian.
x(∆τ, p0;xS) and x
θ
0 = x(0, p
θ
0;xS) and the corresponding approximation to the
determinant
qτ (0;xS) ≈
∣∣∣∣xθ0 − x0
∆θ
xτ0 − x0
∆τ
∣∣∣∣ .
Finally, the point xθ0 corresponds to a rotation of x0 by an angle ∆θ around the origin
of the ray xS ,
xθ0 = xS + ∆x
pθ0
‖pθ0‖
, pθ0 =
(
cos ∆θ − sin ∆θ
sin ∆θ cos ∆θ
)
p0.
We observe that q (and hence the amplitude A) depends on the choice of the ray origin
xS , which is determined by the increment ∆x. In a homogeneous 2D medium, the
amplitude decays as A(x) ∼ √∆x/√∆x+ ‖x‖. Assuming ∆x ‖x‖, the amplitude
behaves as A(x) ≈ √∆x/√‖x‖ indicating that the shift by ∆x essentially corresponds
to a scaling factor. Furthermore, the amplitude is independent of the angle increment
∆θ.
2.4. Reversing rays. The computation of the ray trajectories is at the core
of our Hamilton-Green (HG) solver. For the solver to handle both the forward and
the adjoint problems, it has to be capable of propagating the pressure wave both
from the domain towards the sensors and from the sensors back into the domain. A
naive approach would entail treating these two problems separately i.e. computing
the ray trajectories for each independently. However, here the natural choice is to
shoot the rays from the sensors into the domain. In the following we show that such
trajectories are reversible and hence can be used both to propagate the wave into as
well as out of the domain and we derive an expression for the revered phase φR and
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the reversed amplitude AR along the reversed ray xR(t) in terms of the original phase
φ and amplitude A along the original ray x(t).
2.4.1. Reversed trajectory. Given a ray x(t) shot from x(0) = xA, p(0) = pA
to x(T ) = xB , p(T ) = pB , we obtain its reversed ray as
xR(t) = x(T − t), pR(t) = −p(T − t).
It is easy to see that the reversed ray also satisfies the Hamiltonian system
dxR(t)
dt
=
pR(t)
η2
⇐⇒ dx(T − t)
dt
= −p(T − t)
η2
(22a)
dpR(t)
dt
=
∇η
η
⇐⇒ −dp(T − t)
dt
=
∇η
η
(22b)
with the initial conditions xR(0) = xB , pR(0) = −pB . Undoing the change of variables
on the right in (22), t′ = T − t,dt′ = −dt, we recover the original Hamiltonian for
x(t) with the initial conditions x(0) = xA, p(0) = pA
xR(0) = x(T ) = xB , xR(T ) = x(0) = xA,
pR(0) = −p(T ) = −pB , pR(T ) = −p(0) = −pA.
2.4.2. Reversed phase. Recalling that the phase is essentially the propagation
time (c.f. change of variables t′ = T − t), we immediately obtain
(23) φR(t) = φ(x(T − t)) = T − t+ φ(x0).
2.4.3. Reversed amplitude. In the same spirit we would like to express the
reversed amplitude AR(xR(t)) along the reversed ray xR(t) in terms of the original
trajectory x, phase φ and the inverse ray density (Jacobian determinant) q. From the
first principle the reversed inverse ray density, qR, is the determinant of the Jacobian
of xR w.r.t. the initial point of xR (which is the end point of x) i.e. xT := x(T ;x0) =
xR(0;xT )
(24) qR(t;xT ) = |∇xT xR(t;xT )| ,
with
(25) xR(t;xT ) := x(T − t;x0)
Substituting (25) into (24), applying the chain rule and the determinant calculus
yields
qR(t;xT ) = |∇xT x(T − t;x0)| = |∇x0x(T − t;x0)|
∣∣∣∣ ∂x0∂xT
∣∣∣∣ ,
where |∇x0x(T − t;x0)| = q(T − t;x0) by definition and
|∂x0/∂xT | = | ∂x(t;x0)/∂x0|t=T |−1 = | ∇x0x(t;x0)|t=T |−1 = 1/q(T ;x0).
Thus we expressed qR in terms of q
(26) qR(t;xT ) =
q(T − t;x0)
q(T ;x0)
.
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The reversed amplitude AR(xR(t;xT )) along the reversed ray xR(t) in terms of re-
versed quantities follows immediately from (15)
(27) AR(xR(t;xT )) = A0(xT )
√
qR(0;xT )
qR(t;xT )
η(xT )
η(xR(t;xT ))
.
Substituting the reversed quantities with (25) and (26) we obtain an expression in
terms of the original quantities x and q
AR(xR(t;xT )) = A0(xT )
√
q(T ;x0)
q(T − t;x0)
η(xT )
η(x(T − t;x0)) .
2.5. Caustics and shadow regions. We finish this section with the discussion
of the two limitations of the ray tracing approach, the caustics and the shadow regions.
Caustics. A caustic is a set of points at which the determinant of the Jacobian
with respect to the initial conditions using the Cartesian coordinates (16), becomes
singular.
As the determinant of the Jacobian (16) is in the denominator of the amplitude
formula (15), the latter becomes unbounded at caustics. Thus (15) cannot be used
to compute the amplitude directly at and beyond the caustic. However, the following
modification holds beyond the caustic but not at the caustic itself
(28) A(x(t, x0)) = A(x0)
η(x0)
η(x(t;x0))
√∣∣∣∣q(0;x0)q(t;x0)
∣∣∣∣e−im(t)pi2 ,
where m(t) is the Keller-Maslov index which counts the number of times the ray
crosses a caustic (see e.g. [28]). Unfortunately, (28) still contains the inverse ray
density 1/q(t;x0), which blows up at the caustic and could cause a significant error
in numerical integration of the amplitude in the neighborhood of the caustic point.
However, this seems not to be the case in our 2d simulations. A solution which holds at
and beyond the caustic could be obtained e.g. using dynamic ray tracing or Gaussian
beams, which are out of scope of the current manuscript but will be explored in future
work.
Shadow regions. In geometrical optics a shadow region is defined with respect
to a point x0 ∈ Ω. A shadow region is a subset of the domain ΩSx0 ⊂ Ω which cannot
be reached along any ray trajectory originating from x0, in other words we cannot
“illuminate” it with rays shot from x0. Consequently, any pressure propagating from
a shadow region will not affect the pressure at the sensor located at x0 when using
the Hamilton-Green solver. Therefore, in the sequel with assume that the domain
Ω is simple, that is for any two points in the domain x 6= y ∈ Ω there exists at
least one ray trajectory from x to y. Due to relatively small variation of the sound
speed in soft tissue, with a high probability a domain in a typical PAT experiment
will be simple. However, in the numerical simulations the issue can become more
subtle. Even in absence of a shadow region there can be a region with only few rays.
Such low penetration region can in turn become an effective numerical shadow region,
when we cannot illuminate it with rays given a fixed numerical precision. In such case,
adaptive techniques should be deployed to ensure that all the domain is covered with
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rays sufficiently densely. Such methods could employ inserting new rays into the cone
if divergence is observed. For inspirational ideas we refer to the literature on wavefront
tracking methods [29, 30, 34]. It is not immediately clear how adaptive methods can
be implemented maintaining the efficiency of the one shot methods discussed here and
a detailed study will be subject of future research.
3. Discrete interface method. The underlaying idea of the discrete interface
method is that each step of the numerical scheme corresponds to a ray crossing a
virtual interface which is perpendicular to the gradient of the slowness, ∇η (or equiv-
alently sound speed, ∇c). In contrast to direct numerical solution of the Hamiltonian
system, the discrete interface method combines the eikonal equation (8) with Snell’s
Law to amend the trajectory equation of the Hamiltonian (9a). We restrict the pre-
sentation to 2D case, while 3D follows analogously.
3.1. Trajectory. For a ray x(t) shot from (x0, p0) = (x(0), p(0)) and a step
length ∆t, using forward finite differences we obtain an explicit first order scheme for
the solution of (9a)
(29)
dx
dt
=
p
η2
=⇒ xj ≈ xj−1 + pj−1
η2(xj−1)
∆t,
where {xj}j≥0, xj = x(tj := j∆t) is the discretized trajectory.
In place of (9b), we are going to use the eikonal equation (8) along with Snell’s Law.
We assume Snell’s Law to hold at the interface between the points xj−1 and xj on
the trajectory
(30) η(xj−1) sin θinc = η(xj) sin θtr,
where θinc and θtr denote the incident and refracted angle, respectively (see also figure
4). We can calculate the direction, θtr, of the slowness vector p(xj) =: pj solving (30)
for θtr
(31) θtr = arcsin
(
η(xj−1)
η(xj)
sin θinc
)
.
The length of the vector pj can then be recovered from the relation ‖pj‖ = η(xj),
which is essentially the eikonal equation (8), yielding
(32) pj =
η(xj)
η(xj−1)
(
cos(θtr − θinc) − sin(θtr − θinc)
sin(θtr − θinc) cos(θtr − θinc)
)
pj−1.
Equations (29), (32) constitute an iterative scheme for computation of a piecewise
linear approximation to the trajectory x(t).
3.2. Amplitude. To compute the amplitude along the discrete trajectory we
look for an expression akin to the linear attenuation in e.g. Radon transform albeit
defined for every ray independently
A(x(t)) = A0 exp(−α(t)),
where α(t) denotes total attenuation (energy loss) along the ray from x0 up to x(t).
Our method is based on an observation that the attenuation (energy loss) along the
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pj−1
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xj+1
xj−1
θinc
θtr
Figure 4: Snell’s Law at the interface between xj−1 and xj points on the ray trajectory.
ray is due to two effects: spherical spreading and interface losses
α(t) = αS(t) + αI(t).
We now discuss an efficient way of estimating these effects for computing the amplitude
along the ray.
3.2.1. Spherical spreading. In an ideal isotropic and homogeneous medium a
point source induces a spherical wave, c.f. figure 5(a). As the origin of each ray can be
thought of as a point source, we can analytically calculate the losses due to spherical
spreading directly from the energy conservation law.
Remark 1. In 3D the energy is confined to the wavefront hence the conservation law
essentially states that the integral along the wavefront is constant at each point in
time. While the energy of the wave in 2D is not restricted to the wavefront, if the
rays emitted from the point constitute a local coordinate system i.e. up to the caustic
(which holds for locally isotropic propagation), the time distribution of the energy can
be integrated and lumped into the wavefront and for the purpose of the method same
conservation law can be assumed to hold in 2D.
For an isotropic medium, using the notation introduced in figure 5(b), we can explicitly
write the length of the wavefront as an integral over the hypersphere i.e. at the point
x0 as 2pi∆x and at x(t) as 2pi(L(t) + ∆x). Furthermore, since the amplitude is
proportional to the square root of the energy, taking square root of both sides of the
conservation law we have
(33) A0
√
2pi∆x = AS(t)
√
2pi(L(t) + ∆x), t > 0,
where A0 := A(x0) denotes the amplitude of the wave at the point x0.
For an inhomogeneous medium in odd dimensions (i.e. 3D) we can apply Huygens-
Fresnel principle, which states that every point on the wavefront becomes a secondary
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xS t
(a)
xS x0 x(t)
∆x
L(t)
(b)
Figure 5: (a) 2D cartoon of a spherical wave propagating in a homogeneous medium. (b)
Spherical spreading affecting the amplitude values on a ray shot from xS at its
initial point x0 and at a point x(t) further down the ray.
source. We can now locally apply the isotropic argument and in a limit we arrive
at a direct generalization of (33) with L(t) the length of the ray trajectory. While
the motivation with the Huygens-Fresnel principle does not hold in even dimensions
(i.e. 2D), we argue the validity of (33) analogously as in the remark 1. The standard
arclength formula and the first equation of the Hamiltonian system (9a) yield
L(t) =
∫ t
0
∥∥∥∥dx(s)ds
∥∥∥∥ds = ∫ t
0
‖p(s)‖
η2(x(s))
ds.
Substituting the arclength L(t) into (33) and rearranging terms we obtain the atten-
uation due to spherical spreading,
(34) αS(t) ≡ ln A0
AS(t)
=
1
2
ln
∫ t
0
‖p(s)‖η−2(x(s))ds+ ∆x
∆x
.
3.2.2. Interface losses. When a wave propagates from one medium to another
through a discontinuous interface, part of it is reflected at the interface while the
remainder is transmitted. Here we assume that most of the energy is transmitted.
The amplitude of the wave transmitted though the virtual interface between the points
xj−1 and xj is given by the Snell’s formula
(35) Aj = Atr =
2η(xj−1) cos θinc
η(xj−1) cos θinc + η(xj) cos θtr
Ainc, Ainc = Aj−1,
where θinc and θtr denote the incidence and transmission angles (see figure 4)
(36) cos θinc =
∇η(xj) · (xj − xj−1)
‖∇η(xj)‖ · ‖xj − xj−1‖ , cos θtr =
∇η(xj) · (xj+1 − xj)
‖∇η(xj)‖ · ‖xj+1 − xj‖ .
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As interface losses are inherently discrete, the total interface losses up to the point
xj = x(tj) are a sum of all intermediate interface losses up to xj
(37) αI(tj) ≡ ln A0
AI(tj)
=
j∑
k=0
αI,k,
and in the limit, we obtain
(38) αI(t) =
∫ t
0
α′I(τ)dτ, αI(0) = 0.
The loss at an individual interface interface between the two consecutive steps j − 1
and j is analogously equivalent to taking the logarithm of the ratio between the
amplitudes at these two steps
(39) αI,j := ln
Aj−1
Aj
.
Eliminating the yet unknown Aj := A(xj) using (35) and substituting (36) we obtain
αI,j = ln
η(xj−1)
∇η · (xj − xj−1)
‖xj − xj−1‖ + η(xj)
∇η · (xj+1 − xj)
‖xj+1 − xj‖
2η(xj−1)
∇η · (xj − xj−1)
‖xj − xj−1‖
3.3. Reversed amplitude. Analogously, the total attenuation along the re-
versed ray is
αR(t) = αR,S(t) + αR,I(t) = ln
A0
AR(t)
,
where we chose the same initial amplitude AR(0) = A0. The attenuation due to
spherical spreading αR,S(t) depends on the traveled distance along the reversed ray,
LR(t)
αR,S(t) =
1
2
ln
LR(t) + ∆x
∆x
,
LR(t) = L(T )− L(T − t)
 ⇒ αR,S(t) = 12 ln L(T )− L(T − t) + ∆x∆x .
Reversing the trajectory (including the roles of the angles θinc, θtr) in (35) it is easy to
see that again in the limit eα
′
R,I(t) +eα
′
I(T−t) = 2 with αR,I(0) = 0, which immediately
yields
αR,I(t) =
∫ t
0
α′R,I(τ)dτ =
∫ t
0
ln
(
2− eα′I(T−τ)
)
dτ.
Therefore, we can express the reverse total attenuation in terms of the original quan-
tities: the amplitude A0, the traveled distance L(t) along the original ray x(t) and
the interface losses α′(τ),
(40) αR(t) =
1
2
ln
L(T )− L(T − t) + ∆x
∆x
+
∫ t
0
ln
(
2− eα′I(T−τ)
)
dτ.
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4. Hamilton-Green solver for the forward and adjoint problems. In this
section we explain how we use the ray tracing approach to solve the forward and
adjoint problems in PAT. We term the solver Hamilton-Green as our approach can
be viewed as a ray tracing approximation (i.e. numerical solution of the Hamiltonian
system (9)) to the unknown heterogeneous Green’s function in the Green’s integral
formula for the solution of the respective forward and adjoint wave equations eval-
uated using the ray induced discretization of the domain. We note that the PAT
sensors provide the natural shooting points for the rays. As shown in subsection 2.4
the same trajectories can be used in both the forward and the adjoint problem. In
particular, in the proposed Hamilton-Green solver, somewhat counterintuitively, the
forward problem solution follows the ray trajectories while the adjoint formula uses
the reversed ray trajectories.
4.1. Green’s solution to the wave equation. The general form of the fun-
damental solution of the wave equation for bounded and unbounded domains can be
found e.g. in [4]. Here we restrict the presentation to the initial value and the source
problem for the unbounded domain which are relevant to PAT, see section 1.
The Green’s solution to the initial value problem for the inhomogeneous wave equation
with the density source term ρ
2u = ρ(t, x),(41a)
u(0, x) = ψ(x),(41b)
ut(0, x) = ψ0(x),(41c)
can be written as
(42) u(t, x) = f(t, x) + h1(t, x) + h2(t, x)
with
f(t, x) =
∫ t+
0
∫
Rd
G(t, x | t′, x′)ρ(t′, x′) dx′ dt′,(43a)
h1(t, x) =
∫
Rd
1
c2(x′)
G(t, x | 0, x′)ψ0(0, x′) dx′,(43b)
h2(t, x) =
∫
Rd
1
c2(x′)
∂G
∂t
(t, x | 0, x′)ψ(0, x′) dx′.(43c)
Here G is the corresponding free space Green’s function in Rd and f and h = h1 + h2
independently solve
f : 2f = ρ(t, x), f(0, x) = 0, ft(0, x) = 0,
h : 2h = 0, h(0, x) = ψ(x), ht(0, x) = ψ0(x).
In acoustically homogeneous medium the free space Green’s functions can be calcu-
lated analytically
(44) R2 : G20(t, x | t′, x′) =
c
2pi
H(c(t− t′)− ‖x− x′‖)√
c2(t− t′)2 − ‖x− x′‖2 ,
where H(t) is the Heaviside step function
H(t) =
{
0 t < 0,
1 t ≥ 0,
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and
(45) R3 : G30(t, x | t′, x′) =
δ(c(t− t′)− ‖x− x′‖)
4pi‖x− x′‖ ,
where δ(t) denotes the Dirac delta distribution with the usual weak definition
(46)
∫ ∞
−∞
δ(t)ζ(t)dt = ζ(0)
holds for any Schwarz test function ζ, see e.g. [4].
In subsections 4.3, 4.4 we will make use of the following invariances of (in general
heterogeneous) free space Green’s functions
G(t, x | t′, x′) = G(−t′, x′ | − t, x) (time reversal)(47a)
G(t, x | t′, x′) = G(t+ T, x | t′ + T, x′), T > 0 (time shift).(47b)
4.2. Strong approximation to the Green’s function. In order to implement
the Green’s formula within the ray tracing algorithm we need a strong approximation
of the Green’s function and its derivative. To this end we review strong representations
of the Dirac delta distribution and its derivative.
Definition 4.1. We define the derivative of the delta distribution δ(t) as
δ′(t) = lim
a→0
1
a
{
δ
(
t+
1
2
a
)
− δ
(
t− 1
2
a
)}
.
For such defined δ′(t) using integration by parts and the definition of δ(t) we have
δ′(−t) = −δ′(t),
∫ ∞
−∞
f(t)δ′(t)dt = −f ′(0),
and more generally ∫ ∞
−∞
δ′(τ)f(t− τ) dτ = f ′(t).
Any strong representation F (t, ε) of δ(t) has to reproduce its defining properties
• limε→0 F (t, ε) = 0 when t 6= 0.
• limε→0
∫ η2
−η1 F (t, ε)dt = 1 for arbitrarily small positive η1, η2 > 0.
There are several families of functions which satisfy these properties, two commonly
used ones are
• Dirichlet representation: based on the sinc function
δ(t) = lim
ε→0
sin(t/ε)
pit
⇒ δ′(t) = lim
ε→0
t cos(t/ε)− ε sin(t/ε)
εpit2
• Gaussian representation: based on the Gaussian function
δ(t) = lim
ε→0
exp(−t2/ε2)
ε
√
pi
⇒ δ′(t) = −2t exp(−t
2/ε2)
ε3
√
pi
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The benefit of the Gaussian representation is its non-negativity while the Dirichlet
representation is consistent with band limited approximation. For strict comparabil-
ity, in the numerical experiments in section 5 we are in fact using Green’s function
obtained numerically using k-Wave [32]. We note that such obtained Green’s function
is not strictly shift invariant which will contribute to the discrepancies between the
results obtained with k-Wave and the proposed Hamilton-Green solver.
4.3. Forward problem. We recall the PAT forward problem introduced in (1)
2u = 0, (t, x) ∈ (0,∞)× Rd,(1a)
ut(0, x) = 0, x ∈ Rd,(1b)
u(0, x) = u0(x), x ∈ Rd,(1c)
which is an initial value problem for the homogeneous wave equation with heteroge-
nous sound speed c ∈ C∞(Rd).
In the Hamilton-Green forward solver the time dependent pressure is obtained at each
of the sensors separately using the cone of rays originating from this particular sensor.
Using Green’s formula (43c) the pressure u(t, x0) at a given time t at a sensor location
point x0 can be written as
(49) u(t, x0) =
∫
Rd
1
c2(x′)
∂
∂t
G(t, x0 | 0, x′)u0(x′)dx′,
where G(t, x | t′, x′) is an in general heterogeneous free-space Green’s function. Fur-
thermore, for any u0 compactly supported on Ω the integration can be restricted to
the domain Ω. Assuming that the rays shot from x0 6∈ Ω do not develop a caustic in
the domain Ω i.e. no two different rays from x0 intersect in Ω, and that they cover
Ω sufficiently densely, these rays form a coordinate system for Ω. In this coordinate
system (49) becomes
u(t, x0) =
∫ T
0
∫
Sd−1
1
c2(x(`, θ;x0))
∣∣∣∣ dx′d(`, θ)
∣∣∣∣(50)
× ∂
∂t
G(t, x0 | 0, x(`, θ;x0))u0(x(`, θ;x0))d(`, θ).
Here (`, θ) ∈ R0+×Sd−1 are ray based coordinates for the rays originating from x0
and T ∈ R+ is sufficiently large so that all the rays in the cone have left the domain
x(`, θ;x0) /∈ Ω ∀` > T, θ ∈ Sd−1. Furthermore, by the definition the determinant of
the Jacobian of the change of coordinates
(51)
∣∣∣∣ dxd(`, θ)
∣∣∣∣
x(0)=x0
= q(`, θ;x0).
Using the combined time reversal and shift invariances of Green’s functions (47) we
can rewrite the Green’s function with the source at the sensor
(52) G(t, x0 | 0, x(`, θ;x0)) = G(t, x(`, θ;x0) | 0, x0).
HG SOLVER FOR THE FORWARD AND ADJOINT PROBLEMS IN PAT 19
Substituting (51) and (52) into (50) we obtain
u(t, x0) =
∫ T
0
∫
Sd−1
1
c2(x(`, θ;x0))
q(`, θ;x0)(53)
× ∂
∂t
G(t, x(`, θ;x0) | 0, x0)u0(x(`, θ;x0)) d(`, θ).
As Green’s function in (53) for a heterogenous domain is in general unknown, we
propose the following approximation. Assuming a constant sound speed in a small
neighborhood N (x0) of x0, we can locally approximate the heterogeneous Green’s
function G(t, x | 0, x0) with the homogeneous Green’s function G0(t, x | 0, x0) with the
constant speed of sound determined by the speed of sound at the emission point, here
x0 i.e. c0 = c(x0),
G(t, x | 0, x0) ≈ G0(t, x | 0, x0), x ∈ N (x0).
Equation (53) however, requires G everywhere and the homogeneous function approx-
imation is not valid outside of N (x0). Now, the ray based coordinate system allows us
to extend the approximation propagating the homogeneous free space Green’s func-
tion G0(t, x0, | 0, x0) along the ray (x0, θ) from x0 to x(`, θ;x0) and compute the
corresponding amplitude according to (15)
(54) G(t, x(`, θ;x0) | 0, x0) ≈ G0(t+ `, x0 | 0, x0)µ(`, θ;x0).
Assuming the time parametrization along the ray, ` is the time of propagation from
x0 to x(`, θ;x0) which directly corresponds to the phase (11). The latter effects a time
shift in the Green’s function due to its explicit dependence on time (note that through-
out our derivation the time dependence has been implicit through the parametrization
of the trajectory). To simplify notation we also short hand the attenuation along the
ray from x0 to x(`, θ;x0) in the amplitude formula (15)
(55) µ(`, θ;x0) =
η(x0)
η(x(`, θ;x0))
√
q(0, θ;x0)
q(`, θ;x0)
.
We note, that the choice of the approximation point to be the evaluation point, here
the sensor x0, is not coincidental but necessary for the appropriate speed of sound c0
and hence time scaling of the homogeneous Green’s function G0. This indeed was the
reason for reversing the Green’s function in (52).
Substituting (54) and (55) into (53) and rearranging the integration to reflect func-
tional dependencies we arrive at
u(t, x0) = η(x0)
∫ T
0
∂
∂t
G0(t+ `, x0 | 0, x0)
×
∫
Sd−1
η(x(`, θ;x0))
√
q(0, θ;x0)q(`, θ;x0)u0(x(`, θ;x0)) dθ d`.(56)
Below we summarize the steps necessary to numerically evaluate (56) which corre-
sponds to solving the forward problem (1) for a sensor located at x0.
• Trace ray trajectories from x0 such that they cover the domain Ω sufficiently
densely (figure 6).
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Ω
x0
u0
Figure 6: Cone of rays from x0 covering the domain Ω where the initial pressure u0 is
compactly supported.
• Interpolate u0 and η at equitemporal points along the ray trajectories (q is
already available at these points).
• Numerically evaluate the spherical integral along the isotime curves, ` =
const. Using mid-point rule this corresponds to summing the appropriately
weighted contributions from all rays from x0 at `.
• Convolve the result with the time derivative of the homogeneous Green’s
function at x0,
∂
∂tG0(t, x0 | 0, x0).
4.4. Adjoint problem. The adjoint problem in PAT (3) is a time varying
source problem for the free space wave equation with homogeneous initial conditions.
Due to the linearity of the wave equation (3), the solution is a superposition of the
corresponding solutions for each individual point mass source located at the sensor
xm0 , m = 1, . . . ,M . Similarly as for the forward problem, in the adjoint Hamilton-
Green solver we solve the adjoint problem for each mass source separately using the
ray cone originating from the sensor x0
2v = ∂
∂t
(
g(T − t, x)ω(T − t)
)
δ(x− x0), (t, x) ∈ (0, T )× Rd,(3a’)
vt(0, x) = 0, x ∈ Rd,(3b’)
v(0, x) = 0, x ∈ Rd .(3c’)
Analogously as for the forward problem, we start from the corresponding Green’s
representation to the solution of the source problem (43a) evaluated at t = T
(58) v(T, x) =
∫
Rd
∫ T
0
G(T, x | t′, x′) ∂
∂t′
(
g(T − t′, x′)ω(T − t′)
)
δ(x′ − x0) dt′dx′.
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Upon the change to ray based coordinate system (58) becomes
v(T, x(`, θ;x0)) =
∫ T
0
∫
Sd−1
∫ T
0
G(T, x | t′, x(`′, θ′;x0)) ∂
∂t′
(
g(T − t′, x(`′, θ′;x0))ω(T − t′)
)
dt′︸ ︷︷ ︸
(?)
× δ(`′ − 0)δ(θ′ − θ)︸ ︷︷ ︸
=δ(x(`′,θ′;x0)−x(0,θ;x0))
q(`′, θ′;x0) dθ′d`′,(59)
where we chose to represent x0 = x(0, θ;x0) using the ray through x = x(`, θ;x0).
Integrating (?) by parts, using the time shift invariance of the Green’s function to set
the emission time to 0 and the variable change t = T − t′ yields
(?) =−
∫ T
0
∂
∂t′
G(T, x | t′, x(`′, θ′;x0)) g(T − t′, x(`′, θ′;x0))ω(T − t′)dt′
+G(T, x, | T, x(`′, θ′;x0))g(0, x(`′, θ′;x0))ω(0)︸︷︷︸
=0
−G(T, x, | 0, x(`′, θ′;x0))g(T, x(`′, θ′;x0))ω(T )︸ ︷︷ ︸
=0
=
∫ T
0
∂
∂t
G(t, x | 0, x(`′, θ′;x0)) g(t, x(`′, θ′;x0))ω(t)dt.(60)
Substituting (60) into (59) and using the distributional calculus to evaluate the ray
cone integral against the δ(`′ − 0)δ(θ′ − θ), we obtain
(61) v(T, x(`, θ;x0)) = q(0, θ;x0)
∫ T
0
∂
∂t
G(t, x | 0, x0) g(t, x0)ω(t)dt.
To approximate the unknown heterogenous Green’s function we again make use of a
ray based approximation
G(t, x | 0, x(`, θ;x0)) ≈ G0(t, x | 0, x(`, θ;x0)), x ∈ N (x(`, θ;x0)),
and outside of N (x(`, θ;x0)) (in particular at the sensor x0)
G(t, x0 | 0, x(`, θ;x0)) ≈ G0(t+ `, x(`, θ;x0) | 0, x(`, θ;x0))µR(`, θ;x0),
where µR is the analogously defined reversed attenuation in (27) i.e. attenuation
between x(`, θ;x0) and x0 along the reversed ray
µR(`, θ;x0) =
η(x(`, θ;x0))
η(x0)
√
qR(0, θ;x(`, θ;x0))
qR(`, θ;x(`, θ;x0))
=
η(x(`, θ;x0))
η(x0)
√
q(`, θ;x0)
q(0, θ;x0)
=
1
µ(`, θ;x0)
.(62)
Using the combined time shift and reversal invariances of Green’s function we rephrase
the Green’s function in (61) with a source at the evaluation point x(`, θ;x0)
(63) v(T, x(`, θ;x0)) = q(0, θ;x0)
∫ T
0
∂
∂t
G(t, x0 | 0, x(`, θ;x0)) g(t, x0)ω(t)dt
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which will guarantee the correct speed of sound c0 = c(x(`, θ;x0))) for the homoge-
neous Green’s function G0. Substituting the ray approximation and µR from (62) we
arrive at the Hamilton-Green approximation to the adjoint solution
v(T, x(`, θ;x0)) ≈η(x(`, θ;x0))
η(x0)
√
q(0, θ;x0)q(`, θ;x0)
×
∫ T
0
∂
∂t
G0(t+ `, x(`, θ;x0) | 0, x(`, θ;x0)) g(t, x0)ω(t)dt.(64)
Equation (64) is naturally defined in ray based coordinates and needs to be interpo-
lated on the Cartesian grid as described in the Appendix A. Summing over all sensors
we obtain the adjoint of the original equation (3)
v(T, x) ≈
M∑
m=1
v(T, x(`m, θm;xm0 )).(65)
The steps necessary for numerical evaluation of (64) which corresponds to the adjoint
problem with one sensor located at x0 are summarized below. We note that steps 1,2
are the same as for the forward problem and will be executed only once in an efficient
implementation.
• Trace ray trajectories from x0 such that they cover the domain Ω sufficiently
densely (figure 6).
• Interpolate η at equitemporal points in the domain (q is already available at
these points).
• Numerically evaluate the time integral. Using mid-point rule this corresponds
to summing the data time series weighted by a shifted derivative of the ho-
mogeneous Green’s function G0 with a sound speed c0 = c(x(`, θ;x0)). The
details of efficient evaluation of G0 are given in Appendix A.3.
5. Evaluation of the Hamilton-Green solver. In this section we will eval-
uate the accuracy of the Hamilton-Green solver (HG) for the forward and adjoint
problems for PAT on a 2D numerical phantom emulating vessels embedded in a soft
tissue. All the results will be compared against the first order pseudospectral method
implemented in k-Wave toolbox [32]. The 2D Matlab implementation used in this
paper can be downloaded from the Github repository green-ray. An efficient GPU
implementation enabling handling large image volumes will be the subject of a sequel
paper along with the integration of the solver with iterative methods which can take
full benefit of its flexibility. Therefore, we defer the discussion of the computational
efficiency to that later work.
5.1. 2D vessel phantom with heterogeneous sound speed. The 2D vessel
phantom embedded in a rectangular domain with heterogeneous sound speed is de-
picted in figure 7. The sound speed c ∈ C∞(Rd), shown in 7(a), assumes values in
the range from 1,350 to 1,650 [m/s] mimicking the typical sound speeds found in the
soft tissue 1, 500± 5% [m/s] [24]. The initial pressure, u0 and its smoothed version as
used by k-Wave pseudospectral solver, are shown in figure 7(b) and (c), respectively.
The rectangular domain was discretized using 128× 256 equispaced grid points along
the x and y axes, respectively, with the uniform grid spacing of 0.2 [mm].
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(a) (b) (c)
Figure 7: 2D vessel phantom: (a) sound speed c(x), (b) initial pressure u0(x), (c) smoothed
initial pressure u0(x) as used by k-Wave.
5.2. Homogeneous Green’s function derivative approximation. The strong
approximation to the homogeneous Green’s function derivative used by the Hamilton-
Green solver was obtained with k-Wave by solving an initial value problem on a square
128×128 grid with spacing of 0.2 [mm] including a 20 grid point deep PML inside the
boundary and using the time step ∆t = 50 [ns]. The initial pressure was supported at
a single grid point x′ = (12.8, 6.4) [mm] but was smoothed to avoid Gibbs phenomena
and a point sensor was placed at x0 = (12.8, 19.2) [mm] inside the square domain. Due
to imperfections of the PML such computed Green’s function derivative will not be
strictly shift invariant. The constant sound speed was set to cmin = min(c(x)) = 1, 378
[m/s] and the derivative for the higher sound speed values were obtained by downsam-
pling the cubic interpolant of ∂∂tGcmin(x0, t | 0, x′) and a time shift which realigning
the maximum to be attained at t = 0 which corresponds to the correct time synchro-
nization. This procedure introduces a temporal interpolation error.
5.3. Forward problem. We now compare the solutions to the PAT forward
problem (56) obtained with the Hamilton-Green solver and with the first order pseu-
dospectral method implemented in k-Wave. For both solvers we chose the time step
∆t = 50 [ns] and the maximum propagation time T = 40 [µs]. The k-Wave simu-
lation requires an artificial prolongation of the domain to accommodate the PML of
20 grid point depth. The sensors are placed at the grid points on the boundary of
the original domain. For the Hamilton-Green solver we attempt to mimic the k-Wave
sensor density covering the domain shooting 2,000 rays with equiangular directions
with increment ∆θ ≈ 3.14 · 10−3 [rad]. We note that for a homogeneous sound speed
this would result in an oversampling of the domain boundary respective k-Wave. How-
ever, for heterogeneous domain the ray trajectories can cluster or diverge hence certain
degree of oversampling is prudent.
The corresponding solutions (i.e. the simulated PAT data for the vessel phantom)
are shown in figure 8. In all our results the time series is consistently normalized
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(a) (b) (c)
Figure 8: Pressure time series at the sensors i.e. PAT data obtained with (a) k-Wave; (b)
HG. (c) Difference between HG and k-Wave.
by the L∞ norm of the computed PAT data, g(x, t) = u(x, t), x ∈ Γ, t ∈ (0, T ).
The pseudo-spectral solver requires smoothing of the initial pressure to eliminate the
Gibbs phenomena. When computing the Green’s function derivative with k-Wave,
smoothing is applied to the point initial pressure, thus the Hamilton-Green solver
inherits this smoothing from the k-Wave solver. As it can be seen from figure 8(c) we
obtain a good match. Further smoothing could be due to interpolation in particular
the spatial interpolation between the Cartesian and ray based grids.
To examine the accuracy of the forward solution, we single out three sensors: S1 at
(25.4, 17.0) [mm], S2 at (0.0, 34.0) [mm], S3 at (12.8, 50.8) [mm], see also figure 9. A
subsets of 100 ray trajectories for each of the three sensors are shown in figure 9 and
demonstrate different phenomena: S1 relatively uniform coverage, S2 shadow regions
at the outskirts of the domain, S3 caustic and regions of low penetration. The corre-
sponding sensor time series are shown in figure 10. We observe a good match between
each pair of signals. We believe that the main discrepancies are due to the earlier
mentioned difficulties caused by a combination of the spatial and temporal interpola-
tion errors. Additionally, in our model the ray trajectories transport the transmitted
energy only i.e. none of the reflected energy will be captured by the Hamilton-Green
solver. However, the relatively small variations is sound speed encountered in the
biological soft tissues ±5% do not produce significant reflections and we believe this
error to be mild compared to the interpolation error discussed above.
5.3.1. Caustics and shadow regions. Figure 9(c) reveals a caustic forming
at the bottom-center of the domain for the ray trajectories originating from sensor
S3. This caustic occurs approximately for the arrival times between 20 and 30 [µs],
however we observe no obvious discrepancy between the Hamilton-Green and k-Wave
pressure time series in this time bracket which could be unequivocally attributed to
the caustic. Thus while the Hamilton-Green solver is not able to capture any initial
pressure in the vicinity of a caustic (as the amplitude/ray density become unbounded
there), using the improved amplitude formula (28) seems to provide accuracy on par
with the overall accuracy of the numerical solver.
Shadow and low penetration regions can be observed in figure 9(b) and (c) for the ray
trajectories originating from sensor S2 and S3, respectively. For S2, no rays can be
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(a) (b) (c)
Figure 9: Ray trajectories originating from sensor (a) S1; (b) S2; (c) S3.
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Figure 10: Time series computed by HG and k-Wave at a sensor (a) S1; (b) S2; (c) S3. (d)
Error for the three sensors computed as a difference between HG and k-Wave
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found in the bottom and top left corners of the domain, thus no initial pressure will be
propagated from these regions. For S3 we observe low penetration regions forming on
both sides of the caustic resulting in non-sufficient ray coverage of the domain, which
could be remedied by shooting more rays or more elaborate techniques reminiscent
of ray inserting in wave front tracking methods. It is however not clear how such
approaches can maintain the efficiency of the one shot methods discussed here thus
their merit in fast solvers can be limited. In any case, shadow and low penetration
regions correspond to low energy regions of the wave thus in any case the contribution
from these regions to the solution would be small.
5.4. Forward and adjoint problems. In the following we compare the so-
lutions of the concatenated forward and adjoint operators P?(P(u0)) for Hamilton-
Green solver and k-Wave. In all our experiments we use the same discretization and
parameters as for the forward problem. We note, that the obtained pressure images
are not solutions to PAT inverse problem but simply result of subsequent application
of the forward and adjoint solver. Hence, we are not concerned with the resemblance
of the images and the phantom initial pressure (indeed the difference between the
adjoint and the time reversal is very apparent) but we evaluate them against the gold
standard, here the k-Wave forward and adjoint solver.
In the first experiment we use the forward solutions to the vessel phantom obtained
from each of the solvers in subsection 5.3 as the input to the corresponding adjoint
solver i.e. P?HG(PHG(u0)) and P?kW(PkW(u0)).
In the second experiment, we swap the corresponding inputs i.e. we compute the
mixed forward and adjoint solutions i.e. P?kW(PHG(u0)) and P?HG(PkW(u0)).
The results are illustrate in Figure 11. All solutions have been restricted to be non-
negative. The gold standard, the k-Wave forward and adjoint P?kW(PkW(u0)) is shown
in (a) and the other three combinations in (b)-(d). The difference between the HG
and k-Wave solvers in depicted in (e) for the consistent forward data i.e. (b) against
(a); and in (f) for the k-Wave forward data i.e. (c) against (a). Some blurring and
loss of contrast are present in call cases. Interestingly, the HG adjoint operator seems
to emphasize the adjoint “limited-view like artifacts” in particular on the right of
the domain while the forward solver could be thought to suppress them judging by
P?kW(PHG(u0)) in (d). It remains for the future research to evaluate how the particular
error structure will impact an iterative method as for instance used for solution of a
variational formulation possibly including a regularization functional.
6. Conclusions and outlook. In this paper we presented a novel acoustic
Hamilton-Green solver for the forward and adjoint problems in PAT. The name is
derived from the two main ingredients of the solver: the Hamiltonian system and the
Green’s integral formula for the solution of the wave equation with initial data and
time varying sources. The solver can be viewed as a ray tracing approximation of the
heterogeneous Green’s function (more precisely its derivative) in the Green’s formula
evaluated on a ray based grid. The main benefit of this approach is that the solution
is computed for each sensor independently, opening to PAT the realm of ray based
solvers which are well established in other tomographic applications e.g. X-ray CT
or PET. Furthermore, ray based solvers allow the flexibility to efficiently deal with
sparse sensors thus potentially enabling online/real-time or dynamic reconstructions.
We evaluated the accuracy of the proposed Hamilton-Green forward and adjoint solver
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Figure 11: Concatenated forward and adjoint operators (a) P?kW(PkW(u0)),
(b) P?HG(PHG(u0)) (c) P?HG(PkW(u0)), (d) P?kW(PHG(u0)). Er-
ror w.r.t. P?kW(PkW(u0)) (e) P?HG(PHG(u0)) − P?kW(PkW(u0)), (f)
P?HG(PkW(u0))− P?kW(PkW(u0)).
on a 2D numerical vessel phantom with heterogeneous sound speed and compared it
to an established pseudo-spectral method as implemented in k-Wave toolbox [32].
There are many open questions that need addressing to better understand and im-
prove the performance of the Hamilton-Green solver. A theoretical challenge is to
find solution that holds valid in the presence of caustics without compromising the
computational efficiency. In this context we are currently investigating two promis-
ing approaches: the dynamical ray tracing and Gaussian beams which both can be
integrated with the Hamilton-Green solver. We are also working on an efficient im-
plementation on GPU hardware which is imperative to apply the solver to large scale
3D real data problems. A particularly challenging implementation aspect is adap-
tive inserting and removing rays into and from the cone to control the impact of the
changing ray density while maintaining the efficiency offered by one shot methods.
Furthermore, we are working on coupling the Hamilton-Green solver with iterative
28 FRANCESC RUL·LAN AND MARTA M. BETCKE
methods for variational problems which performance hinges on the ability to inde-
pendently evaluate partial operators such as for instance the stochastic primal-dual
hybrid gradient method recently proposed in [14].
Appendix A. Implementation details.
A.1. Interpolation: from Cartesian to ray based grid. When interpolating
a function specified on Cartesian grid at a point in a ray based grid, x(`, θ;x0), we
use the Cartesian grid point closest to x(`, θ;x0) in the L2 sense.
Quantities in the code interpolated from Cartesian to ray based grid are: slowness η
and its gradient ∇η, initial pressure u0.
A.2. Interpolation: from ray based to Cartesian grid. When interpolating
a function specified on ray based grid at a point in Cartesian grid, x, we use the the
ray based grid point closest to x in the L2 sense.
Quantities in the code interpolated from ray based to Cartesian grid are: the solution
of the adjoint problem (64) and the reversed phase (propagation time) and reversed
amplitude attenuation (µR) used in the computation of the adjoint. To be precise, the
latter can be obtained according to equations (23) and (62) from the (non-reversed)
phase and amplitude attenuation (or ray density), respectively.
A.3. Approximating the homogeneous Green’s function at a point in
the domain. Equation (64) requires knowledge of a derivative of the homogeneous
Green’s function G0 with sound speed value equal to c0 = c(x(`, θ;x0)). Obtaining G0
for an exact value of c0 = c(x(`, θ;x0)) (in particular if c was interpolated on the rays
using an interpolation formula of an order higher than the nearest neighbor) would
undue increase the computational cost. Instead, we precompute the Green’s function
G0 for a range of sound speeds cmin ≤ c(x) ≤ cmax,∀x ∈ Ω at equal increments, ∆c fine
enough and use the tabulated G0 with the closest sounds speed value to approximate
G0 with c0 = c(x(`, θ;x0)).
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