We analyse the power spectral density (PSD) ST (f ) (with T being the observation time and f is the frequency) of a fractional Brownian motion (fBm), with an arbitrary Hurst index H ∈ (0, 1), undergoing a stochastic resetting to the origin at a constant rate r -the resetting process introduced some time ago as an example of an efficient, optimisable search algorithm. To this end, we first derive an exact expression for the covariance function of an arbitrary (not necessarily a fBm) process with a reset, expressing it through the covariance function of the parental process without a reset, which yields the desired result for the fBm in a particular case. We then use this result to compute exactly the power spectral density for fBM for all frequency f . The asymptotic, large frequency f behaviour of the PSD turns out to be distinctly different for sub-(H < 1/2) and super-diffusive (H > 1/2) fBms. We show that for large f , the PSD has a power law tail: ST (f ) ∼ 1/f γ where the exponent γ = 2H + 1 for 0 < H ≤ 1/2 (sub-diffusive fBm), while γ = 2 for all 1/2 ≤ H < 1. Thus, somewhat unexpectedly, the exponent γ = 2 in the superdiffusive case H > 1/2 sticks to its Brownian value and does not depend on H.
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I. INTRODUCTION
Power spectral density (PSD) of any stochastic process X(t) provides an important insight into its spectral content and time-correlations [1] . The PSD of a real-valued process is standardly defined as
where T is the observation time (one usually takes the limit T → ∞), C(t 1 , t 2 ) is the auto-correlation function of X(t), C(t 1 , t 2 ) = X(t 1 )X(t 2 ) ,
and the angle brackets denote the ensemble averaging. As an important property, the PSD was widely studied for various processes across many disciplines, including, e.g., loudness of musical recording [2, 3] and noise in graphene devices [4] , evolution of the climate data [5] and fluorescence intermittency in nanosystems [6] , extremal properties of Brownian motion, such as, the running maximum [7] , diffusion in an infinite [8] or a periodic Sinai model [9] , the time gap between large earthquakes [10] and fluctuations of voltage in nanoscale electrodes [11] , or of the ionic currents across the nano-pores [12] . These are just few stray examples; a more exhaustive list of applications can be found in recent Refs. [13, 14] . In this paper we analyse the spectral content of the process of fractional Brownian motion [15] with a stochastic reset. Its Brownian counterpart has been put forth few years ago in Ref. [16] as an example of a robust search algorithm, which consists of diffusion tours, interrupted and reset to the origin at random time moments at a fixed rate r. The mean first passage time of such a process to a target, located at some fixed position in space, was shown to nonmonotonic function of r and has a deep minimum at some value r * , which permits to perform an efficient search under optimal conditions. Importantly, a non-zero resetting rate leads to a violation of detailed balance, and entails a globally current-carrying non-equilibrium steady-state with non-Gaussian fluctuations. Different aspects of this steady-state and various properties of the diffusion process with reset have been extensively studied [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . Very recently, quantum dynamics with resetting to the initial state have also been studied in various systems [36, 37] . A different type of resetting dynamics (projecting out a measured state from the Hilbert space via successive measurements), has been used to compute the first detection probability of a single quantum particle [38, 39] .
Here, we consider a generalisation of the classical version of resetting dynamics, for a process undergoing fractional Brownian motion (fBm), as opposed to the original setting of a standard Brownian motion with resetting introduced in Ref. [16] . The fBm is a Gaussian process with zero mean and auto-correlation function [15] 
where H ∈ (0, 1) is the so-called Hurst index and D is the proportionality factor with dimension length 2 /time 2H . For H > 1/2 the increments are positively correlated, which results in a super-diffusive motion. In contrast, when H < 1/2, the increments are anti-correlated and one has an anomalous sub-diffusive process. The Brownian case is recovered when H = 1/2 and here D is the usual diffusion coefficient. We let 0 < H < 1 to be arbitrary and our analysis will cover both cases of super (1/2 ≤ H < 1)-and sub-diffusion (0 < H ≤ 1/2). We will show that the asymptotic large frequency behavior of the PSD S T (f ) has rather different behvaiors in the two cases.
The paper is outlined as follows: In Sec. II we derive a general expression for the auto-correlation function of an arbitrary process with stochastic resetting, expressing it as an integral transform of the auto-correlation function of the process without resetting. Next, in Sec. III we focus specifically on the frequency-dependence of the PSD of a fBm with stochastic reset in the limit T → ∞, and also present a general expression for its PSD at zero-frequency, valid for an arbitrary observation time T . We conclude with a brief recapitulation of our results and an outline of further research in Sec. IV. Details of calculations and T -dependent correction terms of the PSD are presented in Appendices A and B.
II. AUTO-CORRELATION FUNCTION OF A RESET PROCESS
In order to compute the PSD defined in Eq. (1) for any arbitrary stochastic process, we need to first compute the covariance function C(t 1 , t 2 ) of the process in Eq. (2) . For a process undergoing stochastic reset, the covariance function of the process turns out to be nontrivial. In this section, we derive an exact expression of the covariance function in presence of reset, in terms of the covariance function without reset-this relation turns out to be very general and holds for arbitrary stochastic process.
A stochastic process Xr(t) which is reset to 0 with rate r. Between two reset events, the process evolves by its own dynamics. Thus resetting breaks the process into disjoint 'renewal' intervals-following every reset event the process renews itself from the origin and evolves by its own natural dynamics till the next reset event. The process is completely uncorrelated from one renewal interval to another. Consider two time epochs t1 and t2, with t2 > t1. The correlation function of the reset process Xr(t1)Xr(t2) is identically 0 if the two epochs t1 and t2 belong to two separate renewal intervals. It is nonzero, if and only if, both t1 and t2 belong to the same renewal interval.
Let X 0 (t) denote an arbitrary stochastic process, starting from X 0 (0) = 0, having zero mean, X 0 (t) = 0, and the auto-correlation function C 0 (t 1 , t 2 ). Now, imagine that the process is interrupted at random times with rate r and reset to 0. In other words, in a small time interval dt, the process is reset to 0 with probability r dt and with the complimentary probability 1 − r dt it evolves further by its own natural dynamics. Let X r (t) denote this 'reset process' with reset rate parameter r. For a typical evolution of the process see a sketch in Fig. (1) .
The reset events break the system into disjoint renewal intervals, i.e., following every reset event, the process 'renews' itself. As a result, the correlation of the reset process X r (t) between two time epochs t 1 and t 2 (say with t 1 ≤ t 2 ) is identically 0 if the two epochs t 1 and t 2 belong to two separate renewal intervals. The correlation is nonzero if and only if both t 1 and t 2 belong to the same renewal interval (as in Fig. (1) ). Let us now see how to calculate the auto-correlation function of the reset process C r (t 1 , t 2 ) = X r (t 1 )X r (t 2 ) in terms of the original auto-correlation function C 0 (t 1 , t 2 ) (without reset). The crucial observation is that for this correlation to be nonzero, t 1 and t 2 both should belong to the same renewal interval, with the convention t 1 ≤ t 2 . Let τ denote the time interval between t 1 and the last reset event that happened before t 1 (see Fig. (1) ). Then, given that the two epochs t 1 and t 2 belong to the same renewal interval, and given τ , the correlation function of the reset process would be (considering the fact that the process restarted at time τ before t 1 ) just C 0 (τ, t 2 − t 1 + τ ). But now the interval τ itself is a random variable drawn from an exponential distribution. In addition to averaging over all possible τ , we also have to ensure that there is no reset event between t 1 and t 2 : this happens with probability e −r (t2−t1) for t 2 ≥ t 1 . Gathering all the probability events, we then find that
This result is easy to understand. The overall factor e −r(t2−t1) indicates the probability that there is no reset event between t 1 and t 2 . The first term inside the square bracket corresponds to the event that the last reset before t 1 occurs between τ and τ + dτ (with probability r e −rτ dτ ). The second term corresponds to the event that there was no reset event before t 1 , in which case the correlation between X r (t 1 ) and X r (t 2 ) is the same as C 0 (t 1 , t 2 ).
Particularly simple expression for the auto-correlation function C r (t 1 , t 2 ) obtains in the case when the original process X 0 (t) is an ordinary Brownian motion. Here, the auto-correlation function is C 0 (t 1 , t 2 ) = X 0 (t 1 )X 0 (t 2 ) = 2D min(t 1 , t 2 ) = 2D t 1 for t 1 ≤ t 2 . Hence, Eq. (4) gives, for the reset process X r (t), the following auto-correlation function for t 2 ≥ t 1
If t 2 ≤ t 1 , one just has to interchange t 1 and t 2 .
In the case of interest here, i.e., when X 0 (t) is a fBM with an arbitrary Hurst index H, whose autocorrelation function is given by Eq. (3), we have for t 2 ≥ t 1
Once again, for t 2 ≤ t 1 , we need to interchange t 1 and t 2 . Note that for H = 1/2, the process is non-Markovian. However, the result in Eq. (4) is very general, and holds even for non-Markovian processes (the important point is that every reset event renews the process, and X r (t) does not remember its history prior to the last resetting epoch before t).
III. THE POWER-SPECTRAL DENSITY OF THE RESET PROCESS
We turn next to the analysis of the PSD in Eq. (1) with the auto-correlation function defined by Eqs. (5) and (6). It is expedient first to start with the case of an ordinary Brownian motion (H = 1/2). Here, the PSD defined by Eqs.
(1) and (5) can be straightforwardly calculated for an arbitrary observation time T to give
From this exact expression, one can work out various limiting cases. For example, keeping T fixed, we can check that for r = 0, the expression in Eq. (7) reduces to the well known result for the ordinary Brownian motion
In contrast, keeping r fixed, and taking T → ∞ limit, PSD in Eq. (7) reduces to a Lorenzian as a function of the frequency f
which reflects the fact that at long times X r (t) becomes a stationary process in the presence of a non-zero reset rate r [16] . Interestingly, in this limit the PSD has exactly the same Lorenzian form as the PSD of the Ornstein-Uhlenbeck process (see, e.g., Ref. [40] ), indicating that the stochastic resetting dynamically generates an effective restoring force. One can also make another interesting nontrivial check. Note that in the limit f → 0,
where A(T ) = T 0 X r (t) dt is just the area under the reset process up to time T . Hence, up to a global prefactor 1/T , S T (f = 0) can be thought of as the variance of the area under the reset process over the interval [0, T ] (note that the mean area A(T ) = 0). Hence, from our exact formula in Eq. (7), we get by taking f → 0 limit
This formula matches exactly (after multiplying by T ) with the formula for the second moment of the area under a reset process up to time T that was computed recently [35] .
Consider next the PSD S T (f ) of the fBm process with reset for generic H ∈ (0, 1), whose auto-correlation function is defined in Eq. (6) . A detailed analysis of the full expression for the PSD, including all the T -dependent corrections, is presented in Appendix A. Here we just present the leading term in the large T limit that reads
Interestingly, this expression stems entirely from the first term in Eq. (6), which accounts for the multiple resetting events and hence, is a characteristic feature of the resetting process. The contribution associated with the second term in Eq. (6), which is conditioned by the event that no reset occurs before t 1 , and hence, is more specific to the correlation properties of a single tour of a fBm process, vanishes in the limit T → ∞. For H = 1/2, the expression in Eq. (12) coincides with Eq. (9) above. The result in Eq. (12) shows that the limiting (as T → ∞) form of the PSD for a fBm with an arbitrary H is a sum of two contributions : (i) a standard Lorenzian, as in the case of a standard Brownian motion with reset in Eq. (9), but now with an H-dependent amplitude Γ(1 + 2H) r 1−2H , which vanishes when r → 0 in the sub-diffusive case, and diverges in the case of a super-diffusive motion. The latter circumstance can be easily understood since the PSD of a super-diffusive fBm is time-dependent, and diverges as T 2H−1 in the limit T → ∞ [42] . A more detailed discussion of the ageing behaviour of the PSD in terms of a generalized Wiener-Khinchin theorem for non-stationary processes can be found in Ref. [43] . (ii) the second contribution is a Lorenzian in power H, modulated by the sine term divided by the frequency f . This latter factor converges to sin(πH)/f when r → 0, for any H.
Another interesting limit is the high-frequency regime (f → ∞) at a fixed r, which probes the spectral content of short tours of a fBm with a reset. We observe that in this limit the first contribution vanishes universally as 1/f 2 , while the second one exhibits an H-dependent decay of the form 1/f 2H+1 . Respectively, this implies that for a sub-diffusive fBm with reset, we find
which is independent of the reset rate r and indeed coincides with the PSD of the sub-diffusive fBm without resetting [41, 42] . On the other hand, for the PSD of a super-diffusive fBm we find the following asymptotic form
with a universal exponent 2, independent of the actual value of H. We note that this anomalous frequency-dependence has been predicted for a super-diffusive fBm without reset (in which case the amplitude is a growing function of T ) and also observed experimentally for the dynamics of amoeba and their vacuoles in Ref. [42] . It was called 'deceptive' in Ref. [42] , since it may lead to an incorrect conclusion that one is observing a standard Brownian motion, which is certainly not the case. Summarizing, in large frequence f → ∞ limit, the PSD has a power law tail:
where the exponent
Lastly, we generalise the zero-frequency PSD in Eq. (11) for a fBm with an arbitrary Hurst index H. Relegating the details of calculations to Appendix B, we present below the following exact expression, (which we conveniently order with respect to the behaviour of the corresponding terms in the limit T → ∞),
where Γ(a, x) is the upper incomplete Gamma-function. Note that Eq. (15) is valid for any H, T and r. Setting H = 1/2, we recover from Eq. (15) the result in Eq. (11) . Further on, letting r → 0 at a fixed T , we get
which implies that the variance A(T ) 2 of the area A(T ) under the fBm process without resetting (r = 0 ) grows in proportion to T 2H , as it should. For T → ∞ at a fixed r > 0, we find that S T (0) in this limit is given by the first term in Eq. (15), i.e.,
The leading in this equation behaviour is fully compatible with Eq. (12).
IV. CONCLUSION
To summarise, we studied here the spectral content of a fractional Brownian motion with an arbitrary Hurst index H, subject to a stochastic reset at a fixed rate r. To this end, we first focused on the autocorrelation function C r (t 1 , t 2 ) of the process with reset and evaluated an exact form of such a function, valid for arbitrary values of the parameters characterising our model. As a matter of fact, the derived expression has a much broader range of validity (than only a fBm) and holds for an arbitrary stochastic process with a stochastic reset, expressing its autocorrelations C r (t 1 , t 2 ) through the latter of the unperturbed process, i.e., C r=0 (t 1 , t 2 ). Using this autocorrelation function, we have computed an exact form of the power spectral density S T (f ) of a fBm with stochastic reset in the limit T → ∞. We have shown that the latter is a sum of two terms: a standard Lorenzian function and a Lorenzian in power H. As a consequence, the large-f asymptotic behaviour of S ∞ (f ) appears to be distinctly different for sub-and super-diffusive fBms: For 0 < H ≤ 1/2, we found that S ∞ (f ) ∼ 1/f 2H+1 , likewise the parental fBm process, with an amplitude independent of the reset rate. Surprisingly, in the super-diffusive case (H > 1/2) S ∞ (f ) is described by a universal law S ∞ (f ) ∼ 1/f 2 , regardless of the actual value of H ≥ 1/2, i.e., has of a form of the spectrum of a standard Brownian motion. In this case, however, the amplitude is dependent on the reset rate r and diverges when r → 0.
A natural continuation of our work is to consider a power spectral density of an individual trajectory of a fractional Brownian motion with a stochastic reset. Similarly to the analysis presented in Refs. [14] and [42] for Brownian motion and fractional Brownian motion without a reset, we plan to evaluate the variance and the full probability density function of such a random variable, parametrised by frequency, the observation time and the reset rate. 
Changing the integration variables τ → t 1 φ and then, t 1 → t 2 ξ, we rewrite the latter expression as At the next step, we expand both the exponential and the cosine terms in the Taylor series in powers of f and r, respectively, and integrate over t 2 to get 
Now, we can straightforwardly perform summation over m, which gives 
