The present paper is devoted for establishing accurate computational algorithms for the incomplete and complete elliptic integrals (EI) of the first, second and third kind. For these goals, we first derived some properties of EI that could be used to check the validity and the accuracy of the algorithms; in addition, particular continued fraction expansion of the ratio of the complete elliptic integrals of the second and first kinds is also derived. Secondly, we established the trigonometric series expansions of EI, together with the recurrence formulae of their coefficients so as to facilitate the computations. Also, Gautschi's algorithm of the top-down continued fraction evaluation is described. Numerical applications are performed for: (a) the incomplete elliptic integrals using their trigonometric series expansions, (b) the complete elliptic integrals of the second kind from the complete elliptic integrals of the first kind using Gautschi's algorithm. Finally the numerical results were checked by two ways:
Introduction
It can be shown that, if R(x,y) is a rational function of x and y and g(x) is a polynomial in x of degree 3 or 4, then the integral
can be expressed as a linear combination of terms, each of which is either an elementary function, or an elliptic integral of the first, second, or third kind. Accordingly, numerical evaluation of a few integrals permits precise evaluation of a broad class of integrals. On the other hand the elementary problem in analytical mechanics -the motion of the simple pendulum -cannot be accurately described without resorting to elliptic integrals. Moreover, elliptic integrals play an important role in many aspect of Astrodynamics, e.g. the gravitational attraction of a solid homogeneous ellipsoid upon an exterior particle is represented in terms of elliptic integrals. Again the period of rectilinear oscillation [1] of an infinitesimal mass along the straight line through the center of mass and perpendicular to the plane of rotation of the finite masses is a linear combination of complete elliptic integrals of the first, second, and third kinds. Also the planetary orbit determination in Einstein's gravitational theory, leads to an elliptic integral [2] . In fact there are many applications of the elliptic integral e.g. [3] .
Due to their importance as mentioned briefly in the above, the present paper is devoted for establishing accurate computational algorithms for the incomplete and complete elliptic integrals (EI) of the first, second and third
Basic Formulations

Definitions
The normal forms of the elliptic integrals F and E of the first and second kind, respecti 
which are functions of the amplitude , where 0 <  ≤ /2
and of the modulus k, where 0 ≤ k ≤ 1, (The symbol m, called the parameter, is also used in place of the square of the modulus, i.e. m  k 2 ). The first form of these special functions is called Legendre's form. The alternate, obtained from the first by setting x = sin is called Jacobi's form.
When the amplitude  = /2, the integrals are then complete elliptic integrals and denoted by K(k) and E(k) or simply K and E. Thus
(3) Otherwise, they are referred to as incomplete elliptic integrals.
The elliptic integral of the third kind is
where  is the characteristic. The properties of the integral depend on the location of the characteristic.
Some basic properties of the hypergeometric function
In the subsequent analysis we need some basic properties of the hypergeometric function y = F 1 (,,; x) which is defined as
where
Among the properties of y = F 1 (,,; x), we need the following basic three properties: 1-Gauss's differential equation for the hypergeometric function y = F 1 (,,; x) is:
2-Gauss's identity of the hypergeometric function y = F 1 (,,; x) is:
3-The ratio F 1 (,+1,+1; x) / F 1 (,,; x) is given as a continued fraction of the form ...
Some properties of the elliptic integrals
In what follows some properties of the elliptic integrals will be listed, while their proofs are given in Appendix A. These properties could be used to check the validity and the accuracy of the computational algorithms which used for the valuations of IE, as 1-For fixed amplitude, we have
Evaluation of the Elliptic Integrals
3-F(k, ) and E(k, ) satisfy the identities
where n is any positive integer.
4-
The special case of the elliptic integral of the third kind for which the characteristic  is equal to the parameter m = k 2 is given by
5-The complete elliptic integrals K(m) and E(m) of the first and second kind, satisfy the following differential equations
6-The complete elliptic integrals K(m) and E(m) could be expressed in terms of the hypergeometric functions
where m  k 2 . 7-The complete elliptic integrals K(m) and E(m) satisfy the identity
8-The complete elliptic integral E(m) of the second kind could be expressed in terms of the complete elliptic integral K(m) of the first kind by the continued fraction expansion as
Trigonometric Series Expansions of the Incomplete Elliptic Integrals
In this section, the trigonometric series expansions of the elliptic integrals of the first second and third kind will be established.
The incomplete elliptic integral of the first kind
Since
then by using the binomial theorem we get
as a series of cosine multiples of , we get
3.2 The incomplete elliptic integral of the second kind By the same way as in the above section we get
where s n is given by Equation (28).
The incomplete elliptic integral of the third kind
Recalling the definition of the elliptic integral of the third kind as
Expand each term of the integrand using the binomial theorem, perform the product of the resulting power series of 
Computational Developments
The computational developments for the EI will be considered through the following points.
Computation forms of the equations
For the computational purposes the above infinite series should be truncated up to (N+1) terms. So, we have
where Evaluation of the Elliptic Integrals
Recurrence formulae
In what follows, some recurrence formulae for the coefficients will be established to facilitate their computations. From equations (35) and (36) we get for the T's and H's coefficients the recurrence formulae
From Equation (37) we have
, from which we get the recurrence formula
while its initial values are obtained from Equations (35) and (37) and we get
Finally, a recurrence formula for the s function could be obtained as follows. From these two equations we get the recurrence formula
(43)
Continued fraction method
In fact, continued fraction expansions are generally far more efficient tools for evaluating the classical functions than the more familiar infinite power series. Their convergence is typically faster and more extensive than the series.
Top-Down Continued Fraction Evaluation
There are several methods available for the evaluation of continued fraction. Traditionally, the fraction was either computed from the bottom up, or the numerator and denominator of the n th convergent were accumulated separately with three-term recurrence formulae. The draw back of the first method is obviously, having to decide far down the fraction to being in order to ensure convergence. The draw back to the second method is that the numerator and denominator rapidly overflow numerically even though their ratio tends to a well defined limit. Thus, it is clear that an algorithm that works from top-down while avoiding numerical difficulties would be ideal from a programming standpoint.
Gautschi [4] proposed very concise algorithm to evaluate continued fraction from the top-down and may be summarized as follows. If the continued fraction is written as      In the limit, the c sequence converges to the value of the continued fraction.
Continued fraction method was used in many problems in astrophysics [e.g. 5 & 6] Table ( 3) of Appendix B.
Finally the numerical results were checked by two ways: iby satisfying the conditions given by properties of EI. iiby comparing their values with those list in slandered tables. In this respect, the numerical results show excellent arguments with these ways, a fact which proves the validity, accuracy and the effeteness of our algorithms.
Appendix A The Proofs of the Formulae of Subsection 2.3
Formulae (11) & (12):
Since F(k,) and E(k,) are continuous
and
which prove the inequalities (11), (12).
Formulae (13) & (14):
Equations (13) and (14) follow directly from the definitions of F(k,) and E(k,).
Formulae (15) & (16):
We can write Equations (1) and (2) as
In the second and third integrals, we let  =  -, then  = -, so we get by using Equations (13) and (14), that
These are Equations (15) and (16) which are true for n = 1.
In the above equations we let  =  + , we get
These are Equations (15) and (16) which are true for n = 2.
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then let  =  + , in these two equations we get
. These are Equations (15) and (16) which are true for n = n + 1, since they are true for n = 1, n = 2, …, consequently they are for any n positive integer.
Formula (17):
Using the above expressions for T 1 and T 2 into Equation (A-1), and then integrating the resulting equation, so we get 
Formulae (20): Differentiating Equation (18) and then using Equation (19) for dE/dm and Equation (18) for (K -E)/2m we get Equation (20).
Formulae (21):
Differentiating Equation (19) and then using Equation (18) for dK/dm and Equation(19) for K, we get Equation (21).
Formulae (22):
Comparing Equation (20) with Gauss's Equation (7) for hypergeometric function we get, when 
Formulae (23):
Comparing Equation (21) with Gauss's Equation (7) for hypergeometric function we get when
That satisfies Gauss's equation. Since E(0) = /2 and
and Equation (23) 
Formulae (25):
Let  = 1,  = ½,  = -½ and x  m in Equation (9) an using Equation (10) for the s we get 
