In this paper, we prove a Pontryagin Maximum Principle for constrained optimal control problems in the Wasserstein space of probability measures. The dynamics, is described by a transport equation with non-local velocities and is subject to end-point and running state constraints. Building on our previous work, we combine the classical method of needle-variations from geometric control theory and the metric differential structure of the Wasserstein spaces to obtain a maximum principle stated in the so-called Gamkrelidze form.
Introduction
Transport equations with non-local velocities have drawn a great amount of attention from several scientific communities for almost a century. They were first introduced in statistical physics to describe averaged Coulomb interactions within large assemblies of particles (see e.g. [43] ), and are still to this day a widely studied topic in mathematical physics. More recently, a growing interest in the mathematical modelling of multi-agent systems has opened a whole new panel of problems in which these equations play a central role. Starting from the seminal paper of Cucker and Smale [20] dealing with emergent behaviour in animal flocks, a large literature has been devoted to the fine mathematical analysis of kinetic cooperative systems, i.e. systems described by non-local transport equations with attractive velocity fields [33, 27, 12, 4] .
Later on, the focus shifted partly to include control-theoretic problems such as reachability analysis, optimal control, explicit design of sparse control strategies. For these purposes, the vast majority of the existing contributions have taken advantage of the recent developments in the theory of optimal transport. We refer the reader to [41, 39] for a comprehensive introduction to this ever-expanding topic. In particular, the emergence of powerful tools of analysis in the so-called Wasserstein spaces has allowed for the establishment of a comprehensive existence theory for these equations (see e.g. [9, 8] ), which incorporates natural Lipschitz and metric estimates in the smooth cases (see [37] ).
Apart from a few controllability results as in [24] , most of the attention of the community has been devoted to optimal control problems in Wasserstein spaces. The existence of optimal solutions has been investigated with various degrees of generality in [2, 1, 29, 30, 28] , mostly by means of Γ-convergence arguments. Besides, a few papers have been dealing with numerical methods either in the presence of diffusion terms, which considerably simplify the convergence analysis of the corresponding schemes (see e.g. [25] ), or in the purely metric setting through Boltzmann-based methods [5] . However to the best of our knowledge, there currently are no general results describing shooting methods or PDE-flavoured gradient schemes for optimal control problems in Wasserstein spaces.
Statement of the main result
In this paper, we further this line of research by extending our previous result to the setting of constrained optimal control problems given in following the general form (P )
L(t, µ(t), u(t))dt + ϕ(µ(T )) ,

s.t.
∂ t µ(t) + ∇ · (u(t, ·))µ(t)) = 0,
and Ψ I (µ(T )) ≤ 0, Ψ E (µ(T )) = 0,
Λ(t, µ(t)) ≤ 0 for all t ∈ [0, T ].
The methodology that we follow relies on the technique of packages of needle-variations, combined with a Lagrange multiplier rule. In essence, this method allows to derive the maximum principle from a family of finite dimensional first-order optimality conditions combined with the introduction of a suitable costate. Even though classical in the unconstrained case, this direct approach requires some care to be translated to constrained problem. Indeed, the presence of constraints induces an unwanted dependency between the Lagrange multipliers and the needle-parameters. This extra difficulty can be circumvented by considering N -dimensional perturbations of the optimal trajectory instead of a single one, and by performing a limiting procedure as N → +∞. Originally introduced in [11] for smooth optimal control problems with end-point constraints, this approach was extended in [40] to the case of non-smooth and state-constrained problems.
In the following Theorem, we state the main result of this article consisting in a Pontryagin Maximum Principle formulated in the so-called Gamkrelidze form (see e.g. [10] ) for problem (P ). Its proof is inspired from that of [40] and from our previous contribution [14] . Theorem 1.1 (Pontryagin Maximum Principle for (P )). Let (u * (·), µ * (·)) be an optimal pair controltrajectory for (P ) and assume that the set of hypotheses (H) below holds.
(H) (H1) The set of admissible controls is defined as U = L ∞ ([0, T ], U ) where U is any
(H6) The state constraints maps (t, µ) → (Λ l (t, µ)) 1≤l≤r ∈ R r are bounded and Lipschitz-continuous over [0, T ] × P(K) for any compact set K ⊂ R d . Moreover, the maps (t, µ) → ∂ t Λ(t, µ) and (t, µ) → ∇ µ Λ l (t, µ)(·) are well-defined and continuously differentiable at (t, µ * (t)) with ∂ t ν * (t) + ∇ · (J 2d ∇ ν H (t, ν * (t), ζ * (t), u * (t))ν * (t)) = 0
Then there exists a constant R ′
for any (t, ν, ζ, ω) ∈ [0, T ] × P(B 2d (0, R ′ T )) × R r × U . The final gradient and penalized state constraints maps are given respectively by (1.3) and
For all l ∈ {1, . . . , r}, the map t ∈ [0, T ] → ζ * l (t) denotes the cumulated state constraints multiplier, defined by
(ii) The Lagrange multipliers satisfy the Non-Degeneracy condition
(1.5)
as well as the Complementary Slackness condition
(iii) The Pontryagin maximization condition [21, 6] 
Remark 1 (The Gamkrelidze Maximum Principle
(t, x) = m k=1 u k (t)X k (·) where X 1 , . . . , X m ∈ C 1 (R d , R d ) and u 1 , . . . , u m ∈ L ∞ ([0, T ], R).
Examples of functionals satisfying hypotheses (H)
In this Section, we show that the rather long list of hypotheses (H) is not too restrictive and that a good score of relevant functionals for applications fit into the framework of Theorem 1.1. 
Proposition 1.1 (Example of non-local velocity field). Let
(t, x, y) ∈ → H(t, x, y) ∈ R d be measurable with respect to t ∈ [0, T ], sublinear and C 1 -with respect to (x, y) ∈ R 2d . Then, the map µ ∈ P c (R d ) → v[µ](·, ·) defined by v[µ](t, x) = R d H(t, x, y)dµ(y) for L 1 -almost every t ∈ [0D x v[µ](t, x) = R d D x H(t, x, y)dµ(y) , R d lΓ . v (t,x) (y)dµ(y) = R d D y H(t, x, y)dµ(y).
Proposition 1.2 (Example of cost and constraint functions).
Let n ≥ 1 and W ∈ C 1 (R nd , R). Then, the functional
with µ ⊗n = µ × · · · × µ satisfy hypotheses (H4) of Theorem 1.1 and its Wasserstein gradient at some µ ∈ P(K) is given by
satisfies the hypotheses (H5) of Theorem 1.1 and its Wasserstein gradient is given by
∇ µ L(t, µ, ω)(x) = ∇ x l t, x, ω(x), mdµ + D x ω(x) ⊤ ∇ v l t, x, ω(x), mdµ + D x m(x) ⊤ R d ∇ r l t, y, ω(y), mdµ dµ(y).
Proposition 1.3 (Example of state constraints
Then for any l ∈ {1, . . . , r}, the functionals 
Preliminary results
In this Section, we recall several notions about analysis in the space of measures, optimal transport theory, Wasserstein spaces, continuity equations and subdifferential calculus in the space (
We also introduce some elementary notions of non-smooth calculus in Banach spaces. For a complete introduction to these topics, see [9, 41] and [36, 19] respectively. [26] ) that this space can be identified with the topological dual of the Banach space (C 0 c (R d ), · C 0 ) of continuous and compactly supported functions endowed with the C 0 -norm. We denote by P(R d ) ⊂ M + (R d ) the set of Borel probability measures, and for p ≥ 1 we define P p (R d ) as the subset of P(R d ) of measures having finite p-th moment, i.e.
Analysis in measure spaces and the optimal transport problem
the set of probability measures with compact support. We say that a sequence (µ n ) ⊂ P(R d ) of Borel probability measures converges narrowly towards We recall in the following definition the notions of pushforward of a Borel probability measure through a Borel map and of transport plan. Definition 2.1 (Pushforward of a measure through a Borel map). Given µ ∈ P(R d ) and a Borel map
This property can be equivalently formulated in terms of pushforwards as
In 1942, the Russian mathematician Leonid Kantorovich introduced the optimal mass transportation problem in its modern mathematical formulation. Given two probability measures µ, ν ∈ P(R d ) and a cost function c : R 2d → R, one searches for a transport plan γ ∈ Γ(µ, ν) such that
This problem has been extensively studied in very broad contexts (see e.g. [9, 41] ) with high levels of generality on the underlying spaces and cost functions. In the particular case where c(x, y) = |x − y| p for some real number p ≥ 1, the optimal transport problem can be used to define a distance over the subset
Definition 2.3 (Wasserstein distance and Wasserstein spaces). Given two probability measures µ, ν ∈ P p (R d ), the p-Wasserstein distance between µ and ν is defined by We recall some of the interesting properties of these spaces in the following Proposition (see e.g. [9, Chapter 7] or [41, Chapter 6] 
Given two measures
Moreover, when p = 1, the following Kantorovich-Rubinstein duality formula holds
In what follows, we shall mainly restrict our considerations to the Wasserstein spaces of order 1 and 2 built over P c (R d ). We end these introductory paragraphs by recalling the concepts of disintegration and barycenter in the context of optimal transport. Definition 2.4 (Disintegration and barycenter). Let µ, ν ∈ P p (R d ) and γ ∈ Γ(µ, ν) be a transport plan between µ and ν. We define the disintegration {γ x } x∈R d ⊂ P p (R d ) of γ on its first marginal µ, usually denoted by γ = γ x dµ(x), as the µ-almost uniquely determined Borel family of probability measures such that
Proposition 2.3 (Wasserstein estimate between disintegrations
Proof. Take ξ ∈ Lip(R 2d ) with Lip(ξ, R 2d ) ≤ 1. One has that
by Kantorovich duality (2.2) since the maps r → ξ(x, r) are 1-Lipschitz for all µ-almost every x ∈ R d . Taking now the supremum over ξ ∈ Lip(R 2d ) with Lip(ξ, R 2d ) ≤ 1 yields the desired estimate.
Subdifferential calculus in (P
In this Section, we recall the definition of Wasserstein gradients for Wasserstein differentiable maps in the spirit of [32] and state a chain rule formula for Wasserstein differentiable functionals along some N -dimensional families measures. We refer the reader to [9, Chapters 9-11] for a thorough introduction to the theory of subdifferential calculus in Wasserstein spaces, as well as to [32] and [41, Chapter 15] for complementary material. 
We introduce in the following definition the concepts of classical subdifferential and superdifferential in (
Definition 2.5 (Wasserstein subdifferentials and superdifferentials). Let µ ∈ D(φ). We say that a map
It has been proven recently in [32] that the definition of Wasserstein subdifferential involving a supremum taken over the set of optimal transport plans is equivalent to the usual one introduced in [9] which involves an infimum. This allows for the elaboration of a convenient notion of differentiability in Wasserstein spaces as detailed below.
Definition 2.6 (Differentiable functionals in (P
We already listed in the subsection 1.2 of the introduction a series of commonly encountered functionals which are differentiable in the sense of Definition 2.6, and provided their Wasserstein gradient. We conclude these recalls by stating in Proposition 2.4 below a chain rule formula for Wasserstein differentiable functionals along suitable multi-dimensional families of measures.
Proposition 2.4 (Chain rule along multidimensional families generated by smooth vector fields). Let
(iii) The directional derivative map
The proof of this result is essentially the same as that of the classical chainrule result along the minimal subdifferential selection that can be found e.g. in [14, Proposition 7] . However, unlike the simpler 1-dimensional case, the assumption of Wasserstein differentiability is crucial for proving the N -dimensional chainrule.
The continuity equation with non-local velocities on R d
In this Section, we introduce the continuity equation with non-local velocities in (P c (R d ), W 1 ). This equation is commonly written as
where t → µ(t) is a narrowly continuous family of probability measures on
is a Borel family of vector fields satisfying the condition
Equation (2.5) has to be understood in duality with smooth and compactly supported functions, i.e.
This definition can be alternatively written as
We recall in Theorem 2.1 the classical existence, uniqueness and representation formula for solutions of non-local PDEs. Although these results were first derived in [8] , we state here a version explored in [37, 38] which is better suited to our control-theoretic framework.
Theorem 2.1 (Existence, uniqueness and representation of solutions for (2.5)). Consider a non-local velocity field v[·](·, ·) satisfying the Cauchy-Lipschitz assumptions (H3) of Theorem 1.1. Then, for every initial datum
µ 0 ∈ P c (R d ), the Cauchy problem ∂ t µ(t) + ∇ · (v[µ(t)](t, ·)µ(t)) = 0 µ(0) = µ 0 , (2.9) admits a unique solution µ(·) ∈ C 0 (R, P c (R d )). If µ 0
is absolutely continuous with respect to L d , then µ(t) is absolutely continuous with respect to L d as well for all times t ≥ 0. Furthermore for every T > 0 and every
for all times t ∈ [0, T ] and any solutions (µ(·), ν(·)) of (2.9) with initial conditions (µ 0 , ν 0 ).
the family of flows of diffeomorphisms generated by the non-autonomous velocity field
We recall in the following Proposition a standard result which links the differential in space of the flow of diffeomorphisms of an ODE to the solution of the corresponding linearized Cauchy problem (see e.g. [15] ). In our previous work [14] , we extended this result to the Wasserstein differential of a flow with respect to its initial measure.
Proposition 2.5 (Classical and Wasserstein differentials of a flow of diffeomorphisms). Let µ ∈ P(K), v[·](·, ·) be a non-local velocity field satisfying hypotheses (H') and (Φ
v (0,t) [µ](·)) t∈[0,T ] be its associated flow of diffeomorphisms. Let G ∈ C 0 ([−ǫ, ǫ] N ×K, R d ) be a
map satisfying the hypotheses of Proposition 2.4. It then holds that (a) The differential in space
D x Φ v (s,t) [µ](x)h of the flow Φ v (s,t) [µ
](·) is the unique solution w(·, x) of the linearized Cauchy problem
where for any k ∈ {1, . . . , N } the map w k (·, x) is the unique solution of the non-local Cauchy problem v,i
Proof. The differential in space result stated in (a) is well known in the literature and its proof can be found e.g. in [15] . By Proposition 2.4, we know that the map
Fréchet-differentiable at e = 0. Therefore, the action of its differential on a given direction σ ∈ [−ǫ, ǫ] N can be expressed in coordinates using partial derivatives, i.e.
It has been proven in [14, Proposition 5] that such one-dimensional variations could be characterized as the unique solution of the linearized Cauchy problems (2.13).
Non-smooth multiplier rule and differentiable extension of functions
In this Section, we recall some facts of non-smooth analysis as well as a non-smooth Lagrange multiplier rule which is instrumental in the proof of our main result. This multiplier rule is expressed in terms of the so-called Michel-Penot subdifferential, see e.g. [36, 34] . In the sequel, we denote by (X, · X ) a separable Banach space and by X * its topological dual associated with the duality bracket ·, · X .
The MP-subdifferential -smaller than the Clarke subdifferential -bears the nice property of shrinking to a singleton whenever the functional f (·) is merely Fréchet-differentiable. It also enjoys a summation rule and a chained-derivative formula for compositions of locally Lipschitz and Fréchet-differentiable maps. We list these properties in the following Proposition.
Proposition 2.6 (Properties of the Michel-Penot subdifferentials). Let
These propositions can be verified easily by computing explicitly the Michel-Penot derivatives of the corresponding maps and using the definition of the set ∂ MP (•), see e.g. [40] . Another useful feature of this notion of subdifferential is that it allows to write Lagrange multiplier rules for locally Lipschitz functions. This family of optimality conditions was initially derived in [34] and refined in [40] where the author extended the result to the class of so-called calm functions. Let f 0 , . . . , f n , g 1 , . . . , g m : X → R and Ω ⊂ X be a closed and convex set. Suppose that x * is a local solution of the non-linear optimization problem 
Definition 2.8 (Calm functions).
where N (Ω, x * ) denotes the normal cone of convex analysis to Ω at x * .
We end this introductory section by stating a Lusin-type Lemma for vector valued functions and a derivative-preserving continuous extension result that will both prove useful in the sequel. 
Proof. This result is a consequence of Lusin's Theorem applied to vector valued maps (see e.g. [22] ). 
Proof. We adapt here a simple proof that can be found e.g. in [40] . Define the map
By definition, g(·) is continuous over R N + \{0} and can be extended to R N + by imposing that g(0) = 0. Invoking Dugundji's extension theorem (see [23] ), we can define a continuous extensiong(·) of g(·) on the whole of R N .
We now define the auxiliary mapf : e ∈ R N → f (0) + D e f (0)e + |e|g(e). By construction,f (·) is continuous and coincides with f (·) over R N + . Moreover, one has for any e ∈ R N that f (e) −f (0) = D e f (0)e + |e|g(e) = D e f (0)e + o(|e|) by continuity ofg(·) at 0. Therefore, the extended mapf is differentiable at 0 with D ef (0) = D e f (0).
Proof of the main result
In this Section, we prove the general constrained maximum principle stated in Theorem 1.1. We divide the proof of this result into 4 steps. In Step 1, we introduce the concept of packages of needle-like variations of an optimal control and compute the corresponding perturbations induced on the optimal trajectory. In Step 2, we apply Theorem 2.2 to write a Lagrange multiplier rule for the finite-dimensional optimization problem written on the length of the needle variations. We introduce in Step 3 a suitable notion of costate allowing to propagate this optimality condition backward in time, yielding the PMP with a relaxed maximization condition restricted to a countable subset of needle parameters. The full result is then recovered in Step 4 through a limiting procedure combined with density and approximation arguments.
Step 1 : Packages of needle-like variations :
We start by considering an optimal pair control-trajectory (u
where R T > 0 is given by Theorem 2.1. Let T ⊂ [0, T ] be the set of Lebesgue points of t → (u * (t, ·), L(t, µ * (t), ·)) ∈ R d+1 in the sense of Bochner's integral (see e.g. [22, Theorem 9] ). This set has full Lebesgue measure in [0, T ], and Lemma 2.1 implies the existence of two subsets A , M ⊂ T having respectively null and full Lebesgue measure such that for any τ ∈ M , there exists (τ k ) ⊂ A converging towards τ and such that
Definition 3.1 (Package of needle-like variations). Let
be an optimal pair control-trajectory and U D be a countable and dense subset of
We denote by t →μ e (·) the corresponding perturbed trajectory, i.e. the solution of (2.9) associated with u e (·, ·).
This class of variations is known in the literature of control theory to generate admissible perturbations of the optimal control without any assumption on the structure of the control set U , while allowing for an explicit and tractable computation of the relationship between the optimal and perturbed states (see e.g. [15] ).
In the following Lemma, we make use the geometric structure of solutions to non-local transport equations presented in Theorem 2.1 to expressμ e (t) as a function of µ * (t) for all times t ∈ [0, T ]. 
) is Fréchet-differentiable at e = 0 with respect to the C 0 (B(0, R T ), R d )-norm uniformly with respect to t ∈ [0, T ]. The corresponding Taylor expansion can be written explicitly as
where ι(t) ∈ {1, . . . , N } is the biggest index such that
is the unique solution of the non-local Cauchy problem
Proof. The proof of this result is similar to that of [14, Lemma 5] , with some extra technicalities arising from the induction argument performed on the non-local terms. By definition of a package of needle-like variations, the perturbed controlsũ e (·, ·) generate well-defined flows of diffeomorphismes (Φũ
so that items (i), (ii) and (iii) hold for any
(t,0) (·). We focus our attention on the proof by induction of (iv). Let t ∈ [0, T ] be such that ι(t) = 1. By (3.1), one has that
Invoking Lebesgue's Differentiation Theorem along with the continuity of e → v[μ e (t)](t, ·) in the C 0 -norm topology, it holds that
as well as
Chaining these two expansions, we obtain that
We can now proceed to compute the induced first order expansion on the non-local flows Φ
where w 1 (·, ·) is defined as in Proposition 2.5-(b), and where we used the fact that the continuous as a consequence of hypothesis (H3) . Introducing for all times t ∈ [τ 1 , T ] the map
and using again the statements of Proposition 2.5, we have that both (3.3) and (3.4) hold for any e 1 ∈ [0,ǭ N ] and all times t ∈ [0, T ] N such that ι(t) = 1. Let us now assume that (3.3) and (3.4) hold for all times t ∈ [0, T ] such that ι(t) = k − 1, i.e. 
As in the initialization step, we can write using Lebesgue's Differentiation Theorem that
Furthermore, invoking the induction hypothesis (3.5) and the results of Proposition 2.4, we obtain that
(3.7) where the maps (w l (·, ·)) 1≤l≤k−1 are defined as in Proposition 2.5-(b) with
. Plugging together equations (2.12) and (2.13) of Proposition 2.5, one can see that the maps
(·) for any l ∈ {1, . . . , k − 1}. By CauchyLipschitz uniqueness, we can therefore extend the definition of the maps t
Chaining the expansions (3.6) and (3.7) along with our previous extension argument, we obtain that both (3.3) and (3.4) hold up to time τ k , i.e.
for any e ∈ [0,ǭ N ] N . Performing yet another coupled Taylor expansion of the same form on the expressionμ Step 2 : First-order optimality condition
In Lemma 3.1, we derived the analytical expression of the first-order perturbation induced by a N -package of needle-like variations on the solution of a controlled non-local continuity equation. By the very definition of an N -package of needle-like variations, we know that the finite-dimensional optimization problem
admits e = 0 as a local solution.
In the following Lemma, we check that the functionals involved in (P N ) meet the requirements of the Lagrange multiplier rule stated in Theorem 2.2. We also compute their first-order variation induced by the package of needle-liek variations at e = 0.
Lemma 3.2 (Differentiability and calmness of the functionals involved in (P
,ũ e (t))dt are calm and differentiable at e = 0. Their Fréchet derivative in a direction σ ∈ [0,ǭ N ] N are respectively given by
for any (i, j) ∈ {1, . . . , n I } × {1, . . . , n E } and
The maps
Λ r (t,μ e (t)) are calm and locally Lipschitz
Proof. The calmness property of the maps e → ϕ(μ T (e)), Ψ E (μ T (e)), Ψ I (μ T (e)) and e → T 0 L(t,μ e (t),ũ e (t))dt at e = 0 stems from the fact that they are compositions of Fréchet-differentiable and locally Lipschitz mappings as a by-product of hypotheses (H4),(H5) and Lemma 3.1. The differentials of the final cost and boundary constraints can be computed with a direct application of Proposition 2.4.
We split the computation of the first-order variation at e = 0 of the running cost functional into two parts. One can first derive that
by Lebesgue's Differentiation Theorem, and since the maps e → L(
are continuous for all k ∈ {1, . . . , N }. Furthermore, invoking the Wasserstein chain rule of Proposition 2.4 along with the results of Lemma 3.1, we have for
Combining these expansions with an application of Lebesgue's Dominated Convergence Theorem yields (3.9) We now turn our attention to the state constraints functionals. By hypothesis (H6) and Proposition 2.4, the maps e → Λ l (t,μ e (t)) are Fréchet-differentiable at e = 0 for any l ∈ {1, . . . , r}, uniformly with respect to t ∈ [0, T ]. Moreover, the functional
is locally convex and therefore locally Lipschitz over C 0 ([0, T ], R). Hence, the maps e → max t∈[0,T ] Λ l (t,μ e (t)) are calm at e = 0 as compositions of Fréchet-differentiable and locally Lipschitz mappings. By Proposition 2.6-(c), we can compute their Michel-Penot derivatives in a direction σ ∈ [0,ǭ N ] N as follows
where 
Invoking
Using the measure-theoretic version of Lebesgue's Dominated Convergence Theorem (see e.g. [7, Theorem 1.21]), we conclude that (3.10) holds as well, which ends the proof of Lemma 3.2.
Using the results of Lemma 3.2, we can apply the Lagrange multiplier rule of Theorem 2.2 to (P N ) and obtain the existence of scalar multipliers (
Since all the functions involved in the subdifferential inclusion (S) are calm, we can use the summation rule of Proposition 2.6-(b) along with the expressions derived in Lemma 3.2 to obtain that
N which have all their components except one equal to 0, and by and introducing the notation ̟ N l ≡ θ N l ̟ N l , this family of inequalities can be rewritten as
Step 3 : Backward dynamics and partial Pontryagin maximization condition The next step of our proof is to introduce a suitable notion of state-costate variable transporting the family of inequalities (3.11) derived at time T to the base points (τ 1 , . . . , τ N ) of the needle-like variations while generating a Hamiltonian dynamical structure. To this end, we build for all N ≥ 1 a curve ν * N (·) ∈ Lip([0, T ], P c (R 2d )) solution of the forward-backward system of continuity equations
where the non-local velocity field
where we introduced the notations
Notice that the transport equation (3.12) does not satisfy the classical hypotheses of Theorem 2.1. Following a methodology introduced in our previous work [14] , it is possible to circumvent this difficulty by building explicitly a solution of (3.12) relying on the cascade structure of the equations. (3.13) and consider the associated curves of measures
is the unique solution of (3.12). Moreover, there exists two constants
Proof. Let us denote by Ω ⊂ R 2d a compact set such that
Such a set exists since the maps (∇ µ S N (µ * (T ))(·)) are continuous by (H3),(H4) and uniformly bounded as a consequence of the non-triviality condition (NT) on the Lagrange multipliers (
The existence and uniqueness of the maps (t, x, r) → w x (t, r) solving the family of non-local Cauchy problems (3.13) can be derived from a standard fixed point argument using hypotheses (H2), (H3), (H5) and (H6), see e.g. [14, Proposition 5] . In this context, the Banach space under consideration is that of all maps f :
, where we recall that ess-up µ (f ) = f L ∞ (µ) for any µ-measurable and essentially bounded map f :
By compactness of [0, T ]×Ω and uniform boundedness of the right-hand side of (3.13), we have that the maps t → Ψ x,N (T,t) (r) are Lispchitz uniformly with respect to (x, r) ∈ Ω and N . Furthermore, a simple application of Grönwall's Lemma yields that the flow maps r → Ψ x,N (T,t) (r) are uniformly Lipschitz and bounded. This allows us to conclude by applying Proposition 2.3 that the curves of measures t → ν * N (t) are well defined and that there exists two constants
In order to prove that ν * N (·) is indeed a solution of (3.12), take ξ ∈ C ∞ c (R 2d ) and compute the time derivative
where we used the fact that by Fubini's Theorem
This can in turn be reformulated into the more concise expression
which is precisely the definition of ν * N (·) being a solution of (3.12) .
Now that we have built a suitable notion of solution for (3.12), let us prove that ν * N (·) is such that the PMP holds with a relaxed maximization condition formulated over the collection of needle parameters 
holds for all
Proof. Using the expression (1.2) of the augmented infinite-dimensional Hamiltonian H (·, ·, ·, ·) along with the definition of the Wasserstein gradient (2.4), one can check that
and therefore admit a distributional derivative in the form of a finite Borel regular measure. A simple computation shows that the non-absolutely continuous parts of their derivatives cancel each other out, since dζ
Hence, the maps K N ω k ,τ k (·) are in fact absolutely continuous. One can therefore compute their derivative at L 1 -almost every t ∈ [τ k , T ] as follows.
The time-derivatives of the summands of the last term can be computed using Proposition 2.4 and the geometric structure (2.10) of solutions of (2.9) as shown below.
by applying Fubini's Theorem and identifying the analytical expressions of the summands ∇ µ C l (t, µ * (t)) derived in (A.1). Plugging this expression into (3.15) along with the characterization of
since by Fubini's Theorem, it holds
Recalling the definition of the vector field V * N [·](·, ·, ·) given in (3.12), we observe that
, so that it is constant over this time interval. In particular, it holds that K
The evaluation of the map K N ω k ,τ k (·) at τ k can be written explicitly as
Combining (3.16) and (3.17) yields the proof of our claim.
Step 4 : Limiting procedure
The PMP for absolutely continuous state constraints multipliers
In
Step 3, we have built for any N ≥ 1 a suitable state-costate curve ν * N (·) solution of the Hamiltonian system (1.1), and such that the relaxed Pontryagin maximization condition 3.14 holds on an N -dimensional subset of needle parameters. The last step in the proof of Theorem 1.1 is to take the limit as N goes to infinity of the previous optimality conditions in order to recover the PMP formulated on the whole set of needle parameters.
By In Lemma 3.3, we have shown that the curves of measures ν * N (·) are uniformly equi-compactly supported and equi-Lipschitz. Hence, (ν * (·)) admits converging subsequences in the C 0 W 1 -topology by AscoliArzelà Theorem.
We now prove that there exists an accumulation point ν * (·) of (ν * N (·)) which solves the system of equations (1.1) associated to the limit mulitpliers (λ 0 , . . . , λ n , η 1 , . . . , η m , ̟ 1 , . . . , ̟ r ). To this end, we start by making an extra simplifying assumption on the state constraints multipliers. We shall see in the sequel how this extra assumption can be lifted at the price of an extra approximation argument by absolutely continuous measures. Let ν * (·) ∈ Lip([0, T ], P(B 2d (0, R ′ T )) be an accumulation point of (ν * N (·)) along a suitable subsequence. As a direct consequence of the convergence of the scalar Lagrange multipliers, one recovers the uniform convergence of the final gradient map Let t ∈ [0, T ] and µ ∈ P(K). The Wasserstein gradient of C 1 l (t, ·) at µ is given by
We turn our attention to C 2 l (t, ·). For any ν ∈ P(K) and γ ∈ Γ o (µ, ν), it holds that We further compute the first-order variations arising from the remaining measure terms as follows
(A.4) by a standard application of Fubini's Theorem. Merging equations (A.2), (A.3) and (A.4), we recover the characterization (2.4) of the Wasserstein gradient ∇ µ C l (t, µ) of C l (t, ·) at µ given by (A.1).
