Abstract
B J P S -A c c e p t e d M a n u s c r i p t
A number of authors have studied the multiplicative frailty models, which represent a general-25 ization of the Cox regression model; see Cox (1972) . Hougaard (1995) and Sinha and Dey (1997) 26 studied multiplicative frailty models from the classical and Bayesian perspectives, respectively. For 27 some specific applications about univariate frailty models, interested readers are refereed to Aalen
28
and Tretli (1999), Henderson and Oman (1999) , and Baker and Henderson (2005) , whereas the book 29 by Wienke (2011) provides details about frailty models, in general. h T |U =u i (t; θ 1 , θ 2 ) = u i h 0 (t; θ 1 ), i = 1, . . . , n, t > 0,
where u i is the frailty of the patient i and h 0 is a baseline HR, with θ 1 and θ 2 being the parameters 36 of the lifetime and frailty distributions, respectively. Note that Equation (1) is known as Clayton
37
(1991)'s model, from which it is possible to observe that the risk of the patient i increases if u i > 1
38
and decreases if u i < 1. The conditional survival function (SF) can be obtained from Equation (1) as
39
S T |U =u i (t; θ 1 , θ 2 ) = exp(−u i H 0 (t; θ 1 )), i = 1, . . . , n, t > 0,
with H 0 (t; θ 1 ) = 
where t = (t 1 , . . . , t n ) ⊤ are the times to the event of interest, κ = (κ 1 , . . . , κ n ) ⊤ is the vector of 46 their censoring indicators, and u = (u 1 , . . . , u n ) ⊤ are the frailties of the patients. The log-likelihood 47 function given in Equation (3), which is conditional on the unobserved frailties u, establishes the 48 parameter estimation procedure. Note that the frailties are integrated out (depending on the frailty 49 distribution) to obtain a log-likelihood function for θ (independent on unobserved quantities) as
log(S T (t i ; θ)),
where h T and S T are the unconditional HR and SF, respectively, which are defined next.
51
By integrating S T |U =u i (t) given in Equation (2) on the frailty U, we obtain the unconditional
52
(population) SF of T , which can be viewed as the (unconditional) SF of patients randomly drawn 53 from the population under study; see Klein and Moeschberger (2003) , Aalen et al. (2008) and Wienke
54
(2011). Unconditional HR and SF may be get with the Laplace transform; see Hougaard (1984) .
55
Therefore, in the process of finding distributions for the frailty random variable U, natural candidates 
where f U is the frailty probability density function (PDF) and S T |U =u (t; θ) is the conditional SF
60
given in Equation (2) . Let f = f U be the frailty PDF and s = H 0 (t; θ 1 ). Then, we obtain the Laplace 61 transform of the unconditional SF as
Note that Equation (5) has a similar form as the unconditional SF defined in Equation (4). The frailty 63 random variables U i are often considered as independent and with identical distribution.
64
As noted, the frailty component of the model is random. Then, a distribution can be assumed 65 for the frailty. The GA distribution is often used in applications of frailty models published to date.
66
This is mainly due to the mathematical treatment, because by using the to its theoretical arguments, its attractive properties and its relation with the normal distribution; see
72
Birnbaum and Saunders (1969), Leiva and Saunders (2015) and Leiva (2016) . The BS distribution
73
has been extensively applied for modeling failure times in engineering, but novel applications in envi- 
78
(2015b) and Leao et al. (2017) . All of these applications have been conducted by an international,
79
transdisciplinary group of researchers. Therefore, such as the GA, IG, LN and WE distributions,
80
another natural candidate to model frailty is the BS distribution.
81
The objective of this paper is to propose a survival model with frailty BS distributed, which can be 82 an alternative to the GA frailty model and useful to describe censored data, and of course, uncensored 83 data as well. We consider a reparameterized version of the BS (RBS) distribution proposed by Santos-
84
Neto et al. (2012, 2014, 2016 a frailty model based on the RBS distribution can be a good alternative to the GA frailty model.
107
Besides this, the following additional reasons can be listed to stress the use of the RBS distribution: 
It is possible to show that k U ∼ RBS(k µ, δ), with k > 0, and 1/U ∼ RBS(µ * , δ), where µ * = (δ + 1)/(δµ). From Equation (6), the RBS SF and HR are respectively given by
and
where Φ is the cumulative distribution function (CDF) of the standard normal distribution or N(0, 1)
that is, the log-RBS distribution is obtained. The mean of Y is E (Y ) = log(δµ/(δ + 1)) and its An important aspect in frailty models to be studied is the identifiability. In the case of proportional 131 hazard models with frailty, it is necessary that the random effect distribution has a finite mean for the 132 model to hold identifiability; see Elbers and Ridder (1982) . Thus, it is convenient to have a distribution 133 mean fixed at a finite value in order to keep the identifiability of the frailty model, which for simplicity,
134
we assume equal to one. Therefore, we consider that the frailty U has the RBS distribution with quantifies the amount of heterogeneity among patients.
137
The Laplace transform for the RBS distribution with parameters µ = 1 and δ is given by
From Equation (5) and evaluating Equation (7) at s = H 0 (t), we obtain the unconditional SF under 139 the RBS frailty as
Then, from Equation (8), the corresponding unconditional HR is obtained by
Here, h 0 (t) is assumed to be specified up to a few unknown parameters, which are related to a distri- model the baseline HR due to its simplicity or when the HR must be constant for each patient; see 146 Lawless (2003) . Therefore, we use the EXP distribution as baseline hazard, which has h 0 (t) = λ and 147 H 0 (t) = λt, for t > 0. Thus, from Equation (9), the unconditional HR under RBS frailty reduces to
where λ is the average HR of each patient. From Equation (10), the unconditional SF under RBS 149 frailty is given by
Note that Equations (8) and (9) can be easily applied to different baselines other than the EXP one.
151
Indeed, we also consider a WE baseline in Section 3.
152
Consider n patients providing pairs of times and right censoring indicators (t 1 , κ 1 ), . . . , (t n , κ n ),
153
with t i and κ i being the elements of the vectors t and κ defined in Equation (3), respectively.
154
Moreover, consider the RBS frailty model given by Equations (10) and (11) with parameter vec-
Therefore, the corresponding log-likelihood function under uninformative censoring 156 can be expressed as
Then, the first derivatives of the log-likelihood function given in Equation (12) 
.
163
ML equations generated froml(θ) = 0 2×1 , for δ and λ, must be solved with an iterative method 
where D → means convergence in distribution and
Here, I(θ) −1 is a consistent estimator of Σ θ . The expected Fisher information matrix may be approx-175 imated by its observed Fisher information matrix; see Efron and Hinkley (1978) . The elements of the 176 diagonal of the inverse of this matrix can be used to approximate the associated standard errors. The 177 observed information matrix for the RBS frailty model is given as follows.
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Let T 1 , . . . , T n be a random sample from the RBS frailty model and t 1 , . . . , t n their observations. From the log-likelihood function given in Equation (12), we have that the observed information matrix of the RBS frailty model is
where I θ i θ j = −∂ 2 ℓ(θ)/∂θ i θ j , for i, j = 1, 2, with θ 1 = δ and θ 2 = λ. Therefore, 
Thus, from Equation (13), we have that an approximate 100 × (1 − ̺)% confidence region for θ is
183
given by
where χ 
187
The goodness of fit of the RBS frailty model can be assessed by a residual analysis. First, we
188
propose to use the generalized Cox-Snell (GCS) residual (see Cox and Snell, 1968) given by
where S T is the estimated SF. The GCS residual defined in Equation (15) 
where Φ −1 is the inverse function of the N(0, 1) CDF and S T is as in Equation (15 Tables 1-3 .
220
From theses tables, note that, as the sample size increases, the ML estimators become more efficient,
221
as expected. We can also note that, as the censoring proportion increases, the performance of the 222 estimator of δ -the shape parameter -deteriorates, which means that the presence of censoring 223 introduces a bias in the ML estimators, as expected. In addition, we observe that, as δ increases, the 224 bias of the ML estimator increases as well. However, the performance of the estimator of λ -the 225 scale parameter of the baseline distribution -improves. Finally, we observe that, as the value of λ 226 increases, the performance of its estimator decreases. In short, efficiency of the ML estimators is 227 ratified by our simulation study. Therefore, in general, all of these results show the good performance 228 of the ML estimators of the proposed model parameters.
229
First case study: leukemia cancer data The data set corresponds to the survival times of 33 pa-
230
tients who died from acute myelogenous leukemia, whose set we name "leukemia data". The count- 
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Algorithm 1 Generator of random numbers from the RBS frailty model
Step 1. Generate a random number v from V ∼ U(0, 1).
Step 2. Set values for δ of U ∼ RBS(µ = 1, δ) and for λ of the baseline.
Step 3. Equate u i to the SF and compute the lifetime y i by solving numerically the equation
Step 4. Establish the censored time c i from C ∼ U(a, b), where a > 0 and b > 0 must be fixed adequately.
Step 5. Obtain t i = min{y i , c i }. If y i < c i then κ i = 1, otherwise κ i = 0.
Step 6. Repeat Steps 1 to 5 until the required number of data is completed. BF presented in Table 6 of Leiva et al. (2015b) . and GA frailty models are respectively given by
Based on Table 4 and variances given in Equation (17), Figure 2 shows the QQ plots with simulated envelope for the GCS and QS residuals. These 
257
In Figure 3 , we display the total time on test (TTT) curve and estimated (fitted) SFs based on the Kaplan-Meier (KM) estimator and the RBS-EXP, RBS-WE, GA-EXP and GA-WE frailty models.
259
The TTT plot allows us to characterize the shape of an HR (constant, increasing, decreasing, bathtub- 
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M a n u s c r i p t Table 1 : empirical bias (with MSEs in parentheses) of the ML estimators of δ and λ = 1.0 from the RBS frailty model under the indicated n, δ and p for simulated data. The QQ plots with simulated envelope for the GCS and QS residuals are displayed in Figure 4 .
279
These graphical plots show the notorious superiority, in terms of fitting to the data, of the RBS frailty 280 model with WE baseline over all other models. Table 6 . heterogeneity that is not captured by explanatory variables can be introduced by a frailty component 291 in the hazard rate structure. Then, the effects of omitted explanatory variables can be now captured.
292
We have proposed and developed a new frailty model based on a Birnbaum-Saunders distribution. under progress and we hope to report it in a future paper. The proposed methodology can be applied 310 to other distributions. However, mathematical difficulties may be found, even using Markov chain
311
Monte Carlo methods to infer over the model parameters. In addition, influence diagnostic tools may 312 also be derived for this type of models in order to evaluate the effect of atypical observations on it, as 313 well as the inclusion of multivariate aspects in frailty models and/or spatio-temporal structures; see 
