Multiple testing problems are a staple of modern statistical analysis. The fundamental objective of multiple testing procedures is to reject as many false null hypotheses as possible (that is, maximize some notion of power), subject to controlling an overall measure of false discovery, like family-wise error rate (FWER) or false discovery rate (FDR). In this paper we formulate multiple testing of simple hypotheses as an infinite-dimensional optimization problem, seeking the most powerful rejection policy which guarantees strong control of the selected measure. In that sense, our approach is a generalization of the optimal Neyman-Pearson test for a single hypothesis. We show that for exchangeable hypotheses, for both FWER and FDR and relevant notions of power, these problems can be formulated as infinite linear programs and can in principle be solved for any number of hypotheses. We apply our results to derive explicit optimal tests for FWER or FDR control for three independent normal means. We find that the power gain over natural competitors is substantial in all settings examined. We also characterize maximin rules for complex alternatives, and demonstrate that such rules can be found in practice, leading to improved practical procedures compared to existing alternatives.
Introduction
In a classic hypothesis testing problem, we are given null and alternative hypotheses, and we wish to find good statistical tests for this problem. A good test is expected to be valid and have the desired probability of rejection under the null model, while being powerful and having a high probability of rejection under the alternative. When the hypotheses are both simple and fully specify the distribution of the data, the Neyman-Pearson (NP) Lemma characterizes the most powerful test at every given level, as rejecting for high values of the likelihood ratio, which is simply the ratio of the probability of the data under the alternative hypothesis, to its probability under the null.
This "most powerful test" problem can be viewed as an optimization problem, where every point in sample space has to be assigned to reject or non-reject regions, in a manner that maximizes the expected rejection under the alternative distribution, subject to a constraint on its expectation under the null. When the sample space is infinite (such as a Euclidean space), this is an infinite dimensional integer optimization problem, whose optimal solution happens to have the simple structure characterized by NP.
When moving from testing a single hypothesis to multiple testing scenarios, several complications are added. First, there is no longer a single universally accepted definition of validity and false discovery. Given a rejection policy, denote the (random) number of rejected hypotheses by R, and the number of falsely rejected hypotheses (true nulls) by V . Two commonly used measures of 1 arXiv:1804.10256v1 [stat.ME] 26 Apr 2018 false discovery, which we denote generically by Err, are: FWER: P(V > 0); FDR: E V R ; R > 0 Furthermore, even once selecting a criterion, different notions of validity exist like only requiring "weak control" under the global null vs "strong control" under all true null configurations. In this paper we concentrate on FWER and FDR under strong control. Second, there is no longer a single notion of power. For example, we may seek a test which maximizes the expected number of rejections if all nulls are false, or one which maximizes our chance of correctly rejecting a single false null, or we may want to maximize the expected number of true rejections under some (prior, estimated or known) distribution on the percentage of false nulls, as in the Bayesian approach to FDR [12, 11] . The chosen definition should capture the true "scientific" goal of the testing procedure and the type of discoveries we wish to make.
However, once we choose a validity criterion and a power criterion, we can write the problem of finding the optimal test as an optimization problem. Our focus in this paper is in developing theory and algorithms for such Optimal Multiple Testing (OMT) procedures, and investigating the implications that our results have on design of practical multiple testing procedures. Our main result, presented in § 2, is that the goal of finding OMT procedures is attainable in theory for any multiple testing problem, by using calculus of variations results and specific properties of these problems to characterize the optimal solution and devise algorithms for finding it. In § 2.2 we derive one detailed algorithm, and in § 3 we apply our algorithms to find OMT procedures for three normal means with FWER or FDR control. The resulting OMT procedures are much more powerful than relevant alternatives. In § 4 we tackle the more complex -and more realistic -setup where the alternative considered is complex. For this setting we formulate sufficient criteria for optimality and maximin solutions, and demostrate that these sufficient conditions hold in interesting examples, allowing us to find OMT procedures for complex alternatives as well.
Problem formulation and notation
We assume that our testing problems are already formulated in terms of p-values, properly derived from the data. For a single testing problem, this amounts to assuming:
where G(·) is a continuous distribution with density g(·) that is monotone decreasing in its argument. Consequently, the Neyman-Pearson most powerful test is simply to reject for R * (α) = {U ≤ α}. The power of this test is Π = G(α).
As an example, consider the elementary test of a normal observation X ∼ N (µ, 1), with
It is easy to see that setting U = Φ(X), where Φ is the standard normal cumulative distribution, gives the desired representation:
H 0 : U ∼ U (0, 1); H A : U ∼ Φ Φ −1 (.) − C , and the corresponding Neyman Pearson region: R * (α) = {X : Φ(X) ≤ α} = {X : X ≤ Φ −1 (α)}.
In a multiple testing problem, we have not one pair of hypotheses, but K > 1 pairs, each representing a separate testing problem. As above, denote test k by:
We denote the true states of all K tests by the fixed (yet unknown) vector T ∈ {0, 1} K , where, T k = 1 ⇔ H Ak holds. We denote the joint distribution of the K p-values when the true configuration is T by F T , with density f T . We denote by T L , 0 ≤ L ≤ K the special outcomes vector with the first L nulls being false, and the rest true:
Throughout this paper, we make the following assumptions: Assumption 1.1. Exchangeability: The K tests are exchangeable, that is:
where S K is the permutation group for K elements.
As a consequence, we necessarily have G k ≡ G fixed, and we denote the density of G by g.
Assumption 1.2. Arrangement decreasing:
For all possible vectors of true outcomes T , denote
the set of false null hypotheses, and 0 T the complementary set. Assume u and the permutation σ are such that if u k ≤ σ(u) k , ∀k ∈ 1 T , then:
In words, if the non-null p-values in u are smaller than those in σ(u) (and consequently, the opposite holds for the null p-values), then u has higher density.
We call Assumption 1.2 arrangement decreasing because if (u i − u j )(T i − T j ) ≤ 0, then by interchanging entries i and j in the vector u to form the vector σ ij (u), we have the relation
For testing K normal means, Assumption 1.1 is satisfied if the test statistics have a common variance and pairwise correlation ρ T i ,T j = ρ T j ,T i , where the correlation between pairs of null teststatistics can be different from that of pairs of non-null test-statistics or of pairs with exactly one null test statistic. Assumption 1.2 was studied in [13] , where it was shown that it is satisfied for a multivariate normal with a fixed pairwise correlation ρ, as well as the multivariate F distribution and others. However it is easy to see that Assumption 1.2 can be violated for normal means if ρ 0,0 , ρ 1,0 , and ρ 1,1 differ. Hence the two assumptions are not redundant, even for testing normal means.
A common assumption for deriving theoretical results in the FDR literature is the assumption that given T 1 , . . . , T K , the p-values u 1 , . . . , u K are independent observations, from U (0, 1) if T i = 0 and from G if T i = 1 [30, 11] . With this assumption, the tests are clearly exchangeable. The additional independence assumption gives rise to the following simple characterization of f T : and the Assumption 1.2 simply reduces to requiring monotonicity of g. Hence all our results apply to the indendent case with monotone g, although we only make Assumptions 1.1-1.2.
We can now think of a multiple testing procedure as a decision problem on the hypercube [0, 1] K , where at each point we have to make a decision which hypotheses are rejected with the binary decision function D : [0, 1] K → {0, 1} K . Given the exchangeability assumption, we limit our interest to functions that are symmetric, i.e., whose decision does not depend on the order of the hypotheses 1 :
Given this requirement, we can in fact limit the definition of D to consider only the "lower corner" set Q = {u : 0 ≤ u 1 ≤ u 2 ≤ . . . ≤ u K ≤ 1}, and extend it to [0, 1] K through the symmetry. Throughout our discussion we limit our attention to functions D that are Lebesgue measurable on Q or [0, 1] K (note that D is also bounded by definition and so integrable).
To formulate the OMT problem as an optimization problem we need to select the false discovery criterion we wish to control, and the power function we wish to optimize. For power we consider the following options:
In words, Π any is the probability of making any discoveries if all alternatives are true, and it was discussed for example in [18, 7] . Π L is the average power (also known as total power, [31] ), and it seeks to maximize the expected number of true rejections given that L nulls are false. Note that although calculated assuming the density is f T L , due to the exchangeability assumption and symmetry requirement on D, the value of Π L would be the same if the expectation is calculated relative to any other configuration of L false nulls. Given a selected power measure Π and false discovery measure to control Err, we can write the OMT problem of finding the optimal test subject to strong control as an infinite dimensional integer program, where the optimization is over the value of the function D at every point in the cube:
We denote the optimal solution to this problem (assuming it exists) by D * . Note that we have only K constraints and not 2 K − 1 due to exchangeability and symmetry. Several aspects of this optimization problem appear to make it exceedingly difficult to solve:
1. The optimization is over an infinite number of variables (recall that D defines a binary K dimensional decision vector at every point in [0, 1] K ).
In § 2 we prove that these problems can be overcome and consequently that we can solve the OMT problem.
Previous work on optimal FWER control
The simplest class of FWER controlling procedures is that of single-step procedures, where the decision whether to reject a hypothesis is only based on the test statistic (or p-value) for that hypothesis. For the weighted Bonferroni procedures, weights to maximize the average power have been considered, e.g., in [27, 32, 9] .
Optimality results are also available for a more general class of FWER controlling procedures, which requires the selection rules to be monotone. Let D : [0, 1] K → {0, 1} K be the decision function, and u 1 , . . . , u K the p-values for the family of K hypotheses. The ith coordinate D i (u 1 , . . . , u K ) receives the value of one if the ith null hypothesis is rejected, and zero otherwise.
In words, if the value of the rejected p-values is decreased, and the value of the non-rejected p-values is increased, the set of rejections remains unchanged.
If restricted to monotone decision rules, the optimal procedure is in the family of stepwise procedures [18] 2 .
The restriction to monotone decision rules excludes closed testing procedures [19] that are based on the combined p-value (e.g., based on the sum of the z-scores) of the intersection hypothesis. Such procedures have been shown to have better power than stepwise procedures, unless there is a single strong signal among a group of otherwise null or very weak signals (in which case step-down tests are best), see e.g., [16, 7] .
A direction that is most similar to ours, of pursuing optimal power with strong FWER control, with no restriction on the form of regions generated, was explored in [23] , and optimal rejection regions were presented for K = 2 which are clearly not in the family of monotone selection rules. While the derivation of optimal monotone selection rules in [18] is relatively easy, the derivation of the optimal rules as suggested in [23] is computationally difficult. Their optimization technique is based on discrete approximation of the relevant probabilities, which is computationally feasible with two hypotheses, but may be infeasible for more hypotheses. They leave the extension to more than two hypotheses for future research.
Our objective of maximizing power with strong FWER control is similar to that of [23] . However, we address the optimization of the continuous problem in a general framework, which is different from their approach. From the equations of the optimal solution, we demonstrate how we can gain insight into the nature of the rejection region. We demonstrate for K = 2, 3 hypotheses the significantly higher power that can be obtained over the stepwise procedures of [18] , and we show that the optimal rejection regions are not monotone.
Previous work on optimal FDR control
The most common FDR controlling procedure is the Benjamini-Hochberg (BH) procedure [5] , which has been shown to perform nearly optimally for various loss functions assuming the hypotheses are exchangeable, when the fraction of null hypotheses is close to one [12] . Asymptotically, as the number of hypotheses grows to infinity, [2] showed that the BH procedure is optimal in some sense.
A class of FDR controlling procedures that has gained much interest in recent years concerns thresholding the local FDR [10] , which is equivalent to thresholding the individual likelihood ratios. The local FDR can be used for optimal power with control of the marginal FDR (i.e., the ratio of expected number of false positives and expected number of discoveries), assuming T 1 , . . . , T K are iid Bernoulli and conditional on T 1 , . . . , T K , the p-values u 1 , . . . , u K are independent observations from U (0, 1) if T i = 0 and from G if T i = 1 [30] . The marginal FDR is asymptotically equivalent to the FDR under some conditions [12] .
Assuming exact knowledge of the sum of alternative densities i:T i =1 g i , a procedure aimed at maximizing the expected number of true rejections with marginal FDR control is suggested in [29] . In [30] and [29] , the optimal oracle procedure rejects the hypotheses with a test statistic above (or a p-value below) a fixed threshold which depends only on the nominal level α assuming 1.1, independence of the test statistics, and monotonicity of the alternative density g. So the oracle procedure is a monotone procedure (Definition 1.2).
Our objective of maximizing power with strong FDR control stands apart from the work of [30] and [29] in several important ways: we do not assume knowledge of the percentage of true null hypotheses; our FDR control guarantee is non-asymptotic and it is strong control; we relax the independence assumption. We present the optimization of the continuous problem, and show from the equations of the optimal solution how we can gain insight into the nature of the rejection region. We demonstrate for K = 2, 3 hypotheses the significantly higher power that we can obtain over the BH procedure as well as over the procedure of [26] which provides a small but uniform improvement over the BH procedure. We further show that the optimal rejection region is not monotone.
Main result: OMT procedures for exchangeable hypotheses
To prove that the problem (1.3) can be solved in our settings of interest, we present a collection of results, which address each of the problems discussed above.
Lemma 2.1. Under Assumptions 1.1,1.2, for any of our considered power and level criteria, there is an optimal symmetric solution D * that is weakly monotone, i.e., it rejects the smallest p-values
Proofs or all our lemmas are supplied in Appendix A. This result implies that on the "lower corner" set Q, D * can be characterized via
the "last and largest" p-value rejected by D * at u ∈ Q. Given this solution on Q we can extend it to [0, 1] K using the symmetry property:
, where σ u is the sorting permutation for u, so that σ u (u) is the order statistic of u.
Once we limit our discussion to functions D that have this structure, we can simplify the mathematical description of the objective and constraints of our optimization problem, as follows. First, taking into account exchangeability and symmetry, the L-expected power can be written as a linear functional of D on Q:
where i indexes the set of all subsets of size L. The notation k ∈ i is shorthand that the kth null is set to false by the ith configuration. Similarly f i (·) is the density when the configuration of L false nulls is the one indexed by i. Similarly, weak monotonicity of the optimal solution (as guaranteed in Lemma 2.1) is sufficient to simplify Π any to a linear functional too:
Moving to the constraints, symmetry and exchangeability allow us to write the constraints of Problem (1.3) in the form :
A similar expression can be written for FDR. By Lemma 2.1, we can rewrite these K constraints as linear functionals of the decision function D on Q for both FWER and FDR:
whereī min is the minimal element not in the i'th configuration of false nulls (that is, the true null hypothesis with the smallest index), and r ki is the difference in false discovery proportion (FDP) if we reject the k versus k − 1 smallest p-values, i.e.,
where i c denotes the actual set of true nulls in the configuration indexed by i (and we also assume
Taking all of these together we conclude that for any combination of objective of the form Π any , Π L and strong control of FWER or FDR, we can rewrite Problem (1.3) as an infinite integer program on the set Q, with a linear objective and K linear constraints. 
where
. . , K − 1 are fixed non-negative real functions over Q. In fact, the functions a i , b L,i are all linear combinations of the density functions f T : T ∈ {0, 1} K , with non-negative coefficients that depend on the specific choice of Π, Err.
To solve this problem we appeal to calculus of variations to derive the Euler-Lagrange (EL) conditions for an optimal solution to this problem [15] . The EL coditions are similar to the KarushKuhn-Tucker (KKT) conditions for finite optimization problems, but EL are only necessary and not also sufficient like KKT. We derive the EL conditions for this problem in Appendix C, and also show there that they can be rephrased in the following KKT-like manner, requiring the following to hold almost everywhere for optimality, in addition to the (primal feasibility) constraints of Problem (2.5):
where µ L , L = 0, . . . , K − 1 and λ j (u), j = 1, . . . , K + 1, u ∈ Q are non-negative Lagrange multiplies, condition (2.6) is the stationarity condition, and conditions (2.7-2.10) are the complementary slackness conditions. We now prove two important properties of any solution to the above conditions. Our first result is that under mild "non-redundancy" conditions, a solution to the EL conditions is integer almost everywhere in [0, 1] K . We make the following assumption: Assumption 2.1. The set of density functions f T : T ∈ {0, 1} K , is non-redundant, i.e. there is no non-trivial set of 2 K constants γ T ∈ R : T ∈ {0, 1} K such that:
This assumption is mild given the highly non-linear nature of the functions f T in typical applications (as in our examples below). Our next result is that for this problem, solving the EL conditions in fact leads to an optimal solution, so they are also sufficient. The result relies on explicit derivation of the dual to the infinite linear program (2.5) (see [1] for details on derivation of dual to infinite linear programs):
Lemma 2.3. Consider a solution D * , µ * , λ * which complies with conditions (2.6)-(2.10) and is feasible for Problem (2.5), then
1. This solution is feasible for the dual Problem (2.11).
2. It achieves strong duality:
Consequently, any solution to the EL conditions above is an optimal solution to Problem (2.5).
Putting together all our lemmas and their implications gives our main result:
Theorem 2.1. Under Assumptions 1.1, 1.2, 2.1, for any choice of power function from Π any , Π L and error measure FWER or FDR, the OMT procedure can be explicitly found by finding an integer solution which is feasible for Problem (2.5) and complies with the optimality conditions (2.6)-(2.10) .
Resulting algorithm
Our main result can be directly used to find the solution, by searching over the space of K Lagrange multipliers of the integral constraints, as follows. Given a set of candidate multipliers µ L , ; L = 0, . . . , K − 1, for i = 1, . . . , K, define:
Denote by D µ (u) a solution which complies with the λ complementary slackness Conditions (2.8)-(2.10) for this value of µ. It is easy to confirm that under the non-redundancy Assumption 2.1, 9 this dictates that almost surely:
In the way it is constructed, this solution guarantees that Conditions (2.6),(2.8)-(2.10) hold. Now we have to ensure that primal feasibility and complementary slackness for the µ's hold, in other words find µ * ∈ R K such that the following holds for L = 0, . . . , K − 1:
It is easy to confirm that if we find such a solution, then it is feasible, it complies with Conditions (2.6)-(2.10), and it is obviously binary. Thus, a complete algorithm for solving our OMT problems involves:
1. An approach for searching the space (R + ∪ {0}) K of possible µ vectors for a solution µ * .
2. An approach for integration (exact or numerical), to calculate
for any given µ vector and asses the error relative to the conditions on µ * .
Given these two components, we have a fully characterized algorithm for solving Problem (1.3).
Maximizing Π 3 for K = 3 independent tests under FDR control
We now choose a specific instance of the general problem above, to demonstrate a detailed derivation of the formulas and the resulting algorithm. We use the power function Π L=3 , that is, maximizing expected rejections in case all nulls are in fact false. Recall that g denotes the density of each coordinate of u under the alternative. Putting together the objective and constraints F DR L (D) from Eq. (2.4) for the relaxed infinite linear program on Q gives:
Applying our results we denote:
and use these to define the corresponding D functions:
and use these to search for µ * complying with Eq. (2.12).
Example applications: K = independent normal means
We now demonstrate applications of our results and algorithms for strong FWER and strong FDR control, which illustrate the potential power gain from using OMT procedures as well as the potential insight gained from examining which constraints are tight for the optimal solution. We consider tests of the form H 0k : X ∼ N (0, 1) vs H Ak : X ∼ N (θ, 1) for k = 1, 2, 3 with θ < 0, where all test statistics are independent. The power functions we consider are Π θ,3 (D) the average power when all three nulls are false, and Π θ,any (D), the probability of making at least one rejection when all three nulls are false, which we term minimal power. 
Optimal FWER controlling procedure
For strong FWER control, we compare and contrast the two objectives for maximization: Π θ,3 (D) and Π θ,any (D). We demonstrate the potential power gain over the popular sequentially rejective procedure of Holm [14] , henceforth Bonferroni-Holm. Among all monotone rejection policies, the following procedure was shown in [18] [25] ) from Bonferroni-Holm is negligible (less than 10 −5 in average or minimal power for our experiments below), and therefore we only compare henceforth with Bonferroni-Holm. Table 1 shows the power comparison for various values of θ. The power of Bonferroni-Holm is smaller than the power of the OMT policy for Π θ,3 by more than 20%. However, the average power of the OMT policy for Π θ,any can be lower than that of Bonferroni-Holm. Of course, the minimal power of the OMT policy for Π θ,any is much higher than that of Bonferroni-Holm.
Insight into the reasons for the power gaps is obtained by examining the rejection regions of the different procedures (Figure 1 ). For a 2-dimensional display, we selected slices of the 3-dimensional rejection region that are fixed by the minimum p-value. We show the slices with a very small minimum p-value, the largest minimum p-value for which Bonferroni-Holm still makes rejections (i.e., 0.05/3), a minimal p-value slightly below the nominal level, and a minimal p-value above the nominal level. The boundaries between one, two, or three rejections are necessarily parallel to the axes for Bonferroni-Holm but not parallel to the axes for the OMT rejection policies. Therefore, OMT policies are not monotone policies (definition 1.2), and the non-monotonicity is manifest in the negative slopes: the values of all p-values are taken into account in the decision on the number of hypotheses to reject. For OMT policies, rejections of hypotheses with p-values greater than the nominal level are possible. This is due to the structure of the optimization problem: the likelihood for three false nulls is small if u 3 is close to one, and therefore to maximize the objective it is preferred to reject some of the p-values near the diagonal rather than include rejection regions where u 3 is close to one (unless u 1 is very small), while maintaining strong FWER control.
The OMT policy for Π θ,any rejects only the minimal p-value, since there is no gain in the objective function for rejecting more than one hypothesis. Interestingly, for a large range of θs the only tight constraint for the OMT policy is the global null constraint. The optimal global test statistic is
Therefore, the level α OMT policy for K false nulls when the only tight constraint is the global null constraint is to reject the hypothesis with minimal p-value if
where z α is the αth quantile of the standard normal distribution. In Figure 1 this rejection region is shown in row 6; the OMT rejection region for a value of θ for which both the global null constraint and the constraint of FWER control when there is one false null are tight, is shown in row 5.
Interestingly, for K = 2 the OMT policy for Π θ,any is to the reject the hypothesis with minimal p-value if
2 < z α for any θ < 0. This was also noted in [22] in a similar setting for two hypotheses. However, for K = 3, such a policy is no longer valid for all θ < 0, since the FWER when there is one false null will be inflated for θ ∈ (−1.6, −0.8). 
Optimal FDR controlling procedure
The following procedure, which is uniformly more powerful than the BH procedure, was suggested in [26] . If there exists an i ∈ {1, . . . , K} such that u i ≤ iα/K, then reject all hypotheses up to max{i : u i ≤ iα/(K − 1)}. They called this procedure minimally adaptive Benjamini-Hochberg (MABH). Both BH and MABH have rejection regions in parallel to the axes (monotone decision rules, as defined in [18] ), and therefore may have reduced power in comparison to procedures that violate the monotonicity property, in particular OMT procedures. For K = 3 hypotheses, Table 2 shows the power comparison for various values of θ. We see that OMT policies optimized for Π θ,3 are significantly more powerful than BH and MABH: they offer more than three-fold power for the lower-power settings θ ∈ {−0.35, −.5} and about 25% more power in the higher power setting. From a comparison of rejection regions in Figure 2 , we see that as in § 3.1, the rejection region near the diagonal is larger than with MABH, and rejections of hypotheses with p-values greater than α are possible. As expected, the OMT rejection regions are not monotone in the sense of [18] . The non-monotone behaviour separating rejections from no rejections is reasonable. However, a less reasonable non-monotone behaviour of the optimal rejection regions is the positive slope separating the red and green regions for θ = −2. Such a rejection region is counter-intuitive, since it contradicts the reasonable principle that if (u 1 , u 2 , u 3 ) ≤ (u 1 , u 2 , u 3 ) and (u 1 , u 2 , u 3 ) result in rejection of all null hypotheses, then (u 1 , u 2 , u 3 ) will also result in rejection of all null hypotheses. We return to this issue in our Discussion. For weak signal (θ = −0.35), the only tight constraint is the global null constraint, and we are maximizing the average power. Therefore, the OMT procedure is to reject all three hypotheses if
We can find the range of values of θ for which the rejection policy that rejects all three hypotheses if the global null is rejected is valid. It satisfies
3) for L = 1, 2. For α = 0.05, F DR 1 ≤ α if θ ≥ −0.356, and F DR 2 ≤ α if θ ≥ −0.527. Therefore, this policy achieves strong FDR control whenever θ ≥ −0.356. This policy is clearly optimal for θ = −0.35 since it is the optimal policy if the only constraint is the global null constraint. The following proposition provides the general result. Proposition 3.1. Let θ * = min{θ :
Then for θ ≥ θ * , the OMT policy for Π θ,K with strong FDR control at level α is to reject all K hypotheses if
For K = 3 and α = 0.05, the optimal rejection policy for θ > −0.356 is to reject all three hypotheses, since only the global null constraint is tight. For θ < −0.356, the optimal rejection policy is driven by the non-global constraints. For θ = −0.5, the only tight constraint is F DR 1 = 0.05, and the optimal rejection region includes either three or one rejections. For θ = −2, the tight constraints are F DR 1 = F DR 2 = 0.05 (so the global null constraint is loose), and either one, two or three rejections can occur.
Beyond simple hypotheses: dealing with complex alternatives
In practical multiple testing scenarios, it is often more realistic to assume that there is no specific known alternative distribution, but that there is a family of relevant alternatives indexed by a parameter θ ∈ Θ A [17] . Hence, it is important to expand our results to dealing with complex alternatives. Requiring strong control under a range of alternatives translates to requiring that the constraints in (1.3) hold for every alternative distribution (note that in multiple testing, unlike the single hypothesis case, the constraints do depend on the alternative).
To formulate our objective, we define the following additional notations: when the alternative distribution has parameter θ, denote the density of a vector u ∈ [0, 1] K with null configuration T ∈ {0, 1} K by f T,θ (u), and correspondingly the integrated error Err T,θ . Π θ (D) is the power of the policy D when the parameter is θ (and the power can be any of Π θ,any , Π θ,L as before). We consider two objectives:
1. Single objective. Assume we have a specific alternative that is of special interest, denote it θ 0 , and wish to optimize the power for this selected alternative, while maintaining validity for all considered alternatives:
2.
Maximin. In this case, we aim to maximize the minimal power among all alternatives of interest θ ∈ Θ B ⊆ Θ A , under the same set of constraints:
We note that to maintain exchangeability, all our formulations still assume that the parameter θ is the same for all alternatives, even under the complex alternative setting. These optimization problems now have, in addition to an infinite number of variables, also an infinite number of integral constraints (assuming Θ A is an infinite set). A simpler but related problem is the "Generalized Neyman Pearson" setting of [8, 24] , where a single hypothesis test with complex null and/or alternative hypotheses was considered. In these papers, the authors were able to use convex duality arguments to prove that under some conditions, the intuitive solution of choosing the "closest distributions" from the null and alternative set and finding the Neyman Pearson test for the simple testing problem they imply, is indeed optimal. However, even for the single test case they consider, there are complexities relating to convexity and closure arguments, implying that these extremal closest distributions may not actually belong to the set of distributions in each hypothesis, and there is no general simple algorithm for finding them. The multiple testing scenario is more complex due to the existence of different types of constraints, some of them depending on the alternative, as discussed before. We are therefore unable to offer similar guarantees on existence and sparsity of the optimal solutions to the problems we pose. Instead, we offer an approach that assumes existence of an optimal solution that can be characterized using a single value of the parameter. If the assumption holds, our proposed approach is able to find this OMT solution and -importantly -confirm its optimality.
Let D * (θ 0 , θ) be the optimal solution of the optimization problem that uses parameter θ 0 in the objective and θ ∈ Θ A in the constraints:
The following result states a sufficient condition for an optimal solution to problem (4.1).
Proposition 4.1. Assume that we find a parameter value θ A ∈ Θ A such that the solution D * (θ 0 , θ A ) controls Err at level α at all parameter values θ ∈ Θ A :
is the optimal solution to the complex alternative problem (4.1).
The following corollary simplifies the use of this result for finding θ A .
Corollary 4.1. If θ A in the above Proposition exists, then we have:
In words: the power of the optimal solution for constraints at θ A is minimal among all optimal solutions D * (θ 0 , θ).
With this corollary, we have a simple policy for trying to solve (4.1):
2. Check whether the control condition in Proposition 4.1 holds.
This approach requires solving problems of the form (4.3), which are equivalent to problems we solve in § 2, where the parameter θ can be different in the power objective and in the constraints.
Next, we derive a similar sufficient condition for existence of a maximin solution, and corresponding approach for finding it. Proposition 4.2. Assume that we can find two values θ 0 , θ A ∈ Θ A such that:
is the optimal solution of the single objective problem (4.1) at θ 0 .
The power of this solution at other values is higher:
Then D * (θ 0 , θ A ) is the solution to the maximin problem (4.2).
The usefulness of this last result is not immediately evident, since the conditions seem harsh. As we show below, it can be practically useful when the problem is such that Θ B has a minimal element, and there exists inherent monotonicity in the problem such that when θ 0 is taken as the minimal element, the conditions hold.
Example: testing two independent normal means
We seek the maximin optimal rejection policy with the objective function of average power for two false nulls, Π θ,2 . By solving the optimization problem for a single θ < 0 constraint at a time, we compute series of rejection policies D * (θ 0 , θ). We identify the value of θ with minimal power, θ A , so that
Once we find this, we can check if for all θ < θ 0 , we have:
in which case by Proposition 4.1, the computed solution is the maximin solution for Θ B = (−∞, θ 0 ]. This turned out to be the case for all θ 0 values in the two independent normal means example with FWER or FDR control. Table 3 shows the power comparison for various values of θ 0 . The maximin power was higher than that of the monotone rejection rule, but to a lesser extent than the OMT policy at a single θ 0 constraint. The power gap between the maximin and OMT solutions decreased with θ 0 , and it was negligible at θ 0 = −2, while both were still better than the competitors in terms of power. Figure 3 shows the optimal and maximin rejection policies. A problematic non-monotone behavior of the maximin optimal rejection policies is manifest for both error controls: the boundary between the regions where one versus two hypotheses are rejected has a positive slope for θ 0 ≤ −1; for θ 0 = −0.5 there is a gap between the regions where two hypotheses versus one hypothesis are rejected. These regions contradict the reasonable principle that if (u 1 , u 2 ) < (u 1 , u 2 ) and the policy for (u 1 , u 2 ) is rejection of both hypotheses, then with (u 1 , u 2 ) both hypotheses should also be rejected. As the signal strength of the objective function |θ 0 | increases, this undesired behaviour is less pronounced, as manifested by the slope on the boundary between red and blue regions being steeper. The counter-intuitive rejection regions are due to the fact that it is possible to add pieces to the rejection region without violating the error control. For example, the maximin optimal rejection policy for θ 0 = −0.5 occurs at θ A = −1.29 for strong FWER control and at θ A = −1.36 for strong FDR control. The chance of both p-values being of similar value and not very small is negligible if exactly one hypothesis is at θ A , hence the penalty for the red regions at θ A is negligible, but the added power at θ 0 θ A is non-negligible. For a discussion of the advantages and disadvantages of such counter-intuitive rejection regions, see [20] . FWER control with optimal and maximin procedures, respectively. Rows 3 and 4: strong FDR control with optimal and maximin procedures, respectively. In red: reject both hypotheses; in blue: reject only one hypothesis. 
Discussion
Our development in this paper has focused on establishing solvability of OMT problems, and solving relatively low dimensional instances numerically, up to K = 3. In modern problems, K can often be in hunderds, thousands or even millions (like in Genome Wide Association Studies). To address feasibility of solution for larger K, we need to consider the computational complexity of numerical solution, and in particular its dependence on K. There are three components to the computation:
1. Searching in parameter space for the K Lagrange multipliers which solve the problem.
2. For each set of multipliers considered, performing numerical integration over the set Q in the K-dimensional hypercube.
3. For each evaluation of the integrand in the integration, calculating the coefficients in (2.3,2.4).
The complexity of the first two items depends on the specific algorithms used for search and integration, of which there is a large variety [21] , and identifying the best approaches for our type of problems is a topic for future research. For the third item -calculation of coefficients for the linear constraints -we can make some progress. The representation in (2.3,2.4) appears to be exponential in K, however it is easy to see that these coefficients can be calculated in complexity O(K 2 ) using a dynamic programming approach, for independent hypotheses (details omitted). Hence by combining state of the art approaches for parameter optimization and numerical integration, with efficient calculation of the coefficients at each integration point, problems of dimension much higher than K = 3 can be solved exactly and efficiently. It seems quite clear, however, that to go to dimensions in the thousands or higher, approximations would be required. One direction for such approximations is the use of hierarchical controlling procedures, where hypotheses are divided to groups, within each group an optimal testing procedure is employed, and the results are summed up using group-aggregation techniques. For example, for a multiple testing problem with N × K hypotheses, if we have optimal rejection policies for K hypotheses, we can adjust the level of testing within each of N groups of K hypotheses in order to solve the bigger problem with the same error guarantee. Specifically, for FWER control at level α, we can apply the optimal rejection policy at level α/N for each group of K hypotheses, and this procedure will clearly be far more powerful than the Bonferroni procedure on the N × K hypotheses p-values. For FDR control, the level of the optimal rejection policy within each group of K hypotheses may be closer to α than to α/N [10, 4] . The gain over the BH procedure on all N × K hypotheses may be substantial.
Following the introduction of the FDR in [5] , other related notions of error rate have been suggested, including the empirical Bayes FDR which has gained much attention [11] . The vast majority of these procedures are monotone procedures (Definition 1.2). In this work we demonstrated that the optimal procedure for maximizing the expected number of rejections if L hypotheses are false is not monotone, and that there can be substantial power gain in using the optimal decision which depends on the values of all test statistics ( Figure 2 and Table 2 ). As far as we know, this is the first work that shows that the objective and constraints are linear in the decision function, thus enabling the computation of optimal rejection regions for FDR control. Similar steps can be followed to establish that other objectives that are of interest with FDR control, such as expected weighted loss minimization [30] , are also linear in the decision function. If in addition the number of (or a lower bound on) true nulls K − L out of the K hypotheses is known (or can be estimated), then this knowledge can further be exploited to define an easier optimization problem with at most L constraints. Such a procedure will naturally have higher power than the optimal procedure with K constraints, and it can be interesting to examine its power gain over adaptive methods for FDR control available in the literature, e.g., [28, 6] .
For FWER control, hierarchical procedures that base the decision for a hypothesis on the values of all test statistics have been advocated on an intuitive basis for the setting of non-sparse signals, but without the justification by an optimality theory [19, 16] . Lehmann et al. [18] developed an optimality theory for procedures restricted to be monotone (which exclude procedures suggested in [19, 16] ). Under this requirement, optimal testing procedures can take simple forms like being limited to "step-down" rules [18] , and these can be derived relatively easily, with no need for complex methodology we develop here. However, the OMT regions we obtain for all problems we consider are far from being monotone (Figure 1 ). The reward is significantly higher power than step-down procedures can supply for such problems (Table 1) .
We may still ask what constitutes a "reasonable" test, and what happens when optimal tests do not comply with reasonableness expectations. This issue has been raised in other contexts in [20] . Although we believe that the type of monotonicity in rejection rules discussed above is not a reasonable requirement, it seems that other requirements do make sense. In particular, a weaker form of monotonicity requires that if u v, where is the coordinate-wise partial order, then rejected hypotheses at v are a subset of rejected hypotheses in u. Surprisingly, some of our derived optimal procedures do not comply with this seemingly sensible requirement, including FDR regions in Figure 2 , and more pronounced, maximin regions in Figure 3 . Requiring "sensible" behavior as additional constraints in our optimization does not appear to be a solvable problem, and in our view is also not the correct approach. Rather, we believe that the resulting optimal solutions represent relevant properties of the problems solved and the power criteria and constraints used. Hence, non-intuitive optimal solutions indicate interesting or problematic aspects of the problem solved rather than of the solution.
We leave for future research consideration of other power functions, such as linear combinations of the functions we propose here, which can also be solved within our framework. We also leave for future research consideration of other error measures (see Table 1 in [3] for a list of measures which can be viewed as generalization of the FWER and FDR).
All our solutions were derived under the exchangeability Assumption 1.1. While this assumption (or more commonly, the stronger assumption that also includes independence) is common to the vast majority of work on non-trivial multiple testing procedures, it is not necessarily appropriate for many problems, where different alternatives might be relevant for different tests, or where dependence structures are not symmetric. We note that at least for FWER, it is possible to write the optimization problem (1.3) as an integer linear program without assuming exchangeability. Since the results in § 2 do not apply, this entails maintaining all 2 K constraints, and also adding 2 K additional variables, hence potential practical utility of this approach is unclear. Details are omitted for brevity. j − 1 in the stationarity condition (2.6):
where all the λ terms have cancelled out due to the telescopic nature of the sum, and λ l = λ j = 0.
Hence we have concluded that having any non-binary value in D(u) implies
where the last equality relies on the definition of a i , b L,i functions as linear combinations of the f T functions. Hence, by the assumption of non redundancy, for any pair l, j:
Proof of Lemma 2.3
Feasibility of dual solution holds by construction: µ, λ are non-negative Largange multipliers by definition, and the EL conditions require that
To calculate the dual objective, we explicitly derive the value of λ * 1 (u) as a function of the other variables. If D * K (u) = 1, then λ * K+1 (u) = 0 and it is easy to see from (2.6)-(2.10) that λ * 1 (u) is equal to
It thus follows that
Therefore,
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Therefore the dual objective is equal to the primal objective:
where we have used the complementary slackness conditions for the µ * s in the last equality.
Proof of Proposition 4.1
has the highest power among all potential solutions to (4.1), i.e., it is the optimal solution of the single objective optimization problem.
Proof of Corollary 4.1 
C Calculus of variations optimality conditions
Our optimization problem is:
We eliminate the inequality constraints, by introducing non-negative auxiliary variables, and then square those variables to also eliminate non-negativity constraints: The Euler-Lagrange (EL) necessary conditions for a solution to this optimization problem may be obtained through calculus of variations [15] . Let y 1 (x), y 2 (x), . . . , y n (x) : R → R be a set of n functions and
F (y 1 (x), y 2 (x), . . . , y n (x); y 1 (x), y 2 (x), . . . , y n (x); x)dx (C.2) be a definite integral over fixed boundaries x 0 , x F . Every set of y 1 (x), y 2 (x), . . . , y n (x) which maximize or minimize (C.2) must satisfy a set of n equations In addition, let ϕ j 1 (y 1 (x), y 2 (x), . . . , y n (x); x) = 0 j 1 = 1, . . . , m 1 < n, (C. 4) be a set of m 1 < n point-wise equality constraints on y 1 (x), y 2 (x), . . . , y n (x) and
Ψ j 2 (y 1 (x), y 2 (x), . . . , y n (x); y 1 (x), y 2 (x), . . . , y n (x); x) = C j 2 j 2 = 1, . . . , m 2 , (C.5) be a set of m 2 integral equality constraints on y 1 (x), y 2 (x), . . . , y n (x). Then, every set of n functions y 1 (x), y 2 (x), . . . , y n (x) which maximize (C.2), subject to the constraints (C.4, C.5) must satisfy the EL equations, 
The unknown functions λ j 1 (x) and constants µ j 2 are called the Lagrange multipliers. The differential equations in (C.6) are necessary conditions for a maximum, provided that all the quantities on the left hand side of (C.6) exist and are continuous. Hence, the set of y 1 (x), y 2 (x), . . . , y n (x) which maximize (C.2) subject to the constraints (C.4,C.5), is to be determined, together with unknown Lagrange multipliers, from (C.4,C.5,C.6).
This derivation may also be extended to a higher dimensional case, x, y 1 (x), y 2 (x), . . . , y n (x) ∈ R d , as appears in [15] . In this case the EL equations are Therefore, the Lagrangian Φ for our optimization problem (C.1) is
The necessary conditions for the minimizers of (C.1) are that the original constraints are met with equality, and additionally 1.
It is interesting to notice that these condition are exactly the KKT conditions for the discrete optimization case, where u is over a finite grid. Specifically, the first condition corresponds to the derivatives of the Lagrangian, while conditions (2), (3) , are equivalent to the complementary slackness property.
