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Abstract
The present work deals with the numerical modeling of the mechanical behavior of
microheterogeneous materials, with a focus on dual-phase steel. The macroscopic behavior
of this material is largely influenced by an interaction of the microstructural constituents.
The influence of the morphology of a real microstructure can be included in the material
modeling by the application of a suitable representative volume element (RVE) in a di-
rect micro-macro homogenization scheme (also known as FE2-method). However, the use
of sections of a real microstructure as an RVE can lead to huge computational costs. A
cost reduction can be achieved by the application of statistically similar RVEs (SSRVEs).
They are governed by similarities of selected statistical measures with respect to a real
microstructure and show a comparable mechanical behavior. The different aspects in the
construction method are a main focus of this work. It is shown that SSRVEs can resemble
the mechanical behavior of a real DP steel microstructure appropriately, which permits
their use in FE2-simulations instead of real microstructures. Aiming for a description of
polycrystalline materials governed by texture, the simulation of macroscopic properties
based on polycrystalline RVEs is shown.
Zusammenfassung
Die vorliegende Arbeit behandelt die numerische Modellierung des mechanischen Ver-
haltens mikroheterogener Materialien, wobei das Hauptaugenmerk auf Dualphasensta¨hle
gelegt wird. Ihr makroskopisches Verhalten wird durch die Interaktion der Einzelphasen
auf mikrostruktureller Ebene gepra¨gt. Der Einfluss der Morphologie einer realistischen
Mikrostruktur kann durch die Verwendung von repra¨sentativen Volumenelementen
(RVEs) unter Anwendung der FE2-Methode direkt in die Materialmodellierung einbe-
zogen werden. Dabei entsteht fu¨r RVEs, die als Ausschnitte einer realen Mikrostruk-
tur konstruiert werden, ein enormer Rechenaufwand. Eine Reduzierung des Aufwands ist
durch die Verwendung von statistisch a¨hnlichen RVEs (SSRVEs) mo¨glich. Diese sind durch
A¨hnlichkeit in Bezug auf bestimmte statistische Maße definiert und liefern gleichzeitig
Gleichartigkeit des mechanischen Verhaltens. Die verschiedenen Aspekte der Konstruk-
tion von SSRVEs sind ein Schwerpunkt dieser Arbeit. Es wird gezeigt, dass SSRVEs
die mechanischen Eigenschaften der realen Mikrostruktur widerspiegeln und damit ihre
Verwendung im Rahmen der FE2-Methode ermo¨glicht wird. Die Simulation makroskopis-
cher Eigenschaften basierend auf polykristallinen RVEs wird gezeigt. Diese ermo¨glichen
die Beschreibung polykristalliner Materialien, welche von ihrer mikrostrukturellen Textur
gepra¨gt werden.
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State of the Art and Motivation 1
1 State of the Art and Motivation
Numerical simulation techniques have become a regularly used tool in the design and
analysis of structures in many engineering disciplines. Simulation provides insight into
areas which cannot be described by standard experimental procedures, for example
distribution of stress or strain inside a construction part. Furthermore, it offers the
opportunity to design and optimize a production process at a low effort compared to
experimental tryout. The recent advances in computational power have created the
possibility to increase the detail in which a simulation can be modeled, which poses new
challenges to the scientific community to provide reliable techniques for this purpose.
With the approximation and idealization of a material’s behavior by phenomenological
material laws being today’s standard, the incorporation of a realistic description of
the heterogeneous material’s structure, often only visible on a very small scale, is a
major aim of recent development in this field. For example, dual-phase steel (DP steel)
offers excellent material properties, combining high strength and good formability,
for modern engineering applications in, e.g., the automotive industry. These material
properties originate in the microheterogeneous composition of the material: martensitic
inclusions embedded in a ferritic matrix material are created through special production
processes which involve heating the alloy material to the austenitic temperature regime
followed by rapid cooling causing the formation of martensite. The interaction of the
two-phase microstructure results in the above mentioned material behavior which can
improve part design especially in sheet metal forming applications. The description
of this material behavior is challenging and the formulation of a pure macroscopic
material law, i.e., a material law describing the behavior on the scale of a construction
part, is cumbersome. The direct incorporation of the microstructure as an important
contributor to the behavior is a promising technique to obtain a realistic descrip-
tion of the material behavior. Furthermore, the description of the material behavior
solely on the macroscale cannot capture critical states in the microscale, for example
regions of high stress concentration which can lead to the initiation of damage and failure.
For the incorporation of microstructural effects in the description of material behavior,
analytical models exist. They go back to Eshelby [37; 38] and Hill [56]. Various
semi-analytical approximation schemes were proposed based on these findings, such
as the dilute distribution approach, Christensen [30], the Mori-Tanaka approach,
Tanaka and Mori [156], the self-consistent method, Hill [57], and the differential
scheme,Gross and Seelig [48]. For further details, see e.g.Hashin [52], Suquet [153],
Zohdi and Wriggers [182], Gross and Seelig [48]. The latter approaches only
allow the consideration of microstructures with very specific inclusion morphologies.
Numerical approaches, such as the finite element method (FE-method), can describe
arbitrary microstructure morphologies, however, a full discretization of the microstructure
in a macroscopic problem could not be handled computationally due to the large number
of elements needed. Numerical homogenization schemes are a senseful tool to overcome
this obstacle. Therein, the microscopic material is considered using a representative
volume element (RVE), capturing the vital microstructural features. Upscaling tech-
niques are then used to calculate the homogenized microscale material response which is
transferred to the material point on the macroscale. This approach is known as direct
micro-macro transition approach, also often referred to as FE2-method or multilevel FE-
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method, see e.g. Smit et al. [143], Moulinec and Suquet [99], Miehe et al. [96],
Miehe and Schro¨der [93], Feyel [40], Schro¨der [130], Terada et al. [162],
Feyel and Chaboche [41], Geers et al. [43], Schro¨der [131]. Classically, a
macroscopic boundary value problem (bvp) in the framework the FE-method is defined.
In the one-scale FE-method, in every Gauss point, a material law would be evaluated to
compute, e.g., the stress response under the given loading state. Here, a microscopic bvp
is attached in every Gauss point, representing the microstructure of the material using
an RVE. The boundary conditions on the microscale result from the known deformation
state on the macroscale under consideration of energy consistency in the transition
between the two scales. The different materials in the microscopic bvp are described
using appropriate phenomenological laws. With the solution of the microscopic bvp,
volume averaging techniques are used to compute the counterparts on the macroscale.
The dominating role of the RVE in terms of computational effort becomes obvious here.
Depending on the size and complexity captured, the ability to describe the material’s
microstructure properly rises as well as the computational costs. For a suitable RVE,
there is no unique definition of its size. Generally, it should contain a subsection of
the material’s microstructure, which is representative of the overall properties of the
material. Hashin [52] postulates that an RVE should be large enough to contain
enough microstructural information, however it should be much smaller than the
macroscopic body. Drugan and Willis [35] state that the smallest subvolume of a
microstructure which provides a sufficient accuracy comparing the mean constitutive
response and the macroscopic constitutive response, can be considered as an RVE.
While Ostoja-Starzewski [104] only defines an RVE in very special cases of periodic
or statistically homogeneous and ergodic microstructures, Stroeven et al. [151]
relates the RVE size to the considered physical quantity which shall be represented.
This is also found by Kanit et al. [66] and Gitman et al. [44], where an RVE
size is sought for a specific property or physical quantity under observation. Here, the
RVE size is found to differ vastly. Kanit et al. [66] present an approach based on
the evaluation of the integral range of a physical property to determine either the
sufficient volume of an RVE for one realization or a number of samples needed for a fixed
volume of an RVE for a given error in the measured value in the microstructure. This
approach has been used for defining a minimum RVE for elastic cortical bone tissue by
Grimal et al. [47]. Pelissou et al. [108] extend the method to save computational
costs by using uncertainty quantities to evaluate the stopping criterion. The method is
tested for linear and nonlinear properties, which results in a larger required size for the
latter ones. Furthermore, the definition of a suitable RVE is restricted by the limitations
of measuring techniques for the microstructural information. Even though microscopy
techniques have advanced and can capture various microstructural effects and properties
in DP steel using Electron backscatter diffraction (EBSD), Calcagnotto et al. [26],
the techniques cannot capture regions of limitless size.
Due to the high complexity, which is most likely to determine the microstructure
morphology in an RVE, the computational effort is a major drawback of the FE2-method.
In order to reduce this effort, Moulinec and Suquet [99] have proposed an FE-FFT
framework, where the microscopic boundary value problem is solved with the help of
fast fourier transformation, providing a potential speedup under certain conditions. The
issue of high complexity of the RVE can be overcome by using statistically similar RVEs
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(SSRVEs), as proposed in Schro¨der et al. [132] for 2D and Balzani et al. [11]
for 3D. These artificial microstructures offer an enormous reduction of complexity by
resembling the statistical properties of the real microstructure using a simplified inclusion
morphology consisting of, e.g., a limited number of ellipsoidal inclusions. Therefore,
selected statistical descriptors are measured in the real microstructure and the SSRVE’s
morphology is then adjusted in an optimization process such that it resembles the statisti-
cal properties of the real microstructure. It is assumed that the real microstructure can be
described as a periodic one, such that the SSRVE only needs to model a periodic unitcell.
By reproducing the morphological properties of the real microstructure, the SSRVE is able
to describe the effects related to the microheterogeneity. In Scheunemann et al. [128],
different types of SSRVEs are constructed, showing the similarity in the mechanical
response of the SSRVEs and the real microstructure. Other authors adapted the concept
of SSRVEs for the simulation of dual-phase steel simulations with SSRVEs based on
shape coefficients, Rauch et al. [117], Ambrozinski et al. [2], Rauch et al. [118].
The utilized statistical measures play a crucial role for the construction of SSRVEs
regarding their performance and the efficiency of the construction process. An overview
of available statistical descriptors can be found in e.g. Yeong and Torquato [176],
Ohser and Mu¨cklich [103] and Torquato [165]. Among the different descriptors,
one can distinguish between scalar measures and measures of higher order. While the
computational effort increases with the use of higher order statistical measures, such as
n-point probability functions or the lineal-path function, they also drastically increase
the information which is captured. It has been shown in Yeong and Torquato [176]
that hybrid approaches which incorporate more than one statistical measure perform
better in the reconstruction process of real microstructures than methods where only
one measure is used. For the use in the construction of SSRVEs, several measures are
compared, see Balzani et al. [8] and Scheunemann et al. [128].
While the consideration of the phase contrast is inevitable to describe many properties of
microheterogeneous materials accurately, this approach is not sufficient when the plastic
anisotropy of a material is considered, see e.g. Pagenkopf et al. [105]. The degree
of plastic anisotropy in sheet metal is often described using the Lankford coefficient,
also known as r-value or plastic strain ratio. This measure is experimentally determined
using tensile tests with respect to different directions to rolling direction of the sheet
metal (0◦, 45◦, 90◦). A suitable average of the ratio of plastic strains in width and
thickness direction of the specimen is then calculated to obtain the Lankford coefficient.
Pagenkopf et al. [105] compare stress-strain curves and the plastic strain ratio for
DP steel microstructural models incorporating the martensite inclusion shape as well as
the texture properties of the ferrite phase. They show, using a full-field homogenization
approach, that in order to describe the plastic anisotropy in DP steel, one needs to
consider the crystallographic texture properties of the ferrite phase. While stress-strain
curves of DP steel can be predicted well for simulations not considering the crystallo-
graphic texture of the ferrite phase, they fail in characterizing the Lankford coefficient.
The fundamental characterization of the deformation mechanisms in single crystals was
early investigated by Taylor [159], Taylor [160], while the first finite element simula-
tions were carried out decades later by e.g Asaro and Rice [4], Peirce et al. [107],
Hutchinson [63], Cuitin˜o and Ortiz [32]. For the consideration of polycrystalline
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structures based on the behavior of the underlying single grains, an isostress approach
was first proposed by Sachs [123], assuming the resolved shear stress on all slip systems
in the polycrystal to be equal to the highest resolved shear stress in the compound.
The isostrain assumption, Taylor [158], Bishop and Hill [20], also called Taylor or
Taylor-Bishop-Hill (TBH) model, in which all grains undergo the same state of deforma-
tion, shows good results in the prediction of deformation textures, however violates the
equilibrium condition between individual grains. While no grain interaction is considered
in the latter approaches, grain cluster models, see e.g. Van Houtte et al. [168], or
grain interaction models, see e.g. Raabe [113], include some grain interaction and relax
the rigid isostrain assumption set up in the TBH models. Self-consistent models, first
developed by Kro¨ner [77] and later extended by Budiansky and Wu [25], Hill [57],
consider each grain as an inclusion embedded in a homogeneous effective medium.
Thereby grain interaction is considered as well, however most models treat the grain
itself using simplified geometries. Full-field models, which enable a consideration of mor-
phological information of the polycrystal as well as local grain interaction and intra-grain
inhomogeneities of the micromechanical fields, can be described using FEM models, also
called crystal plasticity (CP) FEM models in this case, see e.g. Roters et al. [120]. As
mentioned earlier, these methods require a sufficiently high resolution of the considered
polycrystalline RVE and due to their multiscale nature result in large computational
costs. A crystal plasticity implementation within a finite-strain continuum mechanical
framework which utilizes a spectral solver has been developed at Max-Planck Institut fu¨r
Eisenforschung, Du¨sseldorf, see, e.g., Roters et al. [122].
For a long time the direct modeling of microstructural effects was not possible due
to the lack of computational power and has only just become available to some
extent due to large supercomputers and suitable algorithms. In the past, and still
today, macroscopic material laws describing the underlying effects are used. Phe-
nomenological descriptions of plastic anisotropy have been defined in the form of yield
functions, see e.g. Hill [55; 58; 59; 60], Barlat and Lian [14], Barlat et al. [15],
Karafillis and Boyce [69]. For an overview on various definitions of yield functions
and plastic anisotropy in metals, it is referred to Habraken [49] and Siegert [137].
Among the various definitions, in the field of sheet metal forming processes the yield func-
tions proposed in Hill [55], Barlat and Lian [14], are most frequently used. Hill [55]
proposes a quadratic yield function with six parameters describing orthotropic plastic
material behavior, which cannot account for Bauschinger effects. This is also the case
in the yield function proposed in Barlat and Lian [14], where a non quadratic yield
function is described. Experimental yield surfaces are found to be better approximated
when non-quadratic functions are used, still the latter formulation does not perform
well in biaxial loading scenarios, cf. Siegert [137]. Armstrong and Frederick [3]
proposed a yield function considering the evolution of back stress and thus enabling
an account for the Bauschinger effect. More recently, in Banabic et al. [12] the yield
criterion proposed in Barlat and Lian [14] was extended, showing a good ability in
predicting the yield surface. However, the coefficients used in the formulation do not
bear any physical meaning and have to be identified through experiments. Although
these yield functions are used in many applications for the description of anisotropic
plastic behavior, they are not able to describe the plastic anisotropy induced by the
texture of the underlying microstructure, generally, and the determination of parameters
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often requires complex experiments. Darrieulat and Piot [33] have proposed an
analytical description of yield surfaces for crystalline materials which can account for
shape properties which are also observed experimentally. Kowalczyk and Gambin [75]
proposed a texture-dependent yield surface and compared its evolution to the evolution
of classical phenomenological yield surfaces in different loading scenarios. The virtual
testing of materials with a realistic description of the microstructural morphology
and texture is especially inevitable in the field of sheet metals, where only a limited
number of stress-strain states can be realized experimentally. Using a full field numerical
homogenization approach incorporating crystal plasticity, the yield surface and Lankford
coefficients of a mild steel have been analyzed in Baiker et al. [6], showing good
agreement with experimental observations. Recently, Zhang et al. [180] have presented
a virtual laboratory set up to predict yield surfaces of aluminum alloy. Parameter for
analytical yield functions are predicted using an optimization procedure. Good agreement
is found for the virtual tests and experimental data as well as the predicted analytical
yield surfaces.
The focus of this thesis is the modeling of the material behavior of microheterogeneous
materials. In the framework of multiscale modeling, the FE2-method is used to incorporate
the microstructure using an RVE in the simulation. Aiming for efficient computations,
the concept of SSRVEs is presented, based on the construction method proposed in
Balzani et al. [7; 10], Schro¨der et al. [132] and Scheunemann et al. [128]. For
a real DP steel microstructure, SSRVEs are constructed based on different statistical
descriptors and evaluated regarding their ability to describe the mechanical behavior of
the DP steel microstructure. Furthermore, the Bauschinger effect is modeled using SS-
RVEs. The application of SSRVEs in practical engineering problems is demonstrated in a
two-scale simulation of a perforated plate. With the goal of incorporating crystallographic
texture information of the microstructure into the simulation, different polycrystalline
unitcells are used as RVEs in FE2 simulations. Macroscopic yield surfaces are generated
based on SSRVEs and polycrystalline RVEs, demonstrating the possibilities available to
a virtual laboratory. Therefore, virtual tests under plane stress conditions are carried
out considering different loading ratios. Some results of this work have already been
published, see Balzani et al. [9], Balzani et al. [11],Scheunemann et al. [128],
Scheunemann et al. [127], Scheunemann et al. [129].
The outline of this work is as follows: Section 2 revisits the main findings in the field of
continuum mechanics and material modeling, Section 3 gives an overview on the stan-
dard assumptions in the Finite Element method. Aspects on the material properties and
computational modeling approaches for DP steel are presented in Section 4, together
with the constitutive framework used for its description in this work. Therefore, a J2-
plasticity material model at finite strains is recapitulated based on the formulations given
in Simo [138], Weber and Anand [171], Simo and Miehe [142] and the implemen-
tations and notes in Simo and Hughes [141]. A small strain rate dependent crystal
plasticity model is recapitulated next, which follows the standard assumptions in this
field, see e.g. Cuitin˜o and Ortiz [32], Miehe and Schro¨der [94]. Different aspects
on the multiscale modeling of microheterogeneous materials which become important in
this work are presented in Section 5, starting with an overview in hypothesis and concepts
in the field of homogenization theory. This is followed by an overview on the FE2-method,
6 State of the Art and Motivation
as proposed in Sect. 5.2. These formulations will be used later on in the simulations
of SSRVEs of a DP steel microstructure. Section 6 covers a detailed discussion of the
construction of SSRVEs, as proposed in Balzani et al. [7], Schro¨der et al. [132],
Balzani et al. [11], Balzani et al. [10] and Scheunemann et al. [128]. First, an
overview on the utilized statistical measures is given, followed by the method of con-
struction for SSRVEs. Different statistical descriptors are then used to construct SSRVEs,
whose performance is compared concerning micro- and macroscale properties, as presented
in Scheunemann et al. [128]. Section 7 is concerned with the application of SSRVEs
in further virtual tests to analyze the yield behavior of a real DP steel microstructure.
The Bauschinger effect is analyzed and macroscopic yield curves based on SSRVEs as well
as the real microstructure are compared. Section 8 presents the simulation of macroscopic
yield curves based on three different polycrystalline RVEs. The thesis is concluded in
Section 9 with an outlook on further research.
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2 Fundamentals of Continuum Mechanics
In continuum mechanics, physical phenomena in fluids and solids are studied considering
the material as a continuous matter with certain field quantities, such as density, temper-
ature and velocity. This approximation does not account for every detail of the structure,
yet it is sufficiently accurate in most engineering applications. Within the method of con-
tinuum mechanics, a description of the motion and deformation of a body, stress states
as a result of the latter and the description of the fundamental balance laws of physics
are essential subjects. An overview is given here only, more details can be found in e. g.
Truesdell and Noll [167], Ogden [102], Eringen [36] and Sˇilhavy´ [169].
2.1 Kinematics
In the continuum mechanics theory, a physical body B with its surface ∂B is composed
of material points P ∈ B in the three-dimensional Euclidean space R3, where the mass
and the volume are assumed to be continuous (or pieceswise continuous) functions over
the body.
A reference configuration B0 ∈ R
3 at time t = t0 is considered, which is also referred to
as material or Lagrangian configuration, where the location of a material point is denoted
by a position vector X. In order to account for deformations, the current configuration
Bt ∈ R
3 at a fixed time t > t0, also denoted as actual or Eulerian configuration, is
considered with the position of a material point parameterized by x.
X x
x = ϕ(X, t)
B0
Bt
dX
dA
dv
da
dx
dV
F
det[F ]
Cof[F ]
Figure 2.1: Body in the reference configuration B0 and actual configuration Bt and trans-
port theorems.
For the definition of the position vectors, a right-handed orthonormal basis system {EA}
and {ea}, fixed at an origin 0 can be used, i. e.
X = XA EA with A = 1, 2, 3 and
x = xa ea with a = 1, 2, 3.
(2.1)
The motion of a body can be described by a transformation from the reference configu-
ration to the current configuration at a fixed time t by
ϕ(X, t) : B0 → Bt, (2.2)
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mapping a material point in the reference configuration to its position in the current
configuration. Then the mapping between the configuration is given by
x = ϕ(X, t) and X = ϕ−1(x, t). (2.3)
The deformation of the body is described by the deformation gradient F , which is defined
by
F (X) =
∂ϕ(X, t)
∂X
= Grad[x(X, t)] = F aA ea ⊗E
A with F aA =
∂xa
∂XA
(2.4)
From Eq. (2.4), it is obvious that the deformation gradient is a two-field tensor, with one
basis vector in the current and the other in the reference configuration. An important
property of F is its non-singularity, i. e. detF > 0, which implies the deformation
gradient being invertible.
The deformation gradient can be understood as a map of line elements from the reference
placement to the spatial placement and vice versa by its inverse F−1, as
dx = F (X, t)dX and dX = F−1(X, t)dx, (2.5)
thus accounting for changes in the length of lines in the body B during the deformation.
Taking a look at the mapping of area elements dA in the reference configuration to
elements da in the current configuration, it can be seen that
da = det [F ]F T−1dA = Cof [F ]dA, (2.6)
with the area element da = n da and dA =N dA in the current and reference placement,
respectively. The transformation of volume elements dV from the reference configuration
to dv in the current configuration can be performed by
dv = det[F ] dV = J dV, (2.7)
with the volume element as the scalar triple product of vectors dX, e.g.,
dV = (dX1 × dX2) · dX3 and the Jacobian J := det [F ]. The transport of line,
area and volume elements from reference to current configuration is illustrated in Fig. 2.1.
The total deformation of a body consists of a rotation part and a stretch part, which
are described jointly by the deformation gradient. F can be multiplicatively decomposed
using
F = R ·U = V ·R (2.8)
with U and V as the right (material) stretch tensor and the left (spatial) stretch tensor,
respectively and the proper orthogonal rotation tensor R with RT · R = I. The Right
Cauchy-Green tensorC and Left Cauchy-Green (Finger) tensorB are deformation tensors
defined in the reference and current placement. They rest upon the definition of the
squared distance between two material points given by dX2 and dx2, thus
C := F T · F = (R ·U)T · R ·U = UT ·RT ·R ·U = UT ·U (2.9)
B := F · F T = V ·R · (V ·R)T = V ·R ·RT · V T = V · V T . (2.10)
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with the tensor coefficients given by
CAB := F
a
A δab F
b
B and B
ab := F aA δ
AB F bB. (2.11)
From Eq. (2.9) and Eq. (2.10), it can be seen that C and B only carry information
about the stretch of the body B and no rotational terms, in contrast to the deformation
gradient F . Strain tensors in the reference and current configuration are defined based on
the consideration of the differences of squared distances, i. e. ds2−dS2 with ds = |dx| and
dS = |dX|, and define the Green-Lagrange strain tensor E in the reference placement
and the Almansi strain tensor A in the current placement as
E :=
1
2
(C − I) =
1
2
(
F T · F − I
)
, EAB :=
1
2
(CAB − δAB) (2.12)
A :=
1
2
(
I −B−1
)
=
1
2
(
I −
(
F · F T
)−1)
, Aab :=
1
2
(δab − (Bab)−1) (2.13)
which are both symmetric tensors. From the indices of the introduced deformation and
strain tensors, it becomes clear that C and E are defined in the reference placement and
B and A are defined in the actual placement.
The change of tensor fields over time and space are considered in continuum mechanics
using their derivation with respect to time or space. A velocity field and an acceleration
field can be expressed in the reference setting based on the motion function as
x˙(X, t) =
∂
∂t
ϕ(X, t) = ϕ˙(X, t) (2.14)
x¨(X, t) =
∂2
∂t2
ϕ(X, t) = ϕ¨(X, t), (2.15)
whereas in the actual placement, the respective fields are defined by
v(x, t) = x˙(ϕ−1(x, t), t) = x˙(X, t), (2.16)
a(x, t) = x¨(ϕ−1(x, t), t) = x¨(X, t), (2.17)
The derivative of the spatial velocity field v with respect to the spatial coordinates x is
defined by
L :=
∂v(x, t)
∂x
= grad[v(x, t)], (2.18)
which is referred to as the spatial velocity gradient. The time derivative of the deformation
gradient
F˙ (X, t) =
∂
∂t
(
∂ϕ(X, t)
∂X
)
=
∂
∂X
(
∂ϕ(X, t)
∂t
)
=
∂x˙(X, t)
∂X
= Grad[x˙(X, t)],
(2.19)
is referred to as the material velocity gradient. The spatial velocity gradient L can be
rewritten using Eq. (2.19) and Eq. 2.16 as
L =
∂x˙
∂x
=
∂x˙
∂X
∂X
∂x
= F˙ · F−1, (2.20)
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and leads to an alternative expression for the material velocity gradient F˙ = L · F . Fur-
ther, the spatial velocity gradient can be decomposed additively into a symmetric part D
and a skew-symmetric part W , which yields
D :=
1
2
(
L+LT
)
, (2.21)
W :=
1
2
(
L−LT
)
, (2.22)
with the symmetry propertiesD =DT andW = −W T . The time change of the Jacobian
can be derived as
J˙ =
∂det [F ]
∂F
:
∂F
∂t
= det [F ] F T−1 : F˙ = J div [x˙] . (2.23)
The Concept of Stress
When a mechanical load is applied to a physical body B, inner forces and stresses occur.
These can be visualized by imagining a cut through the body with the normal vector
acting on the cutting plane. The traction vector t = t(x, t,n) acts at a point x on an
infinitesimal surface element da with the outward unit normal vector n on the cutting
plane of the current placement at time t. In the reference configuration it is associated to
the traction vector t0 = t0(X, t0,N) with the associated point of action X and normal
vectorN acting on a surface element dA at time t = t0. The resultant force df transmitted
through a cutting plane can be calculated by
df = t da = t0 dA. (2.24)
as illustrated in Fig. 2.2 for the reference and actual configuration.
B0
Bt
dA da
cof[F ]
N
n
t0
t
Figure 2.2: Traction vectors in reference and actual configuration.
The traction vectors t and t0 are called true traction vector and nominal traction vector,
measuring force per unit surface in the current configuration and the reference configu-
ration, respectively. Cauchy’s stress theorem states that t depends linearly on n and can
be mapped by the Cauchy stress tensor σ, i. e.
t(x, t,n) = σ(x, t) · n, (2.25)
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where σ is a symmetric tensor field defined in the spatial configuration. Similarly, the
relation
t0(X, t0,N) = P (X, t0) · N , (2.26)
holds for a mapping of the nominal traction vector t0 via the first Piola-Kirchhoff stress
tensor P , which is a non-symmetric tensor field. From Eq. (2.24) it can be deduced that
σ(x, t) · n da = P (X, t0) ·N dA, (2.27)
which provides a relation between the stress tensors using the transport theorem in
Eq. (2.6), yielding
P = J σ · F−T and σ = J−1P · F T . (2.28)
Besides the above mentioned stress tensors, further measures for stress can be defined. A
frequently used stress tensor is the Kirchhoff stress tensor τ , which is obtained from the
Cauchy stress tensor by a multiplication with the Jacobian as
τ = J σ, (2.29)
and is a symmetric stress measure. Performing a pullback operation of τ to the reference
configuration yields the symmetric second Piola-Kirchhoff stress tensor S defined as
S = F−1 · τ · F−T . (2.30)
An overview on the relation between different stress tensors can be found in Tab. 2.1. Fur-
ther definitions of stress measures can be found in the literature, see e.g.,Holzapfel [61].
Table 2.1: Relations between stress tensors.
σ τ P S
Cauchy stress σ = σ 1
J
τ 1
J
P · F T 1
J
F · S · F T
Kirchhoff stress τ = Jσ τ P · F T F · S · F T
first P.-K. stress P = Jσ · F−T τ · F−T P F · S
second P.-K. stress S = JF−1 · σ · F−T F−1 · τ · F−T F−1 · P S
2.2 Balance Laws
In the following section, the balance principles and fundamental laws of thermodynamics
are discussed. These are the conservation of mass, the balance of momentum, balance
of moment of momentum as well as the balance of energy (1st law of thermodynamics)
and the entropy inequality (2nd law of thermodynamics). These laws have an axiomatic
nature, i.e. they are based on observations and experiences in nature and cannot be
deduced from other laws. They lay the foundation for classical mechanics and enable
postulations for mechanical quantities such as velocity, mass, force, momentum and
energy and their influence on a considered system.
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Conservation of Mass
The conservation law of mass postulates that during motion or deformation of a physical
body B, no mass sources producing mass or mass sinks, which destroy mass, exist such
that mass can be considered as a conserved quantity. With ρ0 and ρ as the reference and
actual density, the mass of a body in the reference and actual configuration, M and m,
remain constant scalar quantities, leading to
M =
∫
B0
ρ0(X)dV =
∫
Bt
ρ(x, t)dv = m = const. . (2.31)
Considering the transport theorem in Eq. (2.7), the conservation of mass can be rewritten
to the form
ρ0J = ρ. (2.32)
The consistency of mass over reference and actual configuration implies that the mass
does not change over time, thus
m˙ =
dm
dt
=
d
dt
∫
Bt
ρ dv = 0. (2.33)
Since the state of the body in the current configuration Bt depends on both time and
space, a transformation to the reference configuration via Eq. (2.7) is used. Thus, one
obtains, together with the time derivative of the jacobian, according to Eq. (2.23)
m˙ =
d
dt
∫
B0
ρJ dV =
∫
B0
ρ˙J + ρJ˙ dV∫
B0
(ρ˙ J + ρJ div[x˙]) dV =
∫
Bt
(ρ˙ + ρ div[x˙]) dv = 0
(2.34)
and the local form
ρ˙+ ρ div[x˙] = 0, ∀ x ∈ Bt. (2.35)
Balance of Linear Momentum
The balance of linear momentum states that the change over time of the
linear momentum I is equal to the resultant force f,
I˙ = f with I =
∫
Bt
ρ x˙ dv and f =
∫
∂Bt
t da +
∫
Bt
ρ b dv. (2.36)
The traction vector t acts on the surface ∂Bt and ρ b defines the body force per unit volume
of the body Bt. Evaluating the time derivative of I, under consideration of Eq. (2.23) and
the local form of conservation of mass, see Eq. (2.35), one obtains
I˙ =
∫
Bt
ρ x¨ dv (2.37)
and by reformulating the expression of resultant forces due to external forces using
Cauchy’s theorem, Eq. (2.25) and divergence theorem, Eq. (A.9), one obtains∫
∂Bt
t da =
∫
∂Bt
σ · n da =
∫
Bt
div[σ] dv. (2.38)
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The balance of linear momentum can be expressed in its global form as∫
Bt
ρ x¨ dv =
∫
Bt
(div[σ] + ρ b) dv ⇔
∫
Bt
(div[σ] + ρ (b − x¨)) dv = 0, (2.39)
whereas the local form reads
div[σ] + ρ (b − x¨) = 0 ∀ x ∈ Bt. (2.40)
Transferring Eq. 2.39 to the reference placement, one obtains the local statement as
Div[P ] + ρ0(b− x¨) = 0 (2.41)
with the relation∫
Bt
div[σ] dv =
∫
∂Bt
σ · n da =
∫
∂Bt
t da =
∫
∂B0
P ·NdA =
∫
B0
Div[P ] dV. (2.42)
Balance of Angular Momentum
The balance of angular momentum states that the temporal change of the angular mo-
mentum h(0) with respect to a reference point (0) is equal to the resultant moment m(0)
of the forces acting on a body Bt, such that
h˙(0) =m(0) with (2.43)
h(0) =
∫
Bt
x× ρv dv and m(0) =
∫
∂Bt
x× t da+
∫
Bt
x× ρ b dv. (2.44)
with x describing the lever arm with respect to the reference point. The time derivative
of angular momentum reads
h˙(0) =
d
d
t
∫
Bt
x× ρv dv =
∫
Bt
x× ρx¨ dv, (2.45)
under consideration of the conservation of mass. The resultant moment of forces acting
on the body can be reformulated using the divergence theorem, Eq. (A.9), i.e.,
m(0) =
∫
Bt
x× ρ b dv +
∫
∂Bt
x× σ · n da =
∫
Bt
(
x× (ρ b+ div [σ]) + ǫ : σT
)
dv (2.46)
with the permutation tensor ǫ = ǫijk, cf. Eq. (A.7). Inserting Eq. (2.45) and Eq. (2.46)
into Eq. (2.43) and using the balance of linear momentum, Eq. (2.41), one obtains∫
Bt
ǫ : σTdv = 0, ǫ : σT = 0 ∀ x ∈ Bt, (2.47)
which due to the definition of ǫ leads to the important condition
σ = σT, (2.48)
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expressing the symmetry of the Cauchy stress tensor σ, which is also known as Cauchy’s
second equation of motion. From Eq. (2.29), Eq. (2.30) and Eq. (2.48), the second Piola
Kirchhoff stress tensor S and the Kirchhoff stress tensor τ are obviously symmetric, since
ST = (JF−1 · σ · F−T)T = (J(F−T)
T
· σT · F−T) = JF−1 · σ · F−T = S (2.49)
and
τT = (Jσ)T = JσT = Jσ = τ . (2.50)
The first Piola-Kirchhoff stress tensor is unsymmetric, due to the relation
P T = (F · S)T = ST · F T = S · F T 6= P . (2.51)
Balance of Energy
The first principle of thermodynamics, also known as the balance of energy, postulates
that the time derivative of the kinetic energy K and internal energy E is equal to the sum
of the power of mechanical work and all other energies Uα, e.g. thermal, electromagnetic,
chemical or other sources, which enter or leave a body per unit time. The total kinetic
energy of the considered body is defined by
K =
1
2
∫
Bt
ρ x˙ · x˙ dv (2.52)
and the total internal energy is defined by
E =
∫
Bt
ρ e dv (2.53)
with the internal energy density given by e. The power of mechanical work is given by
◦
W =
∫
∂Bt
t · x˙ da+
∫
Bt
ρb · x˙ dv. (2.54)
The first principle of thermodynamics can be rewritten using these abbreviations to
d
dt
(K + E) =
◦
W +
∑
α
Uα (2.55)
Subsequently, the time rate of kinetic and internal energy are derived by
K˙ =
∫
Bt
ρ x˙ · x¨ dv (2.56)
and
E˙ =
∫
Bt
ρ e˙ dv (2.57)
with the use of balance equation of mass, Eq. (2.35). The power of mechanical work can
be reformulated to
◦
W =
∫
Bt
(ρ x˙ · x¨+ σ :D) dv (2.58)
using the divergence theorem Eq. (A.9) and the balance of linear momentum, Eq. (2.41),
as well as the symmetry of the stresses arising from the balance of angular momentum,
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Eq. (2.48). Here, we restrict ourselves to thermal energy sources only. The rate of thermal
energy is given by
Q =
∫
Bt
ρ r dv −
∫
∂Bt
q · da =
∫
Bt
(ρ r − div[q] ) dv (2.59)
with the external heat source per mass unit r and the heat flux q. Reformulating the first
principle of thermodynamics using Eq. (2.56), Eq. (2.57), Eq. (2.58) and Eq. (2.59), one
obtains the form ∫
Bt
ρ e˙ dv =
∫
Bt
(σ :D + ρ r − div[q]) dv. (2.60)
which leads to the local form
ρ e˙ = σ :D + ρ r − div[q]. (2.61)
Work Conjugate Pairs
Using Eq. (2.58), the power of mechanical work
◦
W can be written as the sum of rate of
kinetic energy and internal stress power
◦
W int
◦
W = K˙ +
◦
W int, (2.62)
whereas
◦
W and
◦
W int do not represent differentials with respect to time but can be assumed
simply as definitions. The integrand of the internal stress power, σ :D denotes the physi-
cal quantity of mechanical power or work and is thus also named as work-conjugated pair .
Further work-conjugated pairs can be derived, cf. Stein and Barthold [146], leading
to the possible pairs
◦
W int =
∫
Bt
σ :D dv =
∫
B0
τ :D dV =
∫
B0
P : F˙ dV =
∫
B0
S : E˙ dV. (2.63)
Entropy Inequality
The second law of thermodynamics, also known as the axiom of entropy inequality, states
that the time derivative of total entropy is always greater than or equal to the sum of
supply of entropy by heat flux r/θ over the surface ∂Bt of a body and the internal entropy
source of a body B, denoted by (−1/θ) q, where θ is the absolute temperature. The total
entropy and its time derivative are defined by
H =
∫
Bt
ρ η dv , (2.64)
with the entropy density given by η and the time derivative derived with the use of the
balance equation of mass, Eq. (2.35) as
H˙ =
∫
Bt
ρ η˙ dv. (2.65)
The second law of thermodynamics then yields∫
Bt
ρ η˙ dv ≥
∫
Bt
r
θ
ρ dv −
∫
∂Bt
1
θ
q · n da (2.66)
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which can be reformulated using the divergence theorem, Eq. A.9 yielding∫
Bt
ρ η˙ dv ≥
∫
Bt
r
θ
ρ −
1
θ
div[q] dv (2.67)
and the local form
ρ η˙ ≥
r
θ
ρ − div
[
1
θ
q
]
, (2.68)
which is known as the Clausius-Duhem inequality, named after the german physicist
Rudolf Clausius (1822-1888) and the french physicist Pierre Duhem (1861-1916). The re-
formulation of the term
div[
1
θ
q] = q · grad
[
1
θ
]
+
1
θ
div [q], (2.69)
together with
grad
[
1
θ
]
=
∂θ−1
∂x
= −
1
θ2
grad [θ], (2.70)
yields the Clausius-Duhem inequality in the form
ρη˙ −
r
θ
ρ−
1
θ2
grad [θ] +
1
θ
div [q] ≥ 0. (2.71)
The latter equation can be manipulated using the balance equation of energy, Eq. (2.61),
i.e. − ρ r + div[q] = −ρ e˙+ σ :D, and multiplication with θ yields
ρ(θη˙ − e˙) + σ :D −
1
θ
grad[θ] ≥ 0. (2.72)
Introducing the Helmholtz free energy ψˆ = e− θη, which can be derived by the Legendre
transformation of the internal energy with respect to the entropy, with its time derivative
˙ˆ
ψ = e˙− θ˙η − θη˙ ⇔ θη˙ − e˙ = −
˙ˆ
ψ + θ˙η, (2.73)
Eq. (2.72) can be reformulated to
−ρ(
˙ˆ
ψ + θ˙η) + σ :D −
1
θ
grad [θ] ≥ 0. (2.74)
In the case of thermal independent processes (θ = const., q = 0, ρ r = 0), Eq. (2.74)
reduces to
σ :D − ρ
˙ˆ
ψ ≥ 0. (2.75)
It is also referred to as dissipation inequality. The respective form in the reference config-
uration is obtained by multiplying Eq. (2.75) by J and using the conservation of mass,
Eq. (2.32), which results in
P : F˙ − ρ0
˙ˆ
ψ ≥ 0. (2.76)
Alternatively formulating the free energy per reference volume as ψ = ρ0 ψˆ, a relationship
can be deduced from Eq. 2.76. Considering the free energy ψ := ψ(F ), we can modify the
entropy inequality
P : F˙ −
∂ψ
∂F
: F˙ ≥ 0. (2.77)
and derive the constitutive relation for the first Piola-Kirchhoff stress tensor given by
P =
∂ψ
∂F
. (2.78)
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2.3 Basic Principles of Material Modeling
In Sect 2.2, the fundamental balance laws have been described, which describe the be-
havior of a solid continuum body. These balance laws constitute 14 differential equations
with the scalar notion of mass conservation providing one equation, the balance of linear
momentum providing three equations due to the vectorial form, the tensorial balance of
angular momentum providing nine equations and the balance of energy providing one
equation due to its scalar form, respectively. Assuming the volume acceleration b and the
heat source r as given quantities in the problem, the remaining variables, deformation
map ϕ, stresses σ, density ρ, entropy η, strain energy ψ, temperature θ and heat flux
q give 3 + 9 + 1 + 1 + 1 + 1 + 3 = 19 unknown quantities. In order to determine all
unknowns in the process, an additional number of 19− 14 = 5 equations are needed. For
this purpose, constitutive equations can be formulated to close the system of equations.
In the isothermal case (θ = const., q = 0), where only 14 unknowns (ϕ, σ, ρ and ψ)
need to be determined based of 13 equations, not considering the balance of energy,
the constitutive equation typically relates the stress response of a material to the free
energy. The derivation of mathematical models which describe the behavior of material
bodies are part of the material theory. These models have to obey additional principles
developed by e.g. Truesdell and Noll [167]. The most important principles therein
are the principle of consistency, the principle of determinism, the principle of fading
memory, the principle of local action, the principle of material frame indifference and the
principle of material symmetry which will be briefly outlined in the following paragraphs.
Further literature can be found in e.g. Marsden and Hughes [88].
The principle of consistency states that any constitutive description of a material may
not violate the balance principles. In the case that a model additionally obeys the 2nd
law of thermodynamics, it is said to be thermodynamically consistent. The principle
of determinism postulates that the physical quantities in a body is determined by the
history of motion and temperature of the body, furthermore, the principle of fading
memory states that the quantities in the large past do not have an effect on the actual
quantities. In a region of a material point P , the motion outside a certain neighborhood of
P can be disregarded, as stated in the principle of local action, and does not influence in P .
The principle of material frame indifference, which is also often called principle of material
objectivity in the literature, postulates that a physical process has to be invariant under a
change of observer. A material point in the reference configuration denoted byX is related
to two deformed configurations x(X) ∈ Bt and x
+(X) ∈ B+t where the mapping x→ x
+
is a time independent rigid transformation with x+ = Q · x + c with the orthogonal
tensor Q ∈ SO(3). SO(3) is the special orthogonal group of all tensors representing rigid
body rotations with det[Q] = 1 and Q−1 = QT . The quantity c represents a translational
vector in R3. In order to obey objectivity, scalar valued quantity β, vector-valued quantity
v and tensor-valued quantity T and their counterparts β+, v+ and T+ with respect to a
rigid body rotation have to fulfill
β+ = β, v+ = Q · v, T+ = Q · T ·QT. (2.79)
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Considering the deformation gradient with respect to a change of observer yields
F+ = Grad [x+] =
∂x+
∂x
·
∂x
∂X
= Q · F (2.80)
which differs from the objectivity requirement in Eq. (2.79). However, it is objective,
since it is a two-point tensor referring to the reference and current configuration, where
the index referring to the material configuration XA is always independent of the observer.
The right Cauchy-Green deformation tensor shows the objectivity property
C+ = (F+)T · F+ = F T · QT ·Q · F = C, (2.81)
showing that a rigid body rotation does not have an effect on the tensor due to its
description in the reference placement. Free energy functions fulfilling the principle of
objectivity must yield
ψ(F ) = ψ(F+) = ψ(Q · F ), (2.82)
whereas the objectivity requirement is directly fulfilled for free energy functions with the
dependence on C as
ψ(C+) = ψ(C). (2.83)
The principle of material symmetry states an invariance of the constitutive equations with
respect to a change of the reference configuration described by Q ∈ G with the symmetry
group G ⊂ O(3), where O(3) defines the full orthogonal group consisting of all proper
and improper rotations. Therein, the position vector is transformed via
X∗ = Q ·X ∀ Q ∈ G, (2.84)
with the deformation gradient subsequently yielding
F ∗ =
∂x
∂X∗
=
∂x
∂X
·
∂X
∂X∗
= F ·QT (2.85)
and the right Cauchy Green tensor in the transformed reference configuration given by
C∗ = (F ∗)T · F ∗ = (F ·QT)T · (F ·QT) = Q · F T · F ·QT = Q ·C ·QT. (2.86)
Tensor valued quantities Pˆ must fulfill
Q · Pˆ (C) ·QT = Pˆ (C∗) ∀ Q ∈ G (2.87)
whereas scalar valued quantities, such as the free energy function must obey
ψ(C) = ψ(C∗) ∀ Q ∈ G (2.88)
If the symmetry group G ≡ O(3), the material is said to be isotropic.
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3 Finite Element Method
The finite element method (FEM) is a feasible tool for the numerical solution of partial
differential equations, e.g. the balance laws introduced in Section 2.2. The method has
gained much attention in the last decades and has emerged as a standard numerical tool for
analysis, design and optimization of structures and materials in various field of engineering
practice and science. For a general overview on the method as well as related principles
and algorithms, the interested reader is referred to e.g.Wriggers [174], Bathe [17] and
Zienkiewicz and Taylor [181].
In the following, the relevant differential equation and its weak forms obtained by
variational principles are presented as well as a brief summary of the linearization of
the weak form. Aspects of the discretization in a standard single-field formulation are
revisited. The formulation of a tetrahedral finite element using quadratic ansatz functions
is given, which will be utilized for the calculation of the numerical examples in this work,
unless otherwise stated.
3.1 Variational Formulation
The local balance of momentum, cf. Eq. (2.41), is given by
Div[P ] + ρ0b = 0 (3.1)
in terms of the first Piola-Kirchhoff stress tensor neglecting inertia terms. The density in
the reference configuration is given by ρ0 and b denotes the body forces on the considered
body B0 in the reference configuration with the surface ∂B0. The displacement and traction
boundary conditions are given by
u = uˆ on ∂Bu and P ·N = t0 on ∂Bt (3.2)
with ∂B0 := ∂Bu ∪ ∂Bt and ∂Bu ∩ ∂Bt = ∅. Eq. (3.1) is also often referred to as the
strong form of equilibrium whereas the weak form of equilibrium can be formulated by
applying Galerkin’s method, i.e. multiplying the strong form with a test function δu and
integrating over the considered body B0, leading to
G :=
∫
B0
(Div[P ] + ρ0b) · δu dV = 0 . (3.3)
The test function δu has to obey the boundary condition δu = 0 on ∂Bu. Reformulat-
ing the latter equation using the relation Div[P ] · δu = Div
[
P T · δu
]
− P : Grad[δu]
together with Eq. A.9, yields
G :=
∫
B0
P : Grad[δu] dV︸ ︷︷ ︸
Gint
−
∫
∂B
t
t0 · δu dA −
∫
B0
ρ0b · δu dV︸ ︷︷ ︸
Gext
= 0, (3.4)
which is equivalent to G := Gint +Gext = 0 with the work of internal and external forces
Gint and Gext, respectively.
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A reformulation of Gint in terms of the second Piola-Kirchhoff stress tensor S and the
Green-Lagrange strain tensor E yields
P : Grad[δu] = S : F T ·Grad[δu] = S :
1
2
(F T · δF + δF T · F ) = S : δE (3.5)
with the work of internal forces is then given by
Gint =
∫
B0
S : δE dV =
∫
B0
1
2
S : δC dV . (3.6)
The weak form in terms of the second Piola-Kirchhoff stress tensor then reads
G :=
∫
B0
1
2
S : δC dV︸ ︷︷ ︸
Gint
−
∫
∂B
t
t0 · δu dA −
∫
B0
ρ0b · δu dV︸ ︷︷ ︸
Gext
= 0 . (3.7)
In the case of the existence of a total potential energy functional
Πtot(u) = Πint(u) + Πext(u) for the description of the physical body, an equiva-
lent representation of the weak form can be obtained from the principle of stationary
potential energy, thus the variation δΠtot(u) must be zero, where the total potential
reads
Πtot := Πint + Πext
=
∫
B0
W (F ) dV −
∫
B0
ρ0b · u dV −
∫
∂B0
t0 · u dA .
(3.8)
and the internal part of the weak form can be obtained alternatively from the variation
of the potential of internal energy
Gint = δΠint =
∫
B0
∂W
∂F
: δF dV =
∫
B0
P : Grad[δu] dV. (3.9)
3.2 Linearization
The functional G = G(u, δu) from Section 3.1 has to be linearized in order to evaluate
it using numerical techniques, such as the Newton-Raphson iteration scheme to find the
root of the functional. The linearized weak form of equilibrium reads
LinG(uk, δu,∆u) := G(uk, δu) + ∆G(uk, δu,∆u), (3.10)
where u = uk describes the value at which the linearization is performed. The linearization
is obtained using the directional derivative G(u, δu) at uk in the direction of ∆u with
the linear increment ∆G(uk, δu,∆u) given by
∆G(uk, δu,∆u) =
d
dǫ
[G(uk + ǫ∆u, δu)] |ǫ=0 = DG(uk, δu) ·∆u (3.11)
where ∆u are the incremental displacements and ǫ is a small scalar value. Considering
conservative loads ρ0b and t0, the directional derivative of the external parts of work G
ext
vanish, thus it remains
∆G(uk, δu,∆u) = DG
int(uk, δu) ·∆u =
∫
B0
1
2
∆S : δC dV +
∫
B0
1
2
S ·∆δC dV (3.12)
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with the increment of the second Piola-Kirchhoff stress tensor S as well as the increment
of the Cauchy Green deformation tensor C given by
∆S = C :
1
2
∆C with C = 2
∂S
∂C
= 4
∂2ψ
∂C∂C
,
∆C = ∆F T F + F T ∆F ,
∆δC = ∆F T δF + δF T ∆F .
(3.13)
The material tangent is denoted by C given as a fourth order tensor. The linearization of
the weak form then reads
LinG(uk, δu,∆u) =
∫
B0
1
2
S : δC dV −
∫
B0
ρ0b · δu dV −
∫
∂B0
t0 · δu dA
+
∫
B0
1
2
δC : C :
1
2
∆C dV +
∫
B0
1
2
S : ∆δC dV
(3.14)
considering Eq. (3.12) and Eq. (3.13). With the condition LinG = 0, Eq. (3.14) is
used to compute the discrete incremental displacements ∆u in each iteration step of
the Newton-Raphson scheme. The update of the displacement variable is performed by
uk,n+1 = uk,n +∆un+1. The iteration is continued until the residual G(uk, δu) reaches a
value below a certain tolerance.
3.3 Discretization
In order to solve the afore mentioned weak form using the finite element method, the
considered continuum body B0 has to be discretized. The body is thereby replaced by an
approximation Bh which consists of a number of nele finite elements B
e as illustrated in
Fig. 3.1, such that
B0 ≈ B
h =
nele⋃
e=1
Be. (3.15)
Using the isoparametric concept, the same ansatz functions are used to describe the geom-
etry as well as the field of unknowns, which is here the displacement field u. Subsequently,
discretization
∂B0
B0
Be
finite element
Figure 3.1: Discretization of body B0 with the boundary ∂B0 approximated by B
h resulting
from a union of Be.
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the approximation of the geometry given by the position vectors X and x in the reference
and actual configuration, respectively, is given by
X(ξ) =
nnode∑
I=1
NI(ξ)XI and x(ξ) =
nnode∑
I=1
NI(ξ)xI (3.16)
where NI(ξ) are the ansatz functions dependent on the natural coordinate vector
ξ := [ξ, η, χ]T , nnode denotes the total number of nodes per element with I as the lo-
cal node and XI and xI are the nodal coordinates in the reference and actual placement
with xI = XI + dI , where dI are the discrete nodal displacements. For the mapping in
the isoparametric space to the reference and actual space, the so-called Jacobians in each
configuration are introduced with
J =
∂X
∂ξ
and j =
∂x
∂ξ
, with j = FJ . (3.17)
The approximation of the physical, incremental and virtual displacements is given by
u =
nnode∑
I=1
NI(ξ)dI , ∆u =
nnode∑
I=1
NI(ξ)∆dI , δu =
nnode∑
I=1
NI(ξ)δdI . (3.18)
The virtual and incremental deformation gradient using index notation is given by
δF aA = Grad δu
a
,A =
nnode∑
I=1
NI,A δd
a
I (3.19)
∆F aA = Grad∆u
a
,A =
nnode∑
I=1
NI,A∆d
a
I . (3.20)
The derivative of the ansatz function with respect to the reference coordinate XA can be
derived from
∂NI
∂X
=
∂NI
∂ξ
∂ξ
∂X
=
∂NI
∂ξ
J−1. (3.21)
In order to obtain a matrix notation form for the tensorial formulation of the used quan-
tities, the Voigt notation, cf. Appendix A, can be used, where second order tensors are
reordered into vector form and fourth order tensors are converted to matrices. Using this
notation, the incremental and variation of the right Cauchy-Green tensor Eq. 3.13 reads
1
2
∆C =
nnode∑
I=1
BI ∆dI and
1
2
δC =
nnode∑
I=1
BI δdI . (3.22)
The so-called B-matrix is given by
BI =


F11NI,1 F21NI,1 F31NI,1
F12NI,2 F22NI,2 F32NI,2
F13NI,3 F23NI,3 F33NI,3
F11NI,2 + F12NI,1 F21NI,2 + F22NI,1 F31NI,2 + F32NI,1
F12NI,3 + F13NI,2 F22NI,3 + F23NI,2 F32NI,3 + F33NI,2
F11NI,3 + F13NI,1 F21NI,3 + F23NI,1 F31NI,3 + F33NI,1

, (3.23)
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which contains the derivative of the ansatz functions NI,A denoting a derivation of NI
with respect to the coordinate XA.
With Eq. (3.22) and Eq. (3.23) in hand, we insert the discretizations in the weak form,
cf. Eq. 3.7 and obtain
Ge(d, δd) =
nnode∑
I=1
δdTI
(∫
Be
BTI · S dV −
∫
Be
NI ρ0b dV −
∫
δBe
NI t0 dA
)
= 0
=:
nnode∑
I=1
δdTI rI = (δd
e)Tre.
(3.24)
Herein, rI denotes the nodal residual vector whereas r
e and δde represent the residual
vector and the virtual displacement vector of the element, respectively, given as
(δde) =
[
δdT1 | δd
T
2 | . . . | δd
T
nnode
]T
and re =
[
rT1 | r
T
2 | . . . | r
T
nnode
]T
(3.25)
The remaining terms in Eq. (3.14) associated with ∆G also have to be discretized. They
are often referred to as material part ∆Gmat and geometrical part ∆Ggeo, with
∆Gmat =
∫
B0
1
2
δC : C :
1
2
∆C dV and ∆Ggeo =
∫
B0
1
2
S : ∆δC dV . (3.26)
The approximation of the linearized virtual right Cauchy-Green tensor is obtained using
(3.19) and (3.20) and is calculated by
1
2
∆δCAB =
1
2
(
δF aA δab ∆F
b
B +∆F
a
A δab δF
b
B
)
=
1
2
(
NI,Aδd
a
I δab
nnode∑
J=1
nnode∑
I=1
NJ,B∆d
b
J +
nnode∑
I=1
NI,A∆d
a
I δab
nnode∑
J=1
NJ,Bδd
b
J
)
=
nnode∑
I=1
nnode∑
J=1
NI,Aδd
a
I δabNJ,B∆d
b
J ,
(3.27)
with δ denoting the Kronecker symbol. Therewith, the discrete formulation of the lin-
earized weak form, cf. Eq. (3.14), for one finite element is given by
LinGe =
nnode∑
I=1
δdTI rI +
nnode∑
I=1
nnode∑
J=1
δdTI (k
e,mat
IJ + k
e,geo
IJ︸ ︷︷ ︸
ke
IJ
)∆dJ = 0 . (3.28)
The material part of the stiffness matrix is defined by
k
e,mat
IJ =
∫
Be
BTI CˆBJdV (3.29)
with Cˆ in matrix representation, cf. Eq. (A.17), of the material tangent modulus C =
2∂CS. The geometric part is defined by
k
e,geo
IJ =
∫
Be
(NI,ANJ,B)S
ABdV. (3.30)
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For the global discrete representation of Eq. (3.14), the use of the assembly operator yields
the global stiffness matrix K and residual vector R, with
K =
nele
A
e = 1
ke, R =
nele
A
e = 1
re ⇒ δDT (K∆D + R) = 0, (3.31)
with the global virtual and incremental displacement vectors
δD =
[
(δd1)T | (δd2)T | . . . | (δdnele)T
]T
∆D =
[
(∆d1)T | (∆d2)T | . . . | (∆dnele)T
]T
.
(3.32)
Eq. (3.31(2)) can be solved using Newton-Raphson scheme where ∆D = −K−1R is used
to update the global nodal displacements by D ⇐ D + ∆D until the global residual
vector R is smaller than a given tolerance and convergence is reached.
For the integration of the equations for the element stiffness matrix and element resid-
ual vector, analytical solutions are typically not possible. Therefore, numerical integra-
tion is used, e.g. Gauss integration procedure. Therein, the integral is evaluated numer-
ically by replacing it with the weighted sum of the integrand’s values at predefined
points in the considered integration domain. For details on the procedure, the reader
is referred to classical textbooks of mathematics and the finite element method, e.g.
Zienkiewicz and Taylor [181].
3.4 10-noded Tetrahedral Finite Element
In this work, tetrahedral elements are used for the discretization since they serve well
for the discretization of the complex three-dimensional geometries. Finite elements with
linear interpolation functions are known to exhibit locking effects. For detailed informa-
tion on locking effects and formulations which prevent locking, the reader is referred to
Bathe [17]. Here, a quadratic formulation is chosen. In the three-dimensional case, 10-
noded quadratic tetrahedral finite elements can be formulated in terms of the isoparamet-
ric concept with the isoparametric space given by the natural coordinates, i.e. ξ ∈ [0, 1],
η ∈ [0, 1] and ζ ∈ [0, 1] with the ansatz functions
N1 = λ(2λ− 1), N6 = 4ξη,
N2 = ξ(2ξ − 1), N7 = 4ηλ,
N3 = η(2η − 1), N8 = 4ζλ,
N4 = ζ(1ζ − 1), N9 = 4ξζ,
N5 = 4ξλ, N10 = 4ηζ,
(3.33)
where λ = 1− ξ− η− ζ . These ansatz functions are used to approximate the geometry as
well as the displacements using Eq. (3.16) and Eq. (3.18), respectively. Fig. 3.2 illustrates
the isoparametric 10-noded tetrahedral finite element in the isoparametric space Ωe in the
undeformed reference state. For Gauss integration, five Gauss points are used with the
coordinates
ξ1 =
1
4
, ξ2 =
1
6
, ξ3 =
1
6
, ξ4 =
1
6
ξ5 =
1
2
,
η1 =
1
4
, η2 =
1
6
, η3 =
1
6
, η4 =
1
2
ξ5 =
1
6
,
ζ1 =
1
4
, ζ2 =
1
6
, ζ3 =
1
2
, ζ4 =
1
6
ζ5 =
1
6
,
(3.34)
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Figure 3.2: Tetrahedral finite element with 10 nodes in isoparametric space.
in the isoparametric space and the associated weighting factors
ω1 = −
2
15
, ω2 =
3
40
, ω3 =
3
40
, ω4 =
3
40
, ω5 =
3
40
. (3.35)
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4 Modeling of Dual Phase Steel
In this work, an approach to multiscale modeling of the mechanical behavior of dual-
phase (DP) steel microstructures is presented. This chapter first gives an overview on
the specific material properties of DP steel, its production process and computational
approaches found in the literature. Subsequently, the constitutive framework for finite J2-
plasticity which is here used for the material modeling of the individual phases of DP steel,
ferrite and martensite, is revisited. This phenomenological material model is used for the
numerical examples in Section 6 and Section 7 for the description of the DP steel material
behavior. With the aim of including the specific crystallographic texture properties into
the modeling approach, an overview on the plastic behavior of a crystalline solid is given.
The framework for a small strain crystal plasticity model is discussed, which is used in
Section 8 for the simulations incorporating polycrystalline microstructures as an RVE.
4.1 Production, Material Properties and Computational Modeling
In the following, an overview on dual-phase (DP) steel regarding its specific mate-
rial properties, manufacturing process and computational modeling approaches is given.
For further details, it is referred to the extensive overviews given in Rashid [116] and
Tasan et al. [157].
DP steel is the most prominent candidate among advanced high-strength steels (AHSS),
which were the first alloyed steels finding application in automotive components with the
aim for an improvement of crash safety at constant weight. DP steel is typically composed
of a ferritic matrix phase with embedded martensitic inclusions. The microstructure mor-
phology can be adapted in the production process and results in a variation of deformation
behavior and damage phenomena in the resulting product. The beneficial material prop-
erties of DP steel for industrial applications are the high ultimate tensile strength, which
is a result of the high strength of the martensite phase, and the low initial yield stress,
enabled by the ductility of the ferrite phase. Fig. 4.1 confronts the mechanical properties
of DP steel within the class of AHSS comparing the total elongation versus the ultimate
tensile strength. More recent generations of AHSS, such as twinning-induced plasticity
(TWIP) steels and transformation-induced plasticity (TRIP) steels show a higher ductil-
ity compared to DP steels while maintaining or exceeding the strength level. However,
they are accompanied by issues in practical application, including welding difficulties,
high alloy costs and casting problems, cf. Tasan et al. [157].
The mechanical properties of DP steel strongly depend on the microstructural properties,
such as volume fraction of martensite, martensite grain size, martensite carbon content,
ferrite grain size and ferrite-martensite morphology. The major driving force for the rel-
evant features of DP steel material properties is the phase contrast between ferrite and
martensite, where the complex morphology of the microstructure plays an important role.
An increase of martensite carbon content and/or martensite volume fraction results in an
increase in strength, but reduces ductility at the same time. The three most critical mi-
crostructural parameters were investigated in Pierman et al. [110] in detail, observing
that an increase in martensite volume fraction increases both the yield stress and ultimate
tensile strength, while a raise of martensite carbon content increases the strain hardening
and tensile strength but had no effect on the yield point. Regarding microstructure mor-
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Figure 4.1: (a) Sketch of Fe-C diagram. Abbreviations: ferrite (F), austenite (A), pearlite
(P). (b) Comparison of mechanical properties for conventional steels and advanced high
strength steels (AHSS). Abbreviations: Interstitial free ferrite- (IF), bake hardening- (BH),
high strength low alloy- (HSLA), dual-phase- (DP) transformation induced plasticity-
(TRIP), twinning induced plasticity- (TWIP), complex phase- (CP), martensitic (M) steel.
phology, equiaxed microstructures show higher strength and lower ductility in comparison
with a microstructure composed of finely dispersed, elongated martensite particles. Var-
ious studies have shown that grain refinement of the ferrite phase is capable to improve
the DP steel toughness, see ,e.g., Delince´ et al. [34] and Mukherjee et al. [101].
Grain refinement can be achieved through, e.g., cold swaging. Following the Hall-Petch
relation, grain refinement to the ultrafine grain regime increases tensile as well as yield
strength, cf. Calcagnotto et al. [26].
The first attempts in the manufacturing of DP steel go back to the 1970s, industrial man-
ufacturing started to establish in the 1990s. DP steel is produced from ferrite-pearlite steel
which is heated to the temperature range of austenite-ferrite regime (≈ 750◦C), or fully
austenitic regime (≈ 850◦C), followed by a rapid cooling below martensite start tempera-
ture (≈ 220◦C), which causes austenite to transform to martensite, Tasan et al. [157].
A schematic illustration of the Fe-C diagram is shown in Fig. 4.1. It has to be noted
that the rapid cooling process in the manufacturing of DP steel leads to the formation of
martensite instead of pearlite, contrary to the indication in the classical Fe-C diagram.
Therefore, a diagram including the influence of cooling rate is shown in Fig. 4.2. Two cool-
ing rates are indicated, where the first one starts from the ferrite-austenite regime and
is cooled to a temperature where martensite forming starts. The second one starts from
the pure austenitic regime and passes through a zone where austenite-to-ferrite trans-
formation is present, before reaching the temperature region of martensite formation.
During the heating process, recrystallization, phase transformation and carbon diffusion
are relevant mechanisms, which influence the resulting material and thus the mechanical
properties. Depending on the final temperature during heating as well as heating rate,
different combinations of these processes are active. An extensive overview is given in
Tasan et al. [157]. DP steel typically has a carbon content of 0.06 − 0.15 wt.% and
further contains small amounts of alloys, among which are manganese (Mn), chrome (Cr)
and silicium (Si) leading to a suppression of pearlite and bainite formation as well as
promotion of austenite-to-ferrite transformation during cooling. The composition of DP
steel may also incorporate austenite, pearlite, bainite and carbides, depending on the
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Figure 4.2: Sketch of time-temperature-diagram denoting material composition after dif-
ferent cooling rates. Abbreviations: ferrite (F), austenite (A), martensite (M). Adapted from
Tasan et al. [157].
processing route. Retained austenite and bainite can lead to a benefit in formability, cf.
Thyssen Krupp Steel Europe AG [163].
Computational modeling of DP steel was performed as early as 1974,
Karlsson and Sundstro¨m [70], and many effects are still under investigation in
current research. The computational approaches target the modeling of different aspects
of the material behavior. Approaches modeling the macroscopic behavior often utilize
the concept of yield surfaces, however, sophisticated yield surface formulations are
necessary to describe the direction-dependent material behavior of DP steel, where e.g.
kinematic hardening effects need to be accounted for. The one scale simulation at the
component scale, e.g. forming simulations, often disregard microstructural morphology
and the crystalline texture of the underlying material in order to achieve a decrease in
computational effort. However, accounting for specific phenomena occurring in DP steel
due to its microstructural composition, such as the spring-back effect, is necessary for
realistic simulations of deformation processes at the component scale. The spring-back
effect is an elastic effect resulting in shape discrepancies between the loaded and
unloaded state. This effect is especially pronounced in sheet metal forming processes,
where major effort of die design for stamping processes is spent upon the investigation
and removal of undesired effects due to spring-back, see e.g. Gan and Wagoner [42]
and Chen and Koc¸ [28]. The application of anisotropic yield functions combined
with isotropic-kinematic hardening laws is utilized in the series Chung et al. [31],
Lee et al. [83], Lee et al. [82] to account for the effects due to spring-back.
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The aforementioned modeling approaches do not take into account the contribution of
microstructural effects directly, contrary to multiscale methods. The latter may utilize
representative volume elements (RVEs) of the microstructure, as e.g., the FE2-method,
see Smit et al. [143], Miehe et al. [96], Schro¨der [130; 131] and the summary in
Section 5.2 in this work. Here, a dependence of the macroscopic material behavior on the
microstructure is set up. Thereby unmanageable computational costs are avoided which
would arise if the microstructure were resolved in the macroscale computation directly.
The construction of simplified RVEs, e.g. statistically similar representative volume
elements (SSRVEs), possessing statistical similarity compared with an RVE obtained
from a real DP steel microstructure can reduce the computational effort, see Section 6.
In texture analysis, grain interaction models can be applied for the consideration of
microstructural interactions, cf. Tjahjanto et al. [164].
Micromechanical simulations aim for an understanding of the deformation, loading con-
ditions and damage mechanisms on a grain- or even subgrain-scale. Thereby, geometry-
oriented models focus on the phase contrast of ferrite and martensite as the main contrib-
utor to the specific properties offered by DP steels. In-depth understanding of physical
mechanisms involving texture, strain-hardening details, damage models and crystalline
deformation models, such as crystal plasticity models, enables scientists to capture ex-
trema in the field quantities, which can be responsible for e.g. damage initiation, using
full-field simulations. An issue in micromechanical modeling is the existence of discrepan-
cies between the material properties obtained from bulk material of ferrite and martensite
in experiments and the material properties of ferrite and martensite in the DP steel. Vary-
ing grain size in ferrite or a variation of carbon content in martensite can lead to different
results and, furthermore, the varying material properties due to interactions between the
phases are difficult to capture. For instance, the ferritic matrix shows a change in material
properties close to martensite grains, which is observed from hardness measurements of
ferrite grains at varying distances from martensite inclusions. This local hardening effect in
the ferritic matrix originates from the transformation of austenite to martensite. It leads to
an accumulation of carbon close to the martensite grains and a volume change of approxi-
mately 4% of the martensite phase, cf.Moyer and Ansell [100], Sakaki et al. [124].
The hardness is approximately 1.6 times higher close to the martensitic inclusions, cf.
Brands et al. [23]. The local hardening can be represents by models using multiple
layers surrounding the inclusion with the yield stress in the layers given as a function
of the plastic strain based on experimental results in Kadkhodapour et al. [65]. An
approach considering martensitic expansion using volumetric strains is used in Paul [106]
and Brands et al. [23], in order to model the increase of yield stress near the marten-
sitic inclusions. A sophisticated approach to model the individual ferrite and marten-
site behavior in the microstructure based on micropillar measurements is carried out in
Chen et al. [29], where computer-generated microstructures are used.
The need for consideration of texture properties in DP steel was recently shown
by Pagenkopf et al. [105]. Two modeling approaches for DP steel are compared,
one incorporating the morphology of the microstructure and thus accounting for the
phase contrast, the second one additionally considering the crystalline texture of the
ferrite phase. A comparison of Lankford coefficients shows that the first model fails to
describe the material behavior in a realistic way, while the second model achieves a
realistic description. This emphasizes the need to consider the complex microstructural
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features of materials in order to obtain realistic simulations. Generally, the investigation
of the behavior of DP steel at different scales still poses some challenges for future research.
The consideration of a realistic microstructure morphology of DP steel requires three
dimensional measurements of the material at a high resolution in the range of microme-
ters to nanometers. Electron backscatter diffraction (EBSD) combined with a focused
ion beam (FIB) can be used to obtain realistic three-dimensional representations of
DP steel microstructures, see e.g. Zaafarani et al. [177], Zaefferer et al. [178],
Calcagnotto et al. [26], an overview on texture analysis and EBSD is given in
Randle and Engler [115]. Fig. 4.3 shows the setup of the EBSD-FIB equipment.
EBSD provides a tool for the analysis of the crystallographic structure of a material.
The investigated sample is exposed to an electron beam at a specific angle such that
the electrons are scattered in different directions as they hit the sample. On a phosphor
screen, the backscattered electrons are recorded. Depending on the crystallographic lat-
tice and its global orientation, so-called Kikuchi patterns form on the phosphor screen.
Every measured point on the surface of the sample can be associated to a specific texture
type by analysis of the Kikuchi pattern, e.g. face centered cubic lattice, and orientation,
typically represented in Euler angles. The FIB is used for milling, thus removing a thin
layer from the surface of the sample and revealing a new sample surface layer which is
measured. The EBSD analysis and FIB milling is performed under different angles of tilt
of the sample, see Fig. 4.3, for an automated procedure. The combination of EBSD and
FIB thus enables a three dimensional measurement of the microstructure morphology.
In this work, EBSD-FIB measurement of a DP steel are used, which were ob-
tained at Max-Planck Institut fu¨r Eisenforschung, Du¨sseldorf, Germany in the frame-
work of the DFG research group 797 “Microplast”. The measured sample has the
size 15.4µm× 16.45µm× 5µm and has been measured with a spatial resolution of
0.1µm× 0.1µm× 0.1µm using a hexagonal pattern. The reconstructed DP steel mi-
crostructure can be seen in Fig. 4.3, where red and green indicate the ferrite phase and
the martensitic inclusions, respectively. Details on the reconstruction of the DP steel
microstructure based on the EBSD-FIB data can be found in Brands et al. [23].
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(a) (b)
Figure 4.3: (a) Technical setup for EBSD-FIB analysis, Konrad et al. [74]. (b) Re-
construction of DP steel microstructure based on EBSD-FIB data after postprocessing,
Brands et al. [23]. EBSD-FIB measurements were performed at Max-Planck Institut fu¨r
Eisenforschung, Du¨sseldorf, Germany.
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4.2 Finite J2-Plasticity
A constitutive framework for the description of elasto-plastic material behavior is
presented in the following. It utilizes a von Mises yield criterion, which is suitable
for the description of the behavior of ductile materials, such as steel. The presented
computational model will be here used to describe the mechanical behavior of the
individual phases of DP steel. Computational formulations for elasto-plasticity at finite
deformations emerged in the beginning of the 1980s, given by Simo [138; 139], see also
Simo and Miehe [142], Peric et al. [109], Miehe and Stein [95] and Miehe [91].
They are based on the multiplicative split of the deformation gradient and utilize a
spectral decomposition of the kinematical quantities. The use of a strain measure in terms
of the principle logarithmic strain enables the application of return mapping algorithms
which have an identical form as in the infinitesimal framework. For more details, it is
referred to Simo and Hughes [141], Simo [139; 140] and Klinkel [72] regarding the
implementation.
Motivated by the micromechanical description in single crystal metal plasticity, the defor-
mation gradient is locally decomposed multiplicatively into a plastic part and an elastic
part, cf. Kro¨ner [78] and Lee [81],
F = F e · F p, (4.1)
introducing a local intermediate configuration which is stress-free and defined by
F p = F e−1 · F . The kinematic quantities, i.e. the left and right Cauchy-Green deforma-
tion tensor and their corresponding elastic and plastic parts follow as
C = F T · F , Ce = F e T · F e, Cp = F pT · F p, (4.2)
B = F · F T, Be = F e · F e T, Bp = F p · F p T . (4.3)
Together with F e = F · F p −1, the relations
Be = F ·Cp −1 · F T (4.4)
Cp −1 = F−1 ·Be · F T−1 (4.5)
hold, whereas Cp −1 is defined in the reference configuration, Ce is defined in the
intermediate configuration and Be in the current configuration.
The spectral decomposition of the elastic left Cauchy-Green deformation tensor Be is
given by
Be =
3∑
A=1
λeA
2 nA ⊗ nA (4.6)
where Be is reformulated in terms of the principle directions nA and the principle elastic
stretches λeA, with λ
e
A
2 as the eigenvalues ofBe. Following Simo [139], the elastic stretches
λe1, λ
e
2, λ
e
3 can be computed by solving the eigenvalue problem (B
e − λeA
2I) · nA = 0.
The free energy function takes the form
ψ = ψ(Be, α) = ψe(Be) + ψp(α), (4.7)
Modeling of Dual Phase Steel 33
where α is a strain-like internal variable. The dissipation inequality for isothermal pro-
cesses reformulated from Eq. (2.75) reads
D := τ :D − ψ˙ ≥ 0. (4.8)
with the Kirchhoff stresses τ and the stretch tensor D. The time derivative of Eq. (4.7)
is given by
ψ˙ =
∂ψe
∂Be
: B˙e +
∂ψp
∂α
α˙ (4.9)
with the time derivative of Be defined using the formulation given in (4.4),
B˙e = (F ·Cp −1 · F T)˙ = L ·Be + L(Be) + Be ·LT (4.10)
using the Lie-derivative, cf. Eq. A.15 of Be defined by L(Be) = F · C˙p−1 · F T. Inserting
Eq. (4.9) and Eq. (4.10) into Eq. (4.8), reformulation results in the constitutive equation
and the reduced dissipation inequality,
τ = 2
∂ψe
∂Be
·Be and Dred = −τ :
(
1
2
L(Be) ·Be−1
)
+ β α˙ ≥ 0, (4.11)
with the stress-like internal variable conjugate to α given by β := −
∂ψp
∂α
. The principle
of maximum dissipation plays an important role for the existence and uniqueness of the
solution. It relates any arbitrary deformation state defined by (Be, α) to a distinct state
(τ , β) via the maximum dissipation, see Simo [139]. The principle of maximum dissipation
implies the existence of a convex stress region with the yield surface Φ defining the border
of this region, i.e.
Φ = Φ(τ , β) ≤ 0. (4.12)
With this formulation, an optimization problem can be formulated using a Lagrange
functional, leading to
τ :
1
2
L(Be)Be−1 − β α˙ + γΦ ≤ 0 (4.13)
with the Lagrange multiplier γ. From the partial derivation of Eq. (4.13) with respect to
τ and β, one obtains
1
2
L(Be)Be−1 = −γ
∂Φ
∂τ
, α˙ = γ
∂Φ
∂β
(4.14)
which are the flow rule and evolution equation of the internal variable α. Eq. (4.13) is
fulfilled if the well-known Kuhn-Tucker conditions hold, which are given by
γ ≥ 0, Φ ≤ 0, γΦ = 0. (4.15)
The above shown Kuhn-Tucker conditions are also referred to as loading and unloading
conditions, describing a stress state on the yield surface, i.e. Φ = 0 as
Φ˙ < 0, γ = 0 → elastic unloading
Φ˙ = 0, γ > 0 → plastic loading
Φ˙ = 0, γ = 0 → neutral loading.
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and achieve the consistency condition
γΦ˙ = 0. (4.16)
In Simo [139], a logarithmic strain measure is proposed based on principal strains with
ǫe = [ǫe1 ǫ
e
2 ǫ
e
3]
T and ǫeA = log(λ
e
A) (4.17)
is proposed, which has the advantage that the return mapping algorithm used in the
infinitesimal theory is identical for the formulation at finite strains. A free energy function
in terms of the quadratic principle logarithmic strains is given by
ψe =
λ
2
[ǫe1 + ǫ
e
2 + ǫ
e
3]
2 + µ[(ǫe1)
2 + (ǫe2)
2 + (ǫe3)
2] (4.18)
with the Lame´ constant λ and the shear modulus µ. The plastic behavior is considered
using a von Mises yield criterion which is given by
Φ = ||devτ || −
√
2
3
β ≤ 0 (4.19)
and the conjugated internal variable describing exponential isotropic hardening as
β = y∞ + (y0 − y∞)exp(−ηα) + hα (4.20)
where y0 is the initial yield strength, y∞ and η are material parameters for the de-
scription of exponential hardening behavior and h is the slope of the linear hardening
term. An implicit exponential update algorithm, preserving plastic incompressibility,
cf. Weber and Anand [171], Simo [139], Miehe and Stein [95], is used for the
integration of the flow rule. The numerical implementation is based on the algorithmic
formulation in a material setting, as proposed in Klinkel [72].
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4.3 Crystal Plasticity
The mechanism of plastic deformation in crystalline solids were investigated as early as
1934, Taylor [159; 160], however only decades later, the first finite element simulations
were carried out, see Rice [119], Asaro and Rice [4], Peirce et al. [107]. An exten-
sive overview on crystal plasticity finite element models is given in Roters et al. [121].
The crystallographic structure of a crystalline solid is characterized by the arrangement
of atoms in the crystallographic lattice. Different types can be described by the concept
of unitcells describing the repetitive three-dimensional arrangement of atoms and result-
ing in the bulk material of a crystal if they are extended in three-dimensional space.
Among the different types of unitcells: face-centered cubic (fcc) unitcells, body-centered
cubic (bcc) unitcells and hexagonal closed packing (hcp) unitcells are arrangements fre-
quently observed in materials. An illustration of these three types of unitcells is given
in Fig. 4.4. Aluminum (Al), copper (Cu), nickel (Ni), silver (Ag) and gold (Au) possess
a crystallographic structure of face-centered cubic type, α-iron (α-Fe) and wolfram (W)
have a body-centered cubic crystallographic structure, while magnesium (Mg) is the most
prominent representative of hcp unitcells.
Elastic and plastic deformation in a crystalline solid are governed by different changes of
the atomic lattice. In the case of elastic deformation, the deformation acts on the lattice
structure without changing the relative positions of atoms in the lattice, see Fig. 4.5(a).
Plastic deformation occurs when atoms slip along a slip plane, as indicated in Fig. 4.5(b),
and a permanent rearrangement of the atoms happens.
The well known Schmid’s law relates the overall stress on the crystal to the resolved shear
stress on a slip plane in a slip direction and thereby concludes that stresses perpendicular
to the slip system have no effect on its slip. Once a critical shear stress on the slip system
(a) (b) (c)
Figure 4.4: (a) Face-centered cubic, (b) body-centered cubic and (c) hexagonal close packed
unitcells.
slip plane
(a) (b)
Figure 4.5: (a) Elastic deformation of crystal lattice and (b) plastic slip along slip plane.
The undeformed crystal lattice is shown in grey.
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n
s
(σ · n)
τ
Schmid’s law:
τ = (σ · n) · s
Figure 4.6: Schematic illustration of Schmid’s law
is exceeded, slip will occur. Fig. 4.6(b) illustrates Schmid’s law, where σ is the stress
tensor acting in the crystal and τ represents the resolved shear stress on a slip system,
which is defined by the normal vector n and direction vector s.
The number and position of slip planes and slip directions depends on the arrangement
of atoms in the crystalline solid. Generally, slip occurs in the plane of high atom packing
density in direction of the highest linear atom packing density. In a crystal, there typically
exist symmetrically equivalent planes, which can be described using Miller indices, pro-
posed in 1839 by W. H. Miller. For cubic unitcells, a family of symmetrically equivalent
planes is denoted using the index {hkl} and equivalent directions are denoted by 〈uvw〉.
Distinct planes are denoted by (hkl) and distinct directions by [uvw]. The indices h, k
and l describe the orientation of a normal vector to a plane in euclidean space and u,
v and w describe the orientation of the directional vector in euclidean space. Using this
description, the slip planes in an fcc unitcell are defined by the family {1 1 1}, which
summarizes the equivalent planes
{1 1 1} → (1 1 1), (-1 1 1), (1 -1 1), (1 1 -1),
(-1 -1 1), (1 -1 -1), (-1 1 -1), (-1 -1 -1),
forming an octahedral arrangement of slip planes. The three slip directions on each plane
are denoted by the family 〈1 1 0〉, summarizing the equivalent directional vectors
〈1 1 0〉 → [1 1 0], [-1 1 0], [1 -1 0],
which corresponds to the face diagonals of the fcc unitcell. The arrangement of slip planes
in fcc crystals is illustrated in Fig. 4.7 and the respective slip directions are shown ex-
emplarily for one slip plane. Based thereon, a slip system is defined by the consideration
of slip plane and slip direction together. Subsequently in an fcc crystal, 24 possible slip
systems can be identified, which can be reduced to 12 slip directions considering the
permutations of directions and slip plane normals.
Slip phenomena in bcc unitcells are more complex than in fcc unitcells. Slip occurs in the
closest packed 〈1 1 1〉 direction, however the identification of slip planes is not as clear, cf.
Weinberger et al. [172], Watanabe [170]. The planes of largest interplanar spacing
are {1 1 0} and {1 1 2} followed by {1 2 3}. Since the slip mechanisms in bcc crystals
are strongly temperature and orientation dependent, not all of these planes seem to
be active at all times. Different experimental observations lead to the conclusion that
only the {1 1 0} planes are active at room temperature. Furthermore, in contrast to fcc
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(σ · nα)
nα
s2
s1
s3
(a) (b)
Figure 4.7: (a) Illustration of octahedral arrangement of slip planes in an fcc crystal lattice.
(b) Sketch of slip systems defined by slip plane with nα and one out of the three slip directions
s1, s2 and s3.
crystals, the Schmid law is violated and other stress components have an effect on the
slip. Also, the slip resistance is not independent of the slip system, as it is the case for
fcc crystals, but can be different in a slip direction and its opposite, which is indicated
as twinning/anti-twinning asymmetry, cf. Yalcinkaya et al. [175].
Naturally, crystalline materials do not occur with a perfectly arranged crystallographic
lattice, as lattice defects play an important role in the behavior of the crystal. The lattice
defects, i.e. irregularities in the crystallographic lattice, are also referred to as dislocations.
Two primary types are screw dislocations and edge dislocations, whereby mixed forms of
the latter two exist. The important role of dislocations in the framework of plastic slip
becomes clear in the following examples. Dislocations can move through the material when
a force is applied on the material. This movement results in plastic deformation, however
moving a dislocation, i.e. detaching and reattaching one atom at a time, requires much
less energy than moving an entire slip plane, i.e. detaching all atoms in the slip direction
from each other. Thus, plastic slip along a slip plane happens through the movement
of dislocation. This is often comprehensively explained using the example of moving a
carpet: Pulling on one end of the carpet to move it a certain distance requires much
more force than forming a ’dent’ at one end and moving this dent through the carpet.
Dislocations can however not move across grain boundaries, where two crystals of different
orientations are adjacent. Here, the mismatch in the crystal lattice causes the dislocation
movement to stop and dislocation to accumulate in this region. The important effects of
strain hardening (or work hardening), which is the effect that a material increases in yield
strength as it is plastically deformed, arises from the increase of dislocation density in the
material due to the plastic deformation. As a result of the higher dislocation density, the
ability of the dislocations to move is restricted, leading to a higher yield strength. The
Hall-Petch effect, i.e. increased strength coinciding with a reduction of grain size, is also
a result of more obstacles for dislocation movement due to more grain boundaries with
smaller distances.
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For the consideration of polycrystalline structures based on the behavior of the under-
lying single grains, an isostress approach was first proposed by Sachs [123], assuming
the resolved shear stress on all slip systems in the polycrystal to be equal to the
highest resolved shear stress in the compound. The isostrain assumption, Taylor [158],
Bishop and Hill [20], also called Taylor or Taylor-Bishop-Hill (TBH) model, in
which all grains undergo the same state of deformation, shows good results in the
prediction of deformation textures, however violates the equilibrium condition between
individual grains. While no grain interaction is considered in the latter approaches, grain
cluster models, see e.g. Van Houtte et al. [168], or grain interaction models, see e.g.
Raabe [113], include some grain interaction and relax the rigid isostrain assumption
set up in the TBH models. Self-consistent models, first developed by Kro¨ner [77]
and later extended by Budiansky and Wu [25], Hill [57], consider each grain as an
inclusion embedded in a homogeneous effective medium. Thereby grain interaction is
considered as well, however most models treat the grain itself using simplified geometries.
Full-field models, which enable a consideration of morphological information of the
polycrystal as well as local grain interaction and intra-grain inhomogeneities of the
micromechanical fields, can be described using FEM models, also called crystal plasticity
(CP) FEM models in this case, see e.g. Roters et al. [120]. As mentioned earlier,
these methods require a sufficiently high resolution of the considered polycrystalline
RVE and due to their multiscale nature result in large computational costs. A crystal
plasticity implementation within a finite-strain continuum mechanical framework which
utilizes a spectral solver has been developed at Max-Planck Institut fu¨r Eisenforschung,
Du¨sseldorf, see, e.g., Roters et al. [122].
In this work, the framework of single crystal plasticity is restricted to the case of fcc
unitcells. A rate dependent crystal plasticity model at small strains is presented be-
low, closely following the formulations proposed in Cuitin˜o and Ortiz [32], see also
Miehe and Schro¨der [94].
4.4 Rate Dependent Small Strain Crystal Plasticity
Let B0 be the body of interest and u : B0 → R
3 a given displacement field. Based
on the displacement gradient, the linear strain tensor is given as its symmetric part by
ε = sym[▽u]. The linear strain tensor can be additively decomposed
ε = εe + εp (4.21)
into a plastic part εp and an elastic part εe. The overall stresses in the crystalline solid
are given by
σ = Ce : εe (4.22)
where the material tangent Ce is related to a free energy function ψˆ by ψˆ = 1
2
εe : Ce : εe.
The so called scalar-valued Schmid resolved shear stress on a slip system α is defined by
τα := σ : P α with P α := sym(sα ⊗ nα) (4.23)
which is essentially the shear stress resolved on a specific slip plane in the specific slip
direction, defined by the orthonormal vectors (sα ⊥ nα), forming a slip system. Here, nα
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defines the normal vector on a slip plane and sα defines the direction of slip on this slip
plane. An illustration is shown in Fig. 4.6 in the previous section. The evolution of plastic
strain is given in the form
ε˙p =
∑
α
γ˙α P α (4.24)
with the plastic slip rate γ˙α. In the rate-dependent formulation, the slip rate γ˙α is given
in the form of a kinetic law, as e.g. proposed by Hutchinson [64] as
γ˙α = γ˙0
∣∣∣∣ταgα
∣∣∣∣p−1
(
τα
gα
)
, (4.25)
where the reference slip rate is denoted by γ˙0, the slip resistance is defined by g
α and
the exponent p characterizes the material rate sensitivity. Allowing positive and negative
values of slip rates, the two slip systems (sα,nα) and (−sα,nα) can be considered jointly.
The definition of slip systems used in this thesis is given in Tab. C.1. Strain hardening of
a slip system can be described by an evolution of gα as
g˙α =
∑
β
hαβ
∣∣γ˙β∣∣ with gα(t = 0) = τ0 (4.26)
where hαβ is the hardening modulus. This rate dependent formulation of single crystal
plasticity does not have a explicit point where yielding initiates, as it is defined for elastic-
plastic formulation by the yield strength. The slip on each slip system is always defined
by Eq. (4.25) and is nonzero for any nonzero value of τα. If the exponent p is large,
e.g. p > 50 as stated in Asaro [5], the evolution of slip is exceedingly small for ratios
τα/gα < 1. Relevant magnitudes of slip occur only if τα/gα approaches one.
The hardening modulus hαβ essentially defines the self hardening ratio for α = β and
latent hardening ratio for α 6= β. Different types of hardening laws are defined in
the literature, see e.g. Asaro [5], Peirce et al. [107], Hutchinson [64] for more de-
tails. Most hardening laws propose a symmetric form, where hαβ = hβα. The hardening
modulus can be formulated in the classical assumption proposed in Hutchinson [64],
Peirce et al. [107] as
hαβ = hˆ(A)
[
q + (1− q)δαβ
]
, (4.27)
where A is a strain-like internal variable defined by the evolution equation A˙ =
∑
α |γ˙
α|,
which is the sum of accumulated plastic slip on all slip systems. The material parameter q
defines the ratio of latent hardening to self hardening and has been specified for fcc crystals
in Kocks [73] through experiments in a range [1, 1.4]. If q = 1 holds, Eq. (4.27) results
in the constant hardening modulus hαβ = hˆ(A), producing an equal rate of flow stress
on all slip systems. This case is commonly referred to as Taylor hardening or isotropic
hardening. For hˆ(A), a scalar-valued function which reads
hˆ(A) = h0 sech
2
[
h0A
τ∞ − τ0
]
, (4.28)
is proposed by Peirce et al. [107] based on the single slip law
τ(A) = τ0 + (τ∞ − τ0)tanh
(
h0A
τ∞ − τ0
)
. (4.29)
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Table 4.1: Constitutive framework for the presented single crystal plasticity formulation.
strain tensor ε = sym[∇u] with ε = εe + εp
macro stress σ = Ce : εe
Schmid stress τα = σ : sym[sα ⊗ nα]
kinetic law γ˙α = γ˙0
∣∣∣ ταgα ∣∣∣p−1 ( ταgα)
flow rule ε˙p =
∑
α γ˙
α sym[sα ⊗ nα]
evolution A˙ =
∑
α |γ˙
α|
hardening g˙α =
∑
β hˆ(A)
[
q + (1− q)δαβ
] ∣∣γ˙β∣∣
Here, the initial hardening is described by h0, the saturation stress is given by τ∞ and
the initial slip resistance is represented by τ0. τ(A) defines the current value of flow
stress in single slip. The hyperbolic secant function is defined by sech. This description is
found to describe the overshoot, i.e. the larger amount of shear stress on conjugate slip
systems than on the primary slip system, adequately compared with experimental results
from Chang and Asaro [27] for a tensile test on aluminum-copper single crystals. An
alternative form is proposed therein, where the hardening module is defined by
hˆ(A) = h0 + (h∞ − h0)
[
1 − sech
(
(h0 − h∞)A
ξ
)]
, (4.30)
based on the single slip law
τ(A) = τ∞ + ξ tanh
(
(h0 − h∞)A
ξ
)
, (4.31)
where ξ is a saturation parameter, h∞ is the saturated hardening and h0 and τ∞ are
the initial hardening and saturation stress as above. Furthermore, Miehe et al. [96]
proposed an exponential type form scalar hardening function which reads
hˆ(A) = h0 + (h∞ − h0) [1 − exp (−ξ A)] , (4.32)
based on the single slip law
τ(A) = τ∞ + (h∞ − h0)(−ξ
−1)exp (−ξ A) . (4.33)
The hardening module of the form given in Eq. (4.27) is widely used in the literature, other
approaches for the definition of hαβ have been proposed, e.g. in Bassani and Wu [16].
A summary of the constitutive framework for the formulation of rate dependent single
crystal plasticity for small strains is given in Table 4.1.
Stress update algorithm
The algorithmic implementation for the foregoing small strain rate dependent single crys-
tal plasticity constitutive model is discussed in the following. For a viscoplastic solid,
Hughes and Taylor [62] formulated an implicit algorithm which exactly satisfies equi-
librium and a suitable state-update rule in every load step. The algorithmic treatment
follows the concept described in Cuitin˜o and Ortiz [32] andMiehe et al. [96], which
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constructs a fully implicit stress-update algorithm. A time step [tn, tn+1] is considered
where all variables at time tn are known. Applying a backward Euler scheme on the
evolution equations given in Table 4.1 yields
ε
p
n+1 = ε
p
n +
∑
α
γαP α
An+1 = An +
∑
α
|γα|
gαn+1 = g
α
n +
∑
β
hˆ(A)
[
q + (1− q)δαβ
]
|γβ|
(4.34)
with the incremental plastic parameter γα = γ˙α (tn+1− tn) = γ˙
α∆t. The beginning of the
process is defined by the initial conditions εp = 0, A = 0 and gα = τα0 . In the following,
all variables without a subscript index are evaluated at tn+1. For the derivation of the
incremental plastic slip in the current time step, it holds
γα = γ0
∣∣∣∣ταgα
∣∣∣∣p−1
(
τα
gα
)
(4.35)
with γ0 = γ˙0∆t. Using Newton-Raphson scheme, the residual function
rα =
γα
γ0
−
∣∣∣∣ταgα
∣∣∣∣p−1
(
τα
gα
)
= 0 (4.36)
can be solved. The linearization is given by
rα +
∂rα
∂γβ
∆γβ = 0 (4.37)
with the jacobian
Dαβ∗ = −
∂rα
∂γβ
=
1
γ0
δαβ −
p
gα
∣∣∣∣ταgα
∣∣∣∣p−1
(
P α : Ce : P β + h∗αβ
τα
gα
)
, (4.38)
where
h∗αβ =
∂gα
∂γβ
=
∑
δ
[q + (1− q)δαδ][hˆ(A)δδβ + hˆ′(A)γδ] , (4.39)
with hˆ′ = dhˆ/dA. The slip increment is then calculated by iteratively solving Eq. (4.37)
in a Newton-Raphson scheme where the update of slip is performed via
γα ← γα +∆γα with ∆γα = (Dαβ∗)−1rβ. (4.40)
As reported in Ling et al. [84], the formulation of the residual function can be done in
different ways, where numerical obstacles arise in all proposed functions therein. Here, in
the case of large exponents p, the term (τα/gα)p−1 becomes large if the term τα/gα is even
only slightly larger than 1. This leads to numerical issues in the evaluation of the residual
rα and the jacobian Dαβ∗, cf. Eq.(4.37) and Eq. (4.38). Different solutions can be found to
solve this problem. For example, Steinmann and Stein [147] reformulate the residual
and in case τα/gα becomes larger than 1, an alternative residual is evaluated. However,
the system becomes ill-conditioned again once the increment γα approaches zero. A
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stable but time consuming alternative is the stepwise increase of the rate sensitivity
parameter p, in case τα/gα exceeds a critical value, cf. Steinmann and Stein [147].
Consistent Material Tangent Moduli
The derivation of the material tangent moduli Cep is obtained through differentiation of
the incremental constitutive equation ∆σ = ∆σ(∆ε) with respect to the total strains.
For a timestep tn+1, it follows for the material tangent operator
C
ep =
∂σn+1
∂εn+1
(4.41)
Reformulating Eq. (4.21) in the current time step and inserting into Eq. (4.41) yields
∆σn+1 = C
e : ∆εn+1 = C
e
[
∆εn+1 −∆ε
p
n+1
]
= Ce : ∆εn+1 − C
e :
∑
β
γβn+1P
β, (4.42)
subsequently, the elastic-plastic tangent moduli Cep can be written as
C
ep = Ce −
∑
β
C
e : P β ⊗
∂γβn+1
∂εn+1
, (4.43)
where the plastic slip in the current time step results from the solution of the local Newton
iteration with Eq. (4.40), hence γβn+1 = γ
β
n + ∆γ
β
n+1 = γ
β
n +
∑
α(D
αβ)−1rα. The partial
derivation of the plastic slip in the current time step with respect to the total strains in
the current time step is derived by
∂γβn+1
∂εn+1
=
∂γβn+1
∂rα
∂rα
∂εn+1
=
∑
α
(Dαβ∗)−1
∂rα
∂τ δ
∂τ δ
∂εn+1
, (4.44)
where the partial derivation of the residual with respect to the Schmid stress is given by
∂rα
∂τ δ
= −
(
(p− 1)
∣∣∣∣ταgα
∣∣∣∣p−2
(
τα
gα
) ∣∣∣∣ταgα
∣∣∣∣−1 1gα δαδ τ
α
gα
+
∣∣∣∣ταgα
∣∣∣∣p−1 1gα δαδ
)
= −
(
(p− 1)
1
gα
∣∣∣∣ταgα
∣∣∣∣p−1 + 1gα
∣∣∣∣ταgα
∣∣∣∣p−1
)
δαδ
= −
∣∣∣∣ταgα
∣∣∣∣p−1 1gα (p− 1 + 1) δαδ
= −
p
gα
∣∣∣∣ταgα
∣∣∣∣p−1 δαδ
= fα δαδ with fα = −
p
gα
∣∣∣∣ταgα
∣∣∣∣p−1 .
(4.45)
The partial derivative of the Schmid stress with respect to the total strains is computed
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by
∂τ δ
∂εn+1
= ∂εn+1
(
σn+1 : P
δ
)
= ∂εn+1
(
C
e : εen+1
)
: P δ
= ∂εn+1P
δ : Ce :
(
εn+1 − ε
p
n+1
)
= P δ : Ce
(4.46)
Finally, inserting Eq. (4.44), (4.45) and (4.46) into Eq. (4.43), the elastic-plastic tangent
moduli yields
C
ep = Ce −
∑
β
∑
α
(Dαβ∗)−1 fαCe : P β ⊗ P α : Ce. (4.47)
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5 Multiscale Modeling of Microheterogeneous Materials
Multiscale modeling of microheterogeneous materials is related to many disciplines, e.g.
physics, material science, engineering and mathematics. In the following, multiscale
methods are discussed from a computational point of view presenting an approach to
bridge between two different length scales. Specifically, a description of the material
response in a point on the macroscale is obtained by homogenization of the material
response on the microscale. This procedure is referred to as direct micro-macro tran-
sition approach, which is also often termed FE 2-method, see e.g Smit et al. [143],
Moulinec and Suquet [99], Miehe et al. [96], Miehe and Schro¨der [93],
Feyel [40], Schro¨der [130], Terada et al. [162], Feyel and Chaboche [41],
Geers et al. [43], Schro¨der [131]. First, the concepts and hypotheses in the frame-
work of homogenization theory are summarized with special attention to examples of
dual-phase (DP) steels and the definition of suitable representative volume elements
(RVEs). The direct micro-macro transition approach is outlined following the steps
presented in Schro¨der [131]. Therefore, the macro- and microscopic boundary value
problems (BVP) are set up and the definition of macroscopic quantities based on volume
averages of the microscopic counterparts is given. The Hill-Mandel condition is revisited
which is used for a definition of suitable boundary conditions on the microscopic BVP.
Aspects on the numerical implementation as well as the consistent macroscopic tangent
moduli are given.
5.1 Basic Concepts and Hypotheses of Homogenization
In the field of microheterogeneous materials, the description of the material behavior at
different length scales becomes important when effects arising on small scale shall be con-
sidered at a larger scale. Typically, these materials have a distinct appearance at these
different scales, which is assumed to be homogeneous at the macroscale but is dominated
by heterogeneities on the microscale. The concept of scale separation distinguishes dif-
ferent length scales into e.g. macroscale, mesoscale, microscale and nanoscale, whereas
not all of them have to be considered at once. Their definition varies with respect to
the scope of the modeling and can be adjusted depending on the specific problem under
observation. In structural mechanics, the macroscale typically describes a material at an
engineering scale, where typically, geometrical characteristics are in the size of meters.
The term mesoscale is frequently used for a description of an inherent microstructure at
a magnitude of micrometers, whereas this scale is also referred to as microscale in other
works. Microscale interactions could also refer to interactions of grains at boundaries.
The nanoscale often refers to interactions and phenomena on an atomistic level. In this
work, it is distinguished between the macroscale, which captures characteristics in the size
of meters and the microscale, describing a material’s microstructure in the range of 100
nanometers to a few micrometers. In order to use the concept of homogenization, the sep-
aration of scales between the scale levels has to be considered, i.e. L >> l. Therby, L and l
are the typical length scales of the larger and the smaller scale, respectively, in order for the
assumption to hold. In the consideration of DP steel, the different scales can be e.g. an en-
gineering part in a production process at the macroscale, the microstructure composed of
a ferritic matrix with martensitic inclusions can then be described by the microscale. The
term homogenization refers to the derivation of macroscopic quantities based on suitable
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averaging techniques over their microstructural counterparts. In this field, semi-analytical
approximation schemes based on the findings proposed in Eshelby [37], Eshelby [38]
have been developed, such as the dilute distribution approach, Christensen [30], the dif-
ferential scheme, Gross and Seelig [48], and the self-consistent approach, Hill [57],
are some examples. In contrast to this, computational homogenization schemes have
been proposed in the last decades, one examples is the direct micro-macro homogeniza-
tion approach, Smit et al. [143], Moulinec and Suquet [99], Miehe et al. [96],
Miehe and Schro¨der [93], Feyel [40], Schro¨der [130], Terada et al. [162],
Feyel and Chaboche [41], Geers et al. [43], Schro¨der [131], which will be sum-
marized in Section 5.2 and applied in the multiscale simulations in this work. The fun-
damental assumptions for the computation of the overall macroscopic response based on
microscopic counterparts will be briefly summarized in the following.
Concept of Ensemble: Considering a collection of samples α of a random microstructure
S, the ensemble average F of the material response F is given by
F(x) =
∫
S
F(x, α)p(α) dα (5.1)
with p(α) as the probability density of an individual sample and F as a placeholder for
some geometrical or mechanical material property at a position x under consideration.
When enough samples are considered, then the averaged response can be considered as a
good approximation of the overall (effective) material response.
Ergodicity Hypothesis: The ergodicity hypothesis states that the ensemble average
over a collection of samples can be replaced by the volume average over one sample B(α)
if this sample is large enough, thus
F(x) = 〈F(x, α)〉 with
〈F(x, α)〉 =
1
V
∫
B(α)
F(x+ y, α) dy if V →∞
(5.2)
with V being the volume of the sample B(α) and y . In other words, this hypothesis means
that all states of the microstructure available to the ensemble are also available to one
sample if this sample is chosen large enough. If a periodic microstructure is considered,
this hypothesis is apriori satisfied for a periodic unitcell BY , i.e.
lim
V→∞
1
V
∫
B(α)
F(x+ y, α) dy =
1
Y
∫
BY
F(x+ y, α) dy, (5.3)
with Y being the volume of the periodic unitcell.
Concept of a representative volume element: This concept is closely related to the
latter two hypotheses and offers their use in practical applications. For a given microstruc-
ture, a representative volume element (RVE) is a subsection of the microstructure which
is able to resemble the properties and behavior of the complete microstructure to a certain
degree of accurateness. If the RVE satisfies to represent the overall microstructure, then
the volume average
〈F(x)〉 =
1
VRVE
∫
BRVE
F(x+ y, α) dy (5.4)
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can be interpreted as a good approximation of the macroscopic response of the microstruc-
ture. The definition of an RVE is not unique, there exist several definitions in the literature,
see also Zeman [179], which are revisited in the following.
• Hill (1963) An RVE has to be a typical representation of an entire structure and
shall consist of a sufficient number of characteristic heterogeneities, to ensure that
the overall moduli are independent of the surface value of traction and displacement,
as long as these values are “ macroscopically uniform“.
• Hashin (1983) The RVE is used to determine the effective properties of a homog-
enized macroscopic model. The RVE has to be large enough to contain sufficient
information about the microstructure but also much smaller than the macroscopic
body.
• Drugan and Willis (1996) An RVE is the smallest volume element of a het-
erogeneous structure for which the overall effective modulus is able to provide a
sufficiently accurate representation of the mean constitutive response.
• Ostoja-Starzewski (2001) The RVE is i) a unit cell of a periodic microstructure
or ii) a volume containing a large set of microscale elements, having statistically
homogeneous and ergodic properties.
• Stroeven, Askes and Sluis (2002) The determination of an RVE is not straight
forward. It depends not only on the material under consideration but also on the
structure sensitivity of the physical quantity that is measured.
As mentioned above, the definition of an RVE is not unique and there has been much
research on the definition of an RVE for different cases. In Trias et al. [166], the au-
thors compare the influence of different mechanical and morphological properties in a
carbon reinforced polymer and find the appropriate size of an RVE to depend on the
properties under consideration. Kanit et al. [66] present a method for the estimation
of the necessary RVE size of a random two-phase microstructure for a predefined per-
missible error in the measured property based on the concept of integral ranges, which
contain information of the domain for which a considered parameter shows good statisti-
cal representativity. The method is modified in Pelissou et al. [108] and increased in
efficiency. Integral ranges were used as well inMadi et al. [86] for the definition of RVE
size in viscoplastic composites. Specific sizes of an RVE for dual-phase steel were deter-
mined for equiaxed and banded microstructures in Ramazani et al. [114] considering a
convergence of the mechanical behavior under different boundary conditions to an effec-
tive value. Saylor et al. [125] proposed a construction method based on a simulated
annealing procedure for statistically representative three-dimensional microstructures de-
scribing geometric and crystallographic properties using orientation maps on observations
on two orthogonal planes in the material. In the sequel Swaminathan et al. [155],
Swaminathan and Ghosh [154], the authors construct statistically equivalent repre-
sentative volume elements based in convergence of the stiffness tensor and marked cor-
relation functions for fiber composites with and without damage, noting that the RVE
size must increase with an evolution of damage. The existence of RVEs under different
material behavior is analyzed in Gitman et al. [44], where it was stated that due to
localization in material undergoing softening, an RVE does not exist since the material
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looses its representativeness. Furthermore, the size of an RVE describing a linear elastic
material behavior is found to be much smaller than for material undergoing hardening.
Frequently, a section of a real microstructure is considered as an RVE in order to account
for microstructural effects realistically. However, the measurable portion of a microstruc-
ture using microscopy techniques is limited due to technical aspects. Considering the
largest measurable section of a material as an RVE, the involved microstructural mor-
phology of a real material is typically very complex and aggravates a computationally
efficient application of such RVEs in an FE analysis due to complex discretizations. In
order to reduce the necessary computational effort, a reduction of RVE size could be
considered as long as the overall material response does not change outside a certain
tolerance. However, this size reduction does not solve the issue of modeling of complex
morphologies completely and still requires discretizations with high numbers of degrees
of freedom. An approach to circumvent this issue is presented in this work within the
construction of statistically similar RVEs (SSRVEs), see Section 6.
5.2 Direct Micro-Macro Homogenization
In the direct micro-macro homogenization approach, which is also known as FE2-method,
a separation of the larger scale and the smaller scale distinguishes the macroscopic bound-
ary value problem and the microscopic boundary value problem. Therein, the boundary
value problem on the macroscale describes e.g. construction part such as a specimen
in a deep-drawing process, while the microscale describes the level of heterogeneities,
e.g., grains or defects in the underlying microstructure of the material. In any case, the
separation of length scales has to be obeyed, such that L >> l, with L and l being the
characteristic dimensions on the macroscale and microscale, respectively. The general idea
of the FE2-method is illustrated in Fig. 5.1.
The microscale is represented by a suitable representative volume element (RVE), some
definitions are discussed in the previous section. In order to bridge between the two
scales, the macrohomogeneity-condition, also know as Hill-Mandel condition, is used, see
Hill [56]. It asserts the equality of virtual work on both scales and enables to defined
boundary conditions on the microscopic boundary value problem based on macroscopic
quantities. In the following, the definition of the macroscopic and microscopic boundary
value problem are discussed followed by a review of the scale transition procedure.
Throughout the Section, an overline, i.e. •, denotes quantities defined on the macroscale
while their microscopic counterparts • are unmarked.
5.2.1 Macroscopic and Microscopic Boundary Value Problem
The reference configuration of the body of interest on the macroscale B0 ∈ R
3 is param-
eterized using X defining the position of a material point. The deformation map ϕt(X)
then maps a material point from the reference configuration to the actual configuration
Bt, where its position is given by x. The macroscopic deformation gradient is then defined
by
F (X) := GradX [ϕt] . (5.5)
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Figure 5.1: Schematic illustration of scale separation. Adapted from Schro¨der [131].
The balance of linear momentum at the macroscale demands for
DivX [P ] + ρ0 b = 0, (5.6)
with the body forces b and where acceleration terms are neglected. Furthermore, the
macroscopic balance of angular momentum requires
P · F
T
= F · P
T
. (5.7)
On the microscale, the body of interest in the reference configuration B0 ∈ R
3 is parame-
terized by the position vector X for a material point. The deformation map ϕt(X) maps
a material point from the reference configuration to the actual configuration Bt, where
the position vector is given by x. The deformation gradient on the microscale is given by
F (X) := GradX [ϕt] . (5.8)
The balance of linear momentum on the microscale neglecting acceleration terms and
body forces is given by
DivX [P ] = 0 . (5.9)
5.2.2 Macroscopic Quantities based on Microscopic Counterparts
In the following, the definition of the macroscopic variables based on their microscopic
counterparts is derived. An RVE in the reference placement is considered with a hole L0
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and its boundary ∂L0. In all cases, the macroscopic measures are described based on
boundary data of the microscopic variables on the RVE. The concept of volume averaging
is used, thus for an arbitrary tensorial, vectorial or scalar measure (•) one obtains
〈(•)〉 =
1
V
∫
B0
(•) dV , (5.10)
with the volume of the RVE given by V . The volume average of the microscopic defor-
mation gradient is given by
〈F 〉 =
1
V
∫
B0
F dV =
1
V
∫
∂B0
x⊗N dA+
1
V
∫
∂L0
x⊗N dA, (5.11)
using the divergence theorem, Eq. (A.9). Furthermore the volume average of the first
Piola-Kirchhoff stress tensor can be expressed as
〈P 〉 =
1
V
∫
B0
P dV =
1
V
∫
∂B0
t0 ⊗X dA+
1
V
∫
∂L0
t0 ⊗X dA , (5.12)
with t0 = P ·N and the outward unit normal N . In the following, a body B0 without
holes is considered. Here, the divergence theorem, Eq. (A.9), is applied together with the
reformulation in index notation
〈P 〉 =
1
V
∫
B0
Pij dV =
1
V
∫
B0
Pik Xj,k dV =
1
V
∫
B0
[Pik Xj],k − Pik,k Xj dV
=
1
V
∫
∂B0
Pik Nk Xj dA =
1
V
∫
∂B0
[P ·N ]⊗X dA
(5.13)
where the microscale balance of linear momentum DivX [P ] = 0 is considered. The macro-
scopic quantities are defined based of surface integrals on the RVE, leading to
F =
1
V
∫
∂B0
x⊗N dA and P =
1
V
∫
∂B0
t0 ⊗X dA. (5.14)
Subsequently, one obtains an equality of the definition of macroscopic variables, F and P ,
and the volume average for stress and deformation gradient, 〈F 〉 and 〈P 〉. Introducing
an additive decomposition of the microscopic deformation gradient in a constant and a
fluctuation part,
F = F + F˜ , (5.15)
integration over the RVE yields
F =
1
V
∫
B0
F dV =
1
V
∫
B0
(
F + F˜
)
dV = F +
1
V
∫
B0
F˜ dV. (5.16)
The latter equation implies that the volume average of the fluctuation part of the defor-
mation gradient vanishes, thus
1
V
∫
B0
F˜ dV = 0. (5.17)
With the assumption that the fluctuation part can be computed by F˜ = GradX [w˜] with
w˜ being the fluctuation part of the deformation field, Eq. (5.17) can be reformulated to
1
V
∫
∂B0
w˜ ⊗N dA = 0 , (5.18)
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where a fluctuation field w˜ is defined as
w˜ := x− F ·X , (5.19)
with F being a known quantity from the macroscale. In analogy to the decomposition
of the deformation gradient, an additive decomposition of the first Piola-Kirchhoff stress
tensor is assumed by
P = P + P˜ , (5.20)
leading to the vanishing of the volume average of the stress fluctuations with
P =
1
V
∫
B0
P dV =
1
V
∫
B0
(
P + P˜
)
dV = P +
1
V
∫
B0
P˜ dV. (5.21)
With the definition of the traction vector t0 = P · N = (P + P˜ ) · N = t0 + t˜0, the
abbreviations t0 = P ·N and t˜0 = P˜ ·N are made. From Eq. (5.21), it can be concluded
that
1
V
∫
∂B0
t˜0 ⊗X dA = 0. (5.22)
5.2.3 Macro-Homogeneity Condition
The macro-homogeneity condition, also known as Hill condition or Hill-Mandel condition,
Hill [57],Mandel [87], proposes an energetically consistent localization approach which
postulates the equality of the stress power on the macro level and the volume average of
the stress power on the micro level, i.e.,
P : F˙ =
1
V
∫
B0
P : F˙ dV . (5.23)
In the following, microscopic boundary conditions will be derived which fulfill the Hill-
Mandel condition. Reformulating Eq. (5.23), one obtains
1
V
∫
B0
P : F˙ dV − P : F˙ =
1
V
∫
B0
(
(P − P ) : (F˙ − F˙ )
)
dV = 0. (5.24)
The latter equation is directly fulfilled for the cases
P = P ∀X ∈ B0 and F = F ∀X ∈ B0, (5.25)
representing the Reuss estimation (constant stresses over the RVE) and the Voigt estima-
tion (constant deformation over the RVE). Reformulating the right side term of Eq. (5.24),
one obtains
1
V
∫
B0
(
(P − P ) : (GradX [x˙]− F˙ ·GradX [X])
)
dV = 0 . (5.26)
This can be manipulated using index notation, leading to
1
V
∫
B0
(
(Pij − P ij) : (x˙i,j − F˙ ikXk,j)
)
dV
=
1
V
∫
B0
((
(Pij − P ij) : (x˙i − F˙ ikXk)
)
,j
− (Pij − P ij),j : (x˙i − F˙ ikXk)
)
dV
=
1
V
∫
∂B0
(
(Pij − P ij) : (x˙i − F˙ ikXk)
)
Nj dA .
(5.27)
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Finally, one obtains
1
V
∫
B0
P : F˙ dV − P : F˙ =
1
V
∫
∂B0
(t0 − P ·N) · (x˙− F˙ ·X) dA , (5.28)
which must be fulfilled by suitable microscopic boundary conditions. Dirichlet boundary
conditions are defined by x = F ·X ∀ X ∈ ∂B0, analogously, setting t0 = P ·N ∀ X ∈
∂B0 leads to Neumann boundary conditions. For periodic boundary conditions, the bound-
ary of the RVE is divided into a two associated parts, “-” and “+”, which hold
∂B0 = ∂B
−
0 ∪ ∂B
+
0 , (5.29)
with the outward unit normals N− and N+, respectively and a point X+ ∈ ∂B+0 is
assumed to have an associated point X− ∈ ∂B−0 . These assumptions are illustrated in
Fig. 5.2.
With this definition, the reformulated Hill-Mandel condition, Eq. (5.27) holds if the fol-
lowing conditions are valid
w˜+ = w˜−, t+0 = −t
−
0 and N
− = −N+, (5.30)
i.e. equal fluctuation of deformation, opposing traction vectors and opposing normal vec-
tors on the associated faces ∂B+0 and ∂B
−
0 .
In the case of a periodic microstructure, periodic boundary conditions lead to the best
result when different possible choices of RVEs are compared. Fig. 5.3 shows an artificial
microstructure with (cubic) periodically arranged inclusions. All possible choices of an
RVE as a periodic unitcell, indicated by the white, blue and black dashed squares, are able
to construct the complete microstructure by being placed next to each other in horizontal
and vertical direction. In Schro¨der [131], the boundary conditions on such different
choices of RVEs are compared, showing that only periodic boundary conditions are able
to produce a periodic stress distribution, independent of the choice of the RVE. This
demonstrates that periodic boundary conditions are the best choice in the case of periodic
microstructures. There exist additional definitions for suitable boundary conditions, see,
e.g., Glu¨ge [45].
X ∈ B0
x ∈ Bt
x = F ·X + ω˜
+
−
− +
+
+
−
−
F = F + F˜
N−
N+
X+X−
Figure 5.2: Deformation of the RVE considering periodic boundary conditions. Adapted
from Schro¨der [131].
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Figure 5.3: Artificial microstructure with cubically, periodically arranged inclusions.
In real microstructures, periodicity can only very rarely be detected and is most often
an assumption. However, Gitman et al. [44] justify the assumption of periodicity
conditions for the definition of RVEs by comparing different RVEs as choices to represent
a larger sample of a microstructure. If so-called wall effects occur, inclusions are not able
to cross through the boundary of the RVE from one side to another. Thus, a construction
of RVEs not showing these wall effects is favored. They especially analyzed the effect this
wall effect has on the needed RVE size to obtain realistic behavior in tension and shear
tests. While in a tension tests the effect does not show a major influence, wall effects in a
comparison of shear tests lead to much larger RVE sizes than in the case of periodic RVEs.
In the case of random microstructures, statistical volume elements (SVEs) are analyzed
instead of RVEs, frequently. These SVEs are smaller than RVEs and pose a weaker re-
quirement on the length scale separation by introducing the parameter δ = l/d where l
is the size of the SVE and d is the characteristic length scale of the microstructure. For
δ →∞ the SVE approaches the corresponding RVE. Often, the determination of an RVE
in a real microstructure is not even possible due to limitations in measuring techniques,
which is why the usage of SVEs is needed. Due to this, the definition of an RVE in many
cases can be seen as an assumption, since its representativeness can only be shown to a
limited extent. In the following, the term RVE will be used, even if this representativeness
is an assumption.
Fig. 5.4 shows a two-dimensional representation of a real microstructure obtained from
a DP steel sample which does not possess periodic properties. With a look at the
morphological complexity of the real microstructure, it is unquestionable that using
the complete microstructure as an RVE leads to large number of degrees of freedom,
which is disadvantageous. A possible reduction of degrees of freedom is the choice of
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(a) reconstruction of a real microstructure
(b) assumed RVE
(c) SSRVE
Figure 5.4: (a) Real DP steel microstructure reconstruction, Balzani et al. [10]. (b)
Assumption of RVEs and (c) schematic sketch of SSRVE of lower complexity.
a smaller region of the microstructure as RVE instead under the assumption that the
statistical properties are still maintained to a certain level of accurateness. However, the
inherent complexity of the microstructure is still apparent, as can be seen in the top right
illustration in Fig. 5.4. The construction of statistically similar RVEs (SSRVEs) instead
can lead to a significant reduction of complexity. These artificial microstructures possess
similar statistical properties as the underlying real microstructure but possess a much less
complex morphology, represented by a distinct number of inclusions of simple shape. The
method of construction of SSRVEs has been proposed in Schro¨der et al. [132] for
two-dimensional and Balzani et al. [11] in 3D and will be summarized in Section 6 in
this work. The here presented method produces three-dimensional SSRVEs with periodic
properties to allow a periodic extension in three-dimensional space.
In the case of polycrystalline materials, the consideration of the underlying microstructure
also requires much effort regarding the discretization. An example of a polycrystalline
microstructure constructed using polycrystalline unitcells can be seen in Fig. 5.5. Here,
the periodic unitcells do not possess a cubic shape, but a polyhedral concave shape. An
example of a periodic unitcell of a polycrystal, being a polycrystal itself with 50 grains, can
be seen in Fig. 5.5. For the use of these polycrystalline unitcells in the framework of the
FE2-method, the periodicity properties of two associated surfaces is indicated by normal
vectors pointing in opposite direction. These polycrystalline structures were constructed
using the open-source software Neper, see Quey et al. [112] for details.
5.2.4 Numerical Implementation and Macroscopic Tangent Moduli
The numerical implementation of the macroscopic and microscopic boundary value prob-
lem in the framework of the Finite Element Method, see Section 3, is discussed in the
following, where the main attention is put on the variational formulation and the deriva-
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Figure 5.5: (a) RVE of an artificial polycrystalline microstructure. (b) Periodic polycrys-
talline unitcell with indication of opposite normal vectors.
tion of the algorithmic consistent macroscopic tangent moduli. Therein, the approach
proposed in Schro¨der [131] is followed. The weak form of linear momentum balance,
Eq. 2.41, at the macroscale can be written as
G =
∫
B0
δF : P dV︸ ︷︷ ︸
G
int
−
(∫
B0
δx · f dV +
∫
∂B0
δx · t0 dA
)
︸ ︷︷ ︸
G
ext
= 0 (5.31)
where δF = GradX [δx]. In order to solve the nonlinear weak form using a Newton-
Raphson scheme, the linearization is computed as
∆G
int
=
∫
B0
δF
T
: A : ∆F dV , (5.32)
where the algorithmic consistent macroscopic moduli A is defined by
A =
∂P
∂F
. (5.33)
The moduli cannot be computed directly, since there is no explicit expression P (F ). An
efficient algorithm for the computation is presented inMiehe et al. [96]. The system of
equations resulting from the linearization
G+∆G = δD
T
(K∆D +R) = 0 → K∆D +R = 0 (5.34)
has to be solved iteratively with respect to the global incremental displacement
vector ∆D. For the treatment of the microscopic boundary value problem, the weak
form of linear momentum balance reads
G =
∫
B0
δF˜ : P dV = 0 , (5.35)
Multiscale Modeling of Microheterogeneous Materials 55
neglecting volume acceleration and inertia terms. Here, the fluctuations of the displace-
ment field on the microscale w˜ are discretized and the displacements can be obtained
from x = FX + w˜. Then, δF˜ = Grad[δw˜] and ∆F˜ = Grad[∆w˜]. The linearization of
the microscale yields
∆G =
∫
B0
δF˜ T : A : ∆F dV =
∫
B0
δF˜ T : A : (∆F +∆F˜ ) dV, (5.36)
which together with the approximation F˜ = B · d˜ leads to the system of equations
G+∆G = δD˜T (K∆D˜ +L∆F +R) = 0 → K∆D˜ +L∆F +R = 0 , (5.37)
with the assembled matrices
K =
nele
A
e = 1
∫
Be0
BTAB dV , L =
nele
A
e = 1
∫
Be0
BTA dV , R =
nele
A
e = 1
∫
Be0
BTP dV .
(5.38)
Note that during the solution of the microscopic boundary value problem, the macro-
scopic deformation gradient is constant, thus ∆F = 0. Then Eq. (5.37(2)) reduces to
K∆D˜ +R = 0. After the microscopic boundary value problem has been iteratively solved
and convergence is obtained such that R = 0, the computation of the algorithmic consis-
tent macroscopic moduli A follows. Starting from the incremental relation of Eq. (5.21)
at the macroscale and the incremental constitutive relation ∆P = A : ∆F , one obtains
∆P =
1
V
∫
B0
∆P dV =
1
V
∫
B0
A : ∆F dV =
1
V
∫
B0
A : (∆F +∆F˜ ) dV, (5.39)
with the additive incremental decomposition ∆F = ∆F + ∆F˜ . The increment of the
gradient of the fluctuations is obtained from Eq. (5.37(2)) by
∆F˜ = B∆D˜ = −BK−1L∆F , (5.40)
with ∆F being the current increment of the macroscopic deformation gradient, which in
the macroscopic iteration not zero, and the equilibrium state in the microscopic boundary
value problem, i.e. R = 0. Together with this relation, Eq. (5.39) becomes
∆P =
1
V
∫
B0
A : (∆F −BK−1L∆F ) dV
=
(
1
V
∫
B0
A dV −
1
V
LTK−1L
)
: ∆F ,
(5.41)
with the consistent algorithmic macroscopic moduli given by
A =
1
V
∫
B0
A dV −
1
V
LTK−1L . (5.42)
The microscopic module is known from the solution of the microscopic boundary value
problem, whereas strategies for an efficient computation of the second term of the
macroscopic module are described in, Miehe et al. [96], Miehe and Koch [92] and
Schro¨der [131].
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6 Statistically Similar Representative Volume Elements
With the aim to model microstructural properties of a material in the framework of the
FE2-method, RVEs based on realistic microstructures often lead to enormous computa-
tional expenses. The use of simplified RVEs, which are reduced in size as well as complexity
of the inherent morphology, can lead to a reduction in computational costs. They can be
constructed such that selected morphological properties in the simplified RVE and the real
microstructure are similar. These structures are then referred to as statistically similar
RVEs (SSRVEs).
In this chapter, the concept of SSRVEs will be outlined. The method has
been presented for two-dimensional microstructures in Balzani et al. [7; 8; 10]
and Schro¨der et al. [132], It has been extended to 3D microstructures in
Balzani et al. [11] and Scheunemann et al. [128], analyzing alternative statistical
measures. An SSRVE is governed by similarities with respect to statistical properties of
the real microstructure morphology, while the SSRVE exhibits a smaller size and lower
level of complexity in terms of microstructure morphology. The statistical similarity is en-
forced by matching considered statistical measures, which is based on the ideas proposed
in Povirk [111] for microstructures with circular inclusions. A least-square functional
is minimized in an optimization process, which considers the difference of the statistical
properties computed from the real microstructure and the SSRVE. If the mechanical re-
sponse of the microheterogeneous materials is mainly governed by the phase contrast, the
replication of morphological properties in the SSRVE then results in a similarity of the
mechanical response compared to the real microstructure.
In the motivation of this work, a literature overview is given for reconstruction ap-
proaches of real microstructures based on the minimization of least-square function-
als as well as examples for the application of SSRVEs, see e.g. Rauch et al. [117],
Ambrozinski et al. [2], Rauch et al. [118]. With regard to the ability of the SSRVE
to represent the real microstructure in terms of morphology and mechanical behavior, the
statistical measures used in the construction process play a crucial role. A comparison
of measures for the construction of SSRVEs is presented in Balzani et al. [8]. Further
measures are presented in Scheunemann et al. [128] and compared regarding their
applicability in the construction of SSRVEs.
The need for considering microstructural information in the material modeling is often
necessary to describe effects observed at a large scale in order to circumvent complex
macroscopic constitutive laws. In order to reconstruct an SSRVE based on properties
of a real microstructure, its morphology needs to be known. The measurement of real
microstructures using microscopy techniques is a costly task and limited in terms of
the size which can be captured. Consequently, different approaches to reconstruct mi-
crostructures in order to, e.g., obtain a certain number of samples with similar properties
as the real microstructure have been proposed. In the literature, different approaches for
the construction of artificial microstructures based on a fitting of statistical measures can
be found. Yeong and Torquato [176] proposed a technique for the reconstruction of
random media based on a least-square fit of two-point probability function and lineal-
path function. Similarly, in Kumar et al. [79] 2D microstructures of a DP steel are
reconstructed by minimizing a least-square functional taking into account the two-point
probability function and lineal-path function as statistical measures in a simulated
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annealing process. The reconstructed artificial microstructures show similar distribution
of stress as well as peak stresses as the related real microstructure. A Monte-Carlo
approach is utilized in Baniassadi et al. [13] to reconstruct 3D microstructures
based on a comparison of two-point cluster function and two-point correlation function.
Feng et al. [39] present a method for rapid construction of artificial microstructures
considering first and second order statistical moments using fast fourier transformation.
(a) (b)
Figure 6.1: Random target microstructure of an inclusion-matrix microstructure
and associated periodic microstructure with SSRVE as periodic unitcell. Taken from
Balzani et al. [10].
In order to apply the method of SSRVEs, several premises have to be obeyed. The
reduction of size of the SSRVE compared with the real microstructure is possible due to
the periodic morphology of the SSRVE. As can be seen in Fig. 6.1, the periodicity of the
SSRVE enables a construction of an infinitely large microstructure using the SSRVE as
a periodic unitcell. Thus, it is assumed that the considered random microstructure may
be represented by such a periodic microstructure. Furthermore, the macroscopic material
behavior shall depend only on the microstructure morphology and the local constitutive
laws, describing the microscopic behavior of each phase, which needs to be known.
In the following sections, an overview on selected statistical measures for the description
of microstructures is presented. The construction method of SSRVEs is described in detail
and candidates of SSRVEs are constructed for a dual-phase (DP) steel microstructure
obtained from EBSD-FIB measurements, see Section 4. The constructed SSRVE candi-
dates are compared to one another and their performance is analyzed in a comparison
of mechanical response. Therein, virtual monotonic tests are applied (tension and shear
tests). An analysis of microscale stresses in each phase is shown and the possibilities of
substructures of a real microstructure as SSRVEs is discussed. Furthermore, other virtual
mechanical tests are simulated compare the ability of the SSRVE to describe effects
related to the yield behavior of the material.
6.1 Statistical Measures for Spatial Structures
In contrast to the frequent assumption of homogeneous materials, heterogeneity is com-
monly observed in nature, with the material often being composed of multiple phases at
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a small scale, referred to as microheterogeneity. The macroscopic material behavior and
properties are a result of not only the properties of the individual constituents, but also
the geometrical composition of the compound material. The morphological quantifica-
tion is of large interests in many disciplines and can be realized using the models and
methods developed in the field of stochastic geometry. With the help of these methods,
three-dimensional microstructures can be characterized quantitatively in terms of their
morphology and conclusions can be drawn upon the relation of morphological properties
and the material behavior. These methods are given by e.g. measures characterizing parti-
cle systems, planar objects and three dimensional structures. In the following, a selection
of statistical measures which are able to characterize a two-phase material with inclusions
embedded in a matrix, are discussed. The consideration of two-phase materials enables
a description of the morphology of one phase with the help of statistical measures and
obtain a description of the second phase using the negative image. In the case of the two-
phase microstructure of DP steel, the described phase is the martensitic inclusion phase.
An overview on statistical descriptors can be found in, e.g., Ohser and Mu¨cklich [103]
and Torquato [165].
6.1.1 Scalar Measures
A basic characterization can be made based upon different scalar descriptors. The
phase fraction PV relates the volume of a single phase to the volume of the entire material
PV = V
P/V , (6.1)
with V P denoting the volume of phase P and V as the complete volume. This basic
measure gives rise to general information about the amount of the phases, yet it does not
carry information about the shape of the individual phases. The internal surface area of
the inclusion phase I can be quantified by
SI =
∑
i
Si with Si =
∫
∂Bi
da , (6.2)
with the infinitesimal surface element da and the internal surface of an inclusion ∂Bi. A
characterization on the shape of an internal phase surface can be given by the integral of
mean curvature for the inclusion phase
MI =
∑
i
Mi with Mi =
∫
∂Bi
1
2
(
1
r1
+
1
r2
)
da (6.3)
and the integral of total curvature for the inclusion phase
KI =
∑
i
Ki with Ki =
∫
∂Bi
1
r1 r2
da, (6.4)
with Mi and Ki denoting the respective measure for an individual inclusion i. The max-
imal and minimal radii of the surface element are defined by r1 and r2, where 1/r1 and
1/r2 then denote the maximal and minimal curvature of the surface element. The internal
surface density, density of integral of mean curvature and integral of total curvature are
then defined as
PS = SI/V, MS =MI/V, PK = KI/V. (6.5)
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6.1.2 n-Point Probability Functions
The characterization for microstructures based on n-point probability functions is an
important concept for microstructural characterization, details can be found in e.g.
Torquato [165]. An indicator function is introduced in order to distinguish the phases in
a composite. Thus, in a two-phase composite the indicator function describing the domain
D(P ) occupied by phase P is defined by
χ(P )(x) :=
{
1 if x ∈ D(P )
0 otherwise ,
(6.6)
where x is a position vector of material points and the indicator function takes the value 1
for every material point located in the phase P and zero for all other points. Based on
this indicator function, the n-point probability function is defined by the ensemble average
over individual realizations α as
S(P )n (x1,x2, ...,xn) := χ
(P )(x1, α)χ(P )(x2, α)...χ(P )(xn, α), (6.7)
where the overline denotes the ensemble average of a considered quantity. In the literature,
the function is also referred to as n-point correlation function and describes the proba-
bility of n material points with the position vectors x1, . . . ,xn being located in phase
P . Together with the ergodicity hypothesis, see Section 5.1, the ensemble average can be
reformulated to
S(P )n (x1,x2, ...,xn) = lim
V→∞
1
V
∫
B
χ(P )(y + x1)χ
(P )(y + x2)...χ
(P )(y + xn) dy , (6.8)
with the volume average over an infinitely large sample B with the volume V (B) = V .
Note that due to practical reasons, a sufficiently large volume can be considered here
instead of an infinitely one. With the difference vector between points x12 = x2 − x1,
Eq. (6.8) can be rewritten to
S(P )n (x12, ...,x1n) = lim
V→∞
1
V
∫
B
χ(P )(y) χ(P )(y + x12)...χ
(P )(y + x1n) dy. (6.9)
In most applications, the use of one- and two-point probability functions, S
(P )
1 and S
(P )
2 ,
is feasible due to a still manageable computational effort. They are defined by
S
(P )
1 (x) = lim
V→∞
1
V
∫
B
χ(P )(y + x) dy (6.10)
and
S
(P )
2 (x1,x2) = lim
V→∞
1
V
∫
B
χ(P )(y + x1) χ
(P )(y + x2) dy. (6.11)
While the one-point probability function is equal to the phase fraction P
(P )
V and de-
scribes the probability of a point being located in phase P , the two-point probability
function, also known as two-point correlation or autocorrelation function, describes the
probability of two material points located in the same phase. Probability functions for
n > 2 require high computational effort. Mikdam et al. [97] have proposed an ap-
proximation approach for three-point probability functions based on two-point probability
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functions. Two-point probability functions can be efficiently computed, since they can be
related to the power spectral density via the Wiener-Khinchin theorem, cf.Wiener [173],
Khintchine [71]. The Wiener-Khinchin theorem describes the relation between the au-
tocorrelation function and the power spectral density, here further named spectral density,
where the spectral density is equal to the Fourier transform of the autocorrelation func-
tion and, vice versa, the autocorrelation function is the inverse Fourier transform of the
spectral density, cf. Stengel [148].
6.1.3 Spectral Density
The spectral density of a discrete three-dimensional data set can be calculated based in the
discrete Fourier transformation, which maps the discrete spatial data set to a frequency
domain via
F (P )(kx, ky, kz) :=
Nx∑
nx=1
Ny∑
ny=1
Nz∑
nz=1
exp
(
−2πi
(
nx kx
Nx
+
ny ky
Ny
+
nz kz
Nz
))
χ(P )(nx, ny, nz),
(6.12)
where the discrete data set is given by the indicator function χ(P ), cf. Eq. (6.6), and the
position vector x = [nx ny nz]
T with nx = 1 . . . Nx, ny = 1 . . . Ny and nz = 1 . . .Nz and
the total size of the data set given by Nx, Ny and Nz. The coordinates in the frequency
domain are kx, ky and kz. The discrete inverse Fourier transformation is then given by
χ(P )(nx, ny, nz) :=
1
NxNyNz
Nx∑
kx=1
Ny∑
ky=1
Nz∑
kz=1
exp
(
2πi
(
nx kx
Nx
+
ny ky
Ny
+
nz kz
Nz
))
F (P )(kx, ky, kz),
(6.13)
mapping the data from the frequency domain to the spatial domain. In the discrete Fourier
transformation, the data set is considered as periodically extendable. The spectral density
is then calculated by
P
(P )
SD :=
(F (P ))∗F (P )
NxNyNz
, (6.14)
where (F (P ))∗ denotes the conjugate complex of the Fourier transform F (P ). As mentioned
above, the spectral density and auto-correlation function are related, thus an alternative
method in order to obtain the spectral density involves computing the Fourier transfor-
mation of the autocorrelation function. However, Eq. (6.14) allows for rapid computa-
tions of the spectral density, since fast algorithms are available for the computation of
Fourier transformations, e.g. the “FFTW”, (“Fastest Fourier Transform in the West”),
developed at the Massachusetts Institute of Technology by M. Frigo and S.G. Johnson
(www.fftw.org). In contrast to this, computing the autocorrelation function would require
more computational effort.
Example of Spectral Density Calculation for Discrete 1D Pulse
As an example, the computation of the spectral density based on the two above mentioned
methods is presented for a discrete signal, which is assumed to be repeated periodically.
The signal sequence x has the period N = 6 and the spatial coordinates n, such that
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Figure 6.2: (a) Sample pulse, (b) real and (c) imaginary part of discrete Fourier transform
of sample pulse.
x(n +N) = x(n) is given by
x(n) =
{
1 for n = 0, 1, 2 ,
0 for n = 3, 4, 5 ,
(6.15)
it depicted in Fig. 6.2a. The discrete Fourier transform for a 1D discrete signal sequence
is given by
X(k) =
N−1∑
n=0
x(n) exp(−i 2πk n/N), (6.16)
which maps the periodic signal into a periodic, discrete frequency spectrum, described by
the coordinate k. The discrete Fourier transform X(k) is calculated via Eq. (6.16) and is
shown in Fig. 6.2.
The value X(k = 0) is simply X(k = 0) =
∑N−1
n=0 exp(0) x(n), thus the sum over all
entries, and referred to as the zero component. Reversibly, the inverse discrete Fourier
transform is defined by
x(n) =
1
N
N−1∑
k=0
X(k) exp(i 2πk n/N) , (6.17)
which maps the discrete Fourier transform, X(k), given in the frequency domain back to
x(n) in the spatial domain. Furthermore, the autocorrelation function ϕ(s) describes the
correlation of the function with itself with respect to a time shift s. The autocorrelation
function of x(n) is defined by
ϕ(s) :=
1
N
N−1∑
n=0
x(n) x(n + s), (6.18)
which is depicted in Fig. 6.3a and where ϕ(s + N) = ϕ(s), thus the autocorrelation
function itself is periodic with period N . The computation of the spectral density can be
now carried out based on X(k) given by
SD(k) :=
X(k) X∗(k)
N
(6.19)
62 Statistically Similar Representative Volume Elements
where X∗(k) is the conjugate complex of X(k). Alternatively, the spectral density can be
defined based on the discrete Fourier transform of the autocorrelation function, hence
SD(k) :=
N−1∑
s=0
ϕ(s) exp(−i 2πk s/N). (6.20)
The spectral density is depicted in Fig. 6.3b, where the entry zero entry SD(0) is apriori
known as (X(0))2/N .
In the discrete spectral density, the frequency coordinates kx, ky and kz and the coordi-
nates in the spatial domain nx, ny and nz are related by ki = 2 π ni/Ni where i = x, y, z.
Subsequently, the number of spatial data points Nx,y,z and the number of data points in
the frequency domain is the same. The entry in the zero component is deleted from the
spectral density and a normalization with respect to the largest entry in the spectral den-
sity is computed afterwards. In order to compare the spectral density of structures with
different sizes, i.e. different number of data points Nx,y,z, a rebinning procedure to adjust
the resolution must be applied. Thereby, the data set of fine resolution is transferred to a
data set of coarse resolution computing mean values of sections of the original set. This is
straight forward if the data set size of fine resolution is an integer multiple of the set size
of coarse resolution. Then, the mean value of all entries of the set of fine resolution being
associated to an entry in the coarsely resolved set is computed. The rebinning procedure
in this case is illustrated in Fig. 6.4a. If the size of the finely resolved set is not an integer
multiple of the coarsely resolved set’s size, the rebinning must consider the affiliation of
one entry in the one grid to two cells in the other grid. Then, the computation of the mean
value of the associated entries in the finely resolved set considers a weighting factor which
describes the amount of the entry in the currently considered coarse entry. This rebinning
case is illustrated in Fig. 6.4b. Rebinning procedures, also called binning procedures, are
often found in digital photography. The spectral density is then reordered as indicated
in Fig. 6.5. The reordering enables to choose a reduced center section of the reordered
spectral density later on to be compared in the optimization process. This section then
contains the relevant entries of the spectral density as the values typically abate with
increasing distance from the zero component.
The ability of the spectral density to describe periodicity properties is shown with an ex-
ample of an artificial, periodic microstructure in 2D, see Fig. 6.6. It shows the microstruc-
ture, which is composed of periodically arranged unitcells, one of them is also shown in the
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Figure 6.3: (a) Autocorrelation function and (b) spectral density of sample pulse.
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same figure. When the spectral densities of the two structures are compared, considering
the rebinning and reordering operations described above, the similarity of the spectral
densities is obvious. This example emphasizes the ability of the spectral density to detect
similarities in the microstructural morphology especially in periodic structures.
6.1.4 Lineal-Path Function
The lineal-path function considers information on the connectedness of a phase and was
first proposed as a statistical measure by Lu and Torquato [85]. This function captures
the probability of a line segment −−→x1x2, with the start and end points given by the vectors
x1 and x2, being located entirely in phase P . Therefore, an indicator function is definedrebinnedoriginal
original rebinned
(b)
(a)
Figure 6.4: Schematic illustration of the rebinning procedure used on a 2D spectral density.
kx
ky 1 2
4 3
original
kx
ky
3 4
2 1
reordered
Figure 6.5: Schematic illustration of reordering scheme used on a 2D spectral density. The
zero component is marked with a white square.
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(a) periodic microstructure (b) unitcell
(c) rebinned and reordered spectral
density of periodic microstructure
(d) reordered spectral density
of unitcell
Figure 6.6: (a) Periodic microstructure and (c) its spectral density. (b) Periodic unitcell
and (d) its spectral density.
by
χ
(P )
LP (
−−−→x1 x2) :=
{
1 if −−→x1x2 ∈ D
(P ) ,
0 otherwise.
(6.21)
The lineal-path function is defined by the ensemble average over a series of samples α
P
(P )
LP (
−−−→x1 x2) := χ
(P )
LP (
−−−→x1 x2, α), (6.22)
whereas for ergodic microstructures the volume average over an infinite domain B can be
considered instead of the ensemble average, hence
P
(P )
LP (
−−−→x1 x2) := lim
V (B)→∞
∫
B
χ
(P )
LP (y +
−−−→x1 x2) dy, (6.23)
where y + −−−→x1 x2 denotes a shift of the line
−−−→x1 x2 by the position vector y. Note again
that the volume integral over an infinite volume is replaced by the integral over a
sufficiently large volume for practical reasons. The lineal-path function has been used as
a statistical descriptor in, e.g., Yeong and Torquato [176], where three-dimensional
microstructures are reconstructed based on two-dimensional cuts using different combi-
nations of statistical measures. Havelka et al. [53] propose an accelerated method for
the computation of lineal path functions in the reconstruction of random microstructures
using a parallelization of its computation.
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The computation of a complete lineal-path function would require an analysis of all pos-
sible line segments with varying length and orientation which is a tremendous computa-
tional effort even for reasonably sized microstructures and increases with higher dimen-
sions. Therefore, sampling techniques have been developed which lower the computational
expenses. In Seaton and Glandt [136], a sampling technique based on Monte-Carlo
method was proposed for the computation of spatial correlation functions. In application
to the lineal-path function, this can be understood as an evaluation of a large number of
line segments which are randomly thrown into a medium. Another approach presented in
Smith and Torquato [144] uses a sampling template for the evaluation of two-point
correlation functions. In Zeman [179], the sampling template is constructed for lineal-
path functions, comprising a fixed number of line segments. The template is a discrete
field where entries marked with the value 1 represent the end point of a line starting
from the center. All other entries are zero. In order to construct such templates, the
digitalization of line elements can be carried out using suitable algorithms, as given in
Bresenham [24]. The size of the template is defined by Tx = 2 Nx − 1, Ty = 2 Ny − 1
and Tz = 2 Nz − 1 for a three-dimensional discrete medium of the size Nx, Ny and Nz.
Thereby, it comprises all possible line length which can be placed in the medium. Since
the lineal-path function is invariant with respect to reflections of line segments, it is ad-
missible to neglect the reflection of line segments in one direction, such that the template
size reduces to Tx = 2 Nx−1, Ty = 2 Ny−1 and Tz = Nz. An example of such a template
for the three dimensional case is shown in Fig. 6.7. All line segments start start from the
center point. For the discrete case, the computation of the lineal-path function can then
be carried out evaluating
P
(P )
LP (m, k) :=
1
N˜
pM∑
p=pm
qK∑
q=qk
χ(P )(−−−→x1 x2) (6.24)
for the two-dimensional case and
P
(P )
LP (m, k, l) :=
1
N˜
pM∑
p=pm
qK∑
q=qk
rL∑
r=rl
χ(P )(−−−→x1 x2) (6.25)
for the three-dimensional case. The line segment is defined by the start and end points
x1 = [p, q]
T and x2 = [m, k]
T in 2D and x1 = [p, q, r]
T and x2 = [m, k, l]
T in 3D,
respectively. N˜ is the number of admissible discrete points in the range of the summation
limits. The summation limits are given by
pm = max[0, −m], pM = min[Nx, (Nx −m)] ,
qk = max[0, −k], qK = min[Ny, (Ny − k)] ,
rl = max[0, −l], rL = min[Nz, (Nz − l)] ,
(6.26)
thus N˜ = (pM − 1 − pm)(qK − 1 − qk)(rL − 1 − rl) in the three-dimensional case. The
computation of the lineal-path function is carried out by placing the template with the
center point in a selected point in the admissible range p ∈ [pm, pM ] and q ∈ [qk, qK ], which
has to belong to the considered phase P . All points of the line segment are then checked
for their phase affiliation. By summing over all admissible points, i.e. points inside the
limit given in Eq. (6.26), and normalizing by N˜ , the lineal-path function can be computed.
Alternatively, the template can be placed at random points using Monte-Carlo method,
where normalization is performed over the number of random placements.
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Figure 6.7: Reduced template for the computation of the 3D lineal-path function.
For periodic media, where only a periodic unitcell has to be analyzed, Eq. (6.24) and
Eq. (6.25) can be reformulated to
P
(P )
LP (m, k) :=
1
N˜
Nx∑
0
Ny∑
0
χ(P )(−−−→x1 x2) (6.27)
and
P
(P )
LP (m, k, l) :=
1
N˜
Nx∑
0
Ny∑
0
Nz∑
0
χ(P )(−−−→x1 x2), (6.28)
respectively, where lines continuing outside of the limits of the data set “reenter” the set
of the respective other side due to periodicity. For a reduction of computational effort, the
number of analyzed lines in the template can be altered as well. Therein, this reduction
implies a reduction of the amount of information which is captured, which should to be
done in a reasonable sense of the application.
Fig. 6.8 shows the lineal-path function for the DP steel microstructure analyzed in this
work, where only a relevant section with a distinct probability threshold is shown. The
lineal-path function enables the identification of an average inclusion size with a definition
of relevant threshold pthres of the probability of a line segment being located in the analyzed
phase, this will be further discussed in Section 6.2.7.
6.1.5 Minkowski Functionals
In order to quantify and measure the morphology of a material, Minkowski functionals,
also known as intrinsic volume, quermassintegrals or curvature integrals) provide a robust
morphometric methodology. This class of functionals provides scalar-valued, vectorial
and tensorial shape indices applicable for a morphological characterization to many
types of structure. Possible ones are porous materials, patterns on nanometer scale in
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x
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Figure 6.8: Illustration of the relevant section of the lineal-path function of DP steel
microstructure, shown in Fig. 4.3.
co-polymers, dewetting dynamics of thin films, Turing patterns and many more, see e.g.
Kapfer et al. [68], Schro¨der-Turk et al. [133; 134; 135]. Scalar Minkowski func-
tionals are well-known measures for the description of a body. They can be understood
as essential shape measures based on the theorem due to Hadwiger and Meier [51],
which states that any motion-invariant conditionally continuous additive functional of
a body can be entirely described by a linear combination of Minkowski functionals.
Tensorial Minkowski functionals are capable of describing orientational and geometrical
anisotropy properties of the underlying body and are related to well-known engineering
measures, such as the moment of inertia.
Minkowski functionals can be defined in two ways: a fundamental definition is given by
the approach of integral geometry, see e.g. Hadwiger [50], Hadwiger and Meier [51].
Alternatively, an equivalent description can be derived based on curvature weighted
integrals of position and surface normal vectors of a considered body, see, e.g.,
Schro¨der-Turk et al. [133] for an overview. A body is here defined as a compact
domain Ω with the regular bounding surface ∂Ω. Minkowski functionals in their scalar,
vectorial or tensorial nature can describe different aspects of the morphology of a body.
The scalar valued Minkowski functionals are given by
Wν(Ω) :=
1
ν ·
(
d
ν
) ∫
∂Ω
Sν−1(κ1, . . . , κd−1) dS
d−1, with ν = 1, . . . , d (6.29)
and
W0(Ω) :=
∫
Ω
dSd (6.30)
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with the dimension d and the elementary symmetric function Sν
S0(κ1, ..., κd−1) := 1
S1(κ1, ..., κd−1) :=
∑
1≤j≤d−1
κj
S2(κ1, ..., κd−1) :=
∑
1≤j<k≤d−1
κj κk
(6.31)
and the principle curvatures κ1 . . . κd−1 as well as the d- and (d− 1)-dimensional element
dSd and dSd−1, respectively. Here,
(
d
ν
)
represents the binomial coefficient. In the two-
dimensional space, i.e. d = 2 and Ω is given as a planar body, three scalar Minkowski
functionals are defined as
W0(Ω) =
∫
Ω
dA , W1(Ω) =
1
2
∫
∂Ω
dr , W2(Ω) =
1
2
∫
∂Ω
κ dr , (6.32)
with dr as a one-dimensional line element on the boundary curve of Ω. These three values
are related to the area, boundary length and Euler characteristic of the two-dimensional
body Ω. In three-dimensional space, i.e. d=3 and Ω being a three-dimensional body, four
scalar Minkowski functionals are defined by
W0(Ω) =
∫
Ω
dV , W1(Ω) =
1
3
∫
∂Ω
dA ,
W2(Ω) =
1
3
∫
∂Ω
G2 dA , W3(Ω) =
1
3
∫
∂Ω
G3 dA ,
(6.33)
with dA being a two-dimensional surface element on the boundary ∂Ω, G2 =
1
2
(κ1 + κ2) is
the mean curvature and G3 = κ1 κ2 is the Gaussian curvature. These four functionals are
connected to the geometric quantities of the volume, surface area, mean curvature and
Euler characteristic of Ω.
An important property of the Minkowski functionals is additivity. The Minkowski func-
tional of a union A ∪ B of two domains A and B is the sum of the functional of the
individual domains subtracted by the intersection A ∩ B, i.e.
Wν(A ∪ B) =Wν(A) +Wν(B)−Wν(A ∩ B). (6.34)
From Eq. (6.32) and Eq. (6.33), it becomes clear that the information captured by the
scalar valued Minkowski functionals is limited. Since only curvature-based measures are
considered, the measures cannot account for motion invariance, i.e., distinguish between
individual bodies with different positions and the same shape. Furthermore, for a cluster
of multiple bodies with the same shape but different positions, a clear distinction cannot
be made due to the additivity property of Minkowski functionals. In Fig. 6.9 schematic
examples of clusters are depicted. In the cluster in Fig. 6.9a and Fig. 6.9b, three domains
of different shape are shown with varying position. Due to the additivity and motion
invariance of the scalar Minkowski functionals, these two cluster cannot be discriminated.
Similarly, in the clusters in Fig. 6.9c and Fig. 6.9d the rotation of one of the domains
cannot be detected by scalar Minkowski functionals. However, it is inevitable to distinguish
these clusters for a thorough analysis of their morphology.
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(a) (b) (c) (d)
Figure 6.9: Schematic clusters of multiple domains. Scalar Minkowski functionals can nei-
ther distinguish between clusters (a) and (b) nor between clusters (c) and (d).
Vectorial and tensorial Minkowski functionals can be understood as a generalization of
their scalar valued counterparts and are defined by
W
a,b
ν =
1
ν ·
(
d
ν
) ∫
∂Ω
Sν−1r
a⊗nb dSd−1 with ν = 1, . . . , d (6.35)
and
W
a,0
0 =
∫
Ω
ra dS (6.36)
with the tensor products of the position vector r and normal vectors n on the boundary
∂Ω defined by
ra⊗nb := r⊗ . . . ⊗ r︸ ︷︷ ︸
a times
⊗ n⊗ . . . ⊗n︸ ︷︷ ︸
b times
, (6.37)
with the symmetric tensor product (a ⊗ b)ij = (aibj + ajbi)/2. Vectorial Minkowski func-
tionals are defined by Eq. (6.35) and Eq. (6.36) with a = 1 and b = 0 withW1,00 =
∫
Ω
r dSd
and W1,0ν =
1
3
∫
∂Ω
Sν−1r dS
d−1 for ν ≤ d. Any case of a = 0 and b = 1 would be propor-
tional to
∫
∂Ω
n dSd−1, which vanishes for bodies with a closed bounding surface. Subse-
quently in the two-dimensional case, one obtains three vectorial Minkowski functionals
W
1,0
0 (Ω) =
∫
Ω
r dA, W1,01 (Ω) =
1
2
∫
∂Ω
r dr, W1,02 (Ω) =
1
2
∫
∂Ω
κr dr (6.38)
and four Minkowski functionals for 3D, i.e.,
W
1,0
0 (Ω) =
∫
Ω
r dV, W1,01 (Ω) =
1
3
∫
∂Ω
r dA,
W
1,0
2 (Ω) =
1
3
∫
∂Ω
G2 r dA, W
1,0
3 (Ω) =
1
3
∫
∂Ω
G3 r dA .
(6.39)
For the tensorial Minkowski functionals of second order, i.e. with a + b = 2, one obtains
the tensors r⊗ r, r⊗n and n⊗n as the basis for the Minkowski functionals. According
to Schro¨der-Turk et al. [133], the number of relevant Minkowski functionals can be
reduced due to linear dependencies. One obtains four tensors in 2D and six tensors in
3D and additional Minkowski tensors are given by the multiplication of scalar Minkowski
functionals with the unit tensor I in the respective dimension. In 2D the linear indepen-
dent tensors are given by
W
2,0
0 (Ω) =
∫
Ω
r⊗ r dA, W2,01 (Ω) =
1
2
∫
∂Ω
r⊗ r dr,
W
0,2
1 (Ω) =
1
2
∫
∂Ω
n⊗n dr, W2,02 (Ω) =
1
2
∫
Ω
κ r⊗ r dr,
(6.40)
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whereas in the 3D case the linear independent Minkowski tensors are defined by
W
2,0
0 (Ω) =
∫
Ω
r⊗ r dV, W2,01 (Ω) =
1
3
∫
∂Ω
r⊗ r dA,
W
0,2
1 (Ω) =
1
3
∫
∂Ω
n⊗n dA, W2,02 (Ω) =
1
3
∫
Ω
G2 r⊗ r dA,
W
0,2
2 (Ω) =
1
3
∫
∂Ω
G2n⊗n dA, W
2,0
3 (Ω) =
1
3
∫
Ω
G3 r⊗ r dA.
(6.41)
Higher-order Minkowski tensors are well defined, see e.g., Sporer et al. [145], but are
not considered further in this context.
A geometrical interpretation of the non-scalar Minkowski functionals is described in
e.g. Kapfer [67], see also Schro¨der-Turk et al. [133; 135]. The center of mass
of an underlying body Ω is related to the vectorial Minkowski functional W1,00 ,
whereas the tensorial Minkowski functionals W2,0ν can be interpreted as tensors of
inertia, with W2,00 characterizing the tensor of inertia I of the solid body Ω itself as
I(Ω) = −W2,00 +tr(W
2,0
0 )I. The moment tensor of inertia of a hollow body described by
the surface ∂Ω with homogeneous mass distribution on this surface is similarly defined
by W2,01 and the moment tensor of inertia of a body with the mass concentrated only at
the vertices is described by W2,02 .
The Minkowski tensors of second order can be distinguished into tensors which are sen-
sitive or insensitive to a change of origin of the position vector r. Naturally, Minkowski
tensors considering the tensor product of normal vectors, i.e. n⊗n, do not change when a
different origin is considered, on the other hand when considering the position vector r, a
dependence on its origin and thus a change with varying origin can be seen. This is a well-
known property of the tensor of inertia. This property is also referred to as motion covari-
ance. While the origin can be defined, e.g. based on the center of mass, this specification
can complicate the analysis for non-convex structures with multiple bodies and elaborate
connectivities, cf. Kapfer [67]. Even when choosing the origin as a fixed arbitrary point
in space, a dependence on the size and aspect ratio of the observed cutout can be seen.
Considering Minkowski tensors which do not depend on an origin can circumvent many
obstacles in the analysis of a complex morphology. In Schro¨der-Turk et al. [133],
the application of such motion invariant Minkowski tensors, which are W0,21 (for 2D and
3D) and W0,22 (for 3D), is proposed for an analysis of Turing patterns, microscopy data
of co-polymer thin films, granular matters and liquid foams. These shape indices contain
information on the orientational distribution of surface patches and curvatures. Based on
this proposition, these Minkowski tensors will also be considered in the following.
The additivity property of Minkowski tensors is based on the expression for their scalar
counterparts, see Eq. (6.34), leading to
W
a,b
ν (A ∪B) = W
a,b
ν (A) +W
a,b
ν (B)−W
a,b
ν (A ∩ B). (6.42)
The generalization of Hadwiger’s theorem to second-order Minkowski tensors by Alesker,
Alesker [1], states that any conditionally continuous, additive, motion covariant
functional of a body Ω can be expressed by a linear combination of Minkowski func-
tionals, which enforces the significance of Minkowski functionals also in the higher
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Figure 6.10: (a) Subdivision of a non-convex body into convex sub-bodies. Ω = Ω1 ∪Ω2 ∪
Ω3 ∪ Ω4 ∪ Ω5. (b) Definition of geometric properties of a triangulated surface ∂Ω. Adapted
from Schro¨der-Turk et al. [135].
dimensional case. The definition of Minkowski functionals is restricted to convex bodies
Ω, however nonconvex bodies can be considered due to the additivity theorem, see also
Schro¨der-Turk et al. [133], since every nonconvex body can be subdivided into then
convex parts, as illustrated in Fig. 6.10a.
Computation of Tensorial Minkowski Functionals
For the evaluation of Minkowski functionals explicitly for planar or spatial structures
given in the form of pixel or voxel data, expressions are given in e.g. Kapfer [67] and
Schro¨der-Turk et al. [133]. The algorithms evaluate Minkowski functionals based
on a polygonized representation of the body Ω, which is given as a closed polygonal
boundary for planar geometries and a triangulated bounding surface for spatial geome-
tries, respectively. In the following, the details of the procedure are described for 3D, thus
triangulated surfaces are the foundation for the computation of Minkowski functionals.
To handle localizations in curvature, i.e. at sharp corners occurring at vertices in the
boundary, a parallel body construction is used, see Schro¨der-Turk et al. [133] for
details.
Every voxel in the binary data set is assigned a value of 1 or 0, depending on whether the
voxel belongs to the body Ω or not. In order to obtain a triangulated surface from the
binary voxel data set, simple algorithms such as the marching cube algorithm or more
complex meshing tools can be used. Here, a Marching cube algorithms implemented in
Matlab, cf. Helm [54], is utilized. This algorithms runs over the data set and considers a
region of 2× 2 × 2 voxel. Each voxel is considered as a vertex in the center of the voxel,
resulting in a cube with eight corner vertices. Each vertex is assigned the specific value
of the according voxel, 1 or 0. Depending on the arrangement of vertices with different
values 0 and 1, a specific case of boundary inside the considered region is recorded. There
exist 28 = 256 different possibilities of composition of values in the corner nodes, due to
symmetry only 15 cases have to be considered. Finally, a list of vertices and triangles re-
sults as an outcome from the Marching cube algorithm. This triangulation is used for the
computation of the Minkowski functionals. A detailed description of the construction of
parallel bodies and the expressions for Minkowski functionals based on triangulations ob-
tained by e.g. marching cube algorithms can be found in Schro¨der-Turk et al. [135].
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For the here considered tensorial Minkowski tensor W0,21 the expression yield s
W
0,2
1 =
1
3
∑
T∈F2
|T |(n2T)ij (6.43)
with the nomenclature of the triangulation as described in Fig. 6.10b. Therein, the facets
of the triangulation F is F2, T is the specific triangle from the set. nT is the normal
vector on T pointing out of the body Ω and (n2T)ij = nTi ⊗ nTj the dyadic product of
the normal vector.
Anisotropy Measure Based on Minkowski Functional W0,21
In view of an application as microstructural descriptors, the aim is to deduce the relevant
information from the Minkowski tensors. Therefore, it can be conveniently reduced to
scalar indices resembling the degree of anisotropy of a body Ω using the ratio of minimal
and maximal eigenvalue of the Minkowski tensor, following Kapfer et al. [68], as
βa,bν :=
|µmin|
|µmax|
∈ [0, 1] , (6.44)
for a considered Minkowski tensor Wa,bν . Depending on the Minkowski tensor an-
alyzed, the anisotropy regarding its geometrical resemblance can be described. In
Schro¨der-Turk et al. [133], examples of anisotropy analysis of planar and spatial
structures are given. Two different methods are proposed, considering a global Minkowski
functional for a data set by the use of the additivity theorem and a local analysis, where
a moving window of a certain size analyzes a subregion of the data set. Using the first
method, 2D boolean models of overlapping ellipses, which have different preferred orien-
tations (ranging from the isotropic case with no preferred orientation to aligned ellipsoids
with one overall preferred orientation), are analyzed regarding the orientation distribution
using the anisotropy measure β0,21 . Constant values are found for increasing numbers of
particles with the isotropic case (no orientation preference) resulting in β0,21 = 1 and the
perfectly aligned ellipsoids giving approximately β0,21 = 0.44, which is the expected value
for the analysis of a pixelized ellipse using a marching square algorithm. An example of
a local Minkowski analysis is given in Schro¨der-Turk et al. [133; 134], where a 2D
Turing pattern, which naturally lacks of long-range order, is investigated. Here, the re-
gions of interest are regions with non-lamellar concentration of a chemical. Focus is laid
on the Minkowski tensor W0,21 , which clearly distinguishes the local non-lamellar region
in the pattern,corresponding to an isotropic value, i.e., β0,21 = 1. In this local Minkowski
analysis, the window method is used instead of applying the additivity theorem in order
to capture region-specific properties. Therefore, a window of observation with a smaller
size than the data set is moved across the complete region pixel by pixel, allowing an
overlap of the individual window regions. The Minkowski tensor, or respective measures
deduced therefrom, are assigned to the specific region and capture the local phenomena.
Details on this method can be found in Schro¨der-Turk et al. [133].
In this work, another method of analysis is proposed, which can be applied for structures
with distinct inclusions. Therefore, each inclusion is analyzed separately and a Minkowski
tensor is computed. In the case of a structure with multiple inclusions, the binary
voxel data set has to be processed with a labeling technique, which indicates the
individual inclusions as separate bodies. Then, the triangulation using a marching cube
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algorithm and the computation of the Minkowski tensors is carried out for each inclusion
individually. The computation of the measures based on the individual inclusions is
explained in the following.
Orientation Measure Based on Minkowski Functional W0,21
Based on the eigenvalue analysis of a Minkowski tensor, the eigenvectors possess further
relevant information. In the case of W0,21 , the global orientation of the analyzed body Ω
can be deduced from the direction of eigenvectors, which correspond to the direction of
main axes in the case of ellipsoidal bodies. Ellipsoids can be defined as a special case of
generalized ellipsoids by
d∑
i=1
(
|vi · (x− xc)|
ri
)pi
= 1 (6.45)
with the d denoting the dimension, xc is a vector defining the center point of the ellipsoid,
the vector vi described the principal axis of the ellipsoid and ri is the radius on axis i. The
exponent determines the shape of the generalized ellipsoid, for pi = 2, classical convex
ellipsoids are obtained. Every point in d-dimensional space defined by x which satisfies
Eq. (6.45) describes a point on the surface of the ellipsoid.
For a detailed view on the properties of eigenvectors for specific types of ellipsoidal bodies,
a separation and individual consideration of three cases is reasonable, where the three cases
of ellipsoids are: ellipsoids without axial rotational symmetry, i.e., three different radii,
treated under case (a), ellipsoids possessing rotational symmetry on one axis, thus two
radii are equal, cf. case (b) and spheres, which are a special case of ellipsoids with three
equal radii, handled in case (c). For each case, the resulting eigenvectors exhibit specific
properties:
(a) In the case of an ellipsoidal body with no rotational symmetry axis, the eigenvalue
analysis of the Minkowski tensor W0,21 yield three distinct eigenvalues µ1 6= µ2 6= µ3,
where µ1, µ2 and µ3 are given in descending order, and one eigenvector is associated
to each distinct eigenvalue. These eigenvectors v1, v2 and v3, with vi associated
to µi for i = 1, 2, 3, correspond to the three axis of the ellipsoid, which define the
main directions of orientation. The case is pictured in Fig. 6.11a.
(b) Ellipsoids with rotational symmetry on one axis result in a Minkowski tensor W0,21
with one double and one single eigenvalue, i.e. µ1 = µ2 6= µ3 or µ1 6= µ2 = µ3,
and associated eigenvectors. Here, the eigenvector associated to single eigenvalue
coincides with the direction of symmetry axis of the ellipsoid. Therefore, this
eigenvector possesses information on the preferred orientation of the ellipsoidal
body. The eigenvectors associated to the double eigenvalue span a plane which
is perpendicular to the axis of symmetry and span the plane of all possible
eigenvectors associated to the double eigenvalue, since these cannot be uniquely
defined. Fig. 6.11b illustrates this case.
(c) For spheres as a special case of ellipsoids, an isotropic distribution of surfaces orienta-
tion is present (here β0,21 = 1) with all three eigenvalue being equal, i.e. µ1 = µ2 = µ3,
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µ1 6= µ2 6= µ3 with asso-
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try: one distinct eigenvalue and
a double eigenvalue µ1 6= µ2 = µ3
with a distinct eigenvector v1 and
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Figure 6.11: Illustration of possible cases for an ellipsoid and associated eigenvectors
of W0,21 . Dashed lines denote directions of eigenvectors associated to multiple eigenval-
ues, which span the possible space of all eigenvectors associated to these eigenvalues
(gray plane or space). Red solid lines denote directions of eigenvectors associated to dis-
tinct eigenvalues, describing distinct orientation directions of the ellipsoidal bodies. Taken
from Scheunemann et al. [128].
thus a triple eigenvalue exists. This leads to three ambiguous eigenvectors. This ob-
servation is in agreement with the arbitrariness of rotational symmetry axis of a
sphere, for which an infinite number of symmetry axis exist due to spherical sym-
metry. For a sphere, no distinct axis of symmetry can be discovered and subsequently
no distinct orientation of the spherical body is found. The space of possible eigen-
vectors is generated by the three detected eigenvectors, meaning any vector starting
from the center of the sphere is a permissible eigenvector. This case is illustrated in
Fig. 6.11c.
From the above described cases, one can observe a correspondence between the direction
of eigenvectors of Minkowski tensor W0,21 of an ellipsoid and the orientation of its prin-
cipal axes. Therefore, eigenvectors of Minkowski tensors carry important orientational
information related to the morphology of the underlying body. With a description of
the eigenvectors in spherical coordinates, the angles θ and ϕ can be used to capture the
direction of orientation of a body. The definition of θ and ϕ is illustrated in Fig. 6.12. A
direction and its inversion are considered together, thus the range of both angles is then
given by θ, ϕ ∈ [−π/2, π/2].
Microstructural Descriptors Based on Probability Density Functions
In view of using Minkowski functionals as descriptors of real microstructures, different
approaches can be followed, as described in the previous paragraphs. For the present case
of a two-phase material consisting of an inclusion phase embedded in a matrix phase,
the afore-mentioned measures based on Minkowski tensor W0,21 will be used. With the
definition of the Minkowski tensor for single bodies, the above described measures for
anisotropy and orientation are computed for each inclusion in a microstructure separately.
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Figure 6.12: Definition of orientation of eigenvectors using spherical coordinates (θ, ϕ).
Therefore, a microstructure consisting of multiple inclusions given by a voxel data set
has to be modified in order to distinguish the individual inclusions. This is done using
a labeling technique, which assigns a label to every inclusion Ωm with m = 1...nincl,
nincl being the total number of inclusions, and thus allows a distinct analysis. Starting
the analysis, the anisotropy measure β0,21 and the orientation defined by θ and ϕ are
determined based on the computation of the Minkowski tensor W0,21 for every inclusion.
Additional information regarding the analyzed inclusion, i.e. the volume ratio relating the
volume of the individual inclusion to the total volume of all inclusions, is recorded and
will be used lateron for weighting purposes, see Section 6.2.2. Next, a probability density
function is computed to take into account the distribution of the respective measure in the
complete microstructure. This probability density function PMA for the scalar anisotropy
measure βm = β
0,2
1 for an inclusion Ωm is defined by
PMA(iβ) :=
1
dβ nincl
nincl∑
m=1
ξ(iβ) with ξ :=
{
1 if βm ∈ ciβ
0 else,
(6.46)
with a number of nβ categories ciβ , iβ = 1...nβ with equal category size dβ = 1/nβ, since
the possible range is given by β ∈ [0, 1]. The probability density function is computed
based on a histogram of the distribution of β over the microstructure which is normalized
to fulfill
∫ 1
0
(PMA) = 1 over the admissible range of β.
Similarly, a probability density function is computed for the orientation measure intro-
duced previously. Here, the variable is two-dimensional (angles θ and ϕ), thus a number
of nθnϕ categories ciθ ,iϕ with iθ = 1...nθ and iϕ = 1...nϕ is used together with an equal
category size dθ = π/nθ and dϕ = π/nϕ, which results from the admissible range of the an-
gles, i.e. θ, ϕ ∈ [−π/2, π/2]. The probability density function for the orientation measure
based on W0,21 then reads
PMO,k(iθ, iϕ) :=
1
dθ dϕ nincl
nincl∑
m=1
ξ(iθ, iϕ) with ξ :=
{
1 if Ωm ∈ Bk ∪
{
θm ∈ ciθ , ϕm ∈ ciϕ
}
0 else.
(6.47)
Here, equivalently to the distinguishable cases (a), (b) and (c) described in the previous
paragraph, Minkowski tensors matching the different cases are captured separately in
probability density functions. Each individual inclusion Ωm is assigned to a set Bk, whereas
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these sets are described by
Bk=1,2,3 := {Ωm |µ1 > µ2 > µ3} → case(a),
Bk=4 := {Ωm |µ1 = µ2 > µ3} → case(b),
Bk=5 := {Ωm |µ1 > µ2 = µ3} → case(b),
Bk=6 := {Ωm |µ1 = µ2 = µ3} → case(c).
(6.48)
(a)
PMA
β
(b)
Figure 6.13: (a) Simple microstructure with three ellipsoidal inclusions and (b) probability
density function PMA.
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Figure 6.14: Probability density functions for orientation measure computed for mi-
crostructure with three inclusion. (a) PMO,1, (b) PMO,2 (c) PMO,3, (d) PMO,4, (e) PMO,4
and (f) PMO,6
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The cases here represent the different combinations of eigenvalues. For case (a), the three
distinct eigenvectors related to three distinct eigenvalues are captured in three individual
probability density functions with k = i related to the eigenvalue and eigenvector µi and
vi for i = 1, 2, 3. The orientation of this type of inclusion is thus captured in three prob-
ability density functions PMO,1, PMO,2 and PMO,3, each related to one distinct direction
(or orientation). For k = 4 and k = 5, the case of inclusions with only one distinct direc-
tion of orientation is covered, cf. case (b). Here, the direction of the eigenvector related
to the distinct eigenvalue is captured, i.e. µ3 for k = 4 and µ1 for k = 5 resulting in
the two probability density functions PMO,4 and PMO,5. For inclusions with an isotropic
distribution of surface orientations, with β0,21 = 1 thus no distinct orientational direction,
the probability density function PMO,6 is formulated with only one category ciθ ,iϕ with
nθ = nϕ = 1 and dθ = dϕ = π. With this formulation, the mere existence of an inclusion
of this type is captured rather than an orientation. Note that in the implementation of
the algorithm, the equality of two eigenvalues is checked, allowing for a small deviation.
Then two eigenvalues, which only slightly differ are still considered as equal. Here, a 3%
deviation is used.
An example is given to illustrate the described definitions of probability density functions.
Fig 6.13a shows an artificial microstructure with three inclusions, with one ellipsoid be-
longing to each of the three afore mentioned cases. According to the described procedure,
probability density functions for the anisotropy and orientation measure are generated.
The probability density function for the anisotropy measure β can be seen in Fig. 6.13b.
Each entry in the function corresponds to one ellipsoid, the entry β = 1 clearly being
associated to the spherical inclusion. For the probability density functions of the orienta-
tion, six different functions are obtained, where PMO,5 is empty since there are no such
configurations found. These are depicted in Fig. 6.14. In Fig. 6.15 and Fig. 6.16, the anal-
ysis of the presented microstructural descriptors is shown for the DP steel microstructure
treated in this work. Note that only the probability density functions of orientation distri-
bution for the cases k = 1, 2, 3 are shown, since the remaining cases are of lesser relevance.
(a)
PMA
β = β0,21
(b)
Figure 6.15: (a) Realistic DP-steel microstructure (green indicating the martensitic inclu-
sion phase and red indicating the ferritic inclusion phase), cf. Fig. 4.3b and (b) probability
density function PMA versus β = β
0,2
1 . Taken from Scheunemann et al. [128].
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Figure 6.16: Probability density distributions for the orientation measure com-
puted for real DP steel microstructure: (a) PMO,1, (b) PMO,2 (c) PMO,3. Taken
from Scheunemann et al. [128].
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6.2 Construction of Statistically Similar RVEs
The construction of SSRVEs is based on the minimization of a least-square functional
which considers the differences of statistical measures computed for the real microstructure
and the SSRVE. It is based on the method proposed in Povirk [111]. Under consideration
of a two-phase material, a description of either phase is sufficient, since the properties of
the second phase can be constructed therefrom. Here, the inclusion phase of the SSRVE
is parametrized by a vector γ. It is aimed for an analysis of different types of inclusion
parameterization i, which can be, e.g., varying numbers or shapes of inclusions, which
are then considered by γi. For a comparison, sets of different statistical descriptors are
given by G, and the set ω contains the individual weighting factors ωL, which level the
individual measures in the objective function. The least-square functional reads
EG,ω(γi) :=
∑
L∈G
ωLLL(γi) with LL(γi) :=
(
PrealL −P
SSRVE
L (γi)
)2
, (6.49)
with the respective least-square functional for an individual statistical measure PL given
by LL(γi). Herein, the statistical measure is evaluated for the real microstructure by P
real
L
and for the SSRVE by PSSRVEL (γi). The individual least-square functionals LL are here
combined in a weighted sum approach, forming one functional out of multiple least-square
functionals. An essential question in the solution of the minimization problem in Eq. (6.49)
is the definition of an inclusion parameterization for the SSRVE. While a parameterization
allowing arbitrary inclusion morphologies would lead to a closer fitting of the statistical
properties of the real microstructure and the SSRVE, this approach would result in a large
number of parameters to describe the morphology and thus the optimization problem
could not be solved in a reasonable amount of time. Furthermore, the resulting arbitrary
morphology could lead to complex discretizations, lowering the attempted benefits of
the SSRVE regarding computational effort in FE2 calculations. Thus, an analysis of a
suitable parameterization is needed. In view of the statistical measures considered, a
large number of descriptors capturing different properties of the microstructure would
be beneficial for a complete description of the microstructure. However, large numbers of
statistical measures, which have to be evaluated in each optimization step, would also lead
to higher solution times for the optimization problem. Therefore, the choice of a set of
statistical measures is an essential one and has to consider the information captured by the
specific measure as well as the computation time. Since the weighting factors influence the
impact of each statistical measure in the optimization process, their choice should be made
reasonably. To this end, the choice of the above mentioned variables influence the resulting
SSRVE and their definition is cumbersome and interconnected. In Balzani et al. [11],
a staggered optimization scheme is proposed for the minimization of Eq. (6.49). Therein,
the optimal morphology γ˜ of an SSRVE is determined by solving an inner and an outer
optimization problem sequentially. In the inner optimization problem, an optimal inclusion
morphology γ˜i is determined for a fixed type of parameterization, a fixed set of statistical
measures and a fixed set of weighting factors. In order to evaluate whether the chosen
parameterization, statistical measures and weighting factors are reasonable, the outer
optimization problem considers a suitable mechanical objective function r˜∅, comparing
the mechanical response of the real microstructure and the SSRVE candidate given by γ˜i
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in a least-square manner. The staggered optimization scheme then reads
γ˜ = arg

mini,G,ω

r˜∅

γ˜i = arg
[
min
γi
[EG,ω(γi)]
]
︸ ︷︷ ︸
inner problem





︸ ︷︷ ︸
outer problem
. (6.50)
Resulting from this optimization problem, an optimal SSRVE defined by γ˜, can be de-
termined based on an optimal set of statistical measures together with suitable weighting
factors and a suitable parameterization type. This staggered scheme is beneficial as long
as the evaluation of EG,ω(γi) can be computed more efficiently than the evaluation of r˜∅,
since the number of evaluations of the latter is lower. Thus, the efficiency of the inner
optimization problem, especially with regard to the choice of statistical measures, is im-
portant. In the following sections, the different influences and aspects for the construction
of SSRVEs are discussed.
6.2.1 Parameterization of Inclusion Morphology
In order to describe the inclusion morphology of the SSRVE, a parameterization using gen-
eralized ellipsoids is used, where the outer surface of an ellipsoid is defined by Eq. (6.45).
The global orientation of the semiaxis vi, which are restricted to be cartesian base systems,
can be given via Euler angles which define the rotation of a given triad of base vectors.
Here, the transformation of a shifted local cartesian coordinate system ei is carried out
by three subsequent rotations, where the angles ϕ, θ and ϑ represent the three angles of
rotation. The rotation of a vector u is given by
w = R · u (6.51)
where R defines a rotation matrix and w is the rotated version of u. For a rotation with
respect to the x-, y- or z-axis, the respective rotation matrices are defined by
Rx =

1 0 00 cosα −sinα
0 sinα cosα

 , Ry =

 cosα 0 sinα0 1 0
−sinα 0 cosα

 ,
Rz =

cosα −sinα 0sinα cosα 0
0 0 1

 .
(6.52)
These rotations are named geometric rotations, whereas a rotation of the coordinate sys-
tem is called passive rotation and the respective transposed matrix RT applies. In order
to describe the orientation of an object in space, three rotations with respect to different
axes are necessary. Different conventions exist with different rotation axes and a different
order of rotation, cf. Goldstein [46]. Here, the z, y′, z′′-convention is used. Therefore, we
consider a global coordinate system (XY Z) and a local coordinate system (xyz), which
is related to the vector to be rotated. Before the rotation, these coordinate systems co-
incide. The global coordinate system will remain fixed throughout the rotation process
and the local coordinate system will be rotated together with the vector. In detail, the
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Figure 6.17: Illustration of parameterization vector γ(j) for an ellipsoid.
local coordinate system is firstly rotated around the z-axis by an angle of ϕ, resulting in a
new coordinate system (x′y′z′). The next rotation by the angle θ is performed about the
y′-axis, thus the y-axis of the new local coordinate system, leading to the local coordi-
nate system (x′′y′′z′′). The third rotation by the angle ϑ is performed around the z′′-axis
and results in the entirely rotated local coordinate system (x′′′y′′′z′′′). All rotations are
carried out with regard to “Ampe`re’s right hand screw rule”, where positive rotations act
counterclockwise. The matrix representing the described rotation of a vector is given by
Rz,y′,z′′ = Rz′′(ϑ) ·Ry′(θ) ·Rz(ϕ) (6.53)
with Rz,y′,z′′ specifically given by
Rz,y′,z′′ =

 cosϑ cos θ cosϕ− sinϑsinϕ −cos θ cosϕ sin ϑ− sinϕ cosϑ cosϕ sin θsinϕ cos θ cosϑ+ cosϕ sin ϑ −sinϕ cos θ sinϑ− cosϕ cosϑ sinϕ sin θ
sin θ cosϑ sin θ sinϑ cos θ

 .
(6.54)
The definition of the triad of base vectors is thus given by
vi = Rz,y′,z′′ · ei (6.55)
from a rotation of the global coordinate system ei. This rotation procedure is used to define
the global orientation of an ellipsoid in space. Fig. 6.17 illustrates the parameterization.
The center coordinatesXc, Yc and Zc represent the shift vector of the center of the ellipsoid
to the global origin. The shifted triad of base vectors is then rotated by the angles ϕ, θ
and ϑ. Within this base system vi, the ellipsoid is created with the given radii ri.
With the description of the ellipsoid by Eq. (6.45), nine parameters are needed to describe
this ellipsoid uniquely, thus
γ(j) :=
[
X(j)c Y
(j)
c Z
(j)
c ϕ
(j) θ(j) ϑ(j) r
(j)
1 r
(j)
2 r
(j)
3
]T
. (6.56)
Different parameterizations based on ellipsoids are obtained by using different numbers
of ellipsoidal inclusions, thus the vector of parameterization type i is given by
γi :=
[
(γ(1))T (γ(2))T (γ(3))T ... (γ(i))T
]T
, (6.57)
where i denotes the number of ellipsoids used in the parameterization type. Since the
SSRVEs are constructed as periodic cells, a redundancy shall be avoided for a translational
shifts, therefore the center coordinates of the first ellipsoid, i.e., X
(1)
c , Y
(1)
c and Z
(1)
c in each
parameterization type are held fixed.
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6.2.2 Objective Functions
Since the different statistical measures presented in Section 6.1 capture different prop-
erties of the microstructure, an analysis of different combinations is of interest. In-
stead of using only one statistical measure, the combination of multiple measures cap-
turing different properties of the microstructure has been found to be beneficial in
Yeong and Torquato [176]. Three objective functions, which follow the form given
in Eq. (6.49)(1), combining different statistical measures will be presented in the follow-
ing.
The first objective function takes into account the volume fraction and spectral density,
thus one obtains
EI := ωVLV + ωSDLSD , (6.58)
where ωV and ωSD represent the weighting factors for the volume fraction and spectral
density, respectively. The least-square functional
LV(γi) :=
(
1−
PSSRVEV (γi)
PtargetV
)2
(6.59)
describes the normalized difference of the volume fraction of the inclusion phase in the
real microstructure, which is denoted by PtargetV , and the SSRVE, which is denoted by
PSSRVEV (γi). The least-square functional accounting for the deviation of the spectral den-
sity of the SSRVE and the real microstructure is defined by
LSD(γi) :=
1
N˜SD
N˜SD∑
m=1
[
PtargetSD (ym)− P
SSRVE
SD (ym,γi)
]2
, (6.60)
where PtargetSD denotes the spectral density of the real microstructure and P
SSRVE
SD denotes
the spectral density of the SSRVE, cf. Eq. (6.14). The vector ym describes the position of
the considered entries in the spectral density, which has the same dimensionality as the
analyzed structure, as shown in Section 6.1.3. In the comparison of the spectral density
of the target microstructure and the SSRVE, the difference in size has to be handled via
the rebinning procedure described in Section 6.1.3. Before the optimization is started, the
complete spectral density of the target microstructure is determined and rebinned to a
suitable size as a reference. The number of evaluation point for the spectral density after
rebinning and possibly reducing the relevant region, cf. Section 6.1.3, is denoted by N˜SD.
Then, the evaluation of LSD in Eq. (6.60) is carried out by a comparison of the individual
entries ym with m = 1 . . . N˜SD in the relevant area of the spectral density in the target
microstructure and the SSRVE.
By additionally considering the lineal-path function, Eq. (6.58) can be extended to form
another objective function
EII := ωVLV + ωSDLSD + ωLPLLP , (6.61)
with the least square functional for the lineal-path function computed by
LLP(γi) :=
1
N˜LP
N˜LP∑
m=1
[
PtargetLP (ym)−P
SSRVE
LP (ym,γi)
]2
, (6.62)
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where PtargetLP denotes the lineal-path function computed for the target microstructure
and PSSRVELP denotes its counterpart based on the SSRVE. Similarly as for the spectral
density, ym denotes to position vector to an individual entry in the lineal-path function,
which is also computed in the same dimensionality as the analyzed structure. The total
number of entries is given by N˜LP. In a similar sense as for the spectral density, a relevant
section of the lineal-path function is defined based on a threshold value, neglecting values
in the lineal-path function of the real microstructure which do not reach this threshold.
Therefore, the lineal-path function of the target microstructure is computed and the
relevant section is identified. Subsequently, the template used for the computation of the
lineal-path function can be reduced to the size of the relevant section. This leads to a
reduced effort in the optimization since a reduced number of line segments has to be
analyzed only, cf. Section 6.1.4.
Since the computation of the lineal-path function is rather expensive, the statistical mea-
sures based on Minkowski functionals, cf. Section 6.1.5 are investigated as an alternative
descriptor. The related objective function based on Minkowski tensor W0,21 then reads
EIII := ωVLV + ωSDLSD + ωMALMA + ωMOLMO , (6.63)
with the least-square functionals
LMA =
1
NMA
NMA∑
m=1
(
V targetMA (m)
V target
PtargetMA (m)−
V SSRVEMA (m)
V SSRVE
PSSRVEMA (m,γi)
)2
, (6.64)
LMO =
1∑6
k=1NMO,k
6∑
k=1
NMO∑
m=1
(
V targetMO,k (m)
V targetk
PtargetMO,k (m)−
V SSRVEMO,k (m)
V SSRVEk
PSSRVEMO,k (m,γi)
)2
.
(6.65)
The probability density functions characterizing the anisotropy measure are denoted by
PtargetMA and P
SSRVE
MA for the target structure and the SSRVE, respectively. Each of these
probability density functions is weighted individually with the factor V targetMA (m)/V
target
and V SSRVEMA (m)/V
SSRVE, respectively, where V
target|SSRVE
MA (m) is the total volume of all
inclusion of the target structure and SSRVE, respectively, belonging to category m and
V target|SSRVE is the total volume of inclusions in the target microstructure or SSRVE, re-
spectively. Using this weighting, larger inclusions are weighted with a higher value than
small inclusions and their response is enforced. The total number of entries of the prob-
ability density functions is given by NMA. Similarly, the probability density functions for
the orientation measure are given by PtargetMO,k and P
SSRVE
MO,k for the target structure and the
SSRVE, respectively, where k denotes the different classifications as described in Sec-
tion 6.1.5.
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6.2.3 Proof of Concept: Retrieve a Given Microstructure
For a proof of concept, the ability of the objective functions to reconstruct a known
microstructure is discussed in the following. This exploration analyzes an objective
function in view of its ability to describe a known microstructure appropriately and
capture the relevant information which is needed to reconstruct it in the optimization
procedure. Depending on the statistical measures used in the objective function, certain
geometrical properties of the analyzed microstructure can (or cannot) be described in
the optimization process. For example, if an objective function solely depending on
the volume fraction is considered, no morphological feature concerning inclusion shape
would be taken into account in the optimization. For a given microstructure, for example
consisting of one ellipsoidal inclusion, the optimization would detect redundancies since
microstructures with inclusions with arbitrary shape but a correct volume fraction would
be considered optimal. Some improvement can be made considering further statistical
measures, however, due to limited computational resources the number of considered
statistical measures cannot be increased endlessly. Two different types of artificial
microstructures are considered for a reconstruction here, which are shown in Fig. 6.18a
and Fig. 6.18b. In the first case, the microstructure consist of eight identical unitcells
with a spherical inclusion which are arranged to form a cube, see Fig. 6.18a. In the
optimization, the goal is to detect the unitcell only, thus a unitcell with one spherical
inclusion. The second case considers a unitcell with two ellipsoidal inclusions with
specific orientation in space, see Fig. 6.18b. Here, the unitcell shall be constructed in the
optimization. Both microstructures consist of inclusion shapes which can be perfectly
resembled with the chosen parameterization here, i.e. ellipsoidal inclusions. Among the
objective functions presented in Section 6.2.2, EI , (Eq. (6.58)), EII , (Eq. (6.61)) and EIII ,
(Eq. (6.63)) are used to construct the above described microstructures.
Retrieve Microstructure A
In the first case, the unitcell with a single spherical inclusion shall be reconstructed based
on the analysis of a microstructure consisting of a 2 × 2 × 2 spatial arrangement of this
unitcell. The optimization succeeds in finding the unitcell for all objective functions. The
(a) (b)
Figure 6.18: (a) Microstructure A composed of a 2× 2× 2 arrangement of a unitcell with
a single spherical inclusion. (b) Unitcell to be obtained in the optimization process.
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Table 6.1: Optimization results of the objective functions and individual errors from the
considered statistical measures for reconstruction of microstructure A.
Ei LV LSD LLP LMA LMO
i=I 2.88 · 10−33 0.0 2.88 · 10−33 - - -
i=II 2.88 · 10−33 0.0 2.88 · 10−33 0.0 - -
i=III 33.34 1.31 · 10−5 2.21 · 10−5 - 0.51 32.83
(a) (b) (c) (d)
Figure 6.19: (a) Original unitcell, which is used to construct artificial microstructure A,
see Fig. 6.18, (b) unitcell reconstruction using EII and (c) unitcell reconstruction using EIII .
results of the optimization are summarized in Tab. 6.1, illustrations of the reconstructed
unitcells are shown in Fig. 6.19b-d, together with the original unitcell, see Fig. 6.19a.
For EI and EII , the reconstruction leads to the same values in the objective functions,
with LV = 0 and the error solely arising from the spectral density, which is however
negligible. In EII , the lineal-path function is perfectly matched. A higher error value
arises in EIII , where it is mainly resulting from the anisotropy measure. In this specific
case, the large error in the anisotropy measures based on the Minkowski functional result
from the handling in the optimization procedure: A perfectly spherical inclusion, with
all eigenvalues of the Minkowski tensor being equal, results in an entry in PMO,6. This
rather strict condition of µ1 = µ2 = µ3 is relaxed introducing a tolerance, as described in
Section 6.1.5. However, in this case the tolerance seems to be slightly exceeded, leading
to a high statistical error. With regard to the construction of SSRVEs based on real
microstructures, this special case is expected to be of minor interest, since the evaluation of
inclusions rarely results in the case of three identical eigenvalues, thus spherical inclusions.
A comparison of the parameterization vectors in Tab. 6.1 also illustrates the success of
all three optimizations. While the differences in ϕ, θ and ϑ do not have an effect on
the spherical inclusion and could be chosen arbitrarily, the radii show slight differences
compared with the original. Here, it has to be considered that the resolution of the given
microstructure and the unitcell, here given by 1 voxel/µm in all three spatial directions,
cannot reflect small differences in physical lengths. In order to detect whether a voxel
belongs to the inclusion or not, its center coordinate is considered. The given resolution
then influences the precision in modeling the geometry and here a deviation of up to 1
µm cannot be distinguished. With this in mind, the optimizations can be considered to
have successfully reconstructed the unitcell.
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Table 6.2: Comparison of parameterization vectors for the reconstruction of known mi-
crostructure A using the objective functions EI , EII and EIII .
ϕ θ ϑ r1 r2 r3
original 10.0 30.0 0.0 5.0 5.0 5.0
i=I 42.78 14.42 70.03 4.99 4.99 5.03
i=II 19.65 5.28 4.70 5.03 5.17 5.00
i=III 47.16 29.24 10.66 5.18 4.96 5.13
Retrieve Microstructure B
The reconstruction of microstructure B leads to good overall results, although not all ob-
jective functions are able to reconstruct the microstructure as well as in the previous case.
The values of objective functions and the individual errors for each statistical measure
are shown in Tab. 6.3. The original unitcell is shown in Fig. 6.20a, the reconstructions
based on EI, EII and EIII are depicted in Fig. 6.20b-d, respectively. A comparison of the
unitcell first shows that all reconstructions achieve to resemble two ellipsoids with an
appropriate distance to each other. Fig. 6.20c, showing the reconstruction based on phase
fraction, spectral density and lineal-path function, looks most similar to the original
unitcell. This can also be seen from a comparison of the parameterization vectors, see
Tab. 6.4. Note that the data of the parameterization vector has been rearranged in order
to avoid confusion in the direct comparison of the parameterization vectors. There can
exist different parameterization vectors defining the same unitcell when, e.g., the first
and second ellipsoid switch their position, which due to the assumption of periodicity still
describes the same unitcell. This becomes clear if one considers a periodically extended
microstructure built up by the unitcells and considers a different section, also being a
periodic unitcell, from the large structure. Furthermore, a redundancy can occur for
the description of rotationally symmetric ellipsoids. The position of the first ellipsoid is
held fixed, in the original unitcell this was chosen as X
(1)
c = 10.0, Y
(1)
c = 10.0, Z
(1)
c = 5.0,
whereas in the optimization X
(1)
c = 10.0, Y
(1)
c = 10.0, Z
(1)
c = 10.0 was used. However,
due to the periodicity, only the relative position of the ellipsoids to each other is
important. Its reconstruction is achieved by all three objective functions. For the
reconstruction based on EI, a mismatch in the orientation can be seen for one ellipsoid.
For EIII, it can be seen from Fig. 6.20d that the volume fraction of each ellipsoid
was not matched and also the match of orientations and radii is not as good as in
the other two cases. The reason for this could be the choice of categories for the
probability density functions for anisotropy and orientation value, which might be
not sensitive enough for slight changes here. However, an adequate representation of
the unitcell is found. Overall, EII performed best in the reconstruction of microstructure B.
Table 6.3: Optimization results of the objective functions and individual errors from the
considered statistical measures for reconstruction of microstructure B.
Ei LV LSD LLP LMA LMO
i=I 3.81 · 10−4 0.0 3.81 · 10−4 - - -
i=II 9.27 · 10−6 0.0 9.27 · 10−6 0.0 - -
i=III 8.57 · 10−4 0.0 8.57 · 10−4 - 0.0 0.0
Statistically Similar Representative Volume Elements 87
(a) (b) (c) (d)
Figure 6.20: (a) Original unitcell, which is used to construct artificial microstructure B
and (b) unitcell reconstruction using EII and (c) unitcell reconstruction using EIII .
Table 6.4: Comparison of (reordered) parameterization vectors for the reconstruction of
known microstructure B using the objective functions EI , EII and EIII .
ϕ(1) θ(1) ϑ(1) r
(1)
1 r
(1)
2 r
(1)
3 X
(2)
c Y
(2)
c Z
(2)
c ϕ(2) θ(2) ϑ(2) r
(2)
1 r
(2)
2 r
(2)
3
original 90.0 0.0 0.0 6.0 2.0 2.0 10.0 10.0 15.0 0.0 0.0 30.0 5.0 3.0 1.5
i=I 80.25 87.03 72.11 2.56 1.88 6.01 10.17 8.46 0.33 69.79 8.07 29.88 3.71 4.74 0.88
i=II 1.94 89.29 0.37 2.00 6.39 2.02 9.94 10.18 0.01 4.59 0.25 27.39 5.01 3.13 1.27
i=III 0.16 22.89 88.42 3.79 1.24 1.20 10.17 10.39 19.75 40.41 0.04 89.56 4.63 4.85 1.79
6.2.4 Comparison of Mechanical Response
For the comparison of the mechanical response of the target microstructure and the
SSRVE, virtual mechanical tests are carried out, i.e. tension test in x- and z-direction,
(lateron indicated by subscript x and z, respectively) as well as two simple shear tests,
where a displacement in introduced on the xy-plane in x- and y-direction, respectively (in-
dicated by subscript xy and yx). The virtual tests are illustrated in Fig. 6.21. With these
tests carried out for the target microstructre and an SSRVE, a deviation is calculated for
the macroscopic stress-strain response, defined by
re,j =
σ¯targete,j (ε¯e,j) − σ¯
SSRVE
e,j (ε¯e,j)
σ¯targete,j (ε¯e,j)
, (6.66)
where σ¯ denotes the macroscopic Cauchy stress, ε¯ denotes the macroscopic engineering
strain and e denotes the respective experiment. Here, j defines the evaluation point with
j = 1...nep with a total number of evaluation point nep. Only values with nonzero denom-
inator are considered in Eq. (6.66). For every experiment, an average error is computed
using
r˜e =
√√√√ 1
nep
nep∑
j=1
[re,j(ε¯e,j)]
2 with ε¯e,j =
j
nep
ε¯maxe , j = 1...nep , (6.67)
with the maximum strain in each experiment denoted by ε¯maxe . In order to obtain one
comparative measure combining the error computed in the individual mechanical tests,
an overall average error is defined by
r˜∅ =
√√√√ 1
nexp
nexp∑
e=1
r˜2e , (6.68)
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for a total number of experiments nexp considered. In order to analyze the difference in
the error in the two phases, martensite and ferrite, more closely, the error measure defined
in Eq. (6.67) is computed for each phase separately, denoted by rfere and r
mar
e , for ferrite
and martensite, respectively with e = x, z, xy, yx denoting the four virtual experiments.
z
x
y
z
x y
(a) (b)
z
x
y
z
y
x
(c) (d)
Figure 6.21: Four virtual mechanical tests: (a) tension in x-direction, (b) tension in z-
direction, (c) shear of xy-plane in x-direction and (d) shear of xy-plane in y-direction.
Finite element meshes of the SSRVE candidate geometry defined by γ˜i in the inner opti-
mization are generated using 10-noded tetrahedral elements, for a convergency analysis of
the finite element meshes, see Appendix B. Macroscopic deformation states are prescribed
resembling the virtual experiments and the microscopic mechanical response is homoge-
nized to obtain the macroscopic counterpart. The DP steel microstructure, cf. Section 4
is discretized using a finite element mesh with 2, 013, 525 10-noded tetrahedral finite ele-
ments. The computations are performed using FEAP, Taylor [161]. Periodic boundary
conditions are used on the microscale in the case of the SSRVEs whereas linear displace-
ment boundary conditions are used for the real microstructure, where ParFEAP was used.
The computation for the real microstructure was computed on the supercomputer Cray
XT6m at University Duisburg-Essen using ParFEAP on 96 cores. Details on the material
model can be found in Section 4.2.
For both material phases, an isotropic finite J2-plasticity material model including ex-
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matrix inclusion
λ in MPa 118,846.2
µ in MPa 79,230.77
y0 in MPa 260.0 1000.0
y∞ in MPa 580.0 2750.0
ξ 9.0 35.0
h in MPa 70.0 10.0
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Figure 6.22: (a) Material parameters adjusted to experimental curves and (b) nominal
stresses P 11 in MPa versus strains ∆l/l0 in uniaxial tension (loading direction: rolling direc-
tion) for the experimental data (courtesy of ThyssenKrupp Steel Europe) and the resulting
modeling response: pure ferrite which is reproduced in the laboratory adjusting for a similar
alloying composition as in the ferrite of the DP steel, pure martensite (produced in the
laboratory) adjusting for a similar carbon content as in the martensite in the DP steel, and
experimental response in rolling and transverse direction of the considered DP steel. Taken
from Brands et al. [23].
ponential hardening with superimposed linear hardening is used to describe the material
behavior. The material parameters, namely Lame´ constants λ and µ, initial yield strength
y0, plastic yield strength at initialization of linear hardening y∞, degree of exponential
hardening η and slope of superimposed hardening h, can be found in Fig. 6.22a. The
plastic strain energy function reads
ψp = y∞ α −
1
η
(y0 − y∞) exp (−η α) +
1
2
hα2 . (6.69)
More sophisticated material models could be used, which consider kinematic hardening
of DP steel or the intricate material behavior resulting from the granular behavior of e.g.
the ferrite phase.
6.2.5 Optimization Method
The minimization of the optimization problem defined in Eq. (6.50) is based on a semi-
automated approach, where the solution of the inner and outer problem is achieved se-
quentially. For a predefined set of statistical measures G, weighting factors ω and a spe-
cific type of morphology parameterization γi, the optimal morphology, γ˜i, is determined
by minimizing the objective functions given in Section 6.2.2 using a differential evolu-
tion algorithm based on the algorithm of Storn and Price [150]. It has been found to
be highly efficient for global optimization of non-differentiable, nonlinear functions us-
ing a direct search approach with simultaneously solving different solution vectors in a
parallel algorithm to avoid the solution of being “trapped” in a local minimum. This
differential evolution strategy is implemented in the optimization environment Mystic,
cf. McKerns et al. [89; 90], which is an open source tool providing a broad collection
of optimization algorithms. The differential evolution algorithm is steered by a num-
ber of parameters, which are chosen according to the suggestions made in Storn [149].
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The analysis of the influence of different optimization parameters is not in the scope of
this work. Alternative optimization techniques could be used, Strohmann [152] uses a
multi-objective optimization framework for the construction of SSRVEs. In contrast to
the weighted sum objective function multi-objective optimization treats every statisti-
cal measure as a separate objective. When the inner optimization problem is solved, the
evaluation of the outer optimization problem involves the computation of virtual mechan-
ical experiments. Several SSRVE candidates are compared with regard to their ability to
resemble the mechanical behavior of the real DP steel microstructure in the virtual me-
chanical experiments, see Section 6.2.4. The minimization of the error measure described
in Eq. (6.68) identifies the “best” SSRVE out of the candidates, giving rise to the most
suitable inclusion morphology and set of statistical parameters.
Note that the objective functions used here are non-smooth due to the underlying discrete
evaluation of statistical measures. This was shown in Balzani et al. [7] for an objective
functions considering volume fraction and spectral density where the optimization problem
was reduced for visualization. There also the non-convexity of the optimization problem
becomes visible. These properties preclude the use of standard gradient based optimization
procedures and also require to cope with many local minima. The differential evolution
algorithm is well suited for this, however, the optimization result can only be considered
as a local minimum.
6.2.6 Weighting Factors
The optimization problem given in Eq. (6.50) is defined by a weighted sum of multiple
objectives, i.e., the individual least-square functionals of the statistical measures, into
one scalar objective function, which is then minimized. This involves a set of weighting
factors which determine the influence of the individual objectives. Different weighting
factors result in a different influence of the individual objective in the overall objective
function and therefore different combinations of weighting factors yield different overall
objective functions. In order to fully analyze the influence of the weighting factors on the
optimization problem, the response of the outer optimization, i.e., minimization of the
mechanical error between SSRVE and real microstructure, would have to be analyzed for a
large number of sets of weighting factors, which is unfeasible due to the high computational
effort. In Scheunemann et al. [128], a limited analysis of the weighting factors for the
presented approach is carried out. The weighting factors in the optimization problem
presented in Eq. (6.50) are then used to trigger the optimization problem such that a
first estimation for a good fitting of the statistical measures in the SSRVE and the target
structure is obtained. In detail, several optimizations based on the weighted least-square
functionals are carried out and the performance of an equally weighted objective function
is evaluated. The results are shown in Fig. 6.23 using a logarithmic scale on the abscissa.
The objective functions with equal weighting, i.e., ωL = 1 for L = V, SD, LP,MA,MO
for all statistical measures, are defined by
E evenI (γi) := LV + LSD
E evenII (γi) := LV + LSD + LLP
E evenIII (γi) := LV + LSD + LMA + LMO.
(6.70)
For an analysis of the influence of weighting factors in EI , the ratio between the weighting
factors is varied, holding ωV = 1 fixed. The objective function is evaluated for ωSD ranging
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Figure 6.23: Section with lineal-path function values higher than the threshold of 0.02
representing an estimation for the average inclusion size computed for the DP steel mi-
crostructure.
from 1 · 10−2 to 1 · 104. The change of the unweighted objective functions, Eq. 6.70(1) is
analyzed with respect to change of ωSD. It is observed that changing weighting factor does
not influence the value of LSD largely, which is in a range of 1 · 10
−2 to 1 · 10−4. However,
when for ωSD ≥ is larger than 10, the error in the volume fraction rises, with LV < 1 ·10
−6
for ωSD ≤ 1 but LV increasing steadily when ωSD > 1. On the other hand, when ωSD is
chosen too small, the important information captured in the spectral density might be
underestimated. Therefore, ωSD = ωV = 1 is chosen. For EII , it is observed that LLP is
typically much smaller than LV. Therefore, a fixed ratio of ωV/ ωLP = 1/ 1000 to achieve a
good relation between the volume fraction and the lineal-path function is chosen and ωSD
is varied in the range 1 · 10−2 to 1 · 10−4. It is observed that for values of ωSD > 1000 the
unweighted error measure E evenII increases drastically in value. A variation below this value
does not change the value of the unweighted objective function. Therefore, the weighting
of ωSD is assumed to be suitable in the case as well.
For the objective function EIII, considering spectral density, volume fraction and
anisotropy and orientation measures based on Minkowski tensor W0,21 , the weighting
factors ωMA and ωMO are treated with the same value, i.e., ωMA = ωMO, since they rest
upon the same statistical measure. The ratio of the remaining weighting factors is kept
from the previous objective functions with ωV = ωSD = 1. Now, ωMA|MO is varied in a
range of 1 · 10−3 to 1 · 104 and the change of E evenIII is analyzed. Here, the lowest value of
the unweighted objective function is found in a range of 1 · 10−1 < ωMA|MO < 1 · 10
2. We
choose a weighting factor of ωMA|MO = 1 for the subsequent analysis.
Since the weighting factors are used to emphasize the influence of each individual objective
on the overall objective function, Different sets of weighting factors are evaluated using
EI , EII and EIII and the resulting parameterization γ˜i is used to evaluate the objective
functions in Eq. 6.70.
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6.2.7 Estimation of SSRVE Size
The size of a suitable RVE is discussed in the literature and depends on various aspects. A
brief summary on the topic is given in Section 1. Generally, since the SSRVE size not apri-
ori given, different sizes could be analyzed, which would however raise large computational
effort. Therefore, an estimation of the SSRVE’s size is made here. For the construction
of SSRVEs, the size of the SSRVE is dependent on the statistical measures used in the
objective function, since the statistical measures are not necessarily dimensionless. The
lineal-path function carries information about the characteristic size of an inclusion in a
microstructure. If it is used together with the phase fraction, the measures are found to
interfere if the size of the SSRVE is chosen too small or too large. Furthermore, a large size
of the SSRVE contributes to large computation times in the construction process. There-
fore, the size of the SSRVE is estimated apriori, while this estimation circumvents the
contradiction between volume fraction and lineal-path function. This estimation depends
on the number of inclusions used in the parameterization and is used for all SSRVEs of
this type, even if the lineal-path function is not considered in the objective function. The
steps used for the estimation are outlined in the following.
1. The lineal-path function is used for the estimation of an average inclusion volume
in the target microstructure. Defining a threshold pthres, all entries/voxel in the
lineal-path function with a value smaller than pthres are neglected leaving a number
of nthresLP relevant entries/voxel. These entries correspond to line segments with a
relevant probability and define an average inclusion. The volume of the average
inclusion can be calculated by V¯ targetinc =
∑nthres
LP
i=1 Vi, with Vi as the volume of a single
voxel in the lineal-path function, which is here 0.1µm × 0.1µm × 0.1µm. Here, the
threshold chosen is pthres = 0.02 and an illustration of the average inclusion of the
target microstructure is shown in Fig. 6.24.
2. The average inclusion size aimed for in the SSRVE and the target microstructure
are equal, hence V
target
inc = V
SSRVE
inc . With the inclusion number in the SSRVE given
by i, the phase fraction of the SSRVE is estimated by
PSSRVEV =
i V SSRVEinc
V SSRVE
=
i V¯ targetinc
V SSRVE
, (6.71)
with the total volume of the SSRVE denoted by V SSRVE. With the aim of hav-
ing the same volume fraction in the target microstructure and the SSRVE, i.e.
PSSRVEV ≡ P
target
V , one can rearrange Eq. (6.71) with respect to V
SSRVE, hence the
volume of the SSRVE is estimated by
V SSRVE =
i V¯ targetinc
PtargetV
. (6.72)
3. Assuming a cubic SSRVE with equal edge lengths in x-, y- and z-direction, the
estimation yields this edge length as
LSSRVE = LSSRVEx = L
SSRVE
y = L
SSRVE
z =
3
√
i V¯ targetinc
PtargetV
. (6.73)
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Figure 6.24: Section with lineal-path function values higher than the threshold of 0.02
representing an estimation for the average inclusion size computed for the DP steel mi-
crostructure. Taken from Balzani et al. [11]
With the above described estimation method, the prescribed SSRVE’s sizes given by
the edge length LSSRVE for different inclusion numbers i = 1, 2, 3, 4 is obtained as
LSSRVEi=1 = 3.0µm for one inclusion, L
SSRVE
i=2 = 3.8µm for two inclusions, L
SSRVE
i=3 = 4.3µm
for three inclusions and LSSRVEi=4 = 4.8µm for four inclusions. The other statistical mea-
sures applied here do not show a comparable dependence, hence they do not contribute
to the size estimation of the SSRVE. The SSRVE size is considered as given above for all
SSRVEs constructed here for better comparability.
6.3 SSRVEs Based on Different Sets of Statistical Descriptors1.)
This section is based on results published in Balzani et al. [11] and
Scheunemann et al. [128]. In the following the construction method for SSRVEs
proposed in the previous sections is used for the construction of SSRVEs utilizing
different combinations of statistical measures based on a minimization of the objective
functions proposed in Section 6.2.2. Specifically, phase fraction and spectral density are
used for the construction of all SSRVEs. The details of this first set are summarized
in Section 6.3.1. Additionally, the lineal-path function are used for a second set of
SSRVEs, which is detailed in Section 6.3.2. In a third set, see Section 6.3.3, phase
fraction, lineal-path function and statistical measures for the description of anisotropy
and orientational properties of the inclusion morphology based on Minkowski functionals,
as proposed in Section 6.1.5 are be presented. For all sets, SSRVEs with one, two,
three and four inclusions are constructed by a minimization of the according objective
function, cf. Section 6.2.2. The mechanical comparison with regard to the real target
microstructure is carried out based on the virtual experiments described in Section 6.2.4
and error measures presented therein are used to range the performance of the SSRVE.
1.)The results have been published in Scheunemann et al. [128]
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6.3.1 SSRVEs Based on Objective Function EI
SSRVEs solely based on scalar statistical measures, such as phase fraction, internal surface
density and integral of mean curvature, see Section 6.1.1, show a larger deviation of the
mechanical behavior with respect to a real microstructure compared to SSRVEs which are
additionally based on higher order measures. This was shown in the two-dimensional case
in Balzani et al. [8] and it is assumed that this behavior is also valid in 3D. Therefore,
the first set of SSRVEs constructed is based on a fitting of the volume fraction and the
spectral density. Therefore, EI , cf. Eq. (6.58), is minimized. The SSRVE candidates are
depicted in Fig. 6.25 and the statistical measures and errors of the mechanical comparison
are summarized in Tab. 6.5. It can be seen that an increased complexity of the inclusion
morphology, realized by a higher number of inclusions, results in a lower value of the
objective function which describes a closer resemblance of the statistical properties of the
SSRVE with regard to the real target microstructure. Furthermore, the overall error r∅
in the mechanical comparison also decreases with an increase of the number of inclusions.
Out of this set of SSRVEs, the one based on four inclusions provides the lowest overall
mechanical error, namely 2.65%.
Figure 6.25: SSRVEs based on a minimization of EI considering volume fraction and spec-
tral density with different numbers of inclusions ninc = 1, 2, 3, 4 from left to right. Taken
from Scheunemann et al. [128].
Table 6.5: Results of SSRVEs based on volume fraction and spectral density - val-
ues of objective function EI, and individual least square functionals, number of tetra-
hedral elements nele and mechanical errors r˜ in % for the individual SSRVEs. Taken
from Scheunemann et al. [128].
ninc EI/ 10−3 LV/ 10−7 LSD/ 10−3 nele r˜x r˜z r˜xy r˜yx r˜∅
1 4.17 8.83 4.17 1638 3.3 3.7 5.0 5.0 4.32
2 2.03 1.35 2.03 8455 4.2 3.9 2.0 2.0 3.20
3 1.16 0.97 1.16 10759 2.6 1.2 3.9 3.9 3.11
4 0.74 3.38 0.74 17118 2.7 0.5 3.2 3.2 2.65
6.3.2 SSRVEs Based on Objective Function EII
Based on the minimization of EII , cf. Eq. (6.61), SSRVEs are constructed which are based
on a similarity of volume fraction, spectral density and lineal-path function with respect
to the real target microstructure. The resulting SSRVEs are shown in Fig. 6.26 and the
comparison of the statistical measures and mechanical response is given in Tab. 6.6. As
seen in Section 6.3.1, the deviation of the statistical measures of the SSRVE from the
counterparts measured in the real target microstructure decreases with an increased
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complexity of inclusion morphology. Additionally, the deviation of the mechanical
response, summarized in the overall error measure r∅, decreases with a higher number
of inclusions. The behavior converges for three and four ellipsoidal inclusions, where the
overall mechanical error r∅ = 1.45% and r∅ = 1.47% are found, respectively, which is
considered to be an adequate level of similarity with respect to the real microstructure.
The SSRVE with three ellipsoidal inclusions here is the most beneficial SSRVE with a low
overall mechanical error and an appropriate number of 15, 714 finite elements, used for
the discretization in view of efficient computation. This SSRVE is denoted by SSRVELPbest
and is used in a detailed comparison of SSRVEs in Section 6.3.4.
Comparing the results of the SSRVEs constructed in this section with the ones constructed
in chapter 6.3.1, i.e., based on volume fraction and spectral density, it is observed that
SSRVEs with three and four inclusions lead to better results using SSRVEs additionally
based on the lineal-path function. For SSRVEs with lower numbers of inclusions, slightly
better results are obtained from SSRVEs based on spectral density and volume fraction
only. A reason for this can be possibly found in the optimization process. As described
in Section 6.2.5, the detection of a global minimum of the optimization problem is not
possible and maybe it even does not exist. Due to the higher computational effort needed
for the evaluation of the lineal-path function, the optimization might lead to a “less
optimal” SSRVE when comparable computational effort is assumed. With a focus on the
individual errors in the statistical measures, it is observed that in the case of SSRVEs with
one inclusion, the one based on volume fraction and spectral density shows a much better
fitting of the volume fraction than the SSRVE based on volume fraction, spectral density
and lineal-path function. For the latter, a value LV = 0.048529 is computed whereas the
former leads to a value of LV = 0.00000883.
Figure 6.26: SSRVEs based on a minimization of EII considering volume fraction, spectral
density and lineal-path function with different numbers of inclusions ninc = 1, 2, 3, 4 from
left to right. Taken from Scheunemann et al. [128].
6.3.3 SSRVEs Based on Objective Function EIII
In the third set, SSRVEs are constructed based on a minimization of EIII , cf. Eq.(6.63).
The resulting SSRVEs are shown in Fig. 6.27, the results of the statistical and mechanical
comparison with the real microstructure are summarized in Tab. 6.7. Similarly as in the
SSRVE sets presented in Section 6.3.1 and Section 6.3.2, an increased number of inclusions
leads to a lower value of the objective function EIII , which is related to a better fitting
of the SSRVE to the real microstructure regarding the considered statistical measures.
Similarly, the overall mechanical error r∅ decreases with an increased inclusion complexity.
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Table 6.6: Results of SSRVEs based on volume fraction, spectral density and lineal-path
function - values of objective function EII, and individual least square functionals, number
of tetrahedral elements nele and mechanical errors r˜ in % for the individual SSRVEs. Taken
from Scheunemann et al. [128].
ninc EII/ 10−2 LV/ 10−4 LSD/ 10−3 LLP/ 10−4 nele r˜x r˜z r˜xy r˜yx r˜∅
1 8.432 485.29 4.5 0.31 2851 5.3 4.6 5.5 5.5 5.24
2 0.98 32.07 3.5 0.031 5015 0.5 3.6 4.4 4.4 3.60
3 0.53 3.37 3.3 0.017 15714 0.2 2.4 1.2 1.1 1.45
4 0.38 3.11 2.33 0.014 19196 1.2 2.5 0.7 0.7 1.47
Here, the SSRVE with four inclusions results in an overall mechanical error of r∅ = 1.92%
with a number of 12, 133 elements used for the discretization. The mechanical error here
is slightly higher than in the SSRVELPbest, however, the lower number of finite elements is
beneficial. The SSRVE with four ellipsoidal inclusions is denoted by SSRVE
MA|MO
best in a
detailed comparison in Section 6.3.4.
Figure 6.27: SSRVEs based on a minimization of EIIIconsidering volume fraction, spectral
density and Minkowski measures with different numbers of inclusions ninc = 1, 2, 3, 4 from
left to right. Taken from Scheunemann et al. [128].
Table 6.7: Results of SSRVEs based on volume fraction, spectral density and Minkowski
measures - values of objective function EIII, and individual least square functionals, number
of tetrahedral elements nele and mechanical errors r˜ in % for the individual SSRVEs. Taken
from Scheunemann et al. [128].
ninc EIII/ 10−2 LV/ 10−4 LSD/ 10−3 LMA/ 10−2 LMO/ 10−2 nele r˜x r˜z r˜xy r˜yx r˜∅
1 6.47 0.001 4.56 5.88 1.27 2519 4.0 3.7 5.4 5.4 4.69
2 4.20 0.006 2.48 1.55 2.39 5358 3.4 1.9 3.4 3.5 3.12
3 1.95 1.65 3.3 0.39 1.2 10087 2.5 0.7 3.5 3.5 2.79
4 1.41 0.19 2.01 0.38 0.82 12133 3.3 1.1 1.1 1.2 1.92
6.3.4 Comparison of Microscale Stress and Optimization Effort
The average stresses computed over both phases of the real microstructures and SSRVEs
in the previous sections give a first impression of the stress magnitudes. However, in
many cases an insight into the specific stress distribution on the micro level is of interest.
For this purpose, the stress in the individual phases is analyzed and compared for
the “best” SSRVEs constructed, i.e. SSRVEbestLP and SSRVE
best
MA|MO. Therefore, volume
averages of the stress for the ferrite phase and the martensite phase, individually, are
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Figure 6.28: Von Mises stress σvM in MPa for tension test in x-direction showing
the cross-section obtained from cutting through (a) the target structure (15.9µm ×
16.45µm × 5.0µm), (b) SSRVEbestLP (4.3µm × 4.3µm × 4.3µm) and (c) SSRVE
best
MA|MO
(4.3µm × 4.3µm × 4.3µm) and respective volume average values 〈σvM〉. Taken
from Scheunemann et al. [128].
computed. The individual error measures rfere and r
mar
e are computed, describing the
average stress deviation in the ferrite phase and the martensite phase, respectively. Here,
e = x, z, xy, yx denotes the respective virtual experiment. The results of this comparison
is shown in Fig. 6.29-6.32. Furthermore averaged error measures r˜fer
∅
and r˜mar
∅
are defined
for the ferrite phase and the martensite phase, which are summarized in Tab. 6.8. All
error measures are computed in analogy to Section 6.2.4.
Good agreement is observed for the average stress in the ferrite phase, where the overall
errors r˜fer∅ for both “best” SSRVEs are lower than 1%. Only a minor advantage is observed
for SSRVEbestMA|MO with 0.62% compared with 0.85% for SSRVE
best
LP . In the martensite phase,
larger deviations are observed, where the averaged errors r˜mar∅ are 13.38% for SSRVE
best
LP
and 17.69% for SSRVEbestMA|MO, respectively, showing an advantage for the former. This
discrepancies are not observable in the averaged errors considering both phases, r˜∅, since
the volume fraction of the martensite is much lower than the one of ferrite and thus
the significance of the martensite microscopic response is reduced. The discrepancies in
the conformability of the average stress in the martensite phase are associated with the
different treatment of boundary conditions for the SSRVEs and the real microstructure.
While periodic boundary conditions are applied in the case of the SSRVEs, linear dis-
placement boundary conditions are used in the case of the real microstructure due to the
non-periodicity of the data. These boundary conditions lead to a stiffening effect occur-
ring predominantly in the stiffer martensite phase. Fig. 6.28 illustrates this circumstance,
where the von Mises stress σvm is shown for the tension test in x-direction for the real
microstructure, SSRVEbestLP and SSRVE
best
MA|MO. A cut through each structure shows the
concentration of high stresses in the real microstructure close to the boundary, which
cannot be seen in the SSRVEs. Based on this comparison, SSRVEbestLP will be used in the
applications presented in Section 7.
Considering the computational effort necessary for the construction of SSRVEs based on
the different statistical measures, large differences can be seen. The objective functions
EII and EIII lead to appropriate SSRVEs in terms of their ability to resemble the
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Figure 6.29: Deviation rx of averaged stress in x-direction of SSRVE
best
LP and SSRVE
best
MA|MO
with (a) rferx for ferrite and (b) r
mar
x for martensite. Taken from Scheunemann et al. [128].
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Figure 6.30: Deviation of averaged stress in z-direction of SSRVEbestLP and SSRVE
best
MA|MO
with (a) rferz for ferrite and (b) r
mar
z for martensite. Taken from Scheunemann et al. [128].
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Figure 6.31: Deviation of averaged stress in shear test xy of SSRVEbestLP and SSRVE
best
MA|MO
with (a) rferxy for ferrite and (b) r
mar
xy for martensite. Taken from Scheunemann et al. [128].
mechanical behavior of the real microstructure and thus will be compared further.
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Figure 6.32: Deviation of averaged stress in shear test yx of SSRVEbestLP and SSRVE
best
MA|MO
with (a) rferyx for ferrite and (b) r
mar
yx for martensite. Taken from Scheunemann et al. [128].
Table 6.8: Comparison of stresses on microscale for individual phases in
SSRVEbestLP and SSRVE
best
MA|MO evaluated for all four virtual experiments. Taken
from Scheunemann et al. [128].
Ferrite r˜ferx in % r˜
fer
z in % r˜
fer
xy in % r˜
fer
yx in % r˜
fer
∅
in %
SSRVEbestLP 0.43 1.55 0.40 0.36 0.85
SSRVEbestMA|MO 0.90 0.75 0.29 0.30 0.62
Martensite r˜marx in % r˜
mar
z in % r˜
mar
xy in % r˜
mar
yx in % r˜
mar
∅
in %
SSRVEbestLP 9.94 2.08 17.82 17.19 13.38
SSRVEbestMA|MO 23.59 11.36 16.56 16.10 17.69
Table 6.9: Comparison of estimated optimization time for individual phases in
SSRVEbestLP and SSRVE
best
MA|MO evaluated for all four virtual experiments. Taken
from Scheunemann et al. [128].
tLP/s tMA|MO tLP / tMA|MO
5.98 0.0031 1,929.03
The time needed for one evaluation of the objective functions strongly depends on the
statistical measures which are evaluated and the inclusion morphology. Especially for
the lineal-path function, the evaluation times can greatly differ, increasing with the size
of inclusions. For the Minkowski measures, the number of inclusions is more relevant
than the individual size. For a decent comparison of the evaluation time of the objective
functions, the evaluation time for the best SSRVE candidate of every generation is
summed up and divided by the number of generations to identify the SSRVE. These
average evaluation times tLP and tMA|MO are listed in Tab. 6.9 together with their
ration tLP / tMA|MO. With an estimated factor of computation time of 2000, the objective
function based on Minkowski functionals offers a large speed-up compared with the one
based on the lineal-path function.
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6.4 SSRVEs as Substructures of the Real Microstructure2.)
A natural choice of an SSRVE would be choosing a substructure of the RVE which is still
able to resemble the macroscopic response of the complete RVE adequately. Therefore,
SSRVEs are obtained as substructures from the real microstructure by comparing the
volume fraction PV , internal surface density PS , integral of mean curvature PM , spectral
density PSD and lineal-path function PLP . The objective function then reads
Esub := ωV LV + ωSLS + ωMLM + ωSD LSD + ωLP LLP . (6.74)
Note that an analysis of different weighting factors was not performed here. Now, the
substructure with the lowest summed error is sought, which is then the SSRVE based on
substructures. Therefore, different sizes were considered, namely cubic structures with an
edge length of a = 1.25µm, 2.5µm and 5µm. The obtained substructures are shown in
Fig. 6.33. Tab. 6.10 shows the results from the comparison of statistical errors.
(a) (b) (c)
Figure 6.33: Construction of SSRVE based on substructuring: (a) SSRVE substructure
with a = 1.25µm, (b) SSRVE substructure with a = 2.5µm (scaled view) and (c) SSRVE
substructure with a = 5.0µm (scaled view). Taken from Balzani et al. [9]
Table 6.10: Error of statistical measures for SSRVEs based on substructuring. Adapted
from Balzani et al. [9]
SSRVE Esub [10
−2] LV [10
−4] LS [10
−3] LM [10
−3] LSD [10
−3] LLP [10
−4] nele
ω - 1 1 1 1 1000 -
a = 1.25µm 12.83 77.0 1.9 6.0 12.0 1.0 5 695
a = 2.5µm 2.33 3.0 0.36 0.1 4.6 0.2 42 279
a = 5.0µm 0.78 1.3 1.2 2.4 1.7 0.024 707 676
It is not surprising to find that the substructure with the smallest dimensions leads to
the largest error in the statistical measures while the one with the largest dimensions
achieves the lowest error, since it allows the largest portion of the microstructure to be
resembled. However, the latter requires a large number of elements for the discretization,
which disqualifies it as a suitable SSRVE candidate due to the arising computational
effort. For the mechanical comparison, only one tension and shear test are evaluated.
2.)These results were first published in Balzani et al. [9].
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Figure 6.34: Error of mechanical response of SSRVEs based on substructuring in virtual
experiments: (a) tension test [x] and (b) shear test [xy].
Table 6.11: Error in % of mechanical response of SSRVEs based on substructuring.
SSRVE r˜x r˜xy r˜
a = 1.25µm 14.6 20.5 17.80
a = 2.5µm 9.4 10.6 10.02
Comparing the mechanical response of the two smaller substructures, the substructure
with a = 2.5µm reaches a smaller overall mechanical error, although it is still large
compared to the errors of the SSRVEs with artificial inclusion morphology. It can be
seen from Fig. 6.33, that both SSRVEs constructed as substructures are governed by
a large inclusion which does not fullfill periodicity conditions on the boundary. Linear
displacement boundary conditions are applied in the computation in this case. These
are known to be too stiff if an inclusion with higher stiffness than the matrix is located
at the boundary, which is the case here. This influence is considerably large here due to
the small size of the structures, where boundary effects have a higher influence. Due to
the large error in the mechanical comparison and the relatively large number of elements
needed for a discretization, the SSRVEs obtained as substructures cannot compete with
the ones generated using an artificial inclusion morphology.
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7 Applications of SSRVEs
In the following, the ability of SSRVEs to describe the complex material behavior of
DP steel is investigated. Therefore, the Bauschinger effect as well as macroscopic yield
surfaces are compared for an SSRVE and the real DP steel microstructure. Finally, a
macroscopically inhomogeneous FE2 simulation of a perforated plate using an SSRVE on
the microscale is carried out and compared with a purely macroscopic representation of
DP steel.
7.1 Comparison of Bauschinger Effect3.)
The yield behavior of steel shows specific characteristics, which cannot be revealed in
monotonic, homogeneous deformation processes. One example is the Bauschinger effect,
cf. Bauschinger [18], which is characterized by an earlier re-yielding during reversed
loading in, e.g., tension-compression tests. This effect is related to kinematic hardening
in the material and can be connected to an interaction of the constituents in the micro-
heterogeneous material: due to the heterogeneous structure, stresses introduced during
a first loading cannot be fully reversed during unloading. This is the case due to, e.g.,
the phase contrast, when some regions have been plastically deformed and restrict the
unloading of regions which are still in the elastic regime. In a macroscopically unloaded
state, the material still contains some stressed regions. This prestressed state results in
the shift of macroscopic yield strength during reversed loading. Fig. 7.1 illustrates the
Bauschinger effect schematically using a stress-strain curve of a tension-compression test.
heterogeneous microstructure
expected homogeneous material
εx
σx
σII
σI
expected isotropic hardening
0.2%
Figure 7.1: Schematic illustration of Bauschinger effect visible in the reversed loading in a
tension-compression test in x-direction.
An approach describing the Bauschinger effect in ferritic steel is presented in
Kraska et al. [76] where the above described effect is solely introduced by the mi-
crostructural interaction of the granular material. No explicit kinematic hardening is
3.)The results in this section were first published in Scheunemann et al. [129].
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implemented in the applied material model. The Bauschinger effect influences other phe-
nomena, such as spring-back, where large geometrical changes in a construction part are
observed after the release of forces in the forming tool. This effect is especially pronounced
in sheet metal forming, such as stamping or deep drawing, where DP steel is applied fre-
quently.
In the following, the ability of SSRVEs to resemble the Bauschinger effect in DP steel is
shown. Similar to the observations in Kraska et al. [76], the effect solely due to the
interaction of the phases is considered. The individual phases are described using the
material model with an exponential isotropic hardening law with superimposed linear
hardening, cf. Section 6.2.4, whereby no kinematic hardening is introduced by this ma-
terial model. A virtual tension-compression test in x-direction is carried out for the real
microstructure and the SSRVE, here the SSRVEbestLP constructed in Section 6.3.2 is used.
A comparison with an RVE, denoted by RVEsphere, with a spherical inclusion of matching
phase fraction compared to the real microstructure, is made to range the performance
of the SSRVE. Note that a coarser discretization of the real microstructure is used here,
containing 182180 10-noded tetrahedral finite elements. For the SSRVE a discretization
with 12,811 elements was utilized. The load path is illustrated in Fig. 7.2 with a tensile
and compressive deformation F 11 = 0.05 and F 11 = −0.05.
1○
2○
F
1
1
0.05
-0.05
pseudo-time
1 2 3 4 5 6 7 80
Figure 7.2: Deformation path for cyclic tension-compression test.
The stress-strain curves are shown in Fig. 7.3 for all three structures. Note that only one
cycle of tension and compression is computed for the real microstructure. Even though
a coarser discretization is used, the computation is limited by technical resources, such
as available computation times. This emphasizes the benefit in the use of SSRVEs, which
increase computational efficiency drastically. Two full cycles including unloading are com-
puted for the SSRVE and the RVEsphere. For the first cycles, a good approximation by
the SSRVE can be seen, whereas RVEsphere does not reach the maximal stress during first
loading of the real microstructure.
For a quantification of the Bauschinger effect, different definitions of a so-called
Bauschinger factor exist. Here, the Bauschinger factor is defined by
fB =
σI −
∣∣σII∣∣
σI
, (7.1)
for a tension-compression test. Therein, σI defines the macroscopic stress in loading direc-
tion at full tensile load and σII defines the stress level in loading direction at re-yielding.
The latter value is obtained considering a 0.2% offset in macroscopic strain after macro-
scopic unloading at σx = 0. Both values are indicated in Fig. 7.1. If no Bauschinger
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Figure 7.3: Stress-strain curve for virtual cyclic tension-compression test in x-direction for
(a) real microstructure, (b) SSRVEbestLP and (c) RVEsphere.
effect is observed, one obtains σII = −σI, thus the yield strength is the same during
reversed loading. The virtual mechanical tests are computed using the same steps as in
Section 6.2.4, where a macroscopic deformation state is applied on the RVE which resem-
bles the desired loading case. The Bauschinger factor computed during the first cycle of
reloading for the real microstructure, SSRVE and RVEsphere are given in Tab. 7.1. A more
pronounced Bauschinger effect can be observed in the real microstructure, the SSRVE
reaches a level of 66% of the Bauschinger effect measured in the real microstructure. The
SSRVE shows superior performance compared with the Bauschinger factor calculated for
RVEsphere, which shows a Bauschinger factor smaller than 50% of the one found in the
real microstructure.
Table 7.1: Analysis of Bauschinger factor fB.
σI in MPa σII in MPa fB
real microstructure 464.32 -229.64 0.5054
SSRVE 441.88 -294.25 0.334
RVEsphere 415.25 -318.34 0.233
More insight into the yield behavior is obtained with a comparison of the equivalent plastic
strains εpl,v on the microscale in Fig. 7.4. The equivalent plastic strains are defined by
εpl,v =
√
2/3 εpD : ε
p
D , (7.2)
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where εpD represents the deviatoric part of the plastic strain tensor. The distribution of
εpl,v in the real microstructure and the SSRVE is shown at two different states of loading,
F 11 = 0.05 (indicated by point 1○) and F 11 = −0.05 (indicated by point 2○) during the
first cycle, respectively. These points correspond to full tensile loading and full compressive
loading, the respective states are marked in the load path in Fig. 7.2. A similar distribution
at both states in the microstructure and the SSRVE can be seen. The volumetric average
of equivalent plastic strain is shown in Tab. 7.2 for the two indicated points on the load
curve. It can be seen that the SSRVE only shows a small deviation with respect to the
volumetric average at these points. One can conclude that the SSRVE can approximate
the equivalent plastic strains in the real microstructure well.
Table 7.2: Comparison of 〈εpl,v〉 for real microstructure and SSRVE
best
LP .
〈εpl,v〉
F 11 real microstructure SSRVE
best
LP
0.05 0.0480 0.0487
-0.05 0.146 0.148
εpl,v
(a) (b)
(c) (d)
Figure 7.4: Distribution of equivalent plastic strain in the microstructure in deformation
state F11 = 0.05 at 1○ for (a) SSRVE and (b) real microstructure and in deformation state
F 11 = −0.05 at 2○
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7.2 Comparison of Macroscopic Yield Surfaces4.)
The SSRVEs and the real microstructure are compared regarding their macroscopic yield
behavior described by yield surfaces in the following. Therefore, yield surfaces in the
σ1-σ3 plane are computed using virtual uniaxial tension- and compression tests in x- and
z-direction as well as virtual biaxial tension and compression tests with σx = σz and
σx = −σz. A total number of 8 virtual tests is computed. The tests are carried out
as described previously, prescribing a macroscopic deformation state which represents the
desired virtual test on the respective RVE (or real microstructure). Then, suitable volume
averages of the microscopic quantities are computed to obtain the macroscopic response.
As in the previous section, RVEsphere is considered to range the results of the SSRVE
in the comparison with the real microstructure. Again, periodic boundary conditions are
used for the SSRVE and RVEsphere and linear displacement boundary conditions for the
real microstructure due to its lack of periodicity. The same discretizations for the real
microstructure and the SSRVE are used as in the previous section.
The 2D yield surface is described by an isoline of states of equivalent plastic strain in the
2D stress space, therein characterizing stress states of equal plasticization. In the litera-
ture, there exist different analytical yield functions, which aim at describing the direction
dependent yield behavior of materials. An overview can be found in, e.g., Habraken [49].
The volumetric average of equivalent plastic strains is defined by
〈εpl,v〉 =
1
V
∫
V
εpl,v dV , (7.3)
which is used as a comparative measure for the computation of macroscopic yield surfaces
here. Note that the volume average of equivalent plastic strains is not equal to the effective
macroscopic equivalent plastic strains. Fig. 7.5a shows the yield surfaces obtained at a
value of 〈εpl,v〉 = 0.01 and Fig. 7.5b compares the yield surfaces with 〈εpl,v〉 = 0.05.
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Figure 7.5: Comparison of yield surfaces computed for the real microstructure, RVEsphere
and SSRVEbestLP for (a) 〈εpl,v〉 = 0.01 and (b) 〈εpl,v〉 = 0.05.
4.)The results were first published in Scheunemann et al. [129].
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Linear interpolation is used to obtain the stress state at equal values of equivalent plastic
strains. An ellipse is fitted to the data of the obtained stress states from the biaxial virtual
tests using a least-square fit. A comparison of the yield surfaces for the different states of
plastic strain shows that the SSRVE is able to approximate the yield surfaces of the real
microstructure, while the yield surface of RVEsphere differs significantly. This is especially
the case in biaxial tension (σ1 = σ3) and the respective compression loading. It emphasizes
the importance of the influence of the microstructure in the description of the macroscopic
yield behavior of the underlying real microstructure.
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7.3 Perforated Plate under Tensile Load
In the following, the mechanical response of a perforated plate under tensile load is ana-
lyzed using the presented modeling approach for a DP steel based on SSRVEs. A purely
macroscopic FE calculation considering the DP steel as a homogeneous material is com-
pared with an FE2-simulation considering the DP steel microstructure using SSRVEbestLP
as an RVE on the microscale. It has been shown in the previous sections that the SS-
RVE is able to describe the mechanical behavior of the DP steel microstructure well.
With its application instead of the real microstructure, the efficiency of the simulation
can be increase drastically. In Balzani et al. [10], it is shown that the application of
an SSRVE reduces the computation time drastically, where a factor of 200 is reported
for the simulation of 2D real microstructure and SSRVE. Furthermore, data storage can
be reduced by 95%, cf. Brands [22]. Due to symmetry, only a quarter of the plate is
considered in the simulation. Fig. 7.6 shows the dimensions of a quarter of the perforated
plate as well as the supporting conditions. On the planar face at x = 5, indicated in
green, a displacement ux = 0.5 is applied in x-direction, which corresponds to 10% strain
in the plate. The supporting conditions for the quarter of the plate are chosen such that
the displacement in y-direction is prohibited for all points with y = 0, and displacement
in x-direction is prohibited for all points with x = 0 (both indicated as blue planes).
Additionally, displacement in z-direction is prohibited at the coordinates (5, 0, 0.5).
X
Y
ZP
1.5
50.5
1.5
Figure 7.6: Sketch of perforated plate and supporting conditions. Point P is used for mesh
convergency study.
7.3.1 Convergence Study
First, an analysis is carried out regarding the convergence of von Mises stress σvM in the
region of stress concentration comparing different mesh densities. Therefore, a nonlinear
elastic material model is applied, based on the free energy function in Eq. (4.18). The
point P with the coordinates (0, 3, 0.25) (marked in Fig. 7.6) is located in the center of
the region of stress concentration, thus it is considered in the analysis of convergency. The
result of the convergency study is shown in Fig. 7.7a, where four different meshes with
279, 1169, 6308 and 13800 10-noded tetrahedral elements are compared. Convergency is
observed for a mesh using 6308 elements, which is then used in the subsequent simulations.
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Figure 7.7: (a) Convergency of von Mises stress at point P, see Fig. 7.6. (b) Finite element
mesh of perforated plate with 6308 elements.
7.3.2 Purely Macroscopic FE-Simulation
For the purely macroscopic FE calculation of the perforated plate, DP steel is consid-
ered as a homogeneous material. The material model for finite J2 plasticity presented in
Section 4.2 is applied, using the plastic strain energy function given in Eq. (6.69). The
material parameters given in Balzani et al. [10] are used, which are summarized in
Tab. 7.3. These were obtained from fitting the results of three virtual experiments using
a purely macroscopic material model to FE2-simulations based on a real microstructure
as an RVE. The fitting was carried out using virtual tension and shear tests.
Table 7.3: Material parameters for DP steel in purely macroscopic FE calculation,
cf. Balzani et al. [10].
Lame constant λ 115,384.6 MPa
shear modulus µ 76,923.1 MPa
initial yield strength y0 230.0 MPa
saturation yield strength y∞ 436.0 MPa
exponential hardening parameter η 16.7
slope of linear hardening h 7.0 MPa
7.3.3 FE2-Simulation
For the FE2-simulation of the perforated plate, the macroscopic mesh from the purely
macroscopic computation is used. In order to lower the computational effort, a consid-
eration of the microscale via the attachment of an RVE is only made in the region of
relevant plastic activity. Therefore, the elements in the according region are detected
from the purely macroscopic computation by checking whether εpl,v exceeds a certain
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threshold. The region which will be treated using a multiscale simulation is described
by 604 elements. The two regions are shown in Fig. 7.8. Red indicates the macroscopic
elements in which plastic strains exceeds the threshold, thus, in which an RVE is
attached to represent the microscale. The remaining region (blue) is treated using a
finite J2 plasticity model with the material parameters given in Tab. 7.3 in a single scale
computation. The simulation is performed on the supercomputer magnitUDE, using
3021 cores, where one core is used per gausspoint, i.e., the microscopic boundary value
problem, in the relevant region on the macroscale (604 finite elements with 5 gauss points
each) and one core is used for the macroscopic problem. The simulations are carried
out using FEAP, cf. Taylor [161] with an embedded self-written FE2 environment,
where the solution of the microscopic boundary value problem is achieved using the
multiprocessing parallel direct sparse solver Pardiso, cf. Schenk et al. [126], which is
provided by the Intel Math Kernel library in Version 2017.1.132. The results shown here
correspond to the state of 7% of the applied load, thus ux = 0.0035. For a comparison,
the respective loading state is also considered for the purely macroscopic simulation. The
state at the microscale is captured throughout the computation at specific points in the
macroscopic boundary value problem. The locations are shown in Fig. 7.9.
(a) (b)
Figure 7.8: (a) Macroscopic FE mesh with two separate regions: red elements indicate
region where an RVE is attached in the FE2-scheme, blue marks elements which are treated
by a single scale macroscopic simulation. (b) Finite element mesh of SSRVEbestLP which is
used as an RVE in the microscale simulation.
7.3.4 Comparison of Purely Macroscopic and FE2-Simulation
The results of the purely macroscopic simulation are compared with the results of the
FE2-simulation of the perforated plate. Fig. 7.10 shows the distribution of macroscopic
von Mises stress σvM for both simulations.
While the overall distribution of σvM is comparable, deviations can be seen at the corner
of the perforation, where the region of high stress is found. The purely macroscopic simu-
lation shows a smaller region related to high stresses in the range of σvM ≥ 350 MPa than
the multiscale simulation. The maximal values arise to σvM = 362.52 MPa in the purely
macroscopic simulation and σvM = 403.59MPa in the multiscale simulation, thus a wider
range of stress values is found in the multiscale simulation.
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Figure 7.9: Location of the respective points in a projection to the xy-plane which are
chosen for microscale output.
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Figure 7.10: Distribution of σvM on the macroscale of (a) the purely macroscopic simulation
and (b) the FE2-simulation of the perforated plate.
Fig. 7.11 shows the distribution of von Mises stress on the microscale at selected points
which were found to differ significantly from zero. These are the six points located near the
boundary of the hole, namely point 1, 5, 2, 6, 9 and 10. Additionally, point 8 is evaluated,
where no plastic deformation takes place and the von Mises stress does not vary largely.
The stress distribution of the region in the macroscopic boundary value problem which is
computed using an FE2-scheme is shown in the center of the figure. The region treated
as purely macroscopic material is shown in faded color, since it is not of interest here.
The stress distribution is shown on the surface of the SSRVE as well as on slices placed
in regions of high stresses for better visibility.
Depending on the location of the point position on the macroscale, the magnitude
of stress differs. Point 1 shows the highest values of σvM, where a maximal value
σvM = 1764.52 MPa is found. The distribution clearly shows a concentration of stress in
the martensitic inclusions. In the ferritic matrix material, lower values are found, where
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σvM is in the range of 350 MPa for points 1, 2 and 10 and in the range of 300 MPa for
points 5, 6 and 9. For point 8, σvM is found to be in a range of 205 MPa to 324 MPa
overall (matrix material and inclusions), where a nearly homogeneous stress distribution
is found without any regions of significantly high stress. Note that the morphology of the
SSRVE, i.e. inclusions, is not visible here due to the choice of plotted stress range.
σvM , σvM
in MPa
section of macroscale
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Figure 7.11: Distribution of σvM on the microscale at different points in the macroscopic
problem. The illustration of the macroscopic problem shows the distribution of σvM.
Comparing the microscopic stress levels with the macroscopic stress levels, one sees
that the maximal microscopic stress is significantly larger than the stress level on the
macroscale. This information is especially important in view of further analysis of effects
related to high stress magnitudes, such as initiation of damage and failure. Note that in
Fig. 7.11, the comparison of stress values is illustrated between the macroscale and the
microscale of the FE2-simulation. However, the purely macroscopic computation leads
to even lower maximal stresses in the analyzed region at the perforation as the FE2-
simulation. This leads to the conclusion that the purely macroscopic simulation cannot
capture the details in stress deviation on the microscale of the DP steel microstructure
and is thus not able to detect the critical regions of high stress. A comparison with an
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FE2-simulation using a real DP steel microstructure in a macroscopically inhomogeneous
boundary value problem is expected to show the drastic reduction of computation time
when an SSRVE is applied instead. However, this computation could not be carried out
due to the cumbersome handling of the enormous amount of data during the computation
and limited computational ressources.
Acknowledgment:
The author gratefully acknowledges the computing time granted by the Center for Com-
putational Sciences and Simulation (CCSS) of the Universita¨t Duisburg-Essen and pro-
vided on the supercomputer magnitUDE (DFG grants INST 20876/209-1 FUGG, INST
20876/243-1 FUGG) at the Zentrum fu¨r Informations- und Mediendienste (ZIM).
114 Macroscopic Yield Surface Based on Polycrystal Simulations
8 Macroscopic Yield Surface Based on Polycrystal Simulations
The following section presents results for the computation of macroscopic yield surfaces
for textured materials using periodic polycrystalline RVEs. The material under consider-
ation here is a Al-Cu alloy, which consists of a polycrystalline structure with each grain
represented by a face centered cubic (fcc) unitcell.
In Section 1, an overview is given on different yield functions which aim at providing
a description of the macroscopic yield behavior in a functional form such that the
coefficients of the yield function can be obtained from different experiments or analyses
of the material. An overview is given in Habraken [49]. However, these experiments
are often cumbersome and costly. Darrieulat and Piot [33] presented an analytical
description of yield surfaces accounting for shape properties in crystalline material,
Kowalczyk and Gambin [75] compare the evolution of a texture-dependent yield
surface to classical phenomenological formulations for different loading cases and propose
a phenomenological yield function whose parameters evolve with respect to the evolution
of a textured material. Bertram et al. [19], see also Bo¨hlke et al. [21], used an
RVE to simulate yield surfaces for polycrystalline aggregates for a large strain crystal
plasticity formulation.
In the following, 2D macroscopic yield surfaces of textured materials are derived based
on the homogenized response of polycrystalline RVEs. Virtual biaxial tests representing
different plane stress loading scenarios are computed, wherein the macroscopic deforma-
tion state representing the loading scenario is imposed on the RVE and the macroscopic
response is obtained from a homogenization of the microscopic quantities by suitable
volumetric averages. Fig. 8.1 illustrates the macroscopic loading state, where σz = 0.
Different loading ratios σx/σy are used, namely tensile and compression tests in x- and
y-direction, as well as the ratios 0.1, 1 and 2 in each quadrant I, II, III, IV . The RVE is
simulated using periodic boundary conditions on its surface, according to Section 5.2.3.
The plastic behavior of the single crystals are described by the crystal plasticity mate-
rial model presented in Section 4.4, where a constant hardening modulus, i.e., q = 1 in
Eq. (4.27), and the hardening function proposed in Peirce et al. [107], cf. Eq. (4.28),
is used. The material parameters, describing an Al-Cu alloy, are listed in Fig. 8.1, for
details see Steinmann and Stein [147].
The open source software package Neper, cf. Quey et al. [112], is used for the polycrys-
tal generation and meshing. Based on a desired number of grains, a Voronoi tessellation
Table 8.1: Material parameters for Al-Cu alloy, cf. Steinmann and Stein [147]
Lame constant λ 35,104.88 N/mm2
shear modulus µ 23,427.25 N/mm2
initial slip resistance τ0 60.84 N/mm
2
saturation stress τ∞ 109.51 N/mm
2
initial hardening modulus h0 541.48 N/mm
2
material rate sensitivity parameter p 200
reference slip rate γ˙0 1 · 10
−3
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is created which is conformal with periodicity conditions on the polycrystal. Aspects on
the periodic unitcells have been discussed in Section 5.2.3. The Voronoi tesselation is
then meshed using the provided meshing tool implemented in Neper. Information on the
periodically associated faces of the mesh is provided as well. In order to use 10-noded
tetrahedral finite elements for the computation, the mesh, as well as the periodic surface
information, needs to be modified. Each grain in the polycrystal is modeled as a single
crystal of fcc unitcell type with a specific orientation. The material model described in
Section 4.4 is used.
8.1 Definition of Isotropic Orientation Distribution
In order to compute the response of a polycrystal, the orientation distribution of the grains
in the polycrystal plays an important role. Each grain has be to assigned to a specific
orientation, as indicated in Fig. 8.2a. A polycrystal may be isotropically oriented, thus
having no distinct overall orientation. A reorientation of the grains can be observed dur-
ing deformation, while different loading paths lead to specific patterns in the crystalline
orientation, see, e.g., Kowalczyk and Gambin [75] and Bertram et al. [19] for ex-
amples. The small strain rate dependent crystal plasticity model cannot account for such
changes in the orientation of grains. Nevertheless it is necessary to define an orientation
distribution for grains in the polycrystal.
In order to obtain an isotropic orientation distribution, the concept of geodesic domes is
used, in which the orientation distribution is related to the triangulated surface of a sphere.
The architect R. Buckminster Fuller shaped the concept of geodesic domes, wherein he
divided a spherical dome into evenly spaced subsurfaces using equilateral congruent tri-
angles. This technology was used for various constructions, such as the “Fuller dome”,
which was built at the Expo 1967 in Montreal. These dome constructions offer favorable
attributes, such as stability and volume to material ratio. Geodesic domes can be obtained
using an icosahedron, which is a polytope with 20 equilateral triangles and wherein five
σx
σy
x
y
z
Figure 8.1: Plane stress biaxial loading setup at macroscale.
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Figure 8.2: Sketch of a polycrystal with indication of different orientation prescribed on
each grain.
edges meet at each of the 12 corners. The icosahedron approximates a sphere to some
extent already, by subdividing its triangular surfaces, a sphere can be approximated even
more closely. After this subdivision of surface triangles, the number of edges meeting in
one corner is not always equal to five. The triangle surfaces are divided into smaller trian-
gles, which remain equilateral and congruent. The steps of refinement of the surface are
described by frequencies, where a frequency of 2 divides an edge of a triangle into two
edges of identical length, thus dividing every triangle into 4 smaller triangles. A frequency
of 2 results in 80 triangular faces and 42 corners, a frequency of 3 denotes a polytope
with 92 corners. In order to obtain an orientation distribution from geodesic domes, a
vector is assumed to point from the center of the dome to the corners of each triangle
on the polytope’s surface. Fig. 8.3 shows geodesic domes and the resulting orientation
distribution for frequencies 2 and 3. Due to the regularity of the surface of the polytope,
isotropic orientation distribution functions are obtained. For the description of a body in
space, an orientation defined by a triad of three vectors is necessary, which can also be
expressed by Euler angles, which have been introduced in Section 6.2.1 in this thesis. The
distribution of vectors obtained from the geodesic dome is modified, defining two normal
vectors on the given vectors. Finally, a distribution of triads of vectors is obtained for a
description of the spatial orientation of grains.
(a) (b)
Figure 8.3: Geodesic dome and resulting orientation distribution for (a) frequency 2 and
(b) frequency 3, see Kurzho¨fer [80].
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With these isotropic orientation distributions for different numbers of orientations in
hand, one orientation is assigned to every grain in the polycrystal. Depending on the
number of grains in the polycrystal, different representations of the geodesic dome with
different numbers of triangular surfaces have to be used to obtain an isotropic orienta-
tion. The counter-example shows this need: for a polycrystal with only 10 grains, using
an orientation distribution with 92 orientations could result in an anisotropic orienta-
tion of the polycrystal. Another method to obtain isotropic orientation distributions is
the use of evolution algorithms which minimize suitable error functionals, as described in
Kurzho¨fer [80]. In the case of many orientations, these algorithms lead to large effort
for the optimizations. The orientation distribution used here contain 15, 42, 92 or 162
orientations, denoted by norient. Thereby, norient = 15 is obtained from an optimization,
while the others are constructed using geodesic domes with frequencies 2,3 and 4. The
number of grains in a polycrystal are denoted by ngrain. We choose an orientation distri-
bution such that ngrain ≤ norient and assign the orientations in a randomized manner. The
identifier for the orientation iorient for each grain is then obtained by
iorient = 1 + ⌊rand(igrain)⌋ (norient − 1) if rand(igrain) < 0.5 ,
iorient = 1 + ⌈rand(igrain)⌉ (norient − 1) if rand(igrain) ≥ 0.5 ,
(8.1)
where rand denotes a list of random numbers between 0 and 1 and igrain denotes the
individual grain number with igrain = 1 . . . ngrain. The square brackets ⌊•⌋ and ⌈•⌉ describe
the operation of rounding off and rounding up to the nearest integer, respectively. From
the list of all orientations, the identifier iorient assigns the according orientation to the
grain (with identifier igrain), where iorient ∈ [1, norient].
8.2 Polycrystalline Periodic RVEs
For a comparison of different periodic polycrystal RVEs, three candidates are constructed
using Neper, which contain 15, 45 and 100 grains, respectively. The finite element meshes
of the RVEs are shown in Fig. 8.4. The colors distinguish the individual grains. All three
finite element meshes are constructed using 10-noded tetrahedral finite elements, with
1122 elements for ngrain = 15, 2952 elements for ngrain = 45 and 6948 elements for ngrain =
100. For each RVE, different loading ratios are evaluated to describe the yield surface. The
rate-dependent single crystal plasticity formulation demands for small load steps, which
is even amplified by the stress-driven simulation. An automatic time step control is used,
leading to a varying step size in the range of 5 ·10−2 to 5 ·10−7. All simulations are carried
out using FEAP, cf. Taylor [161]. Assigning the orientations based on the procedure
described previously, the isotropy of the polycrystalline unitcells can be visualized in a
pole figure. Pole figures are commonly used in order to describe the orientation distribution
in polycrystalline structures by stereographic projections onto a plane. For an overview,
it is referred to Mittermeijer [98]. Fig. 8.5 illustrates the construction of a pole figure
with the example of a single grain with fcc unitcell with Euler angles (0, 0, 0). From the
orientation of the family of {1 1 1} lattice planes, four projection points on the xy-plane
arise, as shown in Fig. 8.5. The intersection of the normal vectors of the {1 1 1} family of
planes and sphere surface (red dots) are projected onto the xy-plane, where the projection
point is the “south pole” of the sphere and the intersections on the “northern hemisphere”
are considered in the projection. The pole figures of the polycrystalline RVEs are shown
in Fig. 8.6. They show a uniform distribution of orientations and thus the initial isotropic
orientation of the polycrystal can be assumed.
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In the following, yield surfaces obtained from the polycrystalline RVEs are presented.
Therein, similarly to Section 7.2, a yield surface describes elastic stress states, which are
located inside the surface, while stress states on the yield surface correspond to material
state of equal states of plasticity. This is determined by comparing the volume average of
(a) (b) (c)
Figure 8.4: Finite element meshes of periodic polycrystalline unitcells with (a) ngrain = 15,
(b) ngrain = 45 and (c) ngrain = 100.
S
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Figure 8.5: (a) Construction of pole figure based on stereographic projection of intersection
points of {1 1 1} family vectors with sphere onto xy-plane. (b) Resulting pole figures for
orientation (0,0,0) in Euler angles.
x
y
{1 1 1}
(a)
x
y
{1 1 1}
(b)
x
y
{1 1 1}
(c)
Figure 8.6: Pole figures of {1 1 1} family of lattice planes projected into xy-plane for (a)
ngrain = 15, (b) ngrain = 45 and (c) ngrain = 100.
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equivalent plastic strains of the polycrystal. During hardening of the material, the yield
surface can evolve and, as shown in Bo¨hlke et al. [21], change its shape. It is observed
that the initial yield surface of a polycrystal tends to be of Tresca type (hexagonal shape),
while the yield surface then evolves to a von Mises type surface (ellipsoidal shape). A
sketch of 2D von Mises and Tresca type yield surfaces is shown in Fig. 8.7 in the xy-
plane.
Tresca
von Mises
σ1
σ2
Figure 8.7: Illustration of yield surfaces in 2D of von Mises type and Tresca type.
8.2.1 Initial Macroscopic Yield Surfaces
In the following, the initial yield surface for the three presented polycrystalline structures
with 15, 45 and 100 grains are presented. Since the rate-dependent crystal plasticity
formulation does not show an explicit point where yielding begins, the initial yield surface
is considered here at 〈εpl,v〉 = 3.3 · 10
−8. Fig. 8.8 shows the surface of initial yielding for
ngrain = 15. A total number of 14 biaxial tests are evaluated, the evaluation points are
shown as squares on the yield surface. The Tresca type yield surface can be seen with its
specific angular shape. For six points on the yield surface, the distribution of equivalent
plastic strains on the microscale is shown, related to different loading paths.
The plastic activity in the different grains is compared Fig. 8.8 for different loading ratios.
The different levels of plasticity in the grains can be clearly seen: some grains are deformed
plastically, while others are still in the elastic regime due to the differences in resolved shear
stress on the slip systems in each grain. These result from the differences in orientation of
the grains, see, e.g., point 4○. Also, different loading paths lead to plastic slip in different
grains. For tensile loading in x- and y-direction ( 6○), the same state of plastic slip is
found in the respective compression loading path ( 2○). Furthermore, it can be seen that
in some load cases the plastic activity is concentrated in one grain or activity of multiple
grains. Due to the macroscopic loading state, the stress distribution is uniform in the
polycrystals at inital yielding. The fact that the distribution of equivalent plastic strains
stretches across the borders of the grains in the illustration of the polycrystal, owes from
the interpolation procedure used for graphical representation. Here, the value is averaged
at each node by considering the values of all elements which are associated to this node.
It is not taken into consideration whether all adjacent elements belong to the same grain.
This effect is solely due to the postprocessing of the computation for visualization. A
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consideration of a distribution per element could be a solution to consider the non-smooth
property of the distribution in between the grains more precisely.
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Figure 8.8: Initial yield surface at 〈εpl,v〉 = 3.3 · 10
−8 and distribution of εpl,v in the
polycrystal for distinct loading paths for ngrain = 15.
For the initial yield surface of the polycrystal with 45 grains, 15 load paths are analyzed
with initial yield considered at 〈εpl,v〉 = 3.3 · 10
−8. The evaluated loading paths are indi-
cated by squares. Fig. 8.9 shows the initial yield surface and the distribution of equivalent
plastic strain at the microscale for different load paths, which are indicated by numbers.
The same six load paths are evaluated as for ngrain = 15. The yield surface is of Tresca
type with the same stress values for initial yielding as in the previous example. Again, it
can be seen that depending on the loading direction, different grains are deformed plasti-
cally. Here, it is also observed that only few grains are show a higher level of plastic slip,
while others are still in a range of plastic slip considered as below the initial yielding. Due
to the macroscopic loading state, the stress distribution is uniform in the poycrystals at
initial yielding.
As before, for the third polycrystal with 100 grains, yielding is considered to initiate at
〈εpl,v〉 = 3.3 · 10
−8. Fig. 8.10 shows the yield surface, which is of Tresca type, together with
the distribution of equivalent plastic strains at the microscale for different loading paths.
16 loading paths are evaluated to construct the yield surface here, indicated by squares.
A similar distribution of equivalent plastic strain in few grains can be seen, while most
of the grains are still in the elastic regions for the initiation of yielding. Depending on
the loading path, different grains show plastic slip. Again, due to the macroscopic loading
state, the stress distribution is uniform in the poycrystals at inital yielding.
From a comparison of the three macroscopic yield surfaces computed using an periodic
polycrystalline RVE with a varying number of grains, it can be seen that the number of
grains in the RVE does not have an influence on the initial yield surface.
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Figure 8.9: Initial yield surface at 〈εpl,v〉 = 3.3 · 10
−8 and distribution of εpl,v in the
polycrystal for distinct loading paths for ngrain = 45.
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Figure 8.10: Initial yield surface at 〈εpl,v〉 = 3.3 · 10
−8 and distribution of εpl,v in the
polycrystal for distinct loading paths for ngrain = 100.
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8.2.2 Evolution of Macroscopic Yield Surface
The evolution of the yield surface during the hardening process is analyzed exemplarily
for ngrain = 15. Fig. 8.11 shows the yield surface for 〈εpl,v〉 = 4.7 · 10
−4 as well as
the distribution of equivalent plastic strain on the microscale. At this state, nearly all
grains in the polycrystal show plastic activity, which varies from grain to grain and also
distributes differently in the different loading paths. The yield surface shows an elliptic
shape, which is comparable to a von Mises type yield surface. The difference between the
yield surfaces at two different states of plasticization is obvious from comparing Fig. 8.8
and Fig. 8.11 showing an expansion as well as change in shape.
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Figure 8.11: Yield surface at 〈εpl,v〉 = 4.7 · 10
−4 and distribution of εpl,v in the polycrystal
for distinct loading paths for ngrain = 15.
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8.2.3 Polycrystal Simulation of Tension Test
For an insight into the evolution of stress and equivalent plastic strain, the polycrystal
ngrain = 15 is analyzed during a virtual tension test in x-direction. Fig. 8.12 shows the
resulting stress-strain curve of the simulated tension test. The von Mises stress distribution
and equivalent plastic strains are investigated at six different points on this curve, which
are defined in Tab. 8.2. Fig. 8.13 shows the von Mises stress in the polycrystal and Fig. 8.14
shows the distribution of equivalent plastic strains.
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Figure 8.12: Stress-strain curve for ngrain = 15 in tension test in x direction.
Table 8.2: Macroscopic stress and strain component σ11 and ε11, respectively and volume
average of equivalent plastic strain 〈εpl,v〉 for different states.
state 1 state 2 state 3 state 4 state 5 state 6
σ11 in MPa 131.06 139.00 144.29 147.44 150.60 152.95
ε11 0.0023 0.0029 0.0034 0.0038 0.0044 0.0049
〈εpl,v〉 0.00027 0.00079 0.00132 0.00175 0.00229 0.0027
It can be seen that the von Mises stress increases and is non-uniformly distributed in the
polycrystal. The increase of plastic strain in the polycrystal is clearly visible in Fig. 8.14.
In state 1, almost no plastic activity can be seen in the polycrystal. In the last state a
maximal value of equivalent plastic strains is found with 〈εpl,v〉 = 0.0047. It can be seen
here that the regions of high magnitudes of von Mises stress do not coincide with the
regions of high values of plastic slip. This results from the crystal plasticity formulation
considering the Schmid stress on a slip system as relevant for plastic slip. Its magnitude
depends not only on the stress state but also on the orientation of the slip systems and
the grain.
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state 1 state 2 state 3
state 4 state 5 state 6
σvM in MPa
Figure 8.13: Distribution of von Mises stress σvM at different deformation states for
ngrain = 15 in tension test in x-direction.
state 1 state 2 state 3
state 4 state 5 state 6
εpl,v
Figure 8.14: Distribution of equivalent plastic strains εpl,v at different deformation states
for ngrain = 15 in tension test in x-direction.
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9 Conclusion and Outlook
This doctoral thesis focuses on the modeling of microheterogeneous materials. An overview
on the essential definitions in the framework of continuum mechanics is provided for de-
formation measures, stress and strain tensors used this work. The balance laws vital for
the constitutive framework are revisited, as well as the fundamental principles in material
modeling. The finite element method is used for the numerical modeling. Therefore, the
variational formulations in the framework of finite deformations are presented, includ-
ing the weak form as well as its linearization. A focus in the field of modeling micro-
heterogeneous materials is laid upon an efficient description of the mechanical behavior of
dual-phase (DP) steel using the FE2-method. An overview on DP steel’s properties, which
are important in engineering applications, is given. For a description of the mechanical
behavior of the individual phases of DP steel, ferrite and martensite, a finite J2-plasticity
model is revisited. Aiming for a description of textured materials, a framework for small
strain rate-dependent single crystal plasticity is presented.
The modeling of microheterogeneous materials demands for the consideration of the mor-
phology of the microstructure, which has a strong influence on the mechanical behav-
ior. In the framework of multiscale modeling, a direct incorporation of the microstruc-
ture using suitable representative volume elements (RVEs) may be possible, but often
leads to unmanageable computational effort. Therefore, a method for the construction of
statistically similar RVEs is proposed in this work. The method aims for a construction
of RVEs which are simplified in terms of morphological properties and size compared with
a real microstructure. These SSRVEs then provide a statistical equivalent morphological
description with respect to the real microstructure as well as a comparable mechanical
behavior. The construction of SSRVEs is carried out using an optimization approach,
which minimizes least-square functionals comparing selected statistical measures for a
real microstructure and the SSRVE.
The statistical measures play a crucial role in the construction of SSRVEs. Among the
various possibilities, measures of higher order are analyzed in this thesis. While the lineal-
path function and spectral density have been found to be suitable measures for the quan-
tification of morphology two-phase microstructures in the two-dimensional case, the use
of statistical measures based on Minkowski functionals is proposed here. They are re-
lated to engineering measures, such as the first and second moment of inertia, and offer a
powerful tool to characterize a surface’s structure. The proposed method for constructing
SSRVEs is applied to a DP steel microstructure in this work, whereby combinations of
three different sets of statistical measures and four parameterization types are compared.
A combination of spectral density and lineal-path function lead to slightly better results
compared with SSRVEs based on spectral density and measures based on Minkowski func-
tionals. SSRVEs constructed based on Minkowski functionals however lead to a drastic
increase in time efficiency of the optimization algorithm compared with the ones based on
the lineal-path function. The effort necessary for the construction of an SSRVE also differs
depending on the parameterization: many ellipsoids may lead to a good description of the
microstructure morphology, however they increase the number of optimization parame-
ters and thereby the computational costs. Furthermore, they increase the morphological
complexity of the resulting SSRVE, which is not always desirable, since it leads to large
numbers of elements needed for an appropriate discretization for an application in the
finite element method.
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The present approach is show to construct satisfying SSRVEs. Nevertheless, it com-
prises potential for further investigation. In the field of statistical measures, possible
further choices are three-point probability functions, which can be efficiently computed
combining approximation approaches in the literature based on two-point probability
density function. These can themselves be calculated rapidly based on a spectral
density using the Wiener-Khinchtin theorem and the application of FFT algorithms.
Other statistical measures found in the literature might be beneficial for prospective
development. Although the method is used for the construction of SSRVE based on a DP
steel microstructure here, it can be applied to other materials and microstructure types,
such as polycrystals and can be extended for materials containing more than two phases.
The ability of SSRVEs to describe more complex mechanical behavior is investigated here
as well. Therefore, the Bauschinger effect inherent in the real microstructure is compared
to the one determined in the SSRVE. The SSRVE is found to describe the kinematic
hardening leading to the Bauschinger effect, however a deviation between the computed
Bauschinger factors is found. A better description of the effect could be obtained through
the incorporation of statistical measures in the SSRVE construction process which de-
scribe the specific property leading to the Bauschinger effect in a microstructure. To the
authors knowledges, the connection of amount of Bauschinger effect to a specific micro-
morphological property is however not known.
2D macroscopic yield surfaces are constructed based on the real microstructure and
the SSRVE, where the yield surface based on an SSRVE only slightly underestimates
the yield surface of the real microstructure. In order to demonstrate the potential of
the SSRVE in macroscopically inhomogeneous FE2-simulations, a comparison with a
purely macroscopic simulation of a perforated plate under tension is made. The purely
macroscopic computation is based on a description of DP steel as a homogeneous
material using a finite J2-plasticity material model. The FE
2-computation considers
the microstructure using the constructed SSRVE in this work on the microscale,
wherein ferrite and martensite are modeled using a finite J2-plasticity material model.
Deviations in the stress magnitudes between the two macroscopic computations are
found, which could however also be related to the choice of material parameters. Their
determination is cumbersome due to large experimental effort needed and additionally
different phenomena influencing the mechanical behavior of the phase in a composite
and in bulk material. The differences in stress magnitude on the micro- and macroscale
are shown, demonstrating the potential of the FE2-method. Regions of high stress can
be identified on the microscale, which are known to be related to failure initialization.
Single-scale simulations cannot capture these stress deviations. SSRVEs provide a method
to increase the efficiency of FE2-computations, which would lead to much larger compu-
tational costs if a real microstructure were used as an RVE, or might even not be possible.
Lastly, macroscopic yield surfaces based on periodic polycrystalline RVEs are presented,
offering the possibility to incorporate information on the texture of materials in multiscale
modeling. This provides a vital step to a realistic description of the mechanical behavior
of DP steel, where both phases, ferrite and martensite, are governed by texture. The
yield surfaces are found show similar behavior as reported in the literature, where initial
yield surface is of Tresca type and then evolves to von Mises type through hardening. In
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view of the crystal plasticity material model, a realistic description of DP steel texture
further demands for an extension of the framework to finite deformations and body centerd
cubic unitcells. Their mechanical behavior is governed by more complex effects than the
behavior of face centered cubic unitcells, which are used in this thesis. Furthermore,
boundary effects between the grains in the polycrystal need to be considered.
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A Notation and Calculation rules
This appendix gives information about the mathematical notation used throughout this
work. Additionally, some basic calculation rules are revisited.
The calculation rules in this appendix are based on an orthogonal, cartesian base sys-
tem in three-dimensional euclidean space. The base vectors defined in this space are
ei with i = {1, 2, 3} and fulfill the relations |ei| = 1, thus they are unit vectors and their
pairwise orthogonality is ensured by ei · ej = δij . Therein, the kronecker symbol δij is
defined by
δij :=
{
1 if i = j,
0 if i 6= j.
(A.1)
Unless otherwise stated, the summation convention of Einstein applies. The following
notation describes scalar, vectorial and tensorial measures
Tensor of order 0 (scalar): α
Tensor of order 1 (vector): a = ai ei
Tensor of order 2: B = Bij ei ⊗ ej
Tensor of order 4: C = C ijkl ei ⊗ ej ⊗ ek ⊗ el
(A.2)
which will be used in this work.
Operations in tensorial and index notation:
Single contraction:
The single contraction is denoted by a single dot and multiplies the innermost base vectors
of the involved vectorial or tensorial measures, specifically
a · b = (aiei) · (b
jej) = a
ibjδij = a
ibi,
A ·B = (Aijei ⊗ ej) · (B
klek ⊗ el) = A
ijBklδjkei ⊗ el = A
ijBjlei ⊗ el,
(A.3)
where the result is scalar, when two vectors are multiplied and a tensor of second order,
when two tensors of second order are multiplied. Hence, the order of the result is the sum
of the orders of the factors minus two.
Double contraction:
The double contraction is indicated by a colon and is defined as
A : B = (Aijei ⊗ ej) : (B
klek ⊗ el) = A
ijBklδikδjl = A
ijBij ,
C :D = (C ijklei ⊗ ej ⊗ ek ⊗ el) : (D
mnem ⊗ en)
= C ijklDmnδkmδlnei ⊗ ej = C
ijklDklei ⊗ ej,
(A.4)
hence the last and the second to last base vectors of both factors are multiplied, re-
spectively. The order of the result is here the sum of the orders of both factors minus four.
Dyadic product:
A dyadic product is denoted by the symbol ’⊗’ and is defined for vectors and tensors of
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second order by
a⊗ b = aiei ⊗ b
jej = a
i bj ei ⊗ ej ,
A⊗B = (Aijei ⊗ ej)⊗ (B
klek ⊗ el) = (A
ij Bkl ei ⊗ ej ⊗ ek ⊗ el).
(A.5)
Identity Tensor
The identity tensor used in this work is defined by
I := δijei ⊗ ej. (A.6)
Permutation Symbol
The permutation symbol is defined by
ǫijk :=


0 for i = j, j = k, i = k ,
1 for (i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)} ,
− 1 for (i, j, k) ∈ {(1, 3, 2), (2, 1, 3), (3, 2, 1)} .
(A.7)
Gauss’ divergence theorem
The divergence theorem states that the outward flux of a vector field a through a close
surface ∂B is equal to the volume integral of the divergence over the volume B enclosed
by the surface, i.e. ∫
B
div[a] dV =
∫
∂B
a · n dA, (A.8)
where dA in an infinitesimal surface element and n the outward normal vector of the
surface. Considering a tensorial field T , one obtains∫
B
div[T ] dV =
∫
∂B
T T · n dA. (A.9)
Spectral decomposition of Second Order Tensors
The eigenvalues of a tensor A, denoted by λ, are calculated by
A · n = λn ⇔ (A − λI) · n = 0. (A.10)
For nontrivial vectors n 6= 0, the above equation can only be fullfilled if
det(A − λ I) = 0 → λ3 − IA λ
2 − IIA λ − IIIA = 0, (A.11)
where the first second and third invariant are defined by
IA := tr[A] , IIA :=
1
2
(
(A : A) − tr(A)2
)
, IIIA := det[A]. (A.12)
For symmetric tensors with A = AT, there exist three real eigenvalues with
λ1 ≥ λ2 ≥ λ3 with λ1, λ2, λ3 ∈ R. (A.13)
The spectral representation form of the tensor then reads
A =
3∑
i=1
λi ni ⊗ ni, (A.14)
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with the eigenvectors n1, n2 and n3.
Lie derivative
Considering a spatial tensorial field quantity T = T (x, t), the Lie derivative L(T ) is
defined by the following steps:
1.) Pull-back operation to reference configuration,
2.) Computation of material time derivative,
3.) Push-forward to current configuration.
For tensors given in orthonormal base systems, where the co- and contravariant base
vectors coincide with ea = ea and E
A = EA and thus Tab = T
ab, the Lie derivative is
obtained by
L(T ) = F T−1 ·
d
dt
[
F T · T · F
]
· F−1 → Fa
A d
dt
[
FA
a Tab F
b
B
]
FBb. (A.15)
Voigt notation
The arrangement of the 4th order elasticity tensor C in a 9 × 9 matrix notation with the
vector notation for the stresses given by σ¯ = [σ11 σ22 σ33 σ12 σ23 σ13 σ21 σ32 σ31] and the
strain vector ε¯ = [ε11 ε22 ε33 ε12 ε23 ε13 ε21 ε32 ε31] is given by
C
9×9 =


C1111 C1122 C1133 C1112 C1123 C1113 C1121 C1132 C1131
C2211 C2222 C2233 C2212 C2223 C2213 C2221 C2232 C2231
C3311 C3322 C3333 C3312 C3323 C3313 C3321 C3332 C3331
C1211 C1222 C1233 C1212 C1223 C1213 C1221 C1232 C1231
C2311 C2322 C2333 C2312 C2323 C2313 C2321 C2332 C2331
C1311 C1322 C1333 C1312 C1323 C1313 C1321 C1332 C1331
C2111 C2122 C2133 C2112 C2123 C2113 C2121 C2132 C2131
C3211 C3222 C3233 C3212 C3223 C3213 C3221 C3232 C3231
C3111 C3122 C3133 C3112 C3123 C3113 C3121 C3132 C3131


. (A.16)
Based on the Voift notation of the stresses σ = [σ11 σ22 σ33 σ12 σ23 σ13] due to symmetry
conditions and the strains ε = [ε11 ε22 ε33 2 ε12 2 ε23 2 ε13], the 9× 9 matix can be written
in a 6× 6 matrix format
C
6×6 =


C1111 C1122 C1133 C11(12) C11(23) C11(13)
C2211 C2222 C2233 C22(12) C22(23) C22(13)
C3311 C3322 C3333 C33(12) C33(23) C33(13)
C(12)11 C(12)22 C(12)33 C(12)(12) C(12)(23) C(12)(13)
C(23)11 C(23)22 C(23)33 C(23)(12) C(23)(23) C(23)(13)
C(13)11 C(13)22 C(13)33 C(13)(12) C(13)(23) C(13)(13)

 , (A.17)
where C(ij)kl =
1
2
(Cijkl+Cjikl), Cij(kl) =
1
2
(Cijkl + Cijlk) and C(ij)(kl) =
1
2
(C(ij)kl + Cij(kl)).
With the symmetries Cijkl = Cjikl = Cijlk = Cklij, we obtain the final representation by
C =


C1111 C1122 C1133 C1112 C1123 C1113
C2222 C2233 C2212 C2223 C2213
C3333 C3312 C3323 C3313
C1212 C1223 C1213
sym. C2323 C2313
C1313

 . (A.18)
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B Convergency Analysis of FE Meshes for SSRVEs
In order to ensure an appropriate element size in the finite element meshes used for the
SSRVEs, a convergency study is made. Due to the microheterogeneous structure with
two materials, merely choosing finite element meshes with different numbers of elements
would not ensure that every mesh approximates the geometry of the inner surfaces in the
same way, since high curvatures and sharp corners exist here. Furthermore, a refinement
of the mesh could not ensure that the mesh in equally refined in all regions. Therefore, the
following procedure is carried out for all SSRVEs presented in Sections. 6.3.1, 6.3.2 and
6.3.3. For a first guess of an appropriate finite element mesh is generated and a virtual
tension test in x-direction is computed. The finite element mesh is then refined by dividing
every tetrahedral finite element in the original mesh into eight smaller tetrahedrons by
subdividing every edge into two edges of equal length. The yield curves in a virtual tensile
test in x-direction are then compared with the results from the coarser mesh and the
deviation is computed using the method presented in Section 6.2.4. The stress strain
curves are shown in Fig. B.1 and the deviation is summarized in Tab. B.1. With none of
the refined meshes deviating more than 2.1% from the coarser mesh, the coarser mesh is
assumed to have an adequate mesh size for the analyses in this work.
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Figure B.1: Comparison of stress-strain curve for SSRVEs in tension test in x-direction.
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Table B.1: Overall error r˜∅ in % computed for the comparison of the stress strain curves
of original mesh and refined mesh.
ninc 1 2 3 4
EV,SD,LP 0.8 1.1 2.1 0.7
EMA,MO 1.4 1.3 1.1 1.1
EV,SD 1.8 0.6 0.5 0.4
C Slip Systems of Face-Centered Cubic Lattice
Table C.1: Overall error r˜∅ in % computed for the comparison of the stress strain curves
of original mesh and refined mesh.
α sα nα α sα nα α sα nα
1 [0 1 -1] (1 1 1) 5 [1 0 1] (-1 1 1) 9 [-1 -1 0] (-1 1 -1)
2 [-1 0 1] (1 1 1) 6 [-1 -1 0] (-1 1 1) 10 [0 1 1] (1 1 -1)
3 [1 -1 0] (1 1 1) 7 [0 1 1] (-1 1 -1) 11 [1 -1 0] (1 1 -1)
4 [0 1 -1] (-1 1 1) 8 [1 0 -1] (-1 1 -1) 12 [1 0 1] (1 1 -1)
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