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ĉemid-infrared wavelength region (Ǌ-Ǌǈ µm) is of great utility for a number
of applications, including chemical bond spectroscopy, trace gas sensing, and
medical diagnostics. Despite this wealth of applications, the on-chip mid-IR
photonics platform needed to access them is relatively undeveloped. Silicon is an
aĨractive material of choice for the mid-IR, as it exhibits low loss through much
of the mid-IR. Using silicon allows us to take advantage of well-developed
fabrication techniques and CMOS compatibility, making the realization of
on-chip integrated mid-IR devices more realistic. ĉemid-IR wavelengths also
aﬀord the opportunity to exploit Si’s high third-order optical nonlinearity for
nonlinear frequency generation applications.
In this work, we present a Si-based platform for mid-IR photonics, with a
special focus on micro-resonators for strong on-chip light conėnement in the ǌ-Ǎ
µm range. Additionally, we develop experimental optical characterization
techniques to overcome the inherent diﬃculties of working in this wavelength
regime. First, we demonstrate the design, fabrication, and characterization of
photonic crystal cavities in a silicon membrane platform, operational at ǌ.ǌ µm
(Chapter Ǌ). By transferring the technique known as resonant scaĨering to the
mid-IR, we measure quality (Q) factors of up to ǉǋ,ǎǈǈ in these photonic crystal
cavities. We also develop a technique known as scanning resonant scaĨering
microscopy to image our cavity modes and optimize alignment to our devices.
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Next, we demonstrate the electro-optic tuning of these mid-IR Si photonic
crystal cavities using gated graphene (Chapter ǋ). We demonstrate a tuning of
about ǌ nm, and demonstrate the principle of on-chip mid-IR modulation using
these devices. We then investigate the phenomenon of optical bistability seen in
our photonic crystal cavities (Chapter ǌ). We discover that our bistability is
thermal in origin and use post-processing techniques to mitigate bistability and
increase Q-factors.
We then demonstrate the design, fabrication, and characterization
grating-coupled ring resonators in a silicon-on-sapphire (SOS) platform at ǌ.ǌ
µm, achieving intrinsic Q-factors as high as ǊǏǐ,ǈǈǈ in these devices (Chapter Ǎ).
Finally, we provide a quantitative analysis of the potential of our SOS devices for
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ĉere are two ways of ĝreading light: to




The mid-infrared (IR) wavelength range (Ǌ-Ǌǈ µm) is oěen referred to as the
“ėngerprint region”, since most molecules have uniquely identiėable absorption
spectra within this wavelength range. Because of this, themid-IR region is of great
utility for a number of applications, including chemical bond spectroscopy, trace
ǉ
gas sensing, and medical diagnostics. Additionally, the mid-IR wavelength region
is also particularly suited for thermal imaging and free-space communications,
especially within the atmospheric windows of ǋ-Ǎ µm and ǐ-ǉǉ µm.
Despite this wealth of applications, the on-chip mid-IR photonics platform
needed to access them is relatively undeveloped. While the last ǉǈ-ǉǍ years have
seen the development of high-power, room temperature-operational mid-IR light
sources and sensitive mid-IR detectors, liĨle work has been done in developing
the passive photonics elements such as waveguides, resonators, spliĨers,
modulators, etc. for the mid-IR. Conventionally, mid-IR photonics has been
associated with the III-IV materials used for active optoelectronic devices (lasers
and detectors), as well as chalcogenide glasses used for passive photonic elements
[ǉ]. However, R. Soref et al: proposed in Ǌǈǈǎ that group IV materials (silicon
and germanium) are also promising mid-IR materials, as they exhibit low loss
through much of the mid-IR [Ǌ]. In particular, silicon is an aĨractive material of
choice for the mid-IR, as we can take advantage of extremely well-developed
fabrication techniques and CMOS compatibility, making the realization of
on-chip integrated mid-IR devices more realistic. In Figure ǉ.ǈ.ǉ, we show the
imaginary part of the refractive index of Si, κ, ploĨed as a function of wavelength
for mid-IR wavelengths (data taken from [ǋ]). Below ǎ.Ǎ µm, κ is smaller than
ƥƤ ƪ, which oﬀers the potential for extremely strong light conėnement in Si
devices from Ǌ to ǎ.Ǎ µm.
Finally, due to the lack of two- and three-photon absorption in the mid-IR, the
power density of optical signals propagating in Si waveguides or stored in Si
Ǌ
Figure 1.0.1: The extinction coefﬁcient, κ, as a function of wavelength for silicon. Data taken
from [3].
optical cavities can be signiėcantly higher than at the near-IR wavelengths used
for telecommunications [ǌ–ǐ]. Because of this, the mid-IR wavelengths aﬀord
the opportunity to exploit Si’s high third-order optical nonlinearity
(nƦ = Ƨ:ƪxƥƤ ƥƬmƦ=W [Ǒ]) for nonlinear frequency generation applications,
since these applications require high pump powers. On-chip four-wave mixing,
parametric oscillation, andmost excitingly, frequency comb generation should be
possible at mid-IR wavelengths in the proper Si platform. On-chip frequency
combs would be especially useful for mid-IR sensing and spectroscopic
applications, as broadband sources are oěen required for these applications.
ĉe work presented in this thesis is focused on the development of a Si mid-IR
ǋ
photonics platform, mainly in the form of mid-IR microresonators, as well as the
development of tools to eﬀectively characterize mid-IR photonic devices.
Applications in modulation, trace gas sensing, and nonlinear wavelength
generation are also discussed.
In Chapter Ǌ, we discuss the design, fabrication, and characterization of
mid-IR photonics crystal cavities in a Si membrane platform. Chapter ǋ discusses
the electro-optic tuning of these photonics crystal cavities using graphene, a
potential method for on-chip modulation at the mid-IR. In Chapter ǌ, we discuss
the phenomenon of optical bistability in our photonic crystal cavities, and the
role of surface treatments in decreasing absorption loss and mitigating bistability.
Chapter Ǎ describes the design, fabrication, and characterization of mid-IR ring
resonators in a silicon-on-sapphire (SOS) platform. ĉis is a particularly suitable
platform for integrated mid-IR photonics in the Ǌ-Ǎ µm range. In the ėnal
chapter, Chapter ǎ, we discuss the use of our SOS ring resonators for nonlinear
frequency generation in the mid-IR.
ǌ
2
Mid-Infrared Photonic Cryﬆal Cavities in
Silicon
In this chapter, we demonstrate the ėrst wavelength-scale optical resonators for
the mid-IR, in the form of Lǋ photonic crystal cavities [ǉǈ] fabricated in the
Ǎ
CMOS compatible silicon-on-insulator material platform [ǉǉ]. High quality
factor (Q) and lowmode volume optical resonators in the mid-IR are of interest
for many applications including trace gas sensing, optical interconnects, and so
on.
Ǌ.ǉ DĹňĽĻł Ńĺ PļŃŉŃłĽķ CŇŏňŉĵŀ CĵŋĽŉĽĹň
Optical resonators or cavities are indispensable to to the ėeld of photonics, as the
ability to strongly conėne light is essential for lasers, sensors, ėlters, and many
other applications. With advances in microfabrication techniques, ultrasmall
optical resonators are now easily achievable, allowing for strong light
conėnement at the nano-and micro-scale. ĉere are two important ėgures of
merit relevant to optical resonators:
• ĉe quality factor,Q. Q is a measure of the quality of the resonator, i.e.
how well light is conėned within the optical cavity. It is deėned as
Q = ωWP , where ω is the resonance frequency of the the optical resonator,
W is the energy stored within the resonator, and P is the power radiated by
the resonator. We can also think of theQ in terms of the photon lifetime
τph, which is the amount of time the photon spends inside the cavity
before being leaked out: Q = ωτph. ĉeQ is also a measure of the
bandwidth of a resonator in frequency space around a resonance
frequency: Q = ωΔω , where Δω is the line width of the cavity resonance.
High Qs are very oěen desirable for many applications due to their strong
light conėnement and narrow linewidth.
ǎ
• ĉemode volume,V. ĉemode volume of a resonator, V, is the volume





High Q-factors and small mode volumes V are oěen desirable for many
applications, especially those requiring strong light-maĨer interactions, such as
the enhancement of spontaneous emission and strong coupling. One particular
resonator design that is notable for a high Q/V ratio is the so-called photonic
crystal cavity, which relies on distributed Bragg reĚection for light conėnement
in at least one dimension. Photonic crystal cavities for the mid-IR will be the
focus of Chapters Ǌ and ǋ.
Photonic crystals are structures that involve distributed Bragg reĚection
(DBR) in at least one dimension [ǉǊ]. ĉe classic example of distributed Bragg
reĚection in one-dimension is the so-called Bragg stack, which consists of a
repeating stack of two diﬀerent materials with refractive indices nƥ and nƦ. If the
thickness t of the material layers is chosen such that t = λƨn , the stack will exhibit
very high reĚectivity in normal incidence. As the number of periods increases,
the reĚectivity of the Bragg stack will also increase. While we can describe such a
structure in real space, in practice it is preferred to describe periodic reĚectors
such as these in the Fourier domain, in terms of k-vectors. A ǉ-D Bragg stack with
periodicity a in the x-direction can be described by the relation kx = Ʀπ=a. A
simple resonator may be formed by placing a cavity (of thickness a) between two
DBRs.
Ǐ
Bragg reĚection and conėnement need not be restricted to one dimension,
however. For ease of fabrication and integration, there has been much interest in
planar devices with Bragg reĚection in two dimensions, known as Ǌ-D photonic
crystals. Many variations of ǊD photonic periodic laĨices exist; two of the most
common are the square laĨice of holes in a slab, and the triangular laĨice of holes
in a slab, shown in Figure Ǌ.ǉ.ǉ (arrays of rods can also support Bragg reĚection).
ĉe triangular laĨice is particularly useful since it can act as a Bragg reĚector for
all in-plane k-vectors (i.e., have a complete bandgap in-plane) for a broad range of
frequencies depending on the choice of hole size and periodicity. Out of plane
conėnement is provided by total internal reĚection within the slab.
To obtain the precise dispersion relationship between the k-vector and
frequency, we need to solve Maxwell’s equations for the structure. ĉemost
common numerical approach for doing so is known as ėnite diﬀerence
time-domain (FDTD). In the FDTDmethod, Maxwell’s equations are solved by
spatial and temporal discretization. By launching sources (current, dipole, or ėeld
sources) around the structure of interest and monitoring its evolution in time at
various points on a grid, and then taking the Fourier transform of the resultant
time-evolved electromagnetic ėelds, we can obtain information about the
frequency response of our structure in Fourier space. ĉe result of a FDTD
simulation of a triangular laĨice of holes in a slab is shown in Figure Ǌ.ǉ.ǉ [ǉǋ].
ĉe blue area represents the ”light cone”, which is the projection of the states
which can radiate into the air. ĉe solid red and dashed blue lines represented
guided modes, i.e. modes conėned to the slab. Solid red lines are TE-like and
ǐ
Figure 2.1.1: This is the band diagram for a dielectric slab of ﬁnite thickness with air holes.
The blue area represents the ”light cone”, which is the projection of the states which can ra-
diate into the air. The solid red and dashed blue lines represented guided modes, i.e. modes
conﬁned to the slab. Solid red lines are TE-like and solid blue lines are TM-like. For a slab with
air holes in a 2-D triangular lattice, only TE-like modes support a band gap (region without
guided modes). Taken from: http://ab-initio.mit.edu/photons/tutorial/photonic-intro.pdf [13],
permission granted by Prof. Steven Johnson.
solid blue lines are TM-like. For a slab with air holes in a Ǌ-D triangular laĨice,
only TE-like modes support a band gap (region without guided modes).
However, even TE-like modes will radiate out of the slab if the translational
symmetry is completely broken (as through a waveguide bend or a defect cavity).
ĉese vertical radiation losses can be minimized by design.
By introducing a small perturbation into a photonic crystal, we can create a
so-called ”defect mode” by locally changing the mode frequency and pulling it
into the band gap. In this way, we can create photonic crystal cavities that can
conėne light in small mode volumes, usually on the order of (λ=n)Ƨ. Many
Ǒ
diﬀerent designs for photonic crystal cavities exist. For our photonic crystal
cavities, we chose the well-known Lǋ cavity design [ǉǈ] due to the relative ease of
free-space in- and out-coupling in this cavity (Figure Ǌ.ǉ.Ǌ). ĉis cavity design
consists of a two-dimensional hexagonal photonic crystal laĨice of air holes in a
Si slab, with three central air holes removed to form a line defect. Bragg scaĨering
accounts for electromagnetic conėnement in the x and y directions, while index
contrast provides conėnement in the z direction. ĉe cavity mode is linearly
polarized. To further achieve conėnement of the light to the cavity region, the air
holes on either side of the cavity are shiěed outwards, decreasing the phase
mismatch between the cavity region and the Bragg mirror region formed by the
photonic crystal (Figure Ǌ.ǉ.Ǌ). ĉis allows for higher Q-factors to be achieved
[ǉǈ].
ĉe cavities were designed using three-dimensional ėnite-diﬀerence
time-domain method (Lumerical Solutions, Inc.) for a Si device layer thickness t
of Ǎǈǈ nm. ĉe periodicity of the photonic crystal laĨice is a = ǉ.ǋǌ µm, and the
air hole radius r = ǋǍǋ nm (r=a = ǈ.Ǌǎǋ). ĉe air hole shiě swas scanned from
zero shiě to a maximum shiě of ǈ.ǊǏǍa in order to optimize the Q factor of the
cavity. An air hole shiě of s = ǈ.Ǌa results in an optimal design at λ = ǌ.ǎǉǍ µm
with a Q factor of ǎǎ,ǈǈǈ when ǉǈ mirror hole pairs surround the cavity region.
ĉemode proėle is ploĨed in Figure Ǌ.ǉ.Ǌ, and the theoretical calculations for the
resonance wavelength and Q factor as a function of s are shown in Figure Ǌ.ǉ.ǋ.
As expected, as the hole shiě is increased, the cavity resonance is pushed to
ǉǈ
Figure 2.1.2: Mode proﬁle of Ey ﬁeld component of L3 photonic crystal cavity with a = 1.34
µm, r= 0.263a, t = 0.5 µm, and hole shift s = 0.15a, with resonance wavelength λ = 4.604 µm
and Q = 24,000.
ǉǉ
Figure 2.1.3: Results of FDTD calculations showing L3 photonic crystal cavity resonance
wavelengths and quality factors as a function of s, the hole shift.
longer wavelengths, due to the increase in high-dielectric material in the cavity
region. We could have designed our structures to have even higher quality
factors, but chose moderate Q-factors so that locating the modes experimentally
would not be especially challenging.
Ǌ.Ǌ FĵĶŇĽķĵŉĽŃł
ĉe photonic crystal cavities were fabricated on a silicon-on-insulator (SOI)
substrate (SOITEC Inc.), with a device layer thickness of Ǎǈǈ nm and SiOǊ
buried oxide (BOX) layer thickness of ǋ µm. ZEP (Zeon Corp), a positive
electron-beam resist, was used as a mask for electron-beam lithography. ĉe
paĨerns were then transferred into the silicon via inductively-coupled plasma
reactive ion etching (ICP-RIE), and then undercut using a Ǎ:ǉ buﬀered oxide
ǉǊ
etch for ǌǍ minutes. A scanning electron micrograph of a completed device is
shown in Figure Ǌ.Ǌ.ǉ. Details of the sample preparation, e-beam lithography, and
ICP-RIE processes are given below.
Ǌ.Ǌ.ǉ PĵŔĹŇłň ĺŃŇ Ĺ-ĶĹĵŁ ŀĽŉļŃĻŇĵńļŏ
PaĨerns were generated in Design CAD and AutoCAD. Due to the proximity
eﬀect, hole radii needed to be shrunk by about ǊǍƻ to obtain the correct
dimensions in fabrication.
Ǌ.Ǌ.Ǌ SĵŁńŀĹ ńŇĹńĵŇĵŉĽŃł ĺŃŇ Ĺ-ĶĹĵŁ ŀĽŉļŃĻŇĵńļŏ
Steps for sample preparation:
• ultrasonicate in acetone for Ǎ minutes
• ultrasonicate in isopropyl alcohol (IPA) for Ǎ minutes
• bake on ǉǐǈC hotplate for ǉǈ minutes
• clean in OǊ plasma stripper, Ǌ minutes (OǊ Ěow rate: Ǌǈ sccm, power: ǐǈ
W)
• spin ZEP-ǍǊǈA e-beam resist on sample at Ǌǈǈǈ rpm (usual resist
thickness aěer spin: ǍǍǈ nm)
• post-spin bake: ǉǐǈC hotplate for ǋ minutes
ǉǋ
Ǌ.Ǌ.ǋ E-ĶĹĵŁ ŀĽŉļŃĻŇĵńļŏ (ELS-Ǐǈǈǈ)
ĉe paĨerns were wriĨen in the Elionix ELS-Ǐǈǈǈ tool at the Center for
Nanoscale Systems (CNS) at Harvard University. A write ėeld size of ǋǈǈ µmwas
used, with ǎǈ,ǈǈǈ dots. ĉe current used was ǉǈǈ pA, with a dosage range from
ǋǏǍ µC/cmǊ to ǌǊǍ µC/cmǊ. Aěer writing, the samples were developed in
o-xylene for ǌǈ seconds, and then rinsed in IPA and blow-dried using NǊ.
Ǌ.Ǌ.ǌ RĹĵķŉĽŋĹ ĽŃł ĹŉķļĽłĻ
ĉe paĨerns were transferred to the mask using the STS ICP-RIE tool at CNS. A
ǎ” Si wafer was used as a carrier, and thermal paste was used to provide good
thermal conductivity between the sample and the carrier wafer. Two recipes were
used for the dry etching: the ėrst (Recipe ǉ), to etch the Si device layer, and the
second (Recipe Ǌ) to etch both Si and the BOX layer. Parameters for both recipes
are given below. To clean the etching chamber, an OǊ clean is run for Ǌǈ minutes,
followed by a ǉǈ minute precondition using Recipe ǉ. For the purpose of etch
rate determination, a Si wafer with lines paĨerned in Shipley photoresist was then
etched using Recipe ǉ for Ǌ minutes. ĉe photoresist on the etch test wafer was
then removed using ultrasonication in acetone and IPA.ĉe Dektak proėlometer
tool was then used to determine the etch depth of the lines paĨerned into the Si.
From this etch depth, an etch rate was determined. ĉis etch rate was then used
to calculate the etch time needed to etch ǍǍǈ nm of Si using recipe ǉ (because the
holes are smaller than the large lines in the etch test wafer, we need to over etch to
make sure we go through the entire device layer). ĉen we etched using Recipe Ǌ
ǉǌ













for ǌǈ seconds. ĉis is done to prevent undercuĨing of the Si layer due to the
etch selectivity of Recipe ǉ to silicon dioxide.
Ǌ.Ǌ.Ǎ RĹňĽňŉ ŇĹŁŃŋĵŀ ĵłĸŌĹŉ ĹŉķļĽłĻ
Aěer dry etching, the remaining ZEP resist was removed using ǐ minutes of
Piranha clean (a ǋ:ǉ mixture of HǊSOǌ:HǊOǊ) on a hotplate at ǉǐǈC, followed
by rinsing in de-ionized water Ǌ times. In order to release the membranes by
removing the sacriėcial BOX layer, the samples are placed in Ǎ:ǉ buﬀered oxide
(Ǎ:ǉ NHǌ:HF) for ǌǍ minutes. ĉis is enough time to ensure that the ǋ µm BOX
layer is removed around the photonic crystal cavities as the BOE goes through
the holes in the Si layer to aĨack the BOX layer. Aěer the wet etch in BOE, the
sample is rinsed twice in de-ionized water and the fabrication is complete. A
ǉǍ
Figure 2.2.1: A scanning electron microscope (SEM) image of one of our L3 photonic crystal
cavities.
scanning electron microscope (SEM) image of a characteristic photonic crystal
device is shown in Figure Ǌ.Ǌ.ǉ.
Ǌ.ǋ CļĵŇĵķŉĹŇĽŐĵŉĽŃł
Building complex optical characterization setups for mid-IR photonic devices is
probably the most challenging aspect of working at the mid-IR. Mid-IR beams
are invisible, and no true viewing cards (such as those used for the telecom) exist
for mid-IR beams. For rough alignment with a high intensity (mW level) beam,
one can use photo-thermal paper (coated with a thin layer of heat-sensitive LCD
ǉǎ
crystal) to detect the thermal emission from the beam. However, for ėner
alignment and lower-intensity beams, this method is inadequate. Additionally,
commercially available quantum cascade lasers (QCLs), the light sources of
choice between ǌ and Ǌǈ µm, do not have ėber coupling options (at shorter
wavelengths, there has been much recent promising work on ZBLAN ėber lasers
[ǉǌ]). Mid-IR ėbers themselves are expensive and prone to degradation over a
period of months. Other mid-IR optical components, such as lenses, polarizers,
modulators, etc. are oěen quite primitive (as well as more expensive) compared
to their visible and telecom counterparts. For all these reasons, we chose to
concentrate our eﬀorts on building entirely free-space setups for the mid-IR.ĉis
section will describe in detail the resonant scaĨering reĚectivity setup we built
for the mid-IR.
Ǌ.ǋ.ǉ PŇĽłķĽńŀĹ Ńĺ RĹňŃłĵłŉ SķĵŔĹŇĽłĻ
ĉe resonant scaĨering method is a well-known free-space technique for
investigating the response of photonic crystal cavities [ǉǍ, ǉǎ]. In this technique,
the polarization of the input signal is oriented so that the E-ėeld of the focused
input beam and the major component of the photonic crystal cavity mode (Ey)
form a ǌǍ angle. ĉe laser beam is coupled into the photonic crystal cavity via an
objective lens, which also captures the light re-radiated from the photonic crystal
cavity through backscaĨering. ĉe backscaĨered light is then sent through a
second polarizer (called the analyzer), which is cross-polarized with respect to
the input laser signal. ĉis cross-polarization method enhances the
ǉǏ
signal-to-background ratio of the resonantly scaĨered light (the signal) to the
non-resonantly scaĨered light (the background), which is rejected by the
analyzer polarizer. It is crucial to have an analyzer polarizer with a high extinction
ratio for a high signal-to-background ratio. Depending on this ratio, the
resonance peak can appear as a Lorentzian or a Fano lineshape caused by the
phase shiě between the resonant (re-emiĨed by cavity) and non-resonant
components of the back-scaĨered signal. ĉis ratio is also inĚuenced by how
tightly focused the beam is on the photonic crystal cavity region[ǉǏ]. Tighter
beam spots mean a higher signal-to-background ratio because more of the laser
beam is focused on the defect region rather than the surrounding photonic
crystal region, and hence the measured photonic crystal cavity spectrum is closer
to a true Lorentzian line shape. For a larger beam spot (from a lower numerical
aperture lens, for example), the signal-to-background ratio is lower and a more
Fano-like line shape is measured. Spectra can be obtained either by using a
broadband excitation source and a spectrometer/optical spectrum analyzer, or by
using a tunable laser and a single channel detector.
We chose the resonant scaĨering method for a number of reasons. As
mentioned previously, it is an entirely free-space method and allowed us to
bypass ėbers entirely. Additionally, this method does not require any gratings,
couplers, waveguides, etc. to couple light into the cavities, which means a) there
are fewer optical elements to fabricate and b) the cavity is entirely unloaded,
which means we are measuring the intrinsic Q-factor of the cavity.
ǉǐ
Ǌ.ǋ.Ǌ TĹķļłĽŅŊĹň ĺŃŇ ŁĽĸ-IR ĵŀĽĻłŁĹłŉ
ĉe light source for all the experiments described in this thesis is a external-cavity
tunable quantum cascade laser (QCL), with continuous-wave (CW) emission
from ǌ.ǋǉǍ to ǌ.ǎǉǍ µm (Daylight Solutions, Inc.), and a peak power of Ǌǈǈ mW.
QCLs rely on intersubband transitions within a multi-layered stack of
semiconductor multiple quantum well heterostructures, rather than interband
transitions within a semiconductor active material, as in semiconductor lasers.
Because of this, QCLs can emit at longer wavelengths than semiconductor lasers
whose lasing wavelengths are determined by the material bandgap, and the
wavelength of emission can be tuned over a broad range by changing the
components of the stack. QCLs can achieve room temperature, continuous-wave
(CW) emission of over ǊW [ǉǐ] over much of the mid-IR. We chose to work at
ǌ.Ǎ µm because of the availability of high-power QCLs at this wavelength
(partially due to its location within the ėrst mid-IR atmospheric window from
ǋ-Ǎ µm). ĉemode-hop free tuning range of ǋǈǈ nm is achieved via an external
cavity with a rotating diﬀraction grating providing narrowband optical feedback.
To align our QCL with the precision needed to measure the response from
photonic crystal microcavities, we needed to align the laser to a visible source,
which we could then use to align the rest of the optical elements in our system. In
our case, we chose to align our QCL to a HeNe beam with output at ǍǑǌ nm.
ĉerefore, all the optics (lenses, mirrors, polarizers, and beamspliĨers) we used
needed to be operational for both mid-IR and visible light. With such a large
discrepancy in wavelength between our QCL and the HeNe laser, chromatic
ǉǑ
aberration becomes an issue, and we tried to minimize the number of refractive
elements in our setup because of this. Au-coated mirrors were used rather than
Ag-coated mirrors due to their higher reĚectivity in the mid-IR.
Using two Au-coated mirrors mounted on tip-tilts, we aligned our mid-IR laser
light onto a PbSe mid-IR detector (ĉorlabs) placed almost a meter away from
the laser head (photo-thermal paper was used to help locate the beam initially).
ĉe position of the laser beam was adjusted using the tip-tilts until the signal was
maximized on the detector. Next, an iris was placed along the beam path halfway
between the laser and the detector, in order to provide a second point for
alignment (the detector is the other point). By monitoring the signal on the
detector as half the iris opening was blocked in both horizontal and vertical
directions, we were accurately able to center the iris in the beam path. ĉen, the
HeNe beam was introduced into the setup via a beamspliĨer and a Ěip-mounted
Ag mirror, both of which were housed in tip-tilt mounts. Using the tip-tilt
positioners, we were able to guide the HeNe beam through the iris and onto the
detector. Since the HeNe beam and the QCL were now aligned at Ǌ points over a
long distance, we considered the two beams aligned and then used the visible
beam to align the rest of the optics. As we built more and more of the setup, we
placed the PbSe detector along the beam path of the HeNe to check for mid-IR
signal to ensure good alignment between both beams.
Ǌǈ
Figure 2.3.1: A photograph of the resonant scattering setup used to measure photonic crystal
cavity spectra. The blue line indicates the QCL beam path; the yellow line indicates the HeNe
beam path.
Ǌ.ǋ.ǋ MĽĸ-IR ŇĹňŃłĵłŉ ňķĵŔĹŇĽłĻ ňĹŉŊń
Having aligned the mid-IR and HeNe beams to each other, we then proceeded to
build the resonant scaĨering setup. As discussed in Section Ǌ.ǋ.ǉ , the basic
principle of resonant scaĨering is cross polarization, so it is important to have a
good extinction ratio between the two polarizers. We chose nano particle
polarizers from Codixx AG for their ǉǈ,ǈǈǈ:ǉ extinction ratio in the mid-IR.ĉe
laser output is horizontally polarized, but we still use a polarizer at the input in
order to remove any vertically polarized components in the beam.
Ǌǉ
Figure 2.3.2: A schematic diagram of the resonant scattering setup used to measure photonic
crystal cavity spectra. The blue line indicates the QCL beam path; the yellow line indicates the
HeNe beam path.
ǊǊ
Using Au-coated mirrors mounted on tip-tilts, the QCL beam is steered
through a pellicle beamspliĨer coated for ǋ-Ǎ µm (ĉorlabs), and then into a
ZnSe objective lens (Innovation Photonics), with numerical aperture (NA) of
ǈ.ǊǊ, that focuses light onto the sample. ĉe sample is mounted on an automatic
micropositioner stage that can be scanned using computer control. More detail
about this scanning functionality is provided in Section Ǌ.ǋ.Ǎ. ĉe photonic
crystal cavities are e-beam wriĨen at a ǌǍ angle on the sample so that the cavity
mode polarization is oriented at ǌǍ with respect to the horizontally-polarized
E-ėeld of the laser spot. ĉe light that is coupled and re-emiĨed by the photonic
crystal cavities is backscaĨered into the ZnSe objective. ĉis beam is then
directed via the beamspliĨer into the second polarizer (the analyzer) which is
cross-polarized with respect to the input polarizer, before being focused by a
BaFǊ (ISP Optics) lens onto a thermoelectrically cooled mercury cadmium
telluride (MCT) detector (Vigo). A photograph of the setup is shown in
Figure Ǌ.ǋ.ǉ, with a schematic of the setup shown in Figure Ǌ.ǋ.Ǌ.
Ǌ.ǋ.ǌ EŎńĹŇĽŁĹłŉĵŀ ŇĹňŊŀŉň
ĉe experimental results for photonic crystal cavities with ǉǈmirror hole pairs are
shown in Figure Ǌ.ǋ.ǋ. Photonic crystal cavity modes are found within the range
of ǌ.ǋǐ to ǌ.ǌǊ µm. As predicted by theory (Figure Ǌ.ǉ.Ǌ), the cavity resonance
wavelengths redshiě as the air hole shiě s is increased from zero to a maximum of
s = ǈ.ǊǊǍa (Figure Ǌ.ǋ.ǋ). ĉeQ-factors also roughly follow the trend predicted
by theory. A peak Q-factor of ǉǋ,ǎǈǈ is found for s = ǈ.ǉǍa, representing what was
Ǌǋ
Figure 2.3.3: (a) Resonant scattering spectra of photonic crystal cavities with s = 0, s = 0.075a,
s = 0.15a, s = 0.225a. Scale is linear. Inset shows Fano ﬁt to s = 0.15a cavity. Fitting param-
eters are AƤ = 5.6e-5, q = 2.52, Γ = 5.0 GHz, fƤ = 68 THz, and FƤ = 0.0013. Cavity with s =
0.2a did not show a resonance. (b) resonance wavelength and Q vs. s for measured cavities. A
peak Q of 13,600 is measured at 4408 nm. Lines between points are there to guide the eye.
Ǌǌ
at that time the highest Q factor measured for any Si-based optical cavity in the
mid-infrared (Figure Ǌ.ǋ.ǋb). ĉe inset in Figure Ǌ.ǋ.ǋ shows the measured Fano
lineshape of the resonance along with the theoretical ėt F(f) [ǉǋ] given by:
F(f) = AƤ + FƤ
[q+ Ʀ(f  fƤ)=Γ]Ʀ
ƥ+ [Ʀ(f  fƤ)=Γ]Ʀ ; (Ǌ.ǉ)
where AƤ and FƤ are constants, q is the Fano parameter, fƤ is the cavity mode
frequency, and Γ is the linewidth. ĉe ėt is ploĨed in terms of the wavelength λ =
c=f, where c is the velocity of light. We extract the quality factor from the ratio of
fƤ to Γ. In the case of the s = ǈ.ǉǍa cavity, the extracted linewidth was Ǎ.ǈ GHz
with a fƤ of ǎǐ THz. In the s = ǈ.Ǌa cavity we did not detect a resonance (the
reason for this will be discussed in Chapter ǌ). In order to improve
signal-to-noise ratio in our experiments, we can increase the excitation power of
our laser. However, when the QCL output power was increased to ǉǈǈ mW (only
about ǋ-Ǎƻ of this power gets coupled into the cavity), we noticed the evidence
of optical bistability in our photonic crystal cavities [ǉǑ], as seen in Figure Ǌ.ǋ.ǌ.
We will explore this bistability further in Chapter ǌ.
Ǌ.ǋ.Ǎ SķĵłłĽłĻ ŇĹňŃłĵłŉ ňķĵłłĽłĻ ŁĽķŇŃňķŃńŏ
In order to further conėrm that the observed resonances are indeed associated
with cavity modes, it is important to visualize their spatial proėles. However,
since no true viewer cards exist for the mid-IR wavelength range, and mid-IR
cameras are rather expensive, we adapted the scanning-confocal microscopy
ǊǍ
Figure 2.3.4: (a) Resonant scattering spectra of the same photonic crystal cavities in Fig-
ure 2.3.3, taken at higher power. Bistable line shapes are clearly seen, especially for the higher
Q-factor devices.
approach to image our devices [Ǌǈ]. We call this method scanning resonant
scaĨering microscopy. A single mid-IR detector is used, and the spatial proėle is
obtained by scanning the sample in x- and y-direction using computer-controlled
micropositioners. In order to locate the cavities, we scan the sample stage in both
x- and y- directions at an arbitrary wavelength. ĉe outlines of the cavities can be
made out at all wavelengths, so we can then move to the center of the photonic
crystal cavity region and sweep the laser in wavelength in order to obtain a
resonant scaĨering spectrum. ĉis procedure allows us to precisely position the
laser beam onto our cavities. Furthermore, we can obtain the image of the cavity
resonance by tuning the laser to the cavity resonance and moving the sample
holder stages in the x- and y-directions and recording the detector reading at each
Ǌǎ
Figure 2.3.5: Mid-infrared scanning resonant scattering image of an array of 5 cavities (upper
left hand structure is photonic crystal with no cavity). Scanning electron micrograph is pro-
vided for comparison. When our laser is tuned to one of the cavity resonances, and scanned
over the cavity array, only the cavity in resonance with the laser lights up. For example, when
4380.2 nm light, corresponding to the resonance of the top right cavity in the center panel,
is scanned over the array, only that cavity appears ”ON”, featuring a bright spot in its cen-
ter. Alternatively, when the laser is tuned to 4401.5 nm and scanned over the array, only the
middle-left cavity (rightmost panel) resonates.
position. Images obtained using this approach are shown in Figure Ǌ.ǋ.Ǎ. It can
be seen that the cavity regions light up at the wavelengths corresponding to the
resonance peak in the wavelength scan, and remain dark oﬀ-resonance,
conėrming that the peaks we see in the wavelength scans do indeed correspond
to Lǋ photonic crystal cavity modes. In eﬀect, this imaging approach can be seen
as a single-pixel mid-infrared camera, allowing for the visualization of fabricated
structures and resonant modes without the use of extremely expensive mid-IR
cameras.
In Figure Ǌ.ǋ.ǎ, we show a spectrum and scanning mid-IR images of additional
ǊǏ
Figure 2.3.6: Resonant scattering spectrum showing peaks corresponding to two inter-cavity
Fabry-Perot resonances (4430.0 nm and 4567.5 nm) and one L3 photonic crystal cavity res-
onance (4444.0 nm). (b) scanning images of Fabry-Perot resonances (leftmost and rightmost
panels) and photonic crystal cavity resonance (center panel).
Ǌǐ
resonances that were observed in our four-mirror hole pair devices. ĉese devices
were placed relatively close together, with a separation of ǊǊ µm in the y-direction.
Resonant scaĨering spectra of these cavity devices show two extra peaks
appearing (at ǌ.ǌǋǋ µm and ǌ.ǍǎǏ µm) in addition to the cavity resonance peak
(ǌ.ǌǌǌ µm). Using our scanning resonant scaĨering microscopy technique, we
were able to image these modes and aĨribute them to the inter-cavity resonances
of the Fabry-Perot cavity formed between two adjacent photonic crystal
structures (Figure Ǌ.ǋ.ǎb): one resonance has an anti-node (leěmost panel, ǌ.ǌǋǋ
µm) and the other one has a node (rightmost panel, ǌ.ǍǎǏ µm) in the center of
the inter-cavity region. ĉe resonance at ǌ.ǌǌǌ µm (center panel in Figure Ǌ.ǋ.ǎb)
corresponds to a bonaėde resonance of the Lǋ photonic crystal cavity.
ĉe ability to accurately image the spatial proėle of resonances observed in the
collected spectra, and therefore unambiguously aĨribute them to the modes of
diﬀerent cavities, is an important demonstration of the utility of the mid-IR
scanning resonant scaĨering microscopy that we developed. ĉe combination of
scanning microscopy and resonant scaĨering wavelength measurements results
in a very powerful tool that overcomes many of the diﬃculties inherent in
working at the mid-IR. Iterating between scanning microscopy and wavelength
scanning allows us to optimize our resonant scaĨering spectra signals more
quickly and accurately than we would be able to with only a visible-wavelength
CCD camera sensitive to visible wavelengths to guide us as to the location of our




In conclusion, we have demonstrated the design, fabrication, and
characterization of silicon-based photonic crystal cavities for the mid-infrared,
with a peak quality factor of ǉǋ,ǎǈǈ. Additionally, we have transferred
experimental techniques used at telecommunication and visible wavelengths,
most notably resonant scaĨering and scanning confocal microscopy, to
characterize our mid-IR cavities. Further work will be focused on achieving
higher quality factor cavities and in coupling mid-IR photonic crystal cavities to
waveguides so that the vision of on-chip integrated photonics in the mid-infrared
can be aĨained. Such a fully integrated platform would enable realization of
chip-scale systems for trace gas sensing, optical-wireless, on-chip optical
interconnects, phased-arrays for LIDAR applications, and so on.
ǋǈ
3
EleČro-Optic Tuning ofMid-IR Photonic
Cryﬆal Cavities UsingGraphene
The mid-infrared (MIR) wavelength range (Ǌ-Ǌǈ µm) is of great interest for a
wide range of applications, from trace gas sensing to thermal imaging. Due to
ǋǉ
silicon￿s high transparency through much of the mid-IR, much recent work has
focused on developing passive optical components for the mid-IR such as
waveguides and microresonators [ǉǉ, Ǌǉ–Ǌǋ]. Additionally, Si photonic
components such as supercontinuum sources, parametric ampliėers, wavelength
conversion devices, etc. have also been developed. However, to truly access
on-chip applications at these wavelengths, on-chip Si modulators will be needed.
Recently, on-chip electro-optic modulation at MIR wavelengths in a silicon
platform, at Ǌ.ǉǎǍ µm, was demonstrated for the ėrst time[Ǌǌ]. However, this
modulator employs free-carrier dispersion as a mechanism for modulation,
whereas at higher wavelengths (λ > ǋ µm), free-carrier absorption dominates over
free-carrier dispersion.
Graphene holds great promise as a method for MIR on-chip modulation at
higher wavelengths, since its optical properties can easily be controlled by the
gate voltage, potentially at high speeds[ǊǍ]. Electro-optic modulation in a
graphene-covered waveguide has already been demonstrated at telecom
wavelengths[Ǌǎ], but graphene photonic crystal cavity-based modulators would
allow for greater interaction between the graphene and the optical ėeld,
decreasing the modulator footprint. A photonic crystal cavity-based modulator
operates if the cavity resonance can be shiěed oﬀ and on by an incoming optical
signal. Modiėcation of a photonic crystal cavity response using the electrical
gating of graphene via electrolyte has been shown around ǉ.Ǎ µm [ǊǏ, Ǌǐ]. Here,
we present our results on electro-optic modulation of Si photonic crystal cavities
at the mid-infrared based on the direct gating of graphene. A wavelength tuning
ǋǊ
range of ǌ nm is demonstrated around a wavelength of ǌǌǏǈ nm, showing the
feasibility of on-chip electro-optic modulation at the mid-IR, as well as on-chip
tunable ėlters.
ǋ.ǉ OńŉĽķĵŀ ńŇŃńĹŇŉĽĹň Ńĺ ĻŇĵńļĹłĹ
Graphene has several interesting optical properties, due to its two-dimensional
structure and linear dispersion, which creates a very low density of states near the
Dirac point. Because of this, small variations in carrier density, achievable
through electrical gating, can cause considerable shiěs in the Fermi energy
EF[ǊǑ]. Graphene is well-known to have a constant absorption at normal
incidence throughout the visible and infrared of about Ǌ.ǋƻ [ǊǍ], but this
absorption can be tuned via electrical gating due to the shiě in EF. If EF is shiěed
by more than half of an incident photon’s energy ~ω=Ʀ from the Dirac point, the
interband transition for that photon will be blocked, leading to reduced
absorption and hence greater transmission at the frequency ω [Ǌǐ]. Gate-variable
optical transitions in graphene are of great interest for high-speedmodulators and
detectors with small footprint and ultra-wide bandwidth.
ǋ.Ǌ FĵĶŇĽķĵŉĽŃł
Our devices, as shown in Figure ǋ.Ǌ.ǉ, consist of suspended Lǋ photonic crystal
cavities (PhCs) fabricated in a silicon-on-insulator (SOI) platform as described
in Chapter Ǌ, in contact with a graphene ėeld-eﬀect transistor (FET). A thin (ǋǈ
ǋǋ
Figure 3.2.1: (a) A scanning electron micrograph of the graphene-covered photonic crystal
cavity. (b) schematic of graphene ﬁeld-effect transistor integrated with photonic crystal cavity.
nm) layer of alumina is deposited on top of the PhCs in order to prevent the Si
membrane from being gated directly. Atmospheric pressure chemical vapor
deposition-grown graphene is transferred onto the PhCs [ǋǈ]. Metal contacts on
the graphene are fabricated by evaporating palladium (ǉǈ nm; chosen for its low
contact resistance with graphene) and gold (ǋǈ nm) on the sample using e-beam
evaporation and then paĨerning via e-beam lithography and liěoﬀ. Unnecessary
graphene was removed via photolithography and oxygen plasma etching. Ti/Au
pads (Ǌǈ nm of Ti, ǋǈǈ nm of Au) for probing/bonding purposes are paĨerned by
photolithography and liěoﬀ. ĉe alumina gate oxide is selectively removed and
Ti/Au gate contacts are placed on the sample via e-beam evaporation. Finally, we
wire bond the devices of interest so gate voltages can be applied to the graphene.
We performed electronic characterization of our device by applying a voltage
between the two contact pads and measuring the conductance (not shown). ĉe
charge neutral point (CNP), where the hole and electron concentrations are
ǋǌ
Figure 3.3.1: Resonant scattering measurements of a characteristic photonic crystal device
before and after graphene transfer. The Q-factor before deposition is 4400; after graphene
deposition, it decreases to 710, and the overall reﬂectivity declines due to the absorptivity of
graphene. The change in resonance wavelength post-graphene transfer was not consistent
from device to device.
equal, is at about ǊV. We see asymmetry around the CNP, likely due to the fact
that the Pd-Si junction is not ohmic. Because of this, we chose to use negative
bias voltages, as the conductance as a function of gate voltage has a higher slope
on this side.
ǋ.ǋ DĹŁŃłňŉŇĵŉĽŃł Ńĺ ĹŀĹķŉŇŃ-ŃńŉĽķ ŉŊłĽłĻ
We used a cross-polarization reĚection setup [ǉǉ] to measure the reĚectivity
response of our devices, using a quantum cascade laser (Daylight Solutions, Inc.)
with emission from ǌ.ǋ-ǌ.ǎ µm as our source. A thermoelectrically-cooled
ǋǍ
mercury cadmium telluride (MCT) detector is used to collect the light.
Figure ǋ.ǋ.ǉ shows the response of one of our photonic crystal cavities before and
aěer graphene deposition. ĉe quality (Q) factor of the PhC before graphene
transfer was measured to be about ǌǌǈǈ; aěer graphene is transferred onto the
sample, the Q-factor declines to about Ǐǈǈ, and the overall reĚectivity declines
due to the absorptivity of graphene. ĉe shiě in the resonance wavelength
post-graphene transfer was not consistent from device to device. All spectra are
ėĨed with a Fano lineshape in order to extract the cavity resonance wavelength
and Q-factor [ǉǉ, ǉǏ].
We then applied a gate voltage to the graphene using a source meter
(Keithley). Our gate voltage was limited to a maximum of ǐV, due to the
breakdown of our gate oxide at higher voltages. As the gate voltage we apply
becomes smaller and smaller than the charge neutral point voltage (VCNP, ǊV in
our samples), the cavity resonance blueshiěs, due to the increase in carrier
density in graphene and resultant decrease in permiĨivity (Figure ǋ.ǋ.Ǌ). ĉe
eﬀective refractive index of the photonic crystal slab becomes smaller as the
graphene permiĨivity decreases, and thus the cavity resonance blue shiěs.
A maximum tuning range of ǋ.ǐ nm around ǌǌǏǈ nm is achieved, which agrees
well with FDTD simulations (Figure ǋ.ǋ.ǋb). We simulate the eﬀect of
gated-graphene on our devices by calculating the permiĨivity as a function of
charge carrier concentration using the random phase
approximation[ǋǉ](Figure ǋ.ǋ.ǋa), and then using perturbation theory to model
ǋǎ
Figure 3.3.2: Resonant scattering spectra of our devices at three gate voltages: VG = 2V,
VG = -3V, VG = 7V. As the gate voltage becomes smaller and smaller than the charge neutral
point (VCNP 2V in our samples), the cavity resonance blueshifts, due to the increase in carrier
density in graphene and resultant decrease in permittivity
the eﬀect of this permiĨivity change on our photonic crystal cavities. In
Figure ǋ.ǋ.ǋb, we show both the calculated and experimentally measured
dependences of the resonance wavelength shiě on the gate voltage. ĉe
hysteresis seen in Figure ǋ.ǋ.ǋb for the experimentally measured data is likely due
to charge trapping due to the exposure of graphene due to air [ǋǊ].
We also observed modulation of Q factor as the gate voltage changes
(Figure ǋ.ǋ.ǌ). As the gate voltage decreases from ǈV to -ǋV, the interband
transition is blocked, leading to a decrease in the light absorption of the graphene
(Pauli blocking) and subsequent increase in the Q-factor of the cavity. ĉe
Q-factor is relatively stable aěer the -ǋV point, due to full Pauli blocking being
achieved. ĉe highest Q-factor of ǉǋǍǈ is achieved at -ǋV, at a resonance
ǋǏ
Figure 3.3.3: (a) Real and imaginary parts of the graphene permittivity calculated with the
random phase approximation[31]at a temperature T = 300 K for different carrier concentrations
in single layer graphene. (b) Resonance wavelength shift as a function of gate voltage, from
experiment (blue), and simulations (black). The hysteresis in the experimentally measured data
is likely due to environmental factors.
ǋǐ
Figure 3.3.4: Measured values of the Q-factor of our devices as a function of gate voltage. The
highest Q-factor of 1350 is achieved at VG= -3V at a resonance wavelength of at 4472.3 nm,
representing a Q factor modulation of 2.
wavelength of at ǌǌǏǊ.ǋ nm, representing a Q factor modulation of Ǌ. However,
the graphene does not achieve full transparency, as the original Q is not
recovered. ĉis residual graphene absorption may be due to the presence of
mid-gap states and electron-phonon coupling [Ǌǐ, ǋǋ]. Additionally, as the
Q-factor increased to about ǉǈǈǈ, we saw the evidence of optical bistability in the
measured lineshapes (Chapter ǌ)[ǋǌ]. ĉus, all measurements shown here were
taken at low power, below the bistability threshold, so as to remove the eﬀect of
thermal-broadening on our cavity resonances.
ǋǑ
Figure 3.4.1: Electronic frequency response of our device in response to gate modulation. We
deduce a cut-off frequency of about 16-17 MHz.
ǋ.ǌ MŃĸŊŀĵŉĽŃłŁĹĵňŊŇĹŁĹłŉň
Since one of our major interests in graphene-silicon photonic crystal cavities is in
their potential use as mid-IR on-chip modulators, we decided to determine the
limit of the modulation speed aĨainable in our devices. Future devices may
involve waveguide integration so that a transmiĨed signal is modulated, but here
we look at the optical modulation of reĚectivity. Unlike the work done by
Majumdar et al.[ǊǏ] and Gan et al.[Ǌǐ], we did not use ionic gels, which have
notoriously slow response speeds (on the order of ǉ kHz[ǋǍ]), to gate our
graphene, so we expected modulation speeds in theMHz for our devices. First,
we measured the maximummodulation speed of the gated graphene directly, by
ǌǈ
Figure 3.4.2: Modulation of optical reﬂectivity signal at 100 kHz. We ﬁx the laser wavelength
at 4470 nm, which corresponds to a location with strong modulation depth, and modulate our
gate voltage from -6 to 2V (red curve). The green curve is taken at a wavelength of 4450 nm,
off the resonance of the cavity. No modulation is seen at this wavelength.
applying a sine wave signal from a function generator (with maximum frequency
ǊǈMHz) as the gate voltage for the device, and monitoring the frequency
response of the modulation voltage amplitude on an oscilloscope. ĉe result of
this measurement is shown in in Figure ǋ.ǌ.ǉ. ĉe cut-oﬀ frequency, where the
signal drops to -ǋ dB, is deduced to be about ǉǎMHz from this measurement, a
value consistent with other graphene-silicon devices[ǋǉ].
Next, we monitored the optical reĚectivity signal as we modulated the gate
voltage via the function generator. We ėx the laser wavelength at ǌǌǏǈ nm, which
corresponds to a location with strong modulation depth, and modulate our gate
voltage from -ǎ to ǊV. Signal from our detector was sent into a pre-ampliėer
before being sent into the oscilloscope, in order to boost the signal levels. Results
ǌǉ
frommodulation at ǉǈǈ kHz are shown in Figure ǋ.ǌ.Ǌ (red curve is on
resonance). We also modulate the gate voltage while having the laser wavelength
tuned to ǌǌǍǈ nm (oﬀ resonance, in green), in order to verify that the eﬀect we
are seeing is due to gating of graphene. In this optical modulation experiment,
our cut-oﬀ frequency was about Ǌǈǈ kHz, a much slower cut-oﬀ speed than in the
gate voltage experiment. ĉe reason for this discrepancy is unknown, but we
speculate that it may have to do with thermal eﬀects, or other processes that aﬀect
the structure optically, that may have a shorter time constant than the time
constant of the electronic device alone. More investigation into this discrepancy
is needed. We also expect that signiėcantly higher modulation speeds can be
aĨained by paĨerning the graphene to reduce its RC constant and by using highly
p-doped Si for the photonic crystal cavity.
ǋ.Ǎ CŃłķŀŊňĽŃł
In conclusion, we have demonstrated electrical tuning of mid-infrared Si PhCs
using the electrical gating of graphene. A wavelength tuning range of almost ǌ nm
is achieved over a gate voltage range of ǑV, which shows these devices hold
promise for on-chip electro-optic modulation. Additionally, these devices can be
used for any applications that require tunable narrow-band ėlters. Further work






Optical bistability in Si microresonators is a well-known phenomenon at
telecommunications wavelengths[ǉǑ, ǋǎ–ǋǑ]. Since the refractive index of Si can
ǌǋ
change either directly or indirectly due to incident light intensity, the resonance
wavelength of a microresonator also changes with a buildup of optical power in
the resonator. ĉis results in a positive feedback process which allows the
resonator to act as a bistable switch, with an oﬀ-resonance, or ”empty” state and
an on-resonance, or ”loaded” state. ĉe power dependence of the refractive index
can be aĨributed to various eﬀects, including the χ(Ƨ) of Si, free-carrier
dispersion, and the thermo-optic eﬀect. Strong light conėnement in
nano-photonic devices at telecom wavelengths (e.g. ǉ.ǍǍ µm), and in high quality
(Q) factor photonic crystal cavities in particular, results in two-photon
absorption processes which lead to a pronounced thermo-optic eﬀect due to
free-carrier absorption. ĉe high-Q factors and lowmode volumes of photonic
crystal microcavities lead to a low bistability threshold, with a switching energy
that scales roughly with V=QƦ [ǉǑ]. ĉis phenomenon has found use in
low-power optical circuitry, as bistable photonic crystal devices can be used for
optical logic gates and memory [ǌǈ]. On the other hand, two-photon absorption
processes and the resultant optical bistability hinder high-power density
applications in Si-based photonic devices at the telecom wavelength range.
However, it has recently been proposed [Ǌ, ǌ, Ǎ] and demonstrated [ǎ, ǐ] that Si
devices operating at longer, mid-infrared (IR) wavelengths would not suﬀer from
this problem due to the lack of two-photon absorption eﬀects. ĉerefore, Si
devices operating in the mid-IR could be of interest for the realization of
high-power optical interconnects, as well as enable nonlinear wavelength
conversion and ampliėcation of optical signals directly in Si.
ǌǌ
We demonstrated the operation of photonic crystal cavities in an air-bridged Si
membrane platform at ǌ.ǌ µm[ǉǉ], in chapter Ǌ. In Section Ǌ.ǋ of this thesis, we
noted the likely presence of optical bistability in our cavities at high input powers.
Here, we present an in-depth study of this eﬀect and investigate the origin of the
observed nonlinearity using time domain measurements (Sections ǌ.ǉ and ǌ.Ǌ).
Our results indicate that the observed bistability is thermal (thermo-optic eﬀect)
in nature. We also explore the eﬀects of standard microelectronic treatments and
annealing on the bistability and Q-factors of our cavities (Section ǌ.ǋ). ĉese
processes allow us to mitigate the bistability in our cavities and achieve Q-factors
as high as ǌǍ,ǈǈǈ [ǋǌ].
ǌ.ǉ FĵĶŇĽķĵŉĽŃł ĵłĸCļĵŇĵķŉĹŇĽŐĵŉĽŃł
Our devices are Lǋ photonic crystal cavities made in an air-bridged silicon
membrane platform, with device thickness t = Ǎǈǈ nm (Figure ǌ.ǉ.ǉ). ĉe basic
fabrication process and device structure are detailed in Chapter Ǌ. ĉe hole
periodicity is a =ǉ.ǋǉ µm, and the radius is ǈ.ǊǍǑa= ǋǋǑ nm. Cavities with
varying hole shiěs swere fabricated, with the highest Q of ǉǋ,ǎǈǈ being measured
in an as-processed cavity with s= ǈ.ǉǍa at ǌǌǏǑ.ǐǈ nm. ĉe theoretical Q for this
cavity design is Q = ǋǌ,ǈǈǈ. We note that cavities with s = ǈ.Ǌa are expected to
have higher Qs of ǎǌ,ǈǈǈ (according to FDTD simulations), but could not be
measured experimentally.
We used the resonant scaĨering method to couple light into our cavities via
ǌǍ
Figure 4.1.1: Cavity spectrum taken at various input powers showing characteristic bistable
lineshape. Power levels given represent the power measured after the objective, before it is
coupled into the device. Inset (a) shows cold cavity resonance and Fano ﬁt to lineshape; Q =
13,600. Inset (b) shows scanning electron micrograph of one of our L3 cavities.
ǌǎ
free-space, as described in Section Ǌ.ǋ. Light from a tunable quantum cascade
laser (QCL) with emission from ǌ.ǋǉǍ to ǌ.ǎǉǍ µm (Daylight Solutions, Inc.) is
sent into a ZnSe objective lens (N.A. = ǈ.ǊǊ) and focused onto the sample, which
is placed so that the cavity mode polarization is oriented at ǌǍ° with respect to the
E-ėeld of the laser spot.
Figure ǌ.ǉ.ǉ shows the resonant scaĨering spectrum of one of our mid-IR
cavities (with s = ǈ.ǉǍa), at various input powers, with the wavelength swept
from shorter to longer wavelengths. A ZnSe wiregrid polarizer (ĉorlabs), placed
between the laser output and the input polarizer, was used as a variable aĨenuator
in order to vary the power incident on the cavity. ĉe power incident on the
cavity was calibrated using a thermal power meter (Ophir) placed aěer the ZnSe
objective lens. ĉe evidence of bistability can be clearly seen at input powers over
ǋ mW, with the characteristic asymmetric bistable lineshape. We note, however,
that the coupling eﬃciency of our setup is less than Ǌǈƻ and therefore we
estimate that less than a milliwaĨ of incident optical power is actually coupled
into the cavity. ĉis estimation was made by calibrating our detector and by
measuring power emiĨed from the cavity on resonance (in steady state, total
in-coupled and out-coupled power are the same), taking into account the
numerical aperture (N.A.) as well as the emission proėle of the cavity. It is clear
that in our mid-IR cavities, the bistability is due to a redshiě of cavity resonance
with increasing power, which as we will discuss later, narrows the possible origins
of the optical bistability. ĉe characteristic bistable lineshape is due to the fact
that as the cavity is swept through red detunings from the cold cavity resonance
ǌǏ
Figure 4.1.2: Power input-power output hysteresis curves. Onset of bistability is seen at a
detuning of 300 pm.
(ǌǌǏǑ.ǐǈ nm); the cavity remains in a loaded state, because of positive feedback
from the power-dependent refractive index, until the detuning becomes so large
that the cavity transitions sharply into the empty state. As the input power
increases, this eﬀect is more dramatic, and the wavelength at which the transition
occurs red-shiěs. At powers below the bistability threshold of ǋ.Ǌ mW, the
lineshape becomes more Fano-like[ǉǏ]. Using a Fano ėt, we measured the
Q-factor of this cavity using the spectrum taken at the lowest power, obtaining a
value of ǉǋ,ǎǈǈ.
To further study the observed bistability, we generated hysteresis curves by
seĨing the laser at a ėxed red detuning from the cold cavity resonance and
measuring the input power and output power for upward and downward sweeps
ǌǐ
of input lower power level (Figure ǌ.ǉ.Ǌ)[ǉǑ, ǌǉ, ǌǊ]. At detunings δ  ǋǈǈ pm,
clear bistability is seen, with the hysteresis growing with increasing δ. Again, we
can see from the ėgure that the bistability threshold is a liĨle over ǋ mW, which is
consistent with Figure ǌ.ǉ.ǉ.
ǌ.Ǌ TĽŁĹ ĸŃŁĵĽł ŁĹĵňŊŇĹŁĹłŉň
A variety of mechanisms can alter the eﬀective refractive index as a function of
the intensity stored inside a Si cavity. ĉey can generally be classiėed into three
categories: thermal eﬀects, free carrier dispersion, and χ(ǋ) eﬀects[ǌǊ, ǌǋ].
ĉermal eﬀects occur when light is absorbed into the cavity, changing the
temperature of the cavity and hence the refractive index through the
thermo-optic eﬀect, resulting in an increased refractive index and redshiě of the
cavity resonance. Silicon has a high thermo-optic coeﬃcient (ǉ.ǐxǉǈ-ǌ K-ǉ), so
the resonance shiě due to heating can be quite pronounced. Diﬀerent absorption
mechanisms that can lead to the thermo-optic eﬀect include the intrinsic
absorption of silicon in mid-IR (phonon-assisted absorption), various surface
absorption eﬀects, free-carrier absorption, absorption from native oxide formed
on Si surfaces, and multiphoton absorption. A comparison of the intrinsic
absorption of Si, free-carrier absorption and native oxide absorption is given in
Tableǌ.Ǌ.ǉ. Values for the absorption coeﬃcient α are taken from literature
(references provided in the table), and for the linear absorption of Si and the free
carrier absorption,Qabsorption is calculated from the well-known formula for
ǌǑ
Table 4.2.1: Comparison of potential sources of absorption in our Si photonic crystal cavities
at 4.5 µm
Source of Absorption α (cm-ǉ) Qabsorption
Linear absorption of Si[Ǌ] ǈ.ǈǈǌ ǉxǉǈǏ
Free carrier absorption [ǌǍ] (n-type doping, ρ=Ǎǈ Ω.cm) ǈ.ǈǈǊ Ǌ.ǌxǉǈǏ






where n is the refractive index of Si at ǌ.Ǎ µm and λ is ǌ.Ǎ µm. Qabsorption for ǌ nm
of native oxide [ǌǌ] is estimated from perturbation theory and also from FDTD
calculations.
Multiphoton absorption is unlikely at this wavelength, as at least ǌ photons are
needed to overcome the Si bandgap energy. Free carrier absorption, either from
carriers generated via multiphoton absorption or from carriers introduced by
doping of the wafer is also unlikely: (i) our highly resistive Si wafer (ρ=Ǎǈ Ω.cm)
has a loss constant of α < ǈ.ǈǈǊ cm-ǉ at ǌ.Ǎ µm [ǌǍ], which cannot explain the
amount of heating that we observe. ĉeQabsorption due to free carrier absorption,
Ǌ.ǌxǉǈǏ, is too large to contribute to the losses we see. (ii) free-carrier generation
by multi-photon (four-photon) eﬀects is unlikely. Similarly, the linear absorption
of Si, comparable to free-carrier absorption (Qabsorption = ǉxǉǈǏ), cannot explain
our results. Free carrier dispersion results in a blue-shiě of cavity resonance and
thus cannot be the cause of our bistability. ĉerefore, we conclude that among
Ǎǈ
the diﬀerent possible absorption mechanisms, surface eﬀects and absorption due
to the thin native oxide layer could explain our results (especially if oxide layer is
thicker than the expected ǌ nm). In addition, direct nonlinear processes due to
the χ(Ƨ) of Si (the Kerr eﬀect in particular) could explain our results. However,
the Kerr eﬀect results in an instantaneous change of refractive index, whereas
thermally-induced refractive index changes occur on a much slower time scale
(on the order of µs). ĉerefore, time domain analysis can help us separate these
eﬀects and establish whether or not our nonlinearity is primarily thermal
[ǌǊ, ǌǋ, ǌǏ]
To do this, we followed the method of [ǌǊ] and [ǌǏ], in which the input laser
signal is modulated with a sine wave before being coupled into the cavity. In the
bistable regime the output signal should be distorted, and tend towards a square
wave [ǉǐ], due to the hysteresis loop (Figure ǌ.ǉ.Ǌ). ĉeminimum detuning at
which bistability can be observed can be estimated as
pƧ
Ʀ δλ, where δλ is the
linewidth of the cavity resonance. In our experiments, we explored a range of
detunings δ, both above and below the theoretical minimum δmin = ǊǐǍ pm, and
gradually increased the modulation speed from ǉ kHz to ǋǈǈ kHz. Since external
modulators are not easily available at the mid-IR, we had to modulate the driving
current of our QCL using a sine wave from a function generator in order to
obtain a modulated laser signal. ĉe signal from theMCT detector was sent into
an oscilloscope so that the responses to diﬀerent input modulation speeds could
be monitored. In Figure ǌ.Ǌ.ǉ, we show the results of this experiment at ǐǈ kHz
(Figure ǌ.Ǌ.ǉa) and Ǌǈǈ kHz (Figure ǌ.Ǌ.ǉb) modulation frequencies. For
Ǎǉ
δ<ǊǐǍpm at ǐǈ kHz, no eﬀect of bistability is seen in Figure ǌ.Ǌ.ǉa, and a
sinusoidal waveform is recovered at the output. However, at higher detunings, we
can see a clear deviation from the sinusoid, with δ = ǋǈǈ pm and δ = ǋǐǈ pm
resulting in a square-looking waveform. At δ = ǌǉǈ pm, we are at the drop-oﬀ
wavelength for this particular input power-level and hence we recover a sharp
discontinuity in the waveform. In contrast, when the input signal is modulated at
Ǌǈǈ kHz Figure ǌ.Ǌ.ǉb, a much less distorted, sinusoidal-like, waveform is
recovered for both δ = ǋǐǈ pm and δ = ǌǉǈ pm. ĉis indicates that our bistability
is slow in nature, and is therefore due to thermal eﬀects and not instantaneous
χ(Ƨ) eﬀects. We note that Ǌǈǈ kHz was the modulation frequency at which all
bistability eﬀects disappeared, and therefore we estimate the thermal time
constant to be about Ǎ µs. ĉis is also consistent with our ėnite-element
modeling of thermal eﬀects in our cavities.
In order to identify the impact of diﬀerent surface eﬀects on absorption, we
performed various microelectronic treatments which alter the surface properties
of our cavities. First, an additional hydroĚuoric (HF) acid dip was performed to
remove the native oxide formed on our Si cavities due to prolonged exposure to
air (several days). We estimate that ǋ-ǌ nm of native oxide can form on our
cavities [ǌǍ]. Since SiOǊ has a high material absorption in the mid-IR (α = Ǒ.ǐ
cm-ǉ at ǌ.Ǎ um[ǌǎ]), even ǌ nm can have a detectable absorptive eﬀect, with a
calculatedQabsorption of ǉ.ǐxǉǈǎ. We carried out a brief dip in ǌǑƻHF (ǉǈ
seconds) and then transferred the sample to a NǊ purged environment to
minimize oxidation and the eﬀects of environmental moisture. ĉe results at low
ǍǊ
Figure 4.2.1: Temporal response of bistable cavities excited with light modulated at 80kHz
and 200kHz. (a) For 80 kHz modulation, clear bistability can be observed for detunings higher
than 300 pm: the waveform deviates from the sinusoid, taking on more of a square waveform
at detunings of 300 and 380 pm. At δ = 410 pm, we see a sharp discontinuity in the wave-
form because we are at the drop-off wavelength at this particular power level. (b) For 200 kHz
modulation, distortion is reduced and detected waveform tends to sinusoidal.
Ǎǋ
excitation power are shown in Figure ǌ.ǋ.ǉb, with the pre-HF dip cavity spectrum
shown in Figure ǌ.ǋ.ǉa. As a result of the HF dip, the Q increased from from
ǉǉ,Ǎǈǈ to Ǌǉ,ǈǈǈ and blueshiěed about Ǎǈǈ pm. ĉis is a much larger increase in
Q than we expected by only taking into account native-oxide removal, and
indicates that theQabsorption of the removed material is about ǊǍ,ǈǈǈ (nearly two
orders of magnitude smaller than estimated). We speculate that this diﬀerence
may be due to various surface states formed on native oxide, that when removed
result in an increase in Q. However, at higher powers, bistability was still clearly
present in the cavity (data not shown). Any potential change in bistability
threshold was diﬃcult to quantify, since diﬀerent amounts of power couple into
the cavity during diﬀerent measurements.
ǌ.ǋ EĺĺĹķŉň Ńĺ ŁĽķŇŃ-ĹŀĹķŉŇŃłĽķ ŉŇĹĵŉŁĹłŉň Ńł ĸĹŋĽķĹ ńĹŇ-
ĺŃŇŁĵłķĹ ĵłĸ ĶĽňŉĵĶĽŀĽŉŏ
In addition to the eﬀects of native oxide, we were concerned about the eﬀects of
surface absorption states in the oxide-silicon interface[ǌǐ, ǌǑ] and roughness
[ǌǐ]. To address this, we performed a repeated piranha clean (ǋ:ǉ
HǊSOǌ:HǊOǊ)/HF dip cycle as proposed by Borselli et al. in [ǌǐ] to decrease
surface roughness and other surface absorption eﬀects. Each cycle consisted of
ǉǈ minutes of piranha clean, followed by three rinses in de-ionized (DI) water
(ǋǈ seconds each), then ǉ minute of ǉǈ:ǉ diluted HF acid dip, followed by twoDI
water rinses (ǉǍ seconds each). ĉis cycle was performed three times in total.
ĉe purpose of this cyclic process is to oxidize the surface and sidewalls of the
Ǎǌ
Figure 4.3.1: Effect of different post-fabrication treatments on cavity Q. All spectra are taken
at low pump powers, well below bistability threshold. (a) Cavity as-processed. (b) After HF dip.
(c) After performing Piranha/HF cycle three times. Note large blue-shift. (d) After annealing.
cavities through the piranha clean and then remove the oxide using HF, resulting
in reduced surface roughness and fewer surface absorption states. Aěer this
process, the cavities were placed in a NǊ purged environment and characterized.
As shown in Figure ǌ.ǋ.ǉc, the Q-factor of the cavity went up to ǊǊ,Ǐǈǈ and the
cavity resonance blueshiěed by about ǉǐ nm. We estimateQabsorption of the
removed material to be Ǌ.ǐxǉǈǍ. Using ėnite-diﬀerence time-domain (FDTD)
methods, we calculated that an ǉǐ nm blueshiě meant that the Si device layer had
decreased in thickness by about ǌ nm. Again, even aěer this processing step, the
bistability was still present at high input powers (data not shown).
Finally, we decided to investigate the eﬀects of annealing in order to remove
ǍǍ
water moisture from our devices. We annealed our samples in a Lindberg
Mini-Mite tube furnace (ĉermo Scientiėc) by ramping up from room
temperature to ǍǈǈC over a period of Ǎ hours, holding the temperature at ǍǈǈC
for Ǌ hours, and then ramping down to room temperature for one hour. ĉe
Q-factor of the cavity went up even further aěer this treatment, to ǊǑ,ǋǈǈ, and
the resonance wavelength blue-shiěed by about ǋ nm, as shown in Figure ǌ.ǋ.ǉd.
Qabsorption of the removed material corresponded to about ǉxǉǈǍ. Aěer this ėrst
annealing step, the bistability did not disappear at high input powers (data not
shown). However, the increase in Q-factor was signiėcant, indicating to us that
water moisture likely has a considerable absorptive eﬀect at ǌ-Ǎ µm.
A further literature review indicated annealing in a NǊ environment can be
used to desorb hydrogen from the surface of Si[Ǎǈ]. Si-H bonds can absorb
energy in the ǊǍǈ-ǋǈǈ meV range[Ǎǈ], which corresponds roughly to the
resonance wavelength of our cavities. We returned to our cavities aěer a month’s
time for another cycle of surface treatments (Figure ǌ.ǋ.Ǌ) in order to address this
potential source of absorption. ĉeQ-factor of the cavity decreased to about
ǊǊ,ǈǈǈ in this period. As before, wavelength spectra were taken before and aěer
each step (not shown). Re-doing the HF dip and Piranha/HF cycling resulted in
an increase of Q-factor (to ǊǍ,ǈǈǈ) and a shiě in resonance wavelength from
ǌǌǍǐ nm to ǌǌǋǉ nm due to the material removed through this process.
Bistability was still present in the cavity aěer these two steps were completed.
However, aěer repeating the anneal, but this time Ěowing NǊ through the
chamber, we noticed that the cavity spectrum no longer had the characteristic
Ǎǎ
bistable lineshape (blue curve, taken before annealing) and instead was more
Fano-like (red curve) at high input powers. To conėrm that the cavity was no
longer bistable, we compared input power vs. output power hysteresis loops
taken before and aěer the anneal (insets). ĉe detuning for both hysteresis loops
was kept constant, at a value of δ = ǋǋǈ pm, which is approximately Ǌδmin for a
cavity with Q = ǊǍ,ǈǈǈ. ĉe pre-anneal hysteresis loop (blue) clearly shows the
bistable turn-on and turn-oﬀ, whereas the post-anneal hysteresis loop (red) lacks
these sharp bistable transitions. Some hysteresis is present in the post-anneal,
indicating that some small sources of absorption still remain in the cavity [ǉǑ],
but the bistable turnoﬀ is no longer seen aěer annealing treatment. ĉeQ-factor
did not change measurably aěer annealing, reaching a value of ǊǍ,ǎǈǈ. Aěer the
sample was placed in air for a few days, the cavity spectrum returned to its
pre-annealed state, with bistability appearing at the same input powers as before.
However, additional annealing in a NǊ environment caused the bistability to
disappear again. ĉerefore, based on our results we concluded that water
moisture and/or Si-H bonds on the surfaces of the silicon device layer is the
primary source of absorption that leads to bistability.
ĉough our main objective in performing these microelectronic treatments on
our cavities was to elucidate the source of our bistability, we also discovered a
method by which to substantially improve the quality factor of our cavities, from
an initial Q of ǉǉ,Ǎǈǈ to ǊǑ,ǋǈǈ. We believe that at this point the Q of our cavities
is limited by the design; the Q-factor obtained from FDTD calculations was
ǋǌ,ǈǈǈ. In addition, aěer these treatments, we were able to measure a photonic
ǍǏ
Figure 4.3.2: Cavity spectrum taken before (blue) and after (red) annealing in a N2 environ-
ment. The blue spectrum and corresponding hysteresis loop (taken at δ = 330 pm 2δmin)
show clear evidence of bistability, while the red spectrum and corresponding hysteresis loop
(taken at the same detuning of δ = 330 pm) indicate that bistability is no longer present.
crystal cavity with s = ǈ.Ǌawith a theoretical Q = ǐǈ,ǈǈǈ that had not been visible
pre-treatment, again showing the utility of our treatments in minimizing optical
losses. A Q-factor of ǌǍ,ǈǈǈ was measured in this case. (We note, however, that
this cavity was not used as the basis for the previous discussions due to poorer
signal-to-noise ratio as compared to the Q = ǊǑ,ǋǈǈ device, and lack of
pre-treatment data.) ĉese micro-electronic treatments and annealing processes
can be applied to future mid-infrared Si devices to help improve performance and
realize high-Qmid-IR cavities with Q > ǉǈǈ,ǈǈǈ. To achieve this goal,
heterostructure cavity designs [Ǎǉ] or nanobeam cavity designs [ǉǎ] can be used,
as they are known to support modes with high quality factors.
Ǎǐ
ǌ.ǌ CŃłķŀŊňĽŃł
In conclusion, we have observed the presence of bistability in Si mid-IR photonic
crystal cavities at ǌ.Ǎ µm. ĉrough the use of time-domain measurements, we
have established that the bistability we see in our mid-infrared photonic crystal
cavities is thermal in nature. Finally, we explored the eﬀects of various
post-processing methods (HF dips, piranha/HF cycles, and annealing) on the
bistability and Q-factors of our cavities. ĉese methods resulted in an increase of
Q from ǉǉ,Ǎǈǈ to ǊǑ,ǋǈǈ aěer processing. In our best devices, Q-factors as high
as ǌǍ,ǈǈǈ were also measured. Further investigation led to the discovery that
annealing in a NǊ environment removed bistability from our cavities even at the
highest pump powers possible in our setup, pointing to water moisture or Si-H
bonds at the surface as the likely cause of our bistability. Surface eﬀects play a
large role in microstructured devices in thin Si device layers, since they have a
much higher surface-to-volume ratio as compared to bulk crystalline Si. Because
of this, the surface treatments we investigated will likely be necessary to achieve
nonlinear optics at the ǌ-Ǎ µm range [Ǎ, ǐ], allowing us to pump high powers
(necessary in order to see nonlinear eﬀects) into Si cavities without deleterious
eﬀects. For short-term studies, a single anneal is suﬃcient, especially if the
sample is kept in a dry environment, such as an NǊ chamber or a gel carrier. For
longer-term use, surface passivation methods (e.g., capping the devices in
alumina or SiN) should be investigated. Decreasing the thermal resistance of the
structure will also help mitigate the eﬀects of bistability through the use of
ǍǑ






The mid-infrared (IR) wavelength region (Ǌ-Ǌǈ µm) is of great interest for a
variety of applications as wide-ranging as trace gas sensing, free-space
ǎǉ
communications, and thermal imaging. While high-power sources and sensitive
detectors at the mid-IR range have ėnally reached maturity, the passive photonic
devices needed to properly access these applications on-chip are still a work in
progress. Silicon has previously been proposed as an ideal material for the mid-IR
due to its lowmaterial losses below ǐ µm [Ǌ, ǌ]. Additionally, due to the absence
of two- or even three-photon absorption, the mid-IR wavelengths oﬀer us the
opportunity to eﬃciently exploit the optical nonlinearities of Si, opening up a
whole host of applications in nonlinear wavelength conversion and signal
ampliėcation. However, the traditional silicon-on-insulator (SOI) platform is of
limited utility at these wavelengths, since SiOǊ is a highly lossy material in the
mid-IR, with losses of over Ǌ dB/cm at wavelengths longer than ǋ.Ǎ µm [ǌ, Ǎǋ].
In Chapter Ǌ, we demonstrated Si membrane photonic crystal cavities (PhCs)
operating at ǌ.Ǎ µm [ǉǉ, ǋǌ], but many mid-IR photonics applications will
require an integrated, on-substrate platform. Also, applications in nonlinear
optics require higher in-coupled powers than those aĨainable through the
free-space coupling method employed in[ǉǉ, ǋǌ]. Silicon-on-sapphire (SOS)
provides an aĨractive platform for on-substrate mid-infrared photonics, due to
the low loss of sapphire through much of the mid-IR [Ǌ, ǌ]. SOS waveguides
operating at Ǌ.ǏǍ µm[Ǎǌ], ǌ.Ǎ µm [ǊǊ], Ǎ.ǉǐ µm[ǍǊ], and Ǎ.Ǎ µm[Ǌǋ], microring
resonators operating at Ǌ.ǏǍ µm[ǍǍ] and Ǎ.Ǎ µm[Ǌǋ] , and grating couplers
operating at Ǌ.ǏǍ µm[Ǎǌ, ǍǍ] have already been demonstrated. In this chapter, we
demonstrate grating-coupled SOSmicroring resonators operating in the ǌ.ǋ-ǌ.ǎ




Coupling high optical powers intoMIR resonators has proven to be a challenging
task [ǉǉ, ǊǊ, Ǌǋ]. ĉe ėber-coupling inverse taper method of spot size conversion
[Ǎǎ] commonly used at telecommunications (telecom) wavelengths is diﬃcult to
achieve with high eﬃciency, due to the immaturity of ėber technology at the
mid-infrared. Grating couplers, on the other hand, can provide highly eﬃcient
coupling of light from a free space beam into an optical waveguide. ĉis method
has already been well studied at the telecom wavelengths, with experimentally
measured coupling losses as low as -ǉ.ǎ dB [Ǎǌ, ǍǏ]. Additionally, grating
couplers can be placed anywhere on the chip, aﬀording Ěexibility in input/output
coupling location. For these reasons, we chose to use grating couplers to couple
light into our ring resonators.
Ǎ.ǉ.ǉ PŇĽłķĽńŀĹň Ńĺ ĻŇĵŉĽłĻ ķŃŊńŀĹŇ ŃńĹŇĵŉĽŃł
In essence, a grating coupler provides phase matching between an input light
beam and a particular waveguide mode. Grating couplers consist of a structure
with a corrugation with some periodicity Λ (Figure Ǎ.ǉ.ǉ), located next to a slab
waveguide with a propagation constant β for the fundamental TEmode of that






Figure 5.1.1: Principle of grating coupler operation.
for a particular integerm, light from the incident beam will couple to the
fundamental TEmode of the waveguide[Ǎǐ]. Grating couplers can also be used
for output coupling by the reciprocity principle. ĉis is the general principle of
grating couplers, but the speciėcs of grating eﬃciency depend on many factors,
including the periodicity, number of periods, and cross-sectional shape of the
corrugated elements of the grating. As can be seen by looking at Equation Ǎ.ǉ,
grating operation is highly angle dependent, so any divergence in the input laser
beam has to be taken into account while designing the grating.
ǎǌ
Ǎ.ǉ.Ǌ GŇĵŉĽłĻ ķŃŊńŀĹŇ ĸĹňĽĻł
We designed a grating coupler to couple light from our QCL (CW emission from
ǌ.ǋ-ǌ.ǎ µm) at normal incidence into a waveguide etched into the device layer of
our SOS, with thickness t = ǐǉǊ nm. We chose normal incidence for ease of
experimental characterization. ĉe grating coupler design was optimized in
Comsol using NOMAD[ǍǑ], a global optimization algorithm. A linear taper
function was applied both to the periodicity and the duty cycle of the grating
structure, which consisted of fully etched slits in the Si device layer. ĉe
theoretical coupling eﬃciency of the optimized grating at normal incidence for a
fully-etched geometry was ǌǈƻ, with a bandwidth of about ǉǍǈ nm
(Figure Ǎ.ǉ.Ǌ). We note that coupling eﬃciencies in excess of Ǐǈƻ are possible at
larger incidence angles. ĉe grating slits are Ǎǈ µm wide, so as to accommodate
our relatively large beam, about ǋǈ µm in diameter.
Ǎ.ǉ.ǋ FĵĶŇĽķĵŉĽŃł
ĉe gratings were fabricated on a silicon-on-sapphire substrate with a device layer
thickness of ǐǉǊ nm (IQEP Silicon, Ltd.). ZEP (Zeon Corp.) was used as a mask
for electron-beam lithography. A standard ǉǊǍ kV electron-beam lithography tool
(Elionix F-ǉǊǍ) was used to deėne paĨerns in the ZEP layer, using the procedure
described in Section Ǌ.Ǌ. A single step etch process was performed in the STS
ICP-RIE (Recipe ǉ in Section Ǌ.Ǌ). ĉe resist was removed using a Piranha etch
(ǋ:ǉ HǊSOǌ:HǊOǊ). A scanning electron micrograph of one of our gratings is
ǎǍ
Figure 5.1.2: Result of FDTD simulations of the transmission of our SOS grating coupler. A
maximum coupling efﬁciency of 40% is achieved at 4.5 µm, with a bandwidth of about 150 nm.
ǎǎ
Figure 5.1.3: Scanning electron micrography image of a fabricated SOS grating coupler.
shown in Figure Ǎ.ǉ.ǋ. ĉe grating slits need to be oriented in the same direction
as the polarization of our input laser, which in our case is horizontally polarized.
Due to proximity eﬀects in e-beam lithography, it is hard to exactly match the
dimensions of the fabricated coupler to the dimensions in design. For this reason,
we fabricated a number of grating couplers with their dimensions scaled by a
scaling parameter varying from ǈ.ǐ to ǉ.Ǌ.
Ǎ.ǉ.ǌ RĹňŃłĵłŉ ňķĵŔĹŇĽłĻ ŁĹĵňŊŇĹŁĹłŉň Ńĺ ĻŇĵŉĽłĻ ŇĹňńŃłňĹ
With the resonant scaĨering measurement described in Chapter Ǌ, we were able
to ensure that the visible light path and the QCL light path were aligned, since
both beams were simply reĚecting oﬀ the sample. However, there is no way to do
ǎǏ
the same with a transmission measurement with a grating coupler. ĉe
transmission bandwidth of a particular grating coupler is very narrow, and will
not accommodate both visible and mid-IR beams no maĨer the design. Hence,
we needed a way to decouple the initial characterization of our grating couplers
from the transmission setup (described later in this chapter). To do this, we
performed resonant scaĨering measurements on our grating couplers. A grating
coupler can be considered to be a photonic crystal cavity with very low quality
factor. ĉerefore, by using our cross polarization setup (described in Chapter Ǌ),
we should be able to recover a peak while scanning the laser over the wavelength
range the grating coupler operates within. Alternatively, if the setup is in input
polarization conėguration (both polarizers aligned), the response should have a
dip corresponding to where the light couples to the grating coupler. ĉe samples
were oriented at ǌǍ with respect to the laser polarization to maximize the
signal-to-noise ratio.
Results from this characterization for a particular grating coupler are shown in
Figure Ǎ.ǉ.ǌ, with the background removed. Because the etched regions tended
to scramble polarization irrespective of whether the grating bandwidth was in the
tuning range of the laser or not, there was a high background signal for the cross
polarized signal. Nevertheless, we were able to see clear peaks in cross
polarization (CP) and dips in input polarization (IP) for the particular gratings
that coupled light within our laser’s tuning range. As the slit widths increased, the
peaks shiěed further to the right, as expected (not shown). Using this method,
we were able to characterize the response of our grating couplers and knew, going
ǎǐ
Figure 5.1.4: Resonant scattering response of a grating coupler. A peak is seen in cross-
polarization, and a dip seen in input polarization, if the grating coupler couples light within our
laser tuning range.
forward, which dimensions to use in fabrication to make grating-coupled devices.
However, this method does not provide us with much information regarding
coupling eﬃciency.
Ǎ.Ǌ GŇĵŉĽłĻ-ķŃŊńŀĹĸ ĸĹŋĽķĹň
Having determined that we had operational grating couplers, we then turned to
fabricating grating-coupled resonators. We chose to focus on ring resonators,
since they can support numerous high-Q factor modes, a useful trait for
nonlinear wavelength conversion applications. For the ǌ.ǋ-ǌ.ǎ µm wavelength
ǎǑ
range, a waveguide with width ǉ.Ǎ µm and height ǈ.ǐǉǊ µm is single mode. ĉese
dimensions are used for both the coupling waveguide and ring resonator.
However, our grating slits are Ǎǈ µmwide, meaning we need to taper down from a
Ǎǈ µm width for the grating down to a ǉ.Ǎ µm width for the single mode
waveguide. ĉe length of this taper is very crucial in order to achieve adiabatic
transition from wide waveguide to the narrow one. Otherwise, short tapers can
result in a high percentage of reĚected signal due to impedance mismatch.
Results of FDTD simulations of transmission through the taper are shown in
Figure Ǎ.Ǌ.ǉ. A taper of ǉǍǈ µm, for example, reĚects almost ǌǍƻ of the light. We
chose a taper length of Ǎǈǈ µm to ensure that more than Ǒǈƻ of our light is
transmiĨed to the single mode waveguide.
On the output end, we chose to collect light from an end-cleaved facet, rather
than use a grating out-coupler. ĉis simpliėed the experimental setup
considerably. Because of the N.A. of the output coupling lens (ǈ.Ǎ), an inverse
taper needed to be applied to the end facet so that more of the light from the facet
would fall within the acceptance angle of the lens. To accommodate this, a
horn-shaped coupler consisting of a ǏǍǈ µm long linear taper with a width of Ǎǈ
µm at the output end was used to improve collection of light at the output. By
using this approach [ǊǊ, Ǌǋ], we were able to increase our theoretical
out-coupling eﬃciency from Ǒƻ (for a ǉ.ǎ µm waveguide without a horn) to ǊǍƻ,
assuming a lens with numerical aperture of ǈ.Ǎ.
ĉe grating coupled devices were fabricated using the same method described
in Section Ǌ.Ǌ, with one additional step: the sample was manually cleaved on the
Ǐǈ
Figure 5.2.1: Results from FDTD simulations of transmission efﬁciency through tapers (from
grating to single mode waveguide) of varying lengths. Shorter taper lengths result in signiﬁcant
reﬂection loss.
Ǐǉ
output waveguide (in the Ǎǈ µm wide portion), providing the end-facet for
out-coupling. Photoresist (Shipley ǉǐǉǋ) was spun on the the device side of the
sample so as to protect the devices, and then stripped oﬀ in Remover PG
(MicroChem) and isopropanol alcohol aěer cleaving. ĉis cleaving step was
performed before resist removal in the piranha clean.
An optical micrograph of one of our devices is shown in Figure Ǎ.Ǌ.Ǌ. ĉe
grating coupler, taper region, ridge waveguide, and ring resonator all are fully
etched into the Si device layer with thickness t = ǐǉǊ nm. ĉe coupling
waveguide and ring resonator both have a width w = ǉ.Ǎ µm, and the ring radius r
= ǎǈ µm. ĉe grating slits are Ǎǈ µm wide, and the taper region between the
grating and coupling waveguide is Ǎǈǈ µm long. Rings with gaps d between the
coupling waveguide and ring resonator varying between ǋǈǈ and Ǐǈǈ nm were
fabricated. Since the bandwidth of the grating is smaller than the mode-hop free
tuning range of our laser, the grating geometry was varied from device to device
in order to cover the laser’s tuning range. ĉis was done by multiplying each
grating dimension with a constant in the range of ǈ.Ǒǐ to ǉ.ǈǎ, which shiěs the
center wavelength of the grating by the same factor.
Ǎ.Ǌ.ǉ CļĵŇĵķŉĹŇĽŐĵŉĽŃł ňĹŉŊń
To characterize these devices, we built an additional arm on the setup for
transmission measurements. ĉis way, the original resonant scaĨering setup
could still be used to locate the grating couplers using SRSM. A schematic of the
transmission arm used to characterize our devices is shown in Figure Ǎ.Ǌ.ǋ. Light
ǏǊ
Figure 5.2.2: Optical image of a representative device, consisting of a ring resonator (bottom
inset) coupled to a waveguide with a grating coupler (top inset) on input end and horn-coupler
on the output end.
Ǐǋ
Figure 5.2.3: Schematic of mid-IR setup used to measure our devices in transmission.
from a tunable continous-wave quantum cascade laser (QCL) fromDaylight
Solutions, Inc., with emission from ǌ.ǊǏ to ǌ.ǎǋ µm and linewidth of <ǌǍMHz, is
sent through a ZnSe objective (numerical aperture of ǈ.ǊǊ) and focused onto the
input grating. A second ZnSe lens (numerical aperture of ǈ.Ǎ) is placed at right
angle to the ėrst lens in order to collect light from the end facet. Finally, the light
is focused onto a thermoelectrically cooled HgCdTe detector.
Ǎ.Ǌ.Ǌ FŊŀŀŏ ĹŉķļĹĸ ŇĹňŊŀŉň
Transmission data from our as-processed ring resonators is shown in Figures Ǎ.Ǌ.ǌ
and Ǎ.Ǌ.Ǎ. Results from device with value of d = ǋǈǈ nm (Figure Ǎ.Ǌ.ǌ), ǌǈǈ nm
(Figure Ǎ.Ǌ.Ǎ, top), and ǍǍǈ nm (Figure Ǎ.Ǌ.Ǎ, boĨom) are shown. No resonances
Ǐǌ
were seen for devices with d = Ǐǈǈ nm. ĉe free spectral range (FSR) of our
resonators was measured to be ǉǊ.ǌ nm around ǌ.ǌ µm, which closely matches
the expected FSR of a ring with radius r = ǎǈ µm and theoretical group waveguide
index of ǌ.ǉ at ǌ.ǌ µm. For a ring resonator coupled to a waveguide, the total
(loaded) Q-factorQt is given by the relationQt ƥ = QƤ ƥ + Qc ƥ, whereQƤ is
the intrinsic Q-factor (determined by radiation losses and material absorption,
including surface states) of the ring resonator, andQc is the coupling Q-factor
(determined by the coupling strength with the waveguide). Power transfer
between the waveguide and the ring resonator is maximized whenQƤ =Qc, a
regime known as critical coupling. ForQƤ <Qc, the ring resonator is considered
undercoupled, and forQƤ >Qc, the ring resonator is considered overcoupled. In
our measurements, the coupling decreased with increasing d, indicating that our
devices operate in the undercoupling regime. ĉe experimentally obtained
transmission spectra were ėĨed to theoretical curves obtained by solving a set of
coupled mode equations [ǎǈ] that take into account the scaĨering-induced
coupling of clock-wise and counter-clock-wise propagating modes, which can be
observed as mode-spliĨing for very high-Q resonators.
We can obtain the expression for the ring resonator transmission in the case of





+ iΔω)acw + iβaccw + kjsj; (Ǎ.Ǌ)
ǏǍ
Figure 5.2.4: Transmission measurement of device with coupling gap d = 300 nm, as fabri-
cated. Ring resonances are highlighted with green to distinguish them from gas absorption
dips (from atmospheric CǉǋOǊ).
Ǐǎ
Figure 5.2.5: Transmission measurements of devices with coupling gap d = 400 nm (top panel)






+ iΔω)accw + iβacw; (Ǎ.ǋ)
where a is the amplitude of the clockwise (CW) and counterclockwise (CCW)
modes of the resonator, the mode decay rate is Ǌ/τt, Δω is the detuning of the
laser from the cavity resonance, β is the coupling strength of the modes, κ =
p Ʀ
τc
is the coupling rate between the coupling waveguide and the ring resonator
where τc is the coupling lifetime, and s is the input ėeld (jsjƦ is the input pump
power). At steady state, dacwdt =
daccw
dt = Ƥ. ĉen we can solve Equation Ǎ.ǋ for accw
and substitute into Equation Ǎ.Ǌ , obtaining the following expression for acw:
acw =
κjsj






ĉe coupling of the CW and CCWmodes to the waveguide results in a
transmiĨed ėeld (with transmission coeﬃcient t) and reĚected ėeld (with
reĚection coeﬃcient r):
t =  jsj+ κacw; r = κaccw; (Ǎ.Ǎ)
ĉe transmission coeﬃcient t then becomes:
t =  jsj(ƥ  κ
Ʀ







ĉen rewriting t in terms ofQt = ωƤτt=Ʀ, andQc = ωƤτc=Ʀ, we obtain:
t =  jsj(ƥ  ωƤ=Qc






ĉe normalized transmission T through the ring resonator is then given by
T = jtjƦ=jsjƦ.
Using this model, we inferred maximum loaded Q values ofQt = ǌǉ,ǈǈǈ, and
intrinsic Q-factors ofQƤ = ǌǍ,ǈǈǈ. In order to improve the performance of our
devices, we decided to subject them to the post-fabrication microelectronic
treatments described in [ǋǌ, ǌǐ], namely Piranha etch/HF cycling and annealing.
ĉe former treatment decreases absorption due to surface states and reduces
surface roughness, while the laĨer treatment reduces absorption due to water
[ǋǌ]. A cycle of Piranha etch (ǋ:ǉ HǊSOǌ:HǊOǊ) and HF acid performed three
times in succession (process detailed in [ǌǐ]) had the most dramatic eﬀect,
increasing loaded Qs to as much as Ǒǌ,ǈǈǈ and drastically improving the coupling
across all devices. Annealing had limited eﬀect on these devices. At high input
powers, bistability was also seen in the highest-Q devices (not shown). ĉe
response from one of the best devices (with d = ǋǈǈ nm) is seen in Figure Ǎ.Ǌ.ǎ.
Aěer post-processing, we were also able to see resonances for devices with d =
Ǐǈǈ nm, indicating thatQƤ for these devices had increased with respect toQc
(Figure Ǎ.Ǌ.Ǐ). From ėĨing the transmission spectrum, we deduced intrinsic
Q-factors as high asQƤ = ǉǊǏ,ǈǈǈ (see inset, Figure Ǎ.Ǌ.ǎ).
ǏǑ
Figure 5.2.6: Device with d = 300 nm, after Piranha etch/HF cycling. Power transfer between
the waveguide and the ring is greatly improved, and maximum loaded Q-factors have in-
creased from 45,000 to 94,000, with a maximum intrinsic Q-factor of 127,000, shown in the
inset.
ǐǈ
Figure 5.2.7: Transmission measurements of devices with d = 400 nm (top), 550 nm (center),
and 700 nm (bottom), after Piranha etch/HF cycling.
ǐǉ
Tominimize scaĨering losses due to fabrication imperfections, we applied the
resist reĚowmethod to our devices[ǎǉ]. In our case, resist reĚow consisted of a
Ǎ-minute post-lithography bake in an oven at ǉǌǈ° C. Because of the ėne features
within our grating couplers, we had to use lower bake temperatures for ZEP
reĚow than those typically used for microresonators [ǎǉ], which is usually done
at around ǉǎǈ° C . Aěer the reĚow, the sample underwent etching, cleaving, and
Piranha etch-HF acid cycling as described above. ĉe results are shown in
Figure Ǎ.Ǌ.ǐ. Q-factors increased noticeably aěer the reĚow, with total Q-factors
as high asQt = ǉǍǉ,ǈǈǈ, corresponding to a resonance linewidth of ǌǌǈMHz, and
intrinsic Q-factors as high asQƤ = ǊǏǐ,ǈǈǈ. ĉese Q-values are the highest
measured in the ǌ-Ǎ µm wavelength range in Si. We note that for all device
geometries we tested (a total of ǉǊ) Q-factors obtained with resist reĚow were
higher than Qs of the devices where the reĚow was not used.
Using our Q values, we can estimate the loss of our ring resonators to be about
ǈ.Ǐǌ dB/cm at ǌ.Ǎ µm. We note that this loss value takes into account light
scaĨering (due to surface roughness) and material absorption (due mostly to
surface states), and also bending losses of the ring resonator (which are negligible
in large diameter devices that we studied). ĉis is slightly higher than the lowest
waveguide loss values measured in silicon devices at the mid-IR (ǈ.ǎ dB/cm at
ǋ.ǋǑ µm in the case of SOI waveguides) [ǎǊ]. Our comparatively higher losses
may be due to scaĨering losses from twinning defects inherent in SOS[ǎǋ].
ǐǊ
Figure 5.2.8: Transmission measurement of device with d = 300 nm, fabricated using resist
reﬂow and post-fabrication Piranha-HF cycling. The reﬂow results in higher Q-factors, with a
maximum loaded Qt of 151,000 and intrinsic QƤ of 278,000, as shown in the inset.
ǐǋ
Ǎ.Ǌ.ǋ PĵŇŉĽĵŀŀŏ ĹŉķļĹĸ ĸĹŋĽķĹň
Another variant on grating-coupled SOS ring resonators may bemade by partially
etching rather than fully etching the Si. ĉis results in a devices that have a Si
”pedestal” in cross section. Because of this, the mode should be more conėned to
the Si, though the waveguide width needs to be increased to accommodate the
pedestal. ĉe higher conėnement in Si should lead to lower loss since less of the
mode interacts with the comparatively lossier sapphire substrate.
We made grating-coupled SOS ring resonators with a Ǎǉǈ nm partial etch, and
a waveguide width of Ǌ.ǐ µm, and coupling gaps d of ǎǈǈ nm, ǐǈǈ nm, and ǉǈǈǈ
nm. Other than the grating parameters (period and slit widths), which needed to
be changed to accommodate the partial etch, all other parameters were kept the
same as in the fully etched case. All part of the device (grating, taper, waveguide,
ring) were etched to the same depth. Results from one of our partially etched
devices, with no post-fabrication treatments performed, are shown in
Figure Ǎ.Ǌ.Ǒ . No resist reĚow was performed during the fabrication. Remarkably,
the as-processed Q-factors on this sample were similar to devices made with
resist reĚow and Piranha-HF cycling. ĉis is likely due to the fact that more of the
mode is conėned to the Si. Aěerwards, Piranha-HF cycling was performed, but it
had very liĨle impact on either the Q-factors or power transfer between the
coupling waveguide and resonator. Performing even shallower partial etches may
have an even greater impact on Q.
ǐǌ
Figure 5.2.9: Transmission measurement of partially etched ring resonator (etch depth =
510 nm) device with d = 600 nm, with a maximum loaded Qt of 188,000 and intrinsic QƤ of
275,000, as shown in the inset. No post-fabrication treatments were done on this sample.
Ǎ.ǋ CŃłķŀŊňĽŃł
In conclusion, we have realized mid-IR integrated on-chip optical networks
operating at the ǌ.Ǎ µm wavelength range, based on the SOSmaterial platform.
Grating-coupled ring resonators, with intrinsic Q-factors as high as ǊǏǐ,ǈǈǈ, were
demonstrated. High Q-factor resonators in the mid-IR are of great interest for
trace-gas sensing in particular, and the realization of portable spectroscopy
systems in general. Another exciting application of our platform is on-chip
nonlinear wavelength conversion via four-wave mixing, as well as the potential





In this chapter, we explore the χ(ǋ) nonlinearities of Si, with a special emphasis on
stimulated four-wave mixing (FWM) and optical parametric oscillation. We
ǐǎ
discuss the suitability of the SOS devices described in Chapter Ǎ to nonlinear
applications such as FWM and frequency comb generation in the mid-IR.
ǎ.ǉ OńŉĽķĵŀ łŃłŀĽłĹĵŇĽŉĽĹň Ľł SĽ
One interesting feature of Si is its high optical nonlinearity, compared to many
glasses and CMOS-compatible materials (Table ǉ). Because of Si’s inversion
symmetry, χ(Ǌ) eﬀects are suppressed, but the χ(ǋ) of Si is about one hundred
times that of silica glass, and ten times larger than that of SiǋNǌ. Additionally, Si
has a high refractive index (ǋ.ǌǊ at ǌ.Ǎ µm), meaning that light can be more
strongly conėned within the material, thus enhancing the eﬀective nonlinearity.
However, the presence of two-photon absorption (TPA) at wavelengths below
Ǌ.Ǌ µmmeans that Si becomes extremely lossy at the high intensities of light
typically needed to achieve nonlinearities in the telecom regime. ĉese absorbed
photons lead to the creation of free carriers within Si, which also absorb light
through free-carrier absorption. Because Si has a low free carrier recombination
rate (due to its indirect bandgap), the free-carrier population and subsequent
optical loss become quite considerable at high input intensities [Ǎ], In contrast,
TPA (and depending on the wavelength chosen, even three-photon and
four-photon absorption) is not an issue at the mid-IR, since two mid-IR photons
cannot overcome the ǉ.ǉ eV bandgap of Si. It was shown in [ǎǌ] that the
transmission ratio for high power densities of Ǌ.Ǒǋǎ µm light (above the
two-photon absorption cutoﬀ of Ǌ.Ǌ µm) pumped into a Si waveguide does not
vary signiėcantly with power density, whereas at Ǌ.ǈǑ µm, the light pumped into
ǐǏ







the Si waveguide declines as the power density is increased, due to TPA. Hence,
the mid-IR gives an opportunity to eﬃciently exploit the χ(Ƨ) nonlinearities of Si.
Optical nonlinearities originate from the interaction of the optical ėeld with
bound electrons and phonons. ĉe electrical ėeld component of the optical ėeld
resonates with the outer electrons of Si atoms, causing polarization. We can write
this induced polarization P(t) in terms of the electric ėeld E(t) as follows
(assuming an instantaneous dielectric response):
P(t) = εƤ(χ(ƥ)E(t) + χ(Ʀ)EƦ(t) + χ(Ƨ)EƧ(t) + :::); (ǎ.ǉ)
where εƤ is the vacuum permiĨivity and χ(i) are the i-th order optical
susceptibilities [ǎǍ]. ĉe susceptibilities are tensors of rank (i+ ƥ) from which
all linear and nonlinear optical eﬀects deriving from the polarizability of a
material can be derived. Since our interest is in nonlinear eﬀects, we focus on χ(Ƨ)
processes, as χ(Ʀ) processes are non-existent in Si due to its inversion symmetry. If
ǐǐ









(Eωk;k(r; ωk)eiωkt + c:c:); (ǎ.Ǌ)
where c:c is the complex conjugate. By substituting equation ǎ.Ǌ into
equation ǎ.ǉand expanding χ(Ƨ) in terms of its frequency components, we obtain














































(EωƥEωƦEωƧei(Ʀωƥ+ωƦ+ωƧ)t + c:c)+ )];
(ǎ.ǋ)
where) stands for all possible permutations of frequencies. ĉe terms in
equation ǎ.ǋ represent diﬀerent nonlinear processes (described in more detail
below) that can result from the third-order susceptibility. Eﬃcient excitation of
these processes is only achieved under both energy andmomentum conservation
(phase-matching). By choosing the appropriate frequencies (i.e., energy levels)
ǐǑ
and performing phase-matching, we can choose a particular process from among
multiple possible nonlinear processes.
ĉe ėrst term in equation ǎ.ǋ, [ Ƨƨ εƤχ
(Ƨ)[jEωƥ jƦEωƥ+ )], is the process known as
self-phase modulation, in which excitations are induced by three photons (all at a
single frequency ωƥ). ĉis process leads to the intensity-dependent refractive
index component (the Kerr coeﬃcient) nƦ, which then modiėes the frequency
characteristics of the pulse that generated the refractive index change, leading to
pulse broadening. At very high power levels, SPMmay be used for super
continuum generation. Additionally, the same photons that cause SPM can also
cause two-photon absorption (TPA), as described above. Because of this, TPA
leads to an intensity-dependent component, αƦ, of the imaginary part of the
refractive index, i.e. the absorption coeﬃcient, αƤ. SPM and TPA aﬀect the
complex refractive index n such that:
n = nƤ + nƦI  i λƨπ (αƤ + αƦI); (ǎ.ǌ)














A useful nonlinear ėgure of merit is given by Fn = nƦ=(λαƦ), where λ is the
Ǒǈ
Figure 6.1.1: χ(Ƨ) and nƦ of Si as a function of wavelength λ. χ(Ƨ) has not yet been measured
experimentally through most of the mid-IR, so three curve-ﬁts to existing measurements are
shown. Taken from [9], permission to use granted by Professor Bahram Jalali.
Ǒǉ
optical wavelength in vacuum [ǎǍ, ǎǎ]. Since TPA goes to zero for wavelengths
above Ǌ.Ǌ µm, this nonlinear ėgure of merit is quite high in the mid-IR, despite
slightly lower (expected) nƦ in this wavelength regime. Figure ǎ.ǉ.ǉ shows χ(Ƨ)ƥƥƥƥ
as a function of λ over the infrared regime. Measurements are indicated by the
solid triangles and diamonds. ĉe doĨed line shows the expected χ(Ƨ)ƥƥƥƥ
extrapolated from curve ėĨing, since experimental measurements of nƦ have not
yet been done beyond Ǌ.ǋ µm.
ĉe second term in equation ǎ.ǋ is the cross-phase modulation (XPM) term.
In XPM, a signal at ωƥ aﬀects another signal at ωƦ. From equation ǎ.ǋ, we can see
that the change in refractive index induced by XPM is twice as strong as that
induced by SPM.ĉe third term in equation ǎ.ǋ corresponds to third-harmonic
generation (THG), in which pumping at a single frequency ωƥ generates a new
signal oscillating at ωTHG = Ƨωƥ. ĉe remaining ǌ terms in equation ǎ.ǋ describe
diﬀerent four-wave mixing (FWM) processes, in which three incident photons
generate a fourth photon at the idler frequency ωi. FWMwill be described in
more detail in the next section. Since FWM, like all Kerr nonlinear processes, is
ultrafast, there is a strong interest in using FWM for a number of applications
including wavelength conversion and parametric ampliėcation.
In the above treatment, we focused on the contribution of the oscillations of
bound electrons to the χ(Ƨ) of silicon. However, another contribution comes
from Raman scaĨering induced by optical phonons. ĉe Raman scaĨering
contribution is outside the scope of this work, but we note that Si also has a
relatively high Raman gain, and exploiting this Raman gain at the mid-IR is also a
ǑǊ
very fruitful subject of study [Ǐ, ǎǌ].
In order to eﬀectively exploit silicon’s χ(Ƨ) nonlinearities, the light must be
introduced into a waveguide or resonator in which the light can be strongly
conėned. To design eﬀective structures for nonlinear wavelength generation, the
structure must (ǉ) have a high optical ėeld conėnement; (Ǌ) the nƦ of the
structure’s material must be high; (ǋ) the FOMmust be high (meaning that TPA
will not be problematic) and (ǌ) if necessary, phase matching should be
maintained via dispersion engineering. We can deėne a nonlinear waveguide






where Aeff is the eﬀective mode area, deėned as (
R j~EjƦdA)Ʀ= R j~EjƨdA, where~E
is the electric ėeld of the waveguide. From this, we can see that Si is a highly
advantageous material for exploiting χ(Ƨ) nonlinearities in the mid-IR. Due to its
high refractive index, the optical ėeld conėnement will be high. As discussed
earlier, Si has a higher nƦ than many other CMOSmaterials, and at mid-IR
wavelengths, the FOM is quite high due to the lack of TPA. Dispersion
engineering will be discussed in Section ǎ.Ǌ.Ǌ.
Ǒǋ
ǎ.Ǌ FŃŊŇ-ŌĵŋĹ ŁĽŎĽłĻ (FWM)
ǎ.Ǌ.ǉ IłŉŇŃĸŊķŉĽŃł ŉŃ FWM
Asmentioned in Section ǎ.ǉ, four-wave mixing (FWM) is a third order nonlinear
process that results from the polarizability of electrons in atoms. Speciėcally, we





























(EωƥEωƦEωƧei(Ʀωƥ+ωƦ+ωƧ)t + c:c)+ )]; (ǎ.ǉǉ)
For these processes to occur, the conditions of energy conservation and
momentum conservation (phase matching) need to be met, such that:
ωƨ = ωƥ + ωƦ   ωƧ(energy conservation), and (ǎ.ǉǊ)
βƨ = βƥ + βƦ   βƧ(momentum conservation); (ǎ.ǉǋ)
Ǒǌ
Figure 6.2.1: The phenomenon known as degenerate four-wave mixing occurs when two
pump photons at the same frequency ωp undergo nonlinear frequency conversion in a χ(ǋ)
material. The conversion can either be stimulated by a signal photon, ωs, to generate a third
frequency at the idler ωi, or it can occur spontaneously, in which the two pump photons spon-
taneously convert into two sidebands ωs and ωi.
where ωƨ and βƨ are the frequency and wave vector of the light generated through
FWM.We are especially interested in the case where ωƥ = ωƦ, known as
degenerate FWM (Figure ǎ.Ǌ.ǉ). ĉere are two types of degenerate FWM,
stimulated (a classical process), and spontaneous (a quantum process).
Spontaneous degenerate FWM, in which two pump photons spontaneously
generate the signal and idler sidebands, will be discussed in more detail in
Section ǎ.ǋ. Here, we focus on stimulated degenerate FWM, in which two pump
photons mediate the conversion of a signal photon into an idler photon:
Ʀωp   ωs = ωi. ĉis type of FWM is oěen used for parametric up-conversion.
For example, in the mid-IR, we may want to up-convert our signals to telecom
wavelengths so that they may be more easily detected using the beĨer detection
technologies available at that wavelength range [ǐ].
ǑǍ
Despite Si’s relatively large nonlinear susceptibility, the powers needed to
achieve nonlinearities such as FWM in a Si waveguide are quite high (waĨ-level).
ĉis is especially problematic at the mid-IR, where multi-waĨ sources are
limited. By using a high-Q factor resonator as our nonlinear device, we can
reduce the needed input powers since a resonator with a quality factorQ and
mode volume V eﬀectively has an input power circulating within the resonator
that scales linearly withQ=V. ĉe silicon-on-sapphire ring resonators described
in Chapter Ǎ provide an ideal platform for aĨaining FWM at the mid-IR, since
they have high-Q factors and a multitude of modes which can be used for the
pump, signal, idler, etc. Additionally, ring resonators, like all whispering gallery
mode resonators, are inherently phase-matched[ǎǏ, ǎǐ]. However, frequency
matching in a ring resonator is not as simple, and requires careful dispersion
engineering. In the next section, we discuss why dispersion engineering is
necessary and how to go about doing it.
ǎ.Ǌ.Ǌ DĽňńĹŇňĽŃł ĹłĻĽłĹĹŇĽłĻ
It is very important to consider the group-velocity dispersion (GVD) when
designing devices for nonlinear frequency generation. We can deėne a group
delay dispersion parameterD





ĉere are two regimes of GVD: normal GVD (D < ǈ), in which lower frequency
components of a pulse travel faster through the medium than higher frequency
Ǒǎ
Figure 6.2.2: Expected change in FSR for fully etched silicon-on-sapphire devices for a variety
of widths ranging from 1.2 to 1.8 µm (height of 812 nm.)
components, and anomalous GVD (D > ǈ), where higher frequency components
of a pulse travel faster through the medium than the lower frequency
components. At mid-IR wavelengths, Si’s material dispersion is normal [ǎǎ].
However, FWM requires operation in an anomalous dispersion regime, to
counteract the eﬀects of material and cavity dispersion, which cause the
resonance frequencies of our ring to be irregularly spaced. Fortunately, we can
compensate for the material dispersion of Si using waveguide dispersion, which is
a parameter we can control in fabrication by controlling the cross-sectional
dimensions of our ring. Generally, smaller cross-sectional dimensions result in
higher anomalous dispersion, though we need to take care that the mode is still
well-conėned within the Si [ǎǑ].
ǑǏ
We used FDTD simulations to determine the expected change in FSR due to
dispersion, Δf = ΔωD=Ʀπ, for our SOS devices, both the fully etched devices
(etch depth of ǐǈǈ nm, width of ǉ.Ǎ µm) and the partially etched devices (etch
depth of Ǎǉǈ nm, width of Ǌ.ǐ µm). Figure ǎ.Ǌ.Ǌ shows the results for the fully
etched devices for a variety of widths ranging from ǉ.Ǌ to ǉ.ǐ µm, with Δf of about
ǌǈǈ to ǑǈǈMHz depending on the waveguide width. In the partially etched case,
we obtain Δf of about ǉǋMHz (not shown) from ǌ.ǋ to ǌ.Ǐ µm. Δf is much larger
in the fully etched case as compared to the partially etched case. For stimulated
FWM, we prefer that the Δf be small for a higher conversion eﬃciency from
signal to idler, as will be discussed below, making the partially etched devices
more preferable for this purpose. However, for parametric oscillation originating
from spontaneous degenerate FWM (Section ǎ.ǋ), a larger Δf is desirable,
making the fully etched devices more preferable for this application.
ǎ.Ǌ.ǋ FWMķŃłŋĹŇňĽŃł ĹĺĺĽķĽĹłķŏ
Next, we would like to ėgure out what kind of FWM conversion eﬃciencies we
can achieve with our devices, i.e. howmuch of our signal is converted to idler.












Fp;s;i = j σƥ  τexp( αL=Ʀ+ jkp;s;iL) j
Ʀ
; (ǎ.ǉǏ)
where Iouti is the output intensity of the idler, Iins is is the input intensity of the
signal, γ is the nonlinear waveguide parameter, ωƤ is the pump frequency, Aeff is
the eﬀective mode area, Pp is the input pump power, Leff is the eﬀective length,
Fp;s;i are the resonant ėeld enhancement factors for the pump, signal, and idler,
respectively, L is the circumference of the ring, σ is the coupling coeﬃcient, τ is
the transmission coeﬃcient, and kp;s;i are the wave numbers of the pump, signal,
and idler ėelds, with a phase mismatch Δk. From this expression, we can see that
a smaller value of Δk is preferred. If we take the limit where we assume that our
ring resonator is critically coupled to the waveguide, that the signal, pump, and
idler modes all have the sameQ-factors and coupling coeﬃcients, and Δk = ǈ, the





Taking values ofQ = Ǌǈǈ,ǈǈǈ, vg = Ǐ.ǋǊxǉǈǏ m/s, R = ǎǈ µm, omegap = ǌ.ǌǎ µm,
nƦ = ǉ.Ǌxǉǈ-ǉǐ (an extremely conservative estimate for nƦ in Si at ǌ.Ǎ µm), Aeff =
ǉ.ǎǎxǉǈ-ǉǊ, and Pp = ǉǈ mW, which are values representative of our partially
etched devices and laser sources, we obtain a conversion eﬃciency of ǉ.Ǐƻ.
Similar values were obtained by solving the nonlinear coupled mode equations
that describe this system. Since we do not have FCA due to TPA, we do not need
to be concerned about saturation with increasing signal power as seen in [ǎǐ].
ǑǑ
Figure 6.2.3: Expected power generated at idler Pi with varying pump power Pp. Pi values
were calculated using equation 6.18 for values of Q = 200,000, vg = 7.32x10Ǐ m/s, R = 60 µm,
ωp = 4.46 µm, nƦ = 1.2x10-ǉǐ (an extremely conservative estimate for nƦ in Si at 4.5 µm), Aeff
= 1.66x10-ǉǊ, and Pp = 10 mW, values representative of our partially etched devices and laser
sources.
With a conversion eﬃciency this high, we should be able to obtain ǉǈ µW of idler
for about ǎǈǈ µW of signal and ǉǈ mW of pump (Figure ǎ.Ǌ.ǋ). ĉese numbers
indicate that the experimental demonstration of mid-IR FWM in our SOS
devices should be readily aĨainable.
ǎ.Ǌ.ǌ DĹňķŇĽńŉĽŃł Ńĺ FWM ĹŎńĹŇĽŁĹłŉ
At the time of writing, we are working on demonstrating FWM in our SOS
devices experimentally. We use a modiėed version of our experimental setup
from chapters Ǌ and Ǎ. A second QCL, the pump laser, has been introduced onto
the input path via a Ǎǈ-Ǎǈ pellicle beam-spliĨer (ĉorlabs). ĉis QCL is a CW
ėxed-wavelength laser with emission at ǌ.ǌǎ µm and output power of Ǎǌǈ mW.
ǉǈǈ
ĉe pump laser can be tuned by about ǉ cm-ǉ, or about ǌ nm, via temperature
tuning. ĉe original QCL, with tunable emission from ǌ.ǋ-ǌ.ǎ µm and a
maximum power of Ǌǈǈ mW, is our signal source. Of course, these numbers
represent the powers emiĨed by the laser and not the powers actually inside the
waveguide. Input from both lasers is introduced onto a grating coupler
connected to a ring resonator with high Q. Using the collection beam path
described in Chapter Ǎ, we identify the signal and pumpmodes using the tunable
laser, and then tune both the signal and pump laser to the desired resonances by
monitoring the transmission signal on the detector. When the transmission
signal on resonance is minimized, then we know our lasers are at the desired
frequencies. Now we send the transmiĨed signal into a grating spectrometer
(Horiba Jobin Yvon) with an external InSb detector (Horiba Jobin Yvon)
mounted on an exit of the spectrometer. ĉe output of the InSb detector is sent
to a lock-in ampliėer (Stanford Research Systems) which communicates with the
spectrometer soěware, with which spectra can be read. Using this system, we can
look for the generation of idlers from the signal and pump beams we introduce
into our devices.
ǎ.ǋ OńŉĽķĵŀ ńĵŇĵŁĹŉŇĽķ ŃňķĽŀŀĵŉĽŃł ĵłĸ ĺŇĹŅŊĹłķŏ ķŃŁĶň
ǎ.ǋ.ǉ IłŉŇŃĸŊķŉĽŃł
As mentioned previously, spontaneous degenerate FWM is another
phenomenon that can be observed in χ(ǋ) materials. In spontaneous degenerate
ǉǈǉ
FWM, two pump photons with frequency ωp spontaneously convert into a new
pair of photons: a frequency up-shiěed signal photon (at frequency ωs) and a
frequency down-shiěed idler photon (at frequency ωi). ĉis process is also
known as optical parametric oscillation[ǎǏ, Ǐǉ]. As in stimulated FWM, this
process can occur more eﬃciently in a microresonator if the pump, signal, and
idler frequencies all coincide with modes of the resonator. Again,
whispering-gallery type resonators, such as ring resonators, microspheres, and
microtoroids, are well-suited for this purpose because of their multitude of
phase-matched modes. ĉe threshold for parametric oscillation is reached when
the scaĨering rate into the signal and idler modes exceeds the cavity decay rates
for those particular modes. High-Qmicroresonators are particularly suited for
parametric oscillation as the threshold power scales with ǉ/QƦ, meaning that
ultra-high Q resonators can result in markedly lower parametric oscillation
threshold powers.
As pump power increases, the intensity in the the signal and idler sidebands
increases. At even higher pump powers, we can achieve parametric oscillation
spectra with multiple sidebands. ĉere are two processes by which this occurs
(Figure ǎ.ǋ.ǉ): (ǉ) pump photons from the pump laser can be converted to
secondary sidebands, which again leads to a pairs of symmetric sidebands around
the pump. (Ǌ) the generated signal and idler band themselves combine as pump
photons for degenerate FWM.ĉis process is known as cascaded FWM.When
the signal and idler sidebands have comparable powers to the pumpmode,
cascaded FWMdominates over process (ǉ) in terms of sideband generation.
ǉǈǊ
Figure 6.3.1: There are two processes by which sidebands are generated in a microresonator
based parametric oscillator. (1) pump photons from the pump laser can be converted to sec-
ondary sidebands, which leads to a pair of symmetric sidebands around the pump. (2) the
generated signal and idler band themselves combine as pump photons for degenerate FWM.
This process is known as cascaded FWM. When the signal and idler sidebands have com-
parable powers to the pump mode, cascaded FWM dominates over process (1) in terms of
sideband generation. The spacing between the modes is given by the FSR of the microres-
onator.
ĉrough cascaded FWM, sidebands with equidistant spacings are generated. A
structure emiĨing light at several equally spaced frequencies is known as an
optical frequency comb. ĉe bandwidth of the frequency comb is limited by
dispersion, since cascaded FWMbecomes less eﬃcient once the cavity modes do
not align well with the combmodes. Nevertheless, microresonator frequency
combs spanning an octave of frequencies have been reported [ǏǊ].
Because of the the precise spacing of the frequency lines within a frequency
comb, frequency combs have elicited great interest in a number of disciplines:
optical clocks, spectroscopy, and astronomy, to name only a few examples[Ǐǉ].
ǉǈǋ
However, most of these applications have thus far been achieved with
tabletop-size frequency combs made based around femtosecond lasers (these
frequency combs operate on the principle of mode-locking, not on parametric
oscillation as for the microresonator case[Ǐǉ]). For many applications, it would
be preferable to have frequency combs with a much smaller footprint, i.e. the
microresonator-based frequency comb. Microresonator-based frequency combs
have been achieved in a number of material platforms: silica ring resonators
(Hydex glass)[Ǐǋ], silica toroids[ǏǊ], silicon nitride ring resonators[Ǐǌ], and
crystalline (CaFǊ MgFǊ)resonators [ǏǍ, Ǐǎ]. No frequency combs or broadband
microresonator-based parametric oscillators have yet been demonstrated in Si
despite its high χ(ǋ) nonlinearity¹, most likely due to the fact that TPA inhibits
this possibility in telecom, where most Si photonics work is concentrated. As
with stimulated FWM, the mid-IR wavelengths aﬀord us an exciting opportunity
to exploit the χ(ǋ) nonlinearities of Si in the form of a frequency comb.
Mid-IR frequency combs would be of great utility for on-chip trace gas
sensing, since the mid-infrared is the “ėngerprint region” where where many
important molecules have absorption lines. Not only could a mid-IR frequency
comb serve as a broadband source on-chip, it could also serve as an on-chip
spectral analysis element. ĉis could drastically shrink the footprint of devices
for trace gas sensing, and be highly broadband to boot, thus allowing the
detection of multiple gas species using a single chip. ĉus far, only one mid-IR
frequency comb or broadband parametric oscillator has been demonstrated, by
¹We note that a widely tunable parametric oscillator has been recently reported by Kuyken
et al. in [ǏǏ], but this demonstration was in a waveguide, not a resonator.
ǉǈǌ
C.Wang et:al, in a MgFǊ platform, with broadband operation (Ǌǈǈ nm) around a
wavelength of Ǌ.Ǎ µm [Ǐǎ]. Combs spanning wavelengths beyond ǋ µm have not
yet been demonstrated in any material platform. Si-based mid-IR frequency
combs would be more easily integrable with other optical and electronic
elements, so the possibility of Si frequency combs is an especially exciting one for
on-chip trace gas sensing. ĉe silicon-on-sapphire ring resonators described in
Chapter Ǎ provide an ideal platform for demonstrating parametric oscillation and
potentially frequency combs at the mid-IR, since they have high-Q factors and a
multitude of modes which can be used for the pump and sidebands. High-Q
factors are especially useful for parametric oscillation as the threshold power is
inversely related to QǊ. In the following sections, we analyze the potential of our
SOS devices for parametric oscillation.
ǎ.ǋ.Ǌ DĽňńĹŇňĽŃł ĹłĻĽłĹĹŇĽłĻ ĺŃŇ ńĵŇĵŁĹŉŇĽķ ŃňķĽŀŀĵŉĽŃł
Dispersion engineering is also a very important consideration for achieving
parametric oscillation in whispering-gallery type resonators. To understand this,
considering a resonator with three consecutive modes (Figure ǎ.ǋ.Ǌ), the idler
(ωi), pump (ωp) , and signal (ωs) modes, following the treatment in [Ǐǐ]. When
we pump the center mode strongly, the frequencies of all three modes will shiě
due to the intensity-dependent refractive index: nnl = nƦI, where nnl is the shiě
in refractive index due to the nonlinearity, and I is the circulating intensity. If we
assume that our signal and idler ėelds are weak, the pumpmode is only aﬀected
by SPM, and the signal and idler modes are aﬀected by XPM. Recall from the
ǉǈǍ
discussion in Section ǎ.ǉ that the index change due to XPM is twice that of SPM.
ĉerefore, the frequency spacing between the pump and idler ωpi = ωp   ωi will
increase and the separation between the signal and pump ωsp = ωs   ωp will
decrease. ĉe diﬀerence in mode spacings around the pumpmode Δωp then can
be wriĨen as:
Δωp = ωsp   ωpi = ΔωD   Ʀnnln(ωp)ωp = ΔωD   Δωnl; (ǎ.ǉǑ)
where ΔωD=Ʀπ is the change in FSR due to dispersion, Δωnl=Ʀπ is the change in
FSR due to the nonlinear refractive index. Since Δωnl is negative for Si, we can
compensate for the frequency shiě caused by Δωnl if ΔωD > ǈ (anomalous
dispersion). ĉus, we need to operate in the anomalous dispersion regime to see
parametric oscillation. As discussed in Section ǎ.Ǌ.Ǌ, both our fully etched and
partially etched devices operate in the anomalous dispersion regime. ĉe fully
etched device has a larger anomalous dispersion, which makes it more suitable
for broadband parametric oscillation over a large wavelength range.
ǎ.ǋ.ǋ TļŇĹňļŃŀĸ ķĵŀķŊŀĵŉĽŃłň
Next, we would like to determine at what threshold power we should see
parametric oscillation. ĉis is an extremely important consideration for our
experiment, since we are limited as to power output by virtue of working at the
mid-IR. No high-power EDFA-type ampliėers are yet available for the mid-IR, so
we are restricted to the power emiĨed by our most powerful QCL, Ǎǌǈ mW. As
ǉǈǎ
Figure 6.3.2: Consider a resonator with three consecutive modes, the idler (ωi), pump (ωp)
, and signal (ωs) modes, following the treatment in [78]. When we pump the center mode
strongly, the frequencies of all three modes will shift due to the intensity-dependent refrac-
tive index: nnl = nƦI, where nnl is the shift in refractive index due to the nonlinearity, and I is
the circulating intensity. If we assume that our signal and idler ﬁelds are weak, the pump mode
is only affected by SPM, and the signal and idler modes are affected by XPM. Recall from the
discussion in Section 6.1 that the index change due to XPM is twice that of SPM. Therefore,
the frequency spacing between the pump and idler ωpi = ωp   ωi will increase and the
separation between the signal and pump ωsp = ωs   ωp will decrease.
ǉǈǏ
mentioned previously, parametric oscillation begins when the parametric gain
exceeds the cavity loss for the sidebandmodes [ǎǏ, Ǐǉ, ǏǑ, ǐǈ]. By writing a set of
nonlinear coupled mode equations to describe the amplitude evolution of the
modes within a resonator when one of the modes is pumped with a laser at λp,
and solving them in steady-state, the following expression for parametric









where γƤ is the intrinsic decay rate of the cavity mode, γƤ is the external decay
rate of the cavity mode, nƤ is the refractive index of the material, Veff = ƦπRAeff is
the eﬀective mode volume, nƦ is the nonlinear refractive index of the material,
and Q is the total Q-factor of the cavity mode. Assuming R = ǎǈ µm, critical
coupling (γƤ = γc),Qt = ǉǍǈ,ǈǈǈ, Aeff = ǉ.ǎxǉǈ-ǉǊ mǊ, and nƤ = ǋ.ǌǊǐ, λ = ƨ:ƨƪm,
and an extremely conservative value of nƦ = ǉ.Ǌxǉǈ-ǉǐ mǊ/W, we get a parametric
threshold power of about ǌǉ mW. Using the average value for nƦ from [Ǒ], nƦ =
ǋ.Ǌe-ǉǐ mǊ/W, we get a threshold power of ǉǎ mW of power needed in the cavity.
With aQt of just Ǌǈǈ,ǈǈǈ, the threshold (for the higher nƦ value) declines to Ǒ
mW.With a high eﬃciency grating and careful experimental design, it should be
very feasible to get Ǒ-ǋǈ mW of the power from our Ǎǌǈ mW laser into our
devices. ĉese parametric threshold powers are highly promising as to the
potential for using our SOS devices as parametric oscillators and possibly even
frequency combs.
ǉǈǐ
ǎ.ǋ.ǌ DĹňķŇĽńŉĽŃł Ńĺ ńĵŇĵŁĹŉŇĽķ ŃňķĽŀŀĵŉĽŃł ĹŎńĹŇĽŁĹłŉ
ĉemeasurement we plan to use to observe optical parametric oscillation is very
similar to the one we are using in our FWM experiments. Of course, there is only
one pump beam in this case, the Ǎǌǈ mW ėxed-wavelength laser. By blue
detuning our laser from the pump resonance, and then slowly decreasing this
detuning, we can thermally lock to our laser to the cavity resonance [ǏǑ]. ĉe
input path and the collection path may both be simpliėed in order to decrease the
number of sources of loss (such as Ǎǈ-Ǎǈ beamspliĨers) and maximize the input
and output coupling eﬃciencies. Additionally, a higher eﬃciency grating may
need to be fabricated so that more power may be coupled into the waveguide and
ring resonator. To lower the threshold power even further, we will want to
investigate methods for fabricating ring resonators withQt of over Ǌǈǈ,ǈǈǈ.
ǎ.ǌ CŃłķŀŊňĽŃł
In this chapter, we presented a detailed discussion of the χ(ǋ) nonlinearities of Si,
with a focus on four-wave mixing and parametric oscillation. We analyzed the
suitability of our SOS ring resonators from Chapter Ǎ for these nonlinear
frequency generation applications, and concluded that experimental
demonstration of mid-IR stimulated four-wave mixing and parametric oscillation
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