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Abstract 
 
The experimental data on evolution of the charge-state (q) fractions Fq(D) and equilibrium 
charge-state fractions Fqf are presented when various projectile heavy ions (Z = 6 – 36) at the 
energy of 2.6, 4.3 and 6.0 MeV/u passed through carbon foils with thickness of D = 10 – 350 
Pg/cm2. These charge fractions are critically important not only to understand the charge as well 
as electronic state distributions of the ions through information on the cross section of 
charge-changing processes in the materials (gaseous, plasma and solid targets), but also are very 
useful for the design and operation of the charge-changing device of the electrostatic accelerator 
and other types of heavy particle accelerator. 
The observed equilibrium fractions Fqf for these heavy ions colliding with carbon foils have 
been found to change drastically over the relatively narrow range of these three energies, and 
such significant difference is explained by different energy dependencies of the electron capture 
and projectile ionization cross sections. A model has also been developed to understand the 
target-density effects in foils. Using this model, the calculated “effective” electron capture cross 
sections have been found to depend strongly on the target density, meanwhile the projectile 
ionization cross sections does not change so significantly. Such features in both cross sections 
have been found to result in the observed density effects of the charge-state distributions. 
Combining these calculated cross sections including the density effect with the ten-charge state 
model, we have obtained, for the first time, better and quantitative agreement with the 
observations, compared with previous models and calculations. 
Detailed information about the nl-state distributions Nq(nl) of exit ions are also obtained for 
these three energies by solving linear balance equations for Nq(nl) where n and l are the 
principal and orbital quantum numbers, respectively, and 6nlNq(nl) = Fqf. The collision cross 
sections and radiative decay rates as coefficients of these balance equations are calculated for 
each ion beam energy. 
Based upon the present method, it is found that the fractions of excited Si ions after the carbon 
foil are about 57%, 33% and 15% at energies of 2.6, 4.3 and 6.0 MeV/u, respectively, clearly 
indicating the significant reduction of the excited state ion component with the collision energy 
increasing. The calculated equilibrium charge-state fractions Fqf for Si ions are in good 
agreement with available experimental data. 
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Introduction 
 
Interactions of fast ion beams passing through matter (gaseous, plasma or solid 
targets) are of a great interest and importance for many fields of atomic physics, in 
particularly, in acceleration physics (for example, in designing particle accelerators and 
storage rings) as well as for practical applications such as heavy-ion driven inertial 
fusion [1], tumor therapy [2], positron-emission tomography [3],[4]. Furthermore, the 
detailed investigations of such interactions provide valuable information about features 
of ion-target interactions, the effective cross sections of charge-changing processes, the 
charge-state distributions of ions during/after passage through the targets, their 
equilibrium charge fractions, the target-density effects and many others [5]-[18]. 
In 1951, the first observation of enhancement of the mean charges  q of the fission 
fragments emerging from foils, compared with gases, was reported by Lassen [19]. This 
difference in the mean charge is related with the so-called density effects. Empirical 
formulas were developed for finding the charge state distributions of ions, particularly 
with low-Z ions, after penetrating through solid and gas targets [20]. However, the 
observed energy losses (stopping powers) in foils are found to be nearly the same as 
those in gases, somewhat in contradiction to the expectation, indicating that the 
effective ion charges should be nearly the same both in foils and gases. To explain such 
phenomena, a few models or explanations were proposed. One of them, most widely 
believed, is that the real charges of ions inside foils can be practically the same as those 
in gases. However, as the electrons bound to the ions are highly excited inside the foil, 
they tend to be emitted through a series of the cascading Auger processes from the ions 
once they leave high density foil surfaces, resulting in higher ion charges after foils than 
after gas target [21]. Yet there is only limited common understanding on why such 
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density effects are caused and affect any physics in ion-solid collisions [22],[23]. In fact, 
there is no quantitative information and models explaining the observed phenomena. 
In the present thesis, we are trying to get some more insight in such density effects 
involving energetic heavy ions through observing their charge-state evolutions and 
equilibrium charges after foils with various thickness and provide our interpretation on 
the observed phenomena. 
 
Quantitative understanding on the gas-solid difference, or the density effects, in 
target ionization, noticed early in 1974 [22],[23], was traced back to observations of 
X-ray intensities which strongly depended on the projectile charge state at the time of 
collisions. Based upon those similar to the present techniques (see the details in 
Chapters III and IV of this thesis), the observed foil-thickness-dependent X-ray yields 
of projectile ions can be used to estimate and know the projectile ionization, their 
charge state evolutions and distributions inside foils at least those for bare, H- and 
He-like ions and to understand the physical mechanisms involved. This is based upon 
the fact that the X-ray yields are strongly dependent on the projectile ion charge state. 
Yet the exact determination of their charge fractions is not straightforward. Furthermore, 
this can not easily be applied for general case of many-electron ion systems, as their 
differences are generally too small, except for those of ions with K-shell vacancies. 
 
Similar but more distinctive differences between gas and solid targets have been 
observed and analyzed extensively [24]-[27] and the following general features have 
been found: 
a) X-ray productions from gas targets are strongly dependent on the projectile ion 
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charge state, being particularly sharp enhancement for bare and H-like ions which 
have inner K-shell vacancies, meanwhile those from solids are only weakly 
varied. 
b) The fluorescence yields (fractions resulting in X-ray emission after inner-shell 
vacancy production) in gases also increase as the projectile ion charges increase 
but they are roughly constant in solid targets. 
c) In spite of such a difference, the inner-shell vacancy production cross sections are 
nearly the same for both targets. 
These a) ~ c) seem to be similar features observed in the energy loss phenomena 
mentioned above. 
 
When starting to design the NIRS-HIMAC system (National Institute of Radiological 
Sciences – Heavy Ion Medical Accelerator in Chiba) as a device for high energy heavy 
ion tumor therapy in 1993, there were a few data and little information concerning the 
electron stripping efficiency at such a high-energy region. Nevertheless, a rough 
estimation was made to start the HIMAC operation, based on a limited data. In HIMAC, 
beams of heavy ions are produced first at one of the three ion sources (10GHz-ECR, 
18GHz-ECR or PIG ion source) and, then, after being accelerated up to 6.0 MeV/u with 
both the RFQ and Alvarez linacs, they are further accelerated up to the maximum 
energy of 800 MeV/u by a synchrotron ring. These ions are necessary to be 
electron-stripped passing through carbon stripper foil (CSF) downstream of the Alvarez 
linac before they are injected in the synchrotron ring. At this point, these heavy ions 
have to be in the highest possible charge state with sufficient intensities to most 
effectively accelerate them in the synchrotron. Precise information on both the exit ion 
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charge fraction and its dependence on the foil thickness have been found to critically 
important. Actually, it became clear that the initial design parameters, for example the 
necessary carbon foil thickness, based upon the earlier knowledge were not sufficient, 
particularly for heavier ions. Indeed, no charge equilibrium could be attained after 
penetrating through carbon foils with a prescribed foil thickness at the 6.0 MeV/u. Also 
for ions heavier than Fe, the fractional intensities of fully stripped ions were too small, 
and they were practically useless for other experiments. It became urgently and 
absolutely necessary to find the most efficient ways to get the highest charge states of 
ions with sufficient intensities while they pass through proper foils. 
 
Corresponding to such requirements, we undertook systematic experimental and 
theoretical studies on basic ion-atom collisions, particularly ion-solid interactions. Our 
aims in this work are the followings:  
1． To measure the charge-evolution fractions Fq(D) and equilibrium charge fractions 
Fqf at D → f with high accuracies for low-, mid- and high-Z ions in the MeV/u 
energy regime, where q denotes the charge of the exit ions and D the (carbon) foil 
thickness. 
2． To estimate the optimal foil thickness based on experimental data, namely, to 
maximize ion intensities with the highest charge while minimizing their energy 
losses in the carbon foils. 
3． To get information about the nl-state distributions and the fractions of exited states 
in exit ions survived after collisions with atoms in foils by combining the observed 
charge equilibrium fractions Fqf with independently solved balance equations for 
the charge and electronic state populations Nq(nl) for different charge q. 
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4． To develop and propose new models to explain these observed results more 
quantitatively. 
 
In our present work, at the medium energy beam course of the NIRS-HIMAC injector, 
first we have measured the charge-state distributions Fq(D) of various heavy ions with 
the atomic numbers Z = 6 – 36 after penetrating through carbon foils with various 
thickness at energies of 2.6, 4.3 and 6.0 MeV/u [28]-[35]. Then we estimated the 
equilibrium charge fraction Fqf from those measured data Fq(D). We were able to obtain 
a set of new data with reasonably accuracies with the help of a series of newly 
developed techniques. Using the present accurate experimental data, it is possible to 
find not only quantitative information applicable to the accelerator technologies but also 
many interesting fundamental features of the ion-atom collisions in terms of the atomic 
physics. On the basis of a ten-charge-state model, combining with the charge state 
balance equations based upon equilibrium charge-state fractions Fqf and the collision 
cross sections (projectile ionization and electron capture), it has been found that 
information on the nl state distributions of exit ions can be obtained provided that the 
charge-changing cross sections are calculated with proper account for the target-density 
(gas-solid) effects. Furthermore, it has been shown that quantitative information on the 
nl-distributions Nq(nl) of exit ions over the electronically excited nl-states (6nlNq(nl) = 
Fqf) can be obtained independently by solving a system of balance equations for the nl 
states of exit ions.  
 
This thesis is structured in the following way. First, in Chapter I, we explain physical 
background: general features of ion-atom collisions and the charge-state evolution 
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processes in collisions with foils. In Chapter II a detailed description is given of 
experimental setup and measurements of the charge state distributions of ions while 
penetrating through the carbon foil. Chapter III presents the experimental results for the 
charge evolutions at various thickness of carbon foils Fq(D) and their equilibrium 
fractional distributions in a series of ions with the energy of 2.6, 4.3 and 6.0 MeV/u. The 
equilibrium fractions Fqf are determined through comparison of the observed charge 
fractional distributions as a function of the foil thickness at D → f  with several 
theoretical models (the ETACHA code and the statistical model) and experimental data 
obtained by another authors. In Chapter IV theoretical analyses of the equilibrium 
charge-state fractional distributions are described by taking into account the density 
effects. Furthermore, the ten charge-states model is proposed to describe the 
experimental data. Using this model and procedure for fitting the observed equilibrium 
fraction to theoretical ones, it is demonstrated that it is possible to estimate the influence 
of the target-density (gas-solid) effects in fast ion-solid target collisions and also the nl 
distributions of exit ions, i.e., to estimate which nl states of exit ions survive after 
collisions. In Chapter V, a new method is suggested to quantitatively determine the 
nl-distributions, Nq(nl), of exit ions with the charge q in the specific nl-states by solving 
the balance equations with all appropriate effective cross sections as coefficients. Based 
upon this model, the fractions of ions in the ground and excited nl states are calculated 
for Si5+ + C foil collisions at 2.6, 4.3 and 6.0 MeV/u energies. 
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Chapter I. Physics Backgrounds 
 
The main goal of this work is to get deep understanding of physics and behavior of 
relatively high energy (MeV/u), heavy projectile ions in collisions with neutral atoms, in 
particular, with carbon foils. Generally, in such ion-atom collisions, both projectile ions 
and target atoms tend to change their charge and electronic states as well as their kinetic 
energies after collisions. While neglecting the target states as well as the produced 
secondary electrons, elementary processes occurring with projectile ions are mainly 
considered here. 
 
Collision interactions of accelerated ion beam penetrating through gas, plasma or 
solid targets can be described in terms of the effective cross sections of elementary 
radiative and collisional processes occurring during interactions: ionization, electron 
capture, excitation, de-excitation, recombination and photo processes such as radiative 
decay. 
 
 
I. 1  General Features of Ion-Atom Collisions 
 
Charge-changing processes involving projectiles, i.e., ionization and electron capture, 
are of a special interest because they are mainly responsible for the charge-state 
fractions of ions but also some processes including their excitation and the de-excitation 
of the products are critical in the overall collisions, particularly, in collisions in high 
density solid targets. 
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The following processes are of a special importance: 
1. Ionization of projectile (also called electron loss or stripping): 
,1,)1(... *)( too  memAXAX mqq   (I-1) 
2. Electron capture: 
 ,1,)( to  mAXAX mmqq     (I-2) 
3. Excitation of projectile: 
 > @ AXAX qq o  * ,      (I-3) 
4. De-excitation of projectile: 
> @ AXAX qq o  * ,      (I-4) 
where q denotes the charge of the incident projectile ion Xq+, and A the target atom and 
m the number of electrons involved in collisions. As a rule, one-electron processes (m = 
1) give the main contribution. However, in some cases the role of many-electron 
processes can also be important. For example, reaction (I-1) accompanying ejection of 
more than one electrons (m ≥ 2) from projectile ions (multiple-ionization) can contribute 
up to 50 % and even more to the total ionization cross section when heavy, 
many-electron ion is ionized in collisions with a neutral atom at sufficiently high 
energies (see, e.g., [36] for atomic multi-electron processes). Each of the processes (I-1) 
- (I-4) has its own specific properties depending on the atomic structure, including the 
atomic number Z and the charge state q of both colliding particles, and their relative 
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velocity υ (see later in this Chapter). 
 
If the projectile penetrates through a plasma target, collisions with the free electrons 
are of a special importance. Indeed, if the plasma is hot, ionization and excitation 
processes by electrons, similar to (I-1) - (I-3), have to be included, meanwhile processes 
similar to (I-2) (free-electron recombination) 
Zho  *)1( ][ qq XeX      (I-5) 
are also critical if a plasma is cold; here hZ denotes a radiated quanta. Some of these 
processes are reviewed experimentally and theoretically (see, e.g., [37]-[42]). There are 
also several computer codes available for accurate calculations of the ionization and 
excitation cross sections by electrons, for example, the FAC code (Flexible Atomic 
Calculations) described in [43]. 
 
 
I.1-1  Ionization and Electron Capture 
 
Processes (I-1) and (I-2) are more typical in gaseous and solid targets where 
electrons are mostly in the bound states in contrary to plasma targets where all electrons 
are free. Such processes determine the charge states and their distributions of the ions 
while/after their penetration through the targets and strongly influence the level 
populations and distributions over the charge states and also the electronic states [9]. 
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Ionization 
In ionization of projectile ions by neutral target atoms (I-1), we need to take into 
account the contribution of two kinds of particles consisting of the target: target nucleus 
with the charge ZT and a number of electrons NT bound to the neutral target (NT = ZT). 
Approximate total ionization cross section at high energy collisions is given as their 
sum in the following form: 
e
ionT
p
ionT
tot
ion NZ VVV  2       (I-6) 
where totionV  denotes the total ionization, pionV  the ionization cross section by proton 
and eionV  that by an electron impact with the same velocity as the projectile. Though 
p
ionV  is reasonably well established theoretically and experimentally [14], the so-called 
“effective” charge ZT under the surrounding electrons may depend on the collision 
parameters, particularly on the projectile energy (velocity). 
 
Experimental data on the ionization cross sections of projectile ions (I-1) can be 
found in a series of papers [44]-[51]. Calculations of these are made mainly with either 
the quantum-mechanical first Born approximation (see, e.g., [49],[50].) or the Classical 
Trajectory Monte Carlo (CTMC) method [47]. In the Born approximation, the main 
contribution to the total ionization cross sections totionV  of heavy projectiles comes from 
single-electron ionization processes, while in the CTMC method both single- and 
multiple-ionization processes are taken into account; the latter can contribute up to 50 % 
and more to the totionV  values. 
As a consequence, different methods lead to different asymptotic forms of the total 
ionization cross sections: in the Born approximation totionV  ~ lnE/E independently of the 
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target atomic number (the LOSS code), and in the CTMC method totionV  ~ E-a where the 
constant a = 0.5 – 0.9 depending of the target atomic number. 
 
Electron capture 
Electron capture processes are considered in many papers, review articles and books 
(see, e.g., [14]-[15],[52]-[53]). Electron capture is a quite complicated reaction 
accompanying with rearrangement of the colliding particles as one has different atoms 
and ions before and after collision. Therefore, the studies of such reactions are difficult 
than those of electron-ion collisions. In the latter case, the collision characteristics of the 
processes can be estimated within 10-30 %, meanwhile the calculations of 
electron-capture cross sections even within a factor of 2 constitutes often a hard task. 
This is related with the main difficulties arising in description of the rearrangement 
processes: first of all, the use of different potentials before and after collisions (the 
so-called post-prior discrepancy), non-orthogonality of the wave functions of the system 
in the initial and final states [14]. Presently, several computer codes are available to 
calculate the electron capture cross sections: CDW code (continuum-distorted waves) 
[54], CTMC code [55], Arsenii code [56], Unitarised Distorted-Wave Approximation 
(UDWA) code [57] and CAPTURE code [58]-[60]. Each computer code has its own 
advantages and disadvantages and can be applied under certain conditions. 
 
It is important to note that the ionization (I-1) and capture (I-2) processes have 
different dependence on the main atomic parameters, as mentioned above: ion velocity v, 
projectile ion charge ZP, and target atomic number ZT. Therefore, the contribution of 
each process strongly depends on the collision energy range and atomic structure of 
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colliding particles. At relatively high (but not relativistic) energies, the cross sections of 
the processes (I-1) and (I-2) are given in the following asymptotic forms [14][15]: 
242 / vZZ PTion vV        (I-7) 
1155 / vZZ PTec vV ,       (I-8) 
i.e., capture cross sections decrease faster than those of ionization but have a stronger 
Z-dependence on the ion and atom charges. This fact is important while analyzing the 
evolution of the exit-ion charges in collisions of the ion beams with different targets, as 
in the present thesis. 
 
I.1-2  Excitation and De-excitation  
 
Processes (I-3) and (I-4), i.e., excitation and de-excitation of projectile ions in 
collisions with neutral atoms, were investigated mostly theoretically [61]-[64]. 
Experimental data on projectile excitation by neutrals are practically absent except for 
highly charged ions in relativistic energy range [65] - [67] which is not considered here. 
Excitation cross sections for direct transition 0 → 1(Vex01) and de-excitation cross 
sections for the inverse transition 1 → 0 (Vde10) are related by the Klein-Rosseland 
formula [68]: 
)()()( 011
01
0 EEgEEEEg deex VV  ''     (I-9) 
where E denotes the energy of the incident projectile ion, g0 and g1, the statistical 
weights for the states 0 and 1, respectively, and 'E the transition energy between 0 and 
1 in the projectile ion. 
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I. 2  Calculation of Cross Sections: LOSS and CAPTURE codes 
 
The ionization and electron capture processes of projectiles at relatively high energies 
are reasonably well understood [14] and a few methods with reasonable accuracies are 
available to calculate these cross sections which are requisite in the coming analyses. In 
the present work, two computer codes for calculating the ionization and electron capture 
cross sections of projectiles were used: LOSS and CAPTURE codes. They have already 
been described in details in [50] and [59]-[60], respectively. 
 
Calculations of the projectile ionization cross sections Vion(υ) were performed with 
the LOSS code using the non-relativistic Born approximation in the partial-wave 
representation with accounting for the atomic structure of the target: 
 
vIQ
irQiiNirQiiZQF
irQiiQF
QFQF
Q
dQd
v
v
P
N
i
N
i
TT
PP
P Q
TPion
2)(
,)exp()exp()(
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,)(),,(8)(
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2
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 
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¦¦³ ³
  
f f
rrrr
rr
 (I-10) 
where, Q denotes the momentum transfer; H and O are the energy and the orbital 
momentum of the ejected electron. The quantities ZT and N are the nuclear charge and 
the number of electrons of the target. The indices P and T correspond to the projectile 
and target states, respectively. In the LOSS code, the projectile form-factors (FP) for the 
bound-free transitions are calculated with the radial wave functions of the bound |0² and 
free |H² states by solving the radial Schrödinger equation with the effective potential of 
the atomic core. The target form-factors (FT), consisting of screening and antiscreening 
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terms, are calculated with the Slater nodeless atomic functions (see [50] in detail). In the 
LOSS code, the maximum value of the orbital momentum transfer Omax = 12 is usually 
used. 
This LOSS code is also used to calculate the excitation cross sections. In turn, the 
de-excitation cross sections are determined through the principle of the detailed balance 
equation (I-9). 
 
The CAPTURE code is used to calculation the capture probabilities, Pn (b, υ) into the 
n-state of the scattered projectile and the corresponding cross sections for the single 
(m=1) collision (I-2) in the following impact-parameter representation: 
¦³
 
f

  
max
0'
'
)(
0
)(
),(1
),(),(,),(2)( n
nn
n
nN
n
N
nn
bP
bPbPdbbbP
X
XXXSXV
,  (I-11) 
where b denotes the impact parameter, ),()( XbP Nn  the electron-capture probability to the 
excited n-state normalized to all possible electron-capture channels. The suffix n refers 
to the final n-state and n0 to the ground state of the X(q-1)+ ion; nmax ≈ 100 - 500 is the 
maximum quantum number used in the present numerical calculations. The probabilities 
Pn (b, υ) in eq. (I-11) were calculated using the modified (corrected) Oppenheimer- 
Brinkman-Kramers (OBK) approximation using the hydrogenic wave functions with the 
effective charge accounted for the electron screening. Normalization of the 
electron-capture probabilities in (I-11) is a necessary procedure because, in many cases, 
especially at relatively low ion velocities,   PT IIv d 2 , the pure OBK approximation 
gives the values for transition probabilities much larger than unity, i.e. leads to a 
violation of the unitarity of the scattering matrix. Here, IT and IP are the binding 
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energies of the captured electron in the target and the scattered projectile, respectively. 
The normalized electron-capture probabilities ),()( XbP Nn  in (I-11) should always less 
than unity. It is worth noting here that this normalization procedure in the impact 
parameter representation is widely used in many theories of atomic collisions, and 
provides a correct behavior of the cross sections at intermediate velocities. 
For the angular momentum j- and l-distribution of the scattered projectile, the 
statistical distributions are usually used in the following form: 
 ¦¦ f
 
   
 
0
,
2
12,
)12(2
12
2
nn
n
nlj
nljtotnnlnlnlj n
l
l
j VVVVVVV , (I-12) 
where Vtot(υ) is the total electron-capture cross section. 
 
Typical calculated features of these three processes, (I-1) - (I-3), are shown in Fig. 1 
for O7+ + He collisions as a function of the collision energy [58]. Note that the electron 
capture into O7+ ions seems to be relatively constant at low energies, namely up to 60 
keV/u, and then quickly decreases as suggested in eq. (I-8). On the other hand, the 
ionization (O7+ → O8+) cross sections increase slowly as the collision energy increases 
and then get maximum around the collision velocity equivalent to the tightly bound 1s 
electron of O7+ ions (~ 2 MeV/u). Finally they decrease slowly as shown in eq. (I-7). 
The cross section for target ionization of He atoms are also shown and generally have 
similar features to those of the projectile ionization, though their sizes are largely 
different (more than 4 orders of magnitude larger) because of large difference of the 
ionization energy. The excitation cross sections, particular for 1s → 2p process, are also 
similar to those for the projectile ionization. 
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Fig. 1. Typical features of cross sections for collision processes in O7+ + He collisions as a function of 
the collision energy [58]. These cross sections have been calculated using the LOSS and CAPTURE 
codes. The notations in figure are as follows: EC; electron capture into O7+ ion. O7+ - ion.; Ionization of 
O7+ → O8+. O7+ - 1s-2p; Excitation of 1s electron into 2p level of O7+. He-ion.; Ionization of He target. 
 
 
I. 3  Charge State Evolution and Equilibrium 
 
Charge state evolution 
In order to analyze the detailed behavior of the charge state fractional evolution Fq(D) 
of projectile ions with the charge q passing through a solid target (D being the foil 
thickness) one has to solve the following kinetic rate equations (linear coupled 
differential equations) based upon known charge-changing cross sections for electron 
capture and ionization processes, as described above (see, e.g., [9],[10]): 
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    (I-13) 
where D denotes the penetration depth (in atoms/cm2), and σqq’ the charge-changing 
cross sections from q to q’. This system is valid provided radiative processes are 
neglected. 
In general, to solve these equations, some knowledge of these (collision cross 
sections Vq,q’ in eq. (I-13)) is required for a number of ionization stages (q) of ions. In 
some cases, the cross-sections are presented in a closed analytical form. In the case of 
two- and three-charge component ions, these equations can be solved analytically [16]. 
Detailed evolution of charge-state fractions Fq(D) were measured only in a limited 
number of ions [30]-[33], [64]-[70]. The evolution fractions Fq(D) are often calculated 
using the ETACHA code [71]-[72], which has been developed to analyze data obtained 
at GANIL over 10 – 80 MeV/u heavy ions. This can be applied to calculate the ion 
charge fractions Fq(D) for ions containing up to 28 electrons distributed over n = 1, 2 
and 3 shells. The model is based on an independent electron model taking into account 
the ionization, electron capture and excitation from and to all the projectile sub-shells. 
 
Charge state equilibrium 
After passing through targets with sufficient thickness and repeating a number of 
collisions, the projectile ions can finally reach some kind of equilibrium in their charge 
distributions. If the thickness still increases, the projectile ions tend to lose their initial 
energy and finally they capture (instead of lose) electrons. When the charge equilibrium 
is established at D → f, namely dFq/dD = 0, the system of equations is significantly 
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simplified because and, in some cases, can be solved analytically. When only the 
collisions of capture and ionization of a single electron are considered to be dominant, 
the system of equation can be reduced to the following simple relation: 
qqqqqq FF ,111, 
f

f  VV ,      (I-14) 
Equation (I-14) can often be given in a simple form and useful for light ions, but has to 
be solved numerically to describe equilibrium distributions of heavy ions as there are 
many charge states to be considered. 
Another important quantity, the average (or mean) charge, is defined as follows: 
  ¦ f 
q
qqFq .       (I-15) 
The values of  q  are generally not integer. 
The distribution width (or standard deviation) of the charge distributions defined as 
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2
¿¾
½®¯­  ¦ f
q
qFqqd .      (I-16) 
shows the broadness of the charge distributions at the equilibrium. 
 
If the ion energy is high and projectile is heavy, reasonable results of the equilibrium 
charge fraction can also be obtained using the statistical model (see Chapter III) [73] 
based on the statistical F2-model and semi-empirical formulas for the mean charge  q  
(not eq. (I-15)) and the standard deviation d of the charge-state distribution. Some 
results for analytical expressions for equilibrium charge-state fractions Fqf based on 
known charge-changing cross sections were obtained in the work [34]. 
- 19 - 
I. 4  Target Density Effects in Charge-State Distributions 
 
While the projectile ion passes through foil target where the collision frequency is 
much higher than that in a gas target, the projectile ion collides again with one or more 
target atoms before leaving the target and, thus, the final charge states and their 
distributions can change drastically as they penetrate through foils with different 
thickness. In such cases, the situations can be significantly different in processes 
establishing the ion equilibrium charge. 
To get a more quantitative understanding, one has to take into account the influence 
of such successive collisions on the “effective” collision cross sections. One of the most 
prominent effects in such ion-foil collisions is whether the product ion can keep its 
features when it goes out from the foil. For example, an electron capture into higher (n) 
excited state in the first collision can be easily ionized in the second collision, resulting 
in reducing the effective electron capture cross sections. By finding the upper limit state 
ncut which can keep its first product charge, one can generalize this method. Indeed, the 
electron capture cross sections can be reduced significantly and, in some cases, more 
than an order of magnitude, compared with those in gas target collision. It is found that 
the target density effects depend on a number of the collision parameters, particularly 
the atomic number as well as the charge of the projectile ion among them. 
On the other hand, the ionization cross sections increase only slightly (about a factor 
of 2) when the density effects are taken into account. This is because the contribution of 
ionization from the direct excitation from the initial ground state is relatively small due 
to fast spontaneous decay rate of the excited state. Therefore, the overall charge states 
tend to increase due to the density effect, as already was pointed out long time ago [19]. 
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More detailed quantitative description will be given in Chapter IV. 
 
 
I. 5  Electronic State Distributions 
 
By extending the balance equations (I-13) for the ion charge evolutions, distributions 
and the equilibrium charges (Fqf) to those of the electronic states of the exit ions, it 
would also be possible to get information of their (nl) distributions in a particular charge 
state (Nq(nl)) at the charge equilibrium under the following normalization constraints: 
6nlNq(nl) = Fqf       for each charge state q   (I-17) 
6qFqf = 1.       (I-18) 
Here Fqf represents the charge fraction with the charge q at its equilibrium and Nq(nl) 
the fraction of the (nl) level in the ion charge q. 
To do this, one has to take into account all the cross sections including the ionization, 
electron capture, excitation and de-excitation for all the possible ion charge state with 
all the possible electronic states in every ion charge state similar to what is considered 
in section I-4 [34],[35]. 
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Chapter II. Experimental Setup 
 
In this Chapter we give some detailed description of the experimental setup at NIRS 
and analyzing methods of the data developed in the present work in order to provide 
reliable data on the charge distributions of ions after colliding with solids, specifically 
thin carbon foils. 
 
 
II. 1  The main accelerator setup 
 
Most of the present experiments on the charge evolution and equilibrium fractions of 
exit ions after passing through carbon foils with various thickness have been carried out 
at the medium energy beam course of the NIRS-HIMAC injector facility. 
 
 
II. 1-1  Generation of various ion species 
 
In the HIMAC-injector, various heavy ions are produced at one of the three ion 
sources: PIG (Penning Ionization Gauge) ion source [74], 10GHz-ECR (Electron 
Cyclotron Resonance) ion source [75] and 18GHz-ECR ion source [76] (see Fig. 2). 
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      (a) PIGIS         (b) 10GHz-ECRIS 
 
(c) 18GHz-ECRIS 
Fig. 2. Picture of three ion sources at HIMAC. (a) PIG ion source [74], (b) 10GHz-ECR [75], (c) 
18GHz-ECR [76] 
 
 
ECR-type ion source is basically maintenance-free as long as gas materials are used. 
For the present experiments, therefore, ions of rare gas (Ne, Ar and Kr) and gaseous 
samples (CH4 for C, and O2 for O ions) are produced. Ions of metal samples (Mg, Si and 
Ca) are produced with the sputtering method at PIG ion source. However, Fe and Cu 
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with sufficiently high charge states ( q/M > 1/7 ) acceptable to the linear accelerator 
(RFQ) cannot be produced in PIG. Therefore we produced their ions with a special 
method. In the case of Fe, we used ferrocene (C10H10Fe) of the organometallic 
compound which can be fed into ECR as a gaseous form because it sublimates at around 
100 ˚C and Fe ions with sufficiently high charge states are produced. Meanwhile, Cu 
ions are produced through sputtering of the chamber inner wall made of Cu of ECRIS 
with its plasmas themselves. 
 
 
II. 1-2.  Layout of the measurement 
 
A schematic layout of the linear accelerator is shown in Fig. 3. First, 8 keV/u heavy 
ions are produced at one of three ion sources and then charge/mass separated before 
being accelerated with the combined RFQ linac and drift tube linac (DTL) of three 
Alvarez-type tanks, in which the operating RF frequency is set to 100 MHz. The 
maximum RF power is 300 kW for RFQ, and is 1.4 MW for the Alvarez linac. The 
energy of the ion beam can be changed by selecting these three tanks of DTL and can 
reach 6.0 MeV/u when all of three tanks are used, 4.3 MeV/u with two tanks and 2.6 
MeV/u with a single tank. The ion beam, after passing through the carbon stripper foil 
(CSF) placed immediately downstream of the Alvarez linac, includes several fractions 
with different charges q. The carbon stripper foil is attached to a metal frame of 19 mm 
diameter as shown in Fig. 4, where the beam spot size is around 5 mm in diameter. Thin 
carbon foils with various thickness evaporated on a glass plate, obtained from Arizona 
Carbon Company, are dipped into a distilled water bath to allow to float, and then the 
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floated foils are picked up and attached onto a supporting frame. 
 
 
 
Fig. 3. Layout of the apparatus. The heavy ions accelerated by both RFQ and Alvarez linacs (DTL) are 
stripped with a carbon stripper foil (CSF), and, then, the stripped ions are charge/mass-analyzed and 
measured at a Faraday cup 2 (FC-2) to obtain the charge fractional distributions. The charge state 
distributions having various q/M values are determined when all magnetic devices between CSF and FC-2 
are swept according to the q/M value. 
 
 
 
Fig. 4. A frame of the carbon foil (CSF) attached to a remote-controlled rotating device. The diameter 
of the foils is 19 mm, meanwhile the beam spot size is ~10 mm. 
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II. 2  Ion current measurements 
 
The medium energy beam course (in Fig. 3) is used for our measurement. The ion 
beam charge/mass components are analyzed through a combined 20˚ pulsed switching 
magnet and 70˚ DC analyzing magnet system and their ion beam-intensity (current) was 
measured at a Faraday cup 2 (FC-2). Sweeping of the magnetic field (B) is controlled by 
a Hall probe located in a 70˚ analyzing magnet, thus covering various q/M values. The 
other elements in the beam-transport line between CSF and FC-2, such as the 
Q-magnets and steering magnets, are also swept in the same way. 
The ion momentum resolution of the present system is determined to be ΔP/P ≈ 
1/20000. There is a horizontal slit just upstream of FC-2 with 10 mm wide to separate 
the adjoining charge states. Since the beam size is ~ 10 mm, the beam current of each 
charge state measured at FC-2 is trapezoidal, and its flat peak current value is 
proportional to the product of the charge fraction (Fq) and the charge state (q) and thus 
the ion fractions with a particular charge can be obtained from both the charge state and 
the ratio of each peak to the total of all peak values. Fig. 5-(a) shows an example of the 
measured charge state distributions. It is here noted that significant variations of the ion 
beam intensities is seen. 
To normalize the ion intensities and to compensate fluctuations of the ion beam 
current, mainly due to the ion source instabilities of the order of ± 10%, a capacitive 
pickup-type non-destructive beam monitor (CTN) [77] is used to monitors the total 
injected ion beam intensity upstream of the Alvarez linac, as shown in Fig. 3. An inner 
electrode of the CTN is a metallic cylinder with 44 mm in diameter and 60 mm long, 
through which the beam passes. The pulses induced by the beam bunches are amplified 
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and rectified. The amplifier gain is automatically changed in order to ensure a linear 
relation between the input and output signals over a wide range of the ion current. The 
uncertainties of the CTN were found to be ±10% for the beam intensity from 5 to 1000 
eμA (equivalent micro-ampere) by comparing with a standard beam Faraday cup 
monitor 1 (FC-1). Fig. 5-(b) show an example of such normalizations where most 
instability effects in the ion current almost disappear. 
 
 
 
Fig. 5-(a). Before normalization: Two signals are indicated. One is the directly measured charge 
distribution for Kr ions of 6.0 MeV/u after a carbon foil (190 μg/cm2) and the other signal is the output 
from the non-destructive monitor (CNT). They are measured at the same time. (b) After normalization: 
Charge fractions were normalized with the signals of the non-destructive monitor. The fluctuations of the 
beam current involved in the direct signal are eliminated through CTN normalization technique. 
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II. 3  Foil thickness measurements 
 
We have used the carbon foils with thickness between 10 and 350 μg/cm2 which were 
fixed on the CSF frames. In turn, they were attached to a remote-controlled rotating 
device, with which the carbon foils with different thickness could be easily selected. 
The density of the carbon foils used in this work was determined to be 2.01 ± 0.02 
g/cm3 for those thinner than 20 μg/cm2 and 1.83 ± 0.03 g/cm3 for others (measured by 
Arizona Carbon Company). 
In order to improve reliabilities in the data in our measurements we have developed a 
technique for the precise determination of the thickness of the carbon foils through the 
ion energy-loss ΔE/E measurements. The carbon foil thickness was determined by 
measuring, with a profile monitor, the energy losses of the ions with the exactly known 
kinetic energy (see the next subsection) after passing though the carbon foil with a 
particular thickness. The observed difference of the ion beam positions due to the 
energy loss is translated into the thickness by using the known stopping power table 
[78]. The precision of the profile monitor is better than 0.1 mm, which corresponds to a 
resolution in energy loss of r 0.6 keV/u (ΔE/E = 1/10000, E = 6.0 MeV/u) and in 
thickness of r 2.9 μg/cm2. 
Here, we consider the energy loss percentage (ΔE/E) after CSF over the initial energy 
before the CFS, that is, the ratio of the energy loss fraction of various incident ions 
within the foil at 6.0 MeV/u. 
The energy loss of 6.0 MeV/u nitrogen ions within the foil was determined 
experimentally to be 72 keV/u per 350 μg/cm2, which corresponds to an energy 
reduction (ΔE/E) of 1.2% of total energy; leading to the final ion energy to 5.93 MeV/u 
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after passing through a CSF with a thickness of 350 μg/cm2. The ΔE/E values are 
roughly proportional to zeff2/M, where zeff is the effective charge and M is the mass 
number of an ion for the same target foil. The values of ΔE/E for 350 μg/cm2 are thus 
calculated to change slightly to be on the order of 1.0 - 3.5% for C ~ Cu ions, as the zeff 
values for C and Cu ions at this energy were estimated to be 6.0 and 25.5, respectively. 
The effects produced by such energy reduction through the foils are included in our data 
analysis but are not too large to change the charge state distributions of various ion 
species having the same velocity. 
 
 
II. 4  Ion energy determination 
 
At a nominal energy of 6.0 MeV/u, the precise velocity υ of C6+ ions, injected into the 
synchrotron ring after a stripping carbon foil, was determined from the product f × L of 
the known revolution frequency f (260.46 ± 0.12 kHz) and the circumference L (129.60 
± 0.01 m) of the ring, and was found to be υ = (0.1126 ± 0.00005) × c (c: the speed of 
light), corresponding to the energy of 5.959 ± 0.006 MeV/u. After correcting the 
calculated energy loss of C6+ ions (18.3 ± 0.5 keV/u) in the foil used for the electron 
stripping (115 ± 2.9 μg/cm2) [78],[79], the initial ion energy was evaluated to be 5.977 ± 
0.007 MeV/u before entering the stripper foils (CSF) at the exit of the injector linac. 
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II. 5  Error estimation in charge fractions 
The overall errors in the present measurement of the charge fractions are dominated 
by both the signal noises in FC-2 and the reading errors in determining each fraction at 
FC-2, which is on the order of ± 1% for ions lighter than Ar and ± 3% for those heavier 
than Ca in the maximum fraction values observed for each ion species. It should be 
mentioned that, to accelerate high-Z ions, we generally require large RF power in the 
Alvarez linac, resulting in large noises in the ion current monitor signals. 
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Chapter III. Experimental Results of Ion Charge Distributions and 
Comparison with Theoretical Calculations 
 
While ions pass through a foil, they collide many times with neutral atoms inside the 
foil and their charge states repeatedly change and evolve through a series of collision 
processes like electron capture, ionization, excitation or de-excitation, as already 
mentioned in Introduction, and finally reach their charge equilibriums. Through 
measuring the charge evolution as a function of the foil thickness and the equilibrium 
charge distributions at the infinite thickness and, furthermore, their mean (average) 
charges as a function of various collision parameters we can obtain detailed information 
on collision processes inside the solid. 
In this Chapter, we present the measured results on the evolution of charge-state 
fractions Fq(D) when 6.0 MeV/u C2+, O3+, Ne4+, Mg5+, Si5+, Ar8+, Ca6+, Fe9+, Cu10+ and 
Kr13+, and 4.3 MeV/u C2+, O3+, Ne4+, Mg5+, Si5+, Ar8+, Ca6+ and Fe9+, and 2.6 MeV/u 
C2+, Ne4+, O3+, Si5+ and Ar8+ ions are incident on carbon foils with various thickness 
over D = 10 – 350 μg/cm2 (100 μg/cm2 = ~0.5 µm) and compare them with models and 
calculations. 
 
 
III. 1  Experimental results for charge evolution 
 
Figs. 6 – 8 show the observed evolution of the charge fractions of various ions at 6.0, 
4.3 and 2.6 MeV/u versus the thickness of carbon foils, together with prediction by a 
computer code ETACHA (see the next section in details). It is clearly noted that, once 
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entering a foil, the ions change their charge states significantly from their initial charge 
state even at the thinnest foils (Kr13+ o Kr 30+, for example). Then at the intermediate 
thickness of the foil some intermediate charge fractions grow to their maximum 
intensities over a limited thickness region and then their charge distributions change 
gradually. Finally, when the foils become sufficiently thick, the fractions of each charge 
state are varied smoothly toward constant values (so-called equilibrium charge 
fractions). 
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Figs. 6-(a)~(j).  Variations of charge fractions as a function of the carbon thickness for projectile ions 
(C ~ Kr) at 6.0 MeV/u when entering the foils with their initial charge shown: symbols – experimental 
data, solid curves – calculations by ETACHA code (see later sections in details). 
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Figs. 7-(a)~(h). Variations of charge fractions as a function of the carbon thickness for projectile ions 
(C ~ Fe) at 4.3 MeV/u when entering the foils with their initial charge shown: symbols – experimental 
data, solid curves – calculations by ETACHA code (see later sections in details). 
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Figs. 8-(a)~(e). Variations of charge fractions as a function of the carbon thickness for projectile ions 
(C ~ Ar) at 2.6 MeV/u when entering the foils with their initial charge shown: symbols – experimental 
data, solid curves – calculations by ETACHA code (see later sections in details). 
 
 
III. 2  ETACHA code: Calculation of evolution of charge fractions. 
 
In order to understand the observed behavior of the evolution ion charge fractions 
and the equilibrium charge distributions, we use the ETACHA computer code [71] 
which is known to describe reasonably well the evolution of the charge fractions Fq(D) 
as a function of the foil thickness D in the MeV/u energy regime. The ETACHA code is 
aimed at calculating the ion charge fractions Fq(D) for ions containing up to 28 
electrons, i.e., electrons in the 1s to 3d shells, and the equilibrium charge-state fractions, 
while they pass through foils (see also [64]). The input file for ETACHA consists of 
information for the stopping power of colliding system, the cross sections for ionization 
and excitation for H-like projectile ions and those for electron capture of a bare nucleus 
forming H-like ions with the states nl = 1s, 2s, …, 3d, where n and l denote the 
principal and orbital quantum numbers, respectively. The atomic characteristics for 
- 36 - 
other ionization stages of the projectile are calculated in this code itself using mainly the 
Born approximation for excitation and ionization [80],[81], the Eikonal approximation 
for non-radiative electron capture (NRC) [82], and the Bethe-Salpeter formula for 
radiative electron capture (REC) [12]. The cross sections for H-like ions can be changed 
by the user in the input file but the cross sections for other ions, i.e., He-like, Li-like etc, 
are calculated by formulas using different scaling laws. 
The calculated evolutions of the charge fractions using ETACHA code are also 
shown by the solid lines in Figs. 6 - 8 together with the observed results. As seen from 
these figures, the ETACHA code is quite effective for description of the Fq(D) and Fqf 
behavior for collisions of light ions up to Ar with carbon foils; for heavy ions like Ca 
and Fe, however, the results of the ETACHA code clearly show a significant 
disagreement with experimental data. It is noted that such deviations become serious, 
particularly at lower energies even for light ions, indicating the collision processes 
involving ions with many electrons can be more complicated than those assumed in the 
ETACHA model. 
Thus we need to take another approach to describe the observed results better (see 
later section). 
 
 
III. 3  Equilibrium charge-state fractions and mean (average) charge 
 
In addition to the charge evolutions, the charge distributions at equilibrium 
(equilibrium charge) can provide important information of the ion-solid collisions. As 
easily noted in Figs. 6 - 8, the corresponding equilibrium charge(-state) fractions Fqf at 
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the infinite thickness D o f were determined accurately by fitting the observed 
variations of the charge fraction distributions Fq(D) of ions with the charge q at 
sufficiently thick foils to the following exponential form: 
 Fq(D) = Aq + Bq {exp(–D/Dq)},     (III-1) 
where Dq denotes the 1/e point of the Fq(D) curve, and Aq and Bq the fitting constants, 
Aq being the “real” equilibrium charge fraction of the ion at the foil thickness D → ∞. 
All the experimental Fq(D) as well as Fqf values are presented in Appendix A. 
The observed equilibrium charge fractions Fqf of C, O, Ne, Mg, Si, Ar, Ca and Fe 
ions is given as a function of the ion energy in Figs. 9. General features, though the 
present data points are not sufficient, can be seen from these figures that, as the ion 
energy increases, the fractions of higher charged ions increase and finally the fractions 
of the bare or H-like ions become dominant (except for ions heavier than Fe). It should 
also be noted that the Fqf fraction distributions change dramatically over a relatively 
narrow ion energy range. This can be understood by the fact that, even in this relatively 
narrow energy interval, the electron capture cross sections change significantly, 
meanwhile the projectile ionization cross sections show a small variation (for example 
by a factor of 4 and by 10 % in Si ion collisions, respectively. (See the detail in Table 
3-5 in Chapter V)). Since the charge fractions Fqf depend mainly on the 
capture-to-ionization cross section ratios, the changes in Fqf values are indeed 
substantial, as observed. 
There is also another important parameter in these ion-solid collisions to understand 
ion collision dynamics in solids: the average (or mean) equilibrium ion charges, defined 
as q =6qqFqf  (See Chapter I.3.). They are also shown in Figs. 9 with the dashed lines 
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as the effective charge ( q /Z) (Z is the atomic number) which clearly approaches unity, 
namely the ions becomes bare (q | Z) as their energy increases. 
Such gross features observed can be understood qualitatively by taking into account 
the ionization probabilities of the bound electrons of ions in ion-atom collisions. At the 
projectile energies of 2.6, 4.3 and 6.0 MeV/u, corresponding to the equivalent-velocity 
electron energy of 1.44, 2.34 and 3.27 keV, respectively, all electrons with the binding 
(ionization) energy less than these are easily ionized, forming high fractions of bare ions. 
Of course, as the atomic number of ions increases, the binding energy increases and the 
ionization probabilities of the 1s electron decreases drastically and, therefore, the 
fractions of bare or H-like ions become small. For heavier ions, such as Kr (Z = 36), the 
binding energy of 1s electron is so high (~17 keV) that practically no bare and H-like 
ions can be produced and, instead, Li- and Be-like ions with the binding energies (~ 4 
keV) are produced less efficiently even at the present highest ion energies. 
 
2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5
0
10
20
30
40
50
60
70
80
90
100
 
(a) C2+ + C foil
  Fraction q=6    
  Fraction q=5
  Fraction q=4
eq
ui
lib
riu
m
 c
ha
rg
e 
fra
ct
io
n 
F q
∞
 [%
]
Beam energy E [MeV/u]
0.0
0.5
1.0
 effective charge
ef
fe
ct
iv
e 
ch
ar
ge
, q
/Z
 
 
 
2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5
0
10
20
30
40
50
60
70
80
90
100
 
(b) O3+ + C foil
  Fraction q=8    
  Fraction q=7
  Fraction q=6
  Fraction q=5
eq
ui
lib
riu
m
 c
ha
rg
e 
fra
ct
io
n 
F q
∞
 [%
]
Beam energy E [MeV/u]
0.0
0.5
1.0
 effective charge
ef
fe
ct
iv
e 
ch
ar
ge
, q
/Z
 
 
 
- 39 - 
2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5
0
10
20
30
40
50
60
70
80
90
100
 
(c) Ne4+ + C foil
  Fraction q=10  
  Fraction q=9
  Fraction q=8
  Fraction q=7
  Fraction q=6
eq
ui
lib
riu
m
 c
ha
rg
e 
fra
ct
io
n 
F q
∞
 [%
]
Beam energy E [MeV/u]
0.0
0.5
1.0
 effective charge
ef
fe
ct
iv
e 
ch
ar
ge
, q
/Z
 
 
 
2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5
0
10
20
30
40
50
60
70
80
90
100
 
(d) Mg5+ + C foil
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(e) Si5+ + C foil
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(f) Ar8+ + C foil
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(g) Ca6+ + C foil
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(h) Fe9+ + C foil
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Figs. 9-(a) – (h). Experimental equilibrium charge-state fraction Fqf (%) and their mean charge  q  
for C, O, Ne, Mg, Si, Ar, Ca and Fe ions as a function of the beam energy over E = 6.0, 4.3 and 2.6 
MeV/u. 
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III. 4  Statistical model: Equilibrium charge distributions and mean charges 
 
The equilibrium charge-state fractions Fqf of fast heavy ions penetrating through the 
carbon foils, shown in Figs. 9, can also be estimated using the statistical model which is 
based on the statistical (not Gaussian) χ2-model combined with semi-empirical formulas 
for the mean charge  q  and the standard deviation d of the charge-state distribution. 
These formulas can be applied for fast heavy ions only under the following conditions 
(see [73] for details): 
7,/106.3 45.08 tu! ZscmZX      (III-2) 
where υ is the projectile ion velocity in the atomic units (1 a.u. of velocity is υ0 ≈ 2.2 × 
108 cm/s and corresponds approximately to the energy of 25 keV/u) and Z is the atomic 
number (nuclear charge) of the projectile ion. 
The statistical χ2-model (Ref. [73]), assuming to be valid for the limited number of 
electrons in ions, predicts that the equilibrium charge-state fractions Fqf (q) are 
asymmetric over the charge state q and are described by the following equations: 
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where * (x) is the gamma function. The semi-empirical formula eq. (III-4) giving the 
standard deviation d of the charge-state distribution has been derived by Nikolaev and 
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Dmitriev [83]. Also, the semi-empirical formula for the mean charge  q  of the fast 
heavy projectiles has been derived by Shima et al. [84], and is suggested in the form: 
  ^ ` 4.2,11.032.025.1exp1 32  XforXXXZq   (III-5) 
Among several empirical formulas for estimating the mean equilibrium charge ( q ) of 
various ions, we have tested a few of them carefully: Shima [84], To-Drouin [85] and 
Schiwietz [86]. It has been found that all have their own features in describing the 
equilibrium charge distributions. 
 
In Fig. 10 is shown a typical comparison among these empirical formulas and the 
present experimental data for 6.0 MeV/u Kr ions after carbon foils. We have found that 
a recent Schiwietz formula [86] tends to underestimate, in many cases, the fractions for 
higher charges and consequently overestimate those for lower charges, compared with 
those observed. To-Drouin formula [85] sometimes shows a good agreement but 
sometimes is slightly deviated. As the overall agreement with Shima formula [84] (eq. 
(III-5)) has been found for all the ions and energies investigated in the present work, we 
use his formula extensively in the following analyses. 
 
Figs. 11 – 13 show the present equilibrium charge fractions (crosses) of exit-ions at 
6.0, 4.3 and 2.6 MeV/u, respectively, for all the ions investigated where they are 
compared with the calculated results of ETACHA code (open squares) and the statistical 
model described above (open triangles), together other experimental data if available. 
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Fig. 10. Charge distributions estimated with empirical formulas of the mean charge  q  for 6.0 MeV/u 
Kr ions: Experiment: crosses – present work. Statistical model with different  q  formula: Shima [84], 
To-Drouin [85] and Schiwietz [86]. 
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(c)  Ne4+ + C at 6.0 MeV/u
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(d)  Mg5+ + C at 6.0 MeV/u
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(e)  Si5+ + C at 6.0 MeV/u
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(f)  Ar8+ + C at 6.0 MeV/u
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(g)  Ca6+ + C at 6.0 MeV/u
Exit-ion charge  q
eq
ui
lib
riu
m
 c
ha
rg
e 
fra
ct
io
n 
[%
]
 statistical model
 ETACHA
 Experiment
19 20 21 22 23 24 25 26
0
10
20
30
40
50
 
(h)  Fe9+ + C at 6.0 MeV/u
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(i)  Cu10+ + C at 6.0 MeV/u
Exit-ion charge  q
eq
ui
lib
riu
m
 c
ha
rg
e 
fra
ct
io
n 
[%
]
 statistical model
 ETACHA
 Experiment
26 27 28 29 30 31 32 33 34 35
0
10
20
30
40
50
 
(j)  Kr13+ + C at 6.0 MeV/u
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Figs. 11-(a)~(j). Equilibrium charge-state fractions in collisions of 6.0 MeV/u ions with a carbon foil. 
Theory: open triangles - statistical model, open squares - ETACHA code. Experiment: crosses - this work. 
Experimental data by Shima [84],[87] and Baron [88],[89] are shown with the solid circles. Note that 
calculations for Cu and Kr seem to be outside its claimed validity range of ETACHA code but we tried to 
extend them. 
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(b)  O3+ + C at 4.3 MeV/u
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(c)  Ne4+ + C at 4.3 MeV/u
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(d)  Mg5+ + C at 4.3 MeV/u
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(e)  Si5+ + C at 4.3 MeV/u
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(f)  Ar8+ + C at 4.3 MeV/u
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(g)  Ca6+ + C at 4.3 MeV/u
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(h)  Fe9+ + C at 4.3 MeV/u
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Figs. 12-(a)~(h). Equilibrium charge-state fractions in collisions of 4.3 MeV/u ions with a carbon foil. 
Theory: open triangles - statistical model, open squares - ETACHA code. Experiment: crosses - this work. 
Experimental data by Shima [84],[87] are shown with the solid circles. 
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(b)  O3+ + C at 2.6 MeV/u
Exit-ion charge  q
eq
ui
lib
riu
m
 c
ha
rg
e 
fra
ct
io
n 
[%
]
 statistical model
 ETACHA
 Experiment
 Shima (2.75MeV/u)
 
- 46 - 
6 7 8 9 10
0
20
40
60
 
(c)  Ne4+ + C at 2.6 MeV/u
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(d)  Si5+ + C at 2.6 MeV/u
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(e)  Ar8+ + C at 2.6 MeV/u
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Figs. 13-(a)~(e). Equilibrium charge-state fractions in collisions of 2.6 MeV/u ions with a carbon foil. 
Theory: open triangles - statistical model, open squares - ETACHA code. Experiment: crosses - this work. 
Experimental data by Shima [87] are shown with the solid circles. 
 
 
We have found that at the energy of 6.0 MeV/u the ETACHA code provides good 
agreement for relatively light projectile ions with the atomic numbers Z < 14, 
meanwhile, for heavier ions particularly at lower energies, the discrepancy between the 
experimental and calculated data becomes serious and there are general tendencies that 
the equilibrium charge fractions are overestimated at higher charges, showing that the 
mean values become higher than those observed. Such deviations/overestimations for 
higher charge fractions are more obvious for Cu and Kr (see Figs. 11 – (i) and (j)), 
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though they are slightly outside the range of validity. On the other hand, the prediction 
by the statistical model showed a slightly better agreement with the observed 
experimental data for the incident ions even heavier than Ar, though there are tendencies 
of overestimation for those of lower charge fractions, particularly at higher energies. It 
is also noticed that the present data agree well with other experimental data within their 
respective uncertainties, indicating that they are quite reliable. 
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Chapter IV. Target Density Effects in Collisions inside Solids: An 
Extended Model 
 
In dilute gas atoms, all the ion collisions can be considered independent of each other 
as the target densities are low and they can be treated as described in Chapter I. On the 
other hand, in solids the times between successive collisions are short (~ 10-17 - 10-18 s), 
compared with the lifetimes of their excited states (~ 10-13 - 10-14 s) so that collisions in 
solid target are strongly dependent. In this Chapter we treat such collisions through 
developing a new simple model and show that indeed the effective collision cross 
sections in solids may change drastically from those in gas if we take into account the 
target density effects. 
 
 
IV. 1  Target density effects in electron-capture and ionization processes 
 
In describing collisions of fast ions with solid targets like in carbon foils, one has to 
take into account the target-density effects mentioned above, i.e., different behavior of 
the charge-changing processes and the resulting cross sections between dilute-gas and 
solid targets, originating from different collision frequencies (see, e.g., [9],[11],[58],[90] 
- [93]). Here, it has been shown that, in a solid target, the target-density effects lead to a 
significant reduction in the effective capture cross sections and a moderate increase in 
the projectile effective ionization cross sections, resulting in higher charge-state 
distributions and higher mean charges of exit ions, compared to those after penetrating a 
gas target (see Fig. 14). 
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Fig. 14. (left) Charge-changing processes: excitation/de-excitation: q = q’: electron capture: q ! q’; 
ionization : q  q’. (right) A typical example of charge fractional distributions to demonstrate the density 
effects in gas and solid targets. q  with an arrow represents the mean charge (see eq. (I-15)). 
 
 
In the following, a series of the formulae to account for the dependence of ionization 
and electron capture cross sections on the target density are introduced and typical 
calculated cross sections are given. It is found that the present model taking into account 
the density effects can reproduce the observed equilibrium charge distributions better 
than the previous models (ETACHA code and statistical model) described in the 
previous sections. 
 
 
IV. 1-1  Electron capture in solid targets 
 
The target-density effects in single electron-capture processes 
Xq+ (ni) + A o X(q-1)+*(n) + A+     (IV-1) 
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had already been considered in detail in the previous works [32],[58],[90],[91]. Here q 
denotes the charge of the incident projectile ion Xq+ in its initial ground electronic state 
ni, A the target atom and n the principal quantum number of the electronic state of the 
X(q-1)+ ion after a single-electron capture. 
The results of the previous papers [32],[33],[58],[90],[91] can be summarized briefly 
as follows. In a high-density target exists the highest possible quantum number ncut 
above which all the excited X(q-1)+*(n) ions with n > ncut are ionized through the 
successive collisions with the target particles and, then, the ions return to their initial 
charge states, effectively reducing the electron capture probabilities, meanwhile ions in 
the states with n d ncut decay to the lower states via radiative channels (see Fig. 15). 
 
 
 
Fig. 15. Scheme of the highest possible quantum number ncut to show the target-density effect. 
Through the successive collisions, an electron, captured into an excited state n > ncut, is ionized, 
meanwhile that in n d ncut radiatively decays to the lower states. 
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As a result, the total effective capture cross section of the reaction (IV-2) can be 
determined as the sum of the partial cross sections Vn into the n state of the captured 
ions starting from the ground state n0 up to a limited number of the excited states ncut: 
¦
 
 cut
n
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0
)()( XVXV ,      (IV-2) 
Here υ is the ion velocity. The cut-off principal quantum number ncut can be 
estimated from the balance between competition of radiative decay and ionization rates, 
i.e., from the equality between the total radiative decay rate A(n) (v n-5) to all low-lying 
states and ionization rate NTυVion(n) (v n2): 
)()( cutionTcut nNnA XV ,      (IV-3) 
where NT denotes the target density (/cm3) and Vion(ncut) the projectile (with the charge 
of (q-1)+) ionization cross section from the excited ncut state by the target particles. 
Employing the classical Kramers formula for the total radiative decay rate A(n) and 
the Thomson formula for ionization cross sections Vion(n), one obtains the followings 
from (IV-3) [58] after some simplifications: 
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where the projectile velocity υ is in the atomic units, the projectile energy E in keV/u, 
and ZT denotes the nuclear charge of the target atom. Equation (IV-4) gives a rough 
estimation for the number of the excited states where the captured electron is still held 
in the ion. As will be seen below, more detailed information about nl-distribution of exit 
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ions can be obtained from the measured (or accurately calculated) equilibrium 
charge-state fractions in combining with charge-changing cross sections calculated with 
account for the density effects. 
Equation (IV-4) reflects the dependence of the cutting parameter ncut on the projectile 
charge and collision energy as well as the nuclear charge and the density of the target: 
The higher is the nuclear charge ZT and the density NT of the target particles, the lower 
is the cut-off quantum number ncut, resulting in a smaller number of the sum for the total 
capture cross section in eq. (IV-2). In the limit of a very dense target (NT o f), one has 
'n | 0, namely ncut | n0 , leading to the result that only the electron captured into the 
ground state can survive after collisions, and, thus, the total cross section reaches its 
minimum value: 
)()()( 0min XVXVXV nnecectotec   | ,     (IV-5) 
In the opposite case of a very low target density (e.g., a dilute gas), one has 'n = f 
and, thus, ncut = f: the scattered projectile can be created in any n state and the total 
electron capture cross section (IV-2) becomes maximum: 
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IV. 1-2  Projectile ionization in solid targets 
 
Similar estimation of the influence of the target-density effect can be made for 
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ionization cross sections of fast projectile colliding with the target atom: 
Xq+(ni) + A o X(q+1)+ + 6A + e-,     (IV-7) 
where ni denotes the principal quantum number of the incident projectile ion in the 
ground state (we assume that all the incident projectiles are in the ground state), and 6A 
means all possible target states after collisions. 
In a dense target, the incident ions are directly ionized into continuum from the 
ground state ni but also they can be excited first and, then, can be ionized from these 
excited states through the following successive collisions with target atoms. Total 
effective ionization cross section of the projectile ion by the target particles with the 
density NT can be described by the formula: 
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where Vion(ni) and Vion(n) denote the projectile ionization cross sections from the initial 
ground states ni and the excited state n, respectively, Vex(ni - n) and Vde(n - ni) the 
projectile excitation (ni o n) and de-excitation (n o ni) cross sections by the target 
particle and A(n) the total radiative decay rate of the projectile in the state n. Based upon 
the principle of the detailed balance, cross sections of the direct excitation and its 
inverse de-excitation processes Vex(ni - n) and Vde(n - ni) are related through the 
Klein-Rosseland formula [68] taking into account the degeneracy of both the upper (n) 
and lower (ni) states which for fast heavy projectiles reads: 
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Since Vion(n) ~ n2, Vde(n - ni) ~ n-2, and, neglecting the term Vde(n - ni) in the 
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denominator in eq. (IV-8), one can rewrite eq. (IV-9) in the form: 
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where K is the branching ratio for ionization of the excited state n. 
If the target density NT is very high (solid target), the branching ratio K | 1, and 
 )()()( nnnn iexiioni
DE
ion | VVV ,     (IV-11) 
i.e., in a dense target, the upper limit of the projectile ionization cross section by the 
target particles is equal to the sum of their ionization and excitation cross sections in a 
gas target. One can see that, in contrary to the electron capture cross sections (eqs. 
(IV-2) and (IV-4)), ionization cross sections increase with the target density increasing. 
When the target density is low (in a gas target), then 
 )()( iioni
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ion nn VV | ,      (IV-12) 
indicating that only the direct ionization from the ground state plays a role in the 
projectile ionization, as expected. 
Now we consider ionization processes from the ground state level nili of the 
incoming projectile with the specific quantum numbers ni and li. It is well known that 
excitation transitions occur dominantly into the nearest resonance levels, i.e., via the 
dipole-allowed transition, nili o ni + 1, li + 1. According to eq. (IV-13), the total 
projectile ionization cross section with the density effect can be estimated in the form: 
 Klnlnlnln iiiiexiiionii
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where Vion(nili) and Vion(ni + 1, li + 1) denote the direct ionization cross sections from 
the ground and the nearest resonance states to continuum, respectively, and Vex(nili o ni 
+ 1,li + 1) the dipole resonance excitation cross section. We remind that all these cross 
sections correspond to those for a dilute-gas target, as described in Chapter I. 
 
 
IV. 2  Numerical calculations of cross sections with and without density effects 
 
The partial single-electron capture cross sections into the specific nl states of all the 
projectiles used in the present work were calculated using the CDW (Continuum 
Distorted Waves) computer code described in [54]. Multiple-electron captures as well as 
multiple- ionization processes were neglected, as generally they are small compared 
with those of single electron processes. The CDW code uses the distorted Coulomb 
wave functions of the total system in the initial and final states; for radial wave 
functions, the Clementi-Roetti functions are used [94]. We note that, at a projectile 
energy of 4.3 MeV/u, the capture of 1s electron from carbon atom gives the main 
contribution to the total capture cross sections; the contribution from the capture of 2s 
and 2p electrons of carbon atoms is estimated to be smaller than 10 % of the total cross 
sections. 
The ionization and excitation cross sections in Eqs. (IV-13) and (IV-14) were 
calculated with the LOSS code [50] which employs the first Born approximation and 
takes into account the atomic structure of the target atoms. The radiative decay rates, 
required in the present model for describing the density effects, were calculated in the 
non-relativistic dipole approximation using the ATOM code [95]. In the LOSS and 
- 56 - 
ATOM codes, the radial wave functions are obtained by solving the radial Schrödinger 
equation with the effective potential of the atomic core. In the present calculations, the 
carbon atomic density of 1.00 × 1023 at/cm3 is used. 
 
The calculated projectile-ionization Vq,q+1 and electron capture Vq+1,q cross sections at 
4.3 MeV/u by taking into account the density effects are given in Table 1 for Fe ion and 
Table B1 in Appendix B for other ions. The ionization cross sections were calculated 
using eqs. (IV-13) and (IV-14) with (marked by DE) and without (marked by w/o) the 
density effects, i.e., with the branching ratio K in eq. (IV-14) or K=0, respectively. The 
capture cross sections were also calculated with (marked by DE) and without (marked 
by w/o) the density effects, i.e., by eq. (IV-2) with ncut = f, respectively. The estimate of 
the cutting parameter ncut will be introduced later. 
 
Table 1.  Total projectile ionization Vq,q+1 and electron capture Vq+1,q cross sections (cm2) calculated 
without (w/o) and with (DE) the density effects for 4.3 MeV/u Fe ions (see text). For other ions see 
Appendix B. 
   Ion Xq+
Fe25+ 8.92e-21 1.08e-20 9.00e-18 3.05e-19
Fe24+ 2.18e-20 2.52e-20 8.48e-18 2.19e-18
Fe23+ 4.32e-19 5.58e-19 8.06e-18 1.68e-18
Fe22+ 9.43e-19 1.19e-18 7.37e-18 1.49e-18
Fe21+ 1.38e-18 1.93e-18 7.27e-18 1.46e-18
Fe20+ 1.93e-18 3.11e-18 7.35e-18 8.10e-19
Fe19+ 2.56e-18 3.83e-18 6.58e-18 7.00e-19
Iron ion
ow
qq
/
1, V DEqq 1, V ow qq / ,1V DE qq ,1V
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As can be seen from Table 1 and Table B1 in Appendix B, the target-density effects 
tend to change the cross sections far more significantly in the electron capture than in 
the ionization. 
 
 In Fig. 16 are shown the cross section ratios of the electron capture and ionization 
with/without the density effects for various bare and H-like ions at 4.3 MeV/u collisions. 
Indeed the electron capture cross section ratios for Fe26+ ions decrease nearly two orders 
of magnitude with the density effects compared to those without them, though such 
reduction becomes relatively mild for light ions (C, O). On the other hand, the 
ionization cross section ratios increase only by 20 (Fe 25+) – 50 (C5+) %. 
 
Furthermore, the results for Arq+ ions with different charge states in Table B1 in 
Appendix B demonstrate another interesting feature (see Fig. 17): strong dependence of 
these ratios on the electronic structures of the projectile ions. It is clearly seen that the 
ratios for the electron capture show a dramatic change between q = 16 and q = 15, 
indicating the strong dependence on whether the incident ions have more vacancies in n 
= 2 shell. Under the present collisions, though most of the excited states in higher n ( > 
2) shells are easily ionized, a large fraction of those captured into n = 2 are also 
significantly influenced by the density effects in H- and He-like ions. 
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Fig. 16. Calculated ratios for electron capture and ionization cross sections of various bare and H-like 
ions at 4.3 MeV/u colliding with carbon foils. Note that drastic change of the electron capture cross 
sections with the density effects, particularly for heavy ions, meanwhile the change in the ionization cross 
sections is relatively small. 
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Fig. 17. Calculated ratios for electron capture and ionization cross sections of Arq+ ions at 4.3 MeV/u 
colliding with carbon foils as a function of the incident ion charge q. Note that dramatic change occurs 
between q = 16 and 15. 
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IV. 3  Ten-charge-state model 
 
A system of equations which couple the equilibrium charge-state fractions Fqf with 
collision cross sections can be found from the general differential balance equations for 
different charge states of exit ions. 
For example, the simplest two component (q = 0 and 1) system, such charge balance 
equations for the equilibrium charge distributions are described using the electron 
capture (V10) and ionization (V01) cross section as follows: 
 
110001
1 FF
dx
dF VV  ,  or  0011100 FFdx
dF VV  ,   (IV-15) 
with the particle conservation equation, 
F0 + F1 = 1,       (IV-16) 
where F0 and F1 are the fractions of the charge q = 0 and q = 1, respectively, and x the 
target density. 
In the equilibrium charge conditions, namely  01  dxdF , we get a simple relation 
among these parameters: 
 
01
10
01 V
Vff  FF        (IV-17) 
indicating that the charge fraction ratio is inversely proportional to the respective charge 
changing (ionization and electron capture) cross sections. 
 
In the case of three and four charge state equilibrium fractions, the system had been 
analyzed in detail in the previous works [32] and [16], respectively. 
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However, it had been clearly demonstrated in our previous work [32] that the 
four-charge state model is not sufficiently accurate if more than four charge fractions 
constitute to the final charge-state distributions, particularly, like those in many-electron 
heavy projectiles for example, in iron ions eight dominant fractions have been observed 
(see Figs. 11-(h) above and also Table A18 in Appendix A). Therefore, generalization of 
the four-charge state system into multi-fold charge-state system is required for such 
ions. 
Similarly as in the case of two component system considered above, the ten 
dominant equilibrium charge-state fractions Fqf, the equations relating Fqf values with 
the charge- changing cross sections can be obtained from [9] in the following general 
form if multiple-electron processes are neglected: 
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where Fif denotes the equilibrium fraction of exit ions in the i-th charge state. For 
simplicity, the notations F0f, F1f, …, and F9f are used to represent those of Fqf, 
Fq-1f,…, Fq-9f where q denotes the ion charge. The quantities ii ,1V  and 1, iiV denote 
the single electron capture (from charge state i+1 to charge state i) and single ionization 
cross sections (from charge state i to charge state i+1), respectively. We note that, in the 
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present ten-charge-state model, it is necessary to obtain or determine nine electron 
capture and nine ionization cross sections because the 10th charge-state fraction is 
found from eq. (IV-20). 
 
We note that further generalization of eqs. (IV-18)-(IV-20) can be easily made for an 
arbitrary number of the equilibrium fractions including the more general cases where all 
the charge state fractions are accounted for from negative up to bare ions. 
 
 
IV. 4  Fitting procedure: Estimation of the nl states of exit ions 
 
It is important to know not only the charge state evolutions and equilibrium charge 
distributions after foils but also the electronic state distributions of ions which can 
provide more information and understanding on mechanisms in ion-solid collision. 
Information about the nl state distributions of exit ions can be extracted from eqs. 
(IV-18)-(IV-20), provided that the necessary charge-changing cross sections are 
calculated with the density effects accounted for. This can be achieved by the fitting 
procedure suggested in [32] and [33] which can be briefly described as follows: 
According to eqs. (IV-13)-(IV-14), the projectile ionization cross sections Vq,q+1 are 
calculated with reasonable accuracies by combining the nominal ionization and 
excitation cross section formula in low-density target atoms with the radiative decay rates 
for resonance states. Then, from eq. (IV-19), the electron capture cross sections Vq+1,q can 
be given in the form: 
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where all values in the right-hand side are known through observation or calculations. 
The capture cross section Vq+1,q, estimated from eq. (IV-21), can be compared with the 
calculated total cross section: 
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where Vq+1,q (nl) denotes the partial capture cross section into a specific nl state, n0l0 the 
principal and orbital quantum numbers of the ion Xq+ in the ground state and ncutlcut the 
maximum quantum numbers of the state which can survive in the electron capture for a 
given process inside the foils. 
In Table 2 the dominant nl states are summarized including the excited states of ions 
with the expected charge state which are created inside foils. 
Let us explain this fitting procedure in detail by an example of Ar18+ + C foil 
collisions at 4.3 MeV/u. From the experiment data (see Table A16 in Appendix A) one 
has the ratio  26.36.106.341817 | ff FF . As the calculated ionization cross section of 
Ar17+ ions with the density effects is 9.23 × 10-20 cm2 (See Table B1 in Appendix B or 
[33]), the estimated total capture cross section V18,17 (eq. (IV-21)) is found to be 3.26 × 
9.23 × 10-20 | 3.01 × 10-19 cm2. (For the computer codes used in the present work, see 
section IV. 2). 
Meanwhile the partial electron capture cross sections for reaction Ar18+ + C o 
Ar17+(nl) + C+ at 4.3 MeV/u are calculated as follows: Vec(1s) = 8.55 × 10-20, Vec (2s) = 
1.63 × 10-19, Vec (2p) = 1.03 × 10-18, Vec (3s) = 1.05 × 10-19, Vec (3p) = 5.57 × 10-19 cm2. 
One can see that the sum Vec (1s) + Vec (2s) | 2.49 × 10-19 cm2 is the closest value to the 
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estimated cross section by eq. (IV-21). On the other hand, it is seen that the sum 
including capture into the 2p level, namely, Vec(1s) + Vec(2s) + Vec(2p) | 12.78 × 10-19 
cm2, is far larger than that obtained above from eq. (IV-21). Therefore, we conclude that 
H-like argon ions are created dominantly in the 1s and 2s states after a single electron 
capture of bare Ar18+ ions in collisions with carbon atoms in a foil. In other words, the 
calculated cross sections of electron capture into these states with the density effects and 
ionization cross section of Ar17+ ions give the best description of the experimental ratio 
of the equilibrium charge fractions  ff 1817 FF . Thus, combination of the partial capture 
cross sections with the observed charge equilibrium fractions can provide a very 
effective tool to estimate the nl distributions of exit ions, otherwise there would be no 
direct way to know them. 
 
 
Table 2. The expected dominant nl-states of H- ~ B-like exit ions created in collisions of 4.3 MeV/u C, 
O, Ne, Mg, Si, Ar and Fe ions with carbon foils. The ground states are presented with the bold letters. (ref. 
[33]) 
Isoelectronic 
sequence and 
nl states of 
exit ions 
 
C ions, 
nl= 
 
O ions, 
nl= 
 
Ne ions, 
nl= 
 
Mg ions. 
nl= 
 
Si ions, 
nl= 
 
Ar ions, 
nl= 
 
Fe ions, 
nl= 
H-like 1s, 2s 1s, 2s 1s, 2s 1s, 2s 1s, 2s 1s, 2s 1s ~ 3s 
He-like 1s2, 1s2s 1s2, 1s2s 1s2, 1s 2s 1s2, 1s2s 1s2, 1s2s 1s2, 1s2s  1s2 ~ 1s4d 
Li-like - 1s22s ~ 
1s23s 
1s22s ~ 
1s23s 
1s22s ~ 
1s23p 1s
22s, 1s22p 1s22s, 1s22p 1s
22s ~  
1s24p 
Be-like - - - - 1s22s2, 
1s22s2p 
1s22s2 ~ 
1s22s3s 
1s22s2 ~ 
1s22s3d 
B-like - - - - - 1s22s22p ~ 
1s22s23p 
1s22s22p ~ 
1s22s23d 
C - like - - - - - - 1s22s22p2 ~ 
1s22s22p3p 
N - like - - - - - - 1s22s22p3 ~ 
1s22s22p23s 
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Using the fitting procedure described above, the nl states of H-, He-, …, B-like exit 
ions created in collisions of 4.3 MeV/u C, O, Ne, Mg, Si and Ar projectiles with carbon 
atoms in a foil were estimated. As one can see, only the ground state and the nearby 
lowest-lying levels of exit ions are dominantly populated, and all of those in higher 
excited states are ionized due to successive collisions with carbon atoms. 
 
 
In Fig. 18, the present ten-state model, eqs. (IV-18)-(IV-20), is compared with the 
observed exit-ion equilibrated charge fractions at 4.3 MeV/u for Fe ion, together with 
some of the models previously used, ETACHA code [71] and the statistical theory [73]. 
For other ions, refer to [33]. As can be seen from this figure, the results obtained by the 
ETACHA code disagree with the experimental data, as already pointed out previously 
[30]-[35]. The statistical model, on the contrary, has provided better agreement with the 
observed data. It should be pointed out that the present ten-state model, eqs. 
(IV-18)-(IV-20), fitted with the calculated capture cross sections, generally best 
reproduces the experimental data for all the ions used in the present work, provided that 
the density effects are properly accounted for, indicating that the density effects have to 
be taken into account in order to describe the collision processes and the resulting 
phenomena in solids. 
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Fig. 18. Equilibrium charge-state fractions for collisions of intermediate heavy ions with carbon atoms 
in a foil at 4.3 MeV/u. Experiment: crosses – present work. Theory: open square – ETACHA code [71]; 
open triangles – statistical model [73]; solid triangles – the ten-state model, eqs. (IV-18)-(IV-20) with the 
density effects included. For other ions, refer to [33]. 
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Chapter V. Evaluation of Fractional Distributions of Excited States 
Nq(nl) 
 
After successive collisions through dense foils, the ions may be not only in their 
ground states but also in various excited states. So far no such information of their 
detailed behaviour has been analyzed and reported ever. In this Chapter, first we 
introduce how to treat and analyze such problems solving a series of the charge balance 
equations through a combination with the basic collision cross sections which are taken 
into account the so-called density effects as their key parameters. Then, we try to 
calculate the fractional distributions of not only their ionic charge states but also their 
electronic states after solid collisions. It is demonstrated that these excited fractions are 
still relatively large, particularly for low charge ions, at low energies but those in the 
excited states tend to decrease quickly as the ion energy increases and finally the ions in 
the ground states becomes dominant. 
    
 
V. 1  Estimation of the fractions of exit ions in the ground and excited states 
 
In addition to the information on the equilibrium charge-state q-distributions Fqf 
described above, it is also important to know the fractional nl-distributions Nqf(nl) of 
exit ions with the charge q in different electronic nl states at the charge equilibrium. In 
the following, we solve a linear system of balance equations (See Chapter I) for 
different (q, nl) state fractions Nq(nl) including the ground and excited states of exit 
silicon ions at the charge equilibrium (dNq(nl)/dD = 0 where D is the foil thickness) at 
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energies of 6.0, 4.3 and 2.6 MeV/u. To find coefficients in these equations, one has to 
calculate the cross sections for ionization, electron capture, excitation and de-excitation 
at each ion energy as well as transition probabilities (radiative decay rates) from the 
excited states. Here, as before, we assume that two-electron processes such as the 
double-electron ionization and double-electron capture are negligible and that there are 
no charge-changing processes after the ions leave the foil. Obviously, the Fqf and Nq(nl) 
values are normalized in such a way that 6qFqf = 1 and 6nl Nq(nl) = Fqf. Knowing the 
Nq(nl) values, one can obtain the Fqf values and compare them with experimental data 
as well as to estimate how many excited ions are presented in the exit beam. 
 
Before solving the balance equations for the so-called level populations Nq(nl), one 
has to make an estimate of the maximum principal quantum number ncut which has to be 
accounted for in every specific case of collisions using the following inequality (also 
see Chapter IV): 
),,(),( cutionCcut nqNknqA XVX t ,      (V-1) 
where υ denotes the velocity of the projectile, A(q, ncut) the total radiative decay rate of 
the ion with a charge q from the ncut level into all the low-lying states, ),,( cution nq XV  
the ionization cross section of the ion by a carbon atom and NC the carbon atomic 
density in the foil. The factor k in eq. (V-1) is introduced to account for a highest 
possible number of the excited states, and in the present analysis we set k = 0.1. 
However, since A(q, ncut) ~ ncut-5, ),,( cution nq XV ~ ncut2, ncut ~ k1/7, and then the ncut value 
is not sensitive to the factor k (see [34] in detail). 
Equation (V-1) describes the balance between the numbers of projectiles in the ncut 
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level ionized by the target (carbon) atoms and of those radiatively stabilized into 
low-lying states. According to the estimation (V-1), for Si5+ + C collisions at 2.6 MeV/u, 
the 11 electronic levels with the principal quantum numbers nd ncut = 2 should be 
included: Si10+ (1s22s2, 1s22s2p), Si11+ (1s22s, 1s22p), Si12+ (1s2, 1s2s, 1s2p), Si13+ (1s, 2s, 
2p) and bare Si14+. Meanwhile, for collision energies of 4.3 and 6.0 MeV/u, it is 
sufficient to include nine electronic levels without Be-like Si10+ ions. Doubly excited 
states of exit ions, (e.g., 1s2s2p in Li-like ions) were not accounted for because they lie 
above the first ionization limit. 
The total radiative decay rate A(q, n) of an ion Xq+ in the n state can be estimated by 
the quasi-classical formula given in [96] 
212
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where E0 is the ground-state energy of the ion in Rydberg units, 1 Ry | 13.606 eV. 
One can write down the balance equations for different state fractions Nq(nl) at the 
charge equilibrium with coefficients consisting of various collision cross sections and 
decay rates as it was made in the work [34]. In the following equations, the indexes, ec, 
ion, ex and de, represent electron capture, projectile ionization, excitation and 
de-excitation processes, respectively. The left-hand side of the following equations 
corresponds to the population from the neighboring states, meanwhile the right-hand 
side to the de-population of the ions into the neighboring states. The 11-levels scheme 
for the dominant collision and radiative processes in Si5+ + C collisions at 2.6 MeV/u is 
shown in Fig. 19. There, the solid single- and the double-line arrows denote the electron 
capture and projectile ionization processes, respectively, meanwhile the dashed single- 
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and the double-line arrows the excitation and de-excitation processes induced by the 
carbon atoms, and the dotted lines the (spontaneous) radiative decays of the excited 
2s2p as well as 2p states into the lower states. In the present work, the 2p states were 
included in addition, compared to the paper [34], in order to account for the influence of 
the radiative decays to the lower s states. 
 
 
 
 
Fig. 19. Diagram for the dominant collision processes and (spontaneous) radiative decays in the 
populations Nq(nl) for the 11-level system of silicon exit ions from bare to Be-like ions: Si10+ (1s22s2, 
1s22s2p), Si11+ (1s22s, 1s22p), Si12+ (1s2, 1s2s, 1s2p), Si13+ (1s, 2s, 2p) and Si14+. Solid single and double 
arrows denote electron capture and projectile ionization processes, respectively, dashed single and double 
arrows show excitation and de-excitation processes, and dotted arrows correspond to spontaneous 
radiative decays. 
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As an example, the balance equations for bare-ion and H-like ions in the ground state 
can be written as: 
N(2s)Vion(2so0) + N(1s)Vion(1so0) + N(2p)Vion(2po0) 
=N(0)Vec(0o1s) + N(0)Vec(0o2s) + N(0)Vec(0o2p);   (V-3) 
 
N(2s)Vde(2so1s) + N(0)Vec(0o1s) + N(1s2)Vion(1s2o1s) + N(1s2s)Vion(1s2so1s)  
+ N(2p)Vde(2po1s) + N(1s2p)Vion(1s2po1s) + N(2p)A(2po1s)/NC X 
=N(1s)Vion(1so0) + N(1s)Vec(1so1s2) + N(1s)Vec(1so1s2s) + N(1s)Vec(1so1s2p)  
+ N(1s)Vex(1so2s) + N(1s)Vex(1so2p):     (V-4) 
 
where, for example, Vion(2so0) represents the ionization cross section of H-like ions in 
the 2s state resulting in bare ions. A(2po1s) represents the spontaneous radiative decay 
rate for 2po1s transition of H-like excited ion. Therefore, the balance equations for 
other levels can be written straightforwardly using the level scheme given in Fig. 19. 
 
 
V. 2  Numerical calculations of collision cross sections and charge fraction Nq(nl) 
 
In the present calculations, the atomic target density for carbon foils was taken to be 
1.00 × 1023 at/cm3. The spontaneous radiative decay rates A(2p – ns) from 2p states in 
silicon ions were calculated by the FAC code [43] (Flexible Atomic Code): 
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A(2p o 1s) = 2.40 × 1013 s-1, 
A(2p o 2s) = 2.36 × 105 s-1, 
A(1s2p o 1s2) = 3.87 × 1013 s-1, 
A(1s2p o 1s2s) = 1.72 × 108 s-1,      (V-5) 
A(1s22p o 1s22s) = 8.33 × 108 s-1, 
A(1s22s2p o 1s22s2) = 6.83 × 109 s-1. 
The electron capture cross sections into the specific nl states were calculated using 
the CDW (Continuum Distorted Waves) computer code described in [54]. The CDW 
code uses the distorted Coulomb wave functions of the total system in the initial and 
final states; as for radial wave functions, the Clementi-Roetti functions are used [94]. 
We note that, at the present projectile ion energy range, the capture of 1s electron from 
carbon atom gives the main contribution to the total capture cross sections and the 
contribution from the capture of 2s and 2p electrons of carbon atom was estimated to be 
negligible. All the calculated CDW partial electron capture cross sections for Si5+ + C 
collisions at 6.0, 4.3 and 2.6 MeV/u are given in Appendix C. 
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Table 3. Calculated cross sections (cm2) for Si + C collisions at 2.6 MeV/u. “0” in the first column 
denotes the bare ion state. (ref. [35]) 
Ionization Electron capture Excitation
Vion(1s→0) 2.0e-19 Vec(0→1s) 4.5e-19 Vex(1s→2s) 4.0e-20
Vion(2s→0) 2.5e-18 Vec(0→2s) 7.4e-19 Vex(1s→2p) 1.5e-19
Vion(2p→0) 2.0e-18 Vec(0→2p) 3.6e-18 Vex(2s→2p) 1.0e-17
Vion(1s2→1s) 5.0e-19 Vec(1s→1s2) 2.8e-19 Vex(1s2→1s2s) 9.0e-20
Vion(1s2s→1s) 2.9e-18 Vec(1s→1s2s) 7.9e-19 Vex(1s2→1s2p) 3.2e-19
Vion(1s2p→1s) 2.3e-18 Vec(1s→1s2p) 3.3e-18 Vex(1s2s→1s2p) 1.1e-17
Vion(1s2s→2s) 5.0e-19 Vec(2s→1s2s) 4.8e-19 Vex(1s22s→1s22p) 1.2e-17
Vion(1s2p→2p) 5.0e-19 Vec(2p→1s2p) 4.8e-19 Vex(1s22s2→1s22s2p) 2.5e-17
Vion(1s22s→1s2) 3.3e-18 Vec(1s2→1s22s) 8.6e-19 De-excitation
Vion(1s22s→1s2s) 5.0e-19 Vec(1s2s→1s22s) 5.6e-19 Vde(2s→1s) 5.3e-20
Vion(1s22p→1s2) 2.5e-18 Vec(1s2→1s22p) 2.7e-18 Vde(2p→2s) 1.0e-19
Vion(1s22p→1s2p) 5.0e-19 Vec(1s2p→1s22p) 5.7e-19 Vde(2p→2s) 4.2e-18
Vion(1s22s2→1s22s) 7.5e-18 Vec(1s22s→1s22s2) 3.2e-20 Vde(1s2s→1s2) 2.9e-20
Vion(1s22s2p→1s22s) 3.3e-18 Vec(1s22s→1s22s2p) 8.3e-20 Vde(1s2p→1s2) 1.7e-19
Vion(1s22s2p→1s22p) 7.5e-18 Vec(1s22p→1s22s2p) 6.3e-19 Vde(1s2p→1s2s) 3.7e-18
Vde(1s22p→1s22s) 4.0e-18
Vde(1s22s2p→1s22s2) 6.2e-18  
 
 
Table 4. Calculated cross sections (cm2) for Si + C collisions at 4.3 MeV/u. “0” in the first column 
denotes the bare ion state. (ref. [35]) 
Ionization Electron capture Excitation
Vion(1s→0) 2.4e-19 Vec(0→1s) 2.5e-19 Vex(1s→2s) 3.0e-20
Vion(2s→0) 1.8e-18 Vec(0→2s) 2.2e-19 Vex(1s→2p) 1.3e-19
Vion(2p→0) 1.3e-18 Vec(0→2p) 5.8e-19 Vex(2s→2p) 6.1e-18
Vion(1s2→1s) 5.7e-19 Vec(1s→1s2) 1.4e-19 Vex(1s2→1s2s) 6.4e-20
Vion(1s2s→1s) 2.0e-18 Vec(1s→1s2s) 2.2e-19 Vex(1s2→1s2p) 3.0e-19
Vion(1s2p→1s) 1.6e-18 Vec(1s→1s2p) 5.0e-19 Vex(1s2s→1s2p) 6.0e-18
Vion(1s2s→2s) 6.0e-19 Vec(2s→1s2s) 2.6e-19 Vex(1s22s→1s22p) 8.0e-18
Vion(1s2p→2p) 6.0e-19 Vec(2p→1s2p) 2.6e-19 De-excitation
Vion(1s22s→1s2) 2.2e-18 Vec(1s2→1s22s) 2.1e-19 Vde(2s→1s) 3.5e-20
Vion(1s22s→1s2s) 6.0e-19 Vec(1s2s→1s22s) 2.8e-19 Vde(2p→2s) 6.8e-20
Vion(1s22p→1s2) 2.0e-18 Vec(1s2→1s22p) 3.8e-19 Vde(2p→2s) 2.0e-18
Vion(1s22p→1s2p) 6.0e-19 Vec(1s2p→1s22p) 2.9e-19 Vde(1s2s→1s2) 1.9e-20
Vde(1s2p→1s2) 1.1e-19
Vde(1s2p→1s2s) 2.0e-18
Vde(1s22p→1s22s) 2.7e-18  
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Table 5. Calculated cross sections (cm2) for Si + C collisions at 6.0 MeV/u. “0” in the first column 
denotes the bare ion state. (ref. [35]) 
Ionization Electron capture Excitation
Vion(1s→0) 2.3e-19 Vec(0→1s) 1.2e-19 Vex(1s→2s) 2.3e-20
Vion(2s→0) 1.6e-18 Vec(0→2s) 7.9e-20 Vex(1s→2p) 1.3e-19
Vion(2p→0) 1.2e-18 Vec(0→2p) 1.4e-19 Vex(2s→2p) 4.3e-18
Vion(1s2→1s) 5.0e-19 Vec(1s→1s2) 6.5e-20 Vex(1s2→1s2s) 5.0e-20
Vion(1s2s→1s) 1.7e-18 Vec(1s→1s2s) 7.5e-20 Vex(1s2→1s2p) 2.8e-19
Vion(1s2p→1s) 1.4e-18 Vec(1s→1s2p) 1.2e-19 Vex(1s2s→1s2p) 4.9e-18
Vion(1s2s→2s) 5.5e-19 Vec(2s→1s2s) 1.3e-19 Vex(1s22s→1s22p) 5.0e-18
Vion(1s2p→2p) 5.5e-19 Vec(2p→1s2p) 1.3e-19 De-excitation
Vion(1s22s→1s2) 1.8e-18 Vec(1s2→1s22s) 6.7e-20 Vde(2s→1s) 2.6e-20
Vion(1s22s→1s2s) 5.8e-18 Vec(1s2s→1s22s) 1.4e-19 Vde(2p→2s) 5.9e-20
Vion(1s22p→1s2) 1.5e-18 Vec(1s2→1s22p) 8.9e-20 Vde(2p→2s) 8.7e-19
Vion(1s22p→1s2p) 5.8e-19 Vec(1s2p→1s22p) 1.4e-19 Vde(1s2s→1s2) 1.6e-20
Vde(1s2p→1s2) 8.5e-20
Vde(1s2p→1s2s) 1.6e-18
Vde(1s22p→1s22s) 1.7e-18  
 
 
The calculated collision cross sections (cm2) for Si + C collisions at 2.6, 4.3 and 6.0 
MeV/u are given in Table 3 - 5, respectively. The ionization and excitation cross 
sections were calculated by the LOSS code [50] which employs the first Born 
approximation and takes into account the atomic structure of the target atoms; the code 
takes into account both screening and antiscreening effects. The de-excitation cross 
sections were evaluated from the Klein-Rosseland balance relation [68]. In the LOSS 
code, the radial wave functions of the projectile are obtained by solving the radial 
Schrödinger equation with the effective potential of the atomic core. For the energy 
range considered (E t 2.6 MeV/u), the perturbation parameter υ/q is close to or higher 
than unity (υ/Z t 1 with υ and q being the velocity and charge of the projectile), and, 
therefore, the use of the first Born approximation is justified. 
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Table 6. Calculated absolute population Nq(nl) of the quantum states nl for exit ions in Si5+ + C collisions 
as a function of the ion beam energy. (ref. [35]) 
Ion, nl  state E = 2.65 MeV/u 4.3 MeV/u 6.0 MeV/u
Si14+ 0.0932 0.339 0.595
Si13+ (1s) 0.146 0.256 0.224
Si13+ (2s) 0.0534 0.0503 0.0233
Si13+ (2p) 0.141 0.155 0.0978
[Si13+ (2s+2p)]* 0.195 0.206 0.121
Si13+ (total) 0.340 0.462 0.345
Si12+ (1s2) 0.141 0.0718 0.0254
Si12+ (1s2s) 0.0535 0.0257 0.00786
Si12+ (1s2p) 0.169 0.0753 0.0224
[Si12+ (1s2s+1s2p)]* 0.222 0.101 0.0303
Si12+ (total) 0.363 0.173 0.0556
Si11+ (1s22s) 0.0485 0.00696 0.000999
[Si11+ (1s22p)]* 0.146 0.0199 0.00272
Si11+ (total) 0.194 0.0268 0.00372
Si10+ (1s22s2) 0.00156 --- ---
[Si10+ (1s22s2p)]* 0.00792 --- ---
Si10+ (total) 0.00948 --- ---
Total excited-ion fraction 0.570 0.327 0.154
Stars * denote the total fraction of the excited states for each charge state.  
 
 
The solutions Nq(nl) of the balance equations for silicon ions calculated with the cross 
sections given in Table 3 - 5 are presented in Table 6 for three different beam energies. 
The total equilibrium charge-state fractions are denoted by bold letters and numbers, 
and the total fractions of excited states by square brackets with a star. For example, in 
the case of exit H-like Si ions at 6.0 MeV/u, the solution of equations shows that about 
22.4% are created in the ground state, 2.3% in the 2s state and 9.8% in the 2p state, so 
that the total fraction of excited Si13+ ions is about 12.1% and the total equilibrium 
fraction of Si13+ ions is F13f = Si13+(1s + 2s + 2p) = 34.5% which is in good agreement 
with the observed results (see Figs. 9 (e)). We note that the procedure to determine the 
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ion fractions Nq(nl) for the ground and excited states with the help of the balance 
equations is very stable; for example, in our case of Si + C collisions at these three 
energies, the variations of all collision cross sections within 20% have been found to 
lead to a change in the Nq(nl) values less than 10%. 
 
The calculated level populations are also displayed in Fig. 20 as a function of the ion 
energy. As seen from Table 6 and Fig. 20, the level populations Nq(nl) as well as the 
equilibrium charge fractions strongly depend on the ion energy even over relatively 
narrow energy interval. As already pointed out before, such strong energy dependence is 
clearly due to their different energy dependences of the charge-changing cross sections: 
the ionization cross sections slowly change at this energy interval while the electron 
capture cross sections sharply decrease with the collision energy increasing. For 
example, the ionization cross sections of H-like silicon from 2p state decrease from 2.0 
x 10-18 (E = 2.6 MeV/u) up to 1.2 × 10-18 cm2 (E = 6.0 MeV/u), meanwhile the capture 
cross sections of bare ions into 2p state resulting in H-like ions decrease from 3.6 × 
10-18 to 1.4 × 10-19 cm2, respectively (see Table 3 - 5). As a result, the level populations 
and their total fractions strongly depend on the ion energy. 
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Fig. 20. Calculated level populations Nq(nl), denoted by crosses, for Siq+ exit ions, q = 9-14, in Si5+ + 
C collisions as a function of the ion beam energy. The sums 6nlNq(nl) correspond to the equilibrium 
charge state fractions (Fqf). In all figures, the solid circles denote experimental Fqf data obtained in the 
present work and open circles correspond to the sums 6nlNq(nl) = Fqf calculated in the present work. 
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Fig. 21. Calculated fractions of the excited states of Si ions after carbon foils 
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From balance equations it is also possible to estimate how many excited ions are 
presented in the exit-ion beam. For example, according to our calculations (Table 6), at 
2.6 MeV/u about 57% of Si ions are created in the excited states, at 4.3 MeV/u 33% and 
at 6.0 MeV/u 15%, respectively. Also, it is possible to determine the contribution to the 
excited states from different charge states: at 2.6 MeV/u, 19.5% come from H-like ions, 
22.2% from He-like ions, 14.6% from Li-like ions and about 1% from Be-like ions. In 
general, as shown in Fig. 21, with the ion energy increasing, the fractions Nq(nl) of the 
excited ions in the exit beam decreases significantly for higher n states and finally only 
those in nl states can survive at the highest ion energy. This can be explained in the 
following way: At high energy region, the bare and H-like ions constitute the main 
fractions of exit ions, and, therefore, only H-like ions can contribute to the excited-ion 
component but the fractions of excited H-like ions decrease with the ion energy as 
clearly seen from Table 6. With the energy decreasing, the charge-state fractions of 
other (many-electron) ions such as He-, Li-like etc. increase, as already seen in Figs. 9 
(e), and begin to play an important role in the charge balances. It should be noted that 
these many-electron ions are produced not only in the ground state but also in the 
excited states, and the fractions of excited ions become significant. 
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Chapter VI. Conclusions 
 
We have measured the charge evolutions Fq(D) and equilibrium charge-state fractions 
Fqf of various heavy ions (Z = 6-36) after penetrating through carbon foils at energy of 
2.6, 4.3 and 6.0 MeV/u. We have found that the Fqf fraction distributions change 
dramatically with the energy increasing over a relatively narrow collision energy range. 
Through comparison with calculated equilibrium charge-state fractions of the ETACHA 
code and the statistical model, we have found that the ETACHA code provided quite 
good agreement of both Fq(D) and Fqf distributions for relatively light projectile ions up 
to Si ions, while for heavy ions, particularly at lower energies, the discrepancy between 
experimental and calculated data increases with Z. On the other hand, the prediction by 
the statistical model for equilibrium fraction Fqf showed a good agreement with the 
observed experimental data for incident ions even heavier than Ar.  
After developing formulae to estimate the density effects due to the successive 
collisions in ion-solid interactions, it has been demonstrated that the density effects 
significantly reduce the electron capture cross sections, up to one order of magnitude 
and even more in some bare ions, meanwhile those for the ionization increase modestly 
up to 2 times for all the ions investigated. 
Furthermore, a ten-state model was introduced for estimating the dominant 
equilibrium fractions which are expressed in terms of the charge-changing cross section 
ratios while the density effects are taken into account. The observed Fqf data are found 
to be reproduced well in terms of these charge-changing cross sections calculated with 
account for the density effects. These good agreements clearly indicate that the detailed 
analysis of the density effects in solid collisions is essential in understanding the 
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ion-solid collision processes. It has also been shown that, combining the model with the 
calculated density-dependent charge-changing cross sections and the experimental Fqf 
values, the electronic state nl distributions of exit ions can be predicted, and that the 
ground state n0l0 (dominantly 1s) and nearby n0 + 1 excited states of these ions are 
mainly populated over this energy region while most of higher quantum states are 
destroyed through successive collisional ionization by the target atoms, thus the electron 
capture into higher excited states getting nullified. 
We have also estimated the dominant nl-excited states of exit ions which survive in 
collisions with carbon foils. We have applied our model to Si5+ + C collisions at 2.6, 4.3 
and 6.0 MeV/u. A system of linear balance equations for the level populations Nq(nl) 
was solved including a number of the interaction cross sections and radiative decays as 
coefficients. About 40 cross sections for each energy were calculated using various 
computer codes to obtain the distributions Nq(nl) as a function of the beam energy. The 
calculated sums 6nlNq(nl)  corresponding to the equilibrium charge fractions are in a 
good agreement with the present as well as other available experimental equilibrium 
charge distribution data Fqf. On the other hand, the sum over excited states gives 
information about the excited fractions of ions in the exit beam. For Si5+ + C collisions 
at 2.6, 4.3 and 6.0 MeV/u, it was found that 57, 33 and 15% of exit ions are created in 
the excited states. Therefore, the present method applied is shown to be a very effective 
tool to determine the nl-distribution functions over excited states in each charge state 
and also the total fractions of excited ions in the exit beam that is crucial for many 
applications, for example, in the beam-foil experiments. 
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Appendix A  
 
Table A1. Observed charge fractions Fq∞ (%) of Cq+ ions as a function of the carbon foil 
thickness D in 6.0 MeV/u C2+ + C collisions 
 D  (μg/cm2) q  = 6 q  = 5 q  = 4
10.7 68.80 28.76 2.44
20.3 92.06 7.79 0.15
28.4 95.30 4.61 0.09
38.8 97.54 2.46
52.1 97.82 2.13 0.05
115.0 98.04 1.96
166.3 98.09 1.91
206.2 98.08 1.92
F q
∞ 98.09±0.09 1.90±0.08 0.005±0.015 
 
Table A2. Observed charge fractions Fq∞ (%) of Oq+ ions as a function of the carbon foil 
thickness D in 6.0 MeV/u O3+ + C collisions 
 D  (μg/cm2) q  = 8 q  = 7 q  = 6 q  = 5
9.3 38.92 47.16 13.41 0.50
14.8 59.72 35.62 4.62 0.04
19.1 69.29 28.28 2.42 0.02
29.6 84.16 15.29 0.55
40.8 90.26 9.52 0.22
73.3 92.55 7.32 0.13
83.7 92.77 7.10 0.13
102.2 92.70 7.17 0.13
155.3 92.95 6.93 0.12
200.4 92.67 7.20 0.13
325.0 92.95 6.92 0.13
F q
∞ 92.80±0.06 7.07±0.07 0.129±0.004  
 
Table A3. Observed charge fractions Fq∞ (%) of Neq+ ions as a function of the carbon foil 
thickness D in 6.0 MeV/u Ne4+ + C collisions 
 D  (μg/cm2) q  = 10 q  = 9 q  = 8 q  = 7 q  = 6
10.7 20.95 43.10 31.75 4.00 0.20
20.3 46.45 44.64 8.72 0.19
28.4 56.95 38.18 4.80 0.07
38.8 69.57 28.22 2.17 0.03
52.1 75.65 22.83 1.52
88.9 82.80 16.15 1.05
115.0 82.78 16.34 0.88
166.3 83.56 15.71 0.73
206.2 83.97 15.24 0.80
F q
∞ 83.78±0.42 15.30±0.51 0.88±0.07 0.04±0.01  
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Table A4. Observed charge fractions Fq∞ (%) of Mgq+ ions as a function of the carbon foil 
thickness D in 6.0 MeV/u Mg5+ + C collisions 
 D  (μg/cm2) q  = 12 q  = 11 q  = 10 q  = 9 q  = 8
9.3 5.86 32.81 42.32 17.30 1.70
19.1 22.37 45.98 28.93 2.72
26.6 35.41 46.89 17.28 0.42
40.8 44.98 42.80 11.93 0.29
46.1 47.09 42.49 10.16 0.26
78.2 63.00 32.81 4.09 0.11
116.4 70.17 27.28 2.56
212.6 71.72 25.08 3.20
F q
∞ 72.40±1.53 24.33±1.31 3.05±1.03 0.22±0.06  
 
Table A5. Observed charge fractions Fq∞ (%) of Siq+ ions as a function of the carbon foil 
thickness D in 6.0 MeV/u Si5+ + C collisions 
 D  (μg/cm2) q  = 14 q  = 13 q  = 12 q  = 11 q  = 10 q  = 9 q  = 8
10.7 2.16 14.20 40.99 30.73 10.07 1.66 0.19
20.3 10.66 39.19 41.91 7.74 0.50
28.4 16.00 44.50 35.84 3.67
38.8 26.39 47.15 24.39 2.07
52.1 32.82 46.62 18.78 1.78
88.9 46.39 42.44 10.52 0.64
115.0 54.83 36.77 7.95 0.45
166.3 58.70 35.11 5.92 0.28
206.2 61.10 33.07 5.58 0.25
254.6 59.82 34.18 5.72 0.27
350.8 60.70 33.53 5.77
F q
∞ 61.21±0.88 32.95±1.01 5.54±0.10 0.29±0.10  
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Table A6. Observed charge fractions Fq∞ (%) of Arq+ ions as a function of the carbon foil thickness D in 6.0 MeV/u Ar8+ + C collisions 
 D  (μg/cm2) q  = 18 q  = 17 q  = 16 q  = 15 q  = 14 q  = 13 q  = 12 q  = 11 q  = 10
10.7 1.47 12.61 28.93 31.72 18.18 5.83 1.14 0.12
20.3 1.69 11.19 40.34 31.92 12.86 1.83 0.17
28.4 2.14 17.84 51.00 23.65 4.94 0.43
38.8 4.12 26.72 50.17 16.86 1.98 0.16
52.1 6.63 32.37 46.79 12.68 1.54
81.1 11.85 42.91 36.12 8.16 0.96
88.9 13.11 40.82 37.24 8.04 0.79
115.0 17.85 42.62 32.35 6.56 0.61
166.3 24.53 43.36 26.81 4.70 0.60
206.2 29.81 43.33 22.73 3.81 0.32
254.6 30.25 43.99 22.02 3.45 0.29
329.1 32.83 43.87 20.09 2.94 0.27
350.8 32.31 44.50 20.04 2.89 0.26
F q
∞ 33.32±1.03 43.45±0.23 19.01±0.75 3.55±0.43 0.49±0.13 0.18±0.05  
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Table A7. Observed charge fractions Fq∞ (%) of Caq+ ions as a function of the carbon foil thickness D in 6.0 MeV/u Ca6+ + C collisions 
 D  (μg/cm2) q  = 20 q  = 19 q  = 18 q  = 17 q  = 16 q  = 15 q  = 14 q  = 13 q  = 12 q  = 11
11.6 0.26 4.47 13.88 25.92 28.52 19.33 6.01 1.44 0.19
24.9 1.87 9.55 42.92 32.92 11.13 11.13 0.13
39.1 1.86 14.84 48.20 29.12 5.42 0.56
46.1 1.84 16.21 49.29 26.64 5.47 0.55
70.1 5.09 25.71 45.45 20.22 3.30 0.23
95.0 8.21 31.98 41.59 15.40 2.56 0.25
127.7 10.49 34.37 39.08 13.91 2.02 0.14
149.8 12.13 35.01 37.65 13.29 1.79 0.13
166.6 13.26 35.55 37.80 11.42 1.81 0.17
190.0 14.33 37.99 36.05 10.03 1.50 0.09
206.2 15.38 37.23 33.88 11.64 1.69 0.18
226.8 15.30 38.87 34.54 9.87 1.42
239.3 15.22 39.38 33.20 10.69 1.51
315.7 14.97 42.27 32.13 9.25 1.32 0.10
F q
∞ 16.16±0.46 41.12±0.61 30.92±0.70 9.77±0.35 1.85±0.13 0.18±0.03  
 
Table A8. Observed charge fractions Fq∞ (%) of Feq+ ions as a function of the carbon foil thickness D in 6.0 MeV/u Fe9+ + C collisions 
 D  (μg/cm2) q  = 25 q  = 24 q  = 23 q  = 22 q  = 21 q  = 20 q  = 19 q  = 18 q  = 17 q  = 16 q  = 15
10.7 0.87 3.70 11.65 22.17 26.28 20.66 10.59 3.47 0.61
20.3 2.46 10.91 24.83 30.64 19.47 8.86 2.32 0.51
28.4 0.34 4.98 19.69 33.07 25.82 12.25 3.29 0.56
38.8 11.40 31.58 33.54 17.58 5.03 0.86
52.1 1.10 16.64 38.17 29.48 12.08 2.53
78.2 2.62 24.60 39.72 24.73 7.13 1.11 0.09
115.0 4.09 27.62 39.84 22.16 5.49 0.80
166.3 4.84 28.14 39.62 20.88 5.84 0.91
206.2 5.52 28.81 38.01 20.83 5.34 0.72
350.8 5.54 29.50 37.53 20.89 5.21 0.92
F q
∞ 5.55±0.18 28.62±0.36 39.11±1.20 20.48±0.08 5.28±0.13 0.87±0.08 0.08±0.02  
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Table A9. Observed charge fractions Fq∞ (%) of Cuq+ ions as a function of the carbon foil thickness D in 6.0 MeV/u Cu10+ + C collisions 
 D  (μg/cm2) q  = 28 q  = 27 q  = 26 q  = 25 q  = 24 q  = 23 q  = 22 q  = 21 q  = 20 q  = 19 q  = 18
10.7 0.72 3.11 9.81 19.15 25.29 23.12 13.85 3.85
20.3 0.60 3.20 10.92 22.45 27.14 20.99 10.57 3.47 0.65
28.4 1.26 6.74 19.62 29.33 24.85 13.01 4.29 0.90
38.8 3.24 15.11 29.38 29.24 16.39 5.49 1.16
52.1 6.15 23.50 34.98 23.23 9.48 2.66
88.9 11.69 33.49 33.26 16.33 4.33 0.90
115.0 0.88 13.25 34.47 32.42 14.68 3.66 0.64
166.3 1.02 15.43 35.01 31.85 13.41 2.85 0.42
206.2 1.10 14.88 36.38 31.86 12.61 2.80 0.38
350.8 1.45 14.91 34.62 31.82 13.63 3.10 0.47
F q
∞ 1.23±0.14 15.13±0.04 35.30±0.44 31.80±0.03 13.12±0.30 3.00±0.17 0.42±0.03  
 
Table A10. Observed charge fractions Fq∞ (%) of Krq+ ions as a function of the carbon foil thickness D in 6.0 MeV/u Kr13+ + C collisions 
 D  (μg/cm2) q  = 34 q  = 33 q  = 32 q  = 31 q  = 30 q  = 29 q  = 28 q  = 27 q  = 26 q  = 25
18.8 0.40 1.51 5.80 14.60 23.76 24.72 17.89 9.02 1.88
39.1 0.70 4.18 13.40 22.86 26.01 18.90 9.30 4.21 0.42
69.8 0.41 3.66 13.50 26.01 28.02 18.04 7.85 2.11 0.40
95.0 0.98 7.02 21.29 30.37 24.01 11.72 3.84 0.78
116.4 1.46 8.53 24.44 31.10 21.95 9.35 2.72 0.45
165.4 1.60 9.77 26.01 31.26 21.00 7.90 2.16 0.30
190.0 1.55 10.80 26.82 31.74 19.68 7.30 1.82 0.29
212.6 1.67 10.94 26.86 32.00 19.04 7.41 1.81 0.27
226.8 1.49 10.59 26.46 32.58 18.69 6.86 2.40 0.93
315.7 1.52 9.84 25.49 31.32 20.16 7.33 3.09 1.25
F q
∞ 1.56±0.03 10.92±0.35 26.77±0.36 31.80±0.23 19.31±0.48 7.01±0.13 2.11±0.18 0.51±0.14  
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Table A11. Observed charge fractions Fq∞ (%) of Cq+ ions as a function of the carbon foil 
thickness D in 4.3 MeV/u C2+ + C collisions 
 D  (μg/cm2) q  = 6 q  = 5 q  = 4
11.6 78.44 20.52 1.04
16.2 92.53 7.36 0.11
24.9 94.42 5.51 0.07
39.1 94.85 5.09 0.06
70.1 94.88 5.07 0.06
95.0 94.77 5.17 0.06
F q
∞ 94.82±0.03 5.12±0.03 0.057±0.003 
 
 
Table A12. Observed charge fractions Fq∞ (%) of Oq+ ions as a function of the carbon foil 
thickness D in 4.3 MeV/u O3+ + C collisions 
 D  (μg/cm2) q  = 8 q  = 7 q  = 6 q  = 5
9.3 48.18 43.14 8.52 0.16
14.8 65.39 31.38 3.19 0.04
19.1 72.18 25.79 2.00 0.02
29.6 80.93 18.16 0.90 0.02
40.8 82.75 16.48 0.76 0.01
73.3 83.36 15.91 0.72 0.01
102.2 83.46 15.86 0.67
155.3 83.05 16.25 0.70
F q
∞ 83.40±0.11 15.91±0.18 0.69±0.01  
 
 
Table A13. Observed charge fractions Fq∞ (%) of Neq+ ions as a function of the carbon foil 
thickness D in 4.3 MeV/u Ne4+ + C collisions 
 
 D  (μg/cm2) q  = 10 q  = 9 q  = 8 q  = 7
7.2 13.59 42.45 38.03 5.93
11.1 22.24 48.12 27.46 2.18
10.6 22.00 48.07 27.66 2.27
20.3 44.34 44.23 11.03 0.40
27.5 54.20 38.64 6.93 0.23
30.9 57.07 36.68 6.07 0.19
45.4 63.75 31.83 4.31 0.11
79.2 66.89 29.23 3.76 0.13
94.1 66.98 29.20 3.72 0.11
133.7 67.11 29.24 3.55 0.10
160.3 67.22 29.12 3.55 0.10
202.3 67.01 29.17 3.72 0.10
F q
∞ 67.10±0.03 29.12±0.04 3.67±0.05 0.11±0.006
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Table A14. Observed charge fractions Fq∞ (%) of Mgq+ ions as a function of the carbon foil 
thickness D in 4.3 MeV/u Mg5+ + C collisions 
 D  (μg/cm2) q  = 12 q  = 11 q  = 10 q  = 9
9.0 7.80 36.62 45.77 9.80
9.3 9.25 34.32 44.54 11.89
19.1 18.42 43.29 35.06 3.24
26.6 30.65 45.06 22.54 1.75
29.6 33.37 45.06 17.30 4.28
40.8 38.92 45.03 14.88 1.17
83.7 47.96 40.59 11.45
155.3 52.53 38.13 9.34
156.1 52.15 38.35 9.50
200.4 50.76 38.28 10.96
F q
∞ 51.18±0.96 37.52±0.24 10.19±0.76 1.11±0.02  
 
 
Table A15. Observed charge fractions Fq∞ (%) of Siq+ ions as a function of the carbon foil 
thickness D in 4.3 MeV/u Si5+ + C collisions 
 D  (μg/cm2) q  = 14 q  = 13 q  = 12 q  = 11 q  = 10 q  = 9 q  = 8
6.3 0.85 8.69 36.53 35.57 15.01 3.01 0.33
11.1 1.98 16.84 46.86 27.46 6.20 0.66
10.6 1.88 16.55 46.86 27.51 6.51 0.69
20.3 7.45 33.79 46.75 10.88 1.14
30.9 14.46 43.99 35.31 5.88 0.36
45.4 20.37 46.36 28.74 4.26 0.26
79.2 29.52 47.25 20.48 2.60 0.15
94.1 33.25 46.29 18.05 2.26 0.15
133.7 35.79 45.24 16.90 1.96 0.11
160.3 36.65 44.28 17.04 1.93 0.11
202.3 37.03 44.48 16.64 1.75 0.10
F q
∞ 37.32±0.32 44.12±0.30 16.66±0.27 1.81±0.03 0.100±0.004  
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Table A16. Observed charge fractions Fq∞ (%) of Arq+ ions as a function of the carbon foil 
thickness D in 4.3 MeV/u Ar8+ + C collisions 
 D  (μg/cm2) q  = 18 q  = 17 q  = 16 q  = 15 q  = 14 q  = 13 q  = 12
7.2 0.56 7.97 23.98 33.51 22.75 9.07
9.0 1.70 16.63 34.36 30.45 13.51 3.36
9.3 1.65 16.51 34.75 30.59 13.03 2.97
19.1 0.44 7.56 39.55 37.22 12.87 2.20 0.16
26.6 1.04 12.34 45.52 31.78 8.27 1.06
29.5 1.38 14.22 46.03 30.08 7.34 0.95
40.8 2.38 18.68 45.75 26.62 5.98 0.60
73.3 5.07 26.16 43.59 20.23 4.43 0.53
83.7 6.11 28.15 42.71 18.57 4.01 0.44
155.3 9.19 33.44 39.87 14.36 2.87 0.27
200.4 10.05 34.39 39.17 13.45 2.68 0.25
325.0 10.29 34.72 38.56 13.54 2.63 0.26
F q
∞ 10.63±0.30 34.62±0.28 38.36±0.07 13.52±0.48 2.60±0.09 0.27±0.05  
 
 
Table A17. Observed charge fractions Fq∞ (%) of Caq+ ions as a function of the carbon foil 
thickness D in 4.3 MeV/u Ca6+ + C collisions 
 D  (μg/cm2) q  = 20 q  = 19 q  = 18 q  = 17 q  = 16 q  = 15 q  = 14
29.6 0.74 5.87 31.38 38.32 19.70 3.60 0.40
40.8 1.11 7.80 35.67 36.59 15.71 2.84 0.28
73.3 1.62 12.30 38.79 33.70 11.26 2.14 0.20
83.7 1.86 13.22 39.66 31.37 11.80 1.89 0.20
115.6 2.23 16.12 39.86 29.33 10.52 1.74 0.20
155.3 2.69 16.30 39.62 28.76 10.65 1.79 0.19
200.4 2.88 17.44 39.42 28.12 10.21 1.79 0.14
F q
∞ 3.25±0.78 17.11±0.61 39.36±0.14 27.95±0.50 10.41±0.25 1.76±0.04 0.16±0.02  
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Table A18. Observed charge fractions Fq∞ (%) of Feq+ ions as a function of the carbon foil thickness D in 4.3 MeV/u Fe9+ + C collisions 
 D  (μg/cm2) q  = 25 q  = 24 q  = 23 q  = 22 q  = 21 q  = 20 q  = 19 q  = 18 q  = 17 q  = 16
9.0 1.02 5.53 15.86 25.05 25.91 17.41 7.06 1.93
9.3 1.00 5.61 16.52 25.91 24.86 17.16 7.04 1.70
14.8 0.55 4.50 15.24 27.68 28.57 15.95 5.92 1.39 0.19
19.1 1.10 7.86 22.43 31.03 23.86 10.32 2.92 0.48
29.6 0.09 3.26 16.63 33.70 28.18 13.83 3.69 0.62
40.8 0.16 5.05 21.44 36.57 24.61 9.81 2.09 0.27
73.3 0.31 6.92 25.86 36.61 21.68 7.13 1.35 0.16
83.7 0.38 7.41 25.66 36.35 21.93 6.84 1.29 0.15
102.2 0.38 7.20 26.34 36.12 21.49 7.03 1.28 0.16
155.3 0.56 7.51 25.61 35.91 21.83 7.11 1.31 0.16
200.4 0.55 6.96 26.03 36.03 21.68 7.29 1.32 0.16
F q
∞ 0.60±0.11 7.32±0.15 25.91±0.16 36.21±0.36 21.50±0.10 6.98±0.10 1.32±0.04 0.16±0.01  
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Table A19. Observed charge fractions Fq∞ (%) of Cq+ ions as a function of the carbon foil 
thickness D in 2.6 MeV/u C2+ + C collisions 
 D  (μg/cm2) q  = 6 q  = 5 q  = 4
9.0 77.06 21.70 1.23
14.8 80.48 18.58 0.95
29.6 80.87 18.23 0.90
40.8 80.69 18.38 0.94
73.3 80.61 18.46 0.93
102.2 80.66 18.39 0.94
156.1 80.64 18.44 0.92
F q
∞ 80.69±0.05 18.38±0.04 0.93±0.01  
 
 
Table A20. Observed charge fractions Fq∞ (%) of Oq+ ions as a function of the carbon foil 
thickness D in 2.6 MeV/u O3+ + C collisions 
 D  (μg/cm2) q  = 8 q  = 7 q  = 6 q  = 5
9.3 43.66 46.05 9.96 0.34
14.8 50.62 41.76 7.36 0.26
19.1 51.89 41.03 6.84 0.24
29.6 53.59 39.54 6.62 0.25
40.8 53.84 39.52 6.42 0.22
73.3 54.12 39.16 6.50 0.21
102.2 53.26 39.47 7.01 0.26
155.3 52.79 40.07 6.90 0.23
F q
∞ 53.74±0.24 39.35±0.14 6.68±0.12 0.24±0.01  
 
 
Table A21. Observed charge fractions Fq∞ (%) of Neq+ ions as a function of the carbon foil 
thickness D in 2.6 MeV/u Ne4+ + C collisions 
 D  (μg/cm2) q  = 10 q  = 9 q  = 8 q  = 7 q  = 6
14.8 24.66 43.97 28.65 2.50 0.22
19.1 27.79 46.32 23.71 2.01 0.18
29.6 31.01 47.36 19.67 1.83 0.12
40.8 31.23 47.12 19.66 1.87 0.12
73.3 30.86 47.83 19.32 1.87 0.12
83.7 30.72 47.55 19.73 1.89 0.11
102.2 30.33 47.82 19.78 1.96 0.11
155.3 29.69 48.24 20.15 1.92
200.4 28.19 48.47 21.47 1.86
F q
∞ 30.66±0.28 47.69±0.16 19.65±0.16 1.89±0.02 0.116±0.003 
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Table A22. Observed charge fractions Fq∞ (%) of Siq+ ions as a function of the carbon foil 
thickness D in 2.6 MeV/u Si5+ + C collisions 
 D  (μg/cm2) q  = 14 q  = 13 q  = 12 q  = 11 q  = 10 q  = 9
9.0 0.79 11.16 45.42 32.67 8.60 1.37
9.3 1.02 10.77 45.75 32.86 8.68 0.92
14.8 1.90 15.51 48.22 27.30 6.27 0.80
19.1 2.27 17.47 47.67 25.43 6.59 0.57
29.6 3.68 24.37 45.71 21.31 4.47 0.47
40.8 5.09 26.75 45.14 18.45 4.17 0.40
73.3 6.32 29.46 44.98 14.91 3.87 0.45
83.7 6.93 29.19 45.60 14.92 3.04 0.32
102.2 6.78 30.78 45.23 13.69 3.21 0.32
155.3 7.89 30.79 43.43 14.45 3.13 0.30
F q
∞ 7.74±0.25 30.26±0.41 44.36±0.40 14.03±0.30 3.26±0.22 0.35±0.06  
 
 
- 97 - 
Table A23. Observed charge fractions Fq∞ (%) of Arq+ ions as a function of the carbon foil thickness D in 2.6 MeV/u Ar8+ + C collisions 
 D  (μg/cm2) q  = 18 q  = 17 q  = 16 q  = 15 q  = 14 q  = 13 q  = 12 q  = 11 q  = 10
10.1 0.03 0.97 13.29 34.79 33.66 13.87 3.04 0.33 0.02
18.8 0.08 1.98 17.54 35.26 30.61 11.88 2.39 0.27 0.02
40.6 0.11 2.51 17.98 35.11 30.27 11.54 2.21 0.26 0.02
111.8 0.19 3.58 22.04 34.59 27.38 10.03 1.95 0.24
168.3 0.24 3.52 22.39 35.50 26.07 9.99 2.05 0.25
F q
∞ 0.26±0.04 3.59±0.20 22.56±1.36 35.33±0.27 26.10±1.74 10.11±0.47 2.06±0.07 0.25±0.01  
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Appendix B  
 
Table B1. Total projectile ionization Vq,q+1 and electron capture Vq+1,q cross sections (cm2) 
calculated without (w/o) and with (DE) the density effects for 4.3 MeV/u projectiles (ref. 
[31]).  
   Ion Xq+
C5+ 2.83e-18 4.27e-18 2.63e-19 1.88e-19
C4+ 7.21e-18 1.00e-17 1.14e-19 7.16e-20
C3+ 1.40e-17 1.51e-17 2.62e-20
C2+ 3.41e-17 3.56e-17 1.11e-20
O7+ 1.31e-18 2.12e-18 5.22e-19 3.83e-19
O6+ 3.71e-18 5.12e-18 4.92e-19 2.22e-19
O5+ 2.20e-17 2.32e-17 2.20e-19 1.08e-19
Ne9+ 7.67e-19 1.17e-18 1.02e-18 5.18e-19
Ne8+ 1.85e-18 2.68e-18 7.52e-19 3.07e-19
Ne7+ 5.13e-18 6.27e-18 4.26e-19 1.96e-19
Ne6+ 1.20e-17 1.40e-17 2.75e-19
Mg11+ 4.29e-19 6.62e-19 1.62e-18 5.19e-19
Mg10+ 1.01e-18 1.48e-18 1.34e-18 3.52e-19
Mg9+ 3.34e-18 4.31e-18 9.51e-19 4.62e-19
Mg8+ 7.19e-18 8.97e-18 8.07e-19
Mg7+ 1.25e-17 1.58e-17
Si13+ 2.40e-19 3.80e-19 2.40e-18 4.66e-19
Si12+ 5.71e-19 8.56e-19 2.12e-18 3.56e-19
Si11+ 1.57e-18 2.36e-18 1.68e-18 5.89e-19
Si10+ 5.12e-18 6.63e-18 1.56e-18 4.58e-19
Si9+ 8.51e-18 1.38e-17 1.03e-18
Ar17+ 7.70e-20 9.23e-20 4.24e-18 2.49e-19
Ar16+ 1.82e-19 2.00e-19 3.90e-18 2.27e-19
Ar15+ 1.23e-18 1.98e-18 3.56e-18 1.09e-18
Ar14+ 2.71e-18 3.93e-18 2.91e-18 1.03e-18
Ar13+ 4.60e-18 6.13e-18 2.58e-18 6.92e-19
Silicon ion
Argon ion
Carbon ion
Oxygen ion
Neon ion
Magnesium ion
ow
qq
/
1, V DEqq 1, V ow qq / ,1V DE qq ,1V
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Appendix C  
Calculated partial electron capture cross sections in Si + C collisions at 2.6, 4.3 and 6.0 
MeV/u (CDW code). 
 
 
Table C1. Partial and total electron capture cross sections (cm2) for reaction  
Siq+ + C o Si(q-1)+(nl) + C+,  q = 14 – 9,  n d 6,  at 2.6 MeV/u.  
Final state
nl
Si14+ o
 Si13+(nl )
Si13+(1s) o
 Si12+(1snl )
Si12+(1s2) o
 Si11+(1s2nl )
Si11+(1s22s) o
 Si10+(1s22snl )
Si10+(1s22s2) o
 Si9+(1s22s2nl )
Si9+(1s22s22p) o
 Si8+(1s22s22pnl )
1s 4.47e-19 2.81e-19 - - - -
2s 7.42e-19 7.94e-19 8.57e-19 4.33e-19 - -
2p 3.59e-18 3.26e-18 2.66e-18 2.52e-18 1.81e-18 1.20e-18
3s 4.46e-19 4.54e-19 4.48e-19 4.43e-19 3.98e-19 3.60e-19
3p 1.77e-18 1.56e-18 1.21e-18 1.14e-18 7.77e-19 6.05e-19
3d 1.25e-18 9.97e-19 6.58e-19 5.93e-19 3.35e-19 2.36e-19
4s 2.46e-19 2.45e-19 2.33e-19 2.29e-19 1.97e-19 1.75e-19
4p 9.29e-19 8.05e-19 6.10e-19 5.68e-19 3.78e-19 2.91e-19
4d 7.50e-19 5.98e-19 3.94e-19 3.55e-19 2.00e-19 1.40e-19
4f 2.21e-19 1.66e-19 1.00e-19 8.86e-20 4.64e-20 3.18e-20
5s 1.43e-19 1.41e-19 1.32e-19 1.29e-19 1.09e-19 9.56e-20
5p 5.29e-19 4.55e-19 3.40e-19 3.16e-19 2.07e-19 1.59e-19
5d 4.47e-19 3.56e-19 2.33e-19 2.10e-19 1.18e-19 8.28e-20
5f 1.72e-19 1.29e-19 7.74e-20 6.84e-20 3.53e-20 2.38e-20
5g 4.34e-20 3.34e-20 2.14e-20 1.93e-20 1.11e-20 8.12e-21
6s 8.90e-20 8.70e-20 8.04e-20 7.83e-20 6.56e-20 5.73e-20
6p 3.25e-19 2.78e-19 2.06e-19 1.91e-19 1.25e-19 9.49e-20
6d 2.81e-19 2.23e-19 1.46e-19 1.31e-19 7.37e-20 5.15e-20
6f 1.21e-19 9.07e-20 5.42e-20 4.78e-20 2.45e-20 1.65e-20
6g 3.73e-20 2.82e-20 1.75e-20 1.57e-20 8.72e-21 6.21e-21
6h 1.56e-20 1.26e-20 8.59e-21 7.85e-21 4.84e-21 3.63e-21
Sum 1.26e-17 1.10e-17 8.49e-18 7.58e-18 4.92e-18 3.64e-18  
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Table C2. Partial and total electron capture cross sections (cm2) for reaction  
Siq+ + C o Si(q-1)+(nl) + C+,  q = 14 – 9,  n d 6,  at 4.3 MeV/u. 
Final state
nl
Si14+ o
 Si13+(nl )
Si13+(1s) o
 Si12+(1snl )
Si12+(1s2) o
 Si11+(1s2nl )
Si11+(1s22s) o
 Si10+(1s22snl )
Si10+(1s22s2) o
 Si9+(1s22s2nl )
Si9+(1s22s22p) o
 Si8+(1s22s22pnl )
1s 2.47e-19 1.38e-19 - - - -
2s 2.19e-19 2.18e-19 2.07e-19 1.02e-19 - -
2p 5.78e-19 5.02e-19 3.82e-19 3.56e-19 2.38e-19 9.20e-20
3s 1.09e-19 1.04e-19 9.26e-20 8.96e-20 7.24e-20 6.23e-20
3p 2.67e-19 2.27e-19 1.67e-19 1.55e-19 9.96e-20 7.54e-20
3d 1.28e-19 1.00e-19 6.37e-20 5.71e-20 3.11e-20 2.15e-20
4s 5.59e-20 5.24e-20 4.54e-20 4.27e-20 3.44e-20 2.91e-20
4p 1.35e-19 1.13e-19 8.17e-20 7.53e-20 4.77e-20 3.27e-20
4d 7.88e-20 6.13e-20 3.89e-20 3.48e-20 1.89e-20 1.30e-20
4f 1.75e-20 1.31e-20 7.96e-21 7.07e-20 3.76e-21 2.61e-21
5s 3.13e-20 2.92e-20 2.50e-20 2.39e-20 1.86e-20 1.56e-20
5p 7.51e-20 6.27e-20 4.49e-20 4.13e-20 2.59e-20 1.93e-20
5d 4.72e-20 3.67e-20 2.32e-20 2.08e-20 1.12e-20 7.71e-21
5f 1.39e-20 1.03e-20 6.17e-21 5.46e-21 2.84e-21 1.94e-21
5g 3.58e-21 2.82e-21 1.86e-21 1.68e-21 1.00e-21 7.42e-22
6s 1.91e-20 1.77e-20 1.50e-20 1.44e-20 1.11e-20 9.30e-21
6p 4.56e-20 3.79e-20 2.70e-20 2.48e-20 1.55e-20 1.15e-20
6d 2.97e-20 2.30e-20 1.45e-20 1.30e-20 7.01e-21 4.81e-21
6f 9.81e-21 7.29e-21 4.33e-21 3.82e-21 1.97e-21 1.33e-21
6g 2.98e-21 2.31e-21 1.49e-21 1.34e-21 7.72e-22 5.60e-22
6h 1.44e-21 1.17e-21 8.06e-22 7.28e-22 4.59e-22 3.46e-22
Sum 2.11e-18 1.76e-18 1.25e-18 1.07e-18 6.40e-19 3.48e-19  
 
 
Table C3. Partial and total electron capture cross sections (cm2) for reaction  
Siq+ + C o Si(q-1)+(nl) + C+,  q = 14 – 9,  n d 6,  at 6.0 MeV/u. 
Final state
nl
Si14+ o
 Si13+(nl )
Si13+(1s) o
 Si12+(1snl )
Si12+(1s2) o
 Si11+(1s2nl )
Si11+(1s22s) o
 Si10+(1s22snl )
Si10+(1s22s2) o
 Si9+(1s22s2nl )
Si9+(1s22s22p) o
 Si8+(1s22s22pnl )
1s 1.24e-19 6.50e-20 - - - -
2s 7.85e-20 7.47e-20 6.65e-20 3.22e-20 - -
2p 1.44e-19 1.22e-19 8.93e-20 8.26e-20 5.31e-20 3.33e-20
3s 3.51e-20 3.23e-20 2.73e-20 2.61e-20 1.99e-20 1.67e-20
3p 6.38e-20 5.31e-20 3.78e-20 3.48e-20 2.17e-20 1.61e-20
3d 2.38e-20 1.84e-20 1.15e-20 1.03e-20 5.51e-21 3.77e-21
4s 1.72e-20 1.57e-20 1.29e-20 1.23e-20 9.22e-21 7.63e-21
4p 3.14e-20 2.59e-20 1.82e-20 1.67e-20 1.02e-20 7.57e-21
4d 1.47e-20 1.13e-20 7.06e-21 6.29e-21 3.36e-21 2.29e-21
4f 2.88e-21 2.18e-21 1.34e-21 1.19e-21 6.52e-22 4.59e-22
5s 9.49e-21 8.57e-21 7.01e-21 6.65e-21 4.93e-21 4.06e-21
5p 1.73e-20 1.42e-20 9.90e-21 9.06e-21 5.53e-21 4.07e-21
5d 8.82e-21 6.77e-21 4.21e-21 3.75e-21 1.99e-21 1.36e-21
5f 2.27e-21 1.70e-21 1.03e-21 9.12e-22 4.85e-22 3.35e-22
5g 6.51e-22 5.18e-22 3.48e-22 3.17e-22 1.92e-22 1.43e-22
6s 5.71e-21 5.14e-21 4.18e-21 3.96e-21 2.92e-21 2.40e-21
6p 1.04e-20 8.53e-21 5.92e-21 5.41e-21 3.29e-21 2.42e-21
6d 5.54e-21 4.25e-21 2.63e-21 2.34e-21 1.24e-21 8.45e-22
6f 1.60e-21 1.19e-21 7.16e-22 6.34e-22 3.33e-22 2.29e-22
6g 5.34e-22 4.18e-22 2.74e-22 2.48e-22 1.46e-22 1.07e-22
6h 2.79e-22 2.27e-22 1.58e-22 1.44e-22 9.06e-23 6.86e-23
Sum 5.98e-19 4.73e-19 3.08e-19 2.56e-19 1.45e-19 1.04e-19  
