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Abstract
We consider the analysis of linear programming (LP) relaxations for a class of connectivity
problems. The central problem in the class is the survivable network design problem -
the problem of designing a minimum cost undirected network satisfying prespecified
connectivity requirements between every pair of vertices. This class includes a number
of classical combinatorial optimization problems as special cases such as the Steiner tree
problem, the traveling salesman problem, the k-person traveling salesman problem and
the k-edge-connected network problem.
We analyze a classical linear programming relaxation for this class of problems under three
perspectives: structural, worst-case and probabilistic. Our analysis rests mainly upon a
deep structural property, the parsimonious property, of this LP relaxation. Roughly stated,
the parsimonious property says that, if the cost function satisfies the triangle inequality,
there exists an optimal solution to the LP relaxation for which the degree of each vertex is
the smallest it can possibly be. The numerous consequences of the parsimonious property
make it particularly important.
First, several special cases of the parsimonious property are interesting properties by them-
selves. For example, we derive the monotonicity of the Held-Karp lower bound for the
traveling salesman problem and the fact that this bound is a relaxation on the 2-connected
network problem. Another consequence is the fact that vertices with no connectivity re-
quirement, such as Steiner vertices in the undirected Steiner tree problem, are unneces-
sary for the LP relaxation under consideration. From the parsimonious property, it also
follows that the LP relaxation bounds corresponding to the Steiner tree problem, the k-
edge-connected network problem or even the Steiner k-edge-connected network problem
can be computed a la Held and Karp.
Secondly, we use the parsimonious property to perform worst-case analyses of the duality
gap corresponding to these LP relaxations. For this purpose, we introduce two heuristics
i
for the survivable network design problem and present bounds dependent on the actual
connectivity requirements. Among other results, we show that the value of the LP re-
laxation of the Steiner tree problem is within twice the value of the minimum spanning
tree heuristic and that several generalizations of the Steiner tree problem, including the
k-edge-connected network problem, can also be approximated within a factor of 2 (in some
cases, even smaller than 2). We also introduce a new relaxation a la Held and Karp for
the k-person traveling salesman problem and show that a variation of an existing heuristic
is within times the value of this relaxation. We show that most of our bounds are tight
and we investigate whether the bound of 3 for the Held-Karp lower bound is tight.
We also perform a probabilistic analysis of the duality gap of these LP relaxations. The
model we consider is the Euclidean model. We generalize Steele's theorem on the asymp-
totic behavior of Euclidean functionals in a way that is particularly convenient for the
analysis of LP relaxations. We show that, under the Euclidean model, the duality gap
is almost surely a constant and we provide theoretical and empirical bounds on these
constants for different problems. From this analysis, we conclude that the undirected LP
relaxation for the Steiner tree problem is fairly loose.
Finally, we consider the use of directed relaxations for undirected problems. We establish
in which settings a related parsimonious property holds and show that, for the Steiner tree
problem, the directed relaxation strictly improves upon the undirected relaxation in the
worst-case. This latter result uses an elementary but powerful property of linear programs.
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Chapter 1
Introduction
In recent years, linear programming has emerged as a powerful tool in order to tackle
NP-hard combinatorial optimization problems.
The first important application of linear programming (LP) relaxations is in design-
ing branch-and-bound or branch-and-cut algorithms to solve combinatorial optimization
problems to optimality. For a general exposition to branch-and-bound schemes, we refer
the reader to the books by Nemhauser and Wolsey [86] and Minoux [80]. In general, the
closer the LP relaxation value is to the integer programming value the better the perfor-
mance of these schemes is. In addition, by solving the linear programming relaxation of
certain problems (or its dual) and using heuristic methods to obtain good feasible solu-
tions, researchers have been able to solve other large scale applications to near optimality,
with performance guarantees concerning the degree of suboptimality. For example, re-
searchers have solved network design models with up to 500 design arcs, 2 million flow
variables and 2 million constraints to within 1-2% of optimality (Balakrishnan, Magnanti
and Wong [3]), traveling salesman problems with up to 100,000 nodes to within 1% of
optimality (Johnson [61,62]), as well as large scale Steiner tree problems (Wong [112]) and
facility location problems (Cornuejols, Fisher and Nemhauser [20]).
Another important area where LP relaxations can play a very significant role is to
assess a priori the quality of a heuristic for a hard combinatorial optimization problem.
Indeed, worst-case analyses typically rely on comparing the value of the heuristic solution
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to some lower bound for the problem, often obtained through the apparatus of linear pro-
gramming (Wolsey [111]). This allows one to claim that the heuristic is always within a
certain percentage of the unknown optimal solution. Moreover, LP relaxations sometimes
intervene not only in the analysis of heuristics but also in their design. Heuristics based
on rounding linear programming solutions were proposed for scheduling unrelated parallel
machines (Lenstra, Shmoys and Tardos [73]), for the prize-collecting traveling salesman
problem (Bienstock, Goemans, Simchi-Levi and Williamson [10]) and for some multicom-
modity flow problem (Raghavan and Thompson [93]). These heuristics have interesting
worst-case guarantees in the former two cases and probabilistic guarantees in the latter
case.
The above discussion stresses the importance of obtaining efficiently strong LP relax-
ation bounds, analyzing their performance and relating them to heuristic algorithms. In
this thesis, we study from several perspectives the LP relaxations of a class of network
design problems in which connectivity constraints play a priviledged role. This class in-
cludes a number of classical combinatorial optimization problems as special cases such as
the Steiner tree problem, the traveling salesman problem, the k-person traveling salesman
problem and the k-edge-connected network problem. The central problem in the class is,
however, the survivable network design problem - the problem of designing, at minimum
cost, a network satisfying certain survivability constraints.
In the rest of this chapter, we describe the combinatorial optimization problems, their
formulations and the relaxations that are the focus of this dissertation. Among the re-
laxations presented, we would like to mention a new relaxation for the k-person traveling
salesman problem. In Chapter 2, we present and prove the parsimonious property - a
very important structural property of a class of LP relaxations for the survivable network
design problem. We also investigate for which linear programs a similar property holds,
and we present a closely related property of these relaxations, namely their monotonic-
ity. Chapter 3 focuses on the algorithmic implications of the parsimonious property. In
Chapter 4, we introduce some heuristics for the problems under investigation and relate
their values to the LP relaxation bounds and to the optimal values, therefore performing
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worst-case analyses. We also examine whether these proposed worst-case bounds are tight.
To explain the behavior of LP relaxations on typical instances, we perform a probabilistic
analysis of these LP relaxations under the Euclidean model in Chapter 5. For that pur-
pose, we prove a general result on the asymptotic behavior of linear or integer programs
satisfying some fairly mild assumptions. Finally, in Chapter 6, we consider the use of di-
rected formulations for combinatorial problems defined on undirected graphs. We examine
whether the parsimonious property holds for directed formulations and we compare the
LP relaxations of undirected and directed formulations for the Steiner tree problem.
1.1 The Survivable Network Design Problem
Networks arising in transportation or communication systems often need a certain level of
survivability. Informally, survivability is the ability to reroute the traffic through alternate
paths after the failure or loss of one or several links. More formally, we associate to vertex
i a connectivity type ri representing the importance of communication from and to vertex
i and we call an undirected network survivable if it has at least rij = min(ri, rj) edge-
disjoint paths between any pair of vertices i and j. More generally, we do not necessarily
assume that the connectivity requirements rij are of the form min(ri, rj) for some vector
r. In a survivable network, the loss or failure of any k edges still allows communication
between pairs of vertices whose connectivity requirement is greater than k. By abuse of
notation, we use r to denote both the matrix r = [rij] of connectivity requirements and, if
applicable, the vector r = [ri] of connectivity types. An example of a survivable network
is given in Figure 1.1.
Gomory and Hu [47] show that the analysis problem of checking whether a given
network is survivable can be solved by means of n maximum flow problems, where n,
throughout this thesis, represents the number of vertices in the network. Given a complete
undirected network G = (V, E), a cost cij associated with each edge' (i,j) E E and an
integral symmetric matrix r = [rij] of connectivity requirements, we consider, in this
'For undirected networks or graphs, we implicitly assume that both (i, j) and (j, i) represent the same
edge.
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Figure 1.1: A survivable network: the connectivity types are indicated inside each vertex.
thesis, the problem of selecting a subset of the edges (repetition is allowed) so that the
resulting network is survivable and its total cost is minimum over all such networks. This
problem is referred to as the survivable network design problem (SNDP). It is also known
as the multiterminal synthesis problem [47,38] or the generalized Steiner problem [110].
The survivable network design problem is of particular importance in the design of
communication or transportation systems in which the lack of communication or connec-
tivity between parts of the network might be catastrophic. For example, this issue is
particularly relevant in the design of communication systems using fiber optic links (see
Monma et al. [83,81], Cardwell et al. [11] or Gr6tschel et al. [53]). Indeed, these links
have extremely high capacity and, thus, the network planner might be tempted to design
tree-like topologies in order to minimize the design costs. However, in these topologies,
the loss of a single link disrupts communication between parts of the network. Moreover,
losses of this type are not atypical (see [81,53]). The network designer must therefore make
tradeoffs between the total design cost and the capability of the network to restore service
in case of failures. In this context, the survivable network design problem we have just
described constitutes an adequate model for these tradeoffs. A slightly different model,
allowing vertex connectivity requirements and forbidding multiple links, is being used by
practitioners from Bellcore (see [11]).
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The SNDP has some interesting special cases. The undirected Steiner tree problem
consists in finding a minimum cost tree of an undirected network G = (V, E) spanning
a prespecified subset T of compulsory vertices, also called terminals, and possibly using
some optional vertices, also called Steiner vertices. This problem can be modeled as an
SNDP by letting the connectivity types ri to be 1 for the set T of terminals, and 0 for
the Steiner vertices. Consequently, the minimum spanning tree (T = V) and the shortest
path problem (ITt = 2) are also special cases. When the requirements are uniform, say
equal to k, the SNDP reduces to the k-edge-connected network problem - the problem
of designing a minimum cost k-edge-connected network. A closely related problem is the
k-connected network problem in which the network is required to have k vertex-disjoint
paths between every pair of vertices. Under the triangle inequality, the 2-edge-connected
network problem and the 2-connected network problem are equivalent (see [41]), but, in
general, the edge and vertex versions are different.
1.1.1 Formulations
The survivable network design problem can be formulated as an integer program in two
equivalent ways. The first formulation is a multi-commodity based formulation:
Minimize E ceXe
eEE
subject to:
rij i < j and k = i
(SNDPY) = i < j and k E V \ {i,j}
IEV IEV
-rij i < j and k = j
0 < Yk < xe e = (k, I) or (, k) and i < j
Xe integral e E E.
In this formulation, zx (e E E) denotes the number of times edge e is selected in the
solution and Ykl represents the amount of flow along the directed arc (k, I) corresponding
to the commodity whose origin is vertex i and destination vertex j. The validity of this
formulation follows from the fact that the flow variables y can be chosen to be integral and
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therefore the network corresponding to any feasible solution has at least rij edge-disjoint
paths between any pair (i,j) of vertices. By projecting the feasible space of (SNDP1 )
onto the z variables, we obtain the following equivalent formulation:
Minimize E CeXe
eEE
subject to:
(SNDP2 ) E xe max ri S C V and S 0 (1.1)
eE6(S) (ij)ES(S)
0 < Xe e E E
Xe integral e E E
where 6(S) represents the set of edges connecting S to V \ S. To see that the feasible
space of (SNDP2) is the projection of the feasible space of (SNDP1 ), consider a feasible
solution z to (SNDP2 ). Since constraints (1.1) insure that the value of a minimum cut
separating i from j is at least rij, it is possible to send rij units of flow from i to j by
the max-flow-min-cut theorem [35]. This means that there exists y such that (x,y) is
feasible in (SNDP1 ). Conversely, if (,y) is feasible in (SNDP1 ), all constraints (1.1)
must be satisfied and, hence, x is feasible in (SNDP2 ). Let (P1 ) and (P2 ) denote the
linear programming (LP) relaxations of (SNDP1 ) and (SNDP2 ) obtained by dropping
the integrality restrictions. Using the same argument, (P1 ) and (P2) are equivalent. More
precisely, the feasible space of (P2) is exactly the projection of the feasible space of (P1 )
onto the space defined by the z variables. In other words, (P1) constitutes a compact
extended formulation of the natural formulation (P2 ). The optimal value of (P1) or (P2 )
can be computed in polynomial time either using the ellipsoid algorithm [69,49] since the
separation problem over (P2 ) can be solved by Gomory and Hu's algorithm [47] or using
Karmarkar's algorithm [65] on the compact (but still large) linear program (P1). However,
these computational approaches are not satisfactory in practice and, in fact, one of the
goals of this research is to obtain a better understanding of the structure of these LP
relaxations in order to be able to devise more efficient and practical algorithms.
In the case of the undirected Steiner tree problem, rij = 1 for i, j E T and 0 otherwise
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and, therefore, formulation (SNDP2 ) becomes:
Minimize E Cede
eEE
subject to:
(UST) E xe> 1 SC V,SnTlOand T\Si0
CEa(S)
O e e E E
ze integral e E E.
Formulation (UST) is known as the set covering formulation for the undirected Steiner
tree problem (Aneja [1]). There also exists a directed counterpart to the undirected Steiner
tree problem. In this case, we are given a directed network with costs associated to its
arcs and the goal is to find, at minimum cost, a directed subtree that contains a directed
path between some given root verter, say vertex 1 (1 E T), and every other terminal in T.
Since, for any choice of root vertex, any undirected tree can be oriented away from that
root, the undirected version is a special case of the directed version. More precisely, the
undirected Steiner tree problem is equivalent to the bi-directed problem, i.e. the directed
version with symmetric costs (cij = cji). However, both problems are worth investigating
and the reduction between the undirected and the bi-directed cases will be used in a
subsequent chapter to obtain properties of Steiner tree relaxations. For the directed (or
bi-directed) Steiner tree problem, the analogue of formulation (UST) is:
Minimize E ci Yij
(i,j)EA
subject to:
(DST) Yij 1 S C V, l E S and T\S 0
(i,j)Es+ (S)
O<yij (i,j) E A
Yij integral (i,j) E A,
where 6+(S) represents the set of arcs (i,j) with tail i E S and head j S, and where
Ye is defined for each (directed) arc e. Although the integer program (UST) and its bi-
directed counterpart (DST) are equivalent, this is not the case for their LP relaxations
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obtained by dropping the integrality constraints. Let (DP) and (UP) represent the linear
programming relaxations of (DST) and (UST) respectively. Since any feasible solution y
to (DP) can be transformed into a feasible solution z to (UP) by letting zx = yij + yji
for e = (i, j), the optimal value of (DP) is greater or equal to the optimal value of (UP).
However, the converse is not true.
For some special cases, the Steiner tree problem reduces to well-known, polynomial
time solvable, combinatorial optimization problems. When ITI = 2, we obtain the shortest
path problem. Both (UP) and (DP) are integral2 for that very special case (Dantzig [24]).
When T = V, the problem becomes the minimum spanning tree in the undirected case and
the minimum cost spanning arborescence in the directed case. A very peculiar property
is that, in this case, (DP) is integral (Edmonds [27]) while (UP) is not. To see that the
extreme points of (UP) are not necessarily incidence vectors of spanning trees, consider a
minimum spanning tree problem with 3 vertices and all costs equal to 1. The minimum
spanning tree has cost 2 while, by setting all variables xz to 0.5, we obtain a feasible
solution to (UP) of cost 1.5. In subsequent chapters, we study this phenomenon in more
details.
Recently, there has been a trend towards finding strong valid inequalities of combinato-
rial optimization polytopes in order to tighten the LP relaxations of existing formulations.
By generating violated valid inequalities on the fly, researchers have been able to solve
some fairly large problems to optimality (for illustrations, see Crowder and Padberg [23],
Padberg and Rinaldi [88], Crowder, Johnson and Padberg [22] or Barany, Van Roy and
Wolsey [6]). Gr6tschel and Monma [50] and Gr6tschel, Monma and Stoer [51,53] have
developed classes of valid inequalities for the SNDP (allowing vertex-connectivity require-
ments). In [53], the authors focus their attention on the case where ri E {0, 1, 2}. More-
over, Gr6tschel, Monma and Stoer [52,53] have implemented a cutting plane algorithm
based on these classes of strong valid inequalities and have reported some encouraging
computational results.
For the Steiner tree problem, Liu [74] uses a complete characterization of the directed
2 A polyhedron is said to be integral if all its extreme points have integral coordinates.
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Steiner tree polytope when ITI = 3 to motivate a reformulation for the problem. Moreover,
Chopra and Rao [15] and Gr6tschel and Monma [50] have studied some classes of facets
for the Steiner tree polytope.
1.1.2 Algorithms
When all edges have a unit cost, the survivable network design problem can be solved
in polynomial time by an algorithm due to Sridhar and Chandrasekaran [99] (see also
Frank [37]) - an adaptation of the classical Gomory and Hu's algorithm [47] producing a
network with possibly half edges. For arbitrary costs, the SNDP, generalizing the Steiner
tree problem and the 2-connected network problem, is NP-hard [66]. Typically, such
a negative result from complexity theory leads researchers to obtain approximate rather
than optimal solutions and to devise lower bounding schemes. In fact, heuristic algorithms
based on local search have been proposed by Steiglitz et al. [105] for the SNDP in its full
generality, by Monma and Ko [81] for the k-edge-connected network problem (ri = k for
all i) and by Monma and Shallcross [83] for the case where ri E {1,2) for all i.
For the Steiner tree problem, a wide variety of computational approaches have been
proposed (for a survey, see Winter [110] or Maculan [77]). Two of these approaches are
of special interest to us since they are based on solving linear programming relaxations.
Aneja [1] solves the relaxation (UP) by row generation and heuristically deduces from this
solution a good Steiner tree. Wong [112] proposes a dual ascent method to solve approx-
imately (DP) or, more precisely, its equivalent multi-commodity relaxation. Aneja's and
Wong's computational results seem to show that both procedures are very efficient. Aneja
and Wong notice that the LP bounds obtained are very close to the value of the optimal
Steiner tree. However, in Chapters 4 and 6, we present some evidence that, for undirected
instances, the undirected relaxation (UP) is sometimes much weaker than the bi-directed
relaxation (DP). We therefore believe that Aneja's test problems do not reflect the real
behavior of the relaxation (UP).
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1.2 The Traveling Salesman Problem
As we'll see when presenting the parsimonious property, it is very natural to consider
a broader class of problems in which we allow the addition of degree constraints to the
problem formulation. This extended version captures the well celebrated symmetric trav-
eling salesman problem (TSP) - one of the most studied problem in the literature (see
Lawler et al. [72]). This problem can be defined as follows: given a cost c, associated with
traveling along the edge e of the complete undirected graph G = (V, E), find the minimum
cost tour that visits each vertex exactly once. It is conceptually useful to define a tour
as a subgraph that is connected and such that every node has degree 2. Several integer
programming formulations have been proposed for the TSP. Letting xe = 1 (e = (i,j)) if
i and j are adjacent vertices in the optimal tour, one of the most classical formulation for
the TSP is:
Minimize g CetX
eEE
subject to:
(TSP) Z xe > 2 SCV and IS > 2
eE6(S)
E e =2 iEV
eE6({i))
O<zel e E E
ze integral e E E.
1.2.1 Relaxations
Since the traveling salesman problem is NP-hard [66], a number of branch and bound
methods have been devised (see Balas and Toth [5]). An important ingredient in these
enumerative methods is the relaxation used to obtain lower bounds in the bounding step.
The integer 2-matching relaxation, also called the assignment relaxation (especially when
dealing with the asymmetric TSP), consists in finding the minimum cost assignment of
weights 0, 1 or 2 to the edges of the graph G so that the sum of the weights on the edges
incident to any vertex is 2. The integer 2-matching relaxation can be reduced to an n by
10
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n assignment problem and, therefore, can be computed in polynomial time. If we restrict
the weights to {0, 1), the edges with weight 1 form what is called a 2-matching, that
is a collection of vertex-disjoint subtours. The 2-matching relaxation was introduced by
Bellmore and Malone [8] and its bound can be computed in polynomial time (Edmonds
[25]). These first 2 relaxations do not take into account the connectedness of a tour. On
the other hand, by imposing only that the subgraph be connected, we obtain the minimum
spanning tree problem which can be solved in polynomial time using the greedy algorithm
(Kruskal [71]) or Prim's algorithm [92]. A slightly better relaxation can be obtained by
considering 1-trees.
Definition 1.1 T = (V, B) is a 1-tree (rooted at vertex 1) if T consists of a spanning tree
on V \ {1}, together with two edges incident to vertez 1.
Equivalently,
Definition 1.2 T = (V, B) is a 1-tree if
1. T is connected
2. IVI = IBI
3. T has a cycle containing vertex 1
4. the degree in T of vertex 1 is 2.
Clearly, any tour is a 1-tree. The 1-tree relaxation (Held and Karp [55]) consists in finding
the minimum cost 1-tree. The minimum cost 1-tree can be obtained by computing the
minimum spanning tree on V \ {1} and adding the two least cost edges incident to vertex
1.
A more elaborate and much stronger relaxation, also due to Held and Karp [55,56],
is now known as the Held-Karp lower bound. This relaxation constitutes the core of this
dissertation. The Held-Karp lower bound ZHK can be formulated in several equivalent
ways, the most classical being in terms of the 1-tree relaxation with Lagrangean objective
11
CHAPTER 1. INTRODUCTION
function [55,56]. As a linear program [55], it can be expressed as the optimal value of the
LP relaxation of formulation (TSP) for the TSP:
ZHK = Min ECeXe
eEE
subject to:
(HK1 ) z > 2 S C V and 151 > 2 (1.2)
eE6(S)
E Ze=2 i EV (1.3)
eE({i})
O ze < 1 e E E.
The feasible space of (HK1) is sometimes referred to as the subtour polytope. Notice that
the constraints xe < 1 are implied by (1.2) and (1.3). Indeed, for e = (i,j),
2xe= E Xf+ E xf- E xf <2+2-2=2.
fe6({i}) fEs({j}) fE6({i,j})
By adding up constraints (1.3) over all i in S, we obtain:
2 E x + Z xc = 21SI, (1.4)
eEE(S) eE6(S)
where E(S) denotes the set of edges having both endpoints in S. Using equation (1.4),
the subtour elimination constraints (1.2) are equivalent to:
E e 1Xe• -1, (1.5)
eEE(S)
for all proper subsets S of V of cardinality at least 2. Hence, the Held-Karp lower bound
can also be expressed by:
ZHK = Min E ceX
eEE
subject to:
(HK2 ) E Xc < S- 1 SCVand S> 2 (1.6)
eEE(S)
E X = 2 i E V (1.7)
e e( E.i)
° < Xe e E E.
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Held and Karp [55] highlight the relation between the linear programs (HK1) and (HK 2)
and the class of 1-trees. More precisely, they show that the feasible solutions to (HK1)
or (HK2 ) can be equivalently characterized as convex combinations of 1-trees such that
each vertex has degree 2 on the average. To show this, we first notice that we can restrict
our attention in (1.6) to subsets S not containing vertex 1. Indeed,
1 1
Z re = z t 2e+ E Z 2 E E Ze
eEE(S) eEE(V\S) iEs eE6({i}) ifs eE6({i})
= E X + 2SI-n,
eEE(V\S)
which implies that both V \ S and S need not be included in the formulation. Therefore,
the Held-Karp lower bound can be expressed by:
ZHK = Min E CeX
eEE
subject to:
E X=2 iE V and i1 (1.8)
eE6({i})
(HK3 ) i, X < W1-S1 S C V, ISI > 2 and 1 S (1.9)
CEE(S)
E X = n-2 (1.10)
eEE(V\(1})
E X'=2 (1.11)
eE6((1))
O < xe < 1 e E E, (1.12)
constraint (1.10) being obtained by summing up constraints (1.7) for all i except vertex
1 and then substracting constraint (1.7) for vertex 1. Since constraints (1.9), (1.10) and
(1.12) constitute a complete description of the spanning tree polytope on V \ 1} (Ed-
monds [28,29]) and since constraints (1.11) and (1.12) correspond to the convex hull of the
incidence vector of two edges incident to vertex 1, the polytope (1.9)-(1.12) completely
describes the convex hull of 1-trees [55]. As a result, the feasible solutions to (HK1 ),
(HK2 ) or (HK3 ) can be interpreted as convex combinations of 1-trees such that each
vertex has degree 2 on the average. Hence, we may rewrite the Held-Karp lower bound in
13
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the following way [55]:
k
ZHK = Min E Arc(Tr)
r=l
subject to:
k
(HK4 ) = 1
r=1
k
E Ard(Tr)=2 j E V\{1}
r=1
Ar 0 r= 1, .. , k,
where
{Tr)}r=l ...,k constitutes the class of 1-trees defined on the vertex set V,
* c(T) = E cC is the total cost of the subgraph T = (V, B) and
eEB
* dj(T) denotes the degree in T of vertex j.
Finally, the most common approach to find the Held-Karp lower bound is to take the
Lagrangean dual of (HK3) with respect to (1.8). We then obtain [55]:
ZHK = max L(p)
subject to:
(HK5 ) L() = =min C,(Tr)- 2 E j,
where c (Tr) is the cost of the 1-tree Tr with respect to the costs c, + pi + Pj for e = (i, j).
The j's are known as Lagrangean multipliers.
Since (HK5 ) is the most classical formulation for the bound, the Held-Karp lower
bound is often referred to as the 1-tree relaxation with Lagrangean objective function.
We would like to mention that Held and Karp's papers [55,56] really constitute the birth
of the Lagrangean relaxation approach for combinatorial optimization problems as it exists
nowadays.
For fixed , L(p) can be computed by finding the minimum cost 1-tree and, there-
fore, the Lagrangean subproblems can be solved efficiently. In order to find a good set
14
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of Lagrangean multipliers, several updating procedures have been proposed. The most
used and well-known procedure is the subgradient method introduced by Held and Karp
[56]. The method is an adaption of steepest descent in which gradients are replaced
by subgradients. We refer the reader to Held, Wolfe and Crowder [57] and their refer-
ences for a detailed exposition and analysis of subgradient optimization. If T is a min-
imum cost 1-tree with respect to the costs {c,}, the optimality conditions imply that
v = (dl(T) - 2, d2(T)- 2,... ,dn(T)- 2) is a subgradient of L(p). Held and Karp [56]
propose the following updating formula for the Lagrangean multipliers:
m+1 = Am + tmVr,
where vm is a subgradient of L(pm) and tm is a scalar. In their computations, they
set tm = t for all m. They prove that, as the step size t becomes infinitesimally small,
supm L(pm) tends to max, L(p). In their first paper [55], Held and Karp proposed a
rather unsuccessful procedure based on dual ascent to compute max, L(p). This seemed
to discourage other researchers for some time, but very recently, Malik and Fisher [79]
reported very encouraging computational results based on a more complex ascent proce-
dure. Their method seems to outperform the subgradient method in early and middle
stages of ascent but is slower in the neighborhood of the optimum. Finally, Chandru and
Trick [12] propose a polynomial time algorithm to find the optimum multipliers using the
ellipsoid algorithm but they report computational times that are two to three times slower
than the subgradient method.
In a striking computational study, D. Johnson [61,621 estimates the degree of subopti-
mality of heuristic solutions by computing approximately the Held-Karp lower bound and,
as a result, he is able to show that the solutions he generates are within 1% of optimality
for instances with as many as 100,000 vertices. Earlier computational studies on smaller
instances also corroborate the fact that the Held-Karp lower bound is often within 1% of
the optimal solution (Christofides [17] and Volgenant and Jonker [108]). Moreover, the
Held-Karp lower bound has been successfully used by several researchers (Held and Karp
[56], Helbig Hansen and Krarup [54], Smith and Thompson [98] and Volgenant and Jonker
[108]) to solve exactly instances of the TSP by branch-and-bound methods. For a detailed
15
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exposition of branch-and-bound schemes for the traveling salesman problem, the reader is
referred to Balas and Toth [5].
We would like to close this section by mentioning that numerous heuristics have been
devised for the traveling salesman problem (see Johnson and Papadimitriou [63] and also
Chapter 4) and that, in the last decade, polyhedral approaches have proven very successful
for medium sized instances (see Crowder and Padberg [23], Padberg and Rinaldi [88] and
Padberg and Gr6tschel [87]).
1.3 The k-Person Traveling Salesman Problem
As a direct extension to the traveling salesman problem, we consider the problem in which
there are k salesmen to visit all customers. A k-tour is a collection of k cycles starting at
vertex 1 and collectively visiting every vertex. The k-person traveling salesman problem
(k-person TSP) is the problem of finding a k-tour of minimum length or cost. We would
like to emphasize that, as in Frieze [42], the objective we consider is to minimize the total
length of all cycles. This is in contrast with the original version introduced by Frederickson
et al. [40] (see also Johnson and Papadimitriou [63]) in which the objective is to minimize
the length of the longest cycle in the solution.
The k-person traveling salesman problem can be formulated as an integer program in
a way very similar to the formulation (TSP) of the traveling salesman problem.
Minimize E Cede
eEE
subject to:
: Ze > 2 SC V' and ISI > 2 (1.13)
eE6(S)
(k - TSP) Z: x, =2k
eE6({1))
E ze = 2 i E V
eE6(i)eEE
e integral e E E
X. integral e E E,
16
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where V' = V \ {1}. In this case, the constraints xe < 1 are not redundant for e E 6({1}).
Very little work has been done on the k-person traveling salesman problem. Moti-
vated by Held and Karp's approach for the traveling salesman problem, we propose two
relaxations for the k-person traveling salesman problem. In our relaxations, the role of
the 1-trees is played by what we refer to as k+k-tree.
Definition 1.3 A k+k-tree T is a spanning tree with k edges incident to vertex 1 along
with k additional edges incident to vertex 1.
Equivalently,
Definition 1.4 T = (V, B) is a k+k-tree if
1. T is a connected graph,
2. the degree in T of vertex 1 is 2k, and
3. when restricted to E(V \ {1}), T becomes a forest with exactly k components.
Clearly, any k-tour is a k+k-tree; the converse being, of course, not necessarily true. A
k+k-tree is depicted in Figure 1.2. We now give an alternate definition of k+k-trees
Figure 1.2: A 2+2-tree.
using matroid theory. From this definition, we shall derive a complete characterization of
the convex hull of k+k-trees and a polynomial time procedure to find minimum weight
k + k-trees.
17
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Definition 1.5 T = (V,B) is a k+k-tree if B is a common base of the matroids M 1 =
(E,I1) and M2 = (E,Z2) where
* A E ix if the graph (V,A) has degree at most 2k at vertex 1 and the restriction of
(V, A) to V' = V \ {1} is acyclic and has at most n - k - 1 edges,
* A E .l2 if A arises from some forest by adding at most k edges.
M1 is a matroid since it is the direct sum of a truncated graphic matroid (on V') and
a generalized partition matroid (restricting the degree of vertex 1 to be at most 2k). In
order to show that M 2 is also a matroid, let A' be a maximal independent subset of a set
A of edges with respect to M2. The set A' has exactly the same connected components as
A (otherwise, we could add some edges) and, hence, consists of a forest with n - c(V, A)
edges, where c(G) denotes the number of connected components of G, together with either
a set of k edges or the remaining edges whichever is smaller. Since all maximal independent
subsets of a given set A of edges have the same cardinality, M2 is a matroid. The rank
functions rl and r2 of M1 and M 2 are:
rl(A) = min(2k, jA n 6({1})I) + min(n - 1 - c(V', E(V') n A), n - k - 1)
and
r2(A) = min(lAl, n + k - c(V, A)).
Claim 1.1 Definitions 1.4 and 1.5 are equivalent.
It is easy to see that any k+k-tree as defined in Definition 1.4 satisfies the
conditions of Definition 1.5. To show the converse, let B be any common
base of M 1 and M 2. Since B is a base of M, B has degree 2k at vertex 1,
lBI = n + k - 1 and the restriction of B to E(V') is a forest with n - k - 1
edges and, hence, this forest has exactly k components. The fact that B is a
base of M 2 and JlB = n + k - 1 implies that B arises from a spanning tree
by adding k edges. Hence, (V, B) is a connected graph. This proves that B
satisfies 1-3 of Definition 1.4. o
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The first relaxation we consider is the k + k-tree relazation obtained by finding the
minimum cost k+k-tree. Since this problem can be interpreted as the problem of finding
a minimum weight common base of the intersection of two matroids, it can be solved in
polynomial time (Edmonds [28,30]). Moreover, by Edmonds' intersection theorem [28,30],
we can express the value Zkt of the k+k-tree relaxation by:
Zkt = Min E CeXe
eEE
subject to:
E Xc,<•Sl1
eEE(S)
E Xe<ISl+k-1
eEE(S)
xz= n-k-1
eEE(V')
Z :Z = 2k
eEs({1})
0 <x, < 1
S C V' and ISI 2
SC V and 1ES
e E E,
since the convex hull of k+k-trees is completely described by the above feasible space. In
this description, we have eliminated some of the redundant constraints.
In order to propose a stronger relaxation to the k-person traveling salesman problem,
we introduce in (k + k - tree) the additional degree constraints
E Xe=2
eE6({i})
for i E V'. As for the Held-Karp lower bound, the resulting relaxation can be formulated
in several equivalent ways. First, it can be expressed by the linear program:
Zklp = Min E CeX
eEE
subject to:
E Xe < S-1
eEE(S)
(PI) z Xe<ISI+k-1
eEE(S)
S C V' and ISI 2
SC V and 1ES
(k + k - tree)
(1.14)
(1.15)
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xe,=n-k-1 (1.16)
eEE(V')
E Ze = 2k (1.17)
eE6({1})
e -c 2 iEV' (1.18)
eE(i) e .
O < x, < 1 e E E.
In this formulation, the constraints (1.15) and (1.16) are redundant since they are both
implied by (1.17) and (1.18). Moreover, using (1.18), constraints (1.14) can be equivalently
written as:
E Xe > 2.
eE6(S)
Therefore, Zklp is also equal to:
Zklp = Min E Cee
eEE
subject to:
Z Xe > 2 SC V' and ISI > 2
eE6(S)
(P2 ) Z ze=2k
eES({1})
eE6(i))
O < e <1 eE E.
(P 2) is precisely the linear programming relaxation of the formulation (k - TSP) of the
k-person traveling salesman problem. As for the Held-Karp lower bound, Zklp can also be
expressed by:
Zklp = Min A,c(T,)
r=1
subject to:
(P 3 ) ZAr=1
r=1
E dj(Tr)= 2 jE V
r=1
Ar 0 r= 1 ..,1,
20
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where
* {Tr}=l ..... constitutes the class of k+k-trees defined on the vertex set V,
* c(T) = C ce is the total cost of the subgraph T = (V, B) and
eEB
* dj(T) denotes the degree in T of vertex j.
Finally, as a Lagrangean dual, Zklp can be expressed by:
Zklp = max L(p)
subject to:
(P4) L(p) = min c,(Tr)-2 j
r=1...1 EVjEv
where c,(Tr) is the cost of the k+k-tree Tr with respect to the costs ce + Hi + -j for
e = (i,j) ( = 0)-
In terms of actually computing the lower bound Zklp, this Lagrangean based relaxation
seems very promising. However, implementation issues such as how to apply the matroid
intersection algorithm to k+k-trees and how to update the Lagrangean multipliers need
first to be considered.
21
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Structural Properties
In Section 2.1, we introduce the notion of parsimonious solutions, and we present and prove
the parsimonious property for a class of linear programs which includes the LP relaxations
of the survivable network design problem and the traveling salesman problem. Extensions
to other classes of linear programs are considered in Section 2.2. We conclude this chapter
by deducing the monotonicity of certain linear programs from the parsimonious property
and we give an alternate proof of this property for the Held-Karp lower bound.
2.1 The Parsimonious Property
As seen in Chapter 1, the survivable network design problem can be formulated by the
following integer program:
IZO(r) = Min E ce
eEE
subject to:
(IPO(r)) E xe > max rij S C V and S 0 (2.1)
eE(S) (ij)Es(s)
O < xe e E
Xe integral e E E.
We denote by (IPO(r)) the above integer program and by IZO(r) its optimal value. Let
(PO(r)) denote the LP relaxation of (IPO(r)) obtained by dropping the integrality restric-
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tions and let Zo(r) be its optimal value. Clearly Zo(r) is a lower bound on IZO(r). The
meaning of the symbol 0 in this notation will become clear shortly.
As noticed in Chapter 1, the survivable network design problem has some interesting
special cases. For example, the Steiner tree problem - the problem of connecting at
minimum cost a subset T of terminals possibly using some Steiner vertices in V \ T - can
be formulated as (IPO(IT)) where (IT)ij = 1 if i,j E T and 0 otherwise (or, equivalently
using our abuse of notation, (T)i = 1 if i E T and 0 otherwise). When rij = k for all
i,j E V, we obtain the k-edge-connected network problem.
For any feasible solution x either to (IPO(r)) or to (Po(r)), the degree of vertex i,
defined by d(i) eX, is at least equal to max rij because of constraints (2.1) for
~E({i~) ~~jEv\i
S= {i}.
Definition 2.1 x is parsimonious at vertex i if d(i) = max rij.jEV\{i)
In other words, z is parsimonious at vertex i if the degree of vertex i could not possibly be
lower. If we impose that the solution be parsimonious at all vertices of a set D C V we
get some interesting variations of (IPO(r)) and (Po(r)), denoted by (IPD(r)) and (PD(r)),
respectively. The most interesting special case is the traveling salesman problem. Indeed,
when rij = 2 for all i,j E V, the feasible solutions to (IPv(2)) (2 denotes the vector of
2's) correspond to Hamiltonian tours and, in fact, (IPv(2)) is exactly formulation (TSP)
for the TSP described in Chapter 1. In general, the integer programming formulation of
(IPD(r)) is:
IZD(r) = Min E c,z,
eEE
subject to:
(IPD(r)) : X > max rij S C V and S 0
eE6(S) -(iJ)E(S)
XZe = max ri i ED
eE6({i}) jEV\{i} i i
O < e e EE
Xe integral e E E.
CHAPTER 2. STRUCTURAL PROPERTIES
When we have integrality restrictions, the problem is clearly altered by the introduction
of parsimonious constraints. For example, the TSP and the minimum-cost 2-connected
problem have the same edge connectivity requirements but with different parsimonious
constraints. Another illustration is given by the Steiner tree problem with T as the
set of terminals and the minimum spanning tree problem on T (obtained by imposing
parsimonious constraints to V \ T). Even more convincing, the Steiner tree problem
with parsimonious constraints imposed at all vertices is infeasible. However, when the
integrality restrictions are relaxed, the value of the LP relaxation is not affected by the
introduction of parsimonious constraints when the costs satisfy the triangle inequality, i.e.
when cij + cjk > cik for all i, j, k E V. This somewhat surprising result, which we refer to
as the parsimonious property, constitutes the foundation of this thesis.
Theorem 2.1 (The Parsimonious Property) If the costs {ce} satisfy the triangle in-
equality then Zo(r) = ZD(r) for all subsets D C V.
In order to prove the parsimonious property, we need some results on Eulerian multigraphs.
A multigraph is a graph in which multiple edges are allowed. A multigraph is Eulerian if
the degree of every vertex is even. In an Eulerian multigraph, l6(S)! is even for any subset
S of vertices. The proof of Theorem 2.1 is based on Lemma 2.2 - a stronger version of
a result due to Lovasz [75] on connectivity properties of Eulerian multigraphs. The key
concept in Lovisz's result is a splitting operation which, given two edges (x, u) and (, v),
replaces (x, u) and (, v) by a new edge (u, v). The operation also plays a basic role in
connectivity results of Rotschild and Whinston [96], Mader [78], Lovasz [75,76] and Frank
[36].
Lemma 2.2 Let G = (V,E) be an Eulerian multigraph. Let c(i,j) (i,j E V) denote
the maximum number of edge-disjoint paths between i and j. Let x be any vertex of G
and let u be any neighbor of x. Then there exists another neighbor of x, say v, such that,
by splitting off (x, u) and (x, v), we obtain a multigraph G' satisfying the following two
conditions:
1. cG(i, j) = cG(i, j) for all i,j E V \ {x} and
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2. CG(x,j) = min(ca(x, j),dG(x)-2) for all j E V \ {x}, where dG(x) represents the
degree of vertex in G.
Condition 2 states that the splitting operation can be performed while maintaining most
connectivity requirements involving vertex z.
Proof of Lemma 2.2:
Lovasz [75] proves a slightly weaker version of Lemma 2.2 in which condition 2 is not
present. His elegant proof proceeds along the following lines.
1. There exists at most one set S satisfying:
(a) ES, u S,
(b) 16(S)l = cG(i,j) for some i,j E V with i E S,j S and i x x, and
(c) S is minimal with respect to the above two conditions.
2. If there is no such S, then any neighbor v of x can be used for the splitting operation.
3. If such an S exists then there exists at least one neighbor of x in S. Moreover, any
neighbor of x in S can be used for the splitting operation.
Our proof of Lemma 2.2 directly rests upon Lovisz's proof.
If dG(x) = 2 then the result follows directly from Lovcisz's result. Hence, assume
that dG(x) > 4. Let ( = (, E) be obtained from G by adding a new vertex i and by
linking that vertex to x through dG(x)- 2 edges (see Figure 2.1). Clearly, 6 is Eulerian.
Moreover,
cd(i, j) = CG(i, j) i,j E V \ x},
c,(i,j) = min(CG(x,j), dG(x)- 2) j E V \ {x}.
Using the first step of Lovisz's proof, we obtain that there exists at most one set S C
V U {)} satisfying
(a) x ES, u S,
(b) le(S) = c(i,j) for some i,j E V U {i} with i E S,j f S and i x,
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Figure 2.1: Graph G.
(c) S is minimal with respect to the above two conditions.
If such a set S exists we see that E S. Indeed, if i 0 S then 16(S)I > dG(z) since
both u and i 0 S, and G is Eulerian. Moreover, 16(S)l would be equal to c6(i, i) for some
i E S \ {x}. This follows by (b) and the fact that j6(S U {i))l < 16(S)I which implies that
there is no i and j in V \ {x) with i E S and j 0 S such that 15(S)I = co(i, j). This leads
to a contradiction since dG(x) < 16(S)l = c6(i, i) < do(i) < dG(x).
Moreover, if a set S satisfying (a)-(c) exists then there must exist some v E S with
v i such that v is a neighbor of x. Indeed, if S does not contain any neighbor of x other
than i then 16(S)1 > dG(x) which certainly dominates c(i&,j). Hence, there would exist
some i E S, x i i and j 0 S such that 6(S) = c6(i, j). This leads to a contradiction
since S \ {x, i} would separate i from j and 16(S \ {x, i)) < 16(S)I.
As a consequence, irrespective of whether a set S satisfying (a)-(c) exists, using parts
2 and 3 of Lov6isz's proof, we see that there exists some v i such that by splitting off
(x, u) and (, v) we obtain a graph G with c 6 (i,j) = co(i,j) for all i,j E V U {i} \ {x}.
By removing i, we get a graph G' which could have been obtained from G by splitting off
(x, u) and (x, v). G' satisfies
CG,(i,j) = c6(i,j) = c6(i,j) = cG(i,j) for all i,j E V \ {x}
cG'(X,j) = c6(x,j) > c(,j) = c&(ij)
= min(cG(, j),dG(x)-2) for all j E V \ {x).
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Moreover, due to the splitting operation, cG(x,j) < cG(z,j) and cGa(z,j) < dG(x) - 2.
This completes the proof of Lemma 2.2. 0
We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1:
Clearly Z 0(r) < ZD(r) since (PD(r)) is more constrained than (Po(r)). In order to prove
that ZO(r) > ZD(r) we consider an optimal solution, say , to (P.(r)). We shall construct
a feasible solution y to (PD(r)) whose cost is at most equal to the cost of x. Since all data
is rational, we may assume that all components of x are rational. Hence, there exists some
integer k such that kxe and krij are even integers for all e = (i,j) E E. Let G = (V, E)
be the Eulerian multigraph which has kz copies of edge e. By the max-flow-min-cut
theorem, c(i,j) > krij for all (i,j) E E. As a result, by applying Lemma 2.2 repeatedly
with z chosen among the vertices in D, we will eventually obtain a multigraph G' such
that
(i) cG(i, j) > krij v (i,j) E E
(ii) dG'(i) = max krij i ED.
jEv\(i)
Therefore, if we let Ye (e E E) be equal to the number of copies of edge e in G' divided by
k, we obtain a feasible solution to (PD(r)). Moreover, since the costs satisfy the triangle
inequality, each time we perform a splitting operation the cost of the solution does not
increase which implies that E cexe > E ceye. Since D was arbitrary, this completes the
eEE eEE
proof of Theorem 2.1. 0
In general, when the costs do not satisfy the triangle inequality, the parsimonious prop-
erty does not hold. Nevertheless, this is not a restriction for the survivable network design
problem and its special cases, such as the Steiner tree problem or the k-edge-connected
network problem. Indeed, let us consider an instance of the SNDP with arbitrary costs
{ce}. Define c (e = (i,j)) to be the length of the shortest path between i and j with
respect to the lengths {ce}. Clearly, {ce} satsify the triangle inequality. Theorem 2.3
states that we can replace c by ce without affecting IZo(r) or ZO(r).
Theorem 2.3 For any set {ce} of costs, IZO(r) = IZO(r) and ZO(r) = Z(r), where
IZ'(.) and Z'(.) refer to the costs {c').
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Proof:
Since c' < c, for all e E E, IZ0(r) < IZO(r) and Zo(r) < Z(r). Now, consider an
optimal solution z* to (IPo(r)) (resp. to (Po(r))) with respect to the costs {c}. In order
to construct an optimal solution with respect to the costs {ce}, we perform the following
transformation. If some edge e = (i,j) with c < ce has some nonzero weight *, then we
decrease z* to 0 and increase by x* the weights on the edges of a shortest path from i to
j. Notice that this maintains feasibility and optimality of the solution. By repeating this
operation, we obtain an optimal solution i to (IPO(r)) (resp. to (Po(r))) with respect to
the costs {c'} such that i = 0 whenever c < c. As a result, the cost of this solution
remains unchanged if we replace c' by ce. This and the fact that IZ0(r) < IZO(r) (resp.
ZO(r) < ZO(r)) imply that i is also optimal with respect to {cc}. This completes the proof
of Theorem 2.3. 0
The above tranformation gives a generic transformation to convert a survivable network
of total cost C' with respect to {c') into a survivable network of the same cost but with
respect to {ce).
In order to illustrate a simple use of the parsimonious property, we now consider
Gomory and Hu's synthesis problem [47]. Their problem is: given a symmetric matrix
r = [rij] of connectivity requirements, find capacities xij for all possible pairs such that,
in the resulting network, rij units of flow can be sent from i to j and the total capacity is
minimum. In our setting, their problem is exactly the LP relaxation (PO(r)) with c, = 1
for all edges. Letting ri = max rij and C = ri, Gomory and Hu [47] show that C is a
lower bound on the total capacity of any feasible solution and present an algorithm which
constructs a solution whose total capacity is exactly C, i.e. their algorithm produces an
optimal solution. The fact that C is the optimal value can be seen very easily from the
parsimonious property. Indeed ZO(r) = Zv(r) and these quantities are equal to:
Zv(r) = Min E z
eEE
subject to:
(Pv(r)) e > max rij S C V and S 0
eE6(S) (iJ)Es(S)
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: xe = ri iEV (2.2)
eE6({i)
0 < xe e E E.
Summing up constraints (2.2) over all i, we obtain that any feasible solution to (Pv(r))
must have
Xe = Zri =C,
eEE s
implying that ZO(r) = C.
2.2 Extensions
The parsimonious property also holds if we have additional degree constraints in the
problem formulation. Suppose that, in addition to the connectivity requirements, we
impose that the degree of vertex i be at least ai for all vertices i in a subset T of V. To
avoid trivial cases, we assume that ai > maxj rij. The integer programming formulation
of this problem is:
IZT(r) = Min eXe
eEE
subject to:
s X, > max S C V and S 0
eEs(S) (i,j)E6(S)
(IP (r)) x > ai i ET
0<e1 eEEO < x   E
xe integral e E E.
Let (PT(r)) denote the LP relaxation of the above program and let ZT"(r) be its optimal
value. In this context, we say that x is parsimonious at vertex i if E zx = ri where
eE6({i})
ri = ai if i E T and ri = maxj rij if i T. By imposing parsimonious constraints at a
subset D of vertices, we define similarly (IPDT(r)), IZDT(r), (PDT(r)) and ZDT(r).
An interesting special case of this broader class of problems is obtained by letting
rij = 2 for all pairs (i,j), T = {1), D = V and al = 2k. In this case, the feasible solutions
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to (IP?)1 (2)) are almost k-tours. In fact, if we have the additional constraints xze 1 for
e E 6({1}), then these feasible solutions are precisely k-tours as defined in Section 1.3. As
a result, IZ1}(2) is a lower bound on the value of the optimal k-tour, while Z1}(2) is a
lower bound on the value Zkp introduced in Section 1.3.
Using the same argument as in Theorem 2.1, we can prove the analogue of the parsi-
monious property in this more general setting.
Theorem 2.4 (The Parsimonious Property) If the costs {ce) satisfy the triangle in-
equality then Z0 (r) = ZD(r) for all subsets D C V.
Theorem 2.4 will be used in Section 4.4 to strengthen Frieze's worst-case analysis [42] of
a heuristic for the k-person TSP.
In general, it is interesting to investigate when a similar property holds for linear
programs of the form:
Zo = Min E ce
eEE
subject to:
(p(f)) E > f(S)
eEs(S)
O < z,
where f is some set function. Generalizing Definition
parsimonious at vertex i if
E Xe = f({i})
eE6({i})
Let
ZD = Min
subject to:
SC V and S 0
e E E,
2.1, we say that a solution is
E Cede
eEE
E e > f(S)
eE6(S)
E Xe =f({i})
eE6({i))
O < X,
SC V and S 0
iED
eE E.
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The following definition generalizes the notion of the parsimonious property introduced in
the previous section.
Definition 2.2 (P(f)) satisfies the parsimonious property if Zo = ZD for all D C V
whenever c satisfies the triangle inequality.
Since ZA is always less or equal to ZB for A C B, Definition 2.2 is equivalent to:
Definition 2.3 (P(f)) satisfies the parsimonious property if Zo = Zv whenever c satis-
fies the triangle inequality.
For the survivable network design problem, f(S) = max rij and, as we have seen,(i,j)Es(S)
the parsimonious property holds. Similarly, the case where f(S) = max rij for ISI > 2
(ij)EV(S)
and f({i}) = ai > maxj rij has been treated in Theorem 2.4. Another parsimonious
case is given by the minimum-weight T-join. Given a graph G = (V, E) and an even
subset T of vertices, a T-join is a subgraph of G which has odd degree at all vertices
in T and even degree at the remaining vertices. Given a nonnegative weight function c
defined on the edges of G, the minimum-weight T-join problem is the problem of finding
a T-join of minimum total weight [31]. Without loss of generality, we can assume that
G is a complete graph (assign high weights to the edges not present in G). Edmonds
and Johnson [31] show how to solve this problem in polynomial time by reducing it to
a minimum-weight matching problem. In fact, when the weight function satisfies the
triangle inequality, the minimum-weight perfect matching on the subgraph induced by T
constitutes an optimal solution to the minimum-weight T-join problem. Therefore, using
Edmonds' complete description of the perfect matching polytope [25], we can express the
value Z of the minimum-weight T-join under the triangle inequality by:
Z = Min E Cez e
eEE(T)
subject to:
(PM) Z£ ze > 1 S C T and ISI odd
eE6(S)
Z xe=1 iET
eES((i})
O < Xe e E E(T),
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where xe is defined only for edges entirely within T. Edmonds and Johnson [31] also show
that, for arbitrary nonnegative weight functions, the value of the minimum-weight T-join
can be obtained by solving the following LP:
Z = Min E cez 
eEE(T)
subject to:
(T-join) Z a , e> 1 S C V and IS n T odd
eE6(S)
O < xe e E E.
This linear program is of the form (P(f)) with f(S) = 1 if IS n Tl is odd and 0 otherwise.
Notice that f({i}) = 1 if i E T and 0 otherwise. By adding all parsimonious constraints,
the linear program (T - join) reduces to (PM) which, by the previously cited results,
imply that the parsimonious property holds for this problem.
Theorem 2.5 (Edmonds and Johnson [31]) The parsimonious property, as defined
in Definition 2.2, holds for (P(f)) with f(S) = 1 if IS n TI is odd and 0 otherwise, where
T is an even subset of V.
2.3 Monotonicity
In this section, we introduce a property which is closely related to the parsimonious
property. Consider an integer programming problem of the form (IPD(r)) defined on a
vertex set V. To simplify the notation, let IZ(V) and Z(V) denote the optimal values
of the integer program and its LP relaxation, i.e. IZ(V) = IZD(r) and Z(V) = ZD(r).
The restriction of the problem to S C V is obtained by disregarding the vertices in
V \ S, imposing parsimonious constraints at the vertices in D n S, and keeping the same
connectivity requirements and the same costs for all pairs of vertices entirely within S.
Formally, the restriction to S can either be formulated by (IPD,(r.)) on S where D' = DnS
and rj = rij for i,j E S, or by (IPD,n(r")) where D" = D U (V \ S) and r" = rij for
i,j E S and r = 0 if either i or j (or both) do not belong to S. Let IZ(S) (resp. Z(S)) be
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the optimal value of the IP (resp. LP) problem restricted to S. We say that IZ(.) (resp.
Z(.)) is monotone if IZ(S) < IZ(V) (resp. Z(S) < Z(V)) for all S C V. For example,
the value of the traveling salesman problem is monotone whenever the costs satisfy the
triangle inequality. As a consequence of the parsimonious property, we have:
Theorem 2.6 (Monotonicity Property) Let Z(S) be as defined above. Then, under
the triangle inequality, Z is monotone, that is Z(S) < Z(V) for all S C V.
Proof:
By definition, Z(V) = ZD(r) and by the parsimonious property Z(V) = Zo(r). Since
rij < rij for all i,j E V, the linear program (Po(r")) is less constrained than (Po(r)) and,
hence, ZO(r) > Zo(r). But, by the parsimonious property, Zo(r") = ZD"(r). This last
quantity is by definition Z(S). This proves that Z(S) < Z(V) for all S when the triangle
inequality holds. 0
Notice that, in general, even under the triangle inequality, IZ is not monotone. As a
corollary to Theorem 2.6, we derive the monotonicity of the Held-Karp lower bound.
Theorem 2.7 Let ZHK(S) denote the Held-Karp lower bound on the subgraph induced
by S. Under the triangle inequality, ZHK is monotone, i.e. ZHK(S) < ZHK(V) for all
ScV.
Theorem 2.7 can be proved in at least three completely different ways by using different
formulations for the Held-Karp lower bound. Using formulation (HK1) (page 12), we can
derive Theorem 2.7 from Theorem 2.6 since ZHK(V) = Zv(2). Independently, Shmoys
and Williamson [97] give a duality based proof of Theorem 2.7. Their proof uses the
formulation (HKs) (page 14), that is the 1-tree relaxation with Lagrangean objective
function. We now present a third proof of Theorem 2.7 based on the interpretation of
the Held-Karp lower bound as the minimum cost convex combination of 1-trees such that
each vertex has degree 2 on the average (formulation (HK4), page 14).
Proof:
Let (HK4 (S)) be the linear program (HK4) corresponding to the vertex set S. Assume
that V = {1,.. ., n + 1}). Let {T1,...,Tk} be the class of 1-trees defined on the vertex
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set V. Without loss of generality we may assume that the optimal solution {i}i=l,...,k to
(HK4 (V)) of cost ZHK(V) is a basic feasible solution and thus rational of the form Ai = 
(gcd(pi, qi) = 1) for i = 1,...,k. Let A = lcm1 . .. i.e. A is the greatest rational such
that Ai/A is an integer for all i = 1,... .,k. By duplicating Ti (A/A) times, thus having
(Ai/A) copies of Ti, we get a multiset A = {T})i=1... ( = z_]= l ) of 1-trees such that
each 1-tree after the duplications has weight A in the optimal solution. For clarity we
assume that two identical 1-trees can be differentiated and therefore every multiset can
be seen as a set.
Using induction, we can assume without loss of generality that IS[ = n. For example,
let S = V \ {n + 1}. We shall construct a feasible solution to (HK4 (S)) whose cost is less
than or equal to ZHK(V). For this purpose, we first need to show that the optimal solution
to (HK4 (V)) can be decomposed in such a way that A does not contain some particular
1-trees. Let AA = {T: T E A, dn+1 (T) = 2 and 3j E V: (1, j), (1, n + 1), (j, n + 1) E T}.
A possible candidate for AA is represented in Figure 2.2.
Figure 2.2: 1-tree in AA.
Claim 2.1 Without loss of generality, AA can be assumed to be empty.
Indeed, let T E A such that (1, j), (1, n+ 1), (j, n+ 1) E T and dn+l(T) = 2.
Since, we can assume that n > 3, the degree of vertex j in T is at least 3.
Therefore, since the degree of each vertex is 2 on the average, there exists a
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1-tree T' E A such that dj(T') = 1. Our goal is to construct a feasible solution
without changing the value of the objective function by converting T and T'
to T and T', where T, T7' Al. Let il and i2 be the two vertices adjacent to
vertex 1 in T'. Without loss of generality, we may assume that i # n + 1.
Moreover, since T' is a 1-tree with dj(T) = 1, we have that i $ j and i2 $ j.
Otherwise, removing vertex 1 would disconnect the graph on V \ {1). If we
replace (1, j) in T by (1, il) and (1, il) in T' by (1, j), we get two 1-trees T and
T' which are not in AA. This basically follows from the fact that (1, j) 0 T
while (1, n + 1), (j, n + 1) E T and that if (1, n + 1) and (j, n + 1) were both in
T - and dn+l(T) = 2 then T' would not be a 1-tree since T'\ {(1, ii), (1, n+ 1)}
would be disconnected. But A \ {T, T'} U T, T'} represents the same optimal
solution as previously since T and T' have the same weight A and they have
simply "traded" edges. Hence, by applying this procedure repeatedly, we see
that we may assume, without loss of generality, that A& = 0. o
Let Ai = {T E A : dn+l(T) = i), i = 1, 2. We duplicate every 1-tree T in A \ (A 1 U A 2 )
(d,+l(T)- 2) times and we associate to each copy a weight of A/(dn+l(T)- 2) in order to
keep the solution unchanged. Call A3 the resulting set. Note that the weight associated
to the 1-trees in Al or A 2 is still A while the weight associated to a 1-tree T in A 3 is
A/(dn+l(T) - 2).
Claim 2.2 IA11 = A31.
Since vertex n+l has degree 2 on the average, we have
E A+ E 2A+ dn+l(T)d +(T) 2= 2. (2.3)
TEA1 TEA2 TEA 3 dn+s(T)
Now the claim follows by substracting the equality
TEA, TEA 2 TEA 3 dn+l(T) 2
twice from (2.3). o
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Claim 2.2 implies that we can regroup Al and A 3 into a set A 13 of pairs (T1, T 3) of 1-trees
of Al and A 3 (A 13 = A11 = A3 1). From A 2 and A 1 3 we shall construct a feasible
solution to (HK4 (S)) whose total cost is less than or equal to ZHK(V). More precisely,
we associate to each 1-tree T E A 2 (to each pair (T1, T 3) E A 13 , respectively) a 1-tree T'
(a pair (T, T3) of 1-trees, respectively) defined on S such that:
Ac(T') < Ac(T) (2.4)
( + (T 1) + d+(T( 3) < 2 c(T 3 ), resp.)d.+l(T3) - c()- d.+l (T3) -
Adj(T') = Adj(T) V j E S (2.5)
= d(T 1( ) + ( )A d (T, + A ~ ( d (T3), resp.)
hold. Combining (2.4) and (2.5) we clearly see that, by keeping the old weights, we get a
feasible solution to (HK4 (S)) whose cost is less than or equal to the cost of the optimal
solution to (HK4 (V)) which is ZHK(V).
The construction of T' and (T, T3) is as follows:
1. T EA 2
Let (i, n + 1) and (j, n + 1) be the two edges incident to vertex n + 1 in T. Let
T' = T\ {(i, n + 1), (j, n + 1) U i, j}. The fact that T' is a 1-tree on S follows from
Definition 1.2 (page 11) and the fact that we can assume without loss of generality
that AA = 0 (Claim 2.1). Clearly (2.5) is satisfied and the triangle inequality implies
that (2.4) holds.
2. (T 1 , T 3 ) E A 13
Let i be the unique vertex adjacent to (n + 1) in T (i 1). Let v = dn+l(T3 ) > 3.
Let jl,..., j, be the vertices adjacent to n + 1 in T3. We may assume without loss
of generality that i is in the same connected component as jl when we remove the
vertices 1 and n + 1 in T3. Moreover, if vertex 1 is adjacent to vertex n + 1 in T 3,
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T1
n+l 0n+l
o
j,
Jn
Figure 2.3: Construction of T~ and T3.
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1~~~~~~~~~~~~~~~~~~~~~~~~~
I
T I
CHAPTER 2. STRUCTURAL PROPERTIES
we let j2 be vertex 1 if and only if (1, jl) 0 T3. The transformation is the following
(see Figure 2.3):
T T1 \ {(i, n + 1)}
T~3 - T3 \ {(jl, n + ),...,(j, n + )} U (jl, j2), (j3, i), . ,(jv, i)}
The fact that T1 is a 1-tree is obvious. We notice that none of the edges added to
T3 were already present in T3. We then check that T3 is connected, IT3 = T3 1- 1 =
IVI- 1 = IS[, T has a cycle containing vertex 1 and dl(T3) = 2. Hence, by
Definition 1.2, T3 is a 1-tree. We have
Ac(Ti) + -c(T3)- Ac(T)- - c(T)
v -2 v-2
Xci,n.+l + ] -2,n+1 - 9CZcki
k -2 2- lY - 2k=1 k=3
( jl,n+1 + cj2,n+l - cja 2) +
v - 2
-I Z(i,n+l + Cjk,n+l - Cjki)
- 2 k=3
and therefore (2.4) holds using the triangle inequality. Moreover, since
dj(T )-dj(T) -1 if = =i
0 otherwise
and
dj(T3) - dj(T3 ) { v-2 ifj=i
0 otherwise,
we see that
Adj(T;) + Adj(T 3) -dj(T)- 2 dj (T3) = 0.
Hence, (2.5) is satisfied.
This completes the proof of Theorem 2.7. 0
The monotonicity of the Held-Karp lower bound will be used in Chapters 4 and 5 to
perform worst-case and probabilistic analyses of the bound.
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Chapter 3
Special Cases and Algorithmic
Consequences
In this chapter, we consider the algorithmic implications of the parsimonious property. We
show that a Lagrangean relaxation approach a la Held and Karp can also be used for the
LP relaxations of the Steiner tree problem and the k-edge-connected network problem.
Moreover, we investigate whether such an approach can be applied to the survivable
network design problem in general.
As mentioned in Chapter 1, the program (IPv(2)) constitutes an integer programming
formulation for the traveling salesman problem. Its LP relaxation (Pv(2)) is the same as
formulation (HK1) of the Held-Karp lower bound given in Section 1.2.1. By the parsimo-
nious property, we obtain a new reformulation for the Held-Karp lower bound which will
appear to be invaluable in the analysis of the bound.
Theorem 3.1 Under the triangle inequality,
ZHK = Min E CeX
eEE
subject to:
(HK6) 1jE e> 2 SC V andS6Os
eE6(S)
O < Xe e E E.
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In this very special case, the parsimonious property can be proved more easily since we
don't need Lovgsz's result in its full generality.
Proof:
The structure of the proof is similar to Lovisz's original proof but, in this case, there are
some shortcuts. Consider an optimal solution x* to (HK6) with E zx minimum over all
eEE
optimal solutions. If z* is parsimonious at all vertices then x* is feasible in (HK1) and
the theorem follows. We therefore assume that x* is not parsimonious at some vertex, say
vertex i, i.e.
E xe>2.
eE6({i})
Let j be any vertex with x2j > 0. Let d(S) = d ze. By definition, d(S) > 2 for any
eES(S)
nonempty proper subset S of V. By considering the contribution of zx on both sides, it
is easy to see that d(.) is submodular, i.e.
d(A) + d(B) > d(A n B) + d(A U B) (3.1)
for any two subsets A and B of V.
Claim 3.1 There is at most one set S such that:
1. iE S,jS,
2. d(S) = 2 and
3. S is minimal with respect to the above two conditions.
The proof is by contradiction. Assume that A and B satisfy the conditions of
the claim. Using (3.1) and the fact that d(A) = d(B) = 2 and d(A U B) > 2,
we have that d(A n B) = 2. This contradicts the minimality of A or B. o
If there exists a set S satisfying the conditions of the claim, then comparing d(S) and
d(S \ {i}), we obtain:
kES\{i} kEV\S
IcES\i} kEV\S
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Hence, there exists some k E S with zxk > 0. If no such set S exists, let k be any vertex
with x*k > 0.
Claim 3.2 Let xij = - , Xik = k- , jk = Xk + and e = for e 
{(i,j), (i, k), (j, k)}. Then, for some > 0, z is feasible in (HK6).
Indeed, if x is not feasible in (HK6) for any e > 0, there exists a set T with
i E T, j, k T and d(T) = 2. This contradicts our choice of k because the
minimal set S in Claim 3.1 should be contained within T. o
By the triangle inequality, the cost of z is at most the cost of x*. Moreover
E e > E e
eEE eEE
contradicting our choice of z*. 0
As will become clear in the following chapters, especially in Chapter 5, the new for-
mulation (HK6) is very helpful in order to derive properties of the bound. For example,
we have:
Corollary 3.2 (Cunningham [82]) Under the triangle inequality, the Held-Karp lower
bound ZHK is a lower bound on the value of the minimum-cost 2-connected network prob-
lem.
Proof:
The theorem follows from the fact that by adding integrality constraints to (HK6 ) we
obtain the integer programming formulation (IPO(2)) of the 2-connected network problem.
Since, by linearity, ZO(k) = Z0 (2) where k is a vector with all components equal to
k, Theorem 3.1 or Corollary 3.2 can be restated as follows:
Corollary 3.3 Under the triangle inequality, the lower bound Zo(k) on the value of the
minimum cost k-edge-connected network is exactly equal to ZHK.
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Corollary 3.3 has an important algorithmic consequence. Indeed, so far, no practical
algorithm has been known for computing the strong lower bound Zo(k) for the k-edge-
connected network problem. When the triangle inequality holds, Corollary 3.3 shows how
to reduce this computation to the problem of finding the Held-Karp lower bound. However,
we can transform any instance of the k-edge-connected network problem into one which
obeys the triangle inequality by using the shortest path costs (see Theorem 2.3). As a
result, we can compute ZO(k) efficiently as a sequence of minimum cost 1-tree problems
by relying on the techniques for the Held-Karp lower bound reviewed in Section 1.2.1.
Although the strength of Z,(k) is analyzed formally in Chapters 4 and 5, we can already
claim that, in practice, Zo(k) is an extremely strong lower bound on the cost of the optimal
k-edge-connected network, at least, when k is even. Indeed, for k even, the network
obtained by duplicating every edge of the optimal tour times is k-edge-connected and,
hence, we have:
Z (k) > Zv(2) ZHK
IZO(k) k2IZv(2) ZTSP
where ZTSP represents the cost of the optimal tour. As previously mentioned (see Sec-
tion 1.2.1), the value of this last ratio is, in practice, above 99% ([17,108,61,62]) and,
therefore, so is the first ratio.
By analogy with the Steiner tree problem, we say that vertex i is a Steiner vertex if
its connectivity type ri is 0 or if all connectivity requirements rij are 0 for all j. If i is
a Steiner vertex, the parsimonious property implies that we can impose the constraint
xE = 0 when solving (PD(r)). In other words,
eE6{i}
Theorem 3.4 Under the triangle inequality, Steiner vertices are superfluous when solving
(PD(r)).
Combining Theorems 3.1 and 3.4, we obtain the following result.
Theorem 3.5 Under the triangle inequality, the Held-Karp lower bound ZHK(T) on the
subgraph induced by a subset T of vertices is equal to:
ZHK(T) = Min E cx
eEE
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subject to:
(HK7) E xe>2 SCV,SnT O0andT\SO0
eE6(S)
0 <z e e E E.
Corollary 3.6 Under the triangle inequality, the Held-Karp lower bound is a lower bound
on the value of the Steiner version (IPO(2 T)) of the minimum 2-connected network problem
in which Steiner vertices are allowed.
Although Theorem 3.5 follows from the parsimonious property, we prefer to give a proof
from first principles since this result has important consequences.
Proof:
As in the proof of Theorem 3.1, consider an optimal solution x* to (HK 7) with z;
eEE
minimum over all optimal solutions. If d(T) = 0 then the theorem follows by Theorem 3.1.
Therefore we assume that xzj > 0 for i E V \ T and j E T.
Claim 3.3 There is at most one set S such that:
1. iES,jS j S, SnT$0,
2. d(S) = 2 and
3. S is minimal with respect to the above two conditions.
The proof is by contradiction. Assume that A and B satisfy the conditions
of the claim. If A n B n T $ , using (3.1) and the fact that d(A) = d(B) = 2
and d(A U B) > 2, we have that d(A n B) = 2. This contradicts the minimality
of A or B. Now, assume that A n B n T = . Since d(A \ B) > 2 = d(A), we
have
kEA\B IEAnB kEV\A IEAnB
or
E E k 2 E t (3.2)
kEA\B IEAnB eE6(AnB)
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Similarly,
Ek > A2 E 1( (3.3)
kEB\A IEAnB eE6(AnB)
Since (A \ B) n (B \ A) = 0, inequalities (3.2) and (3.3) imply that A U B D
{k: z: > 0 for some I E A n B}. This contradicts the fact that j f (A U B). o
The rest of the proof is identical to the proof of Theorem 3.1. 0
Bienstock, Goemans, Simchi-Levi and Williamson [10] give an alternate proof of The-
orem 3.5 based on a special case of Lovasz's result (see [76], ex. 6.51) on connectivity
properties of Eulerian multigraphs.
Theorem 3.5 is the most useful special case of the parsimonious property. First, it
is the simplest version of the parsimonious property that is needed in order to prove the
monotonicity of the Held-Karp lower bound stated in Theorem 2.7.
Moreover, Bienstock et al. [10] use Theorem 3.5 to derive a constant guaranteed heuris-
tic for the prize collecting traveling salesman problem. In this problem, there is a nonneg-
ative penalty ri associated to each vertex of the graph and the goal is to find a minimum
cost tour visiting a subset of the vertices where the cost of a tour is equal to the length of
the tour augmented by the sum of the penalties corresponding to the vertices not visited.
In the original version introduced by Balas [4], there are also rewards associated to the
vertices and one must choose the subset of vertices to be visited so that its total reward
is at least a given parameter Wo. Bienstock et al.'s approach can also be used to derive
constant guaranteed heuristics for the prize collecting versions of the minimum spanning
tree problem or the k-edge-connected network problem.
By dividing the right hand sides of (HK7 ) by 2, Theorem 3.5 also has some implications
for the Steiner tree problem. As mentioned in Chapter 1, Aneja [1] computes the LP
relaxation bound ZO(1T) on the value of the minimum cost Steiner tree by a row generation
scheme. For clarity, let Zsp(T) = ZO(1T). Using the parsimonious property or, more
exactly, the special case described in Theorem 3.5, we now propose a more combinatorial
and efficient approach for obtaining Zsp(T). Without loss of generality (see Theorem 2.3),
we can assume that the costs obey the triangle inequality. By Theorem 3.4, we know that
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Steiner vertices are unnecessary when solving (PO(1T)). This allows to reduce considerably
the size of the problems to be solved. Moreover, the following astonishing result, which
relates the LP relaxations of the Steiner tree problem and the traveling salesman problem,
is a restatement of Theorem 3.5.
Corollary 3.7 Let Zsp(T) be the optimal value of the linear program (PO(IT)). Then
ZSP(T) = ZHK(T), where ZHK(T) is the Held-Karp lower bound on the subgraph induced
by T.
As a consequence to Corollary 3.7, we can compute Zsp(T) by solving a sequence
of minimum 1-tree problems (see Chapter 1 for details). However, the fact that Steiner
vertices are unnecessary suggests that this undirected relaxation does not peruse the in-
formation contained in the input. Moreover, in Chapters 4 and 6, we present some strong
evidence that this undirected relaxation is sometimes much weaker than the bi-directed
relaxation seen in Chapter 1.
3.1 Elaboration on a Lagrangean approach for General
Connectivity Types
We have shown two cases, namely ri = k and ri E {0, 1) for all i, where the computation
of the LP bound Z 0 (r) reduces to finding the Held-Karp lower bound. Of course, the same
approach applies also to the Steiner k-edge-connected network problem, that is the case
with ri E {0, k} for some k. Given the success of the 1-tree formulation with Lagrangean
objective function for the Held-Karp lower bound, we now investigate whether a similar
approach can be used to handle the case with general connectivity requirements arising
from connectivity types. Let r be a vector of connectivity types. Assume, without loss of
generality, that rl = maxiEv ri and that this maximum is attained for at least 2 vertices.
Otherwise, r could be decreased without modifying the connectivity requirements rij =
min(ri,rj). Let Z = ZD(r). By the parsimonious property (assuming that the costs
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satisfy the triangle inequality), this quantity is independent of D. By definition:
Z = Min C cXe
eEE
subject to:
Xe > max ri
eE6(S) iES
Z Xe = r i
eE6({i})
O_ te2
Sc v\{1} and S# 0 (3.4)
iEV (3.5)
eE E.
By adding up constraints (3.5) over all i in S, we obtain:
2 >: xe+ Z e= ri,
eEE(S) eE6(S) iES
where E(S) denotes the set of edges having both endpoi
constraints (3.4) are equivalent to:
1E Xe - Er - maxri,
eEE(S) 2 iES iES
Hence, Z can also be expressed by:
(3.6)
ints in S. Using equation (3.6),
(3.7)
Z = Min
subject to:
eEE(S) 2 iES ES
E Zx = ri
cEE({i})
0 < Xe
SC V\{1} and Si 
iEV
e E E.
If we now dualize constraints (3.8), rescale the right hand side and take the negative of
the resulting costs, we obtain a subproblem of the form:
Z' = Max cXee
eEE'
subject to:
E X e<Eri-maxri
eEE(S) iES
O < Xe
Sc V' and S $ 0
e E E',
(P)
E CcXe
eEE
(3.8)
(SUB)
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where V' = V \ {1} and E' = E(V'). As we already know, when ri = 1 for all i (or ri = k
for all i), problem (SUB) is a maximum spanning tree problem and can, therefore, be
solved by the greedy algorithm. An outstanding question is whether, in general, problem
(SUB) can be solved by the greedy algorithm or, equivalently, whether (SUB) defines a
polymatroid. For that purpose, we have to extend the function f(S) = E ri- max ri
iES iES
defined only on the induced subgraphs to all possible subgraphs. In other words, we would
like to find a set function g defined on all subsets A of E' so that
1. g(.) is submodular, i.e. g(A n B) + g(A U B) < g(A) + g(B) for all A, B C E'.
2. g(E(S))= ri- max ri for S C V' and
iES iES
3. E x < g(A) is valid for (SUB).
eEA
In our case, this last condition can be relaxed to the condition that E ze < g(A) be valid
eEA
for the original problem (P). We were unable to settle whether such a function exists.
Here are a few natural candidates for g(.) that do not work. These choices were motivated
by the fact that they reduce to the rank function of the graphic matroid when ri = 1 for
all i.
1. g(A) = ri -max ri where S represents the set of vertices spanned by the set of
iES iES
edges A. Clearly 2. and 3. are satisfied but, unfortunately, gl(.) is not submodular.
Indeed, consider the instance on 3 vertices depicted in Figure 3.1. The reader can
verify easily that 3 = g1({a, b}) ~ g1({a}) + g2({b}) = 1 + 1.
2. g2 (A) = k>1 p(A n E(Vk)) where Vk = {i E V : ri > k} and p(.) is the rank
function of the graphic matroid, i.e. p(A) = IVI- number of components of (V, A).
In this case, 3. is not necessarily satisfied as can be seen from the instance depicted
in Figure 3.2. Indeed, g2({a,b,c,d}) = 3 while the solution z, = Xb = Xc = Xd = 1
is feasible in (SUB) and violates the constraint E ze < 3.
eE{a,b,c,d}
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Figure 3.1: Counterexample for gl(A): The connectivity types are indicated inside each
vertex.
Figure 3.2: Counterexample for g2(A): The connectivity types are indicated inside each
vertex.
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3. g3(A) is obtained by first reducing the connectivity types of the vertices so that
ri < rj and then evaluating gl on the reduced instance. g3(.) is also not
(ij)EA
submodular. Indeed, for the instance of Figure 3.3, we have 5 = g3({a, b,c,d}) 
g3({a, b}) + g3({c, d}) = 2 + 2.
Figure 3.3: Counterexample for g3(A): The connectivity types are indicated inside each
vertex.
A candidate that definitely satisfies conditions 2. and 3. is obtained by letting g4(A) be
the optimal value Z' of (SUB) when c = 1 if e E A and 0 otherwise. However, it is
not obvious whether g4(.) is submodular and it seems also difficult to give a simple closed
form expression for g4(A). As a concluding remark, we would like to mention that the
case with ri E {1, 2} does not seem particularly easier.
In Chapter 5, we show how two properties (subadditivity and upperlinearity) of these
LP relaxation bounds can be used to derive partitioning schemes to get good approxima-
tions on these LP bounds for instances for which the vertices correspond to points in some
Euclidean space and the cost cij is the Euclidean distance between i and j.
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Chapter 4
Worst-Case Analysis
4.1 Literature Review
The two main criteria in the analysis of heuristics for combinatorial optimization problems
are its running time and the quality of the solutions produced. For minimization problems,
this quality is generally evaluated in terms of either the absolute error e = ZH - IZ or
(more frequently) the relative error r = (ZH - IZ)/IZ, where ZH denotes the value of
the heuristic solution and IZ denotes the optimal value. A worst-case analysis consists
in finding the worst possible value of r (or E) over all instances. This gives an undisputed
guarantee on the performance of the heuristic.
One of the earliest papers dealing with worst-case analysis is [48], where Graham
proves that a simple heuristic achieves a worst-case bound of (2 - -) for the problem of
scheduling n jobs on m identical parallel machines in order to minimize makespan. With
the publication of [60] in 1974, it became apparent that performing worst-case analyses
is quite an art. Indeed, in this classical paper [60], Johnson et al. give some worst-case
performance guarantees for several simple heuristics for bin packing using a technique
which, at first glance, seems to be problem specific. Specifically, they show that the
first-fit or best-fit heuristics generate solutions with value at most IZ + 2 while the
value of first-fit decreasing or best-fit decreasing heuristic solutions is at most IZ + 4.
Although the technique presented in [60] can be simply stated, the details and proofs are
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fairly complexl. By interpreting this technique in the framework of duality for integer
programming, Wolsey [111] shows that, for combinatorial optimization problems that can
be naturally formulated as integer programs, it reduces to comparing the value ZH of the
(primal) heuristic to the value of some dual heuristic. Wolsey's formalization works as
follows. Given a combinatorial optimization problem described as an integer program of
the form:
IZ = Min cx
subject to:
(IP) Ax > b
x > 0 and integer,
where A (m x n) and b have integer coefficients, consider its subadditive 2 dual:
W = Max F(b)
subject to:
(D) F(aj) < cj j = 1,...,n
F(O) = 0
F: Rm -- R nondecreasing and subadditive.
It is easy to see that this is a weak dual3 , i.e. W < IZ. Suppose that we are able to find
a dual heuristic which generates a subadditive nondecreasing function F feasible in (D)
of value ZD and, furthermore, assume that we can show that ZD < (ZH - s)/r for some
constants r and s. This would give a worst-case performance guarantee for the primal
heuristic under consideration since ZH < r ZD + s < r W + s < r IZ + s.
In most encountered cases, the dual heuristic is actually linear, i.e. F(d) = uTd for
1One proof - of course, omitted - exceeds 75 pages!
2A function F(.): Rm - R is subadditive if F(u) + F(v) > F(u + v) for all u, v E Z ' .
3Actually, it can be shown that strong duality holds, i.e. IZ = W whenever these quantities are finite
(see [86]).
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some vector u. Therefore, u is a dual feasible solution for the LP relaxation of (IP)
ZLP = Min cx
subject to:
(P) Ax> b
z>0
and we have ZH < r ZLp + s. A typical situation in which the dual heuristic solution is
not linear is when the cost vector has a special structure. To illustrate this, consider the
Steiner tree problem. In Theorem 4.1, we show that, for arbitrary costs, ZH < 2 ZLP where
H is the minimum spanning tree heuristic (for details, see Section 4.2.1) and ZLp is the
undirected LP relaxation bound. Moreover, sup Z = 2 even if we restrict the supremum
to those instances where the vertices are points in the plane and the cost function is either
the Euclidean or the rectilinear metric. However, ZH < 3IZ for the rectilinear metric
(Hwang [58]) and ZH < 1.214IZ for the Euclidean metric4 (Chung and Graham [18]).
Clearly, in this case, a worst-case analysis based on this LP relaxation does not work.
We are mostly interested in the reverse process: given a linear programming relaxation
of a combinatorial optimization problem, we would like to show that IZ < r ZLp + s
for some constants r and s. Since the optimal value is not known, following the same
approach, we try to find a primal heuristic H such that ZH < r ZLP + S. However, there
is no guarantee that such polynomial-time primal heuristic exists. In fact, an interesting
open question is whether the knowledge of IZ < r ZLp + s could be used to derive a
polynomial-time primal heuristic H with ZH < r ZLP + s.
Relationships between primal heuristics and LP relaxation bounds can be very useful
in deriving LP-based approximation algorithms5. Very recently, this was illustrated by
Bienstock, Goemans, Simchi-Levi and Williamson [10] for the prize collecting traveling
salesman problem under the triangle inequality. In this variation of the TSP, the goal is
4In fact, Gilbert and Pollak [45] conjecture that ZH < IZ but this open problem is still unsettled.
5An approximation algorithm is a heuristic algorithm with a constant performance guarantee in the
worst-case.
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to find a minimum cost tour visiting a subset T of vertices but a penalty cost is incurred
for each vertex not in T. Bienstock et al. formulate this problem an an integer program
by introducing edge and vertex variables and propose the following heuristic: solve the LP
relaxation, obtain a subset T of vertices by rounding appropriately the vertex variables
and apply Christofides' heuristic [16] over T. They show that an optimal solution of the
LP relaxation can be transformed into a feasible solution to the subtour polytope (see
Section 1.2.1) corresponding to T with a "small" increase in cost. Therefore, using the
fact that the value of Christofides' heuristic is within 3 of the Held-Karp lower bound (see
Theorem 4.5), we obtain that this LP-based heuristic is an approximation algorithm 6 for
the prize collecting traveling salesman problem.
In Sections 4.2 and 4.3, we consider instances of the SNDP whose connectivity require-
ments arise from connectivity types, i.e. rij = min(ri, rj). As previously mentioned, this
is the most typical case and it encompasses, for example, the Steiner tree problem and the
k-edge-connected network problem. We introduce two heuristics, the tree heuristic and the
improved tree heuristic. These heuristics generalize the minimum spanning tree heuristic
for the Steiner tree problem and Christofides' heuristic for the traveling salesman problem.
We present some worst-case bounds for the ratios between these heuristics and either the
LP relaxation bound or the optimal value itself. These bounds depend on the possible
range for the connectivity types. For example, we show that the survivable network design
problem with connectivity types in {O, 1, 2 or in {0, 1,3} can be approximated within a
factor of 2. In Section 4.4, we present a heuristic for the k-person traveling salesman prob-
lem and we show that it is within of the LP relaxation bound. Finally, in Section 4.5,
we show that most of the bounds we have derived in previous sections are tight. We close
this chapter by providing some partial answers on the question whether the known bound
of 3 for the ratio between the optimal value of the TSP and the Held-Karp lower bound
can be approached arbitrarily closely.
6The worst-case bound derived in [10] is .
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4.2 The Tree Heuristic
The tree heuristic consists in constructing a survivable network as a union of trees. More
precisely, in the kth iteration, we construct a minimum cost tree spanning all vertices for
which ri > k. The resulting network is survivable since, at iteration k, we have at least 1
additional path from i to j if both ri and rj are greater or equal to k. The implementation
of this heuristic can be made more efficient by noticing that several iterations might have
the same vertex set. Formally, the tree heuristic can be described as follows.
Tree Heuristic
Step 1: Compute the shortest path lengths {c'}.
Step 2: Prepare a sorted list L = {po = 0 < p' < P2 < ... < pp}) consisting
of all distinct connectivity types.
Step 3: x := 0;
For k= 1 to p do
* Let Vk := {i E V: ri > Pk)
* Compute Tk = (Vk, Ek), the minimum spanning tree with respect to
{c)} of the complete graph induced by Vk
* Let xe := e + (Pk- Pk-1) for all e E Ek.
Step 4: Use the tranformation described in Theorem 2.3 to obtain a surviv-
able network whose total cost with respect to {ce} is equal to the cost of
x with respect to {cl}.
Step 5: Apply some local improvement heuristic.
Step 1 and 4 reduce the instance into one in which the costs satisfy the triangle
inequality. The tree heuristic is a construction heuristic: it constructs piece by piece a
survivable network. Step 5, which is optional, allows to combine the tree heuristic with
an improvement heuristic - a heuristic which starts from a feasible solution and iteratively
performs some local transformation in order to obtain a solution with smaller total cost.
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Improvement heuristics were proposed by Steiglitz et al. [105] for the general SNDP, by
Monma and Ko [81] for the k-edge-connected network problem (ri = k for all i) and
by Monma and Shallcross [83] for the case where ri E 1,2} for all i. The bottleneck
operation in the tree heuristic is the computation of the shortest path lengths in Step 1.
This can be performed in O(n3 ) operations using the Floyd-Warshall algorithm (see [90]).
As a result, the overall time complexity of the tree heuristic is O(n3 ). However, if the
costs already satisfy the triangle inequality then the complexity is O(pn2 ) since we need
to compute p minimum spanning trees.
4.2.1 The Steiner Tree Problem
When applied to the Steiner tree problem, the heuristic reduces to the minimum spanning
tree heuristic proposed in slightly different versions by Kou et al. [70], Plesnik [91], El-Arbi
[33], and Takahashi and Matsuyama [106]. Their heuristics can be described as follows 7:
Minimum Cost Path Heuristic (Takahashi and Matsuyama [106])
Step 1: Select an arbitrary vertex i E T as the initial tree B. Let T' = {i).
Step 2: While T \ T t $ 0 do
* Determine a vertex j E T closest to B (ties are broken arbitrarily);
* Update B by adding the shortest path joining j to B;
* T'=TU j).
Distance Network Heuristic (Kou et al. [70], Plesnik [91], El-Arbi [33])
Step 1: Compute the shortest path lengths {c}.
Step 2: Compute the minimum spanning tree B with respect to {c'} of the
complete graph induced by T.
Step 3: Construct a subnetwork G of G by replacing each edge in B by the
corresponding shortest path in G (if there are several such paths, pick an
arbitrary one).
7As usual, T denotes the set of terminals
58
CHAPTER 4. WORST-CASE ANALYSIS
Step 4: Determine the minimum spanning tree B for G.
Step 5: Delete from B all Steiner vertices of degree 1. The resulting tree is
the heuristic solution.
When the costs obey the triangle inequality, both heuristics, as well as the tree heuris-
tic, reduce to constructing the minimum spanning tree over T. For arbitrary costs, the
minimum cost path heuristic and the distance network heuristic slightly differ but the cost
of the constructed solution is never greater than the cost of the minimum spanning tree
with respect to {c'}, that is the solution produced by the tree heuristic.
Before analyzing the tree heuristic in its full generality in the next section, we consider
the worst-case analysis of the minimum spanning tree heuristic for the Steiner tree prob-
lem. Kou et al. [70], Plesnik [91], El-Arbi [33], and Takahashi and Matsuyama [106] show
that the ratio between the value of their heuristics and the optimal value of the Steiner
tree problem is bounded by 2- _2, where T denotes the set of terminals. The fact that the
minimum spanning tree is within twice the value of the optimal Steiner tree was actually
first discovered by E.F. Moore in 1968 (see [45]). We now prove the following stronger
result.
Theorem 4.1 For any set {ce} of costs,
Ztree(T) < 2- 2
Zsp(T) - ITI'
where Ztree(T) denotes the value of the tree heuristic (or the minimum cost path heuristic
or the distance network heuristic) when applied to a Steiner tree problem in which T is
the set of terminals and where Zsp(T) is the LP relaxation bound Zs(1T).
Proof:
Using Theorem 2.3, its proof and the structure of the tree heuristic, we can restrict our
attention to instances which satisfy the triangle inequality. In this case, the tree heuristic
reduces to taking a minimum spanning tree over T. Let x* be the optimal solution to
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(Pv(2T)) or (HKI):
2Zsp(T) = Min E Ce e
eEE(T)
subject to:
Z eE2
E Xe= 2
eE({i))
O < Xe
S C T and ISI 2
iET
e E E(T).
By the parsimonious property or Corollary 3.7, the value of x* is precisely 2ZSp(T). As we
have seen in equation (1.5) of Section 1.2.1, given (4.2), the constraints (4.1) are equivalent
to
E X < A1- 1. (4.3)
eEE(S)
The value of the tree heuristic can be expressed as the optimal value of a linear program
by using a complete description of the minimum spanning tree polytope. More precisely,
using Edmonds' complete characterization [28,29], we have:
Ztree(T) = Min E Ce e
eEE(T)
subject to:
(MST) Z X'e<S-1
eEE(S)
E Ze = ITI-1
eEE(T)
0 < Xe
SC T and S 0
(4.5)
e E E(T).
The values Zsp(T) and Zt,,,(T) can be related by noticing that = (1 - F1)x* satisfy
all the constraints of (MST). Indeed, satisfies constraints (4.4) since, by (4.3), we have:
E e (1 1T (4.6)
eEE(S)
Moreover, summing up constraints (4.2) over all i and dividing by 2, we obtain:
(4.1)
(4.2)
(4.4)
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E we= (1- IT I = ITI-1, (4.7)
eEE(T) IT I
i.e. also satisfies (4.5). Therefore, (1- )2Zsp(T) = (2 - )Zv(1T) > Ztree(T).
The values Zsp(T) and Ztree(T) can also be related by using a complete description of
the dominant of the spanning tree polytope. The dominant of a polytope P is defined as
dom(P) = {y: y > x for some x E P). Fulkerson [43] (see Chopra [14] for details) proves
that the dominant of the spanning tree polytope over T can be described by:
E e > p-l (S 1 ,. . .,Sp) partition of T (4.8)
eEb(S ,...,Sp)
0 < e e E E(T), (4.9)
where 6(S1 ,..., Sp) represents the set of edges whose endpoints are in different subsets of
the partition. Since x* satisfies (4.1) then, by adding up the constraints (4.1) corresponding
to each Si and dividing by 2, we obtain:
x > P.
eEb(Si,...,Sp)
Therefore, since p < ITI, x = (1 - ],)x* satisfies (4.8) for any partition and we obtain the
desired result. Notice that, in this case, we have not used the fact that z* satisfies (4.2).
Fulkerson [43] proves that (4.8)-(4.9) constitutes a complete description of the domi-
nant of the spanning tree polytope by using the fact that 2k-edge-connected multigraphs
possess k edge-disjoint spanning trees (Tutte [107], Nash-Williams [85] and Edmonds [26]).
This result can also be used to give a non-polyhedral proof of the relation between Zsp(T)
and ZTree(T). 0
4.2.2 The General Case
We can use Theorem 4.1 to perform a worst-case analysis of the tree heuristic for the
general survivable network design problem.
Theorem 4.2 For any set {Ce) of costs,
z,(_) I< 2- kE Zr) - IV I k-1 Pk
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where Ztree(r) denotes the value of the tree heuristic when the connectivity types are given
by the vector r, and Pi and V1 are defined in Steps 2 and S of the tree heuristic.
Proof:
As in Theorem 4.1, we assume without loss of generality that the costs satisfy the triangle
inequality. Therefore, Ztree(r) can be expressed by:
p
Ztree(r) = (pk - Pk-1)ZMST(Vk) (4.10)
k=1
where ZMST(Vk) denotes the cost of the minimum spanning tree over Vk. From Theo-
rem 4.1, we know that ZMsp(Vk) < (2 - 2 Zsp(Vk). But,
ZSp(Vk) = Z0(lvk) = ZO(PklVk) (4.11)
Combining (4.10) and (4.11), we obtain:
Ztree() < 2- Pk - Pk Z(pkv). (4.12)
I Ii k=
Since, by definition of Vk, the requirements in pklVk are less or equal to the requirements
in r, ZO(Pklvk) < Z(r). Therefore,
Ztre()< (2 - 2 Pk - Pk-1i(
which proves the t eorem. 
which proves the theorem. D
Since the bound in Theorem 4.2 might be slightly intimidating, we present in Table 4.1
a few special cases.
In the next theorem, we compare the value of the tree heuristic to the optimal value
rather than the LP relaxation bound. We show that when some vertex has a connectivity
type of 1, we can lower the constant of Theorem 4.2 by one unit. Although LP relaxations
do not appear in the statement of Theorem 4.3, they play a priviledged role in its proof.
Theorem 4.3 If pi = 1 and p > 2 then
Zte(e) (2-_ (f Pk - Pk-1 _ _
IZ(r) PI7l k=1 k  2
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{0,1} 2
{0, 1,2} 3
{0,1,3} 3o
{0,2,3} 8
{0, 1, 2,3} 11
{O,k} 2
Table 4.1: A few special cases of Theorem 4.2.
B
Figure 4.1: Example in the proof of Theorem 4.3.
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where V1 = {i E V : ri > 1}.
Proof:
Consider the optimal solution x* to (IP0(r)). This optimal network consists of a maximal
2-connected block at which trees are attached (see Figure 4.1). Moreover, this block
spans a set B of vertices containing V2 (the set of vertices whose connectivity types is at
least P2). We decompose x* into the sum of two vectors y and z in the following manner:
Y,= if eEE(B)
O otherwise
and
ifeE E(B)
Za -= 
x* otherwise.
Clearly, x* = y + z. The crucial observation is that, by definition of B, 2y is a feasible
solution to (Po(p2lv 2 )) while z is a feasible solution to (PO(lv1 )). Hence,
IZ(r) = E Cee Cey, + E cz > Z(p2Iv,) + Z(lv, ) (4.13)
eEE eEE eEE
Combining inequality (4.12) from the proof of Theorem 4.2, inequality (4.13) and the fact
that ZO(pklvk) < IZo(r), we obtain:
Ztree(r) < (2- Pk - P- ZO(pklvk)
IV1( k=l Pk
(2- 2 ) (Z(v) + Pk - Pk-i zO(Pk!V)
k=2 P
+ E Pk-Pk-i ZO(pklv,)
k=3 Pk
( 2 ) (k P Pk ) IZ(r)
( 2 /P Pk -
- (2 - )( EZk Pl 2 IZo( ), (4.14)
where we have used the fact that p2 I - 1> 0 since P2 > 2. 0P2 2 -
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As a corollary, we obtain that the tree heuristic is within twice the value of the optimal
solution not only for the Steiner tree problem but also for the case in which ri E {0, 1, 2}
for all i E V.
Corollary 4.4 If ri E {0, 1, 2} for all i E V then
Ztree(r) 2
IZO(r) - IVl'
Table 4.2 summarizes a few special cases of Theorem 4.3. One might ask whether a
r || Ztree() <
{0,1,2} 2
{0,1,3}
{0,1,2,3} 8
Table 4.2: A few special cases of Theorem 4.3.
similar improvement can be obtained when no vertex has a connectivity type of 1 unit. In
Corollary 4.14, we present some conditions under which such an improvement is impossible.
This is for example the case when ri E {0, 2, k} for all i and some k > 2.
4.3 The Improved Tree Heuristic
Our second heuristic, the improved tree heuristic, improves upon the tree heuristic in the
worst-case when there is some gap in the sequence {po = 0 < p < p2 < ... < pp}. The
improved tree heuristic generalizes Christofides' heuristic [16] for the traveling salesman
problem in the same way as the tree heuristic generalizes the minimum spanning tree
heuristic for the Steiner tree problem [33,70,91,106]. The improved tree heuristic can be
described as follows:
Improved Tree Heuristic
Step 1: Compute the shortest path lengths {ce).
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Step 2: Prepare a sorted list L = {po = 0 < P < P2 < ... < pp} consisting
of all distinct connectivity types.
Step 3: z := 0;
For k = 1 to p do
* Let Vk :={i E V:ri > Pk}
* Compute Tk = (Vk, Ek), the minimum spanning tree with respect to
{c'} of the complete graph induced by Vk.
* If Pk = Pk- + 1 then , :=, +1 for all e E Ek.
Else
- Let Ok be the vertices of odd degree in Tk.
- Compute Mk = (Ok, Ek), the minimum weight matching with
respect to {c') of the complete graph induced by Ok.
- Let x := e + [Pk-Pk-I] for all e E Ek.
- Let ze := + '[Pkk- lj for all e E Ek.
Step 4: Use the tranformation described in Theorem 2.3 to obtain a surviv-
able network whose total cost with respect to {Ce} is equal to the cost of
x with respect to {c'}.
Step 5: Apply some local improvement heuristic.
In other words, whenever we would like to increase the edge-connectivity between
vertices in Vk by 2 units, we add to the current solution a minimum spanning tree Tk as
well as a minimum weight matching Mk on the odd degree vertices of Tk. Since the union
of Tk and Mk is Eulerian and, hence, 2-edge-connected, the resulting network has at least
2 more edge-disjoint paths between any pair of vertices in Vk. If there are no gaps in
the sequence L, the improved tree heuristic reduces to the tree heuristic. Otherwise, its
overall time complexity is O(rn3 ) where r denotes the number of gaps in L.
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4.3.1 The Traveling Salesman Problem
When applied to the 2-connected network problem or the traveling salesman problem, the
improved tree heuristic reduces to Christofides's heuristic [16] without the shortcutting
step. Christofides shows that the value of his heuristic is within of the value of the
optimal tour. This result was strengthened independently by Wolsey [111] and later by
Shmoys and Williamson [97]. They show that the ratio between the value of Christofides'
heuristic and the Held-Karp lower bound is always less or equal to . Wolsey's proof is
based on a complete description of the chinese postman polytope obtained by Edmonds
and Johnson [31] while Shmoys and Williamson's proof is based on the monotonicity
of the Held-Karp lower bound proved in Theorem 2.7. Both Wolsey's and Shmoys and
Williamson's proof can be modified to show that the bound is actually 3 - instead of 3.
Theorem 4.5 (Wolsey [111] and Shmoys and Williamson [97]) If the costs obey the
triangle inequality then
ZChr 3 1
ZHK 2 n'
where ZChr represents the value of Christofides' heuristic, ZHK represents the value of the
Held-Karp lower bound and n represents the number of vertices.
For completeness, we present a proof similar to Shmoys and Williamson's proof.
Proof:
By definition, ZChr = ZT + ZM where ZT is the cost of the minimum spanning tree T and
ZM is the cost of the minimum weight matching on the odd degree vertices of T.
Claim 4.1 ZT < (1- ) ZHK.
Let x* be an optimal solution to the linear program (HK1) (or (Pv(2)) or
(HK2)) of the Held-Karp lower bound given in Section 1.2.1. Using the same
argument as in the proof of Theorem 4.1, = (1 - )z' is feasible for the
spanning tree polytope and, hence, the cost of constitutes an upper bound
on ZT. o
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Claim 4.2 ZM < ZHK.
Let O be the subset of vertices of odd degree in the minimum spanning tree
T. By the complete dessription of the perfect matching polytope (Edmonds
[25]), ZM is equal to:
ZM = Min E ceXe
eEE(O)
subject to:
> 1 S C 0 and ISI odd
eE6(S)
e =1 i EO
eE6({i))
O < Xe e E E(O).
Therefore, ZM < ZV(1i) = Zv(2_o). By the monotonicity of the Held-Karp
lower bound (Theorem 2.7), we have Zv(20) < Zv(2) = ZHK. o
The proof is completed by combining both claims. o
Combining the previous Lemma with Corollary 3.2, we obtain:
Corollary 4.6 (Frederickson and Ja'Ja' [41]) Under the triangle inequality,
ZChr 3 1
Z2-c - 2 n
where Z 2-C is the optimal value IZO(2) of the 2-connected network problem.
4.3.2 The General Case
In the next theorem, we present a worst-case analysis of the improved tree heuristic for
the survivable network design problem.
Theorem 4.7 For any set {cc} of costs,
Zimp(r) < £ f(Pk - Pk-1)
ZO () k=l Pk
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where Zimp(r) denotes the value of the improved tree heuristic when the connectivity types
are given by the vector r and f(l) = 3l if I is even and f(l) = 31 + if I is odd.
Proof:
The value Zimp() of the tree heuristic is given by:
Zimp(r) = E 1 2 1 ZMST(Vk) + L [ 2 ZM(Ok), (4.15)
k=1 2 k1
where ZM(Ok) represents the cost of the minimum cost matching on Ok. From Theo-
rem 4.2 (see equation (4.11)), we know that
2
ZMST(Vk) < -Z(Pklk)- (4.16)
Pk
Moreover,
1
ZM(Ok) < ZO, (vk) Z 1) = ZO()= Z(PklV,), (4.17)Pk(4.17)
where the first inequality follows from the complete description of the perfect matching
polytope due to Edmonds [25] (see proof of Theorem 4.5 for details) and the second
inequality follows from the monotonicity property expressed in Theorem 2.6. Combining
equations (4.15), (4.16) and (4.17) and the fact that Z0(pklvk) < ZO(r) we obtain
Zimp(r) < (2 [Pk - Pk-1] + . Pk-Pk-1) f(Pk - Pk-1)z~( + =k--
ZO(r) k=1 Pk 2 Pk 2 k=l Pk
For the Steiner k-edge-connected network problem, we obtain:
Corollary 4.8 If ri E {0, k} for all i E V and some k then
Zimp(r) [|3 for k even,
Zp(r) < 2
Zo(r) | 3 + 1 for k odd.
Using the same technique as in Theorem 4.3, we can improve the constant in Theo-
rem 4.7 when pi = 1, provided that we compare the heuristic value to the optimal value
rather than the LP relaxation bound.
Theorem 4.9 If pi = 1 and p > 2 then
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Zimp(r) i< f ( P k - Pk - 1)
IZO(r) < Pk
where f(.) is defined in Theorem 4.7.
Proof:
The proof is identical to the proof of Theorem 4.3 except that equation (4.14) becomes:
Zimp(r) < E f(pk - Pk-)Z0(Pklvv)
k-= PkE
z (z (r) + f(p k - 1) (1)
< =( f k=2 PPk
_- ( f(Pk - -1) 1) PZ(1)
where we have used the fact that f(Pz21) - 1>0 since p2 > 2. 0
Zimp () 22)
<2.
IO(r)
This corollary also generalizes the result on the worst-'case analysis of the Steiner tree
problem. In Table 4.3, we have summarized for a few special cases the worst-case bounds
given in Theorems 4.2, 4.3, 4.7 and 4.9.
4.4 The k-Person Traveling Salesman Problem
For the k-person traveling salesman problem described in Section 1.3, Frieze [42] gives an
extension of Christofides' heuristic.
Constrained Spanning Tree Heuristic (Frieze [42])
70
CHAPTER 4. WORST-CASE ANALYSIS
Ztre(T) zte(r) _Z imp_ _ < _ r_ <
Z_ (r) IZ(r) -I IZ(r)
{0,1} 2 2 2 2
{0,1,2} 3 2 3 2
{0, 1, 3} 1o 3 2
{ 0, 2, 3} 8 8 13 13
{0, 1, 2, 3} 11 8 11 83 5 s 3
{0, k}, k even 2 2 3 3
{0,k}, k odd 2 2 3+3 + 
Table 4.3: A few special cases of Theorems 4.2, 4.3, 4.7 and 4.9.
Step 1: Find a spanning tree T of minimum cost among those that have 2k
edges incident to vertex 1.
Step 2: Let O be the set of odd degree vertices in T. Construct the minimum
weight perfect matching M in the subgraph induced by O.
Step 3: Let G be the union of T and M. Construct an Eulerian cycle EC of
G, i.e. a cycle that uses every edge of G exactly once.
Step 4: Let U be the set of nodes incident to vertex 1 in T. Suppose that the
Eulerian cycle follows the sequence: 1 = i, w2, ... Wm = 1. Follow the
sequence deleting a node wi if either
1. wi $ 1 and wi has appeared before, or
2. wi E U and 1 {wi-1, wi+l}.
The resulting vertex sequence defines the heuristic k-person tour.
Step 1 can be implemented in O(n 2 ) time using an algorithm of Glover and Klingman
[46] and, due to step 2, the overall time complexity of this algorithm is O(n3). Frieze
shows that this heuristic achieves a worst-case bound of 3 under the triangle inequality.
In the constrained spanning tree heuristic, the reason why Step 4 works is that the
graph constructed in Step 1 is connected and has degree 2k at vertex 1. Any other
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combinatorial object with these 2 properties could be used to define another heuristic.
For example, using k k-trees as defined in Section 1.3, we propose a variant of the
constrained spanning tree heuristic obtained by replacing Step 1 by:
k + k-tree Heuristic
Step 1': Find a minimum cost k+k-tree.
Steps 2, 3 and 4 are identical to those of the constrained spanning tree heuristic. As we
have shown in Section 1.3, minimum cost k+k-trees can be found in polynomial time
([28,30]).
In the next theorem, we compare the value of the k+k-tree heuristic to the lower bound
Zklp presented in Section 1.3.
Theorem 4.11 Under the triangle inequality,
ZH 3
Zklp - 2
where ZH denotes the value of the k+k-tree heuristic.
Proof:
The proof is similar to the proof of Theorem 4.5. By construction and the triangle in-
equality, ZH < Zkt + ZM where Zkt is the cost of the optimal k+ k-tree T and ZM is the
cost of the minimum weight matching on the set O of odd degree vertices of T.
Claim 4.3 Zkt < Zklp.
This result directly follows from any of our equivalent definitions of Zklp
presented in Section 1.3. o
Claim 4.4 ZM < Zklp.
As we have seen in the proof of Theorem 4.5, ZM < Zv(b ) = ZV(2O)
By the parsimonious property, we have Zv(2o) = Z(2o). Moreover, since
(P 1)(2)) with al = 2k as defined in Section 2.2 is tighter than (PO(2o)), we
have ZO(2 0 ) < Zol)(2). But, by the generalization of the parsimonious prop-
erty expressed in Theorem 2.4, Zl)(2) = Z 1)(2). The fact that Z?1 (2) <
Zklp completes the proof of the claim. o
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The result follows by combining both claims. 0
4.5 Tightness of the Bounds
In this section, we investigate whether some of the bounds given in the previous sections
are tight.
4.5.1 The Tree Heuristic
Theorem 4.12 The bound given in Theorem 4.1 is symmetrically tight in the sense that,
for any set T, there exist instances for which
IZO(IT) 2 2
ZsP(T) ITI'
and other instances for which
Ztree(T) _ 2 2
IZo(iT) IT
Proof:
The tree heuristic attains the worst-case bound when there is one Steiner vertex linked
to all other vertices by edges of cost 1, while all other edges have cost 2 (see Figure 4.2).
Figure 4.2 shows that the heuristic has value 2(ITI - 1) while the optimal Steiner tree has
value ITI.
In order to show that the cost of the optimum Steiner tree can be (2 - T ) times the
value of its LP relaxation value, consider the minimum spanning tree problem on T with
ce = 2 for all e E E (see Figure 4.3). Clearly, the optimal Steiner tree has value 2(ITI- 1),
while the optimum solution of the LP relaxation is obtained by setting xe = 0.5 along
some Hamiltonian cycle, resulting in a total cost of ITI. o
We now consider the question whether the bound in Theorem 4.2 is tight. For a given
set L = {po = 0, P1, P2, ... , pp} of distinct connectivity types, let
f(L) = sup
I:riEL ViEV ZO(r)
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(a) Problem instance (b) Optimal Steiner tree (c) Heuristic solution
:~ Steiner vertex
·-. O edge of cost 1
0 0 edge of cost 2
Figure 4.2: Worst-case instance for the tree heuristic for the Steiner tree problem.
O-----Q
0
'0 - 0,~~I
0 -----. 
(a) Problem instance (b) Optimal Steiner tree (c) LP optimal solution
0-~O edge of cost 2 O -- 0 weight of 0.5
Figure 4.3: Worst-case instance for the undirected LP relaxation for the Steiner tree
problem.
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where the supremum is taken over all instances whose connectivity types are within L.
Notice that f({O, p1,P2,..., pp}) = f({Pl,p2, . . . ,pp}) since vertices whose connectivity
type is 0 affect neither the heuristic nor the LP relaxation. Theorem 4.2 implies that
f({po = O,P1,P2, .. pp}) < 2 ( P -Pk-)-
In the next theorem, we show that this bound can be achieved in some cases.
Theorem 4.13 Ife . . . P and 2PP are integers then
PI' P2 ''''' Pp-2 Pp-1
f({P = P1 P2 .. Pp=})2=( Pk - Pk-)
Proof:
Using Theorem 4.2, we need to construct a family of instances for which the ratio ti(
is arbitrarily close to 2 ( P Pk--Pk-l ). Our family is parametrized by q.k=l Pk '
Let ak = Pk+l for k = 1,... p - 1. The following procedure constructs an instance
Pk
whose connectivity types are in {Pl,..., Pp).
Step 1: Take a 2cap_l-connected 2cap_l-regular graph GP with q vertices and acp-lq edges.
Assign each vertex of GP a connectivity type of pp. The existence of such a graph for
an infinite set of values of q can be shown by induction. Indeed, the complete graph
on 2 p_1 + 1 vertices is certainly 2pl-regular and 2capl-connected. Moreover,
given a 2p_l-regular 2ap_l-connected graph, by replacing one vertex by a com-
plete graph on 2 p-1 vertices and joining the new vertices to the neighbors of the
removed vertex (see Figure 4.4), we obtain a 2ap_l-regular 2cep_l-connected graph
with 2cep_l - 1 additional vertices.
Step 2: Replace each edge of GP by a path with q internal vertices. Each internal vertex
is assigned a connectivity type of pp-. Denote the resulting graph by G P - ' .
Step 3: For k = p- 2 downto 1 do:
* Replace all edges of Gk+l by cak parallel paths, each containing q internal
vertices of connectivity type Pk. Denote the resulting graph by Gk.
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Figure 4.4: How to generate k-connected k-regular graphs.
Step 4: Let Ce (e = (i,j)) be the number of edges in the shortest path in G1 from i to j.
To illustrate the procedure, we have depicted in Figure 4.5 the graph G1 corresponding
to the connectivity types {1, 2,3}.
Let Nk and Mk denote the number of vertices and edges of Gk. It is easy to check that
Np = q, Mp = aplq, Np_1 = Np + Mpq p q2 and Mp-1 = Mp(q + 1) pi q2 , wherePP 1p--1 Pp--l ,
xz y if, as q goes to oo, goes to 1. Moreover, Nk = Nk+l + Mk+lakq P. qp+l-k andy v ~~~~~~~Pk
Mk = Mk+lck(q + 1) fPqp+l-k for k = p - 2,..., 1. As we might have expected since
most vertices in Gk have degree 2, we have that Nk Mk.
Since each edge of Gk is eventually divided into paths of length (q + )k-l1, the cost ce
of the edge between any two adjacent vertices of Gk is (q + l)k-1. Therefore, the cost of
the tree heuristic solution is equal to:
P p
Ztree(r) = Z(Pk - pk-1)(Nk- 1)(q + 1) k - l ppqp Pk - Pk-1
k=1 k-i Pk
Before exhibiting a feasible solution to (Po(r)), we investigate the connectivity prop-
erties of G1.
Claim 4.5 In G k (1 k < p- 1), there are Aijk -= 2 edge-disjoint paths between any
Pk
vertex of connectivity type pi and any vertex of connectivity type pj for k < i < j.
The proof is by backwards induction on the value of k. The claim follows
from the fact that, by construction of Gk,
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ivity types
3
2
1
Figure 4.5: Graph G1 for L = {1, 2, 3 and q = 4.
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Aijk = akAij,k+l
for i,j > k+ 1, and from the fact that Aijk = 2 when i, j > k and, either i = k
or j = k. o
By assigning a weight xe of "I to every edge of G1 and a zero weight otherwise, we obtain a
feasible solution to the LP relaxation (Po(r)) since, by the claim, we have 2i edge-disjoint
paths in G1 between any vertex of connectivity type pi and any vertex of connectivity type
pj for i < j. By computing the cost of this solution, we obtain:
Zo (r) < P2M1 P P qP.2 2
Therefore, as q -- oo, we have
Ztree(r) P Pk - Pk-1
Z () g2 Pk
which combined with Theorem 4.2 completes the proof of Theorem 4.13. 0
Notice that when PI is even, the feasible solution for the LP relaxation constructed in
Theorem 4.13 is actually integral. Therefore, we have:
Corollary 4.14 If 2, a , ,. .. , PP-' and 2PD are integers then the bound2' P' P '''' Pp-2 Pp-i1
Ztree(r) < 2 Pk - Pk-1
IZo(r) | / k=l Pk }
given in Theorem 4.2 can be approached arbitrarily closely.
We would like to emphasize that our worst-case analyses rely on comparing the value
of the heuristic solution either to the LP relaxation bound or to the optimal value. The-
orem 4.13 does not imply that the the corresponding bound for the ratio between the
optimal value and the LP relaxation bound is tight. In fact, we strongly believe that, in
most cases, these bounds are not tight and that better heuristics in the worst-case could
be devised.
From Theorem 4.13 we can derive the following result.
1. f(0,20 ,21 ,...,2P-1) =p+ I for any p > 1,
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2. f(, 1, 2,..., rmax) = (log rmax),
3. sup f(O,pl,...,pp) = e(p), where Zp denotes the set of instances with at most p
'p
distinct connectivity types.
Proof:
* 1 follows directly from Theorem 4.13.
* By Theorem 4.2,
f(O, 1, 2, . . ., rmax) < 2 ( k) = O(log raw)
Moreover, by definition of f(.), f(L) > f(L') whenever L D L'. Therefore, by 1,
f(O, 1, 2 ,..., rmax) > f(O, 20 , 21 ,..., 2 Log2 rmaIJ)
= [log2 rma .J + 2 = Q(log rma,)
Combining (4.18) and (4.19), we get 2.
* By Theorem 4.2, f(O, p,...,pp) 2(Ep=l P -Pk- ) < 2p.k Moreover, using 1,
sup f(O, pi,..., pp) > f(O, 20, 21,...,2P-1) = p + 1. This proves 3.
Ip
In general, the bound given in Theorem 4.2 is not tight. However, we can prove the
following result.
Theorem 4.16 Let {Al < p2 < . .. ,ptj be such that Pt > pp and a a,. l - and
-- ~lI1' ar2 ' ' ' '' T/t-2
2 i't are integers. ThenAt-1
f({Po =O,pl,P2,...,pp}) > 2 Pk - Pk-1
-(pk) '
where P(Pk) = min{pi : pi > Pk}-
Proof:
Without loss of generality, we can assume that, for each i = 1, ... , t - 1, there exists k
such that pi < Pk < Pi+l. In other words, there exists k such that (pk) = i+l-
(4.18)
(4.19)
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We construct a family of instances whose connectivity types are in {P1, P2, .. , pp} by
using the same procedure as in Theorem 4.13, except that the a's are now defined with
respect to the p's, i.e. ak = k+1 for k = 1,...,t - 1, and the connectivity type of the
newly added vertices in Gk is P(pk) where P(Pk) = max{pj : pj < k}. By the same
argument as in Theorem 4.13, we obtain that Nk ~ Mk qt+l- k Therefore,
Ztre.(_) ~ pjqt E P(Ak) - p(Ak-1)
k=l Pk
t Pk - Pk-1
k= '(Pk)
while
Zo(r) < 1Ml t qt.
Hence,
Ztree(r) 2 Pk - Pk-1
Zo(r) k-i P(Pk)
Examples:
As a "random" example, consider the set L = {O, 1, 2, 3, 5, 7, 11, 13, 17, 19} of connectivity
types. Theorem 4.2 implies that f(L) < 32756701 = 6.754... while Theorem 4.16 with
/1 = 1, /P2 = 2, P3 = 4, P4 = 8, p5 = 16 and 1~ = 24 gives a lower bound of 23 = 5.75 on
f(L).
For L = {0, 6, 37), Theorem 4.2 gives f(L) < 136 = 3.675.... For p1 = 6 and P2 = 39,
Theorem 4.16 implies f({0,6,37}) > 14 = 3.589... while, for pll = 37 and p2 = 37
(nothing prevents fractional pi's in Theorem 4.16), we have f({O, 6, 37)) > 1344 = 3.621 ....
4.5.2 The Held-Karp Lower Bound
In Theorem 4.5, we have shown that if the costs obey the triangle inequality then
ZChr 3 1
ZHK -`2 n
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where ZChr represents the value of Christofides' heuristic and ZHK represents the value of
the Held-Karp lower bound. Cornujols and Nemhauser [21] present a family of instances
for which
ZCh, 3 1
ZTSP 2 n
where ZTSP is the value of the optimal tour. An outstanding open question is whether
the bound in Theorem 4.5 is symmetrically tight, that is whether could be equal to
3 1or, at least, approach 3 1 arbitrarily closely. Although this question is not yet
2 n 2 oratlestnaproch~2
settled, we provide in this subsection some partial answerss .
Before considering the ratio H:, we summarize some very nice results due to Monma,
Munson and Pulleyblank [82] on the relationship between the 2-connected network prob-
lem and the traveling salesman problem. They first show that, whenever the costs satisfy
the triangle inequality, there exists an optimal 2-connected network G such that
1. every vertex of G has degree 2 or 3,
2. G is edge minimal, i.e. deleting any edge leaves a bridge9,
3. deleting any pair of edges leaves a bridge in one of the resultant connected compo-
nents.
We say that a 2-connected network satisfies Property A if it satisfies the above 3 condi-
tions. Monma, Munson and Pulleyblank [82] also prove that any 2-connected network G
with Property A is the unique optimal network for the 2-connected network problem cor-
responding to the canonical cost function associated with G. This particular cost function
is obtained by letting cj equal the number of edges in the shortest path in G between i
and j. Moreover, in proving this result, they show that, for any canonical cost function
associated with a 2-connected network G with Property A, the value ZHK of the Held-
Karp lower bound is exactly equal to the value Z 2-C of the optimal 2-connected network.
In their search for the worst-case value of z , they argue that they can restrict their
sActually, we raise more questions than provide answers.
9A bridge is an edge the removal of which disconnects the graph.
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attention to canonical cost functions arising from 2-connected networks with Property A
and prove that < 4. As a result, for canonical cost functions associated with 2-
connected networks with Property A, we have Z-T < 4. However, for the Held-Karp
lower bound, it is not known whether we can restrict our attention to this special class
of cost functions and therefore this does not prove that, in general, Zs < 4. Monma
et al. [82] also present a family of instances for which Z = 4 = where3k+3 3 n+
n = 3k + 2 for some k. These instances are obtained by considering the canonical cost
function associated with a graph G on 3k + 2 vertices consisting of 3 disjoint paths with k
internal vertices and common endpoints (see Figure 4.6). As a result, these instances also
achieve a bound of n+lfor the ratio . In fact, we conjecture that and not 3
is the asymptotic worst-case value of Z (see also Williamson [109]). If this conjecture
were true, it might imply the existence of a 4-approximation algorithm for the traveling
salesman problem under the triangle inequality.
ooo _ -
ooo 0"0
k vertices
Figure 4.6: Worst-case instance for Z2 .
In the rest of this subsection, we show that, in our search of instances satisfying
ZTSP = ( - )ZHK, we can restrict our attention to canonical cost functions arising
from a special class of graphs.
Theorem 4.17 If
ZTSP = ) ZHK2 nZH
then
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1. ZHK = ncmin where cmin = min c,,
eEE
2. ZTSP = ( n - 1)cmin,
3. Gmin = (V, Emin), where Emin = {e E E: ce = cmin), has.a nonempty subtour
polytope, i.e. there eists {xe e E Emin) such that:
eE6(S)
=
2
eE6({i})
O < Xe
SCV and IS > 2
i EV
e E Emin.
Before proving the theorem, we need an elementary but powerful lemma.
Lemma 4.18 If x* is an optimal solution to
Z = Max cZ
subject to:
(P) aix < bi i E I
ith ai <bi for I, then * is also an optimal solution to
with aix* < bi for i E I*, then z* is also an optimal solution to
Z' = Max cx
subject to:
(P') aix < bi
O < .
As a consequence, Z = Z'.
Proof:
Clearly Z < Z'. Let u* be an optimal solution to the dual of (P). By complementary
slackness, u'(bi - aix*) = 0 which implies that u = 0 for i E I'*. Therefore, u' = u? : i E
I \ I*) is a feasible dual solution to (P'). By construction, the value of either u* or u' is
(SP)
i E I \ I*
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equal to Z and, hence, by strong duality Z' < Z. Therefore, Z' = Z and z* is an optimal
solution to (P'). O
Of course, the same lemma applies to linear programs in other forms.
Proof of Theorem 4.17:
Consider an instance satisfying
ZTSP = - 1 ZHK.
By Theorem 4.5, we know that ZT = (1- -) ZHK and ZM= ½ZHK. In Theorem 4.1 or
Claim 4.1, we have shown that, if x* is an optimal solution to the linear program (HK1 )
defining ZHK, then x = (1- ) xz is a feasible solution to the linear program (MST)
described on page 60 (replace T by V). Furthermore, since ZT = (1-) ZHK, is
also optimal. However, as expressed in (4.6), all constraints (4.4) are satisfied strictly by
i. Therefore, by Lemma 4.18, we know that these constraints can be removed without
affecting the value of the linear program. Hence,
ZT = Min E Cee
eEE
subject to:
Z' Xe = n- 1
eEE
O e eE E.
But, the optimal value of this linear program is trivially equal to (n - 1)cmin implying
that ZHK = ncmin and ZTSP = (3n - 1)cmin. This proves 1 and 2. Moreover, since
ZHK = ncmi and 'eEE zX = n, we must have that zx = 0 whenever c, > crri,. As a
result, x* belongs to the subtour polytope corresponding to Gine. m A
Analogously to Chvital's weakly Hamiltonian graphs [19], we say that a graph is mildly
Hamiltonian if its subtour polytope is nonempty. Condition 3 of Theorem 4.17 says that
Gmin is mildly Hamiltonian if ZTSP = ( 3 - ) ZHK. When Gmin is mildly Hamiltonian,
the costs of the edges not in Gmin don't affect the value of the Held-Karp lower bound.
However, they affect the value of the optimal tour. As a result, we can assume that the
cost of any edge (i, j) not present in Gmin is as high as possible, i.e. it must be equal to
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Cmin times the number of edges in the shortest path in Gmin between i and j. In other
words, the cost function is a multiple of the canonical cost function associated with Gmin.
Corollary 4.19 In deciding whether
ZTSP = -n ZHK
holds for some instance, we can restrict our attention to canonical cost functions arising
from mildly Hamiltonian graphs.
Although this corollary gives a partial answer, we were unable to prove or disprove whether
ZTSP could be equal to (2 ) ZHK.
We conclude this chapter by mentioning two related open questions. The first one is
whether we can restrict our attention to canonical cost functions to evaluate the worst-case
value of Z-T . The second is whether the traveling salesman problem with a canonical
cost function is easier to approximate than the traveling salesman problem with triangle
inequality.
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Chapter 5
Probabilistic Analysis
The worst-case analysis, as performed in Chapter 4, does not capture the puzzling tightness
in practice of certain LP relaxation bounds such as the Held-Karp lower bound. In order
to get a theoretical explanation of such phenomena and others, we explore in this chapter
the situation in which the problem instances are drawn from some probability distribution.
5.1 Euclidean Model and Literature Review
The specific probabilistic model we consider is known as the Euclidean model. In this
model, the vertices of the problem instance are points in a d-dimensional Euclidean space,
their locations are drawn identically and independently from some distribution, often the
uniform distribution, and the role of the cost function is played by the Euclidean metric.
This is a fairly realistic model for routing and network design problems such as the ones
considered in this thesis.
The area of probabilistic analysis under the Euclidean model has its origin in the
pioneering paper by Beardwood, Halton and Hammersley (BHH) [7]. The authors char-
acterize very sharply the asymptotic behavior of the traveling salesman problem if the
points are identically and independently distributed in the Euclidean plane or, more gen-
erally, in Rd. When d = 2, they show that if {Xi)} 1 < i < oo are independent uniform
random variables over the unit square and Ln denotes the value of the optimal tour over
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{X,...,X,j} then there exists a constant PTSP such that, almost surely,
lim = PfTSP
n oo \
Karp [67] demonstrates the importance of this early work by proposing partitioning
schemes for the TSP that produce feasible tours whose absolute error grows more slowly
than ,. Therefore, for random Euclidean instances, the BHH theorem implies that the
relative error tends to 0 almost surely.
In his probabilistic analysis of the matching problem, Papadimitriou [89] takes the
first step in trying to isolate the crucial properties used in the original proof of the BHH
theorem. This first attempt was brought to fruition by Steele [100], where he analyzes a
general class of combinatorial optimization problems by developing the notion of subad-
ditive Euclidean functionals. In recent years, new proof techniques have been proposed
to sharpen the results and simplify the proofs. The Efron-Stein inequality [32] is used in
Steele [101] to prove a stronger form of convergence and in Karp and Steele [68] to simplify
the proof of the BHH theorem. Even more recently, martingale inequalities are being used
as a substitute for the Efron-Stein inequality [94,102] and to prove large deviation results
[94,95,103].
In Section 5.2, we present Steele's result [100] on the asymptotic behavior of subad-
ditive Euclidean functionals. We also present a generalization of his result specifically
designed for the probabilistic analysis of linear programming relaxations and provide a
simple proof of it and illustrations of its power. In Section 5.3, we analyze probabilisti-
cally the Held-Karp lower bound. We consider both uniform and non-uniform distributions
over a d-dimensional Euclidean space. Our results imply that the relative error between
the Held-Karp lower bound and the value of the optimal tour is almost surely a con-
stant. Theoretical and empirical bounds on this constant are given. We also deduce from
this probabilistic analysis that, under this Euclidean model, the undirected relaxation for
the Steiner tree problem is almost surely very loose. Section 5.4 generalizes these re-
sults to the LP relaxation of the survivable network design problem. Finally, we propose
asymptotically optimal partitioning schemes for computing these LP relaxations bounds
in Section 5.5.
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5.2 Asymptotic Behavior of Euclidean Functionals
5.2.1 Review of Stochastic Convergence
Let Y1, Y2,... be a sequence of random variables and let Y be a random variable. Y is
said to converge in probability if, for every e > 0, we have
lim Pr (Y, - Y > ) = 0.
Almost sure convergence (also called convergence with probability 1) is a stronger notion
of convergence. We say that Y, almost surely converges to Y if
Pr (limsupYn = Y = liminfYn) = 1.
n-- oo n- oo
Equivalently, Y, almost surely converges to Y if
lim Pr sup Ym - Y >- 0.
A key tool in the proof of almost sure convergence is the Borel-Cantelli Lemma: If, for
every e > 0,
oo
Pr (Yn-Y > ) < oo
n=l
then Yn almost surely converges to Y. The condition of the Borel-Cantelli Lemma is not
necessary for almost sure convergence. When it holds, i.e. when, for every e > 0,
Pr(lYn -YI > e) < oo
n=l
Yn is said to converge completely to Y.
5.2.2 Steele's Theorem
In this chapter, a functional L is a mapping from finite subsets of Rd to R. For A =
{x, ..., ,n}, we indifferently write L(A) or L(xl,...,z,). Before presenting Steele's re-
sults on the asymptotic behavior of Euclidean functionals [100], we need several definitions.
Definition 5.1 (Euclidean) A functional L is Euclidean if
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L(axl,a, ., aX,) = aL(xl, 2,.. ., ,)
for all a > 0 and L(xi + , 2 + X,..., x + ) = L(xl,x 2 ,..., X) for all E Rd.
Definition 5.2 (monotone) A functional L is monotone if L(A U {z}) > L(A) for all
x E Rd and for all finite sets A C Rd.
Definition 5.3 (finite variance) A functional L has finite variance if, for every n,
Var[L(X(n))] < oo where X( n) is a set of n uniformly and identically distributed points
in Rd.
Definition 5.4 (subadditive) Let {Qi : 1 < i < md} be a partition of the d-cube [0, 1]d
into md identical subcubes with edges parallel to the aes. A functional L is subadditive
if there exists a constant C > 0 such that V m E N \ {0}, we have
md
L({xl,.., , n} n [0, 1]d) < L(1, .,Xn} n Qi) + Cmd- . (5.1)
i=l
Definition 5.5 (scale bounded) A functional L is scale bounded if there is a constant
B1 such that
L(xl,.. ., n) < B1
n(d-1)/d -
for all n > 1 and (x1,..., ,} C [0, 1]d
Definition 5.6 (simply subadditive) A functional L is simply subadditive if there is
a constant B2 such that
L(Ai U A 2) < L(A 1) + L(A 2) + B 2,
for any finite disjoint subsets A1, A 2 of [0, 1]d.
Definition 5.7 (upper linear) Let {Qi : 1 < i < md) be a partition of [0, l]d into
m d identical subcubes with edges parallel to the axes. A functional L is upper linear if
V m E N \ {0}, we have that
C L(Ixl,. . ,x,} Qi) < L({xl,. .. ,xn} n [O, l]d) + o(n).
i=l
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Steele [100] proves that the asymptotic behavior of a particular class of Euclidean
functionals L defined on finite subsets of Rd to R can be characterized very sharply.
Theorem 5.1 (Steele [100]) Let L be a Euclidean, monotone, subadditive functional of
finite variance. Let (X1, X 2,...) be a sequence of uniformly and independently distributed
points in the d-cube [0, ]d. Let X ( n ) = (X1,X 2, .. ,Xn). Then there exists a constant
PL(d) such that
L(X(n))
lm (d1)/) = L(d)
almost surely.
In other words, this result says that, for almost all sequences X 1, X 2 ,..., the limit
L(X(n))
nooo (d l)/d
exists and is independent of the sequence. Since the functional corresponding to the
traveling salesman problem can be shown to satisfy all the assumptions of Theorem 5.1,
this theorem constitutes a generalization of the BHH theorem [7]. As an example of
another functional that satisfies the assumptions of Theorem 5.1, we would like to mention
the Euclidean Steiner tree problem. For this problem, we randomly generate the set of
terminals and one is free to select the Steiner vertices so as to minimize the cost of the
minimum cost tree spanning the terminals and the Steiner vertices.
Furthermore, for non-uniform distributions, Steele proves the following result [100].
Theorem 5.2 (Steele [100]) Let L be a Euclidean functional satisfying the assumptions
of Theorem 5.1 which is also scale bounded, simply subadditive and upper linear. Let
(X1,X 2 ,...) be a sequence of points in the d-cube which are independently and identically
distributed according to a distribution with bounded support and absolutely continuous part
f(z)dx. Then there exists a constant PL(d) such that
lim L(X()) = L(d)| f(x) -dxn-+oo nd 1)ldfx)'d
almost surely.
91
CHAPTER 5. PROBABILISTIC ANALYSIS
5.2.3 A Generalization
The critical property in Theorem 5.1 is the subadditivity hypothesis. The assumption that
L is monotone is not really needed in order to have this asymptotic behavior. Moreover,
in most applications, this assumption either does not hold or is difficult to verify. In
this subsection, we present a generalization of Theorem 5.1 in which the monotonicity
assumption is replaced by some milder assumptions. Our assumptions are specifically
designed for the probabilistic analysis of linear programming relaxations.
We consider functionals that can be expressed as the value of a linear program (or
integer program) of the following form:
L(xi, .. ,) = Max E Ccye
eEEn
subject to:
P(xi,... ,x ) Ay = b,
o < Ye e E En
(ye integral e E En)
where E, = {(i,j) : 1 < i < i < n}, c, for e = (i,j) represents the Euclidean distance
d(xi, xj) between the points xi and xj (or any equivalent to it, such as the rectilinear
distance). We would like to emphasize that the feasible space is independent of the
location of the points. Here are a few examples that fit into this framework: minimum
spanning tree problem, traveling salesman problem, minimum weight matching (or, 2-
matching) problem, k-edge-connected network problem and the Held-Karp lower bound.
An example that is not captured by these assumptions is the problem of finding a minimum
weight triangulation of a set of points since, in this case, the locations of the points matter.
Before stating our result, we need some definitions.
Definition 5.8 (bounded degree) A functional L that arises from a sequence of lin-
ear or integer programs (P(zl,..., z,)) is said to have bounded degree if there exists a
constant D1 (independent of n) such that, for every n and every sequence { 1, z 2,.. .} of
points, there exists an optimal solution y to (P(z,... , xn)) with
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E Y < D1
eE6({i))
fori= 1,...,n.
Definition 5.9 (weakly monotone) A functional L is weakly monotone if, for zn- =
xn, L(l,.. , Xn) > L(xl,.. ., n-) for all x,..., x,n- E Rd.
Definition 5.10 (neighborly smooth) A functional L is neighborly smooth if L(A U
{x}) < L(A) + D2d(x, A) for all finite subsets A of Rd, for all points x E Rd and for some
constant D 2, where d(x, A) = min d(x, y).
yEA
Theorem 5.3 Let (X1,X 2,...) be a sequence of uniformly and independently distributed
points in the d-cube [0, l]d. Let X( n) = (X 1 ,X 2,...,Xn). Let L be a Euclidean, subaddi-
tive, weakly monotone and neighborly smooth functional with bounded degree. Then there
exists a constant iL(d) such that
lim L(X() = (d)
n--boo n(d-)/d = L(d)
almost surely.
The structure of the proof is similar to the proof of the Beardwood, Halton and Ham-
mersley's result [7] given in Steele [102], although the proof itself is fairly different since
we use some milder assumptions. The proof is long but fairly simple. The only non-trivial
result that we use is the Efron-Stein inequality.
Theorem 5.4 (Efron-Stein Inequality [32]) Let X 1 ,..., X, be i.i.d. random variables.
Let S = S(yl,..., Yn-1) be any symmetric function of n - 1 variables. Let
Si = S(X, ... ,Xi-_,Xi+l, ,..., Xn)
and let Y be any random variable. Then
Var[S(X,... ,X.nl)] < E (siy) .
i=l
Before proving the theorem, we need a few lemmas.
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Lemma 5.5 For independent uniformly distributed random variables X 1, . , Xn in [0, 1]d,
we have
E [d(Xn, X,... ,Xn-})k] < C(n - 1) k/d,
for some constant Cd,k.
Proof:
Let D = d(Xn, {X,...,Xn- 1 }). We notice that, irrespective of the location of Xn, at
least of the ball centered at Xn of radius r with r < is completely contained inside
[0, 1]d. Therefore, for r < 2 -k,
Pr (Dk > r) (i- Vdrdl)
where d is the volume of the d-dimensional ball of radius 1, while, for r > 2 -k,
Pr (Dk > r) < (1- 4d d)-
Hence,
E[Dk] =jd"' 2 Pr (D >r) dr
< 2-k ( 1 drd/k) dr + dk/ 2 (1 - 4-dvd)n-
< exp(-2-ddrd/k(n - 1))dr + dk/ 2 (1 - 4-dvd)n - 1
< Cd,k(n- l) - k/d
where we have used the fact that 1 - z < e - ' and, by definition of the r function,
o exp(-ar')dr= l-la-/lF (1) .
fo
Lemma 5.6 Under the assumptions of Theorem 5.3, for any set {lx,..., Xn} of points
in Rd,
IL(x,.., ,n) - L(1, . Xn,_~ ) < D12d(Xn,, {,..., Xn- }),
where D 12 = max(Di, D 2).
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Proof:
Since L is neighborly smooth, we have
L(xl,.. .,x n) L(x1, .. ., Xn-1) + D2d(Xn, (Xl,..., l n-)). (5.2)
To prove the converse inequality, let y* be an optimal solution of bounded degree for
(P(xl,.. ., zn)). Without loss of generality, assume that d(xzl-, X) = d(xz, z,... , n-}).
Since the program is independent of the locations of the points, y* is also a feasible so-
lution for the program (P(xl,x2,...,xn-2, Xn-lXn-1)). By computing the cost of this
solution and using the triangle inequality, we get
L(x1, X2, ... .Xn-2 X-, Xn-1)
< L(xl,.. .,X,) + Dld(n, {xl ... tn-1}). (5.3)
The weak monotonicity of L and (5.3) imply
L(xl,.. , Xn) < L(, .. ., ) + D1d(,n, x1,., , n-l})- (5.4)
The lemma follows by combining (5.2) and (5.4). 0
Lemma 5.7 Under the assumptions of Theorem 5.3,
E [L (X(n))] < Bdn(d-)/d,
for some constant Bd.
Proof:
Using (5.2) repeatedly and taking expectations, we obtain
E [L (X(n))] < D E[d(X, {X1,.. . , Xi- 1})]. (5.5)
i=2
Moreover, by Lemma 5.5 with k = 1, we get
n n-<
E [L (X(n))] < D2Cd,1 Z-(i - 1) - 1 d < D2'd,] J z-1/dd < D 2Cdln(d- 1)/d.
i--2 
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The lemma follows with Bd = D2Cd,1. °]
We are now ready to prove Theorem 5.3.
Proof of Theorem 5.3:
We first determine the asymptotics of +(n) A E [L (x(n))]. We divide the unit d-
n
dimensional cube [0, 1]d into md subcubes {Qi} of side m- 1 and we let Zi = E 1Q,(Xk)
k=1
denote the number of points which occupy the ith subcube. Zi is a Binomial with pa-
rameters n and m- d. Since L is Euclidean, the expected value of L(X(n) n Qi) given that
IX(n) n Qi = k is equal to m-1(k). Moreover, using the subadditivity relation (5.1) and
taking expectations on both sides, we obtain:
m
d
n 1
+(n) < A E -+(k)Pr(z, = k) + Cmd-l
i=1 k=O
= md- lE[(Zi)] + Cmdl. (5.6)
Before continuing the proof, we need a bound on how fast 0(.) grows.
Claim 5.1 +(A) < (A) + C1s. - AlA-l/d for some constant C1 .
We consider three cases.
1. If p > A, we have
/A--1
+(H) = +(A) + [(i + 1) - ((i)]
i=A
() + E [L (X(+)) -L (/X())
i=A
A-1
< +(A) + D2Cdl E i-ld-
i=A
< +(A) + D2Cd,1 I _ AIA-l / d
where we have used equation (5.2) and Lemma 5.5.
2. If _ <p < A, we have similarly:
A-1
(p) = (A) + [(i + 1) - (i)]
i=jA
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A-1
< 0(A) + D2Cd,l E i-l/d
i=p
Q(A,) + 21 /dD2 Cd,l p - AlI-l/d
3. If p < then, by Lemma 5.7, we have:
d-1 -1-d d-1 - Id A-id
+(H) C BdP < Bd2 , X Bd2./' X-l/d
4(AX) + Bd2i/dlp- X_ I-l/d
Choosing C1 = 2 1/d max(Bd, D2Cd,l), we obtain the desired result.
Using the claim with p = Zi, we can rewrite (5.6) as:
4(n) < mdl ((A) + C,\-l/dE[IZ, - 1] + C). (5.7)
Now, fix A and choose m so that A = nm- d. Notice that
E[IZ - A1] 2 < E[(Zi - ) 2] = Var Zi = nm-d(l - m - d) < A, (5.8)
since Var X = E[X 2] - E[X]2 > 0 and E[Zi] = A. Using (5.8) and dividing (5.7) by
n( d - )ld, we obtain:
4(n) < () 1/2 + C,(d-l)/d
n(d-l)/d - (d-1)/d + C1 + CA
Let n go to infinity so that 0(n)d tends to its limit superior. Hence, we have
lmsup / (1)/(n) 4 A) + C1 A/ 2 + CA,- (d1 )/d. (5.9)
We now choose a subsequence {nk} such that
lim b(nk) = liminf 4(n)
k (d-l)/d n n(d-1)/d
n k
Letting A = nk in (5.9) and letting k go to infinity, we obtain:
lim su p < lim infnmsup (d-l)/d n(d-/d
which implies that lim exists. Let
n (d-) =)/d
3L(d) = lim (n)
n n(d-)/d'
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In the second part of the proof, we show that, almost surely,
L (x(n))- E [L (x(n))] 0
lim = 0.
n-+oo n(d-l)/d
Using the Efron-Stein inequality with Y = L (X(n)), we get
Var [L (x(n))] < nE [(L (X(n-1)) -L (Xn)))
< D22Cd,2 n(n - 1) - 2/d < C, 2 n(d-2)/d (5.10)
using Lemmas 5.5 and 5.6 and for some constant Cd,2. When d = 2, this surprising result
says that the variance is bounded by a constant for all n. Applying now Chebyshev's
inequality, we have
Pr (L (X()) - E [L (X(n))] > en(d- 1)/d) < Cd,2 (5.11)
Letting nk = rk3 / 21, (5.11) implies that
Pr(IL (X(nk))- E [L (X(nk))] > en (dl)/d) < E d, < oo
k=1 k2k3/2 O
which, by the Borel-Cantelli Lemma, implies that
L (X(nk)) E [L (X(nk))]
(d-l)/d (d-1)/d
almost surely. This last quantity was shown to converge to BL(d) in the first part of the
proof. In the final part of the proof, we show that we can extend this limit to include all
values of n. Applying (5.2) repeatedly and using the fact that d(z, A) < Vfd for E [0, 1]d
and A C [0, 1]d, we obtain, for nk n < nk+l,
L (x()) < L (X(n*))+ iD 2 (n - nk)
< L (X(nk)) + 3/vD 2 /k(1l + o(1)) (5.12)
and
L (x(n)) > L (X(nL+D)) - D2(nk+l - n)
> L (X(nk+1)) - 2vD 2 V/k(1 + o(1)), (5.13)
since nk+l - nk = r(k + 1)3/] - rk3 / 2 1 = 3/v(1 + o(1)). Dividing (5.12) by n(d-l)/d
taking the limsup and using the facts that lim k+l = 1 and lim n = O, we
k-hoo nk k-*oo
have
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L (x(n))
limsup n(dl)/d _ (d)
almost surely. Similarly using (5.13), we obtain:
L ((n))
liminf n(dl)/d - PL(d)
almost surely. This completes the proof of the theorem. 0
Using martingale arguments as in Steele [104], we can even strengthen the result
expressed in Theorem 5.3 by replacing almost sure convergence by complete convergence.
This allows to consider a slightly different probabilistic model. The model we have been
considering so far is an incrementing model in which the data {Xl,...,Xn) grows to
{X1 ,...,Xn,Xn+i}. There also exists an independent model in which {X 1,...,Xn is
replaced by a set of n+1 independent points {X1, . ., Xn, Xn+l}. This independent model
arises naturally in the study of partitioning schemes. The notion of complete convergence
is equivalent in both models but this is not true for almost sure convergence. The Borel-
Cantelli Lemma and the complete convergence proved in the next theorem therefore imply
the almost sure convergence for the independent model as well.
Theorem 5.8 Let (X 1, X 2 ,...) be a sequence of uniformly and independently distributed
points in the d-cube [0, l]d. Let X(n) = (X 1 ,X 2,..., ,Xn). Let L be a Euclidean, subaddi-
tive, weakly monotone and neighborly smooth functional with bounded degree. Then there
exists a constant L(d) such that
lim L(X(n))
completely.
Proof:
To avoid the need of the interpolation in the second part of the proof of Theorem 5.3,
we first obtain a bound on E [(Ln- ELn)4], where Ln = L (X(n)), using martingale
differences.
A sequence of random variables d,..., dn is called a martingale difference sequence
if there exists an increasing sequence of sigma fields Fi, 0 < i < n, with Fo being the
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trivial sigma field, such that d is measurable with respect to Fi and E[dilFi-,] = 0. The
martingale differences we use are given by
di = E [L. IF] - E [L. IFi-,]
where Fi is the sigma field generated by {X1, ... , Xi}. Since E[L, F,] = L, and E[L IFo] =
ELn, we can express Ln - EL as
n
L, - ELn = di. (5.14)
i=l
Let L' be equal to L(Xl,...,Xil,,Y,Xi+ 1,... ,Xn) where the variables {Y} are inde-
pendent uniformly distributed and also independent of X(n). Let Ai = Ln - Ln. Since
E[LinjFi] = E[LnIFi-1] = E[LnjFi-1], we have the key observation that
di = E[AijlF].
Using now Jensen's inequalityl , we obtain that d4 < E[A4lFi]. Taking expectations, using
the fact that (x + y)4 < 8x 4 + 8y4 and using Lemmas 5.5 and 5.6, we get
E [d4] < E[AC]
< 8E [(Ln - L(X-,.. , Xi X i+l.. X n))4
+8E [(L - L(Xl,... , Xi-l, Xi+l, ,Xn)) 
< 16D142Cd,4 (n -1 )4/d
< Ad n - 4/d (5.15)
for some constant Ad.
From Burkholder's square function inequality for any martingale difference sequence
(see Steele [104]), we have that
E [( di)] < C'E [(d) _]
1If h(z) is a convex function then h(E[X]) < E[h(X)] provided the expectations exist.
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for some constant C'.
inequality 2 that
E [(La - ELn)4]
Therefore, we find from (5.14), (5.15) and Cauchy-Schwartz's
- E di
([,=1 ] i=l j=+l
< C' E d + 2 E[E ]E [dJ, [f
i=l i=l j=i+l j
< C Adn(d-4)/d + C'Adn(2d-4)/d
< C" n(2d-4)/d
for some constant C". By Markov's inequality3 , we have that
Pr (ILn - ELnI >Ž En(d 1)/d) C"
Therefore, since =l 2 < 00 and since
lim - = L(d)
n--.oo n (d-l)/d
we obtain the complete convergence of LTld to PL(d). 0
The weak monotonicity assumption in Theorems 5.3 and 5.8 can further be weakened.
In fact, both theorems are still valid if the weak monotonicity of L is replaced by the
weaker condition that, for Xn- 1 = X,,
E [max(O, L(X(n - )) - L(X(n)))4] < D3(n - 1) - 4/d (5.16)
for some constant D3. Indeed, the weak monotonicity was crucial only in proving Lemma 5.6
and this lemma was used in equations (5.10) and (5.15) to show that
(5.17)E [(L(X( n- 1) - L(X(n)))k] < Ed,k(n - 1)- k/d
2(E[AB])2 < E[A 2]E[B2].
3For a non-negative random variable Y, P(Y > y) < E[Y]/y.
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holds for k = 2 or k = 4 and some constant Ed,k- If we replace the weak monotonicity
assumption by (5.16), we can still prove (5.17) for k = 4 by combining equations (5.16),
(5.2) and Lemma 5.5. Jensen's inequality implies that (5.17) also holds for k = 2.
Martingale inequalities can also be used to obtain large deviation results. For example,
Theorem 5.9 (Rhee and Talagrand [95]) Let (X 1 ,X 2,...) be a sequence of uniformly
and independently distributed points in the unit square. Let L be a Euclidean, monotone
and neighborly smooth functional. Then there exists a constant K such that, for all t > 0,
Pr {L(X(n))-E [L(X(n))] > tj < Ke-t2,
where a = vK and D2 is the constant appearing in Definition 5.10.
Other large deviation results are given in [94,104].
5.2.4 Some Illustrations
In this section, we show that the assumptions of Theorems 5.3 or 5.8 are satisfied by
several functionals that arise from classical combinatorial optimization problems.
We first consider the functionals TSP, MST and kC associated with the traveling
salesman problem, the minimum spanning tree problem and the k-edge-connected network
problem (k is fixed) respectively. These functionals are obviously Euclidean. The proof of
their subadditivity is fairly standard.
Theorem 5.10 The functionals TSP, MST and kC are subadditive. I.e., let L = TSP,
MST or kC, and let Qi : 1 < i < m d } be a partition of the d-cube [0, 1]d into md identical
subcubes with edges parallel to the ares. Then there eists C > 0 such that V m E N\ {0} 
m
d
L({xl,... ,xn} n [, l]d) < L({x(zl,...,zn} n lQi) + Cmd- 1
i=1
for any finite subset {Xl, x 2,..X, n} of Rd.
Proof:
Let V = {,...,x n [0, l]d and Vi = {x,...,x,}nQi for i= 1,...,md. Assume that
the numbering of the subcubes is such that Qi and Qi+l (i = 1,... ,p - 1) are adjacent.
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Figure 5.1: A possible numbering of the subsquares when d = 2.
Q1 Q2 Qm- Qi
Qm+2 Qm+l
Q QiQp-m Qp-m- 
Qp-m+l Qm+ QP1 QP
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Such a numbering exists for every d. A possible numbering for the case d = 2 is represented
in Figure 5.1.
For each subcube Qi, we take the optimal solution of value L(Vi) associated with the
points inside Qi. We then select one vertex in Qi, say vertex ki. We construct a feasible
solution to the problem corresponding to V by using the following procedure:
· If L = MST, we connect ki to ki+l for i = 1,...,md - 1. This produces a tree
spanning V.
* If L = TSP, we connect ki to ki+l for i = 1,...,md -1 and kind to kl. By
shortcutting the resulting Eulerian graph, we obtain a tour.
* If L = kC, we put k edges between ki and ki+l for i = 1,..., md - 1. The resulting
network is k-edge-connected.
Since the cost of the edge between ki and ki+1 is at most /3/m and we add O(md) of
these edges, we have increased the cost by O(md- l ) units. The result follows by noticing
that the cost of the constructed solution is an upper bound on L(V). 0
If the subregions defined by the partition have arbitrary shapes, the subadditivity can
still be proved. In this case, we connect the set {ki: i = 1, ... , md} by a tour (or spanning
tree) of length O(md- l ). This is made possible by a constructive result of Few [34] showing
that, given a set of md points of [0, I]d, there always exists a tour (and therefore also a
spanning tree) of length less than d(2d - 2 )(1-d)/2dmd- + O(md- 2 ). For d = 2, the best
bound so far is av/m + 11 where a < 0.984 (Karloff [64]).
In the next theorem, we show that all three functionals are weakly monotone.
Theorem 5.11 The functionals TSP, MST and kC are weakly monotone.
Proof:
Consider an optimal solution to L(zl,...,zn) where L = TSP, MST or kC. Remove
any edge between xz,n- and xn and replace any edge between xi and xn by an edge
between xi and xn-1 for i = 1,...,n - 2. In other words, we have contracted xn- 1 and
xn and identified the resulting vertex with xn-1. Notice that the cost has not changed
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in this operation. Moreover, the resulting solution can be seen to be a spanning tree for
L = MST, a k-edge-connected network for L = kC, and an Eulerian graph which can be
shortcut to a tour for L = TSP. This proves that L is weakly monotone. O
We could have proved a slightly stronger result, namely that
L(xl,-., xn = L(x1 ... X n-1)
when x,-il = x, but this is not needed for Theorems 5.3 and 5.8. Notice that, although
Steele's result applies to the functional TSP, it does not apply to MST or kC since these
functionals fail to be monotone.
Theorem 5.12 The functionals TSP, MST and kC are neighborly smooth.
Proof:
Starting with a solution on A, we can construct a solution on A U {x}) by connecting x
to the closest vertex in A through 2 edges if L = TSP, 1 edge if L = MST and k edges
if L = kC. In the case of the traveling salesman problem, we must again shortcut the
resulting Eulerian graph. This proves that these functionals are neighborly smooth with
D 2 = 2 for L = TSP, D 2 = 1 for L = MST, and D2 = k for L = kC. 0
Finally, the last assumption of Theorem 5.3 or Theorem 5.8 is also satisfied:
Theorem 5.13 The functionals TSP, MST and kC have bounded degree.
Proof:
For the functional TSP, this is certainly the case with D 1 = 2. For the minimum spanning
tree problem, there exists an integer Dl (d) such that Dl (d) is the largest possible degree of
any vertex of any minimum spanning tree in Rd. For example, D1 (2) = 6 and D1 (3) = 13.
For the functional kC, D1 can be chosen to be k + 1 [9]. 0
Therefore, Theorem 5.8 implies:
Theorem 5.14 Let (X 1 ,X 2 ,...) be a sequence of uniformly and independently distributed
points in the d-cube [0, ]d. Let X ( n) = (X 1 ,X 2,...,Xn). Let L be equal to TSP, MST
or kC. Then there eists a constant 3L(d) such that
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lim L(X(')) = fL(d)
n--oo n(d-)/d = ()
completely.
This is the first time that the asymptotic behavior of the k-edge-connected network prob-
lem is established.
Functionals arising from the minimum weight integer 2-matching (I2M) or from the
minimum weight 2-matching (2M) are not weakly monotone. However, they satisfy the
weaker condition (5.16). Indeed, one can easily see that
2M(xl,. n-_) < 2M(xl,... , n) + 2d3(Xn, {x, ,... , ,n-))
and
I2M(xl, Xn-1) < I2M(xl,..., Xn) + 2d2(xn, {X 1 , zn-1})
where dj(x, A) is equal to the distance between x and the jth closest point in A. Therefore,
taking expectations, we obtain (5.16). Moreover, they can be proved to be subadditive
using the same argument as in Theorem 5.10, they clearly have bounded degree (Di = 2)
and are neighborly smooth (D 2 = 2). Therefore, applying Theorem 5.8, we have:
Theorem 5.15 Let (X 1 ,X 2 ,...) be a sequence of uniformly and independently distributed
points in the d-cube [0, 1]d . Let X ( n ) = (X1,X 2 , . .. , Xn). Let L be equal to 12M or 2M.
Then there ezists a constant fL(d) such that
im L(X(n)) = (d)
n-*co n(d-1)/d =-
completely.
The result for the integer 2-matching functional was proved in Steele [104] while the result
for the 2-matching functional is new.
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5.3 The Held-Karp Lower Bound
In this section, we consider the functionals arising from the linear programming relaxations
of the Steiner tree problem, the traveling salesman problem and the k-edge-connected
network problem. From Corollaries 3.7 and 3.3, we know that we can restrict our attention
to one of these functionals, say the Held-Karp lower bound. For the LP relaxation of the
Steiner tree problem, we emphasize that the points we generate constitute the set of
terminals and we are free to select the Steiner vertices as we wish (but, of course, by
Theorem 3.4, they are unnecessary).
5.3.1 The Uniform Case
Let (X1,X 2 ,...) be a sequence of uniformly and independently distributed points in the
d-cube [0, ]d. Let X(n) = (XI,X 2 ,...,X,). Let HK(X(n)) denote the Held-Karp lower
bound on X(n) as defined in Section 1.2.1.
We first show that HK satisfies the assumption of Theorem 5.3. It can easily be seen
that HK is a Euclidean functional. In the next theorem, we show that HK is subadditive.
Theorem 5.16 HK is subadditive, i.e. 3C > 0, such that V m E N \ (0)}:
HK({x,, ,Xn} N [0, 1]d) < E HK({xi,..., xn} n Qi) + Cmd- i
i=1
for any finite subset { z, 2,. . X ,} of Rd.
Using the new formulation (HK6) of the Held-Karp lower bound given in Theorem 3.1
(see page 41), Theorem 5.16 can be proved very easily in exactly the same way as the
subaddivity of the functionals TSP, MST and kC was proved in Theorem 5.10. Without
knowledge of formulation (HK6), Theorem 5.16 is much more difficult to prove as we
illustrate now.
Proof:
For this proof, we use formulation (HK4) of the Held-Karp lower bound given in Sec-
tion 1.2.1 (see page 14). In other words, we see the Held-Karp lower bound as the minimum
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cost convex combination of 1-trees such that every vertex has degree 2 on the average.
For convenience and clarity, we denote by P(A) the linear program (HK4 ) corresponding
to the set A of points.
Let V = {xl,...,xn} n[0, 1]d and Vi = {xl,...,zn} nQifori= 1,...,md. Let p = md.
We arbitrarily choose a root vertex 1i in every Vi. Let {T, Ti2 .., .. Tiki } be the class of
1-trees defined on Vi (with respect to the root 1i). We consider the optimal solution
{Air}r=l,...,ki, to P(Vi), i.e. {Air}r=i,...,k satisfies:
HK(Vi) = Airc(Tir) (5.18)
r=1
ki
Air = 1 (5.19)
r=1
ki
E irdj(Tir) = 2 V j E Vi \ {1i} (5.20)
r=1
Air > 0 r = 1,...,ki (5.21)
From these optimal solutions we shall construct a feasible solution to P(V) whose cost is
less than or equal to
P p
HK(Vi) + Idm d- + _< < HK(Vi) + Cmd- l (5.22)
i=l i=l
where C = Vi + AV+. For this purpose, we consider every possible combination of
selecting one 1-tree in each subcube Qi. There are (iP=l ki) such combinations. Let
us focus on one of them, say {Tir)}i=1,...,p. Let A be the indices (rl,r2,...,rp) of the
corresponding 1-trees. From these p 1-trees we shall construct a 1-tree TA rooted at 11,
spanning V and satisfying the following conditions:
dj(TA) = dj(Ti,.,) if j E Qi (5.23)
p
c(TA) < E C(Tiri) + Cmd-1 (5.24)
i=l
We claim that, by assigning a weight of AA = r p=l, iri to each 1-tree TA we get a feasible
solution to P(V) whose cost is less than (5.22). Indeed,
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1. Using (5.19) recursively, we have:
AA
A
P
E IIi s
A=(rl,...,rp) i=l
k k2 kp..
= L Alr A2r2 ... E Aprp
rll r2=1 rp=l
= 1.
2. Consider any vertex j E V. Assume that j E Qi. We have that:
Z AA d(TA)
A
= AAdi(Tiri)
A
= E Airidj(Tiri )
ri=l
ki
= Ai rdj(Tiri )
ri=l
j{l,...,pH\{ij
kj
i: Ajrj
rj=l
(5.26)= 2
using (5.23), (5.19) and (5.20) respectively.
3. A > 0 follows from (5.21).
1, 2 and 3 imply that the solution is feasible in P(V). The cost of this solution is given
by:
E AAC(TA)
A
AA E C(
i=l
=< E
A=(rl ,...rp)
)) +Cm d- AA
A
p ki
= z Air.c(Tir) + Cmd-
i=l ri=l
P
= E HK(Vi) + Cd-l
i=l
(5.27)
using (5.24), (5.19), (5.25) and (5.18) respectively. The last point left in this proof is the
construction of the 1-tree TA satisfying (5.23) and (5.24). We proceed in 2 steps:
1. (Figure 5.2) In each 1-tree Tir (i = 1,... ,p) we delete one of the 2 edges incident
to the root li, say (1/, 2). Note that typically 2i depends on ri.
(5.25)
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0.
Figure 5.2: Step 1 in the construction of TA.
I
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2. (Figure 5.3) Assume that the numbering of the subcubes is such that Qi and Qi+l
(i = 1,... ,p - 1) are adjacent. We now add the edges (2i, 1i+1) (i = 1, .. ,p- 1)
and the edge (2p, 11). If there are points on cell borders, they are simply assigned
to specific cells, which can be done when the cube is first partitioned.
The construction is now complete. We first claim that the resulting subgraph TA = (V, EA)
is a 1-tree rooted at vertex 11. This follows from Definition 1.2. Indeed TA is clearly
connected, the number of edges of TA is EA = E (IEr I - 1) + p = EP=1 Eiri =
ZE= 1 IVil = IVI, TA has a cycle containing vertex 11 and the degree in TA of vertex 11 is
2. Secondly, from the construction, it is evident that we have not changed the degree of
any vertex. Therefore (5.23) holds. Finally, we have added (p - 1) edges of cost at most
dvJ- /m and one edge of cost at most Vi. Hence,
p
c(TA) < Ec(Tir,)+(m d 1) + d
t=l
P
< c(Tiri) + Vdmd- l +v'
i=l
< C(Tri,) + Cmdl
i=l
and therefore (5.24) is also satisfied. This completes the proof of Theorem 5.16. 0
Notice that the functional HK has bounded degree with D1 = 2. Moreover, HK
is neighborly smooth with D2 = 2. Indeed, consider an optimal solution to the linear
program (HK6) corresponding to the set A of points. By putting two units of capacity
on the edge between x and its closest point in A, we obtain a feasible solution to (HK 6)
corresponding to A U {x}. The weak monotonicity of HK can be proved as follows. Let
y* be an optimal solution to linear program (HK6) corresponding to {x.,...,zx} with
xn-1 = xn. By contracting zxn 1 and xn into one supervertex xn-1, i.e. replacing Yn-l
by i,n-Il + Y and yin by 0, we obtain a feasible solution to (HK6 ) corresponding to
{x1, ... , x,-1} of the same cost. This proves that HK is weakly monotone.
Therefore, as a corollary of Theorem 5.8, we have:
Theorem 5.17 Let (X 1,X 2,...) be a sequence of uniformly and independently distributed
points in the d-cube [0, l]d. Then there ezists a constant 3 HK(d) such that
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Figure 5.3: Step 2 in the construction of TA.
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lim HK(X(n)) (d)
n-- , n(d-1)/d HK(d)
completely.
The almost sure convergence could also be proved using Theorem 5.1. Indeed, HK(X(n))
has clearly finite variance since it has bounded support, namely 0 < HK(X(n)) <
TSP(X( n)) < c for some constant c. Moreover, the monotonicity of HK has been
proved in Theorem 2.7.
From Theorem 5.14, we deduce:
Corollary 5.18 Let (X 1,X 2,...) be a sequence of uniformly and independently distributed
points in the d-cube [0, ]d. Then there exists a constant 7 (d) such that
lim HK(X()) -y(d)
n-+oo TSP(X())
completely.
5.3.2 The Non-Uniform Case
In the previous section, we analyzed the asymptotic behavior of the Held-Karp lower bound
in the case of uniformly distributed points. In this section we extend our analysis to the
case in which the points are not uniformly distributed. Let (X 1, X 2,...) be a sequence of
points that are independently and identically distributed according to a distribution with
bounded support in the d-cube and absolutely continuous part f(x)dx.
Based on the new formulation (HK6 ) (see Theorem 3.1, page 41) we will prove that
the Held-Karp lower bound satisfies the assumptions of Theorem 5.2. Clearly, HK is scale
bounded, since HK(xl,...,xn) < TSP(rl,...,xn) < Bn(d- l)/d, for any {xl,.,x n} C
[0, 1]d. In the following two theorems we prove the simply subadditivity and the upper
linearity of the Held-Karp lower bound.
Theorem 5.19 HK is simply subadditive, i.e.
HK(A 1 U A 2) < HK(A1) + HK(A2) + 0(1),
for any finite disjoint subsets Al, A 2 of [0, ]d.
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Proof:
Let R(A) denote the linear program (HK6) corresponding to the set A of cities. Our goal
is to construct a feasible solution to R(A 1 UA 2 ) whose cost is HK(A 1) + HK(A2 ) + O(1).
For this purpose, we consider the following solution defined on A 1 U A2. We take a
solution on Al, optimal for R(Ai), a solution on A2, optimal for R(A 2), and we set
the capacity on some arbitrary edge from A 1 to A 2 to be 2, all other edges from Al
to A2 having zero capacity. Since every cutset has at least two units of capacity, the
constructed solution is feasible for R(A 1 U A 2). Moreover, the cost of this solution is at
most HK(A1)+ HK(A2)+ 2di. Therefore, HK(A1 U A 2) < HK(A 1)+ HK(A 2)+ 0(1),
proving the result. 0
We now prove that the Held-Karp lower bound is upper linear.
Theorem 5.20 HK is upper linear, i.e.
m
d
Z HK({xl,. .. , zXn} l Qi) < HK({xl, . .. ,Xn} n [O, I]d) + o(tn' ),
i=l
for any finite subset {x, ... , xn} of Rd.
Proof:
Let V = {xl,...,z} n [0, l]d and Vi = {z 1,...,zn n Qi for i = 1,..., md. If there are
points on the boundary of any subcube, they are simply assigned to specific subcubes.
Let Fij (j = 1,...,2d) denote the d-l-dimensional faces of Qi (i = 1, ... , md). We divide
each side of Fij into nl/(d - l ) identical intervals, therefore defining a partition of face Fij
into n identical d-l-subcubes Fijk (k = 1,...,n). Let aijk be the center point of the
d-1-cube Fijk. Note that the distance between any point of Fijk and aijk is at most
(V/d2)n-l/(d-l)mn-. Let Aij denote the set {aijk k E {1,... , n}}, and let Ai denote
Uj2 A.
We now consider an optimal solution y* to the linear program (HK1) (Section 1.2.1,
page 12) corresponding to the set V of points. We will construct a feasible solution to
R(Vi U Ai) (i.e. to the linear program (HK6) corresponding to Vi U Ai) the cost of which
is equal to the contribution HAIi of y* inside Qi increased by O(n(d-2)/(d-1)). By the
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monotonicity of the Held-Karp lower bound (Theorem 2.7), the cost of this solution is an
upper bound on HK(Vi). The upper linearity now follows by adding the contribution of
each subcube Qi:
m
d
m
d
HK(Vi) < HK(Vi U Ai)
i=l i=l
d-2
= HK(V) + O(n=')
d--1
< HK(V) + o(na ).
In order to complete the proof, we need to show how to construct a feasible solution
to R(Vi U Ai) with a "reasonable" increase in cost. For each edge (p, xq) crossing the
boundary of Qi (xp E Qi,z q Qi), say in pq, identify the d-1-cube Fijk to which pq
belongs. For notational convenience, let FPq denote this cube, and a its center. Set the
capacity on the edge (a p q , z,) to be equal to the original capacity on (p, Zq). The solution
so-constructed is not yet feasible for R(Vi U Ai), but its cost is still reasonable, since it is
equal to:
HKi + E (I a p - ZplI - pq- Xpl)Ypq
zpEQ. ,zq0Q,
ppEQ,,xqQ
<p+ 2 ZQ , Eq y
< HK,+ 2 nT 1 nY
< HKi + 2 n-Wm-ln
d-2
= HKi + O(nd-),
the first inequality following from the triangle inequality, the second from the definition
of apq, and the third from the fact that Y* = n. In order to obtain a feasible solu-
eEE
tion to R(V U Ai), we add one unit of capacity on some Hamiltonian tour on Ai. This
solution is feasible since every cutset has at least two units of capacity. A tour of length
O(n (d- 2) / ( d- 1) ) can be obtained by patching together short tours on Aij, since the length
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of the shortest Hamiltonian tour over n vertices in [0, ]d-1 is O(n(d-2)/(d-1)). Hence, by
allowing an increase of cost of O(n(d-2)/(d-1)), we obtain a feasible solution to R(Vi U Ai),
which completes the proof of the theorem. 0
When d = 2, the upper linearity can be proved more easily. Indeed, in order to
construct a feasible solution to R(Vi U Ai) using the contribution of y* inside Qi, we can
simply add an Hamiltonian tour on the vertices 6pq lying on the boundary of Qi. The
total increase in cost is equal to 2c - 4 where c = 2m + 2 denotes the total length of the
boundary. Notice that this procedure works irrespective of the shape of the partition.
We may now deduce the asymptotic behavior of HK as a corollary to Theorems 5.2,
5.19 and 5.20.
Theorem 5.21 Let (X 1 , X 2,...) be a sequence of points that are independently and iden-
tically distributed according to a distribution with bounded support in the d-cube and ab-
solutely continuous part f(x)dx. Then there exists a constant ,HK(d) such that
lim HK(X(n)) = HK(d) f()d
n--oo (d-1)/d =HK(d)Jfr) dx
almost surely.
5.3.3 Bounds on the Constants p's
As we have already seen, a number of combinatorial optimization problems, like the trav-
eling salesman problem, the minimum spanning tree problem and the minimum weight
matching problem, have a similar asymptotic behavior although with a different constant /
(see Theorem 5.14 and Papadimitriou [89]). It is therefore interesting to compare PHK(d)
to the value of 3 for closely related combinatorial optimization problems. In particular,
it is clear that gHK(d) < fPTSp(d). Moreover, since the value of the Held-Karp lower
bound on n points is never less than the cost of the minimum spanning tree on a subset of
n-1 points, /3HK(d) > /3T(d) where T(d) is the corresponding constant for the minimum
spanning tree problem. In Claim 4.2, we have seen that the Held-Karp lower bound is also
at least twice the value of the minimum weight matching. As a result, I3HK(d) > 2,iM(d).
We thus obtain the following proposition:
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Proposition 5.22 max(2M(d), PT(d)) < _HK(d) < PTSp(d).
From Beardwood et al. [7], 3TSP(2 ) < 0.9204 and /frsp(d) < 121/(2d)f. On the
other hand, for any feasible solution x to the subtour polytope, E cijzij is at least
jEV\{i}
equal to the sum of the lengths of the two shortest edges incident to vertex i. As a result,
by considering the nearest and second nearest neighbor for each point, we obtain that
PHK(d) > c '/dr( 1 + 1)(1 + 1 )
where cd = r(+l) is the volume of a ball of unit radius in d dimensions. Therefore, we
can establish the following explicit bounds for HK4 :
8 = 0.625 < HK < TSP < 0.9204. (5.28)
Moreover, for general d, we obtain:
1 I + 1J+r(2+ 1)] ( + 1)(1 + ) < IHK(d) < 121/(2d)/.
As d -. oo, these bounds become
-e(1 + o(1)) < PHK(d) < (1 + o(l)),
and hence we establish that PHK(d) = e(v).
When d = 2, M, PT, HK and TSP were estimated to be 0.35, 0.68, 0.70 and 0.709
by Papadimitriou [89], Gilbert [44] and Johnson [61,62], respectively. Using Proposi-
tion 5.22, we may therefore deduce that the ratio TSP = HK/IPTSP is perhaps greater
than 0.70/0.709 98.7%. This suggests a probabilistic explanation of the observation
that the Held-Karp lower bound is very close to the length of the optimal tour in practice.
Let PST(d) and LPST(d) respectively denote the value of the corresponding constant
for the Steiner tree problem and for its LP relaxation, respectively. The existence ofP/3 T(d)
was mentioned after Theorem 4.1 while, by Corollary 3.7, we know that LPST(d) =
IhnHK(d). Hence,
4When the dimension is dropped, we implicitly assume that d = 2.
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PLPST(d) 1 PHK(d)
IST(d) 2 ST(d)
For d = 2, Gilbert and Pollak [45] conjecture that the worst-case ratio r between the values
of a minimum Steiner tree and a minimum spanning tree is equal to v3/2 > 0.866. After
20 years, this conjecture is still unsettled. However, Chung ang Graham [18] have proved
that r > 0.824 where 0.824... is the unique real root between 0.8 and 1 of the polynomial
P(z) = z 12 -4xll 1-2xl0+40z 9 -31x8 -72X 7+116X 6 +16x 5 - 151z4+80z 3 +56z2 -64x+16.
As a result, PST > 0. 824 3T. Moreover, in the Euclidean toroidal model in which opposite
boundary points are identified, Avram and Bertsimas [2] show that i3T( 2 ) > 0.599 and,
since the value of the minimum spanning tree in the toroidal model is never larger than
the value in the Euclidean model, we have that this inequality also holds in the usual
Euclidean model. Therefore, using (5.28), we find that
/LPST 1 0.9204
ST - 2 0.824 0.599 -
implying that this undirected LP relaxation of the Steiner tree problem is almost surely at
least 6.7% from optimal. At today's standards, this is not considered a tight relaxation.
Moreover, since we have used some fairly weak analytic bounds, we can expect that 7ST <
0.933. For example, using Gilbert and Pollak's conjecture and the previously mentioned
estimates for the different 's, we obtain that 7ST might even be less than 60%! In this
case, it appears that the average-case ratio is almost as bad as the worst-case ratio. In
the next chapter, we consider the directed LP relaxation for the Steiner tree problem and
show that this formulation is tighter than the undirected relaxation we have been studying
so far.
Finally, we would like to close this section by mentioning that bounds on the constant
/LPkC(d) correponding to the LP relaxation of the k-edge-connected network problem can
also be given. Moreover, for k > 2, this LP relaxation bound can be expected to be very
close to the optimal value, at least for k even, since, in this case, we have:
LPkC > HK
Ik C - -TSP
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5.4 The Survivable Network Design Problem
In this section, we analyze the survivable network design problem with general connectivity
types and its LP relaxation as described in Chapter 1. The probabilistic model we consider
for selecting the connectivity types is as follows. In addition to the location Xi of point
i, we independently generate its connectivity type R. from a given distribution. More
precisely, we consider a sequence X1, R 1, X 2, R2, · · · of independent random variables where
the Xi's are uniformly distributed over [0, ]d and the Ri's are identically distributed
according to a distribution with probability mass function p, i.e. Pr(Ri = r) = Pr for
r E N. The value I, (resp. Ln) of the functional on n points is then equal to the optimal
value of the SNDP (resp. its LP relaxation) on {X1,...,X,} with the connectivity type
of Xi being R/. In the remaining of this section, we assume that the probability mass
function p has bounded support, i.e. = max{j: pj > 0O is well-defined.
In the next theorem, we show that both the survivable network design problem and
its LP relaxation obey the asymptotic behavior of subadditive functionals.
Theorem 5.23 Let X 1, R 1,X 2, R 2 ,... be independent random variables where the Xi's
are uniformly distributed over [0, 1]d and the Ri 's are identically distributed according to
a distribution with probability mass function p. Assume = max{j: pj > 0) < oo. Let
x(n) = (X1,...,X,) and R(n) = (R 1,...,Rn). Let I(X(n),R(n)) (resp. L(X(n),R(n)))
denote the optimal value of the SNDP (resp. its LP relaxation) when the locations of the
n points are given by the vector X ( n) and their connectivity types by R(n). Then, there
exists a constant 3l,p(d) (resp. /3L,p(d)) such that
lim n , R( )) = ip (d)
L(X(n) R(n)) )
completely.
The proof is very similar to the proofs of Theorems 5.3 and 5.8. The analogues of Lem-
mas 5.5, 5.6 and 5.7 are as follows.
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Lemma 5.24 Let X1,... ,X, be independent uniformly distributed random variables in
[0, ]d. Let A be a random subset of {XI,...,X,n1} where the events {X E A} (i =
1,... ,n - 1) are independent and have probability pr. By definition, let d(z,0) = d.
Then
E [d(Xn, A)k] < Cd,k(n- l)-k/d
for some constant Cd,k (dependent on pr).
Proof:
Since IAI is distributed according to a Binomial with parameters n-1 and pf, the Chernoff
bound implies
Pr AI ( (n 1)) < exp ( (n-1))
Therefore, using Lemma 5.5, we obtain:
E [d(Xn, A)k]
E [d(Xn,A)k PF(n - 1)> IA] Pr (P(n - 1)> IAI)
+E [d(Xn A) IP2 (n-1) < IAI] Pr (P(n-1) < IAI)
< dk /2 exp -( n - 1)) + Cd,k2k/dpk/d(n - )- k/d
< Ck(n- 1)-k/d.
Lemma 5.25 Let M = I or M = L. Then, for any vector (zl,..., zn) of points in Rd
and any vector (rl,..., rn) of connectivity types with ri < r, we have, for some constant
D',
IM((Xl, ... ,zn), (ri,.. ., rn))- M((xl,.. ., zn-l),(rl,..., rn-1))l < D'd(x, A)
where A = {i: 1 < i < n-1 and ri = }.
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Proof:
An optimal solution on (x1 , .. .,xn-) can be made feasible for the problem on (zx,... ,,n)
by adding units on the edge between zn and its closest point in B = zi : 1 < i <
n- 1 and ri > min(rn, max rj)) D A. Hence,
-<j<-1
M((x, Xn), (r,.., r,))- M((xl, * * * X)n-1), (r, .. , rn-_))
< d(xn,, B) < d(xn,, A).
For the functional L, the reverse inequality is obviously true since, by the monotonicity
property proved in Theorem 2.6, we have:
L((z1,..., Xn-)X), (rl, , ** rn-1))- L((x,. X Xn), (, , rn)) < 0-
On the other hand, by the same argument as in the proof of the weak monotonicity
(Theorem 5.11) of the functional kC, we have
I((Xl, .. , Xn-), (r,..., rn-))- I((I, .. . , Xn), ( *,..,rn)) < 0
when z, = xn,_ and r r,-1. Moreover, any survivable network has bounded degree.
Indeed, using Mader's theorem [78] on connectivity properties of multigraphs, we can show
that + Dl(d) is an upper bound on the degree of any vertex of a survivable network,
where D 1(d) represents the largest possible degree of a minimum spanning tree in Rd. By
replacing z, by its closest point in B, we thus obtain:
I((,. X xn) (rl,., rn-l)) I , (( , Xn), (rl, , rn))
< ( + Dl(d))d(znB) < (r + Dl(d))d(xn,A).
Letting D' = + Dl(d), we obtain the desired result. o
Lemmas 5.24 and 5.25 imply that
E [M(X(n) R(n)) - M(X(n-1) R(n-1)) ] DkC k(n- 1)hk/d.
Lemma 5.26 Let M = I or M = L. Then
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Proof:
The lemma follows from Lemma 5.7 since
E[M(X(n), R(n))] < E[kC(X(n))]
where kC is the functional corresponding to the -edge-connected network problem. O
The subadditivity of I or L can be proved in exactly the same way as the subadditivity
of the functional kC given in Theorem 5.10. These preliminary results being established,
the proof of Theorem 5.23 is identical to the proofs of Theorems 5.3 and 5.8 and is therefore
not reproduced.
Corollary 5.27 Under the assumptions of Theorem 5.23, there eists a constant yp such
that
lim L(X(n), R(n))
n--+oo (X(n), R(n)) = P
almost surely or even completely.
5.5 Partitioning Schemes
In this section, we investigate the use of partitioning algorithms la Karp [67] to obtain
close approximations on LP relaxation bounds. In order to justify partitioning schemes
to compute the value of a functional L, we only need that L be subadditive and upper
linear.
To illustrate this, we consider the Held-Karp lower bound. For ease of exposition, we
assume that d = 2. Let V = {xl, . .., n) be a set of n points in the unit square. Consider
a partition {Qi: 1 i < m 2 } of the unit square into subregions of finite perimeter and
let V = V nfl Qi. By computing the Held-Karp lower bound HK(Vi) on Vi and using the
upper linearity of HK proved in Theorem 5.20 (and the remark following the proof), we
obtain that
m
2
LB = HK(V)-2c + 4
i=l
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is a lower bound on the value of Held-Karp lower bound HK(V), where c is the total length
of the boundary of the partition. Moreover, by the subadditivity proved in Theorem 5.16
(see also the remark after Theorem 5.10), we can obtain a feasible solution to the linear
program defining HK(V) whose cost HK(xl,... , x,) is at most
m
2
UB = E HK(V) + V2m.
i=l
When the partition consists of k = m 2 similar subrectangles obtained by first partitioning
the unit square into m (possibly unequal) vertical strips and then partitioning each of
these strips by m - 1 horizontal cuts, this partitioning scheme gives an upper bound and
a lower bound on the Held-Karp lower bound which differ by at most (4 + v/)m units.
Therefore, if we select m to be o(vAr) and if the vertices are independently and uniformly
distributed in the unit square, we obtain that
li HK(X1,..., Xn) 
n-.oo 
almost surely (or even completely). In other words, this partitioning scheme is almost
surely asymptotically optimal. To give the reader an estimate of what we loose by "dividing
and conquering", consider a random instance with a million vertices. The value of the
Held-Karp lower bound for this instance can be expected to be slightly above 700. By
decomposing this problem into 100 subproblems with about 10,000 vertices, we obtain an
approximation which is provably within (4 + V2)10 54 units. This error might seem
fairly large, but one must keep in mind that this is a worst-case scenario. In practice, the
error can be expected to be much smaller.
We now consider the running time of this algorithm. The Held-Karp lower bound can
be found in strongly polynomial time (Frank and Tardos [39]), say in O(nl) operations for
some constant 1. Assuming that each subregion of the partition is of surface e(m- 2 ), the
expected running time E[T] of this algorithm is equal to m 2E[B1] where B is a Binomial
with parameters n and e(m-2). Hence, E[T] = O(nlm2 -21 ). If we choose m = nb with
b < 0.5, we have that E[T] = O(nC) where c = 1(1 - 2b) + 2b. Therefore, as b --* 0.5,
c tends to 1. The expected time of this partitioning scheme can thus be made almost
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linear. This running time can be made deterministic by letting the partitioning depends
on the locations of the points. In this case, we make sure that each subregion has at most
O(nm- 2) points (see Karp [67] for an example of such an adaptive partitioning scheme).
The only properties we have used to analyze these partitioning schemes are subad-
ditivity and upper linearity. As a result, these algorithms can also be used to compute
the LP relaxation bounds corresponding to Euclidean survivable network design problems
(the upper linearity can be proved in the same way as in Theorem 5.20).
Chapter 6
Directed versus Undirected
Formulations
In this chapter, we consider the use of directed formulations for the survivable network
design problem, for some of its special cases and for the traveling salesman problem. In
Section 6.1, we show that the parsimonious property does not hold for the directed version
of the class of linear programs studied in Chapter 2, but it holds for a closely related class.
Worst-case and probabilistic analyses of the directed relaxation for the Steiner problem
are presented in Section 6.2. Our main result states that, in the worst-case, the directed
relaxation is strictly better than the undirected relaxation.
In Chapter 1, we have seen that the undirected Steiner tree problem has an undirected
and a birected formulation. So far, we have been focusing on the undirected relaxation:
Zu = Min E Cece
eEE
subject to:
(UP) E ze > 1 Sc V,SnT$ 0 and T\S$ 
eE6(S)
O < Xe e E E.
This relaxation is denoted by (UP) in Chapter 1 and by (PO(1T)) in subsequent chapters.
In this chapter, we denote its value by Zu instead of the more complex notation ZO(IT).
125
CHAPTER 6. DIRECTED VERSUS UNDIRECTED FORMULATIONS
On the other hand, the directed relaxation, denoted by (DP) is:
ZD = Min cijyij
(i,j)EA
subject to:
(DP) E Yij > 1 SC V, E S and T\S 0
(i,j)Es+ (S)
o < Yij (i,j) E A,
where b+(S) represents the set of arcs (i,j) with tail i E S and head j 0 S, and where ye
is defined for each (directed) arc e. In Chapter 1, we have mentioned that this bidirected
linear programming relaxation is at least as tight as (UP). In this chapter, we study
in more details the relationship between undirected and bidirected LP relaxations for
undirected combinatorial optimization problems.
The undirected or symmetric traveling salesman problem can also be formulated as a
directed or asymmetric problem:
Minimize E cijYi;
(i,j)EA
subject to:
(ATSP) Z Yij > 1 S C V and ISI > 2
(ij)E6+ (S)
E Yij =l iEV
jEV\{i)
Yji=l iEV
jEV\{i}
O < Yij< (i,j)E A
Yij integral (i,j) E A.
When the costs are symmetric, i.e. cij = cji, the symmetric and the asymmetric formu-
lations are clearly equivalent since any undirected tour can be mapped into a directed
tour and vice versa. Moreover, as opposed to the Steiner tree case, their LP relaxations
are also equivalent. Indeed, any feasible solution to the symmetric relaxation can be
tranformed, with no change of cost, into a feasible solution y of the asymmetric relaxation
by letting Yij = for e = (i, j) or e = (j, i). Conversely, for any feasible solution y
126
CHAPTER 6. DIRECTED VERSUS UNDIRECTED FORMULATIONS
to the asymmetric relaxation, the solution x defined by xe = Yij + Yji is feasible for the
symmetric relaxation. As a result, in the case of the traveling salesman problem, there
is no reason to use this asymmetric relaxation for symmetric problems. Moreover, this
asymmetric relaxation has twice as much variables as the symmetric relaxation.
For the survivable network design problem, the trick used to transform the undirected
Steiner tree problem into a bidirected problem does not work. However, in some cases,
the idea underneath the transformation between symmetric and asymmetric TSP's can
be applied in the context of survivable networks, but its justification is slightly more
elaborate. Consider an instance of the SNDP for which all connectivity requirements rij
are even. The bidirected problem associated with this problem is to construct a minimum
cost directed network that has at least rij/2 edge-disjoint directed paths between i and j.
As an integer program, this problem can be formulated as follows:
Minimize E cij ij
(i,j)EA
subject to:
yij > r(s) S C V and S $ 0 (6.1)
(i,j)E(+ (s)
0 Yij (i,j) E A
Yij integral (i, j) E A,
where r(S) = max rij. When the costs are symmetric, the equivalence between this
(ij)E6(S)
bidirected formulation and the undirected formulation follows from a non-trivial result
of Nash-Williams [84] saying that every undirected network with rij edge-disjoint paths
between i and j has an orientation resulting in a directed network with at least Lrj/2J
edge-disjoint directed paths between i and j for all i and j. However, as in the case of
the TSP, there is no gain in using the LP relaxation of this bidirected formulation instead
of its undirected counterpart. Indeed, by Nash-Williams' result [84], any rational feasible
solution x to the undirected relaxation can also be "oriented" (i.e. there exists y with
yij + yji = xe for e = (i,j)) so that the resulting solution y is feasible for the bidirected
relaxation.
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However, in the case in which rij is either even or equal to 1 (this is, for example, the
case if ri E {0, 1, 2}), we can combine the above transformation with the one used for the
Steiner tree problem to obtain an equivalent directed formulation whose LP relaxation is
stronger than the undirected relaxation we have seen so far. For this purpose, we choose
a root vertex, say vertex 1, and we replace the right-hand-side of (6.1) by
½r(S) if r(S) even
1 if r(S) = 1 and 1 E S
0 if r(S) = 1 and 1 S.
6.1 The Parsimonious Property
In this section, we investigate whether the parsimonious property holds for directed LP
relaxations. Given a set of possibly asymmetric connectivity requirements rij, we consider
the following LP relaxation:
Minimize E cij yij
(i,j)EA
subject to:
(DP(r)) Yij > max rj S C V and S 0
(i)E(S) - (ij)EW+(s)
0 < Yij (i,j) E A.
In this setting, we say that y is parsimonious if
E Yi= max rj
jEV\f} i jEV\{i)i
and
Z Yji = max ri
jEV\s} i jEV\{i} 
for all i E V. Under the triangle inequality (cij + cjk > cik for all i,j, k E V), there does
not necessarily exist an optimal solution to (DP(r)) that is parsimonious. To see this,
we consider the case of the Steiner tree problem. In the instance depicted in Figure 6.1,
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we have three terminals and one Steiner vertex, and the arcs present on the picture have
cost 1, while all others have a cost of 2. The solution shown is clearly the optimal Steiner
tree and can also be seen to be the unique optimal solution to the LP relaxation (DP).
However, this solution is clearly not parsimonious since the Steiner vertex is used.
:O Steiner vertex
Figure 6.1: A counterexample to the directed parsimonious property.
Nevertheless, the parsimonious property holds for a close relative to (DP(r)). Let
(DP=(r)) be the following linear program:
Minimize E cijYij
(i,j)EA
subject to:
(DP=(r)) yij> max rij S C V and S
(i,j)EW (S) (i,)(S)
, ij= , Yj' i E V
jEV\{i} jEV\{i}
< Yij (i,j) E A.
In this program, we have the additional constraints that the in- and out-degrees of any
vertex must be equal. Here, we say that y is parsimonious if
E Yij = Z yji = max max(rij,rji)
jEV\{i} jEV\{i} jEV\{i}
for all i E V.
Theorem 6.1 Under the triangle inequality, there always exists an optimal solution to
(DP=(r)) which is parsimonious.
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This theorem can be proved in the same way as Theorem 2.1. In the directed case, the
splitting operation consists in replacing two arcs (u, z) and (x, v) by the arc (u, v). The
directed analogue of Lemma 2.2 is as follows:
Lemma 6.2 Let G = (V,A) be an Eulerian directed multigraph1. Let cG(i,j) (i,j E V)
denote the maximum number of edge-disjoint directed paths between i and j. Let (u, x) be
any arc of A. Then there exists an arc (, v), such that, by splitting off (u,x) and (x, v),
we obtain a directed multigraph G' satisfying the following two conditions:
1. CGI(i, j) = cG(i, j) for all i,j E V \ {x) and
2. cG,(x, j) = min(cG(x, j), d+(x)- 1) for allj E V \ {x), where dG(x) represents the
out-degree of vertex x in G.
Since G is Eulerian, the second condition is equivalent to the condition that CG(j, x) =
min(cG(j, x), da(x)- 1) for all j E V \ {x}, where dO(x) = d+(x) represents the in-degree
of vertex x in G. In order to prove Lemma 6.2, we use the directed counterpart of Lov/sz's
result [75] proved by Frank [36]. Since the structure of Frank's proof is identical to Lovisz's
proof (although the terminology and the actual proofs of the different steps are different),
we can prove Lemma 6.2 in exactly the same way as we proved Lemma 2.2. Here, the
construction used in the proof consists in adding a new vertex i and linking this vertex to
x through da(x) - 1 bidirected arcs. Since the proofs of Theorem 6.1 and Lemma 6.2 are
identical to those of Theorem 2.1 and Lemma 2.2, we do not repeat them in this chapter.
6.2 The Steiner Tree Problem
In Chapter 1, we have mentioned that ZU < ZD for any instance of the Steiner tree
problem. As we have just seen, Steiner vertices are necessary for the directed LP relaxation
(DP) while this is not the case for the undirected relaxation (Theorem 3.4). Moreover,
our probabilistic analysis of the undirected relaxation (see Section 5.3.3) leads to the
conclusion that the undirected relaxation is, to say the least, fairly weak. As a consequence,
1A directed mutigraph is Eulerian if, for any vertex, its in-degree and out-degree are equal.
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the directed relaxation seems therefore more appealing. In this section, we reinforce this
conclusion by comparing in the worst-case the directed and the undirected relaxations.
We also perform a probabilistic analysis of the directed relaxation.
6.2.1 Worst-Case Analysis
In Theorem 4.1, we have shown that IZ < (2- _ ) Zu where IZ denotes the length of
the optimal Steiner tree and T is the set of terminals. Moreover, in Theorem 4.12, we have
exhibited instances for which IZ = (2- _ ) Zu. In the next theorem, we show that, in
the worst-case, the directed relaxation is strictly better than the undirected relaxation.
Theorem 6.3 If ITI > 2 then
In order to prove this result, we need a characterization of the instances for which IZ =
(2- T) Z.
Proposition 6.4 Let c4 (e = (i,j)) denote the length of the shortest path between i and
j with respect to the lengths (c}). Let Cdin = min c be the length of the shortest edge
eEE(T)
entirely inside T and let Emin = {e E E(T): c = Jcin. Let E* denote {e 0 E(T) : e is
part of a shortest path between 2 vertices i and j of T with (i,j) E Emin}.
Then IZ = (2 - ) Zu only if the following conditions hold:
1. IZ = (ITI - )cmin,
2. the graph (T, Emin) is mildly Hamiltonian (for a definition, see page 84), and
3. the graph (V, E*) consists of the union of subgraphs, each having exactly 2 vertices
of T and having no vertex in V \ T in common.
Proof:
By Theorem 2.3, we know that IZ and Zu are unaffected if we replace the costs {ce} by
{4c). Therefore, we can assume that we are dealing with {4c}. The hypothesis that IZ =
(2- T ) Zu implies that we are in the same situation as in the proof of Theorem 4.17.
Indeed, by Theorem 4.1 and Corollary 3.7, we have that
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ZT=IZ= (2- ) ZU= (1- )ZHK
where ZT (resp. ZHK) represents the value of the minimum spanning tree (resp. the Held-
Karp lower bound) over T. Conditions 1 and 2 therefore follow from Theorem 4.17.
Assume now that condition 3 is not satisfied. This means that there exist two shortest
paths Pij and Pkl between two distinct pairs (i,j) and (k, I) of vertices of T intersecting
in some vertex p of V \ T (i and k could be identical). The length of the union of these
2 paths is less or equal to 2crin. If i is equal to k, we remove the part of the path Pij
between i and p. As a result, we have constructed a subgraph connecting {i,j, k, I} the
length of which is strictly less than (I{i, j, k, I}1- 1)c in . By completing this subgraph by
edges in Emin, we obtain a Steiner tree on T whose length is strictly less than (IT[- 1)c'i n .
This contradicts condition 1. 0
Proof of Theorem 6.3:
From Theorem 4.1 and the fact that Zu C ZD, we deduce that IZ = (2- ) Zu. Hence,
there exists an optimal solution x* to (UP) which is also feasible for the program (DP).
Claim 6.1 x* = 0 for e (Emin U E*).
If x* > 0 for some e (Emin U E*) then, by splitting off repeatedly (see
Lemma 2.2), we obtain some positive weight on an edge of E(T) whose length
is strictly greater than cmin contradicting the fact that x* is optimal for (UP).
The feasible solutions to (DP) are characterized by the fact that the maximum flow
between the root vertex and any other terminal in T is at least 1. Therefore, from condition
3 of Proposition 6.4 and the above claim, we can obtain an alternate optimal solution y*
to (DP) by letting Yilj = 0 for (i,j) q Emin and, for (i,j) E Emin, Yi*j be the value of the
maximal flow from i to j using only the edges in the subgraph defined by i and j (see
condition 3). However, from Edmonds' branching theorem [28], we know that (DP) is
integral when T = V and thus the cost of y* is equal to the value (ITI - 1)cmin of the
minimum cost tree spanning T. In other words, we have that IZ = ZD. This contradicts
the fact that IZ = (2 - ) ZD (unless ITI = 2). O
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Theorem 6.3 still does not prevent sup r = 2, where the supremum is taken over all
instances with symmetric costs. In practice, the bound ZD is very close to the optimal
value IZ (see Wong [112]) and, in fact, the worst instance we are aware of attains only a
ratio of 17 = 1.133.... We conjecture that the worst-case ratio is in fact strictly less than
2, probably even less than 3. Such a result, however, would require new techniques.
6.2.2 Probabilistic Analysis
In [59], Jain analyzes probabilistically the LP bound ZD. The Euclidean model he
considers differs from the model we have been using so far and is the following. Let
(X1,...,Xn+()) be independently and uniformly distributed points in the unit square
(s(n) is some function of n) and let T be a subset selected with equal probability among
all subsets of size n of V = {1,..., n + s(n)}. The value of the functional on n points is
then equal to the bound ZD corresponding to the instance having T as the set of terminals
and V \ T as the set of Steiner vertices. Jain [59] shows that, under this model, the ratio
z is almost surely bounded by
n+ s(n)
n
for some constant c (dependent of the function s(n)). In fact, in the previous section or in
Theorem 4.1, we have shown a much stronger result, namely that I. is always bounded
by the constant 2 (independent of how fast s(n) grows).
We now consider another probabilistic model that we find more natural than Jain's
model. Let (Xi,...,Xn) be independently and uniformly distributed points in the unit
square. The value of the functional ZDn) on n points is then equal to the infimum over all
finite subsets S of the unit square of the bound ZD corresponding to the instance having
{X1,..., Xn, as set of terminals and S as set of Steiner vertices. This model is analogous
to the classical model for the Steiner problem in which we are given a set of terminals
in the plane and we have to find the Steiner vertices so as to minimize the value of the
minimum cost tree spanning the terminals and the Steiner vertices. Under this Euclidean
model, we can characterize very sharply the value of Z (n ).
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Theorem 6.5 Let (X 1 , X2,...) be a sequence of uniformly and independently distributed
points in the unit square. Let
Z9 = -inf ZD({X1,...,Xn},S)SC[0,1]2
where ZD(T,S) denotes the value of ZD corresponding to the Euclidean problem with T
as set of terminals and S as set of Steiner vertices. Then, there ezists a constant I3Dp
such that
lim D = DPIn 7=
n-4oo 0
almost surely.
This theorem follows from Steele's theorem (see Theorem 5.1). The functional ZDn) is
indeed clearly Euclidean, has finite variance and, by definition, is monotone. Moreover,
the proof of its subadditivity is by now completely routine (see Theorem 5.10).
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Chapter 7
Short Summary and Open
Problems
In the course of our research, as inevitably occurs, we have generated perhaps more ques-
tions than we have answered. In summarizing this work, we focus on these open questions
and directions for future research.
In Chapter 1, we reviewed relaxations for the survivable network design problem,
the Steiner tree problem and the traveling salesman problem. We also presented a new
relaxation la Held and Karp for the k-person traveling salesman problem based on k+k-
trees. This raises the question of how to apply Edmonds' matroid intersection algorithm
to compute minimum weight k+k-trees as efficiently as possible.
In Chapter 2, we presented the parsimonious property for the linear programming
relaxation of the survivable network design problem with or without additional degree
constraints. An interesting open problem is to characterize the classes of linear programs
for which a similar structural property holds. For the SNDP as well as the T-join prob-
lem, there is an underlying flow and this seems to be essential for the validity of the
parsimonious property.
In Chapter 4, we presented and analyzed several heuristics for the problems under
consideration and derived worst-case bounds relating these heuristics to LP relaxations.
Among other results, we have shown that several combinatorial problems generalizing the
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Steiner tree problem can also be approximated within a factor of 2. We also addressed the
question whether the worst-case bound of 3 for the ratio between the optimal traveling
salesman tour and the Held-Karp lower bound is tight, but our results were inconclusive.
We strongly suspect that this bound is not tight and that the worst-case bound is actually
4. This, however, might imply the existence of a -approximation algorithm for the
traveling salesman problem with triangle inequality. New tools are probably required
before this conjecture can be settled. In our search of instances for which the optimal
value of the TSP is - times the Held-Karp lower bound, we have also introduced
several interesting graph problems which might or might not be easier than the general
worst-case analysis of the TSP.
In Chapter 5, we proved that, under the Euclidean model, the relative error between
the LP relaxation of the TSP, the Steiner tree problem or even the SNDP and the optimal
value is almost surely a constant. By providing bounds on these constants, we were able
to claim that the undirected LP relaxation for the Steiner tree problem is fairly loose.
However, the bounds presented were fairly loose themselves and, therefore, better bounds
are needed to refine our analysis.
In Chapter 6, we have considered the use of directed formulations for undirected prob-
lems and have shown that the directed LP relaxation for the Steiner tree problem is strictly
stronger than its undirected counterpart in the worst-case. However, we were unable to
quantify by how much it is stronger although some evidence suggests that it might be
much stronger. Again, much research and new tools are needed to understand the full
merits of this directed relaxation for the undirected Steiner tree problem.
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