Multirate periodic systems and some related constrained analytic function interpolation problems are studied in this paper. After showing how to convert a general multirate periodic system to an equivalent LTI system with a structural constraint, we formulate some analytic function interpolation problems with such constraint which can find various applications in the study of multirate and periodic systems. Both the solvability conditions and characterization of all solutions are presented to these constrained interpolation problems.
I. Introduction
Periodic and multirate systems are finding more and more applications in control, signal processing, communication, econometrics and numerical mathematics. There are several reasons for this.
• In signal processing, the use of periodic and multirate systems can often lead to the reduction of the required transmission rate, storage space or computational complexity for a given task, depending on the application [22] .
• In large scale multivariable digital systems, often it is unrealistic, or sometimes impossible, to sample all physical signals uniformly at one single rate. In such situations, one is forced to use multirate sampling.
• Periodic and multirate systems can often achieve objectives that cannot be achieved by single rate systems. Examples include gain margin improvement and simultaneous stabilization [14] .
arguments [12] .
The increasing research interest on analytic function interpolation theory is also partly due to its wide applications in a variety of engineering problems such as those in control, circuit theory and digital filter design [8] , [13] . The Nevanlinna-Pick (NP) interpolation theory was first brought into system theory by Youla and Saito, who gave a circuit theoretical proof of the Pick criterion [26] .
In the early stage of the development of H ∞ control theory, the analytic function interpolation theory played a fundamental role [23] . A detailed review of this connection can be found in [13] .
Recently, some new methods in high-resolution spectral estimation have been presented based on the NP interpolation with degree constraints [3] . The NP interpolation and Carathéodory-Fejér (CF) interpolation problems are also used extensively in robust model validation and identification [6] , [16] .
In this paper, we propose a general model of multirate and periodic systems which covers single rate periodic systems and many other multirate systems in the literature as special cases. We also propose and solve some constrained analytic function interpolation problems which plays the same role to multirate and periodic systems as the unconstrained counterpart do to single rate systems. That is, our results can be used directly to multirate and periodic systems for H ∞ control, robust model validation and identification, etc. We present the necessary and sufficient solvability conditions and the parametrization of all solutions explicitly. The interpolation and distance problems involving analytic function with such structural constraints were first discussed in [13] , but explicit solutions to the problem considered in this paper were not given there.
The notation used in this paper is standard. The real and complex numbers are denoted by R and C respectively. The open unit disc of the complex plane is denoted by D. Let
be two vectors, where p i and q i , i = 1, . . . , l, are nonnegative integers. Denote
For k = 0, . . . , l, define
where 0 n denote the n × n zero matrix and I n the n × n unit matrix. Note that Π 0 (p) = I p , Π l (p) = 0 p , Π 0 (q) = I q and Π l (q) = 0 q . Partition the set of |q| × |p| complex matrices C |q|×|p| as
Note that the entry M ij is 'empty' if q i = 0 or p j = 0. The block lower triangular subset of 
II. Multirate Periodic Systems
To introduce the general setup of multirate periodic systems, we need the concept of signals with time-varying dimensions. A signal with time-varying dimensions is defined as 
Denote P k as the truncation operator, i.e.,
G mp --u y Consider the system G mp , shown in Fig. 1 3. Causality. G mp satisfies P k G mp (I − P k ) = 0, where P k is given by (6) .
In this paper, we focus on the systems that satisfy linear, periodic and causal properties defined above. We call them multirate periodic (MP) systems. The general class of MP systems defined here covers many familiar classes of systems as special cases.
If p(k) = p 1 and q(k) = q 1 for all k ∈ Z, then an MP system is a usual l-periodic system, for which there is a vast literature [2] . The multirate feature arises when p(k) and q(k) are truly time-varying. Let l be a multiple of m and n. If
then such an MP system is a dual rate system considered in [17] . Let l be a multiple of integers
where
then such an MP system becomes a general multirate system with uniform synchronized but different sampling in each input or output channel [7] , [18] , [19] , [24] . The study of periodic and multirate systems in such a generality as indicated above, however, has never been done before.
Remark 1 One advantage of modelling a multirate system as a periodic system with periodically time-varying input-output spaces is that it better relates the present study to the rich theory on
the usual periodic systems, as surveyed in [2] . Other advantages are its generality (it allows for nonuniform and asynchronous sampling) and its convenience (the treatments using this model take similar forms to those using other models, such as the one discussed in [7] , [18] ).
A standard way for the analysis of MP systems is to use lifting or blocking. For the MP system shown in Fig. 1 , define a lifting operator L l on
is an LTI system in the sense that GS 1 = S 1 G, where S 1 is the unit shift. Hence it has transfer function in the
The LTI system G is not an arbitrary LTI system. Instead, its direct feedthrough term G(0) is subject to a constraint that results from the causality of G mp :
i.e., G(0) is a block lower triangular matrix. Therefore the causality constraint can be represented by
Notice that the form of the causality here is simpler than that in [7] , [18] due to the new form of the model.
III. Constrained Analytic Interpolation Problems
In this section, we will present some constrained analytic function interpolation problems, which can be viewed as a multirate version of the standard interpolation problems. These constrained interpolation problems have various applications in MP systems as their unconstrained counterparts in single rate systems. We first present a general case: constrained tangential NP interpolation problem. Some more useful special cases are then formulated for convenience. In the following sections, we always assume that p, q, |p| and |q| are defined by (1) (2) .
Consequently, we can formulate the following interpolation problems with block lower triangular constraints, which are special cases of Problem 1.
Problem 2 (Constrained Classical NP Interpolation) Given a set of complex numbers λ α ∈ D along with matrices U α ∈ C |p|×n and Y α ∈ C |q|×n for α = 1, . . . , s, find (if possible) a function
Problem 4 (Constrained Simultaneous NP and CF Interpolation) Given
Before giving the necessary and sufficient conditions of the above constrained analytic function interpolation problems, we need a result on matrix positive completion.
The matrix positive completion problem is as follows [9] : Given B ij , |j − i| ≤ m, satisfying is positive definite. The matrix positive completion problem was first proposed by Dym and Gohberg [9] , who gave the following result:
Lemma 1 The matrix positive completion problem has a solution if and only if
Reference [25] gave a detailed discussion of this problem and presented an explicit description of the set of all solutions via a linear fractional map whose coefficients are given in terms of the original data. However, Lemma 1 is sufficient for our purpose. We are now in a position to give the main result of this section.
Theorem 1 There exists a solution to Problem 1 if and only if
for all k = 1, . . . l, where Q andQ are respectively the unique solutions of Lyapunov equations
Here Π k (p) and Π k (q) are defined in (3) (4) .
Proof: The structural constraint on the interpolation function G can be viewed as an additional interpolation condition,
By the solvability condition of the standard NP interpolation problem [12] , the constrained interpolation problem has a solution if and only if there exists T ∈ T (q, p) such that
where Q a andQ a satisfy
It is easy to see from (12-13) that
Substituting Q a andQ a into the inequality (11), we have 
The left-hand side of (14) can be rewritten as 
By Schur complement, (14) is equivalent to
Therefore, the constrained NP interpolation problem has a solution if and only if (15) holds for a block lower triangular matrix T . This is a matrix positive completion problem. By Lemma 1,
there is a block lower triangular T such that (15) holds if and only if
for k = 0, . . . , l. Using Schur complement twice, we can easily show that (16) is equivalent to
for k = 0, . . . , l. We claim that inequalities (17) when k = l implies the case when k = 0. In fact, when k = 0, inequality (17) gives
Note that the inequality (18) is equivalent to
When k = l, inequality (17) gives [1] , [11] , [12] .
It is obvious that inequality (19) implies (18). 2

Remark 2 If there is no constraint, then we have l = 1. In this case, the condition in Theorem 1 becomes Q −Q ≥ 0, which is a well-known result in the literature
Remark 3 To verify the condition in Theorem 1, two Lyapunov equations (9) and (10) can be combined into one
However, Q andQ will be used in the next section.
Q andQ can be given directly from the original data in some special cases. We end this section by providing the explicit formula for these special cases.
Corollary 1 There exists a solution to Problem 2 if and only if
Proof : Note that Problem 2 can be viewed as a special case of Problem 1 with
Then it is easy to check that
are the solution of the Lyapunov equations (9) and (10) respectively. The result then follows from Theorem 1 directly.
2
, we use T V to denote a corresponding lower toeplitz matrix
Corollary 2 For the data of Problem 3, denote
U = [ U 0 · · · U r−1 ] Y = [ Y 0 · · · Y r−1 ].
Then there exists a solution to Problem 3 if and only if
Proof : Note that Problem 3 can be viewed as a special case of Problem 1 with U, Y and
Hence Q can be computed by
Similarly, we haveQ
The condition (8) then becomes
By pre-and post-multiplying inequality (23) by
we obtain another equivalent condition
. . .
This is exactly (22) after some simple algebra manipulations. 2
Corollary 3 For the data of Problem 4, denote
U 1 = [ U 10 · · · U 1(r−1) ] Y 1 = [ Y 10 · · · Y 1(r−1) ].
Then there exists a solution to Problem 4 if and only if
for all k = 1, . . . , l, where
.
Proof : Note that Problem 4 can be viewed as a special case of Problem 1 with U, Y and Z,
Some simple algebra manipulations show that
satisfy the Lyapunov equations (9) and (10) respectively, where
The condition (8) then becomes
By pre-and post multiply inequality (25) by
we obtain the condition (24) after some direct operator manipulations.
Remark 4 Corollary 1 and 2 can be directly used to robust model validation or multirate systems
following the method for LTI systems studied in [6] , [16] .
IV. Parametrization of All Solutions
In this section, we characterize all solutions G(λ) to Problem 1. Since the characterization for the unconstrained case has been given in [12] , our strategy in solving the constrained problem is then to choose, if possible, from this characterization all those that satisfy the structural constraint.
The same notation is used as in previous sections. Besides, we need more notation. Given an operator ∆ and two operator matrices
the linear fractional transformation associated with Λ and ∆ is denoted
and the star product of Λ and Γ is defined as
Here we assume that the operator manipulations are all compatible. With these definitions, we have
The following lemma will be used later [18] .
Lemma 2 Let M ∈ C |q|×|p| , the following statements are equivalent:
2) There exists
A way to find P from M was given in [18] . Recall that an operator valued function Θ is said to be two-sided inner if Θ is an inner function and Θ(e jw ) is almost everywhere unitary. For U, Y and Z in Problem 1, assume that Q −Q > 0, where Q andQ are defined by (9) and (10) respectively. By [12, Theorem III 7.2] , there exist matrices C ∈ C n×|p| and E ∈ C |p|×|p| such that the state space model {Z, C, U, E} is controllable and observable and the transfer function
is two-sided inner in H |p|×|p| . It follows from QR factorization there is a special Θ(λ) such that
and (26) holds. By Cholesky factorization, there exist N ∈ T (q, q) and S ∈ T (p, p) such that
The set of all G(λ) solving the unconstrained interpolation problem is then given by
where V (λ) is a contractive analytic function in H |q|×|p| ∞
. Obviously, the set of all solutions to the constrained interpolation problem is
It is easy to check that 
G(λ) = F(Ψ(λ), R(λ))
where R is a contractive analytic function with R(0) ∈ T (q, p).
V. Conclusion
In this paper, we study the MP systems and some related analytic function interpolation problems. We show that each MP system has an equivalent LTI system with a causality constraint which can be represented by a set of block lower triangular matrices. We then study some analytic function interpolation problems with such constraint. The necessary and sufficient solvability conditions are given using the result on positive matrix completion problem. Finally, all solutions are presented in terms of linear fractional transformation.
