Abstract. The use of Fuzzy Adaptive Resonance Theory (FA) is explored for the unsupervised color quantization of a color image. The red, green and blue color component values of a given color image are passed as input instances into FA which then groups similar colors into the same class. The average of all of the colors in a given class then replaces the pixel values whose original colors belonged to that class. The FA unsupervised clustering is capable of realizing color quantization with competitive accuracy and arguably low computation time.
Introduction
Color quantization (CQ) is the process of reducing the number of colors in a given image by replacing a group of similar colors with a single color. The replacement should be such that the color quantized image looks as similar as possible to the original image. Color quantization is often used as a preprocessor to various digital image processing applications such as segmentation. The JSEG [1] and B-JSEG [2] algorithms both rely on image CQ preprocessing. We intend to segment high resolution aerial images (4000x3000 pixels at 15cm pixel resolution) and therefore needed a computationally efficient color quantizing technique. Because of Fuzzy Adaptive Resonance Theory's (Fuzzy ART or FA) [3] ability to realize one shot fast learning and because of its competitive unsupervised learning performance; it is chosen as the clustering algorithm to group the original image's color palette into a smaller subset of colors. For fast learning, the choice parameter is chosen close to 0 (actually set to 0.0001 α =
) and the learning rate is set to 1 ( 1 β = ). These settings therefore correspond to one shot stable learning where no weight change or search occurs after each item of an input set is presented just once.
The vigilance parameter controls how resilient FA is to accepting new input instances to existing pattern templates. Therefore, the higher (or closer to 1) the vigilance parameter is set, the more categories (or quantized colors) are created. The lower (or closer to 0) the vigilance parameter is set, the less categories (or quantized colors) are created.
Input Representation & Preprocessing
An input image is defined as matrix in Assume the input image is 24 bits per pixel. The inputs are then presented to FA as an array of colors:
The input image is read into memory via the cimg header file [4] . In [5] , Moore describes a problem in FA where a large number of inputs erode the norm of weight vectors causing FA to create more categories than necessary to encode a given pattern (known as category proliferation). Carpenter et. al in [3] note that normalizing the input by compliment encoding it can enable FA to avoid the category proliferation problem. Assuming 8 bits, each color component input is scaled to exist between 0 and 1: Equation (3) shows how the red color component is scaled. Similar equations can be derived for the blue and green color scalings. The complement of 'a' is calculated as follows:
The compliment encoding of the input then is formulated as follows:
Fuzzy ART Classification
The inputs (array of colors) are presented to FA which then clusters similar colors into the same class. Therefore groups of pixels are now assigned membership to a given class:
where C l is the total number of classes detected by FA and p are the pixel class labels.
The color components of all of the pixels belonging to a single class are averaged. Then for all of those pixels in that class, their colors are replaced by the class color component average:
Equation (7) is the class average for the red color component. Similar equations can be derived for the blue and green color class averages. Note that N p is the total number of points in a given class. The output, O(i,j), for a given pixel located at (i,j) and belonging to class p is therefore the red, blue and green class color component averages:
Experiments

Performance Metrics
Several metrics were devised to evaluate the performance of FA's ability to color quantize a given input image. The algorithm's execution time was noted. Execution time is obviously relative to the machine which runs the algorithm. Our tests were benchmarked on an AMD 3700+ Sandiego Single Core Processor -2.2 GHz. The computer also had 2 gigabytes of DDR400 (PC3200) ram with 2-3-2-5 timings.
In order to evaluate the quality of the color quantized image, the root mean squared error (RMSE) between the original color image and the color quantized image is used. The RMSE is also used in both [6] and [7] where they have benchmarked their algorithms on the Lenna and Mandrill images as well. The MSE for the red color component is calculated as follows:
Substituting the Output term for the color class average: 
RMSE MSE MSE MSE
= ⋅ + + b (11)
Experiment al Results
Several experiments were performed to benchmark FA's clustering ability. First, three sets of 9 experiments were conducted for the entire range of the vigilance parameter. In the first set, 1 β = and 0.0001 α = for one shot stable learning. Fuzzy ART was only allowed to execute for a single epoch (the Input was only presented to FA once). In the second set, the learning rate was empirically set to 0.8 β = and the choice parameter set to 0.1 α =
. These values were found to give the best results for when FA was allowed to execute for three epochs. Finally, the learning rate was set to 0.8 β = and the choice parameter set to 0.01 α = . Now FA was allowed to run for as many epochs until it converged. Convergence for FA was defined when two conditions were met. The first condition was that no new categories were created during the current and last epoch. The second condition was that the magnitudes of the weight changes for all dimensions were less than a predefined value: Then, six additional sets of experiments (testing 3 methods on both the Lenna and Mandrill images) were performed using the one shot stable learning parameters. The vigilance parameters were fine tuned so that the color quantized image had the following number of colors: 16, 32, 64, 128, 256 and 512.
First, as described in section 2.3, all R,G,B color components in a single class (as clustered by FA) were averaged and then the average replaced the pixels belonging to that class in the output image.
The vigilance parameters (Vig.), the RMSE, and the execution time in seconds (Sec) for the corresponding number of colors (Col) for both the Lenna image and the Mandrill image are presented in [ Table 1 ] (shown on page 8).
Second, instead of using the average, we experimented with representing a given class in the output image with the median of the class' spectral components. We sorted each of the R, G and B spectral components of pixels in a single class in ascending order and then found the median of each of those pixel spectral components for each class:
where p r M is the median of all the red components of all pixels in class p. Similar equations can be written for the median of all blue and green pixels in class p. Then all pixels belonging to class p are replaced in the output image with the median of their class spectral components:
Third, a trimmed mean median was used to represent the pixels of a given class in the output image. First, all of the spectral components (RGB colors) for all pixels in a given class were sorted:
Then, the mean was calculated for only samples from The 64 color quantized Lenna and Mandrill images (RMSE listed in [ Table 1 ]) are presented as [ Fig. 3] and [Fig. 4 ] respectively. Both of these figures were generated by substituting the output pixel with the class average. The original version of the standard Lenna image exists as a 512x512 pixel image with 148,279 colors while the Mandrill image is 512x512 pixels with 230,427 colors. Finally, two additional sets of experiments were conducted where the FA color quantization algorithm was tested on two real aerial images depicting commercial and residential buildings existent in Fairfield, Australia. The aerial images have a 15 cm/pixel spacing resolution.
For these two images, only the average of each of the R,G,B spectral components of inputs belonging to the same class, as described in section 2.3, were used to represent the color clusters in the output image. The results for Scene 1 (partially depicted in [Fig. 5]) and Scene 2 (partially depicted in [Fig. 6 ]) are shown in [ Table 2 ]. 
Conclusions
Because the original Mandrill image has about 80,000 more colors than the Lenna image, it makes sense that in [ Fig. 1 ] all of the RMSE values are higher for the Mandrill than that of the Lenna image for the listed, quantized colors.
Observe how letting FA execute for 1 to as many epochs as needed for convergence for both the Lenna and the Mandrill does not result in a significant reduction in the RMSE for vigilance values of 0.5 (which in most cases correspond 16 or more resultant quantized colors) and higher (see [Fig. 1]) . Therefore, we recommend the use of one shot stable learning ( 1 β = , 0.0001 α = , and only one epoch or input list presentation) for FA input parameters as the execution time is significantly lower and the RMSE is on par with that of letting the algorithm run for additional epochs.
We have experimented with several different methods for representing a given cluster of colors existent in the input image in the output image. These methods are as follows: averaging all the colors in a given class; taking the median of the colors in a given class; and taking a trimmed mean median of all the colors in a given class. It was observed that simply averaging all the colors in a given class and replacing the pixels in that class with those color averages worked the best, yielding not only the lowest RMSE, for the tested Lenna and Mandrill images as shown in [Fig. 2 ] but the lowest execution time as well (as opposed to using the other two median based output representation methods).
In addition to testing the algorithm on the Lenna and Mandrill images, tests for various color quantizations were also done on real images captured over Fairfield, Australia. The proposed implementation produced acceptable color quantized versions of the images with an arguably low execution time and RMSE.
The use of FA therefore has several advantages for CQ. One of which is its low execution time (on the order of less than a minute for both the Lenna and Mandrill images when the number of colors desired is 512 or less, see [ Table 1 ]) and on the order of minutes for the larger aerial images (see [Table 2 ]). The RMSE yielded between the original and color quantized image, as shown in [Fig. 2 ], is competitive with that of other methods in the literature [6] , [7] . One unfortunate disadvantage of using FA for CQ is one cannot directly specify the number of colors that results in the color quantized image.
Future Work
One possible future direction in which to take this work would be to explore the use of additional features to enable the FA clustering to account for the pixel's location and context in the image in addition to the pixel's RGB value. This could possibly further improve the algorithm's performance. 
