Visual stimuli are known to induce various changes in the receptive field properties of adult cortical neurons, but the underlying mechanisms are not well understood. Repetitive pairing of stimuli at two orientations can induce a shift in cortical orientation tuning, with the direction and magnitude of the shift depending on the temporal order and interval between the pair. Although the temporal specificity of the effect on the order of tens of milliseconds strongly suggests spike-timing-dependent synaptic plasticity (STDP) as the underlying mechanism, it remains unclear whether the modification occurs within the cortex or at earlier stages of the visual pathway. In the present study, we examined the involvement of an intracortical mechanism in this functional modification. First, we measured interocular transfer of the shift induced by monocular conditioning. We found complete transfer of the effect at both the physiological and psychophysical levels, indicating that the modification occurs largely in the cortex. Second, we analyzed the spike timing of cortical neurons during conditioning and found it commensurate with the requirement of STDP. Finally, we compared the measured shift in orientation tuning with the prediction of a model circuit that exhibits STDP at intracortical connections. This model can account for not only the temporal specificity of the effect but also the dependence of the shift on both orientations in the conditioning pair. These results indicate that modification of intracortical connections is a key mechanism in the stimulustiming-dependent plasticity in orientation tuning. V isual stimuli are known to induce various changes in adult cortical circuits. For example, in contrast adaptation, a few seconds of visual stimulation can cause a marked reduction in the response amplitude of cortical neurons (1) along with changes in their spatial frequency tuning (2), orientation tuning (3, 4), and direction selectivity (5). These effects may be caused by a reduction in neuronal excitability (6, 7) or by short-term synaptic depression (8). Concurrent visual stimulation and iontophoretic activation of cortical neurons can induce changes in their orientation selectivity and ocular dominance (9-11). The dependence of these effects on the coincidence between visual and iontophoretic stimulation is consistent with Hebb's rule for synaptic modification. Similarly, synchronous stimulation of the receptive field (RF) center and part of the surround can induce an RF expansion toward the costimulated surround (12), which is also likely mediated by Hebbian synaptic modification. Together, these studies indicate a high degree of plasticity of adult cortical circuits. In this study, we focused on a form of cortical modification that is likely mediated by spike-timing-dependent synaptic plasticity (STDP) of synaptic connections.
Visual stimuli are known to induce various changes in the receptive field properties of adult cortical neurons, but the underlying mechanisms are not well understood. Repetitive pairing of stimuli at two orientations can induce a shift in cortical orientation tuning, with the direction and magnitude of the shift depending on the temporal order and interval between the pair. Although the temporal specificity of the effect on the order of tens of milliseconds strongly suggests spike-timing-dependent synaptic plasticity (STDP) as the underlying mechanism, it remains unclear whether the modification occurs within the cortex or at earlier stages of the visual pathway. In the present study, we examined the involvement of an intracortical mechanism in this functional modification. First, we measured interocular transfer of the shift induced by monocular conditioning. We found complete transfer of the effect at both the physiological and psychophysical levels, indicating that the modification occurs largely in the cortex. Second, we analyzed the spike timing of cortical neurons during conditioning and found it commensurate with the requirement of STDP. Finally, we compared the measured shift in orientation tuning with the prediction of a model circuit that exhibits STDP at intracortical connections. This model can account for not only the temporal specificity of the effect but also the dependence of the shift on both orientations in the conditioning pair. These results indicate that modification of intracortical connections is a key mechanism in the stimulustiming-dependent plasticity in orientation tuning.
V
isual stimuli are known to induce various changes in adult cortical circuits. For example, in contrast adaptation, a few seconds of visual stimulation can cause a marked reduction in the response amplitude of cortical neurons (1) along with changes in their spatial frequency tuning (2) , orientation tuning (3, 4) , and direction selectivity (5) . These effects may be caused by a reduction in neuronal excitability (6, 7) or by short-term synaptic depression (8) . Concurrent visual stimulation and iontophoretic activation of cortical neurons can induce changes in their orientation selectivity and ocular dominance (9) (10) (11) . The dependence of these effects on the coincidence between visual and iontophoretic stimulation is consistent with Hebb's rule for synaptic modification. Similarly, synchronous stimulation of the receptive field (RF) center and part of the surround can induce an RF expansion toward the costimulated surround (12) , which is also likely mediated by Hebbian synaptic modification. Together, these studies indicate a high degree of plasticity of adult cortical circuits. In this study, we focused on a form of cortical modification that is likely mediated by spike-timing-dependent synaptic plasticity (STDP) of synaptic connections.
In STDP, the direction and magnitude of synaptic modification depend on the order and interval between the pre-and postsynaptic spikes: Presynaptic spiking within tens of milliseconds before postsynaptic spiking induces synaptic potentiation, whereas spiking in the reverse order results in depression. This form of plasticity has been shown at many excitatory synapses (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) . Theoretical studies have explored the potential roles of STDP in learning of sequences and temporal patterns (24) (25) (26) (27) (28) , in competitive synapse stabilization (29) (30) (31) , and in shaping the temporal response properties of sensory neurons (32, 33) . These studies indicate that STDP is a powerful learning rule for solving a range of computational problems.
In the visual system, because timing of visual stimuli can directly affect timing of neuronal spiking, it may play an important role in activity-dependent circuit modification. Recent studies have demonstrated several stimulus-timing-dependent cortical modifications that appear to be mediated by STDP. In kitten visual cortex, pairing of oriented visual stimuli with electrical stimulation can induce a shift in the orientation map. Tuning of the neurons shifts toward the paired orientation if the cortex is activated visually before it is activated electrically and shifts away if the sequence is reversed (34) . In adult primary visual cortex (V1), asynchronous pairing of visual stimuli at two orientations can also induce a shift in orientation tuning, with the direction and magnitude of the shift depending on the order and interval between the pair, consistent with the temporal specificity of STDP. Mirroring the plasticity of cortical neurons, similar conditioning also results in a shift in perceived orientation by human subjects, further suggesting the functional relevance of this phenomenon (35) . Parallel to the plasticity in cortical representation of orientation, stimulus-timing-dependent modification was also found in the space domain (36) .
Although the temporal specificity of these effects indicates the involvement of STDP, the site of synaptic modification underlying the functional plasticity remains unclear. In addition to modification of intracortical connections, which is shown to be important for experience-dependent cortical plasticity (37) , changes at the feedforward thalamic connections may also contribute to cortical modification, because these connections are known to be important for shaping orientation tuning (38, 39) . In the present study, we examined the role of intracortical mechanisms in the stimulustiming-dependent plasticity in orientation tuning (35) . First, we measured interocular transfer of the effect induced by monocular conditioning to determine the extent to which the modification occurs within the cortex (40, 41) . Second, we assessed whether cortical spike timing during visual conditioning allows the induction of STDP of intracortical connections. Finally, we compared the temporal and orientation specificity of the effect with the prediction of a model circuit that exhibits STDP at intracortical connections. Our results support the hypothesis that stimulus-timing-dependent plasticity in orientation tuning is largely mediated by STDP of intracortical connections.
Electrophysiology. Animal use procedure was approved by the Animal Care and Use Committee at the University of California, Berkeley. An adult cat (2-3 kg) was first anesthetized with isoflurane (3%, with O 2 ), followed by sodium pentothal (10 mg͞kg, i.v., supplemented as needed). During recording, anesthesia was maintained with sodium pentothal (3 mg͞kg per hr, i.v.) and paralysis with pancuronium bromide (0.1-0.2 mg͞kg per hr, i.v.). Pupils were dilated with 1% atropine sulfate and nictitating membranes retracted with 2.5% phenylephrine hydrochloride. Eyes were mechanically fixed and optically refracted. End-expiratory CO 2 was kept at 4% and core body temperature at 38°C. ECG and electroencephalogram were monitored continuously.
Extracellular recording was made in V1 with tungsten electrodes (A-M Systems, Everett, WA). Unit isolation was based on cluster analysis of waveforms and the presence of a refractory period in autocorrelogram. All well isolated units were studied, regardless of laminar position. Both conditioning and mapping stimuli were sinusoidal gratings (100% contrast) in an area 1-2°larger than the classical RF. In each mapping block (48 s), drifting grating at optimal spatiotemporal frequency was presented at 12 orientations spanning 180°at a random sequence (3 s per orientation, 1 s between orientations). Each conditioning block (Ϸ3 min) contained 1,600 conditioning pairs. In each pair, a grating (same spatial frequency as mapping stimulus) was flashed at two orientations in consecutive frames (interval: 8.3 ms), followed by 100 ms of resting Ͻ1 cd͞m 2 ( Fig. 1) . The phase of grating at each frame was chosen randomly from 0°, 90°, 180°, and 270°(arbitrary relative to preferred phase of the cell). For each cell, we first presented three to five mapping blocks to measure control orientation tuning, followed by interleaved conditioning and mapping blocks. In each experiment, conditioning at the same interval (8.3 or Ϫ8.3 ms) was repeated for one to three blocks to measure the cumulative effect. To measure interocular transfer, conditioning and mapping were presented to different eyes; in other experiments, they were presented to the dominant eye.
Each tuning curve was fit with a Gaussian function r() ϭ r o ϩ r 1 e Ϫ(Ϫo) 
response at k ; refs. 42 and 43) were used in the analysis. In total, 468 cells were included (45 simple, 423 complex; based on ref. 44 ). To measure interocular transfer, only cells that showed clear tuning (V Ͻ 0.7) through both eyes were used; all 50 cells were complex. Ocular dominance index (defined as (R i Ϫ R c )͞(R i ϩ R c ), R i and R c are responses to optimal drifting gratings presented to ipsi-and contralateral eyes) ranged from 0 to Ϯ0.5.
Psychophysics. Subjects viewed stimuli from 114 cm with free head and maintained fixation on a square (0.25 ϫ 0.25°, 80 cd͞m 2 ). Both conditioning and testing gratings (1 cycle per degree, random phase, 50% contrast) were presented in a circular patch (diameter: 7°, centered at vertical meridian, 8°lower than fixation). In each conditioning pair, gratings at 7°clockwise (S ϩ7°) and counterclockwise (S Ϫ7°) from vertical were flashed with an 8.3-ms interval, followed by 100 ms of resting (Ͻ1 cd͞m 2 ). Each conditioning block (12 s) contained 100 pairs. Each test block (18 s) contained 14 trials. In each trial, a grating was shown for 300 ms, with orientation randomly selected from seven values (0°, Ϯ1°, Ϯ2°, and Ϯ3°from vertical). The subject judged whether it was tilted clockwise or counterclockwise during the 1-s interval between trials. Each session contained a control test block and three pairs of alternating conditioning and test blocks. Each subject had the same number of S Ϫ7°3 S ϩ7°a nd S ϩ7°3 S Ϫ7°s essions at a random sequence. The probit method was used to identify the orientation that is perceived to be vertical (50% threshold). Perceptual shift was measured as the difference in 50% threshold between the control test block and the average of all test blocks after conditioning. Interocular transfer was examined by comparing the perceived orientations measured through the right eye before and after conditioning through the left eye.
Model Circuit. The cortical model (Fig. 5a ) uses recurrent circuitry similar to that in previous models (45) (46) (47) , but unlike those models, it works in a regime where feedforward inputs play a dominant role in determining orientation tuning, and recurrent inputs are only modulatory. It consists of 36 orientation columns (0-180°), one cell per column. The intracellular voltage of the cell in the kth column at time t, V k (t), is determined by:
where 0 (10 ms) is the membrane time constant (48) , V k ff denotes feedforward inputs (green arrows, Fig. 5a ), and V k,j rec (t) denotes intracortical input from jth to kth column (red and blue lines, Fig. 5a ).
V k
ff is expressed as:
denotes half-wave rectification; k : preferred orientation of the cell; ff : stimulus orientation). G ff represents tuning of the feedforward input: S o , optimal orientation; S ϩ15°a nd S Ϫ15°, 15°clockwise and counterclockwise from optimal. (b) Four types of conditioning stimuli. For interocular transfer experiments, only S o and S Ϯ15°( according to tuning measured through the conditioned eye) were used. To measure orientation specificity of the effect (Fig. 6 ), other orientations were also used.
where S(k 3 j) represents the strength of a single synapse from the kth to the jth column, which is modifiable according to STDP (see below). R j is neuronal firing rate in the jth column, proportional to rectified intracellular voltage:
, where V t (0.16) is the spiking threshold adjusted to obtain the normal tuning width of model neurons and to make their mean spike-timing asymmetry (3.3%) comparable to that of actual neurons (2.8%, see Results); ␣ (2.0 ms
Ϫ1
) is adjusted to match the mean firing rates of model neurons (8.2 spikes per second) and actual neurons (8.5 spikes per second) during conditioning. The probability of spiking is determined by P j (t) ϭ ␤R j (t) (␤ ϭ 1.0 ms, size of simulation time step); the spike train was simulated with a rate-modulated Poisson process. G recext and G recinh represent densities of excitatory and inhibitory intracortical connections: With these parameters, the orientation tuning of model cells is dominated by feedforward rather than intracortical inputs.
The excitatory intracortical connection S changes after each pre-͞postsynaptic spike pair: (17, 23) . Because of the relatively low spike rate during conditioning, the occurrence of multispike burst is low, and the suppressive interspike interaction (23) in synaptic modification does not significantly affect the simulation results. Inhibitory intracortical connections were not modified, because the polarity of their modification appears to be insensitive to the order of pre-and postsynaptic spiking (50, 51) . The feedforward inputs were also not modified, because the interocular transfer experiment indicates that the observed modification is largely intracortical (see Results). Simulated cortical modifications were induced by 1,600 conditioning pairs (one block).
Results
Interocular Transfer. Single-unit recordings were made in V1 of anesthetized adult cats. For each cell, we measured its orientation tuning through each eye separately; only cells that showed clear tuning through both eyes were used to measure interocular transfer (see Materials and Methods). During conditioning, gratings at the optimal orientation (S o ) and 15°from optimal (S ϩ15°o r S Ϫ15°) were flashed repeatedly at an interval of 8.3 ms (Fig. 1) . In the previous study (35) , we found that monocular presentation of such conditioning induced a shift in orientation tuning measured through the conditioned eye. Here we tested interocular transfer of the effect by measuring the shift in tuning through the nonconditioned eye. We found that after S ϩ15°3 S o conditioning, the optimal orientation through the nonconditioned eye shifted toward S ϩ15°, whereas S Ϫ15°3 S o conditioning induced a shift toward S Ϫ15° ( Fig. 2a) . Conditioning in the reverse order (S o 3 S Ϯ15°) , on the contrary, induced a shift away from the nonoptimal conditioning orientation (Fig. 2b) . For the population of cells examined, 3-9 min of S Ϯ15°3 S o conditioning induced a shift of 1.6°Ϯ 0.5°(SE, n ϭ 72, P Ͻ 0.005, Wilcoxon signed rank test) toward the nonoptimal conditioning orientation, whereas 3-9 min of S o 3 S Ϯ15°c onditioning induced an opposite shift of 2.0°Ϯ 0.7°(n ϭ 28, P Ͻ 0.05) (Fig. 2c, filled bars) . The magnitudes of these shifts were not significantly different from those measured previously (35) for the conditioned eye (Fig. 2c , open bars; for both S Ϯ15°3 S o and S o 3 S Ϯ15°, P Ͼ 0.5, Wilcoxon rank sum test), indicating that the effect of monocular conditioning transfers completely to the nonconditioned eye. Because along the thalamocortical pathway visual signals from the two eyes converge substantially only after reaching V1, interocular transfer of the effect indicates that it is mediated largely by modifications within the cortex.
In addition to the modification of cortical orientation tuning, we also examined interocular transfer of the perceptual effect in human subjects. For conditioning, a pair of gratings at ϩ7°and Ϫ7°f rom vertical (S ϩ7°a nd S Ϫ7°) were flashed repeatedly with an interval of 8.3 ms. For testing, gratings at near-vertical orientations were used in a two-alternative forced-choice task to determine the orientation at which the grating was perceived to be vertical. For all four subjects tested, S Ϫ7°3 S ϩ7°m onocular conditioning caused a shift in the perceived orientation through the nonconditioned eye toward S ϩ7°( P Ͻ 0.05, Wilcoxon signed rank test), whereas S ϩ7°3 S Ϫ7°c onditioning induced an opposite shift (P Ͻ 0.05) (Fig. 3, filled bars). The directions of these perceptual shifts were consistent with those expected from the shifts in cortical orientation tuning (35) , and the magnitudes were not significantly different from those induced by binocular conditioning (Fig. 3 , open bars; P Ͼ 0.2, Wilcoxon rank sum test). Thus, interocular transfer of conditioninginduced changes in orientation processing also occurs perceptually, further indicating that the modification arises within the cortex. Because the effect has been shown to depend on the relative timing of conditioning stimuli on the order of tens of milliseconds (35) , it is likely mediated by STDP of intracortical connections.
Cortical Spike Timing During Conditioning. Spike-timing-dependent modification of intracortical connections depends on interspike intervals between cortical neurons on the order of tens of milliseconds (22, 23) . To assess the effectiveness of the conditioning stimuli in controlling cortical spike timing, we compared the responses of each neuron to S a°3 S o and S o 3 S a°s timuli (or S Ϫa°3 S o and S o 3 S Ϫa°, a ϭ 15 or 22). We found that the cells exhibited a range of temporal precision. Fig. 4a shows the responses of a cell that precisely time-locked to the stimuli, with each conditioning pair evoking two distinct clusters of spikes. The crosscorrelogram between the responses to S ϩ22°3 S o and S o 3 S ϩ22° ( Fig. 4b) exhibited three peaks, with the two side peaks centered at approximately Ϯ8 ms, corresponding to the conditioning interval. The area under the crosscorrelogram was larger on the right side, indicating that more than half of the spikes in response to S ϩ22°3 S o lagged the spikes in response to S o 3 S ϩ22°. For most other neurons, although the spikes evoked by the conditioning pair were not temporally segregated (Fig. 4c) , the crosscorrelograms were still asymmetric (Fig.  4d) , indicating an overall difference in spike timing between the responses to S Ϯa°3 S o and S o 3 S Ϯa°. Although in these experiments we did not record from the neurons that prefer orientation a°, their responses to S o 3 S Ϯa°s timuli should be similar to the response of the recorded neuron to S Ϯa°3 S o . Thus, the spike timing difference observed in Fig. 4 a-d indicates that the conditioning stimuli can evoke asynchronous spiking between the recorded neuron and the neurons preferring a°, which may induce modification of their connections through STDP. Because pre-͞ postsynaptic interspike intervals within Ϯ20 ms are most relevant for STDP, we estimated the difference between the number of spike pairs with positive intervals (intervals consistent with the order between the conditioning pair) and the number of pairs with negative intervals within Ϯ20 ms (referred to as ''spike-timing asymmetry''). For 54 neurons examined, we found a significant spike-timing asymmetry (Fig. 4e, 5 .7 Ϯ 2.3%, SE, P Ͻ 10 Ϫ5 , Wilcoxon signed rank test), suggesting that cortical spike timing during conditioning allows spike-timing-dependent modification of intracortical connections. When we computed the crosscorrelation between different cells (the response of one cell to S Ϯ15°3 S o and the response of another cell to S o 3 S Ϯ15°) , the mean spike-timing asymmetry over all pairwise combinations of the 54 cells was 2.8% (P Ͻ 0.02, Wilcoxon signed rank test). This value was used in subsequent modeling studies (see below).
Stimulus-Timing-Dependent Plasticity in Model Circuit. Is modification of intracortical connections sufficient to explain the stimulustiming-dependent shift in orientation tuning? To address this question, we generated a model circuit consisting of an array of cortical neurons with orientation preference ranging from 0°to 180° (  Fig. 5a) . Each neuron received both orientation-selective feedforward inputs (green arrows) and intracortical connections from other orientation columns (red and blue lines). Model parameters were adjusted so that both the mean rate and the temporal precision of spiking during conditioning were comparable to those for recorded V1 neurons (Fig. 5b) . As shown in Fig. 5c (solid curve) , the model neurons also exhibited orientation tuning similar to that found in cat V1. We then implemented STDP at the excitatory intracortical connections and applied asynchronous conditioning (Fig. 1) to the circuit. We found that S ϩ15°3 S o conditioning (interval 8.3 ms) induced a rightward shift in tuning of the model neuron preferring 0° (Fig. 5c, dashed curve) , and S o 3 S ϩ15°c onditioning induced a leftward shift (dotted curve), consistent with the experimental finding. We also examined the temporal specificity of the effect by applying visual conditioning at Ϯ8.3-, Ϯ16.7-, and Ϯ41.7-ms intervals. As shown in Fig. 5d , the shift in tuning as a function of conditioning interval agreed well with the result of our previous study (35) , indicating that STDP of the excitatory intracortical connections can account for the temporal specificity of the effect.
Orientation Specificity. The pair of conditioning stimuli (Fig. 1) should selectively activate neurons with matched orientation preference; conditioning-induced synaptic modification in the cortical circuit should thus depend on both orientations in the pair. To examine the orientation specificity of the effect mediated by STDP of intracortical connections, we systematically varied both orientations ( 1 and 2 in Fig. 6a ) and plotted the shift in tuning of a model cell as a function of 1 and 2 (Fig. 6b) . We found several robust features of this function. First, the shift was always in the direction of 1 -2 , with a clockwise shift (positive) when 1 was clockwise relative to 2 ( 1 Ͼ 2 , below diagonal) and a counterclockwise shift when 1 Ͻ 2 , consistent with the experimental result (Fig. 2) . Second, the shift was found within a limited range of 1 -2 (distance from diagonal) with the maximum shift at  1 -2  Х 25°. The magnitude of the shift decreased either when 1 and 2 were too close, so that they activated the same population of cells, or when they were too far, so that the two populations of activated cells were not densely connected. Finally, a significant shift was observed even when the conditioning pair did not contain the preferred orientation of the neuron (i.e., points not on the horizontal or vertical axis). This is because, given the width of cortical orientation tuning, the conditioning stimuli activated multiple columns and induced synaptic modifications widely distributed in the circuit. Although the exact shape of the function shown in Fig. 6b can be affected by model parameters (see Discussion), the three features described above are observed consistently across a wide range of parameter values. To test the above predictions, we examined the orientation specificity of cortical modification experimentally. Conditioninginduced shifts in orientation tuning were measured at various combinations of 1 and 2 (dots in Fig. 6a ), and the results are shown both for the sampled points (Fig. 6c , n ϭ 14-74 per point, n ϭ 418 in total, 123͞418 were from the previous study, ref . 35) and in a contour plot (Fig. 6d) . All three features of the predicted function (Fig. 6b) were observed, and the overall profiles of the predicted and measured functions resembled each other. Thus, STDP of intracortical connections can also account for the orientation specificity of the effect.
Discussion
In the present study, we have demonstrated interocular transfer of conditioning-induced shift in orientation representation at both the physiological and perceptual levels, indicating that the effect is mediated largely by intracortical modifications. Although synaptic connections in earlier stages of the visual pathway, including thalamocortical connections, may also exhibit activity-dependent modification, they appear not to contribute to the stimulus-timing-dependent cortical modification induced by the oriented conditioning stimuli. Analysis of cortical spike trains showed that the conditioning stimuli can evoke asynchronous spiking of V1 neurons at a time scale of tens of milliseconds, allowing modifications of intracortical connections through STDP. Further experimental and simulation studies indicated that intracortical STDP is sufficient to account for both the temporal and orientation specificity of the effect. Together, these results indicate that intracortical synaptic modification is a key mechanism underlying the timing-dependent plasticity in orientation representation. As in the previous study (35) , the effect of conditioning on orientation tuning was demonstrated at the population rather than single-cell level. Because of the high response variability of the cortical cells and the limited time for mapping orientation tuning under each condition, it is difficult to demonstrate a significant effect at the single-cell level. In addition, the local cortical circuitry for each cell may be highly heterogeneous (e.g., different laminar locations and different distances from pinwheel centers), which may also contribute to the variability of the effect. Nevertheless, the significant effect at the population level is consistent with the conditioning-induced perceptual shift.
The purpose of the simulation study (Figs. 5 and 6 ) is to demonstrate that STDP of intracortical connections is sufficient to account for the conditioning-induced shift in orientation tuning. Of course, the predictions of the model depend quantitatively on the parameters. In particular, the function shown in Fig. 6b depends on both the strength and extent of intracortical connections. Although the parameter values used here (e.g., EXC ϭ 25°) are somewhat arbitrary (because direct measurements of these parameters are not available), the similarity between the predicted (Fig. 6b) and measured (Fig. 6d) effects certainly supports the plausibility of the model.
Previous studies indicate that, although feedforward connections may play a dominant role in determining orientation tuning (38, 39) , intracortical connections may modulate this RF property (46, 52) . Both short-term (53) and long-term (22, 23, 54) modifications of intracortical connections have been implicated in stimulusinduced changes in orientation tuning. For example, visual adaptation to a nonoptimal orientation can induce a shift in orientation tuning away from the adapted orientation (3, 55) , which may be mediated by short-term plasticity of intracortical connections (56) . Pairing of visual and iontophoretic activation of cortical neurons can also induce a shift in orientation tuning, which is likely mediated by intracortical synaptic modifications that depend on coincident pre-and postsynaptic activity (9) (10) (11) . In the present study, dependence of the effect on the order and interval between the conditioning pair strongly indicates the involvement of STDP of intracortical connections, which has been shown to be a robust phenomenon in visual cortical slices (22, 23) . Together, these studies underscore the importance of intracortical synaptic plasticity in dynamic modifications of cortical representation of orientation, which may confer significant functional advantages (4, 55, 57) .
In addition to the asynchronously flashed stimuli used in the present study, a rotating stimulus may also activate cortical neurons in nearby orientation columns at short intervals and thus induce spike-timing-dependent modification of intracortical connections. The results of the present study raise an interesting possibility that rotating stimuli at certain velocities can cause rapid shifts in cortical representation of stimulus orientation. Because rotational motion is common in the visual environment, its effect on cortical modification may have important functional implications in natural vision.
