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Abstract This paper is concerned with the use of oscillating particles instead of the usual frozen
particles to model a suspended particle in the Dissipative Particle Dynamics (DPD) method. A
suspended particle is represented by a set of basic DPD particles connected to reference sites by
linear springs of very large stiffness. The reference sites, collectively modelling a rigid body, move
as a rigid body motion calculated through their Newton-Euler equations, using data from the
previous time step, while the velocities of their associated DPD particles are found by solving the
DPD equations at the current time step. In this way, a specified Boltzmann temperature (specific
kinetic energy of the particles) can be maintained throughout the computational domain, including
the region occupied by the suspended particles. This parameter can also be used to adjust the
size of the suspended and solvent particles, which in turn affect the strength of the shear-thinning
behaviour and the effective maximal packing fraction. Furthermore, the suspension, comprised
of suspended particles in a set of solvent particles all interacting under a quadratic soft repulsive
potential, can be simulated using a relatively large time step. Several numerical examples are
presented to demonstrate attractiveness of the proposed model.
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1 Introduction
Dissipative Particle Dynamics (DPD), originally proposed by Hoogerbrugge and Koelman (1992)
as a mesoscopic simulation technique for a complex fluid, has received considerable attention in the
last two decades. Its formulation is derived from the view that each DPD particle is a coarse-grained
representation of a group of fluid particles. DPD particles interact through a soft potential and
thus the simulation can be carried out on length and time scales far beyond those associated with
Molecular Dynamics (MD). Viscous interactions are accounted for by dissipative forces depending
on the relative velocity of the particle. It is important to note that ensemble-average quantities
formed from the DPD particle states (positions and velocities) satisfy the conservation of mass
and momentum [Espan˜ol (1995)], and thus the method is qualified as a particle-based method for
solving continuum problems. One of the most attractive features of DPD is that its ability to
model complex fluids in a simple way. A subset of DPD particles can be constrained to form a
solid object [Koelman and Hoogerbrugge (1993)], a droplet [Clark et al. (2000)], a polymer chain
[Kong et al. (1997)], etc. DPD method has been used with varying degree of success in simulating
various classes of complex fluids, for examples, colloidal suspensions [Koelman and Hoogerbrugge
(1993); Boek et al. (1997); Chen et al. (2006); Pan et al. (2010a)], fluid mixtures [Novik and
Coveney (1997); Laradji and Hore (2004)], polymer solutions [Kong et al. (1997); Jiang et al.
(2007)], polymer melts [Nikunen et al. (2007)], and red blood cell modelling [Pan et al. (2010b),
Ye et al. (2013)] - this list is not meant to be exhaustive. We noted some recent efforts in the
development of a thermodynamically consistent DPD model, where two addition variables, the
particle volume and the internal energy, were introduced, and its applications explored [Espan˜ol
and Revenga (2003); Bian et al. (2012); Kulkarni et al. (2013); Gatsonis et al. (2014)].
This study is mainly concerned with a new DPD model for particulate suspensions, and its ap-
plications in a few flow problems of interest. In the DPD method, a suspended particle can be
modelled using frozen DPD particles [Koelman and Hoogerbrugge (1993); Boek et al. (1997);
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Martys (2005); Chen et al. (2006)], or just using a single DPD particle [Dzwinel and Yuen (2000);
Pryamitsyn and Ganesan (2005); Pan et al. (2008); Pan et al. (2010a); Whittle and Travis (2010);
Groot (2012); Mai-Duy et al. (2013)]. Each type of model has its own strengths and weaknesses.
In the single-particle models, a single DPD particle is used to represent a suspended particle,
referred here as the colloidal particle (C); its velocity and position are updated according to its DPD
equations. The solvent is represented by a set of DPD particles, referred to as solvent particles (S).
Between them, there are three types of interactions: solvent-solvent (SS), solvent-colloidal (SC),
and colloidal-colloidal (CC) interactions. In [Pan et al. (2010a)], for SC and CC interactions, the
conservative force is taken as a steep exponential potential. Such a steep form for the conservative
force was deemed necessary to produce a uniform colloidal dispersion [Pan et al. (2010a)]. Stokes
results are then utilised to determine the strength of the dissipative forces. In [Mai-Duy et al.
(2013)], the mass of DPD particles is allowed to approach zero to induce a nearly incompressible
slow viscous flow in a DPD fluid and to enhance its dynamic response. In [Dzwinl and Yuen (2000)
and Pryamitsyn and Ganesan (2005)], the CC and CS interactions are implemented with the energy
conserving Lennard-Jones (L-J) two-body potentials. The main advantage of single-particle models
is that only a one DPD particle is required to model a suspended particle. However, these models
are limited to spherical (3D) and circular (2D) suspended particles only, and require more effort
in the process of determining the DPD parameters, particularly when the suspended particles are
polydispersed in sizes. Furthermore, the use of L-J potentials and exponential conservative forces,
rather than soft potentials (linear forces), places some restriction on the time step, increasing the
computational effort. Also, a linked-list algorithm needs be modified for an efficient computation
as interaction zones are of different sizes [Pryamitsyn and Ganesan (2005)].
The frozen-particle model consists in employing a subset of the same DPD particles, which remain
at a fixed relative position, to represent a suspended particle. Its velocity and position are updated
using the sums of forces and torques acting on it. The model has the ability to represent a
suspended particle of arbitrary shape and size, defined by the configuration of its constituent
particles. Since the constituent particles are frozen, the dissipative forces between themselves
vanish and a specified constant temperature (specific kinetic energy) may not be easily maintained
throughout the simulation domain, for a finite small time step. In practice, a large number of
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basic DPD particles are employed (a few hundreds) to model a spherical particle [Martys (2005);
Chen et al. (2006)] and thus the computational effort is much higher than that for single-particle
models.
In this study, we propose a simple but effective DPD model to alleviate some of the weaknesses
of single particle models (small time steps, complex interactions, spherical/cylindrical shape limi-
tations), and the frozen particle models (large systems, difficulty in maintaining the system tem-
perature), and also address some implementation issues concerning the number density and the
volume fraction in DPD. Here, a suspended particle is modelled using a few basic DPD particles
(“constituent particles”) that are tethered to reference sites on a surface, and fully interact with
each other and with the rest of the DPD system. It will be shown that the size of a colloidal particle
is decided by the repulsion acquired from the superimposition of conservative forces of constituent
particles of the colloidal particle (not by the reference sites). This allows a circular/spherical shape
for a suspended particle to be achieved with a few basic DPD particles only. In this study, a hard
disc (2D circular cylinder), or a spherical suspended particle can be modelled by 4 or 8 basic
DPD particles, respectively. The constituent particles of a colloidal particle are connected to the
reference sites via linear springs of large stiffness. This allows a specified temperature to be main-
tained over the entire domain inclusively. This parameter has been shown to influence the fluid
compressibility [Marsh (1998)]; it is shown here that it also controls some physical characteristics
of the suspension, such as the strength of its shear-thinning behaviour and/or the effective size
of the solvent and colloidal particles. The other computational advantage of the proposed model
is that all the DPD parameters are the same as those representing the solvent. This implies (i)
there is no need to perform a numerical parametrisation study for the interactions between solvent
and colloidal particles; (ii) the underlying particles all interact through a soft potential (linear
forces) and thus allowing large time steps in the suspension simulation; and (iii) all interactions
between particles can use the same cutoff radius and therefore allow one to use a simple, single
level linked-list algorithm.
At highly concentrated regime, short-range lubrication forces are expected to be dominant, and can
only be mimicked if the presence of the solvent between colloid particles can still be maintained.
Only standard DPD forces, namely conservative, dissipative and random forces, are employed;
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no approximate lubrication approximation is used unlike some other particle-based methods (e.g.,
SPH, or sDPD). The number density, fluid velocities and stresses in DPD are calculated by aver-
aging the instant results (particle configuration, particle velocities, etc.) over very large numbers
of time steps.
The remainder of the paper is organised as follows. Section 2 provides a brief overview of the
standard DPD equations. The proposed spring model for suspended particles is described in
Section 3 and then verified numerically in Section 4. Section 5 gives some concluding remarks.
2 Dissipative Particle Dynamics
Governing equations:
The stochastic differential equations governing the motion of a DPD particle are given by
r˙i = vi, (1)
miv˙i = Fi, (2)
where mi, ri and vi represent the mass, position and velocity vectors of a particle i = 1, . . . , N ,
respectively, N is the total number of DPD particles, the superposed dot denotes a time derivative,
and Fi is the total force vector exerted on particle i, containing three parts
Fi =
N∑
j=1,j 6=i
(Fij,C + Fij,D + Fij,R) , (3)
in which the sum runs over all other particles except i, within a certain cutoff radius rc. Outside
the cutoff radius (which is the same for Fij,D and Fij,R but may be different for Fij,C), these forces
are set to zero. The first term on the right is referred to as conservative force (subscript C), the
second, dissipative force (subscript D) and the third, random force (subscript R). The three forces
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are pairwise and are usually given in the forms
Fij,C = aijwCeij, (4)
Fij,D = −γwD (eij · vij) eij, (5)
Fij,R = σwRθijeij, (6)
where aij, γ and σ are constants reflecting the strengths of these forces, wC , wD and wR the
configuration-dependent weighting functions to be defined below, eij = rij/rij a unit vector from
particle j to particle i (rij = ri − rj, rij = |rij|), vij = vi − vj the relative velocity vector, and θij
a Gaussian white noise (θij = θji) with stochastic properties
〈θij〉 = 0, (7)
〈θij(t)θkl(t′)〉 = (δikδjl + δilδjk) δ (t− t′) , (8)
with δ(t− t′) the Dirac delta function, and δij the Kronecker delta.
It was shown in [Espan˜ol and Warren (1995)] that the followings
wD(rij) = (wR(rij))
2 , (9)
kBT =
σ2
2γ
, (10)
lead to a detailed balance of the system (equi-partition principle or fluctuation-dissipation theo-
rem). This relates the strength of the dissipative force to the strength of the random force through
the definition of the thermodynamic temperature (constant fluctuation kinetic energy). A popular
choice of the weighting functions is [Groot and Warren (1997); Fan et al. (2006)]
wC(rij) = 1− rij
rc
, (11)
wD(rij) =
(
1− rij
rc
)s
. (12)
where s is a constant (s = 2 and s = 1/2 are two typical values of s).
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We may re-write the stochastic DPD equation (2) in the following differential form
∆vi =
1
mi
∑
j 6=i
aijwC∆teij − 1
mi
∑
j 6=i
γwD (eij · vij) ∆teij + 1
mi
∑
j 6=i
σwR∆Wij(t,∆t)eij, (13)
where
∆Wij(t,∆t) =
∫ t+∆t
t
θij(s)ds. (14)
The incremental stochastic process ∆Wij has zero mean and autocorrelation
〈∆Wij(∆t)∆Wkl(∆t)〉 = (δikδjl + δilδjk) ∆t. (15)
If we define ∆Wij = ξij
√
∆t, then ξij is a Gaussian random tensor with zero mean and variance
〈ξijξkl〉 = (δikδjl + δilδjk). This random tensor can be chosen from a pseudo-random sequence, and
(13) is the basis for updating a particle velocity. Since wC , wD and wR are dimensionless functions,
the DPD parameters aij, γ, σ and kBT have units of [F ], [FT/L], [F
√
T ] and [FL], respectively,
where [F ] is the force unit, [T ] is the unit of time, [L] is the unit of length.
Calculation of Stress Tensor:
The flow domain is divided into grids and local field data are collected in each bin. The flow
properties are calculated by time averaging over all sampled data in each bin. The stress tensor is
calculated using the Irving-Kirkwood expression [Irving and Kirkwood (1950)]
S = − 1
V
[∑
i
mViVi +
1
2
∑
i
∑
j 6=i
rijFij
]
= −n
(
〈mVV〉+ 1
2
〈rF〉
)
, (16)
where n is the number density of particles, V is the volume of the bin and Vi is the velocity
fluctuation of particle i with respect to the mean field velocity (peculiar velocity). The first term
on the right side of (16) denotes the contribution to the stress from the momentum (kinetic) transfer
of DPD particles and the second term from the interparticle forces. The constitutive pressure can
be determined from the trace of the stress tensor:
p = −1
3
trS. (17)
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Time scales in particulate suspensions:
In the micromechanics as represented by Eq. (2), there are three time scales: the smallest fluctua-
tion time scale of the random forces, the inertial time scale formed by mass and dissipative forces
(mγ−1), and the relaxation time scale, formed by the dissipative and conservative forces (γa−1ij rc).
In assessing the global behaviour of a colloidal suspension, one tends to concentrate on two relevant
time scales: (i) the diffusion time scale that restores the equilibrium configuration: a2/D0 (a is the
sphere radius and D0 the single-sphere diffusion coefficient); and (ii) the time scale on which the
structure of the dispersion is deformed by the shear: γ˙−1 (γ˙ the shear rate). The Pe´clet number is
defined as the ratio between the two time scales
Pe = γ˙a2/D0. (18)
This dimensionless shear rate is a measure of the relative importance of dissipative (hydrodynamic
contribution) and diffusion (random contribution) forces.
Conservation properties:
From the system state (positions and velocities of DPD particles), one can define the local fluid
density:
ρ (r, t) =
〈∑
i
mδ (r− ri)
〉
= mn (r, t) , (19)
where n (r, t) is the number density, and the local linear momentum:
ρ (r, t) u (r, t) =
〈∑
j
mvjδ (r− rj)
〉
. (20)
These quantities so defined have been shown to satisfy conservation laws [Espan˜ol (1995); Marsh
et al. (1997)]:
∂
∂t
ρ (r, t) +∇ · (ρ (r, t) u (r, t)) = 0, ∇ = ∂/∂r, (21)
and
∂
∂t
(ρu) +∇ · (ρuu) = ∇ · S. (22)
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Thus, DPD may be regarded as a particle-based method for solving continuum flow problems (21)-
(22) - in some physical sense it is a particle discretisation of (21)-(22). In this particle-based point
of view, then DPD particles may be thought of as a model of a behaviour (e.g., viscous compressible
fluid), not merely a cluster of fluid particles. Phenomena in the length scale below a particle length
scale are ignored by the method. The complex nature of the fluid is described in its microstructure,
for example, a standard set of DPD particles under dissipative and random interaction forces
have been shown to be a compressible Newtonian fluid [Marsh (1998)], a suspension of dumbbell
particles (constructed by chaining two DPD particles by linear springs) behaves like an Oldroyd-B
fluid [Phan-Thien, 2013].
3 Proposed model for suspended particles
It was reported in Sierou and Brady (2001) that in Stokesian Dynamics simulation a system with
larger number of particles tends to capture more accurately the properties of suspensions than
one with fewer particles. Our strategy in this work is also to maximize the number of suspended
particles. To accomplish this goal, we propose to model a suspended particle by a set of p basic
DPD particles (p is small) connected to reference sites by linear springs. For example, as shown in
Figure 1, a hard disc may be simply constructed using 3 or 4 basic DPD particles, whose associated
reference sites are located at the vertices of an equilateral triangle or square. A spherical particle
may be represented using 6 or 8 basic DPD particles with their reference sites at the vertices of
either an octahedron or a cube. The schematic diagram for the case of a suspended disc using 4
basic DPD particles is illustrated in Figure 2. The reference sites are updated according to their
Newton-Euler equations, subjected to the constraint
ξij(t) ≡ (ri(t)− rj(t))T (ri(t)− rj(t))− (dij)2 = 0, (23)
where dij is the fixed distance between the sites i and j, and r¯i the position of the reference site i
(the overline is used to differentiate the site from its associated DPD particle). This model allows
the constituent particles of a colloidal particle to be treated in the same manner as the solvent
particles (i.e., subject to the same DPD parameters including kBT ), from which one can control
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the effects of kBT on the flow properties in a systematic way, leading to a good definition of the
volume fraction through the number of basic DPD particles.
Consider the kth suspended particle, comprised of a set of p basic DPD particles and their asso-
ciated reference sites. Its mass centre is located at
Rkc =
1
Mkc
(
p∑
i=1
mki r
k
i +
p∑
i=1
mki r
k
i
)
, Mkc =
p∑
i=1
mki +
p∑
i=1
mki , (24)
where Mkc is its total mass. Its base, formed by a set of reference sites, is assumed to move as a
rigid body according to its Newton-Euler equations, with negligible mass (mki → 0). At very large
spring stiffness, rki (t) → rki (t), its centre of mass can be approximately taken to be the centre of
its constituent particles
Rkc ≈
1
Mkc
(
p∑
i=1
mki r
k
i
)
≈ 1
Mkc
(
p∑
i=1
mki r
k
i
)
, Mkc ≈
p∑
i=1
mki . (25)
The force on a constituent particle of the kth suspended particle is
Fki (t) =
N∑
j=1,j 6=i
[
Fkij,C(t) + F
k
ij,D(t) + F
k
ij,R(t)
]
+ Fki,S(t), i = (1, 2, · · · , p). (26)
where Fki,S(t) = −H
[
rki (t)− rki (t)
]
is the spring force with H being the stiffness of the spring.
The force on a reference site of the kth suspended particle is
F
k
i (t) = F
k
i,S(t) + G
k
i (t), i = (1, 2, · · · , p), (27)
where F
k
i,S and G
k
i are the spring and constraint forces, respectively. The latter is given by
Gki (t) = −
p∑
j=1
λij(t)∇iξij(t), (28)
where λij(t) are the time-dependent Lagrange multipliers and ∇ is the gradient with respect to
the coordinates of the reference site under consideration. Note that λij(t) = λji(t), ξij(t) = ξji(t)
and ∇iξij(t) = −∇jξij(t).
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Using (26) and (27), the net force and torque on the kth colloidal particle are expressed as
Fk =
p∑
i=1
Fki (t) +
p∑
i=1
F
k
i (t), (29)
Tk =
p∑
i=1
(
rki −Rkc
)× Fki (t) + p∑
i=1
(
rki −Rkc
)× Fki (t). (30)
Since the constraint forces and the spring forces are pairwise, expressions (29) and (30) reduce to
Fk =
p∑
i=1
N∑
j=1,j 6=i
[
Fkij,C(t) + F
k
ij,D(t) + F
k
ij,R(t)
]
, (31)
Tk =
p∑
i=1
(
rki −Rkc
)× N∑
j=1,j 6=i
[
Fkij,C(t) + F
k
ij,D(t) + F
k
ij,R(t)
]
. (32)
Note that the sum of the spring forces on the constituent particles are absent in the net force and
torque on the colloidal particle.
The velocity of the mass centre and the angular velocity of the kth colloidal particle are obtained
from its Newton-Euler equations:
Mkc
dVkc
dt
= Fk(t), (33)
Ik
dωk
dt
= Tk(t) + ωk × (Ikωk), (34)
where Ik is the moment of inertia tensor of the colloidal particle, and its reference sites are advanced
according to
dri
dt
= Vkc + ω
k × (rki −Rkc) , i = (1, 2, · · · , p), (35)
while the corresponding velocities of the constituent particles are to be found from solving equation
miv˙
k
i = F
k
i , i = (1, 2, · · · , p), with Fki given in (26).
It can be seen from our model that there is only one type DPD particles, and therefore one set of
DPD parameters, a feature to be contrasted with the single-particle models. On the other hand,
since the constituent particles undergo relative oscillatory motions about their associated reference
sites, there are dissipative forces between them, a feature to be contrasted to the frozen-particle
models. We will next report numerical results to support the proposed model.
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4 Numerical examples
The proposed model will be tested in Couette and Poiseuille flows. The simulation is carried
out on a domain of 10 × 10 and 20 × 20 for 2D, and 20 × 10 × 20 for 3D with the following
DPD parameters: mi = 1, s = 1/2, n = 4, aij = 18.75, σ = 3 and rc = 1. Springs associated
with the constituent particles should be stiff in order to represent a rigid body correctly. In the
present calculations, the stiffness of springs is chosen to be quite large (i.e., H = 3000 after some
experimentations) to model a solid body, allowing the constituent particles to fully participate in
the system dynamics, leading to a better control of the system temperature. Results concerning
spring forces are normalised with aij = 18.75 (the maximum conservative force), the effective
viscosity of the suspension is normalised with the viscosity of the suspending fluid, and the normal
stress difference with the product of the solvent viscosity and the shear rate. The improvement of
the proposed model, particularly in time step and simplicity over the single particle model, and in
the system size and temperature variation over the frozen particle model will be demonstrated.
4.1 Shapes of colloidal particles
In frozen particle models, DPD particles are arranged in layers on the suspended particle to achieve
a desired shape - these particles move in a rigid body motion and do not participate in the DPD
dynamics. The radius of the colloidal particle is defined as the distance from the centre of the sphere
to the centre of a frozen particle located on the surface for a spherical suspended particle [Chen et
al. (2006)]. As a result, a large number of constituent particles is normally required. For example,
in [Chen et al. (2006)], at least 500 particles per sphere were used. In our model, only a few DPD
particles (per suspended particle) are required, and we observe here that the repulsion resulting
from the superimposition of shape functions for the conservative forces of the constituent particles
actually account for the shape of the colloidal particle. To have a conical shape with a flat round
base, one may need to employ a few constituent particles only. It is possible to use 3 or 4 basic DPD
particles to represent a 2D circular disc, and 6 or 8 DPD particles for a spherical particle (Figure
1). A condition required here for an axisymmetric suspended particle is that its reference sites
should be located axisymmetrically. Consider a 2D circular disc. Figure 3 shows the contours of the
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superimposition of the conservative forces on all the constituent particles, i.e.,
∑p
i=1 aij(1− rij/rc),
for two simple cases, p = 3 and p = 4. Figure 4 shows contour plots of the radial component of
the total conservative force vector on a suspended particle, i.e.,
∑p
i=1 aij(1− rij/rc)eij · eoj (o the
centre of the suspended particle). In both cases a conical-like repulsion shape can be obtained. In
the following simulations, we will employ 4 basic DPD particles to represent a 2D circular disc and
8 basic DPD particles for a spherical particle. The distance between the two nearest reference sites
should be chosen not too large; otherwise, solvent particles can easily penetrate the core region.
Increasing this distance increases the size of the particle; however, after some investigation, this
distance is taken as 0.25 DPD units. Larger suspended particles may be modelled conveniently
with more constituent particles, keeping the distance between neighbouring pairs about 0.25 DPD
units.
4.2 Number density
The approximate analysis of Marsh et al. (1997), based on no conservative force (aij = 0), yields
the following results
η =
15mkBT
8piγr2c
+
4piγn2r4c
315
(for 2D), η =
315mkBT
128piγr3c
+
512piγn2r5c
51975
(for 3D), (36)
for the viscosity, and
D =
15kBT
4pinγr2c
(for 2D), D =
315kBT
64pinγr3c
(for 3D), (37)
for the self-diffusion coefficient. These physical quantities are functions of mass, number density,
cut-off radius, temperature and strength of the dissipative force. In suspension simulations, the
DPD parameters for the solvent should yield the same values for the pure solvent physical pa-
rameters, including its viscosity, density. It is straightforward to meet such a requirement for the
DPD parameters other than the number density. There have been different reports on how to
handle the solvent number density: (i) as the suspended particles are introduced, the number of
solvent particles are reduced to keep the number density of the whole system the same as that of
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the solvent (e.g., [Jamali et al. (2013)]); and (ii) the solvent density is defined conventionally as
nS = NS/(V − VC), where NS is the number of solvent particles, V the volume of the simulation
box (total volume) and VC the volume of the colloidal particles (e.g., [Whittle and Travis (2010);
Groot (2012)]).
The two approaches just mentioned will cause the solvent number density, defined as
n (r, t) =
〈∑
i
δ (r− ri)
〉
=
∫
f1 (r,v, t) dv, (38)
to have a smaller value than specified, implying that the fluid phase may not have exactly the
same properties as the pure solvent. In (38), f1 (r,v, t) is the one-point distribution function.
In the present work, the number of solvent particles are kept unchanged when the colloidal particles
are added. This measure is expected to lead to a fixed solvent number density (i.e., equal to 4
for any volume fraction of the colloidal phase). We will subject this to numerical tests through
computing Eq. (38) over 400 bins that are non-overlapping and uniformly distributed in the 2D
simulation box. Four sets of colloidal particles containing 9, 25, 49 and 81 suspended particles,
which are, respectively, made up of 36, 100, 196 and 324 basic DPD particles (4 DPD particles
per suspended particle), are added to the system. Figure 5 shows the distributions of the number
density of the solvent across the channel. It can be seen that the solvent density is about 4 for all
cases.
4.3 Spring force
Consider the case of a single colloidal particle. We observe that the spring forces on the constituent
particles of the colloidal particle are oscillatory with zero mean and with a magnitude in the order
of 10 (these forces are normalised with aij = 18.75, the maximum conservative force). However,
the sum of these spring forces (i.e., the total force exerted on the colloidal particle) is very small in
the order of 10−9. One can anticipate such a result as the suspended particle base defined by the
reference sites is assumed to have zero mass. These spring forces (of zero means) can be shown to
have no contributions to the stress tensor.
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4.4 Effective size of particles and volume fraction
We use the radial distribution function (RDF) [Reichl (1980)] to measure the exclusion or effective
size of solvent and suspended particles
g(q) =
1
N/A
s
2piq∆q
(for 2D), g(q) =
1
N/V
s
4piq2∆q
(for 3D), (39)
where A/V is the area/volume (depending on the dimensionality of the problem) of the domain
containing N particles and s is the number of particles in a circular/spherical shell of width
q → (q + ∆q) at a distance q from the centre of the particle under consideration. The total sum
of the total exclusive volumes of all particles cannot be expected to be the same as the volume of
the computational domain.
We investigate the effect of kBT (kinetic energy) on the particle size. Three values of kBT , 0.25,
0.5 and 1, are considered. The variations of g(q), where ∆q is chosen as 0.01, for a solvent particle
and a single suspended particle are shown in Figure 6 for 2D case and in Figure 7 for 3D case.
Since q is the distance between the two particle centres, the effective radius can be estimated
as aSeff = q/2 for the solvent particle and a
C
eff = q − aSeff for the colloidal particle, where the
superscripts S and C refer to solvent and colloidal particles, respectively, and q is the value of q
at which the RDF becomes non-zero - here since our resolution is chosen as ∆q = 0.01, a non-zero
RDF is deemed to occur at g = 0.01. Calculated values are listed in Table 1. It can be seen that
the particle size increases as kBT is reduced. A larger particle size can be achieved at a negligible
extra computational cost, contrasting with the frozen particle models, where one needs to employ
a larger number of basic particles, and with the single particle models, where a larger cutoff radius
may be required.
In the case of 3D particulate flows, the effective size of a solvent/colloidal particle can also be
estimated via the Stokes-Einstein equation (done here as a consistency check only),
aeff =
kBT
6piηD
. (40)
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We estimate the self-diffusion coefficient
D =
1
6
lim
t→∞
d
dt
〈|ri(t)− ri(0)|2〉, (41)
through the ensemble average of the mean square displacement (MSD) for a solvent particle and the
time average of MSD for a single colloidal particle; the results are tabulated in Table 2. According
to the kinetic theory approach, the effective size of a solvent particle is inversely proportional to
kBT [Phan-Thien (2013)]. In numerical simulations, we also observe an increase in the particle
size as kBT is reduced.
A comparison of the effective particle size, aeff , from Tables 1 and 2 for the three values of kBT ,
reveals that the RDF approach predicts larger values for a suspended particle and smaller values
for a solvent particle than the Stokes-Einstein relation. It is noted that Brownian particles are
usually of sizes typically several order of magnitudes greater than that of a solvent particle, so
that solvent particles forces on a Brownian particle can be modelled by white noise impulses. It is
expected that the Stokes-Einstein relation holds well for a large tagged particle moving in medium
of much smaller particles. Our numerical results show that agreement between the Stokes-Einstein
equation and the RDF approach is indeed consistently improved as the size of a tagged particle
increases. At kBT = 0.25, the effective size of a colloidal particle is 0.591 by the Stokes-Einstein
equation and 0.675 by the RDF approach. We will use the RDF results, which are available for
both circular discs (2D) and spheres (3D), in our calculations of particles sizes, providing the
scaling factors in calculating Pe´clet number.
Table 1: No flow: effective sizes of solvent and colloidal particles measured by the radial distribution
function.
Solvent particle Colloidal particle
kBT q¯ a
S
eff q¯ a
C
eff a
C
eff/a
S
eff
Two dimensions
1.0 0.01 0.005 0.4 0.3995 80
0.5 0.12 0.06 0.5 0.44 7.3
0.25 0.21 0.105 0.57 0.465 4.4
Three dimensions
1.0 0.05 0.025 0.63 0.605 24
0.5 0.18 0.09 0.73 0.64 7.1
0.25 0.25 0.125 0.8 0.675 5.4
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Table 2: No flow, 3D case: effective sizes of solvent and colloidal particles as predicted by the
Stokes-Einstein relation.
Solvent particle Colloidal particle
kBT η D aeff D aeff
Kinetic theory (aij = 0)
1.0 2.4023 0.0870 0.2537 - -
0.5 4.5000 0.0218 0.2709 - -
0.25 8.9238 0.0054 0.2732 - -
Numerical simulation (aij = 18.75, no flow)
1.0 2.5106 0.12 0.1761 0.046 0.4594
0.5 4.5917 0.031 0.1864 0.011 0.5252
0.25 9.9830 0.0071 0.1871 0.00225 0.5905
As remarked earlier, DPD is a particle-based method, modelling a fluid behaviour so that in the
end one satisfies conservation laws for the average quantities. A DPD particle is not supposedly a
model of a discretised volume of the original liquid (in the sense of spatial techniques for solving
continuum problems), and consequently we should not insist that the sum of exclusive volumes
for the total DPD particles be equal to the original volume of liquid. This creates a problem for
a definition of volume fraction in the case of a suspension. Since the aim is to solve a suspension
problem for (21)-(22), we should insist that the definition of the volume fraction should lead to the
celebrated Einstein’s result (46) at low volume fractions. In our suspension model, with a total
of N0C basic DPD constituent particles used to represent the colloidal phase and NS basic DPD
particles used for the solvent phase, the particle fraction ([PF ]) is defined as
[PF ] = N0C/(N
0
C +NS). (42)
If a particle is associated with a volume (V 0C for a constituent particle and VS for a solvent particle),
then a candidate for the volume fraction may be
φ = N0CV
0
C/(N
0
CV
0
C +NSVS). (43)
In our case, V 0C = VS, because of the standard DPD particles to represent both the constituent
and solvent particles, then the volume fraction is the particle fraction.
We will demonstrate that (43) is a good candidate for a volume fraction definition for our case
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where all the particles are of the same type. The test of this appropriate volume fraction definition
is the satisfaction of the Einstein’s relation (46) at low volume fraction, without any adjustment
and irrespective of DPD parameters.
To connect this to the mass fraction, we may note that, if the constituent particle mass is m0C , and
the solvent particle mass is mS, then in a uniform mixture of N
0
C and NS particles, the total mass
of the system is
mT = N
0
Cm
0
C +NSmS. (44)
This total mass makes up of a colloidal mass of [MF ]mT = N
0
Cm
0
C , and a solvent mass of (1 −
[MF ])NSmS, leading to the mass fraction [MF ],
[MF ] =
N0Cm
0
C
N0Cm
0
C +NSmS
=
N0CρC
N0CρC +NSρS
, (45)
where ρS and ρC are the density of the solvent and the colloidal phases (this is because of V
0
C = VS).
The mass fraction also reduces to volume fraction for the case where ρS = ρC .
4.5 Relative viscosity in Couette flow
For a dilute suspension of solid particles in d−dimensions, the reduced viscosity (the effective
viscosity of the suspension divided by the viscosity of the suspending fluid) has been shown to be
[Brady (1984)]
ηr = (1 + [η]φ) , [η] =
d+ 2
2
, (46)
where [η] is the intrinsic viscosity, d the dimensions of hyperspheres in a viscous fluid and φ the
volume fraction. d = 3 gives the celebrated Einstein’s result [η] = 2.5 for 3D rigid spheres, and
d = 2 gives [η] = 2 for 2D rigid cylinders.
We will now demonstrate that the use of (43) as a volume fraction is appropriate. Our numerical
results at low volume fractions, for 2D cases, are displayed in Figure 8 for different colloidal mass
and kBT values (the details of the simulation are reported below). It is seen that we obtain Ein-
stein’s results (46) at low volume fraction (less than 2.5%), pointed out the appropriate definition
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of volume fraction (43). We note that only with the volume fraction defined as (43) do we recover
Einstein’s results.
For concentrated suspensions, empirical and phenomenological studies have resulted in several
relations for ηr as a function of φ. A well-known one is the equation proposed by Krieger and
Dougherty (1959)
ηr =
(
1− φ
φm
)−φm[η]
(47)
where φm is the maximal packing fraction. This model is also expected to show a divergent
behaviour (a rapid increase in the reduced viscosity) when φm is approached [Mewis and Wagner
(2012)]. Quemada (1977) proposed the following equation deduced from the optimisation of viscous
energy dissipation
ηr =
(
1− φ
φm
)−2
. (48)
Relation (48) is a particular case of (47), where the exponent −φm[η] is set to 2. Note that
the value of 2 was confirmed experimentally by van der Werff and de Kruif (1989). A theoretical
construct by adding a dilute suspension of spheres of a certain size, then homogenize the suspension
(resulting in a Newtonian fluid) before adding another dilute suspension of spheres of a greater
size, etc., to build up a polydispersed suspension of spheres also yields (47) [Phan-Thien and Pham
(1997)], with φm = 1 and [η] = 2.5. This correlation (47) tacitly assumes that the suspension is
Newtonian in its behaviour, so that its effective viscosity is independent of the shear rate, or that
the correlated viscosity data are taken at a low shear rate, where there is not a significant amount
of shear-rate dependence.
The maximal packing fraction φm is known to depend on the particle distribution, particle shape,
etc., the more polydispersed the suspended phase, the higher is the maximal volume fraction; the
effects of particles’ size on φm have been investigated by Metzner (1985) and Tsai et al. (1992).
In the DPD method, monodisperse suspensions are modelled by using two groups of particles of
two different sizes: one group of a smaller size representing the solvent phase and one group of
a larger size representing the suspended phase. One can thus anticipate that the relative size
ratio of suspended to solvent particles will have some influence on the maximal packing fraction
in the DPD simulation. Figure 9 shows the smallest possible void created by three discs of a
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radius a in contact in a highly packed structure. This triangular pore can be filled with a disc of
a radius up to a(2
√
3− 3)/3. This leads to the condition that the smaller disc should be at least
3/(2
√
(3) − 3) ≈ 6.46 times smaller than the primary ones in order to avoid interfering in the
original packing [Elliott et al. (2002)]. It is a necessary condition only - whether or not a maximal
packing arrangement can be achieved would depend on the flow process as well. In the limit of
aSeff/a
C
eff approaching zero, the maximal packing should be well-defined. The effects of the solvent
particles sizes on the maximal packing fraction seem to be overlooked in previous DPD studies.
Our DPD results for the relative viscosity of the suspension are obtained through a simulation of
Couette flow between two parallel plates. The Lees-Edwards [Lees and Edwards (1972)] periodic
boundary condition is a mathematical device to implement a shear flow without having to do
with solid boundaries. Its use leads to a suppression of density fluctuations near the wall, if solid
walls are used and is adopted here. It is well known that monodisperse hard spheres undergo
an equilibrium phase transition at φ ≈ 0.494 to a crystalline structure [Foss and Brady (2000)].
At large concentration, φ > 0.5, the velocity profile can be nonlinear with respect to the shear
coordinate. In this work, the volume fraction is considered in a range of 0 to 0.49 for 3D flows
and 0 to 0.55 for 2D flows. The viscosity is simply computed as η = Sxz/γ˙, where Sxz is the shear
component of the stress tensor and γ˙ the imposed shear rate. To compare with published date on
the reduced viscosity, we use the lowest shear rate that still yields stable results (0.01 for 2D and
0.0075 for 3D) for which shear-rate dependence will not be a concern - shear thinning behaviour
will be explored later.
2D case: For equal discs in the plane, the hexagonal packing is known to yield the highest
packing fraction pi/
√
12 ≈ 0.91 [Mewis and Wagner (2012)]. Figure 10 shows our reduced viscosity
results at kBT = 1. Krieger-Dougherty and Quemada equations, where φm = 0.91 is used, and
other results using the fictitious-domain/finite-element method [Hwang et al. (2004)] and the
smoothed particle hydrodynamics (SPH) method [Bian and Ellero (2014)] for the range of φ under
consideration are also included for comparison. It is noted that short-range lubrication forces are
included explicitly in the SPH simulation. The present results are in good agreement with those
predicted by Krieger-Dougherty model using φm = 0.91. When the maximal packing fraction
is chosen lower (e.g., φm = 0.87), the relative viscosity predicted by empirical models become
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divergent at a relatively lower φ value (as compared to that when φm = 0.91). Such a behaviour
is also observed in the present simulation when kBT is reduced from 1 to 0.5. Reducing kBT also
increases solvent particles’ size (Table 1). The ratio of the effective size of the colloidal particle
to that of the solvent particle reduces from 80 for kBT = 1 to 7.3 for kBT = 0.5. Such a quick
decrease in the radius ratio is expected to reduce the maximal packing fraction. Our results at
kBT = 0.5 are close to those predicted by SPH [Bian and Ellero (2014)].
3D case: For a suspension of monosized spherical particles, the maximal packing fraction is found
to be 0.71 for hexagonal packing and 0.65 for random close packing, which are significantly lower
that the values for 2D case. As shown in Figure 11, our results with kBT = 1 agree well with
Krieger-Dougherty model using φm = 0.65 and also with the experimental data by van der Werff
and de Kruif (1989). Decreasing kBT results in a faster increase in the ratio of solvent particles to
colloidal particles sizes (Table 1). The ratio aCeff/a
S
eff is reduced from 24.2 for kBT = 1 to 7.1 for
kBT = 0.5. As a result, the maximal packing fraction is expected to decrease as kBT is reduced.
Our relative viscosity for kBT = 0.5 is found to fit better empirical models with a lower effective
maximal packing fraction (than φm = 0.65).
In the work of Pan et al. (2010a), the effective radii of the colloidal and solvent particles were
reported to be 0.98 and 0.27, respectively. The ratio of the former to the latter is thus 3.6 only,
which appears not to be large enough for an effective maximal packing fraction of 0.65 to take
place. However, their results concerning the relative viscosity are in good agreement with the
empirical predictions employed with φm = 0.65.
Since the relative size ratio between solvent to suspended particles can affect the maximal packing,
it can be controlled in particle-based methods. In our model, the suspended particle size can be
adjusted by means of its constituent particles. Larger sizes are achieved by simply increasing the
number of constituent particles. Through numerical experiments, we have observed that (i) the
size of solvent particles is significantly reduced as kBT increases (e.g., 21 times when one increases
kBT just 4 times (Table 1)); and (ii) the size of solvent particles is quite small at large values
of kBT (e.g., 0.005 at kBT = 1 (Table 1)). Also note that the effects of compressibility will be
reduced as kBT increases [Pan et al. (2013)]. The ratio of the effective size of the colloidal particle
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to that of the solvent particle can be made large with increasing kBT and/or increasing the size of
colloids. The preferred alternative is to use more constituent particles per suspended particle to
represent a larger suspended particle. As an example, if the colloid is designed with aeff ≈ 0.5 and
solvents with aeff = 0.005 (Table 1 (kBT = 1)), this ratio will be about 100 - this ratio is sufficient
to maintain the maximal packing fraction that is customarily reported; a further increasing kBT
beyond this will not affect the maximal packing fraction.
4.6 Shear thinning behaviour
We consider the shear rate in the range of [0.05-10] for kBT = 1 and [0.01-10] for kBT = 0.5 in 2D,
and [0.01-10] for kBT = 1 and [0.0075-10] for kBT = 0.5 in 3D. For shear flows, compressibility
effect is not a significant factor and therefore Mach number may not be relevant. However, we
can define Mach number as Ma = v/c, where v = γ˙aCeff is a typical velocity, and c is the sonic
velocity. The corresponding Mach number is in the range of [0.004-0.87] for kBT = 1 and [0.001-
0.98] for kBT = 0.5 in 2D, and [0.001-1.35] for kBT = 1 and [0.001-1.58] for kBT = 0.5 in 3D. The
corresponding Reynolds number, defined as ρsvL/ηs, where L is the channel width, is in the range
of [0.005-1.02] for kBT = 1 and [0.001-0.65] for kBT = 0.5 in 2D, and [0.002-2.91] for kBT = 1 and
[0.001-1.78] for kBT = 0.5 in 3D. The suspension viscosity as a function of the Pe´clet number for
two values of kBT are plotted in Figure 12 for 2D and in Figure 13 for 3D. Each data point in these
plots is the average value of results acquired from ten independent runs/simulations - each run is
comprised of 200,000 time steps for 2D and 300,000 time steps for 3D. For both 2D and 3D cases,
a shear-thinning behaviour is observed and its strength increases as kBT is reduced. For a given
time step, a specified temperature is better maintained at low Pe, while the solution converges
faster at high Pe. Deviation (from the run statistics) is found to be small at high Pe and large at
low Pe. DPD results for lower shear rates than the lowest recorded here, are found not to improve
much by taking longer runs.
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4.7 Normal stress differences
First and second normal stress differences are defined as N1 = Sxx − Szz and N2 = Szz − Syy,
respectively. For 2D, one is able to compute N1 only. Non-zero normal stress differences are a
manifestation of non-Newtonian characters of the fluid. The Couette flow is simulated with the
Lees-Edwards periodic boundary conditions, in which normal stress differences are computed by
two different formulas for a consistency check, namely the Irving-Kirkwood (IK) formula and the
formula that uses the normal forces for the case of two parallel plates in shear. The IK formula
involves not only forces but also velocities throughout the computational domain, while the wall
force-like approach needs only values of the pairwise forces across the top plane.
Irving-Kirkwood’s expression: We use (16) to compute the normal stress differences and
display the 3D results for kBT = 1 and 0.5 in Figures 14-15, respectively. It can be seen that the
present variations of N1 and N2 with respect to Pe are similar in behaviour to those obtained by
the Stokesian Dynamics [Foss and Brady (2000)]. There are two contributions to the stress tensor,
namely Brownian and hydrodynamic. As discussed in [Foss and Brady (2000)], the hydrodynamic
contributions are negative for all values of Pe while the Brownian contribution is positive for N1
and negative for N2. It is noted that when Pe approaches zero, due to flow-reversal symmetry
requirement, both N1 and N2 vanish. At low Pe numbers, the Brownian contribution is strong
and dominates the behaviour. In Figures 14-15, at low Pe, the first normal stress difference is
observed to be positive and the second normal stress difference negative as expected. Results also
indicate that both normal stress differences are of comparable magnitude. As Pe increases, the
effects of hydrodynamic forces become an important factor, and N1 is observed to change from
positive to negative at Pe = O(10). After this point, hydrodynamics dominate and both normal
stress differences are both to be negative. Although the trend in all the simulations, ours, Foss and
Brady (2000), and Pan et al. (2010a) are similar, a quantitative agreement is lacking, pointing out
the need for more studies in this particular area.
Wall force-like approach: The non-Newtonian character of the suspension is evidenced by the
presence of normal forces on the walls. One can calculate N1 and Sxz in the form: N1 = −Fwz /Aw
and Sxz = F
w
x /A
w, where Fwz and F
w
x are the z and x components of the total force vector on
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the wall (the plane normal to the z axis) and Aw the area of the wall under consideration in the
simulation. The boundary traction is calculated through t = Sn with n being the outward unit
normal vector of the boundary. It thus leads to Fwz =
∫
Aw
SwzzdA
w = (−p¯ + T¯wzz)Aw, where p¯
is the isotropic part of the stress tensor and the bar over symbols denotes a mean value. Since
there are no external forces on the fluid in the flow direction, one has, on the downstream plane,
F dx =
∫
Ad
SdxxdA
d = (−p¯+ T¯ dxx)Ad = 0 or −p¯ = −T¯ dxx, where the superscript d is used to denote the
downstream surface (the plane normal to the x axis). Expression for the normal force on the wall
can be rewritten as Fwz = (T¯
w
zz− T¯ dxx)Aw. If stresses are assumed to have a uniform distribution on
a boundary, one has Fwz /A
w = Szz − Sxx = −N1. Figure 16 compares N1 and σxz in 3D between
the Irving-Kirkwood expression and the wall force-like approach. With a good agreement achieved,
we conclude that our normal stress data are internally consistent.
4.8 Migration of colloidal particles in Poiseuille flow
The cross-streamline shear-induced migration of suspended particles has attracted a great deal
of attention because of its practical importance in various industrial applications such as paper
coating and food processing [Phillips et al. (1992); Phan-Thien et al. (1995)]. Here, we just want
to report a quick application of the model in this area without an exhaustive review. In general,
for an inhomogeneous shear flow of a suspension, it has been observed that suspended particles
migrate towards a region of a lower shear rate. There have been several theories of this migration
phenomenon, but we want to focus on Phillips et al.’s (1992) theory, in which a constitutive
model for the shear-induced migration of particles consisting of a flux of particles away from the
collision events and a flux away from the concentration gradient was proposed. The balance of
these produces a concentration profile satisfying
∂φ
∂t
+ u · ∇φ = ∇ ·N, (49)
where N is the flux of particles
N = Kca
2φ∇ (γ˙φ) +Kηa2γ˙φ2∇ (ln η) , (50)
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in which Kc and Kη are phenomenological constants, γ˙ is the generalised strain rate, a is a particle
size, and η is the suspension viscosity. Together with the assumption of a Newtonian suspension,
and a Krieger-Dougherty model for its viscosity, this constitutive theory has been tested out in
some flow configuration (e.g., [Phan-Thien et al. (1995)]).
In a plane Poiseuille flow, eq. (49) yields an implicit relation for the concentration:
φ
φw
(
ηw
η
)1−Kη/Kc
=
h
ξ
, (51)
where ξ is the coordinate axis (ξ = 0 is the centreline, and ξ = h is the wall), and the subscript w
defines a wall quantity.
To obtain a solution from (49), a specific constitutive form for the stress must be adopted in the
balance of momentum equation in order to calculate the velocity field.
We are interested in finding out if our DPD model can yield some shear-induced migration data,
and thus the pressure driven flow between two parallel infinite planes is chosen as a test problem.
Particles are expected to move from the walls (high shear) to the centre of the channel (low
shear), according to Phillips et al.’s (1992) theory. This flow can be effectively simulated in a
reverse Poiseuille flow configuration, by imposing periodic conditions on all boundaries [Backer et
al. (2005)]. Initially, a uniform arrangement of particles is formed. Their motion is then driven
by applying a body force F = (g, 0, 0)T to each particle in the upper region (i.e., z > 0) and
F = (−g, 0, 0)T to each particle in the lower region (i.e., z < 0). This automatically generates
a counter-flowing Poiseuille flow through periodic boundary conditions, without the use of frozen
wall particles at the boundaries. The simulation is carried out with g = 0.4 and 1.0. After 300,000
time steps, we compute local concentrations and plot them as functions of distance across the
channel in Figure 17. It can be seen that local concentrations are higher at the centre of the
channel as the flow rate is increased (the maximum velocity is 3.94 for g = 0.4, and 11.32 for
g = 1).
Eq. (51) for a suspension at volume fraction of 43% can be tested using the DPD data for φw and the
simulated local suspension viscosity, and Kη/Kc = 3.77. (51) then represents an implicit non-linear
25
equation in φ, which can be solved using a library routine in MATLAB; the results are included
in Figure 17 (as solid lines labelled ”Analytic model”); in both cases, the average concentration,
determined by a post-integration of the volume fraction, is φ = 0.43. The agreement in the volume
fraction profiles, from the DPD data and Phillips et al.’s (1992) results, cannot be maintained
for the same φw and Kη/Kc, for both cases studied here. In order to have good agreement in
both cases, we must allow either φw or Kη/Kc to be changed. We opt to change φw, from 0.28
(DPD’s data) to 0.32 in the case where g = 1, and the agreement is good for both sets of results.
Our data appear to support several main features of the Phillips et al.’s model including the
concentration approaching φm at the centreline. Note that Phillips et al.’s (1992) theory has been
tested without the need to specify any particular constitutive equation here. The agreement, even
without adjusting φw, is reasonable, suggesting that the simple migration model (49) is useful and
captures the main features of interest.
The cross-streamline migration of suspended particles is expected to lead to a change in the flow
behaviour. As shown in Figure 18, the present velocity profile is no longer parabolic. It flattens
in the region near the centre and steepens in the region near the wall. Our results are comparable
to those of previous studies (e.g., [Pan et al. (2010a)]).
4.9 Time step and temperature
All simulations presented in this study are conducted with ∆t = 0.01 for 2D and ∆t = 0.001−0.005
for 3D. It was reported in [Pan et al. (2010a)], where an exponential form for the conservative
force is employed, the time step used for their simulation of colloidal suspensions in 3D was in the
range of 0.0002 to 0.0005 in order to maintain the temperature at kBT = 1.0. The present model
thus allows one to use a relatively large time step.
Figure 19 compares the obtained average thermodynamic temperature for various values of the
volume fraction between the frozen particle model and the present model. It can be seen that the
former is not able to maintain well the desired temperature over the flow domain as the volume
fraction increases. In contrast, the percentage error of our model is less than 8% for all values of
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the volume fraction employed.
5 Concluding Remarks
DPD is a particle-based simulation method that satisfies conservation of mass and momentum.
Like other simulation methods (e.g., finite volume methods (FVMs) and finite element methods
(FEMs)), the DPD method produces field results that satisfy the Navier-Stokes equations, and
can be regarded in some physical sense as a particle-based discretisation of the Navier-Stokes
equations. The position and velocity of DPD particles can be solved individually (without the
need to construct the global system matrix as done in FVMs and FEMs). The drawbacks are
the issues of resolution, requiring the use of very large numbers of particles to represent the flow,
and of ignoring phenomena below the length scale of a particle. The most powerful strength of
DPD lies in its ability to model complex-structured fluids in a simple way. DPD particles can be
connected to form chains to model polymer solutions, to form rigid particles to model suspensions,
to form immiscible droplets to model multiphase fluids, to form membranes encapsulating another
fluid to model biological cells, etc. In the present study, we propose a simple but effective way
to construct suspended rigid particles. In the proposed model, we replace the solvent by DPD
particles using the standard DPD parameters (n = 4, aij = 18.75, σ = 3, rc = 1 and kBT = 1),
and link up a small number of some DPD particles by springs to form suspended particles. The
spring stiffness is chosen large (e.g., 3000 in this study) to ensure a good representation of rigid
particles. We have found that decreasing kBT (a measurement of kinetic energy) from unity, while
keeping the other DPD parameters constant, affects the particles exclusion sizes, which produces
a significant change in the suspended to solvent particles size ratio, and thus directly affects the
maximal packing fraction. The size effect of the solvent particles seems to have been overlooked in
previous DPD publications. Special care is thus needed in ensuring that the suspended to solvent
size ratio is sufficiently large in order to have a similar to observed maximal packing fraction
(φmax). In the proposed model, we have presented in detail the calculation of volume fraction and
number density, and also demonstrated its improvement, particularly in time step and simplicity
over the single particle model, and in the system size and temperature variation over the frozen
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particle model. In particular, we have demonstrated that
• the solvent number density remains constant and thus insures that the solvent properties
remain unchanged for any volume fraction of the suspension phase;
• the spring forces do not make any contributions to the stress tensor;
• a specified Boltzmann temperature can be maintained throughout the entire domain with
the help of the spring forces, and this parameter is found to account for the strength of
shear-thinning behaviour of the suspension and for the effective maximal packing fraction;
• the suspended/solvent size ratio increases with the temperature.
In spite of its simplicity, the present model is able to yield a good prediction of the zero-shear-
rate relative viscosity over a wide range of the volume fraction. The trend in the normal stress
differences versus shear rate is similar to other previous studies, but we do not have a quantitative
agreement across all the methods (Stokesian Dynamics Simulation and other DPD methods). This
will need further studies. The present model also produces the expected cross-streamline particle
migration from high shear to low shear regions, in agreement with Phillips et al. (1992) shear-
induced migration theory; more detailed studies on the shear-induced migration phenomena with
DPD method should be a welcome contribution, in particular in the area of highly dispersed
and non-Newtonian suspensions, where DPD has its distinct advantages of being able to model
suspended particles of different sizes and viscoelastic solvents with relative ease.
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LIST OF FIGURES
Figure 1 - A 2D circular disc can be modelled using 3 (equilateral triangle) and 4 (square) basic
DPD particles (top), while a spherical particle can be represented using 6 (octahedron) and 8
(cube) basic DPD particles (bottom).
Figure 2 - A schematic diagram for the proposed spring model: DPD particles (circles) connected
to reference sites (squares) via linear springs. The reference sites are supposed to move as a rigid
body.
Figure 3 - 2D circular disc: contour plots of the resultant function from the superimposition of the
conservative/repulsive shape functions of the constituent particles for two simple cases: 3 (left)
and 4 (right) basic DPD particles.
Figure 4 - 2D circular disc: contour plots of the radial component of the total conservative force
vector of the colloidal particle for two simple cases: 3 (left) and 4 (right) basic DPD particles.
Figure 5 - No flow, kBT = 1: Distributions of the number density of the solvent and the entire
system, which are obtained over the period of 100000 time steps, across the channel for several
sets of colloidal particles (9 (top left), 25 (right), 49 (bottom left), 81 (right) colloids). Results for
the temperature and velocity profiles are also included.
Figure 6 - No flow, 2D case: radial distribution functions of a solvent particle (left) and a suspended
circular disc (right) at several values of kBT . All plots have the same length scale for the x axis.
Figure 7 - No flow, 3D case: radial distribution functions of a solvent particle (left) and a suspended
spherical particle (right) at several values of kBT . All plots have the same length scale for the x
axis.
Figure 8 - Shear flow, 2D simulation: zero-shear-rate relative viscosity at low volume fractions for
different values of constituent particle mass (left) and kBT (right). Theoretical results for dilute
suspensions (solid lines) are also included.
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Figure 9 - The smallest cylinder that can fit in the interstitial gap made by three equal cylinders
in contact in a packed structure.
Figure 10 - Shear flow, 2D case: zero-shear-rate relative viscosity as a function of concentration
(γ˙ = 0.05 and Pe = 0.18 for kBT = 1 and γ˙ = 0.01 and Pe = 0.13 for kBT = 0.5). Note that φ is
normalised by φm = 0.91.
Figure 11 - Shear flow, 3D case: zero-shear-rate relative viscosity as a function of concentration.
(γ˙ = 0.01 and Pe = 0.07 for kBT = 1 and γ˙ = 0.0075 and Pe = 0.27 for kBT = 0.5). Note that φ
is normalised by φm = 0.65.
Figure 12 - 2D shear flow: relative viscosity plotted as a function of Pe for
φ = (0.0099, 0.0385, 0.0826, 0.1379, 0.2000, 0.2647, 0.3289, 0.3902, 0.4475, 0.5000, 0.5475) from bot-
tom to top, at kBT = 1 (left) and kBT = 0.5 (right).
Figure 13 - 3D shear flow: relative viscosity plotted as a function of Pe for
φ = (0.0310, 0.0588, 0.0975, 0.1464, 0.2038, 0.2671, 0.3333, 0.3996, 0.4635, 0.4949) from bottom to
top, at kBT = 1 (left) and kBT = 0.5 (right). For kBT = 0.5, and at φ = 0.4949, the degree of
shear-thinning at low Pe can be significant, ηr ≈ (Pe)−0.32 - this corresponds to a power-law index
of 0.68.
Figure 14 - 3D shear flow, kBT = 1: normal stress differences normalised by ηsγ˙ plotted as functions
of Pe for
φ = (0.0310, 0.0588, 0.0975, 0.1464, 0.2038, 0.2671, 0.3333, 0.3996, 0.4635, 0.4949). For N1, the top
and bottom curves are associated with the maximum and minimum volume fractions, respectively.
For N2, the associations are in reverse. Results from Foss and Brady (2000) for φ = 0.45 (squares)
and from Pan et al. (2010a) for φ = 0.316 to φ = 0.49 (diamonds) are also included.
Figure 15 - 3D shear flow, kBT = 0.5: normal stress differences normalised by ηsγ˙ plotted as
functions of Pe for
φ = (0.0310, 0.0588, 0.0975, 0.1464, 0.2038, 0.2671, 0.3333, 0.3996, 0.4635, 0.4949). For N1, the top
and bottom curves are associated with the maximum and minimum volume fractions, respectively.
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For N2, the associations are in reverse. Results from Foss and Brady (2000) for φ = 0.45 (squares)
and from Pan et al. (2010a) for φ = 0.316 to φ = 0.49 (diamonds) are also included.
Figure 16 - 3D shear flow, kBT = 0.5, φ = 0.4635: Comparison of shear stress and first normal
stress difference (in DPD units) between the two computational methods.
Figure 17 - Reverse Poiseuille flow, φ = 0.4635: Concentration profiles across the channel with
different flow rates (g = 0.4 (left) and g = 1 (right)) by the present DPD model and Phillips et
al.’s model (1992). For the latter, the imposed φw has been changed from 0.28 to 0.32.
Figure 18 - Reverse Poiseuille flow, φ = 0.4635: Velocity profiles across the channel with g = 0.4.
Figure 19 - Shear flow, 2D case, kBT = 1, U = 0.5: Percentage error of the average kBT as a
function of volume fraction by the present oscillating model and the frozen particle model.
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