In the last few years, there has been an increasing awareness of the need to evaluate new mobile applications and protocols in realistic wireless settings, and platforms such as the GENI WiMAX testbeds have been developed to fulfill this need. However, wireless testbed users have experienced frustration when straightforward usage scenarios do not consistently agree with the high data rates that are advertised by the wireless technology. This work seeks to clarify the performance characteristics of two GENI WiMAX testbeds under various wireless signal conditions and network traffic patterns. By measuring the performance of several popular wireless Internet applications in two very different wireless environments, we gain a deeper understanding of how a researcher may expect the GENI WiMAX platform to behave. Our findings include some counterintuitive results, e.g. that increasing signal quality can reduce application throughput, and that applications using a single TCP flow may achieve as much as 72% less throughput than an application in an identical setting that uses multiple TCP flows. With this work, we hope to help other researchers design realistic experiments on wireless Internet systems, understand the perceived shortcomings of the GENI WiMAX platform, and interpret their experimental results in the context of the wireless setting in which the experiment was conducted.
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I. INTRODUCTION
The astonishing growth of mobile computing and the proliferation of mobile devices has created an increasing need for research platforms composed of real wireless networks and devices. Because of the inherent difficulty in conducting experiments with real mobile devices and wireless networks (especially cellular networks), a great deal of published work to date is based on results from simulations, which necessarily ignore much of the complexity inherent in a realistic wireless network and therefore produce results that are not always reliable or reproducible [1] [2] . Fortunately, as mobile computing becomes more pervasive, there has been an increasing awareness of the need to evaluate new applications and protocols in more realistic settings, and various platforms have been developed to meet this demand [3] [4] .
The GENI [5] WiMAX initiative aims to fulfill this need with the creation of an open, programmable, mesoscale cellular infrastructure compatible with the IEEE 802.16e ("mobile WiMAX") standard [6] . This technology offers wide-area broadband wireless communication similar to other 4G systems, with advanced mobility and flexibility, high data rates, and support for diversified QoS service classes. The bandwidth and range of WiMAX make it suitable for a number of potential applications, including providing mobile broadband coverage to a variety of devices as a Metropolitan Area Network (MAN), providing an alternative to cable for last mile broadband access (especially to rural areas where it is not practical to install a wired connection), and serving as a wireless backhaul for 2G, 3G, and 4G cellular networks.
Despite the promise of WiMAX and other 4G wireless systems, WiMAX testbed users have experienced frustration when their straightforward usage scenarios do not consistently meet the high data rates that have been reported for these technologies. Perceptions about what a modern wireless system provides as a network platform are often oversimplified, even among networking researchers. In particular, expectations about high download rates are likely to be satisfied only under certain conditions. There has been no work to date that clarifies how a researcher may expect the GENI WiMAX platform to behave, given the behavior of the application or protocol to be evaluated and the wireless context of the experiment.
The Polytechnic Institute of NYU (NYU-Poly) and the University of Massachusetts Amherst (UMass Amherst) were among the first group of campuses to deploy the GENI mesoscale testbed. A systematic study of WiMAX at these two sites offers unique insights on the performance of the platform from the perspective of application performance, by measuring the performance of several popular wireless Internet applications on this platform, and from the perspective of wireless behavior, by repeating this evaluation under diverse wireless environments. The measurements presented in this work come from several classic wireless Internet usage scenarios, including a traditional server-client file transfer, a peer-to-peer file transfer, and a video streaming scenario. The experiments were conducted in two very different wireless propagation settings -the dense urban area of NYU-Poly and the semi-rural UMass Amherst campus. perform well in a wireless setting, and what characteristics suggest it will perform poorly?
• What is the relationship between the performance of an application and wireless signal quality? Does increased signal quality always improve application performance?
• How much of an effect does the wireless propagation environment have on application performance?
The rest of this paper is organized as follows. The WiMAX infrastructure in place at each of the campuses is described in Section II. Section III gives background information on the capacity of WiMAX systems under different conditions. Experimental methodology and results are given for experiments on fixed WiMAX nodes in Section IV, and for mobile WiMAX nodes at both campuses in Section V. Section VI places this work in the context of related work. Finally, Section VII concludes with our direction for future work.
II. OVERVIEW OF GENI WIMAX TESTBED AND GIMI MEASUREMENT INFRASTRUCTURE
This work was conducted on GENI WiMAX testbed facilities, using software tools from the WiMAX project as well as the GIMI [7] instrumentation and measurement infrastructure. A brief overview of the WiMAX testbed infrastructure and the relevant components of the GIMI toolset is given here.
The WiMAX testbeds at both campuses include a WiMAX base station (BS) and a number of WiMAX-equipped clients (nodes). The testbeds are managed by the cOntrol and Management Framework (OMF) [8] , which gives local and remote researchers a robust set of scripting, experiment control, management, and measurement tools to run their experiments. The testbed nodes may be "fixed" nodes, which remain connected to a wired control network at all times, or "mobile" nodes, which may be temporarily disconnected from the control network for mobile experiments.
The GENI WiMAX BSs used in this study are commercial WiMAX 802.16e radios from NEC, operated via customized control software developed at WINLAB [9] that is installed on a separate BS controller. The BSs at NYU-Poly and at UMass Amherst both operate in licensed frequency centered at 2.595 Ghz. Table I The network configuration for the WiMAX testbeds is shown in Fig. 1 . Each testbed node is equipped with an Intel Centrino Advanced-N+WiMAX 6250 wireless network adapter which is configured to connect to a GENI-operated WiMAX network. When a testbed node requests entry to the WiMAX network, Generic Routing Encapsulation (GRE) [10] tunnels are set up on the BS and the BS controller to route traffic to and from the WiMAX client. Meanwhile, a Click software router [11] running on the BS controller is configured to forward traffic between the WiMAX network and a user-defined datapath. In this way, WiMAX clients can communicate with other hosts on a campus network, the public Internet, or a GENI backbone network. 
B. Measurement Infrastructure
This work was made possible by the extended measurement capabilities offered by several open-source tools. The GIMI instrumentation and measurement toolset provided storage and presentation of measurement data, which was collected by specially instrumented versions of popular Internet applications.
1) GIMI measurement data archive and presentation utilities:
The GIMI project [7] aims to provide instrumentation and measurement services for experimenters on selected types of GENI aggregates. GIMI builds on OMF and its associated measurement library, OML [12] , which are already used on GENI WiMAX testbeds. The GIMI toolset adds utilities for pushing measurements from a WiMAX testbed to a user's personal storage on an iRODS [13] data grid, and for visualization and presentation of measurement results.
The WiMAX clients used in this work were equipped with GIMI tools, which we used to push measurements collected by an OML server on the clients to the GIMI measurement data archive (i.e. iRODS). We also used a visualization-enhanced version of the iRODS web client hosted at NYU-Poly [14] for the initial visualization and analysis of experimental results.
2) OML-enabled applications:
The measurements presented in this paper were collected with existing or new applications that have been instrumented using OML libraries. During experiment runtime, the OML-enabled applications stream measurements to an OML server, which stores the measurements in a database for later retrieval or for pushing to iRODS.
To measure key experimental metrics (e.g. application-level throughput) in each experiment, we used an OML-enabled version of one of the following applications:
• The iperf bandwidth measurement tool [15] The maximum analytical downlink capacity (2(a)), average measured UDP throughput (2(b)), and average measured TCP throughput (2(c)) for each MCS. On GENI WiMAX testbeds, when adaptive MCS is enabled, clients are assigned an MCS based on the carrier to interference plus noise ratio (CINR) of the channel. The color of each bar shows the minimum CINR that is required for the MCS to be assigned to a client. The error bars for measured UDP and TCP throughput show the standard variation across multiple trials.
• A BitTorrent client [16] based on libtorrentrasterbar [17]
• A simple Python HTTP client instrumented with the oml4py [18] OML Python library
• An extended version of the VLC media player [16] that reports metrics from VLC's statistics module to OML.
We also collected WiMAX signal quality information from the network card and GPS location coordinates from a USB GPS device using an OML-enabled logger application.
III. RELATIONSHIP BETWEEN SIGNAL QUALITY AND THROUGHPUT
A key parameter of a networking testbed is the throughput available to experimental traffic. In a wireless environment, this is complicated by the relationship between wireless signal quality and throughput. Wireless systems such as WiMAX and LTE [19] use adaptive modulation and coding, where an aggressive modulation and coding scheme (MCS) which offers greater throughput can be used for a client with a strong signal, while for a client with a weak signal, a more conservative MCS must be used to maintain acceptable error rates.
Under adaptive modulation and coding, therefore, each fixed node is assigned a certain MCS based on some signal quality metric, and its download rates are effectively upper bounded by the maximum capacity available for that MCS. The upper bound on download rates for each MCS under the configuration used by the GENI WiMAX BSs in this study was calculated according to the analytical model described in [20] , and the results are given in Figure 2 (a).
These calculations assume a lossless channel, so actual measurements of throughput over a wireless channel are expected to be somewhat lower.
IV. EXPERIMENTS WITH FIXED WIMAX NODES
In this section, we describe measurements of downlink throughput on fixed WiMAX nodes for TCP and UDP traffic. We compare the measured throughput for TCP and UDP to the analytical maximum derived in Section III for every MCS used on GENI WiMAX testbeds.
A. Experimental Methodology
The experiments on fixed WiMAX nodes were conducted on the WITest [21] GENI WiMAX testbed at NYU-Poly. This testbed includes a set of nodes at fixed locations, physically distributed so that they see a wide range of WiMAX signal characteristics. The testbed is open to the public by reservation, and utilities from the GENI WiMAX, OMF, OML, and GIMI toolsets provide a rich environment for users.
The measurements presented in this section were collected using the OML-enabled iperf. Each fixed WiMAX node was configured to act as a UDP and TCP iperf receiver, with another host on the campus network using iperf to send traffic to each one in turn. At the same time, measurements of WiMAX signal characteristics, including carrier to interference plus noise ratio (CINR) for the downlink channel and the modulation and coding scheme (MCS) used on the channel, were collected from the nodes and from the WiMAX BS. The duration of each experiment was 60 seconds and every experiment was repeated five times, with the achieved data payload throughput given as the average of the five trials.
B. Results
The values of measured throughput for the UDP traffic are plotted alongside the maximum theoretical capacity in Figure 2 (b). After adjusting for the estimated MAC, IP, and UDP header overhead, the UDP traffic achieves on average 76% of the upper bound on capacity. The maximum achieved throughput was 17.4 Mbps, for clients with a CINR of 28 dB or greater that can sustain 64QAM 5/6 as their MCS.
The measured throughput for the TCP traffic is given in Figure 2 (c). After adjusting for the estimated MAC, IP, and TCP header overhead, TCP traffic achieved on average only 44% of the maximum analytical capacity from Section III. The maximum achieved throughput was 9.6 Mbps, for clients using 16QAM 3/4. The lowest throughput was 872 kbps for 64QAM 5/6.
The variability of throughput in time was much greater for TCP than for UDP. For TCP measurements, the standard deviation of throughput across the 60 second interval of the experiment was 42% of the mean on average, while for UDP this figure was less than 1% of the mean. This may be attributed to the cyclic behavior of TCP, which expands and contracts its congestion window in response to packet loss.
At first glance, TCP throughput appears to increase and then decrease with more aggressive MCS. However, a pattern emerges in Table II , which lists the fraction of maximum analytical capacity achieved by TCP and UDP for each MCS. We observe that for a given modulation scheme, as the code rate increases, TCP achieves less of the maximum capacity. Similarly, TCP utilization of link capacity is much less for higher order modulation (64QAM) relative to 16QAM or QPSK. This suggests that perhaps the base station is too aggressive in increasing the MCS assigned to a client. In every instance, UDP achieved higher throughput than TCP for the same MCS. The poor performance of a TCP flow relative to a UDP stream in saturating a link is not altogether surprising, as similar effects have been observed for cable and DSL links [22] . Furthermore, the problems affecting TCP over other wireless links are widely known [23] . TCP assumes that all losses are due to congestion and invokes congestion control mechanisms that reduce transmission rates in response to packet errors. This becomes problematic over wireless links, which suffer from high error rates. Also, the WiMAX link has a high round trip time (RTT) and also suffers from link asymmetry and occasional long delays, all factors which have been shown to be deleterious to TCP performance [24] [25].
V. EXPERIMENTS WITH MOBILE WIMAX NODES
The measurements described in this section extend the results of Section IV to consider the impact of mobility on an application using the WiMAX link. We include in this study three popular Internet applications: a traditional HTTP file download application, a BitTorrent peer-to-peer file download application, and a video streaming client. Each application is evaluated in two mobile wireless contexts: the dense urban area in which the NYU-Poly campus is located, and the rural setting of the UMass Amherst campus.
A. Experimental Methodology 1) Wireless Propagation Environment: NYU-Poly is located in downtown Brooklyn, within one of New York City's largest business districts. The neighborhood around the antenna consists mainly of high-rise commercial, civic, and residential buildings with a range of building heights up to 157 meters. It is a highly dynamic environment, with large moving vehicles and pedestrian traffic in the radio path. The antenna is mounted on the roof of a four-story building, at a low height relative to surrounding buildings.
The UMass Amherst campus is in a semi-rural environment, with only a few tall buildings and little traffic. The area around the base station includes flat farm land as well as some educational, residential, and commercial buildings. The antenna at UMass Amherst is situated on the roof of a 16-story building, one of the highest in the wireless coverage area. 2) Mobility Pattern: The measurements presented in this section were collected on a WiMAX-equipped laptop computer as it travels within the wireless coverage area. The paths are meant to be representative of a typical walking route through the area in which the BS is located.
The paths selected at NYU-Poly (see Figure 3(a) ) and at UMass Amherst (see Figure 3(b) ) are similar in shape, and measure 1 km in length. The WiMAX received signal strength indicator (RSSI) values along both paths, sampled at 2 m intervals, are shown in Figure 4 . An average RSSI of -64 dBm was measured on both paths.
However, because of the differences in the radio propagation environment, the characteristics of the two paths, described in Table III , are quite different. The NYU-Poly path sees much greater variation in signal quality relative to the UMass Amherst path, because of the increased quantity and dynamic quality of the radio path obstructions in the dense urban environment in which it is located. More dramatic fluctuations in RSSI are observed on the urban NYU-Poly path, and it also has a higher maximum RSSI and a lower minimum RSSI. 3) Measurement Applications: Three applications are considered in this study of mobile application performance. The applications were selected because they represent a diverse set of requirements from the network.
First, we evaluate an ordinary HTTP download using a simple Python-based HTTP client to download a large DVD image of a popular Linux distribution from a server located on the campus network. The client logs the number of bytes downloaded and the timestamp each time the client downloads a chunk of 8192 bytes, from which we calculate the download rate (smoothed over a 1 second interval).
Next, we use a BitTorrent client to download the same DVD image from a torrent in which hundreds of peers on the public Internet are participating. The BitTorrent client is instrumented to record the current download rate at regular intervals.
Finally, we consider a UDP video streaming scenario, in which we use the open-source VLC media player to stream video from a host on the campus network to a mobile WiMAX client. The video was encoded with parameters that are typical for streaming video to a mobile device over the Internet (MPEG-4 video encoded at 700kpbs with a 24fps frame rate and 854x480 resolution). At the client, the video was buffered for 300ms to smooth jitter. Quality metrics including video bitrate were recorded at regular intervals.
B. Results
The results of these experiments show that the impact of mobility on application performance depends on the characteristics of the application and of the wireless setting.
Based on the TCP results from Section IV, we expect that an HTTP download -which is essentially a single TCP session -will not see good data rates over the WiMAX link. This is confirmed by the measurement results shown in Figure 5 . The HTTP file download does not saturate the WiMAX link. During periods of especially low RSSI, the throughput is temporarily reduced to zero, and it takes some time to recover to a steady flow. The highest download rates of up to 8 Mbps are seen during periods where the RSSI is constant at a moderate value, at which time the client is likely to be assigned either 16QAM 3/4 or 64QAM 1/2 as its download MCS. This is consistent with the results described in Section IV, where the highest measured throughput for TCP in the fixed setting was close to 9 Mbps for 16QAM 3/4 and 64QAM 1/2. For the HTTP download, the average download rate was slightly greater at NYU-Poly than at UMass Amherst (1.63 Mbps and 1.24 Mbps, respectively). The standard variation of the download rate was much greater at NYU-Poly (1.76 Mbps vs. 1.05 Mbps at UMass Amherst), which is consistent with the higher variability in RSSI seen in the urban setting.
In contrast to an ordinary HTTP file transfer, which uses a single TCP session between a client and a server, a BitTorrent transfer establishes multiple TCP sessions between a client and a number of peers. There exists a great body of work showing that striping data transfers across parallel TCP connections, as BitTorrent does, can yield higher throughput [26] [22], especially in lossy or high-latency, high-bandwidth environments. Utilizing multiple TCP sessions reduces the negative effects of random packet loss, since losses are distributed among the TCP flows and at any given time, the likelihood that a flow will invoke congestion avoidance due to packet loss is lower. This increases aggregate throughput and allows the application to utilize the wireless link more efficiently.
The BitTorrent measurement results are shown in Figure 6 . We can see by inspection that the shape of the download rate curve closely mimics the shape of the RSSI curve, with higher download rates corresponding to higher RSSI values. This is consistent with our expectation that the BitTorrent download will be more efficient at saturating the wireless link. The shape of the BitTorrent curves are smooth relative to the shape of the HTTP download curves in Figure 5 , i.e. the BitTorrent application is less sensitive to changes in RSSI.
Overall, the average BitTorrent download rate (4.25 Mbps at NYU-Poly and 4.51 Mbps at UMass Amherst) is more than double the equivalent HTTP download rate. Although the variation in download rate is higher at NYU-Poly than at UMass Amherst (3.12 Mbps vs. 2.96 Mbps), the difference is not as dramatic as in the HTTP case, indicating that the effects of the dynamic RSSI in the urban setting are not as severe.
In the video streaming experiment, the video bitrate (700 kbps) is well below the maximum capacity of the link, and is not likely to saturate the link except under the poorest signal conditions. The video bitrate seen along the mobile path is shown in Figure 7 . The mobile clients at both NYU-Poly and UMass Amherst saw bit rates of approximately 700 kbps. However, when the client moves into areas with a weak signal, the received video bitrate becomes more irregular, resulting in blocky, choppy video. This effect may be seen, for example, in the interval between 450 m and 750 m in Figure 7 (a).
Because the video bitrate was well below link capacity, video quality remains acceptable throughout. However, we still see a greater variation in quality at NYU-Poly (89 kbps) relative to UMass Amherst (78 kbps). This effect -and a corresponding decline in user experience -would most likely become more pronounced with increasing video bitrate.
The measurements from the three mobile experiments are plotted alongside one another in Figure 8 . From this figure, we can observe some key characteristics of the WiMAX network performance. We see that BitTorrent throughput was much greater than HTTP throughput at both sites. Although average throughput was similar for the HTTP experiment and the video experiment, the UDP video traffic experienced a much more consistent data rate than the TCP HTTP experiment. The spread of data rates was wider at NYU-Poly for every experiment, which is consistent with the wider spread of RSSI values in the urban environment. Also, when means are calculated without the influence of outliers, NYU-Poly sees worse average performance for every experiment, suggesting that the urban environment results in lower average throughput in addition to greater variability.
VI. RELATED WORK
To date, we are the first to systematically evaluate a wide range of applications on identical mobile WiMAX networks in dramatically different wireless settings.
However, there has been extensive work towards WiMAX performance measurements. Some of this work describes simulation results, or measurements on networks using the older "fixed WiMAX" standard. For example, [27] and [28] analyze the performance of video over mobile WiMAX networks using simulations. [29] [30] [31] describe field measurements from experiments carried out over research testbeds.
More recent studies used mobile WiMAX networks and assessed the performance of wireless Internet applications including BitTorrent [32] , World of Warcraft [33] , TCP and UDP [34] , TCP [35] , and VoIP [36] [37] .
However, these experiments were conducted over commercial WiMAX networks and as such have been subject to the influence of carrier scheduling policies, per-user bandwidth caps, and competing traffic flows. For example, the WiMAX service provider used in [35] limits the maximum data rates to 1.5 Mbps downlink and 256 Kbps uplink, and midway through the experiment the authors saw a dramatic change in measured throughput which they attribute to changes in the service provider's traffic classification policies. Because the commercial network must be treated as a "black box", it is unclear to what extent the findings of these experiments will apply to another network. We therefore cannot directly compare measurements from different studies in any meaningful way. In our experiments, we have full control of the WiMAX network, including radio control parameters at the BS, and thus we can ensure that they are consistent throughout the experiment and between experiment sites. Furthermore, we can isolate the effect of network-specific parameters, such as adaptive modulation and coding assignments, which has not been possible for the work conducted on commercial networks.
Other measurements studies have investigated the performance of different kinds of cellular data networks. Notably, [38] describes the throughput and other performance characteristics of commercial LTE networks using measurements from end-user devices.
VII. CONCLUSION
The goal of this work was to gain a greater understanding of the behavior of Internet applications on the GENI WiMAX platform. This work has the potential to aid other researchers in designing realistic experiments and interpreting their results in the context of the experimental setting.
In this paper, we described a thorough investigation of the behavior of popular Internet applications on a GENI WiMAX testbed in different wireless settings. Through the systematic collection and analysis of empirical measurements, we have identified characteristics of a traffic flow or a wireless network setting that affect application performance in a meaningful way. For example, we have shown that:
• The maximum throughput achieved by an application depends on the quality of the wireless signal it receives. However, there is not a direct relationship between wireless signal quality and throughput, and a better wireless channel does not necessarily yield improved throughput.
• A single TCP flow is not resilient to packet loss, and will not achieve the full throughput that is possible given the capacity of the link. A UDP stream or a set of parallel TCP flows will see better throughput.
• The broader context of the wireless setting matters in mobile experiments. In an urban area, where signal quality is more dynamic, the performance of the wireless network will be highly dynamic as well. For mobile experiments in an urban area, applications that require a consistent download rate (such as multimedia streaming applications) may see poor performance.
As future work, we intend to collect additional measurements to verify the conclusions suggested by the preliminary measurements described in this paper, e.g. more measurements for each path and new measurements on additional paths. We would also like to collect measurements from other kinds of Internet applications, such as a VoIP application and a gaming application. For each application under consideration, we will consider additional quality metrics in addition to throughput, such as the number of peers for BitTorrent transfers and the number of corrupted frames for the video streaming application. We may then perform a deeper analysis of the results, and gain a better understanding of what classes of applications will see "good" performance on a WiMAX network and what classes are likely to perform poorly.
