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ABSTRACT
In everyday settings, spatial attention helps listeners isolate and understand
individual sound sources. However, the neural mechanisms of auditory spatial
attention (ASpA) are only partially understood. This thesis uses within-subject
analysis of functional magnetic resonance imaging (fMRI) data to address funda-
mental questions regarding cortical mechanisms supporting ASpA by applying
novel multi-voxel pattern analysis (MVPA) and resting-state functional connectiv-
ity (rsFC) approaches. A series of fMRI studies of ASpA were conducted in which
subjects performed a one-back task in which they attended to one of two spa-
tially separated streams. Attention modulated blood oxygenation level-dependent
(BOLD) activity in multiple areas in the prefrontal, temporal, and parietal cortex,
including non-visuotopic intraparietal sulcus (IPS), but not the visuotopic maps
in IPS. No spatial bias was detected in any cortical area using standard univariate
vi
analysis; however, MVPA revealed that activation patterns in a number of areas,
including the auditory cortex, predicted the attended direction. Furthermore, we
explored how cognitive task demands and the sensory modality of the inputs in-
fluenced activity with a visual one-back task and a visual multiple object tracking
(MOT) task. Activity from the visual and auditory one-back tasks overlapped along
the fundus of IPS and lateral prefrontal cortex (lPFC). However, there was minimal
overlap of activity in the lPFC between the visual MOT task and the two one-back
tasks. Finally, we endeavored to identify visual and auditory networks using rsFC.
We identified a dorsal visual attention network reliably within individual subjects
using visuotopic seeds. Using auditory seeds, we found a prefrontal area nested
between segments of the dorsal visual attention network. These findings mark
fundamental progress towards elucidating the cortical network controlling ASpA.
Our results suggest that similar lPFC structures support both ASpA and its visual
counterpart during a spatial one-back task, but thatASpAdoes not drive visuotopic
IPS in the parietal cortex. Furthermore, rsFC reveals that visual and auditory seed
regions are functionally connected with non-overlapping lPFC regions, possibly
reflecting spatial and temporal cognitive processing biases, respectively. While we
find no evidence for a spatiotopic map, the auditory cortex is sensitive to direction
of attention in its patterns of activation.
vii
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1Chapter 1
Introduction
1.1 Preamble
In everyday social settings, multiple sound sources sum acoustically before enter-
ing our ears. The listener’s task is often to understand a single talker in a crowd
of distracting speakers and sounds. Spatial attention can help listeners isolate
the acoustic information emanating from a single source, while ignoring other
acoustic sources. This ability relies on segregating low-level auditory informa-
tion into distinct objects, and then selecting the desired single object amidst the
others. However, the neural mechanisms of auditory spatial attention are only
partially understood. This thesis addresses fundamental questions regarding cortical
mechanisms supporting auditory spatial attention and direction sensitivity of attention
in an environment with multiple, competing sources. Using within-subject functional
magnetic resonance imaging (fMRI) methods with multi-voxel pattern analysis (MVPA),
we identify a supra-modal attention network supporting both auditory and visual spatial
attention, as well as distinct portions of the parietal attentional network that do not support
auditory spatial attention. Focusing on the representation of auditory space, we find that the
direction of spatial attention can be decoded reliably from voxels within superior temporal
2gyrus (STG) and supramarginal gyrus (SMG).We developmethods, based on resting-
state functional connectivity analysis of fMRI data to reliably identify frontal and
parietal regions of the auditory and visual attention networks in individual sub-
jects. These methods offer the opportunity for finer-grained investigations of these
important cortical areas. This chapter provides basic information about key topics
in the dissertation. All subsequent chapters will be written in journal format and
provide more in-depth background discussions on each topic.
1.2 Spatial Hearing
The ability to perceive the spatial location of auditory sources stems from both
monaural (Wightman and Kistler, 1997; Martin et al., 2004) and binaural (Kuhn,
1977; Shaw, 1974) cues. Monaural spectral notches are particularly important in de-
termining the altitude of a sound source. The two binaural cues, key for localizing
in azimuth, are interaural time differences (ITDs) and interaural level differences
(ILDs). When a sound source comes from the left or right side of the midline, the
acoustic wave front reaches the closer ear earlier than the farther ear. This differ-
ence in arrival time creates a non-zero ITD. ITD is coded in the auditory pathway as
early as the difference in spike timing in the auditory nerve fibers, whose response
is phase-locked to the stimulus in each ear, either to the temporal fine structure
(for frequencies below about 2.0 kHz) or to the envelope of sound (for frequencies
above 1.5 kHz; (Kiang, 1965; Joris, 2003)). ITD information is later relayed to the
3medial superior olive (MSO) in the superior olive complex (SOC) of the brainstem
(Goldberg and Brown, 1969; Joris and Yin, 1995), an important nucleus for binaural
processing in the ascending auditory pathway. ITD is most pronounced in low
frequency bands (below 1.5 kHz), where fine temporal structure is preserved in
the auditory nerve responses (see review (Durlach and Colburn, 1978, Chapter
10: Binaural Phenomena)). A non-zero ILD arises when the sound wave interacts
with the human head and body as it passes from the near to the far ear, causing
reflection and refraction of the sound energy. When a sound source is located
off center in the azimuth, the acoustic signal in the farther ear is attenuated more
compared to the closer ear. ILD is coded in the lateral superior olive (LSO), also
located in the SOC in the brainstem. LSO receives converging information from
excitatory inputs from the ipsilateral cochlear nucleus and inhibitory inputs from
the contralateral cochlear nucleus (Joris and Yin, 1995). ILD provides information
about source laterality primarily in high-frequency bands (above 2.0 kHz), where
the acoustic interactions of the head and body on the sound wave are large enough
to cause significant differences in sound intensity at the two ears. Most neuro-
physiological studies of binaural processing focus on the inferior colliculus (IC) in
the midbrain, which receives direct and indirect inputs from both MSO and LSO
(Aitkin et al., 1984; Oliver et al., 1995). It is believed that the majority of binaural
processing happens in the brainstem andmidbrain, before ascending to the medial
geniculate nucleus (MGN) in the thalamus and then to the cortex. Neurons in the
4primary auditory cortex exhibit broad sensitivity to sound azimuth (Middlebrooks
and Pettigrew, 1981; Imig et al., 1990).
Auditory cortical neurons do not show a strong topographical gradient orga-
nized according to spatial selectivity (Middlebrooks et al., 1998; Recanzone, 2000;
Romanski et al., 2000). Instead, spatial selectivity is distributed throughout the
cortical neural population. Although spatial sensitivity is relatively weak, spatial
tuning becomes more precise when an animal is awake than when an animal is
anesthetized (Mickey and Middlebrooks, 2003). Furthermore, when an animal is
performing a task (especially in the case of a spatial task) spatial tuning sharpens
further (Lee and Middlebrooks, 2011). Moreover, although spatial location has
little impact on howwell neurons encode the content of a single sound source in si-
lence, the spatial configuration has a large impact on neural coding when there are
competing sources, with different subsets of neurons preferentially responding to
the sources from different locations (Maddox and Shinn-Cunningham, 2012). This
result suggests that, in cortex, spatial location helps isolate responses to compet-
ing objects, an important step to allowing selective attention to operate effectively
(Maddox and Shinn-Cunningham, 2012). Although these animal studies suggest
that spatial tuning in auditory cortex modulates cortical neural responses during
spatial tasks, relatively few functional imaging studies have found such effects in
humans; this is a major goal of the work described in this thesis. In the auditory
spatial attention task in chapter two, which also provides some of the data analyzed
5in chapters three and five, we use binaural stimuli that are lateralized (heard at
different left-right angles) using ITD alone. This manipulation is chosen to ensure
that the energy reaching the two ears is identical, regardless of the perceived loca-
tion of the stimuli, and thus that any modulation of neural activity due to spatial
manipulation is from a truly spatial percept.
1.3 Spatial representation in the visual and auditory systems
Owing to the relatively short wavelength of light compared to photoreceptors in
the retina, our visual system is afforded a topographic representation of space. The
spatial patterns of light-reflecting objects give rise to a corresponding pattern of
activity in photoreceptors. This topographical representation is preserved almost
perfectly as neural signals from retinal ganglion cells ascend through the lateral
geniculate nucleus (LGN) in the thalamus and to the primary visual cortex. This
mechanism gives rise to a retinotopic organization in neurons in the cortical level.
Each hemisphere of primary visual cortex (V1) represents the contralateral visual
field from both eyes due to segregation of optic nerve fibers at the optic chiasm.
This retinotopic organization is a key feature not only of V1, but also of no fewer
than 20 higher order visual cortical areas (Engel et al., 1997; Swisher et al., 2007;
Wandell et al., 2007; Silver and Kastner, 2009; DeYoe et al., 1996; Sereno et al.,
1995; Tootell et al., 1997; Saygin and Sereno, 2008; Brewer et al., 2005; Kastner
et al., 2001; Larsson and Heeger, 2006). In V1-V3, dorsal and ventral divisions
6each represent a quadrant of the visual field marked by reversals representing the
horizontal and vertical meridians (Engel et al., 1997; DeYoe et al., 1996; Sereno et al.,
1995). In the posterior parietal lobe along the intraparietal sulcus (IPS), five distinct
visuotopically mapped areas (IPS0-4) were identified, each of which represents the
full contralateral hemifield (Swisher et al., 2007; Silver et al., 2005). Lateralized
visual stimuli produce an almost exclusive contralateral response in early visual
cortices as well as in parietal visual areas. As a result, unilateral occipital lobe
lesions almost always cause deficits restricted to the contralateral visual field,
although they can cause loss of sensitivity to both visual fields. The retinotopicmap
structures in the parietal and occipital cortex are routinely recruited in a number
of visual spatial attention and visual short-term memory (VSTM) tasks (Sheremata
et al., 2010; Szczepanski et al., 2010; Somers et al., 1999). Specifically, activity
of visuotopic IPS is modulated by attention in target-specific locations in these
tasks, with activity largely contralateral to the stimulus hemifield. Nevertheless,
there is recent evidence that the right hemisphere IPS takes on some ipsilateral
functionswhencompeting stimuli arepresent and cognitive load ishigh (Sheremata
et al., 2010; Szczepanski et al., 2010). Taken together, point-to-point retinotopic
organization is a fundamental mechanism in spatial representation, and is carried
out in each processing stage throughout the visual system.
Unlike the visual system, in the auditory nervous system, spatial topography
is not an inherent feature inherited from the sensory epithelium, but is instead
7computed. The relatively long wavelengths of acoustic stimuli compared to the
sizes of the human head and ears prohibit a topographic representation of audi-
tory space from arising at the peripheral level. Instead, the constitute frequencies
of an acoustic signal are spatially dispersed along the basilar membrane in the
cochlea, where inner hair cells translate mechanical motion to electric potentials
(von Bekesy, 1960). This results in a tonotopic representation of sound at the audi-
tory periphery, which is preserved along the ascending pathway into the auditory
cortex (Merzenich et al., 1975; Imig et al., 1977; Talavage et al., 2004).
At the cortical level, sound with the same energy at the two ears activates the
bilateral superior temporal cortices with equal magnitude, even when the sound is
spatially lateralized with ITD (Woldorff et al., 1999). This result is consistent with
evidence that unilateral auditory cortex lesions usually do not cause severe deficit
in language or music perception (see Review, (Engelien et al., 2001)). However,
unilateral lesions of superior temporal cortex have been reported to cause sound
localization deficits either to both hemifields (Clarke et al., 2000) or selectively to
the hemifield contralateral to the lesioned side (Zatorre and Penhune, 2001). These
findings suggest that a subset of neurons in the superior temporal cortex may code
for spatially specific locations. Most human imaging studies looking into auditory
spatial representation have focused on sound localization tasks (Tark and Curtis,
2009; Wu et al., 2007b; Krumbholz et al., 2005). During sound localization or
spatial discrimination tasks, activity in superior temporal cortex is modulated by
8attention bilaterally. Furthermore, attentionmodulation is largerwhen the actual or
remembered sound source is located in the contralateral hemifield. However, these
experiments confound spatial attention with differences in the physical location of
the sound source. One study (Hill andMiller, 2009) looked at attention modulation
to space or pitch when multiple, simultaneous competing sources were present.
This study reported attention modulation in posterior parietal cortex but found no
selectivity to direction of attention in large-scale BOLD amplitude. It is possible
that the auditory system do not have explicit auditory space maps, but tap into the
visual system when coding for space, specifically in the posterior parietal cortex,
which is a key area involved in multisensory integration. We hypothesize that
auditory spatial attention would utilize regions of the intraparietal sulcus (IPS)
known to support visual spatial maps and we test this hypothesis in humans using
functional MRI in this thesis.
1.4 Spatially based selective auditory attention
Despite obligatory bottom-up attention to inherently salient sounds (Moray, 1959),
humans are capable of directing attention to a desired source using top-down,
volitional attention. One challenge human listeners face in realistic social environ-
ments is selecting a single sound source in an environment that contains multiple,
interfering sound sources. Our ability to do this, implicated in understanding
speech with interference talkers, is critical for survival and quality of life in terms
9of communicating with each other (Cherry, 1953). Importantly, the ability to direct
spatially based attention relies on successfully extracting binaural cues from the
auditory periphery, which does not directly depend one’s audibility thresholds.
As humans age, our ability to understand speech in the presence of interference
talkers begins to deteriorate with modest hearing loss, even before our audibil-
ity thresholds drop below normal ranges (Ruggles and Shinn-Cunningham, 2011;
Ruggles et al., 2011).
Many acoustic cues (e.g., pitch, (Vliegen and Oxenham, 1999); space, (Kidd
et al., 2005); timbre, (Cusack et al., 2000); and intensity, (Brungart and Scott, 2001))
can help a listener direct attention and understand a single source better. Nor-
mally, there is more than one cue in the acoustic environment that helps a listener
identify which sound source to attend, so that the various cues are redundant with
one another. In this case, spatial cues work in concert with other cues and space,
per se, may not seem to afford any benefit. However, in challenging situations,
where multiple sources share similar spectro-temporal characteristics and where
the target-to-masker ratio (TMR) is low, these consistent cues contribute to help a
listener focus attention on and process the target source; since no one cue alone
is sufficient to yield high performance, in such cases (or when other cues do not
distinguish a target source from competing sources), spatial cues have a large im-
pact on the ability to process a sound source of interest. This phenomenon, that
spatial separation of a target source from other simultaneous competing sources
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improves detection or identification of the target, is referred to as spatial release
from masking (SRM; see (Cherry, 1953; Hirsh, 1948; Freyman et al., 2001)). SRM
has been studied extensively in the context of speech and non-speech stimuli (Kidd
et al., 2005; Best et al., 2006; Freyman et al., 1999; Arbogast et al., 2002; Best et al.,
2007). Spatial attention affords special benefit in the case of informational masking
(IM), an effect attributed to the importance of spatial cues both in helping listeners
segregate acoustic elements into distinct sources and in providing listeners with a
distinctive feature that enables them to focus attention on and select the desired
source from a sound mixture (see review, (Shinn-Cunningham and Best, 2008)).
Notably, prior knowledge of the location of the target enhances the magnitude of
spatial release from masking (Kidd et al., 2005; Best et al., 2007). In neuroimag-
ing data, pre-target modulation from spatial attention is demonstrated in designs
where spatial attention is cued in the absence of stimuli (Shomstein and Yantis,
2006; Hill and Miller, 2009). These results indicate that spatially based selective at-
tention can be directed ahead of time, a unique feature not reported for non-spatial
sound attributes.
Despite extensive study on the benefit of spatial release from masking, the
cortical mechanisms enabling spatially based auditory attention are unclear. It is
possible that auditory spatial processingmay recruit some of the spatial processing
mechanisms of the visual system, especially considering that visual spatiotopic
maps have been identified in the vicinity of association areas where multiple sen-
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sory modalities are thought to converge (e.g., (Swisher et al., 2007; Wandell et al.,
2007). We hypothesize that there may be cortical substrates shared between vi-
sual and auditory processing during spatially based selective attention tasks. We
tested this hypothesis by conducting visual and auditory spatial attention tasks in
isolation such that any areas of overlap between the two sensory modalities are
also responsive to each modality independently. Detailed methods and results are
described in Chapter Two and Three.
1.5 fMRI and multi-voxel pattern analysis
fMRI measures the hemodynamic response of the brain associated with changes in
the population neuronal activity by detecting the changes in the magnetization be-
tween oxy- and deoxy-hemoglobins. The blood-oxygen-level-dependence (BOLD)
contrast signal (Ogawa et al., 1990) is thought to reflect ensemble of post-synaptic
potentials and synaptic inputs instead of neuronal spiking activity (for review, see
(Logothetis, 2008)). A voxel is a 3D pixel in volume space and the smallest unit at
which the BOLD data is acquired for a given fMRI scan. Under commonly used
in-plane resolution (3 mm × 3 mm) and slice thicknesses (3−5 mm), BOLD activity
in a particular voxel reflect the collective contribution of up to 10 million neurons,
given estimates on neuronal density within the neocortex (Rockel et al., 1980). This
fundamental property of fMRI, together with the spatial ( 3 mm) and temporal ( 2
sec) resolutions of the technique itself, determines the scientific questions we ask
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and the interpretations of the resultant data.
Traditional fMRI focused on characterizing the relationship between activity in
each voxel and multiple experimental conditions. Contrast-based general linear
model (GLM) analysis reveals voxels that show statistically significant responses
to a particular contrast of conditions. However, this analysis has limited sensitiv-
ity because voxels that do not respond significantly may still contain information
about a particular experimental condition. One common approach is to group vox-
els together into a region of interest (ROI) in order to enhance signal to noise ratios.
Furthermore, beyond voxel-wise activity and univariate ROI activity, patterns of
activity in fMRI data may also reveal important information about the cognitive
processes. Multi-voxel pattern analysis (MVPA) operates on the premise that fMRI
data can be characterized as a pattern classification problem and all existing tools
in data mining can be directly applied (see review (Norman et al., 2006)). MVPA
treats activity within each voxel as an independent dimension. The patterns of
activity in all voxels of interest then can be categorized into distinct classes and
later recognized and decoded in a high dimensional space using a classifier. Multi-
voxel pattern analysis of fMRI data has shown remarkable success in decoding
information directly related to physical properties of the external stimuli, such as
line orientations of visual patterns (Kamitani and Tong, 2005; Haynes and Rees,
2005), categories of viewed objects (Haxby et al., 2001; Spiridon and Kanwisher,
2002; Tsao et al., 2003), and directions of movements (Kamitani and Tong, 2005).
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Other MVPA studies reported decoding cognitive states of the subjects not directly
apparent from the physical stimuli, for example, one of two rivalry patterns per-
ceived at a given time from a binocular rivalry display (Haynes and Rees, 2005),
object categories held in memory (Rissman et al., 2010), and attentional switchings
to spatial and color features (Greenberg et al., 2010).
In studies that looked at auditory cortical responses, similar classification ap-
proaches have been applied to single-unit recordings and physiological measures
such as magneto-encephalography (MEG) and electro-corticography (ECoG). (Re-
canzone, 2008) showed that, using a linear patterndiscriminator (Russ et al., 2008), a
set of four natural and reversed conspecific calls could be classified up to 90% accu-
racy from temporal activity patterns of single neurons from the macaque auditory
cortex. Kellis et al., (Kellis et al., 2012) recorded from an array of surface micro-
electrodes of the face motor area and Wernicke’s area while subjects articulated a
set of 10 words. The recorded neural signals were decomposed using principal
components analysis (PCA) and was later decoded well above chance on a trial-
by-trial basis. Ding and Simon (Ding and Simon, 2012) looked at auditory cortical
encoding of monaural speech with MEG and decoded the envelope of the origi-
nal spoken speech from the MEG recordings. Mesgarani and Chang (Mesgarani
and Chang, 2012) adopted a speech comprehension task in a cocktail party-like
scenario with two competing speech sources presented simultaneously and suc-
cessfully decoded the attended speech above chance level from surface electrodes
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signals from electrocorticalgram (ECoG) placed over the superior temporal cortex.
Interestingly, the classification accuracies was above 80% (50% chance level) when
the subject performed correctly on a given trial, but fell below significance when
the subject was incorrect on that trial. However, in these decoding studies, the elec-
trophysiological techniques used afforded a high temporal resolution in the signals
recorded and key information of auditory attention and speech information was
recognized as a phase-locked temporal code. No previous studies have applied the
same pattern classification analyses used in physiological recordings to auditory
fMRI studies and it is unclear if spatial patterns of activity of the auditory cortex
can provide information about direction of attention. We addressed this question
by applying MVPA to our auditory fMRI data, in order to determine whether the
attended direction could be decoded from activity patterns (see Chapter Two for
details).
Despite MVPA’s emerging popularity in fMRI, the source of information ex-
tracted byMVPA is not fully understood and debatable. For example, whenMVPA
decoded line orientations accurately from voxels within human V1 (Kamitani and
Tong, 2005), the authors argued that the multiple voxels examined acquired weak
but reliable orientation sensitivity from small irregularities in the distribution of
neurons with respect to their orientation selectivity. They postulated that MVPA
picked up information from an imbalanced presence of known orientation hyper-
columns in V1 (Hubel and Wiesel, 1963), which is a sub-voxel level phenomenon.
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On the other hand, Freeman et al. (Freeman et al., 2011) observed similar results in
orientation decoding, but attributed it to known radial biases (Sasaki et al., 2006)
in V1, which is a much coarser-scale organization. In Chapter Two, we present
evidence that spatial information of auditory attention is reliably decoded from
voxels in STG and SMG. Although single-unit recordings support the idea that
spatial tuning in auditory cortical neurons may give rise to weak sensitivity to
direction of attention in an individual voxel, the positive MVPA findings should
be interpreted cautiously in terms of the scale of the cortical organization at which
this information is encoded.
1.6 Resting-state functional connectivity
Resting-state functional connectivity examines the temporal correlations of sponta-
neous low frequency (0.01 Hz ∼ 0.1 Hz) fluctuations (LFFs) in BOLD from anatom-
ically separated brain regions. In seed-based connectivity analyses, spontaneous
BOLD activity from a particular region of interest (commonly called a seed), is aver-
aged before correlation values are calculated between the seed and all other voxels
within the brain, yielding a whole brain map of correlations values.
Functional connectivity has often been found in brain areas engaged in similar
cognitive functions. The pioneering study of Biswal et al. (Biswal et al., 1995)
observed that the time course of LFFs in the left and right sensorimotor cortex had
a high degree of temporal correlation during resting period and with several other
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regions associated with motor function. It was hypothesized that these correlation
reflected ongoing communications betweendistinct brain areas and that these areas
are functionally connected. Similar connectivitypatternswere alsoobservedwithin
the visual network and auditory cortex (Fox and Raichle, 2007; Damoiseaux et al.,
2006; De Luca et al., 2005). Recently, a fast growing body of neuroimaging research
has identified functional connectivity between several major cortical networks,
such as the dorsal attention network, the default mode network, and the executive
control network (Fox and Raichle, 2007; Vincent et al., 2008; Dijk et al., 2010;
Yeo et al., 2011). These observations suggest that brain regions that frequently
work together during particular task performances also form a functional network
during resting-state, with a high level of ongoing spontaneous neuronal activity
that is strongly correlated between the anatomically separated regions that form
the network (see review, (van den Heuvel and Pol, 2010)). This lays down the
grounds for our hypothesis that resting-state functional connectivity methods can
be used as an independent localizer to identify cortical networks recruited during
task performances in individual subjects. We tested this hypothesis by applying
seed-based functional analysis to our resting-state fMRI data and investigated the
robustness and behavioral relevance of three sets of seed choices (see Chapter Four
for details). Furthermore, we examined intrinsic cortical networks functionally
connected to visual and auditory seed regions in individual subjects (see Chapter
Five for details).
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As a relatively new fMRI technique, the sources supporting functional connec-
tivity are not completely understood. Functional connectivity does not directly
imply anatomical connectivity. However, a number of studies that combined func-
tional connectivity analysiswith diffusion tensor imaging (DTI) have demonstrated
that areas with known functional connectivity are also structurally connected by
white matter tracts. Honey et al. (Honey et al., 2009) observed that strength, per-
sistence, and spatial statistics are constrained by anatomical connectivity on the
level of the whole brain. Greenberg et al (Greenberg et al., 2012) demonstrated
that visuotopically mapped areas in the IPS are anatomically connected with areas
mapping the same visual space in the early visual cortex. Van den Heuvel et al
(van den Heuvel et al., 2009) showed that well-known anatomical white matter
tracts interconnect most commonly found resting-state networks. These results
suggest that anatomical connectivity from white matter tracts are likely support-
ing functional communication between spatially separate cortical areas. There
are also marked limitations of the resting-state functional connectivity approach
when used by itself. For example, functional connectivity alone cannot be used
to identify a functional pathway. Functional connectivity cannot distinguish the
directionality of a pathway or differentiate betweenwhether the pathway is a direct
or indirect one. Information gained from seed-based connectivity is limited to the
functional connections with a seed region. To assess different networks and pat-
terns of functional connectivity within the whole brain, one needs to use multiple
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seed regions. Other methods for evaluating functional connectivity include princi-
pal component analysis (PCA), independent component analysis (ICA), clustering
algorithms, and graph theory. These topics are beyond the scope of this thesis and
will not be addressed.
1.7 Preface
The primary scientific contributions in this dissertation are found in Chapter Two,
Three, Four and Five. Chapter Two, Three and Four each presents an unpublished
manuscript in preparation for journal submission. In Chapter Two, we investi-
gated the cortical areas modulated by auditory spatial attention by conducting a
series of fMRI studies in which subjects performed a one-back task on one of two
spatially separated digit streams. The stimuli remained equivalent across condi-
tions, only the direction of auditory spatial attention varied. We hypothesized that
auditory spatial attention would activate regions of the intraparietal sulcus (IPS)
known to support visual spatial maps. We observed that auditory spatial attention
modulated large-scale BOLD activity bilaterally in the superior temporal gyrus
(STG), supramarginal gyrus (SMG), non-visuotopic lateral and anterior intrapari-
etal sulcus, but not in the visuotopic maps in IPS. Frontal structures including
frontal eye field (FEF), inferior precentral sulcus (iPCS), dorsal and ventral lateral
prefrontal cortex (dlPFC / vlPFC), and supplementary motor areas (SMA) also ex-
hibited modulation for the auditory spatial attention task. Despite the observed
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attentional modulation, no spatial bias (left vs. right) signal was detected in any
cortical area using standard univariate analysis. To explore how the direction of
auditory spatial attention influenced activity in greater detail, multi-voxel pattern
analysis was applied. Activation patterns in the STG, supramarginal gyrus (SMG),
IPS0-4 and V1-3 predicted the attended direction significantly better than chance.
However, the information contained in visually driven areas, IPS0-4 and V1-V3,
appeared to reflect cross-modal spatially specific suppression of visual representa-
tions rather than attentional selection of auditory stimuli. These findings suggest
that audiospatial attention does not utilize the same parietal lobe spatial attention
mapping structures that are used in vision. These results provide the first human
imaging evidence that attention alters the pattern of activity in STG and SMG in
a voxel-specific manner, even when overall large-scale BOLD activity shows no
sensitivity to the direction of spatial attention.
In Chapter Three, we explored how the cognitive demands of the task and the
sensory modality of the inputs influenced activity in paradigms requiring spatial
attention. During fMRI scanning each subject performed an additional visual 1-
back task that paralleled the auditory task, and a visual multiple object tracking
(MOT) task. This visually-induced activity from the visual 1-back task significantly
drove visuotopic IPS areas that were not recruited during the auditory 1-back task.
However, the two 1-back tasks also exhibited consistent overlap along the fundus
of IPS and in the right superior parietal lobule. In lateral pre-frontal cortex (PFC),
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the auditory and visual 1-back tasks caused activity that overlapped substantially,
particularly in the left hemisphere. However, there was minimal overlap between
the lateral PFC activation caused by the visual MOT task and that caused by the
two 1-back tasks. These data suggest that structures in PPC are largely segregated
on the basis of sensory modality and content, while activation in lateral prefrontal
structures is modulated more by the cognitive demands of the task than by the
stimulus modality.
In Chapter Four, we investigated the robustness and behavioral relevance of
resting-state functional connectivity methods to identify frontal lobe portions of
the dorsal attention network in individual subjects. First, we compared the ante-
rior network components obtained from three sets of seed regions, each a posterior
component of the dorsal attention network. We showed that the three sets of
seeds revealed similar dorsal attention networks both in individual subjects and
on a group level. Thus, we validated the use of both visuotopic IPS0-4 (Swisher
et al., 2007) and a broad PPC (Yeo et al., 2011) seed as useful alternatives to the
traditional visual middle temporal (MT) seeds. Furthermore, we demonstrated
that the BOLD activation in two visual attentional tasks spatially coincided with
the anterior network components obtained from the resting-state functional con-
nectivity analysis in individual subjects. These evidence strongly advocated that
we apply resting-state functional connectivity as an independent means to localize
behaviorally relevant regions of the dorsal attention network.
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In Chapter Five, we adopted the same resting-state functional connectivity
approach using in Chapter four, but endeavored to identify contrasting cortical
networks intrinsically connected with primarily auditory or visual seed regions.
The visual IPS0-4 seed produced a dorsal visual attention network similar to that
produced by task activations within individual subjects. Notably, using an audi-
tory STG seed, we revealed an additional area in the posterial middle frontal gyrus
(pMFG) in the prefrontal cortex that abutted, but did not overlap with the anterior
components of the dorsal visual attention network. We suggest that these frontal
lobe distinctions may reflect domains specialized for temporal processing (audi-
tory) and spatial processing (visual) aspects of working memory and cognitive
control.
Finally, Chapter Six will provide a unified conclusion of the thesis. It discusses
limitations, potential pitfalls of the current thesis and presents future works that
are natural extensions.
This thesis marks fundamental progress towards elucidating the cortical net-
work for auditory spatial attention in everyday settings. Overall, our results sug-
gest that similar lateral prefrontal structures support both auditory spatial attention
and its visual counterpart during a comparable attention task, but that auditory
spatial attention does not drive visuotopic IPS areas in the parietal cortex. Fur-
thermore, resting-state functional connectivity reveals that non-overlapping sub-
regionswithin the lateral prefrontal cortex are functionally connected preferentially
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with a visual or auditory seed region. This may reflect the preferential response
to the spatial or temporal attributes during a given cognitive task. While we find
no evidence for a spatiotopic map, primarily auditory areas STG and SMG are
sensitivity to direction of attention in their patterns of activation.
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Chapter 2
Auditory Spatial Attention Representations
in the Human Cerebral Cortex
2.1 Preamble
This chapter aims to ascertain the cortical networks supporting auditory spatial
attention and test two hypotheses regarding the coding of auditory spatial repre-
sentation. This work was published in the Journal of Cerebral Cortex (Kong et al.,
2012); it is reproduced here without revision.
2.2 Abstract
Auditory spatial attention serves important functions in auditory source separa-
tion and selection. Although auditory spatial attention mechanisms have been
investigated generally, the neural substrates encoding spatial information acted
on by attention have not been identified in the human neocortex. We performed
functional MRI experiments to identify cortical regions that support auditory spa-
tial attention and to test two hypotheses regarding the coding of auditory spatial
attention: 1. auditory spatial attention might recruit the visuospatial maps of the
intraparietal sulcus (IPS) to create multimodal spatial attention maps; 2. auditory
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spatial information might be encoded without explicit cortical maps. We mapped
visuotopic IPS regions in individual subjects and measured auditory spatial at-
tention effects within these regions of interest. Contrary to the multimodal map
hypothesis, we observed that auditory spatial attentional modulations spared the
visuotopic maps of IPS; the parietal regions activated by auditory attention lacked
map structure. However, multivoxel pattern analysis (MVPA) revealed that the
superior temporal gyrus (STG) and the supramarginal gyrus (SMG) contained sig-
nificant information about the direction of spatial attention. These findings support
the hypothesis that auditory spatial information is coded without a cortical map
representation. Our findings suggest that audiospatial and visuospatial attention
utilize distinctly different spatial coding schemes.
2.3 Introduction
In real world listening environments, sound sources combine acoustically before
reaching our ears. Spatial attention plays a critical role in helping us to segregate
and select the acoustic target of interest while ignoring interference in the mixture
of sound (Kidd et al., 2005; Shinn-Cunningham, 2008). It is well established that
visual spatial attention is supported by a dorsal attention network involving mul-
tiple frontal and parietal cortical areas (e.g., (Corbetta, 1998; Colby and Goldberg,
1999; Kastner and Ungerleider, 2000)). Human and non-human primate studies of
audition have revealed a spatial processing or “where” subsystem in posterior tem-
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poral, posterior parietal, and lateral prefrontal cortex (e.g., (Bushara et al., 1999a;
Rauschecker and Tian, 2000; Tian et al., 2001; Alain et al., 2001; Maeder et al., 2001;
Arnott et al., 2004; Rama et al., 2004; Murray et al., 2006; De Santis et al., 2007). This
parallels the well documented “where” pathway in visual cortex, and the parietal
and frontal cortical areas appear similar between modalities. Several studies have
suggested that the dorsal fronto-parietal network may function as a supramodal
spatial processing system ((Macaluso and Driver, 2003; Krumbholz et al., 2009;
Tark and Curtis, 2009; Smith et al., 2010b); but see (Bushara et al., 1999a)). How-
ever, there are important differences between audition and vision that raise issues
for this supramodal account. In vision, spatial information is extracted directly
from the spatial layout of the retina and visual spatial cortical maps have been
observed in no fewer than twenty distinct visual cortical areas (e.g., (Engel et al.,
1994; Sereno et al., 1995; Tootell et al., 1998; Sereno et al., 2001; Silver et al., 2005;
Schluppeck et al., 2005; Swisher et al., 2007; Wandell et al., 2007; Arcaro et al., 2009;
Silver and Kastner, 2009)). In contrast to visual coding of space, auditory spatial
information must be computed from signal differences between the two cochleae,
largely from interaural time differences and interaural level differences (Rayleigh,
1907). Although auditory spatial maps are well documented in the owl (e.g., (Carr
and Konishi, 1990)), it is not clear that mammalian cortex contains any auditory
spatial map representations. Single neuron electrophysiology in the auditory cor-
tex reveals broad spatial tuning; however, spatial tuning is narrower when the
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animal is engaged in a spatial task than when the animal is engaged in non-spatial
tasks (Lee andMiddlebrooks, 2011). Moreover, although neural encoding of source
identity is weakly modulated by source location for a source presented alone, spa-
tial modulation is enhanced by the presence of a competing source (Maddox and
Shinn-Cunningham, 2012). These findings raise the possibility that auditory spatial
tuning is stronger during tasks that demand spatial attention due to the presence
of a competing sound source, and motivated us to investigate auditory cortical
responses during such an auditory task.
If auditory spatial tuning is coarse in early auditory cortex, then how are audi-
tory spatial representations selected byattention or supported inworkingmemory?
We consider two hypotheses. First, that auditory spatial information merges with
visual spatial information within the visual cortical maps of the “where” pathway;
that is, the visual maps provide the spatial backbone for supramodal spatial maps.
Prior work has suggested that posterior parietal cortex plays a central role in mul-
tisensory integration (e.g., (Stein et al., 1989; Andersen et al., 1997; Macaluso and
Driver, 2003; Molholm et al., 2006)) and specifically in auditory spatial attention
(Wu et al., 2007b; Hill and Miller, 2009; Smith et al., 2010b). The medial bank of the
intraparietal sulcus (IPS) contains five distinct visuotopic maps, IPS0, IPS1, IPS2,
IPS3 & IPS4 that can be driven directly by visual stimulation (Swisher et al., 2007)
and are recruited during visual spatial attention and visual short-term memory
(Sereno et al., 2001; Schluppeck et al., 2005; Silver et al., 2005; Konen and Kastner,
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2008; Silver and Kastner, 2009; Sheremata et al., 2010). These regions are key to
dorsal stream or “where” pathway processing in vision. An alternate hypothesis is
that auditory spatial information is coded only coarsely via an opponent-process
mechanism without explicit maps (von Bekesy, 1930; van Bergeijk, 1962; Colburn
and Latimer, 1978; McAlpine, 2005; Magezi and Krumbholz, 2010). These two
hypotheses need not be mutually exclusive, as auditory spatial attention could be
supported differently within different brain regions.
We tested the hypothesis that auditory spatial attention recruits the visuospatial
maps of the intraparietal sulcus (IPS) to create multimodal spatial attention maps
by first mapping visuotopic IPS regions in individual subjects and then measuring
auditory spatial attention effects within these regions of interest when listeners
were attending to different spatial locations. Contrary to the multimodal map
hypothesis, we observed that auditory spatial attentional modulations spared the
visuotopic maps (IPS0-4) of IPS. Instead, auditory attention drove parietal regions
(lateral IPS and anterior IPS) that lacked map structure. To test the “no map”
hypothesis, we performed univariate and multivariate analysis of auditory spatial
attention activation. Although the standard univariate analysis failed to reveal any
structures that encoded auditory spatial information, multivariate or multi-voxel
pattern analysis (MVPA) revealed that the superior temporal gyrus (STG) and the
supramarginal gyrus (SMG) contained significant information about the direction
of spatial attention. These findings support the hypothesis that auditory spatial
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information is coded without a cortical map representation. Our findings sug-
gest that audiospatial and visuospatial attention utilize distinctly different spatial
coding schemes.
2.4 Materials and Methods
2.4.1 Subjects:
Nine healthy right-handed subjects (five females), ages 18 − 30 years old, were re-
cruited from the BU community. Before participating in the experiments, subjects
gave written informed consent, as overseen by the Charles River Campus Insti-
tutional Review Board and Massachusetts General Hospital, Partners Community
Healthcare. All subjects reported normal/corrected-to-normal vision and normal
hearing thresholds. Handedness was evaluated using the Edinburgh Handedness
Inventory (Oldfield, 1971).
2.4.2 MRI scans:
Each subject participated in a minimum of three sets of scans across multiple
sessions and separate behavior sessions. First, high-resolution structural scans
were collected to support anatomical reconstruction of the cortical hemispheric
surfaces. Second, polar-angle visuotopic mapping fMRI scans were performed to
identify visuotopic areas in the parietal and occipital areas (Swisher et al., 2007).
Finally, auditory spatial attention fMRI scans were conducted in which subjects
performed a 1-back digitmemory task, varying the direction of the attended stream
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from block to block.
Imaging was performed at theMartinos Center for Biomedical Imaging at Mas-
sachusetts General Hospital on a 3T Siemens Tim Trio scanner with 12-channel
(auditory scans only) or 32-channel (all other scans) matrix coils. A high-resolution
(1.0 × 1.0 × 1.3 mm) MP-RAGE structural scan was acquired for each subject. The
cortical surface of each hemisphere was computationally reconstructed from this
anatomical volume using FreeSurfer software (Dale et al., 1999; Fischl et al., 1999a;
Fischl et al., 1999b; Fischl et al., 2001). To register functional data to the three-
dimensional reconstruction, T1-weighted echo planar images were acquired using
the same slice prescription as in the T2∗-weighted functional scans. For func-
tional studies, T2∗-weighted gradient echo, echo-planar images were collected us-
ing 34 3mm slices, oriented axially (TE 30 ms, TR 2100 ms, in plane resolution
3.125× 3.125mm) for auditory functional scans and using 42 3mm axial slices with
a 2600ms TR for visual functional scans. Functional images were collected using
prospective acquisition correction (PACE) to automatically correct for subject head
motion (Thesen et al., 2000).
Analysis of fMRI data: Functional data were analyzed using Freesurfer/FS-FAST
(CorTech Inc.) with an emphasis on localizing distinct cortical areas on individual
subjects cortical surfaces. All subject datawas intensity normalized (Cox andHyde,
1997) and spatially smoothed with a 3mm full-width half-maximum (FWHM)
Gaussian kernel.
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Analysis of the auditory spatial attention task scans used standard procedures
and Freesurfer FS-FAST software. Scan time series were analyzed voxel by voxel
using a general linear model (GLM) whose regressors matched the time course
of the experimental conditions. The canonical hemodynamic response function
was convolved (Cohen, 1997) with the regressors before fitting; this canonical
response was modeled by a γ function with a delay of δ = 2.25 s and a decay
time constant of τ = 1.25. A contrast between different conditions produced t-
statistics for each voxel for each subject, which were converted into significance
values and projected onto the subjects reconstructed cortical surface. For region
of interest (ROI) analysis, the percentage signal change data was extracted (from
all time points of a block) and averaged across all runs for each condition. Since
attentional cueing and/or switching of the attentional focus can induce activation
specific to the reorienting (e.g., (Shomstein and Yantis, 2006)), the time points of
the cue period were excluded by assigning them to a regressor of no interest.
The percent signal change measure was defined relative to the average activation
level during the fixation period. Random effects group analysis was performed
on these ROI data extracted for each subject. In addition, random effects group
analysis was also performed using surface-based averaging techniques. In this
group analysis, regressor beta weights produced (by individual subject GLMs) at
the first level were projected onto the individual subjects reconstructed cortical
surfaces. These individual surfaces were then morphed onto a common spherical
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coordinate system (Fischl et al., 1999a; Fischl et al., 2001) and were co-registered
based on sulci and gyri structures. Parameter estimates were then combined at the
second level (across all subjects) via t-tests (Buchel et al., 1998).
Visuotopic Mapping and ROI definitions: Phase-encoded retinotopic mapping
(Engel et al., 1994; Sereno et al., 1995; DeYoe et al., 1996) used a temporally periodic
stimulus to induce changes in neural activity at the same frequency in voxels
biased to respond to stimulation of a particular region of the visual field. Subjects
viewed a multi-colored flashing checkerboard background with either a wedge
rotating around fixation on polar angle mapping scans, or with an expanding or
contracting annulus on eccentricity mapping scans. The periodicity for both types
of stimuli was 55.47 s (12 cycles/665.6 s). We alternated between clockwise and
counterclockwise rotation (or expansion and contraction) on all runs. Subjects were
instructed to fixate a small (8 arcmin) dot in the center of the screen and to respond
with abuttonpresswhenever thefixationpointdimmed. Dimmingevents occurred
at random intervals throughout the scan, every 4.5 s, on average (for further details,
see (Swisher et al., 2007)). The purpose of this task is to help subjects to maintain
central fixationandalertness. Thesemappingmethods routinely identifymore than
a dozen visual field representations in occipital, posterior parietal and posterior
temporal cortex. For the purpose of the current project, visuotopic mapping was
used to identify early visual cortices V1, V2, V3; and visuotopically mapped areas
on the medial bank of the intraparietal sulcus IPS0 (previously known as V7), IPS1,
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IPS2, IPS3, and IPS4. These methods did not consistently yield visuotopic maps
in frontal cortex. A separate scan session was dedicated to retinotopic mapping
in each subject. Four polar angle scans were performed (256 TRs or 11min 5.6 s,
per run), using clockwise and counter-clockwise stimuli. It has been reported that
combining attention and retinotopy, relative to retinotopy alone, can enhance the
reliability of the maps in IPS0-2, but not alter the location of those maps (Bressler
and Silver, 2010). Here, we obtained robust maps in IPS0-4 using retinotopy alone,
as previously reported (Swisher et al., 2007).
Two sets of parietal regions of interest (ROIs) were defined for each hemisphere
of each subject on their reconstructed cortical mesh. The first set of ROIs was de-
fined on retinotopic criteria corresponding to the underlying visual maps. These
ROIs mapped each quadrant of early retinotopic visual cortex (V1-V3). Visuotopic
maps in the parietal cortex, IPS0-4 were defined by phase reversals of each hemi-
field map in areas constrained to show significant angular response (p < 0.05). A
second set of parietal ROIs were defined by excluding the visuotopic IPS0-4 re-
gions from the larger anatomically defined parcellation of IPS that is automatically
generated for each subject hemisphere by the Freesurfer cortical reconstruction
tools Desikan:2006p7367. Two non-visuotopic IPS regions were defined: lateral
IPS (latIPS), which lies laterally adjacent to the IPS0-4 regions that lie along the
medial bank of IPS, and anterior IPS (antIPS), which extends from the anterior
border of IPS4. These ROIs were used in the comparison of percent signal change
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and percent voxel overlap in the auditory spatial attention task.
Multi-Voxel Pattern Analysis: Functional data (previously used in the individual
GLM analyses) from selected ROIs were analyzed using multi-voxel pattern anal-
ysis (MVPA) (Cox and Savoy, 2003; Haynes and Rees, 2005; Kamitani and Tong,
2005; Kriegeskorte et al., 2006; Norman et al., 2006; Swisher et al., 2010). MVPA has
proven to be a sensitive method for fMRI data analysis, able to detect information
encoded in the local patterns of brain activity that is too weak to be detectable by
standard univariate analysis. In MVPA, activity patterns extracted in all voxels
in each ROI are used as input to a linear support vector machine (SVM) classifier
(Cortes and Vapnik, 1995). A leave-one-run-out (LORO) approach was employed
for cross-validation. Specifically, in each SVM realization, the classifier was trained
on data from all but one of the functional runs. The resulting classifier was then
tested on the independent run that was left out when building the classifier. This
method was repeated for each run. Classifier accuracies across all the testing runs
were pooled to compute an average classification rate when training and testing
data were constrained to differ.
To assess whether the prediction accuracy is statistically significant, we first
arcsine-transformed the classification accuracy for each subject ROI. As the indi-
vidual subject classification accuracies are binomially-distributed, this procedure
leads to nearly-normal and homoskedastic scores in the transformed space (Free-
man and Tukey, 1950). Then for each ROI we performed a one-sample t-test
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between the arcsine transformed classifier predictions and the arcsine transform
of the assumed chance level (50%) to see if the means were significantly different
from chance. These analyses were repeated for each of the ROIs.
Support Vector Machine: Support vector machines (Cortes and Vapnik, 1995)
are maximum-margin binary linear classifiers that determine which of two classes
a given input belongs. Specifically, a support vector machine treats each input
data as a vector in a high dimensional space and constructs the hyperplane that
separates the input samples such that samples from the two classes fall into dis-
tinct sides of the hyperplane. While there may be an infinite number of hyper-
planes that linearly separate the two classes, an SVM selects that hyperplane that
has the largest margin (distance to the nearest training data of any class), and
is thus optimal in its robustness for separating novel samples that are similar
to, but distinct from, the samples used to train the classifier. We implemented
a two-class, linear support vector machine classifier using libsvm libraries (see
http://www.csie.ntu.edu.tw/ cjlin/libsvm/) in Matlab (Mathworks, Natick, MA).
Retinotopic Stimulus Presentation and Behavioral Response Data Collection: AMac-
BookPro laptop runningPython (www.python.org)withVisionEgg (www.visionegg.org)
software libraries (Straw, 2008) was used to drive visual stimulus presentation
and collect subject responses. Visual stimuli were projected (via liquid crystal
display) onto a rear projection screen (Da-Plex, Da-Lite Screen) viewed via an ad-
justable mirror placed in the magnet bore. The screen lies at a viewing distance
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of ∼ 90 cm and the projected images extend across a visual angle of roughly 15◦
radius horizontally and 12◦ radius vertically. Auditory stimuli were generated and
presented using Matlab software (Mathworks, Natick, MA) with Psychophysics
Toolbox (www.psychtoolbox.org) through an audio system (MR-confon, www.mr-
confon.de) that included a control unit, audio amplifier, DA converter, and MR-
compatible headphones/earmuffs. Inside the MR scanner, subject responses were
collected using an MR-compatible button box.
Auditory stimuli and procedures: Two simultaneous, but spatially separated au-
ditory streams (see below) were presented to the subjects during fMRI scanning.
Subjects were instructed to attend to either the left or right stream (depending on
the block) and to perform a one-back task. Stimuli were spoken digits in both the
attended and distractor stream. To investigate whether auditory spatial attention
engages parietal visuotopically-defined maps, no visual stimulus was provided
during the auditory task except for a central fixation point. Subjects practiced each
task one day prior to the scan until reaching 80% performance in baseline condition
(see below).
Auditory streams were generated frommonaural recordings of eight digits (1-9,
excluding the two-syllable digit 7) spoken by a single male talker. Each digit was
sampled at 44.1kHz and had duration of 500msec, windowed with cosine squared
onset and offset ramps to reduce spectral splatter and other artifacts (30 ms ramp
time). The digits were then monotonized to 84 Hz (using Praat software; see
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http://www.praat.org/) and normalized to have equal RMS energy. Each monaural
digit recording was used to generate a binaural, lateralized signal in which the
signal at the two ears was identical, except for a delay between the ears (delay
= 700µs, leading either right or left to produce interaural time differences or ITDs
of +/ − 700µs, respectively, with no interaural level difference). This manipulation
resulted in lateralized percepts, with the digits perceived as coming from either
right or left of the median plane, depending on the sign of the ITD.
The choice of using ITDs only, rather that including all spatial cues that arise in
anechoic settings, is likely to have reduced the realism and the “externalization”
of the perceived streams. However, ITDs alone are very effective in allowing
listeners to direct spatial auditory attention; realism of the simulated scene does
not have a large impact on task performance (e.g., see (Shinn-cunningham et al.,
2005). Evenmore, when listeners are told to ignore spatial cues anddivide attention
between two streams coming from different directions, they cannot; instead, the
more distinct the two streams’ spatial attributes (including simple ITDs alone), the
more strongly listeners are forced to obligatorily attend to one stream at the expense
of the other ((Best et al., 2006; Ihlefeld and Shinn-Cunningham, 2008a; Best et al.,
2010), see review in (Shinn-Cunningham, 2008)). Thus, in cases like those used
in the current experiment, where there is a relatively large separation of streams,
spatially directed attention is necessary to separate the two streams, perceptually,
and perform the task, and is very effective at suppressing responses to whatever
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stream is not in the attentional foreground at a given moment.
Auditory stimuli were delivered through MR-compatible headphones (MR-
Confon GmbH, Magdeburg, Germany). The earmuffs from the headphones, to-
gether with insert earplugs, provided 50dB attenuation of external noise, including
scanner noise.
Subjects performed a “1-back” memory judgment as part of an auditory spatial
attention task (see Figure 2.1). Two competing digit streams, lateralized by ITD,
were presented simultaneously through headphones. Subjects were instructed to
maintain fixation on a center cross throughout the experiment. During attend
conditions, subjects attended to either the left or the right digit stream (target
stream) and performed a one-back task. Prior to the start of each given block, an
auditory cue came on during a 4.2 sec cue period. The cue was a spoken word
“attend,” spatially localized to either the left or the right in the sameway described
above. During the 16.8 sec trial period that followed, the two streams of digits
completely overlapped temporally. The subjects were instructed to press a button
with their right index fingers each time they heard a digit repeat in the attended
target stream. In the baseline condition, subjects were instructed to listen to the
identical stimuli without directing their attention to either stream. The auditory cue
was a spoken word “passive” presented diotically (with zero ITD, identical at the
twoears, so that it appeared to come from the center). Note that this baseline control
task was not simply passive listening; in order to match the motor responses in
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the attend condition, subjects were instructed to press a button when they detected
the presence of a 500Hz pure tone. The tone was diotic and came on at random
intervals. During the experiment, each digit was presented for 500ms, followed by
200ms of silent interval, resulting in a digit presentation rate of 700ms per digit. In
each run, eight attend blocks alternated with eight baseline blocks, giving rise to a
total scan time of 5 minutes and 36 seconds or 160 acquisitions (TR = 2.1 sec). Each
subject performed between six to eight runs on the scan day. Behavioral data were
summarized by reaction times (RT) and d′. Reaction times (RT) were calculated
from the time elapsed between the end of the auditory presentation of a target digit
and the time of the button response indicating that subjects detected a repeated
target. Only hit trials were included in calculating reaction times. d′ was defined
by d′ = Z (hit rate)−Z (false alarm rate), where function Z(p), p ∈ (0, 1] is the inverse
of the Gaussian cumulative distribution function. Hits represent trials with 1-back
matches that the subject correctly reported within 700 ms ; misses represent the
1-back match trials that the subject failed to report. False alarms represent the
times that the subject reported a match when one did not occur in the stimuli. The
sensitivity index measures the distance between the means of the target and the
noise distributions in units of standard deviation, factoring out any decision bias
in the response patterns.
39
2.5 Results
2.5.1 Behavioral performance
During the task, subjects were able to perform well attending both spatial loca-
tions (d′ = 2.19 for attend-left d′ = 2.43 for attend-right). Although prior stud-
ies have reported small hemispheric asymmetries (e.g., (Krumbholz et al., 2007;
Teshiba et al., 2012)), performance of attend-left and attend-right conditions was
not statistically different in either sensitivity index (t(8) = 1.96, p = 0.07) or in
RTs (t(8) = 0.16, p > 0.1). These results confirmed that the task was attention-
ally demanding, yet within the subjects’ abilities, independent of the direction of
attention.
2.5.2 Effects of sustained auditory attention
To reveal modulatory effects of sustained auditory spatial attention, we excluded
time points during the auditory cue period and analyzed only the ongoing times
during which subjects spatially directed attention. We combined the regressors
from attend-left and attend-right conditions and contrasted them with that from
the baseline condition. Activation of attention modulation in the “attend vs. base-
line” contrast was summarized in statistical maps on the group-average level (Fig-
ure 2.2A) and in individual subjects (Figure 2.2B). For illustrative purposes, the
significance maps are displayed with a lenient threshold of p < 0.05 (uncorrected)
in order to detect weak activation.
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While expected effects of sustained spatial attentionwere observed in the dorsal
attention network mediating voluntary orientation of spatial attention in the vi-
sual system, several areas outside the dorsal attention network were also recruited
during the auditory spatial attention task. The largest and most robust activation
was observed in bilateral superior temporal gyrus (STG), where the primary and
secondary auditory cortex is located. Activation was strongest in STG, but also
extended into posterior portions of superior temporal sulcus (STS) in many sub-
jects. In the parietal cortex, we observed a swath of activation along the lateral
bank of intraparietal sulcus (IPS) that extended anteriorly to the point where IPS
merges with the postcentral sulcus. Visuotopic maps in IPS primarily lie along the
medial bank of IPS (Swisher et al., 2007). Visual examination revealed that the IPS
activation present during the auditory spatial attention task lies lateral and inferior
to the visuotopic maps (Figure 2.3).
Another locus of activation in the parietal lobe lies in the supramarginal gyrus
(SMG). Although one must be cautious when comparing activity across ROIs, we
note that the activityof SMGwasmore robust and consistent on the left hemispheres
in individual subjects (Figure 2.2B) than on the right hemispheres (5/9 showed
greater activation in left SMG. No subjects exhibited greater SMG activity in the
right hemisphere). The functional role of this portion of the supramarginal gyrus
was not explored here; however, other studies have reported a key substrate of
verbal processing and the phonological loop within SMG (Jacquemot et al., 2003;
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Nieto-Castanon et al., 2003). The hemispheric asymmetry observed was consistent
with this hypothesis and likely reflected the verbal nature of the stimuli used.
Nevertheless, our results support the view that phonological segregation in our
task relied on auditory spatial attention. In the frontal lobe, we identified five
distinct regions of activation, two of which are key components of the visual dorsal
attention network. These areas included the frontal eye field (FEF), located at
the intersection between posterior end of caudal superior frontal sulcus and the
precentral sulcus; and the inferior precentral sulcus (iPCS), located at the junction
of precentral sulcus and inferior frontal sulcus. Activation was also observed in
dorsolateral prefrontal cortex (dlPFC), anterior to iPCS and ventrolateral prefrontal
cortex (vlPFC). On the medial wall of the prefrontal cortex, we observed bilateral
activation in the supplementary motor area (SMA). The auditory spatial attention
task activation in the parietal and frontal lobes spread into larger areas on the right
hemisphere than on the left hemisphere, consistent with a general right hemisphere
bias in top-down attention (Mesulam, 1981). The “attend vs. baseline” contrast
revealed consistent deactivation across angular gyrus (AG), dorsomedial prefrontal
cortex (dmPFC), posterior cingulate cortex (PCC), and the temporal pole. These
areas collectively form thedefaultmodenetwork (e.g., (Shulmanet al., 1997; Raichle
et al., 2001),which routinely exhibits greater activityduringpassive rest thanduring
task performance. In addition to the above-mentioned areas, we also observed
unilateral activation from superior FEF and lateral occipital complex (LOC) on the
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right hemisphere. As activation from these areas was less robust, they were not
included in the subsequent ROI analyses.
2.5.3 Overlap between auditory attention and visuotopic IPS
In order to test the hypothesis that auditory spatial attention may recruit parietal
visuotopically mapped areas (IPS0-4) to create multimodal spatial attention maps,
wemappedvisuotopic IPS regions and contrasted themwith the observed auditory
spatial attention modulation within our ROIs in individual subjects. Figure 2.3A
and B summarizes this comparison for an individual subject. In Figure 2.3A, the
contralateral visuotopic mapswere evident in the occipital lobe extending dorsally
along the medial bank of IPS. The solid white lines marked the boundaries of five
distinct parietal maps (IPS0-4) and the dashed white lines marked the reversals
separating each individual map that corresponded to the vertical meridians. We
defined two additional regions of interest on the lateral bank of IPS thatwere not vi-
suotopically mapped, latIPS and antIPS. We employed these ROIs to analyze fMRI
activation during the auditory spatial attention task in individual subject hemi-
spheres (Figure 2.3B). Auditory attention largely spared IPS0-4, which contained
visuotopic maps of the contralateral hemifield. In contrast, lateral and anterior to
these areas, activation from auditory task ran along the fundus of IPS, merging
with postcentral sulcus at the lateral/inferior bank of the anterior branch of IPS.
Furthermore, early visual cortices (V1-V3) in the occipital lobe were deactivated
during auditory attention. The finding that auditory spatial attention activation
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spared IPS0-4 contradicts our hypotheses that the visuotopically-defined maps in
IPS are multimodal, as auditory attention clearly did not modulate activity in IPS0-
4. Conversely, areas that did show significant response to auditory spatial attention
(latIPS and antIPS) lacked visuotopic maps.
To quantitatively assess the extent of auditory attention modulation in the pari-
etal areas, we performed ROI analyses for: 1) a single ROI combining IPS0-4, 2)
latIPS, and 3) antIPS. We also included a combined V1-V3 ROI. For each of these
four ROIs, we calculated two measures of attentional effects: the net voxel over-
lap and the percent signal change. Net voxel overlap was calculated in each ROI
in two stages: first, by counting the number of voxels within the ROI that were
significantly activated (p < 0.05, uncorrected) during auditory attention and sub-
tracting the number of voxels significantly deactivated within the same ROI; then,
this net voxel count was divided by the total number of voxels within the ROI to
yield the net voxel overlap fraction. Figure 2.3C summarized the net voxel overlap
measure in each of the four ROIs in all subjects. Of the four areas, V1-V3 and
IPS0-4 contain visuotopic maps, while latIPS and antIPS are non-visuotopic areas.
No significant differences in activity between the two hemispheres was observed
(F(1, 8) = 0.35, p = .57), nor was there was a significant interaction between hemi-
sphere and ROIs F(3, 24) = 1.91, p = 0.15). We therefore combined ROIs from the
two hemispheres. Consistent with the pattern observed qualitatively in individ-
ual subjects (Figure 2.2A,B), the net voxel overlap in visuotopic IPS0-4 exhibited
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a trend toward there being a larger number of deactivated than activated voxels
(t(8) = 2.06, p = 0.07). The non-visuotopic lateral IPS and anterior IPS, on the other
hand, was significantly recruited by auditory attention (t(8) = 3.29, p < 0.05 and
t(8) = 6.34, p < 0.001, respectively). The occipital visual cortex V1-3 had a signifi-
cantly greater number of deactivated than activated voxels (t(8) = 2.79, p < 0.05).
The second measure of attention effects in these ROIs, percent signal change,
measures the averaged strength of modulation, contributed from all voxels within
an ROI. No significant differences in activity between the two hemispheres was
observed (F(1, 8) = 2.39, p > 0.1), although there was a significant interaction
between hemisphere and ROIs F(3, 24) = 3.17, p = 0.04). Post-hoc t-tests revealed
no hemispheric asymmetries within the ROIs (V1-V3: t(16) = 0.657, p = 0.52; IPS0-
4: t(16) = 0.104, p = 0.92; latIPS: t(16) = 0.030, p = 0.98; antIPS: t(16) = 1.160, p =
0.263). Figure 2.3D, which summarizes the percent signal change in all four ROIs,
reveals a pattern similar to the net voxel overlap. A significantly greater proportion
of the voxels in the occipital visual cortex (V1-V3) were deactivated by auditory
attention than were activated (t(8) = 2.38, p < 0.05); the visuotopic IPS0-4 showed
a trend toward more deactivated voxels (t(8) = 1.91, p = 0.09); and non-visuotopic
lateral and anterior IPS had significantly more activated than deactivated voxels
(t(8) = 3.14, p < 0.05 and t(8) = 4.49, p < 0.01, respectively). To further investigate
visuotopic IPS, we repeated this analysis with ROIs for each visuotopic IPS ROI,
IPS0-IPS4. Similar to the results for the combined visuotopic IPS0-4 ROI, none of
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these visuotopically mapped areas exhibited significant activation. IPS0 trended
toward deactivation (t(8) = 2.07, p = 0.072); IPS1, IPS3 & IPS4 had non-significant
negative mean activation (p > .4) and IPS2 had non-significant positive activation
(t(8) = 0.34, p = 0.74).
Together, these findings indicate, contrary to the multimodal map hypothe-
sis, that auditory spatial attention does not utilize parietal visuotopic maps. In
addition, areas that were recruited did not contain map-like organizations. This
suggests that auditory space encoding is maintained independently of the pari-
etal visual maps. These results also suggest a functional distinction between the
visuotopically organized IPS0-4 and its neighboring areas lacking map structure.
2.5.4 Effects of direction of attention on BOLD amplitude
To test sensitivity to direction of auditory attention (left vs. right) in the areas
modulated by auditory attention, we contrasted the two attention conditions: at-
tending the left stream vs. attending the right stream. Group-averaged maps (not
shown) failed to reveal, even at the lenient threshold of 0.05 uncorrected, any clus-
ters of activation for either attend-right ¿ attend-left or the opposite contrast. We
took two steps to analyze the directional data in greater detail: univariate ROI and
multivariate ROI analysis. In addition to the occipital (V1-V3) and intraparietal
(IPS0-4, latIPS, antIPS) ROIs defined in the prior section, we also defined ROIs for
the regions that exhibited auditory spatial attentional modulation (p < 0.05) in in-
dividual subjects, using the contrast attend ¿ baseline. Note that the contrast used
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to define the ROIs is orthogonal to the contrast of attend-left vs. attend-right that
is analyzed using these ROIs. Specifically, we identified superior temporal gyrus
(STG; where the primary and secondary auditory cortex is located), frontal eye
field (FEF), inferior precentral sulcus (iPCS), dorso- and ventro-lateral prefrontal
cortex (dlPFC, vlPFC), supplementarymotor area (SMA) and supra-marginal gyrus
(SMG).
Figure 2.4A summarizes the overall percent signal change in all the ROIs an-
alyzed (overall signal change for visuotopically defined areas are replotted from
Figure 2.3D). Significance of the attention modulation in the attentionally-defined
ROIs was not assessed since, by definition (attend ¿ baseline), these ROIs would be
significant; such analysis would be statistically circular. For each ROI in each hemi-
sphere, we calculated the percent signal changes when subjects were attending to
the ipsilateral stream and when they were attending to the contralateral stream
(both with respect to the baseline condition). The contralateral effect in each ROI in
each hemisphere is defined as the contralateral signal change minus the ipsilateral
signal change. We then combined and averaged the contralateral effect for the same
ROI across the two hemispheres. Figure 2.4B reveals that although auditory spatial
attention modulates activity, none of the areas we examined showed a significant
contralateral effect (p > 0.5, for all ROIs). This result was obtained both for each
ROI in each hemisphere and for the combined hemisphere ROIs. This observation
suggests that, unlike what occurs for visual processing, there is no strong map-like
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topography of spatial receptive fields in these areas.
These univariate results may suggest that the direction of auditory spatial at-
tention does not produce any significant change in BOLD activity in these areas.
However, some areas may still be sensitive to direction of attention: the direction
that the subject is attending may be encoded on a finer spatial scale in the auditory
system that does not cause large-scale changes in BOLD amplitude averaged over
thewhole ROI. Univariate ROI analysis alone cannot reveal differences in fine-scale
patterns of activation. To further investigate if any spatial information is encoded
in these selected ROIs in finer detail, we performed multi-voxel pattern analysis.
2.5.5 Decoding direction of attention using multi-voxel pattern classification
Although univariate GLM analysis did not reveal left vs. right sensitivity in the
average magnitude of BOLD activation in any of the selected ROIs (Figure 2.4B),
MVPA revealed that a subset of these areas do encode information about direction
of auditory attention. The dashed horizontal line in Figure 2.4C indicates the 50%
chance level of correct classification, given the two-class (left vs. right) classification
problem. In all of the selected ROIs, MVPA predicted the direction of auditory
attention of the blocksmore than 50%of the time (Figure 2.4C). T-tests (seemethods
for arcsine-transformation details) revealed that classification accuracy for four of
the ROIs (SMG (p < 0.05); STG (p < 0.01), IPS0-4 (p < 0.01) and V1-V3 (p < 0.05))
was significantly above chance level, indicating that the classifier was able to use
the patterns of activity inmultiple voxels to determine the direction of attention. In
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addition, two frontal areas FEF and dlPFC trended toward providing classification
accuracies better than chance (p(FEF) = 0.09; p(iPCS) = 0.05). These two areas may
also contain information about auditory spatial attention since both areas have
been reported to contain visual maps for attention, working memory or saccade
tasks (Saygin and Sereno, 2008; Silver and Kastner, 2009) and show persistent
activity in spatial working memory tasks (Bruce and Goldberg, 1985; Chafee and
Goldman-Rakic, 1998; Curtis and D’Esposito, 2003).
Figure 2.5 plots the change in average BOLD signal during the auditory spatial
attention task (attention ¿ baseline) in a given ROI against the performance of an
SVMMVPA classifier (left vs. right) trained on the activation patterns in that ROI.
By definition, areas with increased activity during the auditory spatial attention
task are displayed to the right of the vertical dashed line, while areas to the left of
the line exhibited a decrease in BOLDmagnitude. Along the y-axis, areas above the
horizontal dashed line are those whose MVPA analysis predicted the direction of
spatial auditory attention significantly better than chance. Areas of greatest interest
are those that both exhibit net activation during the task and exhibit information
about the direction of auditory attention. Only two areas, STG and SMG, both
had greater activity during spatial auditory attention and predicted the direction
of auditory spatial attention.
To analyze whether the spatial information in these STG and SMG is related, we
calculated the correlation of the decoding accuracies in these two areas for individ-
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ual subjects. We hypothesized that if the spatial information in STG and SMG was
shared between the two areas or came from a common source, then subjects who
showed high classification accuracy using voxels in STG would also show high
classification accuracy using voxels within SMG. We found that, looking across in-
dividual subjects, the accuracies of classification of the direction of attention using
voxels in STG and the accuracy using voxels in SMG are significantly correlated
(Figure 2.6, r2 = 0.74, t(7) = 4.459, p = 0.001). This result suggests that the spatial
information in the two auditory areas STG and SMG was either shared directly or
came from a common source, since subjects whose STG strongly encodes direction
of auditory attention tend to be those subjects whose SMG also encodes direction of
auditory attention strongly. Similarly, we tested the correlation of the classification
accuracy based on MVPA analysis of the two visuotopically mapped areas V1-3
and IPS0-4. As when comparing auditory processing areas, we found that classi-
fication accuracies based on the pattern of activation in V1-3 and in IPSO-4 were
significantly correlated across subjects (r2 = 0.63, t(7) = 3.437, p = 0.005), suggest-
ing that these two areas derive their sensitivities to direction of auditory attention
from a common source or suggesting that one area provides strong input to the
other. It is possible that some of this correlation strength is due to global signal
change differences across subjects. However, when we computed the correlation
between classification accuracies of classifiers operating on information in the early
auditory sensory cortex (STG) and on information in the early visual sensory cortex
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(V1-V3), we found no significant correlation (r2 = 0.08, t(7) = 0.785, p = 0.229). In
other words, those subjects whose STG activity enabled a classifier to determine
direction of auditory attention well were not the same subjects whose V1-V3 activ-
ity enabled accurate classification of direction of attention. Together, these results
suggest that information about direction of auditory attention is derived from a
common underlying computation for areas responding to a particular sensory in-
put, but this information is derived from different computations in the primary
auditory areas and in the primary visual areas.
Primate studies have indicated that neurons in the caudal portion of auditory
cortex have sharper spatial tuning than neurons in the rostral portion of auditory
cortex (Hart et al., 2004; Woods et al., 2006). In the MVPA analyses, we therefore
investigated the classifiers weight distribution in the STG ROI to see if the caudal
voxels played a stronger role in determining the attended direction. We found
no evidence for any clusters that distinguished themselves as more dominating.
In fact, each subject showed a different distribution of classifier weights. This
finding is consistent with the univariate analysis. If clusters of voxels preferring
the left/right location were organized topographically, the univariate GLM analysis
is likely to have shown a contralateral bias in these voxels.
2.5.6 Discussion
Prior fMRI investigations of auditory spatial attention have revealed a network of
cortical areas that closely resemble the areas that support visual spatial attention
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and the intraparietal sulcus and/or superior parietal lobule have been specifically
implicated (Shomstein and Yantis, 2004; Mayer et al., 2006; Wu et al., 2007b; Hill
andMiller, 2009; Smith et al., 2010a). One primary focus of the present studywas to
investigate the hypothesis that auditory spatial attention utilizes IPS0, IPS1, IPS2,
IPS3 and/or IPS4, regions of SPL that contain visuospatial maps (e.g., (Swisher
et al., 2007), to support the representation of auditory space. In order to test this
multimodal map hypothesis, we performed retinotopic mapping using fMRI in
individual subjects to define regions of interest for analyzing data from an auditory
spatial attention experiment performed in the same subjects. We failed to find any
evidence to support the multimodal map hypothesis for any of the IPS0-4 areas;
these regions trended toward deactivation. However, neighboring non-visuotopic
regions in the lateral and anterior portions of IPS were significantly activated in
the auditory spatial attention task. The functionality of these non-visuotopic IPS
regions is not well characterized, although it has been suggested that they support
non-spatiotopic control functions for attention and cognition (e.g., (Vincent et al.,
2008)). Our findings suggest that while auditory and visual spatial attention may
share some control mechanisms they do not share spatial map structures in the
posterior parietal lobe. This is a significant observation given the conventional
wisdom that posterior parietal cortex is a key site of multisensory integration.
More broadly, this study investigated the cortical substrates that were modu-
lated by auditory spatial attention and that contained specific information about
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the location of the attended stimulus. A prior fMRI study had observed that the
left STG and surrounding cortex was more responsive to moving auditory stimuli
in the contralateral spatial field than in the ipsilateral field; a similar, but weaker
trend was observed in the right hemisphere (Krumbholz et al., 2005). Other prior
fMRI studies have not reported spatial specificity for auditory stimuli (e.g., (Mayer
et al., 2006; Hill and Miller, 2009; Smith et al., 2010a) or reported laterality effects
only for monaural, not binaural stimuli (Woldorff et al., 1999). Here, we designed
our stimuli and task to keep equal the stimulus drive for both left and right audi-
tory space at all times (using only ITDs, without any interaural level differences) in
order to investigate the top-down influences of auditory spatial attention. This is
an important distinction from previous auditory attention studies that commonly
employed sound localization, detection or spatial memory of lateralized stimuli
presented in isolation.
We observed that a network of frontal, parietal, and temporal cortical areas was
activated by the auditory spatial attention task (task vs. baseline). A wide band
of activation was observed in the superior temporal gyrus, the cortical area that
hosts the auditory cortex; a region of the supramarginal gyrus alongwith latIPS and
antIPSwas activated in the parietal lobe, aswere a collection of frontal regions, FEF,
iPCS, dlPFC, vlPFC, SMA that appear similar to those reported in prior auditory or
visual spatial attention studies (e.g., (Hagler and Sereno, 2006;Wu et al., 2007b; Hill
and Miller, 2009; Smith et al., 2010a). Univariate analysis of the contrast of ‘attend
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contralateral’ vs. ‘attend ipsilateral’ failed to reveal significant activation in the
cortex, consistent with prior studies that failed to observe a spatially specific signal
in fMRI studies of sustained auditory attention. This result differs dramatically
from the strong contralateral modulations typically observed with visual spatial
attention (e.g., (Silver and Kastner, 2009). However, our data do not reflect a null
result; application of multivoxel pattern analysis revealed that two of the regions
activated in the task vs. baseline contrast, STG and SMG, also contained significant
information about the direction of auditory spatial attention. The observation in
STG extends the prior (Krumbholz et al., 2005) finding of spatial coding of auditory
stimuli in STG to spatial coding of auditory spatial attention. SMG is implicated
in the phonological loop (Jacquemot et al., 2003; Nieto-Castanon et al., 2003) and
may have been recruited by the verbal nature of our task. These findings are the
first fMRI report of directional information for sustained auditory spatial attention
and the first to report spatial specificity of auditory spatial attention coding in
the supramarginal gyrus. This latter finding may have important implications
for understanding the neural mechanisms of auditory source separation and the
cocktail party effect for phonological stimuli (Cherry, 1953).
We found no evidence to support the view that sustained auditory spatial at-
tention is encoded in maps, as is observed for visual spatial attention; instead,
the auditory spatial attentional information appears to be sparsely coded without
an apparent map structure. A recent EEG study (Magezi and Krumbholz, 2010)
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found evidence to support the view that auditory spatial information is coded via
an opponent-process model, in which neurons are broadly tuned to ITDs (left or
right) rather than narrowly tuned to a parametric range of ITDs. Our results are
consistent with that view. However, two caveats deservemention. First, we cannot
rule out the existence of a subpopulation of neurons within the visuotopic IPS re-
gions that code auditory spatial information; small populations of auditory-visual
neurons have been reported in IPS of non-human primates (Cohen et al., 2005;
Gifford and Cohen, 2005; Mullette-Gillman et al., 2005). MVPA analysis revealed
that significant information about the direction of auditory spatial attention was
encoded in the combined IPS0-4 ROI. However, since IPS0-4 was deactivated by
the task, we suggest that this reflects weak spatially specific suppression of con-
tralateral visual-space representations. Cross-modal deactivations are a signature
of modality specific attention (Merabet et al., 2007; Mozolic et al., 2008). Consistent
with this interpretation, early visual cortical areas V1-V3 also are both deactivated
during the auditory task and contain information about the direction of auditory
spatial attention. The second caveat is that one or more areas that failed to reach
significance in theMVPA analysismight reach significance in a studywith substan-
tially increased statistical power. The individual subject ROI approach employed
here typically yields high statistical power per subject; nevertheless, it is worth
noting that the dlPFC and FEF approached significance in the MVPA analysis of
coding of direction of spatial attention. Although dlPFC and FEF do not typically
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yield visuotopic maps using retinotopic mapping, other methods using working
memory and saccade approaches have revealed coarse vision-related maps in both
of these regions (Hagler and Sereno, 2006; Kastner et al., 2007; Saygin and Sereno,
2008). Therefore, we cannot rule out the possibility that auditory spatial attention
utilizes visuotopic maps in these prefrontal regions. Notably, (Tark and Curtis,
2009) reported that spatial working memory for auditory stimuli recruited FEF in a
spatially specific manner, consistent with coding of auditory space; however, that
study did not demonstrate that those voxels were part of a visuotopic map, so
it remains unclear whether or not auditory spatial attention utilizes cortical map
structures within lateral frontal cortex or utilizes non-spatiotopic regions near the
map structures, as we observed for the parietal lobe. We also note that while the
auditory spatial attention components of our task were demanding, the spatial
short-term memory components were not; further investigations of the differences
between auditory spatial attention and auditory spatial short-term memory are
needed to address this issue.
The current study also distinguishes itself from previous studies that investi-
gated cueing or switching mechanisms of spatial attention. In auditory attention
switching studies, medial superior parietal lobule (SPL) and precuneus revealed
stronger activity during switching than non-switching trials (Shomstein andYantis,
2004; Shomstein and Yantis, 2006; Wu et al., 2007a; Krumbholz et al., 2009). Al-
though the MNI coordinates for IPS2 and IPS3 are in the vicinity of those reported
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for auditory spatial attention in some studies, we wish to emphasize that IPS2/3
lie along the medial bank of IPS on the lateral surface of SPL, not on the medial
surface of SPL or in the precuneus; we did not observe attention modulation in
medial SPL or precuneus. In our analysis, we assigned the cue period to a regressor
of no interest for the sake of being conservative; although in principle some effects
of the cue period could have elevated activity during the sustained attention peri-
ods, we failed to observe any activation patterns consistent with prior attentional
switching effects. Considered together with prior findings, our results highlight
the substantial differences between sustained attention and attentional switching
mechanisms.
Previously, we reported that a tactile attention task produced fMRI activation
that abutted, but did not overlap the visuotopic parietal areas IPS0-4 (Swisher et al.,
2007). In the present studywefind that auditory attention task activation also abuts,
but does not overlap with IPS0-4. Taken together these studies suggest that these
visuotopic IPS regions are strongly unimodal. A key to both studies was that we
employed retinotopic mapping of the IPS regionswithin individual subjects. In our
tactile studies (Merabet et al., 2007; Swisher et al., 2007), group analysis of the data
revealed a swath of parietal tactile activation that appeared to intersect with the
swath of parietal visual activation in IPS; however, analysis at the individual subject
hemisphere level revealed patterns of activation that fit together like interlocking
puzzle pieces with minimal overlap. There are many small cortical areas within
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the posterior parietal lobe; the spatial blurring induced by group averaging has
the potential to obscure important functional distinctions that are visible in within-
subject analyses. We believe that our use of these individual subject methods
explain why we found a parietal lobe difference between audition and vision that
prior studies did not identify.
In summary, we identified a fronto-parietal network that supported auditory
spatial attention. This network includedmultiple regions from the dorsal and ven-
tral attention networks and auditory areas STG and SMG. Notably, we found little
or no overlap between the auditory spatial attention task activation and visuotopic
IPS areas, suggesting that auditory spatial attention does not utilize visuotopic
maps. MVPA revealed that voxels from STG and SMG showed sensitivity to direc-
tion of auditory attention. Taken together, these findings support the hypothesis
that auditory source location is not encoded in neurons that are topographically
organized. Instead, spatial information may be encoded in patterns of activation
on a finer scale. Furthermore, it suggests that the integration of spatial information
across multiple sensory modalities may be implemented primarily between net-
works of cortical areas rather than by the convergence onto distinct cortical areas
containing robust multisensory maps (Pouget and Sejnowski, 1997).
58
2.6 Acknowledgements
This work was supported by the National Science Foundation (grant numbers
SBE-0354378, BCS-0726061); the National Institutes of Health (grant numbers
R01EY022229, R01DC009477, F32EY019448); the National Center for Research Re-
sources Grant P41RR14075; and the Mental Illness and Neuroscience Discovery
Institute.
59
+
 Auditory Cue
Fixation
Two Digit Streams 
(1-back task)
Fixation
 “Attend”
 “Two”  “One”
 “Eight” “Three”
 “Four”  “Three”
+
+
+
+
+
Figure 2·1: Trial structure in the auditory spatial attention task. Each
block startedwith an auditory cueword: “attend,” spatially localized
to the right or the left, for the attend conditions and “passive,” lacking
spatial cues (zero ITD), for the baseline condition. The spatial location
of the cue words indicated the target location. The subjects then
attended to only the target stream and performed a one-back task.
Baseline condition was a tone detection task with a non-spatial tone
embedded in the same stimuli.
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Figure 2·2: Statistical maps reflecting activation in the auditory spa-
tial attention task. A, The lateral, dorsal and medial view of group-
averaged (N = 9) auditory spatial attention task activation. Areas
more activated during “attend” trials compared to baseline condi-
tion (p < 0.05) include frontal eye field (FEF), inferior pre-central
sulcus (iPCS), dorsal and ventral lateral prefrontal cortex (dlPFC,
vlPFC), supramarginal gyrus (SMG), superior temporal gyrus (STG),
the lateral and anterior intra-parietal sulcus (latIPS, antIPS) and the
supplementary motor areas (SMA). B, Activation from the auditory
spatial attention task with the same contrast on 3 individual subjects.
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Figure 2·3: Visuospatial mapping and auditory spatial attention ac-
tivation in the parietal lobe in an individual subject(A,B) and in all
subjects (C,D). A, Retinotopic (polar angle) mapping reveals areas
IPS0, IPS1, IPS2, IPS3 & IPS4 along the medial bank of IPS. Non-
visuotopic IPS areas (latIPS, antIPS) are identified anatomically. B,
Auditory spatial attention task engaged non-visuotopic IPS areas, but
not visuotopic mapping areas. C, Proportion of net voxels activated
((# of voxels positively activated − # of voxels deactivated) / # of ROI
voxels) during attend trials. D, Percent signal increase relative to
baseline for each ROI.
62
−0.2
0
0.2
0.4
−0.2
0
0.2
0.4
0.5
0.6
0.7
ROIs chosen from task activation ROIs chosen from visuotopy
P
e
rc
e
n
t 
si
g
n
a
l c
h
a
n
g
e
re
: b
a
se
lin
e
 (
%
) 
C
o
n
tr
a
la
te
ra
l E
!
e
ct
 
=
 C
o
n
tr
a
la
te
ra
l  
- 
ip
si
la
te
ra
l  
(%
)
C
la
ss
i
ca
ti
o
n
 A
cc
u
ra
cy
A
B
C
SMAFEF iPCS dlPFC STG latIPS antIPSV1-3 IPS0-4vlPFC SMG
*
**
** ** **
*
Figure 2·4: Overall signal change modulated by spatial attention
and attended hemifield, multi-voxel pattern classification predicting
direction of attention. A, Percent signal increase in ‘attend’ blocks
compared to baseline in selected ROIs. The activation from frontal
and temporal ROIs is shown for illustration, not statistical purposes,
since such analysis would be circular. B, Contralateral Effect = attend
contralateral hemifield− attend ipsilateral hemifield). C,Multi-voxel
pattern classification accuracy in predicting left vs. right ‘attend’
blocks in the same ROIs.
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Figure 2·5: Comparison of auditory task activation (spatial attention
vs. baseline) and classification accuracy (left vs. right) across ROIs.
Activity in voxels from STG and SMG is enhanced by auditory spatial
attention in a direction-specific manner. In contrast, activity in V1-3
and IPS0-4 is suppressed in a direction-specific manner.
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Figure 2·6: Classification accuracy for direction of attention in STG
vs. classification accuracy for direction of attention in SMG. Each
data point represents an individual subject.
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Region Mean MNI Coordinates Std. of Mean MNI
X Y Z X Y Z
LH
IPS0 -25 -81 22 7 4 7
IPS1 -20 -78 41 9 5 8
IPS2 -15 -66 48 7 9 9
IPS3 -19 -62 55 11 9 8
IPS4 -22 -54 55 11 10 7
latIPS -26 -65 36 7 6 3
antIPS -34 -47 43 5 5 7
RH
IPS0 27 -81 29 5 3 8
IPS1 21 -73 42 5 8 8
IPS2 20 -65 55 6 6 5
IPS3 21 -57 59 6 5 5
IPS4 25 -52 58 8 6 8
latIPS 28 -65 39 2 5 6
antIPS 34 -46 43 6 6 5
Table 2·1: Mean Montreal Neurological Institutes (MNI) coordinates
of IPS0-4, lateral IPS and anterior IPS areas and the standarddeviation
of centroids (in mm). IPS0-4 were defined by visuotopic mapping.
Lateral IPS and anterior IPS areas were identified by excluding the
visuotopically mapped areas from the anatomical IPS.
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Chapter 3
fMRI investigations of visual and auditory
spatial attention reveal content-dependent
and process-dependent regions in human
parietal and frontal cortex.
3.1 Abstract
Posterior parietal cortex (PPC) is known to play a central role in spatial attention
and multisensory integration. However, precise functional localization remains
challenging, in part because PPC appears to contain many small cortical areas, in-
cluding several within the intraparietal sulcus (IPS) that contain maps of the visual
field. Here, we undertook a within-subject analysis of the patterns of activation
evoked in PPC and other regions in different tasks to explore how the cognitive
demands of the task and the sensory modality of the inputs influenced activity
in paradigms requiring spatial attention. Specifically, each subject performed an
auditory 1-back task, a visual 1-back task, and a visual multiple object tracking
(MOT) task. Both the 1-back visual task and the MOT task revealed similar PPC
activation. This visually induced activity abutted, but was largely separate from,
activation seen in the auditory task; however, there were consistently a few small
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areas along the fundus of IPS and in the right superior parietal lobule that showed
overlapping activating for both visual and auditory tasks. In lateral pre-frontal
cortex (PFC), the auditory and visual 1-back tasks caused activity that overlapped
substantially, particularly in the left hemisphere. However, there was minimal
overlap between the lateral PFC activation caused by the visual MOT task and
that caused by the two 1-back tasks. These data suggest that structures in PPC are
largely segregated on the basis of sensory modality and content, while activation
in lateral prefrontal structures is modulated more by the cognitive demands of the
task than by the stimulus modality.
3.2 Introduction
Visual and auditory inputs provide complementary information about the spatial
location of objects in the environment. Perceptually, visual and auditory sensory
information is often integrated to give rise to a unified percept of an object in
space (Driver and Spence, 1998a). Such percepts enable subjects to direct selective
attention to an object at a particular location, an ability that is critical for making
sense of the deluge of information present in ordinary settings. However, in
typical laboratory experiments, the different senses are studied in isolation, so
there is relatively little known about how auditory and visual spatial information
is combined in the brain, or even how much of the circuitry controlling spatial
attention is shared across modalities versus specific to a particular modality.
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The visual spatial attention network has been explored both in physiological
studies in animals (Desimone and Duncan, 1995), and more recently, in imaging
studies in humans (Kastner and Ungerleider, 2000). A fronto-parietal cortical net-
work that includes large areas in the posterior parietal cortex and extends tomiddle
temporal areas is widely believed to support visual attention (Corbetta and Shul-
man, 2002). In the frontal cortex, this network includes multiple lateral prefrontal
areas along the precentral sulcus, anterior midline structures, and anterior insula.
Compared to the visual spatial attention network, the auditory spatial attention
network is relatively poorly understood. In the visual system, the retina is in-
herently topographic in its organization (Hubel and Wiesel, 1963); higher visual
processing centers inherit this inherently spatial representation. In contrast, the
auditory system is organized tonotopically (by acoustic frequency) in its periph-
ery (Merzenich et al., 1975; Imig et al., 1977), and this organization is inherited
by subsequent stages of auditory processing. Indeed, spatial auditory informa-
tion must be computed neutrally from the sounds received at the two ears, and
there is little evidence of a topographic representation of auditory space in cortical
auditory fields (Middlebrooks et al., 1998; Recanzone, 2000; Zimmer et al., 2006).
Given these differences in how spatial information is extracted and represented
in vision and audition, it is unclear if auditory spatial attention is supported by
the same fronto-parietal network that supports visual spatial attention. The net-
works controlling spatial attention in the two modalities may be largely distinct,
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given that they derive from such fundamentally different peripheral representa-
tions. Alternatively, it may be that auditory spatial information is integrated into
existing visuospatial representations in cortex in order to unify spatial perception
ofmulti-sensory objects in the physicalworld (a result thatmayhelp account for the
cross-modal illusion known as the ventriloquism effect, in which auditory spatial
cues are superseded by competing visual spatial information).
In this study, we sought to compare andcontrast the frontal andparietal circuitry
supporting auditory and visual spatial attention. We hypothesized that some areas
would reflect the cognitive processing demands of the behavioral task structure,
while other areas would reflect the nature of the sensory information. To test
theses hypotheses, we used fMRI and employed three tasks: 1) a serial auditory
spatial attention one-back task (SAP), 2) a serial visual spatial attention one-back
task that mirrored the task structure of the auditory task (SVP), and 3) a standard
visual attentional tracking task, multiple object tracking (MOT). We identify three
sets of regions in our analyses: 1) core spatial attention regions, which are driven
strongly by all three task; 2)modality dominant regions, which are primarily driven
by inputs in only one sensory modality; and 3) process-dominant regions, whose
activation is determined primarily by task structure and is relatively insensitive to
the sensory modality of the inputs.
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3.3 Materials and Methods
Subjects: Nine healthy right-handed subjects (five females), ages 18-30 years old,
were recruited from the BU community. Before participating in the experiments,
subjects gave written informed consent, as overseen by the Charles River Campus
Institutional Review Board and Massachusetts General Hospital, Partners Com-
munity Healthcare. All subjects reported normal/corrected-to-normal vision and
normalhearing thresholds. Handednesswas evaluatedusing theEdinburghHand-
edness Inventory (Oldfield, 1971).
MRI scans: Each subject participated in a minimum of five sets of scans across
multiple sessions and separate behavior sessions. First, high-resolution structural
scans were collected to support anatomical reconstruction of the cortical hemi-
spheric surfaces. Second, polar-angle visuotopic mapping fMRI scans were per-
formed to identify visuotopic areas in the parietal and occipital areas (Swisher et al.,
2007). Finally, functional fMRI scans were executed in which subjects performed
a serial auditory presentation task, a serial visual presentation task, and a visual
spatial attention task.
MR Image Acquisition: Imaging was performed at the Martinos Center for
Biomedical Imaging at Massachusetts General Hospital on a 3T Siemens Tim Trio
scanner with 12-channel (auditory scans only) or 32-channel (all other scans) ma-
trix coils. A high-resolution (1.0 × 1.0 × 1.3 mm) MP-RAGE structural scan was
acquired for each subject. The cortical surface of each hemisphere was computa-
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tionally reconstructed from this anatomical volumeusingFreeSurfer software (Dale
et al., 1999; Fischl et al., 2001; Fischl et al., 1999a; Fischl et al., 1999b). To register
functional data to the three-dimensional reconstruction, T1-weighted echo planar
images were acquired using the same slice prescription as in the T2∗-weighted
functional scans. For functional studies, T2∗-weighted gradient echo, echo-planar
images were collected using 34 3mm slices, oriented axially (TE 30ms, TR 2100ms,
in plane resolution 3.125 × 3.125mm) for auditory functional scans and using 42 3
mm axial slices with a 2600 ms TR for visual functional scans. Functional images
were collected using prospective acquisition correction (PACE) to automatically
correct for subject head motion (Thesen et al., 2000).
Auditory stimuli and procedures. Two simultaneous, but spatially separated au-
ditory streams were presented to the subjects during fMRI scanning. Subjects were
instructed to attend to one of the streams, monitoring it in a one-back task (see be-
low). Stimuli in both the attended and distracting streams weremade up of spoken
digits that were statistically identical, except for their perceived direction. To in-
vestigate whether auditory spatial attention engages parietal visuotopic maps, no
visual stimulus was provided during the auditory task except for a central fixation
point. Subjects practiced each task one day prior to the scan until reaching 80%
performance in baseline condition (see below).
Auditory streams were generated frommonaural recordings of eight digits (1-9
excluding the two-syllable-long digit 7) spoken by a single male talker. Each digit
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was sampled at 44.1 kHz and had duration of 500 msec, windowed with cosine
squared onset and offset ramps to reduce spectral splatter and other artifacts (30ms
ramp time). The digits were thenmonotonized using Praat (http://www.praat.org/)
to have a pitch of 84 Hz, removing any pitch cues (forcing subjects to attend to
location to perform the task). Digits were normalized to have equal RMS energy.
Each monaural digit recording was used to generate a binaural, lateralized signal
in which the signal at each ear was identical, except for a delay between the
ears (delay = 700µs, leading either left or right). Depending on which channel was
delayed, the binaural digit has an interaural time difference (ITD) of+/−700µs, but
no interaural level difference. This manipulation resulted in lateralized percepts,
with the digits perceived as coming from either left or right of the median plane,
dependingon the sign of the ITD.Other than thepitchmanipulations, all processing
was implemented in Matlab (The Mathworks, Natick, MA). Auditory stimuli were
delivered through MR-compatible headphones (MR-Confon GmbH, Magdeburg,
Germany). The earmuffs from the headphones, together with insert earplugs,
provided 50dB attenuation of external noise, including scanner noise.
Subjects performed a “1-back” memory judgment as part of an auditory spa-
tial attention task in which they monitored serial auditory presentations (SAP,
see Figure 3.1). The two lateralized digit streams were presented simultaneously
through headphones. Subjects were instructed to maintain fixation on a center
cross throughout the experiment. During attend conditions, subjects attended to
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either the left or the right digit stream (target stream). Prior to the start of each
given block, an auditory cue came on for a 4.2 sec cue period. The cuewas a spoken
word “attend,” processed in the same way described above to direct attention ei-
ther left or right (depending on the ITD in the cue word) for that block. During the
16.8 sec trial period that followed, the two competing digit streams were presented
simultaneously, with the onsets of the digits in each stream time aligned. Digits
were each 500 ms in length, followed by 200 ms of silence (presentation rate: 700
ms per digit). Subjects were instructed to attend to only the target stream, defined
by its direction (either left or right). Subjects were instructed to press a button with
their right index fingers each time they heard a digit repeat in the target stream. In
the baseline condition, subjects were instructed to passively listen to statistically
identical stimuli without directing their attention to either stream. The auditory
cue was a spoken word “passive” with zero ITD, which was perceived as coming
from the center. To match the motor responses in the attend condition, in the pas-
sive condition, subjects were instructed to press a button when they detected the
presence of a 500 Hz pure tone, which was not spatialized and came on at random
intervals. In each run, eight attend blocks alternated with eight passive blocks,
giving rise to a total scan time of 5 minutes and 36 seconds or 160 acquisitions (TR
= 2.1 sec). Each subject performed between six to eight runs on the scan day. Be-
havioral data were summarized by reaction times and perceptual sensitivity index,
d′ [Z (hit rate) −Z (false alarm rate), where function Z(p), p ∈ (0, 1] is the inverse
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of the Gaussian cumulative distribution function]. The sensitivity index measures
the distance between the means of the target and the noise distributions in units of
standard deviation, factoring out any decision bias in the response patterns.
Serial visual presentation task (SVP). The SVP task used a design intended to
parallel the SAP task design. Subjects were instructed to covertly attend to one of
two simultaneous visual streams (left or right), or to passively view the stimuli.
Subjects held their eye gaze on a center fixation cross on a dark screen. At the start
of each trial, two cue letters (“X”) were displayed at 4◦ to the left and right of the
fixation cross. During the 2.6 sec cue period, one of the two letters turned red for
1000 ms and then back to white, informing subjects of the location to attend (target
stream) during that trial. In the 16.8 sec trial period that followed, two rapidly
changing streams of digits (1-9 excluding 7) were presented at a rate of 700 ms per
digit (350 ms digit on, 350 ms visual mask on), one from each location. Subjects
were instructed to attend to only the target digit stream and perform a one-back
memory task on that stream while maintaining fixation. Each time a repeat digit
appeared in the target stream, subjects were instructed to respond via a button
press. In passive viewing trials, the subjects were instructed to attend to neither
stream. To make sure the subjects had a similar number of button presses during
the passive trials, the center fixation cross turned red at random time intervals and
subjects were instructed to respond via a button press. In a run, 8 passive trials
alternatedwith 8 attend trials and the block order was randomized for each subject.
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Each run took 5 min and 43 sec and subjects each performed 8 runs on the day of
the scan. Performance of the SVP task was measured by calculating d′ and reaction
times.
Multiple object tracking task (MOT). In theMultiple Object Tracking localizer task,
the stimuli consisted of a set of ten white discs (diameter = ∼ 0.9◦) on a black
screenwith a small fixation cross in the center of the screen. The screenwas divided
into two rectangular halves (left and right) by an invisible boundary through the
vertical midline. On a given trial, five discs were presented in each hemifield. Two
discs in each hemifield were target discs, defined at the beginning of each trial
by the color of the target discs changing to red for 2.0 s. The color of the targets
then returned to white (identical to the distractors) and all discs moved in random
directions across the screen at 3.6◦ /s for 12.7 s. Subjects were instructed to track the
movement of target discs and ignore distractor discs while maintaining fixation.
Themovement of the discswas controlled by a repulsion algorithm that aggregated
the distance between each disc, the fixation cross, and the walls (as measured from
the center of each disc) to determine the direction of movement, such that as a
disc became closer to any of these objects, it was more likely to be directed away.
This caused the discs to repulse off each other, the walls, and the fixation cross,
preventing any overlap. After 12.7 s of movement, all discs stopped and one disc
was highlighted in blue for 2.5 s. The highlighted disc could be either a target or
a distractor (50% probability). Subjects made a forced-choice response, via button
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presses, to indicate whether the blue disc was one of the targets. Two different
conditions were used: passive viewing (0 targets) and tracking four targets (2 on
each side of the screen). Within a run, 8 passive trials (0 targets) alternated with 8
tracking trials (track four targets). Across runs, the trial type of the first trial was
randomly selected. Each subject performed two runs of MOT localizer scans. Each
scan consisted of 116 time points, which took 5 min and 1.6 second. Performance
for the MOT was evaluated using Cowan’s K score (Cowan, 2001) in the track-four
condition, averaged from two runs of the MOT localizer. K estimates the average
number of items to which a subject can attend, and is calculated as K = (H − FA) ∗
Set Size, where H is the hit rate, FA is the false alarm rate and Set Size is the number
of items subjects had to track (four in this case).
Analysis of fMRI data: Functional data was analyzed using Freesurfer/FS-FAST
(CorTech Inc.) to allow localization of distinct cortical areas on individual sub-
ject’s cortical surfaces. All subject data was intensity normalized (Cox and Hyde,
1997) and spatially smoothed with a 3 mm full-width half-maximum (FWHM)
Gaussian kernel. Analysis of the functional AspA scans used standard procedures
and Freesurfer FS-FAST software. Scan time series were analyzed voxel by voxel
using a general linear model (GLM) whose regressors matched the time course of
the experimental conditions. The canonical hemodynamic response function was
convolved (Cohen, 1997) with the regressors before fitting; this canonical response
was modeled by a γ function with a delay of δ = 2.25 s and decay time constant
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of τ = 1.25. A contrast between different conditions produced t-statistics for each
voxel for each subject, whichwere converted into significance values and projected
onto the subject’s reconstructed cortical surface. For region of interest (ROI) anal-
ysis, the percentage signal change data was extracted (from all time points of a
block) and averaged across all runs for each condition. The percent signal change
measure was defined relative to the average activation level during the fixation
period. Random effects group analysis was performed both on these ROI data
extracted for each subject, and using surface-based averaging techniques. In this
group analysis, all regressors’ beta weights produced by individual subject GLMs
at the first level were projected onto the individual subjects’ reconstructed cortical
surfaces. These individual surfaces were then morphed onto a common spherical
coordinate system (Fischl et al., 2001; Fischl et al., 1999a) and were co-registered
based on sulci and gyri structures. Parameter estimates was then combined at the
second level (across all subjects) via t-tests (Buchel et al., 1998).
Visuotopic Mapping and ROI definitions: Phase-encoded retinotopic mapping
(DeYoe et al., 1996; Engel et al., 1994; Sereno et al., 1995) was undertaken using
a temporally periodic stimulus to induce changes in neural activity at the same
frequency in voxels biased to respond to stimulation of a particular region of the
visual field. In retinotopic mapping, subjects viewed a multi-colored flashing
checkerboard background with either a wedge rotating around fixation on polar
angle mapping scans, or with an expanding or contracting annulus on eccentricity
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mapping scans. The periodicity for both types of stimuli was 55.47 s (12 cycles/665.6
s). We alternated between clockwise and counterclockwise rotation (or expansion
and contraction) on all runs. Subjectswere instructed to fixate a small (8 arcmin) dot
in the center of the screen and to respondwith a button press whenever the fixation
point dimmed. Dimming events occurred at random intervals throughout the scan,
every4.5 s, onaverage (for furtherdetails, see (Swisher et al., 2007)). Thesemapping
methods routinely identified more than a dozen visual field representations in
occipital, posterior parietal and posterior temporal cortex. For the purpose of the
current project, visuotopic mapping was used to identify early visual cortices V1,
V2, V3; human motion sensitive area MT+, visuotopically mapped areas on the
medial bank of the intraparietal sulcus IPS0 (previously known as V7), IPS1, IPS2,
IPS3, and IPS4.
Two sets of regions of interest (ROIs) were defined for each hemisphere of
each subject in the parietal lobeon their reconstructed cortical mesh. The first set
included ROIs defined primarily on retinotopic criteria, intended to correspond to
the underlying visualmaps. TheseROIsmapped eachquadrant of early retinotopic
visual cortex (V1-V3). Visuotopic maps in the parietal cortex were defined by
phase reversals of each hemifield map under the limits of significant (p < 0.05)
angular response. A second set of ROIs were defined by excluding the visuotopic
IPS0-4 regions from the larger anatomically defined parcellation of IPS that is
automatically generated for each subject hemisphere by the Freesurfer cortical
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reconstruction tools (Desikan et al., 2006). Two non-visuotopic IPS regions were
defined: lateral IPS (latIPS), which lies laterally adjacent to the IPS0-4 regions that
lie along the medial bank of IPS, and anterior IPS (antIPS), which extends from
the anterior border of IPS4. These ROIs were defined by excluding the visuotopic
IPS0-4 from the large, anatomical IPS parcellations automatically divided based on
sulci and gyri structures (Desikan et al., 2006). To define ROIs that are independent
of each single task in the frontal lobe that lacked strong retinotopy, we adopted a
leave-one-subject-out (LOSO) strategy. For each subject, we did a group analysis
on the SAP and SVP data, leaving out the data from the specific subject. We
then defined our ROI as the union of the auditory leave-one-subject-out group
ROI and the visual leave-one-subject-out group ROI. In other words, the union
ROIs contained voxels that were significantly activated in either the SAP or the
SVP task, based on the group average across all other subjects of the group. In
total, we did nine LOSO analyses, one per subject, so that the resultant union ROIs
were independent of the BOLD activation for the subject whose results were being
analyzed. The leave-one-out union ROIs were then used to assess, in each subject,
the extent of overlap between the two one-back tasks in the frontal areas. The same
union ROIs were also used to assess the extent of overlap between the MOT and
SVP task.
Stimulus Presentation and Behavioral Response Data Collection: A MacBook Pro
laptop running Python (www.python.org) with VisionEgg (www.visionegg.org)
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software packages (Straw, 2008)was used to drive visual stimulus presentation and
collect subject responses. Visual stimuliwere projected (liquid crystal displays) into
themagnet bore onto a rear projection screen (Da-Plex, Da-Lite Screen) and viewed
via an adjustable mirror placed at 45◦. Under normal conditions, the screen lies at
a viewing distance of 90 cm and the projected images extend across a visual angle
of roughly 15◦ radius horizontally and 15◦ radius vertically. Auditory stimuli were
generated and presented using Matlab software (The Mathworks, Natick, MA)
with Psychophysics Toolbox (www.psychtoolbox.org) through an audio system
(MR-confon, www.mr-confon.de) including a control unit, an audio amplifier, a
DA converter, andMR-compatible headphones/earmuffs. Subject responses inside
the MR scanner were collected using an MR-compatible button box.
3.4 Results
To tease apart which frontal and parietal regions reflect the cognitive processing
demands of the task structures andwhich reflect the nature of the sensory informa-
tion encoded during task, we directly compared results from the three tasks (SAP,
SVP, and MOT). We evaluated behavioral performance as well as fMRI activation
for each task in isolation. Then we evaluated the conjunction of the activation
maps of SAP and SVP as well as the conjunction maps of SVP and MOT. Areas
that were recruited jointly by the two spatial one-back tasks but not the MOT task
are interpreted as having a process-dominant nature, relatively insensitive to the
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input modality. Areas that were recruited jointly by SVP andMOT, but not by SAP,
are interpreted as visual-modality specific, relatively insensitive to differences in
cognitive task demands across tasks. Areas responsive to all three tasks reflect
areas engaged across a range of tasks requiring spatial attention, regardless of task
structure or input modality.
3.4.1 Behavior performance in the SAP, SVP and MOT tasks
The sensitivity index, d′, was used to assess behavior in the SAP task and SVP
task. In both the SVP and the SAP task, pair-wised t-tests revealed that d’ is
not statistically different for attend-left and attend-right conditions(SVP: t(8) =
0.73, p > 0.1; SAP: t(8) = 1.96, p = 0.07). These behavioral performance measures
confirm that the attend-left and attend-right conditions are similar in task difficulty
and cognitive demand. Performance for the MOT localizer was evaluated using
Cowan’s K score (Cowan, 2001). The average K score was 2.86 + / − 0.75(N = 9)
from two runs when subjects tracked four targets.
3.4.2 fMRI activation of SAP, SVP and MOT task in isolation
Figure 3.2 summarizes the averaged (N = 9) statistical significance maps of at-
tention modulation (attend > passive) in SAP (Figure 3.2A), SVP (Figure 3.2B),
and MOT (Figure 3.2C). SAP significantly modulates BOLD activity (p < 0.05)
bilaterally in frontal eye field (FEF), inferior precentral sulcus (iPCS), dorso- and
ventrolateral prefrontal cortex (dlPFC / vlPFC), anterior intraparietal sulcus, lateral
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IPS, superior temporal gyrus (STG), supramarginal gyrus (SMG) and supplemental
motor area (SMA). SVP activates frontal structures similar to those activated by the
SAP task (Figure 3.2B), including bilateral FEF, iPCS, dlPFC, vlPFC and SMA. In
the parietal cortex, SVP significantly modulates BOLD activity in the visuotopic
IPS0-4 areas, unlike SAP, which recruits only non-visuotopic lateral and anterior
IPS. The MOT task activates extensive areas in the parietal cortex (Figure 3.2C), in-
cluding a prominent swath of activation extending from the lateral occipital cortex
through the dorsal parietal cortex into the anterior intraparietal sulcus and the post
central sulcus, including the superior parietal lobule. Activation also includes part
of middle temporal cortex (MT+, formerly V5) and several neighboring extrastriate
visual areas. The activation extends ventrally to the fusiform gyrus and lingual
gyrus. In the frontal cortex, strong activation is found in superior FEF, a key area
in the dorsal attention network that is involved in saccades and directing spatial
attention. Activation is also found in the inferior precentral sulcus/inferior frontal
sulcus, another portion of the dorsal attention network. In addition, ventral lateral
prefrontal cortex and supplemental motor areas are significantly activated. Unlike
in the two one-back tasks, dorsolater prefrontal cortex is not significantly activated
during MOT.
3.4.3 Conjunction activation maps combining SAP and SVP
We analyzedwhich regions were jointly active in both the SAP and SVP tasks using
a within-subject conjunctional analysis. Figure 3.3 summarizes the conjunction
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activation map on a group-average basis (Figure 3.3A), and shows results for three
individual subjects (Figure 3.3B). In all conjunction analysis, we only included
areas whose BOLD activity significantly increased during the attention conditions
compared to baseline (i.e., areas that were deactivated were left out). The SAP
and SVP tasks share similar task demands and similar trial structure, differing
primarily in the modality of the input stimuli. Areas that are exclusively activated
by the auditory SAP task include bilateral STG and SMG (red on the conjunction
maps). These results are consistent with fact that primary auditory sensory cortex
is located in the superior temporal cortex, while SMG is a sensory speech area
implicated in the processing of verbal information (e.g., Wernicke’s aphasia). Areas
that are activated only in the visual SVP task, reflecting a sensory selectivity to the
visual domain (green on the figures), include large portions of the dorsal parietal
cortex spanning the visuotopic areas IPS0-4, and lateral occipital areas extending
to middle temporal (MT) areas. Areas that are conjointly activated by the SAP
and SVP task run across of all identified areas in the frontal lobe, including FEF,
iPCS, dlPFC, vlPFC and SMA. In the parietal lobe, latIPS and antIPS are conjointly
activated by both tasks, suggesting that these areas are not selective to sensory
input modality.
3.4.4 Conjunction activation maps combining SVP and MOT
Figure 3.4 summarizes the conjunction of activity in the SVP and MOT tasks, both
averagedover subjects (Figure 3.4A), and for three individual subjects (Figure 3.4B).
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The SVP and MOT tasks employed different trial structures, but the inputs in both
tasks were visual stimuli; therefore, in this conjunction, areas activated exclusively
by only one of the two tasks are likely preferentially active during specific types of
tasks. Conversely, areas activated during both tasks likely respond during visual
tasks requiring spatial attention, but are likely insensitive to the detailed structure
of the task. The primary area activated by SVP but not the MOT task is dlPFC.
Regions that were activated by MOT but not SVP include an area superior to the
FEF identified from the SAP and SVP task on the left hemisphere, and parts of
postcentral gyrus and postcentral sulcus bilaterally.
3.4.5 Shared and distinct activation in the parietal cortex
In the parietal lobe, fMRI activationpatterns for both theMOTandSVP task overlap
with the visuotopic IPS0-4 areas (Figure 3.5); however, the auditory SAP task does
not cause activity in this region (Figure 3.4). The MOT task elicits activation that
is wider spread and stronger in the parietal cortex than either of the two one-back
tasks. To quantitatively assess the degree of overlap, we created binary masks
based on results of individual subject retinotopic mapping scans (Chapter 2, Table
1) for the ROIs of visuotopic areas V1 to V3, IPS0 to IPS4, lateral IPS, and anterior
IPS.
To quantify the similarity of the activation patterns across tasks, we calculated
the net voxel overlap by counting the number of voxels significantly activated
during the SAP task (re: baseline), then subtracting the number of voxels signifi-
85
cantly deactivated within each visuotopically defined ROI. We then computed the
fraction of the net voxel overlap with respect to the total number of voxels within
each given ROI (Figure 3.5A). A repeated-measures ANOVA revealed a signifi-
cant main effect of task (F(2, 16) = 9.05, p < 0.01), a significant main effect of ROI
(F(3, 24) = 85.78, p < 0.001), and a significant interaction between task and ROI
(F(6, 48) = 13.48, p < 0.001). The ROI main effect and task main effect are consistent
with the effects shown in Figure 3.3 and Figure 3.4. There was neither a signifi-
cant main effect of hemisphere (F(1, 8) = 2.39, p > 0.1) nor a significant interaction
between hemisphere and task (F(2, 16) = 0.009, p > 0.1). Therefore, we collapsed
the data from the two hemispheres in all subsequent analyses of net voxel overlap.
Post- hoc paired t-tests compared activation in each ROI across the different tasks.
This analysis showed that in the visuotopic IPS0-4 and the latIPS, the visual SVP
task recruit a significantly greater fraction of voxels than does the auditory SAP
task (t(8) = 3.58, p < 0.01 and t(8) = 5.68, p < 0.001, respectively). Both the SAP task
and the SVP task deactivatemore voxels in the early visual cortices V1-V3 than they
activate. A greater number of voxels in V1-V3 are deactivated in the SVP task than
in the SAP task (t(8) = 2.26, p < 0.05). There is no statistically significant difference
between the activation caused by the two tasks in antIPS (t(8) = 0.31, p > 0.1).
Comparing the two visual tasks (SVP andMOT), MOT increases activity in signifi-
cantly more voxels than SVP in the visuotopic IPS0-4 (t(8) = 2.97, p < 0.05), but SVP
increases activity in significantly more voxels in the latIPS (t(8) = 2.75, p < 0.05).
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In early visual cortex V1-V3, both tasks activity in more voxels to decrease than to
increase;. however, a greater number of voxels decrease their activity in the SVP
task than in the MOT task (t(8) = 4.00, p < 0.01).
Similar patterns are observed for the percent signal change within the visuo-
topically defined parietal ROIs (Figure 3.5B). A repeated-measuresANOVA reveals
a significant main effect of task (F(2, 16) = 12.61, p < 0.001), a significant main ef-
fect of ROI (F(3, 24) = 43.49, p < 0.001), and a significant interaction between task
and ROI (F(6, 48) = 10.293, p < 0.001). Unlike the net voxel overlap measure,
the net percent signal change measure reveals a significant main effect of hemi-
sphere (F(1, 8) = 11.62, p < 0.01), and a significant interaction between ROI and
hemisphere (F(1, 8) = 11.62, p < 0.01). No effect of interaction between task and
hemisphere was found; similarly, there was no three-way interaction. Post-hoc
paired t-tests reveal that the percent signal change is significantly larger in the RH
ROIs than in the LH ROIs, consistent with a general right hemisphere bias that is
often found in attention tasks (Mesulam, 1981). To quantify the extent of overlap,
we collapsed the data across the two hemispheres for all further analyses. Post-hoc
paired t-tests comparing the activity in each ROI across the different tasks (Figure
3.5B) shows that the visual SVP task generates significantly stronger activation
than the auditory SAP task in the visuotopic IPS0-4 (t(8) = 3.50, p < 0.01) and the
latIPS (t(8) = 3.94, p < 0.01). However, there is no statistically significant differ-
ence between the activity caused by the two tasks in antIPS (t(8) = 1.15, p > 0.1).
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V1-V3 is significantly deactivated during the SVP task (one sample mean t-test,
t(8) = 6.13, p < 0.001), and paired t-test reveal that this deactivation is significantly
greater than that produced by the SAP task (t(8) = 2.84, p < 0.05). When compar-
ing the two visual tasks using similar paired t-tests, MOT and SVP produce similar
amounts of deactivation in V1-V3 (t(8) = 1.46, p > 0.1). However, in all three
posterior parietal areas, MOT causes significantly stronger activation or trends to
showing greater activation than the SVP task (in IPS0-4, t(8) = 6.25, p < 0.001; in
latIPS, t(8) = 1.97, p < 0.1; and in antIPS, t(8) = 3.66, p < 0.01).
Summarizing the data from Figure 3.5, different sub-regions of the parietal
cortex that are involved regularly in attention tasks show different patterns of
recruitment in SAP, SVP and MOT, tasks that differ in the behavioral demands
and/or modality of the input stimulus. The overall magnitude of the signal change
is much stronger in the MOT task than in the two one-back tasks. Both SVP and
MOTdrive activity in visuotopic IPS0-4 (one samplemean t-test), an area that is not
activated during SAP (one sample mean t-test). MOT recruits the largest number
of voxels in IPS0-4. All three tasks drive significant activity in latIPS (one sample
mean t-test) and antIPS (one samplemean t-test). However, SVP recruits the largest
number of voxels in latIPS. All three tasks drive antIPS equally in terms of area.
These results uncover a functional distinction in responses of the visuotopically
organized IPS0-4 along the medial bank of IPS. This region is not activated during
the SAP task, but is significantly activated in both of the visual tasks. In contrast,
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activity in both non-visuotopic latIPS and in antIPS is significantly modulated
during all three tasks. These results show that patterns of activity in the parietal
cortex are differentiated primarily by the input modality, rather than by the kind
of behavioral task undertaken.
3.4.6 Shared and distinct activation in the frontal cortex
The overlap of task activation in the frontal lobe across all three tasks is summarized
in Figure 3.3 and Figure 3.4. To quantitatively assess the extent of overlap in
the frontal areas, we adopted a bootstrap strategy to localize the ROIs for each
individual subject, independently. First, we conducted nine leave-one-subject-
out group analyses on the SAP and SVP data (one for each subject): we defined
the functional ROIs for a particular subject based on a group analysis across all
other subjects, so that the ROI definition was independent of the data that was
analyzed. Second, for each subject, a union ROI was defined using the union of
the auditory leave-one-subject-out group ROI and the visual leave-one-subject-out
group ROI. With this approach, the resultant union ROIs were independent of the
BOLD activation for each subject. In other words, the conjunction ROIs contained
voxels that were significantly activated in either the SAP or the SVP task, based
on the group average across all other subjects. The leave-one-out union ROIs were
then used to assess, for each subject, the extent of overlap between the two one-back
tasks in the frontal areas. The same union ROIs were also used to assess the extent
of overlap between the MOT and SVP task.
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Activity in the frontal union ROIs is summarized in Figure 3.6. In the frontal
ROIs, a repeated-measureANOVArevealeda significantmain effect of task (F(2, 16) =
14.53, p < 0.001) and a significant main effect of ROI (F(4, 32) = 8.10, p < 0.001).
There was no significant main effect of hemisphere (F(1, 8) = 0.62, p > 0.1). The
ROI effect and the task effect are consistent with the effect qualitatively observed in
Figure 3.3 and Figure 3.4. There is no effect of interaction between any parameter
pairs and no significant three-way interactions. Since there is no main effect of
hemisphere or interaction of hemisphere with any other factor, we collapsed the
data across the two hemispheres in all subsequent analyses.
Post-hoc paired t-tests comparing different tasks on each ROIs showed that all
three tasksmodulated responses in FEF, iPCS, vlPFC and SMA significantly (Figure
3.6A). dlPFC is significantly activated only by the two one-back tasks, but notMOT.
This suggests that dlPFC is sensitive to the task structure, but is not selective to the
sensory modality of the input stimulus.
3.5 Discussion
In this study,we employ three spatial attention tasks. Two spatial one-back tasks, an
auditory and a visual one, share the same task structure, while a motion tracking
task has very different demands, but is similar to the visual one-back task in
presenting visual stimuli that required spatial attention. We identify a core fronto-
parietal network that is driven strongly in all three tasks. This network includes
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lateral and anterior IPS in the parietal lobe and FEF, iPCS, vlPFC and SMA in the
frontal lobe. We also identified a set of modality-dominant regions. Specifically,
we show that bilateral STG and SMG respond only in the auditory attention task,
while visuotopic IPS0-4 responds only during the two visual spatial attention tasks.
A third set of process-dominant regions either respond strongly to both of the two
one-back tasks or respond strongly in the motion tracking task, but not in the two
one-back tasks. Specifically, in the frontal cortex, dlPFC responds strongly in the
two one-back tasks but did not respond in the MOT task; left superior FEF and
postcentral gyrus and sulcus respond strongly only in the MOT task, but not in the
two one-back tasks.
The core regions that we observe along the precentral sulcus and in the pari-
etal cortex are key components of the dorsal attention network (Fox et al., 2006).
Portions of this network, which is known to control attention (Driver and Spence,
1998b), are active when attention is directed to visual inputs (Culham et al., 1998;
Corbetta, 1998; Posner et al., 1987; Corbetta et al., 1993; Ungerleider and Haxby,
1994), auditory inputs (Hill and Miller, 2009), and cross-modal stimuli (Bushara
et al., 1999b; Lewis et al., 2000). Thus, this network for controlling an directing
attention is supramodal, and is engaged regardless of the specific task demands.
However, both shared and overlapping subregions within the fronto-parietal net-
work may be involved in controlling and directing attention, depending on both
the task demands and the type of stimuli presented. Outside the dorsal attention
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network, co-activation of SMA may also reflect a common supramodal network
(Mesulam, 1998). This anterior cingulate / SMA structure has previously been as-
sociated with processing complex stimuli (Posner et al., 1988) as well as with error
detection and compensation (Corbetta et al., 1993), regardless of stimulus modality
.
Lateral prefrontal cortex has also implicated in spatial working memory tasks
(Jonides et al., 1993; McCarthy et al., 1994). In our auditory and visual spatial
attention one-back tasks, subjects were required to maintain and manipulate digits
in working memory. In the MOT task, the target discs trajectories must be updated
continuously and held in spatial working memory. Thus, the activity we observed
in the same lateral prefrontal areas in all three tasks may reflect working memory
processes, which are engaged during all three tasks. These areas were previously
reported independently to engage in auditory spatial working memory (Tark and
Curtis, 2009), visual working memory(Courtney et al., 1997; Ungerleider et al.,
1998; Tark and Curtis, 2009) and visual object tracking tasks (Imaruoka et al.,
2005; Howe et al., 2009; Jahn et al., 2012). Here we confirmed these findings
using within-subject analysis. The lack of activity in the dlPFC in MOT may
reflect a bias in which different subregions are preferentially involved in different
types of workingmemory, since the two one-back tasks require similar information
manipulations, while MOT requires different processing.
One potential limitation of our frontal lobe analysis is the difficulty in iden-
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tifying regions of interest in each subject. To manage this issue, we performed
leave-one-subject-out analysis, which allowed us to define relevant ROIs using
data independent from that being analyzed. These methods are time-consuming,
requiring multiple group-average analyses of each ROI. In contrast, the IPS ROIs
were defined from each subject’s own functional and structural data (from other,
independent scans). Thus, the localization of the IPS ROIs is likely more precisely
defined for each individual subject. As a result, the IPS analysis is better suited to
reveal subtle functional differences in spatial regions that are engaged in our tasks
than is the prefrontal ROI analysis. The development of methods that could more
precisely identify frontal ROIs has the potential to reveal functional differences that
could not be observed with the present analysis methods. Chapters Four and Five
focus on the development and testing of methods for defining frontal ROIs based
on analysis of resting state functional connectivity data in individual subjects.
3.6 Conclusions
Our three-task approach reveals that activity in lateral prefrontal structures de-
pends primarily on the task demands and is relatively insensitive to the sensory
modality of the input stimulus. In contrast, activity in medial IPS structures de-
pends primarily on the sensory modality of the input stimulus, and is relatively
insensitive to the kind of behavioral task that subjects perform. Specifically, au-
ditory and visual one-back tasks with similar behavioral demands cause different
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patterns of activity in the visuotopic IPS structures, but these same structures re-
spond similarly to two different visuospatial tasks. Conversely, lateral prefrontal
structures are differently activated for two tasks demanding different kinds of spa-
tial visual attention, but are activated similarly for two tasks with similar structure
but presenting either auditory or visual inputs. Finally, we identified a core fronto-
parietal network that is not active in all tasks, consistent with a general attentional
network.
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Figure 3·1: Trial structures in two visual attention tasks. A, the mul-
tiple object tracking (MOT) task. During the cue period of tracking
blocks, the target discs turned redbrieflybefore turningback towhite.
The discs moved around the field while subjects tracked the target
movement. One disc was probed at the end of the tracking period
and subjects identifiedwhether or not thatwas one of the target discs.
Tracking blocks alternatedwith passive viewing blocks duringwhich
subject viewed the same stimuli without tracking an target. B, the
serial visual presentation (SVP) task. Subjects attended to either the
left or right digit stream based on the location of the visual cue and
performed a one-back task in that stream. Attention blocks alternated
with baseline conditions inwhich subjects passively viewed the same
stimuli and detected a change in the fixation.
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Figure 3·1: C, Behavior performance of the SVP task. d′ and reaction
time (RT) for the “attend left” , “attend right” conditions and the
baseline condition. Subjects attended to a spatialized visual digit
stream and performed a one-back task in the attend conditions. In
the baseline condition, subjects performed a non-spatial detection
task at the fixation. d′ = Z (hit rate) −Z (false alarm rate), where
function Z(p), p ∈ (0, 1] was the inverse of the Gaussian cumulative
distribution function. Reaction time (RT) was defined as the time
elapsed between the onset of each target digit presentation and the
button response. Only hit trials were included in calculating reaction
times.
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Figure 3·2: Statistical maps reflecting group-averaged activation. A, the lateral, dorsal and medial
view of group-averaged activation in the auditory spatial attention (SAP) task. B, in the serial visual
presentation task (SVP), and C, in the multiple object tracking (MOT) task. Colormap reflected areas
more activated during “attend” or “tracking” trials compared to baseline condition (p < 0.05). Averaged
across 9 subjects.
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Figure 3·3: Conjunction statistical maps reflecting activation in the
SAP and SVP tasks. A, the lateral, dorsal and medial view of group-
averaged activation in SAP and SVP. Red represents areas activated
exclusively in the SAP task, green represents areas activated exclu-
sively in the SVP, and yellow represents ares activated conjointly by
both tasks. Colormap reflected areas more activated during “attend”
trials compared to the baseline condition (p < 0.05). Averaged across
9 subjects. B, the lateral viewof conjunction activationmap from three
individual subjects. The same contrast, threshold and colormap was
applied.
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Figure 3·4: Conjunction statistical maps reflecting activation in the
SVP and MOT tasks. A, the lateral, dorsal and medial view of
group-averaged activation in SVP and MOT. Green represents ar-
eas activated exclusively in the SVP, blue represents areas activated
exclusively in the MOT task, and gray represents ares activated con-
jointly by both tasks. Colormap reflected areas more activated dur-
ing “attend” or “tracking” trials compared to the baseline condition
(p < 0.05). Averaged across 9 subjects. B, the lateral view of con-
junction activation map from three individual subjects. The same
contrast, threshold and colormap was applied.
99
%
 n
e
t 
v
o
xe
l o
v
e
rl
a
p
:
(#
p
o
s 
- 
#
n
e
g
) 
/ 
(#
a
ll
 v
o
xe
ls
)
a
tt
e
n
d
 v
s.
 b
a
se
lin
e
A
V1-V3 IPS0-4 latIPS antIPS
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
 
 
ASpA
SVP
MOT
*
****** *** ***
***
***
***
*
*
%
 s
ig
n
a
l i
n
cr
e
a
se
:
a
tt
e
n
d
 v
s.
 b
a
se
lin
e
B
V1-V3 IPS0-4 latIPS antIPS
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
 
 
ASpA
SVP
MOT
*
*** **
**
**
**
*
***
***
*
**
Figure 3·5: Overall activity of visuotopically-defined parietal and
occipital areas in the SAP, SVP and MOT tasks in all subjects. A,
Porportion of net voxels (# of voxels positively activated −# of voxels
deactivated) during “attend trials” compared to baseline in the SAP,
SVP and MOT tasks. D, Percent signal increase re: baseline in the
same tasks. ROIs were defined in individual subjects by retinotopic
mapping and with anatomical landmarks.
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Figure 3·6: Overall activity of frontal and prefrontal areas in the SAP,
SVP and MOT tasks in all subjects. A, Porportion of net voxels (# of
voxels positively activated −# of voxels deactivated) during “attend
trials” compared to baseline in the SAP, SVP and MOT tasks. D,
Percent signal increase re: baseline in the same tasks. Two ROIs
were defined in individual subjects by a leave-one-subject-out group
analyses in the SAP and SVP tasks. The final ROI was a conjoint ROI
that was the union of the two task ROIs.
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Chapter 4
Characterization of functional connectivity in
the fronto-parietal attention network of
individual subjects during resting-state.
4.1 Abstract
Functional connectivity analysis of resting-state fMRI (rs-fc fMRI) data has proven
successful in identifying cerebral cortical networks. Notably, rs-fc fMRI can re-
veal regions of the task-defined dorsal attention network (DAN) when the anal-
ysis uses other network components such as area MT as the seed region (Fox
and Raichle, 2007; Vincent et al., 2008). Although group-level analysis using this
method coarsely identifies the DAN, it is less reliable when applied to individual
subject data. Here, we investigated the robustness and behavioral relevance of
rs-fc methods to identify frontal lobe portions of the DAN in individual subjects
(N = 15). First, we compared the networks obtained using area MT+ as a seed
with those obtained with a seed defined by visuotopically mapped regions of the
intraparietal sulcus, IPS0-4. The two seeds revealed very similar cortical networks
in individual subjects thus validating the use of the IPS0-4 seed for defining the
dorsal attention network. Neither the MT nor the IPS0-4 seed was consistently
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more effective; but rather, seed effectiveness varied both across subjects and across
the identified ROIs. Thus, the two seeds served complementary and confirmatory
roles in defining the fronto-parietal attentional network. In addition, we compared
the anterior network components obtained from three sets of seed regions, each a
posterior component of the DAN: 1) a seed defined by Talairach coordinates of area
MT (Vincent et al., 2008); 2) a seed defined by visuotopically mapped regions of the
intraparietal sulcus, IPS0-4 (Swisher et al., 2007); and 3) a broad posterior parietal
cortex (PPC) seed taken from functional whole-brain parcellation (Network 3, (Yeo
et al., 2011)) using group rs-fc (N = 1000). The three sets of seeds revealed largely
similar DANs both in individual subjects and on a group level, including a large
bilateral parietal swath extending from IPS0 anteriorally along the IPS to anterior
IPS and postcentral sulcus, and extending laterally to lateral occipital and middle
temporal areas. The identified network also included bilateral frontal eye fields
(FEF) and inferior precentral sulcus (iPCS) in the frontal cortex. Among the three
sets of seeds, the PPC seed most reliably identified the network across subjects,
likely due to its larger size compared to the other two seeds, while the Talairach
seed method was the least reliable. Furthermore, we investigated whether the
activation in attentional tasks spatially coincides with FEF and iPCS ROIs defined
by: 1) frontal Talairach coordinates (Culham et al., 1998; Jovicich et al., 2001), 2)
individual functional connectivity patterns using IPS0-4 seeds, and 3) ROIs from
group functional connectivity (Yeo et al., 2011). Each subject performed two atten-
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tional tasks: amultiple object tracking (MOT) task and a visual short-termmemory
(VSTM) task. Compared with MOT and VSTM task activations, the individual and
group rs-fc approaches worked significantly better than the Talairach method in
identifying frontal components within the DANs in individual subjects. Taken
together, these results strongly advocate the use of rs-fc fMRI as an independent
means to localize behaviorally relevant regions of the DAN.
4.2 Introduction
Intrinsic functional connectivity has emerged to be an important tool for mapping
the organization and connectivity of the human brain. Functional connectivity
measures ongoing functional correlation of low frequency components of spon-
taneous fluctuations in BOLD signals between distant anatomical brain regions.
These spontaneous activities bear physiological relevance and exhibited temporal
coherence between distant cortical nodes. Biswal’s seminal paper (Biswal et al.,
1995) demonstrated that spontaneousfluctuations in the resting brain in the leftmo-
tor cortex showed a high degree of temporal correlation with the right hemispheres
motor cortex as well as surrounding areas involved in motor function. It was sug-
gested that these correlations of spontaneous BOLD activities reflect the functional
connectivity andorganization of the brain. High correlations of spontaneous BOLD
fluctuations within a network of nodeswere later observedwhen a seed regionwas
placed in the visual system (Cordes et al., 2000; Lowe et al., 1998), and the auditory
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system (Cordes et al., 2000) as well. Apart from sensory networks, networks that
were traditionally defined by task-response paradigms were also found to exhibit
high degree of temporal correlations in their spontaneous activities including the
dorsal (Fox et al., 2006; Dijk et al., 2010; Yeo et al., 2011; Laufs et al., 2003) and ven-
tral attention system (Fox et al., 2006; Yeo et al., 2011), the expressive and receptive
portion of language systems (Cordes et al., 2000) and the episodic memory system
(Rombouts et al., 2003). Another well-studied network in task-response paradigms
was the default mode network (Raichle et al., 2001; Shulman et al., 1997), whose
activity was greater at rest than during many attentionally-demanding behavioral
tasks. Cortical nodes in this network, which included the posterior cingulate cor-
tex, the retrosplenial cortex, the angular gyrus, the dorso-medial prefrontal cortex
and the inferior temporal cortex, exhibited the same strong temporal correlation
between their spontaneous activities (Greicius et al., 2003; Fox et al., 2005). No-
tably, the default mode network, whose task-response appeared opposite to the
dorsal attention network during task performance, was also negatively correlated
or anti-correlated with the dorsal attention network in their spontaneous BOLD
fluctuations. Although the nature of the observed anti-correlations in functional
connectivity analyses was a topic of debate (Murphy et al., 2009), this mirroring
between task-response networks and the resting-state functional connectivity net-
works suggested that ongoing spontaneous activity may well reflect the complex
interactions between cortical networks revealed by task-response paradigms.
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In recent years, resting-state functional connectivity analyses have quickly
gained popularity andhave become awidely-adopted technique to study the large-
scale spatial topography and functional organization of intrinsic cortical networks.
However, most studies spatially average the correlation patterns acquired from
a large number of subjects to account for differences in individual anatomical
structures and to reduce noise. This averaging technique, while useful and neces-
sary when studying the large-scale network topography in the brain and making
inferences about properties shared by the larger population, often spatial blurs
finer-scale distinctions and fails to make use of the information in individual vari-
ability. Recent human neuroimaging studies have revealed that human posterior
parietal cortex, evenmore than primate posterior parietal cortex, can be parcellated
into a large number of functional distinct regions (Swisher et al., 2007; Nelson et al.,
2010; Silver et al., 2005; Schluppeck et al., 2005; Konen and Kastner, 2008). Many
of these areas are rather small and abut areas that are functionally distinct. Similar
organization may exist in prefrontal cortex. Within-subject analyses offer potential
advantages in spatial precision over group-average methods, which may reveal
distinct areas that would be obscured in group analysis. A second point is that
individual differences in spontaneous BOLD activity can be more than mere noise
and show real connections to their behavior limens. Inter-individual differences
in resting-state functional connectivity predicted task-evoked BOLD activity in an
Eriksen Flanker task (Mennes et al., 2010). Differences in functional connectivity
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in the motor cortex at rest were shown to account for inter-trial variability in the
force exerted when doing a tapping task (Fox et al., 2006). Functional connectivity
studies devoted to clinical populations also revealed that inter-subject differences
in functional connectivity may be an indicator for the severity of schizophrenia
and spatial neglect (He et al., 2007). Taken together, these findings suggested that
differences in correlation patterns of spontaneous BOLD activity in individual sub-
jects may serve as a functional localizer and reveal distinct spatial topography in
individual subjects to form further hypotheses about how these areas may respond
in task-response paradigms.
In this study, we sought to investigate the use of functional connectivity anal-
yses in spontaneous BOLD activity to identify topographical organizations and
functional networks of the brain. We adopted a seed-based connectivity approach
and used functional and anatomical seeds from the dorsal attention network. In
the first experiment, we validated the robustness of this technique in individual
subjects by comparing networks identified by seeds chosen from functional local-
izers, Talairach coordinates, as well as published whole brain parcellations. In a
second experiment, we showed the behavioral relevance of these identified regions
in individual subjects by examining the consistency between correlation patterns
in spontaneous BOLD fluctuation and task-evoked BOLD responses during a vi-
sual short-term memory (VSTM) task. This study confirmed the robustness of this
technique in individual subjects. Furthermore, we propose that correlation pat-
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terns of spontaneous BOLD activity can serve as a functional localizer to help form
hypotheses about how distinct sub-regions of the prefrontal cortex may respond
during various task performances.
4.3 Materials and Methods
Subjects: Sixteen right-handed (9 females) subjects, ages 18 − 30 years old, were
recruited from the BU community. Before participating in the experiments, sub-
jects gave written informed consent as overseen by the Charles River Campus
Institutional Review Board and Massachusetts General Hospital, Partners Com-
munity Healthcare. All subjects reported normal or corrected-to-normal vision.
Each subject participated in four types of scans: structural MRI for the purpose
of reconstructing cortical hemispheres, resting-state scans, motion localizer scans,
and visuotopic mapping scans. In addition, ten out of the 16 (six females) also
participated in an auditory functional localizer.
MR image acquisition: Imaging was performed at the Martinos Center for
Biomedical Imaging at Massachusetts General Hospital on a 3T Siemens Tim Trio
scanner with 32-channel matrix coils. A high-resolution (1.0 × 1.0 × 1.3 mm) MP-
RAGE structural scan (Echo Time (TE)= 3.47 ms, Repetition Time (TR)= 2530
ms, flip angle = 7◦) was acquired for each subject. The cortical surface of each
hemisphere was computationally reconstructed from this anatomical volume us-
ing FreeSurfer software (Dale et al., 1999; Fischl et al., 2001; Fischl et al., 1999a;
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Fischl et al., 1999b). To register functional data to the three-dimensional recon-
struction, T1-weighted echo planar images were acquired using the same slice
prescription as in the T2∗-weighted functional scans. For functional studies, T2∗-
weighted gradient echo, echo-planar images were collected using 42 3mm slices,
oriented approximately in the axial plane (TE 30 ms, TR 2600 ms, in plane reso-
lution 3.125 × 3.125 mm, flip angle 30◦). Functional images were collected using
prospective acquisition correction (PACE) to automatically correct for subject head
motion (Thesen et al., 2000).
Resting-state functional scans. Two runs (139 time points each, duration = 367.4
s) of resting-state functional scans were acquired from each subject. No visual or
auditory stimuli were provided except for a white fixation dot on the center of a
black screen. During the scans, subjects were instructed to relax and let their minds
wander freely while maintaining their eye gaze on the fixation dot. They were also
instructed not to perform internal repetitive tasks such as counting silently.
Seed definitions for resting-state functional connectivity analysis. We carried out a
series of experiments to investigate organization of cortical networks using resting-
state functional connectivity in individual subjects. Specifically, we performed
three experiments to study the robustness of resting-state functional connectivity
to identify the dorsal attention network and one additional experiment to study the
behavioral relevance of the identified network. In Experiment 4A, we investigated
the validity of using visuotopic IPS0-4 as seed regions in functional connectivity
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analysis as a means of identifying regions of interest (ROIs) in the dorsal attention
network and contrasted the results to those using more conventional MT seeds.
This is a bootstrap approach to ROI definition, in that one ROI is used as a seed to
identify other ROIs. In this analysis, we adopted seed ROIs that were functionally
defined for each hemisphere of each individual subject on their reconstructed
cortical mesh as seed regions. We defined five distinct sub-regions in the posterior
parietal cortex (IPS0-IPS4) that corresponded to underlying visual maps. These
areas were defined by phase reversals of each hemifield map under the limits
of significant (p < 0.05) angular response. We used activation from functional
localizers tasks (multiple object tracking, retinotopy) combined with anatomical
landmarks to guide our seed selection process for human motion sensitive area
MT. We selected voxels with significant activation of motion tracking compared to
baseline (p < 0.05) in the vicinity of inferior temporal sulcus (IFS). In Experiment
4B, we compared networks identified by contralateral IPS0-4 seeds with those
identified using ipsilateral seeds. In Experiment 4C, we contrasted the usage of
three sets of seed regions, all of which fall within the dorsal attention network.
The first set of seeds was visuotopic IPS0-4. The second set of seeds was defined
based on published Talairach coordinates. Talairach for MT seeds were taken
from published coordinates from Vincent et al. (Vincent et al., 2008) (LH-MT
(−45,−69,−2) and RH-MT (50,−69,−3)). We used these published Talairach values
as the center coordinates for the ROIs and dilated a 30 mm radius on the cortical
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surface of an average subject to generate our seed regions. Finally, the third set of
seeds came frompublished functional connectivitynetworkparcellations (Yeoet al.,
2011) averaged over 1000 subjects. We took the dorsal attention network (Network
3) from their 7-Network parcellation and excluded the frontal areas (FEF, iPCS)
from this network. The remaining network contained posterior parietal, middle
temporal as well as lateral occipital regions from the dorsal attention network. In
the second and third sets of seed definitions, the seed regions were defined on the
MNI305 average subject but projected onto individual subject hemispheres before
functional connectivity analysis. In Experiment 4D, we investigated whether the
activation in attentional tasks spatially coincides with FEF and iPCS ROIs defined
by: 1) frontal Talairach coordinates (Culham et al., 1998; Jovicich et al., 2001),
2) individual functional connectivity patterns using IPS0-4 seeds, and 3) ROIs
from group functional connectivity (Yeo et al., 2011). Each subject performed two
attentional tasks: a multiple object tracking (MOT) task and a visual short-term
memory (VSTM) task. With each of the three front ROI pairs, we performed
ROI analyses to calculate the total number of voxels within that ROI that were
significantly activated (p < 0.05) in each of the two attention tasks using attention
> passive contrasts. We further calculated the proportion of voxels overlapped and
the percent signal changes within each of the three sets of ROIs to normalize for
the differences in ROI sizes defined by the three methods.
Multiple object tracking task. Area MT is known to be sensitive to attention
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directed to moving stimuli (Seiffert et al., 2003; Beauchamp et al., 1997; O’Craven
et al., 1997). To functionally localize humanmotion-sensitivemiddle temporal (MT)
areas on an individual subject level, we employed the attentionally demanding
Multiple Object Tracking (MOT) task (for details, see Chapter Three) as a functional
localizer. In theMOT task, the stimuli consisted of a set of tenwhite discs (diameter
= ∼ 0.9◦ ) on a black screen with a small fixation cross in the center of the screen
(Culham et al., 1998; Culham et al., 2001; Jovicich et al., 2001). A subset of the discs
were target discs. At the beginning of each trial, the color of the target discs changed
to red for 2.0 s to distinguish them from distractor discs. The color of the targets
then returned to white (the same as the distractors) and all discs moved in random
directions across the screen at 3.6◦/s for 12.7 s. Subjects were instructed to track the
movement of target discs and ignore distractor discs while maintaining fixation.
Two different conditions were used: passive viewing (0 targets) and tracking four
targets. Each run consisted of 8 passive trials (0 targets) alternated with 8 tracking
trials (four targets), with a duration of 301.5 s (116 time points).
Visual short-term memory task. We adopted a visual short-term memory (VSTM)
task (Luck and Vogel, 1997; Todd and Marois, 2004) to investigate the overlap
between frontal and prefrontal areas in the dorsal attention network identified in a
task-response paradigmand that identifiedby spontaneous functional connectivity.
Subjects fixated on the center of the screen while sixteen bars (oriented vertically or
horizontally) were presented. In each trial, four barswere deemed targets andwere
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distinguished from the distractors by a different color. Subjects were instructed to
remember the orientation (horizontal or vertical) of each target bar during a 150
ms presentation period. After a 1000 ms delay, a probe stimulus was presented in
which one of the target bars changed orientation at a 50%probability. Subjects were
instructed to report whether or not they identified a change from the memorized
orientations. During passive-viewing trials, subjects were asked to simply view
the same stimuli without performing a task. Each subject performed four runs,
each lasting 5 min and 58.8 s (or 138 time points).
Visuotopicmapping scans. Weperformed four to sixvisuotopicmapping scans for
each individual subject using a standard polar angle mapping scan with rotating
wedge of checkerboard stimuli to identify visuotopically mapped parietal and
occipital areas. Phase-encoded retinotopic mapping (DeYoe et al., 1996; Engel et al.,
1994; Sereno et al., 1995) used a temporally periodic stimulus to induce changes
in neural activity at the same frequency in voxels biased to respond to stimulation
of a particular region of the visual field. In retinotopic mapping, subjects viewed
a multi-colored flashing checkerboard background either with a wedge rotating
around fixation on polar anglemapping scans, or with an expanding or contracting
annulus on eccentricity mapping scans. The periodicity of both types of stimuli
periodicity was 55.47 s (12 cycles = 665.6 s). We alternated between clockwise
and counterclockwise rotation (or expansion and contraction) on all runs. Subjects
were instructed to fixate on a small (8 arcmin) dot in the center of the screen and
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to respond with a button press whenever the fixation point dimmed. Dimming
events occurred at random intervals throughout the scan, every 4.5 s, on average
(Swisher et al., 2007).
Analysis of fMRI data: block design. Functional data was analyzed using
Freesurfer/FS-FAST (CorTech Inc.). All subject data was intensity normalized (Cox
and Hyde, 1997). Resting-state data was motion-corrected using AFNI (Cox, 1996)
and spatially smoothed with an 8 mm full-width half-maximum (FWHM) Gaus-
sian kernel. All other functional data was smoothed with a 3 mmFWHMGaussian
kernel. Analysis of the functional scans used standard procedures and Freesurfer
FS-FAST software. Scan time series were analyzed voxel by voxel using a general
linear model (GLM) whose regressors matched the time course of the experimental
conditions. The canonical hemodynamic response function was convolved with
the regressors before fitting (Cohen, 1997); this canonical response was modeled
by a γ function with a delay of δ = 2.25 s and decay time constant of τ = 1.25. A
contrast between different conditions produced t-statistics for each voxel for each
subject, which were converted into significance values and projected onto the sub-
ject’s reconstructed cortical surface. Random effects group analysis was performed
using surface-based averaging techniques. In this analysis, the beta weights of all
regressors produced by individual subject GLMs at the first level were projected
onto the individual subjects’ reconstructed cortical surfaces. These individual sur-
faces were then be morphed onto a common spherical coordinate system (Fischl
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et al., 2001; Fischl et al., 1999a) based on sulci and gyri structures. Parameter esti-
mates was then combined at the second level (across all subjects) via t-tests (Buchel
et al., 1998). In resting-state scans, no regressors were specified for experimental
conditions.
Analysis of fMRI data: visuotopic mapping. In the phase-encoded retinotopic
mapping, amplitude of the response at the stimulus frequency relative to the back-
ground spectrum determines of significance of the modulation. An F test was
performed for each voxel to test for a difference between the power at the stimulus
frequency and the power of the other frequencies in the time series. The phase
of the response encodes the spatial position of the receptive field of the voxel.
For significantly active voxels, the phase of this estimated sinusoid is calculated
by taking the Fourier Transform of the time series directly. The phase estimate
was combined across clockwise and counterclockwise runs for polar mapping by
taking the complex conjugate of the signal estimates in the counterclockwise runs,
thereby reflecting the phase about 0 (Sereno et al., 1995), summing the resulting
estimates across all runs via simple vector addition, and then reporting the phase
of the resulting vector sum.
Analysis of fMRI data: Individual and group seed-based rsFC analysis. In functional
connectivity analysis, correlations between a seed region and all voxels in the brain
were computed, yielding a whole brain map showing the correlation strength
between the signals in the seed region and that from each voxel. Prior to analyzing
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correlations in the data; the time-domain signals was bandpass filtered (0.01 Hz
< f < 0.08 Hz) to extract the low-frequency components; and linear regression
removed covariates that were not of interest (signals in white matter, cerebral
spinal fluid, and global signal changes). BOLD signal from all voxels within the
seed ROI was averaged to yield an ROI seed time-course. In the seed-to-voxel
correlation analysis, the sample correlation coefficient r was calculated for each
voxel of the brain by the formula
r =
∑(
Xi − X¯
) (
Yi − Y¯
)
√∑
i
(
Xi − X¯
)2√∑
i
(
Yi − Y¯
)2 ,
where X is the averaged signal from the seed ROI and Y is the signal from the
destination voxel. The distribution of correlation coefficients r was mapped into
z-scores through Fisher-z transformation:
z =
ln(1 + r) − ln(1 − r)
2
.
The resulting z variable has a Gaussian distribution with a known standard error
of δz = 1/
√
N − 3, whereN denotes the degrees of freedom in the sample. The 95%
confidence intervals (CI) of zwere calculated and thenmappedback into correlation
rwithan inverse Fisher-z transformation. The zmapswerevisualizedon individual
subjects’ cortical surfaces as well as averaged in the common spherical space on a
group level and visualized on a canonical cortical surface.
Seed definitions for resting-state functional connectivity analysis. In this experi-
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ment, we focused on studying the resting-state connectivity patterns correlated
with visual and auditory seeds in individual subjects. Specifically, we investi-
gated whether cortical areas functionally connected to primarily visual seed areas
overlapped with regions connected to primarily auditory seed areas. In this anal-
ysis, we adopted regions of interest (ROIs) that were functionally defined for each
hemisphere of each individual subject on their reconstructed cortical mesh as seed
regions. We defined five visuotopic sub-regions in the posterior parietal cortex
(IPS0-IPS4), each of which corresponded to underlying visual maps, identified by
standard retinotopic mapping scans. These areas were defined by phase reversals
of each hemifield map under the limits of significant (p < 0.05) angular response.
For auditory seed regions, we use anatomical landmarks to guide our selection
process. We selected voxels significantly activated (p < 0.05, FDR corrected) dur-
ing auditory spatial attention compared to a non-spatial tone detection baseline in
the vicinity of superior temporal gyrus (STG). For details, see Chapter One.
Stimulus presentation and behavioral response data collection: AMacBookPro laptop
running Python (www.python.org) with VisionEgg (www.visionegg.org) software
packages (Straw, 2008) was used to drive visual stimulus presentation and collect
subject responses. Visual stimuli were projected (liquid crystal displays) into the
magnet bore onto a rear projection screen (Da-Plex, Da-Lite Screen) and viewed via
an adjustable mirror placed at 45◦. Under normal conditions, the screen lies at a
viewing distance of 90 cm and the projected images extend across a visual angle of
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roughly 15◦ radius horizontally and 15◦ radius vertically. Subject responses inside
the MR scanner were collected using an MR-compatible button box.
4.4 Results
Our goal was to identify ROIs of the dorsal attention network in individual subjects
using a ROI bootstrapping method based on the analysis of resting state functional
connectivity. We evaluated the robustness of the identified network as well as
its behavior relevance in individual subjects. In the first two sets of analyses, we
centered our investigation on networks connected with seeds from higher order
regions of the visual system. We investigated functional connectivity networks
associated with various sources of MT+ and IPS seeds. In the final set of analyses,
we used a visual short-term memory task and an attentional task to study the
overlap between the task-response paradigm and thus to validate the functional
connectivity approach to defining ROIs.
4.4.1 Resting-state correlation maps associated with visual seed regions
In prior functional connectivity analyses, the motion-sensitive middle temporal
complex MT has been used as seed to identify the dorsal attention network (Vin-
cent et al., 2008). MT (also known as V5) has been studied extensively in monkey
(Allman and Kaas, 1971; Dubner and Zeki, 1971; Orban et al., 1997; Zeki, 1974;
Albright, 1984; Marcar et al., 1995). It belongs to the dorsal stream of visual path-
way in the what/where dichotomy (Mishkin and Ungerleider, 1982) and receives
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direct inputs from V1, V2, dorsal V3 and lateral geniculus nucleus (LGN). It is
retinotopically organized (Wandell et al., 2007; Brewer et al., 2002; Fize et al., 2003;
Kolster et al., 2009) and responds to moving stimuli much more strongly to static
stimuli (Vanduffel et al., 2001; Nelissen et al., 2006; Tootell et al., 1995). Another
key portion of the dorsal stream is the retinotopically organized IPS region in the
posterior parietal cortex. Although a recent study has investigated functional con-
nectivity between early visual cortex and visuotopic IPS (Greenberg et al., 2012),
other groups have not used IPS areas containing visual maps of the contralateral
hemifield as seed regions to identify the dorsal attention network. This analysis is
novel.
In Experiment 4A, we contrasted the usage of visuotopically mapped parietal
IPS0-4 seeds (Figure 4.1C) with the more conventional usage of MT seeds in 15
individual subjects. Figure 4.2 presents individual correlation maps from MT
seeds and visuotopic IPS0-4 seeds in three subject left hemispheres (Figure 4.2
ABC) and group-averaged correlation maps (Figure 4.2D, shown on the MNI305
average subject left hemisphere). Individual correlation maps were thresholded
at p < 0.05 and group correlation map was thresholded at z > 0.15. All seeds
were ipsilateral to the displayed hemisphere. We found that the two seed regions
produced a qualitative similar network in individual subjects and in the average
across subjects. Visuotopic IPS0-4 seeds identified individual dorsal attention
network in 22 out of 30 hemispheres robustly, and MT was effective in 20 out
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of 30 hemispheres. This dorsal attention network identified included bilateral
frontal eye fields and inferior precentral sulcus/inferior frontal sulcus in the frontal
cortex. A large bilateral parietal swath was also connected with both seed regions.
This parietal swath extended anteriorly from IPS0 along the intraparietal sulcus
to anterior IPS, and extended laterally to lateral occipital and middle temporal
areas. These results validated the use of the IPS0-4 seeds for identifying the dorsal
attention network. In the frontal areas and anterior IPS in the parietal cortex, IPS0-4
seed was consistently more effective and produced stronger correlations (Figure
4.2D). In the lateral occipital and middle temporal areas, which are anatomically
closer to the MT seeds, MT produced stronger overall correlations. Thus, the two
seeds serve complementary and confirmatory roles in defining the fronto-parietal
attentional network.
In Experiment 4B, we compared dorsal attention network regions identified by
contralateral seeds with those identified using ipsilateral seeds. Many functional
connectivity studies have observed that a seed region placed in one hemisphere
(eg. primary motor cortex, somatosensory cortex, auditory cortex) is often highly
correlated with its anatomical homologous region in the opposite hemisphere. Ev-
idence from anatomical studies in animals and structural brain imaging techniques
in humans such as diffusion tensor imaging (DTI) has found anatomical connec-
tions with white matter bundles through the corpus callosum. Taken together, the
symmetry in functional connectivity was thought to reflect these direct synaptic
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interactions via axonal projections. Jo et al., (Jo et al., 2011) examined the finer orga-
nization of cross-hemispheric correlation maps within a cortical area (e.g., ordered
maps in somatotopic areas) in a number of areas and found symmetric correlation
maps. In this analysis, we compared using ipsilateral IPS0-4 seeds defined on
individual subject by retinotopic mapping with using contralateral IPS0-4 seeds.
We hypothesized that we would see a high correlation between the seed regions
in the two hemispheres. We also hypothesized that similar dorsal attention net-
works would be functionally connected to both the ipsi- and contralateral seeds.
Indeed, Figure 4.4 displays the high correlation of results obtained by one the seed
region with its anatomical homologue in the opposite hemisphere. The contralat-
eral and ipsilateral IPS0-4 seeds also identified similar dorsal attention networks
in individual subjects (Figure 4.4 A,B,C) and on a group level (Figure 4.4D). How-
ever, the strengths of the correlations were weaker when contralateral seeds were
used than when ipsilateral seeds were used (Figure 4.4D). This symmetry between
thewithin-hemispheric connectivity and cross-hemispheric connectivity suggested
that contralateral seeds could be adopted, in place of the ipsilateral seeds, to iden-
tify the same network when ipsilateral seeds were not available or produced poor
results.
In Experiment 4C, we compared the usage of three different sets of seeds, all of
which fall within the dorsal attention network. The first set of seeds was defined
from the visuotopic IPS0-4 (Figure 4.1C). The second set of seedswas defined based
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on published Talairach coordinates (Figure 4.1D). It’s worth noting that the MT
seed using in Experiment 4C was different from the MT seeds used in Experiment
4A, as the previous experiment used functionally localized MT seeds and not
Talairach coordinates. Finally, the third set of seeds came from published whole
brain parcellations (Yeo et al., 2011) averaged over 1000 subjects (Figure 4.1E). We
took the dorsal attention network (Network 3) from their 7-Network parcellations
and excluded the frontal areas (FEF and iPCS) from this network and kept only
the posterior portion. The remaining network contained posterior parietal, middle
temporal as well as lateral occipital regions from the dorsal attention network.
The group-averaged correlation maps projected to the MNI average subject were
summarized in Figure 4.5. All three seeds produced a qualitatively similar dorsal
attention network. As described earlier, this network contained two distinct areas
in the frontal cortex (FEF and inferior PreCS) and a large swath of areas in the
parietal cortex extending along the IPS to anterior IPS and postcentral sulcus and
extending laterally to themiddle temporal areas. Notably, the connectivity network
from the PPC seeds from (Yeo et al., 2011) parcellation identified an additional area
in the dorso-lateral prefrontal cortex (dlPFC) on the left hemisphere, but not on
the right hemispheres. This dlPFC area was not exclusively correlated with the
7-Network PPC seeds; rather, on individual subjects, it was functionally correlated
with both the MT+ and IPS0-4 in a subset of subjects (eg. Figure 4.3A, Figure
4.4A,B). However, the functional connectivity was not consistent in all subjects
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when IPS0-4 andMT+ seeds were used. Taken together, these results validated the
use of all three sets of seeds, but favored the PPC seeds from the 7-network whole
brain parcellations which yielded more robust networks in individual subjects. Of
the three types of seeds, the PPC seeds from the 7-network parcellation contained
the most voxels. This size difference may account for the advantages of that seed,
in that averaging across the ROI reduces noise and thus enhances SNR.
4.4.2 Functional relevance of correlation patterns in individual subjects
The dorsal attention network included a number of distinct frontal, parietal and
middle temporal areas. The two frontal areas, FEF and iPCS have been widely
reported in visual attention paradigms (Culham et al., 1998; Culham et al., 2001;
Jovicich et al., 2001) and retinotopicmappings (Hagler andSereno, 2006; Saygin and
Sereno, 2008). However, the exact location of the two areas varied and the naming
convention is inconsistent. Functional connectivity has been used to localize the
dorsal attention network, but no one has directly studied the behavioral relevance
of these localized areas in attention tasks. Here we used resting-state functional
connectivity as a localizer to identify FEF and iPCS and contrasted them with
frontal components from the task-activated dorsal attention network in individual
subjects.
In order to investigate the functional relevance of the resting-state network,
we tested whether frontal ROIs (eg. FEF and iPCS) identified from functional
connectivity analyses were recruited by visual spatial attention (MOT) and visual
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short-term memory tasks. Specifically, we evaluated three sets of prefrontal ROIs.
The first set of ROIs was obtained from our functional connectivity studies in
individual subjects using the IPS0-4 seed. The second set of ROIs was obtained
from the Yeo et al., (Yeo et al., 2011) 7-network parcellation (based functional
connectivity analysis averaged over 1000 subjects). Network 3 of this parcellation
captures much of the dorsal attention network and two distinct lateral prefrontal
regions are identified which roughly correspond to FEF and iPCS. The third set
of ROIs was obtained from published Talairach coordinates of FEF and iPCS from
visual spatial attention tasks (Culhamet al., 1998; Jovicich et al., 2001). TheTalairach
coordinates were taken as the center point and ROIs were grown outward to match
the size of the IPS-derived ROIs.
To measure the degree to which these ROIs were recruited in the MOT and
VSTM tasks, we performed three forms of analysis: counting the total number of
significantly activated voxels within an ROI; computing the fraction of ROI voxels
significantly activated; and extracting the percent signal change observed with the
ROI. The last of the measures is typically much more relevant for effective ROI
analysis since ROIs are used to extract percent signal change results. Nevertheless,
the voxel count analyses are also informative for our purposes. We performed
all three analyses, in part to address the fact these ROIs are different in size and
any single measure might be biased. The results of each of these measures are
summarized in Figure 4.6A, 7A and 8A for their overlap with the MOT task and
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Figure 4.6B, 7B and 8B for their overlapwith the VSTM task. Figure 4.6 displays the
total number of voxels activated in MOT (Figure 4.6A) and VSTM (Figure 4.6B) for
eachROI. The individual functional connectivity ROIs and the TalairachROIs, were
bigger in size, and perhaps not surprisingly yielded higher counts of significantly
activated voxels than the connectivity ROIs from Yeo et al., (Yeo et al., 2011).
The FEF and iPCS ROIs defined from individual functional connectivity contained
significantly more active voxels inMOT andVSTM tasks than did the ROIS defined
from the group connectivity (in FEF during MOT: t(14) = 4.02, p < 0.01 and during
VSTM: t(14) = 4.31, p < 0.001). The Talairach-derived ROIS also yielded greater
numbers of significantly activated voxels than did the group connectivity ROI in
iPCS (t(14) = 3.27, p < 0.001), but not for the FEF ROI in both tasks (t(14) = 1.89, p =
0.07 and t(14) = 0.35, p > 0.1). The individual connectivity ROIs and the Talairach
ROIs were not statistically different in three out of four comparisons, except for
when looking at VSTM activity in the FEF ROI, where the individual connectivity
ROIs were significantly better (t(14) = 2.67, p < 0.05).
Since the voxel count measure is biased to favor methods with larger ROI’s, we
normalized these data by the ROI size. Figure 4.7 displayed the proportion voxel
overlap for the three sets (of FEF and iPCS) frontal ROIs in two tasks. Individual
functional connectivity ROIs and the group functional connectivity ROIs were
not statistically significantly different in any of the comparisons made. The two
methods worked equally well in localizing task-active FEF and iPCS in the frontal
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cortex. Furthermore, both connectivity measures worked significantly better than
the Talairach method in identifying the ROIs in three out of four analyses (in FEF
during MOT: t(14) = 4.48, p < 0.001 and t(14) = 3.86, p < 0.01; in FEF during
VSTM: t(14) = 5.32, p < 0.001 and t(14) = 4.85, p < 0.01; and in iPCS during VSTM:
t(14) = 4.05, p < 0.001 and t(14) = 4.26, p < 0.01).
The percent signal change analysis is shown in Figure 4.8 and mirrors the find-
ings for voxel fraction. Individual functional connectivity ROIs and the group
functional connectivity ROIs were not statistically significantly different in any of
the comparisons made (for all ROIs, p > 0.5). The two methods worked equally
well in localizing task- active FEF and iPCS in the frontal cortex (also see Figure
4.9). Furthermore, both connectivity methods worked significantly better than the
Talairach method for localizing FEF and iPCS activation in VSTM (in FEF during
VSTM: t(14) = 2.31, p < 0.05 and t(14) = 2.70, p < 0.05; in iPCS during VSTM:
t(14) = 4.29, p < 0.01 and t(14) = 4.30, p < 0.01). The individual subject functional
connectivity method was also significantly better than the Talaraich method for lo-
calizing iPCS activation inMOT (in iPCS duringMOT: t(14) = 2.26, p < 0.05). Taken
together, these data suggested that resting-state functional connectivity analysis,
when used in individual subjects or averaged from large group of subjects, proved
to be a reliable tool that identified distinct behavior relevant areas in the dorsal
attention network. Furthermore, the ROIs identified from functional connectivity
worked significantly better than the Talairach method. Resting-state functional
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connectivity can be used as a functional localizer to form independent hypotheses
about ROI definitions which would prove useful in understanding the functional
organization of the cortical networks in individual subjects.
Given that there were individual differences in activity level during the MOT
and VSTM tasks, the number of significantly active voxels would largely depend
on the chosen statistical threshold for activation, we performed a parametric study
to test the robustness of these ROIs. In this study, we varied the significance thresh-
old and selected four commonly used statistical threshold p < 0.1, p < 0.05, p < 0.01
and p < 0.001 and analyzed whether the effectiveness of the ROIs changed dra-
matically with varying threshold on task-induced activation levels. Given that the
total number of voxels was constant in each ROI, we expected the proportion voxel
overlap to be monotonically decreasing as the significance threshold increased.
However, we wanted to study whether the individual and group functional con-
nectivity ROIs would continue to be superior to the Talairach ROIs. The results
of the parametric study are summarized in Figure 4.9, with each panel illustrating
one of the frontal ROIs in a particular attention task. Indeed, we observed that as
the statistical threshold for task-induced activation increased, all ROIs were less
effective in capturing the major loci of activation, regardless of which ROI was in
examination, which attention task was used as benchmark or which method the
ROI came about with. Importantly, across all ROIs and all statistical thresholds
examined, the individual and group functional connectivity ROIs were equally
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effective in capturing the loci of attention activation; the Talairach ROIs exhibited
a lower degree of overlap with the attention task activations. These results con-
firmed our previous results that resting-state functional connectivity can be used to
localize frontal regions within the dorsal attention network in individual subjects.
Connectivity patterns from individual and group functional connectivity analyses
did not differ significantly, but were both significantly better than ROIs defined
from Talairach coordinates. Furthermore, this superiority of this method was not
sensitive to themagnitude of task-induced activation as it was robust across a large
range of statistical thresholds tested.
4.5 Discussion
The goal of this study was to develop and test functional connectivity methods
for functionally identifying regions of interest within the prefrontal regions of the
dorsal attentional network for individual subjects. The primary motivation is that
the use of individualized ROIs in posterior cortical areas has substantially boosted
statistical power or equivalently, reduced the number of subjects needed to obtain a
level of statistical power. If individual prefrontal ROIs can be efficiently identified,
this may reduce scan costs, permit effective studies of smaller populations, reveal
individual differences across subjects, and potentially reveal a finer-scale parcel-
lation of prefrontal cortex than is presently known. Here we demonstrated that
seed-based methods using either MT+ seeds or visuotopic IPS seeds were largely
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effective in identifying prefrontal ROIs of the dorsal attentional network in many,
but not all subjects. In some cases where one seed failed to reveal the ROIs, the
other seed proved effective. In other cases, both seeds succeeded (or failed) simi-
larly. The former cases likely reflect conditions where one of the seeds was poorly
defined; the latter cases demonstrate that while the quality of the resting state data
is a significant factor in the success of this approach, it works well for the majority
of the subjects.
Cross-hemispheric communication is observed through both functional and
structural connectivity (Davis et al., 2012). The second set of analyses focused on
the use of contralateral hemisphere seeds. While these seeds were generally some-
what less effective than seeds from the ipsilateral hemisphere, they were generally
effective and could potentially serve as back-up seeds in cases when the ipsilat-
eral seeds are ineffective. Having demonstrated that the individualized functional
connectivity approach could define prefrontal ROIs, we sought to validate these
ROIs by using them to analyze two sets of visual attentional/short-term memory
tasks and comparing the effectiveness of these ROIs with two other methods of
defining ROIs: group functional connectivity results taken from a recent cortical
parcellation obtained from 1000 subjects; and growing ROIs on the cortical surface
of each subject using Talairach coordinates as ROI centroids. We observed that both
the individualized functional connectivity and the group functional connectivity
methods significantly outperformed the Talairach based methods in nearly ever
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analysis of percent signal change or fraction of voxels activated. This demonstrates
the utility of the functional connectivity based methods for defining prefrontal
ROIs.
Traditionally, functionally-defined ROIs are defined on the basis of task data.
While retinotopic methods have proven reasonably efficient for identifying a large
number of visuotopicallymapped cortical areas (Engel et al., 1994; Silver et al., 2005;
Swisher et al., 2007), other task-based functional ROI definitions are often rather
inefficient, revealing only one or a small number of distinct ROIs and requiring a
substantial amount of scan time. One potential advantage of using resting-state
functional connectivity data to functionally define ROIs is that it typically requires
only about 10 minutes of scan time and the use of different seeds has the potential
to reveal components of several different brain networks (Biswal et al., 1995; Fox
et al., 2005; Dijk et al., 2010). The present results demonstrate that individualized
functional connectivity approach canbe very effective. These results reflect an early,
but significant step forward in the development and validation of these methods.
The ROIs derived from the group-average functional connectivity parcellation
(Yeo et al., 2011) also performed very well in the present analysis. This approach
offers two key advantages over the individualized functional connectivity anal-
ysis. First, since this parcellation has already been defined and can be mapped
onto individual cortical hemispheres (within Freesurfer), it does not require any
data additional data collection. Second, this method yields robust ROIs even for
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subjects with poor functional connectivity data, a weakness of the individualized
approach. However, it is limited to reveal only those regions identified in the
group parcellation (Yeo et al., 2011) and thus may fail to reveal other regions that
participate in a task, but which do not belong to a specific network parcellation.
For instance, the VSTM task activates not only FEF and iPCS, but also vlPFC,
dlPFC, and SMA in frontal cortex; however, these regions are not distinguished
on the parcellation maps. In contrast, the individualized approach yields a much
more complete network of attention related areas, particularly in the best subjects.
Thus it may be best to view the individualized and group-averaged functional
connectivity approaches as complementary methods.
The present results represent a first step in the application of the individualized
functional connectivity approach to ROI definition. The results are strong, but there
is room for advancements on several fronts. In the best subjects, this approach
yields beautifully robust definitions of all or nearly all of the important cortical
components of the dorsal and even ventral attention networks. However, in the
worst subjects, very little is revealed. In a minority of the cases, this appears to
reflect a poor seed choice and alternate seeds are effective. A second issue is that
the functional connectivity data itself is poor for some (a minority of) subjects. One
approach is to collect more functional connectivity data. Currently, the standard
is to collect 10 − 12 minutes of resting state data (Dijk et al., 2010; Yeo et al.,
2011). Doubling that would not add substantially to the scan costs, particularly if
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the payoff is to reduce the number of subjects needed for a study (as a result of
enhanced functional SNR produced by the use of the ROIs). This approach seems
promising for a sub-population of our subjects. On the other hand, the subjects
for who the functional connectivity methods were less than robust also tended to
produce weak task-related activation. “Poor activators” are well-known, but little
discussed in the fMRI literature. Exclusion of subjects who fail to yield strong
resting-state networks seems unlikely to negatively impact study power and may
actually enhance it.
4.6 Conclusions
In this study, weperformed resting-state functional analysis experiments to identify
the dorsal attention network in individual subjects and investigated the robustness
and behavioral relevance of the obtained networks. Our data suggested that among
the seeds we examined, the broad PPC seed most reliably identified the network
across subjects, likely due to its larger size compared to the other two seeds, while
the Talairach seeds take from published data (Culham et al., 1998; Jovicich et al.,
2001) was the least reliable. Since the broad PPC seed was defined from published
a group average map (Yeo et al., 2011), it offers two key advantages over using
a IPS0-4 seed functionally defined (Swisher et al., 2007) on each subject: the PPC
seed does not require fMRI data collection for the seed definition and the seed ROI
is well defined for all subjects. In contrast, the IPS0-4 seed requires retinotopic
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scanning on each subject and the quality of these maps and thus the seeds can vary
across individuals. The ROIs defined from these three methods were applied to
analyze MOT and VSTM task activations. The individual and group resting-state
functional approaches worked significantly better than the Talairach method in
identifying frontal components and extracting signal within the dorsal attention
networks in individual subjects. Taken together, these results strongly advocate
the use of rsFC fMRI as an independent means to localize behaviorally relevant
regions of the dorsal attention network.
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Figure 4·1: Visual seed regions used in resting-state functional con-
nectivity analyses. A,B, lateral andposterior viewsof left-hemisphere
MT functionally localized by the MOT task in individual subjects.
MOT contrasts activity during tracking four randomly moving discs
to a passive viewing baseline, thresholded at p < 0.05, uncorrected.
C, IPS0-4 in individual subjects localized by standard retinotopic
mapping. Color reversals defines the borders of each contralateral
map, thresholded at p < 0.05, uncorrected. D, MT seed defined
from published Talairachs coordinates of MT. Each area was dilated
30mm from the published centroids. Projected from MNI space to
individual subject brain. E, PPC seed from published whole brain
parcellation from functional connectivity (Yeo et al., 2011). The PPC
seed contained posterior portion of Network 3 in the 7-Network-
1000-subject parcellation. Projected from MNI space to individual
subject brain.
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Figure 4·2: Correlation maps of resting-state functional connectivity
analyses using functionally-localizedLHMT+ seeds and IPS0-4 seeds
A,B,C in three individual subjects, and D, group-averaged over 15
subjects inMNI space. Indidividual correlationmaps are thresholded
at p < 0.001. Group average correlation maps are thresholded at
z > 0.15.
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Figure 4·3: Correlation maps of resting-state functional connectivity
analyses using functionally-localized LH IPS0-4 seeds and RH IPS0-4
seeds A,B,C in three individual subjects, and D, group-averaged over
15 subjects in MNI space. Individual correlation maps are thresh-
olded at p < 0.001. Group average correlation maps are thresholded
at z > 0.15
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Figure 4·4: Correlation maps of resting-state functional connectivity
analyses, group-averaged across 15 subjects using A, functionally-
localized IPS0-4 seeds (Figure 4.1C), B, seed regions from published
Talairach coordinates (Figure 4.1D), and C, seed regions from pub-
lished whole brain parcellation (Figure 4.1E). Group average corre-
lation maps are thresholded at z > 0.15. All seeds were ipsilateral to
the displayed hemispheres.
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Figure 4·5: Behavioral relevance of anterior components (FEF and
iPCS) of dorsal attention network obtained by rsFC. Columns from
left to right: Frontal ROIs defined by group functional connectivity
(N = 1000) (Yeo et al., 2011); rsFC network with ipsilateral IPS0-4
seeds; VSTM task activation (p < 0.05), and a zoomed-in view of
labels overlayed on top of vSTM task activation in three individual
subjects (A, B, C) and averaged to MNI305 brain (D).
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Figure 4·6: Total voxels significantly activated (p < 0.05) during A,
MOT task and B, VSTM task within the FEF and iPCS ROIs obtained
from individual rsFC (black bars), group rsFC (N = 1000) (gray bars),
and Talaraich coordinates (open bars).
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Figure 4·7: Percent of voxels significantly activated (p < 0.05) dur-
ing A, MOT task and B, VSTM task within the FEF and iPCS ROIs
obtained from individual rsFC (black bars), group rsFC (N = 1000)
(gray bars), and Talaraich coordinates (open bars). Calculated by
total number of voxels significantly activated during task within a
given ROI divided by the total number of voxels within the ROI.
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Figure 4·8: Percent signal change during A, MOT task and B, VSTM
task within the FEF and iPCS ROIs obtained from individual rsFC
(black bars), group rsFC (N = 1000) (gray bars), and Talaraich coor-
dinates (open bars).
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Figure 4·9: Percent of voxels significantly activated with respect to
an increasing statistical threshold (p < 0.05, p < 0.1, p < 0.01 and
p < 0.001) in A, FEF during MOT task, B, iPCS during MOT task,
C, FEF during VSTM task, and D, iPCS during VSTM task. ROIs
were obtained from individual rsFC (solid lines), group rsFC (N =
1000) from (Yeo et al., 2011) (dashed lines), and Talairach coordinates
(dotted dashed lines).
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Chapter 5
Resting-state functional connectivity
networks from visual and auditory-dominant
seeds reveal modality-specific regions of
lateral prefrontal cortex.
5.1 Abstract
The human premotor cortex supports diverse cognitive processes, including atten-
tion, short-termmemory and response selection; however, the functional organiza-
tion of premotor cortex is understoodonly coarsely. Moreover, cognitive processing
within premotor cortex is widely believed to be independent of stimulus modality.
However, it is possible that functional distinctions have been spatially blurred and
thus obscured by group-averaging data analysis methods. Here, to investigate the
specificity of premotor regions activity to input modality, we performed resting-
state functional connectivity (rs-FC) analysis on individual subjects using one seed
region defined by visuotopic mapping and one seed region defined by auditory
task activation. rs-FC analysis using the vision-defined seed reveals a dorsal at-
tention network including two distinct regions in premotor cortex in the superior
and inferior precentral sulcus (supPCS, infPCS). rs-FC analysis using the audition-
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defined seed reveals a network that includes a region on the transverse gyrus of
premotor cortex (PMtrans) that divides supPCS from infPCS. PMTrans is observed
bilaterally and appears to reflect a functionally distinct region of premotor cortex.
To investigate the functional roles of these frontal areas, we performed a visual
short-term memory task, a visual spatial attention task, and an auditory spatial
attention task. The task activation patterns validate the finding of an auditory at-
tention region, PMtrans, nestled between two visual attention regions, supPCS and
infPCS. These findings further our understanding of the functional organization of
the lateral frontal cortical areas that support perception and cognition.
5.2 Introduction
Our brain is a complex network of spatially distributed, but functionally linked
regions. Each of these regions may have a unique function and exhibit distinct
responses during a task. However, all areas of the brain share information and
maintain ongoing communication with one another with andwithout the presence
of a task or stimuli. While traditional fMRI studies that contrast BOLD activity
in individual voxels under multiple experimental conditions during task-response
paradigms provide much insight about the functional role of each brain area, a
growing body of research look at the temporal correlations of activity patterns in
anatomically separated brain areas at rest, which allows non-invasive examination
of the functional communication and connectivity in the brain. This examination
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of functional connectivity at rest is important because it reflects the ongoing infor-
mation shared and integrated between non-neighboring cortical areas. The whole
brain analysis of correlation patterns can reveal large-scale neuronal communica-
tion and provide insight about different cortical networks that are behaviorally
relevant.
Consistentwith evidence from task-response fMRI studies, properties of resting-
state functional connectivity suggest that the brain is organized into multiple func-
tionally distinct, and potentially competing cortical networks. The seminal fMRI
functional connectivity study (Biswal et al., 1995) looked at spontaneous low fre-
quency fluctuations in the BOLD signal in the primary motor cortex observed that
the time course of low frequency fluctuations in the primary motor cortices in the
left and right hemispheres of the two resting brain showed a high degree of tem-
poral correlation. Furthermore, they reported observing similar fluctuations in the
auditory and in the visual cortex and hypothesized that the functional connectivity
demonstrated in the motor cortex was a general phenomenon that reflected ongo-
ing communication at rest between brain areas within the same network. These
findings were later replicated in the auditory and visual cortices, the sensorimo-
tor areas, the language regions as well as higher order cortical networks such as
the dorsal attention network, the default mode network and the frontal-parietal
control network (Cordes et al., 2000; Dijk et al., 2010; Yeo et al., 2011; Greicius
et al., 2003; Damoiseaux et al., 2006; Fox and Raichle, 2007; Buckner and Vincent,
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2007; Biswal et al., 1997; Buckner et al., 2008; Vincent et al., 2008). Of the networks
identified by resting-state functional connectivity, the best studied are the dorsal
attention network and the defaultmode network. Areaswithin these two networks
exhibited opposite activation directions in task fMRI studies and anti-correlations
in resting-state functional connectivity. Thus, they are thought to be opposing
brain networks that compete with each other with and without task and external
stimuli. However, these studies focused on the large-scale group-averaged cortical
networks that exhibited major differences in their functional responses in behavior
paradigms and low-level sensory areas were often found to be exclusively corre-
lated with themselves and their homologues in the opposite hemisphere (Biswal
et al., 1995; Yeo et al., 2011; Cordes et al., 2000; Anderson et al., 2010).
In Chapter Four of this thesis, we investigated the identification of the dorsal
attention network with resting-state functional connectivity in individual subjects
and the feasibility of using resting-state functional connectivity as an independent
means to localize behaviorally relevant frontal and prefrontal components of the
dorsal attention network in individual subjects in the face of large variations in the
anatomical organization of frontal cortex. We validated the use of visuotopically
defined intraparietal areas IPS0-4 as seeds to identify the dorsal attention networks
in individual subjects. In this study, we set out to use the same functional connectiv-
ity approach and within-subject analyses to study the cortical network associated
with an auditory seed region and its relation to the predominantly visual dorsal
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attention system. To define an auditory seed area functionally analogous to the
visual IPS used in Chapter Four, we employed the auditory spatial attention task
from Chapters Two and Three as a functional localizer and selected voxels near the
anatomical STG that showed an increase in activity during attention compared to
passive listening of the identical stimuli. Indeed, we observed a high correlation
between the STG seed region and itself and its contralateral homologue, which
was consistent with other functional connectivity studies. Notably, we identified
an additional frontal region that was consistently correlated with the STG seeds in
individual subjects. This region was observed bilaterally, andwas located at the in-
tersection of precentral sulcus / gyrus (PreCS/PreCG) and posterior middle frontal
gyrus (PMTrans). Interestingly, the PMTrans area correlated with the auditory STG
seeds lay nested between the two frontal regions (i.e. frontal eye field (FEF) and
inferior precentral sulcus (iPCS)) in the dorsal attention network functionally con-
nected with the visual IPS seeds. The PMTrans was topographically distinct with
both FEF and iPCS and exhibited minimal overlapping within individual subjects.
The functional role of PMTrans may be related to aspects of temporal processing
or verbal working memory, but further investigation of the prefrontal hierarchy
is required to understand the precise structural and functional relation PMTrans
have with the auditory system.
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5.3 Materials and Methods
Subjects: Ten right-handed (5 females) subjects, ages 18 − 30 years old, were re-
cruited from the BU community. Before participating in the experiments, subjects
gave written informed consent as overseen by the Charles River Campus Institu-
tional Review Board and Massachusetts General Hospital, Partners Community
Healthcare. All subjects reported normal or corrected-to-normal vision. Each
subject participated in four types of scans: structural MRI for the purpose of re-
constructing cortical hemispheres, resting-state scans, motion localizer scans, and
visuotopic mapping scans. In addition, ten out of the 16 (six females) subjects also
participated in an auditory functional localizer.
MR image acquisition: Imaging was performed at the Martinos Center for
Biomedical Imaging at Massachusetts General Hospital on a 3T Siemens Tim Trio
scannerwith 12-channel (auditory scans only) or 32-channel (all other scans)matrix
coils. A high-resolution (1.0 × 1.0 × 1.3 mm) MP-RAGE structural scan (Echo Time
(TE)= 3.47 ms, Repetition Time (TR)= 2530 ms, flip angle = 7◦) was acquired for
each subject. The cortical surface of each hemisphere was computationally recon-
structed from this anatomical volume using FreeSurfer software (Dale et al., 1999;
Fischl et al., 2001; Fischl et al., 1999a; Fischl et al., 1999b). To register functional data
to the three-dimensional reconstruction, T1-weighted echo planar images were ac-
quired using the same slice prescription as in the T2∗-weighted functional scans.
For functional studies, T2∗-weighted gradient echo, echo-planar images were col-
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lected using 42 3mm slices, oriented approximately in the axial plane (TE 30ms, TR
2600 ms, in plane resolution 3.125 × 3.125 mm, flip angle 30◦). Functional images
were collected using prospective acquisition correction (PACE) to automatically
correct for subject head motion (Thesen et al., 2000).
Resting-state functional scans. Two runs (139 time points each, duration = 367.4
s) of resting-state functional scans were acquired from each subject. No visual or
auditory stimuli were provided except for a white fixation dot on the center of a
black screen. During the scans, subjects were instructed to relax and let their minds
wander freely while maintaining their eye gaze on the fixation dot. They were also
instructed not to perform internal repetitive tasks such as counting silently.
Auditory spatial attention task. BOLD signal in Primary and secondary auditory
cortex is modulated by auditory attention (Pugh et al., 1996). To functionally
localize this region, we employed an auditory 1-back task with two simultaneous
digit streams. Subjects were instructed to direct their attention to one of the two
spatially separated digit streams anddetect a 1-back repeat in the target stream. The
contrast of interest here compares spatially directed attention with a non-spatial
tone detection baseline (attend > baseline). Each run took 160 time points (TR = 2.1
sec) or 5 minutes and 36 seconds.
Visuotopicmapping scans. Weperformed four to six visuotopicmapping scans for
each individual subject using a standard polar angle mapping scan with rotating
wedge of checkerboard stimuli to identify visuotopically mapped parietal and
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occipital areas. Phase-encoded retinotopic mapping (DeYoe et al., 1996; Engel et al.,
1994; Sereno et al., 1995) used a temporally periodic stimulus to induce changes
in neural activity at the same frequency in voxels biased to respond to stimulation
of a particular region of the visual field. In retinotopic mapping, subjects viewed
a multi-colored flashing checkerboard background either with a wedge rotating
around fixation on polar anglemapping scans, or with an expanding or contracting
annulus on eccentricity mapping scans. The periodicity of both types of stimuli
periodicity was 55.47 s (12 cycles = 665.6 s). We alternated between clockwise
and counterclockwise rotation (or expansion and contraction) on all runs. Subjects
were instructed to fixate on a small (8 arcmin) dot in the center of the screen and
to respond with a button press whenever the fixation point dimmed. Dimming
events occurred at random intervals throughout the scan, every 4.5 s, on average
(Swisher et al., 2007).
Analysis of fMRI data: block design. FunctionaldatawasanalyzedusingFreesurfer/FS-
FAST (CorTech Inc.). All subject data was intensity normalized (Cox and Hyde,
1997). Resting-state data was motion-corrected using AFNI (Cox, 1996) and spa-
tially smoothedwith an 8mm full-width half-maximum (FWHM)Gaussian kernel.
All other functional data was smoothed with a 3 mm FWHM Gaussian kernel.
Analysis of the functional scans used standard procedures and Freesurfer FS-FAST
software. Scan time series were analyzed voxel by voxel using a general linear
model (GLM) whose regressors matched the time course of the experimental con-
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ditions. The canonical hemodynamic response function was convolved with the
regressors before fitting (Cohen, 1997); this canonical response was modeled by a γ
function with a delay of δ = 2.25 s and decay time constant of τ = 1.25. A contrast
between different conditions produced t-statistics for each voxel for each subject,
which were converted into significance values and projected onto the subject’s re-
constructed cortical surface. Random effects group analysis was performed using
surface-based averaging techniques. In this analysis, the beta weights of all regres-
sors produced by individual subject GLMs at the first level were projected onto
the individual subjects’ reconstructed cortical surfaces. These individual surfaces
were then be morphed onto a common spherical coordinate system (Fischl et al.,
2001; Fischl et al., 1999a) based on sulci and gyri structures. Parameter estimates
were then combined at the second level (across all subjects) via t-tests (Buchel
et al., 1998). In resting-state scans, no regressors were specified for experimental
conditions.
Analysis of fMRI data: visuotopic mapping. In the phase-encoded retinotopic
mapping, amplitude of the response at the stimulus frequency relative to the back-
ground spectrum determines of significance of the modulation. An F test was
performed for each voxel to test for a difference between the power at the stimulus
frequency and the power of the other frequencies in the time series. The phase
of the response encodes the spatial position of the receptive field of the voxel.
For significantly active voxels, the phase of this estimated sinusoid is calculated
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by taking the Fourier Transform of the time series directly. The phase estimate
was combined across clockwise and counterclockwise runs for polar mapping by
taking the complex conjugate of the signal estimates in the counterclockwise runs,
thereby reflecting the phase about 0 (Sereno et al., 1995), summing the resulting
estimates across all runs via simple vector addition, and then reporting the phase
of the resulting vector sum.
Analysis of fMRI data: Individual and group seed-based rsFC analysis. In functional
connectivity analysis, correlations between a seed region and all voxels in the brain
were computed, yielding a whole brain map showing the correlation strength
between the signals in the seed region and that from each voxel. Prior to analyzing
correlations in the data; the time-domain signals was bandpass filtered (0.01 Hz
< f < 0.08 Hz) to extract the low-frequency components; and linear regression
removed covariates that were not of interest (signals in white matter, cerebral
spinal fluid, and global signal changes). BOLD signal from all voxels within the
seed ROI was averaged to yield an ROI seed time-course. In the seed-to-voxel
correlation analysis, the sample correlation coefficient r was calculated for each
voxel of the brain by the formula
r =
∑(
Xi − X¯
) (
Yi − Y¯
)
√∑
i
(
Xi − X¯
)2√∑
i
(
Yi − Y¯
)2 ,
where X is the averaged signal from the seed ROI and Y is the signal from the
destination voxel. The distribution of correlation coefficients r was mapped into
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z-scores through Fisher-z transformation:
z =
ln(1 + r) − ln(1 − r)
2
.
The resulting z variable has a Gaussian distribution with a known standard error
of δz = 1/
√
N − 3, whereN denotes the degrees of freedom in the sample. The 95%
confidence intervals (CI) of zwere calculated and thenmappedback into correlation
rwithan inverse Fisher-z transformation. The zmapswerevisualizedon individual
subjects’ cortical surfaces as well as averaged in the common spherical space on a
group level and visualized on a canonical cortical surface.
Seed definitions for resting-state functional connectivity analysis. In this experi-
ment, we focused on studying the resting-state connectivity patterns correlated
with visual and auditory seeds in individual subjects. Specifically, we investi-
gated whether cortical areas functionally connected to primarily visual seed areas
overlapped with regions connected to primarily auditory seed areas. In this anal-
ysis, we adopted regions of interest (ROIs) that were functionally defined for each
hemisphere of each individual subject on their reconstructed cortical mesh as seed
regions. We defined five visuotopic sub-regions in the posterior parietal cortex
(IPS0-IPS4), each of which corresponded to underlying visual maps, identified by
standard retinotopic mapping scans. These areas were defined by phase reversals
of each hemifield map under the limits of significant (p < 0.05) angular response.
For auditory seed regions, we use anatomical landmarks to guide our selection
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process. We selected voxels significantly activated (p < 0.05, FDR corrected) dur-
ing auditory spatial attention compared to a non-spatial tone detection baseline in
the vicinity of superior temporal gyrus (STG) (Figure 5.1). For details, see Chapter
Two.
Stimulus presentation and behavioral response data collection: A MacBook Pro lap-
top running Python (www.python.org) with VisionEgg (www.visionegg.org) soft-
ware packages (Straw, 2008) was used to drive visual stimulus presentation and
collect subject responses. Visual stimuli were projected (liquid crystal displays)
into the magnet bore onto a rear projection screen (Da-Plex, Da-Lite Screen) and
viewed via an adjustable mirror placed at 45◦. The screen lies at a viewing dis-
tance of 90 cm and the projected images extend across a visual angle of roughly
15◦ radius horizontally and 12◦ radius vertically. Auditory stimuli were gener-
ated and presented using Matlab software (The Mathworks, Natick, MA) with
Psychophysics Toolbox (www.psychtoolbox.org) through an audio system (MR-
confon, www.mr-confon.de) including control unit, audio amplifier, DA converter,
and MR-compatible headphones/earmuffs. Subject responses inside the MR scan-
ner were collected using an MR-compatible button box.
5.4 Results
In Chapter Three of this thesis, we contrasted an auditory spatial attention task
and a visual task with similar task paradigm and reported the same frontal and
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lateral prefrontal structures supporting the two tasks. We argued that these areas
may support general purpose attention andworkingmemory processes and do not
differentiate between the modality of the stimuli. However, an attention task may
recruit multiple areas, each from a different network, to work together. Intrinsic
connectivity calculated from resting-stating data may reveal dissociations of these
areas even though task responsemaynot. Here,we investigatedwhether prefrontal
cortical areas functionally connected to primarily visual seed areas overlapped
with regions connected to primarily auditory seed areas. We hypothesized that, at
resting-state, without external stimuli or tasks, one subset of the lateral prefrontal
cortical structures may exhibit stronger functional connectivity to the primarily
visual IPS0-4 seeds. On the other hand, another subset of the lateral prefrontal
cortex may exhibit stronger functional connectivity to the primarily auditory STG
seeds. We further hypothesized that lateral prefrontal structures may contain
complementary subareas that were functionally connected to either the visual or
the auditory seeds more strongly, even if these areas did not show significant
differences in auditory and visual attention tasks discussed in Chapter Three.
5.4.1 Resting-state correlation maps associated with the visual and auditory
seed regions
The averaged (N = 10) significancemapswith individual IPS0-4 seeds (Figure 5.2A)
and with individual STG seeds (Figure 5.2B) were summarized in Figure 5.2. Both
the IPS0-4 seeds (Figure 4.1C) and the STG seeds (Figure 5.2B) were functionally
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localized in individual subjects by retinotopic mapping and an auditory spatial
attention task, respectively (for details, see Methods). The functional connectivity
network from IPS0-4 seeds, measured by statistical significance of the correlation
values with IPS0-4 seeds (Figure 5.2A), replicated our own results described in
Figure 4.4A. This network included a large parietal swath and two distinct frontal
areas in the FEF and iPCS. The connectivity network associated with auditory STG
seed (Figure 5.2B), however, largely spared the parietal cortex. Consistent with
previous functional connectivity analyses (Cordes et al., 2000; Biswal et al., 1997)
using auditory seed regions, we observed that the STG seed was most strongly
correlated with itself and its homologue in the opposite hemisphere. However, we
also observed several additional areas in the frontal and prefrontal cortex that were
correlated with the STG seeds (Figure 5.2B). The structures functionally connected
with STGseeds centered on areas adjacent to the seeds, including superior temporal
sulcus (STS) and extended posteriorly to lateral occipital, and anteriorly to the
insula cortex, inferior frontal gyrus and the junction of precentral sulcus andmiddle
frontal gyrus.
5.4.2 Regions of overlap between networks correlated with the visual and au-
ditory seeds
To investigate how spatially distinct the prefrontal structures functionally con-
nected with the visual IPS and the auditory STG seed are, we performed a con-
junction analysis. First, we masked all voxels that did not show strong functional
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connectivity (z < 0.15) with either seed. For the remaining areas, we color-coded
areas based on their connectivity strengths with the two seeds, respectively. The
result of the conjunction analysis was summarized in Figure 5.2C. Areas shown
in red (Figure 5.2C) were functionally connected exclusively with IPS0-4 seeds but
not STG seeds. These areas included large portions of the posterior parietal cortex
and middle temporal areas, as well as FEF and iPCS in the frontal cortex. On the
other hand, areas shown in greenwere functionally connectedwith only STG seeds
but not IPS0-4 seeds. These areas included superior temporal cortex and adjacent
insula cortex and posterior middle frontal gyrus (PMTrans) in the frontal lobe.
Regions shown in yellow represent areas that were functionally connected with
both visual and auditory seed regions. In the frontal cortex, the FEF and iPCS that
were exclusively connected with IPS0-4 seeds resembles frontal components from
the dorsal attention network. However, the frontal area functionally connected to
the auditory STG seeds was slightly posterior to the visual ones and was located
at the junction of precentral sulcus (PreCS) and posterior portion of middle frontal
gyrus (PMTrans). The PMTrans area identified was nested between but did not
overlap with FEF or iPCS (Figure 5.2C). We confirmed this finding in individual
subject correlation maps and the results was summarized in Figure 5.3 (thresh-
olded at a significance level of p < 0.05). Figure 5.3 revealed similar distinctions
of functional connectivity patterns in the forntal cortex associated with the IPS0-4
and STG seeds in two individual left hemispheres (Figure 5.3, AB) and two right
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hemispheres (Figure 5.3, CD). In individual subjects, the precise loci of the three
lateral prefrontal structures varied. However, the PMTrans area correlated with
the auditory STG seeds remained nested in between the two visually connected
areas, and lay slightly posterior to the two visually identified areas in the precentral
sulcus.
To quantitatively assess the extent of overlap between the posterior middle
frontal gyrus (PMTrans) areas correlated with the auditory STG seeds and the
neighboring areas FEF and iPCS identified by the visual IPS0-4 seeds, we calcu-
lated the percent voxel overlap between PMTrans and both of its visual neighbors.
Specifically, for each individual subject hemisphere, we generated two additional
ROIs by taking the intersection of the PMTrans and FEF, PMTrans and iPCS, repec-
tively. Then we calculated the proportion of voxels in the two intersections ROIs
with respect to the total number of voxels in the PMTrans ROI on the same hemi-
sphere. Note that all three ROIs in this analysis were defined by functional con-
nectivity analysis of the same resting state data and only that ROIs from the same
hemisphere were compared directly. Visual inspection of conjunction maps (Fig-
ure 5.2 and Figure 5.3) suggested that the overlap between the auditory PMTrans
and both visual areas were minimal in individual subjects (Figure 5.3ABCD) and
on a group level (Figure 5.2C). The PMTrans did not overlap with either FEF or
iPCS more widely. There were also no marked differences between the areas of
overlap in two hemispheres. Indeed, the quantitative analysis of percent voxels
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overlap echoed these visually examined patterns. Figure 5.4 summarizes the per-
cent of PMTrans voxels overlapping with ipsilateral FEF and iPCS, respectively.
The degree of overlap remained low in all four hemi ROIs. The overlap between
PMTrans and FEF averaged 17% (Figure 5.4, solid bars) across the two hemispheres,
and the overlap between PMTrans and iPCS averaged 12% (Figure 5.4, open bars)
across the two hemispheres. There was no significant difference in the lack of
overlap between the hemispheres for either ROI FEF: t(9) = 1.257, t > 0.1; iPCS
t(9) = 0.044, p > 0.1. These results support the hypothesis that the PMTrans area
identified through functional connectivity with auditory STG was topographically
distinct with the FEF and iPCS structures identified by the visual IPS0-4 seeds.
5.4.3 Behavioral relevance of the visual and auditory network regions in the
premotor cortex
FEF and iPCS has been identified repeated as part of the dorsal attention network
(DAN) from previous work especially in visual attention tasks. To further inves-
tigate the behavioral relevance of these two predominantly “visual” ROIs and the
“auditory” PMTrans ROI identified by rs-FC, we looked at their activity during at-
tention tasks. We calculated the task-relatedpercent signal increase in all three areas
in a visual attention task (MOT), a visual short-term memory task (VSTM), and an
auditory spatial attention task (AUD) and the resultswas summarized in Figure 5.5.
Figure 5.5A re-plotted the three frontal ROIs identified from rs-FC from Figure 5.2C
and Figure 5.5B summarized the percent signal changes from the task activations in
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the three tasks. Again, all three ROIs in this analysis were defined by resting-state
functional connectivity analysis using data from the same scan. An ANOVA re-
vealed significant interactions between tasks and ROIs (F(2, 18) = 30.4, p < 0.001),
as well as hemispheres and ROIs (F(2, 18) = 5.46,P < 0.05). Upon subsequent
ANOVA on each individual ROI, we found that both FEF and PMTrans revealed
significant effect of tasks (F(1, 9) = 33.12, p < 0.001 and F(1, 9) = 12.804, p < 0.01,
respectively). However, we only found trending significance of task and hemi-
sphere interaction for iPCS (F(1, 9) = 5.00, p = 0.05) and no main effects of task.
Also, activity in FEFwas the only place that showed a significant hemisphere effect
(F(1, 9) = 11.79, p > 0.01), but did not show any interaction between hemisphere
and task. Thus we collapsed the data from the two hemispheres and the results
were summarized in Figure 5.5B. The red bars in Figure 5.5B represented activity in
the “visual” ROIs and the green bars represented activity in the “auditory” ROIs.
The “visual” ROIs in the premotor cortex exhibited greater activity in the two visual
tasks compared to the auditory attention task.
5.5 Discussion
The major contribution of this chapter is the contrasting investigation of resting-
state functional networks from primarily visual and primarily auditory seed re-
gions in individual subjects. This analysis revealed a PMTrans area whose spon-
taneous activity was temporally correlated with that of the STG seed region. The
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identifiedPMTranswas bilateral and largely symmetric across the two hemispheres
in terms of location and size. Critically, the PMTrans area functionally connected
with the auditory STG seeds was located at the posterior end of middle frontal
gyrus, an area that did not overlap with any frontal components within the dorsal
attention network in individual subjects. Instead, PMTrans was nested in between
FEF and iPCS – areas that were correlated with the visual IPS seeds in resting-state.
These distinctions in functional connectivity in the prefrontal structures may sug-
gest domain-specific biases in spatial and temporal processing aspects of working
memory and cognitive control. Our functional task investigations confirmed the
resting-state findings of interleaved functionally segregated visual-attention and
auditory-attention regions within lateral frontal cortex.
5.5.1 Auditory and visual processing in the frontal cortex
Topographic mapping of exogenous space is a much more intrinsic feature in the
visual system (Engel et al., 1997; Sereno et al., 1995; Tootell et al., 1997; Swisher et al.,
2007) compared to the auditory system, where the fundamental decomposition of
the stimuli lay on the tonotopic axis (Middlebrooks and Pettigrew, 1981; Imig et al.,
1990). This distinction between the two modalities poses the important question
of how auditory space is encoded on the cortical level (Middlebrooks et al., 1998;
Recanzone, 2000; Romanski et al., 2000). This question was addressed in Chapter
Three of the thesis byusing task-response paradigmsand studied cortical activation
patterns elicited by an auditory and visual task. We observed equivalent activation
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patterns in the frontal cortex when the task demands were similar but the stimulus
modality was different. This led to our conclusion that beyond the more sensory-
driven activities observed in the temporal and parietal lobes, spatial attention
mechanisms in the frontal lobe performed their computations independent of the
sensory modality of the stimuli.
However, task-induced activations could be biased by cognitive processing re-
quired in task performance, and may not solely reflect the intrinsic organization
with which each area was most strongly associated. Contrary to the findings of
Chapter Three, the findings in this study argued that there are indeed domain-
specific distinctions between small, neighboring prefrontal areas. These individ-
ually localized ROIs might reveal modality specific task responses that were not
apparent in the prior analyses discussed in Chapter Three. Future research should
revisit those analyses to gain further insights in the relationship of visual and
auditory spatial attention.
5.5.2 Primary and secondary auditory cortex and STG auditory seed
The primary auditory cortex (A1) is the first cortical stage of the auditory afferent
pathway and receives precise tonotopically mapped inputs from the ventral divi-
sion of medial geniculate nucleus (MGN). The secondary auditory cortex, or belt
areas, receive more diffuse inputs from the peripheral divisions of medial genicu-
late nucleus and have a less clear tonotopic organization (Tian et al., 2001; Woods
et al., 2006). Cytoarchitecturally, the primary auditory cortex roughly corresponds
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to Brodmann areas 41 and 42 (Brodmann, 1909) and lies in the posterior half of the
superior temporal gyrus and dives into the anatomical Heschl’s gyrus (transverse
temporal gyrus). In the present study, we used a functionally localized auditory
seed region that showedsignificantly increasedBOLDactivity (p < 0.05) to auditory
attention compared to passive listening of the identical stimuli. Despite individual
variability in their activity level, this STG seed area likely included Heschl’s gyrus,
posterior superior temporal gyrus, part of posterior superior temporal sulcus, and
in some cases, the Wernicke’s area located at the posterior superior temporal gyrus
where the temporal lobe and the parietal lobe meet. This ROI definition would
include primary auditory cortex and at least some part of secondary auditory cor-
tex. This might explain previous accounts that the sensory cortices were solely
correlated within themselves and not other associative cortical areas (Biswal et al.,
1995; Yeo et al., 2011). In this study, our goal is to examine the resting-state cortical
networks associated with the visual and the auditory modality. The interactions
and integrations between the two modalities in task-response paradigms would
need to occur in association areas higher than the low-level sensory cortices. Con-
sequently, adopting these areas (i.e. visuotopic IPS as the visual seeds and broader
STG as the auditory seeds) beyond the sensory cortices alone in the seeds definition
was natural.
Given that the auditory localizer task used monotonized spoken digits as stim-
uli, it was not surprising to see activation in the Wernicke’s area, a key component
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implicated in language reception and Wernicke’s aphasia (Wernicke,1874). How-
ever, the Wernicke’s area was usually present unilaterally in the dominant hemi-
sphere (left hemisphere for most people) while we observed a largely symmetric
auditory activation bilaterally in the auditory localizer. This suggested that the
activation in posterior STG was not a language phenomenon, but one that arisen
from modulation of auditory processing in general. Moreover, the PMTrans ROI
identified via functional connectivity was also observed bilaterally.
5.6 Conclusions
In this study, resting-state functional connectivity networks associated with vi-
sual and auditory-dominant seeds revealed modality-specific regions in the lateral
prefrontal cortex. Lateral prefrontal structures functionally connected exclusively
with the visual IPS0-4 seeds included frontal eye field (FEF) and inferior precentral
sulcus (iPCS), which were key frontal components in the dorsal attention network.
Lateral prefrontal structures functionally connected with the auditory STG seed,
however, did not spatially coincided with the dorsal attention network, but were
nested in between FEF and iPCS at the junction of middle frontal gyrus and precen-
tral sulcus in individual subjects. Our investigation of functional activity in these
areas confirmed PMTrans’s recruitment in auditory attention. Taken together with
their interleaving anatomical locations, we hypothesize that segregated, neighbor-
ing frontal areas may be biased based on the processing demands of the different
164
tasks.
165
Region Mean MNI Coordinates
X Y Z
LH
IPS0 -25 -81 22
IPS1 -20 -78 41
IPS2 -15 -66 48
IPS3 -19 -62 55
IPS4 -22 -54 55
STG -59 -32 8
RH
IPS0 27 -81 29
IPS1 21 -73 42
IPS2 20 -65 55
IPS3 21 -57 59
IPS4 25 -52 58
STG 61 -34 6
Table 5·1: Mean MNI coordinates of IPS0-4 seeds (Figure 4.1C), and
STG seeds (Figure 5.2A).
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Region Mean MNI Coordinates
X Y Z
LH
Vis-FEF -26 -5 44
Vis-iPCS -52 -1 35
Aud-PMTrans -48 0 46
RH
Vis-FEF 25 -1 46
Vis-iPCS 38 6 24
Aud-PMTrans 47 -5 50
Table 5·2: Mean MNI coordinates of lateral prefrontal structures
(Figure 5.2C) functionally connected with visual IPS0-4 seeds and
auditory STG seeds.
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Figure 5·1: Auditory seed regions used in resting-state functional
connectivity analyses. Superior temporal gyrus (STG) seedwas func-
tionally localized by the SAP task A, in individual subjects and B,
group-averaged in MNI space. SAP contrasts activity during audi-
tory spatial attention to lateralized digit stream to a non-spatial tone
detection task. Voxels in the ROI include voxels responding signif-
icantly stronger (p < 0.05) to spatial attention than to non-spatial
baseline near the anatomical STG.
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Figure 5·2: Correlation maps of resting-state functional connectivity
analyses, group-averaged across 10 subjects using A, functionally-
localized visual IPS0-4 seeds (Figure 4.1C), B, functionally-localized
auditory STG seed regions (Figure 5.1A), and C, Conjunction maps of
the two networks. Group average correlation maps are thresholded
at Z > 0.15. In the Conjunction map, network functionally connected
with the visual IPS0-4 sees is in red, network functionally connected
with the auditory STG seeds is in green, areas connected with both
seeds are in yellow. All seeds were ipsilateral to the displayed hemi-
sphere. In the frontal cortex, the auditory seeds are connected to a
region nested between, but not overlapped with, the two areas con-
nected to the visual IPS0-4 seeds. This region lies slight posterior
and in between FEF and iPCS at the intersection of precentral sulcus
(PreCS) and middle frontal gyrus (MFG).
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Figure 5·3: Correlation maps of resting-state functional connectiv-
ity analyses in two individual subject LHs (A and B) and RHs (C
andD), using functionally-localized visual IPS0-4 seeds (Figure 4.1C)
and functionally-localized auditory STG seed regions (Figure 5.2A).
White outlines mark the boundaries of two frontal areas (FEF and
iPCS) functionally connected to the visual IPS0-4 seeds. In each in-
dividual hemisphere, connectivity map from auditory STG seeds do
not overlap with the outlined areas. Indidividual correlation maps
are thresholded at p < 0.05. All seedswere ipsilateral to the displayed
hemisphere.
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Figure 5·4: Percent voxels of posterior middle frontal gyrus (PM-
Trans) overlapping with frontal ROIs. PMTrans was defined by
selecting voxels near the junction of middle frontal gyrus (MFG)
and precentral sulcus (PreCS) in individual subject hemispheres by
resting-state functional connectivity with auditory STG seeds. FEF
and iPCS were defined by the same analysis using visuotopic IPS
seeds. Individual correlation maps were thresholded at p < 0.05.
All seeds were ipsilateral to the displayed hemisphere. Percent vox-
els overlap was calculated number of voxels in the intersection of
PMTrans and each ROI divided by the total number voxels in the
PMTrans. Solid bars represent percent overlap between PMTrans
and FEF, open bars represent overlap between PMTrans and iPCS, in
the two hemispheres, respectively.
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Figure 5·5: Premotor areas falling into the “visual” and “auditory”
rs-FC networks show consistent activation differences in visual vs.
auditory spatial attention tasks. A, Group average rs-FC conjunction
map (N = 10, z = 0.2). Voxels connected with the visual IPS0-4 seeds
are displayed red; voxels connected with the auditory STS/G seeds
are green; overlapping areas are yellow. B, Visual spatial attention
tasks caused greater activity in premotor areas that fall within the
visual rs-FC network, while auditory spatial attention caused greater
activity in the distinct premotor area that is part of the auditory rs-FC
network. Normalized signal change in the visual (red) and auditory
(green) premotor areas in three different attention tasks (VSTM: visual
short-term memory task; MOT: visual multiple object tracking task;
AUD: auditory spatial attention task. Attend vs. passive, N=9).
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Chapter 6
Conclusions and Future Work
6.1 Summary of findings
Aim 1: Fronto-parietal cortical mechanisms of sustained auditory spatial attention
Chapter Two provided evidence that a frontoparietal attention network includ-
ing both dorsal and ventral structures were recruited by auditory spatial attention.
This network included bilateral superior temporal gyrus (STG) in the temporal
lobe; supramarginal gyrus (SMG), lateral and anterior IPS in the parietal lobe;
supplementary motor area (SMA), frontal eye field (FEF), inferior precentral sulcus
(iPCS), dorso- and ventrolateral prefrontal cortex (dlPFC/vlPFC) in the frontal lobe.
Notably, we rejected the hypothesis that auditory spatial attention simply shared
the visuospatial maps in IPS, as only non-visuotopic IPS structures were recruited
by the task.
Aim 2: BOLD sensitivity to direction of auditory attention
Chapter Two provided further evidence that auditory spatial information, un-
like visual spatial information was encoded without explicit maps. Despite the
lack of large-scale BOLD sensitivity to direction of spatial attention, multivariate
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pattern classification revealed that activation patterns from voxels within STG,
SMG, IPS0-4 and V1-3 predicted a listener’s attended direction. These observa-
tions support the hypothesis of non-topographical organization of auditory spatial
information. Critically, the amount of spatial information encodedwas not directly
related to the degree of activation within a given area, and the prediction accura-
cies from STG correlated highly with those from SMG, but poorly with those from
V1-3. These findings indicated that the spatial information in STG and SMG came
from a common source. This work is a first fMRI demonstration of cortical coding
of directional information for sustained auditory spatial attention and these neu-
ral substrates differ substantially from those previously observed for directional
coding of shifts of auditory spatial attention.
Aim 3: Paradigm- and content-dependent mechanisms of auditory and visual
attention
Chapter Three demonstrated that activity in lateral prefrontal structures de-
pended more on the task paradigms while the medial IPS structures depended
more on the sensory domains. Specifically, the visuotopic IPS structures revealed
differences in activation in an auditory and a visual attention task that shared par-
alleled paradigms. The lateral prefrontal structures, however, revealed differences
in activations in two visual attention tasks that employed different paradigms and
cognitive demands.
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Aim 4: Resting-state functional connectivity networks
ChapterFourvalidateda seed-based functional connectivitymethodanddemon-
strated thebehavioral relevanceof the identified resting-state networks in thedorsal
attentional system. Chapter Five extended thismethod and contrasted resting-state
networks associated with visual and auditory seeds. Critically, the two seeds re-
vealed complementary resting-state prefrontal components. While visual seeds
revealed a dorsal attention network similar to that obtained from attention tasks,
the auditory seed identified an additional prefrontal region that abutted, but did
not overlap the frontal components obtained from the visual seeds. These frontal
lobe distinctions may reflect domains specialized for temporal processing (audi-
tory) and spatial processing (visual) aspects of working memory and cognitive
control.
6.2 Significance
This research provided the first human imaging evidence that activity in several
cortical areas including the auditory cortex and supramarginal gyrus are sensitive
to the direction of sustained attention despite lack of topographical organization in
the amplitude of BOLDresponseswith respect to the attendeddirection (Kong et al.,
2012). The distinction between the univariate analysis of large-scale BOLD activity
andmultivariate analysis of activity patternswith the same dataset emphasized the
sensitivity of the MVPA method (Swisher et al., 2010; Greenberg et al., 2010; Kong
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et al., 2012). In addition, this was the first study to show that in individual subjects,
auditory attention did not drive the visuotopically mapped regions in medial IPS,
but drove the non-visuotopic portions of lateral and anterior IPS, which provided
new insights to support that auditory spatial attention did not simply share the
visual maps in the parietal cortex. These findings highlighted the advantage of
usingwithin subject comparisons and the critical importance of precise localization
of finer IPS regions using visuotopicmappingmethods. Furthermore, we validated
the behavioral relevance of the resting-state functional connectivity network in
individual subjects and revealed complementary prefrontal structures associated
with visual and auditory seed regions.
The bulk of the thesis work centered on understanding the cortical mecha-
nisms supporting auditory spatial attention, a mechanism critical for our ability
to segregate and select a single sound source in the presence of interference (Kidd
et al., 2005; Best et al., 2007; Ihlefeld and Shinn-Cunningham, 2008b). This ability
bears paramount significance on speech communications in social settings, but can
deteriorate even before audibility thresholds fall below normal ranges, causing
prominent life difficulties in elderly populations and people with even modest
hearing impairments (Ruggles et al., 2011). Understanding the cortical networks
that support auditory attention to space may facilitate technological advances in
the development of hearing prosthetics, as well as help prevent or treat other com-
munication disorders brought upon by attentional deficits or failures of properly
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directed spatial attention such as attention deficit hyperactivity disorder (ADHD).
6.3 Future research
Future research should continue to probe the relationship and interactions between
auditory and visual spatial attention mechanisms. In Chapter Three, we studied
auditory and visual attention in isolation and identified multiple lateral prefrontal
structures insensitive to the sensory domains. However, tasks with both unimodal
trials and multimodal trials in the same scan runs can afford direct contrasts be-
tween the two unimodal sensory domains, as well as tease apart cortical responses
to one domain in the presence of another. Applying MVPA methods to such data
may further test hypotheses about the underlying neural responses of supramodal
areas. Specifically, when a particular cortical region showed significant response
to two trial types or two tasks in different sensory domains, one hypothesis is that
neurons within the shared structures encode cognitive processes that are common
to both tasks. Alternatively, distinct neuronal populations may exist within those
ROIs and support each task independently. For example, if classification accura-
cies for attend left vs. attend right differed significantly for the visual only and
the auditory only trials within the same scan, it would support the hypothesis that
distinct neuronal populations existed and encoded the two sensory domains inde-
pendently; otherwise, it would be more likely that the same neuronal population
are responsible for the cognitive processes involved in both trial types.
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In this studyweperformed visuotopoic mappings to localize precise subregions
of the parietal lobe in individual subjects (Swisher et al., 2007). In contrast, the
frontal lobe structures were difficult to localize by visuotopic mapping and we
adopted a leave-one-subject-out group average as an alternative. The resultant
averaged ROIs may not match an individual subjects’ loci of task activation as well
as a functional localizer method. This difficulty can be overcome in light of the
evidence provided by the analysis of Chapters Four and Five, which demonstrated
that resting-state functional connectivity identified behaviorally relevant network
components in individual subjects. Future work should apply this method to
localize frontal ROIs and revisit the analysis discussed in Chapter Three with these
more precise ROIs.
This thesis sought to investigate the relationship between cortical networks
supporting auditory and visual attention by examining both cortical activations
in task-response paradigms and functional connectivity during resting-state. We
found that the dorsal attention network obtained from visual attention task activa-
tions spatially coincided with the functional connectivity network associated with
the visual IPS0-4. However, using the auditory seed, we identified an additional
pMFG area that was spatially distinct from the dorsal attention network. This
distinction suggested that the prefrontal structures intrinsically connected with the
auditory and visual seeds were complementary, which seemed inconsistent with
evidences discussed in Chapter Three that argued that prefrontal structures were
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not sensitive to the sensory domains. We suggest that this inconsistency may rise
from the fact that spatial processing may be more dominant in the visual domain
(Intriligator and Cavanagh, 2001; Silver et al., 2005) and during auditory attention
tasks with spatial processing demands the activity may be biased to reflect areas
intrinsically connected with visual seeds. The pMFG area functionally connected
with the auditory STG seed may emphasize the temporal processing aspects of
cognitive control and may only be recruited during a task that requires explicit
temporal judgments. These hypotheses should be tested by future studies that
employ explicit temporal judgments of sequentially presented stimuli.
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