We discuss joint temporal and contemporaneous aggregation of N independent copies of randomcoefficient AR(1) process driven by i.i.d. innovations in the domain of normal attraction of an α-stable distribution, 0 < α ≤ 2, as both N and the time scale n tend to infinity, possibly at a different rate. Assuming that the tail distribution function of the random autoregressive coefficient regularly varies at the unit root with exponent β > 0, we show that, for β < max(α, 1), the joint aggregate displays a variety of stable and non-stable limit behaviors with stability index depending on α, β and the mutual increase rate of N and n. The paper extends the results of Pilipauskaitė and Surgailis (2014) from α = 2 to 0 < α < 2.
Introduction
Contemporaneous aggregation of random-coefficient AR(1) (RCAR(1)) processes is an important model for long-range dependence (LRD, also often referred to as long memory) in econometrics, see Granger [11] , Robinson [31] , Zaffaroni [34] , Beran et al. [3] . It explains how LRD can arise in a time series of macroeconomic variable, which is aggregate such as average or sum over a very large number of different micro-variables, each evolving by AR(1) with a random coefficient. The concentration of the distribution of a random autoregressive coefficient a at the unit root a = 1, governed by the parameter β > 0 in P(a > 1 − x) ∼ const x β , x ↓ 0, (1.1)
Statistical inference for RCAR(1) model, especially estimation of the distribution of a random coefficient, has been extensively studied, see Robinson [31] , Beran et al. [2] , Celov et al. [4, 5] , Jirak [13] , Leipus et al. [17, 19, 20] . Most of these papers deal with a panel {X i (t), i = 1, . . . , N, t = 1, . . . , n} of N independent RCAR(1) processes observed over the time-period of length n. As N and n increase, possibly at different rate, statistical (dependence) properties of such a panel are determined by the parameter β in (1.1). Particularly, Pilipauskaitė and Surgailis [25] proved that, for 1 < β < 2, the distribution of the sample mean (N n) −1 N i=1 n t=1 X i (t) is asymptotically normal if N 1/β /n → ∞, and it is symmetric β-stable if N 1/β /n → 0. In the 'intermediate' case N 1/β /n → µ ∈ (0, ∞), this limit distribution is more complicated and has an integral representation with respect to (w.r.t.) a certain Poisson random measure. Leipus et al. [21] studied the limit distribution of sample variance and sample covariances for such an RCAR(1) panel.
All the above works refer to the case of finite-variance innovations, however, the RCAR(1) model with infinite variance also presents considerable interest since heavy tails are important in financial modeling (see, e.g. Mikosch [23] and the references therein). Puplinskaitė and Surgailis [29] studied contemporaneous aggregation of independent copies {X i (t), t ∈ Z}, i = 1, 2, . . . , of an RCAR(1) process X(t) = aX(t − 1) + ε(t), t ∈ Z, (1.2) where {ε(t), t ∈ Z} is a sequence of i.i.d. random variables (r.v.s) belonging to the domain of normal attraction of an α-stable distribution, 0 < α ≤ 2, and the autoregressive coefficient a ∈ [0, 1) is an r.v. independent of {ε(t), t ∈ Z} and having a density φ(u), u ∈ [0, 1), such that
for some β > 0 and ψ 1 > 0. In [29] it was proved that, for β > 1, the normalized aggregate {N −1/α N i=1 X i (t), t ∈ Z} tends (in the sense of weak convergence of finite-dimensional distributions) to the α-stable mixed moving average processX given bȳ X(t) := s≤t [0,1)
where {M s (dx), s ∈ Z} are independent copies of an α-stable random measure M (dx) on [0, 1) with control measure P(a ∈ dx). For 1 < β < α, the limit aggregateX has distributional LRD in the sense that its partial sums normalized by n H , H := 1 − (β − 1)/α ∈ (1/α, 1), tend to an α-stable, H-self-similar process Λ α,β with stationary dependent increments. See Section 2 for its definition.
In this paper we study joint temporal and contemporaneous aggregation of independent copies of RCAR(1) process in (1.2), driven by i.i.d. α-stable or related infinite variance innovations with a random autoregressive coefficient as in (1.3) . We assume that both the number N of individual processes and the time scale n tend to infinity, possibly at a different rate and extend the results of Pilipauskaitė and Surgailis [25] , who considered the finite variance case α = 2. It turns out that, similarly to [25] , the limit behavior of the joint aggregate
depends on β and the mutual increase rate of N, n; moreover, it also depends on α leading to a complex panorama of the limit distributions. Theorem 2.2 below provides a complete description of these limit distributions of suitably normalized S N,n = {S N,n (τ ), τ ≥ 0} in terms of parameters 0 < α ≤ 2, β > 0, as Parameter region Mutual increase rate of N, n Limit distribution Table 1 : Limit distribution of the sample mean or S N,n (1) in (1.5), for 0 < α ≤ 2, β > 0 with γ :=
N, n → ∞. In Table 1 we summarize our results for the sample mean (N n) −1 S N,n (1), including the cases when the mean of X(t) and S N,n (1) does not exist. The description in Table 1 is not very precise and needs some comments. Let us first note that the stable distributions in Table 1 are generally not symmetric and in some cases they are supported on R + := (0, ∞). The terminology 'intermediate Poisson' (borrowed from [26, 21] ) refers to a certain infinitely divisible distribution written as an integral w.r.t. a Poisson random measure. The sum '(αβ)-stable + α-stable' in Table 1 indicates the convolution of two distributions with different stability indices (a rather unusual result in limit theorems of the probability theory).
Intuitively, the results in Table 1 can be explained as follows. Theorem 2.2 is preceded by Theorem 2.1, which provides the iterated limits of suitably normalized S N,n in (1.5) when first N → ∞ and then n → ∞, or vice versa. The iterated limits are generally simpler to derive, and the joint limits in Theorem 2.2 can be regarded as some kind of 'interpolation' between the former limits. First, let us note that, for β > max(α, 1), all these limits are relatively simple since S N,n (1) behaves as a sum κ
v.s in the domain of attraction of an α-stable distribution with κ α := E(1−a) −α < ∞; see the proof of Theorem 2.2(iii). Hence, we can turn our attention to the case 0 < β < max(α, 1). There are three subcases: 1 < β < α (Case 1), 0 < β < 1, β < α (Case 2), and 0 < β < 1, α < β (Case 3). The iterated limits lim n→∞ lim N →∞ (relations (2.14), (2.15) of Theorem 2.1) essentially follow from [29] since they reduce to the α-stable partial sums limit Λ α,β ofX in (1.4) in Case 1, while for β < 1 (Cases 2 and 3) the limit aggregateX is a random (αβ)-stable constant V α,β , see [29, Proposition 2.3] and the proof of (2.15) of Theorem 2.1. These observations may explain the two first lines in Table 1 . The third line in Table 1 may be explained by the iterated limit lim N →∞ lim n→∞ in (2.16), which in turn relies on the (conditional) α-stable partial sums limit as n → ∞ in (4.4) of the AR(1) process (1.2) for fixed a ∈ [0, 1). Unconditionally, the last limits have β-tails and then (2.16) turns out to be a sub-α-stable process with β-stable finite-dimensional distributions in agreement with the third line of Table 1 .
Obviously, the iterated limits are not useful to explain the fourth line in Table 1 which is part of Theorem 2.2(i) and one of the main results of this paper. The intermediate (Poisson) process Z α,β = {Z α,β (τ ), τ ≥ 0} is defined in (2.13) and discussed in Section 3. There, we give its integral representation w.r.t. a Poisson random measure on the product space R + × D(R), where D(R) is the Skorohod space of cadlag functions on R, and study its properties. We show that Z α,β plays a role of a bridge between the limiting processes in the extreme cases µ = ∞ and µ = 0 of Theorem 2.2(i), because it is asymptotically locally and globally self-similar with these processes being its tangent processes; see Proposition 3.1(v).
Finally, let us turn our attention to lines 5-7 of Table 1 (case 0 < α < β < 1) which may be described as the very strong dependence (β < 1) and even stronger variability (α < β) in the RCAR(1) model (1.2) . This 'regime' is a new one since it could not happen in [25] where α = 2. The results are part of Theorem 2.2(ii). We see from the iterated limits in (2.15) and (2.17) that the joint limit 'chooses' between two extreme behaviors: the (αβ)-stable random line {V αβ τ, τ ≥ 0} with 'infinite memory of increments', and the α-stable Lévy process {κ 1/α α ζ α (τ ), τ ≥ 0} with 'zero memory of increments'. The 'winner' of this 'competition of limit behaviors' is determined by equating respective normalizations: nN 1/(αβ) = (N n) 1/α leads to N = n γβ with γ as in Table 1 , which agrees with Table 1 and Theorem 2.2(ii). Needless to say, the above argument is heuristic, the proof of Theorem 2.2 is more involved and does not follow from Theorem 2.1.
The results of the present paper can be put in a general framework of limit theorems for spatio-temporal models with LRD. See the doctoral dissertation [24] . In particular, they are related to the studies of the accumulated workload in network traffic under LRD, as the time scale n and the number N of independent sources simultaneously increase, possibly at a different rate. See [33, 22, 9, 8, 15, 6] . See also [25] for a comparison between the joint temporal and contemporaneous aggregation of RCAR(1) processes and that of network traffic models with finite variance and the corresponding limit processes. We note that joint aggregation of some network traffic models with infinite variance and LRD was studied in Levy and Taqqu [16] , Pipiras et al. [27] , Kaj and Taqqu [15] .
Notation. In what follows, C stands for a positive constant whose precise value is unimportant and may change from line to line. We denote by = d , → d the equality in distribution and convergence in distribution, respectively. We also write → fdd and (fdd) lim for the weak convergence and limit of finite-dimensional distributions.
Main results

Assumptions
Definition 2.1. Let 0 < α ≤ 2. Write ε ∈ D(α) if the distribution of an r.v. ε satisfies the following conditions:
• for α = 2, Eε 2 < ∞;
• for 0 < α < 2, there exist some finite constants c 1 , c 2 ≥ 0 such that
• in addition to the above, Eε = 0 for 1 < α ≤ 2, and, for α = 1, the distribution of ε is symmetric.
Remark 2.1. Assumption ε ∈ D(α) implies that ε belongs to the domain of normal attraction of an α-stable distribution. That is, for a sequence {ε(t), t = 1, 2, . . . } of independent copies of ε,
where ζ α = {ζ α (τ ), τ ≥ 0} is an α-stable Lévy process having characteristic function (see [7, pages 574-581] )
In what follows, we assume that {ε(t), t ∈ Z} in (1.2) are independent copies of ε ∈ D(α) for some 0 < α ≤ 2. Moreover, we assume that a is an absolutely continuous r.v. having density φ which is supported on [0, 1) and admits the representation
for some β > 0 and some integrable function ψ(u), u ∈ [0, 1), having finite limit lim
same assumption is made in [25, 29] and other related works. Then there exists a unique stationary solution of (1.2) given by
where the series on the r.h.s. of (2.5) converges in L p for 0 < p < α min(β, 1) if 0 < α < 2; and for 0 < p ≤ 2 such that p < 2β if α = 2. For almost every a ∈ [0, 1), the series on the r.h.s. of (2.5) converges conditionally a.s. and conditionally in L p for 0 < p < α if 0 < α < 2; and for 0 < p ≤ 2 if α = 2. See [28] for details.
Limiting processes
For 1 < β < α ≤ 2, we define a stochastic process Λ α,β = {Λ α,β (τ ), τ ≥ 0} by
and M (dx, ds) is an α-stable random measure on R + × R with a control measure m(dx, ds) :
, θ ∈ R, for every Borel set B ⊂ R + × R with m(B) < ∞ and ω, ψ 1 given in (2.3), (2.4). The process Λ α,β was introduced in [29] . It is α-stable, H-self-similar with H = 1 − (β − 1)/α ∈ (1/α, 1), has stationary dependent increments, and is related to the integrated superposition of Ornstein-Uhlenbeck processes discussed in Barndorff-Nielsen [1] . See also [10] . The joint characteristic function of Λ α,β is given by
is a Gaussian process with mean zero and the autocovariance function
It follows that Λ 2,β is a fractional Brownian motion with Hurst index H = (3 − β)/2 and variance EΛ 2 2,β (1) =:
It is well-known (see, e.g., [35, Theorem 2.6.1]) that the Laplace transform in (2.9) extends to all complex numbers θ ∈ C with Re(θ) ≥ 0. Assume that W λ,α,β is independent of the Lévy process ζ α in (2.1). Define
Then, using (2.9), we obtain for any θ ∈ R,
From (2.11), it follows that r.v.s V α,β and W α,β (τ ) are stable with respective stability indices αβ < α and β < α. In a similar way, it follows that W α,β = {W α,β (τ ), τ ≥ 0} has β-stable finite dimensional distributions. Following [32, Section 3.8], we call the stochastic processes in (2.10) sub-stable. We note that W α,β enjoys the stationary increment and H-self-similarity with H = 1/α properties which it inherits from the Lévy process ζ α . Finally, for 0 < β < α ≤ 2, we define a random process Z α,β = {Z α,β (τ ), τ ≥ 0} through its joint characteristic function: (2.6) . A stochastic integral representation and various properties of Z α,β are discussed in Section 3.
Limit theorems
In Theorems 2.1 and 2.2, the process S N,n = {S N,n (τ ), τ ≥ 0} is the joint aggregate in (1.5) of independent copies of the RCAR(1) process X = {X(t), t ∈ Z} in (2.5) satisfying the above-stated assumptions for some 0 < α ≤ 2, some β > 0 and some ψ 1 > 0. Theorem 2.1 discusses iterated limits when N → ∞ followed by n → ∞ (limits (2.14), (2.15)), or vice versa (limits (2.16), (2.17)). Let κ α := E(1 − a) −α when the last expectation exists.
14)
The following Theorem 2.2 discusses joint limits of appropriately normalized S N,n under simultaneous increase of N, n. As noted in the Introduction, these limits depend on the mutual increase rate of N, n and the parameters α, β. In (2.26) below, V α,β and ζ α are mutually independent.
Then:
Then: Roughly speaking, the Poisson integral representation of Z α,β is obtained by replacing the Brownian motion in [25] by Lévy process ζ α . However, some properties of Z α,β are not 'continuous' at α = 2, particularly, the second moment of Z α,β does not exist for α < 2 while Z 2,β may have higher moments than 2, see [25] . Clearly, these moment differences between the cases α < 2 and α = 2 are related to the differences between the α-stable Lévy process ζ α , α < 2, and the Brownian motion ζ 2 = B.
Assume that the homogeneous Lévy process ζ α in (2.1) is extended to the whole real line R and induces a probability measure P α on the Borel sets of the Skorohod space D(R) of cadlag functions from R to R. We start with a family
of integrated Ornstein-Uhlenbeck processes driven by ζ α , where f τ (x, s) is defined in (2.6). The process Z α,β can be defined by 'mixing' the above elementary processes of (3.1) on the path space D(R) of the Lévy process as follows. Let N (dx, dζ) denote a Poisson random measure on the product space R + × D(R) with a mean ν(dx, dζ) = ψ 1 x β−1 dx × P α (dζ), where ψ 1 > 0, 0 < β < α ≤ 2. Then Z α,β = {Z α,β (τ ), τ ≥ 0} can be defined as a stochastic integral with respect to the above Poisson measure:
If 1 < α ≤ 2, 1/α < β < α, then the two integrals in (3.2) can be combined into a single one:
These and other properties of Z α,β are stated in the following proposition (we refer to [25, 30] for general properties of stochastic integrals w.r.t. Poisson random measure). (ii) If 0 < β < α < 2, then E|Z α,β (τ )| p < ∞ for any 0 < p < α min(β, 1). If 0 < β < α = 2, then E|Z α,β (τ )| p < ∞ for any 0 < p < 2β.
(iii) For 1 < α ≤ 2, 1/α < β < α, Z α,β can be defined as in (3.3) and EZ α,β (τ ) = 0. Moreover, E|Z α,β (τ )| 2 < ∞ if and only if 1 < β < α = 2, in which case
where H = (3 − β)/2 and σ 2 β are the same as in (2.8).
where Λ α,β and V α,β are defined in (2.6) and (2.10), respectively. For 0 < β < α, as c → ∞,
where W α,β is defined in (2.10).
Remark 3.1. With Proposition 3.1(v) in mind, we may say Z α,β plays the role of a bridge between the limit processes in Theorem 2.2(i). Since the limit processes W α,β , Λ α,β and r.v. V α,β in Proposition 3.1(v) have different stability indices β, α and αβ, respectively, we conclude that one-dimensional distributions Z α,β (τ ) are not stable. The process Z α,β is also not self-similar because W α,β , Λ α,β and {V α,β τ, τ ≥ 0} have different self-similarity indices.
Remark 3.2. If Z 1 , Z 2 , . . . , Z N are independent copies of Z := Z α,β , then, for any N ∈ N,
Relation (3.4) follows from infinite divisibility of Poisson random measure N (dx, dζ) in the stochastic integral representation (3.2) or the characteristic function (2.13). See also [25, (3.30) ], where the above property is related to the aggregate-similarity property introduced in Kaj [14] . For 0 < β < min(α, 1), (3.4) and Proposition 3.1(v) imply that
It follows that, for a fixed τ > 0, the (marginal) distribution of Z(τ ) ≡ Z α,β (τ ) belongs to the domain of normal attraction of an (αβ)-stable distribution, that is, Z α,β (τ ) ∈ D(αβ) except possibly for the case αβ = 1, when the distribution of Z α,β (τ ) is not symmetric. Similarly,
, where H = 1 − (β − 1)/α, implying Z α,β (τ ) ∈ D(α) for 1 < β < α. These facts entail the precise asymptotic behavior of tail probabilities of Z α,β (τ ) for α < 2 and τ > 0 fixed, particularly, they show that condition p < α min(β, 1) in Proposition 3.1(ii) cannot be improved. Remark 3.3. Let 0 < α < β < 1. The limit process {Z * α,β (τ ) := V α,β τ + κ 1/α α ζ α (τ ), τ ≥ 0} in (2.26), Theorem 2.2(ii) can be also regarded as a 'bridge' between the other two limit processes in (2.24) and (2.25) since it is both locally and globally asymptotically self-similar:
Proofs
We first present some preliminary facts that will be used in the proofs. Let 0 < α ≤ 2. The characteristic function of a r.v. ε ∈ D(α) has the following representation in a neighborhood of the origin (see, e.g., [12, Theorem 2.6.5]): there exists an ǫ > 0 such that
for any θ ∈ R, |θ| < ǫ,
where h(θ) is a positive function tending to 1 as θ → 0 and ω(θ) = ω(sign(θ)) is as in (2.3). For a ∈ [0, 1) and n ∈ N, let c n (a, s) := n t=1 a t−s 1(s ≤ t) and note the following elementary inequalities:
For z ∈ C, Re(z) ≤ 0, we have |e z − 1| ≤ min(2, |z|). Proof of (2.16). Let us first prove that
where ζ α , X are the same as in (2.1), (2.5), and a ∈ [0, 1) is fixed. It suffices to show that, for any d ∈ N and τ j > 0, θ j ∈ R, j = 1, . . . , d,
where E a [·] = E[·|a] stands for conditional expectation. For brevity of notation, we restrict the proof of (4.5) (as well as all the rest in this theorem) to d = 1 and
. Hence for all n large enough , we can use (4.1) to rewrite Φ ′ n (θ, a) as Φ ′ n (θ, a) = e −|θ| α ω(θ)Kn(a) 1(a ∈ I n ), where 
Consider the one-dimensional convergence in (4.6) at τ = 1. For θ ∈ R, we have E exp{iθN
We also have Ee iθW α,β (1) = e −κ β/α,α,β |θ| β (ω(θ)) β/α , see (2.11). The desired convergence in (4.6) at τ = 1 follows
By assumption (1.3), there exists an ǫ > 0 and a constant C > 0 such that
Hence, it suffices to prove (4.7) for Θ 1 N instead of Θ N . By change of a variable, ǫN 1/β ] . Therefore, the dominated convergence theorem (DCT) implies that
see (2.12), (2.9). This proves (4.7) and (4.6).
Proof of (2.17) . Note that (4.4) also holds for β > α. Let {(1 − a i ) −1 ζ α,i (τ ), τ ≥ 0}, i = 1, 2, . . . , be as in (4.6) . It suffices to prove that
Consider the one-dimensional convergence in (4.8) at τ = 1. For any θ ∈ R, we have E exp{iθN (1) with κ α = E(1 − a) −α < ∞ by the DCT. The general finite-dimensional convergence in (4.8) follows in a similar way. This proves (2.17) and completes the proof of Theorem 2.1.
Proof of Theorem 2.2.
In each case of Theorem 2.2, we will prove that, for any d ∈ N, 0 < τ 1 < · · · < τ d < ∞, and θ j ∈ R, j = 1, . . . , d, as N, n → ∞, 9) where A N,n → ∞ denotes a sequence of normalizing constants and {S(τ ), τ ≥ 0} denotes the limit process. Since X 1 , X 2 , . . . are independent processes, we can rewrite the l.h.s. of (4.9) as (1 + 
where ϕ ε (θ) := Ee iθε is the characteristic function of ε ∈ D(α). Next, we need to split the interval [0, 1) = I N,n ∪ I c N,n with I N,n := [0, 1 − u N,n ), where u N,n → 0 is chosen so that sup u∈I N,n ,s∈Z |ϑ n (u,
is negligible. By doing so, we obtain that h(A −1 N,n ϑ n (u, s)) → 1 uniformly in u ∈ I N,n , s ∈ Z, and, taking into account (4.1), (4.10)-(4.11),
In order to avoid this rather tedious step, from now on, we will assume that h(θ) ≡ 1. That is, ε = d ζ α (1) has a stable distribution and we can take u N,n ≡ 0. Moreover, for simplicity of exposition, in cases (i) and (ii) of Theorem 2.2, we also assume that φ(u) ≡ ψ 1 (1 − u) β−1 in (4.11). Similar simplifications are also imposed in the proof of [25, Theorem 2.2] . Finally, since ω(θ) depends on the sign of θ alone, we shall assume that ω(θ) ≡ 1. After all, Θ N,n of (4.11) reduces to
The only exception is the 'short memory' case (iii) of Theorem 2.2 where we use (4.12) with φ(u) instead of
We consider each case of Theorem 2.2 separately.
Proof of Theorem 2.2(i).
Let N, n → ∞ so that µ N,n := N 1/β /n → µ ∈ [0, ∞] and set 
Proof of (2.22) (case µ ∈ (0, ∞), 0 < β < α). The r.h.s. of (4.10) can be written as the integral Θ = ψ 1 ∞ 0 (e −Kµ(x) − 1)x β−1 dx, see (2.13), where
and f τ (x, s) as in (2.6). Using B N,n = N 1/β and writing the sums over integers s, t in (4.14), (4.11) as integrals, after the change of variables s → N 1/β s, t → N 1/β t, the l.h.s. of (4.10) becomes Θ N,n = ψ 1
for any x ∈ R + , s ∈ R. Using 1−z ≤ e −z , z ∈ [0, 1], we get the dominating bound |θ N,n (x, s)
, by the DCT. Using (4.3), we can extend the last dominating bound to
, where the last integral is estimated in (4.26). Then, another application of the DCT yields the convergence in (4.10), proving (2.22).
Proof of (2.19) (case µ = ∞, 1 < β < α). By (2.7), the r.h.s. of (4.10) equals to −ψ 1 as in (4.15) (with µ = 1) . After a change of variable, the l.h.s. of (4.10) can be written as s) for any x ∈ R + , s ∈ R (to justify the last relationship, use (4.16) with N 1/β replaced by n). Therefore,
x ∈ R + and, finally, the convergence in (4.10) follows using the DCT similarly to the proof before. This proves (2.19).
Proof of (2.20) (case µ = ∞, 0 < β < min (α, 1) ). The r.h.s. of (4.10) can be written as 17) see (2.9)-(2.12). On the other hand, for the l.h.s. of (4.10), after a change of variable, we get Θ N,n = ψ 1
uniformly in x > 0 as N, n → ∞. Moreover, we conclude that |K N,n (x)| ≤ Cx − min(α,1) for x ∈ (1, N 1/β ]. Since 0 < β < min(α, 1), in view of (4.3), the DCT implies (4.10), proving (2.20).
Proof of (2.21) (case µ = 0, 0 < β < α). The r.h.s. of (4.10) can be written as Θ = log Ee
with τ 0 := 0 and κ β/α,α,β as in (2.12) . After a change of variable, we get Θ N,n = ψ 1
Since 0 < β < α, the DCT and (4.3) imply Θ N,n → Θ, proving (2.21), thereby completing the proof of Theorem 2.2(i).
Proof of Theorem 2.2(iii).
We use the representation in (4.12) with A N,n = (N n) 1/α and φ(u) instead of
for u ∈ [0, 1), where τ 0 := 0. From (4.2), for u ∈ [0, 1), we further obtain that K − n (u) → 0 and that
, where 1 0K (u)φ(u)du < ∞ due to the fact that β > max(α, 1). Then, by the DCT, we conclude that
where (recall)
Proof of Theorem 2.2(ii).
From the proofs of (2.20), (2.27) (in particular, (4.18), (4.20) , (4.21)) we see that
Proof of (2.24) (case µ = ∞) follows from (4.22) and (4.23) 
Proof of (2.25) (case µ = 0) follows in view of (4.23), if we prove that
For any θ ∈ R, consider Θ N,n := N E exp iθA 
This proves (4.24), hence, (2.25).
Proof of (2.26) (case µ ∈ (0, ∞)). For N, n large enough, decompose Θ N,n = Θ − N,n + Θ + N,n in (4.12), with
, similarly to the proof of (4.23), we obtain Θ + N,n → log Ee
Hence, (2.26) follows, including the independence of V α,β and {ζ α (τ ), τ ≥ 0}. Theorem 2.2 is proved.
Proof of Proposition 3.1. As noted in Section 3, for α = 2, the proposition is proved in [25, Propositions 3.1, 3.2]. The subsequent proof for 0 < α < 2 uses similar argument.
with C = C(p) depending on p alone; see [25, (3. 3)]. By well-known property of an α-stable stochastic integral in (3.1), E α |z(τ ; for β < p < min(α, αβ) = α min(1, β), with C > 0 independent of τ > 0. Obviously, for given 0 < β < α, such p exists implying the existence of the Poisson stochastic integrals Z ± α,β (τ ) and Z α,β (τ ). Next, let 0 < α ≤ 1. Here, we need to discuss the existence of Z Clearly, for any 0 < β < α ≤ 1, such p ± satisfying (4.28) exist, implying the existence of Z (ii) Follows from (4.27), (4.28) and (4.25).
(iii) Follows from (ii) and E|Z α,β (τ )| ≤ CI(1, τ ) < ∞ since 1 < α min(β, 1) is equivalent to α > 1, αβ > 1.
(iv) Follows from Kolmogorov's criterion, stationarity of increments of Z α,β , and (4.25), (4.27) since, for 1/α < β < α, we can find p sufficiently close to α min(β, 1) such that the exponent of τ on the r.h.s. of (4.27) is greater than 1: p + p/α − β > 1.
(v) For brevity, we assume ω(θ) ≡ 1, ψ 1 = 1 and restrict the proof to one-dimensional convergence at τ > 0. Let Finally, consider the large scale limit of Z α,β as c → ∞ for 0 < β < α. Then Ee iθc −1/α Z α,β (cτ ) = exp{ R + (e −|θ| α Kc(x) − 1)x β−1 dx}, where, using the scaling property, It is obvious that, for x > 1, K c (x) ≤ x −α ((cτ ) −1 + τ ) = O(x −α ). Therefore, by the DCT, Ee iθc −1/α Z(cτ ) → exp{ R + (e −|θ| α x −α τ − 1)x β−1 dx} = Ee iθW α,β (τ ) , c → ∞, see (2.9)-(2.11). This proves part (v) and completes the proof of Proposition 3.1.
