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Resumen Las técnicas que permiten mejorar la calidad del software
producido son de vital importancia, sobre todo en sistemas críticos. En-
tre ellas, contamos con técnicas de veriﬁcación acotada de software, como
el model checking de software, que permiten explorar exhaustivamente
todas las ejecuciones posibles del software con entradas de tamaño aco-
tado, y reportar fallas encontradas durante el proceso.
Para llevar a cabo la veriﬁcación acotada, los model checkers de softwa-
re se basan en la deﬁnición de drivers: combinaciones de métodos que
permiten construir las entradas con las que se ejecutará el programa. En
este trabajo se observa que la selección de los métodos empleados en la
deﬁnición del driver es de vital importancia para la veriﬁcación. Intui-
tivamente, es deseable seleccionar un conjunto de métodos tan pequeño
como sea posible (para mayor eﬁciencia en el análisis), cuyas combina-
ciones permitan construir todas las estructuras acotadas para el módulo
(para analizar el software con todas las entradas posibles). Esta selección
de métodos, que usualmente se lleva a cabo de forma manual, no es una
tarea fácil: requiere un análisis exhaustivo de las rutinas disponibles en
el módulo y una comprensión profunda de la semántica de las mismas.
En este trabajo se propone utilizar una herramienta automática para
seleccionar un subconjunto de métodos relevantes de un módulo para la
construcción de drivers eﬁcientes para bounded model checking. Además,
se evalúa el enfoque propuesto en el análisis de una propiedad particular
del modulo Apache NodeCachingLinkedList, empleando el model chec-
ker Java PathFinder (JPF). Los resultados muestran que el enfoque de
construcción de drivers presentado permite incrementar la eﬁciencia y la
escalabilidad a estructuras de mayor tamaño en el análisis usando JPF.
1. Introducción
El uso de software está en continuo crecimiento gracias al avance de la tecno-
logía, lo que signiﬁca que garantizar el correcto funcionamiento del software es
más crucial que nunca. Esto es central sobre todo en los denominados sistemas
críticos, como lo son los sistemas de equipamiento médico, de control de aviones,
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etc, cuyas fallas pueden tener consecuencias fatales. Por lo tanto, un área de
investigación de creciente importancia es la de análisis automático de software,
cuyo objetivo es ayudar a los desarrolladores de software a detectar fallas en
el software mediante herramientas que funcionan de manera autónoma, es de-
cir, sin asistencia por parte del desarrollador. La generación automática de tests
[4,1], la veriﬁcación de software [3,10], y los análisis estáticos [2], entre muchos
otros, son enfoques destacados en esta línea de investigación.
Java PathFinder (JPF) es una herramienta de veriﬁcación automática de
programas, que implementa diversas técnicas de análisis [10]. Uno de las posibles
aplicaciones de JPF, en la que estamos interesados en este artículo, es realizar
bounded model checking. Esto es explorar sistemáticamente el conjunto de todas
las ejecuciones del software con entradas de tamaño acotado en busca de fallas.
Los límites en los tamaños de las entradas deben ser proporcionados por el
usuario de la herramienta (ej. cantidad máxima de nodos en una lista, rango
de enteros a considerar, etc.). En caso de encontrar una falla, JPF la reporta al
usuario para facilitar el debugging.
Para llevar a cabo la veriﬁcación acotada, JPF se basa en la deﬁnición de
drivers: combinaciones de métodos que permiten construir todas las entradas
acotadas para ejecutar el código bajo análisis (que usualmente requieren del
uso de construcciones no deterministas del model checker). Para tipos de datos
complejos (ej. estructuras dinámicas alocadas en el heap como listas doblemente
encadenadas) usualmente la creación de estructuras requiere de la utilización de
varias de las rutinas de la API del módulo que implementa la estructura (ej.
add, remove, etc.), y por lo tanto, la construcción del driver depende de estas
rutinas.
Sin embargo, para módulos ricos con respecto a la cantidad de métodos, la
selección de métodos para construir el driver es una tarea no trivial, ya que
como se detalla en la sección 5 de resultados experimentales, esto puede te-
ner un impacto importante en el análisis posterior. La intuición maniﬁesta que
es deseable seleccionar un conjunto de métodos tan pequeño como sea posible
cuyas combinaciones permitan construir todas las estructuras acotadas para el
módulo. Por un lado, es importante no incluir rutinas superﬂuas con respecto
a la construcción de objetos, ya que la cantidad de combinaciones posibles de
un conjunto de métodos crece exponencialmente con el número de métodos en
el conjunto (por lo tanto, utilizar un subconjunto más pequeño de métodos im-
plica una mejora de la eﬁciencia del análisis). El ejemplo más simple de rutinas
superﬂuas son los métodos puros [6], que nunca modiﬁcan las estructuras so-
bre las que operan. Por otro lado, cuanto mayor es el número de estructuras
diferentes que se pueda crear con el subconjunto de rutinas seleccionado, mayor
será la probabilidad de encontrar errores en el código. Es decir, es importante
seleccionar subconjuntos de métodos suﬁcientes, que pueden combinarse para
construir todas las instancias acotadas posibles. Esta selección de métodos, que
usualmente se lleva a cabo de forma manual, no es una tarea fácil: requiere un
análisis exhaustivo de las rutinas disponibles en el módulo y una comprensión
profunda de la semántica de las mismas. Esta tarea es muy tediosa sobre todo
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para módulos con APIs ricas, donde hay muchas rutinas y mucha redundancia
entre ellas. En un trabajo previo [8], se propuso un enfoque automático para
seleccionar un subconjunto de rutinas suﬁcientes y no superﬂuas de la API de
un módulo, de manera automática (Builders).
En este trabajo, se observa que el enfoque mencionado puede ser de utili-
dad para la construcción de drivers eﬁcientes para bounded model checking, ya
que permite reducir la cantidad de métodos a utilizar en los drivers (evitando
métodos superﬂuos), mejorando su eﬁciencia, y manteniendo la capacidad de
construir todos los objetos acotados posibles (por la suﬁciencia de los métodos
elegidos). Todo esto, sin requerir trabajo adicional al usuario de la herramienta.
Así, se propone una construcción de drivers que utilice los métodos suﬁcientes
y no superﬂuos seleccionados por la herramienta, y se lo compara experimental-
mente con el enfoque de utilizar todos los métodos de la API (que representa
el caso en que no se tiene información adicional de cuáles métodos son impor-
tantes para la construcción del driver). Se evaluaron ambos drivers en un caso
de estudio (Apache NodeCachingLinkedList) para el análisis de una propiedad
particular de este módulo. Los resultados muestran que aplicando solamente los
métodos llamados builders a los drivers utilizados por JPF se obtiene una gana-
cia en tiempo y en la cantidad de las estructuras generadas para la veriﬁcacion
del software.
2. Ejemplo motivador
En esta sección describiremos un ejemplo que nos ayudara a explicar el tra-
bajo realizado. Nos centramos en la estructura de datos Apache NodeCachin-
gLinkedList (NLC) [11]. Es una implementación de listas que intenta reducir la
creación de objetos y el posterior uso del garbage collector, manteniendo una
lista de los nodos borrados en una cache. Es una lista doblemente encadenada y
circular, esto quiere decir que cada nodo tiene una referencia al nodo siguiente
y al anterior. Además cuenta con una cache, que es una lista simplemente enca-
denada que se forma con los nodos que se remueven de la lista principal. Estos
nodos pueden ser reutilizados insertándolos nuevamente en la lista principal.
NCL tiene una gran cantidad de métodos en su API, pero solo unos pocos
son suﬁcientes para generar cualquier instancia ﬁnita de NCL. En la tabla 1
se encuentran todos los métodos que existen en dicha API. En primer lugar,
siempre se necesita un método constructor de objetos, luego se puede observar
que al menos una de las variantes del método add es suﬁciente para agregar
elementos a la lista principal. Sin embargo, si queremos generar instancias donde
la lista cache es no vacía, debemos utilizar alguna variante del método remove. El
método remove elimina nodos de la lista principal y los inserta en la lista cache.
Estos métodos (remove y add) son suﬁciente para crear cualquier estructura
posible. También, son minimales dado que cualquiera de estos 3 métodos que
no esté, implicaría que haya alguna instancia que no se va a lograr construir.
Decimos que una rutina es un observador si nunca modiﬁca los parámetros que
toma. En la API de NLC hay varios métodos que son observadores, como por
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Tabla 1. API de Apache NodeCachingLinkedList
(0 ) NodeCachingLinkedList ( )
(7 ) addFirs t ( Object )
(25) removeFirst ( )
Figure 1.1. driverNLC
ejemplo el método size que no modiﬁca la estructura del módulo. Por lo tanto,
los observadores son siempre superﬂuos y nunca deben incluirse en un conjunto
de constructores mínimos. El enfoque presentado en [8] trata de reconocerlos
de antemano y los descarta de la búsqueda para reducir signiﬁcativamente el
espacio de búsqueda.
Se observa que cuanto más simples son los parámetros de una rutina, más
fácil es usar la rutina para generar entradas en el contexto de un análisis de
programa. Ademas, existen varios subconjuntos de métodos equivalentes para
obtener los generadores de objetos. Por ejemplo, se puede lograr utilizando dife-
rentes versiones de add o remove. El enfoque implementado en el trabajo previo
le da prioridad a aquellos métodos que contienen menos cantidad de parámetros
y menos complejidad de los mismo. Por ejemplo, existen diferentes versiones de
metodos add que se encuentran desde la posicion 3 a 8 en la tabla 1. La he-
rramienta seleccionará aquellos métodos que reciben menos parámetros o con
menor complejidad de los mismos.
Una vez que alimentamos con toda la API de NCL a la herramienta, nos
brindó el subconjunto de métodos, mínimo y suﬁciente, que se encuentra en la
ﬁgura 1.1, que serán necesarios para brindarle asistencia a la técnica de bounded
model checking explicada en la sección 4
3. Generación automática de objectos
En esta sección resumiremos la herramienta implementada en un trabajo
previo [8] y que utilizaremos para obtener los métodos generadores de objectos
a partir de una API.
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Para realizar esto, utilizaremos Algoritmos Genéticos que son algoritmos de
búsqueda no exhaustivo basado en la idea de hill climbing [9]. El espacio de
búsqueda de este algoritmo esta compuesto de un conjunto muy grande de in-
dividuos (posibles soluciones del problema) comúnmente llamados cromosomas.
Estos cromosomas son representados como vectores donde cada posición se la
denomina gen. El objetivo del algoritmo es buscar una característica deseada en
la población (conjunto de cromosomas). Esta búsqueda siempre es bajo la con-
dición de que el algoritmo mantenga elitismo (guarde siempre al mejor individuo
de la población). Para lograr esto se requiere una función de ajuste la cual asigna
un valor a cada cromosoma posible. Para más detalles sobre estos algoritmos,
recomendamos la lectura de [5].
En el caso de nuestro problema, los individuos son representados por los mé-
todos de la API a analizar. Estos cromosomas lo representamos como vectores
booleanos, que tendrán tamaño n que es el número de métodos de la API. Por
ende, la posición i -th será verdadera si y solo si el cromosoma contiene el método
i -th de la API. De esta manera el cromosoma que representa al subconjunto de
métodos suﬁcientes y minimales de esta API (ver ﬁgura 1.1), sera un vector que
tendrá el valor 1 (valor true) en la posición 0, 7 y 25. La función de ajuste de
nuestro problema computa la cantidad acotada de objetos que se puede cons-
truir usando la combinación de métodos que están presentes en el cromosoma
a evaluar. Cuanto más objetos pueda construir un cromosoma, más alto será el
número que retorne la función de ajuste. Para esto necesitamos un generador ex-
haustivo limitado para el conjunto de métodos. El límite k representa el número
máximo de objetos que se pueden crear para cada combinación de rutinas y el
número máximo de valores primitivos disponibles (por ejemplo, enteros de 0 a k
- 1). Para este propósito, se desarollo un prototipo que modiﬁca la herramienta
Randoop. Primero, se modiﬁco Randoop para que funcione con un conjunto ﬁjo
de valores primitivos (enteros de 0 a k - 1). Luego, canonizamos los objetos ge-
nerados por la ejecución de cada secuencia, y descartamos la secuencia si algún
objeto tiene un índice igual o mayor que k. Para mas información acerca de la
herramienta Randoop, recomendamos leer [7]. Para obtener buenos conjuntos
de generadores de objetos, se realizó dos mejoras a la función de ajuste, por un
lado, cuando hay dos conjuntos suﬁcientes de generadores, siempre se elige el
conjunto con menor cantidad de métodos y de esta manera evitamos incorporar
métodos superﬂuos. Por otro lado, aquellos generadores de objectos con más pa-
rámetros, o con parámetros más complejos tienen un impacto negativo respecto
de los generadores con parámetros más simples. Luego de esta explicación, la
función de ajuste queda deﬁnida de la siguiente manera:
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Dado un cromosoma, M es el conjunto de métodos disponible en dicho indi-
viduo y MT es el conjunto de métodos que existen en la API. cantidadDeObjetos
hace referencia a las cantidad de objetos que son generados por la herramienta
Randoop personalizada para el enfoque planteado en el trabajo previo. La parte
derecha de la sumatoria retorna un valor entre 0 y 1 que permite penalizar a los
métodos que generan igual número de objetos de acuerdo a lo explicado ante-
riormente. En el dividendo de la fórmula general, el primer sumando penaliza los
conjuntos que contengan un mayor número de método. Esto lo realiza restándole
a 1 el resultado de la división entre el número de métodos en MT y el número
de métodos en M. La constante w1 permite aumentar/disminuir el peso de este
sumando con respecto al otro. En el segundo sumando se penaliza los conjuntos
de métodos con parámetros más complejos. Similar a w1, la constante w2 sirve
para darle más o menos peso a esta suma. PP() es el número de parámetros
primitivos en los métodos que contiene el subconjunto pasado como parámetro
de esta función. También, cada parámetro de tipo referencia se le agrega una
constante w3. RP() es el número de parámetros de tipo referencia que hay en los
métodos que contiene el subconjunto pasado como parámetro. Intuitivamente,
el lado derecho del sumando computa el radio entre el número de parámetros
en M (con el peso agregado de los parámetros de referencia) con el numero de
parámetros en MT (también ponderado). El resultado de todo esto, se resta a
1. Finalmente, dividimos esto entre w1 + w2 para obtener el número deseado
en el intervalo [0,1].
En la evaluación experimental realizada en el trabajo previo de esta herrra-
mienta, establecimos w1 = 2, w2 = 1, w3 = 2. Estos valores fueron lo suﬁcien-
temente buenos para que la herramienta produjera conjuntos de constructores
suﬁcientes y mínimos en todos los casos de estudios de la herramienta.
4. Construcción de drivers eﬁcientes usando builders
Como se discutió anteriormente, Java PathFinder (JPF) [10] es una herra-
mienta de veriﬁcación automática de programas, que permite implementar diver-
sos tipos análisis. En este trabajo la utilizaremos para realizar (bounded) model
checking de software, es decir, para explorar todas las posibles ejecuciones de
un programa con entradas de tamaño acotado. Las propiedades a veriﬁcar en
JPF pueden especiﬁcarse usando la construcción assert de Java. assert evalúa
una condición lógica y produce una falla en el programa en caso de que esta
sea falsa en la ejecución corriente. En caso de que la condición sea verdadera,
assert no tiene ningún efecto sobre la ejecución. Por ejemplo, el siguiente có-
digo especiﬁca la propiedad de que para cualquier lista de entrada t, insertar al
inicio un valor entero v (addFirst(v), con v entre 0 y b, con b el límite máximo
en la cantidad de enteros a analizar, ver más adelante) que no pertenece a la
lista (ver explicación de Verify.ignoreIf abajo), y luego eliminar el primer
elemento de la lista (el valor agregado recientemente, ejecutando removeFirst),
resulta en una lista con una cantidad de elementos igual a la original (antes de
ejecutar addFirst y removeFirst; notar que la cantidad de elementos previos
se almacena en oldSize al inicio).
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assert oldSize = t.size() : "diﬀerent size";
Este código utiliza dos directivas muy importantes de JPF:
Verify.ignoreIf(condicion): Evita explorar ejecuciones cuyo estado no
cumplen con el predicado condicion. En el programa anterior, permite ig-
norar todas las ejecuciones en las que la lista contiene el valor v a insertar.
Esto es similar a agregar una precondición a la propiedad a veriﬁcar.
int i = Verify.getInt(min,max): Esta construcción de JPF explora to-
das las posibles ejecuciones del programa que resultan de asignar a i cual-
quier valor entre min y max. Esto signiﬁca que JPF ejecutará el código luego
de esta instrucción con i=min, con i=min+1, ..., i=max. Esto introduce no
determinismo, ya que en principio no hay garantías del orden en que se
asignarán valores a i (aunque JPF tiene opciones para elejir un orden de
ejecución particular). En nuestro código previo, esto permite explorar todas
las ejecuciones de nuestra propiedad con valores de v entre 0 y b.
Para poder realizar el análisis de esta propiedad, es necesario proveer a JPF
los mecanismos necesarios para generar las listas de entrada para el parámetro t.
Esto es necesario para cualquier tipo estructurado; notar que los valores enteros
pueden generarse fácilmente con Verify.getInt. Nuestro objetivo es construir
todas las listas posibles de tamaño máximo b, que almacenan elementos enteros
entre 0 y b (veriﬁcación exhaustiva acotada). Notar que b es un parámetro del
algoritmo, dado por el usuario. La generación exhaustiva acotada de estructuras
para el parámetro t se implementa en el driver del algortimo 3. Al inicio, el driver
selecciona la cantidad de métodos a ejecutar, nExec, un número entre 0 y b. Como
los métodos considerados agregan a lo sumo un elemento a la lista, ejecutar
un máximo de b métodos resulta en listas de tamaño a lo sumo b (ejemplo,
ejecutar b veces addFirst). Cada iteración del ciclo corresponde a la ejecución
de un único método, seleccionado también de manera no determinísitica entre
todos los disponibles. En el caso en que el usuario no conoce el conjunto de
builders (y no desea realizar el difícil trabajo de seleeccionarlos manualmente),
la solución más segura para evitar descartar métodos importantes es utilizar
todos los métodos disponibles en el módulo, como se muestra en el algortimo 2.
En el cuerpo del ciclo cada método tiene asignado un único entero, y se elige no
determinísiticamente un entero entre 0 y la cantidad de métodos para seleccionar
el método a ejecutar la iteracción corriente. Por ejemplo, si methodN=3 se ejecuta
el método add. Es fácil ver que la cantidad de ejecuciones posibles a explorar por
JPF crece exponencialmente con la cantidad de métodos disponibles (por cada
método que se ejecuta en una iteración, hay m posibles métodos para ejecutar
en la iteración siguiente).
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Si bien evitar este crecimiento exponencial no es posible en muchos casos,
en este trabajo se propone utilizar sólo los builders detectados por el algoritmo
genético explicado anteriormente para construir drivers, para acelerar la veriﬁ-
cación de propiedades en JPF y mejorar su escalabilidad en casos que ocurren
típicamente en la práctica (como el caso de NodeCachingLinkedList presentado
aquí). Como se muestra en la ﬁgura 1.1, sólo 3 métodos conforman un conjunto
suﬁciente y minimal para la construcción de drivers para NodeCachingLin-
kedList. Utilizando sólo esos métodos, obtenemos el driver del algoritmo 3, que
genera exactamente los mismos objetos de NodeCachingLinkedList que el ante-
rior (porque los builders son suﬁcientes y minimales), y por lo tanto JPF explora
las mismas ejecuciones de la propiedad con ambos drivers. Sin embargo, como
se discute en la sección que sigue, eliminar métodos innecesarios del driver pro-
duce ganancias sustanciales en tiempo y escalabilidad en el análisis de nuestra
propiedad de ejemplo usando JPF.
Algorithm 2 Driver API
t ← new NLC()
nExec ← Verify.getInt(0, bound)
for i = 0...nExec do
methodN ← Verify.getInt(0, nMet -1);


















Algorithm 3 Driver con Herramienta
t ← new NLC()
nExec ← Verify.getInt(0, bound)
for i = 0...nExec do
methodN ← Verify.getInt(0, nMet -1);








En esta sección nosotros realizaremos una evaluación de cómo se comporta
la herramienta, implementada en el trabajo previo ya citado, para calcular los
generadores de objetos en la estructura Apache NodeCachingLinkedList. Luego,
realizaremos una comparación para demostrar como se puede mejorar (a partir
de la obtención de métodos generadores) la eﬁciencia de una técnica de bounded
model cheking, más precisamente JPF. Todos los experimentos fueron corridos
en máquinas con cuatro core Intel i7-6700 3.4GHz con 8GB de RAM, con el sis-
tema operativo GNU/Linux. La primera parte del análisis consiste en chequear
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la herramienta comentada en la sección 3. Pudimos examinar que los constructo-
res identiﬁcados fueron los ya mencionados en la ﬁgura 1.1. La API usada como
ejemplo contiene un total de 34 métodos, y el tiempo promedio de las 5 corridas
fue de 1744 segundos. Inspeccionamos manualmente los resultados y descubri-
mos que el conjunto de generadores identiﬁcados automáticamente (buiilders)
eran en todos los casos suﬁcientes (todos los objetos factibles para la estructura
pueden construirse usando los constructores) y mínimos (no contienen métodos
superﬂuos).
La segunda parte de la evaluación se basa en la utilización de los métodos
generadores obtenidos (builders), en el contexto de un análisis de programa, mas
especíﬁcamente en la herramienta Java PathFinder. Estas rutinas generadoras
pueden usarse, por ejemplo, para la creación de drivers útiles para guiar el
análisis. Como ya se mostro anteriormente, el primer gran aporte a JPF es se
encuentra en la escritura de los drivers. Queda claro que programar el driver
a partir de todos los métodos de la API es una tárea compleja que requiere
mas conocimento del modulo bajo análisis como muestra el algoritmo 2. Para
compensar esto, mostramos que el algoritmo que se utiliza como driver en caso
de obtener previamente los builders es más sencillo y entendible para el usuario.
Luego, se realizo una comparación para determinar el tiempo (en segundos)
que le lleva al veriﬁcador de software en comprobar una propiedad deseada, como
la que se detalla en el algoritmo 1. En la tabla 2 se expone el tiempo que consume
el veriﬁcador de software para diferentes scopes (tamaño maximo de las listas).
Recordemos que en bounded model checking es necesario brindarle una cota, que
cuanto más grande es, mas en profundidad podremos analizar las estructura y
por ende, permite tener más posiblidad de detectar bugs, tal cual lo explicamos
en secciones anteriores. Se observa en la tabla 2 que luego de un cota de tamaño
8, el driver sin la previa obtencion de los builders se queda sin tiempo (TO),
con un presupuesto de tiempo de 1800 segundos, mientras que el driver creado
a partir de la obtencion de los builders veriﬁca la propiedad en menor tiempo.






Tabla 2. Resultados de veriﬁcar la propiedad con JPF (en segundos)
6. Conclusiones
En este trabajo, utilizamos una herramienta que dectecta automaticamente
conjuntos de métodos generadores de objectos desde una la API para construir
drivers que mejoren la eﬁciencia en técnicas de bounded model checking. La técni-
ca propuesta fue analizada en un caso de estudio utilizando una implementación
de listas con caché, y muestra resultados muy promisorios en cuanto a los ga-
nancias en la eﬁciencia y escalabilidad obtenidos del análisis de una propiedad
usando JPF.
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En este trabajo los drivers se construyeron manualmente a partir de los
builders que nos dió la herramienta presentada en [8]. Como un desaﬁos a resolver
es la idea de automatización de todo el proceso de la construccion de drivers.
Esto quiere decir, lograr generar de manera automática los drivers a partir de la
herramienta , la cual, de manera automatica, genera los builders de un modulo.
Lo que resta resolver, es realizar un trabajo y una inspección en la tecnica
de bounded model checking mas precisamente en JPF para lograr unir ambas
herramientas. Vale destacar, que dentro de los desaﬁos que se propone está el de
realizar pruebas en nuevos casos de estudios.
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