This papers shows that nonlinear filter in the case of deterministic dynamics is stable with respect to the initial conditions under the conditions that observations are sufficiently rich. Earlier works on the stability of the nonlinear filters with stochastic dynamics cannot be used to deduce the stability in our case. This is because most of the results assume conditions (which will be relaxed in this paper) like compact state space or time independent observation model. This paper shows that the structure of the dynamics is related to the asymptotic properties of the filtering distribution. Additionally, this paper shows that filter stability in discrete and continuous time can be obtained using the same methods.
Introduction
Non-linear filtering had its roots in engineering applications and a rigorous foundational theory had been established in later half of twentieth century. It mainly deals with estimating state of the system at particular instant given that some observations (which are almost always noisy) made on the system upto that instant (state of the system is not directly accessible). More precisely, we want to study the evolution of conditional distribution of the state of the system (which is referred to as filter or optimal filter from now on) at time, t given the σ-algebra due to observation made upto t (t can be an element in Z + or R + ). The evolution equation of the conditional distribution takes, as inputs, the observation path which drives the equation and the initial condition of the system. In continuous time, the evolution equation is given by Kushner-Stratanovich (KS) equation whose solution is a measure valued process (conditional distribution in this case) and initial condition of KS equation is the probability distribution of initial condition of the system. Analytical form of the solution to the KS equation is known only in very few cases like Kalman-Bucy Filter [20] and Beneš Filter [4] etc. Since the system cannot be directly accessed, it is very difficult get the initial condition of the system. So for the filter to be of any use in this situation, it is necessary for the Non-linear filter to be nearly independent of the initial conditon for large times. In other words, we desire for solution to KS equation to be asymptotically stable with respect to the initial condition (in case of continuous time). This property of the filter is referred to as filter stability. Notion of filter stability can be analogously defined in the case of discrete time setting. So, for stable filters, observations will correct for mistake of initializing the evolution equation of the filter with incorrect initial condition as more observations are made. Rigorous introduction to filtering theory can be in found in [35, 3, 19] and introduction to stability of the filter can be found in [35, 30] .
The problem of filter stability had been studied by many authors under different conditions on the system and observations. Stability of the filter in case of Kalman-Bucy filter is studied in [27, 6] under the conditions of uniform controllability and uniform observability and in case of Beneš filters is studied in [26] . Exponential stability of the filter had been established in the case of continuous time, ergodic signal and non-compact domain in [1] and in the case of discrete time, non-ergodic signal and non-compact domain in [10] . In [2, 9] , filter stability is achieved using the Hilbert projective metric and Birkhoff's contraction inequality. The filter stability in the case when signal is a general markov process with a unique invariant measure under suitable regularity conditions is studied in [8] . In [14] , using relative entropy arguments, it is proved that some appropiate distance of correctly initialised and incorrectly initialised conditional distribution of specific functions of state (namely observation function) goes to zero. Moreover, they show that the relative entropy of optimal filter with respect to incorrectly initialised filter is a non-negative supermartingale. We refer the reader to [13, 30, 12] and the references therein, for more details regarding tools involved and results in the filter stability.
In general, filter stability is aided by ergodicity of the signal or making sufficiently rich enough observations. The latter condition is, more precisely referred to as Observability. Roughly speaking, filtering model is said to be observable when two observation paths (initialised with two initial conditions) have same distribution and it implies initial conditions are identical. Using this notion, filter stability is established in [32] (in discrete time) and [31] (in continuous time). In [24] , authors used a more general version of observability to establish filter stability in discrete time.
In this paper, we look at stability of a general nonlinear filter in the case of deterministic signal dynamics. This is a practically relevant case in geosciences where the system model is usually believed to be deteministic. Previous results of stability with linear dynamics (deterministic) and linear observations can be found in [18, 7] (in the case of discrete time) and [25, 28] (in the case of continuous time). The stability of the filter in this paper is obtained by studying the asymptotic behavior of the conditional distribution of the initial condition given the observations(a particular case of the smoothing problem).
The paper is organised as follows: the main setup and statement of the problem in continuous time along with notation is introduced in Section 2. Exactly the same method as in continuous time can be used in discrete time setting for establishing stability, we briefly setup the problem discrete time framework and mention the analogous results in Section 3. In particular, we establish that in discrete and continuous time, filter is stable under certain conditions. Asymptotic behavior of support of the conditional distribution is studied in Section 4. Examples of systems that satisfy the assumptions in Sections 2 and 3 are presented along with comments in 5 and conclusions are given in Section 6.
Continous Time nonlinear filter
2.1. Setup. Let the state space X be p-dimensional complete Riemannian manifold with metric d. On X, we have the continuous time dynamical system {φ t } t∈R along with initial condition x 0 , whose distribution is P 0 . These dynamics are observed partially in the following way.
where, h : R + × X → R n and Y t , W t ∈ R n are the observation process, Brownian motion respectively. Moreover, x 0 and W are assumed to be independent. Therefore, the probability space that we consider is
Here, B(.) denotes the Borel σ-algebra of the corresponding space and P W is the Wiener measure. Let F y t = σ{Y s : 0 ≤ s ≤ t}, the observation process filtration. Define,
From Bayes' rule ( [35] [Theorem 3.22] and [3] [Proposition 3.13]), for any bounded continuous function g,
x, Y [0,t] P 0 (dx) Throughout the paper, for a measure µ on (Ω, B) and a measurable function, ψ ∈ L 1 (Ω, B, µ), µ(ψ) is defined as Ω ψdµ.
2.2.
Stability of the filter. For a fixed t, the filter is given by
x, Y [0,t] P 0 (dx) Choosing an incorrect initial condition with law Q 0 , expression for the corresponding incorrect filter is given byπ Since, g is an arbitrary bounded continuous function, stability of the filter can be achieved if one can show that, in an appropriate sense, lim t→∞ |π t (g) −π t (g)| = 0
One of the two main results of the paper is Theorem2.15 which states that optimal filter and incorrect filter merge [15] weakly in expectation. In order to achieve this, we establish the convergence of the conditional distribution of the initial condition given the observations to the dirac measure at the initial condition in an appropiate sense. To that end, we prove our second of the two main results which is Theorem 2.8, a more general version of the result of [11] and establish the stability of non-linear filter. The skeleton of the proof is very close to that of the proof in [11] . In order to proceed further, following assumptions are made in the analysis.
where, ρ t is a positive non-decreasing function such that lim t→∞ t 0 ρsds ρt = ∞ and R > 1.
It follows from the assumption that
It is straight forward to see that D N (x, y) and d N (x, y) are metrics on X (for a fixed N ≥ 0). Moreover, they are equivalent viz. 
where, L(b) is a positive constant and V is a P 0 -null set.
Remark 2.4. From the Assumption 2.2, it follows that for x ∈ supp(P 0 ) and y ∈ supp(P 0 ), d N (x, y) ≤ K with K being diameter of U . Indeed, from the invariance of U , we have φ iτ x, φ iτ y ∈ U, ∀i ≥ 0 and we get
The final assumption that we make is
Before proceeding to the main content of the paper, we define the notion the spanning sets which plays an important role in the proof of Theorem 2.8. It will help us get the estimates of the covering number of a compact set with ǫ-balls (under the metric d N ), for any ǫ > 0. Definition 2.6. For a given compact set K, n ≥ 0 and ǫ > 0, F ⊂ X is called (n, ǫ)-spanning set of K with respect to φ τ if ∀x ∈ K, ∃y ∈ F such that max
Definition 2.7. r(K, n, ǫ, φ τ ) is defined as the minimum possible cardinality of (n, ǫ)-spanning sets of K.
Note that for any n, r(K, n, ǫ, φ τ ) is finite due to compactness of K Now we state the theorem we need, in order to establish stability.
Theorem 2.8. Suppose P 0 is absolutely continuous with respect to volume, ν of X and dP0 dν is continuous on the support of P 0 . Under the assumptions (2.1), (2.2),(2.3) and (2.5), π 0 t := P [X 0 |F y t ] satisfies
where we used the fact that
To that end, we need the following lemmas.
Proof. We observe that t 0 A s (x, x 0 ) T dW s is a centered gaussian process. Indeed, as x 0 and W t are independent. We use the following result from [23] 
Here, E x0 and E W are expectations over distribution of x 0 and Wiener measure corresponding to W s . And also, N B a (x 0 ),d t , ǫ is the minimum number of balls of radius ǫ under the psuedo-metric, 
In our case, we choose K defined as
Returning to (2.4) and using Lemma 2.10 for the chosen K along with Assumption 2.5, we get
In the above, we used the inequality:
This completes the proof of the lemma.
As noted earlier, we also need to have estimate on sup x∈Ba(x0)
,φiτ (x0)) 2 which is given by the lemma below.
Proof. Consider a sequence {a k } k∈Z such that a k → 0 as k → −∞ and a k → ∞ as k → ∞. Let k 0 be the largest integer such that a k0 ≤ a. From the Assumption 2.2, there a k 1 ∈ Z such that ∀x, x 0 ∈ supp(P 0 ), we have
Finally, we need the lemma below to complete the proof of Theorem 2.8.
Recall that t → ∞ ⇔ N → ∞. In particular, the above equation holds for any subsequence {t j } . Therefore, there is sub-subsequence {t jq } such that
and thereby,
Here, we used assumption (2.2) and the fact that P 0 (B a (x 0 ) c ) ≤ 1. We now, consider
In the last inequality, we used the definition of Q N (r, x 0 ). And also, from the definition of
From Lemma 2.9, it follows that
In particular, it converges to zero in probability on subsequence t j . Therefore, we can choose a subsubsequence, {t jq } (that works for the previous scenario) such that
For large enough q,
Therefore, (2.10) becomes
Combining inequalities (2.11) and (2.9), we have
From the assumption of absolute continuity of P 0 with respect to ν , we have dP0 dν (x 0 ) > 0 P 0 − a.s. From the continuity of dP0 dν , there exist r 1 > 0 and C 1 > 0 such that dP0 dν (x) > C 1 , for any x ∈ B r1 (x 0 ). Therefore, with the help of Radon-Nikodym Theorem and choosing r < r 1 , we have
From the Assumption 2.5, we have the following:
for some C 2 = C 2 (p, K) (with K defined in 2.5) and (2.12) becomes
Choosing r small enough such that L 2 (a) 4 − Rr > 0 and from assumption 2.1, we have
Therefore, for large enough q, quantity in parenthesis can be made positive which results in π 0 tj q (B a (x 0 ) c ) converges exponentially to zero almost surely as q → ∞. As already before, because the subsequence t j is arbitrary, it implies that π 0 t (B a (x 0 ) c ) converges exponentially to zero almost surely as t → ∞.
From Lemma 2.12, it is clear that the assertion of the Theorem 2.8 follows.
In the previous theorem, we established that conditional distribution of x 0 given observations is asymptotically supported only on closed balls around x 0 of arbitrary radius. In the following, we extend the previous statement to any measurable set, A ∈ B(X).
Proposition 2.13. Under the hypothesis of Theorem 2.8, lim t→∞ π 0 t (A) = 0, ∀A ∈ B(X), x 0 / ∈ A 1 In general, the set Qn(r, x 0 ) will shrink to a set containing x 0 (which is not open) as n → ∞. This is because of sensitive dependence on the initial conditions. We will see that P 0 Q N jq (r, x 0 ) goes to zero atmost at an exponential rate.
Proof. It can be seen easily that the conclusion of the theorem holds even if d(x, x 0 ) ≤ a is replaced with d(x, x 0 ) < a. Indeed, as B a−ρ (x 0 ) ⊂ {x ∈ X : d(x, x 0 ) < a} ⊂ B a (x 0 ) holds for ρ < a and ∀γ > 0, ∀t > 0, we have
14)
We can clearly see that ρ can be chosen small enough such that there exists γ > 0 such that lim t→∞ e γt (π 0 t (B a−ρ (x 0 ))− 1) = 0 and lim t→∞ e γt (π 0 t (B a (x 0 )) − 1) = 0. Indeed, the desired value of γ is minimum of the α(a) and α(a − ρ). Therefore, Finally, to extend it to all measurable sets, we use the property of regular probability measure with Borel σ-algebra of a metric space [5] [Theorem 1.1].
By [5] [Theorem 1.1], for every measurable set A ∈ B(X), there exist closed set C 0 , open set U 0 such that C 0 ⊂ A ⊂ U 0 and π 0 t (U 0 /C 0 ) < 1 2 . Let A be such that x 0 ∈ A which implies that x 0 ∈ U 0 . Choose 0 < η < 1 4 and t large enough such that π 0 t (U 0 ) > 1 − η. Considering C 0 , if x 0 / ∈ C 0 then again by choosing t large enough, we have π 0 t (C 0 ) < η. But this is a contradiction. Indeed, as π 0 t (U 0 ) = π 0 t (C 0 ) + π 0 t (U 0 /C 0 ) and π 0 t (U 0 ) < η + 1 2 < 1 − η. Therefore,
This implies that lim t→∞ π 0 t (A) = 0
We need the following lemma later. This is by definition the dirac measure at x 0 . Therefore, for any integrable function f :
Due to integrability of J, martingale convergence theorem implies Remark 2.16. We show below that Theorem 2.8, Proposition 2.13 and Theorem 2.15 together imply that assumptions 2.1,2.2 and 2.5 together form a sufficient condition for the notion of observability defined in ) . Therefore, we arrive at the conclusion that law of observation process determines the law of x 0 uniquely which is exactly the definition of observability in [31] .
Discrete time nonlinear filter
In this section, we study the stability of the nonlinear filter in discrete time setting. We will setup the discrete time filter in the form where the filter at any time instant depends on the entire observation sequence upto that instant, which is unlike the recursive form of the filter that is useful in applications.
3.1.
Setup. Again let the state space, X be p-dimensional complete riemannian manifold with metric d. On X, we have a homeomorphism T : X → X along with initial condition x 0 , whose distribution is P 0 . And also, we denote discrete time with k. These dynamics are observed partially in the following way.
Where, h : Z + × X → R n and Y k ∈ R n is the observation process and W k ∈ R n is the position of an i.i.d random walk with standard gaussian increment after k steps, starting at origin. Moreover, x 0 and W k+1 −W k are assumed to be independent for any k ≥ 1. Therefore,
is considered to be our probability space. Here, B(.) denotes the borel σ-algebra of the corresponding space and P W is the probability measure of W . Let F y k = σ {Y i : 0 ≤ s ≤ k, i ∈ Z + }, the observation process filtration. We shall see that the results of stability for the case of continuous time extend to the discrete time case with very minor changes. Noting this, we denote all the quantities that appear in both continuous and discrete time cases by same symbols. 
with the convention that 0 1 := 0. From Bayes' rule, for any bounded continuous function g,
For a fixed k, the filter is given by
x, Y 0:k )P 0 (dx) Choosing an incorrect initial condition with law Q 0 , expression for the corresponding incorrect filter is given byπ
3.2. Stability of the filter. As earlier, stability of the in discrete time can be achieved if we show that, in some appropiate sense lim k→∞ |π k (g) −π k (g)| = 0
To establish the above, we need a dicrete analog of Theorem 2.8. This can be done under the following discrete analogs of Assumptions 2.1, 2.2, 2.5. Again note that we use same symbols for the quantities that appear in both the cases.
where, ρ k is a positive non-decreasing function such that lim k→∞ k i=0 ρids ρ k = ∞ and R > 1. 
Remark 3.5. From the Assumption 2.2, it follows that for x ∈ supp(P 0 ) and y ∈ supp(P 0 ) satisfying d(x, y) ≤ a, d N (x, y) ≤ K with K being diameter of U . Indeed, from the invariance of U , we have φ iτ x, φ iτ y ∈ U, ∀i ≥ 0 and we get d(φ iτ x, φ iτ y) ≤ diam(U ).
The final assumption that we make is Assumption 3.6. d(T x, T y) ≤ Cd(x, y), for some C > 0.
It follows from the assumption that Proof. The proof of this theorem follows exactly in the same lines as that of Theorem 2.8. So the proof is omitted. Proof. Proof is again omitted as it is exactly in the same lines as that of Theorem 2.15.
Remark 3.10.
Analogous remarks to 2.16 and the rest of the remarks of Section 2 follow in the case of discrete time.
Structure of the conditional distribution
Let X being p-dimensional compact Riemannian manifold with volume measure σ. In this section, we will see that the conditional distribution after large times is supported nearly on the topological attractor. Recall that topological attractor is defined as Λ : We restict ourselves to the case of discrete time filter and adopt the notation of Section 3 in this entire section. Let T be a smooth diffeomorphism on X and P 0 be equivalent to volume.
From (3.1), for any A ∈ B(X), we have
Therefore, support of π k is always contained in the support of P 0 • T −k . So, it is sufficient to show that the asymptotically the support of P 0 • T −k is near the topological attractor to conclude that after large times, π k puts negligible mass far away from the topological attractor.
To that end, we define the following disjoint familiy of sets, {U m } Z + :
From the assumption 4.1, for any given m ≥ 0, it follows that X = ∪ l≥0 U m l Now, for a given m ≥ 0 and k ≥ m, consider
From above, we have lim k→∞ P 0 • T −k (Λ m ) = 1, ∀m ≥ 0. Note that this is not a uniform limit in m ≥ 0. This concludes that asymptotically π k is supported on Λ m for every m ≥ 0. Informally, it means that dynamical system started with initial condition far away from the attractor will lie in some arbitrary small neighbourhood of attractor after sufficiently long time.
As P 0 • T −k is also asymptotically supported on Λ m for every m ≥ 0, it is reasonable to assume that initial condition of the system is supported on Λ.
Examples and Discussions
In the following, we describe the filtering models which satisfy the assumptions in the Sections 2 and 3. We present these models only in the case of continuous time. Models in discrete time can be constructed similarly. The models given below correspond to the case when observation space is R p i.e. h(., .) : R + × X → R p with X being a p-dimensional complete riemannian manifold.
Case 2. We now consider (X, d) to be non-compact. And also φ t is such that there is an attractor (Λ), the corresponding vector field is uniformly lipshitz and P 0 has support on an attractor. Indeed, from the invariant property and compactness of the attractor, there exists M > 0 (M is given by sup x,y∈Λ d(x, y) := M ) such that d N (x, y) < M . It is clear that Assumptions 2.2, 2.4 and 2.5 are satisfied. For example, let X = R 3 , h(t, x) = K(t)h(x) : R + × R 3 → R 3 with any bilipshitzh : R p → R p and K(t) being a polynomial in t. Suppose {φ t } t∈R is given as a solution of the following ordinary differential equation (Lorenz model):
with φ t (r i ) = [x(t, r i ), y(t, r i ), z(t, r i )] T and φ 0 (r i ) = r i . Then the above dynamical system has an attractor (Λ) [29] . Let U be the attracting set of Λ (i.e. U is bounded open such that φ τ U ⊂ U and Λ = ∩ n>0 φ nτ U ).
From [22] [Lemma 2.6], we have the following:
∀r i ∈ U , ∀y ∈ R 3 and for some γ > 0. We show the following below:
To that end, denote (5.1), by the following: Defining, e(t) := u(t) − v(t) and subtracting (5.2) and (5.3),we have
, e(t))) = 0
where, R U := sup u(0)∈U sup t≥0 |u(t)| and we used the properties of A and B(u, v). We integrate the above equation to get,
Applying the inequality from [17] [Lemma 2], we have
Therefore, we can conclude that Assumption 2.1 also holds (from the calculations in Case 1), when either of x 1 or x 2 in Assumption 2.1 lie in U . Note that this is sufficient for the Theorem 2.8 to hold.
Until now, we did not consider the models that satisfy Assumption 2.3. In following, we give model and argue that it satisfies Assumption 2.3. Recall that Assumption 2.3 says that for x, y ∈ supp(P 0 ) satisfying d(x, y) ≥ b > 0, the following holds
where, L(b) is a positive constant. If P 0 is absolutely continuous with respect to an ergodic measure ν, then x, y lie in the support of ν P 0 −almost surely. The arguments made are independent of the compactness of X and also independent of whether time is discrete or continuous. So without loss in generality, let us suppose that X is compact and time is discrete with T begin the homeomorphism. We assume that ρ t = t α , α > 0 (sufficiency condition of which is discussed earlier in this section). We consider dynamical system, T : X → X that satisfy the following properties:
(1) Sensitivity to initial conditions: On the attractor, Λ of T (a compact invariant set), there exists δ > 0 such that for x ∈ Λ, ∀ǫ > 0, there exists a ν-null set V(x),n(x) ∈ N such that for all y ∈ B ǫ (x)\V, we have d(T n(x) x, T n(x) ) > δ. (Note that this is a stronger notion than the one given in [16] ). (2) Positive lyapunov exponent: For ν-almost everywhere x, maximum lyapunov exponent is positive and minimum lyapunov exponent is negative. Since ν is ergodic, lyapunov exponents are constant ν-almost everywhere (and also P 0 -almost everywhere x).
In other words, informally, for y ∈ B ǫ (x)\V(x), there exists δ > 0 such d(T i x, T i y) > δ for i ∼ 1 λ log δ r (Note that this an informal argument without any proof). In what follows we use this informal observation,to show that (2.3) holds. To that end, Fix x and y and define a n = d(T n x, T n y). We assume that inf n (a n ) = 0, otherwise (5.4) trivially holds for a given x, y. And also, we assume that lim sup n→∞ a n > 0.
Let C be the set of all subsequences {n k } k∈N of N such that a n k → 0 as k → ∞. Defining D := C c , we see that for any {n k } k∈N ∈ D, inf k (a n k ) > 0. Choose {n k } k∈N ∈ D such that for any {p k } k∈N (such that {n k } k∈N ∩ {p k } k∈N is an infinite set), there exists a sub-subsequence {q k } k∈N of {n k } k∈N ∪ {p k } k∈N with the property a q k → 0 as k → ∞ ({n k } k∈N can be seen to exist). Suppose that n k+1 − n k → ∞ as k → ∞. From the definition of C and D, we can see that there exists an element, {m k } k∈N ∈ C given by {m k } k∈N = N\{n k } k∈N (From the assumption that inf n (a n ) = 0, it is an infinite set). From the assumption on {n k } k∈N , it is clear that by choosing k becomes large enough, cardinality of the set [n k , n k+1 ] ∩ {m k } k∈N can be made as larger than any desired integer.
In otherwords, for every ρ > 0, M ∈ N, there exists k 0 such that for all k ≥ k 0 , we have n k+1 − n k > M and a m < ρ, ∀n k < m < n k+1 .
Choosingx := T n k +1 x andȳ := T n k +1 y, we see that this violates the properties of dynamical system. Indeed, for i ∼ 1 λ log δ r , we have d(T ix , T iȳ ) > δ which contradicts the statement that a m = d(T m−n k +1x , T m−n k +1ȳ ) < ρ, ∀n k < m < n k+1 . Therefore, the supposition that n k+1 − n k → ∞ as k → ∞ is false and there exist a positive constant, J such that n k+1 − n k ≤ J for any k. This implies that cardinality of the set {n k } k∈N ∩ [1, 2, 3, ..., N ] is atleast ⌊ N J ⌋. As a result, we have the following
where G (α, J) > 0 depends only on α and J. The above inequalities follow from non-decreasing property of ρ t , applying the lowest bound to any sum upto first ⌊ N J ⌋ terms of an subsequence of a non-decreasing sequence and the form of ρ t . Note that by ergodicity, J is constant for ν-almost everywhere x (and also P 0 -almost everywhere x). Note that we proved (5.4) holds on a full measure set which is sufficient for Theorem 2.8 to hold.
To summarize, in the current section we studied various filtering models that satisfy the assumptions of Sections 2 and 3.
Conclusions
The problem that we studied in this paper is the asymptotic stability of the nonlinear filter with deterministic dynamics. To establish stability, we proved an accuracy result for the conditional distribution of the initial condition given observations. We have seen that if the dynamics is such that distance between the orbits of different points neither converges to zero nor goes to infinity, then by making sufficiently long observations, conditional distribution of initial condition of system given observations approaches delta measure at initial condition. This result was used to establish the stability of the filter. It has also been seen that same method can be used to establish the stability of the filter in the case of discrete time. The reason for making ρ t non-decreasing function such that ρ t → ∞ (as t → ∞) is that the convergence of the conditional distribution of initial condition to the dirac measure at the initial condition is achieved by collecting information of the initial conditions via. observations at a rate faster than the rate at which system is losing information.
