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Abstract
The development of graph neural networks (GCN) makes it possi-
ble to learn structural features from evolving complex networks. Even
though a wide range of realistic networks are directed ones, few existing
works investigated the properties of directed and temporal networks.
In this paper, we address the problem of temporal link prediction in di-
rected networks and propose a deep learning model based on GCN and
self-attention mechanism, namely TSAM. The proposed model adopts
an autoencoder architecture, which utilizes graph attentional layers
to capture the structural feature of neighborhood nodes, as well as a
set of graph convolutional layers to capture motif features. A graph
recurrent unit layer with self-attention is utilized to learn temporal
variations in the snapshot sequence. We run comparative experiments
on four realistic networks to validate the effectiveness of TSAM. Exper-
imental results show that TSAM outperforms most benchmarks under
two evaluation metrics.
1 Introduction
Complex systems in real world can be naturally described with complex
networks, where nodes represent entities and links represent the interac-
tions between them. Complex networks are highly dynamic objects whose
topology evolves quick over time with the appearance of new interactions [1].
Predicting the dynamics of complex networks is a meaningful and promis-
ing problem. For example, in data center networks, the prediction of net-
work topology can guide the design of routing protocols to improve the
efficiency [2]. In online social networks such as Twitter and Sina Weibo,
the prediction of people’s interactions can help infer the potential friends
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and recommend them to users, increasing their loyalty to the platform in
return [3]. In most literatures, such task is referred to as temporal link pre-
diction, the goal of which is to predict future topology of evolving networks
based on historic network information. Generally, temporal link prediction
is more challenging than link prediction in static networks, because it re-
quires to capture not only the structural feature of but also the temporal
evolution [4].
A number of methods have been proposed to solve the temporal link
prediction problem in the last two decades. Most existing works compact
the historic network structures into one single network, and use methods
in static networks to predict future links. Similarity-based temporal link
prediction methods are the simplest and most efficient ones, which assume
nodes with higher similarity will form links in the future [5]. Such meth-
ods include Common Neighbors, Jaccard, Adamic-Adar, Resource alloca-
tion, Katz, etc [3]. Even though these methods are efficient, they only
take into account the structural feature of previous moment, regardless of
informative temporal features such as the evolving pattern. Recently, the
development of machine learning and graph neural network (GNN) makes
it possible to build learning models for non-Euclidean data including com-
plex networks [6]. Taking advantage of GNN, many works focus on solving
temporal link prediction problem with machine learning models which learn
both structural and temporal feature at the same time. These works mainly
fall into two categories. The first kind of methods use dynamic graph rep-
resentation learning to learn latent representations of nodes in temporal
networks, and train a downstream logistic regression classifier for link pre-
diction [7]. The other kind of methods reconstruct the predicted network
through an autoencoder architecture [2]. Even though the latter one is more
complicated with more parameters to train, it usually performs better in the
task of temporal link prediction.
In reality, plenty of realist networks are directed in which link orienta-
tions have specified meanings. The prediction of link orientations are equally
important with connectivity [8]. For example, in email networks, a directed
link represents an outgoing email from one to another. If only the existence
of a link is predicted, it would lead to ambiguity because one cannot decide
the source and target of this email. Directed networks are quite different
from undirected ones in topological properties, making temporal link pre-
diction for directed networks a complicated and challenging problem. Since
most existing works idealize their subjects into undirected networks, few
works have investigated this problem thoroughly.
In this paper, we address the problem of predicting temporal links in
directed networks. Our main contributions can be summarized as follows:
1. We design a model for link prediction in directed and temporal networks,
namely TSAM. The model utilizes graph attentional layers to capture
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structural features of each snapshot. It also leverages matrix transforma-
tion to mine additional structural feature from local network structure.
2. To capture the temporal features efficiently and overcome the long term
dependency of evolving structure, we use graph recurrent units with self-
attention mechanism to learn from a sequence of snapshots and predict
future snapshots.
3. Both node-level self-attention and time-level self-attention mechanisms
are adopted in our model to accelerate the learning process and improve
the prediction performance.
4. We use comparative experiments on realistic networks to validate the
effectiveness of our model.
The remainder of this paper is organized as follows: Section 2 introduces
several related works. Section 3 describes the aiming problem of this paper.
Section 4 presents the proposed method. Section 5 describes experimental
setups and analyzes the results. Finally, Section 6 draws conclusion of the
paper.
2 Related Works
2.1 Temporal link prediction
Temporal networks are usually described in two ways: snapshot sequence
which is a set of evolving snapshots at discrete time, and timestamped graph
which is a graph with timestamped links. In this paper we adopt the first
description.
Zhou et al. [9] leverage the concept of triadic closure as guidance to cap-
ture the evolving pattern across different snapshots. Goyal et al. [10] pro-
posed DynGEM based on depth autoencoder to incrementally update node
embeddings through initialization from the previous step. These methods
cannot capture the dynamics among a long period of time, which leads to
limit on accuracy. Since recurrent neural network (RNN) and its variations
are powerful tools to capture temporal dynamics of input sequences, they
are adopted in many temporal link prediction methods. Chen et al. [11] pro-
posed GC-LSTM which uses graph convolutional network (GCN) embedded
long short term memory network (LSTM) to predict temporal links. Instead
of learning structural and temporal feature separately, Pareja et al. [12] use
the RNN to evolve the GNN so that the dynamic features are captured in
the evolving network parameters. Nevertheless, these recurrent methods are
inefficient in capturing the most relevant historical snapshots because they
treat the effect of each snapshot equally. In our proposed TSAM model, we
utilize self-attention mechanism to differentiate the influence of snapshots.
On the other hand, some works have studied the problem of link pre-
diction in directed and temporal networks. Jawed et al. [13] addressed time
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frame based link prediction problem in directed citation networks and pro-
posed time frame-based score. Bu¨tu¨n et al. [14] designed a measure by
extending neighbor based measures as directional pattern based ones to
consider the role of link directions.
2.2 Graph neural network
Graph convolution is a key technique to perform machine learning on non-
Euclidean data structure such as complex networks. It generalizes the stan-
dard definition of convolution over a regular grid topology to graph struc-
ture. Graph aggregators are basic building blocks of graph convolution
methods. Most existing works on graph aggregators are based on either
pooling over neighborhoods or the weighted sum of neighboring features.
Typically, graph convolutions can be categorized into two types: spectral
domain convolution and spacial domain convolution. The classic GCN de-
signed by Kipf et al. [6] employs spectral domain convolution by leverag-
ing the decomposition of Laplace matrix. Since the Laplace matrix should
be symmetric to perform decomposition, GCN cannot deal with directed
networks whose adjacency matrices are asymmetric. Hamilton et al. [15]
extended graph convolutional methods through trainable neighbor aggrega-
tion functions, and proposed a spacial domain convolution method named
GraphSAGE. Since GraphSAGE does not use decomposition of Laplace ma-
trix, it can deal with directed networks. Other efforts have also been done
to learn representations of directed networks, such as motif2vec [16], DIA-
GRAM [17], ATP [18], MotifNet [19], etc.
2.3 Self-attention mechanism
Neural attention networks use a subnetwork to compute the correlation
weight of the elements in a set. Among the family of attention models,
the multi-head attention model proves to be effective for machine transla-
tion tasks. Later it has been adopted as a graph aggregator to solve the node
classification problem [20] and static link prediction problem [21], referred
to as graph attention network (GAT). Each attention head sums the ele-
ments that are similar to the query vector in one representation subspace,
which provides more modeling power naturally. Zhang et al. [22] further
proposed gated attention networks (GaAN) which treats the effect of differ-
ent attention head unequally. Leveraging self-attention mechanism, Sankar
et al. [7] proposed the DySAT to learn representation of temporal networks.
Our work differs from theirs in two aspects: 1) On structural level, our
TSAM model target directed networks and leverage additional structural
features through matrix transformation and feature fusion, while DySAT
aims at undirected networks. 2) On temporal level, TSAM adopts gated
recurrent unit (GRU) layer and self-attention layer to capture temporal fea-
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tures, while DySAT only uses self-attention layer which cannot distinguish
between different positions of the input.
3 Problem description
A directed and temporal network can be described with a sequence of net-
work snapshots G = {G1, G2, · · · , GT }, where T is the number of time
steps, Gt = G(Vt, Et) is the snapshot at time step t, with Vt and Et being
the set of nodes and links, respectively. For simplicity, we only investi-
gate the evolution of links and assume all snapshots share the same set of
nodes, i.e., V . The adjacency matrix at time step t can then be denoted
as At = [a
t
ij]N×N , N = |V | is the total number nodes. Since we focus on
directed and unweighted networks, when link e(i, j) ∈ Et, atij = 1, otherwise
atij = 0. Notice that in directed networks, a
t
ij 6= atji. Denote X ∈ RN×F as
the feature matrix of nodes, where F is the number of features in each node.
Given the adjacency matrices during T , i.e., {At−T ,At−T+1, · · · ,At},
temporal link prediction problem aims at learning a function f(·) which can
predict the adjacency matrix At+1 at time step t + 1 based on the link
formation history, denoted as:
Aˆt+1 = f(At−T ,At−T+1, · · · ,At) (1)
The goal of our model is to learn function f(·) of a given network and
use it to predict its future links. For simplicity, in the following we denote
Att−T = {At−T ,At−T+1, · · · ,At}.
4 The Proposed Method
We propose a temporal link prediction model based on self-attention mech-
anism, referred to as TSAM. The basic architecture of TSAM model is an
autoencoder as shown in Fig. 1. First, the temporal encoder consisted of
graph convolutional layers, graph attention layers and GRU layers draws
both the structure-related and time-related features from the input snap-
shots, generating node embedding of the last time step. Then the decoder
utilizes full-connected layers to interpret the embedding to the predicted
adjacency matrix. Here we introduce the main parts of TSAM model sepa-
rately.
4.1 Node-level attention block
For each snapshot at time step t, we take advantage of the graph attentional
(GAT) layer to specify different weights to different nodes in a neighborhood.
The GAT layer attends over the immediate neighbors of a node in snapshot
G, by computing the attention weights as a function of their input feature
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Fig. 1. Overall architecture of the proposed TSAM model.
vectors. At time step t, the inputs to the GAT layer are the feature matrix
X = {x1,x2, · · · ,xN}, xi ∈ RF and the adjacency matrix At ∈ RN×N ,
where N is the number of nodes, F is the number of features in each node.
The output of GAT layer is a new set of features Yo = {yo1,yo2, · · · ,yoN},
yi ∈ RF ′, where F ′ is the dimension of new features in each node. First,
a shared linear transformation parametrized by W(n) ∈ RF ′×F is applied
to every node. Then a shared attentional mechanism a : RF
′ × RF ′ → R
computes the attention coefficients of two nodes as:
eij = LeakyReLU
(
aT · Concat(W(n)xi,W(n)xj)
)
(2)
where LeakyReLU(·) is the LeakyReLU activation function with α = 0.2,
·T represents vector transposition operation, Concat(·, ·) represents vector
concatenation operation.
The calculated attention coefficient eij represents the importance of node
i to node j. Since we focus on directed networks, we perform the so-called
masked attention which only computes eij for nodes j ∈ N int (i), whereN int (i)
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is the first-order incoming neighbors of node i in the snapshot. The attention
coefficients are then normalized with the softmax function, denoted as:
αij =
exp(eij)∑
k∈N in
t
(i) exp(eik)
(3)
We follow [20] to perform the multi-head attention mechanism which can
stabilize the learning process of self-attention. KN independent attention
mechanisms are performed with the output features concatenated as the
final result, denoted as:
yoi = ELU

 1
KN
KN∑
k=1
∑
j∈N in
t
(i)
αkijW
(n)
k xi

 (4)
where ELU(·) is the exponential linear unit (ELU) activation function.
4.2 Feature generation
In order to leverage more structural information of directed networks, we
generate a set of transformed adjacency matrices using the simplest matrix
operations. In detail, at each time step t, we define a set of mapping func-
tions {gM1 , gM2 , · · · , gMi} where g : RN×N → RN×N maps the adjacency
matrix to the transformed adjacency matrices as:
C
Mi
t = gMi(At) (5)
There are multiple choices of mapping functions. Here we list four sim-
plest forms as:
CM1t = A ·A,CM2t = AT ·A,CM3t = A ·AT,CM4t = AT ·AT (6)
The meaning of these four transformed adjacency matrices can be inter-
preted with network motifs [23]. Take two simple networks shown in Fig. 2
as example. In Fig. 2(a), operation A ·A can be calculated as:
(A ·A)13 =
3∑
k=1
a1k · ak3 = a12 · a23 = 1 (7)
In Fig. 2(b), operation A ·A can be calculated as:
(A ·A)15 =
5∑
k=1
a1k · ak3 =a12 · a25 + a13 · a35 + a14 · a45 = 3 (8)
Obviously, operation A · A counts the number of motif {u → t → v}
between two nodes, generating a symmetric matrix whose elements stand
7
1 3
2
1 5
2
12a 23a
3
4
12a 25a
13a 35a
14a 45a
(a) (b)
Fig. 2. Example of matrix transformation in directed networks.
for the number of such type of motif. Other operations in (6) have similar
meanings.
We use a set of graph convolutional layers (GCL) to exact structural
features and generate corresponding embeddings from the transformed ad-
jacency matrices. For each transformed adjacency matrix CMit , the output
of GCL can be denoted as:
Y
Mi
t = ELU
(
Dˆ−1/2Cˆ
Mi
t Dˆ
−1/2XW(g)
)
(9)
where CˆMit = C
Mi
t + IN , IN is the N -dimensional identity matrix. Dˆuu =∑N
v=1(Cˆ
Mi
t )uv is the degree matrix.
The extracted features from GAT layer and the set of GCLs captures
different structural properties of the input network Gt. We adopt a fea-
ture fusion layer to combine them together. For such early fusion tasks,
concatenation method and addition method are two simplest and effective
ways. Here we adopt the element-wise addition method to ensure that the
output feature has the same dimension with the input. Notice that possible
information losses may occur when features are added up directly, but com-
putational costs are saved at the same time. The output of feature fusion
layer is denoted as:
Y = LN
(
Add(Yo,YM1 , · · · ,YMi)) (10)
where LN(·) is the layer normalization function to normalize the outputs
with range [0, 1], Add(·, ·) is the element-wise add function. Finally, a flatten
layer reshapes the output embeddings into row-wise vectors in order to feed
them into the RNN networks later.
4.3 Time-level attention block
To capture the temporal variations of network structure through multiple
time steps, we feed the sequence of row-wise vectors into a time-level atten-
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Fig. 3. Diagram of feature generation in each snapshot.
tion block. The time-level attention block consists of two layers: a nonlinear
RNN layer and a temporal self-attention layer.
Recurrent neural networks has flexible nonlinear transformation ability
on time-series inputs, while the attention mechanism has limited represen-
tational power for it uses weighted sum to generate output vectors. To
increase the expressive power on time-level, the row-wise vector sequence
Ytt−T = {yt−T ,yt−T+1, · · · ,yt},yt ∈ R1×(N×F
′) are first fed into a recur-
rent neural network to mine the evolving patterns of the temporal directed
network. LSTM and GRU are two well-performing models in RNN networks
which are capable to learn the long-term dependencies of sequential data.
Since GRU is able to achieve similar performance compared with LSTM
with fewer trainable parameters and lower computational complexity, we
use GRU hidden layer to deal with this specific task. At each time step t,
the input vector yt and the last time step state vector ht−1 are taken as the
input of the GRU cell, then the output state vector ht can be denoted as:
at = σ
(
W(z)yt +U
(z)ht−1 + b
(z)
)
(11)
rt = σ
(
W(r)yt +U
(r)ht−1 + b
(r)
)
(12)
h˜t = tanh
(
W(n)yt + rt ⊙U(n) + b(n)
)
(13)
ht = (1− zt)⊙ ht−1 + zt ⊙ h˜t (14)
where {W(i),U(i),b(i)}, i = {z, r, n} are the trainable parameters of the
update gate, reset gate and new memory, respectively. σ(·) and tanh(·)
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respectively represent the sigmoid and tanh activation function. ⊙ denotes
the Hadamard product. We denote HR as the hidden layer dimension of the
GRU layer.
Afterwards, the hidden states of GRU layer are fed into a temporal self-
attention layer to differentiate their influences on each other. In detail,
we take the hidden state vector at time step t, i.e., ht, as the query to
attend over its historical representations, tracing the evolution of struc-
tural features. We follow [24] to adopt scaled dot-product attention in
order to accelerate computational speed, as shown in Fig. 4. At each
time step, the temporal self-attention layer takes the hidden state vec-
tors htt−T = {ht−T ,ht−T+1, · · · ,ht} as input and produces a new sequence
ztt−T = {zt−T , zt−T+1, · · · , zt}. Similar with node-level attention block, we
employ multi-head attention mechanism to learn features from different la-
tent space and enhance the representational ability of our model [25]. In the
l-th attention head, linear transformations are performed first on the input
vector to generate the queries, keys and values, denoted as:
Q = htt−TW
(q),K = htt−TW
(k),V = htt−TW
(v) (15)
where W(q),W(k),W(v) ∈ RHR×F ′′ are the trainable weights, F ′′ is the
output feature dimension. Then the output vector is computed as:
z(l) = βV (16)
where βij ∈ β,
βij =
exp(eij)
T∑
k=1
exp(eik)
, i, j ∈ [t− T, t] (17)
is the softmax function, and
e =
QKT√
F ′′
(18)
is the attention coefficient matrix, with eij ∈ e indicating the influence of
snapshot i on snapshot j. Since the input vectors are time-relevant, we
follow [7] to add a mask matrix M ∈ Rl×l in (18) to enhance the auto-
regressive property, such that:
eij =
(
QKT
)
ij√
F ′′
+Mij (19)
where Mij = −∞ when i > j, otherwise 0. This makes sure that when
i > j, the softmax operation in (16) generates a zero attention weight, i.e.,
βij = 0, which can ignore the attention from time step i to j. The outputs
10
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Fig. 4. Diagram of temporal self-attention layer.
of KT independent attention heads are concatenated together as the final
embedding, denoted as:
ztt−T = Concat
(
z(1), z(2), · · · , z(KT )
)
(20)
In this case, the shape of ztt−T is T × (KT × F ′′).
4.4 The decoder network
In order to predict the network at time t+1, we treat the output embedding
at time t, i.e. zt ∈ R1×(KT×F ′′) as the learned embedding of the historical
snapshots. The output vector is then fed into a decoder network to generate
the prediction result. Briefly, the decoder network consists a fully-connected
layer, denoted as:
D(zt) = ReLU
(
ReLU
(
ztW
(h) + b(h)
)
W(o) + b(o)
)
(21)
where W(h) ∈ R(KT×F ′′)×HD and W(o) ∈ RHD×(N×N) are the weights of the
hidden layer and output layer, HD is the dimension of hidden layer. We
denote St+1 = D(zt) as the output vector of the decoder network, which is
then reshaped from 1×(N ×N) to N×N , with [St+1]ij ∈ [0, 1] representing
the existence probability of links in snapshot Gt+1.
4.5 Model optimization
Since our goal is to predict links in Gt+1 based on historical snapshots, the
predicted score matrix St+1 and the ground-truth adjacency matrix At+1
should be close geometrically. In other words, if link e(i, j) ∈ At+1, the
corresponding score sij ∈ St+1 is close to 1 for a good prediction, otherwise 0.
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We use Frobenius norm to describe the distance between matrices, and train
the TSAM model at time step t by optimizing the following loss function:
Lt(θ;A
t
t−T ,At+1) = ‖(St+1 −At+1)⊙ B‖2F +
λ
2
‖θ‖22 (22)
where St+1 = f(A
t
t−T ) is the predicted score. B is the penalty term to
deal with the sparsity of adjacency matrix following literature [26]. Bij = β
for e(i, j) ∈ At+1, other Bij = 1. In such case, when β > 1, it penalize
inaccurate predictions of observed links more than those of unobserved links.
To encourage sparsity in the model’s weights and prevent over-fitting, we add
L2 regularizer to the loss function with λ as the hyperparameter controlling
its relative weight. We adopt Adam optimizer to minimize the loss function.
5 Experiments
5.1 Datasets
We use four temporal directed networks from real world to evaluate the
performance of TSAM model, including two Email networks, a social net-
work and an interaction network. Basic statistics of the four datasets are
presented in Table 1, and a brief introduction of them is described as follows.
Table 1. Summary statistics of four temporal networks.
Network MAN EEC UCI LEM
# of Nodes 167 964 889 485
# of Links 81,127 291,167 10,034 196,364
Average degree 971.58 604.08 22.57 809.75
Start date 2010/1/3 xxxx/3/17 2004/6/27 1979/4/1
End date 2010/9/27 xxxx/6/7 2004/10/26 2004/6/1
Total time span 9 months 15 months 4 months 302 months
Snapshot range 1week 1week 3 days 6 months
# of Snapshots 38 64 40 50
window size T 8 8 5 8
1. Manufacturing emails (MAN) [27]: An email network between employees
of a mid-sized manufacturing company. The network is directed and
nodes represent employees. The left node represents the sender and the
right node represents the recipient. A directed link e(u, v, t) represents
that employee u sent an email to employee v at time t. We use links in
one week to generate a snapshot, and construct 38 snapshots with total
duration of 9 months, as shown in Fig. 5(a).
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Fig. 5. Histogram of link numbers for each snapshot in four networks.
2. Email-Eu-core-temporal (EEC) [28]: An email network generated from
the email data in a large European research institution. A directed link
e(u, v, t) represents that a person u sent an email to another person v
at time t. The timestamp of this dataset starts from 0 and no starting
date is specified. We neglect the isolated links and only generate the
snapshots based on links occurred during 15 consecutive months. Each
snapshot contains links during one week, so we totally get 64 snapshots
as shown in Fig. 5(b).
3. UC Irvine messages (UCI) [29]: A network consisted of private messages
sent on an online social network at the University of California, Irvine.
A directed link e(u, v, t) represents that user u sent a private message to
user v at time t. We choose links of 4 months in the experiments, and
generate snapshots with the range of 3 days as shown in Fig. 5(c).
4. LevantMonths (LEM) [30]: An interaction network collected by the Kansas
Event Data System based on folders containing WEIS-coded events within
eight countries: Egypt, Israel, Jordan, Lebanon, Palestinians, Syria,
USA, and Russia. The dataset contains interactions from April 1979
to June 2004. Each snapshot contains links occurred in 6 months, and
50 snapshots are constructed in total, as shown in Fig. 5(d).
5.2 Evaluation metrics
We use two standard evaluation metrics to evaluate the performance of
temporal link prediction models. The area under the receiver characteristic
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operator curve (AUC) is a widely adopted evaluation metric for classification
models, which considers both the sensitivity and specificity of the model. In
link prediction problems, if there are n′ times that the scores of randomly
chosen existent links are higher than those of randomly chosen non-existent
links among n independent comparisons, and n′′ times that they get the
same scores, then AUC is calculated as:
AUC =
n′ + 0.5n′′
n
(23)
A larger AUC score indicates a better prediction performance for a
given model. Similar with AUC, the area under the precision-recall curve
(PRAUC) is designed to evaluate the sparsity of networks. However, both
AUC and PRAUC cannot evaluate the added and removed links at the
same time. Therefore, in addition we adopt the geometric mean of AUC
and PRAUC (GMAUC) [31] to evaluate both added and removed links,
defined as:
GMAUC =
(
PRAUC− LALA+LR
1− LA/(LA + LR) · 2 (AUC − 0.5)
)1/2
(24)
where LA and LR are the number of added and removed links respectively,
PRAUC is the PRAUC value of new links, while AUC is the AUC score
calculated by originally existed links.
5.3 Performance evaluation
Experiments are performed on a Ubuntu 16.04 LTS system with 48 cores,
128 GB RAM and 2.20 GHz clock frequency. We implement the model
in Tensorflow 1.15.0, and train it on a NVIDIA Titan Xp GPU. We use a
sliding window with size T to get continuous snapshot sequences from all
snapshots in each network. At each time step t, we train separate models
up to snapshot t and evaluate it at t+ 1 for each t = 1, · · · , T .
Table 2. Parameter settings of TSAM in four networks.
Network N F ′ HR F
′′ KN KT HD lr λ
MAN 167 32 1024 256 4 8 128 0.001 0
EEC 964 64 4096 1024 2 4 512 0.001 1e−5
UCI 889 64 4096 1024 2 4 512 0.001 1e−5
LEM 485 32 2048 512 4 8 256 0.005 0
We compare the performance of TSAM and five state-of-the-art models
on temporal link prediction in directed networks, including:
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Table 3. Results of prediction performance in MAN and EEC.
Method
MAN EEC
AUC GMAUC AUC GMAUC
TNE 70.80 ± 1.1 77.15 ± 1.4 67.75 ± 1.0 69.87 ± 1.1
GC-LSTM 72.17 ± 0.7 73.03 ± 0.6 66.72 ± 0.7 69.51 ± 1.2
EvolveGCN 78.81 ± 0.4 82.53 ± 0.3 70.10 ± 0.7 72.53 ± 0.9
dyngraph2vec 76.60 ± 0.4 80.16 ± 0.4 68.83 ± 0.8 70.35 ± 1.1
DySAT 81.20± 0.2 84.05 ± 0.3 82.03 ± 0.3 85.50 ± 0.2
TSAM 80.87 ± 0.2 84.53± 0.3 84.21 ± 0.2 86.75± 0.2
1. TNE [32]: It models the temporal network with Markov process and uses
matrix factorization to learn node embeddings.
2. GC-LSTM [11]: It is an end-to-end temporal link prediction model which
uses GCN to extract structural features and LSTM to extract temporal
features. We set the order of GCN K = 3 to aggregate 3-hop neighbors.
3. EvolveGCN [12]: It is a graph embedding model which adapts GCN
model along the temporal dimension without resorting to node embed-
dings. It captures the dynamism of graph sequences using an RNN to
evolve the GCN parameters.
4. dyngraph2vec [33]: It uses multiple non-linear layers to learn structural
patterns of each snapshot, and then uses recurrent layers to learn tem-
poral transitions in the network. We choose one of its variations namely
dyngraph2vetAERNN, which uses LSTM in the encoder to extract node
embeddings and full-connected network in the decoder to generate pre-
dictions. The hyperparamerter lb is set to T .
5. DySAT [7]: It is a graph embedding model based on joint self-attention
along the two dimensions of structural neighborhood and temporal dy-
namics.
Notice that since we are dealing with directed networks, spectral domain
convolution cannot perform on the asymmetric adjacency matrices because
the asymmetric laplace matrices are not decomposable. Therefore, we re-
place all GCN units with GraphSAGE in GC-LSTM and EvolveGCN to
perform spacial domain convolution on directed networks. The mean aggre-
gator function is utilized in GraphSAGE to aggregate neighborhood features.
Moreover, since TNE, EvolveGCN and DySAT are graph embedding models
which learn node embedding et from the evolving network G
t
t−T , we define
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Table 4. Results of prediction performance in UCI and LEM.
Method
UCI LEM
AUC GMAUC AUC GMAUC
TNE 67.11 ± 0.7 69.54 ± 0.7 76.20 ± 0.9 78.51 ± 1.1
GC-LSTM 67.54 ± 0.5 70.81 ± 0.7 79.52 ± 0.7 79.90 ± 0.7
EvolveGCN 69.53 ± 0.5 72.01 ± 0.8 80.71 ± 0.4 83.55 ± 0.6
dyngraph2vec 75.51 ± 0.4 78.14 ± 0.5 89.15 ± 0.4 91.00 ± 0.3
DySAT 79.87 ± 0.2 83.86 ± 0.2 88.52 ± 0.3 90.49 ± 0.3
TSAM 81.15± 0.2 84.91± 0.1 90.81 ± 0.3 91.90± 0.2
Table 5. Comparison on the influence of feature fusion in MAN and EEC.
Method
MAN EEC
AUC GMAUC AUC GMAUC
No feature 78.11 ± 0.3 82.31 ± 0.3 80.15 ± 0.3 81.24 ± 0.3
{CM1} 80.19 ± 0.2 81.95 ± 0.3 82.60 ± 0.3 83.83 ± 0.2
{CM1 ,CM2 ,CM3 ,CM4} 80.87± 0.2 84.53 ± 0.3 84.21± 0.2 86.75± 0.2
similarity score matrix St+1 = et · eTt to use them for temporal link predic-
tion task. In TSAM, we adopt four transformations {CM1 ,CM2 ,CM3 ,CM4}
listed in (6) as additional feature inputs. Other parameter settings in four
networks are presented in Table 2.
Table 3 and Table 4 presents the prediction performance of TSAM and
baselines in four networks. From the results we can observe consistent gains
of 1− 2% AUC in comparison to the best baseline in EEC, UCI and LEM.
In MAN, the AUC of TSAM is slightly lower than DySAT, but TSAM get
higher GMAUC than DySAT, which indicates a better performance of pre-
dicting both added and removed links. It is also clear that the performance
of TSAM is more stable in four networks reflected by the smaller standard
deviation. We also notice that compared with dyngraph2vec and GC-LSTM,
our TSAM model and DySAT are able to achieve obvious improvements on
both AUC and GMAUC, which indicates the effectiveness of self-attention
mechanism on temporal link prediction task.
Fig. 6 presents the average AUC at each time step in four networks. We
find that the performance of TSAM is relatively better and more stable than
baselines. The superiority of TSAM is obvious in comparison with TNE and
GC-LSTM, whose AUC curves show rapid drops at certain time steps.
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Fig. 6. Average AUC of TSAM and baselines in four networks at each time
step. Each value is the average of 20 independent experiments.
5.4 Influence of feature fusion
An important improvement in TSAM compared with other baselines is the
feature fusion block, which uses matrix transformation to capture motif
features in directed networks. Here we analyze the influence of feature fusion
block with different choices of additional feature. Table 5 and Table 6 present
the performance of TSAM under three circumstances: 1) use only the output
of GAT without additional features as the input of GRU, 2) use CM1 as
additional feature, 3) use matrices listed in Eq. (5) as additional feature. We
adopt parameters under the best performance for each case. From the results
we find that without additional feature, TSAM achieves lower AUC and
GMAUC than DySAT in MAN and EEC. However, whenCM1 is adopted, an
obvious improvement can be observed in four networks. Since CM1 captures
the local motifs of u → t → v, it indicates that taking into account the
motif structure in directed networks can lead to improvement on prediction
performance. We also find that with more additional features added, the
performance of TSAM gets better, bringing along more computational costs
at the same time.
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Table 6. Comparison on the influence of feature fusion in UCI and LEM.
Method
UCI LEM
AUC GMAUC AUC GMAUC
No feature 80.81 ± 0.2 82.53 ± 0.2 89.14 ± 0.3 91.12 ± 0.3
{CM1} 79.90 ± 0.2 81.97 ± 0.2 89.57 ± 0.3 90.26 ± 0.2
{CM1 ,CM2 ,CM3 ,CM4} 81.15± 0.2 84.91 ± 0.1 90.81± 0.3 91.90± 0.2
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Fig. 7. Performance comparison on the number of attention heads in node-
level and time-level self-attention blocks.
5.5 Influence of attention heads
Another important hyperparameter of TSAM is the number of attention
heads in self-attention layers. Here we respectively analyze the influence of
attention heads on the performance of TSAM. Fig. 7 presents the perfor-
mance of TSAM when we independently vary the number of attention heads
in node-level and time-level self-attention blocks within range {1, 2, 4, 8, 16}.
In the results we find that more attention heads leads to better performance
on both AUC and GMAUC. When KN ≥ 4 and KT ≥ 8, the performance
tend to be stable. It indicates that it is efficient to capture latent features
when using 4 node-level attention heads and 8 time-level attention heads.
6 Conclusions
Predicting the connectivity and direction of links in temporal networks is
both meaningful and challenging. In this paper we propose a temporal link
prediction model for directed networks based on graph neural networks and
self-attention mechanism. The basic architecture of our model is an au-
toencoder. In the encoder, local structural features of each snapshot are
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drawn by the GAT layer and several GCLs. A GRU hidden layer then
captures the temporal variations of the snapshot sequence. We use a time-
level self-attention layer to differentiate the effect of each snapshot. In the
decoder, a full-connected layer transforms the learned embedding into pre-
dicted adjacency matrix. Experimental results on realistic networks prove
the effectiveness of our model in comparison with baselines.
In our future works, we will focus on the prediction of weighted links in
directed networks. A possible direction of extending TSAM to solve weight
prediction problems is leveraging the structure of generative adversarial net-
work to refine the prediction accuracy.
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