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We consider the following problem concerning any two finite state machines M 
and N that exchange messages via two 1-directional channels. "Is there a positive 
integer K such that the communication between M and N over K-capacity channels 
is guaranteed toprogress indefinitely?" The problem is shown to be undecidable in
general. For a practical class of communicating machines, the problem is shown to 
be decidable, and the decidability algorithm is polynomial. We also discuss ome 
sufficient conditions for the problem to have a positive answer; these sufficient con- 
ditions can be checked for the given M and N in polynomial time. We apply the 
results to some practical protocols to show that their communications will progress 
indefinitely. © 1984 Academic Press, Inc. 
I. INTRODUCTION 
The model of communicating finite state machines is an abstraction of 
sequential processes which communicate exclusively by exchanging 
messages. The abstraction is achieved by suppressing the local data struc- 
tures and internal operations of the processes, and representing each of 
them by its possible sequences of sending and receiving operations with 
other processes. This abstract model has been useful in the specification 
(Danthine, 1980; Sunshine, 1981), analysis (Bochmann, 1978; West 1978; 
Brand and Zafiropulo, 1983; Gouda and Yu, 1984a), and synthesis 
(Zafiropulo et aL, 1980; Gouda and Yu, 1984b) of communicat ion 
protocols. But its major impact has been in characterizing some important 
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communication progress properties such as boundedness, and freedom 
from deadlocks and unspecified receptions. 
In this paper, we consider the general problem of communication 
progress between two finite state machines, and discuss its relationship to 
the above progress properties. We show that the problem is undecidable in
general and present some special cases for which the problem is decidable 
by polynomial algorithms. 
The paper is organized as follows. The model of communicating finite 
state machines is presented in Section II; then the communication progress 
problem is discussed and shown to be undecidable in Section IlL In Sec- 
tion IV, the problem is shown to be decidable by a polynomial algorithm 
for a special class of communicating machines called alternating machines. 
In Sections V and VI, we discuss two sets of sufficient conditions to ensure 
that the problem has a positive answer. Concluding remarks are in 
Section VII. 
II. NETWORKS OF COMMUNICATING MACHINES 
A communicating machine M is a finite directed labeled graph with two 
types of edges, namely sending and receiving edges. A sending (receiving) 
edge is labeled send(g) (receive(g)) for some message g in a finite set G of 
messages. One of the nodes in M is identified as its initial node, and each 
node is reachable by a directed path from the initial node. Each node in M 
has at least one outgoing edge. A node in M whose outgoing edges are all 
sending (receiving) edges is called a sending (receiving) node; otherwise it is 
called a mixed node. If the outgoing edges of each node in M have distinct 
labels, then M is called deterministic; otherwise it is called nondeterministic. 
Let M and N be two communicating machines with the same set G of 
messages; the pair (M, N) is called a network of M and N. A state of 
(M, N) is a four-tuple Iv, w, x, y], where v and w are two nodes in M and 
N respectively, and x and y are two strings over the messages in G. Infor- 
mally, a state [v, w, x, y] means that the executions of M and N have 
reached nodes v and w respectively, while the input channels of M and N 
have the message sequences x and y respectively. 
The initial state of network (M, N) is [Vo, Wo, E, E], where Vo and Wo 
are the initial nodes in M and N respectively, and E is the empty string. 
Let s = [-v, w, x, y]  be a state of (M, N); and let e be an outgoing edge of 
node v or w. A state s' is said to follow s over e iff one of the following four 
conditions is satisfied: 
(i) e is a sending edge, labeled send(g), from v to v' in M, and s '=  
[v', w, x, y" g], where "." is the concatenation operator. 
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(ii) 
[v ,w' ,x .g ,y] .  
(iii) e is a receiving edge, 
x= g.x'  and s '=  [v', w,x', y]. 
(iv) e is a receiving edge, 
y=g.y '  and s '= [v, w',x, y']. 
e is a sending edge, labeled send(g), from w to w' in N, and s '= 
labeled receive(g), from v to v' in M, and 
labeled receive(g), from w to w' in N, and 
Let s and s' be two states of network (M, N), s' follows s iff there is a 
directed edge e in M or N such that s' follows s over e. 
Let s and s' be two states of (M, N); s' is reachable from s iff s = s' or 
there exists states Sl,..., Sr such that s=sl ,  S'=Sr, and s;+l follows s; for 
i=  1,..., r -  1. 
A state s of network (M, N) is said to be reachable iff it is reachable from 
the initial state of (M, N). 
The communication of a network (M, N) is said to be bounded by a non- 
negative integer K iff every reachable state [-v, w, x, y] of (M, N) is such 
that Ix[ ~<K and [y[ ~<K, where [xl is the number of messages in string x. 
The communication of (M, N) is bounded iff there exists a nonnegative 
integer K such that the communication is bounded by K. If there is no such 
K, the communication is said to be unbounded. 
A reachable state [v, w, x, y] of (M, N) is a deadlock state iff (i) both v 
and w are receiving nodes, and (ii) x= y=E (the empty string). If no 
reachable state of (M, N) is a deadlock state, then the communication of
(M, N) is said to be deadlock-free. 
A reachable state [v, w, x, y] of (M, N) is an unspecified reception state 
iff one of the following two conditions is satisfied: 
(i) x= g l  g2 . . . . .  gk (k>~ 1); and v is a receiving node and none of 
its outgoing edges is labeled receive (g~). 
(ii) Y= gl '  g2 . . . . .  gk (k>~ 1); and w is a receiving node and none of 
its outgoing edges is labeled receive (gl). 
If no reachable state of (M, N) is an unspecified reception state, then the 
communication of (M, N) is said to be free from unspecified receptions. 
III. THE COMMUNICATION PROGRESS PROBLEM 
In this section, we state the communication progress problem for a 
network of two machines, and argue that it is undecidable in general. 
Let K be a nonnegative integer. The K-reachable set Rx of a network 
(M, N) is the set of all reachable states [-v, w, x, y] of (M, N) such that 
[xL ~<K and lYl ~<K. Informally, Rx is the set of all reachable states of 
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network (M, N), where each of the two channels between M and N has a 
finite capacity of K. The next lemma follows immediately. 
LEMMA 1. Let R be the set of all reachable states of a network (M, N), 
and let Rj and RK be the J- and K-reachable sets of (M, N): 
(i) R = Uf=O Rj. 
(ii) If J<.K, then Rj is a subset Of RK. 
(iii) I f J<KandRj=R•, then  R=Rj .  I 
Let RK be a K-reachable set of a network (M, N). A state s = Iv, w, x, y]  
of (M, N) is an overflow state in RK iff one of the following two conditions 
is satisfied: 
(i) Node v has an outgoing sending edge, and lYl = g. 
(ii) Node w has an outgoing sending edge, and Ix[ = K. 
A state s of a network (M, N) is a nonprogress state in RK iff s is a 
deadlock state, an unspecified reception state, or an overflow state in Rx. 
Otherwise, s is called a progress tate in RK. 
The last definition needs some justification. Consider the case of two 
machines M and N communicating over two K-capacity channels. If the 
network reaches a deadlock state, then indeed neither M nor N can 
progress any further. Thus, a deadlock state is a nonprogress state. If the 
network reaches an unspecified reception state, then one of the two 
machines is at a receiving node where the current "head" message in its 
input channel is not expected; and so it cannot progress any further. The 
other machine may still be able to progress; but since each progress tep is 
accompanied by either receiving one message or sending one message, the 
other machine can progress at most 2K-  1 steps (where K is the channel 
capacity), then it must stop forever. Thus, an unspecified reception state is 
a nonprogress state. If the network reaches an overflow state, then one of 
the two machines is at a node where it can send one message to its output 
channnel which is currently full. Obviously, this machine should not be 
"allowed" to progress any further. As before, the other machine can 
progress at most 2K steps after this point; then it must stop forever. Thus, 
an overflow state is a nonprogress state. Now, consider the argument in the 
other direction. Assume that M and N, communicating over K-capacity 
channels, have reached a state s after which no further progress is possible. 
In state s, each of the two machines must be in one of the following "local 
states": 
(i) The machine is at a receiving node while its input channel is 
empty. 
(ii) The machine is at a receiving node where the current head 
message in its input channel is not expected. 
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(iii) The machine is at a sending or mixed node while its output 
channel is full. 
If both machines are in local states of type (i), then the nonprogress state s 
is a deadlock state. If one machine is in a local state of type (ii), then the 
nonprogress state s is an unspecified reception state. If one machine is in a 
local state of type (iii), then the nonprogress state s is an overflow state. 
This completes our justification for the above definition of a nonprogress 
state. 
In this paper, we address the following communication progress problem: 
"Given two communicating machines M and N, is there a nonnegative 
integer K such that each state in the K-reachable set of network (M, N) is a 
progress tate?" Notice that if an instance of this problem has a positive 
answer, then it is possible to determine the smallest K, denoted Kmin, for 
which this instance has a positive answer. This is because, in this case, the 
set R of all reachable states of network (M, N) is finite as can be shown 
from Theorem 1 (below). Therefore Kmin can be computed as follows: 
grnin = max E ...... y~inR(Ixl, l Yl). 
The following theorem shows that the communication progress problem 
is equivalent to another problem concerning the communication of M and 
N over infinite capacity channels. 
THEOREM 1. Let M and N be two communicating machines. There exists 
a positive integer K such that each state in the K-reachable set of network 
(M, N) is a progress tate iff the communication of (M, N) is bounded, and 
free from deadlocks and unspecified receptions. 
Proof (If) Assume that the communication of (M, N) is bounded by 
some positive integer K. Therefore, the K-reachable set R~ of network (M, 
N) = the set R of all reachable states of (M, N), and each state in RK is a 
progress tate. 
(Only if) Assume that there is a positive integer K such that each 
state in the K-reachable set RK of (M, N) is a progress tate. This implies 
that no state in RK is an overflow state, and the communication of (M, N) 
is bounded by K. Therefore, the set R of all reachable states of 
(M, N) = RK, and the communication of (M, N) is bounded, and free from 
deadlocks and unspecified receptions. | 
From Theorem 1, the communication progress problem can be re-stated 
as follows: "Given M and N, is the communication of network (M, N) 
bounded, and free from deadlocks and unspecified receptions?" It is 
straightforward to show that a solution to this problem can solve the 
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halting problem of Post machines (Manna, 1974). Hence this problem is 
undecidable. 
THEOREM 2. It is undecidable whether the communication of any network 
(M, N) is bounded and free from deadlocks and unspecified receptions. (The 
undecidability holds even if M and N exchange message values and even if 
both machines are deterministic and have no mixed nodes.) | 
There are two approaches to bypass this negative result. First, identify 
special classes of communicating machines for which the problem is 
decidable. One example of this approach is discussed in the next section. 
The second approach is based on the observation that for most instances 
one is more interested in proving a positive answer to the problem. 
Therefore in Sections V and VI, we discuss two sets of sufficient conditions 
that ensure a positive answer for the communication progress problem. 
IV. ALTERNATING COMMUNICATING MACHINES 
A communicating machine M is called alternating iff each of its sending 
edges is followed by receiving edges only. 
THEOREM 3. The communication of any network of two alternating 
machines is bounded by two. 
Proof Let M and N be two alternating machines. Figure 1 shows a 
directed graph G that represents he reachable states of (M, N). Each ver- 
tex in G is labeled with a pair (x, y), where x and y indicate the contents of 
the input channels to M and N respectively; in particular, each of x and y 
can have any of the following values: 
E to indicate that the channel is empty, 
g to indicate that the channel has one message, and 
gg to indicate that the channel has two messages. 
Each arc in G is labeled with a symbol that indicates one operation, or 
edge, executed by M or N: 
SM(SN) indicates a sending edge executed by M (N). 
rM(ru) indicates a receiving edge executed by M (N). 
Notice that since M (N) is alternating, then between any two successive 
arcs that are labeled SM (SN) there must exist an arc labeled rM (rN) in G. 
From G, the communication f (M, N) is bounded by two. | 
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FIG. 1. Proof of Theorem 3. 
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COROLLARY 1. The communication progress problem for any network 
(M, N), where both M and N are alternating, can be decided in O(mnlG] 4) 
time, where m is the number of nodes in M, n is the number of nodes in N, 
and [G[ is the number of messages exchanged between M and N. 
Proof From Theorem 3, any reachable state Iv, w, x, y]  is such that 
Ixl ~< 2 and [yl ~< 2. Thus, the number of reachable states is O(mnlG[4). 
EXAMPLE 1. The alternating-bit protocol was proposed by Bartlet et aL 
(1969) to ensure reliable transmission of data messages from a sender to a 
receiver over a communication medium that can corrupt or lose transmit- 
ted messages. If a data message is corrupted or lost during transmission, or 
if its positive acknowledgment is corrupted or lost, then the data message is
retransmitted. The retransmission is triggered by any of the following: 
(i) The sender eceives a negative acknowledgment. 
(ii) The sender eceives a corrupted message. 
(iii) The sender waits a sufficient time period, called a timeout 
period, to receive a response; but no response is received indicating that 
either the original message or its response is lost. 
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When the receiver receives a data message, it should be able to detect 
whether it has received an identical copy of this message earlier. For this 
reason, the value of some bit in the sender is attached to each data message 
sent. So long as a data message is being retransmitted, the value of this bit 
remains fixed; but whenever a new data message is about to be sent, the 
value of this bit is altered (hence, the name "alternating-bit protocol"). 
Figure 2a shows a model of the alternating-bit protocol over a medium 
that corrupts messages. Machines M1 and N1 model the sender and the 
receiver, respectively. Instead of modeling the medium as a separate 
machine, the medium's effect is modeled as follows. Whenever a machine 
I n i t ia l  _d O 
Node 
+al +do 
a C ~ 0  -al +do~r~Cr~a; 
Sender M 1 Receiver N I 
-d o 
b _Tm _ do 
+a 0 +do 
+d I 
Sender M 2 Receiver N 2 
-Tm 
FIG. 2. An alternating-bit protocol (Notation: -g  means send(g), + g means receive(g)): 
(a) modeling a medium that corrupts messages; (b) modeling a medium that loses messages. 
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(M~ or N~) sends a message g, it either sends g or sends a special message 
Cr that denotes a corrupted message. The other exchanged messages 
between Ma and N 1 have the following meanings. 
d; (i = 0, 1) denotes a data message with a bit of value "f' attached to 
it. 
ai ( i= 0, 1) denotes a positive acknowledgment message for message 
"dr', and a negative acknowledgment message for message "di+ ~mod2." 
Figure 2b shows a model of the alternating-bit protocol over a medium 
that loses messages. Machines M 2 and N2 model the sender and the 
receiver, respectively. The medium's effect is modeled as follows: 
(i) Whenever M2 sends a data message g, it either sends g or sends a 
special message Ls that denotes a lost message. When N2 receives the 
message Ls it sends a special message Tm that denotes a timeout message. 
When M2 receives Tm it sends another copy of the last sent data message. 
(ii) Whenever N2 sends a response message g, it either sends g or 
sends the timeout message Tm to simulate the loss of g and force M2 to 
resend the last sent data message. 
To model the alternating-bit protocol over a medium that both corrupts 
and loses messages, 
(i) join M1 and M 2, by collapsing every two nodes with identical 
labels into one node, yielding a sender M, and 
(ii) join N1 and N2, by collapsing every two nodes with identical 
labels into one node, yielding a receiver N. 
Each of the machines M1, N~, M2, N2, M, and N is alternating. Hence, 
the communications of the networks (M1, N1), (M2, N2), and (M, N) are 
all bounded (Theorem 3). It is straightforward to show that each of them is 
also free from deadlocks and unspecified receptions. 
Two comments concerning this example are in order: 
(i) The directed edge labeled +al  from node 2 to node 1, and the 
edge labeled + ao from node 4 to node 3 in M2 will never be executed ur- 
ing the course of communication between M2 and N2. They have been 
added (redundantly) to simplify the argument for freedom from unspecified 
receptions. (See Example 3 in Section VI.) 
(ii) In the above example, it is assumedthat there is an upper bound 
on the time needed to send a message and receive its reply. (The timeout 
period is selected to be larger than this upper bound.) In the abscence of 
this upper bound, the timeout mechanism can cause the sender to resend 
an unbounded number of copies of the same data message, even if the 
original message was not corrupted or lost. In this case, the alternating-bit 
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protocol can be modeled by a sender M' and a receiver N' as shown in 
Fig. 3. M' is not alternating, hence the communication progress problem 
for (M', N') cannot be decided by Theorem 3. On the other hand, it is 
straightforward to show that the communication of (M', N') is unbounded 
(since M' can reach a sending cycle), and free from deadlocks ( ince M' has 
no receiving nodes), and free from unspecified receptions ( ince N' expects, 
at each receiving node, to receive every possible message from M'.) [ 
In the next two sections, we discuss sufficient conditions that ensure a 
positive answer for the communication progress problem. 
Initial node 
+a I
+(ao,Cr,Ls) ~ 
I) 
~ -(dl,Cr,Ls) 
f- 
-(dl,Cr,Ls) 
-(do,Cr,Ls) 
-(do'Cr'Ls) ~ 
~---~ +(al,Cr,Ls) 
+a 0 
Sender M' 
+(Cr,Ls)~ 
-(al,Cr,Ls) 
i~ +do ~f 
d I +d o 
+d 1 
Receiver N' 
o,Cr,Ls) 
~-J+(Cr,Ls) 
FIG. 3. An altenating-bit protocol without an upper bound on the round-trip time. 
Notation: An edge from node i to node j labeled -(g~ ..... gr) represents r edges from i to j 
labeled send(g1),..., send(gr). Similarly, + (gl ..... gr) represents r receiving edges.) 
643/63/3-5 
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V. COMPATIBLE COMMUNICATION 
Let M and N be two deterministic communicating machines that have 
no mixed nodes, and let p and q be two directed paths, of equal ength, that 
start with the initial nodes in M and N, respectively. Paths p and q are said 
to be compatible paths iff for i = 1, 2,..., the ith edge in p is labeled send(g) 
(receive(g)) and the ith edge in q is labeled receive(g) (send(g)). The com- 
munication of (M, N) is said to be compatible iff for any directed path p 
that starts with the initial node in M, there exists exactly one directed path 
q that starts with the initial node in N, and vice versa, such that p and q 
are compatible. 
The reason for our interest in compatible communication is twofold. 
First, compatibility is a sufficient condition to ensure that the com- 
munication is deadlock-free and without unspecified receptions as we prove 
in Lemma 2. Second, it is decidable whether the communication of any 
network is compatible, as we prove in Lemma 3. 
LEMMA 2. Let M and N be two deterministic communicating machines 
that have no mixed nodes. I f  the communication f ( M, N) is compatible then 
it is free from deadlocks and unspecified receptions. 
Proof Assume that the communication of (M, N) is compatible, and 
let R be the set of all reachable states of (M, N). We show by contradiction 
that no state s in R is a deadlock or an unspecified reception: 
(i) s is a deadlock state. Since s is in R, there exist states So,..., st, 
such that So is the initial state, s~ = s, and s; follows si_ 1 over some edge e i 
( i= 1,..., r). The set of edges {eel i-- 1,..., r and ei is in M} corresponds to a 
directed path p which starts with the initial node in M. Similarly, the set of 
edges {eel i-= 1,..., r and ei is in N} corresponds to a directed path q which 
starts with the initial node in N. Since s is a deadlock state, then IPl = Iql. 
There are two cases to consider: 
(a) p and q are compatible. In this case, if path p is extended in any 
way into p' in M, then no directed path q' which starts with the initial node 
in N is compatible with p'. This contradicts the assumption that the com- 
munication between M and N is compatible. 
(b) p and q are not compatible. Since the communication between 
M and N is compatible, there is a directed path g/that starts with the initial 
node in N such that p and ~ are compatible. Clearly, [ql = IP[ = Iql and 
paths q and ~ are not identical. Let e and ~ be the first different edges in q 
and ~, respectively. Edges e and ~ have the same tail node; and they are 
either the ith sending edges or the ith receiving edges in their respective 
paths. Therefore, they correspond to the ith receiving edge or the ith 
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sending edge of path p in M; i.e., they have identical labels; this contradicts 
the fact that N is deterministic. 
(ii) s is an unspecified reception state. A similar argument as in case 
(i) leads to a contradiction. | 
LEMMA 3. Whether the communication f a network (M, N), where both 
M and N are deterministic and have no mixed nodes, is compatible, can be 
decided in O(s*logs*lG[) time where s=max(m,n), m is the number of 
nodes in M, n is the number of nodes in N, and ta] is the number of messages 
exchanged between M and N. 
Proof Construct machine _~ from N by replacing each sending node by 
a receiving node and vice versa, and by replacing each label "send(g)" by 
"receive(g)" and vice versa. View machines M and N as two finite 
automata over the alphabet {send(g), receive(g)lg is in G}; and assume 
that each node in M or ~- is an accepting state. Each path that starts with 
the initial node in machine M (~-) corresponds to exactly one word in the 
regular language L(M) (L(~-)) accepted by the automaton M (.~'). Since 
both machines are deterministic, then the converse is also true, namely 
each word in the language L(M) (L(Ar)) corresponds to exactly one path 
that starts with the initial node in machine M (~)). Therefore, the com- 
munication between M and N is compatible iff L(M) = L(N), which can be 
decided in O(s*logs*lG[)time (Aho, Hopcroft, and Ullman, 1975). (This 
time is needed to construct minimum machines that are equivalent to M 
and N. Deciding whether these minimum machines are equivalent akes 
negligible time.) | 
From Lemma 2, compatibility guarantees freedom from deadlocks and 
unspecified receptions; however, it does not guarantee boundedness. 
Therefore, compatibility alone does not ensure a positive answer to the 
communication progress problem, and an additional condition is needed 
for that purpose. 
THEOREM 4. Let M and N be two deterministic communicating machines 
that have no mixed nodes. I f  the communication f (M, N) is compatible and 
if each directed cycle in M or N has at least one sending and one receiving 
node, then the communication f (M, N) is bounded and free from deadlocks 
and unspecified receptions. 
Proof Since any directed cycle in M or N contains at least one sending 
and one receiving nodes, define K to be the maximum number of successive 
nodes of the same type (sending or receiving) in M or N. It is 
straightforward to show that any reachable state s = [-m, n, x, y] of (M, N) 
satisfies the following three conditions: 
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(i) s is not a deadlock state. 
(ii) s is not an unspecified reception state. 
(iii) [x[ <~K and lyL <<.K. I 
EXAMPLE 2. Consider the two communicating machines M and N in 
Fig. 4. They model a simplified version of the data transfer phase in the 
binary synchronous protocol (Lam, 1983), where M models a sender that 
sends a stream of "data blocks" to a receiver N, and for each sent block M 
receives either a positive or negative acknowledgment from N. Each data 
block consists of a header field, a text field, and a 2-character check sum to 
detect corruption that may occur in the data block during transmission. 
The exchanged messages are as follows: 
SOH 
H 
STX 
T 
ETX 
BCC 
ACK 
NACK 
is a start of header character, 
is a header character, 
is a start of text character, 
is a text character, 
is an end of text character, 
is a block check character, 
is a positive acknowledgment message, and 
is a negative acknowledgment message. 
Initial 
Node -H -T 
-STX ~ ~  
+ACK 11 
+NACK J 
+H +T 
N 
FIG. 4. Data transfer in the binary synchronous protocol. (Notation: -g  means send(g), 
+ g means receive(g).) 
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By inspection, the communication of (M, N) is compatible; therefore it is 
free from deadlocks and unspecified receptions by Lemma 2. The com- 
municitation of (M, N) is unbounded. (This is because M has two sending 
self-loops violating one of the two conditions of Theorem 4.) However, if 
there is an upper bound on the number of H and T characters allowed in 
each data block, then the conditions of Theorem 4 are satisfied, and the 
communication becomes bounded. (Most implementations of this protocol 
put an upper bound of 256 characters on the size of each data block, thus 
ensuring boundedness.) | 
In the next section we discuss another set of conditions that ensures a 
positive answer for the communication progress problem. 
VI. REDUCING THE NUMBER OF MESSAGE TYPES 
Let M and N be two communicating machines with the same set 
G = {gx,..., gr}, r ~> 2, of messages. Let M(g2 :g~ ) denote machine M after 
replacing each g2 label with a gl label, and let N(g2 :g~ ) denote machine 
N after replacing each g2 label with a gl label. The two machines 
M(g2 :gl ) and N( g2 :gl ) exchange one less type of message, namely g2, 
than M and N. In this sense, the network (M(g2:gl), N(g2:gl)) is an 
"abstraction" of the network (M, N). 
THEOREM 5. If the communication of (M(g2:gl), N(g2:gl)) is 
deadlock-free (bounded), then the communication f (M, N) is also deadlock- 
free (bounded). 
Proof. The theorem follows from the obervation that if s is a reachable 
state of (M,N), then s(g2:gl) is a reachable state of (M(g2:gl), 
N(g2:g~)), where s(g2:gl) is constructed from s by replacing each 
occurrence of g2 with an occurrence of g,. | 
COROLLARY 2. Let M(g l )  denote machine M after replacing each 
message label with a gl label, and let N(gl ) denote N after replacing each 
message label with a gl label. If the communication f (M(g I ), N(gl )) is 
deadlock-free (bounded), then the communication f (M, N) is deadlock-free 
(bounded). 
Proof. M(g l )  = ((M(gz:gl ) )" ' )  (gr:gl)" Therefore, Corollary 2 
follows from applying Theorem 5 ( r -  1) times. II 
The two machines M(g l )  and N(g l )  exchange one type of message 
(namely g~); hence it is decidable (Cunha and Maibaum, 198l; Yu and 
Gouda, 1982; Yu and Gouda, 1983) whether their communication is
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deadlock-free and/or bounded. This fact along with Corollary 2 suggest the 
following methodology to prove that the communication progress problem 
for a given network (M, N) with a message set G has a positive answer: 
(i) Use the polynomial decidability algorithm in Yu and Gouda 
(1983) to prove that the communication of (M(g~>, N(g~)) is both 
deadlock-free and bounded. This guarantees that the communication of
(M, N) is both deadlock-free and bounded (by Corollary 2). 
(ii) To guarantee that the communication f (M, N) is also free from 
unspecified receptions, it is sufficient o ensure that each receiving node in 
M or N has an outgoing edge labeled receive(g), for each message "g" in 
set G. 
EXAMPLE 3. Consider the two communicating machines M1 and N1 in 
Fig. 2a. (Recall that they model the alternating-bit protocol over a medium 
that corrupts messages.) If each message label in M 1 or  N~ is replaced with 
a do label, then the resulting two machines Ml<d0> and N~<do> are as 
shown in Fig. 5. It is straightforward to show that the communication f
(Ml<d0), Nl<do>) is both deadlock-free and bounded. By Corollary2, 
this ensures that the communication f the original network of (M1, N~) is 
both deadlock-free and bounded. Moreover, since each receiving node in 
M~ (N~) has an outgoing edge labeled receive(g) for every message g sent 
by N~ (M~), the communication f (M~, N~) is also free from unspecified 
receptions. This completes the proof that the communication progress 
problem has a positive answer for the two machines M 1 and N 1 . (A similar 
argument can be used to show that the communication progress problem 
has a positive answer for the two machines M2 and N2 in Fig. 2b) | 
Initial Node 
receive(d 0 )~send(d O) 
Ml<do > 
send(d 0) ~receive(d O) 
Nl<do > 
FIG. 5. Abstracting the alternating-bit protocol using two machines that exchange one 
type of message. 
PROGRESS OF COMMUNICATIONS 215 
VII. CONCLUDING REMARKS 
We have shown that the communication progress problem for two com- 
municating finite state machines is undecidable in general, and discussed 
two approaches to bypass this rather negative result. The first approach is 
to characterize special classes of machines for which the problem becomes 
decidable. The second approach is to find sufficient conditions that ensure 
a positive answer to the problem (since this is our goal in most cases). 
There is a third approach to bypass this negative result, namely 
"synthesis." Instead of starting with two machines and trying to decide 
whether their communication will progress indefinitely, one can start with 
only one machine, then synthesize the second machine such tha the com- 
munication is guaranteed to progress indefinitely. For more details about 
this approach, the reader is referred to Gouda and Yu (1984b). 
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