An MX/GI/1/N finite capacity queue with close-down time, vacation time and exhaustive service discipline is considered under the partial batch acceptance strategy as well as under the whole batch acceptance strategy. Applying the supplementary variable technique the queue length distribution at an arbitrary instant and at a departure epoch is obtained under both strategies, where no assumption on the batch size distribution is made. The loss probabilities and the Laplace-Stieltjes transforms of the waiting time distribution of the first customer and of an arbitrary customer of a batch are also given. Numerical examples give some insight into the behavior of the system.
Introduction
There has been much interest in batch arriving queueing systems during the last three and a half decades, both from theoretical and practical points of view. Those systems are frequently encountered in the real world as can be seen in Chaudhry and 1This work was performed while the first author was a Post-Doctoral Fellow at the NTT Multimedia Networks Laboratories, Tokyo, Japan A queueing situation with vacation time and close-down time can be recently seen in the switched virtual channel connection (SVCC) for internet protocol (Ie) over asynchronous transfer mode (ATM) networks, where the close-down time corresponds to an inactivity timer in the SVCC operation. See Hassan and Atiquzzaman [9] , and Sakai et al. [13] for SVCC.
Assuming infinite queueing capacity, Baba [2] analyzed the MX/GI/1 queue with vacation time via the SV technique. Because the queueing capacity is infinite, the well-known stochastic decomposition formula is known to be valid (see Doshi [6] , Furhmann and Cooper [8] , and Miyazawa [12] ). Indeed, the results in Baba [2] show this formula straightforwardly.
Assuming (non-batch) Poisson input and a finite capacity queue M/GIll/N, Lee [10] provided a numerical algorithm for this system via the EMC technique; see also Frey and Takahashi [7] . However, as for the ordinary queue (without vacation), it seems hard to generalize Lee's EMC technique to our queue with vacation under the WBAS. Thus, here, we take the SV approach to obtain the queue length distribution, based on which practical performance measures of interest can be derived.
To the best of our knowledge, there is no literature on finite-capacity server-vacation models with close-down times, except for one [13] . In [13] Sakai et al. treated a single-arrival M/GI/1/N queue via the SV approach.
Note that our formulated equations are reduced to Baba's equations if we make the close-down time be constantly zero. This paper is organized as follows. In Section 2 we describe our model together with the considered strategies, the so-called partial batch acceptance strategy (PBAS) We will analyze this queueing system under two batch acceptance strategies which are common in the field of telecommunication. One is the partial batch acceptance strategy (PBAS) and the other one is the whole batch acceptance strategy (WBAS).
Under the PBAS we understand that when an arrival batch is larger in size than the number of available free waiting places, the free positions will be filled up and the remaining customers of the batch will be lost. On the other hand, under the WBAS, an arriving batch will be lost, when the batch is larger in size than the number of N available free waiting places. For the WBAS we also assume that gi > 0, which i=1 means that there is a positive probability that customers are accepted by the system.
The Queue Length Distribution
By gi we will denote the probability that the batch size is at nost j, i.e. J and by g we will denote the probability that the batch size is greater or equal to j, Relating the probabilities at time t + dt to those at time t, we obtain the following equations: 
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During the close-down time, an arriving customer may end the period, thus
Hence, it suffices to calculate rn(O),n-1,...,N, cn(O and wn(O), n-0,...,N. From (8)- (14) we can obtain the following lemma.
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Further differentiating (8), (9), (12), (13) and inserting 0-0 yield
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from which we can evaluate the right-hand sides of (33) and (34), and hence, obtain w(0). Using (28) we can now obtain w(0) and rn(0), n-1,...,N and cn(0), n--0,...,N.
3.2 Whole Batch Acceptance Strategy (WBAS) We are now considering the whole batch acceptance strategy (WBAS), i.e., a batch is either accepted as a whole or lost as a whole. Similarly as to the PBAS, we obtain the following equations by relating the probabilities at time t / dt to those at time t: 
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The right-hand sides can be expressed as follows by inserting 0-0 into the derivatives of (46), (47), (50) 
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The Loss Probability
In this section we will consider two different probabilities: First, the probability that the first customer of a batch is being lost and second, the probability that an arbitrary customer is being lost.
Theorem 4.1: The probability that the first customer of a batch is being lost is given for the PBAS by pPBAS loss rv(0) + N(0), (74) and is given for the WBAS by The loss probability of an arbitrary customer is given by the following theorem. Theorem 4.2: The probability that an arbitrary customer is lost is given by
Ploss-1 E(X)E(S)'
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Proof: We restrict ourselves to only the service facility (excluding the waiting room). The rate AE(X)(1-Ploss) is the arrival rate of customers accepted by the system, and it is also the throughput of the service facility. On the other hand, the N mean number of customers in the service facility is given by r(0). Applying n--1 Little's law, we then obtain (76). 
(80) P(PC -i and BS k) E(X)' Pmark 5.1" From this lemma we can easily obtain the loss probabilities, i.e., for the partial batch acceptance strategy, the loss probability is given by
and for the whole batch acceptance strategy, the loss probability is given by
Under PBAS, when the batch is too large for the available space, the test customer occupies a position in the rejected portion of the batch with probability (j-N + i)/j and hence (81) follows. Equation (82) follows from the fact that when the batch containing the test customer is larger than the available waiting space, all the customers of this batch are lost.
We are now in a position to derive the following theorem.
Theorem 5.1: The Laplace-Stieltjes transform of the waiting time distribution of the first customer in a batch under the PBAS is given by
and is given by (84) under the WBAS.
Proof: The denominator of (83) 
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under the WBAS. Proof: These results can be obtained by using Lemma 5.1.
El From these equations the mean waiting time can be obtained, but it is easier to obtain it directly from Little's law using effective arrival rates. 
Numerical Results
In this section we will apply the above-derived results to the following setting: the batch size is deterministic and equals 5, i.e., g5 1; the number of waiting places, including the customer that may be in service, equals 11, i.e., N-11; the service time, close-down time and vacation time distribution is either deterministics (Det), Erlang of order 2 (Erl), exponential (Exp)or hyperexponential of order 2 (Hyp);
by Det(x), Erl(x), Exp(1/x), Hyp(x), we denote the corresponding distribution with mean x.
We will calculate the loss of probabilities and the expected waiting time of an arbitrary customer for this setting under the partial batch acceptance strategy (PBAS) and the whole batch acceptance strategy (WBAS). Example 6.2: The loss probability of the first customer and of an arbitrary customer under the partial batch acceptance strategy w.r.t, the close-down time distribution for different values of the traffic load p are given in Figure 2 and in Figure 3 . In this example, the service time and vacation time are exponentially distributed with mean 1. It can be seen that the close-down distribution has almost no influence on the loss probabilities. This comes from the fact that the main part of the loss probability comes from a loss during a service period. The joint probability of being on vacation and losing a customer is very small, so either the traffic load is small and hence the probability of being lost is high or the the traffic load is high and hence the probability of being on vacation is small. Example 6.5: The loss probability of the first customer under the partial batch acceptance strategy w.r.t, the traffic load p for different values of the service time distribution is given in Figure 6 . In this example, the vacation time and close-down time are exponentially distributed with mean 1. It can be seen that the service time ,,,,,/,,;;.,,,,""" 0.4 0.8 1.2 1.6 Figure 6 . Loss probability of the first customer under the PBAS (V Exp(1), (7 Exp(1)).
Example 6.6: The loss probability under the whole batch acceptance strategy w.r.t, the traffic load p is given in Figure 7 . In this example, the service time, vacation time, and close-down time are exponentially distribution with mean 1.
Example 6.7: The expected waiting time of an arbitrary customer under the whole batch acceptance strategy w.r.t, the traffic load p for different values of the service time (close-down time, vacation time) distribution is given in Figure 8 
