Abstract. The scientific knowledge is disseminated by research papers. Most of the research literature is copyrighted by publishers and available only through paywalls. Recently, some websites offer most of the recent content for free. One of them is the controversial website Sci-Hub that enables access to more than 47 million pirated research papers. In April 2016, Science Magazine published an article on Sci-Hub activity over the period of six months and publicly released the Sci-Hub's server log data. The mentioned paper aggregates the view that relies on all downloads and for all fields of study, but these findings might be hiding interesting patterns within computer science. The mentioned Sci-Hub log data was used in this paper to analyse downloads of computer science papers based on DBLP's list of computer science publications. The top downloads of computer science papers were analysed, together with the geographical location of Sci-Hub users, the most downloaded publishers, types of papers downloaded, and downloads of computer science papers per publication year. The results of this research can be used to improve legal access to the most relevant scientific repositories or journals for the computer science field.
Introduction
Access to the research literature is essential to the successful work of researchers and the education of the general public [1] . Scientists and the general public rely on a wide range of channels to access the research literature [2] : printed issues of journals, interlibrary loans, publishers' online platforms such as Elsevier ScienceDirect, preprint repositories such as ArXiv, institutional and authors' web pages. Many now propose free access to all scientific papers to everybody, including the European Union where consensus of all members' ministers of science, innovation, trade and industry was made in May 2016 that all scientific papers founded by the EU should be freely available by 2020 [3] . People failing to retrieve articles through these channels use article requests from authors by e-mail or using social media such as Academia.edu, Mendeley and ResearchGate. Recently, some online repositories offer most of the scientific papers for free. One of them is Sci-Hub. Sci-Hub website currently hosts more than 47 million pirated research papers and has millions of visitors per month. Online piracy represents a copyright infringement whereby copyright material (scientific articles in this case) is reproduced or distributed without appropriate permission [4] . The Sci-Hub founder Alexandra Elbakyan from Kazakhstan claims that the main aim of the Sci-Hub project is to circumvent the copyright restrictions to speed up the development of science, especially in developing countries where researchers do not have institutional access to publishers' paywalls. Of course, publishers have a different opinion, e.g. Elsevier sued Sci-Hub and its founder, and frequently requested its web domains to be put down. Publishers claim that journals have costs, even if they do not pay researchers -authors and reviewers, e.g. editors (and sometimes copy editors, proofreaders, illustrators) are mostly paid professionals, digital publishing is nowadays expensive, and article usage information is lost when using Sci-Hub and/or similar websites [5] . Sci-Hub website is controversial, but many researchers from all parts of the world (even from countries and institutions that have legal access to research papers) are using its services [6] . "Over the 6 months leading up to March, Sci-Hub served up 28 million documents" [6] . The six-month log data (September 2015-February 2016) from Sci-Hub website are now publicly available at [7] .
Bohannon [6] presented an aggregate view that relies on all downloads and for all fields of study, but his findings might be hiding interesting patterns within computer science, and this is still gap in the current literature. In this paper, the mentioned data was analysed in more detail and with computer science papers in the focus. The main research questions are: Who are Sci-Hub users that download computer science research papers and where are they from? What computer science research papers did the mentioned users download? The results of this research can be used to identify the most relevant scientific repositories, journals, and conference proceedings for the computer science field, and which of the sources is more inaccessible to researchers. This paper proceeds as follows. First, in Section 2, the related work is listed. The next section presents the used research methodology. The results are shown in Section 4. The conclusions are provided in the final section.
Related work
Bohannon [6] presented the statistics of the Sci-Hub usage based on extensive server log data [7] supplied by the Sci-Hub creator, Alexandra Elbakyan. To protect the privacy of Sci-Hub users, their geographical locations were aggregated to the nearest town using Google Maps, so IP addresses are not contained in the publicly released data set [7] . Bohannon's first conclusion is that Sci-Hub users are not limited to the developing world, e.g. a quarter of the Sci-Hub requests came from OECD members that should have the best journal access.
Parkhill [8] loaded the top 100 downloads from the Sci-Hub data set [7] into tool PlumX. Most of the downloaded papers are from 2015, so Sci-Hub users were downloading the most recently published papers. Physical sciences and engineering, together with life sciences, garnered most of the downloads. Babutsidze [9] examined the data from illegal downloads of economic content from Sci-Hub, based on the log data from [7] . He concentrated on downloads of the top five economics journals: American Economic Review, Quarterly Journal of Economics, Journal of Political Economy, Econometrica and Review of Economic Studies. Babutsidze [9] concluded that there is a very small number of downloads of economics papers from Sci-Hub, most of the downloads are from under-developed countries, and open access economics papers were downloaded from Sci-Hub because of convenience.
Cabanac [1] reveals that 36% of all digital object identifier (DOI) articles are available for free at Library Genesis platform (LibGen). For the three major publishers (Elsevier, Springer and Wiley) the percentage is even higher (68%). As of January 2014, LibGen hosted and distributed 25 million digital documents, mainly for educational purposes. Users crowdsource articles to LibGen directly or indirectly through services such as Reddit Scholar and SciHub. Cabanac [1] also claims that people crowdsource articles through various other channels such as Reddit, Sci-Hub, #icanhazpdf hashtag on Twitter, personal websites and text-sharing platforms.
Swab and Romme [10] analysed the use of #icanhazpdf hashtag as a means of obtaining health science literature. They have used RowFeeder software to monitor #icanhazpdf requests between 1 February and 30 April 2015, and they concluded that there were 302 requests for health sciences literature in this period. This number accounts for a relatively small proportion of paper sharing compared with other online platforms.
Gardner and Gardner [11] surveyed users of Twitter, Reddit Scholar and Facebook about crowdsourced research, their demographic information, frequency of use and motivations. They concluded that primary platforms used to organize crowdsourcing of research articles are Twitter, Facebook and Reddit, and the primary websites to host the content were AvaxHome, LibGen and Sci-Hub. Elsevier, Springer and Wiley account for 83% of all LibGen's content. The majority of respondents claim to obtain articles for utilitarian reasons, and crowdsourcing is their preferred alternative to using interlibrary loans.
Timus and Bautsidze [4] examined the Sci-Hub downloads data to uncover patterns in piracy in the European Studies research. They relied on the information provided by the University Association for Contemporary European Studies (UACES) that provides the list of European Studies journals. For their analysis, they have chosen the journals with ISI impact factor greater than 1. Their analysis reveals that the readers are mostly interested in subjects reflecting the current European challenges such as populism, extremism and the economic crisis.
Research methodology
The publicly available Sci-Hub's server log data available at [7] was downloaded and imported into MySQL database system. The mentioned data set was already anonymised (there are no IP addresses, IP addresses were aggregated to the nearest city location). For the efficiency reasons, the data was put into six tables (scihub data1 -scihub data6), one table for each monthly server log data. The data consists of date and time, digital object identifier (DOI), country, town and geographical position. DOIs are not tagged by subject or keyword so it is not possible to return a set of DOIs for the computer science field. Therefore, identifying the articles from computer science field represents a challenge. For this reason, all the DOIs from DBLP were extracted in XML format on May 23, 2016, and imported into another MySQL table. DBLP service provides open bibliographic information on major computer science journals and proceedings. "The DBLP Computer Science Bibliography of the University of Trier has grown from a very specialized small collection of bibliographic information to a major part of the infrastructure used by thousands of computer scientists" [12] . As of May 2016, DBLP indexes over 3.3 million publications, published by more than 1.7 million authors. To this end, DBLP indexes about 32,000 journal volumes, more than 31,000 conference or workshop proceedings and more than 23,000 monographs.
The DBLP data was downloaded in the XML format. The Java classes were developed to parse the DBLP's XML file and extract the DOIs data into CSV file that was used to import the DBLP's DOIs data into MySQL database. The list of all DOIs from DBLP computer science bibliography was saved into a new table (dblp dois), and it is assumed that all the main computer science works are included. Of course, some works may not be in this catalogue, which is the limitation of this study, but the situation in other science fields is even worse, e.g. comprehensive meta-indices are missing for most areas of science [12] . The DOIs fields in both tables were defined as database indexes, to enable better query performance. Next, the SQL queries were used to find an intersection of two data sets (Sci-Hub log data and DBLP's DOIs).
First, the views containing the intersection of each of the six scihub data tables with dblp dois were created.These tables were very big, and it was impractical (time-consuming) to analyse the data, because SQL queries on the views in some cases run for several hours. Table 1 shows the number of rows in each of the six tables containing Sci-Hub data, and the number of rows of views showing the intersection with DBLP data. Only 5.95% of the data downloaded from Sci-Hub were computer science papers. For this reason, separate tables for each of the six views were created.
The creation of each table took several hours, but after that the complete intersection data was in tables, indexes were put on relevant fields (DOI and country), and SQL queries needed to analyse the results took reasonable execution time (a few minutes). This data (Sci-Hub downloads of computer science papers) is publicly available at https://github.com/dandrocec/in the SciHubComputerScience repository in the form of SQL scripts. 
Results
The analysis was done on the six tables (data1-data6) that represent the intersection of Sci-Hub log data and DBLP DOIs data, i.e. the computer science papers downloaded at Sci-Hub web page in a six-month time frame. One of the research questions of this paper is: What computer science research papers did the mentioned users download? First, the ranking of the most downloaded computer science papers from Sci-Hub had to be obtained. For the purpose of performing queries on all data, one view with all the data was created Then, the most downloaded computer science papers were obtained by using the SQL query.
In total, 607,023 computer science papers were downloaded from Sci-Hub website in a six-month period. Table 2 shows twenty most downloaded computer science papers from Sci-Hub. Fourteen of the mentioned papers are journal papers, three are conference papers, two are chapters in scientific books, and one is a technical report. Eleven papers are published in IEEE's publications, three in Springer's publications, two in Elsevier's, and one paper in MIT's, Wiley's, SIAM's and ArXiv's publications, respectively. Most of the downloaded papers are new, the only exception being "How to Construct Pseudorandom Permutations from Pseudorandom Functions" from 1988. The most downloaded papers are aligned with currently popular themes in computer science, e.g. titles of five papers contain the phrase "Internet of things". Some of the papers are from open-access journals, but readers still decide to use Sci-Hub instead of journals' official web pages, so paid access is not the only problem. The reason might be that Sci-Hub users do not bother with which of the articles is open-access, they just use Sci-Hub website to retrieve all the necessary articles from one place.
Next, the authors of the top 20 most downloaded papers were extracted to analyse how many total downloaded articles these authors have. Table 3 . The top five countries with the most downloads were India, Iran, China, the United States and Indonesia. Most of the countries on this list are developing countries, but the OECD countries are also there.
To get more insight, the countries' download data was normalized by downloads per 100,000 population. The population was obtained from Wikipedia data (last estimated value) on 9 September 2016. The results are shown in Table 4 . In this case, the top five countries include Tunisia, Iran, Greece, Morocco and Jordan. The only European country in top five is Greece, a country that has been in serious financial crisis for many years now. The reason why Sci-Hub is so popular in Greece could be that the access to scientific database is worse than it was before the country started to experience serious financial crisis. Also, some central European countries such as Serbia, Croatia and Slovenia are high on the list. Mapping IP addresses to real-world locations can paint a false picture if people hide behind web proxies or anonymous routing services. But according to Elbakyan, fewer than 3% of Sci-Hub users are using those [6] .
Next, the detailed information of computer science papers was retrieved by their DOIs. For this purpose, a Java class was developed which invokes CrossRef DOI REST application programming interface. The CrossRef REST call returns JSON information about a specific resource (paper identified by its DOI), e.g. for the identified most downloaded paper (Nyami: a synthesizable GPU architectural model for general-purpose and graphics-specific workloads). In total, 607,023 computer science papers were downloaded from Sci-Hub website in a six-month period, so the invocation of the CrossRef REST web service took some time. The list of DOIs was split into six partitions, and the Java class was executed during several nights to retrieve and parse all the data. The JSON response was parsed with the aim to receive publication date, publisher and paper type information. The results were stored in CSV files and imported into single Microsoft Excel file for further analysis. First, the analysis by publishers of computer science papers downloaded at Sci-Hub site was performed.
The results are shown in Figure 1 . The most downloaded publishers were Institute of Electrical and Electronics Engineers (IEEE) with 169,313 papers, Elsevier BV with 132,098, and Springer Nature with 109,586 papers. These results can be compared with Bohannon's general (all scientific fields) analysis [6] where he concluded that three most downloaded publishers were Elsevier, Springer and IEEE. The fact that IEEE is the most downloaded publisher in computer science field is expected, because the computer science and electrical engineering is its main focus. Finally, the types of downloaded papers were analysed ( Figure 3 ). Journal papers were dominant (58% of computer science papers downloaded from SciHub website were journal papers). The reason for this can be seen in limited accessibility of researchers to chosen journals and perceived quality of papers published in established journals. The next types of papers are conference proceeding articles (31%) and book chapters (10%).
Conclusion
Many scientists, especially from developing countries, cannot access the research papers they need. Researchers who fail to retrieve articles through publisher's paywalls, use other, possibly illegal methods to get the needed materials. One of them is Sci-Hub website, hosting more than 47 million pirated research papers. In this work, publicly available data of a six-month Figure 1 : Downloaded papers by publishers server log data was used to analyse the most downloaded computer science papers in this period with the aim to identify the most important repositories and journals for computer science community. To achieve this task, the DOIs from the available Sci-Hub log server data were intersected with the DOIs from DBLP (computer science bibliography of the University of Trier), to analyse only log entries of computer science papers. It was assumed that all main computer science works are included in DBLP. The limitation of this study is that some works may not be in DBLP catalogue, but the situation is worse in other science fields because there are no meta-indices for most areas of science. In total, 607,023 computer science papers were downloaded from Sci-Hub in the six-month period. Table 2 of this work shows the twenty most downloaded computer science papers from Sci-Hub. Next, the top five countries with the most downloads were India, Iran, China, the United States and Indonesia. If the data is normalized by downloads per population, then the ranking of the countries is different and top five countries include Tunisia, Iran, Greece, Morocco and Jordan. Next, the detailed information of computer science papers was retrieved by their DOIs and CrossRef DOI API. The most downloaded publishers were Institute of Electrical and Electronics Engineers (IEEE) with 169,313 papers, Elsevier BV with 132,098 and Springer Nature with 109,586 papers. If the countries, institutions or libraries tried to improve computer scientists' work conditions, they should consider enabling access to repositories or journals of the men- Figure 3 : Types of downloaded papers tioned publishers first. Furthermore, the most recently published computer science papers were the most popular to be downloaded from Sci-Hub site. If the types of computer science papers downloaded from Sci-Hub were observed, the journal papers were dominant (58%), followed by conference proceeding articles (31%) and book chapters (10%). The conclusion can be made that access to quality journal papers is the most important for computer scientists. The findings of this paper show who Sci-Hub users that download computer science research papers are and where they are from; and what computer science research papers the mentioned users downloaded. This information is useful for libraries and policies that make decisions on the most important sources (online repositories and journals) for computer science community. It is also important for publishers who can consider new methods how to make access to the most wanted content more accessible and cheaper for their end-users.
