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Introduction
C travail de recherche porte sur les méthodes factorielles permettant l’analysesimultanée de plusieurs tableaux et leur application en épidémiologie animale.Les méthodes de régression multibloc, qui permettent d’orienter l’analyse d’un
ou plusieurs tableaux vers l’explication d’un ou plusieurs autres, sont plus particu-
lièrement étudiées. Ces méthodes sont principalement utilisées dans les domaines
variés tels que la psychométrie, la chimiométrie, la sensométrie, l’écologie, les études
de marché et les sciences sociales. Dans le domaine de la sensométrie, appliquée aux
produits agro-alimentaires ou cosmétiques, les méthodes de régression multibloc
peuvent servir à expliquer la préférence de consommateurs à partir de descriptions
objectives fournies par plusieurs juges experts ayant évalué les mêmes produits (fi-
gure 1(a)). Une liste non exhaustive d’exemples d’utilisation est donnée par Lafosse
et al. [1997]; Tenenhaus [1998]; Guinot et al. [2001]; Pagès et Tenenhaus [2001]; Te-
nenhaus et Vinzi [2005]; Tenenhaus et al. [2005a]. Toujours centré sur la satisfaction
du consommateur, le domaine des études de marché utilise parfois les régressions
multiblocs (figure 1(b)) [Derquenne et Hallais, 2004; Tenenhaus et al., 2005b]. Dans le
domaine des sciences sociales, des études ont également été présentées [Tenenhaus,
1999; Bry, 2004], expliquant l’instabilité politique de différents pays ou le coût d’un
loyer, à partir de différents groupes de variables. Dans le domaine de l’écologie,
l’abondance d’espèces faunistiques ou floristiques, ou l’étude de leurs pathologies,
peuvent être expliquées par des groupes de variables relatives au milieu et au climat
par exemple (figure 1(d)) [Hanafi et Lafosse, 2001]. Les tableaux explicatifs peuvent
aussi provenir de variables relevées à différents temps. La chimiométrie est certai-
nement le domaine qui compte le plus d’exemples d’utilisation des méthodes de
régression multibloc (figure 1(c)). De nombreuses variables sont mesurées à diffé-
rentes étapes d’un processus industriel ; elles sont utilisées pour expliquer et prédire
la qualité finale de produits (agro-alimentaires, pharmaceutiques, . . .) [Wold et al.,
1987; Bro, 1996; Wold et al., 1996; Westerhuis et Coenegracht, 1997; Berglund et Wold,
1999; Qin et al., 2001; Kourti, 2003; Vivien et al., 2005; Höskuldsson et Svinning, 2006].
Les objectifs de ce travail de recherche sont à la fois méthodologiques et ap-
pliqués. Plusieurs méthodes statistiques existantes sont tout d’abord présentées et
reliées dans un cadre unifié, relevant soit de critères à maximiser comparables, soit
d’un continuum général reliant l’ensemble des méthodes présentées. De nouvelles
méthodes statistiques sont également proposées et situées dans le cadre général
en focalisant sur leur pertinence pour le traitement des données en épidémiologie
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(a) Sensométrie (b) Marketing
(c) Chimiométrie (d) Ecologie
F. 1 – Exemple de données structurées en (K + 1) tableaux.
animale. Les contraintes de ces nouvelles méthodes sont issues des limites des traite-
ments statistiques actuels des données d’épidémiologie animale. Un des principaux
objectifs de ce travail de recherche est de contribuer à la réflexion sur la sensibi-
lité à la multicolinéarité des méthodes de régressions multiblocs. Le comportement
de ces méthodes, ainsi que des continuums développés, est illustré sur des appli-
cations provenant de données réelles d’épidémiologie. Les méthodes statistiques
permettant de lier deux tableaux sont tout d’abord présentées. Une extension de
ces méthodes pour le traitement de (K + 1) tableaux est ensuite proposée. L’utili-
sateur peut ainsi facilement accéder aux différentes méthodes, selon la nature de
ses données. Des résumés, sous forme de tableaux de synthèse, sont proposés pour
en faciliter la compréhension et l’accès. L’ensemble des méthodes présentées est
programmé dans le cadre du logiciel Matlab.
Ce travail est organisé en trois parties. La partie I présente le contexte du travail
de recherche issu des contraintes statistiques associées aux données d’épidémiolo-
gie animale. Au sein de cette partie, le chapitre 1 présente l’épidémiologie dans le
cadre de l’étude des maladies et des problèmes de sécurité sanitaire des aliments
d’origine animale. Nombre d’enquêtes d’épidémiologie animale visent à mettre en
relief les facteurs de risque de maladies au déterminisme souvent pluri-factoriel.
Les données collectées sont nombreuses et de format varié : les individus ont une
structure hiérarchisée, les variables explicatives sont nombreuses, multicorrélées,
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organisées en groupes ayant un sens biologique et orientées vers l’explication de
plusieurs variables à expliquer. Le chapitre 2 expose une revue bibliographique
sur les traitements statistiques usuels appliqués aux données d’épidémiologie ani-
male analytique. Les analyses relatives à l’utilisation de l’analyse de données sont
plus particulièrement détaillées. Le travail de recherche est centré sur l’exploration
de certaines problématiques majeures du traitement statistique des données d’épi-
démiologie animale, permettant de décrire et modéliser le lien entre les variables
explicatives et les variables à expliquer, en considérant plusieurs variables à expli-
quer, des variables explicatives organisées en groupes. Le choix qui est fait pour
répondre à ces problématiques est basé sur des méthodes factorielles appropriées.
La partie II est axée sur l’étude des méthodes qui décrivent et relient deux
tableaux de variables X et Y. Le chapitre 3 présente les principales méthodes répon-
dant à cette problématique, à savoir la régression sur composantes d’ACP, la latent
root regression, l’analyse canonique, la régression PLS et l’analyse en composantes
principales sur variables instrumentales. Une vision synthétique de ces méthodes
est présentée au travers de critères à maximiser uniformisés, associés à différentes
contraintes de normes ou de déflation. Le chapitre 4 propose tout d’abord un conti-
nuum permettant de relier toutes les méthodes présentées précédemment. Les conti-
nuums les plus connus, régression ridge, principal covariate regression, extension de
la méthode continuum regression et analyse canonique ridge, sont replacés comme
cas particuliers de ce continuum. Par la suite, deux nouveaux continuums, adaptés
au traitement des données d’épidémiologie animale analytique sont proposés. Le
premier, appelé continuum LRR et basé sur une extension de la latent root regression,
détermine le poids du tableau Y dans la construction des composantes, contraintes
d’être dans l’espace des variables X. Le second établit le lien entre une méthode pou-
vant être instable mais explicative de Y, l’analyse en composantes principales sur
variables instrumentales, et une méthode plus stable mais moins explicative de Y, la
régression PLS. Une application au traitement de données d’épidémiologie animale
organisées en deux tableaux est proposée dans le chapitre 5. Les deux continuums
développés, la méthode principal covariate regression, ainsi que leurs cas particuliers
sont étudiés et comparés. Les propriétés de stabilité, de capacité prédictive et l’évo-
lution des cartes factorielles de ces continuums sont illustrées. Les performances
prédictives des continuums et de leurs cas particuliers sont comparées sur la base
d’une validation croisée.
La partie III présente des méthodes qui décrivent K tableaux Xk (k = 1, . . . ,K) et
qui sont orientées vers l’explication d’un tableau Y. Les méthodes du chapitre 6 sont
des extensions multiblocs des méthodes développées dans le chapitre 3. Différentes
méthodes multiblocs basées sur des critères à maximiser clairs et répondant aux
objectifs de traitement des données d’épidémiologie animale sont exposées. Elles
présentent les avantages de permettre à la fois des représentations factorielles de
l’ensemble des variables explicatives et à expliquer, ainsi qu’une modélisation asso-
ciée. L’avantage de prendre en compte la structure en blocs des variables explicatives
est tout d’abord d’équilibrer le poids des blocs dans l’explication des variables Y,
mais aussi d’apporter de nouvelles réponses aux épidémiologistes comme la mesure
de l’influence des blocs dans l’explication de la maladie. Les méthodes multiblocs
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présentées tout d’abord s’apparentent à l’analyse canonique, mais leur sensibilité à
la multicolinéarité au sein des différents tableaux les rend peu adaptées au traite-
ment de données souvent multicolinéaires. Les méthodes multiblocs s’apparentant
à l’analyse en composantes principales sur variables instrumentales limitent cette
sensibilité sans toutefois s’en affranchir totalement. Des méthodes moins sensibles
à la multicolinéarité sont reprises (PLS multibloc) et proposées (latent root regression
multibloc). Une vision synthétique de ces méthodes est présentée au travers de
critères à maximiser uniformisés, associés à différentes contraintes de normes ou
de déflation. Le chapitre 7 propose plusieurs continuums reliant les méthodes pré-
sentées dans le chapitre 6 afin de mieux comprendre leur fonctionnement. Certains
continuums modifient le critère à maximiser, plus ou moins orienté vers l’expli-
cation des variables des différents blocs. D’autres permettent d’appréhender l’in-
fluence des différentes contraintes de normes sur les résultats obtenus. Le chapitre
8 présente une application à des données d’épidémiologie animale des méthodes et
continuums les plus intéressants présentés dans les chapitres 6 et 7. La description
des données structurées en blocs est tout d’abord étudiée au travers de l’inertie des
différents tableaux expliquée par les composantes, ainsi que des cartes factorielles
associées. Les performances prédictives des continuums multiblocs et de leurs cas
particuliers sont comparées sur la base d’une validation croisée.
Première partie
Traitement statistique des données
d’épidémiologie animale
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Chapitre 1
Structure des données
d’épidémiologie animale
1.1 Notions d’épidémiologie
1.1.1 Définition générale
P les vétérinaires, l’épidémiologie est l’étude des maladies et des phénomènesde santé dans une population animale [Toma et al., 1996]. Les phénomènes sani-taires considérés sont aujourd’hui souvent d’origine multi-factorielle et résultent
d’interactions entre un ou plusieurs agents pathogènes, une population et le milieu
dans lequel vit celle-ci. Les propriétés de chacun de ces trois éléments conditionnent
l’épidémiologie de la maladie et sont résumées par la figure 1.1.
F. 1.1 – Cadre général simplifié de l’épidémiologie animale, d’après Toma et al.
[1996].
21
22 Structure des données d’épidémiologie animale
1.1.2 Les différentes cibles de l’épidémiologie vétérinaire
Dans le domaine vétérinaire, l’épidémiologie réunit différentes étapes d’une dé-
marche globale qui vise à lutter contre les maladies [Toma et al., 1996]. Les données
sont obtenues le plus souvent au travers d’enquêtes conduites en élevages et/ou
dans des laboratoires de diagnostic. Pour une maladie donnée, la première étape
est l’épidémiologie descriptive. Elle consiste à caractériser l’évolution dans le temps
et dans l’espace d’une maladie dans une population. Ce type d’enquête peut être
complété par des études expérimentales, en station ou au laboratoire, qui consistent
en l’étude d’un facteur présumé causal dans une situation expérimentale où tous les
autres facteurs sont contrôlés. Elle se fait soit au laboratoire, soit sur le terrain sur une
population limitée. Les résultats fournissent des éléments essentiels à l’orientation
de la seconde et principale étape, l’étude analytique, en posant des hypothèses sur
les facteurs de risque potentiels [Bouyer et al., 1995]. De manière plus spécifique, la
deuxième étape a pour objectif de connaître les mécanismes de développement de
la maladie. Si la maladie est transmissible et de déterminisme mono-factoriel, elle
doit permettre de connaître la nature de l’agent pathogène, ses sources, ses cibles et
son mode de transmission. Si la maladie relève d’un déterminisme pluri-factoriel,
elle doit permettre de déterminer les facteurs associés à l’apparition et au dévelop-
pement de la maladie et de démontrer une relation de cause à effet entre les facteurs
supposés de risque et la maladie. Dans le cadre des enquêtes d’épidémiologie vé-
térinaire sur ce type de pathologies complexes, ce sont les facteurs d’expression de
la maladie qui sont recherchés. Deux autres étapes, basées sur le même procédé
d’enquête, permettent d’exploiter les résultats issus de l’enquête analytique. L’épi-
démiologie opérationnelle correspond à la mise à profit des connaissances obtenues
pour la conception et l’application de mesures de lutte contre la maladie visée. L’épi-
démiologie évaluative permet enfin d’évaluer les résultats du programme de lutte.
Ces différentes étapes sont résumées par la figure 1.2.
1.1.3 L’épidémiologie analytique
L’épidémiologie analytique est l’étude des causes apparentes et des évènements
directement ou indirectement associés à un phénomène de santé [Toma et al., 1991].
Ce type d’étude vise à mesurer l’intensité de la liaison entre des facteurs étudiés et
la maladie, et ainsi de déterminer des facteurs de risque associés au développement
de la maladie. La démarche se fonde en général sur la réalisation d’enquêtes né-
cessitant la constitution d’un groupe témoin ne présentant pas la maladie étudiée,
afin d’effectuer la comparaison indispensable à l’interprétation. Schématiquement,
l’étude du rôle d’un facteur ou d’une combinaison de facteurs de risque supposés
passe par l’un des deux protocoles : exposé-non exposé ou cas-témoin.
L’enquête exposé-non exposé est une étude analytique longitudinale prospective
dont le principe est de comparer l’incidence (ou fréquence de survenue) d’une
maladie chez des individus exposés, à celle chez des individus non exposés, pris
comme témoins (figure 1.3). Tous les individus sont indemnes de la maladie au début
de l’observation et diversement exposés aux facteurs de risque. La durée de l’enquête
varie selon la nature de la maladie et le temps de latence entre l’exposition et la
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F. 1.2 – Principales enquêtes en épidémiologie vétérinaire.
maladie. Elle est particulièrement indiquée pour une maladie fréquente comportant
un délai court entre l’exposition au facteur de risque et l’apparition de la maladie et
pour laquelle le ou les facteurs étudiés sont supposés avoir un rôle causal important.
F. 1.3 – Enquête exposé-non exposé.
L’enquête cas-témoin est une étude analytique rétrospective, consistant à com-
parer un groupe de sujets malades (cas) et un groupe de sujets indemnes (témoins),
grâce à la récupération d’informations sur l’exposition antérieure à des facteurs de
risque [Toma et al., 1991], comme illustré par la figure 1.4. Les sujets sont inclus
dans l’étude au moment de la survenue de la maladie. Le groupe témoin doit être
comparable au groupe cas sur le plan des caractéristiques descriptives (âge, sexe,
. . .) afin de permettre la comparaison entre les deux groupes. Ce type d’étude est
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adapté aux maladies rares à long délai d’incubation. Il permet l’étude simultanée
de plusieurs facteurs de risque car il est possible de récolter des informations sur de
nombreuses variables d’exposition.
F. 1.4 – Enquête cas-témoin.
Ces deux types d’enquêtes analytiques sont présentés de façon schématique.
Dans le cadre usuel des enquêtes d’épidémiologie vétérinaire, les enquêtes menées
peuvent combiner, par exemple, un questionnaire (rétroactif) administré à l’éleveur
sur les pratiques en élevage, ainsi qu’un suivi prospectif des animaux.
1.2 Quantification des causes de la maladie par les facteurs
de risque
1.2.1 Définition d’un facteur de risque
Le risque est la probabilité pour un sujet non malade de devenir malade au cours
d’une période fixée. Le facteur de risque est un facteur associé à l’augmentation de la
probabilité d’apparition ou de développement d’une maladie. Il est statistiquement
associé à une maladie et intervient en amont de la déclaration de celle-ci. Le fait
de travailler sur des populations rend nécessaire la quantification des phénomènes.
Seules les études expérimentales permettent d’établir les preuves de causalité. Dans
les enquêtes analytiques, des hypothèses sont testées et aboutissent à des présomp-
tions de causalité. Il existe deux acceptions du facteur de risque. On parle soit
d’indicateur de risque s’il n’y a pas de causalité à l’association statistique entre le
facteur et la maladie. On parle de facteur de risque s’il y a une causalité probable
ou établie à l’association statistique entre le facteur et la maladie. Pour confirmer
les présomptions de causalité, la relation entre risque et facteur de risque doit vé-
rifier les critères de Bradford-Hill (revus par Evans [1978]) : association statistique
forte, relation dose-effet (quand le facteur de risque est quantitatif ou ordinal), pas
d’ambiguïté sur la chronologie (antériorité de l’exposition par rapport à la maladie),
constance des résultats dans diverses études, plausibilité de l’hypothèse, cohérence
des résultats et spécificité de l’association. Pour une discussion plus complète sur le
sujet, se référer à Madec et Tillon [1988]; Madec et Fourichon [1990].
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1.2.2 Quantification par le risque relatif ou l’odds ratio
L’intensité de la relation entre facteur et maladie est évaluée d’après la valeur
du risque relatif (RR). Le risque relatif est le rapport du taux d’incidence dans le
groupe exposé rapporté au taux d’incidence dans le groupe non exposé. Ce risque
n’est en fait directement calculable que dans les enquêtes exposés-non exposés, où
l’incidence de la maladie de l’échantillon est le reflet de celle de la population. Dans
une enquête cas-témoin, l’incidence de la maladie n’est pas connue car les effectifs
des deux groupes, cas et témoin, ne la reflètent pas. Dans une enquête cas-témoin,
la mesure de la liaison entre chaque facteur étudié et la maladie se fait par le calcul
d’un odds ratio (OR). Quand la maladie est rare, le risque relatif peut être approximé
par l’odds ratio [Bouyer et al., 1995]. Quand la maladie n’est pas rare, il est possible
de déduire le risque relatif de l’odds ratio [Beaudeau et Fourichon, 1998].
Le risque relatif est la mesure du rôle du facteur étudié. Il peut prendre n’importe
quelle valeur positive. L’indépendance entre le facteur de risque potentiel et la
maladie est vérifiée pour une valeur du risque relatif égale à un. Une valeur de
risque relatif éloignée de un représente un degré élevé d’association entre le risque
potentiel et la maladie. Lorsque le risque relatif est inférieur à un, avec un non
compris dans l’intervalle de confiance du risque relatif, le fait qu’un individu soit
malade est moins probable pour un individu exposé que pour un individu non
exposé ; le facteur de risque a un effet protecteur vis à vis de la maladie. Lorsque le
risque relatif est supérieur à un, avec un non compris dans l’intervalle de confiance,
le fait qu’un individu soit malade est moins probable pour un individu non exposé
que pour un individu exposé ; le facteur est donc à risque vis à vis de la maladie. Une
valeur de risque relatif égale à cinq, par exemple, signifie que le risque d’apparition
de la maladie est cinq fois plus grand dans le groupe exposé au facteur que dans le
groupe non exposé. L’odds ratio s’interprète de la même façon que le risque relatif.
Comme l’odds ratio est calculable et interprétable pour tous les types d’enquête, c’est
lui qui sera utilisé par la suite.
1.2.3 Lien entre l’odds ratio et les coefficients de régression
Dans le cas où la maladie est caractérisée par une variable dichotomique (y = 1
indique la présence de la maladie et y = 0 son absence) et n’est expliquée que par
une variable d’exposition, la distribution observée des proportions des individus
cas en fonction de la variable explicative est estimée par une courbe dont la forme
correspond à la fonction logistique. Dans le cas où la variable d’exposition est dicho-
tomique elle-aussi, il est aisément démontré que l’odds ratio est égal à l’exponentielle
du coefficient de régression : OR = eβ [Agresti, 2002, p. 124]. Dans le cas où la variable
explicative est quantitative, la définition de l’odds ratio est la même mais correspond
à l’augmentation du risque d’être malade quand cette variable augmente d’une unité
[Agresti, 2002, p. 166]. On mesure ici la difficulté d’interprétation liée aux variables
quantitatives. Ceci conduit à préconiser le recodage des variables quantitatives, sous
la forme d’une mise en classe d’intervalles. Lorsque la maladie est caractérisée par
une variable dichotomique expliquée par plusieurs variables d’exposition, l’odds ra-
tio associé à chaque variable explicative correspond à l’exponentielle du coefficient
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de régression associé à cette variable [Agresti, 2002, p. 183].
Lorsque la maladie est décrite par une variable quantitative, l’utilisation de la
régression logistique n’est plus possible. Ce sont les valeurs des coefficients de
la régression qui quantifient l’intensité des liens entre la maladie et les variables
explicatives. De la même façon, les odds ratio sont calculés à partir de l’exponentielle
des coefficients de régression. Dans le cas où la description de la maladie est faite
par plusieurs variables, des odds ratio sont calculés pour associer chaque variable
explicative à chacune des variables à expliquer. Cependant il arrive que, pour une
même variable explicative, des odds ratio ayant des interprétations différentes soient
associés aux variables à expliquer. Dans ce cas, l’interprétation devient difficile faute
d’une vision synthétique.
1.3 Structure des données d’épidémiologie animale
1.3.1 Organisation pratique des enquêtes
Les études d’épidémiologie analytique dans le domaine animal sont réalisées au
travers d’enquêtes menées en élevage, à l’abattoir et/ou au laboratoire. Une partie
des données collectées provient d’un questionnaire administré à l’éleveur portant
sur l’ensemble de ses pratiques d’élevage. Toutes ces informations sont, dans la
mesure du possible, objectivées par des mesures réalisées dans l’élevage. Des don-
nées biologiques sont aussi collectées sur les animaux, au cours d’une ou plusieurs
visites : poids, portage de différents agents infectieux (résultats issus d’une prise de
sang, d’un lavage trachéo-bronchique, d’un prélèvement nasal, . . .), température et
autres signes cliniques. Un dernier ensemble de données est éventuellement collecté
à l’abattoir sur les animaux suivis au préalable. Il consiste en des prélèvements et
des notations de l’état de divers organes (foie, rate, ganglions, poumons, . . .), ainsi
que des analyses sur le portage de différents agents infectieux par ces organes.
Les enquêtes en élevage comprennent différents groupes, dont certains peuvent
être communs d’une étude à une autre. Les groupes majeurs sont : les caracté-
ristiques de la ferme (taille de l’élevage, performances zootechniques, autres pro-
ductions animales, . . .), la conduite d’élevage (taux de renouvellement, technique
de reproduction, nombre d’animaux par portée, nombre de bandes d’animaux, . . .),
l’habitat des animaux (enregistrements bio-climatiques, ventilation, isolation, chauf-
fage, . . .), l’alimentation et l’abreuvement des animaux (compositions alimentaires,
mode de distribution, nombre de mangeoires, origine des aliments, . . .), l’état sa-
nitaire du troupeau (dosages sérologiques, pesées, maladies chroniques, taux de
réformes, vaccinations, traitements antibiotiques, . . .), les pratiques d’hygiène (pro-
tocoles de nettoyage et de désinfection) et les mesures de bio-sécurité (mesures
sanitaires de l’éleveur et des visiteurs, équarrissage, . . .).
1.3.2 Exemple d’enquêtes d’épidémiologie animale
Le laboratoire de l’AFSSA (=Agence Française de Sécurité Sanitaire des Ali-
ments) de Ploufragan est l’un des douze laboratoires de l’AFSSA. Il a pour mission
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de contribuer à l’amélioration de la santé et du bien-être des animaux dans les pro-
ductions avicoles, cunicoles et porcines, ainsi qu’à la qualité sanitaire des aliments
qui en sont issus. Les travaux menés au sein des unités d’Epidémiologie consistent
principalement en des enquêtes épidémiologiques analytiques. Elles visent à déter-
miner les facteurs de risque d’une maladie ou d’un phénomène de santé publique
en relation avec les productions animales précitées.
Les données issues de cinq enquêtes d’épidémiologie analytique menées à
l’AFSSA, vont servir d’exemple dans ce document pour illustrer la structure clas-
sique des données d’épidémiologie animale. Elles servent d’appui pour les appli-
cations des méthodes développées dans ce travail de recherche. Comme vu dans
le paragraphe 1.1.3, le type général d’enquête analytique, exposé-non exposé ou
cas-témoin, conditionne le mode de collecte des données, prospectif ou rétrospectif,
mais ne change ni l’objectif de l’étude ni la structure des données. Les références
bibliographiques indiquées dans le tableau 1.1 fournissent les détails du mode de
collecte des données ainsi que les traitements statistiques usuels utilisés pour la
détermination des facteurs de risque.
Enquête Type Objectifs Références bibliographiques
SALMO porc Exp.-Non exp. Facteurs de risque de l’excrétion de Beloeil et al. [2003, 2004a,b]
Salmonella dans les élevages de porcs
MAP pietrain porc Exp.-Non exp. Facteurs de risque de la maladie de Rose et al. [2004]
l’amaigrissement du porcelet (=MAP)
EEL lapin Cas-Témoin Facteurs de risque de l’entérocolite Klein [2002]
épizootique de lapin (=EEL)
MAP élevage porc Cas-Témoin Facteurs de risque de la MAP Rose et al. [2003a]; Venot [2003]
au niveau de l’élevage
ANTIBIO dinde Cas-Témoin Facteurs de risque de la consommation Chauvin et al. [2005]
d’antibiotiques en élevage de dinde
T. 1.1 – Type et objectif des enquêtes d’épidémiologie animale menées à l’AFSSA,
illustrés par les profils de cinq enquêtes.
Le nombre d’individus d’une enquête analytique est conditionné par la préva-
lence (i.e. pourcentage d’individus infectés ou présentant le phénomène de santé
étudié dans la population) de la maladie ou du phénomène de santé étudié, afin que
l’échantillon étudié soit représentatif de la population dont il est issu. Pour parfaire
cette représentativité, des tirages au sort stratifiés sur certains critères d’importance
(la taille de l’élevage par exemple) peuvent aussi être réalisés. L’unité est soit l’ani-
mal, soit le lot (i.e. groupe de volailles nées, élevées et abattues en même temps) ou
la bande (i.e. groupe de porcs nés, élevés et abattus en même temps), soit l’élevage
selon l’objectif de l’étude. Lorsque l’unité est l’animal, il est important de prendre en
compte plusieurs effets emboîtés : celui de l’animal dans sa case (i.e. groupe d’une
dizaine de porcs, parfois issus d’une même portée, élevés ensemble), de cette case
dans la bande, et de la bande ou du lot dans l’élevage. Le nombre de variables
X explicatives données dans le tableau 1.2 correspond aux variables interprétables
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et sélectionnées au préalable pour leur lien avec la(es) variable(s) à expliquer. Ces
variables explicatives sont un mélange de variables qualitatives et quantitatives or-
ganisées en plusieurs groupes. Il peut y avoir quelques données manquantes dans
certaines études (de l’ordre de 10%). La maladie est souvent complexe et décrite par
plusieurs variables à expliquer regroupées dans un tableau Y (taux de mortalité,
signes cliniques observés en élevage et à l’abattoir, . . .).
Enquête Nb individus Nb. var. Y Nb. var. X Nb groupes Xk Type de var. X
SALMO porc 105 élevages 7 65 3 80% quali., 20% quanti.
MAP pietrain porc 840 animaux 5 34 4 35% quali., 65% quanti.
EEL lapin 96 élevages 4 40 7 58% quali., 42% quanti.
MAP élevage porc 159 élevages 1 43 7 42% quali., 58% quanti.
ANTIBIO dinde 659 lots 3 37 7 13% quali., 87% quanti.
T. 1.2 – Caractéristiques générales des données d’épidémiologie animale de
l’AFSSA de Ploufragan, illustrées par le profil de cinq enquêtes.
1.3.3 Caractéristiques générales des données d’épidémiologie animale
Les données d’épidémiologie animale sont de nature complexe, à la fois du
point de vue des individus dont la structure est multi-emboîtée, du point de vue
des variables explicatives qui sont de nature mixte, organisées en groupes, conte-
nant parfois des données manquantes et multi-corrélées, et enfin du point de vue
des variables à expliquer qui sont multiples et elles-aussi de nature mixte. Certaines
variables explicatives sont collectées plusieurs fois au cours de différentes visites
lors de l’enquête. La maladie ou le phénomène de santé peuvent aussi être caracté-
risés par leur évolution au cours du temps. Ces structures temporelles ne sont pas
évoquées par la suite. Nous considérons dans tous les cas que nous disposons d’une
structure multibloc, les variables mesurées au cours du temps pouvant constituer
des blocs spécifiques. Un exemple de la structure la plus usuelle de ces données est
résumé par la figure 1.5.
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F. 1.5 – Illustration de la structure usuelle des données d’épidémiologie animale.
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Chapitre 2
Problématique et traitement
statistique en épidémiologie
animale
2.1 Traitement statistique en épidémiologie animale
S les méthodes de traitement statistique des enquêtes épidémiologiques ana-lytique, qu’elles soient de type cas-témoin ou exposé-non exposé, sont détailléesici. Comme leur objectif, ainsi que la structure de leurs données sont similaires,
les traitements statistiques appliqués à ces deux types d’enquête sont les mêmes.
La description des traitements statistiques appliqués aux enquêtes analytiques est
principalement vue au travers d’une revue bibliographique du journal Preventive
Veterinary Medicine (=PVM), référence pratiquement incontournable pour le traite-
ment de ce type d’enquêtes depuis 1982 (2427 articles parus).
2.1.1 Utilisation classique de la régression
L’objectif d’une enquête d’épidémiologie analytique est de définir les facteurs de
risque d’une maladie ou d’un problème de santé publique vétérinaire. Le traitement
statistique des données est donc classiquement basé sur une régression, qui permet
d’expliquer la maladie y par les variables explicatives X présumées influentes.
Utilisation des modèles linéaires généralisés
Les méthodes de régression utilisées pour le traitement des données d’épidé-
miologie animale sont des cas particuliers du modèle linéaire généralisé [Agresti,
2002, Chap. 4]. Ce sont principalement la régression logistique, et dans une moindre
mesure la régression linéaire multiple et la régression de Poisson, qui sont utilisées.
Le modèle de Cox (appelé aussi modèle de survie), appliqué à des mesures tem-
porelles de la variable à expliquer, n’est pas détaillé ici. La fréquence d’utilisation
des différents modèles est donnée dans le tableau 2.1. Un inconvénient souvent
évoqué est la sensibilité des modèles linéaires généralisés aux variables explicatives
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corrélées entre elles, mais aucun article ne fait référence à des méthodes alternatives
de type régression PLS linéaire généralisée pour pallier ce problème [Marx, 1996;
Bastien et al., 2005].
Nature de y (loi associée) Nature des X Lien (y,X) Méthode Nb.citations PVM
Dichotomique (binomiale) Mixtes Logit Régr. logistique 249 articles (10.3%)Ordinale (multinomiale) Mixtes Logit généralisée Régr. log. multinomiale
Dichotomique (binomiale) Mixtes Log-Log Régr. Cox 108 articles (4.4%)
Quantitative (normale) Quantitatives Identité Régr. linéaire mult. 57 articles (2.3%)
Effectif (Poisson) Mixtes Log Régr. de Poisson 28 articles (1.1%)
Quantitative (normale) Qualitatives Identité An. de variance 10 articles (0.4%)
− Qualitatives Log-Log Modèle log-linéaire 5 articles (0.2%)
Quantitative (normale) Mixtes Identité An. de covariance 4 articles (0.2%)
T. 2.1 – Utilisation des modèles linéaires généralisés dans les articles d’épidémio-
logie animale parus de la revue Preventive Veterinary Medicine (PVM).
La régression logistique [Hosmer et Lemeshow, 1989; Allison, 1999; Agresti,
2002] modélise une variable dichotomique (y = 1 indique la présence de la maladie
et y = 0 son absence), ce qui permet un calcul direct de l’odds ratio ou du risque relatif,
dont l’interprétation est précieuse en épidémiologie (paragraphe 1.2.2 page 25). Ceci
justifie la mise en classes fréquente des variables quantitatives. Son utilisation, bien
qu’elle soit souvent réductrice, est assez consensuelle parmi les épidémiologistes.
Pour le cas où la variable à expliquer est ordinale (y = 0 caractérise les témoins,
y = 1 les cas intermédiaires et y = 2 les cas sévères par exemple), la régression
multinomiale est utilisée. Pour plus de détails sur l’utilisation de ces deux méthodes
pour le traitement de données d’épidémiologie animale, le lecteur intéressé peut se
référer à Dohoo et al. [2003, Chap. 16 et 17]. La régression linéaire multiple est
utilisée dans les cas, assez rares, où la variable à expliquer est quantitative et n’a
pas été recodée. Des exemples de traitements de données d’épidémiologie animale
par cette méthode sont donnés par Dohoo et al. [2003, Chap. 14]. Les objectifs de
la régression de Poisson sont d’estimer les effets de facteurs de risque sur des taux
d’incidence ou de mortalité, la variable à expliquer étant dans ce cas une variable de
comptage [Droesbeke et al., 2005]. Dohoo et al. [2003, Chap. 18] donnent des exemples
d’utilisation de cette méthode pour des données d’épidémiologie animale.
Généralisation par les modèles linéaires généralisés mixtes
Les différentes méthodes de régression précitées ne permettent pas de tenir
compte de la structure complexe des observations. Elles sont basées sur l’hypo-
thèse que les observations sont indépendantes les unes des autres, ce qui n’est pas
toujours le cas pour les données d’épidémiologie animale. Comme détaillé dans le
paragraphe 1.3.3 page 28, les animaux étudiés sont emboîtés dans leur portée et/ou
dans la case où ils sont élevés, dans leur bande ou leur lot, puis dans leur élevage,
et éventuellement dans leur région. Il est connu des épidémiologistes que d’un éle-
vage à un autre, les résultats peuvent être différents. Or la conclusion qui est donnée
en termes de facteurs de risque, doit prendre en compte ces différences et conclure
au-delà de celles-ci. Il est donc intéressant que les variables structurelles (région,
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élevage, bande, . . .) puissent avoir des effets aléatoires sur la variable à expliquer.
Des exemples de différents types de données d’épidémiologie animale hiérarchi-
sées sont donnés par Dohoo et al. [2003, Chap. 20]. Les modèles linéaires généralisés
mixtes, appelés aussi modèles multiniveaux ou modèles hiérarchisés, répondent à
cette problématique [Agresti, 2002, chap. 12]. Ils permettent d’étendre les modèles
linéaires généralisés à l’utilisation conjointe de variables explicatives considérées
comme ayant un effet fixe ou aléatoire sur la variable à expliquer [Dohoo et al., 2003,
Chap. 21 et 22]. Au regard de la complexité des modèles ainsi définis, les modèles
mixtes bayésiens sont de plus en plus utilisés pour pallier les limites des algorithmes
d’estimation basés sur la vraisemblance [Dohoo et al., 2003, Chap. 23]. Davantage
de détails sur l’utilisation des modèles bayésiens dans ce contexte sont donnés par
Congdon [2003, 2005].
Prise en compte de plusieurs enquêtes analytiques
D’autres voies sont explorées pour déterminer les facteurs de risque d’une ma-
ladie, en prenant en compte des données issues de plusieurs enquêtes analytiques
d’épidémiologie animale. La première voie s’appuie sur une utilisation classique
des statistiques bayésiennes : les enquêtes précédentes servent d’a priori pour quan-
tifier le lien entre la variable à expliquer et les variables explicatives d’une nouvelle
enquête par un modèle bayésien. La seconde voie permet de prendre en compte un
ensemble d’enquêtes comparables, afin de déterminer les facteurs de risque de la
maladie étudiée ; elle est vue au travers des méta-analyses [Dohoo et al., 2003, Chap.
24].
Bilan sur l’utilisation de la régression en épidémiologie animale
Les techniques de régression appliquées au traitement des données d’épidémio-
logie animale analytique sont très fréquemment utilisées du fait de leurs nombreux
avantages. Elles permettent tout d’abord de quantifier le lien entre une variable
à expliquer (la maladie) et un ensemble de variables, potentiellement facteurs de
risque à effet délétère ou protecteur. La quantification de ce lien, au travers de l’odds
ratio ou du risque relatif, est une finalité en épidémiologie analytique. De plus, les
modèles linéaires généralisés permettent de prendre en compte diverses natures de
variables (tableau 2.1, page 32). L’extension de ces modèles aux modèles linéaires
généralisés mixtes permet de prendre en compte des structures emboîtées d’in-
dividus, problématique classique en épidémiologie animale. Cependant, certains
problèmes subsistent à l’utilisation de ces méthodes. Le problème le plus crucial est
dû au grand nombre de variables X, multicorrélées, collectées lors des enquêtes.
D’autres problèmes, liés à la caractérisation de la variable à expliquer par plusieurs
variables, ou la prise en compte de l’organisation du questionnaire en groupes de
variables de tailles déséquilibrées, subsistent. La résolution de ces problèmes peut
passer avantageusement par l’utilisation de l’analyse de données, comme cela est
détaillé dans le paragraphe suivant.
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2.1.2 Recours à l’analyse de données
Le nombre d’articles relatifs à l’analyse de données dans le journal Preventive
Veterinary Medicine est de 24, ce qui représente à peine 1% des articles parus. L’uti-
lisation de l’analyse de données étant populaire en France, nous avons également
fait des prospections dans la revue Epidémiologie et Santé Animale, qui est la revue de
référence pour l’épidémiologie vétérinaire française. Seuls quatre articles (1%) ont
eu recours à des méthodes d’analyse de données (sur un nombre estimé d’articles
de l’ordre de 400 depuis 1982). Les différentes utilisations de l’analyse des données
pour le traitement d’enquêtes d’épidémiologie animale sont détaillées par thème
dans les paragraphes suivants.
Analyse de données à caractère descriptif
L’utilisation la plus classique de l’analyse des données est descriptive. Cette
description peut aussi servir à réduire le nombre de variables X si celui-ci est trop
important pour permettre la modélisation. L’article de Madec et Josse [1984] pose les
fondements théoriques de l’utilisation descriptive de l’analyse des correspondances
multiples, ou ACM, [Benzecri, 1973; Lebart et al., 2000], pour décrire les liens au
sein d’un ensemble de variables qualitatives, ainsi que le mode d’application au
traitement des enquêtes épidémiologiques analytiques. Selon la nature des données,
l’ACM, l’analyse en composantes principales, ou ACP, [Jolliffe, 1986; Lebart et al.,
2000], ou l’ACP varimax [Kaiser, 1958], sont utilisées pour décrire et comprendre
les liens complexes entre les variables explicatives. Boklund et al. [2004] utilisent
la procédure prinqual du logiciel SAS [SAS, 2004] pour intégrer directement les
variables qualitatives et quantitatives à l’ACP. Les articles d’application utilisant
l’analyse de données à caractère descriptif sont résumés dans le tableau 2.2.
Analyse de données en vue de recoder un ensemble de variables
Les méthodes d’analyse de données peuvent être utilisées pour synthétiser un
ensemble de variables (tableau 2.3). Dans leur application classique, les méthodes
usuelles de régression ne permettent pas la prise en compte de plusieurs variables à
expliquer. Dans ce cas, il est intéressant d’en faire la synthèse en une seule variable.
Dans les trois articles utilisant l’analyse de données avec cet objectif, une classifica-
tion mixte sur composantes d’ACM des individus est réalisée [Lebart et al., 2000].
Ce sont les appartenances aux classes qui servent de nouvelle variable à expliquer
[Madec et al., 1998; Rose et al., 2003b], ou de nouvelle variable explicative [Aumont
et al., 1992], pour la suite des traitements. On peut noter que dans le cadre de la ré-
gression multivariée, le vecteur y peut être remplacé par le tableau Y, ce qui revient
à réaliser une série de régressions simples.
Analyse de données en vue d’une régression
Les variables explicatives étant collectées en grand nombre lors des enquêtes
épidémiologiques, le problème de leur multicolinéarité se pose lors de l’étape expli-
cative. Une solution classique issue de l’analyse factorielle est d’utiliser les compo-
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Référence Objectif statistique Objectif epidémiologique Méthode
Madec et Josse [1984] Descriptif Pas d’application aux données épidémiologiques ACM
(article théorique)
Aumont et al. [1992] Descriptif Description du mode d’élevage de vaches, ACM
associé à des variables environnementales
Goodger et al. [1993] Sélection de var. Description des pratiques de conduite en ACP
élevage laitier
Hurnik et al. [1994] Descriptif Description de variables environnementales (en vue ACP
du lien avec la pathologie respiratoire du porc) varimax
O’Brien et al. [1995] Descriptif Description de la concentration en éléments ACP
chimiques dans le foie d’oiseaux aquatiques
Faye et al. [1997] 1.Descriptif Description des problèmes de santé des vaches laitières AFC
2.Multicolinéarité Variables relatives à la conduite d’élevage des vaches ACM
Duchateau et al. [1997] Multicolinéarité Description de variables environnementales ACP
(Sélection de var.) (en vue du lien avec l’infection de bovins au Theileriosis) varimax
Martrenchar et al. [2002] Multicolinéarité Variables relatives à la conduite d’élevage de volailles ACM
(Sélection de var.) (en vue du lien avec la prévalence de pododermatites)
Manske et al. [2002] Grouper var. Description des lésions et boiteries des vaches laitières ACP
varimax
Wagner et al. [2003] Descriptif Résistances conjointes d’E.Coli (issue de bovins) ACP
à différents antibiotiques varimax
Boklund et al. [2004] Multicolinéarité Mise en évidence de grands thèmes dans les mesures ACP
(Sélection de var.) de biosécurité au sein des élevages porcins varimax
Berghaus et al. [2005] Multicolinéarité Sélection des principales variables liées aux pratiques ACP
(Sélection de var.) d’élevage (pour le lien avec la paratuberculose bovine) varimax
T. 2.2 – Articles d’épidémiologie animale utilisant l’analyse de données à caractère
descriptif.
Référence Objectif statistique Objectif epidémiologique Méthode
Aumont et al. [1992] Synthétiser plusieurs X Définir une variable synthétisant la Classif. sur
conduite d’élevage en vue d’expliquer comp. d’ACM
l’infection de vaches aux trichostrongyles
Madec et al. [1998] Synthétiser plusieurs Y Définir une variable caractérisant la Classif. sur
sévérité des diarrhées du porcelet au sevrage comp. d’ACM
Rose et al. [2003b] Synthétiser plusieurs Y Définir une variable caractérisant la qualité Classif. sur
de désinfection des élevages de poulets de chair comp. d’ACM
T. 2.3 – Articles d’épidémiologie animale utilisant l’analyse de données en vue de
recoder un ensemble de variables.
santes qui en sont issues en tant que variables dans la régression. C’est le principe
de la régression orthogonalisée [Massy, 1965]. L’article de Lafi et Kaneene [1992]
pose les fondements théoriques de la régression sur composantes d’ACP dans le
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cadre de l’épidémiologie animale. Selon la nature des variables X, la détermination
des composantes est effectuée grâce à une ACM, une ACP ou une analyse factorielle
permettant de traiter des variables quantitatives et qualitatives (procédure prinqual
du logiciel SAS [SAS, 2004]). Dans certains modèles, des variables présentant un
intérêt particulier, peuvent être associées aux composantes [Ganaba et al., 1995; Ott
et al., 2003; Woods et al., 2003]. Selon la nature de la variable à expliquer, le modèle
est soit une régression linéaire multiple, soit une régression logistique [Hosmer et
Lemeshow, 1989], soit une régression tobit [Tobin, 1958], soit un path model [Wright,
1921] pour les cas plus complexes. Dans la plupart des articles cités dans le ta-
bleau 2.4, les composantes sont interprétées comme des variables de synthèse. Les
résultats sont généralement utilisés dans une perspective descriptive et rarement
prédictive.
Référence Objectif statistique Objectif epidémiologique Méthode
Lafi et Kaneene [1992] Multicolinéarité Pas d’application aux données Régr. sur comp.
épidémiologiques (article théorique) d’ACP (PCR)
Ganaba et al. [1995] Multicolinéarité Facteurs de risque de la mortalité et de Path model sur var.
la croissance des veaux et comp. d’ACP
Dohoo et al. [1997] Multicolinéarité Facteurs de risque de la pneumonie Régr.logistique
des porcs sur comp. d’ACP
Thoefner et al. [2001] Multicolinéarité Facteurs de risque de la colique du Régr.logistique sur
cheval comp. d’ACP varimax
Chi et al. [2002] Multicolinéarité Facteurs de risque de 4 maladies des Régr. tobit
bovins causant des pertes économiques sur comp. d’ACP
Ott et al. [2003] Multicolinéarité Lien entre la production laitière et la séro- Régr. sur var.
prévalence liée l’infection à la leucose bovine, et comp. d’ACM
ainsi que les variables mesurant la
conduite d’élevage
Woods et al. [2003] Multicolinéarité Lien entre les actions du fermier et les ser- Path model sur var. et
vices et conseils du technicien vétérinaire comp. d’ACP varimax
Berghaus et al. [2005] Multicolinéarité Facteurs de risque de la paratuberculose Régr. logistique sur
dans les élevages bovins laitiers comp. d’ACP varimax
T. 2.4 – Articles d’épidémiologie animale utilisant l’analyse de données en vue
d’une régression.
Analyse de données à caractère explicatif
Une utilisation intéressante et appropriée de l’analyse des données pour le traite-
ment des enquêtes d’épidémiologie animale est de permettre la compréhension des
liens complexes entre les nombreuses variables explicatives et la (ou les) variable(s)
à expliquer (tableau 2.5). Une utilisation simple et directe de l’analyse factorielle
dans ce cas, consiste à effectuer une ACM sur les variables explicatives. Par la suite,
la variable à expliquer est projetée en tant que variable supplémentaire [Faye et
Lescourret, 1989; Ducrot et Cimarosti, 1991; Dohoo et al., 1997; Madec et al., 1998;
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Thomsen et al., 2007]. Cependant, cette technique a ses limites car les composantes
de l’ACM ne sont pas orientées vers l’explication de Y, ce qui rend l’interpréta-
tion délicate. A ce titre, Dohoo et al. [1997] signalent que l’ACM ne permet pas de
quantifier l’effet de facteurs de risque ; elle doit donc être utilisée en complément
de la régression logistique ou d’autres méthodes de régression appropriées. Cette
technique est présentée dans les articles de Dohoo et al. [1997]; Madec et al. [1998];
Thomsen et al. [2007]. L’utilisation de l’analyse factorielle discriminante, ou AFD
[Fisher, 1936; Saporta, 2006; Celeux et Nakache, 1994], permet d’orienter les com-
posantes vers l’explication d’une variable à expliquer qualitative. Dans ce cas, la
contribution des variables explicatives à la construction des composantes permet
une interprétation directe de celles-ci en tant que facteurs de risque de la maladie, ce
qui est réalisé par Barnouin et al. [1995]. L’article de Morignat et al. [2006] illustre une
utilisation de l’analyse discriminante à des fins explicatives mais aussi prédictives.
Du fait de la nature particulière des variables à expliquer (effectifs), Lescourret et
Faye [1991]; Faye et al. [1997] utilisent l’analyse canonique des correspondances, ou
ACC [Ter Braak, 1986] pour quantifier la liaison entre les variables. Les techniques
de segmentation [Celeux et Nakache, 1994] sont parfois utilisées. Elles ne sont pas
évoquées ici car elles ne relèvent pas d’une analyse factorielle, qui est le concept qui
a été privilégié dans le cadre de ce travail de recherche.
Référence Objectif statistique Objectif epidémiologique Méthode
Faye et Lescourret [1989] Décrire la liaison Facteurs de risque des boiteries des ACM avec Y sup.
entre X et Y vaches laitières
Ducrot et Cimarosti [1991] Décrire la liaison Facteurs de risque de l’Ecthyma des ACM avec Y sup.
entre X et Y ovins
Lescourret et Faye [1991] Quantifier la liaison Facteurs de risque de la contamination An. canonique des
entre X et Y du lait de vache correspondances
Barnouin et al. [1995] Quantifier la liaison Facteurs de risque des mammites des An. discriminante
entre X et Y vaches laitières barycentrique
Dohoo et al. [1997] Décrire la liaison Facteurs de risque de la pneumonie ACM avec Y sup.
entre X et Y des porcs
Faye et al. [1997] Quantifier la liaison Facteurs de risque de différents pro- An. canonique des
entre X et Y blèmes de santé des vaches laitières correspondances
Madec et al. [1998] Décrire la liaison Facteurs de risque des diarrhées ACM avec Y sup.
entre X et Y du porcelet au sevrage
Morignat et al. [2006] Utiliser X pour Discrimination de 3 types de prions An. discriminante
prédire Y relatifs à l’ESB chez les bovins
Thomsen et al. [2007] Sélection de X Facteurs de risque d’un score élevé ACM avec Y sup.
orientée vers Y de réforme chez les vaches laitières
T. 2.5 – Articles d’épidémiologie animale utilisant l’analyse de données à caractère
explicatif.
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Analyse de données multibloc
Une seule publication du journal Preventive Veterinary Medicine fait usage d’une
méthode multibloc. Rougoor et al. [1999] utilisent l’approche PLS [Wold, 1982] pour
expliquer la production laitière (respectivement la marge brute issue de cette pro-
duction) par 31 variables explicatives (respectivement 22) réparties en 12 groupes
(respectivement 10). Chaque groupe de variables explicatives est résumé par une va-
riable latente ; les variables latentes sont soient liées entre elles, soient orientées vers
l’explication de chacune des deux variables à expliquer. L’utilisation de l’approche
PLS n’est pas justifiée par la structure multibloc des variables explicatives, mais par
le nombre restreint d’individus comparé au nombre de variables explicatives.
Bilan sur l’utilisation de l’analyse des données en épidémiologie animale
L’analyse de données est, dans quasiment tous les cas, exceptés cinq cas réelle-
ment descriptifs, utilisée pour pallier les limites des techniques de régression. Elle
sert à sélectionner les variables explicatives influentes en vue d’une modélisation,
à synthétiser un ensemble de variables en une seule afin de permettre l’utilisation
ultérieure de la régression, et enfin à résoudre le problème de la multicolinéarité des
variables explicatives par les techniques de régression orthogonalisée. Dans certains
rares cas, les techniques de régression sont même remplacées par des techniques
d’analyse de données à caractère prédictif, telles que l’analyse discriminante ou
l’analyse canonique des correspondances.
2.2 Problématique statistique en épidémiologie animale
2.2.1 Problèmes liés au grand nombre de variables explicatives
La multicolinéarité entre les variables explicatives est souvent rencontrée. Après
un premier tri des variables explicatives les plus corrélées à la variable à expliquer,
un second tri est réalisé sur les variables explicatives corrélées entre elles. Cependant,
il est bien connu que des variables peuvent être faiblement corrélées deux à deux et
présenter une multicolinéarité impliquant plusieurs variables [Weissfeld et Sereika,
1991; Dohoo et al., 1997; Allison, 1999]. L’étude des corrélations entre les variables
explicatives deux à deux est donc inadaptée pour appréhender les problèmes de cor-
rélation complexes impliquant plus de deux variables, problématique courante en
épidémiologie animale. Ces tris sont pourtant nécessaires, mais il faut savoir qu’ils
réduisent mais ne suppriment pas la multicolinéarité. Une solution alternative peut
être de créer de nouvelles variables, combinaison de plusieurs variables corrélées
[Dohoo et al., 1997]. Un exemple est donné sur un jeu de données d’épidémiologie
animale. Les corrélations les plus significatives entre les 40 variables explicatives
d’un jeu de données relatif à l’entérocolite épizootique du lapin (EEL), évoqué dans
le paragraphe 1.3.2, page 26, sont illustrées par la figure 2.1. Parmi ces corrélations,
12.7% (soit 99/780 paires) sont significatives à 5% et concernent 38 variables sur 40.
4.5% sont significatives à 1% et concernent 28 variables sur 40. Sur la base de ces
corrélations et de critères biologiques pertinents, 16 variables sont retenues. Cette
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sélection réduit le nombre de paires corrélées au seuil de 5%. Le nombre de variables
concernées par ces corrélations significatives reste grand, à savoir 13 variables sur
16.
F. 2.1 – Illustration des corrélations entre les variables explicatives pour les données
de l’enquête relative à l’EEL du lapin. Les traits entre les variables représentent les
corrélations significatives à moins de 1% ; les traits plus épais pour celles à moins
0.1%. Les variables grisées sont celles qui sont les plus liées aux autres.
Le tableau 1.2 page 28 montre qu’habituellement, le nombre d’individus est plus
grand que le nombre de variables explicatives. Cependant, pour permettre le calcul
d’odds ratio ayant du sens et faciliter l’interprétation des liens avec la variable à
expliquer, l’ensemble des variables explicatives est fréquemment mis en classe. Le
nombre de degrés de liberté associé au modèle de régression augmente. En effet, si
une variable qualitative comprend k modalités, elle utilise (k− 1) degrés de liberté
dans la régression au lieu de n’en utiliser qu’un si elle restait quantitative. De ce fait,
les variables sélectionnées lors des tris préalables ne peuvent donc pas être toutes
prises en compte dans l’étape de régression.
2.2.2 Problèmes liés à la structure en groupe des variables explicatives
Les principaux groupes de variables explicatives ayant une signification zoo-
technique (pratiques d’hygiène, conduite d’élevage, . . .) sont détaillées dans le pa-
ragraphe 1.3.1, page 26. Cependant, cette structure forte des variables explicatives au
niveau biologique n’est pas valorisée actuellement dans les traitements statistiques
usuels. Du fait du sens biologique de ces blocs, il apparaît important de mesurer à la
fois l’importance des variables mais aussi des blocs de variables dans l’explication
de la maladie.
Le nombre de variables collectées par groupe, souvent différent d’un groupe à
un autre, pourrait influencer les facteurs de risque sélectionnés par la régression. En
effet, une étude de simulation [Derksen et Keselman, 1992] dans laquelle les auteurs
ont fait varier le degré de corrélation entre les variables X, le nombre de variables X,
le pourcentage de variables influentes et de variables associées au bruit du modèle
(i.e. variables non liées à la variable à expliquer), ainsi que la taille de l’échantillon,
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montre que : [1] Le degré de multicolinéarité entre les variables X est le facteur qui
joue le plus sur le nombre de variables influentes sélectionnées. En effet, plus la
multicolinéarité augmente, plus le nombre de variables influentes sélectionnées par
le modèle est petit, [2] Le nombre de variables X est le facteur le plus important pour
la sélection du nombre de variables liées au bruit ; plus il augmente, plus le nombre
de variables liées au bruit sélectionnées par le modèle augmente, [3] Le nombre
d’individus a un effet positif sur le nombre de variables influentes sélectionnées,
mais cet effet est étonnamment faible. Pour avoir un ordre d’idée, la situation la plus
favorable (pas de multicolinéarité, peu de variables X, grand nombre d’individus)
sélectionne 20% de variables qui sont en réalité du bruit. Dans la situation la plus
défavorable (très forte multicolinéarité, grand nombre de variables et faible nombre
d’individus), 74% de variables sélectionnées relèvent du bruit. Nous pouvons donc
émettre l’hypothèse que plus le nombre de questions relatives à un groupe est grand,
plus le nombre de facteurs de risque issus de ce groupe a des chances d’être élevé.
Or, le nombre de variables d’un groupe n’est pas nécessairement le reflet de son
importance comparativement aux autres groupes.
2.2.3 Problèmes liés à l’explication de plusieurs variables
Dans le cas où l’on dispose de plusieurs variables à expliquer, une première
solution préconisée consiste à établir plusieurs modèles, liant chacune des variables
à expliquer aux variables explicatives. Cette solution permet de déterminer les
facteurs de risque relativement à chaque aspect complémentaire de la maladie.
Cependant, il arrive que les facteurs de risque ne soient pas concordants, car les
variables à expliquer illustrent des aspects différents, pas nécessairement corrélés,
de la maladie. La synthèse des résultats devient délicate. Un exemple est donné
sur le jeu de données relatif à la maladie de l’amaigrissement du porcelet. Les
trois variables à expliquer décrivent la proportion d’animaux de l’élevage ayant
séroconverti après une infection par le circovirus PCV2 : truies, porcelets et porcs à
l’engrais. Les variables à expliquer relatives aux proportions de truies et de porcelets
séropositifs sont liées (corrélation significative) et non corrélées à la proportion
de porcs séropositifs. En effet, les truies et les porcelets sont élevés ensemble en
maternité (au préalable de la prise de sang qui a lieu lorsque les porcelets sont
en post-sevrage, séparés de leur mère), ce qui explique que leurs proportions de
séroprévalence soient comparables. Les porcs à l’engrais, plus âgés, ont perdu trace
de l’immunité colostrale reçue de la truie. Ils sont élevés dans d’autres bâtiments
et sont donc soumis à un milieu différent. Pour déterminer les facteurs de risque
de la maladie au niveau de l’élevage, il est essentiel de raisonner sur l’ensemble
des variables à expliquer. L’objectif à atteindre est un élevage où la proportion de
truies et de porcelets ayant séroconverti est élevée (transmission d’anticorps de la
mère au porcelet par le colostrum), et où la proportion de porcs à l’engrais ayant
séroconverti est faible (pas de contact avec le circovirus PCV2). Ce qui revient à
dire qu’un facteur de risque est ici un facteur diminuant la proportion de truies et
de porcelets et augmentant la proportion de porcs à l’engrais ayant séroconverti
[Rose et al., 2003a]. Nous constatons ici que le fait de raisonner sur chacune des
variables à expliquer ne permet pas de répondre correctement à la question posée
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par l’épidémiologiste.
Une deuxième solution consiste à créer une variable de synthèse. Dans ce cas,
la maladie ou le phénomène de santé étudié est caractérisé par la combinaison de
plusieurs variables. Ces variables sont parfois synthétisées en une seule variable, en
les croisant simplement ou par une analyse factorielle couplée à une classification sur
les composantes (paragraphe 2.1.2, page 34). Ce sont les résultats de la classification
des individus qui servent à la codification de la nouvelle variable à expliquer. Ces
synthèses conduisent souvent à une trop grande simplification des données et donc
à une perte d’information peu satisfaisante pour l’épidémiologiste. Un exemple est
donné sur un jeu de données d’épidémiologie animale. L’entérocolite épizootique
du lapin (EEL) est une maladie se traduisant par des symptômes (perte d’appétit,
ballonnements, diarrhées, . . .), ainsi que par des lésions plus ou moins prononcées se
détectant à l’autopsie de l’animal (estomac, cæcum, intestin principalement) [Klein,
2002]. Ces lésions peuvent conduire à la mort de l’animal. L’enquête analytique
EEL évoquée dans le paragraphe 1.3.2 page 26, est basée sur quatre variables à
expliquer pour déterminer si l’élevage est cas, témoin ou a un statut intermédiaire : le
pourcentage de mortalité ainsi que les signes d’EEL à l’engraissement et en maternité
lors des cinq dernières bandes d’animaux. Le codage de la variable à expliquer,
synthétique, est détaillé dans la figure 2.2. La synthèse de cette information riche,
réalisée par un groupe d’experts, reste empirique et évidemment réductrice.
F. 2.2 – Définition d’une variable Y de synthèse pour l’enquête sur l’EEL du lapin,
d’après Klein [2002].
2.3 Contexte du travail de recherche
Le développement de méthodes statistiques permettant de traiter les données
d’épidémiologie animale doit prendre en compte la particularité de ces données,
ainsi que les objectifs de traitement associés. Il est illusoire de résoudre à la fois tous
les problèmes statistiques liés à leur traitement. Cinq contraintes sont explorées,
répondant aux problématiques majeures de l’étape indispensable de modélisation
(paragraphe 2.1.1 page 31) :
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– Problématique [1] : prise en compte d’un grand nombre de variables explica-
tives, parfois supérieur au nombre d’individus, et liées entre elles,
– Problématique [2] : prise en compte de plusieurs variables à expliquer,
– Problématique [3] : prise en compte de blocs de variables explicatives, de tailles
déséquilibrées, ayant un sens biologique dont l’interprétation est intéressante,
– Problématique [4] : modélisation du lien entre les variables explicatives et les
variables à expliquer, en tenant compte des trois problématiques précédentes,
– Problématique [5] : les variables explicatives et à expliquer sont de nature
mixte (qualitatives et quantitatives).
Le choix qui est fait pour répondre à ces problématiques est orienté vers les mé-
thodes relevant de l’analyse factorielle. En effet, l’utilisation de méthodes factorielles
répond tout d’abord à la problématique [1], à savoir la prise en compte d’un grand
nombre de variables explicatives liées entre elles. L’utilisation de ces méthodes
répond à l’objectif descriptif initial du traitement des données d’épidémiologie ani-
male : comprendre le mode de fonctionnement de l’ensemble des élevages étudiés
(par l’étude des liens entre les variables), et visualiser les ressemblances et diffé-
rences entre les élevages (par l’étude des individus). De plus, l’analyse factorielle
permet une description adaptée des données d’épidémiologie, car son objectif est
de décrire un vaste ensemble de variables explicatives ayant potentiellement une
influence, jouant toutes le même rôle, inter-agissant entre elles, dont on ne connaît a
priori pas la structure. Pour cela, l’analyse factorielle décrit et synthétise l’informa-
tion contenue dans le tableau de données. La sélection des variables explicatives,
nécessaire et contraignante pour les techniques de régression usuelles, n’est plus
nécessaire ; l’analyse factorielle permet donc de prendre en compte une information
plus riche. Les résultats de l’analyse factorielle sont souvent données sous forme
de représentations graphiques synthétiques qui permettent d’appréhender les liens
complexes unissant un grand nombre de variables et/ou d’individus [Lebart et al.,
2000]. L’exploration des liens entre individus ainsi que les liens entre individus et
variables, apporte une information intéressante à l’épidémiologiste.
L’utilisation de méthodes factorielles décrivant les variables explicatives est in-
téressante, mais n’est pas parfaitement adaptée aux objectifs de traitement des don-
nées d’épidémiologie animale analytique. En fait, c’est la description des liens entre
les variables explicatives et des variables liées à la maladie, qui intéresse réellement
l’épidémiologiste. Nous nous situons ici dans le champ des méthodes factorielles
permettant la comparaison de deux tableaux, ayant ses origines dans les travaux
relatifs à l’analyse canonique [Hotelling, 1936]. Cette méthode, au rôle théorique
important, permet d’établir un pont entre les méthodes descriptives et les méthodes
explicatives. Elle admet d’ailleurs pour cas particuliers des méthodes descriptives
(l’AFC par exemple) et explicatives (la régression linéaire multiple, par exemple).
Les principales méthodes, permettant de lier deux tableaux, qui en sont issues, à
savoir l’analyse factorielle inter-batterie [Tucker, 1958], l’analyse en composantes
principales sur variables instrumentales [Rao, 1964] et la régression PLS [Wold,
1966], sont détaillées dans la partie II page 45. Ces méthodes permettent de prendre
en compte plusieurs variables Y, ce qui répond à la problématique [2].
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La recherche a été très active ces dernières décennies dans le domaine de l’analyse
factorielle de données structurées en plusieurs blocs. La prise en compte de variables
explicatives structurées en plusieurs blocs est possible grâce au cadre théorique
donné par la généralisation de l’analyse canonique [Horst, 1961; Carroll, 1968].
L’analyse canonique généralisée permet de représenter les variables de chaque bloc
dans une base, commune à l’ensemble des variables explicatives, dont la liaison
avec chacun des blocs est optimisée. Cette représentation factorielle synthétique
permet de mesurer l’influence de chaque bloc dans la construction de l’espace
commun. Chaque bloc a le même poids initial, ce qui permet de s’affranchir du
nombre déséquilibré de variables au sein de chaque bloc. L’utilisation de ces tableaux
multiples répond à une partie des objectifs formulés par la problématique [3]. Il
est de plus possible d’orienter la description de K tableaux vers un (K + 1)ieme, en
l’occurrence le tableau à expliquer décrivant la maladie. Des informations nouvelles
sont ainsi apportées à l’épidémiologiste : il devient possible de mesurer l’influence
de chaque bloc de variables explicatives dans l’explication de la maladie. Il est bien
entendu toujours possible d’avoir des informations au niveau des variables. Ces
méthodes (K + 1)−tableaux répondent à la problématique [3]. Elles sont détaillées
dans la partie III page 89.
La régression est l’étape [4] indispensable du traitement des données d’épidé-
miologie animale, qui permet d’expliquer et quantifier le lien entre la variable à
expliquer et les variables explicatives. Les techniques de régression orthogonalisée
[Massy, 1965; Saporta, 1975] associent régression et analyse factorielle, en rempla-
çant dans la régression les variables explicatives par les composantes issues de
l’analyse factorielle. Le problème de la multicolinéarité est nettement diminué si les
composantes considérées comme étant liées au bruit sont écartées de la régression
[Lebart et al., 2000; Barker et Brown, 2001]. Le nombre de composantes à conserver
est un compromis entre la réduction de la variance des coefficients de régression et
l’introduction d’un biais trop important. Le retour aux coefficients de régression des
variables, à partir de ceux des composantes, est aisé. L’utilisation de la régression
orthogonalisée est donc une solution qui permet de limiter le problème de la mul-
ticolinéarité des variables explicatives, et ainsi d’en prendre plus en compte pour
expliquer la maladie. Ces deux avantages sont satisfaisants pour l’épidémiologiste,
et répondent à la problématique [4].
La dernière problématique [5] concerne la prise en compte des variables de na-
ture mixte. Des variables de nature mixte correspondent à un mélange de variables
quantitatives et de variables qualitatives de différentes natures (dichotomique, no-
minale, ordinale), qui concernent les variables explicatives mais aussi les variables
à expliquer. Dans ce travail de recherche, les variables qualitatives, dans la plupart
des cas dichotomiques, font l’objet d’un codage disjonctif complet, en supprimant
une des modalités [Lebart et al., 2000, p. 238]. Elles sont ainsi associées au traitement
des variables quantitatives. Cette pratique est usuelle ; se référer à Tenenhaus [1998,
Chap. 12] à titre d’exemple pour la régression PLS.
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Deuxième partie
Description d’un tableau X
orientée vers l’explication d’un
tableau Y
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Chapitre 3
Analyse de deux tableaux
3.1 Méthodes liant deux tableaux X et Y
N disposons d’un tableau X constitué de P variables explicatives [x1, . . . ,xP] etd’un tableau Y formé de Q variables à expliquer [y1, . . . , yQ]. Ces variables sontmesurées sur les mêmes N individus. Par la suite, ces variables sont supposées
centrées. La structure des données est illustrée par la figure 3.1.
F. 3.1 – Illustration de la structure des tableaux X et Y.
3.1.1 Analyse en composantes principales sur variables instrumentales
L’objectif étant d’expliquer plusieurs variables Y à partir de variables X, la pre-
mière méthode préconisée est une généralisation de la régression linéaire multiple.
Cette généralisation peut être vue à travers l’analyse en composantes principales
sur variables instrumentales, ou ACPVI [Rao, 1964]. La détermination de la pre-
mière composante de l’ACPVI telle qu’elle est proposée par Rao [1964] est basée sur
la minimisation du critère (3.1). Par la suite, les normes utilisées sont considérées
comme étant des normes L2.
||YY′−λ(1)t(1)t(1)′ ||2 avec t(1) = Xw(1) et ||t(1)|| = 1 (3.1)
Concrètement, ceci revient à minimiser la distance entre la matrice de produits
scalaires entre individus dans l’espace des variables de Y et la représentation des
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individus sur la première composante t(1) contrainte d’être dans l’espace engendré
par les variables de X. L’ACPVI a été étudiée de manière plus approfondie par Van
Den Wollenberg [1977] et Sabatier [1987]. Ces auteurs ont en particulier développé
plusieurs propriétés de cette méthode ainsi que des formulations montrant son
positionnement par rapport à l’ACP et l’analyse canonique. Nous retenons ici la
formulation qui fait apparaître l’ACPVI de Y par rapport à X comme une ACP
de Y sous la contrainte que les composantes principales t sont des combinaisons
linéaires des variables constituant X (variables instrumentales). En effet, la première
composante t(1) de l’ACPVI de Y par rapport à X peut être déterminée de manière à
maximiser le critère (3.2).
Q∑
q=1
cov2(yq, t(1)) avec t(1) = Xw(1) et ||t(1)|| = 1 (3.2)
Ce problème a pour solution w(1), vecteur propre de la matrice [(1/N2)(X′X)−1X′YY′X]
associé à la plus grande valeur propre λ(1). Les composantes de l’ACPVI d’ordre su-
périeur à un sont obtenues par une démarche itérative consistant, à chaque pas, à dé-
terminer une composante t standardisée, maximisant le même critère, en imposant
la contrainte supplémentaire que cette composante soit orthogonale aux compo-
santes déterminées lors des étapes précédentes. La composante t(h) = Xw(h) d’ordre
h de l’ACPVI est donc associée au vecteur w(h), hieme vecteur propre de la matrice
[(1/N2)(X′X)−1X′YY′X], ce qui permet d’écrire que (X′X)−1X′YY′Xw(h) = λ(h)w(h), ou
de manière équivalente X′YY′Xw(h) = λ(h)X′Xw(h), pour h = (1, . . . ,H). Par souci de
cohérence avec les méthodes qui seront introduites par la suite, nous proposons
de déterminer les composantes selon la procédure préconisée dans le cadre de la
régression PLS (paragraphe 3.1.3 page 54), qui consiste à considérer, à chaque pas,
les résidus de la régression des variables de X sur les composantes déterminées aux
étapes précédentes. Ces deux démarches, issues soit des vecteurs propres successifs
d’une même matrice ou soit de déflations, conduisent en réalité aux mêmes com-
posantes. Pour cela, nous démontrons que chaque composante t(h) correspond à la
première composante de l’ACPVI calculée sur X(h−1), résidu de régression de X à
partir de (t(1), . . . , t(h−1)). De manière plus précise, nous allons montrer que :
t(h) = X(h−1)w(h) (3.3)
X(h−1)′YY′X(h−1)w(h) = λ(h)X(h−1)′X(h−1)w(h) (3.4)
Comme nous savons que X(h−1) =
[
I−∑h−1j=1 t( j)t( j)′||t( j)||2 ]X, la preuve de l’égalité (3.3) est
directe :
X(h−1)w(h) =
Xw(h)−
h−1∑
j=1
t( j)t( j)
′
||t( j)||2
Xw(h)

=
t(h)− h−1∑
j=1
t( j)
t( j)
′
t(h)
||t( j)||2

= t(h)
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La dernière égalité découle du fait que les composantes de l’ACPVI sont mutuelle-
ment orthogonales. Pour démontrer l’égalité (3.4), nous considérons que :
X(h−1)′YY′X(h−1)w(h) = X′
I− h−1∑
j=1
t( j)t( j)
′
||t( j)||2
YY′X(h−1)w(h)
= X′
I− h−1∑
j=1
t( j)t( j)
′
||t( j)||2
YY′Xw(h)
= X′YY′Xw(h)−X′
h−1∑
j=1
t( j)
||t( j)||2
w( j)′X′YY′Xw(h)
= λ(h)X′Xw(h)−X′
h−1∑
j=1
t( j)
||t( j)||2
w( j)′λ(h)X′Xw(h)
= λ(h)X′Xw(h)−λ(h)X′
h−1∑
j=1
t( j)
||t( j)||2
 t( j)′t(h)
= λ(h)X′Xw(h) (3.5)
En ré-utilisant l’égalité précédente X(h−1)w(h) = Xw(h), nous avons :
X(h−1)′X(h−1)w(h) = X(h−1)′Xw(h)
= X′
I− h−1∑
j=1
t( j)t( j)
′
||t( j)||2
 t(h)
= X′
t(h)− h−1∑
j=1
t( j)
t( j)
′
t(h)
||t( j)||2

= X′t(h)
= X′Xw(h) (3.6)
Des équations (3.5) et (3.6), il découle que :
X(h−1)′YY′X(h−1)w(h) = λ(h)X(h−1)′X(h−1)w(h)
Ce qui démontre précisément l’égalité (3.4). Ceci permet de montrer que les com-
posantes de l’ACPVI peuvent s’obtenir par déflation de la matrice X sur les compo-
santes t précédemment obtenues.
Nous pouvons également montrer que les composantes t, solutions du problème
d’optimisation (3.2), sont également solutions du problème (3.7) [Johansson, 1981],
consistant à déterminer deux variables latentes, t(1) et u(1), de manière à maximiser
le critère (3.7).
cov2(u(1), t(1)) avec t(1) = Xw(1), u(1) = Yv(1), ||t(1)|| = ||v(1)|| = 1 (3.7)
Afin de démontrer cette propriété, nous remarquons que cov2(u(1), t(1)) = (1/N2)(u(1)
′
t(1))2 =
(1/N2)(v(1)
′
Y′t(1))2. Le maximum, pour v(1), de cette quantité est atteint pour v(1) =
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Y′t(1)/||Y′t(1)||, ce qui permet d’obtenir en définitive cov2(u(1), t(1)) = (1/N2)(t(1)′YY′t(1)) =∑
q cov2(yq, t(1)). Nous reconnaissons dans cette dernière expression le critère (3.2).
Ceci corrobore les liens déjà démontrés entre l’ACPVI, la régression PLS et l’analyse
inter-batterie de Tucker [Van de Geer, 1984; Chessel et Mercier, 1993; Burnham et al.,
1996].
La méthode dite reduced rank regression [Muller, 1981; Davies et Tso, 1982] pré-
conise que chaque variable du tableau Y soit modélisée par la régression sur les
composantes (t(1), . . . , t(h)) déterminées par l’ACPVI. Il faut noter que comme la so-
lution de l’ACPVI est basée sur l’inversion de la matrice (X′X), des problèmes
d’instabilité peuvent surgir en présence de quasi-colinéarité entre les variables du
tableau X, comme cela est d’ailleurs le cas pour la régression linéaire multiple dont
elle est une généralisation [Cazes, 1975]. Les méthodes présentées dans les para-
graphes suivants 3.1.2 et 3.1.3 sont des méthodes présentant moins de sensibilité
aux multicolinéarités entre les variables explicatives.
3.1.2 Méthodes issues de l’analyse en composantes principales
Régression sur composantes principales
La régression sur composantes principales utilise les composantes orthogo-
nales de l’analyse en composantes principales pour pallier les problèmes de quasi-
colinéarité entre les variables X. L’objectif de l’analyse en composantes principales,
ou ACP [Jolliffe, 1986; Lebart et al., 2000], est de décrire un tableau X contenant P
variables X = [x1, . . . ,xP]. Pour cela, la méthode recherche des composantes t, com-
binaisons linéaires des variables X, décrivant au mieux les données. La solution de
premier ordre de l’ACP consiste à maximiser le critère (3.8).
var(t(1)) avec t(1) = Xw(1) et ||w(1)|| = 1
ou (3.8)
P∑
p=1
cov2(xp, t(1)) avec t(1) = Xw(1) et ||w(1)|| = 1
La solution optimale est obtenue par w(1), vecteur propre de la matrice (1/N)(X′X)
associé à la plus grande valeur propre λ(1). La solution d’ordre deux, w(2), est le
second vecteur propre de la même matrice, associé à la seconde valeur propre, et
ainsi de suite.
Il est possible d’utiliser les composantes (t(1), . . . , t(h)), combinaisons linéaires des
variables X, mutuellement orthogonales pour expliquer une ou plusieurs variables Y
en réalisant une régression linéaire sur les composantes principales, appelée régres-
sion orthogonalisée, ou PCR [Massy, 1965; Tomassone et al., 1983; Palm et Iemma,
1995]. L’inconvénient d’utiliser les composantes de l’ACP dans la régression est que
celles-ci ne sont pas nécessairement orientées vers l’explication des variables Y. Il
n’y a généralement pas de correspondance entre la grandeur de la valeur propre
associée à une composante et son pouvoir explicatif [Vigneau et al., 1996].
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Latent root regression
Lorsque le tableau à prédire est unidimensionnel, soit Y = [y], une solution per-
mettant d’orienter les composantes t vers l’explication d’une variable y, est donnée
par la latent root regression, ou LRR [Webster et al., 1974]. Cette méthode est basée
sur une ACP du tableau concaténé horizontalement A = [y|X] = [y,x1, . . . ,xP]. La
composante c(1) de cette ACP correspond à la maximisation du critère (3.9).
cov2(y,c(1)) +
P∑
p=1
cov2(xp,c(1)) avec c(1) = Aa(1) et ||a(1)|| = 1 (3.9)
La solution optimale est obtenue par a(1), vecteur propre de la matrice (1/N)(A′A)
associé à la plus grande valeur propre λ(1). Les solutions d’ordre suivant (a(2), . . . ,a(h))
sont issues de la décomposition spectrale de la même matrice. A partir de chaque
composante c(h) = a(h)0 y + a
(h)
1 x1 + · · ·+ a(h)P xP, sont définies les variables latentes t(h) =
a(h)1 x1 + · · ·+ a(h)P xP, combinaisons linéaires des variables X, utilisées pour la prédic-
tion de la variable y. La stratégie adoptée par Webster et al. [1974] consiste à ne pas
conserver toutes les composantes (t(1), . . . , t(h)) pour expliquer y. Le tri des compo-
santes non prédictives est réalisé sur les valeurs propres (λ(1), . . . ,λ(h)) associées aux
composantes c, et sur les coefficients (a(1)0 , . . . ,a
(h)
0 ) associés à la variable y. Les com-
posantes ne sont pas conservées lorsque les valeurs propres λ(h) sont faibles ou que
les coefficients a(h)0 ont des valeurs peu élevées [Palm et Iemma, 1995]. Cependant
en pratique, ces critères se révèlent peu efficaces [Bertrand et al., 2001].
Nous proposons une version modifiée de la LRR, permettant d’extraire direc-
tement les composantes t d’une décomposition spectrale. La stratégie consiste à
changer le problème d’optimisation (3.9) en considérant le même critère, mais en
imposant cette fois-ci aux composantes d’être une combinaison linéaire des variables
X [Bougeard et al., 2007]. Cette méthode peut être interprétée comme une ACP du
tableau A = [y|X] où les composantes sont contraintes d’être dans l’espace des va-
riables X. Cette nouvelle formulation de la LRR permet d’extraire des composantes,
orientées vers l’explication de y et directement utilisables pour l’expliquer. De plus,
cette méthode peut être étendue au cas où l’on dispose de plusieurs variables Y,
comme cela est détaillé dans le critère (3.10) qui consiste à maximiser :
Q∑
q=1
cov2(yq, t(1)) +
P∑
p=1
cov2(xp, t(1)) avec t(1) = Xw(1), ||w(1)|| = 1 (3.10)
Le vecteur w(1) est le premier vecteur propre de la matrice (1/N2)(X′YY′X+X′XX′X).
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En effet, le critère (3.10) peut s’écrire de la façon suivante :
1
N2
∑
q
t(1)
′
yqy′qt(1) +
∑
p
t(1)
′
xpx′pt(1)

1
N2
w(1)′X′∑
q
(yqy′q)Xw(1) + w(1)
′
X′
∑
p
(xpx′p)Xw(1)

1
N2
[
w(1)
′
(X′YY′X + X′XX′X)w(1)
]
Afin de déterminer la composante d’ordre deux, les tableaux X et Y sont remplacés
dans le critère (3.10) par leurs résidus respectifs de la régression sur la première
composante t(1) : X(1) =
(
I− (t(1)t(1)′)/(t(1)′t(1))
)
X et Y(1) =
(
I− (t(1)t(1)′)/(t(1)′t(1))
)
Y. Cette
procédure est répétée plusieurs fois pour obtenir les composantes (t(1), . . . , t(h)). Cette
procédure de déflation, utilisée classiquement pour la régression PLS [Wold et al.,
1983; Burnham et al., 1996], conduit à l’obtention de composantes orthogonales
mutuellement par construction, qui, de proche en proche, restituent la variabilité
du tableau Y. Les composantes (t(1), . . . , t(h)) ainsi obtenues peuvent servir à des fins
de prédiction, en régressant les variables Y sur celles-ci. Les avantages de cette
version modifiée de la LRR sont que : 4 (paragraphe 6.1.5 page 104).
3.1.3 De l’analyse canonique à la régression PLS
Cadre théorique de l’analyse canonique
A titre de comparaison avec les autres méthodes, l’analyse canonique est pré-
sentée. Cependant, le fait qu’elle attribue un rôle symétrique aux tableaux X et Y
et sa forte sensibilité à la multicolinéarité des variables la rend peu utilisable dans
le cadre du traitement des données d’épidémiologie animale. L’analyse canonique
proposée par Hotelling [1936] est une méthode qui permet de synthétiser les rela-
tions entre deux groupes de variables X et Y. Pour cela, la méthode recherche les
combinaisons linéaires des variables X qui sont successivement les plus corrélées
à des combinaisons linéaires des variables Y. De manière plus précise, la première
étape de l’analyse canonique consiste à maximiser le critère (3.11).
cov2(t(1),u(1)) avec t(1) = Xw(1), u(1) = Yv(1), ||t(1)|| = ||u(1)|| = 1 (3.11)
La solution de cette maximisation est donnée par w(1), vecteur propre de la ma-
trice (1/N2)(X′X)−1X′Y(Y′Y)−1Y′X associé à la plus grande valeur propre λ(1), et
v(1), premier vecteur propre de la matrice (1/N2)(Y′Y)−1Y′X(X′X)−1X′Y, associé à la
même valeur propre [Van Den Wollenberg, 1977]. Les solutions d’ordre suivant sont
obtenues à partir des vecteurs propres successifs des mêmes matrices.
Du point de vue géométrique, l’analyse canonique revient à minimiser, dimen-
sion par dimension, l’angle entre la composante t, située dans l’espace des variables
X, et la composante u, située dans l’espace des variables Y [Cazes, 1980]. Il faut no-
ter que la recherche des couples de variables t et u de corrélation maximale, donne
des composantes canoniques bien corrélées entre elles, mais souvent peu explica-
tives de leur groupe d’origine, l’inertie de chacun des groupes n’étant pas prise en
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compte par le critère (3.11) [Gleason, 1976; Tenenhaus, 1998]. De plus, des corréla-
tions canoniques peuvent apparaître artificiellement élevées du fait d’une variable
x et d’une variable y très corrélées [Obadia, 1978]. Il est donc risqué de se baser sur
les corrélations canoniques pour juger globalement les liaisons entre les tableaux X
et Y.
Dans le cas d’une seule variable y à expliquer, l’analyse canonique revient à
une régression multiple [Obadia, 1978] ; pour une explication détaillée, se référer à
Lebart et al. [2000, p. 229]. La régression des corrélations canoniques proposée par
Burnham et al. [1996] modélise les variables Y à partir des premières composantes
t = Xw. Cependant, les premières composantes canoniques de X ne sont pas nécessai-
rement les combinaisons linéaires les plus explicatives des variations des variables
Y [Obadia, 1978]. Cette méthode est à la fois sensible à la quasi-colinéarité entre les
variables X (inversion de la matrice X′X) et entre les variables Y (inversion de la
matrice Y′Y). L’interprétation des résultats de cette méthode risque d’être délicate.
Elle est peu usitée dans la pratique, mais son cadre théorique est fondamental.
Analyse factorielle inter-batterie et analyse de concordance
Tucker [1958] propose une modification du critère (3.11) de l’analyse canonique
en basant le critère à maximiser sur une covariance et non plus sur une corrélation.
Les composantes t et u recherchées sont à la fois corrélées entre elles, mais aussi
représentatives de leur groupe de variables, du fait de la prise en compte de l’inertie
de chacun des deux tableaux. L’analyse factorielle inter-batterie peut donc être vue
comme un compromis entre l’analyse canonique des tableaux X et Y, l’ACP de X et
l’ACP de Y [Frank et Friedman, 1993; Barker et Rayens, 2003]. Le critère à maximiser
(3.12) de l’analyse factorielle inter-batterie devient :
cov(t(1),u(1)) avec t(1) = Xw(1), u(1) = Yv(1), ||w(1)|| = ||v(1)|| = 1 (3.12)
La solution de cette maximisation est donnée par w(1) premier vecteur propre de
la matrice (1/N)X′YY′X associé à la plus grande valeur propre λ(1), et v(1) premier
vecteur propre normé de la matrice (1/N)Y′XX′Y associé à la même valeur propre
[Tenenhaus, 1998]. L’analyse inter-batterie est donc une analyse canonique où l’on
remplace les métriques de Mahalanobis par les métriques identités. Cette méthode
est une solution efficace au problème de multicolinéarité car ses composantes s’ob-
tiennent sans inverser de matrice. Les solutions d’ordre suivant sont obtenues par
les mêmes décompositions spectrales des matrices (1/N)X′YY′X et (1/N)Y′XX′Y,
en ajoutant les contraintes que les axes extraits sont orthogonaux aux précédents
(w(h)⊥w(h′) et v(h)⊥v(h′) pour h , h′).
L’analyse de concordance proposée par Lafosse [1997] est une autre vision de
l’analyse factorielle inter-batterie, où est ajoutée la notion de concordance et de
discordance dans l’explication d’un tableau Y par un tableau X. L’orthogonalité des
axes (w(1), . . . ,w(h)) autorise, dimension par dimension, la décomposition de l’inertie
du tableau X en parts concordantes, discordantes et de bruit, vis à vis du tableau Y
[Lafosse et Hanafi, 1997] ; l’orthogonalité des axes (v(1), . . . ,v(h)) permet d’opérer de
même avec Y. La somme des contributions des concordances et discordances des
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variables du tableau X avec celles du tableau Y est l’expression de leur dépendance
linéaire. Le bruit est la part de Y, non explicable linéairement par les variables X.
Régression PLS
La régression Partial Least Squares, ou PLS, est basée sur une modification, portant
sur les déflations, de l’analyse inter-batterie. Les solutions d’ordre un sont donc
équivalentes. Cette méthode est initialement présentée sous forme d’un algorithme
itératif, l’algorithme NIPALS [Wold, 1966]. L’équivalence avec la maximisation d’un
critère de covariance est proposée par Höskuldsson [1988] et reprise plus en détail
dans le cadre de l’algorithme SIMPLS, par De Jong [1993]. Les résultats issus de
NIPALS et SIMPLS sont équivalents dans le cas d’une seule variable y et très proches
dans le cas de plusieurs [De Jong, 1993]. La régression PLS est donc aussi basée sur
la maximisation du critère (3.12). La solution est donnée par w(1), vecteur propre de
la matrice (1/N)X′YY′X associé à la plus grande valeur propre λ(1), et v(1) vecteur
propre de la matrice (1/N)Y′XX′Y associé à la même valeur propre.
Les composantes d’ordre suivant (t(2), . . . , t(h)) sont obtenues par la procédure
de déflation de la matrice X sur les composantes (t(1), t(2), . . . ) obtenues lors des
étapes précédentes, décrite dans le paragraphe 3.1.2, page 51. Les concepteurs de
la méthode PLS ont également préconisé d’effectuer une déflation du tableau Y. Il
est clair que cette dernière opération n’est pas nécessaire et ne change en rien les
résultats du fait de l’orthogonalité des composantes t [Höskuldsson, 1988; Dayal et
MacGregor, 1997]. La démarche utilisée permet d’élaborer un modèle de prédiction
(3.13), obtenu par la régression des variables du tableau Y sur les composantes
(t(1), . . . , t(h)), combinaisons linéaires des variables du tableau X.
Y = t(1)c(1)
′
+ · · ·+ t(h)c(h)′ + Y(h)
t(1) = Xw∗(1), . . . , t(h) = Xw∗(h)
D’où Y = X(w∗(1)c(1)′ + · · ·+ w∗(h)c(h)′) + Y(h) (3.13)
3.2 Vision synthétique des méthodes liant X et Y
3.2.1 Uniformité des critères associés à différentes contraintes
Nous pouvons citer quelques auteurs faisant le lien entre les principales mé-
thodes liant un tableau X à un tableau Y [Van de Geer, 1984; Chessel et Mercier,
1993; Burnham et al., 1996; Tenenhaus, 1999; Rosipal et Krämer, 2006]. Van de Geer
[1984] relie l’analyse canonique, l’ACPVI et l’analyse inter-batterie grâce à l’utili-
sation ou non des projecteurs des matrices X ou Y. L’utilisation de la projection
de X sur l’espace des Y, ainsi que de la projection de Y sur l’espace des X mène à
l’analyse canonique. L’utilisation de la projection de Y sur l’espace des X conduit
à l’ACPVI. Le fait d’utiliser directement les matrices X et Y donne la solution de la
régression PLS. Chessel et Mercier [1993] proposent, à travers l’analyse de co-inertie,
une généralisation de ces méthodes, en se basant sur différents schémas de dualité
[Cazes, 1970]. Burnham et al. [1996] relient eux aussi l’analyse canonique, l’ACPVI
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(ainsi que la méthode reduced rank regression associée) et la régression PLS dans la
maximisation du critère (3.14).
cov[(I−P(h−1))Xw(h),Yv(h)] avec P(h−1) =
h−1∑
j=1
t( j)t( j)
′
/t( j)
′
t( j) (3.14)
w
′(h)M1w(h) = 1, v
′(h)M2v(h) = 1, w(h
′)M3w(h) = 0 pour h′ < h
Les contraintes utilisées varient selon les méthodes : M1 = M3 = (1/N)X′X et M2 =
(1/N)Y′Y pour l’analyse canonique, M1 = M3 = (1/N)X′X et M2 = I pour l’ACPVI,
M1 = M2 = I et M3 = (1/N)X′X pour la régression PLS.
Tenenhaus [1999] montre que l’analyse canonique, l’analyse inter-batterie ainsi
que l’ACPVI sont des cas particuliers de l’approche PLS proposée par Wold [1982],
selon le mode et le schéma choisis respectivement pour déterminer le modèle de
mesure et de structure. Rosipal et Krämer [2006] uniformisent le lien entre l’analyse
canonique et la régression PLS au travers de la maximisation du critère (3.15).
cov2(t,u)
[(1−γ1)var(t) +γ1I][(1−γ2)var(u) +γ2I] avec (3.15)
t = Xw, u = Yv, ||v|| = ||w|| = 1
A travers ce critère, les auteurs introduisent la régression PLS orthonormalisée,
pour le cas où (γ1 = 1) et (γ2 = 0). Une synthèse des principales méthodes reliant
deux tableaux X et Y, basée sur les critères à maximiser, ainsi que les contraintes de
normes et de déflations, est donnée dans le tableau 3.1.
La majorité des méthodes liant les tableaux X et Y est basée sur la maximisation
du critère cov2(t,u), auxquelles sont associées différentes contraintes de normes
ou de déflations [Burnham et al., 1996]. Le choix de contraintes de normes sur les
composantes (cas de l’analyse canonique) oriente totalement le traitement statistique
vers le lien entre X et Y, associé aux limites classiques de l’instabilité en cas de
multicolinéarité des variables X et Y. Le choix de contraintes de normes sur les axes
plutôt que sur les composantes (cas de la régression PLS) permet d’explorer des
composantes liant les deux tableaux, tout en étant explicatives de ceux-ci [Burnham
et al., 1996]. Cette stabilité de la régression PLS vis à vis de la multicolinéarité des
variables X et Y explique son utilisation fréquente par les praticiens de l’analyse de
données. Nous retiendrons aussi l’approche de l’ACPVI qui oriente la description
d’un tableau X vers l’explication d’un tableau Y. En posant une contrainte de norme
sur la composante t plutôt que sur l’axe w, l’ACPVI est orientée vers l’explication des
variables Y, avec l’inconvénient de sa sensibilité à la quasi-colinéarité des variables
X. L’ACPVI optimise l’expression de l’inertie de Y expliquée par les composantes
t [Burnham et al., 1996]. Le choix d’avoir des axes orthogonaux (cas de l’analyse
inter-batterie uniquement) oriente la méthode vers une analyse descriptive, celui
d’avoir des composantes orthogonales vise à une méthode plus explicative.
3.2.2 Dimension optimale du modèle de régression
La problématique [4] (paragraphe 2.3 page 41) du traitement statistique des don-
nées d’épidémiologie animale est d’expliquer les variables Y à partir de variables
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Méthode Critère à max. Contrainte Déflation w vecteur propre de
ACP / PCR
∑
p cov2(xp, t) ||w|| = 1 Pas de déflation ou X′X
déflation de X sur t
w⊥ et t⊥
LRR modifiée
∑
q cov2(t, yq) ||w|| = 1 Déflation de X sur t X′YY′X + X′XX′X
+
∑
p cov2(t,xp) t⊥
An. canonique cov2(t,u) ||t|| = ||u|| = 1 Pas de déflation (X′X)−1X′Y(Y′Y)−1Y′X
t⊥ et u⊥
An. inter-batterie cov(t,u) ||w|| = ||v|| = 1 Pas de déflation X′YY′X
An. de concordance w⊥ et v⊥
Régression PLS
∑
q cov2(t, yq) ||w|| = 1 Déflation de X et Y sur t X′YY′X
ou cov2(t,u) ||w|| = ||v|| = 1 ou déflation de X sur t
t⊥ et w⊥
ACPVI
∑
q cov2(t, yq) ||t|| = 1 Pas de déflation ou (X′X)−1(X′YY′X)
ou cov2(t,u) ||t|| = ||v|| = 1 déflation de X sur t
t⊥
PLS orthonormalisée cov2(t,u) ||w|| = ||u|| = 1 Déflation de X sur t X′Y(Y′Y)−1Y′X
t⊥
T. 3.1 – Méthodes permettant de décrire le lien entre deux tableaux X et Y.
X nombreuses et multicorrélées. Pour répondre à cette problématique, des régres-
sions orthogonalisées sont utilisées. Quand les variables X sont quasi-colinéaires,
les dernières composantes risquent d’affecter la qualité prédictive du modèle [To-
massone et al., 1983; Lebart et al., 2000; Barker et Brown, 2001]. Lorsque toutes les
composantes ne sont pas sélectionnées pour expliquer Y, ce qui est toujours le cas
en pratique, il est nécessaire de procéder par validation croisée pour sélectionner
les composantes du modèle liant X à Y [Kissita, 2003, p. 28]. La validation croisée
est une méthode de validation interne de modèle, initialement proposée par Stone
[1974] pour l’ACP. Cette procédure, qui consiste à diviser le jeu de données en deux
sous-échantillons, le jeu de données de calibration, permettant de déterminer les
coefficients de régression et l’erreur de calibration (RMSEC), et le jeu de données de
validation permettant de déterminer l’erreur de validation (RMSEV), est répétée m
fois [Saporta, 2006, p. 426]. Cette démarche est illustrée par la figure 3.2.
L’erreur RMSEC est équivalente à l’indice
√
RSS/N (=Residual Sum of Squares)
et l’erreur RMSEV à l’indice
√
PRESS/N (=PRediction Error Sum of Squares), calculés
pour l’ensemble des variables du tableau Y [Tenenhaus, 1998, p. 83, 138]. Ces deux
erreurs sont calculées par la même formule (3.16), la seule différence résidant dans
le calcul de Yˆq
(h)
, basé sur les individus de l’échantillon de calibration pour l’erreur
RMSEC, et sur les individus de l’échantillon de validation pour l’erreur RMSEV.
RMSE(h) = ||Y− Yˆ(h)||/√Q (3.16)
Ces deux erreurs sont représentées comme des fonctions du nombre h de compo-
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F. 3.2 – Validation croisée basée sur l’utilisation de deux sous-échantillons : cali-
bration et validation.
santes (t(1), . . . , t(h)) introduites dans le modèle de prédiction. Il est possible de définir
si une composante t(h) améliore de façon significative la prédiction des variables Y
grâce à l’indice Q2(h), donné pour chaque dimension du modèle h = (1, . . . ,H). La
composante t(h) a un apport significatif lorsque l’indice Q2(h) ≥ 0.0975 [Tenenhaus,
1998]. Pour le cas où les variables Y sont centrées et réduites, le calcul pour h = 1 de
RMSE(0)C =
∑Q
q=1
∑N
n=1 y
2
qn =
√
(N−1)/N [Tenenhaus, 1998, p. 83].
Q2(h) = 1− RMSE
(h)2
V
RMSE(h−1)2C
(3.17)
Il est de plus possible de mesurer si l’apport des h premières composantes dans
l’explication des variables Y est significatif grâce à l’indice Q2(h)cum. Les composantes
(t(1), . . . , t(h)) ont un apport significatif si Q2(h)cum ≥ 0.5 [Tenenhaus, 1998]. C’est cet indice
qui est utilisé par la suite pour déterminer la dimension optimale h du modèle.
Q2(h)cum = 1−
H∏
h=1
RMSE(h)2V
RMSE(h−1)2C
(3.18)
58 Analyse de deux tableaux
Chapitre 4
Continuum de méthodes
permettant de décrire et relier deux
tableaux
4.1 Un continuum pour cadre général aux méthodes liant
deux tableaux
4.1.1 Proposition d’un continuum général
D le but d’explorer les liens entre les méthodes développées dans le chapitre3, et surtout pour mieux comprendre les propriétés de ces méthodes, nousproposons de regrouper l’ensemble de ces méthodes sous un même critère à
maximiser. En se référant au tableau 3.1 page 56, nous constatons que les méthodes
sont basées sur des critères à maximiser proches. Un critère général permet d’uni-
fier le critère à maximiser des trois méthodes : ACP, latent root regression modifiée
et régression PLS. En effet, les critères associés à ces méthodes diffèrent mais les
contraintes de normes et de déflations sont les mêmes. Il est donc possible de les
résumer au travers de la maximisation du critère (4.1).
αcov2(u(1)α , t
(1)
α ) + (1−α)
∑
p
cov2(xp, t
(1)
α ) (4.1)
avec t(1)α = Xw
(1)
α , u
(1)
α = Yv
(1)
α ||w(1)α || = ||v(1)α || = 1 et 0 ≤ α ≤ 1
La solution est donnée par w(1)α vecteur propre de la matrice (1/N2)[α(X′YY′X)+ (1−
α)X′XX′X] associé à la plus grande valeur propre λ(1)α . Les solutions d’ordre suivant
sont obtenues par déflation de la matrice X sur les composantes tα précédemment
obtenues. On retrouve l’ACP pour (α = 0), la LRR modifiée pour (α = 1/2) et la
régression PLS pour (α = 1). De ce point de vue, la latent root regression modifiée
apparaît comme une méthode intermédiaire entre la PCR, associée à l’ACP, et la
régression PLS.
Les autres méthodes, analyse canonique, régression PLS, ACPVI et régression
PLS orthogonalisée, sont basées sur la maximisation du même critère. A l’excep-
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tion de l’analyse canonique, les déflations associées à ces méthodes sont équiva-
lentes, car les solutions d’ordre supérieur à un peuvent être déterminées par la
déflation de la matrice X sur les composantes t précédemment obtenues. Dans le
cas de l’analyse canonique, les déflations associées aux matrices X et Y sont réali-
sées respectivement sur les composantes t et u. En se référant au tableau 3.1 page
56, nous constatons que seules les contraintes de normes diffèrent, ce qui a une
influence sur les matrices à décomposer pour trouver les solutions d’ordre un.
L’analyse canonique et la régression PLS sont respectivement basées sur la décom-
position spectrale des matrices [(1/N2)(X′X)−1X′Y(Y′Y)−1Y′X] et [(1/N2)X′YY′X].
De ce point de vue, il apparaît que la régression PLS correspond à la contrac-
tion des matrices (X′X)−1 et (Y′Y)−1 vers les matrices identités. Il est possible de
contracter graduellement ces matrices en se basant sur la décomposition spectrale de
(1/N2)
[
(1−γ1)(X′X) +γ1Ip]−1X′Y[(1−γ2)(Y′Y) +γ2Iq]−1Y′X
]
avec γ1 et γ2 des réels
pouvant varier de 0 à 1. Cette décomposition est équivalente à la maximisation du
critère (4.2).
cov2(t(1),u(1)) avec t(1) = Xw(1), u(1) = Yv(1) (4.2)
γ1||w(1)||2 + (1−γ1)||t(1)||2 = 1 et γ2||v(1)||2 + (1−γ2)||u(1)||2 = 1
Pour démontrer ce résultat, nous posons a(1) = [γ1I + (1− γ1)X′X]1/2w(1) et b(1) =
[γ2I + (1−γ2)Y′Y]1/2v(1). Nous vérifions aisément que ||a(1)|| = ||b(1)|| = 1. Ceci permet
d’écrire le critère (4.2) sous la forme :
cov2(t(1),u(1)) = (w(1)
′
X′Yv(1))2
= (a(1)
′
[γ1I + (1−γ1)X′X]−1/2X′Y[γ2I + (1−γ2)Y′Y]−1/2b(1))2
De là, nous pouvons déduire que a(1) est vecteur propre de [γ1I+(1−γ1)X′X]−1/2X′Y[γ2I+
(1−γ2)Y′Y]−1Y′X[γ1I+ (1−γ1)X′X]−1/2, ce qui permet de conclure que w(1) est le vec-
teur propre de la matrice [γ1I + (1−γ1)X′X]−1X′Y[γ2I + (1−γ2)Y′Y]−1Y′X associé à
la plus grande valeur propre. De la même façon, v(1) est vecteur propre de la matrice
[γ2I + (1−γ2)Y′Y]−1Y′X[γ1I + (1−γ1)X′X]−1X′Y associé à la même valeur propre.
Les solutions d’ordre suivant sont obtenues par déflation de la matrice X sur les
composantes t précédemment obtenues. Nous retrouvons l’analyse canonique pour
(γ1 = γ2 = 0), la régression PLS pour (γ1 = γ2 = 1) et les solutions de l’ACPVI pour
(γ1 = 0 et γ2 = 1) et de la PLS orthonormalisée pour (γ1 = 1 et γ2 = 0).
En utilisant les critères (4.1) et (4.2), il est possible de résumer l’ensemble de ces
méthodes à travers la maximisation du critère (4.3) :
αcov2(u(1), t(1)) + (1−α)
∑
p
cov2(xp, t(1)) (4.3)
avec t(1) = Xw(1), u(1) = Yv(1)
γ1||w(1)||2 + (1−γ1)||t(1)||2 = 1, γ2||v(1)||2 + (1−γ2)||u(1)||2 = 1
et 0 ≤ γ1 ≤ 1, 0 ≤ γ2 ≤ 1, 0 ≤ α ≤ 1
Les solutions optimales sont données par une décomposition spectrale. w(1) est le
vecteur propre de (1/N2)
[
(1−γ1)X′X +γ1Ip
]−1 [
αX′Y[(1−γ2)Y′Y +γ2Iq]−1Y′X + (1−α)X′XX′X
]
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associé à la plus grande valeur propre. Les cas particuliers relatifs aux valeurs prises
par les trois paramètres α, γ1 et γ2 sont résumés par la figure 4.1. Les méthodes
classiques sont trouvées pour différentes valeurs des trois paramètres. Quand le pa-
ramètre (α= 0), quelques soient les valeurs des paramètres γ1 et γ2, nous retrouvons
l’ACP et la PCR associée. Quand (α = 1/2), la version modifiée de la LRR est donnée
pour (γ1 = γ2 = 1). Pour (α = 1), nous retrouvons la régression PLS (γ1 = γ2 = 1),
l’analyse canonique (γ1 = γ2 = 0), l’ACPVI pour (γ1 = 0 et γ2 = 1) et la régression PLS
orthonormalisée pour (γ1 = 1 et γ2 = 0). L’intérêt d’utiliser ces trois paramètres est
de pouvoir parcourir tout l’espace du cube, sans se limiter aux méthodes connues.
Nous comprenons par exemple que la solution d’ordre un de la régression PLS est
un cas particulier intermédiaire entre la solution de l’ACP et celle de l’ACPVI, mais
qu’une infinité d’autres cas intermédiaires existe [Lorber et al., 1987].
F. 4.1 – Illustration des cas particuliers du continuum généralisant les principales
méthodes liant un tableau X à un tableau Y.
4.1.2 Interprétation des paramètres du continuum
Les variables Y n’interviennent pas dans la construction des composantes d’ACP.
Par contre, elles interviennent au même titre que les variables X dans la construc-
tion des composantes d’ordre un de la régression PLS ou de l’analyse canonique.
Le paramètre α mesure donc l’influence des variables Y dans la construction des
composantes t. Quand α varie entre 0 à 1, les composantes t, contraintes d’être dans
l’espace des variables X, s’orientent vers les variables de Y. Si l’objectif est d’expli-
quer X, le choix (α = 0) est préféré, si au contraire l’objectif est de lier les tableaux X
et Y, le choix de (α = 1) est conseillé.
Lorsque toutes les variables X sont non corrélées et standardisées, nous avons
(X′X) = IP. Dans ce cas, les composantes issues de la régression PLS et de l’ACPVI
sont identiques. Plus les variables X présentent de quasi-colinéarités, plus la ma-
trice (X′X) s’éloigne de la matrice identité et plus les solutions des deux méthodes
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s’éloignent. Le paramètre γ1, qui contrôle la contraction de la matrice (X′X) vers
la matrice identité, peut être vu comme un paramètre permettant de prendre en
compte la multicolinéarité des variables X. Le paramètre γ2 a la même interpré-
tation pour les variables Y. Ceci présente souvent moins d’intérêt en pratique. En
épidémiologie animale, les variables Y sont toujours moins nombreuses et moins
corrélées que les variables X (paragraphe 1.3.2 page 26).
4.1.3 Comparaison à d’autres continuums
Régression ridge
L’instabilité des coefficients de régression en cas de multicolinéarité des variables
X se traduit par une augmentation de la norme du vecteur des coefficients de ré-
gression [Tomassone et al., 1983]. La régression ridge proposée par Hoerl et Kennard
[1970] régularise la régression en imposant une norme maximum au vecteur des
coefficients β, ce qui se traduit par βk = [(X′X + kI)−1X′y] avec k ≥ 0 [Cazes, 1975].
Pour k = 0, les résultats de la régression linéaire multiple sont retrouvés. De Jong
et Farebrother [1994] montrent que quand k→ ±∞, les résultats sont ceux de la
solution d’ordre un de la régression PLS. L’introduction du paramètre k stabilise
l’inversion de la matrice (X′X) ; les effets dus à la quasi-colinéarité des variables
X sont progressivement éliminés, mais le biais de la régression augmente [Palm et
Iemma, 1995]. Frank et Friedman [1993] montrent que la régression ridge est basée
sur la maximisation du critère (4.4).
cov2(y, tk)
var(tk) + k
avec tk = Xwk, ||wk|| = 1, k > 0 (4.4)
L’extension multivariée de la régression ridge [Brown et Zidek, 1980] est une ap-
proche complexe basée sur les produits tensoriels.
Principal covariate regression
La méthode principal covariate regression (PCovR) est proposée par De Jong et
Kiers [1992]. Elle est basée sur une maximisation pondérée de l’inertie des tableaux
X et Y expliquée par des composantes tα, orthogonales mutuellement et situées dans
l’espace des variables de X. De manière plus précise, le critère (4.5) à maximiser est :
α
∑
q
cov2(yq, tα) + (1−α)
∑
p
cov2(xp, tα) avec tα = Xwα, ||tα|| = 1, 0 ≤ α ≤ 1(4.5)
De Jong et Kiers [1992] montrent que les axes wα sont les vecteurs propres de la
matrice (1/N2)(X′X)−1X′[αYY′+ (1−α)XX′]X. Les cas particuliers de cette méthode
sont la PCR pour (α = 0) et l’ACPVI pour (α = 1). D’après De Jong et Kiers [1992],
la solution intermédiaire (α = 1/2) peut être comparée à la régression PLS. Vigneau
et al. [2002] proposent une autre vision de la méthode principal covariate regression.
Elle est basée sur l’ACP de la matrice A = [
√
αY|√(1−α)X] sous contrainte que les
composantes tα de cette ACP soient situées dans l’espace des variables de X et de
norme unité. Les auteurs montrent que la solution est donnée par aα = (X′X)1/2wα,
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vecteur propre normé de la matrice (1/N2)(X′X)−1/2X′AA′X(X′X)−1/2 associée à la
plus grande valeur propre. En réalité, cette méthode est équivalente à la méthode
principal covariate regression. En effet :
(1/N2)(X′X)−1/2X′AA′X(X′X)−1/2aα = λαaα
⇔ (1/N2)(X′X)−1X′AA′X(X′X)−1/2aα = λ(X′X)−1/2aα
⇔ (1/N2)(X′X)−1X′AA′Xwα = λwα
⇔ (1/N2)(X′X)−1X′[αYY′+ (1−α)XX′]wα = λwα
F. 4.2 – Illustration du domaine exploré par la méthode principal covariate regression.
Continuum power PLS
La méthode continuum power PLS proposée par De Jong et al. [2001] est une amé-
lioration algorithmique de la méthode continuum power regression [Wise et Ricker,
1993], issue des travaux de Lorber et al. [1987]. L’idée de Lorber et al. [1987] est
de substituer la matrice X par une “puissance” de X, à travers sa décomposition
spectrale X(γ) = UΛγ/2V′. Wise et Ricker [1993] appliquent ensuite la régression PLS
classique à la matrice X(γ). En faisant varier le paramètre γ appliqué à la matrice
des valeurs singulières, il est possible de diminuer (γ < 1) ou d’augmenter (γ > 1) le
degré de multicolinéarité des variables X. Le cas particulier (γ= 0) donne la solution
de la reduced rank regression, le cas (γ= 1) celle de la régression PLS et le cas (γ→+∞)
mène à la PCR.
Joint continuum regression
La méthode continuum regression proposée par Stone et Brooks [1990] pour le cas
univarié, et étendue au cas multivarié par Brooks et Stone [1994], est une méthode
populaire. Dans le cas d’une seule variable y à expliquer, la méthode est basée sur
la maximisation du critère cov2(y, tγ)var(tγ)γ−1 avec tγ = Xwγ, ||wγ|| = 1 et γ ≥ 0. Les
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composantes tγ d’ordre suivant sont obtenues par déflation des variables sur les
composantes tγ précédemment obtenues. Les cas particuliers de cette méthode sont
la régression linéaire multiple (γ = 0), la régression PLS1 (γ = 1) et la PCR (γ→∞).
Sundberg [1993] montre que lorsque γ varie entre 0 à 1, l’axe w s’oriente vers les
directions associées aux plus grandes valeurs propres de la matrice (X′X). Dans le
cas multivarié où Y = [y1, . . . , yQ], le critère de la méthode joint continuum regression
est basé sur la maximisation du critère (4.6).∑
q
cov2(yq, tγ)var(tγ)γ−1 avec tγ = Xwγ, ||wγ|| = 1, γ ≥ 0 (4.6)
La résolution de cette maximisation admet trois cas particuliers : la méthode reduced
rank regression issue de l’ACPVI des tableaux X et Y (γ = 0) [Burnham et al., 1999], la
régression PLS (γ = 1) et l’ACP suivie de la régression sur composantes principales
(γ→ +∞).
Les deux continuums, continuum power PLS et joint continuum regression, ex-
plorent des espaces compris entre les mêmes cas particuliers (ACPVI, PLS et PCR),
mais sans emprunter nécessairement les mêmes chemins. Une illustration possible
est proposée par la figure 4.3.
F. 4.3 – Illustration des domaines (possibles) explorés par les méthodes continuum
power PLS et joint continuum regression.
Analyse canonique ridge
Vinod [1976] introduit le concept d’analyse canonique ridge pour stabiliser les
coefficients issus de l’analyse canonique en cas de multicolinéarité des variables
X et Y. Cette méthode est une extension directe de la régression ridge pour le cas
de plusieurs variables à expliquer [De Bie et al., 2005]. Rosipal et Krämer [2006]
introduisent l’analyse canonique ridge en considérant la maximisation du critère
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(4.7).
cov2(t,u)
[(1−γ1)var(t) +γ1][(1−γ2)var(u) +γ2] (4.7)
avec t = Xw, u = Yv, ||w|| = ||v|| = 1 et 0 ≤ γ1 ≤ 1, 0 ≤ γ2 ≤ 1
La solution est donnée par la décomposition spectrale de la matrice (1/N2)[(1−
γ1)X′X +γ1IP]−1X′Y[(1−γ2)Y′Y +γ2IQ]−1Y′X. D’après les résultats précédents (pa-
ragraphe 4.1.1 page 59), il est possible d’en déduire que l’analyse canonique ridge
est basée sur la maximisation du critère cov2(t,u) sous les contraintes de norme
γ1||w||2 + (1−γ1)||t||2 = 1 et γ2||v||2 + (1−γ2)||u||2 = 1 avec 0 ≤ γ1 ≤ 1 et 0 ≤ γ2 ≤ 1. Le
cas particulier de l’analyse canonique est retrouvé pour (γ1 = γ2 = 0), celui de la
régression PLS pour (γ1 = γ2 = 1) et de la méthode PLS orthonormalisée pour (γ1 = 1
et γ2 = 0). On peut noter de plus que le cas (γ1 = 0 et γ2 = 1) est celui de l’ACPVI
(non précisé par les auteurs). La figure 4.4 illustre le domaine exploré par le double
continuum de l’analyse canonique ridge.
F. 4.4 – Illustration du domaine exploré par l’analyse canonique ridge.
4.1.4 Sélection des continuums à explorer dans le cadre du traitement des
données d’épidémiologie animale
L’idée d’un continuum général est intéressante du point de vue théorique.
Chaque paramètre a un rôle clair qui facilite son interprétation. Le continuum per-
met d’ajuster à la fois à l’objectif du traitement statistique (paramètre α) et de mieux
apréhender le problème de la multicolinéarité des variables X et Y (paramètres γ1
et γ2). L’utilisation conjointe de ces trois paramètres permet d’explorer l’ensemble
des méthodes comprises dans le cube présenté paragraphe 4.1 page 61, admettant
des cas particuliers connus. Il faut noter de plus qu’un quatrième paramètre d’ajus-
tement s’ajoute aux précédents : le nombre de dimension h du modèle liant X à
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Y. Cependant, il semble peu raisonnable d’utiliser un continuum dont il faut dé-
terminer quatre paramètres, à partir de tableaux de données ne contenant qu’une
centaine d’individus.
Les continuums explorés doivent répondre aux problématiques relatives aux
données d’épidémiologie animale exposées dans le paragraphe 2.3 page 41. La
problématique [1], principale préoccupation du traitement statistique de ce type de
données, oriente vers des continuums permettant la prise en compte de la quasi-
colinéarité des variables X. Un continuum lié à la variation du paramètre γ1 est
donc privilégié. La prise en compte de la quasi-colinéarité des variables Y, vue au
travers des variations du paramètre γ2, est une voie non prioritaire qui ne sera pas
explorée. Les objectifs de ces traitements étant à la fois basés sur l’explication des
variables X et sur leurs liens avec les variables Y, un continuum basé sur la variation
du paramètre α est aussi exploré. De plus, les continuums doivent être facilement
étendus à la problématique multibloc [3], détaillée par la suite dans le chapitre 7
page 111.
4.2 Continuums explorés dans le cadre de deux tableaux
4.2.1 Continuum latent root regression
Le premier continuum exploré est lié à l’objectif du traitement statistique des
données, orienté vers l’explication des variables X ou Y. Ce continuum est basé sur
la variation du paramètre α. Il est choisi pour sa robustesse à la quasi-colinéarité
des variables X (paramètre γ1 = 1). L’ACP, la latent root regression modifiée et la
régression PLS sont trois méthodes intéressantes du point de vue de la description
des variables X, plus ou moins orientée vers des variables à expliquer Y. Elles sont
de plus relativement robustes à la quasi-colinéarité entre les variables X. Le choix
est fait de définir une famille de méthodes englobant ces trois cas particuliers. Ce
continuum est basé sur la maximisation du critère (4.8).
(1−α)
∑
p
cov2(xp, t
(1)
α ) +α
∑
q
cov2(yq, t
(1)
α ) (4.8)
avec t(1)α = Xw
(1)
α , ||w(1)α || = 1 et 0 ≤ α ≤ 1
La solution est donnée par w(1)α premier vecteur propre de la matrice (1/N2)[αX′YY′X+
(1−α)X′XX′X] associé à la plus grande valeur propre λ(1)α . La solution d’ordre sui-
vant est obtenue par remplacement de la matrice X par son résidu de la régression
sur la première composante t(1)α dans le critère à maximiser. La figure 4.5 illustre la
famille de méthodes explorées par le continuum LRR. En faisant varier le paramètre
α, le continuum explore les solutions comprises entre l’ACP de X (α = 0), la version
modifiée de la latent root regression (α = 1/2) et la régression PLS (α = 1).
La maximisation du critère
∑
p cov2(xp, tα) +
∑
q cov2(yq, tα) revient à maximiser
le critère équivalent
∑
j cov2(a j, tα), où a j désigne la variable générique du tableau
A = [Y|X], avec tα = Xwα et ||wα|| = 1. Ce critère conduit donc à une régression PLS
du tableau concaténé A = [Y|X] sur le tableau X. En intégrant la pondération dans le
tableau initial Aα = [
√
αY|√(1−α)X], nous retrouvons la solution du continuum LRR
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F. 4.5 – Illustration du domaine exploré par le continuum LRR.
grâce à la décomposition de la matrice (1/N2)X′AαA′αX = (1/N2) (X′[αYY′+ (1−α)XX′]X) =
(1/N2)[αX′YY′X + (1−α)X′XX′X].
Propriétés du continuum LRR
D’après le critère (4.8), il apparaît intuitivement que lorsque le paramètre α
augmente, la solution du problème est davantage orientée vers l’explication des va-
riables Y. Nous allons étayer cette idée en démontrant que la fonction
∑
q cov2(yq, t
(1)
α )
est une fonction croissante du paramètre α. Nous considérons deux valeurs du pa-
ramètre α, α1 et α2, telles que 0 ≤ α1 ≤ α2 ≤ 1. Soit les vecteurs wα1 et wα2 , associés
respectivement aux composantes tα1 et tα2 , solutions du problème d’optimisation
(4.8) vérifiant :
(1−α1)
∑
p
cov2(xp, tα2) +α1
∑
q
cov2(yq, tα2) ≤ (1−α1)
∑
p
cov2(xp, tα1) +α1
∑
q
cov2(yq, tα1)
(1−α2)
∑
p
cov2(xp, tα1) +α2
∑
q
cov2(yq, tα1) ≤ (1−α2)
∑
p
cov2(xp, tα2) +α2
∑
q
cov2(yq, tα2)
Ce qui permet d’écrire :∑
p
[
cov2(xp, tα2)− cov2(xp, tα1)
]
≤ α1
1−α1
∑
q
[
cov2(yq, tα1)− cov2(yq, tα2)
]
(4.9)∑
p
[
cov2(xp, tα1)− cov2(xp, tα2)
]
≤ α2
1−α2
∑
q
[
cov2(yq, tα2)− cov2(yq, tα1)
]
(4.10)
Nous allons montrer que
∑
q cov2(yq, t
(1)
α ) est une fonction croissante de α. Comme la
fonction f (α) = α/(1−α) est une fonction croissante de α, nous avons α1/(1−α1) ≤
α2/(1− α2). En faisant l’hypothèse qu’il existe α1 et α2 tels que ∑q cov2(yq, tα1) >
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∑
q cov2(yq, tα2), nous obtenons :
α1
1−α1
∑
q
[
cov2(yq, tα1)− cov2(yq, tα2)
]
(4.11)
≤ α2
1−α2
∑
q
[
cov2(yq, tα1)− cov2(yq, tα2)
]
En combinant les inégalités (4.9) et (4.11), nous obtenons :∑
p
[
cov2(xp, tα2)− cov2(xp, tα1)
]
≤ α2
1−α2
∑
q
[
cov2(yq, tα1)− cov2(yq, tα2)
]
⇔
∑
p
[
cov2(xp, tα1)− cov2(xp, tα2)
]
≥ α2
1−α2
∑
q
[
cov2(yq, tα2)− cov2(yq, tα1)
]
Cette dernière inégalité est en contradiction avec l’inégalité (4.10). Nous en dédui-
sons que
∑
q cov2(yq, tα) est fonction croissante de α. De manière simulaire, nous
pouvons montrer que
∑
p cov2(xp, tα) est fonction décroissante de α.
Comparaison à d’autres continuums
Il est aisé de voir que le continuum LRR parcourt un chemin parallèle à la
méthode principal covariate regression (paragraphe 4.1.3 page 62). En effet, ces deux
méthodes sont basées sur le même critère à maximiser à la seule différence des
contraintes de norme : ||t||= 1 pour PCovR et ||w||= 1 pour le continuum LRR. On note
que les solutions d’ordre supérieur à un de PCovR peuvent s’obtenir par déflation de
la matrice X sur les composantes t précédemment obtenues (même démonstration
que pour l’ACPVI, présentée paragraphe 3.1.1 page 47), ce qui uniformise le mode
de calcul des deux méthodes. Cette différence de contrainte de norme fait que le
continuum LRR est moins orienté vers l’explication des variables de Y que PCovR, et
est moins sensible à la quasi-colinéarité des variables de X. En reprenant la vision de
Vigneau et al. [2002], il est aussi possible d’affirmer que les solutions de la méthode
PCovR sont obtenues par l’ACPVI des tableaux [
√
αY|√(1−α)X] et X, et que celles
du continuum LRR par la régression PLS de [
√
αY|√(1−α)X] sur X.
4.2.2 Continuum ACPVI−PLS regression
Dans le cas d’un tableau X orienté vers l’explication d’un tableau Y, le choix
de la méthode diffère selon le degré de multicolinéarité des variables X. Si celles-ci
sont peu corrélées entre elles, le choix d’une méthode orientée vers la prédiction des
variables Y, telle que l’ACPVI, est recommandé. Si les variables, comme c’est souvent
le cas, comportent des quasi-colinéarités, le choix se porte sur une méthode plus
stable comme la régression PLS. Ces deux méthodes sont respectivement basées sur
la décomposition spectrale des matrices [(1/N2)(X′X)−1X′YY′X] et [(1/N2)X′YY′X].
Il apparaît donc que la régression PLS est basée sur une contraction de la matrice
(X′X)−1 vers la matrice identité IP. Le continuum détaillé ici établit un lien entre
l’ACPVI et la régression PLS. Nous nous y référerons par l’appellation continuum
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ACPVI−PLS. Il est basé sur la variation du paramètre γ1. Comme nous l’avons déjà
souligné, cette stratégie est basée sur la maximisation du critère (4.12).∑
q
cov2(yq, t
(1)
γ1 ) avec t
(1)
γ1 = Xw
(1)
γ1 (4.12)
(1−γ1)||t(1)γ1 ||2 +γ1||w(1)γ1 ||2 = 1 et 0 ≤ γ1 ≤ 1
La solution de ce problème de maximisation est donnée par w(1)γ1 , vecteur propre de
la matrice (1/N2)[(1−γ1)(X′X)+γ1I]−1X′YY′X associé à la plus grande valeur propre
λ(1)γ1 . Les composantes d’ordre suivant (t
(1)
γ1 , . . . , t
(h)
γ1 ) sont obtenues en remplaçant dans
le critère (4.12), X par son résidu de la régression sur les composantes précédemment
obtenues. La figure 4.6 illustre la famille de méthodes explorée par le continuum
ACPVI−PLS. En faisant varier le paramètre γ1, le continuum explore les solutions
comprises entre celle de l’ACPVI (γ1 = 0) et de la régression PLS (γ1 = 1). Les résultats
de l’ACPVI sont orientés vers l’explication des variables Y du fait de la contrainte
||t||= 1. Par contre ils présentent plus de sensibilité à la quasi-colinéarité des variables
X, car ils nécessitent l’inversion de la matrice (X′X). Le risque est de trouver des
variables latentes t de faible variance (liées au bruit) ayant un bon pouvoir explicatif
des variables Y. A l’inverse, les résultats de la régression PLS sont moins orientés
vers l’explication des variables Y car les composantes t sont construites de façon à
expliquer correctement les variables X (||w|| = 1 et non pas ||t|| = 1). Ils présentent
peu de sensibilité à la multicolinéarité des variables X car la matrice (X′X) n’a pas
besoin d’être inversée. Cependant, cette solution plus stable risque de déterminer
des composantes t de forte variance expliquant peu Y.
F. 4.6 – Illustration du domaine exploré par le continuum ACPVI−PLS.
L’approche continuum proposée peut être introduite à partir de la maximisation
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du citère Qγ1 :
Qγ1 =
w′γ1X
′YY′Xwγ1
w′γ1[(1−γ1)X′X +γ1I]wγ1
Qγ1 =
t′γ1YY
′tγ1
(1−γ1)t′γ1tγ1 +γ1.w′γ1wγ1
Cette expression étant invariante par multiplication par un facteur d’échelle, nous
imposons arbitrairement ||wγ1 ||= 1, ce qui permet d’écrire le critère Qγ1 sous la forme
(4.13). ∑
q cov2(yq, tγ1)
(1−γ1)var(tγ1) +γ1
(4.13)
Cette nouvelle expression du critère va nous permettre de démontrer des propriétés
intéressantes liées à ce continuum et d’établir un lien entre ce continuum et d’autres
stratégies d’analyse.
Propriétés du continuum ACPVI−PLS
Sensibilité à la multicolinéarité La sensibilité du modèle à la multicolinéarité des
variables X peut être reflétée par l’indice de conditionnement η [Belsley et al., 1980].
L’indice de conditionnement maximal est le rapport de la plus grande valeur propre
de la matrice (X′X), λ(1) sur la plus petite, λ(P) [Erkel-Rousse, 1995]. Une grande
valeur de η alerte sur la présence de quasi-colinéarité au sein des variables X et
donc sur le risque d’instabilité du modèle. D’après Erkel-Rousse [1995], les liaisons
fortes entre les variables X sont associées à des valeurs du paramètre η de l’ordre
de 30 (situation de risque entre 20 et 30). L’indice de conditionnement maximal de
la matrice [(1−γ1)X′X +γ1I] est donné par :
ηγ1 =
(1−γ1)λ(1) +γ1
(1−γ1)λ(P) +γ1
Il est aisé de montrer, en étudiant la dérivée de cette fonction par rapport à γ1, que
l’indice ηγ1 est une fonction décroissante du paramètre γ1. Au sein du continuum
ACPVI − PLS, la régression PLS correspond donc à la plus petite valeur de ηγ1 ,
l’ACPVI à la plus grande.
Stabilité du modèle Comme nous l’avons déjà souligné, la stabilité du modèle
obtenu par la régression des variables Y sur la première composante t(1)γ1 peut être
évaluée par la variance de t(1)γ1 . Nous allons montrer que var(t
(1)
γ1 ) est une fonction
croissante de γ1, ce qui signifie que lorsque le paramètre γ1 augmente, le continuum
s’éloigne des composantes de faible variance reflétant le bruit pour investir des
directions plus stables. La solution d’ordre un de l’ACPVI correspond à la solution
de plus faible variance de la composante t(1)γ1 et la régression PLS à la solution de
plus grande variance. Afin de démontrer cette propriété, considérons deux valeurs
du paramètre γ1, γ1(1) et γ1(2), telles que 0 ≤ γ1(1) ≤ γ1(2) ≤ 1. Soit les vecteurs wγ1(1) et
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wγ1(2) , solutions du problème d’optimisation (4.13), en remplaçant γ1 respectivement
par γ1(1) et γ1(2) :∑
q cov2(yq, t
(1)
γ1(2))
(1−γ1(1))var(t(1)γ1(2)) +γ1(1)
≤
∑
q cov2(yq, t
(1)
γ1(1))
(1−γ1(1))var(t(1)γ1(1)) +γ1(1)
(4.14)
∑
q cov2(yq, t
(1)
γ1(1))
(1−γ1(2))var(t(1)γ1(1)) +γ1(2)
≤
∑
q cov2(yq, t
(1)
γ1(2))
(1−γ1(2))var(t(1)γ1(2)) +γ1(2)
(4.15)
La multiplication terme à terme des inégalités (4.14) et (4.15) donne après simplifi-
cation :
(1−γ1(2))var(t(1)γ1(2)) +γ1(2)
(1−γ1(2))var(t(1)γ1(1)) +γ1(2)
≤
(1−γ1(1))var(t(1)γ1(2)) +γ1(1)
(1−γ1(1))var(t(1)γ1(1)) +γ1(1)
(4.16)
Après simplification de l’inégalité (4.16), il ressort que var(t(1)γ1(1)) ≤ var(t(1)γ1(2)), ce qui
permet de conclure que var(t(1)γ1 ) est une fonction croissante de γ1.
Qualité d’ajustement du modèle La qualité d’ajustement du modèle obtenu en
régressant les variables Y sur la première composante t(1)γ1 est donnée par l’inertie de
Y expliquée par cette composante, Iner_Expl(Y, t(1)γ1 ) =
∑
q cov2(yq, t
(1)
γ1 )/var(t
(1)
γ1 ). Nous
allons montrer que cette inertie expliquée est une fonction décroissante du paramètre
γ1. Il s’ensuit qu’au sein du continuum ACPVI − PLS, l’ACPVI correspond à la
solution de plus grande capacité d’ajustement du modèle et la régression PLS à la
plus faible. Comme précédemment, nous considérons deux valeurs du paramètre
γ1, γ1(1) et γ1(2), telles que 0 ≤ γ1(1) ≤ γ1(2) ≤ 1. var(t(1)γ1 ) étant une fonction croissante
de γ1, var(t
(1)
γ1(1)) ≤ var(t(1)γ1(2)), il s’ensuit :
(1−γ1(1))var(t(1)γ1(1))var(t(1)γ1(2)) +γ1(1)var(t(1)γ1(1)) ≤ (1−γ1(1))var(t(1)γ1(1))var(t(1)γ1(2)) +γ1(1)var(t(1)γ1(2))
Ce qui est équivalent à :
var(t(1)γ1(1))
var(t(1)γ1(2))
≤
(1−γ1(1))var(t(1)γ1(1)) +γ1(1)
(1−γ1(1))var(t(1)γ1(2)) +γ1(1)
De l’inégalité (4.14) précédente, nous déduisons que :
var(t(1)γ1(1))
var(t(1)γ1(2))
≤
(1−γ1(1))var(t(1)γ1(1)) +γ1(1)
(1−γ1(1))var(t(1)γ1(2)) +γ1(1)
≤
∑
q cov2(yq, t
(1)
γ1(1))∑
q cov2(yq, t
(1)
γ1(2))
Soit
∑
q cov2(yq, t
(1)
γ1(2))
var(t(1)γ1(2))
≤
∑
q cov2(yq, t
(1)
γ1(1))
var(t(1)γ1(1))
Ce qui montre que l’inertie de Y expliquée par la première composante t(1)γ1 , Iner_Expl(Y, t
(1)
γ1 ) =∑
q cov2(yq, t
(1)
γ1 )/var(t
(1)
γ1 ) est une fonction décroissante de γ1.
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Norme du vecteur des coefficients de régression Dans le cas où la régression
OLS (=Ordinary Least Square) classique est appliquée sur des variables X quasi-
colinéaires, la norme des coefficients de la régression peut être artificiellement élevée.
Les méthodes de régression telles que la régression PLS permettent de réduire la
norme des coefficients de régression et par conséquent de régulariser les coefficients
de régression. Pour le cas univarié, Y = [y], De Jong [1995] démontre que la norme des
coefficients de la régression PLS1 est réduite, en comparaison à celle des coefficients
de la régression OLS. Il est connu que la reduced rank regression, réalisée en régressant
les variables Y sur les composantes de l’ACPVI, est une extension de la régression
OLS pour le cas multivarié Y = [y1, . . . , yQ]. Nous démontrons que dans le cas d’un
modèle avec une seule composante issue du continuum ACPVI−PLS, la norme du
vecteur de coefficients ||β(1)γ1 || est une fonction décroissante du paramètre γ1. Dans
le cas d’un modèle à une seule dimension, le modèle de prédiction est obtenu en
régressant chaque variable Y sur t(1)γ1 , ce qui mène au modèle Yˆ
(1)
γ1 = Xβ
(1)
γ1 . Le carré de
la norme du vecteur β(1)γ1 est donné par :
||β(1)γ1 ||2 =
∑
q cov2(yq, t
(1)
γ1 )
var2(t(1)γ1 )
=
Iner_Expl(Y, t(1)γ1 )
var(t(1)γ1 )
Cette fonction étant le rapport d’une fonction qui décroît et d’une fonction qui croît
avec le paramètre γ1, nous en déduisons que ||β(1)γ1 ||2 est une fonction décroissante
de γ1. En particulier, nous en déduisons que la norme du vecteur des coefficients
d’ordre un de la régression PLS (γ1 = 1) est plus petite que celle de l’ACPVI (γ1 = 0).
Comparaison à d’autres continuums
En appliquant le continuum ACPVI−PLS au cas univarié Y = [y], nous recher-
chons le premier vecteur propre de la matrice
[
(1−γ1)X′X +γ1I]−1 X′yy′X, ou de
manière équivalente
[
X′X + kγ1I
]−1
X′yy′X avec kγ1 = γ1/(1−γ1). Cette dernière ma-
trice est de rang un, et le premier vecteur propre associé à cette matrice est donné
par w(1)γ1 =
[
X′X + kγ1I
]−1
X′y. Le modèle obtenu en régressant la variable à expliquer
y sur la première composante t(1)γ1 = Xw
(1)
γ1 est donné par yˆ
(1)
γ1 = aX
[
X′X + kγ1I
]−1
X′y,
a étant un scalaire. Ceci montre que dans le cas univarié, le continuum ACPVI−PLS
est directement lié à la régression ridge [Hoerl et Kennard, 1970]. Cette stratégie
d’analyse est discutée plus en détail par Qannari et Hanafi [2005]. Ces auteurs se
réfèrent à cette méthode, sous le nom de simple continuum regression. Ils montrent
sur un exemple et sur la base d’une validation croisée, qu’en plus de sa simplicité,
cette méthode donne de meilleurs résultats que d’autres méthodes plus complexes
comme le continuum de Stone et Brooks [1990]. Les autres avantages du continuum
ACPVI−PLS sont tout d’abord d’apporter des composantes supplémentaires per-
mettant d’améliorer la qualité de prédiction de la variable y, mais aussi de pouvoir
être étendue directement au cas de plusieurs variables Y à expliquer comme nous
l’avons fait ci-dessus.
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4.2.3 Sélections des paramètres optimaux des continuums
Quelque soit le continuum exploré, deux paramètres doivent être fixés : le para-
mètre du continuum, compris entre 0 et 1 (α ou γ1 selon le continuum étudié), ainsi
que le nombre h de composantes (t(1), . . . , t(h)) à retenir dans le modèle expliquant Y
par X. La procédure de validation croisée [Stone, 1974], ainsi que les calculs asso-
ciés, détaillés dans le paragraphe 3.2.2 page 55, sont utilisés à l’identique. La seule
différence réside dans le fait que le schéma 3.2 est appliqué pour chaque valeur du
paramètre du continuum. Pour une dimension donnée, les erreurs de validation
RMSEV (équation (3.16) page 56) associées à une gamme de valeurs du paramètre
du continuum, obtenues par discrétisation entre 0 et 1, sont comparées. C’est la
valeur du paramètre associée à la plus petite erreur de validation RMSEV qui est
choisie comme étant la valeur optimale du continuum (α(h)opt ou γ
(h)
1,opt). L’utilisation
de la significativité des indices Q2 et Q2cum (équations (3.17) et (3.18) page 57) per-
met d’utiliser les informations conjointes des deux erreurs, RMSEC et RMSEV pour
déterminer la dimension optimale h du modèle.
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Chapitre 5
Application au traitement de
données d’épidémiologie animale
organisées en deux tableaux
5.1 Données et problématique
L données étudiées sont extraites de l’enquête analytique sur les facteurs derisque de la consommation d’antibiotiques en élevages de dindes, citée para-graphe 1.3.2 page 26 [Chauvin et al., 2005]. L’objectif général de ce travail n’est
pas d’expliquer un phénomène de santé mais de déceler les éléments, relevés en éle-
vage, permettant de prédire le statut à risque d’un lot de dinde à l’abattoir. L’objectif
du jeu de données extrait de cette enquête est de déterminer les facteurs influençant
les pertes de l’éleveur, résumées par la mortalité en élevage et le taux de saisie des
carcasses à l’abattoir (tableau Y contenant deux variables). Le tableau X explicatif
est composé de 19 variables relatives aux caractéristiques d’élevage du lot de dindes
étudié et à la performance technique et économique de ce lot. Ces variables sont
décrites dans le tableau 5.1. Ces variables ayant des échelles de mesure différentes, il
est nécessaire de les centrer et les réduire. Ces variables sont majoritairement quan-
titatives ; les six variables qualitatives, toutes codées en deux modalités, sont traitées
conjointement aux autres sous forme de variables dichotomiques. Cette enquête est
réalisée sur 659 lots de dindes.
Les méthodes développées pouvant être sensibles à la multicolinéarité des va-
riables explicatives notamment, l’indice de conditionnement maximal (décrit dans
le paragraphe 4.2.2 page 70) relatif à chacun des deux tableaux est calculé. L’indice
de conditionnement maximal relatif au tableau X est de 638, celui relatif au tableau Y
est de 1.5. On peut donc noter que le tableau des variables explicatives comporte des
quasi-colinéarités majeures, car l’indice est supérieur au seuil de 30 [Erkel-Rousse,
1995].
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Bloc Variable Description
Y SAISIE Pourcentage de dindes saisies à l’abattoirPERTE Pourcentage de mortalité en élevage
FVO Utilisation d’aliments exempts farine de viande et d’os (1=oui, 0=non)
COUTDES Coûts de désinfection
MOYVET Coût moyen des frais vétérinaires pour les trois derniers lots
DESSER Déserrage des animaux (1=oui, 0=non)
DVID Durée du vide sanitaire avant l’entrée des poussins (en jour)
NBDEP Nombre de départs à l’abattoir pour le lot étudié
ESP Lot précédent de la même espèce (1=oui, 0=non)
PBSAN Problème sanitaire sérieux durant la période d’élevage (1=oui, 0=non)
DESINF Type de main d’oeuvre pour la désinfection (1=entreprise ext., 0=éleveur)
X NETTOY Type de main d’oeuvre pour le nettoyage (1=entreprise ext., 0=éleveur)
TOTLIT Quantité totale de litière utilisée pour le lot
DENSI Densité de poussins au début du lot (en nombre/m2)
SURF Surface totale sur laquelle est élevé le lot (en m2)
VET Montant des frais vétérinaires pour le lot (en Euro/m2)
GMQ Indice de gain moyen quotidien
ICE Indice de consommation économique
IP Indice de performance
KGM2 Poids moyen des dindes à l’abattage par unité de surface (en kg/m2)
ICT Indice de consommation technique (en kg d’aliment/kg d’animal)
T. 5.1 – Description des variables relatives à l’étude des pertes économiques en
élevage de dinde.
5.2 Description d’un tableau X orientée vers l’explication
d’un tableau Y
5.2.1 Interprétation des composantes
Evolution des inerties expliquées par les composantes
La figure 5.1 illustre le pourcentage cumulé des variances des composantes
(t(1), . . . , t(h)). Les résultats donnés par les méthodes PCR et LRR modifiée sont presque
les mêmes ; les courbes apparaissent confondues sur cet exemple. Par la suite, pour
simplifier l’interprétation, la version modifiée de la méthode LRR présentée pa-
ragraphe 3.1.2 page 51 est appelée LRR. La régression PLS donne des résultats
comparables à ceux des méthodes PCR et LRR. Les variances des composantes de
la régression PLS sont identiques à celles des méthodes PCR et LRR sur les trois
premières composantes, et moins élevées pour les composantes suivantes. L’ACPVI
a des composantes de variances nettement inférieures aux trois méthodes pré-citées.
La variance de la première composante t(1) peut être considérée comme une
mesure de la stablité des modèles obtenus par la régression des variables Y sur
la première composante. La figure 5.2 compare l’évolution de la variance de trois
continuums en fonction de la valeur prise par leur paramètre (α ou γ1), le continuum
LRR, la méthode principal covariate regression et le continuum ACPVI−PLS. A titre
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F. 5.1 – Pourcentage cumulé des inerties expliquées par les composantes
(t(1), . . . , t(h)). Comparaison des méthodes ACPVI, régression PLS, version modifiée
de la latent root regression et régression sur composantes d’ACP (PCR).
illustratif, les cas particuliers connus de ces différents continuums, PCR, LRR, PLS
et ACPVI, sont indiqués sur la figure 5.2. Pour le continuum ACPVI−PLS, nous
retrouvons que var(t(1)) est une fonction croissante du paramètre γ1 (propriété dé-
montrée paragraphe 4.2.2 page 70). La méthode principal covariate regression illustre
le fait que la variance de la première composante d’ACP explique plus d’inertie que
celle de l’ACPVI. Il faut noter que la contrainte de norme imposée par la méthode
principal covariate regression est ||tα|| = 1 ; afin d’explorer et comparer la stabilité de ce
continuum aux autres méthodes étudiées, nous avons modifié la standardisation de
façon à avoir ||wα|| = 1. La variance de la première composante du continuum LRR
est peu modifiée par la valeur prise par le paramètre α : les trois cas particuliers de
ce continuum, PCR, LRR et PLS, définissent des composantes qui expliquent une
inertie de l’ordre de 28%.
F. 5.2 – Evolution du pourcentage des inerties expliquées par la composante t(1)
en fonction du paramètre du continuum (α ou γ1) pour les méthodes : continuum
LRR, principal covariate regression et continuum ACPVI−PLS. Les cas particuliers de
ces continuums sont aussi indiqués.
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Evolution des inerties des tableaux X et Y expliquées par les composantes
La figure 5.3 représente les parts des inerties des tableaux X et Y expliquées
par les composantes. l’ACPVI explique légèrement moins bien le tableau X sur les
trois premières dimensions. Les méthodes PCR et LRR, qui donnent des résultats
comparables sur cet exemple, sont les méthodes dont les composantes expliquent
le mieux les variables du tableau X. L’explication du tableau Y par ces mêmes com-
posantes donne en revanche des résultats plus contrastés. L’ACPVI est la méthode
qui explique le mieux les variables à expliquer (80% sur la première composante et
100% sur les deux premières composantes). Les méthodes PCR et LRR expliquent
le moins le tableau Y et se différencient légèrement. La régression PLS donne des
résultats intermédiaires entre ceux de l’ACPVI et la PCR, en termes d’explication de
Y par les composantes. Ces résultats sont bien connus par les praticiens de l’analyse
des données et confortent les observations faites sur les critères à maximiser relatifs
à ces quatre méthodes (paragraphe 3.2.1 page 54).
F. 5.3 – Pourcentage cumulé des inerties des tableaux Y et X expliquées par
les composantes (t(1), . . . , t(h)). Comparaison des méthodes ACPVI, régression PLS,
version modifiée de la latent root regression et régression sur composantes de l’ACP
(PCR).
L’inertie du tableau Y expliquée par la première composante t(1) peut être consi-
dérée comme une mesure de la qualité d’ajustement du modèle aux données. La
figure 5.4 compare l’évolution de l’inertie de Y expliquée par t(1) des trois continuums
étudiés, en fonction de leur paramètre (α ou γ1). Pour le continuum ACPVI−PLS,
nous retrouvons que cette inertie expliquée est une fonction décroissante du pa-
ramètre γ1 (propriété démontrée paragraphe 4.2.2 page 70). Les méthodes dont le
critère est plus orienté vers l’explication du tableau Y, c’est à dire l’ACPVI et dans
une moindre mesure la régression PLS, apparaissent sur cet exemple comme ayant
une meilleure qualité d’ajustement du modèle aux données. Le paramètre α du
continuum LRR détermine le poids du tableau Y dans le critère à maximiser et
semble avoir assez peu d’influence, dans cet exemple, sur la qualité d’ajustement
de la méthode.
5.2 Description d’un tableau X orientée vers l’explication d’un tableau Y 79
F. 5.4 – Comparaison des inerties de Y expliquées par la composante t(1) en fonction
du paramètre du continuum (α ou γ1) pour les méthodes : continuum LRR, principal
covariate regression et continuum ACPVI−PLS. Les cas particuliers de ces continuums
sont aussi indiqués.
5.2.2 Représentation factorielle
Interprétation de la carte des variables
Du point de vue du praticien, les cartes factorielles consituent un outil précieux
pour l’interprétation des liens entre variables, ainsi que pour l’explication des res-
semblances et dissemblances entre les individus. Les variables de X et de Y peuvent
être représentées sur le système formé par les composantes globales t orthogonales
mutuellement. Les figures 5.5 et 5.6 illustrent ces représentations sur le plan des
deux premières dimensions (t(1), t(2)) pour les méthodes ACPVI, PLS, LRR et ACP.
La carte de l’ACPVI diffère nettement des autres. Seule la variable à expliquer SAISIE
semble être correctement expliquée sur ce plan factoriel. Les cartes factorielles des
trois autres méthodes illustrent le fait que, sur ce plan, les deux variables Y ap-
paraissent comme étant non corrélées et correctement expliquées par les variables
X. La carte factorielle de l’ACPVI diffère aussi très nettement des autres cartes du
point de vue de la représentation des variables X. Seules deux variables sont bien
expliquées sur ce plan : l’indice de performance (IP) opposé au gain moyen quoti-
dien (GMQ). Les cartes factorielles des autres méthodes, ACP, latent root regression
et régression PLS, donnent des résultats dont l’interprétation est comparable sans
être identique. Seule la carte de la régression PLS est interprétée par la suite. Afin de
déterminer les facteurs de risque relatifs aux pertes économiques de l’éleveur, il est
essentiel de raisonner conjointement sur les deux variables Y. Sur la carte factorielle
de la régression PLS, les variables ayant des coordonnées négatives par rapport à
la composante t(1) et positives par rapport à la composante t(2) sont associées à un
profil à risque. Les indices relatifs aux consommations techniques et économiques
ICT et ICE, ainsi que le fait qu’il y ait eu un problème sanitaire sérieux (PBSAN) sont
des variables associées à de fortes pertes économiques pour l’éleveur. Les variables
relatives à l’utilisation d’aliments exempts de farine de viande et d’os (FVO), au
coût de la désinfection des bâtiments (COUTDES), et dans une moindre mesure à
la quantité de litière utilisée pour le lot (TOTLIT) et au fait que le lot précédent soit
de la même espèce (ESP), sont des facteurs associés à des pertes économiques plus
faibles pour l’éleveur.
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(a) ACPVI
(b) Régression PLS
F. 5.5 – Représentation factorielle de l’ensemble des variables sur le plan des
composantes (t(1), t(2)).
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(a) LRR modifiée
(b) ACP
F. 5.6 – Représentation factorielle de l’ensemble des variables sur le plan des
composantes (t(1), t(2)).
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Interprétation du plan des individus
Il est intéressant de mettre en regard des cartes factorielles des variables (figures
5.5 et 5.6), les plans des individus qui leur sont associés, pour les quatre méthodes
étudiées. Le plan des individus de l’ACPVI est présenté à partir des composantes
normées. La couleur des individus sur la figure 5.7 est liée à la variable à expliquer
SAISIE, qui représente le pourcentage de dindes saisies à l’abattoir. Les élevages
colorés en jaune sont ceux pour lesquels la variables SAISIE a de faibles valeurs, et
ceux qui sont colorés en rouge sont ceux qui ont des valeurs plus élevées pour cette
même variable. Les plans factoriels des méthodes PLS, LRR et ACP présentent une
répartition des individus assez peu orientée vers l’explication de la variable SAISIE.
Les individus sont plutôt répartis, sur ce plan, selon trois groupes liés aux valeurs
prises par les élevages pour les variables IP, GMQ et KGM2.
F. 5.7 – Représentation factorielle des individus sur le plan des composantes
(t(1), t(2)).
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5.3 Prédiction de Y par X
5.3.1 Evolution de la norme du vecteur de coefficients
La norme du vecteur de coefficients de régression du modèle où une seule
composante t(1) est retenue, ||β(1)||, varie en fonction des valeurs des paramètres
des différents continuums (figure 5.8). Les continuums ACPVI −PLS et principal
covariate regression donnent des valeurs de ||β(1)|| plus élevées pour les méthodes
les plus orientées vers l’explication des variables Y ; il s’agit dans les deux cas de
l’ACPVI comparativement soit à la régression PLS soit à la PCR. Le continuum LRR,
sur cet exemple, présente peu de modification de la valeur de ||β(1)|| selon la valeur
du paramètre α.
F. 5.8 – Evolution de la norme du vecteur de coefficients ||β(1)|| en fonction du
paramètre du continuum (α ou γ1) pour les méthodes : continuum LRR, principal
covariate regression et continuum ACPVI−PLS. Les cas particuliers de ces continuums
sont aussi indiqués.
5.3.2 Nombre optimal de dimensions
Résultats pour les méthodes de base
La figure 5.9 illustre l’évolution des erreurs moyennes de calibration et de vali-
dation selon le nombre de composantes conservées dans le modèle, pour les quatre
méthodes étudiées. L’erreur moyenne de calibration (RMSEC) illustre la qualité de
l’ajustement du modèle aux données. Les résultats donnés par l’erreur de calibration
sont comparables à ceux donnés par la figure 5.3, illustrant l’inertie du tableau Y ex-
pliquée par les composantes t. En effet, l’évolution de cette inertie est une autre façon
de mesurer la qualité de l’ajustement du modèle aux données. L’erreur moyenne de
validation (RMSEV) illustre la qualité prédictive du modèle. Cette dernière est calcu-
lée grâce à la procédure de validation croisée décrite dans le paragraphe 3.2.2 page
55, sur la base de (m = 500) simulations. L’échantillon de calibration contient 2/3
des individus et l’échantillon de validation 1/3 des individus. Les résultats concer-
nant la qualité d’ajustement et la qualité prédictive fournissent, sur cet exemple, les
mêmes conclusions quant aux méthodes. Ceci est sûrement dû au grand nombre
d’individus (N = 659) qui stabilise les résulats de la validation croisée. L’ACPVI est
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la méthode ayant les meilleures performances sur cet exemple, malgré la multicoli-
néarité avérée des variables explicatives. Les méthodes LRR et PCR présentent, sur
ce jeu de données, les moins bonnes performances et ne se différencient que sur les
dernières dimensions. La régression PLS a des performances intermédiaires entre
celles de l’ACPVI et de la PCR. Il faut noter que le modèle explicatif et prédictif
optimal (minimisation des deux erreurs moyennes) est donné par l’ACPVI associée
à deux composantes (RMSEC = 0.7289 et RMSEV = 0.7751).
F. 5.9 – Erreur moyenne de calibration (RMSEC) et de validation (RMSEV) pour
les méthodes ACPVI, régression PLS, LRR modifiée et PCR.
Résultats pour les approches continuums
Les figures 5.10(a) à 5.10(c) illustrent l’évolution des erreurs moyennes de cali-
bration et de validation selon le nombre de composantes conservées dans le modèle,
pour les trois continuums étudiés. Ces erreurs sont calculées grâce à la même pro-
cédure validation croisée décrite dans le paragraphe 4.2.3 page 73, sur la base de
(m = 200) simulations. Les paramètres α et γ1 associés à chaque continuum varient
entre 0 et 1 avec un pas de 0.01. Comme les paramètres des continuums sont dé-
terminés de façon à minimiser l’erreur de validation, les continuums donnent des
résultats optimaux, pour chaque dimension, pour la prédiction des variables Y par
l’ensemble des variables X.
Les résultats du continuum ACPVI−PLS et de ses cas particuliers sont décrits
par la figure 5.10(a). Le continuum ACPVI−PLS donne des résultats proches de
ceux de l’ACPVI, méthode apparaissant optimale pour le traitement de ce jeu de
données. Les valeurs prises par le paramètre γ1 optimum sont de l’ordre de 0.2 pour
les deux premières dimensions et à partir de la dimension 12. Pour les dimensions
h = (3, . . . ,11), ces valeurs sont de l’ordre de 0.8, sans que les résultats du continuum
ne se rapprochent de ceux de la régression PLS. Les résultats de la méthode principal
covariate regression et de ses cas particuliers sont décrits par la figure 5.10(b). La
méthode principal covariate regression donne aussi des résultats proches de ceux de
l’ACPVI. Les valeurs du paramètre α optimum sont de l’ordre de 0.9 en moyenne,
sauf pour les trois dernières dimensions où cette valeur diminue. Les résultats du
continuum LRR et de ses cas particuliers sont décrits par la figure 5.10(c). Les erreurs
moyennes de calibration et de validation de la PCR et de la version modifiée de la
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latent root regression sont proches sur cet exemple. Ces méthodes sont plus vouées
à la description des variables X qu’à la prédiction de variables Y. Les résultats de
la régression PLS sont plus performants en terme de prédiction des variables Y.
Le continuum LRR donne des résultats proches de ceux de la régression PLS. Les
valeurs moyennes du paramètre α optimum choisi par le continuum LRR sont de
l’ordre de 0.9, sauf pour le modèle où toutes les dimensions sont retenues.
(a) Continuum ACPVI−PLS
(b) Principal covariate regression
(c) Continuum LRR
F. 5.10 – Erreurs moyennes de calibration (RMSEC) et de validation (RMSEV)
obtenues pour chaque continuum et leurs cas particuliers.
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Sélection du nombre optimal de dimensions pour chaque méthode de base
Les indices Q2(h) et Q2(h)cum décrits dans le paragraphe 3.2.2 page 55 permettent
de faire un compromis entre les résultats donnés par les erreurs moyennes de
calibration et de validation. L’apport d’une composante t(h) dans le modèle peut
être évalué par la valeur de l’indice Q2(h) (significatif au-delà du seuil empirique de
0.0975). L’apport des composantes (t(1), . . . , t(h)) est évalué par la valeur de l’indice
Q2(h)cum (significatif au-delà du seuil empirique de 0.5). Les résultats, pour les quatre
méthodes comparées, sont donnés dans le tableau 5.2. Les différences de résultat
concernant la qualité d’ajustement et de prédiction apparaissent au travers des
indices Q2(h) et Q2(h)cum. Seul l’apport de la première composante pour la méthode
ACPVI est significatif.
Méthode Dimension h Q2(h) Q2(h)cum
1 0.3225 (*) 0.3225 (NS)
ACPVI 2 0.0575 (NS) 0.3615 (NS)
3 -0.131 (NS) 0.2778 (NS)
1 0.0882 (NS) 0.0882 (NS)
PLS 2 0.0756 (NS) 0.1572 (NS)
3 -0.0007 (NS) 0.1566 (NS)
1 0.0458 (NS) 0.0458 (NS)
LRR mod. 2 0.0195 (NS) 0.0645 (NS)
3 0.0244 (NS) 0.0873 (NS)
1 0.0452 (NS) 0.0452 (NS)
PCR 2 0.0047 (NS) 0.0497 (NS)
3 0.0165 (NS) 0.0654 (NS)
T. 5.2 – Valeurs des indices Q2(h) et Q2(h)cum selon les trois premières dimensions du
modèle pour les méthodes ACPVI, régression PLS, LRR modifiée et PCR. L’asté-
risque indique un apport significatif, NS indique un apport non significatif.
5.3.3 Poids des variables X dans l’explication de Y
Le poids des variables X est donné par les coefficients de régression de ces
variables pour expliquer les variables Y. Afin de ne pas alourdir l’interprétation des
résultats, seuls les coefficients de régression de la méthode ACPVI pour un modèle
optimal à une dimension sont donnés. En effet, sur cet exemple, cette méthode
fournit à la fois un bon ajustement et une bonne qualité de prédiction des données.
78% de la variabilité du tableau Y et 9% de la variabilité du tableau X sont expliquées
par la composante t(1). Les écarts types et intervalles de variation à 95% associés aux
coefficients de régression sont calculés à partir des résultats issus des (m = 500)
simulations. On note que, du fait de la méthode de validation croisée choisie, ces
indices de variabilité sont calculés sur 2/3 des individus.
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Variables X SAISIE PERTE
FVO -0,06 [-0,10 ;-0,02] -0,01 [-0,03 ;0,00]
COUTDES 0,00 [-0,04 ;0,04] 0,00 [-0,01 ;0,01]
MOYVET 0,06 [-0,02 ;0,14] 0,01 [-0,01 ;0,03]
DESSER -0,01 [-0,04 ;0,02] 0,00 [-0,01 ;0,01]
DVID 0,02 [-0,02 ;0,06] 0,00 [0,00 ;0,01]
NBDEP -0,01 [-0,05 ;0,03] 0,00 [-0,01 ;0,01]
ESP 0,02 [-0,02 ;0,06] 0,00 [0,00 ;0,01]
PBSAN 0,16 [0,12 ;0,19] 0,03 [0,02 ;0,05]
DESINF 0,01 [-0,03 ;0,04] 0,00 [-0,01 ;0,01]
NETTOY -0,04 [-0,07 ;0,00] -0,01 [-0,02 ;0,00]
TOTLIT -0,10 [-0,13 ;-0,06] -0,02 [-0,03 ;-0,01]
DENSI -0,08 [-0,25 ;0,09] -0,02 [-0,06 ;0,02]
SURF 0,04 [0,00 ;0,08] 0,01 [0,00 ;0,02]
VET -0,02 [-0,11 ;0,07] 0,00 [-0,02 ;0,02]
GMQ 5,10 [4,80 ;5,41] 1,13 [0,72 ;1,55]
ICE 0,07 [0,02 ;0,12] 0,02 [0,00 ;0,03]
IP -4,30 [-4,62 ;-3,98] -0,96 [-1,30 ;-0,61]
KGM2 -0,51 [-0,64 ;-0,38] -0,11 [-0,17 ;-0,05]
ICT -1,14 [-1,35 ;-0,94] -0,25 [-0,35 ;-0,16]
T. 5.3 – Coefficients de régression et leurs intervalles de variation à 95%, du modèle
liant X à Y, pour la méthode ACPVI avec une dimension.
L’interprétation de ces coefficients de régression est faite à l’aide des odds ratio
et de leurs intervalles de variation (définis paragraphe 1.2.3 page 25), comme c’est
l’usage pour les données d’épidémiologie animale. Un facteur de risque à effet
protecteur est une variable explicative pour laquelle l’odds ratio est inférieur à un
(valeur un non comprise dans l’intervalle de variation). A l’inverse, un facteur de
risque est une variable explicative pour laquelle l’odds ratio est supérieur à un (valeur
un non comprise dans l’intervalle de variation). Une variable explicative dont les
odds ratio contiennent la valeur un dans leurs intervalles de variation n’est pas
considérée comme ayant une influence significative sur les variables à expliquer.
Le sens et la significativité des odds ratio sont utilisés pour détecter les élévages
ayant des profils à risque vis à vis des pertes économiques. Le profil d’un élevage
où les pertes économiques sont élevées est celui où l’on a détecté :
1. un problème sanitaire sérieux durant la période d’élevage du lot de dindes,
2. un indice de gain moyen quotidien trop élevé,
3. un indice de consommation économique trop élevé, signe de problèmes sa-
nitaires lors de l’élevage du lot (variable liée au taux de saisie à l’abattoir
uniquement).
Le profil d’un élevage ayant de faibles pertes économiques est celui où l’on a détecté :
1. des aliments exempts de farines de viande et d’os (variable liée au taux de
saisie à l’abattoir uniquement),
2. une quantité de litière limitée, dans le sens où l’utilisation d’une grande quan-
tité de litière est un signe de problèmes digestifs lors de l’élevage du lot de
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Variables X SAISIE PERTE
FVO 0,94 [0,90 ;0,98] 0,99 [0,98 ;1,00]
COUTDES 1,00 [0,96 ;1,04] 1,00 [0,99 ;1,01]
MOYVET 1,06 [0,98 ;1,15] 1,01 [0,99 ;1,03]
DESSER 0,99 [0,96 ;1,02] 1,00 [0,99 ;1,01]
DVID 1,02 [0,98 ;1,06] 1,00 [1,00 ;1,01]
NBDEP 0,99 [0,95 ;1,03] 1,00 [0,99 ;1,01]
ESP 1,02 [0,98 ;1,06] 1,00 [1,00 ;1,01]
PBSAN 1,17 [1,13 ;1,21] 1,04 [1,02 ;1,05]
DESINF 1,01 [0,97 ;1,04] 1,00 [0,99 ;1,01]
NETTOY 0,96 [0,93 ;1,00] 0,99 [0,98 ;1,00]
TOTLIT 0,91 [0,88 ;0,94] 0,98 [0,97 ;0,99]
DENSI 0,92 [0,78 ;1,10] 0,98 [0,95 ;1,02]
SURF 1,04 [1,00 ;1,08] 1,01 [1,00 ;1,02]
VET 0,98 [0,90 ;1,07] 1,00 [0,98 ;1,02]
GMQ 164,35 [121,24 ;222,78] 3,11 [2,05 ;4,72]
ICE 1,07 [1,02 ;1,13] 1,02 [1,00 ;1,03]
IP 0,01 [0,01 ;0,02] 0,38 [0,27 ;0,54]
KGM2 0,60 [0,53 ;0,69] 0,89 [0,84 ;0,95]
ICT 0,32 [0,26 ;0,39] 0,78 [0,71 ;0,85]
T. 5.4 – Odds ratio et leurs intervalles de variation à 95%, du modèle liant X à Y,
pour la méthode ACPVI avec une dimension. Les OR significatifs sont en gras.
dindes,
3. un indice de performance plutôt faible,
4. un poids moyen de dindes à l’abattage rapporté à la surface disponible au sol
(appelé aussi chargement) plutôt faible,
5. un indice de consommation technique plutôt faible. Cet indice représente la
quantité d’aliment consommé rapporté au poids final de l’animal. Une faible
valeur de cet indice indique qu’il n’y a pas de problème sanitaire de type
digestif et que les dindes ont consommé une quantité raisonnable d’aliment
pour atteindre leur poids final.
Troisième partie
Description de K tableaux Xk
orientée vers l’explication d’un
tableau Y
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Chapitre 6
Analyse de (K + 1) tableaux
6.1 Méthodes liant K tableaux Xk à un tableau Y
6.1.1 Format des données et objectifs
L études d’épidémiologie analytique dans le domaine animal sont structuréesen groupes (paragraphe 2.2.2 page 39) : les caractéristiques de la ferme (taillede l’élevage, performances zootechniques, autres productions animales, . . .), la
conduite d’élevage (taux de renouvellement, technique de reproduction, nombre
d’animaux par portée, nombre de bandes d’animaux, . . .), l’habitat des animaux
(enregistrements bio-climatiques, ventilation, isolation, chauffage, . . .), l’alimenta-
tion et l’abreuvement des animaux (compositions alimentaires, mode de distribu-
tion, nombre de mangeoires, origine des aliments, . . .), l’état sanitaire du troupeau
(dosages sérologiques, pesées, maladies chroniques, taux de réformes, vaccinations,
traitements antibiotiques, . . .), les pratiques d’hygiène (protocoles de nettoyage et
de désinfection) et les mesures de bio-sécurité (mesures sanitaires de l’éleveur et des
visiteurs, équarrissage, . . .). Toutes ces variables sont potentiellement explicatives
d’une maladie caractérisée par plusieurs variables.
Les objectifs du traitement statistique des données d’épidémiologie animale sont
à la fois descriptifs et prédictifs. Des représentations factorielles synthétiques, orien-
tées vers l’explication de la maladie permettent de comprendre les liens complexes
entre variables. L’explication de la maladie Y par les variables explicatives X est
réalisée en parallèle à l’étude descriptive et permet de déterminer les variables qui
réduisent l’apparition ou la prévalence de la maladie. Du fait du grand nombre de
variables X et du sens biologique des blocs dans lesquels celles-ci sont organisées, il
apparaît utile de mesurer à la fois l’importance des variables mais aussi des blocs de
variables dans l’explication de la maladie. Le développement de méthodes statis-
tiques en vue du traitement des données d’épidémiologie animale doit prendre en
compte à la fois la particularité des données et des objectifs de traitement associés.
Pour l’ensemble des méthodes présentées par la suite, les objectifs sont comparables :
la problématique statistique relève à la fois de la description et de la modélisation
à partir de tableaux multiples, soit K tableaux Xk orientés vers l’explication d’un
tableau Y. Il s’agit tout d’abord de décrire simultanément un ensemble de K tableaux
Xk décrivant les mêmes individus, ce qui revient à déterminer ce qui est commun à
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l’ensemble ou à une partie des tableaux dans le but de décrire Y et, par conséquent,
ce qui différencie certains tableaux des autres.
Nous disposons d’un tableau X = [x1, . . . ,xP] contenant P variables explicatives
et d’un tableau Y = [y1, . . . , yQ] contenant Q variables à expliquer. Ces deux tableaux
sont mesurés sur les mêmes N individus. Le tableau X est partitionné en K blocs : X =
[X1| . . . |XK]. Chaque tableau Xk est un tableau (N×pk) dont les lignes correspondent
aux mêmes individus. La structure des données en (K + 1) tableaux est illustrée par
la figure 6.1.
F. 6.1 – Illustration de la structure des (K + 1) tableaux Xk pour k = (1, . . . ,K) et Y.
L’ensemble des méthodes décrites par la suite est basé sur l’extraction de compo-
santes globales résumant le tableau concaténé X = [X1| . . . |XK], synthèses de compo-
santes partielles résumant elles-mêmes chacun des tableaux (X1, . . . ,XK). Les com-
posantes globales résumant X sont orientées vers l’explication de Y. Le lien entre
les tableaux et leurs composantes associées est illustré par la figure 6.2. Le tableau
concaténé X joue le rôle du tableau compromis qui exprime la structure commune
et spécifique des K tableaux Xk pour expliquer Y. Le tableau X fournit des compo-
santes globales sur lesquelles se projettent l’ensemble des variables des tableaux Xk
et Y. Pour cela, différentes approches sont proposées privilégiant soit le cadre de
l’analyse canonique (travaux de Kissita [2003]), soit de nouvelles voies issues de la
généralisation de l’ACPVI, ou des méthodes moins vulnérables à la multicolinéarité
comme des solutions issues de la régression PLS (travaux de Vivien [2002]) ou de la
généralisation de la latent root regression.
6.1.2 Méthodes s’apparentant à l’analyse canonique
Analyse canonique généralisée avec un tableau de référence
L’analyse canonique (paragraphe 3.1.3 page 52) est généralisée pour le cas de K
tableaux (X1, . . . ,XK) par Horst [1961]. Carroll [1968] modifie le critère en introduisant
une composante globale (appelée variable auxiliaire), résumé du tableau concaténé
X = [X1| . . . |XK], ce qui aboutit à une solution non itérative de la maximisation du
critère. Des variantes de cette solution sont proposées par d’autres auteurs [Ket-
tenring, 1971; Saporta, 1975; Meyer, 1989; Pontier et Normand, 1992; Casin, 1995].
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F. 6.2 – Illustration des liens entre K tableaux Xk (k = 1, . . . ,K) et un tableau Y,
résumés chacun par une composante, pour une dimension donnée.
Une synthèse est proposée par Hanafi [1997] et Hanafi et Kiers [2006]. Cette géné-
ralisation, appelée analyse canonique généralisée ou ACG [Carroll, 1968], recherche
les composantes partielles tk, résumés de chaque tableau Xk, les plus liées à une
composante globale t, au sens de la corrélation. Elle est basée sur la maximisation
du critère (6.1).
K∑
k=1
cov2(t(1)k , t
(1)) avec t(1)k = Xkw
(1)
k , t
(1) = Xw(1), ||t(1)k || = ||t(1)|| = 1 (6.1)
Kissita [2003, Chap. 3] propose une extension de l’analyse canonique généralisée
dont l’objectif est de lier K tableaux (X1, . . . ,XK) à un tableau Y. Cette méthode est ap-
pelée analyse canonique généralisée avec tableau de référence (ACGTR). L’ACGTR
recherche, dimension par dimension, les composantes tk, résumés de chaque ta-
bleau Xk, et u, résumé du tableau Y, dont la somme des carrés des corrélations est
maximum. Cette méthode permet d’étudier les dépendances simultanées entre les
K tableaux Xk et le tableau de référence Y. Elle est basée sur la maximisation du
critère (6.2). Ce critère s’apparente à une analyse canonique des tableaux Xk, où la
variable auxiliaire est contrainte d’être dans l’espace des variables de Y.
K∑
k=1
cov2(t(1)k ,u
(1)) avec t(1)k = Xkw
(1)
k , u
(1) = Yv(1), ||t(1)k || = ||u(1)|| = 1 (6.2)
En s’inspirant du problème de la double optimisation de Lafosse et Hanafi [1997,
Prop. 3.1] développé dans le cadre de la généralisation de l’analyse factorielle inter-
batterie, Kissita [2003] démontre que la maximisation du critère (6.2) est équivalente
à celle du critère (6.3) qui fait apparaître une composante globale t liée au tableau
concaténé X = [X1| . . . |XK] :
cov2(t(1),u(1)) avec u(1) = Yv(1), t(1) =
∑
k
a(1)k t
(1)
k , t
(1)
k = Xkw
(1)
k (6.3)∑
k a
(1)2
k = 1, t
(1) = Xw(1), ||t(1)k || = ||u(1)|| = 1
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La solution de ce problème de maximisation est donnée par w(1) vecteur propre
de la matrice (1/N2)(X′X)−1X′Y(Y′Y)−1Y′X associé à la plus grande valeur propre
λ(1) [Kissita, 2003, p. 50]. Par la suite, w(1) est partitionné en blocs conformément
à la partition de X en K tableaux : w(1) = [w(1)
′
1 | . . . |w(1)
′
K ]
′. A partir de là, les com-
posantes t(1)k normées sont données à partir de t
∗(1)
k = Xkw
(1)
k /||Xkw(1)k ||. La compo-
sante u(1) est calculée à partir de u(1) = Yv(1), avec v(1) vecteur propre de la matrice
(1/N2)(Y′Y)−1Y′X(X′X)−1X′Y associé à la plus grande valeur propre λ(1). Les solu-
tions d’ordre suivant sont obtenues par déflation des tableaux Xk sur leurs com-
posantes tk respectives. Les composantes partielles (t
(1)
k , . . . , t
(h)
k ), pour chaque valeur
de k, sont donc mutuellement orthogonales par construction. Kissita [2003, p. 129]
précise que les composantes (u(1), . . . ,u(h)) sont aussi mutuellement orthogonales,
mais que les composantes globales (t(1), . . . , t(h)) ne le sont pas.
Il ressort des solutions de l’ACGTR que les composantes globales t(1) et u(1),
associées respectivement au tableau concaténé X et au tableau Y, ne dépendent pas
de la partition de X en K blocs. L’ACGTR apporte une solution théorique intéressante
au lien entre (K+1) tableaux, mais présente les mêmes limites pratiques que l’analyse
canonique en cas de multicolinéarité au sein du tableau concaténé X ou au sein du
tableau Y (paragraphe 3.1.3 page 52 ou Lebart et al. [2000, p. 352]).
Analyse canonique généralisée sous contrainte
Comme nous l’avons indiqué dans le paragraphe précédent, l’analyse canonique
généralisée est basée sur la maximisation du critère (6.1). Nous proposons une
modification de ce critère qui consiste à maximiser le même critère en modifiant les
contraintes qui lui sont associées, selon le problème de maximisation (6.4).
K∑
k=1
cov2(t(1)k , t
(1)) avec t(1)k = Xkw
(1)
k , t
(1) = Xw(1), ||t(1)k || = ||w(1)|| = 1 (6.4)
Pour une composante t(1) fixée, la valeur optimale de la composante partielle
t(1)k est donnée par t
(1)
k = Pkt
(1)/||Pkt(1)||, avec Pk = Xk(X′kXk)−1X′k. Les composantes
partielles t(1)k sont les composantes normées issues de la projection de la com-
posante t(1) sur les espaces associés aux tableaux Xk pour k = (1, . . . ,K). En re-
portant cette valeur dans l’expression (6.4), le critère devient
∑
k cov2(t
(1)
k , t
(1)) =
t(1)
′
Pkt(1) =
∑
k w(1)
′
X′PkXw(1). Ainsi, w(1) est le premier vecteur propre de la ma-
trice H = (1/N2)X′[
∑
k Xk(X′kXk)
−1X′k]X associé à la plus grande valeur propre. Les
composantes d’ordre suivant s’obtiennent après déflation sur les composantes t ob-
tenues aux étapes précédentes. Etant donné que les projecteurs Pk sont symétriques
et idempotents, il s’ensuit que H = (1/N2)
∑
k(PkX)′(PkX). Cette version modifiée de
l’ACG consiste donc à réaliser une ACP du tableau obtenu par concaténation verti-
cale des projections de X sur les espaces engendrés par les blocs Xk. Nous pouvons
remarquer que cette version de l’analyse canonique généralisée permet de limiter
les problèmes de sensibilité à la multicolinéarité des variables du tableau concaténé
X car la matrice (X′X) n’a pas besoin d’être inversée.
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A partir de cette version modifiée (6.4) du critère de l’ACG, nous définissons une
analyse canonique généralisée sous contrainte. Cette méthode a les mêmes objectifs
que l’ACGTR, c’est à dire, déterminer simultanément des composantes globales
t résumant le tableau concaténé X = [X1| . . . |XK] et orientées vers l’explication du
tableau Y, ainsi que des composantes partielles tk résumant respectivement chaque
tableau Xk et liées au tableau concaténé X. La méthode proposée est une solution
intermédiaire entre celle de l’ACG adaptée à la description de K tableaux Xk, et celle
de l’ACGTR qui permet la description de K tableaux Xk orientée vers l’explication
d’un tableau Y, en appliquant la contrainte de norme sur l’axe w et non plus sur
la composante t. La solution de cette méthode est donnée par la maximisation du
critère (6.5), où le tableau Y est résumé par une composante u(1).
cov2(u(1), t(1)) +
∑
k
cov2(t(1)k , t
(1)) avec t(1)k = Xkw
(1)
k (6.5)
t(1) = Xw(1), u(1) = Yv(1), ||t(1)k || = ||w(1)|| = ||u(1)|| = 1
Pour t(1) fixée, la valeur optimale de u(1) est u(1) = Y(Y′Y)−1Y′t(1)/||Y(Y′Y)−1Y′t(1)||,
composante normée issue de la projection de la composante t(1) sur l’espace associé
au tableau Y. Les composantes normées t(1)k sont obtenues par projection de la com-
posante t(1) sur les espaces associés aux tableaux Xk : t
(1)
k = Xk(X
′
kXk)
−1X′kt
(1)/||Xk(X′kXk)−1X′kt(1)||
pour k = (1, . . . ,K). En reportant ces valeurs dans l’expression (6.5), il s’ensuit que :
(6.5) = (1/N2)
t(1)′u(1)u(1)′t(1) +∑
k
t(1)
′
t(1)k t
(1)′
k t
(1)

= (1/N2)
w(1)′X′Y(Y′Y)−1Y′Xw(1) + w(1)X′(∑
k
Xk(X′kXk)
−1X′k)Xw
(1)

= (1/N2)w(1)
′
X′Y(Y′Y)−1Y′X + X′[∑
k
Xk(X′kXk)
−1X′k]X
w(1)
La solution de cette maximisation est donnée par w(1), premier vecteur propre de la
matrice (1/N2)
[
X′
(
Y(Y′Y)−1Y′+
∑
k Xk(X′kXk)
−1X′k
)
X
]
associé à la plus grande valeur
propre λ(1). Les axes et composantes d’ordre suivant sont issus de la maximisation
du critère (6.5) en considérant les résidus successifs de la régression des tableaux
Xk et Y sur les composantes globales t obtenues aux étapes précédentes. Le mo-
dèle expliquant le tableau Y par l’ensemble des variables du tableau concaténé
X = [X1| . . . |XK] s’appuie sur les composantes (t(1), . . . , t(h)), qui sont mutuellement
orthogonales par construction.
6.1.3 Extensions de l’ACPVI au cas de (K + 1) tableaux
Dans le cadre des méthodes s’apparentant à l’analyse canonique présentées
dans le paragraphe 6.1.2, il est clair que l’accent est mis sur l’investigation des
relations entre Y et les tableaux Xk, sans se soucier de la capacité des composantes
à restituer l’inertie du tableau Y. Dans ce paragraphe, nous focalisons toujours sur
96 Analyse de (K + 1) tableaux
l’analyse des relations entre les tableaux Y et Xk, en mettant cette fois-ci l’accent sur la
restitution de l’inertie de Y. Ces méthodes apparaissent donc davantage appropriées
pour répondre aux objectifs poursuivis en épidémiologie animale (paragraphe 2.3
page 41). Nous proposons des méthodes, dérivant d’extensions de l’Analyse en
Composantes Principales sur Variables Instrumentales ou ACPVI (paragraphe 3.1.1
page 47), dans le cas où le tableau X est structuré en K blocs. Des extensions de
l’ACPVI pour plus de deux tableaux sont évoquées, mais non détaillées, par Hanafi
et Lafosse [2001] ainsi que Kissita et al. [2004, p. 82] dans les travaux relatifs à
l’analyse de concordance généralisée avec une métrique de Mahalanobis.
ACPVI des tableaux Y et Xk
Afin de déterminer les composantes partielles tk, synthèses des liens entre chaque
tableau Xk et le tableau Y, une première solution consiste à maximiser le critère (6.6).
K∑
k=1
Q∑
q=1
cov2(yq, t
(1)
k ) avec t
(1)
k = Xkw
(1)
k et ||t(1)k || = 1 (6.6)
La solution de ce problème revient en définitive à effectuer de manière indépendante
K ACPVI des couples de tableaux (Y,Xk) pour k = (1, . . . ,K). Cette méthode ne répond
qu’à une partie des objectifs formulés. Les composantes partielles obtenues sont
intéressantes du point de vue de l’explication des liens entre chaque tableau Xk et
le tableau Y. Cependant, ces ACPVI restituent l’inertie de Y dans des directions
propres à chaque tableau Xk. Les différentes composantes étant déterminées de
manière indépendante les unes des autres ne véhiculent pas nécessairement des
informations concordantes. De ce fait, l’interprétation des résultats peut s’avérer
fastidieuse par manque d’une vision synthétique.
ACPVI des tableaux Y et X = [X1| . . . |XK]
Une seconde solution consiste à chercher à la fois les composantes globales t(1) =
Xw(1) associées au tableau concaténé X = [X1| . . . |XK] et les composantes partielles
t(1)k = Xkw
(1)
k associées aux tableaux Xk, de manière à maximiser le critère (6.7).
Q∑
q=1
cov2(yq, t(1)) avec t(1) =
K∑
k=1
a(1)k t
(1)
k , t
(1)
k = Xkw
(1)
k , ||t(1)|| = ||t(1)k || = 1 (6.7)
La solution de ce problème est donnée par l’ACPVI de Y par rapport au tableau
concaténé X. En effet, soit t(1) = Xw(1) avec w(1), vecteur propre associé à la plus
grande valeur propre de la matrice (1/N2)[(X′X)−1X′YY′X]. Ce vecteur w(1) est
partitionné en K sous-vecteurs w(1)k relatifs aux différents tableaux Xk de la façon
suivante : w(1) = [w(1)1 | . . . |w(1)K ]′. Si l’on pose t(1)∗k = Xkw(1)k , la solution du problème
(6.7) consiste à prendre t(1)k = t
(1)∗
k /||t(1)∗k || et a(1)k = ||t(1)∗k ||. Cette solution, à première
vue satisfaisante, présente toutefois un inconvénient. La méthode étant basée sur
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l’ACPVI des tableaux Y et X, elle ne prend pas en compte la structure en blocs du
tableau X pour la détermination des composantes globales t. De plus, elle implique
l’inversion de la matrice de variance-covariance (X′X). Ceci pourrait constituer un
problème lié à l’instabilité des résultats lorsque les variables du tableau concaténé
X présentent des quasi-colinéarités. Le problème se pose de manière plus aiguë que
précédemment, car même s’il n’y a pas a priori de redondance à l’intérieur des blocs
Xk pris séparément, il se peut que la concaténation des tableaux Xk engendre des pro-
blèmes de quasi-colinéarité. Afin de contourner cette difficulté souvent rencontrée
en pratique, nous proposons une démarche basée sur un critère original.
ACPVI multibloc
Comme dans le paragraphe précédent, la méthode proposée permet d’extraire
directement une composante globale t(1) = Xw(1) orientée vers l’explication du ta-
bleau Y, cette composante étant contrainte à être la synthèse des composantes par-
tielles t(1)k . Le critère (6.8) ci-après constitue une variante du critère (6.7), car il est
basé sur la même fonction à maximiser, mais d’autres contraintes sont imposées. Le
problème (6.8) consiste à maximiser :
Q∑
q=1
cov2(yq, t(1)) avec t(1) =
K∑
k=1
a(1)k t
(1)
k , t
(1)
k = Xkw
(1)
k , (6.8)∑K
k=1 a
(1)2
k = 1 et ||t(1)k || = 1
Afin de déterminer les solutions de ce problème, nous proposons de développer
des propriétés liées au critère (6.8). Dans un premier temps, nous montrons que la
composante t, solution du critère (6.8), est également solution du critère (6.9) :
cov2(u(1), t(1)) avec t(1) =
K∑
k=1
a(1)k t
(1)
k , t
(1)
k = Xkw
(1)
k , (6.9)
u(1) = Yv(1),
∑K
k=1 a
(1)2
k = 1 et ||t(1)k || = ||v(1)|| = 1
L’avantage de cette formulation est d’exhiber une composante u = Yv dans l’espace
engendré par les variables de Y, liée de manière optimale à la composante globale
t. Pour la démonstration de cette propriété, nous pouvons remarquer que la maxi-
misation de cov2(u(1), t(1)) = cov2(Yv(1), t(1)) par rapport à v(1), conduit à la solution
v(1) = Y′t(1)/||Y′t(1)||. En remplaçant cette solution dans l’expression cov2(Yv(1), t(1)),
nous trouvons cov2(u(1), t(1)) = (1/N2)t(1)
′
YY′t(1) =
∑
q cov2(yq, t(1)). Le critère (6.10) ci-
après, permet de montrer que la composante u(1) est liée aux composantes partielles
t(1)k pour k = (1, . . . ,K). Ce critère stipule que les composantes optimales t
(1)
k des pro-
blèmes (6.8) et (6.9), sont également solutions du problème (6.10).
K∑
k=1
cov2(u(1), t(1)k ) avec t
(1)
k = Xkw
(1)
k , u
(1) = Yv(1), (6.10)
||t(1)k || = ||v(1)|| = 1
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En effet, en remplaçant dans le critère (6.9) la composante t(1) par
∑
k a
(1)
k t
(1)
k , nous
obtenons cov2(t(1),u(1)) =
[∑
k a
(1)
k cov(u
(1), t(1)k )
]2
. La maximisation de ce critère par rap-
port à a(1)k pour k = (1, . . . ,K), conduit à a
(1)
k = cov(u
(1), t(1)k )/
√∑
l cov2(u(1), t
(1)
l ). En rem-
plaçant cette valeur dans l’expression ci-dessus, nous obtenons : cov2(t(1),u(1)) =∑
k cov2(u(1), t
(1)
k ). C’est à partir du critère (6.10) que la solution du problème est
développée. Nous avons :∑
k
cov2(u(1), t(1)k ) = (1/N
2)
∑
k
[w(1)
′
k X
′
ku
(1)]2
= (1/N2)
∑
k
[b(1)
′
k (X
′
kXk)
−1/2X′ku
(1)]2 (6.11)
en posant b(1)k = (X
′
kXk)
1/2w(1)k . La contrainte de norme ||t(1)k ||= 1 se traduit par ||b(1)k ||= 1.
Pour u(1) fixée, la valeur optimale de b(1)k est b
(1)
k = (X
′
kXk)
−1/2X′ku
(1)/||(X′kXk)−1/2X′ku(1)||.
En reportant cette valeur dans l’expression (6.11) et en remplaçant u(1) par Yv(1), il
s’ensuit que :∑
k
cov2(u(1), t(1)k ) = (1/N
2)
∑
k
v(1)
′
Y′Xk(X′kXk)
−1X′kYv
(1) (6.12)
Ce qui permet de conclure que le vecteur v(1) qui maximise ce critère, est le premier
vecteur propre normé, associé à la plus grande valeur propre λ(1), de la matrice H =
(1/N2)
∑
k Y′Xk(X′kXk)
−1X′kY. La composante associée à ce vecteur dans l’espace en-
gendré par les variables de Y découle de u(1) = Yv(1). Les composantes partielles sont
données par t(1)k = Xkw
(1)
k = Xk(X
′
kXk)
−1/2b(1)k = Pku
(1)/||Pku(1)||, où Pk = Xk(X′kXk)−1X′k
est le projecteur sur l’espace engendré par les variables de Xk. Les coefficients sont
donnés par a(1)k = cov(u
(1), t(1)k )/
√∑
l cov2(u(1), t
(1)
l ) = ||Pku(1)||/
√∑
l ||Plu(1)||2. La compo-
sante globale t(1) est donnée par t(1) =
∑
k a
(1)
k t
(1)
k =
∑
k Pku(1)/
√∑
k ||Pku(1)||2.
Il apparaît que la solution du problème considéré est basée sur le premier vecteur
propre de H = (1/N2)
∑
k Y′Xk(X′kXk)
−1X′kY. Etant donné que les projecteurs Pk sont
symétriques et idempotents, il s’ensuit que H = (1/N2)
∑
k(PkY)′(PkY). La méthode
consiste donc à réaliser une ACP du tableau obtenu par concaténation verticale des
projections de Y sur les espaces engendrés par les blocs Xk. Cela revient à chercher
une direction commune v dans l’espace<Q telle que les nuages associés à PkY (k =
1, . . . ,K) aient une inertie moyenne restituée la plus élevée possible. La première va-
leur propre de la matrice H est égale à λ(1) = (1/N2)
∑
k ||Pku(1)||2 = (1/N)
∑
k var(Pku(1)).
Ainsi, cette valeur est d’autant plus grande qu’il existe une direction dans l’espace
Y expliquée par les différents tableaux Xk. Naturellement, la contribution relative
du tableau Xk dans cette explication peut être évaluée par
[
(1/N2)||Pku(1)||2
]
/λ(1), et
il est aisé de vérifier que cette quantité est égale à (a(1)k )
2.
Afin de déterminer les solutions d’ordre deux, la même démarche est effectuée
en remplaçant les tableaux Xk et Y par leurs résidus respectifs de la régression sur
la première composante globale t(1). Cette procédure peut être répétée plusieurs
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fois pour obtenir des composantes globales, ainsi que les composantes partielles
associées, d’ordre suivant. Les composantes (t(1), . . . , t(h)) ainsi obtenues peuvent
servir à des fins de prédiction, en régressant les variables Y sur celles-ci. Ainsi, la
procédure de déflation conduit à l’obtention de composantes globales mutuellement
orthogonales, qui, de proche en proche, restituent la variabilité du tableau Y.
Lorsque le tableau X est composé d’un seul bloc, le critère (6.8) montre que
l’application de l’ACPVI multibloc conduit à l’ACPVI. Supposons maintenant que le
tableau X soit disposé en autant de blocs qu’il a de variables : X1 = [x1], . . . ,XP = [xP].
Il est clair, à partir du critère (6.9), que l’application de l’ACPVI multibloc conduit à la
régression PLS de Y sur X∗, X∗ étant obtenu à partir du tableau X par standardisation
des variables. Considérons maintenant le cas de K tableaux X1, . . . ,XK, et désignons
par Y le tableau concaténé [X1| . . . |XK]. L’application de l’ACPVI multibloc à ce cas
de figure vise en définitive à explorer les relations entre les tableaux Xk. A partir du
critère (6.10), nous pouvons conclure que dans ce cas, nous sommes conduits à la
version modifiée de l’ACG présentée paragraphe 6.1.2 page 94.
ACPVI multibloc à résolution itérative
Une autre approche ayant les mêmes objectifs que l’ACPVI multibloc est présen-
tée. L’idée est de considérer à nouveau le critère (6.6) page 96,
∑
q
∑
k cov2(yq, tk), qui
conduit à des ACPVI séparées du tableau Y avec chacun des tableaux Xk. Afin de
contraindre les composantes tk à être liées les unes aux autres, un terme multiplicatif
est introduit. De manière précise, il s’agit de maximiser le critère (6.13).
var(t(1))
Q∑
q=1
K∑
k=1
cov2(yq, t
(1)
k ) avec t
(1) =
K∑
k=1
a(1)k t
(1)
k , (6.13)
t(1)k = Xkw
(1)
k ,
∑
k
a(1)2k = 1, ||t(1)k || = 1
Nous pouvons remarquer que lorsque le tableau X est composé d’un seul bloc,
l’application de l’ACPVI multibloc à résolution itérative conduit à l’ACPVI. De
la même façon que pour les méthodes précitées, il est possible d’introduire une
composante u, résumé des variables du tableau Y dans le critère à maximiser. En
effet, nous pouvons montrer que le critère (6.13) est équivalent au critère (6.14).
var(t(1))
K∑
k=1
cov2(u(1), t(1)k ) avec t
(1) =
K∑
k=1
a(1)k t
(1)
k , (6.14)
t(1)k = Xkw
(1)
k , u
(1) = Yv(1),
∑
k
a(1)2k = 1, ||t(1)k || = ||v(1)|| = 1
La résolution du critère (6.13) passe par une formulation équivalente de ce critère
sous la forme d’un produit de deux formes quadratiques. Au préalable, comme
pour la résolution du critère de l’ACPVI multibloc, la contrainte de norme ||tk|| = 1
est transformée en ||bk|| = 1 en posant bk = (X′kXk)1/2wk, ce qui donne tk = Xkwk =
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Xk(X′kXk)
−1/2bk = Πkbk, en posant Πk = Xk(X′kXk)
−1/2. Le premier terme du critère
(6.13) est écrit sous la forme :
var(t) = var(
∑
k
aktk)
=
∑
k
cov2(q, tk) où q est la première composante principale normée de [t1| . . . |tK]
=
∑
k
cov2(q,Πkbk)
= (1/N2)
∑
k
b′kΠ
′
kqq
′Πkbk
= (1/N2)
∑
k
b′kAkbk en posant Ak = Π
′
kqq
′Πk
Le second terme du critère (6.13) est écrit sous une forme similaire :∑
k
∑
q
cov2(yq, tk) =
∑
k
∑
q
cov2(yq,Πkbk)
= (1/N2)
∑
k
b′kΠ
′
kYY
′Πkbk
= (1/N2)
∑
k
b′kBkbk en posant Bk = Π
′
kYY
′Πk
Le critère (6.13) à maximiser s’écrit à présent sous la forme (6.15), en définissant
b = [b′1| . . . |b′K]′, ainsi que A et B, les matrices bloc-diagonales ayant comme blocs
diagonaux respectifs les blocs Ak = Π′kqq
′Πk et Bk = Π′kYY
′Πk.
(b(1)
′
A(1)b(1))(b(1)
′
B(1)b(1)) (6.15)
avec b(1) = [b(1)
′
1 | . . . |b(1)
′
K ]
′ et ||b(1)k || = 1
L’écriture du critère à maximiser sous la forme (6.15) montre que celui-ci est un cas
particulier du critère proposé par Hanafi et Kiers [2006]. Les auteurs proposent un
algorithme itératif général qui permet de le résoudre. La convergence monotone de
l’algorithme est garantie par l’application directe du critère de convergence proposé
par Hanafi et Kiers [2006]. Une dépendance à l’initialisation est possible. La solution
d’ordre un du problème (6.15) est résolue par l’algorithme itératif suivant :
1. Les vecteurs b(1) et q(1) sont initialisés par des vecteurs normés de tailles res-
pectives (P×1) et (N×1).
2. La dérivée du critère (6.15) par rapport à b(1) est donnée par la matrice 2C(1)b(1)
où C(1) = [b(1)
′
A(1)b(1)]B(1) + [b(1)
′
B(1)b(1)]A(1), tout d’abord calculée à partir des
valeurs initiales de b(1) et q(1).
(a) La matrice C(1) est décomposée en K lignes C(1)k , telles que C
(1) = [C(1)
′
1 | . . . |C(1)
′
K ]
′.
A partir des vecteurs C(1)k sont calculés les vecteurs normés b
(1)
k = C
(1)
k b
(1)/||C(1)k b(1)||,
avec b(1)
′
= [b(1)
′
1 | . . . |b(1)
′
K ].
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(b) On en déduit les composantes partielles t(1)k = Xk(X
′
kXk)
−1/2b(1)k pour k =
(1, . . . ,K).
(c) La composante q(1) est la première composante principale normée de
l’ACP du tableau concaténé des composantes partielles [t(1)1 | . . . |t(1)K ].
(d) La matrice C(1) est recalculée, jusqu’à convergence, à partir des nouvelles
valeurs des vecteurs b(1) et q(1).
3. Une fois la convergence obtenue, les composantes globales et partielles, t(1) et
t(1)k , sont directement déduites des vecteurs b
(1) et q(1) : t(1)k = Xk(X
′
kXk)
−1/2b(1)k et
t(1) =
∑
k a
(1)
k t
(1)
k avec a
(1)
k = cov(q
(1), t(1)k )/
√∑
l cov2(q(1), t
(1)
l ).
Afin de déterminer les composantes d’ordre deux, la même démarche est effectuée
en remplaçant les tableaux Xk et Y par leurs résidus respectifs de la régression sur
la première composante globale t(1). Cette procédure est répétée plusieurs fois pour
obtenir des composantes globales (t(1), . . . , t(h)), ainsi que les composantes partielles
associées. La procédure de déflation conduit à l’obtention de composantes globales
mutuellement orthogonales. Les composantes (t(1), . . . , t(h)) obtenues peuvent servir
à des fins de prédiction, en régressant les variables Y sur celles-ci.
6.1.4 Méthodes issues de la régression PLS pour le cas de (K +1) tableaux
Nous avons souligné que les méthodes présentées dans les paragraphes 6.1.2 et
6.1.3 peuvent être vulnérables à la multicolinéarité à divers degrés : colinéarité parmi
les variables Y, au sein des tableaux Xk ou à l’échelle du tableau concaténé X. Pour
pallier ce problème, nous considérons des extensions du critère de la régression
PLS pour le traitement de (K + 1) tableaux. Le lecteur intéressé peut se référer à
Vivien [2002] pour une revue bibliographique complète sur le sujet. Sont évoquées
ici celles basées sur la maximisation d’un critère et dont la résolution est issue d’une
décomposition spectrale.
Régression PLS multibloc
La méthode ACPVI multibloc, présentée dans le paragraphe 6.1.3 page 97, ré-
pond aux problématiques de traitement des données d’épidémiologie animale, mais
semble sensible au problème de multicolinéarité au sein de chaque tableau Xk du fait
des contraintes de norme imposées aux composantes partielles tk. Nous proposons
de considérer le même critère en posant cette fois des contraintes de norme sur les
axes associés aux composantes tk plutôt que sur les composantes tk elles-mêmes. De
manière plus précise, le critère (6.16) à maximiser est :
Q∑
q=1
cov2(yq, t(1)) avec t(1) =
K∑
k=1
a(1)k t
(1)
k , t
(1)
k = Xkw
(1)
k , (6.16)∑K
k=1 a
(1)2
k = 1, ||w(1)k || = 1
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Comme précédemment, nous pouvons montrer que les solutions de ce problème de
maximisation (6.16) sont également solutions du problème (6.17).
cov2(u(1), t(1)) avec t(1) =
K∑
k=1
a(1)k t
(1)
k , u
(1) = Yv(1), (6.17)
t(1)k = Xkw
(1)
k ,
∑K
k=1 a
(1)2
k = 1, ||w(1)k || = ||v(1)|| = 1
La solution de ce problème est donnée par u(1) = Yv(1) avec v(1) le premier vecteur
propre normé de (1/N2)(Y′XX′Y) associé à la plus grande valeur propre λ(1), et par
t(1) = Xw(1) avec w(1) le premier vecteur propre normé de (1/N2)(X′YY′X) associé
à la même valeur propre λ(1). Par la suite w(1) est partitionné en blocs normés
conformément à la division de X en K blocs : w(1) = [w(1)∗1 | . . . |w(1)∗K ]′ avec w(1)k =
w(1)∗k /||w(1)∗k ||. Les composantes t(1)k sont ensuite déterminées par t(1)k = Xkw(1)∗k /||w(1)∗k ||. Il
découle que les coefficients a(1)k = ||w(1)∗k || et ainsi que
∑
k a
(1)2
k =
∑
k ||w(1)∗k ||2 = ||w(1)||2 = 1.
Il ressort de ce développement que la solution est basée sur la régression PLS des
tableaux X concaténé et Y, sans réellement tenir compte de la partition du tableau
X en K blocs.
En remplaçant la composante t(1) par son expression t(1) =
∑
k a
(1)
k t
(1)
k dans le critère
(6.17), nous avons une écriture intéressante et équivalente du critère à maximiser,
sous la forme (6.18).
K∑
k=1
cov2(u(1), t(1)k ) avec t
(1)
k = Xkw
(1)
k , u
(1) = Yv(1), (6.18)
||w(1)k || = ||v(1)|| = 1
Cette fois, seules les composantes t(1)k = Xkw
(1)
k et u
(1) = Yv(1), associées respectivement
aux tableaux Xk et Y sont déterminées, ce qui donne une autre vision de la méthode,
qui devient comparable en terme de critère à l’analyse de concordance généralisée et
à l’analyse de co-inertie multiple orthogonale détaillées dans le paragraphe suivant.
Vivien [2002, p. 143] démontre que la régression PLS multibloc (MPLS), dans le cas
d’un seul tableau Y à expliquer, est aussi basée sur la maximisation des critères
(6.17) et (6.18). La régression PLS multibloc est initialement présentée par Wold
[1984] sous forme d’un algorithme itératif complexe issu de l’algorithme NIPALS,
détaillé par la suite par Wangen et Kowalski [1988]. Cette méthode permet de relier
K tableaux Xk à un (ou plusieurs) tableau(x) Y. Dans le cas d’un seul tableau Y,
Westerhuis et al. [1998]; Qin et al. [2001] puis Vivien [2002, p. 144] montrent que
l’algorithme itératif initial est équivalent à l’algorithme qui consiste à effectuer tout
d’abord une régression PLS de Y sur le tableau concaténé [X1| . . . |XK] pour trouver
les composantes globales t(1) = Xw(1) et u(1) = Yv(1). Ce qui revient à dire que w(1) est
le premier vecteur propre normé de (1/N2)(X′YY′X) et que v(1) le premier vecteur
propre normé de (1/N2)(Y′XX′Y), associés à la plus grande valeur propre λ(1). Les
axes partiels w(1)k associés à chaque tableau Xk peuvent être calculés soit à partir du
découpage du vecteur w(1) en K sous-vecteurs normés, w(1)k = w[k]
(1)/||w[k](1)||, soit
à partir du vecteur v(1), w(1)k = X
′
ku
(1)/||X′ku(1)||. Vivien [2002, p. 144] montre que les
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coefficients ak peuvent être calculés par a
(1)
k = cov(u
(1), t(1)k )/
√∑
l cov2(u(1), t
(1)
l ). Tous
ces résultats corroborent le développement de la méthode PLS multibloc présentée
ci-dessus.
Comme pour l’ACPVI multibloc, le choix est fait d’effectuer les déflations par
rapport aux composantes globales, afin de focaliser davantage sur la restitution de
la variabilité du tableau Y [Westerhuis et Coenegracht, 1997]. En effet, ces auteurs
montrent que la reconstitution des tableaux Xk en terme d’inertie expliquée est
meilleure avec une déflation sur les composantes globales t que sur les composantes
partielles tk.
Analyse de concordance généralisée et analyse de co-inertie multiple orthogonale
La généralisation de l’analyse de concordance (CONCORg) au traitement de
(K + 1) tableaux est proposée par Lafosse et Hanafi [1997]. CONCORg est présentée
par ses auteurs comme une généralisation dissymétrique de l’analyse inter-batterie
(paragraphe 3.1.3 page 53). CONCORg est basée sur la maximisation du critère
(6.18) de la méthode PLS multibloc. Les composantes (t1, . . . , tK) et u sont donc
choisies de façon à ce que chacune résume le tableau auquel elle est associée et que
la somme des covariances au carré entre chaque composante tk et la composante
u soit la plus grande possible. On peut noter que l’équivalence du critère (6.18)
avec le critère (6.17) pour laquelle une composante globale t est déterminée, est
démontrée par Lafosse et Hanafi [1997, Prop. 3.1] et Kissita et al. [2004, Annexe 6.1].
De ce fait, les solutions d’ordre un de CONCORg sont les mêmes que celles de la
méthode MPLS. Lafosse et Hanafi [1997] indiquent que la composante t =
∑
k aktk,
moyenne pondérée des composantes tk, représente un compromis. Les coefficients
ak, proportionnels à cov(tk,u) pour chaque valeur de k, indiquent les importances
respectives des tableaux Xk pour décrire Y [Hanafi et Lafosse, 2001]. Les solutions
d’ordre suivant de CONCORg diffèrent de celles de la méthode MPLS car elles sont
basées sur les déflations des tableaux Xk sur leurs axes wk respectifs. Du fait du
choix des déflations, sur les axes plutôt que sur les composantes, CONCORg est une
méthode plus descriptive et moins prédictive que la méthode MPLS. Comme pour
l’analyse de concordance (paragraphe 3.1.3 page 53), du fait de l’orthogonalité des
axes partiels, il est possible de décomposer l’inertie de chaque tableau Xk en parts
concordante, discordante et bruit, vis à vis du tableau Y. Comme l’orthogonalité
des axes wk implique celle des axes v, la décomposition de l’inertie du tableau Y
peut être réalisée de façon similaire. La part concordante représente l’information
contenue dans Xk qui explique linéairement Y. La part discordante est l’erreur de
régression des variables de Xk sur Y. Le bruit est la part d’information pour laquelle
il n’y a pas de lien linéaire entre Xk et Y [Hanafi et Lafosse, 2001].
L’analyse de co-inertie multiple orthogonale (ACIMO) proposée par Vivien
[1999, 2002] est aussi basée sur la maximisation du critère (6.18). La solution d’ordre
un est donc la même que celle des méthodes CONCORg et MPLS [Vivien, 2002].
Les solutions d’ordre suivant de l’ACIMO diffèrent car elles sont basées sur les dé-
flations des tableaux Xk sur leurs composantes tk respectives et du tableau Y sur
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la composante u. Les composantes (t(1)k , . . . , t
(h)
k ), pour k = (1, . . . ,K), et (u
(1), . . . ,u(h))
sont donc orthogonales par construction, ce qui permet à chaque composante d’ex-
pliquer une part différente (des étapes précédentes) de l’inertie du tableau qu’elle
résume [Vivien, 2002]. Le choix de réaliser des déflations sur les composantes par-
tielles ne permet pas de représentation simultanée de l’ensemble des variables ou
des individus sur des composantes communes, comme c’est le cas pour la méthode
MPLS avec déflation sur les composantes globales.
6.1.5 Extension de la latent root regression au cas de (K + 1) tableaux
Dans l’objectif de proposer une méthode adaptée à la description et la pré-
diction de (K + 1) tableaux, robuste à la multicolinéarité des variables explicatives
notamment, nous proposons une méthode, qui constitue une extension de la ver-
sion modifiée de la latent root regression présentée au paragraphe 3.1.2 page 51 pour
le cas de variables X structurées en K blocs et d’un tableau Y. Comme pour les
méthodes présentées précédemment, chaque tableau est résumé par une compo-
sante : la composante u résume le tableau Y, la composante globale t le tableau
concaténé X = [X1| . . . |XK] et les K composantes partielles tk, chacun des blocs Xk.
Un rôle central est donné aux composantes associées au tableau concaténé X. Cette
méthode est appelée LRR multibloc [Bougeard et al., 2007]. Les solutions d’ordre
un sont obtenues par maximisation de la somme des carrés des covariances entre
la composante globale t(1) et chacune des composantes u(1) et (t(1)1 , . . . , t
(1)
K ), ce qui
revient à maximiser le critère :
cov2(u(1), t(1)) +
K∑
k=1
cov2(t(1)k , t
(1)) avec t(1) = Xw(1), u(1) = Yv(1) (6.19)
t(1)k = Xkw
(1)
k et ||w(1)|| = ||v(1)|| = ||w(1)k || = 1
Le critère peut s’écrire (1/N2)
[
(t′(1)Yv(1))2 +
∑
k(t′(1)Xkw
(1)
k )
2
]
. Il est facile de montrer
que w(1) est le premier vecteur propre normé de la matrice (1/N2)(X′YY′X+X′XX′X)
associé à la plus grande valeur propre λ(1). Les composantes t(1), u(1), t(1)k , et les axes
partiels v(1) et w(1)k , sont directement calculés à partir de w
(1) : t(1) = Xw(1), v(1) =
Y′t(1)/||Y′t(1)||, u(1) = Yv(1), w(1)k = X′kt(1)/||X′kt(1)|| et t(1)k = Xkw(1)k . La solution d’ordre
un de la méthode LRR multibloc peut être vue comme une analyse de co-inertie
multiple [Chessel et Hanafi, 1996] des tableaux (Y,X1, . . . ,XK) sous la contrainte
que la composante globale soit une combinaison linéaire du tableau concaténé X
[Bougeard et al., 2005a].
Les composantes d’ordre deux sont obtenues en considérant les résidus, X(1)k
et Y(1), de la régression des matrices Xk et Y sur la composante globale t(1). La
procédure est répétée plusieurs fois pour obtenir les composantes d’ordre suivant.
Cette procédure de déflation conduit à l’obtention de composantes orthogonales
qui, de proche en proche, restituent la variabilité du tableau Y. Les composantes
(t(1), . . . , t(h)) ainsi obtenues peuvent servir à des fins de prédiction, en régressant les
variables Y sur celles-ci : Y = t(1)c(1)
′
+ · · ·+ t(h)c(h)′ + Y(h). Comme les composantes
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globales sont des combinaisons linéaires des variables de X : t(1) = Xw∗(1), . . . , t(h) =
Xw∗(h), ce qui mène au modèle Y = X(w∗(1)c(1)′ + · · ·+ w∗(h)c(h)′) + Y(h).
6.2 Vision synthétique des méthodes liant K tableaux Xk à
un tableau Y
6.2.1 Uniformité des critères associées à différentes contraintes
Synthèse des méthodes (K + 1)-tableaux
Les méthodes permettant d’étudier K tableaux orientés vers un (K + 1)ieme sont
basées sur un nombre limité de critères, résumés dans le tableau 6.1. Le critère
adopté en général consiste à maximiser la somme des carrés des covariances entre
les composantes associées aux tableaux Xk et la composante associée à Y : cov2(tk,u).
Dans ce cas, seules des composantes partielles sont calculées, ce qui ne permet
pas d’avoir une vision globale de l’ensemble des variables étudiées. Cependant,
l’équivalence avec le problème qui consiste à maximiser cov2(t,u), avec t combinaison
linéaire des composantes partielles tk, lève cette limite et permet ainsi la comparaison
d’un grand nombre de méthodes, présentées initialement par la maximisation de
l’un ou l’autre des deux critères. Cette équivalence est démontrée par Lafosse et
Hanafi [1997] pour CONCORg, par Vivien [2002] pour les méthodes ACIMO et
MPLS, par Kissita et al. [2004] pour l’ACGTR et dans le paragraphe 6.1.3 page 97
pour l’ACPVI multibloc. Une autre vision de la généralisation des critères pour les
méthodes (K + 1)-tableaux est proposée par Hanafi et Lafosse [2001]; Vivien [2002];
Kissita et al. [2004], au travers de la maximisation d’un même critère, associée à des
métriques différentes (i.e. identité ou Mahalanobis).
Choix des déflations
La déflation des tableaux de données sur des axes ou composantes, permet
de retirer de ces tableaux l’information extraite à l’étape précédente. Ceci fournit
des solutions emboîtées, ce qui est un avantage pour l’interprétation des résultats.
De plus, l’inertie des tableaux est ainsi décomposée sur les dimensions étudiées
[Vivien, 2002]. Les axes ou composantes sur lesquels est réalisée la déflation sont
mutuellement orthogonaux par construction. La première question est d’effectuer
la déflation des tableaux soit sur les axes, soit sur les composantes. La déflation sur
les axes oriente vers une interprétation plus descriptive et donc moins explicative
que celle sur les composantes. Les méthodes ayant recours à ce type de déflation
sont plus orientées vers l’étude des individus que vers celle des variables [Vivien,
2002, p. 146]. Notre objectif étant centré sur la description des liens entre variables
et sur la prédiction de Y, le choix est fait d’effectuer la déflation des tableaux sur les
composantes plutôt que sur les axes.
La seconde question est de réaliser ces déflations sur les composantes globales ou
partielles. Vivien [2002, p. 269] choisit d’effectuer les déflations sur les composantes
partielles plutôt que globales. L’auteur considère les prédicteurs comme des blocs
et postule que l’intérêt des méthodes multiblocs est de proposer un ajustement par
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Méthode Critère à maximiser Contrainte Déflation et orthogonalité
LRR multibloc ||w|| = ||wk || = ||v|| = 1 Déflation de X sur t (t⊥)
cov2(t,u) +
∑
k cov2(t, tk)
ACG ss contrainte ||w|| = ||tk || = ||u|| = 1 Déflation de X sur t (t⊥)
ACGTR ||tk || = ||u|| = 1 Déflation de Xk sur tk
(tk⊥) et (u⊥)
PLS multibloc ||w|| = ||wk || = ||v|| = 1 Déflation de X sur t (t⊥)∑
k cov2(u, tk) ou
CONCORg cov2(t,u) avec t =
∑
k aktk ||w|| = ||wk || = ||v|| = 1 Déflation de Xk sur wk
et
∑
k a2k = 1 (wk⊥) et (v⊥)
ACIMO ||w|| = ||wk || = ||v|| = 1 Déflation de Xk sur tk (tk⊥)
et de Y sur u (u⊥)
De plus (wk⊥) et (v⊥)
∑
k cov2(u, tk) ou
ACPVI multibloc cov2(t,u) avec t =
∑
k aktk ||tk || = ||v|| = 1 Déflation de X sur t (t⊥)
et
∑
k a2k = 1
var(t)
∑
k cov2(u, tk)
ACPVI multibloc avec t =
∑
k aktk ||tk || = ||v|| = 1 Déflation de X sur t (t⊥)
à résolution iter. et
∑
k a2k = 1
T. 6.1 – Méthodes permettant de décrire le lien entre K tableaux Xk (k = 1, . . . ,K) et
un tableau Y.
bloc de prédicteurs. Westerhuis et Coenegracht [1997]; Westerhuis et Smilde [2001]
discutent ce choix dans le cadre de la méthode PLS multibloc. Leur stratégie étant
basée sur la qualité de la prédiction, ils montrent que le modèle est plus performant
quand il est issu de la déflation sur les composantes globales. C’est cette raison qui
nous a amené à préconiser d’effectuer les déflations des tableaux sur les composantes
globales. En épidémiologie animale, les facteurs de risque des maladies sont souvent
répartis dans chacun des blocs de variables. Comme les informations contenues
dans chaque bloc sont peu liées ou fonctionnent en covariation, les modélisations
partielles ne donnent qu’une image fragmentée et donc peu représentative de la
réalité, du lien entre X et Y. L’utilisation de composantes globales fournit des outils
pratiques aussi bien pour l’interprétation des résultats (représentations graphiques
de toutes les variables) que pour la prédiction.
6.2.2 Apports des méthodes (K + 1)−tableaux par rapport aux méthodes
2-tableaux
Pré-traitement des données
Le fait d’introduire plusieurs groupes de variables en tant qu’éléments actifs
dans une même analyse impose d’équilibrer leur influence a priori dans cette ana-
lyse [Lebart et al., 2000, p. 344]. Les variables étant centrées et généralement réduites,
l’inertie de chaque tableau est égale au nombre de variables du tableau considéré.
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Dans le cadre du traitement des données d’épidémiologie animale, la structure des
variables explicatives en blocs de taille déséquilibrée n’a pas de sens biologique et
peut poser problème pour la sélection des blocs et des variables influençant une
maladie (paragraphe 2.2.2 page 39). Cette limite est reprise par la problématique
[3] du travail de recherche (paragraphe 2.3 page 41). Une standardisation par fac-
teur d’échelle est proposée de façon à ce que les tableaux X = [X1| . . . |XK] et Y aient
la même inertie, égale à un par exemple ; il découle que l’inertie des tableaux Xk
pour k = (1, . . . ,K) est égale à 1/K. Cette standardisation par facteur d’échelle donne
ainsi plus de poids au tableau Y dans l’analyse, car ce tableau comprend souvent
beaucoup moins de variables que le tableau X. Cette standardisation par facteur
d’échelle est préconisée par Wold et al. [1996]; Casin [1996]; Westerhuis et Coe-
negracht [1997]; Vivien [2002]. La standardisation par facteur d’échelle que nous
avons adoptée transforme les tableaux, après centrage et réduction des variables,
de la façon suivante :
Xk→ Xk/
√
K.inertie(Xk) puis X = [X1| . . . |XK]
Y→ Y/√inertie(Y)
Il faut donc noter qu’à la suite de cette standardisation par facteur d’échelle,
les variables X et Y ne sont plus réduites. On note de plus que, le tableau X =
[X1| . . . |XK] étant issu de la concaténation des blocs Xk après standardisation par
facteur d’échelle, les variances des variables le constituant ne sont pas les mêmes,
les variables appartenant à un même bloc ayant une même variance. Cette façon de
pré-traiter les données correspond parfaitement aux contraintes des données d’épi-
démiologie animale : les variables doivent être réduites car elles ont des échelles de
mesure différentes. Cependant, un bloc contenant beaucoup de variables a la même
influence qu’un groupe en contenant moins.
Influence des blocs dans l’analyse
Dans le cadre de la prédiction d’un tableau Y par K tableaux Xk (k = 1, . . . ,K), il est
important pour l’utilisateur de mesurer l’influence de chaque bloc Xk dans l’expli-
cation de Y. Dans le cas des méthodes ACGTR, ACPVI multibloc, ACPVI multibloc
à résolution itérative et PLS multibloc, des coefficients ak normés sont introduits
de façon à ce que t =
∑
k aktk. Pour les méthodes ACGTR, ACPVI multibloc et PLS
multibloc, les coefficients a(h)k sont calculés pour chaque dimension h = (1, . . . ,H) par
la formule (6.20). L’utilisation de la moyenne normée de ces coefficients élevés au
carré sur les dimensions (1, . . . ,hopt), hopt étant la dimension optimale du modèle
liant Y à X, peut être appliquée pour l’évaluation de l’influence des blocs. Cette
influence moyenne est nommée B(1−hopt)k (formule 6.21). Il faut noter que, même si
ces coefficients sont toujours calculables, ils ne sont pas optimisés par la méthode
LRR multibloc.
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a(h)k =
cov(u(h), t(h)k )√∑
l cov2(u(h), t
(h)
l )
(6.20)
B(1−hopt)k =
∑hopt
h=1 a
(h)2
k
hopt
(6.21)
D’autres critères sont discutés par Vivien [2002, p. 130], mais ils ne nous semblent
pas parfaitement adaptés à nos données. L’utilisation de la norme des vecteurs des
coefficients ||β[k]|| relatifs à chaque tableau Xk rapportée à celle du vecteur ||β|| est
intéressante. Cependant, elle comporte des limites pour les méthodes sensibles aux
quasi-colinéarités car la norme du vecteur des coefficients peut être arbitrairement
grande.
Sensibilité à la multicolinéarité
Au niveau conceptuel, l’idée de résumer des tableaux de variables par des com-
posantes devrait suffire à diminuer la sensibilité des résultats à la multicolinéarité
des variables au sein de chacun des tableaux. Pourtant, la façon de calculer ces
composantes peut être sensible à la multicolinéarité au sein de certains tableaux.
Cette sensibilité varie selon les méthodes et peut s’évaluer au travers des matrices
à inverser dans les critères à maximiser. A ce titre, les méthodes LRR multibloc,
PLS multibloc, CONCORg et ACIMO semblent peu sensibles aux multicolinéari-
tés entre variables. Leur résolution ne nécessite aucune inversion de matrice de
variance-covariance. A l’inverse, l’ACG sous contrainte est à la fois sensible aux
multicolinéarités au sein du tableau Y et de chacun des tableaux Xk. l’ACGTR est
sensible aux multicolinéarités au sein des tableaux X et Y, et l’ACPVI multibloc à
la multicolinéarité des variables au sein des K tableaux (X1, . . . ,XK). L’ACPVI multi-
bloc a résolution itérative ayant un mode de résolution complexe, sa sensibilité aux
multicolinéarités est évaluée par la suite sur une application. Des recommandations
sur l’utilisation de ces méthodes peuvent donc être données par le tableau 6.2.
Multicolinéarité au sein Méthodes sensibles Méthodes alternatives
. . .des tableaux Xk ACPVI mult., LRR mult., PLS mult.
ACG ss contrainte CONCORg, ACIMO, ACGTR
. . .du tableau X ACGTR LRR mult., PLS mult.
CONCORg, ACIMO, ACPVI mult.
. . .du tableau Y ACGTR, LRR mult., PLS mult.
ACG ss contrainte CONCORg, ACIMO, ACPVI mult.
T. 6.2 – Sensibilité des méthodes (K + 1)-tableaux à la multicolinéarité au sein des
différents tableaux de variables.
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6.2.3 Choix de la dimension optimale du modèle de régression
Pour définir le nombre optimum de composantes du modèle liant Y à l’ensemble
des variables X, la méthode de validation croisée décrite dans le paragraphe 3.2.2
page 55, avec deux échantillons de calibration et de validation, peut être utilisée
[Stone, 1974]. Cette méthode permet le calcul de l’erreur moyenne de calibration
(RMSEC) et de l’erreur moyenne de validation (RMSEV), calculées à partir des
résultats de la validation croisée. Les erreurs RMSEC et RMSEV, ainsi que les indices
Q(h)2 et Q(h)2cum qui en sont issus, définis à l’origine dans le cadre de la régression
PLS, sont adaptables aux modèles multi-tableaux [Vivien, 2002, p. 129]. Il faut noter
que pour le cas où les variables Y sont centrées et réduites, le calcul de RMSE(0)C =∑Q
q=1
∑N
n=1 y
2
qn =
√
(N−1)/N [Tenenhaus, 1998, p. 83]. Cependant, dans le contexte
considéré ici, le tableau Y est standardisé après le centrage et la réduction des
variables (paragraphe 6.2.2), ce qui donne RMSE(0)C =
√
(N−1)/(NQ).
Louwerse et al. [1999] proposent deux démarches de validation plus spécifi-
quement adaptées aux méthodes multiblocs (modèle Tucker3 dans cet exemple).
Cependant, l’application de ces démarches dans le cadre des méthodes discutées ici
suppose que l’on adapte ces méthodes au cas des tableaux comportant des données
manquantes.
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Chapitre 7
Continuum de méthodes
permettant de décrire et relier
(K + 1) tableaux
7.1 Un continuum pour cadre général aux méthodes liant
(K + 1) tableaux
7.1.1 Proposition d’un continuum
D la même façon que pour les méthodes liant deux tableaux X et Y (paragraphe4.1.1 page 59), il est possible de résumer toutes ces méthodes au travers d’unmême continuum résumé par le critère (7.1). Le critère à maximiser, ainsi que les
contraintes de norme qui lui sont associées, sont modifiés par les variations de trois
paramètres. Ce continuum permet de regrouper et d’unifier les méthodes décrites
dans le tableau 6.1. Il faut bien sûr noter que cette synthèse n’est valable que pour les
solutions d’ordre un, car les déflations sont ensuite spécifiques à chaque méthode.
αcov2(u(1), t(1)) + (1−α)
∑
k
cov2(t(1)k , t
(1))
avec t(1) = Xw(1), u(1) = Yv(1), t(1)k = Xkw
(1)
k (7.1)
γ1||w(1)k ||2 + (1−γ1)||t(1)k ||2 = 1, γ2||v(1)||2 + (1−γ2)||u(1)||2 = 1
0 ≤ α ≤ 1, 0 ≤ γ1 ≤ 1, 0 ≤ γ2 ≤ 1
Il est possible de présenter la plupart des méthodes traitant (K+1) tableaux dans
un même espace à trois dimensions (figure 7.1) en se basant sur les variations des
trois paramètres α, γ1 et γ2, dont le rôle est détaillé dans le paragraphe 4.1.2 page
61. Ce résumé n’est valide que pour les solutions d’ordre un. Le positionnement des
méthodes (K +1)−tableaux de la figure 7.1 peut être directement mis en regard avec
celui des méthodes liant 2 tableaux, présenté dans le paragraphe 4.1.1 page 59.
Comme pour le cas des méthodes liant deux tableaux X et Y (paragraphe 4.1.4
page 65), le paramètre α ajuste la méthode à l’objectif du traitement statistique, plus
ou moins orienté vers l’explication du tableau Y. Les paramètres γ1 et γ2 modifient
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F. 7.1 – Illustration des cas particuliers du continuum généralisant les principales
méthodes liant K tableaux Xk pour k = (1, . . . ,K) à un tableau Y (solutions d’ordre
un).
les contraintes de norme associées à chaque tableau et ajustent ainsi la méthode
pour pallier le problème de multicolinéarités des variables au sein de chaque bloc.
Selon les valeurs des trois paramètres du continuum, différents cas particuliers
apparaissent. Pour le cas où le paramètre α est nul (pas d’orientation vers l’explica-
tion d’un tableau Y), on retrouve soit l’analyse canonique généralisée (normalisation
des composantes), soit l’analyse de co-inertie multiple, ou ACOM [Chessel et Hanafi,
1996] (normalisation des axes). Les deux méthodes intermédiaires proposées, latent
root regression multibloc et analyse canonique généralisée sous contrainte, se placent
dans le plan intermédiaire (α= 1/2). Du fait du critère maximisé, ces deux méthodes
apparaissent à mi-chemin entre les analyses K tableaux (α = 0) et les analyses (K +1)
tableaux (α = 1). Pour le cas (α = 1), les méthodes ACGTR, PLS multibloc et ACPVI
multibloc, sont respectivement basées sur des extensions de l’ACG, de la régression
PLS et de l’ACPVI pour le cas de K tableaux Xk et d’un tableau à expliquer Y.
7.1.2 Sélection des continuums à explorer dans le cadre du traitement des
données d’épidémiologie animale
Comme pour le cas des méthodes liant deux tableaux X et Y (paragraphe 4.1.4
page 65), l’idée d’un continuum unifiant un grand nombre de méthodes traitant
(K +1) tableaux est intéressante du point de vue théorique, chaque paramètre ayant
un rôle clair qui facilite son interprétation. Cependant, du point de vue pratique,
l’exploration d’un continuum à trois dimensions (voire quatre en incluant le nombre
de dimension h du modèle) semble peu réaliste. Quelques continuums, basés sur
la variation d’un seul paramètre, répondant aux problématiques relatives aux don-
nées d’épidémiologie animale exposées dans le paragraphe 2.3 page 41, sont donc
sélectionnés.
Les deux continuums explorés pour le cas de deux tableaux (paragraphe 4.2
page 66) sont étendus au cas de (K + 1) tableaux. Le premier continuum exploré
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est donc une extension du continuum LRR (paragraphe 4.2.1 page 66), basé sur les
variations du paramètre α. Afin de mieux comprendre l’influence des contraintes de
norme dans le cadre des méthodes traitant (K +1) tableaux, un continuum parallèle
basé lui aussi sur les variations du paramètre α est exploré autour de l’analyse
canonique généralisée sous contrainte. Le dernier continuum exploré dans le cadre
du traitement de deux tableaux (continuum ACPVI−PLS, paragraphe 4.2.2 page
68) est lui aussi étendu au cas multibloc.
7.2 Continuums explorés dans le cadre de (K + 1) tableaux
7.2.1 Continuum LRR multibloc
Le continuum LRR multibloc est une extension du continuum LRR adapté au
traitement de deux tableaux (paragraphe 4.2.1 page 66). Il est basé sur les variations
du paramètreα au travers de la maximisation du critère (7.2) [Bougeard et al., 2005b].
(1−α)
K∑
k=1
cov2(t(1)k,α, t
(1)
α ) +αcov
2(u(1)α , t
(1)
α )
avec t(1)α = Xw
(1)
α , t
(1)
k,α = Xkw
(1)
k,α, u
(1)
α = Yv
(1)
α (7.2)
||w(1)α || = ||w(1)k,α|| = ||v(1)α || = 1 et 0 ≤ α ≤ 1
La solution est donnée par w(1)α premier vecteur propre de la matrice (1/N2)[αX′YY′X+
(1−α)X′XX′X] associé à la plus grande valeur propre λ(1)α . Les axes partiels sont cal-
culés à partir de la composante t(1)α = Xw
(1)
α : v
(1)
α = Y′t
(1)
α /||Y′t(1)α || et w(1)k,α = X′kt(1)α /||X′kt(1)α ||.
Les solutions d’ordre suivant sont obtenues par remplacement des tableaux X et Y
par leurs résidus de la régression de X et Y sur la première composante t(1)α dans
le critère à maximiser. La figure 7.2 illustre la famille de méthodes explorées par le
continuum LRR multibloc. En faisant varier le paramètre α, le continuum explore les
solutions comprises entre l’analyse de co-inertie multiple [Chessel et Hanafi, 1996]
des tableaux (X1, . . . ,XK) pour (α = 0), la méthode LRR multibloc appliquée à (K +1)
tableaux (Y,X1, . . . ,XK) pour (α = 1/2) et la régression PLS multibloc pour (α = 1).
7.2.2 Continuum ACG sous contrainte
Le continuum associé à l’analyse canonique généralisée sous contrainte (para-
graphe 6.1.2 page 94) peut être mis en regard du continuum LRR multibloc. Le
critère à maximiser est identique, seules les contraintes de normes diffèrent. Pour
le continuum ACG sous contrainte, les contraintes sont posées sur les composantes
tk et u et non pas sur les axes wk et v comme pour le continuum LRR multibloc.
Pour ces continuums par contre, une contrainte de norme sur l’axe w est posée, afin
de limiter la sensibilité aux quasi-colinéarités entre les variables du tableau conca-
téné X. La comparaison des résultats de ces deux continuums permet d’apprécier
l’influence des contraintes de normes sur les résultats donnés par les méthodes. Le
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F. 7.2 – Illustration du domaine exploré par le continuum LRR multibloc.
critère du continuum ACG sous contrainte est basé sur les variations du paramètre
α au travers la maximisation du critère (7.3).
(1−α)
K∑
k=1
cov2(t(1)k,α, t
(1)
α ) +αcov
2(u(1)α , t
(1)
α )
avec t(1)α = Xw
(1)
α , t
(1)
k,α = Xkw
(1)
k,α, u
(1)
α = Yv
(1)
α (7.3)
||w(1)α || = ||t(1)k,α|| = ||u(1)α || = 1 et 0 ≤ α ≤ 1
La solution de ce problème est donnée par w(1)α premier vecteur propre de la matrice
(1/N2)
[
αX′Y(Y′Y)−1Y′X + (1−α)X′∑k(Xk(X′kXk)−1X′k)X] associé à la plus grande va-
leur propre λ(1)α . Les composantes partielles sont calculées à partir de la projection de
la composante t(1)α = Xw
(1)
α sur les espaces associés aux autres tableaux. Ceci conduit à
u(1)α = [Y(Y′Y)−1Y′t
(1)
α ]/||Y(Y′Y)−1Y′t(1)α || et t(1)k,α = [Xk(X′kXk)−1X′kt(1)α ]/||Xk(X′kXk)−1X′kt(1)α ||.
Les solutions d’ordre suivant sont obtenues par remplacement des tableaux X et Y
par leurs résidus de la régression sur la première composante t(1)α dans le critère à
maximiser. La figure 7.3 illustre la famille de méthodes explorées par le continuum
ACG sous contrainte. En faisant varier le paramètre α, le continuum explore les
solutions comprises entre l’analyse canonique généralisée des tableaux (X1, . . . ,XK)
pour (α = 0), l’analyse canonique généralisée sous contrainte appliquée aux (K + 1)
tableaux (Y,X1, . . . ,XK) pour (α = 1/2) et l’ACGTR pour (α = 1). Les solutions d’ordre
supérieur à un diffèrent des résultats issus des méthodes ACG et ACGTR car les dé-
flations de ces méthodes sont réalisées respectivement sur les composantes partielles
tk, ainsi que u et tk.
7.2.3 Continuum ACPVI−PLS multibloc
La méthode ACPVI multibloc est basée, pour la détermination du vecteur v asso-
cié au tableau Y, sur la décomposition spectrale de la matrice
∑
k Y′Xk(X′kXk)
−1X′kY et
la régression PLS multibloc sur la décomposition spectrale de la matrice (Y′XX′Y) =
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F. 7.3 – Illustration du domaine exploré par le continuum ACG sous contrainte.
∑
k Y′(X′kXk)Y. Il apparaît donc que la méthode PLS multibloc est basée sur une
contraction des matrices (X′kXk)
−1 vers les matrices identités Ipk pour k = (1, . . . ,K).
Le continuum détaillé ici établit un lien entre l’ACPVI multibloc et la méthode PLS
multibloc. Le continuum ACPVI−PLS multibloc est une extension du continuum
ACPVI−PLS, adaptée au traitement de deux tableaux (paragraphe 4.2.2 page 68). Il
est basé sur les variations du paramètre γ1 à travers la maximisation du critère (7.4).
cov2(u(1)γ1 , t
(1)
γ1 ) avec t
(1)
γ1 =
K∑
k=1
a(1)k,γ1t
(1)
k,γ1
, t(1)k,γ1 = Xkw
(1)
k,γ1
, u(1)γ1 = Yv
(1)
γ1 (7.4)∑K
k=1 a
(1)2
k,γ1
= 1, ||v(1)γ1 || = 1, γ1||w(1)k,γ1 ||2 + (1−γ1)||t
(1)
k,γ1
||2 = 1, 0 ≤ γ1 ≤ 1
Pour résoudre la maximisation de ce critère, un changement de variable b(1)k,γ1 =
[γ1I+ (1−γ1)(X′kXk)]1/2w(1)k,γ1 est opéré, qui permet d’obtenir ||b
(1)
k,γ1
||= 1. Il s’ensuit que
t(1)k,γ1 = Xk[γ1I + (1−γ1)(X′kXk)]−1/2b
(1)
k,γ1
= X∗kb
(1)
k,γ1
avec X∗k = Xk[γ1I + (1−γ1)(X′kXk)]−1/2.
La solution de ce problème est donnée en considérant v(1)γ1 comme le vecteur propre
de la matrice (1/N2)
∑
k Y′X∗kX
∗′
k Y = (1/N
2)
∑
k Y′Xk[(1−γ1)X′kXk +γ1I]−1X′kY, associé
à la plus grande valeur propre λ(1)γ1 . Les axes associés aux tableaux Xk sont calculés
à partir de la composante u(1)γ1 = Yv
(1)
γ1 : w
(1)
k,γ1
= [(1− γ1)(X′kXk) + γ1I]−1X′ku(1)γ1 /||[(1−
γ1)(X′kXk) +γ1I]
−1/2X′ku
(1)
γ1 ||. De ces axes, sont déduits les composantes t(1)k,γ1 = Xkw
(1)
k,γ1
ainsi que les coefficients a(1)k,γ1 = cov(u
(1)
γ1 , t
(1)
k,γ1
)/
√∑
l cov2(u
(1)
γ1 , t
(1)
l,γ1
). La composante glo-
bale est ensuite calculée grâce à t(1)γ1 =
∑K
k=1 a
(1)
k,γ1
t(1)k,γ1 . Les solutions d’ordre suivant sont
obtenues par remplacement des tableaux X et Y par leurs résidus de la régression
sur la première composante t(1)γ dans le critère à maximiser. La figure 7.4 illustre la
famille de méthodes explorées par le continuum. En faisant varier le paramètre γ1,
le continuum explore les solutions comprises entre l’ACPVI multibloc des tableaux
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(Y,X1, . . . ,XK) pour (γ1 = 0) et la méthode PLS multibloc pour (γ1 = 1).
F. 7.4 – Illustration du domaine exploré par le continuum ACPVI−PLS multibloc.
7.2.4 Sélection des paramètres optimaux des continuums
Comme pour le cas des continuums s’appliquant au traitement de deux tableaux,
deux paramètres sont à estimer : le paramètre du continuum (α ou γ1 selon le
continuum étudié) et le nombre h de composantes (t(1), . . . , t(h)) à retenir dans le
modèle expliquant Y par X. La même méthode de validation croisée, détaillée dans
le paragraphe 4.2.3 page 73, est donc utilisée.
Chapitre 8
Application au traitement de
données d’épidémiologie animale
organisées en (K + 1) tableaux
8.1 Données et problématique
Ldonnées sont issues d’une enquête analytique portant sur la maladie de l’amai-grissement du porcelet [Rose et al., 2003a]. L’un des principaux facteurs infec-tieux de cette maladie est le circovirus PCV2. Le tableau de données comporte
158 élevages sur lesquels sont mesurées 36 variables organisées en cinq blocs décrits
dans le tableau 8.1. Le tableau Y, composé de trois variables, mesure la proportion
d’animaux ayant réagi à l’infection par le virus PCV2 (truies, porcs charcutiers et
porcelets). Les variables X sont organisées en quatre tableaux : X1 relatif aux me-
sures de bio-sécurité et d’hygiène, X2 reflétant la conduite d’élevage, X3 lié à la
structure de l’élevage et X4 relatif aux co-facteurs infectieux et vaccins. Les variables
qualitatives ont été codées selon un codage disjonctif complet. Le premier objectif
de l’étude est de décrire les liens entre les variables et entre les blocs de variables,
et de déterminer les variables permettant de différencier les élevages. Le second
objectif est à la fois de déterminer, parmi les variables de X, celles qui sont facteurs
de risque de la prévalence des séropositivités des élevages au circovirus PCV2 et
de mesurer l’influence des blocs de variables Xk (k = 1, . . . ,4) dans l’explication de
cette séropositivité des élevages au circovirus PCV2. Les variables, ayant des unités
de mesure différentes, sont centrées et réduites. Le nombre de variables différant
nettement d’un bloc à un autre, ceux-ci sont standardisés par un facteur d’échelle
suivant la procédure décrite dans le paragraphe 6.2.2 page 106.
Les méthodes développées pouvant être sensibles à la multicolinéarité au sein
de chacun des tableaux, un indice de conditionnement maximal (décrit dans le
paragraphe 4.2.2 page 70) relatif à chaque tableau est calculé et reporté dans le
tableau 8.2. Il ne semble pas y avoir de multicolinéarité majeure dans ce jeu de
données car l’indice de conditionnement maximal de chaque tableau est inférieur
au seuil de 20 [Erkel-Rousse, 1995].
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Bloc Variable Description
CIRCOPS Proportion de porcelets ayant réagi à l’infection par le PCV2 en post-sevrage
Y CIRCOPC Proportion de porcs ayant réagi à l’infection par le PCV2 en engraissement
CIRCOTR Proportion de truies ayant réagi à l’infection par le PCV2
MAVPOR Sens de circulation des animaux (marche en avant)
MAVHOM Sens de circulation des hommes (marche en avant)
PEDILUV Utilisation d’un pédiluve dans chaque salle de l’élevage
AIGJET Utilisation d’une aiguille jetable par truie pour les vaccins
X1 DETERENG Détersion supplémentaire de la salle d’engraissement après lavage
VIDFOSEnon Vidange de la fosse (partielle vs pas de vidange)
VIDFOSEtot Vidange de la fosse (partielle vs totale)
DESINFGES Désinfection des stalles de gestation
LAVTRUIM Lavage des truies à l’entrée en maternité
DVSM Durée du vide sanitaire en maternité
GESBANDEmel Séparation physique des bandes de truies gestantes (externe vs mélange)
GESBANDEsep Séparation physique des bandes de truies gestantes (externe vs séparées)
GESCOCHTmel Position des cochettes au sein des travées (externe vs mélange)
GESCOCHTsep Position des cochettes au sein des travées (externe vs séparées)
NOUPRES Présence d’une nursery pour une partie de la bande
X2 AGECAST Age des porcelets mâles à la castration
TXREN Taux de renouvellement du troupeau de truies
AGESEV Age des porcelets au sevrage
PSNPOR Nombre de portées par case en post-sevrage
QUARBAND Nombre de lots par salle en quarantaine
DURQUAR Durée moyenne de la quarantaine (en semaines)
NBVER Nombre moyen de verrats introduits par an
NBENG Nombre d’élevages engraisseurs dans un rayon de 2 km autour de l’élevage
NBNAIENG Nombre d’élevages naisseurs-engraisseurs dans un rayon de 2 km autour de l’élevage
CLOISON Cloisons entre les préfosses en engraissement
X3 ALIMENGnourri Type d’alimentation en engraissement (soupe vs nourrisoupe)
ALIMENGsec Type d’alimentation en engraissement (soupe vs sec)
SURFENG Surface des cases en engraissement
LOCQUAR Type de locaux en quarantaine (semi-claustration ou claustration)
FOSMAT Profondeur des préfosses en maternité
SDRP Vaccination des truies contre le virus SDRP
X4 PARVOQG Utilisation du même antigène contre le parvovirus en quarantaine et lors de la gestation
PARVOCO Proportion de cochettes ayant réagi positivement à l’infection au parvovirus
T. 8.1 – Description des variables et des blocs de variables.
8.2 Description de tableaux structurés en blocs
8.2.1 Interprétation des composantes
Evolution des inerties expliquées par les composantes globales
La figure 8.1 illustre le pourcentage cumulé des inerties expliquées par les com-
posantes globales (t(1), . . . , t(h)). La restitution de l’inertie par les composantes globales
n’est pas la même pour chacune des méthodes. Par exemple, pour restituer 50% de
l’inertie, la méthode LRR multibloc nécessite 9 composantes, la PLS multibloc 12
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Tableau Y X X1 X2 X3 X4
Indice η 2.02 8.49 2.88 3.74 4.13 1.30
T. 8.2 – Indice de conditionnement maximal relatif à chaque tableau pour le jeu
de données sur le cirocvirus PCV2.
composantes, l’ACPVI multibloc 22 composantes et l’ACPVI multibloc itérative 23
composantes. Si l’objectif est de décrire les données, une méthode résumant l’infor-
mation sur un nombre réduit de composantes est préférée (LRR multibloc sur cet
exemple).
F. 8.1 – Pourcentage cumulé des inerties expliquées par les composantes globales
(t(1), . . . , t(h)). Comparaison des résultats des méthodes LRR multibloc, PLS multibloc,
ACPVI multibloc et ACPVI multibloc itérative.
La variance de la première composante globale t(1) peut être considérée comme
une mesure de stabilité de cette composante, étant entendu que lorsque cette va-
riance est relativement faible, nous pourrions être en mesure de supposer qu’elle
reflète du bruit. La figure 8.2 illustre ces résultats. L’analyse de co-inertie multiple, ou
ACOM (paragraphe 7.1.1 page 111), n’est pas orientée vers l’explication du tableau
Y ; elle apparaît plus stable que les autres méthodes. Sur cet exemple, la méthode
LRR multibloc dont le critère est intermédiaire entre l’explication de X et de Y donne
des résultats proches de ceux de l’ACOM. Les extensions multiblocs de l’ACPVI et
de la régression PLS comportent la même évolution de la variance de t(1) que ceux
de l’ACPVI et la régression PLS pour le cas de deux tableaux : la méthode PLS
multibloc apparaît plus stable que l’ACPVI multibloc.
Evolution de l’inertie des tableaux expliquée par les composantes globales
La figure 8.3 représente les parts d’inertie des tableaux X et Y expliquées par les
composantes globales. le tableau X est expliqué de façon à peu près équivalente par
les quatre méthodes, même si la méthode LRR multibloc en donne une meilleure
explication. Pour ce qui est de l’explication du tableau Y par les composantes glo-
bales, les résultats des quatre méthodes diffèrent nettement. L’ACPVI multibloc
puis la régression PLS multibloc donnent une bonne explication du tableau Y sur
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F. 8.2 – Comparaison des inerties expliquées par la composante t(1) pour les conti-
nuums LRR mutibloc et ACPVI−PLS multibloc. Les cas particuliers de ces conti-
nuums sont aussi indiqués.
les premières composantes. Ces deux méthodes ont un effet un critère orienté vers
l’optimisation du lien entre X et Y. Les méthodes LRR multibloc et ACPVI à résolu-
tion itérative expliquent moins bien le tableau Y. La méthode PLS multibloc fournit,
sur cet exemple, un compromis intéressant entre une bonne explication du tableau
Y et une explication correcte du tableau X.
F. 8.3 – Pourcentage cumulé des inerties des tableaux X et Y expliquées par les
composantes globales. Comparaison des résultats des méthodes LRR multibloc, PLS
multibloc, ACPVI multibloc et ACPVI multibloc itérative.
L’inertie du tableau Y expliquée par la première composante globale t(1) peut
être considérée comme une mesure de la qualité d’ajustement du modèle aux don-
nées (figure 8.4). La régression PLS multibloc, dont le critère est plus orienté vers
l’explication du tableau Y, apparaît sur cet exemple comme ayant une meilleure
qualité qualité d’ajustement que l’ACOM. Les contraintes de norme ont aussi une
influence sur la qualité qualité d’ajustement de la méthode. La comparaison de la
qualité qualité d’ajustement de l’ACPVI multibloc à celle de la régression PLS mul-
tibloc montre que le fait de poser des contraintes sur les composantes associées aux
tableaux Xk (ACPVI multibloc) plutôt que sur les axes (régression PLS multibloc)
augmente, sur cet exemple, l’orientation de la méthode vers l’explication de Y.
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F. 8.4 – Comparaison des inerties du tableau Y expliquées par la composante t(1)
pour les continuums LRR mutibloc et ACPVI−PLS multibloc. Les cas particuliers
de ces continuums sont aussi indiqués.
L’explication du tableau X par les composantes globales est comparable d’une
méthode à une autre (figure 8.3), mais l’importance des tableaux Xk (k = 1, . . . ,4) dans
la construction de ces composantes n’est pas la même. La figure 8.5 illustre ces diffé-
rences. Les tableaux X1, X2 et dans une moindre mesure X3 sont expliqués de façon
comparable par les quatre méthodes, même si les composantes de la méthode LRR
multibloc expliquent un peu mieux les tableaux X1, X2 et surtout X3. De nettes diffé-
rences apparaissent pour l’explication du tableau X4 par les composantes globales.
Les méthodes LRR multibloc et PLS multibloc tiennent nettement plus compte du
tableau X4 pour la construction des composantes globales que les autres méthodes,
notamment pour les premières dimensions.
8.2.2 Représentation factorielle
Interprétation de la carte des variables
Les variables de X et de Y peuvent être représentées sur un système formé par les
composantes globales t, orthogonales mutuellement par construction. Les figures
8.6 et 8.7 illustrent ces représentations sur le plan des deux premières dimensions
(t(1), t(2)) pour les méthodes LRR multibloc, PLS multibloc, ACPVI multibloc et
ACPVI multibloc itérative. Sur les cartes factorielles des méthodes ACPVI multibloc
et PLS multibloc, les variables Y relatives à la proportion de truies (CIRCOTR)
et de porcelets (CIRCOPS) séropositifs au virus PCV2 sont liées et non corrélées
à la proportion de porcs à l’engrais séropositifs (CIRCOPC). Cette image semble
proche de la réalité des faits en élevage. En effet, les truies et les porcelets sont
élevés ensemble en maternité (au préalable de la prise de sang qui a lieu lorsque
les porcelets sont en post-sevrage, séparés de leur mère), ce qui explique que leurs
proportions de séroprévalence soient comparables. Les porcs à l’engrais, plus âgés,
ont perdu trace de l’immunité colostrale reçue de la truie. Ils sont élevés dans
d’autres bâtiments et sont donc soumis à un milieu différent. La méthode LRR
multibloc fournit des résultats la différenciant nettement des autres méthodes : les
trois variables Y sont bien expliquées sur ce plan et essentiellement par les variables
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F. 8.5 – Pourcentage cumulé des inerties des tableaux Xk (k = 1, . . . ,4) expliquées par
les composantes globales. Comparaison des résultats des méthodes LRR multibloc,
PLS multibloc, ACPVI multibloc et ACPVI multibloc itérative.
relatives au tableau X4 résumant les co-facteurs infectieux et vaccins. La méthode
ACPVI multibloc itérative explique aussi la variable CIRCOPC opposée cette fois-ci
à CIRCOPS. Il faut noter que la carte factorielle de cette dernière méthode positionne
de façon particulière les variables de chaque tableau Xk : les variables du tableau
X2, et dans une moindre mesure X4, sont positionnées sur l’axe opposant CIRCOPC
à CIRCOPS, et sont orthogonales à l’axe sur lequel sont positionnées les variables
des tableaux X3 et X1.
Comme les quatre cartes factorielles positionnent différemment les variables,
seule la carte de l’ACPVI multibloc est interprétée ici. Pour déterminer les facteurs de
risque relatifs à la proportion d’animaux séropositifs après infection par le circovirus
PCV2, il est essentiel de raisonner sur l’ensemble des variables Y. En effet, un
élevage ayant un profil à risque est un élevage où la proportion de truies et de
porcelets séropositifs est faible (la truie transmet peu d’anticorps à ses porcelets par
le colostrum) et où en revanche la proportion de porcs à l’engrais séropositifs est
élevée (forte pression d’infection virale) [Rose et al., 2003a]. Sur la carte factorielle
de l’ACPVI multibloc, les variables ayant des coordonnées négativement corrélées
à la composante t(1) sont donc associées au profil d’élevage à risque. La variable
FOSMAT, relative à la profondeur des préfosses en maternité, par exemple, est
interprétée comme un facteur de risque pour l’élevage. A l’inverse, les variables
ayant des coordonnées positivement corrélées à la composante t(1) sont associées
à un profil d’élevage présentant peu de risque. La variable PEDILUV, définissant
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l’utilisation d’un pédiluve dans chaque salle de l’élevage, est interprétée comme un
facteur de risque à effet protecteur pour l’élevage.
(a) LRR multibloc
(b) PLS multibloc
F. 8.6 – Représentation factorielle de l’ensemble des variables sur le plan des
composantes globales (t(1), t(2)).
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(a) ACPVI multibloc
(b) ACPVI multibloc à résolution itérative
F. 8.7 – Représentation factorielle de l’ensemble des variables sur le plan des
composantes globales (t(1), t(2)).
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Interprétation du plan des individus
Il est intéressant de mettre en regard des cartes factorielles des variables, les
plans des individus, pour les quatre méthodes étudiées (figure 8.8). La couleur des
individus est liée à la variable à expliquer CIRCOPC, qui représente la proportion de
porcs charcutiers séropositifs après infection par le circovirus PCV2. Les individus
colorés en jaune sont ceux pour lesquels la variables CIRCOPC a de faibles valeurs,
et ceux qui sont colorés en rouge sont ceux qui ont des valeurs plus élevées pour
cette même variable. L’évolution de cette coloration est conforme à la position de la
variable CIRCOPC sur les plans des composantes (t(1), t(2)) (figures 8.6 et 8.7).
F. 8.8 – Représentation factorielle des individus sur le plan des composantes
globales (t(1), t(2)).
8.3 Prédiction à partir de tableaux structurés en blocs
8.3.1 Evolution de la norme du vecteur de coefficients
La norme du vecteur de coefficients de régression du modèle où une seule
composante t(1) est retenue, ||β(1)||, varie en fonction des valeurs des paramètres
des deux continuums étudiés (figure 8.9). Le continuum LRR multibloc donne des
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valeurs de ||β(1)|| plus élevées pour les méthodes les plus orientées vers l’explication
des variables Y ; il s’agit de la méthode PLS multibloc en comparaison à la méthode
ACOM. On note que le continuum ACPVI − PLS multibloc donne des résultats
comparables au continuum dont il est issu dans le cas de deux tableaux (paragraphe
5.3.1 page 83).
F. 8.9 – Comparaison de la norme du vecteur de coefficients β(1) pour les conti-
nuums LRR multibloc et ACPVI−PLS multibloc. Les cas particuliers de ces conti-
nuums sont aussi indiqués.
8.3.2 Nombre optimal de dimensions
Résultats pour les méthodes (K + 1)−tableaux
La figure 8.10 illustre l’évolution de l’erreur moyenne de calibration et de vali-
dation selon le nombre de composantes conservées dans le modèle, pour les quatre
méthodes étudiées. L’erreur moyenne de calibration (RMSEC) illustre la qualité de
l’ajustement du modèle aux données. L’erreur moyenne de validation (RMSEV)
illustre la qualité prédictive du modèle. Cette dernière est calculée grâce à la pro-
cédure validation croisée décrite dans le paragraphe 3.2.2 page 55 sur la base de
(m = 500) simulations. En terme d’ajustement du modèle aux données, l’ACPVI
multibloc puis la méthode PLS multibloc sont les plus performantes sur ce jeu de
données. On retrouve les résultats donnés par la figure 8.3, illustrant l’inertie du
tableau Y expliquée par les composantes t. En effet, l’évolution de cette inertie est
une autre façon de mesurer la qualité de l’ajustement du modèle aux données. La
qualité prédictive générale du modèle est la meilleure pour la méthode LRR multi-
bloc. Les méthodes PLS multibloc et ACPVI multibloc sont les moins prédictives sur
cet exemple. Il faut noter que le modèle prédictif optimal (minimisation de l’erreur
moyenne de validation) est donné par la LRR multibloc ou l’ACPVI multibloc à
résolution itérative associée à une composante (RMSEV = 0.0808).
Résultats pour les continuums (K + 1)−tableaux
Les figures 8.11 et 8.12 illustrent l’évolution de l’erreur moyenne de calibration
et de validation selon le nombre de composantes conservées dans le modèle, pour
les deux continuums étudiés. L’erreur moyenne de validation (RMSEV) est calculée
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F. 8.10 – Erreur moyenne de calibration (RMSEC) et de validation (RMSEV) pour
les méthodes LRR multibloc, PLS multibloc, ACPVI multibloc et ACPVI multibloc
itérative.
grâce à la procédure validation croisée sur la base de (m = 200) simulations. Les
paramètres α et γ1 associés aux continuums varient entre 0 et 1 avec un pas de
0.01. Comme les paramètres des continuums sont déterminés de façon à minimi-
ser l’erreur de prédiction, les continuums donnent des résultats optimaux pour la
prédiction des variables Y par l’ensemble des variables X.
La figure 8.11 montre que, sur cet exemple, le continuum LRR multibloc a une
moins bonne qualité de d’ajustement du modèle aux données que les méthodes LRR
multibloc et surtout que PLS multibloc. Par contre, ce continuum apporte une légère
amélioration par rapport à la méthode ACOM en terme de qualité de prédiction. En
effet, les valeurs moyennes des paramètres α optimaux sont inférieures à 0.4, c’est à
dire proches des valeurs prises pour la méthode ACOM (α = 0). Il faut noter que les
résultats présentés ne sont pas exactement ceux de l’ACOM (sauf pour la solution
d’ordre un) car les déflations des tableaux sont réalisées sur les composantes globales
et non pas sur les axes partiels comme c’est le cas pour la méthode originelle.
F. 8.11 – Erreur moyenne de calibration (RMSEC) et de validation (RMSEV) pour
le continuum LRR multibloc (α optimum) et ses cas particuliers : ACOM (α = 0),
LRR multibloc (α = 1/2) et PLS multibloc (α = 1).
Sur cet exemple, peu de différences de résultats apparaissent entre les méthodes
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ACPVI multibloc et PLS multibloc, ainsi qu’avec le continuum situé entre celles-ci
(figure 8.12). L’ACPVI multibloc donne des résultats apparaissant tout de même
comme un peu mieux ajustés aux données, mais prédisant légèrement moins bien
Y à partir de l’ensemble des variables X. Le continuum donne des résultats compa-
rables à ceux de la méthode PLS multibloc. Les valeurs moyennes des paramètres
γ1 optimum sont de l’ordre de 0.6− 0.7 (et donc proche de la PLS multibloc, cas
particulier associé à γ1 = 1) du moins sur les 15 premières dimensions.
F. 8.12 – Erreur moyenne de calibration (RMSEC) et de validation (RMSEV) pour
le continuum ACPVI−PLS multibloc (γ1 optimum) et ses cas particuliers : ACPVI
multibloc (γ1 = 0) et PLS multibloc (γ1 = 1).
Sélection du nombre optimal de dimensions pour les méthodes (K + 1)−tableaux
Les indices Q(h)2 et Q(h)2cum décrits dans le paragraphe 6.2.3 page 109 permettent
de faire un compromis entre les résultats donnés par les erreurs moyennes de ca-
libration et de validation. L’apport d’une composante t(h) dans le modèle peut être
évalué par la valeur de l’indice Q(h)2 (significatif au-delà du seuil empirique de
0.0975). L’apport des composantes (t(1), . . . , t(h)) est évalué par la valeur de l’indice
Q(h)2cum (significatif au-delà du seuil empirique de 0.5). Les résultats, pour les quatre
méthodes comparées, sont donnés dans le tableau 8.3. Ces indices donnent des résul-
tats proches et ne permettent pas de bien différencier les méthodes. Pour l’ensemble
des méthodes étudiées, seul l’apport de la première composante est significatif. Trois
ou quatre composantes sont nécessaires pour prédire correctement le tableau Y.
8.3.3 Influence des blocs et des variables dans l’explication de Y
Influence des blocs dans l’explication du tableau Y
Les résultats du paragraphe précédent sont utilisés pour choisir le nombre opti-
mal de dimensions du modèle. Comme l’objectif est d’avoir une méthode à la fois
descriptive et prédictive, l’indice Q(h)2cum est utilisé pour sélectionner le modèle opti-
mal. Un modèle à (h = 4) dimensions est donc sélectionné pour les quatre méthodes
étudiées. L’importance des blocs dans l’explication des variables Y est donnée dans
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Méthode Dimension h Q(h)2 Q(h)2cum
1 0.9803 (*) 0.9803 (*)
2 -1.3082 (NS) 0.0.9545 (*)
LRR multibloc 3 -1.501 (NS) 0.8862 (*)
4 -1.5998 (NS) 0.7041 (*)
5 -1.6984 (NS) 0.2016 (NS)
1 0.9802 (*) 0.9802 (*)
2 -1.3492 (NS) 0.0.9536 (*)
PLS multibloc 3 -1.7053 (NS) 0.8744 (*)
4 -1.9713 (NS) 0.6269 (*)
5 -2.2041 (NS) -0.1956 (NS)
1 0.9799 (*) 0.9799 (*)
2 -1.513 (NS) 0.9495 (*)
ACPVI multibloc 3 -2.0353 (NS) 0.8468 (*)
4 -2.4161 (NS) 0.4165 (NS)
5 -2.6353 (NS) -0.903 (NS)
1 0.9803 (*) 0.9803 (*)
2 -1.2462 (NS) 0.9557 (*)
ACPVI mult.iter. 3 -1.4358 (NS) 0.8921 (*)
4 -1.5897 (NS) 0.7206 (*)
5 -1.7384 (NS) 0.2349 (NS)
T. 8.3 – Valeurs des indices Q(h)2 et Q(h)2cum selon les cinq premières dimensions
du modèle pour les méthodes LRR multibloc, PLS multibloc, ACPVI multibloc et
ACPVI multibloc itérative. L’astérisque indique un apport significatif, NS indique
un apport non significatif.
le tableau 8.4 grâce à la moyenne des coefficients a2k sur les quatre premières dimen-
sions (paragraphe 6.2.2 page 107).
La méthode LRR multibloc donne plus de poids aux tableaux X3 (structure
de l’élevage) et X4 (co-facteurs infectieux et vaccins) que les autres méthodes. A
l’inverse, les méthodes ACPVI multibloc à résolution directe et itérative donnent
plus de poids aux tableaux X1 (biosécurité et hygiène) et X2 (conduite d’élevage). La
méthode PLS multibloc donne un poids relativement équilibré aux quatre tableaux
dans l’explication de Y.
Influence des variables X dans l’explication du tableau Y
L’influence des variables X, issues des différents tableaux Xk (k = 1, . . . ,4) est don-
née par les coefficients de régression des variables X pour expliquer les variables
Y. Afin de ne pas alourdir l’interprétation des résultats, seuls les coefficients de ré-
gression de la méthode LRR multibloc pour un modèle optimal à quatre dimensions
sont donnés. En effet, sur cet exemple, cette méthode fournit un bon compromis
entre la description et l’explication des données. Les écarts types et intervalles de
variabilité à 95% sont calculés à partir des résultats issus des (m = 500) simulations.
L’interprétation de ces coefficients de régression est faite au travers des odds ratio
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Méthode Bloc X1 Bloc X2 Bloc X3 Bloc X4
LRR multibloc 14.9% 11.1% 43.5% 30.5%(h = 4 dim.)
PLS multibloc 27.3% 22.7% 20.1% 29.9%(h = 4 dim.)
ACPVI multibloc 30.2% 33.3% 19.8% 16.7%(h = 4 dim.)
ACPVI mult.iter. 30.8% 35.5% 22.1% 11.6%(h = 4 dim.)
T. 8.4 – Importance des blocs Xk (k = 1, . . . ,4) dans le modèle liant X à Y pour les
méthodes LRR multibloc, PLS multibloc, ACPVI multibloc et ACPVI multibloc ité-
rative. X1=biosécurité & hygiène, X2=conduite d’élevage, X3=structure de l’élevage
et X4=co-facteurs infectieux & vaccins.
et de leurs intervalles de variabilité (définis paragraphe 1.2.3 page 25), comme c’est
l’usage pour les données d’épidémiologie animale. L’interprétation des facteurs de
risque de l’ensemble de l’élevage est basé sur l’interprétation conjointe des odds ratio
liés aux trois variables Y à expliquer. Un élevage au profil protecteur vis à vis de la
pression d’infection par le circovirus PCV2 est un élevage où la proportion de porce-
lets et de truies présentant une séroconversion après infection par le circovirus PCV2
est élevée et où la proportion de porcs à l’engrais présentant une séroconversion est
faible. Un facteur de risque à effet protecteur est donc une variable explicative pour
laquelle l’odds ratio est supérieur à un (valeur un non comprise dans l’intervalle de
variabilité) pour les variables à expliquer CIRCOPS et CIRCOTR, et est inférieur à
un pour la variable à expliquer CIRCOPC. A l’inverse, un facteur de risque est une
variable explicative pour laquelle l’odds ratio est inférieur à un pour les variables
à expliquer CIRCOPS et CIRCOTR et est supérieur à un pour la variable à expli-
quer CIRCOPC. Une variable explicative dont les odds ratio contiennent la valeur un
dans ses intervalles de variabilité n’est pas considérée comme ayant une influence
significative sur les variables à expliquer.
L’épidémiologiste utilise le sens et la significativité des odds ratio pour orienter
des actions à mener en vue d’améliorer le statut sanitaire du troupeau vis à vis
de la pression d’infection par le circovirus PCV2. Afin de clarifier l’interprétation,
nous donnons tout d’abord le profil de l’élevage pouvant permettre d’améliorer la
situation chez le porc à l’engrais. Il consiste à :
1. utiliser un pédiluve dans chaque salle de l’élevage,
2. désinfecter les salles de gestation,
3. mélanger les cochettes (=truies nullipares) et les truies adultes,
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Bloc Variables X CIRCOPS CIRCOPC CIRCOTR
MAVPOR -0,01 [-0,23 ;0,21] -0,03 [-0,27 ;0,20] -0,01 [-0,23 ;0,20]
MAVHOM -0.16 [-0,41 ;0,10] 0.24 [-0,03 ;0,50] -0.09 [-0,33 ;0,16]
PEDILUV 0.23 [0,00 ;0,47] -0.42 [-0,69 ;-0,14] 0.15 [-0,05 ;0,35]
AIGJET -0.06 [-0,31 ;0,19] 0.10 [-0,17 ;0,37] -0.02 [-0,28 ;0,23]
X1 DETERENG 0.11 [-0,16 ;0,37] -0.26 [-0,54 ;0,02] 0.10 [-0,18 ;0,38]
VIDFOSEnon -0.01 [-0,25 ;0,23] 0.09 [-0,19 ;0,36] -0.03 [-0,28 ;0,21]
VIDFOSEtot 0.00 [-0,22 ;0,22] -0.09 [-0,33 ;0,45] -0.03 [-0,27 ;-0,24]
DESINFGES 0.15 [-0,08 ;0,39] -0.36 [-0,62 ;-0,11] 0.12 [-0,15 ;0,38]
LAVTRUIM 0.00 [-0,25 ;0,25] -0.08 [-0,36 ;0,20] -0.01 [-0,24 ;0,23]
DVSM 0.00 [-0,21 ;0,20] -0.08 [-0,36 ;0,20] -0.01 [-0,22 ;0,19]
GESBANDEmel -0.11 [-0,35 ;0,14] 0.15 [-0,09 ;0,39] -0.08 [-0,36 ;0,19]
GESBANDEsep 0.07 [-0.14 ;0.29] -0.04 [-0,29 ;0,21] 0.03 [-0,18 ;0,23]
GESCOCHTmel 0.17 [-0,05 ;0,40] -0.31 [-0,57 ;-0,06] 0.12 [-0,11 ;0,35]
GESCOCHTsep -0.11 [-0,36 ;0,13] 0.10 [-0,16 ;0,35] -0.06 [-0,30 ;0,19]
NOUPRES 0.00 [-0,25 ;0,25] -0.02 [-0,29 ;0,25] 0.00 [-0,25 ;0,25]
X2 AGECAST 0.00 [-0,22 ;0,23] -0.14 [-0,36 ;0,08] 0.01 [-0,23 ;0,24]
TXREN 0.08 [-0,16 ;0,32] -0.20 [-0,48 ;0,07] 0.07 [-0,18 ;0,31]
AGESEV 0.19 [0,03 ;0,41] -0.36 [-0,57 ;-0,15] 0.11 [-0,12 ;0,33]
PSNPOR 0.04 [-0,19 ;0,27] -0.13 [-0,35 ;0,09] 0.04 [-0,20 ;0,27]
QUARBAND 0.03 [-0,21 ;0,27] -0.10 [-0,35 ;0,15] 0.01 [-0,23 ;0,26]
DURQUAR -0.01 [-0,24 ;0,21] 0.13 [-0,13 ;0,39] -0.02 [-0,25 ;0,21]
NBVER -0.13 [-0,33 ;0,07] 0.29 [0,07 ;0,51] 0.08 [-0,29 ;0,12]
NBENG -0.08 [-0,30 ;0,14] 0.32 [0,08 ;0,55] -0.07 [-0,34 ;0,19]
NBNAIENG 0.10 [-0,11 ;0,30] -0.08 [-0,33 ;0,17] 0.06 [-0,15 ;0,27]
CLOISON 0.19 [-0,01 ;0,39] -0.32 [-0,54 ;-0,09] 0.11 [-0,11 ;0,34]
X3 ALIMENGnourri 0.29 [0,04 ;0,53] -0.52 [-0,79 ;-0,24] 0.17 [-0,03 ;0,37]
ALIMENGsec -0.02 [-0,23 ;0,19] -0.05 [-0,28 ;0,18] -0.02 [-0,25 ;0,20]
SURFENG 0.11 [-0,19 ;0,41] -0.37 [-0,63 ;-0,11] 0.08 [-0,19 ;0,35]
LOCQUAR 0.02 [-0,19 ;0,24] -0.16 [-0,39 ;0,08] 0.05 [-0,18 ;0,28]
FOSMAT -0.16 [-0,44 ;0,11] 0.19 [-0,11 ;0,50] -0.10 [-0,36 ;0,16]
SDRP 0.24 [-0,01 ;0,50] -0.10 [-0,34 ;0,14] 0.26 [0,02 ;0,50]
X4 PARVOQG 0.28 [0,02 ;0,54] -0.01 [-0,28 ;0,26] -0.03 [-0,28 ;0,21]
PARVOCO 0.42 [0,16 ;0,68] 0.12 [-0,13 ;0,40] 0.15 [-0,09 ;0,39]
T. 8.5 – Coefficients de régression et leurs intervalles de variabilité à 95%, du
modèle liant X à Y, pour la méthode LRR multibloc avec (h = 4) dimensions.
4. retarder l’âge au sevrage des porcelets,
5. limiter le nombre de verrats introduits dans l’élevage,
6. limiter le nombre d’élevages engraisseurs dans un rayon de 2 km,
7. mettre des cloisons entre les préfosses en engraissement,
8. préférer l’alimentation nourrisoupe plutôt que soupe,
9. augmenter la surface des cases en engraissement.
Le profil d’élevage pouvant permettre d’améliorer la situation chez les truies et les
porcelets consiste à :
1. préférer l’alimentation nourrisoupe plutôt que soupe lors de l’engraissement,
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2. vacciner les truies contre le virus SDRP,
3. utiliser le même antigène contre le parvovirus en quarantaine et lors de la
gestation des cochettes et truies,
4. augmenter la proportion de cochettes ayant réagi positivement à l’infection
au parvovirus.
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Bloc Variables X CIRCOPS CIRCOPC CIRCOTR
MAVPOR 0,99 [0,80 ;1,23] 0,97 [0,76 ;1,23] 0,99 [0,80 ;1,23]
MAVHOM 0,85 [0,66 ;1,10] 1,27 [0,97 ;1,65] 0,92 [0,72 ;1,17]
PEDILUV 1,26 [1,00 ;1,61] 0,66 [0,50 ;0,87] 1,16 [0,96 ;1,42]
AIGJET 0,94 [0,73 ;1,21] 1,10 [0,84 ;1,45] 0,98 [0,76 ;1,26]
X1 DETERENG 1,11 [0,85 ;1,45] 0,77 [0,58 ;1,02] 1,11 [0,84 ;1,46]
VIDFOSEnon 0,99 [0,78 ;1,26] 1,09 [0,83 ;1,44] 0,97 [0,76 ;1,23]
VIDFOSEtot 1,00 [0,81 ;1,25] 0,92 [0,72 ;1,16] 0,99 [0,76 ;1,27]
DESINFGES 1,16 [0,92 ;1,47] 0,70 [0,54 ;0,90] 1,12 [0,86 ;1,46]
LAVTRUIM 1,00 [0,78 ;1,28] 0,92 [0,70 ;1,22] 0,99 [0,78 ;1,26]
DVSM 1,00 [0,81 ;1,23] 0,92 [0,70 ;1,22] 0,99 [0,80 ;1,21]
GESBANDEmel 0,90 [0,70 ;1,15] 1,16 [0,91 ;1,48] 0,92 [0,70 ;1,21]
GESBANDEsep 1,07 [0,87 ;1,33] 0,96 [0,75 ;1,23] 1,03 [0,84 ;1,26]
GESCOCHTmel 1,19 [0,95 ;1,49] 0,73 [0,57 ;0,94] 1,12 [0,89 ;1,42]
GESCOCHTsep 0,89 [0,70 ;1,14] 1,10 [0,85 ;1,42] 0,95 [0,74 ;1,21]
NOUPRES 1,00 [0,78 ;1,28] 0,98 [0,75 ;1,28] 1,00 [0,78 ;1,28]
X2 AGECAST 1,00 [0,80 ;1,26] 0,87 [0,70 ;1,09] 1,01 [0,80 ;1,27]
TXREN 1,08 [0,85 ;1,37] 0,82 [0,62 ;1,08] 1,07 [0,84 ;1,37]
AGESEV 1,21 [0,97 ;1,51] 0,70 [0,57 ;0,86] 1,11 [0,89 ;1,39]
PSNPOR 1,04 [0,83 ;1,31] 0,88 [0,70 ;1,10] 1,04 [0,82 ;1,32]
QUARBAND 1,03 [0,81 ;1,31] 0,91 [0,71 ;1,16] 1,01 [0,79 ;1,29]
DURQUAR 0,99 [0,79 ;1,24] 1,14 [0,88 ;1,48] 0,98 [0,78 ;1,23]
NBVER 0,88 [0,72 ;1,07] 1,34 [1,08 ;1,67] 0,92 [0,75 ;1,13]
NBENG 0,92 [0,74 ;1,15] 1,37 [1,08 ;1,74] 0,93 [0,71 ;1,21]
NBNAIENG 1,10 [0,90 ;1,35] 0,92 [0,72 ;1,19] 1,07 [0,86 ;1,31]
CLOISON 1,21 [0,99 ;1,48] 0,73 [0,58 ;0,91] 1,12 [0,89 ;1,40]
X3 ALIMENGnourri 1,33 [1,04 ;1,70] 0,60 [0,45 ;0,79] 1,18 [0,97 ;1,44]
ALIMENGsec 0,98 [0,80 ;1,21] 0,95 [0,75 ;1,20] 0,98 [0,78 ;1,22]
SURFENG 1,12 [0,83 ;1,50] 0,69 [0,53 ;0,90] 1,09 [0,83 ;1,43]
LOCQUAR 1,02 [0,83 ;1,27] 0,86 [0,68 ;1,08] 1,05 [0,84 ;1,32]
FOSMAT 0,85 [0,64 ;1,12] 1,21 [0,90 ;1,65] 0,91 [0,70 ;1,17]
SDRP 1,28 [0,99 ;1,64] 0,90 [0,71 ;1,15] 1,30 [1,02 ;1,66]
X4 PARVOQG 1,32 [1,02 ;1,72] 0,99 [0,76 ;1,30] 0,97 [0,76 ;1,24]
PARVOCO 1,52 [1,17 ;1,98] 1,13 [0,88 ;1,50] 1,16 [0,91 ;1,48]
T. 8.6 – Odds ratio et leurs intervalles de variabilité à 95%, du modèle liant X à Y,
pour la méthode LRR multibloc avec (h = 4) dimensions. Les OR significatifs sont
en gras.
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C travail de recherche porte sur les méthodes factorielles permettant l’analysesimultanée de plusieurs tableaux. Les contraintes associées au traitement sta-tistique des données d’épidémiologie animale, détaillées dans la partie I, ont
amené à centrer ce travail de recherche sur les méthodes d’analyse factorielle qui
permettent l’analyse simultanée de plusieurs tableaux, et plus particulièrement sur
les méthodes de régression multibloc, qui orientent la description de plusieurs ta-
bleaux vers l’explication d’un autre. La prise en compte de la multicolinéarité au
sein du tableau des variables explicatives est un point qui est plus particulièrement
étudié. De nouveaux outils permettant de contourner ce problème sont proposés,
dans le cadre du traitement de deux puis de (K + 1) tableaux. Un premier choix
est fait de décrire et proposer des méthodes ainsi que des continuums sur la base
de critères à maximiser, associés à des contraintes, clairs et conformes aux objectifs
définis. Les critères proposés font le lien entre les différents tableaux, au travers des
liens entre les composantes associées à chacun de ces tableaux. Un deuxième choix
est de présenter principalement des méthodes factorielles. L’ensemble des méthodes
décrites dans les revues scientifiques et pouvant s’appliquer au traitement des don-
nées d’épidémiologie qui ne répondent pas à ce critère ne sont donc pas décrites
dans ce travail de recherche. Dans le cadre des régressions multiblocs proposées,
nous avons choisi de donner un rôle central aux composantes globales associées au
tableau qui regroupe l’ensemble des variables explicatives. Le choix de réaliser des
déflations sur ces composantes globales permet des représentations factorielles de
l’ensemble des variables sur un même graphique, ainsi qu’une modélisation prenant
en compte l’ensemble des variables explicatives.
La partie II détaille dans un premier temps les méthodes permettant de lier
deux tableaux. Les méthodes ACPVI, ACP associée à une PCR, régression PLS et
analyse canonique sont tout d’abord présentées de façon uniformisée à la fois du
point du vue du critère que des contraintes de normes et de déflation. Dans ce
cadre, une version modifiée de la latent root regression, basée sur la maximisation et
la résolution directe d’un critère est proposée. Deux nouveaux continuums, dont
les objectifs de traitement sont adaptés aux données d’épidémiologie, sont proposés
et comparés aux continuums déjà décrits dans les revues scientifiques. Le premier
relie PCR, LRR et PLS, et le second ACPVI et PLS. L’écriture des critères associés aux
méthodes sous forme de continuum permet de démontrer certaines propriétés rela-
tives aux méthodes elles-mêmes. La partie III étend les méthodes précédentes, ainsi
que les continuums qui les relient, au cas du traitement de (K+1) tableaux. Plusieurs
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méthodes de régression multibloc, adaptées à l’analyse des données d’épidémiolo-
gie animale, sont proposées. Tout d’abord une analyse canonique généralisée sous
contrainte, dont le mode de résolution illustre sa plus grande robustesse à la multi-
colinéarité que l’analyse canonique généralisée avec tableau de référence proposée
par Kissita [2003]. Puis deux méthodes s’apparentant à des extensions multiblocs
de l’ACPVI sont développées. Une dernière méthode est proposée, dérivant de l’ex-
tension multibloc de la latent root regression, dont la robustesse à la multicolinéarité
devrait être comparable à celle de la régression PLS multibloc.
L’ensemble des méthodes et continuums présentés dans ce travail de recherche
a été appliqué à de nombreux jeux de données d’épidémiologie animale. Tous ces
résultats ne sont bien entendu pas présentés. Afin de clarifier les chapitres d’appli-
cation 5 et 8, seuls les résultats des méthodes et des continuums les plus intéressants,
ainsi que leurs applications à deux jeux de données seulement, sont présentés. Ce
travail de recherche a permis d’appliquer les méthodes multiblocs à un domaine
dans lequel elles n’avaient pas encore été appliquées. Ces applications ont suscité
un grand intérêt de la part des praticiens. Aucune difficulté d’interprétation n’a été
rencontrée par les épidémiologistes et les résultats sont conformes et plus riches que
ceux obtenus au préalable par des méthodes statistiques plus classiques (référencées
dans les publications du tableau 1.1 page 27). Les possibilités graphiques offertes
par ces méthodes sont nombreuses et présentent un grand intérêt pour l’interpré-
tation ainsi que pour la communication des résultats par les épidémiologistes. En
effet, ces résultats sont communiqués à d’autres scientifiques, ainsi qu’aux éleveurs
et vétérinaires concernés par les résultats obtenus ; ils doivent donc être clairs et
accessibles à un public peu familier des méthodes d’analyse factorielle.
Les avancées en termes de traitement des données d’épidémiologie animale
sont tout d’abord de permettre la modélisation simultanée de plusieurs variables.
Ce nouveau mode de traitement permet ainsi de s’affranchir de la réalisation de
plusieurs modèles aux conclusions bien souvent différentes, ainsi qu’à la synthèse
des variables à expliquer en une seule variable de synthèse, solution qui n’est pas
toujours satisfaisante pour l’épidémiologiste qui connaît la complexité du problème
qu’il étudie. La seconde avancée apportée par les méthodes factorielles est de per-
mettre la prise en compte d’un plus grand nombre de variables explicatives qu’avec
l’utilisation les méthodes de régression plus usuelles. Ceci évite à l’épidémiologiste
un tri délicat et peu satisfaisant. Le fait d’utiliser des méthodes factorielles couplées
à des modélisations permet de plus d’associer les avantages de ces deux types de
méthodes statistiques, trop souvent dissociés dans la pratique. La troisième et plus
importante avancée est l’utilisation de méthodes peu vulnérables à la multicolinéa-
rité. Ce point crucial est à la fois pris en compte par l’application de méthodes dont
la résolution est peu sensible à la quasi-colinéarité des variables explicatives, ainsi
que par l’utilisation conjointe de la régression orthogonalisée. La dernière avancée
est de pouvoir désormais prendre en compte la structure en blocs des variables
explicatives. Ceci permet d’équilibrer le poids des blocs dans l’explication des va-
riables Y, mais aussi d’apporter de nouvelles réponses aux épidémiologistes comme
la mesure de l’influence des blocs dans l’explication de la maladie.
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Les résultats obtenus sur la base d’études de cas sont dans l’ensemble conformes
aux propriétés théoriques. Les méthodes pour lesquelles le critère est le moins
orienté vers les variables à expliquer, à savoir PCR, LRR et LRR multibloc, sont
plus explicatives des variables X que des variables Y. Les méthodes ACPVI et
ACPVI multibloc apparaissent toujours comme les méthodes les plus explicatives
des variables Y et les moins explicatives des variables X. La régression PLS apparaît
intermédiaire entre les méthodes LRR et ACPVI pour le premier jeu de données
(chapitre 5) et proche de l’ACPVI pour le second jeu de données (chapitre 8). Ces
différences ne semblent pas provenir de la structure des données en deux tableaux
ou (K + 1) tableaux, mais plutôt de la différence en termes de multicolinéarité et
de nombre d’individus des deux jeux de données utilisés. Nous pouvons noter
que l’utilisation des continuums permettant de lier les méthodes les plus intéres-
santes, apporte du point de vue pratique assez peu d’amélioration. Le continuum
est toujours proche de la méthode existante la plus performante et l’améliore peu en
pratique. Les changements ne sont pas graduels comme l’on pourrait s’y attendre.
Il conviendrait d’étayer ce point par l’analyse d’autres jeux de données et par des
études de simulations.
Toutes ces avancées méthodologiques permettent de mieux prendre en compte
la complexité des données d’épidémiologie animale. Cependant, certaines limites
apparaissent et devront être résolues par la suite afin de permettre une utilisation
plus routinière de ces méthodes dans la détermination des facteurs de risque des
maladies ou des problèmes étudiés en sécurité sanitaire des aliments.
Deux problématiques majeures relatives à la structure des données d’épidémio-
logie animale ne sont pas explorées dans ce travail de recherche. La problématique
la plus importante est relative à la structure hiérarchisée des individus, actuellement
prise en compte au travers d’effets aléatoires dans les régressions. Cette probléma-
tique est sûrement la principale limite des méthodes proposées dans le cadre de ce
travail de recherche pour leur application systématique au traitement des données
d’épidémiologie animale. En effet, ne pas prendre en compte la structure hiérarchisée
des individus rend la modélisation utilisée dans le cadre des régressions multiblocs
peu subtile en comparaison à celle utilisée dans les modèles linéaires généralisées à
effets mixtes. Actuellement, il est possible d’en faire une analyse descriptive en la vi-
sualisant sur les plans factoriels des individus. Lors de la régression orthogonalisée,
ces effets aléatoires devraient pouvoir être intégrés. La seconde problématique non
traitée est relative aux données manquantes, de l’ordre de 10% en moyenne dans ce
type d’enquête pour les données collectées à l’AFSSA (paragraphe 1.3.2 page 26).
Les solutions habituellement utilisées sont soit la suppression d’individus ou de
variables concernés, soit l’utilisation des stratégies d’imputation. Ces solutions ne
sont bien entendu pas satisfaisantes ; d’autres solutions plus performantes existent
et font l’objet de nombreuses recherches actuellement [Allison, 2002]. L’intégration
de l’algorithme NIPALS, développé initialement dans le cadre de la régression PLS,
devrait être possible.
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D’autres problématiques plus secondaires pourraient permettre une meilleure
adéquation des méthodes statistiques présentées aux spécificités des données d’épi-
démiologie animale. Les variables qualitatives ont été intégrées dans ce travail de
façon très classique grâce à l’utilisation des indicatrices des classes. Un meilleur
codage pourrait être proposé en tenant compte du lien entre la variable qualitative
et le tableau des variables à expliquer par exemple. Il faut noter de plus que le lien
entre les variables explicatives et les variables à expliquer utilisé dans ce travail de
recherche est linéaire. Dans le cas où les variables à expliquer sont qualitatives, ce
lien linéaire est moins adapté que le lien logistique par exemple. Des améliorations
pourraient aussi être apportées à la validation croisée, point crucial de validation du
modèle, en intégrant l’information contenue dans les données. Les méthodes dites
de validation croisée semi-paramétrique proposent, dans le cas où l’on dispose d’un
modèle, de ne pas réaliser la validation sur les données brutes mais plutôt sur les
résidus centrés du modèle [Freedman, 1981]. L’utilisation de techniques de valida-
tion croisée de type bootstrap permettrait de plus de calculer de réels intervalles de
confiance (i.e. calculés sur N individus) associés aux coefficients de régression du
modèle. L’extension des méthodes proposées au cas de plusieurs tableaux Y devrait
pouvoir être réalisée sans difficultés majeures. Cette extension pourrait permettre
l’étude des facteurs de risque de l’évolution d’une maladie au cours du temps par
exemple.
D’un point de vue plus théorique, l’utilisation de données simulées dont la
structure est parfaitement connue, sera réalisée par la suite pour étudier le com-
portement des méthodes présentées à la multicolinéarité des variables explicatives
notamment. Ce développement n’a pas été réalisé dans le cadre de ce travail car
l’application aux données réelles disponibles a été privilégiée. L’approche PLS offre
un cadre général à un grand nombre de ces méthodes qu’il conviendrait d’explorer
[Wold, 1982; Tenenhaus, 1998, 1999; Tenenhaus et al., 2005a,b]. Les contraintes asso-
ciées aux méthodes présentées devraient pouvoir être reliées aux différents schémas
d’estimation (mode A ou B, ainsi que les modèles centroïde, factoriel ou structurel).
Les méthodes de régression multiblocs présentées dans ce travail de recherche
sont directement applicables aux données de même structure provenant d’autres
domaines ayant des problématiques de traitement similaires, tels que la chimiomé-
trie, la sensométrie, le marketing ou l’écologie. En effet, des données multicorrélées
organisées en (K+1) tableaux sont couramment rencontrées dans la pratique. Du fait
de l’augmentation du nombre de variables recueillies et de la complexité des ques-
tions posées, notamment dans les domaines biologiques, l’utilisation des méthodes
multiblocs devrait progressivement se vulgariser.
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Résumé
C travail de recherche s’inscrit dans le cadre des méthodes factorielles qui per-mettent de décrire et prédire des données structurées en plusieurs tableaux. Lesobjectifs et la nature des données d’épidémiologie analytique dans le domaine
vétérinaire ont amené à centrer le travail sur les méthodes de régression multibloc,
qui orientent la description de plusieurs tableaux de variables vers l’explication d’un
autre tableau. Un des principaux objectifs est de contribuer à la réflexion sur la sen-
sibilité de ces méthodes à la multicolinéarité. Des méthodes statistiques existantes
sont présentées et reliées dans un cadre unifié, relevant soit de critères à maximiser
comparables, soit d’un continuum général les reliant. De nouvelles méthodes peu
vulnérables à l’égard de la multicolinéarité, et s’appliquant au cas de données struc-
turées en deux puis en (K + 1) tableaux, sont proposées. L’intérêt de ces méthodes,
ainsi que des continuums qui leur sont associés, est illustré sur la base d’études de
cas réels en épidémiologie. Ce travail de recherche a permis d’appliquer les méthodes
multiblocs au domaine de l’épidémiologie animale, dans lequel elles n’avaient pas
encore été utilisées.
Mots-Clés : Analyse factorielle, régression multibloc, multicolinéarité, analyse en compo-
santes principales sur variables instrumentales, régression Partial Least Square, Latent Root
Regression, approche continuum.
Abstract
T work deals with factor analysis method to investigate relationships amongseveral data sets in veterinary epidemiology. Considering the aims and the natureof data collected within this framework, the research work is focused on the
multiblock setting for the purpose of exploring and modelling one data set from
several other data sets. The key feature is to handle the sensitivity of these methods
to multicolinearity problem among the explanatory variables. Existing methods are
described and unified by considering the criteria to be optimised or by setting up a
continuum approach. New formulations of alternative methods which are robust to
the multicolinearity problem are discussed. These methods can be applied to data
organised in two or several data sets. The interest of the general strategy of analysis,
related to the methods and continuums, is illustrated on the basis of real case studies
pertaining to veterinary epidemiology.
Keywords : Factor analysis, multiblock regression, multicolinearity, principal component
analysis on instrumental variables, Partial Least Square regression, Latent Root Regression,
continuum approach.
