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SUMMARY 
Stimulated by the environmental, economic and commercial concerns, the distribution 
network design for reverse logistics operations has been one of the challenging and 
critical issues in modern business logistics, which attempts to minimize the total cost in 
the logistics operations, meanwhile to maximize the sale revenue of reclaimed products. 
This thesis focuses on one of the important aspects of the reverse logistics network design, 
in which the integration of forward and reverse logistics operations is considered. 
Furthermore, due to its inherent complexity, the efficient solution methods for such 
problem are also designed. 
 
The approach to an integrated distribution network design for electronic products 
recovery is first investigated in this thesis. A deterministic mathematical model is 
developed for systematically managing forward and reverse product flows in end-of-lease 
computer products recovery. A two-stage heuristic approach is then proposed which 
decomposes the integrated distribution networks design problem into a location-
allocation problem and a revised network flow problem. Computational experiments 
demonstrate a great deal of promise for this solution method, as high-quality solutions are 
obtained while expending modest computational effort. 
 
In the second part of this thesis, another deterministic mathematical model is developed 
for heterogeneous products recovery network design. Mathematical programming models 
are developed to formulate the problem. A revised genetic algorithm (GA) including a 
 vii
random initialization method and a greedy initialization method is proposed to obtain 
solutions. Numerical experiments indicate that solutions obtained by the proposed GA 
with the greedy initialization method are close to lower bounds of optimal solutions, 
which demonstrates the validity of the proposed GA. Sensitivity analysis of product 
coefficient and remanufacturing rate of returned products also indicate that total cost of 
the attempted problem increased with the growth of product coefficient and decreased 
with the increase of remanufacturing rate. 
 
Based on that, a stochastic programming based approach is presented by which the 
deterministic models for reverse distribution network design can be extended to explicitly 
account for uncertainties in the third part of this thesis. A solution approach integrating a 
recently proposed sampling method with an acceleration strategy is also developed. The 
applicability of the proposed stochastic model and the efficiency of the proposed solution 
approach are demonstrated in a computational study involving large-scale product 
recovery network design problems. 
 
Moreover, the design of sustainable logistics network under uncertainty is also 
investigated in the fourth part of this research. An important sampling strategy is applied 
to improve the performance of the sample average approximation method. A case study 
involving a large-scale sustainable logistics network in Asia Pacific Region shows that 
the solution obtained by an integrated design method provides more cost effective 
network as well as better customer accessibility by the aid of the decentralized 
configuration than the one obtained by a separate design method. 
 viii
 Finally, a dynamic location and allocation model is developed to cope with multiperiod 
reverse distribution network design problem. A two-stage stochastic programming based 
approach is further developed to account for the uncertainties. A solution approach 
integrating a sampling method with a heuristic algorithm is developed to obtain solutions. 
A numerical experiment is presented to demonstrate the significance of the developed 
stochastic model as well as the efficiency of the proposed solution approach. 
 
This research could contribute to a better understanding on the interaction of forward 
product flows and reverse product flows in distribution network design. It may also 
contribute to further investigation on the application of the hybrid processing strategy as 
a sustainable approach which may not only provide economic advantages but also bring 
environmental benefits. The proposed meta-heuristics algorithms in this study may also 
shed some light on solving large-scale network design problems. The proposed stochastic 
solution method should also provide useful information for the application of sampling 
strategy and meta-heuristic approach in stochastic programming problem solution. The 
results of the case study may be of importance in explaining the difference between the 
integrated design method and the sequential design method. 
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CHAPTER 1: INTRODUCTION 
CHAPTER 1 INTRODUCTION 
1.1 RESEARCH BACKGROUND 
Reverse logistics operation is the process of planning, implementing, and controlling the 
efficient, cost-effective flow of raw materials, in-process inventory, finished goods, and 
related information from the point of consumption to the point of origin for the purpose 
of recapturing value or proper disposal (Rogers and Tibben-Lembke, 1998). Reverse 
logistics encompasses the logistics activities all the way from used products no longer 
required by the user to products again usable in a market. Remanufacturing and 
refurbishing activities also may be included in the definition of reverse logistics. 
 
Nowadays, Reverse logistics operation has received growing attention. For instance, in 
the United States the used PC business was estimated between $2-3 billion in 1996. 
Approximately 25 million obsolete PCs became ready for remanufacture or disposal in 
1997. Given a population of approximately 260 million in the United States, that was 
about under one obsolete computer per 10 persons (Rogers and Tibben-Lembke, 1998). A 
study completed by Carnegie Mellon University (Carnegie Mellon University, 1997) 
estimated that approximately 325 million personal computers would have become 
obsolete in the United States in the 20-year period between 1985 and 2005. Out of that 
number, it was estimated that 55 million personal computers would be placed in landfills 
and 143 million personal computers would be recycled. 
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More and more manufacturers reuse returned products and incorporate reverse logistics 
operations into their regular production environment. Motivations for reverse logistics 
operations in general and for developing reverse logistics network in particular are 
threefold. 
z Economic consideration: Economics as a driving force related to all reverse logistics 
operations where the company has direct or in direct economic benefits. On the one 
hand, cost for waste disposal has increased heavily. Recycling or reuse decreases the 
amount of the waste and therefore the costs for landfilling. On the other hand, recycled 
parts or products can be sold to other parties or used in the production process, saving 
the costs of new components and materials. This is the more attractive since new 
technology allows the reuse of products and materials against lower cost.  
z Environmental regulation: Political concern for the environment has led to new 
environmental policies towards product recovery. For example, Germany was one of 
the first countries to introduce the principle of “product life-cycle responsibility” for 
manufacturing companies (Thierry, 1997). Since then, many countries have introduced 
more specific legislation with respect to the recovery of used products. Legislation 
may concern collection and return, transportation, recovery and disposal of used 
products. Instruments vary from prescriptive laws, tariffs, and taxes to covenants, 
subsidies, and information provision. Those regulations stimulate goods return flows 
and therefore the need to set-up corresponding logistics network (Speranza and Stähly, 
2000). 
z Commercial considerations: To an increasing extent, customers ask for so called 
“green” products forcing manufacturers to set up some recovery management. In 
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addition, managers themselves may be concerned and take initiatives to reduce the 
negative environmental impacts of their business. Extended responsibility also 
concerns a set of values or principles that in this case impel a company or an 
organization to become responsibly engaged with reverse logistics (de Brito and 
Dekker, 2002). 
 
Stimulated by the aforementioned concerns, the design of reverse logistics network has 
been one of the challenging and critical issues in modern business logistics. From a 
logistics perspective reverse logistics activities give rise to an additional goods flow 
opposite to the conventional supply chain. The most intuitively related notion with such 
reverse activities involves the physical transportation of used products form the end user 
back to producer, thus reverse distribution aspects. Products need to be physically moved 
from the former user to a point for future exploitation or from the buyer back to the 
sender. In many cases, transportation costs largely influence economic viability of 
product recovery. At the same time, it is the requirement of additional transportation that 
is often conflicting with the environmental benefits of product take-back and recovery. 
Therefore, careful design of reverse distribution network is crucial in reverse logistics 
operations. 
 
In reverse distribution, the activities of reverse logistics may have strong influence on the 
operations of forward logistics such as the occupancy of storage spaces and transportation 
capacity. Therefore, the design of reverse distribution network should be based on an 
integrated point of view by handling forward and reverse logistics operations 
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simultaneously. The advantages of such integrated reverse distribution network design 
include cost saving and pollution reduction as a result of sharing material handling 
equipment and infrastructure (Jayaraman et al., 1999; Ko and Park, 2005). Furthermore, 
in product recovery the heterogeneous aspect of products with different shapes, weights 
and salvage value is often involved in the practical production environment (IBM, 2005). 
As such, there exists a strong need for research on the distribution network design for 
heterogeneous products recovery. Moreover, a high level of uncertainty is often involved 
in demand for forward products and supply of returned products. Thus, distribution 
network design under uncertainty is another challenging and practical issue for reverse 
logistics operations. Finally, decisions about reverse logistics network configurations are 
usually made on a long-term basis. Depots, distribution centers and transshipment points 
once established shall be used for a couple of periods. Therefore, the dynamic aspects of 
reverse distribution network design should also be considered. 
 
1.2 RESEARCH OBJECTIVES AND SCOPE 
This thesis presents a comprehensive study on the important aspects of the reverse 
logistics network design, in which the integration of forward and reverse logistics 
operations is considered. Deterministic models are first developed as a preliminary work 
for systematically managing forward and reverse product flows in distribution network 
design. Key concerns which invariably surface are the locations of processing facilities 
for operations of both forward and reverse logistics, as well as the distribution of forward 
and returned products. Based on that, stochastic programming based approaches are 
presented by which the deterministic models for reverse logistics network design can be 
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extended to explicitly account for uncertainties. Finally, dynamic location and allocation 
model is developed to cope with multiperiod reverse logistics network design. Due to the 
inherent complexity in aforementioned problems, efficient solution methods are also 
designed. A detailed breakdown of the scope for this research is provided in the 
following subsections. 
 
1.2.1 Deterministic Model Development and Solution Method Design 
z Develop mathematical models for systematically managing forward and reverse 
product flows in integrated distribution network design. 
z Develop mathematical models for recovery network design of heterogeneous products. 
z Enhance the solution capacity through the development of heuristic algorithms to 
solve large-scale network design problems. 
z Evaluate the performance of proposed solution method through numerical experiments. 
z Conduct sensitivity analysis of remanufacturing rates and product coefficients. 
 
1.2.2 Stochastic Model Development and Solution Method Design 
z Develop stochastic programming models by which the preliminary deterministic 
models for integrated distribution network design can be extended to account for the 
uncertainties. 
z Propose a solution approach based on a recently proposed sampling method with an 
acceleration strategy to obtain the solutions. 
z Enhance the solution performance by integrating an importance sampling strategy. 
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z Evaluate the performance of proposed solution method through numerical experiments 
and case studies. 
z Investigate the impact of product return on the forward logistics distribution network 
structure. 
z Conduct sensitivity analysis of return rate. 
 
1.2.3 Dynamic Model Development and Solution Method Design 
z Develop dynamic location and allocation model to cope with multiperiod reverse 
logistics network design problem. 
z Develop stochastic programming models by which the preliminary dynamic location 
and allocation model can be extended to account for the uncertainties. 
z Propose a sampling strategy with a heuristic algorithm to obtain solutions. 
z Evaluate the performance of proposed solution method through numerical experiments. 
 
The results of this research on integrated distribution network design may enhance the 
understanding on the interaction of forward product flows and reverse product flows in 
distribution network design problems. The algorithms developed in this research may 
enrich the solution development for such integrated logistics network design problems by 
using meta-heuristics. The proposed stochastic solution method may also shed some light 
on the application of sampling strategy and meta-heuristic approach in stochastic 
programming problem solution. The results of the case study may be of importance in 
explaining the difference between the integrated design method and the sequential design 
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method. Hence it could help the companies to determine the proper strategies in their 
distribution network design for reverse logistics operations. 
 
1.3 ORGANIZATION OF THESIS 
This thesis consists of eight chapters. 
 
Chapter 1 is an introduction of the background of this research and lays out the research 
objectives and scope. 
 
Chapter 2 presents a literature review summarizing in term of major issues in reverse 
distribution, product recovery operations at IBM, quantitative models and solution 
methods for reverse logistics network design. 
 
Chapter 3 addresses the integrated distribution network design for end-of-lease computer 
products recovery. A deterministic mathematical model is developed for systematically 
managing forward and reverse logistics flows. A two-stage heuristic method is then 
proposed which decomposes the integrated distribution network design problem into a 
location-allocation problem and a revised network flow problem. Computational 
experiments are conducted to evaluate the performance of the proposed algorithm. 
 
Chapter 4 is concerned with the integrated distribution network design for 
heterogeneous products recovery. Deterministic programming models are developed to 
formulate the problem. A revised genetic algorithm (GA) including a random 
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initialization method and a greedy initialization method is proposed to obtain solutions 
and the performance of the algorithm is tested through a series of numerical experiments. 
The sensitivity analysis of product coefficient and remanufacturing rate of returned 
products are also conducted. 
 
Chapter 5 presents a stochastic programming based approach by which the 
aforementioned deterministic models for reverse distribution network design can be 
extended to explicitly account for uncertainties. A solution approach integrating a 
recently proposed sampling method with an acceleration strategy is also developed. The 
applicability of the proposed method and the efficiency of the proposed solution approach 
are demonstrated in a computational study involving a large-scale product recovery 
network. 
 
Chapter 6 provides a further study on the design of sustainable logistics network under 
uncertainty. In this study, three types of intermediated processing facilities are considered. 
An important sampling strategy is applied to improve the performance of the SAA 
method. A case study of the sustainable logistics network design for an international 
electrical company in Asia Pacific region is also conducted. 
 
Chapter 7 investigates the dynamic network design for reverse logistics operations under 
uncertainty. A dynamic location and allocation model is developed to cope with 
multiperiod network design problem. A stochastic programming based approach is 
further developed by which a deterministic model for dynamic reverse logistics network 
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design can be extended to account for the uncertainties. A solution approach integrating a 
sampling method with a heuristic algorithm is developed to solve such problem. A 
numerical experiment is presented to demonstrate the significance of the developed 
stochastic model as well as the efficiency of the proposed solution approach. 
 
Chapter 8 provides a conclusion of this research. The contributions of the research and 
the recommendations for future work are also presented. 
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CHAPTER 2 LITERATURE REVIEW 
In this chapter, some literature and past research work on the distribution network design 
for reverse logistics operations is reviewed and summarized. Some useful enlightenment 
for this research is also got from the review and analysis to these outputs. 
 
2.1 MAJOR ISSUES IN REVERSE DISTRIBUTION 
Reverse distribution problem is different from the traditional forward distribution 
problem. Fleischmann et al. (1997) pointed out that reverse distribution is not necessarily 
a symmetric picture of forward distribution. The special characteristics of reverse 
distribution include a “many-to-few” network structure and considerable system 
uncertainty. Both supply of used products by customers and end markets for recovery 
products typically involve many more unknown factors than their counterparts in forward 
distribution networks. Sarkis et al. (1995) depicted three important characteristics that 
differentiate a reverse distribution system from a forward distribution system. Firstly, 
most logistics systems are not equipped to handle product movement in a reverse channel. 
Secondly, the reverse distribution cost may be higher than moving the original product 
from the manufacturing site to the customer due to the smaller batch size. Thirdly, 
returned products often cannot be transported, stored, or handled in the same manner as 
in regular channel. Therefore, modifications and extensions of traditional network design 
models are required. 
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Major issues in reverse distribution systems are the questions if and how forward and 
reverse channels should be integrated. In order to set up an efficient reverse distribution 
channel, decisions have to be made with respect to: 
• Who are the actors in reverse distribution channel? 
Actors may be members of forward channel (e.g. traditional manufacturers, 
retailers and logistics service providers) or specialized parties (e.g. secondary 
material dealers and material recovery facilities). This distinction sets important 
constraints on the potential integration of forward and reverse distribution 
(Fleischmann, 2001). 
• Which functions have to be carried out in the reverse distribution channel and 
where? 
Possible functions in the reverse distribution channel are: collection, testing, 
sorting, transportation and processing (Pohlen and Farris, 1992). A distribution 
network is to be designed, determining suitable locations for these functions. One 
important issue is the location of sorting and testing within the network. Early 
testing might save transportation of useless products. One the other hand, 
sophisticated testing might involve expensive equipment which can only be 
afforded at a few locations. Decentralized testing is therefore typically restricted 
to a rather rough, preliminary check. Sorting of a return stream into different 
reusable fractions might be less expensive at an early stage close to collection. 
However, subsequent handling costs may increase and transportation capacity 
utilization may decrease for early splitting into distinct streams. Customer ability 
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and willingness to partly carry out the sorting function is another aspect to be 
considered. 
• What is the relation between the forward and the reverse distribution channel? 
Recycling usually does not retain the functionality of used products or parts. The 
purpose of recycling is to reuse the materials from used products, and the 
recovered materials are often used in other markets. Possibilities for integration of 
forward and reverse distribution are scant as the actors differ in both channels. 
Remanufacturing and product recovery often lead to closed-loop systems: the 
products need to be returned to the original producer. Reverse distribution may 
either take place through the original network directly, using traditional 
middlemen or through specialized logistical providers. Even if the same actors are 
involved, integration of forward and reverse distribution may be difficult since 
collection and delivery may require different handling (Fleischmann et al. 2000). 
 
2.2 PRODUCT RECOVERY OPERATIONS AT IBM 
IBM, through its IBM Global Financing organization, is one of the largest processors and 
resellers of used computer equipment worldwide. Each month, IBM Global Financing 
handles approximately 112,000 units of used IT equipment worldwide. This equates to 3 
million kilograms per month of used product being processed by IBM globally, and an 
annual total amounting to almost 40,000 tonnes per year. These units are recycled, re-
used, refurbished and re-sold into the global marketplace. Currently only 1.7% of this 
product globally ends up in a landfill, after extensive demanufacturing to remove 
hazardous waste and yield re-usable parts (IBM, 2005). 
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The product scope of recovery operations at IBM includes desktop computers, floor stand 
units, laptops (ThinkPad), displays (CRT, LCD), printers and other peripherals. In the 
process of forward distribution, the electronic products are shipped from IBM’s Original 
Equipment Manufacturers (OEMs) to customers via forward processing facilities. With 
the focus on end-of-lease or end-of-use (EOL) asset recovery, IBM highlights the 
importance of quickly assessing the value of the product in its entirety and deciding on 
the resale potential of the whole product as distinct from the potential value of individual 
modules, components, or materials. In the process of reverse distribution, the EOL 
products are taken back from the customers and shipped to the OEMs via collection 
facilities. The major activities of reverse logistics operations at IBM include collection, 
assets verification, secure dist wipe, functional testing re-manufacturing, 
demanufacturing, scraping and safe disposal. The flow chart of operations of reverse 
logistics at IBM is illustrated in Figure 2.1. 
1) Collection: The returned products can be viewed as the sources of the reverse 
logistics operations, which consist of the products at the end of lease or at the end of 
use. All items received with the equipment at installation must be returned at lease 
end and packed with the assigned machine. Publications and diskettes should be 
returned in the same box as the PC, if available. This includes any installation and 
user’s guides, and technical reference manuals. The “Certification of Authenticity” 
adhesive label must remain affixed to the unit. The returned products can either be 
shipped from the customers to the warehouse directly or be shipped from the 
customers to the warehouse via the collection facilities. 
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2) Assets verification: The returned products are checked firstly in the process of assets 
verification to ensure they are in good and ordered conditions when shipped to 
warehouses. A bill for the cost of replacing missing or nonfunctional items will be 
sent to the customer approximately two months after the return of the equipment. 
Missing or damaged parts on one PC will not impact the lease for the balance of the 
assets on the lease schedule. The charge for missing or damaged items will be the 
replacement cost of the component up to the EOL fair market value of the total asset. 
For example, if a laptop with a value of $350 is returned with a cracked display that 
will cost $400 to repair, the charge is $350. However, if it had a fair market value of 
$600 the customer would be charged $400, the cost to repair the display. This 
protects the customer from expensive repairs that would cost more than the asset 
itself. 
3) Secure disk wipe: IBM performs data cleansing by overwriting the entire hard drive, 
making the data virtually unretrievable. All security passwords, including power-on, 
administrative and hard drive passwords, must be removed prior to returning the PC. 
Password-protection on a computer renders the unit valueless. If the password can 
not be cleared, a charge will be issued for the end-of-lease purchase price for the unit. 
Customers are also responsible to remove all data and information, including, but not 
limited to, programs not licensed to a specific item of equipment. 
4) Functional testing: According to specific technical principles, the returned machines 
are classified into three categories during the functional testing process, i.e. machines 
needed to be (i) remanufactured, (ii) demanufactured, or (iii) scrapped. 
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5) Remanufacturing: Remanufacturing operations focus on refurbishing products and 
reclaiming assets in support of forward manufacturing. During remanufacturing 
process, the returned machines can be repaired and repackaged. Thus the machines 
can be either resold to pre-owned market or released market. 
6) Demanufacturing: As to products that cannot be remanufactured. The usable 
components are disassembled in demanufacturing process. In the electronic 
production environment, many used parts are considered of equal value to new parts 
for replacement purposes. As such, the volumes of new components can be 
significantly reduced by recapturing the components. 
7) Scraping and safe disposal: Finally, the returned products without market value are 
sent to the designated location to be dismantled and scrapped. Products are received 
by weight, and where applicable, by serial number. Products are dismantled and 
scrapped using certified environmental management systems and processes that meet 
all governmental regulations. The reusable materials can be resold to the reusable 
material market. 
8) Legalization consideration: As to the operations in released market, pre-owned 
market, reusable material market and safe disposal, the corresponding regulations e.g. 
the import/export legalizations, Basel Convention (Basel Convention, 2005), and the 
environmental requirements, must be taken into account. 
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Figure 2.1 An Illustration of The Process of Reverse Logistic Operations at IBM 
 
2.3 REVERSE DISTRIBUTION NETWORK DESIGN 
As aforementioned, reverse distribution network design is different from traditional 
forward distribution design. A number of authors have proposed modifications and 
extensions on traditional facility network design models for reverse distribution networks 
design. One special characteristic to be taken into account is the convergent structure of 
the network from many sources to few demand points. By contrast, traditional location 
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models typically consider a divergent network structure from few sources to many 
demand points.  
 
Kroon and Vrijens (1995) presented a reverse logistics system for returnable containers 
which was developed in a case study for a logistics service organization in Netherlands. 
The system was concerned with the transportation, maintenance, and storage of empty 
containers. A classical plant location model was formulated to analyze the number of 
containers, the number of depots and their locations. 
 
Kooi et al. (1996) developed a mixed integer linear programming (MILP) model for the 
setup of a multi-echelon logistics network for product recovery with given supply and 
demand. A linear programming (LP) solver was used for the optimal solution which 
resulted in a long computation time for the instance of large problem size.  
 
Spengler et al. (1997) developed an MILP model for recycling of industrial byproducts 
which was applied to the German steel industry. Steel companies needed to decide which 
recycling process or process chains were favorable from an economic point of view. 
Moreover, they needed to verify cooperation possibilities, decide on the capacities of 
recycling plants and on their location-allocation. The model was based on the multi-level 
capacitated warehouse location problem modified for this special problem structure. 
 
Barros et al. (1998) presented a network for the recycling of sand from construction 
waste. Two types of intermediate facilities had to be located. Regional depots received 
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sand from companies sorting stone materials, tested its pollution level, and stored clean 
sand. Specialized treatment facilities received the polluted sand for cleaning and 
subsequent storage. Both types of facilities then provided sand to large scale road 
construction projects. The model was a multi-level capacitated warehouse location model. 
Scenario analysis was used to cater for uncertainty in location of the demand points and 
in the return flows. 
 
Krikke et al. (1999) proposed another MILP model for the multi-echelon product 
recovery network design which focused on the remanufacturing of a certain type of copy 
photocopier. An LP solver was also used to obtain the optimal solution for the instances 
of small problem size. 
 
Shih (2001) proposed a new MILP model to optimize the infrastructure design and the 
reverse network flow for the recovery of electrical appliances and computers. 
Computational results for the scenarios of different product return rates and operation 
conditions were presented.  
 
Jayaraman et al. (2003) proposed a mathematical programming model for reverse 
distribution. Due to the complexity of the proposed model, they introduced a heuristic 
solution methodology for this problem. The solution methodology complements a 
heuristic concentration procedure, where sub-problems with reduced sets of decision 
variables are iteratively solved to optimality. Based on the solutions from the sub-
problems, a final concentration set of potential facility sites is constructed, and this 
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problem is solved to optimality. The potential facility sites are then expanded in a greedy 
fashion to obtain the final solution. This heuristic expansion was also performed using the 
solution found with a greedy heuristic to provide a short-list of potential facility sites. 
 
However, all the aforementioned research only focuses on the separate reverse 
distribution problem in which the interaction between the distribution of forward 
products and returned products is ignored. In fact, due to the influence of the activities of 
reverse logistics on forward logistics such as the occupancy of the storage spaces and 
transportation capacity, the integration of forward and reverse distribution need to be 
considered especially at the stage of distribution network design. Quantitative results on, 
e.g. combination of collection and distribution in closed-loop networks or integration of 
facilities would be helpful for a better understanding of product recovery networks. 
Guidelines as to which activities to combine or to separate and an assessment of the 
transportation impact of product recovery would be valuable contributions (Fleischmann 
et al., 2000). In a more general perspective designing closed loop logistics networks may 
involve decisions as to which activities of the forward and reverse channel to integrate or 
separate. 
 
Thierry (1997) and Berger and Debaillie (1997) explicitly modeled facility sharing of 
both channels. In both examples the forward distribution network was fixed. Thierry 
assumed that return flows were allocated to the existing forward facilities for 
reprocessing and redistribution. Berger and Debaillie considered additional inspection 
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centers to be set up for returns preprocessing. Subsequently, return flows were again 
allocated to existing facilities for further handling. 
 
To illustrate the impact of an integrated solution on the reverse logistics network design, 
Fleischmann et al. (2001) presented a generic facility location model and discussed 
differences with traditional logistics settings. They found that the influence of product 
recovery could be very much context dependent and the product recovery may efficiently 
be integrated in existing logistics network structures. 
 
Sheu et al. (2005) presented an optimization-based model to deal with integrated logistics 
operational problems of green-supply chain management (G-SCM). In the proposed 
methodology, a linear multi-objective programming model was formulated to 
systematically optimize the operations of both integrated logistics and corresponding 
used-product reverse logistics in a given green-supply chain. Factors such as the used-
product return ratio and corresponding subsidies from governmental organizations for 
reverse logistics were considered in the model formulation. 
 
Ko and Park (2005) proposed an MILP model for the design of an integrated distribution 
network and illustrated the impact of reverse flows on existing forward distribution 
network. Their results showed that logistics network configurations of electronic products 
remanufacturing involving both forward and reverse flows were different with respect to 
a sequential solution approach and an integrated solution approach. An extended Lingo 
software was used to find the optimal solution. 
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However, it is noted that almost all these models were solved using standard commercial 
optimization software, such as LINDO or LINGO, which could result in long 
computation time especially for large problem size due to inherent problem complexity. 
Furthermore, all the aforementioned studies assumed that the operational characteristics 
of, and hence the design parameters for, the reverse logistics network were deterministic. 
In practice, the characteristics of reverse logistics network may include considerable 
system uncertainty. Both markets for forward products and supply of used products by 
customers typically involve many unknowns. Fleischmann et al., (2000) also pointed out 
that uncertainty is an important characteristic of product recovery this issue seems to 
deserve additional research effort. More comprehensive quantitative results would be 
useful, concerning the impact of uncertainty on recovery network design and the 
appropriateness of traditional approaches for capturing this element. Since stochastic 
approaches are not very well developed for logistics network design in general, research 
on product recovery may result in contributions in a larger context. 
 
In order to handle the problem with such stochastic aspects, Liste and Dekker (2005) 
proposed a stochastic programming approach by which a deterministic location model for 
product recovery network design was extended to account for the uncertainties. Such a 
stochastic model sought a solution which was balanced between 6 scenarios in high 
supply case and 6 scenarios in low supply case. However, this research for network 
design under uncertainty can only address a modest number of scenarios for the uncertain 
problem parameters. For example, consider a practical logistics network with just 50 
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facilities, by assuming that the operating level for a facility can be one of only three 
possibilities which are independent across facilities, there are a total of  scenarios 




Salema et al. (2007) proposed a generalized model for the design of reverse logistics 
networks. The model is based on the recovery network model proposed by Fleischmann 
et al. (2001). They developed a capacitated multi-product reverse logistics network model 
with uncertainty. The capacity constraints are imposed on total production/storage 
capacity of the facilities, which may be factories, warehouses or distribution centers. 
Their expanded formulation allows for any number of products, establishing a network 
for each product while guaranteeing total capacities for each facility at a minimum cost. 
Furthermore, the general method was studied in the context of uncertainty in both product 
demands and returns, through the use of a multi-scenario approach. The generality of the 
model was corroborated and very satisfactory computational times were obtained. 
However, it is also mentioned that as the problem size increases, the computational 
burden might be expected to grow accordingly. 
 
Hence, to deal with such stochastic large-scale network design problem, Santoso et al. 
(2005) applied a recently proposed sampling strategy which based on crude Monte Carlo 
samples. But major disadvantage of such a sampling approach is that some computational 
effort might be wasted on optimizing when the approximation is not accurate. 
 
 22
CHAPTER 2: LITERATURE REVIEW 
Finally, almost all existing studies of reverse distribution network design are stationary in 
the sense that they only consider a single time period. In general, decisions about reverse 
logistics network configurations are made on a long-term basis. Depots, distribution 
centers and transshipment points once established shall be used for a couple of periods. 
Realff et al. (1999) analyzed network performance in a dynamic environment. Facility 
locations and capacities must be fixed for the entire planning horizon in their models. 
However, due to a high number of processing activities involved and a high variability in 
the value of the components, factors influencing such reverse logistics network design 
vary over time. Such stochastic aspects of dynamic distribution network design were not 
considered in this research. 
 
2.4 SUMMARY 
In this section the distribution aspects of product recovery and other industrial reuse 
activities have been discussed. Special attention has been paid to the distribution network 
design for reverse logistics operations. It has also been pointed out that reverse 
distribution is not necessarily a symmetric picture of forward distribution. Therefore, 
modifications and extensions of traditional distribution network design models are 
required. Special characteristics of reverse distribution include an integrated network 
structure, considerable system uncertainty and dynamic system aspect. 
 
A point of prime importance is the interaction between forward and reverse distribution. 
While in practice rather simplistic approaches are taken to integrate both transportation 
flows, scientific literature on these issues is also very limited. The majority of existing 
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research only focuses on the separate reverse distribution problem in which the 
interaction between the distribution of forward products and returned products is ignored. 
Due to the influence of the reverse logistics operations on forward logistics activities 
such as the occupancy of the storage spaces and transportation capacity, the integration of 
forward and reverse distribution needs to be considered especially at the stage of reverse 
distribution network design. 
 
Another key issue involved is the efficient solution method for this integrated design 
problem. Almost all the existing models for integrated logistics network design are 
solved using commercial optimization software, which could result in long computation 
time especially for large problem size due to inherent problem complexity. The 
algorithms developed in this research enrich the solution development for the integrated 
logistics network design problems by using meta-heuristics. 
 
Furthermore, due to the fact that both markets for forward products and supply of used 
products by customers typically involve many unknowns, such considerable system 
uncertainty also needs to be considered in reverse logistics network design. Only a few 
existing studies addressed this topic. However, almost all these studies can only address a 
modest number of scenarios for stochastic parameters. There exists a strong need both for 
research on model development for integrated distribution network under uncertainty and 
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Finally, decisions about reverse logistics network configurations are usually made on a 
long-term basis and factors influencing reverse logistics network design may vary over 
time. There also exists a strong need in model development and solution method design 
for such dynamic reverse distribution network under uncertainty. 
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CHAPTER 3 INTEGRATED DISTRIBUTION NETWORK 
DESIGN FOR END-OF-LEASE COMPUTER PRODUCTS 
RECOVERY 
This chapter discusses the integrated distribution network design for end-of-lease (EOL) 
computer products recovery by developing a deterministic programming model for 
systematically managing forward and reverse logistics flows. Due to the complexity of 
such a network design problem, a two-stage heuristic method is developed to decompose 
the integrated distribution network design problem into a location-allocation problem and 
a revised network flow problem. The applicability of the proposed method is illustrated in 
a numerical study. Computational experiments demonstrate that high-quality solutions 
are obtained while modest computational overheads are incurred. 
 
3.1 INTEGRATED DISTRIBUTION NETWORK DESIGN PROBLEM 
Reverse logistics responsibility can be retained within the company or outsourced to the 
third party logistics providers (Autry et al., 2001). Handling reverse logistics internally 
allows the company to keep control over the process. On the other hand, when reverse 
logistics is handled externally, close coordination between the parties is required to 
ensure maximum efficiency (Blumberg, 1999). Autry et al. (2001) reported that in 
general firms were only somewhat satisfied with the reverse logistics service being 
provided by their trading partners. As to the EOL computer products recovery with high-
tech and high-value products with a reasonably long product life cycle in the electronic 
product industry, such as server computers and photocopiers, it is the common practice 
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that the electronic company adopts the internal strategy for handling the operations of 
forward and reverse logistics (Fleischmann and van Nunen, 2003; IBM, 2005). 
 
Furthermore, the activities of reverse logistics may have strong influence on the 
operations of forward logistics such as the occupancy of the storage spaces and 
transportation capacity. Traditionally, companies use centralized returns center to process 
returned product. A returns center located at a forward distribution site will operate very 
differently from one that operates independently. The major perceived disadvantage of 
the separate network design of centralized returns centers is that the company spends a lot 
of money to transport product that ultimately may be thrown away (Rogers and Tibben-
Lembke, 2001). Recently, a new type of hybrid processing facilities is applied in 
handling forward and reverse distribution (Ko and Evans, 2007). For example, United 
Parcel Service Logistic Group processes return activities through one of its warehouses in 
Louisville, Kentucky. Advantages of building such facilities might include cost savings 
and pollution reduction as results of sharing material handling equipment and 
infrastructure (Jayaraman et al., 1999; Ko and Park, 2005). Thus, an approach for the 
logistics network design problem for EOL computer products recovery should be based 
on an integrated point of view. 
 
A precise description of the integrated logistics network structure for EOL computer 
products recovery is illustrated in Figure 3.1. An electronic company delivers computer 
products to a number of geographically dispersed customers from an Original Equipment 
Manufacturer (OEM) according to their demand. A part of EOL computer products 
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associated with the delivered products and having the same dimensions as the original 
products are collected from the customers and returned to the OEM for the purpose of 
recovery or safe disposal. In such integrated logistics network, instead of dealing with 
separate warehouse or collection centers, a type of hybrid processing facility is 
considered. Both forward products and EOL returned products are transferred via hybrid 
processing facilities. As aforementioned, advantages of building such facilities in 
electronic industry include cost savings and pollution reduction as results of sharing 
material handling equipment and infrastructure. The objective of such integrated logistics 
network design is firstly to choose the OEM and select the locations of the hybrid 
processing facilities, and then to determine the quantities of the forward and EOL 
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To specify the study scope and facilitate model formulation, four assumptions and 
simplifications in the proposed model formulations are postulated as follows. 
(i) The number of the hybrid processing facilities to be built up is known in advance.  
(ii) The capacity for handling each type of EOL returned products at each hybrid 
processing facility is limited due to the limitation of the certain equipments for the 
operations of repackaging before the EOL returned products are shipped back to 
OEM. 
(iii) The recovered products are viewed as identical to the new products, which is the 
common practice in the business of leasing high valuable electrical appliances 
with a reasonably long product life cycle, such as server computers. 
(iv) Shipment of forward products directly from OEM to customers and collection of 
EOL returned products directly from customers to OEM are allowed, while the 
associated transportation cost is much higher than shipping through a hybrid 
processing facility. The reason for this assumption is that small batch size costs 
more to ship. 
 
3.2 MODEL DEVELOPMENT 
Given the aforementioned assumptions, a network flow-based deterministic programming 
model is formulated to seek the optimal solutions with the goal of minimizing the total 
cost in the logistics network.  
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3.2.1 Notations 
The following notation is used in the model formulation: 
M  a sufficiently large constant 
q  number of hybrid processing facilities to be built up 
{1,..., }CD a=  set of potential OEMs 
{1,..., }RD b=  set of potential hybrid processing facilities 
D CD RD= ∪  set of potential depots in the logistics network 
{1,..., }C = c  set of customers 
E RD C= ∪  set of potential hybrid processing facilities and customers 
N D C= ∪  set of nodes in the logistics network 
( , )A a i j=  set of arcs connecting node i  and node  in the logistics network, 
 
j
,i j N∀ ∈
F
kS  quantity of the supply of forward products at node ,  k k D∀ ∈
F
nD  quantity of the demand of forward products at node ,  n n C∀ ∈
R
nS  quantity of the supply of returned products at node ,  n n C∀ ∈
R
kD  quantity of the demand of returned products at node ,  k k D∀ ∈
F
ijU  shipping capacity of arc  in the unit of forward products, ( , )a i j ,i j N∀ ∈  
R
jiU  shipping capacity of arc  in the unit of returned products, ( , )a j i ,j i N∀ ∈  
lU  capacity for handling returned products at hybrid processing facility l , 
 l RD∀ ∈
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F
ijC  
shipping cost per unit of forward products shipped along arc , ( , )a j i
,i j N∀ ∈  
R
jiC  shipping cost per unit of returned products shipped along arc , ( , )a j i
,j i N∀ ∈  
lC  fixed cost associated with building up hybrid processing facility l , 
 l RD∀ ∈
 
The decision variables of the model are: 
ijx  quantity of forward products shipped along arc ,  ( , )a i j ,i j N∀ ∈
ijy  quantity of returned products shipped along arc , ( , )a j i ,j i N∀ ∈  
1 if  the potential depot  is to be chosed, 
0 otherwise                        k
k k
z
D∀ ∈⎧= ⎨⎩  
 
3.2.2 Mathematical Formulation 
The mathematical formulation of the proposed model is detailed below. In the attempted 
logistics network design problem for EOL computer products recovery, the total cost 
consists of the following three parts: (i) the cost associated with building up hybrid 
processing facilities, (ii) the cost associated with shipping forward products from OEM to 
customers via hybrid processing facilities, and (iii) the cost associated with collecting 
EOL returned products from customers to OEM via hybrid processing facilities. As such, 
the objective function of the proposed model seeks to minimize the sum of the 
aforementioned cost, which is given by 
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Min Fl l ij ij ji ji
l RD i N j N j N i N
C z C x C y
∈ ∈ ∈ ∈ ∈
+ +∑ ∑∑ ∑∑ R       (3.1) 
In a large-scale logistics network, both the distances and the shipping quantities have 
important influence on the shipping cost. Herein, the shipping cost is calculated by the 
product of distances and the associated shipping quantities between depots and customers. 
It is noted that in the EOL computer products recovery, the quantities of the EOL 
returned products also have significant impact on the logistics network structure due to 
their high-value and reasonably long product life cycle, such as server computers and 
photocopiers. 
 
3.2.2.1 Network flow conservation constraints 
A depiction of the flow conservation in a logistics network is illustrated in Figure 3.2. As 
to a node , the quantity of the supply of forward products  represents the 
quantity of forward products shipped out from node i , while quantity of the demand of 
forward products 
,  i i N∈ FiS
F
iD  means the quantity of forward products shipped into node i ; the 
quantity of the supply of EOL returned products  represents the quantity of returned 





iD  means the quantity of returned EOL products shipped into node .  i
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Figure 3.2 A Depiction of the Flow Conservation in a Logistics Network 
 
During the shipment of forward products, the quantity of supply of forward products at 









∑  of forward products, as shown in Equation (3.2). 
                     Fkm ik k k
m E i N
x x S z k
∈ ∈
− = ∀ ∈∑ ∑ D      (3.2) 
From a network-flow conservation perspective, the shipment of forward products among 
regional depots and customer sites is considered in this study. Thus, the quantity of 









∑  of forward products, as shown in Equation 
(3.3). 
                     Fin nm n
i N m E
x x D n
∈ ∈
− = ∀ ∈∑ ∑ C      (3.3) 
During the collection of returned EOL products, the shipment of returned products 
among regional depots and customer sites is also considered, thus the quantity of supply 
 33
CHAPTER 3: INTEGRATED DISTRIBUTION NETWORK DESIGN FOR END-OF-LEASE 
COMPUTER PRODUCTS RECOVERY 
at each customer  is equal to the difference between total output  and total 
input  of the returned EOL products, as shown in Equation (3.4). 










                     Rni mn n
i N m E
y y S n
∈ ∈
− = ∀ ∈∑ ∑ C      (3.4) 
The quantity of demand of returned EOL products at each depot  is equal to the 
difference between total input 









∑  of the returned EOL 
products, as shown in Equation (3.5). 
                     Rmk ki k k
m E i N
y y D z k
∈ ∈
− = ∀ ∈∑ ∑ D      (3.5) 
 
3.2.2.2 Capacity constraints 
In the long-term planning domain, the shipping capacity along each arc in a distribution 
network needs to be considered due to the availability of shipment resources in making a 
logistics strategy. Therefore, Constraints (3.6) and (3.7) are applied to limit the units of 
forward and EOL returned products shipped along an arc to its shipping capacity in the 
network. The realistic meaning of such constraints is that not all products can be shipped 
via the shortest path in a network due to the limited shipping capacity. 
,Fij ijx U≤ i N j N∀ ∈ ∈
∀ ∈ ∈
     (3.6) 
,Rji jiy U j N i N≤      (3.7) 
Constraint (3.8) limits the units of EOL returned products transferred through a collection 
depot to its capacity for dealing with EOL returned products which is due to the 
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limitation of the certain equipments for the operations of repackaging before the EOL 
returned products are shipped back to OEM. 
            nl l
n C
y U l RD
∈
≤∑ ∀ ∈      (3.8) 
Constraints (3.9) and (3.10) prohibit the units of forward and EOL returned products 
from being transferred through depots unless the depots are to be built up. 
            km k
m E




     (3.9) 
            mk k
m E
y M z k
∈
≤∑      (3.10) 
 
3.2.2.3 Other constraints 
Constraints (3.11) and (3.12) guarantee the quantities of forward and EOL returned 
products shipped along arcs are not less than zero. If the decision variable ijx  is 
determined to zero, there is no forward product shipped from  node to node ,  i i N∈
,  j j N∈ . If the decision variable  is determined to zero, there is no returned EOL 
product transferred from 
ijy
,  i i N∈  node to node ,  j j N∈ . 
0ij ,x i N j N≥ ∀ ∈ ∈
,j N i N∀ ∈ ∈
     (3.11) 
0jiy ≥      (3.12) 
Constraints (3.13) and (3.14) ensure the numbers of OEM and hybrid processing facilities 
to be built up to specific values, while only one OEM is to be chosen in this study. 





=∑           (3.13) 
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=∑           (3.14) 
{ }0,1kz ∈ k D∀ ∈      (3.15) 
 
3.3 HEURISTIC SOLUTION METHOD 
Since the capacity of hybrid processing facilities for handling EOL returned products is 
considered, the proposed model reduces to a Capacitated Plant Location Problem (CPLP) 
by ignoring the shipment of forward products. The CPLP is proved to be NP-complete 
(Davis and Ray, 1969), and as such, the proposed model is an NP-hard problem. Utilizing 
conventional Mixed Integer Programming (MIP) tools to solve the proposed model is 
computationally intractable due to the inherent problem complexity and its large number 
of variables and constraints. Hence, a heuristic solution approach is a practical method 
for the problem solution. 
 
This research proposes a two-stage heuristic approach, which decomposes the logistics 
network design of EOL computer products recovery into a location-allocation problem 
and a revised network flow problem. A selection strategy is adopted to obtain the 
locations of the depots at the first stage. A tabu search algorithm is then applied to get the 
improved shipment solution for EOL returned products at the second stage. The proposed 
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Figure 3.3 An Illustration of the Process of the Two-Stage Heuristics Method 
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3.3.1 Finding the Locations of Depots 
For given m  candidates of hybrid processing facilities, there are  possible results of 
choosing  hybrid processing facilities. For example, if 
n
mC








= possible results. Enumerating all the possible results is 
limited due to the requirement of huge computational effort. Hence, random selection 
strategy is a practical way to choose depots from the candidates. Firstly, the depots are 
randomly selected from the given candidates. If the rental and subsequent operational 
costs of the selected depots are larger than the total costs of the best solution obtained 
thus far, the depots will be randomly chosen again. Secondly, by relaxing the capacity 
constraint (3.8), the determination of the quantities of forward and EOL returned products 
will be reduced to a minimum cost flow problem. The network simplex algorithm is 
applied to obtain the initial solution of the flows. If the initial solution of the flows can 
not be obtained by the network simplex algorithm, the depots will be randomly selected 
again. 
3.3.2 Constructing an Initial Feasible Solution of the Shipment of Products 
Since it is assumed that there is no capacity constraint for the hybrid processing facilities 
in handling forward products, the optimal solution of the shipment of forward products is 
obtained directly from the results of the network simplex algorithm in the first stage of 
the proposed heuristics. If the capacity of the hybrid processing facilities for handling the 
EOL returned products is not exceeded, the EOL returned products can be shipped along 
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the same arcs as the forward products. Otherwise, a repairing strategy will be triggered to 
make the EOL returned products be shipped directly from the customers to the OEM. 
3.3.3 Obtaining Improved Shipment Solution of Returned Products 
Tabu search is a meta-strategy iterative procedure for building extended neighborhood 
with particular emphasis on avoiding being caught in a local optimum. This global 
optimization meta-heuristic was initially proposed by Glover (1977), evolved in Glover 
(1989; 1990), and Glover et al. (1993). It is found through previous research that tabu 
search can be an efficient method in solving the network design problem. It is based on 
introducing flexible memory structure in conjunction with strategic restrictions and 
aspiration levels to explore search spaces (Barbarosoglu and Ozgur, 1999; Montané and 
Galvão, 2005; Shen et al., 2005). A tabu search algorithm is proposed to obtain the 
improved the solution of the shipment of the EOL returned products in this study. 
 
3.3.3.1 Definition of neighborhoods 
In the context of distribution network, products are shipped along a sequence of nodes 
from an origin to a destination. Such a sequence of nodes is defined as a channel. Three 
types of movements are used to define the neighborhoods of a channel, which include 
Interchange, Insertion and 2-Opt procedures.  
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Figure 3.4 A Sample of Neighborhoods: Interchange Procedure 
 
Interchange procedure: This movement consists of exchanging nodes between two 
channels. It is in principle attempted for all possible pairs of channels and for all possible 
combinations of exchange of nodes between the two channels. An example of such 
interchange procedure between two channels is shown in Figure 3.4: 
Step 1: A node ip  is randomly selected from the channel 0 1 1− +→ → → →i i i 0p p p p q
0
. 
Another node  is also randomly selected from the channel jq
0 1 1− +→ → → →i i ip q q q q . 
Step 2: The arcs 1− →i ip p and 1+→i ip p  are removed from the first channel, while the 
arcs and 1− →j iq p 1+→i jp q  are inserted into the second channel. 
Step 3: The arcs and 1− →j jq q 1+→j jq q  are removed from the second channel, while 
the arcs 1− →i jp q and 1+→j iq p  are inserted into the first channel. 
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Figure 3.5 A Sample of Neighborhoods: Insertion Procedure 
 
Insertion procedure: This movement is employed to place a set of nodes ( : )k kv v u∈  into 
a specific channel R , where u  is a proper subset of nodes in the distribution network, 
even if it may lead to a worse solution. The reason of this strategy is to ensure the 
necessary diversification in the search direction. As illustrated in Figure 3.5, nodes ip  are 
removed from channel 0 1 1− +→ → → →i i i 0p p p p q
0→i i i
 and inserted into channel 
0 1 1− +→ → →p q q qq . The insertion procedure can be elaborated in the following: 
Step 1: Find the node ip  from the channel 0 1 1− +→ → → →i i i 0p p p p q  which leads to 
the minimum transportation cost 
1, +i ip qC to the nodes in channel 
0 1 1− +→ → → →i i i 0p q q q q . 
Step 2: Find the arc 1+→j jq q  in channel 0 1 1− +→ → → →i i i 0p q q q q  which leads to the 
minimum the replaced transportation cost 
1 1, , ,
( )+ ++ −j i i i i iq p p q q qC C C . 
Step 3: Insert node ip  between  and jq 1+jq . 
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Figure 3.6 A Sample of Neighborhoods: 2-Opt Exchange 
 
2-Opt exchange: This movement is applied to intensify the solution improvement in each 
channel within itself. It consists of replacing two non-adjacent arcs belonging to the 
channel under consideration by two other arcs not belonging to it, such that the 
connectivity of the channel is re-established. This movement is illustrated in Figure 3.6. 
Suppose a channel of collecting returned products contains the following set of nodes in 
the given order , and let 0 2 1 1 0{ , , , , , }− − += i i i iS p p p p p q 2 1 1{( , );( , )}− − += i i i iX p p p p be a set 
of two arcs in S  which will be replaced by arcs 2 1{( , );( , )}− − 1+= i i i iY p p p p if this 
replacement leads to an improvement on the value of objective function. It is necessary to 
require all nodes in  be different from each other. Once the set  is chosen, the set of 




Step 1: For node 2−ip , calculate the maximum transportation cost improvement among all 
non-adjacent arcs by { }2 1 1 2 1 1, , , ,max ( ) ( ),0α − − + − − += + − +i i i i i i i ix p p p p p p p pC C C C . 
Step 2: If 0,xα >  replace the arcs 2 1− −→i ip p  and 1+→i ip p  by the arcs 2− →i ip p  and 
1− →i 1+ip p  in channel 0 2 1 1− − +→ → → → →i i i i 0p p p p p q . 
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Step 3: Repeat above steps for all nodes in channel 0 2 1 1− − +→ → → → →i i i i 0p p p p p q . 
 
3.3.3.2 Neighborhood search strategy 
The neighborhood search strategy specifies the movement in the neighborhood to be 
chosen at each iteration. The neighborhood may be explored in the following ways. 
 
The first admissible movement: Sequentially generate the set of solutions in the 
neighborhood of the current solution. Choose the first feasible movement yielding a 
solution with the improved objective function value as the next movement. 
 
The best admissible movement: Generate and evaluate all solutions in the neighborhood 
of the current solution. Choose the movement yielding the solution with the best 
objective function value as the next movement. 
 
Since the best admissible movement always produces better results, it is applied in all 
neighborhoods tested by the proposed tabu search algorithm. Only feasible movements 
are considered. After completing each step of the neighborhood search, a 2-Opt exchange 
is executed for each channel, in an attempt to further reduce the total cost of the 
distribution network. 
 
3.3.3.3 Short-term memory 
In the proposed tabu search algorithm, a short-term memory structure is defined to avoid 
the reassignment of previously moved nodes to the original channels where they were 
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previously moved from. Each movement is characterized by three sets of indices which 
define its attributes: (i) the index of the node involved in the movement, (ii) the index of 
the channel where the node is removed, and (iii) the index of the channel where the node 
is inserted. The short-term memory approach maintains a list of the sets of indices that 
was used just recently form the tabu list. A movement is considered as tabu when all the 
involved indices are in the current tabu list. The tabu duration represents the number of 
iterations that a movement remains tabu. If the tabu duration is short, the tabu movements 
are allowed to be recovered after a few iterations which make the search emphasize 
intensification. On the other hand, if the tabu duration is long, more movements are 
considered as tabu and the search will be extended to the areas that have not been visited 
yet which makes the search focus on diversification. It was suggested by Glover (1997) 
that the size of tabu duration should depend on the problem size and characteristics. Thus, 
due to the tradeoff between intensification and diversification, variable tabu duration is 
applied in the proposed tabu search algorithm. The variable duration is randomly chosen 
from a uniform distribution with the minimum value to be five and the maximum value to 
be ten. An aspiration criterion is designed to overrule the tabu status of a movement if it 
leads to a better objective function value than the best found so far. The algorithm is 
terminated by either one of the following two stopping criteria: (i) no feasible movement 
exists; or (ii) the maximum number of iterations is reached. 
 
For example, if at iteration k , nodes 1 1v R∈  and 2 2v R∈  are exchanged. It is forbidden 
to put  in  and  in  again during iterations ( 11v 1R 2v 2R , 2,...,k k k C)+ + +  where  is 
the tabu duration randomly chosen from . If all improved solutions are within 
C
min max( ,C C )
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the tabu duration, the algorithm chooses the oldest tabu movement and proceeds 
accordingly. 
 
3.3.3.4 General structure of the proposed tabu search algorithm 
The proposed tabu search algorithm is characterized by a set of parameters: 
max max max 1 2 max min( , , , , , , ,N A B N N P C C ) , where 
maxN   Maximum number of iterations without any improvement 
maxA   Maximum number of neighborhoods to be searched 
maxB   Maximum number of 2-Opt exchanges 
1 2( , )N N  Maximum number of nodes to be interchanged between two channels 
minC   Lower bound in tabu duration 
maxC   Upper bound in tabu duration 
 
The general structure of the proposed tabu search algorithm is illustrated as following: 
Step 0: Generate an initial shipment solution of the returned products based on the result 
of Network Simplex algorithm. 
Step 1: The following steps are executed to search the neighborhoods of the current 
solution. 
Step 1.1: Randomly choose a channel of collecting returned products from the 
 current solution, . 1R
Step 1.2: Randomly choose another channel of collecting returned products from   
the current solution, . 2R
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Step 1.3: Randomly choose u  nodes out of , where 1R 1min( , 1)u N R≤  and 1R            
represents the number of nodes in . 1R
Step 1.4: Randomly choose v  nodes out of , where 2R 2min( , 2 )v N R≤  and 2R  
represents the number of nodes in . 2R
Step 1.5: If the mutual interchange between above u  nodes of  and v  nodes of 
 exceeds the capacity of any hybrid processing facility, repeat Step 1.3 
and Step 1.4. 
1R
2R
Step 1.6: Insert the chosen v  nodes into  by using the insertion procedure. 1R
Step 1.7: Insert the chosen u  nodes into  by using the insertion procedure. 2R
Step 1.8: Apply the 2-Opt exchange to  for 1R maxB  times. 
Step 1.9: Apply the 2-Opt exchange to  for 2R maxB  times. 
Step 2: Repeat Step 1 for  times to obtain the improved solutions which result in 
smaller value of the objective function. 
maxA
Step 3: If more than one improved solutions are found, implement the non-tabu solution 
with the minimum objective function value. If all improved solutions are within 
the tabu duration, implement the oldest tabu movement. 
Step 4: Update the tabu list: place the implemented movement into the tabu list and 
remove the oldest movement from the tabu list. 
Step 5: Check the stopping criterion: If there is no improved solution found, repeat all 
above steps until the number of non-improved iterations reaches . maxN
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3.3.4 Updating the Best Solution 
If the total cost resulted from the newly obtained solution is less than the best solution 
obtained thus far, the best solution will be replaced by the newly obtained solution. The 
algorithm terminates if the maximum number of iteration maxR  is reached; otherwise, all 
above steps will be repeated. 
 
3.4 NUMERICAL RESULTS 
To illustrate the applicability of the proposed method, a numerical study was conducted. 
Company A is an international electrical company in Asia Pacific region, which is 
shipping forward computer products from OEM to a number of globally dispersed 
customers via hybrid processing facilities. Meanwhile, Company A presently is also 
handling a large number of units of EOL computer products. These units are 
remanufactured and resold into the global marketplace. The remanufacturing is carried 
out in the OEM plants using the same equipment. The objective of this study is to make a 
recommendation to Company A on which cities in the AP region should be selected as 
the hybrid processing facilities, which OEM should be chosen and how the forward and 
returned products should be transferred in such logistics network so as to minimize the 
total cost. Using the proposed method, the numerical results of near-optimal solutions 
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3.4.1 Experiments Design 
As shown in Table 3.1, five sets of testing problems are created to represent the different 
logistics network structure of Company A in Asia Pacific region. In each problem set, 
five problem samples are randomly generated. In total, twenty-five samples with different 
sample size are tested. The proposed heuristic algorithm is coded in C++ and tested on a 
Pentium IV 1.60 GHz PC with 256 MB of RAM. 
Table 3.1 Generated Problem Sets of Integrated Distribution 
Problem 
Set 
No. of Potential 
OEM 




No. of Hybrid 
Processing 








1 12 14 4 550 30 
2 15 20 6 700 40 
3 20 30 6 900 50 
4 20 30 6 1200 70 
5 30 40 8 1700 100 
 
Other problem related parameters are generated by the following formulae, where the 
square brackets denote the random number generation from a uniform distribution in the 
indicated range. 
• Demand for forward products of each customer: ; [10,30]FD =
• Supply of returned products of each customer: ;  R FS D=
• Shipping capacity of arcs connecting the OEM and hybrid processing facilities: 
; 1 [150,400]U =
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• Shipping capacity of arcs connecting the hybrid processing facilities and 
customers: ; 2 [30,80]U =
• Shipping capacity of arcs connecting the OEM and customers: ;  3 [5,10]U =
• Transportation cost per item along arcs connecting the OEM and hybrid 
processing facilities: ;  1 [5,20]C =
• Transportation cost per item along arcs connecting the hybrid processing facilities 
and customers: ;  2 [10,30]C =
• Transportation cost per item along arcs connecting the OEM and customers: 
;  3 [50,60]C =
 
3.4.2 Heuristic Parameters Setting 
In order to implement the proposed algorithm efficiently, a sensitivity analysis is 
performed. As aforementioned, the tabu duration is set to a range with uniform 
distribution from five to ten. It is also found through preliminary experiments that one is 
the proper value of the maximum number of nodes to be interchanged between two 
channels, and three 2-Opt exchanges are sufficient in order to obtain the satisfied solution. 




The results with different maximum numbers of iteration maxR  are reported in Figure 3.7. 
It is observed that the maximum number of iteration doesn’t make a significant impact to 
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the performance of the proposed heuristic in all the five Problem Sets. It is also noted that 
the CPU time increases dramatically with the growing of the maximum number of 
iteration. Figure 3.8 illustrates the index of iteration, which is a sequential integer number 
beginning from 0, where the final solution is obtained with different maximum number of 
iteration. It can be seen that about 80% of the final solutions are obtained within 20 
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Figure 3.8 Average Index of Iteration where the Final Solution is Obtained with Different 
Maximum Numbers of Iteration 
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Respectively, Figure 3.9 and Figure 3.10 show the total costs and average CPU time with 
different non-improved iteration number . It can be found that non-improved 
iteration number  yields better solutions (lower total costs) in Problem Sets 1, 2, 
3 and 4 and spends less average CPU time. 
maxN
max 5N =
max 15N =  leads to the best solution and 
spends less average CPU time in Problem Set 5. Taking the solution quality and 
computational efficiency into consideration simultaneously, the parameter max 5N =  is 

























Figure 3.9 Results with Different Non-improved Iteration Number 
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Figure 3.10 Average CPU Times with Different Non-improved Iteration Number 
The results with different numbers of iteration of neighborhood search  are 
illustrated in Figure 3.11. It is observed that 
maxA
max 15A =  leads to the best solutions for 
Problem Sets 1, 2 and 3 while max 25A =  yield the best results for Problem Sets with 
larger sample size. Thus, max 15A =  is applied in the three problem sets with smaller 
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Figure 3.11 Results with Different Iteration Number of Neighborhood Search 
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3.4.3 Results Comparison with Estimated Lower Bounds 
The lower bound of total cost in the distribution network is obtained by relaxing Capacity 
Constraint (3.8) of the hybrid processing facilities for handling the returned products. A 
linear programming solver, CPLEX of version 9.1, is adopted for the purpose of solution 
comparison. The comparison of results between the objective function values obtained 
from the proposed heuristic and the estimated lower bounds obtained by CPLEX are 
reported in Table 3.2. The computational times for the heuristic presented in this study 
are fairly consistent within a given problem size, and increase reasonably with increasing 
problem size. On the other hand, the average computational times for CPLEX are 18, 
106.4, 854.6, 5088.6 and 17567.2 seconds for Problem Sets 1, 2, 3, 4 and 5 respectively, 
demonstrating that computational times using CPLEX even for the lower bounds 
deteriorate substantially as problem sizes become large. Furthermore, as the problem size 
increases to Problem Set 3, 4 and 5, computational times for the proposed heuristic for 
the objective function values are better on average than using CPLEX for the lower 
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CPU time (s) Lower Bound 
Value ($) 
CPU time (s)
12 14 30N = × ×      
1–1 36187 116  35260 21 
1–2 37234 108  36064 18  
1–3 33366 102  32838 16  
1–4 30728 96  29264 15  
1–5 28638 112  27216 20  
15 20 40N = × ×      
2–1 38984 240  35662 103  
2–2 36969 220  34154 95  
2–3 40292 242  35662 117  
2–4 35014 251  30472 85  
2–5 44727 252  39606 132  
20 30 50N = × ×      
3–1 55629 445  47440 702  
3–2 48021 530  45610 801  
3–3 54899 522  48136 720  
3–4 54405 440  48470 1098  
3–5 56926 452  48394 952  
20 30 70N = × ×      
4–1 89016 1148  76080 3718  
4–2 80303 859  68278 5871  
4–3 79404 970  70388 4783  
4–4 88134 1016  79942 6226  
4–5 84395 951  82268 4845  
30 40 100N = × ×      
5–1 120962 2818  102886 18372 
5–2 112735 2560  96836 20346 
5–3 108590 2762  96778 15983  
5–4 100731 3278  89852 17459  
5–5 90391 2939  82202 15676 
 
The gap between the final solutions obtained by the proposed heuristic approach and the 
lower bound obtained by CPLEX for each Problem Set is illustrated in Figure 3.12. 
Figure 3.13 shows the trend of the average gap when the problem size grows. As it can be 
seen, in Problem Set 1 where there is the smallest sample size, the average gap is less 
than 4%. In other problem sets, the average gap ranges from 10% to 12%. Since the 
lower bound of total cost is obtained by relaxing the capacity constraint of the hybrid 
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processing facilities, there exists inherent difference between the optimal solution and the 
lower bound. Therefore, the gap between the final solution and the lower bound is 

















































































































Figure 3.13 Average Gap between the Final Solution and Lower Bound vs. Problem Set 
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3.5 SUMMARY  
In this chapter the integrated logistics network design for EOL computer products 
recovery has been explored. The deterministic programming model has been proposed by 
considering the hybrid processing facilities for systematically managing forward and 
EOL returned product flows. Due to the problem complexity and the large number of 
variables and constraints, a two-stage heuristic approach has been developed to 
decompose the integrated design of the multi-echelon forward and reverse logistics 
distribution network design problem into a location-allocation problem and a revised 
network flow problem. The locations of the depots are randomly chosen at the first stage. 
The optimal solution of the shipment of the forward products and the initial solution of 
the shipment of the returned products are obtained by applying the network simplex 
algorithm. According to the capacity constraints of the hybrid processing facilities for 
handling the returned products, a repair strategy is performed to construct the initial 
feasible solution of the shipment of returned products. A tabu search algorithm is applied 
to obtain the improved solution of shipping the returned products. Computational results 
are generated from a set of twenty-five test problems. The average gap between the final 
solution obtained by the proposed heuristic approach and the lower bound obtained by 
CPLEX is less than 4% in Problem Set 1. In other problem sets, the average gap ranges 
from 10% to 12%. The numerical experiments have suggested that the proposed heuristic 
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CHAPTER 4 DISTRIBUTION NETWORK DESIGN FOR 
HETEROGENEOUS PRODUCTS RECOVERY 
This chapter addresses the design of distribution network for heterogeneous products 
recovery. Two deterministic programming models are developed. Due to the complexity 
of the proposed models, a revised genetic algorithm with two initialization methods is 
proposed to obtain solutions. Numerical experiments demonstrate that this solution 
method performs well in terms of both solution quality and computational overhead. 
 
4.1 HETEROGENEOUS PRODUCTS RECOVERY NETWORK 
In practice, the heterogeneous products with various shapes, weights and variable 
reselling value are often involved in the operations of product recovery. In the 
aforementioned IBM’s case, various electrical products such as desktop computer, server 
computer, laptop computer, CRT display, LCD display, printer and other peripherals are 
all taken into account. A description of the distribution network design problem for 
heterogeneous products recovery is as follows: The heterogeneous end-of-life or end-of-
lease (EOL) products are collected from a number of geographically dispersed clients and 
shipped to the recovery centers through a multi-echelon logistics network for the purpose 
of recovery. Meanwhile, the forward products consisting of recovered and new products 
are transferred to the clients according to their demand. 
 
Figure 4.1 shows a depiction of the attempted heterogeneous products recovery network. 
A sample supply of two types of EOL products named “Product A” and “Product B” with 
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the clients is shown in Table 4.1. Table 4.2 shows a sample demand of the new products 
of Product A and Product B with the clients. In such scenario, Clients 2, 3, 4 and 5 return 
a certain quantity of Product A and Product B, meanwhile Clients 1, 2, 5 and 6 order a 
certain number of such two products. The returned EOL products are firstly shipped to a 
collection center for the purpose of functional test. Then the EOL products are classified 
into two categories, i.e. the reusable products and the products to be scrapped. The 
products within the first category are transferred to an original equipment manufacturer 
(OEM) recovery center for the subsequent recovery operations. The products within the 
second category are shipped to a disposal center for the purpose of safe disposal. The 
recovered products are available for the distribution of forward products, while additional 
new products are to be manufactured by the OEM in the recovery centers according to 
the quantity of demand. The forward products required by the clients are firstly shipped 
from the OEM recovery centers to redistribution centers and then delivered to the clients. 
Table 4.1 A Sample Supply of Returned Heterogeneous EOL Products 
Client Product A Product B 
1 0 0 
2 15 0 
3 20 16 
4 45 12 
5 30 0 
6 0 0 
 
Table 4.2 A Sample Demand of Forward Heterogeneous Products 
Client Product A Product B 
1 68 40 
2 0 30 
3 0 0 
4 0 0 
5 0 86 








Figure 4.1 A Depiction of Heterogeneous Products Recovery Network 
 
4.2 MODEL DEVELOPMENT 
The following underlying assumptions and simplifications are imposed in the proposed 
model formulations: 
(i) The probability of direct shipment from a client to an OEM recovery center or 
from an OEM recovery center to a client is ruled out due to insufficient volume. 
(ii) Each type of the EOL products collected from each client are shipped to one 
collection center and then transferred to one OEM recovery center for recovery. 
Each type of the forward products required by each client are delivered from one 
OEM recovery center to one redistribution center and then shipped to the client. 
(iii) The capacity of handling each type of returned products in the OEM recovery 
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center is limited due to requirement of certain recovery equipments. 
(iv) The recovered products are viewed as identical to the new products, which is the 
common practice in the business of leasing high valuable electrical appliances 
with a reasonably long product life cycle, such as server computers. 
(v) Only one disposal center is considered in the attempted problem due to the 
limitation of the certain facilities for the operations of safe disposal. 
(vi) The remanufacturing rate and the disposal rate of the EOL product  are viewed as 
independent, since there exits the probabilities that the EOL product could be sent 
to other channels, such as disassembling , reusable component inventory and so 
on. 
 
4.2.1 Mixed Integer Non-Linear Programming (MINLP) Model 
For the scenario that each collection center and each redistribution center are assigned to 
only one OEM recovery center, a mixed integer non-linear programming (MINLP) model, 
referred to as (F), is proposed. The following notations are used in the model formulation: 
{1,..., }I i=   set of clients returning EOL products; 
{1,..., }J j=   set of clients ordering forward products; 
C I J= ∪   set of clients in the network; 
{1,..., }L l=   set of collection centers; 
{ }B o=   set of disposal centers; 
{1,..., }P p=   set of OEM recovery centers; 
{1,..., }Q q=   set of redistribution centers; 
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D L B P Q= ∪ ∪ ∪  set of centers in the network; 
N C D= ∪   set of nodes in the network; 
{1,..., }K k=   set of products; 
( , )A a i j=   set of arcs connecting adjacent node  and node  in the network, i j
,i j N∀ ∈ ; 
k
iS    quantity of EOL product  returned by client i , ; k ,  i I k K∀ ∈ ∈
k
jD    quantity of forward product k  ordered by client , j ,  j J k K∀ ∈ ∈ ; 
ijU  shipping capacity of arc  in the unit of products, 
; 
( , )a i j
( , )a i j A∀ ∈
k
pR  capacity for handling returned EOL product k  at recovery center 
p , ,  p P k K∀ ∈ ∈ ; 
ijT  shipping cost per unit of products shipped along arc , 
; 
( , )a i j
( , )a i j A∀ ∈
k
lF  functional test cost of returned EOL product k  at collection center 
 per unit, l ,  l L k K∀ ∈ ∈ ; 
kM    manufacturing cost of new product k  per unit, ; k K∀ ∈
k
qO  operational cost of product k  at redistribution center q  per unit, 
; ,  q Q k K∀ ∈ ∈
kE  coefficient of product k  in terms of shipment cost and shipment 
capacity occupancy, k K∀ ∈ ; 
kG    remanufacturing rate of the EOL product , ; k k K∀ ∈
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kH  disposal rate of the EOL product k , k K∀ ∈ ; In the proposed 
model, 
 
The decision variables of the model are as follows: 
1  if  the EOL product  returned by client  is shipped to collection center , 





a i I l L k K
⎧⎪= ∀ ∈ ∈ ∈⎨⎪⎩
1  if  the EOL product  is shipped from collection center  to recovery center 
l
p, 





b l L p P k K
⎧⎪= ∀ ∈ ∈ ∈⎨⎪⎩
1  if  the forward product  is shipped from recovery center  to redistribution





c q p P q Q k K
⎧⎪= ∀ ∈ ∈ ∈⎨⎪⎩
1  if  the forward product  ordered by client  is shipped from redistribution





d q q Q j J k K
⎧⎪= ∀ ∈ ∈ ∈⎨⎪⎩
k
pN        quantity of new product  need to be manufactured at recovery  k
center p , ,  p P k K∀ ∈ ∈ ; 
 
The objective function is interpreted in the following equation: 
(F) Min 
        
        
k k k k k k k
k i il il l i il k i k lo il
i I l L k K i I l L k K i I l L k K
k k k k k k k
k i k lp il lp p k k j pq pq qj
i I l L k K p P p P k K q Q j J k K p P
k k k
j q qj
q j J k K
E S T a F S a E S H T a
E S G T a b N M E D T c d
D O d
∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈
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0                                               ,  kpN ≥      (4.12) 
{ }0,1           ,  , kila ∈ ∀ ∈i I l L k K∈ ∈     (4.13) 
{ }0,1           ,  , klpb l∈ ∀ ∈ L p P k K∈ ∈     (4.14) 
{ }0,1           ,  , kpqc p∈ ∀ ∈P q Q k K∈ ∈     (4.15) 
{ }0,1           ,  , kqjd j∈ ∀ ∈ J q Q k K∈ ∈     (4.16) 
 
 63
CHAPTER 4: DISTRIBUTION NETWORK DESIGN FOR HETEROGENEOUS PRODUCTS 
RECOVERY 
The objective function (4.1) seeks to minimize the total cost of operations in the logistics 
network for heterogeneous products recovery, including (i) the cost associated with the 
shipment of EOL products from the clients to the collection centers, (ii) the cost 
associated with the functional test of EOL products at the collection centers, (iii) the cost 
associated with the shipment of the EOL products to be scrapped from the collection 
centers to the disposal centers, where the notation  represents the shipping cost per 
unit from the collection center l  to the single disposal center o , (iv) the cost associated 
with the shipment of the EOL products from the collection centers to the OEM recovery 
centers, (v) the cost associated with the manufacture of new products at the OEM 
recovery centers, (vi) the cost associated with the shipment of forward products from the 
OEM recovery centers to the redistribution centers, (vii) the cost associated with the 
operations on forward products at the redistribution centers and (viii) the cost associated 
with the shipment of forward products from the redistribution centers to the clients. 
loT
 
Constraint (4.2) ensures each client returns each type of the EOL products to one 
collection center. Constraint (4.3) restricts each type of the returned EOL product shipped 
from each collection center to only one OEM recovery centers. Constraint (4.4) 
guarantees each type of forward products shipped to each redistribution center only from 
one OEM recovery center. Constraint (4.5) ensures each type of products ordered by each 
client is shipped from one redistribution center. Constraint (4.6) bounds the units of EOL 
products shipped to an OEM recovery center to its capacity of handling the EOL products. 
Constraints (4.7) and (4.8) restrict the units of returned EOL products shipped along the 
arcs from the clients to the collection centers and from the collection centers to the OEM 
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recovery centers to their shipping capacity respectively. Constraints (4.9) and (4.10) 
bound the units of forward products shipped along the arcs from the recovery centers to 
the redistribution centers and from the redistribution centers to the clients to their 
shipping capacity. Constraint (4.11) guarantees the requirement of forward products with 
clients is satisfied by recovered products and new products. Constraint (4.12) imposes the 
non-negativity restriction on the units of new products to be manufactured. Constraints 
(4.13), (4.14), (4.15) and (4.16) enforce the binary restriction on the remaining decision 
variables. 
 
As it can be seen, the proposed MINLP model (F) includes the three-index decision 
variables, which leads to the merit of involving a small number of decision variables. 
However, Constraints (4.6), (4.8), (4.10) and (4.11) contain the products of various 
decision variables, such as  and , resulting in a non-convex feasible solution 







4.2.2 Mixed Integer Linear Programming (MILP) Model 
In practice, the allocation of the collection centers and the redistribution centers to the 
OEM recovery centers is usually more flexible. The returned EOL products can be 
shipped from one collection center to more than one OEM recovery center. The forward 
products can also be delivered from several OEM recovery centers to one redistribution 
center. For this scenario, a mixed integer linear programming (MILP) model, referred to 
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as (S), is alternatively developed by using the decision variables with four-index. The 
same notations are used in the formulations of Model (S). The following four-index 
decision variables are introduced to replace the three-index decision variables of Model 
(F) by combining the allocation of the clients to the collection centers and the allocation 
of the collection centers to the OEM recovery centers, and integrating the allocation of 
the clients to the redistribution centers and the allocation of the redistribution centers to 
the OEM recovery centers. 
1 if  the EOL product  returned by client is shipped from collection center 
 to recovery center , ,  , , ;




x p i I l L p P k K
⎧⎪= ∀ ∈ ∈ ∈ ∈⎨⎪⎩
1 if the forward product  ordered by client  is shipped from recovery
 center  to redistribution center ,  , , ,  ;




y p q p P q Q j J k P




Then the objective function is represented by the following formulation: 
(S) Min 
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+∑∑∑∑ ∑∑∑∑
 
Thus the Constraints (4.2), (4.3), (4.4) and (4.5) which are related to the three-index 
decision variables of Model (F) are eliminated. Constraint (4.18) is imposed to ensure the 
EOL products returned by each client are shipped to only one collection center and then 
transferred to one OEM recovery center. Constraint (4.19) is introduced to guarantee the 
forward products ordered by each client are delivered from only one redistribution center 
which is shipped from one OEM recovery center. 
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1                 ,  kilp
l L p P
x i I k K
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∈
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1                 ,  kpqj
q Q p P
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∈ ∈
= ∀∑∑     (4.19) 
 
Constraints (4.6), (4.7), (4.8), (4.9), (4.10) and (4.11) are replaced by the following 
formulations respectively: 
,  k k ki k ilp p
i I l L
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∈ ∈
≤ ∀ ∈∑∑     (4.20) 
,  k kk i ilp il
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,  k kk i pqj pq
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,  k k k k kp i k ilp j pqj
i I l L j J q Q
N S G x D y p P k
∈ ∈ ∈ ∈
+ ≥ ∀ ∈∑∑ ∑∑     (4.25) 
 
Constraints (4.13), (4.14), (4.15) and (4.16) are removed while the following constraints 
are added to impose the binary restriction on the decision variables kilpx  and . 
k
pqjy
{ }0,1 ,  , , kilpx i I l L p P k K∈ ∀ ∈ ∈ ∈ ∈    (4.26) 
{ }0,1 ,  , , kpqjy p P∈ ∀ ∈ ∈q Q j J k K∈ ∈    (4.27) 
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In conclusion, the MINLP Model (F) and the MILP Model (S) are developed according 
to the two scenarios of the allocation of the collection centers and the redistribution 
centers to the OEM recovery centers respectively. Since more general situations of the 
product recovery network are considered in the latter one, a heuristic solution approach is 
proposed in the next section to obtain the solution of the Model (S). 
 
4.3 HEURISTIC SOLUTION APPROACH 
The restricted version of the network design problem for heterogeneous products 
recovery reduces to a Capacitated Plant Location Problem (CPLP) by ignoring the 
shipment and the subsequent operations associated with the redistribution of the forward 
products. As aforementioned in Chapter 3, the CPLP is proved to be NP-complete. As 
such, the network design for heterogeneous products recovery is an NP-hard problem. 
Utilizing conventional MILP tools to solve the Model (S) is computationally intractable 
due to the inherent problem complexity and its large number of variables and constraints. 
Hence, a heuristic solution approach is a practical method for the problem solution. This 
study develops a revised genetic algorithm (GA) with two initialization methods to solve 
the Model (S). The details of the proposed revised GA are elaborated in the following 
section. 
 
4.3.1 Genetic Representation 
Prior to the application of the GA to the network design problem for heterogeneous 
products recovery, a method of encoding the feasible solution is designed. In this study, 
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the feasible solution for the attempted problem is coded by a single dimensional array, 
namely chromosome, which consists of a number of integer values. Each chromosome 
includes four sections and each section consists of a certain number of sectors according 
to the number of clients, collection centers or redistribution centers. The first section 
indicates the allocation of the clients to the collection centers for collecting EOL products. 
The second section represents the allocation of the collection centers to the OEM 
recovery centers. The third section indicates the allocation of the redistribution centers to 
the OEM recovery centers. The last section represents the allocation of the clients to the 
redistribution centers for ordering forward products. 
 
A sample representation of the feasible solution of the attempted problem where two 
heterogeneous products, Product A and B, are involved is illustrated in Figure 4.2. In 
Section 1, the first sector means the EOL Products A and B collected from Client 1 are 
shipped to Collection Centers 1 and 2. While the second sector indicates the EOL 
Products A and B collected from Client 2 are shipped to Collection Centers 2 and 1, 
respectively. In Section 2, the first sector shows both the reusable Products A and B are 
transferred from Collection Center 1 to Recovery Center 3. The second sector means the 
reusable Product A is shipped from Collection Center 2 to Recovery Center 2 and the 
reusable Product B is transferred from Collection Center 2 to Recovery center 1. In 
Section 3, the first sector indicates the forward Products A and B are delivered from 
Recovery Centers 1 and 3 to Redistribution Center 1. The second sector shows the 
forward Product A and B are shipped from Recovery Center 1 and 2 to the Redistribution 
Center 2. In the last section, the first sector means the forward Products A and B are 
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delivered from Redistribution Center 1 and 2 to Client 1. While the second sector 




Figure 4.2 A Sample Representation of the Feasible Solution 
 
4.3.2 Initial Population 
In this study two methods are proposed to generate a set of initial solutions for the GA. 
The first initialization method is based on a random selection procedure. Each gene of a 
chromosome is set to be an integer value randomly chosen from the indices of all 
candidates. This method guarantees a great diversity of the selection results and thus 
high-quality solutions can be included in an initial population. However, a possible 
drawback of this initialization method is that a large number of infeasible solutions are 
also involved due to the limited capacity of the recovery centers in handling the returned 
EOL products, especially for cases with large problem size. This leads to another method 
of generating the initial population which is based on a greedy search process. The clients 
are assigned to the nearest collection centers and the nearest redistribution center for 
returning and ordering products respectively. The collection centers and the redistribution 
centers are also allocated to the nearest recovery centers for the shipment of the EOL 
products and the forward products respectively. If the capacity of the recovery center in 
handling the returned EOL products or the capacity associated with the shipment of the 
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products is exceeded, the second nearest center is selected alternatively, and so on. Such 
greedy initialization method ensures Constraints (4.18) and (4.19) are inherently satisfied. 
 
4.3.3 Genetic Operators 
Genetic operation is carried out to generate the offspring by altering the genetic 
composition of chromosomes. In this study two generic operations, i.e. crossover and 
mutation, are applied in the proposed GA which are elaborated as follows. 
 
4.3.3.1 Crossover 
The crossover used in the proposed GA is the one-cut-point method which randomly 
selects one cut-point and exchanges the right parts of two parents to generate the 
offspring (Gen and Cheng, 1996). Figure 4.3 illustrates the process of one-cut-point 
crossover where a cut-point is randomly chosen after the eighth gene. The probability of 
the crossover is set to be : [0,1]c cp p ∈ , so that, on average  of the 




Figure 4.3 An Example of the Offspring Generation Mechanism: Crossover 
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4.3.3.2 Mutation 
In the proposed GA the mutation operation alters a randomly selected gene to the 
complementary value calculated by the difference between the number of the candidates 
and the index of selected gene. Figure 4.4 is an illustration of the mutation process where 
the eighth gene representing that Client 4 is assigned to Collection Center 1 for returning 
EOL Product B is selected. Since it is assumed that the number of the candidate 
collection centers is three, the value of the eighth gene is altered to two. The probability 
of the mutation is set to be : [0,1]m mp p ∈ , so that, on average  of the 




Figure 4.4 An Example of the Offspring Generation Mechanism: Mutation 
 
4.3.4 Evaluation 
The evaluation is carried out to associate each chromosome with a fitness value to reflect 
the goodness of fit for a solution. The fitness value of a chromosome in each generation 
is calculated according to the following formula:  
1( )
( ) ( )
g x
f x p x
= +          (4.28) 
where x  represents a chromosome, ( )f x  is the objective function of Model (S) and 
( )p x  represents the penalty term. The penalty term ( )p x  is set to be zero if x  is feasible, 
or an integer value M  if x  violates any capacity constraint in Model (S). 
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Furthermore, a normalizing technique is applied to prevent a too-rapid takeover by super 
chromosomes. The normalized fitness value is calculated by: 
' min
max min




− += − +         (4.29) 
where  and  are the maximum and the minimum fitness value in current 
population respectively. 
maxg ming
γ  is a small positive real number which is usually restricted 
within the open interval (0 . ,1)
 
4.3.5 Selection and Reproduction 
According to the normalized fitness value , a roulette wheel approach is applied as 
the selection procedure. The selection probability of each chromosome is calculated by: 










         (4.30) 
where  represents the set of all chromosomes in current population. Based on the 
selection probability of each chromosome, a certain number of chromosomes are selected 
from the current population and included in the next generation. 
X
 
4.3.6 Overall algorithm procedure 
The overall procedure of the proposed GA is outlined as follows: 
Step 1: Read the required data and generate an initial population based on the population 
size. 
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Step 2: Generate the offspring by carrying out the crossover and mutation operations. 
Step 3: Evaluate the normalized fitness function of each chromosome. 
Step 4: Calculate the selection probability of each chromosome in current population 
and generate a new population. 
Step 5: Stop the iteration if the maximum iteration number is reached; otherwise go to  
Step 2. 
 
4.4 NUMERICAL EXPERIMENTS 
Numerical experiments are conducted to evaluate the performance of the proposed 
heuristic algorithm in this section. The proposed GA is coded in C++ and tested on a 
Pentium IV 2.40 GHz PC with 512 MB of RAM. 
 
4.4.1 Experiment Design 
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1 1 2 2 1 10 10 2 
2 1 3 3 1 10 10 3 
3 1 3 3 1 10 10 5 
4 1 3 3 1 20 20 5 
5 3 5 5 1 20 20 5 
6 3 5 5 1 50 50 5 
7 3 5 5 1 50 50 10 
8 5 10 10 1 50 50 10 
9 5 10 10 1 100 100 5 
10 5 10 10 1 100 100 10 
 
Other problem related parameters are generated by the following formulae, where the 
square brackets denote the random number generation from a uniform distribution in the 
indicated range. 
• Quantity of EOL product  returned by client : k i [10,100],  ,  kiS i I k K= ∀ ∈ ∈ ; 
• Quantity of forward product k  ordered by client j : [10,100],  ,  kjD j J k K= ∀ ∈ ∈ ; 
• Shipping capacity of arc  in unit of products: 
; 
( , )a i j
[1000,100000],  ( , )ijU a= ∀ i j A∈
• Capacity for handling returned EOL product  at recovery center k p : 
[1000,100000],  ,  kpR p P k K= ∀ ∈ ∈
k K
; 
• Functional test cost of returned EOL product  at collection center  per unit: 
; 
k l
[5,10],  ,  klF l L= ∀ ∈ ∈
• Manufacturing cost of new product  per unit: k [10,30],  kM k K= ∀ ∈ ; 
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• Operational cost of product  at redistribution center  per unit: 
; 
k q
[3,10],  ,  kqO q Q= ∀ ∈ ∈k K
K• Coefficient of product : k [1,5],  iE k= ∀ ∈ ; 
• Remanufacturing rate of product : k [0.50,1.00],  kG k K= ∀ ∈ ; 
• Disposal rate of the EOL product : k 1.00 ,  k kH G k K= − ∀ ∈ . 
 
It is found through a preliminary test that 100 is a proper value of the population size and 
1000 generations are sufficient to make the average objective value converge to a 
stabilized value. Furthermore, 0.70 and 0.05 are shown as the suitable value of the 
probability of crossover and mutation respectively. 
 
4.4.2 Result Comparison with Estimated Lower Bounds 
The lower bound of total cost of the proposed MILP model (S) is obtained by relaxing 
Capacity Constraint (4.20) of the recovery centers for handling the returned EOL 
products. A linear programming solver, CPLEX of version 9.1, is adopted for the purpose 
of solution comparison. Both random selection method and greedy selection method are 
adopted to generate the initial population for the proposed revised GA algorithm. The 
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Table 4.4 Computational Results for Different Problem Set 
Solution Obtained by GA 




Obtained by  
CPLEX ($) Total cost 
($) 






1 72897.40 77076.40 72 76268.9 216 
2 92902.46 107647.75 180 97264.33 576 
3 200045.80 236387.80 144 205023.6 648 
4 301352.20 368199.31 252 316573.3 792 
5 255667.00 366525.31 360 272519.2 1008 
6 619574.90 937065.81 540 654057.1 2016 
7 1220497.80 1899684.00 612 1285060 5904 
8 1076238.00 2069147.75 720 1124879 4608 
9 1037767.50 1988431.38 1044 1101209 3600 
10 2150236.20 3994582.00 2196 2295678 7776 
 
The comparison of results between the objective function values obtained from the 
proposed GA and the estimated lower bounds obtained by the CPLEX are reported in 
Table 4.4. The gap between the solutions obtained by the proposed GA and the lower 
bounds obtained by the CPLEX is illustrated in Figure 4.5. As it can be seen, the greedy 
initialization method leads to better results than the random initialization method, 
especially for cases with large problem size. The gap between (1) the solution obtained 
by the proposed GA with the greedy initialization and (2) the lower bound ranges from 
2% to 7%. Since the lower bound of total cost is obtained by relaxing the capacity 
constraint of the recovery centers, there exists inherent difference between the optimal 
solution and the estimated lower bound. Therefore, the gap between the obtained solution 
and the lower bound is acceptable, which demonstrates the good solution quality brought 
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by the proposed GA with the greedy initialization. Thus, the greedy initialization method 






































Figure 4.5 Gap Between the Solution obtained by GA and the Lower Bound vs. Problem 
Set 
 
4.4.3 Sensitivity Analysis of the Product Coefficients 
In order to check the influence of the product coefficient (PO) on the result of the 
network design for the heterogeneous products recovery, a sensitivity analysis is 
conducted. The PO is set to be an integer value randomly selected from [1,2], [2,3] and 
[4,5] to represent the scenarios of products with low, medium, and high product 
coefficient respectively. Figure 4.6 illustrates the objective value obtained by the 
proposed GA with the different levels of product coefficient. It is observed that the total 
cost of Model (S) increases significantly with the growing of the product coefficient. 
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Figure 4.6 Results with Different Levels of Product Coefficient 
 
4.4.4 Sensitivity Analysis of the Remanufacturing Rates 
Since the remanufacturing rate of returned EOL products is another key factor of the 
network design for heterogeneous products recovery, a sensitivity analysis of the 
remanufacturing rate (MR) is carried out. The testing values of the MR of all products are 
set to be 0.50, 0.70 and 1.00. Figure 4.7 illustrates the objective value obtained by the 
proposed GA with different remanufacturing rates. It is found that the total cost of Model 
(S) decreases with the increase of the remanufacturing rate of the returned EOL products. 
One main reason for this is the significant cut of manufacturing cost of the new products 
by using recovered products alternatively. 
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Figure 4.7 Results with Different Remanufacturing Rates 
 
4.5 SUMMARY 
This research has explored the logistics network design for heterogeneous products 
recovery. The MINLP model has been proposed to handle the situation that each 
collection center and each redistribution center are assigned to only one OEM recovery 
center. By considering the more general scenario of the product recovery problem, the 
MILP model has been further developed. Due to the problem complexity and the large 
number of variables and constraints, a revised GA with a random initialization method 
and a greedy initialization method has been proposed to obtain the solution. Ten testing 
problems are generated to evaluate the performance of the proposed heuristic algorithm. 
The numerical experiments show that the solutions obtained by the proposed GA with the 
greedy initialization method are close to the lower bounds obtained by the CPLEX. The 
sensitivity analysis of the product coefficient and the remanufacturing rate of returned 
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EOL products have also been performed, which indicate that the total cost of the 
attempted problem increases with the growth of the product coefficient and decreases 
with the increase of the remanufacturing rate. 
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CHAPTER 5 A STOCHASTIC APPROACH FOR PRODUCT 
RECOVERY NETWORK DESIGN UNDER UNCERTAINTY 
This chapter presents a stochastic programming based approach by which a deterministic 
model for product recovery network design can be extended to explicitly account for 
uncertainties. Since almost all the existing approaches for solving such problem are either 
restricted to deterministic situations or can only deal with a modest number of scenarios 
for the uncertain problem parameters, a solution approach integrating a recently proposed 
sampling method with an acceleration strategy is also developed. A computational 
experiment involving large-scale product recovery networks is presented to demonstrate 
the applicability of the developed stochastic model as well as the efficiency of the 
proposed solution method. 
 
5.1 PROBLEM DEFINITION 
Due to a high number of processing activities involved and high variability in the value 
of the components, a high level of uncertainty is one of the important characteristics of 
such problem. In particular, compared to the traditional forward distribution problem, it is 
more difficult to control the timing, quantity and quality of the returned products, while 
in addition the processing activities are also highly variable. 
 
A depiction of the attempted product recovery problem in this chapter is illustrated in 
Figure 5.1. Heterogeneous used products are collected from a number of geographically 
dispersed customers and shipped to the manufacturer via regional depots for the purpose 
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of recovery or safe disposal. According to the corresponding inspection operations in 
regional depots, the returned products are classified into two categories, i.e. 
unsalvageable products that can not be reused, and salvageable products that can be 
reused. Then the unsalvageable products are shipped to a disposal facility for the purpose 
of safe disposal. The salvageable products are shipped to a recovery facility for 
subsequent recovery operations. The products reclaimed from salvageable products in the 
recovery facility are available for the distribution of forward products, while additional 
new products are to be manufactured at the recovery facility to fulfill the demand of 
customers.  
 
For example, there are totally 1000 used products collected from customers and shipped 
to regional depots. Among them 280 products are classifies as unsalvageable products, 
while 720 products are classifies as salvageable products during the inspection operations 
in regional depots. The 280 unsalvageable products are transferred to the disposal facility. 
These unsalvageable products are dismantled and scrapped in a certified environmental 
management system to meet all governmental regulations. The 720 salvageable products 
are shipped to the recovery facility and recovered. If the demand of customers for 
forward products is 3500, the quantity of new products are to be manufactured at the 
recovery facility is (3500 . 720) 2780− =
 
In this study, a type of hybrid processing facility is also considered in such product 
recovery network. Both forward products and returned products can be transferred via 
such hybrid processing facilities in regional depots.  
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Figure 5.1 A Depiction of the Product Recovery Network Structure 
 
The following underlying assumptions and simplifications are imposed in the proposed 
model formulations: 
(i) The capacity for handling each type of returned products at each regional depot is 
limited due to requirement of certain inspection equipments. The capacity for 
handling each type of forward products at each regional depot is also limited. 
(ii) The recovered products are viewed as identical to the new products, which is the 
common practice in the business of leasing high valuable electrical appliances 
with a reasonably long product life cycle, such as server computers. 
(iii) Only one disposal facility and one recovery facility are considered in the 
attempted problem due to the limitation of the certain equipments for the 
operations of safe disposal and product recovery, respectively. 
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5.2 MODEL DEVELOPMENT 
Given the aforementioned assumptions, a deterministic mixed integer linear 
programming model is first proposed to seek the optimal solutions with the goal of 
minimizing the total cost in the attempted product recovery network design problem. 
Then a two-stage stochastic programming model is developed to explicitly account for 
uncertainties. 
 
5.2.1 Deterministic Programming Model 
The following notations are used in the model formulations. 
 
Indices used in the model: 
{1,..., }I i=   set of customers returning used products; 
{1,..., }J j=   set of potential hybrid processing facility sites; 
{1,..., }K k=   set of products; 
{ }S s=   set of recovery facility sites; 
{ }T t=   set of disposal facility sites; 
{1,..., }Q q=   set of customers ordering forward products. 
 
Parameters of the model: 
k
is    supply of used product  at customer , k i ,  i I k K∀ ∈ ∈ ; 
k
qd    demand of forward product  at customer , ; k q ,  q Q k K∀ ∈ ∈
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k
ju  capacity for handling returned product k  at hybrid processing 
facility j , ,  j J k K∀ ∈ ∈ ; 
k
jv  capacity for handling forward product k  at hybrid processing 
facility j , ,  j J k K∀ ∈ ∈ ; 
jf    fixed cost of building hybrid processing facility j , j J∀ ∈ ; 
k
ijc  shipping cost per unit of product k  shipped from customer i  to 
hybrid processing facility depot j , ,  ,  i I j J k K∀ ∈ ∈ ∈ ; 
k
jsc  shipping cost per unit of product k  shipped from hybrid 
processing facility j  to recovery facility s ,  ,  ,j J k K s S∀ ∈ ∈ ∈ ; 
k
jtc  shipping cost per unit of product k  shipped from hybrid 
processing facility j  to disposal facility t ,  ,  ,j J k K t T∀ ∈ ∈ ∈ ; 
k
sjc  shipping cost per unit of product k  shipped from recovery facility 
s  to hybrid processing facility j ,  ,  ,j J k K s S∀ ∈ ∈ ∈ ; 
k
jqc  shipping cost per unit of product k  shipped from hybrid 
processing facility j  to customer , q  ,  ,j J q Q k K∀ ∈ ∈ ∈ ; 
k
jp  functional test cost per unit of returned product k  at hybrid 
processing facility j , ,  j J k K∀ ∈ ∈ ; 
k
jl  operational cost per unit of forward product  at hybrid processing 
facility 
k
j , ,  j J k K∀ ∈ ∈ ; 
kr    recovery cost per unit of salvageable product k , ; k K∀ ∈
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kh    safe disposal cost per unit of unsalvageable product , ; k k K∀ ∈
km    manufacturing cost per unit of new product k , ; k K∀ ∈
kg    reusable rate of returned product , k k K∀ ∈ ; 
kb    sale revenue from forward product  per unit, . k k K∀ ∈
 
The decisions of the product recovery network configuration consist of deciding which of 
the hybrid processing facilities to be built, the quantities of returned and forward products 
shipped in the transportation links and the quantity of the new products to be 
manufactured at the recovery facility. The decision variables of the proposed model are 
as following: 




∀ ∈⎧= ⎨⎩  
k
ijy       quantity of returned product  shipped from customer  to hybrid k i
processing facility depot j , ,  ,  i I j J k K∀ ∈ ∈ ∈ ; 
k
jqz  quantity of forward product k  shipped from hybrid processing facility 
j  to customer q , ,  ,  j J q Q k K∀ ∈ ∈ ∈ ; 
kn        quantity of new product  needs to be manufactured at the recovery k
facility, . k K∀ ∈
 
The objective function is interpreted in the following equation: 
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(G)  min ( ) ( )
             ( )(1 ) ( )
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≤∑      ,  j J k K∀ ∈ ∈     (5.5) 
k
k i k
i I q Q
n s g
∈ ∈
+ ≥∑ ∑ kqd     k K∀ ∈     (5.6) 
0kijy ≥       ,  ,  i I j J k K∀ ∈ ∈ ∈    (5.7) 
0kjqz ≥       ,  ,  j J q Q k K∀ ∈ ∈ ∈    (5.8) 
0kn ≥       k K∀ ∈     (5.9) 
{ }0,1jx ∈      j J∀ ∈      (5.10) 
 
The objective function (5.1) seeks to minimize the total investment and operational costs 
for both forward and returned products in the attempted problem including (i) the cost 
associated with building up hybrid processing facilities, (ii) the cost associated with 
shipping the returned products from customers to hybrid processing facilities and the cost 
 88
CHAPTER 5: A STOCHASTIC APPROACH FOR PRODUCT RECOVERY NETWORK DESIGN 
UNDER UNCERTAINTY 
associated with the corresponding functional test, (iii) the cost associated with shipping 
the salvageable products from hybrid processing facilities to the recovery facility and the 
cost associated with the subsequent recovery operations, (iv) the cost associated with 
shipping the unsalvageable products from hybrid processing facilities to the disposal 
facility and the cost associated with the subsequent safe disposal operations, (v) the cost 
associated with shipping the forward products from the recovery facility to hybrid 
processing facilities, then from hybrid processing facilities to customers and the cost 
associated with the corresponding operations at hybrid processing facilities and (vi) the 
cost associated with manufacturing new products, by considering (vii) the sale revenue 
from forward products. 
 
Constraint (5.2) ensures that all returned products at each customer are collected. 
Constraint (5.3) guarantees that the demand of forward products at each customer is 
satisfied. Constraint (5.4) bounds the units of returned products shipped to a hybrid 
processing facility to its capacity for handling returned products. Constraint (5.5) restricts 
the units of forward products transferred to a hybrid processing facility to its capacity for 
handling forward products. Constraint (5.6) guarantees the total demand of forward 
products at all customers is satisfied by the sum of reclaimed products and new products. 
Constraint (5.7) and (5.8) enforce the non-negativity of the flow variables corresponding 
to returned products and forward products, respectively. Constraint (5.9) imposes the 
non-negativity restriction on the units of new products to be manufactured. Constraint 
(5.10) enforces the binary restriction on the location decision variables. 
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5.2.2 Two-stage Stochastic Programming Model 
To extend the aforementioned deterministic model (G) to a stochastic setting, it is 
assumed that the supply of returned products, the demand of forward products and the 
reusable rate of returned product are stochastic parameters with known distribution. Thus, 
the objective of such problem is to minimize the sum of current investment cost of 
building hybrid processing facilities and expected future processing and transportation 
cost.  
 
Define  as the set of all possible scenarios of uncertain parameters and Φ φ∈Φ  stands 
for a particular scenario. The following concise notations are used to describe the main 
ideas of the proposed stochastic programming approach. All the integer location decision 
variables are included into a  vector -dimensionalj x . All the continuous decision 
variables corresponding to the shipment of returned products and forward products are 
included into a vector y  of dimension i j k× ×  and a vector z  of dimension j q k× × , 
respectively. All the continuous decision variables corresponding to the new products 
manufacturing are included into a  vector . The  vector -dimensionalk n -dimensionalj f  
stands for the fixed cost of building hybrid processing facilities. The vector  of 
dimension , vector  of dimension 
1c
i j k× × 2c j q k× ×  and  vector  
represent the costs associated with the returned products, the forward products and the 
new products respectively. The  vector  and b  represent the quantity and 
the sale revenue from the forward products. As such, the concise form of the 
deterministic model for scenario 
-dimensionalk 3c
-dimensionalk a
φ  of the attempted problem is stated as following: 
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(Q) 1 2 3min  ( ) ( )
T T T T Tf x c y c z c n a bφ φ+ + + −       (5.11) 
subject to 
( )Dy s φ≥           (5.12) 
( )Ez d φ≥           (5.13) 
Fy Ux≤           (5.14) 
Gz Vx≤           (5.15) 
( ) ( )Tn g Ms Ndφ φ+ ≥          (5.16) 
R i j ky × ×∈ ,          (5.17) 0y ≥
R j q kz × ×∈ ,          (5.18) 0z ≥
R kn∈ ,           (5.19) 0n ≥
{0,1} jx∈           (5.20) 
The vector s  of dimension i k× , vector d  of dimension  and vector  of 
dimension 
q k× g
j k×  correspond to the supply of returned products, the demand of forward 
products and the reusable rate of returned products respectively. The matrices D , , , 
 and 
E F
G M  are appropriate matrices corresponding to the summations on the left-hand-
side of Equations (5.2)–(5.6), respectively. The matrix N  corresponds to the summation 
on the right-hand-side of expression (5.6). The matrices U  and  correspond to the 




Thus, a two-stage stochastic programming model is further developed as following: 
(R) [ ]min  ( ) E ( , )Tf x f x Q x ω= +        (5.21) 
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subject to 
{0,1} jx∈           (5.22) 
where  
1 2 3( , ) = min ( ) ( )
T T T TQ x c y c z c n a bω φ + + − φ       (5.23) 
subject to 
( )Dy s φ≥           (5.24) 
( )Ez d φ≥           (5.25) 
Fy Ux≤           (5.26) 
Gz Vx≤           (5.27) 
( ) ( )Tn g Ms Ndφ φ+ ≥          (5.28) 
R i j ky × ×∈ ,          (5.29) 0y ≥
R j q kz × ×∈ ,          (5.30) 0z ≥
R kn∈ ,           (5.31) 0n ≥
 
In the proposed two-stage stochastic programming model (R), the first stage corresponds 
to the investments that must be made for building hybrid processing facilities prior to 
knowing the actual realization of the random parameters and the second stage 
corresponds to the allocation of product flows through the established network and the 
decision of the quantity of new products to be manufactured based upon the realized 
uncertain scenario. The location variables x  are assigned as the first stage decision 
variables and the allocation variables y , z  and  are assigned as the second stage 
decision variables. The notation 
n
( , , )gs dω =  in (5.21) is a random vector corresponding 
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to the uncertain supply of returned products, the demand of forward products and the 
reusable rate of returned products. The notation [ ]E ( , )Q x ω  stands for the corresponding 
expected future processing and transportation cost. The optimal value ( , )Q x ω  of the 
second stage problem (5.23)–(5.31) is a function of the first stage decision variable x  
and a realization φ  of the uncertain parameters. In such a stochastic programming 
approach probabilities are associated with scenarios and a solution is sought which is 
suitably balanced against the various scenarios (Birge and Louveaux, 1997). Generally, a 
stochastic programming approach searches a solution relative to an assumed probabilistic 
data structure, which may or may not reflect accurately the reality at a later moment, but 
should reflect as accurate as possible the available information for present decision (Liste 
and Dekker, 2005). 
 
As mentioned by Santoso et al. (2005), there are two potential sources of difficulty in 
solving such two-stage stochastic programming model. Firstly, an evaluation of the 
objective function ( )f x  for a given location decision x  might involve a very huge 
number of linear programming problems (5.23)–(5.31), one for each scenario of the 
uncertain problem parameter realizations. Secondly, the expected cost of future 
processing and transportation operations [ ]E ( , )Q x ω  is not available in a closed 
analytical form and is only implicitly defined. Thus the problem (5.21)–(5.22) involves 
minimizing an implicitly defined non-linear function with respect to the binary location 
variables and could be very hard to solve. 
 
 93
CHAPTER 5: A STOCHASTIC APPROACH FOR PRODUCT RECOVERY NETWORK DESIGN 
UNDER UNCERTAINTY 
5.3 SOLUTION METHOD 
As aforementioned, a key difficulty in solving the attempted two-stage stochastic 
programming model (R) is in evaluating the expectation in the objective. A recently 
proposed Monte Carlo simulation-based approach by Kleywegt et al. (2001) and Santoso 
et al. (2005), the sample average approximation (SAA) scheme, is used to deal with such 
problem. The basic idea of SAA is that a random sample is generated and expected value 
function is approximated by the corresponding sample average function. The obtained 
sample average optimization problem is solved and the procedure is repeated several 
times until a stopping criterion is satisfied (Kleywegt et al., 2001). 
 
5.3.1 Sample Average Approximation 
In the proposed SAA scheme, a random sample 1, , Nω ω⋅⋅⋅  of  realizations of the 
random vector 
N
ω  is generated. The expectation [ ]E ( , )Q x ω  is approximated by the 












= ∑         (5.32) 
Thus the “true” problem (5.21)–(5.22) is approximated by the following SAA problem: 
1








⎧ = +⎨⎩ ⎭∑ n
⎫⎬        (5.33) 
Let  and Nv Nx  be the optimal value and an optimal solution vector of the SAA problem 
(5.33) respectively, where the  and Nv Nx  are random in the sense that they are functions 
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of the corresponding random sample. For a particular realization 1, , Nω ω⋅⋅⋅  of the 
random sample, the SAA problem (5.33) is deterministic and can be solved by 
appropriate optimization techniques.  
 
As demonstrated by Santoso et al. (2005), it is possible to show that under mild regularity 
conditions, as the sample size  increases,  and N Nv Nx  converge with probability one to 
their true counterparts, and moreover Nx  converges to an optimal solution of the true 
problem with probability approaching one exponentially fast (Kleywegt et al., 2001). 
This convergence analysis suggests that a fairly good approximate solution to the true 
problem (5.21)–(5.22) can be obtained by solving an SAA problem (5.33) with a modest 
sample size. 
 
The overall procedure of the proposed SAA algorithm is described as following. 
Step 0: Generate M  independent samples each of size N , i.e., 1( , , )Nj jω ω⋅⋅⋅  for 
1, ,j M= ⋅⋅⋅ .  
Step 1: For each sample solve the corresponding SAA problem 
1








⎧ ⎫= +⎨ ⎬⎩ ⎭∑ . 
Let  and jNv
j
Nx , 1, ,j M= ⋅⋅⋅ , be the corresponding optimal objective value and 
an optimal solution respectively. For the instance that the demand constraints 
(5.12)-(5.13) can not to be met for a certain realization of the uncertain 
parameters, a penalty cost is set as the corresponding objective value. 
Step 2: Calculate  
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= − ∑ 2)N M−       (5.35) 
It has been proved by Norkin et al. (1998) and Mark et al. (1999) that the 
expected value of  is less than or equal to the optimal value  of the true 
problem. Since the calculated sample average 
Nv
*v
,N Mv  is an unbiased estimator of 
[ ]E Nv , the ,E N Mv⎡⎣ ⎤⎦  is less than or equal to the optimal value  of the true 
problem. Thus 
*v





σ  is an 
estimate of the variance of this estimator. 
Step 3: Choose each feasible solution x X∈  of the true problem in Step 1. Estimate the 















= + ∑       (5.36) 
 Where '1, , Nω ω⋅⋅⋅  is a sample of size '  generated independently of the samples 
used to obtain the feasible solution. Typically  is set to be much bigger than 




Step 4: Choose the feasible solution x X∈  with the smallest estimated objective value 
' ( )Nf x  in Step 3 and set ' ( )Nf x  as the estimated true objective function value. It 
is noted that ' ( )Nf x  is an unbiased estimator of ( )f x . Since x  is a feasible 
solution of the true problem, *( )f x v≥ . Thus ' ( )Nf x  is an estimate of an upper 
bound on .  *v
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Step 5: Since the generated sample 1, , N 'ω ω⋅⋅⋅  is independent identical distributed, the 












'Nx f x Q x f xN N
σ
=
= + −− ∑ ω     (5.37) 
Step 6: Calculate an estimate of the optimality gap of the solution x  using the obtained 
lower bound estimate and the objective function value estimate as following: 
, , ' ' ,( ) ( )N M N N N Mx f x vε = −        (5.38) 
The estimated variance of the gap estimator is then calculated as following: 
, , ' ,
2 2
' ( )N M N N MN vxεσ σ σ= + 2        (5.39) 
 
5.3.2 Acceleration Strategy 
In the previous section, the proposed SAA method requires repeated solutions of the 
sample average approximation problem (5.33) which is an inherent two-stage stochastic 
programming problem. Thus, although the SAA scheme solves the attempted problem 
with a much fewer number of scenarios than the true problem (5.21)–(5.22), it still 
involves minimizing the sum of a fairly large number of linear functions. Therefore, there 
exists a need for improving such SAA method. 
 
As can been seen in the aforementioned SAA problem, investment decisions associated 
with building regional depots are made at the first stage prior to knowing the realization 
of random parameters. Thus, the location solutions of regional depots dominate the 
shipment and operation solutions associated with the forward and returned products. 
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However, redundant location solutions may occur during the iterations when the 
corresponding investment costs of building regional depots are beyond the total cost 
associated with existing solutions. Especially, the tremendous computational effort at 
such redundant location solutions is observed during the preliminary numerical test. 
Therefore, an intuition about improvement of the SAA algorithm is to remove such 
redundant location solutions by spending much less computational effort. Thus, an 
acceleration strategy is developed which is described as following. 
 
In Step 1 of the aforementioned SAA scheme, for each sample set m , the total 
investment cost of building regional depots for a location solution x X∈  is firstly 
calculated as . If  is larger than or equal to current minimum total cost ( ) Tg x f x= ( )g x
*( )f x , which is set as a sufficiently large constant initially,  the location solution x  is 
ignored. Otherwise, implement Step 1 to solve the corresponding SAA problem. If the 
corresponding optimal objective value  in Step 1 is less than current jNv
*( )f x , the *( )f x  
is updated to . jNv
 
5.4 MODEL APPLICATION AND NUMERICAL RESULTS 
To illustrate the applicability of the proposed model and solution method, a numerical 
experiment is conducted in this section for product recovery network design problems 
with a large number of stochastic scenarios. The characteristics of the test problems and 
some implementation details are first described. Then the computational efficiency of the 
proposed acceleration strategy is also demonstrated. Finally, an analysis of the quality of 
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the stochastic programming solutions is carried out in comparison to those obtained using 
a deterministic approach. 
 
5.4.1 Experiment Design 
Three sets of test problems are created to represent the different configurations of the 
attempted product recovery network. To obtain stochastic instances of the test problems, 
it is assumed that a part of the supply of the returned products, a part of the demand of the 
forward products and a part of the reusable rate of the returned products are stochastic 
parameters with known distribution. Recently Kamath and Pakkala (2002) provided 
evidence that log-normal distributions were well suited for modeling economic stochastic 
variables such as demands. Thus log-normal distributions are used to generate the supply 
and demand parameters, and normal distribution is used to generate the parameters of 
reusable rate. The main characteristics of the three test problem sets are presented in 
Table 5.1. 
Table 5.1 Product Recovery Network Characteristics 
Problem Set 1 2 3 
No. of Potential Hybrid Processing Facilities 5 10 20 
No. of Customers for Returning Used Products 50 100 200 
No. of Customers for Ordering Forward Products 50 100 200 
Product Types 10 30 50 
No. of Stochastic Parameters 70 150 300 
 
In the implemented numerical experiments, M  independent samples are selected from 
the estimated uncertain parameters, each involving N  sampled scenarios. Statistical 
validation of a candidate solution is then carried out by evaluating the objective function 
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by using  sampled scenarios. The statistical parameters are set as: 'N M =100; =500, 
700, 1000, 1500 and 2000; and =2000, which have been proved sufficient to obtain 
good quality solutions through preliminary experiments. The proposed algorithm is coded 
in C++ with CPLEX 9.1.3 callable library routines for solving deterministic mixed-
integer linear programming sub-problems. All computations are carried out on a Pentium 




5.4.2 Performance of Acceleration Strategy 
Figure 5.2, Figure 5.3 and Figure 5.4 indicate the relatively significant improvement in 
computational effort due to the proposed acceleration strategy for SAA algorithm. 
Especially as can be seen in Figure 5.4, using the acceleration strategy proposed in 
Section 5.3.2, the relative improvement in terms of decreases in the computational time 
with sample size N = 2000 in Problem Set 3 reaches as high as 370,246 second, which is 
more than 8 days, compared to the performance of SAA algorithm without the 
acceleration strategy. Such an improvement can be mainly attributed to the computation 
efficiency in skipping redundant location solutions. In addition, the results also indicate 
that the computational time of SAA algorithm with the proposed acceleration strategy is 
fairly consistent within a given problem size, and increases reasonably with the growth of 
problem size in all problem sets. By contrast, the computational time of SAA algorithm 
without acceleration strategy may deteriorate substantially as problem sizes become 
larger. For example, as it is shown in Figure 5.4, computational time of SAA algorithm 
with the proposed acceleration strategy increases by only less than 5,000 second from 
sample size N = 500 to sample size N = 2000 in Problem Set 3. On the other hand, 
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computational time of SAA algorithm without the proposed acceleration strategy 
increases by more than 300,000 second from sample size N = 500 to sample size N = 






















































Figure 5.3 Computational Time with Different Sample Size N for Problem Set 2 
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Figure 5.4 Computational Time with Different Sample Size N for Problem Set 3 
 
5.4.3 Results Analysis 
In this section, through applying such acceleration strategy, the solution of the proposed 
stochastic programming model are compared to that of a deterministic optimization 
problem involving the mean value of the uncertain problem parameters for each 
independent sample (known as mean-value problem). The statistical comparison of the 
total cost for test problems between the mean-value problem solution (denoted by Mx ) 
and the SAA solution (denoted by Sx ) is shown in Table 5.2, where Sx  is identified by 
solving M (=100) SAA problem instances with N =700 and the total cost statistics for 
each solution are calculated by using a sample size of =2000.  'N
 
It is clearly observed that both the estimated average total cost and the cost variability 
corresponding to the SAA solutions in all problem sets are smaller than those 
corresponding to the mean-value solutions. In addition, the estimated optimality gap 
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, , 'N M Nε  and the variance of gap estimate  of SAA solutions are also much smaller, 
compared to those of mean-value solutions. These results indicate that solutions to the 
stochastic programming model may not only outperform the mean-value solutions in 
terms of optimality gap corresponding to total cost, but also lead to comparatively smaller 
variability in objective value. Furthermore, the results also imply that even for a modest 
sample size =700 the SAA solutions can be much closer than the mean-value solutions 






Table 5.2 Costs Statistics for Mean-value and SAA Solutions 







Sample Average 1028.40 799.21 5170.99 3699.70 13861.61 10482.98
Sample Variance 2.52 0.76 3.45 0.82 3.97 0.69 
, , 'N M Nε  15.96 2.47 21.06 1.98 52.61 3.86 
, , '
2
N M Nεσ  3.05 1.26 4.53 1.90 5.99 2.71 
 
The optimality gap estimates of the best solution identified by the SAA method for 
different sample sizes N  are presented in Table 5.3. It is clear that the estimate of the 
optimality gap and the corresponding variance decrease with the growing of the sample 
size in all problem sets. Furthermore, the SAA method with only a modest number of 
sampled scenarios can provide high quality solutions to the true stochastic product 
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Table 5.3 Optimality Gap Estimated for the Test problems 
Problem Set 1 Problem Set 2 Problem Set 3 Sample Size 
N 
, , 'N M Nε  , , '2N M Nεσ  , , 'N M Nε  , , '2N M Nεσ  , , 'N M Nε  , , '2N M Nεσ  
500 3.59 1.83 3.19 2.81 4.04 3.92 
700 2.47 1.26 1.98 1.90 3.86 2.71 
1000 2.02 1.01 1.64 1.29 1.28 1.67 
1500 1.58 0.73 1.25 0.73 1.09 1.03 
2000 0.96 0.26 1.02 0.39 0.38 0.68 
 
It is also worth mentioning that the level of variability may have considerable influence 
on above comparison results (Santoso et al., 2005). Therefore, in order to estimate the 
effect of the variability of uncertain problem parameters, the ranges for total cost 
corresponding to the best solutions obtained by the proposed SAA method with three 
different levels of the variability in such three problem sets are shown in Figure 5.5, 
Figure 5.6 and Figure 5.7 respectively, compared to those corresponding to the mean-
value solution. As can be seen, all the stochastic solutions have significantly smaller 
ranges than the corresponding mean-value solution in the three problem sets. These 
results clearly indicate that with increase in the variability of uncertain parameters, the 
ranges for total cost corresponding to the stochastic solutions increase at a much slower 
rate than those of the mean-value solutions in all three problem sets. Accordingly, the 
stochastic solutions are more resilient to variability of the problem parameters. 
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This research has explored a stochastic approach for the product recovery network design 
to simultaneously optimize the forward and return logistics flows under uncertainty. The 
two-stage stochastic programming model has been developed. The solution method has 
been proposed by integrating the SAA scheme with the acceleration strategy, which also 
provides an efficient framework for identifying and statistically solving the large-scale 
product recovery network problems with a large number of scenarios of uncertain 
parameters. A computational experiment involving large-scale product recovery networks 
are generated to illustrate the applicability of the proposed model and also to evaluate the 
performance of the proposed solution approach. The numerical results have shown that 
the solutions obtained by the proposed stochastic method are superior to those obtained 
by the deterministic optimization approach and are much closer to being optimal for the 
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true stochastic product recovery network design problem. Furthermore, the proposed 
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CHAPTER 6 THE DESIGN OF SUSTAINABLE LOGISTICS 
NETWORK UNDER UNCERTAINTY 
This chapter presents a stochastic programming based approach to account for the design 
of sustainable logistics network under uncertainty. Three types of processing facilities, 
namely forward processing facility, collection facilities and hybrid processing facility, are 
all considered in the model development. An importance sampling strategy is applied to 
improve the performance of the sample average approximation scheme in Chapter 4. A 
case study involving a large-scale sustainable logistics network in Asia Pacific Region is 
presented to investigate the impact of product return on a sustainable logistics network 
design as well as the efficiency of the integrated solution approach. 
 
6.1 SUSTAINABLE LOGISTICS NETWORK DESIGN PROBLEM 
Recently due to the increasing stringent pressures from environmental and social 
requirements, more and more manufacturers have adopted the practice of using returned 
products and incorporated product recovery activities into the production. Consequently, 
the design of sustainable logistics network is getting concerned, which concerns not only 
the economic aspects but also how logistics network will affect other aspects of human 
life, such as the environment and sustainability of natural resources. Implementation of 
the sustainable logistics operations requires setting up additional appropriate logistics 
infrastructure for the arising flows of used and recovered products. Physical location, 
facilities and transportation links need to be chosen to transfer forward products from 
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manufacturers to customers and to convey used products from their former users to 
manufacturers for the purpose of recovery or safe disposal. 
 
The general structure of a sustainable logistics network is illustrated in Figure 6.1. Three 
types of processing facilities, namely forward processing facility, collection facilities and 
hybrid processing facility, are involved. Heterogeneous forward products are delivered to 
a number of geographically dispersed customers from manufacturers via forward 
processing facilities. Returned products are taken back from the customers and shipped to 
the manufacturers via collection facilities for the purpose of recovery or safe disposal. 
Both forward products and returned products can be transferred via hybrid processing 
facilities. 
 
Figure 6.1 A Depiction of the Sustainable Logistics Network Structure 
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6.2 MODEL DEVELOPMENT 
6.2.1 Deterministic Programming Model 
A deterministic mixed integer linear programming model is first proposed for the 
attempted problem. The following notations are used in the model formulation. 
 
Indices used in the model: 
{1,..., }I i=   set of manufacturers; 
{1,..., }J j=   set of potential depots; 
{1,..., }K k=   set of customers; 
N I J K= ∪ ∪  set of nodes in the network; 
{1,..., }P p=   set of products. 
 
Parameters of the model: 
p
kd    demand of forward product p  at customer , ; k ,  k K p P∀ ∈ ∈
p
ks    supply of returned product p  at customer , ; k ,  k K p P∀ ∈ ∈
p
ju    capacity for handling forward product p  at depot j  if forward 
processing facility is built at depot j , ,  j J p P∀ ∈ ∈ ; 
p
jl  capacity for handling forward product p  at depot j  if hybrid 
processing facility is built at depot j , ,  j J p P∀ ∈ ∈ ; 
p
jv  capacity for handling returned product p  at depot j  if collection 
facility is built at depot j , ,  j J p P∀ ∈ ∈ ; 
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p
jm  capacity for handling returned product p  at depot j  if hybrid 
processing facility is built at depot j , ,  j J p P∀ ∈ ∈ ; 
p
ijkc  shipping cost per unit of forward product  shipped from 
manufacturer  to customer  via depot 
k
i k j , 
; ,  ,  ,  i I j J k K p P∀ ∈ ∈ ∈ ∈
p
kjie  shipping cost per unit of returned product  shipped from 
customer  to manufacturer  to via depot 
k
k i j , 
; ,  ,  ,  k K j J i I p P∀ ∈ ∈ ∈ ∈
jf  fixed cost of building forward processing facility at depot j , 
j J∀ ∈ ; 
jr    fixed cost of building collection facility at depot j , j J∀ ∈ ; 
jh    fixed cost of building hybrid processing facility at depot j , j J∀ ∈ ; 
p
jn  processing cost per unit of forward product p  at depot j , 
,  j J p P∀ ∈ ∈ ; 
p
jt  processing cost per unit of returned product p  at depot j , 
,  j J p P∀ ∈ ∈ . 
 
The decisions of the sustainable logistics network configuration consist of deciding the 
type of facility to build at each potential depot, the quantities of forward and returned 
products shipped in the transportation links. The decision variables of the model are as 
follows: 
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∀ ∈⎧= ⎨⎩  
p
ijkq  quantity of forward product p  shipped from manufacturer  to 
customer  via depot 
i
k j , ,  ,  ,  i I j J k K p P∀ ∈ ∈ ∈ ∈ ; 
p
kjig  quantity of returned product p  shipped from customer k  to 
manufacturer  via depot i j , ,  ,  ,  k K j J i I p P∀ ∈ ∈ ∈ ∈ . 
 
The objective function is formulated in the following equation: 
(E) min ( )
         ( )                                                                                (6.1)
∈ ∈ ∈ ∈ ∈ ∈ ∈
∈ ∈ ∈ ∈
+ + + +
+ +
∑ ∑ ∑ ∑∑∑∑
∑∑∑∑
p p p
j j j j j j ijk j ijk
j J j J j J i I j J k K p P
p p p
kji j kji
k K j J i I p P






i I j J
q d
∈ ∈
≥∑∑    ,  k K p P∀ ∈ ∈      (6.2) 
p p p
ijk j j j j
i I k K
q u x l z
∈ ∈
≤ +∑∑  ,  j J p P∀ ∈ ∈       (6.3) 
p p
kji k
j J i I
g s
∈ ∈
≥∑∑    ,  k K p P∀ ∈ ∈      (6.4) 
p p p
kji j j j j
k K i I
g v y m z
∈ ∈
≤ +∑∑  ,  j J p P∀ ∈ ∈       (6.5) 
1j j jx y z+ + ≤   j J∀ ∈        (6.6) 
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0pijkq ≥    ,  ,  ,  i I j J k K p P∀ ∈ ∈ ∈ ∈     (6.7) 
0pkjig ≥    ,  ,  ,  k K j J i I p P∀ ∈ ∈ ∈ ∈     (6.8) 
{ }0,1jx ∈    j J∀ ∈        (6.9) 
{ }0,1jy ∈    j J∀ ∈        (6.10) 
{ }0,1jz ∈    j J∀ ∈        (6.11) 
 
In the proposed deterministic Model (E), the objective function (6.1) seeks to minimize 
the total investment and operational costs in the sustainable logistics network including (i) 
the fixed cost associated with building forward processing facilities, (ii) the fixed cost 
associated with building collection facilities, (iii) the fixed cost associated with building 
hybrid processing facilities, (iv) the shipping cost of the forward products from 
manufacturers to customers via intermediate depots and the cost associated with the 
forward operations, (v) the shipping cost of the returned products from customers to 
manufacturers and the cost associated with the reverse operations. Constraint (6.2) 
ensures that the total volume of forward products demanded by a customer is satisfied. 
Constraint (6.3) bounds the units of forward products shipped via an intermediate depot 
to its capacity of handling forward products. Constraint (6.4) guarantees that the total 
volume of returned products supplied by a customer is collected. Constraint (6.5) restricts 
the units of returned products transferred via a depot to its capacity of handling returned 
products. Constraint (6.6) guarantees that at most one type of facilities is open at a 
potential depot. Constraints (6.7) and (6.8) enforce the non-negativity of the flow 
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variables corresponding to forward products and returned products. Constraints (6.9), 
(6.10) and (6.11) enforce the binary restriction on the location decision variables. 
 
The proposed sustainable logistics network model is distinguished from a traditional 
forward facility location model in considering the hybrid facility to reduce environmental 
impacts while save cost, and reflecting the coordination issue concerning the forward and 
reverse operations simultaneously. 
 
6.2.2 Stochastic Programming Model 
A two-stage stochastic programming model is developed in this section to extend the 
aforementioned deterministic model to a stochastic setting. The first stage corresponds to 
the investments that must be made for building facilities at potential depots prior to 
knowing the actual realization of the random parameters and the second stage 
corresponds to the allocation of product flows through the established network based 
upon the configuration and the realized uncertain scenario. Furthermore, it is assumed 
that the demand of forward products and the supply of returned product at customers are 
stochastic parameters with known distribution. As such, the objective of the attempted 
problem is to minimize the sum of current investment cost of building facilities and 
expected future processing and transportation cost. The details of the proposed two-stage 
stochastic programming are described as follows. 
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Define  as the set of all possible scenarios of the uncertain parameters in the attempted 
problem and 
Φ
φ∈Φ  stands for a particular scenario. The following concise notations are 
used to describe the main ideas of the proposed stochastic programming approach. All the 
integer location decision variables regarding the forward processing facilities, collection 
facilities and hybrid processing facilities are included into vectors x ,  and y z  of 
dimension j . The j -dimensional vectors f ,  and  stand for the fixed cost of 
building such three kinds of facilities, respectively. All the continuous decision variables 
corresponding to the shipment of forward products and returned products are included 
into a vector q  of dimension 
r h
i j k p× × ×  and a vector g  of dimension , 
respectively. The vector c  of dimension 
k j i p× × ×
i j k p× × ×  and vector  of dimension 
 represent the costs associated with the shipment and operations of the 
forward products and the returned products, respectively. The vectors d , 
e
k j i p× × ×
s  of dimension 
 correspond to the demand of forward products and the supply of returned products 
respectively, which are functions of a scenario 
k p×
φ . The vectors u ,  of dimension l j p×  
correspond to capacity for handling forward product of forward processing facilities and 
hybrid processing facilities, respectively. The vectors v ,  of dimension m
j p× correspond to capacity for handling returned product of collection facilities and 
hybrid processing facilities, respectively. The matrices D , ,  and  are appropriate 
matrices corresponding to the summations on the left-hand-side of Equations (6.2)–(6.5), 
respectively. Thus, the two-stage stochastic programming model is developed as 
following: 
K H N
(L) [ ]min  ( , , ) E ( , , , )T T Tf x y z f x r y h z Q x y z ξ= + + +     (6.12) 
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subject to 
, , {0,1} jx y z∈           (6.13) 
where  
( , , , ) = min T TQ x y z c q e gξ +         (6.14) 
subject to 
( )Dq d φ≥           (6.15) 
T TKq u x l z≤ +          (6.16) 
( )Hg s φ≥           (6.17) 
T TNg v y m z≤ +          (6.18) 
R i j k pq × × ×∈ ,          (6.19) 0q ≥
R k j i pg × × ×∈ ,          (6.20) 0g ≥
 
In the proposed two-stage stochastic programming model (L), the location variables x , 
 and y z  are assigned as the first stage decision variables and the allocation variables q  
and  are assigned as the second stage decision variables. The notation g ( , )d sξ =  in 
(6.12) is a random vector corresponding to the uncertain demand of forward products and 
supply of returned products. The notation [ ]E ( , , , )Q x y z ξ  stands for the expected future 
processing and transportation cost. The optimal value ( , , , )Q x y z ξ  of the second stage 
problem (6.14)–(6.20) is a function of the first stage decision variables x , , y z  and a 
realization ( , )d sξ =  of the uncertain parameters. 
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As aforementioned in Chapter 5, there are also two potential sources of difficulty in 
solving such two-stage stochastic programming model (L). Firstly, an evaluation of the 
objective function ( , , )f x y z  for given location decisions x ,  and y z  might involve a 
very huge number of linear programming problems (6.14)–(6.20), one for each scenario 
of the uncertain problem parameter realizations. Secondly, the expected cost of future 
processing and transportation operations [ ]E ( , , , )Q x y z ξ  is not available in a closed 
analytical form and is only implicitly defined. Thus the problem (6.12)–(6.13) involves 
minimizing an implicitly defined non-linear function with respect to the binary location 
variables and could be very hard to solve. 
 
6.3 SOLUTION METHOD 
As aforementioned, Santoso et al. (2005) applied a proposed sample average 
approximation (SAA) scheme, which was based on crude Monte Carlo samples to handle 
a large-scale network design problem with a large number of scenarios. However, the 
disadvantage of such sampling approaches that solve the sample approximation 
completely is that some effort might be wasted on optimizing when the approximation is 
not accurate. An approach to avoid such problem is to use sampling within another 
algorithm without complete optimization (Birge and Louveaux, 1997). Furthermore, 
variances and any form of confidence interval may be quite large when crude Monte 
Carlo samples are used. Dantzig and Glynn (1990) developed an importance sampling 
scheme to reduce the variance by using an alternative distribution of random parameters 
that places more weight in the areas of importance. Therefore, a solution method is 
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developed in this study by integrating the sample average approximation scheme with an 
importance sampling strategy to solve the attempted problem. 
 
Importance sampling is choosing a good distribution from which to simulate one’s 
random variables. To some extent, it is viewed as a measure of estimating an expected 
value. It is also a means of generating samples from a particular probability distribution 
and is closely related to rejection sampling. The theoretical roots of importance sampling 
are depicted as follows (Yuan and Druzdzel, 2006). Let ( )f x  be a function of x  over the 
domain Ω⊂ nR . Consider the problem of estimating the integral 
( )Ω= ∫V f x dx           (6.21) 
Assume that the domain of integration of ( )f x  is bounded, i.e., that V  exists. 
Importance sampling approaches this problem by estimating 
( ) ( )
( )Ω
= ∫ f xV II x x dx          (6.22) 
where ( )I x , which is called the importance function, is a probability density function 
such that  for any ( ) 0>I x ∈x X  and . One practical requirement of I (X) is that 
it should be easy to sample from. In order to estimate the integral, samples 
⊂ΩX
1 2, ,..., NX X X  









         (6.23) 
The estimator  in Equation (6.23) almost surely converges to V  in Equation (6.21) 
under the following weak assumptions (Geweke, 1989): 
~
V
Assumption 1.  ( )f x  is proportional to a proper probability density function defined on. 
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Assumption 2.   is a sequence of independent identically distributed (i.i.d.) random 




( )I x . 
Assumption 3.  The support of ( )I x  includes Ω . 
Assumption 4.  V  exists and is finite. 
Importance sampling assigns more weight to regions where ( ) ( )>f x I x  and less weight 
to regions where ( ) ( )<f x I x  to correctly estimate V . It is also noted that Assumptions 1, 
2 and 4  are either the inherent properties of the problem at hand or the characteristic of 
Monte Carlo simulation. Therefore, the importance function needs to be chosen, as long 
as it satisfies Assumption 3.  
 
In the applied importance sampling scheme, let 1( ,..., )hξ ξ ξ=  denote the h -dimensional 
stochastic vector and 1( ) ( ,..., )hC Cξ ξ ξ=  represents the objective function value of the 
second-stage problem ( , , , )Q x y z ξ  in (6.14) when a location solution ( , , )x y z  is 
determined at the first-stage. Thus, the expected value of the future processing and 
transportation cost [ ]E ( , , , )Q x y z ξ  in (6.12) is approximated with a marginal cost 
formulation as follows: 
[ ]
1




Q x y z C Gξ τ
=
≈ +∑ ξ        (6.24) 
where ( )i iG ξ  stands for the marginal cost of the i -th entry iξ  of ξ  , which is formulated 
in the following equation according to a base case scenario τ  of the uncertain parameters. 
1 1 1( ) ( ,..., , , ,..., ) ( )i i i i i hG C Cξ τ τ ξ τ τ τ− += −       (6.25) 
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The overall of the proposed solution method is described as following. 
Step 0: Generate M  independent sample sets each of size N , i.e., 1( , , )Nm mξ ξ⋅⋅⋅  for 
.  1, ,m M= ⋅⋅⋅
Step 1: For each sample set m , solve the corresponding SAA problem with the 
importance sampling strategy: 
Step 1.1: Choose the base case, 1( ,..., )m m mhτ τ τ= , to be the scenario *mξ  with the 
lowest forward demand and the lowest return supply, which leads to the 
lowest total costs. 
Step 1.2: Calculate the marginal cost of the random parameters iξ  in the sample set 
: m
 1 1 1
1








τ τ ξ τ τ τ− +
=
= ∑ −    (6.26) 
 Where the 
mi
nξ  denotes the value of the i -th entry of ξ  in the sample n  of 
sample set . m
Step 1.3: Allocate the number of N  samples to  sub-samples of size , 
, such that 
h miN







=∑ , and  being approximately 
proportional to 
miN
miG .   


















      (6.27) 
Step 1.5: obtain the estimate of the expected value of the second-stage problem: 
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e C G uτ
=
= +∑ mi mi        (6.28) 
Step 1.6: solve the corresponding first-stage problem: 
{ }min  T T T mx X f x r y h z e∈ + + +  
Let  and ( ,jNv , )
j
Nx y z , 1, ,j M= ⋅⋅⋅ , be the corresponding optimal objective 
value and a optimal location solution respectively. 























= − ∑ 2)N M−       (6.30) 
Step 3: Choose each feasible solution ( , , )x y z  of the first-stage problem in Step 1. 





1( , , ) ( )
'
N
T T T n
N
n




= + + + ∑     (6.31) 
 Where 1 ', , Nξ ξ⋅⋅⋅  is a sample of size  generated independently of the samples 
used to obtain the feasible solution. Typically  is set to be much bigger than 




Step 4: Choose the feasible solution ( , , )x y z  with the smallest estimated objective value 
' ( , , )Nf x y z  in Step 3 and set ' ( , , )Nf x y z  as the estimated true objective function 
value. It is noted that ' ( , , )Nf x y z  is an unbiased estimator of ( , , )f x y z . Since 
( , , )x y z  is a feasible solution of the true problem, *( , , )f x y z v≥ . Thus 
' ( , , )Nf x y z  is an estimate of an upper bound on .  
*v
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Step 5: Since the generated sample 1, , N 'ξ ξ⋅⋅⋅  is independent identical distributed, the 






1( , , ) ( ( ) ( , , ))
'( ' 1)
N
T T T n
N N
n




= + + + −− ∑  (6.32) 
Step 6: Calculate an estimate of the optimality gap of the solution ( , , )x y z  using the 
lower bound estimate and the objective function value estimate obtained from 
Step 2 to Step 5 respectively as following: 
, , ' ' ,( , , ) ( , , )N M N N N Mx y z f x y z vε = −       (6.33) 
The estimated variance of the gap estimator is then calculated as following: 
, , ' ,
2 2
' ( , , )N M N N MN x y zεσ σ σ= + 2v        (6.34) 
 
6.4 MODEL APPLICATION 
In this section, the proposed model is applied to a case study of the sustainable logistics 
network design for an international electrical company in Asia Pacific (AP) region. This 
company, referred as Company A, is shipping heterogeneous electrical products from 
original equipment manufactures (OEM) to a number of globally dispersed customers via 
intermediate depots. Meanwhile, Company A presently is also handling returned 
electronic products in Asia Pacific Region. More specifically, to be considered for 
remanufacturing, a returned product must be checked during intermediate processing 
facilities to meet certain quality standards. The remanufacturing is carried out in the 
OEM plants using the same equipment. Therefore, the objective of this case study is to 
make a recommendation to Company A on which cities in the AP region should be 
 122
CHAPTER 6: THE DESIGN OF SUSTAINABLE LOGISTICS NETWORK UNDER UNCERTAINTY 
selected as the intermediate depots, what kind of processing facilities should be built and 
how the forward and returned products should be transferred in such sustainable logistics 
network. 
 
The main characteristics of the attempted case study are presented in Table 6.1. The 
parameters of the capacity and cost are determined by the surveys carried by Company A. 
Especially since uncertainties are involved in the demand of the forward products and the 
supply of the returned products, a reasonable estimate of such uncertain data is needed 
before going into the actual implementation phase. Log-normal distributions are used to 
estimate the supply and demand data. 
Table 6.1 Product Recovery Network Characteristics 
Description Value 
No. of OEM plants 5 
No. of potential intermediate depots 32 
No. of customer sites 150 
Product types 15 
 
Based on the above data, the attempted problem is solved by two different solution 
methods: a sequential method and an integrated method. The sequential method in this 
study means that a traditional forward logistics network is first build up and then product 
return is introduced as an additional activity which has to be combined into the existing 
forward network. It is noted that no hybrid processing facility is considered in such 
method. On the other hand, the integrated method determines a network configuration by 
considering both forward and reverse flows simultaneously. Furthermore, in order to 
check the robustness of the obtained solutions, a sensitivity analysis is performed with 
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changing values the ratio of total return volume to total forward volume. The proposed 
algorithms are coded in C++ with CPLEX 9.1.3 callable library routines for solving 
deterministic MILP sub-problems. All computations are carried out on a Pentium IV 1.80 
GHz PC with 512 MB of RAM. 
6.4.1 Sequential Solution Result 
For the aforementioned sequential solution method, the Model (L) reduces to a standard 
two-level location-allocation problem with uncertain parameters. In the implemented 
computations, M  independent samples are selected from the estimated uncertain 
parameters, each involving N  sample scenario. Statistical validation of a candidate 
solution is then carried out by evaluating the objective function using  sample 
scenario. The statistical parameters are set as: 
'N
100M = ; 30N = ; and . It is 
noted that solving such problem requires about 28 hours. Figure 6.2 shows the graphical 
description for the optimal sustainable logistics network. For the sake of simplification, 
the allocations of the forward flows from intermediate depots to customers and the 
reverse flows from customers to intermediate depots are omitted. The optimal solution 
indicates that six forward processing facilities are located at Shanghai, Tokyo, Kuala 
Lumpur, Singapore, Sydney and Taipei, while five collection facilities are located at 
Shanghai, Tokyo, Kuala Lumpur, Sydney and Shenzhen. Total costs for such sequential 
solution amount to $ 4,827,569. It is also observed that the forward and return networks 
are very similar in this solution. This may be explained by the limited degree of freedom 
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6.4.2 Integrated Solution Result 
In the implemented computations of the aforementioned integrated solution method, the 
statistical parameters are set as: 300M = ; 50N = ; and ' 5000N = . Figure 6.3 shows 
the resulting optimal integrated network. For the sake of simplification, the allocations of 
the forward flows from intermediate depots to customers and the reverse flows from 
customers to intermediate depots are also omitted. The optimal solution turns out that two 
forward processing facilities are located at Taipei and Tokyo and four hybrid processing 
facilities are located at Shanghai, Shenzhen, Singapore and Sydney, while no collection 
facility to be built. Total costs for the integrated solution amount to $ 3,935,842, which 
comes down to savings of almost 20% with respect to the sequential approach. One main 
reason for such significant cost saving is building up four hybrid processing facilities to 
handle both forward and returned products. It is also noted that the structure of this 
solution differs significantly from the structure of the sequential solution. Due to the 
additional products flows, product return has a great impact on the forward network 
design which is also a driver for decentralization in this case study. Thus, the optimal 
solution obtained by the integrated solution method provides more cost effective network 
as well as better customer accessibility by the aid of the decentralized configuration. 
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Figure 6.2 Optimal Network Obtained by Sequential Method 
 
 
Figure 6.3 Optimal Network Obtained by Integrated Method 
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6.4.3 Sensitivity Analysis of the Return Rate 
According to a preliminary analysis of the historical data in the attempted case study, the 
volume of returned products from a customer is closely related to the volume of the 
ordered forward products. It is also noted that the return rate of each type of products, 
which represents the ratio of the quantity of returned products to the quantity of forward 
products, varied from 5% to 90%. Therefore, in order to investigate the impact of such 
return rate, a sensitivity analysis of the ratio of total return volume to total forward 
volume is carried out. Seven different ratios are applied which are 5%, 10%, 15%, 30%, 
50%, 70%, 90%. Table 6.2 shows the summary of the sensitivity analysis results. Both 
the total costs obtained by sequential method and integrated method are very sensitive to 
changes in return rate. Furthermore, the integrated method always provided lower 
network costs than the sequential method. Figure 6.4 illustrates the difference of 
sequential and integrated methods for the overall network costs, and indicates that the 
integrated method results in more total cost saving with the increase of return rate in this 
study. 
Table 6.2 The Sensitivity Analysis of the Return Rate 
Return rate  5% 10% 15% 30% 50% 70% 90% 
Total cost obtained by  
sequential method 
(million $) 
3.83 3.92 4.03 4.27 4.34 4.53 4.83 
Total cost obtained by  
integrated method 
(million $) 
3.82 3.88 3.90 4.12 4.15 4.28 4.39 
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Figure 6.4 Difference between Sequential and Integrated Methods as Function of Return 
Rate. 
6.5 SUMMARY 
This research has explored the sustainable logistics network design under uncertainty. 
The deterministic programming model had been proposed by considering the influence of 
the reverse flows on the operations of forward logistics. Three types of processing 
facilities, namely forward processing facility, collection facilities and hybrid processing 
facility, have been considered in the model development. In order to account for the 
uncertain characteristics of the sustainable logistics network, the two-stage stochastic 
programming model has been developed where the demand of forward products and the 
supply of returned product at customers are assumed to be stochastic parameters with 
known distribution. An importance sampling strategy has been applied to improve the 
performance of the sample average approximation scheme. A case study involving a 
large-scale sustainable logistics network in Asia Pacific Region has shown that product 
return has a great impact on the forward network design and the optimal solution 
obtained by the integrated solution method provides more cost effective network as well 
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as better customer accessibility by the aid of the decentralized configuration. The 
sensitivity analysis of the return rate has indicated that both the total costs obtained by 
sequential method and integrated method are very sensitive to changes in the ratio of total 
return volume to total forward volume, and the integrated method always provides lower 
network costs than the other one. 
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CHAPTER 7 DYNAMIC NETWORK DESIGN FOR REVERSE 
LOGISTICS OPERATIONS UNDER UNCERTAINTY 
The design of reverse logistics network has attracted growing attention with the stringent 
pressures from environmental and social requirements. In general, decisions about 
reverse logistics network configurations are made on a long-term basis. This chapter 
proposes dynamic location and allocation models to cope with such issues. A stochastic 
programming based approach is further developed by which a deterministic model for 
multiperiod reverse logistics network design can be extended to account for the 
uncertainties. A solution approach integrating the sampling strategy with a heuristic 
algorithm is also proposed in this research. A numerical experiment is presented to 
demonstrate the significance of the developed stochastic model as well as the efficiency 
of the proposed solution approach. 
 
7.1 PROBLEM DEFINITION 
The general structure of a dynamic reverse logistics network is illustrated in Figure 7.1. 
Heterogeneous forward products are delivered to a number of geographically dispersed 
customers from plants via forward processing facilities. Returned products are taken back 
from the customers and shipped to the plants via return processing facilities for the 
purpose of recovery or safe disposal. Both forward products and returned products can be 
transferred via hybrid processing facilities. In a dynamic version of the attempted 
network design, for every facility a close or open option is available at the beginning of 
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UNCERTAINTY 
every period  where T  denotes a given planning horizon. The cost associated 




Figure 7.1 A Depiction of the Dynamic Reverse Logistics Network Structure 
 
7.2 MODEL DEVELOPMENT 
7.2.1 Deterministic Programming Model 
A deterministic mixed integer nonlinear programming model is first proposed for the 
attempted problem. The following notations are used in the model formulation. 
 
Indices used in the model: 
{1,..., }I i=   set of plants; 
{1,..., }J j=   set of potential depots; 
{1,..., }K k=   set of customers; 
N I J K= ∪ ∪  set of nodes in the network; 
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{1,..., }P p=   set of product types; 
{1,..., }T t=   set of time periods in a given planning horizon. 
 
Parameters of the model: 
t
kpd    demand of forward product p  at customer  during time period , k t
,  ,  k K p P t T∀ ∈ ∈ ∈ ; 
t
kps    supply of returned product p  at customer  during time period , k t
,  ,  k K p P t T∀ ∈ ∈ ∈ ; 
t
jff  capacity of depot j  for handling forward product if forward 
processing facility is built at time period , t ,  j J t T∀ ∈ ∈ ; 
t
jfh  capacity of depot j  for handling forward product if hybrid 
processing facility is built at time period , t ,  j J t T∀ ∈ ∈ ; 
t
jrr    capacity of depot j  for handling returned product if collection 
facility is built at time period , t ,  j J t T∀ ∈ ∈ ; 
t
jrh  capacity of depot j  for handling returned product if hybrid 
processing facility is built at time period , t ,  j J t T∀ ∈ ∈ ; 
t
ijkpc    shipping cost per unit of forward product  from plant  to k i
customer  via depot k j  at time period t , 
,  ,  ,  ,  i I j J k K p P t T∀ ∈ ∈ ∈ ∈ ∈ ; 
t
kjipe  shipping cost per unit of returned product k  from customer  to 
plant i  to via depot 
k
j  at time period , t
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,  ,  ,  ,  i I j J k K p P t T∀ ∈ ∈ ∈ ∈ ∈ ; 
t
jf  operating cost of a forward processing facility open at depot 
j during time period , t ,  j J p P∀ ∈ ∈ ; 
t
jr    operating cost of a collection facility open at depot j during time 
period , t ,  j J p P∀ ∈ ∈ ; 
t
jh  operating cost of a hybrid processing facility open at depot 
j during time period , t ,  j J p P∀ ∈ ∈ ; 
t
jgf  fixed cost for opening a forward processing facility at depot j  at 
time period t  which is closed at time period , -1t ,  j J t T∀ ∈ ∈ ; 
t
jpf  fixed cost for closing a forward processing facility at depot j  at 
time period t  which is open at time period , -1t ,  j J t T∀ ∈ ∈ ; 
t
jgr    fixed cost for opening a collection facility at depot j  at time  
period  which is closed at time period , t -1t ,  j J t T∀ ∈ ∈ ; 
t
jpr    fixed cost for clos ming a collection facility at depot j  at time  
period  which is open at time period , t -1t ,  j J t T∀ ∈ ∈ ; 
t
jgh  fixed cost for opening a hybrid processing facility at depot j  at 
time period t  which is closed at time period , -1t ,  j J t T∀ ∈ ∈ ; 
t
jph  fixed cost for closing a hybrid processing facility at depot j  at 
time period t  which is open at time period , -1t ,  j J t T∀ ∈ ∈ ; 
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The decisions of the dynamic logistics network configuration consist of deciding the type 
of facility to build at each potential depot, the quantities of forward and returned products 
shipped in the transportation links at each time period. The decision variables of the 
model are as follows: 
1  if  forward processing facility is open at depot  at the beginning of time period ,





x j J t T
⎧⎪= ∀ ∈ ∈⎨⎪⎩
1  if  collection facility is open at depot  at the beginning of time period ,





y j J t T
⎧⎪= ∀ ∈ ∈⎨⎪⎩
1  if  hybrid processing facility is open at depot  at the beginning of time period ,





z j J t T
⎧⎪= ∀ ∈ ∈⎨⎪⎩
t
ijkpq       quantity of forward product p  shipped from plant  to customer k  via i
depot j  at time period t , ,  ,  ,  ,i I j J k K p P t T∀ ∈ ∈ ∈ ∈ ∈ ; 
t
kjipg       quantity of returned product p  shipped from customer  to plant i  via k
depot j  at time period t , ,  ,  ,  ,k K j J i I p P t T∀ ∈ ∈ ∈ ∈ ∈ . 
 
The objective function is formulated in the following equation: 
( )
( ) ( ) ( ) ( )1 1 1 1
(H) min 
         1 1  1 1
∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈
− − − −
∈ ∈ ∈ ∈ ∈
+ + + +
⎛ ⎞ ⎛+ − + − + − + −⎜ ⎟⎝ ⎠ ⎝
∑∑∑∑∑ ∑∑∑∑∑ ∑∑
∑ ∑ ∑ ∑ ∑
t t t t t t t t t t
ijkp ijkp kjip kjip j j j j j j
t T i I j J k K p P t T k K j J i I p P t T j J
t t t t t t t t t t t t
j j j j j j j j j j j j
t T j J j J j J j J
c q e g f x r y h z
gf x x pf x x gr y y pr y y









t t t t t t
j j j j j j
t T j J j J








i I j J
q d
∈ ∈
≥∑∑ t    ,  ,  k K p P t T∀ ∈ ∈ ∈     (7.2) 
t t t
ijkp j j j j
i I k K p P
q ff x fh
∈ ∈ ∈
≤ +∑∑∑ z   ,  j J t T∀ ∈ ∈      (7.3) 
t
kjip kp
j J i I
g s
∈ ∈
≥∑∑ t    ,  ,  k K p P t T∀ ∈ ∈ ∈     (7.4) 
t t t t
kjip j j j j
k K i I p P
g rr y rh
∈ ∈ ∈
≤ +∑∑∑ tz   ,  j J t T∀ ∈ ∈      (7.5) 
1t t tj j jx y z+ + ≤    ,  j J t T∀ ∈ ∈      (7.6) 
0tijkpq ≥     ,  ,  ,  ,  i I j J k K p P t T∀ ∈ ∈ ∈ ∈ ∈   (7.7) 
0tkjipg ≥     ,  ,  ,  ,  k K j J i I p P t T∀ ∈ ∈ ∈ ∈ ∈   (7.8) 
{ }0,1tjx ∈     ,  j J t T∀ ∈ ∈      (7.9) 
{ }0,1tjy ∈     ,  j J t T∀ ∈ ∈      (7.10) 
{ }0,1tjz ∈     ,  j J t T∀ ∈ ∈      (7.11) 
 
In the proposed deterministic Model (H), the objective function (7.1) seeks to minimize 
the total investment and operational costs in the dynamic logistics network including (i) 
the shipping cost of the forward products from plants to customers, (ii) the shipping cost 
of the returned products from customers to plants, (iii) the fixed cost associated with 
building forward processing facilities, collection facilities and hybrid processing facilities, 
(iv) the cost associated with the relocation of forward processing facilities, (v) the cost 
associated with the relocation of collection facilities and (vi) cost associated with the 
relocation of hybrid processing facilities. Constraint (7.2) ensures that total forward 
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products demanded by a customer are met. Constraint (7.3) bounds the units of forward 
products shipped via an intermediate depot to its capacity of handling forward products. 
Constraint (7.4) guarantees that total returned products supplied by a customer are 
collected. Constraint (7.5) restricts the units of returned products transferred via a depot 
to its capacity of handling returned products. Constraint (7.6) guarantees that at most one 
type of facilities is open at a potential depot at each time period. Constraints (7.7) and 
(7.8) enforce the non-negativity of the flow variables corresponding to forward products 
and returned products. Constraints (7.9), (7.10) and (7.11) enforce the binary restriction 
on the location decision variables. 
 
The proposed dynamic reverse logistics network model (H) is distinguished from a 
traditional facility location model in considering the hybrid facility to reduce 
environmental impacts while save cost, and reflecting the coordination issue concerning 
the forward and reverse operations simultaneously. Furthermore, the proposed model (H) 
can be linearized by introducing new binary variables , 1 1t t t tj j ju x x
− −≡ , , 1 1t t t tj j jv y y− −≡ , 
, 1 1t t t t
j j jw z z
− ≡ −  and the following additional constraints: 
, 1 1t t t
j ju x
− ≤ −     ,  j J t T∀ ∈ ∈      (7.12) 
, 1t t t
j ju
− ≤ x     ,  j J t T∀ ∈ ∈      (7.13) 
, 1 1 1t t t tj j ju x x
− −≥ + −    ,  j J t T∀ ∈ ∈      (7.14) 
, 1 1t t t
j jv y
− ≤ −     ,  j J t T∀ ∈ ∈      (7.15) 
, 1t t t
j jv
− ≤ y     ,  j J t T∀ ∈ ∈      (7.16) 
, 1 1 1t t t tj j jv y y
− −≥ + −    ,  j J t T∀ ∈ ∈      (7.17) 
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, 1 1t t t
j jw z
− ≤ −     ,  j J t T∀ ∈ ∈      (7.18) 
, 1t t t
j jw
− ≤ z     ,  j J t T∀ ∈ ∈      (7.19) 
, 1 1 1t t t tj j jw z z
− −≥ + −    ,  j J t T∀ ∈ ∈      (7.20) 
 
As such, the corresponding objective function of mixed integer linear programming 
model is formulated in the following equation: 
( )
( ) ( ) ( ), 1 1 , 1 , 1 1 ,
(J) min 
          
∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈
− − − − −
∈ ∈ ∈ ∈
+ + + +
⎛ ⎞+ − + − + − + −⎜ ⎟⎝ ⎠
∑∑∑∑∑ ∑∑∑∑∑ ∑∑
∑ ∑ ∑ ∑
t t t t t t t t t t
ijkp ijkp kjip kjip j j j j j j
t T i I j J k K p P t T k K j J i I p P t T j J
t t t t t t t t t t t t t t t t
j j j j j j j j j j j j
t T j J j J j J
c q e g f x r y h z
gf x u pf x u gr y v pr y v( )
( ) ( )
1





⎛ ⎞⎜ ⎟⎝ ⎠
⎛ ⎞+ − + −⎜ ⎟⎝ ⎠
∑ ∑
∑ ∑ ∑
t T j J
t t t t t t t t
j j j j j j
t T j J j J
gh z w ph z w
 
7.2.2 Stochastic Programming Model 
In an uncertain situation, the demand of forward products and the supply of returned 
product at customers can be viewed as stochastic. To extend the aforementioned 
deterministic model to a stochastic setting, it is assumed that the demand of forward 
products and the supply of returned product are stochastic parameters with known 
distribution.  As such, the objective of the attempted dynamic reverse logistics network 
design under uncertainty is to minimize the sum of current investment cost of building 
facilities and expected future processing and transportation cost at each time period. 
 
The following concise notations are used to describe the main ideas of the proposed 
stochastic programming approach. All the binary location decision variables regarding 
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the forward processing facilities, collection facilities and hybrid processing facilities are 
included into vectors tx ,  and ty tz . All the binary linearization variables are included 





tf  and 6
tf  stand for the 
corresponding cost coefficient, respectively. The notation {  represents the column 
vector where all elements are equal to 1. All the continuous decision variables 
corresponding to the shipment of forward products and returned products are included 
into a vector  and a vector , respectively. The vector  and vector  represent the 
costs associated with the shipment of the forward products and the returned products, 
respectively. Define Φ  as the set of all possible scenarios of the uncertain parameters in 
the attempted problem and 
}1,...,1 T
tq tg tc te
φ ∈Φ  stands for a particular scenario. The vectors ( )φ td  and 
( )φ ts  correspond to the demand of forward products and the supply of returned products 
respectively, which are functions of a scenario φ . The vectors tff  and tfh  correspond to 
capacity for handling forward product of forward processing facilities and hybrid 
processing facilities, respectively. The vectors  and  correspond to capacity for 
handling returned product of collection facilities and hybrid processing facilities, 
respectively. The matrices 
trr trh
tD , ,  and  are appropriate matrices corresponding 
to the summations on the left-hand-side of Equations (7.2)–(7.5), respectively. Thus the 
two-stage stochastic programming model is further developed as follows: 
tK tH tN
( ) ( ) ( ) ( ) ( ) ( )(
)
, 1 , 1 , 1
1 2 3 4 5 6
, 1 , 1 , 1
(K) min ( , , , , , )




= + + + + +
⎡ ⎤+ ⎣ ⎦
∑ T T T T T Tt t t t t t t t t t t t t t t
t T
t t t t t t t t t t
f x y z u v w f x f y f z f u f v f w
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{ }1,...,1 Tt t tx y z+ + ≤    t T∀ ∈       (7.23) 
, 1 1t t tu x− ≤ −     t T∀ ∈       (7.24) 
, 1t t tu − ≤ x     t T∀ ∈       (7.25) 
{ }, 1 1 1,...,1 Tt t t tu x x− −≥ + −   t T∀ ∈       (7.26) 
, 1 1t t tv y− ≤ −     t T∀ ∈       (7.27) 
, 1t t tv − ≤ y     t T∀ ∈       (7.28) 
{ }, 1 1 1,...,1 Tt t t tv y y− −≥ + −   t T∀ ∈       (7.29) 
, 1 1t t tw z− ≤ −     t T∀ ∈       (7.30) 
, 1t t tw − ≤ z     t T∀ ∈       (7.31) 
{ }, 1 1 1,...,1 Tt t t tw z z− −≥ + −   t T∀ ∈       (7.32) 
, 1 , 1 , 1, , , , , {0,1}t t t t t t t t tx y z u v w− − − ∈ j  t T∀ ∈       (7.33) 
where  
, 1 , 1 , 1( , , , , , , ) = min t t t t t t t t t t t t t tQ x y z u v w c q e gξ− − − +      (7.34) 
subject to 
( )t t tD q d φ≥     t T∀ ∈       (7.35) 
( ) ( )T Tt t t t t tK q ff x fh z≤ +   t T∀ ∈       (7.36) 
( )t t tH g s φ≥     t T∀ ∈       (7.37) 
( ) ( )T Tt t t t t tN g rr y rh z≤ +   t T∀ ∈       (7.38) 
Rt i j k pq × × ×∈ 0tq ≥,    t T∀ ∈       (7.39) 
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Rt k j i pg × × ×∈ 0tg ≥,    t T∀ ∈       (7.40) 
 
In the developed two-stage stochastic programming model (K), the first stage 
corresponds to the investments that must be made for building facilities at potential 
depots at the beginning of time period t  prior to knowing the actual realization of the 
random parameters, and the second stage corresponds to the allocation of product flows 
through the established network based upon the realized scenario. The location variables 
tx , , , ,  and ty tz , 1t tu − , 1t tv − , 1t tw −  are assigned as the first stage decision variables and the 
allocation variables  and  are assigned as the second stage decision variables. The 
notation  in (7.22) is a random vector corresponding to the uncertain demand 
of forward products and supply of returned products at time period . The notation 
tq tg
( , )t td sξ = t
t
, 1 , 1 , 1E ( , , , , , , )t t t t t t t t t tQ x y z u v w ξ− − −⎡⎣ ⎤⎦ stands for the expected future processing and 
transportation cost at time period t . The optimal value , 1 , 1 , 1( , , , , , , ) t t t t t t t t t tQ x y z u v w ξ− − −  
of the second stage problem (7.34)–(7.40) is a function of the first stage decision 
variables tx , , , , ty tz , 1t tu − , 1t tv − , , 1t tw −  and a realization  of the uncertain 
parameters  and  at time period t . 
( , )t td sξ = t
td ts
7.3 SOLUTION METHOD 
There are two potential sources of difficulty in solving such two-stage stochastic 
programming model (K). Firstly, an evaluation of the objective function ( , , , , , )f x y z u v w  
for given location decisions x , , y z , ,  and  might involve a very huge number of 
linear programming problems (7.34)–(7.40), one for each scenario of the problem 
u v w
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parameter realizations. Secondly, the expected cost of future processing and 
transportation operations , 1 , 1 , 1E ( , , , , , , )t t t t t t t t t tQ x y z u v w ξ− − −⎡ ⎤⎣ ⎦  is not available in a closed 
analytical form and is only implicitly defined. Thus the problem (7.22)–(7.33) involves 
minimizing an implicitly defined non-linear function with respect to the binary location 
variables and could be very hard to solve. Furthermore, since the capacity of an 
intermediate depot for handling products is considered, at each time period t  the location 
and product flow decision reduces to a Capacitated Plant Location Problem (CPLP) after 
knowing the actual realization of the random parameters tξ . The CPLP is proved to be 
NP-complete, and as such, the attempted network design is an NP-hard problem. 
Utilizing conventional Mixed Integer Programming (MIP) tools to obtain solution is 
computationally intractable due to the inherent problem complexity and its large number 
of variables and constraints. Therefore, a solution method is developed in this section by 
integrating the sample average approximation scheme with a simulated annealing (SA) 
based heuristic algorithm to obtain solution. 
 
7.3.1 Heuristic Algorithm for Dynamic Location and Product Flow Decision 
In this section, a simulated annealing based heuristic algorithm is developed to solve the 
dynamic location and product flow decision after knowing the actual realization of the 
random parameters at each time period. The details of the proposed heuristic algorithm 
are elaborated in the following subsections. 
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7.3.1.1 Location solution representation 
A method of encoding the feasible location solution is first designed to use SA algorithm. 
The feasible location solutions at each time period t  are coded by single dimensional 
arrays of binary values. Each array consists of a certain number of sections according to 
the number of intermediate depots and each section contains two sectors of binary values. 
The situation that both two sectors are equal to 0 indicates there is no facility to be open 
at such depot at this time period; the situation that the first sector is equal to 0 and the 
second sector is equal to 1 shows that a forward processing facility will be open at such 
depot at this time period; the situation that the first sector is equal to 1 and the second 
sector is equal to 0 means that a collection facility will be open at such depot at this time 
period; the situation that both two sectors are equal to 1 indicates that a hybrid processing 
facility will be open at such depot at this time period. 
 
A sample representation of the feasible solution of dynamic location decision is 
illustrated in Figure 7.2. At time period t  no facility is open at Depot 1, while two 
forward processing facilities are open at Depot 2 and Depot 3, respectively and a 
collection facility is located at Depot 4. At time period 1t + , the forward processing 
facility at Depot 3 is switched to a hybrid processing facility and all the other facilities 
are not changed. 
 
 
Figure 7.2 A Sample Representation of the Feasible Solution 
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7.3.1.2 Initial location solution 
At time period , an initial location solution is obtained by opening the facilities with 
minimum total operating cost to meet the total demand of forward products and to collect 
the total returned products. At time period 
1t =
2,...,t T= , the corresponding initial solution is 
obtained by changing no facility from the location solution at time period . 1t −
 
7.3.1.3 Greedy algorithm for product flow solution 
At each time period t , the corresponding product flow solution is obtained by a greedy 
search process according to the current location solution. On the one hand forward 
products are shipped from the corresponding nearest forward processing facilities or 
hybrid processing facilities to customers. If the capacity of such facility in handling 
forward products is exceeded, the customer with less total shipping cost is assigned to the 
corresponding second nearest facility alternatively for the rest of his demand, and so on. 
One the other hand returned products are shipped from customers to the corresponding 
nearest collection facilities or hybrid processing facilities. If the capacity of such facility 
in handling returned products is exceeded, the customer with less total shipping cost is 
assigned to the corresponding second nearest facility alternatively for the rest of his 
return, and so on. All the intermediated facilities are assigned to the corresponding 
nearest plants for shipping forward products or returned products. Such greedy algorithm 
ensures Capacity Constraints (7.36) and (7.38) are inherently satisfied. 
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7.3.1.4 Generation mechanism of neighborhood location solution 
In the proposed SA algorithm, at each time period t  a sequence of iterations are 
generated, which are composed of changing the current solution in a designed way to 
create a neighborhood location solution. A one-cut-point method is applied for generating 
neighborhood solution which is described as follows: A cut-point is randomly selected 
among the points between the first and the last sectors of an array and then all the sectors 
after the cut-point are altered to their corresponding complementary value. Figure 7.3 is 
an illustration of the proposed scheme where the sixth sector is selected. Then the last 
two sectors are switched to their complementary value. 
 
Figure 7.3 An Illustration of Generation Mechanism of Neighborhood Solution 
 
7.3.1.5 Acceptance criterion 
At each time period t , after generating a neighborhood location solution, the total 
capacity of intermediated facilities in handling forward products and returned products 
are calculated, respectively. If the total capacity in handling forward products is less 
than customers’ total demand or the total capacity in handling returned products is less 
than customers’ total return at this time period, the generated neighborhood location 
solution is rejected. Otherwise, generate corresponding product flow solution by the 
proposed greedy algorithm in Section 7.3.1.3. Then the following criterion is further 
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applied to judge whether to accept such neighborhood location solution or not. The 
difference between the objective function values of the two solutions is calculated 
according to the following formula: 
0( ) ( )f f s f s∆ = −          (7.41) 
where  represents the current location and product flow solution, 0s s  represents the 
neighborhood solution generated from current solution and ( )f ∗  represents the objective 
function value computed from the solution ( )∗ . 
 
Then, a random number δ  in [ ]0,1  is generated from a uniform distribution and if  
( i )f Teδ −∆≤                                                                (7.42) 
where  represents the current temperature, the neighborhood solution is accepted as 
the current solution. Otherwise, the current solution remains unchanged. 
iT
 
7.3.1.6 Cooling schedule 
The temperature updating scheme proposed by Lundy and Mees (1986) is adopted. In 
this scheme the current temperature  is updated by the following formula: iT





Tα+ = =+ … K −         (7.43) 
Where α  is a constant which is calculated by the initial temperature , stopping 
temperature 
1T







α −= −          (7.44) 
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7.3.1.7 Stopping criterion 
At each time period t , the proposed SA will terminate if either the stopping temperature 
KT  or the iteration number  is reached. K
 
7.3.2 Sample Average Approximation Scheme 
The basic idea of SAA is that a random sample is generated and expected value function 
is approximated by the corresponding sample average function. The obtained sample 
average optimization problem is solved and the procedure is repeated several times until 
a stopping criterion is satisfied. In the proposed SAA scheme, at each time period t  a 
random sample 1 , ,
t t
Nξ ξ⋅⋅⋅  of  realizations of the random vector N tξ  is generated, and the 
expected future processing and transportation cost at time period t  is then approximated 
by the sample average function: 
, 1 , 1 , 1 , 1 , 1 , 1
1
1E ( , , , , , , ) ( , , , , , ,
N
t t t t t t t t t t t t t t t t t t t t
n
n
Q x y z u v w Q x y z u v w
N
)ξ ξ− − − − − −
=
⎡ ⎤ =⎣ ⎦ ∑  (7.45) 
The overall procedure of the proposed solution method is described as follows. 
Step 0: At each time period 1, ,t T= ⋅⋅⋅ , generate M  independent sample sets of 
uncertain parameters each of size N , i.e.,  for  and 
. 
1, ,( , ,
t t
m nξ ξ⋅⋅⋅ )m 1, ,m M= ⋅⋅⋅
1, ,n N= ⋅⋅⋅
Step 1: For each sample set m , obtain the location and product flow decision by the 
simulated annealing algorithm proposed in Section 7.3.1. 
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Let  and ( ,jNv , )
j
Nx y z , 1, ,j M= ⋅⋅⋅ , be the corresponding objective value and the 
location solution, respectively. For the instance that the demand constraints (7.35) 
and (7.37) can not to be met for a certain realization of the uncertain parameters, 
a penalty cost is set as the corresponding objective value. 























= − ∑ 2)N M−       (7.47) 
Step 3: Choose each feasible solution ( , , )x y z  of the first-stage problem in Step 1. 
Estimate the true objective function value ( , , , , , )f x y z u v w  as follows: 
( ) ( ) ( ) ( ) ( )(
( ) )
, 1 , 1
' 1 2 3 4
'
, 1 , 1 , 1 , 1
6
1
( , , , , , )
1                                ( , , , , , , ) (7.48)
'
T T T T Tt t t t t t t t t t t t
N
t T
NTt t t t t t t t t t t t t
n
n
f x y z u v w f x f y f z f u f v





− − − −
=







 Where '1 , , N
tξ ξ⋅⋅⋅  is a sample of size  generated independently of the samples 
used to obtain the feasible solution at time period t . Typically  is set to be 




Step 4: Choose the feasible solution ( , , )x y z  with the smallest estimated objective value 
' ( , , )Nf x y z  in Step 3 and set ' ( , , )Nf x y z  as the estimated true objective function 
value. It is noted that ' ( , , )Nf x y z  is an unbiased estimator of ( , , )f x y z . Since 
( , , )x y z  is a feasible solution of the true problem, *( , , )f x y z v≥ . Thus 
' ( , , )Nf x y z  is an estimate of an upper bound on .  
*v
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Step 5: Since the generated sample '1 , , N
t tξ ξ⋅⋅⋅  is independent identical distributed, the 
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= + + + −− ∑  (7.49) 
Step 6: Calculate an estimate of the optimality gap of the solution ( , , )x y z  using the 
lower bound estimate and the objective function value estimate as follows: 
, , ' ' ,( , , ) ( , , )N M N N N Mx y z f x y z vε = −       (7.50) 
The estimated variance of the gap estimator is then calculated as following: 
, , ' ,
2 2
' ( , , )N M N N MN x y zεσ σ σ= + 2v        (7.51) 
 
7.4 COMPUTATIONAL EXPERIMENTS 
To illustrate the applicability of the proposed model and solution method, a numerical 
experiment is conducted in this section for dynamic reverse logistics network design 
problems under uncertainty. A sensitivity analysis of SA parameters is first conducted. 
Then the characteristics of the test problems and some implementation details are 
described. Finally, an analysis of the quality of the solutions obtained by the proposed 
method is carried out in comparison to those obtained using a deterministic approach. 
 
7.4.1 Sensitivity Analysis of SA Parameters 
In order to implement the proposed algorithm efficiently, a sensitivity analysis of SA 
parameters is first conducted. It is found through a preliminary experiment that 100,000 
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is a proper value of the initial temperature . Then the other two parameters, iteration 
number  and stopping temperature 
1T
K KT  are tested in the following sensitivity analysis 
by solving sample problems. The tested values of the iteration number  are set as 1000, 
2000, 3000, …, 10000 and the tested values of stopping temperature 
K
KT  are set as 0.3, 3 
and 10. 
 
The results with different iteration number  and stopping temperature K KT  are reported 
in Figure 7.4. It is noted that the SA algorithm is sensitive to both the iteration number 
and stopping temperature. It is also observed that the iteration number K  = 2000 and 
stopping temperature KT  = 0.3 lead to the smallest value of the objective function. 
































Figure 7.4 Objective Function Value for Different SA Parameters ( =100,000) 1T
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7.4.2 Experiment Design 
Ten small-scale problems are created to represent the different configurations of the 
attempted product recovery network. To obtain stochastic instances of the test problems, 
it is assumed that the demand of forward products and the supply of returned product at 
customers are stochastic parameters with log-normal distribution. The main 
characteristics of the ten test problem sets are presented in Table 7.1. 
Table 7.1 Characteristics of Test Problem Sets 
Problem  
Set 






1 3 10 50 5 10 500 
2 3 10 100 5 10 500 
3 3 50 200 10 10 500 
4 5 50 500 10 30 1000 
5 5 100 500 50 30 1000 
6 10 100 500 50 30 1000 
7 10 100 1000 50 30 2000 
8 20 300 1000 50 30 2000 
9 20 300 1000 50 50 2000 
10 20 300 1000 100 50 5000 
 
In the implemented numerical experiments, M  independent samples are selected from 
the generated uncertain parameters, each involving N  sampled scenarios. Statistical 
validation of a candidate solution is then carried out by evaluating the objective function 
by using  sampled scenarios. The statistical parameters are set as: 'N M =300, =500 
and =10,000, which have been proved sufficient to obtain good quality solutions 
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compared to the solutions obtained by a deterministic optimization method which uses 
the mean value of uncertain problem parameters in each independent sample. All the 
algorithms are coded in C++ and CPLEX 9.1.3 callable library routines are used for 
solving such deterministic programming sub-problems. All computations are carried out 
on a Pentium IV 1.80 GHz PC with 256 MB of RAM. 
 
7.4.3 Results Analysis 
The statistic comparison of the values of objective function between the mean-value 
problem solution (denoted by Xm ) and the proposed SAA solution (denoted by Xs ) is 
shown in Figure 7.5, Figure 7.6 and Figure 7.7. It is clearly observed that the estimated 
average function values in the SAA solutions are smaller than those in the mean-value 
solution. Furthermore, the estimated optimality gap , , 'N M Nε  and the variance of gap 
estimate  in SAA solutions are also much smaller, compared to those in mean-
value solutions. These results indicate that solutions to the stochastic programming model 
may not only outperform the mean-value solutions in terms of optimality gap 
corresponding to total cost, but also lead to comparatively smaller variability in objective 
value. Moreover, these results also imply that even for a modest sample size = 500 the 
proposed SAA solutions can be much closer than the mean-value solutions to being 
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Figure 7.6 Estimated Optimality Gap ( , , 'N M Nε ) for Different Test Problem Sets 
 
 152
































This research has explored a stochastic approach for the dynamic reverse logistics 
network design under uncertainty. A two stage stochastic programming model has been 
developed by which a deterministic model for dynamic reverse logistics network design 
can be extended to explicitly account for the uncertainties. The proposed solution method 
integrates the SAA method with a SA based heuristic algorithm, which also provides an 
efficient framework for identifying and statistically solving the large-scale dynamic 
product recovery network problems. Ten test problem sets are generated to evaluate the 
performance of the proposed solution approach. The numerical experiments have shown 
that the solutions obtained by the proposed stochastic approach are beyond those obtained 
by the deterministic optimization approach and are closer to being optimal for the true 
stochastic network design problem.  
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CHAPTER 8 CONCLUSION  
8.1 CONCLUSION OF RESEARCH 
The overall purpose of this research was to provide a comprehensive study on the 
distribution network design for reverse logistics operations based on an integrated point 
of view. First, a deterministic integrated distribution network design problem was 
examined, followed by a study on distribution network design for heterogeneous products 
recovery. Based on that, stochastic programming based approaches were presented by 
which the deterministic models for reverse logistics network design could be extended to 
explicitly account for uncertainties. Finally, a dynamic distribution network design 
problem was investigated in which the uncertainty of system parameters was also 
considered. All these problems were formulated by mathematical models and 
successively solved by designed solution techniques. 
 
In the first part of this research, a deterministic programming model was proposed to 
systematically handle forward and reverse product flows. A two-stage heuristic solution 
approach has also been developed to decompose the integrated design of multi-echelon 
forward and reverse logistics distribution network design into a location-allocation 
problem and a revised network flow problem. Numerical results showed that the average 
gap between the final solution obtained by the proposed heuristic solution approach and 
the lower bound obtained by the Network Simplex method using CPLEX was less than 
4% in Problem Set 1, which demonstrates the validity of proposed heuristic algorithm in 
smaller problem sets. In other problem sets, average gap ranged from 10% to 12%. This 
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larger gap may be attributed to the fact that the lower bound of total cost is obtained by 
relaxing the capacity constraint of the hybrid processing facilities and there are inherent 
differences between the optimal solution and the lower bound. As such, the gap between 
the heuristic solution and the lower bound indicates an upper bound between a heuristic 
solution and an optimal solution in such larger problem sets. Therefore, the gap from 
10% to 12% in Problem Set 2, 3, 4 and 5 is acceptable, which further validates a superior 
quality of the solution brought by the proposed heuristic algorithm. 
 
In the second part of this research, another deterministic programming model was 
developed for heterogeneous products recovery network design by considering the more 
general problem of product recovery. A revised GA including a random initialization 
method and a greedy initialization method has also been proposed to obtain solutions. 
Numerical experiments showed that solutions obtained by the proposed GA with the 
greedy initialization method were close to lower bounds obtained by the CPLEX, which 
demonstrates the validity of the proposed GA. Sensitivity analysis of product coefficient 
and remanufacturing rate of returned products also indicated that total cost of the 
attempted problem increased with the growth of product coefficient and decreased with 
the increase of remanufacturing rate. One main reason for this cost reduction is a 
significant cut of manufacturing cost of new products by using recovered products 
alternatively. 
 
Based on results from the aforementioned studies on deterministic scenarios, a two-stage 
stochastic programming model has been developed to for product recovery network 
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design under uncertainty in the third part of this research. A solution method was 
proposed by integrating the SAA scheme with an acceleration strategy, which also 
provides an efficient framework for identifying and statistically solving the large-scale 
product recovery network problems with a large number of scenarios of uncertain 
parameters. The numerical results have shown that the solutions obtained by the proposed 
stochastic method were superior to those obtained by the deterministic optimization 
approach and were much closer to being optimal for the true stochastic product recovery 
network design problem. Furthermore, the proposed acceleration strategy has also 
achieved significant improvement in the computational efficiency. 
 
Furthermore, another two-stage stochastic programming model was developed to account 
for uncertain characteristics of a sustainable logistics network design, in which three 
types of intermediated processing facilities were considered. An important sampling 
strategy was applied to improve the performance of the SAA method. A case study of a 
large-scale sustainable logistics network in Asia Pacific Region has been presented, in 
which a sequential solution method and an integrated solution method were proposed to 
investigate the impact of product return on a sustainable logistics network design. The 
results showed that total cost of the proposed integrated solution method was much lower 
than that of the sequential solution method. One main reason for such significant cost 
saving is the building of four hybrid processing facilities to handle both forward and 
returned products. It is also observed that forward and return networks were very similar 
in the sequential solution. This may be explained by a limited degree of freedom for 
return network design due to a fixed forward structure. It is also noted that network 
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structure of the integrated solution differed significantly from that of the sequential 
solution. This is attributed to the fact that product return has a great impact on forward 
network design due to additional products flows, which is also a driver for 
decentralization in this case study. Thus, as a result of a decentralized configuration, the 
optimal solution obtained by integrated solution method provides more cost effective 
network as well as better customer accessibility. 
 
Finally, a dynamic location and allocation model was developed to cope with the 
multiperiod distribution network design problem. A two-stage stochastic programming 
model was further developed by which such a deterministic model for dynamic reverse 
distribution network design can be extended to account for the uncertainties. A SA based 
heuristic algorithm was applied to the SAA scheme to obtain the solution. The numerical 
experiments have shown that the solutions obtained by the proposed stochastic approach 
were beyond those obtained by the deterministic optimization approach and were closer 
to being optimal for the true stochastic network design problem. 
 
8.2 RESEARCH CONTRIBUTIONS 
The main contributions of this study can be described as follows: 
i. A comprehensive literature review on the distribution network design for reverse 
logistics operations has been made and the details of operations in product recovery 
have been documented, which can serve as a stepping-stone for future research in the 
field of both analytical modeling and practical application of reverse distribution 
network design. 
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ii. The modeling approach used in this research on integrated distribution network 
design may enhance the understanding on the interaction of forward product flows 
and reverse product flows in distribution networks, especially the method proposed 
to formulate the operations in hybrid processing facilities. 
 
iii. Several solution methods are developed in this research to solve the distribution 
network design for reverse logistics operations. The algorithms developed in this 
research may enrich the solution development for such integrated logistics network 
design problems by using meta-heuristics. The proposed stochastic solution method 
may also shed some light on the application of sampling strategy and meta-heuristic 
approach in stochastic programming problem solution. 
 
iv. A case study involving a large-scale sustainable logistics network in Asia Pacific 
Region is presented. The computational results have shown that product return has a 
great impact on the forward network design and the optimal solution obtained by the 
integrated solution method provides more cost effective network as well as better 
customer accessibility by the aid of the decentralized configuration. Therefore, it 
could be helpful in making decisions on practical reverse distribution network design. 
 
v. Sensitivity analysis of product coefficient and remanufacturing rate of returned 
products is conducted, which indicated that total cost of the attempted problem 
increased with the growth of product coefficient and decreased with the increase of 
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remanufacturing rate. It may be attributed to a significant cut of manufacturing cost 
of new products by using recovered products alternatively. This result may also shed 
some light on applying product recovery strategy in the commercial business. 
 
vi. The computational results in this research show that the solutions obtained by the 
proposed stochastic method are superior to those obtained by the deterministic 
optimization approach and are much closer to being optimal for the true stochastic 
reverse distribution network design problem. It should also provide useful 
information in solving stochastic network design problems. 
 
8.3 RECOMMENDATIONS FOR FUTURE WORK 
In this section some directions for future research are proposed as follows: 
i. In the proposed reverse distribution network design problems, the capacity for 
handling forward products and the capacity for handling returned products in hybrid 
processing facilities are viewed as independent. It would be more interesting if the 
interference between forward distribution and reverse distribution can be addressed 
in the network design problem. The result of such a study could help to further 
investigate the integration of such two product flows. 
 
ii. In this research the recovered products are viewed as identical to the new products. A 
further study which takes into account the difference of operations on recovered 
products and new products in reverse distribution network design could help to 
improve the results obtained from the current research. 
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iii. Finally, a further study which takes into account all the facility cost, distribution cost 
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