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Representation by neural networks, in particular by restricted Boltzmann machines (RBM), has
provided a powerful computational tool to solve quantum many-body problems. An important open
question is how to characterize which class of quantum states can be efficiently represented with
RBMs. Here, we show that RBMs can efficiently represent a wide class of many-body entangled
states with rich exotic topological orders. This includes: (1) ground states of double semion and
twisted quantum double models with intrinsic topological orders; (2) states of the AKLT model
and two-dimensional CZX model with symmetry protected topological orders; (3) states of Haah
code model with fracton topological order; (4) (generalized) stabilizer states and hypergraph states
that are important for quantum information protocols. One twisted quantum double model state
considered here harbors non-abelian anyon excitations. Our result shows that it is possible to
study a variety of quantum models with exotic topological orders and rich physics using the RBM
computational toolbox.
Introduction.—Deep learning has become a powerful
tool with wide applications [1, 2]. Recently, deep learn-
ing methods have attracted considerable attention in
quantum physics [3, 4], especially for attacking quantum
many-body problems. The difficulty of quantum many-
body problems mainly originates from the exponential
growth of the Hilbert space dimension. To overcome this
exponential difficulty, researchers traditionally use ten-
sor network methods [5–7] and Quantum Monte Carlo
(QMC) simulation [8]. However, QMC methods suffer
from the sign problem [9]; Tensor network methods have
difficulty to deal with high dimensional systems [10] or
systems with massive entanglement [11]. These issues
call for mew method.
Being one of the fundamental building block of deep
learning, the neural network has been recently employed
as a compact representation of quantum many-body
states [12–22]. Many variants of neural networks have
been investigated numerically or theoretically, such as the
restricted Boltzmann machines (RBM) [12, 13, 15, 21],
the deep Boltzmann machine (DBM) [15, 16, 22], and
the feed-forward Neural Network (FNN)[18]. The RBM
ansatz have also been investigated for quantum informa-
tion protocols [23–25]. We focus here on the RBM states
which work efficiently during variational optimization al-
though the representational power of which is somewhat
limited. An important open issue is how to character-
ize the class of quantum many-body states that can be
represented by the RBMs.
In the past decades, the studies of topological or-
der [26, 27], which are beyond the framework of Lan-
dau’s symmetry breaking paradigm [28], have attracted
tremendous attention. There are several types of topo-
logical ordered states: the intrinsic topological ordered
states feature unliftable ground state degeneracy through
local perturbations; the symmetry protected topological
(SPT) ordered states with a given symmetry cannot be
smoothly deformed into each other without a phase tran-
sition if the deformation preserves the symmetry; the
fracton topological ordered states harbor point excita-
tions that are immobile in the three-dimensional space,
i.e., fractons. While several studies have shown that
the RBM can capture simple many-body states such as
graph/cluster states [13, 15] and toric/surface code states
[13, 15, 21], no single study exists which represents other
more exotic topological states in the condensed matter
physics [26, 27, 29, 30].
In this paper, we use tools from quantum information
to construct the RBM representations for other notable
many-body states, focusing on different topologically or-
dered states. Many of exotic condensed matter topolog-
ical states can be described by powerful quantum infor-
mation tools: (i) the hypergraph state formalism which
generalizes the graph-state formalism; (ii) the stabilizer
formalism [31] which describes most of the quantum er-
ror correction code; (iii) the XS-stabilizer formalism [32]
which generalizes stabilizer formalism. These formalisms
themselves are vital for quantum error correction [31],
classical simulation of quantum circuits [33] and Bell’s
nonlocality [34–38]. We prove these states of (i-iii) can
be represented by the RBM efficiently based on the prop-
erties of their wave functions. We also propose a unary
representation to generalize RBM state to higher spin
systems.
These tools from quantum information provide recipes
for constructing RBM representation within their formal-
ism. The stabilizer formalism describes many fracton
models [39–44] such as Haah’s code [39]. Concerning the
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2intrinsic topological order, we show tbe RBM states can
capture double semion of string-net model [45, 46] and
many twisted quantum double model [47–49] using their
XS-stabilizer description. For symmetry protected topo-
logical orders, we give exact constructions of the AKLT
model [50, 51] with the unary representation. We also
consider RBM representation for other SPT models such
as the two-dimensional (2D) CZX model [52]. Our ex-
act representation results provide insights and a power-
ful tool for future studies of quantum topological phase
transitions and quantum information protocols.
RBM state.— We first recall the definition of RBM
state and describe notations. In the computational ba-
sis, a quantum wave function of n-qubit can be expressed
as |Ψ〉 = ∑v Ψ(v)|v〉 with v ≡ (v1, . . . , vn), where the
Ψ(v) is a complex function of n binary variables vi. We
use {0, 1} valued vertices instead of {−1, 1} valued ver-
tices for convenience. In the case of RBM, Ψ(v) =∑
h e
W (v,h), where the weightW (v,h) =
∑
i,jWijvihj+∑
i aivi +
∑
j bjhj is a complex quadratic function of bi-
nary variables. While a Boltzmann machine allows arbi-
trary intra-layer connection, in RBM the visible neurons
v only connect to hidden neurons h. Let the number of
visible neurons be n and the number of hidden neurons be
m. We say the representation is efficient if m = poly(n).
The whole wave function writes
ΨRBM(v) = e
∑n
i=1 aivi
m∏
j=1
(1 + exp (θj)) (1)
with effective angles θj = bj +
∑n
k=1Wkjvk.
We depict this paper’s roadmap in Fig. 1. RBM states
[53] have been shown to represent graph states efficiently
[13, 15] (recall the wave function of graph states takes
the form Ψ(v1, · · · , vn) =
∏
{i,j}(−1)vivj (up to a nor-
malization factor), where {i, j} denotes an edge link-
ing the i-th and j-th qubits represented by visible neu-
rons vi, vj). There are various ways to generalize graph
states. Hypergraph states [54] generalize graph states
by introducing more than two body correlation factors
such as (−1)v1v2v3 . Stabilizer states generalize graph
states through additional local Clifford operations [55–
57], which impose parity constraints and extra phases.
XS-stabilizer states [32] combines 3-body correlation fac-
tors from hypergraph state and parity constraints from
stabilizer states. A parity constraint: (v1 + v2 + · · ·+ vk)
mod 2 = 0 can be realized by a hidden neuron that con-
nects to each of these visible neurons v1, v2, · · · , vk with
weight function W (v, h) = ipivh− (ln 2)/4 [58]. Next we
derive the RBM representation of multi-body correlation
factors (hypergraph states) and the unary representation,
making all the states in Fig. 1 can be represented by the
RBM.
The unary RBM representation.— To study higher
spin systems, we propose the unary representation. The
idea of unary representation is best illustrated using
Graph states
Hypergraph 
states:
- Yoshida’s CCZ 
model
Pauli Stabilizer 
states:
- Haah’s code
- 2D CZX model
multi-body
interaction
parity 
constraints 
XS stabilizer states:
- double semion
- twisted quantum 
double model 
Higher spin 
states:
- AKLT stateunary
representation
|100i $ |  1i
|010i $ |0i
|001i $ | + 1i
<latexit sha1_base64="Sc1h6cZ3CU0Zuz+8qDsqzN2kv+I=">AAACYXicdVHLSgMxFM2M7/oadekmWBRBlEQEXRbduFSwKnRKyaR32mAmMyR31NL6k+7cuPFHTF/g80DgcM653OQkKbRyyNhbEM7Mzs0vLC5VlldW19a jjc1bl5dWQl3mOrf3iXCglYE6KtRwX1gQWaLhLnm4GPp3j2Cdys0N9gpoZqJjVKqkQC+1oue9AWcstsJ0NMQaUrSq00Vhbf5EB4d86sSVvQHj/wanBh0HGf8veDB1WlGVHbER6G/CJ6RKJrhqRa9xO5dlBgalFs41OCuw2RcWldTwUolLB4WQD6IDDU+NyMA1+6OGXuiuV9o0za0/BulI/TrRF5lzvSzxyUxg1/30huJfXqPE9KzZV6YoEYwcL0pLTTGnw7ppW1mQqHueCGmVvyuVXWGFRP8pFV8C//nk3+T2+Ih7fn1SrZ1P6lgk22SH7BNOTkmNXJIr UieSvAezwWqwFnyES2EUbo6jYTCZ2SLfEG5/AtnCtks=</latexit><latexit sha1_base64="Sc1h6cZ3CU0Zuz+8qDsqzN2kv+I=">AAACYXicdVHLSgMxFM2M7/oadekmWBRBlEQEXRbduFSwKnRKyaR32mAmMyR31NL6k+7cuPFHTF/g80DgcM653OQkKbRyyNhbEM7Mzs0vLC5VlldW19a jjc1bl5dWQl3mOrf3iXCglYE6KtRwX1gQWaLhLnm4GPp3j2Cdys0N9gpoZqJjVKqkQC+1oue9AWcstsJ0NMQaUrSq00Vhbf5EB4d86sSVvQHj/wanBh0HGf8veDB1WlGVHbER6G/CJ6RKJrhqRa9xO5dlBgalFs41OCuw2RcWldTwUolLB4WQD6IDDU+NyMA1+6OGXuiuV9o0za0/BulI/TrRF5lzvSzxyUxg1/30huJfXqPE9KzZV6YoEYwcL0pLTTGnw7ppW1mQqHueCGmVvyuVXWGFRP8pFV8C//nk3+T2+Ih7fn1SrZ1P6lgk22SH7BNOTkmNXJIr UieSvAezwWqwFnyES2EUbo6jYTCZ2SLfEG5/AtnCtks=</latexit><latexit sha1_base64="Sc1h6cZ3CU0Zuz+8qDsqzN2kv+I=">AAACYXicdVHLSgMxFM2M7/oadekmWBRBlEQEXRbduFSwKnRKyaR32mAmMyR31NL6k+7cuPFHTF/g80DgcM653OQkKbRyyNhbEM7Mzs0vLC5VlldW19a jjc1bl5dWQl3mOrf3iXCglYE6KtRwX1gQWaLhLnm4GPp3j2Cdys0N9gpoZqJjVKqkQC+1oue9AWcstsJ0NMQaUrSq00Vhbf5EB4d86sSVvQHj/wanBh0HGf8veDB1WlGVHbER6G/CJ6RKJrhqRa9xO5dlBgalFs41OCuw2RcWldTwUolLB4WQD6IDDU+NyMA1+6OGXuiuV9o0za0/BulI/TrRF5lzvSzxyUxg1/30huJfXqPE9KzZV6YoEYwcL0pLTTGnw7ppW1mQqHueCGmVvyuVXWGFRP8pFV8C//nk3+T2+Ih7fn1SrZ1P6lgk22SH7BNOTkmNXJIr UieSvAezwWqwFnyES2EUbo6jYTCZ2SLfEG5/AtnCtks=</latexit><latexit sha1_base64="Sc1h6cZ3CU0Zuz+8qDsqzN2kv+I=">AAACYXicdVHLSgMxFM2M7/oadekmWBRBlEQEXRbduFSwKnRKyaR32mAmMyR31NL6k+7cuPFHTF/g80DgcM653OQkKbRyyNhbEM7Mzs0vLC5VlldW19a jjc1bl5dWQl3mOrf3iXCglYE6KtRwX1gQWaLhLnm4GPp3j2Cdys0N9gpoZqJjVKqkQC+1oue9AWcstsJ0NMQaUrSq00Vhbf5EB4d86sSVvQHj/wanBh0HGf8veDB1WlGVHbER6G/CJ6RKJrhqRa9xO5dlBgalFs41OCuw2RcWldTwUolLB4WQD6IDDU+NyMA1+6OGXuiuV9o0za0/BulI/TrRF5lzvSzxyUxg1/30huJfXqPE9KzZV6YoEYwcL0pLTTGnw7ppW1mQqHueCGmVvyuVXWGFRP8pFV8C//nk3+T2+Ih7fn1SrZ1P6lgk22SH7BNOTkmNXJIr UieSvAezwWqwFnyES2EUbo6jYTCZ2SLfEG5/AtnCtks=</latexit>
FIG. 1. Different generalizations of graph states . (a) Hy-
pergraph states generalize graph states by introducing 3-
body correlation factors; (b) Stabilizer states generalize graph
states by additional parity constraints on qubits; (c) XS-
stabilizer states combine the parity constraints from Pauli
stabilizers and 3-body correlation factors from hypergraph
states. Many condensed matter topological models fall into
these quantum information formalisms, thus can be repre-
sented efficiently by RBM. We will encounter them later.
Combining with the unary representation, stabilizer states
with added unary constraints can describe the AKLT state.
Thus the AKLT state can be efficiently represented by the
RBM.
Hidden
layers
Visible
layers
Unary Hidden
layers
qutrit 1 qutrit 2
FIG. 2. The unary RBM representation for higher spin sys-
tems. The three left yellow neurons correspond to the qubit
1, and the three right yellow neurons correspond to the qubit
2. Two blue neurons in the unary hidden layers restrict three
visible yellow neurons to be one of 100, 010 and 001 that cor-
responds to | − 1〉, |0〉 and |+ 1〉 in spin-1. The whole graph
is still a bipartite graph.
an example, as depicted in Fig. 2. We use three neu-
rons (qubits) to represent a spin-1: |100〉 → | − 1〉,
|010〉 → |0〉 and |001〉 → |1〉 by restricting these three
neurons (qubits) to the subspace spanned by |100〉, |010〉
and |001〉. This can be done by using two hidden neurons
(blue neurons in Fig. 2) [59]. Our unary representation
is simpler than multi-value neurons or encoded binary
neurons in distinguishing and decoding basis states. We
will use this unary representation to represent the AKLT
state.
RBM representation of hypergraph states.— Hyper-
graphs generalize graphs by allowing an edge can
join any number of vertices. We define an edge
that connects k vertices a k-hyperedge. Given
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FIG. 3. RBM representation of hypergraph state. (a) A hy-
pergraph. There are two 3-hyperedges that connect q1, q2, q3
and q3, q4, q5. (b) The encoding circuit of this hypergraph
state, where |+〉 = (|0〉+|1〉)/√2 represents the input state for
all the qubits and the connected dots denote the controlled-
controlled-Z gate . (c) The corresponding RBM represen-
tation of (a). Orange neurons are visible neurons, and both
green and yellow vertice are hidden neurons. The two different
colors (yellow and green) represent different weight functions.
a mathematical hypergraph, the wave function of
its corresponding hypergraph state [54] takes the
form:Ψhypergraph(v) ∝
∏
{v1,v2,...,vk}∈E(−1)v1v2...vk . The
notation {v1, v2. . . . , vk} ∈ E means that these k vertices
{v1, v2. . . . , vk} are connected by a k-hyperedge. We il-
lustrate the correspondence in Fig. 3. We now extend
RBM representation to hypergraph states.
Theorem 1 Restricted Boltzmann machines can repre-
sent any hypergraph states efficiently and exactly.
In the main text, we take the graph with 3-hyperedges
as an example; it will be useful later for representation of
XS-stabilizer states and SPT states. Precisely, we make
use of the following decomposition:
(−1)v1v2v3 = eipi(
∑3
i=1 vi)·
∑
h1,h2
ew(
∑3
i=1 vi)(h1−h2)+b(h1+h2)+c,
(2)
where w = i, b = ln( 1+
√−15
4 ) and c = ln
2
3 − b. Thus, the
exact RBM representation of (−1)v1v2v3 uses two hidden
neurons, as shown in Fig. 3 (c). The method for decom-
posing (−1)v1v2v3 can be extended to treat (−1)v1v2···vk
for arbitrary k with 2k +O(1) hidden neurons [59].
RBM representation of XS/Pauli-stabilizer states.—
The Pauli stabilizer formalism generalizes graph states
by applying some local Clifford transformations [56, 60].
The XS-stabilizer formalism generalizes the Pauli stabi-
lizer formalism [32] by changing the single qubit Pauli
group to Pauli-S group PS = 〈αI,X, S〉 where α = eipi/4
and S = diag(1, i). We have the following theorem based
on the key observation that the wave function of the sta-
bilizer state first proved in [55, 61] and the similar result
on XS-stabilizer state proved in [32].
Theorem 2 Restricted Boltzmann machines can repre-
sent any Pauli-stabilizer states and XS-stabilizer states
efficiently and exactly.
Let δ(x) satisfies δ(0) = 1 and δ(1) = 0. The wave
functions of every Pauli-stabilizer state and XS-stabilizer
state on n qubits can be written as the closed form of
Ψpauli(v) ∝ il(v)(−1)q(v)
∏
j
δ(Lpj mod 2) (3)
ΨXS(v) ∝ αl(v)iq(v)(−1)c(v)
∏
j
δ(Lpj mod 2), (4)
where l(v), q(v) and c(v) are linear, quadratic and cu-
bic polynomials of v with integer coefficients respectively.
The Lpj are affine (linear terms plus constant term) func-
tions of some subsets of v. Moreover, these polynomials
l(x), q(x) and c(x) along with Lpj can be determined ef-
ficiently from the given stabilizers.
Given this wave function, we can easily deduce its
RBM representation: First, the
∏
j δ(L
p
j mod 2) parts
correspond to parity constraints, which RBM can rep-
resent. Meanwhile, functions that are products of il(v),
(−1)q(v), αl(v), iq(v) and (−1)c(v) can also be represented
by RBM using techniques used for graph states and hy-
pergraph states. In the case of stabilizer states, we pro-
vide a new proof of the closed form wave function as
follow: First, a stabilizer state can be generated from
a Clifford circuit [31] consisting of H, S, and CZ gates.
From the encoding circuit, the stabilizer state can be rep-
resented by a DBM in the closed form Eq. (3) directly.
Then we can iteratively reduce it to an RBM while still
keep the closed form [59].
We can make use of local Clifford equivalence between
stabilizer state and graph states [56, 62] to further sim-
plify our procedure. We can choose the encoding circuit
based on fact that every stabilizer state can be chosen
to be locally equivalent to a graph state such that only
at most a single H or S gate acting on each qubit [62].
Then, the number of hidden neurons used to represent
hidden variables is fewer than the number of H acting
on each qubit. In total, the number of hidden neurons
needed is of order O(Ne+n). The Ne is number of edges
in the corresponding graph, and is at most O(n2); how-
ever we do not usually encounter graph states from dense
graphs [63], typically only O(n log n) or even O(n) hidden
neurons are needed. Our representation method is effec-
tive and optimal. Next, we describe topological states
with different topological orders within our quantum in-
formation framework. These topological states can be
represented as RBM efficiently.
Fracton topological order.— The Pauli stabilizer for-
malism covers most of the fracton topological order mod-
els [39–41, 44], such as Haah’s code [39]. Stabilizers
of Haah’s code involve two types of stabilizers on eight
spins: eight Zs and eight Xs in each cube.
Intrinsic topological order.— We now consider RBM
representation for some notable XS stabilizer states: the
double semion (an example of string-net model [45]) and
4many twist quantum double models. We define the dou-
ble semion model on a honeycomb lattice with one qubit
per edge. The wave function of double semion is: |ψ〉 =∑
x is loops(−1)number of loops|x〉. In the XS-stabilizer for-
malism, this model has two types of stabilizer operators
[32]: gp =
∏
l∈v Zl, gp =
∏
l∈pXl
∏
r∈legs of p Sr corre-
sponding to the vertex s and the face p respectively.
Quantum double models [47] are generalizations of the
toric code that describe systems of abelian and non-
abelian anyons. Twisted quantum double models further
generalizes quantum double models [47–49, 64, 65] and
are Hamiltonian realizations of Dijkgraaf-Witten topo-
logical Chern-Simons theories [66]. Many twisted quan-
tum double models fit into the XS-stabilizer formalism
[32], thus can be represented as RBM exactly. Examples
include twisted quantum double model Dω(Zn2 ) with the
group Zn2 and different twists ω ∈ H3(Zn, U(1)) on a tri-
angular lattice, whereH3(Zn2 , U(1)) is the third cohomol-
ogy group. The H3(Z12, U(1)) case includes the double
semion. It is known [32, 67] that a non-trivial twist from
H3(Z32, U(1)) harbors non-abelian anyon excitations.
Symmetry protected topological order.— The AKLT
model [50, 51] is a one-dimensional spin-1 model with
symmetric protected topological order. When imposing
the periodic boundary condition, the unique ground state
|ψAKLT 〉, in terms of the matrix product state, writes
ΨAKLT (a1, a2, · · · , an) ∝ Tr(Aa1Aa2 · · ·Aan), (5)
where A−1 = X, A0 = Y , A+1 = Z and ai = −1, 0,+1.
Alternatively, matrix product states can be described as
projected entangled pairs states (PEPS) [26]. As shown
in Fig. 4, every red line is a EPR pair |00〉 + |11〉. Each
shaded circle represents a projection from two spins of
dimension 2 to a physical degree of dimension 3 (spin-1).
P =
∑
ai,α,β
Aai,α,β |ai〉〈αβ| where the summation is over
ai = −1, 0, 1 and α, β = 1, 2. After using unary represen-
tation, in the quantum circuit language, the projection P
is a map that maps |01〉+ |10〉 → |100〉, i(|01〉 − |10〉)→
|010〉 and |00〉 − |11〉 → |001〉. We find such a quan-
tum circuit made of Clifford gate, as shown in Fig. 4(b).
Because all operations are Clifford gates, the whole quan-
tum state is a Pauli stabilizer state restricted to the single
excitation subspace. Thus it can be represented by RBM
with unary hidden neurons (blue neurons in Fig. 2) and
other hidden neurons [59].
We also show RBM can represent other symmetry-
protected topologically ordered states. These examples
include the 2D CZX model (with Z2 symmetry), and
Yoshida’s CCZ model [68] (with Z2 ⊗ Z2 ⊗ Z2 symme-
try). The ground state of the 2D CZX model [52] is a
tensor product of GHZ states |0000〉+ |1111〉 on each pla-
quette. Because GHZ state belongs to stabilizer states,
RBM can exactly represent the ground state of the 2D
CZX model. Similar to SPT cluster states, the ground
state of Yoshida’s CCZ model [40] on the trivalent lattice
(a)
(b)
Entangled EPR pair:
Spin-1/2Spin-1
Projection 
X H
S |+i
X X
<latexit sha1_base64="MCuVzrF5VKJjyBAwpCSyU6I1brQ=">AAADAXichZLNbtQwEMedlI82fHQpR y4WLQgJUSW9wLGCS4+tYNuVNqvFcWa3VhwntSdUixWpFU/BI3BDXHkSnoGHACfZtuy2EiM5+mnm7/Hf4ySlFAbD8Jfnr9y6fefu6lpw7/6Dh+u9RxuHpqg0hz4vZKEHCTMghYI+CpQwKDWwPJFwlGTvmvrRJ9BGF OoDzkoY5WyqxERwhi417v2OE5gKZVFkn3laB89pfHJK21jEKUOwg/oS91rkqKXdqeda942DC8H7K0F0ha+ieqmxNCh4ZrfiDNC+rLfqJnvR6WYD/3XYeHENYlDp5c2CYNzbDLfDNuh1iOawubtWfv1ICNkf9/7Eac GrHBRyyYwZRmGJI8u0cyyhDuLKQMl4xqYwdKhYDmZk20ep6TOXSemk0G4ppG323x2W5cbM8sQpc4bHZrnWJG+qDSucvBlZocoKQfHuoEklKRa0eWGaCg0c5cwB41o4r5QfM804uv8gWDimmU13jYakSDTTM3tSMd VV3MSi5flch8Od7cjxgRvdW9LFKnlCnpIXJCKvyS7ZI/ukT7h34J16Z965/8X/5n/3f3RS35vveUwWwv/5F9605g0=</latexit><latexit sha1_base64="lftOClOvRxMzIpDqhlgmz8y22Q4=">AAADAXichZLNbtQwEMed8NWGry0cu Vi0ICRElfQCxwouPbaCbVdsVivHmd1acZzUnrQsViQQT8EjcAJx5Ul4Bh6iOMm2ZbeVGMnRTzN/j/8eJymlMBiGvz3/2vUbN2+trAa379y9d7+39mDfFJXm0OeFLPQgYQakUNBHgRIGpQaWJxIOkuxNUz84Bm1Eo d7hrIRRzqZKTARn6FLj3p84galQFkX2kad18JTGRye0jUWcMgQ7qM9xp0WOWtqteq513zg4E7y9EEQX+CKqlxpLg4JndiPOAO3zeqNusmedrjbwX4eNF9cgBpWe3ywIxr31cDNsg16GaA7r26vl1/ffP5zujnuncV rwKgeFXDJjhlFY4sgy7RxLqIO4MlAynrEpDB0qloMZ2fZRavrEZVI6KbRbCmmb/XeHZbkxszxxypzhoVmuNcmrasMKJ69GVqiyQlC8O2hSSYoFbV6YpkIDRzlzwLgWzivlh0wzju4/CBaOaWbTXaMhKRLN9MweVU x1FTexaHk+l2F/azNyvOdG95p0sUIekcfkGYnIS7JNdsgu6RPu7Xkn3ifvs//F/+b/8H92Ut+b73lIFsL/9RcU9Ogt</latexit><latexit sha1_base64="iQ1DLtm6asmNcNf6wCCB9XPeoVU=">AAADAXichZLNbtQwEMedlI8Svrbly MViC0JCVEkv9FjBpcdWsO1Km9XKcWa3VhwntSdUixWJqk/DDXHlSXgGHgKcbNqy20qM5Oinmb/Hf4+TlFIYDMNfnr925+69++sPgoePHj952tvYPDJFpTkMeCELPUyYASkUDFCghGGpgeWJhOMk+9DUjz+DNqJQn 3BewjhnMyWmgjN0qUnvd5zATCiLIvvC0zp4RePTM9rGMs4Ygh3WV7jfIkct7U7dad03Di4FH68F0TW+jeqVxtKg4JndijNA+6beqpvsZafbDfzXYePFNYhBpVc3C4JJrx9uh23QmxB10CddHEx6f+K04FUOCrlkxo yisMSxZdo5llAHcWWgZDxjMxg5VCwHM7bto9T0pcukdFpotxTSNvvvDstyY+Z54pQ5wxOzWmuSt9VGFU53x1aoskJQfHHQtJIUC9q8ME2FBo5y7oBxLZxXyk+YZhzdfxAsHdPMZnGNhqRINNNze1oxtai4iUWr87 kJRzvbkePDsL/3vpvdOnlOXpDXJCLvyB7ZJwdkQLh36J15X71z/8L/5n/3fyykvtfteUaWwv/5F0iI5Fs=</latexit>
|00i+ |11i
<latexit sha1_base64="3TJKYUM6o/zsMQ2tEmlq0yHtKAI=">AAACK3icbZBNS8NA EIYnftb6VRVPXkKLIBRK4kWPRS8eK9gPaEuZbLft0s0m7m6EmPa/6FXx13hSvPo7dNv0YFsHFh7ed4aZfb2QM6Ud58NaWV1b39jMbGW3d3b39nMHhzUVRJLQKgl4IBseKsqZoFXN NKeNUFL0PU7r3vB64tcfqFQsEHc6Dmnbx75gPUZQG6mTOx45Tkui6HNaHLnuDDu5glNypmUvgzuDQjnfKj4BQKWT+2l1AxL5VGjCUamm64S6naDUjHA6zrYiRUMkQ+zTpkGBPlX tZHr+2D41StfuBdI8oe2p+nciQV+p2PdMp496oBa9ifif14x077KdMBFGmgqSLupF3NaBPcnC7jJJieaxASSSmVttMkCJRJvEsnNrNBs+pt+YEGeeRBkn9xGK1DGJuYv5LEPtvO QavjXRXUFaGTiBPJyBCxdQhhuoQBUIJPAML/BqvVnv1qf1lbauWLOZI5gr6/sXmQmpuw==</latexit><latexit sha1_base64="s1KSeAV20lRJm4PcedjRzNLLYY4=">AAACK3icbZDLSsNA FIYn9VbrLSqu3IQWQSiUxI0ui25cVrAXaEo5mU7boZNJnJkIMe1b+AJuFZ/GVcWtz6GTpgvbemDg4//P4Zz5vZBRqWx7auTW1jc2t/LbhZ3dvf0D8/CoIYNIYFLHAQtEywNJGOWk rqhipBUKAr7HSNMb3aR+85EISQN+r+KQdHwYcNqnGJSWuubJ2LZdAXzASHnsOHPsmiW7Ys/KWgVnDqVq0S0/T6txrWv+uL0ARz7hCjOQsu3YoeokIBTFjEwKbiRJCHgEA9LWyME nspPMzp9YZ1rpWf1A6MeVNVP/TiTgSxn7nu70QQ3lspeK/3ntSPWvOgnlYaQIx9mifsQsFVhpFlaPCoIVizUAFlTfauEhCMBKJ1ZYWKPo6Cn7RkqMegJEnDxEwDNHJ+Ys57MKjY uKo/lOR3eNssqjU1RE58hBl6iKblEN1RFGCXpBr+jNeDc+jE/jK2vNGfOZY7RQxvcv5wGrQQ==</latexit><latexit sha1_base64="s1KSeAV20lRJm4PcedjRzNLLYY4=">AAACK3icbZDLSsNA FIYn9VbrLSqu3IQWQSiUxI0ui25cVrAXaEo5mU7boZNJnJkIMe1b+AJuFZ/GVcWtz6GTpgvbemDg4//P4Zz5vZBRqWx7auTW1jc2t/LbhZ3dvf0D8/CoIYNIYFLHAQtEywNJGOWk rqhipBUKAr7HSNMb3aR+85EISQN+r+KQdHwYcNqnGJSWuubJ2LZdAXzASHnsOHPsmiW7Ys/KWgVnDqVq0S0/T6txrWv+uL0ARz7hCjOQsu3YoeokIBTFjEwKbiRJCHgEA9LWyME nspPMzp9YZ1rpWf1A6MeVNVP/TiTgSxn7nu70QQ3lspeK/3ntSPWvOgnlYaQIx9mifsQsFVhpFlaPCoIVizUAFlTfauEhCMBKJ1ZYWKPo6Cn7RkqMegJEnDxEwDNHJ+Ys57MKjY uKo/lOR3eNssqjU1RE58hBl6iKblEN1RFGCXpBr+jNeDc+jE/jK2vNGfOZY7RQxvcv5wGrQQ==</latexit><latexit sha1_base64="7s+ExwIHfzAz5dOolHSdekd2BfY=">AAACK3icbZDLSsNA FIYn9VbrLSqu3ASLIAglcaPLohuXFewF2lBOppN26GQSZyZCTPswbhWfxpXi1ufQSZOFbT0w8PH/53DO/F7EqFS2/WGUVlbX1jfKm5Wt7Z3dPXP/oCXDWGDSxCELRccDSRjlpKmo YqQTCQKBx0jbG99kfvuRCElDfq+SiLgBDDn1KQalpb55NLHtngA+ZOR84jgF9s2qXbNnZS2DU0AVFdXomz+9QYjjgHCFGUjZdexIuSkIRTEj00ovliQCPIYh6WrkEBDpprPzp9a pVgaWHwr9uLJm6t+JFAIpk8DTnQGokVz0MvE/rxsr/8pNKY9iRTjOF/kxs1RoZVlYAyoIVizRAFhQfauFRyAAK51YZW6NouOn/BsZMeoJEEn6EAPPHZ2Ys5jPMrQuao7mO7tavy 6yK6NjdILOkIMuUR3dogZqIoxS9Ixe0KvxZrwbn8ZX3loyiplDNFfG9y9Bdagy</latexit>
FIG. 4. (a) The ground state of the AKLT model. The spin
one on each lattice site can be decomposed into two spin 1/2’s
which form EPR pairs between nearest neighbor pairs. At the
two ends of an open chain, there are two isolated spin 1/2’s
giving rise to a four-fold ground state degeneracy. Every red
line represent a |00〉+ |11〉 state. Each shaded circle represent
a projection operator P = |100〉(〈01| + 〈01|) + |010〉i(〈01| −
〈10|)+ |001〉(〈00|−〈11|). (b) The Clifford circuit that realizes
the projection P under the unary representation (living in the
space spanned by |100〉, |010〉 and |001〉). Here |+〉 means
projecting onto |+〉 state.
is a hypergraph state with 3-hyperedges. Thus it can also
be represented efficiently by RBMs.
Discussions.— This paper sets out to investigate dif-
ferent topological models with RBM representation using
tools from quantum information such as the (XS) stabi-
lizer and the (hyper) graph-state formalisms. The most
significant findings are the fact that RBM states can cap-
ture ground states of exotic models with different types
of topological orders, including intrinsic topological or-
ders, symmetry protected topological orders and fracton
topological orders. It remains open whether RBM can
capture additional string-net models with more exotic
non-abelian anyon excitations such as the states of the
double Fibonacci model [45]. RBM state may be helpful
in investigating symmetry enriched topological order [69]
and symmetry fractionalization [70]. Our exact represen-
tation results provide useful guidance for future numeri-
cal studies on topological phase transitions.
Our results are also of interest from the quantum in-
formation perspective. The Gottesman-Knill theorem
[33, 63, 71] states that stabilizer dynamics can be effi-
ciently simulated. Our result which shows RBM states
contain stabilizer states suggests classical simulation of
an unknown larger family of quantum circuits may ben-
efit from the RBM representation [24]. Because hyper-
graph states allow for an exponentially increasing viola-
tion of the Bell inequalities [34–37], our results provide
analytical evidence for numerical studies [13] on estimat-
ing maximum violation of Bell inequalities.
We thank Giuseppe Carleo, Dong-Ling Deng, Sheng-
Tao Wang, Mingji Xia, Shunyu Yao, Fan Ye, Zhengyu
5Zhang and You Zhou for helpful discussions. This
work was supported by Tsinghua University and the Na-
tional Key Research and Development Program of China
(2016YFA0301902).
Note added.— After completion of this work, a
preprint appeared in arXiv [72] which gives a different
method to represent stabilizer states with the restricted
Boltzmann machine.
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Detailed derivation of RBM representations of hypergraph states
First we recall the definition of quantum hypergraph state in more detail. Mathematically, hypergraphs are gen-
eralization of graphs in which an edge may connect more than two vertices. Formally, a hypergraph H is a pair
H = (X,E) where X is a set of element called vertices, and E is a subset of P (X), where P (X) is the power set of X.
Given a mathematical hypergraph, the corresponding quantum state can be generated by following similar steps in
constructing a graph state: first, assign to each vertex a qubit and initialize each qubit as |+〉; Then, whenever there
is hyperedge, perform a controlled-Z operation between all connected qubits; if the qubits v1, v2, . . . , vk are connected
by a k-hyperedge, then perform CkZi1,i2,...,ik . As a result, the hypergraph state and its wave function [54] take the
form
|g〉 =
∏
{i1,i2,...,ik}∈E
CkZi1,i2,...,ik |+〉⊗n
Ψ(g) =
∑
v1,v2,··· ,vn
∏
{i1,i2,...,ik}∈E
(−1)i1i2...ik |v1v2 · · · vn〉.
(6)
Next, we give a detailed derivation of realizing correlation factor of the type (−1)v1v2···vk using restricted Boltzmann
machines. We first recall (−1)v1v2 which relates to graph states from [15]:
Hv1,v2 =
(−1)v1v2√
2
=
∑
h=0,1
eWH(v1,h)+WH(v2,h)
= cos
(pi
4
[2(v1 + v2)− 1]
)
.
(7)
Note the above equation Eq. 7 is only true for vi = 0, 1. By cos v = 12 (e
iv + e−iv) =
∑
h e
iv(2h−1)−ln 2, we have an
explicitly formula fo WH :
WH(vi, h) = ipivih− ipi[2vi + h]/4 + (ipi/4− ln 2)/2
=
pi
8
i− ln 2
2
− pi
2
iv − pi
4
ih+ ipivh.
Then we consider (−1)v1v2v3 with the following decomposition.
(−1)v1v2v3
= (−1)v1+v2+v3 ·
[
8
3
cos2
(
2pi
3
(v1 + v2 + v3 − 1) + pi
2
)
− 1
]
= eipi(v1+v2+v3) ·
[
1
3
+
4
3
cos
[
4pi
3
(v1 + v2 + v3)− pi
3
]]
.
Let v = 4pi3 (v1 + v2 + v3)− pi3 . The above equation simplifies to
(−1)v1v2v3 = eipi(v1+v2+v3) ·
(
1
3
+
4
3
cos v
)
= eipi(v1+v2+v3) ·
(
1
3
+
2
3
(eiv + e−iv)
)
.
8The RBM can represent first part by definition. We consider the second part as a RBM with two hidden neurons and
set equations:
1
3
+
2
3
(eiv + e−iv) =
∑
h1,h2
ewvh1+w2vh2+b1h1+b2h2+c
= ec(1 + ew1v+b1 + ew2v+b2 + e(w1+w2)v+b1+b2).
Solving the above equation, we get w1 = −w2 =
√−1 , b1 = b2 = b, and
ec(1 + e2b) =
1
3
,
eb+c =
2
3
.
.
Solve the above system of equations, we obtain
b = ln(
1± i√15
4
),
c = ln
2
3
− b.
In fact, this construction can be extended to any function of the form (−1)v1v2···vk . The proof goes as follows. First,
we generlize our construction a bit to simulate the correlation factor 2A cos(
∑k
i=1 vi) + B by two hidden neurons.
Setting the equation:∑
h1,h2
ew1(
∑k
j=1 vj)h1+w2(
∑k
j=1 vj)h2+b1h1+b2h2 = A(ei(
∑k
i=1 vj) + e−i(
∑k
j=1 vj)) +B.
Simplifying above equation, we obtain
w1 = −w2 = i
ec+b1 = ec+b2 = A,
ec(1 + eb1+b2) = B.
Solving the system of equation, we get
b = b1 = b2 = ln(
B ±√B2 − 4A2
2A
),
c = lnA− b = lnA = ln 2A
2
B ±√B2 − 4A2 .
Now we proceed to construct RBM representation for g(v1, v2, · · · , vk) = (−1)v1v2···vk . Note g(v1, v2, · · · , vk) equals
to 1 only if v1 = v2 = · · · vk = 1, i.e., v1 + v2 + · · ·+ vk = k.For convenience, we first consider
f(
k∑
i=1
vi) =
1
2
(1− g(
k∑
i=1
vi)) =
{
1 v1 + v2 + · · · vk = k
0 otherwise
The trick of the construction is to introduce the function
t(
k∑
i=1
vi) = cos
(
2pi
k + 1
(v1 + v2 + · · ·+ vk + 1)
)
=
{
1 v1 + v2 + · · · vk = k
other values otherwise
Then the function f can be chosen as (the idea is similar to Lagrange polynomial method)
f(
k∑
i=1
vi) =
k∏
i=0
t(
∑k
i=1 vi)− t(i)
t(i)− t(1) =
{
1 v1 + v2 + · · · vk = k
0 otherwise
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FIG. 5. The close-up of a Clifford circuit. Visible neurons are vp, vq, · · · and hidden neurons are hi, hj , · · ·. Each H gate
corresponds to two neurons with the weight (−1)xixj ; Each S gates corresponds to one neuron with the weight ixj ; Each CZ
gate corresponds to two neurons with the weight (−1)x1x2 . The whole wave function is a DBM which can be eliminated to a
RBM.
Then by substitution we get g
g = 1− 2f = 1− 2
k∏
i=0
t(
∑k
i=1 vi)− t(i)
t(i)− t(1)
In principle we can factorize g into the form of g(t) =
∏
i(2Cit+Di), which can then be simulated by RBM term by
term.
Now we remark on the relation between our decomposition and Eq. (22) in [22]. These two mainly differs from
in the choose of the basis. We use {0, 1} basis in contrast to the {−1,+1} basis in [22]. This difference leads to
several consequences. First, in the {0, 1} basis, (−1)x1x2x3 only equals to −1 when all the xi equals to 1. While in
the {−1,+1} basis, ex1x2x3V equals to eV or e−V if number of -1 in xi is even/odd. That’s the reason why latter
decomposition only needs two hidden neurons. If we derive a similar RBM expression of our n-body gadget from Eq.
(22) in [22] directly, O(2k) hidden neurons is needed. In contrast our cost is 2k + O(1). Meanwhile, the correlation
factor of graph/hypergraph states (−1)x1x2x3 is somewhat meaningless in the {−1,+1} basis.
Derivation details of RBM unary representations
Restricting three neurons only take values from 100, 010 and 001 is equvalently to construct to RBM representation
of W state: |W 〉 = (|001〉 + |010〉 + |001〉)/√3. This can be done by two hidden neurons as follow. Consider the
function
h(v1, v2, v3) =
{
1 v1 + v2 + v3 = 1
0 otherwise
We find a decomposition of h(v1, v2, v3):
h(v1, v2, v3) = (−1)v1+v2+v3 ×
(
−1
3
+
2
3
cos
(
4pi
3
(v1 + v2 + v3)− pi
3
))
,
which can be simulated using two hidden neurons using the method from the last section. The weight can be computed.
The notion of W state has been generalized for n qubits to Dicke state. We define Wn,k state to be a uniform
superposition of all computational basis states |x〉 where x is a Hamming weight k bit string. It can be done by using
nearly the same technique from the last section.
Derivation details on RBM representation of stabilizer states
The wave function can be represented by a DBM as follow. We denote visible neurons as vp, vq, · · · and hidden
neurons as hi, hj , hk · · ·. For convenience. We unify the notation of these neurons as xi, xj , xk, · · · here. As shown in
Fig. 5: each H gate corresponds to two neurons with the weight (−1)xixj ; each S gates corresponds to one neuron
with the weight ixj (even though each single qubit matrix has two indices); each CZ gate corresponds to two neurons
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with the weight (−1)x1x2 . Multiplying together and sum over all the hidden indices, we can get the wave function of
the stabilizer state:
Ψ(vp, vq, · · · ) ∝
∑
hi,hj ,···
iL(hi,hj ,··· ,vp,vq,··· )(−1)Q(hi,hj ··· ,vp,vq,··· ), (8)
where L and Q are affine (with linear and constant terms) and quadratic (without linear term) polynomials with
integer coefficients.
Next, we reduce this DBM to a RBM with the following strategy: after eliminating a hi for some i, the remaining
term still keeps the form shown in Eq. 8 except an additional parity constraint on some of vp, vq, · · ·. Here, we consider
the effect of eliminating hi in detail:
(1) If the coefficient of hi in L is 0 or 2, ignoring the terms not depending on hi, the remaining in Eq. 8 could be
written as: ∑
hi
(−1)hiL′i = 2δ(Lpi mod 2)
where δ means constraint and Lpi is an affine polynomial involves those xj which interact with hi in Q and
constant terms which are the coefficients of hi in L. There are two cases for L
p
i :
(1.1) If Lpi only involves visible neurons, we can put this constraint δ before the summation in Eq. 8;
(1.2) If Lpi involves hidden neurons, e.g. hj , then we can solve the equation L
p
i = 0 mod 2 by hj = L
p′
i mod 2.
After the summation of hj , the only remaining terms are those satisfying hj = L
p′
i mod 2 so we can replace hj by
Lp′i in Q and by (L
p′)2 in L (because Lp′ mod 2 = (Lp′)2 mod 4) in Eq. 8. The key point is: the coefficients of
quadratic terms in (Lp′)2 are always 2 thus they keeps the same form as the terms in the summation of Eq. 8 after
summation over hi and hj .
(2) If the coefficient of hi in L is 1 (the case for 3 is similar), ignoring the terms not depending on hi, the remaining
in Eq. 8 can be written as: ∑
hi
(−1)hiLpi ihi = (1 + i)i3(Lpi )2
The key point is that the coefficient of quadratic terms in (Lpi )
2 is 2 thus it keeps the same form as the terms
in the summation of Eq. 8 after summation over hi
After eliminating all the hidden variables, the wave function could be written as the form of Eq. (3) . The parity
constraints could be represented by a hidden neuron with the corresponding visible neurons as shown before.
Our method also generalizes conveniently to qudit stabilizer states [75] with the proposed unary representation.
