ABSTRACT Nowadays, convolutional neural networks achieve remarkable performance on optical flow estimation because of its strong non-linear fitting ability. Most of them adopt the U-Net architecture, which contains an encoder part and a decoder part. In the encoder part, the resolution of the feature map is reduced with the deepening of the network layer. In the decoder part, the feature map is enlarged by the deconvolution layer to recover the estimated flow as full resolution. However, the motion details are usually lost with the contracting and expanding operations. Moreover, learning methods, especially supervised networks, always ignore the advantages of many well-proven constraints used in the variational model. In this paper, we introduce a novel architecture named dilated residual networks for learning optical flow, which can avoid the loss of details of the U-Net architecture and can directly learn the residual functions rather than the unreferenced functions to enhance the learning ability of the network. Furthermore, inspired by variational methods, the traditional prior assumptions, such as brightness constancy, gradient constancy, and smoothness assumption, are used in the supervised network as extra auxiliary terms to guide the training of network. Our method is tested on several benchmarks, such as MPI-Sintel, KITTI2012, and KITTI2015. The experimental results show that the dilated residual network is suitable for dense optical flow estimation due to the capability of preserving motion details and can boost the accuracy of optical flow estimation.
I. INTRODUCTION
Optical flow estimation is a highly active field of research in computer vision with many real-world applications, including autonomous driving, video segmentation and video semantic understanding. Optical flow estimation methods based on variational model are derived from [1] , which builds an energy function that contains the relationship between images and flow.
Following the variational framework, Brox et al. [2] introduce coarse-to-fine scheme into optical flow estimation to overcome large displacements problem, and further adds a matching term into energy function [3] , which can capture the matching descriptor between the adjacent images during the optimization. To prevent over-smoothing across boundaries,
The associate editor coordinating the review of this manuscript and approving it for publication was Xian Sun. [4] analyze the principles in classical energy function and design a non-local term. In summary, the advantage of the traditional method is that it is possible to pre-construct an energy functional with prior knowledge, which contains the constraints between images and optical flow. Hence, we regard the traditional methods as knowledge-driven methods. However, the knowledge-based methods need pre-define the prior constraints and cannot learn parameters from the pre-prepared data. In contrast, deep learning methods are usually based on a large amount of training data and can automatically learn and update weights. Thus, we regard these approaches as data-driven methods.
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Recently, data-driven methods, especially convolutional neural networks (CNNs) are widely used in optical flow estimation. FlowNet [5] is the first to learn optical flow endto-end using CNNs, which contains an encoder and a decoder part. The encoder part contains a series of convolution layers with stride of 2, and the resolution of feature map is reduced with each convolution layer. The decoder part contains successive deconvolution layers with stride of 2, and the resolution of feature map is enlarged with each deconvolution layer. However, one drawback of FlowNet is that the details of motion are lost due to the shrinking of feature map in encoder part. For optical flow estimation, keeping the detailed information of motion is a significant problem. Dilated convolution is a variant of traditional convolution operation, which is used to increase the receptivity of the convolution kernel without reducing the resolution of the image. Dilated convolution is proposed for the first time in semantic segmentation task [6] , [7] . The semantic segmentation is pixel-level task, which requires accurate predition of each pixel. So, the details of image are improtant for classification of each pixel. In [6] , dilated convolution is used in feature extracting module for effectively enlarging the field of view of filters and for incorporating multi-scale context. Moreover, they design two classical networks embeded with dilated convolution, serial and parallel. The serial dilated convolution contains successive dilated convolution with different rates, and the parallel dilated convolution module mainly contains a series of inception module [8] combined with several dilated convolution with different rates parallel. In [7] , global pooling is employed to exploit global context information. Following [6] and [7] , other CNNs-based tasks such as object detection [9] and super resolution [10] also use dilated convolution, and achieve better results. Yu et al. [11] present a novel network named dilated residual networks (DRNs) for image classification and semantic segmentation, which combines the dilated convolution with the residual network proposed by He et al. [12] . Deep residual network introduces the residual learning and preforms well in image classification task. The DRNs outperform original deep residual network [12] in image classification without increasing the depth or complexity of network, and can preserve the details of feature map. In our network, to preserve the details of motion in network, we combine dilated residual block with the U-Net architecture, and use successive dilated convolution layers with various rates in the encoder part.
Loss function of network is an error standard to guide network training. The goal of optimization is to minimize the loss function during training. In FlowNet [5] , endpoint error (EPE) is used for supervised learning, which is an error measure between the predicted optical flow and ground truth flow. However, the EPE loss only constrains the relationship between ground truth and the predicted flow, and ignores the relationship between image and optical flow. Another branch of learning optical flow is the unsupervised learning, such as [13] and [14] . In [13] , brightness constancy and smoothness assumptions are used to guide the network training, which can build the relationship between images and optical flow in network. In general, the unsupervised methods usually employ prior assumptions to guide the training of network. Xiang et al. [15] combine traditional prior assumptions with supervised learning network, which can obtain more detailed flow fields. Inspired by Xiang et al. [15] , in our work, we employ the modified loss function proposed in [15] , which not only makes use of the advantage of supervised learning, but also additionally uses prior assumptions to enrich the constraint of network.
FIGURE 1.
The overall architecture of our network. Given input images and ground truth flow, our network can be trained end-to-end. The standard convolution layers are used in the first few layers of the network. Further, we design three different backbones, serial, parallel and dilated residual architectures, to extract the high-level features. These three architectures are independent, and we introduce them in detail in approach section. Finally, the modified loss layer that contains prior auxiliary loss proposed in our previous work and EPE loss, calculates the loss and further conducts back-propagation.
In this paper, we innovatively introduce dilated residual module into optical flow learning network to reduce the loss of motion details. Moreover, we design a serial dilated convolutional network and a parallel dilated convolutional network to fully exploit the performance of the dilated convolution. Further, we employ extensional loss function proposed in [15] , which not only can make use of prior knowledge from large dataset, but also can constrain the relationship between images and optical flow. An overview of the proposed method is shown in Fig. 1 . Our model is trained on FlyingChairs and FlyingThings3D datasets, and is tested on several benchmarks, such as MPI-Sintel and KITTI. The experimental results show that the proposed approach can improve the accuracy of optical flow estimation and can produce more refined and detailed flow fields. In summary the main contributions of this work are the following: 1) In order to keep the resolution of feature maps without reducing the receptive field of individual neurons and to reduce the loss of spatial information, we propose a novel network for optical flow estimation, which combines the dilated residual network with U-Net architecture. 2) For excavating the effect of the dilated convolution on learning optical flow, we design two additional dilated convolution based networks with different backbones such as serial and parallel architectures. 3) Some auxiliary prior constraints that have been well demonstrated in our previous work are used in the network to further improve accuracy. The rest of paper is organized as follows. Section II reviews the recent methods on optical flow. Section III mainly VOLUME 7, 2019 discusses the proposed method. Section IV discusses the experimental results. Finally, we give a brief conclusion in Section V.
II. RELATED WORK
In this section, we briefly review the methods based on knowledge-driven approaches. And then we mainly introduce data-driven methods.
A. KNOWLEDGE-DRIVEN METHODS
Knowledge-driven methods have been developed for many years, which do not require large amounts of data to train. In computer vision field, many works usually use prior knowledge to define object function to optimize, such as [16] . For optical flow estimation, the initial optical flow model is proposed by Horn and Schunck [1] , which contains a data term and a smoothness term. In [1] , the constraints between images and flow are defined in an energy function. The goal of optimization is to minimize the energy function. Many works [1] , [3] , [4] , [17] , [18] follow the classical energy funtion framework. Sun et al. [4] explore the principles of the classical energy function and introduce a non-local smoothness term. To address large displacement problem, Brox and Malik [3] consider the matching of feature descriptor and add a extra matching term into variational model. Werlberger et al. [17] present an anisotropic (i.e. imagedriven) regularization based on the robust Huber norm to preserve the edge of motion. Sevilla-Lara et al. [18] use channel representation in spatial pyramid and replace the classical brightness constancy assumption with a channel constancy assumption. Traditional methods usually estimate the optical flow by constructing an energy function containing several prior assumptions. In these methods, the process of optical flow estimation is to optimize the energy function. Bailer et al. [19] present a dense correspondence field approach for optical flow estimation, which uses a novel hierarchical correspondence field search strategy to match descriptor. The knowledge-based methods make use of the prior assumptions which are defined by human and deviate from the reality. Moreover, these cannot automatically learn from a large amount of data to obtain a model that can generate optical flow end-to-end, and need to be pre-defined. Hence, most of recent works focus on deep learning and use convolutional neural network for learning optical flow.
B. DATA-DRIVEN METHODS
Data-driven approaches always use labeled or unlabeled datasets to train a pre-defined model. Many works define a trainable model to learn knowledge from data, such as [20] . CNNs is widely used in many tasks of computer vision, such as image classification [21] , scene classification [22] , object detection [23] , image super resolution [24] , and person re-identification [25] , etc. For optical flow estimation, FlowNet [5] is the first CNN for deep learning optical flow, which takes advantage of U-Net architecture. Following [5] , many networks [13] , [14] , [26] - [28] for learning optical flow are proposed. These approaches can be roughly divided into two categories: encoder-decoder architecture (U-Net) based methods, such as [5] , [13] - [15] , [26] , [28] , and [29] , stacked architecture based methods such as [27] and [30] , and spatial pyramid networks based methods [31] , [32] . Based on U-Net architecture [13] , [14] , [28] , [29] , [33] aim to learn optical flow with unsupervised manner, which usually employ well-proven prior constraints used in knowledge-driven approaches to guide the network training such as brightness constancy, gradient constancy and spatial smoothness constraints. Zhu and Newsam [33] introduce DenseNet [34] into learning optical flow which can be viewed as a combination of dense block and U-Net. Lopez et al. [26] combine U-Net with coarse-and-fine reasoning and learn optical flow with supervised manner. Xiang et al. [15] propose a novel loss function which combines prior assumptions with supervised loss term and implement it on FlowNet. To obtain more refined flow fields, FlowNet2.0 [27] firstly stack several U-Net to form a large network for iterative refinement. UnFlow [30] further introduces the stacking architecture into unsupervised learning optical flow and uses a robust census loss function instead of using brightness loss. Although the stacking operation can improve the accuracy of flow estimation, the training process is complex and the sub-networks need to be trained one-by-one. Besides the architectures mentioned above, Ranjan and Black [31] learn optical flow using spatial pyramid network, which only needs to calculate the increment of the optical flow at each level and uses warping operation to transform images. Based on [31] , Hu et al. [32] further present a recurrent spatial pyramid network for learning optical flow. Hui et al. [35] propose a lightweight network for optical flow estimation, which uses pyramid network and feature warping to refine flow fields. The spatial pyramid network based methods [31] , [32] , [35] are not only lightweight with parameters, but also can calculate the incremental flow at each level of pyramid. The main advantage of spatial pyramid network is that the parameters of the model is less and the speed is fast. However, the accuracy of [31] and [32] is close to [5] . Existing networks have more focused on the accuracy of optical flow. However, these networks do not take into account the loss of contextual detail in the feature extraction process. Therefore, this motivates us to design networks to preserve the motion details. In this paper, we explore new architecture based on dilated convolution for learning optical flow.
III. APPROACH
The sub-sections are organized as follows. In section III-A, we mainly discuss the architecture of the proposed network. In section III-B, we give the details of the used training loss.
A. NETWORK ARCHITECTURE
In this section, in order to explore and compare the effect of dilated convolution, we design three kinds of networks. We first combine the dilated convolution with serial network architecture. Then we combine the dilated convolution with parallel architecture. Finally, we combine the dilated residual network with the U-Net architecture.
1) DILATED CONVOLUTION
Dilated convolution is widely used in semantic segmentation [6] and object detection [9] , which can enlarge the perceptible field of convolutional kernel in dense feature extraction. In general CNNs, the pooling and striding of convolution can reduce the resolution of feature map. However, such operations usually lead network to loss the spatial information, which is very fatal for dense estimation tasks. In our framework, we use dilated convolution to save this problem. Fig. 2 shows that the dilated convolution operation impacts on feature map. Generally, for convolution operation, the window of kernel is dense, like Fig. 2 (a) . In Fig. 2 (b) , the rate of dilated convolution is 2, which means that the space between two adjacent points in the kernel is 1. Fig. 2 (c) shows the dilated convolution with rate of 3. The mathematical form of dilated convolution filtering can be expressed as follows. We assume the input signal is one-dimension, and the dilated convolution operation is defined as
where
denotes the filter of length L, and r corresponds to the rate.
2) DILATED RESIDUAL BLOCK
The deep residual network [12] is classical architecture in image classification task, which has several residual blocks for feature extraction. The residual block is shown in Fig. 3 , which contains several convolution groups with different kernel size. Each group has batch norm and ReLU layer followed by each convolution operation. In general, each group has 2 or 3 convolution layers. The main idea of ResNet is that it adds several skipping connections between two blocks. From Fig. 3 , we can find that the outputs of the previous block are added in the next block by using a skipping connection. In [12] , each block is defined as
where x is the input feature map, y b is the output feature map and B[x] represents the residual mapping to be learned. In general convolution, the output is defined as [l] . For the dilated residual block, each block has dilated convolution to increase the size of perceptible field. And the rate of dilated convolution is selected as (r, r/2) in each block. The architecture of dilated residual block is shown in Fig. 4 . Further, the output of B 1 is defined as
where FIGURE 5. The architecture of serial dilated convolution network (contractive part). The network architecture is based on FlowNetS, which is composed with a series of convolutional layer and deconvolutional layer. The contractive part is similar as FlowNetS.
FIGURE 6.
The expanding part of our proposed network (''Ours-Ser'' and ''Ours-Par''). The network architecture is based on FlowNetS, which is composed with a series of convolution layer and deconvolution layer. In the expanding part, after each convolution or deconvolution operation, the predicted optical flow value at the corresponding resolution is output, which is used to calculate the multi-constraint loss function.
is defined as
where the resolution of y B 2 [i] is same as y B 1 [i] .
3) THE PROPOSED ARCHITECTURE
Inspired by FlowNet [5] , our method takes advantage of U-Net architecture, which usually has two parts, encoder and decoder. The encoder part contains a series of convolution layers, and each convolution layer is followed by a ReLU layer. In most of image classification networks, pooling layer is an important operation for reducing the resolution of feature map. However, for pixel-level task such as optical flow estimation, detailed information is important for motion extraction. For most optical flow networks, the resolution of feature map is reduced after convolutional layer with stride 2. However, due to convolution operation with stride 2, the details of feature map are lost. Compared to standard convolution with stride 2, dilated convolution allows us to effectively enlarge the field of view of filters without increasing the number of parameters or the amount of computation. Meanwhile, the resolution of feature map will not be reduced as the number of convolution layers increasing. The classic dilated convolution architectures are first proposed in semantic segmentation task [6] . In this work, two architectures are presented. The first architecture contains successive dilated convolution layers set in a serial way after 3 or 4 convolution layers. The another architecture conducts the dilated convolution with parallel way based on inception module. In our work, we first design a serial dilated convolution network named ''Ours (serial)''. The contractive part of ''Ours (serial)'' is shown in Fig. 5 . In Fig. 5 , the input is a image pair, and the first 4 convolution layers are standard convolution. And we use dilated convolution from ''Conv5'' to ''Conv10'' with different rates. The rates are set as (2, 2, 4, 4, 8, 8 ). The details of kernel size and feature map are also shown in Fig. 5 . The minimum resolution of the feature map in the network is 1/8 of the input resolution. In the original architecture of FlowNetS, the resolutions of ''Conv5'' to ''Conv10'' are 1/16, 1/16, 1/32, 1/32, 1/64 and 1/64 of the input resolution. Fig. 6 shows the proposed expanding part of ''Ours-Ser''. In expanding part, the feature maps of the contractive part pass through three standard convolutional layers and a deconvolutional layer. Further, the scaled image (the second image) is transformed by spatial transform network (STN) [36] by using the estimated flow.
In our work, we also design the parallel dilated convolution network for learning optical flow named ''Ours (parallel)''. In contracting part, we use the dilated convolution inception module to learn multi-scale information from the single scale input images. In each parallel module, we use 3 branches that contain 3 dilated convolution layers with different rates and then concat the output feature maps. The rates are set as (r/2, r, 2r). The r is the regular rate for corresponding scale. The details of kernel size and feature map are also shown in Fig. 7 . The expanding part of ''Ours (parallel)'' is same as ''Ours (serial)''.
We further design a novel network architecture named ''Ours (dilated residual)'' for optical flow estimation, which combines dilated residual block with classical architecture U-Net used in most optical flow networks [5] , [13] , [14] , [26] - [28] . In contracting part, we use the dilated residual block to extract the motion feature. Fig. 8 shows the contracting part of ''Ours (dilated residual)''. In Fig. 8 , we use 7 dilated residual blocks to replace the regular dilated convolution layers, which not only makes use of the characteristics of the residual network, but also introduces the dilated convolution. The details of kernel size and the number of feature maps are also shown in Fig. 8 . The rates of each block are set to (r, r/2). In expanding part, we use 4 dilated residual blocks to replace the deconvolutional layer. After each residual block, we use the modified loss layer to guide the network training.
Specifically, to incorporate global context information to network, we apply global pooling on the last dilated convolutional layer of the network (contracting part). We incorporate a global average pooling layer into the final layer of contracting part of serial dilated architecture. This operation is shown in Fig. 10 . Note that the global average pooling layer outputs 1 * 1 * 1024 feature maps and we further resize these features to the desired spatial dimension. This model is named ''Ours (serial + global pooling)''. In summary, learning dense optical flow can be seen as a complex function mapping process. Given two successive images, the network can output dense optical flow. We find that the traditional U-Net architecture used to estimate optical flow has the problem of missing detail information. To address this issue, in this section, we combine dilated convolution with the U-Net architecture, and further design three novel networks (''Ours (serial)'', ''Ours (parallel)'' and ''Ours (dilated residual)'') for learning optical flow. In addition, we combine the global average pooling with ''Ours (serial)'' network for exploiting the global contextual information of features. Moreover, we employ the modified loss function introduced in [15] for obtaining more detailed and refined flow fields. We mainly introduce the modified loss function in the next sub-section.
B. PRIOR MULTI-CONSTRAINT LOSS
In order to further improve the accuracy of optical flow estimation, we use the prior multi-constraint loss proposed in [15] in our network, which combines prior assumption with the supervised loss term. The supervised term is endpoint error with L2 norm. The prior assumption contain VOLUME 7, 2019 FIGURE 9. The architecture of the proposed dilated residual network (expanding part) for learning optical flow. The expanding part of dilated residual network is composed with 4 residual blocks. The ''Conv2'', ''Dilated-res-group-2'', ''Dilated-res-group-6'' and ''Dilated-res-group-10'' in contractive are reused. brightness constancy, gradient constancy and smoothness constraints. These auxiliary constraints are beneficial for network to build relationship between image and optical flow. As shown in Fig. 9 , we embed the modified loss after each residul block. In our network, we use same loss weights suggested in [15] .
IV. EXPERIMENTAL RESULTS
In this section, we mainly give the experimental results of our network, and verify our design choices with ablation studies. Our model was trained on FlyingChairs and FlyingThings3D datasets, and was tested on several benchmarks, such as MPI-Sintel [37] , KITTI2012 [38] and KITTI2015 [39] . We further compared our method with knowledge-based methods and data-based methods. The experimental results show that our proposed networks ''Ours (serial)'', ''Ours (parallel)'' and ''Ours (dilated residual)'' keeps the resolution of feature maps and reduces the loss of motion details. Finally, we demonstrate that our proposed networks can improve the results of optical flow estimation on MPI-Sintel and KITTI datasets.
A. SETTINGS
Our model was implemented using the Caffe [40] deep learning framework and trained using a NVIDIA 1080Ti GPU.
To train the proposed networks, we performed the data augmentation with the scale, rotation, and changes on brightness, contrast, gamma and color. We used the FlyingChairs dataset proposed in [5] to train our network, which contains 22232 image pairs for training. In the training, we used the Adam solver, and set β 1 = 0.9 and β 2 = 0.999. For network ''Ours (serial)'', we preformed iterative training 1000k times with a batch size of 8. For network ''Ours (parallel)'', we preformed iterative training 1000k with a batch size of 8. For ''Ours (dilated residual)'', we performed iterative training 1000k with a batch size of 6. The learning rate was set to λ = 1e − 4 and we reduced by a factor of 2 every 200k iterations after the first 400k.
B. RESULTS AND DISCUSSION
In this section, we discussed the results of optical flow estimation, and compared our method with other methods including traditional methods [1] , [3] , [4] , [17] - [19] and deep learning-based methods [5] , [13] , [14] , [26] - [31] , [33] . We evaluated our method on MPI-Sintel, KITTI2012 and KITTI2015 datasets. For MPI-Sintel and KITTI2012 dataset, we used average endpoint error (AEE) to measure error. And for KITTI 2015 dataset, we used ''Fl-all'' which is ratio of pixels where flow estimate is wrong by both ≥ 3 pixels and ≥ 5%. In our approach, we designed 4 different models based on dilated convolution, which are named as ''Ours (serial)'', ''Ours (parallel)'', ''Ours (dilated residual)'' and ''Ours (dilated residual + multi-constraint loss)''. In this part, we not only compared these 4 models to other methods, but also compared them with each another.
MPI-Sintel is a synthetic dataset for training and evaluating optical flow, which consists of 1628 frames (1064 for training and 564 for test). This dataset has two different versions which is Clean and Final. The Clean version contains realistic illuminations and reflections. The Final version additionally adds rendering effects like motion, defocus blurs and atmospheric effects. We evaluated our models on MPI-Sintel training and test datasets (two versions clean and final). From Table 1 , we can find that our models all outperform the baseline method [5] . Among them, ''Ours (serial)'' can achieve better results than U-Net based method [5] , which shows that the dilated convolution can improve U-Net architecture and can improve accuracy of optical flow estimation. ''Ours (parallel)'' also outperforms [5] , which proves the validity of the dilated convolution architecture based on inception module. However, ''Ours (parallel)'' cannot obtain better results than ''Ours (serial)'', and the result of ''Ours (parallel)'' is close to ''Ours (serial)''. Further, ''Ours (dilated residual)'' can outperform FlowNetS, which explains the effect of the dilated residual block. Especially, the model ''Ours (dilated residual + multi-constraint loss)'' outperforms [5] by a large margin. We analyzed the reason is that ''Ours (dilated residual + multi-constraint loss)'' integrates the advantages of dilated residual block and multi-constraint loss. In addition, our models can achieve better results than learning-based methods [5] , [13] , [14] , [26] - [31] , [33] . Among these methods, [13] , [14] , [28] - [30] , and [33] are unsupervised, which usually can not compared with supervised methods on MPI-Sintel dataset. The reason is that MPI-Sintel dataset contains many large displacements. Reference [31] outperforms the model ''Ours (serial)'' on MPI-Sintel training dataset (clean version). And, the results obtained by this method are close to ours. The reason is that the method [31] introduces the spatial pyramid network to deal with the problem of large displacements. Moreover, the results estimated by Ilg et al. [27] are close to our models. We regard the reason is that the model [27] uses an additional dataset FlyingThings3D to train the network. In contrast to [27] , we only used FlyingChairs dataset to train our network. Since the unsupervised methods [14] , [28] are based on the architecture of FlowNetS, the results of these methods are relatively close. Compared to traditional methods [3] , [4] , [17] , [18] , ''Our (dilated residual + multi-constraint loss)'' can obtain better results than these methods except [19] . FlowFields [19] achieves the lowest AEE among the traditional methods. In order to compare our model more intuitively with other methods, we visualized the estimated optical flow using the tool provided by MPI-Sintel [37] . The visual comparison of MPI-Sintel results are shown in Fig. 11 , and we compare ''Ours (serial)'' with FlowNetS and FlowNetC [5] . From Fig. 11 , we can see that ''Ours (serial)'' can obtain more refined optical flow in the palm, arm, and some place of details, which illustrates the effect of dilated convolution used in contractive part. In Fig. 13 , we compared ''Ours (parallel)'' with FlowNetS and FlowNetC [5] on MPI-Sintel final dataset. We can find that using the inception-based dilated convolution module can improve the details of optical flow estimation. Further, we compare ''Ours (dilated residual)'' with FlowNetS and FlowNetC in Fig. 12. From Fig. 12 , we can obtain that combining dilated residual block with U-Net architecture can obtain more smooth and refined optical flow, which benefits from the learning ability of the residual structure and the ability of dilated convolution to preserve motion details. In order to further observe the results of these models (''Ours (serial)'', ''Ours (parallel)'' and ''Ours (dilated residual)''), we compared the three designed models with each other. In Fig. 14 , we can find that ''Ours (dilated residual)'' can achieve more accurate flow fields than ''Ours (serial)'' and ''Ours parallel''. Fig. 15 shows the comparison of ''Ours (dilated residual)'' and ''Our (dilated residual + multi-constraint loss)'', which explains the benefit of using multi-constraint loss. From Fig. 15 , we can see using multiconstraint loss proposed in [15] can effectively suppress the noise around moving objects, which shows that the prior assumptions can constrain the image and flow in space during the training of network.
KITTI is a real-world dataset for autonomous driving, which has two versions (2012 and 2015). The KITTI2012 contains 194 image pairs for training and 195 image pairs for test. The KITTI2015 contains 200 image pairs for training and 200 image pairs for test. We tested our models on KITTI2012 dataset and KITTI2015 dataset. From Table 1 , on KITTI2012 dataset, our models (''Ours (serial)'', ''Ours (dilated residual)'' and ''Ours (dilated residual + multi-constraint loss)'') can achieve better results than [5] .
However, ''Our (parallel)'' obtained worse results than [5] . Reference [30] achieved the best results on KITTI2012 training dataset. [30] is an unsupervised method, which is trained on several unlabeled datasets that contain several autonomous driving scenes. Moreover, [30] stacks multiple sub-networks to form a large network. So, [30] can obtain better results than other methods. We also find that the unsupervised methods [13] , [29] , [33] can obtain results close to the supervised methods [5] , [31] . Compared to traditional method, our models outperform [3] by a large margin.
The result of [19] is close to [30] on KITTI2012 training set. On KITTI2015, ''Ours (serial)'', ''Ours (dilated residual)'' and ''Ours (dilated residual + multi-constraint loss)'' can outperform [5] and [28] . However, [31] obtains better result than our models.
In summary, on MPI-Sintel dataset, among our designed models, the model ''Ours (dilated residual + multi-constraint loss)'' achieves the best performance. Moreover, the model ''Ours (serial)'' outperforms most of learning-based methods except [27] . However, the model ''Ours (parallel)'' obtains worse results than [3] and [31] . On KITTI2012 dataset, ''Ours (dilated residual + multi-constraint loss)'' obtains the best results on the test dataset. On KITTI2015 dataset, [31] achieves the best performance.
C. ABLATION STUDY
In order to study the importance of each component in our method, we trained and evaluated a series of models. Table 2 shows the results of different proposed architectures combining or not multi-constraint. We further designed serial architecture without dilated convolution to analyze the contribution of dilated convolution. We find that using the dilated convolution can reduce the error from 5.37 to 4.92, which demonstrates the effect of using dilated convolution. We can find that using the additional prior auxiliary loss can further improve the accuracy of flow estimation for all of three architectures. For analyzing the effect of using multiple losses, we conduct a serial network which removed dilated convolution and added prior auxiliary loss. From the result, we can find that the AEE is reduced from 5.37 to 4.99 due to using multiple losses, which illustrates the contribution of using multiple losses. We analyze that the dilated convolution has greater contribution to accuracy than multiple losses. Specially, we further tested the model ''Ours (serial + global pooling)'' that is combined with global pooling. We find that combining the global pooling can slightly reduce the AEE about 0.02. Among the different backbones, the dilated residual architecture achieves the lowest AEE. We do not test the model of removing EPE loss because if EPE is removed, the method becomes purely unsupervised. Note that the EPE is the basic loss function for supervised learning optical flow.
D. TEST TIME
Test time is also an important factor for optical flow estimation. We tested our models (''Ours (serial)'' and ''Ours (parallel)'' and ''Ours (dilated residual)'') on KITTI2012 training dataset. Note that the test time in Table 3 is the average of test time (194 image pairs). Further, we tested [5] on our GPU (NVIDIA 1080Ti) and compared it in Table 3 . From Table 3 , we can find that our models take more time than [5] . And our model ''Ours (serial)'' takes less time than ''Ours (parallel)'' and ''Ours (dilated residual)''. Because the modified loss function is only used in training process, ''Ours (dilated residual + multi-constraint loss)'' and ''Ours (dilated residual)'' have the same running time.
V. CONCLUSION
In this paper, we introduce a new convolution operation, dilated convolution, into optical flow estimation network, and use dilated residual block to replace the standard convolution layer. From that, we present a novel network architecture for learning optical flow, which can be seen as a combination of dilated residuals network and U-Net. The experimental results show that using dilated residual block can obtain clearer flow fields and can improve the accuracy of optical flow estimation. In the future, we will explore other novel convolutional operation such as deformable convolution [41] and semi-convolution [42] , and will design a lightweight network to reduce the number of parameters and running time of model.
