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Hinweise zum Satz und zu Formulierungen
Als Beitrag zur Verständlichkeit beinhaltet die vorliegende Arbeit ein spezielle 
Typografie- und Formulierungskonvention. Diese dient zur Hervorhebung, 
Unterscheidung und Kennzeichnung inhaltlicher Aspekte. 
  Von anderen Autoren geprägte und eingeführte Begriffe und Titel 
werden durch deutsche Anführungszeichen „“ gekennzeichnet be-
ziehungsweise hervorgehoben. 
  Direkte Zitate sind zusätzlich zu den Anführungszeichen kursiv 
gesetzt. Innerhalb der Zitate wurde die alte Rechtschreibung bei-
behalten.
  Die Hervorhebung eigener Bezeichnungen, Betonungen und im 
übertragenen Sinn verwendeten Begriffe erfolgt typografisch mit 
französischen Anführungszeichen »«.
  Zur besseren Auffindbarkeit sind Fachausdrücke (Terminus tech-
nicus) insbesondere bei erstmaliger Verwendung oder Definition 
kursiv gekennzeichnet. 
  Die Bezeichnungen der entwickelten Konzepte werden als Eigen-
namen verstanden und deren Bestandteile sind zur besseren Un-
terscheidung mit Bindestrich abgesetzt (zum Beispiel »Augpunkt-
bezogene EPK«). 
  Variablennamen oder Bezeichner (innerhalb von Abbildungen) 
sind im Fließtext halbfett hervorgehoben.
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1 Einleitung
Der Mensch steht im Mittelpunkt von Bildern. Oft ist er Gegenstand des Ab-
gebildeten, immer ist er jedoch Adressat der Darstellung. Dieses selbstrefle-
xive Verhältnis bestimmt im Wesentlichen die generelle Auseinandersetzung 
mit dem »Bild des Menschen«. 
1.1 Motivation
Die fortschreitende Entwicklung von Visualisierungssystemen erlaubt eine 
immer intensivere Nutzung von rechnergestützten bildlichen Darstellungen 
in einer Vielzahl von Anwendungsbereichen. Exemplarisch dafür stehen das 
Computer Aided Design (CAD) oder bildgebende Verfahren der Medizin. 
Zur Lösung von komplexen Planungs- und Simulationsaufgaben kommen 
in diesem Zusammenhang häufig auch Systeme zum Einsatz, die auf einer 
räumlichen (dreidimensionalen) Datenbasis arbeiten. Ein besonderer Nutzen 
der sich daraus ergeben soll, ist die Möglichkeit aus den vorliegenden Daten 
Echtzeitbilder erzeugen zu können. Nach allgemeiner Auffassung stellt die 
räumliche Visualisierung eine hinsichtlich der menschlichen Betrachtung op-
timale Visualisierungsform dar, da der natürliche Seheindruck nachgeahmt 
wird. Dieser Aspekt wird auch durch den derzeitigen 3D-Trend im Bereich 
der Spielfilmindustrie und der Heimelektronik deutlich (vgl. [Kremp und 
Patalong 2010]). 
Häufig wird in der Diskussion über 3D-Systeme jedoch außer acht gelas-
sen, dass die gebräuchlichen Visualisierungssysteme, lediglich eine Illusion 
von Räumlichkeit, oft unter Vernachlässigung wahrnehmungspsychologi-
scher und wahrnehmungsphysiologischer Effekte, erzeugen. Panofsky sieht 
deshalb die Perspektive auch als „symbolische Form“, die lediglich eine „küh-
ne Abstraktion“ der Wirklichkeit darstellt (vgl. [Panofsky 1998], S. 666). 
Ein wirkliches rechnergestütztes räumliches Visualisierungssystem ist nach 
derzeitigem Stand der Technik nur in Ansätzen vorhanden, beispielsweise 
indem die Projektionsfläche aus Dampf besteht (vgl. [Paulson 2004]) oder 
mittels Laser in einem transparenten Medium Lichtpunkte erzeugt werden 
(vgl. [Downing u. a. 1996], [Hambling 2006]). Deshalb besteht weiterhin 
die Notwendigkeit dem Betrachter eine räumliche Szene visuell »durch die 
Fläche« zu vermitteln. Im Folgenden sind dementsprechend flächenvermit-
telte Ansätze gemeint, wenn von dreidimensionalen Visualisierungssystemen 
gesprochen wird.
Festzuhalten ist, dass dreidimensionale Visualisierungen vor allem in Berei-
chen eingesetzt werden, in denen die eigentlichen zu Grunde liegenden abs-
trakten und komplexen Daten (im Sinne eines Datenbildes vgl. [Groh 2005]) 
durch ein vermittelndes Navigationsbild zu einem Interaktionsbild werden 
sollen (vgl. [Groh 2005]). Viele der entstandenen Anwendungsszenarien be-
ziehen dementsprechend den Betrachter als auswertende und bewertende In-
stanz mit ein. Dem Betrachter kann durch eine bewusst gestaltete, visuelle 
Darbietung komplexer Inhalte eine Bewertung des Inhalts erleichtert wer-
den. Darin liegt das grundsätzliche Potential von 3D-Systemen vor allem im 
wissenschaftlich-technischen Bereich. 
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Exemplarisch wird die bewusste, betrachterbezogene Gestaltung im Lau-
fe der vorliegenden Arbeit an zwei Szenarien verdeutlicht. Im Bereich der 
Ergonomie kommen beispielsweise räumliche Visualisierungssysteme zum 
Einsatz, um bereits während der Entwicklung eines Produktes dessen Ei-
genschaften zu simulieren. Die damit verbundene visuelle Darstellung 
kann unter Umständen essentiell über den Erfolg eines Produktes entschei-
den oder dessen Markteinführung auf Grund von nicht erfüllten gesetzli-
chen Vorgaben generell verhindern. Beispielhaft dafür steht das Verfahren 
bereits in einem digitalen Fahrzeugmodell den Sichtbereich der Fahrzeu-
grückspiegel auszumessen, um die Vorgaben der Richtlinie 2007/38/EG zu 
erfüllen oder die Sichtbarkeit der Bedienelemente zu prüfen (vgl. [Hoske 
u. a. 2010a], [Kamusella 2010], siehe 9.1). Je eher ein Defizit in der Ent-
wicklung eines Produktes identifiziert werden kann, desto geringer sind 
die Kosten einer späteren Behebung. Der Grundsatz einer frühen Visuali-
sierung zur Entscheidungsfindung im Entwicklungsprozess gilt ebenfalls 
für das zweite aufgegriffene Szenario. Abschnitt 9.1 skizziert die Nutzung 
von räumlichen Darstellungen bei der Visualisierung von Fahrzeugentwür-
fen. Neue Hardware-Komponenten erlauben im konkreten Fall die groß-
flächige Darstellung von Fahrzeugmodellen mit dem Ziel eines Vergleichs. 
Die genutzten 3D-Visualisierungssysteme sollen dazu beitragen, Design-
entscheidungen zu erleichtern und Kosten für reale Prototypen zu senken. 
Bei aller Euphorie über die Entwicklung der neuen Visualisierungstechnolo-
gien ist jedoch auch eine kritische Betrachtung angebracht. In dem Streben 
ein realistisches Abbild zu erschaffen, fokussierte sich die bisherige Forschung 
und Entwicklung im Bereich der Computergrafik vorrangig auf die digitale 
Umsetzung des Konzeptes der Fotokamera respektive der camera obscura. In 
der praktischen Anwendung des Kameraansatzes – in der Computergrafik 
als Virtuelle Kamera bezeichnet – wird jedoch deutlich, dass mit dem Prinzip 
auch Nachteile hinsichtlich der eigentlich intendierten realistischen Darstel-
lung verbunden sind. 
Abbildung 1: Beispiel für eine  
veränderte Szenenwahrnehmung
Obwohl die Figuren in der Szene 
gleich ausgerichtet sind, werden 
diese im berechneten Bild nicht als 
gleichorientiert wahrgenommen.
Abbildung 2: Ausrichtung der  
Figuren in der Beispielszene
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Die Defizite sollen an einem kurzen Beispiel verdeutlicht werden. Abbildung 
1 zeigt eine räumliche Szene in der drei Figurmodelle dargestellt sind. Das 
Bild wurde durch ein herkömmliches computergrafisches Abbildungsver-
fahren aus einer räumlichen Szene erzeugt und offenbart zwei im weiteren 
Verlauf grundlegend diskutierte Herausforderungen. Zum einen erscheinen 
die Figuren, obwohl es sich um das gleiche Modell handelt, unterschiedlich 
breit. Die Proportionen sind verzerrt. Zum anderen scheinen die Figuren in 
unterschiedliche Richtungen zu blicken, obwohl die Modelle in der virtuel-
len Szene jeweils um den gleichen Wert rotiert worden sind (siehe Abbildung 
2). Die Ausrichtungsdarstellung ist verändert.
Ausführlich wird das Phänomen der Proportionsänderung sowie das der Aus-
richtungsbeeinflussung in den Abschnitten 3.1 und 3.2 beschrieben. Aus den 
vorgestellten Herausforderungen ergibt sich die Motivation, die entsprechen-
den Defizite der bisherigen Konzepte und Systeme zu ergründen, existierende 
Lösungsmöglichkeiten zu erörtern und drauf aufbauend neue Ansätze für die 
Visualisierung zu entwerfen. Es handelt sich damit im Weiteren auch um eine 
grundlegende Betrachtung eines etablierten technologischen Ansatzes, da im 
Feld der Computergrafik das »Dogma« des Fotorealismus vorherrschend ist 
(vgl. [Deussen 2007], S. 80 ff.). 
Im Hinblick auf die vorgestellten Defizite ist die Frage berechtigt, in wie weit 
die angesprochene Thematik in der Forschung bereits eine bekannte Problem-
stellung ist und neue Erkenntnisse zu erwarten sind. Zur Beantwortung der 
Frage ist vorauszuschicken, dass der Lösungsansatz der vorliegenden Arbeit in 
einem interdisziplinären Herangehen an die formulierten Problemstellungen 
besteht. Die wichtigsten für eine weitere Untersuchung zu berücksichtigen 
Forschungsfelder sind neben den Bildwissenschaften, die Computergrafik 
und die Psychologie mit deren Teilbereichen Kognitions- und Wahrneh-
mungspsychologie. 
Die einzelnen Disziplinen befassen sich zwar mit artverwandten Themen, 
eine breite interdisziplinäre Forschung, die Aspekte aus allen Bereichen um-
fasst, findet jedoch kaum statt (siehe 4.1 und 4.3). Beispielsweise existiert 
im computergrafischen Bereich das Feld des Non-Photorealistic-Rendering, 
welches allerdings häufig auf punktuelle Problemlösungen und Einzelaspekte 
ausgerichtet ist. Es stehen häufig Oberflächeneigenschaften und Linienstile 
im Vordergrund. Die Berechnung von künstlerischen Schraffuren (artistic 
shading) oder Skizzen mit dem Duktus von Handzeichnungen (graftal) kön-
nen diesbezüglich als Vertreter genannt werden (siehe 2.2.11, vgl. [Gooch 
und Gooch 2001], [Strothotte 2002]). Die expliziten perspektivischen Eigen-
schaften von Objekten im Bild werden unzureichend thematisiert. Kapitel 4 
verdeutlicht, dass bereits verschiedene Verfahren zur Lösung von Projektions-
defiziten bestehen, die damit verbundenen Publikationen jedoch selten die 
Ursachen für die Problemstellung beziehungsweise die Wirkungsweise von 
Korrekturverfahren in den Mittelpunkt der Betrachtung stellen. 
Im Gegensatz dazu beschreibt die Wahrnehmungspsychologie zwar grund-
legende Voraussetzungen und Effekte im Kontext der visuellen Wahrneh-
mung, jedoch findet eine kritische Auseinandersetzung mit den Visualisie-
rungsformen der Computergrafik nur bedingt statt. 
Die Möglichkeiten von computergrafischen Darstellungsformen für die 
Durchführung von Untersuchungen werden in der Wahrnehmungs- und 
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Kognitionspsychologie rege genutzt (siehe 4.3), dabei stehen aber mehr eigene 
Fragestellungen im Fokus der Aufmerksamkeit. Bezüge zu den technischen 
und mathematischen Grundlagen werden nur bedingt hergestellt. Lediglich 
die Bildwissenschaft befasst sich in Bezug auf die dahinterliegenden Theori-
en eingehender mit der Wirkungsweise von perspektivischen Bildern, welche 
beispielsweise auch durch die Computergrafik erzeugt werden können (vgl. 
[Groh 2005], [Büttner 1998]). 
Die Ursachen für die bisherige Vernachlässigung der angesprochenen Prob-
lemstellungen in den einzelnen Fachgebieten sind bisher nicht eingehender 
untersucht worden. Festgestellt werden kann lediglich, dass erst die weite 
Verbreitung und intensive Nutzung von 3D-Visualisierungen sowie die pa-
rallele Einführung von großflächigen Anzeigesystemen (wie beispielsweise 
Powerwall oder Beamerpräsentationen) neue Darstellungskontexte erlauben. 
In den genannten Systemen treten die, am Beispiel aufgezeigten, Defizite der 
räumlichen Computergrafik deutlicher als bisher in Erscheinung. 
Aus diesem Grund ist eine engere Verbindung der Disziplinen zur Untersu-
chung von gestaltungsrelevanten wahrnehmungspsychologischen Effekten in 
Bezug auf die aktuellen computergrafischen Möglichkeiten sinnvoll. Die Ein-
beziehung angrenzender Wissenschaftsbereiche soll dazu dienen neue Ansät-
ze für die Computergrafik zu generieren. Demonstriert wird dieses Vorgehen 
insbesondere durch die Forschungsarbeiten an der Professur für Medienge-
staltung der Technischen Universität Dresden, auf die im Kapitel 4 näher 
eingegangen wird.
Die in der vorliegenden Arbeit essentiell vorgeschlagene Lösungsrichtung be-
steht in einer Abkehr vom bisherigen Dogma des reinen »Foto«-Realismus 
der Computergrafik hin zu einem »Wahrnehmungs«-Realismus. Dabei sollen 
verstärkt die Aspekte der menschlichen Wahrnehmung in den Gestaltungs-
prozess einbezogen werden. 
Einen Bereich, aus dem sich weitere Ansätze ergeben können, stellt dabei die 
bildende Kunst dar, denn diese Disziplin befasst sich, zumindest in deren 
praktischer Umsetzung, seit Anbeginn mit der zweidimensionalen Visualisie-
rung von räumlichen Objekten. Im Sinne einer weitergehenden vergleichen-
den Analyse ist es auch notwendig, ein geeignetes Referenzmodell festzule-
gen. Für die vorliegende Arbeit ist die Referenz der Mensch selbst, respektive 
das Menschmodell beziehungsweise eine anthropomorphe Form. Kapitel 6 be-
gründet die konkrete Wahl des Modells ausführlich. 
Aus dem Blickwinkel der Abbildung von menschlichen Formen heraus lohnt 
ein kurzer Exkurs in die Entwicklung der visuellen Darstellungen, denn zum 
einen kann der gewählte Lösungsansatz im entsprechenden Kontext einge-
führt werden. Zum anderen sind Bilder von Menschen und menschenähnli-
chen (anthropomorphen) Formen in Fotografie und Kunst und damit auch 
das gewählte Referenzobjekt allgegenwärtig. Bereits Höhlenzeichnungen frü-
her Kulturen enthalten Darstellungen menschlicher Figuren. Mit der Verfei-
nerung der Darstellungsmethoden in der bildenden Kunst erreichten schon 
frühe Hochkulturen eigene Stile in Bezug auf die Darstellung und Abbildung 
von Menschen, sowohl bildnerisch (zum Beispiel in der ägyptischen Kultur) 
als auch plastisch (beispielsweise in der klassischen griechischen Kunst). 
Wie in den frühen Epochen fand in der Entwicklungsgeschichte die Darstel-
lung weiterhin im Spannungsfeld zwischen dem Streben nach realistischer 
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Darstellung und intentionaler respektive kommunikationsbezogener Gestal-
tung statt. Damit war auch oft das Ziel verbunden, einen bestimmten Inhalt, 
eine bestimmte Haltung oder eine Botschaft zu vermitteln. Eine entsprechen-
de Intention lässt sich besonders gut an Hand der Bedeutungsperspektive 
(vgl. [Panofsky 1998]) oder der umgekehrten Perspektive (vgl. [Shegin 1982]) 
mittelalterlicher Bildwerke erkennen. 
An die Stelle einer inhaltsgebundenen perspektivischen Ordnung der Bil-
delemente traten ab der Renaissance die geometrischen (mathematisch de-
finierten) Regeln der Projektion. Mit diesem Paradigmenwechsel war das 
Ansinnen verbunden, eine möglichst realistische betrachtergebundene Sicht 
der Dinge zu vermitteln. Insbesondere Künstler wie Leonardo da Vinci 
(1452-1519) oder Albrecht Dürer (1471-1528) entwickelten entsprechende 
Regelwerke und perfektionierten damit verbundene künstlerische Techniken 
(vgl. [Leonardo Da Vinci 1651], [Dürer 1538]). Trotz der neu hinzugezoge-
nen mathematischen Grundlagen war der Abbildungsprozess weiterhin eng 
mit dem Sehen des Künstlers verbunden. 
Nachfolgende Epochen benutzten zur Unterstützung der Abbildungserstel-
lung jedoch schon Vorgänger optischer Abbildungssysteme, wie Bernardo 
Bellotto (genannt Canaletto, 1721-1780) es beispielsweise mit der came-
ra obscura tat (vgl. [Mohrmann u. a. 2008]). Die Einbeziehung technischer 
Hilfsmittel in der Kunst setzte sich fort und spätestens mit der Entwicklung 
und Optimierung der Fototechnik seit dem 19. Jahrhundert übernahmen 
technische Systeme mehr und mehr die »realistische« Abbildung (vgl. [Jung 
2006]). Die Verfügbarkeit optischer Bilderzeugungstechniken befreite die 
Kunst vom Zwang einer wirklichkeitstreuen Wiedergabe und der Nutzung 
geometrischer Grundlagen. Doch während „[…] die Erfindung der Fotogra-
fie zusammen mit einem Paradigmenwechsel in der bildenden Kunst diese hoch 
entwickelte darstellende Geometrie in das Altersheim der Wissenschaft verbannt 
hatte, leben alle ihre subtilen Methoden, zum Teil unter neuem Namen (z. B. 
Rendering, Ray tracing), wieder auf, wenn es darum geht, fotorealistische Bilder 
auf dem Computer zu generieren […]“ ([Schreiber 2005], S. 69).
Was jedoch für die Kunst eine Entfaltungsfreiheit bedeutete, welche sich in 
zahlreichen mehr oder weniger gegenständlich abbildenden künstlerischen 
Strömungen manifestierte, stellte die technischen Systeme nun vor den An-
spruch »Realismus« zu generieren. Durch die neu entwickelte Computergra-
fik schien ein Werkzeug verfügbar, dass dem Realismusanspruch auf Grund 
seiner absoluten mathematischen Definiertheit auch gerecht wird. Doch im 
Gegensatz zum Künstler, der zwar geometrische Regeln benutzt, jedoch auch 
den menschlichen Blick der Abbildung zu Grunde legt, leidet die rein Geo-
metrie bedingte Bilderstellung an deren eigener Perfektion. Groh zeigt auf, 
dass eine geometrisch perfekt wirkende Darstellung aus der Renaissance und 
dem Barock „[…] keinesfalls so mathematisch rein ist, wie angenommen“ ([Groh 
2005], S. 35). Die damit verbundenen geometrischen »Störungen« können im 
positiven Sinne die Konsistenz eines Bildes stärken. Für Architekturskizzen 
sind derartige Überlegungen bereits durch Ware belegt: 
„These corrections are palpable violations of the rules of perspective made in order 
to avoid the disagreeable consequences of deserting the station point.” *
([Ware 1900], S. 162). 
* Diese Korrekturen sind offensicht-
liche Verletzungen der Perspektiv- 
regeln, welche vorgenommen 
werden, um die unangenehmen 
Auswirkungen des Abweichens 
[des Objektes] vom Hauptpunkt zu 
vermeiden.
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Die gewonnenen Erkenntnisse zielen darauf ab, menschliches Sehen in den 
Abbildungsprozess zu übertragen, da der Mensch wie Anfangs postuliert im 
Allgemeinen Adressat der Abbildung ist. Eine Untersuchung der Effekte und 
Möglichkeiten kann auch die Computergrafik in ihrem Streben nach »Rea-
lismus« voranbringen. Doch kann vorausschauend bereits formuliert werden, 
dass sich diese neue Form des »Realismus« zwar mathematisch und damit 
algorithmisch beschreiben lässt, sich dessen Grundlagen jedoch nicht aus-
schließlich aus der Geometrie ergeben. Vielmehr eröffnet die Einbeziehung 
der Wahrnehmungsgrundlagen des Menschen sowie der uneingeschränkte 
Zugriff auf alle Bestandteile einer Szene neue Möglichkeiten einer an das 
menschliche Sehverhalten angepassten Darstellung. Multiperspektivische Vi-
sualisierungsverfahren (vgl. [Vallance und Calder 2001]) bieten insbesondere 
im Bereich statischer Abbildungen von räumlichen Szenen einen interessan-
ten Ansatz für die Erzeugung einer solchen, entsprechend der Wahrnehmung 
»konformen«, Darstellungsform (vgl. [Franke u. a. 2007]).
Für umfassende Betrachtung ist aber neben einem »Bild für den Menschen« 
auch das »Bild des Menschen« von besonderer Bedeutung. Die Darstellung 
menschlicher respektive anthropomorpher Formen ist ein fester Bestandteil 
wissenschaftlich-technischen aber auch künstlerischen Wirkens, denn der 
Mensch ist häufig Gegenstand seiner eigenen Betrachtung. Die gegenwär-
tige Informationstechnologie wird deshalb mit dem ihr zugeschriebenen 
Anspruch auf »Realismus« auch in der Darstellung von Menschmodellen 
vor neue Aufgaben gestellt. Denn im Gegensatz zum Rechner ist es für den 
menschlichen Betrachter ein inhaltlicher Unterschied ob er einen Menschen 
oder ein abstraktes Objekt in einem Bild betrachtet.
1.2 Zielsetzung der Arbeit
Die vorliegende Arbeit soll einen Beitrag zur Aufstellung von Aussagen und 
Regeln für das Vorgehen bei der Visualisierung von virtuellen Szenen im 
Allgemeinen und 3D-Modellen im Besonderen leisten. Konkret wird dazu 
als Teilaspekt einer wahrnehmungskonformen Darstellung (2.3.3) von Ob-
jekten das Orientierungsproblem (vgl. 3.2) in den Fokus der Analyse gestellt. 
Im Sinne einer interdisziplinären Betrachtung der Problemstellung sollen die 
Forschungsbereiche Bildwissenschaft, Computergrafik sowie die Psychologie 
in die Arbeit einbezogen werden. In der Verbindung der verschiedenen Diszi-
plinen zur Bearbeitung von Fragestellungen zur Wahrnehmungskonformität 
besteht ein wesentlicher Innovationsgehalt hinsichtlich der Generierung von 
multiperspektischen Lösungsverfahren. 
1.3 Vorgehensmodell für die Untersuchung
Nachfolgend wird ein Vorgehensmodell eingeführt, das an den Forschungs-
gegenstand »wahrnehmungskonforme Effekte« angepasst ist und die genann-
ten Forschungsfelder umfasst (siehe Abbildung 3). Dieser Schritt ist notwen-
dig, da wie in Abschnitt 1.1 erörtert, bisherige Arbeiten in den einzelnen 
Fachgebieten primär auf den eigenen Forschungsbereich ausgerichtet sind. 
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Ausgangspunkt für eine Untersuchung ist dabei eine Fragestellung hinsicht-
lich der visuellen Wahrnehmungskonformität in Bezug auf eine computer-
grafische Anwendbarkeit. Daraus lassen sich jeweils Teilfragen für die drei 
wesentlichen bereits genannten Fachbereiche Bildwissenschaft, Computer-
grafik und Wahrnehmungspsychologie formulieren. Grundsätzlich bestehen 
in den verschiedenen Disziplinen eigene Grundlagen, Methoden und Ziele, 
die letztendlich auf die Generierung neuer Lösungsansätze zur wahrneh-
mungskonformen Bildgestaltung ausgerichtet sein sollten. Daraus ergibt sich 
wie in Abbildung 3 dargestellt, eine Matrix der Forschungsgebiete und Ar-
beitsfelder, deren Interaktion vor allem Anknüpfungspunkte und Synergien 
aufzeigt. So muss beispielsweise die Fragenstellung nicht in allen Bereichen 
zu Beginn der Untersuchung feststehen, sondern kann im Verlauf auch durch 
die Erkenntnisse anderer Fachbereiche aufgeworfen werden. Die Abfolge der 
Untersuchung kann dabei je nach Untersuchungsgegenstand und Ausgangs-
punkt variabel sein. Als Fixpunkte dienen jedoch die inhaltlich im Bereich 
der Wahrnehmungskonformität relevanten Arbeitsfelder. So kann im Bereich 
der Bildwissenschaft die Theorien zum Wahrnehmungsrealismus als Grund-
lage dienen und vor allem eine Analyse von künstlerischen Darstellungsfor-
men als methodisches Vorgehen Lösungen bringen. 
Für eine interdisziplinäre Untersuchung stellt die Computergrafik als Grund-
lage die technologische Basis, insbesondere durch bereits existierende Algo-
Abbildung 3: Vorgehensmodell zur 
Untersuchung von Wahrnehmungs-
konformität
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rithmen, Verfahren und Systeme. Letztendlich sind die computergrafischen 
Systeme aber auch die Domäne der Anwendungsfälle. Methodisch hat sich 
in diesem Bereich eine Analyse der bestehenden computergrafischen Systeme 
und deren möglicher Defizite als gewinnbringend erwiesen. Daneben steht 
im Sinne einer informationstechnologischen Weiterentwicklung jedoch auch 
immer die Konstruktion von Algorithmen im Fokus. Darauf aufbauend ist 
die Implementierung eines Prototypen ein wesentlicher Schritt, da mit der 
praktischen Umsetzung eine Validierung der Erkenntnisse möglich ist. Das 
ist notwendig, da vor allem die visuelle Bewertung für die Wahrnehmungs-
konformität von Bedeutung ist. 
Die Theorien und Untersuchungsmethoden der Wahrnehmungspsychologie 
bilden die Grundlage für notwendige Studien und Evaluationen. Diese die-
nen der Verifizierung gewonnener Erkenntnisse aber auch der Analyse be-
stehender Problemstellungen. Die gewonnenen Erkenntnisse zur Bildwahr-
nehmung können im Resultat in die neuerarbeiteten Lösungsansätze zur 
wahrnehmungskonformen Bildgestaltung einfließen.
1.4 Thesen
Um einen Beitrag zur Lösung des Orientierungsproblems insbesondere für 
die perspektivische Darstellung von anthropomorphen Formen zu leisten, 
werden in der vorliegenden Arbeit folgende Thesen aus den jeweiligen Fach-
gebieten überprüft: 
1. Bildwissenschaft: Menschmodelle sind bezogen auf den Bildraum 
besondere Objekte und erfordern im projizierten Bild eine wahr-
nehmungskonforme Korrektur. Auf Grund der Objektstruktur 
und der Expertise des Betrachters sind Menschmodelle für die Un-
tersuchung des Orientierungsproblems besonders geeignet.
2. Computergrafik: Das Verfahren der Erweiterten Perspektivischen 
Korrektur (EPK) muss zur Erzeugung von wahrnehmungskonfor-
men Abbildungen mittels multiperspektivischer Darstellung zu-
sätzliche Parameter einbeziehen.
3. Wahrnehmungspsychologie: Es besteht ein Unterschied in der 
Wahrnehmung von monoperspektivisch dargestellten und multi-
perspektivisch korrigierten Objekten in computergrafischen Abbil-
dungen. Durch die Erweiterte Perspektivische Korrektur optimier-
te Bilder sind wahrnehmungskonformer.
1.5 Aufbau der Arbeit
Entsprechend des in Abschnitt 1.3 vorgestellten Vorgehensmodell führt die 
vorliegende Arbeit nach der einleitenden Motivation in die für das Verständ-
nis notwendigen Fachbegriffe aus den drei Forschungsbereichen Bildwissen-
schaft beziehungsweise der Technischen Visualistik, der Computergrafik so-
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wie der Allgemeinen Psychologie ein (siehe Kapitel 2). Im Anschluß werden 
in Kapitel 3 die beiden grundlegenden Herausforderungen für eine wahr-
nehmungskonforme Abbildung räumlicher Szenen vorgestellt und charakte-
risiert: Das Proportionsproblem sowie das Orientierungsproblem. Nachfolgend 
sind existierende Ansätze und Verfahren zur Erzeugung wahrnehmungskon-
former Abbilder auf Basis einer objektbezogenen Korrektur Gegenstand der 
Ausführungen (siehe Kapitel 4). Als ein geeignetes Verfahren wird die Erwei-
terte Perspektivische Korrektur (EPK) detailliert vorgestellt und die in die-
sem Kontext noch bestehenden Defizite aufgezeigt (siehe Kapitel 5). Kapitel 
6 befasst sich mit dem Menschen als Referenz für eine weitergehende Un-
tersuchung projektionsbedingter Darstellungsdefizite innerhalb einer Studie, 
welche nachgelagert in Kapitel 7 beschrieben wird. Aus der Studie ergeben 
sich Ansatzpunkte für eine Optimierung der Erweiterten Perspektivischen 
Korrektur. Die Erkenntnisse werden in Kapitel 8 aufgegriffen und in Form 
der Augpunkt-bezogenen EPK ausgearbeitet. Die Relevanz der Thematik 
wird abschließend durch Praxisbeispiele unterlegt (siehe Kapitel 9). 
Die Arbeit findet in einer Zusammenfassung mit Fazit und Ausblick ihren 
Abschluß und wird durch Verzeichnisse zu den Stichworten, Quellen, Abbil-
dungen, Tabellen sowie einem Glossar ergänzt.
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2 Ausgewählte Grundlagen
Das folgende Kapitel erläutert grundlegende Fachbegriffe, die für das Ver-
ständnis der vorliegenden Arbeit von Bedeutung sind. Begonnen wird mit 
den Begriffen aus dem Forschungsfeld der Technischen Visualistik (2.1), ge-
folgt von den technisch-mathematischen Begriffen aus der Computergrafik 
(2.2) sowie den Termini aus dem Bereich der Psychologie (2.3).
2.1 Begriffe aus der Technischen Visualistik und der 
Bildsprache
In diesem Abschnitt werden die Begriffe aus dem Bereich der Technischen 
Visualistik beziehungsweise Bildsprache vorgestellt. Ein Großteil der verwen-
deten Fachbegriffe bezieht sich auf die Beschreibung der perspektivischen 
Struktur von Abbildern (vgl. 2.1.7) sowie auf relevante Bildeigenschaften 
und Bildpunkte. Von zentraler Bedeutung sind dabei die Begriffe Multipers-
pektive und Hauptpunkt. Die verwendeten grundlegenden Theorien, Thesen 
und Leitbegriffe beruhen vor allem auf der Analyse künstlerischer Werke. Als 
Vertreter dieser Forschungsrichtung befasst sich Arnheim beispielsweise mit 
dem Begriff »Mitte« als kompositorisches Merkmal von Bildern und Plasti-
ken (vgl. [Arnheim 1996]), während Groh sich mit wesentlichen Fragen der 
Perspektive auseinandersetzt (vgl. [Groh 2005]) und Hockney die künstle-
rischen Techniken der Alten Meister analysiert (vgl. [Hockney 2006]). Der 
Fokus der genannten Autoren liegt dabei auf der Untersuchung von Effek-
ten räumlicher Bildstrukturen beziehungsweise perspektivischer Darstellung 
und ist deshalb von besonderer Relevanz für die vorliegende Arbeit. Dadurch 
grenzen sich die genannten Autoren von weiteren Vertretern – beispielsweise 
Tufte und Bertin – ab, die sich mit der Gestaltung von allgemeinen Regeln 
für die Informationsvisualisierung (vgl. [Tufte 1990], [Tufte 1997]) oder der 
Semiotik zweidimensionaler Darstellungen (vgl. [Bertin 1983]) befassen. 
2.1.1 Auglinie, Sichtachse, Optische Achse
Der Begriff Auglinie wird in der vorliegenden Arbeit weitgehend synonym zu 
Sichtachse und Optische Achse genutzt. Diese bezeichnen die Hauptblickrich-
tung eines Abbildungssystems und sind durch die räumliche Ausrichtung be-
züglich der Bildebene bestimmt. Die Auglinie ist als die Gerade [S] definiert, 
welche vom Augpunkt (Projektionszentrum) [A] ausgeht und die Bildebene [E] 
orthogonal schneidet (siehe Abbildung 4). Eine inhaltliche Differenzierung 
der drei Begriffe wird in dieser Arbeit vorgenommen, indem für technische 
Abbildungssysteme, wie Virtuelle Kamera (siehe 2.2.5) oder Fotokamera, die 
Bezeichnung „Optische Achse“ Verwendung findet. Dies ist dadurch inten-
diert, dass die Bezeichnung insbesondere für fotografische Systeme gebräuch-
lich ist und beispielsweise als Principal Axis (vgl. [Hartley und Zisserman 
2008], S. 158) auch auf die Virtuelle Kamera übertragen wurde. Der Vektor 
entspricht im Allgemeinen der Kamera-z-Achse. Demgegenüber werden bei 
Abbildungssystemen, die mit dem menschlichen Sehen verbunden sind, die 
Begriffe „Auglinie“ und „Sichtachse“ präferiert.
Abbildung 4: Allgemeines  
Abbildungssystem
Augpunkt ................................. [A]
Auglinie .................................... [S]
Bildebene ................................. [E]
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2.1.2 Hauptpunkt
Der Hauptpunkt, auch Geometrische Mitte genannt, ist ein bedeutender Be-
standteil perspektivischer Abbilder (vgl. 2.1.7). Die Definition kann sowohl 
über das Kamera- respektive das Projektionsmodell als auch aus der Betrach-
tung der perspektivischen Struktur einer Abbildung heraus erfolgen. Franke 
u. a. grenzen den Begriff insbesondere gegenüber dem Fluchtpunkt ab:
„Unter dem Begriff der geometrischen Mitte ist der Punkt eines zentralperspek-
tivischen Abbildes einer dreidimensionalen Szene zu verstehen, in welchem alle 
orthogonal zur Bildebene verlaufenden Objektgeraden sich in ihrer Verlängerung 
in einem Punkt schneiden. Dieser Punkt ist der Schnittpunkt der optischen Achse 
und der Abbildungsebene. Er markiert den Schnittpunkt der Horizont- und Sa-
gittallinie des Bildes. Dabei kann die geometrische Mitte auch ein Fluchtpunkt 
sein. Umgekehrt ist aber nicht jeder Fluchtpunkt in einem Bild eine geometrische 
Mitte. Weiterhin ist die geometrische Mitte dabei auch nicht mit der optischen 
Mitte zu verwechseln. …“ ([Franke u. a. 2006a], S. 3)
Mit dem Begriff „optische Mitte“ meinen Franke u. a. einen Punkt, der je-
weils horizontal und vertikal mittig zum Rand des Bildes liegt. Alternativ 
wird hierfür auch die Bezeichnung Bildmitte gebraucht.
Abbildung 5 illustriert den Zusammenhang zwischen den beiden Definiti-
onsmöglichkeiten des Hauptpunktes. Der Hauptpunkt [H2] im Abbild bildet 
dabei das visuelle Pendant zum Durchstoßpunkt [H1] der Auglinie [S] mit 
der Bildebene [E]. Die Fluchtlinien von Kanten, die orthogonal zur Bildebe-
ne stehen treffen sich ebenfalls im Hauptpunkt (siehe Abbildung 5 unten). 
Dieser muss nicht zwingend in der Bildmitte positioniert sein (vgl. [Franke u. 
a. 2006a]). Eine Verschiebung erfolgt, sobald ein asymmetrisches View Frus-
tum (vgl. 2.2.5) als Grundlage für die Abbildungserstellung verwendet wird.
2.1.3 Perspektive
Primär bezeichnet der Begriff im Kontext dieser Arbeit im weitesten Sinne ei-
nen vom (menschlichen) Betrachter ausgehenden Blick beziehungsweise eine 
Sicht auf eine räumliche Szene. Bezogen auf die Anwendung des Begriffes 
auf Bilder und Abbilder bestimmt diese Sicht im Zusammenspiel mit der 
Projektionsart die perspektivische Struktur des Bildes, das heißt beispiels-
weise die Fluchtrichtung der Tiefenlinien. Abbildung 6 und Abbildung 7 
verdeutlichen dies. 
Abbildung 5: Die Lage des Haupt-
punktes 
Die Lage des Hauptpunktes [H] ist 
im allgemeinen Kameramodell durch 
den Schnittpunkt [H1] von Bildebene 
[E] und Auglinie [S] definiert. Inner-
halb des Abbilds ist dieser durch den 
Schnittpunkt [H2] von Horizontlinie 
[Ho] und Sagittallinie [Sa] bestimmt. 
Augpunkt ................................. [A]
Auglinie .................................... [S]
Bildebene ................................. [E]
Sagittallinie ............................... [Sa]
Horizontlinie ............................. [Ho]
Hauptpunkt .............................. [H]
Abbildung 6: Frontansicht eines 
Würfels unter Zentralprojektion 
Die Tiefenlinien fluchten in einem 
Punkt.
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Während in Abbildung 6 alle Tiefenlinien des Würfels in einem Punkt fluch-
ten, führt eine andere Sicht (Perspektive) zu einem Abbild, in der sich die 
Tiefenlinien in zwei Punkten schneiden (siehe Abbildung 7). 
Der Begriff Perspektive ist auf Grund seines vielfältigen Einsatzes und vari-
ierender Konnotation jedoch nur bedingt als begrifflicher Fixpunkt für die 
weiteren Ausführungen geeignet. Nachfolgend wird zu Gunsten eines kon-
kreteren Begriffsapparates auf schärfer definierte Begrifflichkeiten, wie bei-
spielsweise Mono- und Multiperspektive zurückgegriffen.
2.1.4 Monoperspektive
Die Monoperspektive bezeichnet im Kontext dieser Arbeit den Umstand, 
dass sich innerhalb eines Abbilds alle dargestellten Objekte, ohne Ausnahme, 
einem perspektivischen System unterordnen. Dieses System ist durch einen 
einzelnen Hauptpunkt (vgl. 2.1.2) charakterisiert. Dies trifft auf alle Abbil-
dungen zu, die mittels des in 2.2.5 beschriebenen Kameramodells erzeugt 
wurden. Für gängige computergrafische Systeme ist die Monoperspektive der 
Regelfall. 
2.1.5 Multiperspektive
Eine Definition der Multiperspektive kann unter Einbeziehung von Aspek-
ten der Bildsprache (hinsichtlich Sichten) und der Geometrie (hinsichtlich 
Projektionsmethoden) erfolgen: 
„Multiperspektive ist eine grafische Darstellungsform, die in einem 3D-Bild meh-
rere verschiedene Blickwinkel beziehungsweise Ansichten vereint. Diese Visuali-
sierung ermöglicht, mehr Informationen über ein Objekt sichtbar zu machen, als 
durch Zentralprojektion möglich ist.“
([Franke u. a. 2005], S. 3)
Ein multiperspektivisches Abbild ist dadurch charakterisiert, das dieses meh-
rere Hauptpunkte besitzt. Die perspektivische Struktur, welche durch die 
verschiedenen Hauptpunkte definiert werden, kann sich sowohl auf einzelne 
Objekte als auch auf ganze Bildteile auswirken. Bezüglich der Verteilung der 
Hauptpunkte können die Ansichten in kontinuierliche und diskrete Multi-
perspektiven differenziert werden. 
Kontinuierliche Multiperspektiven sind dadurch gekennzeichnet, dass die im 
Bild vorhandenen einzelnen Hauptpunkte nahe beieinander liegen und der 
Abbildung 7: Ansicht eines gedreh-
ten Würfels unter Zentralprojektion
Die Tiefenlinien fluchten in zwei 
Punkten.
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Eindruck eines kontinuierlichen Übergangs entsteht. Dies kann beispielswei-
se bei Panoramen (vgl. [Münch 2008]) oder bei krummlinigen (kurvilinea-
ren) Perspektiven (vgl. [Schmidt 2009], [Wojdziak u. a. 2011c]) beobachtet 
werden. 
Diskrete Multiperspektiven ergeben sich durch die gesonderte Behandlung 
einzelner Bildobjekte. Dies kann auf Basis einer räumlichen Modifikation er-
folgen. Ein Verfahren, das diesen Ansatz verfolgt, ist die Erweiterte Perspek-
tivische Korrektur (EPK) (vgl. [Zavesky 2006], [Zavesky 2007] und [Franke 
u. a. 2007]). Die EPK wird als ein essentieller Ausgangspunkt dieser Arbeit in 
Kapitel 5 detailliert vorgestellt und in Kapitel 8 weiterentwickelt.
Darüber hinaus existiert die Möglichkeit einer Vereinigung mehrerer Kame-
rasichten. Dies kommt bei der Alternativen Perspektivischen Korrektur (APK) 
zur Anwendung (vgl. [Wuttig 2008]). Dieses Verfahren wird zur Abgrenzung 
in Abschnitt 4.1.9 genauer beschrieben. Zorin und Barr stellen ein weite-
res Konzept zur Erzeugung diskreter Multiperspektiven auf Basis von bereits 
existierenden Abbildungen vor (siehe 4.1.3, vgl. [Zorin und Barr 1995]). 
Multiperspektive wird im weiteren Verlauf der Arbeit insbesondere für Bilder 
verwendet, in denen einzelne Bildobjekte einen eigenen Hauptpunkt besit-
zen. Die Objekte sind in deren Visualisierung dadurch nicht dem perspekti-
vischen Gesamtsystem unterworfen. Dieser Umstand trifft insbesondere auf 
Objekte zu, die perspektivisch korrigiert wurden (vgl. [Zavesky 2006], [Za-
vesky 2007], [Franke u. a. 2007]). 
2.1.6 Binnenperspektive, Objektperspektive
Der Begriff Binnenperspektive ist eng mit der im vorhergehenden Abschnitt 
beschriebenen Multiperspektive verbunden. Durch die Herauslösung ein-
zelner Objekte aus dem globalen Perspektivsystem eines Bildes, wie es bei 
der diskreten Multiperspektive der Fall ist, wird das entsprechende Objekt 
synchron durch ein eigenes zentralperspektivisches System abgebildet (des-
halb kann diese alternativ auch als Objektperspektive bezeichnet werden). Die 
synchrone Darstellung kann zum Beispiel an Hand einer Analyse der Flucht-
linien des Objektes in Bezug auf den Szenenkontext bestimmt werden. Es 
besteht für dieses Objekt folglich eine eigene Ansicht, welche von Groh als 
Binnenperspektive bezeichnet wird (vgl. [Groh 2005], S. 38). Groh zeigt, 
dass insbesondere in Bildwerken der Neuzeit (seit der Renaissance) eine hy-
bride Gestaltung (Hybridperspektive) des Bildraums durch die Nutzung von 
Binnenperspektiven im Kontext einer Monoperspektive dominierend ist (vgl. 
[Groh 2005], [Franke 2005]). Die Hybridperspektive umfasst jedoch noch 
weitergehende gestalterische Aspekte. 
2.1.7 Abbild
Zur klaren Abgrenzung zwischen einer dreidimensionalen Struktur sowie 
deren Übertragung in ein zweidimensionales Bild ist es sinnvoll bestimmte 
Sachverhalte konkret zu definieren. Im Verlauf der weiteren Arbeit steht der 
Terminus Abbild für das Ergebnis der Projektion (vgl. 2.2.1) einer dreidimen-
sionalen Szene. 
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Damit kann sowohl die Darstellung eines einzelnen Objektes als auch die 
Visualisierung der gesamten Kamerasicht gemeint sein. An den Stellen an 
denen eine klare Differenzierung notwendig ist, muss der Begriff folglich 
qualifiziert werden (beispielsweise: »Abbild der Figur«). 
2.1.8 Modell, Figur, Motiv und Szene
Abbildung 8: Begriffszuordnung bei 
der Szenenbeschreibung
Bezogen auf die Beschreibung der Szene ist ebenfalls eine detaillierte Be-
nennung der einzelnen Elemente notwendig. Zur Charakterisierung werden 
verwandte Begrifflichkeiten aus der Film- und Theatertheorie in das Feld der 
räumlichen Computergrafik übertragen. Vorausschauend ist anzumerken, 
dass sich die folgenden Definitionen stark an bildlichen Darstellungen ori-
entieren. Weitere Definitionen beispielsweise in der Musiktheorie sind zwar 
vorhanden, werden in diesem Zusammenhang jedoch nicht einbezogen.
Ein Objekt, welches Teil der dreidimensionalen Struktur ist, soll im Wei-
teren als Modell beziehungsweise bei anthropomorphen Formen als Figur 
bezeichnet werden. Die Gesamtheit der Modelle und Figuren sowie deren 
Positionierung und Verhältnisse zueinander bildet das Motiv. Diese Definiti-
on ist an die Ausführungen von Bostnar u. a. angelehnt, die das Motiv in 
der Filmtheorie als „die geordnete Menge sinnhafter Gegenstände/Objekte der 
Abbildung“ definieren (vgl. [Borstnar u. a. 2002], S. 99). Das Motiv kann 
von verschiedenen Standorten (Blickrichtungen) aus aufgenommen werden. 
Wird das Motiv von einer Virtuellen Kamera (mit definierten Eigenschaften 
und Modifikationen) erfasst, entsteht eine Szene. Die Projektion der Kamera 
überträgt diese in ein Abbild. 
Die Festlegung der Projektionsmethode ist dabei durch die Kameraeigen-
schaften gegeben. Nach dieser Definition kann folglich dasselbe Motiv in 
verschiedenen Szenen dargestellt werden, wobei sich lediglich die Kamera-
eigenschaften ändern. In Bezug auf die perspektivische Struktur des Abbil-
des ergibt sich beispielsweise eine multiperspektivische Darstellung aus dem 
Zusammenspiel von Modell- und Kameraeigenschaften. Abbildung 8 veran-
schaulicht die genannten Zusammenhänge. 
2.1.9 Primär- und Sekundärperspektive
Das System der virtuelle Kamera ist an das Modell der Lochkamera (came-
ra obscura) angelehnt (vgl. [Angel 2003], S. 218, [Encarnaçao und Straßer 
1988]). Das menschliche Sehen dagegen ist durch die Bündelung der Projek-
tionsstrahlen mittels einer Linse gekennzeichnet. Die Projektionsebene ist in 
diesem Fall die sphärische Netzhaut (Retina) (vgl. [Goldstein 2002], S. 45 ff.).
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Insofern können Analogien zwischen Auge und (Einlinsen-)kamera festge-
stellt werden, die bisher jedoch nur wenig Eingang in die Definition der Vir-
tuellen Kamera gefunden haben.
Werden die Positionen des Betrachterauges und der Virtuellen Kamera in 
Bezug auf die Bildebene (respektive Abbild) in Übereinstimmung gebracht, 
besteht kein Defizit in der Wahrnehmung der Objektproportion. Dieser Fall 
skizziert jedoch lediglich einen Idealzustand. Das Abbild ist zwar ideal an 
das menschliche Sehverhalten angepasst, diese Situation ist im Allgemeinen 
jedoch nicht gegeben, da der Betrachter Lateral- und Rotationsbewegungen 
vollzieht. Darüber hinaus erschließt er sich den visualisierten Bildinhalt in 
Gänze durch zusätzliches Abtasten des Gesichtsfeldes in so genannten Sak-
kaden und Fixationen (vgl. [Goldstein 2002]). Ursache dafür ist, dass der 
Öffnungswinkel des scharfen Sehens nach Baier lediglich 1 Grad beträgt 
(vgl. [Baier 1959]). Optische Verzerrungen, welche bei der Zentralprojektion 
mit großen Kameraöffnungswinkeln hervorgerufen werden, sind bei der vi-
suellen menschlichen Wahrnehmung in der Regel nicht zu beobachten. Dies 
ist ein elementarer Unterschied zum mathematisch geprägten Verfahren der 
Bilderzeugung durch Zentralprojektion. 
Glaeser führt diesbezüglich zur Unterscheidung der Sicht der Kamera und 
des eigentlichen Bildeindrucks des Betrachters die Begriffe Primärperspektive 
und Sekundärperspektive ein (vgl. [Glaeser 1999], siehe 4.1.1). Das Abbild der 
Kamera beinhaltet die Primärperspektive [PP], welche auf der Bildfläche [I] 
dargestellt wird (siehe Abbildung 9). Die Sicht des Betrachters auf die Bild-
fläche [I] respektive das Abbild stellt die Sekundärperspektive [SP] dar (siehe 
Abbildung 9). 
Auf der Basis dieser Begriffe kann ein allgemeines Modell für die Wahrneh-
mung von projizierten räumlichen Szenen formuliert werden. Abbildung 9 
zeigt exemplarisch die zwei Stufen des Wahrnehmungsprozesses nach Gla-
eser für eine Szene, in der ein Objekt vorhanden ist (vgl. [Glaeser 1999]). 
Das projizierte Abbild (Primärperspektive) des Objektes [O] ist bestimmt 
durch die räumliche Konstellation von Objekt [O] zu Projektionszentrum 
[C] und Bildebene [E]. Dieser durch den Kameraöffnungswinkel festgelegte 
Ausschnitt, wird dem Betrachter auf der Bildfläche [I] präsentiert. Büttner 
formuliert diesen Sachverhalt im Kontext der Analyse perspektivischer Ge-
staltung von Renaissance-Gemälden:
„Es [das Bild] ist zum einen eine transparente Fläche, die den Durchblick auf den 
Gegenstand erlaubt, […]. Zugleich aber ist das Bild opake Fläche, die als solche 
die Basis einer auf den Betrachter bezogenen Sehpyramide bilden konnte.“
([Büttner 2005], S. 137)
 
Wie bereits eingangs erwähnt unterscheidet sich im Allgemeinen die Positi-
on des Augpunkts des Betrachters [A] (und damit die Sekundärperspektive) 
von der des Projektionszentrums [C] (respektive der Primärperspektive) (vgl. 
[Uspenski 1982], S. 11). Daraus resultiert eine veränderte Wahrnehmung. 
Beispielsweise treten projektionsbedingte Proportionsveränderungen (vgl. 
3.1) offensichtlich hervor und werden (nachgewiesen in [Franke u. a. 2008] 
Abbildung 9: Konzept der Primär-
perspektive [PP] und Sekundär-
perspektive [SP]
Der Augpunkt des Betrachters [A] 
unterscheidet sich vom Projektions-
zentrum der Kamera [C]. Die Bild-
fläche [I] liegt auf der Bildebene [E] 
(vgl. [Zavesky u. a. 2010a]).
Primärperspektive ..................... [PP]
Sekundärperspektive ................ [SP]
Augpunkt ................................. [A]
Projektionszentrum................... [C]
Objekt ...................................... [O]
Bildebene ................................. [E]
Bildfläche.................................. [I]
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und [Yankova und Franke 2008]) als störend beziehungsweise als unharmo-
nisch empfunden. Im Extremfall können die Störungen die Wahrnehmung 
des Abbildes beeinträchtigen (vgl. [Franke u. a. 2008], [Glaeser 1999], [Yan-
kova und Franke 2008]). 
2.2 Begriffe aus der Computergrafik 
Der folgende Abschnitt führt relevante computergrafische Grundlagen ein. 
Die Schwerpunkte liegen dabei auf der Beschreibung der Projektion sowie 
des computergrafischen Kameramodells.
2.2.1 Projektion
Eine Projektion ist mathematisch als lineare Abbildungsvorschrift mit einem 
festgelegten Definitions- und Wertebereich definiert. In diesem Sinne kön-
nen beispielsweise bei geometrischen Projektionen Punkte aus dem dreidi-
mensionalen Raum auf Punkte in einem zweidimensionalen Raum abgebil-
det werden. Darauf bezogen wird Projektion innerhalb dieser Arbeit mit der 
geometrischen Projektion gleichgesetzt. Somit wird von einem Abbildungs-
verfahren gesprochen, welches räumliche Punkte auf eine definierte Ebene 
abbildet (vgl. [Angel 2003]). Als spezielle Varianten werden die Parallelpro-
jektion (siehe 2.2.3) und die Zentralprojektion (siehe 2.2.2) in der Compu-
tergrafik am häufigsten eingesetzt.
2.2.2 Zentralprojektion
Von Zentralprojektion wird gesprochen, wenn sich die von den Original-
punkten ausgehenden Projektionsstrahlen in einem Punkt schneiden. Dieser 
Punkt wird Projektionszentrum (Center of Projection) genannt und ist mit 
dem Augpunktbegriff aus dem Bereich der Bildsprache gleichzusetzen (vgl. 
2.1.1). Das Abbild eines Originalpunktes wird durch den Schnitt des Pro-
jektionsstrahls mit der Bildebene erzeugt. Abbildung 10 veranschaulicht das 
Prinzip. 
2.2.3 Parallelprojektion
Eine in der Computergrafik ebenfalls häufig genutzte Projektionsform ist die 
Parallelprojektion. Das Abbild des Originalpunktes [O] auf der Bildebene 
wird durch einen Projektionsstrahl erzeugt, der parallel zur Projektionsrich-
tung [P] verläuft. Dieser Strahl geht vom Originalpunkt aus und an dessen 
Schnittpunkt mit der Bildebene [E] befindet sich das entsprechende Abbild 
[B] (siehe Abbildung 11). Die Projektionsrichtung ist dabei in der Regel bei 
computergrafischen Systemen orthogonal zur Bildebene, dies ist jedoch keine 
Voraussetzung.
Abbildung 10: Grundprinzip der 
Zentralprojektion 
Der Originalpunkt [O] wird durch 
einen Projektionsstrahl, der durch 
das Projektionszentrum [C] geht, als 
Bildpunkt [B] auf die Bildebene [E] 
übertragen. 
Abbildung 11: Grundprinzip der 
Parallelprojektion
Der Originalpunkt [O] wird durch 
einen zur Projektionsrichtung [P] 
parallelen Projektionsstrahl auf die 
Bildebene [E] in den Bildpunkt [B] 
übertragen.
30
2.2.4 Nicht-Lineare Projektion 
Bei den bisher vorgestellten Projektionsmethoden handelt es sich um Abbil-
dungen, die jeweils Geraden auf Geraden abbilden. Abzugrenzen davon sind 
Projektionsformen, die Geraden auf gekrümmte Linien abbilden. Es existiert 
eine Vielzahl unterschiedlicher Ansätze dieser Nicht-Linearen Projektionen, 
die auf konzeptionell unterschiedliche Arten Nicht-Lineare-Abbildungen 
erzeugen. Prominente Vertreter sind Fish-Eye-Darstellungen, Kugel- und 
Zylinderprojektionen beziehungsweise Panoramen. Im weiteren Verlauf kon-
zentriert sich diese Arbeit jedoch auf die Abbildung mittels linearer Zentral-
projektion. 
2.2.5 Computergrafisches Kameramodell und Virtuelle 
Kamera
Die Virtuelle Kamera (das computergrafische Kameramodell) erweitert das 
allgemeine Abbildungsmodell (vgl. Abbildung 4) um weitere Elemente. 
Grundlegende Eigenschaften dieses Modells sind das Projektionszentrum [C] 
sowie ein festgelegtes Sichtvolumen [F] (auch View Frustum genannt) (siehe 
Abbildung 12). Dieses ist eine vom Augpunkt ausgehende Pyramide, wel-
che durch eine vordere Begrenzungsebene (Near-Clipping-Plane) sowie eine 
hintere Begrenzung (Far-Clipping-Plane, oder Back-Clipping-Plane) zu einem 
Pyramidenstumpf wird (vgl. [Angel 2001], S. 190). Die Near-Clipping-Plane 
kann in der Regel auch als Bildebene aufgefasst werden (vgl. [Hill 2000], S. 
359). In der praktischen Umsetzung wird die Virtuelle Kamera durch weitere 
Parameter definiert, um auch die Ausrichtung im virtuellen Raum beschrei-
ben zu können. Dies drückt sich beispielsweise in der Nutzung eines View-
Up-Vektors aus, welcher angibt in welche Richtung für die Kamera oben ist 
(vgl. [Bender und Brill 2006], S. 38). 
Im Kontext der vorliegenden Arbeit wird insbesondere für die Bezeichnung 
von Szenenkonstellationen eine intuitivere Beschreibung genutzt. Diese be-
trachtet die Virtuelle Kamera als ein eigenständiges Szenenobjekt, welches 
über eine Position sowie Orientierung im Raum bezüglich des globalen Ko-
ordinatensystems verfügt.
2.2.6 Transformationen
Veränderungen an der räumlichen Geometrie, deren Position und Ausrich-
tungen, werden in der Computergrafik durch Transformationen ausgedrückt. 
Grundtransformationen sind die Verschiebung (Translation), die Größenän-
derung (Skalierung) sowie die Drehung (Rotation). Eine weitere im Zusam-
menhang der vorliegenden Arbeit essentielle Transformation ist die Scherung 
(vgl. 2.2.10). Zur mathematischen Berechnung der Veränderungen werden 
Transformationsmatrizen eingesetzt (vgl. [Foley u. a. 1990]). 
Abbildung 12: Computergrafisches 
Kameramodell nach [Angel 2001] 
Projektionszentrum................... [C]
Bildebene ................................. [E]
Optische Achse ......................... [S]
View Frustum ........................... [F]
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2.2.7 Transformationsmatrix
In der räumlichen Computergrafik werden Punkte durch dreidimensionale 
Vektoren beschrieben (x-Position, y-Position, z-Position). Durch Erweiterung 
dieser Koordinaten um eine Dimension (homogene Koordinaten) können 
sämtliche Transformationen in Form einer vier-mal-vier Matrix ausgedrückt 
werden (vgl. [Bender und Brill 2006], S. 14 ff., siehe Abbildung 13). Die 
Matrix umfasst einen Rotationsteil. In diesem können durch Belegung spe-
zifischer Stellen (in der Abbildung 13 mit »r« gekennzeichnet) Rotationen 
in verschiedenen Dimensionen definiert werden. Darüber hinaus ist durch 
die Veränderung einzelner Stellen eine Skalierung (g) oder eine Scherung (s) 
beschreibbar. Des Weiteren besteht eine Transformationsmatrix aus einem 
Translationsteil in dem Verschiebungen in den Dimensionen x, y, z festge-
legt werden können (tx, ty, tz ). Im Teil der homogenen Koordinaten wird die 
Matrix um eine Dimension erweitert, damit die Translation innerhalb eines 
mathematischen Berechnungsschrittes zusammen mit dem Rotationsteil ge-
nutzt werden kann. 
2.2.8 Koordinatensystembezogene Transformation
Ein Punkt P, welcher in einem globalen Koordinatensystem liegt, kann mit 
Hilfe von zusätzlichen Transformationsmatrizen bezüglich eines lokalen Ko-
ordinatensystems in einen Punkt P' transformiert werden. Beispielsweise soll 
eine Verschiebung nicht bezüglich des globalen Koordinatensystems sondern 
bezüglich einer Kameraausrichtung erfolgen. Das lokale Koordinatensystem 
der Kamera (allgemein eines Objektes) wird durch deren Transformations-
matrix [TM] festgelegt. Soll nun eine Transformation [T] dementsprechend 
angewendet werden, so kann die neue Position des Punkts P im globalen 
Koordinatensystem, also P', durch Einbeziehung der Transformationsmatrix 
des lokalen Koordinatensystems [TM]) und deren inverser Matrix [TM]-1 
erfolgen: 
In diesem Zusammenhang ist von Bedeutung, dass die Multiplikationsope-
ration nicht kommutativ ist. Ebenfalls wird dies von rechts her angewendet.
2.2.9 Inverse Matrix
Die inverse Matrix [M]-1 zu einer Matrix [M] muss die nachfolgende Glei-
chung erfüllen. Ist dies der Fall wird die Matrix [M] als regulär bezeichnet. 
Nicht alle Matrizen besitzen eine Inverse, diese werden in diesem Fall als 
singulär bezeichnet. 
In dieser Gleichung ist [E] die Einheitsmatrix (vgl. Kapitel 13). Um die Inver-
se einer Matrix zu berechnen, muss in der Regel ein lineares Gleichungssys-
tem gelöst werden (vgl. [Merziger u. a. 2004], S. 53).
Abbildung 13: Transformations-
matrix
Rotation ................................... r
Skalierung ................................ g
Scherung .................................. s
Translation ................................ t
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2.2.11 Non-Photorealistic-Rendering (NPR)
Im Zuge der Entwicklung und Spezialisierung der Computergrafik wurden 
Bestrebungen forciert, über den Fotorealismus hinausgehende Techniken zu 
Abbildung 15: Scherungstransforma-
tionen entsprechend der Scherungs-
faktoren S1 bis S6
Abbildung 14: Scherungsmatrix [S] 
Scherfaktor ............................... S
2.2.10  Scherung
Die Scherung ist eine affine Abbildung, welche zwei- und dreidimensionale 
Objekte verzerrt. Dabei bleiben Relationen und Abhängigkeiten bestehen. 
Im Speziellen ist gewährleistet, dass Geraden auf Geraden abgebildet werden 
und die Parallelität erhalten wird. Qualitativ wird die Scherung durch Scher-
faktoren beschrieben, welche sich aus der Längenänderung des Objektes im 
Verhältnis zur Höhe des Körpers ergibt. Eine Scherung um den Faktor 1 
bedeutet zum Beispiel einen vollständigen Versatz von Grund- zu Deckfläche 
eines Objektes. Die Computergrafik nutzt zur Angabe der Scherung eine so 
genannte Schermatrix (siehe Abbildung 14). Im Raum existieren für jede der 
drei Dimensionsebenen (x-y-, x-z-, y-z-Ebene) zwei Scherfaktoren, deren Wir-
kung sich jeweils orthogonal verhält (siehe Abbildung 15). 
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erarbeiten. Ein wesentlicher Aspekt ist die Verbindung zwischen Computer-
techniken und künstlerischen Ansätzen hinsichtlich der Kommunikation: 
„NPR brings together art and science, concentrating less on the process and more 
on the communication content of an image.“ *
([Gooch und Gooch 2001], S. 2)
Strothotte beschriebt das Konzept des Non-Photorealistic-Rendering und 
dem sich daraus entwickelndem Forschungsfeld wie folgt: 
„The goal of NPR is to be able to specify formally the way in which a rendition is 
to appear and subsequently to write computerprograms that produce non-photo-
realistic rendition.“**
([Strothotte 2002], S. 7)
2.2.12 Modifikationsparameter 
Mit dem Begriff Modifikationsparameter wird in dieser Arbeit eine Variable 
innerhalb der EPK-Berechnung bezeichnet, die einen steuernden Einfluss auf 
das visuelle Ergebnis der Korrektur hat. Kennzeichnend für diese Werte ist, 
dass diese sich nicht als Algorithmus-Eingangswert darstellen, welche sich le-
diglich aus der Szene ergeben, sondern extern bestimmt sind. Die Modifika-
tionsparameter können sowohl manuell als auch mit Hilfe von Messsystemen 
eingebracht werden. 
2.3 Begriffe aus der Psychologie 
Im Folgenden werden Begriffe aus dem Arbeitsgebiet der Allgemeinen Psy-
chologie eingeführt.
2.3.1 Anthropomorphe Form
Anthropomorph bezeichnet im Rahmen der vorliegenden Arbeit den Sach-
verhalt, dass ein Objekt menschliche Züge beziehungsweise menschliche 
Eigenschaften besitzt. Dies trifft häufig auf die in interaktiven Kommuni-
kationssystemen verwendeten Avatare zu. Räumliche Menschmodelle der Er-
gonomie erfüllen sachbedingt diese Eigenschaften, da die Figuren auf Mess-
daten von Menschen beruhen (vgl. [Hudelmaier 2002], [Hudelmaier 2003], 
[Kamusella 2010]). Anthropomorphheit erfordert nicht zwingend die Nach-
bildung eines Menschen. Vielmehr muss eine anthropomorphe Form spe-
zielle Proportionen und Eigenschaften besitzen, um als solche wahrgenom-
men zu werden. Exemplarisch kann hierzu die Anzahl und Verteilung der 
Gliedmaßen genannt werden. In Kapitel 6 wird näher darauf eingegangen, 
dass die menschliche Wahrnehmung auf das Erkennen von solchen Formen 
spezialisiert ist und dementsprechend subtile Unterschiede erkennt. Jedoch 
zeigt Abschnitt 2.3.2 auf, dass eine immer naturgetreuere Nachbildung von 
Menschen durch die Computergrafik nicht linear mit einer Erhöhung der 
Vertrautheit, respektive eines anthropomorphen Eindrucks einhergeht (vgl. 
** Das Ziel des NPR ist einen formal 
Weg zu beschreiben wie eine Dar-
stellung wirkt und darauf aufbauend 
Computerprogramme zur Erzeugung 
nicht-photografischer Darstellungen 
zu erstellen. 
* NPR verbindet Kunst und Wissen-
schaft und ist dabei weniger auf den 
[Bilderzeugungs]Prozess sondern 
auf den kommunikativen Inhalt des 
Bildes ausgerichtet.
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Abbildung 16: Vertrautheitswahr-
nehmung von anthropomorphen 
Formen (nach [Mori 1970]) 
Im Bereich des Uncanny Valley 
nimmt die Vertrautheit trotz hoher 
Menschenähnlichkeit ab, bevor diese 
wieder ansteigt.
** Ich habe festgestellt, das je 
menschlicher Roboter erscheinen, 
unser Gefühl von Vertrautheit an-
steigt bis es zu einem Abfall kommt. 
Ich nenne diese Beziehung das 
„uncanny valley“.
[Mori 1970], [Mori 2005], siehe 2.3.2). Eine Beschränkung der Betrachtung 
auf reine Menschmodelle (also die Nachbildung von Menschen) ist im Sinne 
dieser Arbeit kontraproduktiv. Dies würde insbesondere eine Verallgemeine-
rung der Erkenntnisse auf das große Anwendungsfeld der Avatare beeinträch-
tigen, da diese Figuren oftmals keine menschlichen Figuren an sich sind, 
sondern lediglich anthropomorphe Züge tragen. In Kapitel 6 werden die re-
levanten Kriterien für die Definition einer anthropomorphen Form im Sinne 
dieser Arbeit weiter konkretisiert und als Grundlage für die Aufstellung spe-
zifischer Analyseparameter genutzt.
2.3.2 Uncanny Valley
Das Paradoxon des „Uncanny Valley“ wird von Mori eingeführt (vgl. [Mori 
1970]). Ausgehend von Untersuchungen zur Menschenähnlichkeit von Ro-
botern wird postuliert, dass der Grad an Realismus einer anthropomorphen 
Form in einer nicht-linearen Beziehung zur Vertrautheit (Natürlichkeit) 
steht. In einem Bereich hoher Menschenähnlichkeit sinkt die Vertrautheit 
stark ab, bevor diese wieder ansteigt (siehe Abbildung 16). Dieses Phänomen 
wird von Mori als Uncanny Valley* bezeichnet:
„I have noticed that, as robots appear more humanlike, our sense of their familia-
rity increases until we come to a valley. I call this relation the ‘uncanny valley’.“**
([Mori 1970], S. 33) 
Vereinfacht sagt die Theorie von Mori aus, dass ab einem gewissen Grad des 
Realismus einer Figur die Differenz zum Originalmenschen dominant wird 
und deshalb diese anthropomorphen Formen als unnatürlich wahrgenom-
men werden. Kurz gefasst, je realistischer ein anthropomorphes Modell wird, 
desto offensichtlicher werden die Unzulänglichkeiten gegenüber dem Origi-
nal. Der Effekt wird verstärkt, sobald Bewegungsabläufe in die Betrachtung 
einbezogen werden. Die Theorie wurde von Robotern auf den Bereich der 
computergrafischen Darstellung von Figuren übertragen (vgl. [Mori 2005]). 
* Unheimliches Tal
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Aktuelle empirische Untersuchungen hinsichtlich der Existenz des Uncanny 
Valley zeichnen ein differenziertes Bild des von Mori vorgestellten Konzep-
tes. In der in durch Tinwell und Grimshaw vorgestellten Studie wurden 
mehrere Minima und Maxima innerhalb der Kurve nachgewiesen: „[…] re-
veals more than one single valley in the plot.“* ([Tinwell und Grimshaw 2009a], 
S. 69). Als Ergebnis wird daraus geschlussfolgert, das Modell von Mori als 
generellen Ansatz zu verstehen, da die Ergebnisse komplexere Effekte offen-
baren: „Empirical evidence indicates a more complex picture that seems to be 
dependent upon more variables than Mori’s original parameters of appearance 
and movement.“ ** ([Tinwell und Grimshaw 2009a], S. 69). 
Weitergehende Untersuchungen weisen jedoch Tendenzen hinsichtlich einer 
Gültigkeit einzelner Aspekte aus Moris Theorie auf: „The result of this stu-
dy implys that virtual zombie characters, with the purpose of beeing unsetteling 
for the viewer, do conform to the theory of the Uncanny Valley“*** ([Tinwell 
und Grimshaw 2009b], S. 19) Tinwell und Grimshaw vertreten als Kon-
sequenz die Meinung, dass ein (einzelnes) Uncanny Valley nicht existiert 
([Tinwell und Grimshaw 2009a], S. 72) und schlagen die Erarbeitung eines 
umfassenderen Konzeptes zur Betrachtung des vorliegenden Phänomens vor, 
welches insbesondere Entwicklern als Leitlinie dienen soll. 
2.3.3 Wahrnehmungskonformität
Der Terminus Wahrnehmungskonformität ist im Rahmen dieser Arbeit ein 
Indikator für die Angepasstheit eines Abbilds an die visuelle menschliche 
Wahrnehmung. Je besser ein Abbild an das menschliche Sehen angepasst 
ist, desto wahrnehmungskonformer ist die Darstellung. Die Anwendung des 
Begriffes kann von der Betrachtung von Abbildern auch auf die Untersu-
chung von Abbildungssystemen erweitert werden, um unter anderem auch 
dynamische Effekte und interaktive Systeme einbeziehen zu können. Zur Be-
wertung der Wahrnehmungskonformität ist es sinnvoll die zugrunde liegen-
den wahrnehmungspsychologische Effekte und menschliche Physiologie als 
Referenz und Kriterium heranzuziehen. Ein ähnlich konnotierter Begriff ist 
der Wahrnehmungsrealismus (perceptual realism) (vgl. [Franke u. a. 2007]). 
Dieser stellt jedoch höhere Anforderungen an das Abbild. Über die wahr-
nehmungskonformen Bestandteile der Darstellung hinaus müssen weitere 
Bedingungen hinsichtlich einer möglichst wirklichkeitsgetreuen Wiedergabe 
einer Szene erfüllt sein (zum Beispiel realistischer Schattenwurf). 
Wahrnehmungskonformitätsfördernde Verfahren nutzen verschiedene An-
sätze und Effekte der Wahrnehmung aus. Als ein Beispiel kann die Farbper-
spektive genannt werden (vgl. [Franke und Groh 2006], [Groh und Franke 
2005]). Zur Bewertung der Wahrnehmungskonformität ist es möglich, auf 
physiologische Gegebenheiten sowie wahrnehmungspsychologische Effekte 
zurückzugreifen.
2.3.4 Formkonstanz
Unter Formkonstanz wird der Sachverhalt verstanden, dass die Form von 
Objekten auch bei unterschiedlicher Abbildung auf die Netzhaut zum Bei-
spiel durch Rotation oder Bewegung als konstant wahrgenommen wird (vgl. 
** Der empirische Beweis zeigt ein 
komplexeres Bild, welches von mehr 
als den von Mori ursprünglich ver-
wendeten Aussehen und Bewegung 
abhängt.
*** Das Ergebnis der Studie impli-
ziert, dass virtuelle Zombi-Figuren, 
welche zum Missfallen bestimmt 
sind, der Theorie des Uncanny Valley 
entsprechen.
* […] zeigt mehr als ein einziges Tal 
in der Kurve.
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[Kebeck 1994]). Exemplarisch erläutert Kebeck dies an einer geöffneten Tür, 
die der Mensch trotz deren trapezförmigen Abbildes, als Rechteck (Quader) 
wahrnimmt (vgl. [Kebeck 1994], S. 135). Kebeck führt weiterhin aus, dass 
die Formwahrnehmung folglich von weiteren Faktoren abhängig ist. Zu die-
sen Faktoren gehört unter anderem ein Vorwissen über die Orientierung des 
Objektes, um diese in Beziehung zur Umgebung setzen zu können (vgl. [Ke-
beck 1994]).
2.3.5 Binnenvektor
Der Terminus Binnenvektor beschreibt im Rahmen dieser Arbeit einen ob-
jektstrukturellen Ausrichtungshinweis. Je komplexer ein Objekt ist, desto 
mehr Ausrichtungshinweise besitzt dieses. Die Binnenvektoren ergeben sich 
in der Regel aus dominanten Objektkanten oder geometrischen Konstellati-
onen wie zum Beispiel charakteristischen Kreis- oder Dreiecksflächen. Wei-
tergefasst kann auch eine Textur Binnenvektoren definieren, respektive eine 
Strukturierung des Objektes erzeugen. Im Abschnitt 6.2.1 soll jedoch die 
enger gefasste Definition für die Analyse geeigneter Referenzmodelle verwen-
det werden. Entsprechend dieser Definition besitzen Objekte lediglich auf 
Grund ihrer Geometrie und nicht deren Texturierung Binnenvektoren.
2.4 Vektoren des Menschmodells
Im Verlauf der Arbeit werden Menschmodelle zur Untersuchung von Projek-
tionsbedingten Effekten eingesetzt. Zur weiteren Analyse von Abbildern und 
der Beschreibung von Szenenkonstellationen ist es deshalb notwendig über 
das eigentliche Menschmodell hinausgehende Parameter zu definieren, um 
eine Vergleichsbasis zu schaffen. Dies kann unter Berücksichtigung der spe-
zifischen Anatomie erfolgen. Da das Gebiet der anthropomorphen Figuren 
ein wesentlich breiteres Formenspektrum umfasst (vgl. 2.3.1), werden die fol-
genden Definitionen auf Menschmodelle bezogen, die einen direkten Bezug 
zur realen menschlichen Anatomie besitzen. Abstraktionsstufen des Modells 
werden in diesem Zusammenhang zugelassen. Eine verallgemeinerte Anwen-
dung der nachfolgend vorgestellten Vektoren auf das in 2.3.1 umrissene an-
thropomorphe Formenspektrum ist abhängig von der konkreten Form des 
virtuellen Modells und auf Grund der Diversität der Modelle im Einzelfall zu 
prüfen. In diese Kategorie der zu überprüfenden Modelle fallen beispielsweise 
comicartig gestaltete virtuelle Repräsentanten, die durchaus starke anthropo-
morphe Züge tragen, jedoch von der natürlichen Anatomie abweichen. Die 
im Folgenden aufgelisteten Grundanforderungen an Menschmodelle sollen 
eine Eingrenzung der im Sinne dieser Arbeit betrachteten Formen erleichtern. 
  Ein Menschmodell zeichnet sich gegenüber primitiven Grundfor-
men durch eine definierte Gerichtetheit aus und besitzt Binnen-
vektoren. 
  Es gibt eine explizite Vorder- und Rückseite sowie ein Oben und 
Unten. 
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  Ein Menschmodell ist komplex und hierarchisch aufgebaut.
  Ein Menschmodell ist in sich nach bestimmten Regeln beweglich.
  Eine Ausrichtung zum Betrachter kann eine entscheidende seman-
tische Bedeutung in Bezug auf eine kommunikative Situation ha-
ben.
Ausgehend von diesen Annahmen ist es sinnvoll, bereits existierende Maß-
systeme und Beschreibungsformen als Referenz zur Entwicklung einer ange-
passten Benennung heranzuziehen. Ein sehr detailliertes Beschreibungsinst-
rumentarium bietet die Medizin, da diese sich intensiv mit der menschlichen 
Anatomie auseinandersetzt und dementsprechend eine feingranulare Benen-
nung entwickelt hat. In Zusammenhang mit dieser Arbeit sind insbesondere 
die Beschreibungen von Lage- und Richtungsbezeichnungen des Menschen 
von besonderem Interesse (vgl. [Hass u. a. 1989]). Auch existieren in speziel-
len Ebenen dieser Relationen generelle Symmetrieachsen. 
Die Ausrichtung der Teile eines Menschmodells kann über verschiedene 
Basisvektoren beschrieben werden. Mit deren Hilfe ist es möglich Abbilder 
bezüglich der empfundenen Ausrichtung der Vektoren zu analysieren. Die 
Orientierungen können dann mit den in der Szene angelegten und intendier-
ten Ausrichtungen verglichen werden. Ein Menschmodell ist deshalb sehr 
gut zur Untersuchung von perspektivischen Effekten geeignet. Da aber im 
Gegensatz zur Domäne der Medizin der Fokus der Arbeit insbesondere auf 
Proportionen und Ausrichtungen liegt, ist eine Eingrenzung der Beschrei-
bungsparameter (Beschreibungsvektoren) sinnvoll. 
Als entsprechende Basisvektoren finden in dieser Arbeit Körpervektor [VK], 
Gesichtsvektor [VG], Torsovektor [VT] und Beinvektor [VB] Verwendung 
(siehe Abbildung 17). 
2.5 Zusammenfassung zu den Grundlagen
Die vorliegenden Begriffe und Theorien bilden einen Begriffsapparat, mit 
dessen Hilfe im weiteren Verlauf der Arbeit eine konsistente Beschreibung 
der relevanten Sachverhalte möglich ist. Von essentieller Bedeutung sind 
vor allem die Begriffe »Mono- und Multiperspektive« zur Beschreibung der 
grundlegenden Bildstruktur (vgl. 2.1.4 und 2.1.5), ebenso wie »Primär- und 
Sekundärperspektive«, die das Verhältnis zwischen Kamera- und Betrachter-
sicht thematisieren (vgl. 2.1.9). Darüber hinaus wird der Begriff »Abbild« als 
Bezeichnung eines Bildes oder Bildteils, welches durch Projektion entstanden 
ist, eingeführt (vgl. 2.1.7). Letztlich definiert der vorgestellte Begriff »Wahr-
nehmungskonformität« eine grundlegende Zielstellung der vorliegenden Ar-
beit, die Anpassung von Abbildern an die visuelle menschliche Wahrneh-
mung (vgl. 2.3.3).
Das nachfolgende Kapitel befasst sich ausgehend von den beschriebenen 
Grundlagen sowie vorausschauend zu den Ergebnissen der durchgeführten 
Studie mit den Herausforderungen bei der wahrnehmungskonformen Dar-
stellung.
Abbildung 17: Festgelegte Basis-
vektoren des Menschmodells 
Körpervektor ............................ [VK]
Gesichtsvektor .......................... [VG]
Torsovektor .............................. [VT]
Beinvektor ................................ [VB] 
[VK][VG]
[Vt]
[VB] 
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3 Herausforderungen im Abbildungsprozess
Im Zuge der Untersuchungen zur Wahrnehmung räumlicher Szenen konn-
ten zwei grundlegende Herausforderungen bei der Darstellung von anthro-
pomorphen Formen ermittelt werden. Zum einen ist die projektionsbedingte 
Änderung der Proportionen von Objekten (vgl. [Franke u. a. 2008], [Yan-
kova und Franke 2008]) von Bedeutung. Zum anderen werden in einer, im 
Verlauf dieser Arbeit beschriebenen, Studie Änderungen in der Wahrneh-
mung von Objektausrichtungen bei der monoperspektivischen Darstellung 
als zusätzliche Herausforderung dargelegt (siehe Kapitel 7). 
3.1 Proportionsproblem
Bei der Abbildung einer Szene mittels computergrafischer Standardkamera 
werden alle Modelle gleich behandelt (das Resultat ist ein monoperspekti-
visches Abbild (vgl. 2.1.4)). Als direkte Folge können sich daraus projekti-
onsbedingte Veränderungen der Proportion (Verzerrungen) ergeben. Die 
Gründe für die Proportionsveränderungen liegen im Kameramodell und 
der damit verbundenen reinen Zentralprojektion (vgl. 2.2.2). Da das View 
Frustum der Standardkamera in der Regel achsen-symmetrisch aufgebaut ist 
(vgl. 2.2.5), wirken sich diese Verzerrungen häufig auf Modelle aus, die am 
Rand des Sichtkörpers positioniert sind. Verstärkt wird dieser Effekt durch 
Verringerung des Abstandes des Modells zur Bildebene. Generell betrach-
Abbildung 18: Projektion von  
Objekten auf eine Bildebene
Bilderzeugung nach Abbildungs-
prinzip der computergrafischen 
Kamera.
Augpunkt/Projektionszentrum .. [A]
Optische Achse ......................... [S]
Objekt ...................................... [O]
Abbild ...................................... [B]
Bildebene ................................. [E]
Hauptpunkt .............................. [H]
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tet sind die Proportionsveränderungen mit dem Abstand eines Modells zur 
Optischen Achse [S] verbunden (siehe Abbildung 18). Objekte, die auf der 
Optischen Achse liegen, werden entsprechend der Nutzererwartung Propor-
tion-erhaltend abgebildet. Befindet sich jedoch ein Modell weit von der Opti-
schen Achse entfernt, so überstreichen die Projektionsstrahlen einen größeren 
Bereich auf der Bildebene, während das Modell, welches auf der Sichtachse 
liegt, einen kleineren Bereich umfasst (vgl. [O1] und [O2] sowie [B1] und [B2] 
in Abbildung 18). In der Regel ergeben sich Abbilder mit Proportionsverän-
derungen bei der Nutzung von großen Kameraöffnungswinkeln, wie diese 
in großflächigen Darstellungssystemen genutzt werden. Obwohl es sich ge-
gebenenfalls um identische Modelle handelt, werden diese mit unterschiedli-
chen Proportionen auf die Bildebene übertragen. Bezogen auf die natürliche, 
menschliche Wahrnehmung bedeutet dagegen die Lage eines Modells auf 
der Optischen Achse den Normalfall. Groh stellt fest, dass die wahrgenom-
menen Proportionsänderungen vor allem sphärische Objekte betreffen (siehe 
4.1.7, vgl. [Groh 2005]). Vertreter dieser Kategorie von Objekten sind insbe-
sondere Kugeln, Säulen und Menschen. Eine Forschungsgruppe um Franke 
weist in Studien (aufbauend auf den Erkenntnissen von Schreier) nach, 
dass die perspektivbedingten Proportionsänderungen vom Betrachter als un-
natürlich wahrgenommen werden (vgl. [Yankova und Franke 2008], [Franke 
u. a. 2008], [Schreier 2007]). Im Sinne der Formkonstanz (vgl. 2.3.4) gibt 
es einen bestimmten Bereich in dem die Proportionsveränderungen toleriert 
werden. Bei zu starker projektiver Verzerrung besteht jedoch ein Korrektur-
bedarf (vgl. [Yankova 2008], S. 8 ff.). Eine Anpassung der Darstellung von 
Objekten im Sinne einer Korrektur des Proportionsproblems hat zum Ziel, 
einen wahrnehmungskonformeren Bildeindruck zu erzeugen (vgl. [Franke u. 
a. 2008], [Yankova und Franke 2008], [Zavesky u. a. 2010a], [Zavesky u. 
a. 2011a], [Wojdziak u. a. 2011b]). Besonders relevant ist dies, wie bereits 
erwähnt, für Abbilder mit einem großen Kameraöffnungswinkel (vgl. [Yan-
kova und Franke 2008]).
3.2 Orientierungsproblem
Neben der im Abschnitt 3.1 beschriebenen Problemstellung des Proportions-
erhalts computergrafischer Modelle zeigen Groh und Zavesky ein weiteres 
Defizit der Nutzung einer computergrafischen Standardkamera in Bezug auf 
die wahrnehmungskonforme Darstellung von Szenen auf: Die Projektion 
wirkt sich auch auf die wahrgenommene Ausrichtung von Figuren bezie-
hungsweise deren Vektoren aus (siehe 4.1.10 und Kapitel 7, vgl. [Groh und 
Zavesky 2008]). Dieser Sachverhalt soll im Rahmen dieser Arbeit als Orien-
tierungsproblem bezeichnet werden. Im Detail beschreiben Groh und Za-
vesky, dass in der Szene vorhandene Orientierungen nur bedingt in die resul-
tierenden Abbilder übertragen werden (siehe 4.1.10, vgl. [Groh und Zavesky 
2008]). Dies wird an Hand eines Beispiels erläutert in dem drei Menschmo-
delle nebeneinander in einer Szene angeordnet und deren Gesichtsvektoren 
parallel ausgerichtet sind (siehe Abbildung 22). In dem, mittels Virtueller 
Kamera erstellten, monoperspektivischen Abbild wird der Aspekt der Par-
allelität nur bedingt wieder gegeben (vgl. [Groh und Zavesky 2008], siehe 
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Abbildung 21 (A)). Die beiden äußeren Figuren scheinen stark am Betrachter 
vorbei zu schauen, das heißt die Gesichts-, Torso- und Beinvektoren schei-
nen von einander abzuweichen. Als Lösungsmöglichkeit wird durch Groh 
und Zavesky die Nutzung der Erweiterten Perspektivischen Korrektur (EPK) 
zur Lösung dieser Problemstellung postuliert. (Die EPK, welche die Objekt-
geometrie beeinflusst, wird als eine Grundlage dieser Arbeit ausführlich in 
Kapitel 5 vorgestellt.) Insbesondere wird allerdings auch die Frage nach der 
geeigneten Parameterwahl für eine wahrnehmungskonforme Darstellung 
aufgeworfen (vgl. [Groh und Zavesky 2008], S. 195). Zu konstatieren ist, 
dass eine vollständige Anwendung des grundlegenden EPK-Algorithmus das 
Proportionsproblem (vgl. 3.1) und das Orientierungsproblem lediglich für 
Kugeln ideal löst. Zur Korrektur hybrid strukturierter Objekte kann eine 
Parameteranpassung vorgenommmen werden (vgl. [Zavesky 2007], S. 100). 
Dies kann insbesondere auch am Beispiel der in Abschnitt 9.1 beschriebenen 
EPK-Anwendungsdomäne der Fahrzeugvisualisierung demonstriert werden 
(vgl. [Zavesky u. a. 2010b]). 
Durch den notwendigen Rotationsanteil der EPK wird das Objekt gedreht. 
Die Hauptorientierung des Objektes bleibt hierbei annähernd erhalten. In 
Abbildung 19 wird deutlich, dass sowohl bei den monoperspektivisch dar-
gestellten Objekten, als auch bei den vollständig EPK-korrigierten Objekten, 
die entlang der Tiefenachse ausgerichtete Texturlinie (siehe [1] in Abbildung 
19) in deren Orientierung erhalten bleibt (vgl. [Zavesky 2007], S. 82 und 
[Zimmer 2011], S. 47). Die Rotation und Scherung führt jedoch zu einer 
Abbildung 19: Orientierungsver-
gleich Mono- und Multiperspektive
EPK-korrigierte Objekte (links) und 
monoperspektivisch dargestellte 
Objekte (rechts).
Die Tiefenachse [1] der beiden äuße-
ren Objekte ist jeweils gleich ausge-
richtet. Die horizontale Objektachse 
[2], [3] variiert in der Ausrichtung 
jedoch nach Darstellungsart.
Abbildung 20: Anwendung der 
Vollständigen EPK im szenenischen 
Kontext 
A: Monoperspektive 
B: EPK-korrigierte Objekte 
(aus [Zavesky u. a. 2010b])
A
B
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Veränderung der horizontal ausgerichteten Objektachse bei den korrigierten 
Objekten (vgl. [2] und [3] in Abbildung 19).
Wie im Verlauf der Arbeit herausgearbeitet wird, besteht jedoch eine Diffe-
renz zwischen der in der Szene vorhandenen, ursprünglichen Orientierung 
und der im Abbild wahrgenommenen Ausrichtung der Figur. Die Anwen-
dung des grundlegenden EPK-Algorithmus (Vollständige EPK (siehe 5.3)) ist 
bezüglich der Lösung des Orientierungsproblems nicht optimal. 
Abbildung 20 verdeutlicht dies an einem Beispiel (vgl. [Zavesky u. a. 2010b]). 
Zwar werden durch die Vollständige Erweiterte Perspektivische Korrektur 
die ursprünglichen Proportionen der Fahrzeuge wiederhergestellt (diese also 
unverzerrt dargestellt), die Orientierung wird jedoch so geändert, dass ein 
direkter Blick auf das Objekt vom Betrachterstandort aus simuliert wird (vgl. 
Abbildung 23, vgl. [Groh u. a. 2006], [Franke u. a. 2007]). Folglich sind die 
Fahrzeuge gedreht und die ursprüngliche Szenenkonstellation –  alle Fahr-
zeuge stehen parallel – verändert. Als Ansatzpunkt zur Lösung dieses Defizits 
ist, wie bereits ausgeführt, eine Parameteranpassung möglich (vgl. [Zavesky 
2007]). Diese wird durch die Prozentual-optimierte EPK (siehe 5.4) realisiert. 
Eine eingehendere Analyse dieser Lösung in Bezug auf das Orientierungspro-
blem zeigt auf, dass bezüglich der Wahrnehmungskonformität kein einein-
deutiges Optimum existiert. Vielmehr bestehen visuell gesehen verschiedene 
»Wahrheiten«. Diese sollen an Hand einer Szenenkonstellation verdeutlicht 
werden, die ähnlich zu der, von Groh und Zavesky gewählten, ist (vgl. 
[Groh und Zavesky 2008]). Abbildung 21 (A) zeigt die monoperspektivische 
Ansicht der Referenzszene. Diese wurde durch die Parameterwahl Scherung 
0 % x-Rotation 0 % z-Rotation 0 % mittels Prozentual-optimierter EPK er-
zeugt und entspricht dem Ergebnis der computergrafischen Standardprojekti-
on. Abbildung 21 (B) zeigt das Ergebnis der Prozentual-optimierten EPK mit 
Scherung 100 %, x-Rotation 100 %, z-Rotation 100 %, dies ist mit dem Er-
gebnis des grundlegenden EPK-Algorithmus (vollständige Ausführung) iden-
tisch. Abbildung 21 (C) zeigt die Anwendung der Prozentual-optimierten 
EPK mit den Parametern: Scherung 100 %, x-Rotation 0 %, z-Rotation 0 %. 
Im Vergleich von Abbildung 21 (A) und (B) ist erkennbar, dass die vollstän-
dige Anwendung des EPK-Algorithmus (siehe Abbildung 21 (B)) ein wahr-
nehmungskonformes Abbild erzeugt, welches die Ansichten auf die Figuren 
erhält. Von der rechts im Bild stehenden Figur ist wie in der monoperspekti-
vischen Abbildung mehr von der rechten Figurseite (bezogen auf die Figur) 
und von der linken Figur mehr von der linken Figurseite zu sehen. Allerdings 
wird der Aspekt der parallelen Gesichtsvektoren durch die bereits beschriebe-
nen Auswirkungen der Rotation nur unzureichend wiedergegeben (vgl. Ab-
bildung 21 (A), (B) und Abbildung 22). Die angepasste Darstellung aus Ab-
bildung 21 (C) gibt die Orthogonalität aller Gesichtsvektoren zur Bildebene 
und die Parallelität zur Optischen Achse (vgl. Abbildung 22) gut wieder und 
ermöglicht dadurch eine bessere Vergleichbarkeit. Der Aspekt der seitlichen 
Ansichten wie in Abbildung 21 (B) geht dadurch jedoch verloren. 
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Abbildung 21: Anwendung der 
Prozentual-optimierten EPK im  
szenischen Kontext
A: Monoperspektive (0 % Scherung,  
 0 % x-Rotation, 0 % z-Rotation)
B: EPK (100 % Scherung, 100 %  
 x-Rotation, 100 % z-Rotation) 
C: EPK (100 % Scherung, 0 %  
 x-Rotation, 0 % z-Rotation) 
(nach [Groh und Zavesky 2008])
A
B
C
Abbildung 22: Grundrissskizze der 
Szene
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3.3 Ausrichtungsmöglichkeiten der weiteren 
Untersuchung
Aus der beschriebenen Variabilität des existierenden Korrekturansatzes kann 
sich ein Gestaltungsspielraum ergeben, der genutzt werden kann, um den 
Nutzer-Bild-Dialog (vgl. [Groh 2005]) in bestimmten Aspekten zu steuern. 
Andererseits regt dieser Umstand zur Suche nach einem wahrnehmungskon-
formen Optimum der Parameter an. 
Es ergeben sich folglich zwei mögliche Zielrichtungen:
1. Weiterentwicklung der EPK als manuelles Werkzeug zur intentio-
nalen Bildgestaltung
2. Ergänzung der EPK um weitere Komponenten zur automatisierten 
Erstellung wahrnehmungskonformer Abbilder
In beiden Zielrichtungen ist eine Untersuchung der Auswirkungen verschie-
dener Parameter notwendig, um zum einen Regeln für die intentionale Bild-
gestaltung festlegen zu können (Zielrichtung 1) und zum anderen geeignete 
Grundlagen zur automatisierten Parameterwahl zu finden (Zielrichtung 2). 
In diesem Sinne soll im Weiteren eine Analyse bestehender Ansätze und der 
damit verbundenen Parameter erfolgen sowie die Erweiterte Perspektivische 
Korrektur, in deren bisher bestehender Form, mit dem Ziel eines detaillierten 
Erkenntnisgewinns zur Parameterauswirkung überprüft werden. 
3.4 Zusammenfassung zu den Herausforderungen
Mit dem Proportionsproblem sowie dem Orientierungsproblem charak-
terisiert dieses Kapitel zwei für die wahrnehmungskonforme Darstellung 
virtueller Szenen zu berücksichtigende Phänomene. Die Beeinflussung der 
wahrgenommenen Objektproportionen und vor allem die geänderte Ausrich-
tungsbewertung sind zentrale Fragen der weitergehenden Untersuchung. Es 
wird aufgezeigt, dass in der Erweiterten Perspektivischen Korrektur ein Lö-
sungsansatz besteht, jedoch die geeignete Parameterwahl einen Forschungs-
gegenstand bildet. Eine Weiterentwicklung kann sowohl unter der Maßgabe 
einer optimierten, manuellen als auch einer automatisierten Parameterfestle-
gung stehen. 
Im nächsten Kapitel werden im Kontext der bisher beschriebenen Themen 
relevante wissenschaftliche Arbeiten vorgestellt, eingeordnet und diese in Be-
zug zur objektbezogenen, wahrnehmungskonformen Bildgestaltung gesetzt.
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4 Objektbezogene, wahrnehmungskonforme 
Abbilder
Nachfolgend sollen die Möglichkeiten einer objektbezogenen, wahrneh-
mungskonformen Abbildung von Szenen auf Basis von multiperspektivischer 
Darstellung diskutiert werden.
Abbildung 23 skizziert den Ansatz einer objektbezogenen Korrektur. Aus der 
von Groh formulierten Erkenntnis, dass nur bestimmte Objekte in der Szene 
einer expliziten Korrektur bedürfen (siehe 4.1.7, vgl. [Groh 2005]), besteht 
der Ansatz darin, ein entsprechendes Verfahren lediglich selektiv auf einzelne 
Objekte anzuwenden. 
Grundlegend kann sowohl über eine Anpassung des Kameramodells als auch 
Geometrieanpassung eine Einflussnahme auf die Szenenobjekte (das Motiv) 
erfolgen. Intention in Bezug auf die Lösung des Proportionsproblems ist, eine 
direkte Sicht auf das Objekt in das globale Abbild zu integrieren. Objekt [O1] 
in Abbildung 23 wird zum Beispiel mit einer eigenen Bildebene [E1] abge-
bildet, während Objekt [O2] auf die Originalbildebene [E] der Kamera [C] 
übertragen wird. Durch die Kombination der zwei Abbilder entspricht das 
resultierende Bild den Kriterien einer multiperspektivischen Darstellung (vgl. 
2.1.5), da das Objekt [O1] eine eigene Binnenperspektive besitzt. Ein speziel-
ler Ausschnitt des Bildes wird somit vorausschauend der Sekundärperspektive 
angepasst und in die Primärperspektive eingefügt. 
Für einen Einsatz des Verfahrens in dynamischen Systemen (zum Beispiel 
Animation oder Echtzeitvisualisierung) kann vor der jeweiligen Einzelbilder-
zeugung eine Korrektur der Objekte ausgeführt werden (vgl. [Zavesky 2007], 
[Wojdziak 2007], [Wuttig 2008]).
Abbildung 23: Konzept der multi-
perspektivischen Darstellung 
Das Objekt [O1] wird auf eine eigene 
Bildebene [E1] projiziert (und erhält 
damit eine eigene Optische Achse 
[S1]). Diese Ansicht wird anschlie-
ßend in die Hauptbildebene [E] 
integriert. 
Objekt ...................................... [O]
Bildebene ................................. [E]
Optische Achse ......................... [S]
Projektionszentrum................... [C] 
Bildfläche.................................. [I]
(nach [Zavesky u. a. 2010a]) 
Weitere Methoden zur wahrnehmungskonformen Darstellung von räum-
lichen Inhalten werden von Zavesky u a. diskutiert (vgl. [Zavesky u. a. 
2010a]). Darunter sind beispielsweise die Konzepte Head-Mounted-Displays 
oder CAVE (vgl. Kapitel 13). Nachfolgend werden Arbeiten vorgestellt, die 
sich im Umfeld des beschriebenen Konzepts einer objektbezogenen Wahr-
nehmungskonformität befinden.
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4.1 Verwandte Arbeiten aus der Computergrafik und 
Bildwissenschaft
Der Einsatz von Multiperspektive bietet einen Ansatz zur wahrnehmungs-
konformen Bildgestaltung. Im Bereich der Computergrafik befasst sich eine 
Vielzahl von Autoren mit der Generierung von Abbildern, die nicht fotorea-
listisch sind. Die eigentliche Multiperspektive, die als eine Unterform davon 
betrachtet werden kann, ist lediglich in vereinzelten Beiträgen Gegenstand 
der Betrachtungen. Die folgenden Ausführungen stellen wesentliche Ansätze 
zur Erzeugung multiperspektivischer Abbilder sowie thematisch verbunde-
ne Arbeiten vor. Im ersten Teil (4.1.1 bis 4.1.6) der Ausführungen stehen 
dabei verwandte Konzepte zum Non-Photorealistic-Rendering (vgl. 2.2.11) 
im Mittelpunkt. Der zweite Teil (4.1.7 bis 4.1.10) stellt spezielle Ansätze und 
Umsetzungen vor, die an der Professur für Mediengestaltung der Techni-
schen Universität Dresden entwickelt wurden und die sich im Gegegensatz 
zum reinen Non-Photorealistic-Rendering mit dem Ziel der Wahrnehmungs-
konformität befassen. 
4.1.1 [Glaeser 1999]
Der Beitrag von Glaeser thematisiert Verzerrungen, die in Bildern und 
Abbildern mit extremen Perspektiven auftreten. Es wird innerhalb der Dis-
kussion des Themas insbesondere auch ein Bezug zu künstlerischen Bildern 
hergestellt. Ausgehend von der Fragestellung: „How will the viewer see the 
image?“* ([Glaeser 1999], S. 1) werden zwei Perspektiven unterschieden. Die 
Sicht der Kamera und das damit verbundene Abbild wird durch Glaeser als 
Primärperspektive (Primary Perspective) bezeichnet (vgl. [Glaeser 1999]). Mit 
dem Begriff Sekundärperspektive (Secondary Perspective) ist die Sicht auf die-
ses Abbild durch einen Betrachter gemeint (vgl. 2.1.9). Dies bekräftigt, dass 
im allgemeinen Fall das Projektionszentrum und der Augpunkt des Betrach-
ters nicht übereinstimmen und sich daraus eine zweite Sicht auf das Abbild 
respektive die Szene ergibt. 
Glaeser stellt weiterhin fest, dass mit Weitwinkel-Aufnahmen projektions-
bedingte Verzerrungen (Proportionsveränderungen) vor allem im Randbe-
reich von Abbildern verbunden sind. Diese werden als störend empfunden, 
da in der natürlichen Wahrnehmung durch die Bewegung der Augen die 
Optische Achse (principal projection ray) angepasst wird (vgl. [Glaeser 1999], 
S. 4). Wie auch bei Groh wird die These formuliert, dass sich die Künstler 
dieser Besonderheit bewusst waren und dementsprechend eine angepasste 
Bildgestaltung vorgenommen haben (vgl. [Groh 2005]). 
Als Lösungsstrategien favorisiert Glaeser sphärische Projektionen, welche 
beispielsweise durch Reflexionen an gekrümmten Oberflächen im Sinne ei-
ner Nicht-Linearen-Projektion (vgl. 2.2.4) erzeugt werden können.
4.1.2 [Agrawala u. a. 2000]
Eine monoperspektivische Darstellung bringt nach den Autorenkollektiv von 
Agrawala u. a. zahlreiche Restriktionen mit sich (vgl. [Agrawala u. a. 2000]). 
Darüber hinaus wird postuliert, dass die ideale Projektion nicht für alle Ob-
* Wie wird der Betrachter das Bild 
sehen?
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jekte gleich sein muss: „The ideal projection for one object may not be the best 
projection for all objects in the scene.“* ([Agrawala u. a. 2000], S. 2). Im Rück-
griff auf künstlerische Techniken wird die Erzeugung von multiperspektivi-
schen Bildern als Lösung vorgeschlagen. Agrawala u. a. erzeugt multipers-
pektivische Abbilder durch den Einsatz mehrerer Kameras (vgl. [Agrawala u. 
a. 2000]). Ausgehend von einer so genannten Hauptkamera (master camera) 
wird mit Hilfe weiterer Lokalkameras (local cameras) ein Bild auf Basis fest-
gelegter Regeln (constraints) erzeugt (vgl. [Agrawala u. a. 2000]). Es handelt 
sich folglich um eine Komposition mehrerer Kamerasichten. Ferner werden 
weitere Regeln vorgestellt, die beispielsweise zum Ziel haben, die Objektgrö-
ße zu erhalten (object-size constraint). Im Kontext dieser Arbeit ist die Regel 
zur direkten Orientierung (direct-orientation constraint) von besonderer Be-
deutung (vgl. 4). Zur Verminderung perspektivbedingter Verzerrungen wird 
die Darstellung bestimmter Objekte in Parallelprojektion beziehungsweise 
die direkte Ausrichtung der Lokalkamera auf das Objekt vorgeschlagen. 
4.1.3 [Zorin und Barr 1995]
Zorin und Barr stellen in [Zorin und Barr 1995] ein Verfahren vor, wel-
ches die Perspektivität von Abbildern beeinflusst. Ziel ist die Reduktion 
perspektivischer Verzerrungen. Der Beitrag greift zur Lösungsfindung un-
ter anderem auch auf Ausführungen des Universalgelehren Leonardo Da 
Vinci zurück und benutzt verschiedene Bedingungen als Grundlage für eine 
Algorithmusdefiniton. In Bezug auf diese Arbeit ist die Bedingung des direk-
ten Blicks (direct-view-condition) relevant: „Objects in the image should look 
as if they are viewed directly – as they appear in the middle of a photograph.“** 
([Zorin und Barr 1995], S. 3). Diese Bedingung zeigt konzeptionelle Paral-
lelen zur Orientierungsregel zu Agrawala u. a. (vgl. [Agrawala u. a. 2000], 
siehe 4.1.2). 
Als eine weitere Bedingung wird die Abbildung von Geraden auf Geraden 
festgelegt (zero-curvature-condition). Praktisch erfolgt die Berechnung des 
korrigierten Abbilds durch die Anwendung einer speziellen View-Transfor-
mation-Matrix auf das Ausgangsbild. In einer selbstkritischen Betrachtung 
führen Zorin und Barr aus, dass dieser Ansatz jedoch auch Nachteile be-
sitzt: Die gleichzeitige Erfüllung von beiden Bedingungen kann nicht ge-
währleistet werden.
4.1.4 [Rademacher und Bishop 1998]
Im Beitrag von Rademacher und Bishop werden die Eigenschaften mul-
tiperspektivischer Abbilder (multiple-center-of-projection images) thematisiert 
(vgl. [Rademacher und Bishop 1998]). Das vorgestellte Verfahren nutzt eine 
so genannte Streifenkamera, um Panoramen und visuelle Auffaltungen von 
Objekten zu generieren. Diese Abbilder verfügen über mehr Verbindungs-
informationen (connectivity information), eine vereinfachte Möglichkeit zur 
Extraktion von bildbasieren Daten (image-based datasets) sowie einen einzig-
artigen optischen Fluss innerhalb eines Bildes (unique internal epipolar geome-
try) (vgl. [Rademacher und Bishop 1998], S. 1). Praktisch wird die Erstellung 
derartiger Panoramen durch Kamerafahrten realisiert, deren Einzelbilder le-
* Die ideale Projektion für ein Objekt 
muss nicht die beste Projektion für 
alle Objekte in der Szene sein. 
** Objekte im Bild sollten so aus-
sehen, als würden diese direkt be-
trachtet, als wären diese im Zentrum 
eines Fotos.
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diglich eine geringe Breite (idealerweise ein Pixel) besitzen und im Anschluss 
zu einem Ergebnisbild zusammengesetzt werden. In diesem Modell wird die 
direkte Sicht auf ein Objekt implizit durch die Streifenkamera verwirklicht, 
da die einzelnen Streifen beispielsweise bei einem Panorama immer durch 
eine neu ausgerichtete Kamera entstehen.
4.1.5 [Singh 2002]
Der Ansatz von Singh benutzt zur Erzeugung multiperspektivischer Abbilder 
mehrere verteilte Kameras (exploratory camera (vgl. [Singh 2002])). Festgeleg-
te Gewichtungsvektoren steuern die Komposition des Ergebnisbildes aus den 
verschiedenen Kamerasichten. Durch den gezielten Einsatz der Kameras und 
deren Gewichtungsvektoren ist eine inhaltliche Akzentuierung möglich. So 
können beispielsweise Objektbestandteile im resultierenden Abbild hervor-
gehoben werden. Motiviert wird dieser Beitrag mit dem Ziel, künstlerische 
Techniken auch mit Hilfe der Computergrafik umsetzen zu können.
4.1.6 [Coleman und Singh 2004]
Coleman und Singh beschreiben einen Ansatz in dem ebenso wie Singh 
(siehe 4.1.5) mehrere Kameras zum Einsatz kommen (boss und lackey camera)
(vgl. [Coleman und Singh 2004], [Singh 2002]). Im Gegensatz zu Singh 
erfolgt die Bilderzeugung lediglich durch die Boss-Kamera. Die zusätzlichen 
Helferkameras dienen dazu, eine durch den Nutzer festgelegte Transforma-
tion an einzelnen Szenenbestandteilen vorzunehmen, beispielsweise wird 
die Objektgeometrie zu einer Helferkamera hin verzerrt (vgl. [Coleman und 
Singh 2004], S. 134). Zusätzlich können bei der Verwendung von mehreren 
Helferkameras Gewichtungsfaktoren einbezogen werden und die Objekte er-
halten eine eigene Binnenperspektive. Dadurch entsteht ein kontinuierliches 
multiperspektivisches Abbild, obwohl lediglich eine Kamerasicht gerendert 
wird. Das Ergebnisabbild des jeweiligen Objektes zeigt Parallelen zur Nicht-
Linearen-Projektion (vgl. 2.2.4). Coleman und Singh diskutieren in diesem 
Zusammenhang weiterhin Aspekte der Auswirkung ihres Verfahrens auf die 
Schattierung sowie den Schattenwurf.
4.1.7 [Groh 2005]
Groh identifiziert in Gemälden und Bildern der darstellenden Kunst vor 
allem in Werken, die seit Beginn der Renaissance entstanden sind, wahr-
nehmungskonformitätsfördernde Verfahren (vgl. [Groh 2005]). Diese wirken 
insbesondere dem Proportionsproblem entgegen (vgl. 5.3). Eine für diese Ar-
beit essentielle Beobachtung ist, dass nicht alle Objekte gleichermaßen vom 
Proportionsproblem betroffen sind. Es wird postuliert, dass eine Differen-
zierung in sphärische und kubische Grundformen sinnvoll ist, da kubische 
Objekte stabiler gegenüber perspektivbedingten Proportionsveränderungen 
sind (vgl. [Groh 2005], [Groh u. a. 2006]). Die Proportionsveränderung von 
sphärischen Objekten wird auf Grund der menschlichen Seherfahrung häufi-
ger als unnatürlich wahrgenommen, diese Ausführungen werden von Fran-
ke u. a. verifiziert (vgl. [Franke u. a. 2008]). 
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Groh stellt weiterhin fest, dass in der künstlerischen Abbildung räumlicher 
Szenen, Objekte, die über die folgenden Eigenschaften verfügen, in deren 
Darstellung gesondert visualisiert werden:
  Geschlossen konvexe Ummantelung (Rotationssymmetrie)
  Singulär angeordnet in der Szene
  Besondere Bedeutung für den narrativen Bildinhalt 
(vgl. [Groh 2005])
Freiflächig konvexe Ummantelung meint in diesem Zusammenhang eine 
sphärische Objektoberfläche beispielsweise bei Kugeln oder Zylindern. Die 
singuläre Anordnung bedeutet, dass diese Objekte in der Szene nur bedingt 
mit anderen Objekten geometrisch verbunden, das heißt losgelöst platziert 
sind. Die Bedeutung des Objektes (Dialogische Bedeutsamkeit) ergibt sich 
aus der inhaltlichen Relevanz für die Bildaussage. 
Die Besonderheiten in der Darstellung der entsprechenden Objekte wird von 
Groh am Beispiel von Gemälden analysiert und veranschaulicht (vgl. [Groh 
2005]). Es wird dabei angeführt, dass die gesonderte Behandlung einzelner 
Objekte eine Lateralbewegung des Betrachters ermöglicht beziehungsweise 
erfordert. Als ein weiterer Vorteil des Multiperspektive-Ansatzes kann die 
wahrnehmungskonforme Darstellung des Inhaltes für mehrere Betrachter 
festgehalten werden, welche durch beschriebene Unabhängigkeit der Sicht-
achse von der Optischen Achse erreicht wird. 
4.1.8 [Franke u. a. 2007]
Ein Ansatz, der wie bei Coleman und Singh (siehe 4.1.6, vgl. [Coleman 
und Singh 2004]) direkt auf die Geometrie der Objekte Einfluss nimmt, 
wird von Franke u. a. thematisiert (vgl. [Franke u. a. 2007]). Das Verfahren 
der Erweiterten Perspektivischen Korrektur (EPK) (engl. perspective correc-
tion) transformiert die Objekte abhängig von der Objekt-Kamera-Konstella-
tion so, dass projektionsbedingte Verzerrungen im Abbild minimiert werden 
können. Da das von Franke u. a. beschriebene Verfahren ein elementarer 
Gegenstand dieser Arbeit ist, wird in Kapitel 5 ausführlich auf die Entwick-
lung und Funktionsweise des damit verbundenen Algorithmus eingegangen. 
4.1.9 [Wuttig 2008]
Wuttig präzisiert das Konzept von Agrawala u. a., um mit mehreren Ka-
meras ein wahrnehmungskonformes Abbild auf Basis multiperspektivischer 
Bildgestaltung zu erzeugen (vgl. [Wuttig 2008], [Agrawala u. a. 2000]). Da-
bei werden die benötigten Helferkameras eingeschränkt und somit ein kon-
sistenter Bildinhalt gewährleistet. Die gesondert behandelten Objekte werden 
jeweils mit einer Helferkamera versehen, während die weiterhin monopers-
pektivisch dargestellten Objekte durch die Hauptkamera erfasst werden. Die 
Objekte werden jeweils nur durch die assoziierten Kameras gerendert und die 
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erzeugten Bilder in Abhängigkeit von der Tiefenstaffelung der Objekte zu-
sammengefügt. Einen Vergleich der Ansätze von Franke u. a. und Wuttig 
wird unter besonderer Betrachtung der Vor- und Nachteile von einer Auto-
rengemeinschaft um Zavesky und Wojdziak vorgenommen (vgl. [Franke 
u. a. 2007], [Wuttig 2008], [Zavesky u. a. 2011a], [Wojdziak u. a. 2011b]). 
Kapitel 5 greift den Ansatz von Wuttig ebenfalls noch einmal kurz auf, um 
diesen vom Konzept der Erweiterten Perspektivischen Korrektur abzugren-
zen (vgl. [Wuttig 2008], [Zavesky 2007], [Franke u. a. 2007]).
4.1.10 [Groh und Zavesky 2008]
Im Beitrag von Groh und Zavesky werden verschiedene Aspekte der Dar-
stellung anthropomorpher Formen andiskutiert (vgl. [Groh und Zavesky 
2008]). Beispielsweise wird die Nutzung von Vektoren als Hilfsmittel zur 
Analyse der Darstellung von Menschmodellen beschrieben und diese in den 
Kontext der verschiedenen Parameter der Szene gestellt. Im Detail werden 
folgende Einflussgrößen identifiziert:
Parameter des Bildes:
  Hauptpunkt
  Bildvektor
  Distanz
  Format
(vgl. [Groh und Zavesky 2008], S. 190)
Parameter der Kamera:
  Projektionszentrum (Augpunkt)
  Tiefenvektor
  Horizontaler Öffnungswinkel
  Vertikaler Öffnungswinkel
  Kameraneigung
(vgl. [Groh und Zavesky 2008], S. 190)
Parameter der Szene:
  Körpervektor
  Gesichtsvektor
  Frontvektor
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  Senkrechtvektor der Szene
  Körpermaße (Proportionen)
(vgl. [Groh und Zavesky 2008], S. 190)
An einem Beispiel wird insbesondere das Proportionsproblem in Bezug auf 
die Darstellung von Menschmodellen veranschaulicht und als Lösung die 
Nutzung von Multiperspektive in der Bilddarstellung postuliert. In einer 
weiterführenden Diskussion werden verschiedene Interfaceklassen definiert, 
die körpersprachliche Muster mit kommunikativen Sachverhalten verbinden. 
Besonderes Augenmerk wird dabei auf die Distanz des Agierenden (Betrach-
ters) zum Handlungspunkt, das heißt den Abstand des Betrachters zur Bild-
fläche gelegt. 
4.2 Einordnung der Ansätze hinsichtlich grundlegender 
Konzepte
Da ein direkter Vergleich der vorgestellten Verfahren auf Grund der diver-
sen Ansätze und Zielstellungen nur bedingt möglich ist, soll im Folgenden 
eine Einordnung in die grundlegenden Konzepte zur Erzeugung von multi-
perspektivischen Abbildern erfolgen. Einen Ausgangspunkt dafür kann die 
Klassifikation hinsichtlich des modifizierten Bestandteils des Abbildungspro-
zesses darstellen (vgl. [Zavesky 2007]). Diese ist eine Abstraktion der von 
Franke u. a. vorgestellten Beeinflussungspunkte innerhalb der Rendering 
Pipeline von Angel (vgl. [Franke u. a. 2006b], [Angel 2001]). Es wird dabei 
in optische nonlineare Projektionen sowie geometrische nonlineare Projektionen 
differenziert (vgl. [Zavesky 2006], [Zavesky 2007]). 
Als optisch nonlineare Projektionen werden Verfahren bezeichnet, die auf 
einer zweidimensionalen Datenbasis arbeiten. Dies umfasst sowohl die Mo-
difikation eines bestehenden Abbildes als auch die Komposition von Abbil-
dern aus verschiedenen zweidimensionalen Kamerasichten. Ebenfalls kann 
die Beeinflussung der Abbildungsmatrix zum Beispiel beim Fish-Eye-View zu 
diesen Verfahren gezählt werden. Geometrisch nonlineare Projektionen erge-
ben sind dagegen aus einer Modifikation der Geometrie der abgebildeten Ob-
jekte. Da jedoch insbesondere der Begriff »optisch« im Sinne der Betrachtung 
von Abbildungssystemen bereits vorgeprägt ist, soll zur Einordnung eine mit 
einer ähnlichen Intention versehene Klassifikation der Autorengemeinschaft 
um Zavesky und Wojdziak verwendet werden (vgl. [Zavesky u. a. 2011a], 
[Wojdziak u. a. 2011b]). Diese legt ebenfalls die von einem multiperspekti-
vischen Verfahren beeinflussten Bestandteile der Klassifikation zu Grunde. 
Die Begriffe Kamera-basierte Perspektivkorrektur (camera-based perspective 
correction) und Objekt-basierte Perspektivkorrektur (object-based perspective 
correction) (vgl. [Zavesky u. a. 2011a], [Wojdziak u. a. 2011b]) konkretisieren 
zum einen das modifizierte Element, zum anderen beschränken diese im Ge-
gensatz zu den vorherigen Ausführungen die Klassifikation auf Verfahren zur 
Perspektivkorrektur (vgl. [Zavesky 2006], [Zavesky 2007]).
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4.3 Verwandte Studien der Psychologie
Da im weiteren Verlauf der Arbeit insbesondere der Mensch als Referenzob-
jekt für die Analyse von Wahrnehmungseffekten herangezogen wird, soll an 
dieser Stelle eine Auswahl von Studien mit ähnlicher Ausrichtung vorgestellt 
werden.
Im Bereich der Wahrnehmungspsychologie befasst sich eine Vielzahl von 
Studien mit der Wahrnehmung von Menschen. Zu diesem Zweck werden 
unter anderem auch virtuelle Menschmodelle eingesetzt (vgl. [Schrammel u. 
a. 2009], [Palancia und Itier 2011]). In diesem Zusammenhang stehen aller-
dings häufig soziologische Aspekte der Darstellung oder das Blickverhalten 
der Probanden im Vordergrund der Untersuchung. Trotz der im Vergleich 
zu dieser Arbeit unterschiedlichen Schwerpunktsetzung ist es sinnvoll, auf 
einzelne Aspekte, wie beispielsweise das Design der Studien, einzugehen. Ziel 
dieser Betrachtung ist zum einen das Aufzeigen wahrnehmungspsychologi-
scher Effekte, die sich aus der aktuellen Forschung ergeben, zum anderen 
die im Rahmen der vorliegenden Arbeit durchgeführten Studie zur Orientie-
rungswahrnehmung. Exemplarisch werden im Folgenden ausgewählte Studi-
en zur Wahrnehmung von Menschmodellen beziehungsweise Ausrichtungs-
wahrnehmungen vorgestellt.
Tabelle 1: Klassifikation der Ver-
fahren zur Erzeugung von Multi-
perspektive
Als weiteres Kriterium für eine Einordnung der diskutierten Verfahren bietet 
sich die Art der erzeugten Multiperspektive an. Wie bereits in 2.1.5 beschrie-
ben, kann in diskrete und kontinuierliche Multiperspektiven unterschieden 
werden. Da die zwei genannten Klassifikationsvarianten unabhängig vonei-
nander sind, ist es möglich eine Klassifikationsmatrix zu erstellen, die beide 
Aspekte miteinander verbindet. Tabelle 1 ordnet die vorgestellten Verfahren 
den jeweiligen Eigenschaften zu. 
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4.3.1 [Schrammel u. a. 2009]
Der Beitrag von Schrammel u. a. befasst sich mit einer Studie zum Ein-
fluss der Orientierung von Gesichtern auf die Wahrnehmung und Reak-
tion der Probanden (vgl. [Schrammel u. a. 2009]). An der Studie nahmen 
44 Testpersonen teil, denen Abbilder (Videosequenzen) mit unterschiedlich 
orientierten Figuren (Kopf und Schulter) präsentiert wurden. Ein Aspekt 
der umfangreicheren Studie bestand in der Untersuchung der Unterschie-
de zwischen einer direkt nach vorn schauenden Figur (Blickkontakt) und 
einer entweder nach links oder nach rechts um 30 Grad gedrehten Figur. 
Zusammengefasst konnte festgestellt werden, dass die Orientierung der 
Figuren Einfluss auf die Gesichtsreaktionen der Probanden hatte. Bei den 
Probanden direkt anschauenden Figuren waren die Reaktionen ausgeprägter 
als bei lateral schauenden Figuren. Generelle Aspekte der Ausrichtungswahr-
nehmung in Zusammenhang mit der perspektivischen Darstellung beinhal-
tete die Untersuchung jedoch nicht. Es wird vielmehr eine Per-se-Eignung 
virtueller räumlicher Darstellungen vorausgesetzt und deren Äquivalenz zu 
fotografischen Abbildungen betont. Dies sollte im Ergebnis der vorliegenden 
Arbeit kritisch hinterfragt werden, da es Hinweise auf eine Beeinflussung der 
Ausrichtungswahrnehmung durch die Projektion gibt (siehe 7.6). Im konkre-
ten Versuchsaufbau von Schrammel u. a. werden beeinflussende Faktoren 
lediglich durch die Position nahe am Hauptpunkt der Darstellung minimiert 
(vgl. [Schrammel u. a. 2009]). In anderen Versuchsanordnungen bestünde 
diesbezüglich jedoch ein Fehlerpotential.
4.3.2 [Palancia und Itier 2011]
Eine andere Ausrichtung hatte die Studie von Palancia und Itier (vgl. 
[Palancia und Itier 2011]). Diese beinhaltete eine Untersuchung des so ge-
nannten „stare-in-the-crowd“-Effektes (vgl. [Senju u. a. 2005], [von Grünau 
und Anston 1995]). Dieser Effekt beschreibt, dass direkte Blickausrichtungen 
schneller und genauer erkannt werden, wenn diese innerhalb von Figuren mit 
abgewandten Blicken präsentiert werden, als abgewandte Blickrichtungen im 
Umfeld von direkten Blicken. Insgesamt nahmen 24 Probanden an dieser 
Studie teil. Als Bildmaterial wurde den Probanden Gruppen von virtuellen 
Menschmodellen präsentiert, die parallel zur Bildebene ausgerichtet waren. 
Ein Teil der Figuren schaute dabei direkt nach vorne, ein anderer Teil nach 
links oder rechts. Die lateral schauenden Figuren wurden durch Bildmani-
pulation der nach vorn schauenden Figuren erzeugt (vgl. [Palancia und Itier 
2011]). Während des Versuchs wurde ein Tracking der Blickbewegung der 
Probanden durchgeführt. Ein Ergebnis der Untersuchung zeigt, dass für die 
im Versuch zentral positionierten Figuren eine schnellere Erkennung (hin-
sichtlich der Aufgabenstellung) erfolgt als für lateral positionierte Figuren.
4.3.3 [Garau u. a. 2003]
Der Beitrag von Garau u. a. befasst sich mit einer Studie zum Einfluss des 
Grades des Realismus eines virtuellen Menschmodells auf die Qualität der 
Kommunikation (vgl. [Garau u. a. 2003]). Im Versuch, an dem 48 Proban-
den beteiligt waren, wurde das Versuchsmaterial mit Hilfe einer CAVE und 
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eines Head-Mounted-Displays stereoskopisch präsentiert. Es wurden jeweils 
ein abstraktes und zwei detailierte Menschmodelle für die Versuchsdurch-
führung verwendet. Die Probanden erhielten eine komplexe Aufgabenstel-
lung. Als ein Resultat der Untersuchung wird von Garau u. a. aufgezeigt, 
dass hinsichtlich eines immersiven Eindrucks eine Anpassung der Augenbe-
wegung der Figuren sinnvoll ist, dafür jedoch ein höherer Grad an Realismus 
Voraussetzung ist (vgl. [Garau u. a. 2003]).
4.3.4 [Vuong und Tarr 2004]
Der Beitrag von Vuong und Tarr beschreibt eine Untersuchung bei der in 
einem dynamischen Kontext die Auswirkung der Ausrichtung auf die Er-
kennung von Objekten im Mittelpunkt steht (vgl. [Vuong und Tarr 2004]). 
Generell wird darin postuliert, dass die Ausrichtung einen Einfluss auf die 
Objekterkennung hat.
4.3.5 [Steinicke und Bruder 2012]
Die Untersuchung von Steinicke und Bruder befasst sich mit dem di-
rekten Vergleich von virtuellen und realen Objekten im Kontext von Ver-
zerrungserkennung (vgl. [Steinicke und Bruder 2012]). Als Referenzmodell 
wird ein Standardkörper der Computergrafik, der so genannte Utah teapot, 
verwendet. Als Ergebnis beschreiben Steinicke und Bruder, das eine ma-
ximale Übereinstimmung dann erreicht wird, wenn – übertragen auf die in 
2.1.9 eingeführten Begriffe – die Primär- und die Sekundärperspektive über-
einstimmen, wobei es einen Übergangsbereich für eine wahrnehmungskon-
forme Darstellung bei Abweichung der beiden Perspektiven gibt.
4.4 Zusammenfassung zu den verwandten Arbeiten
In Kapitel 4 stehen die existierenden Ansätzen zur Erzeugung multiper-
spektischer, wahrnehmungskonformer Abbildungen im Mittelpunkt der 
Ausführungen. Ein Fokus liegt dabei auf der Betrachtung objekt-zentrierter 
Verfahren. Vor allem die vorgestellte Klassifikation nach Objekt- und Kame-
rabeeinflussung sowie der Art der erzeugten Multiperspektive ermöglicht eine 
Einordnung und einen Vergleich der verschiedenen Konzepte. Abschließend 
gibt der Abschnitt zu den verwandten Arbeiten aus der Psychologie einen ers-
ten Einblick in die Untersuchung von wahrgenommenen Ausrichtungen in 
virtuellen Szenen. Ähnlich gelagerte Forschungsfragen werden nachfolgend 
innerhalb der durchgeführten Studie (siehe Kapitel 7) wieder aufgegriffen. 
Im Weiteren wird das Konzept einer Objekt-basierten Perspektivkorrektur, 
welche eine diskrete Multiperspektive erzeugt, weiterverfolgt. Dies geschieht 
in Fortführung bisheriger Forschungsarbeiten der Professur für Medienge-
staltung der Technischen Universität Dresden auf diesem Gebiet. Dement-
sprechend widmet sich das folgende Kapitel der Vorstellung der Erweiterten 
Perspektivischen Korrektur als einem der Forschungsschwerpunkte für die 
wahrnehmungskonforme Szenendarstellung. 
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5 Erzeugung von Multiperspektive mittels 
Erweiterter Perspektivischer Korrektur (EPK) 
Der in Kapitel 4 vorgestellte konzeptionelle Lösungsansatz, der selektiven 
Korrektur in Form einer multiperspektivischen Darstellung, wirft die Frage 
auf in wie weit eine Abweichung von der »korrekt« mathematisch bestimm-
ten Zentralprojektion zulässig ist, um ein wahrnehmungskonformes Abbild 
zu erzeugen. Aus diesem Grund soll den nachfolgenden Ausführungen eine 
Diskussion zu diesem Aspekt vorangestellt werden. 
5.1 Lösungspotentiale der Multiperspektive
Ein, die Multiperspektive befürwortendes, Argument ergibt sich aus den 
Ausführungen zu den wahrnehmungspsychologischen Grundlagen der vi-
suellen menschlichen Wahrnehmung. Die Zusammensetzung des visuellen 
Eindrucks aus verschiedenen Sichten ist vom Prinzip her ähnlich des Kon-
zeptes der Multiperspektive. Insbesondere trifft dies auf den objektbezoge-
nen Ansatz zu, da dort einzelne direkte Sichten auf ein Objekt in ein Abbild 
integriert werden (siehe Kapitel 4). Im übertragenen Sinne werden in die 
Sekundärperspektive des Betrachters mehrere Primärperspektiven von ein-
zelnen Objekten übertragen. Ein weiterer Aspekt kann aus der Kunsttheorie 
herangezogen werden. Büttner stellt fest, dass in frühen Perspektivabhand-
lungen der Raumbegriff im modernen Sinne fehlt. Zeitgenössische Künstler 
definierten die Aufgabe der Perspektive darin, Objekte in einer für das Auge 
»richtigen« Darstellung zu visualisieren (vgl. [Büttner 2005], S. 133). In die-
sem Zusammenhang unterstreicht Willats an Hand einer Fallstudie, dass 
die Auffassung einer »richtigen« perpektivischen Darstellung stark von der 
Entwicklungsstufe (Alter) des Erstellenden abhängig ist (vgl. [Willats 1997], 
S. 168. ff.). Kunsthistorische Abhandlungen bekräftigen darüber hinaus den 
gestalterischen Wert einer von der reinen Zentralprojektion abweichenden 
Bildstruktur. Uspenski und Shegin befassen sich diesbezüglich umfassend 
mit dem Phänomen der umgekehrten Perspektive in altrussischen Ikonen 
und diskutieren dabei insbesondere auch die Zulässigkeit der Abweichung 
von der Zentralprojektion (vgl. [Uspenski 1982], [Shegin 1982], [Willats 
1997]). Uspenski formuliert im Zusammenhang mit der Betrachtung der 
umgekehrten Perspektive mittelalterlicher Bildwerke: 
„Inzwischen ist es kaum mehr gerechtfertigt, das eine oder andere System der 
Perspektive für richtiger oder normaler zu halten. […] Tatsächlich gibt es Grund 
zur Annahme, daß das System der linearen Perspektive gegenüber anderen Syste-
men nicht a priori in jeder Hinsicht als natürlicher für den Menschen angesehen 
werden kann.“ 
([Uspenski 1982], S. 10)
Explizit überträgt Uspenski die Feststellung einer bewussten Abweichung 
auch auf das System der Linearperspektive (Zentralprojektion) um Verzer-
rungen entgegen zu wirken:
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„Es ist festzuhalten, daß nicht nur im System der umgekehrten Perspektive […] 
eine semantische und eine geometrische Syntax existiert, sondern auch im System 
der linearen Perspektive. So sind Abweichungen von den Regeln dann legitim, 
wenn Objekte dargestellt werden, deren relative Größen und Formen uns vorweg 
bekannt sind, um mögliche Verzerrungen bekannter Formen zu vermeiden.“
([Uspenski 1982], S. 25.)
Technische Ansätze zur generellen Minderung der projektionsbedingten Pro-
portionsveränderungen wurden bereits von König, Wuttig sowie vom Au-
tor diskutiert (vgl. [König 2005], [Zavesky 2006], [Zavesky 2007], [Wuttig 
2008]). 
Wuttig stellt mit der Alternativen Perspektivischen Korrektur (APK ) einen 
Ansatz vor, bei dem das multiperspektivische Abbild durch die Kombination 
mehrerer Kamerasichten erzeugt wird (vgl. 4.1.9, siehe Abbildung 24, vgl. 
[Wuttig 2008], [Wojdziak u. a. 2011b]). 
Abbildung 24: Konzept der APK  
(aus [Zavesky u. a. 2011b])
5.2 Die Entwicklung der EPK
Aus der Forschung der Professur für Mediengestaltung der Technischen 
Universität Dresden heraus wurde das Verfahren der Erweiterten Perspekti-
vischen Korrektur zur Lösung des in Abschnitt 3.1 beschriebenen Proporti-
onsproblems konzipiert. Im Folgenden soll in einer kurzen Übersicht die Ent-
wicklung des Verfahrens beschrieben werden. Ausgangspunkt ist die Arbeit 
von König, der entgegen dem Ansatz von Wuttig ein objektbasiertes Kor-
rekturkonzept durch die Beeinflussung der Objektgeometrie anstrebt (vgl. 
[König 2005], [Wuttig 2008]). Dieses Verfahren wird von König Perspektivi-
sche Korrektur genannt. Das Konzept wurde zur Erweiterten Perspektivischen 
Korrektur (EPK ) ausgebaut (vgl. [Zavesky 2006], [Zavesky 2007]). Mit dieser 
ist es möglich, von einem wahlfreien Betrachtungsstandort aus und mit ei-
ner beliebigen Kameraausrichtung, ein wahrnehmungskonformes Abbild zu 
erzeugen. Franke u. a. greifen dieses Verfahren auf und veranschaulichen 
insbesondere die mathematischen Grundlagen und den Aufbau des Algorith-
mus. Das Verfahren wird durch Franke u. a. im Englischen als perspective 
correction bezeichnet (siehe 4.1.8, vgl. [Franke u. a. 2007]). 
Bei der EPK wird der Abstand eines Objektes von der Optischen Achse res-
pektive der Kamera bestimmt. Darauf aufbauend wird eine der Proportions-
veränderung entgegenwirkende Transformation bestehend aus Rotation und 
Scherung errechnet (siehe 5.3). Diese wird auf das Objekt angewendet und 
passt dadurch die Objektgeometrie an. Das korrigierte Objekt wird durch 
die nachfolgende Projektion so visualisiert, als wäre es durch eine, separat 
auf das Objekt gerichtete, Kamera dargestellt. Dies ist vom Konzept iden-
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tisch zum Ansatz der APK (vgl. [Wuttig 2008]). Somit setzt die Erweiterte 
Perspektivische Korrektur das Konzept der Multiperspektive zur Erzeugung 
wahrnehmungskonformer Abbilder um. Im Gegensatz zur APK wird bei der 
EPK jedoch keine weitere Kamera beziehungsweise eine Kameramodifikati-
on benötigt. Dies wirkt sich insbesondere auch auf die perspektivische Struk-
tur des Abbilds aus, denn die nicht modifizierten Objekte werden weiterhin 
monoperspektivisch dargestellt. Der Bildzusammenhang bleibt in Folge des-
sen erhalten. Dies grenzt die EPK von anderen Multiperspektivansätzen, die 
den ganzen Bildinhalt beeinflussen, ab. Dies sind zum Beispiel das Fish-Eye-
Konzept (vgl. [Vallance und Calder 2001]), die Streifenkamera (vgl. [Münch 
2008]) Zylinder- oder Kugelprojektionen (vgl. [Schmidt 2009]) oder die 
Deformation der Bildebene (vgl. [Roman u. a. 2004], [Vallance und Calder 
2001], [Zorin und Barr 1995], [Schmidt 2007]). 
Wojdziak weist durch die Implementierung im so genannten Bildsprache 
LiveLab (BiLL) nach, dass die EPK in echtzeitfähigen Systemen angewen-
det werden kann (vgl. [Wojdziak 2007]). Ebenfalls wurde das Verfahren in 
verschiedenen 3D-Modellierwerkzeugen implementiert (vgl. [Zavesky 2007], 
[Zimmer 2011]). Dieses bildet die Grundlage für einen Einsatz des Verfah-
rens in Visualisierungssystemen. Erste praktische Nutzungen der EPK au-
ßerhalb der bildsprachlichen Forschung werden durch Zavesky u. a. thema-
tisiert (siehe 9.1 und 9.2, vgl. [Zavesky u. a. 2010a], [Zavesky, u. a. 2010b]). 
Wojdziak u. a. diskutieren Gemeinsamkeiten und Unterschiede des kame-
rabasierten Ansatzes nach Wuttig sowie des objektbasierten Korrekturkon-
zeptes der EPK (vgl. [Wojdziak u. a. 2011b], [Wuttig 2008]). 
Nachfolgend wird der Algorithmus der Erweiterten Perspektivischen Kor-
rektur als ein Verfahren zur Reduktion von Proportionsverzerrungen näher 
vorgestellt. 
5.3 Aufbau und Einzelschritte der EPK
Eine Beschreibung des EPK-Algorithmus kann in mehreren Stufen erfolgen 
(vgl. [Zavesky 2007]). Auf einer abstrakten Ebene werden die Transformatio-
nen des Objektes festgelegt, durch welche dieses modifiziert wird. Die eigent-
liche Proportionserhaltung erfolgt durch eine Scherungstransformation in 
Abhängigkeit der Position des Objektes bezüglich der Kamera (siehe Abbil-
dung 25 (C)). Da aber in Folge dieser Operation der ursprüngliche Bildinhalt 
nur zum Teil wiedergegeben wird, muss der Scherung eine Gegenrotation 
vorgelagert werden (siehe Abbildung 25 (B)).
Für eine konkrete algorithmische Umsetzung des Verfahrens müssen die 
Transformationen qualifiziert werden. Diesbezüglich ist eine Beschreibung 
der Eingangsgrößen und Ergebnisse notwendig. Ein dezidierter Algorith-
mus ist in [Zavesky 2007] enthalten. Dieser wird von Franke u. a. verall-
gemeinert, um eine generelle Anwendung zu gewährleisten (vgl. [Franke u. 
a. 2007]). Der Algorithmus ist innerhalb der Rendering Pipeline (vgl. [Angel 
2001]) an erster Stelle vorgesehen. Das bedeutet eine A-priori-Veränderung 
der Objektgeometrie durch Multiplikation mit einer Transformationsmatrix, 
welche die für eine Korrektur notwendigen Modifikationen beinhaltet. Erst 
anschließend wird die Rendering Pipeline zur Bilderstellung durchlaufen.
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Basierend auf den genannten Arbeiten wird im Folgenden der konkrete Al-
gorithmus der Erweiterten Perspektivischen Korrektur vorgestellt. Dabei 
wird ein Standardkoordinatensystem (vgl. Kapitel 13) angenommen sowie 
eine Kameradefinition, deren Optische Achse der lokalen positiven z-Achse 
der Kamera entspricht. Unter diesen Voraussetzungen ergibt sich zur Verzer-
rungsreduktion einzelner Objekte folgende Gesamtabfolge:
Matrixbestimmung
1. Bestimmung der Objektposition PO bezüglich des lokalen Kamera-
koordinatensystems (relativer x- und z-Abstand) 
2. Berechnung der Scherfaktoren sx (horizontal) und sy (vertikal) aus 
der Objektposition PO
Abbildung 25: Teilschritte der EPK 
y
z
y
z
A: Ausgangsszene 
B: Rotation der Objekte
C: Scherung der rotierten Objekte
A
B
C
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4. Definition der Rotation als Transformationsmatrizen [Rx ] ( Rotati-
on um x-Achse) und [Ry ] (Rotation um y-Achse ) 
Eine Trennung der Rotation in zwei Teilschritte ist sinnvoll, da somit eine fle-
xiblere Anpassung der Korrektur bezüglich des Szenenkontextes möglich ist, 
insbesondere unter Berücksichtigung des Orientierungsproblems. Die Auf-
spaltung der Scherung ist dagegen nicht notwendig, da sich die berechnete 
Scherung immer auf die zwei notwendigen Dimensionen beziehen muss, um 
ein optimales Ergebnis hinsichtlich der Proportionserhaltung zu erzielen. 
Punktberechnung
Die Berechnung der modifizierten Punkte des Objektes erfordert zusätzlich 
zu den Transformationen Scherung [S] und Rotation [Rx ] , [Ry ] eine weitere 
Berücksichtigung der spezifischen Besonderheiten von Transformationsope-
rationen. So muss beispielsweise für die gewünschte Scherung und Rotation 
um den Objektschwerpunkt, das Objekt in den Koordinatenursprung des 
virtuellen Systems verschoben werden. Dies kann durch die Einbeziehung ei-
ner inversen Transformationsmatrix (gekennzeichnet durch -1) erfolgen. Dar-
über hinaus müssen die Initialrotation des Objektes sowie der Kamera durch 
Verwendung einer modifizierten Objekttransformations- [O'] und Kamera-
matrix [K'] berücksichtigt werden (vgl. [Zavesky 2007] S. 36 ff. und 41 ff., 
[Franke u. a. 2007] S. 119). Folgende Komponenten sind für die Berechnung 
insgesamt notwendig:
3. Berechnung der Rotationswinkel rx (horizontal) und ry (vertikal) 
durch die Arcustangesfunktion mit zwei Argumenten
5. Definition der Scherung als Transformationsmatrix (Scherungs-
matrix [S])
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Punkt des Objektes ................................................................................  [ P   ]
Korrigierter Punkt ..................................................................................  [ P' ]
Relative Position des Objektes zur Kamera  .............................................  PO] 
Transformationsmatrix des Objektes ......................................................  [ O  ]
Transformationsmatrix des Objektes (modifiziert) .................................  [O']
Transformationsmatrix der Kamera......................................................... [ K  ]
Transformationsmatrix der Kamera (modifiziert) ....................................  [K']
Scherungsmatrix  .................................................................................... [ S  ]
Rotation bezüglich der lokalen z-Achse  .................................................. [ Rz]
Rotation bezüglich der lokalen x-Achse  .................................................. [ Rx]
Mit Hilfe dieser Matrizen ist eine Berechnungsvorschrift für die Korrektur 
der Objektpunkte möglich ([S], [Rx], [Rz] ergeben sich aus PO ):
5.4 Vorstellung der EPK-Anpassungsmöglichkeiten
Der im vorhergehenden Abschnitt vorgestellte EPK-Algorithmus soll für ein 
Objekt die, für eine Objektposition optimal angepasste, Korrekturtransfor-
mationen ermitteln. Dies ist insbesondere für kompakte Objekte, die über 
eine starke Rotationssymmetrie verfügen (zum Beispiel eine Kugel), gegeben. 
Bei Objekten, die nur in bestimmten Dimensionen Symmetrien aufweisen, 
erzielt das Verfahren nur bedingt optimale Ergebnisse (vgl. [Zavesky 2007], 
S. 90). Vom Autor wird aus diesem Grund zur Lösung der Problemstellung 
bereits die differenzierte Anwendung der einzelnen Transformationsschritte 
des Korrekturalgorithmus (Rotation und Scherung) erörtert (vgl. [Zavesky 
2007], S. 104). Ziel dieser Überlegung ist eine bessere Anpassung der Korrek-
turwirkung für einzelne Objekte. Die vorgeschlagene Differenzierung kann 
durch eine prozentuale Graduierung der berechneten Korrekturfaktoren 
(Scherfaktor sx und sy , Rotationswinkel rx und ry ) erfolgen. Für die Berech-
nung der Korrektur müssen in diesem Fall zusätzliche Steuerungsfaktoren 
berücksichtigt werden. Für jede der drei für die EPK benötigten Transforma-
tionen kann dies individuell erfolgen. 
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Erste Überlegungen gingen von einem Definitionsbereich von 0 bis 1 (res-
pektive 0 bis 100 Prozent) für die jeweiligen Modifikationsparameter aus, um 
eine prozentuale Reduzierung, beispielsweise des x-Rotationsanteils, auszu-
drücken. Aus diesem Grund soll für dieses Verfahren nachfolgend der Begriff 
Prozentual-optimierte EPK verwendet werden. 
Jedoch kann im Zuge weiterer Überlegungen für die Rotationsanteile eine 
Aufhebung der Einschränkung des Parameterbereiches sinnvoll sein. Dies 
liegt darin begründet, dass sich die prozentualen Anpassungen der Faktoren 
als Rotation in der räumlichen Szene widerspiegeln. Eine Überschreitung der 
ursprünglich intendierten Eingabegrenzen kann gegebenenfalls die Generie-
rung neuer Erkenntnisse bedeuten.
5.5 Allgemeine Defizite der Erweiterten Perspektivischen 
Korrektur
Abhängig vom szenischen Kontext der korrigierten Modelle erreicht die Er-
weiterte Perspektivische Korrektur nur bedingt ein wahrnehmungskonfor-
mes Abbild. Dies kann beispielsweise der fehlenden Singularität geschuldet 
Abbildung 26: Durchdringungs- 
problem bei der Anwendung der 
EPK
Die Scherung kann mittels eines zusätzlichen Modifikationsparameters Gs 
differenziert werden. 
Die Rotationen sind entsprechend mit zwei Modifikationsparametern für die 
x- und y-Rotation (Gx und Gy ) steuerbar.
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sein. In diesem Zusammenhang wurde der Begriff des Verbundobjektes ein-
geführt (vgl. [Zavesky 2007]). Für einzelne Bestandteile dieses Objektes ist 
eine Anpassung der Korrektur entsprechend des in 5.4 erläuterten Verfahrens 
möglich. 
Ein weiterer konzeptioneller Nachteil besteht in der Modifikation der Mo-
dellgeometrie. Dies kann bei einer exzentrischen Modell-Kamera-Relation 
sowie einem ungünstigen Motiv zu Objektdurchdringungen führen (siehe 
Abbildung 26). Barth zeigt auf, dass die Auswirkungen der Korrektur darü-
ber hinaus von der Position des Objekt-Pivotpunktes abhängig sind, da dieser 
die Referenz für die Scherung ist (vgl. [Barth 2009]). Durch eine szenenab-
hängige Verschiebung des Pivotpunktes beziehungsweise Gruppierung meh-
rerer zu korrigierender Objekte können Durchdringungen reduziert werden 
(vgl. [Barth 2009]). 
Die Objektdeformation verändert ebenfalls die Beleuchtung und Schattie-
rung der Objekte, da diese in der Regel durch Strahlenverläufe berechnet 
werden. Diese sind im Fall einer Korrektur verändert. In diesem Zusam-
menhang ist ebenfalls eine Veränderung des Schattenwurfs festzustellen (vgl. 
[Kammer 2007], S. 40 ff.).
In Bezug auf die Nutzung der Korrektur in dynamischen Systemen kann 
die Sichtbarkeit des Korrekturvorganges (gegenläufig wahrgenommene Dre-
hung) als Nachteil formuliert werden (vgl. [Mosch 2009], S. 19). Ein weiteres 
Defizit des bestehenden Verfahrens liegt in der Nicht-Determiniertheit. Die 
Einstellung der beschriebenen Modifikationsparameter muss jeweils durch 
den Nutzer erfolgen. Dieser hat somit zwar ein Werkzeug zur individuellen 
Gestaltung der Korrektur, jedoch erlaubt diese Einschränkung keine voll-
ständig automatisierte Nutzung beispielsweise für interaktive Systeme.
Eine Anpassung und Erweiterung des Algorithmus ist folglich Voraussetzung 
für eine weitergehende Anwendbarkeit des Verfahrens. Bisherige Umsetzun-
gen zeigen bereits Erfolg versprechende Anwendungsmöglichkeiten (vgl. 9.1 
und 9.2), allgemeingültig, respektive universell einsetzbar, ist das Verfahren 
jedoch noch nicht.
5.6 Zusammenfassung zur EPK 
Nachdem die Eignung und Zulässigkeit von multiperspektivischen Abbil-
dern zur Lösung der in Kapitel 3 aufgezeigten Herausforderungen argumen-
tiert wurde, befasst sich dieses Kapitel weiterführend mit der Vorstellung 
des Korrekturverfahrens der Erweiterten Perspektivischen Korrektur sowie 
dessen bisherigen Variationen »vollständige« sowie »prozentual-optimierte« 
Anwendung. Die noch bestehenden Defizite erfordern jedoch weitere Unter-
suchungen insbesondere über die optimale Parameterwahl zur Generierung 
von Wahrnehmungskonformität. Das nächste Kapitel erläutert in diesem 
Zusammenhang die Eignung des Menschmodells als Untersuchungsreferenz. 
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6 Das Menschmodell als Referenzobjekt
Die Lösung der in den Abschnitten 3.1, 3.2 und 5.5 aufgezeigten Problem-
stellungen erfordern zur Generierung von angepassten Algorithmen eine 
eingehende Analyse der Darstellungsdefizite sowie der Auswirkungen von 
Korrekturmaßnahmen. Dazu sind geeignete Referenzobjekte notwendig, an 
denen entsprechende Untersuchungen vorgenommen werden können. Wie 
in Kapitel 1 formuliert, ist ein Ansatz dieser Arbeit, Menschmodelle als Re-
ferenz für derartige Untersuchungen zu benutzen. Im Weiteren erfolgt eine 
Diskussion über die Eignung eines Menschmodells als Referenzobjekt für die 
Untersuchung von perspektivbedingten Problemen. Ausgangspunkt ist ein 
Rückblick auf künstlerisch geprägte Untersuchungen zur Proportionsgestal-
tung von abgebildeten Menschen. 
6.1 Künstlerische Analysen und Beschreibungen der 
Proportion von Menschen
Die Wohlproportioniertheit der Figuren ist für eine wahrnehmungskonforme 
Darstellung ein zentrales Kriterium und kann aus diesem Grund als Ver-
gleichsbasis herangezogen werden.
Bestrebungen ein Proportionssystem für Figuren zu entwickeln, zeugen da-
von, dass diese Erkenntnis bereits seit früheren Epochen fest in der Kunst 
verankert ist. Als ein antiker Vertreter kann Marcus Vitruvius Pollio (Vi-
truv) genannt werden. 
Eine Blütezeit der künstlerischen Betrachtung menschlicher Proportionen 
war die Epoche der Renaissance in Europa (circa 14. bis 17. Jahrhundert n. 
Chr.). Die Neuerungen dieser Zeit stellten insbesondere den Menschen ins 
Zentrum der wissenschaftlichen Betrachtung. Ein reger Austausch der Ideen 
ermöglichte eine kontinuierliche Weiterentwicklung von Wissenschaft und 
Kunst. 
6.1.1 Tabulae Dimensionum Hominis von Alberti
Der Renaissancegelehrte Leon Battista Alberti (1404-1472) begann da-
mit, ideale Proportionen des Menschen in seinem Werk „De Statua“ tabella-
risch zu erfassen (vgl. [Alberti 2000], S. 169 ff.). Die Untersuchungen fanden 
vor dem Hintergrund bildhauerischen Schaffens statt, in dem die korrekte 
Übertragung von Maßen von Modellen auf die herzustellenden Skulpturen 
ein relevanter Aspekt war.
„In De Statua unterscheidet Alberti zwischen zwei Zielen der plastisch arbei-
tenden Künstler: das eine ist die Schaffung einer vollkommen menschenähn-
lichen Figur, das andere die Wiedergabe eines bestimmten Menschen. Beiden 
Zielen dienen die Ausmessung […] und die Festlegung der Körpergrenzen […].“ 
([Bätschmann u. a. 2000], S. 36)
Alberti entwickelte zu diesem Zweck spezielle Werkzeuge: Das Hexempedia, 
die Normae und das Finitorium (siehe Abbildung 27). Er stellte mit Hilfe 
Abbildung 27: Finitorium nach  
Alberti (in [Bätschmann u. a. 2000])
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der Messwerkzeuge die Tabulae Dimensionum Hominis als „[…] erste neu-
zeitliche Tabelle der idealen Proportion des männlichen Körpers vor. Alberti be-
zeichnet sie als Resultat vergleichender Anthropometrie mittels der Hexempedia.“ 
([Bätschmann u. a. 2000], S. 50). Die der Tabulae Dimensionum Hominis 
entnommenen hauptsächlichen Proportionen werden in Abbildung 28 ver-
anschaulicht. 
Abbildung 28: Die hauptsächlichen 
Proportionen nach Alberti  
(aus [Bätschmann u. a. 2000])
Abbildung 29: „Der vitruvianische 
Mensch“  
(aus [Leonardo Da Vinci 1651])
6.1.2 Der Vitruvianische Mensch von leonArdo dA Vinci
Ansätze zur geometrischen Beschreibung von menschlichen Proportionen 
wurden durch den Universalgelehrten Leonardo Da Vinci (1452-1519) mit 
seinem „Trattato della Pittura“ (vgl. [Leonardo Da Vinci 1651]) sowie seiner 
Illustration des Vitruvianischen Menschen (siehe Abbildung 29) geschaffen. 
Er versuchte die Anatomie des Menschen mit den Mitteln der Geometrie 
zu beschreiben und zu fassen. Insbesondere werden die Grundfiguren Kreis 
und Quadrat in Beziehung zu den Proportionen des menschlichen Körpers 
gesetzt. 
6.1.3 De Symmetria von dürer 
Sein Zeitgenosse Albrecht Dürer (1471-1528) widmete sich ebenfalls die-
sem Thema. In seinem Werk „De Symmetria… and Underweysung der Mes-
sung“ wird der menschliche Körper basierend auf Messungen und den von 
Alberti geschaffenen Grundlagen detailliert in Verhältnisse unterteilt (siehe 
Abbildung 30, vgl. [Dürer 1538], [Bätschmann u. a. 2000]). 
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Abbildung 30: Anthropometrische 
Analyse und Proportionsbeschrei-
bungen von DÜRER  
(aus [Dürer 1538])
6.1.4 Der Modulor von le corbusier
Auch in der Moderne ist die Beschreibung menschlicher Proportionen Thema 
künstlerischen Wirkens. Ein Beispiel hierfür ist der so genannte „Modulor“ 
des Architekten und Künstlers Le Corbusier (Charles-Édouard Jeanneret-
Gris, 1887 - 1965) (vgl. [Le Corbusier 1953]). Le Corbusier nutzt eine Pro-
portionsbeschreibung des Menschen, um darauf aufbauend ein Proportions-
schema für die Architektur zu definieren. Die architektonischen Verhältnisse 
sollen dabei direkt auf den Körperverhältnissen des Menschen basieren (siehe 
Abbildung 31 und Abbildung 32):
„[…] der Modulor ist ein Maßwerkzeug, das von der menschlichen Gestalt und 
der Mathematik ausgeht. Ein Mensch mit erhobenem Arm liefert in den Haupt-
punkten der Raumverdrängung – Fuß, Solarplexus, Kopf, Fingerspitze des erho-
benen Arms – drei Intervalle, die eine Reihe von Goldenen Schnitten ergeben, 
die man nach Fibonacci benennt. Die Mathematik andererseits bietet sowohl die 
einfachste wie die stärkste Variationsmöglichkeit eines Wertes, die Einheit, das 
Doppel, die beiden Goldenen Schnitte.“ ([Le Corbusier 1953], 1. Band S. 55) Abbildung 31: Detail aus dem 
Modulor-Proportionsschema  
(aus [Le Corbusier 1953])
Abbildung 32: Grundverhältnisse des 
Modulor-Proportionsschemas  
(aus [Le Corbusier 1953])
66
6.2 Wahrnehmungspsychologische Betrachtung zur 
visuellen Menschwahrnehmung
Anthropomorphe Formen sind in der Wahrnehmung des Menschen allge-
genwärtig. Zwar ist für die visuelle Wahrnehmung sowohl in der Realität als 
auch in der Virtualität der Körper des Betrachters für den eigenen Blick nur 
von untergeordneter Bedeutung. Der eigene Köper kann in der Regel nur 
mit Hilfe eines Spiegels oder technischer Bildübertragung betrachtet werden. 
Anzumerken ist jedoch, dass für die Kontrolle von Bewegungsausführungen 
auch der Blick auf eigene Extremitäten, beispielsweise die eigenen Hände, 
notwendig sein kann (vgl. [Goldstein 2002], S. 360 ff.). 
Von größerer Bedeutung für die menschliche Wahrnehmung ist die Beob-
achtung eines anderen Individuums innerhalb einer Interaktion. In diesem 
Zusammenhang ist festzustellen, dass die Wahrnehmung von menschlichen 
Formen sehr subtil ist, denn der Mensch verfügt durch sein tägliches Lebens-
umfeld über Expertenwissen (Expertise) für die Wahrnehmung von anthropo-
morphen Formen. Zum einen können kleinste Ausdrucksveränderungen des 
Gesichtes oder der Körperhaltung Freude oder Aggression indizieren. Zum 
anderen werden auch abstrakte Formen als menschlich interpretiert, wenn 
diese typische Strukturen und spezifische Proportionen aufweisen (siehe Ab-
bildung 33 (A), vgl. [Little u. a. 2011]). Aus diesem Grund können auch klei-
ne visuelle Störungen einen Einfluss auf die Interpretation des Abbilds haben 
(vgl. Abbildung 33 (A) und (B)). Der ursprünglich intendierte Eindruck wird 
verändert beziehungsweise im ungünstigsten Fall verfälscht. 
Die angesprochene Expertise zeigt sich auch im Phänomen des Uncanny Val-
ley (siehe 2.3.2, vgl. [Mori 1970]), bei dem insbesondere Figuren mit einem 
relativ hohen Realitätsgrad nur bedingt als natürlich wahrgenommen wer-
den. Somit können beispielsweise verändernde Auswirkungen einfacher an 
einem Menschmodell festgestellt werden, als dies durch wahrnehmungssta-
bilere Objekte möglich ist. 
Ein weiterer psychologischer Aspekt ergibt sich aus kunsttheoretischen Be-
trachtungen. Die Nachahmung und Einbeziehung des Menschen in künstle-
rische Werke wird als Grundlage schöpferisches Schaffen im Kontext der so 
genannten Mimesis thematisiert (vgl. [Kabelitz und Neumann 1998]). Ins-
besondere wird die These formuliert, dass der Mensch sich vor allem bei der 
Gestaltung von bildnerischen Werken selbst als Referenzgröße reflektiert und 
auch definiert:
„Die Festlegung der Bezugsgröße Mensch steht am Anfang der Bilderfindung und 
nichts im Bild erscheint, was nicht in einem rationalen Verhältnis zu dieser Grö-
ße stünde.“
 ([Büttner 1998], S. 83)
6.2.1 Strukturelle Eigenschaften des Menschmodells
Im Folgenden werden die Vor- und Nachteile des Menschmodells gegenüber 
anderen Grundprimitiven, die in bisherigen Untersuchungen als Referenz-
modell verwendet wurden, thematisiert (vgl. [Zavesky 2011]). Häufig ver-
wendete Grundkörper sind Kugel (vgl. [Zavesky 2006], [Zavesky 2007]), 
Würfel (vgl. [Yankova 2007]) und Zylinder (vgl. [Wuttig 2008]). 
Abbildung 33: Abstrakte Formen
A: Abstrakte Formen können als  
 anthropomorph wahrgenommen  
 werden.
B: Durch leichte Veränderung der  
 Form wird eine starke  
 Interpretationsänderung erreicht.
A
B
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Sphärische Ummantelung
Ausgangspunkt für die Betrachtung der einzelnen Referenzmodelle ist deren 
räumliche Grundform. Entsprechend den Ausführungen von Groh ist die 
Konvexität der Oberfläche (sphärische oder geschlossene konvexe Ummante-
lung) ein essentielles Kriterium für die Notwendigkeit und Wirkungsentfal-
tung einer Perspektivkorrektur (siehe 4.1.7, vgl. [Groh 2005]). Über diese Ei-
genschaften verfügen von den betrachteten Objekten die Kugel, der Zylinder 
und das Menschmodell (vgl. Tabelle 2).
Orientierungsbestimmung
Ein weiteres Kriterium ist die Orientierungsbestimmung. Diese ist im Fall 
des Menschmodells sowie des Würfels ohne eine Textur als Ausrichtungs-
hinweis möglich. Durch die Rotationssymmetrie ist diese Eigenschaft beim 
Zylinder lediglich in zwei Dimensionen ausgeprägt. Bezüglich der Rotations-
achse ist eine Orientierungsbeurteilung jedoch unter Nutzung einer zusätzli-
chen Textur möglich (vgl. Tabelle 2).
Hierarchischer Aufbau
Während die Objekte Kugel, Zylinder und Würfel eine einfache Struktur 
besitzen, ist das Menschmodell hierarchisch gegliedert (vgl. 2.4). Das Ord-
nungssystem und die unterschiedliche Granularität der Gliedmaßen unter-
stützen den nachfolgend diskutierten Aspekt der Wahrnehmung objektinter-
ner Binnenvektoren. Entsprechend Abschnitt 2.4 erlaubt dieses System eine 
auf bestimmten Regeln beruhende Bewegung der einzelnen Objektbestand-
teile (Veränderung der Pose des Menschmodells). Dies ist bei den einfach 
strukturierten Objekten nicht möglich, da lediglich eine Beeinflussung des 
gesamten Objektes erfolgen kann.
Binnenvektoren / Gerichtetheit
Von den betrachteten Objekten besitzen der Würfel, das Menschmodell und 
eingeschränkt der Zylinder eine dem Objekt implizit gegebene Gerichtetheit, 
die sich zum Teil auch aus der Betrachtung von Binnenvektoren ergibt. Die 
Kugel verfügt auf Grund ihrer Punktsymmetrie dagegen nicht über eine per 
se gegebene Ausrichtung. 
Abschnitt 2.4 führt bezogen auf die Gerichtetheit weitergehende grundlegen-
de strukturelle Eigenschaften des Menschmodells ein. Es existiert zum Bei-
spiel eine explizite Vorder- und Rückseite. Die Struktur des Menschmodells 
definiert darüber hinaus ein Oben und Unten (vgl. [Bollnow 2000], S. 44 ff., 
[Arnheim 1996], S. 49 ff.). Die Binnenvektoren des Menschmodells können 
als Hinweise zur allgemeinen Ausrichtungsbestimmung herangezogen wer-
den. Darüberhinaus ist es möglich die, durch die Gerichtetheit definierten, 
Vektoren (vgl. 2.4) als regulier- und messbare Referenzwerte zu verwenden. 
Diese speziellen strukturellen Eigenschaften eines Menschmodells unterstüt-
zen die Analyse von Effekten bei der Wahrnehmung von Abbildern.
Visuelle Expertise
Dieses Kriterium umfasst die Vertrautheit des Betrachters mit den Referenz-
objekten. Es kann sich in einer Anpassung und Optimierung der Wahrneh-
mung dieser Objekte auswirken und definiert eine Erwartungshaltung ge-
genüber der Darstellung dieser Objekte. Beispielsweise wird von einer Kugel 
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Tabelle 2: Vergleich der Eigenschaf-
ten verschiedener Referenzmodelle
erwartet, dass diese in der Regel kreisrund ist (vgl. [Yankova 2008], [Yankova 
2007], [Yankova und Franke 2008], [Franke u. a. 2008]). Auf Grund der 
regelmäßigen Struktur der Objekte (gleiche Kantenlänge, Symmetrie), ist die 
menschliche Wahrnehmung im Falle der Kugel und des Würfels auf diese 
Objekte spezialisiert. Eine sehr gute Expertise besteht ebenfalls für anthropo-
morphe Formen (vgl. 6.2). 
Horizontale und vertikale Verzerrungsindikation
Ein wichtiges Kriterium für die Untersuchung von projektionsbedingten Ab-
bildungsveränderungen ist die Erkennbarkeit von Proportionsveränderungen 
(vgl. 3.1). Diese kann in eine horizontale und vertikale Indikation der Ver-
zerrung differenziert werden. Beide Kriterien vollständig erfüllt lediglich die 
Kugel. Für das Menschmodell und den Zylinder können auf Grund deren 
Gerichtetheit nur die horizontalen Proportionsveränderungen einfach erfasst 
werden (dies gilt für ein aufrecht stehendes Objekt). Eine vertikale Verzer-
rungsindikation ist bei diesen Objekten dagegen weniger stark ausgeprägt. 
Der Würfel zeigt dagegen eine geringe direkte horizontale und vertikale Ver-
zerrungsindikation (vgl. [Yankova 2007]). Die Formkonstanz ist bei größer 
werdendem Kameraöffnungswinkel länger gegeben, folglich ist das Objekt 
stabiler gegenüber den projektiven Proportionsveränderungen.
Aufmerksamkeitsschwerpunkte
Die verschiedenen betrachteten Objekte besitzen unterschiedliche ausgepräg-
te Aufmerksamkeitsschwerpunkte. Das Menschmodell zum Beispiel hat mit 
dem Gesicht einen für den Betrachter besonders relevanten Bereich. Dies gilt 
sowohl in kompositorischer als auch wahrnehmungspsychologischer Hin-
sicht. So beschriebt Goldstein die Spezialisierung bestimmter Gehirnareale 
auf die Erkennung von Gesichtern (vgl. [Goldstein 2002], S. 122, [Slaughter 
u. a. 2004]) und grundlegende Studien weisen die Relevanz von Gesichtern 
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bereits bei Neugeborenen nach (vgl. [Goren u. a. 1975]). Arnheim betont 
ebenfalls die Eignung des Gesichts und der Hände, um eine kompositorische 
Zentrierung zu erhalten (vgl. [Arnheim 1996], S. 175).
Auch der Würfel besitzt mit den Kanten und Eckpunkten explizite visuell 
herausgehobene Punkte. Durch die Symmetrie von Kugel und Zylinder ver-
fügen diese Objekte über weniger beziehungsweise keine herausgehobenen 
Schwerpunkte. 
Fazit
Aus den vorhergehend ausgeführten Überlegungen ist das Menschmodell für 
eine weitergehende Untersuchung perspektivischer Effekte bei der Abbildung 
von virtuellen Szenen am Besten geeignet. Für das praktische Anwendungsge-
biet der virtuellen Ergonomie (siehe 9.2) ist die Untersuchung des Einflusses 
der Projektion auf das genutzte Menschmodell sogar zwingend notwendig. 
Die allgemeine Eignung ergibt sich besonders auch daraus, dass trotz des kom-
plexen und hierarchischen Aufbaus eine visuelle Expertise (vgl. [Slaughter u. 
a. 2004] und [Zavesky 2011]) vorliegt. Auch verbindet das Menschmodell 
die Gerichtetheit mit einer guten Verzerrungsindikation. Einen einschrän-
kenden Faktor stellt jedoch der Aspekt »Aufmerksamkeitsschwerpunkt« dar. 
Die starke visuelle Fixierung auf das Gesicht (in der durchgeführten Studie 
auch auf die Füße) kann die Ergebnisse hinsichtlich einer Verallgemeinerung 
relativieren. Tabelle 2 fasst die diskutierten Aspekte zusammen. 
6.3 Beispielhafte Bildanalyse
Wie im Abschnitt 6.1 gezeigt, ist die Darstellung menschlicher Figuren ein 
essentieller Bestandteil der mitteleuropäischen Kunstgeschichte. Wie in der 
Computergrafik auch bestand und besteht die Herausforderung für den 
Künstler in der Übertragung eines dreidimensionalen (vierdimensionalen) 
Raumes auf eine zweidimensionale Abbildungsfläche (vgl. [Uspenski 1982], 
S. 8). Der Zielstellung folgend, künstlerische Techniken zur wahrnehmungs-
konformen Bildgestaltung einzusetzen, sollen im Anschluß die perspektivi-
schen Besonderheiten exemplarisch anhand von Gemälden analysiert wer-
den. Damit wird insbesondere untermauert, dass „Der Hauptunterschied […] 
im ‚Abbildungssystem‘ [besteht], welches die Bilder generiert. Der Rechner erzeugt 
ein Abbild basierend auf den geometrischen Gesetzen der Zentralprojektion. Das 
Abbildungssystem ‚Mensch‘ integriert zusätzlich die Wahrnehmungseigenschaften 
des Künstlers und dessen visuellen Eindruck […]“ ([Zavesky u.a. 2011b], S. 94, 
vgl. [Yankova und Franke 2008], [Zavesky u. a. 2011a] S. 2 , [Wojdziak u. a. 
2011b] S. 2)
Der Zinsgroschen
Als Gemälde soll das Bild „Der Zinsgroschen“ (engl. „The Tribute Money“) 
des Renaissance Künstlers Masaccio (eigentlich Tommaso di Ser Cassai 
1401-1428) analysiert werden (siehe Abbildung 34). Es handelt sich um ein 
Fresko, welches sich in der Kirche „Santa Maria del Carmine“ im norditali-
enischen Florenz befindet. Der Entstehungszeitraum wird in die Jahre von 
1426 bis 1427 datiert (vgl. [Walther 1999]).
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Zu Beginn der Analyse steht die perspektivische Gestaltung des Bildes im 
Mittelpunkt der Betrachtung. Der Hauptpunkt [H0] des breitformatigen Bil-
des befindet sich in der Bildmitte (siehe Abbildung 35). Dadurch liegt die 
Horizontlinie [Ho] auf Kopfhöhe der dargestellten Personen (vgl. [Edgerton 
2002], S. 31). Die architektonischen Bildbestanteile im rechten Bildbereich 
und der Boden ordnen sich dem perspektivischen Gesamtsystem unter. Das 
heißt, das Abbild des Gebäudes (die Perspektive) bezieht sich auf den Haupt-
punkt [H0]. Dies ist daraus ersichtlich, dass die Fluchtlinien der orthogonal 
zur Bildebene verlaufenden Gebäudekanten sich im Hauptpunkt schneiden 
(siehe Abbildung 35). Die Bäume und Berge im Hintergrund lassen dagegen 
keinen direkten Rückschluss auf die Perspektivität der Darstellung zu. 
Auffällig ist, dass sich die Perspektiven der Personen und der Gebäude bezie-
hungsweise der umgebenden Landschaft unterscheiden. Es wirkt, als habe 
sich der Künstler beim Malen den entsprechenden Personen einzeln zuge-
Abbildung 35: Skizze „Der Zinsgro-
schen“ 
Abbildung 36: Virtuelle Rekonstruk-
tion „Der Zinsgroschen“ Mono-
perspektive
Horizontlinie ............................. [Ho]
Sagittallinie ............................... [Sa] 
Hauptpunkt .............................. [H0]
Hauptpunkt Figur [A] ................ [HA]
Hauptpunkt Figur [B] ................ [HB]
(nach [Zavesky u. a. 2011b] 
Abbildung 34: „Der Zinsgroschen“, 
Masaccio (Tommaso di Ser Cassai), 
1426 -1427
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wandt (vgl. [Hockney 2006]). Eine weitere Ursache kann beispielsweise auch 
in der gängigen künstlerischen Praxis bestehen, separate Entwürfe und Skiz-
ze für einzelne Personen und Objekte anzufertigen. Als Auswirkung dieser 
Technik ergibt sich für dieses Bild, dass die Personen in einer jeweils eigenen 
individuellen Binnenperspektive (vgl. 2.1.6) dargestellt werden. Damit ver-
fügt dieses Bild im Sinne von Groh über eine Hybridperspektive und erfüllt 
entsprechend der Anforderungen in 2.1.5 damit die Kriterien für eine multi-
perspektivische Darstellung (vgl. [Groh 2005]).
Jede Person respektive das Abbild des zugrunde liegenden geometrischen 
Modells besitzt einen eigenen (im Bildraum zusätzlichen) Hauptpunkt. 
Dies wird am Beispiel der Figuren [A] und [B] demonstriert. Die zusätzli-
chen Hauptpunkte [HA] und [HB] liegen zwar auf der Horizontlinie [Ho] 
sind aber innerhalb der jeweiligen Figur positioniert. Dadurch ist eine Ein-
bindung der ansonsten vom perspektivischen Gesamtsystem abweichenden 
dargestellten Modelle gegeben. Konkret bedeutet dies für die betrachteten 
Objekte eine Ansicht auf Augenhöhe. In sich sind die Figuren jedoch in ihrer 
Ansicht durch den jeweiligen Hauptpunkt perspektivisch strukturiert. 
Dadurch bleiben die Proportionen der Figur unabhängig von deren Position 
in Bezug auf die Optische Achse erhalten. Die wird besonders im Vergleich 
mit der mathematisch korrekten (monoperspektivischen) Darstellung der 
Szene offensichtlich (siehe Abbildung 36).
Hervorzuheben ist, dass Proportionen, unabhängig von der Lage einer Figur 
zur Optischen Achse (respektive dem Hauptpunkt [H0]), als Ergebnis der 
multiperspektivischen Darstellung erhalten bleiben. Eine virtuelle Rekonst-
ruktion der Szene und der Nutzung einer Virtuellen Kamera mit angepass-
tem Kameraöffnungswinkel (120 Grad) verdeutlicht die Unterschiede zwi-
schen mono- und multiperspektivischer Darstellung (siehe Abbildung 36). 
Besonders die Figuren im lateralen Bildbereich ([A] und [B]) sind von den 
Projektionsverzerrungen betroffen (siehe Abbildung 36). Das monoperspek-
tivische Abbild der Szene ist mathematisch korrekt erstellt, der Eindruck des 
Bildes ist jedoch unnatürlich (vgl. [Yankova und Franke 2008]). Die wahr-
nehmungskonforme Visualisierung kann in vielen Renaissancegemälden als 
eine der essentiellen Eigenschaften des Abbilds von menschlichen Figuren 
beobachtet werden. Im Vergleich zwischen Gemälde und Rekonstruktion 
wird ein weiterer Aspekt ersichtlich. Die Orientierung von Figur [C] differiert 
zwischen den beiden Darstellungsarten erheblich. Während der Torsovektor 
der Figur im Gemälde orthogonal zur Bildebene (respektive parallel zur zent-
ral gestellten Figur [D]) erscheint, weicht dieser in der monoperspektivischen 
Rekonstruktion davon stark ab. 
6.4 Zusammenfassung zum Menschmodell
Auf Grund der dargelegten strukturellen sowie semantischen Eigenschaf-
ten kann auf eine besondere Eignung des Menschmodells zur Untersuchung 
projektionsbedingter Wahrnehmungsänderungen geschlossen werden (vgl. 
[Zavesky 2011]). Die anhand der dargestellten Figuren durchgeführte ver-
gleichende Analyse der wahrnehmungskonformitätsförderlichen Aspekte des 
Freskos „Der Zinsgroschen“ von Masaccio verdeutlicht dies. 
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Ein weiterer unterstützender Aspekt sind die zahlreichen existierenden künst-
lerischen Analysen und Beschreibungsformen, die sich mit der proportions-
erhaltenden Übertragung von anthropomophen Formen befassen und die 
Relevanz dieser Problemstellung hervorheben.
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7 Studie
Während der Einfluss der Projektionsverzerrung auf die wahrgenommene 
Form beziehungsweise die Gestalt von Objekten theoretisch und empirisch 
belegt ist (vgl. [Franke u. a. 2008], [Yankova und Franke 2008], [Yankova 
2008], [Yankova 2007], [Geitner 2007]), fehlen entsprechende grundlegen-
de Untersuchungen über die veränderte Wahrnehmung der Ausrichtung von 
Objekten (vgl. 4.3) in projizierten Bildern. Diese Problemstellung fand bisher 
in der Literatur kaum Beachtung und folglich existiert ein Mangel an empi-
rischen Belegen.
Aus dieser Ausgangslage wurde zur Erhebung der spezifischen Besonderhei-
ten anthropomorpher Formvisualisierung eine mehrstufige wahrnehmungs-
psychologische Studie konzipiert und durchgeführt. Diese erfolgte in enger 
Zusammenarbeit mit der Professur Ingenieurpsychologie und Kognitive Er-
gonomie der Technischen Universität Dresden, um eine Vergleichbarkeit der 
Ergebnisse zu sichern. Das generelle Ziel der Studie ist, Differenzen in der 
Ausrichtungswahrnehmung von Objekten zwischen der Realität, Fotogra-
fie und Computergrafik und deren Reduktion zu untersuchen. Dazu sollten 
entsprechend der Überlegungen in Kapitel 6 Menschmodelle als geeignete 
Referenzobjekte eingesetzt werden. 
Ein besonderes Kennzeichen der Untersuchung ist eine starke Nutzung au-
tomatisierter Präsentations-, Erfassungs- und Auswertungsverfahren bei der 
Studiendurchführung. Beispielsweise wurde die Bilderzeugung innerhalb des 
3D-Rendering-Werkzeugs per Skript gesteuert, die Präsentation der Untersu-
chungsbilder interaktiv gestaltet beziehungsweise konnten die Mess-Ergeb-
nisse zum Teil von der Präsentationsanwendung bereits digital erfasst werden. 
Dadurch ist eine optimale Weiterverarbeitung der Daten gegeben. 
Die Untersuchung adaptiert methodische Aspekte des in Anlehnung und Ad-
aption des durch Müller vorgestellten „Oberprogramm zum Methodenbau-
kausten Systematische Heuristik“. Entsprechend des darin formulierten „Prin-
zip der sukzessiven Bestimmung“ wird eine Präzisierung und Anpassung der 
Fragestellung in jedem der drei Studienteile vorgenommen, um detaillierte 
Ergebnisse zu erhalten (vgl. [Müller 1990], S. 142 ff.). 
Im Folgenden werden die einzelnen Teile der Studie näher erläutert. Aufbau-
end auf der Vorbereitung (siehe 7.1) erfolgte eine Vorevaluation (siehe 7.2), 
deren Erkenntnisse in die Konzeption einer Hörsaalstudie (1. Studie, siehe 
7.3) einflossen. Um eine Überprüfung und Konkretisierung der Ergebnisse 
vornehmen zu können, folgte eine Laborstudie (siehe 7.4). Nach der Beschrei-
bung der Versuche wird ein Vergleich der Eigenschaften der Probanden je 
Studienteil vorgenommen (siehe 7.5).
7.1 Vorbereitung
Im Vorfeld der Studie standen grundlegende Überlegungen zur Gestaltung 
der Untersuchung. Ein Schwerpunkt liegt auf dem Vergleich der visuellen 
Wahrnehmung von computergrafischer Reproduktion, in Form eines mo-
noperspektivischen, beziehungsweise eines multiperspektivischen Abbildes 
sowie einem fotografischen Abbild und der Realität. Dabei sollte eine größt-
mögliche Übereinstimmung der präsentierten Szenen gewährleistet sein. 
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Abbildung 38: Detailaufnahme der 
ausgedruckten Referenzfigur
Ausgangspunkt dafür ist die Bereitstellung eines geeigneten Menschmodells, 
welches sowohl als virtuelles als auch als reales Modell vorliegt. In einem 
ersten Vorversuch erwiesen sich Gliederfiguren (siehe Abbildung 37) nur als 
bedingt geeignet. Diese waren zum einen durch Produktionsungenauigkei-
ten nicht vollständig identisch, zum anderen stellen diese Figuren nur eine 
relativ grobe Annäherung an die realen menschliche Form dar. Bestimmte 
Richtungsvektoren, beispielsweise der Gesichtsvektor werden auf Grund des 
Abtraktionsgrades durch das Modell nicht wiedergegeben. Deshalb wurde 
für die weiteren Versuche ein detaillierteres Menschmodell eingesetzt. Die 
besonderen Spezifikationen des genutzen Modells sind in Abschnitt 7.1.1 ge-
nauer erläutert. 
Zur Herstellung äquivalenter Szenenverhältnisse wurde ebenfalls ein identi-
scher Referenzraum als computergrafisches Modell sowie als reales Modell 
konstruiert (siehe 7.1.2) und darauf aufbauend eine Referenzszene zusam-
mengestellt (vgl. 7.1.3).
7.1.1 Referenzfigur
Zur Herstellung identischer und damit vergleichbarer Verhältnisse ist es uner-
lässlich sowohl für die reale Betrachtung der Szene beziehungsweise in Form 
eines Fotos, das gleiche Modell zu nutzen, welches auch als computergrafi-
scher Datensatz vorliegt. Zum Erreichen dieses Ziels können zwei Strategien 
angewendet werden. Eine Möglichkeit besteht in der Erfassung einer realen 
Figur und die Umwandlung der gewonnenen Daten in ein dreidimensionales 
Modell (3D-Scan). Ein ähnliches Vorgehen zeigt beispielsweise die Untersu-
chung von Steinicke und Bruder (vgl. [Steinicke und Bruder 2012]). Ein 
weiterer Ansatz ist die Erstellung eines räumlichen Modells und der Aus-
druck mittels eines 3D-Druckers. 
Für die Studie wurde letzteres Verfahren ausgewählt, da das Studiendesign 
drei identische Modelle erfordert und durch den 3D-Druck die Möglichkeit 
besteht, das digitale Modell beliebig oft zu reproduzieren. 
Das verwendete computergrafische Modell wurde von Formgestalter und 
3D-Modellierer Hendrik Wahl gestaltet. Dieses ist aus mehreren einzelnen 
Elementen (Figurteilen) zusammengesetzt, die durch hierarchische Verknüp-
fung miteinander verbunden sind. Damit ist es möglich, durch Transformati-
onen der Einzelteile verschiedene Posen einzurichten. Die technischen Details 
zum Modell sind in Abbildung 39 aufgeführt. Es wurde bewusst auf einen 
geeigneten Abstraktionsgrad Wert gelegt, da Garau u. a. aufzeigen, dass die 
Abtraktion eines Modells Einfluss auf die Wahrnehmung von Menschmodel-
len haben kann (siehe 4.3.3, vgl. [Garau u. a. 2003]). Das gewählte Modell 
zeichnet sich durch einen relativ hohen Grad an Realismus aus, wird aber 
durch die Verwendung eines einheitlichen Materials (respektive Verzicht auf 
Texturierung, im Gegensatz zu Schrammel u. a. und Palancia und Itier) 
sowohl in der Virtualität als auch in der Realität abstrahiert (vgl. [Schrammel 
u. a. 2009], [Palancia und Itier 2011]). Der Grad an Realismus minimiert 
die in 7.1 beschriebenen Defizite zum Beispiel im Bereich des Gesichtsvek-
tors. Durch das Einheitsmaterial sind potentielle weitere Einflussfaktoren 
für eine Untersuchung ausgeschlossen sowie der Aspekt des Uncanny Valley 
(vgl. 2.3.2) berücksichtigt. Die, für die Betrachtung notwendigen, Vektoren 
(vgl. 2.4) sind bei diesem Modell stärker ausgeprägt und damit auch besser 
Abbildung 37: Szenentest mit  
Gliederfiguren
(18 mm Brennweite)
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Abbildung 39: Festgelegte Pose des 
computergrafischen Referenzmodells 
sowie technische Details
(Maßangaben in cm)
erkennbar, als bei den Gliederfiguren. Der gewählte Grad an Realismus der 
Figur lässt jedoch eine Verallgemeinerung der Aussagen auf einen größeren 
Bereich der Menschmodellnutzung zu.
Für das gedruckte 3D-Modell ist es notwendig, eine Referenzpose zu definie-
ren, da im Gegensatz zu den anfangs verwendeten Gliederfiguren nach dem 
Ausdruck keine Bewegung der Figurteile mehr gewährleistet ist. Die für den 
Versuch gewählte Pose (siehe Abbildung 39) – stehende Figur mit seitlich 
angewinkelten Armen – ergibt sich aus den Anforderungen des gewählten 
3D-Druckverfahrens, welches aus Gründen der Statik spezielle Mindestma-
ße und Konstruktionseigenschaften erfordert. So beträgt beispielsweise die 
Mindeststärke der zu druckenden Teile circa 1 mm. 
Im Wesentlichen wurde jedoch eine Neutralpose zu Grunde gelegt, so dass 
die Figur auf beiden Beinen ruht und direkt nach vorne schaut. Der Kopf, 
Rumpf und die Beine sind entgegen anderen Posen, wie beispielsweise der 
Kontrapost-Stellung, zueinander nicht rotiert. 
Der Ausdruck der Figuren erfolgte auf einem Gerät, welches für Prototypen-
druck (Rapid-Prototyping) optimiert ist. Zu diesem Zweck wurde das vorlie-
gende Modell so bearbeitet, dass dieses in das STL-Format (Stereolithografie-
Format) konvertiert werden konnte. Mit den entsprechend umgewandelten 
Daten wurde der Ausdruck des Modells schichtweise erstellt. Als Basismateri-
al diente Gips welcher mit einem Bindemittel entsprechend der dreidimensio-
nalen Daten gehärtet wurde. Die abschließende Festigkeit erhielt das Modell, 
durch eine nachträgliche manuelle Infiltration mit Epoxidharz. Mittels dieses 
Verfahrens wurden für die Studie drei identische Gipsmodelle ausgedruckt 
(siehe Abbildung 38), die entsprechend des Konzeptes als reales Pendant zum 
computergrafischen Modell für die weiteren Untersuchungen eingesetzt wer-
den. Als weiteres Hilfsmittel für die Studie wird nachfolgend der Referenz-
raum vorgestellt.
7.1.2 Referenzraum
Um den Vergleich zwischen der Wahrnehmung von virtuellen und realen 
Szenen zu gewährleisten, müssen auch bezogen auf den Referenzraum mög-
lichst identische Verhältnisse vorhanden sein. Dies gilt nicht nur wie in 7.1.1 
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beschrieben für die Referenzfiguren, sondern ebenfalls für den szenischen 
Kontext. Zu diesem Zweck wurde ein Referenzraum konzipiert, welcher so-
wohl als reales Modell als auch als virtuelles Modell umgesetzt wurde. Die 
lichte Größe der Sichtöffnung wurde dabei so ausgeführt, dass diese mit der 
Größe des, für die durchgeführten Studien verwendeten, Bildschirms über-
einstimmt. Die Texturen der Boden- und Seitenflächen wurden ebenfalls 
identisch gestaltet. Somit soll die Vergleichbarkeit eines Blicks in den virtu-
ellen Raum auf den Bildschirm und in den realen Referenzraum ermöglicht 
werden. Der Referenzraum wurde ebenfalls als Basis für die Fotografien der 
Hörsaalstudie (vgl. 7.3) verwendet. 
Abbildung 40: Skizze und Aufbau 
des Referenzraums
(Maßangaben in cm)
Abbildung 40 zeigt die Maße und den konstruktiven Aufbau des Testrau-
mes. Dieser wurde anfangs mit insgesamt 5 Bauteilen (A bis E) konzipiert. 
Bei der praktischen Umsetzung des Versuchsraums mit mitteldichten Faser-
platten (MDF-Platten) konnte jedoch ohne Verlust der Gesamtstabilität auf 
Bauteil D verzichtet werden.
7.1.3 Referenzszene
Die Erstellung der Referenzszene für die Studie erfolgte mit Hilfe des vorge-
stellten Referenzraums und der Referenzfigur. Als Motiv wurden drei identi-
sche Referenzfiguren (F1 bis F3) im Referenzraum verteilt (siehe Abbildung 
41). Diese stehen auf einer Linie nebeneinander angeordnet und sind parallel 
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Abbildung 41: Skizze der Referenz-
szene 
(Maßangaben in cm)
vektor steht orthogonal zur Grundfläche des Referenzraumes. Der z-Abstand 
der Figuren zur Kamera beträgt 29 cm. Die Figuren haben einen x-Abstand 
von 25 cm untereinander. Und stehen jeweils 7 cm in x-Richtung und 46 cm 
in z-Richtung von den Wänden des Referenzraumes entfernt. Der Öffnungs-
winkel der virtuellen Kamera beträgt 110 Grad (Vorevaluation 120 Grad).
7.2 Vorevaluation
Um eine erste Vorauswahl der zu untersuchenden Parameter treffen zu kön-
nen, wurde eine Vorevaluation durchgeführt. Diese sollte in erster Linie zur 
Vorbereitung einer größer angelegten, nachfolgenden Untersuchung dienen 
und diesbezüglich erste Erfahrungswerte liefern. 
Nachfolgend werden die einzelnen Aspekte der Vorevaluation näher erläu-
tert. Ausgehend von den Probanden (7.2.1) und dem Versuchsmaterial (7.2.2) 
wird der Ablauf (7.2.3) beschrieben. Im Anschluss stehen die Ergebnisse 
(7.2.4) sowie deren Diskussion (7.2.5) im Mittelpunkt. Abschließend erfolgt 
ein Fazit (7.2.6) und eine Zusammenfassung (7.2.7).
7.2.1 Teilnehmer
Die Vorevaluation wurde mit 18 Probanden durchgeführt, wobei der Alters-
median bei 28 Jahren lag (von 23 bis 53 Jahren). Abbildung 42 fasst die 
erhobenen personenbezogenen Daten der Probanden zusammen. Von den 18 
Probanden, die alle aus dem universitären Umfeld stammten (Studierende, 
wissenschaftliche Mitarbeiter und Verwaltungspersonal) waren 61,1 % männ-
zu den Seitenflächen des Referenzraumes orientiert. Der Gesichts-, Bein-, 
und der Torsovektor sind parallel zur optischen Achse ausgerichtet, das heißt 
die Figuren schauen alle parallel nach vorn (siehe Abbildung 41). Der Körper-
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Abbildung 42: Probandenstruktur 
der Vorevaluation
A B
C D
E F
lich und 38,9 % weiblich (siehe Abbildung 42 A). Die berufliche Ausrichtung 
der Probanden umfasste ein breiteres Spektrum, wobei die Arbeitsrichtung 
Medieninformatik die Majorität stellte (Abbildung 42 B). Auf Grund der 
beruflichen Ausrichtung und privater Interessen verfügte ein Großteil der 
Probanden des Weiteren über Vorkenntnisse aus dem Bereich der Compu-
tergrafik beziehungsweise Fotografie und Zeichnen (Abbildung 42 C bis F).
7.2.2 Versuchsmaterial
Das Bildmaterial für diesen Versuch wurde im Modellier- und Animations-
werkzeug 3D Studio Max® durch Rendering der dreidimensionalen Referenz-
szene erstellt. 
Die Präsentation der im Vorfeld erstellten Versuchsabbilder erfolgte interaktiv 
auf Basis einer Adobe Flash® Anwendung. Diese umfasste eine Testszene mit 
abstrakten Würfeln (Szene C) zur Demonstration der Funktionsweise sowie 
vier weitere Szenen. Das Abbild der Szene A zeigt die Referenzszene multi-
perspektivisch, das heißt die Figuren F1 bis F3 sind perspektivisch korrigiert. 
Das Abbild der Szene B stellt die gleiche Konstellation monoperspektivisch 
dar. Im Unterschied zu den Szenenabbildern A und B beinhalten die weiteren 
Szenen nur die Figuren F1 und F3. Szenenabbild D ist die multiperspektivi-
sche und Szenenabbild E die monoperspektivische Variante. 
Abbildung 43 zeigt den Aufbau der Präsentationsanwendung. Diese besteht 
aus dem präsentierten Abbild mit den Versuchsfiguren F1, F2, F3 sowie den 
Interaktionsschaltern. Der Proband konnte mit Hilfe der Schalter [B1] und 
[B2] die Ausrichtung der Figuren F1 und F3 entsprechend dem Parameterbe-
A: Anzahl der Probanden
B: Studienrichtung oder Abschluss
C: Präferenz Fotografieren
D: Präferenz Computerspiel 
E: Kenntnisse Computergrafik
F: Präferenz Zeichnen
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reich (siehe Abbildung 43) verändern. Schalter [B3] ermöglichte das Einblen-
den des Ergebniswertes. Dieser wurde für jede der vier Versuchsszenen mit 
einem anderen Verschleierungswert addiert, so dass für den Probanden kein 
Rückschluss auf die darin verschlüsselten Rotationswerte möglich war. Der 
Versuchsleiter hatte mit Schalter [B4] die Möglichkeit, den Rotationsstart-
wert wiederherzustellen. 
Die Ausgangsbasis für eine Veränderung der Ausrichtung der Figuren ist der 
Rotationsteil innerhalb der Erweiterten Perspektivischen Korrektur (vgl. 5.3). 
Dieser kann prozentual verstärkt beziehungsweise vermindert werden (vgl. 
5.4). Praktisch gesprochen wird der berechnete (für Kugeln ideale) Rotati-
onswinkel beispielsweise nur zu 50 % angewendet. Effektiv verbergen sich 
hinter den Prozentangaben ebenfalls Rotationswinkel. Im Fall der monoper-
spektivischen Abbildung ergibt sich die Rotation der einzelnen Figuren aus 
dem (gegebenenfalls prozentual modifizierten) Winkel, der für eine EPK-
Korrektur an dieser Stelle notwendig wäre. Dies entspricht einer EPK ohne 
Einbeziehung der Scherung. Durch diesen Umstand bedingt, existieren zwei 
unterschiedliche Parameterbereiche für mono- und multiperspektivische Ab-
bilder. Da ein Ziel des Versuches ist, die Unterschiede in der Wahrnehmung 
der abgebildeten Szene zu untersuchen, sollten möglichst identische szenische 
Abbildung 43: Skizze der  
Präsentationsanwendung
Abbildung 44: Parameterbereich der 
Vorevaluation
Für den Versuch findet eine  
Parameterverschiebung zwischen 
EPK und Monoperspektive statt.
Bedingungen vorliegen. Ein Vergleich der monoperspektivischen und mul-
tiperspektivischen Abbilder mit gleichen Rotationswinkeln ist jedoch nicht 
sinnvoll, da die Scherung die wahrgenommene Ausrichtung der Figuren 
ebenfalls beeinflusst (siehe Abbildung 45). Ausgehend von der These, dass 
eine optische Äquivalenz der Figurenausrichtung bei 0 % Rotationsanteil bei 
der Monoperspektive und 100 % Rotationsanteil beim multiperspektivischen 
Abbild vorliegt (siehe Abbildung 46), wurde für die Herstellung vergleichba-
rer Abbilder eine entsprechende Parameterverschiebung durchgeführt (siehe 
Abbildung 44). Der für den Probanden einstellbare Parameterbereich um-
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Abbildung 45: Ausgangsorientierung 
der Figuren 
A: 0 % Rotationsanteil der EPK und 
 Scherung (Multiperspektive)
B: 0 % Rotationsanteil der EPK ohne  
 Scherung (Monoperspektive) 
 Es besteht eine starke Ab- 
 weichung der Gesichtsvektoren.
Abbildung 46: Angepasste Orien-
tierung 
A: 100 % Rotationsanteil der EPK 
 und Scherung (Multiperspektive) 
B: 0 % Rotationsanteil der EPK ohne  
 Scherung (Monoperspektive) 
 Es liegt eine optische Äquivalenz 
 hinsichtlich der Gesichtsvektoren 
 vor. 
fasste somit für die multiperspektivische Darstellung 100 bis -100 % Rota-
tionsanteil und für die Monoperspektive 0 bis -200 % Rotationsanteil. Der 
Initialwert der Versuche wurde mit -40 % (Multiperspektive) und -140 % 
(Monoperspektive) festgelegt. Die Figuren werden somit zu Beginn der je-
weiligen Bilddarstellung nicht in Neutralstellung gezeigt. Abbildung 44 fasst 
den parametrischen Aufbau der Evaluationsanwendung zusammen. 
7.2.3 Ablauf 
Die Evaluation bestand aus einer interaktiven Präsentation des Referenzsze-
nenabbildes gekoppelt mit einem Fragebogen. Am direkten Versuch waren 
sowohl der Proband als auch der Versuchsleiter beteiligt. Um eine Vergleich-
barkeit der Ergebnisse zu gewährleisten wurde hierfür ein spezieller Versuchs-
aufbau (Versuchsplatz) konzipiert (siehe Abbildung 47). Die Präsentation der 
zu evaluierenden Abbilder erfolgte auf einem 30 Zoll Apple Cinema HD 
Display, Auflösung von 2560 mal 1600 Pixeln (Bildschirm Proband [B2]). 
Dem Versuchleiter wurde über den zusätzlichen Bildschirm [B1] dieselbe 
Ansicht dargeboten. Der Proband war räumlich sowohl vom Versuchsleiter 
als auch von der Umgebung abgegrenzt (siehe Abbildung 47). Über einen ex-
ternen Zufallsgenerator [Z] erfolgte entsprechend des Versuchkonzeptes eine 
Randomisierung der Versuchsteile. Eine aktive Steuerung des Versuchs ist 
über zwei Mäuse ([M1], [M2]), welche mit dem zentralen Versuchsrechner 
[R] verbunden waren, sowohl für die Probanden als auch den Versuchsleiter 
möglich gewesen. 
Die Aufgabenstellung erfolgte über ein Aufgabenblatt [A], welches der Ver-
suchsleiter dem Probanden je nach Aufgabenteil vorlegte. Die Fragen 1 und 
2 sind jeweils pro Szene (A, B, D, E) gestellt worden, so dass sich eine Anzahl 
von acht zu bearbeitenden Aufgaben ergab. Lediglich die Versuchsfrage wur-
de zusammen mit Szene C nur einmal verwendet, um den Probanden das 
Funktionsprinzip der Anwendung zu verdeutlichen.
Abbildung 47: Skizze Versuchs-
aufbau Vorevaluation
Rechner .................................... [R]
Zufallsgenerator........................ [Z]
Bildschirm Versuchsleiter .......... [B1]
Maus Versuchsleiter .................. [M1]
Aufgabenblatt .......................... [A]
Bildschirm Proband ................... [B2]
Maus Proband .......................... [M2]
A B
A B
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Versuchsfrage
»Drehen Sie die äußeren Würfel solange, bis Sie die roten Seitenflächen das 
erste Mal sehen können!
Wenn Sie sich sicher sind, dass dies der Fall ist, halten Sie den ◊ Schalter 
gedrückt und teilen Sie bitte den angezeigten Wert dem Versuchsleiter mit.«
Frage 1: 
»Drehen Sie die äußeren Figuren so, dass diese Sie direkt anschauen!
Wenn Sie sich sicher sind, dass dies der Fall ist, halten Sie den ◊ Schalter 
gedrückt und teilen Sie bitte den angezeigten Wert dem Versuchsleiter mit.«
Frage 2: 
»Stellen Sie sich vor, dass jeweils rechts und links neben Ihnen eine weitere 
Person sitzt. Drehen Sie die äußeren Figuren so, dass die auf dem Bild rechte 
Figur Ihre rechte Nebenperson und die auf dem Bild linke Figur Ihre linke 
Nebenperson direkt anschaut! 
Wenn Sie sich sicher sind, dass dies der Fall ist, halten Sie den ◊ Schalter 
gedrückt und teilen Sie bitte den angezeigten Wert dem Versuchsleiter mit.«
Die Präsentation des Bildmaterials war zeitlich unbegrenzt. Auf Basis der in 
der Präsentation angezeigten Werte erfolgte die Aufzeichnung der verhaltens-
bezogenen Daten durch den Versuchsleiter. Die zusätzlichen personenbezo-
genen Daten wurden mittels Fragebogen erhoben. Im Gesamtablauf (siehe 
Abbildung 48) stellte sich der Versuch wie folgt dar. Nach der Begrüßung 
erfolgte eine Aufklärung des Probanden entsprechend der Deklaration von 
Helsinki (vgl. [WMA 2008]) über den Zweck der Untersuchung, dem Da-
tenschutz und der damit verbundenen Anonymisierung der Daten sowie der 
Freiwilligkeit der Teilnahme. Im Anschluss füllte der Proband den ersten 
Teil des Fragebogens zu seinen personenbezogenen Daten aus (Frage A bis I) 
und wurde in den Versuchsplatz eingewiesen. Dabei wurde darauf geachtet, 
dass alle Probanden einen ähnlichen Abstand zum Präsentationsbildschirm 
hatten. Nachdem die Versuchsaufgabe (Szene C) gestellt wurde, erfolgte die 
Präsentation der zu untersuchenden Szenen. Die Abfolge der Szenen A, B, D 
und E (vgl. 7.2.2) und deren Kombination mit den Fragen 1 und 2 ist dabei 
durch den Zufallsgenerator vorbestimmt worden. Insgesamt wurden somit 
neun Versuchsaufgaben, das heißt die Versuchsaufgabe sowie in zufälliger 
Reihenfolge die acht zu evaluierenden Aufgaben präsentiert. Nachdem der 
Proband durch Interaktion mit dem System die Figuren entsprechend der 
Aufgabenstellung für sich ausgerichtet hatte, wurde das Ergebnis durch den 
Versuchsleiter festgehalten. Zum Abschluss des Versuches gaben die Proban-
den im zweiten Teil des Fragebogens weitere Auskünfte zu Lösungsstrategien, 
Auffälligkeiten beziehungsweise Referenzpunkten, welche sie für die Lösung 
der Aufgabenstellung angewendet hatten.
Abbildung 48: Versuchsablauf der 
Vorevaluation
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7.2.4 Ergebnisse
Als Ergebnis der Vorevaluation können nach der statistischen Auswertung 
folgende Effekte beobachtet werden.
Korrektur
F(1,17)  = 4369.00
p  < .001
part. η²  = .996
signifikant
Referenzfigur
F(1,17)  = 0.91
p  = .355
part. η²  = .051
nicht signifikant 
Blickrichtung
F(1,17)  = 125.70
p  < .001 
part. η²  = .881
signifikant
Abbildung 49: Haupteffekte der 
Vorevaluation
Haupteffekte
Im Zentrum der Auswertung steht die Manipulation der Ausrichtung der 
Figuren. Diese wird erstens in Abhängigkeit von der Anwendung einer Pers-
pektivischen Korrektur (Scherung und Rotation) auf die Figuren betrachtet, 
zweitens in Abhängigkeit von dem Vorhandensein einer Referenzfigur auf 
der Optischen Achse und drittens abhängig von der instruierten Blickrich-
tung untersucht. Letzteres erfolgt in Unterscheidung der Frage 1 und 2, das 
heißt der Aufgabe, die Figuren entsprechend so zu drehen, dass diese die Pro-
banden ansehen oder parallel einem imaginären Nachbarn zugewandt sind. 
Abbildung 49 stellt die summierten Ergebnisse dar. Im Folgenden werden die 
einzelnen Effekte näher betrachtet. 
Auswirkung der Korrektur auf die vom Probanden eingestellte Rotation 
Abbildung 49 (links) verdeutlicht, dass bei der Betrachtung der unkorrigier-
ten Abbilder zur Lösung der Aufgabe eine signifikant größere Rotation vom 
Betrachter eingestellt wurde als dies für die durch die EPK-korrigierte Szene 
der Fall ist.
Auswirkung des Vorhandenseins einer proportionalen Referenzfigur auf 
die vom Probanden eingestellte Rotation 
Als nicht signifikant erwies sich das Vorhandensein einer Referenzfigur auf 
der Optischen Achse (siehe Abbildung 49 (mitte)). Das Rotationsausmaß 
wird in diesem Versuch kaum durch das Vorhandensein einer zentral po-
sitionierten Figur beeinflusst. Die vom Probanden jeweils bei vorhandener 
und nicht vorhandener Referenzfigur eingestellte Rotation unterscheidet sich 
lediglich minimal.
Auswirkung der einzustellenden Blickrichtung auf die Rotation
Als signifikant erwies sich, dass die Figuren in Abhängigkeit der intendierten 
Blickrichtung unterschiedlich stark rotiert worden sind. Das heißt, abhängig 
von der Aufgabenstellung (Frage 1 oder Frage 2) wurde durchschnittlich ein 
anderer Wert eingestellt (siehe Abbildung 49 (rechts)). 
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Interaktionseffekte
Die Interaktionseffekte spiegeln die einzelnen Haupteffekte wider. Der Un-
terschied zwischen korrigierten und unkorrigierten Figuren erscheint bei ei-
ner geforderten parallelen Blickrichtung (Frage 2) geringfügig stärker (siehe 
Abbildung 50).
Interaktionseffekt
F(1,17)  = 17.33
p   < .001
part. η²  = .505
Abbildung 50: Interaktionseffekte 
der Vorevaluation
7.2.5 Diskussion
Nachdem die Ergebnisse der Untersuchung vorgestellt wurden, soll an dieser 
Stelle eine Bewertung und Diskussion der Ergebnisse erfolgen.
Auswirkung der Korrektur auf die vom Probanden eingestellte Rotation 
Der signifikante Unterschied zwischen unkorrigierten (monoperspektivi-
schen) und korrigierten (multiperspektivischen) Abbildern zeigt, dass beide 
Darstellungsarten die Wahrnehmung der Rotation unterschiedlich beeinflus-
sen. Die Erweiterte Perspektivische Korrektur hat neben der von Franke 
nachgewiesenen Auswirkung auf die Proportionswahrnehmung (vgl. [Franke 
u. a. 2008]) folglich auch einen Einfluss auf die Rotationswahrnehmung. Der 
niedrigere Rotationswert bei den korrigierten Abbildern lässt in diesem Zu-
sammenhang die These zu, dass die Ausrichtung der korrigiert dargestellten 
Figuren bereits näher an der erwarteten Ausrichtung liegt als die der mono-
perspektivischen Darstellung. 
Auswirkung des Vorhandenseins einer proportionalen Referenzfigur auf 
die vom Probanden eingestellte Rotation 
Das Ergebnis dieser Analyse ist überraschend, da im Vorfeld vermutet wurde, 
dass eine proportional korrekt dargestellte Referenzfigur, wie diese sowohl im 
multiperspektivischen als auch im monoperspektivischen Abbild vorhanden 
war, einen größeren Einfluss auf die Bewertung der Orientierung hat. 
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In der Nachbefragung merkten einige Probanden an, dass sie sich neben den 
Köpfen inbesondere an den Füßen der Figuren (anstatt der Referenzfigur) 
orientiert haben: 
„[…] zusätzlich habe ich die Positionierung der Füße beachtet […]“
„[…] auf die Ausrichtung der Füße geschaut […]“
Dabei ist insbesondere ein Missverhältnis zwischen der Orientierung des 
Kopfes und der Füße beschrieben worden:
„[…] Position der Füße ist merkwürdig […]“
„[…] Verzerrungen im Fußbereich sehr stark teilweise (irritierend) […]“
„[…] die Füße in Bezug zum Boden relativ verkrümmt […]“
„[…] Die Position der Füße stimmt meistens nicht und sie wirken verzerrt […]“
Auswirkung der einzustellenden Blickrichtung auf die Rotation
Die Signifikanz dieser Betrachtung liegt innerhalb der Erwartung. Bei der 
Aufgabenstellung die Figuren so zu rotieren, dass diese den Probanden an-
sehen, wurde erwartungsgemäß ein geringerer Rotationswinkel eingestellt, 
während bei der Aufgabe diese auf virtuelle Nachbarn auszurichten ein grö-
ßerer Winkel bevorzugt wurde. Dies liegt darin begründet, dass bereits von 
der räumlichen Konstellation aus ein geringerer Winkel notwendig ist, um 
eine direkte Ausrichtung der Figur zum Betrachter hin zu erreichen.
Proportionswahrnehmung 
Als weiteres Ergebnis können auch die von der Forschungsgruppe um Fran-
ke beobachteten Effekte festgestellt werden (vgl. [Franke u. a. 2008], [Yan-
kova und Franke 2008]). Eine Vielzahl der Probanden gab in der Nachbefra-
gung an, Verzerrungen festgestellt zu haben:
„[…] manche sahen unförmig, zu dick aus […]“
„[…] wo jeweils die äußeren Figuren mal dünn, dick auch normal waren […]“
„[…] teilweise waren die äußeren Figuren in der Breite verzerrt […]“
Dies liegt zum Teil auch darin begründet, dass bei den Probanden Experten-
wissen auf dem Gebiet der Wahrnehmungskonformität vorlag und dadurch 
eine höhere Aufmerksamkeit für Proportionsänderungen bestand.
Einschränkungen
Für eine Verallgemeinerung der Ergebnisse müssen bestimmte Einschrän-
kungen getroffen werden. Zum einen war die Probandengruppe wie bereits 
angesprochen sehr homogen, was das Arbeitsfeld und die Vorkenntnisse be-
trifft (vgl. 7.2.1, siehe Abbildung 42 A). Zum anderen waren die Freiheitsgra-
de der Rotation auf einen bestimmten diskreten Wertebreich begrenzt. Somit 
können für Zwischenwerte und Ausrichtungen außerhalb des Parameterbe-
reiches nur bedingt Aussagen getroffen werden. Als weiteres muss die Beson-
derheit der Parameterverschiebung (vgl. 7.2.2) berücksichtigt werden. Diese 
Verschiebung und insbesondere die Nutzung der Prozentwerte der EPK als 
Referenzparameter erlauben nur bedingt einen direkten Vergleich der Ver-
fahren. 
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7.2.6 Fazit
Aus der Vorevaluation sind bezogen auf die Probandengruppe folgende 
Schlussfolgerungen ableitbar: 
  Das Vorhandensein eines Referenzobjektes auf der Optischen Ach-
se ist für die Wahrnehmung der Ausrichtung irrelevant, da sich 
keine signifikanten Unterschiede zwischen den Abbildern mit und 
ohne zentraler Referenzfigur aus den Messwerten ergeben (siehe 
7.2.4).
  Die EPK hat neben der Proportionsbeeinflussung auch Auswir-
kungen auf die Wahrnehmung der Orientierung. Diese These wird 
durch den gemessenen Unterschied zwischen den eingestellten 
Ausrichtungen der korrigierten und unkorrigierten Abbildern be-
stärkt (siehe 7.2.4). 
  Die EPK-Lösung ist wahrnehmungskonformer, da in Summe eine 
geringere Abweichung bei paralleler und zentrierter Ausrichtung 
festzustellen ist (siehe 7.2.4).
Daraus ergeben sich für die folgende Studie konkretere Fragestellungen sowie 
ein verändertes Studiendesign. Im Detail sind die nachfolgenden Punkte zu 
berücksichtigen:
  Für eine genauere Analyse der Orientierung ist der Rotationsanteil 
der EPK getrennt von der Scherung zu betrachten. Dementspre-
chend muss eine Untersuchung lediglich mit gescherten Objekten 
anstatt vollständig EPK-korrigierten Objekten bei gleicher Ausrich-
tung (wie bei der Monoperspektive) im Raum erfolgen.
  Es ist eine genauere Erfassung der wahrgenommenen Ausrichtung 
anzustreben. Dies betrifft die gegebene Aufgabenstellung, die Auf-
lösung der Eingabeparameter und die Erhebung der Resultate. 
7.2.7 Zusammenfassung
Insgesamt deutet die Analyse der Ergebnisse der 18 Probanden zum einen auf 
eine orientierungsbeinflussende Wirkung der Vollständigen EPK hin. Zum 
anderen hat eine Referenz auf der Optischen Achse keinen Einfluss auf die 
Ergebnisse. Für die nachfolgenden Untersuchungen sind eine genauere Da-
tenerhebung sowie die Trennung von Scherung und Rotation notwendig, um 
eine Präzisierung der Ergebnisse zu erreichen. 
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7.3 Studie 1 (Hörsaalstudie)
Aufbauend auf den Erkenntnissen und Schlussfolgerungen aus der Vorevalu-
ation wurde eine Folgestudie konzipiert. Analog zur Beschreibung der Vore-
valuation wird die Probandenstruktur beschrieben (7.3.1), das Versuchsma-
terial vorgestellt (7.3.2) und der Ablauf erläutert (7.3.3). Im Anschluss daran 
werden die Ergebnisse dokumentiert (7.3.4) und diskutiert (7.3.5). Abschlie-
ßend erfolgt ein Fazit (7.3.6) und eine Zusammenfassung (7.3.7).
7.3.1 Teilnehmer
An der Studie nahmen 24 Probanden (83,3 % männlich, 16,7 % weiblich) 
teil. Der Altersbereich der Teilnehmer reichte von 20 bis 29 Jahren (Alters-
median: 24 Jahre). Eine Übersicht der erhobenen kumulierten Daten zu den 
Probanden gibt die Abbildung 51. Anzumerken ist, dass die Probanden sämt-
lich Studierende waren, ein Großteil davon Studierende der Medieninforma-
tik. Hervorzuheben ist weiterhin, dass circa 92 % der Probanden angaben, 
über wesentliche Kenntnisse zur Computergrafik zu verfügen. Ein Hauptteil 
der Probanden verortete sich in den zentralen Bereichen hinter der Präsentati-
on (Sitzsektoren 2 und 5 siehe Abbildung 52). Von den 24 Probanden gab ein 
Teilnehmer an, nicht über räumliche Sehfähigkeiten zu verfügen.
Abbildung 51: Probandenstruktur 
der Hörsaalstudie
A B
C D
E F
A: Anzahl der Probanden
B: Studienrichtung oder Abschluss
C: Präferenz Fotografieren
D: Präferenz Computerspiel 
E: Kenntnisse Computergrafik
F: Präferenz Zeichnen
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Abbildung 52: Verteilung der  
Probanden in den Sitzsektoren
Sitzsektorenverteilung siehe  
Abbildung 56
7.3.2 Versuchsmaterial
Als Versuchsmaterial wurden 48 Abbilder basierend auf der bereits in der 
Vorevaluation verwendeten Referenzszene erstellt. Lediglich der Kameraöff-
nungswinkel wurde auf 110 Grad verkleinert. Die Figuren F1 und F2 sind 
immer mit einem identischen Rotationswinkel versehen. Dabei wurden die 
Winkel -30, 0, 30 und 60 Grad verwendet. Abbildung 54 skizziert den Auf-
bau der Versuchsanwendung. 
Um eine breitere Datenbasis zur Bestimmung möglicher Effekte zu haben, 
sollte es zu jeder Rotationsausrichtung der Figuren F1 und F2 mehrere Ab-
bilder geben. Dies wurde durch die Einbeziehung der Figur F3 als Variati-
onsgeber erzielt. Figur F3 wurde pro Ausrichtung der Figuren F1 und F2 
jeweils mit einem Rotationswinkel von -30, 0, 30 und 60 Grad versehen. 
Somit ergeben sich für jede der vier Ausrichtungen von F1 und F2 vier Ab-
bilder in denen F3 variiert, insgesamt 16. Die Kombinationen wurden jeweils 
als monoperspektivisches, multiperspektivisches Abbild sowie als Foto* aus-
geführt, so dass in Summe 48 zu evaluierende Abbilder verfügbar sind (siehe 
Abbildung 53). Multiperspektivisch bedeutet für diese Untersuchung, dass 
von den EPK-Bestandteilen Rotation und Scherung, nur die Scherung auf die 
bereits entsprechend der Originalausrichtungen gedrehten Figuren angewen-
det wurde. Abbildung 55 zeigt exemplarisch die drei verschiedenen Abbilder 
für die Parameterwahl F1 = 0 Grad, F2 = 0 Grad und F3 = 0 Grad. 
Abbildung 53: Winkel- und Darstel-
lungskombination der Hörsaalstudie
Zusätzlich existieren vier Versuchsabbilder in denen die Figuren F1 bis F3 
mit Rotationswinkeln versehen sind, die nicht den zu Untersuchenden ent-
sprechen. Zur Darbietung der Abbilder wurde eine Präsentation auf Basis von 
Adobe Flash® verwendet. Diese zeigt die Abbilder in einer vorher festgelegten 
zufälligen Reihenfolge an, wobei die vier Testabbilder zum Start des Versu-
ches gezeigt werden. Zwischen den einzelnen Abbildern werden vor einem 
neutralen Hintergrund jeweils die Abbildnummer sowie die Aufgabenstel-
lung »Zeichnen Sie die Blickrichtung der Figuren in das Schema ein« präsen-
tiert. Die Dauer der Anzeige beträgt bei den Testabbildern 45 Sekunden. Die 
zu evaluierenden Abbilder werden 30 Sekunden präsentiert. Die Zwischen-
bilder mit der Aufgabenstellung dauern 8 Sekunden (15 Sekunden bei den 
Testabbildern).
* Nikon D40, 18 mm Brennweite, 
1280 × 851 Pixel, 300 dpi, ISO-800
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Untersuchte Figuren ................. F1, F2
Variationsfigur .......................... F3
Horizontlinie ............................. [Ho]
Sagittallinie ............................... [Sa]
Hauptpunkt .............................. [H]
Abbildung 54: Aufbau der Versuchs-
szene
Abbildung 55: Beispielabbildungen 
des Studienmaterials
0 Grad Originalausrichtung der 
Figuren F1, F2 und F3
A: Monoperspektive Foto 
B: Monoperspektive CG
C: Multiperspektive CG
7.3.3 Ablauf
Die Studie wurde im Hörsaal E23 der Fakultät Informatik der Technischen 
Universität Dresden durchgeführt. Der Sitzbereich der Probanden war in 9 
Sektoren [S] geteilt (siehe Abbildung 56). Die Präsentation des Evaluations-
materials erfolgte dabei durch einen Beamer [B], der das entsprechende Bild 
B
C
A
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[P] an die Wand projizierte. Der Versuchsrechner [V] wurde durch den Ex-
perimentleiter bedient. 
Zu Beginn des Versuches erfolgte die Begrüßung. Dem folgend fand eine 
Aufklärung der Probanden zum Zweck der Untersuchung, dem Datenschutz 
sowie der Freiwilligkeit der Teilnahme statt (vgl. 7.2.3).
Als nächstes wurden die Probanden aufgefordert, die personenbezogenen Da-
ten auf dem Fragebogen (Fragen A bis I) zu beantworten. Im Anschluss wur-
de durch den Versuchsleiter die Aufgabenstellung »Zeichnen Sie die Blick-
richtung der Figuren in das Schema ein!« vorgestellt und das Einzeichnen der 
Ergebnisse in das vorgegebene Schema (siehe Abbildung 57) an Hand eines 
Beispiels demonstriert. 
Es folgten die vier Testaufgaben (Aufgabe 1 bis 4) und die eigentliche Erhe-
bung der Daten (Frage 5 bis 52). Danach sollten die Probanden zusätzliche 
Auskünfte zu Lösungsstrategien und Auffälligkeiten geben. Damit wurde der 
Versuch abgeschlossen. Abbildung 58 skizziert den Gesamtablauf des Ver-
suchs. 
Abbildung 56: Sektoreneinteilung 
und räumlicher Aufbau des Versuchs
Beamer ..................................... [B] 
Projektionsfläche ...................... [P]
Sitzsektoren.............................. [S]
Versuchsrechner ....................... [V]
Abbildung 57: Evaluationsschema 
Abbildung 58: Versuchsablauf der 
Hörsaalstudien
7.3.4 Ergebnisse
Zur Feststellung von signifikanten Effekten wurde die Abweichung zwischen 
der wahrgenommenen und der tatsächlichen Ausrichtung der Figur unter-
sucht. Dabei stehen die Abhängigkeit der Ausrichtungsabweichung von der 
tatsächlichen Ausrichtung, von der Lage der Figur bezüglich der optischen 
Achse sowie das Abbildungsverfahren (Medium) im Mittelpunkt. Abbildung 
59 fasst die Ergebnisse dieser Analyse zusammen. Festzustellen ist, dass so-
wohl die originale Ausrichtung der Figur als auch das Medium einen Einfluss 
auf die Ausrichtungswahrnehmung hat. Die Position der Figur im Bildraum 
hatte in diesem Versuch jedoch keinen signifikanten Einfluss. Die nachfol-
gende Detailanalyse der Haupteffekte wurde nach zwei Gesichtspunkten 
(Betrachtungsweisen) ausgeführt.
1. Betrachtung
In der ersten Betrachtung wird als Grundlage der Analyse die wahrgenom-
mene Ausrichtungsabweichung verwendet, das heißt die berechnete Diffe-
renz zwischen der ursprünglich in der Szene eingestellten Ausrichtung und 
dem durch die Probanden angegebenen Ausrichtungswert. 
2. Betrachtung
In der zweiten Betrachtung wird die absolut bestimmte, wahrgenommene 
Ausrichtung als Basis der Untersuchung benutzt. Damit werden die direkt 
von den Probanden angegebenen Werte in die Betrachtung mit einbezogen.
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Die Vorteile in einer differenzierten Betrachtung der Ergebnisse bestehen 
darin, dass zum einen eine direkte Analyse der Unterschiede (der Ausrich-
tungsabweichung) in Bezug auf die weiteren Einflussfaktoren möglich ist. 
Zum anderen erlaubt die zweite Betrachtung eine direkte Untersuchung der 
Qualität der Winkel, beispielsweise in welchen Größenordnungen sich diese 
absolut bewegen.
7.3.4.1 Auswertung 1. Betrachtung
Abbildung 59 fasst die Ergebnisse der ersten Betrachtung des Haupteffektes 
zusammen. Im Folgenden werden die einzelnen Bestandteile betrachtet.
Ausrichtung in Grad
F(3,69)  = 22.86
p   < .001 
part. η²  = .498
ε   = .688
Position der Figur
F(1,23)  = 3.07 
p   = .092
Medium
F(2,46)  = 171.77
p   < .001
part. η²  = .882
Abbildung 59: Haupteffekte  
(1. Betrachtung)
Auswirkung der Originalausrichtung auf die Ausrichtungsabweichung 
(siehe Abbildung 59 links)
Im Versuch zeigt sich, dass in Summe die negativen Winkelwerte (-30 Grad) 
eine positive Abweichung besitzen. Während die positiven Winkelwerte eine 
negative Abweichung haben. Auffällig ist, dass der Originalwinkel von 0 
Grad mit einer sehr geringen Abweichung verbunden ist. Das Ergebnis des 
Versuchs mit dem Winkel von 30 Grad zeigt ebenfalls nur eine im Vergleich 
zu -30 Grad geringe Abweichung. 
Auswirkung der Lage (Position) der Figur auf die Ausrichtungs-
abweichung (siehe Abbildung 59 mitte)
Die Lage der Figur hat keinen signifikanten Einfluss auf die Abweichung der 
wahrgenommenen Ausrichtung.
Auswirkung des Mediums auf die Ausrichtungsabweichung  
(siehe Abbildung 59 rechts)
Das zur Visualisierung verwendete Verfahren hat einen Einfluss auf die wahr-
genommene Ausrichtung. Während die Verfahren mit reiner Zentralprojekti-
on (computergrafische Monoperspektive (Mono) und Fotografie (Foto)) eine 
negative Abweichung aufweisen, zeigt das multiperspektivische Verfahren 
der EPK als Resultat eine Abweichung im positiven Bereich. 
7.3.4.2 Auswertung 2. Betrachtung
Abbildung 60 zeigt eine verwandte Auswertung des Haupteffektes bei dem 
die absoluten subsumierten Werte dargestellt sind. In dieser Übersicht wird 
die wahrgenommene Ausrichtung in Beziehung zu den bereits genannten 
Faktoren Originalausrichtung, Lage und Medium gesetzt.
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Ausrichtung in Grad
F(3,69)  = 1352.09 
p   < .001
part. η²  = .983 
ε   = .544 
Position der Figur
F(1,23)  = 7.82
p   = .010
part. η² = .254
Medium
F(2,46)  = 331.43
p   < .001
part. η² = .935
Abbildung 60: Haupteffekte  
(2. Betrachtung)
7.3.4.3 Detailanalyse Interaktionseffekte
Die Interaktionseffekte zwischen jeweils zwei Faktoren der ersten Betrach-
tung werden in Abbildung 61 veranschaulicht. Mit Hilfe dieser Darstellung 
ist es möglich, die Auswirkung einzelner Einflussgrößen getrennt zu betrach-
ten.
Auswirkung der Originalausrichtung auf die Ausrichtungsabweichung 
differenziert nach Medium (siehe Abbildung 61 links)
Während bei -30 Grad Originalausrichtung die EPK leicht negativ abweicht 
und bei der fotografischen Darstellung kaum eine Abweichung zu beobach-
ten ist, weicht die monoperspektivische Darstellung in Summe um 10 Grad 
in positiver Drehrichtung ab. Im Gegensatz dazu ist die Abweichung bei den 
weiteren untersuchten Originalausrichtungen (0, 30, 60 Grad) bei der EPK 
zum einen positiv und zum anderen vom Betrag ähnlich hoch. Ein genau 
invertiertes Bild zeigt die Monoperspektive, die in diesem Bereich negative 
Abweichungswerte aufzeigt. Die festgestellte Abweichung der fotografischen 
Abbilder fällt im Gegensatz dazu mit zunehmender Drehung in positive 
Richtung kontinuierlich ab. 
Auswirkung der Originalausrichtung auf die Ausrichtungsabweichung 
differenziert nach Position (siehe Abbildung 61 rechts)
Die subsumierte Ausrichtungsabweichung ist bei Figur F1 jeweils größer als 
bei Figur F2. Die Richtung der Abweichung ist abhängig von der Origi-
nalausrichtung. Ist die Originalausrichtung negativ, so ist die Abweichung 
jeweils positiv, ist diese positiv, so ist die Abweichung jeweils negativ.
Auswirkung der Figurposition auf die Ausrichtungsabweichung 
differenziert nach Medium (siehe Abbildung 61 mitte)
Generell kann konstatiert werden, dass die Abweichungen der lateral posi-
tionierten Figur F1 in allen Medien größer sind als die der Figur F2 in der 
Bildmitte (nahe dem Hauptpunkt des Bildes).
Abbildung 62 zeigt die Auswertung der Daten bezüglich der zweiten Be-
trachtungsweise. In dieser Darstellung wird offensichtlicher, dass zwischen 
monoperspektivischer Darstellung und EPK-Darstellung eine fast konstante 
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Ausrichtung in Grad
F(3,138)  = 70.00
p   < .001 
part. η²  = .753
Position der Figur
F(2,46)  = 102.13 
p   < .001 
part. η²  = .816
Ausrichtung in Grad
F(3,69)  = 8.92
p   = .001
part. η²  = .279
ε  = .586
Abbildung 61: Interaktionseffekte  
(1. Betrachtung)
Differenz untereinander besteht. Dies gilt ebenfalls für die Betrachtung der 
wahrgenommenen Ausrichtung in Abhängigkeit von Originalausrichtung 
und Lage der Figur. Die Diagramme der ersten und zweiten Betrachtungs-
weise stehen in einem direkten Zusammenhang. Die in der zweiten Betrach-
tungsweise in den Diagrammen eingezeichneten Gerade der Idealwerte (siehe 
Abbildung 62) sind äquivalent zur horizontalen Koordinatenachse der Dia-
gramme der ersten Betrachtungsweise.
Ausrichtung in Grad
F(6,138)  = 35.07
p   < .001
part. η²  = .604
ε  = .700
Position der Figur
F(2,46)  = 221.19
p   < .001 
part. η²  = .906
ε   = .805
Ausrichtung in Grad
F(3,69)  = 5.96
p   = .040
part. η²  = .206 
ε   = .544
Abbildung 62: Interaktionseffekte 
(2. Betrachtung)
Interaktion aller Faktoren
Am aussagekräftigsten ist die Betrachtung der Interaktionen zwischen allen 
Effekten (siehe Abbildung 63). Die Analyse der ersten Betrachtungsvariante 
zeigt, dass insbesondere für die zentral positionierte Figur F2 in allen Me-
dien eine geringe Abweichung zur Originalausrichtung besteht (Ausnahme 
Fotografie 60 Grad). Ein bemerkenswerter Effekt ist zum einen das gegen-
läufige Verhalten von Monoperspektive und EPK, was die Richtung der Ori-
entierungsabweichung betrifft. Zum anderen besteht eine Abhängigkeit der 
Orientierungsrichtung innerhalb der beiden Verfahren von der Originalaus-
richtung. Es findet ein Wahrnehmungswechsel statt. So wird bei der Mo-
noperspektive bei negativer Ausgangsorientierung der Figur der eigentliche 
Winkel überschätzt, während bei positiver Ausgangsorientierung der Winkel 
Interaktionseffekt
F(6,138)  = 77.48
p   < .001
part. η² = .771
Abbildung 63: Interaktion zwischen 
allen Effekten (1. Betrachtung)
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Interaktionseffekt
F(6,138) = 3.367
p   = .004
part. η²  = .128
Ausrichtung der Figur in Grad Ausrichtung der Figur in Grad Ausrichtung der Figur in Grad
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Abbildung 64: Interaktion zwischen 
allen Effekten (2. Betrachtung)
unterschätzt wird. Bei der EPK verhält sich dieses, wie bereits angesprochen, 
umgekehrt. Bei negativer Ausgangsorientierung der Figur wird der eigent-
liche Winkel unterschätzt, während bei positiver Ausgangsorientierung der 
Winkel überschätzt wird.
Die Darstellung der gesamten Interaktionseffekte der zweiten Betrachtung 
(siehe Abbildung 64) zeigt insbesondere den geringeren Einfluss der Origi-
nalausrichtung auf Figur F2 über alle Medien hinweg deutlicher. Die Werte 
liegen nahe an den Idealwerten, das heißt nahe der Gleichheit von originalen 
Ausrichtungswinkeln und wahrgenommener Ausrichtung. Darüber hinaus 
ist eine ähnlich starke Abweichung zwischen den wahrgenommenen Ausrich-
tungswerten der Figuren F1 und F2 über alle Originalausrichtungen festzu-
stellen.
Zur besseren Anschaulichkeit werden nachfolgend die Ergebnisse aus Abbil-
dung 64 im Kontext der zugrunde liegenden Szene dargestellt. Dadurch wird 
besonders die Abweichung der Wahrnehmung bezogen auf die betrachtete 
Figur und das Darstellungsmedium ersichtlich. 
Abbildung 65 (A) zeigt die Auswertung für die um -30 Grad rotierten Figu-
ren. Die im Versuch wahrgenommene Ausrichtung der Figur F1 weicht in 
der monoperspektivischen Darstellung stark (in Rotationsrichtung) von der 
Originalausrichtung ab. Die Rotation wird im Vergleich zur tatsächlich in 
der Szene vorhandenen Figurausrichtung im Abbild überschätzt. Die EPK-
korrigierte Ausrichtung weicht zwar auch von der Originalausrichtung ab, 
jedoch in geringerem Ausmaß. Am auffälligsten ist jedoch, dass die Abwei-
chung entgegengesetzt zur monoperspektivischen Darstellung ist. Das heißt 
konkret, es wird ein geringerer Rotationswinkel wahrgenommen. Die Aus-
richtung wird unterschätzt.
Im Gegensatz dazu zeigt die Auswertung der Ergebnisse für Figur F2 ein we-
niger differenziertes Bild. Die Ausrichtungsabweichung ist bei allen Medien 
gering.
Die Analyse der Figurausrichtung von 0 Grad zeigt, dass bei Figur F2 ledig-
lich eine minimale Abweichung zu erkennen ist (siehe Abbildung 65 (B)). 
Dagegen weichen wie schon bei der -30 Grad Ausrichtung bei Figur F1 die 
wahrgenommenen Winkel bei der Monoperspektive und der EPK von der 
Originalausrichtung ab. Die Abweichung ist bei den EPK-korrigierten Figu-
ren vom Betrag her stärker, als die der monoperspektivischen Darstellung, 
wobei die Richtung der Abweichung in diesem Versuch ebenfalls gegenläu-
fig ist (siehe Abbildung 65 (B)). Eine Über- oder Unterschätzung kann auf 
Grund der definierten Neutralstellung der Figur bei der 0 Grad Ausrichtung 
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Abbildung 65: Ausrichtungsvergleich 
nicht festgelegt werden. Jedoch ist zu vermerken, dass die korrigierten Figu-
ren mehr zum Betrachter hin ausgerichtet wahrgenommen werden, während 
die monoperspektivisch dargestellten Figuren für den Betrachter scheinbar 
mehr abgewandt sind. Dies ist ähnlich dem in der Analyse der bei -30 Grad 
auftretenden Effekten der Über- und Unterschätzung.
Ein analoges Bild zeichnet die Analyse der 30 Grad Ausrichtung, jedoch wird 
im Vergleich zur -30 Grad Ausrichtung bezogen auf die Drehrichtung in 
dieser Konstellation die Rotation der Figur F1 im EPK-korrigierten Abbild 
Idealwerte
Mono
Foto
EPK
Vergleich der zusammengefassten 
Ausrichtungsabweichungen der 
Figuren F1 und F2.
A: Ausrichtung -30 Grad
B: Ausrichtung 0 Grad
C: Ausrichtung 30 Grad
D: Ausrichtung 60 Grad
A
B
C
D F1 F2 F3
F1 F2 F3
F1 F2 F3
F1 F2 F3
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überschätzt, die Ausrichtung in der monoperspektivischen Darstellung dage-
gen unterschätzt (siehe Abbildung 65 (C)). Für die Figur F2 ist dagegen, wie 
bereits bei der -30 Grad Ausrichtung festgestellt, die Abweichung bei allen 
Medien gering. Diese vollzieht sich zudem auch in die gleiche Richtung. Der 
beobachtete Effekt zeigt sich ebenfalls bei der 60 Grad Ausrichtung (Abbil-
dung 65 (D)). 
Bisher wurde das Medium Foto von den Betrachtungen weitestgehend aus-
genommen. Die Analyse ergibt, dass bis auf die 60 Grad Ausrichtung, jeweils 
eine geringere Abweichung zur Originalausrichtung als bei der monoperspek-
tivischen Abbildung zu verzeichnen ist. Die Abweichungsrichtung ist jedoch 
mit der Orientierungsrichtung des monoperspektivischen Abbildes der Figur 
F1 identisch. Die Ausrichtung 60 Grad stellt bezogen auf diesen Versuch 
einen Sonderfall dar, da die Orientierung der Figur F1 und F2 im Gegensatz 
zu den anderen Ausrichtungen stark abweicht (vgl. Abbildung 65 (A), (B), 
(C), (D)).
Lösungsstrategien
Zusätzlich zu den eigentlichen Ausrichtungen wurden die Probanden nach 
ihren Strategien zur Lösung der jeweiligen Aufgabe befragt (vgl. 7.3.2 und 
14.2). Die Frage war bezüglich der für die Ausrichtungsbestimmung relevan-
ten Figurbestandteile und der Referenz für die Orientierung unterteilt. Abbil-
dung 66 fasst die Ergebnisse zusammen, wobei Mehrfachnennungen möglich 
waren. Bei den Figurbestandteilen dominieren die Füße und der Kopf als 
Referenz. Bei der räumlichen Referenz überwiegen der Virtuelle Raum und 
andere Figuren als Bezugspunkt, den die Probanden angegeben haben. 
Abbildung 66: Übersicht Lösungs-
strategien und Orientierungshilfen 
(Hörsaalstudie) 
A: Welchen Teil der Figur haben Sie 
 zur Bestimmung der Richtung am  
 häufigsten herangezogen?
B:  Woran haben Sie sich zur  
 Richtungsbestimmung am  
 häufigsten orientiert?A B
7.3.5 Diskussion
In diesem Abschnitt erfolgt eine Bewertung und Diskussion der Ergebnisse 
der 2. Studie. Dies soll analog zur Diskussion der Vorevaluation (vgl. 7.2.5) 
aufgeschlüsselt nach den Zusammenhängen der Effekte erfolgen, die in 7.3.4 
vorgestellt wurden. Begonnen wird mit einer Bewertung der Haupteffekte. 
Für die nachfolgenden Ausführungen ist zu beachten, dass mit »EPK-kor-
rigiert« im Falle dieser Untersuchung, lediglich die Anwendung der EPK-
Scherung auf ein bereits gedrehtes Objekt gemeint ist, im Gegensatz zur Voll-
ständigen EPK-Anwendung mit Scherung und Rotation.
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Auswirkung der Originalausrichtung auf die Ausrichtungsabweichung
Die in 7.3.4 festgestellte Ausrichtungsabweichung konkretisiert die Erkennt-
nisse aus der Vorevaluation (vgl. 7.3.4, 7.2.5). Bereits die, aus den monoper-
spektivischen und multiperspektivischen Versuchsteilen zusammengefassten 
Werte zeigen eine Differenz zur ursprünglich in der Szene eingestellten Aus-
richtung (siehe Abbildung 59). Dies ist eine Bestätigung der Feststellung aus 
7.2.5, dass sowohl die monoperspektivische als auch die multiperspektivische 
Darstellung die Wahrnehmung beeinflussen. Nachfolgend kann diesbezüg-
lich der einzelnen Darstellungsarten weiter differenziert werden. Darüber hi-
naus ist eine entscheidende Feststellung, dass die Richtung der wahrgenom-
menen Ausrichtungsdifferenz in Summe von der in der Szene vorhandenen 
Ausrichtung abhängig ist. Im negativen Bereich konnte zusammengefasst 
eine positive Abweichung gemessen werden, im positiven Bereich wurde eine 
negative Abweichung festgestellt (siehe Abbildung 59). Dies zeigt sich auch in 
den absoluten Werten der zweiten Betrachtung (Abbildung 60). Auf Grund-
lage dieser essentiellen Erkenntnis ist zu prüfen in wie weit dies zur Opti-
mierung der Ergebnisse in ein Korrekturverfahren einbezogen werden muss.
Auswirkung der Lage (Position) der Figur auf die Ausrichtungsabweichung
Die zusammengefasste Betrachtung der Abhängigkeit der Ausrichtungsab-
weichung von der Lage der Figur (lateral oder zentral zum Hauptpunkt des 
Bildes) ergab keine signifikaten Unterschiede (vgl. 7.3.4). Für das Orientie-
rungsproblem erlaubt dies die These, dass im Gegensatz zum Proportions-
problem die Lage der Figur bei einer Korrektur nur eine untergeordnete Be-
deutung hat.
Auswirkung des Mediums auf die Ausrichtungsabweichung
In Summe gesehen, besteht die Besonderheit der Ergebnisse in der Feststel-
lung, dass die Mono- und die Multiperspektive sich in der Richtung der Ori-
entierungsabweichung diametral unterscheiden. Während die monoperspek-
tivische Darstellung und die fotografische Darstellung der Szene mit einer 
Unterschätzung (negative Ausrichtungsabweichung) verbunden sind, zeigt 
das Ergebnis bei der korrigierten multiperspektivischen Darstellung in Sum-
me eine Überschätzung. Dabei ist die Ausrichtungabweichung vom Betrag 
her bei den EPK-korrigierten Bildern auch größer. Dies steht der These ent-
gegen, dass die Korrektur ein wahrnehmungskonformeres Bild erzeugt. Da 
es sich allerdings um zusammengefasste Werte für die Abweichung, also so-
wohl über alle Ausrichtungen und Positionen handelt, kann dieses Ergebnis 
nicht verallgemeinert werden. Eine Betrachtung der Interaktionseffekte kann 
in diesem Zusammenhang ein differenziertes Bild zeigen und detailliertere 
Hinweise auf für eine Korrektur zu berücksichtigende Effekte geben. Ein für 
die weitere Betrachtung untergeordnetes Ergebnis ist die Feststellung, dass 
sich die computergrafische monoperspektivische Darstellung vom Betrag der 
Ausrichtungsabweichung des Fotos unterscheidet. In diesem Versuch ist das 
computergrafische Bild bezüglich der Orientierungswahrnehmung nicht fo-
torealistisch. 
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Auswirkung der Originalausrichtung auf die Ausrichtungsabweichung 
differenziert nach Medium
Die in 7.3.4 festgestellten Interaktionseffekte sind besonders interessant, da 
diese eine Anomalie aufweisen. Im Gegensatz zur bisherigen These zeigt sich, 
dass die Ausrichtungsabweichung bei monoperspektivischer und korrigierter 
multiperspektivischer Darstellung sich entgegengesetzt verhalten. Darüber 
hinaus findet im Bereich der Neutralausrichtung eine Umkehr der Abwei-
chungsrichtungen statt (siehe Abbildung 61). Praktisch gesehen bedeutet 
dies, dass die Ausrichtung der im Versuch in den negativen Winkelbereich 
gedrehten Figuren bei den monoperspektivischen Abbildern überschätzt und 
bei den multiperspektivischen Abbildern unterschätzt wurden. Genau in-
vertiert verhält es sich bei den in den positiven Bereich gedrehten Figuren. 
Die Ausrichtung wird in den monoperspektivischen Abbildern unterschätzt 
und bei den multiperspektivischen Abbildern überschätzt. Auch an dieser 
Stelle zeigt sich eine Disparität zwischen dem monoperspektivischen Abbild 
und dem fotografischen Abbild. Während bei -30 Grad der Werte der Aus-
richtungswahrnehmung des Fotos im Gegensatz zum monoperspektivischen 
computergrafischen Bild nah am EPK-korrigierten computergrafischen Ab-
bild liegt (siehe Abbildung 61), so zeigt sich bei 0 und 30 Grad ein anderes 
Verhalten. In diesem Fall befinden sich die gemessenen Werte in der Nähe 
der Ergebnisse, welche bei den monoperspektivischen computergrafischen 
Abbildern bestimmt wurden und weichen stark von den Werten der EPK-
korrigierten computergrafischen Abbilder ab (siehe Abbildung 61). Die für 
60 Grad ermittelten Werte differieren vollständig von denen der Mono- und 
Multiperspektive.
Auswirkung der Originalausrichtung auf die Ausrichtungsabweichung 
differenziert nach Medium
Im Gegensatz zu der Schlussfolgerung aus den Haupteffekten zum Einfluss 
der Figurposition zeichnet sich in den Interaktionseffekten ein differenzier-
teres Bild. Zum einen zeigt sich eine gesamtheitliche Unterschätzung der 
Ausrichtung der lateralen Figur F1 in den monoperspektivischen Abbildern. 
Zum anderen ist auch an dieser Stelle ein gegensätzliches Verhalten bei der 
Wahrnehmung der korrigierten multiperspektivischen Darstellungen fest-
zustellen, welches sich in einer (in Summe gesehenen) Überschätzung aus-
drückt. Dies kann aber lediglich für die laterale Figur festgestellt werden. 
Für die zentral und damit in diesem Bild nahe am Hauptpunkt des Bildes 
befindliche Figur F2 ist ein derartiges Verhalten nicht zu beobachten. Die 
Ausrichtungsabweichung ist für die monoperspektivischen Abbilder und die 
multiperspektivischen Abbilder nahezu identisch. Es kann für diesen Versuch 
eine Abhängigkeit zwischen Figurposition und Ausrichtungswahrnehmung 
geschlussfolgert werden. Auffällig ist weiterhin eine stärkere Differenz zwi-
schen den Werten der EPK und der Monoperspektive und denen des Fotos. 
Auswirkung der Originalausrichtung auf die Ausrichtungsabweichung 
differenziert nach Position 
In der Summierung der Ausrichtungsabweichung über alle Medien hinweg 
zeigen sich für die zwei ausgewerteten Positionen F1 (lateral) und F2 (zentral) 
je nach Originalausrichtung unterschiedliche Effekte. Bei -30 Grad Original-
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ausrichtung ist die Ausrichtungsabweichung bei Figurposition F2 geringer 
als bei F1. Das heißt, die Fehleinschätzung in diesem Versuch war für die 
zentrale Position geringer als für die Laterale. Von der Richtung der Ausrich-
tungsabweichung aus betrachtet, findet eine Abweichung in positiver Dreh-
richtung statt. Für die Abbilder mit 0 Grad Originalausrichtung ist für beide 
Positionen keine Abweichung von der Originalausrichtung festzustellen (sie-
he Abbildung 61, rechts). Dies bedeutet, dass die Neutralstellung der Figuren 
in den Abbildern am besten erkannt wurde, das heißt, die Ausrichtungsab-
weichung am geringsten war. Die Auswertung der Ergebnisse für 30 Grad 
Originalausrichtung ergibt einen stärkeren Unterschied zwischen Position F1 
und F2. Während die Ausrichtung der lateralen Figur (F1) unterschätzt wird, 
liegt bei der zentralen Figur (F2) eine Überschätzung vor (siehe Abbildung 
61, rechts). Eine ähnliche Auswirkung wie bei -30 Grad ist bei 60 Grad Origi-
nalausrichtung feststellbar. Die Ausrichtungsabweichung ist bei der lateralen 
Position stärker als bei der Zentralen. Die Richtung der Ausrichtungsabwei-
chung ist jedoch im Gegensatz zu -30 Grad negativ. Aus diesem Ergebnis 
heraus kann geprüft werden in wie weit es sich für die Originalausrichtung 
30 Grad um ein Ausreißer bedingtes Ergebnis handelt und eigentlich eine 
lineare Abhängigkeit besteht. Aus diesem Grund ist eine weitere Analyse der 
Interaktion zwischen allen Effekten sinnvoll. 
Ausrichtungsabweichung in Abhängigkeit von der Originalausrichtung 
differenziert nach Position und nach Medium 
Die in den vorhergehenden Abschnitten beschriebenen Effekte finden sich 
ebenfalls in einer detaillierten Analyse wieder. Deutlich wird in Abbildung 
63 die Invertierung der Ausrichtungsabweichungen zwischen der Monoper-
spektive und dem EPK-korrigierten Abbild für die laterale Figur F1. Der 
Einfluss des Mediums ist dagegen bei der zentralen Figur F2 ähnlich. Auch 
zeigt die differenzierte Analyse, dass es sich für bei der im vorhergehenden 
Abschnitt beschriebenen Besonderheit des nicht-linearen Verhaltens bei 30 
Grad nicht um einen Ausreißer bedingten Effekt handelt, da dieser sich so-
wohl bei der Monoperspektive, Multiperspektive und in invertierter Form 
auch im Foto wieder finden lässt. Eine mögliche Erkenntnis daraus ist, dass 
in den Bereich zwischen eindeutigen Ausrichtungen, zum Beispiel 0 und 90 
Grad, die sich in diesem Versuch gut an Hand der Bodentextur vergleichen 
lassen, eine auf Grund der fehlenden Referenz ein größere Unsicherheit und 
damit Abweichung der wahrgenommenen Ausrichtung erfolgt.
Proportionswahrnehmung / Figurwahrnehmung
In Bezug auf die Proportionswahrnehmung merkten einige Probanden, wie 
bereits in der Vorevaluation (siehe 7.2.5) in Frage 53, Auffälligkeiten an.
„Figurbreite“
„perspektivische Verzerrung der Füße und des Oberkörpers etc.“
„in einigen Bildern waren die Figuren am Rand perspektivisch verzerrt dargestellt“ 
„Figuren wirkten teilweise perspektivisch falsch“
Eine Vielzahl der Probanden bemerkte einen Wahrnehmungsbruch bezüg-
lich der Ausrichtung zwischen den Füßen der Figur und der Blickrichtung 
(respektive Gesichtsvektor):
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„Unterschiedliche Fußstellungen“
„zum Teil versetzte Fußstellungen“
„Besonders im virtuellen Raum kam es zu Wiedersprüchen zwischen Ausrichtung 
der Füße und des Kopfes“
Einschränkungen
Wie bereits in der Vorevaluation (vgl. 7.2) ist eine sehr homogene Proband-
engruppe festzustellen, die primär aus Studierenden der Fachrichtung Me-
dieninformatik bestand. Dementsprechend sind vielfach Vorkenntnisse im 
Bereich der räumlichen Computergrafik vorhanden, so dass eine Verallge-
meinerung der Erkenntnisse nur bedingt möglich ist. Einen weiteren nicht zu 
vernachlässigenden Einflussfaktor stellt die Erhebung der wahrgenommenen 
Ausrichtung mittels händischer Einzeichnung der Richtung in das Evalu-
ationsschemas dar. Zum einen sind auf Grund der notwendigen Größen-
verhältnisse im Fragebogen bei der Eintragung Ungenauigkeiten möglich, 
zum anderen mussten die Ergebnisse manuell auf den Fragebögen bestimmt 
und digitalisiert werden. Dies birgt ein Fehlerpotential. Einen Einfluss auf 
die Haupteffekte hat weiterhin, dass bei den festgelegten Originalausrich-
tungen lediglich eine Ausrichtung in negativer Rotationsrichtung (-30 Grad), 
jedoch dagegen zwei positive Winkelausrichtungen (30 und 60 Grad) be-
nutzt wurden. Dies wirkt sich insbesondere auf die summierte Darstellung 
der Haupteffekte aus, da diese folglich einen größeren Anteil positiver Win-
kelausrichtungen beinhalten. Sofern ein ausgleichender Effekt vorliegt, wird 
dies gegebenenfalls dadurch verzerrt dargestellt beziehungsweise ist dadurch 
nicht ersichtlich. 
7.3.6 Fazit
Aus den Ergebnissen des zweiten Studienteils sind bezogen auf die Proband-
engruppe folgende Schlussfolgerungen ableitbar: 
  Die wahrgenommene Ausrichtung einer Figur wird von dem Ab-
bildungsverfahren, deren Position und deren tatsächlicher Ausrich-
tung (Ausmaß und Richtung) beeinflusst. Diese Feststellung ergibt 
sich aus der Differenz der Messergebnisse für das monoperspekti-
vische und EPK-korrigierte Abbild mit gleicher Ausrichtung, dem 
Unterschied in den Messwerten der zentralen und lateralen Figur 
mit gleicher Ausrichtung sowie den variierenden Werten der Aus-
richtungsabweichung in den verschiedenen Originalausrichtungen 
für die jeweils selbe Figur (siehe 7.3.4.1 bis 7.3.4.3). 
  Figuren auf der Optischen Achse bedürfen nur einer geringen Aus-
richtungskorrektur, da diese Ausrichtung dem natürlichen Sehein-
druck entspricht. Diese Aussage wird dadurch gestützt, dass die 
festgestellten Ausrichtungsabweichungen bei der zentral positio-
nierten Figur signifikant kleiner sind als bei der lateral positionier-
ten Figur.
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  Fotografische Abbilder und computergrafisch erzeugte, zentralper-
spektivische Abbilder der gleichen Szene besitzen eine unterschied-
liche perspektivische Struktur. Diese Erkenntnis ergibt sich aus der 
gemessenen Differenz zwischen computergrafisch erzeugten, zent-
ralperspektivischen Abbildern und fotografischen Ansichten (siehe 
Abbildung 65).
  Die Richtung (Unter- vs. Überschätzen der Drehung) des Effekts 
wird wesentlich durch den Abstand der Figur zur Optischen Ach-
se und durch das Medium (Mono- oder Multiperspektive) sowie 
die Originalausrichtung bestimmt. Abbildung 67 zeigt die These 
grafisch. Gestützt wird diese Aussage durch die Analyse der In-
teraktionseffekte, in der sich zum einen die Ergebnisse zwischen 
mono- und multiperspektivischer Darstellung zum anderen zwi-
schen zentraler und lateraler Figur sowie je Originalausrichtung 
unterscheiden (vgl. Abbildung 63). Auf die konkrete Wirkungswei-
se wird in Abschnitt 7.3.7 eingegangen.
  Um Figuren wahrnehmungskonform abzubilden, müssen die-
se umgekehrt proportional zu monoperspektivisch abgebildeten 
Figuren korrigiert werden. Auf diesen Zusammenhang weist die 
Analyse der Unterschiede zwischen den Ausrichtungsabweichun-
gen in der mono- und multiperspektivischen Darstellung für die 
verschiedenen Originalausrichtungen hin, da sich die Werte entge-
gengesetzt verhalten (siehe Abbildung 61 und Abbildung 63). 
Um ein detailliertes Bild für allgemeinere Aussagen zu den Effekten und 
Wirkungsweisen zu erhalten, sind nachfolgende Punkte für eine nächste Stu-
die relevant.
  Zur Klärung der Ausrichtungsbestimmung über die Figurfüße als 
Referenz für die Probanden, müssen Abbilder mit und ohne Dar-
stellung der entsprechenden Szenenteile (zum Beispiel Verdeckung 
der Bodentextur) verwendet werden.
  Eine Erfassung der von den Probanden angegebenen Richtungen 
muss digital erfolgen, um ein höheres Maß an Genauigkeit zu er-
halten.
  Da eine Differenz zwischen den Ergebnissen der computergafi-
schen Monoperspektive und den fotografischen Abbildern ersicht-
lich ist, ist es sinnvoll, eine Untersuchung dieser Unterschiede in 
eine eigenständigen Studie auszugliedern. Darüber hinaus müssen 
für diese Studie neue Methoden zur Beeinflussung der realen Szene 
im Sinne einer Objekt-basierten Korrektur erarbeitet werden. So-
mit wird auf eine weitere Einbeziehung von fotografischen Abbil-
dern in den folgenden Studien im Rahmen dieser Arbeit verzichtet.
Abbildung 67: Auswirkungen der 
Darstellungsarten auf die  
Orientierungswahrnehmung von 
Figur F1 (Schema) 
Überschätzung ......................... [+]
Unterschätzung ........................ [ - ]
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   Um allgemeinere Aussagen über den Einfluss der positiven und 
negativen Originalausrichtungen auf die Wahrnehmungsunter-
schiede zu ermöglichen, muss eine feingranularere Einteilung der 
Originalausrichtungen verwendet werden. Auch ist der mögliche 
Rotationsbereich auszuweiten.
7.3.7 Zusammenfassung
Der beschriebene Versuch konkretisiert die Ergebnisse der Vorevalation. Die 
Ergebnisse, welche durch die Auswertung der 24 Probandendaten entstanden 
sind, weisen auf die Existenz des Orientierungsproblems hin. Insbesondere 
führt die monoperspektivische Darstellung im beschriebenen Versuch bei ne-
gativer Originalausrichtung zur Wahrnehmung einer stärkeren Rotation als 
ursprünglich in der Szene vorhanden (siehe Abbildung 68 (C)). In positiver 
Originalausrichtung wird dagegen eine verminderte Rotation gegenüber der 
Originalausrichtung wahrgenommen (vgl. Abbildung 68 (D)). Im Gegensatz 
dazu führt die multiperspektivische Darstellung bei negativer Originalaus-
richtung zur Wahrnehmung einer verminderten Rotationswahrnehmung 
(siehe Abbildung 68 (A)) und umgekehrt zu einer verstärkten Ausrichtungs-
wahrnehmung bei positiver Originalausrichtung (siehe Abbildung 68 (B)). 
Auch der direkte Vergleich der Gesichtsvektoren (vgl. 2.4) in multiperspekti-
vischer Darstellung (siehe Abbildung 68 (A) und (B)) und monoperspektivi-
scher Darstellung (siehe Abbildung 68 (C) und (D)) bei gleichem Rotations-
winkel bestärkt das Orientierungsproblem als These. 
B
D
A
C
Abbildung 68: Auswirkungen der 
Darstellungsarten auf die Orientie-
rungswahrnehmung (Beispiel) 
A: EPK-korrigiertes Abbild,  
 Originalausrichtung -45 Grad 
B: EPK-korrigiertes Abbild,  
 Originalausrichtung 45 Grad
C:  Monoperspektivisches Abbild, 
 Originalausrichtung -45 Grad
D:  Monoperspektivisches Abbild, 
 Originalausrichtung 45 Grad
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Abbildung 69: Probandenstruktur 
der Laborstudie
B
D
A
C
E F
A: Anzahl der Probanden
B: Studienrichtung oder Abschluss
C: Präferenz Fotografieren
D: Präferenz Computerspiel 
E: Kenntnisse Computergrafik
F: Präferenz Zeichnen
Die formulierten Auswirkungen von mono- und multiperspektivischer Dar-
stellung gelten für den Fall einer Positionierung der Figur links von der Op-
tischen Achse (vom Betrachter aus). Ist die Figur rechts lokalisiert, ist der 
Effekt invertiert (siehe Tabelle 3). Da eine genauere Bestimmung aus den 
bisherigen Werten nicht möglich ist, muss geprüft werden, ob der Übergang 
zwischen Über- und Unterschätzung, wie angegeben, durch die zur Bildebe-
ne orthogonale Stellung des Gesichtsvektors zur Bildebene (0 Grad Rotation) 
gekennzeichnet ist.
7.4 Studie 2 (Laborstudie)
Aufbauend auf der zweiten Studie (siehe 7.3) wurde ein weiterer Versuch 
unter Laborbedingungen durchgeführt. Nachfolgend steht dieser im Mittel-
punkt der Ausführungen.
Tabelle 3: Verallgemeinerung der 
Änderung der Orientierungswahr-
nehmung 
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7.4.1 Teilnehmer
An der Studie waren insgesamt 44 Probanden beteiligt. Die Altersspanne lag 
im Bereich von 22 bis 73 Jahren mit einem Altersmedian von 28 Jahren. 
Von den 44 Probanden waren 22,7 % weiblich und 77,3 % männlich. Be-
zogen auf die berufliche Ausrichtung der Probanden bestand eine breite 
Streuung an verschiedenen Tätigkeitsfeldern, wobei jedoch die Hälfte der 
Versuchsteilnehmer dem Bereich Medieninformatik/Informatik zuzuordnen 
ist. Ein Großteil der Probanden gab an, Kenntnisse im Bereich der Compu-
tergrafik zu besitzen und Erfahrungen in der Fotografie zu haben. Von den 
Probanden gaben 41 an, räumlich sehen zu können. Zwei Probanden verfü-
gen nicht über diese Fähigkeit. Ein Proband führte aus, nur eingeschränkte 
räumliche Sehfähigkeiten zu besitzen. Abbildung 69 fasst die allgemeinen 
Daten der Probanden zusammen.
7.4.2 Versuchsmaterial
Als Ausgangspunkt für den Versuch wurden systematisch Abbilder der Re-
ferenzszene mit verschiedenen Ausrichtungen der dargestellten Figuren ge-
neriert. Die Ausrichtung von Figur F1 und F2 umfassen dabei einen Bereich 
von -90 bis +90 Grad in 1 Gradabstufungen. Diese wurden mit den Aus-
richtungswerten der Variationsfigur F3 von -30, 0, 30, 90 Grad kombiniert. 
Daraus ergeben sich 724 mögliche Kombinationen, welche sowohl mono- als 
auch multiperspektivisch abgebildet wurden. In Summe stehen somit 1448 
verschiedene Abbilder für den Versuch zur Verfügung (siehe Abbildung 70). 
Alle 1448 Abbilder wurden durch ein Skript (vgl. Kapitel 13) in 3D Studio 
Max® automatisch entsprechend der Vorgaben hinsichtlich Winkel und Kor-
rektureinbeziehung erzeugt.
Abbildung 70: Kombinationen der 
Winkel und Darstellungstypen in der 
2. Studie
In Erweiterung der Untersuchung sollte ebenfalls eine Darstellung der Szene 
ohne räumliche Bezugspunkte, wie zum Beispiel das Bodenraster, erfolgen. 
Dies wird während der Versuchsdurchführung mittels der Verdeckung der 
entsprechenden Abbildbestandteile umgesetzt. Somit stehen für den Versuch 
insgesamt 2896 verschiedene Kombinationen für die Evaluation zur Verfü-
gung. Die Abbilder wurden mit einem Kameraöffnungswinkel von 110 Grad 
gerendert. 
Für die Präsentation der Versuchsabbilder wurde eine Evaluationsanwendung 
konzipiert. Zur effizienten Dateneingabe sollte die Erhebung der Proband-
energebnisse ebenfalls durch das Programm umgesetzt werden. Zu diesem 
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Zweck wurde auf Grundlage von Adobe Flash® in Kombination mit Adobe 
AIR® eine Anwendung gestaltet, die zum einen eine zufällige Präsentation 
der im Versuch verwendeten Abbilder zum anderen aber auch eine durch den 
Nutzer vorgenommene Eingabe realisiert. Abbildung 71 und Abbildung 72 
skizzieren die Präsentation der Versuchsabbilder innerhalb der Evaluations-
anwendung. Neben der eigentlichen Bildpräsentation werden die Aufgaben-
nummer sowie je Figur ein Eingaberegler [R1], [R2], [R3] und ein Schalter 
zur Weiterleitung zur nächsten Aufgabe angezeigt (siehe Abbildung 71). Bei 
den Versuchsaufgaben, welche eine Maskierung erfordern, wird zusätzlich zu 
den genannten Elementen eine Maske zur Verdeckung der räumlichen Szene 
mit eingeblendet (siehe Abbildung 72). Der Eingaberegler orientiert sich im 
Wesentlichen an dem Schema, welches bereits in den Fragebögen zur zweiten 
Studie (vgl. 7.3.3) zur Anwendung kam.
Abbildung 71: Skizze der  
Präsentationsanwendung
Abbildung 72: Skizze der  
Präsentationsanwendung mit  
Maskierung
Spezifische Lösung Prototyp
Wie bereits angesprochen wurde die Versuchsanwendung auf Basis von Adobe 
Flash® unter Verwendung der Laufzeitumgebung Adobe AIR® (Adobe Integ-
rated Runtime) erstellt. Die Laufzeitumgebung erlaubt der Flash-Anwendung 
den Zugriff auf Betriebsystemkomponenten beispielsweise das Dateisystem. 
Dadurch ist im Gegensatz zu einer herkömmlichen Flash-Anwendung ein di-
rektes Speichern der Versuchsergebnisse aus der Anwendung heraus möglich. 
Die Steuerung der Versuchabfolge sowie die Speicherroutine wurde auf Basis 
der objektorientierten Skriptsprache ActionScript 3.0 realisiert.
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7.4.3 Ablauf
Für die Versuchsdurchführung wurden zwei identische Versuchsplätze einge-
richtet. Diese waren jeweils mit einem Bildschirm [B] (30 Zoll Display, Apple 
Cinema HD Display, Auflösung von 2560 mal 1600 Pixeln) zur Anzeige der 
Versuchsanwendung, einem Rechner [R] sowie mit Tastatur [T] und Maus 
[M] zur Eingabe durch den Probanden ausgestattet (siehe Abbildung 73). Ab-
bildung 74 zeigt die realen Abstände und Maße der Versuchsanwendung auf 
dem Bildschirm. Über die Versuchsdurchläufe hinweg bestanden konstante 
Bedingungen bezüglich der Lichtverhältnisse im Versuchsraum, in dem der 
Raum verdunkelt und lediglich die Deckenbeleuchtung verwendet wurde. 
Die Versuche der zweiten Studie erfolgten nach einem einheitlichen Ablauf-
plan. Abbildung 75 fast den Ablauf der durchgeführten Versuche zusammen. 
Nach der Begrüßung des Probanden wurde in einem Vorbereitungsraum mit 
der Aufklärung entsprechend der vorgegebenen Vorschriften sowie einer Ein-
weisung in den Versuchsablauf und die Aufgabenstellung begonnen. Die In-
struktionen und die Aufgabenstellung wurden dem Probanden mittels einer 
gedruckten Versuchsanleitung mitgeteilt (siehe Kapitel 14). 
Abbildung 73: Aufbau der Versuchs-
plätze der zweiten Studie 
Rechner .................................... [R]
Bildschirm ................................. [B]
Tastatur .................................... [T]
Maus ........................................ [M]
Abbildung 74: Reale Größenverhält-
nisse der Präsentationsanwendung
(Maßangaben in cm)
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Die Aufgabenstellung für den Probanden für alle gezeigten Versuchsabbilder 
lautete »Tragen Sie bitte die Blickrichtung der Figuren in das untere Schema 
ein«. Anschließend wurde der Proband in einen der Versuchsplätze eingewie-
sen. Dort wurden die personenbezogenen Daten innerhalb der Versuchsan-
wendung digital erhoben bevor der Versuch gestartet wurde. Anschließend 
wurden die Versuchsabbilder präsentiert. 
Wie in 7.4.2 aufgezeigt, existieren in Summe 2896 Kombinationen. Die Aus-
wahl der angezeigten Abbilder erfolgte jedoch nicht rein zufällig, sondern 
nach einem festgelegten Schema. 
Die Evaluationsanwendung bestimmt zufällig einen Winkel zwischen -90 
und + 90 Grad für die Figuren F1 und F2, anschließend wird ebenfalls zu-
fällig einer der vier Winkel der Variationsfigur F3 ausgewählt (siehe Abbil-
dung 76). Von dieser bestimmten Winkelkombination werden anschließend 
das monoperspektivische sowie das multiperspektivische Bild ausgewählt 
und diese jeweils mit der Maskierung kombiniert. Diese vier Kombinatio-
nen (respektive Variationen der Bilder mit gleichen Winkelkombinationen) 
werden einem Versuchsvorrat hinzugefügt. Aus diesem erstellt die Evaluati-
onsanwendung eine zufällige Reihenfolge aller darin befindlichen Abbilder 
(Abbildung 76). Somit werden innerhalb der gesamten Präsentation für einen 
Probanden immer vier Abbilder mit den gleichen Winkelkombinationen ge-
zeigt. Die monoperspektivische Darstellung (maskiert und unmaskiert) sowie 
die multiperspektivische Darstellung (maskiert und unmaskiert). Damit ist 
beispielsweise ein Vergleich zwischen der mono- und multiperspektivischen 
Darstellung der gleichen Szene möglich. 
In der vorliegenden Studie wurden für jeden Probanden 13 verschiedene 
Winkelkombinationen ausgewählt (keine mehrmalige Verwendung) und 
dementsprechend 52 Abbilder pro Proband gezeigt. Der Proband stellte 
nachfolgend mit Hilfe der Eingaberegler (vgl. 7.4.2) den Winkel gemäß der 
Abbildung 76: Bildung der  
Präsentationsreihenfolge
In der ersten Stufe werden die 
Winkel zufällig bestimmt. In der 
zweiten Stufe werden für diese 
Winkelauswahl die korrigierten und 
monoperspektivischen Darstellun-
gen ausgewählt, jeweils zusätzlich 
mit einer Maske kombiniert und 
dem Versuchsvorrat hinzugefügt. 
Aus dem Vorrat an Abbildungen 
wird im letzten Schritt eine zufällige 
Präsentationsreihenfolge gebildet.
Abbildung 75: Versuchsablauf der 
Laborstudie
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Aufgabenstellung für alle drei Figuren separat ein. Für die Ausführung der 
Aufgabe wurden keine zeitlichen Beschränkungen vorgegeben. Der Proband 
konnte eigenständig zur nächsten Aufgabe wechseln, jedoch nicht zu einer 
schon beantworteten Frage zurückkehren. Zusätzlich zu den personenbezo-
genen Daten, erhob der Versuchsleiter den benutzten Versuchsplatz und den 
Abstand des Probanden vom Bildschirm. Nach Versuchsende wurden die Er-
gebnisse durch den Versuchsleiter abgespeichert und der Proband gebeten, 
einen Abschlussfragebogen zu Lösungsstrategien und Vorgehensweisen aus-
zufüllen. Der Abschluss des Versuches bestand in einer kurzen Präsentation 
zum Forschungsproblem und zur konkreten Zielstellung der durchgeführten 
Erhebung.
7.4.4 Ergebnisse
Wie bereits in der Auswertung der ersten Studie steht bei der Betrachtung der 
Ergebnisse die Abweichung zwischen der, in der virtuellen Szene tatsächlich 
vorhandenen, Figurausrichtung und der, durch die Probanden wahrgenom-
menen, Ausrichtung im Mittelpunkt. Diesbezüglich zu berücksichtigende 
variierende Einflussfaktoren sind in diesem Versuch, die Art der Darstellung 
(monoperspektivisch oder multiperspektivisch) und die Position der Figur 
bezüglich der Optischen Achse. Figur F1 ist dabei von der Optischen Ach-
se aus nach links versetzt, während Figur F2 sich auf der Optischen Achse 
befindet (siehe Abbildung 71). Zu ergänzen ist, dass es sich bei der multi-
perspektivischen Darstellung um eine Korrektur mittels EPK handelt, die 
lediglich den Scherungsanteil enthält (vgl. 5.3). 
Abbildung 77 zeigt eine Gesamtdarstellung der erhobenen Daten differen-
ziert nach Darstellungsart und Figurposition. Der grau hinterlegte Bereich 
markiert den Umfang der in der Szene vorhandenen Ausrichtungen von -90 
Grad bis +90 Grad. Die Diagonale kennzeichnet den Idealfall, dass die tat-
sächliche Originalausrichtung der Figur in der Szene mit der vom Probanden 
wahrgenommenen Ausrichtung übereinstimmt. 
Abbildung 77: Ergebnis Laborstudie 
Darstellung der wahrgenommenen 
Ausrichtung in Abhängigkeit von 
der tatsächlichen Ausrichtung für 
die laterale Figur F1 und die zentrale 
Figur F2 aufgeteilt nach korrigierter 
(multiperspektivischer) Darstellung 
(EPK Mitte F2, EPK Links F1) und 
monoperspektivischer Darstellung 
(Mono Mitte F2, Mono Links F1). 
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Eine erste grobe Analyse zeigt zum einen, dass sowohl bei der mittleren Figur 
F2 in beiden Darstellungsarten als auch bei der linken Figur F1 in der mul-
tiperspektivischen Darstellung zwar eine breitere Streuung der Werte zu ver-
zeichnen ist, diese sich jedoch um die Diagonale anordnet. Bei Figur F1 im 
monoperspektivischen Abbild ist dagegen eine starke Abweichung der Werte 
von der Diagonalen festzustellen. 
Zum anderen ist offensichtlich, dass für Figur F1 im monoperspektivischen 
sowie im multiperspektivischen Abbild ein Teil der angegebenen Rotations-
werte über die ursprünglich in der Szene vorhandenen Rotationswerte hin-
ausgehen. In Abbildung 77 sind dies die Werte, die sich außerhalb der grauen 
Hinterlegung befinden. Auffällig ist weiterhin eine Häufung der Werte bei 
-90, 0, +90 Grad wahrgenommener Ausrichtung. 
Vorhersagemodell zur Ausrichtungsabweichung
Um aus den gewonnenen Daten weiterreichende Schlussfolgerungen ziehen 
zu können, ist eine genauere Analyse notwendig. Dazu wurde ein gemischtes 
lineares Modell* verwendet, um ein Vorhersagemodell für die Ausrichtungs-
abweichung zu erstellen. Als Ausgangspunkt sind die Daten von Ausreißern 
bereinigt worden (Alle Werte, die um mehr als die doppelte Standardabwei-
chung verschieden waren, wurden verworfen). Das gewählte Vorhersagemo-
dell wird aus den Faktoren Originalausrichtung, Figurposition und Darstel-
lungstyp gebildet und wurde mittels Log-Likelihood-Test (vgl. [Götze u. a. 
2002], S. 216) gegenüber Vorhersagemodellen mit anderen möglichen Fakto-
ren als am besten geeignete bestimmt. Für eine bessere, vergleichende Analyse 
sind zwei Betrachtungen der Ergebnisse sinnvoll. Diese unterscheiden sich 
jedoch von den ähnlichen Analyseschwerpunkten in der ersten Studien (vgl. 
7.3.4).
1. Betrachtung
Analyse der Ausrichtungswahrnehmung in Abhängigkeit der Darstellungsart 
differenziert nach Figurposition (siehe Abbildung 78).
2. Betrachtung
Analyse der Ausrichtungswahrnehmung in Abhängigkeit der Figurposition 
differenziert nach Darstellungsart (siehe Abbildung 79).
Abbildung 78 und Abbildung 79 zeigen das entsprechende Ergebnis mit 
den in die Berechnung eingeflossenen Messwerten sowie den aus dem auf-
gestellten Vorhersagemodell ermittelten Regressionsgeraden (vgl. [Eckey u. 
a. 2008], S. 189 ff.). Die Regressionsgerade visualisiert jeweils die, auf Basis 
des Vorhersagemodells beruhende, Abschätzung der wahrgenommenen Aus-
richtung in Abhängigkeit von der Originalausrichtung. Tabelle 4 zeigt die 
Funktionen, welche die Regressionsgerade auf Basis des verwendeten Vorher-
sagemodells für die einzelnen Darstellungen bestimmen.
7.4.4.1 Auswertung 1. Betrachtung
Die Auswertung der Analyse zur ersten Betrachtung zeigt eine Differenz zwi-
schen der multiperspektivischen und monoperspektivischen Darstellung. Bei 
der multiperspektivischen Darstellung liegen die wahrgenommenen Ausrich-
* Unter »Modell« ist an dieser Stelle 
im Gegensatz zur Definition in 2.1.8 
eine mathematische Beschreibungs-
form gemeint. Zur sprachlichen 
Abgrenzung wird im Folgenden 
der Begriff »Vorhersagemodell« 
verwendet. 
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tungen von Figur F1 und Figur F2 nahe beieinander. Dies schlägt sich auch 
in den Regressionsgeraden wieder, deren Anstieg gleich ist. Diese sind somit 
zueinander parallel und nur um einen geringen Wert gegeneinander ver-
schoben (siehe Abbildung 78 (links) und vgl. Tabelle 4). Im Gegensatz dazu 
weichen bei der monoperspektivischen Darstellung die gemessenen Ausrich-
tungswerte zwischen Figur F1 und Figur F2 stark voneinander ab (siehe Ab-
bildung 78 (rechts)). Auch dies spiegelt sich in den Regressionsgeraden wider. 
Insbesondere hat die Gerade der Figur F1 auch einen anderen Anstieg als die 
Abbildung 78: Ergebnis Laborstudie 
(1. Betrachtung)
Darstellung der Ausrichtungswahr-
nehmung in Abhängigkeit von der 
Darstellungsart, differenziert nach 
Figurposition mit zusätzlich einge-
zeichneten Regressonsgeraden.
Abbildung 79: Ergebnis Laborstudie 
(2. Betrachtung)
Darstellung der Ausrichtungswahr-
nehmung in Abhängigkeit von der 
Figurposition, differenziert nach 
Darstellungsart mit zusätzlich einge-
zeichneten Regressonsgeraden.
Figur F1 Figur F2
Monoperspektive
Multiperspektive (EPK)
Tabelle 4: Funktionsgleichungen der 
Regressionsgeraden des gewählten 
Vorhersagemodells
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entsprechende Gerade von Figur F2 (vgl. Tabelle 4). Auffällig ist jedoch, dass 
auf Grund der Ähnlichkeit der Messwerte der Anstieg der Regressionsgerade 
von Figur F2 in der monoperspektivischen Darstellung den gleichen Wert 
wie die der multiperspektivischen Ergebnisse besitzt (vgl. Tabelle 4). 
Als weitere Auffälligkeit ist anzumerken, dass die Messwerte in beiden Fällen 
unterschiedlich gestreut sind und damit die Homoskedastizität verletzen (vgl. 
[Bortz und Schuster 2010], S. 92). Vor allem in den bereits beschriebenen 
Bereichen bei -90, 0, +90 Grad wahrgenommener Ausrichtung ist eine Ku-
mulation festzustellen (siehe Abbildung 78 und Abbildung 79).
7.4.4.2 Auswertung 2. Betrachtung
Da die zweite Betrachtung in einem direkten Zusammenhang mit der ersten 
Betrachtung steht, ergibt die Analyse ein ähnliches Bild. Diese Darstellung 
der Ergebnisse erlaubt jedoch einen Vergleich bezogen auf die Position der 
Figur. Abbildung 79 zeigt, dass sich die Wahrnehmung der Figur F1 stark 
unterscheidet, je nachdem ob diese mono- oder multiperspektivisch visuali-
siert wird (siehe Abbildung 79 (links)). Daraus ergibt sich ebenfalls eine un-
terschiedliche Vorhersage (Regressionsgerade). Bei Figur F2 zeigt sich dage-
gen ein homogenes Bild für die mono- oder multiperspektivische Darstellung 
(siehe Abbildung 79 (rechts)).
7.4.4.3 Lösungsstrategien
Wie bereits in der ersten Studie wurden neben den Ausrichtungsdaten in ei-
ner Nachbefragung nach den persönlichen Referenzen für die Ausrichtungs-
beurteilung gefragt. Abbildung 80 fasst die Auswertung zusammen (Mehr-
fachnennungen waren möglich.). Die Mehrheit der Antworten benennt den 
Kopf und die Füße der Figur als die maßgebliche Referenz innerhalb der 
Figur. Als Bezugspunkte für die Ausrichtungsbestimmung der Figuren im 
Raum gaben die Probanden in Mehrheit den virtuellen Raum, sich selbst und 
andere Figuren an (siehe Abbildung 80).
Abbildung 80: Übersicht Lösungs-
strategien und Orientierungshilfen 
(Laborstudie)
31
16
Verteilung Kopf
Summe66
Ganze Figur
Torso
Andere
Keine
Füße  
06
12
01
00
A B
A: Welchen Teil der Figur haben Sie 
 zur Bestimmung der Richtung am  
 häufigsten herangezogen?
B:  Woran haben Sie sich zur  
 Richtungsbestimmung am  
 häufigsten orientiert?
7.4.5 Diskussion
Nachfolgend werden verschiedene Aspekte der Auswertung diskutiert. Be-
gonnen werden soll mit der Bewertung der gemessenen Ausrichtungsabwei-
chung in der mono- und multiperspektivischen Darstellung. Anschließend 
werden Fragen der Proportionswahrnehmung erörtert und Einschränkungen 
der Erkenntnisse benannt. 
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Ausrichtungsabweichung in Abhängigkeit von der Originalausrichtung, 
Position und dem Medium
Die vorliegende Analyse gibt im Vergleich mit den Ergebnissen der ersten 
Studie einen detailierteren Blick auf die Auswirkungen der Projektion auf 
die Ausrichtungswahrnehmung. Dazu trägt vor allem die Ausweitung der 
Originalausrichtungswerte auf einen Bereich von -90 bis +90 Grad bei. Die 
durch das gemischte lineare Modell bestimmten Regressionsgeraden zeigen, 
dass zum einen die multiperspektivische Darstellung (EPK-Scherung) eine 
Vergleichbarkeit zwischen der Figur F1 und F2 ermöglichen. Aus dem iden-
tischen Anstieg beider Geraden und dem geringen Abstand der Geraden 
zueinander, kann geschlussfolgert werden, dass sich die Ausrichtungswahr-
nehmung für beide Figuren gleich verhält. Darüber hinaus ist der Anstieg 
beider Geraden ebenfalls identisch zu dem der Regressionsgraden von Figur 
F2 in der monoperspektivischen Darstellung. Da Figur F2 auf der Optischen 
Achse liegt und damit im Wesentlichen keinen Ausrichtungsveränderungen 
unterworfen ist, kann zum anderen die These formuliert werden, dass die 
multiperspektivische Darstellung von Figur F1, obwohl diese lateral positio-
niert ist, vergleichbar zum visuellen Ausrichtungseindruck auf der Optischen 
Achse ist. Damit setzt die EPK das in Kapitel 4 formulierte Konzept einer 
objekt-bezogenen, wahrnehmungskonformen Darstellung (vgl. Abbildung 
23) um. 
Ein weiterer Aspekt in der multiperspektivischen Darstellung ist die geringe 
Differenz der gemessenen Ausrichtungswerte zur Originalausrichtung. Dies 
bedeutet im Gegensatz zum entsprechenden monoperspektivischen Abbild 
eine höhere Wahrnehmungskonformität, da dort eine starke Abweichung für 
die laterale Figur F1 besteht. In diesem Zusammenhang ist jedoch zu beto-
nen, dass das bestimmte Vorhersagemodell mit zunehmender Rotation auch 
für die multiperspektivische Darstellung eine größere Abweichung sowohl im 
positiven als auch im negativem Ausrichtungsbereich vorhersagt. 
Generell kann festgestellt werden, dass nur bei der lateralen Figur F1 im mo-
noperspektivischen Abbild immer eine Abweichung zur original in der Szene 
vorhandenen Ausrichtung besteht. Für die Figur F2 ist dies in beiden Dar-
stellungsarten sowie für die Figur F1 in der multiperspektivischen Darstel-
lung dagegen nicht der Fall. 
Die gewonnenen Ergebnisse stützen die Erkenntnisse aus der ersten Studie 
(vgl. 7.3.4). Insbesondere kann auch in dieser Untersuchung das in 7.3.6 be-
schriebene Phänomen der Über- und Unterschätzung der Ausrichtung im 
mono- und multiperspektivischen Abbild festgestellt werden. Durch die Aus-
weitung des Messbereiches ergibt sich jedoch ein verfeinertes Bild dieses Ef-
fektes. Vor allem können genauere Aussagen zu der in 7.3.6 aufgeworfenen 
Frage nach dem Übergang von Über- zu Unterschätzung getroffen werden. 
Basierend auf der Annahme, dass der ideale Anstieg der Vorhersage-Funk-
tion eins ist, kann folgende These formuliert werden: Durch den Anstieg 
von eins sind sowohl die EPK-korrigierte als auch die monoperspektivische 
Darstellung mit einer konstanten Abweichung bezüglich der Ausrichtungs-
wahrnehmung verbunden (der Graph der Vorhersage-Funktionen ist jeweils 
parallel zur Diagonalen, siehe Abbildung 81). Lediglich der Schnittpunkt 
mit der y-Achse unterscheidet sich auf Grund des unterschiedlichen Ordi-
natenabschnittes der Funktionsgleichung. Wobei sich aus der Analyse der 
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bestimmten Funktion für die multiperspektivische Darstellung von Figur F1 
ein leicht positiver y-Wert und für die monoperspektivische Darstellung ein, 
im Vergleich dazu stark negativer, y-Wert ergibt (siehe Abbildung 81). Für die 
weitere Veranschaulichung wird von folgenden Funktionsgleichungen ausge-
gangen: Multiperspektive y = x+10 Monoperspektive y = x-30. Dies wirkt sich 
als Über- und Unterschätzung in der jeweiligen Darstellung aus und soll an 
einem Beispiel verdeutlich werden.
Für den Originalrotationswert von +50 Grad ergibt sich für das monoper-
spektivische Abbild ein wahrgenommener Ausrichtungswert von +20 Grad 
und für die korrigierte, multiperspektivische Darstellung ein Wert von +60 
Grad (siehe [A] in Abbildung 81). Somit wird die Ausrichtung in der mono-
perspektivischen Darstellung unterschätzt und in der multiperspektivischen 
überschätzt. 
Für die Ergebniswerte der Originalrotation von -50 Grad zeigt sich eine an-
dere Situation. Die wahrgenommene Ausrichtung beträgt im monoperspek-
tivischen Fall -80 Grad und im multiperspektivischen Fall -40 Grad (siehe 
[B] in Abbildung 81). 
Von einer Neutralausrichtung von null Grad ausgehend kann also in diesem 
Fall eine entgegengesetzte Wahrnehmung festgestellt werden: Unterschät-
zung im multiperspektivischen Abbild und Überschätzung im monoperspek-
tivischen Abbild. 
Die Über- oder Unterschätzung der wahrgenommenen Ausrichtung, bei der 
jedoch die grundlegende Orientierung der Figur erhalten bleibt, soll im Fol-
genden als Abweichung 1. Grades bezeichnet werden. 
Abbildung 81: Abstrahiertes Vorher-
sagemodell für Figur F1
Vergleichswerte positiv ............. [A]
Vergleichswerte negativ ........... [B]
Fehleinschätzung Mono ........... [C1]
Fehleinschätzung EPK ............... [C2]
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Dem gegenüber kann aus der vorliegenden Untersuchung jedoch ein weiterer 
Fall abgeleitet werden. Bei den Graphen in Abbildung 81 existieren Bereiche, 
in denen die Originalausrichtung einen positiven Wert hat, jedoch die Wahr-
genommene einen negativen (gilt für Monoperspektive, siehe Abbildung 81 
[C1]), beziehungsweise die Originalausrichtung negativ und die Wahrgenom-
mene positiv (gilt für Multiperspektive, siehe Abbildung 81 [C2]) ist. Das be-
deutet auf die Szene bezogen konkret, dass die Figur im ersten Fall in der Sze-
ne in den positiven Bereich gedreht ist, der Betrachter jedoch den Eindruck 
hat, diese wäre in die entgegengesetzte (negative) Richtung ausgerichtet (siehe 
Abbildung 82 (A)). Dementsprechend invertiert verhält sich die Situation im 
zweiten Fall. Die Figur ist in den negativen Bereich gedreht, wird aber als 
positiv ausgerichtet wahrgenommen (siehe Abbildung 82 (B)). 
BA
Abbildung 82: Beispiel  
Abweichungen 2. Grades
A: Mono 15  Grad  Originalausrichtung
B: EPK -5 Grad Originalausrichtung
Tabelle 5: Übersicht über die verall-
gemeinerten Fehleinschätzungsarten 
In beiden Fällen findet somit eine Fehlinterpretation der Richtung statt. Da 
sich diese Fehleinschätzung qualitativ von der reinen Über- oder Unterschät-
zung abhebt, wird dies im Folgenden als Abweichung 2. Grades definiert. Ta-
belle 5 fasst die verschiedenen Kombinationen und Auswirkungen in einer 
Übersicht zusammen. 
Durch den geringen Absolutanteil der, aus den Messwerten bestimmten, Re-
gressionsgerade für die multiperspektivische Darstellung ist der Bereich der 
Abweichung 2. Grades sehr gering, während dieser Bereich im monoperspek-
tivischen Fall deutlich größer ist (vgl. [C1] und [C2] in Abbildung 81). Die 
EPK-korrigierte Darstellung ist dementsprechend wahrnehmungskonformer 
als die monoperspektivische Variante. 
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Proportionswahrnehmung / Figurwahrnehmung
In der Nachbefragung (Aufgabe 53) gaben eine Vielzahl der Probanden wie 
bereits in den vorhergehenden Studienteilen Besonderheiten in der Darstel-
lung hinsichtlich der Proportionswahrnehmung an.
„perspektivisch verzerrt“
„verschiedene Verzerrungen je Perspektive“
„Verzerrung zum Rand & zu Ecke also l.u r.u.“ 
„Teilweise starke Verzerrung, […]“
 „Verzerrung der Randfigur“
Einige Probanden merkten ebenfalls Veränderungen in der Wahrnehmung 
von Fuß- und Kopfstellung der Figur an:
„Kopf-, Oberkörper- u. Fußstellung nicht identisch“
„Veränderung in der Ausdehnung der Extremitäten, Fehlstellungen“
„Blick bringt teilweise andere Orientierung als die Füße“
Einschränkungen 
Bezogen auf die Allgemeingültigkeit müssen hinsichtlich der Ausführungen 
Einschränkungen getroffen werden. Einerseits ist zu betonen, dass sich die 
diskutierten Phänomene ausschließlich auf die in dem Versuch gewählten 
Positionen F1 und F2 beziehen. Um insbesondere einen (vermutlichen) Zu-
sammenhang zwischen dem Abstand der Figur von der Optischen Achse und 
dem absoluten Anteil der Geraden des Vorhersagemodells herstellen zu kön-
nen, muss der Versuchsaufbau geändert werden. Es ist eine Variation des 
Abstandes der Figur F1 notwendig. Ein wie in 7.3.5 diskutiertes inverses Ver-
halten für Figuren rechts von der Optischen Achse ist anzunehmen, bedarf 
aber ebenfalls einer statistischen Überprüfung. 
Darüber hinaus ist bezogen auf die Messwerte die nicht gleich verteilte Streu-
ung der Werte auffällig (Verletzung der Homoskedastizität). Vor allem im 
Bereich um 0, +90 sowie -90 Grad ist in der Auswertung (siehe Abbildung 
77) eine horizontale Häufung der Werte zu verzeichnen. Dies deutet inhalt-
lich auch auf eine Bevorzugung von »eindeutigen« Ausrichtungen hin. Die 
Probanden wählten im Umfeld dieser Ausrichtungen jeweils die Orientierung 
mit einem Basiswert, beispielsweise bei -10 Grad die 0-Grad-Ausrichtung. 
Dieser Effekt ist jedoch nicht direkt auf das Erhebungsverfahren zurück zu 
führen, da die Einstellskala nicht über Markierungen der 0, +90 und -90 
Grad verfügte. Die Dominanz dieser Richtungen begründet sich gegebenen-
falls aus dem in der Szenen vorhandenen Bodengitter, wobei dies dadurch 
relativiert wird, dass in diesem Punkt zu den maskierten Versuchsabbildun-
gen (also ohne Bodengitter und Sichtbarkeit der Figurfüße) kein statistischer 
Unterschied der Ergebnisse festzustellen ist.
Ein Abschließend zu diskutierender Aspekt ist der Schnitt der Regressions-
geraden mit der Diagonalen. Dadurch, dass im Gegensatz zum abstrahierten 
Modell (siehe Abbildung 81) der Anstieg nicht gleich eins ist, entsteht für die 
ausgewerteten Ergebnisse abhängig vom Absolutteil der Funktion ein Schnitt 
mit der Diagonalen (siehe Abbildung 78 und Abbildung 79). Vor allem für 
die wahrnehmungskonform dargestellten Figuren (F1 und F2 multiperspek-
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tivisch und F2 monoperspektivisch) resultiert daraus eine Umkehr der Über- 
und Unterschätzung unterhalb des Schnittes. Offen ist in diesem Kontext 
welche Faktoren diesen Schnittpunkt bestimmen.
7.4.6 Fazit
Aus den Ergebnissen sind bezogen auf die Probandengruppe folgende 
Schlussfolgerungen ableitbar: 
  Durch das berechnete Vorhersagemodell ist für die vorliegende 
Szenensituation die Bestimmung eines Kompensationswinkels 
möglich, dazu muss lediglich die Funktionsgleichung so umgestellt 
werden, dass für einen in der realen Wahrnehmung gewünschten 
Winkel als Eingabe der in der Szenen einzustellende Originalwin-
kel berechnet wird.
  Aus dem zu eins verschiedenen Anstieg der Regressionsgerade 
kann geschlussfolgert werden, dass eine von der Originalausrich-
tung abhängiger Korrekturwert notwendig ist, da keine konstante 
Abweichung der Ausrichtungswerte besteht. Die Abweichung der 
Ausrichtungswahrnehmung, auch in der EPK-korrigierten Darstel-
lung, erfordert eine Anpassung des Rotationsanteils der Korrektur 
(vgl. 5.3).
  Bezüglich des Wechsels zwischen Über- und Unterschätzung gibt 
es einen Übergangsbereich, in dem eine Fehleinschätzung der Ori-
entierungsrichtung vorliegt. Dieser, von der Art der Darstellung 
abhängige, Übergangsbereich ergibt sich aus den unterschiedlichen 
Absolutteilen der Regressionsgeraden der lateralen Figur im mono-
perspektivischen und multiperspektivischen Abbild (siehe Tabelle 
4). Abbildung 83 veranschaulicht die These, dass für das multiper-
spektivische Abbild der Bereich im Negativen liegt und der dazu 
im Vergleich wesentlich größere Bereich der Fehleinschätzung in 
der monoperspektivischen Darstellung im positiven Drehbereich.
  Das Verhalten der Ausrichtungswahrnehmung ist bei der mono-
perspektivisch dargestellten zentalen Figur und der multiperspekti-
visch visualisierten lateralen Figur gleich. 
7.4.7 Zusammenfassung
Die Ergebnisse der zweiten Studie erlauben eine weitergehende Beschreibung 
der Wirkung des, in der ersten Studie festgestellten, Orientierungsproblems. 
Die ableitbaren allgemeinen Aussagen zu den Übergangsbereichen von Über- 
zu Unterschätzung vervollständigen die bisherigen theoretischen Betrachtun-
gen. 
Monoperspektive EPK
F1
[ -]- [+]
[ -]-[+]
[?][?]
Abbildung 83: Konkretisiertes Sche-
ma der Orientierungswahrnehmung 
von Figur F1
Überschätzung ......................... [ + ]
Unterschätzung ........................ [  -  ]
Richtungsfehleinschätzung ....... [ ? ]
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7.5 Probandenvergleich
In diesem Abschnitt steht ein Vergleich der Probandeneigenschaften der je-
weiligen Studien im Mittelpunkt der Betrachtung. Bezogen auf den Anteil 
von männlichen und weiblichen Versuchsteilnehmern, ist über die Versuche 
hinweg zu beobachten, dass jeweils die männlichen Probanden in der Über-
zahl sind. In Detail sind die Verteilungswerte der verschiedenen Studien in 
Abbildung 84 aufgeführt. 
Abbildung 84: Gesamtübersicht 
Probandenanzahl und Geschlecht
Insbesondere der geringe Anteil an weiblichen Probanden in der Hörsaalstu-
die (16,7 %) liegt darin begründet, dass der Anteil an weiblichen Studieren-
den im Bereich der Medieninformatik nur gering ist und sich dieses in der 
Zusammensetzung der Beteiligten an der Hörsaalstudie widerspiegelt. Durch 
Akquise von Probanden aus externen Fachrichtungen und Berufsgruppen in 
der Laborstudie (vgl. 7.4.1) konnte der Anteil an weiblichen Probanden für 
diese wieder erhöht werden. 
Im Vergleich der Präferenzen hinsichtlich von Malen und Zeichnen ergibt 
sich ein geteiltes Bild (siehe Abbildung 85). Während in der Vorevaluati-
on und der Laborstudie der Anteil an Personen, die nach eigenen Angaben 
häufig oder regelmäßig malen und zeichnen, beziehungsweise dies gern tun, 
überwiegt (83,3 % und 72,7 %), so ist in der Hörsaalstudie der Anteil der 
Personen, die dies nicht tut, größer (62,5 %).
In Bezug auf die Aktivitäten im Bereich der Fotografie zeigt die Auswer-
tung der erhobenen Daten ein einheitlicheres Bild (siehe Abbildung 86). Der 
überwiegende Teil der Versuchspersonen gab an, hobbymäßig häufig oder 
regelmäßig zu fotografieren. Der Anteil der Personen, die sich selbst als pro-
fessionelle Fotografen bezeichnen, ist mit in Summe drei Personen sehr ge-
ring. Auffallend ist, dass insbesondere bei der Laborstudie der Anteil von 
Probanden, welche angeben nicht häufig oder regelmäßig zu fotografieren, 
prozentual größer ist (27,3 %). 
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Abschließend erfolgt ein Vergleich der Antworten zum Kenntnisstand der 
Probanden im Bereich der Computergrafik. Zu dieser Frage gab ein Großteil 
der Befragten an, über Kenntnisse beziehungsweise sehr gute Kenntnisse zur 
Computergrafik zu verfügen (siehe Abbildung 87). Da in der Laborstudie wie 
bereits in 7.4.1 ausgeführt, die Hälfte der Probanden aus externen Fachrich-
tungen und Berufsgruppen stammt, ist an dieser Stelle der Anteil an Perso-
nen, die angaben über keine Kenntnisse im Bereich der Computergrafik zu 
Verfügen, prozentual größer. 
Abbildung 85: Gesamte Verteilung 
der Präferenzen zu Malen und 
Zeichnen
Abbildung 86: Gesamte Verteilung 
der Präferenzen zum Fotografieren
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Im Verlauf der einzelnen Studienteilen wurden in einem ersten Auswertungs-
schritt jeweils auch der Einfluss der Probandeneigenschaften auf die Ausrich-
tungsbeurteilung abgeschätzt. Da sich jedoch daraus nur wenige Anhalts-
punkte für eine statistische Beziehung ergeben haben, wurde dieser Aspekt in 
der gesamten Untersuchung zurückgestellt. Eine eingehendere Analyse einer 
dennoch möglichen Korrelation, ist sinnvoll, erfodert jedoch eine weiterge-
hende statistische Auswertung der gewonnenen Daten.
Abbildung 87: Gesamte Verteilung 
der Kenntnisse zur Computergrafik
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7.6 Zusammenfassung zur Studie
Die durchgeführte Studie ist für die weitere Arbeit zur wahrnehmungskon-
formen Bildgestaltung ein elementarer Ausgangspunkt. Zum einen deuten 
die Ergebnissen neben dem bereits in der Literatur beschriebenen Proporti-
onsproblem (vgl. [Franke u. a. 2008]) auf die Existenz des bisher nur theore-
tisch belegten Orientierungsproblems innerhalb eines monoperspektivischen 
Abbildes hin. Der mehrstufige Aufbau der Untersuchung erwies sich zum 
anderen als vorteilhaft zur Verfeinerung der Ergebnisse, da in den vorherge-
henden Studienteilen gewonnene Erkenntnisse in die Gestaltung nachfolgen-
der Studien einfließen konnten beziehungsweise Parameter, die sich als nicht 
relevant erwiesen haben, von der Untersuchung ausgenommen wurden.
Als weiteres Fazit kann die sehr gute Eignung des Untersuchungsgegenstan-
des (Mensch) für den Erkenntnisgewinn formuliert werden. Die Auswahl 
erwies sich als richtig, da mit Hilfe des Menschmodells eine für den Unter-
suchungsgegenstand umfangreiche Ergebnisdatenmenge anhand eines kom-
plexen dreidimensionalen Modells erhoben werden konnte. Die Erfassung 
geeigneter Daten war somit von den allgemeinen Aspekten der Vorevaluation 
bis hin zu den feingranularen Werten der Laborstudie in allen Stufen der 
Untersuchung möglich. Die Einbeziehung von Menschmodellen in weitere 
Studien im Schnittgebiet von Wahrnehmungspsychologie, Bildwissenschaf-
ten und Computergrafik ist folglich sinnvoll sowie eine weitere Validierung 
des Menschen als Referenzmodell anzustreben. 
Im nachfolgenden Kapitel wird aufbauend auf einzelnen Erkenntnissen der 
vorliegenden Studie ein Lösungsansatz zur Optimierung der Orientierungs-
darstellung durch eine angepasste Erweiterte Perspektivische Korrektur vor-
gestellt.
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8 Augpunkt-bezogene EPK
Aus den Ergebnissen der Studie in Kapitel 7 (insbesondere 7.3) ergibt sich 
die Notwendigkeit einer Optimierung der Ausrichtungskomponente der 
EPK, um eine wahrnehmungskonforme Ausrichtungswahrnehmung zu ge-
währleisten. Ebenfalls ist der Ansatz der Prozentual-optimierten EPK durch 
die erforderliche manuelle Eingabe (siehe 5.5) nicht für einen vollständigen 
automatisierten Einsatz geeignet. Ein Korrekturansatz ergibt sich aus den 
praktischen Forschungsarbeiten. In Vorbereitung zu den Versuchen zum 
zweiten Studienteil (siehe 7.3) konnte am realen Modell ein Einfluss der Be-
trachterposition auf die Ausrichtungswahrnehmung der Figuren festgestellt 
werden. Bisher berücksichtigte die EPK nur die Kameraposition als Berech-
nungsgrundlage. Eine Einbeziehung der Position des Betrachters im Verhält-
nis zur Virtuellen Kamera kann somit einen Optimierungsansatz darstellen. 
Als weitere konzeptionelle Änderung kann die getrennte Betrachtung von 
Proportions- und Orientierungsproblem in die Lösungsfindung mit einflie-
ßen. Ziel der Optimierung ist mehr Parameter der Sekundärperspektive des 
Betrachters in das Abbild einzubeziehen.
8.1 Konzept der Augpunkt-bezogenen EPK
Grundgedanke der Erweiterung sind die Erkenntnisse aus dem Vergleich der 
Ausrichtungswahrnehmung in der Realität und in der Virtualität (vgl. Kapi-
tel 7). Während in 5.5 gezeigt wird, dass der Korrekturalgorithmus der EPK 
optimal bezüglich des Proportionsproblems ist, wurde in Kapitel 3 ein Defizit 
bezüglich der Orientierungswahrnehmung festgestellt. Ein Optimierungsan-
satz ergibt sich aus den Untersuchungsergebnissen in Kapitel 7. Die für den 
Versuch vorgenommene Trennung von Scher- und Rotationsfaktoren kann 
auch in den ursprünglichen Algorithmus übertragen werden. Anknüpfungs-
punkt ist die subjektive Beobachtung, dass sich der in der Realität wahrge-
nommenen Gesichtsvektor einer (im Gesichtsfeld) lateral positionierten Figur 
abhängig vom relativen z-Abstand des Augpunktes verändert. Je näher der 
Augpunkt dem Objekt ist, desto stärker wird bei gleichem x-Abstand die 
wahrgenommene Richtungsänderung. Durch eine Erhöhung des Abstandes 
zum Objekt wird die Richtungsänderung gemindert. Bezogen auf die reale 
Menschmodell-Referenzszene (vgl. 7.1.3) bedeutet dies, je näher der Betrach-
ter den Figuren ist, desto größer wird die jeweilige Drehung des Gesichtsvek-
tors nach außen wahrgenommen. Je weiter der Betrachter von diesen entfernt 
ist, desto mehr »parallelisiert« sich der Blick der Figuren. Ursache für die Ab-
weichung ist die Änderung der Betrachtungsrichtung auf das Objekt durch 
die Positionsänderung des Augpunktes (siehe Abbildung 88). Somit ändert 
sich der relative Winkel zwischen der Blickrichtung des Betrachters und dem 
Gesichtsvektor.
Soll dieses Phänomen in ein multiperspektivisches Abbild übertragen wer-
den, muss folglich zusätzlich zur Kamera-Objekt-Relation das Verhältnis von 
Augpunkt zu Objekt algorithmisch Berücksichtigung finden. 
Der bisherige Optimierungsansatz einer prozentual abgestuften Korrektur 
(siehe 5.4, vgl. [Zavesky 2007]) ist diesbezüglich nur bedingt geeignet. Zum 
Abbildung 88: Prinzipskizze der 
Wahrnehmungsveränderung 
Der von Augpunktposition [A2] 
wahrgenommene Gesichtsvektor 
[VG2] erscheint zum Gesichtsvektor 
[VG1] von Augpunktposition [A1] 
rotiert. 
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einen benötigt das Konzept eine manuelle Einstellung des Prozentwertes. 
Zum anderen muss ein Mapping des Abstandes zwischen Augpunkt und 
Objekt auf einen Prozentwert erfolgen. Implizit wird durch den Umweg der 
prozentualen Anpassung des Rotationsfaktors letztendlich die Orientierung 
des korrigierten Objektes beeinflusst. Es ist somit sinnvoll, alternative Be-
rechnungsverfahren zu prüfen. 
Idee ist die Differenz (oA) zwischen Virtueller Kamera [C] (Projektionszent-
rum) und virtuellem Augpunkt [A] (siehe Abbildung 89) als einen durch die 
Szene definierten, respektive nicht wie beim prozentualen Ansatz manuellen, 
Eingabewert zu verwenden. Praktisch kann diese Differenz (oA) zum relativen 
z-Abstand des Objektes als so genannter Offset in die Berechnung integriert 
werden. Verbunden mit diesem Ansatz ist die Einschränkung, dass sich der 
Augpunkt nur auf der Optischen Achse befinden kann. Da die Objektpositi-
on der EPK immer relativ zur Kamera und damit auch der Optischen Achse 
bestimmt wird, ist der Offset (oA) auf die lokale Dimension z beschränkt. 
Dies bedeutet ein Offset-Wert bestimmt immer den Abstand des Augpunktes 
zum Projektionszentrum [C] auf der Optischen Achse (respektive der lokalen 
z-Achse der Kamera).
8.2 Einbeziehung des Offset in den EPK-Algorithmus
Als ein erster Schritt kann dieser Ansatz in den bestehenden Algorithmus 
so integriert werden, dass der EPK-Rotationsanteil unter Berücksichtigung 
eines Abstandes vom Objekt zum Augpunkt (d zA) berechnet werden kann. 
d zA ergibt sich aus der Addition der Distanz zwischen Objekt [O] und Pro-
jektionszentrum [C] mit dem Offset oA, der den Abstand zwischen Augpunkt 
[A] und dem Projektionszentrum [C] bestimmt. Somit ergeben sich für einen 
angepassten EPK-Algorithmus folgende Einzelschritte:
1. Bestimmung der Objektposition PO bezüglich des lokalen Kamera-
koordinatensystems (relativer x- und z-Abstand):
Abbildung 89: Konzept der Offset 
EPK 
Für eine betrachterabhängige 
Rotation mittels EPK kann anstatt 
des relativen Objektabstandes (dx, 
dzC) zum Projektionszentrum [C] der 
relative Abstand zum Augpunkt des 
Betrachters [A] (dx, dza) verwendet 
werden.
Projektionszentrum................... [C]
Augpunkt ................................. [A]
Objekt ...................................... [O]
Objektposition .......................... PO 
x-Abstand [O] und [C] ............... dx
z-Abstand [O] und [C] ............... dzC
z-Abstand [O] und [A] ............... dzA
Offset ....................................... oA
 
2. Berechnung der Scherfaktoren sx (horizontal) und sy (vertikal) aus 
der Objektposition PO:
3. Berechnung des relativen Augpunktabstandes: 
4. Berechnung der angepassten Rotationswinkel rx (horizontal) und 
ry (vertikal) durch die Arcustangesfunktion mit zwei Argumenten 
unter Einbeziehung des Augpunktabstandes d zA:
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5. Definition der Rotation als Transformationsmatrizen [Rx] ( Rotati-
on um x-Achse) und [Ry] (Rotation um y-Achse):
8.3 Vergleich zwischen Prozentual-optimierter EPK sowie 
der Augpunkt-bezogenen EPK
Nachdem im vorhergehenden Abschnitt ein erster, bezüglich der Integration 
der Betrachterposition angepasster, Algorithmus zur Erweiterten Perspekti-
vischen Korrektur vorgestellt wurde (siehe 8.2), bietet sich ein Vergleich zur 
bisherigen Anpassung der Korrektur durch prozentuales Einstellen (siehe 5.4) 
an. Zu diesem Zweck wird eine Analyse der Korrektur auf ein Objekt durch-
geführt. Die dazu genutzte Musterszene wird in Abbildung 90 skizziert. 
Wie in 5.3 beschrieben, findet die Korrektur jeweils in der x-z-Ebene sowie 
der y-z-Ebene statt. Die nachfolgende Betrachtung soll sich aus Gründen der 
Nachvollziehbarkeit auf eine Analyse im zweidimensionalen Raum beschrän-
ken. Die Ergebnisse können auf die räumliche EPK übertragen werden, da 
sich der Rotationsanteil aus zwei separaten Rotationen zusammensetzt und 
die Korrektur in diesen beiden Dimensionen unabhängig ist.
Die Musterszene (siehe Abbildung 90) besteht aus einem Objekt [O], welches 
10 cm in x-Richtung und 10 cm in z-Richtung von einer Kamera [C] (respek-
tive dem Projektionszentrum) entfernt ist. Weiterhin existiert ein durch den 
Offset oA bestimmter Augpunkt [A], welcher auf der Optischen Achse liegt.
Bezogen auf diese Szenen wird in einem ersten Versuch die Prozentual-
optimierte EPK auf das Objekt angewendet und der dementsprechend be-
rechnete Rotationswinkel für das Objekt ausgewertet. Der Rotationsanteil 
in Prozent wird entsprechend der ursprünglichen Intention dieses Ansatzes 
pro Versuchsschritt um 10 Prozent vermindert, ausgehend von einer idealen 
Korrektur mit 100 Prozent Rotationsanteil (vgl. 5.4) hin zu 0 Prozent Rota-
tionsanteil. Tabelle 6 zeigt die berechneten Rotationswinkel in Abhängigkeit 
vom Rotationsanteil in Prozent.
Abbildung 90: Versuchsaufbau
Musterszene zur Analyse der Unter-
schiede zwischen Augpunkt-bezoge-
ner und Prozentual-optimierter EPK.
Projektionszentrum................... [C]
Augpunkt ................................. [A]
Objekt ...................................... [O]
Offset ....................................... oA
6. Definition der Scherung als Transformationsmatrix (Scherungsma-
trix [S]):
124
Als zweiter Versuch wird der Rotationsanteil mittels des vorgestellten Aug-
punkt-bezogenen Ansatzes berechnet. Tabelle 7 beinhaltet die bestimmten 
Rotationswinkel in Abhängigkeit vom Offset. Die Werte für den Offset wer-
den von 0 ausgehend in 10-cm-Schritten erhöht. Dadurch wird implizit eine 
Bewegung des Betrachters vom Projektionszentrum aus von der Bildebene 
weg simuliert.
Ausgehend von den Ergebnissen der zwei Versuche ist eine generelle Gegen-
überstellung der beiden Verfahren sinnvoll. Zwar ist ein direkter quantitati-
ver Vergleich schwierig, da beide Verfahren unterschiedliche Eingabeparame-
ter besitzen, ein qualitativ auf die Intention bezogener Vergleich ist jedoch 
möglich. Ausgangspunkt dazu ist eine Analyse der Graphen der Versuch-
Tabelle 7: (rechts) Wertetabelle des 
zweiten Versuchs (Augpunkt- 
bezogene EPK)
Tabelle 6: (links) Wertetabelle des 
ersten Versuchs (Prozentual- 
optimierte EPK)
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10 10 100 45,0
10 10 90 40,5
10 10 80 36,0
10 10 70 31,5
10 10 60 27,0
10 10 50 22,5
10 10 40 18,0
10 10 30 13,5
10 10 20 9,0
10 10 10 4,5
10 10 0 0,0
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10 10 0 45,00
10 10 10 26,57
10 10 20 18,43
10 10 30 14,04
10 10 40 11,31
10 10 50 9,46
10 10 60 8,13
10 10 70 7,13
10 10 80 6,34
10 10 90 5,71
10 10 100 5,19
10 10 110 4,76
10 10 120 4,40
10 10 130 4,09
10 10 140 3,81
x-Abstand [O] und [C] ............... dx
z-Abstand [O] und [C] ............... dzC
Offset ....................................... oA
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sergebnisse (siehe Abbildung 91 und Abbildung 92). Für eine bessere Ver-
gleichbarkeit wird in der Darstellung der Prozentual-optimierten EPK (siehe 
Abbildung 91) die Wertebereichsachse entsprechend der Wirkungsweise des 
Korrekturanteils Rotation (100 % vollständige Rotation, 0 % keine Rotation) 
auf den Neutralwert der Korrektur (100 %) verschoben. Darüber hinaus ist 
der Definitionsbereich invertiert. Abbildung 92 zeigt den Graphen der Ergeb-
nisse der Augpunkt-bezogenen EPK in Versuch zwei. 
Als wesentlichster Unterschied fällt der Verlauf der Kurve auf. Während die 
Ergebnisse der Prozentual-optimierten EPK einen linearen Graphen bilden, 
so zeigt der Graph der Augpunkt-bezogenen EPK ein asymptotisches Verhal-
ten. Festzustellen ist weiterhin, dass für den Neutralfall, das heißt keine Be-
Abbildung 91: Graph der Versuchs-
ergebnisse der Prozentual- 
optimierten EPK 
Hinweis, die Wertebereichsachse ist 
entsprechend der Wirkungsweise 
der Korrektur (100 % vollständige 
Rotation, 0 % keine Rotation) auf 
den Neutralwert der Korrektur 
(100 %) verschoben und der Definiti-
onsbereich ist invertiert. 
Abbildung 92: Graph der Versuchs-
ergebnisse der Augpunkt- 
bezogenen EPK
126
einflussung des Originals durch den EPK-Rotationswinkels, die berechneten 
Werte gleich sind (45 Grad). Für die Prozentual-optimierte EPK ist das bei 
100 Prozent und für die Augpunkt-bezogene EPK bei einem Offset von 0 cm 
der Fall. Auffällig ist weiterhin, dass bei der Prozentual-optimierten EPK ein 
resultierender Rotationswinkel von 0 Grad möglich ist (bei 0 Prozent), wäh-
rend durch das asymptotische Verhalten des Graphen der Augpunkt-bezoge-
nen EPK dieser Fall nicht eintreten kann. Die Kurve fällt zu Beginn stark ab. 
Während des weiteren Verlaufs wird diese flacher und die Werte nähern sich 
der Koordinatenachse an. Bezogen auf das Konzept der Augpunkt-bezogenen 
EPK bedeutet dies eine starke Veränderung des absoluten Rotationswertes bei 
geringer Distanz des Augpunktes zum Projektionszentrum. Bei einer großen 
Distanz sind dagegen zum einen die Werteänderung nicht gravierend zum 
anderen ist der Betrag der absoluten Rotationswerte nicht groß. 
Kurve 1 2 3 4 5 6 7
dx in cm 3 10 20 30 40 50 60
Tabelle 8: Werte von dx der Kurven-
schar in Abbildung 93
Abbildung 93: Kurvenschar 
Augpunkt-bezogene EPK
Der Graph aus Abbildung 92 ist 
farblich markiert. 
Eine weitergehende Analyse (siehe Abbildung 93) der Funktionswerte der 
Augpunkt-bezogenen EPK bestärkt diese Erkenntnisse. Einerseits wird der 
Wertebereich ins Negative vergrößert. Dies entspricht dem praktischen Fall, 
dass sich der Betrachter zwischen Bildebene und Projektionszentrum befin-
det und ist beispielsweise bei großformatigen Darstellungen möglich. An-
dererseits wurde eine Kurvenschar durch die Variation des x-Abstandes des 
Objektes erzeugt. Auf die Musterszene aus Abbildung 90 bezogen, wurde 
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somit eine Bewegung des Objektes [O] in x-Richtung von der Koordinaten-
achse weg simuliert. Die entsprechenden Abstandswerte (d x) der Graphen 
aus Abbildung 93 sind in Tabelle 8 aufgeführt und der entsprechende Graph 
der ersten Analyse aus Abbildung 92 ist farblich markiert.
Die Analyse der Kurvenschar zeigt, dass sich als Ergebnis für den berech-
neten Rotationswinkel entsprechend der Berechnungsvorschrift das Bild ei-
ner negierten Arkustangensfunktion ergibt. Diese verhält sich insbesondere 
asymptotisch zum Rotationswinkel von 0 Grad. Es ist weiterhin ersichtlich, 
dass eine Änderung des x-Abstandes (d x) sich insbesondere auf den Anstieg 
der Kurve auswirkt. Dies bedeutet praktisch einen von der Position abhängi-
gen idealen Rotationswert bei keinem Offset (oA = 0), der mit zunehmendem 
Abstand steigt (siehe Schnittpunkte der Kurven mit der vertikalen Koordina-
tenachse). Dieser Effekt kann so auch bei der Vollständigen EPK beobachtet 
werden. 
Der Anstieg der Funktion sinkt mit zunehmenden Objektabstand (d x). Für 
eine Bewegung des Betrachters vom Abbild weg ergibt sich somit für Objekte, 
welche sich nahe an der Optischen Achse befinden, eine starke Rotationsän-
derung. Dem gegenüber steht eine geringere Rotationsänderung der weit von 
der Optischen Achse entfernten Objekte. Zu beobachten ist weiterhin, dass 
mit zunehmendem Offset (also der Betrachterdistanz) der Anstieg auf Grund 
des asymptotischen Verhaltens geringer wird. Folglich ist die Rotationsdiffe-
renz nahe dem Projektionszentrum groß, während im weiteren Verlauf einer 
Zurückbewegung des Betrachters diese Differenz geringer wird. Ein weiterer 
interessanter Punkt der Kurvenschar ist der Schnittpunkt der Kurven bei 
einem Offset von -10 cm. An diesem Punkt beträgt der berechnete Rotati-
onswinkel für alle Kurven 90 Grad. Bezogen auf die zugrunde liegende Szene 
(siehe Abbildung 90) hat der Augpunkt des Betrachters den gleichen z-Wert 
wie das zu korrigierende Objekt. Daraus ergibt sich eine Ansicht, welche das 
Objekt für die Kamera so darstellt, als würde es vom Augpunktstandort he-
raus betrachtet. 
Dieser Fall ist aber lediglich ein hypothetischer, da in der Regel praktisch 
gesehen zwischen Objekt und Betrachter die Bildebene und damit im allge-
meinen auch die Bildfläche liegt. Das heißt, die beschriebene Position kann 
physisch durch den Betrachter in der Regel nicht erreicht werden. 
Aus diesen Ausführungen heraus ergeben sich die Vorteile einer Korrektur, 
die den Augpunkt des Betrachters einbezieht. Zum einen kann dadurch im 
Korrekturprozess das Proportionsproblem losgelöst vom Orientierungspro-
blem behandelt werden. Zum anderen erzielt die angepasste Korrektur hin-
sichtlich des Orientierungsproblems die gewünschte Auswirkung. Befindet 
sich ein Betrachter nahe an der Bildfläche bedeutet dies eine starke korrek-
turbedingte Rotation für das beeinflusste Objekt. Besteht dagegen eine große 
Distanz zwischen Betrachter und Bildfläche, so wird nur eine verminderte 
Rotation ausgeführt. Dies ist an das natürliche Sehverhalten angelehnt, bei 
dem die Augen zum Betrachten eines lateralen Objektes (bei nicht geänderter 
Kopfdrehung) entsprechend bewegt werden müssen (siehe Abbildung 94). 
Für die weiteren Überlegungen ist es wichtig zu betonen, dass die bisherigen 
Offset-Versuche sich ausschließlich auf Positionen im virtuellen Raum bezo-
gen haben. Der Offset bezog sich folglich immer auf die internen Einheiten 
des Virtuellen Raumes. Daraus folgt, dass zwar die benutzten Zentimeteran-
Abbildung 94: Unterschiedliche 
Blickwinkel auf eine Figur durch 
Änderung des Augpunktstandortes 
(bezogen auf den Gesichtsvektor VG) 
Der weiter entfernte Standort [A1] 
hat einen geringeren Blickwinkel (a1) 
als der nahe gelegene Standort [A2] 
mit dem Winkel (a2). 
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gaben ein Maßverhältnis angeben, diese jedoch durch die Projektion dieses 
Raumes auf eine Bildebene und deren Darstellung auf einer Bildfläche nicht 
ohne weiteres in den realen Raum übertragen werden können. Diese Erkennt-
nis ergibt sich letztendlich auch aus den Betrachtungen in [Glaeser 1999] hin-
sichtlich der Primär- und Sekundärperspektive. Eine einfache Übertragung 
der Maßangaben zum Betrachterstandort (Augpunkt) vom realen in den vir-
tuellen Raum ist dadurch nicht möglich. 
8.4 Einbeziehung weiterer Parameter der 
Betrachtersituation 
Für einen praktischen Einsatz des Verfahrens sind weitere Faktoren in die 
Konzeption mit einzubeziehen. Ziel dieser Überlegung ist ein Korrekturver-
fahren, das auf Basis absolut bestimmbarer Eingabeparameter für eine fest-
gelegte reale Betrachterposition eine Perspektivkorrektur (optimal bezüglich 
Proportions- und Orientierungserhalt) realisiert.
Ausgangspunkt für eine Integration der realen Betrachterposition ist die Ein-
beziehung der Verhältnisse des Betrachters vor der Bildfläche. Abbildung 95 
zeigt ein Modell der realen Betrachtersituation sowie deren wesentliche Pa-
rameter. Der Betrachter verfügt in diesem Modell über einen Augpunkt [A], 
der zum einen durch seine Lage im Raum (x-, y- ,z -Koordinate) definiert ist, 
zum anderen einen definierten Abstand aR zur Bildfläche [I] hat. Die Opti-
sche Achse des Betrachters [S] geht von diesem Augpunkt aus und steht in ei-
nem bestimmten Winkel (ω) zum Lot auf der Bildfläche. Zur Vereinfachung 
des Modells soll an dieser Stelle auf eine gegebenenfalls sinnvolle Untertei-
lung dieses Winkels in Rotation bezüglich x-, y- ,z –Achse verzichtet werden. 
Im Hinblick auf die Bildfläche [I] ergeben sich als Parameter innerhalb des 
Systems die Bildflächenbreite bR sowie die Bildflächenhöhe hR.
Für die weiteren Ausführungen werden folgende Einschränkungen getroffen: 
1. Der Betrachter befindet sich immer zentral vor dem Bild, das heißt 
das Lot vom Augpunkt auf die Bildfläche fällt immer in die Mitte 
der Bildfläche [I], respektive auf den Hauptpunkt.
2. Die Sichtachse des Betrachters [S] steht orthogonal zur Bildfläche 
(dies entspricht dem Lot aus Punkt eins). Der Winkel (ω) ist somit 
null. 
3. Es wird lediglich eine Dimension der zweidimensionalen Perspek-
tivkorrektur betrachtet.
Diese Einschränkungen erfolgen zu Gunsten einer auf das Kernproblem 
fokussierten Darstellung. Die Auswirkungen einer Aufhebung dieser Ein-
schränkungen werden jedoch im weiteren Verlauf hinsichtlich einer Genera-
lisierung des Lösungsansatzes noch einmal thematisiert.
Mit Hilfe des grundlegenden Betrachtermodells kann ein erster Lösungsan-
satz formuliert werden. Begonnen werden soll mit der Auflistung der bisher 
Abbildung 95: Modell der realen 
Betrachtersituation
Augpunkt ................................. [A]
Abstand zur Bildfläche [I]  ......... aR
Optische Achse  ........................ [S]
Winkel der Optischen Achse ..... ω 
Bildflächenbreite ....................... bR
Bildflächenhöhe  ....................... hR
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vorhandenen Parameter in Realität und Virtualität. Da die nachfolgende 
Herleitung das Prinzip verdeutlichen soll, wird für die Parameterbenennung 
vorerst eine gewisse Inkonsistenz zur bisherigen Nomenklatur in Kauf ge-
nommen.
Im realen Raum sind folgende Parameter vorhanden:
  Augpunkt ............................................................................... [AR]
  Bildfläche ................................................................................... [I]
  Abstand von Augpunkt und Bildfläche ..................................... aR 
  Bildflächenbreite ....................................................................... bR
In der Virtualität sind folgende Parameter vorhanden:
  Kamera (Projektionszentrum) ...................................................CV
  Kameröffnungswinkel ............................................................... öV
  Bildebene .................................................................................. [E]
  Objekt-Pivotpunkt .................................................................... PV
  x-Abstand des Objektes zur Optischen Achse ............................ xV
  z-Abstand des Objektes zur Kamera ........................................ zCV
Abbildung 96 veranschaulicht diese Parameter getrennt nach Virtualität und 
Realität. 
Abbildung 96: Virtuelle und reale 
Parameter des Korrekturkonzeptes
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8.5 Erster Lösungsansatz
Konzeptioneller Ansatz der Lösung ist es, durch eine verhältnismäßige Über-
tragung der vorhandenen Parameter zwischen Realität und Virtualität den 
gewünschten Offset oV berechnen zu können, der als messbarer Wert nicht 
direkt aus den vorhandenen Parametern bestimmt werden kann.
Abbildung 97: Übertragung der 
Parameter zwischen Virtualität und 
Realität
Abbildung 98: Bestandteile der 
Offset-Berechnung in Virtualität und 
Realität
In einem ersten Schritt werden entsprechend des Ansatzes die vorhandenen 
Parameter jeweils übertragen. Abbildung 97 veranschaulicht dies. Zur Un-
terscheidung der Parameter werden die Indizes »V« für Virtualität und »R« 
für Realität eingeführt. Als Resultat ergibt sich aus diesem Schritt die Not-
wendigkeit, einen Fixpunkt für die Berechnung festzulegen, da eine direkte 
Berechnung des Offsets (also dem Abstand zwischen [CV] und [AR]) nicht 
möglich ist. Eine potentielle Möglichkeit besteht in der Festlegung von Bild-
ebene [E] und Bildfläche [I] als Fixpunkt der Übertragung.
Diese Festlegung ermöglicht theoretisch die Bestimmung eines Umrech-
nungsfaktors aus dem Verhältnis von bR und bV . Durch die nun vorhandenen 
Parameter scheint auch eine Berechnung des Offsets möglich. Ausgangs-
punkt sind die bereits vorhandenen realen und virtuellen Parameter (vgl. Ab-
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bildung 96). Abbildung 98 fast die für diesen Schritt zwischen Realität und 
Virtualität übertragenen Parameter zusammen. Nachfolgend soll mit Hilfe 
der im vorhergehenden Abschnitt bestimmten und in Abbildung 98 veran-
schaulichten Parameter eine Berechnungsvorschrift für den virtuellen und 
realen Offset (oV und oR ) konstruiert werden.
Gegeben: 
Augpunkt  ............................................................................................... [AR] 
Bildfläche  ................................................................................................  [ I ] 
Abstand Augpunkt Bildfläche  ..................................................................  aR
Bildflächenbreite ....................................................................................... bR
Kamera (Projektionszentrum) ................................................................... CV
Kameraöffnungswinkel virtuell = Kameraöffnungswinkel real  .......... öV = öR
Bildebene .................................................................................................. [E ]
Objekt-Pivotpunkt  ................................................................................... PV 
x-Abstand des Objektes zur Optischen Achse  ...........................................  xV
z-Abstand des Objektes zur Kamera  ....................................................... zCV 
Gesucht:
Offset virtuell / real  ............................................................................ oV / oR
Lösung: 
Ins Verhältnis setzen von Bildebe-
nenbreite bV und Bildflächenbreite 
bR. Im gleichen Maß muss sich bei 
konstantem Kameraöffnungswinkel 
(öV = öR) auch der virtuelle Kameraab-
stand cV zum realen Kameraabstand 
cR verhalten (vgl. Abbildung 98).
Umstellen der Formel (1) nach cR.
Aus den Winkelfunktionen ergibt 
sich auf Grund der Orthogonalität 
(siehe Abbildung 99) von cV zu bV 
eine Abhängigkeit.
Umstellen der Formel (3) nach cV .
(1)
(2)
Abbildung 99: Detail Virtualität
(3)
(4)
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Einsetzen von cV aus (4) in (2).
Vereinfachen der Formel durch Kür-
zen. Damit ist die Berechnung des 
realen Kameraabstandes cR auf Basis 
des Kameraöffnungswinkels öV und 
der Bildebenenbreite möglich. Eine 
alternative Herleitung kann eben-
falls über die Winkelfunktionen in-
nerhalb des realen Anteils erfolgen. 
Aus der Skizze in Abbildung 98 er-
gibt sich weiterhin, dass der reale 
Offset zwischen Kamera [CR] und 
Augpunkt [AR] die Differenz zwi-
schen dem realen Betrachterabstand 
aR und dem realen Kameraabstand 
cR ist.
Einsetzen von cR aus (6) in (7).
Ins Verhältnis setzen von Bildebe-
nenbreite bV und Bildflächenbreite 
bR. Im gleichen Maß muss sich bei 
konstantem Kameraöffnungswinkel 
(öV =   öR) auch der virtuelle Offset oV 
zum realen Offset oR verhalten (vgl. 
Abbildung 98, vgl. (1)).
Umstellen von (9) nach oV .
Als Resultat ergibt sich durch Einset-
zen von oR aus (8) in (10) eine Formel 
zur Berechnung des virtuellen Off-
sets oV . Als Berechnungsgrundlage 
werden die reale Bildschirmbreite bR, 
die Breite der virtuellen Bildebene 
bV, der Betrachterabstand aR sowie 
der virtuelle Kameraöffnungswinkel 
öV benötigt. 
(6)
(7)
(8)
(9)
(10)
(11)
(5)
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Im Rückblick auf die gegebenen Werte fällt auf, dass die Breite der virtu-
ellen Bildebene bV nicht als gegeben angenommen wurde. Es muss folglich 
überprüft werden, ob dieser Wert immer bestimmbar ist. Das in 2.2.5 vorge-
stellte allgemeine computergrafische Kameramodell besitzt wie beschrieben 
eine definierte Bildebene. In Frameworks zur Darstellung räumlicher Szenen 
beispielsweise OpenGL erlauben spezielle Befehle die Festlegung der Kame-
radefinition, insbesondere des Abstandes der Near Clipping Plane respek-
tive der Bildebene (vgl. 2.2.5, [Hill 2000], S. 360). Jedoch müssen durch 
die Überführung des View Frustums in ein Kanonisches Sichtvolumen (vgl. 
[Hill 2000], S. 385) im Zuge der Rendering Pipeline weitere Aspekte in die 
Überlegung einbezogen werden. Diese Überführung auf Basis der Projekti-
onsmatrix ist notwendig, um das zweidimensionale Abbild technisch realisie-
ren zu können. Vereinfacht dargestellt wird in diesem Schritt das Abbild von 
der Bildebene auf die Bildfläche skaliert. Es ist unter der Voraussetzung, dass 
Bildebene und Bildfläche die gleichen Proportionen besitzen, dadurch uner-
heblich wie groß die Bildebene im virtuellen ist, die Größe der Darstellung 
auf der Bildfläche ist immer gleich (siehe Abbildung 100). 
Abbildung 100: Übertragung der 
verschiedenen Abbilder auf die 
Bildfläche
Die virtuelle Größe der Abbilder auf 
der Bildebene [E1] und [E2] ist zwar 
unterschiedlich, das dargestellte Ab-
bild auf der realen Bildfläche ist für 
beide Abbilder jedoch identisch.
Für die praktische Anwendung ergeben sich dadurch folgende Probleme. 
Zwar besteht bei gleichem Öffnungswinkel das gleiche Verhältnis zwischen 
virtueller Bildebenenbreite und Kameraabstand, in den absolut berechneten 
Werten ergeben sich für das gleiche Abbild aber unterschiedliche Offset-Wer-
te. Daraus folgt, dass für die gleiche Bildsituation für beide Bildebenenpo-
sitionen ([E1] und [E2] siehe Abbildung 100) unterschiedliche Offset-Werte 
berechnet werden. Dadurch sind in letzter Konsequenz zwei verschiedene 
Korrekturergebnisse für die gleiche Konstellation von Kamera, Augpunkt 
und Objekt festzustellen, obwohl die Position des Objektes im Bild gleich 
geblieben ist. Die folgende Beispielrechnung verdeutlicht dies.
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Gegeben:
Kameraöffnungswinkel  ....................... öV = 120 Grad
Bildflächenbreite  ................................. bR = 36 cm
Abstand des Betrachters  ...................... aR = 60 cm
Bildebenenbreite 1 ................................ bV1= 1 Einheit
Bildebenenbreite 2  ............................... bV2= 10 Einheiten
Gesucht:
Offset virtuell 1 .........................................................................................oV1 
Offset virtuell 2 ........................................................................................ oV2
Lösung: 
Ergebnis:
oV1 =  1,378 cm
oV2 = 13,780 cm
oV1 ≠  oV2
Für das Objekt [O] aus den in Abbildung 90 skizzierten Versuchsaufbau wür-
de sich somit für die Bildebenenbreite 1 ein EPK-Rotationswert von 42,274 
Grad und für die Bildebenenbreite 2 der Wert von 23,499 Grad ergeben, ob-
wohl sich das Objekt immer noch an derselben Position innerhalb der Szene 
und dem Abbild befindet. 
Da das Ziel jedoch darin besteht, eine eineindeutige Lösung für die Berech-
nung des Offsets zu erhalten, ist es sinnvoll nach alternativen Berechnungs-
möglichkeiten für diesen Sachverhalt zu suchen. Der Ansatz, eine Verhältnis-
mäßigkeit zwischen Virtualität und Realität als Grundlage zu benutzen, soll 
dabei jedoch beibehalten werden.
8.6 Zweiter Lösungsansatz
Das Problem des Einflusses der virtuellen Bildebene auf das Ergebnis ergibt 
sich wie aufgezeigt aus der Nutzung absolut berechneter Werte. Folglich soll-
te eine Berechnung des virtuellen Offsets ohne die Notwendigkeit der Einbe-
ziehung der virtuellen Bildebene gewährleistet sein. 
Die Verhältnisse innerhalb des Gesamtsystems können alternativ zu den bis-
herigen Ausführungen auch mit Hilfe von Winkeln beschrieben werden. Im-
plizit sind dabei die absoluten Verhältnisse mit einbezogen. Abbildung 101 
stellt diesen Sachverhalt dar. Hinsichtlich einer detaillierten Betrachtung ist 
für die weiteren Ausführungen eine getrennte Beschreibung von Virtualität 
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und Realität sinnvoll. Im Bereich der Realität, also den Verhältnissen vor der 
Bildfläche, ist der Offset implizit im Verhältnis des, für die Virtualität und 
Realität gleichen Kameraöffnungswinkels öR zum maximalen Betrachtungs-
winkel vom Augpunkt festgelegt. Wie bereits in Abbildung 99 veranschau-
licht kann dies über die Winkelfunktion begründet werden. Somit können 
alle in der Realität notwendigen Winkel aus den gegebenen Parametern be-
rechnet werden:
Gegeben: 
Bildflächenbreite  .......................................................................................bR
Abstand des Betrachters  ............................................................................aR
Kameraöffnungswinkel ..............................................................................öR
Gesucht: 
Winkel g ..................................................................................................... g
Winkel d (implizit daraus oR) ...................................................................... d
Lösung:
Abbildung 101: Bestimmung des Off-
sets in Abhängigkeit der realen und 
virtuellen Winkelbeziehungen
Winkel g entspricht dem halben rea-
len Kameraöffnungswinkel öR.
Aus den Winkelfunktionen ergibt 
sich eine Abhängigkeit zwischen d, 
bR und aR.
Aus den Winkelfunktionen ergibt 
sich ebenfalls eine Abhängigkeit zwi-
schen g, bR und cR.
(1)
(2)
(3)
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(4)
(5)
Der reale Offset oR ergibt sich aus 
der Differenz zwischen Augpunkt-
abstand aR und Kameraabstand cR. 
Einsetzen von (3) in (4).
Der Offset oR kann somit in Abhän-
gigkeit von d und g gebracht werden. 
(Einsetzen von (2) in (5))
(6)
Aus der hergeleiteten Formel folgt, dass bei konstantem bR der Offset oR grö-
ßer wird, sobald d kleiner oder g größer ist. Im Umkehrschluss wird der Off-
set oR kleiner, wenn d größer oder g kleiner ist. 
Das Verhältnis von g zu d bestimmt bei konstantem bR somit den Wert des 
Offsets beziehungsweise folgt aus einer Änderung von g oder d eine Ände-
rung des Offsets oR.
Um eine Übertragung dieses Verhältnisses zu gewährleisten, wird ein Fix-
punkt benötigt. Wie in Abschnitt 8.5 gezeigt, ist die Bildebene nur bedingt 
als Referenz geeignet. Einen fixen Wert in der Virtualität stellt zum Berech-
nungszeitpunkt jedoch die Objekt-Kamera-Konstellation dar. Diese wird in 
den bisherigen EPK-Verfahren bereits ausgewertet (vgl. 8.2, [Zavesky 2007] 
S. 44). Hinzu kommt, dass der EPK-Rotationswinkel auf Grund der identi-
schen Berechnungsgrundlage mit dem in Abbildung 101 dargestellten Win-
kel a übereinstimmt. 
Aus dieser Erkenntnis ergibt sich weiterhin, dass der Winkel b in Abbildung 
101, also der Winkel der Abweichung des Objektes von der Optischen Achse 
vom Augpunkt aus, gleichzusetzen ist mit dem letztendlich gesuchten EPK-
Korrekturwinkel unter Einbeziehung des Offsets. Auf eine separate Berech-
nung des virtuellen Offsets als Eingabeparamter für die EPK unter Nutzung 
des x-Abstandes des Objektes x V und des zu bestimmenden virtuellen Objekt-
Augpunkt-Abstands zA V kann dadurch verzichtet werden. 
Ziel der folgenden Überlegungen ist also die Berechnung von b als EPK-
Winkel. Durch die Nutzung des festgelegten Objektes als Fixpunkt ist es 
abschließend möglich, die Winkel aus Realität und Virtualität in Beziehung 
zu setzen.
(1)
(2)
Aus den Vorüberlegungen ergibt sich 
eine Beziehung zwischen a, b, g und 
d. 
Diese Formel kann nach b umge-
stellt werden.
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Da mit den gegebenen Größen die Winkel d, g und a determiniert sind, 
ist eine direkte Berechnung des EPK-Rotationswinkels ohne Einbeziehung 
der virtuellen Bildebene (impliziter Beachtung des Offsets) möglich. Dazu 
werden zusätzlich zu den bisherigen EPK-Eingabeparametern x V und zCV le-
diglich die Bildflächengröße bR, der Betrachterabstand aR und der virtuelle 
Kameraöffnungswinkel öR benötigt. Die nachfolgende Herleitung der Be-
rechnungsformel veranschaulicht dies.
Gegeben: 
Bildflächenbreite ........................................................................................bR
Abstand des Betrachters .............................................................................aR
Kameraöffnungswinkel ..............................................................................öR
x-Abstand des Objektes zur Optischen Achse .............................................xV
z-Abstand des Objektes zur Kamera  ....................................................... zCV
Gesucht: 
EPK-Rotationswinkel ..................................................................................b
Lösung:
(1)
(2)
(3)
Lösungsformel
 
Aus den Winkelfunktionen ergibt 
sich:
Bestimmen von g aus dem Kamera-
öffnungswinkel öR.
Aus den Winkelfunktionen ergibt 
sich die Beziehung zur Bestimmung 
von a. Dies ist ebenfalls die bishe-
rige Berechnungsvorschrift des EPK-
Winkels.
 
Einsetzen von d aus (2), g aus (3) und 
a aus (4) in (1).
(4)
(5)
Mit der hergeleiteten Formel ist ist eine Berechnung des EPK-Rotationswin-
kels in Abhängigkeit aller gegebenen Parameter möglich.
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8.7 Analyse der Wirkungsweise
Um ein umfassendes Bild von der Wirkungsweise des entwickelten Verfah-
rens zu erhalten, bietet sich an, die Auswirkung der einzelnen Eingabepara-
meter bR, aR, öR, xV , zCV zu analysieren. Ausgangspunkt dazu soll die nach-
folgende Wertetabelle sein.
Tabelle 9: Wertetabelle Augpunkt-
bezogene EPK (2. Lösungsansatz)
Je Versuch wurde nur ein Eingabe-
parameter verändert (siehe Kenn-
zeichnung).
A
na
ly
se
sc
hr
itt
b R
 in
 c
m
a R
 in
 c
m
ö R
 in
 G
ra
d
x V
 in
 E
in
he
ite
n
zC
V
 in
 E
in
he
ite
n
b 
in
 G
ra
d
1
30 60 60 10 10 21,05
60 60 60 10 10 39,85
2
30 60 60 10 10 21,05
30 120 60 10 10 10,69
3
30 60 60 10 10 21,05
30 60 120 10 10 10,53
4
30 60 60 10 10 21,05
30 60 60 20 10 29,68
5
30 60 60 10 10 21,05
30 60 60 10 20 12,43
Als Basis für die Untersuchung dienen realistische Eingabewerte, beispiels-
weise ein Augpunktabstand von 60 Zentimetern vor einer Bildfläche von 30 
Zentimetern Breite. Von diesen Werten ausgehend wird je Analyseschritt ein 
Parameter verdoppelt und gemäß der in 8.6 vorgestellten Formel der resultie-
rende Korrekturwinkel b berechnet.
139
8.7.1  Analyseschritt 1: Vergrößerung der Bildflächenbreite bR
Die Vergrößerung der Bildflächenbreite (bR) versetzt das Objekt weiter in 
Richtung der Peripherie der Sekundärperspektive (respektive des Blickfeldes 
des Betrachters). Abbildung 102 verdeutlich dies schematisch. Bei ansons-
ten identischen Betrachtungsverhältnissen wird bei einer Vergrößerung der 
Bildfläche [I] die Distanz d zwischen Objekt und Hauptpunkt bezüglich der 
Sekundärperspektive größer. Für diese Position innerhalb der Sekundärper-
spektive ist eine Kompensation mit einem größeren EPK-Korrekturwinkel 
notwendig. Die vorgestellte Berechnungsvorschrift wirkt sich dementspre-
chend in einem größeren Korrekturwinkel (b) (siehe Tabelle 9 (1.)) aus. 
8.7.2 Analyseschritt 2: Vergrößerung des Betrachterabstandes aR
Bezogen auf die Sekundärperspektive verkleinert sich durch Vergrößerung 
des Betrachterabstandes aR die Bildfläche [I] mit der darin enthaltenen Pri-
märperspektive. Daraus resultierend wird die Distanz d zum Hauptpunkt 
der Sekundärperspektive verringert. Folglich erfordert eine Erhöhung des 
Betrachterabstandes einen geringeren Korrekturwinkel, um ein angepass-
tes EPK-Korrekturergebnis zu erhalten. Der Vergleich der Ergebnisse des 2. 
Analyseschrittes (siehe Tabelle 9 (2.)) zeigt, dass sich die vorgestellte Berech-
nungsvorschrift bei Vergrößerung des Betrachterabstandes aR in einer Verrin-
gerung des EPK-Korrekturwinkels (b) auswirkt (siehe Abbildung 103). 
 
Abbildung 102: Optisches Verhalten 
des Abstandes (d) bei Vergrößerung 
der Bildflächenbreite
Jeweils vom Objekt zum Hauptpunkt 
bezüglich Primär- und Sekundär-
perspektive.
Abbildung 103: Optisches Verhalten 
des Abstandes (d) bei Vergrößerung 
des Betrachterabstandes
Jeweils vom Objekt zum Hauptpunkt 
bezüglich Primär- und Sekundär-
perspektive.
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8.7.3 Analyseschritt 3: Vergrößerung des 
Kameraöffnungswinkels öR
Eine Erhöhung des Kameraöffnungswinkels bei ansonsten konstanten Pa-
rametern führt zu einer geänderten Primärperspektive. Dadurch ergibt sich 
ebenfalls ein geänderter Eindruck in der Sekundärperspektive (siehe Abbil-
dung 104). Da auf die gleiche Bildflächenbreite mehr vom Motiv abgebildet 
wird, verschiebt sich das Objekt bezogen auf die Position in Primär- und 
Sekundärperspektive in Richtung des Hauptpunktes (siehe Abbildung 104 
rechts). Aus diesem Grund ist für die neue Position ein geringerer EPK-Kor-
rekturwinkel notwendig. Der Analyseschritt 3 in Tabelle 9 zeigt, dass dies 
durch das vorgestellte Korrekturverfahren gewährleistet wird, da der berech-
nete Korrekturwinkel bei größerem Kameraöffnungswinkel kleiner wird.
 
Abbildung 104: Optisches Verhalten 
des Abstandes (d) bei Vergrößerung 
des Kameraöffnungswinkels
Jeweils vom Objekt zum Hauptpunkt 
bezüglich Primär- und Sekundär-
perspektive.
8.7.4 Analyseschritt 4: Vergrößerung des x-Abstandes xR 
Durch eine Verschiebung des Objektes weg von der Optischen Achse vergrö-
ßert sich innerhalb der Primär- und Sekundärperspektive der Abstand d zum 
Hauptpunkt des Bildes (siehe Abbildung 105). Durch die exzentrischere Posi-
tion muss entsprechend eine stärkere Korrektur erfolgen (vgl. [Zavesky 2007], 
S. 62). Die vorgestellte Berechnungsvorschrift berücksichtigt dies. Tabelle 9 
Analyseschritt 4 dokumentiert die Steigerung des EPK-Korrekturwinkels bei 
Vergrößerung des x-Abstandes.
Abbildung 105: Optisches Verhalten 
des Abstandes (d) bei Vergrößerung 
des x-Abstandes des Objektes zur 
Kamera
Jeweils vom Objekt zum Hauptpunkt 
bezüglich Primär- und Sekundär-
perspektive.
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8.7.5 Analyseschritt 5: Vergrößerung des z-Abstandes cZR 
Eine Vergrößerung des für die EPK benutzten z-Abstandes (vgl. 5.3) des Ob-
jekts zur Kamera (respektive dem Projektionszentrum) wirkt sich im Abbild 
der Szene, bei identischer Beibehaltung der weiteren Eingabeparameter, als 
eine Verschiebung hin zum Hauptpunkt aus. Dabei wird das Objekt eben-
falls auf der Bildfläche verkleinert (siehe Abbildung 106). Als Folge dessen ist 
der Abstand d zwischen Hauptpunkt und Objekt verkleinert. Bezogen auf 
die Korrektur erfordert diese Konstellation einen reduzierten EPK-Korrek-
turwinkel. Die Auswertung des fünften Analyseschritts ergibt in diesem Zu-
sammenhang, dass sich entsprechend der theoretischen Anforderung durch 
das vorgestellte Berechnungsverfahren für die Vergrößerung des z-Abstandes 
ein geringerer EPK-Korrekturwinkel ergibt (siehe Tabelle 9 (5.)).
Abbildung 106: Optisches Verhalten 
des Abstandes (d) bei Vergrößerung 
des z-Abstandes des Objektes zur 
Kamera
Jeweils vom Objekt zum Hauptpunkt 
bezüglich Primär- und Sekundär-
perspektive.
[I]
Primärperspektive
Sekundärperspektive
[I]
Primärperspektive
Sekundärperspektive
d d
8.8 Vom virtuellen Augpunkt zum EPK-Referenzpunkt
Die vorhergehende Analyse zeigt die Auswirkung der Parameteränderung in 
Bezug auf die resultierenden Korrekturwinkel. Weitet man die Betrachtung 
auf die absoluten Offset-Werte aus, ist es notwendig die bisherigen Aussagen 
zum virtuellen Augpunkt zu relativieren. 
Die in den Abschnitten 8.5 und 8.6 formulierten Lösungsansätze basieren 
auf der grundlegenden Idee, die Parameter zwischen Realität und Virtualität 
zu übertragen. Dies manifestiert sich zum Beispiel im ersten Lösungsansatz 
(vgl. 8.5) in der Bestimmung eines virtuellen Augpunktes auf Basis des aus 
der Realität übertragenen Offsets. Das in 8.6 entwickelte Verfahren bezieht 
den virtuellen Offset nur noch implizit in die Berechnungen ein (vgl. 8.6). 
Durch die Nutzung der Objekt-Kamera-Beziehung als Referenzwert für die 
Bestimmung des EPK-Korrekturwinkels wird einerseits der ursprüngliche 
EPK-Winkel respektive der x- und z-Abstand in die Berechnung einbezogen, 
jedoch wirkt sich eine Veränderung der Konstellation auf den resultierenden 
EPK-Korrekturwinkel (b) aus. Dies ist wie im vierten und fünften Analy-
seschritt (vgl. 8.7.4, 8.7.5) aufgezeigt, im Sinne eines optimalen Korrektur-
ergebnisses zielführend. Der veränderte EPK-Korrekturwinkel bedeutet für 
den Offset, also den Abstand zwischen Projektionszentrum und Augpunkt, 
jedoch eine Änderung. Das heißt konkret, obwohl in der Realität der Ab-
stand zwischen Augpunkt und Projektionszentrum nicht geändert wird, be-
wirkt die Verschiebung des Objektes eine Veränderung des virtuellen Offsets.
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Aus diesem Grund ist es sinnvoll, den durch die Winkelbeziehungen definier-
ten virtuellen Punkt, auf den sich der neu berechnete EPK-Rotationswinkel 
bezieht (siehe [A V] in Abbildung 101), nicht als virtuellen Augpunkt sondern 
als EPK-Referenzpunkt zu bezeichnen. 
8.9 Zusammenfassung der Augpunkt-bezogenen EPK
Nachdem der Lösungsansatz einer perspektivischen Korrektur unter Einbe-
ziehung des Augpunktes in den vorhergehenden Abschnitten vorgestellt wur-
de, soll nachfolgend eine zu der bisherigen Beschreibung der EPK-Parameter 
konsistente Zusammenfassung erfolgen. 
Abbildung 107: Konzept der Aug-
punkt-bezogenen EPK (Parameter)
Für die Berechnung des Rotationsanteils der Erweiterten Perspektivischen 
Korrektur werden beim Augpunkt-bezogenen Ansatz sowohl Eingabepara-
meter aus dem virtuellen Raum als auch aus der realen Betrachtersituation 
vor der Anzeigefläche verwendet. Aus dem realen Raum beeinflussen die reale 
Betrachterdistanz (RBD) und die reale Bildflächenbreite (RBB) den Rotati-
onswert (siehe Abbildung 107, vgl. 8.6). Im virtuellen Raum sind die rela-
tive Position des Objektes PO und die damit verbundenen relativen x- und 
z-Abstände (d x und d zC) von Bedeutung. Sowohl in der Realität als auch 
der Virtualität ist der Kameraöffnungswinkel identisch, dieser entspricht in 
Abbildung 107 dem Doppelten von g. Wie in 8.6 gezeigt, können über diese 
Eingabewerte Winkel berechnet werden, die das Verhältnis zwischen dem 
Projektionszentrum [C] (respektive der Kamera) und dem Augpunkt in der 
Realität beschreiben (g und d). Dies kann beispielsweise mittels Winkelfunk-
tionen erfolgen. Dadurch wird implizit der Abstand oA (Offset) zwischen 
beiden Punkten einbezogen. Mit Hilfe der im virtuellen Raum vorhande-
nen Objektposition PO kann das Verhältnis von Objekt zu Kamera durch 
Reale Bildflächenbreite ............. RBB 
Reale Betrachterdistanz ............ RBD 
x-Abstand Objekt ..................... dx
z-Abstand Objekt-Kamera ........ dzC
z-Abstand Objekt-Ref. Punkt .... dzK
Offset ....................................... oA
Objekt-Pivotpunkt .................... Po
Objekt ...................................... [O]
Kamera ..................................... [C]
Augpunkt des Betrachters ........ [A]
Referenzpunkt .......................... [K] 
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einen Winkel ausgedrückt werden (a). Dieser entspricht dem Winkel, der 
innerhalb der bisherigen Korrektur auf das Objekt angewendet wurde. Aus 
diesen drei Winkeln lässt sich letztendlich der gesuchte Korrekturwinkel (b) 
bestimmen. Dieser definiert grafisch betrachtet einen Punkt, der auf der Op-
tischen Achse vor oder hinter der Kamera liegt und als EPK-Referenzpunkt 
bezeichnet wird. An dieser Stelle ist ebenfalls implizit der Abstand zwischen 
Projektionszentrum [C] und EPK-Referenzpunkt [K] (d zC - d zK) einbezogen. 
Abbildung 107 verdeutlicht diese Zusammenhänge grafisch.
Auf Grundlage dieser vorhergehenden Ausführungen sowie den in 8.2 vor-
gestellten Algorithmusbestandteilen kann der neue Ansatz vollständig algo-
rithmisch beschrieben werden. Dabei muss insbesondere entsprechend der 
Wirkungsweise des Verfahrens berücksichtigt werden, dass die Korrektur 
sowohl in horizontaler als auch vertikaler Richtung erfolgen muss (vgl. [Za-
vesky 2007], [Franke u. a. 2007]):
(1)
(2)
(3)
(4)
Bestimmung der Eingabewerte:
Bestimmung der Objektposition PO 
bezüglich des lokalen Kamerakoor-
dinatensystems (relativer x- und z-
Abstand).
 
Berechnung der Scherfaktoren sx 
(horizontal) und sy (vertikal) aus der 
Objektposition PO.
 
Berechnung der Rotationswinkel rx 
(horizontal) und ry (vertikal) über die 
Winkelbeziehungen. Dazu werden 
die zusätzlichen Eingabeparameter 
Reale Bildflächenbreite (RBB), Re-
ale Bildflächenhöhe (RBH), Reale 
Betrachterdistanz (RBD) sowie der 
horizontale und vertikale Kamera-
öffnungswinkel FOVh und FOVv 
verwendet (vgl. 8.6). 
 
 
Position des Objektes (PO)
Reale Bildflächenbreite (RBB)
Reale Bildflächenhöhe (RBH)
Reale Betrachterdistanz (RBD)
Horizont. Kameraöffnungswinkel (FOVh)
Vertikal. Kameraöffnungswinkel (FOVv)
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Je nachdem wie das Kamerasystem 
definiert ist, müssen gegebenenfalls 
die berechneten Werte von rx oder ry 
zusätzlich negiert werden. Der ver-
tikale Kameraöffnungswinkel kann 
entweder direkt aus dem Kamerasys-
tem ausgelesen oder über das Bild-
flächenseitenverhältnis bestimmt 
werden. Darüber hinaus ist es auch 
möglich, den benötigten Winkel aus 
der realen Bildflächenhöhe (RBH) 
und der realen Kameradistanz 
(RKD) zu berechnen.
Definition der Rotation als Trans-
formationsmatrizen [Rx] (Rotation 
um x-Achse) und [Ry] (Rotation um 
y-Achse).
 
 
Definition der Scherung als Trans-
formationsmatrix (Scherungsmatrix 
[S]).
 
(5)
(6)
Punktberechnung
Entsprechend der Ausführungen in 5.3 kann mit Hilfe der berechneten Ma-
trizen die Korrektur auf ein Objekt angewendet werden. Der Vollständigkeit 
halber sind die dafür notwendigen Schritte noch einmal an dieser Stelle aus-
geführt. 
Punkt des Objektes ................................................................................. [  P  ]
Korrigierter Punkt ................................................................................... [ P']
Relative Position des Objektes zur Kamera  .............................................  PO]
Transformationsmatrix des Objektes ....................................................... [O  ]
Transformationsmatrix des Objektes (modifiziert) .................................. [O']
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Transformationsmatrix der Kamera ........................................................ [ K  ]
Transformationsmatrix der Kamera (modifiziert)  ................................... [ K']
Scherungsmatrix  .................................................................................... [ S   ]
Rotation bezüglich der lokalen z-Achse  .................................................. [ Rz]
Rotation bezüglich der lokalen x-Achse  ...................................................[Rx]
Mit Hilfe dieser Matrizen ist eine Berechnungsvorschrift für die Korrektur 
der Objektpunkte möglich ([S], [Rx], [Rz] ergeben sich aus PO):
Randbedingungen für die Anwendung
Für eine Anwendung des vorgestellten Algorithmus müssen verschiedene 
Randbedingungen für eine optimale Korrektur erfüllt sein. Da die Bildflä-
chengröße ein beeinflussender Faktor ist, muss diese vor Korrekturausfüh-
rung bestimmt werden. Zur Vereinfachung sollte dabei von einer Vollbild-
darstellung auf dem Bildschirm oder dem Beamerbild ausgegangen werden. 
Damit können insbesondere bei Bildschirmen die Displaymaße des Gerätes 
als Referenz für die Korrektur herangezogen werden. 
Bei der Korrektur wird von einem Offset auf der Optischen Achse ausgegan-
gen, so dass sich der Betrachter im Idealfall auch auf dieser befinden sollte 
(also orthogonal zum Hauptpunkt des Abbilds). Die bedeutet für allgemeine 
computergrafische Systeme eine zentrale Position vor dem Bild, da sich in der 
Regel der Hauptpunkt durch das symmetrische View Frustum in der Abbild-
mitte befindet. Bei einem asymmetrischen View Frustum respektive einem 
dezentralen Hauptpunkt scheint dieser Aspekt in erster Überlegung von be-
sonderer Relevanz zu sein. Da sich jedoch aus den Ausführungen von Groh 
ergibt, dass insbesondere die multiperspektivische Darstellung von Szenen 
die Erschließung des Szeneninhaltes durch Lateralbewegungen fördert (vgl. 
[Groh 2005], [Zavesky 2007] S. 13), kann diese Limitierung im allgemeinen 
Fall vernachlässigt werden.
Bezogen auf den Korrekturvorgang an sich gelten die gleichen Randbedin-
gungen wie bei der Vollständigen EPK. Beispielsweise ist die Singularität des 
Objektes von Bedeutung. 
146
8.10 Vergleichsprototyp 
Basierend auf den existierenden Implementierungen sowie dem in 8.9 vorge-
stellten Algorithmus der Augpunkt-bezogenen EPK wurde ein Prototyp zum 
direkten Vergleich der Wirkungsweise der verschiedenen EPK-Ausprägungen 
erstellt (vgl. 5.3, 5.4, 8.1). Dieser ist für das Modellier- und Animations-
werkzeug 3D Studio Max® optimiert und basiert auf der Skriptsprache „Max 
Script“. Der Quellcode der exemplarischen Implementierung der Augpunkt-
bezogenen EPK kann im Anhang (siehe 14.5) nachvollzogen werden.
Abbildung 108: Prototyp zum Test 
und Vergleich der EPK-Varianten
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Nachfolgend werden die einzelnen Bestandteile des Vergleichsprototyps 
vorgestellt (siehe Abbildung 108). Die Anwendung ist in fünf Bereiche ge-
gliedert. Der erste Bereich beinhaltet eine allgemeine Funktionsauswahl mit 
Grundfunktionen, die für jeden der implementierten EPK-Algorithmen von 
Bedeutung ist. Dazu zählen, die Festlegung der Referenzkamera, eine Option 
zum Rücksetzen der Transformationen sowie die Zuweisungsmöglichkeit für 
einen Scherungskörper (vgl. [Zavesky 2007], S. 55). 
Der nächste Bereich enthält eine Ausführungsmöglichkeit zur Anwendung 
der Vollständigen Erweiterten Perspektivischen Korrektur. Als einziger Para-
meter steht die Möglichkeit einer Anwendung auf alle Scherungskörper zur 
Verfügung (EPK-Global). Dieses ist jedoch im engeren Sinne kein EPK-Mo-
difikationsparameter, da es sich lediglich um eine Vereinfachung der Bedie-
nung handelt. Entsprechend der Ausführungen in  existiert für die Vollstän-
dige EPK kein Modifikationsparameter.
Im folgenden Bereich steht die Prozentual-optimierte EPK zur Verfügung. 
Diese umfasst neben der beschriebenen EPK-Global-Option die entsprechen-
den Modifikationsparameter für die Scherung (in Prozent), die z-Rotation (in 
Prozent) sowie die x-Rotation (in Prozent). Diese können im Bereich von 0 bis 
100 Prozent über den jeweiligen Schieberegler eingestellt oder unbeschränkt 
im dahinter liegenden Eingabefeld eingegeben werden. 
Zur Ausführung der Augpunkt-bezogenen EPK sind im nächsten Bereich 
Eingabefelder für die entsprechenden Modifikationsparameter Bildschirm-
breite, Bildschirmhöhe und Abstand des Betrachters verfügbar. Wie in den 
vorhergehenden Bereichen auch, ist die Option der globalen EPK gegeben.
Im letzen Bereich können allgemeine Einstellungen zum Verhalten der An-
wendung getroffen werden. So ist es beispielsweise möglich einzustellen, das 
ein Ansichtenfenster innerhalb des 3D Studio Max® bei Festlegung einer Ka-
mera automatisch auf diese Ansicht gesetzt wird. 
8.11 Evaluation der Augpunkt-bezogenen EPK
Der im vorhergehenden Abschnitt vorgestellte Vergleichsprototyp für die ver-
schiedenen EPK-Ausprägungen ist Anknüpfungspunkt, um die in Abschnitt 
8.6 neu erarbeitete Augpunkt-bezogene EPK mit der prozentual-optimierten 
Variante zu vergleichen. Im Mittelpunkt der Betrachtung steht dabei die in-
tendierte Optimierung der Ausrichtungswahrnehmung der dargestellten Fi-
guren. Zu diesem Zweck wurde eine vergleichende Evaluation der beiden 
EPK-Ausprägungen in Bezug auf die Unterschiede in der Ausrichtungswahr-
nehmung durchgeführt. Zentraler Aspekt der Untersuchung ist die Variation 
des Betrachterabstandes. Um eine Vergleichbarkeit der Evaluationsergebnisse 
zu den bisherigen Studien in Kapitel 7 sicherzustellen, wurden die Versuche 
für die Evaluation adaptiert und entsprechend angepasst. Im Folgenden wer-
den der Aufbau und die Ergebnisse der Evaluation vorgestellt.
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8.11.1 Teilnehmer
Ingesamt beteiligten sich 31 Probanden an der Evaluation. Von denen 20 
männlich (64,5 %) und 11 weiblich waren (35,5 %). Der Altersmedian der 
Evaluationsteilnehmer lag bei 28 Jahren. Wie in der zweiten Studie (vgl. 
7.2.1) bestand auch in der Evaluation eine breite Streuung an unterschiedli-
chen beruflichen Ausrichtungen der Probanden. Die größte Gruppe der Teil-
nehmer kam aus den Bereichen Informatik und Medieninformatik. Zwei der 
Probanden gaben an, nicht räumlich sehen zu können. Abbildung 109 fast 
die allgemeinen Probandendaten zusammen.
Abbildung 109: Probandenstruktur 
der Evaluation
A B
C D
E F
A: Anzahl der Probanden
B: Studienrichtung oder Abschluss
C: Präferenz Fotografieren
D: Präferenz Computerspiel 
E: Kenntnisse Computergrafik
F: Präferenz Zeichnen
8.11.2 Versuchmaterial
Die Evaluation greift auf die im Kapitel 7 vorgestellte Referenzfigur und Re-
ferenzszene zurück. Zur Erstellung der Abbilder wurden die Figuren F1 und 
F2 (vgl. 7.4.2) jeweils je Abbild gleich ausgerichtet. Die verwendeten Winkel 
betragen -30, 0 und 30 Grad. Figur F3 wurde für jeden dieser Winkel von F1 
und F2 mit den Winkeln -30, 0 und 30 Grad variiert, um ausreichend Ver-
gleichswerte erheben zu können. Es existieren folglich für jede Ausrichtung 
von F1 und F2 drei Abbilder in denen F3 jeweils unterschiedlich ausgerichtet 
ist. Daraus ergeben sich neun Kombinationsmöglichkeiten (siehe Abbildung 
110). Für diese Ausrichtungskombinationen wurden jeweils multiperspektivi-
sche Abbilder unter Nutzung der Augpunkt-bezogenen und der Prozentual-
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optimierten EPK erstellt. Die Korrektur durch die Augpunkt-bezogene EPK 
verwendet drei Betrachterabstände: 70 cm, 50 cm und 90 cm. Diese Werte 
wurde bezogen auf die Größe des Displays als durchschnittlicher Abstand, 
entfernter und naher Abstand für einen Betrachter ausgewählt. 
Im Gegensatz zu den bisherigen Versuchen umfasste die Evaluation aus-
schließlich multiperspektivische Abbilder der Szene. Da für die Versuchs-
durchführung der Betrachterabstand nicht für jedes dargebotene Abbild neu 
angepasst werden sollte, sind die Abbilder, welche durch die Augpunkt-be-
zogene EPK erzeugt wurden, für jeden Betrachtungsabstand in einem Block 
zusammengefasst worden. In jedem Block sind somit 18 Abbilder (9 Abbilder 
Augpunkt-bezogene EPK, 9 Abbilder Prozentual-optimierte EPK) enthalten. 
Die Figuren in den, durch die Prozentual-optimierten EPK korrigierten, Ab-
bildern besitzen einen Faktor Scherung von 100 Prozent. Alle Abbilder haben 
einen Kameraöffnungswinkel von 110 Grad. Insgesamt umfasst die Präsen-
tation 54 Abbilder.
Da der Betrachterabstand keine Eingabegröße der Prozentual-optimierten 
EPK ist, enthalten alle drei Blöcke immer dieselben neun durch die Pro-
zentual-optimierte EPK korrigierten Abbilder. Bei den Abbildern der mittels 
der Augpunkt-bezogenen EPK modifizierten Figuren ändert sich jedoch die 
Korrekturausrichtung in Abhängigkeit des vewendeten Abstandes (vgl. 8.6). 
Dadurch kann ein Vergleich der Ausrichtungswahrnehmung je EPK-Ausprä-
gung vorgenommen werden. 
Zur Erhebung der Daten wurden die Abbilder mit der in der Laborstudie 
entwickelten Evaluationsanwendung präsentiert (siehe 7.4.2). Die Abfolge der 
Präsentation ist jedoch an die Blockstruktur des aktuellen Versuches ange-
passt worden. 
8.11.3 Ablauf
Der für die Evaluation verwendete Versuchsplatz orientiert sich am Aufbau 
der Versuchsplätze aus der Laborstudie (siehe 7.4.3). Als Bildschirm [B] wur-
de ebenfalls dasselbe 30 Zoll Display (Apple Cinema HD Display, Auflösung 
von 2560 mal 1600 Pixel) verwendet (siehe 7.4.3). Das Display war mit dem 
Versuchsrechner [R] verbunden. Dem Probanden standen darüber hinaus 
eine Tastatur [T] und Maus [M] zur Verfügung. Im Gegensatz zur Laborstu-
die lagerte der Bildschirm in der Evaluation auf einer flexibel verschiebbaren 
Abbildung 110: Kombinationen und 
Blöcke der Evaluation
Abbildung 111: Aufbau des Ver-
suchsplatzes der Evaluation
Rechner .................................... [R]
Bildschirm ................................. [B]
Tastatur .................................... [T]
Maus ........................................ [M]
Kinnstütze ................................ [K]
Einstellskala .............................. [S]
Betrachtungsposition ................ [B]
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Plattform, sodass die Betrachtungsabstände [B1] (90 cm), [B2] (70 cm) und 
[B3] (50 cm) mit Hilfe einer Messskala [S] eingestellt werden konnten (siehe 
Abbildung 111). Die Position des Probanden wurde durch eine Kinnstütze 
[K] fixiert. Somit konnte für die Versuche die permanente Einhaltung des 
vordefinierte Abstand sicher gestellt werden. Weiterhin wurden während der 
Evaluation konstante Lichtverhältnisse im Versuchsraum gewahrt. Analog 
zur Laborstudie fand die Erhebung nach einem einheitlichen Ablaufplan für 
jeden Probanden statt (vgl. 7.4.3, siehe Abbildung 112).
Nach der Begrüßung erfolgte eine Einweisung des Probanden mit einer ge-
druckten Versuchsanleitung. Die Aufgabenstellung für den Probanden für 
alle gezeigten Versuchsabbilder lautete: »Tragen Sie bitte die Blickrichtung 
der Figuren in das untere Schema ein«. 
Die Anzeige der Abbilder vollzog sich in Blöcken (vgl. 8.11.2), wobei die Blo-
ckabfolge variiert wurde. Insgesamt standen sechs Modi zur Verfügung (siehe 
Tabelle 10). Die Modi wurden vom Versuchsleiter über die verschiedenen 
Probanden gleich verteilt. Innerhalb eines Blockes war die Anzeigeabfolge der 
Abbilder randomisiert. Es wurden innerhalb der Blöcke alle Kombinationen 
präsentiert – insgesamt also 54 Abbilder.
Der Proband hatte keine Einschränkungen in der Bearbeitungszeit der ein-
zelnen Aufgaben und konnte eigenständig zur nächsten Aufgabe wechseln, 
jedoch nicht zu einer bereits bearbeiteten Aufgabe zurückkehren. Die Evalu-
ationsanwendung zeigte nach jedem Block den neu einzustellenden Abstand 
an. Der Versuchsleiter stellte den entsprechenden Abstand ein und der Pro-
band konnte die Bearbeitung fortsetzen. Nach Ende des Versuches wurde 
dem Probanden ein Abschlussfragebogen (Ausführung in Papier) vorgelegt 
und die Ergebnisse durch den Versuchsleiter gespeichert.
Abbildung 112: Versuchsablauf der 
Evaluation
Modus 1 2 3 4 5 6
1. Block 70 70 50 50 90 90 cm*
2. Block 50 90 70 90 70 50 cm*
3. Block 90 50 90 70 50 70 cm*
Tabelle 10: Übersicht über die Blockverteilung je Anzeigemodus
* Betrachterabstand
8.11.4 Ergebnisse
Die in der Evaluation erhobenen Daten wurden mit Fokus auf die von den 
Probanden wahrgenommene Ausrichtung ausgewertet. Ziel ist ein Vergleich 
der Wirkung der beiden Ausprägungen der EPK. Die Betrachtung erfolgt be-
züglich der Ausrichtungsabweichung (Differenz) zwischen der wahrgenom-
menen und der in der virtuellen Szene vorhandenen Ausrichtung der Figuren. 
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Das Vorgehen ist ähnlich zur 1. Betrachtungsweise in der Auswertung der 
Hörsaalstudie (vgl. 7.3.4). Im Gegensatz dazu wird jedoch der Einfluss der 
jeweiligen EPK-Variante auf die Ausrichtungswahrnehmung in Abhängigkeit 
des Betrachtungsabstandes (als ein Modifikationsparameter der Augpunkt-
bezogenen EPK) untersucht. Konkret wurden die Mediane pro Person, Figur 
(F1 und F2) und Augpunktabstand der absoluten Abweichung zwischen tat-
sächlicher und wahrgenommener Ausrichtung für die 30 Grad und -30 Grad 
Ausrichtung ausgewertet.
8.11.4.1 Haupteffekte
In einem ersten Schritt erfolgt die Analyse der in Abbildung 113 dargestellten 
Haupteffekte der Evaluation. 
Auswirkung der EPK-Variante auf die Ausrichtungsabweichung  
(siehe Abbildung 113 links)
Die zusammengefassten Werte zeigen, dass die Probanden bei den Abbildern, 
die mit der Augpunkt-bezogenen EPK erzeugt wurden, eine stärkere Abwei-
chung der Figurorientierung wahrgenommen haben, als bei den mittels der 
Prozentual-optimierten EPK korrigierten Abbildern. 
Auswirkung der Lage der Figur auf die Ausrichtungsabweichung 
(siehe Abbildung 113 Mitte)
Eine Analyse des Einflusses der Figurposition aus den zusammengefassten 
Werten ergibt, dass die wahrgenommene Ausrichtungsabweichung innerhalb 
des Versuches bei der lateralen Figur F1 signifikant größer ist als bei der zen-
tral positionierten Figur F2.
Auswirkung des Betrachterabstandes auf die Ausrichtungsabweichung 
(siehe Abbildung 113 rechts)
Der Betrachterabstand hatte innerhalb des Versuches bezogen auf alle Mess-
werte – sowohl Abbilder mit Augpunkt-bezogener als auch Prozentual-opti-
mierter EPK – keinen signifikanten Einfluss.
Abbildung 113: Haupteffekte der 
Evaluation
Augpunkt-bezogen .................. a
Prozentual-optimiert ................. p
Korrekturtyp
F(1,30)  = 24.11
p   < .001 
part. η²  = .446
Position der Figur
F(1,30)  = 124.15 
p   < .001
part. η²  = .805
Betrachterabstand
F(2,60)  = 171.77
p   = .007
ε   = .624
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8.11.4.2 Detailanalyse Interaktionseffekte
In der Analyse der Interaktionseffekte wird jeweils die Interaktion zwischen 
zwei oder mehr Faktoren untersucht. Abbildung 114 fasst die Ergebnisse der 
statistischen Auswertung zusammen. 
Auswirkung des Betrachterabstandes differenziert nach EPK-Variante 
(siehe Abbildung 114 links)
Die Aufschlüsselung der Ergebnisse nach EPK-Variante und Betrachterab-
stand zeigt, dass bei 50 cm Betrachterabstand eine starke Differenz zwischen 
der Ausrichtungsabweichung der Augpunkt-bezogenen EPK und der Pro-
zentual-optimierten EPK besteht. Demgegenüber besteht bei 70 und 90 cm 
Betrachtungsabstand eine im Vergleich dazu geringere Differenz. Die Aus-
richtungsabweichung der Augpunkt-bezogenen EPK ist über alle Betrach-
tungsabstände hinweg größer. Weiterhin ist auffällig, dass mit zunehmendem 
Betrachterabstand bei der Prozentual-optimierten EPK die Ausrichtungsab-
weichung größer wird (siehe Abbildung 114 links).
Auswirkung der Figurposition differenziert nach EPK-Variante  
(siehe Abbildung 114 mitte)
Als deutlicher Unterschied ist bei der lateralen Figur F1 die Differenz zwi-
schen den Ausrichtungsabweichungen zwischen der Augpunkt-bezogenen 
EPK und der Prozentual-optimierten EPK ersichtlich. Für die Augpunkt-
bezogene EPK ist in diesem Zusammenhang eine größere Abweichung zu 
verzeichnen. Im Gegensatz dazu besteht für die zentral positionierte Figur F2 
lediglich eine minimale Abweichung (siehe Abbildung 114 mitte). 
Auswirkung des Betrachterabstandes differenziert nach Figurposition 
(siehe Abbildung 114 rechts)
Unter Einbeziehung der Ergebnisse für die Augpunkt-bezogene und der 
Prozentual-optimierten EPK zeigt die Analyse eine Differenz zwischen der 
lateralen Figur F1 und der zentralen Figur F2, wobei die Ausrichtungsabwei-
chung der Figur F1 in allen Fällen größer ist. Tendenziell nimmt die Ausrich-
tungsabweichung der Figur F2 bei Vergrößerung des Betrachterabstandes zu, 
während diese bei Figur F1 kleiner wird (siehe Abbildung 114 rechts). Da-
durch verkleinert sich die Differenz der Ausrichtungsabweichung zwischen 
Figur F1 und F2 mit zunehmendem Betrachterabstand. 
Abbildung 114: Interaktionseffekte 
der Evaluation
Augpunkt-bezogen .................. a
Prozentual-optimiert ................. p
Betrachterabstand
F(2,60)  = 14,82
p   < .001 
part. η²  = .331
ε   = .915
Position der Figur
F(1,30)  = 20.99 
p   < .001
part. η²  = .412
Betrachterabstand
F(2,60)  = 14.30
p   < .001
ε   = .938
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Interaktion aller Faktoren (siehe Abbildung 115)
Auch die Interaktion aller Faktoren ist signifikant. Abbildung 115 stellt die 
Zusammenhänge zwischen dem Betrachterabstand und der Ausrichtungsab-
weichung differenziert nach EPK Variante und Figurposition dar. 
Vor allem die Betrachtung der lateralen Figur F1 zeigt deutliche Unterschiede 
der Ausrichtungsabweichung in Abhängigkeit vom Betrachterabstand und 
von der gewählten EPK-Variante (siehe Abbildung 115 links). Bei 50 cm Be-
trachterabstand differieren die Abweichungsbeträge sehr stark. Die Ausrich-
tungsabweichung der Augpunkt-bezogenen EPK ist dabei immer stärker. 
Mit zunehmendem Betrachtungsabstand nähern sich die Abweichungswer-
te für die Figur F1 bei der Augpunkt-bezogenen EPK und der Prozentual-
optimierten EPK an. Die Tendenz der Ausrichtungsabweichung ist bei der 
Prozentual-optimierten EPK mit zunehmendem Abstand steigend. Demge-
genüber zeigt die Augpunkt-bezogene EPK mit größer werdendem Abstand 
eine geringere Ausrichtungsabweichung, die bei 70 cm Betrachtungsabstand 
relativ betrachtet nahe am Wert der Prozentual-optimierten EPK liegt. 
Die Situation für Figur F2 stellt sich dagegen anders dar. Die Abweichungs-
werte zwischen Augpunkt-bezogener EPK und der Prozentual-optimierten 
EPK differieren in den verschiedenen Betrachterpositionen nur wenig. Als 
Besonderheit ist zu vermerken, dass im Gegensatz zu allen bisherigen Er-
gebnissen beim 70 cm Abstand die Ausrichtungsabweichung der Augpunkt-
bezogenen EPK geringer ist als die der Prozentual-optimierten EPK (siehe 
Abbildung 115 rechts). Auch in der Interaktion aller Faktoren ist ersichtlich, 
dass die Abweichungswerte bei Figur F2 geringer sind als bei Figur F1 (vgl. 
Abbildung 115 rechts und links).
Abbildung 115: Interaktion zwischen 
allen Effekten der Evaluation
Augpunkt-bezogen .................. a
Prozentual-optimiert ................. p
Interaktionseffekt
F(2,60)  = 17.22
p   < .001 
part. η²  = .365
ε   = .948
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8.11.5 Diskussion
Im Folgenden werden die Ergebnisse der Evaluation differenziert nach den in 
8.11.4 vorgestellten Effekten bewertet. 
Auswirkung der EPK-Variante auf die Ausrichtungsabweichung
In der Betrachtung der Auswirkung der EPK-Variante auf die Ausrichtungs-
abweichung im Haupteffekt ist festzustellen, dass in Summe gesehen die 
Augpunkt-bezogene EPK ein schlechteres Ergebnis bezüglich der Wahrneh-
mungskonformität gegenüber der Prozentual-optimierten EPK zeigt. Die 
Differenz zwischen beiden Ansätzen ist jedoch mit circa drei Grad gering. 
Hinsichtlich der in der weiteren Analyse festgestellten unterschiedlich star-
ken Differenzen abhängig vom Betrachterstandort, ist es sinnvoll eine detail-
lierte Bewertung insbesondere des Interaktionseffektes aller Faktoren vorzu-
nehmen.  
Auswirkung der Lage der Figur auf die Ausrichtungsabweichung
Die Analyse der Beeinflussung der Ausrichtungsabweichung in Abhängig-
keit von der Lage der Figur zeigt, dass summiert über beide EPK-Varianten 
die laterale Figur F1 immer mit einer stärkeren Abweichung wahrgenommen 
wurde. Die Differenz zu Figur F2 beträgt circa vier Grad. Als Ursache dafür 
kann vermutet werden, das bereits bei der Korrektur der monoperspektivi-
schen Darstellung ein größerer Korrekturwinkel für die Figur F1 notwendig 
ist (vgl. Abbildung 49 und Abbildung 63) als bei Figur F2 und damit auch per 
se eine größere Abweichung – zur in der Szene vorhandenen Ausrichtung – 
existiert. 
Auswirkung des Betrachterabstandes auf die Ausrichtungsabweichung
Der Betrachterabstand wirkt sich – auf alle Werte bezogen – nicht signifi-
kant auf die Ausrichtungsabweichung aus. Die Ursache dafür liegt (im vorlie-
genden Versuch) in den gegenläufigen Tendenzen der beiden EPK-Varianten 
bezogen auf die Ausrichtungswahrnehmung (vgl. Abbildung 114 links und 
Abbildung 115 links), diese heben sich in der Summe auf. 
Auswirkung des Betrachterabstandes differenziert nach EPK-Variante
Aus der Auswertung der Auswirkung des Betrachterabstandes für die Pro-
zentual-optimierte EPK ergibt sich für die vorliegende Evaluation, dass mit 
zunehmendem Abstand die Ausrichtungsabweichung größer wird. Je weiter 
der Betrachter entfernt ist, desto größer ist die Abweichung. Die Korrektur 
sollte in Schlussfolgerung dessen den Betrachterstandort als Eingabewert mit 
einbeziehen. Diese Erkenntnis stützt den in 8.1 gewählten Ansatz. Die algo-
rithmische Umsetzung und Berechnung mittels Augpunkt-bezogener EPK 
zeigt bezüglich der Wirkung ein zweigeteiltes Bild. Zum einen sinkt mit 
zunehmendem Abstand die Ausrichtungsabweichung, was im Sinne einer 
Übereinstimmung der in der Szene vorhandenen und durch den Betrachter 
wahrgenommenen Ausrichtung auch Ziel führend ist. Zum anderen besteht 
jedoch weiterer Optimierungsbedarf, da die Ausrichtungsabweichung entge-
gen der Intention innerhalb der Evaluation jeweils größer als die der Prozen-
tual-optimierten EPK ist. Generell ist ebenfalls anzumerken, dass bis auf den 
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50 cm Betrachtungsabstand die Ausrichtungsabweichungen zwischen beiden 
EPK Varianten nur geringfügig variieren. Eine Ursache dafür liegt mögli-
cherweise in der zu geringen Betrachtungsdistanz zum verwendeten großflä-
chigen Bildschirm. Einige Probanden äußerten diesbezüglich Probleme bei 
der Bewertung der Szene. 
Auswirkung der Figurposition differenziert nach EPK-Variante 
Die Haupteffekte spiegeln sich ebenfalls in den Interaktionseffekten wider. 
Die Aussagen zur Auswirkung der Figurposition können damit weiter diffe-
renziert werden. Während bei der zentralen Figur F2 die Ausrichtungsabwei-
chung zwischen Augpunkt-bezogener und Prozentual-optimierter EPK mini-
mal unterschiedlich ist, so unterscheidet sich diese Abweichung bei der lateral 
positionierten Figur F1 in stärkerem Maße. Insbesondere ist die Augpunkt-
bezogene EPK auch in diesem Punkt mit einer größeren Ausrichtungsabwei-
chung verbunden. Das Ergebnis der Augpunkt-bezogenen EPK ist damit für 
die Figur F1 bezogen auf die Zielstellung einer Übereinstimmung von in der 
Szene vorhandener und durch den Betrachter wahrgenommener Ausrichtung 
schlechter als das der Prozentual-optimierten EPK.
Auswirkung des Betrachterabstandes differenziert nach Figurposition 
Der vorhergehend diskutierte Effekt hat ebenfalls Einfluss auf die Auswir-
kung des Betrachterabstandes differenziert nach Figurposition, indem die 
zusammengefassten Werte der lateralen Figur F1 (für beide EPK Varianten) 
jeweils eine stärkere Ausrichtungsabweichung aufweisen als die von Figur F2.
Interaktion aller Faktoren
Aus der Analyse der Interaktion aller Faktoren lassen sich detaillierte Aussa-
gen für die vorliegende Evaluation ableiten. Zum einen zeigt die Augpunkt-
bezogene EPK insbesondere für die laterale Figur F1 ein schlechteres Ergeb-
nis, wobei eine Annäherung an die Ergebnisse der Prozentual-optimierten 
EPK mit zunehmendem Abstand erfolgt. Zum anderen werden die Ausrich-
tungsabweichungen mit größerem Betrachterabstand bei der Prozentual-op-
timierten EPK stärker. In Fortsetzung dieses Verhaltens ist zu vermuten, dass 
für Figur F1 bei höheren Betrachterabständen die Augpunkt-bezogene EPK 
bessere Ergebnisse – das heißt eine geringere Ausrichtungsabweichung – auf-
weisen wird, als die Prozentual-optimierte EPK. Das Verfahren würde sich 
damit vor allem für größere Betrachtungsabstände gut eignen.
Bezogen auf die zentrale Figur F2 sind keine starken Abweichungen zu ver-
zeichnen. Beide Ansätze ergeben somit für diese Figurposition vergleichbare 
Ergebnisse. 
8.11.6 Fazit
In der Gesamtsicht ergibt sich durch die Evaluation ein differenziertes Bild 
über die Wirkung der Augpunkt-bezogenen EPK im Vergleich zur Prozen-
tual-optimierten EPK. Zwar konnte in der vorliegenden Evaluation nicht 
per se eine geringere Ausrichtungsabweichung durch den neu entwickelten 
Augpunkt-basierten Ansatz erzielt werden, jedoch zeigt das Verfahren Ten-
denzen, die entsprechend der Optimierungsbestrebungen Ziel führend sind. 
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Zum Beispiel wird mit zunehmendem Betrachterabstand die Ausrichtungs-
abweichung kleiner. Ein weiterer Aspekt sind die – bis auf die 50 cm Betrach-
tungsposition – geringen Abweichungsunterschiede zwischen den beiden 
Ansätzen für die laterale Figur. Das bedeutet beide EPK Varianten bewirken 
vergleichbare Ergebnisse. 
Wird in die Betrachtung einbezogen, dass für die Augpunkt-bezogene EPK 
alle Modifikationsparameter absolut bestimmbar sind, ergibt sich ein Vorteil 
gegenüber der Prozentual-optimierten EPK bei der die Modifikationspara-
meter manuell eingestellt werden müssen. Somit kann mit dem neu entwi-
ckelten Ansatz eine weitere Automatisierbarkeit der EPK erreicht werden. 
Allerdings sind zur Erreichung des Optimums (Übereinstimmung von vir-
tueller und wahrgenommener Ausrichtung) noch weitere Anpassungen not-
wendig. Der diskutierte positive Trend der geringer werdenden Abweichung 
kann dafür Ausgangspunkt sein, jedoch muss die initiale Ausrichtungsabwei-
chung bei geringen Betrachterabständen bereits minimiert werden. Alterna-
tiv ist eine Kombination beider EPK Ansätze in Abhängigkeit der Betrachter-
distanz möglich. Um dieses Vorgehen auf Praxistauglichkeit zu überprüfen, 
sind weitere statistische Überprüfungen notwendig und sinnvoll. 
Als wesentlichstes Ergebnis der vorliegenden Evaluation kann formuliert wer-
den, dass die Auswertung die Theorie einer Abhängigkeit der Ausrichtungs-
abweichung vom Betrachterabstand stärkt. 
8.12 Zusammenfassender Vergleich der verschiedenen 
EPK-Varianten
Mit den in den Abschnitten 5.3, 5.4 und 8.9 vorgestellten Verfahren liegen 
mehrere verschiedene Varianten der Erweiterten Perspektivischen Korrektur 
vor. Zum einen existiert der Grundalgorithmus (vollständige Ausführung des 
Algorithmus beziehungsweise des dahinter stehenden Konzeptes, vgl. 5.3), 
als Weiteres stehen die in 5.4 diskutierte Prozentual-optimierte Korrektur 
und die im Kapitel 8 erarbeitete Augpunkt-bezogene Variante als weitere Op-
timierungen zur Verfügung. Die verschiedenen Variationen unterscheiden 
sich in diversen Aspekten beispielsweise den Modifikationsparametern oder 
der Wirkungsweise. Tabelle 11 fasst die wesentlichsten Gesichtspunkte zu-
sammen, die Gegenstand des nachfolgenden Vergleichs sind. 
Ein für alle Varianten unterschiedlich ausgeprägter Aspekt sind die Modifika-
tionsparameter. Es handelt sich dabei um die Eingabewerte zur Veränderung 
des Korrekturergebnisses. Dies ist beispielsweise zur Anpassung der Korrek-
tur an bestimmte Szenenkontexte sinnvoll (siehe 5.3, vgl. [Zavesky 2007]). 
Die Vollständige EPK verfügt sachgemäß über keine gesonderten Modifika-
tionsparameter, da diese lediglich in Abhängigkeit der Kamera-Objekt-Kon-
stellation eine Korrektur ausführt. Da das Ziel der Prozentual-optimierten 
EPK bereits ist, eine Steuerungsmöglichkeit für den Korrekturprozess zu er-
lauben, beinhaltet dieses Verfahren die speziellen Modifikationsparameter: 
Faktor Scherung, Faktor Rotation x, Faktor Rotation z. Diese werden in der 
Regel in Prozent angegeben. Die Konzeption der Augpunkt-bezogenen EPK 
erfordert andere Modifikationsparameter. Von den in 8.9 beschriebenen Ein-
gabeparametern können die Bildflächenbreite und –höhe sowie der Abstand 
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Tabelle 11: Vergleich der EPK- 
Variationen
des Betrachters zur Bildfläche als Modifikationsparameter gesehen werden. 
Ein weiterer Aspekt ist der Einfluss des Verfahrens auf die Objektproportion. 
Während die vollständige und die Augpunkt-bezogene EPK bei Einhaltung 
der entsprechenden Rahmenbedingungen für die Anwendung zu einem Pro-
portionserhalt führen, ist bei der Prozentual-optimierten EPK der vollstän-
dige Proportionserhalt lediglich bei einem Wert von 100 Prozent für den 
Modifikationsfaktor Scherung gegeben. Diese Adaptierbarkeit bietet jedoch 
in Bezug auf die Gestaltung des Bildes weitere Freiheiten. Dies kann zum 
Beispiel genutzt werden, um eine bestimmte Bildintention darzustellen (vgl. 
3.2). 
Weiterhin unterscheiden sich die Variationen bezüglich des Einflusses auf die 
Objektorientierung (respektive Ausrichtung). Die Orientierung der durch die 
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Vollständige EPK ausgerichteten Objekte stimmt nahezu identisch mit der 
Ausrichtung in der monoperspektivischen Darstellung überein (siehe Abbil-
dung 19, vgl. 3.2). Ähnlich zum Einfluss auf die Objektproportion ist die 
Orientierung bei der Prozentual-optimierten EPK abhängig vom Faktor Ro-
tation. Dies ermöglicht auch an dieser Stelle eine intentionale Bildgestaltung. 
Die Ausrichtung der korrigierten Objekte im Zuge der Augpunkt-bezogenen 
EPK ist im Gegensatz dazu sowohl durch den Abstand des Betrachters zur 
Bildfläche als auch durch die Größe der Bildfläche definiert (vgl. 8.9).
Eine Analyse der funktionalen Auswirkung der Korrekturansätze zeigt, dass 
eine Anpassung der Korrektur, insbesondere der Orientierung, in der Pro-
zentual-optimierten Variante linear (vgl. 8.3), bei der Augpunkt-bezogenen 
Korrektur dagegen asymptotisch ausgeführt wird (vgl. 8.3). Eine Steuerung 
der Modifikationsparameter ist in der Regel bei der Prozentual-optimierten 
EPK mit einer manuellen Nutzereingabe verbunden, da durch das System 
keine deterministische Entscheidung über den zu verwendenden Grad (Pro-
zentwert) der Korrektur getroffen werden kann. Die Determiniertheit der 
Modifikationsparameter der Augpunkt-bezogenen EPK erlaubt für dieses 
Verfahren eine Automatisierung der Anpassung. Neben der einmalig festzu-
legenden Bildflächengröße kann insbesondere der Abstand des Betrachters 
durch ein Tracking-System automatisch erhoben werden. 
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9 Praxisbeispiele
In diesem Kapitel werden zwei Praxisbeispiele für den Einsatz der Erwei-
terten Perspektivischen Korrektur gegeben. Dabei wird insbesondere der 
Anwendungskontext näher erläutert sowie der Mehrwert den die Erweiterte 
Perspektivische Korrektur für den konkreten Sachverhalt darstellt. 
9.1 EPK-Praxisbeispiel CAD Visualisierung
Nachfolgend soll ein erstes Beispiel für die praktische Anwendung der Er-
weiterten Perspektivischen Korrektur vorgestellt werden. Die Ausführungen 
stützen sich dabei auf die Vorstellung eines Innovationstransferprojektes der 
Professur für Mediengestaltung, welches zum Ziel hatte, den Algorithmus 
der EPK in die Arbeitspraxis von Produktgestaltern zu übertragen (vgl. [Za-
vesky u. a. 2010b]). 
Systeme zum computergestützten Produktentwurf (Computer Aided Design, 
CAD) werden immer häufiger dazu eingesetzt, diesen Entwurf auch zu prä-
sentieren. Dabei treten vor allem die in 3.1 vorgestellten Proportionsverände-
rungen in Erscheinung. Die Projektionsverzerrungen innerhalb des Abbilds 
sind insbesondere für Designer von Bedeutung, da diese über eine auf Pro-
portionen und Formen spezialisierte visuelle Wahrnehmung verfügen. Mit 
der Entwicklung von großflächigen Darstellungssystemen ergaben sich für 
die Präsentation von Produktentwürfen neue Optionen, um beispielsweise 
durch virtuelle Modelle das Erstellen von realen Modellen reduzieren zu kön-
nen. Darüber hinaus können durch diese Systeme auch größere Produkte wie 
zum Beispiel Fahrzeuge in Originalmaßstab virtuell präsentiert werden. Im 
konkreten Projekt war speziell diese Visualisierung Gegenstand des Projektes. 
9.1.1 Ausgangslage für das Projekt
Für die Entwicklung von Fahrzeugen ist die Bewertung von Formentwür-
fen insbesondere bei Produkten mit einer gemeinsamen Formensprache und 
Designrichtlinie von großer Bedeutung. Im Zuge der zunehmenden Ver-
wendung von CAD Systemen zeigten sich den beteiligten Designern des 
Projektpartners die Defizite der computergrafischen Visualisierung (vgl. 3). 
Im Speziellen wurde festgestellt, dass auf Grundlage der bisher verwende-
ten (monoperspektivischen) Visualisierung ein Vergleich zwischen mehre-
ren virtuellen Modellen nahe zu unmöglich und eine Bewertung der Form 
sehr schwierig ist. Anfragen nach Optimierung des Problems an etablierte 
Softwarehersteller verliefen jedoch erfolglos, da auf Seiten der Industrie kei-
ne Lösungskonzepte bereitstehen. Noch gravierender ist der Fakt, dass nach 
Angaben des Projektpartners auf Seiten der Softwarehersteller auch kein Ver-
ständnis für das zu Grunde liegende Problem existiert. 
Wie bereits im Verlauf dieser Arbeit vorgestellt, befasst sich eine Forschungs-
gruppe der Professur für Mediengestaltung unabhängig davon intensiv mit 
der Lösung von perspektivbedingten Proportionsveränderungen auf Basis 
multiperspektivischer Darstellungen. Zielstellung ist dabei eine wahrneh-
mungskonforme Abbildung der räumlichen Szene. Die Demonstration der 
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praktischen Anwendbarkeit der neu entwickelten Ideen und Konzepte ist 
eine permanente Herausforderung während dieser Forschungsarbeit. Aus ei-
nem gemeinsamen Verständnis für die Problemstellung heraus, führte das 
Zusammentreffen der beiden Partner (Wissenschaftler und Gestalter) zu ei-
ner intensiven Kooperation. 
9.1.2 Umsetzung 
Im Verlauf des Projektes erfolgte eine Integration der Prozentual-optimierten 
Erweiteten Perspektivischen Korrektur (vgl. 5.4) in die interaktive 3D-Visu-
alisierungssoftware Autodesk® Showcase®, die speziell für die Zielgruppe Pro-
duktdesigner und Konstrukteure konzipiert ist. Von einer eigenständigen Im-
plementierung als separate Software wurde abgesehen, um den Algorithmus 
zeitnah implementieren zu können. Ein weiterer Vorteil besteht darin, dass 
lediglich die bereits existierende Software ergänzt werden musste und somit 
zum einen kein kompletter Softwareentwicklungsprozess und zum anderen 
keine grundlegende Umgewöhnung der Nutzer notwendig wurde. Durch die 
intensive Zusammenarbeit beider Projektpartner konnten individuelle Wün-
sche und Anforderungen, die sich aus den praktischen Anwendungsnotwen-
digkeiten ergeben haben, in die Entwicklung einfließen. Das Resultat ist ein 
Werkzeug mit dem Designentwürfe innerhalb der Präsentationssoftware Au-
todesk® Showcase® wahrnehmungskonform präsentiert werden können (vgl. 
[Zavesky u. a. 2010b]). 
9.1.3 Die Nutzung der EPK im Designprozess
Der besondere Nutzen des durch das Plug-In nun für Präsentationszwecke 
zur Verfügung stehenden Verfahrens besteht für die Gestalter in der posi-
tionsunabhängigen Vergleichbarkeit der abgebildeten Objekte. Abbildung 
116 (B) und (C) verdeutlichen dies am Beispiel von Fahrzeugen. Die mo-
noperspektivische Darstellung (siehe Abbildung 116 (A)) dagegen erschwert 
einen direkten Vergleich. Zavesky u. a. sagen aus, dass die erzielte Darstel-
lungsoptimierung durch den geringfügigen Mehraufwand hinsichtlich des 
Rechenaufwandes auch in Echtzeitsystemen zum Einsatz kommen kann (vgl. 
[Zavesky u. a. 2010b]). Damit kann beispielsweise auch eine freie Navigation 
unter gleichzeitiger wahrnehmungskonformer Darstellung erfolgen. Dies ist 
ein Vorteil gegenüber Ansätzen, die auf Basis von bereits gerenderten Ab-
bildern arbeiten. Die neuen Optionen ermöglichen insbesondere auch die 
optimale Nutzung der beim Wirtschaftspartner vorhandenen zwei großen 
Visualisierungsleinwände (Powerwalls). Diese wurden bisher auf Grund der 
bestehenden Visualisierungsdefizite nur bedingt genutzt. Das Potential von 
vorhandener Hard- und Software kann nun im Designprozess besser ausge-
schöpft werden. Bisher mussten, wie bereits erwähnt, zur Design-Beurteilung 
kostenintensive Modellbauten erstellt werden. Die nun auf Basis von Soft-
ware umgesetzte Visualisierung erlaubt dagegen eine anschauliche Darstel-
lung der CAD-Modelle auch in frühen Stufen des Gestaltungsprozesses, was 
zu einer Kostenreduktion beitragen kann. Darüber hinaus kann innerhalb 
der Gestaltung somit eine größere Anzahl von Entwürfen visualisiert und 
durch die wahrnehmungskonforme Darstellung auch in einer Szene vergli-
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Abbildung 116: Computergrafisch 
generierte Produktpräsentation 
A: Monoperspektive
 Die Fahrzeuge, welche sich im  
 Randbereich des Bildes befinden,  
 sind Verzerrungen unterworfen. 
  Obwohl es sich bei allen drei  
 Fahrzeugen um das gleiche   
 Modell handelt, ist ein Vergleich  
 des Designs durch die perspektiv- 
 bedingten Proportions- 
 veränderungen nur schwer  
 möglich, da die peripheren  
 Fahrzeuge breiter und wuchtiger  
 wirken. 
B: Korrigierte Fahrzeuge 1 
 Die Objekte, welche sich im  
 Randbereich des Bildes befinden,  
 bleiben in ihren Proportionen  
 erhalten. Die Darstellung ist  
 wahrnehmungskonformer.
C: Korrigierte Fahrzeuge 2 
 Die Modifikationsmöglichkeiten  
 des Verfahrens ermöglichen ein  
 vollständig vergleichbares  
 Darstellen der Fahrzeuge im  
 szenischen Kontext.
A
A
B
B
C
C
(aus [Zavesky u. a. 2010b])
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chen werden, als dies durch real vorhandene Beschränkungen in Bezug auf 
Lager und Präsentationsfläche möglich wäre. Außerdem bestehen zusätzliche 
Studienmöglichkeiten, die es dem Betrachter erlauben, die gestalterischen 
Abwägungsprozesse innerhalb des Designworkflows effizienter zu gestalten. 
Ein wesentlicher Unterschied zur Nutzung der EPK im Kontext von Ge-
staltung zeigt sich darin, dass im Gegensatz zur Betrachtung der Grenzen 
des Verfahrens innerhalb der Forschung (beispielsweise extreme Relationen 
zwischen Kamera und Objekt) die Korrektur im Rahmen des Designs nur 
nuancenhafte Änderungen hervorruft. 
„Für den geschulten Blick des Designers hinsichtlich Proportionen und Verhält-
nissen ist die Veränderung jedoch von wesentlicher Bedeutung, da dadurch eine 
bessere Bewertung der dargestellten Objekte erfolgen kann.“ 
([Zavesky u. a. 2010b], S. 244 f.)
Beispielsweise sind die Front-Proportionen der gleichen Fahrzeugmodelle 
in der korrigierten Abbildung besser vergleichbar als in der Standardansicht 
(vgl. Abbildung 116 (C) und (A)).
9.1.4 Fazit
Das Fallbeispiel demonstriert den praktischen Einsatz der Erweiterten Per-
spektivischen Korrektur innerhalb einer CAD Anwendung in der Indust-
rie. Die Besonderheit des Projektes zum Innovationstransfer bestand in der 
Zusammenarbeit zwischen Beteiligten aus der Wissenschaft und der Praxis. 
Dadurch konnte zum einen die Relevanz der Forschungsrichtung als auch 
die praktische Anwendbarkeit demonstriert werden. Zum anderen wurden 
zusätzliche Anforderungen und Probleme, welche sich aus einem Einsatz des 
Verfahrens im digitalen Produktgestaltungsprozess ergeben, heraus gearbei-
tet. Zum Beispiel bestand im Kontext der Korrektur auch der Wunsch den 
Hauptpunkt (vgl. 2.1.2) der Präsentation verschieben zu können. Da das 
Orientierungsproblem (vgl. 3.2) in diesem Zusammenhang bereits impli-
zit erkannt wurde, umfasst die Implementierung bereits eine Variante der 
Prozentual-optimierten Erweiteten Perspektivischen Korrektur, da diese eine 
zusätzliche Einflussmöglichkeit auf das Korrekturergebnis beinhaltet. Von 
dieser Steuerung wird im praktischen Einsatz reger Gebrauch gemacht.
Im Rückblick erwies sich die gemeinschaftliche Lösung der „vermeintlichen 
Nischenproblemstellung“ (vgl. [Zavesky u. a. 2010b], S. 247) für alle Beteilig-
ten als nutzbringend. Für den Wirtschaftspartner ergibt sich als Primärnutzen 
eine effizientere Ausnutzung des vorhandenen Visualisierungssystems. Die 
Wissenschaftler profitieren von dem Praxistest ihrer Forschungsergebnisse 
und können Rückschlüsse für die Weiterentwicklung der Verfahren ziehen.
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9.2 EPK-Praxisbeispiel Gesichtsfeldvisualisierung
Im folgenden Abschnitt wird ein weiteres Praxisbeispiel für die Anwendung 
der Erweiterten Perspektivischen Korrektur aus dem Bereich der Ergonomie 
beschrieben. Dabei steht die Visualisierung des Gesichtsfeldes eines Mensch-
modells als exemplarischer Einsatzfall im Mittelpunkt der Betrachtungen. 
Die Ausführungen lehnen sich an einen Praxisbericht zum Einsatz der EPK 
an (vgl. [Zavesky u. a. 2010a]).
9.2.1 Die Nutzung von Menschmodellen in der Ergonomie
In der Ergonomie (Teilgebiet der Arbeitswissenschaften) wird im Wesentli-
chen an der Optimierung von Arbeitssystemen gearbeitet. Ziel dieser Bestre-
bungen ist eine ideale Anpassung dieser Systeme an den Menschen. Um dies 
zu erreichen, ist der Einsatz von digitalen Menschmodellen in rechnerunter-
stützten Produkt- und Prozessentwicklungsprozessen gängige Praxis und ein 
etabliertes Werkzeug der Ergonomie (vgl. [Hudelmaier 2002]). Dieses kann 
durch eine stetig vorangetriebene Weiterentwicklung mittlerweile in ver-
schiedensten Ausprägungen genutzt werden. Menschmodelle werden dem-
entsprechend in kommerziellen CAD-Systemen (vgl. [Hudelmaier 2002], 
[IC.IDO 2008]) als Stand-Alone-Lösungen oder Plug-Ins in Animations- 
und Modellierungssoftware genutzt und vermarktet. Diese Modelle verfügen 
über eine Vielzahl an Funktionalitäten und Einsatzfeldern (vgl. [Kamusella 
und Schmauder 2009b]) und ermöglichen die Nutzung anthropometrischer 
alters- und geschlechtsdifferenzierter Daten. Diese basieren auf verschiedenen 
internationalen Datenbanken (vgl. [Badler u. a. 2002]). 
Somit ist bereits im Entwurf eines technischen Systems die Simulation und 
Visualisierung der menschlichen Physiologie möglich (vgl. [Kamusella 2010], 
[Rausch u. a. 2006]). Die digitalen Menschmodelle sind zu diesem Zweck 
mit weit reichenden Analyse- und Steuerungsfunktionen ergänzt worden. 
In diesem Zusammenhang sind exemplarisch die Untersuchung von räum-
lichen Gegebenheiten, zum Beispiel die Erreichbarkeit von Schalteinrichtun-
gen (Visualisierung des Greifraums) oder die Untersuchung und Bewertung 
von Blick- und Gesichtsfeld des Modells zu nennen (vgl. [Hudelmaier 2003], 
[Kamusella und Schmauder 2009a]). Ziel derartiger Untersuchungen ist un-
ter anderem die Bestimmung von Sichtbarkeiten oder die Beurteilung der 
optischen Verdeckung von Objekten. In diesem Zusammenhang besteht die 
wesentliche Intention in der Zielstellung »Zu sehen, was der virtuelle Mensch 
sieht«. Um dies zu erreichen wird im Allgemeinen eine Virtuelle Kamera ge-
nutzt. Diese ist entsprechend der Blickrichtung des simulierten Modells aus-
gerichtet. 
9.2.2 Szenario Gesichtsfeldvisualisierung
Die visuelle Darstellung von Anwendungsfällen ist ein einfaches, aber wir-
kungsvolles Hilfsmittel für die Ergonomie. Verdeutlicht wird dies anhand 
eines Beispiels aus der praktischen Arbeit im Bereich der menschengerechten 
Gestaltung von Arbeitsplätzen. 
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Zur Evaluierung von Steuerständen kann die Sichtbarkeit und Erreichbarkeit 
der Steuerungselemente visualisiert und ausgewertet werden (vgl. [Kamusella 
2010], [Kamusella und Schmauder 2009b]). Dafür kann das Schwarz-Weiß-
Gesichtsfeld als Referenz genutzt werden. 
Im vorliegenden Beispiel wird, im Gegensatz zu den realen Werten (horizon-
taler Öffnungswinkel circa 180 Grad, vertikaler Öffnungswinkel von circa 
130 Grad für beide Augen, vgl. [Schmidt und Lang 2007]) ein idealisierter 
kreisrunder Sichtkegel mit einem radialen Öffnungswinkel von 120 Grad 
angenommen (siehe Abbildung 117). 
9.2.3 Defizite der computergrafischen Abbildung
Bei näherer Betrachtung wird jedoch offensichtlich, dass insbesondere große 
Kameraöffnungswinkel eine perspektivisch verzerrte Darstellung (Proporti-
onsveränderung) zur Folge haben (siehe Steuerhebel im rechten unteren Bild-
bereich in Abbildung 118 (A)). Dies kann die objektive Beurteilung des ge-
wonnenen Ergebnisses subjektiv beeinflussen (vgl. [Zavesky u. a. 2010a]). Die 
Akzeptanz der mathematisch und ergonomisch bestimmten Lösung kann 
somit im ungünstigsten Fall durch die »schlechte« Darstellung des Sachver-
haltes beeinflusst werden.
Konzeptionell wird zwar angestrebt, das menschliche Sehen nachzuempfin-
den, jedoch ein System zur Abbildung benutzt, welches die (technische) Ka-
mera der Bildentstehung zu Grunde legt. Daraus ergibt sich ein essentieller 
Optimierungsbedarf hinsichtlich der Abbildung von räumlichen Szenen (vgl. 
[Groh 2005]), da die Virtuelle Kamera das Verfahren der Zentralprojektion 
verwendet (vgl. [Encarnaçao und Straßer 1988]) und dadurch menschliche 
Wahrnehmungsaspekte nur bedingt berücksichtigt (vgl. 3.1, 3.2, 7.6, vgl. 
[Franke u. a. 2008], [Yankova und Franke 2008]). Trotz der exakten mathe-
matischen Bestimmung des Projektionsergebnisses respektive der Abbildung 
besteht eine Differenz zwischen dem erwarteten und erhaltenen Szenenein-
druck (vgl. [Franke u. a. 2008], [Groh u. a. 2006], [Yankova und Franke 
2008]). Darüber hinaus kann auch die Visualisierung des Menschmodells 
an sich (Sicht auf das Modell) durch perspektivisch verzerrte Darstellungen 
beeinflusst sein. Aus dieser Erkenntnis ergibt sich die Notwendigkeit einer 
Korrektur im Sinne einer Anpassung des Abbildungssystems an das mensch-
liche Sehverhalten. 
9.2.4 Resultate der EPK
In einer experimentellen Untersuchung wurde die Erweiterte Perspektivische 
Korrektur in verschiedenen Ausprägungen auf den beschriebenen Anwen-
dungskontext ausgeführt. Abbildung 118 (B) zeigt die Referenzszene, in der 
einzelne Objekte perspektivisch korrigiert wurden (Steuerhebel und Dreh-
schalter rechts unten). Die Vollständige EPK wirkt sich in einem Proporti-
onserhalt der entsprechenden Objekte aus. Dies ist trotz der Position dieser 
Objekte im Randbereich des Bildes der Fall. 
Abbildung 118 (C) und (D) zeigen die relevanten Bildausschnitte der mo-
noperspektivischen Ansicht (links) sowie die Multiperspektive (rechts) im 
Abbildung 117: Praxisbeispiel aus der 
virtuellen Ergonomie (vgl. [Kamusella 
2010], [Zavesky u. a. 2010a])
Visualisierung eines Sichtbereiches 
an einem Steuerstand. Der Öff-
nungswinkel des Sichtkegels beträgt 
120 Grad.
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Abbildung 118: Sichtvisualisierung 
des Menschmodells auf den  
Steuerstand
A: Monoperspektive
 Der Öffnungswinkel beträgt 120  
 Grad. Die Objekte, welche sich im 
 peripheren Bildbereich befinden  
 sind starken Proportions- 
 veränderungen unterworfen.
B: Multiperspektivische Darstellung  
 der Sicht des Menschmodells
 Auf den rechten Steuerhebel  
 und den mittleren rechten  
 Schalter wurde die Erweiterte  
 Perspektivische Korrektur  
 angewendet.
C: Vergleich Ausschnitt 
 Monoperspektive
D: Vergleich Ausschnitt 
 Multiperspektive 
In der multiperspektivischen Darstel-
lung bleiben die Proportionen der 
korrigierten Objekte erhalten.
Vergleich. Alle weiteren Objekte wie beispielsweise der Steuerstand werden 
weiterhin monoperspektivisch dargestellt. Durch diese Kombination von 
Ansichten kann ein natürlicherer Eindruck (wahrnehmungskonformer) der 
Sicht vermittelt werden und die mit den perspektivischen Verzerrungen und 
verbundenen Proportionsveränderungen (vgl. Abbildung 118 (D)) in den 
Randbereichen der Abbilder verringert werden. 
Die Untersuchung wurde auf die Anwendung der Augpunkt-bezogenen EPK 
im konkreten Anwendungsszenario erweitert. Zu diesem Zweck erfolgte eine 
Reduktion auf die Betrachtung der für eine Korrektur relevanten Szenen-
bestandteile (siehe Abbildung 119). Im Folgenden wurde ein Vergleich einer 
manuellen und damit subjektiven Parameterwahl der Prozentual-optimierten 
A
B
C D
 (vgl. [Kamusella 2010] sowie 
 [Zavesky u. a. 2010a])
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Abbildung 119: Führerstands-
simulation
A: 120 Grad Kameraöffnungswinkel, 
 Multiperspektive, EPK vollständig
B: 120 Grad Kameraöffnungswinkel, 
 Multiperspektive, EPK Prozentual- 
 optimiert, 100 % Scherung,  
 42 % x-Rotation, 18 % y-Rotation
C: 120 Grad Kameraöffnungswinkel, 
 Multiperspektive, EPK augpunkt- 
 bezogen, Bildflächenbreite  
 40 cm, Bildflächenhöhe 30 cm,  
 Betrachterabstand 50 cm
A
B
C
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EPK (siehe Abbildung 119 (B)) mit der automatisierten Korrektur auf Basis 
von gemessenen Eingabewerten für die Augpunkt-bezogene EPK vorgenom-
men (siehe Abbildung 119 (C)). 
Ziel der manuellen Einstellung war, ein wahrnehmungskonformes Abbild 
der Szene durch geeignete Parameterwahl zu erzeugen. Abbildung 119 (B) 
zeigt das multiperspektivische Abbild des Anwendungsszenarios, in welchem 
die Ausrichtung der Bedienelemente durch den Probanden mittels Prozen-
tual-optimierter EPK eingestellt wurde. Abbildung 119 (C) beinhaltet das, 
unter Nutzung der Augpunkt-bezogenen EPK erstellte, Abbild der Szene. 
Der Betrachterabstand beträgt 50 cm, die Bildflächenbreite 40 cm und die 
Bildflächenhöhe 30 cm. Ein Vergleich der beiden Abbilder zeigt eine große 
Übereinstimmung zwischen der durch den Probanden favorisierten Variante 
und der auf absoluten Werten bestimmten Korrektur. Das heißt, die durch 
den optimierten, Augpunkt-bezogenen Algorithmus bestimmte Ausrichtung 
entspricht im Wesentlichen der vom Probanden als wahrnehmungskonform 
eingestufte Orientierung. 
9.2.5 Fazit
Auch dieses Beispiel belegt den Nutzen der Erweiterten Perspektivischen 
Korrektur und damit auch den Grundgedanken der multiperspektivischen 
Bildgestaltung über reine Forschungsfragen hinaus. Vor allem die Notwen-
digkeit einer Visualisierungsform, welche menschliche Wahrnehmungsei-
genschaften integriert, ist an diesem Anwendungskontext offensichtlich. Als 
Weiteres kann gezeigt werden, dass das Konzept der Augpunkt-bezogenen 
Korrektur auch in komplexen Szenenstrukturen zum Tragen kommen kann. 
Somit steht ein einfach adaptierbares Verfahren zur Unterstützung einer 
wahrnehmungskonformen Darstellung zur Verfügung. 
An dieser Stelle sei jedoch nochmals darauf verwiesen, dass der gewählte An-
satz eine selektive Anwendung erfordert (vgl. Kapitel 4). Die Korrektur der 
Steuerelemente im gewählten Beispiel ist zum einen erforderlich, aber zum 
anderen auch nur möglich, da es sich um eine bestimmte Klasse von singulä-
ren Objekttypen im Bildraum handelt (vgl. 4.1.7, vgl. [Groh 2005]). 
9.3 Zusammenfassung der Praxisbeispiele 
Die beiden exemplarisch vorgestellten Praxisanwendungen der EPK verdeut-
lichen die Relevanz der Untersuchung über den wissenschaftlichen Kontext 
hinaus. Sowohl in der Fahrzeug- als auch der Gesichtsfeldvisualisierung kön-
nen EPK erzeugte multiperspektivische Abbilder die Wahrnehmungskon-
formität steigern und tragen zu einer besseren »Lesbarkeit« der Bilder bei. 
Der bessere Vergleich und die Bewertung von virtuellen Objekten durch ein 
wahrnehmungskonformeres Abbild, überzeugten insbesondere den Indust-
riepartner aus Praxisbeispiel eins (siehe 9.1) die Erweiterte Perspektivische 
Korrektur auch im Produktivbetrieb seines Visualisierungssystems bei Pro-
duktpräsentationen innerhalb des Entwurfsprozesses einzusetzen. 
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10 Zusammenfassung
Abschließend soll in diesem Kapitel eine Zusammenfassung der vorliegenden 
Arbeit erfolgen. Dabei wird neben der komprimierten Darstellung des Inhal-
tes (10.1) vor allem ein Fazit der gewonnenen Erkenntnisse gezogen (10.2) 
und in einem Ausblick (10.3) dargelegt, welche weiteren Forschungsaktivitä-
ten sich aus den gewonnenen Erkenntnissen ergeben.
10.1 Inhalt
Die vorliegende Arbeit befasst sich mit grundlegenden Effekten bei der 
Projektion virtueller räumlicher Szenen auf zweidimensionale Bildflächen. 
Die Motivation (vgl. Kapitel 1) dazu ergibt sich aus der Feststellung, dass 
in aktuellen computergrafischen Visualisierungssystemen die Räumlichkeit 
der Darstellung in der Regel durch eine Fläche vermittelt wird. Die aktuell 
benutzten Verfahren stützen sich dabei auf das Konzept der Virtuellen Ka-
mera. Mit dieser sind jedoch auch Nachteile hinsichtlich einer an den Men-
schen angepassten (wahrnehmungskonformen) Darstellung verbunden. Zur 
Einführung der für das Verständnis der Arbeit notwendigen Fachtermini 
werden in Kapitel 2 ausgewählte Grundlagen aus den Bereichen Technische 
Visualistik, Bildsprache (2.1), Computergrafik (2.2) und Psychologie (2.3) 
vorgestellt. Von besonderer Bedeutung sind dabei die Begriffe Abbild (das Er-
gebnisbild einer Projektion), Wahrnehmungskonformität (ein Indikator für 
Angepasstheit an die visuelle menschliche Wahrnehmung) und Multipers-
pektive (eine die Wahrnehmungskonformität förderliche Darstellungsform). 
Anschließend werden die, im weiteren Verlauf der Arbeit relevanten, Vekto-
ren definiert (2.4). Im darauf folgenden Kapitel (siehe Kapitel 3) beschreibt 
die Arbeit zwei wesentliche Herausforderungen für die wahrnehmungskon-
forme Darstellung virtueller Objekte. Zum einen wird das Proportions-
problem (3.1) beschrieben. Zum anderen das Orientierungsproblem (3.2) 
als neu erkanntes Arbeitsthema eingeführt. Darauf aufbauend erfolgt eine 
Beschreibung des Grundkonzeptes zur Erstellung wahrnehmungskonformer 
Abbilder durch gesonderte Behandlung einzelner Szenenobjekte sowie die 
Vorstellung relevanter wissenschaftlicher Vorarbeiten für diesen Sachverhalt. 
Weiterhin stehen eine Einordnung der bestehenden Verfahren und ein Ex-
kurs in verwandte Studien der Wahrnehmungspsychologie im Mittelpunkt 
der Ausführungen (siehe Kapitel 4). Als ein existierendes Verfahren zur 
computergrafischen Erzeugung von wahrnehmungskonformen Abbildern 
wird nachfolgend das Verfahren der Erweiterten Perspektivischen Korrektur 
(EPK) als Ausgangspunkt für eine Optimierung detailliert vorgestellt (sie-
he Kapitel 5). Aus den in Kapitel 3 aufgeworfenen Fragen hinsichtlich des 
Orientierungsproblems ergibt sich die Notwendigkeit einer tiefergehenden 
Analyse. Aus der künstlerischen Praxis sowie wahrnehmungspsychologischen 
Aspekten heraus wird in Kapitel 6 der Mensch als geeignetes Referenzmodell 
argumentativ untersetzt. Einen Schwerpunkt der Arbeit bildet die im An-
schluss durchgeführte mehrstufige Studie zur Orientierungswahrnehmung 
in mono- und multiperspektivischen Abbildern (siehe Kapitel 7). Aus den in 
der Studie gewonnenen Erkenntnissen kann schließlich ein Optimierungs-
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ansatz für die EPK synthetisiert werden. Das Konzept der so genannten Aug-
punkt-bezogenen EPK wird in Kapitel 8 ausführlich hergeleitet, die Wirkung 
analysiert, eine algorithmische Umsetzung erarbeitet und diese mit den be-
reits bestehenden EPK-Ausprägungen verglichen. Als Vervollständigung der 
Ausführungen folgen zwei Praxisbeispiele zum Einsatz der EPK und dem 
Nutzen der vorgestellten Optimierung (siehe Kapitel 9). 
10.2 Ergebnisse der Arbeit
Im Folgenden soll eine Vorstellung und Bewertung der Erkenntnisse, die sich 
aus der vorliegenden Arbeit ergeben, vorgenommen werden. Ausgangspunkt 
ist eine Einordnung des Untersuchungsablaufes in das in 1.3 vorgestellte Vor-
gehensmodell.
10.2.1 Einordnung der Untersuchung in das Vorgehensmodell
Bezogen auf das in 1.3 vorgestellte Vorgehensmodell, wurden bei der vor-
liegenden Untersuchung alle Bereiche durchlaufen. Abbildung 120 (A) ver-
anschaulicht in diesem Zusammenhang das Vorgehen der Arbeit. Aus der 
generellen Frage nach wahrnehmungskonformen Darstellungsformen und 
den existierenden Theorien zum Wahrnehmungsrealismus ergaben die, in 
1.4 vorgestellten, Thesen Fragen nach der Eignung von Menschmodellen 
als Referenzobjekt, den Optimierungsmöglichkeiten des Algorithmus der 
Erweiterten Perspektivischen Korrektur und den damit verbundenen ein-
zubeziehenden Wahrnehmungseffekten. Über die jeweilige bereichsspezifi-
sche Grundlagenbetrachtung konnte ein überarbeiteter Algorithmus erstellt 
und Studien durchgeführt werden. Eine Besonderheit sind die verschiedenen 
Iterationsschritte. Durch die Mehrstufigkeit der Studie war es möglich, die 
Erkenntnisse aus einem Studienteil in die Konstruktion des Prototypen für 
die Folgestudie einfließen zu lassen. Diese »Iterationsschleife« erlaubte es, die 
Ergebnisse sukzessive zu verfeinern. Letztendlich können abschließend aus 
diesen Ergebnissen, den theoretischen Betrachtungen sowie der Umsetzung 
Regeln für die Bildgestaltung abgeleitet werden (siehe 10.2.5). Die beschrie-
bene Abfolge hat sich folglich für den zu untersuchenden Sachverhalt als ziel-
führendes Vorgehen erwiesen. 
Bevor im weiteren Verlauf die Ergebnisse der einzelnen Bereiche vorgestellt 
werden, sollen an dieser Stelle weitere sinnvolle Vorgehensstrategien zur in-
terdisziplinären Untersuchung von Wahrnehmungskonformität an Hand des 
Vorgehensmodells diskutiert werden.
Abbildung 120 (B) zeigt einen sequentiellen Untersuchungsansatz bei dem 
die Ausgangsfrage im Bereich der Wahrnehmungspsychologie liegt. Die 
über entsprechende Studien gewonnenen Erkenntnisse sind nachfolgend die 
Grundlage für eine prototypische Umsetzung durch Konstruktion entspre-
chender computergrafischer Algorithmen. Der daraus gewonnene Gestal-
tungsspielraum erlaubt der Bildwissenschaft, mit den erarbeiteten Prototypen 
Überlegungen hinsichtlich des gestalterischen Einsatzes zu formulieren.
Im Gegensatz dazu zeigt Abbildung 120 (C) ein Vorgehen, dass sich aus einer 
Fragestellung der Computergrafik ergibt. Nach der entsprechenden Grundla-
Abbildung 120: Verschiedene  
Untersuchungstrategien innerhalb 
des Vorgehensmodells 
(vgl. Abbildung 3)
A: Vorgehen der vorliegenden  
 Arbeit
B: Sequentielle Untersuchung   
 (Psychologie induziert)
C: Parallelisierte Untersuchung  
 (Computergrafik induziert)
A
B
C
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genbetrachtung können in diesem Fall jeweils relevante Forschungsfragen für 
die Bildwissenschaft und die Wahrnehmungspsychologie gestellt werden, aus 
deren Lösung sich ein Ansatzpunkt für die algorithmische Umsetzung ergibt. 
Hauptziel dieses Ansatzes ist es, einen Prototypen zu entwickeln.
Die sich aus dem konkreten Ablauf der vorliegenden Untersuchung ergeben-
den Aussagen können den eingangs der Arbeit formulierten Thesen (siehe 
1.4) zugeordnet werden. Als erstes sollen die Erkenntnisse, die sich aus der 
durchgeführten Studie hinsichtlich der Wahrnehmung von Ausrichtungen 
ergeben, diskutiert werden. 
10.2.2 Beeinflussung der Orientierungswahrnehmung durch 
die Projektion (These 3)
Die aus der Studie gewonnenen Ergebnisse (siehe 7.6) untermauern zum einen 
die bisherigen Untersuchungen zur Wahrnehmungskonformität multipers-
pektivischer Abbilder hinsichtlich des Proportionsproblems. Zum anderen 
wird durch die Untersuchung eine weitere Herausforderung – das Orientie-
rungsproblem – verdeutlicht und dessen Wirkungsweise näher beschrieben. 
Dieser Sachverhalt ist zusätzlich zum bekannten Proportionsproblem in die 
Überlegungen zu einer wahrnehmungskonformitätsunterstützenden Korrek-
tur einzubeziehen. Grundlegende Aussage dazu ist, dass in der durchgeführ-
ten Studie die monoperspektivische Darstellung die Orientierungswahrneh-
mung von räumlichen Objekten beeinflusst. Die Richtung der Beeinflussung, 
das heißt ob eine Über- oder Unterschätzung (vgl. 7.3.6) stattfindet, ist dabei 
abhängig von der Ausrichtung des Objektes zur Virtuellen Kamera sowie der 
Objektposition. In diesem Kontext wurde auch ein Defizit in den bisherigen 
Lösungsansätzen zur Perspektivkorrektur insbesondere innerhalb des Verfah-
rens der EPK deutlich, da die bisherige Vollständige EPK lediglich die Objek-
torientierung der Monoperspektive beibehält. 
Die Studie stützt durch deren Ergebnisse somit die These, dass einerseits ein 
Wahrnehmungsunterschied zwischen monoperspektivischen und multipers-
pektivisch korrigierten Objekten besteht und andererseits die Bilder, welche 
durch die Erweiterte Perspektivische Korrektur angepasst wurden, wahrneh-
mungskonformer sind (siehe 7.3 und 7.4). Die Ergebnisse der Korrektur sind 
jedoch bezogen auf die Forderung einer Übereinstimmung zwischen in der 
virtuellen Szene vorhandener und tatsächlich wahrgenommener Ausrichtung 
zu überarbeiten. Daraus ergibt sich ein Optimierungsbedarf für den EPK-
Korrekturalgorithmus in Bezug auf die Ausrichtung der korrigierten Objek-
te. Die Unterteilung der grundlegenden Problemstellung in das Proportions-
problem sowie das Orientierungsproblem ist dabei essentiell. 
Die Ergebnisse der Studie können vor allem im Forschungsfeld der Wahrneh-
mungspsychologie weitergenutzt werden, da zum einen nur wenige Versuche 
und Messdaten zur Ausrichtungswahrnehmung in Bezug auf die perspektivi-
sche Bildstruktur existieren und zum anderen das Studienlayout für weiterge-
hende Fragestellungen in diesem Bereich verwendet werden kann.
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10.2.3 Optimierung der EPK durch Einbeziehung des 
Betrachters (These 2)
Der zur Lösung des Orientierungsproblems formulierte Optimierungsansatz 
setzt die Erkenntnisse aus der Aufspaltung in Orientierungs- und Propor-
tionsproblem algorithmisch um. Die zwei Algorithmuskomponenten Sche-
rung und Rotation können den beiden Problemstellungen zugeordnet und 
als zwei separate Teilziele der Korrektur aufgefasst werden. Die Einbeziehung 
der Betrachterposition in die Überlegung ist demnach ein logischer Schritt, 
der vor allem die, im vorhergehenden Untersuchungen bisher wenig einbe-
zogenen, Situation des Betrachtenden vor dem Abbild berücksichtigt. Das 
Konzept kann sowohl dynamisch genutzt werden, als auch in statischen Ab-
bildungsszenarien zum Tragen kommen. Erste Versuche mit der prototypi-
schen Implementierung deuten auf eine Erhöhung der Wahrnehmungskon-
formität des Abbildes hin. Der optimierte Algorithmus ist in der praktischen 
Anwendung räumlicher computergrafischer Bilder eine Ergänzung zu bis-
herigen Verfahren multiperspektivischer Bildgestaltung. Die Einbeziehung 
von weiteren Parametern in die Erweiterte Perspektivische Korrektur zur 
Optimierung eines wahrnehmungskonformen Bildeindrucks kann folglich 
als These gestützt werden. Dies wird auch anhand der in Abschnitt 9.2 vor-
gestellten experimentellen Untersuchung des Praxisbeispiels CAD Visuali-
sierung deutlich. Eine Steigerung der Anpassung der EPK – im Sinne der 
Wahrnehmungskonformität – durch die Einbeziehung des Betrachterstand-
ortes ist dabei jedoch mit weiteren Optimierungen des Augpunkt-bezogenen 
Ansatzes verbunden (vgl. 8.11).
10.2.4 Nutzung von Menschmodellen zur Analyse von 
Wahrnehmungseffekten (These 1)
Als weiteres Ergebnis der vorliegenden Arbeit wird die sehr gute Eignung von 
Menschmodellen zur Untersuchung von Projektionsauswirkungen auf die 
perspektivische Gestaltung hervorgehoben. Aus der Analyse künstlerischer 
Werke ergibt sich die Erkenntnis, dass der Mensch im Bildraum von inhaltli-
cher Bedeutung ist, aber auch als bedeutsames Objekt perspektivisch beson-
ders gestaltet wird. Der Rückblick auf das analytische künstlerische Wirken 
beispielsweise von Dürer oder Alberti zeigt (siehe 6.1), dass die proporti-
onale Übertragung menschlicher Formen eine wesentliche Herausforderung 
aber auch Antriebskraft künstlerischen Wirkens war und ist. Darüber hinaus 
sprechen auch strukturelle Eigenschaften wie die sphärische Ummantelung 
und die daraus resultierende gute Verzerrungsindikation sowie die Singu-
lärität im Bildraum für eine Nutzung von Menschmodellen (siehe 6.2.1). 
Bestärkt wird die These weiterhin durch Überlegungen zur Subtilität und 
Angepasstheit der Wahrnehmung (visuelle Expertise) von Menschen durch 
den Menschen.
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10.2.5 Schlußfolgerungen für die wahrnehmungskonforme 
Bildgestaltung
Aus den vorgestellten Überlegungen ergeben sich für eine wahrnehmungs-
konforme Ausrichtungswahrnehmung (insbesondere bei der Darstellung an-
thropomorpher Formen) folgende heuristische Gestaltungsprinzipien:
  Die monoperspektivische Darstellung von Objekten führt zu Miss-
interpretationen der Ausrichtung und muss bei der Bewertung der 
Bildinhalte berücksichtigt werden.
  Die wahrnehmungskonforme Darstellung von anthropomorphen 
Formen in virtuellen räumlichen Szenen erfordert auf Grund der 
Expertise der menschlichen Wahrnehmung eine Korrektur des mo-
noperspektivischen Abbildes.
  Eine objektbezogene diskret-multiperspektivische Korrektur er-
höht die wahrnehmungskonforme Darstellung der Objektausrich-
tung. Die Korrektur muss in Abhängigkeit der Konstellation von 
Virtueller Kamera und Objekt vorgenommen werden.
  Die Einbeziehung des Betrachterstandortes erhöht die wahrneh-
mungskonforme Darstellung der Objektausrichtung. Bei nahem 
Betrachterstandort ist eine starke – bei entferntem Standort eine 
geringe – Korrektur gegenüber der monoperspektivischen Darstel-
lung notwendig.
10.3 Ausblick
Für die weitere Forschung ergeben sich aus dieser Arbeit neue Fragestellun-
gen und Arbeitsaufträge. Vor allem die Ergebnisse der Studie regen zu einer 
weiteren analytischen Auseinandersetzung mit Fragen der Wahrnehmung 
computergrafisch projizierter Abbilder im Allgemeinen und einer weiteren 
vertiefenden Analyse der erhobenen Daten im Besonderen an. Da der Fokus 
der Analyse auf der Ausrichtungsbewertung lag, blieben Fragen beispielswei-
se nach einem Zusammenhang zwischen der Vertrautheit der Probanden mit 
computergrafischen Bildern und der Bewertung der Ausrichtung oder zwi-
schen dem szenischen Kontext und der Orientierungsbewertung offen. Auch 
ist eine Weiterverfolgung und Verfeinerung des Vorhersagemodells (vgl. 
7.4.4) auf Grundlage weiterer Probandenversuche sinnvoll. Ebenfalls kann 
eine intensivere Untersuchung der Wahrnehmungsunterschiede  zwischen 
der realen Szene, die in Form des realen Versuchsraums zur Verfügung steht 
(siehe 7.1.2) und der computergrafischen mono- und multiperspektivischen 
Visualisierung weitere Erkenntnisse bringen. Ein weiterer interessanter An-
satz ergibt sich in der Verbindung der Ausrichtungsbewertung mit Gesichts-
punkten der Kommunikationswissenschaft. Insbesondere unterstreichen 
Zavesky u. a. die Relevanz von wahrnehmungskonformen Ausrichtungsbe-
wertungen in Bezug auf kollaborative virtuelle Systeme, die eine weitergehen-
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de Forschungsarbeit erfordern (vgl. [Zavesky u. a. 2011b]). Die notwendigen 
Voraussetzungen sind mit den praktischen Ergebnissen der Arbeit (Versuchs-
raum, Prototyp, Evaluationsprogramm) gegeben. Jedoch ist eine Rekonfi-
guration des Versuchsaufbaus notwendig, um unter anderem eine effiziente 
und genaue Ausrichtung der realen Menschmodelle vornehmen zu können. 
Darüber hinaus wäre eine Einbeziehung der Aspekte des Uncanny Valley von 
Mori möglich, in dem die Versuchsmodelle in deren Detaillierungsgrad mo-
difiziert werden (siehe 2.3.2 , vgl. [Mori 1970]). Dies kann Aufschluß darüber 
geben, ob diesbezüglich ein Zusammenhang zur Bewertung der Ausrichtung 
oder der Proportionsbeeinflussung besteht. 
Ein anderer Ansatzpunkt ist die Untersuchung des von den Probanden an-
gemerkten »Wahrnehmungsbruches« innerhalb der Figur (»Kopf-Fuß-Phä-
nomen«, vgl. 7.3.5). An dieser Stelle wird die Hybridität insbesondere der 
multiperspektivischen Darstellung deutlich. Vor allem die differenzierte Be-
trachtung des Effektes nach mono- und multiperspektivischer Darstellung 
kann Aufschlüsse über die Wahrnehmung des visuellen Kontrastes bei dis-
kret multiperspektivisch dargestellten Objekten geben. 
Eine weitere Entwicklungsmöglichkeit besteht in der Dynamisierung des 
Augpunkt-bezogenen Konzeptes. Dazu ist neben der Integration des Algo-
rithmus in eine Echtzeitumgebung auch eine automatisierte Erhebung der 
Eingabeparameter, insbesondere des Betrachterabstandes notwendig. Für 
den Prozentual-optimierten EPK-Algorithmus konnte bereits der Nachweis 
der Echtzeitfähigkeit innerhalb der Forschungsumgebung Bildsprache Live-
Lab (BiLL) an der Professur Mediengestaltung der Technischen Universi-
tät Dresden geführt werden (vgl. [Wojdziak 2007], [Wojdziak u. a. 2011a]). 
Das Framework kann somit eine Grundlage für eine Implementierung der 
Augpunkt-bezogenen EPK sein. In der Kombination dieses Frameworks mit 
Geräten zur automatisierten Erfassung des Betrachters, wie beispielsweise der 
„Microsoft Kinect“ (vgl. [Eschrich 2011]) oder dem „Wii-Remote-Controller“ 
(vgl. [Peitz und Podewski 2009]) liegt ein Ansatzpunkt für die praktische 
Umsetzung. Auch bietet sich eine Evaluierung im Zusammenhang mit dem 
Ansatz der Coordinated Multiple Views* an (vgl. [Starke u. a. 2011]), um das 
Konzept im Umfeld weiterer Verfahren zur Wahrnehmungskonformitätsstei-
gerung beziehungsweise Datenvisualisierung testen zu können.
Aus den Ausführungen zu einem allgemeinen Vorgehensmodell für die Un-
tersuchung von wahrnehmungskonformen Effekten ergibt sich die Notwen-
digkeit einer Überprüfung sowie Verifizierung. Es ist dementsprechend sinn-
voll weitere Forschungsfragen mit Hilfe des Vorgehensmodelles zu bearbeiten 
und damit die Anwendbarkeit in weiteren Sachverhalten zu überprüfen. Da-
durch ist es möglich das vorgeschlagene Modell über den Kontext dieser Ar-
beit hinaus zu verallgemeinern. 
Die praktische Arbeit und der damit verbundene Prototyp kann in Fortfüh-
rung der Forschungsarbeit in einem Transferprojekt weitergenutzt werden. 
Ziel ist dabei, den Ansatz in eine Produktreife zu überführen und in die 
Wirtschaft zu übertragen. Mit dieser Strategie sind sowohl eine Anpassung 
der Parametereingabe an den jeweiligen Anwendungskontext, als auch eine 
Evaluation des Nutzens für die entsprechenden Visualisierungssituationen 
verbunden. Die in 9.1 vorgestellten Erkenntnisse und Vorgehensweisen kön-
nen direkt in einen Wissenstransfer einfließen. Insbesondere zeigte sich be-
* Koordinierte Multiple Sichten
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reits, dass der gewählte Ansatz der Objektmanipulation (vgl. 5.3) erlaubt, 
das Verfahren in einer Vielzahl von computergrafischen Visualisierungssys-
temen in Form von Add-Ons oder Plug-Ins implementieren zu können. Ab-
schließend kann auch die Einbeziehung von weiteren Szenenparametern, wie 
beispielsweise wahrnehmungskonformer Schattenwurf, in die Untersuchung 
einen zusätzlichen Beitrag zur Definition von umfassenden Regeln zur Bild-
gestaltung auf Basis virtueller räumlicher Modelle leisten.
Auf einer abstrakteren Ebene ergeben sich aus den Erkenntnissen und An-
sätzen auch weitere konzeptionelle Überlegungen. Insbesondere die bereits in 
der Erweiterten Perspektivischen Korrektur vorhandene und in der vorliegen-
den Arbeit optimierte ganzheitliche Untersuchung der Betrachter-Kamera-
Objekt-Relation stellt einen Ausgangspunkt für weitergehende theoretische 
und praktische Überlegungen dar. Das durch die digitalen Präsentations- 
und Erfassungssysteme permanent ermöglichte »absolute« Wissen über die 
Komponenten des Nutzer-Bild-Dialogs (vgl. [Groh 2005]) birgt Potentiale 
für eine bewusstere Gestaltung von räumlichen Darstellungssystemen auf 
computergrafischer Basis: »Objekt, Kamera und Betrachter kennen sich und 
können in Echtzeit aufeinander reagieren.«
Die genannten Aspekte charakterisieren einen essentiellen Unterschied bei-
spielsweise zur Situation fotografischer Bilderzeugung. In dieser ist das Objekt, 
abgesehen von der Möglichkeit kompositorischer Einwirkung des Fotografen, 
vor allem im konkreten Bilderzeugungsvorgang hinsichtlich der perspekti-
vischen Struktur lediglich passives Element. Darüber hinaus entzieht sich 
dieses während des Betrachtungsvorganges einer direkten Manipulation. In 
diesem Punkt kann im Bereich virtueller Systeme bei entsprechender weiterer 
Forschung, Optimierung sowie interdisziplinärer Arbeit, beispielsweise durch 
die Verbindung von Blickbewegungsmessung und gestaltungstheoretischen 
Grundlagen, strukturell Neues entstehen.
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13 Glossar
camera obscura
Die camera obscura (dunkler Raum) ist ein einfaches optisches Abbildungs-
gerät, das es ermöglicht das Abbild der Umgebung vor der Kamera ins innere 
zu projizieren. Das Gerät gilt als Vorläufer der Fotokamera und wurde seit der 
Renaissance auch als Grundlage für künstlerische Abbildungen genutzt. Die 
camera obscura basiert auf dem Prinzip der Lochkamera, kann jedoch auch 
durch optische Linsen ergänzt sein.
CAVE
Der Begriff CAVE steht für „Cave Automatic Virtual Environment“ und be-
schreibt ein Präsentationssystem, das durch die stereoskopische Anzeige auf 
Projektionsflächen, die den Nutzer umfassen (zum Beispiel Raum mit Zy-
linder, Würfel oder Halbkreisform). Durch die je nach Ausführung teilweise 
oder vollständige Sichtfeldausfüllung kann somit ein immersiver Eindruck 
erzeugt werden.
Einheitsmatrix
Die Einheitsmatrix E, welche auch als Identitätsmatrix bezeichnet wird, ist 
eine n×n Matrix, deren Hauptdiagonale mit dem Wert eins belegt ist. Die 
weiteren Stellen sind dagegen mit dem Wert null besetzt (siehe Abbildung 
121). Für die Matrizenmultiplikation ist die Einheitsmatrix von besonderer 
Bedeutung, da diese das neutrale Element der Multiplikation darstellt. 
Das Ergebnis einer Multiplikation der Einheitsmatrix E einer Matrix M ist 
dementsprechend die Matrix M. Dies gilt auch für den Fall, dass die Operan-
den vertauscht sind.
Expertise
Expertise bezeichnet in der Kognitionspsychologie die Spezialisierung auf 
bestimmte Bereiche. Damit ist unter anderem eine höhere Leistungsfähigkeit 
verbunden, da bereits Erfahrungen mit dem entsprechenden Gebiet vorlie-
gen.
Head-Mounted-Display 
Das Konzept des Head-Mounted-Display umfasst die direkte Anzeige von 
digitalen Inhalten vor dem Auge. Dazu werden in der Regel Helme oder Bril-
len eingesetzt, die über entsprechende Displays verfügen und einem oder bei-
den Augen ein separates Bild präsentieren. Durch die getrennte Darbietung 
ist ein stereoskopischer Effekt möglich und drüber hinaus durch mögliche 
Lagesensoren ein immersiver Eindruck einer virtuellen Szene vermittelbar.
Abbildung 121: n×n Einheitsmatrix
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Median
Der Median ist eine Art gewichteter Mittelwert, welcher stabiler als der 
Durchschnitt gegenüber statistischen Ausreißern ist.
Offset
Abstand, um den ein Wert von einem initalen Betrag aus abweicht. 
Plug-In
Plug-In bezeichnet im Kontext der Informatik Erweiterungen von Compu-
terprogrammen zur Ergänzung von Funktionalitäten. Basis dafür ist häufig 
eine von Programmherstellern festgelegte Programmierschnittstelle.
Rendering /Rendern
Unter Rendern wird in der Computergrafik die Bildberechnung verstanden.
Skript / Skriptsprache
Reduzierte Programmiersprache beziehungsweise darauf aufbauendes Pro-
gramm, das häufig in Anwendungsprogrammen eine Erweiterung oder Au-
tomatisierung der Funktionen erlauben.
Signifikanz
Der aus der Statistik stammende Begriff beschreibt vereinfacht ausgedrückt, 
dass statistisch belegbarer Unterschied vorhanden ist, welcher nicht nur durch 
Zufall zustande kommt.
Standardkoordinatensystem
A B C
Abbildung 122: Koordinatensysteme
A: Standardkoordinatensystem
B: 3D Studio Max® System
C: CG Standardkoordinatensystem
Unter dem Begriff Standardkoordinatensystem wird in Rahmen dieser Ar-
beit ein Koordinatensystem verstanden, bei dem die z-Achse den Tiefenvek-
tor darstellt (siehe Abbildung 122 (A)). Demgegenüber stehen Systeme, bei 
denen entweder die y-Achse den Tiefenvektor definiert (siehe Abbildung 122 
(B)) oder die z-Achse invertiert ist, wie beim computergrafischen Standardko-
ordinatensystem (siehe Abbildung 122 (C), vgl. [Angel 2003]).
3D Studio Max®
3D-Modellier- und Animationswerkzeug, welches aktuell von der Firma Au-
todesk herausgegeben wird.
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14 Anhang
14.1 Fragebogen Vorevaluation
 
Promotionsvorhaben „Wahrnehmungsrealistische Projektion anthropomorpher Formen“   
Martin Zavesky  
Postadresse  
 
Technische Universität Dresden 
01062 Dresden 
Besucheradresse  
 
Nöthnitzer Straße 46
Raum 2069 
Gefördert durch: 
 
  
Europäische Union 
und  
Freistaat Sachsen. 
 
Fakultät Informatik - Institut für Software- und Multimediatechnik - Professur Mediengestaltung 
 
 
Vorevaluation PNr.  
Geschlecht  weiblich männlich
Alter 
 
 Jahre
Studienrichtung /  
Berufsabschluss 
 
Zeichnen oder malen Sie 
gerne? 
 ja nein
Fotografieren Sie  
gerne? 
 ja, 
professionell 
ja, 
hobbymäßig 
 nein
Wie gut kennen Sie sich 
mit Computergrafik  
(z.B. Maya, 3D Studio 
Max) aus? 
 gar nicht etwas  sehr gut
 
Spielen Sie gerne  
Computerspiele? 
 ja, eher 
2D-Spiele 
ja, eher 
3D-Spiele 
 
 
nein
Können Sie räumlich 
sehen? 
  ja nein
Sind Sie farbenblind?  ja nein
 
Im Folgenden werden Ihnen vom Versuchsleiter Aufgaben vorgelegt. Hinweis: 
Sie können die Figuren durch Drücken des  oder  Schalters am linken Bildrand mit der Maus drehen. 
 
 
 
 
Sind Ihnen Unterschiede in der Darstellung der Figuren aufgefallen? 
 
 
196
14.2 Fragebogen Hörsaalstudie
1/4
 
Promotionsvorhaben „Wahrnehmungsrealistische Projektion anthropomorpher Formen“   
Martin Zavesky  
Postadresse  
 
Technische Universität Dresden 
01062 Dresden 
Besucheradresse  
 
Nöthnitzer Straße 46 
Raum 2069 
Gefördert durch: 
 
  
Europäische Union 
und  
Freistaat Sachsen. 
 
Fakultät Informatik - Institut für Software- und Multimediatechnik - Professur Mediengestaltung 
 
 
Studie zur Wahrnehmung von Menschmodellen 
 
Vorbemerkung 
Alle Daten werden anonym erhoben und ausgewertet. Bitte beantworten Sie jede Frage durch Einzeich-
nen einer Richtung. Wenn Sie sich unsicher sind, zeichnen Sie bitte die Richtung ein, die Ihrer Meinung 
nach am ehesten zutrifft. Vielen Dank für Ihre Teilnahme! 
 
Angaben zur Person  PNr.  
A Geschlecht  weiblich  männlich 
B Alter 
 
 Jahre 
C Studienrichtung /  
Berufsabschluss 
 
D Zeichnen oder malen Sie 
häufig/regelmäßig? 
 ja  nein 
E Fotografieren Sie  
häufig/regelmäßig? 
 ja,  
professionell 
 ja,  
hobbymäßig 
 nein 
 gar nicht  etwas  sehr gut F Wie gut kennen Sie sich mit 
Computergrafik  
(z.B. Maya, 3D Studio Max) 
aus? 
 
G Spielen/spielten Sie häufig  
Computerspiele? 
 ja, eher  
2D-Spiele 
 ja, eher  
3D-Spiele 
 
 
nein 
H Können Sie räumlich 
sehen? 
  ja  nein 
I Bitte kreuzen Sie an in  
welchem Teil des Hörsaals 
Sie sitzen. 
 
 
 
 
 
 
:
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01 01
Figur 1 Figur 2 Figur 3
02 02
Figur 1 Figur 2 Figur 3
03 03
Figur 1 Figur 2 Figur 3
04 04
Figur 1 Figur 2 Figur 3
05 05
Figur 1 Figur 2 Figur 3
06 06
Figur 1 Figur 2 Figur 3
07 07
Figur 1 Figur 2 Figur 3
08 08
Figur 1 Figur 2 Figur 3
09 09
Figur 1 Figur 2 Figur 3
10 10
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11 11
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12 12
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13 13
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14 14
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19 19
Figur 1 Figur 2 Figur 3
20 20
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21 21
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22 22
Figur 1 Figur 2 Figur 3
Zeichnen Sie die Blickrichtung der Figuren in das Schema ein
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Zeichnen Sie die Blickrichtung der Figuren in das Schema ein
53 53
Haben Sie Auffälligkeiten in der Darstellung 
der Figuren bemerkt, wenn ja welche?
54 54
Welche spezielle Lösungsstrategie haben Sie 
verwendet?
55 55
Welchen Teil der Figur haben Sie zur Bestimmung der 
Richtung am häufigsten herangezogen?
Kopf Füße keine
Torso
ganze
Figur
andere
56 56
Woran haben Sie sich zur Richtungsbestimmung am 
häufigsten orientiert?
am virtuel-
len Raum
an anderen
Figuren
an sich 
selbst
am Bild-
rahmen
am realen 
Raum
anderes
57 57
Worum ging es Ihrer Meinung nach in dieser 
Befragung?
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14.3 Probandeninformationen, Nachbefragung und Arbeitsanweisung Laborstudie
Probandeninformation
Diese Studie findet im Rahmen der Innovationspromotion 
„Wahrnehmungsrealistische Projektion anthropomorpher 
Formen“ SAB Nr.: 080937698 von Dipl. Medieninf. Martin 
Zavesky und wird durch die Europäische Union und den Freistaat 
Sachsen aus Mitteln des Europäischen Sozialfonds (ESF) gefördert. 
Professur für
Mediengestaltung
Fakultät Informatik,Institut für 
Software- und Multimediatechnik
Die Teilnahme ist freiwillig!
Die Untersuchung wird insgesamt circa 45 Minuten in Anspruch nehmen. 
Davon sind circa 30 Minuten für den eigentlichen Versuch vorgesehen.
Es werden anonymisierte personen- und verhaltensbezogene Daten erhoben.
Diese Daten werden im Rahmen des Promotionsvorhabens verarbeitet und 
ausgewertet. 
Im Falle einer Veröffentlichung werden die Daten so ausgewertet, daß kein 
Rückschluß auf einzelne Studienteilnehmer mehr möglich ist.
Durch Abgabe des ausgefüllten Fragebogens (dies erfolgt elektronisch) 
erklären Sie Ihr Einverständnis, daß Ihre Daten für die genannten Zwecke 
weiterverarbeitet werden.
Die Verarbeitung erfolgt unter Einhaltung der Bestimmungen des 
Bundesdatenschutzgesetzes.
Durch Angabe der Probandennummer kann ein nachträglicher Widerruf 
erfolgen.
Die Studie wird im Rahmen des von der Europäischen Union und 
dem Freistaat Sachsen aus Mitteln des Europäischen Sozialfonds 
geförderten Promotionsvorhabens „Wahrnehmungsrealistische Projektion 
anthropomorpher Formen“ durchgeführt.
Instruktionen zum Versuch
Diese Studie findet im Rahmen der Innovationspromotion 
„Wahrnehmungsrealistische Projektion anthropomorpher 
Formen“ SAB Nr.: 080937698 von Dipl. Medieninf. Martin 
Zavesky und wird durch die Europäische Union und den Freistaat 
Sachsen aus Mitteln des Europäischen Sozialfonds (ESF) gefördert. 
Professur für
Mediengestaltung
Fakultät Informatik, Institut für 
Software- und Multimediatechnik
Auf den folgenden Seiten erhalten Sie eine Übersicht über den 
Versuchsablauf sowie die konkrete Aufgabenstellung.
Lesen Sie sich die Instruktionen sorgfältig durch. Falls Sie Fragen haben, 
wenden Sie sich bitte an den Versuchsleiter.
Hinweise:
Bitte stellen Sie ihr Mobiltelefon für den Versuch auf lautlos.
Stellen Sie den Stuhl bitte so ein, dass Sie direkt in die Mitte des Bildschirms 
schauen.
Achten Sie bitte darauf, daß der Stuhl während des gesamten Versuchs 
innerhalb der am Boden markierten Fläche steht.
Versuchsablauf
Die Probandennummer wird Ihnen 
durch den Versuchsleiter mitgeteilt
Bitte füllen Sie als erstes die persönlichen Daten 
(Frage A bis H) des Fragebogen aus. 1
Sobald Sie die Fragen beantwortet haben starten 
Sie den Versuch2
Versuchsablauf
Sobald Sie alle Blickrichtungen eingetragen haben, 
schalten Sie bitte hier zur nächsten Aufgabe weiter!
Aufgabennummer
Die Blickrichtung kann durch Klicken und Ziehen mit 
der Maus für jede Figur einzeln eingetragen werden.
Im Versuch werden Ihnen verschiedene Bilder von 
Figuren präsentiert. Insgesamt sind es 52 Aufgaben. 
Zum Teil sind nur Ausschnitte aus Szenen zu sehen.3
4 Aufgabe ist es die Blickrichtung der Figuren in das untere Schema einzutragen.
5
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Versuchsablauf
7
Hinweise
Wenn Sie sich unsicher sind, tragen Sie bitte die 
Richtung ein, die Ihrer Meinung nach am ehesten 
zutrifft.
Nach Weiterschalten zur nächsten Aufgabe ist ein 
späteres Ändern der Angaben icht möglich.
Als Abschluss des Versuchs erscheint folgende 
Anzeige.8
Bitte Informieren Sie den Versuchsleiter, dass Sie 
den Versuch beendet haben. Dieser speichert die 
Versuchsdaten in Anschluss ab.9
Versuchsablauf
10
Im Anschluß an den Versuch am Rechner erhalten 
Sie vom Versuchsleiter einen abschließenden 
Fragebogen
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Haben Sie Auffälligkeiten in der Darstellung der 
Figuren bemerkt, wenn ja welche?
 
Promotionsvorhaben „Wahrnehmungsrealistische Projektion anthropomorpher Formen“   
Martin Zavesky  
Postadresse  
 
Technische Universität Dresden 
01062 Dresden 
Besucheradresse  
 
Nöthnitzer Straße 46 
Raum 2069 
Gefördert durch: 
 
  
Europäische Union 
und  
Freistaat Sachsen. 
 
Fakultät Informatik - Institut für Software- und Multimediatechnik - Professur Mediengestaltung 
 
 
Studie zur Wahrnehmung von Menschmodellen 
 
Vorbemerkung 
Alle Daten werden anonym erhoben und ausgewertet. Bitte beantworten Sie jede Frage durch Einzeich-
nen einer Richtung. Wenn Sie sich unsicher sind, zeichnen Sie bitte die Richtung ein, die Ihrer Meinung 
nach am ehesten zutrifft. Vielen Dank für Ihre Teilnahme! 
 
Angaben zur Person  PNr.  
A Geschlecht  weiblich  männlich 
B Alter 
 
 Jahre 
C Studienrichtung /  
Berufsabschluss 
 
D Zeichnen oder malen Sie 
häufig/regelmäßig? 
 ja  nein 
E Fotografieren Sie  
häufig/regelmäßig? 
 ja,  
professionell 
 ja,  
hobbymäßig 
 nein 
 gar nicht  etwas  sehr gut F Wie gut kennen Sie sich mit 
Computergrafik  
(z.B. Maya, 3D Studio Max) 
aus? 
 
G Spielen/spielten Sie häufig  
Computerspiele? 
 ja, eher  
2D-Spiele 
 ja, eher  
3D-Spiele 
 
 
nein 
H Können Sie räumlich 
sehen? 
  ja  nein 
I Bitte kreuzen Sie an in  
welchem Teil des Hörsaals 
Sie sitzen. 
 
 
 
 
 
 
PNr.
53 53
54 54
Welche spezielle Lösungsstrategie 
haben Sie verwendet?
55 55
Welchen Teil der Figur haben Sie zur Bestimmung der 
Richtung am häufigsten herangezogen?
Kopf Füße keine
Torso
ganze
Figur
andere
56 56
Woran haben Sie sich zur Richtungsbestimmung am 
häufigsten orientiert?
am virtuel-
len Raum
an anderen
Figuren
an sich 
selbst
am Bild-
rahmen
am realen 
Raum
anderes
57 57
Worum ging es Ihrer Meinung nach in dieser 
Befragung?
 Nachb fragung
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14.4 Probandeninformationen, Nachbefragung und Arbeitsanweisung Evaluation
Probandeninformation
Diese Studie findet im Rahmen der Innovationspromotion 
„Wahrnehmungsrealistische Projektion anthropomorpher 
Formen“ SAB Nr.: 080937698 von Dipl.-Medieninf. Martin 
Zavesky und wird durch die Europäische Union und den Freistaat 
Sachsen aus Mitteln des Europäischen Sozialfonds (ESF) gefördert. 
Professur für
Mediengestaltung
Fakultät Informatik,Institut für 
Software- und Multimediatechnik
Die Teilnahme ist freiwillig!
Die Untersuchung wird insgesamt circa 30 Minuten in Anspruch nehmen. 
Davon sind circa 20 Minuten für den eigentlichen Versuch vorgesehen.
Es werden anonymisierte personen- und verhaltensbezogene Daten erhoben.
Diese Daten werden im Rahmen des Promotionsvorhabens verarbeitet und 
ausgewertet. 
Im Falle einer Veröffentlichung werden die Daten so ausgewertet, daß kein 
Rückschluß auf einzelne Studienteilnehmer mehr möglich ist.
Durch Abgabe des ausgefüllten Fragebogens (dies erfolgt elektronisch) 
erklären Sie Ihr Einverständnis, daß Ihre Daten für die genannten Zwecke 
weiterverarbeitet werden.
Die Verarbeitung erfolgt unter Einhaltung der Bestimmungen des 
Bundesdatenschutzgesetzes.
Durch Angabe der Probandennummer kann ein nachträglicher Widerruf 
erfolgen.
Die Studie wird im Rahmen des von der Europäischen Union und 
dem Freistaat Sachsen aus Mitteln des Europäischen Sozialfonds 
geförderten Promotionsvorhabens „Wahrnehmungsrealistische Projektion 
anthropomorpher Formen“ durchgeführt.
Instruktionen zum Versuch
Diese Studie findet im Rahmen der Innovationspromotion 
„Wahrnehmungsrealistische Projektion anthropomorpher 
Formen“ SAB Nr.: 080937698 von Dipl.-Medieninf. Martin 
Zavesky und wird durch die Europäische Union und den Freistaat 
Sachsen aus Mitteln des Europäischen Sozialfonds (ESF) gefördert. 
Professur für
Mediengestaltung
Fakultät Informatik, Institut für 
Software- und Multimediatechnik
Auf den folgenden Seiten erhalten Sie eine Übersicht über den 
Versuchsablauf sowie die konkrete Aufgabenstellung.
Lesen Sie sich die Instruktionen sorgfältig durch. Falls Sie Fragen haben, 
wenden Sie sich bitte an den Versuchsleiter.
Hinweise:
Bitte stellen Sie ihr Mobiltelefon für den Versuch auf lautlos.
Stellen Sie den Stuhl bitte so ein, dass Sie direkt in die Mitte des Bildschirms 
schauen und nutzen Sie während des Versuchs die Kinnstütze.
Versuchsablauf
Die Probandennummer wird Ihnen 
durch den Versuchsleiter mitgeteilt
Bitte füllen Sie als erstes die persönlichen Daten 
(Frage A bis H) des Fragebogen aus. 1
Sobald Sie die Fragen beantwortet haben starten 
Sie den Versuch2
Der Modus wird vom 
Versuchsleiter eingestellt
Versuchsablauf
Sobald Sie alle Blickrichtungen eingetragen haben, 
schalten Sie bitte hier zur nächsten Aufgabe weiter!
Aufgabennummer
Die Blickrichtung kann durch Klicken und Ziehen mit 
der Maus für jede Figur einzeln eingetragen werden.
Im Versuch werden Ihnen verschiedene Bilder von 
Figuren präsentiert. Insgesamt sind es 18 Aufgaben 
in 3 Blöcken. 3
4 Aufgabe ist es die Blickrichtung der Figuren in das untere Schema einzutragen.
5
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Versuchsablauf
Nach einem Versuchsblock erscheint der Hinweis 
den Betrachterabstand zu ändern. Informieren Sie 
bitte den Versuchsleiter.7
Betrachterabstand
Der nächste Block wird durch den 
Versuchsleiter gestartet.
Versuchsablauf
8
Hinweise
Wenn Sie sich unsicher sind, tragen Sie bitte die 
Richtung ein, die Ihrer Meinung nach am ehesten 
zutrifft.
Nach Weiterschalten zur nächsten Aufgabe ist ein 
späteres Ändern der Angaben nicht möglich.
Als Abschluss des Versuchs erscheint folgende 
Anzeige.9
Bitte Informieren Sie den Versuchsleiter, dass Sie 
den Versuch beendet haben. Dieser speichert die 
Versuchsdaten in Anschluss ab.10
Versuchsablauf
11
Im Anschluß an den Versuch am Rechner erhalten 
Sie vom Versuchsleiter einen abschließenden 
Fragebogen
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Haben Sie Auffälligkeiten in der Darstellung der 
Figuren bemerkt, wenn ja welche?
 
Promotionsvorhaben „Wahrnehmungsrealistische Projektion anthropomorpher Formen“   
Martin Zavesky  
Postadresse  
 
Technische Universität Dresden 
01062 Dresden 
Besucheradresse  
 
Nöthnitzer Straße 46 
Raum 2069 
Gefördert durch: 
 
  
Europäische Union 
und  
Freistaat Sachsen. 
 
Fakultät Informatik - Institut für Software- und Multimediatechnik - Professur Mediengestaltung 
 
 
Studie zur Wahrnehmung von Menschmodellen 
 
Vorbemerkung 
Alle Daten werden anonym erhoben und ausgewertet. Bitte beantworten Sie jede Frage durch Einzeich-
nen einer Richtung. Wenn Sie sich unsicher sind, zeichnen Sie bitte die Richtung ein, die Ihrer Meinung 
nach am ehesten zutrifft. Vielen Dank für Ihre Teilnahme! 
 
Angaben zur Person  PNr.  
A Geschlecht  weiblich  männlich 
B Alter 
 
 Jahre 
C Studienrichtung /  
Berufsabschluss 
 
D Zeichnen oder malen Sie 
häufig/regelmäßig? 
 ja  nein 
E Fotografieren Sie  
häufig/regelmäßig? 
 ja,  
professionell 
 ja,  
hobbymäßig 
 nein 
 gar nicht  etwas  sehr gut F Wie gut kennen Sie sich mit 
Computergrafik  
(z.B. Maya, 3D Studio Max) 
aus? 
 
G Spielen/spielten Sie häufig  
Computerspiele? 
 ja, eher  
2D-Spiele 
 ja, eher  
3D-Spiele 
 
 
nein 
H Können Sie räumlich 
sehen? 
  ja  nein 
I Bitte kreuzen Sie an in  
welchem Teil des Hörsaals 
Sie sitzen. 
 
 
 
 
 
 
PNr.
53 53
54 54
Welche spezielle Lösungsstrategie 
haben Sie verwendet?
55 55
Welchen Teil der Figur haben Sie zur Bestimmung der 
Richtung am häufigsten herangezogen?
Kopf Füße keine
Torso
ganze
Figur
andere
56 56
Woran haben Sie sich zur Richtungsbestimmung am 
häufigsten orientiert?
am virtuel-
len Raum
an anderen
Figuren
an sich 
selbst
am Bild-
rahmen
am realen 
Raum
anderes
57 57
Worum ging es Ihrer Meinung nach in dieser 
Befragung?
 Nachb fragung
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14.5 Implementierungsbeispiel
Nachfolgend wird die exemplarische Implementierung der Augpunkt bezo-
genen EPK für das Modellier- und Animationswerkzeug 3D Studio Max® 
vorgestellt. Die Umsetzung ist in der 3D Studio Max® eigenen Skriptsprache 
MaxScript® implementiert.
-----Berechnung der EPK-Parameter-------
 
myObj = mySelection[i];   
--Aktuell ausgewähltes Objekt wird an Variable übergeben
 
camX = myCamera.pos.x;      
--Bestimmung der x-Position der Kamera
objX = myObj.pos.x;      
--Bestimmung der x-Position des Objektes
   
camY = myCamera.pos.y;      
--Bestimmung der y-Position der Kamera  
 
objY = myObj.pos.y;      
--Bestimmung der y-Position des Objektes   
   
camZ = myCamera.pos.z;      
--Bestimmung der z-Position der Kamera
objZ = myObj.pos.z;      
--Bestimmung der z-Position des Objektes
   
in coordsys myCamera x _ value = myObj.pos.x; 
in coordsys myCamera y _ value = myObj.pos.y;
in coordsys myCamera z _ value = -myObj.pos.z;
--Bestimmung des x-, y,-, z-Abstandes des Objektes zur 
--Kamera, in dem die Position relativ zum lokalen 
--Koordinatensystem der Kamera ausgewertet wird. 
--Der z-Abstand wird negiert, da die z-Achse des 
--Kamerakoordinatensystems entgegen der
--Blickrichtung zeigt.
   
myRBB = textfeld1.text as Float; 
myRBD = textfeld2.text as Float;   
myRBH = textfeld3.text as Float;
   
if z _ value != 0 then sf = x _ value/z _ value else sf = 0;
--Scherfaktorberechnung, Ausschluss von Division durch null  
 
if z _ value != 0 then sf2 = y _ value/z _ value else sf2 = 0;
--Scherfaktorberechnung, Ausschluss von Division durch null  
   
----Horizontale Korrektur------
alpha = -atan2 x _ value z _ value;
--Berechnung Winkel alpha
  
gamma = myCamera.curFOV/2;
--Berechnung Winkel gamma durch Auslesen des 
--Kameraöffnungswinkels
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delta = atan (myRBB/2*1/myRBD);
--Berechnung Winkel delta 
 
beta = alpha*delta/gamma; 
--Berechnung Winkel beta (EPK-Korrekturwinkel horizontal)
  
---Vertikale Korrektur-----
alphav = -atan2 y _ value z _ value;
--Berechnung Winkel alpha
  
myValue1 = tan(myCamera.curFOV/2);
myRKD = myRBB/2*1/myValue1;
--Berechnung der Realen Kameradistanz
   
fovv = 2*atan(myRBH/2*1/myRKD);
--Ableitung des horizontalen Öffnungswinkels
gammav = fovv/2;
--Bestimmung Winkel gamma
deltav = atan (myRBH/2*1/myRBD);
--Berechnung Winkel delta 
   
betav = alphav*deltav/gammav; 
--Berechnung Winkel beta (EPK-Korrekturwinkel vertikal)
 
-----Ausführen der Komponenten der EPK---------- 
   
myCameraTM = myCamera.objecttransform; 
--Zugriff auf die Transformationsmatrix der Kamera
myObjTM = myObj.objecttransform;  
--Zugriff auf die Transformationsmatrix des Objektes
myObjTM2 = myObj.transform;
myObjTM2.row4 = [0,0,0];
 
mySkew1 = myObj.transform;    
--Zugriff auf die Transformationsmatrix des Objektes
mySkew2 = myObj.transform;    
--Zugriff auf die Transformationsmatrix des Objektes
   
mySkew = myObj.transform;    
--Zugriff auf die Transformationsmatrix des Objektes
myPosition = mySkew.row4;    
--Übernahme der Position des Objektes aus der Matrix
sf = sf*sld1.value/100;
sf2 = sf2*sld1.value/100; 
-- Scherung --
mySkew.row1 = [1.0,0.0,0.0];
mySkew.row2 = [0.0,1.0,0.0];
mySkew.row3 = [-sf,-sf2,1.0];  
--Angabe der Scherung als Matrix
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-- Rotation X --
      
rw _ x= betav; 
   
myRotationX =myObj.transform;    
--Zugriff auf die Transformationsmatrix des Objektes
myRotationX.row1 = [1.0,0.0,0.0];
myRotationX.row2 = [0.0,cos rw _ x, sin rw _ x];
myRotationX.row3 = [0.0,-sin rw _ x,cos rw _ x];
--Angabe der x-Rotation als Matrix
-- Rotation Z --
   
rw _ z = beta; 
   
myRotationZ =myObj.transform;   
--Zugriff auf die Transformationsmatrix des Objektes
   
myRotationZ.row1 = [cos rw _ z,0.0,sin rw _ z];
myRotationZ.row2 = [0.0,1.0,0.0];
myRotationZ.row3 = [-sin rw _ z,0.0,cos rw _ z];
--Angabe der z-Rotation als Matrix
   
myObj.transform = inverse(myCameraTM)*myRotationZ*myRotationX
*mySkew*myCameraTM;
--Berechnung der Gesamttransformation bezüglich des 
--Kamerakoordinatensystems (3D Studio Max optimierte 
--Berechnung)
myObj.position = myPosition;
--Zuweisen der gespeicherten Position an das Objekt
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