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Catalytic upgrading of biomass derivatives (i.e., ethanol from fermentation and bio-oil from pyrolysis) 
requires increased understanding of reaction mechanisms and catalyst properties in order to improve the 
design of highly selective, reactive, cost effective, and stable catalysts. In situ characterization methods 
provide the ability to correlate different catalyst properties (e.g., surface acidity, hydrophobicity, cluster 
size) under reaction conditions with changes in rates and selectivity. Here, we describe how the 
combination of kinetic measurements, density functional theory (DFT) calculations, and in situ 
spectroscopic techniques elucidate reaction mechanisms and probe catalyst properties during reactions of 
oxygenates over supported metal, metal oxide, and metal phosphide materials. We also detail a 
combination of analytical techniques and mathematical methods to deconvolute complex spectroscopic 
data sets in order to identify individual reactive intermediate structures over heterogeneous catalysts.  
Selective dehydrogenation catalysts that produce acetaldehyde (C2H4O) from bio-derived ethanol can 
increase the efficiency of subsequent processes such as C-C coupling over metal oxides to form longer 
chain oxygenates and hydrocarbons for fuels and chemicals. Copper (Cu) catalysts are selective for 
dehydrogenation; however, they suffer from esterification as a major side reaction which decreases 
dehydrogenation yields and reduces the value of the products stream for fuel and lubricant applications. In 
Chapter 2, we use in situ X-ray absorption spectroscopy, steady-state rate measurements, and reaction 
inhibition studies to identify the active sites for esterification and dehydrogenation on Cu catalysts as Cuδ+ 
and Cu, respectively. The number of esterification active sites (i.e., Cu
δ+
 species) depends on the cluster 
size (i.e., number of perimeter Cu atoms), and the identity of the support, which affects the extent of 
charge transfer. This relationship holds for Cu clusters over a wide-range of diameters and catalyst 
supports, and reveals that dehydrogenation selectivities may be controlled by manipulating either.  
The selective hydrogenolysis of C-O bonds in small oxygenates is an important step for the conversion of 
biomass-pyrolysis oils into fuels and valuable chemicals, such as α,ω-diols from furanic species. Metal 
phosphides are promising catalysts for C-O bond rupture as they are inexpensive, chemically and 
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thermally stable, and selectively cleave C-X bonds (where X=S, N, or O) over C-C bonds. In Chapters 3 
and 4, we combine kinetic analysis of reaction networks, modulation excitation in situ infrared 
spectroscopy (MES), and DFT calculations to describe the mechanism and reactive intermediates for C-O 
bond rupture over silica supported Ni, Ni12P5, and Ni2P nanoparticles. Rates of C-O bond rupture within 
2-methyltetrahydrofuran (MTHF), a model pyrolysis oil component, combined with DFT calculations 
show adsorption and dehydrogenation are quasi-equilibrated and precede kinetically relevant C-O bond 
rupture.
3
 Selectivities for cleaving sterically-hindered C-O (
3
C-O) bonds are higher than for unhindered 
C-O (
2
C-O) bonds over Ni12P5 and Ni2P, and 
3
C-O bond selectivities are much greater over Ni12P5 and 
Ni2P than Ni. Measured and DFT-predicted apparent activation enthalpies (ΔH
‡
) for C-O bond rupture 
indicate that the phosphorus content decreases the ΔH‡ for 3C-O bond rupture relative to that of 2C-O 




C-O bond rupture resemble 
those that bind CO*, NH3*, and H* on Ni, Ni12P5, and Ni2P catalysts, which implies C-O bond rupture 
selectivity depends on differences between the coordination of reactive intermediates to the same active 
site and not on differences between the ensemble of surface atoms.
3
 Selectivity differences between 
specific C-O bonds within MTHF reflect differences in the H-content of reactive intermediates, activation 
enthalpy barriers, and phosphorus content of Ni, Ni12P5, and Ni2P. 
Direct experimental evidence for the structure of reactive intermediates distinguishes relationships 
between C-O bond rupture selectivity, surface coordination, and energy barriers over Ni, Ni12P5, and Ni2P 
catalysts; however, identifying reactive intermediates within an “organometallic zoo” of species that form 
on catalytic surfaces during reactions is a long standing challenge in heterogeneous catalysis. Sinusoidal 
modulation of H2 pressure reveals spectral features of reactive intermediates by suppressing those of 
inactive surface species through the application of phase sensitive detection (PSD). The combined spectra 
of all reactive species are deconvoluted using singular value decomposition techniques that provide 
distinct spectra and changes in surface coverages for independent species.
 
These deconvoluted spectra 
indicate the presence of distinct reactive surface intermediates during C-O bond rupture of MTHF on Ni, 
iv 
 
Ni12P5, and Ni2P that are consistent with intermediates proposed from measured rates and DFT 
calculations. Our experiments show that the compositions of the most abundant reactive intermediate 
(MARI) on Ni, Ni12P5, and Ni2P nanoparticles during C-O bond rupture of MTHF are identical; however, 




-C5H10O) (i.e., lies more parallel with the 
catalyst surface) with increasing phosphorus content. The shift in binding configuration with phosphorus 
content suggests the decrease in steric hindrance to rupture the 
3
C-O bond is the fundamental cause for 
increased selectivity towards 
3
C-O bond rupture. Kinetic measurements and calculations indicate C-O 
bond rupture occurs on Ni ensembles on Ni, Ni12P5, and Ni2P catalysts; however, the addition of more 
electronegative phosphorus atoms that withdraw a small charge from Ni ensembles results in the 
differences in binding configuration, activation enthalpy and selectivity. The derivation of the reaction 
mechanism, determination of the active site, and identification of binding configuration suggest that 
manipulation of the electronic structure of metal ensembles by the introduction phosphorus provides 
strategies to design catalysts for selective cleavage of hindered C-X bonds during hydrogenolysis of bio- 
or petroleum-derived feedstocks. 
We continue to explore methods to deconvolute the “organometallic zoo” in Chapter 5, using operando 
infrared spectroscopy, selective inhibition, and transient measurements to determine the reaction 
mechanism for formic acid (HCOOH) on Au and TiO2 surfaces when both are present on the same 
catalyst. Transient cutoff experiments indicate reactive intermediates bound to TiO2 convert through 
monodentate and bidentate formates to form CO and CO2 while residual bidentate formates bind strongly 
to the TiO2 surface. The addition of Au or co-fed water decreases the accumulation of residual bidentate 
formates, which suggests Au facilitates the diffusion of water molecules across the TiO2 surface. 
Modulation of CO pressure at shorter time scales than the decomposition of formates on TiO2 surfaces 
isolate monodentate intermediates in two binding configurations on Au nanoparticles. These data 
elucidate the different intermediates and mechanism for HCOOH decomposition over Au and TiO2 
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surfaces on a single catalyst and show the utility of inhibition and transient measurements to isolate 
reactions occurring at significantly different rates.  
Distinguishing the composition and orientation of reactive intermediates provides complimentary 
evidence to measured rates and DFT calculations to depict reaction mechanisms and active site identities. 
The combination of these powerful techniques provides insight into how surface properties dictate rate 
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1.1 Catalytic Upgrading of Biomass to Chemicals and Fuels 
Biomass has been targeted as a potentially renewable source of carbon for the production of fuels and 
chemicals due to concerns regarding sustainability and global climate change.
1-4
 Different sources of 
biomass (e.g., wood clippings, algae, sugars) contain a variety of different molecular structures and 
functional groups that can transform into chemicals and fuels currently derived from petroleum feeds.
5-9
  
Sugars derived from starches in corn grain or other plants high in cellulose ferment through microbial 
pathways to acetone, butanol, and ethanol (C2H5OH),
10,11 which can be used directly12 or upgraded 
catalytically.
5,13-15
 Lipids, or oils, extracted from sources such as soy beans and algae convert into 
biodiesel via transesterification.
10,15-17
 Lignin, the complex polymer that protects and give structural 
integrity to plants, forms a slurry of oxygenates through pyrolysis (bio-oil), but subsequent processes 
must convert these oxygenates to useful fuels and chemicals.
7,15,18
 Successful implementation of biomass 
feeds as substitutes for traditional petroleum based carbon sources requires the development of multiple 
cost effective processes that convert sugars, lipids, and lignocellulosic materials to high value chemicals 
and fuels.4,6,7,9,10,15  
C2H5OH produced from microbial fermentation of aqueous sugars derived from hydrolysis of cellulose 
and hemicellulose
10,19,20
 can be used directly as demonstrated by the implementation of C2H5OH as a 
gasoline additive or replacement for personal vehicles.
12
 Alternatively, C2H5OH can be used to produce a 
number of commodity chemicals (e.g., 1-butanol
5,13,14




 and ethyl 
acetate
22
) using an array of condensation reactions.
23
 Most of these reactions proceed via coupling 
reactions involving carbonyl groups of aldehydes or ketones, which requires highly selective (>95%) 
dehydrogenation of C2H5OH and other alcohols to avoid yield losses.
14,20,22
 Coinage metals (Au, Ag, Cu) 
are selective towards dehydrogenation of C2H5OH to acetaldehyde (C2H4O) as they show low activity 
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towards C-C or C-O bond rupture in comparison to other transition metals  (e.g., Pd, Pt, Ni).
24,25
 Studies 







affect the selectivity towards C2H4O; however, a comprehensive understanding why these seemingly 
unrelated properties manipulate selectivity is still required to design the most effective catalysts for 
converting C2H5OH to higher value fuels and chemicals through condensation reactions.   
Inedible biomass (e.g., corn stover, wood clippings) could be used as feedstocks for platform chemicals 
(e.g., benzene, α,ω-diols) that are traditionally synthesized from petroleum feeds, without competing with 
food sources;
6,7
 however, their high lignin content renders them difficult to process through microbial 
decomposition.
2
 Pyrolysis can depolymerize lignin into mixtures of smaller oxygenates (i.e., bio-oil) 














) that fully deoxygenate small oxygenates 
representative of bio-oil components to form hydrocarbons by cleaving C-O bonds with high pressures of 
H2 (i.e., hydrogenolysis)—a common practice in the petroleum industry to remove N and S from fuels.
46-
48















) preferentially cleave C-O bonds over C-C bonds during hydrogenolysis reactions, which is 
necessary to produce the most energy dense fuel; however, oxygenates in bio-oil (e.g., alcohols, ketones, 





 that have a high utility as building blocks with low market risks.
4
 Hydrogenolysis of bio-
oil oxygenates into higher value chemicals (e.g., α,ω-diols and phenols) requires cleavage of C-O bonds 
at select locations within these species to minimize hydrogen consumption and increase yield.
4,33,59,64
 Yet, 
the selective rupture of specific C-O bonds without complete deoxygenation or competing C-C bond 
cleavage remains a challenge.
6,33,64
 Determining the mechanism for cleaving two distinct C-O bonds in a 
model bio-oil component (2-methyltetrahydrofuran, MTHF) and the identity of the active site over metal 
phosphides will distinguish properties that lead to higher reactivity and selectivity of the highest value 
products from lignocellulosic feeds. 
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We need to understand of the mechanism and the catalyst properties that control selectivity in 
dehydrogenation and hydrogenolysis reactions in order to design the effective catalysts for upgrading 
biomass to higher value fuels and chemicals. Rate measurements, density functional theory (DFT) 
calculations, and in situ spectroscopic techniques all provide evidence for reaction mechanisms and active 
site identity. Rate measurements demonstrate a macroscopic perspective of the mechanism across 
multiple catalysts by analyzing the response of turnover rates and selectivity to changes in reactant 
pressure, temperature, and inhibiting molecules. DFT calculations inspect the stability of surfaces and 
adsorbates to determine active sites, and detail intrinsic energy and enthalpy barriers for elementary steps. 
In situ spectroscopic techniques, such as X-ray absorption spectroscopy (XAS) and infrared spectroscopy, 
directly measure catalyst properties (e.g., oxidation state and surface acidity) and structure of surface 
intermediates. We will combine these methods to elucidate mechanisms for dehydrogenation and 
esterification of C2H5OH over Cu catalysts (Chapter 2), and hydrogenolysis of hindered and unhindered 




C-O, respectively) in MTHF over Ni, Ni12P5, and Ni2P (Chapter 3) to aid in the 
development of catalysts for upgrading biomass derivatives.  
1.2 Challenges of Identifying Reactive Intermediates  
Identifying reactive intermediates over heterogeneous catalysts has challenged the field for decades as an 
‘organometallic zoo’ of species exists during catalysis.
65
 Studies of formic acid (HCOOH) decomposition, 
a relatively simple reaction of a small molecule, indicate the possibility of several reactive intermediates 





 formate. A significant number of works observe and identify these 
formate intermediates in vacuum on single crystalline surfaces;
68,69,71-73
 however, these intermediates may 
coordinate differently to non-uniform materials (e.g., metal nanoparticles) and may not translate to 
reactions at relevant pressures.
74,75
 Spectroscopic studies of CO2
 
hydrogenation performed in situ analyze 







 and methoxy species
76,80
 over Cu nanoparticles. Transient measurements suggest that 
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formates form on the Cu surface but are merely spectator species,
82,83
 which highlights the need for 
techniques that identify the most abundant reactive intermediate even if another species is the most 





 reactions becomes increasingly more complicated as 
molecules become larger, and thus have more overlapping similar vibrations (e.g., ν(C-H)  or ν(C-C)), 
and the pool of quasi-equilibrated intermediates expands. Studies of hydrogenolysis reactions of alkanes 
over transition metals demonstrate rapid H-transfer reactions,
88-90
 which suggest that an substantial 
number of possible intermediates may exist on the surface even if they do not directly lead to the 
transition state for C-C bond rupture. Distinguishing the structure, composition, and orientation of the 
reactive intermediates would provide a comprehensive understanding of reaction mechanisms and 
catalytic surface properties that manipulate rate and selectivity. 
A simple spectroscopic technique and data processing methods allow us to isolate and identify reactive 
intermediates in situ under relevant operating conditions using in situ infrared spectroscopy. Modulation 
excitation spectroscopy (MES) coupled with phase sensitive detection (PSD), techniques highlighted 
previous works,
91-97
 selectively detects reactive intermediates that respond to stimulated periodic changes 
in concentration or temperature.
98
 MES-PSD is not limited to vibrational spectroscopy; studies 
demonstrate the technique during XAS
97,99
 and X-ray diffraction
95,100
 to monitor the response of catalyst 
oxidation state and surface species to changes in concentration reactants. PSD converts the time resolved 
spectra obtained during MES to phase resolved spectra, which contains spectral features from multiple 
reactive intermediates that respond to the periodic stimulation of a reactant concentration or temperature 










          (1.1) 
Here, A(t) and 𝐴𝑛(𝜑𝑛
𝑃𝑆𝐷) are time and phase domain response of the measured species (i.e., the time and 
phase resolved spectral intensities), respectively, T is the period length for the modulated reactant or 
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temperature, ω is the stimulated frequency in rad s-1 equivalent to 2π/T, n is the demodulation index (i.e., 
harmonic or overtone) and 𝜙𝑛
𝑃𝑆𝐷 is the user defined phase demodulation angle or phase setting. Intrinsic 
free-energy barriers, which differ between each reactive intermediate, can be exploited to isolate 
intermediates as different energy barriers (i.e., rate constants) result in different time response behavior to 
the applied stimulus.
94,101-103
 Each reactive intermediate, therefore, exhibits unique spectra and temporal 
responses (i.e., concentration profiles), which combine to form the phase resolved spectra. Ortelli and 
coworkers estimate rate constants for elementary steps of CO oxidation
104
 and methanol (CH3OH) 
synthesis
80
 over Pd25Zr75 by combining MES and PSD with in situ infrared spectroscopy and analyzing 
the response of gas phase CO, CO2, H2O and CH3OH  as well as adsorbed CO. Conveniently, these 
species have vibrational features sufficiently distinguishable from one another; however, this is not the 
case for surface intermediates, both active and spectator, that form during these reactions (CO oxidation, 
methanol synthesis) or HCOOH decomposition, hydrogenolysis, and mainly other reactions. Temporal 
responses all the surface intermediates in addition to gas phase species will provide more detailed 
understanding of surface reactions and catalyst properties that alter binding configuration, selectivity and 
rates. Analysis of the surface intermediates requires the deconvolution of compositionally similar species 
that have overlapping vibrational modes.  
Quantitative interpretation of phase resolved spectra of complex surface species with overlapping features 
from similar vibrational modes, such as ν(C-H) in methyl, methylene, and methyne groups in 
intermediates formed during hydrogenolysis reactions of hydrocarbons and oxygenates, requires 
additional mathematical methods that combine singular value decomposition with alternating least 
squares (multivariate curve resolution-alternating least squares, MCR-ALS
105-108
) to isolate individual 
species (i.e., the spectra and corresponding concentrations) from the phase resolved spectra. Many studies 









 and excitation-emission fluorescence 
spectroscopy.
105
 We will demonstrate the combination of MES, PSD, and MCR-ALS provides the ability 
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to deconvolute the ‘organometallic zoo’ during hydrogenolysis of C-O bonds in MTHF over Ni, Ni12P5, 
and Ni2P catalysts (Chapter 4) and decomposition of HCOOH over Au and TiO2 surfaces (Chapter 5) to 
extract coordination of reactive intermediates under relevant operating conditions. Continued 
development of in situ spectroscopic techniques and analysis methods, discussed in Chapter 6, increases 
our ability to identify catalyst properties that control selectivities and rates and improve the design 





SPECTROSCOPIC EVIDENCE FOR ORIGINS OF SIZE AND SUPPORT EFFECTS ON 




Ethanol (C2H5OH) is an appealing building block for longer chain oxygenates and hydrocarbons because 
of recent improvements in the efficiency of fermentation processes.
19,20
 C2H5OH-derived C2 units can be 







) using an array of condensation reactions.
23
 Most of these reactions proceed via 
coupling reactions involving carbonyl groups of aldehydes or ketones, which requires highly selective 
(>95%) dehydrogenation of C2H5OH and other alcohols to avoid yield losses.
14,20
 
Copper (Cu) catalysts give high selectivities for alcohol dehydrogenation, in part, because Cu (as well as 
Ag
110
 and Au) cleaves C-C and C-O bonds at much lower rates than other transition metals (e.g., Pd, Pt, 
Ni).
24,25
 Esterification is the major side reaction over both heterogeneous
26,28,29,32,111,112
 and homogeneous 
Cu catalysts,
113,114
 and this undesirable pathway decreases dehydrogenation yields and reduces the value 
of the products stream for fuel and lubricant applications.
110
 Despite the importance of dehydrogenation 
and esterification reactions as intentional and unintentional reactions catalyzed by supported Cu clusters, 
the chemical nature and the location of the active site for each category of reactions remains unclear 










Here, we use a combination of in situ X-ray absorption spectroscopy, steady-state rate measurements, and 
reaction inhibition studies to demonstrate that dehydrogenation occurs on Cu
0
 sites and esterification 
proceeds on Cu
δ+
 sites that exist only at the perimeter of the interface between Cu clusters and the 
                                                             
i
 This chapter has been adapted from the following publication:  
Witzke, M. E.; Dietrich, P. J.; Ibrahim, M. Y. S.; Al-Bardan, K; Triezenberg, M.D.; Flaherty, D. W. Spectroscopic 
evidence for origins of size and support effects on selectivity of Cu nanoparticle dehydrogenation catalysts, Chem. 
Commun., 2017, 53, 597-600   
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 sites depend sensitively on the cluster size and 
the support identity.   
2.2 Materials and Methods 
2.2.1 Catalyst Synthesis 
2.2.1.1 Incipient Wetness Impregnation 
Cu-Al2O3, Cu-MgO, 8 nm Cu-C, and 31 nm Cu-SiO2 were prepared by the incipient wetness 
impregnation (IW) method by impregnating the support Al2O3 (Sigma-Aldrich, nanopowder, < 50 nm 
particle size), activated charcoal (Darco, 20-40 mesh particle size), previously washed and dried MgO 
(Sigma-Aldrich, 99.995% trace metals basis), or previously washed and dried high surface area silica 
(Sigma-Aldrich, Davisil Grade 646, 35-60 mesh) with a prepared Cu(NO3)2 solution.  Initially 366.7 mg 
Cu precursor (Cu(NO3) ∙ 2.5H2O, Sigma Aldrich ≥ 99.99%) was dissolved in 5 mL deionized (DI) water 
(Barnstead E-Pure, 17.6MΩ).  This Cu(NO3)2 solution was then added dropwise to the support in 100 μL 
doses followed by mixing to obtain a homogenous mixture. Impregnation was done until 1.0 mL 
Cu(NO3)2 solution was added for every 1000 mg support. The samples were dried in stagnant air at 363 K 
for > 10 h. The catalysts were calcined at 773 K for 6 h in 300 mL min
-1
 air (Airgas, > 99.999%).  Then 
the catalysts were reduced at 573 K for 6 h in 100 mL min-1 H2 (Airgas, > 99.999%) and 300 ml min
-1 He 
(Airgas, > 99.999%). 
2.2.1.2 Ion Exchange 
Catalysts 2 nm Cu-SiO2, 8 nm Cu-SiO2, 29 nm Cu-C, and 3 nm Cu-SiO2 were prepared using ion 
exchange (IE)
116
 with varying heat treatments listed in Table A1. Initially, 732.9 mg Cu(NO3)2 was 
dissolved in 560 mL deionized (DI) water and 40 mL NH4OH (Macron Chemicals, 28.0-30.0 % as NH3) 
was added to the solution. Previously washed and dried high surface area silica or activated charcoal was 
added to the Cu solution and allowed to stir > 12 h. Solids were recovered through vacuum filtration over 
a double layer of filter paper (Whatman, Grade 1, 11 μL pore size), washed with 1 L DI water, and 
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allowed to dry under vacuum for 2 h. Samples were transferred to a glass plate and dried in stagnant air at 
363 K for > 10 h before the heat treatments. 
2.2.1.3 Sol-Gel 
Cu-SiO2 (35 nm) was synthesized by the sol-gel method similar to that used by Geravand, et al.
30
 Initially 
146.5 mg Cu(NO3)2 was dissolved in 100 mL ethanol (C2H5OH. Decon Laboratories, 200 proof) followed 
by the addition of 7.358 mL tetraethyl orthosilicate (Sigma Aldrich, 99.999% trace metal basis).  The 
solution was mixed with a stir bar while heating to 323 K. A citric acid solution (~1M) was prepared by 
dissolving 42.028 g citric acid monohydrate (Fisher Chemical Certified ACS Granular) in 200 mL DI 
water.  Then 100 mL of the citric acid solution was added to the C2H5OH solution and allowed to stir for 
2 h while held at 323 K.  The resulting gel was dried in stagnant air at 363 K for > 10 h. 
Cu-TiO2 was synthesized by first dissolving 1.464 g Cu(NO3) ∙ 2.5 H2O in 100 mL C2H5OH and adding 
5.730 g Ti(OC3H7)4 (Sigma Aldrich, 98%) while stirring the solution.  A precipitate was formed by 
adding 20 mL of the previously prepared citric acid solution (~1 M).  In order to remove the C2H5OH, the 
solution was heated to 323 K for 2 h.  The resulting gel was dried in stagnant air at 353 K for > 10 h.  The 
dried catalysts were calcined at 773 K for 6 h in 300 ml min
-1
 air followed by reduction at 573 K for 6 h 
in 100 mL min
-1




Catalysts Cu-ZnO, Cu-ZnO-AlxOy, and Cu-AlxOy were prepared through co-precipitation of Cu with Al 
and/or Zn.  First, a basic aqueous solution was prepared with 2.455 g NaOH (Sigma-Aldrich, ACS 
reagent, ≥ 97.0 %, pellets) and 3.603 g Na2CO3 (Fisher Chemical, Certified ACS Powder) dissolved in 
300 mL DI water.  An aqueous solution comprised of 100 mL DI water and metal precursors Cu(NO3)2,  
Zn(NO3)2 ∙ 6H2O (Sigma-Aldrich, purum p.a., crystallized ≥ 99.0 %); and Al(NO3)3 ∙ 9H2O, Sigma-
Aldrich, ACS reagent, ≥98%) were prepared separately according to the specific catalyst composition 
(Table A2). The basic solution (100 mL NaOH/Na2CO3) was added to the metal precursor solution with 
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continuous stirring resulting in a precipitate.  The combined solution was allowed to stir > 12 h. Vacuum 
filtration was used to recover the solids, which were subsequently washed with 1 L DI water and dried for 
12 h at 363 K in stagnant air followed by oxidative and reductive heat treatments.  
2.2.1.5 Unsupported Cu 
Unsupported Cu was synthesized by first preparing CuCO3 from Na2CO3 (Fisher, > 99.5%) and Cu(NO3)2 
∙ 2.5 H2O, followed by the decomposition of the CuCO3 in flowing air at 773 K for 6 h. Finally, the 
sample was cooled to 303 K and reduced at 573 K for 6 h in 100 mL min
-1
 H2 and 300 mL min
-1
 He. 
High surface area Cu (Strem Chemicals, Sponge copper catalyst Raney-type) was pretreated as 
purchased. A thin layer of Raney Cu slurry was spread in a quartz boat and placed in a horizontal furnace 
with 300 mL min-1 He flow. After drying for 1.75 h, the sample was reduced at 573 K for 6 h in 100 mL 
min
-1
 H2 and 300 mL min
-1
 He. Once cooled, the sample was introduced to air for 4 h in 100 mL min
-1
 air 
and 300 mL min
-1
 He. 
Copper chromite (2 CuO Cr2O3, Sigma Aldrich) was pretreated as purchased. A sample was calcined at 
773 K for 6 h in 300 mL min
-1
 air and reduced to Cu-CrOx at 573 K for 6 h in 100 mL min
-1




2.2.2 Cluster Dispersion 
TEM images were obtained on a JEOL 2010-LaB6 (200 kV) equipped with a digital camera (Gatan 
MatScan 1k x1k progressive scan CCD) and taken at ambient temperatures. TEM samples were prepared 
by grinding approximately 10 mg of sample to a fine powder and dusting onto a holey carbon copper grid 
(200 mesh, Ted Pella Inc.).  The diameters of > 100 clusters were counted from the TEM images 
obtained, and the surface area normalized average cluster diameter (<dTEM>, Table A1) was calculated for 
each catalyst using:  







      (2.1) 
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where ni is the number of cluster with diameter, di. Figures A1-14 are representative TEM images and 
cluster size distributions. 
X-ray absorption measurements of the Cu K-edge (8980 eV) were conducted on the insertion device 
beamline of the Materials Research Collaborative Access Team (MRCAT, 10-ID) at the Advanced 
Photon Source (APS) at Argonne National Laboratory.  Ionization chambers were optimized for the 
maximum current with linear response (ca. 10
10
 photons detected s
-1
). A third detector in the series 
simultaneously collected a Cu foil reference spectrum with each measurement for energy calibration. The 
X-ray beam was 400 mm x 1000 mm, and data was collected in transmission mode. The catalysts were 
reduced in situ in a continuous-flow reactor, which consisted of a quartz tube (1” OD, 12” length) sealed 
with Kapton windows by two Ultra-Torr fittings. A ball valve, welded to each Ultra-Torr fitting, served as 
either the gas inlet or outlet. The catalyst was gently pressed into a cylindrical sample holder consisting of 
6 wells, forming a self-supporting wafer. The catalyst amount was calculated to give an absorbance (µx) 
of between 2.0 – 2.5, and an edge step (Δµx) of at least 0.2. All spectra were collected in quick scan 
mode. A reduced scan range (-100 < E0 < +400 eV, ~30s/scan) was used for the in situ TPR experiments 
described in Section SI 1.3.  Full spectra (-200 eV < E0 < 1000 eV) to capture the EXAFS were taken at 
303 K in flowing He before and after temperature programmed reduction treatments described in Section 
2.2.3.   
Data analysis was performed using the Demeter (Athena and Artemis) XAS Data Processing software 
package and standard data processing methods.
117
 Spectra were first normalized by fitting the pre- and 
post-edge regions to linear and cubic polynomials.  The XANES were isolated by inspecting the 
normalized spectra in a range of -20 eV < E0 < 80 eV.  For in situ TPR fitting, the XANES were fit with a 
combination of the following references:  bulk oxides CuO, Cu2O; small particle supported CuO and 
Cu2O; and Cu foil. Fitting was performed with the linear combination XANES fitting function in Athena.  
EXAFS spectra were isolated by removing the background using piecewise splines to fit a background 
function to the data.  The k-space EXAFS data was k
2
-weighted, and Fourier transformed to produce the 
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R-space plots. Data was then fit in R-space using the quick first shell approximation to fit the first 
coordination sphere (data between 1 and 3 Å) to extract coordination numbers and bond distances. 




2.2.3 Composition and Structure 
Powder X-Ray Diffraction using a Siemens/Bruker D-5000 (Cu K-α, 0.15418 nm) was used to determine 
crystallographic structures of catalysts and supports (Figure A15).  Approximately 300 mg of samples 
were finely ground to < 200 mesh using a mortar and pestle before being scanned at a rate of 0.0167o s-1 
with 0.1o resolution at 40 kV and 30 mA. Metal weight loadings were measured using Inductivity 
Coupled Plasma-Optical Emission Spectrometry (ICP-OES) and CHN analysis, shown in Tables A1 and 
A2. 
Temperature programmed reduction (TPR) experiments were performed in duplicate with online mass 
spectrometry (TPR-MS) and X-ray Absorption Near Edge Spectroscopy (TPR-XANES) in order to 
determine oxidation state of catalysts at various pretreatment temperatures.  Catalyst samples and silicon 
dioxide (Sigma Aldrich, analytical reagent) with total mass of 500 mg were loaded in a packed bed 
reactor comprised of a quartz tube with frit (12 mm OD) in a down flow orientation. Reactor temperature 
was regulated by an electrically heated furnace (Lindberg, 55035-A), an electronic temperature controller 
(Watlow, EZ-Zone), and a K-type thermocouple contained in a 1/16” stainless steel sheath (Omega, TJ36-
CASS-116U-18- -SMPW-M).  TPR-MS measurements were taken after an oxidative treatment in flowing 
air (14 mL min
-1
, purified using a zero air generator (Parker, 76-830)) heated from 303 K – 473 K at a rate 
of 5 K min
-1
 and held at 473 K for 2 h.  The sample was then cooled to 303 K in flowing He (25 mL min
-
1
), after which reduction was performed in 40% H2/He to 773 K at 5 K min
-1
 and held at 773 K for 1 h.  
Gas flow rates were regulated with digital mass flow controllers (Parker Porter, Model 601) and a digital 
controller (Parker Porter, CM-400).  Composition of exit gases were measured with a quadrupole mass 
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spectrometer (QMS, Pffeifer Vacuum Thermostar D-35614) monitoring masses 2, 4, and 18 amu and 
reduction profiles are shown in Figure A16. 
TPR-XANES experiments were performed at the MRCAT 10-ID beamline described in Section 2.2.2.  
After an oxidative treatment at 573 K in stagnant air for 2 h, the reactor was cooled to 303 K in flowing 
He. Initial full scans were taken before beginning the temperature programmed reduction. The in situ TPR 
was performed under flowing 40% H2/He (100 mL min
-1
) at 5 K min
-1
 to 773 K (measured by an internal 
thermocouple at the position of the samples). XAS data was taken continuously with a scan resolution of 
~30 s as described in 2.2.2. XANES data was then processed according to the procedures in Section 2.2.2 
and fit using linear combinations of the references described in Section 2.2.2.   
2.2.4 Catalyst Selectivity and Activity 
Rate and selectivity measurements were conducted in a packed bed reactor comprised of borosilicate tube 
(12 mm OD) at atmospheric pressure (101 kPa). The reactor was heated with a three-zone electrically 
heated furnace (Applied Test Systems, 3210) that was controlled by an electronic temperature controller 
(Watlow, EZ-Zone). The catalyst temperature was measured by a K-type thermocouple contained within 
a 1/16” stainless steel sheath (Omega, TJ36-CASS-116U-18- -SMPW-M) with the tip inserted in a nipple 
at the catalyst bed. Silicon dioxide (SiO2, Sigma-Aldrich, washed and calcined, analytical grade) was used 
as a diluent to keep the bed volume constant at 0.25 mL. The pressure drop across the reactor was 
measured using a pressure gauge (Matheson) upstream of the reactor and was kept < 10 kPa.  
Catalysts were pretreated in situ by heating to 573 K at 5 K min-1 and holding for 1 h in flowing 40% H2 
(Airgas, 99.999%) / He (Airgas, 99.999%) at  265 mL min
-1
 prior to all catalytic measurements, unless 
otherwise stated.  Gas flow rates (H2 and He) were controlled using mass flow controllers (Parker Porter, 
Model 601) coupled to a digital controller (Parker Porter, CM-400). Ethanol (C2H5OH) and acetaldehyde 
(C2H4O) were fed to the system with syringes (Hamilton Reno, Nevada 5 mL) connected to an automated 
pump (KD scientific, Legato 110) that controlled their flow rates. Transfer lines at the liquid inlet and 
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downstream were heated to above 373 K monitored with K-type thermocouples (Omega, 5TC-GG-20-72) 
displayed on a digital reader (Omega, 402B-TC) to avoid condensation of reactants and products.   
An on-line gas chromatograph (Agilent, HP 6890) equipped with a capillary column (HP Plot Q, 30 m 
length, 0.320 mm inner diameter, 20 μm) connected to a flame ionized detector quantified the 
concentrations of combustible species and while a packed column (HayeSep Q, 2 m length, 2 mm inner 
diameter) connected to a thermal conductivity detector measured non-combustible products (i.e., H2, H2O, 
CO, and CO2).  Retention times and sensitivity factors of products were determined by injecting gaseous 
and liquid standards into the system. A complete list of these standards and calculations for sensitivity 
factors are shown in the Appendix A (Section A4). Control of temperature, reactant flowrates, and the GC 
sampling were automated to allow for continuous measurements. 




      (2.2) 
where Pi and Po,EtOH represent the pressure at the outlet of product species, i, and C2H5OH, ni is the carbon 
number of the each product, i. During selectivity measurements, XEtOH is kept below 33.4% at which point 
C2H5OH, C2H4O, and H2 pressures approach equilibrium concentrations for the hydrogenation and 
dehydrogenation of C2H4O and C2H5OH (Equation 2.3) assuming the selectivity for dehydrogenation, 
Sdehydro, is 100%. 
C2H5OH  C2H4O + H2     (2.3) 
Equilibrium concentrations were calculated using thermodynamic data,
119
 where the approach to 






     (2.4) 
where R is the ideal gas constant, T is temperature (503 K), ΔG is the free energy of dehydrogenation, and 
[C2H5OH], [C2H4O], and [H2] are the partial pressure of ethanol, acetaldehyde, and hydrogen, 
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respectively. When C2H5OH and C2H4O were co-fed, residence times were controlled to maintain 




      (2.5) 
Where Pin,a and Pout,a are the inlet and outlet partial pressures, respectively, of reactant species a.  
Products were separated into groups based on the possible reaction pathway (Scheme 2.1), and the 




       (2.6) 
where Sk is the selectivity of product group k, and P and n are the outlet pressure and carbon number, 
respectively, of all product species i and product species j formed in group k.  Formation rates of product 
groups (e.g., dehydrogenation, esterification, and decarbonylation) were calculated based on the 
selectivity for product group, 





    (2.7) 
where rk is the formation rate of product group k, ?̇?𝐸𝑡𝑂𝐻 and ?̇?𝐴𝐴 are the molar flowrates of the C2H5OH 
and C2H4O, respectively, and nCu,s is the moles of surface Cu atoms based on the measured dispersions 
(Table A1). Carbon balance closed within ± 5%. 
2.3 Results and Discussion 









 times greater than that for all other reactions and 
depends on ethanol conversion (XEtOH) on 6 nm Cu clusters formed upon the surface of CrOx by the 
reduction of commercial 2CuO Cr2O3 in H2, hereafter referred to as Cu-CrOx (2.75 kPa C2H5OH, 15 kPa 
H2, 83.6 kPa He, 503 K). Esters account for the largest amount of carbon lost at these conditions and on 
other Cu catalysts (e.g., Cu-SiO2, Cu-ZnO, and Cu-TiO2, Table 2.1). Esterification rates and selectivities 
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are immeasurable at low XEtOH (Figure 2.1), which shows that esters do not form by primary reaction 
between two C2H5OH molecules, but rather form by a secondary reaction that involves a reactive 
intermediate derived from C2H5OH, consistent with previous studies.
32,120,121
 Moreover, esterification 
rates are >20 times smaller in the absence of C2H5OH in comparison with those measured in mixtures of 














) by the coupling of an alcohol and an aldehyde,
114,121
 whereas basic metal oxides (e.g., MgO and 
CaO)
124
 form esters via the Tishchenko reaction between two aldehydes.
124-126
 Taken together, the 
observations that ethyl acetate (C4H8O2) forms by secondary reactions of C2H5OH (Figure 2.1) and that 
esterification rates are insignificant in pure C2H4O streams (Table A3) suggest that C2H4O reacts with a 
C2H5OH derived intermediate to form C4H8O2 as suggested previously.
26,121
 Here, rate inhibition and X-
ray absorption spectra are combined to identify the chemical nature and likely location of the active sites 





Figure 2.1 Changes in selectivity for dehydrogenation (▲), esterification ( ), ketonization (◄), 
decarbonylation (●), aldol addition (►), etherification (▼), and dehydration (■) as functions of XEtOH on 
6 nm Cu-CrOx (2.75 kPa C2H5OH, 15 kPa H2, 503 K). Lines are intended to guide the eye. 
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Table 2.1 Catalyst selectivity towards product groups (2.75 kPa C2H5OH, 15 kPa H2, 83.6 kPa He, 503 K, 
XEtOH = 10%) 
Catalyst 
Selectivity (%) 
Dehydrogenation Decarbonylation Dehydration Etherification Esterification Ketonization Aldol 
2 nm Cu-SiO2  97.3 0 0 0 2.1 5.18*10
-3 0 
8 nm Cu-SiO2  97.9 0.3 0.14 0.4 1.6 0 0 
29 nm Cu-C  97.8 0.3 0 0.2 1.7 0.55 0 
35 nm Cu-SiO2 99.0 0 0 0 0.97 0.1 0 
Cu-Al2O3  84.0 0.001 0.5 12.5 1.3 0.2 1.5 
Cu-ZnO 99.4 0.3 0 0 0.3 0 0 
Cu-ZnO-AlxOy 97.6 0 0 0 1.9 0.36 0 
Cu-AlxOy 94.8 0.3 0 0 4.2 0.7 0 
Cu-TiO2 93.0 0 0 0 4.2 0.8 2.3 
Cu-MgO 97.7 1.88*10
-4 0 0 0 0 2.24 
Unsupported Cu 99.6 0.17 0 0 0.17 0 0 
8 nm Cu-C  98.7 0 0 0 1.2 0.2 0 
3 nm Cu-SiO2  97.2 0 0 0 2.3 0.55 0 
30 nm Cu-SiO2  98.2 0 0 0 1.6 0.4 0 
Raney Cu  94.7 0.8 0.1 0 3.2 1.20 0 
Cu- CrOx 98.3 1*10








The active sites for esterification on supported Cu cluster catalysts have been associated with the Cu 
dispersion,
26
 prevalent oxidation state of the Cu,
29,32,112
 and Lewis acidic sites of the metal oxide support
127
 
in a series of independent studies. Colley et al. concluded that active sites for the formation of C4H8O2 are 
located on Cu rather than the Cr2O3 support of commercial Cu-Cr2O3,
123
 while Moromi et al. suggested 







 as the active site for esterification,
27,29,128
 which is consistent with recent comparisons 
of the number of Cu-ZrO2 interfacial sites to C4H8O2 formation rates on CuZr-SiO2 catalysts.
112
 However, 
these hypotheses have not been proven to hold for series of Cu clusters supported on multiple reducible 
and irreducible supports, or to correlate with Cu
+
 populations; therefore, the origin and control of the 
active site(s) remains unknown. Figure 2.2 shows that pyridine (0.1-2.5 kPa) inhibits esterification rates 
on 6 nm Cu-CrOx catalysts at 503 K. Esterification rates that decrease with increasing pyridine pressure, 
combined with evidence from Colley et al.123 identifying Cu as the active site on Cu-Cr2O3, strongly 




) bind active intermediates that form C4H8O2. Thus, it seems 
likely that Lewis acidic Cu sites remain even after in situ reductive treatments or reform upon the 




Figure 2.2 Inhibited rate of C4H8O2 formation measured at differential C2H5OH and C2H4O conversions 
on Cu-CrOx (6 nm, ■), at 5 kPa C2H5OH, 2.5 kPa C2H4O, 16 kPa H2, bal. He and 503 K. Trend line 
(dashed) represents power law fit rester ~ [pyridine]
-1.8 ± 0.1
. 
In contrast with previous studies that correlate esterification rates to the number of Cu
δ+
 species measured 
ex situ using XPS
29
 or adsorbed CO in FTIR,
112
 in situ X-ray absorption near edge structure (XANES) 







present  following reductive treatments and at conditions used for C2H5OH dehydrogenation. Figure A17 
shows that XANES spectra of supported Cu catalysts (on SiO2, C, TiO2, ZnO, and unsupported Cu) 
measured following in situ reduction (40 kPa H2, 60 kPa He, 573 K) do not change after introduction of 
the reactant mixture for 30 min (4 kPa C2H5OH, 0.75 kPa C2H4O, 0.25 kPa C4H8O2, 30 kPa H2, bal. He, 
503 K) within the uncertainty of the technique. These data strongly suggest that oxidation states measured 
at a given temperature during temperature programmed reduction-XANES (TPR-XANES) experiments 




Figure 2.3 Turnover rates normalized by total mol Cu atoms for esterification (●) and dehydrogenation 





Ester formation rates normalized by total Cu atoms measured at XEtOH = 10% (Figure 2.3, 503 K, 2.75 kPa 
C2H5OH, 15 kPa H2, 83.6 kPa He) decrease with increasing particle diameter as rester ~ d
-1.3 ± 0.2
 for SiO2 
supported Cu catalysts, which suggests that esterification may occur on under coordinated sites such as 
edges, corners, or perimeter sites at the interface of the Cu clusters and the support.
129
 While rester depends 
monotonically on the diameter of Cu clusters on Cu-SiO2, esterification selectivities vary by an order of 
magnitude for a given Cu cluster diameter across multiple catalyst supports (e.g., SiO2, C, TiO2, CrOx, 
Al2O3, etc.) and do not correlate with Cu cluster size when the identity of the support also changes (Figure 
2.4). Taken together, the number of esterification sites, depends on both the support identity and the 
cluster size. This suggests that active sites for ester formation exist at the perimeter of the cluster-support 
interface and not on metal terraces,
26
 which are minimally influenced by the support. These perimeter 
sites may be Lewis acidic Cu
δ+
 species, as implied by pyridine inhibition measurements (Figure 2.2). The 
importance of Cu
δ+
 for esterification reactions can be directly tested by correlating XANES measurements 




Figure 2.4 Selectivity towards ethyl acetate formation over Cu clusters of various sizes on supported on 
ZnO-AlxOy (5.1 nm, ), ZnO (5.4 nm, ), TiO2 (7.8 nm, ▲), AlxOy (3.4 nm, ►), Al2O3 (10 nm, ), SiO2 
(2 nm, ■; 3  nm, □; 5 nm, ; 31 nm, ; 35 nm, ), C (8 nm, ; 29 nm, ), MgO (●), CrOx (6.3 nm, ◄) at 










 (●), and Cu
0
 (▲) oxidation states during in situ reduction from 298 K – 773 K, 5 K 
min-1 in 40% H2/60% He.  
Figure 2.5a shows XANES spectra obtained at the Cu-K edge (8980 eV) during TPR of 2 nm Cu-SiO2 (40 
kPa H2, 303-773 K, 5 K min
-1
), and the changes in the spectral line shape with increasing temperature 






). Figure 2.5b shows the mole fraction of Cu 
in each oxidation state as a function of temperature (oxidation state distributions at 573 K for all other Cu 






 present during 
C2H5OH dehydrogenation were calculated from TPR-XANES curves at the reaction temperature, 









 species at 573 K for Cu catalysts 
including Cu supported on ZnO-AlxOy  ( ), TiO2 ( ), AlxOy ( ), SiO2 (2 nm, ; 3 nm, ■; 8 nm, ; 35 nm, 
), C (8 nm, ), ZnO ( ) CrOx (◄), Raney Cu( ), and unsupported Cu ( ). Insert illustrates Cu
δ+
 atoms at 
the cluster perimeter. Rates are measured at XEtOH = 10% (2.75 kPa C2H5OH, 15 kPa H2, 83.6 kPa He, 503 
K) and corrected for the approach to equilibrium. Linear fit (dashed) includes all filled symbols.  
Figure 2.6 shows the correlation between the ratio of rates for C4H8O2 and C2H4O formation (γ, where γ = 






 present in Cu nanoparticles supported on two classes of 







gives a quantitative measure of the reducibility of Cu and encompasses all indirect factors that affect the 
extent of charge transfer from Cu atoms to the support or adsorbates. Charge transfer at the interface 
between the metal cluster and the support forms exposed Cu
δ+













 measured by 
XANES also represents that of exposed Cu species available for catalysis, if we assume that Cu
δ+
 species 
can exist only at the cluster-support interface and that the Cu clusters are hemispherical (derivation in 
Appendix A, Equation A1). 
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for catalysts that do not contain a 
second metal oxide component that can independently facilitate esterification (i.e., SiO2, C, ZnO, ZnO-
AlxOy, CrOx, and unsupported Cu powder; filled symbols, Figure 2.6). Among these materials, values of γ 
do not depend solely on the diameter of Cu clusters, or the identity of the support, rather γ is a complex 





), present at the interface between Cu clusters and supports, are the predominant active sites 
for esterification on inert catalyst supports.  
Second, Cu clusters in contact with metal oxides that independently catalyze esterification (i.e., TiO2, co-
precipitated Cu-AlxOy, and Raney Cu; hollow symbols, Figure 2.6) lie above the linear trend line, because 
TiO2,
133-135 and AlxOy
135-137 catalyze ester formation even in the absence of Cu. In addition, Raney Cu 
produced from CuAl alloys contains trace Al, as demonstrated by compositional analysis (Table A1), that 
may form AlxOy in situ. AlxOy and TiO2 catalysts prepared without Cu show significant selectivities for 
esterification (Table A6); however, rates associated with the support cannot be directly subtracted from 
the total esterification rates on Cu-AlxOy and Cu-TiO2 because of significant differences between the 
surface areas and properties of materials made with and without Cu (Table A6). Yet, these data (Figure 
2.6 and Table A6) show that these Lewis acidic supports catalyze esterification, which increases γ without 
increased Cu
δ+
 sites, and are consistent with the hypothesis that Lewis acid sites, whether Cu
δ+
 or support 





Scheme 2.2 Proposed mechanism for ethyl acetate formation from ethanol through a dehydrogenation 





Scheme 2.2 shows interdependent catalytic cycles for the esterification of C2H5OH that are consistent 
with C4H8O2 formation rates (measured here and previously reported for Cu catalysts)
26,121,122,137
 as well as 




 sites in this reaction. Adsorption of C2H5OH and C2H4O onto unoccupied Cu
0
 
surface sites to form adsorbed ethanol (C2H5OH*) and acetaldehyde (C2H4O*) (Scheme 2.2, Step 1 and 
reverse Step 5, respectively), the dissociative adsorption of H2 (Scheme 2.2, reverse Step 4 and reverse 
Step 9), and O-H bond rupture to form ethoxide (C2H5O*) (Scheme 2.2, Step 3) are all assumed to be 
quasi-equilibrated steps based on previous studies of Cu clusters,
26,87,123
 and Cu (110)
138





 The elimination of hydrogen from the carbonyl carbon of C2H5O* (Scheme 2.2, Step 3) 
completes dehydrogenation and forms C2H4O by subsequent desorption of C2H4O* (Scheme 2.2, Step 5). 
The esterification cycle begins with adsorption of C2H4O to Cu
2+
 sites (Scheme 2.2, Step 6) forming an 









and a hemiacetal intermediate (Scheme 2.2, Step 7), which dehydrogenates to 
produce C4H8O2* and H* (Scheme 2.2, Step 8), which desorb (Scheme 2.2, Steps 9 and 10). Scheme 2.2 
shows that Lewis acidic Cu
+
 sites that bind activated aldehydes interconvert with Cu
2+
 sites within the 







Overall, the strong correlation between γ and the ratio of the Cu oxidation states, together with the 
inhibiting effects of pyridine on ester formation rates, provide compelling evidence that Cu
δ+
 sites 
participate primarily in the catalytic cycle that produces C4H8O2 from reactions of C2H4O and C2H5OH 
(Scheme 2.2), while Cu
0
 mainly catalyzes the intervening steps for dehydrogenation. The number of 
esterification active sites (i.e., Cu
δ+
 species) depends on the cluster size (i.e., number of perimeter Cu 
atoms), and the identity of the support, which affects the extent of charge transfer. This work offers 
insight into possible combinations of characterization methods to identify specific reaction centers and 
highlights the need to understand and control selectivity of potential reactions of biomass fermentation 






MECHANISMS AND ACTIVE SITES FOR C-O BOND RUPTURE WITHIN 2-




Abundant amounts of unused, inedible biomass (e.g., corn stover, wood clippings) could be used as 
feedstocks for platform chemicals (e.g., benzene, α,ω-diols) that are traditionally synthesized from 
petroleum feeds, without competing with food sources.
6,7
 Their high lignin content renders them difficult 
to process through microbial decomposition,
2
 however, pyrolysis can depolymerize lignin into mixtures 
of smaller oxygenates (i.e., bio-oil).2,7,33Conversion of oxygenates within bio-oil (e.g., alcohols, ketones, 
furans, pyrans, and aromatics) derived from pyrolysis of lignocellulosic materials into higher value 
chemicals (e.g., phenol and α,ω-diols) requires cleavage of C-O bonds at select locations within these 
species to minimize hydrogen consumption and increase yield to high-value chemicals.4,33,59,64 Yet, the 




Metal phosphides (MPs) are promising catalysts for selective C-O bond rupture within small oxygenates 
present in pyrolysis-oils. These materials were originally studied as catalysts for hydrodesulfurization and 
hydrodenitrogenation of fuels in response to increasingly stringent regulations on SOx and NOx 
emissions.
46-48





 and metal nitrides.
142
 Previous studies have reported that selectivities and 
rates for C-O bond rupture change with the metal identity,
34,37,51,58
 metal to phosphorus ratio (i.e., 
phosphide phase),
34,41,143
 the formation of bimetallic phosphides,
36,52,56,144
 and variations in the 
support.
49,53,145
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While studies have shown Ni2P has high selectivity and reactivity towards C-O bond rupture products, the 
mechanism towards specific C-O bond rupture (e.g., either at sterically hindered or unhindered positions) 
and the structure and functions of the active site remain unclear. The kinetics of MTHF over Ni2P have 
been studied by analysis of rate data with a model derived for a mechanism considering multiple reactive 
intermediates for total deoxygenation;
35,38,54,55
 however, models that specifically describe the rupture of 
each of the two C-O bonds have not been proposed previously. The heterogeneous surface of Ni2P 
presents multiple potential active sites each of which may cleave hindered and unhindered C-O bonds; 
however, the identity of the active site (or sites) for these competing pathways has not been determined on 
these complex surfaces. Consequently, the relationship between MP properties and C-O bond cleavage 
selectivity is largely unclear.  
In this study, we analyze two parallel mechanisms for C-O bond rupture in MTHF over supported Ni2P, 
Ni12P5, and Ni catalysts using kinetic analysis, in situ spectroscopy, and density functional theory (DFT) 
calculations to identify the composition of the reactive intermediates and the active sites that bind them. 
Steady-state rate measurements obtained as a function of MTHF pressure ([MTHF], 1-50 kPa) and H2 
pressure ([H2], 0.1-6 MPa) at 543 K show that adsorption and MTHF dehydrogenation steps are quasi-
equilibrated, that the kinetically relevant step involves partially dehydrogenated intermediates, and that 
the active sites for this reaction on Ni, Ni12P5, and Ni2P are largely covered by a mixture of MTHF-
derived intermediates, CO*, and H*. DFT calculations confirm that C-O bond cleavage occurs after C-H 
bond activation of the carbon atom on Ni, Ni12P5, and Ni2P surfaces. Thus, the mechanism for rupturing 









 on transition metal surfaces. Rates of 
unhindered (
2
C-O) and hindered (
3
C-O) bond rupture are similarly inhibited by CO and NH3 on Ni, 
Ni12P5, and Ni2P catalysts, which suggests that both reactions occur at the same active site and that this 
30 
 




C-O bond rupture rates differ by 
[H2]
1/2
 on Ni, Ni12P5, and Ni2P nanoparticles, which suggests that the transition state for 
3
C-O bond 
cleavage has one more H atom than that for 
2
C-O bond cleavage. Thus both C-O ruptures occur after the 
complete dehydrogenation of the C-atom involved. Measured and predicted activation enthalpies indicate 
lower activation enthalpies for 
3
C-O relative to 
2
C-O bond rupture with increased phosphorus to nickel 
ratios (P:Ni), which results in higher selectivity towards 
3
C-O bond rupture over Ni12P5 and Ni2P surfaces. 
Understanding the underlying reasons for these differences in reactivity and developing P-modified 
catalysts to selectively cleave hindered C-O (or other carbon bonds) within hydrogenolysis reaction 
networks would be desirable for the production of linear alcohols or diols from renewable biomass-




3.2 Materials, Methods, and Characterization 
3.2 1 Synthesis and Characterization of Supported Nickel and Nickel Phosphide Catalysts  
3.2.1.1 Synthesis of Silica Supported Nickel and Nickel Phosphide Nanoparticles 
Nickel phosphide catalysts supported on high surface area silica were prepared using strong electrostatic 
adsorption (SEA)
116
 or incipient wetness impregnation (IWI) methods The SEA method involved adding 
the nickel precursor (Ni(NO3)2∙(H2O)6, to DI water followed by adding an NH4OH aqueous solution to the 




 after which SiO2 was added to the 
aqueous solution and stirred. The solids were then separated from the liquid by vacuum filtration and 
rinsed with DI water. Samples were prepared by IWI by creating an aqueous solution of the same nickel 
precursor and adding this solution dropwise to clean, dry SiO2 achieving treated incipient wetness. Wet 
solids derived from both SEA and IWI were dried in stagnant air. Subsequently, the dried solids were 
then subjected to oxidative, reductive, and passivative heat treatments detailed in the Supporting 
Information (Section B3.1). 
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 A sample of the Ni-SiO2 was set aside (1.9 wt. %) while the remaining Ni-SiO2 was impregnated with a 
phosphorous acid solution to achieve a molar Ni:P ratios of 2:1 and 1:1. These samples were dried then 
treated with oxidative, reductive, and passivative heat treatments. 
3.2.1.2 Metal Phosphide Nanoparticle Sizes and Composition 
The crystallographic structures of Ni12P5-SiO2 and Ni2P-SiO2 materials were determined using powder x-
ray diffraction (XRD) (Figure B19). High weight loading catalysts (18 wt. %) were used to obtain 
observable diffraction patterns, and these agree closely with published results for Ni12P5 and Ni2P 
powders.
143
 Nanoparticle diameters were measured using transmission electron microscopy (TEM). The 
diameters of more than 300 particles were counted from the TEM images obtained to calculate surface 
area normalized average nanoparticle diameters (<dTEM>, Table 3.1) for each sample. Sample images and 
nanoparticle size distributions for each catalyst are shown in the Supporting Information (Figure B20-
B24). Chemisorbed CO was used to measure the number of exposed surface sites per mole of Ni atoms 
assuming a Ni ensemble site. Total uptake of CO for all materials are shown in Table 3.1, and adsorption 
isotherms for each sample are shown in Appendix B (Figure B25). 











nm mol% Ni mol% P mmol COads mol
-1
 Ni μmol COads gcat
-1 
% 
Ni2P 12 ± 3 1.94 1.94 24 8 7.3 
Ni12P5 19 ± 7 2.03 0.58 10 3.5 4.1 
Ni12P5 10 ± 3 1.95 0.58 - - - 
Ni12P5 5 ± 1 1.67 0.58 111 31 44.6 
Ni 4 ± 1 1.96 0 25 8.1 7.4 
a
Surface area normalized average nanoparticle diameter determined from > 300 nanoparticles
 b
Elemental 
composition of samples determined by inductively coupled plasma optical emission spectroscopy (ICP-
OES) following digestion in strong acid solutions.
 c
CO uptake determined by adsorption isotherms at 298 




 H2 at 673 K for 1 h and subsequent vacuum annealing 
at 673 K for 1 h. 
d
Ni dispersion calculated from CO uptake and the calculated preferred binding 




3.2.1.3 Temperature Programmed Reduction of Catalysts 
Temperature programmed reduction (TPR) was performed on dried Ni, Ni12P5, and Ni2P samples in order 
to confirm that the Ni, Ni12P5, and Ni2P materials were reduced by the thermal treatments in H2/He 
mixtures. Prior to TPR experiments, the samples were heated to 773 K and held for 6 h in flowing dry air 
with the intent to fully oxidize the samples. Samples were then cooled to 303 K after which the sample 
was heated to 1073 K at 0.05 K s
-1
 while the H2 consumption and H2O production were monitored using a 
quadrupole mass spectrometer as a function of sample temperature using the QMS. Figure B26 shows 
reduction profiles indicating the formation of a nickel phosphide phase as opposed to separate nickel and 
phosphide phases, because the Ni12P5 and Ni2P reduction profiles are not a linear combination of the 
Ni(NO3)2 and H3PO3 reduction profiles, rather the presence of Ni decreases the reduction temperature of 
the phosphite group. 
3.2.1.4 In Situ Fourier Transform Infrared Spectroscopy  
Reactive intermediates and basic probe molecules (i.e., pyridine) formed or adsorbed during 
hydrogenolysis of 2-methyltetrahydrofuran (MTHF) over self-supporting pellets of Ni, Ni12P5, and Ni2P 
catalysts were observed using in situ transmission Fourier transform infrared (FTIR) spectroscopy using a 
custom-made transmission cell, previously described.
14
 Liquid reactants (MTHF and pyridine) were 
introduced using a syringe pump in a crossflow configuration with the primary gas flow (H2 and He) 
controlled by mass flow controllers. Prior to acquiring spectra, the catalyst was pretreated in situ to 673 K 
in flowing H2 at ambient pressure. Steady state measurements were obtained while flowing MTHF, H2, 
and He prior introducing pyridine. The subsequent spectra analysis (e.g., subtraction of gas phase 
contribution, baseline correction, and data smoothing) was performed using OriginLab’s OriginPro 




3.2.2 Catalytic Rate Measurements 
Rate and selectivity measurements were conducted in a packed bed reactor heated with a three-zone 
electrically heated furnace and pressurized (0.1-6.0 MPa) using a dome loaded back pressure regulator, 
which was controlled by an electronic pressure regulator. The reactor pressure was monitored upstream 
and downstream of the catalyst bed. Comparisons of these measurements showed that the pressure drop 
across the catalyst bed was less than 1% of the total pressure. Gas flow rates (H2, CO, and NH3) were 
controlled using mass flow controllers. The flow rates of liquids including MTHF and 2-methylfuran 
(MF), were controlled using a stainless steel syringe pump. All transfer lines downstream of the liquid 
inlet were heated to avoid condensation of the products or reactant.  
Catalysts were pretreated in situ by heating to 673 K flowing H2 prior to all catalytic measurements. The 
effluent of the reactor was characterized using on-line gas chromatography equipped with a flame 
ionization detector and thermal conductivity detector. A complete list of these standards and calculations 
for sensitivity factors are shown in Appendix B (Section B3). Conversions were calculated on a carbon 
basis based on the amount of carbon that appears in the products. The carbon and oxygen balance closes 
within ± 10%. Turnover rates are normalized by the number of CO adsorption sites determined through 
chemisorption experiments described in Section 3.2.1.2. Data reported as a function of conversion, 
reactant pressure, and temperature follow an initial break-in period (Figure B27), and turnover rates are 
corrected for the number of active sites lost over time, as described in Appendix B (Section B3.2.1). 
3.2.3 Computational Methods 
3.2.3.1 Nickel and Nickel Phosphide Lattice Parameters and Surface Formation Energies  
Periodic plane-wave density functional theory (DFT) calculations were performed using the Vienna ab 
initio simulation package (VASP).
151-154
 Plane waves were constructed using projector augmented-wave 
(PAW) potentials with an energy cutoff of 396 eV.
155,156
 The Perdew–Burke–Ernzerhof (PBE) form of the 
generalized gradient approximation (GGA) was used to determine exchange and correlation energies for 
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bulk and surface formation calculations, which should give more accurate estimation of lattice 
parameters.
157-159
 Wavefunctions were converged to within 10
–8 
eV and forces were computed using a fast 
Fourier transform (FFT) grid; the maximum force on each atom was converged to < 0.01 eV Å
-1
. The unit 
cells of bulk Ni (space group Fm3m),160 Ni2P (space group P62m),
161
 and Ni12P5 (space group I4/m)
157,161
 
were built based on crystallographic data, and the lattice parameters were then optimized using DFT. The 
optimized bulk lattice parameters for Ni (a = b = c = 3.52 Å), Ni2P (a = b = 5.87 Å, c = 3.37 Å) and Ni12P5 
(a = b = 8.63 Å, c = 5.07 Å) were consistent with previous DFT studies
162
 and in close agreement with the 
measured values (a = b = c = 3.52 Å),
160
  (a = b = 5.86 Å, c = 3.38 Å),
163
and (a = b = 8.65 Å, c = 5.07 
Å).
163
 Further details of the bulk calculations are presented in Appendix B (Section B3.3). All Ni 
calculations were run spin-polarized because of its ferromagnetic properties. Calculations showed less 
than 10
–4
 eV energy difference between spin- and non-spin polarized calculations for Ni12P5(001) and 
Ni2P(001) calculations, consistent with previous DFT studies,
157,162
 so all calculations of Ni12P5(001) and 
Ni2P(001) surfaces were done without spin-polarization. 













), as well-established for 
transition metals.
164
 For Ni2P and N12P5 surfaces, there is an alternation of planes in the z-direction that 
have different Ni and P composition; scanning tunneling microscope (STM) images confirm the existence 
of two different terminations on Ni2P(001) single crystals.
165
 Our DFT calculations indicate that the Ni-









, respectively) (Figure B29). Thus, the Ni(111), Ni12P5(001), and Ni2P(001) 
surfaces were used, although the kinetic relevance of other surfaces cannot be eliminated. These surfaces 
were modeled with k-point meshes
166
 of 4 × 4 × 1 and 5 × 5 × 1 for Ni(111), Ni12P5(001), and Ni2P(001) 
surfaces, respectively, and the energies changed by less than 1 × 10
–2
 eV if a larger k-point meshes were 




3.2.3.2 Energy Barrier Calculations 
The revised Perdew–Burke–Ernzerhof (RPBE) functional was used for calculations of adsorption, 
reaction, and activation energies because it exhibits better performance in predicting adsorption energies 
in metal surfaces.
157-159









 functionals which 
attempt to include dispersion interactions such as van der Waals forces. Wavefunctions were converged to 
within 10
–6
 eV and structures were relaxed until all forces on unconstrained atoms were < 0.05 eVÅ
-1
. 
Gaseous species were modeled within 16 × 16 × 16 Å unit cells of vacuum. The Ni(111) catalyst surface 
was modeled as a 3 × 3 closed-packed periodic lattice with four layers in the orthogonal direction and a 
10 Å vacuum between slabs; the bottom two layers were fixed in their bulk positions and the top two 
layers relaxed. After geometric convergence, a single-point calculation with a (8 × 8 × 1) k-point mesh 
was performed to determine the electronic energy. The Ni2P(001) and Ni12P5(001) surfaces shown in 
Figures 3.8 and B31 were modeled with two repeating units and a 10 Å vacuum in the z-direction. The 
bottom repeat units (two atomic layers for Ni2P and four atomic layers for Ni12P5, Figures B31b and c) 
were fixed in their bulk positions while all other atoms were relaxed.  
Transition state structures were obtained for each elementary reaction by using the nudged elastic band 
(NEB) method
173,174
 and the dimer method.
175
 The NEB method was carried out using 16 images, and 
wavefunctions were converged to within 10
–4
 eV. The maximum force on each atom was converged to 
<0.5 eV Å
-1
. These protocols provided an estimate of the reaction path and starting points for the structure 
and the reactive mode for each transition state. The dimer algorithm was then used with wavefunctions 
converged to within 10
–6
 eV, and the maximum force on each atom was converged to < 0.05 eV Å
-1
.  
Frequency calculations were performed on all optimized adsorbed species (all catalyst atoms were fixed) 
to estimate enthalpies (H) and free energies (G) for all reactants, products, and transition states at 543 K. 
For gaseous molecules, translational and rotational enthalpies and free energies were also computed from 
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statistical mechanics. DFT-derived intrinsic enthalpy and free energy barriers (ΔHact and ΔGact, 
respectively) and reaction energies (ΔHrxn or ΔGrxn) denote differences between a transition state or the 
product and the precursor reactant for that elementary step. Overall barriers (ΔH҂ and ΔG҂) are defined as 
the enthalpy or free energy of forming the partially-dehydrogenated transition state [C5H(10-λ/2)O*҂] and a 
stoichiometric amount of gas-phase H2 from gas-phase MTHF (C5H10O) and a bare surface: 
C5H10O(g) + * → [C5H(10-λ/2)O*҂] + λ H2(g)     (3.1) 
∆𝐻҂ = 𝐻҂ + 𝜆𝐻H2 −𝐻MTHF −𝐻∗     (3.2) 
∆𝐺҂ = 𝐺҂ + 𝜆𝐺H2 − 𝐺MTHF − 𝐺∗     (3.3) 
Further details of the computational methods and equations for zero-point vibrational energies (ZPVE), 
Hvib, and Gvib from vibrational frequencies and Htrans, Hrot, Gtrans, and Grot for gas-phase molecules are 
reported in Appendix B (Section B3.3.2). 
3.3 Results and Discussion 
3.3.1 Selectivity for C-O Bond Cleavage  
Figure 3.1 displays product selectivities for the reaction of MTHF with H2 on SiO2-supported 19 nm 
Ni12P5 nanoparticles as a function of conversion, which was controlled by varying the residence time of 
the reactant mixture (5 kPa MTHF, 1.0 MPa H2, 543 K). Pentanal and 2-penten-4-one are the sole 
primary products of this reaction as shown by their non-zero selectivities (60% and 20%, respectively) as 
the conversion approaches zero (Figure 3.1a). The selectivities for all other products approach zero at 
short residence times (Figure 3.1b and c), which indicates that they are formed by secondary reactions. 
Pentanal and 2-penten-4-one form following rupture of the 
3
C-O and the 
2
C-O bonds, respectively, 
concurrent with C-H rupture and formation (Scheme 3.1). Figure 3.1b shows the secondary products that 
react at short residence times (i.e., at conversions below 0.3%) to form tertiary products. Secondary 
products, such as 1-pentanol, 2-penten-4-ol, 2-pentanone, and 2-pentanol, form by subsequent 
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hydrogenation of pentanal and 2-penten-4-one (i.e., the primary products), whereas, 1-butene and n-
butane likely form by decarbonylation of pentanal and subsequent hydrogen transfer steps as indicated by 
formation of CO in nearly equimolar quantities (e.g., 23±1 C-% selectivity to n-butane and 6±1 C-% 
selectivity to CO at 1.2% conversion). Water forms from dehydrating 1-pentanol and 2-pentanol but is not 
indicated in Figure 3.1, because it lacks carbon. Figure B1 shows that selectivity patterns for 
hydrogenolysis on 5 nm Ni12P5 are similar to that on 19 nm Ni12P5, while 12 nm Ni2P is highly selective 
towards pentane (80 C-%) and 4 nm Ni produces significantly less 
3
C-O bond rupture products (e.g., n-
butane and 1-pentanol). Pentane forms from the dehydration of 1- and 2-pentanol, and therefore, is not 
attributed to either pathway in calculations for turnover rates. Selectivities toward unsubstituted cyclic 
ethers (i.e., tetrahydrofuran and furan) or aliphatic ethers (e.g., diethyl ether and methyl propyl ether) are 
insignificant (i.e., < 0.1%) at the conditions of this study (473-575 K, 5 kPa MTHF, 1 MPa H2, Figure 
B2), which demonstrates Ni12P5 predominantly cleaves C-O bonds (as opposed to C-C bonds) in primary 
reactions of MTHF. The lack of C-C cleavage in MTHF and the subsequent decarbonylation of pentanal 
is additional evidence that decarbonylation reactions occur via mechanisms distinct from C-C 





Figure 3.1 Selectivities towards primary C-O bond rupture products (a): pentanal ( ) and 2-penten-4-one 
(●); secondary products (b and c) formed by subsequent C-C or C-O bond rupture or hydrogenations 
including n-butane ( ), 1-butene ( ), n-pentane ( ), 2-penten-4-ol (►), 2-pentanone (▼), 2-pentanol ( ), 
1-pentanol ( ), and carbon monoxide ( ) over 19 nm Ni12P5-SiO2 at 5 kPa MTHF, 1 MPa H2, and 543 K. 
Remaining products sum to less than 1% of product distribution. Lines are drawn to guide the eye. 





Scheme 3.1 Proposed pathways for hydrogenolysis reactions of MTHF over supported Ni, Ni12P5, and 
Ni2P nanoparticles based on product selectivities reported in Figure 3.1 and Figure B1.
aThe superscript (m 
in 
m
C-O) indicates the number of C and O atoms bound to the 
m
C atom.  
Measured turnover rates for 
2
C-O bond rupture (r2C-O) and 
3
C-O bond rupture (r3C-O) (i.e., the consumption 
rate of MTHF to form 2-penten-4-one and subsequent 
2
C-O bond rupture products, and pentanal and 
subsequent 
3
C-O bond rupture products, respectively) decrease with increasing conversion to an extent 
much greater than expected based on depletion of the reactant (e.g., 40% decrease at less than 4% 
conversion) as demonstrated on 5 nm Ni12P5 (Figures B3a and B4; 0-5 kPa CO, 5 kPa MTHF, 1 MPa H2, 
543 K). These results suggest that a reaction product inhibits C-O bond rupture. CO is formed by 
decarbonylation of aldehyde products
35,38,54,55
 (Figure 3.1, Scheme 3.1) and binds strongly to the catalyst 
surface, as shown by in situ FTIR measurements that reflect significant coverages of CO* on SiO2-
supported Ni2P during reactions of H2 and pre-adsorbed MTHF at 523 K.
55
 Rates for C-O bond rupture 
are less affected by conversion as CO is co-fed (0-5 kPa CO, Figure B3b), because the pressure of CO 
becomes a weak function of conversion. These data (Figure B3) indicate that r3C-O and r2C-O
 
remain nearly 
constant over the range of differential MTHF conversion (at values < 10%) at CO pressures ([CO]) equal 
to or greater than 1 kPa CO, and indicate that water formed from dehydrating alcohols (< 0.05 kPa) is not 
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responsible for the product inhibition. Consequently, rate measurements made in the remainder of this 
paper were obtained (unless otherwise noted) with at least 1 kPa CO co-feed. 
 




C-O bond rupture rates (χ) for 4 nm Ni ( ), 5 nm Ni12P5 (►), 19 nm 
Ni12P5 (■), and 12 nm Ni2P (▲) at 1 MPa H2, 5 kPa MTHF, 543 K. 
Controlling C-O bond hydrogenolysis selectivity within MTHF and other oxygenates provides catalytic 
routes to produce value-added chemicals, such as cleaving hindered C-O bonds to produce α,ω-
functionalized alcohols and aldehydes from 2-hydroxymethyl-tetrahydrofuran.
59
 The ratio of the rate of 






       (3.4) 
such that large values of χ demonstrate a preference for cleaving 
3
C-O bonds. Values of χ depend weakly 
on conversion in the absence of co-fed CO (Figure 3.2, 1 MPa H2, 5 kPa MTHF, 543 K) over SiO2-
supported Ni, Ni12P5, and Ni2P nanoparticles, which suggests that both r2C-O and r3C-O are similarly 
inhibited by CO. Values of χ increase systematically with increasing bulk ratio of atomic phosphorus to 
atomic nickel (P:Ni) among these catalysts; χ values are 50 times greater on Ni2P than on Ni, which 
suggests Ni2P may be preferred over Ni for hydrogenolysis of substituted furanic and pyranic compounds 
found in bio-oil. These differences in product selectivities suggest that the inclusion of phosphorus within 
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the Ni12P5 and Ni2P nanoparticles either alters the mechanism for C-O bond rupture, the identity of the 
active site, or the underlying enthalpy and free energy barriers for these reactions. The reasons for these 
selectivity differences have not been fully resolved in previous publications that analyze C-O bond 
rupture in various ethers over SiO2 supported MPs.
35-38,51,54-56,143
 Ni12P5 and Ni2P nanoparticles show 
higher selectivity towards 
3
C-O bond rupture compared with Ni, and the following sections identify the 
underlying mechanism and active sites responsible for C-O bond rupture and explain this selectivity 
difference. 
3.3.2 Effects of Reactant Pressures on C-O Bond Rupture Rates on Ni, Ni12P5, and Ni2P Catalysts 
C-H bonds can break and form rapidly at reaction conditions that favor C-O and C-C bond rupture in 
alkanes and alcohols as shown previously,59,90,148 and this also occurs here through the dehydrogenation of 
MTHF to 2-methylfuran (MF) illustrated in Scheme 3.1. The approach to equilibrium (η) for the 





      (3.5) 
where KDH is the equilibrium constant for dehydrogenation. Figure B5 shows that η is nearly unity and 
does not depend on residence time or reactant conversion on all catalysts (1-50 kPa MTHF, 250-500 kPa 
H2, 1-2.5 kPa CO, 543 K), which indicates that MTHF dehydrogenation is quasi-equilibrated at all 
conditions of this study. By extension, we assume that partially dehydrogenated surface and gaseous 
intermediates derived from MTHF exist within a quasi-equilibrated pool of reactants, referenced hereafter 




Figure 3.3 Changes in rates of consumption of the MTHF-MF reactant pool to form pentanal and 
subsequent 3C-O bond rupture products (hollow), and 2-penten-4-one and subsequent 2C-O bond rupture 
products (filled) indicated in Scheme 3.1 as functions of MTHF pressure in the presence of CO over 4 nm 
Ni ( , 2.5 kPa CO, 500 kPa H2), 5 nm Ni12P5 (►, 1 kPa CO, 250 kPa H2), 19 nm Ni12P5 (■, 2.5 kPa CO, 
500 kPa H2), and 12 nm Ni2P (▲, 2.5 kPa CO, 500 kPa H2) at 543 K. Trend lines reflect fits to an 
inhibited, unimolecular, Langmuir Hinshelwood expression (Section B1). Figure B6 displays these data 
as total turnover rates and selectivities. 
C-O bond rupture turnover rates increase with increasing [MTHF], but become less-sensitive to [MTHF] 
at higher pressures, in ways that likely reflect increases in the surface coverages of MTHF-derived 
intermediates (Figure 3.3, 250-500 kPa H2, 1-2.5 kPa CO, 543 K). Similar rate dependencies were 
described on Ni2P-SiO2 at comparable conditions (332 kPa H2, 573 K).
35 These effects of [MTHF] on 
reaction rates closely follow predictions from a simple first-order Langmuir-Hinshelwood rate equation 
(Section B1). Increasing coverage of MTHF-derived intermediates also indicates that these intermediates 
can compete with adsorbed CO (CO*), which covers active sites at these conditions, as suggested by 
strong inhibition by CO at these pressures (Figure B3).  
In situ vibrational spectroscopy can provide direct evidence for the identity of surface species present 
during C-O bond rupture on Ni12P5 and Ni2P surfaces. In situ FTIR spectra (Figure B7) obtained during 
reactions of MTHF with H2 over Ni, Ni12P5, and Ni2P catalysts (5 kPa MTHF, 81 kPa H2, 543 K) show a 
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combination of spectral features between 3000 and 2700 cm
-1 
attributed to asymmetric and symmetric 
ν(CHx) modes.
176-178
 These ν(CHx) modes correspond only to surface intermediates derived from MTHF 
on Ni, Ni12P5, and Ni2P as the intensities of surface intermediates on SiO2 are negligible and the gas phase 
contributions of MTHF have been subtracted. CO formed by decarbonylation of reaction intermediates 
bind to Ni12P5 and Ni surfaces at these conditions, as shown by distinct absorbance features at 2035 cm
-1
 
on Ni12P5 and in the range of 1710-2025 cm
-1 
on Ni that correspond to reported frequencies for CO bound 
to Ni ensembles on Ni2P
55
 and Ni surfaces,
179,180
 respectively, and which shows that CO formed by 
decarbonylation of reaction intermediates produces CO partial pressures that are sufficiently high to 
compete with MTHF-derived species for active sites. Additional spectra of adsorbed CO over Ni are 
shown in the Supporting Information (Figure B8). The lack of an obvious absorbance feature for ν(CO) 
on 12 nm Ni2P indicates that CO* exists at much lower coverages on the Ni2P surface relative to the Ni 
and Ni12P5 surfaces at these conditions, which is consistent with binding energies for CO* on Ru(0001) 
that decrease as the ratio of atomic phosphorus to ruthenium increases.
181
 The coexistence of CO* and 
MTHF-derived surface intermediates (Figure B7) is consistent with product inhibition from CO (Figures 
B3-4), the form of the rate dependence on [MTHF] (Figure 3.3), and previous spectroscopic observations 
of co-adsorbed MTHF and CO formed in situ over Ni2P nanoparticles.
55
  
Both r2C-O and r3C-O decrease upon co-feeding increasing [CO] over all Ni, Ni12P5, and Ni2P nanoparticles 




C-O bond rupture. The degree of CO inhibition on C-O bond rupture rates decreases with 
increasing molar ratio of P to Ni, with Ni catalysts being most sensitive to [CO] (rC-O ~ [CO]
-1.5
), while 
Ni12P5 (both 5 and 19 nm) is less so (rC-O ~ [CO]
-1
), and Ni2P is nearly unaffected (rC-O ~ [CO]
-0.2
), which 
agrees with the relative sizes of CO* features within in situ FTIR spectra (Figure B7). Thus, CO 
(produced either in situ or co-fed) adsorbs to active sites for C-O bond rupture in competition with 
MTHF-derived intermediates, and binds less strongly to Ni2P surfaces than to either Ni12P5 or Ni surfaces. 
The lower proclivity for CO to bind to and inhibit reactions on phosphorus modified Ni catalysts 
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resembles similar trends shown by studies of temperature programmed desorption of CO from 
phosphorus modified Ni(100) surfaces.
182
 These investigations demonstrated that the sticking coefficient 
of CO decreases with increasing P coverage, because presence of electronegative P-atoms decreased the 
extent of back donation from the Ni atoms to the adsorbed CO.
182
 The resistance of Ni2P surfaces to CO 





C-O bond rupture to the same extent (Figure 3.4), suggesting that both reactions 
occur at the same active site regardless of the surface composition or structure. 
 
Figure 3.4 Change in rates of consumption of the MTHF-MF reactant pool to form pentanal and 
subsequent 3C-O bond rupture products (hollow), and 2-penten-4-one and subsequent 2C-O bond rupture 
products (filled) indicated in Scheme 3.1 as functions of CO pressure over 4 nm Ni ( , 0.5 MPa H2), 5 
nm-Ni12P5 (►, 1 MPa H2), 19 nm-Ni12P5 (■, 0.5 MPa H2), and Ni2P (▲, 0.25 MPa H2) in 5 kPa MTHF at 
543 K. Trend lines indicate power law fits. Figure B8 displays these data as total turnover rates and 
selectivities. 
Measured r2C-O and r3C-O values decrease with increasing [H2] on Ni, Ni12P5, and Ni2P catalysts (Figure 
3.5). On Ni12P5 and Ni, 
2





C-O bond rupture shows an inverse half order dependence (i.e., r3C-O ~ [H2]
−1/2
). H2-kinetics 
for Ni2P are similar to those on Ni12P5 and Ni at moderate H2 pressures (< 0.75 MPa H2), but rates are 






) at higher pressures. Differences in the degree of 
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bond rupture leads to χ values that increase with a half-order 
dependence on [H2] (i.e., χ ~ [H2]
1/2
). Hydrodeoxygenation rates for MTHF are reported to increase with 
[H2] for Ni2P on USY at 573 K,
38
 and decrease with  [H2] (r ~ [H2]
-1/2
) for Ni2P supported on SiO2.
55
 Yet 






bond rupture specifically. Related 
investigations of C-C bond rupture rates in hydrocarbons
90,146,147
 and C-O bond rupture in oxygenates
59,148
 
on transition metal catalysts have shown that C-C or C-O bonds cleave in dehydrogenated species, which 
cause rC-C and rC-O to depend on [H2] in ways that reflect the total number of H-atoms removed from the 
reactant and the catalyst surface in quasi-equilibrated steps preceding C-C or C-O bond rupture. The 







rupture occurs on identical sites, which shows that the effect of [H2] on χ values must originate from 
differences in the H-content of their transition states instead of differences in the amount of displaced H*. 
These data, taken together, suggest that the transition states which mediate 
2
C-O bond rupture are more 
deeply dehydrogenated (by one H-atom) than those which mediate 
3
C-O bond rupture. Similarly, the 








C bond rupture in cycloalkanes over supported Ir, Ru, Rh, and Pt catalysts as 
2
C must lose two H-
atoms while 
3
C only loses a single H-atom.
90
 The observed surface species and effects on [H2], [MTHF], 
and [CO] suggest that C-O bond rupture occurs in oxygenate intermediates following quasi-equilibrated 





Figure 3.5 Change in rates of consumption of the MTHF-MF reactant pool to form pentanal and 
subsequent 
3
C-O bond rupture products (hollow), and 2-penten-4-one and subsequent 
2
C-O bond rupture 
products (filled) indicated in Scheme 3.1 as functions of H2 pressure over 4 nm Ni ( ), 5 nm Ni12P5 (►), 
19 nm Ni12P5 (■), and 12 nm Ni2P (▲) in 5 kPa MTHF at 543 K. Trend lines represent fits to power law 
equation. Figure B10 displays these data as total turnover rates and selectivities. 
3.3.3 Proposed Elementary Steps and Derived Rate Expression 
Scheme 3.2 shows a series of elementary steps that lead to C-O bond rupture within MTHF on Ni, Ni12P5, 
and Ni2P catalysts. These steps and their assumed reversibilities lead to rate equations that are consistent 
with the rate measurements shown in Figures 3.3, 3.4, and 3.5 and with the quasi-equilibrated adsorption 
and dehydrogenation of MTHF (i.e., η → 1 in Equation 3.5, Figure B5). Dissociative adsorption of H2 to 
form H* (Step 3.2.0), molecular adsorption of MTHF (Step 3.2.1), and sequential dehydrogenation of the 






bonds (Steps 3.2.2a, 3.2.3a, and 3.2.2b) are assumed to be quasi-
equilibrated based on the observed quasi-equilibrated nature of MTHF dehydrogenation (Figure B5). The 
adsorption of CO (Step 3.2.6) is assumed to be quasi-equilibrated as effects of CO pressure on rates are 
fully reversible. The rupture of 
2
C-O (Step 3.2.4a) and 
3
C-O (Step 3.2.3b) bonds are both sole kinetically 
relevant steps for the two pathways shown in Scheme 3.2, and the C-atoms of these bonds are assumed to 
be fully dehydrogenated prior to C–O cleavage, based on the observed dependence of rates on [H2] 
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(Figure 3.5). A series of steps follow the kinetically relevant steps (3.2.4a and 3.2.3b) to form the primary 
products, 2-pentene-4-one and pentanal, indicated in Figure 3.1. This mechanism provides physical 
understanding of C-O bond rupture, and the rate constants, both measured and calculated using DFT, 
provide additional insights and corroboration of this mechanism. 
 
Scheme 3.2 Proposed elementary steps for 
2
C-O (3.2.1-3.2.5a) and 
3
C-O (3.2.1-3.2.4b) bond rupture in 
MTHF on Ni2P, Ni12P5, and Ni nanoparticles.  
48 
 
Intrinsic activation enthalpies (ΔHact) and reaction enthalpies (ΔHrxn) for C-O cleavage pathways within 
Scheme 3.2 and others were calculated using DFT to validate the proposed mechanisms and to estimate 
apparent activation enthalpies (∆H҂) for C-O bond rupture for comparisons to experimentally determined 
∆H҂ values (shown in Section 3.3.5). Gaseous MTHF can adsorb and react with an unoccupied site on the 
Ni2P(001) surface to undergo 
2




C–O bond cleavage (Hact = 
139 kJ mol
−1
) (Figure 3.6); however, these barriers are much greater than those to dehydrogenate the 
2
C 




C atoms  (Hact = 111 kJ mol
−1
). Similarly, the barrier to remove the second H-atom 
from the 
2
C atom (Hact = 71 kJ mol
−1
) is lower than that for 
2
C–O activation (Hact = 105 kJ mol
−1
) of that 
intermediate. The number and lengths of the bonds that each calculated transition state forms to the 
surface indicate that fully dehydrogenated intermediates are more strongly bound to the surface than 
partially dehydrogenated intermediates (Figure B11). Reverse barriers for C–H activation are lower than 
the forward barriers for C–O cleavage, consistent with quasi-equilibrated C–H cleavage. Comparisons 
between the barriers for C-H and C-O cleavage confirm that C atoms are fully dehydrogenated in a series 
of quasi-equilibrated steps prior to
 
C-O bond rupture, which supports mechanism proposed in Scheme 3.2 
and the composition of the reactive intermediates inferred from kinetic data (Section 3.3.2).  
The activation enthalpy barriers relative to a bare Ni2P(001) surface (∆H҂) increase as MTHF is 
dehydrogenated  (144 kJ mol
−1 
to 162 kJ mol
−1




C-O cleavage and 143 kJ mol
−1





C-O cleavage), indicating that it is enthalpically easier to activate C–O bonds in less 
dehydrogenated intermediates. These transition states, however, differ in the number of quasi-equilibrated 
C–H activations that precede them, and each C–H activation in this series results in the formation of 
½ H2 (g) because H2 dissociation and reformation occur at rates much greater than C–O activation (i.e., 
Step 3.2.0 is quasi-equilibrated, as indicated by the equilibration between MTHF and MF at all 
conditions, Figure B5). Enthalpy barriers for C–O cleavage do not reflect the entropy gain upon 
dehydrogenation and subsequent H2 (g) formation, and these entropic effects will favor C–O cleavage in 
extensively dehydrogenated intermediates. Free-energy barriers (∆G҂) that appropriately account for 
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entropy at relevant temperatures (543 K) show that C-O bond rupture in intermediates with fully 
dehydrogenated C-atoms have the lowest ΔG҂ values for both 2C-O and 3C-O cleavage (Figure 3.6), 
which suggests that C–O cleavage occurs after complete dehydrogenation of the C-atom, consistent with 
Scheme 3.2. The enthalpic preference for C-H cleavage over C-O cleavage, the entropic effects associated 
with dehydrogenation, and the preferential C-O cleavage following complete dehydrogenation of the C-
atom is also shown by DFT calculations on the Ni12P5 and Ni surfaces (Figures 3.7 and B12, 
respectively).  
 
Figure 3.6 Reaction coordinate diagrams for changes in enthalpy in elementary steps that form the 
transition state for 
2
C–O (a) and 
3
C–O (b) bond rupture in MTHF on the Ni2P(001) surface at 543 K (O: 
red; C: black; H: white;  P: orange; Ni: green). Dashed lines show barriers for unfavorable C-O bond 





Figure 3.7 Reaction coordinate diagrams for changes in enthalpy in elementary steps that form the 
transition state for 2C–O (a) and 3C–O (b) bond rupture in MTHF on the Ni12P5(001) surface at 543 K (O: 
red; C: black; H: white; P: orange; Ni: green). Dashed lines show barriers for unfavorable C-O bond 
activation. Overall free-energy barriers (ΔG҂) for each C–O cleavage transition state are shown in italics. 
C-O bond activation barriers on the M4a site are shown in blue. 
Scheme 3.2 indicates that rates of C-O bond rupture (r3C-O and r2C-O) are proportional to the concentration 
of the MTHF-derived reactive intermediates specific to each C-O bond rupture pathways: 
𝑟 𝐶−𝑂𝑚 = 𝑘 𝐶−𝑂𝑚 [𝐶5𝐻6+𝑚𝑂
∗]      (3.6) 
Here, m is number of C and O atoms the mC is bound to prior to mC-O bond rupture (i.e., 2 or 3), 𝑘 𝐶−𝑂𝑚  is 
the intrinsic rate constant for 
m
C-O bond rupture in C5H6+mO* intermediates derived from MTHF by 
quasi-equilibrated dehydrogenation steps (e.g., 
2
C-O bonds cleave in C5H8O*, which is formed by 
removing 2 H-atoms from the 
2
C-atom). A rate expression for 
m
C-O bond rupture in MTHF-derived 
intermediates is derived by applying the pseudo steady-state hypothesis to [C5H6+mO*] and treating 
adsorption and dehydrogenation steps as quasi-equilibrated as prescribed by Scheme 3.2: 
𝑟 𝐶−𝑂2 = 𝑘4a ∙ 𝐾3a ∙ 𝐾2a ∙ 𝐾1 ∙ [MTHF] ∙ (𝐾0 ∙ [H2])
−1 ∙ [∗]     (3.7a) 





∙ [∗]   (3.7b) 
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where rate (k) and equilibrium (K) constants are defined in Scheme 3.2 and [*] is the concentration of 
unoccupied sites for 
m
C-O bond rupture. 
An expression for [*] is obtained by invoking a site balance for all potential surface species, and applying 
the quasi-equilibrium assumptions as before: 
[𝐿] = [∗] + ∑ ((∏ 𝐾𝐶𝐻,𝑗
𝑖




) ∙ 𝐾1 ∙ [MTHF] ∙ [∗]) 
𝑛=4
𝑖=0 + (𝐾0 ∙ [H2])
1/2 ∙ [∗] + 𝐾𝐶𝑂 ∙ [CO] ∙ [∗] (3.8) 
Here, ∏ 𝐾𝐶𝐻,𝑗
𝑖
𝑗=1  is the product of equilibrium constants to form each sequential dehydrogenated MTHF-
derived intermediate, j, leading to intermediate i, where i is the number of H-atoms removed from MTHF. 
Here, we assume a single site mechanism based on the similar site requirements for MTHF-derived 
intermediate, H-atoms, and CO over Ni12P5 and Ni2P catalysts (Figures 3.3, 3.4, and 3.5). The sublinear 
dependence on MTHF is consistent with the coexistence of MTHF-derived species and CO* as most 
abundant surface intermediates (MASI). The enthalpy differences between adsorbed MTHF (C5H10O*) 
and the partially dehydrogenated species (C5H10−iO*) that form via quasi-equilibrated C-H bond rupture 
(Figures 3.6 and 3.7) suggest that the coverage of C5H10O* (i.e., K1·[MTHF]) will be much greater than 
those of all dehydrogenated MTHF-derived species. This conclusion is also supported by reaction orders 
in [H2] for r3C-O and r2C-O that are constant from 1 to 4 MPa H2 on Ni and from 0.125 to 6 MPa H2 on 
Ni12P5 nanoparticles (Figure 3.5), which suggests that the H-content and coverage of all MASI do not 
change in response to a near 50-fold increase in [H2]. The decrease of the r3C-O and r2C-O dependence on 
[H2] by a half order at [H2] greater than 0.75 MPa over 12 nm Ni2P clusters (Figure 3.5) indicates that H* 
becomes the MASI at such conditions. These assertions on the nature of the MASI, along with Equations 
4 and 5 yield complete rate expressions for 
m
























    (3.9b) 
These derived rate expressions account for the effects of [MTHF] (Figure 3), [H2] (Figure 3.5), and [CO] 
(Figures 3.4, B3, and B4) on 
m
C-O bond rupture rates during MTHF hydrogenolysis. The rate expressions 
in Equations 3.9a and 3.9b describe rates on all measured materials as shown by the comparison of 
measured turnover rates over a wide range of conditions (Figures 3.3-5) and predicted rates obtained by 
regression of rate constants for each material (Figure B13).  
These experimental and computational results show that 2C-O and 3C-O bond rupture occurs in C5H8O* 
and C5H9O* species, respectively, following quasi-equilibrated dehydrogenation of the 
m
C-atom on 
surfaces covered by a mixture of CO*, C5H10O*, and H*. Measurements and calculations described in 






3.3.4 Identity and Chemical Nature of C-O Bond Rupture Active Sites 
Figure 3.8 shows potential binding sites on Ni(111), Ni2P(001), and Ni12P5(001) surfaces, and Figure 3.9 
and Table B3 display the preferred binding sites and structures for the transition states and MASIs (i.e., 
CO*, H*, and C5H10O*) calculated by DFT on Ni, Ni12P5, and Ni2P surfaces. Transition state structures 
and H* both bind at the three-fold Ni hollow of Ni2P(001) (M3), while the most stable adsorption site for 
CO* on Ni2P(001) is atop Ni (M1). CO binds more weakly to Ni2P(001) (CO heat of adsorption, QCO = 
104 kJ mol
-1
) relative to Ni(111) and Ni12P5(001) (142 and 204 kJ mol
-1
, respectively), which is consistent 
with the weaker CO inhibition on Ni2P nanoparticles (rC-O ~ [CO]
-0.2
, Figure 3.4) compared with Ni and 
Ni12P5 (rC-O ~ [CO]
-1
, Figure 3.4). H* becomes a MASI on Ni2P at high [H2] (> 0.75 MPa H2), but this 
does not occur on Ni or Ni12P5 surfaces (Figure 3.5). The increase in H* coverage on Ni2P may be 
facilitated by the relatively low CO* coverages on that surface (compared to Ni or Ni12P5). In comparison, 
transition state structures on the Ni12P5(001) surface bind to the two different four-fold Ni hollows at the 
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C-O bonds rupture occur 
preferentially on the M4b site, and 
2
C-O bond rupture is 24 kJ mol
-1
 enthalpically more favorable than 
3
C-
O bond rupture (Figure 3.7), inconsistent with the measured enthalpy differences discussed in Section 
3.3.5; however, the M4b site is also the preferred adsorption site for CO* on Ni12P5(001) surface, and has a 






, respectively). The large 
values of QCO on M4b sites suggest that CO* binds to those sites irreversibly, leaving M4a sites to catalyze 
both pathways, and leading to DFT-predicted ∆H҂ values for C–O bond rupture pathways (Figure 3.7, 
blue) that are more consistent with the measured values, discussed in Section 3.3.5. CO* bound 
irreversibly to M4b sites had little effects on the reactivity of M4a sites, as shown by C–O cleavage 
calculations with a spectating CO* on M4b (Figure B14). 
 
Figure 3.8 Top views of Ni2P (a), Ni12P5 (b), and Ni (c) supercells. The adsorption sites to Ni (green) and 
P (orange) atoms are labeled by M1: metal atop, M2: metal bridge, M3: metal three-fold hollow, M4: metal 




Figure 3.9 Transition-state structures for 
2
C-O (a-c) and 
3
C-O (d-f) on Ni, Ni12P5, and Ni2P. Shown 
beneath each image are ∆H҂ (kJ mol−1), ∆S҂ (J mol−1 K−1), ∆G҂ (kJ mol−1) for forming each state from a 
bare surface (black, bold) and from C5H10O*-covered surface (red, italic). Important bond distances are 
shown in pm. Structures for other transition states are shown in the Supporting Information (Figure B11). 
DFT calculations predict QCO to be much larger than MTHF on all three surfaces (Table B3), which is 
consistent with the observation that even at low [CO], CO significantly inhibits C–O cleavage, as 
described in Section 3.3.1. However, the small values of QMTHF are not consistent with the observed 
sublinear dependence of rC-O on [MTHF] (Figure 3.3) or the spectroscopic evidence for the coexistence of 
C5H10O* and CO* during catalysis (Figure B7). Notably, the revised Perdew–Burke–Ernzerhof (RPBE) 
functional used here underestimates Q of physisorbed species, such as MTHF, because it does not account 
for attractive van der Waals interactions. Incorporating these interactions through empirical descriptions 
(DFT-D3) or by using exchange-correlation functionals that explicitly include van der Waals terms (e.g., 
optB88-vdW, optB86b-vdW, and vdW-DF2) increase QMTHF on Ni, Ni12P5, and Ni2P surfaces by more 
than 30 kJ mol
-1
 (Table B3). Employing vdW-based methods may more accurately predict MTHF 
adsorption (i.e., positive heats of adsorption) while simultaneously over predicting binding energies for 
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chemisorbed species such as H* and CO*.
183
 Dispersive forces are not included in calculations for energy 
and enthalpy barriers of elementary steps discussed in Section 3.3.3, because they over predict binding 
energies for chemisorbed species. Comparisons between enthalpy and energy barriers for elementary 
steps in the absence of dispersive forces are still relevant while the absolute values have an offset from 
underestimated binding energy of MTHF.  
Direct observation of adsorbates provides additional information about the chemical nature (i.e., metallic 
and acidic) of the catalyst surface. Measured vibrational frequencies for adsorbed CO (Figure B7) show a 
red shift in ν(CO) from 2142 cm
-1
 in gas phase to 2035 cm
-1
 on 10 nm Ni12P5 and 2025, 1909, 1833, and 
1710 cm
-1
 on 4 nm Ni, which reflect electron back donation that weakens the C-O bond. The red shift in 
ν(CO) over Ni is more significant than for Ni12P5 and is consistent with previous spectroscopic studies of 
adsorbed CO on Ni, Ni12P5, and Ni2P surfaces,
184
 which suggests a lesser extent of electron back donation 
into the C-O bond on Ni12P5 and Ni2P relative to Ni. Previous DFT calculations indicate a small transfer 
of charge from Ni to P (0.06 e−) in Ni2P
168
 producing Lewis acid sites (i.e., Ni
δ+
) that decrease the extent 
of electron back donation from Ni atoms to the C-O bond relative to the Ni atoms in Ni nanoparticles 
while still retaining the metallic properties demonstrated by adsorbed CO. 
Prior publications have implicated Brønsted34,36,57,143,171 or Lewis34,36,41,171 acid sites formed upon the 
introduction of P atoms in reactions that cleave C-O bonds within oxygenates in the presence of H2, yet it 
is not clear that these sites activate C-O bond rupture. In situ FTIR spectra obtained while co-feeding 
pyridine (C5H5N) with MTHF and H2 (Figure B15; 1 kPa C5H5N, 5 kPa MTHF, 80 kPa H2, 15 kPa He, 







). The presence of mode 19b at 1445 cm
-1





) on all Ni12P5 and Ni2P nanoparticles, while the feature at 1541 cm
-1
 that indicates Brønsted acid 
sites
185,186
 is only present on 12 nm Ni2P. Features of adsorbed C5H5N are not significant on the Ni 
catalyst. Although Brønsted acid sites are present on the 12 nm Ni2P catalyst, Lewis acid sites outnumber 
Brønsted acid sites by a factor of ~3 based on the ratio of peak areas and extinction coefficients of the 
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 Brønsted acid sites likely form by incomplete reduction of the phosphide 
precursor forming P-OH groups.
34
 Pentane forms with significantly higher selectivity over 12 nm Ni2P 
nanoparticles (80 C-%) compared with the Ni and Ni12P5 nanoparticles (0-3 and 3-10 C-%, respectively), 
which could indicate that the Brønsted acid sites facilitate full deoxygenation similar to previous works 




) to aliphatic dienes 






 and phosphorous self-pillared 
pentasil
188
). Kumbhalkar et al. note that the formation rate of pentadiene from MTHF is proportional to 
the concentration of Brønsted acid sites.
189
 Additionally, pentane formation rates (rpentane) show a much 
weaker inverse dependence in [H2] (Figure B16a, rpentane ~ [H2]
-0.16
) than either C-O bond rupture pathway 
over 12 nm Ni2P. The significant difference of rpentane dependence on [H2] and activation enthalpies 
(Figure B16b) compared with r2C-O and r3C-O combined with the coexistence of high selectivity towards 
pentane and presence of Brønsted acid sites on 12 nm Ni2P strongly suggests that a separate C-O bond 
rupture pathway occurs over the Brønsted acid sites to form significant amounts of pentane, while the 
other C-O bond rupture products (e.g., 2-pentanone, 2-pentanol, butane) form over the Ni2P surface. 
While spectra of adsorbed CO and C5H5N under reaction conditions show the presence of metallic and 
Lewis acidic sites on all Ni12P5 and Ni2P surfaces, these spectra do not indicate if they exist in the same 





Figure 3.10 Change in of consumption of the MTHF-MF reactant pool to form pentanal and subsequent 
3C-O bond rupture products (hollow), and 2-penten-4-one and subsequent 2C-O bond rupture products 
(filled) indicated in Scheme 3.1 with NH3 pressure over SiO2 supported 4 nm Ni ( ), 5 nm Ni12P5 (►), 19 
nm Ni12P5 (■), and 12 nm Ni2P (▲) in 0.25 MPa H2 and 5 kPa MTHF at 543 K. Trend lines indicate 
power law fits. Figure B17 displays these data as total turnover rates and selectivities. 
Figure 3.10 shows that both r2C-O and r3C-O decrease in proportion to NH3 pressure ([NH3]; rC-O ~[NH3]
-1
) 
when NH3 is introduced with the reactants (5-350 kPa NH3, 5 kPa MTHF, 0.25 MPa H2, 543 K), which 
indicates that the ensemble of Ni atoms that facilitate C-O bond rupture on Ni12P5 and Ni2P can be 
occupied and inhibited by the adsorption of a single NH3 molecule at the atop position of one Ni atom 
(M1) within the active ensemble (M3 or M4a) on Ni2P and Ni12P5 surfaces, respectively (Table B2). Site 
requirements for all adsorbates (H*, CO*, NH3*, and C5H10O*) are identical between each C-O bond 
rupture pathway on Ni12P5 and Ni2P, which is consistent with the assumption that C-O bond rupture 
occurs through a single site mechanism as described by Equation 3.9. NH3 also inhibits C-O bond rupture 
rates proportionally over Ni nanoparticles, which do not have Lewis or Brønsted acid sites present based 
on in situ measurements with pyridine (Figure B15); therefore, the spectroscopic and kinetic evidence 
alone cannot show that the active site for C-O bond rupture on Ni12P5 and Ni2P is acidic. Differences in 
selectivity during C-O bond rupture reactions have previously been attributed to adjustments in acid site 
concentration by manipulating metal to phosphorus ratio,
143







 acids. Here, measured values for χ are independent of [NH3] on Ni, Ni12P5, and Ni2P catalysts, 
which indicates that the addition of P atoms adjusts the electronic structure of the Ni atoms rather than 
creating a second type of active site. A single active site for both C-O bond rupture pathways is consistent 
with predicted transition states for 
m
C-O bond rupture, H*, CO*, and NH3* all exclusively bound to Ni 
atoms instead of P atoms (Figure 3.9 and Table B3). The following section uses quantitative comparisons 
of measured activation enthalpies under different surface coverages and DFT-derived activation barriers 
to infer mechanistic details of C-O bond rupture pathways in MTHF. 
3.3.5 Comparisons of Activation Enthalpies for C-O Bond Rupture on Ni, Ni12P5, and Ni2P Nanoparticles 
with Different Surface Coverages 
Experimental and computational results show agreement for the proposed mechanism for mC-O bond 
rupture within MTHF over Ni, Ni12P5, and Ni2P nanoparticles at active sites comprised of Ni ensembles; 
however, the trends in selectivities and active site properties can be understood in greater detail by 
analysis of the changes to measured activation enthalpies that result from differences in the MASI present 
during catalysis. Kinetic measurements indicate that elementary steps leading to C-O bond rupture 
(Scheme 3.2, 3.2.1-3.2.3a and 3.2.1-3.2.2b) are quasi-equilibrated. Transition state theory (TST) provides 
a hypothetical equilibrium between a transition state complex and the preceding reactive intermediate 





↔    (2 −
𝑚
2
) H2 + 𝐶5
𝑚 𝐻6+𝑚O 
∗҂    (3.10) 
where 𝐾 𝐶−𝑂𝑚
҂  is the equilibrium constant for forming the 
m





and a stoichiometric amount of gas-phase H2 from MTHF and a bare surface. The full rate expression can 
be expressed in terms of the pressures of gas phase species and 𝐾 𝐶−𝑂𝑚
҂  using the conventions of TST and 












     (3.11) 
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Here h and kb are the Planck and Boltzmann constants, respectively, and T is the temperature. Expanding 
𝐾 𝐶−𝑂𝑚














   (3.12) 
This expression describes reactions on a predominantly bare surface (i.e., * as MASI), but can be 
modified to describe reactions occurring on CO*-, H*-, or C5H10O*-covered surfaces as shown in 
Appendix B (Section B2).  
Table 3.2 Measured and predicted activation enthalpies (kJ mol-1) for 2C-O and 3C-O bond rupture 
pathways on C5H10O*-covered Ni, Ni12P5, and Ni2P surfaces (∆HC5H10O*҂) and their differences 
(∆∆H2C−3C҂). 
Catalyst 















193±9 170±9 178 144 23±12 34 
19 nm Ni12P5
d 
180±5 155±5 90 79 25±7 11 
5 nm Ni12P5
d 
144±12 134±12 90 79 10±16 11 
4 nm Ni
d 
119±8 130±4 118 166 -11±8 -48 
a
Measured values extracted from Figures 3.11 and B18.
 b
Predicted values over Ni(111), Ni12P5(001), and 
Ni2P(001) at 543 K. 
c
Measured at 0.125 MPa H2. 
d




Figure 3.11 Transition state equilibrium constants (K҂) for 
2
C-O (●) and 
3
C-O (▲) bond rupture 
pathways as a function of inverse temperature on silica supported 12 nm Ni2P (5 kPa MTHF, half filled, 
0.125 MPa H2; filled, 1 MPa H2). 
Table 3.2 displays both the experimental and computational results for ∆H҂ from a C5H10O*-covered 
surface. Experimental values for 𝐾 𝐶−𝑂𝑚
҂  and subsequently ∆H҂ are determined from measured turnover 
rates for 3C-O and 2C-O bond rupture as functions of inverse temperature over Ni, Ni12P5, and Ni2P 
nanoparticles (Figures 3.11 and B18, 5 kPa MTHF, 0.125-1 MPa H2, 473-583 K). Rates measured across 
the Ni, Ni12P5, and Ni2P nanoparticles at the same conditions (e.g., Figure 3.5, 1 MPa H2, 5 kPa MTHF, 
and 543 K) indicate that the turnover rates for C-O bond rupture over Ni12P5 are greater than those over 
Ni2P; however, the reaction conditions (e.g., T, [CO]) strongly influence relative rates. Comparisons with 
previous studies that show greater turnover frequencies occur over the more metal rich phases of 
phosphides including C-O bond rupture of guaiacol over Ni12P5 compared to Ni2P at differential 
conversion
143
 and furan over SiO2 supported Ru2P and RuP,
41
 but direct comparison of materials need to 
account for all reaction conditions. The decrease in C-O bond rupture rates with increasing P:Ni ratio 
under conditions with a C5H10O*-surface (Figure 3.5, 1 MPa H2, 5 kPa MTHF, and 543 K) is also 
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consistent with the increase in measured ∆H҂ with increasing P:Ni on C5H10O* surfaces and greater 
predicted ∆H҂ over Ni2P(001) compared with Ni12P5(001) (Table 3.2). While absolute values for ∆H҂ 





C-O bond rupture pathways (∆∆H2C−3C҂) is consistent for the Ni12P5 and Ni2P materials 
(Table 3.2). Positive values for ∆∆H2C-3C҂ indicate 
3
C-O bond rupture is more enthalpically favorable over 
2
C-O bond rupture, and ∆∆H2C-3C҂ increases with P:Ni ratio, similar to χ (Figure 3.2). These systematic 
increases in ∆∆H2C-3C҂ and χ values with the P:Ni ratio may result from differences in binding modes and 
orientation of intermediates over Ni, Ni12P5, and Ni2P surfaces, as suggested by the predicted transition 
state structures (Figure 3.9). Chapter 4 discusses in situ infrared spectroscopy techniques to determine the 
differences between the binding modes of MTHF-derived adsorbates on Ni, Ni12P5, and Ni2P surfaces. 
 
Figure 3.12 DFT-predicted differences in activation enthalpies (∆∆H2C−3C҂) (black) and differences in 
adsorption enthalpies for CHx* and OH* co-adsorbed in binding modes that match the transition state 
(red), and CHx* and OH* co-adsorbed in their most stable binding sites (blue). (x = 1 for 
2
C, and 2 for 
3
C). 
Previous studies on transition metal surfaces show that trends in the binding energies of hydrocarbons, 
alcohols, thiols, and amino acids can be related to the adsorption energies of chemisorbed fragments such 
as CHx*, OHx*, SHx*, and NHx*.
193-196
 As shown in Figure 3.9, C-O bond cleavage transition states 
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interact with the catalyst surfaces through the C and O atom of the cleaved bond. These transition states 
can be represented by a simpler model, in which the C and O atoms are constrained to their transition 
state positions and all substituents bound to these C- and O-atoms are replaced with H-atoms (i.e., co-
adsorbed CH* and OH* replace the 
2
C–O҂ and co-adsorbed CH2* and OH* replace the 
3
C–O҂). 
Alternatively, the pair of fragments that represent each transition state can be relaxed and their enthalpies 
calculated at their most stable binding sites. Figure 3.12 shows that either method for calculation provides 
differences in adsorption enthalpies between co-adsorbed CH* and OH*, and co-adsorbed CH2* and OH* 
(∆∆H2C−3C) that are negative for Ni (indicating favorable 
2
C-O bond cleavage) and positive for Ni12P5 and 
Ni2P (indicating favorable 
3
C-O bond cleavage). Qualitatively, these comparisons of these values for 
simple analogues for the more complex C-O bond cleavage transition states show that calculations for the 
stable binding modes of CHx* and OH* can provide estimates for the values of ∆∆H2C−3C҂ that capture the 
preference for a given metal or metal phosphide to cleave hindered or unhindered C-O bonds in MTHF 
(and likely other oxygenates) shown in the full transition state models (Figure 3.12). Therefore, the 
binding energies of simple adsorbates (CHx* and OH*) can be calculated to rapidly screen C–O cleavage 
selectivity on complex catalytic surfaces (such as MPs). However, a more thorough DFT analysis (e.g., 
those data shown in Figures 3.6, 3.7, B12, and B14) is needed to verify the reversibility and kinetic 
relevance of C–H and C–O bond rupture events and to provide more accurate predictions for C-O bond 
rupture selectivities. 
Figure 3.13 shows measured values of χ as a function of [H2] on Ni, Ni12P5, and Ni2P nanoparticles as 
well as predicted χ values calculated using Equations 3.4 and 3.12 with DFT-derived values of ΔH҂ and 
∆S҂ for all mC-O cleavage transition states (Figures 3.9 and B11) on Ni(111), Ni(100), Ni12P5(001), and 
Ni2P(001). Calculated ΔG҂ values predict that 
3
C-O selectivity (χ = 0.2, at 1 MPa H2) is lower on M4a sites 
of Ni12P5(001) than on the Ni2P(001) surface, which agrees with differences in measured χ values in 
Figure 3.13. Predicted values of ∆∆H2C-3C҂ (Table 3.2) and χ (Figure 3.13) over Ni are significantly 
different from the measured values of each, which may result from C-O bond rupture occurring on sites 
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other than the (111) or (100) surfaces (e.g., corner or edge sites). Overall, the trends in predicted C-O 
bond rupture selectivities are consistent with the trends in measured values of χ (Figure 3.13) and 
measured ∆∆H2C-3C҂ (Table 3.2): the selectivity towards 
3
C-O bond rupture increases with increased ratios 
of P:Ni. 
 




C–O bond rupture rates (χ) on Ni(111) ( ), Ni(100) (
), Ni12P5(001) ( ), and Ni2P(001) ( ) surfaces, and measured values of χ as a function of H2 pressure 
for 4 nm Ni ( ), 12 nm Ni2P (▲), 5 nm Ni12P5 (►), and 19 nm Ni12P5 (■) at 5 kPa MTHF and 543 K. 
Measured ΔH҂ values that differ between lower and higher reaction temperatures (Figure 3.11) reflect 









C-O bond rupture over 12 nm Ni2P (Figure 
3.11 and Table B4) as the temperature increases above 543 K and the [H2] decreases from 1 to 0.125 
MPa. This increase in ΔH҂ values combined with changes in the dependence of rates on [H2] suggests that 
the MASI changes from H* to C5H10O*. The increase in ΔH҂ is consistent also with values for QMTHF that 
are predicted to be greater than that of QH2 over Ni2P(001) when dispersion forces are included (Table 
B3). Upon introducing CO (5 kPa) with the reactants over Ni12P5 and Ni nanoparticles (Figure B18), 
values for ΔH҂ for both C-O bond rupture pathways increase as the result of a change from C5H10O* to 
CO* as the MASI. The changes in ΔH҂ with temperature and rate dependence with [H2] and [MTHF] 
over Ni, Ni12P5, and Ni2P nanoparticles occur at the same temperature or pressures for both C-O bond 
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C-O bond rupture active sites. Collectively, these observations suggest that the same 
site catalyzes both C-O bond rupture pathways on each of these catalysts. 
Differences in ΔH҂ values that result from differences in MASIs should be equivalent for 2C-O and 3C-O 
bond rupture if a single site catalyzes both pathways as demonstrated by 12 nm Ni2P and 4 nm Ni (Table 





bond rupture as the MASI transitions from C5H10O* to CO*. This may reflect a difference between the 




C-O transition states, as demonstrated for CO hydrogenation 
over Ru;
197
 however, additional studies over Ni12P5 and Ni2P nanoparticles with narrower size 
distributions need to confirm this hypothesis. While Ni12P5 nanoparticles do not show equivalent changes 




C-O bond rupture with the MASI transitions, the consistency between 
measured and predicted transition state composition, C-O bond rupture mechanism, active site chemical 





C-O bond rupture on Ni, Ni12P5, and Ni2P catalysts. 
3.4 Conclusions 
Turnover rates for the hydrogenolysis of 2C-O and 3C-O bonds within MTHF were measured as a 
function of MTHF, H2, and CO pressure over SiO2-supported Ni, Ni12P5, and Ni2P catalysts. These kinetic 
data were combined with DFT calculations on the low-energy surfaces of these catalysts to determine the 
reaction mechanism and the nature of the active sites for C-O bond cleavage on metal phosphide 




C-O bond cleavage rates to different extents, and the degree of 
H2-inhibition suggests that the transition states for these pathways have lost 1 or 2 H atoms from gas 




C-O bond rupture rates increases with 
H2 pressure across Ni, Ni12P5, and Ni2P catalysts. Predicted enthalpy barriers for C-O and C-H bond 
rupture within MTHF intermediates over Ni, Ni12P5, and Ni2P surfaces indicate 
mC-H bond rupture is at 
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least ~30 kJ mol
-1
 more favorable than 
m
C-O bond rupture until the 
m
C is fully dehydrogenated. Thus, 
MTHF undergoes quasi-equilibrated dehydrogenation steps that remove all hydrogen atoms from 
m
C 
before the kinetically relevant 
m
C-O bond rupture, which is consistent with quasi-equilibrium between 
MTHF, MF, and H2 as well as the measured effect of H2 pressure on rates.  




C-O bond rupture across Ni, Ni12P5, and Ni2P catalysts as 
shown by constant C-O cleavage ratios over wide ranges of the pressures for CO, NH3, and MTHF. 
Comparisons of predicted adsorption energies for intermediates and measured differences in activation 
enthalpies of H-, CO-, and C5H10O-covered surfaces indicate both C-O bond rupture pathways are 
catalyzed by ensembles of 3-4 Ni atoms on Ni, Ni12P5, and Ni2P catalysts. This conclusion indicates that 
Brønsted acid sites formed by the incomplete reduction of P-OH groups are not catalytically relevant for 
the elementary steps described here. Measured and predicted activation enthalpies are lower for 
3
C-O 
bond rupture relative to 
2
C-O bond rupture (by 10-34 kJ mol
-1
) over Ni12P5 and Ni2P surfaces, which is 
consistent with the observation that the preference to selectively cleave 
3
C-O bonds over 
2
C-O bonds 
increases along with the P:Ni ratio of the catalyst. DFT predictions for Ni terminated Ni12P5(001) and 
Ni2P(001) surfaces reproduce these selectivity patterns whereas P terminated structures do not, which 
further indicates that ensembles of Ni atoms exposed on supported Ni12P5 and Ni2P nanoparticles are the 
active sites and surfaces. Furthermore, DFT calculations of CHx* and OH* adsorption energies 
qualitatively predict C-O bond rupture selectivities on Ni, Ni12P5, and Ni2P catalyst surfaces and suggest 
strategies for the rapid evaluation of complex catalysts for selective C-O cleavage.  
The proposed mechanism, active site characteristics, and calculated energy and enthalpy barriers 
demonstrate that temperature, H2 pressure, and the P:Ni ratio of the catalyst ultimately control the 





IN SITU SPECTROSCOPIC METHODS FOR ISOLATING REACTIVE INTERMEDIATE 
STRUCTURES DURING HYDROGENOLYSIS OF C-O BONDS IN 2-
METHYLTETRAHYDROFURAN 
4.1 Introduction 
Identifying reactive intermediates over heterogeneous catalysts has challenged the field for decades as an 
‘organometallic zoo’ of species exists during catalysis.
65,74,198
 Bent discusses methods and applications of 
surface vacuum techniques to mimic surface intermediates that form on heterogeneous catalysts, and 
acknowledges the disconnect between the model systems (i.e., single crystals in vacuum) and 
nanoparticles and porous materials at atmospheric or higher pressure.
74
 Burwell reviews the progress of 
deconvoluting the ‘zoo’ during reactions of hydrocarbons over metal surfaces (e.g., hydrogenolysis, 
hydrogenation) through isotopic labeling, vibrational spectroscopy, nuclear magnetic resonance 
spectroscopy, and X-ray absorbance spectroscopy.
199
 Studies of a simple reaction, ethylene 









 although, combination of kinetic and spectroscopic measurements on Pd-Al2O3 suggest 
that ethylidyne is a spectator species, which contributes to the overall spectral features but is irrelevant to 
the mechanism.
202
 Identifying intermediates becomes more complicated as molecules become larger, and 





 of petroleum or lignin derivatives. Studies of 
hydrogenolysis reactions of alkanes over transition metals demonstrate rapid H-transfer reactions,88-90 
which suggest that a significant number of possible intermediates may exist on the surface even if they do 
not directly lead to the transition state for C-C bond rupture. Distinguishing the structure, composition, 
and orientation of the reactive intermediates would provide a comprehensive understanding of reaction 
mechanisms and catalytic surface properties that dictate rate and selectivity. 
Hydrogenolysis of C-O bonds in 2-methyltetrahydrofuran (MTHF) over silica supported Ni, Ni12P5, and 
Ni2P catalysts described in Chapter 3 encompasses nearly all of the challenges for deciphering the 
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‘organometallic zoo.’ Kinetic studies in Chapter 3 demonstrate Ni, Ni12P5, and Ni2P catalyze two parallel 




C-O, respectively) to form 
primary or secondary alcohols and aldehydes. The addition of phosphorus to Ni increases the selectivity 
towards cleaving the 
3




C-O bond rupture to that of 
2
C-O bond rupture (Chapter 3); however, it is not clear from rate 
measurements or DFT calculations why the addition of phosphorus causes differences in ΔH҂. Figure 4.1 
illustrates the numerous reactive intermediates that may exist on the catalyst surface, including adsorbed 
MTHF and sequentially dehydrogenated intermediates that lead to the kinetically relevant C-O bond 
rupture, as calculated by DFT and detailed in Chapter 3. Each of these reactive intermediates has a unique 
stability (G) and energy barrier to form, which results in differences in surface coverage for each 
intermediate and rate constants for each elementary step. Additionally, the rapid, quasi-equilibrated H-
transfer steps result in a pool of intermediates with compositions between MTHF and 2-methylfuran that 
do not lead directly to C-O bond rupture. These species, as well as species adsorbed on the SiO2 support, 
exist as spectator species that would contribute to in situ steady state spectra but are not relevant to the 
differences in measured rates and selectivities for C-O bond rupture over Ni, Ni12P5, and Ni2P. All of the 
species present during the reaction (i.e., reactants, products, spectators, and reactive intermediates) 
contain similar functional groups and thus vibrational modes (e.g., νCH3(C-H), νCH2(C-H), and δ(C-H)), 
which makes the composition and structure of individual species difficult to distinguish if spectra reflect 
multiple species. Vibrational spectroscopy, such as infrared spectroscopy, coupled with a methodology 
that removes spectator species and isolates individual reactive intermediates is required to discern 
differences in coordination of reactive intermediates across catalyst surfaces that may lead to measured 




Figure 4.1 Reaction coordinate diagrams for changes in free energy in elementary steps that form the 
transition state for 
2
C–O (a) and 
3
C–O (b) bond rupture in MTHF on the Ni12P5(001) surface at 543 K (O: 
red; C: black; H: white; P: orange; Ni: green). C-O bond free energy barriers on the M4a site are shown in 
blue. Images illustrate composition of intermediates and bonds to the surface, not the orientation of 
intermediates to the surface. Intermediate compositions are listed below each structure. Reaction 
coordinate diagrams for over Ni2P(001) and Ni(111) are shown in Figure C1 and C2, respectively. 
Simple spectroscopic techniques and data processing methods allow us to isolate and identify reactive 
intermediates in situ under relevant operating conditions. Modulation excitation spectroscopy (MES) 
coupled with phase sensitive detection (PSD), a technique highlighted by Urakwa et al.91 and Baurecht et 
al.,92 selectively detects reactive intermediates that respond to stimulated periodic changes in 
concentration. PSD converts the time resolved spectra obtained during MES to phase resolved spectra, 
which contains spectral features from multiple reactive intermediates that respond to the periodic 
stimulation. Intrinsic G barriers, which differ between each reactive intermediate, such as those shown in 
Figure 4.1, can be exploited to isolate intermediates as different energy barriers (i.e., rate constants) result 
in different time response behavior to the applied stimulus. Each reactive intermediate, therefore, exhibits 
unique spectra and temporal responses (i.e., concentration profiles), which combine to form the phase 
resolved spectra. Quantitative interpretation of phase resolved spectra of complex surface species with 
overlapping features from similar vibrational modes, such as ν(C-H) in methyl, methylene, and methyne 
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groups in intermediates formed during hydrogenolysis reactions of hydrocarbons and oxygenates, requires 
additional mathematical methods that combine singular value decomposition with alternating least 
squares to isolate individual species (i.e., the spectra and corresponding concentrations) from the phase 
resolved spectra. The combination of these methods provides the ability to deconvolute the 
‘organometallic zoo’ and extract coordination of reactive intermediates during complex reactions under 
relevant operating conditions. 
Here, we determine the structure and binding orientation of individual reactive intermediates during 
hydrogenolysis of C-O bonds within MTHF over Ni, Ni12P5, and Ni2P surfaces by employing the 
combination of MES of H2 pressure ([H2]) with PSD and comparing with density functional theory (DFT) 
calculated reactive intermediate structures and predicted bond vibrations. Isolated spectra using MES 
PSD, singular value decomposition methods, and analysis of individual vibrational modes within these 
spectra show agreement with DFT optimized structures and predicted bond frequencies. While studies 
have used MES and PSD to analyze intermediates over heterogeneous catalysts,
93,94,96,203,204
 the addition 
of singular value decomposition methods to deconvolute phase resolved spectra is necessary to 
distinguish differences of reactive intermediates with similar vibrational modes and structures. Spectra of 
the most abundant reactive intermediates (MARI), which experimental and theoretical kinetics indicate is 







-C5H10O) with increasing atomic ratio of P:Ni. The change in binding configuration 
with P:Ni ratio suggests that the electron deficient Ni
δ+
 draw the furan ring closer to the surface and 
decreases the steric hindrance of the methyl group to the 
3
C-O bond. Measured differences in selectivities 
towards 
3
C-O bond rupture and ΔH҂ (Chapter 3) over Ni, Ni12P5, and Ni2P increase with increasing 
proximity of the 
3
C-O bond in the MARI to the surfaces. This study highlights the benefits of combining 
MES, PSD, and singular value decomposition methods to analyze individual reactive intermediates and 




4.2 Experimental and Theoretical Methods 
4.2.1 Catalyst Synthesis and Characterization 
Nickel and nickel phosphide catalysts (Ni12P5 and Ni2P) supported on high surface area silica (SiO2) were 
prepared using strong electrostatic adsorption (SEA),
116
 which involved adding the nickel precursor 
(Ni(NO3)2∙(H2O)6, to DI water followed by adding an NH4OH aqueous solution to the precursor solution, 




 High surface area SiO2 (SiO2, Sigma-Aldrich, Davisil Grade 






was added to the aqueous solution and stirred. Vacuum 
filtration separated the solids from the liquid, after which the solids were rinsed with 2 L of DI water and 
then dried in stagnant air for 48 h at 333 K. Subsequently, the dried solids were heated at 0.05 K s
-1
 to 773 
K and held for 5 h in flowing dry air (8.3 cm3 s-1, Airgas, Ultra Zero). Samples were then cooled in He 
(Airgas, 99.99%) to 323 K and then heated at 0.05 K s
-1 





, Airgas, 99.999%) with the intent to reduce the Ni to a metallic state. Finally, samples were 





) for 3 h. A sample of the Ni-SiO2 was set aside (1.9 wt. %) while the remaining Ni-SiO2 was 
impregnated with 0.14 M phosphorous acid solution (Sigma Aldrich, H3PO3 solution ≥ 50%) in 0.1 cm
3
 
aliquots to achieve molar Ni:P ratios of 2:1 and 1:1 for Ni12P5 and Ni2P catalysts respectively. These 
samples were dried then treated with the same oxidative, reductive, and passivative heat treatments as 
those used to synthesize Ni-SiO2. 
Nanoparticle diameters were measured using transmission electron microscopy (TEM). The diameters of 
more than 300 particles were counted from the TEM images obtained to calculate surface area normalized 
average nanoparticle diameters (<dTEM>) for each sample,  







      (4.1) 
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where ni is the number of clusters with diameter, di. The crystallographic structures of Ni12P5 and Ni2P-
SiO2 materials were determined using powder x-ray diffraction (XRD), shown in Chapter 3 agree closely 
with published results for Ni12P5 and Ni2P powders.
143
 Sample images, cluster size distributions and 
diffraction patterns are described in Chapter 3.  
Temperature programmed reduction (TPR) was performed on dried Ni, Ni12P5, and Ni2P samples in order 
to confirm that the Ni, Ni12P5 and Ni2P materials were reduced by the thermal treatments in H2/He 
mixtures. The samples were heated to 773 K and held for 6 h in flowing dry air with the intent to fully 
oxidize the samples. Samples were then cooled to 303 K after which the sample was heated to 1073 K at 
0.05 K s
-1
 while the H2 consumption and H2O production were monitored as a function of sample 
temperature using a quadrupole mass spectrometer. Chapter 3 includes detailed reduction profiles that 
indicate the formation of a nickel phosphide phase as opposed to separate nickel and phosphide phases, 
because the Ni12P5 and Ni2P reduction profiles are not a linear combination of the Ni(NO3)2 and H3PO3 
reduction profiles, rather the presence of Ni decreases the reduction temperature of the phosphite group. 
4.2.2 In situ Infrared Spectroscopy 
Reactive intermediates formed during hydrogenolysis of 2-methyltetrahydrofuran (MTHF, Sigma 
Aldrich, ≥ 99.5%) over self-supporting pellets of Ni, Ni12P5, and Ni2P catalysts (35 ± 5 mg) were 
observed using in situ transmission Fourier transform infrared (FTIR) spectroscopy using a custom-made 
transmission cell, previously described.
14
 Spectra were obtained with a spectrometer (Bruker, TENSOR 
37) equipped with a liquid-N2 cooled HgCdTe detector. MTHF was introduced using a syringe pump (KD 
Scientific, Legato 110) in a crossflow configuration with the primary gas flow (H2 and He) controlled by 
mass flow controllers (Alicat). Gas phase contributions of MTHF and products are insignificant relative 
to surface species on Ni, Ni12P5, and Ni2P. Transfer lines were heated to 323 K to rapidly vaporize the 
liquid reactant. Prior to acquiring spectra, the catalyst was pretreated in situ to 673 K and held for 1 h in 
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flowing H2 at ambient pressure. All spectra acquisition was performed using Bruker Corporation’s OPUS 
Spectroscopy Software 7.0.129. 
4.2.2.1 Steady State In situ Spectroscopic Measurements 
The background IR spectra for steady state measurements were collected under a flow of 15 kPa He and 
86 kPa H2 at the respective temperature of the steady state measurement (473-573 K) following the in situ 
pretreatment. Steady state measurements were obtained while flowing MTHF (5 kPa), H2 (81 kPa), and 
He (15 kPa). Following the each steady state measurement, the catalyst surface was cleaned by heating 
the sample to 673 K in flowing H2 and held for 30 min. Subsequent temperatures were measured after 
cooling to the next temperature and obtaining another background IR spectrum. Spectra were collected at 
a resolution of 1 cm-1 and averaged over 128 scans for both the initial background and measured steady-
state conditions.  
4.2.2.2 Modulation Excitation Spectroscopy 
The background IR spectra for modulation measurements were collected under a flow of 101 kPa He at 
543 K following the in situ pretreatment. Modulation experiments were obtained under a constant 
flowrate of MTHF (10 uL min-1 MTHF) and reactant gases (0.3 cm3 s-1, He and H2). Gas flow rates were 
controlled using LabVIEW to change the flow rates of H2 and He in sinusoidal functions 180
o
 out of 
phase of each other at periods ranging from 4-1200 s such that the H2 pressure ([H2]) ranged from 2.5-84 
kPa and the total gas flow rate remained constant. Spectra were collected at a resolution of 1 cm
-1 
for both 
the background and modulation spectra.  
Figure 2a displays an example time resolved spectra during MES experiments that modulate [H2] from 
2.5-84 kPa over a 1200 s period. MTHF pressure ([MTHF]) was held constant at 12 kPa to ensure a high 
coverage of MTHF derived intermediates based on previous rate measurements. Time resolved spectra 





Figure 4.2 a) In situ infrared spectra obtained as a function of time during reaction of MTHF over 10 nm 
Ni12P5 with H2 pressure modulated over a period of 1200 s (12 kPa MTHF, 2.5–84 kPa H2, 543 K. b) 
Phase resolved spectra for a single period calculated using phase sensitive detection from transient spectra 
in Figure 4.2a.  
4.2.3 Spectral Processing 
Phase sensitive detection(PSD)92 removes spectral features that do not oscillate at the stimulated 
frequency of [H2] as shown in Figure 4.2b; thus, the remaining features from species whose concentration 
changes with [H2] on the timescale of measured turnover rates by converting the measured spectra from 










          (4.2) 
Here A(t) and 𝐴𝑛(𝜙𝑛
𝑃𝑆𝐷) are time and phase domain response of the measured species (i.e., the time and 
phase resolved spectral intensities), respectively, T is the period length for the modulated [H2] (1200 s), ω 
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is the stimulated frequency in rad s
-1
 equivalent to 2π/T, n is the demodulation index (i.e., harmonic or 
overtone) and equal to 1 (i.e., the fundamental frequency or frequency of [H2] modulation) in Figure 4.2b, 
and 𝜙𝑛
𝑃𝑆𝐷 is the user defined phase demodulation angle or phase setting. PSD was applied to the 
resampled time resolved spectra using MATLAB. Further details are described previously.
92
 
Multivariate curve resolution-alternating least squares (MCR-ALS) is an algorithm that recovers 
independent species, both their concentration profile and spectra, from a three-dimensional data matrix 
(e.g., phase resolved spectra).
105,106,205
 MCR-ALS iteratively solves for the spectra and relative 
concentrations (i.e., surface coverages) of independent species from multidimensional data sets, such as 
the phase resolved spectra shown in Figure 4.2b. Single value decomposition performed within the MCR-
ALS MATLAB program aids in the determining the minimum number of species required to fully 
describe the phase resolved spectra.  
The subsequent analysis of the isolated spectra and concentration profiles (i.e., surface coverages) 
obtained from MCR-ALS (e.g., baseline correction, and data smoothing) was performed using 
OriginLab’s OriginPro software. Spectra isolated from the phase resolved spectra using MCR-ALS were 
deconvoluted to the individual peaks that represent specific vibrational modes. The number of individual 
peaks was determined number of distinct C-H stretching modes within MTHF (e.g., νCH3,a(C-H), νCH3,s(C-
H) , νCH2,a(C-H), νCH2,s(C-H), νCH(C-H)). Peak assignments were determined based on comparisons with 
gas phase molecules (2-methylfuran (Aldrich Chemistry, 99%), tetrahydrofuran (Macron Fine Chemicals, 
ACS grade), isopropyl alcohol (Fisher Scientific, Certified grade), and MTHF) (Figure C1) and 
previously reported peak assignments.
176,177,206,207
 Additional peaks were added to these basic five ν(C-H) 
as analysis of gas phase MTHF indicated additional individual peaks are required to accurately describe 




4.2.4 Computational Methods 
The revised Perdew–Burke–Ernzerhof (RPBE) functional was used for calculations of adsorption, 
reaction, and activation energies because it exhibits better performance in predicting adsorption energies 
in metal surfaces.
157-159
 Gaseous species were modeled within 16 × 16 × 16 Å unit cells of vacuum. The 
Ni(111) catalyst surface was modeled as a 3 × 3 closed-packed periodic lattice with four layers in the 
orthogonal direction and a 10 Å vacuum between slabs; the bottom two layers were fixed in their bulk 
positions and the top two layers relaxed. A single-point calculation with a (8 × 8 × 1) k-point mesh was 
performed after geometric convergence to determine the electronic energy. The Ni2P(001) and 
Ni12P5(001) surfaces shown in Chapter 3 were modeled with two repeating units and a 10 Å vacuum in 
the z-direction. The bottom repeat units (two atomic layers for Ni2P and four atomic layers for Ni12P5) 
were fixed in their bulk positions while all other atoms were relaxed.  
Frequency calculations were performed on all optimized adsorbed species (all catalyst atoms were fixed) 
to estimate enthalpies (H) and free energies (G) for all reactants, products, and transition states at 543 K. 
For gaseous molecules, translational and rotational enthalpies and free energies were also computed from 
statistical mechanics. DFT-derived intrinsic enthalpy and free energy barriers (ΔHact and ΔGact, 
respectively) and reaction energies (ΔHrxn or ΔGrxn) denote differences between a transition state or the 
product and the precursor reactant for that elementary step. Overall barriers (ΔG҂) are defined as the free 
energy of forming the partially-dehydrogenated transition state [C5H(10-λ/2)O*҂] and a stoichiometric 
amount of gas-phase H2 from gas-phase MTHF (C5H10O) and a bare surface: 
C5H10O(g) + * → [C5H(10-λ/2)O*҂] + λ H2(g)     (4.3) 
∆𝐺҂ = 𝐺҂ + 𝜆𝐺H2 − 𝐺MTHF − 𝐺∗     (4.4) 
Further details of the computational methods, bulk crystal calculations and properties, equations for zero-
point vibrational energies (ZPVE), and Gvib from vibrational frequencies and Gtrans, and Grot for gas-phase 
molecules are reported in Chapter 3.  
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4.3 Results and Discussion 
4.3.1 Ambiguous Steady State Spectra over Ni, Ni12P5, and Ni2P Catalysts  
Figure 4.3a shows infrared (IR) spectra obtained in situ under reaction conditions where MTHF is 
expected to be the most abundant reactive intermediate (MARI), based on previous experiments and 
calculations detailed in Chapter 3 (12 kPa MTHF, 43.3 kPa H2, 543 K). For Ni, Ni2P, Ni12P5, and pure 
SiO2, the spectra are nearly identical; however, measured turnover rates and selectivities on these 
materials suggest that different reactive surface intermediates must form. As such, it is unclear if Figure 
4.3a contains contributions from only the MARI or if a linear combination of reactive intermediates and 
other spectator species comprise these spectra. The slight differences in intensities of various ν(C-H) 
(2850-3000 cm-1) (Figure 4.3b) may indicate a difference in coordination of the intermediates or a 
difference in coverages of the various intermediates present on the catalyst surface. The spectra of MTHF 
over Ni, Ni12P5, and Ni2P show a lower relative intensity to SiO2 (i.e., negative absorbance difference) 
between 2972 – 2850 cm
-1
, which may result from ν(C-H) having some components parallel with the Ni, 
Ni12P5 and Ni2P surface or reflect changes in the composition of the intermediate (i.e., loss of C-H bonds 
from dehydrogenation steps over the Ni, Ni12P5, and Ni2P surfaces). Table C1 lists the raw intensity of 
measured spectra normalized by mass which indicate the ratio of absorbance over Ni, Ni12P5 and Ni2P 
catalysts with SiO2 to range between 1.25 and 2. The negative absorbance difference (Figure 4.3b) 
relative to SiO2 suggests that measured features over Ni, Ni12P5 and Ni2P catalysts result from MTHF-
derived species bound to Ni, Ni12P5, and Ni2P surfaces or species desorbed from the Ni, Ni12P5, or Ni2P 
and bound to SiO2. The differences between Ni, Ni12P5, or Ni2P demonstrates that certain species must be 
bound to the Ni, Ni12P5, or Ni2P because the gas phase composition (i.e., MTHF, 2-methylfuran and other 
partially dehydrogenated species) is the same as all H-transfer is quasi-equilibrated on all three materials 
(Chapter 3). If the spectra only reflected species bound to the SiO2, the spectra over Ni, Ni12P5, and Ni2P 
would be identical. The slight differences in the steady state spectra over Ni, Ni12P5 and Ni2P are difficult 
to interpret without the knowledge of what contributes to the differences in absorbance; therefore, these 
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data do not aid greatly in determining the relationship between surface properties (i.e., coordination of 
intermediates) and the 50-fold increase in selectivity towards 
3
C-O bond rupture over Ni2P relative to Ni, 
discussed in Chapter 3.  
 
Figure 4.3 a) In situ infrared spectra obtained during steady-state reactions of MTHF and H2 over SiO2 
(green) and SiO2 supported catalysts including 4 nm Ni (black), 10 nm Ni12P5 (red), 12 nm Ni2P (blue) 
(12 kPa MTHF, 43 kPa H2, 46 kPa He, 543 K). Spectra are normalized to give an absorbance of unity 
~2975 cm
-1
. b) Difference between the normalized spectra of 4 nm Ni (black), 10 nm Ni12P5 (red), and 12 
nm Ni2P (blue) with SiO2. Ratio of maximum intensity ~2975 cm
-1
 of spectra over Ni, Ni12P5 and Ni2P 




Figure 4.4 Infrared spectra obtained at several temperatures in situ during steady-state reactions of 
MTHF and H2 over SiO2 supported catalysts including 4 nm Ni (a, d), 10 nm Ni12P5 (b, e), 12 nm Ni2P (c, 









rupture differently based on the relative free energies (ΔG) (Figures 4.1, C1 and C2); therefore, the 
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coverage of each intermediate should respond uniquely to changes in temperature. Additionally, species 
with the same composition may change orientation with temperature without changing composition, as 
noted in previous works that observe the rotation of C6-hydrocarbons from hexylidyne in all trans to 




 with increased temperature. Spectra obtained at 
steady state as a function of temperature (400-600 K; Figure 4.4) over SiO2 supported 4 nm Ni, 10 nm 
Ni12P5, and 12 nm Ni2P clusters reveal significant changes with increasing temperature in spectral features 
attributed to the ν(C-H). The features at ~2940 cm
-1
 that represent the asymmetric perturbed methylene 
stretch (νCH2,ap(C-H)) based on gas phase spectra (Figure C1) and previous literature
176,177,206,207,209
 
decreases with increasing temperature relative to the unperturbed νCH2,a(C-H) (2960 cm
-1
) over Ni, Ni12P5, 
and Ni2P surfaces. The decrease in relative intensity of νCH2,ap(C-H) to νCH2,a(C-H) with increasing 
temperature indicates that methylene groups as a whole (from spectators and reactive intermediates) are 
farther from the catalyst surface at higher temperatures. The asymmetric methyl stretch (νCH3,a(C-H)) red 
shifts from 2990 cm
-1
 to become a shoulder near 2985 cm
-1
 with increasing temperature, which indicates 
the methyl group approaches the surface with increasing temperature. The ratio of asymmetric (νa(C-H), 
2990-2960 cm
-1
) to symmetric (νs(C-H), 2880-2850 cm
-1
) methylene and methyl groups increases with 
increasing temperature, which indicates the plane of the furan ring changes orientation relative to the Ni, 
Ni12P5, and Ni2P surfaces such that the net z component of the C-H bonds in methyl and methylene 
groups is non-zero relative to the catalyst surface in the xy-plane. Figure 4.5 illustrates two orientations of 
MTHF relative to a catalyst surface in which the orientation in Figure 4.5b would demonstrate a greater 
ratio of νa(C-H) to νs(C-H) relative to Figure 4.5a. Previous in situ IR spectra of MTHF in H2 over SiO2 
supported Ni2P nanoparticles also show a similar red shift in νCH3,a(C-H), and changing ratio of both 
νCH2,ap(C-H) to νCH2,a(C-H) and νa(C-H) to νs(C-H) as reported here within a narrower temperature range 
(448-598 K).
55
 Comparisons with spectra of MTHF in N2 over Ni2P nanoparticles reveal greater ratios of 
νCH2,ap(C-H) (2936 cm
-1
) with co-fed H2, which the authors propose results from the formation of 




 however, this work does not account 
for contributions from spectators that may form during the rapid H-transfer within MTHF-derived 
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intermediates. Isolation of spectra from individual reactive intermediates and their concentrations without 
spectator species will provide a clear description of how temperature changes the coordination and 
relative concentrations of reactive species across different catalyst surfaces during hydrogenolysis 
reactions.   
 
Figure 4.5 Illustrations of different orientations of MTHF relative to a catalyst surface. Arrows indicate 
the net vector for dipole movement of a νCH2,a(C-H) (red) and νCH2,s(C-H) (blue). C , grey; O, red; H, 
white. 
The spectra over Ni and Ni2P (Figures 4.4a, 4.4c, 4.4d and 4.4f) at the lowest temperatures show a more 
significant shift in the νCH3,a(C-H) to higher wavenumbers and νCH2,a(C-H) to lower wavenumbers in 
comparison with Ni12P5 (Figures 4.4b and 4.4e), which indicates the composition and orientation of 
MTHF-derived intermediates on Ni12P5 are less sensitive to temperature changes compared with 
intermediates over Ni and Ni2P perhaps as a result of lower ΔG values. DFT calculations predict lower 
ΔG values for reactive intermediates that lead to C-O bond rupture in MTHF over Ni12P5(001) (Figure 
4.1) compared with Ni2P(001) (Figure C1) and Ni(111) (Figure C2); however, we cannot distinguish 
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changes in coverage from changes in orientation as these steady state spectra include contributions from 
spectator species that form from rapid H-transfer. 
It is difficult to differentiate which changes in the resultant spectra are caused from changes in coverage 
and coordination of reactive intermediates and other surface intermediates. The presence of multiple 
species that exist within a quasi-equilibrated pool (Chapter 3) makes this difficult task nearly impossible 
by the analysis of steady state spectra. Increasing temperature results in lower coverages and higher 
relative ratios of dehydrogenated species (e.g., 2-methylfuran) to saturated species. Selectivity towards 
3
C-O bond rupture products increases with increasing temperature over Ni surfaces, but decreases with 
increasing temperature over Ni12P5 and Ni2P surfaces, as a result of the different activation enthalpies 
(ΔH‡) of 2C-O bond rupture and 3C-O bond rupture as discussed in Chapter 3. Changing temperature 




C-O bond rupture; 
however, the differences from minor reactive intermediates may be difficult to discern from changes in 
the MARI or from spectator species. Assuming that steady state spectra reflect the MARI and interpreting 
spectral changes with temperature or across materials as changes to MARI coordination and or coverage 
is inherently flawed. Figure 4.3 indicates that spectator species of MTHF adsorbed to SiO2 have some 
measurable contribution to steady state spectra over Ni, Ni12P5 and Ni2P catalysts. Contributions from 
spectator species on the support can be easily removed in spectral processing, but removing contributions 
of spectators (e.g., 2-methylfuran) on the active material (i.e., Ni, Ni12P5, and Ni2P) requires other 
methods that probe time scales relevant to C-O bond rupture. The following section employs techniques 
to observe the composition, orientation, and relative coverages of reactive intermediates bound to Ni, 





4.3.2 Identifying Reactive Intermediates by Modulating H2 Pressure over Ni12P5 
Figure 4.6 displays isolated spectra during modulation of [H2] (2.5-84 kPa H2, 12 kPa MTHF, 1200 s 
period, 543 K) that describe intermediates that have distinguishable time dependent behavior in response 
to changes in [H2] (i.e., have different rate constants for formation and consumption). Figure 4.1 shows 




C-O bond rupture, which indicate that each 
elementary step has distinct rate constants. Each intermediate should have distinguishable temporal 
responses to changes in [H2] because each intermediate has a unique set of free energy barriers (i.e., rate 
constants) to form and decompose (Figure 4.1). Differential equations derived from the proposed 
mechanism in Chapter 3 describe the distinct temporal response each reactive intermediate as a function 
of time, [H2], and rate constants (Appendix C3). Linear combinations of the three isolated spectra in 
Figure 4.6 fully reproduce the phase resolved spectra for modulations in [H2] at all measured period 








) have unique 
coverages as a function of changing [H2], which multivariate curve resolution alternating least squares 
(MCR-ALS) distinguishes as it isolates these three spectra and concentration (i.e., coverages) profiles 
from the phase resolved spectra. Comparison with MES experiments over SiO2 (Figure C8) confirm that 
these isolated species are bound to the Ni12P5 surface not SiO2. The remaining reactive intermediates that 
lead to C-O bond rupture not depicted by these spectra either have insignificant coverages relative to 
these three species or their coverages as a function of changing [H2] are indistinguishable from these three 





Figure 4.6 Spectra of independent reactive intermediates (C5H9O*3C-O, a; C5H9O*2C-O, b; C5H10O*, c) 
extracted from phase domain spectra over Ni12P5-SiO2, 2.5-84 kPa H2 modulated at a period of 1200 s, 12 
kPa MTHF, 543 K using MCR-ALS. Peak fitting of the spectra indicate individual ν(C-H) (νCH3,a green; 
νCH3, s light green; νCH2,a, blue; νCH2,ap, teal; νCH2,s, light blue; νCH of 
3
C, red; νCH of 
2
C, pink ) which form 
the cumulative spectra (orange). DFT predicted intermediates (inset) that are consistent with assigned 
species based on spectral features (O, red; C, black; H, white; P, orange; Ni, green). Measured and 
predicted peak centers listed in Table 4.1.  
Differences between the individual peaks for the different ν(C-H) modes highlighted below the spectra in 
Figure 4.6 elucidate the identity and coordination of the reactive intermediate. The individual vibrational 
modes that describe the constituent νa(C-H) and νs(C-H) of the methyl, methylene, and methyne groups 
which describe the structure, composition, and orientation of the reactive intermediates are determined via 







which suggests that the 
3
C atom has been dehydrogenated and has a bond to the 
surface. The intermediate leading to 
3
C-O bond rupture, C5H9O*3C-O, does not contain the methyne group 
present in gas phase MTHF because of the quasi-equilibrated dehydrogenation step (Figure 4.1), which 
suggests the spectra in Figure 4.6a reflects C5H9O*3C-O. Figure 4.1 illustrates a generic binding 
configuration of C5H9O*3C-O. The second isolated species (Figure 4.6b) shows two distinct features 
centered at 2914 and 2883 cm
-1
 that indicate two spectroscopically-distinguishable νCH(C-H) features. Gas 
phase MTHF contains one methyne group at the 
3
C. A second, electronically distinct methyne group 




C-O bond rupture to form C5H9O*2C-O, which 
suggests that Figure 4.6b reflects C5H9O*2C-O, illustrated in Figure 4.1. C5H9O*3C-O and C5H9O*2C-O each 
have lost one H atom but from different C atoms—the hindered C involved in the 3C-O bond rupture is 
bound to the surface in C5H9O*3C-O, whereas the unhindered C involved in the 
2
C-O bond rupture is 




Table 4.1 Binding configurations, change in coverage, and vibrational modes for reactive intermediates 
measured over 10 nm Ni12P5 (12 kPa MTHF, 2.5-84 kPa H2) and predicted over Ni12P5(001) at 543 K  
Intermediate 
Measured Change in 
Coverage (a.u.)












νCH3,a  2987 
νCH3,a 2984 2984 
νCH3,a and νCH2,a 2977 2981 
νCH2,a 2965 2965 
νCH2,ap 2946 2956 
νCH 2900 2737 
νCH3,s 2873 2869 
νCH3,s  and νCH2,s  2866 
νCH2,s 2866 2866 




νCH3,a 2987 2999 
νCH3,a 2983 2991 
νCH2,a 2976 2975 
νCH2,a 2967  
νCH2,ap 2940 2939 
νCH 2915 2884 
νCH 2883 2874 
νCH2,s 2855 2838 
νCH3,s 2855 2878 




νCH3,a 2991 2993 
νCH2,a 2976 2983 
νCH2,a  2974 
νCH2,a 2971 2961 
νCH3,a and νCH2,a 2956 2961 
νCH2,s 2936 2964 
νCH2,s 2869 2858 
νCH3,s 2878 2875 
a
Equivalent to the amplitude of the isolated coverage extracted from the phase resolved spectra of the first 
harmonic fit to a sine function.
 b
Peak assignments based on measured spectra of gas phase MTHF, THF, 
MF, and isopropanol (Figure C1) and previous literature. 
c
Predicted vibrations correct the asymmetric 
vibrations by 0.980 and symmetric vibrations by 0.964. Figure C4 shows parity between the measured 
and predicted vibrational modes for gas phase MTHF and the reactive intermediates with the scaling 
corrections. 
The third isolated species (Figure 4.6c) contains a significantly greater relative ratio of νCH2,ap(C-H) 
(2946 cm
-1




) in comparison to C5H9O*3C-O and C5H9O*2C-O (Figures 
4.6a and b), which indicates more methylene groups are perturbed by the surface (i.e., the furan ring is 
more parallel with the surface). Relative changes in coverage of each reactive intermediate during 
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modulation of [H2] provide relevant quantities to identify the MARI. Reactant intermediate coverages 
during [H2] modulation estimated by solving a set of differential equations described by elementary steps 
in Figure 4.1 (Figure 4.7i) indicate the change in coverage of C5H10O* (i.e., amplitude first harmonic in 
the Fourier series fit) exceeds that of the other reactive intermediates (Table 4.2). The third species 
(Figure 4.6c) has a greater change in coverage with [H2] modulation at 1200 s based on the amplitude of 
isolated coverage extracted from the phase resolved spectra simultaneously with isolated spectra using 
MCR-ALS (Table 4.1). Together, these data suggest that the species depicted in Figure 4.6c is the MARI 
(i.e., C5H10O*) based on the relative change in coverage and ratio of νCH2,ap(C-H) to νCH2,a(C-H) compared 





Figure 4.7 Calculated coverages of reactive intermediates (C5H10O*, i; C5H8O*, ii; C5H9O*3C-O, iii; 
C5H9O*2C-O , iv; empty site, v) during modulation of H2 pressure (1000 s period, 2.5-84 kPa H2, 12 kPa 
MTHF, 543 K). Details of differential equations and estimated rate constants in Appendix C2. 
Table 4.2 Calculated change in coverage for reactive intermediates during [H2] modulation (1000 s, 2.5-
84 kPa H2, 12 kPa MTHF, 543 K) shown in Figure 4.7. 



















Equivalent to amplitude of first harmonic in a Fourier series fit. Details of the fitting procedure and 
model are described in Appendix C2. 
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The inset images in Figure 4.6 depict the DFT optimized structures whose vibrational modes are 
consistent with the respective spectra. The MARI (Figure 4.6c inset) binds to the 4-fold Ni hollow of 
Ni12P5(001) as Ni4(η
5
-C5H10O), which brings all of the methylene groups in close proximity to the surface. 
Observed increase in ratio νCH2,ap(C-H) (2946 cm
-1
) to νCH2,a(C-H) (2964 and 2976 cm
-1
) of the MARI 
spectra (Figure 4.6c) match the coordination of the DFT optimized structure Ni4(η
5
-C5H10O). DFT 
calculations predict distinguishable vibrations for the different methylene groups as they have slightly 
different electronic properties (e.g., C4 and C3), which the deconvolution of individual peaks following 
the application of MES, PSD, and MCR-ALS captures. The vibrational modes of C5H9O*3C-O bound to 
the 4-fold Ni hollow as Ni2(μ
2
-C5H9O) (Figure 4.6a inset) indicate the loss of the methyne group that is 
present in C5H10O* (2793 cm
-1), which is consistent with the loss of the measured vibration at 2897 cm-1 
present in Figure 6c. DFT optimized structures (Figure 6b inset) and predicted vibrations (Table 4.1) 
indicate that two distinguishable vibrational modes for the methyne stretches at the 
2
C and the 
3
C exist in 
C5H9O*2C-O (2943 and 2933 cm
-1
, respectively). The spectra of C5H9O*2C-O (Figure 4.6b) also reflect the 
presence of a second methyne vibration. The consistency between the isolated spectra and DFT predicted 
structures, and measured and calculated vibrational modes confirms that the combination of MES, PSD, 
and MCR-ALS reveals spectra of individual reactive intermediates over 10 nm Ni5P5.  




C-O bond rupture within MTHF over Ni, Ni12P5, Ni2P surfaces 
remains constant as shown by measured rates a function of H2, MTHF, and CO pressure in conjunction 
with DFT calculations (Chapter 3). Consequently, we anticipate that change in the relative coverages of 





bonds in MTHF-derived intermediates. As such, modulation experiments of [H2] should reveal spectra of 
these same reactive intermediates over Ni and Ni2P catalysts and may demonstrate that fractional 
coverage of each changes with the P:Ni ratio. Comparisons of the orientation of the reactive intermediates 
over Ni, Ni12P5, and Ni2P may provide further insight into the underlying the differences in C-O bond 
rupture selectivity across these surfaces. 
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4.3.3 Coordination of MARI over Ni, Ni12P5, and Ni2P 
Similar [H2] modulation experiments performed on 4 nm Ni and 12 nm Ni2P isolate spectra of reactive 
intermediates (Figure C7) that show different spectral features, and therefore, different orientations of 
intermediates to those bound to 10 nm Ni12P5. While the spectral features differ from those over Ni12P5, 
we employ the same logic as in Section 4.3.2 (e.g., comparing relative intensities of νCH2,ap(C-H) and 
νCH2,a(C-H), changes in coverage, and DFT predicted vibrations and structures) to identify the MARI 
(C5H10O*), C5H9O*2C-O, and C5H9O*3C-O on 12 nm Ni2P, but only observe C5H10O* and C5H9O*2C-O on 4 
nm Ni. The absence of C5H9O*3C-O on 4 nm Ni is not surprising given that measured 
3
C-O bond rupture 
rates are an order of magnitude lower than 
2
C-O bond rupture rates (Chapter 3). Kinetic and spectroscopic 
data demonstrate that the addition of P to Ni increases the propensity to cleave the 3C-O bond.  
C-O bond rupture pathways diverge from the MARI, which has the same composition, C5H10O*, on Ni, 
Ni12P5, and Ni2P; however, the coordination of the MARI to the Ni ensemble active sites may differ 
across the three surfaces. Figure 4.8a displays the spectra of the MARI on Ni, Ni12P5, Ni2P distinguished 
by the intermediate with the greatest change in coverage (Tables 4.2 and C3), as discussed in Section 
4.3.2 and Appendix C3. The ratio of peak areas of νCH2,ap(C-H) (~2940 cm
1
) to νCH2,a(C-H) (~2960 cm
-1
) 
increases with increasing P:Ni atomic ratio, which indicates the methylene groups increase in proximity 
to the surface. Additionally, the relative intensity of the νCH(C-H) (~2900 cm
-1
) to the νCH2(C-H) and 
νCH3(C-H) (2990-2940 and 2880-2850 cm
-1
) increases with increasing P:Ni ratio, which indicates the C-H 
bond of the methyne group is more parallel in the MARI over the Ni surface than over Ni12P5 and Ni2P 





) orientation to Ni3(η
5
-C5H10O) orientation with increasing P:Ni as supported by 
the DFT optimized structures (Figures 4.8b-d). The MARI over Ni12P5 and Ni2P are both η-bound; 
however, their spectra are significantly different particularly in the ratio νCH2,ap(C-H) to νCH2,a(C-H) (2960 
and 2940 cm
-1
, respectively) and ratio of νs(C-H) to νa(C-H) (2880-2850 cm
-1
 and 2990-2960 cm
-1
, 
respectively). These differences between the Ni12P5 and Ni2P MARI suggest that the methylene groups of 
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the MARI are more parallel to the Ni12P5 surface than the Ni2P surface as depicted in Figures 4.8b and 
4.8c.  
 
Figure 4.8 a) Isolated spectra of most abundant reactive intermediates (C5H10O*) on SiO2 supported 4 nm 
Ni (black), 10 nm Ni12P5 (red), 12 nm Ni2P (blue) at 12 kPa MTHF and 543 K obtained during MES of H2 
pressure modulated between 2.5 and 84 kPa. DFT optimized structures for C5H10O* over Ni2P(001) (b), 
Ni12P5(001) (c), and Ni(111) (d) at 543 K. (O, red; C, black; H, white; P, orange; Ni, green). 




C-O bond rupture 
because C5H10O* is the common reactive intermediate for the two C-O bond rupture pathways. Chapter 3 








C-O bond rupture. Manipulating the P:Ni ratio changes the absolute G values (Figures 4.1, C1, 
C2) and H (Chapter 3) of reactive intermediates and adsorbates. CO binds more strongly to Ni than Ni12P5 
and Ni2P, and therefore, inhibits rates to a greater extent on Ni (Chapter 3). Additionally, measured and 
predicted ΔH҂ for 3C-O bond rupture decrease relative 2C-O bond rupture within MTHF increasing P:Ni 
ratio (Chapter 3), which results in higher selectivities for 
3
C-O bond rupture on Ni2P compared to Ni. 
Previous works describe the effects of steric hindrance on selectivity of rupturing hindered and 
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unhindered C-C and C-O bonds.
59,88,177,210








C bonds during 
hydrogenolysis of methylcyclopentane increases with Pt particle size, which may result from the steric 
hindrance of several adsorbates that inhibit the flat lying coordination required to bind 
3
C to the 
surface.
210
 Previous DFT calculations indicate 
3
C-O bond rupture over Rh is energetically unfavorable 
relative to 
2
C-O bond rupture in MTHF by 30 kJ mol
-1
 and suggest steric hindrance prevents the initial 




 The previous works and data reported here suggest that coordination of 
reactive intermediates strongly impacts the accessibility of hindered bonds to the catalyst surface, thus 
influencing the selectivity.  
Ni ensembles catalyze both C-O bond rupture on Ni, Ni12P5 and Ni2P surfaces, discussed in Chapter 3; 
however, the addition of more electronegative P withdraws some charge from the Ni atoms, which may 
lead to the different binding coordination of C5H10O* on all three catalysts. Falicov and Somorjai discuss 
the relationship between catalytic activity and electronic structure of metal surfaces, where the electronic 
structure may be manipulated by the presence of different neighboring atoms (e.g., combinations of Cu 
and Ni) or surface morphology (e.g., stepped or kinked sites).
211
 Kinked Pt(10,8,7) shows higher rates 





 for hindered C-C bond cleavage in methylcyclopentane is lower over (211) 
relative to (111) surfaces for Pt, Pd, Rh, and Ir.
212
 The d-band is less filled in unsaturated atoms of the 
stepped surfaces
211
 and in Lewis acidic Ni
δ+




 deficient metal surfaces or 
ensembles may draw the more e
-
 dense furan or cycloalkane rings closer to the surface and decrease the 
steric hindrance for cleaving hindered C-O or C-C bonds relative to a terraced metallic surface. The 
increase in selectivity towards the 
3
C-O bond in MTHF with increased P:Ni may result from decreased 
steric hindrance from the methyl group to access the 
3
C-O bond on Ni12P5 and Ni2P catalysts with the 






Here, infrared spectra were measured at steady state as a function of temperature and under transient 
conditions in which the concentration of a common reactant (H2) was sinusoidally modulated to change 
the composition and coverages of surface species present on Ni, Ni12P5, and Ni2P catalysts during 
hydrogenolysis of MTHF. Infrared spectra acquired at steady state indicate MTHF derived intermediates 
change their net orientation such that the methyl groups are closer to the surface, methylene groups are 
further from the surface, and the net dipole moments of νa(C-H) increases relative to νs(C-H) with 
increasing temperature. Steady state spectra include features that result from spectator species (e.g., 
2-methylfuran), which do not directly participate in the mechanism for C-O bond rupture. Additionally, 
spectra acquired at steady state do not distinguish which changes in spectral features with temperature 
result from changing orientation and coverage of individual intermediates as well as which intermediates 
are active or spectator species. Application of modulation techniques (MES) and subsequent spectra 
processing (PSD) remove the spectral contributions of spectator species and isolate the responses of 
reactive intermediates. 
Combining MES, PSD, and statistical approaches (MCR-ALS) to identify the number of distinct 
intermediates that form and react as [H2] modulates at a given frequency reveals spectra of reactive 
intermediates that are consistent with DFT optimized structures and predicted vibrations. Differences in 
intrinsic energy barriers yield distinguishable temporal responses to changes in [H2] for reactive 
intermediates such that the deconvolution methods isolate the spectra of three reactive intermediates over 
10 nm Ni12P5. The different time dependent behavior of each reactive intermediate provides information 
regarding the distinct sets of rate constants (that reflect unique intrinsic activation free energies for each 
step). Chapter 6 discusses methods to extract rate constants from the temporal responses during 
modulation experiments. Comparisons of peak centers and relative amplitudes of specific C-H vibrations 
in isolated spectra indicate the isolated spectra over 10 nm Ni12P5 and 12 nm Ni2P depict C5H10O*, 
C5H9O*2C-O, and C5H9O*3C-O while spectra on 4 nm Ni only reflect C5H10O* and C5H9O*2C-O. Absence of 
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C5H9O*3C-O over Ni indicates a lower relative coverage than on Ni12P5 and Ni2P and is consistent with 
lower selectivity towards 
3
C-O bond rupture on Ni relative to Ni12P5 and Ni2P, discussed in Chapter 3.   
Spectra of most abundant reactive intermediates (MARI) were determined by the greatest change in 
coverage with [H2], as indicated by calculated coverages of reactive intermediates. Spectra of MARI 
(C5H10O*) display an increase in νCH2,ap(C-H) relative to νCH2,a(C-H) with increasing P:Ni, which suggests 
the presence of P increases the stability of the furanic ring near the catalyst surface by removing some 
charge from the Ni atoms that catalyze C-O bond rupture. Proximity of the ring, and thus the methyne 
group in MTHF, to the catalyst surface may remove the steric hindrance of the methyl group and reduce 
enthalpic barriers for subsequent steps leading to 
3
C-O bond rupture relative to 
2
C-O bond rupture on 
Ni12P5 and Ni2P surfaces relative to Ni. The different orientations of the MARI may be the fundamental 
cause for the increase in selectivity of hindered 
3




ELUCIDATING THE MECHANISM AND INTERMEDIATES DURING FORMIC ACID 
DECOMPOSITION ON Au AND TiO2 SURFACES 
5.1 Introduction 
Formic acid (HCOOH) decomposition serves as a valuable model reaction within the surface science 
community
213
 because the two distinct pathways, C-H bond rupture and C-O bond rupture are important 
steps for processes such as conversion of bio-oil to higher valuable fuels and chemicals.
181,214
 These two 
pathways form small distinguishable products, CO2 and H2 or CO and H2O, which are reactants in water 
gas shift (WGS), reverse water gas shift (RWGS), and methanol synthesis reactions. Spectroscopic and 
kinetic studies of these four reactions propose a similar set of reactive intermediates including 
formates,66,70,73,76,80,215-225 carbonates,76,216,219,223,225,226 carboxylates,82,220 formyl,66,73 and methoxy80,224,227,228 



















) catalysts. Determining the identity and binding configuration of 
reactive intermediates during HCOOH decomposition may aid in understanding of catalyst properties that 
control rate and selectivities as well as increasing understanding of mechanisms for WGS, RWGS, and 
methanol synthesis. 
Metal nanoparticles supported on active metal oxides (e.g., Au on TiO2
229,230 and CeO2
231) show increased 





), which suggests that some advantageous interaction exists between the metal and support. 
Spectroscopic and kinetic measurements indicate the active sites created at the metal-support interface 
(Au-Ti
4+
) activate O2 and extract enough electron density from CO and alkene substrates to activate C-H 
and O-H bonds, thus increasing reactivity for oxidation reactions.
232
 Chapter 2 also discusses the charge 
transfer between Cu nanoparticles and metal oxide supports that results in Cu
δ+
 species that catalyze 
esterification reactions at the metal-support interface. Alternatively, the interface may provide a physical 
location for species that form on the support and the metal nanoparticles to interact, as proposed in kinetic 




 that suggest hydroperoxy species or hydroxyl groups, 
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) and metal oxides (e.g., TiO2
73,236
) show activity for catalyzing 
HCOOH decomposition separately; thus, determining the mechanisms for HCOOH decomposition over 
the support and metal surface on a single catalyst (e.g., Au supported on TiO2) through direct observation 
of reactive intermediates and spectator species will provide understanding into the advantageous pairing 
of metals with these reducible supports.  
Changes to the metal oxide support during catalysis may reduce the advantages that result from pairing 
the metal and support; therefore, understanding mechanisms that may alter the metal oxide is critical. 







WGS reactions as a result of the reduction of the metal oxide support and creation of O vacancies.  
Henderson also proposes the role of lattice O in TiO2(110) during HCOOH decomposition that results in 
O vacancies.
73
 Studies also note the aid of water in the decomposition and desorption of formate 




 as well as improving rates of CO 
oxidation over Au-TiO2.
132
 Determining the mechanism for deactivation, whether through reduction of the 
support or presence of strongly bound surface species, and the impact of water on the desorption rates 
may provide insight into designing operating conditions and regeneration processes for metal oxide 
supported catalysts. 
Here, we use operando infrared (IR) spectroscopy, selective inhibition, and transient measurements 
during decomposition of HCOOH over Au-TiO2 to anatase TiO2 to determine the identity of intermediates 
and mechanism for HCOOH decomposition over Au and TiO2 surfaces. Selective inhibition using co-fed 
CO (1.2 kPa, 373 K) isolates formate intermediates on the Au surface from those bound to TiO2 as CO 
selectively binds to the Au surface. Transient cutoff experiments of HCOOH combined with singular 
value decomposition methods (multivariate curve resolution-alternating least squares, MCR-ALS) display 
the interconversion of independent pools of surface intermediates, evolution of CO and CO2, and 
formation of residual bidentate formates over Au-TiO2 and anatase TiO2. Transient spectra and evolution 
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of CO and CO2 from residual bidentate formates during temperature programmed oxidation of Au-TiO2 
and anatase TiO2 following cutoff experiments combined with the spectra and kinetic information 
obtained during the cutoff experiments indicate analogous processes for the conversion of HCOOH 
through monodentate and bidentate formates to form CO and CO2 while residual bidentate formates bind 
strongly to the TiO2 surface, likely near O vacancies. Both co-fed D2O and presence of Au nanoparticles 
reduce the accumulation of residual bidentate formates to the TiO2, which indicates that Au increases 
mobility of water molecules across the TiO2 surface. Modulation excitation spectroscopy (MES) of CO 
pressure coupled with phase sensitive detection (PSD) isolates reactive intermediates bound to the Au 
surface by probing time scales significantly shorter than the time for intermediates to interconvert on the 
TiO2 surface (< 500 s compared with > 2000 s). The time responses of different reactive intermediates 
bound to Au demonstrate HCOOH binds to the Au surface, rapidly deprotonates to form monodentate 
formate, which then slowly changes orientation to bring the C-H bond near the metal surface. These data 
elucidate the different intermediates and mechanism for HCOOH decomposition over Au and TiO2 
surfaces on a single catalyst and show the utility of inhibition and transient measurements to isolate 
reactions occurring at significantly different rates. 
5.2 Materials and Methods 
5.2.1 Operando Infrared Spectroscopy Experiments 
Spectroscopic and kinetic measurements obtained over self-supported pellets of titania supported Au 




, 2-3 nm, mixture of anatase and 
rutile,
241




, Sigma Aldrich). 
Pellets were pressed between MICA sheets (SPI Supplies, Grade V-4 Muscovite, 0.26 mm thickness, 25 x 
25 mm square) in a stainless steel templates (20.43  mm diameter) by a hydraulic press (Carver 
Laboratory Press) to 10,000 lb in
-2
 for 30 min. Au-TiO2 extrudates were ground into a fine powder (> 200 
mesh) prior to pressing into pellets. Catalyst pellets (30-45 mg) were tested in a previously described gas 
phase transmission infrared (IR) cell
14
 with ZnSe windows (Yutai Optics, 25.4 mm diameter, 10 mm 
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thick). The IR cell was heated using resistive cartridge heaters and the temperature was controlled using a 
PID controller (Watlow, EZ-Zone). Formic acid (HCOOH, Sigma, 99.0%), deionized water (Millipore, 
17.8 MΩ), and deuterium oxide (D2O, Aldrich, 99.9% atom D) were fed using a glass syringe (Hamilton 
1000) and vaporized approximately 60 cm upstream of the IR cell in a cross-flow configuration with the 
gas stream. Gas flow rates (He (Airgas, 99.0% with 1.0% SF6), CO (Airgas, 99.99%), H2 (Airgas, Ultra-
high purity), CO2 (AirGas, 99.99%), O2 (Airgas, Ultra-high purity)) were controlled through mass flow 
controllers (MFCs, Alicat) while liquid flow rates were controlled using a syringe pump (Legato 110, KD 
Scientific). Transfer lines were heated using resistive heating tape in order to keep reactants and products 
in the gas phase. Both gas and liquid flowrates were automated using LabVIEW.   
Spectra were obtained at 1 cm-1 resolution using in situ transmission Fourier transform infrared (FTIR) 
spectroscopy with a spectrometer (Bruker, Vertex 70) equipped with liquid nitrogen cooled HgCdTe 
detector using the OPUS software. Effluent was measured downstream of the IR cell using a quadrupole 
mass spectrometer (QMS, Pfeiffer, Thermostar) and Quadstar software. Measured intensities of fragments 
from HCOOH, CO, CO2, H2O, and H2 were calibrated through the bypass to the QMS in order to 
calculate the concentrations of these components within the effluent. 
Prior to spectroscopic measurements, catalysts were heated from 298 K to 473 K  at 5 K min-1 and held at 




 of 40% O2 bal. 1% SF6-He. Following the oxidative treatment, the cell 




 1% SF6-He at 473 K for 30 min and then cooled to 373 K. Background 




 1% SF6-He. Steady state spectra 
were collected by averaging 128 scans at 373 K. Transient spectra from cutoff, modulation, and 
temperature programmed oxidation experiments were collected by averaging 4-128 scans depending on 
the time resolution required for a given experiment. Temperature was increased at 5 K min
-1
 to 573 K 
during temperature programmed oxidation measurements in flowing O2 and He. Modulation experiments 




) in sinusoidal 
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 out of phase with the CO flow rate at 373 K. 
5.2.2 Spectral Processing 
Phase sensitive detection
92
 removes spectral features that do not oscillate at the stimulated frequency of 
[CO]; thus, the remaining features from species whose concentrations change with [CO] by converting 










          (5.1) 
Here A(t) and 𝐴𝑛(𝜙𝑛
𝑃𝑆𝐷) are time- and phase-domain response of the measured species (i.e., the time and 
phase resolved spectral intensities), respectively, T is the period length for the modulated [CO] (50-1000 
s), ω is the stimulated frequency in rad s-1 equivalent to 2π/T, n is the demodulation index (i.e., harmonic 
or overtone) and set to 1 (i.e., the fundamental frequency and frequency of the [CO] modulation) and 
𝜙𝑛
𝑃𝑆𝐷 is the user defined phase demodulation angle or phase setting. A detailed mathematical derivation 
and implications are discussed in detail elsewhere.
242
 
Transient cutoff spectra and phase resolved spectra were deconvoluted using multivariate curve 
resolution-alternating least squares (MCR-ALS) applied with the MATLAB GUI developed by Jaumot et 
al. to extract independent species, including the concentrations and spectra.105,106 Spectra were truncated 
to remove regions with significant noise. Evolving factor analysis was used to provide initial guesses for 
the spectra.
105
 Concentrations of species during cutoff experiments were constrained to greater than zero 
using fast non-negativity-constrained least squares. The MATLAB program iteratively solved for spectra 
and concentrations until the convergence criteria were met. The resulting spectra were baseline corrected 
and normalized to the most intense feature ~1370 cm
-1
 using OriginLab’s OriginPro 9 software. The 
normalization assumes the extinction coefficient for the νs(OCO) of bidentate formate at ~1370 cm
-1
 of 
the isolated species is approximately the same, which permits comparison of relative concentrations 
between isolated species. 
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5.3 Results and Discussion  
5.3.1 Comparison of Steady State Spectra and Rates of HCOOH Decomposition over Au-TiO2 and 
anatase TiO2 
Spectra obtained during steady state reactions of formic acid (HCOOH, 0.3-2 kPa, 373 K) reveal gas 
phase and surface intermediates that form over 1 wt% Au-TiO2 and anatase TiO2 (Figure 5.1). Spectra 
reflect the presence of multiple surface species based on characteristic features of monodentate formate 








 respectively), bidentate 








 respectively), and 






 respectively). Figure 5.2 
shows spectra of gas phase HCOOH without a catalyst pellet only has vibrations at 2960, 2935, 1791, 
1756, 1211, 1121, and 1090 cm
-1
, which indicates that all the other features in Figure 5.1 result from 
surface species. The small feature at 1785 cm-1 in Figure 5.1 reflects the ν(C=O) from the small 
contribution from gas phase HCOOH. The larger relative amplitude of the bidentate and mondentate 
formates on Au-TiO2 in comparison with TiO2 based on the νa(OCO) at 1560 and 1660 cm
-1
 over Au-
TiO2 and 1560 and 1680 cm
-1
 suggests that the presence of Au facilitates a different binding coordination 




Figure 5.1 Infrared spectra obtained during reactions of HCOOH over 1 wt% Au-TiO2 (a and b), and 
anatase TiO2 (c and d) at 373 K at various HCOOH pressures (0.1 kPa, black; 0.3 kPa, red; 0.5 kPa, blue; 





Figure 5.2 Infrared spectra of gas phase HCOOH (4 kPa, black; 3 kPa, red; 2 kPa, blue; 0.75 kPa, green; 
0.3 kPa, brown) in an empty IR cell at 373 K. 
Certain spectral features over anatase TiO2 in Figure 5.1d increase with increasing HCOOH pressure 
([HCOOH]) (1785, 1722, 1680, 1175, 1105 cm
-1
), while other features remain roughly constant or even 
decrease with increasing [HCOOH] (1560 and 1375 cm
-1
). The simultaneous decrease and increase in 
absorbance of different features (e.g., 1375 and 1660 cm
-1
, respectively) indicates that one binding 
configuration is preferable at low coverages, but the adsorbate changes orientations with increasing 
coverage due to dispersive interactions. Here, the νa(OCO) (1560 cm
-1
) and νs(OCO) (1375 cm
-1
) from 
bidentate formates decrease slightly while the νa(OCO) attributed to monodentate formate increases with 
increasing [HCOOH]. Monodentate formate binds to a single Ti atom, bridging bidentate binds to two Ti 
atoms, and chelating bidentate formate forms two bonds to a single Ti atom. The preference towards 
monodentate formate at higher [HCOOH] is analogous to the migration of CO from three-fold hollows to 
bridging sites with increasing coverage over Ni surfaces as a result of dispersive forces between 
adsorbates.
243





 Spectroscopic studies note the change in relative intensity of different formate 
vibrational modes with coverage on Cu(110).
245
 Density functional theory (DFT) calculations predict 
monodentate formate binds more weakly than bidentate formates to anatase TiO2(001),
221
 which is 
consistent with the observed increase in monodentate formate relative to bidentate formate at higher 
[HCOOH]. 
 
Figure 5.3 Change in measured rates as a function of average [HCOOH] for CO2 (■) and CO (●) 
formation over 1 wt% Au-TiO2 (filled) and anatase TiO2 (open) at 373 K. Dashed lines indicate power 
law fits. 
Measured rates and selectivities towards dehydrogenation and dehydration (i.e., formation of CO2 and 
CO, respectively) as a function of average [HCOOH] (0.01-0.5 kPa HCOOH, 373 K) shown in Figure 5.3 
indicate that Au-TiO2 has higher rates as compared with TiO2. Rates are plotted a function of average 
[HCOOH] as the conversions are greater much greater than 10%; therefore, the concentration of 
[HCOOH] changes significantly across the catalyst pellet. Measured rates of CO (rCO) and CO2 (rCO2) 
production over TiO2 anatase are proportional to [HCOOH] (rCO ~ [HCOOH]
1.25±0.06 
 and rCO2 ~ 
[HCOOH]0.79±0.06), which may indicate that the sites on TiO2 are not saturated with a HCOOH-derived 
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intermediate or that decomposition over TiO2 occurs through a bimolecular mechanism as proposed 
previously.
73
 Rates of CO and CO2 formation over Au-TiO2 are both nearly independent of [HCOOH] 
([HCOOH], rCO ~ [HCOOH]
0.24±0.09 
 and rCO2 ~ [HCOOH]
0.11±0.04
), which indicates that the active sites that 
contribute most significantly to HCOOH decomposition are largely covered by some HCOOH-derived 
species. This is consistent with previous kinetic studies over Al2O3 supported Au nanoparticles at 353 K, 
which report turnover rates of HCOOH decomposition are independent of [HCOOH] (0.25-8 kPa 
HCOOH).
234
 Spectra acquired during these kinetic measurements (Figure 5.1a) indicate that certain 
features are nearly saturated at ~0.3 kPa HCOOH (e.g., 1660, 1560, and 1370 cm
-1
 from formate species) 
while other features attributed to physisorbed HCOOH (1718 and 2935 cm
-1
) continually increase with 
increasing [HCOOH]. Together the kinetic and spectroscopic measurements indicate some HCOOH-
derived species, possibly formates, saturate the active sites of Au-TiO2 surface; however, these spectra do 
not definitively indicate whether the formates are bound to the Au or TiO2 surface. 
 
Figure 5.4 Difference in measured absorbance of HCOOH over 1 wt% Au-TiO2 without co-fed CO and 
with 1.2 kPa CO at 373 K (0.3 kPa HCOOH, black; 1 kPa HCOOH, red). 
CO selectively binds to Au as opposed to TiO2 under these conditions (0.3 kPa HCOOH, 373 K, 1 kPa 
CO, Figure 3a), which provides the ability to isolate intermediates bound to the Au. Figure 3b displays 
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the difference in absorbance with and without co-fed CO over Au-TiO2. The small difference in absolute 
absorbance with and without co-fed CO indicate a large fraction of the signal is related to intermediates 
bound to TiO2; however, the presence of CO decreases turnover rates of HCOOH on Au-TiO2 by 28% at 
0.3 kPa HCOOH, which indicates that the majority of spectral signals are related to spectator species or 
species adsorbed to TiO2.   
The difference spectra over Au-TiO2 also reveal the presence of monodentate formate, bidentate formate, 
and physisorbed formic acid bound to the Au surface (Figure 5.4). A greater fraction of monodentate 
formates are bound to the Au surface than the TiO2 surface based on the greater relative peak heights of 
νa(OCO) from monodentate and bidentate formates in the difference spectra (1640 and 1587 cm
-1
, 
respectively) as compared to the measured spectra (1660 and 1590 cm-1, respectively). The relative ratio 
of monodentate to bidentate formates bound to the Au increases with increasing [HCOOH] and constant 
[CO], which is analogous to the features over TiO2 in Figure 5.1b that show preference towards 
monodentate over bidentate formate with increasing coverage. The observation of both monodentate and 
bidentate formates over Au and TiO2 surfaces and the change in configuration with coverages suggests 
that both are present during decomposition of HCOOH but does not indicate the role of each within the 
mechanism of HCOOH over Au and TiO2 surfaces. 
5.3.2 Comparison of Transient Spectra over Au-TiO2 and anatase TiO2  
Surface intermediates formed during HCOOH decomposition over Au-TiO2 and anatase TiO2 have 
unique kinetic parameters to form and desorb, which are distinguished during transient cutoff 
experiments. Figure 5.5a displays the transient spectra of intermediates on 1 wt% Au-TiO2 measured over 
14 h after the removal of HCOOH from the feed (0.3 kPa HCOOH to 0 kPa, 373 K, 67 sccm 1% SF6/He). 
Features related to physisorbed HCOOH and gas phase HCOOH (ν(C=O) at 1780 and 1715 cm
-1
, 
respectively) decay at higher rates than those from surface formates (e.g., νa(OCO) and νs(OCO)), and the 
features from monodentate and bidentate formates decay at different rates (e.g., νa(OCO) at 1660 and 
1560 cm
-1





become distinguishable several hours following the removal of HCOOH from the feed. These new 
features are from species that are not present at the pressures of HCOOH (0.3-2 kPa) shown in Figure 5.1 
or are masked by overlapping features of species at higher coverages.  
 
Figure 5.5 a) Transient infrared spectra measured over 16 h after the removal of HCOOH (0.3 kPa) from 
reactant feed over 1 wt% Au-TiO2 (373 K). Extended spectral range shown in Appendix D (Figure D1). 
Isolated spectra (b) and corresponding concentrations (c, symbols) of formate species (Pool i, ●; Pool ii, 
■; and Pool iii, ▲) deconvoluted from the transient spectra by MCR-ALS (symbols). c) Cumulative 
moles of desorbed CO (orange line) and CO2 (purple line) formed during the transient experiment. d) 
Rates of formation for CO (orange line), CO2 (purple line), and formate species (Pool i, ●; Pool ii, ■; and 




Figure 5.5b and 5.5c displays the spectra and concentration of species extracted from the transient data 
shown in Figure 5.5a using multivariate curve resolution-alternating least squares (MCR-ALS). All three 
spectra contain features from surface formates (e.g., ν(C-H), ν(OCO), and δ(C-H) in Figure 5.5b). The 
corresponding coverages in Figure 5.5c indicate the dominating surface species at steady state (Species i) 
has a greater relative ratio of monodentate features relative to bidentate formate features in comparison 
with the two species that form at extended times. The monodentate dominant species also contains the 
features from gas phase and physisorbed HCOOH based on the shoulders at 1715 and 1208 cm
-1
 
attributed to ν(C=O) and ν(C-OH), respectively. The existence of the mondentate formate, bidentate 
formate, and HCOOH features in this primary group indicates that this is a pool of species that have 
similar concentration profiles. The heterogeneity of the catalyst and imperfect fluid dynamics within the 
IR cell may give rise to this pool of species rather than single intermediates. 
The monodentate pool (Pool i, Scheme 5.1) converts into a pool that still contains monodentate formate 
features but the νa(OCO) is shifted from 1665 in the monodentate pool to 1650 cm
-1
. This second pool 
(Pool ii) has a greater ratio of νa(OCO) attributed to bidentate than monodentate formate. The bidentate 
pool (Pool ii) increases followed shortly by the increase in the cumulative desorption of CO2 and CO 
(Figure 5.5c), which suggests that CO2 and CO form from bidentate pool rather than the monodentate 
pool. Figure 5.5d displays the formation rates of CO, CO2, and the pools of species. The bidentate pool 
decreases in coverage after 20 min after which the third species pool increases in coverage.  
This third pool (Pool iii) has no contributions from monodentate formates and has two distinguishable 
sets of vibrations from bidentate formates: ν(C-H)
66,72




ν(OCO)+δ(O-H) at 2742 
and 2722 cm
-1
, νa(OCO) at 1593 and 1557 cm
-1
, and νs(OCO) at 1379 and 1357 cm
-1
 (Figure 5.5b).  
Bidentate formates on TiO2 surfaces bind in either a bridging or chelating configuration to two or one Ti 
atom. Gong et al. demonstrates bidentate formates bind stronger than monodentate formates, with 
chelating bidentate binding stronger than the bridging bidentate formate on anatase TiO2(001).
221
 The 





Henderson indicates that oxygen vacancies form during HCOOH decomposition over TiO2(110);
73
 
therefore, the Pool iii may be chelating bidentate formates bound to two different types of Ti near O 
vacancies that form during HCOOH decomposition or a chelating and bridging bidentate formate. 
Scheme 5.1 illustrates these two configurations. Pool iii persists on the surface even after 14 h, but CO2 
and CO do not continue to form, which indicates that this strongly bound bidentate pool is not an active 
intermediate during HCOOH decomposition on Au-TiO2.   
 
Scheme 5.1 Proposed conversion of intermediates that form during decomposition of HCOOH on Au-
TiO2 and TiO2 surfaces. Dashed lines group the pools of species that respond at similar rates during 




Figure 5.6 Cumulative moles (a) and desorption rate (b) of CO (orange line) and CO2 (purple line) 
formed and infrared spectra (c) during temperature programmed oxidation over Au-TiO2 in 67 cm
3 min-1 
of 7.5 kPa O2 after cutoff experiments shown in Figure 5.5. Temperature (■) increased at 5 K min
-1 from 
373-573 K. Raw spectra without baseline correction are shown in Appendix D (Figure D1). 
Moles of CO2 and CO formed during temperature programmed oxidation (TPO) of Au-TiO2 quantify the 
residual chelating bidentate species remaining after the cutoff experiment (Figure 5.6, 7.5 kPa O2 in 
1%SF6/He, 373-573 K, 5 K min
-1
). CO evolves rapidly upon the introduction O2 and continues to form 
until ~450 K. CO2 does not form until ~450 K and continues to desorb at 573 K for nearly 20 min. Figure 
5.6b shows spectral features during the TPO related to changes in residual adsorbates and catalyst 




ν(OCO)+δ(O-H) at 2740 cm
-1 
(Figure D2), 
νa(OCO) at 1592 cm
-1
 and νs(OCO) at1361 cm
-1
 (Figure 5.6b)) decay at a faster rate than a separate group 
(ν(C-H) at 2870 cm
-1
, νa(OCO) at  1556 cm
-1
 and νs(OCO) at1379 cm
-1
) below 450 K during the time that 
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CO primarily forms. The remaining spectral features related to formates (i.e., ν(C-H) at 2870 cm
-1
, 
νa(OCO) at 1566 cm
-1
, and νs(OCO) at 1379 cm
-1
) nearly completely decay between 473-573 K during the 
formation of CO2. Deacon and Philips compare the separation of νa(OCO) and νs(OCO) of bridging and 
chelating carboxylate groups bound to Cu,
246
 which suggests the first bidentate formate to decompose is 
in a bridging configuration and the second binds in a chelating configuration. This is consistent with 
calculations indicating chelating bidentate formates are more stable on anatase TiO2(001) than bridging 
bidentate formate.
221
 The bridging and chelating formates also form primarily CO and CO2, respectively, 
based on the production of CO at low temperatures and concurrent decomposition of bridging bidentate 
formate features. 
As the temperature increase above 450 K, the feature at 1627 cm-1 becomes increasingly negative, which 
indicates a change to the catalyst surface because the background spectrum reflects pretreated Au-TiO2. 
The vibration at 1627 cm
-1
 is attributed to δ(O-H) of H2O, which is not removed from the Au-TiO2 during 
the oxidative pretreatment in 40% O2 to 473 K; thus, as H2O desorbs at temperatures greater than 473 K 
the spectral features (i.e., δ(O-H) at 1627 cm
-1
) become negative. Spectral changes between 1220 and 
1040 cm
-1
 may result from changes in the hydroxyl groups (δ(Ti-O-H)) on the TiO2 surface.
247
 The 
changes in adsorbed H2O and Ti-OH groups during the TPO indicate changes to Au-TiO2 while the 




Figure 5.7 a) Transient infrared spectra measured over 16 h after the removal of HCOOH (0.3 kPa) from 
reactant feed over anatase TiO2 (373 K). Extended spectral range shown in Appendix D (Figure D1). 
Isolated spectra (b) and corresponding concentrations (c, symbols) of formate species (Pool i, ●; Pool ii, 
■; and Pool iii, ▲) deconvoluted from the transient spectra by MCR-ALS (symbols). c) Cumulative 
moles of desorbed CO (orange line) and CO2 (purple line) formed during the transient experiment. d) 
Rates of formation for CO (orange line), CO2 (purple line), and formate species (Pool i, ●; Pool ii, ■; and 
Pool iii, ▲) during transient experiment normalized by moles of TiO2. Scheme 5.1 summarizes the pools 
of species. 





 1% SF6/He) show similarities in time scales for the formation and consumption of 
intermediates, changes in spectral features, evolution of products to those over Au-TiO2, but TiO2 
displays a greater coverage of residual species remaining on the surface after16 h. Similar to the species 
that form on Au-TiO2 shown in Figure 5.5, all three pools the species isolated from the transient data in 
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Figure 5.7a contain vibrations related to formates (e.g., νa(OCO) and ν(C-H)). The dominant species at 
steady state includes the shoulders at 1715 and 1208 cm
-1
 attributed to ν(C=O) and ν(C-OH) from gas 
phase and physisorbed HCOOH and includes the νa(OCO) from both monodentate and bidentate 
formates, with a greater amplitude from the monodentate νa(OCO) relative to the bidentate formate. Pool i 
decomposes monotonically with time as Pool ii and Pool iii form.   
Pool ii formed over TiO2 during the cutoff experiment (black squares, Figure 5.7c) increases in 
concentration until ~30 min after which it decreases to 0. Rates of CO and CO2 formation (Figure 5.7d) 
dramatically decrease and approach zero as the concentration of Pool ii decreases, which indicates CO 
and CO2 evolve form Pool ii. Pool ii contains an even greater relative amplitude of monodentate νa(OCO) 
at 1670 cm-1 to bidentate formate νa(OCO) at 1585 and 1525 cm
-1 unlike Pool ii on Au-TiO2, which 
contained a smaller relative amplitude of νa(OCO) from monodentate to bidentate formate. Pool ii on both 
Au-TiO2 and TiO2 shows a maximum concentration around 30 min, which suggests the processes 
occurring on the two materials is similar and likely describes decomposition on the TiO2 surface not the 
Au surface. The decrease in formation rates of CO and CO2 as Pool ii decreases in concentration while 
the third pool continues to increase in concentration (Figure 5.7c and 5.7d) suggests that Pool iii is not an 
active intermediate to form CO and CO2 on TiO2.   
Pool iii on anatase TiO2, similar to Pool iii on Au-TiO2, has two distinguishable bidentate features 
(νa(OCO) at 1564 and 1533 cm
-1
 and νs(OCO) at 1382 and 1371 cm
-1
) likely from chelating and bridging 
bidentate formate bound to Ti sites near O vacancies. The residual species on anatase TiO2 have 
contributions from monodentate formates (e.g., νa(OCO) at 1670 cm
-1
) whereas on Au-TiO2 the residual 
species (Pool iii) has no vibrations related to monodentate formate. The similarities between the 
formation and decomposition of species on TiO2 and Au-TiO2 suggest that Scheme 5.1 also illustrates the 
sequence of species observed over TiO2. The concentration of the residual species (Pool iii) after more 
than 14 h is significantly higher on the TiO2 than the Au-TiO2 (0.8 and 0.1, respectively), which indicates 




Figure 5.8 Cumulative moles produced (a) and desorption rates (b) of CO (orange line) and CO2 (purple 





of 7.5 kPa O2 after cutoff experiments shown in Figure 5.7. Temperature (■) increased at 5 K min
-1
 
from 373-573 K. Raw spectra without baseline correction are shown in Appendix D (Figure D1). 
The residual species on TiO2 decompose to form CO and CO2 during TPO with similar profiles to those 
of Au-TiO2 (Figure 5.8a and Figure 5.6a, respectively). CO evolves rapidly as the temperature increases 
until ~450 K, after which CO2 evolves from the surface. Figure 5.8b shows the decay of different spectral 
features during the TPO, which indicate the decomposition of the residual species at different rates and 
changes in the catalyst. The monodentate formate νa(OCO) and νs(OCO) (1670 and 1295 cm
-1
, 
respectively) are the first features to decay below 440 K during which > 90% of the CO evolves. Bridging 
bidentate formate νa(OCO) (1570 cm
-1
) decreases more rapidly than the chelating bidentate formate 
νa(OCO) (1540 cm
-1
) between 440 and 515 K, which coincides with the initial formation of CO2. Above 
515 K, the chelating bidentate formate νa(OCO) decays at a higher rate than the bridging bidentate 
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νa(OCO) and a second evolution of CO begins at 515 K. The order of decaying formate features is 




Spectral features at 1624 and 1546 cm
-1
 become negative above 470 K and 563 K, respectively, which 
reflects changes in the catalyst from the background spectra after the oxidative pretreatment in 40% O2 to 
473 K. The feature at 1624 cm
-1
 indicates the loss of δ(O-H) and the desorption of H2O from the TiO2 
surface. The negative feature at 1546 cm
-1 
may be the loss of isolated H2O molecules on the TiO2 surface, 
which is consistent with calculated vibrations of H2O molecules (i.e., δ(O-H)) showing a 80 cm
-1
 shift 
from liquid water over Ti8O16 nanoclusters.
248
 Spectra obtained during TPO over Au-TiO2 do not show a 
negative feature related to isolated H2O molecules on H2O, which suggests that the Au aids in the 
desorption of H2O from the TiO2 surface such that after the oxidative pretreatment, no isolated water 
molecules are bound to the TiO2 surface in the background spectra. 
Similar moles of carbon desorb from the anatase TiO2 and Au-TiO2 when normalized to the moles of TiO2 
(0.072 and 0.083 mol C mol
-1
 TiO2) (Table D2); however, TiO2 forms more than double the moles of CO2 
from the residual formates relative to Au-TiO2 (Table 5.1). Additionally, a significant fraction of νs(OCO) 
attributed to bidentate formates remain after holding the temperature at 573 K for 30 min, while the 
νa(OCO) features do not persist. The lack of νa(OCO) features at 573 K may result from the overlapping 
δ(O-H) features that decrease desorbing H2O molecules. The CO2 desorption rate slows (Figure 5.8b) but 
does not decrease completely to 0, which indicates the formates that remain on the surface require a 
higher temperature to decompose in comparison with the residual formates on Au-TiO2 that appear to 
fully decompose during the TPO. Given that the coverage of residuals is eight times greater on anatase 
TiO2 than Au-TiO2 and formates appear to remain on the surface following the same TPO, we assume the 
Au-TiO2 surface has significantly fewer residual species on the surface following the cutoff experiment 
because the Au facilitates the desorption of species on the TiO2 demonstrated by the formate 
decomposition and the lack of isolated H2O molecules following the oxidative pretreatment. 
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Table 5.1 Ratios between of total moles of C formed over 1 wt% Au-TiO2 and anatase TiO2 and 
maximum desorption rates over 1 wt% Au-TiO2 and anatase TiO2 during transient cutoff experiments (0.3 
to 0 kPa HCOOH, 373 K) and temperature programmed oxidation (373-573 K, 5 K min
-1
, 7.5 kPa O2) 










Maximum Desorption Rates  
(mol C)(mol TiO2 · s)
-1
 
Cumulative Desorption  
 (mol C)(mol TiO2) 
Conditions CO CO2 Total CO CO2 CO CO2 Total 
0 kPa D2O 3.54 2.38 2.66 1.13 1.64 1.26 0.43 0.87 
0.04 kPa D2O 0.89 1.31 1.15 0.71 0.86 1.05 1.50 1.17 
 
Analogous cutoff experiments while co-feeding 0.04 kPa D2O over Au-TiO2 (Figure D2) reveal higher 
rates of desorption for products, CO and CO2 by ~50%  in comparison with a ‘dry-feed’ (Table D1). The 
isolated spectra (Figure D3c) reflect the same species that form in the absence of co-fed D2O (Figure 
5.5b), but rates of consumption and formation of the monodentate and bidentate formate pools are greater 
by an order of magnitude (Figure D3d). The residual bidentate formate pool decomposes prior to 
oxidative treatments, leaving a fourth species—deuterated hydroxyls. The deuterated hydroxyls features 
(2700-2000 cm
-1,249
) do not significantly increase until residual bidentate formates begin to decrease (~10 
min after removal of HCOOH, Figure D3d), which indicates that these hydroxyls replace the formates. If 
the residual formates are bound near O vacancies, the D2O may dissociate to fill the vacancy and form 
two hydroxyls.
73
 The presence of D2O does not stop the formation of these residual chelating and bridging 
bidentates on TiO2, which suggests that HCOOH forms the O vacancy, while the D2O adsorbs, activates 
the decomposition of the formate, and fills the vacancy. The increased rates of formate formation and 
decomposition, CO and CO2 formation in the presence of D2O is consistent with previous works,
219,227
 
and demonstrates that co-fed water improves rates for decomposition of HCOOH over Au-TiO2 by 
avoiding the accumulation of residual formates on the TiO2 surface.   
Both Au and D2O decrease the accumulation of residual bidentate formates on the TiO2 surface based on 
the comparisons kinetic and spectroscopic data during transient cutoff experiments (Tables 5.1 and D1). 
The presence of D2O during transient cutoff experiments over anatase TiO2 (Figure D5) also increases 
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decomposition rates by a factor of 3 during the cutoff experiment (Table D1), but a significant fraction of 
residual bidentate formates remain on the TiO2 surface (Figure D5d) and do not fully decompose during 
TPO (Figure D6). Au-TiO2 evolves 2-3 times more CO and CO2 than anatase TiO2 during the cutoff 
experiment without co-fed D2O, but with co-fed D2O, the two materials form nearly equivalent moles of 
C (Table 5.1). The maximum rates of CO and CO2 formation during cutoff experiments are ~40% greater 
over Au-TiO2 than TiO2 without D2O, but are ~25% lower with 0.04 kPa D2O (Table 5.1). Spectra of the 
TPO over both Au-TiO2 and anatase TiO2 indicate that water is bound to the TiO2 surface until ~450 K 
where after the δ(O-H) feature becomes negative (Figures 5.6 and 5.8). Together, these data suggest that 
the Au surface may shuttle the water molecules across the TiO2 to activate the formates and fill O 
vacancies. When water is co-fed, the Au nanoparticles no longer provide an advantage to the TiO2 
because enough water is present in the gas phase to adsorb and react with the formates as needed. 
The transient cutoff experiments and TPO measurements provide extensive information regarding the 
slow processes that primarily occur over the TiO2 surface, based on the similarities between the spectra 
and evolution of CO and CO2 over Au-TiO2 and TiO2; however, these data fail to provide information 
regarding interconversion of intermediates over the Au surface. Figure 5.4 displayed the spectra of 
formate intermediates isolated on the Au surface by co-feeding CO with HCOOH, but does not indicate 





5.3.3 Isolation of Formate Intermediates over Au Surface by Modulation Excitation Spectroscopy of CO 
Pressure 
 
Figure 5.9 a) Isolated spectra of species (Pool A, blue; Pool B, red) that modulate with CO pressure 
(1000 s period, 0.01- 30 kPa CO, 0.3 kPa HCOOH) over 1 wt% Au-TiO2 at 373 K. Spectra are extracted 
from phase resolved spectra (Figure D4) using MCR-ALS and normalized by the maximum intensity 
~1370 cm
-1
. b) Difference spectra between Pool A and Pool B. Dashed line indicates an absorbance 
difference of 0. Scheme 5.3 illustrates which species comprise Pool A and Pool B. 
Modulation excitation spectroscopy (MES) of [CO] combines competitive adsorption of CO and 
HCOOH-derived intermediates on Au and transient data that detail kinetic information of reactive 
intermediates. Figure D7 displays the phase resolved spectra obtained during modulation of [CO] in a 
sinusoidal function with time between 0.01-29 kPa with a period length of 1000 s (0.3 kPa HCOOH, 373 
K) and filtered using phase sensitive detection (PSD). Independent species isolated from the phase 
resolved spectra using MCR-ALS (Figure 5.9a), indicate two pools of species governed by different sets 
of kinetic parameters that result in different responses to the changing [CO]. The two isolated spectra 
show significant similarities to spectra obtained at steady state (Figure 5.1a), which contain contributions 
from species bound to TiO2 as indicated by the difference spectra with co-fed CO (Figure 5.4). The 
similarities between the steady state spectra and isolated spectra from modulation of [CO] and following 
PSD are surprising as the CO should only displace species bound to the Au surface and the PSD should 
filter out all of the spectral features that do not oscillate at the stimulated frequency of the [CO] (i.e., 
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features of intermediates bound to TiO2 and spectator species bound to Au). The two isolated spectra, 
while different than expected, are so similar that we must examine the difference in absorbance to 
elucidate unique spectral features and thus species that change during the modulation. 
The difference spectra shown in Figure 5.9b, highlights the change in composition and coordination of 
intermediates between the two pools. Pool A contains larger contributions (i.e., positive values in the 
difference spectra) from gas phase CO (ν(C=O) at 2142cm
-1









, respectively), gas phase HCOOH (ν(C=O)+ν(C-OH) at 2935 cm
-1
 
ν(C=O) at 1785 cm
-1
 and ν(C-OH) at 1208 cm
-1
), physisorbed HCOOH (ν(C=O) at 1726 cm
-1 
) and the 
νa(OCO) of monodentate and bidentate formate (1600 and 1540 cm
-1
, respectively). Pool B, however, 
contains stronger contributions from the ν(C-H) and νs(OCO) features of monodentate formate (2865 and 
1330 cm
-1
, respectively) based on the negative absorbance difference. Pool A must describe intermediates 
earlier in the reaction coordinate diagram than Pool B because Pool A contains the features of the 
reactant, HCOOH. The difference in contributions of νa(OCO), νs(OCO) and ν(C-H) of monodentate 
formate between the two species pools indicates that the monodentate formate changes orientation during 
the decomposition of HCOOH on the Au surface depicted in Scheme 5.2. The monodentate formate in 
Pool A has greater contributions from the νa(OCO), so the formate must be oriented such that the 
carboxylate bond is more perpendicular to the Au surface. Pool B must have the C-H bond more 
perpendicular with the Au surface. 
 
Scheme 5.2 Proposed orientation of monodentate formate in Pool A (a) and Pool B (b) during modulation 
of CO pressure during decomposition of HCOOH over 1 wt% Au-TiO2 at 373 K. Arrows indicate 
direction of dipole movement (νa(OCO), blue; νs(OCO), red; ν(C-H), green). Triangles are intended to 
guide the eye to relative vectors in the x and y directions.  
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Pool A contains the spectral features of adsorbed CO, gas phase CO and HCOOH; thus, under these 
conditions, elementary steps to desorb CO, adsorb HCOOH and deprotonate the hydroxyl group to form 
monodentate formate do not have significant energy barriers to result in a lag during the modulation (i.e., 
these species form a single pool with immeasurable differences in temporal responses to changes in 
[CO]). The change in orientation of the monodentate formate causes a lag in the response to the 
modulated [CO] due to a sufficiently high energy barrier (i.e., low rate constant). The spectroscopic 
evidence of the two orientations of monodentate formate over Au surfaces is consistent with 
computational studies using DFT and microkinetic modeling of Au(111), Au(211) and Au(100) surfaces 
that propose the monodentate formate intermediate formed from HCOOH changes orientation such that 
the C-H bond transitions closer to the Au surface just prior to the C-H bond rupture.70 These data indicate 
that HCOOH decomposition on Au nanoparticles occurs through the monodentate formate following a 
change in orientation (Scheme 5.3) and that the change in orientation has much higher energy barriers 
(i.e., lower rate constants) than the earlier elementary steps. 
 




Figure 5.10 Difference in absorbance of isolated spectra of species Pool A and Pool B that modulate with 
CO pressure (0.01- 30 kPa CO, 0.3 kPa HCOOH) over 1 wt% Au-TiO2 at 373 K at varying period lengths 
(1000 s, black; 500 s, green; 100 s, red; 50 s, blue). Spectra are extracted from phase resolved spectra 
using MCR-ALS and normalized by the maximum intensity ~1370 cm
-1
. Dashed line indicates an 
absorbance difference of 0. Scheme 5.3 illustrates which species comprise Pool A and Pool B. 
MES experiments can probe reactions at different time scales by adjusting the period of the stimulation. 
The period of modulation for [CO] in Figure 5.9 is 1000 s,  or 16.6 min, which is  similar to the time scale 
in the cut off experiments (Figure 5.5) for Pool ii (i.e., bidentate pool) to reach its maximum 
concentration (i.e., rate to change from positive to negative values). Figure 5.10 shows the difference 
spectra of the isolated species pools formed during modulation of [CO] at period lengths 50, 100, 500 and 
1000 s, which all reveal the same groups of features in the isolated pools (i.e., Pool A contains gas phase 
and physisorbed HCOOH and the νa(OCO) of monodentate formate while Pool B contains the ν(C-H) and 
νs(OCO) of monodentate formate). The bidentate νa(OCO) (1540 cm
-1
) is only significant at the longest 
period length (1000 s), which suggests the bidentate formate responds to a different set of kinetic 
parameters and cannot form and decompose within the time scale of the faster modulations (≤ 500 s). The 
bidentate formate feature observed in the difference spectra at 1000 s may be attributed to a species bound 
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to the TiO2 surface that have sufficient time during the 1000 s period to respond to the small changes in 
[HCOOH] (indicated by the presence of the ν(C=O) at 1785 cm
-1 
in the difference spectra). These isolated 
spectra from modulation of [CO] (Figure 5.10) combined with the difference spectra at steady state with 
co-fed CO (Figure 5.4) that displayed greater contributions from monodentate formate than bidentate 
formate suggest that HCOOH decomposes on Au primarily through the monodentate formate 
intermediate after it changes orientation. 
5.4 Conclusions 
The combination of CO inhibition, transient cutoff and modulation, and temperature programmed 
oxidation experiments over 1 wt% Au-TiO2 and comparisons with anatase TiO2 provide evidence for 
conversion of formate intermediates over the Au and TiO2 surfaces while both surfaces simultaneously 
decompose HCOOH to form CO and CO2. Measured rates of HCOOH decomposition over TiO2 are 
significantly lower than Au-TiO2 which is consistent with the time scales for formate intermediates to 
decompose on the TiO2 surfaces of anatase TiO2 and the TiO2 surface of the Au-TiO2 in comparison with 
the time scales probed during modulation experiments. 
HCOOH forms both monodentate and bidentate formates on the TiO2 surface and transient spectra over 
Au-TiO2 indicate CO and CO2 form from the bidentate formate. Residual chelating and bridging bidentate 
formates, likely bound near O vacancies, remain on the TiO2 surface of anatase TiO2 and Au-TiO2 after 
14 h and do not evolve to form CO and CO2; however, significantly higher coverages of residual species 
remain on the anatase TiO2 than the Au-TiO2 following cutoff experiments and temperature programmed 
oxidative treatments, which indicates that Au facilitates the desorption of species from the TiO2 surface. 
Co-fed D2O increases the rates of formate decomposition on 1 wt% Au-TiO2 and anatase TiO2. The 
presence of D2O removes the benefit of Au nanoparticles to desorption rates on the TiO2 surface, which 
suggests that the Au nanoparticles improve desorption rates of formate species on TiO2 by shuttling water 
molecules across the catalyst surface to fill O vacancies. 
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Spectra obtained during CO inhibition and modulation experiments over 1 wt% Au-TiO2 indicate that 
HCOOH decomposition occurs primarily through monodentate formates on the Au surface. CO 
selectively binds to the Au surface over the TiO2; thus, sinusoidal modulation of CO pressure at time 
scales significantly shorter than those require for interconversion of formates on TiO2 (< 2000 s, as 
determined by cutoff experiments), filter out the spectral contributions from TiO2 using phase sensitive 
detection. Monodentate formate rotates its binding coordination on Au such that the C-H bond is closer to 
the Au surface. The rotation of the monodentate formation is significantly slower than the preceding 
adsorption and deprotonation steps.  
These data confirm formates are the reactive intermediates during HCOOH decomposition over both Au 
and TiO2, which may provide insight into reactive intermediates that form on similar catalysts during 
WGS, RWGS, and methanol synthesis reactions. Understanding that the addition of Au improves 
desorption rates of formates over TiO2 by improving diffusion of water across the surface will guide the 






CONCLUSIONS AND FUTURE DIRECTIONS 
6.1 Conclusions 
These collective studies demonstrate the strength of combining kinetic measurements, computational 
methods, and in situ spectroscopy to identify active sites and the structure and orientation of reactive 
intermediates that detail reaction mechanisms of oxygenates on metal, metal phosphide, and metal oxide 
surfaces. The expanded understanding of reaction mechanisms provide insight into catalyst properties that 
control rates and selectivity, and will ultimately aid in the rationale design of catalysts for developing 
technologies (e.g., upgrading biomass into valuable fuels and chemicals from fermentation products or 
pyrolysis oils) as well as improving catalysts for current processes (e.g., hydrotreating oil sands). 
In Chapter 2, we investigated the network of reactions of ethanol (C2H5OH) over a wide variety of Cu 
based catalysts by coupling in situ X-ray absorption spectroscopy with steady state kinetic experiments to 
determine the active sites for dehydrogenation and esterification. Selectivities measured as a function of 
conversion of C2H5OH across all the Cu catalysts indicate that ethyl acetate (C4H8O2) forms as a 
secondary product only after dehydrogenation of C2H5OH to acetaldehyde (C2H4O); therefore, C2H4O 
must be a reactant in the esterification mechanism to form C4H8O2. The rates for esterification decrease 
significantly in the absence of C2H5OH, which demonstrates that C4H8O2 forms from reactions between 
C2H4O and C2H5OH. Correlation of dehydrogenation and esterification selectivities to in situ measures of 
Cu oxidation states under reaction conditions, measured using temperature programmed reduction-X-ray 
absorption near edge structure, shows strong evidence that Cu
0







) sites catalyze esterification. Further, in situ inhibition of Cu
δ+
 using pyridine decreases 




 across the Cu based catalysts 
demonstrate the population of Cu
δ+
 sites can be controlled by manipulating the size of Cu clusters or the 
identity of the support to alter the number of perimeter sites that experience charge transfer or the extent 
of the charge transfer, respectively. By identifying the active sites for dehydrogenation and esterification 
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on Cu catalysts, we understand design parameters for catalysts used to selectively convert fermentation 
products to aldol condensation reactants (e.g., C2H4O) or commodity chemicals (e.g., C4H8O2). 
In Chapter 3, we proposed the mechanism hindered (
3
C-O) and unhindered C-O (
2
C-O) bond rupture in 2-
methyltetrahydrofuran (MTHF) over nickel and nickel phosphide (Ni12P5 and Ni2P) catalysts by 
combining kinetic information from rate measurements and density functional theory (DFT) calculations. 




C-O bond rupture decrease with increasing H2 pressure to different extents 
and measured pressures of MTHF, 2-methylfuran, and H2 indicate H-transfer steps occur rapidly over Ni, 
Ni12P5, and Ni2P catalysts. These kinetic measurements combined with predicted enthalpy barriers for 
C-O and C-H bond rupture within MTHF over Ni, Ni12P5, and Ni2P surfaces suggest that 
m
C involved 
within the mC-O bond rupture fully dehydrogenates through quasi-equilibrated steps prior to the 
kinetically relevant 
m
C-O bond rupture.  
Chapter 3 also discusses the identity of the active site to catalyze C-O bond rupture over Ni, Ni12P5 and 
Ni2P surfaces through inhibition measurements, measured activation enthalpies, and predicted adsorption 




C-O bond rupture 
pathways, which suggests the same active site catalyzes both C-O bond rupture pathways. Predicted 
adsorption energies for intermediates and measured differences in activation enthalpies on H-,CO-, and 




C-O bond rupture on Ni, Ni12P5, and Ni2P surfaces.  
The proposed mechanism for 
m
C-O bond rupture is analogous across Ni, Ni12P5, and Ni2P surfaces 
although the selectivity towards 
3
C-O rupture increases with increasing P:Ni ratio such that selectivities 
towards 
3
C-O bond rupture over Ni2P are 50 times greater than those over Ni. Activation enthalpies, 
measured and predicted, are lower for 
3
C-O bond rupture relative to 
2
C-O bond rupture over Ni12P5 and 
Ni2P, which contrasts with activation enthalpies over Ni. Additionally, Ni2P nanoparticles show greater 
resistance to CO poisoning than Ni and Ni12P5 nanoparticles no matter whether the CO comes from the 
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decarbonylation of aldehydes or is intentionally introduced. Ni2P catalysts form significantly more fully 
deoxygenated products, which may be less desirable depending on the intended application of the product 
stream as fuels or high value chemicals. Future studies inspecting the implementation of Ni12P5 and Ni2P 
catalysts for selective hydrogenolysis of oxygenates will need to balance the decrease in C-O bond 
rupture rates and increase in selectivity towards hindered C-O bond rupture with increasing P:Ni ratio 
while also considering additional functional groups present within bio-oil.  
In Chapter 4, we apply transient in situ vibrational spectroscopic techniques to investigate the 




C-O bond rupture 
(i.e., increase selectivity towards 
3
C-O bond rupture) with increasing P:Ni ratio. The combination of in 
situ infrared (IR) spectroscopy, modulation techniques (MES), spectral processing (PSD) and statistical 
analysis (MCR-ALS) removes spectral contributions of spectator species, such as 2-methylfuran and 
other dehydrogenated species that do not lead directly to C-O bond rupture, and isolates reactive 
intermediates that have unique temporal responses to sinusoidal changes in H2 pressure over Ni, Ni12P5, 
and Ni2P. Shifts in peak centers, relative peak intensities, comparisons between gas phase molecules, DFT 
optimized structures, and predicted vibrations provide substantial evidence for the identity of reactive 
intermediates bound to Ni, Ni12P5, and Ni2P nanoparticles. Kinetic evidence in Chapter 3 indicates 
adsorbed MTHF (C5H10O*) is the most abundant reactive intermediate (MARI) on Ni, Ni12P5, and Ni2P 
surfaces under the applied conditions in Chapter 4; however, the orientation of the MARI, determined by 
the spectral evidence and relative change in coverage with H2 modulation as indicated by calculated 
coverages, differs significantly over Ni surfaces relative to Ni12P5 and Ni2P. C5H10O* binds to Ni in a μ-
configuration, or with the furan ring perpendicular to the surface, while it binds to Ni12P5 in an η-
configuration, or with the furan ring parallel with the surface. The η-configuration increases the proximity 
of the methyne group on the 
3
C to the surface and reduces the steric hindrance from the methyl group for 
steps leading to 
3
C-O bond rupture, therefore, reducing activation enthalpy for 
3
C-O bond rupture relative 
2
C-O bond rupture. The presence of P does not change the mechanism for C-O bond rupture over Ni 
125 
 
ensembles, but rather alters the binding configuration (and absolute free energies and enthalpies) of 
reactive intermediates, and most importantly the MARI, such that preference for cleaving 
3
C-O increases 
with increasing P:Ni ratio. Kinetic measurements and calculations indicate C-O bond rupture occurs on 
Ni ensembles on Ni, Ni12P5, and Ni2P catalysts; however, the addition of more electronegative P atoms 
that withdraw a small charge from Ni ensembles results in the differences in binding configuration, 
activation enthalpy and selectivity. The derivation of the reaction mechanism, determination of the active 
site, and identification of binding configuration suggest that manipulation of the electronic structure of 
metal ensembles by the introduction P provides strategies to design catalysts for selective cleavage of 
hindered C-(O,S,N or C) bonds during hydrogenolysis of bio- or petroleum-derived feedstocks. Future 
studies may consider adjusting metal or ceramic identity (e.g., NixS, NixN, PdxP) to understand how the 
difference in electronegativity between metal and non-metal atoms manipulates the orientation of reactive 
intermediates and thus the selectivity towards hindered C-(O, N, S, or C) bonds during hydrogenolysis 
reactions.  
In Chapter 5, we extend the application of transient spectroscopic methods by coupling these with 
operando IR spectroscopy and selective inhibition measurements to determine the identity and orientation 
of reactive intermediates that form during decomposition of formic acid (HCOOH) over Au and TiO2 
surfaces. Steady state spectra over anatase TiO2 and Au nanoparticles supported on TiO2 contain features 
attributed to both monodentate and bidentate formates. Transient cutoff experiments coupled with 
statistical deconvolution methods (MCR-ALS) reveal the conversion of monodentate to bidentate 
formates, followed by formation of products, CO and CO2, and formation of strongly bound chelating and 
bridging bidentate formates over the TiO2 surface of anatase TiO2 or Au-TiO2. The accumulation of 
residual formates and subsequent removal through temperature programmed oxidation with and without 
co-fed water suggest that Au facilitates desorption of species on the TiO2 surface by increasing mobility 
of water across the TiO2 surface. Modulation of CO pressure during reactions of HCOOH over Au-TiO2 
with PSD described in Chapter 4 isolates intermediates bound to the Au surface, as CO selectively binds 
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to Au to reveal that monodentate formate is the reactive intermediate. The change in binding 
configuration as the C-H bond rotates towards the surface occurs measurably slower that the preceding 
adsorption and deprotonation steps based on the distinguishable temporal responses to changes in the CO 
pressure. HCOOH decomposes through monodentate formate on Au while HCOOH decomposes through 
both monodentate and bidentate formate on TiO2 forming CO and CO2 from the bidentate formate. The 
combinations of these transient methods at two significantly different time scales reveal the identity of 
reactive intermediates on two active surfaces (Au and TiO2) during reactions of HCOOH over a single 
material. Identifying the formates as the reactive intermediate over Au and TiO2 will provide insight into 
the reactive intermediates during similar reactions including water gas shift, reverse water gas shift, and 
CO2 reduction to methanol. 
Combination of measured rates, DFT calculations, and these spectroscopic methods provides 
opportunities to fully depict the active site identity, structure, composition, and orientation of reactive 
intermediates, thus, describing the reaction mechanism and providing insight into how catalytic surface 
properties dictate rate and selectivity. These methods can be extended to other catalysts and reactions with 
varying complexity because of the ability to isolate reactive intermediates and active sites by transient and 
inhibition measurements. 
6.2 Future Directions: Extraction of Rate Constants from Transient Methods 
6.2.1 Calculating Rate Constants from Cutoff Experiments 
Transient spectroscopic methods provide additional kinetic data for the formation and consumption of 
individual surface species that are inaccessible during steady state measurements. Determining rate 
constants for the interconversion of reactive intermediates would provide information regarding the 
energy barriers for these elementary steps and further insight into differences in selectivities across 
catalysts. Rate constants may be extracted from the measured concentrations of gas phase and surface 
species formed and consumed during cutoff experiments, such as those discussed in Chapter 5, by 
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developing a kinetic model based on differential equations derived from a set of elementary steps and 
solving for the kinetic parameters using MATLAB. For the decomposition of HCOOH over TiO2, the 
coverages of surface species (extracted from transient spectra using MCR-ALS) and formation of 
products, measured online by mass spectrometry, as a function of time combined with the following 
equations is sufficient information solve for rate constants, ki, detailed in Scheme 6.1. 
 
Scheme 6.1 Proposed mechanism for formic acid decomposition on TiO2 surfaces with rate constants, ki.  
𝑑[𝐻𝐶𝑂𝑂∗𝑚]
𝑑𝑡
= −𝑘1[𝐻𝐶𝑂𝑂 ∗𝑚]      (6.1) 
𝑑[𝐻𝐶𝑂𝑂∗𝑏]
𝑑𝑡
= 𝑘1[𝐻𝐶𝑂𝑂 ∗𝑚] − 𝑘2[𝐻𝐶𝑂𝑂 ∗𝑏] − 𝑘3[𝐻𝐶𝑂𝑂 ∗𝑏] − 𝑘4[𝐻𝐶𝑂𝑂 ∗𝑏]   (6.2) 
𝑑[𝐻𝐶𝑂𝑂∗𝑟]
𝑑𝑡
= 𝑘2[𝐻𝐶𝑂𝑂 ∗𝑏]     (6.3) 
𝑑[𝐶𝑂2]
𝑑𝑡
= 𝑘3[𝐻𝐶𝑂𝑂 ∗𝑏] + 𝑘5[𝐶𝑂][𝐻2𝑂] − 𝑘6[𝐶𝑂2][𝐻2]    (6.4) 
𝑑[𝐶𝑂]
𝑑𝑡
= 𝑘4[𝐻𝐶𝑂𝑂 ∗𝑏] − 𝑘5[𝐶𝑂][𝐻2𝑂] + 𝑘6[𝐶𝑂2][𝐻2]    (6.5) 
Here,[𝐻𝐶𝑂𝑂 ∗𝑚], [𝐻𝐶𝑂𝑂 ∗𝑏], and [𝐻𝐶𝑂𝑂 ∗𝑟] are the coverages of monodentate formate, bidentate 
formate, and residual bidentate formate bound to the TiO2 surface; and [CO], [CO2], [H2], and [H2O] are 
the measured pressures of products in the effluent. The adsorption and initial deprotonation steps occur 
rapidly such that gas phase HCOOH, physisorbed HCOOH, and monodentate formate have 
indistinguishable concentration profiles during the cutoff experiment. Cutoff experiments over Au-TiO2 
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and anatase TiO2 provide opportunity to measure rate constants for the conversion of surface 
intermediates and reveal spectroscopic and kinetic information regarding slow forming residual species 
on TiO2. Similar experiments may be used to provide information regarding deactivation processes, such 
as that observed during condensation reactions of aldehydes over hydroxyapatite catalysts.
21
  
In the case of 1 wt% Au-TiO2, kinetic and spectral information of the reactive intermediates on the Au 
surface was not accessible because the majority of the spectral intensity is due to intermediates on TiO2, 
which has significantly greater surface area relative to the Au. Modulation experiments, in which the time 
scale of responses can be directly controlled, isolate Au-bound intermediates. Modulation experiments, 
such as those discussed in Chapters 4 and 5, also contain kinetic information regarding the 
interconversion of reactive intermediates; however, the extraction of rate constants from concentrations 
during modulations requires a different method of analysis.  
6.2.2 Calculating Rate Constants from Modulation Experiments using Frequency Response 
Frequency response is a common technique used within the electrical engineering community to analyze 
the effectiveness of components in AC circuits based on how the output signal changes (in amplitude and 
time lag or phase shift) in response to input signals (i.e., currents) with varying frequencies.
251,252
 Previous 
groups have proposed the application of frequency response methods to catalytic systems by measuring 
the response of reactive intermediates while modulating temperature
98
 or concentrations of reactants
253,254
 
at various frequencies in order to experimentally determine energy barriers and rate constants of 
elementary steps. Previous studies demonstrate frequency response in heterogeneous catalysis to analyze 
rate constants for diffusion and adsorption in porous materials,
102,255





 and structural changes of Pd and Rh in oxidizing and reducing environments.
95
 The amplitude and 
phase shift of system responses (e.g., total pressure or intensity of spectral features) relative to the applied 
stimulus (e.g., change in volume or reactant concentration) analyzed as a function of changing frequency 
provide kinetic information,101,102 whether the frequency is manipulated by changing the applied stimulus 
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or by analyzing higher harmonics (i.e., the demodulated frequency).
95
 Here we will explore the 
application of frequency response to the systems described in Chapters 4 and 5 and recommend 
alterations to experimental design for future works. 
Chapters 4 and 5 discuss the isolation of spectra of reactive intermediates that form during hydrogenolysis 
of C-O bonds in MTHF over Ni, Ni12P5, and Ni2P and HCOOH decomposition over Au surfaces based on 
their unique time dependent response to modulations of H2 and CO pressure, respectively. The spectra 
and concentration of reactive intermediates were extracted from phase resolved spectra by filtering time 
resolved spectra using phase sensitive detection (PSD) at the applied frequency of the H2 or CO pressure 
modulation. The application of frequency response to analyze the rate constants of these reactive 
intermediates requires information about the system responses (i.e., amplitude and phase shift of the 
concentration of reactive intermediates) to modulations across a range of frequencies. The amplitude and 
phase shift of system responses plotted as function of frequency (i.e., Bode plots) provide an asymptotic 
approximation for the transfer functions that describe transient systems.
251,252
 Construction and analysis of 
Bode plots reveal characteristic frequencies that, for applications in catalysis, relate to the rate constants 
of elementary steps.
101,102,255
 We can either perform several experiments each at different stimulated 
frequencies for H2 or CO pressure modulations, or analyze the frequencies of overtones.
95
  
PSD can also filter the time resolved spectra at higher frequencies that reflect the overtones, or higher 
harmonics, by increasing n in Equation 6.6, which allows for the acquisition of more data from a single 











     (6.6) 
Here, 𝐼(𝑡) and 𝐼𝑛(𝜙𝑛
𝑃𝑆𝐷
) are the time and phase resolved spectra, T is the period length of the applied 
stimulus, 𝜙𝑛
𝑃𝑆𝐷
 is the phase setting, and ω is the stimulated frequency, equivalent to 2π/T. Combining 
the phase resolved spectra of each overtone as described in Scheme 6.2 yields a pseudo-time resolved 
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spectra, IH, that contains the information of overtones 1 through N, while removing spectral contributions 
from spectators. The construction of the pseudo-time resolved spectra is merely out of convenience in 
order to analyze all of the harmonics (1-N) simultaneously; however, to do so, we must account for the 
different time scales of each overtone because they represent different demodulation frequencies. A single 
period in the phase domain is equal to 2π (or 360
o
) for every overtone. To combine all of the harmonics 
into the pseudo-time resolved spectra, IH, we concatenate n number of phase resolved spectra, 𝐼𝑛(𝜙𝑛
𝑃𝑆𝐷
) 
and then sum each concatenated group. The width of each concatenated group is equal to T. 
 
Scheme 6.2 Concatenation and summation of phase resolved spectra, 𝐼𝑛(𝜙𝑛
𝑃𝑆𝐷
), to form pseudo-time 




Figure 6.1 a) Change in concentrations for reactive intermediates over silica supported 10 nm Ni12P5 
(C5H10O*, black; C5H9O*2C-O, red; C5H9O*3C-O, blue) during modulation of [H2] (2.5-84 kPa, 1200 s 
period, 12 kPa MTHF, 543 K). b) Change in concentrations for reactive intermediates over TiO2 
supported Au nanoparticles (gas phase and initial monodentate, black; rotated monodentate, red) during 
modulation of [CO] (0.01-30 kPa, 1000 s period, 0.3 kPa HCOOH, 373 K). The pseudo-time resolved 
spectra from which these species are extracted include the first six and ten harmonics for modulations 
over Ni12P5 and Au-TiO2, respectively. 
Figure 6.1a and 6.1b display concentrations from reactive intermediates during hydrogenolysis of MTHF 
and decomposition of HCOOH, respectively, extracted from the pseudo-time resolved spectra using 
MCR-ALS. Fourier series describe concentrations for each species as a function of pseudo-time, tp  
𝑦𝑖 =  ∑ 𝛼𝑖,𝑛𝑠𝑖𝑛(𝑛𝜔(𝑡𝑝 − 𝑡𝑖,𝑛))
𝑁
𝑛=1      (6.7) 
where yi is the concentration as a function of pseudo-time, i, αi,n and ti,n are the amplitude and phase shift 
for each harmonic, n, in the Fourier series calculated to the Nth harmonic for species i. Analyzing higher 
harmonics from a single experiment by increasing n during PSD provides additional information 
regarding the temporal responses of reactive intermediates without requiring additional experiments. 
Figures 6.2 and 6.3 show the Bode plots constructed from modulation experiments over Ni12P5 and Au-
TiO2, respectively, combining data from different stimulated frequencies of H2 and CO pressure with the 




Figure 6.2 Amplitude for each overtone (n = 1-6) of the concentrations as a function of demodulated 
frequency (nω) for the reactive intermediates, C5H10O*(a, ■), C5H9O*2C-O (b, ●) and C5H9O*3C-O (c, ▲) 
over 10 nm Ni12P5 during modulation of H2 pressure (2.5-84 kPa, 12 kPa MTHF, 543 K) at various 
stimulated period lengths (1200 s, ; 500 s, ; 250 s,  ; 100 s,  ; 45 s,  ; 15 s,  ; and 4 s,  )  
 
Figure 6.3 Amplitude for each overtone (n = 1-5) of the concentrations as a function of demodulated 
frequency (nω) for the reactive intermediates Pool A (a, ▲) and Pool B (b, ▼) over 1 wt% Au-TiO2 
during modulation of CO pressure (0.1-30 kPa, 0.3 kPa HCOOH, 373 K) at various stimulated period 
lengths (1000 s, ; 500 s,  ; 100 s,  ; and 50 s,  ). Scheme 6.3 illustrates the pools of reactive 
intermediates.  
Extraction of relevant rate constants from Bode plots requires comparison to a physical model of the 
reaction mechanism. Chapter 5 highlighted the change in orientation of monodentate formate during the 
decomposition of HCOOH on Au surfaces as determined by modulation of CO pressure. The equations 
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below describe the differential equations for decomposition of reactive intermediates illustrated in 
Scheme 6.3. 
 
Scheme 6.3 Proposed mechanism for decomposition of HCOOH over Au. Groups of intermediates within 
dashed lines assume to rapidly form such that their time dependent behavior is indistinguishable from 
other species within the group, based on spectra in Chapter 5. Rate constants, ki, describe the 
interconversion between the pools. 
𝑑[𝐵]
𝑑𝑡
= 𝑘1[𝐴] − 𝑘2[𝐵]      (6.8) 
Here, [A] and [B] are the concentrations of Group A and Group B. We combine the species gas phase 
CO, adsorbed CO, HCOOH, physisorbed HCOOH, and monodentate formate in the initial configuration 
into a single group (Group A) as results described in Chapter 5 do not indicate a measurable difference in 
time dependent response, which indicates the species interconvert rapidly. Group A can be described by a 
sine function that originates from the modulation of CO pressure, 
[𝐴] = 𝛼 ∗ sin(𝜔𝑡) + 𝐴0 [𝑘𝑃𝑎]      (6.9) 
where A0 is the concentration of Group A at steady-state, and α and ω are the amplitude and frequency 
(rad s
-1
) of the stimulated modulation, respectively. We assume no accumulation of products (Group C) 
occurs in a flow system. Substituting Equation 6.9 into Equation 6.8 and Equation C1 into Equations C2-
C6 and then solving the differential equations leads to time domain responses at a given frequency; 
however, frequency response analyzes output responses, such as concentration of intermediates, as a 
function of frequency. A Laplace transform converts from the time domain to the frequency domain. 
Wolfram Alpha or other software packages are well equipped to perform this on complex equations. 
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Equation 6.10 describes the response of Group B concentration ([B](ω)) during HCOOH decomposition 















Here, C1 an integration constant. The coefficients of the transfer function (e.g., 2𝐴0𝑘1 − 𝛼𝑘1𝑘2) include 
rate constants of interconversion (k1 and k2), amplitude and offset of the stimulus (α and A0), and can be 
fit to experimental frequency response data using functions within MATLAB. We can solve for the rate 
constants (k1 and k2) with the coefficients of the transfer function since we set A0 and α during the 
experiment. Analysis of the frequency response, therefore, allows us to determine k1 and k2 
experimentally. 
We can similarly derive transfer functions that describe the concentrations of reactive intermediates 
isolated during C-O bond rupture in MTHF on Ni and Ni12P5, and Ni2P surfaces (Chapter 4) from the 
mechanism detailed in Chapter 3 and set of differential equations in Appendix C3; however, we will 





Figure 6.4 Calculated amplitude from the transfer function (black line) derived in Equation 6.10 fit to the 
experimental data shown in Figure 6.3b for Pool B (▼) over 1 wt% Au-TiO2 during modulation of CO 
pressure (0.1-30 kPa, 0.3 kPa HCOOH, 373 K) at various stimulated period lengths (1000 s, ; 500 s,  ; 
100 s,  ; and 50 s,  ) 
Figure 6.4 shows the fit of the transfer function coefficients in Equation 6.10 to the experimental data. 
The model fits the higher frequency range (0.04-0.6 rad s
-1
) reasonably well, capturing the discontinuity at 
~0.08 rad s
-1
; however, the model deviates at the frequencies below 0.04 rad s
-1
. The presence of both the 
input offset (A0) and amplitude (α) within the transfer function coefficients requires a carefully designed 
experimental setup that avoids back mixing as the gas mixture enters the IR cell. The current IR gas 
transmission cell has significant back mixing such that the amplitude of modulated reactant pressure 
decreases with decreasing period length as a result of a sharper concentration gradient axially as the gas 
enters the transmission cell. We cannot expect to fit the data in Figures 6.2 and 6.3 accurately to a model 
transfer function if the amplitude of [H2] and [CO] change between each experiment; therefore, a different 
geometry for the inlet and outlet of the transmission cell that has less dramatic expansions and 




Scheme 6.4 Model reaction for modulation of reactant concentration, [A], with arbitrary rate constants 
indicated. 
We also discussed with Scheme 6.2 that analyzing higher overtones yields additional frequencies (i.e., 
data points) for frequency response analysis as demonstrated in Figures 6.2 and 6.3. Obtaining data at a 
single modulation frequency and then analyzing a significant number of higher harmonics would ideally 
solve the problem of different mixing rates at different modulation frequencies; however, the 
contributions from overtones decay with increasing frequency at rates that depend on the thermodynamics 
of the reaction, which dictates the form of the transfer functions. Figure 6.5a displays the Bode plot 
constructed from a reaction model with arbitrary rate constants (Scheme 6.4). Amplitudes of the first 
three overtones decay several orders of magnitude regardless of the period length of modulations in the 
concentration of species A (10-0.3 s). If modulation experiments and subsequent processing attempted to 
analyze this arbitrary reaction beyond the 3
rd
 overtone, the signal to noise ratio would need to be greater 
than 1000:1 as the contributions from the 3
rd
 overtone has an amplitude 1000 times less than the 1
st
 
overtone. Figure 6.5b displays the Bode plot constructed from the microkinetic model derived from the 
proposed mechanism for C-O bond rupture in MTHF described in Appendix C3. Analyzing the first 20 
overtones at three different period lengths of [H2] modulation provides significant information, and at low 
frequencies (i.e., long modulated periods) the amplitudes of all the species do not rapidly decay with 





harmonic before exhibiting an amplitude 1000 times less than the first overtone. At least the first several 
overtones should be detectable experimentally from modulation of H2 during hydrogenolysis of MTHF 
over Ni12P5, as we show in Figure 6.2. These two examples demonstrate that analysis of higher harmonics 
depends on the intrinsic energy barriers of the reaction studied, which dictate the rate constants and, thus, 
response of concentration (i.e., concentration amplitude) as a function of frequency. Additionally, we 
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must consider the constraints of instrumentation that affect the time resolution of spectra and set point 
changes of reactants if we aim to analyze higher overtones. 
 
Figure 6.5 a) Changes in amplitude for each overtone (n = 1-6) of coverages as a function of 
demodulated frequency (nω) for the reactive intermediates detailed in Scheme 6.4, A* (■), B* (●), * (▲) 
from calculated modulation of species A concentration (0.8-1.2 a.u.) at various stimulated period lengths 
(10 s, ; 5 s, and  ; 1 s,  ; and 0.3 s,  ). b) Changes in amplitude for each overtone (n = 1-20) of 
coverages as a function of demodulated frequency (nω) for the reactive intermediates, C5H10O* (■), 
C5H9O*2C-O (▲), C5H9O*3C-O (●), and C5H8O* (▼) from calculated modulation of H2 pressure (2.5-84 
kPa, 12 kPa MTHF, 543 K) at various stimulated period lengths (1000 s, ; 100 s, and  ; 10 s,  ). 
We can foresee the continued application of frequency response to heterogeneous catalysis by carefully 
designing modulation experiments and extending spectral processing methods to analyze higher 
overtones. Successful application of frequency response would lead to direct experimental evidence of 
rate constants for conversion between surface intermediates, which could then improve computational 
models (e.g., DFT) that currently predict intrinsic energy barriers. 
6.3 Future Directions: Continued Application of Modulation Methods  
Chapters 4 and 5 detail the application of MES to gas phase systems of oxygenates over metal and metal 
phosphide nanoparticles supported on metal oxides using transmission IR spectroscopy. Section 6.2.2 
describes additional methods to extract rate constants from modulation experiments using frequency 
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response. Modulation methods can be applied to a number of other reaction systems to identify reactive 
intermediates and experimentally measure of rate constants of elementary steps on the catalyst surface. 
Here, we will discuss a select number of additional systems in which modulation techniques may 
overcome challenges and provide additional insight compared with traditional spectroscopic 
measurements. 
6.3.1 Liquid Phase Reactions in Metal Substituted Zeolitesiii  
The viability of renewable carbon sources as replacements for petroleum based chemicals and plastics 
requires the development of platform chemicals from biomass.
256
 Previous works study glucose 
isomerization to fructose as one of the steps to produce 5-hydroxymethylfurfural,
8,257,258
 which is used in 
production of phenolic resins and other polymers.256 Our collaborative study shows that increasing the 
hydrophobicity of pores in Ti-substituted Beta zeolite increases turnover rates for aqueous phase glucose 
isomerization. Aqueous phase glucose isomerization turnover rates measured on Ti-Beta zeolites 
transition from a first-order to zero-order dependence on glucose concentration, as Lewis acidic Ti sites 
transition from water-covered to glucose-covered. Direct observation of reactive intermediates bound to 
Lewis acidic sites within the zeolite framework and their interactions with water provides insight into 
how the hydrophobic pores in the Ti-Beta zeolites increase isomerization rates. 
Figure 6.6 displays reactive intermediates identified from modulation of water and glucose concentrations 
during in situ attenuated total reflectance (ATR) IR over Ti-Beta zeolites with hydrophilic and 









 vibrations, and lacks vibrational modes 









indicating that this intermediate is not derived from glucose. This species is the MARI based on the 
                                                             
iii
 Portions of this section have been adapted from the following publication:  
Cordon, M. J.; Harris, J. W.; Vega-Vila, J. C.; Bates, J. S.; Kaur, S.; Gupta, M.; Witzke, M. E.;Wegener, E. C.; 
Miller, J. T.; Flaherty, D. W.; Hibbits, D. D.; Gounder, R., Dominant Role of Entropy in Stabilizing Sugar 
Isomerization Transition States within Hydrophobic Zeolite Pores, J. Am. Chem. Soc., 2018, 140, 14244-14266  
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greater change in coverage with glucose modulation and normalized by the intensity of the δ(O-H) at 
~1630 cm
-1
. The minor intermediate (Figure 6A, bottom) contains spectral features similar to vibrational 
modes of glucose, and thus was normalized by the most intense glucose resonance (~1030 cm
-1
). These 
features do not show significant differences from those of aqueous-phase glucose flowing over the ZnSe 
crystal (Figure 6A, bottom, dashed line), which suggests that such species are not coordinated to Lewis 
acidic Ti centers on hydrophibic Ti-Beta (Ti-Beta-F) and hydrophilic Ti-Beta (Ti-Beta-OH) and are likely 
solution-phase glucose. Together, the two species isolated from MES and sequential PSD and MCR-ALS 
during glucose concentration modulations at low activities (~0-700 mol m
-3
) indicate that Ti-Beta zeolite 
surfaces bind a water-derived MARI species and a minor glucose species that is not coordinated to Lewis 






Figure 6.6 a) ATR-IR spectra of MARI (top, water derived) and minor (bottom, glucose derived) 
intermediates on Ti-Beta-F  (black) and Ti-Beta-OH (gray) that oscillate with aqueous-phase glucose 
activity (0-700 mol m
-3
) at 373 K. Glucose spectra are normalized by the peak at ~1030 cm
-1 
and water 
spectra are normalized by the peak at ~1630 cm
-1
. Spectra reflecting aqueous-phase glucose (330 mol m
-3
) 
flowing over the ZnSe crystal is overlaid on the glucose spectra (dashed). Dashed vertical lines at 1630 
and 3400 cm
-1
 indicate water bending and stretching vibrational modes, respectively. b) ATR-IR spectra 
of the MARI (bottom four) and minor (top four) species that oscillate with aqueous-phase glucose activity 
(~3000-3750 mol glucose m
-3
, 373 K, normalized by the maximum feature at ~1030 cm
-1
) over Ti-Beta-F, 
Ti-Beta-OH, Si-Beta-F, and blank ZnSe crystal from top to bottom, respectively. The inset depicts 
difference spectra between aqueous-phase glucose flowing over the ZnSe crystal and the MARI (black) or 
minor species (gray) species observed on Ti-Beta-OH (top) and Ti-Beta-F (bottom) spectra from 
modulating aqueous-phase glucose activity (~3000-3750 mol glucose m
-3
) at 373 K after normalization by 
the peak centered at ~1030 cm
-1
; dashed lines ( ) indicate the baseline for spectra over ZnSe. All 
spectra are obtained during MES experiments and isolated by processing through PSD and MCR-ALS. 
Figure 6.6b shows spectra of the MARI species (bottom) and the minor intermediates (top) observed by 
MES at high glucose concentrations corresponding to zero-order kinetic regimes (~3000-3750 mol 
glucose m
-3
) on Ti-Beta-F, Ti-Beta-OH, hydrophobic Beta without Ti (Si-Beta-F), and the ZnSe crystal. 
Spectral features between 900 to 1500 cm
-1
 in spectra of both the MARI and minor species reflect 
concerted ν(C-O), ν(C-C), δ(C-H), and δ(C-O-H)
260-264
 vibrations of glucose-derived intermediates. 
Spectra of isolated species at high glucose activity modulations show relative changes in the quantities of 
water and glucose present on Ti-Beta-F and Ti-Beta (Figure 6.6b), based on the relative intensities of 
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vibrations from glucose-derived intermediates (ν(C-H) at 2900 cm
-1 260-262









 In Ti-Beta-F, the 









) and the intensity of features attributed to water (1630 cm
-1
) increase concomitantly, 
indicating that glucose adsorption into hydrophobic Beta pores facilitates co-adsorption of water from its 
solvation sphere in bulk solution. This observation corroborates previous reports of co-adsorption of 
water with glucose in both experimental measurements of adsorbed water and glucose content (using 
TGA-DSC) on Sn-Beta zeolites contacted with aqueous glucose solutions
265
 and theoretical Gibbs 
ensemble Monte Carlo simulations of glucose adsorption from aqueous solutions within hydrophobic Si-
Beta zeolites.266 In contrast, spectra collected on Ti-Beta-OH at identical glucose activities and 
temperature show that water vibrational modes decrease as glucose vibrational modes increase, 
suggesting that glucose displaces water molecules previously adsorbed within hydrophilic Beta pores. 
The differences in relative water and glucose concentrations present within the hydrophilic and 
hydrophobic pores indicate that the hydrophobic nature of microporous voids in Beta affect the uptakes of 
both water and glucose molecules. 
At high glucose concentrations, spectra observed on Ti-Beta-F and Ti-Beta-OH differ from those of the 
blank ZnSe crystal and Si-Beta (hydrophobic Beta without Ti), indicating that the MARI species on Ti-
Beta materials do not reflect solution-phase glucose or physisorbed glucose and instead are glucose-
derived intermediates coordinated to Lewis acidic Ti sites within Beta pores. The vibrational features of 
the MARI observed on Ti-Beta-F at high glucose concentrations differs significantly from those on Ti-





 suggesting that glucose-derived reactive intermediates are structurally distinct on 
hydrophobic and hydrophilic Ti-Beta zeolites. The inset of Figure 6.6b shows difference spectra for the 
two intermediates on each Ti-Beta sample relative to those for aqueous glucose on the ZnSe crystal, 
which show negative features at ~1030 cm
-1
 that may reflect ring-opened intermediates adsorbed at Ti 
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sites in both Ti-Beta samples. DFT-calculated intermediates that form fructose shows the loss of the 
~1030 cm
-1
 vibrational mode upon glucose ring opening (1029 cm
-1
). Thus, both the MARI and the minor 
species on Ti-Beta-F and Ti-Beta-OH likely react to form fructose; yet hydrophobic and hydrophilic pore 
environments may stabilize different reactive intermediates. 
The change in MARI and minor species on both hydrophobic and hydrophilic Ti-Beta samples detected 
during MES and isolated by PSD and MCR-ALS between low and high glucose concentrations indicates 
that the MARI transitions from a water-derived to a glucose-derived intermediate bound to framework Ti 
atoms, consistent with measured glucose isomerization rates that transition from a first-order to a zero-
order kinetic regime with increasing glucose concentration. Further, the MARI species identified at high 
glucose concentrations have distinct binding configurations on Ti-Beta-F and Ti-Beta-OH, which depend 
on the different solvating environments provided by silanol groups and co-adsorbed water structures in 
hydrophobic and hydrophilic environments.  
Without the application of MES, the differences in binding configuration of glucose derived intermediates 
in hydrophilic and hydrophobic environments may not be discernable as a result of overlapping features 
from aqueous phase glucose and glucose within the pore not bound to the active site. Current studies in 
our group show effects of solvent and pore hydrophobicity on epoxidation rates of alkenes in metal 
substituted zeolites, which may result from formation of water clusters in silanol nests that are disrupted 
by hydrophobic reactants. Modulation of alkene concentration (i.e., modulation of 1-octene and 
acetonitrile concentrations 180
o
 out of phase with each other) at constant concentrations of water and 
H2O2 over Ti-Beta catalysts may reveal differences in coordination of the alkene by the shift in the peak 
center of methyl stretches (νCH3(C-H)) based on the proximity of the alkene tail to the pore wall. 
Comparisons across materials with a range of silanol densities may show a gradual difference in the 
orientation of the alkene intermediate. Modulation of water and alkene concentrations may show 
disruptions of the water clusters surrounding the silanol nest reflected in a blue shift in spectral features of 
O-H groups as a result of decreased H-bonding at low water concentrations. The concentrations of 
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reactants should be selected such that the alkene (or alkene derived intermediate) is the MARI, based on 
kinetic information, to ensure that the spectra reflect vibrations of the alkene bound to the Ti active site 
and not just within the zeolite pore. Experiments should be performed in an ATR-IR cell with control 
experiments over a blank ATR crystal (e.g., ZnSe), and hydrophilic and hydrophobic zeolites in the 
absence of Ti. 
6.3.2 Transformation of Alkanes over Metals and Metal Phosphides 
Transformations of hydrocarbons are essential to the production of fuels and chemicals. The advancement 
in drilling technologies has increased access to shale gas reservoirs across the United States, and thus, 
increased the supply of light alkanes.
267
 The rapid increase in supply of light alkanes demands 
development of processes that convert light alkanes to more valuable chemicals, such as heavier 
hydrocarbons (e.g., octane or benzene) for liquid fuels
268
 or alkenes for epoxidation reactions.
269
 Many of 
the transformations involve dehydrogenation steps; however, catalysts that activate the C-H bond must 
avoid over dehydrogenating intermediates and forming coke, or carbon deposits, on the catalyst surface, 
that deactivate the catalyst. 
Current studies in our group analyzing the dehydrogenation of cyclohexene to benzene over Ru, Pd, and P 
modified Ru and Pd (Px-Ru and Px-Pd) surfaces under ultra-high vacuum conditions demonstrate the 
addition of P to Ru and Pd reduces the formation of coke. Previous works show that cleavage of C-C 
bonds in ethane
270
 and other alkanes
88
 over Ir, Rh, Ru, and Pt nanoparticles follows quasi-equilibrated 
dehydrogenation of the C atoms involved in the bond rupture, analogous to observations in Chapter 3. 
Chapter 4 highlights the ability to distinguish reactive intermediates during quasi-equilibrated H-transfer 
over Ni, Ni12P5, and Ni2P surfaces by the application of modulation techniques. Understanding the 
differences in binding configuration of the alkyl groups on transition metals and their corresponding metal 
phosphides may indicate why the addition of P decreases rates for deactivation. Additionally, frequency 
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response analysis of modulation experiments and transient cutoff measurements may provide 
experimental evidence for the rate constants for dehydrogenation steps and the formation of coke. 
Modulation of H2 and ethane pressure in an upgraded gas transmission IR cell that avoids back mixing 
may provide evidence of the individual rate constants for dehydrogenation steps of ethane to ethylene 
over SiO2 supported Ru, Ru2P, Pd, and Pd2P5 nanoparticles well as the difference in coordination of 
reactive intermediates with the addition of P that results in a lower deactivation rates. Both simulated 
frequency (i.e., period length) and demodulation frequency should be manipulated for the frequency 
response analysis. Cleavage of the C-C may also occur over these materials based on previous works.
270
 
The frequency response analysis may provide the ability to isolate intermediates that form ethylene with 
those that form methane as the reactions may occur at different rates, and therefore, the reactive 
intermediates should have distinguishable temporal responses. Modulation experiments remove spectral 
contributions from coke; however, transient cutoff experiments, such as those described in Chapter 5 and 
the methods discussed in Section 6.2.1, may reveal the rate constants for coke formation on the transition 
metals and the metal phosphides. The spectroscopic measurements should be coupled with kinetic 
measurements, possibly in operando, to develop appropriate models (i.e., rate expressions determined 
from proposed reaction mechanisms) for extraction of rate constants and to compare rates for 
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SUPPLEMENTARY DATA AND ANALYSIS FOR CHAPTER 2  
 
A1 Catalyst Synthesis and Characterization 
 
























2 nm Cu-SiO2  IE 1.74 773 773 1.9 1.8 ± 0.8 
8 nm Cu-SiO2  IE 1.17 773 973 5.9 8 ± 3 
29 nm Cu-C  IE 0.84 773 773 NT 30 ± 9 
35 nm Cu-SiO2 Sol-gel 1.67 773 573 -- 
f
 35 ± 11 
Cu-Al2O3  IW 10.3 773 573 NT 10 ± 3 
Cu-ZnO Coprecipitation 0.82 Cu : Zn 773 573 5.4 5 ± 2 
Cu-ZnO-AlxOy Coprecipitation 
1.0 Cu : Zn 
773 573 5.1 6 ± 2 
1.87 Cu : Al 
Cu-AlxOy Coprecipitation 0.79 Cu : Al 773 573 3.4 5 ± 1 
Cu-TiO2 Sol-gel 0.41 Cu : Ti 773 573 7.8 12 ± 4 
Cu-MgO IW 3.33 773 573 --
g
 9 ± 3 
Unsupported Cu Decomposition 99.87
h 
773 573 -- 
f
 NT 
8 nm Cu-C  IW 1.41 773 973 6.5 8 ± 3 
3 nm Cu-SiO2  IE 1.85 923 773 2.2 3 ± 1 
30 nm Cu-SiO2  IW 1.80 773 573 NT 30 ± 12 





N/A 573 4.5 NT 
Cu- CrOx -- 45.5 773 573 6.3 20 ± 8 
a
Metal content of samples determined by inductively coupled plasma optical emission spectroscopy (ICP-OES) 




 dry  air 
  c
25 kPa H2 75 kPa He, 400 ml min
-1   d
Calculated 




Surface area normalized average cluster diameter determined from > 
100 clusters
  f
Clusters larger than 10 nm is outside the range for EXAFS fitting
 g
Dispersion could not be derived 
through
 
EXAFS fitting due to interference from  mixed oxide phase (i.e., CuMgO) in the Cu-Cu scattering. 
h
Residual carbon measured by CHN analysis. 
 
 
Table A2 Relative compositions of metals in coprecipitated and sol-gel catalysts measured through ICP-
OES. 
Catalyst Cu (%) Zn (%) Al (%) Ti (%) 
Cu-ZnO 44 56 0 0 
Cu-ZnO-AlxOy 35 44 21 0 
Cu-AlxOy 44 0 56 0 





Figure A1 TEM image of 2 nm Cu-SiO2 and cluster size distribution used to determine surface area 






Figure A2 TEM image of 8 nm Cu-SiO2 and cluster size distribution used to determine surface area 





Figure A3 TEM image of 29 nm Cu-C and cluster size distribution used to determine surface area 






Figure A4 TEM image of 35 nm Cu-SiO2 and cluster size distribution used to determine surface area 





Figure A5 TEM image of Cu-Al2O3 and cluster size distribution used to determine surface area 





Figure A6 TEM image of Cu-ZnO and cluster size distribution used to determine surface area normalized 




Figure A7 TEM image of Cu-ZnO-AlxOy and cluster size distribution used to determine surface area 






Figure A8 TEM image of Cu-AlxOy  clusters and cluster size distribution used to determine surface area 





Figure A9 TEM image of Cu-TiO2 clusters and cluster size distribution used to determine surface area 





Figure A10 TEM image of Cu-MgO and cluster size distribution used to determine surface area 







Figure A11 TEM image of 8 nm Cu-C and cluster size distribution used to determine surface area 





Figure A12 TEM image of 3 nm Cu-SiO2 and cluster size distribution used to determine surface area 





Figure A13 TEM image of 30 nm Cu-SiO2 and cluster size distribution used to determine surface area 




Figure A14 TEM image of Cu-CrOx and cluster size distribution used to determine surface area 







Figure A15 XRD patterns of co-precipitated and sol-gel synthesized catalysts (Cu-TiO2, Cu-AlxOy, Cu-













 and rutile (r)
274





Figure A16 Temperature-programmed reduction profiles in 40% H2/60% He from 303 K to 773 K at 0.05 
K s
-1
 for a) < 1nm Cu-SiO2, b) 2 nm Cu-SiO2 , c) 5 nm Cu-SiO2 , d) 29 nm Cu-C , e) 35 nm Cu-SiO2, f) 
Cu-Al2O3, g) Cu-ZnO, h) Cu-ZnO-AlxOy, i) Cu-AlxOy, j) Cu-TiO2, k) Cu-MgO, l) unsupported Cu, m) 8 




A2 Measured Rate, Selectivity, and X-ray Absorption Spectra  
 
Table A3 Rates of formation of ethyl acetate over Cu-CrOx at 503 K 
Feed Composition 
Residence Time 
s  * mol Cus * (mol oxygenate)
-1
 





2.75 kPa C2H5OH, 15 kPa H2 8.6 1.4 *10
-3 








Figure A17 XANES spectra at Cu K-edge for 2 nm Cu-SiO2 (a), 8 nm Cu-SiO2 (b), Cu-ZnO (c), Cu-TiO2 
(d), and unsupported Cu (e), and 8 nm Cu-C (f) measured after in situ pretreatment (black, solid; 303-573 
K at 5 K min
-1
 in 40% H2/60% He, measured at 503 K) and after 30 min at reaction conditions (red, 




Figure A18 First derivative of XANES spectra at Cu K-edge for 2 nm Cu-SiO2 (a) 8 nm Cu-SiO2 (b), Cu-
ZnO (c), Cu-TiO2 (d), and unsupported Cu (e), and 8 nm Cu-C (f) measured after in situ pretreatment 
(black, solid; 303-573K at 5 K min
-1
 in 40% H2/60% He, measured at 503 K) and after 30 min at reaction 





Figure A19 XANES spectra  (a) and the 1
st
 derivative of absorption at Cu K-edge for Cu-TiO2 measured 
in a tubular plug flow reactor (black) and 6-shooter pellet configuration (red) after in situ pretreatment 
303-573K at 5 K min
-1
 in 40% H2/60% He and measured at 503 K.  
 
Spectra taken over Cu-TiO2 catalyst in a controlled tubular reactor, which ensures gases and effluent flow 
over the catalyst, are equivalent to spectra over a self-supporting wafer of Cu-TiO2 within a 6 sample 
cylindrical holder; therefore, the XANES of the remaining catalysts measured over self-supporting wafers 




Table A4 Fit of the Cu-K edge EXAFS for Cu foil and supported Cu catalysts at 298 K in 40% H2/60% 
He  after reduction treatment during TPR-XANES, 5 K min
-1


















Cu Foil Cu Cu-Cu 12.0 2.54 -- -- Bulk -- 
2 nm Cu-SiO2 Cu Cu-Cu 7.0 2.52 0.001 -1.2 47 1.9 
8 nm Cu-SiO2 Cu Cu-Cu 10.7 2.54 0.001 0.7 16 5.9 
35 nm SiO2 Cu Cu-Cu 12.0 2.54 0.001 0 Bulk -- 
Cu-ZnO Cu Cu-Cu 10.4 2.57 0.001 -0.5 17 5.4 
Cu-ZnO-AlxOy Cu Cu-Cu 10.2 2.54 0.001 0.7 18 5.1 
Cu-AlxOy Cu Cu-Cu 8.9 2.55 0.001 -0.5 27 3.4 
Cu-TiO2 Cu Cu-Cu 11.6 2.54 0.001 -0.7 12 7.8 
8 nm Cu-C Cu Cu-Cu 11.0 2.54 0.001 0.5 14 6.5 
3 nm Cu-SiO2 Cu Cu-Cu 7.3 2.52 0.001 -1.5 42 2.2 
Raney Cu Cu Cu-Cu 9.8 2.54 0.001 0.3 20 4.5 
Cu-CrOx Cu Cu-Cu 10.9 2.54 0 0.4 14 6.3 
 
Table A5 Fit of the Cu-K edge XANES at 573 K for supported Cu catalysts to using reference materials 
during TPR-XANES, 5 K min
-1
 in 40% H2/60% He   
Sample 














 Cu Foil 
2 nm Cu-SiO2 0 0 0.11 0.17 0.72 0.39 
8 nm Cu-SiO2 0 0 0.024 0.09 0.886 0.13 
35 nm SiO2 0 0 0.015 0.056 0.93 0.08 
Cu-ZnO 0 0 0.018 0.039 0.943 0.06 
Cu-ZnO-AlxOy 0 0 0.069 0.132 0.799 0.25 
Cu-AlxOy 0 0 0.046 0.181 0.773 0.29 
Cu-TiO2 0 0 0 0.105 0.895 0.12 
8 nm Cu-C 0 0 0.042 0.058 0.9 0.11 
3 nm Cu-SiO2 0 0 0.109 0.165 0.725 0.38 
Raney Cu 0 0 0 0.12 0.88 0.14 







Table A6 Esterification rates and selectivities over catalysts and supports synthesized without Cu at 








Ester Formation Rates 




















Cu-TiO2 2.75 0 15 4.2 6.1*10
-9
 3.2229 





Cu-AlxOy 2.75 0 15 4.2 8.3*10
-8
 138.1867 




Single point surface area measurement from Micromeritics Analytical Services using N2 
 
 
The supports synthesized under the same conditions as the corresponding catalysts show significantly 
different surface area and the esterification rates contributed from the supports cannot be directly 








Figure A20 Selectivity for esterification at XEtOH = 10% as a function of in situ reduction temperature 





Figure A21 a) Changes in selectivity for dehydrogenation (▲), esterification ( ), ketonization (◄), 
decarbonylation (●), aldol addition (►), etherification (▼), and dehydration (■); and b) ratio of 
esterification and dehydrogenation rates (γ) as functions of XEtOH on 6 nm Cu-CrOx (filled) and Cu-ZnO 
(hollow) (2.75 kPa C2H5OH, 15 kPa H2, 503 K). γ values are calculated using dehydrogenation rates that 
have been adjusted for the approach to equilibrium to solely compare forward rates of reaction for 
esterification and dehydrogenation. 
 
Conversion of ethanol is limited by the reverse reaction of acetaldehyde and H2 to ethanol.  The approach 
to equilibrium (η) is equal to unity at ~33.4% conversion of ethanol to acetaldehyde given a 
ΔGdehydrogenation is 10.56 kJ mol
-1 at 503 K based on tabulated values.119,275 The ethanol conversion to reach 
equilibrium for dehydrogenation of ethanol and hydrogenation of acetaldehyde assumes 100% selectivity 
for acetaldehyde formation, which as Figure 2.1 indicates is not the case; however, at ethanol conversions 
greater than 33.4%, selectivity for acetaldehyde would decrease and the selectivity for the other reactions 
(e.g., decarbonylation, esterification, aldol addition) would increase by slowly consuming the equilibrated 




A3 Distribution of Cu Oxidation States in Bulk and Surface Derivation 
 
Measured bulk oxidation state distribution can be related to surface oxidation state distribution assuming 
charge transfer occurs only at the cluster–support interface and the clusters have a hemispherical 
geometry. This means that all the Cu atoms involved in the charge transfer can be estimated using the 
area of the interface (πr
2
), and the total number of Cu atoms can be estimated as the volume (2/3 πr
3
).  
The surface atoms from these two regions, which would be responsible for catalyzing reactions, can be 
estimated as the number of perimeter Cu atoms at the interface, or circumference (2πr), and the total 
cluster surface area (2πr
2
).  The ratio between the bulk regions and the surface regions proportional to 1/r 
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A4 Standards and Calibrated Sensitivity Factors for Gas Chromatograph 
 
In all the experiments, ethanol was used as a standard to calibrate the pressures of the liquid reactants and 
products. Initially, a measured amount of ethanol was injected through the system by-pass and the gas 
chromatograph gas sampling valve. The sensitivity factor of ethanol, FEtOH, was calculated by taking the 






F       (A2) 
where PEtOH and AEtOH are the pressure and measured peak area of ethanol, respectively. Sensitivity factors 
of other components were calculated by injecting known ratios of ethanol to other desired components 
directly to the capillary column of the GC. Since the mole ratio is proportional to the peak areas, the 












     (A3) 





is the mole ratio of ethanol to species i. Consequently the 
pressures of the desired products were calculated utilizing the sensitivity factor derived above as shown in 






FPP **        (A4) 
Here, Pi is the pressure of species i in the effluent stream.   
Gas species were calibrated by introducing a multi-component gas mixture into the GC through the gas 
sampling valve. Sensitivity factors were calculated by dividing the pressure by the peak area observed, 






F        (A5) 
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 The pressure of each species i, Pi, of the gases were calculated assuming the validity of the ideal gas law. 
Consequently, the pressures of the products were quantified by multiplying the sensitivity factor that was 
derived above by the peak area:  
iii AFP *       (A6) 
The following chemicals were used as standards for the calibration of sensitivity factors and retention 
times: 
 Ethanol, Decon Laboratory, 200 proof 
 Acetaldehyde, Fluka Analytical, ≥99.5% 
 1-butanol, Fisher Scientific, 99.9% 
 Butyraldehdye (Fluka, 99%) 
 Diethyl ether, Fisher Scientific, 99.9% 
 Acetone, Macron Fine Chemicals, ACS grade 
 Pyridine, Fisher chemicals, 99.9% 
 Octanol, Aalfa Aesar, 99% 
 Croton Aldehyde, Aldrich Chemistry, 99% 
 Crotyl Alcohol, Aldrich Chemistry, 96% 
 Butyl acetate, Fulka Analytical  
 1-Hexanol, sigma Aldrich, 98% 
 2-ethyl butanol, Sigma Aldrich, 98% 
 Hexanal, Aldrich chemistry, 98% 
 Ethyl acetate, Macron Fine Chemicals, ACS grade 
 2-ethyl hexanol, Sigma Aldrich, 96% 
 Iso-propanol, Macron Fine Chemicals, ACS grade 
 Octanol, Alfa Aesar, 99% 
 Butyric acid, Aldrich chemistry, 99.9% 
 Acetic acid, Fisher chemicals, 99.7% 
 Butanal, Fluka Analytical, ≥99% 
 MEK, Sigma Aldrich, ACS reagent, ≥99% 
 
The two separate multi-component gas mixtures were used to calibrate the gaseous species: 
 Scotty Analyzed Gases, 15.5 ppm acetylene, 15.2 ppm n-butane, 15.2 ppm ethane, 15.1 ppm 
ethylene, 15.2 ppm  methane, 15.1 ppm propane, 15.2 ppm propylene, 15.3 ppm methyl acetylene 
bal. nitrogen 
 Scotty Analyzed Gases 1.01% acetylene, 1.0% carbon dioxide, 1.0% carbon monoxide, 1.01% 















Figure B1 Selectivities towards primary products of C-O bond rupture including pentanal ( ) and 2-
penten-4-one (●); and  secondary products formed by subsequent C-C or C-O bond rupture or 
hydrogenations including methane (●), n-butane ( ), n-pentane ( ), pentene (▲), 2-penten-4-ol (►), 2-
pentanone (▼), 2-pentanol ( ), 1-pentanol ( ), and carbon monoxide ( ) over  SiO2-supported (a) 12 nm 
Ni2P, (b) 5 nm Ni12P5, (c) and 4 nm Ni at 5 kPa MTHF, 1 MPa H2, and 543 K. Remaining products sum to 
less than 1% of product distribution. Lines are drawn to guide the eye. 
 
Table B1 Range of residence times and H2 flow rates for data represented in Figures 3.1 and B1  
Catalyst 




12 nm Ni2P 2.4 – 6.1 194 - 484 
19 nm Ni12P5 0.092 – 5.2
a 48 - 484 
5 nm Ni12P5 0.89 - 2.2 194 - 484 
4 nm Ni 0.044 - 0.11 194 - 484 
a
Separate experiments with catalyst material ranging from 25 – 490 mg were used. SiO2 was added to 
keep the volume of the bed constant at 1.4 cm
3 






Figure B2 The ratio of initial C-O to C-C bond rupture rates (Γ) for 4 nm Ni ( ), 5 nm Ni12P5 (►), 19 nm 






Figure B3 (a) Rates of consumption of the MTHF-MF reactant pool to form pentanal and subsequent 3C-
O bond rupture products (hollow), and 2-penten-4-one and subsequent 
2
C-O bond rupture products 
(filled) indicated in Scheme 3.1 with conversion at different pressures of co-fed CO (0 kPa, ▲; 0.5 kPa, 
■; 1 kPa, ; 5 kPa, ►) during reactions of MTHF over silica supported 5 nm Ni12P5 in 5 kPa MTHF and 
1 MPa H2 at 543 K. (b) The absolute value of slope from the linear fit in (a) as a function of co-fed CO 






Figure B4 Measured rates of consumption of the MTHF-MF reactant pool to form pentanal and 
subsequent 
3
C-O bond rupture products (r3C-O, ▲), and 2-penten-4-one and subsequent 
2
C-O bond rupture 
products (r2C-O, ●) indicated in Scheme 3.1 as a function of MTHF conversion over  SiO2 supported (a) 5 
nm Ni12P5, (b) 19 nm Ni12P5, (c) 12 nm Ni2P, (d) and 4 nm Ni at 5 kPa MTHF, 1 MPa H2, and 543 K.   
 
The decrease in rates with increasing conversion is attributed to product inhibition, particularly CO. 
Reported rates are extrapolated to infinite space velocities or 0% conversion, or the intercept as 
determined from a linear regression unless CO or NH3 are co-fed with the reactants. The standard 
deviation of the reported rate is based on the standard deviation of the intercept value.  Section B5 gives a 





Figure B5 The approach to equilibrium (η) over for 4 nm Ni ( , 2.5 kPa CO, 500 kPa H2),  5 nm Ni12P5 
(►, 1 kPa CO, 250 kPa H2), 19 nm Ni12P5 (■, 2.5 kPa CO, 500 kPa H2), and 12 nm Ni2P (▲, 2.5 kPa CO, 
500 kPa H2) during MTHF dependence experiments (1-50 kPa MTHF) at 543K. 
 





B1 Calculated Parameters for First Order Langmuir-Hinshelwood Competitive Adsorption Model 
from MTHF Dependence  
 







     (B1) 
Where k is the apparent rate constant for C-O bond rupture, K is the group of equilibrium constants for 
elementary steps leading to the formation of the MTHF derived most abundant surface intermediate 
(MASI), KCO is the adsorption equilibrium constant for CO, n is the number MTHF molecules present in 
the transition state for C-O bond rupture, and [CO] and [MTHF] are the partial pressures of CO and 












      (B2) 
which was used to fit k and 
𝐾
𝐾𝐶𝑂[CO]
 separately using Origin Pro while n was constrained to be 1 under the 








Figure B6 Changes in selectivity (a) for formation of pentanal and subsequent 
3
C-O bond rupture 
products (hollow), and 2-penten-4-one and subsequent 
2
C-O bond rupture products (filled) indicated in 
Scheme 3.1 and changes in the rate of consumption of the MTHF-MF reactant pool towards 
m
C-O bond 
rupture products (b) as functions of MTHF pressure in the presence of CO over 4 nm Ni ( , 2.5 kPa CO, 
500 kPa H2), 5 nm Ni12P5 (►, 1 kPa CO, 250 kPa H2), 19 nm Ni12P5 (■, 2.5 kPa CO, 500 kPa H2), and 12 






Figure B7 In situ FTIR spectra of surface species formed during reaction of MTHF with H2 on silica 
supported 4 nm Ni (black), 10 nm Ni12P5 (red), and 12 nm Ni2P (blue) catalysts and bare SiO2 (green) 





Figure B8 FTIR spectra of CO surface species formed while flowing 1% CO in He (black) and after 









Figure B9 Changes in selectivity (a) for formation of pentanal and subsequent 
3
C-O bond rupture 
products (hollow), and 2-penten-4-one and subsequent 
2
C-O bond rupture products (filled) indicated in 
Scheme 3.1 and changes in the rate of consumption of the MTHF-MF reactant pool towards 
m
C-O bond 
rupture products (b) as functions of CO pressure over 4 nm Ni ( , 0.5 MPa H2), 5 nm-Ni12P5 (►, 1 MPa 





Figure B10 Changes in selectivity (a) for formation of pentanal and subsequent 
3
C-O bond rupture 
products (hollow), and 2-penten-4-one and subsequent 
2
C-O bond rupture products (filled) indicated in 
Scheme 3.1 and changes in the rate of consumption of the MTHF-MF reactant pool towards 
m
C-O bond 
rupture products (b) as functions of H2 pressure over 4 nm Ni ( ), 5 nm Ni12P5 (►), 19 nm Ni12P5 (■), 






Figure B11 Transition-state structures on Ni(111) (a-e), Ni12P5(001) (f-j) and Ni2P(001) (k-o) for 
2C–O 
(a-c, f-h, k-m) and 
3
C–O (d-e, i-j, n-o) bond rupture dehydrogenated to varying degrees (i.e., removal of 
0, 1, or 2 H-atoms from the 
m





), ∆G҂ (kJ mol−1) for forming each state from a bare surface (black, bold) and from C5H8O*-




C-O bond rupture 




C-O bond rupture 
transition states on Ni12P5(001) are bound to the four-fold Ni hollows (M4a) as described in Figure 3.8. 





Figure B12 Reaction coordinate diagram for changes in enthalpy in elementary steps that form the 
transition state for 
2
C–O (a) and 
3
C–O (b) bond rupture in MTHF on a Ni(111) surface at 543 K (O: red; 






Figure B13 Parity plot of experimentally measured rates of consumption of the MTHF-MF reactant pool 
to form pentanal and subsequent 
3
C-O bond rupture products (hollow), and 2-penten-4-one and 
subsequent 
2
C-O bond rupture products (filled) indicated in Scheme 3.1 compared with predicted rates 
based on Equations 3.9a and 3.9b on 4 nm Ni ( ), 5 nm Ni12P5 (►), 19 nm Ni12P5 (■), and 12 nm Ni2P 
(▲) at 543 K. Trend lines reflects the ideal fit to the data.   
 
Measured rates shown in Figure B13 include all of the reported rates for 4 nm Ni, 5 nm Ni12P5, 19 nm 
Ni12P5, and 12 nm Ni2P across a wide range of conditions described in Figures 3.3-5. Regressions of 
independent rate measurements as a function of [MTHF], [H2], and [CO] provide values for rate constants 
(Table B2), which were then used to calculate the predicted rates shown in Figure B13. 
 
Table B2 Regressed rate constants at 543 K described in Scheme 3.2, and Equations 3.9a and 3.9b 
extracted from measured rate data shown in Figures 3.3-5 and used to calculate the predicted rates in 
Figure B13.  





12 nm Ni2P 
K0 kPa
-1 3.5*10-5 1053 2.8 2865 
K1 kPa
-1 0.45 1882 56 193 
KCO kPa
-1 181 51004 1208 1591 
k3b*K2b*K1/K0
0.5 (mol MTHF-MF)(kPa*mol COads*s)
-1 1.0 349 3.3 16 
k4a*K3a*K2a*K1/K0 (mol MTHF-MF)(mol COads*s)




Table B3 DFT-calculated adsorbates binding energies ΔHads (kJ mol
−1
) and their most stable adsorption 
modes on Ni(111), Ni12P5(001) and Ni2P(001) at 543 K.  
  C5H10O* CO* H* NH3* 
 
Ni Ni2P Ni12P5 Ni Ni2P Ni12P5 Ni Ni2P Ni12P5 Ni Ni2P Ni12P5 
 Vertical Parallel Parallel M3 M1 M4a M4b M3 M3 M4b M1 M1 M1 
RPBE 15 4 4 −142 −104 -69 −204 −38 −10 −77 −38 −52 −73 
optB88-vdW −75 −46 −54 −187 −143 -105 −242 −50 −24 −85 −86 −102 −121 
optB86b-vdW −93 −45 −53 −203 −148 -121 −264 −56 −24 −93 −94 −104 −128 
RPBE-D3BJ −136 −35 −41 −209 −148 -132 −275 −60 −20 −103 −98 −104 −131 






Figure B14 Reaction coordinate diagram for changes in enthalpy in elementary steps that form the 
transition state for 2C–O (a) and 3C–O (b) bond rupture in MTHF on a Ni12P5(001) surface at 543 K with a 






Figure B15 In situ FTIR spectra of surface species formed during reaction of MTHF and H2 with co-fed 
pyridine on SiO2-supported 4 nm Ni (black), 5 nm Ni12P5 (green), 19 nm Ni12P5 (red), 12 nm Ni2P (blue) 






Figure B16 a) Change in pentane formation rates over SiO2 supported 12 nm Ni2P as a function of 
[MTHF] ( , 0.5 MPa H2), [H2 ] ( , 5 kPa MTHF), [CO] (●, 5 kPa MTHF, 0.25 MPa H2), and [NH3] (■, 
5 kPa MTHF, 0.25 MPa H2) at 543 K. Trend lines ( ) for [H2], [NH3], and [CO] indicate power law 
fits and the trend line for [MTHF] reflects a fit to an inhibited unimolecular, Langmuir Hinshelwood 
expression. b) Transition state equilibrium constant (K҂) for pentane formation as a function of inverse 
temperature on SiO2 supported 12 nm Ni2P at 0.125 MPa H2 (  ), and 1 MPa H2 ( ) in 5 kPa MTHF. 
Trend lines ( ) reflect exponential fits. 
 
Figure B16 displays the formation rate of pentane (rpentane) as a function of [MTHF], [H2], [CO], [NH3]  
and inverse temperature. Pentane formation rates follows similar trends to the reported C-O bond rupture 
rates over 12 nm Ni2P that demonstrated a decrease in dependence of [MTHF] with increasing [MTHF] 
(Figure 3.3), weak inverse dependence in [CO] (Figure 3.4), and inverse first order dependence in [NH3] 
(Figure 3.10); however, pentane formation rates show a much weaker inverse dependence in [H2] (rpentane ~ 
[H2]
-0.16
) than either C-O bond rupture pathway (r2C-O ~ [H2]
-1
 and r3C-O ~ [H2]
-1/2
 at [H2] < 1 MPa and r2C-O 
~ [H2]
-3/2
 and r3C-O ~ [H2]
-1 
at [H2] > 1 MPa). Moreover, the activation enthalpy (ΔH҂) for pentane 
formation is more than100 kJ mol
-1
 greater than for either C-O bond rupture at 1 MPa H2 and below 543 
K (Figure B18b and Table B4, 127 kJ mol
-1







C-O bond rupture, respectively). The significant difference of rpentane dependence on [H2] and ΔH҂ 
compared with r2C-O and r3C-O combined with the coexistence of high selectivity towards pentane (Figure 
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B1) and presence of Brønsted acid sites on 12 nm Ni2P strongly suggests that a separate C-O bond rupture 
pathway occurs over the Brønsted acid sites to form significant amounts of pentane, while the other C-O 





Figure B17 Changes in selectivity (a) for formation of pentanal and subsequent 
3
C-O bond rupture 
products (hollow), and 2-penten-4-one and subsequent 
2
C-O bond rupture products (filled) indicated in 
Scheme 3.1 and changes in the rate of consumption of the MTHF-MF reactant pool towards 
m
C-O bond 
rupture products (b) with NH3 pressure over SiO2 supported 4 nm Ni ( ), 5 nm Ni12P5 (►), 19 nm Ni12P5 




B2 Derived Expressions for Rates CO-, H-, and C5H10O-covered Surfaces using Transition State 
Theory 
 
For a CO*-covered surface: 





































For a H*-covered surface: 










































































Figure B18 Changes in transition state equilibrium constant (K҂) as a function of inverse temperature of 
silica supported (a) 19 nm Ni12P5, (b) 5 nm Ni12P5, and (c) 4 nm Ni for 
2
C-O (●) and 
3
C-O (▲) bond 
rupture pathways in 5 kPa MTHF (filled, 1 MPa H2; open, 1 MPa H2 with 5 kPa CO). Trend lines are 
exponential fits weighted by the error bars.  Full description of error analysis detailed in Section B5. 
 






C-O bond rupture pathways over SiO2-
supported catalysts beginning from C5H10O*-, H*- , and CO*-covered surfaces in 5 kPa MTHF extracted 
from Figures 3.11 and B18. 
Catalyst 













12 nm Ni2P 193±9 170±9 23±34 18±9 
  
19 nm Ni12P5 180±5 155±5 
  
250±11 197±10 
5 nm Ni12P5 144±12 134±12 
  
183±3 215±6 
4 nm Ni 119±8 130±4 30±17 12±13 255±16 248±72 
 






C-O bond rupture 
pathways over SiO2-supported catalysts between C5H10O-covered and H*-covered surfaces, and CO*-











12 nm Ni2P 170±35 152±12 - - 
19 nm Ni12P5 - - 69±12 42±11 
5 nm Ni12P5 - - 39±12 81±13 





B3 Materials, Methods, and Characterization 
B3.1 Synthesis and Characterization of Supported Nickel and Nickel Phosphide Catalysts  
B3.1.1 Synthesis of Silica Supported Nickel and Nickel Phosphide Clusters 





was washed with deionized (DI) water and dried in stagnant air at 353 K for over 10 h. Nickel phosphide 
catalysts were prepared using strong electrostatic adsorption (SEA)
116
 or incipient wetness impregnation 
(IWI) methods. The SEA method involved adding the nickel precursor (Ni(NO3)2∙(H2O)6, 0.428 g, Sigma 
Aldrich, ≥ 97.0%) to 265 cm3 of DI water (Barnstead E-Pure, 17.6 MΩ) and mixed until completely 
dissolved. An NH4OH aqueous solution (20 cm
3, Macron, 28-30% NH3) was added to the precursor 




Then 4.424 g of SiO2 were added to 285 cm
3
 of the 
aqueous solution and stirred for 4 h at 298 K. The solids were then separated from the liquid by vacuum 
filtration and rinsed with 2 L DI water. Samples were prepared by IWI by creating an aqueous solution of 
the same nickel precursor and adding 5.75 cm
3
 of this solution dropwise to 5 g of clean, dry SiO2 
achieving incipient wetness. Wet solids derived from both SEA and IWI were dried in stagnant air for 48 
h at 333 K. Subsequently, the dried solids were heated to 773 K at 0.05 K s
-1 
and held at 773 K for 5 h in 




, S.J. Smith, Ultra Zero). Samples were then cooled to 323 K in He (S.J. Smith, 
99.99%) and then heated to 963 K at 0.05 K s
-1





Smith, 99.999%) with the intent to reduce the Ni to a metallic state. Lastly, samples were cooled to 





) for 3 h. 
A sample of the Ni-SiO2 was set aside (1.9 wt. %) while the remaining Ni-SiO2 was impregnated with 
0.14 M phosphorous acid solution (Sigma Aldrich, H3PO3 solution ≥ 50%) in 0.1 cm
3
 aliquots to achieve a 
molar Ni:P ratios of 2:1 or 1:1 for Ni12P5 and Ni2P catalysts, respectively. These samples were dried for 
48 h at 333 K in ambient air and then heated to 773 K at 0.05 K s
-1 





S.J. Smith, Ultra Zero). Samples were then cooled to 323 K in He (S.J. Smith, 99.99%) followed by a 
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, S.J. Smith, 99.999%) heated to 963 K at 0.05 K s
-
1
 and held for 2 h with the intent to reduce the phosphorus and form a nickel phosphide ceramic. The 
reduced samples were cooled to ambient temperature in He and passivated in in flowing mixture of 20% 




) for 3 h.  
B3.1.2 Powder X-ray Diffraction 
The crystallographic structures of Ni12P5-SiO2 and Ni2P-SiO2 materials were determined using powder x-
ray diffraction (XRD) measured using a Siemens/Bruker D-5000 (Cu K-α, 0.15418 nm). High weight 
loading catalysts (18 wt. %) were used to have obtain observable diffraction patterns. Approximately 300 
mg of each sample was finely ground using mortar and pestle and scanned at a rate of 0.0167° s-1 with 
0.1° resolution. Ni12P5 and Ni2P nanoparticles used for spectroscopic and kinetic measurements were 






 resolution. Figure B15 shows the 
diffraction patterns of the materials after applying a Fourier transform smoothing filter with a fifteen-
point window. Lower weight loading materials do not shown strong crystallographic features with the 
exception of 19 nm Ni12P5. The diffraction patterns from the high weight loading materials and 19 nm 






Figure B19 Diffractograms of SiO2 supported Ni12P5 and Ni2P nanoparticles at high weight loadings (18 
wt% Ni) synthesized with Ni:P molar ratios of 2:1 (i, black) and 1:1 (ii, red), and diffractograms of low 
weight loading Ni12P5 and Ni2P nanoparticles used for kinetic and spectroscopic measurements 12 nm 
Ni2P (iii, pink), 19 nm Ni12P5 (iv, green), 5 nm Ni12P5 (v, blue), and 10 nm Ni12P5 (vi, purple). 
Assignments for crystallographic features (Ni12P5 (+) and Ni2P (*)) are based on previous reports.
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B3.1.3 Metal Phosphide Cluster Sizes and Composition 
Cluster diameters were measured using transmission electron microscopy (TEM) on a JEOL 2010-LaB6 
(200 kV) equipped with a digital camera (Gatan MatScan 1k × 1k progressive scan CCD). TEM samples 
were prepared by grinding approximately 10 mg of sample to a fine powder and dusting onto a 200 mesh 
holey carbon copper grid (Ted Pella Inc.). The diameters of more than 300 particles were counted from 
the TEM images obtained to calculate surface area normalized average cluster diameters (<dTEM>, Table 
2) for each sample using the following equation: 







      (B3) 
where ni is the number of cluster with diameter, di. Sample images and cluster size distributions for each 
catalyst are shown Figures B20-B24.  
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Chemisorbed CO was used to measure the number of exposed surface sites per mole of Ni atoms 
assuming a Ni ensemble site. Approximately 100 mg of sample was added to a U-shaped Pyrex reactor in 
a packed bed configuration. After pumping down the manifold and cell using vacuum pumps (Edwards 
EXT250 backed by Varian SH-100) for 12 h, the sample was treated in H2 to 673 K at 0.05 K s
-1
 (direct 
read rotameter, Omega, FLD series) and held for 1 h. The H2 flow was stopped and the system was held 
under vacuum for 1 h at 673 K and then cooled to 303 K under vacuum. Prior to taking measurements, the 
cell was isolated from the manifold to fill the manifold with an initial pressure of CO (Praxair, 99.99%). 
The gas was then expanded into the cell and the equilibrated pressure was recorded using one of two 
Baraton
 
capacitance manometers (MKS, 10 Torr, 1000 Torr). Total uptake of CO for all materials are 

































Figure B25 Adsorption isotherms at 298 K for CO on silica supported 19 nm Ni12P5 (■), 5 nm Ni12P5 ( ), 
12 nm Ni2P (●), and 4 nm Ni (▲), and dried SiO2 ( ). Uptake normalized by mass of catalyst material. 
 
CO uptake is used to normalize turnover rates for catalysts. Silica shows uptake of CO at CO pressures 
greater than 2 kPa and significant uptake at pressures greater than 10 kPa, which is seen in the adsorption 
isotherms of all silica supported catalysts after the uptake has appeared to plateau.  To avoid including 
contributions of silica in the normalization of turnover rates over Ni, Ni12P5, and Ni2P nanoparticles, CO 
uptake values were determined at ~1 kPa CO. 
B3.1.4 Temperature Programmed Reduction of Catalysts 
Temperature programmed reduction (TPR) was performed on dried Ni, Ni12P5, and Ni2P samples in order 
to confirm that the Ni, Ni12P5, and Ni2P materials were reduced by the thermal treatments in H2/He 
mixtures. The samples (~100 mg) were supported on a quartz frit fused within a quartz tubular reactor 
(9.8 mm inner diameter), which was held within an electrically heated furnace (Lindberg Hevi-Duty) 
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controlled by an electronic temperature controller (Watlow, EZ-Zone). The temperature of the sample 
was monitored by a K-type thermocouple (Omega) inserted into a glass nipple that protruded into the 
catalyst bed. Gas flow rates were controlled using mass flow controllers (Parker Porter, Model 601) with 
a digital controller (Parker Porter, CM-400). The composition of the effluent gas was monitored using a 
quadrupole mass spectrometer (QMS) (Pfeiffer Vacuum, Thermostar).  
Prior to TPR experiments, the samples were heated to 773 K at 0.05 K s
-1 
and held for 6 h in flowing dry 
air (100 ml min
-1
, purified using a zero air generator (Parker, 76-830)) with the intent to fully oxidize the 
samples. Sample were then cooled to 303 K after which the system was flushed with 10% H2 (S.J. Smith, 
99.999%) / 90% He (S.J. Smith, 99.99%) for 1 h. The composition of the exiting gas stream became 
stable after 1 h at which point the sample was heated to 1073 K at 0.05 K s
-1
 while the H2 consumption 
and H2O production were monitored as a function of sample temperature using the QMS. Figure B22 
shows reduction profiles indicating the formation of a nickel phosphide phase as opposed to separate 
nickel and phosphide phases, because the Ni12P5 and Ni2P reduction profiles are not a linear combination 
of the Ni(NO3)2 and H3PO3 reduction profiles, rather the presence of Ni decreases the reduction 





Figure B26 Measured intensity for 18 amu (a) and 2 amu (b) normalized by 4 amu during temperature 
programmed reduction of Ni(NiO3)2 on SiO2, H3PO3 on Ni-SiO2 at Ni(NO3)2 : H3PO3  ratios of 1 and 2, 




 of 10% H2 and 90% He at 3 K min
-1





 dry air at 773 K for 6 h. 
Raw intensities were normalized by the measured intensity of 4 amu (i.e., He) to account for any drift in 
the internal pressure of the mass spectrometer and the baselines were correct using the spline function in 
Origin Pro. Intensities were inverted for 2 amu as H2 is consumed during the reductive treatment. 
B3.1.5 In Situ Fourier Transform Infrared Spectroscopy  
Reactive intermediates and basic probe molecules (i.e., pyridine) formed or adsorbed during 
hydrogenolysis of 2-methyltetrahydrofuran (MTHF) over Ni, Ni12P5, and Ni2P catalysts were observed 
using in situ transmission Fourier transform infrared (FTIR) spectroscopy using a custom-made 
transmission cell, previously described,14 with a spectrometer (Bruker, TENSOR 37) equipped with a 
liquid-N2 cooled HgCdTe detector. Self-supporting catalyst pellets (25 ± 5 mg) were made by grinding 
SiO2-supported Ni, Ni12P5, and Ni2P catalysts to a fine powder in a ceramic mortar and pestle and 
pressing the catalyst in a stainless steel template (20.43 mm diameter) using a manual bench-top press 
(Carver Laboratory Press). The formed catalyst pellets were placed within the stainless-steel transmission 
cell equipped with CaF2 windows and connected to a gas manifold. Liquid reactants (MTHF, Sigma 
Aldrich, ≥ 99.5%; and pyridine, Fisher, ≥ 99.9%) were introduced through a septum 35 cm upstream of 
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the catalyst using a syringe pump (KD Scientific, Legato 100) in a crossflow configuration with the 
primary gas flow (H2, S.J. Smith, 99.999%; and He, S.J. Smith, 99.99%) controlled by mass flow 
controllers (Alicat). Transfer lines were heated to 523 K with heating tape (Omega, FGH series) to 
vaporize liquid reactants. The transmission cell was heated using resistive heating cartridges controlled 
with an electronic PID controller (Watlow, EZ-Zone), and the temperature was measured with a K-type 
thermocouple adjacent to the self-supporting catalyst pellet. Prior to acquiring spectra, the catalyst was 
pretreated in situ to 673 K at a rate of 0.05 K s-1 and held for 1 h in 20 cm3 min-1 H2 at ambient pressure. 
The cell was then allowed to cool to 543 K while remaining under H2 flow. The background IR spectra 
were collected under a flow of 15 kPa He and 86 kPa H2 at 543 K following the in situ pretreatment. 
Steady state measurements were obtained while flowing 5 kPa MTHF, 80 kPa H2, and 16 kPa He prior 
introducing 1 kPa pyridine (while reducing the He pressure to 15 kPa to maintain constant total pressure). 
Spectra were collected at a resolution of 4 cm
-1 
and averaged over 128 scans for both the initial 
background and measured steady-state conditions. All spectra acquisition was performed using Bruker 
Corporation’s OPUS Spectroscopy Software 7.0.129.  
The subsequent spectra analysis (e.g., subtraction of gas phase contribution, baseline correction, and data 
smoothing) was performed using OriginLab’s OriginPro software. Spectra obtained from in situ 
experiments were baselined corrected using Origin Pro using the peak analyzer tool with 8 -12 anchor  
points and interpolating with the spline function. Spectra were obtained over an 80 mg SiO2 pellet at 543 
K and 5 kPa MTHF. These spectra were normalized to be representative of the same pellet thickness (25 
mg) as the silica supported Ni, Ni12P5, and Ni2P pellets. Contributions from gas phase MTHF and MTHF 
adsorbed to SiO2 were removed by subtracting spectra obtained over a SiO2 pellet; therefore, remaining 
spectral features are representative of adsorbates on the Ni, Ni12P5, and Ni2P surfaces. 
Preparation of the IR pellet requires first weighing 25 mg (± 5 mg) of the dry catalyst. The catalyst is then 
ground into a fine powder ( > 200 mesh) using a ceramic mortar and pestle. The pellet mold is comprised 
of two 20.34 mm diameter stainless steel cylinders (heights of 32.42 mm and 15.97 mm) and a 
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rectangular stainless steel casting (63.5 mm x 38.18 mm x 50.05 mm) with a 20.39 mm cylindrical orifice 
centered on the shortest side to serve as the structural support for the die body and plunger. The longer of 
the two cylinders is placed into the support structure and the ground catalyst is poured into the center of 
the mold. The top piston is then placed on top of the ground catalyst and rotated in a circular motion to 
ensure an even distribution of the catalyst powder. This assembly was then placed in a Fred S. Carver Inc. 
Carver Laboratory Press and a pressure of 5000 psig was applied to the assembly for 60 seconds. The 
applied force was then increased to 10,000 psig for an additional 60 seconds. The assembly was then 
removed from the press and the casting was lifted from the cylindrical pistons and the resulting IR pellet 
was loaded into the primary cell. 
B3.2 Catalytic Rate Measurements 
B3.2.1 Reactor Design and Operation 
Rate and selectivity measurements were conducted in a packed bed reactor comprised of stainless steel 
tube (3/8” OD) containing ~10-500 mg of catalyst, which was held at the center of the reactor using glass 
rods and packed glass wool. The reactor was heated with a three-zone electrically heated furnace (Applied 
Test Systems, 3210) that was controlled by an electronic temperature controller (Watlow, EZ-Zone). The 
catalyst temperature was measured by a K-type thermocouple contained within a 1/16” stainless steel 
sheath (Omega) that was coaxially aligned within the reactor and submerged within the catalyst bed. The 
volume of the catalyst bed was kept constant at 1.4 cm
3
 of material by mixing excess SiO2 (dried at 353 K 
in ambient air) with the desired mass of catalyst. The system was pressurized (0.1-6.0 MPa) using a dome 
loaded back pressure regulator (BPR, Mitey Mite, B91XW), which was controlled by an electronic 
pressure regulator (EPR, Proportion-Air, BB1). The reactor pressure was monitored upstream and 
downstream of the catalyst bed using a digital pressure gauge (Omega, DPG-1000L) and the EPR, 
respectively. Comparisons of these measurements showed that the pressure drop across the catalyst bed 
was less than 1% of the total pressure. 
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Gas flow rates (H2, CO (S.J. Smith, 1.03% CO, balance H2), and NH3 (S.J. Smith, ≥ 99.999%)) were 
controlled using mass flow controllers (Parker Porter, Model 601) coupled to a digital controller (Parker 
Porter, CM-400). The flow rates of liquids including 2-methyltetrahydrofuran (MTHF, Sigma Aldrich, ≥ 
99.5%) and 2-methylfuran (MF, Aldrich Chemistry, 99%), were controlled using a stainless steel syringe 
pump (Teledyne Isco, 500D with D-series controller) fed through a PEEK tube (1/16” outer diameter, 
0.01” inner diameter) the exit of which was positioned within a small bed of non-porous sand (2.5 g, 
Sigma Aldrich, 50-70 mesh) within a cross flow of H2. The transfer lines surrounding the liquid inlet were 
kept at 298 K for low pressures (< 8 kPa) of MTHF and heated to 393 K using heating tape (Omega, FGH 
series) for high pressures (> 10 kPa) of MTHF to avoid condensation. All transfer lines downstream of 
the liquid inlet were heated above 373 K at low MTHF pressures and 393 K at high MTHF pressures 
using heating tape to avoid condensation of the products or reactant. Line temperatures were monitored 
with K-type thermocouples (Omega) displayed on a digital reader (Omega, 402B-TC). 
Catalysts were pretreated in situ by heating to 673 K at 0.05 K s
-1
 and holding for 1 h within 101 kPa 
flowing H2 (S.J. Smith, 99.999%) at 50 ml min
-1
 prior to all catalytic measurements. The effluent of the 
reactor was characterized using on-line gas chromatography (Agilent, HP 6890). The gas chromatograph 
(GC) was equipped with a capillary column (HP Plot Q, 30 m length, 0.320 mm inner diameter, 20 μm) 
connected to a flame ionization detector to quantify the concentrations of combustible species and a 
packed column (HayeSep Q, 2 m length, 2 mm inner diameter) connected to a thermal conductivity 
detector to measure H2, H2O, CO, and CO2. Sensitivity factors and retention times for all components 
were determined using gaseous and liquid standards. A complete list of these standards and calculations 
for sensitivity factors are shown in the Supporting Information (Section B3.2.2). Control of the reactor 
pressure and temperature, reactant flowrates, and the GC sampling were automated to allow for 
continuous measurements. 
Conversions were calculated on a carbon basis based on the amount of carbon that appears in the 
products. The carbon and oxygen balance closes within ± 10%. Turnover rates are normalized by the 
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number of CO adsorption sites determined through chemisorption experiments described in Section 
B3.1.3. Rate data over Ni clusters at [H2] less than 1 MPa are not reported due to rapid deactivation that 
could not be corrected. Reactor conditions during rate and selectivity measurements were varied by 
sequentially decreasing and then increasing the reactant pressure over the full range such that one or more 
of the conditions is measured at least twice throughout the experiment to ensure that measured trends 
were not a result of systematic deactivation.  
 
Figure B27 Measured rates of consumption of the MTHF-MF reactant pool to form pentanal and 
subsequent 
3
C-O bond rupture products(▲), and 2-penten-4-one and subsequent 
2
C-O bond rupture 
products (•) indicated in Scheme 3.1 as a function of time on stream over silica supported  (a) 12 nm 
Ni2P, (b) 5 nm Ni12P5, (c) 19 nm Ni12P5, (d) and 4 nm Ni at 5 kPa MTHF, 1 MPa H2, 543 K. 
 
Catalysts underwent an initial break-in period in 5 kPa MTHF and 1 MPa H2 at 543 K until the turnover 
rates and selectivity changed by less than 1% per hour before the reaction conditions were varied in 
kinetic experiments. Rates measured following the initial break in period were corrected for the number 
of active sites lost over time by fitting an exponential decay expression to the rates as a function of time:  
𝑟 =  𝑟𝑜 ∙ 𝑒








        (B5) 
Where t is the time on stream, r is the turnover rate at time t, r0 is the initial turnover rate, β is the rate of 
decay, [L]0 is the initial number of active sites and [L] is the remaining number of active sites at time t. 
This benchmark condition (5 kPa MTHF, 1 MPa H2, 543 K) was regularly measured throughout a 
catalyst’s time on stream to correct for any deactivation and ensure there was no systematic change in 
selectivity over time.  
Water formed from dehydrating 1-pentanol and 2-pentanol does not appear to have any measurable 
inhibiting effects or lead to deactivation of the catalyst. While product inhibition is observed over all 
catalysts, as shown in Figure B4, the addition of co-fed CO eliminates the decrease in C-O bond rupture 
rates with increased conversion; thus, the product inhibition only appears to be caused by CO and not 
water. In combination with the regular measurements of the benchmark condition, no evidence indicates 
that the amount of water produced under the conditions used within this study lead to deactivation of the 
Ni, Ni12P5, and Ni2P nanoparticles. 
B3.2.2 Standards and Calibrated Sensitivity Factors for Gas Chromatograph 
In all the experiments, 2-methyltetrahydrofuran (MTHF) was used as a standard to calibrate the pressures 
of the liquid reactants and products. Initially, a measured amount of MTHF was injected through the 
system by-pass and the gas chromatograph gas sampling valve. The sensitivity factor of MTHF, 𝐹𝑀𝑇𝐻𝐹, 






where 𝑃𝑀𝑇𝐻𝐹  and 𝐴𝑀𝑇𝐻𝐹 are the pressure and measured peak area of MTHF, respectively. Sensitivity 
factors of other components were calculated by injecting known ratios of MTHF to other desired 
components directly to the capillary column of the GC. Since the mole ratio is proportional to the peak 










where 𝐴𝑖 is the measured peak area and 
𝑁𝑀𝑇𝐻𝐹
𝑁𝑖
 is the mole ratio of MTHF to species i. Consequently, the 
pressures of the desired products were calculated utilizing the sensitivity factor derived above as shown in 
the following equation,  




Here, 𝑃𝑖 is the pressure of species i in the effluent stream.   
Gas species were calibrated by introducing a multi-component gas mixture into the GC through the gas 
sampling valve. Sensitivity factors were calculated by dividing the pressure by the peak area observed, 





The pressure of each species i (𝑃𝑖) of the gases were calculated assuming the validity of the ideal gas law. 
Consequently, the pressures of the products were quantified by multiplying the sensitivity that was 
derived above by the peak area:  
 𝑃𝑖 = 𝐹𝑖 ∗ 𝐴𝑖 (B10) 
The following chemicals were used as standards for the calibration of sensitivity factors and retention 
times: 
 
 2-methyltetrahydrofuran, Sigma-Aldrich,  ≥99.5% 
 2-methylfuran, Aldrich Chemistry, 99% 
 Tetrahydrofuran, Macron Fine Chemicals, ACS grade 
 Diethyl ether, Fisher Scientific, 99.9% 
 Methanol, OmniSolv, ≥99.9% 
 Acetaldehyde, Fluka Analytical, ≥99.5% 
 Ethanol, Decon Laboratory, 200 proof 
 Furan, Aldrich, ≥99% 
 Acetone, Macron Fine Chemicals, ACS grade 
 Isopropanol Fisher Scientific, Certified grade 
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 Methyl-propyl-ether, Aldrich Chemistry, 97% 
 1-propanol, Fisher Scientific, Certified grade 
 Valeraldehyde, Acros Organics, 97% 
 2-pentanone, Acros organics, ≥99% 
 2-pentanol, Aldrich Chemistry, 98% 
 1-pentanol Acros organics, 99% 
 
The two separate multi-component gas mixtures were used to calibrate the gaseous species: 
 
 Scotty Analyzed Gases, 15.5 ppm acetylene, 15.2 ppm n-butane, 15.2 ppm ethane, 15.1 ppm 
ethylene, 15.2 ppm  methane, 15.1 ppm propane, 15.2 ppm propylene, 15.3 ppm methyl acetylene 
bal. nitrogen 
 Scotty Analyzed Gases 1.01% acetylene, 1.0% carbon dioxide, 1.0% carbon monoxide, 1.01% 
ethane, 1.01% ethylene, 1.01% methane bal. nitrogen 
 
Liquid mixtures were with MTHF to determine the relative peak area of each component to MTHF in 
comparison to the relative mol%.  
Products without analytical standards were identified by comparing retention times of products with the 







B3.3 Computational Methods 
B3.3.1 Nickel and Nickel Phosphide Lattice Parameters and Surface Formation Energies  
Periodic plane-wave DFT calculations were performed using the Vienna ab initio simulation package 
(VASP).
151-154
 Plane waves were constructed using projector augmented-wave (PAW) potentials with an 
energy cutoff of 396 eV.
155,156
 The Perdew–Burke–Ernzerhof (PBE) form of the generalized gradient 
approximation (GGA) was used to determine exchange and correlation energies for bulk and surface 
formation calculations, which should give more accurate estimation of lattice parameters.
157-159
 
Wavefunctions were converged to within 10
–8
 eV and forces were computed using a fast Fourier 
transform (FFT) grid; the maximum force on each atom was converged to < 0.01 eV Å
-1
. The unit cells of 
bulk Ni (space group Fm3m),160 Ni2P (space group P62m),
161 and Ni12P5 (space group I4/m)
161 were built 
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based on crystallographic data, and the lattice parameters were then optimized using DFT. Calculations of 
bulk Ni, Ni12P5, and Ni2P were computed using a Γ-centered 7 × 7 × 7 and 8 × 8 × 14 sampling of the 
Brillouin zone (k-point meshes), respectively.
158,166
 Energy convergence tests were performed to ensure 
adequate k-point mesh sizes were used; energies changed by less than 3 × 10
−3
 eV when the k-point mesh 
was increased to 9 × 9 × 9 for Ni and 16 × 16 × 28 for Ni12P5 and Ni2P (Figure B28). The optimized bulk 
lattice parameters for Ni (a = b = c = 3.52 Å), Ni2P (a = b = 5.87 Å, c = 3.37 Å) and Ni12P5 (a = b = 8.63 
Å, c = 5.07 Å) were consistent with previous DFT studies
162
 and in close agreement with the measured 
values (a = b = c = 3.52 Å),
160
 (a = b = 5.86 Å, c = 3.38 Å),
163
 and (a = b = 8.65 Å, c = 5.07 Å).
163
 All Ni 
calculations were run spin-polarized because of its ferromagnetic properties. Calculations showed less 
than 10–4 eV energy difference between spin- and non-spin polarized calculations for Ni12P5(001) and 
Ni2P(001) calculations, consistent with previous DFT studies,
162
 so all calculations of Ni12P5(001) and 
Ni2P(001) surfaces were done without spin-polarization. 
 
Figure B28 k-point convergence test for bulk Ni (a), Ni2P (b), and Ni12P5 (c). 
Optimized bulk structures were cleaved along different Miller indices and the surface formation energy 
was calculated by 






     (B11) 
where N is the number of atoms and A is the area of the surface. The closed-packed Ni(111) surface has 
the lowest surface formation energy (1008 kJ mol−1 nm−2) compared to Ni(100) (1142 kJ mol−1 nm−2) and 
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) (Figure B29a), as well-established for transition metals.
160,164
 For Ni2P and 
N12P5 surfaces, there is an alternation of planes in the z-direction that have different Ni and P 
composition; scanning tunneling microscope (STM) images confirm the existence of two different 
terminations on Ni2P(001) single crystals.
165
 DFT calculations indicate that the Ni-rich terminations in 









, respectively) (Figure B29b and c). Thus, the Ni(111), Ni12P5(001), and Ni2P(001) surfaces 
were used, although the kinetic relevance of other surfaces cannot be eliminated. These surfaces were 
modeled with k-point meshes of 4 × 4 × 1 and 5 × 5 × 1 for Ni(111), Ni12P5(001), and Ni2P(001) surfaces, 
respectively, and the energies changed by less than 1 × 10
–2






Figure B29 Surface formation energies for Ni (a), Ni2P (b), and Ni12P5 (c). 
 
 
Figure B30 k-point convergence test for Ni(111) (a), Ni2P(001) (b), and Ni12P5(001) (c). 
 
B3.3.2 Energy Barrier Calculations 
The revised Perdew–Burke–Ernzerhof (RPBE) functional was used for calculations of adsorption, 
reaction, and activation energies because it exhibits better performance in predicting adsorption energies 
in metal surfaces.
157-159







  and vdW-DF2
172
  functionals which attempt to include 
dispersion interactions such as van der Waals forces. Wavefunctions were converged to within 10
–6
 eV 
and structures were relaxed until all forces on unconstrained atoms were < 0.05 eVÅ
-1
. Gaseous species 
were modeled within 16 × 16 × 16 Å unit cells of vacuum. The Ni(111) catalyst surface was modeled as a 
3 × 3 closed-packed periodic lattice with four layers in the orthogonal direction and a 10 Å vacuum 
between slabs (Fig. B27a); the bottom two layers were fixed in their bulk positions and the top two layers 
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relaxed. After geometric convergence, a single-point calculation with a (8 × 8 × 1) k-point mesh was 
performed to determine the electronic energy. The Ni2P(001) and Ni12P5(001) surfaces shown in Figure 
B31 were modeled with two repeating units and a 10 Å vacuum in the z-direction. The bottom repeat 
units (two atomic layers for Ni2P and four atomic layers for Ni12P5, Figures B31b and c) were fixed in 
their bulk positions while all other atoms were relaxed.  
Transition state structures were obtained for each elementary reaction by using the nudged elastic band 
(NEB) method
173,174
 and the dimer method.
175
 The NEB method was carried out using 16 images, and 
wavefunctions were converged to within 10
–4
 eV. The maximum force on each atom was converged to 
<0.5 eV Å
-1
. These protocols provided an estimate of the reaction path and starting points for the structure 
and the reactive mode for each transition state. The dimer algorithm was then used with wavefunctions 
converged to within 10–6 eV, and the maximum force on each atom was converged to < 0.05 eV Å-1.  
Frequency calculations were performed on gas phase molecules and all optimized adsorbed species (all 
catalyst atoms were fixed) to determine zero-point vibrational energies (ZPVE), and vibrational, 
translational and rotational enthalpy and free energy. These terms were then used, together with electronic 
energies (E0, provided by VASP), to estimate enthalpies: 
𝐻 = 𝐸0 + 𝑍𝑃𝑉𝐸 + 𝐻𝑣𝑖𝑏 +𝐻𝑡𝑟𝑎𝑛𝑠 + 𝐻𝑟𝑜𝑡    (B12) 
and free energies: 
𝐺 = 𝐺0 + 𝑍𝑃𝑉𝐸 + 𝐺𝑣𝑖𝑏 + 𝐺𝑡𝑟𝑎𝑛𝑠 + 𝐺𝑟𝑜𝑡    (B13) 
for all reactants, products, and transition states at 543 K. For calculations which include a periodic 
surface, there are no translational or rotational degrees of freedom and DFT-derived vibrational 
frequencies can be used to determine the ZPVE, Hvib, and Gvib:
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𝑍𝑃𝑉𝐸 = ∑ (½𝜈𝑖ℎ)𝑖      (B14) 







)𝑖      (B15) 
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      (B22) 
where Ii is the moment of inertia about axes x, y or z and σ is the symmetry number of the molecule.  
DFT-derived intrinsic enthalpy and free energy barriers (ΔHact and ΔGact, respectively) and reaction 
energies (ΔHrxn or ΔGrxn) denote differences between a transition state or the product and the precursor 
reactant for that elementary step. Overall barriers (ΔH҂ and ΔG҂) are defined as the enthalpy or free 
energy of forming the partially-dehydrogenated transition state [C5H(10-λ/2)O** ҂] and a stoichiometric 






Figure B31 Top and side views of Ni (a) Ni2P (b) and Ni12P5 (c) supercells. The adsorption sites are 
labeled by M1: metal atop, M2: metal bridge, M3: metal 3-fold hollow, M4: metal 4-fold hollow, MP: 
metal-phosphorus bridge, and P1: phosphorus atop. The bottom two layers for Ni and the bottom repeat 








B4 Derivation for Measured Equilibrium Constant for Dehydrogenation of MTHF to MF 
 
 
Figure B32 (a) Measured ratio of MF, H2, and MTHF over a range of conversions with feed composition 
5 kPa MTHF and 0.125 MPa H2 at 593 K ( ), 588 K ( ), 583 K (▲), 578 K (●), and 573 K (■) over Ni2P. 
(b) Average ratio measured MF, H2, and MTHF which indicate equilibrium constant (KDH) for 
dehydrogenation of MTHF to MF as a function of temperature in 5 kPa MTHFand 0.125 MPa H2 over 
Ni2P. Trend line indicates exponential fit.  
Tabulated values for equilibrium constant for MTHF dehydrogenation to MF, KDH, and free energy, 
ΔGDH, were inconsistent with experimental results.  To experimentally measure ΔGDH and KDH, the ratio 
of of 2-methylfuran (MF), hydrogen (H2), and 2-methyltetrahydrofuran (MTHF) pressures were measured 
over a range of residence times (i.e., conversions) and temperatures (573-593 K) over Ni2P (Figure B32a).  




) was constant within this range of conversions 
representative of conditions during kinetic measurements, which indicates that dehydrogenation of MTHF 
and hydrogenation of MF have reached equilibrium (η =1) at these conversions; therefore, this ratio is 
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𝑅𝑇⁄      (B24) 
where R is the universal gas constant and T is the temperature.   
B5 Error Analysis 
B5.1 Sources of Error 
B5.1.1 Instrumentation: Sources of Random Error and Preventative Measures 
Table B6 indicates the error of each instrument as reported by the manufacturer. Mass flow controllers 
(MFCs) are calibrated weekly using a bubble meter at the outlet of the GC. The system is leak checked 
weekly, and the leak rate must be less than 5 ml min
-1
 at the highest pressure (~800 psig). The electronic 
pressure controller is calibrated every 3 months using the digital pressure gauge upstream of the reactor.  
Calibrations for the pressure controller are done at ~20 ml min
-1
 to avoid effects of pressure drop 
throughout the system. The digital pressure gauge is compared with the delivery pressure on the H2 tank 
regulator weekly. The furnace PID controller is programmed to automatically adjust the tuning 
parameters during experiments. Measurements taken at temperatures outside of ±0.2
o
C of the set point 
(measured by the thermocouple submerged within the catalyst bed) are manually rejected. Sensitivity 
factors for hydrocarbons and oxygenates were calibrated relative to 2-methyltetrahydrofuran (MTHF), 
and are adjusted when the MTHF sensitivity factor is recalibrated weekly during by-pass measurements. 




Table B6 Error reported by equipment manufacturer 
Equipment 
Controlled or Measured 
Variable 
Error Reported by 
Manufacturer 
Parker-Porter Mass Flow 
Controller 
Gas flow rates (H2,  NH3, CO) ± 1% of full scale 
Teledyne-Isco stainless-steel 
syringe pump 
MTHF flow rate ± 0.5 % of set point 
Watlow Furnace PID Controller Reactor temperature ± 0.2
o
C 
Omega Digital Pressure Gauge Pressure upstream of reactor ±0.25% Full scale (1000 psig) 
Equilibar Electronic pressure 
controller 
Pressure downstream of reactor ±0.25% Full scale (1000 psig) 
Agilent HP 6890 Gas 
chromatograph 
Effluent composition ± 1% relative standard deviation 
Mass balance Mass of catalyst ± 1 mg 
 
Overall repeatability within the system is measured weekly with by-pass measurements.  The fluctuations 
in the MFCs, syringe pump, and GC all contribute to the measured error. During experiments, the carbon 
and oxygen balances indicate if the relative syringe pump and MFC flow rates are accurate. These two 
mole balances must close within 10% for any measured value to be considered. The combined uncertainty 
of the GC, MFCs, and syringe pump measured through the by-pass is typically between 5-10%. The 
follow sections will compare the measured random error with the calculated propagated error from the 
instruments.  
B5.1.2 Sources of Systematic Error  
Systematic uncertainty results from deviation in thermocouple calibration and the broad distribution in 
cluster size (Figure B20-B24). The reactor temperature is controlled with the Watlow PID controller, but 
the reported temperature is measured by a thermocouple co-axially aligned with the reactor and 
submerged in the catalyst bed for a more accurate temperature measurement, as opposed to using the 
thermocouples embedded in the furnace walls. The thermocouple was initially calibrated at 0
o
C and room 
temperature. If the thermocouple has slowly drifted, then all reported temperatures and rates would 
systematically be off, but this would not result in fluctuations between measurements.   
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Similarly, the cluster size distribution for each catalyst affects the uncertainty in the calculated residence 
time and turnover rates. A certain mass of catalyst is used when measuring a specific data set (e.g., MTHF 
pressure or temperature dependence) and the number of active sites is held constant during that particular 
data set (excluding effects of deactivation discussed in the following section). Changing the number of 
active sites would change the magnitude of the reported rates, but all the rates within that data set be 
adjusted by the same factor. Values we report to determine the kinetic model and active site properties 
(i.e., rate dependencies and activation enthalpies) are not affected by the magnitude of the rates, but rather 
the change in the rates as a function of pressure or temperature; therefore, the systematic error resulting 
from drift in thermocouple calibration and cluster size distribution will not cause fluctuations between 
measurements and are not reported in the calculated error. 
B5.2 Procedure for Data Collection and Fitting 
B5.2.1 Steady-State Measurements:  Accounting for Deactivation and Repeatability 
For every condition, 4-5 measurements are taken at ~30 min intervals. The system takes roughly 1 hour to 
reach steady state. The carbon and oxygen balances are used to determine if the system has reached 
steady state. Within each data set (e.g., MTHF or temperature dependence) a reference condition is 
measured at least twice to account for deactivation (loss of active sites) over time.  Catalyst is replaced if 
the selectivity (χ) changes more than 10%, as this indicates a change in the catalyst structure not just loss 
of active sites. 
For any data sets taken without CO or NH3, each pressure is measured at least 3 space velocities to report 
rates extrapolated to 0% conversion. For data sets taken with CO and NH3, rates are measured at a single 
space velocity for each pressure. Temperature dependence measurements are taken in increasing order of 
temperature after initial measuring the rates at 543 K. After measuring the rate at the highest temperature, 
the final rate measurement is taken at 543 K to correct for deactivation during the data collection. 
B5.2.2 Appropriate Weighting Methods in Origin   
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Origin provides three different weighting methods for non-linear curve fits, and adjusts the fitting 
parameters (e.g., a and b for a power law fit, y = a*x
b
) to reduce χ
2
 given the following equation 




     (B25) 
Here, wi is the weight of each data point, Yi is the magnitude of the value, and f(xi’𝜃) is the y-value of the 
fitted function at xi for data point i. Table B7 describes the different weighting methods available in 
Origin. Previous reported results used the Statistical weighting method, which normalizes weights by the 
magnitude of the y-value. This weighting method does not account for the error within each 
measurement. Weighting values equally (No Weights method) causes the fit to be skewed towards higher 
values. The Instrumental weighting method uses a user defined standard deviation (σ i) to calculate wi, so 
values with more error carry less weight in the fit. 
Table B7 Weighting Methods in OriginPro 
Weighting Method Weight, wi Results 
No Weights 1 Fit is weighted towards higher values 
Statistical 1/yi Normalizes weight by magnitude of value (yi) 
Instrumental 1/σi
2 Adjusts fit to user defined standard deviation 
(σi), most accurate method 
 
The following section compares the measured standard deviation with the calculated standard deviation 
using error propagation of the instrument uncertainty from Section B5.1.   
B5.3 Error Propagation Calculations 
Here the standard deviation of reported rates are described for the MTHF pressure dependence and 
temperature dependence based on error propagation from each source of random error listed in  Section 
B5.1, and compared with the standard deviation calculated by the fits within Origin.  
B5.3.1 Molar Flow Rates 
The standard deviation of molar flowrates ?̇? for each reactant (MTHF, H2, CO, and NH3) are calculated 
below: 
𝑛𝑀𝑇𝐻𝐹̇ =  ?̇? ∗ 𝜌/𝑀𝑊     (B26) 
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𝜎𝑛,𝑀𝑇𝐻𝐹 = ?̇? ∗ 0.5% ∗ 𝜌/𝑀𝑊     (B27) 
Here, ?̇? is the volumetric flow rate set on the syringe pump, 𝜌 is the density of MTHF, and MW is the 
molecular weight of MTHF. 
𝑛𝐻2̇ = ( ?̇?1 + ?̇?2 ∗ 99% ) ∗ 𝑃𝑎𝑡𝑚/𝑅𝑇    (B28) 
𝜎𝑛,𝐻2 = √(1% ∗ 500𝑠𝑐𝑐𝑚)
2 + (1% ∗ 300𝑠𝑐𝑐𝑚 ∗ 99%)2 ∗ 𝑃𝑎𝑡𝑚/𝑅𝑇   (B29) 
Here, ?̇?1and ?̇?2 are the volumetric flowrates in standard cubic centimeters per minute (sccm) through the  
MFCs, R is the universal gas constant, T is 298 K, and Patm is 1 atm. A mixture of 1% CO in H2 is used to 
co-feed CO, meaning both MFCs of different full scales are used to feed H2 during experiments when CO 
is co-fed. The volumetric flow rate and error attributed to the co-fed MFC are multiplied by 99% to only 
account for the H2.  Standard deviation in CO and NH3 flowrates are calculated similarly below: 
𝑛𝐶𝑂̇ = (?̇?2 ) ∗
𝑃𝑎𝑡𝑚
𝑅𝑇
∗ 1% 𝐶𝑂 𝑖𝑛 𝐻2    (B30) 




∗ 1%   (B31) 
𝑛𝑁𝐻3̇ = (?̇? ) ∗
𝑃𝑎𝑡𝑚
𝑅𝑇
     (B32) 




     (B33) 
B5.3.2 Reactant Pressures 
Error in reactant pressure, 𝜎𝑃,𝑖, is a function of the molar flowrates and the total system pressure, Ptotal, 
controlled by the electronic pressure controller, where 𝜎𝑃,𝑡𝑜𝑡𝑎𝑙 =  0.25% ∗ 1000𝑝𝑠𝑖. 
𝑃𝑖 = 
𝑛𝑖̇
𝑛𝑀𝑇𝐻𝐹̇ +𝑛𝐻2̇ +𝑛𝐶𝑂̇ +𝑛𝑁𝐻3̇










)2 ∗  𝑃𝑖    (B35) 
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Here 𝜎𝑛,𝑖, ni, and Pi are the standard deviation of molar flow rate, molar flow rate, and reactant pressure 
for reactant i, where i is CO, NH3, MTHF, or H2. The error in total molar flowrate, 𝜎𝑛,𝑡𝑜𝑡𝑎𝑙, is calculated 





2   (B36) 
 
B5.3.3 Conversion 
The standard deviation in conversion, 𝜎𝑋, is a function of the sensitivity factors and partial pressures each 
product, j, and initial pressure of MTHF, 𝑃0,𝑀𝑇𝐻𝐹 .  
𝑋 =  
∑(𝑃𝑗∗𝐶𝑗)
𝑃0,𝑀𝑇𝐻𝐹∗5
       (B37) 
Here, conversion, X, is reported on a carbon basis relative to the initial carbon in MTHF (𝑃0,𝑀𝑇𝐻𝐹 ∗ 5, as 
MTHF contains 5 carbons), so Cj is the carbon number for each product, j. GC measurements are taken at 
atmospheric pressure, so the measured area is converted to an atmospheric partial pressure using the 
sensitivity factor, then multiplied by the ratio of the total system pressure to atmospheric pressure to 
calculate the pressure of product j, Pj, within the reactor. 
𝑃𝑗 = 𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑎𝑟𝑒𝑎 ∗ 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟 ∗ 𝑃𝑡𝑜𝑡𝑎𝑙/𝑃𝑎𝑡𝑚   (B38) 
Agilent listed the uncertainty for GC measurements as ± 1% relative standard deviation:   
𝜎𝐺𝐶 
𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑎𝑟𝑒𝑎∗𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟
=  1%    (B39) 
Here the error in measured area and sensitivity factor are encompassed in 𝜎𝐺𝐶 . The standard error in 




 )2 + (
𝜎𝑃,𝑡𝑜𝑡𝑎𝑙
𝑃𝑇𝑜𝑡𝑎𝑙
)2 ∗ 𝑃𝑗    (B40) 
The calculated standard deviation for all products is  
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𝜎∑𝑃𝑗∗𝐶𝑗 = √∑ (𝜎𝑃,𝑗 ∗ 𝐶𝑗)
2
𝑗      (B41) 







)2 ∗ 𝑋     (B42) 
B5.3.4 Turnover Rates for xC-O Bond Rupture 
Rates are reported as the formation rates of products for each 
x
C-O bond rupture pathway. 
𝑟 𝐶−𝑂𝑥 = 
∑𝑃𝑗 𝐶−𝑂𝑥  
𝑃0,𝑀𝑇𝐻𝐹
∗ 𝑆𝑉     (B43) 
Where the space velocity, SV, is a function of the molar flow rate of MTHF and number of surface sites, 








 )2 + (
𝜎𝑛,𝑠𝑢𝑟𝑓 𝑁𝑖
𝑛𝑠𝑢𝑟𝑓,𝑁𝑖
)2 ∗ 𝑆𝑉      (B45) 




As discussed in Section 5.1., there is systematic error in the number of surface sites based on the 
distribution of cluster sizes, but this will not result in fluctuations or random error, and is not included in 
the standard deviation for SV.  The standard deviation for reported rates are calculated as below: 
𝜎𝑟 𝐶−𝑂𝑥 = √(
∑ 𝜎𝑃,𝑗,𝑥𝐶−𝑂2𝑗







)2 ∗ 𝑟 𝐶−𝑂𝑥     (B46) 
These calculated standard deviations are used as σi in the weighting for the instrumental fits. The 
regression performed in Origin calculates a fit based on reducing χ
2
 as discussed in Section B5.2.2, which 
calculates the corresponding standard deviation for the reported fit. The fits, and subsequently rate orders, 
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are nominally the same regardless of the standard deviation; therefore, the reported conclusions regarding 
the kinetic model and proposed mechanism remain the same.  Table B8 displays the average, minimum, 
and maximum standard deviations based on the measured and calculated values for the MTHF pressure 
dependence. The measured error is greater than the error calculated through propagation of standard 
deviations, and therefore, may be a more accurate representation of the precision of measurements at each 




Table B8 Measured and calculated uncertainties for MTHF Dependence (5 kPa CO, 0.5 MPa H2, 543 K 
19 nm Ni12P5) 
C-O bond 
rupture pathway 
Measured Error, % (σi / rxC-O) Calculated Error, % (σi / rxC-O) 
Average Minimum Maximum Average Minimum Maximum 
3
C-O 8.6% 0.9% 26.0% 6.7% 5.4% 9.7% 
2
C-O 13.6% 0.5% 45.6% 6.9% 5.5% 9.8% 
 
B5.3.5 Rates Extrapolated to 0% Conversion 
For data sets taken without co-fed CO or NH3 (i.e., when rates decrease a function of conversion due to 
product inhibition), rates are measured at multiple space velocities and the reported rate is at 0% 
conversion. Rates for both 
x
C-O bond rupture pathways, 𝑟 𝐶−𝑂𝑥 , are plotted against X with x and y error 
bars (𝜎𝑋 and 𝜎𝑟 𝐶−𝑂𝑥 , respectively) for each individual temperature or pressure and a linear regression is 
performed in Origin to obtain the following equation: 
𝑟 𝐶−𝑂𝑥 = 𝑚 𝐶𝑥 −𝑂𝑋 + 𝑏 𝐶𝑥 −𝑂      (B47) 
where 𝑚 𝐶𝑥 −𝑂 and 𝑏 𝐶𝑥 −𝑂 are the slope and intercept for the respective 
x
C-O bond rupture pathway. The 
intercept represents the rate at 0% conversion, which is used for to determine the rate order for pressure 
dependences and activation enthalpies when CO or NH3 are not co-fed. The error in 𝑏 𝐶𝑥 −𝑂  is calculated 
through a series of steps below rather than using the standard error in 𝑏 𝐶𝑥 −𝑂 calculated by Origin, which 
was used for previously reported values. The standard deviation of the slope is calculated as 











     (B48) 
Here, N is the number of measurements taken at the given temperature or pressure; 𝑟 𝐶−𝑂𝑖
𝑥  is the measured 
rate at the measured conversion, 𝑋𝑖; 𝑟 𝐶−𝑂?̂?  is the calculated rate at 𝑋𝑖using the linear regression; and ?̅? is 
the average conversion at the specific space velocity. Solving the linear fit for 𝑏 𝐶𝑥 −𝑂 gives 
𝑏 𝐶𝑥 −𝑂 = 𝑟 𝐶−𝑂𝑥 −𝑚 𝐶𝑥 −𝑂𝑋      (B49) 
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And the standard error of 𝑏 𝐶𝑥 −𝑂  is then 
𝜎𝑏 𝐶𝑥 −𝑂 = √(𝜎𝑟 𝐶−𝑂𝑥 )
2 + (𝜎𝑚𝑋 𝐶𝑥 −𝑂)
2      (B50) 
Where 𝜎𝑚𝑋 𝐶𝑥 −𝑂is the standard deviation for the product of 𝑚 𝐶
𝑥 −𝑂 and X, defined as 





 )2 + (
𝜎𝑋
𝑋
)2 ∗ 𝑚 𝐶𝑥 −𝑂𝑋     (B51) 
The reported rates at each condition (i.e., pressure or temperature) are 𝑏 𝐶𝑥 −𝑂  ±  𝜎𝑏 𝐶𝑥 −𝑂. 
B5.3.6 Transition State Equilibrium Constant 
For enthalpic measurements, the plotted transition state equilibrium constant, 𝐾‡, derived from Transition 
State Theory is calculated as a function of the initial H2 and MTHF pressures (𝑃0,𝐻2 and 𝑃0,𝑀𝑇𝐻𝐹, 
respectively), temperature (T) in K, and measured rates for 
x
C-O bond rupture,  




      (B52) 
Here P
m
0, H2 is the inlet pressure of H2 raised to the m power, where m is the magnitude of the rate 
dependence on H2 pressure for 
x
C-O bond rupture (i.e., ½ for 
3
C-O bond rupture and 1 for 
2
C-O bond 
rupture).  The standard deviation for P
m
0, H2 is 
𝜎𝑃𝑚,0 𝐻2 = 𝑚 ∗
𝜎𝑃,0 𝐻2
𝑃0,𝐻2
      (B53) 















2 ∗ 𝐾‡   (B54) 
Where 𝜎𝑇 is 0.2 K. In the example temperature dependence data for a clean surface, rates are reported at 
0% conversion; therefore, 𝑏 𝐶𝑥 −𝑂   and  𝜎𝑏 𝐶𝑥 −𝑂 are used in place of 𝑟 𝐶−𝑂
𝑥  and 𝜎𝑟 𝐶−𝑂𝑥 .   
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B5.3.7 Activation Enthalpy 




𝑅𝑇⁄       (B55) 





𝑅⁄        (B56) 
 Δ𝐻‡ is calculated from the slope of an exponential fit to 𝑦 =  𝐴𝑒𝐵𝑥, where y is K‡, and x is 1000/T using 




∗ 𝑇       (B57) 





 )2 + (
𝜎𝑇
𝑇
)2 ∗ ΔH‡     (B58) 





       (B59) 
Δ𝑆‡ is dependent on 𝐾‡ so the standard deviation in ΔS‡ is not included in calculation for 𝜎ΔH‡. The 
activation enthalpies are effectively equivalent regardless if 𝜎𝑏 𝐶𝑥 −𝑂 is determined from the error in the 




SUPPLEMENTARY DATA AND ANALYSIS FOR CHAPTER 4  
 
C1 Reaction Coordinate Diagrams for Ni and Ni2P 
 
 
Figure C1 Reaction coordinate diagrams for changes in free energy in elementary steps that form the 




C–O bond rupture in MTHF on the Ni2P(001) surface at 543 K (O: red; C: 







Figure C2 Reaction coordinate diagram for changes in free energy in elementary steps that form the 




C–O bond rupture in MTHF on a Ni(111) surface at 543 K (O: red; C: 





C2 Reference Spectra and Predicted Vibrations for Peak Fitting and Assignments 
 
Figure C3 Normalized gas phase spectra of MTHF (black, 12 kPa, 298 K), tetrahydrofuran (red, 9.2 kPa, 
328 K), 2-propanol (blue, 9.8 kPa, 328 K), and 2-methylfuran (green, 8.5 kPa, 328 K) measured in an 
empty gas transmission cell. 
 
Peak of individual vibrational modes are assigned based in part on the peaks present in these pure gas 
phase spectra. Individual peaks were fit using OriginPro to identify and analyze individual ν(C-H) modes 





Figure C4 Spectra of gas phase MTHF (12 kPa, 543 K) deconvoluted to peaks (8 peaks, (a); 7 peaks, (b); 
6 peaks, (c); 5 peaks, (d)) that represent individual vibrational modes for C-H stretches (νCH3,a green; νCH3, 
s light green; νCH2,a, blue; νCH2,s, light blue; νCH, red) which form the cumulative spectra (orange) and e) the 
residual absorbance between the measured spectra and the cumulative fit to 8 peaks (i), 7 peaks (ii), 6 
peaks (iii), and 5 peaks (iv).  
 
The number of peaks fit to a given spectra is based on the fundamental types of vibrational modes within 
the given wavenumber range. Here, there are 5 basic C-H stretching modes; however, the different 
methylene groups within MTHF may be electronically different enough to appear as distinct vibrational 
modes. By increasing the number of peaks, the residuals decreases such that when the measured spectra is 
fit to 8 peaks, the sharp features ~2975 cm
-1
 are accurately modeled. This process was repeated for each 






Figure C5 Spectra of gas phase 2-methylfuran (a, 8.5 kPa, 328 K),  tetrahydrofuran (b, 9.2 kPa, 328 K), 
2-propanol (c, 9.8 kPa, 328 K) measured in an empty gas transmission cell and deconvoluted to peaks the 
reflect ν(C-H) (νCH3,a green; νCH3, s light green; νCH2,a, blue; νCH2,s, light blue; νCH, red) which form the 




Table C1 Ratio of absorbance intensity at 2975 cm
-1
 for SiO2 supported 4 nm Ni, 10 nm Ni12P5, and 12 
nm Ni2P nanoparticles relative to that of SiO2 during reactions of MTHF for spectra reported in Figure 4.3 
(12 kPa MTHF, 43 kPa H2, 46 kPa He, 543 K) 
Catalyst 





Relative ratio with SiO2 
4 nm Ni 0.00617 1.99 
10  nm Ni12P5 0.00344 1.11 
12 nm Ni2P 0.00389 1.25 






Figure C6 Parity plot of DFT calculated vibrations and measured vibrations of individual ν(C-H) 
deconvoluted by peak fitting of gas phase spectra of MTHF (■) and isolated reactive intermediates 
(C5H10O*, (●); C5H9O*2C-O , (▲); C5H9O*3C-O, ( )) over 10 nm Ni12P5 from extracted from phase 
resolved spectra using MCR-ALS (12 kPa MTHF, 2.5-84 kPa H2, 543 K). Asymmetric stretches for DFT 




C3 Theoretical Coverages of Reactive Intermediates during Modulation of H2 Pressure 
 
This section describes the methods for calculating model coverages of reactive intermediates during 
modulation of H2 pressure, based on the proposed mechanism described in Chapter 3 and summarized in 
Scheme C1. 
 
Scheme C1 Proposed mechanism for C-O bond rupture in MTHF over Ni, Ni12P5, and Ni2P surfaces.  
Pathways a and b lead to cleavage of the unhindered C-O bond (2C-O) and hindered C-O bond (3C-O), 
respectively. 
 
We assume differential conversion of reactants based on the mass of catalyst and conditions previously 
measured in a plug flow reactor (Chapter 3); therefore, MTHF pressure is independent of time at 12 kPa. 
H2 pressure was modulated in a sinusoidal function: 
[𝐻2] = 40.75 ∗ sin(
𝑡
𝑇
∗ 2𝜋) + 43.25      (C1)  
Here, [H2] is H2 pressure in kPa as a function of time, t, and period length, T. In Figure 4.7, the period 
length for modulation is set to 1000 s. The concentrations of reactive intermediates in Scheme C1 are 
described below:  
𝑑[𝐶5𝐻10𝑂∗]
𝑑𝑡
= 𝑘1[𝐶5𝐻10𝑂][∗] − 𝑘−1[𝐶5𝐻10𝑂 ∗] − 𝑘2𝑎[𝐶5𝐻10𝑂 ∗] − 𝑘2𝑏[𝐶5𝐻10𝑂 ∗] + 𝑘−2𝑎 [𝐶5𝐻9𝑂 ∗ 𝐶2 −𝑂] [𝐻2]
1
2 +
𝑘−2𝑏 [𝐶5𝐻9𝑂 ∗ 𝐶3 −𝑂] [𝐻2]
1




= 𝑘2𝑎[𝐶5𝐻10𝑂 ∗] − 𝑘−2𝑎 [𝐶5𝐻9𝑂 ∗ 𝐶−𝑂2 ] [𝐻2]
1
2 − 𝑘3𝑎 [𝐶5𝐻9𝑂 ∗ 𝐶−𝑂2 ] [𝐻2]
1






= 𝑘3𝑎 [𝐶5𝐻9𝑂 ∗ 𝐶−𝑂2 ] [𝐻2]
1
2 − 𝑘−3𝑎[𝐶5𝐻8𝑂 ∗][𝐻2]
1






= 𝑘2𝑏[𝐶5𝐻10𝑂 ∗] − 𝑘−2𝑏 [𝐶5𝐻9𝑂 ∗ 𝐶−𝑂3 ] [𝐻2]
1
2 − 𝑘3𝑏 [𝐶5𝐻9𝑂 ∗ 𝐶−𝑂3 ]   (C5) 
The site balance below assumes a constant number of sites: 
[𝐿] = [∗] + [𝐶5𝐻10𝑂] + [𝐶5𝐻9𝑂 ∗ 𝐶−𝑂2 ] + [𝐶5𝐻8𝑂 ∗] + [𝐶5𝐻9𝑂 ∗ 𝐶−𝑂3 ]    (C6) 
Rate constants were determined using the free energies of reactive intermediates and their transition states 
calculated by density function theory (Figure 1, Chapter 4) but correcting for van der Waals forces in the 
adsorption of MTHF to the Ni12P5 surface as discussed in Chapter 3.  Table C2 lists the free energies and 




Table C2 Intrinsic free energy barriers (ΔG‡ ) for elementary steps described Scheme C1 and the 







































Coverages of reactive intermediates and empty sites (*) were calculated as a function of time while 
modulating [H2] over  30 periods but solving Equations C1-6 using the rate constants in Table C2 and the 
ode15s function in MATLAB.  Coverages in Figure 7 indicate that coverages do not respond to the [H2] 
in a single sine wave function, but rather are described by a Fourier series. Calculated coverages were fit 
to Fourier series, 
𝑦𝑖 =  𝑦𝑖,0 + ∑ 𝛼𝑖,𝑛𝑠𝑖𝑛(2𝜋 ∗ 𝑛
(𝑡−𝑡𝑖,𝑛)
𝑇
)𝑁𝑛=1    (C7) 
where y and y0 are the coverage as a function of time and steady state coverage of species i, α and ti,n are 
the amplitude and phase shift for each harmonic, n, in the Fourier series calculated to the 5
th
 harmonic (N 





C4 Isolated Species over Ni and Ni2P 
 
Figure C7 Spectra of independent reactive intermediates (C5H10O*, black; C5H9O*, red; C5H9O*’, blue) 
formed during modulation of [H2] (2.5-84 kPa H2, 12 kPa MTHF, 543 K) over 4 nm Ni (a, 700 s period) 
and 12 nm Ni2P (b, 1500 s) extracted from phase domain spectra using MCR-ALS.  
 
The black spectra in Figure C7a has a greater relative ratio of νCH2,ap(C-H) (2940 cm
-1





) in comparison to the red spectra.  The ratio of νa(C-H) (2990- 2960 cm
-1
) to νs(C-H) (2880-
2860 cm
-1
) is greater for the black spectra in Figure C7a, which indicates the plane of the furan ring 
changes orientation relative to the Ni surface such that the net z component of the C-H bonds in methyl 
and methylene groups is non-zero relative to the catalyst surface in the xy-plane as illustrated Figure 4.5. 
These observations suggest that the black spectra is the MARI (C5H10O*) which has a perturbed 
methylene group directly oriented at the Ni surface as it binds perpendicular with the surface (Ni(μ
3
-
C5H10O*)). The red spectra in Figure C7a does not have as many perturbed methylene groups as C5H10O* 
either from a dehydrogenation of the perturbed methylene or by a change in orientation. Since the ratio of 
asymmetric and symmetric methyl and methylene groups in the red spectra indicate the red spectra 
depicts a furan ring more tilted to the Ni surface than C5H10O*, the spectra likely reflects C5H9O*2C-O. The 
measured change in coverage (Table C3) is also greater for C5H10O*, which confirms that it is the MARI 
and consistent with kinetic data in Chapter 3. 
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Table C3 Change in coverage for reactive intermediates in response to modulations in [H2] (2.5-84 kPa) 
measured over SiO2 supported 4 nm Ni (700 s period) and 12 nm Ni2P (1500 s period) (12 kPa MTHF, 
543 K)  
Intermediate 
Measured Change in Coverage (a.u.)
a
 














Equivalent to the amplitude of the isolated coverage extracted from the phase resolved spectra of the first 
harmonic fit to a sine function. 
b
Only two species were required to fully reproduce the phase resolved 
spectra based on the singular value decomposition.   
 
The black spectra in Figure C7b has the greatest measured change in coverage over 12 nm Ni2P (Table 
C3), which indicates it is the MARI. Kinetic data in Chapter 3 determine C5H10O* is the MARI on Ni2P, 
and DFT optimized structures depict the MARI as Ni3(η
5
-C5H10O*) (laying parallel with the Ni2P surface. 
The intensity of νCH2,ap(C-H)  (~2940 cm
-1




) is greater than in this species 
relative to the other two species on Ni2P as more methylene groups are perturbed by the surface, which is 
consistent with Ni3(η
5
-C5H10*). The absence of the νCH(C-H) at ~2910 cm
-1
 in the blue spectra matches 
the structure of C5H9O*3C-O that has lost one H at the 
3
C leading to 
3
C-O bond rupture. The spectral 
feature at ~2930 cm
-1
 in the red spectra indicates a second νCH(C-H) at the 
2
C from the first 










Figure C8 Spectra of independent reactive intermediates (C5H10O*, black; C5H9O*, red; C5H9O*’, blue) 
formed during modulation of [H2] (2.5-84 kPa H2, 12 kPa MTHF, 543 K) over 12 nm Ni2P (a, 1500 s), 10 
nm Ni12P5 (b, 1200 s), 4 nm Ni (c, 700 s) and extracted from phase domain spectra using MCR-ALS. The 
green spectra reflect the species over SiO2 during modulation of [H2] (2.5-84 kPa H2, 1500 s period, 12 
kPa MTHF, 543 K). 
Phase resolved spectra (Figure C9) that result from MES of H2 pressure over SiO2 are comprised of a 
single species that oscillates at the applied frequency (T = 1500 s). The species over SiO2 that changes 
with H2 pressure (further discussion following Figure C9) is not duplicated over the SiO2 supported Ni, 
Ni12P5, or Ni2P nanoparticles. Additionally, the isolated species on each catalyst (Ni, Ni12P5, and Ni2P) 
have unique spectra, which affirms the assumption that the isolated spectra from MES experiments over 





Figure C9 Phase resolved spectra during modulation of [H2] (2.5-84 kPa H2, 1500 s, 12 kPa MTHF, 543 
K) over SiO2. 
The H2 pressure changes appears to change the concentration of hydroxyl species and physisorbed MTHF 
on SiO2 based on the change in intensity of the ν(C-H) (3000-2700 cm
-1
), isolated SiOH (ν(O-H), ~3730 
cm
-1
) and adsorbed water (ν(O-H), 3000-3600 cm
-1
). The concentration of MTHF is constant throughout 
these experiments, which means the observed changes in ν(C-H) are due to the physisorbed MTHF. The 
isolated SiOH groups are 180
o
 out of phase with the ν(C-H) from MTHF (i.e., have a maximum intensity 
while the other reaches its minimum intensity), while the ν(O-H) of water are in phase with MTHF. The 
groupings of these spectral features suggests that MTHF physisorbs to the SiO2 surface by replacing the 
hydroxyl groups or the hydroxyl groups dehydrate to form water on the SiO2 surface as a result of 






SUPPLEMENTARY DATA AND ANALYSIS FOR CHAPTER 5 
 
 
Figure D1 Transient infrared spectra measured over 16 h after the removal of HCOOH (0.3 kPa) from 





Figure D2 Raw infrared spectra during temperature programmed oxidation over 1 wt% Au-TiO2 (a) and 
anatase TiO2 (b) in 67 cm
3 min-1 of 7.5 kPa O2 following transient cutoff experiments. Spectra reflect the 
raw non-baselined corrected spectra from Figures 5.6 and 5.8.  Temperature increased at 5 K min
-1
 from 





Figure D3 a and b) Transient infrared spectra measured over 16 h after the removal of HCOOH (0.3 kPa) 
from reactant feed over 1 wt% Au-TiO2 (373 K) while co-feeding 0.04 kPa D2O.  Arrows indicate how 
spectra change with time. Isolated spectra (b) and corresponding concentrations (c, symbol) of formate 
species (Pool i, ●; Pool ii, ■; Pool iii, ▲; and deuterated hydroxyls, iv and ▼) deconvoluted from the 
transient spectra by MCR-ALS (symbols). d) Cumulative moles of desorbed CO (orange line) and CO2 
(purple line) formed during the transient experiment. e) Rates of formation for CO (orange line), CO2 
(purple line), and surface species (Pool i, ●; Pool ii, ■; Pool iii, ▲; and deuterated hydroxyls, ▼) during 








Figure D4 Cumulative moles produced (a) and desorption rates (b) of CO (orange line) and CO2 (purple 





7 kPa O2 after cutoff experiments shown in Figure D3. Temperature (■) increased at 5 K min
-1
 from 373-





Figure D5 a and b) Transient infrared spectra measured over 16 h after the removal of HCOOH (0.3 kPa) 
from reactant feed over anatase TiO2 (373 K) while co-feeding 0.04 kPa D2O. Arrows indicate how 
spectra change with time. Isolated spectra (b) and corresponding concentrations (c, symbol) of formate 
species (Pool i, ●; Pool ii, ■; and Pool iii, ▲) deconvoluted from the transient spectra by MCR-ALS 
(symbols). d) Cumulative moles of desorbed CO (orange line) and CO2 (purple line) formed during the 
transient experiment. e) Rates of formation for CO (orange line), CO2 (purple line), and surface species 
(Pool i, ●; Pool ii, ■; and Pool iii, ▲) during transient experiment normalized by moles of TiO2. Scheme 
5.1 summarizes the species in Pools i-iii. 
Note that only the lower wavenumber region was deconvoluted using MCR-ALS because of the high 






Figure D6 Cumulative moles produced (a) and desorption rates (b) of CO (orange line) and CO2 (purple 
line), and infrared spectra (c and d) during temperature programmed oxidation over anatase TiO2 in 67 
cm3 min-1 of 7.5 kPa O2 after cutoff experiments shown in Figure D5. Temperature (■) increased at 5 K 




Table D1 Total moles of C and maximum desorption rates during temperature programmed oxidation 
over 1wt% Au-TiO2 and anatase TiO2 during transient cutoff experiments of HCOOH (373-573 K, 5 K 
min
-1
, 7.5 kPa O2, summarized from Figures 5.6, 5.8, D3, and D5) 




Maximum Desorption Rates 
(mol C) (mol TiO2 · s)
-1 
CO CO2 Total 










1 wt% Au-TiO2 with D2O 0.10 0.25 0.35 5.9*10
-5 1.2*10-4 








Table D2 Total moles of C desorbed during temperature programmed oxidation over 1wt% Au-TiO2 and 
anatase TiO2 following transient cutoff experiments of HCOOH (373-573 K, 5 K min
-1
, 7.5 kPa O2, 
summarized from Figures 5.6, 5.8, D4, and D6) 
Catalyst and Conditions 




CO CO2 Total With D2O / Without D2O 
1 wt% Au-TiO2 0.055 0.017 0.072 
1.2 
1 wt% Au-TiO2 with D2O 0.053 0.030 0.083 
Anatase TiO2 0.044 0.039 0.083 
0.9 






Figure D7 Phase resolved spectra that reflect species that oscillate at the same frequency as the 
modulated changes in CO pressure (1000 s period, 0.01- 30 kPa CO, 0.3 kPa HCOOH) over 1 wt% Au-
TiO2 at 373 K. Absorbance intensities indicate deviation from the steady state values. 
 
 
