Cross-lingual Spoken Language Understanding with Regularized
  Representation Alignment by Liu, Zihan et al.
Cross-lingual Spoken Language Understanding with
Regularized Representation Alignment
Zihan Liu, Genta Indra Winata, Peng Xu, Zhaojiang Lin, Pascale Fung
Center for Artificial Intelligence Research (CAiRE)
Department of Electronic and Computer Engineering
The Hong Kong University of Science and Technology, Clear Water Bay, Hong Kong
zihan.liu@connect.ust.hk, pascale@ece.ust.hk
Abstract
Despite the promising results of current cross-
lingual models for spoken language under-
standing systems, they still suffer from imper-
fect cross-lingual representation alignments
between the source and target languages,
which makes the performance sub-optimal. To
cope with this issue, we propose a regular-
ization approach to further align word-level
and sentence-level representations across lan-
guages without any external resource. First,
we regularize the representation of user ut-
terances based on their corresponding labels.
Second, we regularize the latent variable
model (Liu et al., 2019a) by leveraging adver-
sarial training to disentangle the latent vari-
ables. Experiments on the cross-lingual spo-
ken language understanding task show that
our model outperforms current state-of-the-art
methods in both few-shot and zero-shot scenar-
ios, and our model, trained on a few-shot set-
ting with only 3% of the target language train-
ing data, achieves comparable performance to
the supervised training with all the training
data.1
1 Introduction
Data-driven neural-based supervised training ap-
proaches have shown effectiveness in spoken lan-
guage understanding (SLU) systems (Goo et al.,
2018; Chen et al., 2019; Haihong et al., 2019).
However, collecting large amounts of high-quality
training data is not only expensive but also time-
consuming, which makes these approaches not scal-
able to low-resource languages due to the scarcity
of training data. Cross-lingual adaptation has natu-
rally arisen to cope with this issue, which leverages
the training data in rich-resource source languages
and minimizes the requirement of training data in
low-resource target languages.
1The code is available in https://github.com/
zliucr/crosslingual-slu.
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Figure 1: Illustration of cross-lingual spoken language
understanding systems, where English is the source lan-
guage and Spanish is the target language.
In general, there are two challenges in cross-
lingual adaptation. First, the imperfect alignment
of word-level representations between the source
and target language limits the adaptation perfor-
mance. Second, even though we assume that the
word-level alignment is perfect, the sentence-level
alignment is still imperfect owing to grammatical
and syntactical variances across languages. There-
fore, we emphasize that cross-lingual methods
should focus on the alignments of word-level and
sentence-level representations, and increase the ro-
bustness for inherent imperfect alignments.
In this paper, we concentrate on the cross-lingual
SLU task (as illustrated in Figure 1), and we con-
sider both few-shot and zero-shot scenarios. To
improve the quality of cross-lingual alignment, we
first propose a Label Regularization (LR) method,
which utilizes the slot label sequences to regularize
the utterance representations. We hypothesize that
if the slot label sequences of user utterances are
close to each other, these user utterances should
have similar meanings. Hence, we regularize the
distance of utterance representations based on the
corresponding representations of label sequences
to further improve the cross-lingual alignments.
Then, we extend the latent variable model (LVM)
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proposed by Liu et al. (2019a). The LVM gener-
ates a Gaussian distribution instead of a feature
vector for each token, which improves the adapta-
tion robustness. However, there are no additional
constraints on generating distributions, making the
latent variables easily entangled for different slot la-
bels. To handle this issue, we leverage Adversarial
training to regularize the LVM (ALVM). We train
a linear layer to fit latent variables to a uniform
distribution over slot types. Then, we optimize the
latent variables to fool the trained linear layer to
output the correct slot type (one hot vector). In this
way, latent variables of different slot types are en-
couraged to disentangle from each other, leading to
a better alignment of cross-lingual representations.
The contributions of our work are summarized
as follows:
• We propose LR and ALVM to further improve
the alignment of cross-lingual representations,
which do not require any external resources.
• Our model outperforms the previous state-of-
the-art model in both zero-shot and few-shot
scenarios on the cross-lingual SLU task.
• Extensive analysis and visualizations are
made to illustrate the effectiveness of our ap-
proaches.
2 Related Work
Cross-lingual Transfer Learning Cross-lingual
transfer learning is able to circumvent the require-
ment of enormous training data by leveraging the
learned knowledge in the source language and
learning inter-connections between the source and
the target language. Artetxe et al. (2017) and Con-
neau et al. (2018) conducted cross-lingual word em-
bedding mapping with zero or very few supervision
signals. Recently, pre-training cross-lingual lan-
guage models on large amounts of monolingual or
bilingual resources have been proved to be effective
for the downstream tasks (e.g., natural language in-
ference) (Conneau and Lample, 2019; Devlin et al.,
2019; Pires et al., 2019; Huang et al., 2019). Ad-
ditionally, many cross-lingual transfer algorithms
have been proposed to solve specific cross-lingual
tasks, for example, named entity recognition (Xie
et al., 2018; Mayhew et al., 2017; Liu et al., 2020a),
part of speech tagging (Kim et al., 2017; Zhang
et al., 2016), entity linking (Zhang et al., 2013; Sil
et al., 2018; Upadhyay et al., 2018b), personalized
conversations (Lin et al., 2020), and dialog sys-
tems (Upadhyay et al., 2018a; Chen et al., 2018).
Cross-lingual Task-oriented Dialog Systems
Deploying task-oriented dialogue systems in low-
resource domains (Bapna et al., 2017; Wu et al.,
2019; Liu et al., 2020b) or languages (Chen et al.,
2018; Liu et al., 2019a,b), where the number of
training of samples is limited, is a challenging task.
Mrksˇic´ et al. (2017) expanded Wizard of Oz (WOZ)
into multilingual WOZ by annotating two addi-
tional languages. Schuster et al. (2019) introduced
a multilingual SLU dataset and proposed to lever-
age bilingual corpus and multilingual CoVe (Yu
et al., 2018) to align the representations across lan-
guages. Chen et al. (2018) proposed a teacher-
student framework based on a bilingual dictionary
or bilingual corpus for building cross-lingual dialog
state tracking. Instead of highly relying on exten-
sive bilingual resources, Qin et al. (2020) intro-
duced a data augmentation framework to generate
multilingual code-switching data for cross-lingual
tasks including the SLU task. Liu et al. (2019b)
leveraged a mixed language training framework
for cross-lingual task-oriented dialogue systems.
And Liu et al. (2019a) proposed to refine the cross-
lingual word embeddings by using very few word
pairs, and introduced a latent variable model to
improve the robustness of zero-shot cross-lingual
SLU. Nevertheless, there still exists improvement
space for the cross-lingual alignment. In this pa-
per, we propose to further align the cross-lingual
representations so as to boost the performance of
cross-lingual SLU systems.
3 Methodology
Our model architecture and proposed methods are
depicted in Figure 2, and combine label regulariza-
tion (LR) and the adversarial latent variable model
(ALVM) to conduct the intent detection and slot
filling. In the few-shot setting, the input user utter-
ances are in both the source and target languages,
while in the zero-shot setting, the user utterances
are only in the source language. Note that both
the source and target languages contain only one
language.
3.1 Label Regularization
3.1.1 Motivation
Intuitively, when the slot label sequences are sim-
ilar, we expect the corresponding representations
of user utterances across languages to be similar.
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Figure 2: Left: Illustration of label regularization (LR). Right: The model architecture with adversarial latent
variable model (ALVM), where FC consists of a linear layer and a softmax function.
For example, when the slot label sequences con-
tain the weather slot and the location slot, the user
utterances should be asking for the weather fore-
cast somewhere. However, the representations of
utterances across languages can not always meet
these requirements because of the inherent imper-
fect alignments in word-level and sentence-level
representations. Therefore, we propose to leverage
existing slot label sequences in the training data to
regularize the distance of utterance representations.
When a few training samples are available in
the target language (i.e., few-shot setting), we reg-
ularize the distance of utterance representations
between the source and target languages based
on their slot labels. Given this regularization, the
model explicitly learns to further align the sentence-
level utterance representations across languages so
as to satisfy the constraints. Additionally, it can
also implicitly align the word-level BiLSTM hid-
den states across languages because sentence-level
representations are produced based on them.
When zero training samples are available in the
target language (i.e., zero-shot setting), we regular-
ize the utterance representations in the source lan-
guage. It can help better distinguish the utterance
representations and cluster similar utterance repre-
sentations based on the slot labels, which increases
the generalization ability in the target language.
3.1.2 Implementation Details
Figure 2 (Left) illustrates an utterance encoder and
a label encoder that generate the representations
for utterances and labels, respectively.
We denote the user utterance as w =
[w1, w2, ..., wn], where n is the length of the ut-
terance. Similarly, we represent the slot label se-
quences as s = [s1, s2, ..., sn]. We combine a
bidirectional LSTM (BiLSTM) (Hochreiter and
Schmidhuber, 1997) and an attention layer (Felbo
et al., 2017) to encode and produce the representa-
tions for user utterances and slot label sequences.
The representation generation process is defined as
follows:
[hw1 , h
w
2 , ..., h
w
w] = BiLSTMutter(E(w)), (1)
[hs1, h
s
2, ..., h
s
n] = BiLSTMlabel(E(s)), (2)
mwi = h
w
i v
w, αwi =
exp(mwi )∑n
t=1 exp(m
w
t )
, (3)
msi = h
s
iv
s, αsi =
exp(msi )∑n
t=1 exp(m
s
t )
, (4)
u =
n∑
i=1
αwi h
w
i , l =
n∑
i=1
αsih
s
i , (5)
where the superscript w and s represents utterance
and label, respectively, v is a trainable weight vec-
tor in the attention layer, αi is the attention score
for each token i, E denotes the embedding layers
for utterances and label sequences, and u and l
denotes the representation of utterance w and slot
label s, respectively.
In each iteration of the training phase, we ran-
domly select two samples for the label regulariza-
tion. As illustrated in Figure 2 (Left), we first
calculate the cosine similarity of two utterance rep-
resentations ua and ub, and the cosine similarity
of two label representations la and lb. Then, we
minimize the distance of these two cosine similar-
ities. The objective functions can be described as
follows:
cos(ua, ub) =
ua · ub
||ua|| ||ub|| , (6)
cos(la, lb) =
la · lb
||la|| ||lb|| , (7)
Llr =
∑
a,b
MSE(cos(ua, ub), cos(la, lb)), (8)
where the superscript lr denotes label regulariza-
tion, and MSE represents mean square error. In
the zero-shot setting, both samples ua and ub come
from the source language. While in the few-shot
setting, one sample comes from the source lan-
guage and the other one comes from the target
language.
Since the features of labels and utterances are
in different vector spaces, we choose not to share
the parameters of their encoders. During training,
it is easy to produce expressive representations for
user utterances due to the large training samples,
but it is difficult for label sequences since the ob-
jective function Llr is the only supervision. This
supervision is weak at the beginning of the training
since utterance representations are not sufficiently
expressive, which leads to the label regularization
approach not being stable and effective. To en-
sure the representations for slot label sequences are
meaningful, we conduct pre-training for the label
sequence encoder.
3.1.3 Label Sequence Encoder Pre-training
We leverage the large amount of source language
training data to pre-train the label sequence en-
coder. Concretely, we use the model architecture
illustrated in Figure 2 to train the SLU system in the
source language, and at the same time, we optimize
the label sequence encoder based on the objective
function Llr in Eq (8). The label sequence en-
coder learns to generate meaningful label sequence
representations that differ based on their similar-
ities since the extensive source language training
samples ensure the high quality of the utterance
encoder.
3.2 Adversarial Latent Variable Model
In this section, we first give an introduction to the
latent variable model (LVM) (Liu et al., 2019a),
and then we describe how we incorporate the ad-
versarial training into the LVM.
3.2.1 Latent Variable Model
Point estimation in the cross-lingual adaptation is
vulnerable due to the imperfect alignments across
languages. Hence, as illustrated in Figure 2 (Right),
the LVM generates a Gaussian distribution with
mean µ and variance σ for both word-level and
sentence-level representations instead of a feature
vector, which eventually improves the robustness
of the model’s cross-lingual adaptation ability. The
LVM can be formulated as[
µSi
log(σSi )
2
]
=WSl hi,
[
µI
log(σI)2
]
=WIl u,
(9)
zSi ∼ qSi (z|hi), zI ∼ qI(z|u), (10)
pSi (si|zSi ) = Softmax(WSp zSi ), (11)
pI(I|zI) = Softmax(WIpzI), (12)
where WSl and W
I
l are trainable parameters to
generate the mean and variance for word-level
hidden states hi and sentence-level representa-
tions r, respectively, from user utterances. qSi ∼
N (µSi , (σSi )2I) and qI ∼ N (µI , (σI)2I) are the
generated Gaussian distributions, which latent vari-
ables zSt and z
I are sampled from, and pSi and p
I
is the predictions for the slot of the ith token and
the intent of the utterance, respectively.
During training, all the sampled points from the
same generated distribution will be trained to pre-
dict the same slot label, which makes the adaptation
more robust. In the inference time, the true mean
µSi and µ
I is used to replace zSi and z
I , respec-
tively, to make the prediction deterministic.
3.2.2 Adversarial Training
Since there are no constraints enforced on the latent
Gaussian distribution during training, the latent dis-
tributions of different slot types are likely to be
close to each other. Hence, the distributions for
the same slot type in different user utterances or
languages might not be clustered well, which could
hurt the cross-lingual alignment and prevent the
model from distinguishing slot types when adapt-
ing to the target language.
To improve the cross-lingual alignment of la-
tent variables, we propose to make the latent vari-
ables of different slot types more distinguishable
by adding adversarial training to the LVM. As il-
lustrated in Figure 2 (Right), we train a fully con-
nected layer to fit latent variables into a uniform
distribution over slot types. At the same time, the
latent variables are regularized to fool the trained
fully connected layer by predicting the correct slot
type. In this way, the latent variables are trained to
be more recognizable. In other words, the gener-
ated distributions for different slot types are more
likely to repel each other, and for the same slot type
are more likely to be close to each other, which
leads to a more robust cross-lingual adaptation. We
denote the size of the whole training data as J and
the length for data sample j as |Yj |. Note that in
the few-shot setting, J includes the number of data
samples in the target language. The process of
adversarial training can be described as follows:
pjk = FC(zSjk), (13)
Lfc =
J∑
j=1
|Yj |∑
k=1
MSE(pjk,U), (14)
Llvm =
J∑
j=1
|Yj |∑
k=1
MSE(pjk, ySjk), (15)
where FC consists of a linear layer and a Softmax
function, and zSjk and pjk is the latent variable and
generated distribution, respectively, for the kth to-
ken in the jth utterance, MSE represents the mean
square error, U represents the uniform distribution,
and ySjk represents the slot label. The slot label is
a one-hot vector where the value for the correct
slot type is one and zero otherwise. We optimize
Lfc to train only FC to fit a uniform distribution,
and Llvm is optimized to constrain the LVM to
generate more distinguishable distributions for slot
predictions. Different from the well-known adver-
sarial training (Goodfellow et al., 2014) where the
discriminator is to distinguish the classes, and the
generator is to make the features not distinguish-
able, in our approach, the FC layer, acting as the
discriminator, is trained to generate uniform dis-
tribution, and the generator is regularized to make
latent variables distinguishable by slot types.
3.3 Optimization
The objective functions for the slot filling and intent
detection tasks are illustrated as follows:
LS =
J∑
j=1
|Yj |∑
k=1
−log(pSjk · (ySjk)>), (16)
LI =
J∑
j=1
−log(pIj · (yIj )>), (17)
where pSjk and y
S
jk is the prediction and label, re-
spectively, for the slot of the kth token in the jth
utterance, and pIj and y
I
j is the intent prediction and
label, respectively, for the jth utterance.
The optimization for our model is to minimize
the following objective function:
L = LS + LI + Llr + αLfc + βLlvm, (18)
# Utterance English Spanish Thai
Train 30,521 3,617 2,156
Validation 4,181 1,983 1,235
Test 8,621 3,043 1,692
Table 1: Number of utterances for the multilingual SLU
dataset. English is the source language, and Spanish
and Thai are the target languages.
where α and β are hyper-parameters, Lfc only op-
timizes the parameters in FC, and Llvm optimizes
all the model parameters excluding FC.
4 Experiments
4.1 Dataset
We conduct our experiments on the multilingual
spoken language understanding (SLU) dataset pro-
posed by Schuster et al. (2019), which contains
English, Spanish, and Thai across the weather, re-
minder, and alarm domains. The corpus includes
12 intent types and 11 slot types, and the data statis-
tics are shown in Table 1.
4.2 Training Details
The utterance encoder is a 2-layer BiLSTM with a
hidden size of 250 and dropout rate of 0.1, and
the size of the mean and variance in the latent
variable model is 150. The label encoder is a 1-
layer BiLSTM with a hidden size of 150, and 100-
dimensional embeddings for label types. We use
the Adam optimizer with a learning rate of 0.001.
We use accuracy to evaluate the performance of
intent detection and BIO-based f1-score to evaluate
the performance of slot filling. For the adversarial
training, we realize that the latent variable model
is not able to make slot types recognizable if the
FC is too strong. Hence, we decide to first learn a
good initialization for FC by setting both α and β
parameters in Eq (18) as 1 in the first two training
epochs, and then we gradually decrease the value
of α. We use the refined cross-lingual word embed-
dings in Liu et al. (2019a) 2 to initialize the cross-
lingual word embeddings in our models and let
them not be trainable. We use the delexicalization
(delex.) in Liu et al. (2019a), which replaces the
tokens that represent numbers, time, and duration
with special tokens. We use 36 training samples
in Spanish and 21 training samples in Thai on the
1% few-shot setting, and 108 training samples in
Spanish and 64 training samples in Thai on the 3%
2Available at https://github.com/zliucr/Crosslingual-NLU
Model Spanish ThaiIntent Acc. Slot F1 Intent Acc. Slot F1
Few-shot settings
1%-shot 3%-shot 1%-shot 3%-shot 1%-shot 3%-shot 1%-shot 3%-shot
BiLSTM-CRF 93.03 93.63 75.70 82.60 81.30 87.23 52.57 66.04
+ LR 93.08 95.04 77.04 84.09 84.04 89.20 57.40 67.45
BiLSTM-LVM 92.86 94.46 75.19 82.64 83.51 89.08 55.08 67.26
+ LR 93.79 95.16 76.96 83.54 86.33 90.80 59.02 70.26
+ ALVM 93.78 95.27 78.35 83.69 85.40 90.70 59.75 69.38
+ LR & ALVM 93.82 95.20 78.46 84.19 87.43 90.96 61.44 70.88
+ LR & ALVM & delex. 94.71 95.62 80.82 85.18 87.67 91.61 62.01 72.39
XL-SLU 92.70 94.96 77.67 82.22 84.04 89.59 55.57 67.56
M-BERT 92.77 95.56 80.15 84.50 83.87 89.19 58.18 67.88
Zero-shot settings
XL-SLU 90.20 65.79 73.43 32.24
+ LR 91.51 71.55 74.86 32.86
+ ALVM 91.48 71.21 74.35 32.97
+ LR & ALVM 92.31 72.49 75.77 33.28
MLT 86.54 74.43 70.57 28.47
CoSDA-ML 94.80 80.40 76.80 37.3
M-BERT 74.91 67.55 42.97 10.68
Multi. CoVe 53.34 22.50 66.35 32.52
+ Auto-encoder 53.89 19.25 70.70 35.62
Translate Train 85.39 72.89 95.89 55.43
All-shot settings
Target† 96.08 86.03 92.73 85.52
Source & Target‡ 98.06 87.65 95.58 88.11
Table 2: Cross-lingual SLU results (averaged over three runs). †denotes supervised training on all the target
language training samples. ‡denotes supervised training on both the source and target language datasets. The bold
numbers denote the best results in the few-shot or zero-shot settings. The underlined numbers represent that the
results are comparable (distances are within 1%) to the all-shot experiment with all the target language training
samples. The results of Multi. CoVe and Multi. CoVe + Auto-encoder are taken from Schuster et al. (2019), and
the results of XL-SLU in the zero-shot settings are taken from Liu et al. (2019a).
few-shot setting. Our models are trained on GTX
1080 Ti. The number of parameters for our models
is around 5 million.
4.3 Baselines
We compare our model to the following baselines.
BiLSTM-CRF This is the same cross-lingual
SLU model structure as Schuster et al. (2019).
BiLSTM-LVM We replace the conditional ran-
dom field (CRF) in BiLSTM-CRF with the LVM
proposed in Liu et al. (2019a).
Multi. CoVe Multilingual CoVe (Yu et al., 2018)
is a bidirectional machine translation system that
tends to encode phrases with similar meanings into
similar vector spaces across languages. Schuster
et al. (2019) used it for the cross-lingual SLU task.
Multi. CoVe w/ auto-encoder Based on Multi-
lingual CoVe, Schuster et al. (2019) added an auto-
encoder objective so as to produce better-aligned
representations for semantically similar sentences
across languages.
Multilingual BERT (M-BERT) It is a single
language model pre-trained from monolingual cor-
pora in 104 languages (Devlin et al., 2019), which
is surprisingly good at cross-lingual model transfer.
Mixed Language Training (MLT) Liu et al.
(2019b) utilized keyword pairs to generate mixed
language sentences for training cross-lingual task-
oriented dialogue systems, which achieves promis-
ing zero-shot transfer ability.
CoSDA-ML Qin et al. (2020) proposed a multi-
lingual code-switching data augmentation frame-
work to enhance the cross-lingual systems based
on M-BERT (Devlin et al., 2019). It is a concurrent
work of this paper.
XL-SLU It is a previous state-of-the-art model in
the zero-shot cross-lingual SLU task, which com-
bines Gaussian noise, cross-lingual embeddings
refinement, and the LVM (Liu et al., 2019a).
Translate Train Schuster et al. (2019) trained
a supervised machine translation system to trans-
late English data into the target language, and then
trained the model on the translated dataset.
All-shot Settings We train the BiLSTM-CRF
model (Lample et al., 2016) on all the target lan-
guage training samples, and on both the source and
target language training set.
5 Results & Discussion
5.1 Few-shot Setting
Quantitative Analysis The few-shot results are
illustrated in Table 2, from which we can clearly
see consistent improvements made by label regu-
larization and adversarial training. For example,
on the 1% few-shot setting, our model improves
on BiLSTM-LVM in terms of accuracy/f1-score by
1.85%/1.16% in Spanish, and by 4.16%/6.93% in
Thai. Our model also surpasses a strong baseline,
M-BERT, while our model based on BiLSTM has
many fewer parameters compared to M-BERT. For
example, on the 1% few-shot setting, our model im-
proves on M-BERT in terms of accuracy/f1-score
by 3.80%/3.83% in Thai. Instead of generating a
feature point like CRF, the LVM creates a more ro-
bust cross-lingual adaptation by generating a distri-
bution for the intent or each token in the utterance.
However, distributions generated by the LVM for
the same slot type across languages might not be
sufficiently close. Incorporating adversarial train-
ing into the LVM alleviates this problem by regu-
larizing the latent variables and making them more
distinguishable. This improves the performance in
both intent detection (a sentence-level task) and slot
filling (a word-level task) by 0.92%/3.16% in Span-
ish and by 1.89%/4.67% in Thai on the 1% few-
shot setting. This proves that both sentence-level
and word-level representations are better aligned
across languages.
In addition, LR aims to further align the
sentence-level representations of target language
utterances into a semantically similar space of
source language utterances. As a result, there are
0.93%/2.82% improvements in intent detection for
Spanish/Thai on the 1% few-shot setting after we
add LR to BiLSTM-LVM. Interestingly, the perfor-
mance gains are not only on the intent detection
but also on the slot filling, with an improvement of
1.77%/3.94% in Spanish/Thai. This is attributed to
Model
Thai
Intent Slot
few-shot on 5% target language training set
BiLSTM-CRF 90.05 72.11
+ LR 91.11 73.71
BiLSTM-LVM 91.02 73.11
+ LR 91.45 75.18
+ ALVM 91.08 74.67
+ LR & ALVM 91.58 75.87
+ LR & ALVM & delex. 92.51 77.03
XL-SLU 91.05 73.43
M-BERT 92.02 75.52
Table 3: Results of few-shot learning on 5% Thai train-
ing data, which are averaged over three runs. We make
the training samples in Thai the same as the 3% Span-
ish training samples (108).
the fact that utterance representations are produced
based on word-level representations from BiLSTM.
Therefore, the alignment of word-level represen-
tations will be implicitly improved in this process.
Furthermore, incorporating LR and ALVM further
tackles the inherent difficulties for the cross-lingual
adaptation and achieves the state-of-the-art few-
shot performance. Notably, by only leveraging 3%
of target language training samples, the results of
our best model are on par with the supervised train-
ing on all the target language training data.
Adaptation ability to unrelated languages
From Table 2, we observe impressive improve-
ments in Thai, an unrelated language to English, by
utilizing our proposed approaches, especially when
the number of target language training samples is
small. For example, compared to the BiLSTM-
LVM, our best model significantly improves the
accuracy and f1-score by ∼4%/∼7% in intent de-
tection and slot filling in Thai in the few-shot set-
ting on 1% data. Additionally, in the same setting,
our model surpasses the strong baseline, M-BERT,
in terms of accuracy and f1-score by ∼4%. This
illustrates that our approaches provide strong adap-
tation robustness and are able to tackle the inherent
adaptation difficulties to unrelated languages.
Comparison between Spanish and Thai To
make a fair comparison for the few-shot perfor-
mance in Spanish and Thai, we increase the train-
ing size of Thai to the same as 3% Spanish training
samples, as depicted in Table 3. We can see that
there is still a performance gap between the Span-
ish and Thai (3.11% in the intent detection task
and 8.15% in the slot filling task). This is because
temperature
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พรุ่ง
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พรุ่ง
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Figure 3: Visualization for latent variables of parallel word pairs in English and Thai over different models trained
on 1% target language training set. We choose the word pairs “temperature- อุณหภูม”ิ and “tomorrow- พรุ่ง” from
the parallel sentences “what will be the temperature tomorrow” and “อุณหภูมิ จะ อยู่ ท เท่า ไหร่ พรุ่ง” in English
and Thai, respectively. To draw the contour plot, we sample 3000 points from the distribution of latent variables
for the selected words, use PCA to project those points into 2D and calculate the mean and variance for each word.
Model
Spanish Thai
Intent Slot Intent Slot
few-shot on 1% target language training set
Our Model 93.82 78.46 87.43 62.44
w/o Pre-training 92.75 77.11 86.29 60.20
few-shot on 3% target language training set
Our Model 95.20 84.19 90.97 70.88
w/o Pre-training 94.51 82.83 89.72 69.66
zero-shot setting
Our Model 92.31 72.49 75.77 33.28
w/o Pre-training 91.02 71.72 75.18 32.69
Table 4: Results of the ablation study for the label se-
quence encoder pre-training (averaged over three runs).
Our model refers to the one that combines LR, ALVM
and delex. with BiLSTM-LVM.
Spanish is grammatically and syntactically closer
to English than Thai, leading to a better quality of
cross-lingual alignment.
Visualization of Latent Variables The effec-
tiveness of the LR and ALVM can be clearly seen
from Figure 3. The former approach decreases the
distance of latent variables for words with simi-
lar semantic meanings in different languages. For
the latter approach, to make the distributions for
different slot types distinguishable, our model reg-
ularizes the latent variables of different slot types
far from each other, and eventually it also improves
the alignment of words with the same slot type. In-
corporating both approaches further improves the
word-level alignment across languages. It further
proves the robustness of our proposed approaches
when adapting from the source language (English)
to the unrelated language (Thai).
5.2 Zero-shot Setting
From Table 2, we observe the remarkable improve-
ments made by LR and ALVM on the state-of-the-
art model XL-SLU in the zero-shot setting, and
the slot filling performance of our best model in
Spanish is on par with the strong baseline Translate
Train, which leverages large amounts of bilingual
resources. LR improves the adaptation robustness
by making the word-level and sentence-level repre-
sentations of similar utterances distinguishable. In
addition, integrating adversarial training with the
LVM further increases the robustness by disentan-
gling the latent variables for different slot types.
However, the performance boost for slot filling in
Thai is limited. We conjecture that the inherent dis-
crepancies in cross-lingual word embeddings and
language structures for topologically different lan-
guages pairs make the word-level representations
between them difficult to align in the zero-shot
scenario. We notice that Multilingual CoVe with
auto-encoder achieves slightly better performance
than our model on the slot filling task in Thai. This
is because this baseline leverages large amounts of
monolingual and bilingual resources, which largely
benefits the cross-lingual alignment between En-
glish and Thai. CoSDA-ML, a concurrent work
of our model, utilizes additional augmented mul-
tilingual code-switching data, which significantly
improves the zero-shot cross-lingual performance.
5.3 Effectiveness of Label Sequence Encoder
Pre-training
Label sequence encoder pre-training helps the la-
bel encoder to generate more expressive represen-
tations for label sequences, which ensures the ef-
fectiveness of the label regularization approach.
From Table 4, we can clearly observe the consis-
tent performance gains made by pre-training in
both few-shot and zero-shot scenarios.
6 Conclusion
Current cross-lingual SLU models still suffer from
imperfect cross-lingual alignments between the
source and target languages. In this paper, we
propose label regularization (LR) and the adver-
sarial latent variable model (ALVM) to regularize
and further align the word-level and sentence-level
representations across languages without utilizing
any additional bilingual resources. Experiments
on the cross-lingual SLU task illustrate that our
model achieves a remarkable performance boost
compared to the strong baselines in both zero-shot
and few-shot scenarios, and our model has a robust
adaptation ability to unrelated target languages in
the few-shot scenario. In addition, visualization for
latent variables further proves that our approaches
are effective at improving the alignment of cross-
lingual representations.
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