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On locally AH algebras
Huaxin Lin
Abstract
We show that every unital amenable separable simple C∗-algebra with finite tracial rank
which satisfies the UCT has in fact tracial rank at most one. We also show that unital
separable simple C∗-algebras which are “tracially” locally AH with slow dimension growth
are Z-stable. As a consequence, unital separable simple C∗-algebras which are locally AH
with no dimension growth are isomorphic to a unital simple AH-algebra with no dimension
growth.
1 Introduction
The program of classification of amenable C∗-algebras, or the Elliott program, is to classify
amenable C∗-algebras up to isomorphisms by their K-theoretical data. One of the high lights
of the success of the Elliott program is the classification of unital simple AH-algebras (induc-
tive limits of homogeneous C∗-algebras) with no dimension growth by their K-theoretical data
(known as the Elliott invariant) ([16]). The proof of this first appeared near the end of the last
century. Immediately after the proof appeared, among many questions raised is the question
whether the same result holds for unital simple locally AH-algebras (see the definition 3.5 below)
with no dimension growth. It should be noted that AF-algebras is locally finite dimensional.
But (separable) AF-algebras are inductive limits of finite dimensional C∗-algebras. The so-called
AT-algebras are inductive limits of circle algebras. More than often, these AT-algebras arise
as local circle algebras (approximated by circle algebras). Fortunately, due to the weak-semi-
projectivity of circle algebras, locally AT-algebras are AT-algebras. However, the situation is
completely different for locally AH algebras. In fact it was proved in [11] that there are unital
C∗-algebras which are inductive limits of AH-algebras but themselves are not AH-algebras. So
in general, a locally AH algebra is not an AH algebra.
On the other hand, however, it was proved in [26] that a unital separable simple C∗-algebra
which is locally AH is a unital simple AH-algebra, if, in addition, it has real rank zero, stable
rank one and weakly unperforated K0-group and which has countably many extremal traces.
In fact these C∗-algebras have tracial rank zero. The tracial condition was later removed in
[58]. In particular, if A is a unital separable simple C∗-algebra which is locally AH with no (or
slow) dimension growth and which has real rank zero must be a unital AH-algebra. In fact such
C∗-algebras have stable rank one and have weakly unperforated K0(A). The condition of real
rank zero forces these C∗-algebras to have tracial rank zero. More recently, classification theory
extends to those C∗-algebras that have rationally tracial rank at most one ([59], [32], [37] and
[35]). These are unital separable simple amenable C∗-algebras A such that A ⊗ U have tracial
rank at most one for some infinite dimensional UHF algebra U. An important subclass of this
(which includes, for example, the Jiang-Su algebra Z) is the class of those unital separable simple
C∗-algebras A such that A⊗U have tracial rank zero. By now we have some machinery to verify
that certain C∗-algebras to have tracial rank zero, (see [26], [5], [58] and [38]) and based on these
results, we have some tools to verify when a unital simple C∗-algebra is rationally tracial rank
zero ([55] and [54]). However, these results could not be applied to the case that C∗-algebras are
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of tracial rank one, or rationally tracial rank one. Until now, there has been no effective way,
besides Gong’s decomposition result ([18]), to verify when a unital separable simple C∗-algebra
has tracial rank one (but not tracial rank zero). In fact, as mentioned above, we did not even
know when a unital simple separable locally AH algebra with no dimension growth has tracial
rank one. This makes it much harder to decide when a unital simple separable C∗-algebra is
rationally tracial rank one.
A closely related problem is whether a unital separable simple C∗-algebra with finite tracial
rank is in fact of tracial rank at most one. This is an open problem for a decade. If the problem
has an affirmative answer, it will make it easier, in many cases, to decide whether certain unital
simple C∗-algebras to have tracial rank at most one.
The purpose of this research is to solve these problems. Our main results include the follow-
ing:
Theorem 1.1. Let A be a unital separable simple C∗-algebra which is locally AH with no
dimension growth. Then A is isomorphic to a unital simple AH-algebra with no dimension
growth.
We actually prove the following.
Theorem 1.2. Let A be a unital separable simple amenable C∗-algebra with finite tracial rank
which satisfies the Universal Coefficient Theorem. Then A is isomorphic to a unital simple
AH-algebra with no dimension growth. In particular, A has tracial rank at most one.
To establish the above, we also prove the following
Theorem 1.3. Let A be a unital amenable separable simple C∗-algebra in C1 then A is Z-stable,
i.e., A ∼= A⊗Z.
(See 3.6 below for the definition of C1.)
The article is organized as follows. Section 2 serves as a preliminary which includes a
number of conventions that will be used throughout this article. Some facts about a subgroup
SU(Mn(C(X))/CU(Mn(C(X))) will be discussed. The detection of those unitaries with trivial
determinant at each point which are not in the closure of commutator subgroup plays a new
role in the Basic Homotopy Lemma, which will be presneted in section 11. In section 3, we
introduce the class C1 of simple C∗-algebras which may be described as tracially locally AH
algebras of slow dimension growth. Several related definitions are given. In section 4, we discuss
some basic properties of C∗-algebras in class C1. In section 5, we prove, among other things,
that C∗-algebras in C1 have stable rank one and the strict comparison for positive elements. In
section 6, we study the tracial state space of a unital simple C∗-algebra in C1. In particular, we
show that every quasi-trace of a unital separable simple C∗-algebra in C1 extends to a trace.
Moreover, we show that, for a unital simple C∗-algebra A in C1, the affine map from the tracial
state space to state space of K0(A) maps the extremal points onto the extremal points. In
section 7, we discuss the unitary groups of simple C∗-algebras in a subclass of C1. In section
8, using what have been established in previous sections, we combine an argument of Winter
([60])and an argument of Matui and Sato ([39]) to prove Theorem 1.2 above. In section 9 we
present some versions of so-called existence theorem. In section 10, we present a uniqueness
statement that will be proved in section 12 and an existence type result regarding the Bott map.
The uniqueness theorem holds for the case of Y being a finite CW complex of dimension zero
as well as the case of Y = [0, 1]. An induction on the dimension d will be presented in the next
two sections. In section 11, we present a version of The Basic Homtopy Lemma, which was first
studied intensively in [4] and later in [31]. A new obstruction for the Basic Homotopy Lemma
in this version will be dealt with, which was mentioned earlier in section 2. In section 12, we
prove the uniqueness statement in section 10. In section 13 we present the proofs for Theorem
1.1 and 1.3. Section 14 serves as an appendix to this article.
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2 Preliminaries
2.1. Let A be a unital C∗-algebra. Denote by T (A) the convex set of tracial states of A.
Let Aff(T (A)) be the space of all real affine continuous functions on T (A). Denote by Mn(A)
the algebra of all n × n matrices over A. By regarding Mn(A) as a subset of Mn+1(A), define
M∞(A) = ∪∞n=1Mn(A). If τ ∈ T (A), then τ ⊗ Tr, where Tr is standard trace on Mn, is a trace
on Mn(A). Throughout this paper, we will use τ for τ ⊗ Tr without warning.
We also use QT (A) for the set of all quasi-traces of A.
Let C and A be two unital C∗-algebras with T (C) 6= ∅ and T (A) 6= ∅. Suppose that h :
C → A is a unital homomorphism. Define an affine continuous map h♯ : T (A) → T (C) by
h♯(τ)(c) = τ ◦ h(c) for all τ ∈ T (A) and c ∈ C.
Definition 2.2. Let C be a unital C∗-algebra with T (C) 6= ∅. For each p ∈ Mn(C) define
pˇ(τ) = (τ ⊗Tr)(p) for all τ ∈ T (A), where Tr is the standard trace on Mn. This gives a positive
homomorphism ρC : K0(C)→ Aff(T (C)).
A positive homomorphism s : K0(A)→ C is a state onK0(A) if s([1A]) = 1. Let S(K0(A)) be
the state space of K0(A). Define rA : T (C)→ S(K0(A)) by rA(τ)([p]) = τ(p) for all projections
p ∈Mn(A) (for all n ≥ 1).
Definition 2.3. Let A and B be two C∗-algebras and ϕ : A→ B be a positive linear map. We
will use ϕ(K) : A → MK(B) for the map Φ(K)(a) = ϕ(a) ⊗ 1MK . If a ∈ B, we may write a(K)
for the element a⊗ 1MK and sometime it will be written as diag(
K︷ ︸︸ ︷
a, a, ..., a).
Definition 2.4. In what follows, we will identify T with the unit circle and z ∈ C(T) with the
identity map on the circle.
Definition 2.5. Let A be a unital C∗-algebra. Following [17], define
FnKi(A) = {ϕ∗i(zb) ∈ Ki(A) : ϕ ∈ Hom(C(Sn),M∞(A))},
where zb is a generator (the Bott element) of Ki(C(S
n)), if i = 0 and n even, or i = 1 and n
odd. FnKi(A) is a subgroup of Ki(A), i = 0, 1.
Definition 2.6. Fix an integer n ≥ 2, let z be a generator of K1(C(S2n−1)). Let zb be a unitary
in Mn(C(S
2n−1)) which represents z. We fix one such unitary that zb ∈ SUn(C(S2n−1)), i.e.,
det(zb(x)) = 1 for all x ∈ S2n−1. In case n = 2, one may write
zb =
(
z −w¯
w z¯
)
, (e 2.1)
where S3 = {(z, w) ∈ C2 : |z|2 + |w|2 = 1}.
2.7. Let C be a unital C∗-algebra. Denote by U(C) the unitary group of C and denote by U0(C)
the subgroup of U(C) consisting of unitaries which are connected to 1C by a continuous path
of unitaries. Denote by CU(C) the closure of the normal subgroup generated by commutators
of U(C). Let u ∈ U(C). Then u¯ is the image of u in U(C)/CU(C). Let W ⊂ U(A) be a subset.
Denote by W the set of those elements u¯ such that u ∈ W. Denote by CU0(C) the intersection
CU(C) ∩ U0(C). Note that U(A)/CU(A) is an abelian group.
We use the following metric on U(A)/CU(A) :
dist(u¯, v¯) = inf{‖uv∗ − w‖ : w ∈ CU(A)}.
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Using de la Harp-Scandalis determinant, by K. Thomsen (see [52]), there is a short splitting
exact sequence
0→ Aff(T (C))/ρC(K0(C))→ ∪∞n=1U(Mn(C))/CU(Mn(C))→ K1(C)→ 0. (e 2.2)
Suppose that r ≥ 1 is an integer and U(Mr(A))/U(Mr(A))0 = K1(A), one has the following
short splitting exact sequence:
0→ Aff(T (C))/ρC(K0(C))→ U(Mr(C))/CU(Mr(C))→ K1(C)→ 0. (e 2.3)
For u ∈ U0(C), we will use ∆(u) for the de la Harp and Skandalis determinant of u, i.e.,
the image of u in Aff(T (C))/ρC(K0(C)). For each C
∗-algebra C with U(C)/U0(C) = K1(C),
we will fix one splitting map Jc : K1(C) → U(C)/CU(C). For each u¯ ∈ Jc(K1(C)), select
and fix one element uc ∈ U(C) such that uc = u¯. Denote this set by Uc(K1(C)). Denote by
Πc : U(C)/CU(C)→ K1(C) the quotient map. Note that Πc ◦ Jc = idK1(C).
If A is a unital C∗-algebra and ϕ : C → A is a unital homomorphism, then ϕ induces a
continuous homomorphism
ϕ‡ : U(C)/CU(C)→ U(A)/CU(A).
If g ∈ Aff(T (A)), denote by g the image of g in Aff(T (A))/ρA(K0(A)).
Definition 2.8. Let A and B be two unital C∗-algebras. Let G1 ⊂ U(Mm(A))/CU(Mm(A))
be a subgroup. Let γ : G1 → U(Mm(B))/CU(Mm(B)) be a homomorphism and let Γ :
Aff(T (A)) → Aff(T (B)) be an affine homomorphism. We say that Γ and γ are compati-
ble if γ(g¯) = Γ(g) for all g ∈ Aff(T (A)) such that g ∈ G1 ∩ U0(Mm(A))/CU(Mm(A)) ⊂
Aff(T (A))/ρA(K0(A)). Let λ : T (B) → T (A) be continuous affine map. We say γ and λ are
compatible if γ and the map from Aff(T (A)) → Aff(T (B)) induced by λ are compatible. Let
κ ∈ HomΛ(K(A),K(B)). We say that κ and γ are compatible if κ|K1(A)(z) = Πc ◦ γ(z) for all
z ∈ G1. We say that κ and λ are compatible if ρB(κ|K0(A)([p]) = λ(τ)([p]) for all projections
p ∈M∞(A).
Definition 2.9. Let X be a compact metric space and let P ∈Mm(C(X)) be a projection such
that P (x) 6= 0 for all x ∈ X, where m ≥ 1 is an integer. Let C = PMm(C(X))P and let r ≥ 1
be an integer. Denote by SUr(C) the set of those unitaries u ∈Mr(C) such that det(u(x)) = 1
for all x ∈ X. Note that SUr(C) is a normal subgroup of Ur(C).
The following is an easy fact.
Proposition 2.10. Let C be as in 2.9, let Y be a compact metric space and let P1 ∈Mn(C(Y ))
be a projection such that P1(y) 6= 0 for all y ∈ Y. Let B = P1Mn(C(Y ))P1. Suppose that
ϕ : C → B is a unital homomorphism. Then ϕ maps SUr(C) into SUr(B) for all integer r ≥ 1.
It is also easy to see that CU(Mr(C)) ⊂ ∪∞k=1SUk(C) ∩ U0(Mk(C)). Moreover, one has the
following:
Proposition 2.11. Let X be a compact metric space and let C = PMm(C(X))P be as in 2.9.
Then
SUr(C) ∩ U0(Mr(C)) ⊂ CU(Mr(C)) for all integer r ≥ 1.
Proof. Let u ∈ SUr(C) ∩ U0(Mr(C)). Write u =
∏k
j=1 exp(
√−1hj), where hj ∈ Mr(C)s.a.. Put
R(x) = rankP (x) for all x ∈ X. Note R(x) 6= 0 for all x ∈ X. It follows that
(
1
2π
√−1)Tx(
k∑
j=1
hj(x)) = N(x) ∈ Z, (e 2.4)
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where Tx is the standard trace on MrR(x). Note that N ∈ C(X). Therefore there is a projection
Q ∈ML(C) such that
rankQ(x) = N(x) for all x ∈ X. (e 2.5)
Let τ ∈ T (C). Then
τ(f) =
∫
X
tx(f)dµτ for all f ∈ PMm(C(X))P, (e 2.6)
where tx is the normalized trace on MR(x) and µτ is a Borel probability measure on X. Let Tr
be the standard trace on ML. Then
ρC(Q)(τ) =
∫
X
(tx ⊗ Tr)(Q(x))dµτ (e 2.7)
=
∫
X
N(x)
R(x)
dµτ (e 2.8)
for all τ ∈ T (C). Define a smooth path of unitaries u(t) =∏kj=1 exp(√−1hj(1− t)) for t ∈ [0, 1].
So u(0) = u and u(1) = idMr(C). Then, with T being the standard trace on Mr,
(
1
2π
√−1)
∫ 1
0
(τ ⊗ T )du(t)
dt
u(t)∗dt = (
1
2π
√−1)
∫ 1
0
(τ ⊗ T )(
k∑
j=1
hj)dt (e 2.9)
= (
1
2π
√−1)
∫
X
(tx ⊗ T )(
k∑
j=1
hj(x))dµτ = (
1
2π
√−1)
∫
X
Tx(
∑k
j=1 hj(x))
R(x)
dµτ (e 2.10)
=
∫
X
N(x)
R(x)
dµτ = ρC(Q)(τ) for all τ ∈ T (C). (e 2.11)
By a result of Thomsen ([52]), this implies that
u = 1 ∈ U(Mr(C)))/CU(Mr(C).
In other words,
SUr(C) ∩ U0(C) ⊂ CU(Mr(C)).
Definition 2.12. Let X be a finite CW complex. Let X(n) be the n-skeleton of X and let
sn : C(X)→ C(X(n)) be the surjective map induced by restriction, i.e., sn(f)(y) = f(y) for all
y ∈ X(n). Let P ∈Ml(C(X)) be a projection for some integer l ≥ 1 and let C = PMl(C(Y ))P.
Denote still by sn : C → P (n)Ml(C(X(n)))P (n), the quotient map, where P (n) = P |X(n) . Put
Cn = P
(n)Ml(C(X
(n)))P (n). Note that Cn is a quotient of C, and Cn−1 is a quotient of Cn. It
was proved by Exel and Loring ([17]) that FnKi(C) = ker(sn−1)∗i.
Suppose that X has dimension N. Let
IN = kerrN−1 = {f ∈ C : f |X(N−1) = 0}.
Then IN is an ideal of C. There is an embedding jN : I˜N → C which maps λ · 1+ f to λ · 1C + f
for all f ∈ IN . Define, for 1 < n < N,
In = {f ∈ Cn : f |X(n−1) = 0}.
Again, there is an embedding jn : I˜n → Cn.
Note that I˜n ∼= P (n)′Ml(C(Yn))P (n)′ for some projection P (n)′ ∈ Ml(C(Yn)), where Yn =
Sn
∨
Sn
∨ · · ·∨Sn (there are only finitely many of Sn).
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Lemma 2.13. Let X be a compact metric space. Then
Tor(K1(C(X))) ⊂ F3K1(C(X)). (e 2.12)
Proof. We first consider the case that X is a finite CW complex. Let Y be the 2-skeleton of X
and let s : C(X) → C(Y ) be the surjective homomorphism defined by f 7→ f |Y for f ∈ C(X).
Then, by Theorem 4.1 of [17],
F3K1(C(X)) = kers∗1. (e 2.13)
Since K1(C(Y )) is torsion free, Tor(K1(C(X))) ⊂ kers∗1. Therefore
Tor(K1(C(X))) ⊂ F3K1(C(X)). (e 2.14)
For the general case, let g ∈ Tor(K1(C(X)) be a non-zero element. Write
C(X) = limn→∞(C(Xn), ϕn), where each Xn is a finite CW complex. There is n0 and g′ ∈
K1(C(Xn0) such that (ϕn0,∞)∗1(g′) = g. Let G1 be the subgroup generated by g′. There is
n1 ≥ n0 such that (ϕn1,∞)∗1 is injective on (ϕn0,n1)∗1(G1). Let g1 = (ϕn0,n1)∗1(g′). Put G2 =
(ϕn0,n1)∗1(G1). Then G2 ⊂ Tor(K1(C(Xn1))). From what has been proved, G2 ∈ F3K1(C(Xn1)).
It follows from part (c) of Proposition 5.1 of [17] that ϕn1,∞(G2) ⊂ F3K1(C(X)). It follows that
g ∈ F3K1(C(X)).
Lemma 2.14. Let X be a compact metric space and let G ⊂ K1(C(X)) be a finitely generated
subgroup. Then G = G1 ⊕ (G ∩ F3K1(C(X))), where G1 is a finitely generated free group.
Proof. As in the proof of 2.13 we may assume that X is a finite CW complex. Let Y be
the 2-skeleton of X. Let s : C(X) → C(Y ) be the surjective map defined by the restriction
s(f)(y) = f(y) for all f ∈ C(X) and y ∈ Y. Then, by Theorem 4.1 of [17], kers∗1 = F3K1(C(X)).
Therefore G/G ∩ F3K1(C(X)) is isomorphic to a subgroup of K1(C(Y )). Since dimY = 2,
T or(K1(C(Y ))) = {0}. Therefore G/G ∩ F3K1(C(X)) is free. It follows that
G = G1 ⊕G ∩ F3K1(C(X))
for some finitely generated subgroup G1.
Definition 2.15. Let C be a unital C∗-algebra and let G ⊂ K1(C) be a finitely generated
subgroup. Denote by J ′ : K1(C) → ∪∞n=1U(Mn(C))/CU(Mn(C)) an injective homomorphism
such that Π ◦ J ′ = idK1(C), where Π is the surjective map from ∪∞n=1U(Mn(C))/CU(Mn(C))
onto K1(C). There is an integer N = N(G) such that J
′(G) ∈ U(MN (C))/CU(MN (C)).
Let X be a compact metric space and let C = PMm(C(X))P, where P ∈ Mm(C(X)) is a
projection such that P (x) 6= 0 for all x ∈ X. By 2.14, one may write G = G1 ⊕ Gb ⊕ Tor(G),
where Gb is the free part of G∩F3K1(C). Note, by 2.13, Tor(G) ⊂ F3K1(C). Let g ∈ Tor(G) be
a non-zero element and let ug = J
′(g) for some unitary ug ∈ U(MN (C)). Suppose that kg = 0
for some integer k > 1. Therefore ukg ∈ CU(MN (C)). It follows from 2.13 as well as 2.6, there
are h1, h2, ..., hs ∈MN+r(C)s.a. such that
u1
s∏
j=1
exp(
√−1hj) ∈ SUr+N (C),
where u1 = 1Mr ⊕ ug and r ≥ 0 is an integer. For each x ∈ X, [detu1(x)]k = 1. It follows that∑s
j=1 kTr(hj)(x)
2π
√−1 = I(x) ∈ Z for all x ∈ X.
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It follows that I(x) ∈ C(X). Therefore
(
s∏
j=1
exp(
√−1hj))k ∈ SUr+N (C) ∩ U0(Mr+N (C)) ⊂ CUr+N(C).
Consequently,
(u1
s∏
j=1
exp(
√−1hj))k = 1Mr+N (C).
Thus there is an integer R(G) ≥ 1 and an injective homomorphism
Jc(G) : Tor(G)→ SUR(G)(C)/CU(MR(G)(C))
such that Π◦Jc(G) = idTor(G). By choosing a larger R(G), if necessarily, one obtains an injective
homomorphism Jc(G) : G→ U(MR(G)(C))/CU(MR(G)(C)) such that
Jc(G)(Gb ⊕ Tor(G)) ⊂ SUR(G)(C)/CU(MR(G)(C)) (e 2.15)
and Π ◦ Jc(G) = idG.
It is important to note that, if x ∈ SUR(G)(C) and [x] ∈ G \ {0} in K1(C), then Jc([x]) = x¯.
In fact, since [x] ∈ Gb ⊕ Tor(G), if Jc([x]) = y¯, then y ∈ SUR(G)(C). It follows that x∗y ∈
SUR(G)(C) ∩ U0(MR(G)(C)) ⊂ CU(C). So y¯ = x¯. This fact will be also used without further
notice. Note also that if dimX <∞, then we can let R(K1(C(X))) = dimX.
Therefore one obtains the following:
Proposition 2.16. Let X, G, Gb and Π be as described in 2.15. Then there is an injective
homomorphism Jc(G) : G → UR(G)(C)/CU(MR(G)(C)) for some integer R(G) ≥ 1 such that
Π ◦Jc(G) = idG and Jc(G)(Gb⊕Tor(G)) ⊂ SUR(G)(C)/CU(MR(G)(C)). In what follows, we may
write Jc instead of Jc(G), if G is understood.
Corollary 2.17. Let X, G and Gb be as in 2.15 and let Y be a compact metric space. Suppose
that B = P1Mr(C(Y ))P1, where P1 ∈ Mr(C(Y )) is a projection and ϕ : C → B is a unital
homomorphism. Suppose also that zb ∈ Gb ⊕ Tor(G) and ϕ∗1(zb) = 0. Then ϕ‡(Jc(G)(zb)) = 1¯
in U(MN (C))/CU(MN (C)) for some integer N ≥ 1. When dimY = d < ∞, N can be chosen
to be max{R(G), d}.
Proof. Suppose that ub ∈ U(MR(G)(C)) such that u¯ = Jc(G)(zb). Without loss of generality, one
may assume that ϕ(ub) ∈ U0(MR(G)(B)), since ϕ∗1(zb) = 0. By 2.16, ub ∈ SUN (C). It follows
from 2.10 that ϕ(ub) ∈ SUR(G)(B). Thus, by 2.11,
ϕ(ub) ∈ SUR(G)(B) ∩ U0(MR(G)(B)) ⊂ CU(MR(G)(B)).
It follows that ϕ‡(Jc(G)(zb)) = 1¯.
Definition 2.18. Let A be a unital C∗-algebra and let u ∈ U0(A). Denote by cel(u) the infimum
of the length of the paths of unitaries of U0(A) which connects u with 1A.
Definition 2.19. We say (δ,G,P) is a KL-triple, if, for any δ-G-multiplicative contractive
completely positive linear map L : A → B (for any unital C∗-algebra B) [L]|P is well defined.
Moreover, if L1 and L2 are two δ-G-multiplicative contractive completely positive linear maps
L1, L2 : A→ B such that
‖L1(g)− L2(g)‖ < δ for all g ∈ G, (e 2.16)
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then [L1]|P = [L2]|P .
If Ki(C) is finitely generated (i = 0, 1) and P is large enough, then [L]|P defines an element
in KK(C,A) (see 2.4 of [31]). In such cases, we will write [L] instead of [L]|P , and (δ,G,P) is
called a KK-triple and (δ,G) a KK-pair.
Now we also assume that A is amenable (or B is amenable). Let u ∈ U(B) be such that
‖[L(g), u]‖ < δ0 for all g ∈ G0 for some finite subset G0 ⊂ A and for some δ0 > 0. Then, we may
assume that there exists a contractive completely positive linear map Ψ : A⊗ C(T) → B such
that
‖L(g) −Ψ(g ⊗ 1)‖ < δ for all g ∈ G and ‖Ψ(1 ⊗ z)− u‖ < δ
(see 2.8 of [31]). Thus, we may assume that Bott(L, u)|P is well defined (see 2.10 in [31]). In
what follows, when we say (δ,G,P) is a KL-triple, we further assume that Bott(L, u)|P is well
defined, provided that L is δ-G-multiplicative and ‖[L(g), u]‖ < δ for all g ∈ G. In the case
that Ki(A) is finitely generated (i = 0, 1), we may even assume that Bott(L, u) is well defined.
We also refer to 2.10 and 2.11 of [31] for bott0(L, u) and bott1(L, u). If u and v are unitary
and ‖[u, v]‖ < δ, we use bott1(u, v) as in 2.10 and 2.11 of [31]. Let p is a projection such that
‖[p, v]‖ < δ. We may also write bott0(p, v) for the element in K1(B) represented by a unitary
which is close to (1− p) + pvp.
Definition 2.20. If u is a unitary, we write 〈L(u)〉 = L(u)(L(u)∗L(u))−1/2 when ‖L(u∗)L(u)−
1‖ < 1 and ‖L(u)L(u∗)−1‖ < 1. In what follows we will always assume that ‖L(u∗)L(u)−1‖ < 1
and ‖L(u)L(u∗)− 1‖ < 1, when we write 〈L(u)〉.
Let B be another unital C∗-algebra and let ϕ : A → B be a unital homomorphism. Then
〈ϕ ◦ L(u)〉 = ϕ(〈L(u)〉). Let u ∈ CU(A). Then, for any ǫ > 0, if δ is sufficiently small and G is
sufficiently large (depending on u) and L is δ-G-multiplicative, then
dist(〈L(u)〉, CU(B)) < ǫ.
Let δ > 0, G ⊂ A be a finite subset, W ⊂ U(A) be a finite subset and ǫ > 0. We say (δ,G,W, ǫ)
is a U -quadruple when the following hold: if for any δ-G-multiplicative contractive completely
positive linear map L : A→ B, 〈L(y)〉 is well defined, then
‖〈L(u)〉 − L(u)‖ < ǫ/2 and ‖〈L(u)〉 − 〈L(v)〉‖ < ǫ/2,
if u, v ∈ U and ‖u− v‖ < δ. We also require that, if u ∈ CU(A) ∩ U , then
‖〈L(u)〉 − c‖ < ǫ/2
for some c ∈ CU(B). We make one additional requirement. Let GU be the subgroup of
U(A)/CU(A) generated by {u¯ : u ∈ U}. There exists a homomorphism λ : UU → U(B) such
that
dist(〈L(u)〉, λ(u)) < ǫ for all u ∈ U
(see Appendix 14.5 for a proof that such λ exists). We may denote L‡ for a fixed homomorphism
λ. Note that, when ǫ < 1, [〈L(u)〉] = Πc(L‡(u¯)) in K1(B), where Πc : U(B)/CU(B) → K1(B)
is the induced homomorphism.
2.21. Let A and B be two unital C∗-algebra. Suppose that A is a separable amenable C∗-
algebra. Let Q ⊂ K0(A) be a finite subset. Then β(Q) ⊂ K1(A ⊗ C(T)). Let W be a finite
subset of U(Mn(A ⊗ C(T))) such that its image in K1(A ⊗ C(T)) contains β(Q). Denote by
G(Q) the subgroup generated by Q. Fix ǫ > 0. Let (δ,G,W, ǫ) be a U -quadruple. Let J ′ :
β(G(Q)) → U(MN (A ⊗ C(T)))/CU(MN (A ⊗ C(T))) be defined in 2.15. Let L : A → B be
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a δ-G-multiplicative contractive completely positive linear map and let u ∈ U(B) such that
‖[L(g), u]‖ < δ for all g ∈ G. With sufficiently small δ and large G, let Ψ be given in 2.19, we
may assume that Ψ‡ is defined on J ′(β(G(Q))). We denote this map by
Bu(ϕ, u)(x) = Ψ‡(J ′(x))) for all x ∈ Q. (e 2.17)
We may assume that [p1], [p2], ..., [pk ] generates G(Q), where p1, p2, ..., pk are assumed to be
projections in MN (A). Let zj = (1 − pj) + pj(1 ⊗ z)(N) (see 2.3), j = 1, 2, ..., k. Then zj is a
unitary in MN (A ⊗ C(T)). Suppose that A = C(X) for some compact metric space. In the
above, we let J ′ = Jc(β(G(Q)) = Jc and N = R(β(G(Q))). Note zj 6∈ SUN (C(X) ⊗ C(T)). If
[pi]− [pj] ∈ kerρC(X), then for each x ∈ X, there is a unitary w ∈MN such that w∗pi(x)w = pj.
Then det(ziz
∗
j (x)) = 1. In other words, ziz
∗
j ∈ SUN (C(X) ⊗ C(T)). Note, by the end of 2.15,
Jc([pj ]) = z¯j , j = 1, 2, ..., k. If B has stable rank d, we may assume that, R(β(G(Q))) ≥ d + 1.
In what follows, when we write Bu(ϕ, u)(x), or Bu(ϕ, u)|Q, we mean that δ is sufficiently small
and G is sufficiently large so that L‡ is well defined on Jc(β(x), or on Jc(β(Q)). Moreover, we
note that [L]|Q = Π′ ◦ L‡|β(Q). Furthermore, by choosing even smaller δ, we may also assume
that when
‖[ϕ(g), u]‖ < δ and ‖[ϕ(g), v]‖ < δ for all g ∈ G
dist(Bu(ϕ, uv)(x),Bu(ϕ, u)(g) + Bu(ϕ, v)(x)) < ǫ for all x ∈ Q.
Lemma 2.22. Let X be a connected finite CW complex of dimension d > 0. Then K∗(C(X(d−1))) =
G0,∗ ⊕K∗(C(X))/FdK∗(C(X)), where G0,∗ is a finitely generated free group. Consequently,
K1(C(X
(1))) = S ⊕K1(C(X))/F3K1(C(X)),
where S is a finitely generated free group.
Proof. Let I(d) = {f ∈ C(X) : f |X(d−1) = 0}. Then I(d) = C0(Y ), where Y = Sd ∨ Sd ∨ · · · ∨ Sd.
In particular, K∗(I(d)) is free. Therefore, by applying 4.1 of [17],
Ki(C(X
(d−1))) ∼= G0,i ⊕Ki(C(X))/FdKi(C(X)),
where G0,i is isomorphic to a subgroup of Ki−1(I(d)), i = 0, 1.
For the last part of the lemma, we use the induction on d. It obvious holds for d = 1.
Assume the last part holds for dimX = d ≥ 1. Suppose that dimX = d + 1. Let sm : C(X) →
C(X(m)), s1 : C(X) → C(X(1)), sm,1 : C(X(m)) → C(X(1)) be defined by the restrictions
(0 < m ≤ d). We have that s1 = sm,1 ◦ sm. Note that if Y is a finite CW complex with
dimension 2, then K1(kers
Y
1 ) = {0}, where sY1 : C(Y )→ C(Y (1)) is the surjective map induced
by the restriction, where Y (1) is the 1-skeleton of Y. It follows that the induced map (sY1 )∗1 from
K1(C(Y )) into K1(Y
(1)) is injective. This fact will be used in the following computation.
We have
K1(C(X
(d))) = S0 ⊕K1(C(X))/FdK1(C(X)) = S0 ⊕ (sd)∗1(K1(C(X))) (e 2.18)
and, by 4.1 of [17],
K1(C(X
(1)) = S1 ⊕K1(C(X(d))/F3K1(C(X(d))) (e 2.19)
= S1 ⊕ (sd,1)∗1(K1(C(X(d))) (e 2.20)
= S1 ⊕ (sd,1)∗1(S0 ⊕ (sd)∗1(K1(C(X)))) (e 2.21)
= S1 ⊕ (sd,1)∗1(S0)⊕ (sd,1)∗1((sd)∗1(K1(C(X)))) (e 2.22)
= S1 ⊕ (sd,1)∗1(S0)⊕ (s1)∗1(K1(C(X))) (e 2.23)
= S1 ⊕ (sd,1)∗1(S0)⊕ (s2,1)∗1 ◦ (s2)∗1(K1(C(X))) (e 2.24)
= S1 ⊕ (sd,1)∗1(S0)⊕ (s2)∗1(K1(C(X))/F3K1(C(X))) (e 2.25)
= S1 ⊕ (sd,1)∗1(S0)⊕K1(C(X))/F3K1(C(X))). (e 2.26)
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Put S = S1⊕(sd,1)∗1(S0). Note K1(C(X(1)) is free. So S must be a finitely generated free group.
This ends the induction.
3 Definition of Cg
Definition 3.1. Let A be a C∗-algebra and let a, b ∈ A+. Recall that we write a . b if there
exists a sequence xn ∈ A+ such that
lim
n→∞ ‖x
∗
nbxn − a‖ = 0.
If a = p is a projection and a . b, there is a projection q ∈ Her(b) and a partial isometry v ∈ A
such that vv∗ = p and v∗v = q.
Definition 3.2. Let 0 < d < 1. Define fd ∈ C0((0,∞]) by fd(t) = 0 if t ∈ [0, d/2], fd(t) = 1 if
t ∈ [d,∞), and fd is linear in (d/2, d).
Definition 3.3. Denote by I(0) the class of finite dimensional C∗-algebras and denote by I(1,0)
the class of C∗-algebras with the form C([0, 1])⊗F, where F ∈ I(0). For an integer k ≥ 1, denote
by I(k) the class of C∗-subalgebra with the form PMr(C(X))P, where r ≥ 1 is an integer, X is
a finite CW complex of covering dimension at most k and P ∈Mr(C(X)) is a projection.
Definition 3.4. Denote by Ik the class of those C∗-algebras which are quotients of C∗-algebras
in I(k). Let C ∈ Ik. Then C = PMr(C(X))P, where X is a compact subset of a finite CW
complex, r ≥ 1 and P ∈ Mr(C(X)) is a projection. Furthermore, there exists a finite CW
complex Y of dimension k such that X is a compact subset of Y and there is a projection
Q ∈ Mr(C(Y )) such that π(Q) = P, where π : Mr(C(Y )) → Mr(C(X)) is the quotient map
defined by π(f) = f |X .
Definition 3.5. Let A be a unital C∗-algebra. We say that A is a locally AH-algebra, if for
any finite subset F ⊂ A and any ǫ > 0, there exists a C∗-subalgebra C ∈ Ik (for some k ≥ 0)
such that
dist(a,C) < ǫ for all a ∈ F .
A is said to be locally AH-algebra with no dimension growth, if there exists an integer d ≥ 0,
such that, for any finite subset F ⊂ A and any ǫ > 0, there exists a C∗-subalgebra C ⊂ A with
the form C = PMr(C(X))P ∈ Id such that
dist(a,C) < ǫ for all a ∈ F . (e 3.27)
Definition 3.6. Let g : N→ N be a nondecreasing map. Let A be a unital simple C∗-algebra.
We say that A is in Cg if the following holds: For any finite subset F ⊂ A, any ǫ > 0, any η > 0
and any a ∈ A+ \ {0}, there is a projection p ∈ A and a C∗-subalgebra C = PMr(C(X))P ∈ Id
with 1C = p such that
‖pa− ap‖ < ǫ for all a ∈ F , (e 3.28)
dist(pap,C) < ǫ for all a ∈ F , (e 3.29)
d+ 1
rank(P (x))
<
η
g(d) + 1
for all x ∈ X and (e 3.30)
1− p . a. (e 3.31)
If g(d) = 1 for all d ∈ N, we say A ∈ C1.
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Let B be a class of unital C∗-algebras. Let A be a unital simple C∗-algebra. We say that
A is tracially in B if the following holds: For any finite subset F ⊂ A, any ǫ > 0 and any
a ∈ A+ \ {0}, there is a projection p ∈ A and a C∗-subalgebra B ∈ B with 1B = p such that
‖pa− ap‖ < ǫ for all a ∈ F , (e 3.32)
dist(pap,B) < ǫ for all a ∈ F and (e 3.33)
1− p . a. (e 3.34)
We write A ∈ Cg,∞, if A is tracially Id for some integer d ≥ 0.
Using the fact that A is unital simple, it is easy to see that if A ∈ Cg,∞ then A ∈ Cg.
Moreover, Cg ⊂ C1 for all g.
4 C∗-algebras in Cg
Proposition 4.1. Every unital hereditary C∗-subalgebra of a unital simple C∗-algebra in Cg
(or in Cg,∞) is in Cg(or is in Cg,∞).
Proof. Let A be a unital simple C∗-algebra in Cg and let e ∈ A be a non-zero projection. Let
B = eAe be a unital hereditary C∗-subalgebra of A. To prove that B is in Cg, let F ⊂ B be a
finite subset, let 1 > ǫ > 0, b ∈ B+ \ {0} and let η > 0.
Since A is simple, there are x1, x2, ..., xm ∈ A such that
m∑
i=1
x∗i exi = 1A. (e 4.35)
Let F1 = {e} ∪ F ∪ {x1, x2, ..., xm, x∗1, x∗2, ..., x∗m}. Put M = max{‖a‖ : a ∈ F1}. Since A ∈ Cg,
there is a projection p ∈ A, a C∗-subalgebra C ⊂ A with 1C = p, C = PMr(C(X))P, where
X is a compact subset of a finite CW complex with dimension d, r ≥ 1 is an integer and
P ∈Mr(C(X)) is a projection, such that
d+ 1
rankP (ξ)
< (η/16(m + 1))(1/(g(d) + 1)) for all ξ ∈ X, (e 4.36)
‖px− xp‖ < ǫ
256(m+ 1)M
for all x ∈ F , (e 4.37)
dist(pxp,C) <
ǫ
256(m+ 1)M
for all x ∈ F and (e 4.38)
1− p . b. (e 4.39)
There is a projection q1 ∈ C, a projection q2 ∈ B and y1, y2, ..., ym ∈ C such that
‖q1 − pep‖ < ǫ
128(m+ 1)M
, (e 4.40)
‖q2 − epe‖ < ǫ
128(m + 1)M
and
m∑
i=1
y∗i q1yi = p. (e 4.41)
It follows that q1(x) has rank at least rankP (x)/m for each x ∈ X. One also has
‖q1 − q2‖ < ǫ
64(m+ 1)M
. (e 4.42)
There is a unitary w ∈ A such that
‖w − 1‖ < ǫ
32(m+ 1)M
and w∗q1w = q2. (e 4.43)
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Define C1 = w
∗q1Cq1w. Then C1 ∼= q1Cq1 ∈ Id. Moreover,
d+ 1
rank(w∗q1w)(x)
< η/(g(d) + 1) for all x ∈ X. (e 4.44)
For any a ∈ F ,
‖q2a− aq2‖ ≤ 2‖q1 − q2‖‖a‖+ ‖q1eae− eaeq1‖ (e 4.45)
< ǫ. (e 4.46)
Moreover, if c ∈ C such that
‖pap − c‖ < ǫ
256(m + 1)M
, (e 4.47)
then
‖q1aq1 − q1cq1‖ ≤ ‖q1aq1 − pepapep‖+ ‖pepapep− q1cq1‖ (e 4.48)
<
2ǫ
256(m+ 1)
+
2ǫ
256(m + 1)
=
ǫ
64(m+ 1)
. (e 4.49)
It follows from (e 4.40), (e 4.42), (e 4.43) and ( e 4.49) that
‖q2aq2 − w∗q1cq1w‖ = ‖q2aq2 − w∗q2waw∗q2w‖ (e 4.50)
+ ‖w∗q2waw∗q2w − w∗q1cq1w‖ (e 4.51)
<
4ǫ
32(m + 1)M
+ ‖q2waw∗q2 − q1cq1‖ (e 4.52)
<
ǫ
8(m+ 1)
+
2ǫ
32(m+ 1)
+ ‖q2aq2 − q1cq1‖ (e 4.53)
<
6ǫ
32(m + 1)
+
2ǫ
64(m + 1)
+ ‖q1aq1 − q1cq1‖ (e 4.54)
<
7ǫ
32(m + 1)
+
ǫ
64(m + 1)
=
15ǫ
64(m + 1)
. (e 4.55)
Therefore, for all a ∈ F ,
dist(q2aq2, C1) < ǫ. (e 4.56)
Note that
‖(e − q2)− (e− q2)(1− p)(e− q2)‖ ≤ ‖(e− q2)− e(1 − p)e‖ (e 4.57)
≤ ‖q2 − epe‖ < ǫ
128(m + 1)M
. (e 4.58)
So, in particular, (e − q2)(1 − p)(e − q2) is invertible in (e − q2)A(e − q2). Therefore [e − q2] =
[(e− q2)(1− p)(e− q2)] in the Cuntz equivalence. But
(e− q2)(1 − p)(e− q2) . (1− p)(e− q2)(1 − p) . (1− p) (e 4.59)
. b. (e 4.60)
We conclude that, in B,
(e− q2) . b. (e 4.61)
It follows from (e 4.44), (e 4.45), (e 4.56) and (e 4.61) that B is in Cg.
Since C1 ∈ Id, if we assume that A is in Cg,∞. Then the above shows that B ∈ Cg,∞.
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Proposition 4.2. A unital simple C∗-algebra A which satisfies condition (e 3.28), (e 3.29) and
(e 3.30) in the definition of 3.6 has property (SP), i.e., every non-zero hereditary C∗-subalgebra
B of A contains a non-zero projection.
Proof. Let A be a unital simple C∗-algebra satisfying the conditions (e 3.28), (e 3.29) and (e 3.30)
in 3.6. Suppose that B ⊂ A is a hereditary C∗-subalgebra. Choose a ∈ B+ \ {0} with ‖a‖ = 1.
Choose 1/4 > λ > 0. Let f1 ∈ C([0, 1]) be such that 0 ≤ f1 ≤ 1, f1(t) = 1 for all t ∈ [1− λ/4, 1]
and f1(t) = 0 for t ∈ [0, 1 − λ/2]. Put b = f1(a). Let f2 ∈ C([0, 1]) be such that 0 ≤ f2 ≤ 1,
f2(t) = 1 for all t ∈ [1−λ/2, 1] and f2(t) = 0 for t ∈ [0, 1−λ]. Put c = f2(a). Then b 6= 0, bc = b
and b, c ∈ B.
Since A is simple, there are x1, x2, ..., xm ∈ A such that
m∑
i=1
x∗i bxi = 1. (e 4.62)
Let M = max{‖xi‖ : 1 ≤ i ≤ m}.
Let F = {a, b, c, x1, x2, ..., xm, x∗1, x∗2, ..., x∗m}. For any 1/16 > ǫ > 0, there is a projection
p ∈ A and a C∗-subalgebra C ⊂ A with 1C = p, where C = PMr(C(X))P, r ≥ 1 is an
integer, X is a compact subset of a finite CW complex with dimension d(X), P ∈Mr(C(X)) is
a projection such that
d(X) + 1
rankP (x)
< 1/4m, (e 4.63)
‖pf − fp‖ < ǫ/64(m + 1)(M + 1) for all f ∈ F , (e 4.64)
and dist(pfp,B) < ǫ/64(m + 1)(M + 1). (e 4.65)
There is a1 ∈ C such that
‖pap− a1‖ < ǫ/64(m + 1)(M + 1). (e 4.66)
By choosing sufficiently small ǫ, we may assume that
‖f1(a1)− pf1(a)p‖ < 1/64, ‖f2(a1)− pf2(a)p‖ < 1/64, (e 4.67)
and there are y1, y2, ..., ym ∈ C such that
‖
m∑
i=1
y∗i f1(pap)yi − p‖ < 1/16 and ‖
m∑
i=1
y∗i f1(a)yi − p‖ < 1/16. (e 4.68)
We may also assume that
‖f2(pap)− f2(a1)‖ < 1/64 (e 4.69)
‖f1(pap)− f1(a1)‖ < 1/64. (e 4.70)
Let q be the open projection which is given by limk→∞(f1(a1))1/k. Then by (e 4.68), q(x)
has rank at least rankP (x)/m. Thus, in Mr(C(X)), f1(a1)(x) has rank at least 4d(X) for all
x ∈ X, by (e 4.63). It follows from Proposition 3.2 of [13] that there is a non-zero projection
e ∈ f1(a1)Cf1(a1). Note that f2(a1)f1(a1) = f1(a1). Therefore
f2(a1)e = e. (e 4.71)
13
It follows from that
‖ce− e‖ ≤ ‖pcpe− e‖ = ‖pf2(a)pe− e‖ (e 4.72)
≤ ‖pf2(a)pe− f2(a1)e‖ + ‖f2(a1)e− e‖ < 1/64. (e 4.73)
(e 4.74)
Similarly,
‖ec− e‖ < 1/16. (e 4.75)
It follows from 2.5.4 of [23] that there is a projection e1 ∈ cAc ⊂ B such that
‖e− e1‖ < 1.
Proposition 4.3. Let A be a unital simple C∗-algebra in Cg (or in Cg,∞). Then in (e 3.29), we
can also assume that, for any ǫ > 0,
‖pxp‖ ≥ ‖x‖ − ǫ for all x ∈ F .
Proof. The proof of this is contained in that of 4.2. Note that in the proof of 4.2, (e 4.68) implies
that f1(pap) 6= 0. This implies that ‖pap‖ ≥ 1− λ/2. With λ = ǫ, this will gives ‖pap‖ ≥ 1− λ.
This holds for any finitely many given positive elements with ‖a‖ = 1. If 0 6= ‖a‖ 6= 1, it is clear
that, by considering elements a/‖a‖, we can have ‖pap‖ ≥ ‖a‖ − ǫ. In general, when x is not
positive, we can enlarge the finite subset F so it also contains x∗x. We omit the full proof.
Proposition 4.4. Let A be a unital simple C∗-algebra. Then the following are equivalent:
(1) A ∈ Cg (or in Cg,∞);
(2) for any integer n ≥ 1, Mn(A) ∈ Cg (or in Cg,∞),
(3) for some integer n ≥ 1, Mn(A) ∈ Cg (or in Cg,∞).
Proof. It is clear that (2) implies (3). That (3) implies (1) follows from 4.1. To prove (1) implies
(2), let n ≥ 1 be an integer, let F ⊂ Mn(A) be a finite subset, ǫ > 0, a ∈ Mn(A)+ \ {0} and
σ > 0. We first consider the case that A ∈ C1.
Since A is simple, so is Mn(A). Let {ei,j} be a matrix unit for Mn. We identify A with
e11Ae11. Therefore, (by 3.3.4 of [23], for example), there is a non-zero element a1 ∈ A+ such
that a1 . a. Since A has property (SP), by 3.5.7 of [23], there are n mutually orthogonal and
mutually equivalent nonzero projections q1, q2, ..., qn ∈ a1Aa1. Choose a finite subset F1 ⊂ A
such that
{(ai,j)n×n : ai,j ∈ F1} ⊃ F . (e 4.76)
Since we assume that A ∈ C1, there exists a projection q ∈ A, a C∗-subalgebra C ⊂ A with
1C = q, C = PMr(C(X))P ∈ Ik, where r ≥ 1 is an integer, X is a compact subset of a finite
CW complex with dimension d(X) = k and P ∈Mr(C(X)) is a projection, such that
‖qa− aq‖ < ǫ/n2 for all a ∈ F1 (e 4.77)
dist(qaq, C) < ǫ/n2 for all a ∈ F1, (e 4.78)
d(X) + 1
rankP (x)
< σ/(g(k) + 1) for all x ∈ X and (e 4.79)
1A − p . q1. (e 4.80)
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Now let p = diag(
n︷ ︸︸ ︷
q, q, ..., q), Q = diag(
n︷ ︸︸ ︷
P,P, ..., P ) andB =Mn(C). ThenB = QMnr(C(X))Q.
Moreover
‖pa− ap‖ < ǫ for all a ∈ F , (e 4.81)
dist(pap,B) < ǫ for all a ∈ F , (e 4.82)
d(X) + 1
rankQ(x)
< σ/n(g(k) + 1) for all x ∈ X. (e 4.83)
Furthermore,
1Mn(A) − q . diag(q1, q2, ..., qn) . a1 . a. (e 4.84)
Thus Mn(A) ∈ C1.
For the case that A ∈ Cg,∞, the proof is the same with obvious modifications. We omit the
details.
The following is certainly known.
Lemma 4.5. Let X be a compact subset of a finite CW complex, r ≥ 1 be an integer and
let E ∈ Mr(C(X)) be a projection. Then, there is a projection Q ∈ Mk(EMr(C(X))E) for
some integer k ≥ 1 such that QMk(EMr(C(X))E)Q ∼= Ml(C(X)) and there is a unitary W ∈
Mk(EMr(C(X))E) such that W
∗EW ≤ Q.
Proof. There is a decreasing sequence of finite CW complexes {Xn} of dimension d (for some in-
teger d ≥ 1) such that X = ∩∞n=1Xn. There is an integer n ≥ 1 and a projection E′ ∈Mr(C(Xn))
such that E′|X = E. There is an integer k ≥ 1 and a projection Q′ ∈Mk(E′Mr(C(Xn))E′) which
is unitarily equivalent to the constant projection idMl for some l ≥ rankE′ + d. Note that there
is a unitary W ′ ∈Mk(E′Mr(C(Xn))E′) such that
(W ′)∗E′W ′ ≤ Q′.
Let W =W ′|X . Then W ∗EW ≤ Q. Let Z ∈Mk(E′Mr(C(Xn))E′) be a unitary such that
Z∗Q′Z = idMl .
Let Q = Q′|X . Then QMk(EMr(C(X))E)Q ∼=Ml(C(X)).
Lemma 4.6. Let C = PMr(C(X))P, where r ≥ 1 is an integer, X is a compact subset set of
a finite CW complex and P ∈Mr(C(X)) is a projection. Suppose that A is a unital C∗-algebra
with the property (SP) and suppose that ϕ : C → A is a unital homomorphism. Then, for
any ǫ > 0 and any finite subset F ⊂ C, there exists a non-zero projection p ∈ A and a finite
dimensional C∗-subalgebra B ⊂ A with 1B = p such that
‖pϕ(f)− ϕ(f)p‖ < ǫ for all f ∈ F , (e 4.85)
dist(ϕ(f), B) < ǫ (e 4.86)
and ‖pϕ(f)p‖ ≥ ‖ϕ(f)‖ − ǫ for all x ∈ F . (e 4.87)
Proof. We first prove the case that C = Mr(C(X)). It is clear that this case can be reduced
further to the case that C = C(X). Denote by C1 = ϕ(C(X)) ∼= C(Y ), where Y ⊂ X is a
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compact subset. To simplify notation, by considering a quotient of C, if necessarily, without loss
of generality, we may assume that ϕ is a monomorphism.
Let ǫ > 0 and let F = {f1, f2, ..., fm} ⊂ C. There are x1, x2, ..., xm ∈ X such that
|ϕ(fi)(xi)| = ‖ϕ(fi)‖, i = 1, 2, ...,m. (e 4.88)
There exists δ > 0 such that
|fi(x)− fi(xi)| < ǫ/2 (e 4.89)
for all x for which dist(x, xi) < δ, i = 1, 2, ...,m. We may assume that {x1, x2, ..., xm′} =
{x1, x2, ..., xm} as a ser with m′ ≤ m. There is δ0 > 0 such that dist(xi, xj) ≥ δ0 if i 6= j and
i, j = 1, 2, ...m′. Let δ1 = min{δ, δ0}. Let gi ∈ C(X) defined by gi(x) = 1 if dist(x, xi) < δ1/4 and
gi(x) = 0 if dist(x, xi) ≥ δ1/2, i = 1, 2, ...,m′. For each i, by property (SP), there exists a non-
zero projection ei ∈ ϕ(gi)Aϕ(gi), i = 1, 2, ...,m′. Put p =
∑m′
i=1 ei. Let B be the C
∗-subalgebra
generated by e1, e2, ..., em′ . Then B is isomorphic to a direct sum of m copies of C. In particular,
B is of dimension m′. As in Lemma 2 of [20], this implies that
‖pϕ(f)− ϕ(f)p‖ < ǫ and (e 4.90)
‖pϕ(f)p −
m′∑
j=1
f(xj)ej‖ < ǫ (e 4.91)
for all f ∈ F . By (e 4.88),
‖pϕ(fi)p‖ ≥ ‖
m′∑
j=1
fi(xj)ej‖ − ǫ (e 4.92)
≥ |fi(xi)| − ǫ = ‖ϕ(fi)‖ − ǫ, (e 4.93)
i = 1, 2, ...,m. This prove the case that C = C(X). For the case that C = Mr(C(X)), we note
that ϕ(e11)Aϕ(e11) has (SP), where {ei,j} is a matrix unit for Mr. Thus this case follows from
the case that C = C(X). Note that, in this case dimB = r2m′.
Now we consider the general case. There is an integer K ≥ 1 and a projection Q ∈MK(C)
such that QMK(C)Q ∼=Mr(C(X)). By choosing a projection with larger rank, we may assume
that rankQ ≥ rankP + 2dim(X). By conjugating by a unitary, we may further assume that
Q ≥ 1C . Define Φ = ϕ ⊗ idMK : MK(C) → MK(A) and define Ψ : QMK(C)Q → A1 =
Φ(Q)MK(A)Φ(Q) by Ψ = Φ|QMK(C)Q.
Now let ǫ > 0 and let F ⊂ C be a finite subset. Let F1 = {Q, 1C} ∪ {Q((ai,j)K×K)Q : ai,j ∈
F}. Let M = max{‖f‖ : f ∈ F1}. From what we have shown, there is a projection p1 ∈MK(A)
and a finite dimensional C∗-subalgebra B1 ⊂MK(A) with 1B1 = p1 such that
‖p1Φ(f)− Φ(f)p1‖ < ǫ/8(M + 1) (e 4.94)
dist(Φ(f), B1) < ǫ/8(M + 1) and (e 4.95)
‖p1Φ(f)p1‖ ≥ ‖Φ(f)‖ − ǫ/8(M + 1) (e 4.96)
for all f ∈ F1. There is a projection e ∈ B1 such that
‖p1Φ(1C)p1 − e‖ < ǫ/4(M + 1). (e 4.97)
Then, for f ∈ F ⊂ C,
‖eϕ(f) − ϕ(f)e‖ ≤ 2M‖e− p1Φ(1C)p1‖+ ‖p1Φ(1C)p1Φ(f)− Φ(f)p1Φ(1C)p1‖ (e 4.98)
< ǫ/4 + ǫ/8(M + 1) + ‖p1Φ(1C)Φ(f)− Φ(f)Φ(1C)p1‖ (e 4.99)
< ǫ/4 + ǫ/8(M + 1) + ‖p1Φ(f)−Φ(f)p1‖ (e 4.100)
< ǫ/4 + ǫ/8(M + 1) + ǫ/8(M + 1) < ǫ. (e 4.101)
16
Let B = eB1e. Then we also have
dist(eϕ(f)e,B) = dist(eϕ(f)e, eB1e) < ǫ/8(M + 1) < ǫ for all f ∈ F . (e 4.102)
It follows from (e 4.96) that
‖eϕ(f)e‖ ≥ ‖p1Φ(1C)p1Φ(f)p1Φ(1C)p1‖ − ǫ/8(M + 1) (e 4.103)
≥ ‖p1Φ(1C)Φ(f)Φ(1C)p1‖ − ǫ/4(M + 1) (e 4.104)
= ‖p1Φ(f)p1‖ − ǫ/2(M + 1) (e 4.105)
≥ ‖Φ(f)‖ − ǫ/(M + 1) = ‖ϕ(f)‖ − ǫ/(M + 1) (e 4.106)
for all f ∈ F . This completes the proof.
Proposition 4.7. Let A be a unital simple C∗-algebra with the property (SP). Suppose that
A satisfies the following conditions: For any δ > 0 and any finite subset G ⊂ A, there exits a
projection q ∈ A, a C∗-subalgebra C ∈ Ik for some k ≥ 1 with 1C = p such that
‖qx− xq‖ < δ, (e 4.107)
dist(qxq,C) < ǫ and (e 4.108)
‖qxq‖ ≥ ‖x‖ − ǫ for all x ∈ G. (e 4.109)
Then A satisfies the Popa condition: for any ǫ > 0 and any finite subset F ⊂ A, there is a
projection p ∈ A and a finite dimensional C∗-subalgebra B ⊂ A with 1B = p such that
‖px− xp‖ < ǫ, dist(pxp,B) < ǫ and ‖pxp‖ ≥ ‖x‖ − ǫ (e 4.110)
for all x ∈ F .
Proof. Let ǫ > 0 and let F ⊂ A be a finite subset. By the assumption, there is a projection q
and a C∗-subalgebra C ⊂ A with C ∈ Ik and with 1C = q such that
‖qx− xq‖ < ǫ/8, dist(qxq,C) < ǫ/8 and ‖qxq‖ ≥ ‖x‖ − ǫ (e 4.111)
for all x ∈ F . For each x ∈ F , let cx ∈ C such that
‖pxp− cx‖ < ǫ/8. (e 4.112)
It follows from 4.6 that, there is p ∈ qAq and a finite dimensional C∗-subalgebra B ⊂ qAq with
1B = p such that
‖pcx − cxp‖ < ǫ/8, (e 4.113)
dist(pcxp,B) < ǫ/8 and (e 4.114)
‖pcxp‖ ≥ ‖cx‖ − ǫ/8 (e 4.115)
for all x ∈ F . It follows that
‖px− xp‖ ≤ ‖pqx− pcx‖+ ‖cxp− xqp‖ (e 4.116)
< ǫ/8 + ‖pqxq − pcx‖+ ǫ/8 + ‖cxp− qxqp‖ (e 4.117)
< ǫ/8 + ǫ/8 + ǫ/8 + ǫ/8 < ǫ (e 4.118)
for all x ∈ F . Also
dist(pxp,B) ≤ ‖pxp− pcxp‖+ dist(pcxp,B) (e 4.119)
= ‖pqxqp− pcxp‖+ ǫ/8 < ǫ (e 4.120)
17
for all x ∈ F . Moreover,
‖pxp‖ = ‖pqxqp‖ ≥ ‖pcxp‖ − ǫ/8 (e 4.121)
≥ ‖cx‖ − ǫ/4 ≥ ‖qxq‖ − ǫ/4− ǫ/8 (e 4.122)
≥ ‖x‖ − ǫ/8− ǫ/4− ǫ/8 ≥ ‖x‖ − ǫ (e 4.123)
for all x ∈ F .
Corollary 4.8. Let A be a unital simple C∗-algebra in C1. Then A satisfies the Popa condition.
Theorem 4.9. Let A be a unital separable simple C∗-algebra in C1. Then A is MF, quasi-
diagonal and T (A) 6= ∅.
Proof. By 4.2 of [29], every unital separable C∗-subalgebra which satisfies the Popa condition
is MF ([3]). To see A is quasi-diagonal, let ǫ > 0 and let F ⊂ A be a finite subset. Let
F1 = {a, b, ab : a, b ∈ F}. Since A has the Popa condition, there is a non-zero projection
e ∈ A and a finite dimensional C∗-subalgebra B ⊂ A with 1B = e such that ‖ex − xe‖ < ǫ/2
for all x ∈ F1, ‖exe‖ > ‖x‖ − ǫ and dist(x,B) < ǫ for all x ∈ F1. There is a contractive
completely positive linear map L : eAe → B such that ‖L(exe) − exe‖ < ǫ for all x ∈ F1.
Define L1 : A → B by L1(x) = L(exe) for all x ∈ A. Then ‖L1(x)‖ ≥ ‖exe‖ − ǫ for all x ∈ F1
and ‖L1(a)L1(b) − L1(ab)‖ < ǫ for all a, b ∈ F . It follows from Theorem 1 of [57] that A is
quasi-diagonal. Since it is MF, it has tracial state. It follows that A is finite.
5 Regularity of C∗-algebras in C1
The following lemma is a variation of 3.3 of [13].
Lemma 5.1. Let X be a compact metric space with covering dimension d ≥ 0. Let r ≥ 1
be an integer and P, p ∈ Mr(C(X)) be non-zero projections such that p ≤ P. Suppose that
rank P − rank p is at least 3(d + 1) at each x ∈ X and a ∈ pMr(C(X))p. Then, for any ǫ > 0,
there exists an invertible element x ∈ PMr(C(X))P such that
‖a− x‖ < ǫ.
Proof. Let A = PMr(C(X))P and let k = rank p. We first consider the case that X is a finite
CW complex with dimension d. In this case, by consider each summand separately, without loss
of generality, we may assume that X is connected.
Let q ∈MN (C(X)) for some large N such that rank q = k+d+1 and q is trivial. By 6.10.3 of
[1], p is unitarily equivalent to a subprojection of q. Thus, we find a projection q1 ∈MN (C(X))
with rank d+1 such that p⊕ q1 is trivial. Since rank(P −p) is at least 3(d+1), by 6.10.3 of [1] ,
there exists a trivial projection p1 ∈ (P −p)Mr(C(X))(P −p) with rank 2d+1 and q1 is unitarily
equivalent to a subprojection of p1. Therefore, we may assume that q1 ∈ (P−p)Mr(C(X))(P−p).
Put B = (p + q1)A(p + q1). Then B ∼= Mk+d+1(C(X)). Note that P − (p + q1) has rank at
least 2d+ 2. As above, find a trivial projection q2 ∈ (P − (p+ q1))A(P − (p+ q1)) with rank at
least d + 1. Then, by 3.3 of [13], there is an invertible element z ∈ (p + q1 + q2)A(p + q1 + q2)
such that
‖a− z‖ < ǫ/2.
Define x = z+ǫ/2(P−(p+q1+q1)). Then x is invertible in A and ‖a−x‖ < ǫ. This proves the case
that X is a finite CW complex. In general, there exists a sequence finite CW complexes Xn with
dimension at most d such that C(X) = limn→∞C(Xn) and Mr(C(X)) = limn→∞Mr(C(Xn)).
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Let ϕn :Mr(C(Xn))→Mr(C(X)) be the homomorphism induced by the inductive limit system.
We may assume that ϕn is unital. There are, for some n ≥ 1, projections Q, p′ ∈ Mr(C(Xn))
such that
‖ϕn(Q)− P‖ < ǫ/32, ‖ϕn(p′)− p‖ < ǫ/32 and p′ ≤ Q
(see the proof of 2.7.2 of [23]). Moreover there is a unitary U ∈Mr(C(X)) such that ‖U − 1‖ <
ǫ/16 such that
U∗ϕn(Q)U = P.
We may also assume that there is b ∈ QMr(C(Xn))Q such that
‖ϕn(b)− a‖ < ǫ/16.
Let b′ = p′bp′ ∈ QMr(C(Xn))Q. Then
‖ϕn(b′)− a‖ < ǫ/8.
By what we have proved, there is an invertible element c ∈ QMr(C(Xn))Q such that
‖b′ − c‖ < ǫ/4.
Note that A is a unital hereditary C∗-subalgebra of Mr(C(X)). Put x = U∗ϕn(b′)U. Then x is
an invertible element in A. We also have
‖a− x‖ < ǫ.
Theorem 5.2. Let A be a unital simple C∗-algebra in C1. Then A has stable rank one.
Proof. We may assume that A is infinite dimensional. Let a ∈ A be a nonzero element. We will
show that a is a norm limit of invertible elements. So we may assume that a is not invertible
and ‖a‖ = 1. Since A is finite (4.9), a is not one-sided invertible. Let ǫ > 0. By 3.2 of [49], there
is a zero divisor b ∈ A such that
‖a− b‖ < ǫ/2. (e 5.124)
We may further assume that ‖b‖ ≤ 1. Therefore, by [49], there is a unitary u ∈ A such that
ub is orthogonal to a non-zero positive element x ∈ A. Put d = ub. Since A has (SP) (by 4.2),
there exists e ∈ A such that de = ed = 0. Since A is also simple (for example, by 3.5.7 of [23]),
we may write e = e1 ⊕ e2 with e2 . e1.
Note that d, e2 ∈ (1−e1)A(1−e1) and (1−e1)A(1−e1) ∈ C1 (by 4.1). Since (1−e1)A(1−e1)
is simple, there are x1, x2, ..., xm ∈ (1− e1)A(1 − e1) such that
m∑
i=1
x∗i e2xi = 1− e1. (e 5.125)
Let δ > 0. Let F = {d, e2, x1, x2, ..., xm, x∗1, x∗2, ..., x∗m}. There exists a projection p ∈ (1 −
e1)A(1 − e1) and a unital C∗-subalgebra C ⊂ A with 1C = p and with C = PMr(C(X))P,
where r ≥ 1 is an integer, X is a compact subset of a finite CW complex with dimension d(X)
and P ∈Mr(C(X)) is a projection such that
‖px− xp‖ < δ for all x ∈ F , (e 5.126)
dist(pxp,C) < δ for all x ∈ F , (e 5.127)
d(X) + 1
rankP (t)
< 1/8(m + 1) for all t ∈ X and (e 5.128)
(1− e1 − p) . e2 . e1. (e 5.129)
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With sufficiently small δ, we may assume that
‖e2 − (e′2 + e′′2)‖ < ǫ/16 and ‖d− (d1 + d2)‖ < ǫ/16, (e 5.130)
where e′2 ∈ C and e′′2 ∈ (1− e1 − p)A(1− e1− p) are nonzero projections, d1 ∈ (p− e′2)C(p− e′2)
and d2 ∈ (1− e1 − p)A(1 − e1 − p). Moreover, there are y1, y2, ..., ym ∈ C such that
‖
m∑
i=1
y∗i e
′
2yi − p‖ < ǫ/16. (e 5.131)
By (e 5.129), there is a partial isometry v ∈ A such that v∗v = 1− e1 − p and vv∗ ≤ e1. Put
e′1 = vv
∗ and d′2 = (ǫ/8)(e1 − e′1) + (ǫ/8)v + (ǫ/8)v∗ + d2.
Then (ǫ/8)v+(ǫ/8)v∗+d2 has a matrix decomposition in (e′1+(1− e1−p))A(e′1+(1− e1−p)) :(
0 ǫ/8
ǫ/8 d2
)
.
It follows that d′2 is invertible in (1− p)A(1− p). Note also
‖d2 − d′2‖ < ǫ/8. (e 5.132)
In C, we have d1e
′
2 = e
′
2d1 = 0. It follows from (e 5.131) and (e 5.128) that e
′
2 has rank at least
rankP(x)/m ≥ 8d(X) + 1. (e 5.133)
It follows from 5.1 that there exists an invertible element d′1 ∈ C such that
‖d1 − d′1‖ < ǫ/16.
Therefore d′ = d′1 + d
′
2 is invertible in A. However,
‖d− (d′1 + d′2)‖ ≤ ‖d− (d1 + d2)‖+ ‖d1 − d′1‖+ ‖d2 − d′2‖ (e 5.134)
< ǫ/16 + ǫ/16 + ǫ/8 = ǫ/4. (e 5.135)
Thus
‖b− u∗d′‖ = ‖u∗u(b− u∗d′)‖ = ‖ub− d′‖ = ‖d− d′‖ < ǫ/4. (e 5.136)
Finally
‖a− u∗d′‖ ≤ ‖a− b‖+ ‖b− u∗d′‖ < ǫ/2 + ǫ/4 < ǫ (e 5.137)
Note that u∗d′ is invertible.
Some version of the following is known. The relation of ǫ and ǫ2/29 in the statement is not
sharp but will be needed in the proof of 5.5.
Lemma 5.3. Let A be a C∗-algebra, a ∈ A+ with 0 ≤ a ≤ 1 and let p ∈ A be a projection. Let
1 > ǫ > 0. Then
fǫ(a) . fǫ2/29(pap + (1− p)a(1 − p)). (e 5.138)
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Proof. We will work in M2(A) and identify A with e11M2(A)e11, where {ei,j}1≤i,j≤2 is a matrix
unit for M2.
Let x =
(
pa1/2 0
(1− p)a1/2 0
)
. Then,
x∗x =
(
a 0
0 0
)
and xx∗ =
(
pap pa(1− p)
(1− p)ap (1− p)a(1− p)
)
. (e 5.139)
We compute that
‖(1− fǫ2/29(pap))pap‖ < ǫ2/28, (e 5.140)
‖(1− fǫ2/29((1− p)a(1− p)))(1 − p)a(1− p)− (1− p)a(1− p)‖ < ǫ2/28. (e 5.141)
Moreover,
‖(1− fǫ2/29(pap))pa1/2‖2 = ‖(1 − fǫ2/29(pap))pap(1− fǫ2/29(pap))‖ < ǫ2/28. (e 5.142)
Therefore
‖(1− fǫ2/29(pap))pa(1 − p)‖ < ǫ/24. (e 5.143)
Similarly
‖(1− fǫ2/29((1− p)a(1− p)))(1 − p)ap‖ < ǫ/24. (e 5.144)
Put b = diag(pap, (1− p)a(1 − p)). Then
‖xx∗ − fǫ2/29(b)xx∗fǫ2/64(b)‖ < ǫ/2 (e 5.145)
It follows from Lemma 2.2 of [50] that
fǫ(xx
∗) . fǫ2/29(b)xx
∗fǫ2/29(b) ≤ fǫ2/29(b) (e 5.146)
(e 5.147)
This implies that, in A,
fǫ(a) . fǫ2/29(pap + (1− p)a(1 − p)).
The following is a standard compactness fact. We include here for convenience.
Lemma 5.4. Let X be a compact metric space and g ∈ C(X) with 0 ≤ g(x) ≤ 1 for all x ∈ X.
Suppose that f0 is a lower-semi continuous function on X such that 1 ≥ f0(x) > g(x) for all
x ∈ X. Suppose also that fn ∈ C(X) is a sequence of continuous functions with fn(x) > 0 for
all x ∈ X, fn(x) ≤ fn+1(x) for all x and n, and limn→∞ fn(x) = f0(x) for all x ∈ X. Then there
is N ≥ 1 such that
fn(x) > g(x) for all x ∈ X (e 5.148)
and for all n ≥ N.
21
Proof. For each x ∈ X, there exists N(x) ≥ 1 such that
fn(x) > g(x) for all n ≥ N(x). (e 5.149)
Since fN(x) − g is continuous, there is δ(x) > 0 such that
fN(x)(y) > g(y) for all y ∈ B(x, δ(x)). (e 5.150)
Then ∪x∈XB(x, δ(x)) ⊃ X. There are x1, x2, ..., xm ∈ X such that ∪mi=1B(xi, δ(xi)) ⊃ X. Let
N = max{N(x1), N(x2), ..., N(xm)}. Then, if n ≥ N, for any x ∈ X, there exists i such that
x ∈ B(xi, δ(xi)). Then
fn(x) ≥ fN(xi)(x) ≥ g(x). (e 5.151)
Theorem 5.5. If A is a unital simple C∗-algebra in C1, then A has the strict comparison for
positive elements in the following sense: If a, b ∈ A+ and
dτ (a) < dτ (b) for all τ ∈ T (A),
then a . b, where dτ (a) = limǫ→0 τ(fǫ(a)).
.
Proof. Let a, b ∈ A+ be two non-zero elements such that
dτ (a) < dτ (b) for all τ ∈ T (A). (e 5.152)
For convenience, we assume that ‖a‖, ‖b‖ = 1. Let 1/2 > ǫ > 0. Put c = fǫ/16(a). If c is Cuntz
equivalent to a, then zero is an isolated point in sp(a). So, a is Cuntz equivalent to a projection.
Then dτ (a) as a function on T (A) is continuous on T (A). Since dτ (b) (as a function on T (A)) is
lower-semi continuous on T (A), the inequality (e 5.152) implies that
r0 = inf{dτ (b)− dτ (c) : τ ∈ T (A)} > 0. (e 5.153)
Otherwise, there is a nonzero element c′ ∈ aAa+ such that c′c = cc′ = 0. Therefore
inf{dτ (b)− dτ (c) : τ ∈ T (A)} > 0. (e 5.154)
So in either way, (e 5.153) holds.
Put c1 = fǫ/64(a). It follows from 5.4 that there is 1 > δ1 > 0 such that
τ(fδ1(b)) > τ(c) ≥ dτ (c1) for all τ ∈ T (A). (e 5.155)
Put b1 = fδ1(b). Then
r = inf{τ(b1)− dτ (c1) : τ ∈ T (A)} ≥ inf{τ(b1)− τ(c) : τ ∈ T (A)} > 0. (e 5.156)
Note that ‖b‖ = 1. Since A is simple and has (SP) (by 4.2), there is a non-zero projection e ∈ A
such that b1e = e and
τ(e) < r/8 for all τ ∈ T (A). (e 5.157)
Let r1 = inf{τ(e) : τ ∈ T (A)}. Note that, since A is simple and T (A) is compact, r1 > 0. Let
b2 = (1− e)b1(1− e). Thus, there is 0 < δ2 < δ1/2 < 1/2 such that
7r/8 < inf{τ(fδ2(b2))− τ(c1) : τ ∈ T (A)} < r − r1. (e 5.158)
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Since fδ2(b2)f3/4(b2) = f3/4(b2) and since f3/4(b2)Af3/4(b2) is non-zero, there is a non-zero
projection e1 ∈ A such that e1fδ2(b2) = e1 with τ(e1) < r/18 for all τ ∈ T (A).
There are x1, x2, ..., xm ∈ A such that
m∑
i=1
x∗i e1xi = 1. (e 5.159)
Let σ = min{ǫ2/217(m+ 1), δ1/8, r1/27(m+ 1)}.
By [8], there are z1, z2, ..., zK ∈ A and b′ ∈ A+ such that
‖fǫ2/212(c)−
K∑
j=1
z∗j zj‖ < σ/4 and ‖fδ2(b2)− (b′ + e1 +
K∑
j=1
zjz
∗
j )‖ < σ/4. (e 5.160)
Let
F = {a, b, c, e, c1 , b1, b′, e1} ∪ {xi, x∗i : 1 ≤ i ≤ m} ∪ {zj , z∗j : 1 ≤ j ≤ K}.
Since A ∈ C1, for any η > 0, there exists a projection p ∈ A, a C∗-subalgebra C ⊂ A with
1C = p and with the form C = PMr(C(X))P, where r ≥ 1 is an integer, X is a compact subset
of a finite CW complex with dimension d(X) and P ∈Mr(C(X)) is a projection such that
‖px− xp‖ < η for all x ∈ F , (e 5.161)
dist(pxp,C) < η for all x ∈ F (e 5.162)
d(X) + 1
rankP (ξ)
< 1/256(m + 1) for all ξ ∈ X and (e 5.163)
1− p . e. (e 5.164)
By choosing sufficiently small η, we obtain b3, c2, b
′′ ∈ C+, a projection q1 ∈ C, y1, y2, ..., ym ∈ C,
z′1, z
′
2, ..., zK ∈ C such that
‖pcp− c2‖ < σ, ‖fǫ2/214(pcp)− fǫ2/214(c2)‖ < σ, (e 5.165)
‖pb2p− b3‖ < σ, ‖fδ2(pb2p)− fδ1(b3)‖ < σ, ‖fδ2/4(pb2p)− fδ2/4(b3)‖ < σ, (e 5.166)
‖pe1p− q1‖ < σ, ‖
m∑
i=1
y∗i q1yi − p‖ < σ (e 5.167)
and, (using (e 5.160)), such that
‖fǫ2/214(c2)−
K∑
j=1
(z′j)
∗z′j‖ < σ and (e 5.168)
‖fδ2(b3)− (
K∑
j=1
z′j(z
′
j)
∗ + q1 + b′′)‖ < σ. (e 5.169)
Note that, by (e 5.167) and (e 5.163),
rank(q1)(ξ) ≥ rankP(ξ)/m ≥ 256(d(X) + 1) for all ξ ∈ X. (e 5.170)
Therefore
t(q1) ≥ 1/m for all t ∈ T (C). (e 5.171)
23
It follows that
t(q1)− 2σ > 9(d(X) + 1)/m for all t ∈ T (C). (e 5.172)
Therefore, by (e 5.168),
dt(fǫ2/213(c2)) + 9d(X)/m ≤ t(fǫ2/214(c2)) ≤ σ +
K∑
j=1
t((z′j)
∗z′j) + 9d(X)/m (e 5.173)
= σ + 9d(X)/m +
K∑
j=1
t(z′j(z
′
j)
∗) (e 5.174)
≤ (t(q1)− σ) +
K∑
j=1
t(z′j(z
′
j)
∗) (e 5.175)
≤ t(fδ1(b3)) ≤ dt(fδ1/2(b3)) (e 5.176)
for all t ∈ T (C). It follows from 3.15 of [53]
fǫ2/213(c2) . fδ1/2(b2). (e 5.177)
By (e 5.166) and Lemma 2.2 of [50],
fδ1/2(b3) ≤ fδ1/4(pb2p) ≤ pb2p. (e 5.178)
By (e 5.165),
fǫ2/211(pcp) . fǫ2/212(c2) ≤ pb2p. (e 5.179)
It follows from 5.3 and (e 5.179) that
fǫ/2(c) . fǫ2/211(pcp+ (1− p)c(1− p)) . fǫ2/211(pcp)⊕ (1− p) (e 5.180)
. pb2p+ e . b2 + e . b1 . b. (e 5.181)
We also have
fǫ(a) . fǫ/2(fǫ/16(a)) = fǫ/2(c) . b. (e 5.182)
Since this holds for all 1 > ǫ > 0, by 2.4 of [50], we conclude that
a . b.
Theorem 5.6. If A is a unital separable simple C∗-algebra in C1, then K0(A) is weakly unper-
forated Riesz group.
Proof. Note that, for each integer n ≥ 1, by 4.4, Mn(A) ∈ C1. Suppose that p, q ∈ Mn(A) are
two projections such that
τ(p) > τ(q) for all τ ∈ T (A). (e 5.183)
Then, by 5.5, q . p. Therefore, if x ∈ K0(A) with nx > 0 for some integer n ≥ 1, then one
may write x = [p]− [q] for some projections p, q ∈Mk(A) for some integer k ≥ 1. The fact that
nx > 0 implies that
n(τ(p)− τ(q)) > 0 for all τ ∈ T (A) (e 5.184)
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which implies that
τ(p) > τ(q) for all τ ∈ T (A). (e 5.185)
It follows that [p] > [q]. So x > 0. This shows that K0(A) is weakly unperforated.
To show that K0(A) is a Riesz group, let q ≤ p be two projections in Mn(A) such that
p = p1 + p2, where p1 and p2 are two mutually orthogonal projections in Mn(A). We need
to show that there are projections q1, q2 ∈ Mn(A) such that q = q1 + q2 and [q1] ≤ [p1] and
[q2] ≤ [p2]. Since, by 4.4, Mn(A) ∈ C1, to simplify the notation, we may assume that p, q ∈ A.
Since q ≤ p, we may assume that
τ(p) > τ(q) for all τ ∈ T (A). (e 5.186)
Therefore, (since A is simple and has (SP)), we obtain two non-zero projections p0,1 ≤ p1 and
p0,2 ≤ p2, and another non-zero projection e00 ∈ A such that
τ(p′) > τ(q) + τ(e00) for all τ ∈ T (A), (e 5.187)
where p′ = p− p0,1− p0,2. Put p′1 = p1− p0,1 and p′2 = p2− p0,2. So p′ = p′1+ p′2. From what has
been proved, we have
q ⊕ e00 . p′ = p′1 + p′2. (e 5.188)
Let v ∈ A such that
v∗v = q ⊕ e00 and vv∗ ≤ p′1 + p′2. (e 5.189)
There are
x1, x2, ..., xm1 , y1, y2, ..., ym2 , z1, z2, ..., zm3 ∈ A
such that
m1∑
i=1
x∗i e00xi = 1,
m2∑
i=1
y∗i p
′
1yi = 1 and
m3∑
i=1
z∗i p
′
2zi = 1. (e 5.190)
Let
F0 = {xi, yj, zk : 1 ≤ i ≤ m1, 1 ≤ j ≤ m2, 1 ≤ k ≤ m3}.
Define
F = {p, q, p′1, p′2, e00, v, v∗} ∪ F0.
Fix η > 0. Since A ∈ C1, there exist a projection e ∈ A and a C∗-subalgebra C =
PMr(C(X))P ∈ Ik with 1C = e such that
‖ex− xe‖ < η for all x ∈ F , (e 5.191)
dist(exe,C) < η for all x ∈ F , (e 5.192)
k + 1
rankP (ξ)
<
1
64(m1 +m2 +m3 + 1)
for all ξ ∈ X and (e 5.193)
1− e . p0,1. (e 5.194)
With sufficiently small η, we may assume that there exist projections p′′, p′′1, p
′′
2 , q
′, e′00 ∈ C, there
are x′i, y
′
j, z
′
k ∈ C (1 ≤ i ≤ m1, 1 ≤ j ≤ m2 and 1 ≤ k ≤ m3) and there are projections
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q′′, p0 ∈ (1− e)A(1 − e) such that
‖ep′e− p′′‖ < 1/16, ‖p′′1 − ep′1e‖ < 1/16, (e 5.195)
‖p′′2 − ep′2e‖ < 1/16, ‖q′ − eqe‖ < 1/16, (e 5.196)
‖q′′ − (1− e)q(1− e)‖ < 1/16, ‖p0 − (1− e)p′(1− e)‖ < 1/16, (e 5.197)
p′′ = p′′1 + p
′′
2, and ‖
m1∑
i=1
(x′i)
∗e′00x
′
i − e‖ < 1/16, (e 5.198)
‖
m2∑
j=1
(y′j)
∗p′1yj − e‖ < 1/16 and ‖
m3∑
k=1
(zk)
∗p′2z
′
k − e‖ < 1/16. (e 5.199)
Moreover,
q′ ⊕ e00 . p′′ in M2(C). (e 5.200)
Note that
rank(e00)(x) ≥ rank(P (x))/m1 ≥ 64(k + 1), (e 5.201)
rank(p′′1)(x) ≥ 64(k + 1) and rank(p′′2)(x) ≥ 64(k + 1) (e 5.202)
for all x ∈ X. Suppose that X is the disjoint union of compact subsets X1,X2, ...,XN such that
rank(e00), rank(p
′
1) and rank(p
′
2) are all constant on each Xi, i = 1, 2, ..., N. On each Xi, there
are non-negative integers m0,1,m0,2, m1, and m2 such that
rank(q′)− k = m0,1 +m0,2, (e 5.203)
rank(p′′1) = m
′
1, rank(p
′′
2) = m
′
2, (e 5.204)
m′1 − 10k > m0,1,m′2 − 10k > m0,2. (e 5.205)
It follows from 6.10.3 of [1] that q′|Xi has a trivial subprojection q′1,i ≤ q′|Xi such that rank(q′1,i) =
m0,1. Thus, by 6.10.3 of [1],
q′1,i . p
′′
1|Xi . (e 5.206)
Now
rank(q′)|Xi − rank(q′1,i) + 9k < m2 = rank(p′′2|Xi). (e 5.207)
It follows from 6.10.3 of [1] again that
q′|Xi − q′1,i . p′′2|Xi . (e 5.208)
Define projections q′1, q
′
2 ∈ C such that
q′1|Xi = q′1,i and q′2|Xi = q′|Xi − q′1,i, (e 5.209)
i = 1, 2, ..., N. Then
q′ = q′1 + q
′
2 and q
′
1 . p
′′
1 and q
′
2 . p
′′
2 . (e 5.210)
Note, from (e 5.196), p′′1 . p
′
1 and p
′′
2 . p
′
2. We also have
q′′ ≤ (1− e) . p0,1. (e 5.211)
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Put q′′1 = q
′′ + q′1. Then
q′′1 . p0,1 + p
′
1 = p1. (e 5.212)
By (e 5.196) and (e 5.197), there exists a unitary v ∈ A such that
v∗(q′′ + q′)v = q. (e 5.213)
Define
q1 = v
∗(q′′ + q′′1 )v and q2 = v
∗(q′2)v. (e 5.214)
Then q = q1 + q2. But we also have
q1 . q
′′ + q′′1 . p1 and q2 . q
′
2 . p
′
2 ≤ p2. (e 5.215)
This ends the proof.
Proposition 5.7. Let A be a unital simple C∗-algebra in C1. Then, for any non-zero projections
p and q, and any integer n ≥ 1, there are mutually orthogonal projections p1, p2, ..., pn, pn+1 ∈
pAp such that
p =
n+1∑
i=1
pi, [pi] = [p1], i = 1, 2, ..., n,
pn+1 . p1 and pn+1 . q.
Proof. There are v1, v2, ..., vK ∈MK(A) and a projection p′ ∈ A such that
K∑
i=1
v∗i p
′vi = 1 and p′ ≤ p. (e 5.216)
Let η = inf{τ(q) : τ ∈ T (A)}. Choose an integer m ≥ 1 such that 1/m < η/2.
Let 1/2 > δ > 0 and F = {p, p′, vi, v∗i , 1 ≤ i ≤ K}. Since A is in C1, there are a projection
e ∈ A and a C∗-subalgebra C ⊂ A with 1C = e such that C = PMr(C(X))P, where r ≥ 1 is an
integer, X is a compact subset of a finite CW complex with dimension k and P ∈Mr(C(X)) is
a projection, and
‖ex− xe‖ < δ, dist(exe,C) < δ for all x ∈ F , (e 5.217)
k + 1
rank(P (ξ))
<
1
4(n+ 1)(K + 1)
for all ξ ∈ X and (e 5.218)
τ(1− e) < min{η/2, 1/8(nmK + 2)} for all τ ∈ T (A). (e 5.219)
With sufficiently small δ, we may assume that there are projections e′, e′1 ∈ C such that
‖epe− e′‖ < 1/16, ‖(1− e)p(1− e)− (1− e′)‖ < 1/16, (e 5.220)
‖ep′e− e1‖ < 1/16 and (e 5.221)
Krank(e′(ξ)) ≥ rank(P (ξ)) for all ξ ∈ X (e 5.222)
It follows from (e 5.218) that
rank(e′(ξ)) ≥ 4m(n+ 1)(k + 1) for all ξ ∈ X. (e 5.223)
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There is a trivial projection e′′ ≤ e′ in PMr(C(X))P such that
rank(e′′(ξ)) ≥ (4m(n + 1)− 1)(k + 1) and rank(e′ − e′′)(ξ) ≤ k + 1 (e 5.224)
for all ξ ∈ X. It follows that there are mutually orthogonal and mutually equivalent projections
p′1, p
′
2, ..., p
′
n ∈ C such that
n∑
i=1
p′i ≤ e′′ and (n+ 1)[p′1] ≥ [e′′]. (e 5.225)
and e′′ −∑ni=1 p′i has rank less than n. This implies that
τ(p′1) > τ(e
′ − e′′) + τ(1− e′) for all τ ∈ T (A). (e 5.226)
Put p′n+1 = e
′ − e′′ + (1− e′). Then
[p] = [
n+1∑
i=1
p′i]. (e 5.227)
Therefore there are mutually orthogonal projections p1, p2, ..., pn+1 ∈ eAe such that
p =
n+1∑
i=1
pi and [pi] = [p1], i = 1, 2, ..., n. (e 5.228)
Note that
[p′n+1] ≤ [q] and [p′n+1] ≤ [p1].
6 Traces
Proposition 6.1. Let A be a unital separable simple C∗-algebra in C1. For any positive numbers
{Rn} such that limn→∞Rn = ∞, there exists a sequence of Cn = PnMr(n)(C(Xn))Pn, where
r(n) ≥ 1 is an integer, Xn is a finite CW complex with dimension k(n) and Pn ∈Mr(n)(C(Xn))
is a projection, a sequence of projections pn ∈ A, a sequence of contractive completely positive
linear maps Ln : A→ Cn and a sequence of unital homomorphisms hn : Cn → pnApn such that
lim
n→∞ ‖a− [(1− pn)a(1− pn) + hn ◦ Ln(a)]‖ = 0 for all a ∈ A (e 6.229)
k(n) + 1
rank(Pn(x))
<
1
Rn
for all x ∈ X, (e 6.230)
lim
n→∞ sup{τ(1 − pn) : τ ∈ QT (A)} = 0 and (e 6.231)
lim
n→∞ supτ∈QT (A)
|τ(hn ◦ Ln(a)) − τ(a)| = 0 for all a ∈ A. (e 6.232)
Proof. Let {Fn} ⊂ A be an increasing sequence of finite subsets whose union is dense in A.
Since A is in C1, there exists a sequence of projections en ∈ A and a sequence of Bn ⊂ A with
1Bn = en and Bn = PnMrn(C(Xn))Pn, where rn ≥ 1 is an integer, Xn is a compact subset of a
finite CW complex with dimension k(n) and Pn ∈Mrn(C(Xn)) is a projection, such that
‖enx− xen‖ < 1/2n+2 for all x ∈ Fn, (e 6.233)
dist(enxen, Bn) < 1/2
n+2 for all x ∈ Fn, (e 6.234)
k(n) + 1
rank(Pn(ξ))
< 1/Rn for all ξ ∈ X and (e 6.235)
τ(1− en) < 1/2n+1 for all τ ∈ QT (A). (e 6.236)
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For each x ∈ Fn, let y(x) ∈ Bn such that
‖enxen − y(x)‖ < 1/2n+2. (e 6.237)
Since Bn is amenable, it follows from Theorem 2.3.13 of [23] that there exists a unital contractive
completely positive linear map ψn : enAen → Bn such that
‖ψn(y(x))− idBn(y(x))‖ < 1/2n+2 for all x ∈ Fn. (e 6.238)
Put Gn = {y(x) : x ∈ Fn}. By Corollary 6.8 of [36], there exists Cn ∈ I(k(n)) with the form
Cn = QnMr(C(Yn))Qn, where Yn is a finite CW complex,
min{rankQn(y) : y ∈ Yn} = min{rankPn(x) : x ∈ Xn}. (e 6.239)
and a unital 1/2n+2-Gn-multiplicative contractive completely positive linear map ψ′n : Bn → Cn
and a surjective homomorphism hn : Cn → Bn such that
hn ◦ ψ′n = idBn . (e 6.240)
Now define
Ln = ψ
′
n ◦ ψn. (e 6.241)
It is readily checked that
lim
n→∞ ‖Ln(ab)− Ln(a)Ln(b)‖ = 0 for all a, b ∈ A. (e 6.242)
By (e 6.233) and (e 6.234),
lim
n→∞ ‖x− (enxen + (1− en)x(1− en))‖ = 0 for all x ∈ A. (e 6.243)
Since quasitraces are norm continuous (Corollary II 2.5 of [2]), by (e 6.236), it follows that
τ(x) = lim
n→∞ τ(enxen + (1− en)x(1 − en)) (e 6.244)
= lim
n→∞(τ(enxen) + τ((1− en)x(1 − en))) (e 6.245)
= lim
n→∞(τ(enxen)) (e 6.246)
= lim
n→∞ τ(hn ◦ Ln(x)) (e 6.247)
for all x ∈ A+ and all quasitraces τ ∈ QT (A). Also by (e 6.235) and (e 6.239),
k(n) + 1
rankQn(y)
< 1/Rn for all y ∈ Yn.
Corollary 6.2. Let A be a unital separable simple C∗-algebra in C1. Then, there exists a se-
quence of unital C∗-algebra An ∈ Ik(n), a unital sequence of contractive completely positive
linear maps Ln : A→ An and a sequence of unital homomorphisms hn : An → A such that
lim
n→∞ supτ∈QT (A)
|τ(hn ◦ Ln(a))− τ(a)| = 0 (e 6.248)
for all a ∈ A, and for each projection p ∈ A, there exists a sequence of projection pn ∈ An such
that
lim
n→∞ ‖Ln(p)− pn‖ = 0. (e 6.249)
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Note that the projections pn ∈ An can be easily constructed from the construction in the
proof of 6.1.
Corollary 6.3. Let A be a unital simple C∗-algebra in C1. Then every quasitrace extends a
trace.
Proof. Let τ : A+ → R+ be a quasitrace in QT (A). It is known that every quasitrace on An
extends a trace. We will use the notation in the proof of 6.1. Thus τ ◦hn is a trace. If x, y ∈ A+,
then
τ ◦ hn(Ln(x+ y)) = τ ◦ hn(Ln(x) + Ln(y)) (e 6.250)
= τ ◦ hn(Ln(x)) + τ ◦ hn(Ln(y)). (e 6.251)
So τ ◦hn ◦Ln extends a state. Let t be a weak limit of {τ ◦Lnϕn}. By (e 6.247), t(x) = τ(x) for
all x ∈ A+.
In the following, if Ω is a compact convex set, ∂e(Ω) is the set of extremal points of Ω.
Theorem 6.4. Let A be a unital separable simple C∗-algebra in C1. Then rA(∂e(T (A)) =
∂e(S(K0(A))).
Proof. Note that, by 6.3, T (A) = QT (A). It follows from 6.1 of [50] that rA is surjective and
∂e(S(K0(A))) ⊂ rA(∂e(T (A))). We will prove that rA(∂e(T (A))) ⊂ ∂e(S(K0(A))).
Suppose τ ∈ ∂e(T (A)) and there are s1, s2 ∈ S(K0(A)) such that
rA(τ) = ts1 + (1− t)s2
for some t ∈ (0, 1). Suppose that s1 6= s2. Then, since A ∈ C1, there is a projection p ∈ A such
that
s1([p]) 6= s2([p]). (e 6.252)
Let An ∈ Ik(n), Ln and hn be as in 6.2. In particular, there are projections pn ∈ An such
that
lim
n→∞ ‖Ln(p)− pn‖ = 0 and (e 6.253)
lim
n→∞ |τ
′(hn(pn))− τ ′(p)| = 0 for all τ ′ ∈ T (A). (e 6.254)
Moreover,
lim
n→∞ |τ
′(hn(1An))− 1| = 0 for all τ ′ ∈ T (A). (e 6.255)
For each n,
τ(hn(q)) = ts1([hn(q)]) + (1− t)s2([hn(q)]) (e 6.256)
for all projections q ∈ An ⊗ K. Write An = Cn,1 ⊕ Cn,2 ⊕ · · · ⊕ Cn,k(n), where each Cn,i =
Pn,iMr(n,i)(C(Xn,i))Pn,i and Xn,i is connected. Note that ρCn,i(K0(Cn,i)) = Z. We may assume
that hn(Cn,i) 6= 0 (otherwise, we delete that summand). Therefore there are 0 ≤ an,i, βn,i such
that
an,iτ ◦ hn|K0(Cn,i) = (s1 ◦ [hn])|K0(Cn,i) and (e 6.257)
bn,iτ ◦ hn|K0(Cn,i) = (s2 ◦ [hn])|K0(Cn,i), (e 6.258)
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i = 1, 2, ..., k(n) and n = 1, 2, .... Since rA(τ) = ts1 + (1− t)s2,
tan,iτ ◦ hn(1Cn,i) + (1− t)bn,iτ ◦ hn(1Cn,i) (e 6.259)
= ts1 ◦ [hn(1Cn,i ]) + (1− t)s2 ◦ [hn(1Cn,i)] (e 6.260)
= τ(hn(1Cn,i)). (e 6.261)
It follows that
tan,i + (1− t)bn,i = 1. (e 6.262)
Note that
k(n)∑
i=1
an,iτ(hn(1Cn,i)) = s1([hn(1An)]) and
k(n)∑
i=1
bn,iτ(hn(1Cn,i)) = s2([hn(1An)]). (e 6.263)
Put
an =
k(n)∑
i=1
an,iτ(hn(1Cn,i)) and bn =
k(n)∑
i=1
bn,iτ(hn(1Cn,i)).
By (e 6.255),
lim
n→∞ an = 1 and limn→∞ bn = 1. (e 6.264)
Since s1 and s2 are states on K0(A) and A is simple, an > 0 and bn > 0. Let πn,i : An → Cn,i
be the projection map. Define
τ (n,1) = (
1
an
)
k(n)∑
i=1
an,iτ ◦ hn|Cn,i ◦ πn,i and (e 6.265)
τ (n,2) = (
1
bn
)
k(n)∑
i=1
bn,iτ ◦ hn|Cn,i ◦ πn,i. (e 6.266)
Therefore τ (n,1) and τ (n,2) are tracial states on An. By (e 6.262),
τ |hn(An) = t(
k(n)∑
i=1
an,iτ ◦ hn|Cn,i ◦ πn,i) + (1− t)(
k(n)∑
i=1
bn,iτ ◦ hn|Cn,i ◦ πn,i) (e 6.267)
By the definition of Ln, (e 6.254), (e 6.264), (e 6.265) and (e 6.266),
τ(a) = lim
n→∞ τ(hn ◦ Ln(a)) (e 6.268)
= lim
n→∞[tτ
(n,1)(Ln(a)) + (1− t)τ (n,2)(Ln(a))] (e 6.269)
for all a ∈ A. Note that τ (n,i) ◦ Ln is a state on A, i = 1, 2. Let τ1 and τ2 be limit points of
{τ (n,1) ◦Ln} and {τ (n,2) ◦Ln}, respectively. One checks easily that both are tracial states on A.
By (e 6.269),
τ = tτ1 + (1− t)τ2. (e 6.270)
Since τ ∈ ∂e(T (A)), this implies that
τ = τ1 = τ2. (e 6.271)
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On the other hand,
τ1(p) = lim
n→∞ τ
(n,1)(Ln(p)) = lim
n→∞ s1([pn]) = s1([p]) and (e 6.272)
τ2(p) = lim
n→∞ τ
(n,2)(Ln(p)) = lim
n→∞ s2([pn]) = s2([p]). (e 6.273)
This contradicts the assumption that s1([p]) 6= s2([p]). It follows that rA(τ) ∈ ∂e(K0(A)).
The following is a variation of Theorem 5.3 of [6].
Theorem 6.5. Let A be a unital separable simple C∗-algebra in C1. Then W (A) = V (A) ⊔
LAffb(T (A)).
Proof. Note that QT (A) = T (A). By Theorem 4.4 of [41] (see also Theorem 2.2 of [6] ), it
suffices to prove that the map from W (A) to V (A) ⊔ LAffb(T (A)) is surjective. The proof of
that is a slight modification of that of Theorem 5.3 of [6]. We also apply Lemma 5.2 in [6]. The
only difference is that, in the proof of Theorem 5.3 of [6], at the point where 5.1 of [6] is used,
we use 6.1 instead.
Corollary 6.6. Let A be a unital separable simple C∗-algebra in C1. Then A has 0-almost
divisible Cuntz semigroup (see definition 2.5 of [60]).
Proof. Let a ∈M∞(A) and k ≥ 1 be an integer. If 〈a〉 is represented by a projection p ∈Mm(A),
then by 5.7, since Mm(A) is in C1, there is a projection p1 ∈Mm(A) such that
k[p1] ≤ [p] ≤ (k + 1)[p1].
Now suppose that a can not be represented by a projection. Then, by 6.5, 〈a〉 ∈ LAffb(T (A)).
Note that the function 〈a〉/k ∈ LAffb(T (A)). It follows from 6.5 that there is x ∈ W (A) such
that x = 〈a〉/k. Then
kx ≤ 〈a〉 ≤ (k + 1)x.
Lemma 6.7. Let C = limn→∞(Cn, ψn) be a unital C∗-algebra such that each Cn is a separable
unital amenable C∗-algebra with T (Cn) 6= ∅ and each ψn is unital homomorphism. Let X
be a compact metric space and ∆ : (0, 1) → (0, 1) be a non-decreasing map. Suppose that
ϕ : C(X)→ C is a contractive completely positive linear map and
µτ◦ϕ(Os) ≥ ∆(s) for all τ ∈ T (C) (e 6.274)
and for all open balls Os with radius s ≥ η for some η ∈ (0, 1/9).
Then, for any ǫ > 0, any finite subset F ⊂ C(X), any finite subset G ⊂ C, there exists an
integer n ≥ 1, a unital contractive completely positive linear map L : C(X) → Cn and a unital
contractive completely positive linear map r : C → Cn such that L = r ◦ ϕ,
‖ψn,∞ ◦ L(f)− ϕ(f)‖ < ǫ for all f ∈ F , (e 6.275)
‖ψn,∞ ◦ r(g)− g‖ < ǫ for all g ∈ G and (e 6.276)
µt◦L(Or) ≥ ∆(r/3)/3 for all t ∈ T (Cn) (e 6.277)
and for all r ≥ 17η/8. Furthermore, if ϕ is ǫ/2-F-multiplicative, we may also require that L is
ǫ-F-multiplicative.
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Proof. Since each Cn is amenable, by applying 2.3.13 of [23], there exists a sequence of contrac-
tive completely positive linear map rn : C → Cn such that
lim
n→∞ ‖ψn,∞ ◦ rn(x)− x‖ = 0 for all x ∈ C. (e 6.278)
Define Ln = rn ◦ϕ, n = 1, 2, .... Using the definition of inductive limits, for any sufficiently large
n, Ln can be chosen as L and rn can be chosen as r to satisfy (e 6.275) and (e 6.276) as well
as the requirement that L is ǫ-F-multiplicative, provided that ϕ is ǫ/2-F-multiplicative. To see
that we can also find L so (e 6.277) holds, we will prove the following: for any integer k ≥ 1,
there is an integer n ≥ k such that, if f ∈ C(X) with 0 ≤ f ≤ 1 and {x : f(x) = 1} contains an
open ball Os with radius s ≥ 17η/8, then
t ◦ Ln(f) ≥ ∆(s/3)/3 for all t ∈ T (Cn). (e 6.279)
This will imply (e 6.277).
Otherwise, there is a sequence {k(n)} with limn→∞ k(n) = ∞, there is tn ∈ T (Ck(n)) and
sn ∈ (17η/8, 1/2) such that
tn ◦ Lk(n)(fn) < ∆(sn/3)/3 (e 6.280)
for all n and for some fn ∈ C(X) with 0 ≤ f ≤ 1 and {x : fn(x) = 1} contains an open ball with
radius sn ≥ 17η/8. Note that {tn ◦ rk(n)} is a sequence of states of C. Let t0 be a weak limit
point of {tn ◦ rk(n)}. We may assume, that t0(a) = limm→∞ tn(m) ◦ rk(n(m))(a) for all a ∈ C. By
passing to a subsequence, we may assume that sn(m) → s, where s ∈ [17η/8, 1/2].
Let x1, x2, ..., xl be a set of finite points of X such that ∪li=1O(xi, 15s/32) ⊃ X, where
O(xi, 15s/32) is the open ball with center xi and radius 15s/32. We may assume that 17s/16 >
sn(m) > 15s/16 + s/2
8. Note that 30s/32 ≥ η. Let fi ∈ C(X) satisfy 0 ≤ fi ≤ 1 and fi(x) = 1 if
x ∈ O(xi, 15s/32) and fi(x) = 0 if dist(x, xi) ≥ 15s/32+ s/28, i = 1, 2, ..., l. It follows that there
are infinitely many fn(m) such that fn(m) ≥ fj for some j ∈ {1, 2, ..., l}. To simplify notation, by
passing to a subsequence, we may assume, for all m, fn(m) ≥ fj. By (e 6.280),
tn(m) ◦ Lk(n(m))(fj) < ∆(s/3)/3. (e 6.281)
One verifies that (since C = limn→∞(Cn, ψn)), by (e 6.276), t0 is a tracial state. It follows from
(e 6.274) that
t0(f) ≥ ∆(15s/32) (e 6.282)
for all f ∈ C(X) with 0 ≤ f ≤ 1 and {x : f(x) = 1} contains an open ball O15s/32 with radius
15s/32. However, by (e 6.281),
t0(fj) < ∆(s/3)/3. (e 6.283)
A contradiction.
6.8. Let C(X) be a compact metric space. Suppose that ϕ : C(X) → A is a monomorphism,
where A is a unital simple C∗-algebra with T (A) 6= ∅. Then there is a nondecreasing map
∆ : (0, 1)→ (0, 1) such that
µτ◦ϕ(Or) ≥ ∆(r) (e 6.284)
for all τ ∈ T (A) and all open balls with radius r > 0 (see 6.1 of [36]).
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The following statement can be easily proved by the argument used in the proof of 6.7 and
that of (e 6.232) of 6.1.
Lemma 6.9. Let B be a class of unital separable amenable C∗-algebra B with T (B) 6= ∅. Let A
be a unital separable simple C∗-algebra which is tracially B. Let X be a compact metric space.
Suppose that ϕ : C(X)→ A is a unital monomorphism with
µτ◦ϕ(Or) ≥ ∆(r) for all τ ∈ T (A) (e 6.285)
and for all open balls with radius r > 0. Then, for any a ∈ A+ \ {0}, any η > 0, δ > 0 and
any finite subset G ⊂ C(X), there exists a projection p ∈ A, a unital C∗-subalgebra B ∈ B with
1B = p and a unital δ-G-multiplicative contractive completely positive linear map Φ : C(X)→ B
such that
‖pϕ(x)− ϕ(x)p‖ < δ for all x ∈ G, (e 6.286)
‖pϕ(x)p − Φ(x)‖ < δ for all x ∈ G and (e 6.287)
µτ◦Φ(Or) ≥ ∆(r/3)/3 for all τ ∈ T (B) (e 6.288)
and for all open balls Or with radius r ≥ η.
7 The unitary group
Definition 7.1. For each integer d ≥ 1, let K(d) be an integer associated with d given by
Lemma 3.4 of [42]. It should be noted (from the proof of Lemma 3.4 of [42]), or by choosing
even large K(d), and applying [45]) that, if K ≥ K(d), then, for any compact metric space X
with covering dimension d, any projection p ∈MN (C(X)) (for some integer N ≥ K) with rank p
at least K at each point x and any unitary u ∈ U0(pMN (C(X))p), there are selfadjoint elements
h1, h2, h3 ∈ (pMN (C(X))p) such that
‖u− exp(ih1) exp(ih2) exp(ih3)‖ < 1.
Let g(d) = K(d) for all d ∈ N. Put C1,1 = Cg.
Proposition 7.2. Let A be a unital simple C∗-algebra in C1,1 and let u ∈ U0(A). Then, for any
ǫ > 0, there are four unitaries u0, u1, u2, u3 ∈ A, such that u1, u2, u3 are exponentials and u0 is
a unitary with cel(u0) ≤ 2π such that
‖u− u0u1u2u3‖ < ǫ/2. (e 7.289)
Moreover, cer(A) ≤ 6 + ǫ.
Proof. Let u ∈ U0(A). Then, for any π/4 > ǫ > 0, there are unitaries v1, v2, ..., vn ∈ U(A) such
that
v1 = u, vn = 1 and ‖vi+1 − vi‖ < ǫ/16, i = 1, 2, ..., n. (e 7.290)
Since A is simple and has (SP), there are mutually orthogonal and mutually equivalent non-
zero projections q1, q2, ..., q4(n+1) ∈ A. For each integer d ≥ 1, let K(d) be an integer given by
7.1. Since A ∈ C1,1, there exist a projection p ∈ A and a C∗-subalgebra C = PMr(C(X))P,
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where r ≥ 1 is an integer, X is a compact subset of a d(X) dimensional CW complex and
P ∈Mr(C(X)) is a projection such that
‖pvi − vip‖ < ǫ/128, i = 1, 2, ..., n (e 7.291)
dist(pvip,C) < ǫ/128, i = 1, 2, ..., n (e 7.292)
d(X) + 1
rank(P (x))
<
d
64K(d)
for all x ∈ X and (e 7.293)
1− p . q1. (e 7.294)
There are unitaries wi ∈ (1− p)A(1 − p) with w0 = (1− p) such that
‖wi − (1− p)vi(1− p)‖ < ǫ/16, i = 1, 2, ..., n. (e 7.295)
Furthermore, there is a unitary z ∈ C such that
‖z − pup‖ < ǫ/16 (e 7.296)
Therefore
‖u− (w1 ⊕ z)‖ < ǫ/8. (e 7.297)
Put z1 = w1 + p. Since 1 − p . q1, by Lemma 6.4 of [29], cel(z1) ≤ 2π + ǫ/4. By the choice of
K(d) (see 7.1), there are three self-adjoint elements h1, h2, h3 ∈ C such that
‖z − exp(ih1) exp(ih2) exp(ih3)‖ < 1. (e 7.298)
Let uj = exp(ihj) + (1− p), j = 1, 2, 3. Then,
‖u− z1u1u2u3‖ < 1 + ǫ/4 (e 7.299)
Moreover, since cel(z1) ≤ 2π + ǫ/4, there is a unitary u0 such that cel(u0) ≤ 2π and
‖u0 − z1‖ < ǫ/2.
It follows that cer(A) ≤ 6 + ǫ.
Theorem 7.3. Let A be a unital simple C∗-algebra in C1,1. Suppose that u ∈ CU(A). Then,
u ∈ U0(A) and
cel(u) ≤ 8π. (e 7.300)
Proof. Since u ∈ CU(A), it is easy to show that [u] = 0 in K1(A). It follows from 5.2 that A
has stable rank one. Therefore u ∈ U0(A). Now let Λ = cel(u). Let ǫ > 0. Choose an integer
K1 ≥ 1 such that (Λ + 1)/K1 < ǫ/4. There exists a unitary v ∈ U0(A) which is a finite product
of commutators such that
‖u− v‖ < ǫ/16. (e 7.301)
Fix a finite subset F ⊂ A which contains u and v and among other elements. Let δ > 0.
Since A is in C1,1, there is a projection p ∈ A and C∗-subalgebra C ⊂ A with 1C = p and
C = PMr(X)P, where X is a compact subset of a finite CW complex with dimension d, r ≥ 1
is an integer, P ∈Mr(X) is a projection with
rankP (ξ) > K(d) for all ξ ∈ X, (e 7.302)
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where K(d) is the integer given by Lemma 3.4 of [42], such that
‖px− xp‖ < δ for all x ∈ F , (e 7.303)
dist(pxp,C) < ǫ/16 for all x ∈ F and (e 7.304)
(K1 + 1)[1− p] ≤ [p]
By choosing sufficiently large F and sufficiently small δ, we obtain unitary u1 ∈ (1− p)A(1− p)
and a unitary v1 ∈ U0(C) which is a finite product of commutators of unitaries in C such that
‖u− (u1 + v1)‖ < ǫ/8 and (e 7.305)
cel(u1) ≤ Λ + 1 (in (1− p)A(1− p)). (e 7.306)
Write w = u1 + p. It follows from 6.4 of [29] that
cel(w) < 2π + ǫ/4. (e 7.307)
Since v1 ∈ U0(C) is a finite product of commutators of unitaries in C, by the choice of K(d) and
by applying 3.4 of [42],
cel(v1) ≤ 6π + ǫ/8 (inC ). (e 7.308)
Thus
cel(v1 + (1− p)) ≤ 6π + ǫ/4. (e 7.309)
It follows from (e 7.305), (e 7.307) and (e 7.309) that
cel(u1 + v1) ≤ 2π + ǫ/4 + 6π + ǫ/4. (e 7.310)
By (e 7.305),
cel(u) ≤ (ǫ/16)π + 8π + ǫ/2 ≤ 8π + ǫ.
Theorem 7.4. Let A be a unital simple C∗-algebra in C1,1 and let k ≥ 1 be an integer. Suppose
that u, v ∈ U(A) such that [u] = [v] in K1(A),
uk, vk ∈ U0(A) and cel((uk)∗vk) ≤ L (e 7.311)
for some L > 0. Then
cel(u∗v) ≤ L/k + 8π. (e 7.312)
Proof. Suppose that
u∗v =
R(u)∏
j=1
exp(iaj) and (u
∗)kvk =
R(v)∏
m
exp(ibm),
where aj , bm ∈ As.a.. Since cel((u∗)kvk) ≤ L, we may assume that
∑
m ‖bm‖ ≤ L (see [48]). Let
M =
∑
j ‖aj‖. In particular, cel(u∗v) ≤M.
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Let ǫ > 0. Let δ > 0 be such that δ1−δ <
ǫ
2(M+L+1) . Let η > 0. Since A ∈ C1,1, there exists a
projection p ∈ A and a C∗-subalgebra C ∈ Id, where C = PMr(C(X))P and 1C = p such that
‖u− u0 ⊕ u1‖ < η and ‖v − v0 ⊕ v1‖ < η, (e 7.313)
u0, v0 ∈ U((1− p)A(1− p)), u1, v1 ∈ U(C), (e 7.314)
u∗0v0 =
R(u)∏
j=1
exp(i(1 − p)aj(1− p)), (u∗1)kvk1 =
R(v)∏
m=1
exp(ib′m), (e 7.315)
d+ 1
rankP (x)
≤ min{2π2/ǫ, d/K(d) + 1} for all x ∈ X; (e 7.316)
τ(1− p) < δ for all τ ∈ T (A), (e 7.317)
where b′m ∈ Cs.a. and ‖b′m‖ ≤ L+ ǫ/4.
Note that rankP is a continuous function on X.
It follows from 3.3 (1) of [42] that there exists a ∈ Cs.a. with ‖a‖ ≤ L+ ǫ/4 such that
det(exp(ia)(u∗1)
kvk1 ) = 1 ( for all x ∈ X). (e 7.318)
Therefore
det((exp(ia/k)u∗1v1)
k) = 1 for all x ∈ X. (e 7.319)
It follows that
det(exp(ia/k)u∗1v1)(x) = exp(i2l(x)π/k) for all x ∈ X (e 7.320)
for some continuous function l on X with l(x) being an integer. Since X is compact, l has only
finitely many values. We may choose these values among 0, 1, ..., k − 1. Let f(x) = −2l(x)π/k
for x ∈ X. Then f ∈ C(X)s.a. and ‖f‖ ≤ 2π. Note that exp(if/rankP ) · 1C commutes with
exp(ia/k) and
exp(i(f(x)/rankP (x))) · 1C) exp(ia/k) = exp(i((f(x)rankP (x)) + a(x)/k)) for all x ∈ X.(e 7.321)
We have that
det(exp(i(f/rankP + a/k))u∗1v1)(x) = 1 for all x ∈ X. (e 7.322)
It follows from 3.4 of [42] that
cel(u∗1v1) ≤ 2π/(2π2/ǫ) + (L+ ǫ/4)/k + 6π. (e 7.323)
By applying Lemma 6.4 of [29],
cel((u0 ⊕ p)∗(v0 ⊕ p)) ≤ 2π + ǫ/2. (e 7.324)
It follows that, with sufficiently small η,
cel(u∗v) ≤ 2π + ǫ/2 + ǫ/π + L/k + ǫ/4k + 6π. (e 7.325)
The lemma follows.
Theorem 7.5. Let A be a unital infinite dimensional simple C∗-algebra in C1. Then U0(A)/CU(A)
is a torsion free and divisible group.
37
Proof. We have shown that A has stable rank one. Therefore, by Thomsen’s result ([52]),
U0(A)/CU(A) ∼= Aff(T (A))/ρA(K0(A)). In particular, U0(A)/CU(A) is divisible. To show that
it is torsion free, we assume that x ∈ Aff(T (A))/ρA(K0(A)) such that kx = 0 for some integer
k ≥ 1. Let y ∈ Aff(T (A)) such that y¯ = x in the quotient. So ky ∈ ρA(K0(A)).
Let ǫ > 0. There is an element z ∈ K0(A) such that
sup
τ∈T (A)
|ky(τ)− ρA(z)(τ)| < ǫ/2. (e 7.326)
We may assume that z = [p] − [q], where p, q ∈ Mn(A) are two projections for some integer
n ≥ 1. By (SP), there is a non-zero projection e ∈ A such that τ(e) < ǫ/4k for all τ ∈ T (A). It
follows from 5.7 that there are mutually orthogonal projections p1, p2, ..., pk+1 ∈ pMn(A)p and
mutually orthogonal projections q1, q2, ..., qk+1 ∈ qMn(A)q such that
[pk+1] ≤ [e], [p1] = [pi], i = 1, 2, ..., k, and (e 7.327)
[qk+1] ≤ [e], [q1] = [qi], i = 1, 2, ..., k. (e 7.328)
Then, by (e 7.326),
sup
τ∈T (A)
|y(τ)− ρA([p1]− [q1])(τ)| < ǫ/2k + ǫ/2k < ǫ. (e 7.329)
It follows that y ∈ ρA(K0(A)). This implies that x = 0. Therefore that U0(A)/CU(A) is torsion
free.
Theorem 7.6. Let A be a unital simple C∗-algebra with stable rank one and let e ∈ A be a non-
zero projection. Then the map u 7→ u+ (1− e) induces an isomorphism from U(eAe)/CU(eAe)
onto U(A)/CU(A).
Proof. Note, by the assumption that A has stable rank one, CU(eAe) ⊂ U0(eAe) and CU(A) ⊂
U0(A). We define a map Aff(T (eAe)) to Aff(T (A)) as follows. Let ΛB : Bs.a → Aff(T (B)) by
ΛB(b)(τ) = τ(b) for all τ ∈ T (B) and b ∈ Bs.a., where b ∈ B and B is a C∗-algebra. By [8], we
will identify Aff(T (A)) with ΛA(As.a.) and Aff(T (eAe)) with ΛeAe((eAe)s.a.).
Define γ : Aff(T (eAe)) → Aff(T (A)) by γ(a)(τ) = τ(a) for all τ ∈ T (A) and a ∈ (eAe)s.a.. If
τ ∈ T (A), define t(c) = τ(c)τ(e) for all c ∈ eAe. Then t defines a tracial state in T (eAe). Therefore
if b ∈ (eAe)s.a. such that t(a) = t(b) for all t ∈ T (eAe), τ(a) = τ(b) for τ ∈ T (A). So γ is well
defined. Clearly γ is homomorphism. Since A is simple, γ maps ρeAe(K0(eAe)) into ρA(K0(A)).
Hence it induces a homomorphism
γ¯ : Aff(T (eAe))/ρeAe(K0(eAe))→ Aff(T (A))/ρA(K0(A)).
Since A is simple, γ¯ is injective.
To see it is also surjective, let h ∈ As.a.. Since A is simple, there is an integer K ≥ 1 such
that
N [1A] ≥ K[e] ≥ [1A] (e 7.330)
for some integer N. Then, there is a partial isometry U ∈MN (A) such that
U∗U = 1A and UU∗ ≤ diag(
K︷ ︸︸ ︷
e, e, ..., e). (e 7.331)
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Let E = diag(
K︷ ︸︸ ︷
e, e, ..., e). We will identify EMN (A)E with MK(eAe). Write UhU
∗ = (hi,j), a
K ×K matrix in MK(eAe). Write h = h+ − h− and h+ = (h+i,j) and h− = (h−i,j).
It is known (see 2.2.2 of [23], for example) that there are h+,k = (h
+
k,i,j) and h−,k = (h
−
k,i,j),
k = 1, 2, ..., n and x1, x2, ..., xn, y1, y2, ..., yn ∈MK(eAe) (for some integer n ≥ 1) such that
h+ =
n∑
k=1
h+,k, h− =
n∑
k=1
h−,k, (e 7.332)
x∗kxk = h+,k, xkx
∗
k =
n∑
j=1
h+k,j,j (e 7.333)
y∗kyk = h−,k and yky
∗
k =
n∑
j=1
h−k,j,j. (e 7.334)
Note b =
∑n
k=1 xkx
∗
k −
∑n
k=1 yky
∗
k ∈ eAe. We have
τ(b) = τ(h+ − h−) = τ(h) for all τ ∈ T (A). (e 7.335)
It follows that γ is surjective. From this and by a theorem of Thomsen ([52]), the map u 7→
u+ (1 − e) is an isomorphism from U0(eAe)/CU(eAe) onto U0(A)/CU(A). Since A has stable
rank one, U(eAe)/U0(eAe) = U(A)/U0(A). It follows that u → u + (1 − e) is an isomorphism
from U(eAe)/CU(eAe) onto U(A)/CU(A).
Lemma 7.7. Let K > 1 be an integer. Let A be a unital simple C∗-algebra, let e ∈ A be a
projection, let u ∈ U0(eAe) and let w = u+ (1− e). Suppose that η > 0,
dist(w¯, 1¯) < η (e 7.336)
and 1− e . diag(
K−1︷ ︸︸ ︷
e, e, ..., e). Then, if η < 2,
disteAe(u¯, e¯) < Kη; (e 7.337)
If furthermore, A ∈ C1,1, then
celeAe(u) ≤ Kη + 8π. (e 7.338)
If η = 2 and A ∈ C1,1, then
celeAe(u) ≤ Kcel(w) + 8π. (e 7.339)
Proof. We first consider the case that η < 2. Let ǫ > 0 such that η + ǫ < 2. There is w1 ∈ U(A)
such that w1 = w and
‖w1 − 1‖ < η + ǫ/2 < 2. (e 7.340)
Thus there is h ∈ As.a such that
w1 = exp(ih) and ‖h‖ < 2 arcsin(η + ǫ/2
2
) < π. (e 7.341)
It follows that
‖w1 − 1‖ = ‖ exp(ih) − 1‖ = | exp(i‖h‖) − 1|. (e 7.342)
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Since
1− e . diag(
K−1︷ ︸︸ ︷
e, e, ..., e),
we may view h as an element in MK(eAe) (see the proof of 7.4). It follows from 7.6 that there
is f ∈ Aff(T (eAe)) such that f(τ) = τ(h) for all τ ∈ T (eAe). Note that τ(h) = (τ ⊗TrK)(h) for
τ ∈ T (eAe). Since A is simple, by [8] (see also 9.3 of [29]), there exists a ∈ (eAe)s.a. such that
τ(a) = f(τ) for all τ ∈ T (eAe) and ‖a‖ < ‖f‖+ δ (e 7.343)
for some δ > 0 such that
2K arcsin(
η + ǫ/2
2
) + δ < 2K arcsin(
η + ǫ
2
). (e 7.344)
It follows that
∆A(exp(ia)(u
∗ + (1− e)) = 0. (e 7.345)
Note that
(1− e)(exp(ia)u∗) = (exp(ia)u∗)(1 − e) = 1− e and (e 7.346)
e exp(ia) = exp(ia)e = e+
∞∑
i=1
(ia)k
k!
. (e 7.347)
Therefore
∆eAe(e exp(ia)u
∗) = 0. (e 7.348)
Thus, by [52],
e exp(ia) = u in U(eAe)/CU(eAe). (e 7.349)
Note that
‖a‖ ≤ ‖f‖+ δ ≤ sup{|τ(h)|
τ(e)
: τ ∈ T (A)}+ ǫ/2 (e 7.350)
≤ K‖h‖+ δ ≤ K(2 arcsin(η + ǫ
2
)). (e 7.351)
If
K(2 arcsin(
η
2
)) < π,
K(2 arcsin(
η + ǫ
2
) < π
for some ǫ > 0. In this case, we compute that
‖ exp(ia)− 1‖ = ‖ exp(i‖a‖) − 1‖ ≤ K(η + ǫ). (e 7.352)
It follows that
dist(u, e) < K(η + ǫ) (e 7.353)
for all ǫ > 0. Therefore
dist(u, e) < Kη. (e 7.354)
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Otherwise, if Kη ≥ 2, we certainly have
dist(u, e) ≤ 2 ≤ Kη. (e 7.355)
Now we assume that A ∈ C1,1. If η < 2, by (e 7.350) and by 7.3,
celeAe(u) ≤ K(η + ǫ) + 8π (e 7.356)
for all ǫ > 0. It follows that
celeAe(u) ≤ Kη + 8π (e 7.357)
If η = 2, choose R = [cel(w)] + 1. Thus cel(w)R < 1. There is a projection e
′ ∈MR+1(A) such
that
[(1− e) + e′] = (K +RK)[e]. (e 7.358)
It follows from 3.1 of [33] that
dist(u+ (1− e) + e′, 1 + e′) < cel(w)
R+ 1
. (e 7.359)
Put K1 = K(R+ 1). Then, from what we have proved,
cel(u) ≤ K1(cel(w)
R+ 1
) + 8π (e 7.360)
= Kcel(w) + 8π. (e 7.361)
8 Z-stability
Definition 8.1. Let A be a unital separable C∗-algebra. We say A has finite weak tracial nuclear
dimension if the following holds: For any ǫ > 0, σ > 0, and any finite subset F ⊂ A, there exists
a projection p ∈ A and a unital C∗-subalgebra B with 1B = p and with dimnucB = m < ∞
satisfying the following:
‖px− xp‖ < ǫ for all x ∈ F , (e 8.362)
dist(pxp,B) < ǫ for all x ∈ F , (e 8.363)
τ(1− p) < σ for all τ ∈ T (A) and T (A) 6= ∅. (e 8.364)
The following is a based on a result of Winter ([60]).
Lemma 8.2. Let A be a unital separable simple infinite dimensional C∗-algebra which has finite
weak tracial nuclear dimension. Suppose that each unital hereditary C∗-subalgebra of A has the
property of tracial l-almost divisible for some integer l ≥ 0. Then, for any integer k ≥ 1, there
is a sequence of order zero contractive completely positive linear maps Ln : Mk → A such that
{Ln(e)} is central sequence of A for a minimal projection e ∈ Mk and such that, for every
integer m ≥ 1,
lim
n→∞ maxτ∈T (A)
{|τ(Ln(e)m)− 1/k|} = 0. (e 8.365)
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Proof. Let {x1, x2, ..., } be a dense sequence in the unit ball of A. Let k ≥ 1 be an integer. Fix
an integer n ≥ 1. There is 1 > γn > 0 such that
‖am/nx− xam/n‖ < 1/4n, m = 1, 2, ..., n
for all 0 ≤ a ≤ 1 and those x such that ‖x‖ ≤ 1 and
‖ax− xa‖ < γn.
Since A has finite weak tracial nuclear dimension, there is a projection pn ∈ A and a unital
C∗-subalgebra Bn with 1B = pn and with dimnucB = dn <∞ satisfying the following:
‖pnxi − xipn‖ < 1/4n, i = 1, 2, ..., n, (e 8.366)
dist(pnxipn, Bn) < 1/3n, i = 1, 2, ..., n, and (e 8.367)
τ(1− pn) < 1/4n for all τ ∈ T (A). (e 8.368)
(e 8.369)
Let yi,n ∈ Bn such that ‖yi,n‖ ≤ 1 and
‖pnxipn − yi,n‖ < 1/2n, i = 1, 2, ..., n. (e 8.370)
It follows from Lemma 4.11 of [60], since pnApn has the tracial m-almost divisible property,
that there is an order zero contractive completely positive linear map Φn : Mk → pnApn such
that
‖Φn(a)yi − yiΦn(a)‖ < min{1/4n, γn/4}‖a‖ for all a ∈Mk, i = 1, 2, ..., n, (e 8.371)
and τ(Φn(idMk)) ≥ (1− 1/n) for all τ ∈ T (pnApn). (e 8.372)
By Proposition 1.1 of [60], there is a homomorphism ψn : C0((0, 1])⊗Mk → A such that Φn(a) =
ψn(ı⊗ a) for all a ∈Mk, where ı(t) = t for t ∈ (0, 1]. Let cn = ı1/n. Define Ln(a) = ψn(cn ⊗ a).
Clearly Ln is a zero order contractive completely positive linear map. It follows that
(Ln(e1))
m = ψn(c
m
n ⊗ e1) = ψn((ı⊗ e1)m/n) = (Φn(e1))m/n
for all projections e1 ∈ Mk. Let {ei,j} be a matrix unit for Mk and denote by ei = eii, i =
1, 2, ..., k. Let xi,m = ψn(c
m/2
n ⊗ ei1). Then, since ψn is a homomorphism,
xi,mx
∗
i,m = Ln(ei)
m and x∗i,mxi,m = Ln(e1)
m, i = 1, 2, ..., k.
It follows that
τ(Ln(e1)
m) = τ(ψn(c
m
n ⊗ e1)) (e 8.373)
≥ 1
k
τ(Φn(idMk)) ≥
1− 1/n
k
for all τ ∈ T (pnApn), (e 8.374)
m = 1, 2, ..., n. It follows that, for any m ≥ 1,
lim
n→∞ maxτ∈T (A)
|τ(Ln(e1)m)− 1/k| = 0. (e 8.375)
We also have,
‖Ln(e1)yi − yiLn(e1)‖ = ‖Φn(e1)1/nyi − yiΦn(e1)1/n‖ (e 8.376)
≤ 1/4n, i = 1, 2, ..., n. (e 8.377)
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It follows that
‖Ln(e1)xi − xiLn(e1)‖ < 1/n, i = 1, 2, ..., n. (e 8.378)
Since {x1, x2, ..., } is dense in the unit ball of A, we conclude that
lim
n→∞ ‖Ln(e1)x− xLn(e1)‖ = 0 for all x ∈ A. (e 8.379)
So {Ln(e1)} is a central sequence of A.
We now apply the argument established in [39] to prove the following.
Theorem 8.3. Let A be a unital amenable separable simple C∗-algebra with finite weak tracial
nuclear dimension. Suppose that A has the strict comparison property for positive elements
and every unital hereditary C∗-subalgebra of A has the the property of m-almost divisible Cuntz
semigroup. Then A is Z-stable.
Proof. By exactly the same argument as in the proof that shows that(ii) implies (iii) in [39],
using 8.2 instead of Lemma 3.3 of [39], one concludes that any completely positive linear map
from A into A can be excised in small central sequence. As in [39], this implies that A has
property (SI). Using 8.2 instead of Lemma 3.3 of [39], the same proof that shows that (iv)
implies (i) in [39] shows that A is Z-stable.
Corollary 8.4. Let A be a unital amenable separable simple C∗-algebra in C1. Then A is Z-
stable.
Proof. Note, by 6.6 and 4.1, that every unital hereditary C∗-subalgebra of A has the property
of 0-almost divisible Cuntz semgroup. The lemma then follows from 8.3 and the fact that each
C∗-algebra in Id has nuclear dimension no more than d for all d ≥ 0.
9 General Existence Theorems
Lemma 9.1. Let X be a connected finite CW complex with dimX = 3, let Y = X \ {ξ},
where ξ ∈ X is a point, let Ω be a connected CW complex and let Ω′ = Ω \ {ω}. Let P ∈
Mk(C(Ω)) (for some integer k ≥ 3(dimY + 1)) be a projection with rank(P ) ≥ 3(dimY + 1).
Let κ ∈ KK(C0(Y ), C0(Ω′)) such that κ(F3K∗(C0(Y ))) ⊂ F3K∗(C0(Ω)). Then there is a unital
homomorphism ϕ : C(X)→ PMk(C(Ω))P such that
[ϕ|C0(Y )] = κ. (e 9.380)
Proof. This is a combination of Proposition 3.16 and Theorem 3.10 of [15].
Corollary 9.2. Let X be a connected finite CW complex such that X(3) (see 2.12) has r com-
ponents, let Y = X \ {ξ}, where ξ ∈ X is a point. Let Ω be a connected CW complex and let
Ω′ = Ω \ {ω} for some point ω ∈ Ω. Let P ∈Mk(C(Ω)) (for some integer k ≥ 3(dimY + 1)) be
a projection with rank(P ) ≥ 3(dimY + 1). Let κ ∈ KK(C0(Y ), C0(Ω′)) such that
κ(F3K∗(C0(Y ))) ⊂ F3K∗(C0(Ω)) and κ = κ1 ◦ s3, (e 9.381)
where s3 : C(X)→ C(X(3)) is the restriction and κ1 ∈ KK(C(X(3)), C0(Ω′)) satisfies κ1|ρ
K0(C(X
(3)))
(C(X(3)) =
0 with the composition
K0(C(X
(3)) = kerρK0(C(X(3))) ⊕ ρC(X(3))(C(X(3)).
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Then there is a unital homomorphism ϕ : C(X)→ PMk(C(Ω))P such that
[ϕ|C0(Y )] = κ. (e 9.382)
Corollary 9.3. Let X be a connected finite CW complex, let Y = X \ {ξ}, where ξ ∈ X
is a point. Suppose that X(3) has r components. Let Ω be a connected CW complex and let
Ω′ = Ω \ {ω} for some point ω ∈ Ω. Let P ∈Mk(C(Ω)) (for some integer k ≥ 3r(dimY +1)) be
a projection with rank(P ) ≥ 3r(dimY + 1). Let κ ∈ KK(C0(Y ), C0(Ω′)) such that
κ(F3K∗(C0(Y ))) ⊂ F3K∗(C0(Ω)), (e 9.383)
κ|FmK∗(C0(Y )) = 0 for all m ≥ 4 and (e 9.384)
κ|K∗(C0(Y ),Z/kZ) = 0 for all k > 1. (e 9.385)
Then there is a unital homomorphism ϕ : C(X)→ PMk(C(Ω))P such that
[ϕ|C0(Y )] = κ. (e 9.386)
Proof. Let s3 be as in 9.2. Note that ker(s3)∗ = F4K∗(C0(Y ))(see 2.12). There is γ ∈
Hom(K∗(C(X(3))),K∗(C0(Ω′))) such that γ◦(s3)∗|K∗(C0(Y )) = κ|K∗(C0(Y )) and γ|ρ
C(X(3))
(K0(C(X(3))))
=
0. Define κ1|K∗(C(X(3))) = γ and κ1|K∗(C(X(3)),Z/kZ)) = 0 for k > 1. Thus 9.2 applies.
Lemma 9.4. Let X be a connected finite CW complex with dimension d and with K1(C(X)) =
Z
r ⊕ Tor(K1(C(X)), let δ > 0, let G ⊂ C(X) be a finite subset and let P ⊂ K(C0(Z)) (where
Z = X \ {ξ} for some point ξ ∈ X) be a finite subset. There exists an integer N1(δ,G,P) ≥ 1
satisfying the following:
Let Y be a connected finite CW complex, and let α ∈ KK(C0(Z), C0(Y0))), where Y0 =
Y \ {y0} for some point y0 ∈ Y. For any projection P ∈ M∞(C(Y )) with rankP ≥ N1(δ,G,P) ·
3(dimY + 1), there exists a unital δ-G-multiplicative contractive completely positive linear map
L : C(X)→ C = PMR(C(Y ))P (for some integer R ≥ rankP ) such that [L]|P = α|P .
Moreover, suppose that λ : Jc(Z
r) → U(Md(PMR(C(Y ))P ))/CU(Md(PMR(C(Y ))P )) is a
homomorphism with Πc ◦ λ ◦ Jc = α|K1(C(X)) (see 2.7), one may require that
L‡|J(Zr) = λ. (e 9.387)
Proof. Note that Tor(K1(C(X))) is a finite group.
There is a connected finite CW complex T with dimT = 3 such thatK0(C0(T0)) = K0(C0(Z))
and K1(C(T )) = Tor(K1(C(X))), where T0 = T \ {ξ} and where ξ ∈ T is a point.
Let B =
r︷ ︸︸ ︷
C(T)⊕ C(T)⊕ · · · ⊕ C(T) . We identify Zr with K1(B). Let
B0 =
r︷ ︸︸ ︷
C0(T0)⊕ C0(T0)⊕ · · · ⊕ C0(T0),
where T0 is the circle minus a single point. Since K1(C0(T0)) = K1(C(T)), we obtain a isomor-
phism β1 : K∗(C0(Z))→ K∗(B0⊕C0(T0)). There is an invertible element β ∈ KK(C0(Z), B0⊕
C0(T0)) such that β|Ki(C0(Z)) = β1|Ki(C0(Z)), i = 0, 1. There is, by [12], a unital δ-G-multiplicative
contractive completely positive linear map L1 : C(X)→MK(B ⊕C(T )) such that
[L1]|P = β|P ,
where K is an integer depending only on X, δ, G and P. We may also assume that L‡1 is defined
and L‡1 is invertible on Jc(Z
r). Put N(δ,G,P) = K + (rK).
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Note that β−1 × α ∈ KK(B0 ⊕ C0(T0), C0(Y0)). There is α1 ∈ KK(B0, C0(Y0)) and α2 ∈
KK(C0(T0), C0(Y0)) such that α1 ⊕ α2 = β−1 × α0.
Note that α2(Tor(K1(C(T )))) ⊂ Tor(K1(C(Y ))) (or it is zero). Note that F3(K1(C(T ))) =
Tor(K1(C(T ))) and Fm(K1(C(T ))) = {0} if m > 3 (see Lemma 3.3 of [17]). It follows from
2.13 that Tor(K1(C(Y ))) ⊂ F3(K1(C(Y ))). Therefore, by Theorem 3.10 and Proposition 3.16
of [15], there is a unital homomorphism ϕ1 : C(T ) → Ms(C(Y )), where s = 3(dimY + 1) such
that
[ϕ1|C0(T0)] = α2.
Note thatKK(B0, C0(Y0)) = Hom(K1(B0),K1(C0(Y0))). Let zj ∈ C(T) be the standard unitary
generator of C(T) for the j-th copy of C(T) in B. Note that K1(B) = K1(B0) is generated by
[z1], [z2], ..., [zr ]. We may assume that [L1] ◦ J(Zr) is generated by [zj ], j = 1, 2, ..., r.
Let P ∈MR(C(Y )) be a projection (for some large R > 0) such that
rankP ≥ 6K(dimY + 1).
Let Q be a trivial projection with rank Ks. We may assume that P ≥ Q. Note also the map
ı : U(Ms(C(Y )))/CU(Ms(C(Y )))→ U(PMR(C(Y ))P )/CU(PMR(C(Y ))P )
is an isomorphism. Let λ1 = ı
−1 ◦ λ ◦ (L‡1)−1|Jc(Zr). Put uj ∈ U(Ms(C(Y ))) such that
[uj ] = α1([zj ]) and uj = λ1 ◦ J([zj ]), j = 1, 2, ..., r. (e 9.388)
Define ψj : C(T) → Ms(C(Y )) by sending zj to uj, j = 1, ..., r. Put ψ : B → Mrs(C(Y )) by
ψ = diag(ψ1, ψ2, ..., ψr). Define
L = (diag(ψ,ϕ1)⊗ idMK ) ◦ L1.
we check that L meets all the requirements.
Lemma 9.5. Let X, δ > 0, G ⊂ C(X) and P ⊂ K(C0(Z)) be as in 9.4. Let Y be a connected
finite CW complex and let α ∈ KK(C0(Z), C0(Y0))) such that
α(F3K∗(C0(Z)) ⊂ F3K∗(C0(Y0)), (e 9.389)
α|FmK∗(C0(Z)) = 0 for all m ≥ 4 and (e 9.390)
α|K∗(C0(Z),Z/kZ) = 0 for all k > 1, (e 9.391)
where Y0 = Y \ {y0} for some point y0 ∈ Y. Suppose, in addition, that
λ(J(Zr) ∩ SUd(C(X))/CU(Md(C(X))) ⊂ SUd(C)/CU(Md(C)),
where C = PMR(C(Y ))P. Then one may require L to be a homomorphism as in the conclusion
of Lemma 9.4 . Moreover, one can make rankP = 6r0r(d + 1), where r0 is the number of
connected components of X(3).
Proof. Let r0 be the number of connected components of X
(3). By 9.3, there is a unital homo-
morphism h0 : C(X)→M3r0(d+1)(C(Y )) such that
[h0] = α|K(C0(Z)).
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We may write, as in 2.22, J(Zr) = G1⊕G2, where G1 is free and G2 = J(Zr)∩SUd(C(X)). Let
λ1 = λ − h‡0. Since Πc ◦ λ ◦ Jc = α|Zr , Imλ1|Jc(Zr) ⊂ U0(Md(C(Y ))/CU(Md(C(Y ))). Thus, by
the assumption,
λ1(G2) ⊂ (SUd(C) ∩ U0(Md(C)))/CU(Md(C(Y ))). (e 9.392)
It follows from 2.11 that λ1|G2 = 0. By 2.22, write K1(C(X(1))) = S⊕K1(C(X))/F3K1(C(X)).
Wemay assume that Π(G1) = K1(C(X))/F3K1(C(X)), where Π : U(Md(C(X)))/CU(Md(C(X)))→
K1(C(X)) is the quotient map. Let G1 = Z
k be generated by the free generators g1, g2, ..., gk
(k ≤ r). Let zj ∈Md(C) be unitary such that z¯j = λ1(gj), j = 1, 2, ..., k. Let v1, v2, ..., vk ∈ C(X)
be unitaries representing g1, g2, ..., gk, respectively. SinceX
(1) is 1-dimensional, it is easy and well
known that there is a unital homomorphism h1 : C(X
(1))→M3k(d+1)(C) such that h1(vj) = zj ,
j = 1, 2, ..., k. Define L = h0 ⊕ h1.
Lemma 9.6. Let X be a connected finite CW complex and let Y = X \ {ξ}, where ξ ∈ X is
a point. Let K0(C0(Y )) = Z
k ⊕ Tor(K0(C0(Y ))) and K1(C(X)) = Zr ⊕ Tor(K1(C(X))). For
any δ > 0, any finite subset G ⊂ C(X) and any finite subset P ⊂ K(C0(Y )), there exist integers
N1, N2 ≥ 1 satisfying the following:
Let Ω be a finite CW complex and let κ ∈ HomΛ(K(C0(Y )),K(C(Ω))) and let
K = max{|ρC(Ω)(κ(gi))| : gi = (
i−1︷ ︸︸ ︷
0, ..., 0, 1, 0, ..., 0) ∈ Zk}.
For any projection P ∈ M∞(C(Ω)) with rankP ≥ (N2K + N1(dimY + 1)}, there is a unital
δ-G-multiplicative contractive completely positive linear map L : C(X) → PMN (C(Ω))P (with
some integer N ≥ rankP ) such that
[L]|P = κ|P . (e 9.393)
Moreover, if λ : J(Zr) ⊂ J(K1(C(X))) → U(PMN (C(Ω))P )/CU(PMN (C(Ω))P ) is a homo-
morphism, then one may further require that
L‡|J(Zr) = λ. (e 9.394)
Proof. It suffices to show the case that Ω is connected. So in what follows we assume that Ω is
a connected finite CW complex. Let ω ∈ Ω be a point and let Ω0 = Ω \ {ω}. There is a splitting
exact sequence
0→ C0(Ω0)→ C(Ω)→ C→ 0. (e 9.395)
Thus
KK(C0(Y ), C(Ω)) = KK(C0(Y ),C)⊕KK(C0(Y ), C0(Ω0)).
Write κ = κ0 ⊕ κ1, where κ0 ∈ KK(C0(Y ),C) and κ1 ∈ KK(C0(Y ), C0(Ω0)).
Let N1(δ/2,G,P) ≥ 1 be given by 9.4 for X, δ/2, G and P. Let N2 = N2(δ/2,G,P) be the
integer given by Lemma 10.2 of [34] for X, δ/2, G and P. There exists, by Lemma 10.2 of [34],
a unital δ/2-G-multiplicative contractive completely positive linear map L1 : C(X) → MN2K
such that
[L1](gi) = ρC(Ω)(κ0(gi)) ∈ Z, [L1]|P = κ0|P . (e 9.396)
Let ı :MN2K →MN2K(C(Ω)) be a unital embedding. Put N1 = 3N1(δ/2,G,P) + 1 and put
R1 = N1(dimY + 1). Let P ∈M∞(C(Ω)) be a projection whose rank is at least N2K +R1. Let
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Q ≤ P be a trivial projection of rank N2K. Let P1 = P − Q. P1 is a projection with at least
rank R1. Note that the embedding (for some large R ≥ 1)
γ1 : U(P1MR(C(Ω))P1)/CU(P1MR(C(Ω))P1)→ U(PMR(C(Ω))P )/CU(PMR(C(Ω))P )
is an isomorphism. Let
γ2 : U(MN2K(C(Ω)))/CU(MN2K(C(Ω)))→ U(PMR(C(Ω))P )/CU(PMR(C(Ω))P ).
be the homomorphism defined by u→ P−Q+u for unitaries u ∈ QMR(C(Ω))Q =MN2K(C(Ω)).
Define λ1 = γ
−1
1 ◦ λ − γ2 ◦ ı ◦ L‡1|J(Zr). It follows from 9.4 that there is a δ/2-G-multiplicative
contractive completely positive linear map L2 : C(X)→ P1MR(C(Ω))P1 such that
[L2]|P = κ1|P and L‡2|J(Zr) = λ1. (e 9.397)
We then define
L = L1 + L2.
It is ready to verify that L, N1 and N2 meet all the requirements.
The following is a variation of a result of L. Li of [19].
Lemma 9.7. Let X be a path connected compact metric space, let ǫ > 0 and let F ⊂ C(X)s.a. be
a finite subset, there exist a unital homomorphism ϕ1 : C(X)→ C([0, 1]) and an integer N ≥ 1
satisfying the following, if P ∈Mr(C(Y )) is a projection with
rankP (y) ≥ N(dimY + 1) for all y ∈ Y (e 9.398)
and λ : Aff(T (C(X))) → Aff(T (PMr(C(Y ))P )) is a unital positive linear map, where Y is a
compact metric space, then there is unital homomorphism ϕ2 : C([0, 1]) → PMr(C(Y ))P such
that
|τ ◦ ϕ2 ◦ ϕ1(f)− λ(f)(τ)| < ǫ for all f ∈ F (e 9.399)
and for all τ ∈ T (PMr(C(Y ))P ).
Proof. It follows from Lemma 2.9 of [19] that there exist a continuous map α : [0, 1] → X and
a unital positive linear map γ : C([0, 1]) → C(X) such that
|τ(γ(f ◦ α))− τ(f)| < ǫ/2 for all f ∈ F (e 9.400)
and for all τ ∈ T (C(X)). Define ϕ1 : C(X)→ C([0, 1]) by ϕ1(f) = f ◦α for all f ∈ C(X). Let N
be given by Corollary 2.6 of [19] for X = [0, 1], ǫ/2 and for finite subset G = {f ◦α : f ∈ F}. We
will identify C([0, 1])s.a. with Aff(T (C([0, 1]))) and C(X)s.a. with Aff(T (C(X))). By applying
Corollary 2.6 of [19], one obtains a unital homomorphism ϕ2 : C([0, 1]) → PMr(C(X))P such
that
|τ ◦ ϕ2(g)− λ ◦ γ(g)(τ)| < ǫ/2 for all g ∈ G (e 9.401)
and all τ ∈ T (PMr(C(Y ))P ). Then
|τ(ϕ2 ◦ ϕ1(f))− λ(f)(τ)| ≤ |τ ◦ ϕ2(f ◦ α)− λ ◦ γ(f ◦ α)(τ)| (e 9.402)
+|λ ◦ γ(f ◦ α)(τ) − λ(f)(τ)| (e 9.403)
< ǫ/2 + ǫ/2 = ǫ (e 9.404)
for all f ∈ F and for all τ ∈ T (PMr(C(Y ))P ).
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Lemma 9.8. Let 1 > ǫ > 0, Y be a finite CW complex, r ≥ 1 be an integer and C =
PMm(C(Y ))P for some projection P ∈ Mm(C(Y )) such that rankP (y) ≥ (6π/ǫ)(dimY + 1)
and m ≥ rankP (y) for all y ∈ Y. Suppose that u ∈ U(Mr(C)) with [u] = 0 in K1(C) such that
uk ∈ CU(Mr(C)) for some integer k ≥ 1, then
dist(u, 1Mr(C)) < ǫ/r in(U(Mr(C))/CU(Mr(C))).
Proof. Since rankP ≥ 6π(dimY + 1), u ∈ U0(Mr(C)) (see [47]). Write u =
∏s
j=1 exp(
√−1hj),
where hj ∈Mr(C)s.a., j = 1, 2, ..., s. Since uk ∈ CU(Mr(C)),
det(uk(y)) = 1 for all y ∈ Y.
It follows that
(
1
2π
√−1)
s∑
j=1
Tr(hj)(y) = I/k for y ∈ Y, (e 9.405)
where I(y) is an integer for all y ∈ Y. Note that I/k is a continuous function on Y. Let Y = Y1⊔
Y2⊔· · ·⊔Yl, where each Yi is connected, i = 1, 2, ..., l. It follows that I(y)/k is a constant integer
on each Yi, i = 1, 2, ..., l. For each i, define fi to be a number in [−π, π] so that exp(
√−1fi) =
exp(
√−1l(y)π/k) for y ∈ Y. Define
v(y) = exp(−√−1fi/rrankP (y)) for all y ∈ Y. (e 9.406)
It is a unitary in U0(Mr(C)). Then
‖v − 1Mr(C)‖ < ǫ/r. (e 9.407)
On the other hand,
det((vu(y))) = 1 for all y ∈ Y. (e 9.408)
Therefore, by 2.11, vu ∈ SUr(C)∩U0(Mr(C)) ⊂ CU(Mr(C)). It follows from this and (e 9.407)
that
dist(u, 1Mr(C)) ≤ dist(v, 1Mr(C)) < ǫ/r. (e 9.409)
Theorem 9.9. Let X = X1⊔X2⊔· · ·⊔Xs be a finite CW complex with dimension d ≥ 0, where
each Xi is a connected finite CW complex and let kerρC(X) = Z
k ⊕ Tor(K0(C(X))). Suppose
that {g1, g2, ..., gk} is the standard generators for Zk.
For any ǫ > 0, any finite subset G ⊂ C(X), any finite subset P ⊂ K(C(X)), any finite subset
H ⊂ C(X)s.a., any σ1, σ2 > 0, any finite subset of U ⊂ U(Md(C(X))), and any integer S ≥ 1,
there exists an integer N satisfying the following:
For any finite CW complex Y, any κ ∈ HomΛ(K(C(X)),K(C(Y ))) with κ([1C(Xi)]) = [Pi]
for some projection Pi ∈ Mm(C(Y )) (and for some integer m ≥ 1), such that P = P1 + P2 +
· · · + Ps ∈Mm(C(Y )) is a projection, and rankPi(y) ≥ max{NK, N(dimY + 1)} for all y ∈ Y,
where
K = max
1≤i≤k
{sup{|ρC(Y )(κ(gi))(τ)| : τ ∈ T (C(Y ))}},
for any continuous homomorphism
γ : U(Md(C(X)))/CU(Md(C(X))) (e 9.410)
→ U(Md(PMm(C(Y ))P ))/CU(Md(PMm(C(Y ))P )) (e 9.411)
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and for any continuous affine map λ : T (PMm(C(Y )P )) → T (C(X)) such that κ, γ and λ
are compatible, then there exists a unital ǫ-G-multiplicative contractive completely positive linear
map Φ : C(X)→ PMm(C(Y ))P such that
[Φ]|P = κ|P , (e 9.412)
dist(Φ‡(z), γ(z)) < σ1 for all z ∈ U and (e 9.413)
|τ ◦Φ(a)− λ(τ)(a)| < σ2 for all a ∈ H. (e 9.414)
If u1, u2, ..., um ∈ U so that [uj] 6= 0 in K1(C(X)) and {[u1], [u2], ..., [um]} generates a free group,
we may require that
Φ‡(uj) = γ(uj), j = 1, 2, ...,m. (e 9.415)
Moreover, one may require that
P = Q0 ⊕ diag(
S1︷ ︸︸ ︷
Q1, Q1, ..., Q1)⊕Q2
for some integer S1 ≥ S, where Q0, Q1 and Q2 are projections in PMm(C(Y ))P, Q0 is unitarily
equivalent to Q1, and Φ = Φ0 ⊕
S︷ ︸︸ ︷
Φ1 ⊕ Φ1 ⊕ ...⊕ Φ1⊕Φ2, Φ0 : C(X) → Q0Mm(C(Y ))Q0, Φ1 =
ψ1 ◦ h, ψ1 : C(J) → Q1Mm(C(Y ))Q1 is a unital homomorphism, h : C(X) → C(J) is a unital
homomorphism, Φ2 = ψ2 ◦ h and ψ2 : C(J) → Q2Mm(C(Y ))Q2 is a unital homomorphism,
where J is a disjoint union of s many unit intervals.
Proof. Without loss of generality, we may assume that G and H are in the unit ball of C(X)
and may assume that H ⊂ G. Moreover, to simplify notation, without loss of generality, we may
also assume that X is connected. Write K1(C(X)) = Z
k1 ⊕ Tor(K1(C(X))). Furthermore, we
may assume that U = U0 ⊔U1 ⊔U2, where U0 ⊂ Aff(T (C(X)))/ρC(X)(K0(C(X))), U1 ⊂ Jc(Zk1)
and U2 ⊂ Jc(Tor(K1(C(X)))). Let H0 ⊂ C(X)s.a. such that
U0 ⊂ H0.
Put H1 = H ∪H0. Let 0 < δ < ǫ. We may also assume that (2δ,G,P) is a KK-triple. Choose
an integer R ≥ 1 such that
1
RS
< min{σ1/8π, σ2/8π}. (e 9.416)
Let N0 (in place of N) be the integer given by 9.7 for ǫ/4S (in place of ǫ) and H1 (in place of
F). Let N1 and N2 be integers given by 9.6 (for δ = ǫ/2). Put
N ′1 = max{N0, 2N1, 2N2, 48π/σ1}.
Define
N = 2(N ′1 + 1)(2RS + 1).
Let κ ∈ KK(C(X), C(Y )) such that κ([1C(X)]) = P for some projection P ∈ Mm(C(Y )) (for
some large m ≥ 1) with rankP (y) ≥ max{NK,N(dimY + 1)}, where
K = max
1≤i≤k
sup{|ρC(Y )(κ(gi))(τ)| : τ ∈ T (C(Y ))}.
To simplify the proof, by considering each connected component separately, we may assume
that Y is connected. Let Q0 ∈ PMm(C(Y ))P be a projection with
rankQ0 = 2max{N1K,N1(dimY + 1)} ≥ N1(K + dimY + 1).
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This is possible because that rankP ≥ max{NK,N(dimY + 1)}. Note that P − Q has rank
larger than 2N ′1RS(dimY + 1). Let P1 = P −Q0. There is R1 < N ′1(dimY + 1) such that
rankP1 − (dimY + 1) = S1N ′1(dimY + 1) +R1 (e 9.417)
for some integer S1 ≥ RS. Then there is a projection P ′1 ≤ P1 such that P ′1 is unitarily equivalent
to
diag(
S1︷ ︸︸ ︷
Q0, Q0, ..., Q0).
Write
P1 =
S1︷ ︸︸ ︷
(Q1, Q1, ..., Q1)⊕Q2,
where Q1 is unitarily equivalent to Q0 and Q2 . Q1, where Q2 has rank R1 + dimY + 1. Note
that
rankQ0 + rank(Q2)
rankP
< min{σ1/4, σ2/4}. (e 9.418)
For any integer r ≥ 1, let Γ : T (Mr(C(Y ))→ T (PMm(C(Y ))P ) be the map defined by
Γ(τ)(a) =
∫
Y
tr(a)dµτ (e 9.419)
for all τ ∈ T (C(Y )) and all a ∈ PMm(C(Y ))P, where µτ is the probability measure induced by
τ and where tr is the normalized trace on MrankP . Since the rank Q1 is at least N0(dimY + 1),
it follows from 9.7 that there are unital homomorphisms h : C(X) → C([0, 1]), ψ1 : C([0, 1]) →
Q1Mm(C(Y ))Q1 and ψ2 : C([0, 1])→ Q2Mm(C(Y ))Q2 such that
|τ ◦ ψ1 ◦ h(a)− λ ◦ Γ(τ)(a)| < min{σ1, σ2}/2S (e 9.420)
for all a ∈ H1 and all τ ∈ T (Q1Mm(C(Y ))Q1), where λ is given by the theorem. Define
Φ1 = ψ1 ◦ h and Φ2 = ψ2 ◦ h. Define Ψ : C(X)→ P1Mm(C(Y ))P1 by Ψ =
S1︷ ︸︸ ︷
(Φ1,Φ1, ...,Φ1)⊕Φ2.
Let κ1 = κ− [Ψ]. Let
Λ : U(Q0Mm(C(Y ))Q0)/CU(Q0Mm(C(Y ))Q0)→ U(PMm(C(Y ))P )/CU(PMm(C(Y ))P )
be the isomorphism induced by u 7→ (P −Q0)+u for all unitaries u ∈ U(Q0Mm(C(Y ))Q0). De-
fine Λ′ : U(P1Mm(C(Y ))P1)/CU(P1Mm(C(Y ))P1) → U(PMm(C(Y ))P )/CU(PMm(C(Y ))P )
similarly. Define γ1 = Λ
−1 ◦ (γ − Λ′ ◦ Ψ‡). Then, by applying 9.6, we obtain a unital ǫ/2-G-
multiplicative contractive completely positive linear map Ψ1 : C(X) → Q0Mm(C(Y ))Q0 such
that
[Ψ1]|P = κ1|P and Ψ‡1|J(Zk1 ) = γ1|J(Zk1 ). (e 9.421)
Put C = PMm(C(Y ))P. Define Φ = Ψ1 ⊕Ψ. It is clear that
[Φ]|P = [Ψ1]|P + [Ψ]|P (e 9.422)
= κ1|P + [Ψ]|P = κ|P . (e 9.423)
It follows from (e 9.420) that
|τ ◦ Φ(a)− λ(τ)(a)| < min{σ1/2, σ2} (e 9.424)
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for all a ∈ H1 and τ ∈ T (C). It follows from (e 9.421) that
Φ‡(z) = γ(z) for all z ∈ U1. (e 9.425)
Let JC : K1(C)→ U(C)/CU(C) be the homomorphism defined in 2.7 which splits the following
short exact sequence:
0→ Aff(T (C))/ρC(Y )(K0(C))→ U(C)/CU(C)→ K1(C)→ 0. (e 9.426)
(It should be noted that rankP ≥ N ′1(dimY + 1).) Let z ∈ U2 and let v0, v1 ∈ U(C) such that
v0 = λ(z) and v1 = Φ
‡(z). Since γ is compatible with κ, we have
v∗0v1 ∈ U0(C) and (λ(z∗)Φ‡(z))k = 1C in U(C)/CU(C) for all z ∈ U1. (e 9.427)
Since N1 ≥ 48π/σ1, by 9.8,
dist(λ(z),Φ‡(z)) < σ1/2 for all z ∈ U2. (e 9.428)
Now for z ∈ U0, by (e 9.425),
dist(Φ‡(z), γ(z)) < σ1 for all z ∈ U0. (e 9.429)
The lemma follows.
Corollary 9.10. In the statement of 9.9, let ξi ∈ Xi be a point and X ′i = Xi\{ξi}, i = 1, 2, ..., s.
Let C = PMm(C(Y ))P. Suppose that, in addition, Y is connected, Y0 = Y \{y0} for some point
y0 ∈ Y,
κ|K(C(X′i)) ∈ KK(C0(X
′
i), C0(Y0)), (e 9.430)
κ(F3K∗(C(X))) ⊂ F3K∗(C), κ|FmK∗(C(X)) = 0 for all m ≥ 4, (e 9.431)
κ|K∗(C(X),Z/kZ) = 0 for all k ≥ 1 and (e 9.432)
λ(SUd(C(X))/CU(Md(C(X)))) ⊂ SUd(C)/CU(Md(C)). (e 9.433)
Then Φ and Φ0 can be required to be homomorphisms.
Proof. The proof is exactly same but applying 9.5 instead of 9.4.
Corollary 9.11. Let Ω = Ω1⊔Ω2⊔· · ·⊔Ωs be a disjoint union of connected finite CW complexes.
Suppose that X = Ω × T has dimension d + 1 and Xj = Ωj × T, j = 1, 2, ..., s. Then Theorem
9.9 holds for this X with d in the statement replaced by d+ 1 and with the following additional
requirements. Suppose that P = P0 ⊔ β(P1), where P0,P1 ⊂ K(C(Ω)) are finite subsets and
suppose Ub ⊂ Jc(β(F2K0(C(Ω)))) ∩ U is a finite subset such that, in addition,
κ|β(P1) = 0 and γ|Ub = 0. (e 9.434)
Then, one can further require that
P0 = P00 ⊕ P01 and Φ0 = Φ00 ⊕ Φ01, (e 9.435)
where P00, P0,1 ∈Mm(C(Y )) are projections, Φ00(f⊗g) =
∑s
j=1 f(ξj)q0,j ·hj(g) for all f ∈ C(Ω)
and g ∈ C(T), ξj ∈ Ωj is a point, q0,j ∈ Mm(C(Y )) is a projection with
∑s
j=1 q0,j = P00, hj :
C(T)→ q0,jMm(C(Y ))q0,j is a homomorphism (j = 1, 2, ..., s) with hj(z) ∈ U0(q0,jMm(C(Y ))q0,j)
(j = 1, 2, ..., s), Φ01(f ⊗ g) =
∑s
j=1 Lj(f) · g(1)q1,j for all f ∈ C(Ω) and g ∈ C(T), 1 ∈
T is the point, q1,j ∈ Mm(C(Y )) is a projection with
∑s
j=1 q1,j = P01, and Lj : C(Ω) →
q1,jMm(C(Y ))q1,j is a unital contractive completely positive linear map.
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Proof. Note that, as in the proof of 9.9, one may assume that Ω is connected. Write K1(C(X)) =
Z
k1 ⊕ Tor(K1(C(X))). Note that
β(F2K0(C(Ω))) ⊂ F3K1(C(X)).
In that case, one may assume that
U = U00 ⊔ U01 ⊔ U01t ⊔ U11 ⊔ U ′b,
where
U00 ⊂ Aff(T (C(X)))/ρC(X)(K0(C(X)), (e 9.436)
U01 ⊂ {u⊗ 1C(T) : u ∈ U(M3(d+1)(C(Ω))) and [u] ∈ Zk ⊂ K1(C(X))}, (e 9.437)
U01t ⊂ {u⊗ 1C(T) : u ∈ U(M3(d+1)(C(Ω))) and [u] ∈ Tor(K1(C(X))} (e 9.438)
U11 = {1⊗ z} and U ′b = Ub. (e 9.439)
To simplify notation further, we may assume that Ub = {x1, x2, ..., xn(b)}, where xi ∈ U(M6(d+1)(C(X)))
such that there exists a unital homomorphism
Hi :M2(C(S
3))→ U(M6(d+1)(C(X)))
such that Hi(ub) = xi, i = 1, 2, ..., n(b). By the assumption, κ([xi]) = 0, i = 1, 2, ..., n(b). In the
proof of 9.9, we choose R so that
1/RS < min{σ1/16, σ2/16}.
We also choose Q0 so that rankQ0 = N1K(dimY +1)+1. Let Q00 ≤ Q0 have rank N1K(dimY )
and Q01 have rank one. We proceed with the proof and construct Φ1, Φ2 and Ψ. Since both Φ1
and Φ2 are homomorphisms which factor through C(J), by 2.17,
Ψ‡(x) = 0 for all x ∈ Ub. (e 9.440)
Let γ1 = Λ
−1(γ − Λ′ ◦ Ψ‡) (as γ1 in the proof of 9.9). We then proceed to construct
L : C(Ω)→ Q00Mm(C(Y ))Q00 the same way as Ψ1 in the proof of 9.9 so that
[L]|P0 = κ1|P0 and (L)‡|U01 = γ1|U01 . (e 9.441)
Define Φ01 : C(X) → Q00Mm(C(Y ))Q00 by Φ01(f ⊗ g) = L(f) · g(1)Q00 for all f ∈ C(Ω) and
g ∈ C(T), where 1 ∈ T is a point. Note that
Φ‡01(x) = 0 for all x ∈ Ub. (e 9.442)
Now define h : C(T) → Q01Mm(C(Y ))Q01 by h(g) = g(x) for all g ∈ C(T), where x ∈
U0(Q01Mm(C(Y ))Q01) is a unitary so that
x¯ = γ1(1C(Ω) ⊗ z). (e 9.443)
Define Φ00 : C(X) → Q01Mm(C(Y ))Q01 by Φ00(f ⊗ g) = f(ξ)Q01 · h(g) for all f ∈ C(Ω) and
for all g ∈ C(T), where ξ ∈ Ω is a point. We also have that
Φ‡00|Ub = 0. (e 9.444)
We then define Φ0 = Φ00 ⊕ Φ01 and Φ = Ψ⊕ Φ0 ⊕Ψ⊕ Φ2. As in the proof of 9.9, we have
dist(λ(x),Φ‡(x)) < σ1 for all x ∈ U01t. (e 9.445)
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We have, for all x ∈ U , as in the proof of 9.9,
dist(λ(x),Φ‡(x)) < σ1 for all x ∈ U . (e 9.446)
The rest of the requirements are now are readily checked.
Theorem 9.12. Let X be a compact metric space such that C(X) = limn→∞(C(Xn), ψn), where
each Xn is a finite CW complex and ψn : C(Xn) → C(Xn+1) is a unital homomorphism and
let ϕn,∞ : C(Xn) → C(X) be the unital homomorphism induced by the inductive limit system.
For any ǫ > 0, any finite subset G ⊂ C(X), any finite subset P ⊂ K(C(X)), any finite subset
H ⊂ C(X)s.a., any σ1, σ2 > 0, any finite subset U ⊂ U(Mr(C(X))) (for some integer r ≥ 1)
and any integer L1 ≥ 1, there exists an integer n ≥ 1 such that P ⊂ [ϕn,∞](K(C(Xn)), a finite
set of mutually orthogonal projections q1, q2, ..., qs ∈ C(Xn) with 1C(Xn) = q1 + q2 + · · · + qs,
a finite subset g1, g2, ..., gk which generates Z
k such that kerρK0(C(X)) ∩ P is contained in a
finitely generated subgroup G0 = Z
k ⊕ Tor(G0), an integer N ≥ 1 and a finitely generated
subgroup G1 ⊂ U(Ml(C(X)))/CU(Ml(C(X))) (for some l) with U ⊂ G1, Π|G1 is injective and
Π(G1) ⊂ (ψn,∞)∗1(K1(C(Xn))) satisfying the following:
For any finite CW complex Y, any κ ∈ HomΛ(K(C(Xn)),K(C)) with κ([qi]) = [Pi] for some
projection Pi ∈Mm(C(Y )) (and for some integer m ≥ 1), P = P1 + P2 + · · ·+ Ps ∈Mm(C(Y ))
is a projection, rankPi(y) ≥ max{NK,N(dimY + 1)} for all y ∈ Y, where C = PMm(C(Y ))P,
and where
K = max
1≤i≤k
{sup{|ρC(κ(g′i))(τ)| : τ ∈ T (C)}},
gi = (ψn,∞)∗0(g′i) for some g
′
i ∈ K0(C(Xn)), i = 1, 2, ..., k, for any continuous homomorphism
γ : G1 +Aff(T (C(X)))/ρ(K0(C(X))) (e 9.447)
→ U(Ml(C))/CU(Ml(C)) (e 9.448)
and for any continuous affine map λ : T (C) → T (C(X)) such that ρC(X)([ψn,∞(qi)])(λ(τ)) =
ρC([Pi])(τ) for all τ ∈ T (C), κ([ψn,∞](ξ)) = Π(γ(g)) for all g ∈ G1 and ξ ∈ K1(C(Xn)) with
[ψn,∞](ξ) = g, and that λ and γ are compatible, then there exists a unital ǫ-G-multiplicative
contractive completely positive linear map Φ : C(X)→ PMm(C(Y ))P such that
[Φ ◦ ψn,∞] = κ, (e 9.449)
dist(Φ‡(x), γ(x)) < σ1 for all x ∈ U and (e 9.450)
|τ ◦ Φ(a)− λ(τ)(a)| < σ2 for all a ∈ H. (e 9.451)
Moreover, one may require that
P = Q0 ⊕ diag(
L1︷ ︸︸ ︷
Q1, Q1, ..., Q1)⊕Q2,
where Q0, Q1 and Q2 are projections in PMm(C(Y ))P, Q0 is unitarily equivalent to Q1, and
Φ = Φ0 ⊕
L1︷ ︸︸ ︷
Φ1 ⊕ Φ1 ⊕ ...⊕ Φ1⊕Φ2, where L1 ≥ L is an integer, Φ0 : C(X) → Q0Mm(C(Y ))Q0,
Φ1 = ψ1 ◦ ϕ0, ψ1 : C(J) → Q1Mm(C(Y ))Q1 is a unital homomorphism, ϕ0 : C(X) → C(J)
is a unital ǫ-G-multiplicative contractive completely positive linear map, Φ2 = ψ2 ◦ ϕ0 and ψ2 :
C(J)→ Q2Mm(C(Y ))Q2 is a unital homomorphism, where J is a disjoint union of s many unit
intervals.
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Proof. Fix ǫ > 0 and a finite subset G ⊂ C(X). Without loss of generality, we may assume that
H ⊂ G and G are in the unit ball of C(X).
We first prove the case that X is a compact subset of a finite CW complex of dimension d.
Since we assume that, in this case, dimXn = d, the embedding from
U(Md(C(X)))/CU(Md(C(X)))
into U(Mn(C(X))/CU(Mn(C(X))) is an isomorphism for all n ≥ d. We may assume that
U ⊂ U(Md(C(X))), without loss of generality.
There is a sequence of decreasing finite CW complexes {Xn} of dimension d such that
∩nXn = X. Write C(X) = limn→∞(C(Xn), rn), where rn : C(Xn) → C(X) is defined by
rn(f) = f |X for all f ∈ C(Xn), n = 1, 2, .... Let (δ,G,P) be a KL-triple. We may assume that
δ < min{ǫ, σ1/18(d + 1)2, σ2/18(d + 1)2}.
By 2.6 of [36], there exists an integer n0 ≥ 1 such that there is a unital δ/4-G-multiplicative
contractive completely positive linear map Ψ : C(X)→ C(Xn0) such that
‖rn0 ◦Ψ(g) − g‖ < δ/4 for all g ∈ G. (e 9.452)
We may assume that P ′ ⊂ K(C(Xn0)) is a finite subset such that
[rn0 ](P ′) = P. (e 9.453)
Suppose that p, q ∈Mm(C(X)) are two projections such that τ ⊗ Tr(p) = τ ⊗ Tr(q) for all
τ ∈ T (C(X)), where Tr is the standard trace on Mm. Then, Tr(p(x)) = Tr(q(x)) for all x ∈ X.
With sufficiently large n0, we may assume that there are projections p
′, q′ ∈Mm(C(Xn0)) such
that p′|X = p and q′|X = q. Since Tr(p) and Tr(q) are integer valued continuous functions on
Xn0 , there is n
′
0 ≥ n0 such that
Tr(p′(x)) = Tr(q′(x)) for all x ∈ Xn′0 . (e 9.454)
Therefore, by choosing larger n0, we may assume that
Tr(p′(x)) = Tr(q′(x)) for all x ∈ Xn0 . (e 9.455)
Let G′0 be the subgroup generated by kerρC(X) ∩ P. From the above (see (e 9.455)), we may
assume, by choosing larger n0, that
G′0 ⊂ (rn0)∗0(kerρC(Xn0 )). (e 9.456)
We may write
kerρC(Xn0 ) = Z
k1 ⊕ Tor(K0(C(Xn0))). (e 9.457)
Let s1, s2, ..., sk1 be free generators of Z
k1 . We may write that
(rn0)∗0(si) = gi, i = 1, 2, ..., k and (rn0)∗0(sj) = 0 for all j ≥ k + 1. (e 9.458)
Thus we may write
G0 = (rn0)∗0(kerρC(Xn0 )) = Z
k ⊕ Tor(G0). (e 9.459)
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We may also assume that there exists U ′ ⊂ U(Md(C(Xn0))) such that rn0(U ′) = U . Let G′ ⊂
C(Xn0) be a finite subset such that rn0(G′) = G and let H′ ⊂ C(Xn0)s.a. be a finite subset such
that rn0(H′) = H and they are all in the unit ball of C(Xn0). We may assume that, by (e 9.452),
[rn0 ◦Ψ]|P = [idC(X)]|P and (rn0 ◦Ψ)‡|U = (idC(X))‡|U . (e 9.460)
Suppose that Xn0 = Xn0,1 ⊔Xn0,2 ⊔ · · · ⊔Xn0,s is a finite disjoint union of clopen subsets. Let
qj = 1C(Xn0,j), j = 1, 2, ..., s. Let L1 ≥ 1. Let N ≥ 1 be given by 9.9 for Xn0 (in place of X), δ/4
(in place of ǫ), G′ (in place of G), P ′ (in place of P), U ′ (in place of U), σ1/4 (in place of σ1)
and σ2/4 (in place of σ2) and L1. We choose G1 = Jc((rn0)∗1(K1(C(Xn0)))), where Jc may be
chosen to be as in 2.15. Note that l can be chosen to be dimXn0 + 1.
Now suppose that κ is given as in the theorem (for the above gi, i = 1, 2, ..., k, and qj,
j = 1, 2, ..., s) and L1 ≥ 1 is given.
By applying 9.9, there is a unital δ/4-G′-multiplicative contractive completely positive linear
map F : C(Xn0)→ PMm(C(Y ))P such that
[F ]|P ′ = κ|P ′ , (e 9.461)
dist(F ‡(z), γ ◦ r‡n0(z)) < σ1/4 for all z ∈ U ′ and (e 9.462)
|τ ◦ F (a)− λ(τ)(rn0(a))| < σ2/4 for all a ∈ H′, (e 9.463)
where P = P1 + P2 + · · ·Ps, [Pj ] = κ([qj ]) and rankPi(y) ≥ max{NK,N(dimY + 1)} for all
y ∈ Y, j = 1, 2, ..., s. Moreover, as in the proof of 9.9, P = Q0 ⊕ diag(
L1︷ ︸︸ ︷
Q1, Q1, ..., Q⊕Q2, as
required, and
F = Ψ0 ⊕
L1︷ ︸︸ ︷
Ψ1,Ψ1, ...,Ψ1⊕Ψ2,
where Ψ0 : C(Xn0) → Q0Mm(C(Y ))Q0 is a unital δ/4-G′-multiplicative contractive completely
positive linear map Ψ1 = ψ
′
1 ◦ h and Ψ2 = ψ′2 ◦ h, where h : C(Xn0)→ C(J) is a unital homo-
morphism and J is a disjoint union of finitely many intervals, ψ′1 : C(J) → Q1Mm(C(Y ))Q1
and ψ′2 : C(J)→ Q2Mm(C(Y ))Q2 are unital homomorphisms.
Define Φ = F ◦Ψ. It follows that
[Φ]|P = κ|P , (e 9.464)
dist(Φ‡(z), γ(z)) < σ1 for all z ∈ U and (e 9.465)
|τ ◦ F (a)− λ(τ)(a)| < σ2 for all a ∈ H. (e 9.466)
For the general case, we may write that C(X) = ∪∞n=1C(Xn), where each Xn is a compact
subset of a finite CW complex. For any η > 0 and any finite subset F ⊂ C(X), we may assume
that F ⊂ C(Xn1) for some n1 ≥ 1 with an error within η/2. Then, by 2.3.13 of [23], there is
an integer n2 ≥ 1 and a unital η/4-multiplicative contractive completely positive linear map
Ψ′ : C(X)→ C(Xn2) such that
‖rn2 ◦Ψ′(f)− f‖ < η/4 for all f ∈ F . (e 9.467)
With sufficiently small η and large F , by considering maps from C(Xn2), one sees that the
general case follows from the case that X is a compact subset of a finite CW complex.
Corollary 9.13. Let Ω be a compact metric space and let X = Ω× T. Then 9.12 holds for this
X. Suppose also that P = P0 ⊔ β(P1), where P0, P1 ⊂ [ψn,∞](K(C(Xn))) are finite subsets and
suppose that Ub ⊂ Jc(β(F2K0(C(Ω)))) ∩ U is a finite subset such that, in addition,
κ|β(P1) = 0 and γ|Ub = 0. (e 9.468)
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Then, one may further requite that
P0 = P00 ⊕ P01 and Φ0 = Φ00 ⊕ Φ01, (e 9.469)
where P00, P0,1 ∈Mm(C(Y )) are projections, Φ00(f⊗g) =
∑s
j=1 f(ξj)q0,j ·hj(g) for all f ∈ C(Ω)
and g ∈ C(T), ξj ∈ Ωj is a point, q0,j ∈ Mm(C(Y )) is a projection with
∑s
j=1 q0,j = P00,
hj : C(T) → q0,jMm(C(Y ))q0,j is a homomorphism with hj(z) ∈ U0(q0,jMm(C(Y ))q0,j) (j =
1, 2, ..., s), Φ01(f ⊗ g) =
∑s
j=1 Lj(f) · g(1)q1,j for all f ∈ C(Ω) and g ∈ C(T), 1 ∈ T is a point,
q1,j ∈Mm(C(Y )) is a projection with
∑s
j=1 q1,j = P01, and Lj : C(Ω)→ q1,jMm(C(Y ))q1,j is a
unital contractive completely positive linear map.
10 The uniqueness statement and the existence theorem for
Bott map
The following is taken from 2.11 of [16].
Theorem 10.1. Let ǫ > 0. Let ∆ : (0, 1) → (0, 1) be an increasing map and let d ≥ 0 be an
integer. There exists η > 0, γ1, γ2 > 0 and a finite subset H ⊂ C(T)s.a. and an integer N ≥ 1
satisfying the following:
Let ϕ,ψ : C(T) → C = PMr(C(Y ))P be two unital homomorphisms for some connected
finite CW complex with dimY ≤ d and rankP ≥ N such that
|τ ◦ ϕ(g) − τ ◦ ψ(g)| < γ1 for all g ∈ H and for all τ ∈ T (C), (e 10.470)
dist(ϕ‡(z¯), ψ‡(z¯)) < γ2, (e 10.471)
µτ◦ϕ(Ir) ≥ ∆(r) for all τ ∈ T (C) (e 10.472)
and for all open arcs Ir with length r ≥ η. Then there exists a unitary u ∈ C such that
‖u∗ϕ(z)u − ψ(z)‖ < ǫ. (e 10.473)
(Here z ∈ C(T) is the identity map on the unit circle.)
Proof. The proof of 2.11 of [16] does not need the assumption that dimY ≤ 3. The main technical
lemma used in the proof was 4.47’ of [18] which is a restatement of 4.47 which stated without
assuming dimY ≤ 3. Perhaps, a quick way to see this is to refer to the proof of Theorem 3.2
of [35] which is a modification of that of 2.11 of [16]. Again, note that Lemma 3.1 of [35] is
another restatement of 4.47’ of [18] which, as mentioned above, is a restatement of 4.47 of [18].
So Lemma 3.1 of [35] holds without assuming d = dimY ≤ 3. However the integer L in Lemma
3.1 depends on d. There are two occasions that “since dimY ≤ 3” appears in the proof of 3.2 of
[35]. In both cases, we can simply replace 3 by d, in the next line (i.e., replace 3k0m1 by dk0m1
and replace 3k0l1 by dk0l1). Note also, since X = T, Ki(C(X)) has no torsion. Therefore, we
do not need Dj (j ≥ 2) in the modification. The same simple modification of proof of 2.11 of
[16] also leads to this lemma.
Remark 10.2. Note that the above lemma also holds if ϕ and ψ are assumed to be unital
δ-G-multiplicative contractive completely positive linear maps, where δ > 0 and finite subset
G ⊂ C(T) depend on ǫ, since C(T) is weakly semi-projective.
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Corollary 10.3. Let X be a compact metric space, let F ⊂ C(X) be a finite subset, let ǫ > 0
be a positive number and let d ≥ 1. Let ∆ : (0, 1) → (0, 1) be a nondecreasing map. Let U ⊂
Mm(X)(C(X)) be a finite subset of unitaries which represent non-zero elements in K1(C(X)).
There exist η > 0, γ1 > 0, γ2 > 0, δ > 0, a finite subset G ⊂ C(X) and a finite subset
P ⊂ K(C(X)), a finite subset H ⊂ C(X)s.a., a finite subset V ⊂ K1(C(X)) ∩ P, an integer
N ≥ 1 satisfying the following: For any finite CW complex Y with dimY ≤ d, any projection
P ∈Mm(C(Y )) with rankP (y) ≥ N for all y ∈ Y and two unital δ-G-multiplicative contractive
completely positive linear maps ϕ,ψ : C(X)→ C = PMm(C(Y ))P such that
[ϕ]|P = [ψ]|P , (e 10.474)
µτ◦ϕ(Or) ≥ ∆(r), µτ◦ψ(Or) ≥ ∆(r), (e 10.475)
for all τ ∈ T (Mn(C(Y ))) and for all r ≥ η,
|τ ◦ ϕ(g) − τ ◦ ψ(g)| < γ1 for all g ∈ H and (e 10.476)
dist(〈ϕ(u)〉, 〈ψ(u)〉) < γ2 for all u ∈ Jc(G(V))(V), (e 10.477)
there exists, for each v ∈ U , a unitary w ∈Mm(X)(C) such that
‖w(ϕ ⊗ idm(X)(v))w∗ − (ψ ⊗ idm(X))(v)‖ < ǫ. (e 10.478)
Proof. Fix v ∈ U . Let r ∈ (0, 1). Choose a r/2-dense set {s1, s2, ..., sn} in T. Let fj be in C(T)+
such that 0 ≤ fj ≤ 1, fj(s) = 1 if |sj − s| ≤ r/5 and fj(s) = 0 if |sj − s| ≥ r/2, j = 1, 2, ..., n.
Let Tr = {τ ∈ T (C(X)) : µτ (Or) ≥ ∆(r)}. It is easy to see that Tr is a compact subset of
T (C(X)) (in the weak*-topology). Let
Ir = {f ∈ C(X) : τ(f∗f) = 0 for all τ ∈ Tr}.
Then Ir is a closed two-sided ideal of C(X). Put
Jr = {f ∈Mm(X)(C(X)) : (τ ⊗ Trm(X))(f∗f) = 0 for all τ ∈ Tr}.
Note that Jr ⊂ Jr′ if 0 < r′ < r and it is easy to check that ∩1>r>0Jr = {0}. There is
1 > F1(r) > 0 such that
π(fj(v)) 6= 0, j = 1, 2, ..., n, (e 10.479)
where π : Mm(X)(C(X)) → Mm(X)(C(X))/JF1(r) is the quotient map. Therefore τ(fj(v)) > 0
for all τ ∈ TF1(r). Define
∆v(r) = inf{τ(fj(v)) : τ ∈ TF1(r), j = 1, 2, ..., n}. (e 10.480)
Since TF1(r) is compact, ∆v(r) > 0. We note that
µτ (Or) ≥ ∆v(r) (e 10.481)
for all open arcs Or. Define ∆1 : (0, 1) → (0, 1) by ∆1(r) = inf{v∈U}∆v(r). Then ∆1 is an
increasing map.
Now let η1 > 0 (in place of η), γ
′
1 > 0 (in place of γ1), γ2 > 0, H1 (in place of H) be a finite
subset and N ≥ 1 be an integer required by 10.1 for ∆1 and ǫ given. Also let δ1 > 0 (in place
of δ) and G1 (in place of G) be finite subset given by 10.2 for ǫ.
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Choose 1 > η > 0 so that η < F1(η1). Choose γ1 = γ
′
1/m(X) and
H = {hi,i ∈ C(X)s.a : (hi,j) = h(v) for some h ∈ H and v ∈ U}.
Choose δ = δ1/m(X)
2 and
G = {gi,j : (gi,j) = g(v) for some g ∈ G and v ∈ U}.
Choose a finite subset P ⊂ K(C(X)) so that it contains [idC(X)] ∈ K0(C(X)) and {[v] ∈
K1(C(X)) : v ∈ U}. Choose V = U .
Now, if ϕ,ψ : C(X)→ C = PMm(C(Y ))P are as described in the lemma, where rankP ≥ N,
and dimY = d, which satisfy the assumption for the above chosen η, γ1, γ2, δ, G, H, P, V
and N, define λv : C(T) → Mm(X)(C(X)) by λv(f) = f(v) for all f ∈ C(T). Define ϕv =
(ϕ ⊗ idMm(X)) ◦ λv and ψv : (ψ ⊗ idMm(X)) ◦ λv. Then we apply 10.2 to ϕv and ψv. The lemma
follows.
Lemma 10.4. (Uniqueness statement for dimY ≤ d) Let X be a compact metric space, let
F ⊂ C(X) be a finite subset and let ǫ > 0 be a positive number. Let d ≥ 0 be an integer and
let ∆ : (0, 1) → (0, 1) be a nondecreasing map. There exist η > 0, γ1 > 0, γ2 > 0, δ > 0,
a finite subset G ⊂ C(X) and a finite subset P ⊂ K(C(X)), a finite subset H ⊂ C(X)s.a.,
a finite subset V ⊂ K1(C(X)) ∩ P, an integer N ≥ 1 and an integer K ≥ 1 satisfying the
following: For any finite CW complex Y with dimY ≤ d, any projection P ∈ Mm(C(Y )) with
rankP (y) ≥ N for all y ∈ Y and two unital δ-G-multiplicative contractive completely positive
linear maps ϕ,ψ : C(X)→ C = PMm(C(Y ))P such that
[ϕ]|P = [ψ]|P , (e 10.482)
µτ◦ϕ(Or) ≥ ∆(r), µτ◦ψ(Or) ≥ ∆(r), (e 10.483)
for all τ ∈ T (Mm(C(Y ))) and for all r ≥ η,
|τ ◦ ϕ(g) − τ ◦ ψ(g)| < γ1 for all g ∈ H and (e 10.484)
dist(〈ϕ(u)〉, 〈ψ(u)〉) < γ2 for all u ∈ Jc(G(V)(V) (e 10.485)
(e 10.486)
then there exists a unitary W ∈MK(C) such that
‖Wϕ(K)(f)W ∗ − ψ(K)(f)‖ < ǫ for all f ∈ F , (e 10.487)
where
ϕ(K)(f) = diag(
K︷ ︸︸ ︷
ϕ(f), ϕ(f), ..., ϕ(f)) and ψ(K)(f) = diag(
K︷ ︸︸ ︷
ψ(f), ψ(f), ..., ψ(f))
for all f ∈ C(X).
Lemma 10.4 will be proved in Section 12.
We actually will use a revised version of the above statement:
Lemma 10.5. The same statement 10.4 holds if (e 10.483) is replaced by
µτ◦ϕ(Or) ≥ ∆(r) for all τ ∈ T (PMm(C(Y ))P ). (e 10.488)
58
By the virtue of 3.4 of [36], 10.5 and 10.4 are equivalent.
Lemma 10.6. (Existence statement for dimY = d) Let d ≥ 0 be an integer. Let X be a
compact metric space with C(X) = limn→∞(C(Xn), ψn), where Xn is a finite CW complex, let
F ⊂ C(X) be a finite subset, let ǫ > 0 and δ0 > 0 be positive numbers. Let ∆ : (0, 1)→ (0, 1) be
a nondecreasing map. For any finite subset P ⊂ K(C(X)) and any finite subset Q ⊂ K0(C(X)),
there exists η > 0, δ > 0 and a finite subset G ⊂ C(X), an integer n0 ≥ 1, an integer N ≥ 1
and an integer K ≥ 1 satisfying the following: For any finite CW complex Y with dimY ≤
d, any unital δ-G-multiplicative contractive completely positive linear map ϕ : C(X) → C =
PMR(C(Y ))P (for some integer R ≥ 1 and a projection P ∈MR(C(X))) such that rankP (y) ≥
max{N,NK1} for all y ∈ Y (for some integer K1 ≥ 0 so that (e 10.490) holds),
µτ◦ϕ(Or) ≥ ∆(r) (e 10.489)
for all balls Or of X with radius r ≥ η and for all τ ∈ T (C), and for any κ ∈ KK(C(Xn0) ⊗
C(T), C(Y )) with
max{|ρC(κ(β(g′i)))(t)| : 1 ≤ i ≤ k and t ∈ T (C)} ≤ K1, (e 10.490)
where g1, g2, ..., gk generates a subgroup which contains the subgroup generated by K1(C(X))∩P,
[ψn0,∞](g′i) = gi for some g
′
i ∈ K1(C(Xn0)), and, for any homomorphism
Γ : G(Q)→ U(Mn(C))/CU(Mn(C)),
where n = max{R(β(G(Q))), d + 1} (see 2.15) and Q ⊂ [ψn0,∞](K0(C(Xn0))) with κ ◦ β|Q =
ΠC ◦ Γ|Q, there exists a unitary u ∈MK(PMR(C(Y ))P ) such that
‖[ϕ(K)(f), u]‖ < ǫ for all f ∈ F , (e 10.491)
Bott(ϕ(K) ◦ ψn0,∞, u) = Kκ ◦ β and (e 10.492)
dist(Bu(ϕ(K), u)(x),KΓ(x)) < δ0 for all x ∈ Q. (e 10.493)
The proof of 10.6 holds for dimY ≤ d under assumption that 10.4 holds for
dimY ≤ d.
Proof. We will apply 9.12 and the assumption that 10.4 holds for all finite CW complexes Y
with dimY ≤ d. To simplify notation, we may assume, without loss of generality, that Y is
connected.
We assume that ǫ < δ0/2. We may assume that 1C(X) ∈ F . Let ∆1(r) = ∆(r/3)/3 for all
r ∈ (0, 1). Let P ⊂ K(C(X)) be a finite subset. Let (ǫ′,G′,β(P)) be aKL-triple for C(X)⊗C(T).
To simplify notation, by choosing a smaller ǫ and larger F , we may assume that (ǫ,F ′,β(P)) is
a KL-triple for C(X) ⊗ C(T), where F ′ = {f ⊗ g : f ∈ F and g ∈ {1C(T), z, z∗}}. To simplify
notation, without loss of generality, we may also assume that Q = K0(C(X)) ∩ P.
There is n′0 ≥ 1 such that P ⊂ [ψn′0,∞](K(C(Xn′0))). Let η1 > 0 (in place of η) be as in 10.4
for ǫ/16, F and ∆1. It follows from 3.4 of [36] that there is finite subset H0 ⊂ C(X)s.a. and
σ0 > 0 such that, for any unital positive linear maps ψ1, ψ2 : C(X) → C (for any unital stably
finite C∗-algebra C),
|τ(ψ1(a))− τ(ψ2(a))| < σ0 for all a ∈ H (e 10.494)
implies that
µτ◦ψ2(Or) ≥ ∆1(r) for all τ ∈ T (C) (e 10.495)
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and all open balls Or of X with r ≥ η1, provided that
µτ◦ψ1(Or) ≥ ∆(r) (e 10.496)
for all open balls Or with radius r ≥ η1/4 and for any tracial state τ of C.
Let η = η1/4. Let γ
′
1 > 0 (in place γ1) and γ
′
2 > 0 (in place γ2) be as given by 10.4 for ǫ/16
(in place of ǫ), X, ∆1. Let σ = min{γ′1/4, γ′2/4, σ0, δ0/2}. Let δ1 > 0 (in place of δ), G1 ⊂ C(X)
(in place of G) be a finite subset, P1 ⊂ K(C(X)) be a finite subset, H ⊂ C(X)s.a. be a finite
subset, V ⊂ K1(C(X)) ∩ P be a finite subset, N1 (in place of N) be an integer and K ≥ 1 be
an integer as given by 10.4 for ǫ/16 (in place of ǫ), F , ∆1 (and for X). We may assume that
F ⊂ G′. Put H1 = H∪H0. Let U be a finite subset of U(ML(C(X))) such that U = Jc(G(V)(V).
Let GU be the subgroup of K1(C(X) ⊗ C(T)) generated by {[u⊗ 1] : u ∈ U}. Let R(GU ) be as
defined in 2.15. We may assume that L ≥ max{n,R(G(U))} ≥ dimY + 1.
Let n0 (in place of n) be an integer, q1, q2, ..., qs ∈ C(Xn0 × T) be a finite set of mutually
orthogonal projections with 1C(Xn0×T) =
∑s
j=1 qj which represent each connected component of
Xn0 × T, s1, s2, ..., sl (in place of g1, g2, ..., gk), G0 and N2 ≥ 1 (in place of N) be the integer
given by 9.12 for X ×T (in place of X), ǫ/16 (in place of ǫ), G2 = G′⊗{1C(T), z, z∗} (in place of
G), P1⊕β(P) (in place of P), H1⊗{1C(T)} (in place of H), U ⊗{1C(T)} (in place of U), σ/L (in
place of σ1 and σ2) and integer L1. We may assume that n0 ≥ n′0. Note that there are mutually
orthogonal projections q′1, q
′
2, ..., q
′
s ∈ C(Xn0) such that qi = q′i ⊗ 1C(T), i = 1, 2, ..., s. We may
assume that
G0 = Z
k1 ⊕ Zk2 ⊕ Tor(G0), (e 10.497)
where Zk1 ⊂ kerρC(X) and Zk2 ∈ β(K1(C(X))). We may further write that Tor(G0) = G00 ⊕
G01, where G00 ⊂ kerρC(X) and G01 ⊂ β(K1(C(X))). We assume that Zk1 is generated by
s1, s2, ..., sk1 and Z
k2 is generated by sk1+1, sk1+2, ..., sk2 . Write sk1+i = β(gi), where gi ∈
K1(C(X)), i = 1, 2, ..., k2. Without loss of generality, to simplify notation, we may assume that
G0 ⊂ [ψn0,∞](K0(C(Xn0)))⊗C(T)), Zk1 ∈ [ψn0,∞](K0(C(Xn0))) and Zk2 ⊂ β([ψn0,∞](K1(C(Xn0)))).
Let s′1, s
′
2, ..., s
′
k1
∈ K0(C(Xn0)) and g′k1+1, g′k1+2, ..., g′k1+k2 ∈ K1(C(Xn0)) such that [ψn0,∞](s′i) =
si, i = 1, 2, ..., k1 and [ψn0,∞](g′i) = gi, i = 1, 2, ..., k2 .
Let N = max{N1, N2(dimY + 1)}. Let δ2 > 0 and G3 ⊂ C(X) be a finite subset such that
for any unital δ2-G3-multiplicative contractive completely positive linear map L′ : C(X) → C ′
(for any unital C∗-algebra with T (C ′) 6= ∅),
τ([L′](sj)) < 1/2N for all τ ∈ T (C ′), j = 1, 2, ...k1, (e 10.498)
(see 10.3 of [34]). We may assume that F ∪G1 ⊂ G3. Let G4 = {f ⊗ g : f ∈ G2, g = 1C(T), z, z∗}.
With even smaller δ2, we may assume that for any unital δ2-G4-multiplicative contractive
completely positive linear map L′′ : C(X) ⊗ C(T) → C ′, [L′′ ◦ ψn0,∞] is well defined on
K(C(Xn0)⊗ C(T)).
Let δ = min{δ1, δ2} and G = F ∪ G1 ∪ G′ ∪ G3 ⊂ C(X). Let K1 ≥ 0 be an integer. Let Y be
a finite CW complex with dimension at most d, let ϕ : C(X)→ C = PMm(C(Y ))P be a unital
δ-G-multiplicative contractive completely positive linear map with rankP ≥ max{N,NK1} and
µτ◦ϕ(Or) ≥ ∆(r) for all τ ∈ T (C) (e 10.499)
and for all open balls Or of X with radius r ≥ η, let κ ∈ KK(C(Xn0) ⊗ C(T), C(Y )) be such
that
|ρC(κ ◦ β(g′i))(t)| ≤ K1 for all t ∈ T (C), (e 10.500)
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i = 1, 2, ..., k2. Note that, by (e 10.498), since rankP ≥ NK1,
|ρC(κ(s′i))(t)| ≤ K1 for all t ∈ T (C), (e 10.501)
i = 1, 2, ..., k1.Without loss of generality, we may assume that ϕ(ψn0,∞(qj)) = Pj is a projection,
j = 1, 2, ..., s, and
∑s
j=1 Pj = idC .
Define κ1 ∈ HomΛ(K(C(Xn0 × T)),K(C(Y ))) by
κ1|K(C(Xn0 )) = [ϕ ◦ ψn0,∞] and κ1|β(K(C(Xn0 ))) = κ|β(K(C(Xn0 ))).
Let Γ be given as in the statement so that ΠC ◦Γ|Q = κ1 ◦β|Q. Define λ : T (C)→ T (C(X×T))
by
λ(τ)(f ⊗ g) = τ(ϕ(f)) · tm(g)
for all τ ∈ T (C) and for all f ∈ C(X) and g ∈ C(T), where tm is the tracial state of C(T)
induced by the normalized Lesbegue measure. One checks that λ is compatible with κ1. Fix a
splitting map JML(C) : K1(C)→ U(ML(C))/CU(ML(C)) (note that L ≥ dimY + 1), we write
U(ML(C))/CU(ML(C)) = Aff(T (ML(C)))/ρML(C)(K0(C))⊕ JML(C)(K1(C)).
Let G1 = GU +β(G(Q)). Note since K1(C(X)⊗C(T)) = K1(C(X))⊕β(K0(X)), we may write
G1 = GU ⊕ β(G(Q)). Note also that we have assumed that
G1 ⊂ [ψn0,∞](K1(C(Xn0)))⊕ β ◦ [ψn0,∞](K0(C(Xn0))).
To simplify notation, we may assume that G1 = [ψn0,∞](K1(C(Xn0)))⊕β◦[ψn0,∞](K0(C(Xn0))).
We note that there is an injective homomorphism Jc : G1 → U(ML(C(X)⊗C(T)))/CU(ML(C(X)⊗
C(T))) such that Π ◦ Jc = idG1 (see 2.15), where Π is defined in 2.15 for C(X) ⊗ C(T).
Let ı : U(Mn(C))/CU(Mn(C)) → U(ML(C))/CU(ML(C)) denote the embedding given by
x→ 1L−n ⊕ x. Define
Γ˜ : J(G1) + Aff(T (ML(C(X × T))))/ρML(C(X×T))(K0(C(X × T)))→ U(ML(C))/CU(ML(C))
as follows. Let Γ1 : G(Q)→ U(ML(C))/CU(ML(C)) be defined by
Γ1 = ı ◦ Γ− JML(C) ◦ κ1 ◦ β|G(Q).
Since Γ and κ1 are compatible, the image of Γ1 is in Aff(T (ML(C)))/ρML(C)(K1(C)). Define
Γ˜(x) = ϕ‡(x) for all x ∈ J(UU ), (e 10.502)
Γ˜(x) = Γ1(Π(x)) for all x ∈ J(β(G(Q))) and (e 10.503)
Γ˜(x) = λ(x) (e 10.504)
for all x ∈ Aff(T (ML(C(X × T))))/ρML(C(X×T))(K0(C(X × T))), where
λ : Aff(T (ML(C(X × T))))/ρML(C(X×T))(K0(C(X × T)))→ (e 10.505)
Aff(T (ML(C)))/ρML(C)(K0(C)) (e 10.506)
is the map induced by λ. Then Γ˜ is continuous, moreover,
κ1 ◦ Π|J([ψn0,∞](K1(C(Xn0⊗C(T)))) = ΠC ◦ Γ˜|J([ψn0,∞](K1(C(Xn0⊗C(T))))),
λ(τ)(ψn0,∞(qj)) = τ(Pj), j = 1, 2, ..., s.
61
It follows from 9.12 that there is δ/4-G-multiplicative contractive completely positive linear
map Φ : C(X)→ C such that
[Φ ◦ ψn0,∞] = κ1 (e 10.507)
dist(〈Φ(x)〉, Γ˜(x)) < σ/L for all x ∈ U ⊗ 1C(T) ∪ J(β(Q)) and (e 10.508)
|τ ◦Φ(a)− λ(τ)(a)| < σ/L for all a ∈ H1 (e 10.509)
and for τ ∈ T (C). From (e 10.508), we also have
dist(〈Φ(x)〉,Γ(x)) < σ for all x ∈ Jc(β(G(Q)))(β(Q))). (e 10.510)
Let ψ = Φ|C(X). Then
[ψ]|P1 = [ϕ]|P1 . (e 10.511)
By (e 10.509) and the choices of H0 and σ0, we have
µτ◦ψ(Or) ≥ ∆1(r) (e 10.512)
for all τ ∈ T (C) and all open balls Or with radius r ≥ η. We also have
|τ ◦ ϕ(a)− τ ◦ ψ(a)| < γ′1 for all a ∈ H and (e 10.513)
dist(ϕ‡(x¯), ψ‡(x¯)) < γ′2 for all x ∈ U . (e 10.514)
It follows from 10.4 that there exists a unitary W ∈MK(C) such that
‖ϕ(K)(f)−W ∗ψ(K)(f)W‖ < ǫ/16 for all f ∈ F . (e 10.515)
Let v be a unitary in C such that
‖v − Φ(1C(T) ⊗ z)‖ < ǫ/4. (e 10.516)
Take u = W ∗diag(
K︷ ︸︸ ︷
v, v, ..., v)W. Since we have assumed that (ǫ,F ′,β(P)) is a KL-triple, this
implies that
Bott(ϕ(K) ◦ ψn0,∞, u)|P = Kκ ◦ β. (e 10.517)
Moreover, by (e 10.510),
Bu(ϕ(K), u)(x),KΓ(Jc(β(x))) < σ < δ0 for all x ∈ Q. (e 10.518)
11 The Basic Homotopy Lemma
In this section we will prove the following statement holds under assumption that 10.4 holds for
all finite CW complexes with dimY ≤ d.
11.1. (Homotopy Lemma for dimY = d) Let d ≥ 0 be an integer, let X be a compact metric
space, let ǫ > 0, let F ⊂ C(X) be a finite subset and let ∆ : (0, 1) → (0, 1) be a nondecreasing
map. Then there exist η > 0, δ > 0, γ > 0, a finite subset G ⊂ C(X) and a finite subset
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P ⊂ K(C(X)), a finite subset Q ⊂ kerρC(X), an integer N ≥ 1 and an integer K ≥ 1 satisfying
the following:
Suppose that Y is a finite CW complex with dimY ≤ d, P ∈Mm(C(Y )) is a projection such
that rankP ≥ N and ϕ : C(X) → C = PMm(C(Y ))P is a unital δ-G-multiplicative contractive
completely positive linear map and u ∈ C is a unitary such that
‖[ϕ(g), u]‖ < δ for all g ∈ G, (e 11.519)
Bott(ϕ, u)|P = 0, (e 11.520)
dist(Bu(ϕ, u)(x), 1¯) < γ for all x ∈ Q and (e 11.521)
µτ◦ϕ(Or) ≥ ∆(r) for all τ ∈ T (PMm(C(Y ))P ) (e 11.522)
and for all open balls Or of X with radius r ≥ η. Then there exists a continuous path {ut : t ∈
[0, 1]} ⊂ U(MK(C)) such that
u0 = diag(
K︷ ︸︸ ︷
u, u, ..., u), u1 = 1MK(C) (e 11.523)
and ‖[ϕ(K)(f), ut]‖ < ǫ for all f ∈ F . (e 11.524)
11.2. Let X be a compact metric space, let ǫ > 0, let F ⊂ C(X) be a finite subset and let
∆ : (0, 1) → (0, 1) be a nondecreasing map. There exists η > 0, δ > 0, γ > 0, a finite subset
G ⊂ C(X) and a finite subset P ⊂ K(C(X)), a finite subset Q ⊂ kerρC(X), and an integer
N ≥ 1 and an integer K ≥ 1 satisfying the following:
Suppose that Y is a finite CW complex with dimY ≤ d, P ∈ Mm(C(Y )) is a projection
with rankP ≥ N and ϕ : C(X)→ C = PMm(C(Y ))P is a unital δ-G-multiplicative contractive
completely positive linear map and u ∈ C is a unitary such that
‖[ϕ(c), u]‖ < δ for all c ∈ G, (e 11.525)
Bott(ϕ, u)|P = 0 and (e 11.526)
dist(Bu(ϕ, u)(x), 1¯) < γ for all x ∈ Q. (e 11.527)
Suppose that there exists a contractive completely positive linear map L : C(X) ⊗ C(T) → C
such that
‖L(c⊗ 1)− ϕ(c)‖ < δ, ‖L(c⊗ z)− ϕ(c)u‖ < δ for all c ∈ G (e 11.528)
and µτ◦L(Or) ≥ ∆(r) for all τ ∈ T (C) (e 11.529)
and for all open balls Or of X × T with radius r ≥ η, where z ∈ C(T) is the identity function
on the unit circle. Then there exists a continuous path {ut : t ∈ [0, 1]} ⊂ U(MK(C)) such that
u0 = u
(K) u1 = 1MK(C) (e 11.530)
and ‖[ϕ(K)(f), ut]‖ < ǫ for all f ∈ F . (e 11.531)
Proof. Note we assume that 10.4 holds for dimY ≤ d.
Fix 1/2 > ǫ > 0 and F as stated in the 11.2. Without loss of generality, to simplify notation,
we may assume that F is in the unit ball of C(X). Let
F ′ = {f ⊗ g : f ∈ F and g ∈ {1, z, z∗}}.
Let η > 0, γ1, γ2 > 0, δ1 > 0 (in place of δ), G′ ⊂ C(X ×T) (in place of G) be a finite subset,
P1 ⊂ K(C(X) ⊗ C(T)) (in place of P) be a finite subset, H ⊂ (C(X) ⊗ C(T))s.a. be a finite
subset and let V ⊂ K1(C(X) ⊗ C(T )) ∩ P1 be a finite subset, N ≥ 1 be an integer and K ≥ 1
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be another integer given by 10.4 (in fact by 10.5) for ǫ/16 (in place of ǫ), F ′ (in place of F) and
for X ⊗ T (in place of X).
To simplify notation, without loss of generality, we may assume that
G′ = {f ⊗ g : f ∈ G′′ and g ∈ {1, z, z∗}},
where G′′ ⊂ C(X) is a finite subset, P1 = P0⊕β(P), where P0, P ⊂ K(C(X)) are finite subsets
and
H = {f ⊗ g : f ∈ H0 and g ∈ H1},
where 1C(X) ∈ H0 ⊂ C(X)s.a. and 1C(T) ∈ H1 ⊂ C(T)s.a. are finite subsets. We may further
assume that ǫ/16 < δ1 and F ⊂ G1 and (2δ1,G′,P1) is a KL-triple.
Write C(X) = limn→∞(C(Xn), ψn), where each Xn is a finite CW complex and ψn is a unital
homomorphism. We may assume that n0 ≥ 1 is an integer such that F ⊂ ψn,∞(C(Xn0)) and
P0,P ⊂ [ψn0,∞](K(C(Xn0))).
Suppose that U ⊂ U(MR(C(X ⊗ T))) is a finite subset such that U = Jc(G(V))(V) and
R = max{R(G(V)), d}. To simplify notation further, we may assume that U = U0 ⊔ U1, where
U0 ⊂ {u⊗ 1MR : u ∈ U(MR(C(X))), [u] 6= 0 in K1(C(X))}, and (e 11.532)
U1 ⊂ {x : [x] ∈ β(K0(C(X))) and [x] 6= 0 in K1(C(X)⊗ C(T))}. (e 11.533)
Furthermore, we may write
GU1 = G00 ⊕Gb,
where GU1 is the subgroup generated by {[u] : u ∈ U1}, G00 is a finitely generated free group
such that G00 ∩β(kerρC(X)) = {0} and Gb ⊂ β(kerρC(X)) is also a finitely generated subgroup.
Let GU0 be the subgroup of K1(C(X) ⊗ C(T)) generated by {[u] : u ∈ U0}. Let G(U) =
GU0 ⊕GU1 . Accordingly, we may assume that
U1 = U10 ⊔ U11,
where U10 is a set of generators of Jc(G00) and U11 is the set of generators of Jc(Gb). Put Ub =
U11. Note that Ub = Jc(β(F2K0(C(X)))∩U and Jc(G00)∩SUR(C(X))/CU(MR(C(X))) = {0}.
Let Q ⊂ kerρC(X) be a finite subset such that
Q ⊃ {x ∈ kerρC(X) : β(x) = [u], u ∈ Π(U11)}.
Let Gu ⊂ C(X) be a finite subset such that U0 = {(xij)R×R : xij ∈ Gu}. Let 0 < δ2 =
min{ǫ/16, δ1/16R3, γ1/16R3, γ1/16R3}. Let δ2 > dt3 > 0 be a positive number and G ⊃ G′′ ∪ Gu
be a finite subset satisfying following: If ϕ′ : C(X)→ C ′ is a unital δ-G-multiplicative contractive
completely positive linear map, u′ ∈ C ′ is a unitary and L′ : C(X)⊗C(T) is a unital contractive
completely positive linear map, where C ′ is any unital C∗-algebra such that ‖[ϕ′(g), u′]‖ < δ
for all g ∈ G,
‖ϕ′(g) − L′(g ⊗ 1)‖ < δ and ‖ϕ′(g)u′ − L′(g ⊗ z)‖ < δ
for all g ∈ G, then [L′◦ψn0,∞] is well defined on K(C(Xn0)⊗C(T)). In particular, we also assume
that [ψ′ ◦ ψn0,∞] is well defined on K(C(Xn0)). Let G1 = {f ⊗ g : f ∈ G, and g ∈ {1, z, z∗}}.
Without loss of generality, we may also assume that (Ψ′)‡ is defined on U for any 2δ3-G1-
multiplicative unital contractive completely positive linear map Ψ′ : C(X)⊗C(T)→ C ′ for any
unital C∗-algebra C ′.
Let γ = min{γ1/16R3, γ2/16R3} and let L1 ≥ 1. Let n ≥ n0 be an integer, q1, q2, ..., qs ∈
C(Xn × T) be mutually orthogonal projections with 1C(X×T) =
∑s
j=1 qj which represent each
connected component of Xn, N ≥ 1 be an integer and G1 be a finitely generated subgroup
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and Ub be as required by 9.13 for ǫ/16 (in place of ǫ), G, G0, P1 (in place of P), H and γ (in
place of σ1 and σ2). We may write qj = q
′
j ⊗ 1C(T), where q′j is a projection, j = 1, 2, ..., s. Let
δ = min{δ1/2, δ2/2, δ3/2, γ/4}. Let Y be a finite CW complex with dimY ≤ d. Without loss of
generality, to simplify notation, we may assume that Y is connected. Let P ∈ Mm(C(Y )) be a
projection with rankP ≥ N (so rankP ≥ max{NK ′, N}, if K ′ = 0).
Suppose that ϕ : C(X) → C = PMm(C(Y ))P is a unital δ-G-multiplicative contractive
completely positive linear map and L : C(X) ⊗ C(T) → C is a unital δ-G1-multiplicative
contractive completely positive linear map satisfying the assumption. Without loss of generality,
we may assume that L ◦ ψn,∞(qj) = Pj = ψ ◦ ψn,∞(qj) is a projection, j = 1, 2, ..., s and
1C =
∑s
j=1 Pj . Note, by the assumption above, [ϕ ◦ ψn,∞] is well defined on K(C(Xn0)) and
[L ◦ ψn,∞] is well defined on K(C(Xn0)⊗ C(T)).
Let H : C(Xn × T) → C be defined by H(f ⊗ g) = ϕ(f) · g(1) · P for all f ∈ C(Xn) and
g ∈ C(T), where 1 ∈ T is a point. Denote κ = [H]. Note that, by the assumption,
[L ◦ ψn,∞] = [H]. (e 11.534)
Note also that [H]|β(K(C(Xn))) = 0. Let λ : T (C)→ T (C(X × T)) be defined by
λ(τ)(g) = τ ◦ L(g) for all g ∈ C(X × T) (e 11.535)
and for all τ ∈ T (C). Note that [L]|(β(K0(C(X)))∩P) = 0. Define
Γ1 : Jc(G(V))+Aff(T (MR(C(X×T))))/ρMR(C(X×T))(K0(C(X × T)))→ U(MR(C))/CU(MR(C))
by
Γ1(z) = ϕ
‡(z) for all z ∈ Jc(G(U0)), (e 11.536)
Γ1(z) = L
‡(z) for all z ∈ Jc(G00), (e 11.537)
Γ1(z) = 1¯ for all z ∈ Jc(Gb) and (e 11.538)
Γ1(z) = λ(z) (e 11.539)
for all z ∈ Aff(T (MR(C(X) ⊗ C(T))))/ρMR(C(X)⊗C(T))(K0(C(X) ⊗ C(T))), where λ is induced
by λ. Note that Γ1|Ub = 0. It is also clear that λ(τ)(qj) = τ(Pj), j = 1, 2, ..., s.
It follows from 9.13 that there exist three unital δ-G-multiplicative contractive completely
positive linear maps Φ00 : C(X)⊗C(T)→ P00Mm(C(Y ))P00, Φ01 : C(X)⊗C(T)→ P01Mm(C(Y ))P01
and Φ1 : C(X)⊗C(T)→ P1Mm(C(Y ))P1 with P = P00⊕P01⊕P1, Φ00(f⊗g) =
∑s
j=1 f(ξj)e0,j ·
hj(g) for all f ∈ C(X) and g ∈ C(T), where ξj ∈ X, e0,j ∈ P00Mm(C(Y ))P00 is a projection so
that
∑s
j=1 e0,j = P00, hj : C(T) → e0,jMm(C(Y ))e0,j is a unital homomorphism with hj(z) ∈
U0(e0,jMm(C(Y ))e0,j) (j = 1, 2, ..., s), Φ01(f ⊗ g) =
∑s
j=1Ψj(f) · g(1) · e1,j for all f ∈ C(X) and
g ∈ C(T), where 1 ∈ T is the point on the unit circle, where Ψj : C(X) → e1,jMm(C(Y ))e1,j
is a unital contractive completely positive linear map and e1,j ∈ P01Mm(C(Y ))P01 is a pro-
jection so that
∑s
j=1 e1,j = P01, Φ1 = ψ1 ◦ ψ0, where ψ0 : C(X ⊗ T) → C(J) is a δ-G-
multiplicative contractive completely positive linear map, J is a finite disjoint union of intervals,
and ψ1 : C(J)→ P1Mm(C(Y ))P1 is a unital homomorphism, such that
[(Φ0 ⊕ Φ1) ◦ ψn,∞] = [H], (e 11.540)
dist((Φ0 ⊕ Φ1)‡(z),Γ1(z)) < γ for all z ∈ U and (e 11.541)
|τ ◦ (Φ0 ⊕ Φ1)(a)− λ(τ)(a)| < γ for all a ∈ H and for all τ ∈ T (C), (e 11.542)
where Φ0 = Φ00⊕Φ01. Let z00 = Φ00(1⊗z) =
∑s
j=1 hj(z). Since hj(z) ∈ U0(e0,jMm(C(Y ))e0,j),
there is a continuous path of unitaries {z00,j(t) : t ∈ [1/2, 1]} ⊂ U0(e0,jMm(C(Y ))e0,j) such that
z00,j(1/2) = hj(z) and z00,j(1) = e0,j, j = 1, 2, ..., s. (e 11.543)
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Define z00(t) =
∑s
j=1 z00,j(t) for t ∈ [0, 1/2]. Then
Φ00(f ⊗ 1)z00(t) = z00(t)Φ00(f ⊗ 1) for all f ∈ C(T) and t ∈ [1/2, 1]. (e 11.544)
Let z0 = ψ0(1⊗ z). There is a unitary v0 ∈ C(J) such that
‖z0 − v0‖ < δ. (e 11.545)
There exists a continuous path of unitaries {w(t) : t ∈ [1/2, 1]} ⊂ C(J) such that
w(1/2) = v0, w(1) = 1. (e 11.546)
Note that
wtϕ0(f) = ϕ0(f)wt for all f ∈ C(X) and for all t ∈ [1/2, 1]. (e 11.547)
On the other hand, we also have, by (e 11.534) , (e 11.540), the assumption (e 11.527) and
(e 11.535),
[L]|P1 = [Φ0 ⊕ Φ1]|P1 , (e 11.548)
dist(L‡(x),Γ1(x)) < 2γ for all x ∈ U and (e 11.549)
|τ(L(a))− λ(τ)(a)| = 0 for all a ∈ C(X)⊗C(T) and τ ∈ T (C). (e 11.550)
With these and (e 11.529) as well as (e 11.540), (e 11.541) and (e 11.542), we conclude, by apply-
ing 10.5, that there exists a unitary W ∈MK(PMm(C(Y ))P ) such that
‖L(K)(f ⊗ 1)−W ∗(Φ(K)0 ⊕ Φ(K)1 )(f ⊗ 1)W‖ < ǫ/16 for all f ∈ F and (e 11.551)
‖u(K) −W ∗(z(K)00 ⊕ P (K)01 ⊕ v(K)0 )W‖ < ǫ/16 + 2δ < 3ǫ/16, (e 11.552)
There exists a continuous path of unitaries {ut : t ∈ [0, 1/2]} ⊂MK(PMm(C(Y ))P ) such that
u0 = u
(K), u1/2 =W
∗(z(K)00 ⊕ P (K)01 ⊕ v(K)0 )W and (e 11.553)
‖u(K) − ut‖ < ǫ/2 for all t ∈ [0, 1/2]. (e 11.554)
Define
ut =W
∗(z00(t)(K) ⊕ P (K)01 ⊕ ψ1(w(t)(K))W for all t ∈ [1/2, 1]. (e 11.555)
Then {ut : t ∈ [0, 1]} is a continuous path of unitaries, u0 = u, u1 = 1 and
‖ϕ(K)(f)ut − utϕ(K)(f)‖ ≤ 2δ + 2‖ϕ(f) − L(f ⊗ 1)‖ (e 11.556)
+ ‖[L(K)(f ⊗ 1)ut − utL(K)(f ⊗ 1)]‖ (e 11.557)
< 6δ < 3ǫ/8 for all f ∈ F and for all t ∈ [0, 1]. (e 11.558)
Lemma 11.3. Let n ≥ 64 be an integer. Let ǫ > 0 and 1/2 > ǫ1 > 0. There exists ǫ2n > δ > 0
and a finite subset G ⊂ D ∼=Mn satisfying the following:
Let ∆,∆1,∆2 : (0, 1)→ (0, 1) be increasing maps. Suppose that X is a compact metric space,
F ⊂ C(X) is a finite subset, 1 > b > a > 0 and 1 > c > 4π/n > 0. Then there exists a finite
subset F1 ⊂ C(X) satisfying the following:
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Suppose that A is a unital C∗-algebra with T(A) 6= ∅, D ⊂ A is a C∗-subalgebra with
1D = 1A, ϕ : C(X)→ A is a unital contractive completely positive linear map and suppose that
u ∈ U(A) such that
‖[x, u]‖ < δ and ‖[x, ϕ(f)]‖ < δ for all x ∈ G and f ∈ F1. (e 11.559)
Suppose also that
τ(ϕ(f)) ≥ ∆(r) for all τ ∈ T(A) and (e 11.560)
for all f ∈ C(X) with 0 ≤ f ≤ 1 so that {x ∈ X : f(x) = 1} contains an open ball of X with
radius r ≥ a, and suppose that
τ(ϕ(f)1/2g(u)ϕ(f)1/2) ≥ ∆1(r)∆2(s) for all τ ∈ T(A), (e 11.561)
for all f ∈ C(X) with 0 ≤ f ≤ 1 so that {x ∈ X : f(x) = 1} contains an open ball of X with
radius r ≥ b and for all g ∈ C(T) with 0 ≤ g ≤ 1 so that {t ∈ T : g(t) = 1} contains an open arc
of T with length s ≥ c. Then, there exists a unitary v ∈ D and a continuous path of unitaries
{v(t) : t ∈ [0, 1]} ⊂ D such that
‖[u, v(t)]‖ < nδ < ǫ, ‖[ϕ(f), v(t)]‖ < nδ < ǫ (e 11.562)
for all f ∈ F and t ∈ [0, 1], (e 11.563)
v(0) = 1, v(1) = v and (e 11.564)
τ(ϕ(f)1/2g(vu)ϕ(f)1/2) ≥ (1− 1/2n+2)∆((1− 1/2
n+1)r)
n2
for all τ ∈ T(A) (e 11.565)
for any pair of f ∈ C(X) with 0 ≤ f ≤ 1 so that the set {x : f(x) = 1} contains an open ball
with radius r ≥ (1 + 1/2n+1)a and g ∈ C(T) with 0 ≤ g ≤ 1 so that {t ∈ T : g(t) = 1} contains
an open arc of T with length s ≥ 4π/n + π/n2n+1. Moreover,
τ(ϕ(f)1/2g(vu)ϕ(f)1/2) ≥ ∆1((1 − 1/2n+1)r)∆2((1− 1/2n+1)s)− ∆1(b/2)∆2(c/2)
2n+5
(e 11.566)
for all τ ∈ T(A), for all f ∈ C(X) with 0 ≤ f ≤ 1 so that the set {x : f(x) = 1} contains an
open ball with radius r ≥ (1 + 2−n−1)b and g ∈ C(T) with 0 ≤ g ≤ 1 so that {t ∈ T : g(t) = 1}
contains an open arc of T with length at least s ≥ (1 + 1/n22n+1)c.
Furthermore,
length({v(t)}) ≤ π. (e 11.567)
Proof. Let r1 > r2 > · · · > rl−1 > rl and rl = b such that rj − rj+1 < a/2n+1, j = 1, 2, ..., l − 1.
Let 0 < δ0 =
ǫ1∆(a/2)∆1(b/2)∆2(c/2)
128n2 . Let {ei,j} be a matrix unit for D and let G = {ei,j}.
Define
v =
n∑
j=1
e2
√−1jπ/nej,j. (e 11.568)
Let gj ∈ C(T) with gj(t) = 1 for |t − e2
√−1jπ/n| < π/n and gj(t) = 0 if |t − e2
√−1jπ/n| ≥
π/n+π/n2n+2 and 1 ≥ gj(t) ≥ 0, j = 1, 2, ..., n. As in the proof Lemma 5.1 of [33], we may also
assume that
gi(e
2
√−1jπ/nt) = gi+j(t) for all t ∈ T (e 11.569)
67
where i, j ∈ Z/nZ. Let 1 = c0 > c1 > c2 > · · · > cm1 = c so that cj − cj+1 < c/n22n+1,
j = 0, 1, ...,m1 − 1.
Define gi,j,c ∈ C(T) with 0 ≤ gi,j,c ≤ 1, gi,j,c(t) = 1 for |t − e2
√−1jπ/n32n+1 | < ci and
gi,j,c(t) = 0 if |t − e2
√−1jπ/n32n+1 | ≥ ci + c/n22n+2, i = 1, 2...,m1, j = 1, 2, ..., n32n+1. We may
also assume that
gi,j,c(e
2
√−1kπ/nt) = gi,j+k′,c(t) for all t ∈ T, (e 11.570)
where k′ = kn22n+1 and j, k, k′ ∈ Z/n32n+1Z.
Let 1 = b0 > b1 > · · · > bm0 = b such that bj − bj+1 < b/2n+1, j = 0, 1, ...,m0 − 1.
Let {x1, x2, ..., xN} be an a/2n+2-dense subset of X. Define fi,m ∈ C(X) with fi,m(x) = 1 for
x ∈ B(xi, rm) and fi,m(x) = 0 if x 6∈ B(xi, rm + a/2n+2) and 0 ≤ fi,m ≤ 1, i = 1, 2, ..., N and
m = 1, 2, ..., l + 1. Define fi,j,b ∈ C(X) with 0 ≤ fi,j,b ≤ 1, fi,j,b(x) = 1 for x ∈ B(xi, bj) and
fi,j,b(x) = 0 if x 6∈ B(xi, bj + b/2n+1), i = 1, 2, ..., N, j = 1, 2, ...,m0. Note that
τ(ϕ(fi,m)) ≥ ∆(rm) for all τ ∈ T(A), i = 1, 2, ..., N, j = 1, 2, ..., s + 1. (e 11.571)
Fix a finite subset F0 ⊂ C(T) which at least contains
{g1, g2, ..., gn} ∪ {gi,j,c : 1 ≤ i ≤ m1, 1 ≤ j ≤ n}
and F1 ⊂ C(X) which at least contains F , {fi,m : 1 ≤ i ≤ N, 1 ≤ m ≤ s + 1} and {fi,j,b : 1 ≤
i ≤ N, 1 ≤ j ≤ m0}.
Choose δ so small in (e 11.559) that the following hold:
(1) there exists a unitary ui ∈ ei,iAei,i such that ‖e2
√−1iπ/nei,iuei,i − ui‖ < δ20/16n42n+6,
i = 1, 2, ..., n;
(2) ‖ei,jg(u) − g(u)ei,j‖ < δ20/16n42n+6, ‖ei,jϕ(f) − ϕ(f)ei,j‖ < δ20/16n42n+6 for f ∈ F1 and
g ∈ F0, i, j, k = 1, 2, ..., n;
(3) ‖ei,ig(vu) − ei,ig(e2
√−1iπ/nu)‖ < δ20/16n42n+6 for all g ∈ F0 and
(4) ‖e∗i,jg(u)ei,j − ej,jg(u)ej,j‖ < δ20/16n42n+6, ‖e∗i,jϕ(f)ei,j − ej,jϕ(f)ej,j‖ < δ20/16n42n+6 for
all f ∈ F1 and g ∈ F0, i, j = 1, 2, ..., n.
It follows from (4) that, for any k0 ∈ {1, 2, ..., N} and m′ ∈ {1, 2, ..., l + 1},
τ(ϕ(fk0,m′)ej,j) ≥ ∆(rm′)/n− nδ20/16n42n+6. (e 11.572)
Fix k0,m
′ and k. For each τ ∈ T(A), there is at least one i such that
τ(ϕ(fk0,m′)ej,jgi(u)) ≥ ∆(rm′)/n2 − δ20/16n42n+6. (e 11.573)
Choose j so that k + j = i mod (n). Then, by (e 11.569),
τ(ϕ(fk0,m′)gk(vu)) ≥ τ(ϕ(fk0,m′)ej,jgk(e2
√−1jπ/nu))− 8δ
2
0
16n42n+6
(e 11.574)
= τ(ϕ(fk0,m′)ej,jgi(u)) −
δ20
2n42n+6
(e 11.575)
≥ ∆(rm′)
n2
− 9δ
2
0
16n42n+6
for all τ ∈ T(A). (e 11.576)
Note again τ(xy) = τ(yx) for all x, y ∈ A. It is then easy to compute that
τ(ϕ(f)1/2g(vu)ϕ(f)1/2) ≥ ∆((1 − 1/2
n+1)r)
n2
− 9δ
2
0
16n42n+5
for all τ ∈ T(A) (e 11.577)
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and for any pair of f ∈ C(X) with 0 ≤ f ≤ 1 such that {x ∈ X : f(x) = 1} contains an open
ball with radius r ≥ a + a/2n+1 and g ∈ C(T) with 0 ≤ g ≤ 1 such that {t ∈ T : g(t) = 1}
contains open arc of length at least 4π/n + π/n22n+1. One then concludes that
τ(ϕ(f)g(vu)) ≥ (1− 1/2n+2)∆((1− 1/2
n+1)r)
n2
for all τ ∈ T(A) (e 11.578)
and for any pair of f ∈ C(X) with 0 ≤ f ≤ 1 such that {x ∈ X : f(x) = 1} contains an open
ball with radius r ≥ (1 + 1/2n+1)a and g ∈ C(T) with 0 ≤ g ≤ 1 such that {t ∈ T : g(t) = 1}
contains open arc of length at least s ≥ 4π/n + π/n22n+1.
On the other hand, by (2), (3) and (4) above,
τ(ϕ(fi,j,b)
1/2ek,kgi′,j′,c(vu)ϕ(fi,j,b)
1/2) (e 11.579)
≥ τ(ϕ(fi,j,b)1/2ek,kgi′,j′,c(e2π
√−1k/nu)ϕ(fi,j,b)1/2)− δ
2
0
16n42n+6
(e 11.580)
= τ(ϕ(fi,j,b)
1/2ek,kgi′,j′+k′,c(u)ϕ(fi,j,b)
1/2)− δ
2
0
16n42n+6
(e 11.581)
(k′ = kn22n+1) (e 11.582)
≥ ∆1(bj)∆2(ci′)
n
− 4n δ
2
0
16n42n+6
(e 11.583)
(e 11.584)
for all τ ∈ T (A), k = 1, 2, ..., n, i = 1, 2, ..., N, j = 1, 2, ...,m0, i′ = 1, 2, ...,m1 and j′ =
1, ..., n22n+1. Thus
τ(ϕ(fi,j,b)
1/2gi′,j′,a(vu)ϕ(fi,j,b)
1/2) (e 11.585)
≥ ∆1(bj)∆2(aj′)− 4n2 δ
2
0
16n42n+6
(e 11.586)
= ∆1(bj)∆2(ci′)− δ
2
0
8n22n+5
(e 11.587)
for all τ ∈ T (A). It then follows
τ(ϕ(f)1/2g(vu)ϕ(f)1/2) ≥ ∆1(bi)∆2(cj)− δ
2
0
n22n+5
(e 11.588)
for all τ ∈ T (A), for any f ∈ C(X) with 0 ≤ f ≤ 1 so that {x ∈ X : f(x) = 1} contains
an open ball with radius r ≥ (1 + 1/2n+1)bi and for any g ∈ C(T) with 0 ≤ g ≤ 1 so that
{t ∈ T : g(t) = 1} contains an open arc with length s ≥ (1 + 1/n22n+1)cj , i = 1, 2, ...,m0 and
j = 1, 2, ...,m1. From this, one concludes that
τ(ϕ(f)1/2g(vu)ϕ(f)1/2) ≥ ∆1((1 − 1/2n+1)r)∆2((1 − 1/2n+1)s)− δ
2
0
n22n+5
(e 11.589)
for all τ ∈ T (A), for any f ∈ C(X) with 0 ≤ f ≤ 1 so that {x ∈ X : f(x) = 1} contains an open
ball with radius r ≥ (1+1/2n+1)b and for any g ∈ C(T) with 0 ≤ g ≤ 1 so that {t ∈ T : g(t) = 1}
contains an open arc with length s ≥ (1 + 1/n22n+1)c.
Note that if ‖[ϕ(f), ei,i]‖ < δ, then
‖[ϕ(f),
n∑
i=1
λiei,i]‖ < nδ < ǫ
for any λi ∈ T and f ∈ F1. We then also require that δ < ǫ/2n. Thus, one obtains a continuous
path {v(t) : t ∈ [0, 1]} ⊂ D with length({v(t)}) ≤ π and with v(0) = 1 and v(1) = v so that the
second part of (e 11.562) holds.
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11.4. Let X be a metric space with metric d0. Define a metric d on X × T as follows:
d((x, t), (y, r)) =
√
d0(x, y)2 + |t− r|2
for all x, y ∈ X and t, r ∈ T.
11.5. Define ∆00 : (0, 1)→ (0, 1) as follows:
∆00(r) =
1
2n2
, if r ∈ [4π/n + π/2n2, 4π/(n − 1) + π/2(n − 1)2) and n ≥ 64;(e 11.590)
∆00(r) =
1
2(64)2
, if r ≥ 4π/63 + π/2(63)2. (e 11.591)
Define ∆n00 : (0, 1)→ (0, 1) as follows.
∆n00(r) =
∏n
j=1(1− 1/2j+1)
k2
, (e 11.592)
if r ∈ [4π/k +
n∑
j=k
π/k22j+1, 4π/(k − 1) +
n∑
j=k
π/(k − 1)22j+1), (e 11.593)
k = 65, ..., n; (e 11.594)
∆n00(r) =
∏n
j=1(1− 1/2j+1)
(64)2
, if r ≥ 4π/64 + π/2; (e 11.595)
∆n00(r) = r∆
n
00(4π/n + π/n
22n+1), if r ∈ (0, 4π/n + π/n22n+1). (e 11.596)
Let ∆ : (0, 1)→ (0, 1) be an increasing map. Define
∆0(∆)(r) =
∆(r/2)∆00(r/2)
4
and ∆1(∆) = 3∆0(3r/4)/4 for all r ∈ (0, 1).
Lemma 11.6. Let X be a compact metric space, let ǫ > 0, let F ⊂ C(X) be a finite subset and
let ∆ : (0, 1) → (0, 1) be an increasing map. Let η ∈ (0, 1/2). Suppose that ϕ : C(X) → A is a
unital contractive completely positive linear map for some unital C∗-algebra A with T (A) 6= ∅
and u ∈ U(A) is a unitary such that
τ(ϕ(g)) ≥ ∆(r) (e 11.597)
for all g ∈ C(X) with 0 ≤ g ≤ 1 so that {x ∈ X : g(x) = 1} contains an open ball with
radius r ≥ η/2. Then there are a unitary v ∈MK ⊂MK(A) and a continuous path of unitaries
{vt : t ∈ [0, 1]} ⊂MK such that v0 = 1, v1 = v and
τ(ϕ(K)(f)g(vu(K))) ≥ ∆(r/2)∆00(s/2)/4 for all τ ∈ T (MK(A)), (e 11.598)
for all f ∈ C(X) with 0 ≤ f ≤ 1 so that {x ∈ X : f(x) = 1} contains an open ball of radius
r ≥ 4η/3 and for all g ∈ C(T) with 0 ≤ g ≤ 1 so that {t ∈ T : g(x) = 1} contains an open arc
with length s ≥ 5η/2, where ∆00 is defined in 11.5.
Proof. Let ǫ, F , ∆ and η be as given. Choose an integer K1 ≥ 1 such that 1/K1 < η/16. Let
K = K1!/16!. We will use induction to prove the following:
Suppose that ϕ : C(X)→ A is a unital contractive completely positive linear map for some
unital C∗-algebra A with T (A) 6= ∅ and u ∈ U(A) is a unitary such that
τ(ϕ(g)) ≥ ∆(r) (e 11.599)
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for all g ∈ C(X) with 0 ≤ g ≤ 1 so that {x ∈ X : g(x) = 1} contains an open ball with radius
r ≥ η, then there is a unitary v ∈ Mn!/32! ⊂ Mn!/32!(A) and a continuous path of unitaries
{vt : t ∈ [0, 1]} ⊂Mn!/32! such that v0 = 1, v1 = v and
τ(ϕ(n!/32!)(f)g(vu(n!/32!))) ≥
n∏
k=32
(1− 1/2k+2)∆((
n∏
k=32
(1− 1/2k+1)r))∆n00(r) (e 11.600)
for all τ ∈ T (Mn!/32!(A)), for all f ∈ C(X) with 0 ≤ f ≤ 1 so that {x ∈ X : f(x) = 1} contains
an open ball of radius r ≥ ∏nk=32(1 + 1/2k+2)η and for all g ∈ C(T) with 0 ≤ g ≤ 1 so that
{t ∈ T : g(x) = 1} contains an open arc with length s ≥ 4π/(n − 1) +∑nk=32! π/k22k+1, where
∆0 is defined in 11.5. We use induction on n.
Let n = 64. Consider ϕ(64) and u(64) and D = M64 ⊂ M64(A). Note that x(64)d = dx(64)
for all x ∈ A and d ∈ D. We choose a = η/2 and ignore b, c and the last part of statement of
11.3 after “Moreover.” We also use δ = 0. Lemma 4.4 implies that the above statement holds
for n = 64. Denote by v64 ∈M64 the unitary provided by 11.3 (n = 64).
We now assume that the above statement holds for some n ≥ 64. Denote by vn the unitary
v ∈ Mn!/32! provided by the above statement for n. Let D = Mn+1. We write M(n+1)!/32! =
Mn!/32!⊗D and consider A⊗Mn!/64⊗D instead of A. Put ∆1 = (
∏n
k=64(1−1/2k+2))∆(
∏n
k=64(1−
1/2k+1))r) and ∆2(s) = ∆
n
00(s). Choose a = η/2, b = η/2 and c = 2π/n. Consider ϕ
(n!/32!) and
Un = vnv
(n)
n−1 · · · v(n!/64!)64 u(n!/32!)
(in place of u). We then apply Lemma 11.3 again. It follows that there is a unitary vn+1 ∈ D =
Mn+1 and a continuous path of unitaries {vn+1(t) : t ∈ [0, 1]} ⊂Mn+1 such that vn+1(0) = vn+1,
vn+1(1) = 1,
τ(ϕ(n+1)!/32!)(f)g(vn+1U
(n+1)
n )) ≥ (1− 2n+3)∆((1 − 1/2n+2)r)/(n + 1)2 (e 11.601)
for all τ ∈ T (M(n+1)!/32!(A)), for all f ∈ C(X) with 0 ≤ f ≤ 1 so that {x ∈ X; f(x) = 1}
contains an open ball of radius r ≥ (1 − 2n+1)η/2 and for all g ∈ C(T) with 0 ≤ g ≤ 1 so that
{t ∈ T : g(x) = 1} contains an open arc of length s ≥ 4π/(n + 1) + π/(n+ 1)2n+1, and
τ(ϕ(n+1)!/32!)(f)g(vn+1U
(n+1)
n )) (e 11.602)
≥ ∆1((1− 2n+2)r)∆2((1− 1/2n+2)s)− ∆1(η/2)∆
n
00(π/n))
2n+6
(e 11.603)
≥
n+1∏
k=64
(1 − 1/2k+1)∆(
n∏
k=64
(1− 1/2k+1)r)∆n+100 (s) (e 11.604)
for all τ ∈ T (M(n+1)!/32!(A)), for all f ∈ C(X) with 0 ≤ f ≤ 1 so that {x ∈ X; f(x) = 1}
contains an open ball of radius r ≥ (1 − 2n+1)η/2 and for all g ∈ C(T) with 0 ≤ g ≤ 1 so that
{t ∈ T : g(x) = 1} contains an open arc of length s ≥ 4π/n + π/(n+ 1)2n+1.
This proves the above statement for n+ 1 and ends the induction. Then lemma follows.
Lemma 11.7. Let X be a compact metric space, let ǫ > 0, let F ⊂ C(X) be a finite subset and
let ∆ : (0, 1) → (0, 1) be an increasing map. Let η ∈ (0, 1/2). There exists δ > 0, a finite subset
G ⊂ C(X) and an integer K ≥ 1 satisfying the following: Suppose that ϕ : C(X) → A is a
unital contractive completely positive linear map for some unital C∗-algebra A with T (A) 6= ∅
and u ∈ U(A) is a unitary such that
‖[ϕ(g), u]‖ < δ for all g ∈ G and τ(ϕ(g)) ≥ ∆(r) (e 11.605)
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for all g ∈ C(X) with 0 ≤ g ≤ 1 so that {x ∈ X : g(x) = 1} contains an open ball with
radius r ≥ η/2, then there is a continuous path of unitaries {ut : t ∈ [0, 1]} ⊂MK(A) such that
u0 = u
(K) and u1 = U for some unitary U ∈MK(A), and
‖[ϕ(K)(f), ut]‖ < ǫ for all f ∈ F , (e 11.606)
and there exists a unital contractive completely positive linear map Φ : C(X)×C(T)→MK(A)
such that
‖Φ(f ⊗ 1)− ϕ(K)(f)‖ < ǫ for all f ∈ F , ‖Φ(1⊗ z)− U‖ < ǫ and (e 11.607)
µτ◦L(Or) ≥ ∆1(∆)(r) (e 11.608)
for all τ ∈ T (MK(A)) and for open balls of X ⊗ T of radius r ≥ 5/2η.
Proof. Let ǫ > 0, F ⊂ C(X) be a finite subset, ∆ : (0, 1) → (0, 1) be an increasing map and
let η ∈ (0, 1/2). To simplify the notation, without loss of generality, we may assume that F is a
subset of the unit ball of C(X).
Let 0 < δ0 < min{ǫ/2,∆0(∆)(η/8)/16}. Let F1 be a finite subset. There exists ǫ/2 > δ > 0
and a finite subset G ⊂ C(X) containing F satisfying the following: For any unital contractive
completely positive linear map ψ : C(X) → C (for any unital C∗-algebra) and any unitary
W ∈ C with
‖[ψ(g),W ]‖ < δ for all g ∈ G1,
there exists a unital contractive completely positive linear map L : C(X)⊗C(T)→ C such that
‖L(f ⊗ 1)− ψ(f)‖ < δ0/2 for all f ∈ F1 and ‖L(1⊗ z)−W‖ < δ0/2.
Let K1 ≥ 1 be an integer such that 1/K1 < η/16. Let K = K1!/32!. Suppose that ϕ and u
satisfy the assumption of the lemma for the above δ and G. By applying 11.6, we obtain a unitary
v ∈MK ⊂MK(A) and a continuous path of unitaries {ut : t ∈ [0, 1]} ⊂MK such that u0 = 1,
u1 = v and
τ(ϕ(K)(f)g(vu(K))) ≥ ∆(r/2)∆00(s/2)/4 for all τ ∈ T (MK(A)), (e 11.609)
for all f ∈ C(X) with 0 ≤ f ≤ 1 so that {x ∈ X : f(x) = 1} contains an open ball of radius
r ≥ 4η/3 and for all g ∈ C(T) with 0 ≤ g ≤ 1 so that {t ∈ T : g(t) = 1} contains an open arc
with length s ≥ 5η/2.
Note that
‖[ϕ(K)(g), vu(K)]‖ < δ < ǫ for all g ∈ G. (e 11.610)
It follows that there exists a unital contractive completely positive linear map Φ : C(X) ⊗
C(T)→MK(A) such that
‖Φ(f ⊗ 1)− ϕ(K)(f)‖ < δ0/2 < ǫ for all f ∈ F1 and (e 11.611)
‖Φ(1⊗ z)− vu(K)‖ < δ0/2 < ǫ. (e 11.612)
Define U = vu(K). With sufficiently large F1 which can be determined before choosing δ and G,
we have
µτ◦L(Or) ≥ ∆1(∆)(r) for all τ ∈ T (MK(A)) (e 11.613)
and for all open ball Or with radius r ≥ 2η.
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The proof of 11.1 under the assumption that 10.4 (and 10.5) holds for finite CW
complexes Y with dimY ≤ d
Let ǫ > 0, F ⊂ C(X) and ∆ be given as in 11.1. Define ∆′ : (0, 1) → (0, 1) by ∆′(r) =
∆(15r/16). Let ∆1(∆
′) be as defined in 11.5. Let η, δ1 (in place of δ), G1 (in place of G) P, Q,
N ≥ 1 and K1 (in place of K) be as required by 11.2 for ǫ, F and ∆1(∆′).
Let δ2 > 0 (in place of δ), let G2 ⊂ C(X) (in place of G) be a finite subset and let K2 ≥ 1
(in place of K) be an integer required by 11.7 for min{ǫ/2, δ1} (in place of ǫ), G1 ∪ F (in place
of F), ∆1(∆′) (in place of ∆) and η/16 (in place of η).
Let δ = min{δ2, δ1/2, ǫ/4} and let G = F ∪ G1 ∪ G2. Put K = K1K2!.
Now let Y be a finite CW complex with dimY ≤ d and C = PMm(C(Y ))P for some
projection P ∈ Mm(C(Y )) with rankP (y) ≥ N ≥ 1, let ϕ : C(X) → C be a unital δ-G-
multiplicative contractive completely positive linear map and let u ∈ U(C) be a unitary which
satisfies the assumption of 11.1 for the above η, γ, δ, G, P and Q. It follows from 11.7 that there
is a continuous path of unitaries {wt : t ∈ [0, 1/2]} ⊂MK2!(C) such that w0 = u(K2!),
‖[ϕ(K2!)(g), wt]‖ < min{ǫ/2, δ1} for all t ∈ [0, 1/2], g ∈ G1 ∪ F (e 11.614)
and there exists a unital contractive completely positive linear map Φ : C(X)⊗C(T)→MK2!(C)
such that
‖Φ(f ⊗ 1)− ϕ(K2!)(f)‖ < min{ǫ/2, δ1} for all f ∈ G1 ∪ F , (e 11.615)
‖Φ(1⊗ z)− w1/2‖ < min{ǫ/2, δ1} and (e 11.616)
µτ◦Φ(Or) ≥ ∆1(∆′)(r) for all τ ∈MK2!(C) (e 11.617)
and for all open balls Or with radius r ≥ 5η/32.
Then, by 11.2, there is a continuous path of unitaries {vt : t ∈ [1/2, 1]} ⊂ MK1K2!(C) with
v1/2 = w1 and v1 = 1 such that
‖[ϕ(K)(f), vt]‖ < ǫ for all t ∈ [1/2, 1], and for all f ∈ F . (e 11.618)
Now define
ut =
{
w
(K1)
t if t ∈ [0, 1/2];
vt, if t ∈ (1/2, 1].
Note that u0 = u
(K) = diag(
K︷ ︸︸ ︷
u, u, ..., u). This path meets the requirements.
12 The proof of the uniqueness theorem 10.4
Proof of 10.4
The case that Y is a single point is well known. A reference can be found in Theorem 2.10
of [36]. The case that Y is a set of finitely many points follows. The case that Y = [0, 1] has
been proved in Theorem 3.6 of [36].
We now assume that 10.4 holds for the case that Y is any finite CW complex of dimension
no more than d ≥ 0. We will use it to show that 10.4 holds for the case that Y is any finite
CW complex of dimension no more than d + 1. Then induction implies that 10.4 holds for any
integer d ≥ 0. Note that now we can apply 11.1 and 10.6 for Y being a finite CW complex with
dimY ≤ d.
Let ǫ > 0 and let F ⊂ C(X) be a finite subset. To simplify notation, without loss of
generality, we may assume that F is in the unit ball of C(X). Let η′1 > 0 (in place of η),
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δ1 > 0 (in place of δ), γ0 > 0 (in place of γ), G1 ⊂ C(X) (in place of G) be a finite subset, let
P0 ⊂ K(C(X)) (in place of P) be a finite subset and Q ⊂ kerρC(X) be a finite subset, let N1
(in place of N) and an integer K1 (in place K) required by 11.1 for ǫ/32 (in place of ǫ), F and
∆(r/3)/3 (in place of ∆). We may assume that Q ⊂ K0(C(X)) ∩ P0. Let η1 = η′1/3. We may
assume that δ1 < ǫ/32K1.
Write C(X) = limn→∞(C(Xn), ın), where each Xn is a finite CW complex and ın is a unital
homomorphism. Let K2 ≥ 1 be an integer such that K2x = 0 for any x ∈ Tor(Ki(C(X))) ∩ P0
(i = 0, 1). Let K3 = K1 ·K2!. We may also assume that, for any δ2-{z, 1} × G2-multiplicative
contractive completely positive linear map Λ : C(T)⊗C(X)→ C (for any unital C∗-algebra C
with T (C) 6= ∅), [Λ] is well defined and
τ([Λ((g))]) = 0
for all g ∈ Tor(K1(C(X))) ∩ P0. Furthermore, we may assume that δ2 is so small and G2 is
so large that Bott(ψ′, v)|P0 is well defined for any unital homomorphism ψ′ from C(X) and
any unitary v in the target algebra such that ‖[ϕ′(g), v]‖ < 3δ2 for all g ∈ G2. Moreover if
‖v1 − v2‖ < 3δ2, then
Bott(ϕ′, v1)|P0 = Bott1(ϕ′, v2)|P0 .
We also assume that, if there are unitaries u1, u2, v1, v2, v3, v4 and projections e1, e2 such that
‖u1 − u2‖ < 3δ2, ‖e1 − e2‖ < 3δ2 ‖[ei, vj ]‖ < 3δ2 and ‖[ui, vj ]‖ < 3δ2, (e 12.619)
i = 1, 2 and j = 1, 2, 3, 4, then
bott0(e1, vj) = bott0(e2, vj), bott1(u1, vj) = bott1(u2, vj), (e 12.620)
bott1(e1, v1v2v3v4) =
4∑
j=1
bott0(e1, vj) and (e 12.621)
bott1(u1, v1v2v3v4) =
4∑
j=1
bott1(u1, vj). (e 12.622)
We assume that m(X) ≥ 1 is an integer and gi ∈ U(Mm(X)(C(X))) so that {[g1], [g2], ..., [gk(X)]}
forms a set of generators for K1(C(X)) ∩ P0. We also assume that [gj ] 6= 0, j = 1, 2, ..., k(X).
Let U = {gi, g2, ..., gk(X)}. We may also assume that m(X) ≥ R(G(U)).
Let S1 ⊂ C(X) be a finite subset such that
U = {(ai,j) ∈ U : ai,j ∈ S1}.
We may assume that P1 = {p1, p2, ..., pk0} ⊂Mm(X)(C(X)) is a finite subset of projections such
that P1 = K0(C(X)) ∩ P0. Let S0 ⊂ C(X) be a finite subset such that
P1 = {(bij) : bi,j ∈ S0}.
Moreover, we may assume, without loss of generality, that Q ⊂ {[pi]− [pj] : 1 ≤ i, j ≤ k0}. We
may also assume that m(X) ≥ R(G(P1)).
Let
δ′u = (
1
K3(d+ 1 +m(X))2
)min{1/256, δ1/16, δ2/16, γ0/16}
and G′u = F ∪ G1 ∪ G2 ∪ S0 ∪ S1. Let η2 > 0 (in place of η), δ′ > 0 (in place of δ), G′ ⊂ C(X) (in
place of G) be a finite subset, n0 ≥ 1, N2 ≥ 1 (in place of N) be an integer, K4 ≥ 1 (in place ofK)
be an integer given by 10.6 for δ′u/2 (in place of ǫ), γ0/(d+1+m(X)) (in place of δ0), G′u (in place
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of G), P0 (in place of P) and Q. We may assume that P0 ⊂ [ψn0,∞](K(C(Xn0))). Furthermore,
we may assume, without loss generality, that there are unitaries g′i ∈Mm(X)(C(Xn0)) such that
ψn0,∞⊗ idMm(X)(g′i) = gi, i = 1, 2, ..., k(X), and there are projections p′j ∈Mm(X)(C(Xn0)) such
that ψn0,∞ ⊗ idMm(X)(p′j) = pj, j = 1, 2, ..., k0 . Without loss of generality, we may assume that
K3|K4. We may also assume that K4x = 0 for all x ∈ Tor(Ki(C(Xn0)), i = 0, 1.
To simplify notation, without loss of generality, by adding more projections, we may fur-
ther assume that {p′1, p′2, ..., p′k0} generates K0(C(Xn0)), and by adding more unitaries, we may
assume that {g′1, g′2, ..., g′k(X)} generates K1(C(Xn0)).
Let δu = min{δ′u, δ′/2} and Gu = G′u∪G′. Let δ3 > 0 (in place of δ) and let G′3 ⊂ C(T)⊗C(T)
(in place of G) be given by Lemma 10.3 of [34] for 1/4NK4m(X) (in place of σ) and T× T (in
place of X). Without loss of generality, we may assume that G′3 = {1⊗ 1, 1⊗ z, z ⊗ 1}. Let
G3 = {z ⊗ g : g ∈ Gu} ∪ {1 ⊗ g : g ∈ Gu}.
Let ǫ′1 > 0 (in place of δ) and let G4 ⊂ C(X) (in place of G) be a finite subset given by 3.4 of
[36] for min{η1/2, η2/2}, 3/4 (in place of λ1) and 1/4 (in place of λ2).
Let ǫ′′1 = min{1/27K3K4(d + 1 + m(X))2, δu/K3K4(2d + 2 + m(X))2, δ3/2K3K4(d + 1 +
m(X))4, ǫ′1/2K3K4(d+ 1 +m(X))
2, γ0/16K3K4(d+ 1 +m(X))
2} and let ǫ¯1 > 0 (in place of δ)
and G5 ⊂ C(X) (in place of F1) be a finite subset given by 2.8 of [31] for ǫ′′1 (in place of ǫ) and
Gu ∪ G4 (and C(X) in place of B). Put
ǫ1 = min{ǫ′1, ǫ′′1, ǫ¯1}.
Let η3 > 0 (in place of η), 1/4 > γ1 > 0, 1/4 > γ
′
2 > 0 (in place of γ2), δ4 > 0(in place of δ),
G6 ⊂ C(X) (in place of G), H ⊂ C(X) be a finite subset, let P2 ⊂ K(C(X)) (in place of P), let
N3 ≥ 1 (in place of N) and let K5 ≥ 1(in place of K) be given by 10.4 for ǫ1/28(m(X) + d+1)2
(in place of ǫ), Gu ∪G4 ∪G5 (in place of F), ∆ and for dimY ≤ d. Let η = min{η1/4, η2/4, η3/4}.
Let δ = min{ǫ1/4, δu/4, δ3/4m(X)2, δ4/4, δ5/4}, G = Gu∪G4∪G5∪G6∪G7∪H and P = P0∪P2.
Let γ2 < min{γ′2/16(d + 1 +m(X))2, δu/9(d + 1 +m(X))2, 1/256N1(d+ 1 +m(X))2}. We may
assume that (δ,G,P) is a KL-triple. Denote η = min{η3, η4}. Let N = 4(k(X) + k0(X) +
1)max{N1, N2, N3}. We also assume that η is smaller than the one required by 10.3 for ǫ1/4
and U . We also assume that γ1, γ2 and δ are smaller, and H, G, P, V and N are larger than
required by 10.3 for ǫ1/4 and U as well as ∆.
Now suppose that ϕ,ψ : C(X) → C = PMr(C(Y ))P are unital δ-G-multiplicative contrac-
tive completely positive linear maps, where Y is a finite CW complex of dimension d + 1 and
rankP (y) ≥ N for all y ∈ Y, which satisfy the assumption for the above η, δ, γi (i = 1, 2), P,
V = K1(C(X))∩P and H. To simplify notation, without loss of generality, we may write ϕ and
ψ instead of ϕ(K5) and ψ(K5), respectively, and we also write C instead of MK5(C).
Let p¯j,(1), p¯j,(2) ∈ C ⊗Mm(X) be a projection such that
‖p¯j,(1) − ϕ⊗ idMm(X)(pj)‖ < ǫ1/16 and (e 12.623)
‖p¯j,(2) − ψ ⊗ idMm(X)(pj))‖ < ǫ1/16 j = 1, 2, ..., k0(X). (e 12.624)
Let g¯j,(1), g¯j,(2) ∈ C ⊗Mm(X) be a unitary such that
‖g¯j,(1) − ϕ⊗ idMm(X)(gj)‖ < ǫ1/16 and (e 12.625)
‖g¯j,(2) − ψ ⊗ idMm(X)(gj)‖ < ǫ1/16, j = 1, 2, ..., k(X). (e 12.626)
Since ϕ∗0([pi]) = ψ∗0([pi]), there is a unitary X0,i ∈Mm(X)+d+1(C) such that
X0,i(p¯i,(1) ⊕ id(d+1)C )X∗0,i = p¯(2)i ⊕ id(d+1)C , i = 1, 2, ..., k0(X). (e 12.627)
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It follows from 10.3 that there is a unitary X1,j ∈Mm(X)(C) such that
‖X1,j g¯j,(1)X∗1,j − g¯(2)j ‖ < ǫ1/4, (e 12.628)
j = 1, 2, ..., k(X).
To simplify notation, without loss of generality, we may assume that Y is connected. Let
n = rankP. Let Y (d) be the d-skeleton of Y. There is a compact subset Y ′d of Y which contains
Y (d) and which is a d-dimensional finite CW complex and satisfies the following:
(1) Y \ Y ′d is a finitely many disjoint union of open (d+ 1)-cells: D1,D2, ...,DR;
(2) ‖Xi,j(y)−Xi,j(ξ)‖ < ǫ1/16, i = 1, 2 and j = 1, 2, ..., k0(X),
(3) ‖p¯j,(i)(y)− p¯j,(i)(ξ)‖ < ǫ1/16, j = 1, 2, ..., k0(X), i = 1, 2,
(4) ‖g¯j,(i)(y)− g¯j,(i)(ξ)‖ < ǫ1/16, j = 1, 2, ..., k0(X), i = 1, 2,
(5) ‖ϕ(g)(y) − ϕ(g)(ξ)‖ < ǫ1/16 and
(6) ‖ψ(g)(y)−ψ(g)(ξ)‖ < ǫ1/16 for all g ∈ G, where ξ is in one of the (d+1)-cells and y is in
the boundary (in Y ) of the (d+ 1)-cell.
Denote by ξj ∈ Dj the center of Dj , where we view Dj as an open (d + 1)-ball. Let Yd =
Y ′d ⊔ {ξ1, ξ2, ..., ξR}. Let B = π(C), where π(f) = f |Yd. We may write B = P ′Mr(C(Yd))P ′,
where P ′ = P |Yd .
By applying 10.4 for finite CW complex with dimension no more than d, for each i, there
exists a unitary w ∈ B such that
‖wϕ(g)w∗ − ψ(g)‖Yd < ǫ1/28(m(X) + d+ 1)2 for all g ∈ G5. (e 12.629)
Recall, to simplify notation, that we write ϕ and ψ instead of ϕ(K5) and ψ(K5), respectively, and
we also write C instead of MK5(C). Note that we have that
µτ◦ϕ(Or) ≥ ∆(r) for all r ≥ η and for all τ ∈ T (B). (e 12.630)
Let W = w ⊗ idMm(X) . Then
‖[g¯j,(1),X1,j |∗YdW ]‖ < ǫ1/4, j = 1, 2, ..., k(X). (e 12.631)
So bott1(ϕ⊗idMm(X)(gj),X1,j |∗YdW ) is well defined. Let α1 : K1(C(Xn0))→ K0(B) be defined by
α1(g
′
j) = bott1(ϕ⊗ idMm(X)(gj),X1,j |∗YdW ), j = 1, 2, ..., k(X). Let B′ = B|Y ′d and let π′ : B → B′
be the quotient map induced by the restriction. Let Yi be the boundary ofDi in Yd, i = 1, 2, ..., R.
Let Bi = C|Yi and πi : B → Bi be the surjective map induced by the restriction, i = 1, 2, ..., R.
Let α1,i : K1(C(Xn0)) → K0(Bi) by α1,i = (πi)∗1 ◦ α1. Let B′i = C|{ξi} and π′i : B → B′i be the
quotient map, i = 1, 2, ..., R. Define α′1,i = (π
′
i)∗1 ◦ α1. Note that
α′1(g
′
j) = bott1((ϕ⊗ idMm(X))|Y ′d (gj),X
∗
1,j |Y ′dW |Y ′d), (e 12.632)
α1,i(g
′
j) = bott1((ϕ⊗ idMm(X))(g′j)|Yi ,X∗1,j |YiW |Yi) and (e 12.633)
α′1,i(g
′
j) = bott1((ϕ⊗ idMm(X))(gj)(ξi),X∗1,j(ξi)W (ξi)) (e 12.634)
j = 1, 2, ..., k(X) and i = 1, 2, ..., R. Note that, by (e 12.631), 10.3 of [34] (in the connection of
2.8 of [31]) and by the choice of δ3, ǫ
′′
1 and G′u, we have
|ρB(α1(gj))(τ)| < 1/4N2K4m(X), |ρB′(α′1(gj))(τ)| < 1/4N2K4m(X), (e 12.635)
|ρBi(α1,i(gj))(τ)| < 1/4N2K4m(X) and |ρB′i(α
′
1,i([gj ]))(τ)| < 1/4N2K4m(X), (e 12.636)
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j = 1, 2, ..., k(X) and i = 1, 2, ..., R, and for all τ ∈ T (B), τ ∈ T (B′), τ ∈ T (Bi) and τ ∈ T (B′i),
respectively.
Denote by q0,j = p¯j,(1) ⊕ id(d+1)C and q′0,j = p¯j,(2) ⊕ id(d+1)C , j = 1, 2, ..., k0(X). Let W¯ =
w ⊗ idMm(X)+d+1 = w(d+1+m(X)) ∈Mm(X)+d+1(B). Then we have
‖W¯ q0,i|YdW¯ ∗ − q′0,j|Yd‖ < (m(X) + d)2ǫ1/4 < min{δu/8, γ0/64}. (e 12.637)
There is a unitary Θi ∈Mm(X)+d(B) such that
‖Θi − 1‖ < δu/4 and (ΘiW¯ )q0,i|Yd(ΘiW¯ )∗ = q′0,i|Yd , (e 12.638)
i = 1, 2, ..., k0(X).
Define
zj = (idMm(X)+d+1(B) − q0,1|Yd)⊕X∗0,j|Yd(ΘiW¯ )q0,1|Yd , j = 1, 2, ..., k0(X).
It follows that
bott0(ϕ, X
∗
0,j |YdW¯ )([pj ]) = [zj ], (e 12.639)
j = 1, 2, ..., k0(X).
We obtain a homomorphism α0 : K0(C(Xn0))→ K1(B) by α0([p′j ]) = [zj ], j = 1, 2, ..., k0(X).
Let α′0 = (π
′)∗0 ◦ α0. Let α0,i = (πi)∗0 ◦ α0 and α′0,i = (π′i)∗0 ◦ α0, i = 1, 2, ..., R. Note that
α′0([p
′
j ]) = [zj |Y ′d ], α0,i([p
′
j ]) = [zj |Yi ] and α′0,i([p′i]) = [zj(ξi)] (e 12.640)
j = 1, 2, ..., k0(X) and i = 1, 2, ..., R. Let G1 = [ψn0,∞](K0(C(Xn0))).
Define Γ : G1 → U(Mm(X)+d+1(B))/CU(Mm(X)+d+1(B)) by Γ([pj]) = z¯∗j , j = 1, 2, ..., k0(X).
Define Γ′ : G1 → U(Mm(X)+d+1(B′))/CU(Mm(X)+d+1(B′)) by Γ′([pj ]) = z∗j |Y ′d , j = 1, 2, ..., k0(X).
Define Γi : G1 → U(Mm(X)+d+1(Bi))/CU(Mm(X)+d+1(Bi)) by Γi = π‡i ◦ Γ and Γ′i : G1 →
U(Mm(X)+d+1(B
′
i))/CU(Mm(X)+d+1(B
′
i)) by Γ
′
i = (π
′
i)
‡ ◦ Γ, i = 1, 2, ..., R. Note that Γ, Γ′, Γi
and Γ′i are compatible with −α0, −α′0, −α0,i and −α′0,i, respectively. We note that
Γ′([pj ]) = z∗j |Y ′d , Γi([pj]) = z∗j |Yi and Γ
′
i([pj ]) = z
∗
j (ξi), (e 12.641)
j = 1, 2, ..., k0(X) and i = 1, 2, ..., R.
By the Universal Coefficient Theorem, there is α ∈ KK(C(Xn0), B) such that α|Ki(C(Xn0 )) =
αi, i = 0, 1. It follows (using (e 12.635)) from 10.6 (for dimY ≤ d) that there is a unitary
U ∈MK4(B) such that
‖[ϕ(K4)(g), U ]‖ < δu/2 for all g ∈ Gu, (e 12.642)
Bott(ϕ(K4) ◦ ψn0,∞, U) = −K4α and (e 12.643)
dist(Bu(ϕ, U)(x), K4Γ(x)) < γ0/64(d + 1 +m(X)) for all x ∈ Q. (e 12.644)
Denote by Zi,j = (πi(g¯j,(1)))
(K4), i = 1, 2, ..., R and j = 1, 2, ..., k(X). In the following
computation, we will identify U(ξi), W (ξi), X1,j(ξi) and Zi,j(ξi) with constant unitaries in
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Mm(X)(B
′), when it makes sense. We also will use (2) and (4) above, as well as (e 12.620)-
(e 12.622) in the following computation. We have
bott1((πi ◦ ϕ)(K4), ((W (ξi)(K4)U(ξi))∗W |(K4)Yi U |Yi))(gj) (e 12.645)
= bott1(Zi,j , U(ξi)
∗(W (ξi)∗X1,j |YjX1,j|∗YjW |Yi)(K4)U |Yi) (e 12.646)
= bott1(Zi,j , U(ξi)
∗(W (ξi)∗Xi,j(ξi)X∗i,j |YiW |Yi)(K4)U |Yi) (e 12.647)
= bott1(Zi,j , U(ξi)
∗(W (ξi)∗Xi,j(ξi))(K4)) + bott1(Zi,j, (X∗i,jW )|(K4)Yi U |Yi) (e 12.648)
= bott1(Zi,j(ξi), U(ξi)
∗(W (ξi)∗Xi,j(ξi))(K4)) (e 12.649)
+bott1(Zi,j, (X
∗
i,j |YiW |Yi)(K4)) + bott1(Zi,j , U |Yi) (e 12.650)
= bott1(Zi,j(ξi), U(ξi)
∗) + bott1(Zi,j(ξi), (W (ξi)∗Xi,j(ξi))(K4)) (e 12.651)
+K4α1,i(g
′
j)−K4α1,i(g′j) (e 12.652)
= K4α
′
1,i(g
′
j)−K4α′1,i(g′j) = 0. (e 12.653)
Similarly, (put Q0,j = q
(K4)
0,j ),
bott0((πi ◦ ϕ)(K4), (W (ξi)(K4)U(ξi))∗W |(K4)Yi U |Yi)([pj ]) (e 12.654)
= bott0(Q0,j|Yi , U(ξi)∗(W (ξi)∗W |Yi)(K4)U |Yi) (e 12.655)
= bott0(Q0,j|Yi , U(ξi)∗(W (ξi)∗X0,j |YiX∗0,j|YiW |Yi)(K4)U |Yi) (e 12.656)
= bott0(Q0,j|Yi , U(ξi)∗(W (ξi)∗X0,j(ξi)X∗0,j |YiW |Y ′i )(K4)U |Yi) (e 12.657)
= bott0(Q0,j|Yi , U(ξi)∗(W (ξi)∗X0,j(ξi))(K4)) (e 12.658)
+bott0(Q0,j |Yi , (X∗0,j |YiW |Yi)(K4)U |Yi) (e 12.659)
= bott0(Q0,j|Yi , U(ξ1)∗) + bott0(Q0,j|Yi , (W (ξi)∗X0,j(ξi))(K4)) (e 12.660)
+bott0(Q0,j |Yi , (X∗0,j |YiW |Yi)(K4)) + bott0(Q0,j|Yi , U |Yi) (e 12.661)
= bott0(Q0,j(ξi), U(ξ1)
∗) + bott0(Q0,j(ξi), (W (ξi)∗X0,j(ξi))(K4)) (e 12.662)
+K4α0,j([p
′
j ])−K4α0,j([p′j ]) (e 12.663)
= K4α
′
0,j([p
′
j ])−K4α′0,j([p′j ]) = 0. (e 12.664)
Since K4x = 0 for all x ∈ Tor(Ki(C(Xn0)), i = 0, 1, we have
Bott((πi ◦ ϕ ◦ ψn0,∞)(K4), (W (ξi)(K4)U(ξi))∗W |(K4)Yi U |Yi) = 0, (e 12.665)
i = 1, 2, ..., R. It follows that
Bott((πi ◦ ϕ)(K4), (W (ξi)(K4)U(ξi))∗W |(K4)Yi U |Yi)|P0 = 0, (e 12.666)
i = 1, 2, ..., R.
We also estimate on Yi, using (e 12.629), (e 12.642) and (4),
‖[π ◦ ϕ(K4)(g), (W (ξi)(K4)U(ξi))∗W |(K4)Yi U |Yi ]‖ (e 12.667)
< ǫ1/4 + δu/2 + ǫ1/4 + ǫ1/4 + ǫ1/4 + ǫ1/4 + δu/2 < δ1 (e 12.668)
for all g ∈ Gu.
For each i, there is Ξj ∈ U(MK4(B)) such that
‖Ξj − 1‖ < δu/2 and ΞjUQ0,jU∗Ξ∗j = Q0,j, j = 1, 2, ..., k0(X). (e 12.669)
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Denote
Pi,j = (1−Q0,j)|Yi and Qi,j = Q0,j|Yi .
j = 1, 2, ..., k0(X) and i = 1, 2, ..., R. By identifying (ΞjU)(ξi), (ΘW¯ )(ξi) and X0,j(ξi) with
constant unitaries on Yi, by (3) and (4) above, there is a unitary Ξi,j ∈MK4(Bi) such that
‖Ξi,j − 1‖ < ǫ1/4 and ‖[Qi,j , Ξij(ΞjU)(ξi)∗((ΘiW¯ (ξi))∗Θi|YiW¯ |Yi)(K4)(ΞjU)|Yi ]‖ = 0,
j = 1, 2, ..., k0(X) and i = 1, 2, ..., R. Similarly, there is a unitary Ξ
′
i,j ∈MK4(Bi) such that
‖Ξ′i,j − 1‖ < ǫ1/4 and ‖[Qi,j, Ξij(ΞjU)(ξi)∗((ΘiW¯ (ξi))∗X0,j(ξi))(K4)Ξ′i,j]‖ = 0,
j = 1, 2, ..., k0(X) and i = 1, 2, ..., R. Set
P ′i,j = (1−Q0,j)(ξi) and Q′i,j = Q0,j(ξi)
as constant projections. Define
Ωi,j = Pi,j +Qi,j(X
∗
0,jΘiW¯ )
(K4)ΞjU)|Yi and (e 12.670)
Ω′i,j = P
′
i,j +Q
′
i,j(ΞjU)(ξi)
∗((ΘiW¯ (ξi))∗X0,j(ξi))(K4) (e 12.671)
Then (see also (3) above)
‖Ω′i,j − (Pi,j +Qi,jΞij(ΞjU)(ξi)∗((ΘiW¯ (ξi))∗X0,j(ξi))(K4)Ξ′i,j)‖ < ǫ1/2 (e 12.672)
Thus, from above,
‖Ω′i,jΩi,j − (Pi,j +Qi,jΞij(ΞjU)(ξi)∗((ΘiW¯ (ξi))∗)(K4)(ΘiW¯ |Yi)(K4)(ΞjU)|Yi)‖ < ǫ1 (e 12.673)
We also have (see 2.15 and 2.21), by (e 12.644),
dist(Bu((πi ◦ ϕ)(K4), (W¯ (ξi)(K4)U(ξi))∗W¯ |(K4)Yi U |Yi)([pj ]), 1¯) (e 12.674)
< dist(Pi,j + Q¯i,j(ΞiU)(ξi)∗((ΘiW¯ (ξi))∗Θi|YiW¯ |Yi)(K4)(ΞiU)|Yi , 1¯) + 2δu (e 12.675)
< dist(Ω′i,jΩi,j, 1¯) + ǫ1 + 2δu (e 12.676)
≤ dist(Ω′i,j, 1¯) + dist(Ωi,j, 1¯) + ǫ1 + 2δu (e 12.677)
= dist(Pi,j + Q¯i,j(ΞiU)(ξi)∗(ΘiW¯ (ξi)X0,j(ξi))(K4), 1¯) (e 12.678)
+dist(Pi,j + Q¯i,j(X
∗
0,jΘi|YiW¯ |Yi)(K4)(ΞiU)|Yi , 1¯) + ǫ1 + 2δu (e 12.679)
= dist(Pi,j + Q¯i,j(ΘiW¯ (ξi)X0,j(ξi))(K4), Pi,j + Q¯i,j(ΞiU)(ξi)) (e 12.680)
+dist(Pi,j + Q¯i,j(X
∗
0,jΘi|YiW¯ |Yi)(K4), Pi,j + Q¯i,j(ΞiU)∗|Yi) + ǫ1 + 2δu (e 12.681)
= dist((z∗j (ξi)(K4), Pi,j + Q¯i,j(ΞiU)(ξi)) (e 12.682)
+dist(zj |(K4)Yi , Pi,j + Q¯i,j(ΞiU)∗|Yi) + ǫ1 + 2δu (e 12.683)
< γ0/64(d + 1 +m(X)) + γ0/64(d + 1 +m(X)) + ǫ1 + 2δu (e 12.684)
< γ0/(d+ 1 +m(X)), j = 1, 2, ..., k0(X) and i = 1, 2, ..., R. (e 12.685)
Now we are ready to apply 11.1 (for dimY ≤ d) using (e 12.666), (e 12.674)-(e 12.685),(e 12.667)
and (e 12.630). By 11.1, there is a continuous path of unitaries {Vi(t) : t ∈ [0, 1]} ⊂MK1K4(Bi)
such that
Vi(0) = (W (ξi)
(K1K4)U(ξi)
(K1))∗W (K1K4)|YiU (K1)|Yi , V (1) = 1, (e 12.686)
and ‖[(πi ◦ ϕ)(K1K4)(f), Vi(t)]‖ < ǫ/32 for all t ∈ [0, 1] and f ∈ F , (e 12.687)
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i = 1, 2, ..., R.
Define u ∈ MK1K4(C) (in fact it should be in MK1K4K5(C) but we replace MK5(C) by C
early on) as follows: u(y) = W (y)(K1K4)U (K1)(y) for y ∈ Y ′d . Note that Di is homeomorphic to
the d+1-dimensional open ball of radius 1. Each point of Di is identified by a pair (x, t), where
x is on ∂Di ∼= Sd, the boundary of Dj, and t is distance from the point to the center ξi. Let
fi : ∂Di → Yi be the continuous map given by Y. Now define (note that Vi(t) ∈MK1K4(Bi))
ui(x, t) =W (ξi)
(K1K4)U(ξi)
(K1)Vi(1− t)(fi(x)) (e 12.688)
Note that u(x, 1) =W (K1K4)(fi(x))U
(K1)(fi(x)) for x ∈ ∂Di and ui(x, 0) =W (ξi)(K1K4)U(ξi)(K1).
Define u on Di as ui(x, t). Then u ∈MK1K4(C), u|Yd = (W (K1K4)U (K1))|Yd . Let K = K1K4. We
have
‖uϕ(K)(f)u− ψ(K)(f)‖Yd = ‖W (K)U (K1)ϕ(K)(f)(U∗)(K1)(W ∗)(K) − ψ(K)(f)‖Yd (e 12.689)
< δu/2 + ‖W (K)ϕ(K)(f)W (K) − ψ(K)(f)‖|Yd (e 12.690)
< δu/2 + ǫ1/4 < ǫ for all f ∈ F . (e 12.691)
Moreover, for y ∈ Di and any y′ ∈ Yi, (5),(6) and (e 12.688) and (e 12.687), we have
‖u(y)ϕ(K)(f)(y)u∗(y)− ψ(K)(f)(y)‖ (e 12.692)
< ‖u(y)ϕ(K)(f)(y′)u∗(y)− ψ(K)(f)(ξi)‖+ 3ǫ1/4 (e 12.693)
< ‖W (ξi)(K)U(ξi)(K4)ϕ(K)(f)(y′)(U(ξi)∗)(K4)(W (ξi)∗)(K) − ψ(K)(f)(ξi)‖ (e 12.694)
+ǫ/32 + 3ǫ1/4 (e 12.695)
< ‖W (ξi)(K)ϕ(K)(f)(y′)(W (ξi)∗)(K) − ψ(K)(f)(ξi)‖+ δu/2 + ǫ/32 + 3ǫ1/4 (e 12.696)
< ‖W (ξi)(K)ϕ(K)(f)(ξ1)(W (ξi)∗)(K) − ψ(K)(f)(ξi)‖ (e 12.697)
+ǫ1/4 + δu/2 + ǫ/32 + 3ǫ1/4 (e 12.698)
< ‖W (ξi)(K)ϕ(K)(f)(ξi)(W (ξi)∗)(K) − ψ(K)(f)(ξi)‖ (e 12.699)
+ǫ1/4 + δu/2 + ǫ/32 + ǫ1 (e 12.700)
< ǫ1/4 + δu/2 + ǫ/32 + 5ǫ1/4 < ǫ for all f ∈ F . (e 12.701)
It follows that
‖uϕ(K)(f)u∗ − ψ(K)(f)‖ < ǫ for all f ∈ F . (e 12.702)
13 The reduction
Theorem 13.1. The statement of 10.4 holds for all those compact subsets Y of a finite CW
complex with dimension no more than d, where d is a non-negative integer.
Proof. Let ǫ > 0 and F ⊂ C(X) be a finite subset given. Let ∆1(r) = ∆(r/3)/3 for all r ∈ (0, 1).
Let η1 > 0 (in place of η), δ1 > 0 (in place of δ) γ
′
1 > 0 (in place of γ1), γ
′
2 > 0 (in place of γ2),
G ⊂ C(X) be a finite subset, P ⊂ K(C(X)) be a finite subset, H ⊂ C(X)s.a. be a finite subset,
V ⊂ K1(C(X)) ∩ P, N ≥ 1 be an integer and K ≥ 1 be an integer given by 10.4 for ǫ, F , ∆1
and d.
Let η = η1/3, δ = δ1/2, γ1 = γ
′
1/2. Suppose that ϕ, ψ and C = PMm(C(Y ))P satisfy the
assumptions for the above η, δ, γ1, γ2, G, P, H, V, N and K.
Suppose that C = limn→∞(Cn, ψn), where Cn = PnMm(C(Yn))Pn, where Yn is a finite CW
complex of dimension no more than d. Let δ > δ0 > 0 and G0 ⊂ C be a finite subset. It follows
from 6.7 that there exist an integer n ≥ 1, a unital contractive completely positive linear map
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r : C → Cn and unital contractive completely positive linear maps Φ,Ψ : C(X)→ Cn such that
Φ = r ◦ ϕ, Ψ = r ◦ ψ,
‖ψn,∞ ◦ Φ(f)− ϕ(f)‖ < δ0 for all f ∈ G, (e 13.703)
‖ψn,∞ ◦Ψ(f)− ϕ(f)‖ < δ0 for all f ∈ G, (e 13.704)
‖ψn,∞ ◦ r(g)− g‖ < δ0 for all f ∈ G0 and (e 13.705)
µt◦Φ(Os), µt◦Ψ(Os) ≥ ∆(s/3)/3 for all t ∈ T (Cn) (e 13.706)
for all s ≥ 17η1/8.
By choosing small δ0 and large G0, we see that we reduce the general case to the case that
Y is a finite CW complex and 10.4 applies.
Theorem 13.2. Let A be a unital separable simple C∗-algebra which is tracially Id for some
integer d ≥ 0. Then A⊗Q has tracial rank at most one.
Proof. Let ǫ > 0, a ∈ A ⊗ Q+ \ {0} and let F ⊂ A ⊗ Q be a finite subset. We may assume
that 1A ∈ F . Note that A and A ⊗ Q has the strict comparison for positive elements. Let
b = inf{dτ (a) : τ ∈ T (A)}. Then b > 0.
We write Q = limn→∞(Mn!, ın), where ın : Mn! → M(n+1)! is a unital embedding defined
by ın(x) = x⊗ 1Mn+1 for all x ∈ Mn!. To simplify notation, without loss of generality, we may
assume that F ⊂ A⊗Mn! for some integer n ≥ 1. Denote A0 = A⊗Mn!. Since A0 is tracially Id,
there is a projection e0 ∈ A0 and a unital C∗-subalgebra B0 = EMr0(C(X))E with 1B0 = e0,
where X is a compact subset of a finite CW complex with dimension at most d, r0 ≥ 1 is an
integer and E ∈Mr0(C(X)) such that
‖e0x− xe0‖ < ǫ/8 for all x ∈ F , (e 13.707)
dist(e0xe0, B0) < ǫ/8 for all x ∈ F and (e 13.708)
τ(1− e0) < b/8 for all τ ∈ T (A0). (e 13.709)
We may assume that E(x) 6= 0 for all x ∈ X. Let F1 ⊂ B0 be a finite subset such that
dist(e0xe0,F1) < ǫ/8 for all x ∈ F . (e 13.710)
We may assume that 1B0 ∈ F1. We may assume that X is an infinite set (in fact, if B0 can
always be chosen to finite dimensional, then A is an AF algebra). To simplify notation, without
loss of generality, we may assume that F and F1 are in the unit ball.
Put A1 = e0A0e0. Let ı
′ : B0 → A1 be the unital embedding. By 4.5, there is r′ ≥ 1, a
projection E′ ∈ Mr′(B0) and a unitary W ′ ∈ Mr′(B0) such that E′Mr′(B0)E′ ∼= Mk0(C(X)) =
C(X)⊗Mk0 for some k0 ≥ 1 and (W ′)∗1B0W ′ ≤ E′. Let E = (W ′)E′(W ′)∗. Then EMr′(B0)E ∼=
C(X)⊗Mk0 and e0 = 1B0 ∈ EMr′(B0)E. Let A2 = E((e0Ae0)⊗Mr′)E. Let e ∈ EMr(B0)E be a
projection which may be identified with 1C(X)⊗e′ ∈ C(X)⊗Mk0 , where e′ ∈Mk0 is a minimum
rank one projection. We also identify e with the projection in A2. Put B1 = eMr′(B0)e. Note
that B1 ∼= C(X).We will identify B1 with C(X) when it is convenient. Denote by ı : B1 → eA2e
be the embedding. Denote A3 = eA2e.We will identify EMr′(B0)E withMk0(B1) andMk0(eAe)
with A2. There exists a nondecreasing map ∆ : (0, 1)→ (0, 1) such that
µτ◦ı(Or) ≥ ∆(r) for all τ ∈ T (A3) (e 13.711)
and for all open balls Or with radius r > 0. It follows from 4.1 that A3 is also tracially Id. There
exists a finite subset F2 in the unit ball of B1 such that
{(ai,j)k0×k0 ∈Mk0(B1) : ai,j ∈ F2} ⊃ F1 (e 13.712)
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(Here, again, we identify EMr′(B0)E with Mk0(B1)).
Define ∆1(r) = ∆(r/3)/3 for all r ∈ (0, 1). Let η > 0, γ1, γ2 > 0, G ⊂ B1 be a finite subset,
P ⊂ K(B1) be a finite subset, H ⊂ (B1)s.a. be a finite subset, V ⊂ K1(B1)∩P be a finite subset,
N ≥ 1 and K ≥ 1 be integers given by 13.1 for ǫ/28(r′)2 (in place of ǫ), F2 (in place of F) and
∆1 (in place of ∆). Let U ∈ U(Mr(B1)) be a finite subset (for some integer r ≥ 1) such that
the image of U in K1(B1) is V.
Let {Xn} be a decreasing sequence of finite CW complexes such that X = ∩∞n=1Xn and
let sn : C(Xn) → C(Xn+1) be the map defined by sn(f) = f |Xn+1 for f ∈ C(X). Write
B1 = limn→∞(C(Xn), sn). Choose an integer L1 ≥ 1 such that 1/L1 < b/8. Let n1 ≥ 1
(in place of n) be an integer, q1, q2, ..., qs ∈ C(Xn1) be mutually orthogonal projections, let
g1, g2, ..., gk be a finite subset, G0 ⊂ K0(C(X)) be a finite subset, N ≥ 1 be an integer and
G1 ⊂ U(Ml(B1))/CU(Ml(B1)) (for some integer l ≥ 1) a finite subset with U ⊂ G1 be as given
by 9.12 for ǫ/28(r′)2 (in place of ǫ), γ1/4 (in place of σ1), γ2/4 (in place σ2), G, P, H, U , and
L1. We may assume that r = l without loss of generality (by choosing the larger among them).
Choose δ1 > 0 and a finite subset G1 ⊂ B1 such that, for any δ1-G1-multiplicative contrac-
tive completely positive linear map L from B1, [L ◦ sn1,∞] is well defined on K(C(Xn1)). Let
g′1, g
′
2, ...g
′
k ∈ K0(C(Xn1)) such that (sn1,∞)∗0(g′i) = gi, i = 1, 2, ..., k. We may also assume, by
applying 10.3 of [34], that
|ρC′([L ◦ sn1,∞](g′i))(τ)| < 1/2N for all τ ∈ T (C ′), (e 13.713)
i = 1, 2, ..., k, for any δ1-G1-multiplicative contractive completely positive linear map L : B1 →
C ′ for any unital C∗-algebra C ′ with T (C ′) 6= ∅. By choosing smaller δ1 and larger G1, we may
also assume that [L] induces a well-defined homomorphism Λ′ on G1. Furthermore, we may
assume that
[L ◦ sn1,∞](ξ) = Π(Λ′(g)) (e 13.714)
for all g ∈ G1 and ξ ∈ K1(C(Xn1)) such that g = (sn1,∞)∗0(ξ), provided L is a δ1-G1-
multiplicative contractive completely positive linear map.
Choose a set F3 ⊂ B1 of (2N + 1)(d + 1) mutually orthogonal positive elements. Since A3
is simple and unital, there are xf,1, xf,2, ..., xf,f(n) ∈ A3 such that
f(n)∑
j=1
x∗f,jfxf,j = e for all f ∈ F3. (e 13.715)
LetN0 = max{f(n) : f ∈ F3}max{‖xf,j‖ : f ∈ F3, 1 ≤ j ≤ f(n)}. Let δ2 = min{δ/2, δ1/2, ǫ/28(r′)2}
and let G2 = F2 ∪ G ∪ F3 ∪ G1.
Since A3 is tracially Id, by applying 6.9, there are a projection e1 ∈ A3, a unital C∗-
subalgebra C = PMR(C(Y ))P ∈ Id with 1C = e1 such that
‖e1x− xe1‖ < δ1 for all x ∈ G1, (e 13.716)
dist(e1xe1, C) < δ1 for all x ∈ G1, (e 13.717)
τ(1A3 − e1) < b/8 for all τ ∈ T (A3), (e 13.718)
and there exists a unital δ1-G1-multiplicative contractive completely positive linear map Φ :
B1 → C such that
‖Φ(x)− e1xe1‖ < δ1 for all x ∈ G1 and (e 13.719)
µτ◦Φ(Or) ≥ ∆1(r) for all τ ∈ T (e1A3e1) (e 13.720)
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for all open balls Or with radius r ≥ η. We may also assume that there is a projection E(0) ∈
Mk0(e1A3e1) such that E
(0) ≤ e0 and
‖e0(e1 ⊗ 1Mk0 )e0 − E(0)‖ < ǫ/28 (e 13.721)
(Note that e0 = 1B0 ∈ EMr′(B1)E =Mk0(C(X))). Note also that we identify (e1 ⊗ 1Mk0 ) with
a projection E′ ≤ E in A2.
We also have, for x ∈ F1, by (e 13.712) and above,
‖E(0)x− xE(0)‖ < ǫ/27 + ‖e0(e1 ⊗ 1Mk0 )e0x− xe0(e1 ⊗ 1Mk0 )e0‖ (e 13.722)
= ǫ/27 + ‖e0(e1 ⊗ 1Mk0 )x− x(e1 ⊗ 1Mk0 )e0‖ (e 13.723)
< ǫ/27 + (k0)
2δ1 < 3ǫ/2
8 (e 13.724)
Similarly,
‖E(0)xE(0) − (Φ⊗ idMk0 )(x)‖ < ǫ/26 for all x ∈ F1. (e 13.725)
Since G1 ⊃ F3, we conclude that, for each y ∈ Y, rankP (y) > 2N(d+ 1). Let κ = [Φ ◦ sn1,∞]. It
follows from the above construction, by 9.12, that there are a unital ǫ/28(r′)2-G-multiplicative
contractive completely positive linear map Ψ : B1 → C, mutually orthogonal projections
Q0, Q1, ..., QL1 , QL1+1 such that Q0, Q1, ..., QL1 are mutually equivalent, P =
∑L1
i=1Qi,
[Ψ ◦ sn1,∞] = [Φ ◦ sn1,∞], (e 13.726)
dist(Ψ‡(x), L‡(x)) < γ1/2 for all x ∈ U and (e 13.727)
|τ ◦Ψ(a)− τ ◦ Φ(a)| < γ2 for all a ∈ H and for all τ ∈ T (C), (e 13.728)
and Ψ = Ψ0 ⊕
L1︷ ︸︸ ︷
Ψ1 ⊕Ψ1 ⊕ · · · ⊕Ψ1⊕Ψ2, where Ψ0 : B1 → Q0CQ0, Ψ1 = ψ1 ◦ ϕ0, ψ1 : C(J) →
Q1CQ1 is a unital homomorphism, ϕ0 : B1 → C(J) is a unital ǫ/28(r′)2-G-multiplicative con-
tractive completely positive linear map Ψ2 = ψ2 ◦ ϕ0, ψ2 : C(J) → QL1+1CQL1+1 is a unital
homomorphism, and where J is a finite disjoint union of intervals.
It follows from 13.1 that there is an integer K ≥ 1 and a unitary U ∈ A3 ⊗MK such that
‖U∗Φ(K)(f)U −Ψ(K)(f)‖ < ǫ/28(r′)2 for all f ∈ F2. (e 13.729)
Choose n′1 ≥ 1 such that K|n′1. Note that e1A3e1 ⊂ e1A3e1 ⊗MK ⊗M(n′1)!/(n1)!K . With that,
we may write Φ(K)(f) = Φ(f) ⊗ 1MK and Ψ(K)(f) = Ψ(f) ⊗ 1MK . It follows that (working in
A2 ⊗MK)
‖(Φ ⊗ idMk0 )(x)⊗ 1MK − U¯((Ψ ⊗ idMk0 )(x)⊗ 1MK )U¯∗‖ < ǫ/28 for all x ∈ F1, (e 13.730)
where U¯ = U ⊗ 1Mk0 . Put
C1 = (
L1︷ ︸︸ ︷
ψ1 ⊕ ψ1 ⊕ · · · ⊕ ψ1⊕ψ2)(C(J)) and Ψ′ =
L1︷ ︸︸ ︷
Ψ1 ⊕Ψ1 ⊕ · · · ⊕Ψ1⊕Ψ2. (e 13.731)
There is a projection E(1) ∈Mk0(C1) such that
‖(Ψ′ ⊗ idMk0 )(1B0)− E(1)‖ < ǫ/27. (e 13.732)
Put E2 = U¯(E
(1) ⊗ 1MK )U¯∗. Thus, by (e 13.730) and (e 13.721),
‖(E(0) ⊗ 1MK )E2 − E2‖ < 3ǫ/28. (e 13.733)
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There is a projection E3 ≤ (E(0) ⊗ 1MK ) and
‖E3 − E2‖ < 3ǫ/27. (e 13.734)
It follows that there is a unitary U1 ∈Mk0(e1A3e1⊗MK) = E′A2E′⊗MK with ‖U1−1‖ < 3ǫ/27
such that U∗1E2U1 = E3. Put W = U¯
∗U1. Let
C2 =W
∗(E(1) ⊗ 1MK )(Mk0(C1)⊗MK)(E(1) ⊗ 1MK )W.
Since E3 ∈ Mk0(C1) ⊗MK , C2 ∈ I(1). We estimate that, for x ∈ F1, by identifying x with
x⊗ 1MK ,
‖E3x− xE3‖ < ‖E2x− xE2‖+ 3ǫ/26 (e 13.735)
= ‖E2(E′ ⊗ 1MK )x− x(E′ ⊗ 1MK )E2‖+ 3ǫ/26 (e 13.736)
< ‖E2(E′xE′ ⊗ 1MK )− (E′xE′ ⊗ 1MK )E2‖+ ǫ/27 + 3ǫ/26 (e 13.737)
< ‖E2(Φ⊗ idMK )(x)− (Φ⊗ idMK )(x)E2‖+ 2(k0)2δ1 + 5ǫ/26 (e 13.738)
< ‖E2U¯((Ψ ⊗ idMk)(x)− (Ψ⊗ idMk)(x))U¯∗E2‖+ 2ǫ/28 + 6ǫ/26 (e 13.739)
< 8ǫ/26 = ǫ/23. (e 13.740)
Similarly, for x ∈ F1,
‖E3xE3 − (Ψ′ ⊗ idk0)(x)⊗ 1MK‖ (e 13.741)
< 3ǫ/26 + ‖E2xE2 − E2e1xe1E2‖+ (e 13.742)
‖E2e1xe1E2 −W ∗((Ψ′ ⊗ idk0)(x)⊗ 1MK )W‖ (e 13.743)
< 3ǫ/26 + (k0)
2δ1 (e 13.744)
+‖E2((Φ ⊗ idMk0 )(x)⊗ 1MK )E2 −W
∗((Ψ′ ⊗ idk0)(x)⊗ 1MK )W‖ (e 13.745)
< 7ǫ/26 + 6ǫ/27 (e 13.746)
+‖E2((Φ ⊗ idMk0 )(x)⊗ 1MK )E2 − U¯((Ψ
′ ⊗ idk0)(x) ⊗ 1MK )U¯∗‖ (e 13.747)
< 19ǫ/26 + ǫ/26 (e 13.748)
+‖E2((Φ ⊗ idMk0 )(x)⊗ 1MK − U¯((Ψ ⊗ idk0)(x)⊗ 1MK )U¯
∗)E2‖ (e 13.749)
< 20ǫ/26 + ǫ/28 = 24ǫ/26 = 3ǫ/23. (e 13.750)
Therefore
dist(E3xE3, C2) < 3ǫ/2
3 for all x ∈ F1. (e 13.751)
Note that E3 ≤ E(0) ⊗ 1MK . It follows that E3⊗ 1MK ≤ e0⊗ 1MK . Note that we identify x with
x⊗1MK . So It follows that, for all y ∈ F , E3(y⊗1MK )E3 = E3(e0⊗1MK )(y⊗1MK )(e0⊗1MK )E3,
dist(E3(y ⊗ 1MK )E3, C2) < 3ǫ/23 + 2ǫ/8 < ǫ. (e 13.752)
Since F ⊂ A0 ⊂ A0⊗MK ⊗Mn1!/n!K, C2 ⊂ A0⊗MK ⊗Mn1!/n!K ⊂ A, one may write (e 13.752)
as
dist(E3yE3, C2) < ǫ for all x ∈ F (e 13.753)
and by (e 13.735)-(e 13.740), one may write that
‖E3y − yE3‖ < ǫ/8 + ǫ/23 + ǫ/8 < ǫ for all y ∈ F . (e 13.754)
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By identify e0 with e0 ⊗ 1MK in A, we also have, by the choice of L1, that
τ((1 − e0) + (e0 − E3)) < b/8 + b/8 = b/4 for all τ ∈ T (A). (e 13.755)
Thus
max{τ(1 − E3) : τ ∈ T (A)} < b = inf{dτ (a) : τ ∈ T (A)}. (e 13.756)
It follows from 5.5 that
1−E3 . a. (e 13.757)
Therefore, from (e 13.754), (e 13.753) and (e 13.757), A has tracial rank at most one.
Theorem 13.3. Let A be a unital separable simple C∗-algebra which is tracially Id for some
integer d ≥ 0. Suppose that A satisfies the UCT. Then A has tracial rank at most one and is
isomorphic to a unital simple AH-algebra with no dimension growth.
Proof. It follows 13.2 that A is rationally tracial rank at most one. It follows from 5.6 that
K0(A) is weakly unperforated Riesz group. Moreover, by 6.4, the map from T (A) to S1(K0(A))
maps the ∂e(T (A)) onto ∂e(S1(K0(A))). Thus, by [56], there is a unital simple AH-algebra C
with no dimension growth that has the same Elliott invariant as that of A. Since A is assumed
to satisfy the UCT, by the classification theorem in [35], A⊗Z ∼= C. But, by 8.4, A is Z-stable.
Therefore A ∼= C. This proves, in particular, A has tracial rank at most one.
Proof of Theorem 1.2
Proof. This is an immediate consequence of 13.3.
The proof of Theorem 1.1
Proof. This is an immediate corollary of 13.3. There is d ≥ 0 such that A is tracially Id. It
follows from 13.2 that A has tracial rank at most one. Note that, since A is locally AH, A also
satisfies the UCT.
14 Appendix
In the definition of 3.5 and 3.6, we use I(k) and Ik as model classes of C∗-algebras of rank k. In
general, however, one could have more general C∗-algebras as defined below.
Definition 14.1. Denote by Ik the class of C∗-algebras with the form PMr(C(X))P, where X
is a compact metric space with covering dimension k, r ≥ 1 and P ∈Mr(C(X)) is a projection.
However the following proposition shows that, by replacing Ik by Ik, one will not make any
gain.
Proposition 14.2. Let C = PMr(C(X))P ∈ Ik. Then, for any ǫ > 0 and any finite subset
F ⊂ C, there exists a C∗-subalgebra C1 ⊂ C such that C1 ∈ Ik, with C1 = QMr(C(Y ))Q, where
Y is a compact subset of a finite CW complex of dimension at most k, Q ∈ Mr(C(Y )) is a
projection such that
dist(a,C1) < ǫ for all a ∈ F and (e 14.758)
inf{rankQ(y) : y ∈ Y } = inf{rankP (x) : x ∈ X} (e 14.759)
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Proof. There is a sequence of finite CW complexes {Xn} with covering dimension k such that
C(X) = limn→∞(C(Xn), ϕn), where ϕn : C(Xn) → C(Xn+1) is a unital homomorphism. Let
ϕn,∞ : C(Xn) → C(X) be the unital homomorphism induced by the inductive limit system.
There is a compact subset Yn ⊂ Xn such that ϕn,∞(C(Xn)) = C(Yn). Note that C(Yn) ⊂
C(Yn+1) ⊂ C(X). Moreover, C(X) = ∪∞n=1C(Yn). Let ın : C(Yn) → C(X) be the imbedding.
Denote by sn : X → Yn the surjective continuous map such that ın(f)(x) = f(sn(x)) for all
f ∈ C(Yn) (and x ∈ X). Denote again by ın the extension from Mr(C(Yn)) to Mr(C(X)).
Now let 1 > ǫ > 0 and let F ⊂ PMr(C(X))P ⊂ Mr(C(X)) be a finite subset. There is an
integer n ≥ 1, a projection Q ∈Mr(C(Yn)) and a finite subset G ⊂ QMr(C(Yn))Q such that
‖P −Q‖ < ǫ/2 and dist(x,G) < ǫ/2
for all x ∈ F . It follows that ın(Q) has the same rank as that of P at every point of x ∈ X. But
for each y ∈ Yn, there exists x ∈ X such that y = sn(x). Therefore (e 14.759) also holds.
Lemma 14.3. Let G be a group, let a, b ∈ G and let k ≥ 2 be an integer. Then there are 2(k−1)
commutators c1, c2, ..., c2(k−1) ∈ G such that
(ab)k = akbk(
2(k−1)∏
j=1
c2(k−1)−(j−1)).
Proof. Note that
abab = ab2a(a−1b−1ab) for all a, b ∈ G. (e 14.760)
Let c1 = (a
−1b−1ab). Therefore
ab2ac1 = a(ab
2)((b2)−1a−1b2a)c1. (e 14.761)
Let c2 = ((b
2)−1a−1b2a). Thus
abab = a2b2(c2c1).
This proves the lemma for k = 2. Suppose that the lemma holds for 1, 2, ..., k − 1. Then
(ab)k = ab(ak−1bk−1)(c2(k−2)c2(k−2)−1 · · · c1), (e 14.762)
where c1, c2, ..., c2(k−2) are commutators. As in (e 14.760),
ab(ak−1bk−1) = ab(bk−1)(ak−1)(a−(k−1)b−(k−1)ak−1bk−1) (e 14.763)
Let c2(k−1)−1 = (a−(k−1)b−(k−1)ak−1bk−1). Further,
abkak−1 = aak−1bk(b−ka−(k−1)bkak−1). (e 14.764)
Let c2(k−1) = (b−ka−(k−1)bkak−1). Then
(ab)k = akbk(c2(k−1)c2(k−1)−1 · · · c1). (e 14.765)
This completes the induction.
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Lemma 14.4. (1) Let A be a unital C∗-algebra and let u ∈ U(A). If 1/2 > ǫ > 0 and ‖uk−v‖ < ǫ
for some integer k ≥ 1 and v ∈ U0(A) ∪ CU(A), then there exist v1 ∈ CU(A) and u1 ∈ U(A)
such that
‖u− u1‖ < ǫ/k and uk1 ∈ CU(A).
Moreover, there are 2(k − 1) commutators c1, c2, ..., c2(k−1) such that
uk1 = v(
2(k−1)∏
j=1
cj).
(2) If A is a unital infinite dimensional simple C∗-algebra with (SP), then there is u ∈ CU(A)
such that sp(u) = T.
Proof. For (1), there is h ∈ As.a. such that
exp(ih) = ukv∗ and ‖h‖ < 2 arcsin(ǫ/2). (e 14.766)
Let u1 = u exp(−ih/k). Then
uk1 ∈ CU(A). (e 14.767)
One also has that
‖u− u1‖ < ǫ/k.
By 14.3,
uk1 = vc2(k−1)c2(k−1)−1 · · · c1
for some commutators c1, c2, ..., c2(k−1) of U(A).
For (2), let e1, e2 be two non-zero mutually orthogonal and mutually equivalent projections.
Since e1Ae1 is an infinite dimensional simple C
∗-subalgebra, one obtains a unitary u1 ∈ e1Ae1
such that sp(u1) = T. Let w ∈ A such that w∗w = e1 and ww∗ = e2. Put z = (1−e1−e2)+w+w∗.
Then z ∈ U(A). Define u = (1−e1−e2)+wu1w∗+u1. One verifies that sp(z) = T and z ∈ CU(A).
The following is known and has been used a number of times. We include here for convenience
and completeness.
Proposition 14.5. Let A be a separable unital C∗-algebra and let U ⊂ U(A) be a finite subset.
Then, for any ǫ > 0, there exists δ > 0 and a finite subset G ⊂ A satisfying the following: for
any unital C∗-algebra B and any δ-G-multiplicative contractive completely positive linear map
L : A→ B, there exists a homomorphism λ : GU → U(B)/CU(B) such that
dist(〈Ln(u)〉, λ(u¯)) < ǫ
for all u ∈ U , where GU is the subgroup generated by {u¯ : u ∈ U}.
Proof. Suppose that the proposition is false. Then, there are ǫ0 > 0, a finite subset U ⊂ U(A),
and sequence of decreasing numbers δn > 0 with limn→∞ δn = 0 and a sequence of increasing
finite subsets Gn ⊂ A with ∪∞n=1Gn being dense in A, a sequence of unital C∗-algebras Bn and a
sequence of δn-Gn-multiplicative contractive completely positive linear maps Ln : A→ Bn such
that
inf{sup
u∈U
dist(〈Ln(u)〉, λ(u¯)) ≥ ǫ0, (e 14.768)
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where the infimum is taken among all homomorphisms λ : GU → U(Bn)/CU(Bn). Define
Ψ : A → ∏∞n=1Bn by Ψ(x) = {Ln(x)} for all x ∈ A. Let Q = ∏∞n=1Bn/ ⊕∞n=1 Bn and let
Π :
∏∞
n=1Bn → Q be the quotient map. Then Π ◦ Ψ : A → Q is a homomorphism. Therefore
it induces a homomorphism (Π ◦ Ψ)‡ : U(A)/CU(A) → U(Q)/CU(Q). Fix an integer k ≥ 1.
Suppose z ∈ U(Q)/CU(Q) such that zk = 0. There exists a unitary uz ∈ U(Q) such that
u¯z = z. There are w1, w2, ..., wN ∈ U(Q) which are commutators such that ukz =
∏N
j=1wj.
Suppose wj = ajbja
∗
jb
∗
j , aj , bj ∈ U(Q). There are unitaries xn, aj(n), bj(n) ∈ Bn such that
Π({xn}) = uz, Π({aj(n)}) = aj and Π({bj(n)}) = bj, (e 14.769)
j = 1, 2, ..., N. It follows that
lim
n→∞ ‖x
k
n −
N∏
j=1
aj(n)bj(n)a
∗
j(n)b
∗
j(n)‖ = 0. (e 14.770)
It follows from 14.4 that there exists a sequence of unitaries yn ∈ Bn such that
ykn =
N∏
j=1
aj(n)bj(n)a
∗
j(n)b
∗
j(n)(
2(k−1)∏
i=1
vi(n)),
where vi(n) are unitaries in Bn which are commutators, and
lim
n→∞ ‖yn − xn‖ = 0. (e 14.771)
In particular, Π({yn}) = uz. Note that
{
N∏
j=1
aj(n)bj(n)a
∗
j(n)b
∗
j(n)(
k∏
i=1
vi(n))} ∈ CU(
∞∏
n=1
Bn).
We have just shown that every finite subgroup of U(Q)/CU(Q) lifts to a finite subgroup of the
same order. This implies that there exists a homomorphism γ : GU → U(
∏∞
n=1Bn)/CU(⊕∞n=1Bn)
such that Π‡ ◦γ = (Π◦Ψ)‡|GU . Let πn :
∏∞
n=1Bn → Bn be the projection onto the n-coordinate.
Define λn : GU → U(Bn)/CU(Bn) by λn = π‡n ◦ γ, n = 1, 2, .... There exists n0 ≥ 1 such that,
for all n ≥ n0,
dist(〈Ln(u)〉, π‡n ◦ γ(u¯)) < ǫ0/2 (e 14.772)
for all u ∈ U . This is a contradiction.
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