The analysis of animal tracking data provides an important source of scientific understanding and discovery in ecology. Observations of animal trajectories using telemetry devices provide researchers with information about the way animals interact with their environment and each other. For many species, specific geographical features in the landscape can have a strong effect on behavior. Such features may correspond to a single point (e.g., dens or kill sites), or to higherdimensional subspaces (e.g., rivers or lakes). Features may be relatively static in time (e.g., coastlines or home-range centers), or may be dynamic (e.g., sea ice extent or areas of high-quality forage for herbivores). We introduce a novel model for animal movement that incorporates active selection for dynamic features in a landscape.
Introduction
For decades, study of animal movement has been an important source of scientific understanding and discovery in ecology . Observations of animal trajectories using telemetry devices, such as radio collars, have provided researchers with information about the way animals interact with their environment (e.g., Manly et al. 2002; and each other (e.g., Niu et al., 2016; Scharf et al., , 2018 . In the case of the former, one of the most common approaches used by ecologists is to analyze the rates at which animals use certain types of habitats relative to the distribution of habitat types available to them (Manly et al. 2002; Lele and Keim 2006; Hooten et al. 2017) . Such analyses typically make use of a so-called "use-availability" framework in which the probability of an individual using a particular location is modeled as a weighted combination of all available locations (e.g., Johnson et al., 2006; Northrup et al., 2013) . The weights are then referred to as the resource selection function (RSF), and provide insight into which portions of a landscape are most valuable to the study species (Boyce and Mcdonald, 1999) . What constitutes an available location depends on the characteristics of the particular species under study and the rate at which telemetry observations are gathered. Typically though, the degree to which a location is available is a function of how far an animal can reasonably be expected to move between observation times, and/or the size of the home range of the individual (e.g., Christ et al. 2008; Brost et al. 2015) .
For many species, specific geographical features in the landscape can have a strong effect on where individuals choose to move. Such features are sometimes well-summarized by a single point (e.g., dens or kill sites), but may also correspond to higher-dimensional subspaces (e.g., rivers or lakes). Their locations may be relatively static in time (e.g., coastlines or home range centers (Brost et al., 2016) ), or may be dynamic (e.g., sea ice extent or areas of high-quality forage for herbivores). While not always framed in the context of resource selection, these landscape features can nevertheless be thought of as resources, and the behavior of animals may demonstrate selection for (or against) points near the feature. We introduce a novel suite of models for the analysis of animal movement that incorporates active selection for features in a landscape that may have complex and dynamic shapes.
Our modeling framework is motivated by the study of polar bear (Ursus maritimus) movement. Polar bears spend much of their time on sea ice over shallow, biologically productive water where they hunt seals. During the sea ice melt season, the part of the year when sea ice first breaks up and contracts toward the pole, then freezes and expands southward again, the most valuable habitat is near the interface between sea ice and the ocean (Durner et al. 2009 ; Rode et al. 2015; Atwood et al. 2016) . The changing distribution and characteristics of sea ice throughout the late spring through early fall means that the location of valuable ice-edge habitat is constantly shifting. As climate change alters the rate at which sea ice thaws and freezes, as well as the size of its minimum and maximum extents, there is increasing concern about how polar bears are responding to these dramatic shifts in their environment (Rode et al., 2014) . Our goal is to develop a model for the movement of polar bears that explicitly accounts for the effect of the changing sea ice and can be incorporated into a wide variety of hierarchical models used to better understand polar bear ecology. In Section 3, we use our proposed model to answer a particular question posed by wildlife managers who seek to cluster polar bears from the Beaufort and Chukchi seas into two sub-populations.
Model Development

Feature preference
To account for an individual's preference for areas in a landscape near (or far from) a particular feature of interest, we take a use-availability approach. We define the selection weight of a particular location to be a parametric function of the distance from the location to a feature of interest on the landscape. Estimates of the relevant parameters provide a summary of how strong an effect the feature has on the behavior of the observed individuals. We model availability similar to Hjermann (2000) , Christ et al. (2008) , , and Brost et al. (2015) who used radial distributions centered on the most recently-observed location to define the continuously-valued availability at each point in time.
Let µ(t) be the location of an individual at time t ∈ {1, . . . , T }, where we will assume for now that observation times are equally spaced with no missing values. Define the conditional probability density for µ(t) as
where we use square brackets to denote a probability density. For t > 1, the conditional distribution is proportional to the product of two components, the first of which is the density of a bivariate Gaussian distribution centered on the previous location of the individual, and defines the availability of each point on the landscape as in Christ et al. (2008) . The availability component induces positive auto-correlation in the joint process µ ≡ (µ(1), . . . , µ(T )) , with larger values of σ 2 µ resulting in processes with greater distances between consecutive locations and faster, more erratic movement.
The function g is a RSF and controls the effect a particular feature in the landscape has on an individual's movement. Let M(t) denote the set of points that comprise the feature of interest (e.g., the interface between sea ice and ocean). We define the function g as
(where · 2 is the 2 or Euclidean norm) so that the value of g is highest near M(t), and drops to zero as µ(t) moves away from M(t). The value of τ 2 controls the range at which g effectively reduces to zero. We show in Section 2.2 why this particular parametric form for the RSF can be used to leverage computational efficiencies in parameter estimation.
In practice, it will often be useful to define g such that it achieves its largest values at locations µ(t) near M(t) so that the conditional density given in (1) has probability mass concentrated near M(t). Specifying g in this way provides a method for modeling movement that exhibits preference for the region of the landscape near the feature of interest. Alternative specifications could also be used to model the movement of individuals displaying preference for portions of the landscape far from the feature M(t).
The model for the discrete-time process µ provides a useful tool for modeling the movement of an individual responding to a one-dimensional feature on a landscape. In Section 3, we apply the model to the movement of polar bears with the ultimate goal of clustering individuals into disjoint subpopulations based on space use. By including availability and resource selection as part of a larger hierarchical structure, we are able to account for polar bears preference for habitats that facilitate the depredation of seals, which, if ignored, might result in biased inference about sub-population membership.
The conditional density in (1) is only defined up to a constant of proportionality that must be computed as part of any likelihood-based estimation procedure. In Section 3, we employ a Bayesian hierarchical methodology and fit our model for polar bear movement using Markov chain Monte Carlo (MCMC), which requires computation of the normalizing constant several times at each iteration of the algorithm. For a general feature, M(t), the normalization constant is not analytically tractable. Thus, some form of numerical integration is required to fit the model to data, the computational cost of which precludes such an approach in our application. In the RSF literature, the normalization constant has typically been approximated using either a coarse spatial discretization (e.g., Warton and Shepherd 2010; Brost et al. 2015) , or a randomized scheme based on an "availability sample" (e.g., Northrup et al., 2013) . In the next section, we introduce a novel approach for computing the necessary normalization constant in which we approximate the RSF in a way that induces conjugacy in the distributional form for µ(t) and greatly reduces the computational cost of model fitting.
Linearization approximation
We implement a novel approximation technique that assumes locally linear structure in the shape of M(t), allowing for efficient approximation of the true conditional density of µ(t). To motivate our approximation, we note that, for the special case when M(t) is a straight line, the RSF as defined in (2) can be written in a form similar to that of a bivariate Gaussian density function with a rank-deficient covariance matrix.
2.2.1 RSF for straight lines. First, consider the case of a vertical line, M(t), in the real plane so that M(t) ≡ (x, y) ∈ R 2 : x = h . For this case, we have
for all real-valued y.
To allow for M(t) that are straight, but not necessarily vertically oriented, we rotate the coordinate system through an angle θ. Let R(θ) be the rotation matrix defined as
and let θ be defined such that R (θ) M(t) = (x, y) ∈ R 2 : x = h for some real-valued h. Note that the inverse of a rotation matrix, R −1 (θ) = R(−θ), is also equal to its transpose, R (θ). The RSF defined in (2) is invariant under rigid transformations such as rotations, therefore
2.2.2
Linearizing complex landscape features. The resulting form for µ(t)|µ(t − 1), M(t) is proportional to the product of two Gaussian distributions, one of which is improper. Provided 0 < τ 2 , the product is a proper bivariate Gaussian distribution with mean, µ * , and covariance, Σ * , given by
where m is any point in M(t). The distributional form of µ(t)|µ(t − 1), M(t) implicitly defines the appropriate normalization constant in (1). Thus, if there exists some straight line M(t) that represents a close approximation to M(t) near µ(t − 1), g(µ(t); M(t), τ 2 ) may provide a reasonable approximation for g(µ(t); M(t), τ 2 ) that alleviates the computational burden of repeatedly calculating the necessary normalization constant. A natural candidate for M(t) is the line that is tangent to M(t) at the point on M(t) closest to µ(t − 1), because this is the portion of the feature that contributes most to the conditional distribution of µ(t).
Let m(t) be the point in M(t) nearest to µ(t − 1), and let M(t) be the set of points that lie on the line tangent to M(t) at m(t). Figure 1 shows a schematic illustrating the way the product of the two Gaussian components in (1) combine to result in a third Gaussian distribution. The dashed line represents an example of the edge of a one-dimensional feature of interest, and the solid line represents the linearized edge.
For M(t) to result in an adequate approximation of the RSF, the linearized feature need only resemble the true feature in the vicinity of µ(t). Outside of the immediate M(t) Figure 1 . The product of the two densities in the left plot (one of which is improper) result in the density shown in the right plot.
neighborhood, the availability distribution will be essentially zero, reducing the impact of errors in the RSF approximation. Therefore, the linearization approximation is justifiable if it is reasonable to assume that, at the scale at which locations are measured, the edge of the feature of interest can be considered approximately linear.
Application
Goals and previous work
There are a total of 19 recognized polar bear sub-populations in the circumpolar Arctic ( Figure 2 , Obbard et al., 2010) . However, the boundaries that delineate the sub-populations are challenging to precisely define because there are few barriers to movement for polar bears, and the changing extent and drift of the sea ice leads to periods of the year when individuals from different sub-populations may use overlapping portions of the landscape. Nevertheless, there are important reasons to determine a clear delineation of the sub-population boundaries. For example, wildlife management agencies such as the U.S. Fish and Wildlife Service (USFWS) use sub-population boundaries to help guide management decisions for polar bears, which are currently listed as 'threatened' under the Endangered Species Act (U.S. Fish and Wildlife, 2016) . There is also evidence that polar bears from different sub-populations are responding to climate change with differing degrees of success (Rode et al., 2014; Ware et al., 2017) . In what follows, we focus on estimating a sub-population boundary between the Chukchi Sea (CS) and Southern Beaufort Sea (SB) subpopulations.
Previous efforts to determine sub-population boundaries provided important initial estimates; however, the substantial physical changes taking place in the Arctic ecosystem mean that boundary estimates have the potential to become outdated quickly. Amstrup et al. (2005) used a multi-stage nonparametric clustering procedure to estimate boundaries based on utilization distributions estimated from telemetry observations. While the methods employed provide a probabilistic basis for inference, there are three primary opportunities for continued development.
First, Amstrup et al. (2005) did not make use of all observations. They discarded observations with measurement error classes deemed insufficiently precise, and thinned observations so that only one location is used per bear per 6-day duty cycle. Thinning the data represents an effort to diminish the dependence between consecutive observations so that locations can be treated as independent in the analysis. In our analysis, we directly incorporated the dependence between consecutive observations. We also modeled the wide variety of measurement error structures and severities present in the data allowing us to include all observations. Second, the Amstrup et al. (2005) analysis did not provide probabilistic estimates of sub-population membership for each observed individual. Our analysis allowed us to compute the probability of sub-population membership for each polar bear, with estimates of uncertainty. Moreover, our methodology allowed us to estimate the sub-population membership probabilities for a newly observed individual, conditioned on the data used to fit the model. Finally, Amstrup et al. (2005) did not directly incorporate the effect changing sea ice had on the observed locations of polar bears. Estimates of space use for each sub-population were summarized across all seasons, potentially confounding the roles of sea ice and sub-population boundaries. In contrast, we directly incorporated the effect of sea ice extent on movement through a RSF. Our novel linearization approximation allowed us to obtain inference from the resulting mechanistic model using an efficient sampling algorithm.
Movement process model
With the exception of mothers denning on land, most polar bears remain on the ice in the summer, following it north as it retreats away from continental land masses. Polar bears are specialist carnivores that use areas near the interface of sea ice and ocean to hunt seals during the sea ice melt season (Durner et al., 2009 ). However, polar bears do occasionally remain on land through the warmest part of the year and, in fact, Atwood et al. (2016) concluded that there is evidence the number of individuals exhibiting this behavior is increasing.
Two of the primary characteristics of polar bear movement are a tendency for most individuals to prefer portions of the landscape near the edge of the sea ice, and a tendency for individuals to occupy a general spatial region corresponding to the particular unobserved sub-population to which an individual polar bear is a member. To address the effect of the sea ice, we specify a model for movement that incorporates preference for areas near the sea ice boundary as it changes in time. We account for polar bears that remain on land during the summer by also including coastline as a feature on the landscape associated with increased rates of use, as individuals that spend the summer on land tend to remain on islands and/or near the coastline for most of the season (Rode et al., 2015) . By accounting for habitat variability, we hope to avoid inadvertently clustering bears into sub-populations that confound true sub-population spatial regions with movement responding to changing sea ice.
We take a Bayesian hierarchical modeling perspective, allowing us to specify models for both measurement error and the true unobserved movement process in a single coherent framework. We use a discrete-time approach to specify a model for polar bear movement, in which the conditional probability density for the location of an individual is proportional to a product of components corresponding to resource availability and selection. The discrete-time approach is motivated by the scale at which we have measurements of Arctic sea ice, which features as a direct effect in our model for movement. We use estimates of the extent of sea ice provided by the National Snow and Ice Data Center (Fetterer et al., 2010) that are available at daily intervals; thus, we model movement as a discrete-time stochastic process on a daily scale.
Let µ i (t) denote the location of individual i ∈ {1, . . . , N } at time t ∈ Ti, where Ti is a consecutive set of times from the reference set T = {1, . . . , T }, and let zi be a binary random variable that equals 1 if individual i belongs to the CS sub-population, and 0 if it belongs to the SB sub-population. Additionally, we denote by M(t) the set of points in the plane defined by the union of coast line, and the edge of the sea ice. We model the conditional distribution of µ i (t) as
Each component in (3), t > min(Ti) captures a different feature of the movement process. Namely, these are (i) the temporal dependence between locations on consecutive days, (ii) the association of each individual bear with a subpopulation-level central place, and (iii) a RSF that appropriately weights locations near a coastline or the edge of the sea ice. The first two terms can be thought of as a twocomponent availability function that incorporates movement constraints and a sub-population activity center, similar in many respects to the modeling specification of Christ et al. (2008) and . The third term is a RSF that models the preference polar bears exhibit for habitat near either a coastline, or the sea ice boundary.
The model for movement specified in (3) also captures a documented secondary effect that changing sea ice has on polar bears . Especially in the summer months, polar bears that remain on the sea ice expend a substantial amount of energy merely keeping up with the retreating ice sheet. Increased rates of sea ice retreat associated with global climate change have been estimated to impose an energy cost on polar bears of 1-3 additional seals per year compared to historic norms . Sea ice does not retreat at a uniform rate at all points along the boundary. Rather, the change in shape is highly variable with some regions retreating more slowly than others (Steele et al., 2015) . Our proposed RSF-based movement model has the effect of placing higher probability mass on paths that track with regions of the ice that have the slowest daily rates of change. Our model therefore captures an inherent incentive for polar bears to travel along those portions of the ice that minimize their expected energy expenditure associated with keeping pace with the changing ice.
Activity centers and sub-population membership
The second component in (3), for t > min(Ti), and first component for t = min(Ti) is a bivariate Gaussian distribution centered on one of two central places, µ SB and µ CS , corresponding to the centers of the SB and CS sub-populations, respectively. The 2 × 2 covariance matrices, ΣCS and ΣSB, control the strength of the effect the sub-population center has on the movement of each individual. As the marginal variances of ΣCS and ΣSB increase, individuals are allowed to range farther from their central place. We specify prior distributions for ΣCS and ΣSB based on their eigen decompositions. Details are provided in the Supplementary Materials.
The binary random variables, zi, indicate the particular sub-population with which individual i associates. We specify Bernoulli prior distributions for each zi with probability 0.5, corresponding to balanced a priori classification of each individual.
Time-varying RSF
For the application to polar bear movement, we modified the RSF introduced in (2) slightly to account for an important aspect of polar bear ecology. Polar bears' preference for habitat near the coastlines and boundary between ocean and sea ice is highest during summer and autumn months and weakest in the winter (Durner et al., 2009 ). Thus, we define a RSF with the same shape characteristics as in (2), but with an added indicator function that accounts for the difference in seasons when the landscape feature is most relevant, and when it has negligible impact on movement. Let a and b denote the days of the year (0, . . . , 365) on which this "summer" season begins and ends, respectively. Then the modified RSF is defined as
We specify Gaussian prior distributions for the end-points of the summer such that a ∼ N(135, 14 2 ), b ∼ N(319, 14 2 ), corresponding to prior start and end date distributions with means of May 15th and November 15th, respectively, and a variance of two weeks. One way to interpret this generalization of (2) is to define the RSF in the original way, but let τ 2 vary in time. The modified RSF given by (4) arises for the case of a dynamic τ 2 parameter that is constant and finite during the summer season, and infinite during the rest of the year. Thus, outside of the season defined by (a, b) the landscape feature defined by M(t) has no effect on movement.
Measurement error
We analyzed telemetry observations of N = 186 polar bears made by the USFWS (USFWS unpublished data) and the U.S. Geological Survey (USGS) (USGS unpublished data) using a variety of different telemetry device types contaminated with measurement error of varying severity. In each case, we model the observed locations as centered on the true, unobserved location of the individual with an additive measurement error process as
where the distribution for εi(t * ) depends on the particular device used to make the observation si(t * ), and we allow measurements to be made at any point on the continuous interval (1, T ). We address the misalignment between this continuous-time scale and the discrete scale used to model the movement process in Section 3.6.1.
The simplest of the three measurement error structures is that associated with GPS devices, which generate small measurement errors that are well-modeled by a circular Gaussian distribution as 30, 3) . The second and third types of measurement errors are those associated with Argos transmitters (Service Argos, 2016). Argos devices use polar orbiting satellites to record the location of the device and have the advantage of providing values to researchers in real time. However, the satellite-based location estimates are often made with a substantial amount of error, and the structure of the errors can be highly non-circular (Costa et al., 2010) . The severity of Argos measurement errors are related to the direction of satellite travel, leading to elliptical error distributions with an orientation that varies with each observation. Service Argos provide categorical error-class labels (3, 2, 1, 0, A, B, or Z) that correspond to measurements made with increasing severity levels. Recently, Argos has begun to include estimates of the maximum and minimum axis lengths, and angle of rotation for the error ellipse associated with each observation (e.g., McClintock et al., 2015).
For Argos observations that lack auxiliary ellipse information, we use the provided classes to model the measurement error process as
where k = {3, 2, 1, 0, A, B} indexes unique variance parameters for each Argos error class. We specified the means µ Argos,k in the log-normal prior distributions for σ 2 Argos,k to match estimates obtained by Costa et al. (2010) , which are provided in the Supplementary Materials. For an alternative treatment of Argos error structure in the absence of auxiliary ellipse information, see Brost et al. (2016) and Buderman et al. (2016) .
For Argos observations with auxiliary ellipse information, we model the measurement error process as
where Σ(t * ) is a covariance matrix corresponding to a bivariate Gaussian distribution with elliptical contours that match the ratio of axis lengths and angle of rotation provided by Argos for each observation time.
3.6 Estimation 3.6.1 Process imputation: Stage 1. Our proposed model for the movement and measurement error process are based on discrete-and continuous-time scales, respectively. To reconcile this difference, we employ a two-stage estimation procedure called "process imputation" (e.g., Hooten et al., 2010; Hanks et al., 2011; Scharf et al., , 2017 . The procedure is based on the well-established method of multiple imputation for missing values (Rubin, 1996) , and fits within a larger MCMC algorithm. In essence, it consists of first fitting a flexible, continuous-time model to the telemetry data and making a finite number of draws from the posterior distribution of the true continuous process at times {1, . . . , T }. The realizations from the first stage are selected uniformly at random and treated as the true discrete-time paths in the second stage of the process imputation procedure. Sampling uniformly from the collection of first-stage realizations propagates the measurement error incorporated in the first stage through to the second stage.
Using the process imputation procedure allows us to account for misaligned time scales in the measurement and movement processes, account for measurement error, and ease the computational demand of model fitting in exchange for a small amount of approximation error in the overall estimation procedure. We refer the reader to Scharf et al. (2017) for a more detailed treatment of the procedure, and justification for its use.
We used the Ornstein-Uhlenbeck (OU) movement model of , implemented in the R package crawl (Johnson, 2016) , as the first stage of a process imputation estimation procedure. modeled the velocity of an individual using Brownian motion, integrating the velocity process over time to yield the movement process. The OU model has been shown to perform well as a first-stage model for process imputation (Scharf et al., 2017) , and accommodates a broad range of measurement error models. In stage one, we fit each individual separately, using the measurement error structures defined in Section 3.5 as appropriate for each individual's device type, and drew K = 24 realizations of the continuous path evaluated on the daily discrete-time scale for all days falling between the first and last observation times. Additional details associated with model fitting are provided in the Supplementary Materials. 3.6.2 Process imputation: Stage 2. Conditioned on the true discrete-time locations, µ ≡ (µ 1 , . . . , µ N ) , we estimate the posterior density, [θ|µ] , for model parameters θ ≡ σ 2 µ , τ 2 , a, b, z, p, µ SB , µ CS , ΣCS, ΣSB with a MCMC algorithm, using standard Metropolis within Gibbs samplers for each parameter. We used visual examination of trace plots, as well as estimates of effective sample size to assess convergence. A single chain of length Niter = 5 × 10 4 was generated, with the first half discarded as burnin. Additional model fitting details may be found in the Supplementary Materials.
3.6.3 Pre-computation. In addition to providing a method for reconciling the time domains at which observations are made and the movement process is modeled, the process imputation procedure provides opportunities for improvements in computational efficiency. In the second stage of our fitting procedure, all parameter updates are conditioned on one of K known draws from the distribution of true paths generated in stage 1. Hence, there are only K possible values of mi(t), the location on M(t) closest to µ i (t − 1), which we can compute and store before running the MCMC algorithm. Computing mi(t) requires evaluating the distance between µ i (t) and every point in M(t), and must be done for all N = 186 individuals and all Ti, i = 1, . . . , N time points. Pre-computing all possible values of mi(t) reduces the number of times we must perform the complete search from Niter (the number of iterations used in the MCMC algorithm) to K (the number of imputed paths) resulting in a substantial decrease in the time required for estimation.
Results
Using the two-stage approach, we fit the model to all observations made by USFWS and USGS from 2012-2016 (186 unique individuals). Table 1 gives the posterior medians and equal-tailed 95% credible intervals for each variance parameter, as well as relevant prior distributions and hyperpriors. Figure 3 shows the posterior mean of each zi grouped by the agency that tagged the individuals. Posterior means of the class indicator variables can be interpreted as the posterior probabiltiy that individual i is a member of the Chukchi sea sub-population.
The posterior distribution of the parameters defining the "summer" season suggests that the feature M(t), defined as the union of the interface between sea-ice and ocean and the continental coastlines, has greatest impact on the behavior of polar bears between March 4 and November 30.
To produce a meaningful spatial delineation of the two subpopulations from which our study animals were drawn, we use a derived quantity related to the infered locations of the subpopulation activity centers. If we consider the observation of a single new location, µ J+1 (t), and integrate across all arbitrary features, effectively removing the effect of the RSF, it can be shown that the posterior probability that zJ+1 = 1 is given by
For the case of an uninformative prior, pJ+1 = 0.5, the contour corresponding to Pr(zJ+1 = 1) = 0.5 is defined by the points in the plane where the two normal densities are equal. It can be shown that these contours are the roots of quadratic polynomials in two dimensions. By computing the contour at each iteration in the MCMC algorithm, we can obtain draws from the posterior distribution, a summary of which provides wildlife managers with a way to delineate the boundary between the two sub-populations. Figure 4 shows a map of the region encompassing the Chukchi and southern Beaufort seas. In the background of Figure 4 , weekly measurements of sea ice extent for MarchSeptember 2016 are shown as light blue polygons, with the darkest polygon corresponding to open ocean, the second darkest polygon to March 1st, and the lightest polygon to September 30th. Orange and purple lines show the paths drawn in the first stage of the process imputation framework. The colors correspond to the posterior means of zi, with dark orange hues corresponding to values close to 0, white corresponding to values close to 0.5, and dark purple corresponding to values close to 1. The solid black line corresponds to a central-measure summary of the posterior distribution of the derived spatial boundary. The dashed lines show equal-tailed 95% pointwise credible intervals computed orthogonal to the solid line (more details are given in the Supplementary Materials). The portion of the inferred boundary most relevant in this application is in the bottom right quarter of the map and suggests at most a small shift from the currently accepted subpopulation delineation, denoted by the large polygons with thin black lines (also shown in Figure 2 ).
Simulation Study
The linearization approximation implemented in the estimation procedure (Section 2.2) introduces approximation error into the likelihood calculation unless the shape of the linear boundary is exactly a straight line. In many applications, the shape of a particular feature may be quite complex at the scale of the entire landscape, but well-approximated by a linear shape at the scale of movement increments. If the boundary of the feature is straight enough in the relevant vicinity of the individual reacting to it, then it is reasonable to assume that the approximation error will not adversely affect estimation.
To check the assumption of local linearity, we investigated differences between data simulated from the exact and approximated movement models. We used the same observed union of sea ice boundary and coastline from 2016 that we used in our analysis of the movement of polar bears (Section 3), and the posterior medians of model parameters σ 2 µ and τ 2 to simulate 16 paths over all 366 days from both the exact and approximate movement process models. For the purposes of the simulation study, we disregarded the effect of sub-population activity centers, effectively taking the limit of the movement model in Section 3 as the marginal variances in ΣCS and ΣSB tend to infinity. We then compared the distributions of three summary statistics: (1) the distance between each simulated location and the nearest point on M(t), (2) the distance between consecutive locations, and (3) the turning angle between consecutive locations. The first statistic was chosen to reveal important discrepencies in the way the exact and linearized models account for the effect of the RSF. The second and third statistics are commonly investigated quantities in animal movement studies. Figure 5 shows kernel density estimates of the distributions for each statistic. Each of the narrow, faint lines represents the distribution of a statistic for a single individual. The thick, dark lines represent distributions taken across all simulated individuals. The strong similarity between the solid and dashed lines suggest that our linearization method is providing an adequate approximation to the true likelihood.
Discussion
Our novel approximation method based on the linearization of a potentially time-varying spatial feature, M(t), reduces the computational burden of fitting models in the common RSF framework, allowing researchers increased flexibility in Figure 4 . The orange and purple lines represent trajectories drawn from the process imputation distributions (Section 3.6.1) of all polar bears from 2012-2016. Orange lines correspond to polar bears associated with the Southern Beaufort sea subpopulation, and purple lines correspond to bears associated with the Chukchi sea sub-population. The darkness of the color corresponds to the probability assigned to a given sub-population. The black line shows central-measure summary of the distribution for the derived spatial boundary where, marginally, the probability of sub-population membership is balanced (Section 3.7). The dashed lines show pointwise equal-tailed 95% credible intervals orthogonal to the central-measure boundary. The large polygons with thin black borders show the current sub-population delineations (CS, SB, and NB from left to right; see Figure 2 ). the types of RSFs they can specify in mechanistically-driven models for movement. We demonstrated our approach in an application involving the movement of polar bears as they respond to seasonal shifts in sea ice over the course of 2012-2016. Recently, there has been a significant increase in research focused on the so-called "greenwave" hypothesis (e.g., Aikens et al., 2017) , which posits that herbivorous animals align their movement with bands of high-quality forage that shift throughout spring as different elevations and latitudes experience phenological changes. Our modeling approach represents a way to validate the hypothesis if information about the shape of the greenwave is known, or potentially estimate the location of the posited band of high quality forage based on the observed movement patterns of herbivores.
The linearization approximation methodology can also be extended to higher-dimensional spaces and features. For instance, in marine environments, RSFs based on twodimensional features, such as isotherms, may be locally approximated using rank-deficient Gaussian distributions corresponding to infinite planes. One-dimensional features in threedimensional spaces, such as wind or ocean currents, can also be approximated with improper distributions, where the rank of the covariance matrix is deficient by a degree of 2. In practice, researchers will need to evaluate the appropriateness of a linearization approximation; however, in many cases, our methodology offers a way to include complex drivers of movement that might otherwise have been computationally inaccessible. 
Suplementary Materials
Appendix A: MCMC Implementation details
Stage 1 We used the Ornstein-Uhlenbeck movement model of as the process model for the imputation distrbution in the process imputation framework (Scharf et al., 2017) . For each individual in the study, we define the firststage model by pairing the process model in and the measurement error model described in Section 3.4 that matched the individual's device type. We then used the R package crawl (Johnson, 2016) to fit the hierarchical model to the individual's telemetry observations, and draw K = 24 realizations from the posterior distribution of the continuous movement process. Each draw was evaluated on a daily time scale, corresponding to the rate at which we have observations of sea ice extent.
Priors for the sub-population covariances ΣCS and ΣSB defined in Section 3.3 were defined through the eigenvalues and angle of rotation of the ellipses. We specified independent priors from a Gamma distribution with mean equal to 150 and variance equal to 10,000 for each eigenvalue, and a uniform distribution on (0, π/2] for the angle of rotation. This corresponds to our belief that the sub-population effect should have diminishing influence beyond distances of approximately 150km from the activity centers, and that these subpopulation distributions may have arbitrary orientation.
Mean parameters for the prior distributions on measurement error variance processes, σ 2 Argos,k , corresponding to cases in which an Argos device was used but no auxilliary ellipse information is available were specified as (0.487, 0.939, 1.110, 4.342, 31.512, 36 .077) for Arogs error class (L3, L2, L1, L0, LA, LB) respectively (Costa et al., 2010 ) (see Section 3.5). polar bear #21589
Stage 2
We drew realizations from the posterior distribution of the parameters θ ≡ σ 2 µ , τ 2 , a, b, p, µ SB , µ CS , ΣCS, ΣSB using Metropolis within Gibbs updates in an MCMC procedure. We ran the MCMC algorithm for a total of 5 × 10 4 iterations, discarding the first half as burnin.
