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A representative sample of these notions of centrality can be found in
[1H9], [11H13], and [14] .
In this paper we will present algorithms for finding three different "centers" of trees, where a tree is a connected, acyclic graph. The first is an improvement over existing algorithms in [4] , [8] and [9] ; the second is a weighted version of the first algorithm. The third algorithm introduces a new notion of centrality, the path center of a tree, which can be viewed as a generalization of the "center" considered in the first two algorithms.1 These three algorithms are different from those previously considered in that they involve an explicit data structure for representing a tree (a canonical recursive representation) which simplifies the computer imple mentation of these algorithms and makes them more efficient and faster. The restriction from general graphs to trees, which is also found in many of the cited references, is made mainly for the sake of "simplest case" tractability, but also accurately models situations in which economy demands a minimal network connecting the given vertex-set.
RECURSIVE REPRESENTATIONS OF TREES
An endvertex u in tree T (called a "tip" in [4] ) is a vertex of degree one. A vertex v adjacent to an endvertex u is called a remote vertex. A pendant edge (u, v) (called a "quill" in [4] ) is an edge between an endvertex u and a remote vertex v.
A tree T having M vertices, labeled 1,2, , Af, is recursively labeled 1 A recent paper by Slater [15] also studies this generalization. Given a recursively labeled tree T one can easily form a linear sequence,
T, which uniquely represents T, where C(j) is the unique vertex adjacent to vertex j having a smaller label than j\ i.e., C(j) < j; we assume that C(l) = 0. In Figure 1 (a) we illustrate this with a recursively labeled tree T and its canonical representation.
More generally, a recursive representation of a tree T is a sequence (Uil9 Vi) (ui2, Vi2)---(uiM_19 ViM_) of the edges of T, such that for every y, 1 < j < M ? 1, the initial subsequence
is a recursive representation of a subtree 7} in which (wIy, Vi.) is a pendant edge. In Figure 1 (b) we present a typical recursive representation of T. In general, any procedure which iteratively deletes pendant edges from T and records the sequence of deleted edges, right to left, in a linear sequence, produces a recursive representation of T.
algorithms for jordan and path center of a tree / 101
It can be shown, [13] however, that any recursive representation of T can be mapped uniquely into the canonical representation of a (relabeled) tree Tf which is isomorphic to T. Hence, the following algorithms are designed to operate on the simpler, canonical representation of trees.
THE JORDAN CENTER OF A TREE Following
Harary [10] we present the following definitions. In 1869, Jordan [11] presented the following result. Theorem 1 (Jordan) . The center of every tree consists either of one vertex or two adjacent vertices.
The proof of Jordan's theorem suggests an easy algorithm for finding the center of any tree. The principal idea in the proof is that if T' is obtained from T by deleting all end vertices, then the center of T" is the same as the center of T. Hence, an algorithm which iteratively deletes endvertices in layers until either a single vertex, or two adjacent vertices remain, will find the center of T. Such an algorithm could be implemented by maintaining a list of current endvertices. As each of these is deleted, a check can be made to see if the corresponding remote vertex becomes an endvertex; if it does then it can be added to the end of the list of endvertices. Such a procedure is suggested by Halfin. [8] A different and faster algorithm for finding the center of a tree T can be designed using recursive representations. This algorithm in effect makes one pass from right to left over the canonical representation of T and computes the diameter d(T).A partial second pass, from left to right, then locates the center using the observation that the center of T occurs at the midpoint (s) of any longest path in T. The correctness of this algorithm is based on the next theorem.
Let T be an undirected tree and let T" be the directed tree which e. cockayne and s. hedetniemi results from rooting T at an arbitrary vertex u (i.e. orienting all edges of T away from u). For any vertex v in TM, the set of vertices w for which there exists a directed path from v to w (including v itself) defines a subtree Tvu which is rooted at v.
The height of a tree T rooted at v> h(Tv), is the length of a longest path from v to an endvertex of Tv. The diameter of a tree T rooted at v, d(Tv), is the length of a longest path in Tv, where the edges are considered to be undirected. Theorem 2. Let Tv be a tree rooted at a non-endvertex v and let i>2, ..., Vk, k > 2, be the vertices adjacent to v in Tv. Then
Proof A longest path in Tv either passes through the root v or it does not. If it does, then it must enter v from some vertex adjacent to v, say Vi, and it must leave v through some other adjacent vertex, say Vj. The length of this path in Tvv. and in T\ must equal h(Tvv) and h(TvVj), respectively. It follows that
If, on the other hand, this path does not pass through v9 then it must lie entirely within one of the subtrees, say TEJ.. But then
In either case,
This result immediately suggests an algorithm, for computing the diameter of any rooted tree Tv, which removes endvertices one at a time.
Associate with each vertex w a variable HEIGHTS), which records the length of a longest path encountered so far from w to an endvertex. When a given vertex w becomes an endvertex, the current value of HEIGHT(a;)
will equal the height of the subtree Twv rooted at w, and this value can be Step 0.
[Initialize]
Set DIAMETER <h-0 for 1^1 to M do set HEIGHT(J) <-0 od
Step Step 1 is also executed 0(M) times. Each of these steps requires at most constant time.
Step 2 involves a constant amount of time. The test in
Step 3 must be performed a maximum of M times, hence, each step within Step 3 must be performed a maximum of M times. Since each of these steps requires at most constant time, Algorithm JORDAN-CEN TER can be executed in 0(M) time. 
The correctness of the following algorithm for finding the weighted center of a tree is based on immediate generalizations of the proof for Algorithm JORDAN-CENTER.
In the interest of brevity these are omitted.
Algorithm WEIGHTED-JORDAN-CENTER
To find the weighted diameter WDIAM and weighted center WCTR of a tree T, having M vertices labeled 1, 2, ..., M, described by the canonical representation C(l), C(2), ..., C(M), where each vertex i has a weight A(i), and each edge has length L(i).
Step 0.
Set WDIAM ^0 for I ^-1 to M do set WHT (7) A(I) od
Step 
WHT(END) + L(END) = WHT(REMOTE),
where C(END) = REMOTE; this equality is necessary in order that the edge (END, REMOTE) can lie on a weighted diameter.
THE PATH CENTER OF A TREE
The Jordan center of a tree can be generalized in a natural way to In Figure 2 we illustrate the path center with a tree T; its path center is the path p* from u to v. Note that e(p*) = 3, but no path in T has eccentricity of 2, i.e. no path is within distance two of every other vertex. The path p* might be interpreted as a linear transit-vehicle route which is optimally chosen for accessibility from all vertices in T.
We next show that for any tree T the path center is unique. We then present an algorithm for finding this unique path in any tree. Theorem 3 (Uniqueness). The path center of any tree contains exactly one path.
Proof. Suppose that there exist two paths pi and p2 in the path center. Then either pi and p2 have vertices in common or they do not. Case 1. Assume that p\ and p2 have no common vertex. Let a,-, i = 1, 2 be the initial and terminal vertices of the path p from pi to p2 and Tiy i = 1, 2 be the component subtree containing pt in the forest obtained by deleting all edges of p from T (cf. Figure 3) .
Let Xi G V(Ti) satisfy d(xu at) = max{d(x, a,-)}, i = 1, 2, x G V(Ti). We assert that the path p* from X\ to x2 satisfies e(p*) < e(pi) = e(p2).
UyG V(7\), then d(y, p*) < d(y, ax) < d(xh ax) < d(xu p2) < e(p2). Step 0. at most constant time.
Step 3 involves the addition of vertices to the path center. Since no vertex is a link to more than one vertex, each vertex can be visited at most once. Therefore, Step 3 requires at most 0(M) time.
Algorithm PATH-CENTER therefore requires 0(M) time for a tree T with M vertices.
