ABSTRACT This paper proposes a novel spatial-temporal deep neural network (STDNN) that is applied to multi-view gait recognition. The STDNN comprises a temporal feature network (TFN) and a spatial feature network (SFN). In TFN, a feature sub-network is adopted to extract the low-level edge features of gait silhouettes. These features are input to the spatial-temporal gradient (STG) network that adopts a STG unit and a long short-term memory unit to extract the STG features. In SFN, the spatial features of gait sequences are extracted by multilayer convolutional neural networks from a gait energy image. The SFN is optimized by classification loss and verification loss jointly, which makes inter-class variations larger than intra-class variations. After training, the TFN and the SFN are employed to extract temporal and spatial features, respectively, which are applied to multi-view gait recognition. Finally, the combined predicted probability is adopted to identify individuals by the differences in their gaits. To evaluate the performance of the STDNN, extensive evaluations are carried out based on the CASIA-B, OU-ISIR, and CMU MoBo data sets. The best recognition scores achieved by STDNN are 95.67% under an identical view, 93.64% under a cross-view, and 92.54% under a multi-view. State-of-the-art approaches are compared with the STDNN in various situations. The results show that the STDNN outperforms the other methods and demonstrates the great potential of the STDNN for practical applications in the future. Multi-view, gait recognition, STG, LSTM, STDNN. 
I. INTRODUCTION
Gait recognition is an important application for many computer vision tasks such as access control and crime prevention in the field of intelligent surveillance. Recently, various kinds of traditional biometric features have been used for identity recognition. These features include fingerprints, palmprints, faces, irises and so on. Collecting them requires the close cooperation of the subject. However, gait recognition does not require the explicit cooperation of the subjects. Traditional biometric features are collected using the contact sensors or contactless sensors over a short distance. Facial feature is capable of overcoming such limitation in a certain extent. But the resolution of a facial image declines rapidly when the image sensor is a distance from the subject, hence the accuracy of face recognition is reduced dramatically. Gait recognition, which has attracted much research interest, is one way to avoid this problem.
A person's gait is a stable behavioral feature and can be extracted from a raw video fragment that shows the subject's walking style. Nowadays, a huge number of cameras have been installed in various kinds of public places such as banks, streets, airports, railway stations and shopping malls. Gait recognition has been becoming a powerful tool to ensure public safety, moreover, it can be carried out in a noninvasive and secretive manner from a long distance. However, gait analysis may be affected by various exterior factors: subject-related factors, such as wearing different clothes or carrying different things; device-related factors, such as different frame rates and image resolutions; environment-related factors, such as different light conditions and viewpoint variations. Temporal feature extraction also influences gait recognition accuracy, which has been neglected in the previous literature and has become the most challenging problem in gait recognition. In spite of the intractability of this task, a subject's gait is an irreplaceable biometric feature that is employed in remote identity recognition.
At present, many approaches have been proposed to extract spatial-temporal features from original video sequences, such as action datasets, facial expression datasets and so on. Unfortunately, gait recognition has performed poorly to date due to failed efforts to extract temporal features. To solve this issue, a spatial-temporal deep neural network named STDNN is proposed to extract gait features. As shown in Figure 1 , gait energy images (GEIs) are first generated based on the normalized gait silhouette sequences extracted from the original gait sequences. Then, a temporal feature network (TFN) is employed to extract temporal features from normalized gait silhouettes based on a spatial-temporal gradient (STG) unit and long short-term memory (LSTM) unit. A spatial feature network (SFN) is used to extract spatial features from GEIs. Finally, the recognition scores achieved by TFN and SFN are combined using a novel strategy to determine a person's identity. The main contributions made by this paper are summarized as follows.
• A new spatial-temporal deep neural network is proposed to improve the accuracy of multi-view gait recognition based on spatial-temporal feature extraction.
• SFN is designed and optimized by two supervisory signals and the model is trained based on GEIs is adopted to extract spatial features for gait recognition.
• The proposed STG and LSTM units are employed to construct TFN. After training, TFN is adopted to extract temporal features for gait recognition.
• A novel strategy is adopted to combine the recognition scores achieved by SFN and TFN, based on which the identity of the person is determined. The content of this paper is organized as follows. Section II reviews the related methods on gait recognition. Section III introduces some background knowledge on basic network units and gait features template. Section IV presents an overview of spatial-temporal deep neural network and various kinds of implementation details in each part of this network. Section V describes the extensive evaluations based on several classic gait datasets to validate the performance of STDNN. Finally, we give a detailed analysis of the experiment results and conclude this paper in section VI.
II. RELATED WORK
Gait feature extraction plays an important role in gait recognition and its precision directly affects the accuracy of gait recognition. Generally speaking, there are two types of feature extraction approaches.
Model-based approaches discover the underlying mathematical construct characteristics of a gait sequence by constructing a human body model [1] . The methods proposed in [2] and [3] construct a 3D human skeleton model based on the gait sequences collected from multiple image sensors with ten joints and twenty-four degrees of freedom. The physiological parameters of a human body's key segments are extracted as static features, and the motion trajectories are extracted as dynamic features. Wang et al. [4] adopted a condensation framework in which structural-based and motionbased models are used jointly to improve the precision of gait feature extraction. Chai et al. [5] divided the human body into three parts and various combinations of these parts are selected as the crucial gait features. This method is capable of dealing with occlusion and rotation to a certain extent. However, its performance is limited due to the localization of the torso, which makes it difficult to extract the model feature from gait sequences [1] , [6] . Furthermore, it is important to develop an effective model to extract the temporal dependent features between adjacent frames.
Appearance-based approaches usually extract the discriminative gait features from the original gait sequence. Han and Bhanu [7] proposed a popular representation known as a gait energy image (GEI). This method first extracts gait silhouettes from original video fragments. Second, it generates a GEI by aligning these silhouettes based on spatial location and averages them along a temporal order. Then the similarities between different GEIs are measured based on Euclidean distance. Finally, the identities of the gait subjects are determined by a nearest neighbor classifier. GEI achieves good performance when there are no covariates, but it is prone to fail as the covariates change. There are many alternatives to GEI, such as average energy image (AEI) [8] , frame difference history image (FDHI) [9] , frame difference energy image (FDEI) [10] , and pose energy image (PEI) [11] . These feature templates are robust to certain covariate changes. However, these template-based methods lose gait temporal feature more or less. For example, the averaging operation discards all of the temporal features. These feature templates don't contain any movement information carried by gait sequences.
To extract temporal features, many methods have been proposed recently. Cai et al. [12] utilized the hidden conditional random field (HCRF) to preserve temporal information. Lam et al. [13] proposed a novel gait representation named gait flow image (GFI) as a temporal feature template. However, this template failed to represent temporal information accurately. Later, Wang et al. [14] proposed to encode time-varying cycle information into a single chrono-gait image (CGI) using a multi-channel technique. It is capable of carrying a certain amount of temporal independent information. But it failed to represent temporal features accurately. Many methods have been proposed to extract spatio-temporal features. Bobick and Davis [15] proposed motion-energy image (MEI) and a motion-history image (MHI) to represent the spatial-temporal features carried by a motion sequence. Lam et al. [16] proposed two feature templates used for gait recognition: motion silhouette contour template (MSCT) 57584 VOLUME 6, 2018 used to extract gait motion feature and static silhouette template (SST) in response to static features. Wolf et al. [17] employed 3D convolutional neural network to extract the spatio-temporal features used for multi-view gait recognition. Uddin et al. [18] proposed a kind of spatio-temporal features based on LDP features and optical flow motion features. Wu et al. [19] proposed two two-stream networks, termed CNN-3DCNN and CNN-CGI. The former adopts three layers of convolution networks to extract spatial features, and then it uses 3DCNN to extract temporal features. The latter adopts traditional convolutional neural networks instead of 3DCNN and takes CGIs as the input of network.
Furthermore, many methods have been proposed to extract effective features for action recognition, which provide a beneficial reference for gait recognition. A large body of research focuses on how to design a local spatio-temporal feature descriptor. The histogram of oriented gradients (HOG) and the histogram of optical flow (HOF) are adopted to describe the temporal features carried by sparse spatio-temporal interest points in [20] . Later, it was found that dense point trajectories (DT) outperform sparse interest points in [21] . The best performance is achieved by the motion boundary histogram (MBH), which adopted trajectory-based features to represent temporal information based on HOG and HOF [22] . Later, an improved dense trajectory (iDT) was proposed in [23] . It generates local feature descriptors by detecting the dense point trajectories, and then adopts a fisher vector to aggregate the descriptors into a global super vector. Due to the limitations of hand-crafted features, the deep learning-based features perform better in action recognition [24] , [25] . Many approaches directly extract the motion feature from input frame sequences using 3DCNN [26] , [27] . To extract the effective temporal feature, LSTM is employed to extract the temporal dependence features between adjacent frames [28] - [30] . Carreira and Zisserman [31] proposed three twostream networks that adopt Inflated 3D ConvNet (I3D) and LSTM to extract action feature. They achieved a high level of accuracy due to its effectiveness in feature extraction.
To overcome the influence of view variations, using temporal feature for gait recognition becomes a feasible method. Inspired by two-stream networks, a novel network named STDNN is proposed in this paper. It comprises two parts, a spatial feature network (SFN) and a temporal feature network (TFN). The former adopts convolution network to extract spatial features. The latter uses a comprehensive network comprising STG and LSTM units to extract temporal features. Finally, a novel strategy is used to fuse the recognition scores achieved by the two parts. The results demonstrate that STDNN performs better than the state-of-the-art methods.
III. APPROACH
A recurrent neural network (RNN) is capable of learning the complex temporal features carried by sequence data. In this section, a spatial-temporal gradient feature is proposed as a kind of temporal feature extracted by RNN. The preliminary knowledge is introduced as follows.
A. RECURRENT NEURAL NETWORK (RNN)
Temporal feature extraction for an arbitrarily long time-series data is implemented by mapping the input sequence data to the hidden states units, and the hidden states units are connected to the output units via Equation (1) [32] .
where g denotes a non-linearity function such as the sigmoid or hyperbolic tangent function. It carries out an operation based on pixel data, which takes image data as input. Its input is denoted as x t and h t is the hidden state with N hidden units. The output recurrent unit at time t is denoted as z t . RNN performs well on speech recognition [33] and text generation [34] . However, it failed to address sequence data due to the vanishing gradient or exploding gradient problem. 
B. LONG SHORT-TERM MEMORY UNIT (LSTM)
To address the limitations of the vanishing gradient and exploding gradient problem, a long short-term memory unit (LSTM) has been used to extract temporal features, which provides a solution by incorporating memory units to control the hidden states. Its network architecture is shown in Figure 2 . It consists of three gates and one cell, which are used to control the state of the cell. This kind of working mechanism contributes to extracting the temporal dependence feature of gait sequences, which is illustrated as follows:
According to Equation (2)- (7), when the input feature vector is sent to the LSTM unit from the former cell c t−1 , the forget gate δ 1 decides which part of the input data is discarded VOLUME 6, 2018 from the former cell. f t denotes the output of this layer. Its value ranges from 0 and 1, which indicates whether all the information from the former cell c t−1 is discarded or not. Then δ 2 and tanh1 decide which part of the information is stored in cell c t jointly. δ 2 denotes the input gate and i t denotes its output value. The output of tanh1 is g t . The input gate δ 2 and forget gate δ 1 make a joint decision about which part of the information is preserved in c t . δ 3 denotes the output gate and its value decides which part of the information is input to the next LSTM unit represented as o t . h t denotes the input of the next hidden layer. LSTM adopts the memory unit to control the network to decide whether to discard the previous hidden state or not, update it and generate new information. This kind of work mechanism is capable of alleviating the problem of the vanishing gradient and the exploding gradient. 
C. GAIT ENERGY IMAGE (GEI)
At present, GEI is an important gait feature, as it reflects major shape information and the variations of gait silhouettes in a gait cycle. GEI is taken as the input of SFN in this paper. When humans walk under normal conditions, the location of gait silhouettes remains stable, so a method is used to extract gait feature and compute the GEI as below. As shown in Figure 3 , we first extract gait silhouettes from the original frame sequences by the off-the-shelf method named background subtraction [35] . Then these gait silhouettes are standardized, including cropping, rescaling and aligning. GEI is obtained by averaging the superposition of these silhouettes.
where B t (x, y) denotes the gait silhouette at time t in a gait cycle and the gait energy image (GEI) is calculated according to Equation (8) . The pixel value of GEI is denoted as G(x, y), N denotes the total number of gait frames in a gait cycle, t is the frame serial number of the current frame in a gait cycle, x and y denote the value of two-dimensional plane coordinates.
D. SPATIAL-TEMPORAL GRADIENT FEATURE (STGF)
According to the brightness constant constraint defined in the traditional optical flow [36] , we know that for any point that moves from (x, y) at frame t to (x + x, y + y) at frame t + t, its brightness is unchanged over time.
where I (x, y, t) is the intensity of a pixel (x, y) at time t. For the frames at time t and (t + t), x and y denote the spatial pixel displacement in x and y axes respectively. If we apply this constraint in the image feature field, we have:
where f denotes the mapping function used to extract the features from image I , and w denotes the parameters contained in the mapping function. This function is implemented by stacked deep convolutional neural networks (CNNs) in this paper. According to the definition of the optical flow field, we simplify (x, y, t) as p and obtain Equation (11) as follows:
Divided by t, Equation (11) turns into Equation (12):
(v x , v y ) denotes the two-dimensional velocity of the feature point at (x, y, t).
and ∂f (I ;w)(p) ∂y denotes the spatial gradient in x and y axes, respectively. Furthermore,
is the temporal gradient along the time t direction. When f (I ; w)(p) = I (p), f (I ; w)(p) simply denotes the pixel at p, and (v x , v y ) denotes its optical flow field. The optical flow field vector of each point p is calculated by the methods in [13] , [37] , and [38] that conform to the constraint in Equation (12) . In the video fragment, the temporal gradient represents the difference feature between adjacent RGB frames. Equation (12) indicates that this feature is closely related to the spatial gradient and optical flow field.
In a general situation, [v x , v y ] denotes the optical flow field vector in feature f (I ; w)(p). According to Equation (12), we obtain the spatial-temporal gradient feature
], it is orthogonal to the optical flow-related vector [v x , v y , 1]. Based on Equation (12), it is easy to find that V (I ; w)(p) changes as the optical flow field [v x , v y ] changes. Therefore, V (I ; w)(p) is defined as the spatial-temporal gradient feature (STGF).
As is known to all, the gait optical flow feature extraction occupies a large amount of computing resources because of the complex mathematical calculations in the video-related task. In particular, this type of calculation cannot be carried out by the convolution operation in deep learning, which sets a barrier to end-to-end learning. So STGF is proposed to replace the optical flow feature in this paper. Temporal feature extraction is undertaken by the Sobel operator and elementwise subtraction that is carried out by convolution operation, which speeds up the feature extraction process. 
IV. NETWORK ARCHITECTURE
The network architecture of STDNN is presented in this section, which comprises two parts: temporal feature network (TFN) and spatial feature network (SFN). The former is adopted to extract temporal feature from consecutive frames. The latter is employed to extract the spatial features of multiframes within a gait cycle. The recognition accuracy achieved by the two parts of the architecture is combined using a novel strategy to improve the performance of gait recognition. The overall network architecture of STDNN is shown in Figure 4 . In TFN, the normalized gait silhouette sequences extracted from the original video fragments are sent to the feature subnetwork (FSN). This network adopts a multi-scale convolution neural network to extract the low-level features of the gait silhouettes. Then, these feature vectors are sent to a multilayer deep neural network which comprises the STG and LSTM unit. After being optimized by softmax loss, TFN is capable of extracting the effective spatial-temporal gradient features of gait sequences. In SFN, GEIs are input to multilayer convolutional neural networks, which are adopted to extract the static spatial features. SFN is optimized by classification loss and verification loss jointly, which expands the variations of the gait feature among different subjects and reduces this in the same one. The training process implemented by two supervised signals is conducive to forcing SFN to focus on the discriminative features, rather than the other factors caused by apparel, hairstyle and so on. Finally, the recognition accuracies achieved by TFN and SFN are fused using a novel strategy. STDNN is capable of improving the performance of gait recognition based on spatio-temporal feature extraction.
A. SPATIAL FEATURE NETWORK (SFN)
In this section, the proposed spatial feature network (SFN) is adopted to extract the spatial features of a gait sequence. Its working mechanism is as follows.
1) SPATIAL FEATURE EXTRACTION
A spatial feature network comprises three parts, the input layer, the feature extraction network and the loss function layer. During the training phase, a pair of GEIs is input to the multi-layer convolutional neural networks in turn, which are adopted to extract the spatial features of a gait sequence. The last convolution layer which is connected to the fullyconnected layer, by which high dimensional feature vectors are generated. SFN is optimized based on two supervised signals, classification loss and verification loss. During the testing phase, the network optimized by the two loss functions is adopted to extract the spatial features, based on which the input GEIs pair is judged as to whether it belongs to the same subject or not. Many methods have recently been proposed to extract the effective spatial features based on convolution neural networks [24] , [39] . To extract the effective spatial features of a gait sequence, a ConvNet with four convolutional layers is designed as the base network model of the spatial feature network. Furthermore, two other kinds of CNN-based networks are selected to compare with SFN on gait recognition accuracy, which is discussed in detail in section V.C. The process of gait spatial feature extraction comprises three parts. In the data preparation phase, GEIs are generated using the method described in section III.C. Then, the sample pair is sent to ConvNet in turn, which is adopted to extract high dimensional feature vectors. These VOLUME 6, 2018 vectors output by ConvNet are capable of representing the spatial features of the input samples, based on which softmax layer is used to predict the categories of the input samples.
GEI is a kind of small sample due to little information, which is a barrier in identifying different subjects by solely applying the aforementioned method. Inspired by the promising performance of the method proposed in [40] , an additional verification signal is adopted, which not only enlarges interclass variations but also reduces intra-class variations. The two supervisory signals are implemented using two kinds of loss functions which work together to compel SFN to focus on the identity-related feature itself, rather than other influential factors, such as wearing noise, illuminations and so on. The working mechanism of SFN is shown in Figure 5 . The first supervisory signal is verification loss, which is adopted to reduce the intra-class variation of gait samples.
Based on the L2 norm [41] , verification loss is defined in Equation (13) where x i and x j denote two input GEIs, and f (x i ) and f (x j ) denote the feature vectors output by the fully connected layer Fc6. When θ ij = 1 this means that x i and x j are from the same gait individual, and features f (x i ) and f (x j ) are enforced to be close. On the contrary, when θ ij = 0 this means that x i and x j are from different persons. In this case, the features f (x i ) and f (x j ) are pushed apart. The size of the margin is denoted as δ, which is smaller than the distance between the features carried by different subjects.
The second supervisory signal is classification loss. After being optimized by this supervisory signal, SFN is adopted to identify different subjects. This loss function is defined in Equation (14)- (15) where f denotes the spatial feature vector, p i denotes the target probability distribution, when p i = 0 for all i except p t = 1 for the target class t. and q i denotes the predicted probability that the input sample belongs to a specific class. The output of the softmax layer is the probability distribution of the input samples. m denotes the dimensions of the feature output by the fully-connected layer, x i is the input feature image, and w (i,j) and b j denotes the bias and weights between different layers respectively.
Classification loss and verification loss are used to optimize SFN jointly according to Equation (16) . Refer to [24] , the hyperparameter λ is set by an empirical value (λ = 0.05). This value ensures SFN achieves the best recognition rate. 
2) IMPLEMENTATION DETAILS
As shown as Figure 5 , we choose a pair of GEIs as the input of SFN at the beginning of the experiment. We choose one GEI from the gallery and the other from probe. In this paper, the term 'gallery' refers to the training data set and the term 'probe' refers to the testing data set. GEIs are sent to Conv1 respectively, where the first three layers of the convolutional networks share the network parameters. The size of the original GEI is set as 88 × 128. The first convolution layer contains pair-filters and all filters are of 16 kernels of size 4 × 4 with a stride of one. After this, we get 16 feature maps sized 85 × 125. We extend the GEI pair with a pad of 1 pixel in a horizontal and vertical direction. The processes of local response and max pooling are connected to the outputs of Conv1 and the size of the max-pooling kernel is 2 × 2 with a stride of 2. Finally, 16 feature maps sized 63 × 43 are obtained. For the three subsequently shared convolution layers, we design model parameters in the same way. The feature maps output by the last convolution layers are sent to the fully-connected layers Fc5 and Fc6 in turn. Then we perform local response normalization for the feature vectors, the result of which are sent to the softmax loss in which the distance metric is implemented based on the L2 norm. Meanwhile, the two feature vectors extracted from the GEI pair by the last convolution layer are sent to contrastive loss, which is used to verify whether the GEI pair belongs to the same subject or not. The learning rate is initialized at 0.001 and the weight decay is set as 0.005. The momentum is set as 0.9 and the tanh function is adopted as the activation function.
B. TEMPORAL FEATURE NETWORK (TFN)
The proposed TFN consists of two parts: feature sub-network (FSN) and spatial-temporal gradient network (STGN). As shown in Figure 4 , the normalized silhouettes of each gait sequence are sent to FSN to extract the low-level spatial feature. Then these feature vectors f 1 , . . . , f t are taken as the input of STGN. The feature vectors extracted from adjacent frames are sent to STG after the convolution operation. Due to the capacity of LSTM in storing and accessing temporal features, the LSTM unit is integrated in TFN, which is adopted to extract the dynamic dependent features of the output of the gait sequences by STG. Finally, these feature vectors are transferred to the loss layer through the fully connected layer Fc5. After being trained by the softmax loss, TFN is capable of effectively improving the accuracy of gait recognition effectively by extracting the temporal features of the gait sequence. The working mechanisms of FSN and STG are introduced as follows.
FIGURE 6.
The network architecture of the feature sub-network.
1) SILHOUETTE FEATURE EXTRACTION
Before extracting spatial-temporal gradient features, the feature sub-network is employed to extract the edge features of gait silhouettes of 128 × 88. Inspired by the BN-inception proposed in [39] , the stacked convolution layers with multiscale filters are designed in this section. The gait silhouettes of different sizes, such as K, K/2, K/4, are taken as input.
As shown in Figure 6 , three kinds of gait silhouettes of different sizes are sent to the inception module used to extract the low-level features. The three modules share weights. The network parameters of the convolution layer and pooling layer are set to be the same as the BN-inception. At first, convolution units with a filter size 1 × 1 and one pooling unit are adopted to extract the fine-grained features of the gait silhouettes. The feature vectors output by the following three layers are sent to three convolution units, with a filter size such as 1 × 1, 3 × 3, 5 × 5, to further extract gait features. The features output by the last convolution layer are combined by concat1. Finally, the feature vectors extracted from the three kinds of gait silhouettes of different scales are concatenated by concat2. After the feature extraction conducted by feature sub-network, the original gait silhouette sequence F 1 , F 2 , . . . , F t is transformed into the low-level feature vectors f 1 , f 2 , . . . , f t that are adopted as the input of STGN in the next section.
2) SPATIAL-TEMPORAL GRADIENT UNIT
As discussed in section III.D, the spatial-temporal gradient features are taken as temporal feature instead of the optical flow image, which is capable of speeding up the process of temporal feature extraction. Figure 7 illustrates the detailed process of spatial-temporal gradient feature extraction. According to Equation (12) , the spatial-temporal gradient feature consists of two parts, namely the spatial gradient feature and the temporal gradient feature, which are extracted by the Sobel and subtraction operations, respectively. The features output by the feature sub-network are taken as the input of STG. After feature extraction is implemented by a convolution layer with a 1 × 1 filter, the features of adjacent frames are input to the Conv-based Sobel operator and subtracting operator that are employed in extracting the spatial-temporal gradient features.
where f (I , c) denotes the c-th channel of the basic silhouette feature f (I ). S x and S y denote the image gradient along x and y directions respectively, which corresponds to the spatial gradient feature calculated by the Sobel operator in Equation (17)- (18) . The constant N c denotes the number of channels of feature f (I ), * indicates a convolution operation. Furthermore, T t denotes the image gradient along a temporal direction. The temporal gradient features among the silhouette sequences are obtained by element-wise subtraction according to Equation (19) . In the STG unit, a convolution layer with a filter size of 1 × 1 is connected to the input basic features before the Sobel and subtraction operations to reduce the number of channels. Finally, the spatial gradient features S x , S y , temporal gradient feature T t and the features output by the front STG unit are concatenated and output.
3) TEMPORAL FEATURE EXTRACTION
In this section, the temporal feature extraction process for the gait sequence is described in detail, which consists of three parts. First, the low-level silhouette features are extracted by the feature sub-network. Then, these features are input to the spatial-temporal gradient feature extraction network. As shown in Figure 4 , the low-level feature vectors f 1 , f 2 , . . . , f t output by the feature sub-network are first filtered by a 1 × 1 convolution. After this, the spatial-temporal gradient features are extracted from the adjacent frames by the STG unit. The output of STG is sent to the LSTM unit discussed in section III.B, which is employed in further extracting the temporal features of the gait silhouettes. The temporal features carried by the gait silhouette sequence are extracted by the multi-layer stacked STG networks connected by the LSTM units. Finally, the feature output by the last STG unit is input to the loss layer through the fully-connected layer Fc5. The softmax layer is adopted to predict the category of the sample based on the features extracted by TFN, which is defined as follows:
In Equation (20), w i is obtained from the last hidden layer for the relevant class c, and a c (w i ) denotes the accumulated value.
The category of the sample is denoted as i. Finally, TFN is optimized by the objective function named cross-entropy loss that is defined as Equation (21), z c ∈ (0, 1). The predicted probability of gait category c is denoted as P(c|w i ). The goal of optimization is to minimize the maximum likelihood.
4) IMPLEMENTATION DETAILS
As shown in Figure 4 , the temporal feature network takes the normalized gait silhouette sequence of size 88 × 128 as input.
In the feature sub-network, the first convolution layer takes three filters of size 1 × 1 to extract the edge features of the gait silhouettes. The pooling unit adopts the filter of size 3×3 to extract these low-level edge features by max pooling. The feature vectors output by the convolution layer are addressed by batch normalization. After this, these features are input to the second convolution layer. This layer takes three kinds of convolution kernels of sizes 1 × 1, 3 × 3 and 5 × 5 to further extract the low-level gait features. Finally, these feature vectors are combined by the Conv-based concat1 and the features output by concat1 are combined by concat2. The features output by FSN are input to STGN to extract the high-level features that are filtered by two 1 × 1 convolution layers, then the STG and LSTM units are taken to further extract the temporal features. The last STG is connected to the fully-connected layer Fc5 which has 4096 neurons. The high dimensional feature output by Fc5 is sent to the softmax layer used to optimize TFN. The learning rate is initialized at 0.001, and the weight decay is set as 0.005. The momentum is set as 0.9, and the tanh function is adopted as the activation function. Weights are updated after each training period.
C. FUSION STRATEGY
To improve the accuracy of gait recognition, SFN and TFN are employed. As shown in Figure 4 , the cross-entropy loss function and verification loss function are used jointly to optimize the network parameters of SFN, based on GEIs. TFN takes the softmax loss to optimize its network weights based on the normalized gait silhouettes. After training, the SFN model and TFN model are adopted to extract the spatialtemporal feature used for gait recognition. The recognition scores are fused by the strategies such as score-level fusion and SVM-based one. Their performance is evaluated later.
V. EXPERIMENTS A. DATASETS
The performance of STDNN is evaluated based on three well-known gait datasets, CASIA-B, OU-ISIR and the CMU MoBo dataset. Their details are as follows. 
1) THE CASIA-B DATASET
This dataset is used to evaluate the performance of STDNN [42] . As shown in Figure 8 , there are 124 subjects in total, and 110 gait sequences for each subject. There are eleven view angles such as 0 • , 18 • , · · · , 180 • and ten gait sequences per subject. Of the ten gait sequences, six are captured under normal walking conditions (NM1-6), four are used as the gallery (NM1-4) and the remaining two are used as probe (NM5-6). Another two are taken when the subject is wearing a coat (CL1-2), and these are used as the probe, and the remaining two are taken when the subject is carrying a bag (BG1-2), and these are also used as the probe. GEIs are generated using the method described in section III.C. These samples are used to validate the robustness of STDNN against view variations.
2) THE OU-ISIR DATASET
This dataset is used to evaluate STDNN [43] . It contains 4, 007 subjects (1, 872 females and 2, 135 males) with ages ranging from 1 to 94 years old. For each subject, there are two gait sequences available, one is selected as the gallery and the other is selected as the probe. The gait sequences of this dataset are captured using four observation angles 55 • , 65 • , 75 • , 85 • for each subject. There are no variations in walking conditions, and the cross-view angle between two gait sequences is smaller than that in the first dataset. But this dataset contains a large number of subjects of different ages, hence it is suitable for use in the evaluation of the performance of different gait recognition methods.
3) THE CMU MOBO DATASET
This dataset contains six simultaneous motion sequences of 25 subjects (2 females and 23 males) walking on a treadmill. These gait samples of size 640×480 are collected by multiple 3CCD cameras in three-dimensional space. Each subject is recorded under four kinds of walking conditions, a slow walk, a fast walk, an inclined walk and a slow walk while carrying a ball. In this dataset, each sample lasts for about 11 seconds and is collected at a frame rate of 30 FPS. More than 8, 000 gait sequences are captured per subject. This dataset not only considers walking speed but also walking manner.
B. EVALUATION OF TEMPORAL FEATURE NETWORK (TFN)
In this section, the different methods of temporal feature extraction are employed and compared with TFN. The detailed evaluation is carried out as follows.
1) IMPACT OF FEATURE TEMPLATES
Many templates are designed to represent the temporal features of video fragments. The dense trajectories proposed in [44] were improved in [23] by removing the background trajectories and warping the optical flow due to camera motion. These improved dense trajectories (iDTs) are used to represent the temporal feature of gait sequences. In addition, a gait optical flow image (GFI) was proposed in [15] , which is a kind of gait temporal feature. To distinguish the time order of different frames, a chrono-gait image (CGI) was proposed in [14] . This template carries temporal features by encoding time-varying silhouettes into a single image using coloring. In this paper, we propose the spatial-temporal gradient feature (STGF) to replace GFI, which is capable of representing gait temporal features more effectively. These features is extracted by the Conv-based Sobel and subtraction operator, which speeds up the process of feature extraction due to end-to-end learning. The gait recognition accuracy of these methods is evaluated in the next section. 
2) EVALUATIONS
In this section, four temporal feature templates, iDT, GFI, CGI and STGF, are used to express the temporal dependence feature carried by a gait sequence. The recognition accuracy achieved by iDT is taken as the baseline. Three other feature templates proposed in [23] , [29] , and [30] are used to compare with TFN. All of the gait sequences with the same viewpoint are used as the experiment samples. The results of the evaluation are reported in Figure 9 . The Y axis measures the recognition accuracy achieved by each method. The X axis indicates the results for each dataset where (a) is the CASIA-B dataset, (b) is the OU-ISIR dataset and (c) is the CMU MoBo dataset. Four methods are evaluated in each group of experiments. It is easy to see that GFI achieves better performance than iDT by adopting the optical flow field to represent temporal features. CGI achieves similar accuracy to GFI by adopting multi-channel technology to color the gait silhouettes. Meanwhile, these templates achieve the best recognition accuracy in the second group of experiments, which is reasonable since they adopt the most massive samples to optimize TFN. So it is capable of improving the performance of the Conv-based method.
C. EVALUATION OF SPATIAL FEATURE NETWORK (SFN)
It is well known that the precision of feature extraction is closely related to the depth of the CNNs. The most appropriate network depth of SFN is determined so as to ensure the accuracy of gait recognition in this section.
1) IMPACT OF NETWORK DEPTHS
As discussed in IV.A, SFN comprises four convolution layers, two fully connected layers and two loss layers. To evaluate the influence of network depth on recognition rate, AlexNet [45] , VGG16, and VGG19 [46] are used as a comparison with SFN.
The results are shown in Figure 10 . 
2) EVALUATIONS
In this section, the three Conv-based networks, with five, thirteen and sixteen layers are used for comparison with SFN. The experiments are carried out on the samples collected under the same view angle. The results are reported in Figure 10 . The Y axis measures the recognition accuracy achieved by each method. The X axis indicates the results for each dataset where (a) is the CASIA-B dataset, (b) is the OU-ISIR dataset and (c) is the CMU MoBo dataset. It is easy to see that the performance of these networks declines gradually as the depth of the convolution layer increases. The experiment results show that the four layers of convolution VOLUME 6, 2018 achieves the best recognition accuracy. This is reasonable since the general convolution operation has a large number of network parameters which leads to overfitting. Meanwhile, the second group of experiments achieve the best recognition accuracy, which is attributed to adopting the largest gait dataset to optimize these networks. Even though SFN has a similar network to AlexNet, SFN performs better than AlexNet. This is reasonable since SFN is adopted to extract gait features for identity recognition after being trained by classification loss and verification loss jointly, which makes inter-class variations larger than intra-class variations.
D. EVALUATION ON DIFFERENT FUSION STRATEGIES
To achieve better recognition accuracy, three strategies are taken into consideration, averaging fusion, weighted fusion and SVM-based fusion [28] . During the training phase, TFN and SFN are optimized by the softmax loss based on GEIs and the normalized gait silhouettes. After training, the high-dimensional features extracted by TFN and SFN are sent to the softmax layers that are used to predict to which category the input sample belongs. The fusion score of the predicted probabilities is taken as the final accuracy. For the weighted fusion, SFN and TFN are combined using a proper weight.
As shown in Equation (22), x denotes the high dimension feature vector, the predicted probability made by SFN is denoted as S(x) , and the predicted probability made by TFN is denoted as T (x). The final predicted probability of STDNN is denoted as P(x). The weight λ is adopted to balance the recognition scores achieved by SFN and TFN. In this experiment, recognition accuracy is tested by the four fusion strategies based on the CASIA-B dataset. The results reported in Table 1 shows that the averaging fusion has the worst performance and the weighted fusion performs best when λ is set as 0.6 with an accuracy of 91.63%. SVM-based fusion is adopted to improve the accuracy of gait recognition. It works out a special decision surface to classify two kinds of recognition scores achieved by TFN and SFN. Compared with score-level fusion, SVM-based fusion achieves a better recognition score of 94.36%. It performs best due to the reduction in the number of dimensions. 
E. EVALUATION UNDER A SINGLE VIEW ANGLE
In this paper, STDNN is proposed as a novel network to extract gait feature. Many similar methods have been proposed recently. In this section, using four spatial-temporal networks, MEI-MHI [15] , SST-MSCT [13] , CNN-3DCNN and CNN-CGI [19] for comparison with STDNN. The performance of these methods is evaluated based on the samples selected from the three aforementioned gait datasets, which are collected under normal walking conditions. Table 2-4 reports the recognition accuracies achieved by these methods. The results show that CNN-3DCNN [19] performs best on the OU-ISIR dataset with a recognition accuracy of 92.76%. All of the methods perform best on the OU-ISIR dataset due to its large number of gait samples. STDNN performs better than all of the other methods. Table 3 shows that SFN and TFN achieve 92.64% and 93.87% accuracy, respectively. STDNN is capable of effectively extracting the spatio-temporal features of a gait sequence, achieving the best recognition score of 95.67%. This network is capable of dramatically improving gait recognition accuracy.
F. EVALUATION UNDER CROSS-VIEW ANGLE
In this section, the methods introduced in section V.E are evaluated under a cross-view angle based on the CASIA-B dataset. We select 100 subjects for training and the remaining 24 subjects are for testing. All of the samples are collected under normal walking conditions. Three groups of experiments were conducted with three cross-views. The results Several conclusions can be drawn from the analysis of the results. Firstly, the recognition accuracy of all methods declines as the view angle difference increases. STDNN performs best of the methods under the cross-view angle. Secondly, STDNN performs better than both SFN and TFN. As the view angle difference increases, the performance of SFN declines more obviously than that of TFN. Finally, the performance of TFN remains stable as the view angle difference increases due to its effective temporal feature extraction.
G. EVALUATION UNDER MULTI-VIEW ANGLES
To undertake a comprehensive assessment of the performance of gait recognition, the gait sequences collected in the CASIA-B dataset are taken as the input samples. According to the type of sample, the experiments are divided into three groups, i.e., normal walking condition (NM), walking carrying a bag (BG) or walking wearing a coat (CL). Of the 124 subjects, the first 50 are used for training, the next 24 are used for validating, and the remaining 50 are used for testing. The results of the experiment are reported in Figure 11-13 . Note that each of these recognition scores is the average accuracy for a given probe view angle with all of the different gallery view angles. The experiment results show that the recognition accuracy achieved by STDNN is 92.54% in NM, 91.04% in BG and 86.54% in CL when the probe view is 144
• . An analysis of these results shows that the recognition accuracies achieved by all the methods first increase and then decline when the probe views range from 0 • to 90 • , which is similar to the performance when the probe view angles range from 90 • to 180 • . All of the methods perform best with the probe view angle around 36 • and 144 • , respectively. This is reasonable since the gait silhouettes under these probe view angles carry abundant view-invariant features, which make them more distinguishable. When a gait subject is walking when carrying a bag or wearing a coat, the recognition accuracy declines, but the accuracy rate for the former is better than the latter because carrying a bag only affects a small part of the gait sample, whereas wearing a coat changes the appearance of the gait sample considerably. Of these methods, TFN achieves the best recognition scores, because TFN is capable of extracting temporal features effectively, which is independent of variations in perspective. This indicates that STDNN is robust against view-variations.
H. EVALUATION ON DATA AUGMENTATION
It is well known that STDNN can effectively extract the spatial-temporal features of gait sequences. SFN takes GEI as input, while TFN takes the normalized gait silhouettes as input. In this section, the experiment is conducted as described in section V.G, where the gait samples are augmented by cropping, rotating and rescaling the input samples. Six groups of experiments are carried out based on the CASIA-B dataset. The results are reported in Figure 14 . It is easy to see that STDNN with data augmentation performs best. The recognition accuracies of these methods increase to different degrees after data augmentation. TFN performs better than SFN. This is reasonable since TFN takes gait silhouettes as input, which captures more temporal features. The STDNN with data augmentation extracts more spatialtemporal features, so it performs best. 
I. EVALUATION OF TEMPORAL INFORMATION
For clarity, the performance of several methods in relation to temporal feature extraction is evaluated in this section. Similar to the previous experiments, the different gait recognition methods, GFI, 3DCNN, CGI, TFN and STDNN, are evaluated based on the CASIA-B dataset. The samples captured under normal walking conditions are taken as the experiment samples, the recognition accuracy achieved by GFI is selected as the baseline, however all the other methods are designed based on CNNs. The experiment results are reported in Figure 15 . The CNNs-based methods performed better than the traditional ones. 3DCNN takes gait contour sequences as input [19] , which extracts the temporal independent feature of adjacent frames based on a 3D convolutional neural network. 3DCNN performs better than GFI. CGI takes the chronogait images as input [14] and extracts the temporal features of a gait sequence, but it fails to extract the temporal order features accurately. TFN takes SGFI as input and adopts the CNNs and LSTM unit to extract the temporal feature of gait sequence in turn. It performs better than CGI. Finally, STDNN which comprises TFN and SFN performs best, it is due to the effective spatio-temporal feature extraction in gait recognition.
VI. CONCLUSION
This paper provides a new method to solve the problem of multi-view gait recognition which involves a spatial-temporal deep neural network (STDNN) comprises TFN and SFN. The two-stream network is designed to extract the temporal and spatial features of gait sequences, respectively. TFN is used to extract the temporal dependent features from normalized gait silhouette sequences and SFN is used to extract the static appearance feature of GEIs. SFN is trained by classification loss and verification loss jointly, which extends inter-class variations and extrudes intra-class variations. After training, SFN and TFN are adopted to recognize identity, respectively. The recognition scores are combined using a novel strategy, which is employed to distinguish individuals with different gaits. STDNN is capable of simultaneously extracting the spatial-temporal features of a gait sequence, which improves the performance of multi-view gait recognition. The extensive evaluations are carried out based on three well known datasets. The results indicate that STDNN performs better than any of the state-of-the-art methods. In spite of this, it's easy to see that over-fitting is inevitable in these experiments, which is because the adopted samples carry very little information. More effective measures need to be taken to prevent over-fitting. The proposed STDNN is a promising application prospect in the future.
