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Abstract 
Three projects have been carried out in the area of gas-phase spectroscopy: 
i. The infrared emission spectra of the transient molecules HBO and DBO 
have been obtained with a Fourier transform spectrometer. The rotational- 
vibrational transitions were recorded at a resolution of 0.01 cm-l over the 
wavenumber range between 350 and 4000 cm-'. The line positions have been 
measured and analyzed. 
ii. The infrmed spectra of gas-phase uracil, thymine, and adenine have been 
recorded from 100 to 3700 cm-' at a resolution of 1 cm-'. The vibrational 
band positions and qualitative band intensities are reported and compared 
to published matrix data and to theoretical calculations. The work suggests 
that gas-phase emission spectroscopy is a sensitive technique for recording 
the spectra of organic and biological molecules. 
iii. The ionization potentials of neutral osmium and iridium atoms have been ob- 
tained by mas-andyzed optical-optical double resonaoce spectroscopy. Ob- 
servation of the photoionization thresholds have yielded approximate values 
of 68058I2 cm-' for Os I and 72324f 2 cm-' for Ir I. In addition, high-lying 
ns and nd Rydberg series have been recorded and fit to a standard expression 
in order to obtain independent estimates of the ionization potentials. The 
results are 68058.9~t1.6 cm-L for Os I and 72323.9311.8 cm-' for Ir I. 
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Introduction 
Spectroscopy is the study of the interaction between light and matter at  the 
atomic and molecular levels. It is a window into diverse phenornena, ranging from 
the mediation of the light response in the human eye to the formation of the north- 
ern lights in the- upper atmosphere. No rnatter what the question, however, spec- 
troscopic queries share a common goal: to first measure light, and then to interpret 
the pattern that appears. 
This thesis describes three projects in gas-phase spectroscopy. Although the 
projects address different questions, the underlying goal was to characterize the en- 
ergetics of free atoms and molecules. The gasphase is ideal for such investigations 
because the interactions between neighboring species are minimized. The results 
obtained from spectroscopie studies of isolated atoms and molecules not only pro- 
vide information about fundamental chernical properties, but also may serve as a 
reference point when examining these species in more complex systems. 
The fi& part of this thesis focuses on two studies in molecular vibrational- 
rotational spectroscopy. An example of a vibrational spectrurn of a molecule is 
given in Fig. 0.1. The spectrum is the record of infrared photons that were emitted 
by a molecule as it formed at temperatures in excess of 1400°C. A double-lobed 
structure is evident which upon closer examination reveals numerous fine Iines. 
This dissertation describes how molecular motion can give rise to such a beautiful 
pattern. To provide a framework for the interpretation of the experimental results, 
Chapter 1 presents an overview of vibrational-rotational spectroscopy. The next 
chapter outlines some of the main aspects of Fourier transforrn spectroscopy and its 
1800 
Wavenumber (cm") 
Figure 0.1: A molecular infrared spectmm. 
application to the infrmed region. The introductory material is followed by a sum- 
mary of two difïerent investigations in the area of Fourier transform infrared emis- 
sion spectroscopy. Chapter 4 reports on a detailed analysis of the high-resolution 
inhared spectra of the transient molecules HBO and DBO. The results are applied 
t oward a bet ter elucidation of the vibrational-ro t ational motion of bo th  species. 
The next project, outlined in Chapter 4, explores the feasibility and relevance 
of gas-phase infrared spectroscopy to the nucleic acid bases, a class of biological 
molecules. 
Rom the study of molecular motion, the discussion then proceeds to the investi- 
gation of atomic ionization potentials. Most first ionization potentials are knonm to 
a high degree of accuracy; osmium and iridium, however, were the only two stable 
atoms wit hout reliable values. Chapter 5 descnbes the application of rnass-analyzed 
threshold ionization, a technique that combines elements of laser and m a s  spec- 
troscopy, to  the determination of these fundamental physical quantities for bo th 
osmium and iridium. 
Chapter 1 
Molecular Vibration and Rotation 
1.1 Overview 
Molecular spectroscopy is built on a solid theoretical fiarnework that draws upon 
both classical and quantum physics. Classical rnechanics provides useful models 
that forrn the basis for a number of spectroscopic approaches. One example is the 
normal coordinate; this important concept in vibrational spectroscopy arises from 
the classical treatment of small oscillations [l, 21, as outlined in Section 1.2. Classi- 
cal mechanics, of course, fails to address the essence of molecular spectroscopy: the 
quantized nature of molecular motion. Nonetheless, classical techniques often are 
the springboard to the more rigorous quantum mechanical treatments. As descnbed 
in Section 1.3, the classical Hamiltonian for molecular motion can be transformed 
to an operator formalism [l, 3,4]. The complicated quantum mechanical expres- 
sion that results c m  be greatly simplified through severd approximations. The 
approximate treatrnent leadç to a reasonable interpretation of molecular vibration 
and rotation, but the picture must be corrected for higher-order effects that are 
observed in molecula. spectra. 
1.2 Classical Treatment of Vibration 
The normal coordinate is a central idea in vibrational spectroscopy that is baçed 
on the classical theory of small oscillations [1,2,5]. In this approach, the molecule 
is treated as a set of coupled harmonic oscillators that undergo small displacements 
about their equilibrium positions. The classical Lagrangian is mritten, 
where T and V represent the kinetic and potential energies, respectively. The 
kinetic energy T for molecule that contains N atorns is: 
where the are the masses and Ax, Ay, Az are the displacements of the atoms 
from equilibrium. It is possible to introduce mass weighted Cartesian displacement 
coordinates given by 
such that the kinetic energy simplifies to 
For the ground electronic state, the potential energy V may be expressed a s  a power 
series in the displacements from equilibriurn: 
To simplify the expression, the energy of the equilibrium configuration Ve is set to 
zero, which also eliminates the first derivative because the energy is minimized at 
equilibrium. Al1 terms beyond the quadratic are assumed t O be negligible. Eq. (1 3) 
then reduces to: 
where each second order partial derivative has been associated with a quantity f,, 
known as a force constant. 
In the next step, the classical Lagrangian is used to solve the equations of motion 
for each atom: 
which leads to 3N sirnultaneous dserential equations, 
These equations are the classical equations of motion for coupled harmonic oscilla- 
tors, and have a generd solution: 
where Ai) a, and 4 are constants. Substitution of the solutions into Eq. (1.8) 
yields 3N algebraic equations in the unknown amplitudes Ai, 
The non-trivial solutions A for Eq. (1.10) are found by solving the eigenvalue equa- 
tion: 
FL = LA. 
F is the symmetnc matrix composed of the force constants f i j  given by: 
and A is the diagonal matrix containing the roots, A. The columns in L are the 
eigenvectors associated with the elements X in the diagonal matrix A. Eq. (1 -9) 
reveds that the qi associated with each root X correspond to a set of atomic motions 
about the equiiibrium positions described by the amplitudes A,, fiequency e, and 
phase 4. The set of motions associated with each X is designated a normal mode 
of vibration QI. [l, 2,5]. 
In general, the solutions of the set of 3N equations will lead to six zero roots for 
nonlinear molecules and five zero roots for linear molecules [Il. The zero roots are 
obtained for the translational and rotational motions of the molecule, which have 
no vibrational frequency. The remaining degrees of keedorn, 3N-6 for a nonlinear 
molecule, and 3N-5 for a linear species, are the normal modes of vibration. 
Since L is an orthogonal matrix, 
The transpose transfoms the coordinates qi into the normal modes Qk via 
The frequencies are obtained from the eigenvalues of the force constant matrix, and 
the normal modes from L. Thus, the Qk represent a new set of coordinates that 
represent the vibrational motion of molecules. 
As a simple illustration, the bond stretches in a linear triatomic molecule will 
be considered [6]. The potential energy is denved within the valence bond approx- 
imation, in which only atoms connected by bonds are considered to exert forces on 
each other [5-71. The potential energy then can be expressed as: 
where f i j  are the force constants and Arij are the dxerences between the dis- 
placements, Axj - Axi.  If the potential energy can be written in terms of the 
mass-weighted coordinates: 
then the force constant matrix is 
For a centrosymmetric tnatomic such as CG2, the roots X are: 
k 
XI = - h l +  rn2 Y A 2 4  ) and X3=0. 
ml m1m2 
The A can be substituted in Eq. (1.10) to yield the following: 
qi = -43, 42 = 0 k for Al  = , 
qi = 43 > 42 = - 2 e q l  'for XZ = k (2m1+m2) m 2  (1.19) 
qr = 43 Y q2 = EQ~ for X~ = O . 
The solutions are pictured in Fig. 1.1. For AS, the motion corresponds to a pure 
translation, while the other two roots represent stretches. These diagrams, of 
course, are visualizations of the normal modes. A similar procedure can be used to 
obtain the modes for the bending motions of the molecule [SI. 
The treatment of molecular motion is greatly sirnplified by dranring on group 
theory. Only a few key ideas will be mentioned in this thesis; the chernicd applica- 
tions of group theory are numerous and have been discussed by severa. authors. One 
particulaxly useful (and painless) introduction is a book by Bishop [8]. Molecules 
may be classified into different point groups according to their syrnmetries. A 
point group contains the symmetry operations that leave the molecular geometry 
unchanged, and is described by a set of irreducible representations. Each of the 
irreducible representations is labelled by a symmetry species according to a conven- 
tion developed by Mulliken [8]. In the treatment of rnolecular vibration, it c m  be 
shown that each normal mode corresponds to a n  irreducible representation of the 
molecular point group. The CO2 molecule, as a centrosymmetric linear triatomic, 
belongs to the DoDh point group. If the Dmh operations are applied to the stretches, 
it is seen that QI transforms as the symmetry species a,f while Q2 transforms as 
oz. The remaining normal mode is a doubly degenerate bend that transforms as 
T,. In the following sections, it will be seen that the labelling scheme is a powemil 
shorthand, though it rnay seem like a secret code if the underlying theory is ignored. 
1.3 Quantum Mechanical Treatment 
A quantum mechanical treatment of molecular vibration and rotation was deveI- 




Figure 1.1: The relative displacements corresponding to two normal modes and one 
pure translation of CO2 (6). 
and later was reformulated elegantly by Watson [IO]. Al1 
wi th the classical Hamiltonian for molecular mot ion, which 
the treatments begin 
is transformed to the 
quantum mechanicd operator. The process is quite involved and the resulting 
Hamiltonian is a complicated expression that does not yield a general analytical 
solution. The reader is referred to the original papers for complete detads. It can 
be shown, however, that a simple form of the Hamiltonian can be obtained by ex- 
pressing the total wavefunction as a product of the wavehnctions associated with 
the various molecular degrees of heedom [3,4]. In many cases, analyticd solutions 
of the simplified Hamiltonian exist, and these expressions form the basis for the 
interpretation of molecular vibrational-rotational spectra. 
The first step toward a simplified Hamiltonian involves the Born-Oppenheimer 
approximation, which specifies that the total stationary wavefunction can be m-i t- 
ten as the product of electronic and nuclear wavehnctions (111: 
The justification for the separation of the nuclear and electronic motion is that 
the nuclei move much more slowly than the electrons, and thus only experience a 
potential field a.rising from the average motion of the electrons. 
A further approximation can be introduced by considering the degrees of free- 
dom associated with the nuclear wavefunction 1 n) independently [4]. In this pic- 
ture, a molecule containing N nuclei possesses 3N degrees of freedom that are 
divided among translational, rotational, and vibrational motion. The molecular 
translation is described by three centre of mass coordinates X, Y, 2. Three angles 
8 , 4 ,  x speciSr the rotation relative to the centre of mass unless the molecule is 
linear, when only two angles are required [Il]. The rernaining degrees of freedom, 
3N-6 for a nonlinear molecule, and 3N-5 for a linear species, describe the vibra- 
tional motion. Thus, the nuclear wavefunction is treated as the product of the 
translational, vibrational, and rotational wavefimctions [l 11 : 
It then follows that the total rnolecular energy is given by 
Ebtd = E, + Et + E u  + Er. (1.22) 
The translational energy simply adds a constant to the total energy, and it will not 
be considered furt her [4]. 
For a non-linear molecule in the gound electronic state, it can be shown that 
the separation of the degrees of freedom reduces the Hamiltonian to the sum of the 
rotational and vibrational operators [4]: 
which is known as the ngid rotor, h m o n i c  oscillator approximation. The j, 
are the operators associated with the components of rotational angular rnomenta 
dong the molecule-fixed axes x ,  y, z,  and the I,,l,,zz are the principal moments 
of inertia about s, y, z. The two remaining terms are the operators for the kinetic 
and the potential energy of vibration. The P, correspond to the vibrationai linear 
momenta, and 9 represents the harmonie oscillator potentid. 
For a linear rnolecule, however, the reasoning that leads to Eq. (1.23) is not 
appropriate because one of the moments of inertia is zero. Watson derived the 
correct Harniltonian 3Lm and showed that an isomorphic Hamiltonian exists such 
that [12]: 
Xm,iso = U X ~ U -  (1.24) 
where U is a unitary matrix. Note that and 3t, share the same eigenvalues 
because they are related through a unitary transformation [4,12). Ln analogy to 
the non-linear case, it is possible to mi te  an approximate Hamiltonian that is the 
sum of rotational and vibrational contributions [4]: 
where i,, is the moment of inertia of the linear rnolecule. 
The rigid rotor, harmonic oscillator Hamiltonian and its isomorphic counter- 
part for linear molecules are useful because they provide simple physicd models 
for molecular motion. In most cases, the solutions of the eigenvalue equations for 
these Hamiltonians yield closed-form andytical expressions that can be used to 
predict the appearance of vibrational-rotational spectra in the ground electronic 
state. To obtain a more accurate model, first order correction operators are defined 
that account for interactions omitted from the idedized picture of molecular mo- 
tion. Indeed, these simplified Hamiltonians lie at  the heart of more sophisticated 
treatments in which the eigenfunctions and eigenvalues are used as the basis for per- 
turbative or variational calculations [l ,3,4]. Ref. [4] provides a thorough discussion 
of vibrational-rotational Hamiltonians and their application to spectroscopy. 
1.3.1 Rotation 
The detemination of the rotational energies begins with the ibndamental corn- 
mutation relations of the angular momentum [13], 
where ~ i , k  is the Levi-Cevita symbol that is antisymrnetric (-1) under interchange 
of indices and invariant (+1) under cyclic permutations. To develop a fomalism 
for molecular rotation, the jt operators are associated with the components of the 
angular momentum along the space-fixed axes X, Y, 2. Rom Eq. (1.26), a new 
operator j2 is defined: 
j2 = jXjX + jYjY + j Z j Z ,  (1 -27) 
such that j2 cornmutes with each jk: 
Since the jh, do not commute with themselves, their eigenvalues can not sirnulta- 
neously meaçured. By convention, jZ is chosen to commute with j2.  
A slight complication arises because the molecular coordinate systern must also 
be considered. Both the molecular and spacefixed coordinate systems can be ch* 
sen to share the centre of m a s  as a common origin. The coordinate transformation 
between the space-fixed and rnolecular coordinate systems leads to [4]: 
Note the anomalous negative sign in Eq. (1.29). In addition, j2 is the angular 
rnomenturn operator for both coordinate systerns: 
Since j 2 ,  jz  and j, cornmute with each other, they have a sirnultaneous set of 
eigenfunctions, called the symmetric top wavefunctions, which are designated 1 
J K M ) .  The eigenvdues of these operators are given by [3,4]: 
j2 1 J K M )  = r i23(~+ 1) 1 J K M ) ,  
jz 1 J K M )  =  fi^ 1 J K M ) ,  and 
j,( J K M )  = hMI J K M ) ,  
where J, K, and M are quantum numbers subject to the conditions: 
J = 0,1,2 ,..., 
K = 4 , - J f l , . . .  J - 1 , J ,  and 
The eigenfunctions 1 JKM) are orthogonal: 
The Hamiltonian for rotation 'fl: was defined in terms of the operators j,, j,, 
and j ,  as well as the rnolecular moments of inertia in Eq. (1 .Z). Thus, the matrix 
elements of j2 and j, must appear on the diagonal in H: in the 1 J K M )  bais.  
The j, and jy , however, yield matrix elements that connect states with K 1 in 
3~: [4]. The matrix elements in 31; then can be expressed as  follows [3,4]: 
( J K M  ( '?i! 1 J K M )  = - [ J ( J +  1) - K ~ ]  + } , (1.36) 
If, 
In short, the rigid rotor Hamiltonian matrix contains elernents that depend on 
quantum numbers J and K and on the rnolecular moments of inertia [3,4]. 
Molecules can be classified according to  the relationships among the moments 
of inertia, as shown below [14]: 
Spherical top Izz = 1 .  = Izz 
Asymmetric top 1, # I, # I,, 
Linear L = Ivyy L = 0 
By inspection, it can be seen that symmetric and spherical rotors are diagonal in 
31; and yield closed analytical expressions for dl values of J and K. For example, 
the rot ational energy expression for spherical tops is given by the expression [l 51 : 
where B is related to the moment of inertia through 
For linear rot ors, the isomorphic rotational Hamiltonian ~ 5 , ~ ~ ~  yields rot ational 
energy eigenvalues given by [4]: 
where 1 is the vibrational angular momentum [4,15]. Although the motion is vi- 
brational in origin, it is included in Eq. (1.39) because it resembles a rotation [2]. 
For asymmetnc tops, in contrast, general expressions cannot be derived because 
the N: contains off-diagonal elernents in K. Although ingenious transformations 
have been devised, numerical techniques are required to diagonalize the rnatrix for 
general J [16]. 
Thus far only the case of a rigid rotor has been considered. A thorough in- 
terpretation of rotationd motion, however, must include ot her contributions. One 
cornmonly observed deviation £rom the simple picture discussed above is that the 
rotational energy level spacings do not match those predicted by the ngid rotor 
model. In linear molecules, for example, the pure rotationd transitions are spaced 
by less than the constant 2B predicted by Eq. (1.39) [16]. This observation im- 
plies that the moment of inertia and hence the intemuclear distance changes as the 
molecule rotates (161. In a linear molecule, which rotates end-over-end, the cen- 
trifugal force is directed along the internuclear axis and causes the bonds to stretch; 
the elongation grows more pronounced with increasing rotation [2]. The effect of 
the centrifuga1 force can be treated as a perturbation Rd in the Hamiltonian for 
the ngid molecule [15]: 
%ot =  rot + X d .  (1 .40) 
The eigenvalues can be expressed as a power senes expansion in J(J + 1) [17]: 
The coefficients D, H . . . are lmown as centrifugal distortion constants. Since each 
subsequent coefficient decreases by about a factor of l W 4  or more, the senes con- 
verges rather quickly (especially for low J), and it is rare to observe terms that 
involve coefficients higher t han M [U]. 
1.3.2 Vibration 
In the harmonic oscillator approximation, the molecule is treated as a set of 
atoms joined by springs. The molecular vibrations in this picture are limited to 
small displacements about the equilibrium configuration. An additional simplifica- 
tion can be introduced by expressing the basis functions 1 v )  as the product of the 
normal modes of vibration [4,11], 
Thus, the problem is separated into 3N - 6 (or 3N - 5 for the linear case) inde- 
pendent equations for each normal mode Qk. The eigenvalues of the approximate 
Hamiltonian HZ are obtained from the one-dimensional harmonic oscillator equa- 
tion: 
such that Eu = huk (uk + i), (1.44) 
where uk = 0,1,2. . . is the vibrational quantum number. Each harmonic oscillator 
wavefunction is the product of a Hermite polynomial and a Gaussian [4,11] function. 
The total vibrational energy is obtained by summing over al1 of the normal 
mode contributions. The ground state vibrational energy is non-zero and can be 
expressed as [4]: 
In molecular spectroscopy, the energy Ievels are usually expressed in terms of the 
wavenumber, in units of cm-'. The vibrational energy levels then given by [hi]: 
where wk is the wavenumber of the k" normal mode of vibration. 
It is usehl to apply group theory to molecular vibrational motion. In the ground 
state, the harmonic oscillator wavefunction and hence the vibration, is associated 
with the t o t d y  symmetric irreducible representation of the point group. When the 
vibration in non-degenerate, the levels with vk even will dways be associated with 
the totally symmetric irreducible representation, and the odd uk will belong to the 
same irreducible representation as the normal coordinate Qk. The symmetries of 
the vibrational wavefunctions are used to determine whether a particular transition 
between vibrational energy levels is allowed, as will be discussed in Section 1.3.4. 
The harmonic oscillator mode1 treats each vibration independently, and does 
not account for interactions among the different normal modes. In a higher level 
of approximation, the h m o n i c  oscülator treatment is modified to include contri- 
butions that arise kom cubic and higher t ems  in the potentid energy (Eq. (1.6)). 
It is possible to use a perturbative approach to obtain an energy expression that 
includes anharmonic effects summed over the normal modes of vibration [17,18]: 
In Eq. (1.47) the equal 1 f o ~  
associated with the vibrational 
nondegenerate or 2 for degenerate modes. The 1 are 
angular momentum. The xik and gik t e m s  depend 
on the cubic and quartic potential energy constants as well as on the fundamental 
vibration fkequencies q and the moments of inertia. For smdl molecules, it is 
sometimes possible to determine the coefficients experiment ally [NI. 
1.3.3 Rotation-Vibration Interactions 
Another important phenornenon that is neglected in the lowest order picture 
is the interaction of rotation with vibration. One effect of the interaction is the 
variation of the rotational constants with the vibrational state. On an intuitive 
level, this might be anticipated because the rnolecular motion is a superposition of 
both the rotational and vibrational motion. Thus, the rotational constants would 
be expected to depend in a complicated way on the vibrational state. This imposes 
a limit on the constants denved from experimental data, since it is only possible to 
determine effective rotational constants in a given vibrational state. 
For a linear rnolecule, the effective rot ationd constant may be expressed as: 
If the rotational constants are known for the ground state and the appropriate ex- 
cited vibrational states, then a and Be, the rotational constant for the equilibrium 
position, can be determined. The (Y terms depend on harmonic and anharmonic 
contributions fkom the potential energy as well on the Coriolis force, which is ne- 
glected in the ngid rotor, harmonic oscillator picture. An object that moves relative 
to a rotating coordinate system will experience a Conolis force given by 131: 
v 
= 2m(W x 5,) = 2mv.w sin #, (1.49) 
where m is the mass of the particle, w is the angular frequency of the coordinate 
system, va is the velocity of the object, and # is the angle between the aies of rota- 
tion and the direction of the velocity va. Eq. (1.49) reveals that the Coriolis force 
is perpendicular to the plane that contains the axis of rotation and the direction 
of va. Thus, in a rotating molecule, the atoms will be pushed in the direction per- 
pendicular to the vibration. Ln some cases, the Coriolis force will cause the nuclei 
to move in the same direction as one of the other modes of vibration, but with the 
frequency of the original vibration. 
Fig. 1.2 illustrates the effect of the Coriolis force on an XYZ molecule. The 
Conolis force acting on the ul stretch d l  excite the vz mode but at the frequency 
of vl; the converse is also true. If frequencies of Y and v2 are similar then both 
of the modes will be excited. For the v3 stretch, the result is a rotation rather 
than another vibration. Using group theory, it can be shown that two modes 
will couple through a Coriolis interaction if the direct product of their irreducible 
representations contains one of the representations of the rotations [14]. 
The Coriolis interaction is small when two frequencies are widely different. The 
effect can be treated as a perturbation on the ngid rotor harmonic oscillator Hamil- 
tonian, and is absorbed in the parameter a [l8]. When the two interacting frequen- 
cies lie close in energy, however, perturbative approaches break d o m  [20]. The 
treatment of these strong types of Coriolis interactions are descnbed in Chapter 3. 
Figure 1.2: The effect of the Coriolis force on the normal modes of an XYZ linear 
molecule. The grey arrows denote the normal modes of vibration while the black 
arrows indicate the Coriolis forces on each atom (not to scale) [14]. 
1.3.4 Selection Rules 
To interpret molecular vibrational-rotational spectra, the selection rules that 
govern the absorption and emission of photons between different energy levels must 
be considered. Within the rigid rotor, harmonic oscillator model, a transition will 
occur as long as the following condition is met [4,11]: 
where dz is the electric dipole moment operator along the space-fixed axis 2. After 
some manipulation, the dipole moment operator can be formulated in terms of the 
molecule-ked axes x, y, z [l 11 : 
The cosine argument (ZOa) is the angle formed between the unit vectors along the 
space-hced axis Z and the molecule-fixed axis x, y, or r with the shared centre of 
mass origin. 
It is possible to expand the dipole moment operator da in a Taylor series about 
the normal coordinate equilibrium positions [Il]: 
The linear t e m s  can be substituted in Eq. (1.51) to yield [Il]: 
Since the 1 v )  are orthogonal, the first t e m  in Eq. (1.53) will disappear unless 
v' = v". Thus, the fkst term corresponds to rotational transitions within the 
sarne vibrational state. These pure rotational transitions are forbidden unless the 
molecule possesses a permanent electnc dipole in its equilibriurn configuration. The 
pure rotational selection des for the rotational quantum numbers J and K &se 
from the direction cosine terms, and differ according to whether the molecule is a 
symmetric, linear, or asymmetric top [15]. 
The selection rules for a vibrational transition are controlled by the second 
part of Eq. (1.53). The basiç functions ( v )  can be written as the product of the 
individual normal modes, as shown in Section 1.3.2. From the properties of the 
Hermite polynomials, the condition arises that Avk = f 1 while al1 the other modes 
remain in their initial levels [Il]. This means that one normal mode at a time can 
absorb or emit one quantum of radiation during the transition. The second term 
dso  depends on the derivative of the dipole moment with respect to the coordinate 
Qk, and thus a change in the dipole moment must occur for a normal mode to 
be infiared active. A particular transition is designated parallel, perpendicular, 
or hybrid depending on the orientation of the changes in the dipole moment with 
respect to the molecular z axis. Moreover, the second tenn in Eq. (1.53) reveals 
that rotational transitions d l  accompany a vibrational transition; the selection 
niles anse from the direction cosine terms, as for the pure rotational transitions. 
Thus any vibrationd transition will be accompanied by rot ational fine st mcture. 
Group theory provides an expression of the vibrational selection nile in terms 
of the irreducible representations r. The integral (Qi 1 &(Q~) 1 Qk) must be 
even to be non-vanishing. The infiared selection rule may be expressed in terms 
of group theory because each Qk transforms according to an irreducible repre- 
sentation. For a vibrationd transition to be infrared-allowed, the direct product 
r(Q;) x î ( ( î o ( ~ ~ ) )  x r(Qg) must contain the totally symmetric representation in 
order to be non-zero. This alternate formulation leads to a simple rule: a funda- 
mental transition is allowed if the excited vibrational level vk = 1 belongs to the 
same irreducible representation as one of the components of the dipole moment 
operator d. The irreducible representations of d , , ,  belong to the same irreducible 
representation as the translations, x, y, z that are obtained from the appropriate 
character table by inspection. 
The rotational-vibrational selection rules are derived within the rigid rotor, har- 
monic oscillator framework. The procedure is similar for linear molecules as long as 
the approximate isomorphic Hamiltonian given in Eq. (1.25) is considered. Both of 
these treatments, however, neglect the cubic and higher-order tenns. The higher- 
order anharmonic terms relax the selection rules and allow overtone and cornbina- 
tion to appear. Overtone bands occur when a transition has Av = 1 2 ,  f 3, f 4 .  . ., 
and combination bands are observed when more than one vibrational quantum 
number changes dunng a transition. A hot band is observed when a transition 
occurs between two excited vibrational levels. For overtone and combination bands 
the irreducible represent ation for the upper vibrational level is ob t ained by t aking 
the direct product of the symmetry species. The procedure is straightforward unless 
degenerate modes are involved, in which case recursion relations can be used [21]. 
For hot bands, the irreducible representation lower level of the transition must be 
obtained as well. 
The intensities of electric-dipole allowed transitions are proportional to the 
square of the magnitude of the dipole moment integral: 
Since not al1 vibrational transitions involve the ground state, the intensities also 
depend on the population of the levels relative to the zero-point level, which are 
given by the appropriate rotational and vibrational Boltzmann factors (71. Thus, 
the intensities of the observed rotationa. energy transitions depend on line strengt h 
factors scaled by the appropriate rotational and vibrational Boltzmann factors. 
1.4 Infiared Spectroscopy 
The previous sections have outlined a treatment for molecular vibration and 
rotation, and now the discussion proceeds to the spectroscopic observations them- 
selves. Rom the vibrational selection rules, it is found that d l  molecules except 
homonuclear diatomics possess at least one transition that is infrared allowed. An 
infiared spectrurn appears as one or more bands centered at the wavenumbers of 
the vibrational transitions, which usually lie between 200 and 5000 cm-L for the 
hndamentals. The relative intensities of the bands are determined by the square 
of the transition dipole given in Eq. (1.53). 
Infiarecl spectroscopy is a powemil tool in chernical analysis because vibrational 
spectra contain information that can be used to elucidate the structure and bonding 
in molecules. Both quantitative and qualitative approaches have been developed 
to treat the wide diversity of chernical systems. Quantitative structural informa- 
tion can be obtained from infrared measurements that resolve the rotational fine 
structure accompanying vibrational transitions. With a few exceptions, rotational 
structure is observed only in the gas phase (111. The observed line positions, which 
correspond to differences between energy levels, can be fit to the models described 
in Section 1.3.1. The analysis yields molecular parameters, such as rotational dis- 
tortion constants, that can be used in the elucidation of molecular structure. An 
illustration of the high-resolution analysis of infrared spectra is described in Chap- 
ter 3. 
Perhaps the most ubiquitous application of infrared spectroscopy is as a quali- 
tative tool for chernical analysis. To chemists, it is well lmown that numerous vi- 
brational bands can be associated with certain structural units within a rnolecule. 
For example, the OH group in a large number of molecules vibrates between 2900 
and 3900 cm-'. It is evident that the simple picture of a molecule as a set of har- 
monic oscillators is not that far-fetched! This correlation of functional groups with 
specific wavenumber regions are usehl probes of molecular structure. In addition, 
the region between 800-1400 cm-L contains vibrations that involve the molecule as 
a whole; since the pattern of bands is unique to a particular rnolecule, this spectral 
range is aptly known as the fingerprint region. Chapter 4 illustrates the qualitative 
approach in infi-axed spectroscopy to the investigation of the nucleic acid bases, a 
class of biological molecules. 
Chapter 2 
Fourier Transform Spectroscopy 
2.1 Overview 
The origin of Fourier transform spectroscopy can be traced to the invention of 
the two-beam interferometer by Michelson in the latter part of the nineteenth cen- 
tury [22]. A schematic of the Michelson interferometer is shown in Figure 2.1 [23]. 
The key optical cornponents are a beamsplitter, two perpendicular rnirrors, and a 
detector. Radiation Erom a source (S) encounters a beamsplitter (O) that reflects 
part of the light to a fixed mirror (F), and transmits part of the light to a mov- 
able mirror (M). The mirrors reflect the beams back to the beamsplitter, where 
they undergo interference. The intensity of the interference pattern depends on 
2(OM-OS), the optical path difference between the two beams. The recombined 
beams then are partially reflected to the detector and partidly transmitted back 
to the source. The detector measures the intensity of the interference pattern as a 
function of 2(OM-OS) as the movable mirror travels over its length; the recorded 
signal is known as the interferogram. Michelson was the first to realize that the 
interferogram and the spectrurn of the incident light are related through a Fourier 
transformation [22]. In 1887, he reported the earliest application of the technique: 
the calculation of a spectnirn of the sodium D lines [22]. 
To begin a description of Fourier transform spectroscopy, it is helpful to consider 
how the Michelson interferorneter affects the input from a monochromatic source. 
If the beamsplitter divides the radiation into two bearns of equal amplitude I f ,  
the intensity of the recombined radiation that is rneasured by the detector iç given 
by [24,25]: 
I(y) = 0.5Ir(y) (1 + cos Psüy), (2-1) 
where the argument of the cosine function depends on the wavenumber of the 
incident radiation ü, and the optical path difference y. The interferogram is defined 
as the modulated component of the intensity 124,251, 
In practice, the intensity Ir(y) depends not only on the radiation source, but on a 
number of additional factors such as the detector response and the efficiency of the 
optical cornponents. Thus it is more appropriate to rewrite Eq. (2.2) as [24], 
I(y) = 0.5H(ü)I'(~)cos2sûy 
E B (F) cos Znüy, 
where H ( ü )  is an instrumental correction t em.  The quantity O.JH(Y)I'(U), des- 
Fied  Mirror 
T 
t t Detector 
Figure 2.1: A schematic of the Michelson interferometer [23]. 
ignated B(F), corresponds to the intensity of the source when the instrumental 
characteristics are considered. Since I(y) and B(ü) are related through a cosine 
Fourier transform, the spectnun of the source can be calculated from the interfer- 
ogram. 
The intensity vaxiation in the interferogram for a continuous source is more 
complex than for a monochromatic one. Each wavenumber element in the inter- 
ferorneter produces its own characteristic interference pattern as the movable mir- 
ror is displaced. The interferogram of a polychromatic source can be represented 
by [24,25]: 
I (y) = /m B(Y) COS 2 m ~ d ~ .  
-w 
The cosine Fourier transform of Eq. (2.4) yields the spectral intensity: 
B(P) = [m I(y) cos 2avydy 
= 2 l  I (y) cos 2n;~ydy. 
Thus, the interferogram, the plot of intensity versus optical path difference, can 
be transformecl to the spectrum, the plot of intensity versus wavenumber. Fourier 
transform spectroscopy, in essence, converts information kom the distance to the 
wavenumber domain [24,25]. 
The cdculation of the conventional Fourier transform of an interferogram is a 
formidable task: for a transform that contains N points, 2 f l  operations must be 
c h e d  out [25]. Although Michelson invented an andog cornputer for his calcula- 
tions [22], it is clear why he was not able to progress beyond simple line spectra. 
Indeed, the Fourier transform technique required the advent of digital cornputers to 
become feasible. With the development of novel algonthms such as the fast Fourier 
transform in 1966 [24], as weu as continuous improvements in cornputing power, 
the practicd realization of Fourier spectroscopy hm became cornmonplace. 
2.2 Implementing the Fourier Transform 
The Fourier transform pair given in Eqs. (2.4) and (2.5) do not account for 
experimental constraints. One example is that the intensity can not be measured 
over an infinite path difference, as the integration limits demand. The restriction 
to finite path difFerence results in the truncation of the interferograrn, which can 
be expressed as the multiplication of the interferograrn by a box function, D(y). If 
the maximum path difference is labelled Q, then the spectrum that is realized in 
practice is given by [24]: 
&) = 2 1" I(y) D(y) cos B ~ ~ y d z j ,  
1 if y E [-@,QI 
where D(y) = 
O otherwise. 
B(ü) is the integral of a product of two fmctions; the convolution theorem allows 
Eq. (2.6) to be written in t e m s  of the individual Fourier transforms of I(y) and 
D(Y) [23,24]: 
where the Fourier transform of the box function is given by [23,24]: 
Thus, the tnincation of the interferogram leads to an experimental spectrum that 
can be represented as the convolution of the ideal spectmm with a sinc function. 
The sinc function is usually designated the instrumental lineshape hnction b e  
cause it modifies the appearance of the ideal spectmrn B(ù) [24]. To illustrate, 
consider the convolution of the sinc function with a monochromatic frequency ele- 
ment of the input beam [24,25], 
Fig. 2.2 depicts the convolution of the two functions. The ideal spectrum B(ü,) is 
represented by two 6 functions at &vu. In contrast, the sinc function has a height 
2<p and a full width at half height of 0.605WL; it also exhibits oscillating side-lobes 
that pass through zero on the abscissa. The convolution of both Fourier trmsforms 
yields two sinc functions localized at *va, which is the observed spectrum B(ü,). 
The sidelobes at the baseline are usudly damped through the application of a 
weighting function to the interferogram, a process known as apodization [22,24]. 
The resolution lirnit of the spectrometer depends on the maximum optical path 
difference a. Since the first zero of the sinc function occurs at  v, f . 5 W L ,  two 
adjacent lines are said to be cornpletely resolved if they are separated at le& by 
WL [24]. The resolution limit of the spectrometer then can be expressed as [24]: 
Aü = (ama)-'. 
It should be noted that the Eq. (2.10) represents 
(2.10) 
an upper limit, but often the 
resolution will be somewhat higher because partially overlapping lines may still be 
resolved if they exhibit a clip of at l e s t  20% between them [24]. 
The continuous nature of Eqs. (2.4) and (2.5) is another property of the Fourier 
transform pair that is never redized in the laboratory. Clearly, the signal at the 
detector can not be sarnpled at infinitely small intervals. Instead, the signal is 
digitized by sampling it at regular intervals of the optical path difference. Yet it 
can be shown that no loss of information will occur as long as one condition is met. 
As proved by Nyquist, a sinusoidal fùnction of time or distance can be regenerated 
as long as it is sarnpled at a fkequency greater than or equal to twice per cycle [25]. 
For an interferograrn, the sarnpling rate Ax must fulfill the condition: 
where Y,, is the highest wavenumber in the source. It is vital to ensure that 
the range of observed frequencies is within the limit given in Eq. (2.11); otherwise, 
spectral features will appear at incorrect wavenumbers, a phenornenon known as 
aliasing or folding [24]. 
Another practicd consideration in Fourier transform spectroscopy is the imper- 
fect collirnation of the input radiation [24,25]. Since the beam divergence causes a 
v (cm '1 
Figure 2.2: The sinc or instrumental lineshape function arises from the truncation 
of the interferogram. @ is the maximum optical path difference in the spectrometer. 
The function modifies the shape of the peaks in the experimental spectrum, leading 
to finite widths and heights as well as to ringing at the baseline [23,24]. 
spread in the path differences, this will lead to destructive interference unless the 
input radiation is limited by an aperture. The resolution of the spectrometer can 
be expressed in terms of the aperture diameter d and the maximum path length 
@ [ X ,  251 : 
The aperture limits the resolution that c m  be achieved with a particular Fourier 
transform spectrometer. Thus, the requirernent for higher resolut ion must be bal- 
anced with the loss of signal associated with a smaller aperture. 
2.3 Advantages and Disadvantages 
When compared to dispersive instruments, Fourier transform spectrometers 
have two intrinsic advantages in sensitivity that cm be exploited by carehl experi- 
mental design. The first iç known as the throughput or Jacquinot advantage (22,261. 
Most dispersive iristmment such as a rnonochromator requires narrow entrance and 
exit dits while a Fourier transform instrument has a circular entrance aperture. 
For a given maximum path difference and resolution, a greater portion of the input 
radiation hits the detector in a Fourier transform instrument; typically, there is a 
10 to 25û-fold increase in sensitivity over dispersive techniques in the infrared [24]. 
However, if the throughput is limited by another optical component such as the 
detector, the advantage may be reduced [23,24]. 
A second advantage of a Fourier transform spectrorneter over classical disper- 
sive instruments is known as the multiplex or Felgett advantage [25]. During a 
given measurement t h e  T, a dispersive instrument scans sequentially through M 
spectral elements while a Fourier transform spectrometer detects dl of the input ra- 
diation simultaneously for the full scan time. For instruments of comparable optical 
efficiency, it follows that an interferorneter has a signal-tenoise advantage [26] : 
if the primary noise source is the detector. The Felgett advantage is greatest in 
the infiared where the dominant noise source is often the detector. Though still 
sipificant, the multiplex advantage tends to lose some of its importance as IR de- 
tecton are improved. In addition, the multiplex advantage becomes a disadvantage 
when the noise is source-limited because the Fourier transform instrument detects 
noise over al1 the spectral elements. Under such conditions, the overall sensitivity 
is reduced by a factor of 1 / a  when compared to a dispersive instrument [23]. 
A particularly convenient feature of modern Fourier transform instruments is 
that the wavenumber measurement is very reproducible. This is achieved by passing 
the output from a visible laser through spectrorneter dong the same optical path 
as the input radiation. A separate detector mesures the laser interference pattern. 
The zeroes in the laser signal, which occur at half-integral multiples of the laser 
wavelength, are used to trigger data acquisition. Although the precision is high, it 
is still necessary to calibrate the spectnim because even a slight misdignment of 
the laser beam with respect to the optical axis will cause a shift in the observed 
wavenumbers [24]. 
A drawback of commercial Fourier transform spectrometers is that they operate 
as single beam instruments. Thus, the background spectrum, which contains the 
instrumental and the environmental contributions, is rneasured at a different time 
than the sample spectrum. Idedly the instrumental and environmental changes are 
eliminated by ratioing the sample spectnim to the background spectnim. Slight 
changes in the experimental conditions, however, can lead to spectral artifacts such 
aç water vapor or carbon dioxide peaks. Dispersive instruments often are double 
beam and the measurements compensate for environmental changes in real time. 
2.4 The Bruker IFS 120HR Fourier Transform 
Spectrometer 
The Fourier transform experiments that are described in Chapters 3 and 4 have 
been carried out using a Bruker IFS 120HR Fourier transform spectrometer, which 
is based on the two-beam Michelson design. A schernatic of the instrument is s h o w  
in Fig. 2.3. The instrumental design is flexible and allows for a wide selection of 
optical components, sources, and detectors that cover the spectral range from the 
far infiared to the near ultraviolet. The maximum opticd path difference is 4.8 
rn, which corresponds to a maximum possible resolution of 0.0018 cm-'. The 
divergence of the input beam is limited by a circular input aperture that can be 
modified in size from 0.5 to 12.5 mm. The modulated beam of radiation leaves the 
interferometer and passes through a filter that reduces the spectral range rneasured 
by a detector. Data acquisition is controlled with a single-mode HeNe reference 
laser. The optical hinctions and the data handling, including the Fourier transform 
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of the interferograrn, is carried out with the Bruker software package, OPUS 2.0. 
2.5 Fourier Transform Infrared Spectroscopy 
lnfrared spectroscopy has become a standard tool in chernical analysis because 
al1 molecules, except for homonuclear diatomics, possess at l e s t  one infrared active 
vibrational mode. Working in the infrared, however, presents several challenges to 
the experimentalist. A fundamental limitation is that the transition dipole moments 
are approximately 0.1 debye in the infrared, which is an order of magnitude smaller 
than typical rotational and electronic transitions [27] . In addition, degradat ion of 
the signal-tenoise ratio occurs because ambient blackbody radiation peaks at  about 
1000 cm-' [27,28]. Another difficulty is that the infritred detectors and optical 
components are not as efficient as their visible or microwave counterparts [27,28]. 
Despite the irnpediments, a number of techniques have been developed to work 
in the infrared region. The most sensitive infrared instruments are diode laser 
spectrometers, but a drawback is that the diode lasers have lirnited tunability and 
spectral coverage. With technological advances in non-linear techniques, such as in 
optical-parametric oscillators, the analog of the broadly tunable visible lasers may 
be become a reality. Other recent advances such as infrared array detectors have 
also led to improved sensitivities for dispersive techniques [28]. Fourier transform 
spectrometers, however, have been the most widely used instruments for the in- 
frared since their commercialization in the early 1970's both for their convenience 
and ease of operation and because this region benefits most from the throughput 
and multiplex advantages. 
Although typical infrared experiments are performed in absorption, it is also 
possible to carry out emission measurements in the infrared. Usually, emission 
spectroscopy is camed out in the visible or the ultraviolet because these regions 
cont ain lit tle interference from arnbient radiation. Indeed, t ethniques such as laser- 
induced fluorescence can be optimized until they are limited only by photonic shot 
noise in the optical detectors. Since the infrard region contains ambient black- 
body radiation, a temperature difference must exist between the sample and the 
background [27,28]. Although it is possible to record spectra with the sarnple tem- 
perature below room temperature, it is more common to heat the sample. Elevated 
temperatures enable higher signal-to-noise ratios, but in many cases only rnoderate 
temperatures can be used before thermal decomposition occurs. 
Until recently, emission experiments were carried out with Fourier transform 
instruments because the losses Mth dispersive instruments were too high. Recent 
irnprovements in infrared detectors such as in array technology have achieved the 
required sensitivity to c a ry  out emission experiments. In certain cases, dispersive 
instruments cm show over a hundredfold improvement in sensitivity over Fourier 
transform spectrometers [28]. Nonetheless, such instrumentation is relatively new 
and costly, so the Fourier transform technique remains the practical choice for 
emission spectroscopy, at least for now. 
Fourier transform infrared emission has proven to be a sensitive technique for re- 
mote sensing and astronomical measurements. For example, emission spectra from 
smokestack plumes have been recorded with a ground-based mobile Fourier trans- 
form spectrometer [29]. Inkared emission has also been used to monitor forest fires 
fÏom an airbone remote sensing platform [30]. Remote atmosphenc observations of 
infrared emission have led to the observation of numerous atmospheric species that 
may play an important role in ozone depletion [31], and astronornical observations 
of infiared emission have also been achieved with the ISO satellite. These are only 
a few illustrations of the many applications of the inhared emission technique in 
the field. The data from these environmental measurements are used to develop 
models for the chemical composition and temperature profiles of the systems of 
interest. 
In the laboratory, infrared emission measurements provide fundamental rnolecu- 
lar data, which c m  also be used in remote sensing and astronomical measurements. 
One interesting application has been the investigation of transient species at high 
resolution. Though present in low concentrations, on the order of a fraction of 
a Torr, the spectra of certain transient metal hydrides have yielded a signal-to- 
noise ratio of more than 100 to 1 [32]. The interpretation of spectra leads to basic 
chemical information that has been used in the identification of species in the as- 
tronomical or high-energy applications. In Chapter 3, the infrared emission spectra 
of two high-temperature transient molecules, HBO and DBO, are described and 
analyzed at high resolution. 
hfrared emission spectroscopy is also a sensitive technique in the mid- and 
far-infrared regions for the detection of large molecules. As has been shown for 
the polycyclic aromatic hydrocarbons, it is possible to acquire infiared spectra 
in emission at moderate temperatures [33]. The infiared emission spectra of the 
nucleic acid bases is discussed in Chapter 4. 
Chapter 3 
The Infrared Emission Spectra of 
HBO and DBO 
3.1 Overview 
Transient molecules are characterized by their high chernical reactivities and 
short lifetimes, and play an important role in the chernistry of high-energy systems, 
rmging horn stellar atmospheres to industrial plasmas. The first observations of 
this elusive class of molecules were made in the 1920's, when fragments such as OH, 
CN, and CH were identified from their emission spectra in dischmges and flames [18, 
341. Since the eady observations, the investigation of transient species h a  been 
a dominant theme in molecular spectroscopy. Compilations of the spectroscopic 
literature in this area are available for both diatomic 1351 and polyatomic (361 
species. 
Laboratory investigations provide the opportunity to study transient molecules 
in controlled environments. Transient molecules require energetic conditions for 
their formation, and typical experiments draw on fiame, discharge, flash photolysis, 
and high-temperature techniques. Since transient molecules are extremely reactive, 
it is convenient to study thern in isolated environments. The gas phase is ideal be- 
cause the interactions among neighboring molecules are rninimized at low pressures. 
The matrix technique simulates the isolated conditions of gas-phase expenments: 
the transient species are diluted with an excess of rare gas and deposited onto a 
cold Mndow that freezes the mixture [34]. Once trapped, most molecules will not 
rotate; the vibrational bands are extremely well-resolved, but contain little rot a- 
tional structure. Often a matrix experiment provides the first identification of a 
transient species, which is then studied in greater detail in the gas phase. Both 
mat* and gasphase data have lead to the characterization of numerous transient 
species [36]. 
High-resolution spectra (< 0.1 cm-L) of gasphase molecules are particularly 
useful because rotational line positions are used to characterize the vibrational- 
rotational motion as well as the molecular structure. Moreover, the data provide 
atlases that lead to the unambiguous identification of chemical species in different 
surroundings. High-resolution work can yield other types of quantitative data, 
including line widths and intensities, that can be used to mode1 chernical systems. 
This chapter describes a high-resolution study of the infrared spectra of two 
transient species, boron-oxyhydride, HBO , and its deuterated analog, DBO . These 
two linear molecules were first identified by Lory and Porter in a mat* experiment 
twenty-five y e m  ago [37]. The gasphase investigations reported here have led to 
a detaüed characterization of the vibrational-rotational motion of these species. 
HBO is a linear closed shell molecule that contains ten valence electrons. Its 
electronic orbital configuration may be mitten as: 
Recently, Yamaguchi et al. have examined the bonding in HBO using ab initio 
calculations at  the self-consistent field level [38]. The results indicate that the 30 
orbital is primarily associated with the BO bond, the 4 0  with the BH bond, and 
the 50 with a lone pair on the 0. The la is dominated by BO bonding, which 
suggests that a triple bond exists between the boron and the oxygen, at variance 
with the simple H-B=O valence bond stmcture. 
While the other Group 13 elements (Al, In, Tl) forrn linear hydroxides [39,40], 
boron occupies the central position in HBO. The species BOH has never been ob- 
served experimentally, which is consistent with theoretical calculations indicating 
that HBO lies 160 to 200 kJ/mol lower in energy than BOH [38,41,42]. An inter- 
esting note is that the isomenzation of HBO to BOH rnay involve a transition from 
a linear to bent (or quasilinear) geometry [38,41-431. Once formed, BOH rnay be 
relatively easy to detect because the infrard bands are predicted to be significantly 
more intense than those of HBO [38,41,42]. 
HBO belongs to the family of simple transient boron-containing molecules that 
includes species such as BH, HBS, ClBS, BOB, and HOBO. It is probable that these 
unstable molecules are relevant to high-temperature boron chemistry. In particular, 
there has been a longstanding interest in using boron compounds as fuels because 
these processes are very exothennic [44]. A review of the thermochemistry and 
kinetics of boron oxidation has appeared in the past year [44]. Some experimentd 
evidence suggests that the trimerization of HBO may be an intermediate step in 
such processes because boroxine, H3B3O3, bas b e n  observed as an end-product [4t]. 
In addition, it has been suggested that HBO may be a bottleneck in the complete 
oxidation of boron [46]. 
3.2 Previous Spectroscopic Work 
The vibrational motion of an unsyrnmetric linear XYZ molecule çuch as HBO 
is described in terms of 3(3) - 5 = 4 normal modes of vibration. Using the classical 
approach outlined in Section 1.2, it c m  be shown that two of the normal modes 
are stretches (pl and u3) while the other two are degenerate bends ( u 2 )  A more 
detailed characterization of the vibrational-rotational behavior of linear triatomics 
is given in Section 3.5. 
HBO was first identified by Lory and Porter in 1972 [37]. H2B203 was deposited 
in an argon matrix and photolyzed with 148.0 nm radiation from a xenon larnp or 
184.9 nm radiation from a mercury lamp. The infrared absorption spectra revealed 
several vibrational bands that were consistent with the srnall linear species HBO. 
The u2 and us fundamental transitions were assigned for HnBO and HL0BO. In a 
similar procedure, DBO was generated from D2B203; d l  of the fundamental bands 
were assigned for both deuterated isotopomers. 
Subsequent experiments have further examined the infrared spectnim of HBO 
in matrix environments. Ault demonstrated that a mixture of diborane, 
and an oxidant could be irradiated with an excimer laser output at 193 nm to 
produce HBO (451. The other major product was H3B3O3; BH3 was also tentatively 
identified. The previously assigned fundamental vibrational bands for HE30 were 
observed as well as the corresponding bands for HBL80 in a, isotopically-enriched 
sample. In another infrared matrix experiment, Andrews and Burkholder used 
laser ablation to vaporize boron atoms, which were then reacted with H2L63180 and 
D2160 (471. The reaction products were condensed with excess argon at cryogenic 
temperatures [47]. The spectra revealed that major products were HBO and BO 
with minor amounts of other transient boron species such as BOB and OBOB. 
In the gasphase, HBO has been generated in discharges of B2H6 and 0 2  miu- 
tures by Kawashima and co-workers [48-JO]. They were able to characterize the 
pure rotational spectra of six HBO isotopomers, and also recorded the infiared 
spectrum of the v3 band of Hl1BO using an infkared diode laser spectrometer. 
3.3 Experiment 
The onginal purpose of the investigation was to record the infiared spectrum of 
boron monochlonde. BF had been generated in a previous experirnent by reacting 
boron powder and calcium Buonde a t  1000°C [XI, and it was thought that BCl 
could be produced in a similar reaction with the chlogde sait. Two carbon boats 
were filled with approximately 5 g of amorphous boron (Aldrich) and 30 g of CaC12 
(Aldrich), and were placed in a 120 cm long mullite (3&O3-Sio2) tube. The 
50 cm rniddle portion containing the reactants was housed in a high-temperature 
fumace (CM Rapid-Temp). Windows (KRS-5, >350 cm-l) mounted on stainless 
steel fittings were used to seal both ends of the tube, which was then evacuated 
through a pumping port. The furnace was heated at a rate of 5°C per minute up 
to 1400°C using a digital controller. Although muilite can withst and temperatures 
upward of 1500°C, the tube was heated slowly to prevent the formation of cracks. 
ln addition, two jacks were used to support the tube at each end because mullite 
tends to soften at high temperatmes. 
The infiared radiation emitted fiom one end of the tube was directed into a 
Fourier transform spectrometer with an off-âxis parabolic mirror. The region be- 
tween the tube and the spectrometer was purged with dry nitrogen in order to 
reduce the contamination bom atmospheric water and carbon dioxide. Survey 
scans at a resolution of 0.02 cm-' were recorded as the tube \vas heated. The 
spectral range between 350 and 4000 cm-' was rnonitored with a helium-cooled 
Si:B detector (350 -1500 cm-') as well a s  with nitrogen-cooled HgCdTe (denoted 
MCT) (800-1850 cm-') and InSb (1850-4000) cm-' detectors. At 1000°C, spectral 
features near 700 cm-' were observed that did not correspond to BC1, nor to any 
frequently observed molecules such as H20 or COz. After a search of the VEEL4 
database 1361, the features were tentatively assigned to HBO. 
The i h a r e d  emission from HBO was recorded over the interval between 350 
and 4000 cm-' at a resolution of 0.01 cm-'. A Ge-coated KBr beamsplitter (330- 
4800 cm-L) was used in d l  of the runs, and the wavenumber range measured by 
the detectors was narrowed with bandpass and redpass filters, depending on the 
wavenumber region of interest. The Fourier transform of each interferogram, each 
representing 50 averaged scans, was obtained with the Bruker Opus 2.0 software 
heaters . . 
cooling elements window 
Figure 3.1: The ceramic tube furnace. Infkared emission fkom the hot molecules 
was directed from one end of the tube into the Fourier transform spectrometer. 
Table 3.1: Some technical specifications for the spectra of HBO and DBO recorded 
in these expenments. 
Scan Range Detector Calibration factor 
(cm-') (cm- ') 
HBO 350-730 Si:B 1.000006257 
350-730 Si:B 1.000006257 
760-1300 Si:B 1.000004003 
1200-2100 MCT 1.000002738 
1800-4000 InSb 1.000001734 
DBO 350-730 Si:B 1.000007214 
1800-4000 hSb 1.000002062 
package. Spectra were collected at various temperatures, ranging from 1000 to 
1400°C, and were calibrated with CO in the regions above 1400 cm-' (521, and 
HCl in the regions below 700 cm-' [53]. The region between 750 and 1200 cm-' 
was cdibrated against the correctecl higher wavenumber region with the S i0  lines 
that appeared in each spectnim. Technical specifications of the spectra are listed 
in Table 3.1. 
Some examples of HBO infrared emission spectra are given in Figs. 3.2 to 3.6. 
Al1 of the depicted HI30 spectra were recorded at a temperature of 1400°C. The 
pnrnary focus of the experiment was a thorough characterization of the vibrational- 
rotational properties of HBO, but the spectra revealed a rich chemistry that de- 
serves furt her investigation. Several transient molecules besides HB O, including 
AlCl at  500 cm-' and Si0  at 1200 cm-', were identified in emission. S i0  was 
observed to form at temperatures greater than 1200°C, while AlCl forrned between 
1050-1300°C. The semistable molecule HBCIp and the stable molecule BC13 were 
dso  observed, but in absorption. HCl and CO were &O present in both emission 
and absorption. Furthemore, several unidentified emission features were observed 
at 804, 1400 and 2900 cm-'. 
A nurnber of experiments were ca,rried out to determine the chemistry of HBO 
formation as well as the synthesis of other transient species. As a first step, the 
conditions of the first run were reproduced. HBO emission was observed starting at 
about 830-85O0C, and HBC12 was detected at about the same temperatures. The 
diatomic molecules, Si0 and AICI, as well as the unidentified emission features were 
not detected except in the initial experiment. M e r  each mn, the contents of the 
tube were exarnined, and there was no observable depletion or discoloration of the 
boron sample. 
To explore the chemistry of the HBO formation, attempts were made to react 
boron with water, but the signal from HBO was extremely weak. After the mn, 
the contents of the tube revealed a thin glassy film, which may have been &O3. A 
similar reaction of solid boron and D 2 0  showed no evidence of DBO formation. In 
some final experiments, HBO was generated by simply heating boron in the mullite 
tube. It was also found that the deuterated species, DBO, could be produced by 
introducing deuterium into the tube once HBO was observed. The DBO spectra 
were recorded at 1200°C over two spectral intelvals, including 350 to 700 cm-' and 
1400 to 2600 cm-L, and are given in Figs. 3.7 and 3.8. 
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Figure 3.2: The spectrum obtained with a helium-cooled Si:B detector (filter 1: 
350-750 cm-L). The HBO spectrum begins at about 600 c r ü L .  Emission from 
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Figure 3.3: A detail of the HBO erniçsion spectmm between 700-800 cm-L obtained 
with a helium-cooled Si:B detector (filter 2: 400-750 cm-'). 
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Figure 3.4: The spectrum obtained with a helium-cooled Si:B detector (filter 3: 
800-1200 cm-'). The HBO spectrum is obscured above approximately 850 cmbL 
by an absorption band of HBC12. The emission spectrum of Si0 is seen above 1100 




Figure 3.5: The spectrum obtained with a nitrogen-cooled MCT detector. HBO 
emission is observed between 1600 and 2000 cm-l. Emission spectra of S i0  and 
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Figure 3.6: The spectmm obtained with a nitrogen-cooled InSb detector. HBO 
emission is observed between 1900 and 2000 cm-' as  well as between 2650 and 
2900 cm-'. CO, HCI, COz, and HBC12 are also visible. 
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Figure 3.7: DBO spectmm between 590-620 cm-' obtained with a helium-cooled 
Si:B detector (filter 1: 350-750 cm-l). 

3.4 Chemistry 
The origin of HBO in our expriment remains an open question. These ex- 
periments, at the very least, have led to informed speculation. It is unlikely that 
HBO is produced in the gas phase because the vaporization of boron is extremely 
endothermic, and requires temperatures in excess of 2700 OC in vacuum (541. A 
Iikely scenario is that trace water in the system reacted with the surface of the 
hot boron metal to produce HBO. The process would parallel a sirnilar reaction 
between boron and H2S at 1000°C [55-571. 
H20 + B + HBO? 
HzS + B -+ HBS 
However, it is punling that when water was introduced into the tube, HBO was 
not produced in any significant quantity. It is possible that a large excess of water 
produces Bz O3 instead. In addition, any trace of a chlorine-containing compound 
in the system reacted with the boron to yield BC13. 
An interesting result is that no evidence of BO was observed in any of the exper- 
iments. This is in direct contrat with crossed-beam reactions between boron and 
water that are known to produce BO [44,58]. Furthemore, one matrix experiment 
mentioned in the last section showed evidence of both BO and HBO when boron 
was vaporized and then reacted with water [47]. The production of HBO in the 
high- temperature furnace, however, may reflect the differences b etween solid-phase 
and gasphase reaction pathways. Factors such as the formation of oxide shells 
around boron granules as well as the particle size and distribution in the solid are 
known to influence boron chemistry [44], and may favor the production of HBO 
over BO. 
The spectra in Fig. 3.6 and 3.5 reved CO in both emission and absorption. 
The CO signal is unusually strong in these spectra because the carbon boats used 
to hold the sample were oxidized to CO. The spectrum reveals that the CO was 
distributed throughout the tube. At the extreme ranges of the vibrational bands 
the rotational lines appear in emission, but they are seen in absorption for loiver 
J. The high J lines mise from the hot molecules in the centre of the furnace while 
the cooler molecules at the ends of the tubes, which have lower J values, absorb 
the radiation emitted from the hot centre. 
The impurities observed in the spectra also reveal that the ceramic tube is not 
an inert container, but may participate in the high-temperature chemis try. The 
Si0 and AlCl observed in the first nin originated from the walls of the mullite 
(3A1203-SiO2) tube. In addition, the unidentified band at 804 cm-' appeared at 
the same temperature as Si0 and, like SiO, was not detected after the initial run. 
The features were partially resolved and resemble the vibrational-rotational band 
of a srnali polyatomic. It is interesthg that a matrix experiment has reported an 
infrared band of Si202 at 805 cm-' (471. 
3.5 Spectroscopic Characterization of HBO 
3.5.1 Outline of Vibrational-Rotational Motion 
Since it is a closed-shell molecule, HBO does not possess electronic angular 
momentum, and the interpretation of the vibrational-rotational spectrum is based 
entirely on the nuclear degrees of freedom. The vibrational motion of HBO may 
be described by four normal modes, each of which corresponds to an irreducible 
representation in the point group C,. Two normal modes VI and u3, transform 
as the symmetry species O+; these vibrations are essentially localized BH and BO 
stretches, respectively. The remaining y modes are degenerate bends in orthogonal 
planes and transform as R. The normal modes are illustrated in Fig. 3.9. 
The vibrational levels for a linear triatomic molecules are denoted by (ul, y, us). 
The fundamental vibrational transitions are given by: 
upper level - ground state 
( w J 2 4 )  - ( W 2 ~ 3 )  
(100) - (000) 
(010) - (000) 
(001) - (000). 
In Section 1 it was seen that a fundamental transition is allowed if it is described 
by the same irreducible representation as x,  y or z. The t coordinate transforms 
as O+ and x, y transform as a in the C,, point group. Thus, al1 four fundamental 
Figure 3.9: The normal modes of vibration of HBO. The + and - designate out of 
plane motions. 
modes in HBO are predicted to be infrared active. Since the transition dipole 
moments of the two o+ fundamental vibrations have non-zero cornponents dong 
the t axis, they are known as parallel C - C transitions. The rotational selection 
niles for a pa rde l  transition in a linear rnolecule are A J = f  1. An energy level 
diagram depicting the allowed rotational transitions is given in Fig. 3.10. The 
spectrum consists of two groups of vibrational-rotational lines, known as the P and 
R branches, that correspond to A J  = -1 and AJ = 1 transitions. 
When the fundament al bending motion is excited, the t rami tion dipole is on- 
ented at right angles to the z axis, and the absorption or emission of a photon 
between the upper and lower levels is known a s  a perpendicular lI-C transition. 
The rotational selection rules for a perpendicular transition are A J = 0, I l .  The 
energy level diagram in Fig. 3.11 reveals that the spectrum will consist of P and R 
branches as well as a Q brmch for the A J = O transitions. 
Overtone, combination, and hot bands may also appear in vibrational spectra. 
A particular band is electric-dipole allowed if the direct product of the symrnetnes 
of the upper and lower vibrational levels, ï ( v f )  8 r (d) @ r (ut'), contains the to tally 
spme t r i c  representation of the point group (Section 1.3.4). The procedure is 
usudly straightforward unless one or both of the levels are degenerate. In such 
cases, the symmetnes of vth levels for degenerate modes can be evaluated using 
recursion relations [21]. The results for the r mode in the C,, point group are: 
Figure 3.10: A parallel C+-Cf transition in a linear molecule [7]. 
Figure 3.11: A perpendicular II-C transition in a linear rnolecule [7]. 
The Pauli exclusion principle forbids certain symmetries (in this case a C- for 
even v )  from appearing [32]. The vibrational energy levels associated with the 
bending motion in a linear triatomic are shown in Fig. 3.12. 
The excitation of a degenerate vibrational mode leads to an angular momentum 
1 about the molecular iwcis because the superposition of the motions resernbles a 
rotation [2]. The angular momentum components for a level v are given by [1 51 : 
with 111 = 0,1 ,2  ... designated C ,  II, A.... Levels with u z l l ,  therefore, contain several 
vibrational sub-levels. Al though the levels are degenerate within the harmonic 
approximation, anharmonicity causes the levels to lie slightly apart in energy [16]. 
Note that 3 2 111 because the total angular momentum cannot be less than the 
projection of the angular momentum about the molecular axis. 
Another property of the rnolecular wavefunction, the parity, must be intro- 
duced at  this point because it places a further restriction on the selection rules 
for rotational-vibrational transitions. The total molecular wavefiinction can be 
expressed as the product of the electronic, nuclear, and rot ational contributions. 
Under inversion of the spacefixed coordinates, the entire Hamiltonian will remain 
unchanged except for a possible change in sign. The effect of the inversion operation 
Ê* is represented by [32]: 
Figure 3.12: The energy levels associated with the s degenerate mode in HBO. 
The eigenvdue of this equation, designated the parity, equals 1 or -1 (+ or -). Elec- 
tnc dipole transitions obey the selection mle + tt -. Rirthermore, since the total 
wavefunction must remain unchangeci except for the sign, the rotational, vibra- 
tional, and electronic contributions also can be classified according to their pa,rity. 
The electronic ground state of HBO is totally symmetnc. For linear molecules in 
a electronic ground state, a convenient labelling scheme exists that is based on 
the parity of the rotational wavefunction 1591: 
If this alternation with J is removed from the total parity, then the remaining 
parity is labelled by e or f .  The states with +(- 1) are designated e while those 
with - ( - I )~  are labelled f .  The parity selection mle + tt - becomes: 
e ct f for A J  = 0 (Q branch) 
e tt e, f tt f for A J = ZH (P and R branches) (3.7) 
In a C+ vibrational level, a11 of the rotational levels are e. In a doubly degenerate 
level such as Ii, however, each rotational level contains a pair of e and f levels. 
When the molecule begins to rotate, the e and f components in a doubly de 
generate level within a vibrational multiplet will exhibit a splitting known as 1-type 
doubling. The physical interpretation of this effect is based on the Coriolis inter- 
action (201. An important example is the 1-type doubling exhibited by the e and f 
components of the II (OILO) level. The Coriolis force causes a slight change in effec- 
tive moment of inertia depending on whether the bending motion is perpendicular 
or parallel to the axis of rotation. The vibrational-rot ational interaction splits the 
degenerate levels, giving nse to the btype doubling. It has been shown that the 
levels within a vibrational multiplet will exhibit 2-doubling interaction as long as 
they are related by Al = f 2 [60,61], treating Z as a signed quantum number. Note 
that 1-type doubling is known as 1-type resonance when the two interacting levels 
belong to different vibrational syrnmetries. One evample of 1-type resonance is the 
interaction between the C+(l = 0) and A(1 = f 2) levels of the vz = 2 state in a 
linear rnolecule. 
The influence of 1-type doubling and resonance on the vibrational-rotational en- 
ergy levels can be determined by the solution of a secular determinant of dimension 
(v2 + 1) (611. The diagonal tems correspond to the unperturbed rigid-rotor, har- 
monic oscillator matrix elements and the off-diagonal elements are the 1 doubling 
terms connecting the levels that differ by Al = f 2. To illustrate, the important ex- 
ample of 1-type doubling seen in the II (A1 = i l )  (01'0) level of a linear triatomic 
will be considered. The energies for the state can be obtained from the secular 
determinant [61] :
En is the unperturbed energy of the (01'0) state and Wll=q, J ( J+ l ) .  The solutions 
are: 
Thus, in the andysis of rnolecular spectra the energy level expressions for rotational 
motion must be modiiied to include this type of interaction. In a sirnilar fashion, 
it is possible to solve the secular determinants for higher v [60,62,63]. 
Two commonly observed hot bands in linear tnatornic hydrides, the (01 1)- 
(OILO)  and (1110)-(01'0) transitions, demonstrate how the selection rules, parity, 
and 1-type resonance are expressed in molecular spectra. For example, the r bend 
in linear trïatomic hydrides is low in energy and hot bands involving the excited 
levels of this mode are often observed. The energy level diagram for these II-CI 
transitions is given in Fig. 3.13. The spectrum of a transition with Al = 0, 1 # O 
consists of P, Q, and R branches. The rotational lines are doubled because the 
degeneracy of the sub-levels is lifted under rotation through 1-doubling. For the P 
and R branches the transitions obey the selection niles e tt e and f tt f .  The 
Q branch connects the f ct e and e +t f levels; it is weak for II-Il transitions 
because Al = O [3]. General considerations such as these recur in the molecular 
vibrational-rotational spectra of linear molecules, as shortly will be seen for the 
HBO results. 
3.5.2 Results and Analysis 
Gas-phase HBO had been previously obsewed in the infrared by Kawashima and 
CO-workers, who used a diode laser spectrometer to measure 6 P and 12 R lines of 
the (001)-(000) fundamental band (491. The work reported here extends the infrared 
data set considerably, to al1 of the fundamental transitions and to several hot bands 
for both HLLBO and HLoBO. For DBO, some preliminary diode work was canied 
Figure 3.13: A II-Iï transition in a linear molecule [7]. 
out by Kawashima in 1989 [64], but the results remained unpublished because the 
assignments were tentative. The present infrared emission measurements have Ied 
to the unambiguous identification of d l  three fundamental bands as well as one hot 
band for DL'BO, and the (001)-(000) fundamental for DLoBO. 
Vibrational transitions for the two naturdly-occurring boron isotopomers (lLB 
80.2% and 'OB 19.8% [65]) of HBO and DBO were observed. The rotational line 
widths at  hdf maximum were approximately 0.01 cm-' in both sets of spectra. The 
line positions were measured using P C-D ECOMP , a freely distribu ted program 
that was developed by Jim Brault while he was at the National SoIar Observatory 
The program dlows the user to select peaks in a spectrum, which then can be fitted 
to a spectral lineshape function. For high-temperature species, the spectral l ine 
shape of a rotational line is influenced by both homogeneous and inhomogeneous 
effects, primarily from pressure and Doppler broadening, respectively. To account 
for both types of contributions, the line profiles were fit to a Voigt lineshape func- 
tion, which is a convolution of Gaussian and Lorentzian lineshapes [66]. 
In the next step, the list of line positions was organized into different series 
using an in-house program based on the Loomis-Wood technique [18]. The different 
series were then assigned to the appropriate vibrational transition according to the 
methods described in the next section. 
HBO 
The vibrational transitions that were assigned and analyzed for HLIBO and 
HLoBO a,re Iisted in Tables 3.2 and 3.3. 
Table 3.2: Assigned transitions for HLLBO 
(Upper) - (Lower) 1 (Upper) - (Lower) 
*These transitions were not included in the global fit. 
Table 3.3: Assigned transitions for HLoBO 
(Upper) - (Lower) 1 (Upper) - (Lower) 
Most of the vibrational-rotational bands were analyzed based on the conventional 
energy expressions for the rotational-vibrational energy levels of linear molecules [Ij]: 
(i) C: 
(ii) n: 
Note that 2=0 for a C state and 1=1 for a II state. The qi in Eq. (3.9) have 
been replaced by a series expansion in J(J + 1) with the coefficients q,, q ~ ,  QI{ .. .. 
These higher-order corrections to the Cdoubling constant sometimes are required 
for satisfact ory agreement of the observed line positions [KI]. 
For the v2=2 multiplet, the analysis was more complicated because the C+ and 
A levels interact through an 1-type resonance (see Fig. 3.12). A secular determinant 
of dimension u2 + 1 = 3 must be solved in a procedure similar to that outlined for 
the v2=l II level. The energy expressions that result are [60,61]: 
where 6 is the energy separation between the unperturbed levels, E i -  E!. The 
energy expressions reveal that the two e levels will interact while the f level is 
unaffected. 
In the initial stages of analysis, a tentative band origin was selected and the 
J-numbering was based on the method of combination differences: 
R(J)  - P ( J )  = 48' ( J  + 3) upper levels (3.13) 
R(J - 1) - P(J + 1) = 48" ( J  + i) lower levelç. (3.14) 
Once a consistent J-numbering was assigned, an in-house program was used to fit 
the line positions to the energy differences between the upper and lower vibrational 
levels. The least squares procedure was weighted according to the signal-to-noise 
ratio; within a given vibrational band, the blended lines were accorded the lowest 
weight. When the J-nurnbering was correct, the fits showed a clear minimized vari- 
ance. Terrns higher than [ J ( J  + 1)12 were included mhen the associated parameters 
were determinecl with an error of no more than 30'36, as long as their inclusion 
caused a drop in the variance. 
The variation of the B vdues over the vibrational levels in a linear molecule 
was also used to check the assignments: 
The Be and a values are shown in Table 3.4 for both isotopomers. For the stretching 
vibrations, the a's are positive, which implies that the moments of inertia are 
slightly larger in the excited C levels. The negative a value for the bending mode, 
however, has the opposite behavior. Both these observations are typical for linear 
tnatomic hydndes [14]. 
Table 3.4: The Be and cr values for H1'BO and HLoBO. AU units in are reported in 
cm-! The uncertainties in the parentheses correspond to 3a from the fit. 
As a a d  check, the constants for the (OUO), (100), (OILO), and (001) levels were 
used to predict microwave line positions that had appeared in the literature for 
both HLL BO and HLoBO [49]. The rotational-vibrationd lines £Yom the vibrational 
bands (see Table 3.2) as well as Iiterature rnicrowave lines were then combined in 
global fits for HLLBO and HLoBO. Al1 of the fitted parameters, including the band 
origins, as well as the rotational, centrifuga1 and 1-doubling constants are listed in 
Tables 3.5 and 3.6. The line position tables are reported in Appendix A. 
The two fundamental vibrational transitions, (100)-(000) and (001)-(OOO), 
primarily correspond to the BH and BO stretches, respectively. Both are C - C 
(parallel) transitions and exhibit a double-lobed PR structure with no Q branch. 
The assignment of these bands for the main isotopomer HLIBO was straightforward 
because they contained the most intense series of rotational Iines in the y and 
u3 wavenumber regions. The isotopic bands were detected by comparing spectra 
recorded at different temperatures (T=lOOO°C and T=1400°C) because the relative 
Table 3.5: The effective constants for HLLBO. AI1 units are reported in cm-'. The 
uncertainties in the parentheses correspond to 30 from the fit. 
( i l  l0) 3532.19363(25) 1.3025274(10) 2.7032(12) 3.13(34) 
-.0060687(12) 6.08(18) - 1.94 (55) 
Table 3.6: The effective constants for HL0BO. A.l1 units in are reported in cm-'. 
The uncertainties in the parentheses correspond to 30 from the fit. 
intensities between the HLLBO and HLoBO bands remained the sarne. 
Ovemiews of the ul and u2 regions of the spectrum are given in Fie.  3.5 and 3.6. 
Rom a cornparison of the u3 R branch to the vl fundamental band recorded Mth 
the InSb detector (Fig. 3.6), the relative intensity of u p l  is estimated to be about 
30: 1. An interesting point is that the (100)-(000) infrared transition had never been 
observed before this work. Although the signal was quite weak when compared to 
the (001)-(000) band, the emission technique yielded a good signal-to-noise ratio, 
allowing the detection of the minor isotopomer as well. A detail of the spectrum 
is depicted in Fig. 3.14. This observation underlines the sensitivity of the Fourier 
transform emission technique for high-temperature species. 
Inspection of the VEEL4 database reveals that there are characteristic BH and 
2730 2735 2740 2745 2750 
Wavenumber (cm") 
Figure 3.14: A detail of the HLLBO spectrum in the ul region. OThe (100)-(000) 
series; bThe e-e and f - f components of the (1110)-(01 '0) transition. The line 
positions of the (100)-(000) transition of the minor HLo BO isotoporner are labelled 
1. 
Table 3.7: BH Stretching Vibrations in Vanous Polyatomic Transient 
Molecules [36] . 









BO frequencies for transient molecules [36]. Tables 3.7 and 3.8 list typical examples. 
The approximate wavenurnber ranges are 2500-2800 cm-' for BH and 1900-2100 
cm-' for BO. For qualitative assignments, the BH region is useful because it is 
relatively uncluttered. The BO group, in contrast, lies in the same region as other 
functiond group wavenumbers such as  the CH stretch [36]. 
The (0110)-(000) fundamental band is associated with a change from a II to a 
C+ vibrational level; this type of transition yields a strong Q branch, as was indeed 
observed. Fig. 3.3 portrays the spectrum in the bending region. The upper T level 
contains degenerate e and f sub-levels that split with increasing rotation. Since the 
CC levels have e parity, the P and R branches correspond to only e - e transitions. 
For the Q branch, however, the selection d e  e tt f dlows the transitions from 
Table 3.8: BO Stretching Vibrations in Various Polyatomic Transient 
Molecules 1361. 








the f components in the upper level to the e components in the ground level. In 
general, the rotational and centrifugai constants are not identical for the e and f 
levels; thus, the reported parameters represent an averaged value of both sub-states. 
Several hot bands were observed in the spectra of HBO. An intense series of 
HBO lines was assigned to the (01'1)-(01'0) U-II sequence band. Since the 
transition occurs between two doubly degenerate levels, 1-type doubling occurs for 
each P and R branch transition. Q branches for II-II transitions tend to be 
weak, and indeed none was obsemed for this band. The (01'1)-(01'0) transition 
was dso identified for the minor H'OBO isotoporner. In the vl stretching region, 
(11'0)-(O1 'O) was observed only for the main isotopomer. A detail of the spectrum 
is shown in Fig. 3.14. Note that the doubled P branch lines associated with the 
sequence band are clearly visible. 
Another hot band, the (01L2)-(01'1) transition, was also tentatively identified, 
but was not included in the global fit. On the basis of the a parameters, the B, 
Table 3.9: The parameters for the (01L2) Ievel (tentative) obtained from a (01 '2)- 
(0111) fit. A l  units are reported in cm-' and the 30 are reported in parentheses. 
constant for this state is estimated to be 1.2941 cm-'. The value is close to the Bu 
rotational constant of 1.293962 cm-' obtained from fitting the band to a (01'2)- 
(01'1) transition. The fitted parameters are Iisted in Table 3.9 and the line positions 
may be found in Appendix A. 
Hot bands involving the levels in the u2=2 multiplet were also observed. The 
analysis of these bands is more complicated because the (020) multiplet contains 
C and A levels that interact through an 1-type resonance. The (02'0) - (01'0) 
transition was relatively simple to assign because it exhibited a strong Q branch, 
which is usually seen for C - I1 transitions (see Fig. 3.3). The series was picked out 
to relatively high J, but when a C-rI fit was attempted with constrained constants 
for the lower level, the variance was on the order of 10000. The poor fit was not 
unexpected because the e levels in the C state are perturbed by the e levels in the 
neighboring A state. Since the 1-type resonance is proportional to the square of the 
angular momentum J ( J +  l ) ,  the results were examined for a dependence on J. As 
expected, the fit was relatively good for J < 20, with a variance below 5. The D 
value for the (02~0) state, however, mas rnuch higher than for the values obtained for 
the (01'0) and (000) states. Generally, the value would be expected to be similar to 
the ground state value, except for a srnsll correction [15]. In the low- J fit , however, 
the value for D was almost double the ground state value. The anomalously large 
D value is consistent with a deviation from the predicted energies that worsens with 
increasing angular momentum, as would be expected for a Coriolis interaction [18]. 
The search for the (0220)-(01'0) transition was more challenging. For levels 
with high 1, the low J lines axe rnissing because J 2 II 1. Thus, for a A-ri transition, 
the absent R(O), P(l) and P(2) lines lead to a considerable gap between the P 
and R branches. With the lack of strong Q branches, linking the appropriate 
P and R branches is sornewhat difficult. At this point, the microwave results 
of Kawashirna et al. were used to search for the missing state [49]. The three 
sets of transitions from the A/, A=, and C t  levels to the common lower (01 '0) II 
level were fit separately to C-ri transitions in order to obtain effective constants. 
In turn, these effective constants were used to predict combination differences for 
the infrared line positions. Although the combination differences matched several 
candidate series, the published value for the separation between the (02~0) and 
(02~0) levels, 6 = Ea -E& was not consistent with any of them. Indeed, a rough 
estimate for 6 suggested that the microwave result might be off by 10 crn-l. When 
the value was used to predict the microwave line positions listed in the same report, 
the results were not consistent. The value of b was iterated, and it was found that 
the best match to the microwave data was achieved with a value of approximately 
20 cm-! 
In next stage of analysis, the most intense band that matched the predicted 
combination dxerences was selected and fit to a (02*9f0) (A+I) transition. The 
f components of the (02*0) level are not affected by 1-type resonance, as predicted 
by Eq. (3.12). The minirnized variance as well the a values were consistent with 
a band ongin at  about 1513 cm-L, which further indicated that b = 20 cm-' 
for the the s = 2 multiplet. To identZy (022*e0)-(0110) transition, the effective 
constants based on the microwave lines as well as the band origin obtained for the 
f - f fit were used to predict the line positions. One likely series was identified 
imrnediately, and exhibited a similar perturbation as the (02'0)-(0 1 'O) transition, 
which is consistent with solutions of the secular determinant given in Eq. (3.12). 
The data for the C and A states were combined in a nonlinear fit using Eq. (3.12). 
The constants for the (0110) Il lower vibrational level were fmed, and the fit was 
carrieci out according to the energy expressions given in Eqs. (3.12). The residuals 
were reasonably random, although a slight systematic effect could still be observed 
in the C+ level residuals. No mode1 is perfect, and in this case, there could have 
been a slight contribution fi-om higher-order interactions that connect states that 
differ by Al = f 4, as has been observed for HCN [61]. Although the energy ex- 
pressions were modified to account for Al = &4 interactions, following the HCN 
example, there was no improvement in the quality of the fits. The results of the 
final fits are given in Table 3.10, and the line positions are found in Appendix A. 
It is seen that the separation between the C+ and A levels is 22.18624(55) cm-'. 
Table 3.10: The effective constants for the (02'0) C+ and (0Z20) A levels. The 
labels v l  and v2 refer to the C+ and A levels, respectively. All units are reported 
in cm-' and the 30 uncertainties are reported in parentheses. 
DBO 
For DBO, the (00 1)- (000) and (01 '0)-(000) transitions were identified and fit 
according to the procedure followed for HBO. It was readily apparent, however, 
that the (100) level was perturbed in DBO because the (100)-(000) band was 
much more intense that the corresponding one in HBO (see Fig. 3.6 and Fig. 3.8). 
Indeed, when a fit of the (100)-(000) transition was attempted, the results showed 
a perturbation that increased rapidly with J. These observations corroborated the 
work of Kawashima et d, who attributed the perturbation to a Coriolis interaction 
between the (100) and (01'1) vibrational levels [64]. The results were confirmed 
when the (01 1)-(0 1 'O) sequence band also deviated from the conventional energy 
expression. 
Like for Ctype doubling and 1-type resonance, the Coriolis interaction is treated 
by solving a secular determinant that contains off-diagonal elements connecting the 
two interacting vibrational states. The matrk elernents are [4]: 
The wt and w, are the wavenumbers of each vibration, the Be is the rotational 
constant a t  equilibrium, and ÇStl is the Coriolis couphg constant for the two levels. 
The energy expression that describes the Coriolis interaction hm the following 
forrn: 
A' = 6 2 + 4 J ( J + 1 ) ~ z m  (3.18) 
where A and d are the energy separations between the perturbed and unperturbed 
states, respectively. The WC, is the Coriolis interaction term, Becstl (e + e) . 
A nonlinear least-squares fit was c&ed out to determine the vibrational energies, 
the Coriolis interaction term as well as the constants B, Dy q,, and q ~ .  A Cori- 
olis interaction was ako obsented in the (100)-(000) band for DLoBO; since the 
(01'1)-(000) transition could not be detected, the constants for the (01'0) level 
were constrained. The results are summa,rized in Tables 3.11 and 3.12, and the 
line positions are listed in Appendk C and D. 
Table 3.11: The effective constants for D''Bo. AU units are reported in cm-'. The 
uncertainties in the parentheses correspond to 30 from the fit. The Cc, is the 
Coriolis coupling coefficient between the (100) and (OILO) levels. 
Table 3.12: The effective constants for DL0BO. The constants for the (01'1) level 
axe assumed. AU units are reported in cm-'. The uncertainties in the parentheses 
correspond to 3o from the fit. The Cc, is the Coriolis coupling coefficient between 
the (100) and (01'0) levels. 
3.6 Conclusion 
HBO was generated in a ceramic furnace at temperatures above 800°C. Al- 
though the exact chemistry of the reaction has not been elucidated, it is likely that 
trace water reacted with solid boron to produce HBO, in analogy to the formation 
of HBS from boron and H2S. The results indicate that HBO may be an impor- 
tant intemediate in the boron oxidation. It was also shown that DBO could be 
produced by reacting deuterium with the parent molecule. 
The major focus of the project, however, was a characterization of the rotational- 
vibrational spectra of HBO and DBO. It is seen that Fourier transform infrared 
emission spectroscopy is a sensitive technique for studying transient molecules. In- 
deed the weak (100)-(000) fundamental transition in HBO had not been observed 
before this work- 
In high-resolution spectroscopy, precise models of molecular motion are required 
to account for the pattern of the rotational-vibrational positions. Small shifts in ro- 
tational energies from the predicted energies are noted and explained. Sections 1.3.1 
and 1.3.2 introduced severd examples of higher-order effect ç, including centrifuga. 
distortion and the Coriolis force, that have been considered in the analysis of the 
isotopomers of HBO. 
The three fundamental vibrational bands as well as various hot bands have been 
observed and analyzed for H I L ~ O ,  HLoBO, and DLLBO, while the (100)-(000) band 
was observed for DL0BO. A strong Coriolis interaction between the (100) and (01 'O) 
vibrational levels in both deuterated species was observed and analyzed. 
Chapter 4 
The Infrared Emission Spectra of 
Uracil, Thymine, and Adenine 
4.1 Overview 
This chapter describes the application of infrared spectroscopy to the study 
of a class of biological molecules, the nucleic acid bases. What is somewhat un- 
usual is that these molecules were studied in the gas phase, while most biological 
spectroscopy is cm-ied out in the liquid or solid phases. Gas-phase spectroscopy, 
however, also has a place in the study of biological species because the results serve 
as a reference for data obtained in more cornplex environments. Some recent work 
suggests, for example, that it may be possible to distinguish between thermal and 
solvent effects in the optical spectra of the rnetalloporphyrins [67,68]. Further- 
more, gas-phase data can be used to test the validity of theoretical calculations 
because most are camed out for isolated molecules. Both of these concems will be 
encountered in the discussion that follows. 
4.2 Biological Context 
DNA and RNA, the molecules of heredity, are biological polymers composed 
of repeating nucleotide subunits [69,70]. Each nucleotide contains a nitrogenous 
base, a pentose sugar, and a phosphate group. Alternating sugars and phosphate 
groups link together to form long chains; one base is attached to each sugar at the 
1' carbon position, as shown in Fig. 4.1. 
The nucleic acid bases, which are depicted in Fig. 4.2 are divided into two fam- 
ilies: the pyrimidines and the purines. Uracil, thymine, and cytosine, the pyrim- 
idines, are single-ringed while adenine and guanine, the purines, are double-ringed . 
Cytosine, adenine, and guanine are found in both DNA and RNA. Thymine, in 
contrast, occurs only in DNA, and is replaced by uracil in RNA. Note that thymine 
and uracil are identical, except for the moiety bonded to the 5' carbon. The other 
main dserence between the constituents of DNA and RNA is that the pentose 
sugar is deoxyribose in DNA and ribose in RNA. 
A schematic of the DNA double helix is given in Fig. 4.3. The structure is corn- 
posed of two polynucleotide strands that wrap around each other about a cornmon 
axis. The sugars and the phosphate groups form the polynucleotide backbone and 
the nucleic acid bases, which are found inside the helix, connect the two strands 
through hydrogen bonds. Steric factors require that the bases occur in definite 
pairs: adenine bonds to thymine (or uracil in RNA) whereas guanine bonds to 
cytosine. The sequence of A-T(U) and G-C pairs along the polynucleotide strand 
Figure 4.1: DNA and RNA are cornposed of repeating sub-units knom as nu- 
cleotides. Each nucleotide contains a sugar, a phosphate group, and a nucleic acid 
base. 
Adenine Guanine 
Thymine Uracil Cytosine 
Figure 4.2: The nucleic acid bases. Adenine, guanine, and cytosine are found in 
both DNA and RNA. Thymine is found in DNA and is replaced by uracil in RNA. 
Figure 4.3: The DNA double h e h  consists of two polynucleotide strands coiled 
about a comrnon axis [69]. 
encodes genetic information. When the double helix separates, the sequence of the 
A-T(U) and G C  pairs serves as the ternplate for the formation of a new comple- 
mentary strand. The role of RNA in eukaryotic cells is to translate the genetic code 
to the amino acid sequence of proteins. In some viruses, however, RNA rather than 
DNA is the carrier of the genetic code. 
4.3 The spectroscopic Characterization of Iso- 
lated Uracil, Thymine, and Adenine 
Two techniques that approximate isolated conditions are matrix and gaç-p hase 
spectroscopy. In matrix spectroscopy, the sample is vaporized and then deposited 
with an excess of inert gas on a cryogenic window. Although matrix techniques yield 
spectra that are extremely well-resolved, the vibrational bands exhibit splittings or 
shifts arising from differences in the local environment in the matrix. Gas-phase 
spectroscopy, in tum, is hampered by the low vapor pressures and the propensity 
toward decomposition shown by biological molecules. It is clear that a full char- 
acterization of the spectroscopic properties of the isolated nucleic acid (NA) bases 
requires input from both gas-phase and matrix approaches. 
The spectroscopy of the isolated NA bases also may be used to probe the molec- 
ular underpinning of point mutations. It has been proposed that mutations occur 
when minor en01 and imino tautomers of the NA bases form nonstandard base 
pairs [71,72]. Fig. 4.4 illustrates the mechanism for cytosine, which is shown in the 
postulated imino forrn. Cytosine usually pairs with guanine, but it is seen that the 
Cytosine 
H Guanine 





O sugar \ sugar 
Cytosine Adenine 
Figure 4.4: The formation of a putative cytosine-adenine mispair. Cytosine usually 
bonds to guanine, but in this case the minor imino form may bond to adenine 
instead [69]. 
minor tautorner c m  bond to adenine. This nonstandard base pair between cytosine 
and adenine can fit in the helix; if left uncorrected, it could lead to an error in the 
genetic code: 
C tt G (parent molecule) 
C* +t A (parent molecule) 
C t , G  A tt T (daughter molecules). 
Thus, in one of the daughter molecules, a A-T pair would replace the original G-C 
pair. The substitution of a purine for another purine (or a pyrimidine for another 
pyrimidine) is known a s  a transition mutation. A fundamental question, however, 
is whether the NA bases do indeed tautomerize to the minor forms. This issue may 
be studied by analyzing the spectra of the isolated monomers. 
Previous investigations in the infrared region include both gas-phase and matrix 
work. The absorption spectra of gas-phase uracil, methylated uracils, and methy- 
lated adenines have been reported in the C=O and NH stretching regions [73]. 
Recently, Viant etal. reported an analysis of a rotationally resolved spectrum of 
the (y6 C2=O,C4=0) stretch in uracil; the spectrum was recorded by exciting the 
molecules with an infiared diode laser in a supersonic jet expansion [74]. The in- 
frared spectra of uracil [75-811 and deuterated uracil [78], thymine [75,79-831, and 
adenine [84-871 have alço b e n  reported in rare gas matrices. 
As for many polyatomic molecules, the thorough assignment of NA infrared 
spectra requires an interplay between theoretical predictions and experimental re- 
sults. Some recent theoretical treatments of the infrared spectrum of uracil include 
calculations at the Hartree-Fock level using a ô-31G" ba i s  set [80,88] as well as 
calculations based on density functional methods [89]. For thymine, similar pre- 
dictions of the vibrational spectra have been camed out at the SCF level using 
6-31G" (801 and 6-31G(d) (831 basis sets. More current work on adenine inclucies 
Hartree-Fock calculations with a 631G(d,p) bais set [85,86] and a density func- 
tional investigation [87]. 
4.4 Experiment 
Survey spectra of uracil, thymine, and adenine were recorded over the range 
from 100 to 3700 cm-', a region that includes most of the fundamental modes of 
vibration for the NA bases. The major five nucleic acid bases were investigated in 
separate mns. Approximately 30 g of each compound were placed in a pyrex liner 
contained in a stainless steel tube. The assernbly was sealed with KRS-5 (>350 
cm-') or polyethylene (< 400 cm-') windows at both ends, and then evacuated. 
The section of the tube containing the chernical was centred in a ceramic fumace, 
which was heated at a rate of 10°C per minute up to working temperatures between 
200 and 325°C. To prevent diffusion of the sample to the cooler ends of the tube, 
about 10 - 15 Torr of argon were added to the tube. A buffer gas such as argon 
was necessary to prevent deposition of the compound on the windows. Indeed, one 
mn was unsuccesçful because the buffer gas was not introduced. 
A ceramic glower was used to dign the tube dong the optical axis of the spec- 
trometer. It was also used as a blackbody source in the absorption experiments. 
An 90" off-axis mirror was used to collimate and reflect the infrared radiation em- 
anating from the tube into the extemal port of a Fourier transform spectrometer 
(Bruker IFS 120 HR). The regions between the tube and the port as well as between 
the tube and the glower were purged with dry N p  in order to rninimize atmospheric 
contamination arising £rom CO2 and &O. 
The beam of infrared radiation, once in the spectrometer, was divided by a Ge 
coated KBr beamsplitter (400 - 4800 cm-') or a 3.5 pm Mylar beamsplitter (100 
- 720 cm-l). Liquid-nitrogen cooled h:Sb (1850 - 9000 cm-') and MCT (800- 
1850 cm-l) detectors as well as liquid helium-cooled Si:B (300 - 1300 cm-') and 
bolorneter (below 330 cm-') detectors were used to mesure the infrared radiation. 
To enhance the signal-tenoise ratio, two hundred scans were CO-added to yield the 
final interferogram. The resolution of each spectmm was 1 cm-! The Fourier 
transform from the interferogram to the spectmm was camed out by the Bruker 
Opus 3.0 software package. 
Unlike the high-resolution HBO experiment, the bands often were not clearly 
distinguishable over the background bladtbody radiation. Thus, it was necessary 
to ratio the spectrum to a reference spectmm that was recorded with no sample in 
the tube. In order to check for decornposition products, mass spectra of the sample 
were recorded before and after each m n  in the Lajoie laboratory at the University 
of Waterloo. 
The spectra of the three NA bases were recorded at  regular temperature in- 
tervals. 2 was observed that vibrational bands began to appear at temperatures 
above 200°C for each compound. Spectra were recorded in both emission and in 
absorption; the emission technique yielded a superior signaMenoise ratio for most 
bands. The superiority of emission over absorption was especially pronounced in 
the wavenumber region below 1000 cm-l, results which are similar to those obtained 
for the infrared spectra of polycyclic aromatic compounds [33]. 
4.5 Results and Discussion 
The infrared spectra, illustrated in Figs. 4.6 to 4.9, were measured at 325OC 
for uracil and adenine, and at 300°C for thymine. Mass spectra of uracil, thymine, 
and adenine recorded before and after each run c o n h e d  that no appreciable 
decomposition occurred during the mns. The attempts to record the gas-phase 
spectra of cytosine and guanine, the two other major NA bases, were unsuccessful 
because the compounds have low vapor pressures and decompose readily when 
heated. 
Uracil, thymine, and guanine are plana unsymmetrical molecules that belong 
to the C, point group, and are depicted in Fig. 4.5. Al1 of the vibrational modes in 
t hese molecules are infrared active. 
The gas-phase band positions and qualitative intensities are summarized in Ta- 
bles 4.1 to 4.3. The error in the reported gas-phase values is approximately f 2 
cm-'. For cornparison, the m a t e  and theoretical values from the literature are 
also included. The calculated intensities follow the theoreticd wavenumbers in 
parentheses and are in units of km/mol. The assignments of some modes differ 
among the quoted theoretical work; to remain consistent, the mode descriptions of 
Ref. [80] for uracil and thymine and Ref. [87] for adenine are listed. The simplified 





Figure 4.5: Uraril, thymine, and adenine. The atom numbering follows Ref. [80,88] 
for uracil, Ref. [80] for thymine, and Ref. [87] for adenine. 
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Figure 4.6: The infiared spectra of gas-phase uracil, thymine, and adenine measured 
with an InSb detector. The temperature was 325OC for uracil and adenine and 
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Figure 4.7: The infrared spectra of gas-phase uracil, thymine, and adenine obtained 
with an MCT detector. The temperature was 325OC for uracil and adenine and 
300°C for thymine. 
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Figure 4.8: The infrared spectra of gasphase uracil, thymine, and adenine obtained 
with an Si:B detector. The temperature was 32J°C for uracil and adenine and 300°C 
for thymine. 
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Figure 4.9: The infrared spectra of gas-phase adenine obtained with a bolorneter 
detector using two different filters. The temperature was 32J°C. 
Table 4.1: Uracil. Cornparison of the gas-phase, matrix, and theoretical results. 
Band positions are in units of cm-l. For the theoretical results, the absolute inten- 
sities follow in parentheses, in units of km/mol. 
Gas Matrix Theory Approx. Modes 
Uracil, cont 'd. 
- - -  
Gas Matrix Theory Approximate Mode 
987 994 6 998 0.06) yC6H 
982 960161 P691{ MW 
958 926 1 947 6 uring 
944 




Abbreviations: v, stretch; Pl bend; 7, wag; R, ring; sh., shoulder; vs, very 
strong; s, strong; m, medium; w, weak; vw, very weak. 
ODensity functional, local density approximation. 
b~a,rtree-Fock, 6-31G" basis. 
Note that the numbers correspond to the atoms. 
Table 4.2: Thymine. Comparison of the gas-phase, matrix, and theoretical re 
sults. Band positions are in units of cmdL. For the theoretical results, the absolute 
intensities follow in parentheses, in units of km/mol. 
Gas Matrix Theory Approx Modes 
Ref. (79) Ref. [80] Ref. [80Ia Ref. [80] 
Thymine cont'd. 
-- - 
Gas Matrix Theory Approx. Modes 
PC20, PC40 
PR3, BR2 
7 N l H  
PR2 







Abbreviations: u, stretch; ,#, bend; 7, wag; R, ring; Me, 
methyl; sh., shoulder; vs, very strong; s, strong; ; m, 
medium; w, weak; vw, very weak. 
"Hartree-Fock, 6-3 1G** basis. 
Note that the numbers correspond to the atoms. 
Table 4.3: Adenine. Cornparison of the gas-phase, matrix, and theoreticd results. 
Band positions are in units of cm-'. For the theoreticd results, the absolute inten- 
sities follow in parentheses, in units of km/rnol. 
Gas Matrix Theory Approx. Mode 












Adenine cont 'd. 
Gas Matrix Theory Approx. Mode 






R i  deform 
yCGN10 
r4 deform, r5 deform 
r5 deform 










Abbreviations: v, stretch; P, bend; y, wag; R, six-membered 
ring; r, five-membered ring; sh., shoulder; vs, very strong; s, 
strong; m, medium; w, weak; vw, very weak. 
aHartree-Fock, 631G(d,p) basis. 
b ~ e n s i t y  functional, local density approximation. 
Note that the numbers correspond to the atoms. 
For large molecules such as the nucleic acid bases, the rotational levels are closely 
spaced and only the band envelopes can be observed. Moreover, spectral congestion 
from the hot bands occurs when the molecule possesses many low-lying vibrational 
states. In fact, a one-toone compaxison of our results with the previous matrix 
and theoretical results is not always possible because some of the gasphase bands 
contain two or more vibrational modes. To observe most of the vibrational modes, 
it is necessary to heat the molecules to about 300°C. At such elevated temperatures, 
rotational broadening causes some of the vibrational modes to overlap. In addition, 
the gasphase spectra almost certninly contain combination and overtone transitions 
of the lower-wavenumber vibrational modes. One example is the band observed at 
576 cm-1 in the adenine spectrum, which is not predicted to be a fundamental 
mode [87]. 
One motivation for these experiments was to investigate whet her t automeric 
foms were present in the gas-phase. No evidence of the tautomerization of uracil 
or thymine to the en01 form or of adenine to the imino form was observed, which 
is in agreement with previous infrared matrix expenments. If the en01 tautomer 
were present in either uracil and thymine, an OH stretch would be expected above 
3500 cm-l. The imino form of adenine would expect to show a band near 3320 
crn-l; such a band was not observed, although it could be obscured by the strong 
NH stretching modes in the region. The experiments, of course, do not preclude 
the existence of minor tautomers: they may be present in concentrations below the 
detection threshold (on the order of 1% of the main form) . 
Where a direct cornparison is possible, the agreement between the gasphase 
and matrix-phase band positions is within 10 cm-'. In addition, the theoretical 
calculations predict the vibrational band positions to a reasonable accuracy. Both 
the Hartree-Fock and density functional methods yield comparable results for uracil 
and adenine, although one approach may lead to better results for a specific vibra- 
tional mode. 
As illustratecl in Figure 4.9, the gas-phase spectnirn of adenine exhibits three 
strong modes at 162,204, and 270 cm-L and a weak mode at 244 cm-! The band 
positions are in good agreement with the density functional calculation, which 
predicts modes at 162, 205, 244, and 269 cm-L [87]. The qualitative intensities of 
the gas-phase modes, however, do not match the predicted intensities very well. 
Of the four modes, the one at 244 cm-' should be the strongest, with a predicted 
absolute intensiw of 177 km/mol. Instead, the mode at 244 cm-' is extremely weak 
in the gas-phase çpectrum. Furthemore, the calculation predicts the mode at 161 
cm-' to be very weak, but it is observed to have a moderate intensity. 
The wavenumber region below 1000 cm-', which includes most of the wagging 
and torsional modes, may serve as a convenient fingerprint region for the NA bases. 
As c m  be expected, the spectra of uracil and thymine are very similar at higher 
wavenumbers because their structures differ only by a methyl group bonded to a 
ring carbon. The spectra below 1000 cm-', however, contain a few modes that make 
the spectra distinguishable, as can be seen in Figure 4.8. It can also be noted that 
adenine has several clearly-defined modes in the same region. Moreover, the vibra- 
tional modes are well-separated in the lower wavenumber region and the overlap of 
the various modes is minimal compared to the mid-infiared (MCT detector) region. 
However, a major source of interference in the far-infiareci is the pure rotational 
spectrum of water. Even trace amounts of water vapor led to strong signal that 
degraded the signal-tenoise, as c m  be seen in the upper trace in Fig. 4.9. 
The spectra of the isolated bases rnay help guide the interpretation of results 
obtained in interacting environments, such as in solvents or in molecular clusters 
(901. Selected vibrational bands could be monitored for changes in position and 
intensity as indicators of the formation of intermolecular bonds. In the uracil and 
thymine spectra, the bands that are associated with the various motions of the CO 
groups could prove to be usehl marker bands. For instance, the relative intensities 
of the CO bands in the spectmm of thymine oligomers dissolved in 4 0  are afFected 
when base pairing with adenine occurs [91]. In the adenine spectrum, it is probable 
that the bands associated with the NH2 modes will be sensitive to the formation of 
intermolecular bonds. 
The experiments reported here have led to the infrared spectra of uracil, thymine, 
and adenine over the wavenumber region that contains the fundamental modes of 
vibration of these molecules. Although the low vapor pressures and ease of d e  
composition present obstacles to gasphase work, it is possible to obt ain spec tra 
by heating the molecules and recording the infiaxed emission. This work suggests 
that inkared emission is a sensitive technique for probing the vibrational spectra of 
biologïcal and organic compounds. Furthemore, the vibrational bands of the iso- 
lated molecules rnay be used as marker bands for studies carrieci out in interacting 
environments. In particular, the lower frequency bands, corresponding to the ring 
torsions and functional group wags, may be suitable for identifjhg the NA bases 
in more complex systems. 
Chapter 5 
The First Ionization Potentials of 
Neutra1 Iridium and Osmium 
5.1 Overview 
The work described in the previous chapters centred on the vibrational and 
rotational motion of molecules. At this point, the discussion turns to the investi- 
gation of the electronic motion in atoms. Whereaç the motivations for the infrard 
emission projects were varied, the goal of this project was straightforward: the 
determination of the first ionization potentials of neutral osmium and iridium. Be- 
fore this work, osmium and iridium were the only stable elements without highly 
reliable values for the first ionization potentials. 
The first ionization potential of an element is defined as the energy that is 
required to remove an electron from an isolated neutral atom in the gasphase 1921: 
If the valence electron is excited to levels close to the ionization threshold, it is 
possible to observe Rydberg series that have limits corresponding to the complete 
removal of the valence electron [93]. A convenient method for obtaining reliable 
atomic ionization potentials is the extrapolation of long Rydberg series [94]. How- 
ever, heavy d-block elements such as 0 s  and Ir can yield spectra that are difficult 
to assign because the atoms can not be described purely by Russell-Sanders (LS) 
or j j coupling schemes [18]. 
When the spectra are extremely cornplex, such as for elements that expenence 
breakdown in (LS) coupling, multiple resonance schemes can help sirnplify the 
assignment through the stepwise excitation fkom one or more well-characterized 
intermediate levels. This chapter describes the determination of the ionization 
potentials for neutral osmium and iridium (referred to as Os I and Ir 1) using a 
multiresonance scheme based on the massanalyzed threshold ionization (MATI) 
technique [95,96]. The method is detailed in the next sections, but the key idea 
involves the optical double resonance excitation of the atoms to an energy close to 
the ionization threshold, and the subsequent ionization wit h a srnall applied electric 
field. 
The previous optical values for the ionization potentials of Os I and Ir I were 
determined by the dubious procedure of fitting the ground term and a Iow-lying 
term to a Rydberg expression. For Os 1, the ionization potentid of 8.7 eV (no 
reported uncertainty) obtained by Albertson [97,98] is quo ted by Moore [99,100]. 
A difEerent value, 8.5f0.1 eV, was reported by Van Kleef and Klickenberg [101]. In 
another study [102], Van EUeef obtained 9 . l f  0.1 eV for the ionization potential of 
Ir 1, which appears in the tables compiled by Moore [99,100]. 
More recently, the first ionization potentials of osmium and iridium were mea- 
sured using a non-optical method. Rauh and Ackerman determined the ionization 
potentials of several transition metds using electron impact mass spectroscopy 11031. 
They reported upper limits of 8.28 eV for Os I and 9.02 eV for Ir I, after correction 
for excited rnetastable st ates in the neutrd species. 
5.2 Experiment 
The experirnentd portion of this project was carried out at the Steacie Insti- 
tute for Molecular Sciences of the National Research Council of Canada in Ottawa. 
Neutral osmium and iridium atoms were excited to energy levels close to the ion- 
ization threshold with the technique of optical-opticd double resonance. As s h o w  
in Fig. 5.1, an intermediate level was populated by £king the frequency of one of 
the pulsed lasers (pump) ; transitions kom the int emediate s t ate t O high-energy 
states were excited by scanning the frequency of a second pulsed laser (probe). 
Ionization was induced either by direct photoionization or by the application of an 
electric field. The ions were then analyzed by collection with a time-of-flight mass 
spectrometer. 
The experirnental apparatus consisted of an atomic beam source and a time-of- 
fiight mass spectrometer that were contained in two differentially-pumped cham- 
5d6 (9) 6s a6D, 
Irn 5 d 7 ( ' ~ )  6s 'F, 
OS II 5d6 (9) 6s a b ,  
probe 
probe 
5d7 6s (T) 6p ~ 7 ; ~  
5d6 6s (a 6D) 6p Z'P; 
P-P P-P 
OS I 5d6 6s' a ' ~ ~  Ir I 5d' 6s2 a 4 ~ ,  
Figure 5.1: Energy-level diagram showing the pumping schernes used to obtain the 
near-threshold spectra for Os and Ir. 
bers [104]. A schematic of the experimental apparatus is shonm in Fig. 5.2. The 
atomic beam was produced in the first chamber with a Smdley-type source [105]. 
Gaseous iridium atoms were obtained by vaporizing an iridium rod with the third 
harmonic (A = 356 nm) of a Nd:YAG laser (Lumonics, YiM200 and YH400). In a 
separate run, the target was replaced by a rod consisting of osmium powder em- 
bedded in an duminum substrate. In both experirnents, the ablated atoms were 
expanded into vacuum with pulses of helium carrier gas released by a piezoelectric 
valve [106] operating at 10 Hz (400 to 500 kPa backing pressure). The atomic beam 
was skunmed (2 mm) before entering the chamber housing the m a s  spectrometer. 
Laser excitation of the osmium and iridium atoms was canied out in the second 
chamber using the frequency-doubled output from two pulsed dye lasers that were 
pumped by separate Nd:YAG lasers (Lumonics YM1000, X = 355 or 532 nm). 
The dye lasers had a bandwidth of about 0.4 cm-' and were calibrated with an 
optogalvanic ce11 using neon atomic transitions. 
The intermediate state for osmium, 5d66s(a6D)6p z7P1, was populated by ex- 
citing the 586s' a5D4 + 586s(a6D)6p z7P1 transition at 28331.77 cm-'. A 
second laser with output ranging fiom 34900 to 41580 cm-' was used to scan in the 
vicinity of the ionization threshold from the intemediate state. In this way, Ryd- 
berg states converging to 5d6(5D)6s a6Dg,2, the ground state of Os II, were excited; 
the atoms were subsequently ionized by the application of an electric field pulse. 
We also attempted to observe Rydberg series converging to the 5 8  (5D)6s a6D7/2 
spin-orbit excited level of Os II by pumping the same intermediate level and prob- 













Figure 5.2: Schematic of experimental apparatus (top view). 
Table 5.1: Laser set-up for double resonmce; A = pump transition, B = probe 
transition. 
Transition n (cm-l) dye/doubling 
- - - - - -- 
Osmium 1 
A 5d66s2 a5D4 + 5d66s(a6D)6p z7P1 2833 1.77 LDS 698/KDP 
B 5 8 6 s  (a6D)6p z7P,0 + 5d6 (5D)6s a6D7,2 34900-41380 CSOO/BBO 
B 586s (a6D)6p z7P4 + sdy5D)6s a6DgI2 40820-45460 C460/BBO 
Iridium I 
A 5d76s2 a4Fg12 + 5d76s(5F)6p 32513.43 R640/KDP 
B 5d76s('F)6p z6Fi,, + 5 8  (4F)6s 5F5 34900-41580 CJOO/BBO 
threshold, photoionization occurred directly. For iridium, the 5d76s(5F) 6p z6 Fi,, 
intermediate state at 32513.43 cm-' was populated from the 5d76s2 a4Fg12 ground 
state. High-lying states converging to the 5 8  (4F)6s 5F5 p u n d  state of Ir II, as 
well as states above the ionization threshold, were excited from the intermediate 
state with a laser output ranging fkom 34900 to 41380 cm-'. The pump and probe 
transitions and the corresponding laser set-ups are summarized in Table 5.1. 
For both r u s ,  the laser excitation was carried out under conditions very close 
to zero-field by holding both extraction and repeller grids at the same voltage (2600 
to 3000 V). After a delay of 5 ps, the potential on the draw-out grid was depressed 
by approximately 500 V for a period of 26 p. The ions were detected by dual 
microchamel plates, and the resulting signal was amplified and digitized. 
5.3 Results and Analysis 
In masaanalyzed techniques, it is vital to know whether the ion originated from 
above or below the ionization threshold. In MATI-type experiments, it is possible to 
discriminate between the two classes of ions because a residual field exists between 
the draw-out and repeller grids. Though srnaIl, it is sufficient to accelerate the ions 
away from the Rydberg atoms before the extraction pulse is applied. The two types 
of ions have different fight times and they are designated prompt (photoionized) 
and delayed (field-ionized) . 
Fig. 5.3 illustrates the time-of-fiight spectra for both the prompt and delayed 
ions of osmium obtained by the pumping scheme described earlier (see Fig. 5.1). 
The spectrum of the prompt ions was observed with a total laser excitation of 
68071.3 cm-' while that for the delayed ions was collected with an excitation of 
68035.6 cm-l. It can be noted that the four major isotopes of osmium (188~'89~190~L920 4 
were partially resolved. For indium, similar mas spectra clearly showing the two 
isotopes (191~1931r) were obtained. 
Fig. 5.4 depicts the spectra obtained for osmium by scanning the probe laser 
in the near-threshold region while the mass spectrometer waç gated for the specific 
mas-bcharge ratio for either the prompt or delayed ions. In order to minimize the 
interference from the different isotopes, the massspectrorneter was gated for the 
heaviest major isotope for collection of the delayed spectra and the lightest major 
isotope for the collection of the prompt spectra. Fig. 5.5 depicts the similar spectra 
for iridium. The point at which the prompt and delayed cuves cross, however, is 
not the tme ionization potential. This apparent ionization potential arises because 
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Figure 5.3: Timeof-flight spectra of osmium obtained with the pumping scheme 
labelled Os in Fig. 5.1. The prompt spectnun (solid line) was obtained with a total 
laser energy of 68071.3 cm-' while the delayed spectrum (dashed line) was obtained 
with a total laser energy of 68035.6 cm-'. 
a small residual DC field lowers the ionization potential, typically by 14 cm-' for the 
apparatus described here [IO?]. This correction is added to the apparent ionization 
potentials to yield first ionization potentids of 68058+2 cm-' for Os I and and 
7232&2 cm-' for Ir I. 
A more accurate method for obtaining the ionization potentials is based on the 
fitting of Rydberg series to the standard expression: 
where ün is the wavenumber of the Rydberg levels labelled with successively in- 
creasing integral n numbers, üo is the wavenumber of the limit, 6 is a constant, and 
R, is the Rydberg constant for osmium or iridium. 
When the n values are the principal quantum numbers, 6 is the quantum defect 
for the series. The 6 depends on the orbital angular momentum 1 = 0,1, or 2 . .  . for 
the correspondhg s, p, and d Rydberg electron. For a given n, the quantum defect 
is a mesure of the radial probability densities or the penetration of the atomic core. 
In the absence of perturbations, the 6 varies smoothly with n until it levels off for 
very high n, as would be observed in highly d t e d  Rydberg series [94]. Thus, 
atomic transitions to high-lying energy levels can yield spectra that are simple in 
appearance because the electron is weakly coupled to the ion core. 
In both Os I and Ir I,  the outer electron in the intermediate state is a 6 p  electron. 
Excitation of this state would be expected to yield several s and d series [100]. In 
order to assign the obsewed transitions, approximate quantum defects for the Os 1 
and Ir I ns and nd series were calculated from published energy levels [107-1091. The 
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Figure 5.4: Rydberg spectra obtained for osmium with the pumping scheme shown 
in Fig. 5.1 and by collecting the delayed and prompt Os II ions. The appearance 
potential is the point at which the two curves cross. 
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Figure 5.5: Rydberg spectra obtained for iridium with the pumping scheme shown 
in Fig. 5.1 and by collecting the delayed and prompt Ir 11 ions. The appearance 
potential is the point at which the two Cumes cross. 
values ob t ained 
The b(s) > b(d) 
were 4.7 for the s series and 3 .O for the d series for both elernents. 
because the s electron has a greater penetration of the atomic core. 
The preliminary quantum defect values and the ionization values obtained from the 
crossing of the prompt and delayed spectra (Figs. 5.4 and 5.5) were used to identify 
the principal quantum number and the series for each observed transition. One s 
and d senes was assigned for each atom. Details of the spectra are shown in Figs. 
5.6 and 5.7. 
For both osmium and iridium, the strong lines exhibit a splitting that may be 
attnbuted to the presence of several d senes. A successful fit could be carried out 
only for the strongest d series lines for each atom. In the final step, the transitions 
and quantum numbers were used in a non-linear least-squares fit to the Rydberg for- 
mula with the ionization potential and quantum defect as the vanable parameters. 
The standard deviations that are reported in parentheses correspond to 30. 
The average ionization limit for Os I was observed to be 68058.W 0.4 cm-l 
to which an uncertainty of 1.2 cm-' was added to account for error in the laser 
cdibration, resulting in a value of 68O58.9f 1.6 cm-'. Similady, the ionization limit 
for Ir r was found to be 72324.9f 1.8 cm-'. The fitting parameters and the results 
of the fits are summarized in Table 5.2. 
In order to corroborate the values for the ionization potentials, attempts were 
made to record Rydberg series converging to a low-lying state in the singly-ionized 
atoms. No Rydberg series was detected for Ir II, but for 0 s  II, a series was ob- 
served converging to the 5d6 (=D)6s a6D712 state lying at 3593.15 cm-' above the 
5d6 (5D)6s u ~ D ~ / ~  spin-orbit component [100]. Several lines, as indicated in Fig. 
I t 1 I 
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Figure 5.6: High-lying ns and nd Rydberg series observed by collecting the delayed 
Os II ions using the pumping scheme labelled in Fig. 5.1 
Wavenumbcr (cm") 
Figure 5.7: High-lying ns and nd Rydberg senes observed by collecting the delayed 
Ir II ions using the pumping scheme labelled in Fig. 5.1 
Table 5.2: Convergence limits and quantum defects for 0 s  I,II and Ir 1. 
The 99% confidence limit uncertainties are in parentheses in units of the last decimal 
place. 
Element convergence series n limit a std. error 
Ievel in ion type range (cm-') (cm - ' ) 
5.8, were assigned tentatively to a nd senes and fit to Eq. (5.1). The wavenum- 
ber of the Lunit ü, was detemined to be 7l6X.5f 1.4crn-', which places the first 
ionization potential at  68061.4H.4 cm-'. This value is in good agreement with 
the first ionization potential of Os 1. A cornparison of the experimental results 
with the previous literature values is provided in Table 5.3. The quantum defects 
obtained in the fits are in agreement with those of other row five and six transition 
Table 5.3: Summary of ionization potential values for Os I and Ir I. 
The 99% confidence limit uncertainties axe in parentheses in units 
of the last decimal place. 











'The conversion between eV and cm-' is 1 eV = 8065.541 cm-L [110]. 
Note that the literature values were originally reported as eV. 
'Method A: The intersection of the prompt and delayed spectra. 
Method B : Non-linear fit of high-lying Rydberg states. 
Method C: Fit to ground state and excited Ievel. 
Method D: Electron impact measurements corrected for metastable 
states in the neutral atoms (upper limits; no reported error). 
Wavenumber (cm") 
Figure 5.8: Rydberg spectra obtained by collecting the prompt Os II ions obtained 
by excitation fkom an intermediate state to the 5d6 ('D)6s a6DTi2 state at 3593.15 
cm-' in the ion as shown in Fig. 5.1. The upper trace is an expanded view of the 
region enclosed by dotted lines in the overall spectrum (lower trace). 
Final Remarks 
Thus far the discussion has been in the passive voice, but at this point, 1 will 
break with tradition and conclude on a more personal note. No project is ever 
neatly tied up (well at least the ones 1 work on), and 1 would like to mention some 
avenues that deserve fbrther exploration. 
The k t  project centred on the molecule HBO. We were trying to record the 
spectrum of BCI for an undergraduate in our laboratory, and luckily (for me) it 
tumed out to be a triatomic. The project began purely as a spectroscopic inves- 
tigation, but then I began to appreciate that the chemistry of high-temperature 
reactions is quite intricate. These experiments have revealed that HBO indeed may 
be a major intermediate in boron combustion. 
Usually, our synthetic approaches in high-temperature expenments are straight- 
forward: a few chernicals are placed in a furnace and then heated to temperatures 
on the order of 1000°C. The chemistry of the HBO reaction indicates that it rnay be 
worthwhile to strengthen the c o ~ e c t i o n  between the chemistry and spectroscopy. 
For example, there is a whole area of high-temperature ceramic chemistry that can 
be investigated. Emission measurements of high-temperature ceramic processes, 
such as corrosion, rnay even have some practical applications in process control. 
On a more fundamental level, it would be interesting to study the isomenzations 
of Group 13 elernents such as the HBO-BOH or the AlOH-HA10 systems. For the 
HBO as well as the MAT1 projects, it was at once both satiseing and somewhat 
ironic that what begin as detailed spectra can be reduced to a few parameters, or 
even two numbers, but therein lies the power of spectroscopic approaches. 
In the nucleic acid bases project, infrared emission spectroscopy proved to be a 
sensitive technique even for temperatures below 350°C. The far-infrared proves t O be 
a convenient region for exarnining the ring motions of large molecules. Furthermore, 
the t automeric idea deserves further investigation. The detection of tau tomers, if 
they indeed exist, most probahly requires very sensitive techniques. In my ideal 
experiment, I could use a bright tunable infiared source to probe these molecules in 
absorption. In addition, it would be interesthg to partially resolve the rotational- 
vibrational structure, as the Saykally group h a .  done for uracil [74]. 
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Appendix A 
H"BO Line Positions 
Table A.1: Rotational-vibrational line positions included in the global fit of HI'BO data. 
The O-C denotes obsened-calculated. All units in cm-l. 
JI J" Obs. O-C JI J" Obs. O-C J' J" Obs. O-C 
150 
H"BO line positions, contld. 
- -- 
J' J" Obs. O-C J' J" O b .  O-C J' J" Obs. O-C 
6.6 30 29 2864.0519 0.1 48 47 2897.6145 
- 3.6 31 30 2866.0849 2-3 50 49 2900.9432 
2.6 32 31 2868.0975 - 3.4 51 50 2902.5756 
-16.0 33 32 2870.0923 9.0 54 53 2907.3595 
9.2 34 33 2872.0656 3.1 57 56 2911.9576 
8.3 35 34 2874.0207 12.3 71 70 2930.9840 - 5.3 
(01 0)-(000) f-e 
(01'0)-(000) e-e 
151 
H"BO line positions, cont'd. 
J' J" O bs. O-C J' J" O bs. O-C J' J" O bs. O-C 
HL'BO line positions, cont'd. 
J' Jn O bs. O-C J' J" Ob. O-C J' J" Obs. O-C 
H1'BO line positions, cont'd. 
J' J" O bs. O-C 3' J" O b .  O-C J' J" O bs. O-C 
(11'0)-(01'0) e-e 
154 
HL lBO line positions, cont'd. 
J' J" Obs. O-C J' J" O bs. O-C J' J" O bs. O-C 
HILBO h e  positions, cont'd. 
J' J" O bs- O-C J' Jn Obs. O-C 3' 11" Obs. O-C 
12 11 1839.2131 - 1.7 25 24 1868.5887 2.2 41 40 1900.3630 - 4.0 
13 12 1841.5826 - 2.4 
Table A.2: (01'2)-(01'1) rotational-vibrational line positions (Tentative). The O-C de- 
notes observeci-calculated. AU unit9 in cm-'. 
O-C J' Jtf Obs. 
- -- -- . - 
















































H L L ~ O  line positions, cont'd. 
J' J" O b~ .  O-C J' J" O bs. O-C J' J" Obs. O-C 
Table A.3: (02~~~0)-(01'0) iine positions for HLIBO. The O-C denotes observed-calculated. 
AII units in cm-'. 
J1 J" Obs. O-C J' 3 Obs. O-C JI 3" Obs. O-C 
(02~0)-(01~0) e-e 
159 
H"BO iine positions, cont'd. 
J' J" Obs. O-C J' J" Obg. O-C J' J" Obs. O-C 
Appendix B 
H ~ O B  O Line Positions 
Table B. 1: Rotationai-vibrationd line positions included in the global fit of HIOBO data. 
The O-C denotes observeci - calculated. All units in cm-'. 
J' J" Ob. O-C J' J" Obs. O-C J' J" Obs, O-C 
HLoBO line positions, cont'd. 
J' J" O bs. O-C J' J" O bs- O-C J' J" Obs. O-C 
- -  
(01'0) e-e 
H'OBO line positions, cont'd. 

















































H'OBO line positions, cont'd. 
J' J" Obs. 0-C J' Jn O b .  0-C 3' J" Obs. 0-C 
Appendix C 
D ~ ~ B O  Line Positions 
Table Cl: Rotational-vibrational line positions included in the global fit of D L 1 ~ O  data. 
The O-C denotes observed-calculated. Al1 units in cm-'. 
3' Jr' Obs. O-C J' J" Obs. O-C O-C J J" Obs. 
DLLBO h e  positions, cont'd. 
J' J" Obs. 0-C J' 3" O b .  0-C J' J" O bs. 0-C 
D"B0 Iine positions, cont'd. 
J' J" O b .  O-C J' J" Obs. O-C J J" Obs. O-C 
Dl1BO iïne positions, cont'd. 
J' J" Ob. O-C J' Jn O bs. O-C J' J" O bs. O-C 
Appendix D 
D ~ O B O  Line Positions 
Table D.1: (100)-(000) rotational-vibrational line positions for D L 0 ~ O .  The O-C denotes 
obsemed-cdcdated. units in cm-'. 
J' J" Obg. O-C J' JI' Obs. O-C J' JI1 Obs. O-C 
169 
D'OBO line positions, cont'd. 
J' J" Obs. O-C J' J" Obs. O-C J' J" Obs. O-C 
