In this study, we aim at developing a new method of bias correction using data assimilation. This method is based on the stochastic forcing of a model to correct bias by directly adding an additional source term into the model equations. This method is presented and tested first with a twin experiment on a fully controlled Lorenz '96 model. It is then applied to the lower-resolution global circulation NEMO-LIM2 model, with both a twin experiment and a real case experiment. Sea surface height observations are used to create a forcing to correct the poorly located and estimated currents. Validation is then performed throughout the use of other variables such as sea surface temperature and salinity. Results show that the method is able to consistently correct part of the model bias. The bias correction term is presented and is consistent with the limitations of the global circulation model causing bias on the oceanic currents.
Introduction
Bias is commonly defined as a systematic error with a nonzero mean. Whether it originates from the model itself, from the observations or from the assimilation scheme, the effects of bias can significantly deteriorate the solution of the model. In numerical modelling, a current limitation arises from the finite computational power available, which, in ocean models, results in limited resolution. This causes poorly resolved vertical mixing and poor specification of atmospheric fluxes to be a leading term for bias (Gerbig et al. 2008) . Our limited knowledge of the system also leads to the imperfect specification of boundary conditions, and a poor representation of subgrid physical processes ). Those differences between the numerical model solution and the dynamics of the real ocean induce systematic errors in the numerical forecasts. When used for prediction or long-term simulations with a limited number of available observations, those systematic errors cause the model to exhibit significant differences in climatologies when compared to the reality. In some circumstances, they can even be comparable or larger than the non-systematic error of the solution of the model. While the random part of the model error has been reduced thanks to several advances in numerical modelling, it has become increasingly necessary to address the systematic model error (Keppenne et al. 2005) . Bias in climate modelling can be so large that only variations and anomalies are studied, rather than the absolute results of the model (Zunz et al. 2013) .
To reduce the error of the model, observations can be taken into account to correct the model state by using data assimilation. However, a critical assumption for data assimilation analysis schemes is that the mean of the background error is zero. This hypothesis is by definition violated in the presence of bias. Data assimilation schemes that are designed to use non-biased observations to correct random errors with zero mean in a model background estimate are called bias-blind. In the presence of bias, those analysis schemes are suboptimal and can generate spurious corrections and undesired trends in the analysis (Dee 2005) . Most data assimilation schemes are designed to handle small, random errors and make small adjustments to the background fields which are consistent with the spatial structure of random errors (Dee 2005) . Bias-aware data assimilation schemes are designed to simultaneously estimate the model state variables and parameters that are set to represent systematic errors in the system. However, assumptions need to be made about the error covariance of the bias and its attribution to a particular source. It also needs to be represented and expressed in a set of well-defined parameters.
Model-bias estimation was first introduced by Friedland (1969) , and more deeply described by Jazwinski (1970) , Gelb (1974) . Friedland suggested a scheme in which the model state vector should be augmented with a decoupled bias component that can be isolated from the other state vector variables. This allows the estimation of the bias prior to the estimation of the model.
The most known and referred to algorithm for online bias estimation and correction in sequential data assimilation was introduced in Dee and Da Silva (1998) . Bias is estimated during the assimilation by adding an extra and separated assimilation step. It was successfully applied in Dee and Todling (2000) to the global assimilation of humidity observations in the Goddard Earth Observing System. A simplified version of this algorithm using a single assimilation step (where Dee and Da Silva 1998 needed two) was applied by Radakovich et al. (2001) to land-surface temperature assimilation, and by Bell et al. (2004) for the online estimation of subsurface temperature bias in tropical oceans. It was also used for model bias estimation by Baek et al. (2006) , and observation-bias correction in Fertig et al. (2009) . Other examples are Carton et al. (2000) , Keppenne et al. (2005) , Chepurin et al. (2005) , Nerger and Gregg (2008) .
Bias-correction approaches can be classified as follows (Keppenne et al. 2005; Chepurin et al. 2005) . In offline methods, bias is estimated from the model mean and the climatology, using a preliminary model run. Offline methods are simple to implement and have a small computational cost. In online methods, the bias is updated during the data assimilation step, resulting in an analysed bias.
However, most methods of bias correction need a reference dataset which is defined as bias free, from which a bias estimation can be provided. In practice, it can be difficult to find such a dataset. The bias also needs to be characterised in terms of some well-defined set of parameters. While this is obvious for bias estimation, it is a critical condition when attempting bias correction. The attribution of a bias to an incorrect (unbiased) source will force the assimilation to be consistent with the now biased source. In some cases, the bias correction would even deteriorate the assimilation procedure, and perform worse than a classic, bias-blind assimilation (Dee 2004) .
The effect of bias on the model climatology cannot be neglected. The necessity of removing, or at least, reducing the effects of bias on the model has driven to the development of methods allowing to force the model towards a non-biased climatology. Addressing systematic model errors, such as oceanographic biases, is even more tricky, since a representation of the bias itself, or the generation mechanism, is needed. The bias in the background field can be directly modelled by assuming some kind of time behaviour such as persistence (Dee 2005; Chepurin et al. 2005) . As background errors are observable, it is relatively straightforward to formulate a consistent bias-estimation scheme. Suppressing the bias generation during the integration of the model rather than correcting it afterwards would however be preferable.
For example in Derber and Rosati (1989) , a variational continuous assimilation technique is applied under the form of a modification of the adjoint technique. A correction term then is added to the equations. The technique aimed at optimally fitting the data throughout the assimilation period, rather than relaxing the solution towards the values at observation times. It has been applied to radiative transfer model in Derber and Wu (1998) .
Another example was discussed by Radakovich et al. (2004) , where the model is so heavily affected by bias that a classic bias-aware assimilation scheme (Dee and Da Silva 1998 ) is insufficient. The bias-correction term is only applied during the assimilation, but due to the model characteristics, the model solution quickly slips back to its biased state and dissipates the correction term. In that study, an adapted bias correction term was applied during the model run which was proportional to the initial term and the time separating two analysis steps.
In the present work, the problem of model-bias correction is tackled by developing a new method, which combines stochastic forcing and data assimilation. Data assimilation is used here to estimate, create and define analysed stochastic forcing terms from which a deterministic forcing term (estimated by the the ensemble mean) is used to reduce the model bias.
Most of the previously developed and existing methods correct bias in the model results and leave its source uncorrected. Some studies have, however, tackled the biascorrection problem directly, such as in Leeuwenburgh (2008) , where an estimation and correction of a surface wind-stress bias was performed through the modification of the bias scheme of Dee and Da Silva (1998) with an Ensemble Kalman filter modification.
The objective of this paper is to correct the effects of the bias by applying a stochastic forcing into the model equation, where the bias is supposed to be generated. An ensemble transform Kalman filter (ETKF) is used to find an optimal forcing term which is directly injected into the modified model equations. The aim is to provide a continuous bias correction by forcing the model towards a non-biased climatology.
The forcing term introduced here does not yet exist in the model equations and the method is only partly similar to a classic parameter estimation problem (Annan et al. 2005; Massonnet et al. 2014) . Indeed, we do not aim at optimising an already existing forcing term as in Broquet et al. (2011) (where a weak constraint ocean 4DVAR scheme is used to correct ocean surface forcing), but rather add a new term which itself is optimised. Moreover, as the forcing term optimisation covers the whole time period, our method differs by the fact that it can be considered as an ensemble smoother.
This paper is divided into the following sections: In Section 2, the method principle is presented and detailed. In Section 3, the Lorenz '96 model is studied with a particular point of view related to the model mean and its global behaviour. In Section 4, this novel approach is then tested and implemented with a classic twin experiment on the Lorenz '96 model (Lorenz 1996; Lorenz and Emanuel 1998) . The efficiency and results of this method are presented. In Section 5, this new method is then applied and tested on the realistic sea-ice NEMO-LIM2 ocean model. Again, it is first tested with a twin experiment to control the behaviour of the model. It is afterwards tested with real observations from the mean dynamic topography (MDT) of the CNES (centre national d'études spatiales) (Rio et al. 2011) . Section 6 closes this work with a discussion of results and possible extensions of this work.
Method
This work aims at developing a new method of bias correction for numerical modelling using data assimilation. While most previously developed and existing methods correct bias in the model results, our objective is to estimate a deterministic bias-correction forcing term from a set of model runs with a stochastic forcing applied to the model equation.
Consider the following nonlinear stochastic discrete-time dynamical system
where m = 1, ..., m max is the time index, x (m) the n dimensional model state and M (m) the forward model operator. The real dynamical system is described as follow, were
we assume the additive model error presented in Evensen (2007) 
Here, x t (m) is the n dimensional true state, M t (m) the true model forward operator and β (m) the stochastic error. This model error can be split into two parts, namely a random part whose average is zero: < β (m) > = 0, and a systematic error, or bias: b (Dee 2005) . One can write that
Note that we consider the bias to be constant in time. If necessary, this assumption can be relaxed to handle timevarying bias such as seasonal biases. Although finding an adequate correction would prove more difficult and computationally more costly, the principle of the method would remain identical. It is not, however, the objective of this paper and we assume the bias to be constant.
We aim here at handling the bias using an ensemble smoother. To do so, an ensemble of N model trajectories is defined following van Leeuwen (2001), Hunt et al. (2004) , with i = 1, . . . , N, as
A clear difference is made here between the bias to be corrected b, and the estimator of the bias-correction term b i , which can be seen as a parameter to be estimated (Barth et al. 2010; Sakov et al. 2010) . The state vector is augmented with an estimator of the bias correction term b i and one obtains
One can then write the update of the state vector after the analysis with the ensemble transform Kalman filter (Bishop et al. 2001 ) as
where
Here, y o is the mean state of the observations. Hereafter, the absence of ensemble index i in the equation will refer to the use of the ensemble mean. The observation operator H applied to the trajectory x also includes a time average and an extraction operator H of the observed part of the model state
where x is the time average of the model state vector. Since we are only interested in the climatology of the model and the estimator of the bias correction term, the complete model trajectory is not needed. The average state of the model is sufficient, and it is computationally much more interesting to only deal with the latter: to do so, one uses a state vector consisting only of the model mean state and the estimator of the bias correction term
and an observation operator defined as
One can show that the analysis using the average model state (13) provides the same analysed bias-estimator correction term b a as when the full trajectory is included in the estimation vector (6), which is written as
The mathematical demonstration of this property is given in the appendix. In practice, the assimilation of observations of the climatology of the model x allows the update and optimisation of the bias-estimator correction b a through the Kalman filter/smoother equations. The model is then rerun with the optimal bias-correction term, providing us with a bias-corrected model trajectory x r(m) , expressed as
The interest of this method is that when the model is rerun, it provides a new model trajectory x r(m) . This new trajectory, hence its average x r , is different from the analysis x a . Indeed, the former results from a new run fully governed by the corrected equations of the model (14), whereas the latter results directly from the analysis (13). If the model was completely linear, the analysis provided by the ETKF scheme would be equal to the model bias-corrected run.
To summarise, it is common for bias-correction schemes to estimate the bias during the model run (be it online or offline) using a dynamic model for the bias. This is different from the present approach optimizing the bias-correction term. Also, since the bias estimation with the analysis uses all available information, one can consider this method as a smoother which provides us with a bias-correction term b a aimed at modifying the model. This can be used to run a corrected model, either in forecast or reanalysis mode. A schematic view of the method is shown on Fig. 1 .
In the next sections of this paper, the reference run (also called true run) corresponds to x t (2), and the free run to x m (1). The ensemble before analysis, created with an ensemble of guessed estimators b i , is noted x f i . The analysed ensemble, after assimilating the observations y o , is noted x a i (13). Finally, the corrected run or rerun will correspond to x r(m) (14) with the bias correction b a provided by the analysis (13).
Lorenz '96 model
We first test our approach on a fully controlled mathematical model. In 1963, Edward Lorenz developed a simplified mathematical model aimed at reproducing atmospheric convection. It is notable for having chaotic solutions for certain parameter values and initial conditions (Lorenz 1963) . Originally, it consisted of a system of three differential equations. In 1996, it was updated in its 40-variables form, known as the Lorenz '96 model (Lorenz 1996; Lorenz and Emanuel 1998) . It models a circular closed boundaries system with advection and diffusion properties. The system is described by
where we slightly modify the original version by taking a spatially changing forcing parameter F k instead of a constant one for all the variables. This model has been widely used to test and improve data-assimilation methods, ensemble filters or parameter estimation Anderson 2009; Van Leeuwen 2010) . Indeed, developing new methodologies relies on multiple specific procedures which need to be tested. This preparation work is better done beforehand on a very small Fig. 1 Schematic of the method model which, even if it does not stand comparison with the complexity of realistic models, still enables us to address the multiple issues we will be facing later on. Also, even if the Lorenz '96 model is not particularly complex, it still shows similarities with the ocean, in particular, its chaotic behaviour makes forecasting a real issue.
We will use this model in a different way than previous studies. The latter focused generally on the value of each variable during the model run. Since our aim is not to correct the specific value of the variables, but rather correct the bias that affects those variables, we will look instead at the mean value of those variables over a period of time. This choice is motivated by the fact that, in some sense, bias is defined as a systematic error over a period of time.
Therefore, we first look at the general behaviour of the model when launched with a set of different initial conditions and different F k values. It is interesting to note that, even though the model does show a chaotic behaviour which highly depends on the initial conditions and the F k values, the model mean tends to stabilise itself after a certain amount of time. Lorenz and Emanuel (1998) already noted that if F < 4, the waves can extract energy fast enough to offset the effect of the external forcing. When F > 4, the model becomes completely chaotic over time and shows spatially irregular patterns. Even more, when F > 15, the model becomes totally unstable and diverges.
We look at the mean value of the model variables over a certain period of time. We note that there is a significant relationship between the variables' mean over time and the forcing parameter F k . Parameters are set to k = 1, .., 40 (index covering space), and a time step of 0.05, which corresponds to about 6 h in the atmosphere (Lorenz and Emanuel 1998) . Thirty evenly distributed values are chosen for 0 < F k < 10. The model is then run with 450 different initial conditions for each F k , over 1000 time steps. The 200 first time steps are sufficient for the model to stabilise itself. The mean of the model variables is taken for the last 800 time steps and averaged over the 40 variables to obtain the model mean state.
Two cases are studied: in the first, the F k are constant relatively to k for all the variables: F k = F (Fig. 2a) . In the second, we add a random, spatially-correlated noise on the forcing parameter in order to obtain a different F k for each k (Fig. 2b) . That new forcing parameter is described by
P i,j = 0.3e
Here, S P is the Cholesky decomposition of the covariance matrix P (P = S P S P T ), and z k is a random vector of 40 variables with a normal distribution z k ∼ N (0, I).
We can clearly see from Fig. 2a , b that there is a monotonic relationship between the system mean and the forcing parameter, whether the latter is constant or not. This encourages the working hypothesis that even a fully non-linear system in each of its variable can be expected to show a simple global behaviour, as long as the system does not include a regime shift. This also confirms that even though the model state at a specific point in time depends on the initial conditions, the time average of the model over the last 800 time steps only has a minimal dependence on the initial conditions. This is important since our aim is not to predict the exact value of the system at a given point in time. We only aim at correcting the model forcing parameter and the bias it causes on the model mean state.
Lorenz '96 model twin experiment
We test our method with a Lorenz '96 model twin experiment. As shown before, the forcing parameter F k can be considered to be directly linked to the model mean over a period of time. First, a random, but spatially correlated F t k parameter, is created following Eq. 16, with a mean F t = 4. The model is then run once over m max = 1000 time steps, with l max = 15 different initial conditions. It is then averaged over the initial conditions and over time while ignoring 
We follow the exact same procedure to generate an ensemble of i max = 100 different F f k,i . Each one is also run over 1000 time steps, with 15 initial conditions, and averaged without the first 200 time steps, producing an ensemble of model solutions noted X f k,i . In the context of a classic twin experiment, we want to assimilate observations y o k from the reference run mean X t k . In order to reproduce the behaviour and difficulties of a realistic experiment, noise is added to the reference run mean X t k and observations are created following
Here,
is the standard deviation of X t k and β = 0.1. An ensemble transform Kalman filter (ETKF) analysis scheme is then used (Bishop et al. 2001; Hunt et al. 2007) , where x f is the model forecast with error covariance P f , K the Kalman gain, y o the observations with error covariance R. The best linear unbiased estimator (BLUE) is then given by x a . The scheme is described by
where H is the observation operator extracting the observed part of the state vector and P a is the error covariance of the model analysis x a . We can rewrite and express P a = S a S a T in terms of square-root matrices, which is possible with the following eigenvalue decomposition
This helps to avoid forming P a explicitly, thus removing the need to handle very large matrices in real applications. Hence, S a is given by
where is diagonal and UU T = I. We then compute the Kalman gain and the model analysis with
Note that no inflation factor is used for this experiment.
Using this ETKF scheme, we extend our state vector, which consists of the ensemble model mean X In this experiment, the whole ensemble with assimilated forcings is used for the final run. Figure 3a (Fig. 3b) . The root The light and darker areas represent then 25 and 50% percentile of the corresponding colored ensemble before assimilation (a) and after assimilation (b) mean square error (RMSE) on F f k before assimilation was 0.653. After the assimilation, it has been reduced to 0.323 for F a k , and it is already able to reproduce the global shape of the reference run. We also need to look at the model mean (Fig. 4b) . The RMSE on the ensemble mean X f k is 0.099. However, we can clearly see that the model rerun with the assimilated F a k gives much better results. The RMSE on X a k is only 0.037, and reproduces much better the shape of the observations. Thus, not only does the assimilation show an improvement on the forcing parameter of the model but its mean climatology is also improved by effectively correcting the source of its bias.
NEMO-LIM2
The primitive equations model used in this study is NEMO (Nucleus for European Modelling of the Ocean, Madec 2008), coupled to the LIM2 (Louvain-la-Neuve Sea Ice Model) sea ice model (Fichefet and Maqueda 1997; Timmermann et al. 2005; Bouillon et al. 2009 ). The global ORCA2 implementation is used, which is based on an orthogonal grid with a horizontal resolution of the order of 2 • and 31 z-levels (Mathiot et al. 2011; Massonnet et al. 2013 ). The hydrodynamic model is configured to filter free-surface gravity waves by including a damping term. The leap-frog scheme uses a time step of 1.6 h for dynamics and tracers. The model is forced using air temperature and wind from the NCEP/NCAR reanalysis (Kalnay et al. 1996) . Relative humidity, cloud cover and precipitation are based on a monthly climatological mean. The sea surface salinity is relaxed towards climatology with a freshwater flux of -27.7 mm/day times the salinity difference in PSU.
Because of its low resolution of 2 • , the NEMO-LIM2 model is subject to strong bias due to poorly located currents in the ocean. This leads to a poorly represented heat transport around the globe and causes bias on other variables in the model, such as on the sea surface height and temperature. As announced in Section 2, we assume that these bias are constant in time but may have a spatial structure.
We aim here at estimating a forcing term which will correct the oceanic currents of the model. This forcing will be, in practice, a constant acceleration term directly injected into the momentum equations of the ocean-dynamics part of the model. These added constant forces on water masses will create currents correcting the model bias also for other variables. Although the term "forcing" usually refers to external forcings such as atmospheric wind stress, the forcing term here refers thus to an additional source term in the momentum equations. It does not have an external origin, but rather aims at correcting the model error such as those arising from poorly represented physical processes.
However, since the NEMO-LIM2 model is a realistic model, specific constraints need to be imposed to the forcing term in order to maintain a physical and realistic model behaviour. To create a constrained random forcing term, we use DIVA-ND, which is a data-interpolating variational analysis in N dimensions (Barth et al. 2009; Barth et al. 2014) . This tool will allow to generate a random, spatially correlated stream function (x, y). Meridional and zonal forcing fields for the currents can then be derived from (x, y). However, this could produce currents which are perpendicular to the coasts. In order to avoid such physically impossible currents, an additional constraint is applied when generating the random field . We subject the generated stream function to the strong constraint ∇ • t = 0 where t is the vector tangent to the coast.
DIVA-ND defines a cost function J ( ), which is expressed as
where = (x, y) is the random field and the domain on which it is built. This cost function penalises abrupt variations over a given length-scale L, and decouples disconnected areas based on topography. The Hessian matrix of this discretized cost function is used to create random fields taking the periodicity in the model domain into account, with
Here, x is the discretized random field on the model grid, P −1 the Hessian matrix and z (n) a random vector with a normal distribution N (0, I). More extensive information can be found in Barth et al. (2009) . We observed that additional filtering is needed on the obtained field in order to remove very small scale signals when calculating the first derivatives of . This filtering improves the stability of the NEMO-LIM2 model when it is forced. Since we also want to create currents only in the upper layers of the ocean, but avoid modifying the global circulation in depths, the forcing is extended vertically as follow
where T (x, y) is defined as the yearly average ocean mixedlayer thickness. The resulting field is used as a stream function from which zonal and meridional divergence-free forces are derived as
We can directly add this stochastic forcing terms into the momentum equations of NEMO-LIM2, where F u (x, y, z) and F v (x, y, z) are zonal and meridional components respectively. One then has
Equations 34 and 35 provide a set of bias-corrected ocean-dynamics equations governing the NEMO-LIM2 model by applying a forcing term on the ocean currents while the model is running. The forcing term is a physically coherent correction that will remove some part of the bias of the model. It has been calibrated such that the variability of the sea surface height (SSH) caused by the forcing is about 28 cm, which can be compared to the root mean square error between the NEMO-LIM2 model and the CNES mean dynamic topography of 20 cm (Rio et al. 2011 ).
Twin experiment
The next step to test the efficiency of our method is to apply it to the realistic ocean model NEMO-LIM2. We proceeded with a twin experiment, using a similar procedure to the one presented in the Lorenz '96 section.
First, a random forcing is generated, with a correlation length of 5000 km. It is afterwards referred to as the truth or the reference forcing. The correlation length is chosen in order to be sufficiently large enough compared to the ORCA2 grid size (about 200 km at the equator). Longer correlation length (up to 10,000 km), however, did not give a large enough variability in the ensemble. This reference forcing is then used with the NEMO-LIM2 model over 1 year.
Direct measurements of currents are too sparse. However, climatologies of the sea surface height (SSH) are available, which are inherently related to the currents in the oceans. For the realistic case (see next section), we will thus be using real SSH fields which represents time averages. Due to the geoid problem, SSH altimetry data is represented as anomalies without any information about the mean state. If one would average SSH altimetry data, one would simply obtain zero (or a quantity close to zero). The mean dynamic topography is thus derived by other means, such as drifter and gravimetric measurements. Hence, the observations already represent an average. We will thus create our observations for the twin experiment by taking the mean SSH of the reference run over 1 year. When we average the model SSH, the reduction in observational error due to this time averaging is already taken into account, since every ensemble member is averaged in time, causing short time-scale variability to be filtered out.
We then create an ensemble of 100 random forcings and run each of them separately. This provides us with an ensemble of yearly mean SSH. We use the Ocean Assimilation Kit (OAK) for the analysis step (Barth et al. 2015) . A local assimilation scheme is used with an assimilation length equal to the correlation length of the perturbations (5000 km). The mean SSH from the reference run (Fig. 5b) are taken as the observations. Our state vector (11) consists of our ensemble of mean SSH (Fig. 5a) , and is extended with its corresponding forcings
Similarly to the Lorenz '96 case, we aim at finding the true forcing from the reference run. Noise is added to the observations, with a value representing 10% of the local SSH variability of the ensemble, in order to have strong noise signal in high variability areas, and low noise in low variability area. We expect here that the assimilation will provide us with a satisfying analysis if the relationship between F u , F v and the SSH can be captured by a linear covariance. Additionally, the observations used for the assimilation could contain redundancy. This is expressed by a redundancy factor α = √ r. It can be shown (Barth et al. 2007 ) that the error variance must be multiplied by the number of redundant observations r : R = rμI, where μ is the error variance, and I the identity matrix. αRMSE is thus the square root of the diagonal of R. Hereafter, we refer to αRMSE as the adjusted RMSE (ARMSE). Also, all the model errors are not taken into account, which justifies the increase of the ARMSE. The choice of the value of the error variance is critical. Indeed, in the case of an underestimated error variance, the analysis deteriorates unobserved variables. However, if overestimated, the information contained in the observations is not sufficiently transferred into the model.
We perform therefore assimilation with ARMSE values between 10 −5 m< ARMSE <10 2 m, in order to test the sensitivity and efficiency of the assimilation scheme (Fig. 6a) . Indeed, a too small ARMSE on the observations would overconstrain the analysis, and a too large ARMSE would not allow the assimilation scheme to apply a sufficiently large correction. From Fig. 6a , we see that ARMSE = 4.6 cm (x-axis) gives the lowest RMSE on the SSH (y-axis) for the assimilation. The corresponding analysed ensemble mean of yearly mean SSH is shown in Fig. 6b . When compared to Fig. 5a , we see that the analysis is satisfactory and is able to retrieve the pattern of the reference run.
However, this is only the first step of our procedure. What we are really interested in is not the direct analysis of the ensemble SSH, but rather the analysis of the zonal and meridional forcings with which we augmented the state vector. Since we considered not to have any information about the true forcing, the initial background estimate (or prior guess) of the forcing is zero. The analysis of the zonal and meridional currents are shown respectively in Fig. 7a , c, and must be compared to the true forcing in Fig. 7b, d . We note that the analysed forcings are convincingly reproducing the structure of the true forcings that we aimed to find. Using our twin experiment, and the perfect knowledge that we have on the reference run, we can also look at the RMSE between the analysed forcings and the reference run. This is shown in Fig. 8a, b for the zonal and meridional forcings, respectively, with different ARMSE on the SSH observations. We can see that our previous choice of ARMSE = 4.6 cm on the observations indeed gives us nearly the best possible results. Since this choice was made solely based on the efficiency of the SSH analysis, we are confident in the relationship between the forcings and the yearly mean SSH of the model.
One can also compare the total analysed forcing by combining the zonal and meridional components into a vector form in Fig. 9 with the geostrophic currents derived from the SSH bias between the twin experiment reference run and the free model run in Fig. 10 . Because of the non-geostrophic balance near the equator, where the horizontal Coriolis force tends to zero, a 5 • region around the equator has been removed for this comparison. One can see on Fig. 10 that the geostrophic current derived from the SSH bias is not directly linked to the reference forcing from Fig. 9 . This stems from the fact that the forcing affects the model bias estimator b from Eq. 14. Without this correction, the model free run without any forcing would be biased. The result of the model rerun with bias correction is shown in Fig. 11a , and can be compared with the true run, displayed in Fig. 5b . Like for the Lorenz '96 case, Fig. 11a is not the result of the assimilation of observations from the true run. It is the rerun of the model with the analysed forcing, obtained from the augmented state vector used during the assimilation procedure. The rerun with bias correction is able to reproduce patterns in the SSH that are particular to the reference run, produced by the true forcing. The last validation of the bias correction term forcing the model is shown in Fig. 11b , where the RMSE on the SSH between the rerun of the model and the true run is compared to the initial ensemble mean and the analysis. One can note that a significant part of the model bias has been removed.
Further validation of this procedure is done by the comparison of the model forced rerun with the reference run on independent variables. Sea surface temperature (SST) and salinity (SSS) are chosen for their relationship to the currents in the ocean through specific mixing and redistribution of salinity and heat in the ocean. The bias on the currents that this method aims to correct has a direct effect on the SST and SSS. The yearly average SST is shown in Fig. 12a for the ensemble mean, in Fig. 12d for the reference run and in Fig. 13b for the model rerun with analysed forcing. Figure 13a, d, b shows the SSS for the same runs, respectively.
It is clear that typical structures on the SST and SSS fields from the reference run are reproduced by the rerun, and are completely absent on the ensemble mean. One can also note from Figs. 12c and 13c that the RMSE on the SST and SSS shows a similar behaviour to the RMSE on SSH from Fig. 11b . However, whereas there is a systematic improvement on the SSH reruns with analysed forcings, the analysed forcings appear to be deteriorating the SST and SSS for a specific set of parameters, in particular when the ARMSE on the SSH is large. 
Realistic case
The efficiency of this bias correction method has been successfully tested on a twin experiment test case in the previous section. The following covers the results of this method in a realistic case experiment.
The same setup as the twin experiment is taken for the NEMO model configuration. Observations are, however, taken from the mean dynamic topography (MDT) of CNES (Centre National d'Etudes Spatiales) (Rio et al. 2011) . The SSH provided by the MDT of CNES is interpolated on the ORCA2 grid. Again, an ensemble of forced model runs is created. The observations are assimilated with a range of RMSE fields to find the best compromise between the ensemble and the observations. This procedure provides a forcing which is used to rerun the model. The same parameters as for the twin experiment are taken: a correlation length of 5000 km, 100 ensemble members, and an ARMSE on the SSH observations of 4.6 cm.
The different relevant RMSE are shown in Fig. 14 . One can notice that the RMSE between the ensemble mean and ensemble members shows a sufficient enough variability on the model to cover the RMSE between the model free run and the CNES observations. Like in the previous section, the RMSE of the analysed SSH field is significantly reduced compared to the RMSE between the ensemble mean before analysis and the CNES observations. Finally, the rerun of the model with the assimilated forcing shows a significant improvement on the SSH RMSE when compared to the free run. This means that the analysed forcing effectively removes a part of the error of the model on the SSH, through the forcing on the zonal and meridional currents.
More extensive results are shown in the following figures. Figure 15a shows the interpolated yearly mean SSH of the CNES observations on the ORCA2 grid. shows the yearly mean SSH of the model free run, for the year 1984-1985. In Fig. 15c , the yearly mean SSH of the ensemble mean is shown. One can notice the differences between the model free run and the ensemble mean of forced runs on the yearly mean SSH. This is due to the fact that, even though the ensemble of zonal and meridional forcings has a close to zero mean, the presence of those forcings do increase the currents in the ocean, producing a non-zero mean SSH modification. Finally, Fig. 15d shows the yearly mean SSH of the rerun with the analysed forcing.
When comparing Fig. 15a, b, d , one can notice the differences on the SSH between the observations, the free model run and the forced rerun. The SSH of the model free run appears to be very smooth and does not show the same variability as the CNES observations. This property, directly influenced by strong, localised, currents, shows to be improved in the forced rerun. In particular, the SSH variations caused by the Gulf Stream are absent from the free run but present in the forced run. Other similar improvements are present around the Cape of Good Hope and along the coast of Chili.
The final forcing field produced by this procedure is shown in Fig. 16 , in vector form. It is the optimal forcing resulting from the analysis with the CNES SSH observations, applied to the rerun of the NEMO model, a single time, producing the rerun SSH field from Fig. 15d . One must remember that even though the initial perturbations did contain some specific physical constraints, especially regarding the currents perpendicular to the coasts, the correlation lengths and the depth of the forcing, no other properties of the oceanic currents was present in the ensemble of forcings. However, Fig. 15a clearly shows some specific real currents, like the Gulf Stream in the North Atlantic Ocean, the Humboldt Current, in the South Pacific Ocean or the Antartic Circumpolar current. This result is coherent with the limitations inherent with the low resolution of the NEMO model, which tends to underestimate the strength of those strong currents. The forcing reinforces those currents with a specific correction, effectively accounting for the limitations of the non-corrected model. This forcing, intended to correct current biases in the NEMO model, could thus be used in the future as an additional forcing on the currents to provide a better and more realistic ocean dynamic climatology for NEMO.
In order to validate the final correction field from Fig. 16 , the model rerun mean SST is compared against a mean SST climatology (hence observations) from NODC-WOA94 data provided by the NOAA-OAR-ESRL PSD, Boulder, Colorado, USA (Levitus and Boyer 1994) . The RMSE of the model free run, the ensemble mean before assimilation and the model rerun are shown on Fig. 17a . One can see that the optimal forcing from Fig. 16 does deteriorate the SST. The origin of this behaviour lies in the origin of the model bias. In this work, the bias is only corrected for the ocean circulation, whereas in reality multiple other bias sources also affect the model and the SST. However, with other parameters for the bias correction on the ocean currents, in particular with weaker currents forcing and a correlation length of 10,000 km, the effect on the SST climatology of the model rerun shows slight improvements, with RMSE as low as on Fig. 17b . Those results show that a slight improvement can be obtained on other non-assimilated variables, but the complicated relations between the different variables and the model bias renders those improvement particularly difficult to obtain. 
Summary and conclusions
In this study, a new method of bias correction through stochastic forcing using data assimilation has been developed. It has first been developed and tested in a fully controlled environment with the Lorenz '96 model. Some properties of this model have also been studied in order to test its responsiveness and the behaviour of the model mean. Due to the successful results, this method was then applied to a twin experiment using the NEMO-LIM2 model with the ORCA2 grid. An effective method for constructing a physically constrained forcing term was used. The assimilation method used allowed the reconstruction of the reference forcing, which showed the efficiency and stability of the assimilation procedure. The method also showed significant improvements on variables that were not included in the assimilated observations. Finally, this method was tested with real observations on the NEMO-LIM2 model, in order to improve the classic configuration of the model. The assimilation procedure provided a significant improvement on the free run, introducing more variability in the SSH structure, especially around the Gulf Stream. The specific and physical structure of the forcing resulting from the analysis shows the ability of the assimilation procedure to extract, reproduce and correct existing currents on which the NEMO-LIM2 model induces errors. However, those corrections deteriorated other variables, such as the SST.
The encouraging results of both twin experiments shows that as long as the model is able to reproduce the behaviour of the pseudo-observations, the bias correction term is able to effectively improve and diminish the model bias. It is however no longer the case when confronted with real observations due to the model inability to reproduce realistic behaviours. The limitations of the structure of the forcing, as well as the calibration of the different parameters has been pointed out.
One must note though that is was not the objective of this work to find optimal parameters for the bias correction, but rather prove the feasibility of this method. A specific search for optimal parameters, in particular for the real experiment using the CNES MDT and independent SST validation, should provide better results.
Subsequent studies should concentrate on the possibility of assimilating other variables, as well as creating spatially more complex or time-varying forcings to improve the forcing structure. The forcings should also be interpreted in terms of physical processes. The effect of the forcing both on the assimilated and independent variables needs to be examined. This method should also be coupled with other traditional bias estimation schemes of high-frequency variability to provide a dual-estimation of the correction to apply.
Using i = 1, . . . , N to refer to the ensemble members, the forecast of the model trajectory can be defined as
The ensemble mean of the analysed bias correction term b a is contained in the analysed mean model state x a . Given that
it follows that W = W . Hence, b a = b a , since they are both constrained by the same linear combination of b f i .
