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PROJECTIVE BUNDLE THEOREM IN MW-MOTIVIC COHOMOLOGY
NANJUN YANG
Abstract. We present a version of projective bundle theorem in MW-motives (resp. Chow-Witt rings),
which says that C˜H
∗
(P(E)) is determined by C˜H
∗
(X) and C˜H
∗
(X × P2) for smooth quasi-projective
schemes X and vector bundles E over X with odd rank. If the rank of E is even, the theorem is still
true under a new kind of orientability, which we call it by projective orientability.
As an application, we compute the MW-motives of blow-up over smooth centers.
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1. Introduction
MW-motivic cohomology (over coefficient R) is the motivic theory for Chow-Witt groups defined by B.
Calme`s, F. De´glise and J. Fasel, which is a generalization of ordinary motivic cohomology as developed
by V. Voevodsky. It’s well known that the usual projective bundle theorem (see [MVW06, Theorem
15.12]) doesn’t hold for MW-motives (see [Yan19, Remark 5.6]) so the computation of C˜H
∗
(P(E)) for
vector bundles E becomes nontrivial. In [Fas13, Theorem 9.1, 9.2 and 9.4, Corollary 11.8], it computed
the cohomology groups Hi(P(E), Ij ,L ) and Hi(Pn,KMWj ,L ), remaining the question of Chow-Witt
groups of projective bundles open.
This paper gives a possible approach to this question, by splitting the MW-motives of projective
bundles. Denote by D˜M
eff
(S,R) the category of effective MW-motives over S with coefficient in R.
The first step is to split that of projective spaces, which is the following (see Theorem 5.12):
Theorem 1.1. Suppose n ∈ N and p : Pn −→ pt is the structure map.
(1) If n is odd, the morphism
Rpt(P
n)
(p,c2i−1n ⊗R,thn+1⊗R)−−−−−−−−−−−−−−→ R⊕
n−1
2⊕
i=1
cone(η)(2i − 1)[4i− 2]⊕R(n)[2n]
is an isomorphism in D˜M
eff
(pt, R).
(2) If n is even, the morphism
Rpt(P
n)
(p,c2i−1n ⊗R)−−−−−−−−→ R⊕
n
2⊕
i=1
cone(η)(2i− 1)[4i− 2]
is an isomorphism in D˜M
eff
(pt, R).
Here thn+1 = i∗(1) for some rational point i : pt −→ P
n and η : Gm −→ pt is the Hopf map. The
morphism c2i−1n is the unique one which corresponds to (c1(OPn(1))
2i−1, c1(OPn(1))
2i) as in usual case
(see Proposition 5.9, (2)). This recovers the compututation of [Fas13, Corollary 11.8]:
Corollary 1.2. Suppose X ∈ Sm/k, we have
C˜H
i
(Pn) =

GW (k) if i = 0 or i = n and n is odd
Z if i > 0 is even
2Z else
.
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To obtain the projective bundle theorem, the second step is to identify the group
ηiMW (X) := HomD˜M(pt)(Z˜pt(X), cone(η)(i)[2i]).
It turns out that this is closely related to the structure theorem (see [Bac17, Theorem 17]) of the general-
ized motivic cohomology spectrum HZ˜ representing the MW-motivic cohomologies in the motivic stable
homotopy category SH(pt). Our result is the following (see Theorem 4.11):
Theorem 1.3. If 2CH
i+1(X) = 0, we have a natural isomorphism
θi : CHi(X)⊕ CHi+1(X) −→ ηiMW (X).
This enables us to define a global version c(E)2i−1 of c2i−1rk(E) (see Definition 5.13).
The final step is to find a globally defined orientation class, which locally is a pullback of thrk(E). This
leads to the following definition (see Definition 5.15):
Definition 1.4. Let X ∈ Sm/k and E be an SLc-bundle with even rank n. It’s said to be projective
orientable if there is an element th(E) ∈ C˜H
n−1
(P(E)) such that for any x ∈ X, there is a neighbourhood
U of x such that E|U is trivial and
th(E)|U = p
∗thn,
where p : U −→ pt is the structure map of U .
A simple observation is that any SLc-bundle of even rank with a quotient line bundle is projective ori-
entable (see Proposition 5.16). In the case of Chow groups, we could always set th(E) = c1(OP(E))
rk(E)−1,
but this doesn’t work in the Chow-Witt case.
Our main theorem is the following (see Theorem 5.17):
Theorem 1.5. Let S ∈ Sm/k, X ∈ Sm/S and E is a vector bundle of rank n over X. Suppose
2CH
∗(X) = 0 and X admits an open covering {Ui} such that CH
j(Ui) = 0 for all j > 0 and i. Denote
by p : P(E) −→ X the structure map.
(1) If n is even and E is a projective orientable bundle, the morphism
RS(P(E))
(p,p⊠c(E)2i−1
R
,p⊠th(E)R)
−−−−−−−−−−−−−−−−−→ RS(X)⊕
n
2−1⊕
i=1
RS(X)cone(η)(2i − 1)[4i− 2]⊕RS(X)(n− 1)[2n− 2]
is an isomorphism in D˜M
eff
(S,R).
(2) If n is odd, the morphism
RS(P(E))
(p,p⊠c(E)2i−1
R
)
−−−−−−−−−−→ RS(X)⊕
n−1
2⊕
i=1
RS(X)cone(η)(2i − 1)[4i− 2]
is an isomorphism in D˜M
eff
(S,R).
If rk(E) is odd, there is a good corollary (see Corollary 5.18 and Corollary 5.19):
Corollary 1.6. Let S ∈ Sm/k, X ∈ Sm/S and E is a vector bundle of odd rank n over X. If X admits
an ample line bundle L, we have
RS(P(E)) ∼= RS(X)⊕
n−1
2⊕
i=1
RS(X)cone(η)(2i− 1)[4i− 2]
in D˜M
eff
(S,R).
In particular, we have
C˜H
i
(P(E)) = C˜H
i
(X)⊕
⌊ i+12 ⌋⊕
j=1
C˜H
i−2j+2
(X × P2)/C˜H
i−2j+2
(X).
This in turns yields a computation of the MW-motive of blow-up over smooth centers, as the following
(see Theorem 5.23):
Theorem 1.7. Suppose S ∈ Sm/k, X,Z ∈ Sm/S with Z being closed in X. If n := codimZ(X) is odd
and Z admits an ample line bundle, we have
RS(BlZ(X)) ∼= RS(X)⊕
n−1
2⊕
i=1
RS(Z)cone(η)(2i− 1)[4i− 2]
in D˜M
eff
(S,R).
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Under the assumption 2 ∈ R×, the results could be improved (see Corollary 4.12 and Theorem 5.20):
Theorem 1.8. Let S ∈ Sm/k, X ∈ Sm/S and E is a vector bundle of rank n over X. Suppose 2 ∈ R×.
Denote by p : P(E) −→ X the structure map.
(1) If n is even and E is a projective orientable bundle, the morphism
RS(P(E))
(p,p⊠c(E)2i−1
R
,p⊠th(E)R)
−−−−−−−−−−−−−−−−−→ RS(X)⊕
n
2−1⊕
i=1
RS(X)cone(η)(2i − 1)[4i− 2]⊕RS(X)(n− 1)[2n− 2]
is an isomorphism in D˜M
eff
(S,R).
(2) If n is odd, the morphism
RS(P(E))
(p,p⊠c(E)2i−1
R
)
−−−−−−−−−−→ RS(X)⊕
n−1
2⊕
i=1
RS(X)cone(η)(2i − 1)[4i− 2]
is an isomorphism in D˜M
eff
(S,R).
Organization of this article. We explain in Section 2 the basic definitions and properties of the
motivic cohomology theories corresponding to K = KMW∗ , K
M
∗ , K
W
∗ and K
M
∗ /2 (denoted by DMK).
While Section 3 is devoted to briefly introduce the stable A1-homotopy category SH(pt) and the slice
filtrations of spectra.
We discuss indepedently in Section 4 the computation of ηnMW (X). The point is that even if HZ˜/η
couldn’t split into components coming from Chow motives, ηnMW (X) splits into Chow groups for some
X which enable us to find out ‘Chern classes’. This enables us to adopt the pattern of original projective
bundle formula to the Chow-Witt case.
We prove the projective bundle theorem in Section 5. The first step is to compute the MW-motive
of projective spaces. Then the global formula follows by the ‘Chern classes’ obtained from Section 4.
The case of odd rank bundles is simple, while for even rank bundles, we have to introduce the projective
orientability. Over general coefficients, our results work mainly for the odd rank case. This incompleteness
will disappear if we allow 2 ∈ R× in the coefficient ring.
As a consequence, we compute the MW-motive of blow-ups over smooth centers if the codimension is
odd.
Acknowledgements. The author would like to thank Alexey Ananyevskiy, Jean Fasel, Yong Yang
and Dingxin Zhang for helpful discussions.
Conventions. We denote by pt = Spec(k) where k is an infinite perfect field with char(k) 6= 2. Every
scheme is pointed by 1 when makes sense. For every pointed scheme (X, x), we write X+ for the motive
of X and X for the motive X/x. We set
HomSH(pt)(, ) = [, ], HomDMeff
K
(pt)(, ) = [, ]K.
2. Four Motivic Theories
In the sequel, we denote by K∗ to be one of the homotopy modules K
MW
∗ ,K
M
∗ ,K
W
∗ ,K
M
∗ /2. They are
related by the Cartesian square
KMW∗
//

KW∗

KM∗
// KM∗ /2
.
Let m ∈ Z, F/k be a finitely generated field extension of the base field k and L be a one-dimensional
F -vector space. One can define Km(F,L) as in [Mor12, Remark 2.21]. If X is a smooth scheme, L is a
line bundle over X and y ∈ X , we set
K˜m(k(y),L ) := Km(k(y),Λ
∗
y ⊗k(y) Ly),
where k(y) is the residue field of y and Λ∗y is the exterior product of the tangent space of y. IfK =M,M/2,
K˜m(k(y),L ) is independent of L . If T ⊂ X is a closed set and n ∈ N, define
CnRS,T (X ;Km;L ) =
⊕
y∈X(n)∩T
K˜m−n(k(y),L ),
where X(n) means the points of codimension n in X . Then C∗RS,T (X ;Km;L ) form a complex (see
[Mor12, Definition 4.11], [Mor12, Remark 4.13], [Mor12, Theorem 4.31] and [Fas08, De´finition 10.2.11]),
which is called the Rost-Schmid complex with support on T and coefficient in R. Define (see [BCDFØ20,
Definition 4.1.1, §2])
KCHnT (X,L ) = H
n(C∗RS,T (X ;Kn;L )).
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Thus we see that KCH = C˜H,CH,Ch when K =MW,M,M/2 respectively.
Suppose S ∈ Sm/k. For any X,Y ∈ Sm/S, define AS(X,Y ) to be the poset of closed subset in
X ×S Y such that each of its component is finite over a connected component of X and of dimension
dimX . Suppose R is a commutative ring. Let
KCorS(X,Y,R) := lim−→
T
KCHdimY−dimST (X ×S Y, ωX×SY/X)⊗Z R,
be the finite correspondences between X and Y over S, where T ∈ AS(X,Y ). Hence KCor just means
C˜or, Cor andWCor (see [BCDFØ20, §3]) whenK =MW,M,W respectively. This produces an additive
categoryKCorS whose objects are the same as in Sm/S and whose morphisms are defined above. There
is a functor α : Sm/S −→ KCorS sending a morphism to its graph (see [BCDFØ20, 1.1.6, §2], [Yan18,
Definition 5.3]).
We define a presheaf with K-transfers to be a contravariant additive functor from KCorS to Ab. It’s
a sheaf with K-transfers if it’s a Nisnevich sheaf after restricting to Sm/S via α. For any smooth scheme
X , let cS(X) be the representable presheaf with K-transfers of X .
Let PShK(S,R) be the category of presheaves with K-transfers over S and let ShK(S,R) be the
full subcategory of sheaves with K-transfers (see [BCDFØ20, Definition 1.2.1 and Definition 1.2.4, §3]).
Both categories are abelian and have enough injectives ([BCDFØ20, Proposition 1.2.11, §3]). There is a
sheafication functor (see [BCDFØ20, Proposition 1.2.11, §3])
a : PShK(S,R) −→ ShK(S,R)
and we set RS(X) = a(cS(X)), which is called the motive of X with R-coefficient.
Denote by C(ShK(S,R)) (resp. DK(S,R)) the (resp. derived) category of cochain complexes of
sheaves with K-transfers. There is a proper cellular monoidal model structure M on C(ShK(S,R))
whose generating cofibrations are Sn+1RS(X) −→ D
nRS(X) (see [CD09, Theorem 2.5 and Proposition
3.2]) for any X ∈ Sm/S and weak equivalences are quasi-isomorphisms. Denote by MA1 the Bousfield
localization of M with respect to
(RS(X ×S A
1) −→ RS(X))[n]
for any X ∈ Sm/S and n ∈ Z, which is again a proper cellular monoidal model category (see [CD09,
Proposition 4.3 and Corollary 4.11]). Its homotopy category is denoted by DM eff
K
(S,R).
Denote by Sp(S,R) := SpΣ(MA1 ,Gm) the category of symmetric Gm-spectra with respect toMA1 (see
[Hov01, Definition 7.2]). Its stable model structure (see [Hov01, Definition 8.7]) is proper cellular and
monoidal (see [CD09, Proposition 7.13]), whose homotopy category is denoted by DMK(S,R). We may
alternatively define Sp(S,R) := Sp(MA1 ,Gm), using spectra instead of symmetric spectra. The resulting
homotopy categories are equivalent (see [Ayo07, The´ore`me 4.3.79] and [BCDFØ20, Lemma 2.0.7 §4]).
We will write D˜M (resp. DM) for DMMW (resp. DMM ) and DM
eff
K
(S) (resp. DMK(S)) for
DM eff
K
(S,Z) (resp. DMK(S,Z)) conventionally.
Proposition 2.1. (1) The category DM eff
K
(S,R) is symmetric monoidal with RS(X)⊗S RS(Y ) =
RX(X ×S Y ) for any X,Y ∈ Sm/S.
(2) Suppose that f : S −→ T is a smooth morphism in Sm/k. There is an exact functor
f# : DM
eff
K
(S,R) −→ DM eff
K
(T,R)
satisfying f#RS(X) = RT (X) for any X ∈ Sm/S.
(3) Suppose that f : S −→ T is a morphism in Sm/k. There is a monoidal exact functor
f∗ : DM eff
K
(T,R) −→ DM eff
K
(S,R)
satisfying f∗RT (Y ) = RS(Y ×T S). For any F ∈ DM
eff
K
(T,R) and G ∈ DM eff
K
(S,R), we have
f#(G⊗S f
∗F ) = (f∗G)⊗T F.
Moreover, if f is smooth, there is an adjunction
f# : DM
eff
K
(S,R)⇋ DM eff
K
(T,R) : f∗.
The same properties hold for DMK(S,R).
Proof. See [CD09, Example 4.12 and Example 7.15]. 
Proposition 2.2. (1) For every ring morphism ϕ : R −→ R′, we have adjunctions
ϕ∗ : DM eff
K
(S,R)⇋ DM eff
K
(S,R′) : ϕ∗, ϕ∗ : DMK(S,R)⇋ DMK(S,R′) : ϕ∗
where ϕ∗ is monoidal and ϕ∗RS(X) = R
′
S(X) for any X ∈ Sm/S.
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(2) If ϕ is flat, we have
HomDMeff
K
(S,R′)(R
′
S(X), ϕ
∗C) = HomDMeff
K
(S,R)(RS(X), C)⊗R R
′,
HomDMK(S,R′)(Σ
∞R′S(X), ϕ
∗E) = HomDMK(S,R)(Σ
∞RS(X), E)⊗R R
′
for any C ∈ DM eff
K
(S,R) and E ∈ DMK(S,R).
Proof. (1) We have by definition a morphism
ϕ : KCorS(X,Y,R) −→ KCorS(X,Y,R
′)
for every X,Y ∈ Sm/S. For every X ∈ Sm/S and F ∈ ShK(S,R), F (X) is naturally an
R-module. So we define a∗F to be the sheafication of the presheaf
X 7−→ F (X)⊗R R
′,
which induces an adjunction
a∗ : ShK(S,R)⇋ ShK(S,R
′) : a∗
where a∗ is the restriction functor. The functor a
∗ is monoidal and satisfies
a∗RS(X) = R
′
S(X)
for any X ∈ Sm/S. So it satisfies the conditions in [CD09, 2.4 and Lemma 4.8] by a similar
argument as in [Yan19, Proposition 6.2], which gives us the adjunction between DM eff
K
. The
stable cases follows by [Hov01, Proposition 5.5].
(2) The functor ϕ∗ is exact and takes flabby sheaves to flabby sheaves (see [Mil80, Proposition 2.12])
hence
Hi(X,ϕ∗F ) = Hi(X,F )⊗R R
′
for every F ∈ ShK(S,R), i ∈ N and X ∈ Sm/k. This implies
HomDK(S,R′)(R
′
S(X), ϕ
∗C) = HomDK(S,R)(RS(X), C)⊗R R
′
for every C ∈ DK(S,R). Hence the functor ϕ
∗ preserves fibrant objects in M, A1-weak equiv-
alences and A1-local objects. Then we obtain the first equation. The second equations follows
by the first equation since ϕ∗ preserves stable A1-weak equivalences and Ω∞-spectra (see [CD09,
7.8]).

Proposition 2.3. In the diagram
K
MW
0
a
//
c

pi
##
❍
❍
❍
❍
❍
❍
❍
❍
❍
K
W
0
b

K
M
0
d
// K
M
0 /2
.
Each arrow f in the square induces an adjoint pair (f∗, f∗) between corresponding (effective) motivic
theories (i.e. DMK(S,R) or DM
eff
K
(S,R)). Moreover, f∗ is compatible with change of coefficients.
Proof. See [BCDFØ20, 3.2.4 and 3.3.6.a §3]. 
Proposition 2.4. Let X ∈ Sm/k, {Ui} be an open covering of X and f is a morphism in DM
eff
K
(X,R).
If f |Ui is an isomorphism for every i, then f is an isomorphism.
Proof. See [Yan19, Proposition 2.16]. 
Proposition 2.5. In the notation of Proposition 2.3, we have:
(1) Suppose K =MW,M . Let U, V ∈ DM eff
K
(pt). The map
[U, V ]K
⊗(i)
// [U(i), V (i)]K , i > 0
is an isomorphism.
(2) Let U ∈ DM effW (pt), V ∈ DM
eff
MW (pt). The map
[U, a∗V ]W
⊗(i)
// [U(i), a∗V (i)]W , i > 0
is an isomorphism.
(3) Let U ∈ DM effM/2(pt), V ∈ DM
eff
M (pt). The map
[U, d∗V ]M/2
⊗(i)
// [U(i), d∗V (i)]M/2 , i > 0
is an isomorphism.
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Proof. (1) See [Voe10, Corollary 4.10] and [BCDFØ20, Theorem 4.0.1 §4].
(2) By (1) and Proposition 2.1.
(3) By (1) and Proposition 2.1.

As a consequence, the infinite suspension functor Σ∞ induces fully faithful embedding DM eff (pt) ⊆
DM(pt) and D˜M
eff
(pt) ⊆ D˜M(pt).
3. Motivic Stable Homotopy Category and Slice Filtrations
The main reference of this section are [Mor03], [Bac17] and [DLØRV02]. Let sShv(Sm/k) (resp.
sAbShv(Sm/k)) be the category of simplicial sheaves (resp. simplicial abelian sheaves) over Sm/k
under Nisnevich topology. The category sShv(Sm/k) admits the Brown-Gersten model structure N′
(see [Voe10a, §4]) and the local projective model structure N (see [Bla01, Theorem 2.1]). Both of them
are simplicial, proper and cellular. We say a morphism in sAbShv(Sm/k) is a weak equivalence (resp.
fibration) if it’s so as a morphism in N, denoting this model structure by AbN. Let sShv.(Sm/k) be the
corresponding pointed category with the inherited model structure.
We localize N by the morphisms
F ∧ A1+ −→ F
for every F ∈ sShv.(Sm/k), obtaining a model structure NA1 which is simplicial, left proper and cellular.
Its homotopy category is denoted by H.(pt).
Define SH(pt) to be the homotopy category of Sp(Sp(NA1 , S
1),Gm), or equivalently, Sp(NA1 ,P
1) (see
[DLØRV02, 2.3]). It’s triangulated and symmetric monoidal with respect to the wedge product ∧. There
is an adjuction
Σ∞ : H.(pt)⇋ SH(pt) : Ω∞.
One proceeds the same constructions as above using N′, obtaining equivalent homotopy categories.
For any E ∈ SH(pt) and n,m ∈ Z, define πn(E)m to be the (Nisnevich) sheafication of the presheaf
on Sm/k
X 7−→ [Σ∞X+ ∧ S
n, E(m)[m]]SH.
Then a morphism E1 −→ E2 ∈ SH(pt) is a weak equivalence if and only if it induces an isomorphism
πn(E1)m ∼= πn(E2)m
for every n,m ∈ Z.
Define
SH≤−1 = {E ∈ SH(pt)|πn(E)m = 0, ∀n ≥ 0,m ∈ Z},
SH≥0 = {E ∈ SH(pt)|πn(E)m = 0, ∀n < 0,m ∈ Z}.
They constitute a t-structure (see [Mor03, 5.2]) of SH(pt) where SH≥0 is the smallest full sub-category
of SH(pt) being stable under suspension, extensions and direct sums and containing Σ∞X+G
∧i
m for every
X ∈ Sm/k and i ∈ Z (see [Ayo07, Proposition 2.1.70]). It’s heart SH♥ is equivalent to the category of
homotopy modules, where the equivalence is given by
E 7−→ π0(E)∗.
Define SHeff (pt) to be smallest triangulated sub-category of SH(pt) containing Σ∞X+ for every
X ∈ Sm/k. The functor from SHeff (pt)
E 7−→ π∗(E)0
is conservative. Define
SHeff≤e−1 = {E ∈ SH
eff (pt)|πn(E)0 = 0, ∀n ≥ 0,m ∈ Z},
SHeff≥e0 = {E ∈ SH
eff (pt)|πn(E)0 = 0, ∀n < 0,m ∈ Z}.
They constitute a t-structure (see [Bac17, §3]) of SHeff (pt) where SHeff≥e0 is the smallest full sub-category
of SHeff (pt) being stable under suspension, extensions and direct sums and containing Σ∞X+ for every
X ∈ Sm/k. The functor SHeff,♥ −→ Ab(Sm/k) sending E to π0(E)0 is conservative. We further define
SHeff (pt)(n) = SHeff (pt) ∧G∧nm
for any n ∈ Z, which has a t-structure obtained by shifting that of SHeff (pt) by G∧nm .
There is an adjunction
in : SH
eff (pt)(n)⇋ SH(pt) : rn
by [Nee96, Theorem 4.1] where in is the inclusion. The functor rn is t-exact and in is right t-exact. Define
fn = in ◦ rn.
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We have natural isomophisms rn ◦ in ∼= Id and fn+1 ◦fn ∼= fn+1, where the latter induces a natural trans-
formation fn+1 −→ fn (see [DLØRV02, §4]). We define sn(E) for any E ∈ SH(pt) by the distinguished
triangle
fn+1(E) −→ fn(E) −→ sn(E) −→ fn+1(E)[1].
All the arrows in these triangles vary naturally with respect to E and sn is indeed a functor by [Bac17,
Lemma 7]. Finally we have
fn(E) ∧Gm = fn+1(E ∧Gm)
by [Bac17, Lemma 8].
Remark 3.1. There is a series of Quillen adjunctions
sShv.(Sm/k)
Z
−⇀↽−
O
sAbShv(Sm/k)
N
−⇀↽−
Γ
C≤0(Ab(Sm/k))
where Z is the (reduced) free abelian functor, O is the forgetful functor and (N,Γ) is the Dold-Kan cor-
respondence. Here the model structure of C≤0(Ab(Sm/k)) (cochain complexes) is inherited from AbN by
the equivalence pair (N,Γ) (see [SS03, 4.1]), which is denoted by ChN. This induces Quillen adjunctions
Sp(N, S1)
Z
−⇀↽−
O
Sp(AbN, S1)
N
−⇀↽−
Γ
Sp(ChN, [1])
where (N,Γ) is a Quillen equivalence. Moreover, we have a Quillen equivalence (see [Jar97, 4.6])
S : Sp(ChN, [1])⇋ C(Ab(Sm/k)) : T
where
S(E) = lim
−→n
En[−n], T (C)n = C≤n[n]
and C(Ab(Sm/k)) is endowed with the model structure defined in [CD09, Theorem 2.5]. So finally we
obtain a Quillen adjunction
S ◦N ◦ Z : Sp(N, S1)⇋ C(Ab(Sm/k)) : O ◦ Γ ◦ T.
Localizing with respect to A1-homotopy relations before taking Gm-spectra, we obtain an adjunction
SH(pt)⇋ DA1(pt).
The latter has an adjunction (see [BCDFØ20, 3.3.6.a, §3])
DA1(pt)⇋ D˜M(pt)
so finally we obtain an adjunction
γ∗ : SH(pt)⇋ D˜M(pt) : γ∗
where γ∗ is monoidal and γ∗Σ∞X+ = Z˜pt(X) for every X ∈ Sm/k.
4. Mapping Cone of the Hopf Map in D˜M(pt)
Definition 4.1. The multiplication map Gm ×Gm −→ Gm induces a morphism
Gm ∧Gm −→ Gm.
It’s the suspension of a (unique) morphism η ∈ [Gm,1] (resp. [Z{1},Z]K), which is called the Hopf map.
It’s also equal, up to a suspension, to the morphism
A2 \ 0 −→ P1
(x, y) 7−→ [x : y]
.
Definition 4.2. Define
HZ˜ = f0K
MW
∗ ;HµZ = f0K
M
∗ ;HWZ = f0K
W
∗ ;HµZ/2 = f0K
M/2
∗ .
Moreover, for any E ∈ SH(pt), define E/η = E ∧ cone(η).
We have adjunctions
γ∗ : SH(pt)⇋ DMK(pt) : γ∗
by Proposition 2.3 and Remark 3.1.
Proposition 4.3. We have
γ∗(1) = f0K∗
if K =MW,M,M/2.
Proof. This follows by [BCDFØ20, Corollary 5.1 and Corollary 5.4, §7] and [Bac17, Lemma 12]. 
Proposition 4.4. We have
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(1)
πi(HZ˜)0 =
{
K
MW
0 i = 0
0 i 6= 0
πi(HZ˜)1 =
{
K
MW
1 i = 0
0 i 6= 0
;
(2)
πi(HµZ)0 =
{
Z i = 0
0 i 6= 0
πi(HµZ)1 =
{
K
M
1 i = 0
0 i 6= 0
;
(3)
πi(HWZ)0 =
{
K
W
0 i = 0
0 i 6= 0
πi(HWZ)1 =
 K
W
1 i = 0
Z/2 i = 1
0 i 6= 0, 1
;
(4)
πi(HµZ/2)0 =
{
Z/2 i = 0
0 i 6= 0
πi(HµZ/2)1 =

O∗/2O∗ i = 0
Z/2 i = 1
0 i 6= 0, 1
.
Proof. The calculation for πi()0 is easy since all these spectra are in SH
eff,♥. Let’s compute πi()1.
(2) This follows by the computation of Hp,1(X,Z).
(4) This follows by the computation of Hp,1(X,Z/2).
(1) This follows by the computation of H1,1(X, Z˜), [Bac17, Theorem 17] and (1).
(3) The case i 6= 0 follows by [Bac17, Theorem 17] and (4). If i = 0, the result follows by the
distinguished triangle
HµZ
h
−→ HZ˜ −→ HWZ −→ HµZ[1].

Proposition 4.5. We have
HµZ/η = HµZ⊕HµZ ∧ P
1, (HµZ/2)/η = HµZ/2⊕HµZ/2 ∧ P
1 .
Proof. We have f1(HµZ) = f1(HµZ/2) = 0 hence
f1(HµZ/η) ∼= HµZ ∧ P
1, f1((HµZ/2)/η) ∼= HµZ/2 ∧ P
1
by applying f1 to the distinguished triangles of the cone of η. Then the statements follow from the
commutative diagrams
HµZ //
∼=

HµZ/η

s0(HµZ)
∼=
// s0(HµZ/η)
HµZ/2 //
∼=

(HµZ/2)/η

s0(HµZ/2)
∼=
// s0((HµZ/2)/η)
.

Proposition 4.6. We have
(1)
πi(HZ˜/η)0 =

Z i = 0
2KM1 i = 1
0 i 6= 0, 1
;
(2)
πi(HµZ/η)0 =

Z i = 0
K
M
1 i = 1
0 i 6= 0, 1
;
(3)
πi(HWZ/η)0 =
{
Z/2 i = 0, 2
0 i 6= 0, 2
;
(4)
πi((HµZ/2)/η)0 =

Z/2 i = 0, 2
O∗/2O∗ i = 1
0 i 6= 0, 1, 2
.
Proof. The (2) and (4) follows by Proposition 4.5 and (3) follows by [Bac17, Lemma 20]. For (1) we
apply the long exact sequence
πi(E)1
η
−→ πi(E)0 −→ πi(E ∧ η)0 −→ πi−1(E)1
η
−→ πi−1(E)0
for any spectrum E. 
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Proposition 4.7. For any spectrum E ∈ SHeff (pt), we have
s0(E/η) = s0(E).
Proof. This is because
s0(E ∧Gm) = s−1(E) ∧Gm = 0
and s0 is an exact functor. 
Proposition 4.8. We have f1(HZ˜/η) = P
1 ∧HµZ hence a distinguished triangle
P
1 ∧HµZ −→ HZ˜/η −→ HµZ⊕HµZ/2[2] −→ P
1 ∧HµZ[1].
Proof. The first statement follows from the commutative diagram
G−1m ∧ f1(HZ˜)
∼=
// f0(HZ˜ ∧G
−1
m )
∼=
f0(p∧G
−1
m )
// f0(HWZ ∧G
−1
m )
G−1m ∧ f1(HZ˜ ∧Gm)
∼=
//
f1(η)
OO
f0(HZ˜)
f0(η)
OO
f0(p)
// f0(HWZ)
f0(η) ∼=
OO
and the distinguished triangle
HµZ
h
−→ HZ˜
p
−→ HWZ −→ HµZ[1].
The second statement is the one related to s0(HZ˜/η). 
Definition 4.9. Suppose X ∈ Sm/k and n ∈ N. We define
ηnMW (X,R) = HomDMMW (pt,R)(Rpt(X), cone(η)(n)[2n]).
If R = Z, we have
ηnMW (X) := η
n
MW (X,R) = HomSH(pt)(Σ
∞X+, HZ˜/η(n)[2n]).
Proposition 4.10. The functorial distinguished triangle f1 −→ f0 −→ s0 −→ f1[1] induces commutative
diagrams of distinguished triangles (rows and columns)
HµZ ∧ P
1 // HµZ/η //
h

HµZ //
a=2i1

HµZ ∧ P
1 //

HZ˜/η //

HµZ⊕HµZ/2[2] //
b=pi⊕id

0 //

HWZ/η
∼=
//

HµZ/2⊕HµZ/2[2] //

and
HµZ ∧ P
1 //
d=2

HZ˜/η //
p

HµZ⊕HµZ/2[2] //
e=p1

//
HµZ ∧ P
1 //

HµZ/η //

HµZ //
0

HµZ/2 ∧ P
1 //

cone(τ [1]) //

HµZ/2[3] //

where p◦h = 2 · id, τ : HµZ/2[1] −→ HµZ/2∧Gm is the unique nonzero map and π is the modulo 2 map.
Proof. The middle column of the first diagram is the distinguished triangle induced by hyperbolic map.
The map a is equal to the composite
HµZ
∼=
// s0(HµZ)
s0(h)
// s0(HZ˜)
(u,v)
∼=
// HµZ⊕HµZ/2[2]
where u is just the map
s0(HZ˜) −→ s0(HµZ) ∼= HµZ
and v is (the minus of) the composite
s0(HZ˜) −→ s0(HWZ) −→ HµZ/2[2].
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Hence it’s clear that a = 2i1 and e = p1. Now the distinguished triangles of ≤e0,≥e1 of HWZ/η and
(HµZ/2)/η give us a commutative diagram of distinguished triangles (rows and columns)
HµZ/2[2] //
q1=τ [1]

HWZ/η //
q

HµZ/2 //
q0
HµZ/2 ∧ P
1 //

(HµZ/2)/η //

HµZ/2 //

cone(τ [1])

cone(τ [1]) //

0 //

.
The q0 is an isomorphism since it induces an isomorphism on π0()0, while π2(q1)0 is an isomorphism so
q1 6= 0, hence q1 = τ [1]. Hence we see that b = π⊕ id and that the middle column of the second diagram
since cone(p) = cone(q). Moreover, f1(HµZ/2) = s0(HµZ/2∧Gm) = 0 hence f1(cone(τ)) = HµZ/2∧Gm
and s0(cone(τ)) = HµZ/2[2]. Hence the second diagram is derived. Finally, the d = 2 since p ◦ h =
2 · id. 
Theorem 4.11. There are commutative diagrams with exact rows and columns
0 // CHn+1(X) // CHn+1(X)⊕ CHn(X) //
h

CHn(X) //
2

0
0 // CHn+1(X)
u
// ηnMW (X)
v
//

CHn(X)
pi

// 0
CHn(X)/2

CHn(X)/2

0 0
,
0 // CHn+1(X)
u
//
2

ηnMW (X)
v
//
p

CHn(X) // 0
0 // CHn+1(X) //
pi

CHn+1(X)⊕ CHn(X) //
a=pi◦p1

CHn(X) // 0
CHn+1(X)/2

CHn+1(X)/2

0 0
.
where p ◦ h = 2 · id and π is the modulo by 2. Consequently, if 2CH
n+1(X) = 0, we have a natural
isomorphism
θn : CHn(X)⊕ CHn+1(X)
∼=
−→ ηnMW (X).
Here the naturality means that suppose φ : X1 −→ X2 is a morphism in Sm/k and 2CH
n+1(Xi) = 0 for
i = 1, 2, we have a commutative diagram
CHn(X2)⊕ CH
n+1(X2)
θn
//
φ∗

ηnMW (X2)
φ∗

CHn(X1)⊕ CH
n+1(X1)
θn
// ηnMW (X1)
.
Proof. The diagrams directly follow from Proposition 4.10. The composite
HµZ −→ HµZ/η −→ (HµZ/2)/η
is equal to the composite
HµZ −→ HµZ/2 −→ HWZ/η −→ (HµZ/2)/η
hence a = 0 on CHn(X). The composite
HµZ ∧ P
1 −→ HµZ/η −→ (HµZ/2)/η −→ cone(τ [1])
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is equal to the composite
HµZ ∧ P
1 −→ HµZ/2 ∧ P
1 −→ cone(τ [1])
so a = π on CHn+1(X). Hence a = π ◦ p1.
Now suppose 2CH
n+1(X) = 0. We already have an exact sequence
0 −→ CHn+1(X)
u
−→ ηnMW (X)
v
−→ CHn(X) −→ 0.
Suppose x ∈ CHn(X), a((0, x)) = 0 so there is an y ∈ ηnMW (X) such that p(y) = (0, x). If there is
another y′ satisfying p(y′) = (0, x) then p(y − y′) = 0. Hence v(y − y′) = 0 so there is a z ∈ CHn+1(X)
such that u(z) = y − y′. Hence (2z, 0) = p(h(z, 0)) = 0 so z = 0 by 2CH
n+1(X) = 0. Hence we conclude
that p−1((0, x)) is unique thus we obtain a map
w : CHn(X) −→ ηnMW (X)
satisfying p(w(x)) = (0, x), which is a section of v. 
Corollary 4.12. For any X ∈ Sm/k, we have natural isomorphisms
θn : CHn(X)[
1
2
]⊕ CHn+1(X)[
1
2
]
∼=
−→ ηnMW (X)[
1
2
]
∼=
−→ ηnMW (X,Z[
1
2
]).
5. The Projective Bundle Theorem
Recall the fiber square
KMW0
a
//
c

pi
##
❍
❍
❍
❍
❍
❍
❍
❍
❍
KW0
b

KM0
d
// KM0 /2
where each arrow f in the square induces an adjoint pair (f∗, f∗) between motivic theories by Proposition
2.3.
Proposition 5.1. There is a distinguished triangle
Z˜ −→ a∗Z⊕ c∗Z −→ π∗Z −→ Z˜[1].
Proof. By the fiber square above. 
Proposition 5.2. We have
RHom(Z{1},Z) =

a∗Z in DM
eff
MW (pt).
Z in DM effW (pt).
0 in DM effM (pt)or DM
eff
M/2(pt).
Proof. In the case of MW-motives, we see that a∗Z = K
MW
−1 by definition. By [BCDFØ20, Lemma 3.1.8,
§2], for any X ∈ Sm/k and i ∈ Z, we have
[Z˜pt(X)⊗ Z˜{1}, Z˜[i]]MW = [Z˜pt(X), a∗Z[i]]MW .
The left hand side is just
[Z˜pt(X), RHom(Z˜{1}, Z˜)[i]]MW .
So we get the first statement. The other statements follow similarly. 
Proposition 5.3. Suppose q ∈ N and p ∈ Z. We have
[Z˜(q)[p], Z˜]MW =

0 if p 6= q.
W (pt) if p = q > 0.
GW (pt) if p = q = 0.
[Z(q)[p],Z]W =
{
0 if p 6= q.
W (pt) if p = q.
[Z(q)[p],Z]M =
{
0 if p 6= 0 or q 6= 0.
Z if p = q = 0.
[Z(q)[p],Z]M/2 =
{
0 if p 6= 0 or q 6= 0.
Z/2Z if p = q = 0.
.
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Proof. We only do the case of MW-motives, the others are similar. If q = 0, the statement is clear. Now
suppose q > 0. So
[Z˜(q)[p], Z˜]MW = [Z(q − 1)[p− 1],Z]W = [Z[p− q],Z]W
by Proposition 5.2. Hence we conclude. 
Proposition 5.4.
P
n ∼= cone( An \ 0
Hopf
// P
n−1 ).
Proof. Suppose (x0 : · · · : xn) is the coordinate system of P
n. Now use the MV-sequence of the covering
{D(x0), D(x1) ∪ · · · ∪D(xn)}. 
Proposition 5.5. Suppose q > 1, p ∈ Z and p 6= q. We have
[Z(q)[p], cone(η)]K = 0.
Proof. Suppose f ∈ [Z(q)[p], cone(η)]K). The composite
Z(q)[p]
f
// cone(η)
∂
// Z(1)[2]
η[1]
// Z[1]
is zero. So h = (∂ ◦ f)[−1] : Z(q)[p − 1] −→ Z{1} is a morphism such that η ◦ h = 0. Suppose h = h′{1}
by cancellation.
We want to prove h = 0. If K = M,M/2, h = 0 by Proposition 5.3. If K = W , h′ = 0 since η
corresponds to 1 ∈ W (pt) by Proposition 5.2. So h = 0. If K =MW , we see that a∗h′ = 0 by the same
argument as before. But c∗h′ = 0 also. Then h′ factors through π∗Z[−1] by Proposition 5.1. Hence it’s
also zero by Proposition 5.3.
Hence f factors through Z, so it’s zero again by Proposition 5.3. 
Theorem 5.6. (1) Suppose n > 0. If n is odd, the Hopf morphism is zero in DM eff
K
(pt) and we
have
P
n ∼=
n−1
2⊕
i=1
cone(η)(2i − 1)[4i− 2]⊕ Z(n)[2n].
If n is even, the Hopf morphism is equal to
(0, η(n− 1)[2n− 2]) : (An \ 0, 1) −→ (Pn−1, 1) ∼= (Pn−2, 1)⊕ Z(n− 1)[2n− 2]
and we have
P
n ∼=
n
2⊕
i=1
cone(η)(2i− 1)[4i− 2].
(2) Suppose K =M,M/2. Then the Hopf morphisms are zero for any n and we have
P
n ∼= ⊕ni=1Z(i)[2i].
Proof. (1) By using the MV-sequences like in Proposition 5.4, we have a commutative diagram with
rows being distinguished triangle
Gm ⊕ A
n−1 \ 0⊕ Gm ⊗ (A
n−1 \ 0)
u
//
v

Gm ⊕ A
n−1 \ 0
w
//
s

An \ 0 //
h2=Hopf

An−1 \ 0
h1=Hopf
// Pn−2
t
// Pn−1
∂
//
.
So let’s compute the arrows.
The morphism u sends (x, y, z) to (x, y) because we have a canonical isomorphism between
sheaves
(X × Y, (x, y)) ∼= (X, x)⊕ (Y, y)⊕ (X, x)⊗ (Y, y)
for any pointed schemes (X, x) and (Y, y). Hence w = 0.
The morphism s is zero on Gm since it’s induced by constant morphism. On the second
component it’s equal to h1.
The morphism v is induced by the morphism
Gm × A
n−1 \ 0 −→ An−1 \ 0
(x0, · · · , xn−1) 7−→ (
x1
x0
, · · · , xn−1x0 )
.
If x0 = 1, v is the identity on A
n−1 \ 0 so it sends (0, y, 0) to y. If x1 = · · · = xn−1 = 1, v is zero
if n > 2 since
[Z(1)[1],Z(n− 1)[2n− 3]]K = 0
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in this case. It’s ǫ if n = 2 since it’s the inversion of Gm. Now let’s study the morphism v on
Gm ⊗ (A
n−1 \ 0). We see that
A
n−1 \ 0 ∼= Gm ⊗ (A
n−2 \ 0)[1].
Hence v = v′[n− 1] where v′ : G⊗nm −→ G
⊗n−1
m is induced by
ϕ : G×nm −→ G
×n−1
m
(x0, · · · , xn−1) 7−→ (
x1
x0
, · · · , xn−1x0 )
.
Denoting by p1 : G
×n
m −→ G
×n−1
m the projection omitting the first component. We define
ϕi : G
×n
m −→ G
×n
m
(x0, · · · , xn−1) 7−→ (x0, x1, · · · ,
xi
x0
, · · · , xn−1)
.
Hence ϕ = p1 ◦ ϕ1 ◦ · · · ◦ ϕn−1. We see that actually ϕi = ϕ1 in DM
eff
K
(pt) since we could
exchange xi and x1, which only induces an multiplication constant ǫ
i−1. Moreover, replacing x0
by 1x0 also induces an multiplication by ǫ. Hence
ϕ =

p1 if n ≡ 1(mod 4)
p1 ◦ ϕ1 if n ≡ 2(mod 4)
ǫp1 if n ≡ 3(mod 4)
ǫp1 ◦ ϕ1 if n ≡ 0(mod 4)
.
So
v =
{
η(n− 1)[2n− 3] if n is even
0 if n is odd
on Gm ⊗ (A
n−1 \ 0). Summarize, we have
v(x, y, z) =

(ǫx, y, η(1)[1]) if n = 2
(0, y, η(n− 1)[2n− 3]) if n > 2 is even
(0, y, 0) if n is odd
Now we prove the statement by induction on n. It’s clear if n = 1. So let’s suppose n > 1.
If n is even, s = h1 = 0 by induction hypothesis. Hence the morphism t admits a section t
′.
We have
[An \ 0,Pn−2]K = 0
by the induction hypothesis and Proposition 5.5, which implies that h2 factor through A
n−1\0[1].
Note that ∂ is just the projection
P
n−1 ∼= Pn−2 ⊕ Z(n− 1)[2n− 2] −→ Z(n− 1)[2n− 2],
So h2 is indeed (0, λη(n− 1)[2n− 2]) for some unit λ ∈ K
T
0 (pt). We may as well let λ = 1. The
following commutative diagram
An \ 0 // An−1 \ 0[1] //

cone(η)(n− 1)[2n− 2] //

An \ 0 // Pn−2 ⊕ An−1 \ 0[1] //

Pn //
θ

An \ 0 // An−1 \ 0[1] // cone(η)(n− 1)[2n− 2] //
shows that θ splits.
If n is odd, we have ∂ ◦ h2 = 0 by the calculation of v. So h2 factors through P
n−2, so it’s zero
by the discussion above.
(2) The morphism η = 0 by definition hence the Hopf maps all vanish. Hence the statement follows.

Proposition 5.7. Suppose i, j ∈ N and X ∈ Sm/k. We have
[cone(η)(i)[2i], Z˜(j)[2j]]MW =

0 if j − i > 1 or j < i
Z if j − i = 1
2Z if j = i
,
[Z˜(j)[2j], cone(η)(i)[2i]]MW =

0 if j − i > 1 or j < i
Z if j = i
2Z if j − i = 1
,
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[cone(η)(i)[2i], cone(η)(j)[2j]]MW =

0 if |i− j| > 1
2Z if j = i− 1
Z⊕ 2Z if j = i
Z if j = i+ 1
and
[Z˜pt(X)cone(η)(i)[2i], Z˜(j)[2j]]MW = 0
if i > j.
Proof. Applying Proposition 5.3 and the long exact sequence induced by η. 
Corollary 5.8. Suppose X ∈ Sm/k, we have
C˜H
i
(Pn) =

GW (k) if i = 0 or i = n and n is odd
Z if i > 0 is even
2Z else
,
Recall from Remark 3.1 that we have adjunctions
(γ∗, γ∗) : SH(pt)⇌ D˜M(pt), (γ
′∗, γ′∗) : D˜M(pt)⇌ DM(pt).
Proposition 5.9. (1) We have a ring isomorphism
End
D˜M(pt)
(cone(η)) ∼= Z[x]/(x2 − 2x).
(2) Suppose j = 2i− 1 ≤ n− 1. The morphism
γ′∗ : [Pn+, cone(η)(j)[2j]]MW −→ [P
n
+, cone(η)(j)[2j]]M = CH
j(Pn)⊕ CHj+1(Pn)
is injective with coker(γ′∗) = Z/2Z. Moreover, we have
(c1(OPn(1))
j , c1(OPn(1))
j+1) ∈ Im(γ′∗)
.
Proof. Let
RM = EndDM(pt)(cone(η)) RMW = EndD˜M(pt)(cone(η));
FM = [P
n
+, cone(η)(j)[2j]]M FMW = [P
n
+, cone(η)(j)[2j]]MW
.
(1) The long exact sequence of η gives a commutative diagram with exact rows
0 // [cone(η), Z˜]MW //
γ′∗ 2

RMW //
γ′∗

[cone(η), Z˜(1)[2]]MW //
∼=γ′∗

0
0 // [cone(η),Z]M // RM // [cone(η),Z(1)[2]]M // 0
,
which implies that
γ′∗ : RMW −→ RM
is injective. Since cone(η) = Z⊕ Z(1)[2] in DM(pt), we see that
RM ∼= Z⊕ Z
as rings and the splitting is given by the second row of the diagram above. Hence RMW is subring
of Z⊕Z. It has a free Z-basis {a, b} with a = (2, 0) and it must contain (1, 1) so we may assume
b = (1, 1). Hence we see that there is an ring isomorphism
Z[x]/(x2 − 2x) −→ RMW ⊆ Z⊕ Z
x 7−→ (2, 0)
.
(2) We have a commutative diagram with exact rows
0 // C˜H
j
(Pn) //
2γ′∗

FMW //
γ′∗

C˜H
j+1
(Pn) //
γ′∗ ∼=

0
0 // CHj(Pn) // FM // CH
j+1(Pn) // 0
by the long exact sequence induced by η. Hence the first statement follows.
The group FMW (resp. FM ) is an RMW (resp. RM )-module. The morphism
γ′∗ : FMW −→ FM
is an RM -morphism. By applying the functor
γ′∗ : D˜M(pt) −→ DM(pt)
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to the formulas in Theorem 5.6, we see that there exists a ϕ ∈ FMW such that γ
′∗(ϕ) is a free
generator of FM as an RM -module by [Yan19, Lemma 5.3]. So we must have
γ′∗(ϕ) = (±c1(OPn(1))
j ,±c1(OPn(1))
j+1).
Since we have shown in (1) that
γ′∗(a− b) = (1,−1) ∈ RM ,
so the second statement follows by using ±ϕ and ±(a− b) · ϕ.

Remark 5.10. The diagram
[Pn+, cone(η)(j)[2j]]MW
γ′∗
//
∼=

[Pn+, cone(η)(j)[2j]]M
∼=

[Pn+, HZ˜/η(j)[2j]] // [P
n
+, HµZ/η(j)[2j]]
does not commute for j = 2i− 1 ≤ n− 1. Since the image of the upper horizontal map contains (1, 1) by
Proposition 5.9 but that of the lower horizontal map consists of elements like (x, 2y) by Theorem 4.11.
Definition 5.11. Suppose n ∈ N and k is odd. Define
ckn = (γ
′∗)−1(c1(OPn(1))
k, c1(OPn(1))
k+1) ∈ [Pn+, cone(η)(k)[2k]]MW .
If n is odd, define
thn+1 = i∗(1) ∈ [P
n
+, Z˜(n)[2n]]MW
where i : pt −→ Pn is a rational point.
The thn+1 is independent of the choice of the rational point by [Fas13, Proposition 11.6].
Theorem 5.12. Suppose n ∈ N and p : Pn −→ pt is the structure map.
(1) If n is odd, the morphism
P
n
+
(p,c2i−1n ⊗R,thn+1⊗R)−−−−−−−−−−−−−−→ R⊕
n−1
2⊕
i=1
cone(η)(2i− 1)[4i− 2]⊕R(n)[2n]
is an isomorphism in D˜M(pt, R).
(2) If n is even, the morphism
P
n
+
(p,c2i−1n ⊗R)−−−−−−−−→ R⊕
n
2⊕
i=1
cone(η)(2i− 1)[4i− 2]
is an isomorphism in D˜M(pt, R).
Proof. It suffices to do the case R = Z. By [Yan19, Lemma 5.3], Theorem 5.6 and Proposition 5.7, we
only have to prove
(a) that p is a free generator of [Pn+, Z˜]MW as EndD˜M(pt)(Z˜)-modules;
This is clear since p corresponds to 1 ∈ C˜H
0
(Pn).
(b) that c2i−1n is a free generator of [P
n
+, cone(η)(2i− 1)[4i− 2]]MW as EndD˜M(pt)(cone(η))-modules
if 2i− 1 ≤ n− 1;
We have a commutative diagram by Proposition 5.9, (2)
End
D˜M(pt)
(cone(η))
γ′∗
//
u=cn2i−1

EndDM(pt)(cone(η))
v=cn2i−1 ∼=

[Pn+, cone(η)(2i− 1)[4i− 2]]MW
γ′∗
// [Pn+, cone(η)(2i − 1)[4i− 2]]M
where all terms are isomorphic to Z⊕ Z as abelian groups. The v is an isomorphism by the free
generator’s statement in DM(pt). The u is injective and coker(v ◦ γ′∗) = Z/2Z by computation
in Proposition 5.9, (1). The lower horizontal map is injective but not surjective by Proposition
5.9, (2). Hence we see that u must be an isomorphism. We are done.
(c) that thn+1 is a free generator of [P
n
+, Z˜(n)[2n]]MW as EndD˜M(pt)(Z˜(n)[2n])-modules if n is odd;
This is because p∗ : C˜H
n
(Pn) −→ C˜H
0
(pt) is an isomorphism by the end of the proof of
[Fas13, Proposition 11.6], so does i∗.

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Now by Theorem 4.11, we obtain unique akn, b
k
n ∈ Z such that
θk(aknc1(OPn(1))
k, bknc1(OPn(1))
k+1) = ckn.
They are independent of n by using the canonical embedding Pn −→ Pn+m and naturality of Chern
classes under pullback. So we may write ak := akn and b
k := bkn for any n ≥ k + 1 and k being odd.
Definition 5.13. Suppose S ∈ Sm/k, X ∈ Sm/S and E is a vector bundle of rank n over X. Suppose
2CH
∗(X) = 0 and k is odd. Define
c(E)k = θk(akc1(OP(E)(1))
k, bkc1(OP(E)(1))
k+1) ∈ Hom
D˜M(S)
(Z˜S(P(E)), cone(η)(k)[2k]).
We write c(E)kR = c(E)
k ⊗R (= c(E)k ⊗Z[ 12 ] R if 2 ∈ R
×) for convenience.
Definition 5.14. Let X ∈ Sm/k. An acyclic covering of X is an open covering {Ui} of X such that
CHj(Ui) = 0 for any i and j > 0.
Note that any refinement of an acyclic covering is again acyclic. Acyclic covering exists if X admits
an open covering by An.
Definition 5.15. Let X ∈ Sm/k and E be an SLc-bundle with even rank n. It’s said to be projective
orientable if there is an element th(E) ∈ C˜H
n−1
(P(E)) such that for any x ∈ X, there is a neighbourhood
U of x such that E|U is trivial and
th(E)|U = p
∗thn,
where p : U −→ pt is the structure map of U . We write th(E)R = th(E)⊗Z R for convenience.
Proposition 5.16. Let X and E as above, we have
(1) If E has a quotient bundle of rank one, E is projective orientable.
(2) If E has a quotient bundle being projective orientable, E is projective orientable.
Proof. (1) The condition implies that the structure map P(E) −→ X has a section i : X −→ P(E).
Now take
th(E) = i∗(1) ∈ C˜H
rk(E)−1
(P(E)).
By [Ana16, Lemma 2.4], this is locally equal to the pullback of thn.
(2) Suppose E/E′ is projective orientable. We have a closed immersion i : P(E/E′) −→ P(E). Now
we set
th(E) = i∗(th(E/E
′))
and again use [Ana16, Lemma 2.4].

Theorem 5.17. Let S ∈ Sm/k, X ∈ Sm/S and E is a vector bundle of rank n over X. Suppose
2CH
∗(X) = 0 and X admits an acyclic covering. Denote by p : P(E) −→ X the structure map.
(1) If n is even and E is a projective orientable bundle, the morphism
RS(P(E))
(p,p⊠c(E)2i−1
R
,p⊠th(E)R)
−−−−−−−−−−−−−−−−−→ RS(X)⊕
n
2−1⊕
i=1
RS(X)cone(η)(2i − 1)[4i− 2]⊕RS(X)(n− 1)[2n− 2]
is an isomorphism in D˜M(S,R).
(2) If n is odd, the morphism
RS(P(E))
(p,p⊠c(E)2i−1
R
)
−−−−−−−−−−→ RS(X)⊕
n−1
2⊕
i=1
RS(X)cone(η)(2i − 1)[4i− 2]
is an isomorphism in D˜M(S,R).
Proof. It suffices to do the case R = Z. Let {Ui} be an finite acyclic covering of X such that EUi is
trivial for any i. Denote by q : X −→ S the structure map.
(1) Suppose at first S = X , so Z˜S(X) = Z˜S . On each Ui, the statement follows by pulling back the
equation in Theorem 5.12, (2) to Ui. Then the statement holds on X by Proposition 2.4. Here
we have to use 2CH
∗(Ui) = 0 to ensure the naturality of c(E) by Theorem 4.11. Then the result
follows by applying q#.
(2) Suppose further th(E)|Ui = π
∗thn+1 for every i where π : P
n−1 × Ui −→ P
n−1 is the projection.
Then the statement follows by the same reasoning as above.

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Corollary 5.18. Let S ∈ Sm/k, X ∈ Sm/S and E is a vector bundle of odd rank n over X. If X
admits an ample line bundle L, we have
RS(P(E)) ∼= RS(X)⊕
n−1
2⊕
i=1
RS(X)cone(η)(2i− 1)[4i− 2]
in D˜M(S,R).
Proof. It suffices to do the case R = Z. Denote by q : X −→ S the structure map. We may assume E is
generated by its r global sections since P(E) = P(E⊗L). Then we obtain a morphism f : X −→ Gr(n, r)
such that E = f∗U where U is the tautological bundle. Then we have
Z˜Gr(n,r)(P(U )) ∼= Z˜Gr(n,r) ⊕
n−1
2⊕
i=1
cone(η)(2i− 1)[4i− 2]
in D˜M(Gr(n, r)) by Theorem 5.17, (2). Then applying q#f
∗ on the equation above gives the statement.

Corollary 5.19. Let X ∈ Sm/k admitting an ample line bundle and E be a vector bundle of odd rank
over X. We have
C˜H
i
(P(E)) = C˜H
i
(X)⊕
⌊ i+12 ⌋⊕
j=1
C˜H
i−2j+2
(X × P2)/C˜H
i−2j+2
(X).
Theorem 5.20. Let S ∈ Sm/k, X ∈ Sm/S and E is a vector bundle of rank n over X. Suppose 2 ∈ R×.
Denote by p : P(E) −→ X the structure map.
(1) If n is even and E is a projective orientable bundle, the morphism
RS(P(E))
(p,p⊠c(E)2i−1
R
,p⊠th(E)R)
−−−−−−−−−−−−−−−−−→ RS(X)⊕
n
2−1⊕
i=1
RS(X)cone(η)(2i − 1)[4i− 2]⊕RS(X)(n− 1)[2n− 2]
is an isomorphism in D˜M(S,R).
(2) If n is odd, the morphism
RS(P(E))
(p,p⊠c(E)2i−1
R
)
−−−−−−−−−−→ RS(X)⊕
n−1
2⊕
i=1
RS(X)cone(η)(2i − 1)[4i− 2]
is an isomorphism in D˜M(S,R).
Proof. The same as Theorem 5.17. Note that c(E)k is defined (over Z[ 12 ]) for all X ∈ Sm/k by Corollary
4.12. 
Now we compute the MW-motive of blow-ups as an application of the results above. Our method
follows [MVW06].
Let’s suppose from now on S ∈ Sm/k, Z,X ∈ Sm/S with Z being closed in X , X ′ = BlZ(X) and
Z ′ = X ′ ×X Z ∼= P(NZ/X), thus a Cartesian square
Z ′
i′
//
fZ

X ′
f

Z
i
// X
.
Proposition 5.21. The complex
0 −→ Z˜S(Z
′)
(i,fZ)
−−−−→ Z˜S(X
′)⊕ Z˜S(Z)
f−i
−−→ Z˜S(X)
is exact.
Proof. We prove the corresponding statement for c˜S at every U ∈ Sm/S. The exactness at c˜S(Z
′) is
clear since Z ′ −→ X ′ is a closed immersion. Suppose we have
s ∈ C˜H
dX′
T (U ×S X
′, ωU×SX′/U )
and
t ∈ C˜H
dZ
W (U ×S Z, ωU×SZ/U )
such that f∗(s) = i∗(t), where T ∈ AS(U,X
′) and W ∈ AS(U,Z) (see [Yan19, 2.1]). We could write
T = T1∪T2, where T1 ⊆ U×SZ
′ and none of component of T2 is contained in U×SZ
′. Hence s = s1+s2,
f∗(s1) = i∗(t) and f∗(s2) = 0 where si is supported on Ti (i = 1, 2). Since f is an isomorphism outside
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of Z, f∗(s2) = 0 implies s2 = 0. Hence s = i
′
∗(s
′) for a unique s′. So (fz)∗(s
′) = t since i∗ is injective.
We are done. 
Proposition 5.22. We have a distinguished triangle
Z˜S(Z
′)
(i,fZ )
−−−−→ Z˜S(X
′)⊕ Z˜S(Z)
f−i
−−→ Z˜S(X) −→ Z˜S(Z
′)[1]
in D˜M(S).
Proof. Denote by p : X −→ S the structure map. Suppose at first S = X . We prove coker((i, fZ)) ∼=
Z˜S(X) in D˜M(S). It suffices to prove the statement on an open covering of X by Proposition 2.4. Hence
we may assume by [SGA1, Proposition 2.4.9] that there is a Cartesian square
Z
i
//

X
q

A
dZ
S
j
// A
dX
S
such that q is e´tale and j(s) = (s, 0). By the same argument as in [MV99, Lemma 3.2.28], we have
Z˜S(X)/Z˜S(X \ Z) ∼= Z˜S(Z × A
dX−dZ )/Z˜S(Z × (A
dX−dZ \ 0))
as sheaves. So we may replace (X,Z, i) by (AdXS ,A
dZ
S , j). In this case, i
′ becomes a section of the
A1-bundle
X ′ = Bl
A
dX−dZ
S
(AdXS ) −→ A
dX−dZ
S × P
dZ−1 = Z ′
so
i′ : Z˜S(Z
′) −→ Z˜S(X
′)
is an isomorphism in D˜M(S). Hence
coker((i, fZ)) ∼= Z˜S(Z)
in D˜M(S) since coker((i, fZ)) is a homotopy pushout (see [Bac17, Lemma 21]). So the statement follows
since i also induces an isomorphism in D˜M(S). Finally we apply p#. 
Theorem 5.23. Suppose n := codimZ(X) is odd and Z admits an ample line bundle. We have
RS(X
′) ∼= RS(X)⊕
n−1
2⊕
i=1
RS(Z)cone(η)(2i− 1)[4i− 2]
in D˜M(S,R).
Proof. It suffices to do the case R = Z. By Corollary 5.18, fZ splits hence the triangle in Proprosition
5.22 induces a distinguished triangle
n−1
2⊕
i=1
Z˜S(Z)cone(η)(2i− 1)[4i− 2] −→ Z˜S(X
′)
f
−→ Z˜S(X) −→ · · · [1],
where the splitting of the former implies the splitting of the latter. Denote by X ′′ = BlZ×0(X ×A
2) and
Z ′′ = (Z × 0)×X×A2 X
′′. We have a morphism between distinguished triangles
Z˜S(Z
′′) //
α

Z˜S(X
′)⊕ Z˜S(Z) //
γ

Z˜S(X) //
β ∼=

Z˜S(Z
′)
v
// Z˜S(X
′′)⊕ Z˜S(Z × 0)
u
// Z˜S(X × A
2) //
where β is the zero section and α has a section p by Corollary 5.18. Now β factor through Z˜S(X
′′) by
construction (by using the section constantly equal to 1, which is homotopic to β). Hence the lower
triangle splits. Denote by w a section of v, then p ◦ w ◦ γ splits the upper triangle. 
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