If test materials or simple testing devices could be developed such that, as the student answered each question, that answer was immediately and automatically scored and recorded as right or wrong, then clearly much trouble would be saved. Moreover, results would then be available as soon as the test was finished. . . . If he is weak on certain points, the test should locate them and aid in the remedying of these weaknesses. And this should be done promptly; an instructor who never answers a student's question until 48 hours after it is asked would be considered exasperatingly inefficient. The usual testing methods are grossly at fault in all these respects (p. 417).
Such immediate feedback has been implemented in state-of-the-art computer-based instructional technology called cognitive tutors, and is considered "the best tutorial interaction style" (J. R. Anderson, Corbett, Koedinger, & Pelletier, 1995, p. 167) .
In most studies of human memory and learning of educationally relevant materials, reinforcement principles are not at issue. Even so, a compelling argument for why immediate feedback might result in superior performance can be made: If an error is allowed to stand uncorrected, it may be rehearsed, consolidated, and strengthened and may be more likely to recur than if it were immediately corrected. If feedback is given immediately, the correct answer, rather than an error, can then be rehearsed and consolidated.
A number of studies have reported better performance when feedback was given immediately. For example, Kulik and Kulik (1988) reported a meta-analysis of 53 studies that varied widely in the methodologies used. The conclusion to the meta-analysis was that although delayed feedback was often found to produce better results in laboratory studies, immediate feedback resulted in better performance in applied studies in actual classrooms, and Kulik and Kulik implied that it might be the classroom setting itself that was the key factor. Butler et al. (2007) protested that the breakdown of studies into those done in the classroom and those done in the laboratory is unsatisfying as an explanation and instead suggested that there might have been a difference in the learners' processing of the feedback in these studies. They noted (1962), Kulhavy and Anderson called the observed superior performance with delayed feedback the delayedretention effect (DRE). The explanation that Kulhavy and Anderson forwarded for the DRE was that learners purportedly forgot their incorrect answers during the delay interval when feedback was delayed but did not do so if feedback was immediate. Because of the increased forgetting of the wrong answer in the delayed condition, there was less postulated proactive interference from those incorrect answers at the time the feedback was given. With less proactive interference, the new correct answer could be more easily learned and better remembered.
Although Kulhavy and Anderson's (1972) rationale for their own results and those of the experiments that they surveyed lends credence to the idea that delaying feedback could have beneficial consequences, the design of the experiments that contributed to this conclusion invites a different explanation. The design is shown in Figure 1 . As can be seen from the figure, the total time from the initial test to the final test was held constant in these experiments. Between these two test anchors, what varies is when the feedback was given. In the immediate feedback condition, the feedback was given virtually at the time of the initial test; in the delayed feedback condition, it was given somewhat closer to the time of the final test. But this means that the time between the last presentation of the correct answer (in the form of feedback) and the final test was shorter in the delayed feedback condition than in the immediate feedback condition: The delayed feedback condition enjoyed a shorter retention interval from the last presentation of the correct answer than did the immediate feedback condition. It is well established that the retention interval-or the lag to test-is an important determinant of memory performance (see, e.g., Murdock, 1974) . This factor alone could have caused the DRE.
Although they controlled time from the initial test to the final test, but not time from feedback to the final test, in the that, in many of the classroom situations, the learners may not have paid as careful attention to the feedback when it was given at a delay as when it was given immediately and that this difference in processing of the feedback may have accounted for the sometimes-seen superiority of the immediately given feedback. Laboratory studies, being better controlled, were less susceptible to this criticism.
It is, of course, important that studies investigating differences in the timing of feedback take special care to ensure that the feedback is processed and attended to by the participants to the same extent whether that feedback is given immediately or at a delay. In the experiments that follow, we had the participants type the feedback into a computer in both the delayed and immediate conditions, rather than simply passively viewing or hearing the feedback. The first experiment was conducted in the classroom, however. If the classroom setting itself was the reason for the superiority of immediate feedback, immediate feedback superiority should also be found in our first experiment. If differences in attention to the feedback were at the root of the sometimes-seen superiority of immediate feedback in the studies that Kulik and Kulik (1988) reviewed, we would not necessarily expect that immediate feedback would be better.
The meta-analysis of Kulik and Kulik (1988) also revealed that delayed feedback sometimes resulted in superior performance, and several other lines of research underline this possibility. For example, Guzman-Muñoz and Johnson (2007) showed that in learning geographical representations, delayed feedback-which entailed seeing an entire map, including the relations among to-be-learned places-resulted in a more laborious acquisition but better eventual retention than did immediate feedback on a test of the location of individual places. Guzman-Muñoz and Johnson's result, however, might have obtained not because of the delayed feedback per se, but rather because the configural information-which was helpful to performance in this task-was more salient in the delayed than in the immediate feedback case, as Guzman-Muñoz and Johnson suggested. Other researchers have proposed other reasons for why delayed feedback might enhance later memory. Bjork and Linn (2006) proposed the idea that processing difficulties at the time of encoding can enhance memory. The processing of delayed feedback may be more difficult than the processing of immediate feedback. Butler et al. (2007) pointed to differences in the spacing of the to-be-learned materials that obtain between immediate and delayed feedback conditions. The repetitions of the information with immediate feedback tend to be massed, whereas those with delayed feedback tend to be more dispersed or spaced. Insofar as spaced practice can benefit memory, as has often been shown (see Cepeda, Pashler, Vul, Wixted, & Rohrer, 2006 , for a review), delayed feedback should benefit memory. Kulhavy and Anderson (1972; see also Kulhavy, 1977) found that delayed feedback resulted in better eventual performance than did immediate feedback in 8 of the 11 experiments that they surveyed, as well as in their own reported study. being given immediate feedback), we could look at the effect of immediate versus delayed feedback while keeping lag to test constant. We could do the same thing with the questions that were given feedback on Session 3, some of which were items presented in Session 2 being given delayed feedback and some of which were items presented in Session 3 being given immediate feedback. We were also able to investigate the effect of immediate and delayed feedback when the time from the original event was held constant but there was a lag-to-test artifact, as in the previous experiments that showed the DRE.
Our hypothesis was that when the lag to test was allowed to vary, as in previous experiments, we would find better performance under delayed feedback than under immediate feedback conditions. The delayed feedback items would be the items that, on average, would have been presented for the last time closer to the test, and there would hence be a shorter retention interval. We predicted a diminution or even reversal of this effect when the lag to test was held constant. A reversal, with immediate feedback being superior, would be consistent with the view that immediate feedback is best in a classroom situation. It is also consistent with the idea that errors that were not immediately corrected might be strengthened or consolidated in the delay interval and might pose overwriting problems or interference with the correct answer. A diminution in the DRE, but one that still resulted in delayed feedback being better than immediate feedback, would be consistent with the idea that the delayed feedback condition would benefit from the greater spacing between the first presentation of the correct answer and the feedback and also with the possibility that the delay interval would result in forgetting of the errors and a decrease in proactive inhibition on the learning of the correct response. Thus, we predicted a diminution but did not know whether the DRE would reverse or not.
In Experiment 1, we focused on grade school children who were learning materials needed for their social studies class in a classroom setting. The reason for our focus on children in this experiment was that the importance of memory-enhancing variables may be more pronounced in this group of learners than it is in older and more sophisticated learners. We have found in previous studies (e.g., Metcalfe, 2006) that manipulations that enhance memory sometimes have a larger effect on grade school children than on college students. The latter can and often do compensate for shortcomings in the presentation of the materials and enact effective study strategies on their own. Grade school children are less likely to do so, leaving more of the onus on the teacher (or experimenter). Additionally, the main practical value of our study may be in grade school settings. Thus, our central interest was to investigate these effects with grade school children. In Experiment 2, however, we extended the research to college students.
There were three conditions: immediate feedback, delayed feedback, and no feedback. The experiment took place over the course of four sessions, with the final test occurring on the fourth. An overview of the design is shown in Figure 2 . experiments described by Kulhavy and Anderson (1972) even modern experimenters have not investigated this possible locus of the DRE. Differential lag to test may have contributed to some of the results. For example, in Experiment 1 reported by Butler et al. (2007) , immediate feedback was given right after reading the to-be-remembered passages, whereas delayed feedback was given only 10 min later, and the final test was conducted at a 1-day interval (i.e., 1,400 min later). The ratio for the time from immediate feedback to the final test to the total from initial test to the final test (1,400 min/1,400 min 5 1.00) and that for the time from delayed feedback to the final test to the initial test to the final test (1,390 min/1,400 min 5 .99) were almost identical. This experiment failed to demonstrate a significant DRE. In their second experiment, however, these lag-to-test ratios differed more substantially. As before, the ratio for immediate feedback was close to 1.00. The delayed feedback in this second experiment was given 1 day following the initial test, with the final test being 7 days following initial test, resulting in a ratio of .86-a much greater difference than in the first experiment-and a significant DRE was produced. Although there are exceptions (see , it seems plausible that much of the advantage of delayed feedback over immediate feedback that has been documented in past studies was attributable to a difference between conditions in lag to test. If the lag to test were constant, it is possible that no delayed feedback effect would occur, or even that immediate feedback would produce superior results.
ExpEriMEnT 1
To investigate the timing of feedback, we needed a design in which the lag to test was the same in the immediate feedback and delayed feedback conditions. We also sought to ensure that the feedback itself was processed fully in both feedback conditions. Accordingly, we designed a four-session experiment in which the sessions were spaced a day or two apart. There were three sets of to-be-learned materials. After studying and being tested on a set of questions, the participants were given immediate feedback (which they then had to type into the computer themselves) on some of the questions on which they had made errors, delayed feedback on some (which, again, had to be typed in), and no feedback on some. The delayed feedback for the questions on which the students had made errors in the first session, however, occurred a few moments before the immediate feedback given to the errors that the students had made to questions on the second session, and the delayed feedback to the errors that the students had made during the second session was given during the third session, just before the immediate feedback to the errors made on the third session. Finally, on the fourth session, all items that had been incorrect were tested. By comparing performance on the questions that had been given feedback on Session 2 (i.e., items that were Session 1 questions being given delayed feedback, as well as items that were Session 2 questions sessions. Learning and feedback took place during the first three sessions; the fourth session consisted of a delayed test.
Twenty-four new words were introduced during each of the three learning sessions (Sessions 1-3). During the learning sessions, there were four phases: delayed feedback from the previous session (which did not occur in Session 1), presentation of the new definitions, initial test on the new definitions, and immediate feedback on one third of the new definitions (randomly selected). Instructions explaining each phase were presented before the phase began.
Learning phase. The first phase of the experiment was the presentation phase. During the presentation phase, the 24 new words for the session were presented, one at a time. Each word was shown for 2 sec. At the same time, a recording of the word being spoken was played aloud over the participant's headphones. The definition was then presented for 6.5 sec, during which time a recording of the definition was played aloud and the word being defined remained onscreen. Then the recording of the defined to-be-remembered word was played again for another 2 sec. initial test. Initial learning of all 24 items was followed by an initial test. During the initial test phase, the participants were presented with each definition, one at a time. They were asked to type in the target word. If their responses were correct, they received a gold coin. If they had enough gold coins to convert to a pot of gold, this occurred onscreen, and if they had enough pots to advance a dragon level, this also occurred onscreen as soon as the critical correct response was typed in. The items that the participants answered correctly during the initial test were removed from the rest of the experiment; that is, they were not presented or tested again, nor were they included in the data analysis. By removing these items, we ensured that feedback would be manipulated only for items that the participants could not answer correctly during the initial test.
Feedback. After the entry of each item in the initial test, the items that had been incorrect were randomly divided into three feedback conditions: delayed feedback, immediate feedback, and no feedback. The items were assigned randomly in equal numbers to each condition. The initial test phase was followed directly by the immediate feedback phase. As in the initial study phase, each word was shown for 2 sec, accompanied by a recording of the word being spoken aloud, and then the definition was presented for 6.5 sec, accompanied by a spoken, computerized 2-sec sound bite of the answer, after which the word, which was already showing, was spoken aloud again
Method participants
The participants were 27 students enrolled in Grade 6 at The School at Columbia University in New York City. About half of the students were the children of university faculty and staff; the other half were from the local neighborhoods of Morningside Heights and Harlem.
instructions and interface
The experiment was run on Macintosh iBook computers using a computer program that presented learning as a fun and exciting game, which we called Dragon Master. The game aspect of the program was designed to motivate participants, without hindering their learning at a cognitive level. The story behind the game was that the participant was a dragon who started as an egg and grew larger and more powerful (i.e., advanced through the levels of the game) by answering questions correctly. The background on the screen appeared to be the inside of a cave. Correct answers were rewarded with coins that were displayed on the screen and that could be converted into pots of gold; when enough pots of gold were accumulated, the dragon advanced to a new level. The levels included hatching, developing wings, learning to fly, breathing fire, and so forth. An image of the dragon at its current stage of development was displayed on the screen. The instructions were presented on the screen, and at the same time, a recorded voice spoke the instructions aloud. The voice explained the story and said that he was Merlin, the dragon's wise guide. There was ominous background music during the instructions, as well as a picture of Merlin. The children were excited about earning the coins and pots of gold, as well as progressing to various dragon levels, and enjoyed the game-like quality of the experiment.
procedure
There were four experimental sessions. The first session was on a Thursday; the second session was 1 day later, on Friday; the third session was 4 days later, on the following Tuesday; and the fourth session was 1 day later, on the immediately following Wednesday. Thus, the four sessions took up four consecutive periods of a regularly scheduled social sciences class during normal class time. The sessions were conducted in two classrooms (which were the home rooms for the participants). school only when administering the experiment, but the children had access to their own computers at other times. Unfortunately, we were unable to use their data if they did this. (We were able to see that they had gone into the program between official sessions because all entries on the computer were time stamped.) Of the 18 participants whose data were included, 12 completed all four sessions as planned; the other 6 completed three sessions (two consecutive study sessions and a test session). Since lag to test could be controlled in the 6 participants who completed only three sessions, for the sessions that they completed, and since all analyses were within participants, their data were included. We computed the proportion correct for them on the basis of only the items that they had studied and on which they were given feedback. There were no significant differences between the participants who had completed only two study sessions and the participants who had completed all three study sessions.
In all of the experiments reported here, answers on the final test that were almost correct but contained misspellings were counted as correct. Final test accuracy was analyzed using a lenient scoring letter-match algorithm developed by Brady Butterfield, which corresponds to what independent scorers would usually consider to be correct but perhaps a spelling mistake. The results were the same, however, when we used a strict scoring algorithm requiring that the answers be letter perfect.
Because some items were given delayed feedback and others were given immediate feedback or no feedback, there were differences between the conditions with respect to the lag between an item's final study opportunity and the final test, which we simply collapsed over sessions. For example, items initially studied in Session 3 that were assigned to the immediate feedback or no-feedback condition were last studied during Session 3; items initially studied in Session 3 that were assigned to the delayed feedback condition were last studied in Session 4. Thus, we analyzed the data in two different ways: not controlling for lag to test and controlling for lag to test.
Uncontrolled for Lag to Test
In this first analysis, all items that had been incorrect and hence assigned to the immediate feedback condition (including those initially tested and given feedback on Session 1), had been assigned to the delayed feedback condition (including those initially tested on Session 3 and for which feedback was given on Session 4, just before the test), or had been assigned to the no-feedback condition were included in the analysis. The inclusion of all of the items meant that the average lag to test was greater in the immediate feedback (4.16 days, SE 5 .24) than in the delayed feedback condition (2.20 days, SE 5 .16). When the data were analyzed thus, without controlling for lag to test, as is shown in Figure 3A , there was a significant effect of feedback condition [F(2,34) 5 39.13, p , .0001, η p 2 5 .70], as was expected. Post hoc Tukey tests revealed that performance in the delayed feedback condition was superior to performance in both the immediate and nofeedback conditions. for 2 sec. Then the word disappeared, and the participant was asked to type it in. If they typed it in correctly, they went on to the next item; if they did not type it in correctly, the word reappeared and was spoken aloud for another 2 sec, and then it disappeared and the participants were again asked to type it in. This process repeated until the correct answer was typed in. After all of the designated items had received feedback, the feedback cycle was repeated a second time. The mean number of attempts that were made by the children to the correct answer during this feedback phase was 1.49 on the first cycle of the feedback and 1.23 on the second cycle of the feedback. The very few errors until correct were largely spelling or typing errors. The requirement that the participants type in the correct answer was designed to ensure that the participants were actively paying attention and that they encoded the feedback correctly.
During Session 1, there was no delayed feedback phase, of course. Sessions 2-4, however, began with delayed feedback on the items studied during the previous session. The procedure used to give delayed feedback was the same as the procedure used to give immediate feedback, except, of course, that it occurred at the beginning of the next session.
Final test. The final test occurred during Session 4. Session 4 began with delayed feedback on the items assigned to the delayed feedback condition in Session 3, after which the final test began. The final test consisted of all of the items assigned to the delayed test condition. Each definition was presented, one by one, and the participants were asked to type in the corresponding word.
Materials
The materials were 72 vocabulary words, supplied by the Curriculum Director of The School at Columbia University, Marc Meyer, who designed the Grade 6 social science course and the corresponding materials for our study. The materials were very difficult (for Grade 6 children) vocabulary items related to a unit that the students were studying about Mexico (although the definitions were not related to the Spanish language). For example, two of the worddefinition pairs were inefficiency-"performing tasks in a way that is not organized or failing to make the best use of something, especially time"-and inscription-"words or letters written, printed, or engraved on a surface."
Setting
The experiments took place over the course of four consecutive regularly scheduled social science classes in the students' classroom, during school hours. The school provided each student with a Macintosh iBook computer to use throughout the year. The software used to conduct the experiment was loaded onto the students' own computers before the experiment began. The students' teacher introduced the experimenters at the beginning of the first session but was not present during the experiment; there were 2 or 3 adult assistants in each of two rooms, including 1 or more of the authors and a research assistant, during the experiment. The 27 students were divided between two classrooms. Each student wore headphones, and distractions during learning and testing, although not nonexistent, were minimal.
results

Exclusions
Data from 9 of the 27 participants were excluded, either because the participants missed multiple sessions because of absences from school or because they accessed the program on their computers at times other than the class times in which they were supposed to be doing the experiment, as had been designated by the experimenters. Some students were highly motivated by the Dragon Master game and played the program during recess and breaks. The experimenters could not control this, since they were at the as a factor. Session, in this analysis, meant the session on which the feedback was given, which for immediate feedback was also the session on which the items had first been studied and tested, but for delayed feedback was the session that followed the session on which the item had originally been studied and tested. Unfortunately, there were many empty cells when the data were treated in this way, because there were not a sufficient number of incorrect responses to provide data in each of the three feedback conditions in each of the two sessions, and so the data from only 11 participants qualified for the analysis. The effect of session was not significant (F , 1), nor was the interaction between session and feedback significant (F , 1). The effect of feedback, however, was significant [F(2,20) In the second analysis, because session had not been significant in the previous analysis, we collapsed over session. This allowed the inclusion of data from all of the participants. We computed the mean number of days between the last presentation of the correct answer, in the form of feedback, and the final test for both the immediate and delayed feedback conditions. The mean number of days from feedback to test was 2.44 (SE 5 .26) in the immediate feedback condition and 3.13 (SE 5 .31) in the delayed condition. These were not significantly different [t(17) 5 1.44, p . .05]. Being reassured that collapsing did not introduce a difference in lag to test between the two critical conditions, we then conducted an ANOVA on the collapsed data. The effect of feedback (delayed feedback, immediate feedback, or no feedback) was significant [F(2,34) 5 12.37, p , .001, η p 2 5 .42]. As can be seen in Figure 3B , when no feedback was given, performance was extremely poor. Immediate feedback improved performance substantially, but delayed feedback improved it even more. Post hoc Tukey tests revealed significant differences among all three conditions: Final test accuracy was highest in the delayed feedback condition, which was significantly higher than recall in the immediate feedback condition, which was significantly higher than recall in the no-feedback condition. Thus, in this experiment, we found a beneficial effect of delaying feedback, regardless of whether lag to test was controlled.
Discussion
Delayed feedback was superior to immediate feedback in this experiment. Although the effect was larger when lag to test was not controlled, it was still a large and significant effect even when we controlled for lag to test. Thus, the superiority of delayed feedback in this experiment was not due only to a differential lag to test, as might have been the case in previous experiments.
It might be objected that in our experiment, the participants almost certainly and immediately knew that their incorrect responses-including those assigned to the immediate condition, the delayed condition, and the nofeedback condition-were incorrect. Although they were
Controlled for Lag to Test
To control for the differential time to test, we first excluded items studied in Session 3 that were assigned to the delayed feedback condition and so were last studied in Session 4. We also excluded items studied in Session 1 that were assigned to the immediate feedback or no-feedback conditions. The data were then analyzed in two ways. First, we conducted an ANOVA treating session (either 2 or 3) learning was conducted within the Dragon Master game shell, described above, was manipulated. For half of the participants, the exact same program as had been used with the children was used, except that the new materials were inserted into the program. For the other half of the participants, the Dragon Master game shell, including the music, the various game levels, the Merlin wise guide prologue, and the dropping of gold coins with correct responses, was simply eliminated and replaced by plain text instructions on the computer. The no-game participants underwent the same procedure and timing of study and feedback (including the entry of the responses, as well as the spoken words and definitions) as did the participants who had the game frame. We had been unable to test the effects of the Dragon Master game itself with the children, because they were so engaged by the game that it would have been perceived as punitive to test some of them without it. Including a no-game condition also allowed us to determine whether having the feedback at the time of responding had any effects, since in the no-game condition, no gold coins or other indications occurred at responding. We did not think this had an effect, but the second experiment allowed us to check. The fourth main difference was that the experiment was conducted in our laboratory rather than in a classroom setting.
Method
The participants were 20 Columbia University students who were paid for participating. The materials were 75 difficult vocabulary word-definition pairs, given in the Appendix. At the beginning of each session, 25 rather than 24 word-definition pairs (as had been the case in Experiment 1) were presented for study and subsequent test. The design was otherwise identical to that of Experiment 1, except that there was also a between-participants factor, Dragon Master (game or no game). The mean gap between Sessions 1 and 2 was 3.85 days; between Sessions 2 and 3, it was 3.85 days; and between Sessions 3 and 4, it was 2.35 days. The mean number of attempts that were made by the adults to produce the correct answer during the first cycle of feedback was 1.12 and was 1.04 on the second cycle of feedback; that is, most attempts were correct on the first try.
results
In the first analysis, we included Dragon Master (game or no game) as a factor. Neither the effect of Dragon Master (F , 1) nor the interaction between Dragon Master and feedback [F(2,36) 5 1.09] was significant. Because the game made no difference whatever to performance, we collapsed across this factor for the subsequent analyses. Notably, having all the feedback involved in the game and also having the partial feedback concerning the correctness of answers made no difference on any dependent measure.
Uncontrolled for lag to test. We conducted an analysis on the three feedback conditions uncontrolled for lag to test. The lag to test in the immediate feedback condition was 6.25 days (SE 5 .21), and in the delayed feedback condition, it was 2.77 days (SE 5 .49). As is shown in Figure 4A , there was an effect of feedback [F(2,38) 5 17.68, MS e 5 .05, p , .0001, η p 2 5 .482]. Delayed feedback gave rise to better performance (M 5 .47, SE 5 .06) than did immediate feedback (M 5 .25, SE 5 .07) or no feedback not explicitly told this, they were given highly salient positive feedback-in the form of gold coins dropping and dragon levels changing-when they made a correct response. When no gold coins dropped, they could infer that they had given an incorrect response. Pashler et al. (2005) called this labeling of whether a response was correct or incorrect partial feedback. It is conceivable that had we given no feedback at all, rather than such partial feedback, until the immediate or delayed corrective feedback was given, our results might have been different. Although this is, of course, possible, we think that it is unlikely. Pashler et al. included treatment combinations in which no feedback was given and partial feedback was given. Partial feedback-the participants being told that answers were correct or incorrect-had no effect whatsoever. In their experiment, it was only when feedback in the form of the correct answer was given that there was a beneficial effect. Thus, although we cannot definitively rule out the possibility, we have no principled reason to suppose that partial feedback qualified our results. In Experiment 2, however, we were able to further investigate this possibility because one condition was just like those in Experiment 1 and had partial feedback, whereas the comparison condition did not use the Dragon Master game, and so did not include partial feedback.
Two explanations of the results of this first experiment seemed viable. The first was that given by Kulhavy and Anderson (1972) concerning errors. As was suggested by Kulhavy and Anderson as the reason for the DRE, the children may have been more likely to have forgotten their incorrect answers during the days that followed the initial test in the delayed condition than if no delay had been interposed. The incorrect responses-because of this increased forgetting-might have interfered less with the acquisition of the correct responses in the delayed condition than they would have had the feedback been given immediately, when those incorrect responses were still fresh in the mind.
The second explanation for the enhanced performance seen with delayed feedback was that given by Butler et al. (2007) -namely, that with delayed feedback, there was a greater spacing from the original presentation of the correct answer to the second correct presentation that was given at the time of feedback. In the immediate feedback condition, the repetition of the correct answer was similar to massed practice, whereas in the delayed feedback condition, it was more like spaced or distributed practice. Many studies have shown the beneficial effects of distributed practice (see Pashler, 2007, and Son, 2004) .
ExpEriMEnT 2
We conducted a second experiment, like the first one but with four differences. First, the participants were college students rather than Grade 6 children. Second, the materials were appropriate to college studentsdefinition-word pairs that were at approximately the level of difficulty of the vocabulary tested in the GRE (or possibly more difficult)-rather than definitions used in a Grade 6 social studies curriculum. Third, whether the in Experiment 1, we had to eliminate many participants in this analysis. Only 12 participants had data in all three feedback conditions in each of the two sessions, and as a result, no effects were significant. In the second analysis, since session did not show any significant effects, we collapsed across sessions, but we computed the number of days between feedback and test in the immediate and delayed feedback conditions to be sure that collapsing did not introduce a lag-to-test confound, which it did not. The mean number of days from feedback to test in the collapsed data in the immediate condition was 4.67 days (SE 5 .43), whereas it was 4.12 days (SE 5 .32) Figure 4B . The smallest difference between any of the three feedback means, as determined by a two-tailed Tukey test, was .18. The difference between the delayed feedback condition and the no-feedback condition was .18; the difference between the immediate feedback condition and the no-feedback condition was .18; the difference between the immediate feedback condition and the delayed feedback condition of .001 was not close to being significant.
GEnErAL DiSCUSSion
In both experiments, the difference between the delayed feedback condition and the immediate feedback condition-a difference that favored delayed feedbackwas greater when the lag to test was uncontrolled than when it was controlled. Thus, both experiments implicate this lag-to-test factor as being important and as benefiting the delayed feedback condition. However, once lag to test was controlled, the results of the two experiments differed. The experiment with children still revealed a benefit for delayed feedback, whereas the experiment with adults showed no difference between the delayed and immediate feedback conditions. Why, once this confound of lag to test was eliminated, might the college students not have benefited from delayed feedback, whereas the grade school children did? The first and most obvious reason is that adults and children might simply be different. Second, differential spacing effects have been proposed (Butler et al., 2007) as a reason that delayed feedback might be more beneficial than immediate feedback. However, there was little difference in the experiments in the objective amount of spacing between the immediate and delayed conditions for the children and that for the adults, since the experimental procedures and timing were similar for the two groups. Past research has shown that both groups benefit from spaced practice (Vlach, Sandhofer, & Kornell, 2008 ), but we could find no indication that the children benefitted more. Third, it had been thought (Kulik & Kulik, 1988) that studies conducted in the classroom might be different from those done in the laboratory. However, this possible difference goes in the wrong direction for our data. Past studies conducted in the classroom have favored immediate feedback over delayed feedback, whereas our experiment that was conducted in the classroom (Experiment 1) (M 5 .07, SE 5 .03). All differences among these three means were significant, as determined by Tukey tests.
Controlled for lag to test. As in Experiment 1, we eliminated items given immediate feedback on Session 1 and given delayed feedback on Session 4, and then we conducted two analyses on the data controlling for lag to test. In the first analysis, we included the session on which the feedback had occurred (2 or 3) as a factor. As may be an important determinant of when feedback should best be given. When there are many commission errors to correct, it may be less beneficial to delay feedback. These errors may, indeed, become entrenched during the delay, and it may be helpful to weed them out quickly. Experiments in which commission errors, the age of the participants, the delay of feedback (controlled for lag to test), and the spacing from the first presentation of the materials until the presentation of feedback are parametrically varied are needed to fully address this possibility. Such experiments will contribute to our understanding of how to best help children and adults correct their errors.
ConCLUSionS
In most studies in which the relation between immediate and delayed feedback has been investigated, the time between the original test and the final test has been kept constant, but doing so results in the last presentation of the correct response, which is given by the feedback itself, being closer to the time of test in the delayed condition than in the immediate condition. When we allowed the feedback to be confounded with retention interval in this way, we, too, found that delayed feedback resulted in performance superior to those with immediate feedback. Although we treated this as a confound in our experiments, in practical terms, there is an obvious benefit to a short retention interval, which students would ignore to their peril. Having the last correct presentation of the correct answers as close to the test as is possible results in a test advantage.
In the experiments that we have presented here, one conducted with Grade 6 children and one conducted with college students, we were able to separate the effect of this often-seen retention interval difference between immediate and delayed feedback from other effects of delay of feedback by using a multiple-session design in which the retention interval of the delayed feedback and immediate feedback were equated. When we controlled retention interval, the recall data of the Grade 6 children still showed a benefit from delayed feedback relative to immediate feedback, but the recall data of college-aged adults did not. The difference might, of course, have been just a result of the age difference. However, the college students also made many more commission errors than did the children. We suggest-although we leave the definitive resolution to future research-that the difference in the beneficial effects of delayed feedback between the two groups might have been attributable to this difference in commission errors. Benefits in recall due to spacing effects (which are inherent to comparisons between immediate and delayed feedback) tend to favor delayed feedback. When there are few errors of commission, as in our children's data, the benefits of spacing weigh in strongly in favor of delaying feedback. However, when there are many errors, the benefits of spaced practice seen with delayed feedback may be offset by the recall advantage that accrues to correcting errors without delay.
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Errors (of commission) were the fourth factor that had been proposed as being important in determining whether delayed or immediate feedback would be more beneficial. Accordingly, we looked for differences in this factor. As detailed in the introduction, however, there were two contrasting positions concerning the effects of errors. By Kulhavy and Anderson's (1972) view, errors should have been forgotten more when the feedback was given at a delay than when feedback was immediate. Less proactive inhibition would therefore occur in the delayed feedback condition, providing an advantage to that condition. By this view, the group with more errors should have benefited more from delayed feedback. The alternative view was that errors might be rehearsed, consolidated, and strengthened if they were not immediately corrected. Performance should have been enhanced by immediately eradicating errors, because they would then have less chance to harm memory for the correct answer. By this view, the group with more errors should benefit more from immediate feedback. By the first line of reasoning-given that the children benefited more from delay than did the adultswe expected to see more errors of commission in the children's data. By the second line of reasoning, we expected to see more errors of commission in the adults' data.
There was a difference in the proportion of errors of commission between the two experiments, and the adults made more of them (M 5 .61, SE 5 .07) than did the children (M 5 .40, SE 5 .06) [t(42) 5 2.22, p 5 .03]. This difference between the two experiments and the finding that the children benefited more from delayed feedback suggest the possibility that when there are few errors to be contended with, delayed feedback is better. However, when there are many commission errors, the balance shifts toward immediate feedback. The finding that the benefit of delayed feedback was greater in the group with fewer, not more, errors goes against the idea of Kulhavy and Anderson (1972) that the benefit of delayed feedback results from decreased proactive inhibition resulting from the forgetting of errors. It seems, instead, that immediately correcting errors may be advantageous, but that there may be a tradeoff between the advantage and an opposing beneficial effect of spaced practice that occurs with delayed feedback.
The possibility exists, then, that it was the difference in the proportions of commission errors and whatever cognitive processes must be rallied to overcome these errors, rather than the differences in the ages of the participants, that led to the children showing a benefit of delayed feedback that the adults did not show. In the present research, we have sought to control one factor: lag to test. Our data indicate that this factor is important in determining whether immediate or delayed feedback is most helpful. When it is controlled, the benefits of delaying feedback are consistently diminished. But in what we thought was a simple age comparison that would produce equivalent results, we found an unexpected difference between children and adults. The finding that the number of commission errors was also different between these two groups leads to the conjecture that the proportion of commission errors 
