Introduction and statement of the main results
In this paper, we are mainly interested in the resolution of a class of nonlocal problems governing the equilibrium of a plasma in a Tokamak (a toroidal machine). For a detailed presentation of this model, we refer the reader to [3] , [23] , [33] and the references therein. The configuration is assumed to be axi-symmetric (for example the cylindrical machine), thus the problem can be reduced to a two-dimensional one in the meridian section of the torus. From the Maxwell equations and the magnetohydrodynamic theory of equilibrium in the plasma, one can deduce that the flux function u satisfies the problem where Ω (representing the cross section of the Tokamak) is a bounded, open and connected subset of R 2 with regular boundary ∂Ω with the outward unit normal n.
The set Ω p := {u > 0} is the region occupied by the plasma, the set Ω v := {u 0} is the vacuum region. The term f (x, u) represents the derivative dp/du where p is the pressure term. The exact expression of f cannot be obtained from the MHD system and some constitutive law must be assumed. A simple model is proposed that f depends on u in a local way (the typical example is f (u) = λu + ). This typical model was considered by several authors to study the equilibrium states of a confined plasma in Tokamak devices (see [2] , [33] , [35] ) and in Stellarator devices (see [7] , [8] , [9] , [25] ).
Assuming that the fluid is adiabatic, a more sophisticated model is considered by H. Grad in [14] (see also [23] , [34] and [17] ): f depending on u in a nonlocal way, i.e. f depends on x, u, |u > u(x)|, u ′ * (|u > u(x)|) or even the term u ′′ * (|u > u(x)|), where u * denotes the decreasing rearrangement of u (see Section 2 below) and u ′ * (s) = du * /ds. When f depends on the nonlocal term |u > u(x)|, this model has also been studied in literature (see [13] , [18] , [19] , [21] , [22] , [26] , [29] ). Rakotoson has studied a GradShafranov problem in [28] in the case of f (x, u) = k(|u > u(x)|)u ′ * (|u > u(x)|). Ferone et al. [10] (see also [11] ) have considered the case of f (x, u) = G(x, u, |u > u(x)|, k(|u > u(x)|)u Concerning the case f (x, u) = g(u, |u > u(x)|, u ′ * (|u > u(x)|)) in a Stellarator model, the existence of solutions has been studied recently in [37] .
In this paper, we consider problem (P) with the general pressure law (Ω) with r > 1. As in [6] (see also [3] , [33] , and [28] ), λ > 0 is the parameter which represents the ratio between the particle pressure and the magnetic pressure. Clearly, under this pressure law, problem (P) is equivalent to the problem Our main goal in this paper is to study the existence of solutions to problem (P). The main difficulties lie in the boundary conditions, and the facts that the operator is in general not coercive and the nonlinearity g is only known to be continuous on V = {v ∈ H 1 (Ω) : |{x : ∇v(x) = 0}| = 0}. To overcome these difficulties, we will introduce a truncated problems (P h ) which will be approximated by a family of problems (P hε ), and solve the problem (P hε ) by means of the Galerkin method and a topological degree theory. Finally, thanks to the L ∞ estimates on u h+ (see Theorem 4.3), we prove that u = u h is a solution of problem (P) if h is large enough. Thus, as in [21] (see also [29] ), our main results are stated as follows.
dx > I and
where W is defined as
Assume that (1.2) holds and ϕ is a monotone increasing function, then problem (P) admits a solution u ∈ H 1 (Ω) ∩ W 2,α (Ω) with u + ∈ L ∞ (Ω) in the following sense:
R e m a r k 1.1. We point out that Ω g(x) dx > I is a sufficient condition for the existence of a free boundary u | ∂Ω < 0 and u + ≡ 0. Indeed, we have
thus u + ≡ 0. Moreover, arguing as in (4.40), we obtain u | ∂Ω < 0. The existence of a free boundary to problem (P) (or (P)) is physically expected, since the plasma can not touch the vacuum vessel ∂Ω in this case.
R e m a r k 1.2. We observe that the above function u does not satisfy the standard notion of solutions to problem (P), since the term λϕ(u + )|k(|u > u(x)|)u ′ * (|u > u(x)|)| q does not appear in the equation of problem (P), but is replaced byf . This is due to the fact that the nonlinearity is only known to be continuous on V. Under some additional assumptions on g, we prove that |{x : u(x) > 0 and ∇u(x) = 0}| = 0 and thus u is a solution of problem (P) in the standard sense. More precisely, we have 
to problem (P) in the standard sense.
R e m a r k 1.3. Condition (1.3) is important to obtain the L ∞ estimates on the function u h+ (see Theorem 4.3) and then to get the existence of the solution u. If ϕ ∈ L 2/q [0, ∞), then we can also obtain L ∞ estimates on u h+ and prove the existence of solutions to problem (P) without condition (1.3). Moreover, the assumption that ϕ is monotone increasing is removed. This result is stated as follows.
Theorem 1.3. Let q be a positive constant with 1 q < 2 and 0 g ∈ L r (Ω).
in Ω, then u is a solution to problem (P) in the standard sense.
R e m a r k 1.4. If ϕ ≡ c 0 (a positive constant), then ϕ ∈ L 2/q [0, ∞). However, we can still get the existence of a solution u to problem (P) without condition (1.3). This result is stated as follows.
R e m a r k 1.5. The operator ∆ can be extended to a more general operator of the form div (a(x)∇u) with a ∈ C 1,β (Ω). Furthermore, it is possible to adopt our results to the more general problem
in Ω, u = γ (a negative constant to be determined) on ∂Ω, − ∂Ω ∂u/∂n = I (a given positive constant), under some appropriate assumptions on f . This paper is organized as follows: In Section 2, we first recall the notions of the monotone and relative rearrangements of a function, as well as some of their properties. In Section 3, we prove some results used in the Galerkin approximation. In Section 4, we first introduce a family of truncation problems (P h ) and then prove the existence of solutions to (P h ). Finally, we complete the proofs of the main results.
Properties of the decreasing and relative rearrangement
Let Ω be a connected and bounded open measurable subset of R 2 (here we consider the two dimensional case, but the definitions and some of the results hold for any dimension N 2), we denote by |E| the Lebesgue measure of a measurable set E. Given a measurable function u : Ω → R, we will say that u has a flat region at the level t if |u = t| = |{x ∈ Ω : u(x) = t}| > 0. We recall that there exists an at most countable family D of flat regions P u (t i ) = {u = t i } (see [7] , [22] ). The union of all the flat regions of u is denoted by P (u) = i∈D P u (t i ).
We define the distribution function µ u (t) of u as follows:
The decreasing rearrangement u * of u is defined as the generalized inverse function of µ u (t), i.e.
We shall use the following classical result about the decreasing rearrangement.
Lemma 2.1 (see [20] and the references therein). Let u and v be measurable functions in Ω, then the following assertions are true.
(1) µ u (u * (s)) s, ∀s ∈ Ω * . Moreover, if u has no flat regions, then µ u is continuous and µ u (u * (s)) = s. (2) u and u * are equimeasurable, i.e. |u > θ| = |u * > θ| ∀θ ∈ R.
and it is a contraction, i.e.
Lemma 2.2 (see [24] ). Let F ∈ L 1 loc (Ω * ), F 0 and u ∈ W 1,1 (Ω) with u 0.
Then for all s and s ′ with s s ′ in Ω * , we have
Now we recall another notion: the relative rearrangement.
where (v| Pu(u * (s)) ) * is the decreasing rearrangement of the restriction of v to P u (u * (s)).
Lemma 2.3 (see [22] , [20] , and [27] 
Definition 2.1. The function dw/ds is called the relative rearrangement of v with respect to u and is denoted by v * u .
The relative rearrangement has several properties as follows (see also [8] , [25] , [22] , [27] ).
Then the following assertions hold:
We also need the notion of a co-area regular function (see [1] ):
For θ ∈ R we set µ u,0 (θ) := |{x ∈ Ω : u(x) > θ and ∇u(x) = 0}| and µ u,1 (θ) = µ u (θ) − µ u,0 (θ). We will say that u is a co-area regular function if the Radon measure (µ u,0 )
′ is singular with respect to the Lebesgue measure on R.
Lemma 2.5 (see [8] and [28] ). If u ∈ W 2,p loc (Ω) for some p > 1, then u is a co-area regular function. Lemma 2.6 (see [8] , [26] , and [1] ). Let v be a co-area regular function of
where k is defined as in (1.1).
Now we recall the notion of the mean value operator introduced in [22] (see also [26] ).
We define the second category mean value operator M u,v (ϕ) as the function
Lemma 2.7 (see [9] and [22] 
If |P (u)| = 0 the last equality is reduced to
Lemma 2.8 (see [24] and [31] ). Let u ∈ W 1,p 0 (Ω) and v = |u|, where p > 1. Then for a.e. θ ∈ [0, ess sup
Some useful results
As mentioned in the introduction, the proof of Theorem 1.1 is based on the application of the Galerkin method. We have devoted this section to proving some results which are crucial for passing to the limit in the approximate problem.
Step 1 : We prove that (3.1) holds for all v ∈ L ∞ (Ω) with |P (v)| = 0 (i.e. v has no flat region). Using Lemma 2.7, we deduce that for all
By the definition of M u,F (u)v (see Definition 2.4), we have
Since F (u(x)) > 0 in the third case, we have
In view of this, we obtain
which leads to
On the other hand, we have
By the definition of M u,v , we have
where ν is defined as in (3.2).
Moreover, by the definition of u * , it is easy to see that
The above two relations show that
It follows from (3.3)-(3.5) that
Step 2 : We prove that (3.1) holds for all v ∈ L ∞ (Ω). Clearly, (3.1) holds if v ≡ 0.
Now we assume that v ≡ 0.
Let ϕ n be an eigenfunction of the Laplacian operator corresponding to λ n (see Section 4 for detail). For all n, we know that ϕ n is analytic in Ω (see [15] and [5] ), and so |P (ϕ n )| = 0 (i.e. ϕ n does not have flat regions). Moreover, {ϕ n } ∞ n=1 is an orthonormal basis of L 2 (Ω), and so there exist
(Ω) and a.e. in Ω.
Furthermore, v n is analytic in Ω and |P (v n )| = 0 as soon as n is large enough (recall that v ≡ 0). By the proof of Step 1, we have for l > 0
By assertion (iii) of Lemma 2.4 and the Lebesgue dominated convergence theorem, we conclude that
and
The above two convergence results together with (3.7) lead to
Thus, the proof of Lemma 3.1 is completed.
R e m a r k 3.
. In contrast to Lemma 2.4 (see also Lemma 11 in [9] ), we do not need the condition |P (u)| = 0 but require that F (u) ∈ L 1 + (Ω). We also point out that the special case F (u) = u ∈ L 1 + (Ω) has already been studied in [12] .
Then we have
where χ Ω\P (vn) and χ Ω\P (v) are the characteristic functions of Ω\P (v n ) and Ω\P (v), respectively.
P r o o f. By the equimeasurability, we obtain that
Similarly, we have
Since χ {vn * >0} converges to χ {v * >0} a.e. in Ω * \P (v * ), using the Lebesgue dominated convergence theorem, Lemma 2.5, Lemma 2.6, and (3.9), we conclude that
Passing to the limit as n tends to ∞ in (3.9) and using (3.10)-(3.13), we have
Applying the same argument, we get
Let ψ = χ P (v * ) be the characteristic function of P (v * ). We deduce from Lemma 2.7 and (3.15) that
By Remark 3.1, we obtain (3.18) (χ {vn>0} w) * vn = χ {vn * >0} w * vn and (χ {v>0} w) * v = χ {v * >0} w * v .
Arguing as in Lemma 3.2 of [30] , we deduce that
On the other hand, we have (3.20) χ {vn * >0} → χ {v * >0} a.e. in Ω * \ P (v * ). 
We conclude from Lemma 2.5 and Lemma 2.6 that
By the Hölder inequality, we get
From Lemma 2.4 it is easy to see that the sequence {(χ {vn>0} w) * vn } is bounded uniformly in L By (3.17), (3.21) and (3.24), we obtain that
which implies that
is a uniformly convex space, the conclusion of Lemma 3.2 follows immediately from the above relation and (3.14).
Lemma 3.3. Let k be the function defined by (1.1), ψ ∈ C + (R) and v ∈ W 1,p (Ω) with p > 1. Then for any θ ∈ R and h ∈ R + ,
P r o o f. We introduce two functions ψ and ψ defined as follows: 
Since ψ is a nondecreasing function, we get w * (s) = ( ψ(v)) * (s) = ψ(v * (s)) for a.e. s ∈ Ω * . Thus, we have
Note that
thus the conclusion (3.25) follows immediately from (3.26) and (3.27) .
R e m a r k 3.2. Lemma 3.3 is an extension of the Pólya-Szegö inequality for monotone rearrangement. Using this lemma, we may obtain L ∞ estimates on u h+ (Theorem 4.3 and Lemma 4.4). Moreover, if we let h tend to infinity in (3.25), then
Proof of main results
Here and in what follows, we use the following notation. For any v ∈ H 1 0 (Ω) and h > 0, ε > 0,
where T h is the truncation function defined as T h (s) = min{h, max{s, −h}}.
In order to avoid the lack of regularity of the term λϕ(
q , rather than looking for solutions of (P) directly, we shall consider a truncated problem (P h ) defined as
in Ω, u h = γ h (a negative constant to be determined) on ∂Ω, − ∂Ω ∂u h /∂n = I (a given positive constant).
The existence result to problem (P h ) is stated as follows. 
problem (P h ) in the following sense:
To prove Theorem 4.1, we shall first consider a family of approximate problems (P hε ):
in Ω, u hε = γ ε (a constant to be determined) on ∂Ω, − ∂Ω ∂u hε /∂n = I (a given positive constant).
The existence of solutions to problem (P hε ) is stated as follows. 
Proof of Theorem 4.1 and Theorem 4.2.
We shall first prove Theorem 4.2 by the Galerkin method and topological degree theory. The idea of this proof comes from [2] , [8] and [10] . Let
be endowed with the scalar product
Let (λ i , ϕ i ) i 1 be the eigenvalues and eigenfunctions associated to the problem
and thus
For all t ∈ [0, 1] and fixed h > 0, set
Then we have the following result. E tε the following assertions hold.
(i) There exists a positive constant C independent of t and v such that
(ii) For every δ > 0 there exists a constant C δ > 0 independent of t and v such that
(iii) There exists a positive constant C hε independent of t and v such that
P r o o f of (i). Define g ε (x) = g(x)/(1 + εg(x)). It is easy to see that
Since Ω g(x) dx > I, we deduce from the above inequality that there exists ε 0 > 0 such that for 0 < ε ε 0 ,
. By (4.7), it is easy to see that 0 < η < 1.
E tε , then there exists t ∈ [0, η] such that v ∈ E tε and e tε (v) = 0.
By the definition of
Thus, using (4.8) and the Poincaré inequality, we obtain
where C 1 is a positive constant independent of t and v.
E tε , then there exists t ∈ [η, 1] such that v ∈ E tε and e tε (v) = 0. By the definition of G tε , we have G tε (v) ηg ε (x)χ {v>0} . Since e tε (v) = 0 and g ε0 g ε for 0 < ε ε 0 , we get
In view of (4.7), we get η Ω g ε0 (x) dx > I. Thus using the same argument as in Lemma 3.1 in [2] , we deduce that there exists a positive constant C 2 independent of v, t, and ε such that
E tε .
Setting C = max{C 1 , C 2 }, the conclusion (i) follows immediately.
P r o o f of (ii) and (iii). Since the proofs of (ii) and (iii) are similar to the proofs of Lemma 3.2 and Lemma 3.4 in [2] (see also [29] and [10] ), we omit the details here.
As in [3] , we introduce a Galerkin approximation method to problem (P hε ). We have the following result. In order to prove Lemma 4.2, we need the following result. Let L : L 2 (Ω) → V be the operator defined by
where ω ∈ L 2 (Ω).
Let ξ 0 be the solution of the problem
For any r > 0, let B r be the ball of H 1 (Ω) centered at the origin with radius r.
Define the operator ψ 1 : V → V as
Then by [2] (see also [29] , [10] ), we have the following result. in Ω,
Step 1 : We prove that there exists a constant m ε > 0 such that E m = ∅ for all m m ε .
By the result of [10] (see also [2] ), we have
where P m is the orthogonal projection of V onto V m .
Since P m ψ 1 (·) is a uniform compact perturbation of the operator ψ 1 (·) on B hε (see [10] ), by the above equality and Proposition 4.1 we conclude that there exists m ε > 0 such that
Thus by the Kronecker existence theorem, we deduce that there exists a function u 
Thus by (4.11) we deduce that there exist a subsequence of {t mσ } (still denoted by {t mσ }) and t m ∈ [0, 1] such that t mσ → t m and (4.13) u tmσ m → 0 strongly in H 1 (Ω) and a.e. in Ω, as σ → 0.
Let σ tend to zero in (4.12). By Lemma 3.2, (4.13) and (4.14), we can conclude that
We distinguish the cases t m = 0 and t m = 0. Using the facts that ϕ 1 (x) > 0 andg mε (x) 0 in Ω, we conclude that (4.16) contradicts (4.17) .
Hence, the proof of Lemma 4.2 is completed.
We conclude thatc m < C hε , where C hε is the constant as in (iii) of Lemma 4.1. We have the following lemma. Taking ϕ 1 as a test function in (4.10), we get
Since ϕ 1 is positive in Ω, using the fact that g ε 0 and (4.7), we have
which is a contradiction with (4.18).
We also have
Step 2 : Setting E m = V m ∩ B C hε \ Bc m , we prove that T t m is a continuous and compact operator in E m .
Let {v n } ⊂ E m and let v ∈ E m be such that v n → v in V m . By the definition of V m and the fact that ϕ 1 , ϕ 2 , . . . , ϕ m are analytic functions, it is easy to see that V m ⊆ V ∪ R. In order to prove the continuity of the operator T t m , we distinguish the case v ∈ E m ∩ V from the case v ∈ E m ∩ R.
Case 2.1.
In this case, we have
Using the above relations and Lemma 3.2, we can conclude that
In this case, we have v ≡ c, where c is a constant such thatc m |c| C hε . Since v n → v in V m , there exists n 0 > 0 such that for all n > n 0 ,
For w ∈ V , define
If c > 0, then {v n > 0} = Ω = {v > 0} for all n > n 0 , which implies that (4.19) holds true for v ∈ E m ∩ R. On the other hand, by Lemma 2.1 and Remark 3.2 we have H ε (v n ) = 0 = H ε (c) for v n ∈ E m ∩ R and
where c h is a positive constant depending only on h. Hence, we have that H ε (v n ) converges strongly to H ε (c). In view of this and (4.19), we then conclude (4.20) also holds for v = c > 0.
If c < 0 then χ {vn>0} = χ {v>0} = 0 for all n > n 0 . The conclusion (4.20) follows immediately.
The continuity of T t m follows from (4.20) immediately. Using the same argument, we obtain the compactness of T t m .
Step 3 : We prove that
Step 1-Step 3, we obtain that the topological degree
Step 4 : Since the rest of the proof is similar to Theorem 1.3 in [10] (see also [2] ), we only sketch it here.
By invariance under homotopy and Step 1 of the proof of Lemma 4.2, we obtain
Hence, the proof is complete. 
Setting V m = span {ϕ 1 , ϕ 2 , . . . , ϕ m }, from (4.22) we easily have
where P m is the orthogonal projection operator from L 2 (Ω) onto V m .
The above relation implies that −∆u m (x) = P m G hε (x, u m , u ′ m * ). By (4.23), we get
where C hε is a positive constant independent of m. Since g ε (x)χ {um >0} is bounded uniformly in L 2 (Ω) with respect to m, there exist a subsequence of {g ε (x)χ {um >0} } (still denoted by {g ε (x)χ {um >0} }) and a functioñ
By Lemma 3.2, (4.22), (4.26) , and (4.27), we conclude that u hε satisfies (4.28)
Now we analyze the termg ε of (4.27). Note that u hε ∈ H 2 (Ω) and it follows from (4.28) that
In view of (4.29), we have (4.30)g ε (x) = 0 a.e. in P (u hε ).
On the other hand, it is easy to see that
Using the fact that lim m→∞ χ {um>0} = χ lim m→∞ {um>0}
and the above relation, we obtain (4.31) χ {u hε >0} lim m→∞ χ {um>0} χ {u hε 0} .
Since g ε 0, (4.27) and (4.31) make it possible to conclude that
Due to (4.30) and (4.32), we deduce that
Taking w = 1 in (4.28), recalling (4.2), (4.29), and (4.33) makes it possible to obtain
In view of (4.29), (4.33), and (4.34), the conclusion of Theorem 4.2 follows immediately.
P r o o f of Theorem 4.1. Similarly to the proof of Lemma 4.1, we conclude that there exists a positive constant C h independent of ε such that (4.35) u hε H 1 (Ω) C h .
By standard regularity results, (4.29) , and (4.35), we deduce that {u hε } is uniformly bounded in W 2,α (Ω) ∩ H 1 (Ω) with respect to ε. Thus there exists a subsequence of {u hε } (still denoted by {u hε }) and a function
and (4.37) u hε → u h strongly in W 1,α (Ω) and a.e. in Ω.
Similarly to the proof of (4.27) and (4.33), we deduce that there exists a sequence of {g ε (x)χ {u hε >0} } (still denoted by {g ε (x)χ {u hε >0} }) such that 
where G h is defined as in (4.4) . Note that u h ∈ W 2,α (Ω), and the conclusion of Theorem 4.1 follows immediately from (4.39).
Proof of the main results.
In order to prove the main results, we shall first look for some uniform estimates of the sequence {u h }, where u h is a solution of (P h ) given in Theorem 4.1. We have the following results. 
where the function W h is defined by
P r o o f. First of all, we prove that u h| ∂Ω = γ h < 0. We argue by contradiction. If γ h 0, using the maximum principle it is easy to see that u h > 0 in Ω. Then we have
which is a contradiction. Thus, u h| ∂Ω = γ h < 0.
Using Gronwall's Lemma and Lemma 2.2, we then get (4.50)
The above inequality and the Hölder inequality imply that (4.51)
We deduce from (4.51) and Lemma 2.8 that
By Lemma 2.2 and integrating the above inequality between 0 = v h * (|Ω|) and v h * (r) we find that
By the above inequality, we obtain
Assertion ( 
a.e. x ∈ Ω.
Thus we deduce that u satisfies the equation
It is easy to see that
Moreover, we see that u satisfies (2) and (3) in Theorem 1.1. Thus we complete the proof of Theorem 1.1.
P r o o f of Theorem 1.2. Fix h > M and denote u = u h , where u h is given in Theorem 4.1 and M is defined as in Theorem 4.3. As before, we see that u satisfies equation (4.52). Now we prove that u is a solution to problem (P) in the standard sense since g(x) > 0.
First of all, we claim that (4.53) |Ω 1 | = |{x : u(x) > 0 and ∇u(x) = 0}| = 0.
We argue by contradiction. Supposing that |Ω 1 | = 0, by the fact that u belongs to Since u = u h is a solution to problem (P h ), by Lemma 4.4 we have u | ∂Ω = γ < 0 and − ∂Ω ∂u/∂n = I. Thus, from (4.52) and (4.56), we deduce that u is a solution to problem (P) in the standard sense. it is easy to see that (4.40) holds, i.e. u h | ∂Ω = γ h < 0. Now we prove that u h+ ∈ L ∞ (Ω). We use the ideas of [4] .
Let ψ l (s) = s−T l (s) and ϕ(s) = Recalling that ϕ ∈ L 2/q [0, ∞), we obtain that e ϕ(v) is bounded. Therefore, from Taking into account Stampacchia procedure (see [32] ), we conclude that there exists a positive constant C 6 such that
Fixing h > C 6 and denoting u = u h , we conclude that u + ∈ L ∞ (Ω). Arguing as in the proof of Theorem 1.1, we deduce that u ∈ W 2,α (Ω) ∩ H 1 (Ω) is a solution to problem (P) in the sense of Theorem 1.1. Moreover, using the same argument as in Theorem 1.2, we find that the function u is a solution to problem (P) in the standard sense. 
