Abstract-The National Synchrotron Light Source II (NSLS-II) is a scientific facility that generates vast amounts of many different types of data, including 2D images produced by Xray scattering experiments. These images are captured and sent from the detectors at rates that usually range from several tens to several hundreds of frames per second. Such high incoming data rates can be difficult to keep up with if real/near-real time image analysis is required. We propose to use the Analysis on Wire framework to introduce intermediate processing while these images are in transit from the detector to their destination. As the 2D images come out of the detector, we capture the corresponding raw data packets while they travel through the network. We use TCP stream reconstruction to correctly reassemble the image data and subsequently execute the analysis code in parallel to analyze multiple images simultaneously. Our measurements indicate that the approach is feasible and effective.
I. INTRODUCTION The National Synchrotron Light Source II (NSLS-II) at
Brookhaven National Laboratory (BNL) [1] is one of the most advanced synchrotron facilities in the world. The NSLS-II's active beamlines generate vast amounts of data of many different types, including 2D images, scalars, insitu variables, video images, etc. The information is captured by detectors and transported over a network to storage and compute resources for processing and analysis at a later time. We propose to utilize the Analysis on the Wire (AoW) framework [2] , [3] to perform intermediate analysis while the data is streaming from source to destination, with the goal to complete the initial analysis by the time the images arrive. Thus, we can generate immediate results and provide an early perspective on the images sent from the detector while the images are still streaming, introducing higher efficiency in the process. Once the images and the primary results are received, a secondary, in-depth analysis can begin at the destination.
The basic AoW framework capabilities include recognizing a specific data flow, intercepting or mirroring this flow, reconstructing the data and performing computations on that data. In the present case, we utilize a data mirroring approach to perform computations on 2D image data as it passes through the network in raw packet form without altering the original data. The testbed we used is depicted in figure 1 . To emulate the flow of data sent from the detector systems to be stored and processed we utilize a source and a destination node connected through a switch. The data packets are mirrored at that switch (in the general case, within the first network device in the network topology) and forwarded to a processing node. There, the packets are captured by a packet sniffer and the payload of each packet is extracted. Since packets may arrive out of order, we use TCP stream reconstruction to reassemble the data and process it with an analysis algorithm while the original packets sent to the destination remain unaffected. The intermediate analysis step using AoW does not change the workflow of an NSLS-II beamline or the data sent from the detector. Instead, it simply adds an independent mechanism to enhance the existing setup. Fig. 1 . The AoW testbed used in the present case: image data flowing from the source to the destination node is mirrored at the network device and sent to the computing unit where it is captured, reconstructed, and analyzed.
II. IMAGE PROCESSING

A. Reconstruction
The data of an image is transmitted from the detector systems through the network segmented in multiple packets. In the general case, there is no guarantee that all packets will arrive at the destination using the same route and in the proper order to directly reconstruct the image. In our testbed we can assume that all packets will follow the same route, which is also the case between the detector and the first network switch used in the particular experiment we are emulating, but we do need to ensure that an image is reconstructed properly from the mirrored packets, which may arrive out of order. For this reason, we made use of a Network-based Intrusion Detection System (NIDS) [4] . We used an open-source network forensics tool called tcpflow [5] to capture the image data as it's streaming through the network and then perform TCP reconstruction to recreate the original images. Each TCP flow sent from both the source and the destination nodes and reconstructed in a separate file. By scanning the file corresponding to the data flow from the source to the destination node (i.e., detector to switch) we can obtain a recreated sequence of images that can be fed to the analysis processes.
B. Analysis
Once we have reconstructed an image, we can perform the desired computation(s). The images are in TIFF format, which maintains information for each pixel. The actual analysis [6] , [7] , [8] , [9] on the beamline data performed here consists of two main stages: data reduction and data workup. These steps are necessary to process every image, and if done on the wire, can save both time and storage resources. The information gathered can be used to derive primary properties of the sample loaded into the beamline as well as provide direction for future analysis. There are also many other potential uses for such an approach, such as earlier detection of errors in beamline calibration which can then be fixed while the data is still streaming. Flawed or irrelevant data can be rejected and removed before arriving at a data center, decreasing the amount of storage space required.
The data reduction stage removes parts of the image that are not required for further analysis. The application of masks pre-determines which regions of data are to be ignored. Pixels that correspond to a value of zero in the mask array are removed, while the rest will be subjected to evaluation. The data is also run through a "dezinger" algorithm, which identifies and replaces any imperfect pixels. For example, spurious pixels with intensities that cross a certain predetermined threshold, are replaced with pixel values calculated from the average intensities of the surrounding pixels.
The data workup stage is the intermediate processing of the data in preparation for detailed analysis. There are multiple protocols that can be applied to the image at this stage. For the circular average protocol, the algorithm calculates the circular (or radial) average to get a 1D curve. It can also merge curves from multiple detectors and analyze background parameters. 1D reflectivity curves can be calculated to find critical angles and other visual features in the images. In the main peak protocol, the 2D image is analyzed for certain parameters, such as peaks, their positions, and their widths. These peaks are important for the analysis since they are an indication of the structure of the sample.
The graph in figure 2 shows an example result the circular average protocol of the analysis that calculates the circular average of a 2D image to produce a 1D curve. This curve is plotted as a function of the q-value of the pixels, given in inverseÅngstroms. The peaks can be analyzed further to find the main peak, peak widths, and peak position using the main peak protocol. This information can be independently sent to the destination along with the images from the detector. After this initial workup is completed, further analysis can take place at the destination system(s). The intermediate results can be interpreted to identify any bad or interesting data, so that further processing can be focused on that data and, potentially, help decide the parameters for a future beamline experiment.
III. PARALLELIZATION OF ANALYSIS
Having our mind on the simplicity and generality of our approach, we decided to run the original analysis code on multiple reconstructed images using multiple processes in parallel. For this, we used the Python multiprocessing library [10] to create a pool of worker processes that can run simultaneously. We process a set of images, with each image being assigned to such a process, so that several images can be processed at the same time. We specifically used an asynchronous method to ensure that an individual result would not be blocked while another image was still being analyzed. We measured the time it took for analysis results to be generated for all images in the set. For the results presented here, we used the circular average protocol mentioned above. Fig. 3 . As the number of images increases, the serial runtime increases dramatically. The parallel runtime is much lower for the same number of images and increases moderately.
We ran the analysis on four sets of images of different size: 60,120,180, and 256 images. For the serial code, since each image requires approximately 1.6 seconds of analysis time, analyzing 60 images takes roughly 100 seconds. The last set of images, 256 images, requires roughly 438 seconds to analyze. Therefore, processing the images in a serial manner would require extremely fast hardware to approach real time rates, possibly unrealistically fast by current standards. Processing multiple images in parallel has a significant performance improvement. In figure 3 , the line corresponding to the parallel runtimes shows a much lower overall runtime and a more gradual ascent. Processing 60 images in parallel takes 8.2 seconds (vs.100 seconds) a 12X speed-up. Subsequently doubling the number of images does not necessarily double the runtime; for example,120 images take approximately 14 seconds instead of 16. The trend indicates that while certain processes may wait for I/O, other processes can take advantage of the resources and perform some useful work, thus improving the overall performance. The mentioned runtimes were measured using 16 processes on a server with 16 available cores. The number of cores dedicated to the computation is crucial in this approach as this number determines how many worker processes can simultaneously process images. With suitable hardware, it is possible to increase the number of processes even further, essentially decreasing the time required to process hundreds of images to a few seconds. On a server with 16 cores, increasing the number of processes from 8 to 16 causes a noticeable reduction to the time needed to process an image. This reduction becomes more pronounced as the number of images increases because utilization of resources also increases. Once we reach 16 processes, we saturate the available cores. Adding more processes no longer produces any noticeable speed-up, as indicated by the relatively flat lines beyond the point corresponding to 16 processes. The results of this analysis are shown in figure 4.
IV. SUMMARY AND CONCLUSIONS
We presented an application of the AoW framework for early analysis of NSLS-II beamline images. We use our testbed to emulate the network traffic between a beamline detector and the compute/storage nodes. We mirror the raw network traffic and capture the image information while it is still in transit in the network. By processing in parallel as many reconstructed images as hardware resources allow, we can achieve a significant speed-up in the initial analysis with the goal to provide a near-real time perspective of the course of an experiment to the scientists. A key advantage of the approach is that it does not require changing the current workflow and setup, nor does it interrupt the regular course of data or impose any noticeable delays. Furthermore, the approach does not require any significant modifications to the analysis code other than to enable execution on multiple images simultaneously. We anticipate that an additional significant speed-up will be possible by fully parallelizing the algorithms included in the code and converting them to truly streaming versions. These streaming versions can be applied directly on the segments of images transported in data packets instead of on complete images stored in the file system, thus completely eliminating the use of the file system. Further speed-up of computations can be achieved using accelerators (e.g., FPGAs), with the caveat of increased complexity in code development and decreased generality of the approach.
