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॥ ॐ नमो भगवते वासुदेवाय ॥ 
 
 
 
janmādyasya yato’nvayāditarataś cārtheṣvabhijñaḥ svarāṭ 
tene brahma hṛdā ya ādikavaye muhyanti yatsūrayaḥ 
tejovārimṛdāṁ yathā vinimayo yatra trisargo'mṛṣā 
dhāmnā svena sadā nirastakuhakaṁ satyaṁ paraṁ dhīmahi || 
 
Shrimad Bhagavatam—  Canto 1, Chapter 1, Verse 1 
 
The cycle of birth and the death, knowledge and ignorance, creation and destruction are transpiring in this 
universe because of an eternal entity, which is conscious of all its manifestations. The entity which is the 
‘Absolute truth’,  is the reason for humanity to have access to the knowledge about all mechanisms of this 
universe. This entity has been trying to save n-number of souls from the cycle of birth and death by creating 
this magnificent universe, though it has no consequence from it. I bow to the entity which can be termed as 
‘Sriman Narayana’.  
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Summary 
 
 
Flawed welds often require an Engineering Critical Assessment (ECA) to judge on the 
necessity for weld repair. ECA is a fracture mechanics based prediction of the integrity of 
structural components with defects under operating conditions. Adding to the complexity 
of a weld ECA is the occurrence of local strength variations in the weldment (‘weld strength 
heterogeneity’). This thesis is part of a FWO-ARRS funded project involving a collaboration 
between two universities (Ghent and Maribor). The main objective of this project is to 
improve the understanding of effects of weld strength heterogeneity on the accuracy of ECA, 
and to develop engineering guidance to treat weld heterogeneity within established ECA 
practice (which currently assumes welds to be homogeneous in terms of strength 
properties). 
 
This work first tackles the challenge to experimentally characterize local strength property 
variations within welded connections. Hardness measurements allow to quantify weld 
strength heterogeneity given their theoretical relation with ultimate tensile strength. 
However, various standards and procedures report a wide variety of relations (‘transfer 
functions’) between hardness and both yield and ultimate tensile strength, and recognize 
substantial scatter in hardness based predictions of strength. To overcome the scatter 
associated with standardized transfer functions, this thesis suggests an experimental 
calibration procedure based on all weld metal tensile testing and Vickers hardness mapping. 
Finite Element (FE) analysis has been conducted on welds originating from steels to simulate 
their crack driving force response in Single-Edge notched Tension (SE(T)) specimens. Single 
specimen Single Edge notched Tension (SE(T)) testing has become a mainstream method to 
characterize the ductile tearing resistance of metals under conditions of low crack tip 
constraint. Heterogeneous welds in SE(T) specimens have been finite element modelled by 
assigning local material properties using the developed transfer functions. Simulation results 
show good agreement with experimental fracture toughness test results, adding confidence 
to the developed method. Additionally, All Weld Metal Tensile Tests and Miniature Tensile 
Test (MTT) results were utilized along with hardness results to further evaluate the 
experimentally calibrated transfer functions.  
 
The post-processing of experimental single specimen SE(T) test results requires calculation 
of crack driving force and measurement of crack extension as the test progresses. Various 
methods have been investigated and were shown to be reliable for testing of homogeneous 
materials. Published data, however, indicate that the accuracy of these methods may degrade 
when testing welded joints. This thesis reports on an SE(T) test program in which several 
weld configurations (including severely heterogeneous welds produced at University of 
Maribor) were tested. The Direct Current Potential Drop (DCPD) method is adopted to 
assess the crack extension and is compared with the Normalization Data Reduction (NDR) 
technique and nine point average method for final crack extension. The results show that 
DCPD is a robust technique to reveal the crack extension in heterogeneous welds (e.g. 
revealing slope shifts in tearing resistance curves) and is also an effective method to predict 
final crack extension. The NDR method, albeit more straightforward to apply, does not reveal 
the potentially irregular shape of tearing resistance curves observed for heterogeneous welds. 
 
 
In presence of crack path deviation, DCPD analysis is related to crack extension projected in 
the through-thickness direction, rather than the extension along its actual trajectory.  
 
The variation of constitutive properties within the weld influences the deformation patterns 
around the crack and, as a consequence, the load bearing capacity of the joint. These 
deformation patterns are theoretically assessed using concepts of ‘slip line field theory’ which 
concentrates plastic deformation along trajectories that follow the direction of maximum 
shear stresses. This theory is based on severe assumptions which do not necessarily reflect 
realistic conditions in SE(T) testing. In order to understand the outcome of implementing 
this theory on actual specimens, paths of maximum equivalent plastic strains and maximum 
shear stresses were derived from stress and strain contour output in SE(T) simulations. The 
trajectory of these lines was validated using SE(T) experiments, where the deformations were 
extracted using Digital image Correlations (DIC). This assessments showed the deviations in 
the deformation behavior of welds showing material strength heterogeneity, compared to 
homogeneous specimens.  
 
The engineering critical assessment of a defected welded joint requires quantification of its 
proximity to fracture, and its proximity to plastic collapse. The former is influenced by the 
apparent toughness of the material (which, in turn, is influenced by crack tip constraint). 
The latter is influenced by the limit load of the connection. Effects of weld strength 
heterogeneity on both aspects have been investigated, making use of the techniques 
developed in earlier chapters (particularly, slip line analysis). 
 
A first study focuses on the prediction of limit load, which allows to calculate the structure’s 
proximity to plastic collapse. Simplified theorems have been adopted to identify lower and 
upper bound values of limit load. These theorems are well established for homogeneous 
continua, but less so for heterogeneous connections. This work develops lower and upper 
bound limit load equations for heterogeneously welded SE(T) specimens, and explores the 
predictive accuracy of both methods. A parametric study involves 2D plane strain 
simulations of single-edge notched tension (SE(T)) specimens. Additional to actual 
heterogeneous welds, bi-material welds consisting of two regions of different material 
properties (at the root and at the cap) are introduced within a parametric study. The 
obtained estimations of limit load are then compared against the simulated limit loads. It 
turns out that application of the lower bound theorem on heterogeneous welded 
connections is hampered by the inability to pinpoint the exact location of failure, thus 
resulting in potentially excessive conservatism. The upper bound theorem, in contrast, 
provides limit load predictions which are in close agreement with (and generally slightly 
overestimate) actual limit load values.  
 
Knowledge of crack tip stress fields (‘crack tip constraint’) plays a major role in assessing the 
fracture behavior of a weld, as these fields affect the apparent fracture toughness of the weld. 
Traditional theories of single parameter fracture mechanics assume crack tip stresses in high 
crack tip constraint conditions, but are in poor agreement with reality for cases involving 
low crack tip constraint (such as SE(T) specimens). To quantify and address this 
disagreement, two parameter fracture mechanics (based on J-Q theory) was utilized to assess 
the effects of strength heterogeneity crack tip constraint. A theoretical relation based on slip 
line field theory and additional strong assumptions predicts that the Q parameter is linearly 
related to the angle of the slip line at the crack tip. Understanding of this relation would 
 
 
conceptually allow to estimate crack tip constraint from an SE(T) specimen’s deformation 
behavior. The developed relation has been scrutinized using SE(T) simulations, and it turns 
out that the actual relation between crack tip constraint and deformation behavior is more 
nuanced than predicted. This can be understood from the severity of the assumptions that 
led to the development of the analytical relation.  
 
Based on the above, the behavior of a defect present in a tension loaded heterogeneous weld 
is better understood in terms of crack driving force, ductile tearing resistance and trajectory, 
and limit load. It is envisaged that the obtained insights can lead to a translation of weld 
heterogeneity effects into established ECA practice, and concrete guidance to achieve this is 
provided in a concluding chapter. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Samenvatting 
 
 
De aanwezigheid van lasfouten vereist vaak een kritische ingenieursbeoordeling 
(‘Engineering critical assessment’ of ECA) om te beoordelen of lasreparatie al dan niet 
noodzakelijk is. ECA is een op breukmechanica gebaseerde voorspelling van de integriteit 
van structurele componenten met defecten met inbegrip van alle omstandigheden 
(materiaal, geometrie, fout, randvoorwaarden). Het optreden van lokale sterktevariaties in 
de las (‘heterogeniteit van lassterkte’) vormt een grote uitdaging binnen ECA, aangezien deze 
de nauwkeurigheid van de voorspellingen (veelal gebaseerd op de aanname van een 
homogene las) beïnvloeden. 
 
Dit proefschrift is onderdeel van een door FWO Vlaanderen en ARRS Slovenië gefinancierd 
project waarbij een samenwerking tussen twee universiteiten (Gent en Maribor) werd 
opgestart. Het hoofddoel van dit project is het verbeteren van het begrip van de effecten van 
lassterkte-heterogeniteit op de nauwkeurigheid van ECA, en het ontwikkelen van 
ingenieursrichtlijnen voor het behandelen van las-heterogeniteit binnen de gevestigde ECA-
praktijk (die momenteel veronderstelt dat lassen homogeen zijn in termen van sterkte-
eigenschappen) . 
 
Dit werk gaat eerst de uitdaging aan om experimentele lokale eigenschappen van sterkte-
eigenschappen binnen gelaste verbindingen experimenteel te karakteriseren. Metingen van 
Vickers hardheid maken het mogelijk de heterogeniteit van de lassterkte te kwantificeren, 
gezien hun theoretische relatie met de treksterkte. Verschillende standaarden en procedures 
rapporteren echter een breed scala van relaties (‘overdrachtsfuncties’) tussen hardheid en 
zowel vloeigrens als uiteindelijke treksterkte, en erkennen een aanzienlijke spreiding in 
hardheidsgebaseerde voorspellingen van sterkte. Om de verspreiding van 
gestandaardiseerde overdrachtsfuncties te overkomen, ontwikkelt dit proefschrift een 
experimentele kalibratieprocedure op basis van lasmetaaltrekproeven en Vickers-
hardheidsmapping. Eindige elementen analyses worden uitgevoerd op stalen lassen 
afkomstig zodoende de scheurdrijvende kracht in heterogene lassen te simuleren in 
eenzijdig gekerfde trekproeven (Single-Edge notched Tension of SE(T) proeven). SE(T) 
beproeving is een gangbare methode geworden om de ductiele scheuruitbreidingsweerstand 
van metalen te karakteriseren onder omstandigheden met een lage spanningstriaxialiteit aan 
de kerftip. Heterogene lasnaden in SE(T)-monsters worden gemodelleerd via eindige 
elementen door lokale materiaaleigenschappen toe te wijzen met behulp van de hierboven 
ontwikkelde overdrachtsfuncties. Simulatieresultaten tonen goede overeenstemming met 
experimentele breuktaaiheidstestresultaten, wat vertrouwen geeft aan de ontwikkelde 
methode. Bovendien werden resultaten van lasmetaaltrekproeven en miniatuur trekproeven 
gecombineerd met hardheidsresultaten om de experimenteel gekalibreerde transferfuncties 
verder te evalueren. 
 
De analyse van experimentele SE(T) testresultaten vereist een berekening van de 
scheurdrijvende kracht en meting van de scheuruitbreiding naarmate de test vordert. 
Verschillende methoden zijn onderzocht en bleken betrouwbaar te zijn voor het testen van 
homogene materialen. Uit gepubliceerde gegevens blijkt echter dat de nauwkeurigheid van 
deze methoden kan afnemen bij het testen van lasverbindingen. Dit proefschrift rapporteert 
 
 
over een SE(T)-testprogramma waarin verschillende lasconfiguraties (waaronder zeer 
heterogene lassen geproduceerd aan de Universiteit van Maribor) werden getest. De 
gelijkstroom spanningsvalmethode (direct current potential drop; DCPD) wordt gebruikt 
om de scheuruitbreiding te beoordelen en wordt vergeleken met normaliserings-
datareductie (Normalization Data Reduction; NDR) en de negenpunts-gemiddelde (nine 
point average) methode. De resultaten tonen aan dat DCPD een robuuste techniek is om de 
scheuruitbreiding in heterogene lassen te onthullen (bijv. hellingverschuivingen in 
scheurweerstandskrommen kunnen bepaald worden) en ook een effectieve methode is om 
de uiteindelijke scheuruitbreiding te voorspellen. De NDR-methode, hoewel eenvoudiger toe 
te passen, onthult niet de potentieel onregelmatige vorm van scheurweerstandscurven 
waargenomen voor heterogene lassen. In aanwezigheid van scheurpadafwijking is DCPD-
analyse gerelateerd aan scheurverlenging geprojecteerd in de dikterichting, eerder dan de 
extensie langs zijn werkelijke traject. 
 
De variatie van constitutieve eigenschappen binnen een las beïnvloedt de 
vervormingspatronen rond een lasfout en, bijgevolg, het draagvermogen van de verbinding. 
Deze vervormingspatronen worden theoretisch beoordeeld met behulp van de concepten 
van sliplijnveldtheorie (‘slip line field theory’) die plastische vervorming concentreert langs 
trajecten die de richting van maximale schuifspanningen volgen. Deze theorie is gebaseerd 
op ernstige veronderstellingen die niet noodzakelijkerwijs realistische omstandigheden 
weerspiegelen. Om de uitkomst van de implementatie van deze theorie op werkelijke SE(T) 
specimens te begrijpen, werden paden van maximum equivalente plastische rek en maximale 
schuifspanningen afgeleid van rek- en spanningenoutput uit SE(T)-simulaties. Het traject 
van deze lijnen werd gevalideerd met behulp van SE(T)-experimenten, waarbij de 
vervormingen werden geëxtraheerd met behulp van digitale beeldcorrelatie (digital image 
correlation; DIC). Deze beoordelingen toonden sterke afwijkingen in het vervormingsgedrag 
van heterogene lassen, in vergelijking met homogene SE(T)-monsters. 
 
De ECA van een gelaste verbinding met lasfout vereist kwantificering van zijn nabijheid tot 
breuk en zijn nabijheid tot plastisch bezwijken. Het eerstgenoemde aspect wordt beïnvloed 
door de schijnbare taaiheid van het materiaal (die op zijn beurt wordt beïnvloed door de 
spanningsinperking aan de kerftip). Het laatstgenoemde aspect wordt beïnvloed door de 
limietbelasting van de verbinding. Effecten van lassterkteheterogeniteit op beide aspecten 
zijn onderzocht, met behulp van de technieken die in eerdere hoofdstukken zijn ontwikkeld 
(in het bijzonder, sliplijnanalyse). 
 
Een eerste studie richt zich op de voorspelling van de limietbelasting (‘limit load’), waarmee 
de nabijheid van een constructie/component/proefstuk tot plastisch bezwijken kan worden 
berekend. Vereenvoudigde stellingen werden ruime tijd geleden ontwikkeld om theoretische 
onder- en bovengrenswaarden van de limietbelasting te identificeren. Deze stellingen zijn 
eenvoudig toepasbaar voor homogene continua, maar minder voor heterogene 
verbindingen. Dit werk ontwikkelt ondergrens- en bovengrensvergelijkingen voor de 
limietbelasting van heterogene gelaste SE(T)-monsters en onderzoekt het voorspellend 
vermogen van beide methoden. Een parameterstudie omvat 2D-simulaties (onder 
vlakvervorming) van SE(T) proeven. Aanvullend op experimenteel gekarakteriseerde 
heterogene lassen, worden bi-materiaal lassen bestaande uit twee gebieden met 
verschillende materiaaleigenschappen geïntroduceerd in de parameterstudie. De verkregen 
schattingen van de limietbelasting worden vervolgens vergeleken met gesimuleerde 
 
 
limietbelastingen van de heterogene lassen. Het blijkt dat de toepassing van de 
ondergrensvergelijking op heterogene gelaste verbindingen wordt belemmerd door het 
onvermogen om de exacte faallocatie te voorspellen, wat resulteert in mogelijk buitensporig 
conservatisme. De bovengrensstelling biedt daarentegen voorspellingen voor de 
limietbelasting die in nauwe overeenstemming zijn met (en in het algemeen enigszins 
overschat worden) de werkelijke limietwaarden. 
 
Kennis van spanningsvelden aan een scheurtip (spanningsinperking of ‘crack tip constraint’) 
speelt een belangrijke rol bij het beoordelen van het breukgedrag van een las, aangezien deze 
velden de schijnbare breuktaaiheid van de las beïnvloeden. Traditionele theorieën van 
breukmechanica zijn gebaseerd op één enkele bepalende parameter en gaan uit een hoge 
spanningsinperking aan de scheurtip. Deze theorieën zijn echter in slechte 
overeenstemming met situaties gekarakteriseerd door een lage spanningsinperking (zoals 
SE(T)-monsters). Om deze discrepantie te kwantificeren en aan te pakken, werd twee-
parameterbreukmechanica (gebaseerd op J-Q-theorie) gebruikt om de effecten van 
sterkteheterogeniteit op spanningsinperking te beoordelen. Een theoretische relatie 
gebaseerd op sliplijnveldtheorie en aanvullende grove veronderstellingen voorspelt dat de 
Q-parameter lineair gerelateerd is aan de hoek van de sliplijn ter hoogte van de scheurtip. 
Inzicht in deze relatie zou conceptueel toelaten om de spanningsinperking uniek te schatten 
op basis van het vervormingsgedrag van een SE(T)-monster. De ontwikkelde relatie werd 
onder de loep genomen met behulp van SE (T)-simulaties, en het blijkt dat de feitelijke 
relatie tussen spanningsinperking en vervormingsgedrag meer genuanceerd is dan 
voorspeld. Dit is een gevolg van de ernstige veronderstellingen die noodzakelijk waren voor 
het afleiden van het analytisch model. 
 
Het uitgevoerde onderzoek laat toe het gedrag van een lasfout in een heterogene las onder 
trekbelasting beter te begrijpen in termen van scheuraandrijvende kracht, ductiele 
scheurgroeiweerstand en -traject, en plastische bezwijkbelasting. De verkregen inzichten 
kunnen leiden tot een vertaling van lasheterogeniteitseffecten in gevestigde ECA-praktijk. 
Hieromtrent worden in een concluderend hoofdstuk concrete richtlijnen gegeven. 
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Nomenclature 
 
 
ao Initial crack length (mm) 
af Final crack length (mm) 
ab Blunting corrected crack length (mm) 
a(i) Length of the crack from each of 9 points, where i = 1,2,….8, 9 (mm) 
𝑎pd Crack depth obtained from DCPD measurements (mm) 
𝑎NDR Crack depth obtained from NDR measurements (mm) 
A Cross-sectional area (mm2) 
b Ligament thickness (W-a) (mm) 
b1 Cap ligament thickness  (mm) 
b2 Root ligament thickness (mm) 
B Width of the SE(T) specimen (mm) 
BN Net section width (in presence of side grooves) (mm) 
Dmeas,1 Distance between two measuring points across the crack in DCPD (mm) 
𝐸 Young’s modulus (MPa) 
H Half-width of the weld (mm) 
Hr Half-width of the root (mm) 
Hc Half-width of the cap (mm) 
J J – integral (N/mm) 
k Critical shear stress (N/mm2) 
L Daylight length between the grips of SE(T) specimen (mm) 
Meq Mismatch ratio ( /yw ybeqM   ) 
Mr Mismatch ratio of the root 
Mc Mismatch ratio of the cap 
n Strain hardening exponent (-) 
P Tensile load (kN) 
PN Normalized tensile load (kN) 
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PN,F Normalized load obtained by curve fitting (kN) 
PLB Lower bound limit load (kN) 
PLBM Mismatch lower bound limit load (kN) 
PLBb Base material lower bound limit load (kN) 
PUB Upper bound limit load (kN) 
Q Constraint parameter (-) 
r Radius of the notch tip (mm) 
𝑅𝑝02 0.2% proof stress (MPa) 
𝑅𝑝02(𝐴𝑊𝑀𝑇𝑇) 0.2% proof stress obtained from all weld metal tensile tests (MPa) 
𝑅𝑚 Ultimate tensile strength (MPa) 
𝑅𝑚(𝐴𝑊𝑀𝑇𝑇) Ultimate tensile strength obtained from all weld metal tensile tests (MPa) 
V Measured voltage drop across the crack (V) 
Vref Supplied voltage drop considered as a reference (V) 
W Width of the SE(T) specimen (mm) 
Wr Width of the weld root (mm) 
Wc Width of the weld cap (mm) 
𝑌/𝑇 Yield to tensile ratio  (Rp02/Rm) 
𝛼 Yield offset (-) 
𝜀𝑦 True yield strain (-) 
𝜀𝑒𝑞,𝑝𝑙 Equivalent plastic strain (-) 
𝜀𝑒𝑞,𝑝𝑙−𝑚𝑎𝑥  Maximum equivalent plastic strain (-) 
𝜎 True stress (N/mm2) 
𝜎𝑚 Mean stress (N/mm
2) 
𝜎𝑦 Yield stress (N/mm2) 
𝜎𝑦𝑏 Yield stress of base material (N/mm2) 
𝜎𝑦𝑚 Yield stress of the mismatched weld (N/mm2) 
𝜎𝜃𝜃 Crack tip opening stress (N/mm
2) 
τ True shear stress (N/mm2) 
τmax Maximum shear stress (N/mm2) 
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SE(T) Single Edge notched (Tensile)  
DCPD Direct Current Potential Drop 
UC Unloading Compliance 
9pt Nine point measurements 
NDR Normalization data reduction 
CMOD Crack Mouth Opening Displacement (mm) 
CMODpl Plastic component of CMOD (mm) 
CMODN Normalized Crack Mouth Opening Displacement (mm) 
CTOD Crack Tip Opening Displacement (mm) 
AWMTT All weld metal tensile test 
ECA Engineering critical assessment 
𝐻𝑉 Vickers hardness 
𝐻𝑉𝐴𝑊𝑀𝑇𝑇  Vickers hardness obtained by averaging HV from the region of AWMTT 
extraction 
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Background 
 
The integrity assessment of flawed welds requires quantification of fracture 
toughness and crack driving force under imposed loading conditions. Their 
comparison allows estimating whether or not catastrophic failure will occur, thus 
allowing for an 'Engineering Critical Assessment' (ECA) of the weld flaw. Such ECAs 
are essential with respect to the safety of the welded joint and cost-effectiveness of 
welding since weld flaws are virtually unavoidable and full repair is extremely costly. 
An ECA allows for a sound statement on the necessity to repair flaws. For 
contemporary steel grades, an ECA should allow for (limited) plasticity resulting 
from stress concentrations near the flaw tip, thus requiring elastic-plastic fracture 
mechanics theory. 
 
Most ECA procedures assume flaws to be surrounded by homogeneous material (in 
terms of stress-strain behavior and toughness), as this assumption allows for the 
application of well-established fracture mechanics procedures. For instance, the 
concept of a unique path integral (J) to express crack driving force as an energy 
release rate relies on material homogeneity, as J becomes path-dependent within a 
heterogeneous environment [1]. Also, the mathematical background of the EPRI 
framework to estimate J (which is the base for many ECA approaches) assumes non-
variable, unique material properties [2]. 
 
The assumption of homogeneous material properties becomes questionable for 
flaws in fusion welds. A widely recognized and studied topic is the heat affected zone 
(HAZ) with considerably different properties compared to the weld and base metals. 
These differences affect the toughness as well as the stress-strain behavior. Both 
softening and hardening of the HAZ have been reported and are known to influence 
the deformation capacity of the weld joint and the path of ductile crack extension. 
Also the weld material itself typically comprises a wide variety of microstructures 
resulting from the complex thermal history. These inhomogeneities may lead to 
local yield strength variations (e.g. changes up to 100 MPa have been observed in 
metal arc welded steels within a distance of 5 mm in [3]). This is known to influence 
crack driving force [4] and crack tip constraint [5] that has a direct influence on 
fracture toughness. Flaw assessment procedures recognize that local strength 
variations within the weld may hamper a clear-cut interpretation of the assessment 
result [6]. Therefore, much effort has been made over the past decades to include 
effects of weld geometry (bevel, reinforcements and weld fusion line profile) and 
strength properties into fracture mechanics procedures. Following these efforts, 
currently established defect assessment procedures can account for weld strength 
mismatch (weld strength as compared to the base metal) and – to a limited extent – 
weld geometry. 
 
Despite the efforts of the last decades, the current state of the art regarding weld 
flaw assessment adopts significant approximations. For instance, limit load 
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solutions in the flaw assessment standard R6 [7] and fitness-for-purpose procedure 
FITNET [6] assume ‘idealized’ welds in which the fusion lines are straight and the 
weld metal is strength mismatched with respect to the base metal, but homogeneous 
in itself. Idealized welds have been extensively analyzed on the basis of parametric 
finite element analyses [8, 9] and fundamental plasticity studies involving slip line 
field theory [5]. Yet, there is no generic approach to incorporate complex 
distributions of strength and irregular fusion line profiles into assessment 
procedures. 
 
In a preliminary attempt to include complex weld heterogeneity in flaw assessments, 
the Soete Laboratory of Ghent University had developed a theoretical framework for 
the estimation of crack driving force, taking into account variable stress-strain 
properties along theoretical slip lines [10]. Promising crack driving force predictions 
were made for tension loaded flawed welds containing different material properties 
at the root side and the cap side (a strongly simplified case of weld heterogeneity).  
 
Collaboration 
 
In a project funded by FWO Flanders and ARRS Slovenia, Soete Laboratory of Ghent 
University in Belgium and the Faculty of Mechanical Engineering at Maribor 
University in Slovenia joined forces in the year 2015  to perform research on the effect 
of weld heterogeneity on structural integrity assessment of flawed welds. The 
intention was to utilize the specific expertise and facilities of both universities to 
undertake fundamental research and put forward an understanding and approach 
to deal with the issue of constitutive property variations in defect assessments in 
welded connections.  
 
Ghent University has been involved in several national and international projects 
related to strain-based design and defect tolerance of welded structures. 
Contributions have been made to various international (pipeline) codes and 
guidelines. The laboratory was involved in international round-robin programs 
regarding (a) the design, execution, and analysis of Single Edge notched Tension 
(SE(T)) tests for quantification of ductile tearing resistance under low constraint 
levels and (b) curved wide plate tension tests for quantification of strain capacity of 
pipe girth weldments. Current research is related to weld flaw assessment; material 
heterogeneity on the crack driving force and ductile tearing resistance; fatigue of 
offshore structures. The proposed project was a logical extension of the ongoing 
activities. 
 
Faculty of Mechanical Engineering at Maribor University has vast experience in 
fracture toughness testing of welded joints and its numerical simulation. Research 
activities are focused on the study of fracture behavior of weld joints and more 
specifically the effects of global and local strength mismatch on fracture toughness.  
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The promotors of this work, prof. dr. ir. Wim De Waele and prof. dr. ir. Stijn 
Hertelé of Ghent University started a collaboration with prof. dr. ir. Nenad 
Gubeljak of Maribor University with the project titled “Effects of complex 
heterogeneous constitutive properties on the structural integrity of a flawed 
weld”. Ghent University was awarded a Fonds Wetenschappelijk Onderzoek (FWO) 
research fund (grant number G.0609.15N) and Maribor University a Slovenian 
Research Agency (ARRS) research fund. Two doctoral researchers were hired by the 
respective universities, one from each. The doctoral researchers were Mr. Primož 
Štefane at Maribor University (from January 2015) and Mr. Sameera Naib at Ghent 
University (from October 2015). 
 
Objectives of the research 
 
The research ambition is to achieve a deep understanding of the effects of weld 
constitutive property variations on weld behavior in the presence of defects. The 
uncontrolled conservatism of predictions in defect assessment standards (due to 
uncertainties in accuracy) need to be minimized without compromising the safety 
of the structure. This will have a direct consequence on the wide range of structures 
like pipelines, pressure vessels, piping equipment in refineries, etc. by increasing 
operational efficiency thereby reducing the cost of maintenance and repair.  
 
Starting from the state of the art and aiming towards full understanding, the FWO-
ARRS project is translated into four concrete objectives:  
 
1. Judging the applicability of recognized flaw assessment approaches for more 
complex and, hence, more realistic cases of weld heterogeneity 
2. Assessing different loading scenarios (like bending, tension, etc.)  
3. Examining the effects of heterogeneity on both crack driving force and crack 
tip constraint (i.e. fracture toughness) 
4. Providing experimental validation of the predictions made by means of 
theoretical or numerical analyses.  
 
The project is narrowed down to the assessment of surface flaws, which are known 
to be more critical than embedded flaws in terms of structural integrity.  
 
This research was split between the research groups of Ghent and Maribor. Ghent 
University (Soete laboratory) focused the research on weld heterogeneity 
characterization and assessment of defect behavior through crack driving force, 
limit load and crack tip constraint along with tearing resistance analysis in tension 
using Single Edge notched Tension (SE(T)) specimens. Maribor University focused 
research on the effect of weld heterogeneity on defect behavior using constraints 
and damage mechanics in bending using Single Edge notched Bending specimens 
(SE(B)).  
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Organization of the dissertation 
 
This thesis is organized into eight chapters.  
 
Chapter 1 gives a brief background on the influences and treatment of weld strength 
heterogeneity in Engineering Critical Assessments (ECA). It details hurdles incurred 
by several researchers and their approach towards finding a solution. Also, this 
chapter points out the importance of characterizing strength heterogeneity in welds.  
 
Chapter 2 explains the experimental and numerical procedure utilized in this work 
to assess the behavior of cracks or other sharp defects in heterogeneous welds. The 
experimental methods to characterize weld strength heterogeneity include Vickers 
hardness mapping, all weld metal tensile tests and miniature tensile tests. Tearing 
resistance and crack driving force prediction methods in SE(T) testing is put 
forward. The numerical model of SE(T) which includes heterogeneity was utilized 
to validate the transfer functions developed to obtain material properties from 
experiments.  
 
Chapter 3  employs an experimental procedure to estimate fracture resistance curves 
of SE(T) specimens having different weld and specimen configurations. Crack 
growth in heterogeneous regions of the weld is determined by different 
experimental techniques and the pros and cons of the techniques are explained.  
 
Chapter 4 explains the method to obtain constitutive properties from macro 
hardness values by calibrating a transfer function between hardness and stress-
strain behavior, which is validated using the numerical SE(T) model. The numerical 
model is further compared with SE(T) experiments to show the robustness of the 
calibrated transfer function. It is shown that the calibrated transfer function proves 
to be a better estimation method for obtaining constitutive properties from hardness 
values compared to standardized equations.  
 
Chapter 5 is used to give background on the deformation behavior of a crack using 
slip line field theory. The importance of assessing deformations and the influence of 
material heterogeneity on deformation behavior is demonstrated using numerical 
simulations of heterogeneous welded SE(T) specimens complemented with 
experiments using Digital Image Correlation (DIC).   
 
Chapter 6 exploits a 2D Single Edge notched Tension (SE(T)) model to analyze the 
limit loads of the complex and simplified welded specimens. Bounded limit analysis 
(i.e. lower and upper bound theorem) is used to predict limit loads of complex 
welded SE(T) specimens. Additionally, complex welds are simplified into a single 
weld region in terms of material properties and the limit loads are assessed.  
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Chapter 7 is a study of the effect of weld strength heterogeneity on the crack tip 
constraint and its relationship with deformation patterns and slip lines. Using J-Q 
theory, the crack tip stresses are explained in complex welded SE(T) specimens using 
numerical simulations. The deformations are then assessed for their relation with 
crack tip stresses through slip line analysis.  
 
Chapter 8 gathers the outcomes of chapters 1 to 7 to provide a concise summary of 
the effects of weld heterogeneity and to detail a procedure involving heterogeneous 
aspects in an Engineering Critical Assessment (ECA) procedure. Based on these 
results, possible extension to this research and recommendations for future work 
are given.  
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Chapter 1 
1. Strength heterogeneity in weldments – A 
perennial challenge for integrity 
assessment 
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1.1. Introduction 
 
Engineering structures, which are meant to fulfill the needs of mankind, are 
established after meticulous examination and detailing of the scenario of purpose. 
Once a structure is completed and in operation successfully, the reliability and 
functionality have to be monitored at regular intervals.  Even though these 
structures were efficiently designed and manufactured for a specific application, 
degradation and deterioration can be observed due to various factors depending on 
the structural utilization. Failures during the operation of engineering structures 
may lead to severe damage to the structure and its surroundings, having an impact 
on human life, environment, and economy. The term ‘Structural Integrity 
Assessment’ is coined for the process that is used to predict the capability of the 
structure to be in operation for the predicted lifetime.  
 
Anderson [11] explains the two main causes of structural failure, (i) negligence during 
design, construction or operation, and (ii) application of new design/material which 
provides unexpected results. He points out that design procedures can be used to 
prevent failures as per (i) but that it is very difficult to avoid failures mentioned in 
(ii). If the newly improved design or material has to be implemented for operation, 
they will be thoroughly analyzed. Even then, failures can just be reduced but cannot 
be prevented. A typical example of such types of failures that are often discussed in 
the literature is the case of the Liberty ships during world war II [12], which failed 
due to design changes. Several examples can be found throughout history for failures 
due to design and material changes [13]. The structural failures relate to the 
degrading mechanical functionality and hence it has to be assured that this 
degradation does not occur. To suffice this criterion, ‘Structural Integrity 
Assessment’ plays a major role, during design, manufacturing, and operation. 
 
Welded structures like pressure vessels, pipelines, fixed off-shore structures, drilling 
units, etc. are large sized. The safety of these structures must be ensured by having 
low risk to its users and the surroundings, performing the intended purpose 
effectively and efficiently. These objectives are achieved by having good design and 
construction practices, which should prevent most of the structural failures. 
However, as these huge structures might be subjected to complex and changing load 
conditions and operate in hostile environments (subsea, underground, extreme 
weather conditions), they are also susceptible to flaws during the manufacturing 
stage and damage during service. This is one of the major causes of welded 
structures to fail.  
 
Among these welded structures, the importance of pipelines (Figure 1 – network of 
oil and gas pipeline in France/Belgium region) transporting oil, natural gas, 
petrochemicals, and other chemicals have been acknowledged throughout the 
world. For example, per day, 96.2 million liters of petroleum products and 3.48 
trillion cubic meters of natural gas are consumed [14]. In Belgium alone, there is a 
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network of 4000km of pipelines transporting natural gas, oil, and refined products 
[15]. All over the world, the network is over 3,000,000 km, thus making the industry 
a multi-billion dollar worth.  
 
 
Figure 1:  Oil and gas pipeline network in Belgium and neighboring countries [16, 17] 
One of the biggest challenges of the pipeline industry is the aging infrastructure. In 
2003, 50% of the pipeline network in the US was over 40 years old [18] and the 
majority of the European pipeline network is over 20 years old. BP’s annual report 
of 2018 estimates that the available oil reserves would be sufficient to meet 50.2 years 
of requirements [19]. This means the current pipeline infrastructure will need to be 
operated for a longer duration. At this point, in order to apprehend our aging assets, 
structural integrity assessment will play a major role. Key elements in ensuring 
pipeline integrity are highly trained workforce, efficient engineering design and 
operation, inspection and maintenance, Fitness-For-Service (FFS) assessment and 
risk management. 
 
1.2. Engineering Critical Assessment (ECA) 
 
Pipeline construction is subjected to quality control, design codes and workmanship 
standards like BS 4515:2009 or API 1104 [20] in order to ensure the welds are free of 
potentially dangerous flaws, i.e. flaws that can lead to structural failures. Due to the 
different manufacturing processes used, sometimes in harsh environmental 
conditions, the pipes and its welds contain flaws that are of various sizes and shapes. 
FFS assessments are widely used to check whether the failure condition is reached 
during the operational life of the pipe. FFS provides an analytical basis for the 
acceptability of flaws and utilizes techniques based on standardized methods. Once 
flaws are rejected by workmanship standards, they are termed to be defects. 
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Additionally, welding which offers high-speed manufacturing and high design 
flexibility with low costs, involves complexities in metallurgical properties. If the 
presence of flaws is one aspect of a weld, another important aspect is the presence 
of inhomogeneous material properties within and around the region of the weld. 
Because of this, welds act as a major study subject in the field of fracture mechanics. 
‘Engineering Critical Assessment’ is a popular fitness-for-service procedure that is 
widely used in the oil and gas industry to determine defect tolerance of safety-
critical systems [18]. Figure 2 elucidates the manner in which a flaw is analyzed. ECA 
standards and codes like BS 7910 [21], API 579 [22] or R6 [7, 23] are utilized for this 
purpose based on preferences, requirements and geographical location.  
 
 
Figure 2: The assessment of a flawed structure through workmanship standards and 
Engineering Critical Assessment (ECA) 
 
ECA assists in determining the limiting conditions for failure that are “safe”, i.e. 
conservative results can be obtained. ECA standards have been developed for and 
are being used in the field of oil and gas, nuclear, aeronautics, naval constructions 
and others. In order to perform an effective ECA of a flawed component, three major 
types of information are required. This is illustrated in Figure 3. The three 
components, which are mentioned below, help in assessing if the flaws can be 
retained or a repair/replacement is required. 
 The size, position, and orientation of the flaw(s) 
 The stresses developed in the material surrounding the flaw(s) during 
operation  
 Toughness and tensile properties of the region surrounding the flaw(s) 
 
Non – Destructive 
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In welded structures that are under operation, flaws are usually characterized by 
Non-Destructive Inspection (NDI) methods. Welds can be subjected to various 
detection methods like visual inspection [[24] and [25]], liquid penetrant [[26] and 
[27]], Eddy current [[28] and [29]] and others [21].  ISO 5817:2014 [30] lists and 
describes up to 26 different types of weld imperfections like cracks, porosities, lack 
of fusion and others. Cracks and crack-like imperfections, categorized after 
workmanship procedures can be dangerous to the structure and should be directly 
subjected to a fracture mechanics assessment [31]. Other imperfections like 
porosities in low-stress conditions can be neglected to a prescribed extent. It is 
important to note that these ‘cracks’ are generally rejected by workmanship 
standards and are classified under the category of ‘defects’.  
 
 
Figure 3: Three required components for Engineering Critical Assessment (ECA) of a 
defected structure 
Stresses originating from internal pressure, thermal or any other type should be 
determined. For ECA, the stresses determined by the unflawed structure are 
considered. As mentioned in BS 7910:2015 [21], primary stresses are considered to 
estimate plastic collapse and fracture. These primary stresses arise from internal 
pressure and/or external loads. Secondary stresses which are mostly residual stresses 
are required to satisfy the compatibility/equilibrium conditions of the structure. 
These can be relieved by local yielding or heat treatment. Secondary stresses 
contribute to fracture but not to plastic collapse. The tensile and toughness 
properties of the region surrounding the flaw assist in understanding the fracture 
behavior of the weld. Tensile properties can be determined by tensile tests for which 
several standards are available [ASTM E8/E8M [32] etc.] or indirectly through 
Vickers hardness measurements [ISO 15653:2010 [33] etc.]. Fracture toughness tests 
can be performed according to several standards like BS 7448 [34],  BS EN ISO 
15653[33], ASTM E1820 [35] and others. 
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1.3. Weld heterogeneity  
 
1.3.1. The background  
 
Depending on the process and procedure followed for joining two base metals by 
fusion welding, the cooling of the molten metal occurs diversely forming various 
microstructures. Thus, a weld is generally classified into three regions: base metal, 
weld metal and Heat Affected Zones (HAZ). This can be seen in Figure 4. If a weld 
involves multiple passes or regions of repairs, this results in microstructure 
variations within the weld itself. These variations affect the deformation and fracture 
behavior of the (flawed) welds. Fracture toughness is affected by the microstructures 
around the flaw tip while the deformation behavior is influenced by the properties 
of the larger region of the weldments. In order to construe the fracture toughness of 
weld metal with heterogeneity, it is first required to understand different features of 
heterogeneity that contribute to the global fracture toughness behavior.  
 
 
Figure 4: The three regions of the weld – Base, weld and HAZ along with different layers of 
weld passes 
 
The challenges in structural integrity assessment due to weld strength and 
toughness heterogeneity have been faced by researchers from the time welding was 
invented. However extensive research on the effects of property variations in 
weldments began a couple of decades ago. A brief comprehension of historical 
developments on strength and toughness heterogeneity aspects in weldments is 
required for an in-depth understanding of the existing challenges of the methods in 
use.  
 
Early attempts to study these features of heterogeneity were made by Satoh and 
Toyoda in 1982 [36]. They raised issues of mechanical heterogeneity in the evaluation 
of fracture toughness; absorbed energy was obtained with the V-notch Charpy test. 
They concluded that the absorbed energy makes neither a characteristic nor a 
qualitative parameter as it is influenced by strength heterogeneity. In continuation 
Heat affected 
zone (HAZ)
Weld metal
Base
Differentiating weld, base and HAZ zones
Differentiating weld passes
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of this outcome, they assessed the effect of mechanical heterogeneity on Crack 
Opening Displacement (COD) [37]. In 1992, Seo et al. [38] validated the 
experimental results of Satao et al. [36] showing that the absorbed energy is not only 
affected by the fracture toughness of the material at the notch tip but also by the 
mechanical heterogeneity existing in the vicinity of the notch tip. 
 
Vickers hardness has been used by several researchers to estimate local strength 
properties in weldments. Qiao et al. [39], during their attempt to evaluate residual 
plastic strain distribution in dissimilar metal welds (DMW’s), utilized micro-
hardness to characterize residual plasticity in tensile pre-strained steels welded by 
automated gas tungsten arc welding (GTAW) process with seven passes (Figure 5). 
Additionally, a buttering layer of an alloy is seen on the left side of 7 passes of the 
weld region. They applied 200g and 1000g of loads which yielded similar hardness 
values. They obtained the heterogeneous distribution of hardness ranging from 190 
HV to 250 HV, which they inferred as the effect of chemistry and plastic strain. 
Figure 6 shows an example of a heterogeneous bi-material weld extracted from a 
pipe during a project at Soete laboratory. 
 
 
Figure 5: Hardness distribution in dissimilar metal weld [39] 
 
 
Figure 6: Submerged Arc Weld (SAW) seam of an X80 pipe acquired from a project at 
Soete laboratory 
 
The variations in the microstructure may lead to loss or gain of yield strength 
depending on the material being used and the thermo-mechanical treatments 
subjected to the material. In a master thesis written by Matthijs De Visschere at 
HV5
 
 
22 
 
Ghent University during the academic year 2015-16, data from several research 
papers regarding yield strength variations were assessed. The study focused on 
different weld processes (mostly Shielded Metal Arc Welds (SMAW) and submerged 
arc welds (SAW))  [40, 41], dissimilar metal welds [42, 43] and other sources where 
hardness heterogeneity in welds was found [44, 45]. Hardness differences were 
calculated based on the local maxima and minima. The hardness values in a 
weldment (involving base, HAZ and weld metal) ranged between 10 HV and 58 HV, 
which resembles a percentage fluctuation of 5% to 29% with respect to the average 
hardness. While considering only the weld region, local hardness differences range 
between 10 HV and 40 HV for SMAW and 10 to 25 HV for SAW.  
 
The strength variations are popularly accounted for by researchers in the form of 
‘strength mismatch’ in engineering applications [31, 46, 47]. ‘Strength mismatch’ is 
defined between weld and base metal  as the ratio of yield strength of the weld metal 
𝜎𝑦𝑤  to yield strength of the base material 𝜎𝑦𝑏, both of which are often obtained from 
standardized tensile tests. The relation is shown in Equation 1.1. 
 
𝑀 =
𝜎𝑦𝑤
𝜎𝑦𝑏
 1.1 
This relation is directly related to the mismatch occurring globally in a weldment. 
Due to strength mismatch the deformation behavior will be affected and different 
from a material having uniformly distributed strength properties. When strength 
mismatch is present in a cracked weldment, the plastic strain concentrations around 
the crack tip will be influenced. As a consequence, the crack driving forces will be 
affected accordingly. Research in [48] points to a variation of yield strength up to 
50% from root and cap regions. Cracks at different locations in a weld would behave 
differently and this has a huge effect on the fracture behavior of a defect in the 
weldment. A thorough understanding of the behavior of cracks in a heterogeneous 
weld region is yet to be understood in detail.  
 
1.3.2. Appraisal of the procedures 
 
Soon after the acknowledgment of the effects on structural integrity due to strength 
variation in weldments, the need to include mismatch effects in standard ECA 
procedures arose. As Zerbst et al. [2] point out, there are two different defect 
assessment methodologies for an elastic-plastic material; the Failure assessment 
diagram (FAD) and the crack driving force approach (CDF). The choice of two 
approaches is a matter of convenience as both are equivalent. The CDF approach is 
similar to an assessment based on a finite element analysis as far as the 
determination of the crack driving force and its comparison with the material 
toughness are realized in two separate steps whereas the toughness is a normalizing 
parameter for the crack driving force in the FAD approach and thus resulting in a 
failure assessment line. 
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The earliest analytical defect assessment procedure that included the mismatch 
effect is the Engineering Treatment Model – Mismatch (ETM-MM) [46, 49] 
developed in the 1990s by GKSS, Germany. This model helps in estimating CTOD 
values of bi-material problems such as mismatched welded joints. Welds having a 
strength mismatch greater than 1.10 (i.e. overmatching by more than 10%) can be 
analyzed. With is model, the mismatched yield loads can be determined with the 
information of stress triaxiality and considerations of fracture property 
transferability.  
 
Following this, in the year 1999, a three-year project undertaken by seventeen 
institutions from nine European countries was completed. This project aimed at 
unifying flaw assessment methods. This was termed ‘Structural Integrity Assessment 
Procedures for European Industry (SINTAP)’ [47, 50, 51]. During this project, the 
limitations of all procedures were studied and modifications were made to suit the 
problems of that time. For mismatch/bi-materials cases, SINTAP allowed users to 
estimate defect characteristics of a weld with a mismatch lesser or higher than 10%. 
Also, it provided a procedure to perform J-integral analysis. These new aspects were 
added to SINTAP from the ETM-MM approach. The Fitness-For-Service Network 
(FITNET) project was launched in the year 2002 by 50 organizations from 17 
countries in Europe with contributions from the USA, Japan, and Korea. The 
objective was to develop and extend fitness for service procedures for welded and 
non-welded metallic structures. It ran for four years and was completed in the year 
2006 [6]. As similar to SINTAP, FITNET also discusses the importance of 
mismatching in welds (bi-material) and requires limit load solutions for defect 
assessments. The latest version of BS 7910:2013+A1:2015 [21] has incorporated 
mismatching effects as mentioned in  FITNET [6] and this is the popularly used 
current standard that discusses mismatching effects. DNV-RP-108 procedures [52] 
also consider mismatch effects. 
 
BS 7910:2015 [21] standard put forward a procedure to analyze a flawed weld which 
includes strength mismatching in the weld and HAZ with respect to base material. 
A general assessment flow chart for assessing fracture is shown in Figure 7. The 
procedure begins with the selection of an assessment option (1, 2 and 3) based on 
the data availability and lever of conservatism required. This is not detailed in this 
section. However, the purpose of showing this flow chart is to indicate that options 
2 and 3 are advanced procedures in which the weld complexities are considered. The 
strength mismatches are included in this part of the assessments. Figure 8 shows the 
weldment in the form of an idealized two material geometry considered in the 
standard to assess fracture assessment parameters like limit loads (further explained 
in Chapter 6) which are required for the completion of the procedure. In Figure 8, 
2a is the length of the notch and 2H is the width of the weld. However, the standard 
does not mention how to obtain an idealized weld from a complex and intricate 
fusion line and its material properties. 
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Figure 7: A general flowchart for fracture assessment according to BS 7910 [21] 
 
s  
 
Figure 8: Idealized weldment geometry consisting of two materials, weld and base, as proposed 
by BS7910 
After understanding the current status of weld assessment included in standards, 
the upcoming section gives a brief literature survey about how researchers dealt with 
the weld mismatching for fracture assessments.  
 
2H
2a
Base/Parent material
Weld material
 
 
25 
 
1.4. Fracture assessments of defects in mismatched welds 
 
In the early 1990s, the study of the effect of strength mismatches in weldments rose 
to prominence. It was obvious that the weld consumables, which were generally 
specified at the design stage, incurred higher tensile properties in the weld metal 
when compared to the base metal. This was performed to avoid the localized 
accumulation of plastic strains. Several studies on fracture in mismatched welds 
were made during this period. Crack driving forces (Crack Tip Opening 
Displacement (CTOD) [53] and J-integral [54]) of several weld configurations were 
estimated for integrity assessments. These estimates showed that the fracture 
behavior of strength mismatched weldments depends on the various 
interdependent factors: load, geometry, and location of the crack, local fracture 
toughness, mismatch ratio, weld geometry, etc. [31]. Full-scale tests of welded pipes 
prove to be expensive. Hence smaller specimens were extracted from weldments, 
which replicate the loading conditions on a defect in real size structures. Several test 
specimens have been standardized to obtain conservative fracture resistance levels 
like compact tension (C(T)), Single Edge notch Bend (SE(B)) and Single Edge notch 
Tension (SE(T)) specimens [21, 34, 35, 55]. 
 
Schwalbe et al. [56] extended their Engineering Treatment Model (ETM) to involve 
weld strength mismatch (between two bi-metallic interfaces as in Figure 8) for the 
determination of CTOD  [49]. This model required the determination of fracture 
toughness parameter (stress intensity factor K), yield (limit) load, crack driving 
forces like CTOD and J-integral values, and load point displacements which can be 
used to predict failure in the defected welds. Limit load solutions are important as 
they are used to estimate the material response in the presence of the defect. 
Estimation of limit load assists in obtaining crack driving forces through methods 
like reference stress approach [57] that describe fracture behavior of a defect. This 
also acts as an important parameter for CDF and FAD approaches of the ECA 
procedure. The ETM model requires the transition point between the local yielding 
region and fully plastic region for which limit load solutions are used. Using this 
point, ETM equations help to obtain CDF curves (CTOD).  Zerbst et al. [31] give a 
detailed review of the importance of limit load estimations for elastic-plastic analysis 
and show that it is an important input parameter to obtain crack driving forces. They 
point out that the estimations can be very conservative and that several methods 
have been used to obtain them. 
 
Miller [58] published an in-depth review of limit load solutions for structures 
containing defects. Here, he put forward the equations to obtain lower bound 
(underestimating) and upper bound (overestimating) limit loads for different 
specimen configurations such as SE(B), SE(T) and M(T). Hao et al. [9] constructed 
slip line fields that were extracted from numerical simulations of a Center Cracked 
Tensile (CC(T)) panel having mis-matched weld configuration. This helped in 
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obtaining limit load solutions for overmatched and undermatched weld 
configurations. Their work will be detailed in Chapters 5, 6 and 7.  
 
Lei et al. [59] used a similar test configuration and proposed a J-integral estimation 
scheme for mismatched welds by defining an equivalent stress-strain relationship of 
both weld and base material. This relationship was derived based on limit load 
solutions put forward by Joch et al. [60] as a result of slip line fields determined for 
the CC(T) specimens. Kim et al. [8, 61] studied mismatch effects on limit loads by 
simplifying mismatched welds. They utilized yield load solutions to obtain J-
estimations for CC(T) and SE(B) specimens. Using Engineering Treatment Model 
(ETM) [49, 56, 62] equations, they modified them to include mismatch effects. All 
these solutions were validated using elastic-perfectly plastic finite element models. 
Different mismatch conditions [63] and notch locations [64] (Figure 9) have also 
been studied. Kozak et al. [65] found limit loads considering a bimetallic weld 
(heterogeneous weld) for SE(B) specimen. From this study, they found that the 
effect of mismatch within the weld plays a crucial role and has a major influence in 
the determination of limit load of the fracture toughness specimens.  
 
Hertelé et al. [10] derived an analytical limit load equation for a mismatched SE(T) 
specimen. They considered several possible combinations of weld geometry, 
mismatch levels in the weld, and material properties. The outcome of this study 
showed that simplifying a mismatched weld into configurations such as in Figure 8  
can have a significant effect on limit load estimations and in turn the crack driving 
forces.  
 
Mismatch in welds not only affects the limit load, crack driving force and fracture 
toughness of the structure, it also influences the stress-strain distribution around 
the crack tip. O’Dowd and Shih [66, 67] proposed a method to quantify constraint 
effects on crack tip stress fields called Q parameter. This method describes the 
deviation of the stress field from the predicted singularity field (HRR field [68, 69]). 
This, in turn, illustrates the crack trip stress distribution in terms of the magnitude 
of the elastic-plastic J-parameter [11]. The knowledge of crack tip constraint is 
important as it affects the apparent fracture toughness and ductile tearing resistance 
of the material.  
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Figure 9: The different types of yielding observed at different levels of mismatch in a center 
cracked specimen loaded in tension (CCT) [64] 
 
Hao et al. [9] used slip line theory in 1993 to study the constraint conditions of a 
crack in the mismatched structure. They utilized J-Q theory put forward by O’Dowd 
and Shih [66, 67] and derived an expression for Q involving mismatch term for 
slightly overmatching and slightly undermatching welds. He showed that the slip 
lines are altered with the change in yield strength of the regions containing the 
crack. A constrained plastic flow occurs in undermatched weld while an 
unconstrained flow was seen in overmatching welds. The level of constraint was 
measured by estimating the strength of the surrounding base material and the size 
of the plastic zone. This outcome led Burstow et al. [70] to state that the crack tip 
constraint increases in undermatching weld and decreases in overmatching weld in 
SE(B) specimens. 
 
Boothman et al. [71] used a three-dimensional model to understand the 
implementation of the Q-estimation schemes proposed for homogeneous plates 
when implemented on mismatched welds containing a semi-elliptical surface defect. 
They showed that a 30% range of mismatch does not affect the constraint if the crack 
depth is less than the distance between the crack plane and weld boundary. 
However, they have acknowledged that the results are confined to rectangular welds 
and apprehended the validity of the results for complex weld shapes and geometries 
along with different crack positions. In line with this, several researchers have 
studied the development of stress fields in mismatched conditions for notched 
specimens like center cracked panel [9] and single notched [72-74] configurations. 
 
Martin et al. in 1996 [75] presented two-parameter crack tip constraint analysis 
techniques to analyze stress fields in SE(T) specimens. Graba [76] and Wang [77]  
Overmatching Evenmatching Undermatching
Gross-section yielding Penetrating yielding Confined yielding
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studied the influence of material properties, crack geometry on Q parameter 
behavior in SE(T) specimens. However, all studies mentioned formerly considered 
homogeneous weld samples and the conclusions drawn were focussed on the 
homogeneous weld. Regrettably, the effects of local strength variations in the weld, 
base, and HAZ are very minimally assessed in specimens having low crack tip 
constraint conditions. Additionally, the effects of weld heterogeneity variations had 
been neglected by several standards and it is seen from the literature discussed 
before that its effect cannot be understated. 
 
1.5. Weld strength heterogeneity in ECA’s 
 
Moving forward from the traditional concept of weld mismatch (where the base and 
weld regions are homogeneous) into the assessment of a defect lying in a 
heterogeneous weld region, i.e. a region having strength property variations, an 
improvement of the assessment procedures is needed.  The advanced procedures in 
Figure 7 involve mismatch criteria to include the complex material properties in the 
weld region. A flow chart showing the involvement of weld heterogeneity is shown 
in Figure 10. 
 
Additionally, in components subjected to large deformations, the cracks are often at 
low crack tip constraint conditions. The standardized fracture tests atypically yield 
highly conservative toughness values resulting in untimely repair of the 
components. For oil and gas pipes, several researchers have pointed out that the 
crack tip constraint level for Single Edge notch Tension (SE(T)) specimens closely 
imitates those defects in pipes rather than other specimen configurations [78-80]. 
For this reason, the clamped SE(T) configuration is chosen to analyse cracked 
heterogeneous welds in this research. A flow chart with the methods used in this 
study is shown in Figure 11.  
 
The assessment of defect behavior in a heterogeneous weld region is the major goal 
of this dissertation. Weld strength heterogeneity and its effects on defect behavior 
need to be understood by applying analytical concepts, experimental experiences 
and numerical tools. The research will focus on different levels of material 
heterogeneity in the weld region and utilize finite element models to simulate 
complex welds. This will assist in a better understanding of strength characteristics 
of the weld region, defect behavior in terms of fracture toughness, limit loads, 
deformation behavior and tearing resistance of a defected weld.  
 
The research approach begins with the consideration of a weld involving strength 
variations, i.e. material strength heterogeneity within. A defect is placed in a welded 
specimen according to the SE(T) configuration. With this in hand, several fracture 
assessment parameters like limit loads, crack driving forces, crack tip constraints 
and crack tearing resistances are analysed based on the requirement of the standards 
using numerical and experimental tools with an analytical basis. Each chapter of this 
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book explains the different effects of heterogeneity on crack behavior of SE(T) 
specimens. This is outlined in Section 1.6.  
 
 
 
Figure 10: Flow chart of ECA procedure on a defected weld involving weld heterogeneity 
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Figure 11: An overall idea of the research conducted in this work to study the effects of weld 
strength heterogeneity on the behavior of a crack and in turn the structure.  
 
1.6. Summary and conclusions 
 
The issue of heterogeneity in weldments in ECA is not new. Several researchers have 
pointed out the various challenges of weld structural integrity assessment in the 
presence of strength variations.  
 
Summarizing the literature, it can be understood that the scientific community 
considered two or three different materials in a weldment for the assessment of a 
welded structure. Standards typically provide procedures for bi-materials. Few 
studies are available to understand the influence of strength variations [10, 48, 81] 
but the scope of developing a unified approach to deal with more complex local 
strength variations is still lacking.  Therefore, this thesis acts as a platform to 
understand crack behavior in a heterogeneous weld and the resulting outcome on 
structural integrity. 
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The threat of overlooking the strength variations within a weld is pointed out. The 
analysis of the defect in a weld which is surrounded by heterogeneous material can 
be a gamble without an appropriate understanding of its properties. This raises 
several questions related to the mechanical heterogeneity present in the weld region 
of which few are listed below.  
 
 How can this local strength heterogeneity be quantified? 
 Does weld heterogeneity influence crack driving forces in a welded 
specimen? 
 Is the limit load affected by weld heterogeneity? 
 What is the influence of weld heterogeneity on crack tip constraint? 
 Does weld heterogeneity affect the growth and trajectory of a ductile tear 
originating from a weld defect?   
 
These questions are  analysed in detail and are discussed in the upcoming chapters 
of this thesis.  
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Chapter 2 
2. An overview of experimental and 
numerical methodologies  
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2.1. Introduction 
 
This chapter expounds on the different methods used in this research. Several 
analytical concepts have been used which will be introduced in subsequent chapters. 
Numerical and experimental approaches have been applied to explore, analyze and 
validate these analytical concepts.  
 
To begin with, the experimental methods used for characterization of weld 
heterogeneity and crack assessments are explained in Section 2.2. A numerical (finite 
element) model of a SE(T) specimen which has the ability to simulate complex 
heterogeneous welds is explained in Section 2.3. 
 
2.2. Experimental methods and material 
 
Several experimental methods were adopted in this research to characterize and 
understand the consequences of weld heterogeneity on the fracture toughness and 
tearing resistance of a defected weld. Two types of weld configurations were used; 
the first set of specimens was extracted from girth welded pipes (set A) and the 
second set of specimens was extracted from welded plates (set B). 
 
Girth weld joints connecting pipes made out of API 5L [82] grade X70 steel (having 
a specified minimum yield strength of 485 MPa) were considered for crack growth 
resistance characterization. The girth welds were produced prior to this project 
within European Union's Research Fund for Coal and Steel (RFCS) research program 
under grant agreement no. RFSR-CT-2013-00025. Eight different joint configurations 
were tested. First, two pipes with different diameters and thicknesses (17.3mm and 
19.3mm) were chosen (Table 1). Welds were produced with a V-bevel preparation, 
according to two different weld procedures: gas metal arc welding (GMAW) and 
shielded metal arc welding (SMAW). For each, two different filler metals were 
adopted to obtain strength properties that were intended to either approximately 
evenmatch or overmatch the base metal’s strength properties along with a pass of 
Pipliner 6P+ [83] consumable at the bottom of the root.  
 
Additionally, 25 mm thick S690 [84] (structural steel with a minimum yield strength 
of 690 MPa) welded plates were designed and produced at the Faculty of Mechanical 
Engineering, University of Maribor. The welds are produced in such a way that there 
is an extreme mismatch between two weld regions (Figure 15: Figure 12, b; Table 2); 
one region being strength overmatching (OM) with respect to the base metal, the 
other one being strength undermatching (UM). The heterogeneous weld is referred 
to as OM-UM. Apart from this weld, two additional welded plates each having a fully 
OM and fully UM configuration was also obtained (Figure 15: Figure 12, c and d). The 
welding procedure was SMAW, preceded by an X-bevel preparation. The filler 
metals MIG 90 [85] and VAC 465 [86] were used for the strength overmatching (OM) 
and undermatching (UM) weld regions, respectively.  
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
Figure 12: (a) Girth weld with V shaped configuration, (b) test plate having an X shaped weld 
configuration with OM-UM weld, (c) test plate having an X shaped weld configuration with 
UM weld (d) test plate having an X shaped weld configuration with OM weld (e) A sample 
drawing of the extraction of the SE(T), HV5 and MT samples from a welded plate 
From the two sets of welded pipes and the plate welds, 11 specimens were extracted 
on which Vickers macro hardness mapping was performed. The procedure for 
mapping and the contour plots showing the hardness variations are shown in 
Section 2.2.1 Similarly, all weld metal tensile samples of all joints were tested. The 
yield and ultimate tensile strength values are given in Section 2.2.2.  Miniature tensile 
tests were used to validate the hardness calibration equations as further discussed 
in Chapter 4. Here, 14 samples from the OM-UM welded plate (7 from the 
overmatching region and 7 from the undermatching region) were investigated. 
Details are provided in Section 2.2.3. Table 3 provides a scheme of all the experiments 
performed in this thesis.  
Weld region
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17,3mm
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matching 
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Base metal geometry (outer 
diameter × wall thickness) 
Weld 
procedure 
Intended weld strength 
Properties 
Figure 15  
48′′(1219.2𝑚𝑚) × 19.3 𝑚𝑚 
SMAW 
Evenmatching A 
Overmatching B 
GMAW 
Evenmatching C 
Overmatching D 
36′′(914.4𝑚𝑚) × 17.1 𝑚𝑚 
SMAW 
Evenmatching E 
Overmatching F 
GMAW 
Evenmatching G 
Overmatching H 
 
Table 1: Material set A: list of API 5L X70 pipe girth weld joints selected for crack growth 
characterizations 
 
 
Base metal 
geometry  
Weld 
procedure 
Filler 
Material 
Intended weld strength 
Properties 
Figure 
25𝑚𝑚 𝑆690  
𝑠𝑡𝑒𝑒𝑙 𝑝𝑙𝑎𝑡𝑒 
SMAW 
VAC 465 
and 
MIG 90 
Overmatching/Undermatching OM-UM 
 
VAC 465 Fully undermatching Fully UM 
 
MIG 90 Fully undermatching Fully OM 
 
Table 2: Material set B: welded plate selected for crack growth characterizations 
 
Test performed Set A Set B 
Hardness mapping (HV5) 8 3 
All weld metal tensile tests 
(AWMTT) 
8 2 
Miniature Tensile Tests 
(MTT) 
- 14 
Single edge notched tensile 
(SE(T)) test 
16 12 
Table 3: List of tests and test specimens for the two sets of weld used in this thesis; more details 
are provided in the following sections. 
The consequence of weld heterogeneity on crack tearing behavior was assessed 
using SE(T) testing of welded specimens.  This is explained in Section 2.2.4. 
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2.2.1. Hardness mapping 
 
Weld heterogeneity was characterized by means of Vickers hardness (HV) maps [3, 
87-89]. Maps of HV indentations with a load of 5kgf or 49N (typically around 1000 
per map) were made on polished and etched weld samples. Devoted software 
allowed to automate the process of hardness mapping. The distance between 
adjacent indents was kept sufficiently high to avoid interactions, according to ASTM 
A384-11E1 [89]. The criteria are shown in Figure 13 and an indented weld is shown in 
Figure 14. 
 
 
Figure 13: Minimum required indentation spacing according to ASTM E384-11 [89]  
 
 
Figure 14: A sample of a set B OM-UM weld after performing hardness mapping 
 
The hardness contour plots for 8 girth welded samples listed in Table 1 are shown in 
Figure 15. Different observations can be made from a variety of characterized welds. 
As expected, the presence of multiple weld passes has a pronounced effect on the 
hardness properties of the weld region. The hardness changes significantly in the 
welds forming different spatial distributions of hardness from root to cap. Hardness 
variations may occur due to different weld consumables and/or heat treatments of 
subsequent weld passes. HAZ softening (observed in specimens A to H) is common 
for high strength low alloy steels, when weld heat input locally alters the fine grain 
size that contributes to material strength [90-92]. 
 
5mm
 
 
38 
 
 
 
(A) 
 
 
(B) 
 
(C) 
 
(D) 
 
(E) 
 
(F) 
 
(G) 
 
(H) 
 
HV5 contour plots of pipe weld samples (A-H) 
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OM-UM (I/J/K/L) 
 
 
Fully UM (M) 
 
 
Fully OM (N) 
Figure 15: HV5 contour plots of pipe weld samples (A-H) and 25 mm thick S690 plate (OM-UM, 
fully UM and fully OM) considered for SE(T) testing. 
 
Hardness mapping was also performed on the welded plate and the resulting 
hardness contour plot (Figure 15 (OM-UM, fully UM and fully OM) is shown. Apart 
from the presence of UM and OM weld regions, Figure 15 indicates the presence of 
severely hardened HAZ. HAZ hardening is associated with the creation of hard 
microstructures due to rapid cooling.  As indicated in Figure 15, OM-UM weld is 
assigned with letters I, J, K, L, the fully UM weld as M and the fully OM weld as N. 
This is useful for further reference to Single edge Notched Tensile (SE(T)) test 
specimens and is listed in Table 6. 
 
The strong variety of heterogeneity patterns demonstrates an excellent basis for the 
exploration of analytical, numerical and experimental methods covered in this work.  
 
In order to understand the variations of material properties in the welds, hardness 
traverses were made and plots of HV5 versus distance (mm) were obtained. They are 
shown in Figure 16. Three hardness maps from Figure 15 were chosen, i.e. (A), (B) 
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and OM-UM welds. Three traverse lines were made, two horizontal ones in cap and 
root region, line a and line b respectively, and one vertical along the weld thickness. 
Figure 16 includes a 2D contour plot of the HV5 map showing the traverse lines in 
black. The horizontal lines were plotted from left to right of the specimen and the 
vertical lines started from the root up to cap region.  
 
Observing the evenmatching weld A on Figure 16(a) and (b), it can be seen that the 
variations in weld and base region are approximately uniform, except that softening 
is observed in heat-affected zones. The average HV5 value in base and weld was 
observed to be around 210HV. Due to HAZ softening, the HV5 value dropped to 
around 190HV along line a, while along line b it dropped down to 175HV. The effect 
of softening was also seen in the root to cap traverse line.  
 
In the overmatching weld B of Figure 16(c) and (d), one can observe hard regions in 
the contour plot. The base material was observed to have around 210HV and HAZ 
was softened up to 17% with respect to the base material. The hardness at the weld 
cap (275HV) indicates an overmatching percentage (in terms of hardness) of 30% 
with respect to the base material and the root hardness came down to 150HV which 
is a decrease of 28% relative to the base material. Traversing from root to cap in the 
weld region, one can observe non-uniform variations in hardness.  
 
In the X weld configuration of the OM-UM specimen, the sudden transition of UM 
to OM region can be seen in Figure 16 (e) and (f). An HV5 value of ~170HV was 
achieved in the UM region whilst an HV5 value of ~320HV was seen in the OM 
region. HV5 values up to 400HV were measured in the HAZ. Additionally, it can be 
observed from Figure 15 that there are sudden changes in material properties within 
the weld itself as seen in (B) and (F) which can have a severe impact on the crack 
behavior. The 2D contour plots in Figure 15 and traverses in Figure 16 point out the 
complexities in welds because of material property variations and the importance of 
including them in defect assessments.  
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
Figure 16: Plots of traverses obtained on different hardness maps: (a) and (b) are from figure 11 
(A), (c) and (d) are from figure 11 (B) and (e) and (f) are from figure 11 (OM-UM) 
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2.2.2. All Weld Metal Tensile Tests (AWMTT) 
 
Round bar AWMTT specimens of 5 mm gauge diameter were extracted from each 
of the girth welded pipes, which constitutes 8 specimens as mentioned in Table 1. 
Additionally, standardized tensile test samples were extracted from OM and UM 
weld regions of the S690 steel welded test plate. The specimens had a diameter of 6 
mm and a gauge length of 30 mm parallel to the welding direction. These specimens 
were subjected to standard tensile testing to obtain average weld stress-strain 
properties within the sampled weld region. The results allow calibrating hardness 
transfer functions according to a procedure which is detailed in Chapter 4. 
 
The specimens were extracted near the location of hardness macrographs to 
minimize the effects of heterogeneity in the welding direction on the AWMTT based 
transfer functions. Figure 17 shows the location of extraction of samples in the weld 
region. The tests were performed in accordance with ASTM E8/E8M-11 [32]. The 
pipe’s tensile test specimens were taken in the central region of the weld and 2/3rd 
distance from the inner surface of the pipe (Figure 17a). For the welded plate (Figure 
17b), two tensile test samples were extracted from undermatching and overmatching 
region respectively at 2/3rd distance from the center fusion line. Resulting material 
properties (averages of three tests each) are summarized in Table 4 and Table 5. In 
Table 5,  the values apply for OM-UM welded specimens as well as fully OM and fully 
UM specimens.   
 
 
(a) 
 
(b) 
Figure 17: Location of extraction of AWMTT sample from (a) pipe and (b) OM-UM plate 
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Hardness 
map Yield strength 
(MPa) 
Ultimate tensile strength 
(MPa) 
Yield to 
tensile 
ratio 
(Figure 15) (Y/T) (-) 
 Weld 
metal 
Pipe 
metal 
Mismatch 
My 
Weld 
metal 
Pipe 
metal 
Mismatch 
Mt 
Pipe Weld 
A 579 607 0.95 650 660 0.98 0.92 0.89 
B 620 585 1.05 732 637 1.14 0.92 0.85 
C 641 575 1.11 749 626 1.19 0.92 0.86 
D 711 601 1.18 818 655 1.24 0.92 0.87 
E 616 588 1.04 724 660 1.09 0.89 0.85 
F 674 566 1.19 777 639 1.21 0.89 0.87 
G 630 580 1.08 749 647 1.15 0.9 0.84 
H 752 572 1.31 850 643 1.32 0.89 0.88 
 
Table 4: Average stress properties obtained by all-weld metal tensile testing of the girth 
welded pipes 
 
Weld 
regions 
(Figure 15) 
Yield strength 
(MPa) 
Ultimate tensile strength 
(MPa) 
Yield to 
tensile ratio 
(Y/T) (-) 
Weld 
metal 
Base 
metal 
Mismatch 
My 
Weld 
metal 
Base 
metal 
Mismatch 
Mt 
Base Weld 
OM 908 698 1.30 1046 795 1.31 0.87 0.86 
UM 635 698 0.90 690 795 0.86 0.87 0.92 
 
Table 5: Average stress properties obtained by all-weld metal tensile testing of the different 
weld regions in the welded plate specimens 
 
 
2.2.3. Miniature Tensile Tests (MTT) 
 
MTT specimens were extracted from the weld by means of electrical discharge 
machining (EDM) (Figure 18). This technique is suitable as no mechanical forces are 
applied to the vulnerable specimens. Dog bone shaped blocks were taken out in the 
welding direction, and were divided into 0.7-mm-thick slices (Figure 19) [81, 93, 94]. 
These were then ground on both sides to a final thickness of 0.5 mm, thus removing 
the brittle heat-affected zone associated with the EDM. The preparation and testing 
of the specimen were performed at Maribor University during a research visit 
undertaken in October 2017. 
 
One block was entirely located in the weld and oriented in the through-thickness 
direction, whereas other blocks sampled base metal, HAZ and weld metals in the 
welding direction at the OM and UM sides. These different blocks allow to 
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determine stress-strain curves of different regions of weldment which assists in 
understanding and analyzing local material property variations in base material (if 
any), HAZ or in weld material. 
 
For the validation of calibrated hardness transfer functions developed in this thesis 
(Chapter 4) MTT specimens extracted in weld OM and UM region were chosen. 
Results of 14 specimens in the OM and UM weld regions (7 from each region) of the 
latter blocks are put forward in Chapter 4. The dog bone geometry has a nominal 
cross-sectional area of 1 mm2 and was adopted from [93]. Each of the 8 specimens 
from each configuration is chosen from the region where the AWMTT specimens 
were extracted from the welded plate. This helps in understanding and accounting 
the local strength variations ignored by AWMTT experiments  used for calibrating 
hardness transfer functions which are used to obtain material properties from HV5 
values. This is further explained in Chapter 4. 
 
Digital image correlation was used to measure full-field displacements on MTT 
specimen surface, out of which the strain was calculated. The specimens were 
painted white, followed by applying black speckles which were then monitored by 
cameras that capture images throughout the test, in accordance with reference [81]. 
These images were then post-processed using devoted software (ARAMIS) for DIC 
analysis at Maribor University, Slovenia [95].  
 
Additionally, 3 HV5 indents were made on each end of the MTT sample as shown in 
Figure 19 (depicted as red diamonds). This will assist in validations of hardness 
transfer functions which are used to obtain weld material stress-strain properties 
(Chapter 4). 
 
 
45 
 
 
 
Figure 18: Extraction of micro tensile specimen (image courtesy: P. Štefane, University of 
Maribor)  
 
 
Figure 19: Dimensions of miniature tensile specimens (image courtesy: P. Štefane, 
University of Maribor) 
 
2.2.4. Single Edge notched Tensile (SE(T)) tests 
 
Twenty-eight SE(T) specimens were extracted from the welded samples mentioned 
in section 2. Two repeat tests were performed for each specimen configuration (8 
configurations in pipes and 4 configurations in welded plates). The weld region was 
located at the center of the specimen. Notch positions were chosen to achieve a 
maximum variety of results with different possible configurations. The specimens 
can be classified into two sets:  
- Set A: 16 specimens extracted from girth welded pipes  
- Set B: 12 specimens extracted from the welded test plate  
Hardness indentation
to obtain HV
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The specimens used in this study are summarized in Table 6.  
 
Set Type 
Sample 
Name 
Tested  
specimens 
Side  
grooves 
Notch  
location 
Fatigue  
Pre-Crack 
Set A Pipe 
A 2 Yes Root No 
B 2 Yes Root No 
C 2 Yes Root No 
D 2 Yes Root No 
E 2 Yes Root No 
F 2 Yes Root No 
G 2 Yes Root No 
H 2 Yes Root No 
Set B Plate 
I 2 Yes OM No 
J 2 Yes UM No 
K 2 No OM Yes 
L 2 No UM Yes 
M 2 Yes UM No 
N 2 Yes OM No 
Total  28   
 
Table 6: Summary of SE(T) specimens used in this research  
 
Specimens from set A had cross-section dimensions B = W = 15 mm and a grip 
daylight distance L = 200 mm. They were notched by saw cutting to a targeted depth 
a0/W = 0.3, producing a notch tip radius of 0.075 mm, side groove depth equal to 
7.5% of B with a root radius of 0.5 mm and an opening angle of 450 with the aim to 
avoid crack tunneling. Fatigue precracking was not carried out. According to 
different sources, this is not a requirement for sufficiently tough materials, whose 
failure is preceded by stable ductile tearing [96-98]. The notches were always 
introduced from the root of the weld (NQ) orientation as per ISO 15653 [33].  
In Set B, the specimens had dimensions B = W = 20 mm and L = 200 mm. The notch 
was located in the OM weld for four specimens and in the UM weld for the other 
four specimens extracted from OM-UM configuration. Within each of these subsets, 
four specimens (2 OM and 2 UM notched) had a similar notch and side groove 
configuration as Set A (a0/W = 0.3), without fatigue pre-cracking. The other four 
specimens (2 OM and 2 UM notched) were not side-grooved and were fatigue pre-
cracked in accordance with ASTM E1820:17 [35]. The two fully OM and two fully UM 
specimens had side grooves and were not fatigue pre-cracked. 
The testing was performed at room temperature (23 - 25 OC). Figure 20 is a 
representative image of a not pre-cracked SE(T) specimen showing the notch and 
side grooves.  
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Figure 20: Representation of non fatigue pre-cracked SE(T) specimen with notch and side 
grooves 
The targeted notch depth of the fatigue pre-cracked specimens of Set B was 2 mm 
ahead of the weld interface (Figure 21). Actual a0/W values were measured post 
mortem using 9 points (9pt) average method (discussed in Chapter 3) and are close 
to the target (Table 7). Nine-point (9pt) measurement is an optical technique that is 
used to measure initial crack depth and final crack extension of the SE(T) sample. 
ASTM E1820 [35] suggests measuring the size of the initial and final cracks at nine 
equally spaced points extending to 0.005W of the surface of the plane sided 
specimen. The rationale behind the targeted crack position is to stimulate crack 
extension through the interface between OM and UM regions and check the 
resulting effect on the tearing resistance curve. 
 
Figure 21: SE(T) specimen extracted from a welded plate and the notch configuration 
 
Specimen 
(refer table 5) 
a0/W The distance of crack tip to weld interface (mm) 
at the surface at mid-thickness 
K.1 (crack in OM) 0.55 1.9 1.6 
K.2 (crack in OM) 0.61 2.1 1.4 
L.1 (crack in UM) 0.39 1.8 1.1 
L.2 (crack in UM) 0.32 1.9 1.0 
Table 7: Initial fatigue pre-crack positions for specimens of set B without side grooves. 
Specimens were tested in universal test rigs having a capacity of 150 kN (for W = B = 
15 mm specimens) and 1000 kN (for W = B = 20 mm specimens). Testing was 
L
ao
notch
B=W BN
W
Side groove
Clamping Clamping
Top view
20mm
Notch with 
fatigue 
precrack
SE(T) 
Specimen
2mm
Specimen 
surface
Specimen 
surface
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performed at a fixed displacement rate of 2 mm/min (within the range specified in 
[55]), using hydraulic clamps that restrained end plane rotations. The displacement 
was increased until the force dropped down to 75% of its maximum value. CTOD 
was calculated using a double clip gauge assembly as prescribed by BS 8571:2014 [55]. 
For the calculation of CTOD, 𝑅𝑝0.2 is the 0.2% offset yield strength of the base metal 
or the weld metal depending on the location of the notch (base or weld region) at 
the temperature of the fracture toughness test. 
 
𝐶𝑇𝑂𝐷 = 
𝐾2
1.5 𝑅𝑝0.2𝐸′
+ 𝑉1 −
𝑎0 + 𝑧1
𝑧2 − 𝑧1
(𝑉2 − 𝑉1) 
2.1 
 
The elastic component of CTOD shall be calculated from the elastic stress intensity 
factor, K. V1 and V2 are the plastic parts of the displacements determined from clip 
gauges mounted at knife heights of z1 and z2 respectively in a double clip 
arrangement as shown in Figure 22. In the figure a=a0 which is the initial crack 
length. 
 
 
Figure 22: Determination of CTOD from the double clip gauge arrangement [55] 
Two clip gauges were mounted at different heights above the specimen (z1 = 2 mm 
and z2 = 8 mm), using devoted knives that were screwed onto the specimen. The 
specimens were prepared for DCPD measurement – a crack growth measurement 
technique that uses electric potential to measure crack growth in SE(T) specimens 
as per the suggestions of [99, 100]. After the tests, specimens were heat tinted at 
220oC for two hours. They were then submerged in liquid nitrogen for 10-15 minutes 
and were broken in a brittle manner in a three-point bending setup. This allowed 
for the post mortem measurement of crack growth by the 9pt method. The crack 
measurement procedures using 9pt method, DCPD and Normalization Data 
Reduction techniques are discussed further. 
 
CTOD
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The crack extension in SE(T) specimens was quantified in three different ways: the 
9pt method (for final crack extension), DCPD and NDR. Brief descriptions of the used 
methods are outlined in the following subsections. 
 
2.2.4.1. Nine-point (9pt) measurement 
 
Nine-point (9pt) measurement is an optical technique that is used to measure initial 
crack depth and final crack extension of the SE(T) sample. ASTM E1820 [35] suggests 
measuring the size of the initial and final cracks at nine equally spaced points 
extending to 0.005W of the surface of the plane sided specimen as shown in Figure 
23. The initial depth a0 (relating to the initial saw-cut or fatigue pre-crack, if any) 
and the final crack depth af are then calculated using the following equation:  
𝑎 =  
1
8
 (
𝑎(1) + 𝑎(9)
2
+ ∑𝑎(𝑖)
8
𝑖=2
) 2.2 
where a(i) is the crack length along the lines (1-9) and a is a0 or af. Then, the final 
physical crack extension is calculated by ∆a9p = af – ao. 
 
Figure 23: Measurement of the final crack extension on a cross-section of SE(T) sample by 
the 9pt method.  
 
The initial crack length a0 is obtained from the fatigue pre-crack if present, or the 
saw-cut in absence of fatigue precracking. The visibility of the final crack for 
measurement of af was increased by heat tinting the specimen prior to forced brittle 
fracture of the remaining ligament. It is important to note for the following that the 
9pt method considers crack extension in the projected through-thickness plane 
(perpendicular to the tensile loading direction). 
 
 
 
 
1 2 3 4 5 6 7 8
0.005 W
Saw-cut
Fatigue precrack (if any)
9
Final crack
W
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2.2.4.2. Direct Current Potential Drop (DCPD) technique 
 
The adopted DCPD technique is explained thoroughly by Verstraete et al. [99] and 
has been validated on several (welded) specimens by Van Minnebruggen et al. [100]. 
Figure 24. shows a schematic of the experimental setup for DCPD measurements in 
SE(T) samples adopted in this work. A constant current of 25 A (pipe girth welded 
specimens) or 50 A (plate butt welded specimens) was supplied depending on the 
cross-sectional area of the specimen. As the specimens were tensile loaded, the 
voltage drop V across the notch was measured. The voltage measurement probes 
were connected to the bolts clamping the knives of a double clip gauge assembly 
traversing the notch, which was used to calculate CMOD and CTOD by means of 
trigonometric extrapolation as prescribed by BS8571 [4] . A second reference voltage 
measurement Vref was taken remote from the notched section, to capture effects of 
temperature or current leakage through the test setup (by normalizing V against 
Vref).  
A trigger signal was generated every 3 seconds to acquire both voltages i.e. the 
voltage across the notch and the reference voltage. For each time step, crack growth 
∆apd was calculated as apd – a0,pd, using Equation 2.3 as derived by Johnson [101] to 
calculate the crack depth from DCPD.  
 
𝑎𝑝𝑑 = 
2𝑊
𝜋
 cos−1(
cosh(𝜋 𝐷𝑚𝑒𝑎𝑠,1 2𝑊) 
cosh (
𝑣(𝑎𝑓)
𝑣(𝑎0)
 cosh−1 (
cosh (𝜋𝐷𝑚𝑒𝑎𝑠,1 2𝑊) 
cos(𝜋𝑎0 2𝑊 )
)) 
) 2.3 
 
 
In Equation 2.3, v(-) is a normalized value V/Vref. 2Dmeas,1 is the distance between two 
measuring points as shown in Figure 24. A crack tip blunting correction was 
implemented as detailed in [100]. Concretely, a blunting line is fitted through the v-
CMOD signal by linear regression prior to crack initiation and is then subtracted 
from the entire curve. The maximum value subtracted was limited to the value of 
the blunting line at the initiation. In turn, the (minor) crack growth due to blunting 
was modeled as CTOD/2 up to initiation and added to apd. Finally, the R-curve was 
constructed by plotting crack growth against CTOD. 
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Figure 24: The DCPD setup on a SE(T) specimen 
 
2.2.4.3. Normalization Data Reduction (NDR) technique  
 
The third technique used to quantify crack size in this research is Normalization 
Data Reduction (NDR). ASTM E1820 – 2017 [35] uses force-displacement data 
together with initial and final crack sizes to obtain a J resistance curve (J-R curve) 
for the specimen types covered by that standard. NDR is not standardized for SE(T) 
testing but has been explored by Kong et al. [102]. In their work P-CMOD data are 
adopted to achieve normalized force values which are then curve fitted to calculate 
the CTOD R-curve. The procedure is specifically followed in this research and is 
briefly discussed hereunder:  
 Blunting corrected crack length (ab) and 𝜂𝐶𝑀𝑂𝐷 factor along with measured 
P and CMOD values, J integral and CTOD [55, 102] values are obtained. For 
the sake of simplicity, these equations will not be discussed and can be found 
in [55, 102]. However, the equations to calculate ab and 𝜂𝐶𝑀𝑂𝐷 are given. 
𝑎𝑏 = 𝑎𝑜 +
𝐽
2𝜎𝑦
 2.4 
𝜂𝐶𝑀𝑂𝐷 =  1 − 1.089(
𝑎𝑜
𝑊⁄ ) + 9.519. (
𝑎𝑜
𝑊⁄ )
2
− 48.572(
𝑎𝑜
𝑊⁄ )
 
+ 109.225(
𝑎𝑜
𝑊⁄ )
4
− 73.116(
𝑎𝑜
𝑊⁄ )
5
− 77.984(
𝑎𝑜
𝑊⁄ )
6
+ 38.487(
𝑎𝑜
𝑊⁄ )
7
+ 101.401(
𝑎𝑜
𝑊⁄ )
8
+ 43.306(
𝑎𝑜
𝑊⁄ )
9
− 110.77(
𝑎𝑜
𝑊⁄ )
10
 
2.5 
 
 Each load value from the initial up to (but excluding) maximum load is 
normalized to get normalized load PN: 
 
𝑃𝑁 =
𝑃
𝐵𝑊𝜎𝑦𝑤 (
𝑊 − 𝑎𝑏
𝑊 )
𝜂𝐶𝑀𝑂𝐷
 2.6 
 
 Similarly, CMODpl (representing the plastic portion of CMOD) values are 
also normalized into CMODN:  
 
𝐶𝑀𝑂𝐷𝑁 =
𝐶𝑀𝑂𝐷𝑝𝑙
𝑊
 
2.7 
 
Voltmeter
Vref V
2Dmeas,1
W
ao
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Crack extension
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 The normalized load - CMOD (𝑃𝑁-𝐶𝑀𝑂𝐷𝑁) trajectory is least squares curve 
fitted. In order to achieve this, CMODN values in excess of 0.001 mm and up 
to maximum load (excluding maximum load value) are used. The fitting 
equation is:  
 
𝑃𝑁,𝐹 =
𝑛1 + 𝑛2. 𝐶𝑀𝑂𝐷𝑁 + 𝑛  . (𝐶𝑀𝑂𝐷𝑁)
2
𝑛4 + 𝐶𝑀𝑂𝐷𝑁
 2.8 
  
Here, n1, n2, n3, and n4  are the fitting constants. 
  
 The crack length to thickness ratio is calculated using the equation: 
 
𝑎𝑁𝐷𝑅
𝑊⁄ = 1 − (
𝑃
𝑃𝑁,𝐹  𝑊 𝐵
)
1
𝜂𝐶𝑀𝑂𝐷⁄
 
2.9 
 
 The crack length 𝑎𝑁𝐷𝑅 obtained from equation 2.9 is further curve fitted 
against the 𝐶𝑇𝑂𝐷, which is calculated using the equation in BS8571:2014 [55], 
using non-linear GRG (Generalized Reduced Gradient) algorithm [103] to 
find least squares errors [35]. The curve fitted equation is shown in (2.10) 
 
ln 𝐶𝑇𝑂𝐷 = ln𝐶1 + 𝐶2 ln (
𝑎𝑁𝐷𝑅
𝑘
) 2.10 
 
Here, C1 and C2 are curve fitting coefficients, k is a fit function parameter and 
is considered to be 1mm. This process helps in obtaining the complete R 
curve (elastic-plastic) as previously, only the plastic part of CMOD and thus 
CTOD was used to derive 𝑎𝑁𝐷𝑅 values.  
 
 The fitted curve is extended until the final crack extension value obtained by 
9pt method to develop the R curve (CTOD vs crack extension). 
 
In addition to ‘conventional’ instrumentation, Digital Image Correlation (DIC) was 
used to depict full-field plastic deformations. The detailed procedure is put forward 
in [104] and setup is shown in Figure 25. In brief, a stereoscopic system consisting of 
two synchronized monochromatic cameras captures pictures at predefined intervals 
of time (6 seconds here) during the process of testing. The obtained pictures were 
correlated using the commercial software package VIC 3D (version 7) to obtain 
contours of in-plane strain values on the surface of the specimen. 
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Figure 25: DIC Test setup as shown in Verstraete et al. [104] 
 
2.3. Numerical framework 
 
The numerical model of a SE(T) specimen involved various analysis techniques 
based on the theoretical and experimental requirements outlined in the following 
chapters. These different cases are listed as follows: 
 
 Two dimensional SE(T) model 
 Plane strain bi-metallic welds (elastic-perfectly plastic and elastic-
plastic with strain hardening); 
 Actual weld based on material behaviour obtained from hardness 
maps. 
 Three dimensional SE(T) model with or without side grooves 
 Actual weld based on material behaviour obtained from hardness 
maps. 
 
The SE(T) specimen was modeled using the finite element software ABAQUS 
(version 6.11). The specimen had a width W, crack depth a, and a ‘daylight grip 
length’ of 10W. Three-dimensional, eight-node linear elements with reduced 
integration have been used. The meshing strategy for this model has been developed 
in reference [105]. A clamped boundary condition is imposed on one side of the 
specimen and the other end is displaced in the x-direction over a distance ux = W/5 
in order to obtain sufficient crack tip plasticity. Only one half of the specimen was 
modeled with the introduction of a symmetry boundary condition. A blunt crack 
was modeled and the crack tip radius, r, was maintained at the value of 0.005 mm.  
 
Small strain assumptions and isotropic J2 (von Mises) plasticity have been 
implemented. For the cases of elastic-perfectly plastic material properties, elastic 
properties were assigned by Young’s modulus E and Poisson’s ratio 𝜈. The perfect 
plasticity was achieved by assigning a constant yield value.  
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For the simulations including strain hardening, base and weld metals were modeled 
according to the Ramberg-Osgood model, (Equation 2.11), having an equal or 
different strain hardening exponent n and different yield strength (see Section 3.1). 
 
𝜀
𝜀𝑦
=
𝜎
𝜎𝑦
+ 𝛼 (
𝜎
𝜎𝑦
)
𝑛
 2.11 
 
Here, 𝜎 and 𝜀 represent true stress and strain while 𝜀𝑦 represents yield strain (equal 
to y/E). 𝛼 is a yield offset parameter, where 𝛼𝜀𝑦 = 0.002 to set y as the 0.2% proof 
stress, and 𝑛 is the strain hardening exponent.  
 
Incremental plasticity was defined by isotropic hardening and von Mises yield 
criterion, stress-strain response obeying the Ramberg-Osgood model. Crack 
initiation and stable ductile tearing were not considered. Crack tip opening 
displacement (CTOD) was calculated using Rice’s 900 intercept method [106] as seen 
in the Figure 26. J-integral has been extracted using the domain integral method, 
considering the 22nd contour of the radial mesh surrounding the crack tip.  
 
 
Figure 26: Calculation of CTOD from Rice’s 90 degree intercept method [106] 
The heterogeneity of the welded connections was introduced by assigning unique 
stress-strain properties to each element, in accordance with the HV maps of the 
welds. Hereto, an algorithm developed in reference [48] was adopted. Using the 
explanation from that reference (Figure 27), a brief procedure for assigning element-
specific material properties is explained below. 
 
1. Determination of the centroid of the element (denoted by ‘i’). 
2. Linking (x,z)-coordinates of this centroid with a corresponding position in the 
hardness map. (Centroids exceeding the boundaries of the hardness map are 
linked to the nearest point within the hardness map, at the same through-
thickness (z) position.)  
Notch
Notch 
tip
CTOD
Perpendicular lines starting 
from the notch tip
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3. Barycentric interpolation within a triangle (obtained by Delaunay 
triangulation of the indentation grid) connecting the three nearest hardness 
indentation points (denoted by I, II and III).  
4. Obtaining constitutive properties using hardness transfer equations, to convert 
HV5 to Rm, Rp0.2 and n which will be detailed in Chapter 4. 
The 2D and the 3D SE(T) specimens have similar material properties in through 
thickness direction. 
 
 
Figure 27: Overview of the approach to assign element-specific material properties in a SE(T) 
specimen; derived from the reference [48] 
An example model is shown in Figure 28. Figure 29 depicts a contour plot of Vickers 
hardness imported into a SE(T) model. After linking each element to its 
corresponding HV value, constitutive properties were derived using the different 
transfer functions which will be discussed in Chapter 4. This allowed simulating four 
different load-CTOD trajectories for each configuration, associated with different 
treatments of hardness information.  
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Figure 28: Finite element model of the clamped, side grooved SE(T) specimen 
 
Figure 29: 2D view of the meshed weld region after assigning element-specific strength 
properties (element color represents local Vickers hardness) 
2.4. Summary and conclusions 
 
This chapter has been put forward to show the experimental and numerical methods 
which will be used in this thesis to assess the mechanical response and tearing 
resistance behavior in SE(T) specimens 
 
To begin with, Vickers hardness (HV5) measurements were made on several welded 
samples which were extracted from pipes having V-shaped welds and also welded 
plates having X-shaped weld configurations. From these measurements, 2D contour 
<150
>300
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plots and traverses were obtained. This helped in observing the material property 
variations within the weld and to quantify these variations.   
Additional local material properties were obtained through All Weld Metal Tensile 
Tests (AWMTT) and Miniature Tensile Tests (MTT). These test specimens were 
extracted from within the weld regions. Fracture toughness and tearing resistance 
of welded specimens will be assessed using Single edge Notched Tensile (SE(T)) 
tests. These testing procedures utilized have been explained.  
For the numerical SE(T) model, the HV5 values will be utilized to obtain material 
properties like yield and tensile strength for the weld region. To obtain these 
material properties, transfer functions have been calibrated and will be validated in 
Chapter 4. Apart from this, a 2D numerical SE(T) model developed in Abaqus has 
also been explained.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
58 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
59 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapter 3 
3. Tearing resistance of heterogeneous welds 
in Single Edge notched Tensile (SE(T)) 
testing  
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3.1. Introduction 
 
The integrity assessment of welded joints which are subjected to large deformations 
involves understanding the structural response of its flaws. Flaws accepted by ‘good 
workmanship’ rules are considered to be fit for service; the others are potentially 
unsafe and referred to as defects. Avoiding the repair of defects requires its 
acceptance through an Engineering Critical Assessment (ECA) procedure, which is 
based on fracture mechanics. Essential material data input to a detailed assessment 
is the so-called tearing resistance curve (evolution of ductile crack growth as a 
function of the applied crack driving force), or simply ‘R-curve’. To characterize this 
curve, a notch is introduced (and possibly fatigue pre-cracked) in a test specimen, 
which is then loaded to failure. Several specimen configurations are proposed in 
standards [35, 55, 107, 108]. In the case of thin-walled structures where the load upon 
a defect is predominantly tensile (such as pipelines), the stress field surrounding the 
defect is within a state of low crack tip constraint. These conditions are closely 
replicated in clamped quasi-statically loaded Single Edge notched Tensile (SE(T)) 
specimens. Several researchers have used SE(T) testing to study toughness 
properties and crack growth characteristics in both homogeneous and 
heterogeneous materials including steels [105, 109] and welded joints [48, 52, 79, 100, 
110, 111]. 
 
Most welded joints characterized in the preceding reference list may be considered 
fairly homogeneous in nature, implying as a definition in this study that ‘weld metal’ 
can be described by one set of strength and toughness properties, distinct from 
potentially different base metal properties. However, depending on the adopted 
weld procedure, welds may be heterogeneous in the sense that different properties 
are observed at different locations within the weld metal region [31].  
 
Weld flaws can arise due to several reasons during welding, repair or operation. As 
the load acting upon a weld flaw is increased, its tip blunts out and eventually, a 
ductile crack might initiate (further assuming sufficient toughness to avoid brittle 
fracture). In heterogeneous welded joints, it is important to understand the 
influence of the material around the flaw on the crack growth resistance. Defects 
located in different regions of a weld will respond differently to applied loads. As a 
crack grows, it may traverse regions of different properties, thus affecting its further 
growth. In these cases, a well-judged, accurate and accessible technique is required 
to evaluate crack growth resistance along its entire trajectory. Along with ease of 
utility and precision, the technique must also have the right balance between 
conservatism and accuracy.  
 
R-curves can be measured using multiple or single specimen methods. Focusing on 
the latter, a measurement of the ductile crack extension during testing is required. 
Several methods to do so have been utilized. Among these, the Direct Current 
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Potential Drop (DCPD) [99, 100, 112, 113] and Unloading Compliance (UC) [105, 114-
116] techniques are the most common. This is reflected in their inclusion in the 
recent standard BS 8571:2014 for SE(T) testing [55]. The post mortem weighted nine-
point average method (9pt), imposed by several standards [33, 35, 117], provides initial 
and final values of crack extension. These values can be used as a benchmark of the 
maximum crack extension calculated by the UC or DCPD technique. Both 
techniques provide comparably accurate results according to a test database 
reported in [100]. Compared to the UC technique, DCPD involves more extensive 
instrumentation and sample preparation but consumes less testing time.  
 
An interesting alternative to DCPD and UC is the ‘Normalization Data Reduction’ 
or the NDR technique. Researchers have implemented this method to calculate R-
curves of many specimen configurations including Compact Tension (C(T)), Single-
Edge Notched Bend (SE(B)) and SE(T) [78, 118-120], and it is included in standards 
ASTM E1820-17 [35] for SE(B) and C(T) testing. Recently, Kong et al. [102] published 
a modified NDR technique to analyze SE(T) specimens and validated the results 
using the UC technique. The NDR technique is relatively simple compared to the 
complexities of DCPD and UC assisted testing, as its analysis is entirely based on the 
trajectory of tensile load P against crack mouth opening displacement (CMOD), and 
the final crack extension (measured post mortem). However, the investigation in 
reference [102] was based on homogeneous specimens and, to the authors' 
knowledge, no work has been performed to evaluate the NDR technique for SE(T) 
tests of welded (i.e., heterogeneous) joints.  
 
This research work expounds the tearing resistance evaluation of heterogeneous 
welds under tension loading considering SE(T) specimens, by evaluating three 
available procedures (9pt, NDR and DCPD) to interpret ductile crack growth. 
Unloading compliance has not been considered, as previous studies (e.g., [100]) have 
shown its similar crack sizing abilities to DCPD. Crack tip opening displacement 
(CTOD) is adopted as a measure of the crack driving force. 
 
3.2. Note on material and methods 
 
Experimental SE(T) tests were performed on the welds shown in Figure 15. Two 
repetitions were performed for each case. The testing procedure and crack 
measurement techniques are as explained in Section 2.2.4. Table 6 summarized all 
welds used in these assessments along with the test specimen configurations.  
 
3.3. Tearing resistance analysis 
 
In this section, the outcomes of the experiments are discussed. Section 3.3.1 is 
utilized to describe the initial observations of the tests including unstable fractures, 
crack fronts and shear lips. Section 3.3.2 and 3.3.3 detail the unstable fracture events 
and crack fronts respectively. Section 3.3.6  evaluates the crack extension techniques 
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used in this study and compares the final crack measurements obtained in Section 
3.3.5. Section 3 uses an analytical approach to validate Johnson’s equation used in 
DCPD measurements for a deviating crack front. 
 
3.3.1. Initial observations 
 
Prior to a detailed data analysis, the following observations aid in interpreting the 
behavior of the SE(T) test specimens. 
- Most of the SE(T) specimens underwent stable ductile tearing prior to 
stopping the test. In some cases, unstable fractures were observed which led 
to a sudden drop in force. These events are further discussed in Section 3.3.2.  
- Fracture surface analysis indicated non-straight crack fronts for 11 specimens 
while others showed straight crack fronts. Crack front uniformity is 
discussed in Section 3.3.3.  
- Cracks grew in two directions at the surfaces of non-side grooved specimens 
due to ductile failure along shear lips (Figure 30). This observation is not 
related to the crack growth appearance below the surface, where the crack 
grew in the through-thickness direction for some specimens whilst others 
demonstrated crack growth at an angle to the pre-crack plane.  
 
 
Figure 30: Observation of two angled cracks (the left one being dominant) at the surface of a 
non-side-grooved specimen, associated with shear lip formation. 
 
3.3.2. Unstable fracture events 
 
Side grooves significantly influenced the crack behavior. In their absence, cracks 
were unrestrained and could grow in any direction, thus potentially following a 
deviating path of least resistance (e.g. avoiding regions of stronger material). For 
side-grooved specimens, however, cracks were forced to grow in the through-
thickness direction. At the interface between regions having different material 
properties (especially traversing from the UM into the OM region), unstable fracture 
events occurred, i.e. the force dropped significantly and the crack extended 
extensively. These events are likely attributed to a high level of stress triaxiality 
Reduction in 
cross section due 
to localized 
necking
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induced by the combined presence of a material property change and side grooves. 
In such cases, force, CMOD and voltage readings (for DCPD) were considered up to 
(and excluding) the first point after the unstable event. An example P-CTOD curve 
shown in Figure 31 displays an unstable fracture event. Notably, it is hard to judge 
whether this event can be considered as a pop-in (which would imply that the load 
increases again after the event), as the test was stopped directly afterward. 
 
3.3.3. Crack front analysis 
 
Crack front analysis of tested specimens revealed several different patterns. Out of 
24 specimens tested, 11 specimens showed a non-uniform crack front while the 
others showed uniform fronts. Example specimens having extremely non-uniform 
final crack extensions are shown in Figure 32. The occurrence of non-uniform crack 
fronts was inconsistent, which makes it hard to pinpoint their exact cause(s). This 
repercussion affects the measurement of the final crack extension by the 9pt method. 
As per the standards ISO15653:2010 [33] and BS 8571:2014 [55], the measured 
individual lengths of a crack at all nine points should not differ more than 20% from 
its actual length. ASTM E1820:2017 [35] mentions that “none of the nine 
measurements of original crack size and final physical crack size may differ by more 
than 0.05B from the average physical crack size”. Table 8 shows the validity of the 
test results based on the ASTM criterion, which is further considered. The table 
reports maximum differences between the 9pt averaged final crack depth and 
individual measurement at one of the nine points, expressed as a percentage of B. 
Values below 5% indicate an acceptable crack uniformity and vice versa. Notably, 
crack sizing was not straightforward for those specimens showing unstable fracture 
events. 
 
The ASTM E1820 crack uniformity criterion is not met for 13 specimens. As widely 
discussed in the literature (e.g. [121-123]), plain sided specimens have a tendency 
towards more non-uniform crack extension. This tendency is confirmed here, since 
only 1 out of 4 plain sided specimens had an acceptable final crack front, whereas 10 
out of 20 side-grooved specimens had acceptable final crack fronts. 
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Figure 31: Unstable fracture observed in Set b specimen with side grooves having the notch in 
UM region 
 
 
(a) 
  
(b) 
Figure 32: An example of non-uniform crack extensions observed in (a) side grooved (originates 
from pipe) (sample E) and (b) no side groove specimens (originates from plate) (Sample L) 
 
The crack extension of the specimens without side grooves extracted from the X-
welded plate, and having a starter notch in the UM region, was angular (Sample L). 
This means that the absence of side grooves allowed the crack to extend into the 
base metal, thus avoiding the OM region (Figure 32). As shown in Figure 15, this 
deviation did not require the crack to traverse any of the HAZ regions of very high 
hardness (dark red regions in the hardness map of Figure 15), which would have 
acted as a barrier for plastic deformation. The crack initially traveled through the 
HAZ up to the fusion line, which then acted as the weakest link for further crack 
growth (Figure 32). Eventually, it ended up in the base metal. For the two specimens 
tested in this condition, the deviations of the crack paths were at angles θ = 42° and 
47° with respect to the through-thickness direction (Figure 33 (a)). As seen in Figure 
33 (b), a small tear developed from a blunting crack, but then it was rapidly directed 
towards the fusion line which then acted as the weakest link for crack extension. It 
is worth to note that, in Figure 33 (b), both halves of the specimen were separated 
(for 9pt measurements) and then the image was captured and recombined.  
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Set Type Sample 
Tested  
specimen 
Validity of final 
crack front 
straightness 
according to 
ASTM E1820 
Maximum 
non-
straightness  
(% of B) 
Failure mode 
Angular 
crack 
growth (θ) 
Set 
a 
Pipe  
material 
A  
1 Valid 3.3 Stable ductile tearing None 
2 Valid 1.5 Stable ductile tearing None 
B 
1 Invalid 18.8 Stable ductile tearing None 
2 Invalid 7.3 Stable ductile tearing None 
C 
1 Valid 4.9 Stable ductile tearing None 
2 Valid 1.6 Stable ductile tearing None 
D 
1 Valid 2.8 Stable ductile tearing None 
2 Invalid 5.4 Unstable fracture None 
E 
1 Invalid 8.3 Unstable fracture None 
2 Valid 4.5 Unstable fracture None 
F 
1 Invalid 15.3 Unstable fracture None 
2 Invalid 5.5 Stable ductile tearing None 
G 
1 Invalid 6.1 Unstable fracture None 
2 Valid 3.6 Unstable fracture None 
H 
1 Valid 4.9 Unstable fracture None 
2 Invalid 8.2 Unstable fracture None 
Set 
b 
Test 
plate 
I 
1 Valid 2.5 Stable ductile tearing None 
2 Invalid 10.9 Stable ductile tearing None 
J 
1 Invalid 5.3 Unstable fracture None 
2 Valid 1.8 Unstable fracture None 
K 
1 Invalid 5.6 Stable ductile tearing None 
2 Valid 4.1 Stable ductile tearing None 
L 
1 Invalid 11.4 Stable ductile tearing 42° 
2 Invalid 10.1 Stable ductile tearing 47° 
 
Table 8: Status of the tested specimens measured by 9pt method based on the validity criterion 
of ASTM E1820 along with failure modes and angles of crack growth (if any).  
 
3.3.4. Evaluation of final DCPD crack extension measurements 
 
In order to obtain a general idea of crack extension accuracy acquired from Direct 
Current Potential Drop technique (DCPD), its calculated values were compared with 
the nine-point average measurements. The final crack extension values obtained by 
DCPD and 9pt are plotted in Figure 34; ±15% error lines are drawn in the comparison 
plot, relating with validity limits for crack sizing accuracy in ASTM E1820:2017. 
Notwithstanding some outliers, the majority of points lie within the 15% error lines, 
showing similar trends as in the works of Van Minnebruggen [100] and Verstraete 
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[99]. The results show that the standard deviation of final DCPD measurement error 
is 0.15mm, with an average value of -0.03mm. Specimens with final crack extension 
measurements outside the 15% error line either underwent unstable fracture or had 
non-uniform crack fronts. The non-straight crack front was observed in the non-
side grooved specimens having a notch in the UM region.  
 
 
(a) 
 
 
(b) 
Figure 33: Crack growth in SE(T) specimen of X-welded plate (without side grooves) notched in 
the undermatching region. (a) angular crack growth and tunneling (b) crack extension through 
the HAZ and along the weld fusion line 
 
Most obtained crack extensions lie between 1.5 mm and 3.5 mm, with the exception 
of the two non-side grooved specimens having a notch in the UM region (around 5 
mm). It is recalled from the previous section that these specimens showed 
significant crack path deviation. Their 9pt values are subject to discussion as the 
corresponding measurements were made in the projected plane (Figure 33 (b)). 
suggests that DCPD measurements relate with the projected crack extension rather 
than the physical extension at an angle, which is greater by the inverse cosine of the 
crack path deviation angle .  
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Figure 34: Comparison of maximum crack extension values obtained from DCPD and 9pt 
methods 
3.3.5. Comparison of crack measurements by DCPD and NDR 
 
Based on the above results, 24 samples that had different levels of weld strength 
heterogeneity were compared for the CTOD R-curves obtained from DCPD and 
NDR methods. The curves are divided into two sets:  
 Set a: pipe girth welds (Figure 35 a-h) 
 Set b: plate butt welds (Figure 36 a-d) 
From Figure 35 and Figure 36, the similarities and differences between the R-curves 
obtained from DCPD and NDR technique can be observed. Though high differences 
(up to 30%) at a certain crack extension value can be seen in Figure 35 (b) and (f) and 
Figure 36 (b), the other plots show limited differences (below 10%). This study 
indicates a generally fair agreement of DCPD measurements with NDR curves, 
notwithstanding some exceptions which are further treated. 
The point of interest in the R-curves lies in the presence of a kink when there is a 
transition of the crack from one region of the weld to another. These kinks can be 
seen prevailingly in Figure 35 (a), (c), (e), (f), (g) and 94 (c), (d). The kinks observed 
in these plots are attributed to the crossing of cracks through material interfaces. 
For non-side grooved specimens of the plate butt weld, the kinks are seen at a crack 
extension ∆a of approximately 0.9 mm. Although the target of the notch was to lie 
within 2 mm distance from the fusion line, the fatigue crack did not have a uniform 
crack front but rather a curved one. This crack tunneling effect resulted in a closer 
distance of the crack tip to the weld interface of the specimen mid-thickness. The 
effects of crack tunneling are discussed in the previous section. 
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DCPD does not appear to significantly lose accuracy in the presence of crack path 
deviation even though the analysis leading to the Johnson equation assumed a 
straight crack. This statement is subject to further attention in Section 3.3.6. Also, 
from Figure 36 (c) and (d), the simplified (power-law) R- curves obtained from the 
normalization method fail to describe the complexity of the shape of R-curve 
observed in Set b samples. 
 
 
(a) Sample A 
 
(b) Sample B 
 
(c) Sample C 
 
(d) Sample D 
 
(e) Sample E 
 
(f) Sample F 
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(g) Sample G 
 
(h) Sample H 
Figure 35: The R-curves of SE(T) specimens extracted from pipes obtained from DCPD and NDR 
technique and compared with 9pt  method 
 
 
(a) Sample I 
 
(b) Sample J 
 
(c) Sample K 
 
(d) Sample L 
Figure 36: The R-curves of SE(T) specimens extracted from butt welded plates as obtained from 
DCPD and NDR technique and compared with 9pt  method. (a) Notch in OM region with side 
grooves, (b) Notch in UM region with side grooves, (c) Notch in OM region without side 
grooves, (d) Notch in UM region without side grooves 
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3.3.6. Analytical study: effect of crack path deviation on crack size prediction 
using DCPD 
 
In order to assess the effect of crack path deviation on the accuracy of crack sizing 
using DCPD, a simple calculation scheme is undertaken as follows: 
 
1. A parametric study containing a set of deviating cracks is defined; 
2. For each crack, the corresponding potential drop is calculated on the basis of a 
modified Johnson equation that accounts for crack path deviation; 
3. The resulting potential drop value is then fed back into the original, inversed 
Johnson equation (Equation 3.3), to obtain the straight crack growth that would 
be predicted from this equation. The obtained crack growth values are finally 
compared against their correct values, that were defined in step 1. 
 
Firstly, the problem is graphically defined in Figure 37, showing crack parameters 
(a0, af, af, θ), specimen thickness W and DCPD measurement parameters (gauge 
length 2Dmeas,1, asymmetrically divided into Dmeas,1a and Dmeas,1b). 2Dmeas,1/W was 
considered to be 1.0 and 0.4, two realistic values that cover different testing 
conditions. SE(T) test laboratories often choose a fixed value of 2Dmeas,1, whereas the 
specimen thickness W is variable [99]. The following crack configurations were 
investigated in a full factorial manner: 
 
 a0/W: 0.2, 0.3, 0.4 
 af/W: 0.1, 0.2, 0.3 
 θ : 0° (no deviation), 10°, 20°, 30°, 40°, 50° 
 
  
Figure 37: (a) Illustration of the angular crack growth (red dashed line) changing the 
measurement parameters (b) Configuration assumed for the modified Johnson equation. 
 
Secondly, having defined a set of SE(T) configurations, the corresponding relative 
potential drop v(af)/v(a0) is predicted through a variation of the Johnson equation. 
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It is hereby assumed that the true configuration (Figure 37 (a)) can be represented 
by the hypothetical configuration shown in Figure 37 (b). It has a straight crack 
extension but an asymmetrically positioned voltmeter. Figure 37 (a) and (b) are 
equivalent regarding the position of the voltmeter with respect to the crack tip. First, 
Dmeas,1a and Dmeas,1b are trivially calculated from Dmeas,1, af (af  - a0) and   based on 
trigonometry. 
 
𝐷𝑚𝑒𝑎𝑠,1𝑎 = 𝐷𝑚𝑒𝑎𝑠,1 − 𝑎𝑓𝑡𝑎𝑛  
 
3.1 
𝐷𝑚𝑒𝑎𝑠,1𝑏 = 𝐷𝑚𝑒𝑎𝑠,1 + 𝑎𝑓𝑡𝑎𝑛  
 
3.2 
Then, the total relative potential drop v(af)/v(a0) is subdivided into its components 
left and right of the crack tip. Assuming the model of Figure 37 (b), both can be 
obtained from a division of the Johnson equation by a factor 2. The resulting relation 
is: 
 
𝑣(𝑎𝑓)
𝑣(𝑎0)
=   
1
2 . [cosh
−1 (
cosh(𝜋 𝐷𝑚𝑒𝑎𝑠,1𝑎 2𝑊) 
cos(𝜋𝑎𝑓 2𝑊 )
) + cosh−1 (
cosh(𝜋 𝐷𝑚𝑒𝑎𝑠,1𝑏 2𝑊) 
cos(𝜋𝑎𝑓 2𝑊 )
)]
cosh−1 (
cosh(𝜋 𝐷𝑚𝑒𝑎𝑠,1 2𝑊) 
cos(𝜋𝑎0 2𝑊 )
)
 3.3 
 
Thirdly, the calculated value for af is obtained by plugging v(af)/v(a0) into Equation 
3.3. The final results are shown in Figure 38 and Figure 39. Two 2Dmeas,1 values were 
considered to account for the variability in test procedures. It turns out that DCPD 
has a good crack sizing ability (given that the data points remain close to the 1:1 line). 
The agreement remains satisfactory even in scenarios of severe crack path deviation. 
This result supports the observation that DCPD crack size calculations showed a 
good correspondence with 9pt measurements (in the projected plane) for those 
experiments with crack path deviation. Notably, should severe crack path deviation 
be suspected and of concern prior to testing, one might consider opting for a larger 
distance 2Dmeas,1 between the voltage measurement probes. As Figure 38 and Figure 
39 show, increasing this distance improves the robustness of the DCPD procedure 
with respect to crack path deviation. 
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Figure 38: Comparison between theoretical 
and experimental a/W for 2Dmeas/W=1.0 
 
Figure 39: Comparison between theoretical 
and experimental a/W for 2Dmeas/W=0.4 
Notably, the specimen design and test analysis of this research were partially based 
on the 2014 version of BS8571. At the time of publication, a newer version of BS8571 
[124] has been released. This version would advise documenting tearing resistance 
curves of SE(T) tests with crack path deviation in terms of the physical crack 
extension along the path rather than its projected value in the cross-sectional plane. 
Since the results of this work indicate that DCPD is related to the projected value of 
crack growth, its calculated crack growth values should be compensated for by the 
angle of crack path deviation according to Annex A of BS8571:2018 (thus leading to 
a reduced tearing resistance). 
 
3.4. Summary and conclusions 
 
The ambition of this research is to understand the crack growth resistance of 
heterogeneous welds and evaluate available techniques to measure their tearing 
behavior. Single Edge notched Tension (SE(T)) specimens were considered, the 
initial notch being located in the weld metal center. Crack growth calculations have 
been performed in several welds having strength undermatching and overmatching 
regions. Three crack growth measurement methods were used: the 9 point method, 
the Direct Current Potential Drop technique and the normalization data reduction 
technique. Critical observations during the tests were recorded, final crack 
extensions obtained from DCPD and 9pt method have been compared and R-curves 
were produced to compare the DCPD and NDR techniques.    
The main outcomes of this chapter can be summarized as follows: 
- Observations made for different heterogeneous SE(T) specimens with and 
without side grooves revealed several known phenomena like unstable 
fractures, crack tunneling and angular crack growth. 
- Unstable fracture events were attributed to property changes and the 
corresponding stress triaxiality present in the weld. Crack tunneling 
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occurred mainly due to the absence of side grooves. However, it is worthy to 
note that tunneling and other uneven ductile tearing appearances can also 
be observed in specimens with side grooves due to heterogeneity effects.  
- Angular crack growth was observed in non-side grooved specimens where 
the region ahead of the crack extended from a softer weld region into a 
harder weld region. Hereby, crack path deviation is associated with the 
desire to follow the route of least resistance. 
- Differences of final crack extensions calculated by DCPD compared to the 9 
point method measurements mostly lie within ±15%, which is within the 
order of other published test data [99, 100]. This statement holds for severely 
heterogeneous welds considered in this work.  
- Heterogeneous welds show kinks in R-curves as the crack traverses a sudden 
transition of material properties.  
- The effect of angular crack growth on the crack sizing accuracy of DCPD is 
insignificant. DCPD readings relate to the projected crack extension in the 
through-thickness direction of the SE(T) specimen.  
- DCPD appears to provide an estimate of the projected crack extension (in 
the through-thickness direction). However, if the crack path deviation angle 
is constant, the resistance curve could be rescaled using basic trigonometry, 
and it would lead to a lower tearing resistance 
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Chapter 4 
4. Characterization of local constitutive 
properties from macro hardness and its 
importance for numerical simulations  
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4.1. Introduction 
 
The measurement of Vickers hardness (HV) is one of the most common techniques 
to evaluate local strength properties within a weld sample. Hardness mapping may, 
therefore, serve as a means to quantify the strength heterogeneity within a weld 
macrograph. Vickers hardness is known to relate to ultimate tensile strength 𝑅𝑚  
[125] and the equation expressing such relation is referred to as a ‘hardness transfer 
function’ (or simply ‘transfer function’). Conceptually, transfer functions may also be 
constructed between hardness and yield strength (expressed here as 0.2% proof 
stress 𝑅𝑝02), and strain hardening, thus covering the entire stress-strain behavior. In 
this chapter, the constitutive law of the weld material is represented by the 
Ramberg-Osgood (RO) equation [126] and strain hardening is represented by the 
hardening exponent n.  
 
Despite the availability of transfer functions for different steel grades, a generic 
method to obtain local constitutive property variations in weldments using HV 
values is lacking. Standards and procedures such as [6, 33, 127] provide equations for 
conversion of HV to material parameters (𝑅𝑝02,  𝑅𝑚, etc.), which have been derived 
statistically from a large experimental database. Actual relations between hardness 
and strength are scattered and can substantially differ from the provided (average) 
relations.  
 
In this chapter, the ability of standard transfer functions to predict the crack driving 
force response of cracked specimens based on hardness information is assessed. The 
study focuses on welds joining high strength low alloy steel components. The 
method is introduced in Chapter 2. Along with this, a technique to bypass HV 
conversion using standardized (‘average’) transfer functions has been put forward; 
an alternative method based on the experimental calibration of the hardness 
transfer function is proposed. In order to evaluate the approach, a numerical model 
of a Single Edge notched Tensile (SE(T)) specimen is utilized and validated by means 
of experiments. To directly validate the soundness of the obtained transfer functions 
within heterogeneous welds, local strength properties have also been determined by 
Miniature Tensile Tests (MTT) (section 2.2.3). The material properties obtained from 
MTT tests have been compared with properties predicted by hardness transfer 
functions. 
 
This chapter is structured as follows. In Section 4.2, a brief background on hardness 
transfer functions is given. Section 4.3 puts forward combinations of different 
transfer functions used to obtain material properties from HV values. Section 4.4 
discusses the accuracy of SE(T) simulations assuming different hardness transfer 
functions, relative to experimental data. Section 4.5 validates the calibrated transfer 
function using miniature tensile tests. Section 4.6 advises a procedure to use the 
developed transfer function and section 4.7 concludes this chapter.  
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4.2. Background 
 
The early work of Tabor [125] reported on relations between hardness and 
constitutive properties of metals. Hardness was found to be in relation to the stress 
at a representative strain level, which is around 0.08 for a Vickers indenter. Given 
the typical ductility levels and strain hardening characteristics of high strength low 
alloy steel, this stress is close to the ultimate tensile strength Rm. Therefore, HV has 
very often been used to estimate Rm. As a conventional HV measurement fails to 
provide the full range of strain hardening behavior, the approximate nature of these 
estimates is acknowledged and quantified in the standard ISO 18265 [127]. This 
standard contains tabulated conversion data between HV, Rm and allows to 
construct scatter bands for metallic materials. For instance, ISO 18265 mentions that 
an investigation of about 700 HV-Rm pairs led to a scatter bandwidth of 85 MPa on 
ultimate tensile strength, and that systematic deviations from the average transfer 
function are possible for particular steel groups [127]. A comparison of 250 HV-Rm 
pairs for high strength low alloy steels and their welds at Soete Laboratory led to a 
95%-confidence interval of 56 MPa with respect to the linear regression fit of the 
data cloud. Strength variations of these magnitudes are deemed to significantly 
influence the accuracy of structural calculations using (Vickers) hardness as a 
material input. 
 
Another relevant international standard is ISO 15653 [33], which mentions 𝐻𝑉 
transfer functions for weld and base metal separately. Unlike ISO 18265, it also 
mentions relations between hardness and yield strength (additional to ultimate 
tensile strength). For instance, reported transfer functions for weld metal (estimated 
for Carbon and C-Mn steels) are: 
 
𝑅𝑝02 =  2.35 𝐻𝑉 + 62 4.1 
 
𝑅𝑚 =  3.0 𝐻𝑉 + 22.1  
 
4.2 
Researchers have independently constructed hardness transfer functions for their 
specific purposes. Pavlina et al. [128] assessed the influence of microstructure and 
yield to tensile (Y/T) ratio using the regression coefficient and regression constant. 
LaVan [129] plotted conversions only from 180 to 310HV while ISO 18625 [127] 
validity range is 100 to 350HV. Several other instrumented indentation techniques 
have been explored by researchers. For example, Midawi et al. [130] characterized 
material properties using instrumented indentation. However due to availability of 
excessive research results, ease of implementation and popularity of Vickers 
hardness measurements in industries, this method has been considered in this 
thesis.  
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Recently, Hertelé et al. [48] termed hardness as a tool to produce realistic (but not 
necessarily the actual) local stress-strain properties of fusion welds with variable 
yield strength and strain hardening behavior. They considered power law hardening 
according to the Ramberg-Osgood equation (Equation 2.11) and determined its 
parameters (yield strength 𝜎𝑦, yield strain 𝜀𝑦, strain hardening exponent 𝑛 and yield 
offset 𝛼). Ultimate tensile strength (𝑅𝑚) was calculated using hardness values 
according to a linear regression fit of conversion data for steel tabulated in ISO 18265 
[127] 
 
𝑅𝑚 = 3.21 𝐻𝑉 4.3 
 
Yield to tensile ratio 𝑌/𝑇 is derived from 𝑅𝑚, using a large dataset of stress-strain 
characteristics of steels [6, 131], i.e. 
 
𝑌
𝑇
= 
1
1.07 + (350/𝑅𝑚)2.5
 4.4 
 
The data set is further referred to as the ‘FITNET’ dataset as it was also used to 
calculate an upper bound equation for 𝑌/𝑇 in FITNET [6] for welded and non-
welded metallic structures. Note that Equation 4.4 does not represent this upper 
bound, but rather an average value of 𝑌/𝑇. Notably, the point cloud used to 
construct the Equation 4.4 is highly scattered [6].   
 
Yield stress 𝜎𝑦 and strain 𝜀𝑦 are obtained by 
 
𝜎𝑦 = 𝑅𝑝0.2  =  𝑅𝑚 .
𝑌
𝑇
  and  𝜀𝑦 = 
𝜎𝑦
𝐸
 4.5 
 
where E is considered to be 206.9 GPa in this study. The yield offset  is taken equal 
to 0.002/y. Finally, strain hardening exponent is closely related to 𝑌/𝑇 according to 
Considère’s necking criterion    (𝑑𝜎 𝑑𝜀⁄ = 𝜎) [132]. This relation has been curve-fitted 
into: 
 
𝑛 = 2.4 + 2.9 
𝑌/𝑇
1 − 0.95 𝑌/𝑇
 4.6 
Assuming the procedure outlined above, [48] determined the crack driving force 
response of welds by transferring local weld hardness data into stress-strain input 
using the above equations within a finite element model. The approximate nature 
of the above-mentioned hardness transfer functions may influence the fracture 
mechanics based prediction of weld integrity in the presence of defects. In this 
chapter, an attempt is made to quantify expectable variations and an experimental 
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calibration procedure is developed to bypass any variations from scattering with 
respect to the assumed transfer functions.  
 
4.3. Transfer functions 
 
The standardized transfer functions are considered in this section as they have 
higher impact in engineering practice. Three combinations of transfer functions 
were formulated based on available literature to obtain strength and strain 
hardening properties from HV. They are further termed ‘ISO18265+FITNET’, 
‘ISO15653+FITNET’ and ‘ISO15653’ as shown in Table 9. The ‘ISO18265+FITNET’ 
procedure is adapted from reference [48]; the ‘ISO15653’ procedure calculates Rp0.2 
and Rm from ISO15653 (Equations. 4.1, 4.2), after which Y/T is directly obtained. The 
‘ISO15653+FITNET’ procedure calculates Rm from ISO15653, followed by Y/T 
calculation from Equation 4.5 to eventually obtain Rp0.2. All three procedures finally 
adopt Equation 4.6 to obtain n from Y/T. The resulting relations between HV and 
strength characteristics (Rp0.2, Rm) are graphically depicted in figure 19. Most 
apparent is the difference between Rp0.2 calculations using ISO 15653 and using either 
of the other two procedures. 
 
 ISO18265+FITNET ISO15653+FITNET ISO15653 
𝐑𝐦 3.21 𝐻𝑉 3.0 𝐻𝑉 + 22.1 3.0 𝐻𝑉 + 22.1 
𝐘/𝐓 1
1.07 + (350/𝑅𝑚)2.5
 
1
1.07 + (350/𝑅𝑚)2.5
 
𝑅𝑝02
𝑅𝑚
 
𝐑𝐩𝟎.𝟐 𝑅𝑚 ∗ 𝑌/𝑇 𝑅𝑚 ∗ 𝑌/𝑇 2.35 𝐻𝑉 + 62 
 
Table 9: Regression based transfer functions to obtain constitutive parameters 
  
Figure 40: Graphical outcome of three procedures to obtain strength characteristics from HV 
200
400
600
800
1000
1200
150 200 250 300 350
R
p
0
2
(M
P
a)
Vickers hardness (HV)
ISO18265+FITNET
ISO15653+FITNET
ISO15653
200
400
600
800
1000
1200
150 200 250 300 350
R
m
(M
P
a)
Vickers hardness (HV)
ISO18265+FITNET
ISO15653 (+FITNET)
 
 
80 
 
 
Important to recognize is that the above-mentioned hardness transfer functions are 
based on linear regression, and merely describe a highly scattered point cloud 
between hardness and constitutive properties. To bypass the scattered nature of 
hardness-strength relations, a new procedure is proposed in which transfer 
functions are experimentally calibrated. This set of equations is termed as ‘AWMTT’, 
reflecting that the experimental calibration results from a so-called All Weld Metal 
Tensile Test. The input parameters for these equations are the average hardness of 
a cross-section of the AWMTT specimen. Locating the AWMTT specimen within a 
hardness map and using the indentations within this region, i.e. 𝐻𝑉𝐴𝑊𝑀𝑇𝑇, yield 
strength (𝑅𝑝0.2(𝐴𝑊𝑀𝑇𝑇)) and ultimate tensile strength (𝑅𝑚(𝐴𝑊𝑀𝑇𝑇)) associated with 
the tensile test detailed in section 2.2.2. Table 10 gives the associated transfer 
functions. 
 
 AWMTT 
𝐑𝐦 𝑅𝑚(𝐴𝑊𝑀𝑇𝑇) ∗
𝐻𝑉
𝐻𝑉𝐴𝑊𝑀𝑇𝑇
 
𝐘/𝐓 𝑅𝑝02(𝐴𝑊𝑀𝑇𝑇)
𝑅𝑚(𝐴𝑊𝑀𝑇𝑇)
 
𝐑𝐩𝟎.𝟐 𝑅𝑝0.2(𝐴𝑊𝑀𝑇𝑇) ∗
𝐻𝑉
𝐻𝑉𝐴𝑊𝑀𝑇𝑇
 
 
Table 10: Experimentally calibrated transfer function ‘AWMTT’ to obtain constitutive 
parameters 
 
4.4. Transfer function validation using SE(T) specimen 
 
Before performing the assessment of the variations in load-CTOD trajectories 
assuming different HV transfer functions, it is important to validate the FE model’s 
ability to describe experimental SE(T) response with direct stress-strain material 
input (rather than derived from hardness). Hereto, all-base-metal SE(T) test results 
have been adopted. This basic validation is provided in Section 4.4.1. The comparison 
of experimental and simulated load-CTOD responses (using different hardness 
transfer functions) for welded specimens is discussed in Section 4.4.2. 
 
4.4.1. Base material SE(T) tests 
 
Base material SE(T) experiments were performed on two specimens made of API 
grade X70 high strength pipeline steel [82], one (sample ‘a’) extracted from a  
1219 mm (48”) × 19.3 mm (outer diameter × wall thickness) pipe and the other 
(sample ‘b’) from a 914 mm (36”) × 17.1 mm pipe. The numerical study was performed 
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to evaluate two aspects: (i) the agreement of the numerical model using direct stress-
strain input with experiments, and (ii) the implications of assuming power-law 
strain hardening rather than the actual stress-strain curve.  
 
Regarding the second aspect, there are different ways to infer power-law strain 
hardening properties from experimental stress-strain data. A first common option is 
to force the Ramberg-Osgood curve through the experimentally observed yield and 
ultimate tensile strength. This ensures perfect agreement at these points but may 
invoke (significant) errors elsewhere (see e.g. reference [133, 134]). A second option 
is to calculate a “best fitting” Ramberg-Osgood curve by means of least squares curve 
fitting (e.g. using the Levenberg-Marquardt algorithm [135]). Here, the overall 
agreement will be better, but the yield and ultimate tensile strength of the power-
law approximation may differ from the experimentally recorded values. Figure 41 
compares the experimental P-CTOD trajectories against three simulated responses 
for each base material SE(T) specimen, based on (i) actual pointwise stress-strain 
input, (ii) an RO curve forced through the experimental yield and tensile strength 
(“RO Curve forced”), and (iii) a least squares curve fitted RO curve (“RO Curve fit”). 
The corresponding stress-strain data are depicted in Figure 42. The comparison 
between simulated and experimental P-CTOD curves for sample ‘a’ yields 
consistently small errors for all three simulations. The close agreement between all 
three simulated curves resembles the fact that the pointwise stress-strain data of 
material ‘a’ can be well represented by a power-law hardening curve. Notably, the 
curve-fitted RO material yields a closer correspondence to experimental behavior 
(average error of 2.1 % on load in the CTOD interval between 0.1 and 0.5 mm) than 
the forced RO material description. 
 
(a) 
 
(b) 
Figure 41: Numerical and experimental force versus CTOD plots for 2 base material SE(T) 
speicmens (a) and (b) 
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(a) (b) 
Figure 42: Pointwise 𝜎 − 𝜀 curves of two base material samples (a) and (b), along with different 
RO curve approximations 
Simulated CTOD responses of sample ‘b’ show a slightly higher error with respect to 
the experimental output. Here, actual stress-strain input yields the highest accuracy 
(average error of 5.2% on load in the CTOD interval 0.1-0.5 mm). The difference 
between simulated load-CTOD trajectories is larger compared to sample ‘a’. This 
reflects the observation that the stress-strain data of sample ‘b’ agree to a lesser 
extent with their associated RO curves (figure 21b). Nonetheless, comparing both RO 
curve approximations, least squares curve fitting provides the best agreement 
(average relative error of 0.8% on load). This agreement is considered satisfactory. 
Summarizing this validation study, it is concluded that the finite element model of 
a SE(T) specimen provides satisfactory numerical predictions of CTOD response, 
provided proper stress-strain input is used. Hence it is sound to use this model in 
the follow-up sections related to heterogeneous welds. Supported by the analysis 
above, it can also be concluded that the curve-fitted Ramberg-Osgood material 
input yields higher accuracy than a Ramberg-Osgood model forced through the 
experimental points of yield and ultimate tensile strength. 
 
Given the second conclusion, it was decided to calibrate the “AWMTT” hardness 
transfer procedure (table 8) based on yield and ultimate tensile strength values 
corresponding to a curve-fitted RO model of the all-weld metal tensile test rather 
than the ‘actual’ values corresponding to pointwise stress-strain behavior. 
 
4.4.2. Weld metal SE(T) tests 
 
The relations mentioned in Table 9 and Table 10 were adopted to obtain local 
Ramberg-Osgood parameters from HV5 values in SE(T) models containing hardness 
maps as a material input. Corresponding load-CTOD predictions are then compared 
with experimental output up to the point of crack initiation. The process of 
determining crack initiation using the blunting line obtained from Direct Current 
Potential Drop is mentioned in Chapter 3. As the crack initiation is taken just as a 
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reference point, it will not be discussed in this chapter. The chronology of the 
validation procedure is as follows: 
 
1. SE(T) tests were conducted and P-CTOD plots were obtained. 
2. Transfer functions from Table 9 and Table 10 were used to obtain Ramberg-
Osgood (RO) parameters from HV5 values to facilitate simulations. Three of 
these are purely analytical and based on standard guidelines, the fourth has an 
experimental calibration basis from AWMTT testing. Hereby, the AWMTT 
stress-strain curve was approximated by a best-fitting Ramberg-Osgood curve, 
whose yield and ultimate tensile strength was used in the equations of Table 10. 
3. Obtained RO parameters were assigned to each element in the SE(T) finite 
element model, based on their local HV value. 
4. P-CTOD plots from the simulations were obtained, allowing to compare 
numerical predictions (assuming different hardness transfer procedures) with 
experimental results (Figure 43 and Figure 44).   
 
Figure 43 shows P-CTOD curves for 10 specimen configurations, obtained using all 
four transfer functions and also includes experimental results. A first look at the 
plots shows a sizeable amount (around 10-20 kN) of load variations between each 
transfer function. Regarding transfer functions, the procedure based on All Weld 
Metal Tensile Test data (“AWMTT”) generally shows the best agreement to the 
experiments while the other transfer functions deviate. This should not surprise, 
given the experimental nature of its calibration. Remarkably, analytical transfer 
functions consistently led to an overestimation of load-bearing capacity. In contrast, 
the AWMTT based procedure yields more balanced predictions including 
overestimations and underestimations of experimental behavior.  
 
Focussing on the analytical transfer functions of Table 9, the ISO18265+FITNET 
transfer procedure provides the largest errors, followed by ISO15653+FITNET and 
ISO15653. This may be understood from the following: 
 
 ISO 18265 [127] mentions that systematic deviations may occur for specific 
materials. To the author’s knowledge, hardness data of welds have not been 
considered in this standard. Hence it is viable that the equations from ISO 
18265 yield the largest deviations among the transfer functions. 
 ISO 15653 [33] explicitly provides transfer equations for weld metal, for both 
yield and ultimate tensile strength. Given the specific nature of these 
equations, they may be expected to provide higher accuracy with respect to 
the experimental data.  
 Noting the above, the “ISO15653+FITNET” procedure is hard to motivate, 
given that Equation 4.5 is based on a highly scattered dataset involving a wide 
variation of different steels (including weld but also base metal). 
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In order to quantify the observed deviations from the simulations with the 
experiments, errors at three fixed CTOD values (0.10, 0.15 and 0.20 mm) are 
considered (Figure 44 - Figure 46). These three values of CTOD are chosen as the 
values lie in the plastic region of P-CTOD curve, at equal intervals and within the 
region before crack initiation. Hereby, error (%) is defined as the deviation between 
simulated and experimental load at the considered CTOD level, relative to the 
experimental load. A positive error implies that the simulation overestimates the 
experimental load and vice versa. Along with estimations based on the transfer 
functions, it was attempted to construct statistical error bars relating to the 
scattered nature of the accuracy in hardness-strength relations in Table 9.  
 
  
(A) (B) 
  
(C) (D) 
80
90
100
110
0.0 0.1 0.2 0.3 0.4
F
o
rc
e
 P
 (
k
N
)
CTOD (mm)
ISO18265+FITNET
ISO15653+FITNET
ISO15653
AWMTT
Experiment
Crack initiation
80
90
100
110
120
0.0 0.1 0.2 0.3 0.4
F
o
rc
e
 P
 (
k
N
)
CTOD (mm)
ISO18265+FITNET
ISO15653+FITNET
ISO15653
AWMTT
Experiment
Crack initiation
70
80
90
100
110
120
0.0 0.1 0.2 0.3 0.4 0.5 0.6
F
o
rc
e 
P
 (
k
N
)
CTOD (mm)
ISO18265+FITNET
ISO15653+FITNET
ISO15653
AWMTT
Experiment
Crack initiation
70
80
90
100
110
120
130
140
0.0 0.1 0.2 0.3 0.4 0.5
F
o
rc
e
 P
 (
k
N
)
CTOD (mm)
ISO18265+FITNET
ISO15653+FITNET
ISO15653
AWMTT
Experiment
Crack initiation
 
 
85 
 
  
(E) (F) 
  
(G) (H) 
  
  
(I) (J) 
Figure 43: The plots of P versus CTOD for different samples (A-J) shows the 
agreement/disagreement of results obtained from simulations based on transfer functions with 
experimental results 
 
The following observations are made from Figure 44 - Figure 46. As apparent Figure 
44, a wide range of weld heterogeneity patterns was covered to examine the 
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Figure 46 does not allow to reveal any trends of simulation error in relation to the 
nature of weld heterogeneity. In other words, simulation error is related to the 
transfer of hardness to strength values rather than the complex heterogeneous 
nature of the welds.  
 
 
Transfer Function ISO18265+FITNET ISO15653+FITNET ISO15653 AWMTT 
Average error (%) 15.43 11.56 7.67 3.13 
 
 
Figure 44: The percentage error on forces at the CTOD value of 0.1mm in numerical simulations 
compared with experiments shows that the transfer function obtained from AWMTT has the 
best agreement with experiments. 
 
 
Transfer Function ISO18265+FITNET ISO15653+FITNET ISO15653 AWMTT 
Average error (%) 14.85 10.82 6.64 2.78 
 
 
Figure 45: The agreement between numerical simulations (at P-CTOD of 0.15mm) and 
experimental values using AWMTT transfer function  
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Transfer Function ISO18265+FITNET ISO15653+FITNET ISO15653 AWMTT 
Average error (%) 13.91 9.77 6.15 2.89 
 
 
Figure 46: The fact that AWMTT equations are the best transfer function has been reiterated 
in this plot showing the errors at CTOD value of 0.20mm 
 
The implementation of hardness transfer functions in a SE(T) model is equally 
performant in the simulation of homogeneous welds (such as specimen A) and 
strongly heterogeneous welds (such as specimen F). Analytical hardness transfer 
procedures without an experimental calibration basis can overestimate the load-
bearing capacity up to 25% (specimen D, ISO18265+FITNET). The maximum and 
minimum percentages of load overestimation when using the AWMTT transfer 
function are 9% and -6%, respectively. Hence, the degrees of over- and 
underestimation using this procedure are similar. Average predictive errors using 
the AWMTT procedure are close to zero (around 3%). 
 
4.5. Transfer function validation using micro tensile tests 
 
Supported by experimental and numerical SE(T) results, the work in the previous 
section serves as an evaluation of the accuracy of the experimental procedure to 
calibrate hardness transfer functions. In this section, the strength properties i.e. 
yield strength (Rp0.2) and tensile strength (Rm) values obtained from AWMTT and 
MTT specimens, along with Vickers hardness maps, are utilized to directly validate 
the equations put forward in Table 10. Using the values obtained from the above tests, 
plots were created comparing MTT results against corresponding HV values. The 
data points are then compared against different HV transfer functions (Figure 47 and 
Figure 48). The equations are derived from ISO 18265 (linear regression of tabulated 
data), ISO 15653 and FITNET. These are shown in Table 9. Notably, ISO 18265 
provides a transfer function for Rm only, whereas ISO 15653 additionally informs how 
to calculate Rp02 from HV. Along with these lines, strength properties (Rp0.2 and Rm) 
acquired from MTT tests are plotted against hardness values from the same samples 
as MTT(OM) and MTT(UM). 
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The following can be observed in Figure 47 and Figure 48. 
 The hardness and strength values of the MTT specimens confirm the very strong 
differences in properties between the UM and OM weld regions.  
 The equations given in Table 10 predict lower values of Rm when compared with 
the standard equations as seen in Table 9. For instance, the ultimate tensile 
strength predicted from the AWMTT data of the undermatching region is ~5% 
lower than that given by ISO 18265 (Figure 47). In Figure 48, a similar deviation 
is observed for yield stress. 
 AWMTT analysis of the UM and OM regions yields different hardness transfer 
functions. This highlights the material-specific character of the relation 
between hardness and strength properties and confirms that the generic nature 
of standardized HV transfer functions may invoke errors. The FE model used in 
the simulations requires one specific transfer function. 
 Focusing on Rp0.2 (Figure 48), the differences between different transfer 
functions are subtle compared to the scatter in data points obtained from the 
MTT test data. This relates to the knowledge that HV is theoretically stronger 
related to Rm [125]. The scatter in the Rp0.2 dataset, also seen in several other 
researches likely results from local variations in strain hardening behavior 
which are not captured by the transfer functions as seen in the references [3, 93, 
136]. In contrast, experimental scatter is limited for Rm and there the AWMTT 
based transfer function appears to better represent the average of the MTT 
datasets. Notwithstanding the higher scatter for the Rp0.2 plot, the 
corresponding HV transfer functions manage to capture the general trend and 
to quantify the large differences between the yield strengths of UM and OM 
weld metal.  
 Averaging all specimens and configurations, the differences obtained between 
AWMTT based calibrated transfer functions and MTT results are 3.2% for Rm 
and 5.2% for Rp0.2. This is less than the deviations when using standard transfer 
functions which show average differences of ~11% for Rm (ISO 18265); and ~7% 
for Rm and ~18% for Rp0.2 (ISO 15653).  
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Figure 47: Hardness values (HV5) against 
tensile strength (Rm) from different transfer 
functions and experimental data  
 
Figure 48:  Hardness values (HV5) against 
yield strength (Rp02) from different transfer 
functions and experimental data 
 
With these observations, it turns out that experimentally calibrated transfer 
functions (based on HV mapping and a simple standard AWMTT test) agree with 
actual HV-strength relations obtained from (more challenging) micro tensile tests. 
Moreover, the correspondence of the outcome between MTT and HV-transferred 
material strength properties are less compelling than the agreement between 
simulated and tested SE(T)s. This is logical because of the much higher sensitivity 
to local variations. SE(T) results are rather governed by average properties in the 
weakest section.  
 
4.6. Advised procedure 
 
This chapter has presented an updated approach to estimate local material 
properties, i.e. yield and ultimate tensile strength of welds. A step by step procedure 
is summarized in this section to assess the crack driving force response of welded 
joints using transfer functions with a minimum (but sufficient) experimental input. 
It goes as follows: 
 
1. Extract a weld macrograph and an all weld metal tensile sample. The sample 
sizes are drawn out according to standards like ASTM E8 / E8M-16a and ASTM 
E384-11e1 [32, 89]. Multiple specimens can be extracted and tested to 
characterize (and account for) the natural scatter of weld properties. 
2. Hardness maps of the weld region or a hardness map obtained from a cross-
section of the failed AWMTT specimen (which did not plastically deform) are 
obtained through Vickers hardness (HV5) testing on the macrograph.  
3. AWMTT related yield (𝑅𝑝0.2(𝐴𝑊𝑀𝑇𝑇)) and ultimate tensile strength values 
(𝑅𝑚(𝐴𝑊𝑀𝑇𝑇)) are obtained from a least squares curve fitted Ramberg-Osgood 
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curve relating to the all weld metal tensile test. These values are not necessarily 
equal to the actual Rp0.2 and Rm values of the pointwise stress-strain curve. 
4. An average hardness value (𝐻𝑉𝐴𝑊𝑀𝑇𝑇) is obtained from the weld macrograph, 
focussing on the (circular) region demarcating the cross-section of the (round) 
tensile test sample at its location of extraction. 
5. Local HV5 values, and 𝑅𝑝0.2(𝐴𝑊𝑀𝑇𝑇) and 𝑅𝑚(𝐴𝑊𝑀𝑇𝑇) are used to calculate local 
Rm and Rp0.2 using the equations of Table 9.  
 
Since numerical predictions using the AWMTT based procedure may lead to either 
underestimations or overestimations of structural response, it is recommended to 
reduce the obtained load-bearing capacity by a safety factor for the sake of 
conservatism. For the cases considered in this thesis, a reduction of the simulated 
load-bearing capacity of SE(T) specimens by 10% would lead to safe predictions, 
compared to the experimental values. 
 
4.7. Summary and conclusions 
 
A combined experimental-numerical analysis has been performed to investigate the 
ability to predict crack driving force in (heterogeneous) welded structures on the 
basis of Vickers hardness maps. Single Edge notched Tension (SE(T)) specimens 
were utilized for this study, comprising ten different weld/notch configurations. 
Finite element analyses of an experimentally validated model were performed with 
local (element-specific) properties derived from hardness maps by means of 
different procedures to link hardness with stress-strain behavior. Three of these are 
based on published equations, whereas a fourth procedure is experimentally 
calibrated by means of an all weld metal tensile test (AWMTT). Simulated crack 
driving force response (P-CTOD) were compared against experimental test output. 
Additionally, Micro Tensile Tests (MT) and All Weld Metal Tensile Tests (AWMTT) 
were utilized to calibrate transfer functions to obtain material properties like yield 
strength (Rp0.2) and tensile strength (Rm) from HV5 values. The calibrated equation 
results which give global behavior were compared with MT results which give local 
material properties to assess the robustness of transfer functions.  
 
The following is concluded from the presented study: 
 
 The predictive accuracy of the model using the AWMTT based procedure is 
consistent for ten different configurations comprising various heterogeneity 
patterns, and including heat-affected zone softening and hardening. This 
indicates high robustness of the procedure with respect to the degree and 
complexity of weld heterogeneity. In other words, complex heterogeneous 
welds can be simulated with similar accuracy as more straightforward 
homogeneous welds. 
 The natural scatter associated with the hardness-strength relation of materials 
may significantly alter the predictive accuracy of computational fracture 
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mechanics, when material input adopts regression-based (standardized) 
hardness transfer functions. In this study, varying the hardness transfer 
function according to an experimentally obtained 95% confidence interval on 
Rm led to changes in simulated load around 10%. 
 This chapter advises a procedure to experimentally calibrate the hardness-
strength relation of a weld region by means of all weld metal tensile test 
(AWMTT) data. Compared with regression-based transfer functions, this 
procedure provides more accurate predictions of crack driving force response 
with less systematic error (on average 3% on load for the investigated data). In 
practical terms, the required material input is easy to obtain. The procedure is 
entirely based on a weld hardness map and stress-strain output of an AWMTT 
extracted at a known location. 
 There is a significant variation in crack driving force curves predicted by the 
finite model using different regression-based transfer functions. Hereby, 
transfer functions for specific material categories such as welds (e.g. given by 
ISO15653) appear to provide a better agreement with experimental data than 
more generic functions (e.g. tabulated in ISO18265). 
 This comparison was performed on MTT and AWMTT specimens which were 
extracted from undermatching and overmatching regions. The outcome by 
comparing the results of yield strength (Rp0.2) and tensile strength (Rm) showed 
a good understanding between two test methods with differences around 5%. 
The results show a promising trend that motivates the usage the calibrated 
transfer functions. 
 
The modeling concept put forward in this thesis will support the development and 
evaluation of approaches to translate complex heterogeneous welds into idealized 
welds with a similar crack driving force response, whose characteristics can be 
readily inputted to existing ECA frameworks. 
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Chapter 5 
5. Deformation analysis of flawed 
heterogeneous welds 
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5.1. Introduction 
 
The understanding of the deformation behavior of a flawed structure plays a major 
role in assessing its integrity. Evaluating the tearing resistance of the material or its 
fracture toughness to estimate structural failure, necessitates knowledge of its 
deformation behavior. Welds with heterogeneous constitutive properties show a 
complex deformation behavior which is challenging to predict. When a crack is 
surrounded by an inhomogeneous material, the resulting deformations are 
heterogeneous too. Welds which have different constitutive properties within show 
variable deformation behavior. Zerbst et al. [31] point out that the plastic strain 
concentration is high around the flaw surface at a sufficiently high load. This plastic 
strain concentration influences the growth of the crack.  
 
The slip mechanism is the most important plastic deformation mechanism in 
metallic structures. Even if the loading is purely tensile, shear stresses exist in a plane 
under 450. These shear stresses are termed as ‘resolved shear stress’. Based on this 
concept, a theory was utilized by Hill [137] to define plastic deformation patterns 
and stress fields, which is called the ‘slip line field theory’. This theory became 
popular for explaining deformation problems in metal forming and machining 
processes [138, 139]. Further, it was expanded to assess the limit loads in cracked 
structures [58, 60] and mismatched welds [8, 9, 140]. Thus this theory gains 
prominence in this thesis. 
 
This chapter aims at providing a brief background of ‘slip line field theory’, which 
helps in comprehending Chapter 6 discussing the limit load estimations of SE(T) 
specimens using slip line field theory and Chapter 7 where the relation between 
crack tip constraint and slip lines is drawn. Additionally, this chapter is utilized to 
explain the need to study deformations of SE(T) specimens including a weld and 
their relation with the shear stresses on which slip line theory is based. 
 
The chapter is structured by giving a brief background on relevant plasticity 
concepts in Section 5.2 and introducing the slip line theory, the assumptions behind 
the theory and the drawbacks in Section 5.3. In Section 5.4 the deformation analysis 
of SE(T) specimens is made by addressing the drawbacks mentioned in Section 5.3.  
 
5.2. Plasticity concepts 
 
In order to understand the deformation analysis, bounding theorems (chapter 6) 
and the concept of limit loads, the essentials of plasticity theory are explained in this 
section. The calculation of limit loads requires a yield criterion based upon which 
plastic flow is predicted to occur. The two common yield criteria are Tresca and von 
Mises. They are briefly explained based on principal stresses 𝜎1, 𝜎2 and 𝜎 . 
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- Tresca yield criterion 
This criterion states that yielding occurs when 
max (
|𝜎1 − 𝜎2|
2
,
|𝜎2 − 𝜎 |
2
,
|𝜎 − 𝜎1|
2
) = 𝑘 
5.1 
 
where k is the shear yield stress.  
For uniaxial loading, 
𝜎1 = 𝜎𝑦 ,     𝜎2 = 𝜎 = 0   ⇒        𝜎𝑦 =   2𝑘          
 
In case of plane strain (in the 3rd direction), it can be shown that 𝜎 =
𝜎1+𝜎2
2
,  
𝜎𝑦 =   2𝑘 =  𝜎1 − 𝜎2         5.2 
 
- Von Mises yield criterion 
This criterion states that yielding occurs when  
1
√2
√(𝜎1 − 𝜎2)2 + (𝜎2 − 𝜎 )2 + (𝜎 − 𝜎1)2 = 𝜎𝑦 5.3 
 
when expressed in principal stresses. In the case of plane strain (in the 3rd direction), 
 
𝜎𝑦 =  √3𝑘 (𝑢𝑛𝑖𝑎𝑥𝑖𝑎𝑙) ⇒  𝜎1 − 𝜎2 =
2𝜎𝑦
√ 
= 2𝑘 5.4 
The common expression in the above cases is that yielding occurs when  𝜎1 − 𝜎2 =
2𝑘 
 
5.3. Slip line field theory 
 
5.3.1. Definition 
 
Slip line field theory is an analytical and graphical method to represent and 
understand plastic flow patterns in a rigid - perfectly plastic material. Graphical 
representations can be obtained, showing the directions of the maximum shear 
stress (slip lines) in a rigid plastic continuum body deforming in 2D plane strain 
conditions [141, 142].    
 
This theory was initially based on uniaxial compression assessed in 2D plane strain 
conditions. Based on this case, it was formulated that there are two orthogonal 
directions of slip lines that appear during deformation. These are termed as α-lines 
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and β-lines and shown in Figure 49. In the figure, the compression loads are applied 
in 2D plane strain conditions. The velocity distribution and stress state in the solid 
can be determined from the geometrical pattern of the α-lines and β-lines. These slip 
lines are expressed through hydrostatic stress 𝜎𝑚 using Hencky equations, as 
follows: 
−𝜎𝑚 + 2𝑘 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 for α-lines 
 
5.5 
−𝜎𝑚 − 2𝑘 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 for β-lines 
 
5.6 
 
 
Figure 49: The development of α-lines and β-lines during compression of a body in plane strain 
conditions [141] 
Both the stress and velocity boundary conditions must be used to obtain a slip line 
[137, 143]. Slip line trajectories should respect ` kinematic compatibility' as illustrated 
in Figure 50 for a tensile loaded component. The assumption of perfectly plastic 
material behavior implies that there is no further resistance against plastic flow in 
the collapsing section when the collapse occurs. The plastic collapse is the relative 
movement of rigid bodies (regions left and right of the notch) touching each other 
in a slip line. There cannot be any separation between them.  
 
Figure 50: The principle of kinematic compatibility [143]  
In other words, at both sides of a slip line the velocity component normal to the slip 
line should be equal because otherwise both sides would be moving away 
from/towards each other instead of just sliding. This puts mathematical restrictions 
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on the geometry of a slip line, which are essential equations to solve the slip line 
fields.  
In order to understand the simplifications seen in slip line theory, the next 
subsection describes the assumptions involved.  
  
5.3.2. Assumptions 
 
Classical slip line field theory is built upon many assumptions, which are required 
to keep the problem complexity within acceptable limits. 
 
 Perfectly plastic material response 
 
A rigid perfectly plastic material involves no elastic deformations and just plastic 
deformation without strain hardening. The stress-strain curve of rigid perfectly 
plastic material is shown in Figure 51 
 
 
Figure 51: Material response of a rigid perfectly plastic material 
 
 Isotropic material 
Isotropic materials exhibit the same properties in all directions. Thus, choosing a 
different coordinate system does not influence the material properties.   
 Quasi-static loading without temperature effects and body forces 
 
Slip line field theory applies to continuous processes that are slow enough to neglect 
inertial effects.  
 
 Plane strain conditions 
 
Plastic deformation in 2D plane strain conditions involves deformation where one 
of the three principal strains is zero. Very often, the solution of a slip line field starts 
at the boundary conditions. Particularly, 
Stress
Strain
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- The stress normal to a free surface is principal stress, so the α and β lines must 
meet the surface at 450. 
- The α and β -lines must meet a frictionless contact surface at 450 
- The α and β -lines meet surfaces of sticking friction at 00 and 900 
 
5.3.3. Limitations  
 
It can be observed from the assumptions of slip line theory that both the material 
properties and the loading conditions are extensively simplified. The basic equations 
do not include material property variations nor other complications such as material 
strain hardening or three-dimensional specimens. Its applicability to fracture 
mechanics analysis of heterogeneous defected welds may be questioned and will be 
investigated further on; particularly in Chapter 7.   
 
5.4. Deformation analysis of heterogeneous welded SE(T) specimens 
 
Despite its severe assumptions, ‘slip line theory’ has been utilized by researchers to 
obtain analytical equations for different weld configurations. Joch et al. [60] put 
forward limit load solutions considering the mismatch between welds for plane 
strain problems. They obtained solutions assuming a perfectly plastic mismatch 
problem and a straight-line deformation mechanism. They showed that the 
simplification of deformation bands to straight lines results in over-estimation of 
limit loads as it follows from an upper bound theorem of limit load theory (discussed 
in chapter 5). Similar development of limit load solutions followed by considering 
different crack geometries using plane strain conditions.  
 
Hao et al. [9] constructed slip line fields for Center Cracked Tensile (CC(T)) loaded 
panels with a mismatched joint, including an analytical methodology to estimate 
slip line deviations at bi-material interfaces. To a certain extent, CC(T) specimens 
can be considered similar to SE(T) specimens, given that their central symmetry 
plane cuts the CC(T) specimen into two SE(T) configurations. They considered cases 
of weld strength undermatching and overmatching, showing different slip line 
patterns arising from these configurations and showing that the slip lines which 
arise from the notch tips indeed meet the surface of the specimen at 450, in line with 
the theoretical boundary condition of slip line field theory discussed above. 
However, they pointed out that there could be a discontinuity in slip line orientation 
along the interface of two materials. The slip line field solution depicting the 
probable change of angle at the interface is shown in Figure 52. In the figure, r1 and 
r2 are the radii formed by the slip line due to the discontinuity and Bs is the thickness 
of the slip line. This was constructed by applying equilibrium conditions to both 
normal and shear stress. Hao et al. suggested that, with the assumption of 450 slip 
lines touching the surface, the slip line orientation at the crack tip can be back 
calculated. These equations are not elaborated here but it is important to 
understand that slip line deviations have been recognized for a simple bi-material 
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interface. For more complex material heterogeneities, other deviations of slip line 
trajectories from theoretical straight lines under 45° are to be expected.  
 
 
Figure 52: A general solution of the slip line field as represented by Hao et al. [9]  
 
An analysis of plastic deformations in complex heterogeneous welds (including 
strain hardening) was performed by Hertelé et al. [144]. They considered a welded 
SE(T) specimen under uniaxial tension loading. Strain concentration bands 
originating from the defect tip were simplified into slip lines, defined as trajectories 
of maximum equivalent (plastic) strain. Based on Digital Image Correlation (DIC), 
non-linear slip line trajectories deviating from straight lines at 45° were observed, 
and this was attributed to weld heterogeneity. This observation acts as a motivation 
to further investigate the validity of slip line theory in complex heterogeneous welds. 
Section 5.4.1 explains the methodology for conducting a deformation analysis of 
SE(T) specimens and 5.4.2 gives results and discussions of deformation analysis 
performed on welded SE(T) specimens.  
 
5.4.1. Methodology 
 
Welded SE(T) specimens shown in Figure 15(OM-UM) were considered for this 
analysis. Experiments were performed on such specimens in accordance with the 
procedure outlined in Chapter 2 [99, 145]. Two notch locations were considered: one 
in the OM region and the other in the UM region. CMOD and CTOD were measured 
using double clip gauges as per BS 8571:2014 [55]. The clip gauges were located 2 mm 
and 8 mm above the specimen surface. Digital Image Correlation (DIC) was used to 
depict full-field plastic deformations as detailed in Section 2.2.4. 
  
Similar to the experiments, two three-dimensional sides grooved SE(T) specimens 
were modeled using the commercial finite element software package Abaqus® 
(version 6.11) as explained in section 2.3. Modeled specimens were given the same 
dimensions (overall, notch tip radius, side groove geometry) as those used in 
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experiments. The specimen had length L=200mm, in accordance with the daylight 
length between the grips of the experimental tests and width W and thickness B 
equal to 20mm. Figure 28 shows the detailed FE model with B the thickness and W 
the width of the specimen. Isotropic J2 type plasticity obeying Ramberg-Osgood 
(RO) strain hardening with finite strain assumptions was implemented. This FE 
model is shown again in Figure 53, together with the geometry of the applied side 
grooves and the notch. Figure 53 shows the outcome of using experimentally 
determined hardness values and assigning them to an individual element in FE 
model. The complex weld properties were incorporated in the finite element model 
by assigning element-specific properties using hardness values as input and 
converting them to material properties (Rp02, Rm and n) using AWMTT based transfer 
function calibrated in Chapter 4. 
 
The analysis of plastic deformations is the initial step to extract slip lines originating 
from the crack tip. In this study, plastic deformations are expressed in terms of 
equivalent plastic strain (𝜀𝑒𝑞,𝑝𝑙). Strain values are obtained at the nodes in the FE 
model and using DIC in experiments. The experimental technique is based on 
equivalent elastic-plastic strains rather than equivalent plastic strains as DIC cannot 
differentiate between them. The full-field strain distributions are obtained at the 
surface of the specimen, making it a 2D analysis on a 3D model.  
 
 
 
 
Figure 53: Views of the numerical SE(T) model and outcome after the assignment of element-
specific properties 
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The maximum strains in experiments and simulations are subsequently mapped for 
a series of grid points parallel to the notch at the surface of the specimen. The 
maximum values are extracted from lines within this grid and connecting these 
points between adjacent lines eventually yields a slip line trajectory (Figure 54). As 
explained in [146], the starting point in the determination of the slip lines is the 
evaluation of all plastic strains in a specific section of the specimen. This section can 
be an outer edge, but also an inner plane of the specimen (in case of simulations).  
If the surface under investigation is designated as the XY-plane, the following true 
strains have to be known in that section: 𝜀𝑥𝑥 , 𝜀𝑦𝑦, 𝜀𝑥𝑦. With these strains, the in-plane 
principal strains 𝜀1 and 𝜀2 and thus 𝜀𝑒𝑞 can be calculated as follows: 
 
𝜀1 =
𝜀𝑥𝑥 + 𝜀𝑦𝑦
2
+ √(
𝜀𝑥𝑥 − 𝜀𝑦𝑦
2
)
2
+ (
𝜀𝑥𝑦
2
)
2
 5.7 
𝜀2 =
𝜀𝑥𝑥 + 𝜀𝑦𝑦
2
− √(
𝜀𝑥𝑥 − 𝜀𝑦𝑦
2
)
2
+ (
𝜀𝑥𝑦
2
)
2
 5.8 
𝜀𝑒𝑞 =
2
√3
 √𝜀12 + 𝜀22 + 𝜀1𝜀2 5.9 
 
 
Figure 54: Grid pattern used in SE(T) specimen (experimental and numerical) to determine 
equivalent plastic strains [146] 
The grid lines were chosen based on a convergence study performed in [146]. Based 
on this study, 40 grid lines (20 on each side of the notch) with a distance of 1mm are 
chosen for the extraction of 𝜀𝑒𝑞,𝑝𝑙−𝑚𝑎𝑥 and 𝜏𝑚𝑎𝑥 points in this work.  
 
 
 
102 
 
It should be noted that the theoretical slip line analysis relates to Tresca’s criterion 
for plastic flow upon attainment of a critical value of maximum shear stresses, in an 
isotropic 2D elastic-perfectly plastic material [137]. Instead, equivalent plastic strain 
𝜀𝑒𝑞,𝑝𝑙 rather relates to von Mises’ plasticity criterion. 𝜀𝑒𝑞,𝑝𝑙 relates to the von Mises 
equivalent stress through the material’s uniaxial true stress-true strain behavior 
(assuming isotropic material). The link between theoretical slip lines (trajectories of 
maximum shear stress) and observed ones through strain analysis will be evaluated 
in the next sub-section. Along with this assessment, the pattern of slip lines are 
studied in experiments on heterogeneous welded SE(T) specimens.  
 
5.4.2. Results and discussions 
 
The starting point of this section is a finite element analysis based evaluation of the 
relevance of maximum strain analysis with respect to slip line field theory, as 
questioned in the previous paragraph. Points of maximum shear stress 𝜏𝑚𝑎𝑥  (related 
to Tresca’s criterion) and of maximum equivalent plastic strain 𝜀𝑒𝑞,𝑝𝑙−𝑚𝑎𝑥  (related 
to von Mises’ criterion) were extracted from the analysis grid (refer section 5.4.1) at 
a limit load value extracted from the Twice Elastic Slope (TES) method. ASME 
Section III [147] recommends the use of TES method to determine limit load for 
simulations using the force-displacement plot [148, 149] as shown in Figure 55. 
Trajectories of  𝜏𝑚𝑎𝑥 and 𝜀𝑒𝑞,𝑝𝑙,𝑚𝑎𝑥 originating from the notch are shown in Figure 
56. Figure 56 (a) shows the points of   𝜏𝑚𝑎𝑥 and 𝜀𝑒𝑞,𝑝𝑙,𝑚𝑎𝑥  for the specimen having 
the notch located in the OM region and Figure 56 (b) shows the points for the notch 
located in UM region. Shown as a reference are 45° oriented straight lines, predicted 
to act as slip lines within the severe assumptions of slip line field theory. 
 
 
Figure 55: Limit load estimation using Twice Elastic Slope (TES) method 
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(a) 
 
(b) 
Figure 56: The comparison between 𝜀𝑒𝑞,𝑝𝑙−𝑚𝑎𝑥 and 𝜏𝑚𝑎𝑥   obtained from simulations of two 
configurations, i.e. notch located in OM (a) and notch located in UM (b) 
Two observations are made from Figure 56: 
 Omitting marginal differences, trajectories of  𝜏𝑚𝑎𝑥 and 𝜀𝑒𝑞,𝑝𝑙,𝑚𝑎𝑥 are overall 
similar. This confirms that strain analysis (e.g. facilitated by means of DIC) 
may serve to investigate the influence of weld heterogeneity on the 
development of (shear stress based) slip lines. 
 Slip line trajectories agree to a fair extent with the theoretically predicted 45° 
lines for homogeneous bodies (as in literature mentioned in previous 
sections). Nonetheless, the trajectories show notable irregularities. The 
cause and implications of these irregularities deserve further investigation, 
as discussed further in this sub-section. 
The discussion above relies on the validity of the finite element model. Therefore, 
numerically predicted slip line trajectories are evaluated by comparison with 
experiments. Hereto, SE(T) tests indicated as I and J in Table 6 were adopted. Figure 
57(a) shows the points of 𝜀𝑒𝑞,𝑝𝑙,𝑚𝑎𝑥 when the notch is in the OM region. Figure 57(b) 
shows the points of 𝜀𝑒𝑞,𝑝𝑙,𝑚𝑎𝑥 for a notch located in the UM region. The experimental 
points (obtained from DIC measurements) are shown by a black line and the points 
from the simulation are shown as diamond markers. Obtained trajectories are 
depicted in conjunction with the hardness distribution. 
A first evaluation of the trend of deformation patterns indicates a satisfactory 
agreement between numerical simulations and experiments. The extracted 
locations of 𝜀𝑒𝑞,𝑝𝑙,𝑚𝑎𝑥  show a similar tendency in experiments and numerical study. 
The small variations observed between the two methods can be attributed to a 
variety of reasons, being either numerical (accuracy of the finite element model, 
transfer of hardness values to constitutive properties), experimental (scatter in 
optical strain measurement, variability of hardness map along the direction of 
welding) or analytical (significance of difference between total and plastic 
equivalent strain). Considering this last aspect, it seems that the disagreement 
between experimental and numerical slip lines can (at least partially) be attributed 
to the magnitude of strain since, as the strain level decreases further away from the 
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notch tip, the difference between total and plastic strain becomes more significant, 
and the agreement between experimental (based on total strain) and numerical 
(based on plastic strain) slip lines decreases. 
 
Additionally, the deformation bands obtained from DIC analysis are shown in Figure 
58 and simulation results are shown in Figure 59.  These figures help in gaining 
insight into the non-uniform deformation bands observed in the material due to 
heterogeneities. In these figures, one can observe the non-uniform distribution of 
the plastic deformations in contrast with the homogeneous specimens [104, 150]. 
Regarding the development of slip lines, Figure 57 shows the  𝜀𝑒𝑞,𝑝𝑙,𝑚𝑎𝑥 points at 
limit loads. It turns out that bands of maximum strain are fairly invariable as the 
deformation of the specimen is increased, and the discussions above do not merely 
apply to the particular load level investigated.  
 
The material heterogeneity tends to affect regions of smaller strains to a stronger 
extent. Related hereto, Ewing et al. [151] showed that the applicability of slip line 
theory is strongest around the notch tip where the highest degree of plasticity 
occurs. Likewise, we can see that the 𝜀𝑒𝑞,𝑝𝑙,𝑚𝑎𝑥 points invariably make an angle of 
450 orientation around the notch tip and the deviations begin away from the notch 
as the influence of heterogeneity comes in to play. To confirm this observation,  
points were extracted at the initiation of plasticity and at maximum deformation 
from simulations and experiments.  
 
  
Figure 57: The points of 𝜀𝑒𝑞,𝑝𝑙,𝑚𝑎𝑥 on SE(T) specimen surface at maximum applied deformation 
(a) deformation pattern for a notch located in the strength overmatching (OM) weld region 
and (b) deformation pattern for the notch in the strength undermatching (UM) region 
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(a) 
 
(b) 
Figure 58: Strain patterns obtained through DIC on speicmens with (a) notch located in OM 
region and (b) notch located in UM region 
 
 
(a) 
 
 
 
 
 
(b) 
Figure 59: Strain patterns obtained through numerical simulations on speicmens with (a) 
notch located in OM region and (b) notch located in UM region 
 
(a) 
 
(b) 
Figure 60: The trajectories of 𝜀𝑒𝑞,𝑝𝑙,𝑚𝑎𝑥 obtained from simulations at the onset of plasticity and 
at limit load  for the specimens having the notch located in (a) OM region and (b) in UM region 
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(a) 
 
(b) 
Figure 61: The experimental trajectories of  𝜀𝑒𝑞,𝑝𝑙,𝑚𝑎𝑥 obtained from DIC analysis at the onset 
of plasticity and at TES limit load for the specimens having the notch located in (a) OM region 
and (b) in UM region 
 
5.5. Summary and Conclusions 
 
This chapter describes the importance of deformation analysis of heterogeneous 
welds. 
 
Slip line field theory depicts plastic deformations in a loaded continuum, in terms 
of lines along with maximum shear stress occurs. This theory is limited by severe 
assumptions for simplicity in calculations. These have been pointed out through 
experimental and numerical analysis in this chapter.  
 
SE(T) specimens were considered to determine deformation bands and in turn slip 
lines through experimental Digital Image Correlation (DIC) analysis. Simulations 
were performed  in similar conditions as the experiments to compare experimental 
and numerical outcomes. By inspecting the maximum equivalent (plastic) strain 
values and maximum shear stress values, it is shown that the consideration of plastic 
equivalent strain or shear stress does not affect observed slip line trajectories 
significantly. Consequently, from this analysis, it was seen that the optical 
deformation measurement techniques can be used to analyze slip line fields.  
 
The simulation model was validated by the experiments, paving the way to in-depth 
parametric studies using the finite element model. Additionally, the angle of slip 
lines starting from the flaw tip was found to be approximately 45° around the notch 
tip and tends to deviate as it moves away from the notch. Slip lines may be attracted 
by regions of minimum resistance to plastic deformation, i.e. softened regions. 
These observations act as a motivation to further explore the feasibility of applying 
slip line field theory for the evaluation of material heterogeneity.  
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Chapter 6 
6. Limit load predictions for heterogeneous 
and simplified welds 
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6.1. Introduction 
 
Estimation of the load-carrying capacity of a structure plays a pivotal role in its 
integrity assessment. In order to predict the load-carrying capacity, a limit analysis 
is performed. Limit analysis is the estimation of a critical load at which the plastic 
region has extended over the entire cross-section and unconstrained plastic flow 
occurs. Beyond this point, the load does not further increase assuming a perfectly 
plastic material. This critical load is termed as ‘limit load’. Estimation of limit load 
requires a detailed understanding of the material’s constitutive behavior, which can 
become very difficult in the presence of strength heterogeneity. Thereto several 
assumptions like homogeneity, isotropy, small strains, absence of strain hardening, 
no temperature dependence, etc. are included in the limit analysis of the structure. 
These assumptions led to limit load values different from the actual value. 
 
Prediction of lower values of the limit load as compared to the actual one gives 
conservative values from a structural integrity point of view. These values can be 
obtained using a ‘lower bound limit load theorem’. It is the basis of most limit load 
estimates used in structural analysis. Conversely, higher values of the limit load as 
compared to the actual one can be determined using an ‘upper bound theorem’. A 
schematic plot of upper, lower and actual limit load values is shown in Figure 62. 
 
 
Figure 62: Force-displacement plot showing the actual, upper bound and lower bound limit 
loads. 
Analytical limit theorems for plasticity provide relatively easier estimations of upper 
and lower bound limit loads without any complexities of experiments and 
simulations. These theorems are however based on severe assumptions and may 
become difficult to apply in case of heterogeneous connections.  
 
Several researchers have developed analytical limit load solutions for a notched weld 
subjected to tension or bending load. Lower bound limit load solutions for several 
Force 
Displacement
Actual 
Upper bound 
Initiation of Plastic 
deformation
Lower bound
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notched specimen configurations are presented in [21], [152] and [153]. A detailed 
review of limit load solutions has been put forward by Miller [58]. He evaluated 
different cases of two-dimensional specimen configurations derived from plane 
strain, plane stress and thin shell assumptions. Because limit analysis ignores the 
strain hardening of the material, a choice must be made as to what value of yield 
strength to use in the limit solution. Miller recommends the use of 0.2% proof stress. 
 
References [60] and [9] considered deformation fields of notched welded panels to 
derive upper bound limit load solutions. Weld strength mismatch effects were 
included in upper bound limit load equations developed by several researchers [63] 
[65] [8]. Hao et al. [9] established the limit load of a mismatched center cracked 
plate by integrating principal stresses along the assumed slip lines. Kim et al. [8] 
utilized the slip line field theory and numerical simulations to put forward different 
limit load equations for different specimen configurations. They also predicted 
different paths of slip lines for different cases of strength mismatch. The slip lines 
predicted by Kim et al. [8] are shown in Figure 63; they considered different values 
of mismatch ratio (M) and normalized remaining ligament 𝜓 = (𝑊 − 𝑎) 𝐻  where 
(W – a) represents the crack ligament and H the half weld width. 
 
 
Figure 63: Possible plastic deformation patterns for mismatched plates with interface cracks, 
extracted from the FE limit analyses based on non-hardening assumptions [8] 
It is important to note that in all these solutions the welds are idealized, i.e. 
analytical limit load solutions that incorporate material property variations within a 
weld are lacking. The simplified weld is termed as the ‘idealization’ when it involves 
simplifying the complex geometry of the weld fusion line to a straight line and 
heterogeneous strength properties to a homogenous weld region. It is evident from 
previous work ([48], [31] and [154]) that the heterogeneity within a weld affects the 
flawed behavior, which in turn affects the limit load of the structure. Figure 63 acted 
as a motivation for involving heterogeneous properties within a weldment by 
considering base metal and a bi-material weld by splitting it into root and cap 
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regions [10]. Although the intrinsic complexity of the heterogeneity in welds is much 
larger than in bi-material welds, the introduction of different properties in the weld 
root and cap led to observations that deviated from idealized welds.  
 
In this work, a lower bound limit load equation which is based on homogeneous 
material will be updated for a weld having different root and cap properties (bi-
material weld) in a SE(T) specimen. Along with lower bound equations, upper 
bound equations developed for mismatched welds are utilized to assess the limit 
loads of SE(T) specimens. Particularly, the predictive ability of upper bound limit 
load equations developed in reference [10] for perfectly plastic material behaviour is 
explored for welds with strain hardening. The analytical predictions will be 
compared with limit loads obtained from finite element simulations.  
 
Apart from analyzing the limit loads of actual welds, it is important to investigate 
how the estimated limit loads of simplified welds compare to those of actual, 
heterogeneous welds. As mentioned previously, complex heterogeneous welds are 
usually simplified to single weld material, differentiating base and weld regions only, 
prior to further assessments using an ECA standard. The local variations of strength 
are simplified and the weld region is considered to be a homogeneous body (eg. 
Figure 63). This process of simplification is referred to as ‘weld idealization’.  
 
Another approach involves a simplification where the weld is assigned with strength 
properties extracted from All Weld Material Tensile Tests (AWMTT) [155]. Also, 
several standards and codes used for ECA included the concept of mismatch by 
distinguishing between Base Material (BM) and Weld Material (WM)[6, 21, 62]. 
These different regions of weldment were categorized based on their constitutive 
properties. The complex fusion line profiles of butt welds are simplified as straight 
lines. Idealization allows the safety assessment of a welded structure with less 
difficulty. On the other hand, it overlooks the presence of local variations in 
mechanical properties in the weld region and the presence of HAZ requiring 
conservative safety factors leading to unnecessary repair. 
 
Thus this chapter is utilized to perform two sets of analyses  
(a) Analytical estimations of upper and lower bound limit loads in bi-
metallic welded 2D elastic-perfectly plastic SE(T) specimens and 
validating them using numerical FE simulations assuming several 
simplifications. This analysis aims to provide an analytical method to 
predict limit loads. 
(b) Simplifying an actual weld into an idealized weld and determining limit 
loads of  2D elastic-plastic SE(T) specimens through numerical FE 
simulations. This analysis aims to achieve simplification of an actual 
weld to the nearest possible extent and understand how the limit load of 
the simplified weld compares to that of the actual heterogeneous weld. 
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In line with the two analyses, Section 6.2 first describes the analytical lower and 
upper bound equations for bi-material welds and results obtained from numerical 
simulations are evaluated using analytical equations. Secondly, in Section 6.3 the 
standardized Twice Elastic Slope (TES) method is used to obtain a limit load of 
complex heterogeneous and simplified SE(T) specimens and a detailed comparison 
is made between the outcomes. Section 6.4 summarizes and concludes.  
 
6.2. Bounded limit load estimations for bi-material welds 
 
6.2.1. Lower bound limit load 
 
The lower bound theorem states that ‘In an elastic-fully plastic body when the 
stresses are in equilibrium with the boundary conditions and the equivalent stress does 
not exceed yield stresses, then the maximum load estimated will be lower than the 
actual load required to cause plastic collapse’ ([137], [156]). Accordingly, for the 
homogeneous SE(T) specimen shown in Figure 64, the specimen collapses when the 
stress σ1 at the ligament reaches twice the elastic shear stress, 2k. This stress level is 
equal to cy, where c = 2 √3  = 1.155 when assuming the von Mises yield criterion 
(Recall Equation 5.4). Then, the limit load 𝑃𝐿𝐵 of a homogeneous plain sided SE(T) 
sample can be defined as follows: : 
 
𝑃𝐿𝐵 = 𝑐. 𝜎𝑦. 𝐴 =  𝑐. 𝜎𝑦 . 𝐵. 𝑏   6.1 
 
B is considered to be unity (assuming 2D plane strain conditions). Similarly, for a 
welded SE(T) specimen (Figure 65) having different material properties in the root 
and the cap region, the equation for the lower bound limit load when assuming 
collapse in the ligament can be modified as: 
 
𝑃𝐿𝐵 =  𝑐. 𝐵. (𝜎𝑦1. 𝑏1 + 𝜎𝑦2. 𝑏2) 6.2 
 
where, 𝑏1 and 𝑏2  are the ligament lengths of the cap and root regions of the weld as 
shown in Figure 65  and 𝜎𝑦1 and 𝜎𝑦2 are the yield strengths of the cap and the root of 
the weld respectively.  
 
It is important to realize that heterogeneous welds may show different locations of 
failure, depending on crack dimensions and weld strength mismatch ratios. Three 
cases of collapse are considered.  
- The first case considers the collapse in base material away from the notch as 
seen in Figure 66. A strongly overmatching weld metal might lead to a 
collapse in the base metal. The equivalent mismatch for this failure can be 
denoted as W/W-a. 
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- The second case considers collapse in the weld region as shown in Figure 65. 
The collapse occurs in both root and cap regions where Mr and Mc are 
considered for the calculation of the equivalent mismatch Meq which is given 
by  
𝑏2
𝑏1+𝑏2
 𝑀𝑟 +
𝑏1
𝑏1+𝑏2
 𝑀𝑐. 
-  In Figure 67 the third case of collapse is observed in root and in base material 
only. The collapse does not occur in the cap region at all. In this case, it 
corresponds to Mc=1 for the cap region. Thus Meq is given by  
𝑏2
𝑏1+𝑏2
 𝑀𝑟 +
𝑏1
𝑏1+𝑏2
. 
The three cases are incorporated in Equation 6.3. The lower bound limit load is 
calculated by taking the minimum of the three cases of collapse. 
 
Theoretically, the lower bound limit load should be defined as the minimum of 
lower bounds associated with each of these failure cases. However, the lower bound 
limit load in Equation 6.2 merely considers failure along the smallest cross-section 
which is the crack ligament as seen in Figure 65, Figure 66 and Figure 67. The limit 
load of a welded connection is often expressed relative with respect to the base metal 
limit load.  
 
 
Figure 64: Statically admissible stress field in 
homogeneous SE(T) specimen 
 
Figure 65: Statically admissible stress field in 
heterogeneous SE(T) specimen with the 
collapse occurring in the weld material 
 
Figure 66: Statically admissible stress field in 
heterogeneous SE(T) specimen with the 
collapse occurring in the base material 
 
Figure 67: Statically admissible stress field in 
heterogeneous SE(T) specimen with the 
collapse occurring in the root of the weld and 
in the base material 
Expressing the minimum of the limit loads (in base and weld) (including equation 
6.1) in terms of equivalent mismatch (Meq) eventually leads to the expression: 
 
𝜎 = 2𝜎𝑦
𝑃
𝑏
𝑛𝑜𝑡𝑐 
Clamped 
end
𝜎 = 2𝜎𝑦
𝑃
𝑏1
𝑛𝑜𝑡𝑐 
𝑏2
Clamped 
end
𝑀𝑐
𝑀𝑟
𝜎 = 2𝜎𝑦
𝑃 W
𝑛𝑜𝑡𝑐 
Clamped 
end
𝑀𝑐
𝑀𝑟a
𝜎 = 2𝜎𝑦
𝑃 W
𝑛𝑜𝑡𝑐 
Clamped 
end
𝑀𝑐
𝑀𝑟a
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𝑀𝑒𝑞 =
𝑃𝐿𝐵𝑚
𝑃𝐿𝐵𝑏
= min(
𝑊
𝑊 − 𝑎
; 
𝑏2
𝑏1 + 𝑏2
 𝑀𝑟 +
𝑏1
𝑏1 + 𝑏2
min( 1,𝑀𝑐) ) 6.3 
 
𝑃𝐿𝐵𝑚 and 𝑃𝐿𝐵𝑏 are the lower bound limit loads of mismatched weld region and base 
material (𝜎𝑦𝑏 as base material yield strength) respectively. 𝑀𝑟 and 𝑀𝑐 are the 
mismatch ratios of root and cap with respect to base material respectively.  
The material properties 𝜎𝑦1 in cap and 𝜎𝑦2 in root along with the SE(T) thickness, 
crack depth, and location of the root-to-cap interface will have an effect on the lower 
bound limit load estimate. 
 
6.2.2. Upper bound limit load 
 
The upper bound limit load theorem states that ‘In an elastic-perfectly plastic body 
having a kinematically admissible velocity field, the maximum load estimated will be 
higher than the actual load required to cause plastic collapse’ [137]. Implementing slip 
line field theory is a common approach used to determine upper bound limit load 
solutions. The upper bound theorem tends to be less relevant for engineering 
applications as it creates non-conservative estimates of the load-bearing capacity of 
a structure. Nevertheless, if the slip line trajectory is not exactly known but can be 
estimated with reasonable accuracy, the application of the upper bound theorem on 
this estimated trajectory can lead to approximations that are very close to the actual 
limit load [9, 60]. Also, obtaining a close agreement between lower bound and upper 
bound limit loads indicates that both values are at the proximity of actual limit loads 
which is in between. 
 
Bimetallic welded samples are considered to make an assessment of the upper 
bound limit loads. It is assumed that straight slip lines originate from the crack tip 
at an angle of 45° with respect to the loading direction as set forward in slip line field 
theory for a fully homogeneous SE(T) specimen. It needs not necessarily be the 
correct slip line for a heterogeneous connection. Similar to lower bound analysis 
elaborated in the previous section,  upper bound limit load is determined in terms 
of equivalent mismatch (Meq) i.e. the ratio of mismatched limit load of SE(T) 
specimen to the limit load of the welded SE(T) specimen with the homogeneous 
base metal, which is as expressed in lower bound solutions in Section 6.2.1. The 
equivalent mismatch is calculated by Equation 6.4. This equation was put forward 
by taking motivation from reference [10] where the strength mismatch integration 
along the whole 450 lines is performed up to the surface to obtain an equivalent 
mismatch of the SE(T) specimen. In this study, the weighted averages follow from 
the integration of the weld strength mismatch level of each section of the weldment 
(i.e. the root, the cap, and the base material) along the portion of the slip line lengths 
l(.) of each of the regions. Mr and Mc are the mismatch ratios of the root and cap 
material with respect to base material, respectively. f(.) represents normalized 
lengths, for which fb + fc + fr = 1.  
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Figure 68: The slip line originating from the notch tip is shown and the equation to 
calculate equivalent mismatch (Meq) is given ([10], [48]) 
 
𝑀𝑒𝑞 =
𝑃𝑈𝐵𝑚
𝑃𝑈𝐵𝑏
= 𝑓𝑏 + 𝑓𝑐 . 𝑀𝑐 + 𝑓𝑟. 𝑀𝑟 
6.4 
𝑓(.) =
𝑙(.)
𝑙(𝑏) + 𝑙(𝑐) + 𝑙(𝑟)
 
 
𝑀(.) =
𝜎𝑦(.)
𝜎𝑦𝑏
 
In this chapter, analytical limit load predictions are made on bimetallic welds and 
are compared to simulated values with the exclusion of strain hardening in the 
numerical model. This will give a better insight into the bounding theorems which 
consider the assumptions mentioned in Section 5.3.2. The comparison of upper 
bound and lower bound values is performed on the same set of welds having the 
same set of assumptions. 
 
6.2.3. Weld configurations 
 
The weld configurations chosen in this study are similar to the welds chosen by 
Hertelé et al. [10] in an earlier study of weld heterogeneity effects. This selection was 
based on several actual weld configurations and further simplified to a weld 
containing two distinct layers, root and cap. The root and cap are assigned with 
different material properties and the notch is always located in the root of the weld. 
The weld is V-shaped, having a fusion line angle β with respect to the through-
thickness direction. 
Assumptions of the weld configurations considered in this chapter are as follows, 
 
- The materials are elastic-perfectly plastic (no strain hardening) and isotropic 
- 2D plane strain conditions 
 
lr
lc
lb
450
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Weld strength has been varied between root to cap separated by an interface where 
strength properties show a discontinuous jump. This represents an extreme 
condition of local weld heterogeneity. The height of the weld root is given by Wr, 
thus introducing an additional geometric parameter into the analysis.  
 
Narrow (β = 100) and wider welds (β = 300) are considered. Root width 2Hr is taken 
to be constant (2Hr/W = 0.3). Two values have been considered for Wr: Wr/W = 0.3 
and Wr/W = 0.6. Two crack depth levels (a/W = 0.2 and 0.4) have been simulated. 
The crack is positioned in the weld metal center.  
 
Eight combinations of weld geometry are considered, as illustrated in Figure 69. 
Using this collection of geometries ensures that all possible slip line trajectories from 
the crack tip to the crack surface are covered, as illustrated by the 450 diagonal lines 
in the figure: root-cap-base metal (geometries i, iv, v, vii), root-base metal (geometry 
iii), cap-base metal (geometry ii), root-cap (geometry viii), cap only (geometry vi). 
This allows accounting for different levels and configurations of weld heterogeneity.  
 
All materials were given a constant Young’s modulus E = 200000 MPa, with E/σyb = 
400 since σyb was kept constant at 500 MPa. Weld root and cap metal are 
characterized by mismatch levels Mr and Mc, respectively (both with respect to the 
base metal yield strength σyb). Mr has been given three values: 0.85 (undermatching), 
1.00 (evenmatching) and 1.15 (overmatching). Weld root-to-cap heterogeneity is 
characterized on the basis of ∆Mcr = Mc - Mr. Given that cap material tends to be 
harder and a hardness difference of 30% is realistic as one can observe in the 
hardness maps of Chapter 2 and in the explanation of Section 1.3, the following 
heterogeneity levels have been considered: ∆Mcr = 0.00, 0.15, 0.30. ∆Mcr = 0.00 
corresponds to a homogeneous weld mismatching with the base material 
(undermatch, evenmatch or overmatch). The other two values yield a bi-material 
weld. This results in 5 different yield strength or mismatch Mr values of the cap 
region. In total, 120 simulations were performed. 
 
The limit load from simulations is obtained at the load value obtained using Twice 
Elastic Slope (TES) method used in Section 5.4.2 in the elastic-perfectly plastic 
simulations with small strain assumptions as shown in Figure 70. The TES method 
was chosen as it is a standardized method [147]. Another method to obtain a limit 
load is to consider the maximum load from the load-displacement plots. This 
consideration would result in increased limit load values up to 3% compared to the 
limit load obtained from the TES method. Additionally, considering the limit load 
as the value at the point of yielding leads to a decreased limit load value of 
approximately 3%. 
 
 
 
 
116 
 
 
(i) 
 
(v) 
 
(ii) 
 
(vi) 
 
(iii) 
 
(vii) 
 
(iv) 
 
 (viii) 
Figure 69: Eight weld configurations used in this study of limit load predictions  
 
 
 
Figure 70: Theoretical estimation of limit load through elastic-perfectly plastic simulations 
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6.2.4. Results and discussions 
 
Firstly, the lower bound limit load analysis is evaluated for the eight weld 
configurations. Figure 71 compares the results of analytical lower bound and 
numerically simulated limit loads. The results show that the analytical limit load 
points mostly lie in that region of the plot corresponding to an underestimation of 
the limit loads obtained from the simulations. Additionally, 15 out of 120 points are 
slightly overestimating the limit load. These results are discussed further. However, 
this analysis generally produced lower bound estimates in accordance with the 
theorem as put forward in section 5.2.1. For different weld configurations with 
various properties, the limit load estimations were conservative and the results 
provide safe projections.  
 
Additionally, in Figure 71, differentiation is made between fusion line angles 100 and 
300. In order to compare the analytically and numerically obtained limit loads, a 
percentage difference between both limit load values:  
 
% 𝑑𝑖𝑓𝑓 =  
𝑃𝐿𝐵 (𝑎𝑛)− 𝑃𝐿𝐵 (𝐹𝐸)
𝑃𝐿𝐵 (𝐹𝐸)
× 100 6.5 
 
 
Figure 71: Lower bound predictions in bi-metallic welds 
As mentioned, for a limited number of cases the analytical solutions were 
overestimating the FE determined limit loads. The overestimations were limited to 
less than 3%, which is very low from an engineering point of view. Yet, it is 
interesting to examine why a theoretically intended lower bound equation may 
produce overestimations of limit load. The overestimated cases were assessed 
individually to get a  thorough understanding of the behavior of welds with different 
configurations. The limit loads deviating from expected patterns (lower bound) are 
considered in the following, and the cause of the deviations is assessed by studying 
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the plastic deformations observed in the simulations, weld configurations and the 
consequences of using the considered analytical equations. 
 
Figure 72 is used to discuss the results of Figure 71 in detail. Different cases of 
mismatch of the root (Mr<1 and Mr≥1) and cap (Mc<1 and Mc≥1) are dissected from 
Figure 71 from each configuration with different fusion line angles. The main 
outcomes of the plot are summarized: 
- Mc<1 always produced lower bound solutions while the other cases of 
mismatching Mr<1, Mr≥1 and Mc≥1, few estimations deviated but as a whole, 
they were lower bound estimates. 
- For configurations i-iv (β=100), the estimates were mostly lower bound and 
the extent of conservatism was up to a value of 0.84 (-16% difference). Few 
values overestimated the limit loads giving non-lower bound estimates. 
Among 60 results, 6 analytical values over-estimated the simulated load by 
4%. This shows that the predicted non-lower bound values differ by a small 
margin. 
- Configurations v-viii (β=300) showed a greater range of deviations in 
analytical predictions compared to the actual limit load (obtained from 
numerical simulations). This can be seen through the lines of the two plots 
in Figure 71 (a) and (b). The conservatism was up to a value of 0.73 (-27% 
difference). 4 values out of 60 produced non-conservative estimates and the 
highest deviation from the actual limit load is 3%. 
- Lower bound equations fail to account for the beneficial effects of Mc>1. This 
could result in extreme conservatism of the limit load values and the 
estimations are more scattered which can be seen in Figure 71.  
 
For the configurations where the cap was wider and the deformation bands did not 
pass through the cap region, the estimated limit loads were either on the 1:1 line or 
were overestimated. The deformation bands are shown in Figure 73. The 
configurations shown in (a) and (b) had the highest cap strength and lowest root 
strength; configuration (c) had the highest root strength and lowest cap strength. 
From these figures, it can be observed that the variations in the angle of the slip line 
or the deformation band were not significant due to the assumption of non-strain 
hardening materials.  
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(a) 
 
(b) 
Figure 72: Lower bound estimations for different cases of root and cap mismatch for each 
configuration of the weld geometry (a) β=100 and (b) β=300 
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(a) 
 
(b) 
 
(c) 
Figure 73: Deformation bands originating for different configurations in a bimetallic weld 
Secondly, the upper bound limit analysis was performed on the same eight weld 
configurations and the corresponding limit load predictions are shown in Figure 74. 
The procedure used here is as described in Section 6.2.2. It is evident from this study 
that the upper bound limit load estimation procedure [10] is also applicable for 
elastic-perfectly plastic materials. In order to quantify the differences, an equation 
equivalent to Equation 6.4 for lower bound analysis is used.  
 
The differences were within 5% for most of the welded specimens. For a few cases, 
there were higher differences above 5% (up to 10% overestimations of FE simulated 
limit load using the analytical equation). As seen in lower bound predictions, the 
wider cap limit loads produced higher upper bound predictions than the narrower 
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welds which has its data points located near the 1:1 line. However, as the predictions 
are upper bound as required by the study, it can be tolerated.  
 
Remarkably, certain analytical limit load predictions are non-upper bound i.e. less 
than the simulated limit loads even though the equation should theoretically 
provide upper bound values. A close investigation of these estimates did not reveal 
a pattern and also, as explained in previous sections, the deformation bands did not 
deviate from a particular angle. It is assumed that this discrepancy is the (possibly 
combined) result of numerical inaccuracies and/or the adopted definition of limit 
load (arbitrarily based on the twice elastic slope method). Nonetheless, overall, fairly 
accurate solutions are predicted using the upper bound method, which shows that 
the technique may be a suitable ingredient within ECA procedures that account for 
the strength heterogeneity of welds. 
 
 
Figure 74: Upper bound predictions in bimetallic welds 
 
A detailed analysis of Figure 74 is undertaken in line with the analysis of lower bound 
results. Different cases of mismatch of the root (Mr<1 and Mr≥1) and cap (Mc<1 and 
Mc≥1) are considered to assess the outcome. It is displayed in Figure 75 in which (a) 
shows the analysis for the configurations i-iv and (b) shows the analysis for the 
configurations v-viii. The  plots are analyzed as follows: 
- It can be seen that a general trend of the upper bound predictions could not 
be observed and is configuration dependent. This is due to the sophistication 
of the analytical upper bound equation where the material properties are 
integrated along the 450 line. This leads to the configuration dependent 
analytical prediction.  
- Configurations iii, v and viii all produced upper bound solutions. However, 
for other configurations, there were certain values that were 
underestimating the simulated limit loads.  
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- For configuration i-iv, only 9 out of 60 simulations produced non-upper 
bound estimates, with the maximum underestimation equal to 6%. Out of 9, 
6 values were obtained in configurations having undermatching or 
evenmatching cap. Incidentally, not all values in this configuration were 
underestimating the simulated limit loads and thus did not lead to a 
concrete statement about the outcome. 
- In configurations v-vii, 15 out of 60 analytical predictions provided lower 
estimates compared to simulations.  In these cases, the minimum estimate 
was 0.83. The value 0.83 was obtained for configuration vi and vii for an 
undermatching cap region. Besides this case, other underestimations were 
less than 10%. 
- It can be seen that when the fusion line angle β is 30° the range of the 
minimum to maximum limit load is higher as compared to 100. This means 
that the range of Meq is larger in configurations having β=300 than in the 
configurations having β=100. 
- In Figure 74,  the data points obtained from the analysis of configurations 
having β=300 tend to show higher deviations from the 1:1 line while the 
dataset obtained from analysis of the configurations with β=100 lie near to 1:1 
line. It is difficult to draw a consensus regarding this result based on the 
analysis in this research. A possible reason could be the result of the local 
variation in angle as the deformation band reaches the fusion line. This is 
further explained in Chapter 7. These angle changes are not accounted for in 
the analytical upper bound limit load estimation scheme. 
 
Thus, based on results from the assumed set of weld analysis, general guidance is 
put forward for the user to obtain upper and lower bound estimates in bimetallic 
welds. For lower bound analysis, Equation 6.3 can be utilized for an analytical 
estimation when knowing the weld geometry with the dimensions of the cap and 
root regions along with the material properties of each region. To avoid the non-
lower bound estimates, a reduction of up to 4%  in the obtained limit load value 
would achieve completely lower bound estimations. For upper bound analysis, the 
procedure shown in Figure 68 can be utilized to obtain upper bound limit load 
estimates with an increase of 13% to achieve all upper bound estimates as few results 
were underestimating up to 13%. From the outcome of this chapter, it is difficult to 
put forward a generic correction factor. However, these estimates will serve for 
analytical predictions in the situation where there is a non-availability of numerical 
or experimental facilities. An improvement of these predictions could be achieved 
through a better understanding of slip lines and deformation bands.  
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(a) 
  
(b) 
Figure 75: Upper bound estimations for different cases of root and cap mismatch for each 
configuration for the weld geometry (a) β=100 and (b) β=300 
 
The application of the lower bound approach for a heterogeneous weld as used in 
Chapter 4 would be difficult. Conversely, the upper bound approach could be used 
for the determination of limit loads in a complex heterogeneous weld. The 
numerical estimations can be utilized to predict the actual limit load based on the 
assumptions made in this section and a safety factor can be applied on the acquired 
limit load based on the requirement of an upper or lower bound limit load. A 
database could be established considering several welds with different geometries 
and material properties which helps in a ready-made solution for limit load 
assessments in welds.  
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6.3. Limit load estimations of heterogeneous welds and corresponding 
idealized welds 
 
The previous section focused on a fairly simplistic category of heterogeneous welds, 
i.e. bi-material welds of which root and cap have distinct but different properties. 
The simplicity of those welds allowed to directly apply simplified bounding 
theorems. The applicability of these theorems may be impractical for actual welds 
with more complex heterogeneity patterns. 
 
When actual welds are to be assessed, current ECA practice suggests treating welds 
as “idealized”, i.e. having straight fusion lines and homogeneous properties. 
Therefore, the current section focuses on how to translate (“idealize”) complex 
heterogeneous welds into idealized welds having a similar limit load, which can then 
be further used within the standardized ECA.  
 
6.3.1. Material and methods 
 
Two weld idealization schemes are explored in this chapter. The methods used for 
weld idealizations are compared with the actual weld on the basis of their accuracy 
in predicting limit loads through numerical simulations.  
 
The first and the most widely used technique to obtain average weld constitutive 
properties is to extract an AWMTT specimen from the weld region. The obtained 
stress-strain curve is then assigned to the whole weld region. This is the simplest 
method to idealize a weld, but does not include the material heterogeneities present 
in the weld and also the HAZ is not considered in this method. There is no particular 
method to define how the fusion line geometry should be simplified or how to deal 
with the HAZ. Therefore in this research, 450 slip lines are considered from the crack 
tip up to the fusion line with the base material and the corresponding thickness is 
assigned to the idealized weld. The process of weld simplification is performed as 
explained in Figure 77 and 2Heq is considered as the thickness of the weld.  
 
The second technique used to simplify a weld was developed by Hertelé et al.[10, 
48]. Weld strength mismatch is governed by average strength properties along the 
slip line originating from the crack tip assumed to be in 45o orientation for the case 
of uniaxial load perpendicular to the crack. The procedure to simplify a weld from a 
hardness contour plot is as follows: 
 The average hardness of the weld (𝐻𝑉𝑊𝑀) is calculated along the slip line 
originating from the crack tip and the average hardness of the base is taken 
on the left and right side of the weld region including the HAZ. 
𝐻𝑉𝑊𝑀 = 
𝑙1
𝑙1 + 𝑙2
 𝐻𝑉𝑎𝑣𝑔 𝑙𝑒𝑓𝑡
𝑊𝑀 +
𝑙2
𝑙1 + 𝑙2
𝐻𝑉𝑎𝑣𝑔 𝑟𝑖𝑔ℎ𝑡
𝑊𝑀    
𝐻𝑉𝐵𝑀 = < 𝐻𝑉𝑎𝑣𝑔 𝑙𝑒𝑓𝑡
𝐵𝑀 , 𝐻𝑉𝑎𝑣𝑔 𝑟𝑖𝑔ℎ𝑡
𝐵𝑀 >  
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where 𝑙(.) is the length of the slip line originating from the crack tip up to the 
base material interface at an angle of 450. 
 From 𝐻𝑉𝑊𝑀 and 𝐻𝑉𝐵𝑀, yield strength 𝑅𝑝02, ultimate tensile strength 𝑅𝑚, 
yield to tensile ratio 
𝑅𝑝02
𝑅𝑚
⁄  and strain hardening exponent 𝑛 are calculated 
from transfer functions using AWMTT and base metal tensile tests 
respectively. These equations have been experimentally calibrated and 
validated in Chapter 4. 
 The obtained material properties are assigned to the weld region 
(homogeneous weld) 
The equivalent width of the weld (2𝐻𝑒𝑞) is determined to perform its idealization 
(Figure 78).  
 
The base material is assigned with the material properties which are obtained from 
all weld metal tensile tests. This was assumed after the assessment of the stress-
strain properties of the base material which were obtained from two methods – (a) 
converting HV5 to Rp0.2 and Rm using the standardized equation from ISO15653 [33] 
(formulated for HV5 values with RO strain hardening (Equation 2.11) as in Section 
4.3) and (b) obtaining Rp0.2 and Rm through tensile tests of the base material. The 
stress-strain curves obtained from these two methods for three considered 
specimens are shown in Figure 76. For both techniques, the Rp0.2 values showed 
differences up to 50MPa. With this result in hand, the material strength values of 
Rp0.2, Rm and n for the base material simulations were taken from tensile test results 
as they produce the complete stress-strain curve rather than using transfer equation 
using HV5 measurements.  They also acted as a basis for the standards [33, 127] to 
obtain a transfer function that allows to convert HV5 to material properties.    
 
Two weld idealization techniques are evaluated using numerical models based on 
actual and idealized welds. The FE model simulates a SE(T) specimen under 2D 
plane strain with clamped boundary conditions. The daylight length (L) of the 
specimen is 200mm and its thickness (W) is 15mm. Three notch depths were 
considered for the study i.e. a/W = 0.2, 0.3 and 0.4, with a being the depth of the 
notch. A first notch was located in the root, and a second one in the cap of the weld; 
both were introduced at the weld metal center. The notch tip radius (𝜌) was chosen 
to be 0.075mm. The other details of the simulations are explained in Section 2.3. The 
three welds considered in this assessment are B, D, and F of Figure 15. Their hardness 
contour plots are shown in Figure 79. These welds show a high degree of strength 
variation from root to cap and additionally involve wider heat-affected zones.  
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(B) 
 
(D) 
 
(F) 
Figure 76: The stress-strain curves obtained for the base material of the three specimens B, D, 
and F using tensile test results and converting HV5 values into material strength properties.  
 
Figure 77: Procedure to idealize a weld using all weld metal tensile test and slip line 
assumption 
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Figure 78: Procedure to idealize a weld using the concept of slip lines. 
 
 
 
(B) 
 
(D) 
 
(F) 
 
Figure 79: Hardness contour plots of the weld samples used for weld idealization analysis 
chosen from Figure 15. 
6.3.2. Results and discussions 
 
In the first method of idealization using AWMTT results, yield strength 𝑅𝑝02, 
ultimate tensile strength 𝑅𝑚, yield to tensile ratio 𝑅𝑝0.2 𝑅𝑚  and strain hardening 
exponent 𝑛 of the three samples (B, D, and F) were obtained from All Weld Metal 
Tensile Tests (AWMTT). Table 11  summarizes the data obtained from the 
experiments. 
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Sample Average  
Hardness 
Yield  
Strength 
(𝑵/𝒎𝒎𝟐) 
Ultimate  
tensile 
strength 
(𝑵/𝒎𝒎𝟐) 
Yield to  
tensile 
ratio 
Strain  
hardening 
exponent 
  𝑯𝑽𝒂𝒗𝒈 Rp0.2 Rm  n 
B 240.23 674.66 777.8 0.87 16.96 
D 260.62 752.94 850.3 0.89 18.61 
F 217.79 621.08 731.6 0.85 15.27 
 
Table 11: Constitutive properties of weld metal obtained from all weld metal tensile tests. 
The weld properties were assigned to the finite element model based on the values 
from Table 11. The thickness of the weld 2𝐻𝑒𝑞 was different for each specimen as it 
was determined based on the method shown in Figure 77. Limit loads obtained from 
the TES method suggest an average difference of ~8% between idealized and actual 
weld results. The results of the limit loads between idealized and actual welds had 
differences varying from 0.9% to -15% (the difference is calculated as the ratio of 
limit load obtained from the actual and idealized weld). A positive difference 
suggests a conservative result and a negative difference an overestimation of limit 
load compared to the actual weld. Figure 80 plots the comparison. The variability of 
differences was quantified using standard deviation which was found to be ~4.5%. 
In all cases, the idealization process leads to over-estimation of limit loads. 
The second method, which considers the slip lines originating from the crack tip 
to obtain constitutive properties, includes more parameters in order to simplify a 
weld. As per this technique, the average hardness calculated was based on notch 
depth and location. The results are given in Table 12. The variability in average 
hardness values depending on the location and depth of the notch can be seen. One 
observation from Table 12 is that hardness increases with the increase in notch depth 
from the root whilst it shows a decreasing trend at the cap. This is due to the fact of 
having a harder region in the cap and a comparatively softer region in the root. The 
slip line method takes varying hardness into account, whilst the AWMTT method is 
based on constant stress-strain properties irrespective of notch position and depth. 
The hardness values from Table 12 were used to obtain material parameters. Yield 
strength 𝑅𝑝0.2, ultimate tensile strength 𝑅𝑚, yield to tensile ratio 𝑅𝑝0.2 𝑅𝑚  and strain 
hardening exponent 𝑛 were calculated using the AWMTT transfer function as 
explained in Chapter 4. With material parameters in hand, the SE(T) simulations for 
the idealized weld were performed. The average differences between actual and 
idealized weld limit loads were ~2%. The deviations of simulated results from actual 
loads range from 8% to -10%.  
The standard deviation of differences between numerical simulations was ~6%. This 
technique (second method) resulted in improved predictions owing to its ability to 
involve more parameters. The results comparing the limit loads of actual and 
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idealized welds using the two methods are shown in Figure 80. In the case of sample 
B, the limit loads were underestimated leading to conservative results and samples 
D and F had differences which are less than the AWMTT technique of idealization 
though the limit loads are overestimated. 
 
Notch 
depth 
Notch 
location 
Hardness (𝑯𝑽𝒂𝒗𝒈) of weld 
(a/W)   
Sample 
B 
Sample 
D 
Sample 
F 
0.2 
Root 
238.92 263.32 219.78 
0.3 240.46 272.62 226.42 
0.4 247.67 276.66 230.77 
          
0.2 
Cap 
215.49 259.65 208.87 
0.3 211.96 256.4 202.42 
0.4 209.97 258.81 198.99 
Table 12: Results of average hardness taken along the slip lines originating from the 
crack tip in SE(T) samples 
 
Three important observations can be made from this plot. Firstly, there is a 
significant variation of limit load values which reconfirms the effect of weld 
heterogeneity on load-bearing capacity. Secondly, the difference in the limit load 
between the two schemes of idealization has high variations.  In certain cases, there 
is a noticeable difference (~8%). But in most cases, it is less than 2%. A third and 
most important observation is that the limit load suggested by idealization schemes 
is often higher than the actual limit load of the considered welds (except sample B - 
idealization using slip line method). This means that the actual structure reaches its 
plasticity limit sooner than the predicted limit load of a simplified weld. The 
standard deviations on the % differences between idealized and actual welds showed 
a variation of 0.7% between slip line and AWMTT method. In case D, the deviations 
are higher in AWMTT than in slip line method. 
 
The investigation of limit loads of actual and idealized welds shows the discrepancy 
in currently used techniques to analyze a weld defect. The variations observed in the 
limit load predictions deserve consideration in ECA methods. In order to 
understand these variations, a detailed analysis based on slip lines through 
deformation bands observed in numerical simulations is conducted. Thus, an 
analysis of the deformation plots considering equivalent plastic strains (PEEQ) was 
performed. 
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σ (% difference) B D  F 
Slip line -2.76 +2.43 +2.92 
AWMTT +2.02 +2.82 +2.23 
 
Figure 80: Limit load comparison between the actual and idealized weld and the values of 
standard deviations between the % difference of actual and idealized limit loads (+ denotes 
over estimation and – denotes under estimation) 
 
Researchers [8-10, 59, 60] typically assumed that the slip line pattern obtained from 
a notched weld is a straight line, mostly 450. This consideration was based on a 
homogeneous body or a mismatched weld. But an inconsistent strength variation 
inside the weld region was not considered in such assessment. Observations 
regarding the effects of strength variations on equivalent plastic strain (PEEQ) are 
made in this numerical study. Figure 81 shows strain concentration bands 
originating from the notch tip in a homogeneous weld performed on the idealized 
weld of Figure 79(D). From these, deformation bands have been derived as a 
trajectory of maximum PEEQ towards root/cap. Similar slip line patterns were 
observed in idealized specimens (using both homogenization schemes) of other 
samples. The uneven distribution of the deformation bands at both sides of the 
notch depended on the Heq length on both sides. As seen in Figure 81, the left part of 
the notch is having a longer deformation line when compared to the right side as 
the fusion line is farther away from the notch on the left side. This was observed in 
other configurations too. 
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Figure 81: Deformation bands in an idealized weld from sample D 
The assumption of straight 450 slip lines becomes doubtful when considering actual 
welds. The high strain regions in actual and homogenized welds are incomparable. 
Two examples from different sets of simulations were chosen to analyze the slip lines 
in actual welds, i.e. (i) notch located in root and a/W=0.2 of sample D (Figure 82(a) 
illustrating the case of crack tip in soft region) and (ii) notch located in cap and 
a/W=0.3 of Sample B (Figure 82(b)) illustrating the case of notch tip located in 
harder region). This also shows that the width of the assumed deformation band 
(assumed to be infinitely narrow) for the weld idealization is also not comparable to 
the deformation bands in actual welds.  
 
The strain concentration bands arising from the notch tip tend to flow to the region 
having low hardness. This means that the harder region resists deformation creating 
a non-straight slip front. The bands concentrate inside the material at the fusion line 
on the right side and flow to the base material and HAZ on the left side. 
 
As deformation is applied, secondary branches of slip lines were observed to 
originate in low strength material.  Referring to Figure 82(b) on the left-hand side 
and right-hand side, it can be observed that there is a sudden transition from hard 
weld metal to a soft HAZ. This transition affects the angle of flow as the deformation 
tends to be higher in the HAZ. This invalidates the assumption of 450 slip line 
homogenization. By observing the strain concentrations from the notch located in 
the cap of sample B (Figure 82(b)), the region of the notch resists deformation and 
hence slip line flow in upward direction, showing a uniform slip line front. The 
primary slip line flows towards the root of the weld and the secondary slip line which 
begins in the region of the fusion line flows towards the cap of the weld. At higher 
deformation, the slip line runs parallel to the fusion line. 
Similar slip line bands were obtained in other actual welds simulations and are 
confirmed by experimental results in Chapter 5.  This shows that the prediction of 
slip lines in complex welds is challenging. This hampers the predictive accuracy of 
Fusion line of 
idealized weld
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slip line based methods of limit load estimations, such as the averaging of weld metal 
properties along 450 lines.  
 
 
(a) 
 
(b) 
Figure 82: Deformation bands of the samples D (a) and B (b) showing a clear deviation from 
450 and additionally showing non-uniform deformation bands. 
6.4. Summary and conclusions 
 
Two investigations on the limit load analysis of heterogeneous welded joints have 
been demonstrated in this chapter.  
Firstly, the lower and upper bound analysis was performed on bi-material welds. 
Modified limit load estimation schemes that take into account the strength 
properties in bi-material welds were put forward. A lower bound estimation scheme 
is advantageous as it provides safe estimates of the SE(T) specimens but it could be 
extremely conservative for cases where Mc>1. The implementation of this estimation 
scheme in heterogeneous welds could also be a challenge. The upper bound limit 
load estimation scheme provides a suitable method to implement the procedure in 
heterogeneous welds. By knowing the analytical upper and lower bound limit loads, 
the actual limit load could be established.   
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Secondly, two weld simplification techniques have been analyzed involving 
homogenization and geometry idealization methods. The two techniques of 
simplification, one using all weld metal tensile test data and the other using slip line 
concept proved to be competent techniques to simplify a weld based on error 
analysis. The variations (standard deviations) were higher in the slip line method 
(standard deviations up to 2.9)  than in the AWMTT method as the slip line method 
takes into account the material properties where the deformation bands tend to 
flow. AWMTT assumes the material properties only the weld region where the 
tensile samples were extracted.  
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Chapter 7 
7. Crack tip constraint behavior in 
heterogeneous welds and its relation with 
slip line formation 
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7.1. Introduction 
 
In order to undertake an effective failure assessment of a specimen or a structure, 
the knowledge of fracture toughness plays an important role. Traditional single 
parameter fracture mechanics (based on K, J-integral or CTOD) will not be 
applicable when excessive plasticity is present in the material. These theories are 
only valid for geometries under high constraint conditions and can then be used as 
a geometry independent failure criterion. High constraint on the crack tip to 
contract/expand during loading arises due to the resistance offered by the 
surrounding material resulting in a triaxial state of stresses near the crack tip. These 
theories will be rendered invalid when the specimen undergoes excessive plasticity, 
i.e. when the fracture toughness becomes dependent on the size and geometry of 
the test specimen.  
 
SE(T) specimens have been designed to have low crack tip constraint and single 
parameter fracture mechanics would strongly overestimate the crack tip stresses. 
Due to this, several researchers attempted to describe the crack tip stress fields using 
a second parameter representing the crack tip constraint. It is expressed in various 
forms such as T-stress [157], Q and Qm parameters [66, 67], A2 parameter [158] and 
other quantities. The T-stress calculation assumes elastic material properties [159, 
160] and the parameters Q and A2 are applicable for elastic-plastic analysis.  
 
The Hutchinson-Rice-Rosengren (HRR)[68, 69] solution can be used to theoretically 
describe the crack tip stress singularities in the plastic zone under small scale 
yielding conditions. This solution accounts for the first-order term of the stress field. 
This consideration is however not sufficient for describing stress fields around the 
crack tip that are under low constraint conditions (eg. SE(T) specimen) for which 
higher-order terms have to be considered. The first higher-order term represents a 
spatially uniform hydrostatic shift at the crack tip stress field [66, 67]. This 
hydrostatic shift can be characterized by a single parameter Q. Equation 7.1 shows 
the influence of the Q factor in determining crack tip stresses. 
  
𝜎𝑖𝑗 = (𝜎𝑖𝑗)𝐻𝑅𝑅 + 𝑄 𝜎𝑦𝛿𝑖𝑗 7.1 
 
This hydrostatic shift is valid in a range of radial distances (r from Figure 83) ahead 
of the crack tip between 𝐽 𝜎0 <  < 5 𝐽 𝜎0   [66, 67]. Additionally, the Q parameter 
is conventionally determined at a distance  = 2 𝐽 𝜎0  which represents ductile or 
cleavage fracture.  
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Figure 83: Crack tip showing the axes and references where the Q parameter is determined 
Based on Equation 7.1, the Q parameter is often practically obtained from the crack 
governing stress 𝜎𝜃𝜃 at  = 0. 
 
𝑄 = 
𝜎𝜃𝜃− 𝜎𝜃𝜃;𝑀𝐵𝐿
𝜎𝑦
 at  = 0 7.2 
Here the reference stress field 𝜎𝜃𝜃;𝑀𝐵𝐿 is obtained from a Modified Boundary Layer 
(MBL) model which is in plane strain conditions representing small scale yielding 
(SSY). The MBL solution offers a good correspondence with the HRR solution but is 
more realistic for the analysis of elastic-plastic conditions since the HRR solution 
assumes fully plastic material behavior.  
    
Along with the Q parameter, the hydrostatic stress ahead of the crack tip can be 
determined using the additional Qm parameter. Verstraete et al. [161] have reported 
that Q and Qm yield similar values though Qm is believed to capture out of plane 
constraint effectively. This is also pointed out in [162]. Neimitz et al. [163] explain 
that during cleavage and/or ductile failures, in-plane constraint is of major 
importance while the out-of-plane constraint is significant during ductile failure 
only. The parameter Qm is calculated as follows:  
 
𝑄𝑚 = 
𝜎𝑚− 𝜎𝑚;𝑀𝐵𝐿
𝜎𝑦
 at  = 0 7.3 
 
Researchers have assessed crack tip stress fields and their effect on crack tip 
constraint in mismatched welds. Burstow et al. [140, 164] have assessed the effect of 
material mismatch on crack tip stress fields by modifying the T-stress parameter 
around the crack tip. They found that there is a significant effect of weld strength 
mismatch. The effect of level of mismatch, the width of the weld and applied load 
has been accounted for. Similar assessment of crack tip stresses and quantification 
of constraint was performed by Verstraete et al. [161] utilizing J-Q theory and stress 
triaxiality parameter h which acts as an alternative to Qm. The correlation between 
Q and h can be found in [165].  
 
θ
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In spite of these assessments, there is a lack of understanding of the stress fields 
arising due to weld heterogeneity or mismatch at low crack tip constraint 
conditions. This understanding will be crucial to further investigate the plastic 
deformations in a welded specimen. Štefane et al. [95] have studied the effect of weld 
heterogeneity on the crack tip constraint and in turn toughness, and the effect of 
mismatch on crack tip constraint. This assessment was performed for high 
constraint conditions in SE(B) specimens.  
 
Hao et al. [9] used the analytical slip line solutions to determine the crack tip 
constraint in undermatching and overmatching welds. They used a Q parameter to 
describe the effect of mismatching on the stress fields around the crack tip within a 
Center Cracked Tension (CCT) loaded panel. They utilized a CCT specimen to 
perform this analysis because its crack tip is at high constraint condition. Using fully 
plastic conditions, they estimated the Q constraint factor near the crack tip using 
slip line solutions. They pointed out that the mismatched cases result in altering of 
fracture toughness and deformation capacity of the material. 
 
BS 7910 [21] mentions the importance of invoking the constraint analysis to 
determine the optimal fracture toughness at low crack tip constraint conditions. The 
standard also acknowledges the difficulty in ascertaining the level of crack tip 
constraint effects. One of the reasons for this difficulty is strength mismatch which 
leads to changes in plastic deformations resulting in ineffective estimations of crack 
behavior.  However, the influence of weld material heterogeneity on plastic 
deformations and crack tip effects are unavailable and the effect is not quantified.  
 
Given the known effects of weld strength mismatch on crack tip constraint, it is 
reasonable to assume that there is a lack of assessments on stress-strain variations 
at the crack tip for different weld geometries. An understanding of the relation 
between the stresses around the crack tip with the global behavior (plastic 
deformations and/or collapse which can be explained using the concept of slip line 
field theory) of a weld would aid in establishing fracture toughness of an 
heterogeneous welded connections more effectively. This understanding would 
facilitate the determination of crack tip stresses through experimental methods like 
Digital Image Correlation (DIC) or the numerical models involving heterogeneous 
material properties as seen in Section 5.4 without the need for any additional 
constraint analysis. Thus, the heterogeneity effects for fracture toughness can be 
observed on welds with minimum assumptions and simplifications.  
 
This chapter is aimed at understanding two aspects of a SE(T) specimen behavior: 
- The relation between Q parameter (crack tip constraint) with respect to the 
crack driving force (J integral) in a bi-metallic weld. This assessment shows 
the influence of varying material properties (of root and cap) on crack tip 
constraint behavior which relates to the fracture toughness. This will be 
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achieved through the analysis of J-Q curves obtained through numerical 
simulations of the welded SE(T) configurations. 
- Establishing the relation between the global plastic deformations and the 
crack tip stresses starting with the considered bi-material weld 
configurations. This aids in the establishment of a unified procedure to 
understand fracture toughness at the crack tip using the Q parameter and 
global plastic collapse in a bi-metallic weld using slip line field theory. A 
theoretical relation is obtained to relate slip lines with the crack tip 
constraint parameter. This relation is further assessed through numerical 
simulations. 
 
In this chapter, Section 7.2 explains the theory behind the analysis of crack tip 
constraint and its relation with slip lines originating from the crack tip. Section 7.3  
describes the methodology used in this research. The details of the weld 
configurations used for the study and its importance are explained. The results are 
discussed in Section 7.4 and the chapter is concluded in Section 7.5. 
 
7.2. The relation between slip line and crack tip constraint   
 
The fundamental theory for analyzing the stress-strain state around the crack tip is 
taken from O’Dowd and Shih [66, 67] as explained in Equations 7.1 and 7.2. The 
theory was briefly outlined in the previous section. In this section, the focus is on 
understanding the relationship between the Q parameter and the slip line angle. 
Based on the explanations of slip lines and J-Q theory from Hao et al. [9], the 
procedure (for extreme undermatching) to obtain limit loads and stress distribution 
analytically was obtained using the Prandtl stress field. Slip lines were determined 
for Center Cracked Tensile (CCT) specimens as shown in Figure 84. They consider a 
case of extreme undermatching ((W-a) > (3.88+2π+√2)H) to obtain an expression 
for the stress state at the crack tip. The region OBCD consists of α and β categories 
of slip lines (recall Section 5.3) which are further considered to derive the limit load. 
This basis has been used by several researchers to describe stresses around the crack 
tip and relate to slip line field theory [70, 72, 164, 166].  
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Figure 84: Slip line fields for undermatching cases as seen in Hao et al. [9] which is an example 
to derive stress distribution using the Prandtl field. 
 
Here SE(T) specimens are considered for understanding the stress fields arising from 
the crack tip at low constraint conditions and the effect of weld heterogeneity. The 
heterogeneity in the weld is applied in the form of a bi-material weld, which has two 
different regions in root and cap. The question arises about the suitability of the 
methods formerly discussed to describe the effect of crack tip stresses on the 
deformation patterns and slip line angle in an SE(T) specimen having a bi-material 
weld. This is due to the fact that the slip lines are very narrow as can be seen in 
Figure 73, and the deformation is not confined in the weld metal itself as shown in 
Figure 84.  
 
The investigations in this chapter are based on a simplified case of a heterogeneous 
weld i.e. bi-material; the motivation for which is drawn from reference [9]. Hao et al. 
[9] recognized the deviations of slip lines as they cross the interface between two 
materials as shown in Figure 85 (a). This figure shows the α and β slip lines in two 
different surfaces represented by + and -, deviating as they hit the interface L at the 
points A and b. Using the stress components along the slip line, they deduced a 
general solution that resulted in a slip line field as shown in Figure 85 (b). Parameters 
r1 and r2 are the radii of the slip lines at the interface resulting from the material 
changes. In this thesis, this solution is not explained further and only the concept of 
discontinuities is taken to examine this discontinuity numerically and to find the 
slip line angle  𝑡𝑖𝑝 as shown in Figure 86.  
 
Hertelé utilized the concept of the slip line angle deviation from Hao et al. [9] and 
plasticity concepts to describe the relation between crack-tip stresses and the slip 
line angle. A homogeneous weld is assumed having a strength mismatch with 
respect to the base material. This assumption is made to reduce the complexity of 
the bimetallic weld initially and to understand the J-Q relation of a homogeneous 
weld. Validation of this relation will act as a motivation to extend this analysis 
towards bi-metallic welds.  
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To begin with, the slip line trajectory is plotted in Figure 86. An  slip line originating 
from the crack tip at an angle  𝑡𝑖𝑝 with respect to the x-axis passes through the 
fusion line making two arcs with radii r1 and r2 as in Figure 85 (b).   This gives rise to 
angle  𝑤 for the weld region and  𝑏 as it enters the base material and then goes up 
to the surface of the specimen at an angle  𝑐 (Figure 86) 
 
 
 
 
(a) 
 
(b) 
Figure 85: Hao et al. [9] show (a) a graphical explanation of the slip line discontinuity at an 
interface and (b) general solution of the slip-line field for over- or undermatching welds. 
 
 
 
Figure 86: Slip line trajectory in a bi-material SE(T) specimen  
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It is known that the slip lines are parallel to the axes of the principal stress in a solid. 
In 2D plane strain conditions, the Lévy-Mises criterion implies that hydrostatic 
stress 𝜎𝑚 is equal to (𝜎1 + 𝜎2)/2, the average of both in-plane principal stress 
components. 
 
The relation governing the hydrostatic stresses can be explained through Hencky 
equation for a -slip line, which is as follows,  
 
−𝜎𝑚 + 2𝑘 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 
 
7.4 
with k the local shear yield strength (kb for base material and kw for weld material) 
and   the angle of the slip line with respect to the x-axis.  
 
It is known that the slip line is always at 450 at a free surface boundary, i.e. point C 
of Figure 86. This results in  
 
 𝑐 =
𝜋
4
 7.5 
 
Referring back to Section 5.2, 𝜎1
𝐶 = 2𝑘𝑏 and 𝜎2
𝐶 = 0, thus 𝜎𝑚
𝐶 = 𝑘𝑏.  
 
Two relations between distinct slip line angles and hydrostatic stresses can be put 
forward, based on Equation 7.4: 
 
𝜎𝑚
𝐹,𝑏 − 𝑘𝑏 = 2𝑘𝑏 ( 𝐹,𝑏 −
𝜋
4
) 
 
7.6 
𝜎𝑚
𝐹,𝑤 − 𝜎𝑚
𝑇 = 2𝑘𝑤( 𝐹,𝑤 −  𝑡𝑖𝑝) 
 
7.7 
 
Where  𝐹,𝑤 and  𝐹,𝑏  are slip line angles in base and weld regions and 𝜎𝑚
𝐹,𝑤  and 𝜎𝑚
𝐹,𝑏 
are hydrostatic stresses in base and weld regions respectively. Further,  𝐹,𝑤,  𝐹,𝑏, 
𝜎𝑚
𝐹,𝑤  and 𝜎𝑚
𝐹,𝑏  are related through relations for a slip line crossing a material 
interface developed by Hao et al. [9]. This relation can be expressed as follows for a 
specific use of Figure 86: 
𝜎𝑚
𝐹,𝑏 − 𝑘𝑏 sin2( 𝐹,𝑏 − 𝛽) = 𝜎𝑚
𝐹,𝑤 − 𝑘𝑤 sin2( 𝐹,𝑤 − 𝛽) 
 
7.8 
𝑘𝑏 cos 2( 𝐹,𝑏 − 𝛽) = 𝑘𝑤 cos 2( 𝐹,𝑤 − 𝛽) 
 
7.9 
with b the fusion line angle.  
 
It is clear that finding an analytical solution for the equations above is highly 
challenging, due to the non-linear nature of Equations 7.7 and 7.8. Since the main 
goal of this derivation is to indicate a qualitative (rather than quantitative) influence 
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of slip line angle on crack tip constraint, it is assumed for the following that the slip 
lines (deformation bands) traverse through the fusion line from both sides at an 
angle of around 450: 
 
 𝐹,𝑏 − 𝛽 ≈  𝐹,𝑊 − 𝛽 ≈
𝜋
4
 . 7.10 
 
In such case, a Taylor series development indicates that the sines in Equation 7.8  are 
roughly one and the cosines in Equations 7.9 reduce to cos𝑥 ≈ −𝑥. Then Equations 
7.8 and 7.9 respectively become: 
 
𝜎𝑚
𝐹,𝑏 − 𝑘𝑏 ≈ 𝜎𝑚
𝐹,𝑤 − 𝑘𝑤 
 
7.11 
𝑘𝑏( 𝐹,𝑏 − 𝛽) ≈ 𝑘𝑤( 𝐹,𝑤 − 𝛽) 
 
7.12 
 
or, by restructuring Equation 7.12: 
 
𝑘𝑏 𝐹,𝑏 − 𝑘𝑤 𝐹,𝑤 ≈ 𝛽(𝑘𝑏 − 𝑘𝑤) 7.13 
 
Substituting 𝜎𝑚
𝐹,𝑏 and 𝜎𝑚
𝐹,𝑤 in Equation 7.11 using Equations 7.6 and 7.7 yields: 
 
2𝑘𝑏 ( 𝐹,𝑏 −
𝜋
4
) ≈ 𝜎𝑚
𝑇 + 2𝑘𝑤 ( 𝐹,𝑤 −  𝑡𝑖𝑝 −
1
2
) 
7.14 
 
which, using Equation 7.13, leads to: 
 
𝜎𝑚
𝑇 ≈ 𝑘𝑤 − 2𝑘𝑏 (
𝜋
4
− 𝛽) + 2𝑘𝑤( 𝑡𝑖𝑝 − 𝛽) 
7.15 
 
Equation 7.15 predicts that, as the slip line angle  𝑡𝑖𝑝 increases, the hydrostatic stress 
increases linearly. Note that for homogeneous SE(T) specimens kb = kw and b = 0, 
and since  𝑡𝑖𝑝 would be 45
0, Equation 7.13 would indicate that 𝜎𝑚
𝑇 ≈ 𝑘𝑤 as expected 
from the analytical solution for a homogeneous specimen.  
 
From Equation 7.1 it can also be seen that 𝜎𝑚
𝑇  is linearly proportional to 𝑄𝑚 𝜎𝑦𝑤. 
According to von Mises criterion, critical shear stress can be expressed as 𝑘𝑤 =
𝜎𝑦𝑤 √3 . Based on these assumptions, the value 𝑄𝑚 is directly proportional to 2 √3  
times the angle  𝑡𝑖𝑝 expressed in radians. The above is further analyzed using 
numerical simulations. The 𝑄𝑚 the parameter is compared with the angle  =   𝑡𝑖𝑝 
for different weld configurations and the outcome is analyzed for its compatibility 
with the analytical formulation. As mentioned in the previous section, Verstraete et 
al. [161] and others have reported that the parameters Q and Qm yield similar values 
although Qm is believed to capture out of plane constraint effectively. Based on these 
assumptions the relation between Q and   is also assessed. 
 
 
144 
 
7.3. Analysis methodology 
 
The bi-metallic welds considered for the analysis in this chapter are the same 8 
configurations introduced in Section 6.2.3, as illustrated and reiterated in Figure 87. 
The material properties in the base, cap, and root of the weld are also identical to 
Section 6.2.3. The notch is assumed to be positioned in the weld metal center. 
Additionally, a strain hardening exponent n having 3 different values 10, 15 and 20 
was introduced for root and cap material. Introducing strain hardening exponent n 
will have a further realistic effect on material behavior which helps in better 
understanding of the J-Q parameters and its effect on deformation bands. Also, from 
the results in 6.2.4, for different material configurations, it was seen that the 
deviations of the slip line angle   away from 450 were not evident in elastic-perfectly 
plastic material. 
 
  
(i) 
 
(v) 
 
(ii) 
 
(vi) 
 
(iii) 
 
(vii) 
 
(iv) 
 
 (viii) 
 
Figure 87: 8 weld configurations used in this study 
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The methodology to determine the J-Q curves is mentioned in Section 7.3.1 and 
Section 7.3.2 explains the method of determining slip line angle   to plot against the 
Q-parameter.  
 
7.3.1. Determination of J-Q curves 
 
For the analysis of J-Q curves, Q is determined using Equation 7.2. In this equation, 
𝜎𝜃𝜃, 𝜎𝜃𝜃,𝑀𝐵𝐿 and 𝜎𝑦 are required parameters to find Q. 
 
2D SE(T) simulations are post-processed to obtain the crack tip opening stress 𝜎𝜃𝜃. 
Small scale yielding (SSY) conditions are used to calculate the Q parameter. This 
method has good correspondence with the HRR solution [161] and has been 
frequently done using a Modified Boundary Layer (MBL) model in-plane strain 
conditions having a similar mesh around the crack tip as in the SE(T) model. This 
model as shown in Figure 88 was used to obtain 𝜎𝜃𝜃,𝑀𝐵𝐿; the details of the MBL 
model have been explained in reference [161]. The material (stress-strain) properties 
of the MBL model are equal to those of the material surrounding the notch tip of the 
SE(T) configuration. An initially blunted crack is modeled with a notch tip radius of 
2.5 μm. The outer radius is 106 times the notch tip radius. This large outer radius 
prevents the interaction of plasticity effects with the applied linear elastic boundary 
conditions.  The FE model is a 2D model that consists of plane strain linear elements 
with reduced integration (CPE4R).  
 
The validity of the Q calculations is evaluated by comparing the reference stress field 
obtained from an MBL model and the actual crack tip stress field obtained from the 
SE(T) model. This is commonly performed through a comparison of the Q-
parameters calculated at normalized distances ahead of the crack tip [167, 168], 
which is given by 
 
∆𝑄 = 
|𝑄𝑟=1 − 𝑄𝑟=5|
4
 
6.16 
 
Published results indicate that the difference must be smaller than 0.1 to obtain a 
description that is sufficiently independent of the radial distance from the crack tip 
[161].  
Crack driving force in terms of J-integral was extracted using the domain integral 
method, considering the 22nd contour of the radial mesh surrounding the crack tip. 
The standard deviation between values of the last ten contours did not exceed 1.5% 
of their average, indicating a path (domain) independent J value[10]. Using the 
values of Q and J, graphs are plotted with J on the ordinate and Q on the absissa. 
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Figure 88: Mesh configuration of Modified Boundary Layer (MBL) model 
 
7.3.2. Determination of slip line angle 
 
The slip lines are assessed based on the deformations bands obtained in the 
numerical simulations. The procedure to determine these deformation bands is 
explained in Chapter 5. In addition to the determination of the points of maximum 
equivalent plastic strain (PEEQ) which depict the deformation bands, the angle of 
these bands is calculated as per the plot is shown in Figure 89. A linear regression 
line was plotted along with the maximum equivalent plastic strain (PEEQ) points 
that lie within the weld region. The angle between this linear regression line and the 
vertical is the slip line angle  . 
 
 
Figure 89: Determination of slip line angle   for understanding its relation with the Q 
parameter.  
 
This calculation method is in line with the theory proposed by Hao et al. [9] showing 
the discontinuity of slip lines crossing the interface. After obtaining   and Q for all 
considered SE(T) specimen configurations, a Q -   scatter plot is obtained to assess 
the hypothesized relation between Q and slip line angle   numerically and according 
to the theory explained in Section 7.2.  
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7.4. Results and discussions 
 
7.4.1. Analysis of J-Q curves 
 
The J-Q curves obtained for the 8 configurations with each having 45 variations (in 
yield strength of cap and root, strain hardening exponent) have been scrutinized. 
This assessment resulted in 72 J-Q plots and not all of them are shown in this chapter 
for the sake of brevity but an explanation of the trends is explained in detail by 
utilizing representative plots.  
 
For configurations ii and iv, 𝜎𝑦 represents the yield strength of the weld cap and for 
the other configurations 𝜎𝑦 represents root yield strength.  
 
Each plot is shown in Figure 90 and Figure 91 represents the different variations in 
the yield strength of root and cap, and strain hardening exponent of the simulated 
SE(T) specimens. Each plot has 5 different variations of cap yield strength denoted 
by (.)1, (.)2, (.)3, (.)4, (.)5 for 425, 500, 575, 650 and 725 N/mm2 respectively while the 
root yield strength and strain hardening exponent is maintained constant as 
mentioned in the previous section. The yield strength of the root (425 N/mm2, 500 
N/mm2, and 575 N/mm2) is given by the letters a, b and c for a strain hardening 
exponent n=10. For n=15, it is denoted by d, e, and f while for n=20, it is denoted by 
g, h and i.  
 
To begin with, the effect of strain hardening is studied for all configurations. This 
analysis mostly showed that there is a reduction in the Q parameter with an increase 
in strain hardening exponent. Additionally, with an increase in strain hardening, the 
sensitivity of J-Q curves to cap yield strength increases. The J-Q curves are shown 
for the range up to 350 N/mm2. This range was chosen so that all the curves lie within 
the validity conditions used to calculate Q values. This also facilitates in choosing a 
J value for assessing the influence of strain hardening, fusion line angles and later 
the slip line angles on the Q parameter. The analysis of the effects of strain 
hardening is made in two parts – fusion line angles β=100 and β=300. The plots in 
Figure 90 and Figure 91 show the results of the SE(T) simulations for β=100  and β=300. 
These results had a root yield strength of 425N/mm2 and a varying cap yield strength 
as explained before. Figure 90 shows three plots for the same configuration i with 
three strain hardening exponents 10, 15 and 20,  while the other plots show the cases 
for n equal to 10 and 20 for configurations ii, iii, and iv. Figure 91 shows J-Q plots for 
different strain hardening values of 10 and 20 for configurations v-viii. 
 
From the J versus Q plots obtained from all simulations, the initial observation 
shows that the Q values tend to become more negative with an increase in strain 
hardening exponent. This was clearly evident in Figure 90 and Figure 91. However, 
the amount of change of the J-Q curve due to change in strain hardening exponent 
is configuration dependent. For the five different variations of cap yield strength and 
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constant root yield strength, the change in strain hardening exponent resulted in a 
shift of Q value from  -0.3 to -0.6. These values were obtained for a range of J values 
from 100-200N/mm. This range was chosen as it was within the validity criteria for 
the J-Q curve when  /(𝐽 𝜎0)  = 2 for all chosen configurations. As expected, for 
n=15, the shift in Q values was half of the shift observed when n=20.  
 
Configurations i-iv had a cap width of 2Hc =9mm while the configuration v-viii had 
cap size of 2Hc = 18mm. As the area of the cap of a weld increases, the stresses in the 
global model 𝜎𝜃𝜃 the increase compared to the MBL model stresses 𝜎𝜃𝜃; 𝑀𝐵𝐿. This 
leads to an increase in Q values for different levels of yield strength in the cap region. 
However, the Q values were reduced as the root yield strength increased whilst 
maintaining the cap and strain hardening exponent. The effect of material variations 
in the root region is observed in the MBL model and also in the global level of SE(T) 
specimen. In the case of configurations ii and vi, the root yield strength variations 
did not have any influence on the Q parameter as the notch tip lies in the cap region. 
Certain discontinuities can be observed from the J-Q plots. Q sometimes becomes 
more negative and then increases again and then decreases again like in the plots of 
configuration v and viii. Kinks are observed in the plot of configuration iii. These 
variations can be attributed to the change of stress from the root of the weld to the 
cap. This is a direct consequence of having a different material in root and cap 
regions. From this analysis, the effect of changes in Q due to strain hardening 
variations is further studied in the slip line angle   in the next section. 
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n=10 
 
n=15 
 
n=20 
Configuration i 
 
n=10 
 
n=20 
Configuration ii 
 
n=10 
 
n=20 
Configuration iii 
 
n=10 
 
n=20 
Configuration iv 
Figure 90: J-Q plots for configurations i-iv showing strain hardening variations for a root 
yield stress of 425N/mm2 while cap yield stress varied from 425 to 725 N/mm2 in steps of 
75N/mm2 denoted by (.)1, (.)2… (.)5. 
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Figure 91: J-Q plots for configurations v-viii showing strain hardening variations for a root 
yield stress of 425N/mm2 while cap yield stress varied from 425 to 725 N/mm2 in steps of 
75N/mm2 denoted by (.)1, (.)2… (.)5. 
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7.4.2. The relation between slip lines and Q parameter 
 
After analyzing the J-Q behavior of the SE(T) model with different weld 
configurations used in this chapter, the coupling of the J-Q theory and the slip line 
angle originating from the crack tip is assessed in this section. 
 
The simulations performed for the assessments of the J-Q curve were utilized to 
understand the relation between the deformation bands and in turn slip lines with 
the Q parameter. As described in Section 5.4.1, the 𝜀𝑒𝑞,𝑝𝑙−𝑚𝑎𝑥 points were obtained 
for all 8 configurations at a value J = 200N/mm. The reason for choosing this value 
of J is to set a constant position where the comparison could be made for all eight 
weld configurations without moving into the invalid region (when  /(𝐽 𝜎0)  = 2)  of 
the J – Q  curve. Setting J = 200N/mm2 keeps the analysis within the validity 
conditions. At this value of J, Q values were chosen and at that increment of 
displacement in SE(T) simulations, the 𝜀𝑒𝑞,𝑝𝑙−𝑚𝑎𝑥 points were extracted.  The angle 
of the slip line   was determined by selecting the points up to the weld fusion line 
as explained in Section 7.2 and shown in Figure 89. This was chosen in accordance 
with the theory explained in.  
 
Among 8 configurations, configurations i, v, and viii are chosen to display the 
evolution of the slip line angle and observe the pattern of change due to the 
influence of yield strength variations in root and cap. The plots are shown for three 
different root yield stress values (named (a), (b) and (c)) in Figure 92, Figure 93 and 
Figure 94. Each plot contains curves corresponding to 5 different variations of cap 
yield stress. From Figure 92, Figure 93 and Figure 94, the variation in cap yield 
strength has a quantifiable effect on the deformation patterns in SE(T) specimens. 
The plastic collapse occurs in the weaker section of the specimen. As the yield 
strength of the cap increases, resistance is offered towards the deformation band 
forcing it to flow in the weaker root region and then to the base material. In other 
words, the angle   increases with an increase in weld cap strength. 
A plot of   versus Q is obtained for all 8 configurations considered in this chapter. 
As seen in the previous section in Figure 90 and Figure 91, Q is influenced by strain 
hardening. Thus two sets of Q-  plots were obtained for strain hardening values 10 
and 20. Plots shown in Figure 95(a) are for a fusion line angle β = 100, i.e the 
configurations i-iv and Figure 95 (b) corresponds to an angle β = 300 for 
configurations v-viii at strain hardening value of 10.  
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(a) Root at 425 N/mm2 
 
(b) Root at 500 N/mm2 
 
(c) Root at 575 N/mm2 
Figure 92: The points of 𝜀𝑒𝑞,𝑝𝑙−𝑚𝑎𝑥 depicting slip lines are shown for configuration i. The dotted 
lines show the boundary of the fusion line and the region of the cap and root. 
For the fusion line angle β = 100, slip line angles are influenced by the changes in 
material properties in the root and cap region. However, the variations in Q for the 
chosen set of J-values and that particular increment of displacement did not yield 
high variations; the maximum change is limited to 0.01. Due to this result, a direct 
relationship of the slip line angle with Q could not be observed. Thus, the theoretical 
outcome of this section could not be explained through the numerical simulations. 
In order to further assess the configurations where β = 100, Q and   at J=300N/mm 
and 400N/mm were additionally obtained. The outcome showed similar trends as 
seen in Figure 95(a). However, the angle   was taken at a higher interval of 
deformations applied during simulations 94but this did not result in a change in 
angle. The Q value was 0.2 lower than in Figure 95(a) but no change in the general 
trend of the plot could be observed. A similar observation was made for 
configurations i-iv when n=20 Figure 96(a). The points shifted to a more negative Q 
value but the trends did not show a larger change which could explain the trend as 
per theory put forward in Section 7.2. 
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(a) Root at 425 N/mm2 
 
(b) Root at 500 N/mm2 
 
(c) Root at 575 N/mm2 
Figure 93: The points of 𝜀𝑒𝑞,𝑝𝑙−𝑚𝑎𝑥  depicting slip lines are shown for configuration v. The dotted 
lines show the boundary of the fusion line and the region of the cap and root. 
 
(a) Root at 425 N/mm2 
 
(b) Root at 500 N/mm2 
 
(c) Root at 575 N/mm2 
Figure 94: The points of 𝜀𝑒𝑞,𝑝𝑙−𝑚𝑎𝑥 depicting slip lines are shown for configuration viii. The 
dotted lines show the boundary of the fusion line and the region of the cap and root. 
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However, for the fusion line angle β = 300, a general trend of increasing slip line angle 
  with increasing Q could be observed.  According to the theoretical derivation, the 
Q value should increase with a value -0.2 for every 100 change in slip line angle β. In 
Figure 95(b), this analytical prediction is more evident. In configuration v and the 
angles between 600-700, the Q value varied up to -0.16. For angles between 650 to 750, 
Q changed 0.1. In configuration vi, a change of 100 resulted in a range of Q values 
starting from -0.12 to -0.19 for different values of the weld material properties. In 
configuration vii, the change of Q was up to -0.08 while for the configuration viii, for 
100 change in slip line angle, there was an increase in the Q value of -0.4. A similar 
trend was observed in Figure 96(b) for the simulations having a strain hardening 
exponent n=20. For a 100 change in angle (from 600 to 700), the change of Q was 0.08. 
For slip line angles greater than 700 there was a variation in Q from -0.3 up to -0.6 
for different configurations and a 100 change in slip line angle.  
 
One of the reasons for the discrepancies between the results obtained from the 
numerical and theoretical approaches could arise due to the assumptions made in 
the theoretical derivations. The assumption of single material property in the weld 
region in which the simulations had a bimetallic weld could have an influence on Q 
parameter predictions. Another could be due to the fact that the fusion line angle 
was not accounted for theoretical calculations which clearly had influence in 
numerical simulations. Other reasons which contribute to deviations are the 
method involved in measuring slip line angle in simulations which could be 
enhanced by creating a finer grid to extract maximum equivalent plastic strain 
points and finer mish density around the crack tip.  
 
This analysis further motivates us to study the relationship between the fusion angle 
β with the Q parameter (crack tip constraint) when the slip line angle is constant. 
From the considered set of configurations where only the fusion line angle was 
increased and all other geometric parameters were similar (comparison made 
between the sets i-v, ii-vi, iii-vii, and iv-viii), i and v had a common   of 670 for a case 
of undermatching root (425 N/mm2) and overmatching cap (500 N/mm2). At this 
angle, the Q parameter decreased by 11% when there is an increase of 200 in fusion 
line angle β. This analysis is based on a small set (3 comparisons) and requires 
further analysis to validate this outcome by considering different cases of weld 
geometries other than the ones considered in this thesis. 
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(a)  
 
(b) 
Figure 95: The values of the Q parameter and slip line angle   during deformations extracted 
at  J = 200 N/mm2 (a) β = 100 (b) β = 300 for strain hardening exponent of 10. 
-1.6
-1.4
-1.2
-1.0
-0.8
-0.6
-0.4
50 55 60 65 70 75 80 85 90
Q
 (
-)
θ (degrees)
Config i
Config ii
Config iii
Config iv
-1.4
-1.2
-1.0
-0.8
-0.6
-0.4
50 55 60 65 70 75 80 85 90
Q
 (
-)
θ (degrees)
Config v
Config vi
Config vii
Config viii
 
 
156 
 
 
(a)  
 
(b) 
Figure 96: The values of the Q parameter and slip line angle   during deformations extracted 
at  J = 200 N/mm2 (a) β = 100 (b) β = 300 for strain hardening exponent of 20. 
 
In order to assist the assessment of the change in   during the deformation for the 
changes in root and cap yield stress values, deformation plots are utilized for all 8 
configurations. Here, in Figure 97, 16 contour plots (2 for each configuration) are 
shown, the yield stress of the root was 425 N/mm2 and n=10. One plot is shown for 
the lowest cap yield stress at 425 N/mm2 and one for the highest at 725 N/mm2 for 
each configuration. From the plots, it can be understood that the   points of all 
configurations having a soft weld region compared to the base material (i.e. yield 
strengths of root, cap, and base materials were 425 N/mm2, 425 N/mm2, and 500 
N/mm2 respectively) showed a slip line angle of approximately 450. The case was 
similar in the evenmatching welds too (i.e. yield strengths of root, cap, and base 
materials were 500 N/mm2). As the yield strength of the cap increases, the effect on 
the deformation pattern is seen, especially for configurations v and viii and not so 
much for configurations where  β = 100 
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Configuration i – a1 
 
Configuration i – a5 
 
Configuration ii – a1 
 
Configuration ii – a5 
 
Configuration iii – a1 
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Configuration v – a1 Configuration v – a5 
 
Configuration vi – a1 
 
Configuration vi – a5 
 
Configuration vii – a1 
 
Configuration vii – a5 
 
Configuration viii – a1 
Configuration viii – a5 
Figure 97: Contour plots showing deformation bands for 8 weld configurations 
 
In configurations v-viii, the largest change in   was observed. The wider cap has a 
greater influence on the deformation pattern and as the cap becomes stronger than 
the base material, the deformation flow chooses the closest path towards the base 
material resulting in  =750. For configuration vi, when the cap is the hardest, the 
collapse already begins in the base material before the cap region collapses, which 
is a direct consequence of weaker base material compared to the cap. However, this 
effect was not seen in configuration ii as the cap area was smaller. 
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7.5. Summary and conclusions 
 
A thorough analysis of the J-Q behavior of bi-metallic welds was performed in this 
chapter. Eight different weld configurations were considered and different yield 
stress values for root and cap region of the weld, strain hardening exponent and weld 
geometries were chosen. From these configurations, a detailed account of the J-Q 
behavior was made and it was adopted to analyze the relation between Q and slip 
line angle  . A theoretical relationship between Q parameter and slip line angle   
was developed and subsequently assessed using the numerical SE(T) model.  
 
The results showed that the J-Q curves behave differently and are unique for each 
configuration of weld geometry and material parameters. However, a trend was 
established and the quantification was made based on the change in Q parameter 
for a chosen value of J.  
 
For the assessment of slip lines, a hypothesis was derived from numerous 
simulations that the change in Q parameter is directly proportional to the change in 
slip line angle   at the crack tip. A fusion line having angle 𝛽 = 100 leads to changes 
in the Q value at a fixed value of J which could not lead to a consensus on the relation 
between Q and  . However, for a fusion line angle 𝛽 = 300, the analytical predictions 
which suggest an increase in Q value of 0.02 per degree change in slip line angle can 
generally be observed. Along with this result, it was also seen from the deformation 
contour plots that the deformation bands do not always follow a 450 path as assumed 
in several theories but depend on the root and cap material properties.  
 
The conducted analysis shows the relationship between the crack tip stresses and 
the deformation bands, and additionally the slip lines. This shows that there is a 
direct relationship between crack tip stresses and the global plastic deformations for 
particular geometric and material configurations of bi-material welds. However, a 
better understanding is required to establish a concrete relationship. An 
enhancement of the theoretical derivation by involving the material complexities or 
improving the capabilities of the numerical model to predict/calculate slip line 
angles in a more effective way could improve the correspondence. This assessment 
will lead the way forward in the understanding effect of material heterogeneity on 
crack tip constraint and plastic deformations in the material with a theoretical 
relationship. Additionally, the experimental approach like DIC could be used to 
predict crack tip constraint behavior in a welded specimen. This will further enhance 
the capability to determine the fracture toughness of the welded specimen having 
material heterogeneity which in turn assists in the utilization of ECA procedures 
effectively.   
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Chapter 8 
8. Conclusions and future work  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
162 
 
8.1. The main outcomes 
 
8.1.1. Challenges for a higher level ECA of a heterogeneous weld 
 
Out of several challenges during Engineering Critical Assessments (ECA) of welded 
structures, weld strength heterogeneity is an important aspect that requires good 
understanding. The presence of a defect in a weld adds to this complexity. This 
challenge is recognized in this thesis.  
 
Chapter 1 gives a brief introduction to the issues of weld failures, challenges faced 
during ECA of a defected weld because of strength heterogeneity and summarizes 
the effort undertaken by researchers to involve weld heterogeneity during defect 
assessments.   
 
From the literature study, it was seen that a better understanding of the effects of 
strength variations within a weld is required to contribute towards a better 
estimation of the ability of the welded structure to perform its operation. In order 
to achieve this, a combination of analytical, numerical and experimental tools was 
considered in this thesis allowing to assess the fracture behavior of a defect present 
in a weld.  
 
8.1.2. Appraisal of strength heterogeneity in welds  
 
Characterization of strength heterogeneity is an initial step to get an insight into 
the level of strength variations present in a weld. Vickers's hardness mapping 
provided detailed information about the local hardness variations present in a weld. 
It was seen clearly from the 2D hardness contour plots that the weld involves 
hardness (HV5) variations up to 50% from one region to another.  
 
Tearing resistance behavior of a defect located in heterogeneous weld was 
analyzed using experiments performed on welded SE(T) specimens. The crack 
growth and ductile tearing in a heterogeneous were measured using Direct Current 
Potential Drop (DCPD) technique and Normalization Data Reduction. The outcome 
of the results showed that the DCPD method has better capability to describe crack 
behavior through different stages of crack tearing and produce the variations in the 
crack resistance curve due to strength heterogeneity. Crack path deviations were 
observed during ductile tearing which shows that material heterogeneity has an 
influence on the crack path and must not be ignored. This is further explained in 
Chapter 3. 
 
Importing hardness indentation values in the numerical Single Edge notched 
Tension SE(T) model has been achieved previously at Soete Laboratory by 
assigning HV5 values to each element in a mesh based on hardness map. The main 
challenge is to convert (using transfer functions) HV5 into material properties like 
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yield strength (Rp0.2), ultimate tensile strength (Rm) and strain hardening (n) values. 
In this work, using All Weld Metal Tensile Tests (AWMTT) extracted from the weld 
region and HV5 maps were used to calibrate an AWMTT transfer function for the 
numerical model of a SE(T) specimen containing a heterogeneous weld. The 
difference between numerical force-CTOD results with experimental ones is within 
5%. The standardized transfer functions gave the performance of 10% difference. 
This calibrated transfer function was further evaluated using Minature tensile 
testing (MTT).  Chapter 2 details the procedure. The outcome of this evaluation 
showed the validity of the AWMTT transfer function to determine material 
properties more efficiently. 
 
8.1.3. Accounting for the effects of heterogeneity in weld assessments 
 
Analysis of deformations in experiments and FE simulations on welded SE(T) 
specimens showed the complexities in deformation patterns due to the presence of 
weld heterogeneity. Digital Image Correlation (DIC) was used to obtain 
experimental deformation patterns while the heterogeneous SE(T) finite element 
model yielded numerical deformation plots. The deformation patterns, which are 
linked to the analytical slip line theory, were used to determine the loads at which 
the specimen fails which is termed as ‘limit load’. This is explained in Chapter 5. 
Bounded limit load theorems, that provide limit load values of a specimen, were 
considered to analyze the plastic collapse of a welded SE(T) specimen. Two 
theorems providing lower bound and the upper bound limit load was performed on 
eight different weld configurations having two distinct weld regions (cap and root) 
with different geometry. 2D numerical simulations of a SE(T) model were utilized 
to compare the limit load results with analytical equations. From this analysis, an 
understanding of the performance of available equations was studied. Lower bound 
equations provide excessive conservatism resulting from the necessity to 
differentiate between different possible collapse mechanisms in heterogeneous 
welds. Instead, the upper bound equations provide near to actual or upper bound 
estimates which were not excessively upper bound due to consideration of 
deformation patterns during calculations.  Additionally, the eight considered 
configurations were simplified to have a single material in the weld region using two 
different techniques. The limit load (determined using the Twice Elastic Slope (TES) 
method) of the simplified welds and the complex welds were compared to assess the 
outcome. The advantages and limitations of the methods are put forward in Chapter 
6, 
 
Crack tip constraint analysis was performed on eight weld configurations 
considered previously for bounded limit load analysis. J-integrals and Q parameter 
values were obtained to assess the stress concentrations around the crack tip due to 
the influence of varying material parameters in the welded region. This study was 
extended to analyze the influence of crack tip constraint on the deformation 
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behavior of the SE(T) specimens. The theoretical derivation which shows that the Q 
parameter is related to the angle of slip lines was also observed through simulations. 
Though this was not proved outright, the outcome of a couple of specimens opens 
the door for further reconsideration of the theoretical assumptions by pointing out 
the challenges. These findings and shortcomings of the analysis are discussed in 
Chapter 7. A better understanding of the crack tip constraint behavior and it's 
relating to deformation behavior aids in the better assessment of the fracture 
toughness of heterogeneous welds.  
 
8.1.4. Significance of collaboration with Maribor University, Slovenia 
 
For this thesis, the contribution of the University of Maribor has played a crucial 
role in acquiring double V-shaped welds for assessing fracture behavior and tearing 
resistance in SE(T) specimens. Additionally, MTT tests were conducted at Maribor 
University. Maribor Univerisity utilized DCPD setup at Ghent University to obtain 
crack growth information in SE(B) specimens. Along with this, they conducted 
Medium Wide Plate (MWP) tests for the Failure Assessment Diagrams (FAD). 
 
For the evaluation of weld heterogeneity effects in fracture assessments, Maribor 
University has performed constraint and fracture toughness analysis on SE(B) 
specimens which possessed double V-shaped welds [95]. Different cases of 
mismatch levels were used in the double V-shaped weld which is similar to the 
double V-shaped welds used in this thesis. They have reported the outcome of each 
of the weld configurations and pointed out the behavior of a crack for different levels 
of mismatch. As in Chapter 3 where crack path deviations were discussed for SE(T) 
specimens, it was also observed in the case of SE(B) specimens because of the same 
reasons. They observed crack path deviations when the growing crack reaches the 
OM-UM interface. This particularly shows the importance of understanding 
material heterogeneity with the presence of the crack.  
 
Their work on failure assessment diagram is in progress and will allow an improved 
insight in crack behavior in larger-scale specimens with the presence of weld 
heterogeneity.  
 
8.1.5. Framework for weld heterogeneity assessment in ECA 
 
The framework for defect assessment as mentioned in ECA was briefly explained in 
Chapter 1. The procedure/flowchart is recalled in Figure 98. It includes an additional 
step for involving weld heterogeneity. Based on the outcome of the thesis, the 
recommended procedure is outlined in Figure 99. This flowchart is explained as 
follows: 
- Weld heterogeneity needs to be quantified. This can be achieved using 
hardness indentations combined with AWMTT testing or miniature tensile 
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testing. Hardness indentations and AWMTT testing are recommended in 
this work. The basis of this recommendation is explained in Chapters 2 and 
4. 
- After strength characterizations, it is important to choose the level of flaw 
assessment complexity. Based on the requirement, the following two choices 
are available: to simplify the complex weld or to use the heterogeneous 
properties of the weld.  
- If the requirement is to predict the defect behavior as precisely as possible, 
the heterogeneous strength properties of the weld have to be fully 
considered. The consequence of involving weld strength heterogeneity in 
defect assessment procedures can be seen in  Chapters 4 where the weld 
heterogeneity influenced P-CTOD plots, Chapter 5 where weld heterogeneity 
influenced deformation bands and Chapter 3, where the influence of weld 
heterogeneity was seen during crack growth. Considering a fully 
heterogeneous weld for numerical simulations gives possibly the best 
estimations of crack behavior but is computationally intensive. Additionally, 
to determine the material properties, different experimental setups are 
required.  
- If the requirement is to conduct defect analysis in a simplified manner, then 
the welds must be simplified which can be done in two different ways 
o Idealized weld: Bimetallic weldment having  2 materials, one in the 
base and one in the weld region with a straight fusion line (Chapter 
6). This results in a strength mismatched weld as considered in 
standards. 
o Homogenized weld: retaining the geometry of the fusion line of the 
actual weld but representing the weld as a bimetallic region similar 
to the idealized weld [10] 
The simplified weld offers an easier procedure to obtain a numerical model. 
The determination of material properties does not require extensive 
experiments and is computationally simpler than the heterogeneous weld 
models. Simplified welds are used to determine limit loads which are in turn 
can be used to predict crack driving forces using established methods like 
reference stress approach. 
- The type of weld (heterogeneous or simplified) could be chosen based on the 
requirements and available resources. The most precise fracture toughness 
estimations require a heterogeneous weld. The simplified weld allows 
providing reasonable approximations.  
- Once the type of weld is chosen, further ECA procedures can be followed to 
perform defect assessments. 
 
These recommendations require further validations and there is scope for 
improvements in several aspects which are explained in the next section. However, 
this is a step forward in achieving better, safer and accurate assessments of defect 
behavior during Engineering Critical Assessments of welded connections.   
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Figure 98: Flow chart of ECA procedure on a defected weld involving weld heterogeneity 
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Figure 99: Flow chart for the assessment weld heterogeneity within the framework of ECA  
 
8.2. The outlook 
 
This thesis has presented many interesting aspects for involving weld strength 
heterogeneity in the structural integrity assessments of a defected weld. This 
outcome also presents challenges and future opportunities to explore, improve and 
understand further the aspects of effects of heterogeneity in weldments during 
structural integrity assessments. The recommendations for future work based on 
this thesis is provided further. 
 
8.2.1. Characterization of weld strength heterogeneity 
 
Results from Chapter 4 indicate that hardness mapping is an efficient approach to 
characterize weld strength heterogeneity. However, there are other approaches all 
weld metal tensile tests and miniature tensile tests mentioned in literature to 
characterize material strength variations. These approaches need to be thoroughly 
analyzed for their robustness to characterize weld strength heterogeneity and 
methods in involving those variations into the numerical model. There is always 
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local mechanical property variations such as castings, additively manufactured 
components, etc.   
 
8.2.2. Assessment of welds involving strength heterogeneity 
 
Bounded limit load analysis was performed on a bi-metallic weld considering elastic-
perfectly plastic analysis. Crack tip constraint (J-Q) analysis and its relationship with 
deformation bands and slip lines were assessed on similar welds. These assessments 
can be extended towards heterogeneous welds using the numerical model which 
involves varying material properties used in Chapter 4. This direction leads towards 
the assessment of actual welded SE(T) specimens. Updating the numerical model 
with different mesh densities to suit the analysis of deformations near the crack tip 
could yield better assessments of slip line patterns and its relation with the Q 
parameter.  
 
A brief study of weld simplifications schemes as performed in Chapter 6 with 
complex heterogeneous welds and its effect on crack driving forces and in turn 
fracture toughness must be explored. This simplification scheme, if conservative 
enough, would lead to a simplified approach towards estimating limit loads.  
 
In this thesis, all assessments were made on SE(T) specimens. This analysis should 
be extended to different specimen configurations and loading conditions and 
eventually to components and structures. 
 
Another important aspect that was not analyzed in this thesis is the fracture 
toughness behaviour of the material based on the sizes of the specimens. Analyses 
involving different scales of specimens should be considered to understand the size 
effect involved in the integrity of heterogeneous welds. 
 
The study of tearing resistance in Chapter 3 showed that the material strength 
variations have an influence on the ductile tearing, resistance curves and tearing 
trajectories which in turn provides a strong indication that the heterogeneity must 
not be ignored. This outcome can be further investigated for different weld 
configurations.  
 
The inclusion and utilization of Continuum Damage Mechanics (CDM) concepts 
will aid in the further development of Fitness For Service (FFS) and Engineering 
Critical Analysis (ECA) procedures. The mechanism of nucleation, growth and 
coalescence could be explained better and thus will give an in-depth understanding 
of the crack extensions in heterogeneous welded structures. 
 
Additionally, several parametric analyses can be performed using the tools used in 
this research. They are listed below keeping SE(T) specimen in focus. 
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- Bounded limit analysis involving HAZ region along with the weld 
- Constraint analysis involving HAZ region along with weld 
- Assessment of HAZ hardening and softening on defect behaviour 
- Effect of crack depths on constraints and limit loads 
- Different simplification schemes for different geometries 
 
8.2.3. Broad perspective 
 
Researchers and engineers are striving hard for constant improvement in standards, 
codes and techniques to enhance the prediction capabilities of failures in pipelines 
which results in economic and environmental safety. This thesis is a small step 
towards the establishment of a unified defect assessment approach during FFS 
analysis. Still, several aspects in determining material properties, loading effects and 
defect geometry characteristics need to be considered and analyzed for the 
betterment of  FFS standards.  
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