Ergodicity in quantum many-body systems is-despite its fundamental importance-still an open problem. Many-body localization provides a general framework for quantum ergodicity, and may therefore offer important insights. In this article, we study many-body localization and quantum ergodicity in long-range interacting Ising models with transverse-field disorder. We show analytically that this system enters a many-body localized phase at infinite temperature, irrespective of the disorder strength. We confirm our analytical predictions through extensive numerical simulations using exact diagonalization, and we find very good agreement to calculations based on the nonequilibrium dynamical renormalization group. To characterize and quantify quantum ergodicity, we introduce a measure for distances in Hilbert space. We show that in spin-1/2 systems it is equivalent to a simple local observable in real space, which can be measured in experiments of superconducting qubits, polar molecules, Rydberg atoms, and trapped ions.
Ergodicity is a fundamental concept of classical statistical physics. If a classical system is ergodic, phasespace trajectories cover uniformly constant energy hypersurfaces, and time and microcanonical ensemble averages become equivalent [1] . Although attempts to extend these ideas to the quantum regime date back to von Neumann and his quantum ergodic theorem [2, 3] , a general conceptual understanding of quantum ergodicity has not yet been achieved [4] . This, however, is crucial for fundamental questions such as regarding the thermalization of closed quantum many-body systems. A lack of quantum ergodicity can, in analogy to the classical phase-space description, be seen as localization in Hilbert space, for which a general framework has been introduced recently: many-body localization [5, 6] . Compared to conventional localization in real space [7, 8] , theoretical calculations of many-body localization suffer from the complexity of the underlying geometry-the many-body Hilbert space. Therefore, revealing many-body localization properties and finding suitable, experimentally accessible quantities for their characterization, remains challenging.
In this article, we show analytically that Ising models with variable-range interactions in presence of transversefield disorder enter a many-body localized (MBL) phase at infinite temperature, irrespective of disorder strength. Our findings are drawn from an analysis of the statistics of resonant Hilbert-space configurations, as well as the recently introduced nonequilibrium dynamical renormalization group (ndRG) technique [9] , and are confirmed by extensive numerical simulations based on exact diagonalization. To efficiently quantify ergodicity, we introduce an observable that measures distances in Hilbert space and which can be obtained through simple local measurements, such as on-site magnetizations. This offers a feasible route for studying many-body localization in experiments of trapped ions, superconducting qubits, polar molecules, or Rydberg atoms.
The consequences of many-body localization go far beyond the fundamental question of quantum ergodicity [10, 11] . Perhaps most notable among the peculiar properties of MBL phases is a universal temporal growth of entanglement following global quenches of weakly entangled initial states [12] [13] [14] [15] [16] . Additionally, MBL phases can exhibit finite-temperature phase transitions even in one dimension [6, 17] , which are excluded for thermodynamic phases. Even more, many-body localization can stabilize order in one dimension over the full spectrum [18] [19] [20] , i.e., up to infinite temperature, which may be of interest for designing quantum-information devices [10] .
Here, we study localization beyond the single-particle, i.e., Anderson-localized, limit, by considering disordered Ising chains with an algebraic long-range coupling between the spins,
with σ µ l , µ = x, y, z, the Pauli matrices, and where the exponent α ≥ 0 determines the range of the interactions. This class of Ising models can be realized in a variety of physical systems, including trapped ions [21] [22] [23] [24] , superconducting qubits [25] [26] [27] [28] , polar molecules [29] [30] [31] , and Rydberg atoms [32, 33] . To connect to current experiments, we choose antiferromagnetic interactions (J > 0) and use open boundary conditions for the numerical implementation, although our main results do not dependent on these choices. The transverse fields h l ∈ [−W, W ] are drawn from uncorrelated uniform distributions.
In equilibrium, the transverse-field Ising model in Eq. (1) hosts paramagnetic und magnetically ordered phases, both in the clean [34] and the disordered case [35] .
In the short-range limit, α → ∞, the model in Eq. (1) is an Anderson insulator. For weak short-range perturbations, the system becomes MBL [16, 36] and can undergo a delocalization transition for increasing perturbation strength [36] . Regarding systems with long-range interactions, a many-body localization transition has been identified in XXZ chains [37] , and it has been argued that adding transverse interactions to the Ising model can lead to the delocalization of single-particle excitations [38] .
Quantum ergodicity can be viewed from a dynamical or a static perspective. Dynamically, quantum ergodicity is equivalent to thermalization (except for particular cases where the final state lies in a symmetry-broken phase [39] ). The asymptotic long-time values of observables after a nonequilibrium evolution coincide with those of a thermal ensemble for almost any initial condition, because time and ensemble averages are equivalent. The Eigenstate-Thermalization-Hypothesis (ETH) has been conjectured as an underlying principle for such a behavior [40] [41] [42] [43] . Note that we do not distinguish between ergodicity and mixing [1] , because the observables that we study approach stationary values under time evolution, so long-time averages and asymptotic long-time values coincide.
From a static point of view, quantum ergodicity can be associated with delocalization in Hilbert space [5] . Let |s = |s 1 , . . . , s N , with |s l = |↑ , |↓ , be an arbitrary spin configuration in the σ z basis, i.e., an eigenstate of the Hamiltonian Eq. (1) at J = 0. Adiabatically turning on the coupling J deforms the eigenstates and mixes different spin configurations. When each spin configuration only acquires weak perturbative corrections, the system will remain localized in Hilbert space around the J = 0 eigenstates and will therefore not be ergodic. Delocalization, on the other hand, is driven by resonances between distant configurations in Hilbert space.
Anderson model on a complex graph.-With interactions beyond nearest-neighbor spins, the Ising model (1) is not of single-particle type. But still, following ideas of Refs. [5, 6] , a mapping to a noninteracting (albeit complex) Anderson model is possible if we represent the Hilbert space by a lattice where each site is associated with one spin configuration |s . The Ising model is then mapped to
i.e., an Anderson model on a complex graph with onsite energies E s = l h l s l . The Ising interaction couples all states that differ by two spin flips, inducing a hopping with amplitude V s,s = s|V |s , where V = l =m J lm σ x l σ x m and J lm = J /|l − m| α . In the configurational space, one can define a distance d(s, s) between two sites |s and |s by counting the number of spins that differ between the two configurations [5] (Hamming distance). Fixing one site, |s 0 say, the remaining lattice can be classified by grouping configurations of equal distance to |s 0 into 'generations' [5] . We define generation 1 as spread of an initially localized wave function. In our case, this amounts to initialising the system in a 'root' configuration |s 0 and studying how the mean distance from this initial site, D s0 (t) = s d(s, s 0 )P (s, t), increases during time evolution. Here, P (s, t) = | s|s 0 (t) | 2 is the probability for the system to be in the configuration |s , with |s 0 (t) = U(t)|s 0 and U(t) = exp(−iH Ising t).
The challenge is to measure D s0 (t) in practice. As a major result of this work, this global quantity, characterizing the wave function in Hilbert space, is related to a local real-space autocorrelation function χ s0 (t) via
2 /4, with s l = ±1 for |s l = |↑↓ . The Hilbert space property D s0 (t) can therefore be obtained from purely local measurements in real space, provided the initial spin configuration is known.
Since we are interested in localization properties over the entire spectrum, we average the results over all initial spin configurations, which is equivalent to an infinitetemperature initial state. Averaging also over disorder, we denote the resulting Hilbert-space distance as D(t) and the autocorrelation function as χ(t). From Eq. (3), it is now straightforward to characterize ergodicity. Since the system can only be ergodic if the spin configuration at large times is uncorrelated with the initial one [7] , ergodicity requires χ(t → ∞) = 0 and D(t → ∞) = N/2 (in the zero magnetization sector relevant here).
In practice we can considerably simplify the averaging procedure, because it is possible to restrict to one single initial state. To see this, one may rotate the local coordinate systems of the spins around the x-axis such that the initial state is mapped to the fully polarized state, i.e., σ z l → s l σ z l . Sign flips in Eq. (3) cancel, but the magnetic fields in Eq. (1) are mapped to h l → s l h l . If the signs of h l and s l are uncorrelated, we obtain again an Ising model with random fields. Starting from the completely polarized state has the additional advantage that D s0 (t) reduces to the mean magnetization, i.e., single-site resolved measurements are not necessary.
We now turn to a detailed analysis of the Hilbert-space distance D(t). Based on the ndRG and extensive numerical simulations we find D(t) < N/2 for any nonvanishing disorder strength (see Figs. 1 and 2 ), i.e., the random Ising model with long-range interactions is always MBL. In the following, we will first discuss the results of the ndRG, and afterwards provide analytical explanations by analyzing the statistics of resonances.
ndRG.-To study the ergodicity measure (3) in large systems, we employ the recently developed ndRG [9] . This technique provides an iterative coarse-graining procedure for the full time-evolution operator U(t), with the aim to construct an analytically tractable representation of U(t) for interacting quantum many-body systems. Taking the local magnetic field h l with largest magnitude, we perturbatively eliminate all couplings J lm that involve the spin at site l. Continuing this procedure until the last spin has been integrated out, one arrives at a diagonal Hamiltonian H * = l h * l σ z l with renormalized fields h * l (see [44] for details). Additionally, the ndRG provides explicitely the unitary transformation U connecting the time evolution operator U(t) = U † e −iH * t U with the final diagonal Hamiltonian. Using a recently introduced scheme [39] for evaluating expectation values of local observables within techniques such as the ndRG, one obtains for a single disorder realization, up to second order in the renormalized coupling strengths J * lm , [44] 
whereh l are the renormalized fields at the step where the coupling J * lm is removed. We numerically performed the ndRG to calculate the Hilbert-space distance D ∞ = D(t → ∞). In order to assure extensivity of the full many-body spectrum of the Hamiltonian (1), we normalize the coupling constant by connected model at α = 0 [35] as well as the system-size independence for α > 1. Figures 1 and 2 display the results for two exemplary values of α = 0.5, 3, which correspond to effectively longranged and short-ranged interactions, respectively. We find D ∞ < N/2 for any nonvanishing disorder strengththe system behaves nonergodically and thus preserves a memory of the initial condition for all times, a behavior that can be attributed to the emergence of local conservation laws in MBL systems [14, 45] . As a direct consequence, any information stored initially in a bit sequence of local magnetizations is protected up to infinite temperature in presence of disorder, which might be useful for future memory technologies.
In the limit W/J → 0, we obtain D ∞ → N/2, demonstrating that the ergodicity condition D ∞ = N/2 is necessary but not sufficient, since at W/J = 0 the system is integrable and thus nonergodic.
These ndRG results compare remarkably well with exact diagonalization data based on Lanczos tridiagonalization with full reorthogonalization [46] . Notably, this agreement holds over the full range of disorder strengths W although the ndRG prescription we use is a priori derived for large disorder strengths.
Statistics of resonances.-Our ED and ndRG studies showed nonergodic behavior of the model (1) for all values of disorder. We will now explain this finding analytically for the parameter regime 0 ≤ α ≤ 1 via the statistics of resonances, which will allow us to characterize localization and ergodicity in the lattice of spin configurations. For the moment, let us first concentrate on the fully-connected α = 0 case. The results obtained for this particular limit will allow us to exclude an ergodic phase in the entire regime 0 ≤ α ≤ 1.
For J > 0, the eigenstates |s = e S |s are perturbatively connected to the J = 0 eigenstates via a unitary transformation, whose generator S can be obtained through a Schrieffer-Wolff transformation [47] . To low-est order in J /W , two given configurations at Hamming distance 2Λ are connected along one particular trajectory with amplitude A Λ , with
The details about the trajectory enter through the energy differences ∆ε ν = E s − E s between 'neighboring' configurations |s and |s (i.e., configurations that are connected by the Ising interaction [V s,s = 0 in Eq. (2)]). The Ising interaction involves spin flips at two sites l and m in real space. Thus, ∆ε ν = ±h l ± h m , where the signs depend on whether the spins are flipped from ↑ to ↓ or vice versa. For a uniform distribution of magnetic fields, h l ∈ [−W, W ], the probability distribution for the magnitude of nearest-neighbor amplitudes |A 1 | is [44] 
for |A 1 | > Z −1 and zero otherwise. The probability
for any fixed C > 0 when N → ∞. Thus, the fraction of nearest-neighbor sites in Hilbert space sharing a resonance vanishes, and the system cannot be ergodic.
Although resonances between close generations are extremely sparse, we will now show that the eigenstates are nevertheless highly extended. For Λ 1, we can use a saddle-point approximation for the probability P (|A Λ | > C) that the magnitude of the amplitude defined in Eq. (6) exceeds a given C with Z −Λ C < 1 [44] :
This value decreases exponentially, but there are also exponentially many paths connecting very distant configurations. Namely, after a hopping process to one site |s of generation 1, there is one path back to the root, there are 2(N −2) paths to the same, and
= (N −2)(N −3)/2 trajectories to the next generation, which allows us to only consider the latter paths for N 1. Extending the same argument to trajectories with Λ > 2, one obtains an effective directed graph including all those trajectories that minimize the length between the connected sites, see also Ref. [48] . The number of trajectories n Λ connecting the root |s to sites in generation Λ is then n Λ = 2 −Λ N !/(N − 2Λ)! (which is different from a Bethe lattice as studied in earlier works [5] ). Using Stirling's approximation, we obtain n Λ → [K(λ)] Λ for Λ, N 1 with
2−1/λ , and λ = Λ/N . The probability P Λ that none of the trajectories has a large amplitude [5] is
, there is at least one trajectory and therefore one site in generation Λ that is strongly connected to the root |s 0 . With probability 1 each eigenstate extends to arbitrary distance, but restricted to a small fraction of the available states, since P (|A 1 | > C) vanishes in the thermodynamic limit.
We now generalize to the case 1 ≥ α > 0. The amplitudes A Λ = ν J ν /2∆ε ν with couplings J ν = J lm now depend explicitly on the particular spins that are flipped on the trajectory. To show that the system is still nonergodic, it is sufficient to consider an upper bound for |A Λ | obtained by replacing J lm → J by its nearest-neighbor contribution. Following the same steps as above, this implies P (|A 1 | > C) → 0 for N → ∞, because J decays faster than J/N 1−α for 0 < α < 1 and faster than J/ log(N ) at the critical value α = 1.
Summarizing, the statistics of resonances reveals the structure of the eigenstates in the disordered long-range Ising model. Resonances between nearest-neighboring spin configurations are vanishingly sparse in the thermodynamic limit [see discussion below Eq. (7)]. Hence, eigenstates occupy only a vanishing fraction of Hilbert space and are therefore nonergodic. But, remarkably, eigenstates are still extended as there is always at least one resonant trajectory connecting a root spin configuration to one site in generation Λ with Λ 1. Conclusions.-We have shown numerically and analytically that long-range Ising models enter a many-body localized phase for nonvanishing transverse-field disorder at infinite temperature. Consequently, these systems are nonergodic throughout the entire spectrum.
Moreover, in Eq. (3), we have introduced an experimentally accessible observable that measures distances in Hilbert space and thus accesses fundamental properties of many-body localized phases. A straightforward sequence to measure it, applicable to various experimental platforms, would be as follows: (1) initialize all spins in the ↑ state; (2) time evolve under a given realization of the random long-range Ising model; (3) measure the mean magnetization; and (4) average the results over disorder realizations.
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Supplemental Material to
Many-body localization and quantum ergodicity in disordered long-range Ising models
In this supplemental material, we provide methodological details for both the calculation of the statistics of resonances and the nonequilibrium dynamical renormalization group (ndRG).
A: STATISTICS OF RESONANCES
Without the Ising coupling between the spins (J = 0), the Hamiltonian Eq.
(1) of the main text becomes purely local and its eigenstates are the spin configurations |s = |s 1 , . . . , s N with |s l = | ↑ , | ↓ . Within standard perturbation theory, for nonzero spin interactions (J > 0), the lowest-order correction to the eigenstates connects states with Hamming distance 2 that can be reached by flipping two spins via the interaction, i.e., states |s and |s with V s,s = 0 in Eq. (2) . For the statistics of resonances as given in main-text Eq. (8), however, we are also interested in states separated by large Hamming distance, which is far beyond low-order perturbation theory. In the following, we provide a general scheme for determining amplitudes for far distant spin configurations.
For J > 0, the Ising Hamiltonian H Ising can be diagonalized approximately using a Schrieffer-Wolff transformation [47] ,
up to perturbative corrections of the order J 2 /W . The generator S of the transformation is chosen such that
If |s is an eigenstate of H 0 , then |s = e S |s is an (approximate) eigenstate of H Ising . Expanding the exponential e S , we get |s = ∞ n=0 S n |s /n!, where S n contains all contributions of the order (J /W ) n . For a given n, S n |s can be decomposed into individual processes connecting the configuration |s to other configurations. A specific process reaching state |s at a distance 2Λ will have the amplitude
The details of the particular process are contained in the combined index ν = (l, m), which keeps track of the spins in real space that have been flipped on the trajectory, with J ν = J lm and ∆ε ν = ±h l ± h m . The signs in ∆ε ν depend on whether the spins on sites l and m have been flipped from ↑ to ↓ or vice versa. This sign, as well as the overall phase ϕ Λ , however, will not be important for what follows, because we will only be interested in the magnitude of the objects A Λ . For α = 0, we have that J ν = J , and randomness enters only via the energy denominators, i.e., for the statistics of the amplitudes A Λ we need the distribution D Λ of the denominators,
Let us first consider hopping processes between nearest-neighboring Hilbert-space sites, i.e., Λ = 1. For h l ∈ [−W, W ] uniformly distributed, the probability distribution P (|D 1 |) for the absolute value |D 1 | can be calculated straightforwardly, yielding P (
the result quoted in Eq. (6) of the main text. For the derivation, see also Ref. [5] .
For multiple hopping processes, the situation is in general much more difficult. For the considered trajectories, which include only hopping processes that increase the generation (see main text), however, the energy denominators are independent random variables. Let us first introduce new variables x ν = log(W/∆ε ν ). The probability distribution for X = ν x ν is then obtained via Fourier transformation, P Λ (X) = dx 1 . . . dx Λ P 1 (x 1 ) . . . P 1 (x Λ )δ(X − ν x ν ) = 1 2π dµe
with P 1 (x) = (2e −x − e −2x )/2. We get for the Fourier transform P 1 (µ) = dxP 1 (x)e −iµx = 2 iµ+1 [(1 + iµ) −1 − (2 + iµ)
−2 ]. For Λ 1, one can use a saddle-point approximation to obtain P Λ (X). The saddle point µ * occurs at µ * = i 1 2x 2 − 3x + x 2 + 4 , x = X Λ + log(2) > 2.
Performing the saddle-point integral, one obtains 
Integrating from some constant C to infinity gives the probability used in Eq. (7) of the main text.
B: NONEQUILIBRIUM DYNAMICAL RENORMALIZATION GROUP (NDRG)
In this section, we provide the methodological details for the nonequilibrium dynamical renormalization group (ndRG) [9] . The ndRG is an iterative coarse-graining procedure, designed to provide analytical access to the full time-evolution operator U(t) = T e −i t 0 dt H(t ) (10) of complicated many-body problems. Here, H(t) denotes the potentially time-dependent Hamiltonian of the system, and T is the time ordering prescription. In the present case, we study a quantum quench scenario: initially, the system is prepared in a specific spin configuration |s , and we are interested in the time evolution with the full long-range Ising Hamiltonian H Ising , given in Eq. (1) of the main text.
Starting from the large-disorder limit W J, we aim at eliminating the Ising couplings iteratively. As we will see when benchmarking against exact diagonalization [see Figs. (1,2) of the main text], the ndRG results match remarkably well also in the limit W/J = O(1). Let Ω be a high-energy cutoff, and let H
