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As protein complexes must remain in their native
conformations at habitat temperatures, thermal
adaptation requires adjustment of their parts and
interactions between them. Based on independent
sets of structural templates and sequences of 127
complete prokaryotic proteomes with optimal
growth temperatures from 8C to 100C, we per-
formed proteomic homology modeling of complexes
and analyzed peculiarities in their traits related to
thermal adaptation.We explore compositional deter-
minants of thermostability of protein complexes
based on the model of stability including negative
and positive components of design. We show that
positively charged amino acids play an important
role in protein complexes, working in negative design
against misfolded conformations and aberrant
assemblies and contributing to positive design by
stabilizing both the native interface and the overall
structure of the complex. Aggregation propensity of
interfaces is higher than that of surfaces and the
difference between them increases with optimal
growth temperature securing native complexes in
hot environments.
INTRODUCTION
Protein complexes are critical in many cellular processes; there-
fore, characterizing protein-protein interactions is an inevitable
step in understanding molecular mechanisms behind biological
functions. A number of experimental and computational
approaches, ranging from characterization of individual protein
complexes to detecting protein interactions on the whole-
genome scale, have been developed recently (reviewed in
Shoemaker and Panchenko, 2007a, 2007b). In protein
complexes, stability of individual chains is complemented by
the stability of interfaces. The interface is a distinct feature of
protein complexes, modifying the model of stability in
complexes compared to that of monomeric proteins. It also
presumably invokes additional specificmechanisms for prevent-
ing aberrant assemblies and securing native protein-protein
interactions. It has been found, however, that the major factors
stabilizing protein-protein interfaces (Levy and Pereira-Leal,Structure 18,2008; Maugini et al., 2009; Tronelli et al., 2007), hydrophobic
and electrostatic interactions, are also the main driving forces
leading to aberrant assemblies (Pechmann et al., 2009). The
latter puts a cell under the harm of malfunction or even death
that causes an evolutionary pressure to quest for mechanisms
working against non-native protein-protein interactions. The first
question, therefore, is whether individual chains, interfaces
between them, or both are under the selection for higher stability.
Second, it is important to understand what happens to native
interfaces under increased environmental temperatures. Addi-
tionally, there are two major types of natural protein assemblies:
obligatory and transient. Obligatory complexes are permanent
associations that fold upon binding and have large interfaces
(Jones and Thornton, 1996). Transient ones consist of indepen-
dently folded domains that dock to each other temporarily with
small interfaces, and it has been proposed that they are typically
heterocomplexes (Mintseris and Weng, 2003). Whether they
obey the same model of stability and specificity or not is also
an open question.
There has recently been a visible shift in studies of thermo-
philic adaptation of proteins from considering individual factors
and mechanisms (Berezovsky et al., 2005; Greaves and
Warwicker, 2007; Jaenicke and Bohm, 1998; Schweiker and
Makhatadze, 2009; Tokuriki et al., 2009) to developing consis-
tent physical models (Berezovsky and Shakhnovich, 2005;
Berezovsky et al., 2007; England et al., 2003; England and
Shakhnovich, 2003; Glyakina et al., 2007). A strong connection
between physics and evolution of thermophilic adaptation has
been revealed by unfolding simulations of meso- and thermo-
philic homologs combined with high-throughput survey of crys-
tallized proteins and complete proteomes (Berezovsky and
Shakhnovich, 2005). Recently, a physical model of protein
design (Berezovsky et al., 2007), which establishes the depen-
dence between amino acid composition and thermal conditions
of the environment, has been developed. In this minimalistic
statistical model of protein stability, the stability of the protein
native state is determined by the energy gap (DE) between the
native state and the lowest-energy misfolded structure
(Shakhnovich, 2006). According to the Boltzmann factor ex-
p(DE/kBT), thermophilic proteins should have a greater energy
gap in order to maintain uniqueness and stability of the native
state at elevated temperature (Shakhnovich, 2006; Berezovsky
et al., 2007). Positive design decreases free energy of the native
state by strengthening attractive interactions between hydro-
phobic residues in the densely packed cores and by forming
additional salt bridges between charged residues on the surface.
Negative design works against misfolded conformations, where819–828, July 14, 2010 ª2010 Elsevier Ltd All rights reserved 819
Table 1. Correlation Coefficients (p values < 103) between Fractions of Amino Acid Types and OGTs of Corresponding Organisms
in Different Parts of Protein Complexes and Monomers
Charged Hydrophobic Polar Aromatic Negatively Charged Positively Charged
Mintz data set
Interface 0.61 0.71 0.79 0.67 – 0.64
Surface 0.73 0.45 0.81 0.68 0.33 0.67
Intermediate 0.72 0.28 0.60 0.39 0.44 0.79
Core 0.66 – – – 0.50 0.72
Overall 0.69 0.53 0.77 0.56 0.31 0.67
Bordner data set
Interface 0.61 0.75 0.79 0.72 0.27 0.67
Surface 0.72 0.51 0.81 0.73 0.36 0.67
Intermediate 0.73 0.35 0.59 0.40 0.54 0.75
Core 0.63 – – – 0.46 0.73
Overall 0.69 0.60 0.76 0.59 0.36 0.67
Monomers
Surface 0.71 0.59 0.81 0.67 0.32 0.68
Intermediate 0.48 0.61 0.70 – – 0.49
Core – – – – – –
Overall 0.69 0.67 0.79 0.33 0.32 0.67
See also Table S1.
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Thermophilic Adaptation of Protein Complexesnon-native contacts between charges of the same sign increase
energies of misfolds. An ‘‘opening’’ of the energy gap from both
sides by positive and negative design causes a specific adjust-
ment of amino acid composition in proteins undergoing thermal
adaptation: use of both ends of the hydrophobicity scale, i.e.,
strongly hydrophobic and charged residues at the expense of
polar ones (Berezovsky et al., 2007). The model thus unveiled
a specific ‘‘from both ends of hydrophobicity scale’’ thermophilic
trend in amino acid compositions in response to elevated envi-
ronmental temperatures. In this model, however, interactions
between proteins are not taken into account and all structures
are considered to be independent.
In order to draw a physical model of thermal adaptation in
protein complexes, we analyze structures and sequences using
representative sets of crystallized proteins and a wealth of pro-
teomic data. We carry out a comprehensive analysis of the rela-
tionship between optimal growth temperature (OGT) of the
organisms and amino acid composition of their proteomes,
factors comprising aggregation propensity, and mutual informa-
tion (MI) in protein-protein interfaces. The whole-proteome
homology modeling of complexes is performed for 127 prokary-
otic species with OGTs from 8C to 100C. In order to obtain
unbiased and reliable results, two independently derived sets
of protein complexes with high-quality interfaces (Bordner and
Gorin, 2008; Mintz et al., 2005) are used as structural templates
for homology modeling.
We show here that thermal adaptation in protein complexes is
a concerted action of interactions stabilizing individual domains
and interfaces between them, increasing specificities of the
latter and fortifying mechanisms against aberrant assemblies.
Similarly to thermostabilization of monomeric proteins, both
positive and negative components of design work in adaptation
of complexes (Berezovsky et al., 2007). In complexes, however,
the model of protein stability is modified and extended by820 Structure 18, 819–828, July 14, 2010 ª2010 Elsevier Ltd All rightincluding new components related to the stability of the native
interfaces and prevention of non-native ones. We discuss how
the observed temperature-dependent changes in sequence/
structure determinants of physical interactions can help to
understand physical principles that govern specificity of native
protein-protein interfaces, stability of the overall complex
structures, and their thermostabilization. In particular, we found
that positively charged amino acids in domains of protein
complexes play an extended role in negative design. In addition
to negative design against misfolded conformations like in
monomeric proteins (Berezovsky et al., 2007), positive charges
in complexes work in the negative design against aberrant
assemblies of misfolded domains, non-native interfaces
between native domains, and interactions between native and
misfolded domains.
RESULTS
The goal of this work is to systematically study thermophilic
adaptation of protein complexes. Complexes emerged en route
of protein evolution from random interactions between already
existing individual domains. Therefore, one has to compare all
the results obtained for complexes with corresponding data for
monomeric proteins. The key procedure of this work is modeling
homological complexes in organismswith different OGTs, where
sets of known protein complexes are used as structural
templates. As this procedure is applied to complete sets of
protein-coding sequences, we call it proteomic homology
modeling.
Analysis of Crystallized Meso- and Thermophilic
Complexes and Monomers
We gained preliminary information on thermophilic trends in
protein complexes by analyzing sets of crystallized proteins reserved
Figure 1. Correlation between Proteomic
Aggregation Propensities and Optimal
Growth Temperature
Charts show correlation for interface (A) and
surface (B) and differential aggregation propensi-
ties (C) (DAP = APinterface – APsurface). Correlation
is calculated for both data sets: Mintz (left) and
Bordner (right). Each black dot represents a pro-
teome; the line is a linear fit; the correlation coeffi-
cient (R) and the corresponding p value (p) are in
the corner. See also Figure S1.
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Thermophilic Adaptation of Protein Complexescomplexes belonging to different thermal groups. The amino
acid compositions in the core, intermediate, surface, and
interface parts of mesophilic and thermophilic proteins were
compared using Wilcoxon test. The residues with significant
difference (p < 0.05) are presented in Table S1A (available online)
(complete results of the comparison of amino acid compositions
in crystallized proteins are available by request), which supports
conclusions obtained in proteomic homology modeling reported
in Table 1. Overall, thermophilic trends in amino acid composi-
tions of monomeric proteins and complexes are similar. In
general, charged residues (E, K, and R) and some hydrophobic
residues (I, V, and Y) are more frequent in thermophilic proteins
than in mesophilic ones, while polar residues (A, H, N, Q, S,
and T) are underrepresented. Interestingly, Lysine and Arginine
are overrepresented in the cores of complexes, but not in mono-
mers. The differential aggregation propensity of the interface
compared to the surface (DAP = APinterface – APsurface) is calcu-Structure 18, 819–828, July 14, 2010lated for crystallized structures of protein
complexes from meso- and thermophilic
organisms. The distribution of differential
aggregation propensity is shifted toward
higher values in thermophilic complexes
compared tomesophilic ones (Figure S1),
indicating a higher specificity (relative
aggregation propensity) of the thermo-
philic interfaces and corroborating corre-
lation of relative aggregation propensity
with OGT revealed by the proteomic
homology modeling (Figure 1). MI also
points to a higher specificity of thermo-
philic interfaces based on contact pattern
(Table S3). The results obtained for
natural crystallized complexes provided
preliminary insight into thermophilic
trends and, more importantly, serve as
a reference for checking consistency of
the proteomic homology modeling.
Amino Acid Compositions and
Predictors of Thermal Adaptation
from the Whole Proteome
Homology Modeling
The most pronounced difference
between complexes and monomeric
proteins is observed in their intermediate
parts (Table 1): (1) the correlationbetween fractions of charged residues and OGT is higher in
complexes (R = 0.72 for Mintz and 0.73 for Bordner sets) than
in monomers (R = 0.48); (2) fractions of hydrophobic residues
are not correlated with OGT in complexes, but correlated in
monomers (R = 0.61); (3) aromatic residues yield correlation
with OGT in complexes (R = 0.39 and 0.40), but not inmonomers;
(4) the correlation of positively charged amino acids with OGT
in complexes (R = 0.79 and 0.75) is higher than in monomers
(R = 0.49). Additionally, there is a correlation between the fraction
of charged residues in the core of complexes and OGT (most
pronounced for positive charges, R = 0.72 and 0.73), but not in
monomers (R = 0.29). We specifically considered subsets of
homo- and heterointerfaces in Mintz and Bordner data sets.
Thermophilic trends in homo- and heterointerfaces are the
same (Table S1B). In homointerfaces correlations are slightly
stronger, which is a consequence of the symmetry (Anashkina
et al., 2007).ª2010 Elsevier Ltd All rights reserved 821
Table 2. OGT Predictors Calculated Based on the Standardized
(Z Score) Frequencies of Amino Acids in Different Parts of the
Modeled Protein Complexes and Monomers from 127 Proteomes
Data Set Structural Part Predictor R
Mintz Interface ILPVW NY DEKR 0.91
Surface W Y EKR 0.92
Intermediate ILPV Y EKR 0.92
Core IV AY K 0.83
Overall IVW Y EKR 0.93
Bordner Interface FIVW Y ER 0.92
Surface W Y EKR 0.93
Intermediate IV AY KR 0.90
Core IV AY K 0.83
Overall IVW AY EKR 0.93
Monomers Surface W Y EKR 0.92
Intermediate ILPV Y E 0.90
Core IV 0.76
Overall IPV Y EKR 0.92
An OGT predictor is a combination of amino acids that has the highest
correlation with OGT. R is the OGT correlation coefficient. Bold, hydro-
phobic; underlined, polar; italic, charged residues. See also Table S2
and Figure S2.
Table 3. Correlations between Normalized Mutual Information
(MIcontrast) in the Interface and OGT
Scheme
R
Mintz/Bordner
P Value
Mintz/Bordner
All 20 amino acids 0.43/0.53 6 3 107/2 3 1010
Charged and others 0.52/0.57 3 3 1010/2 3 1012
Hydrophobic and others 0.27/0.22 3 3 103/102
Polar and others – –
Aromatic and others 0.30/0.24 4 3 104/7 3 103
MI is calculated for the interactions between different groups of amino
acids and is corrected by subtracting the MI calculated for random inter-
actions with preserved amino acid composition. Correlation coefficients
(R) and the corresponding p values are given for each scheme based on
both data sets. See also Table S3.
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Thermophilic Adaptation of Protein ComplexesIt has been shown earlier that the predictor of OGT is a set of
amino acids that is most beneficial for thermal adaptation and its
total fraction has the highest correlation with OGT (Zeldovich
et al., 2007). In general, complexes and monomers have similar
predictors of OGT (Table 2), which are in good agreement
with the IVYWREL predictor obtained earlier (Zeldovich et al.,
2007). Here we use an improved z score OGT predictor that
takes into account different variances of amino acids caused
by other than OGT environmental factors (see Experimental
Procedures; Figure S2 and Table S2). Surface predictors are
identical for complexes and monomers; however, predictors
for other parts of structures are different. In complexes, the
predictor for intermediate parts has positive charges (both
Arginine and Lysine). Lysine is also present in the predictor for
core in complexes, but not in monomers. The presence of posi-
tive charges in the predictors for intermediate and core in
complexes agrees with compositional correlations (Table 1). It
is tempting to hypothesize, therefore, that positive charges
packed in the interior play a specific role in the stability of protein
complexes.822 Structure 18, 819–828, July 14, 2010 ª2010 Elsevier Ltd All rightInterface Is a Distinct Attribute of Protein Complexes
Interfaces in protein complexes have to be adjusted in thermal
adaptation along with other parts of the globule. There are two
connected factors contributing to uniqueness and stability of
the native interface: aggregation propensity in the interface
and specificity of the interface’s contacts. At elevated tempera-
tures, interface components should be prone to interact more
strongly, albeit in a specific way that excludes aberrant assem-
blies with non-native partners and/or interfaces. Therefore, one
can expect a tuning of aggregation propensity in the interfaces
and selection of specific stabilizing contacts.
We use here a commonly accepted definition of aggregation
propensity as the measure of the tendency to form an interface
and as the measure of the interface’s strength. Figure 1 shows
that with increasing OGT, aggregation propensity increases in
the interface (APinterface) and decreases on the surface (APsurface),
resulting in an increase in the differential aggregation propensity
(DAP = APinterface – APsurface). These data are supported by
Figure S1, which contains comparison of distributions of differ-
ential aggregation propensity in crystallized meso- and
thermophilic complexes. Positive OGT correlation of differential
aggregation propensity yields stronger selection against aber-
rant assemblies under elevated environmental temperature. It
appears that the hydrophobicity term is the major contributor
to the correlation between aggregation propensity and OGT
(Figure 2; Table S4). To understand which interactions are the
most important for interface stability we analyzed MI, which
measures the degree of specificity of interactions stabilizing
the interfaces (Table 3 supported by Table S3 with data forFigure 2. Correlation between Differential
Hydrophobicity of the Proteomes and OGT
Correlation is calculated for Mintz (left) and Bord-
ner (right) data sets. Hydrophobicity was found
to be the main contributing factor to the aggrega-
tion propensity. Each black dot represents a pro-
teome; the line is the linear fit; correlation
coefficients (R) and the corresponding p values
(p) are in the corner. See also Table S4.
s reserved
Figure 3. Components of Hydrophobicity
and Their Correlations with OGT
Differential hydrophobicity (DH = Hinterface –
Hsurface) of charged DHc (A), polar DHp (B), and
hydrophobic residues DHh (C) is calculated for
proteomes modeled based on two datasets: Mintz
(left) and Bordner (right). The corresponding corre-
lation coefficient (R) and p value (p) are in the
corner. Black points on the plots represent pro-
teomes. Kyte and Doolittle hydropathy scale
(Kyte and Doolittle, 1982) is used to calculate
differential hydrophobicities and is given as a refer-
ence (the color bar on the left side). Charged resi-
dues have the lowest negative values of hydro-
phobicity and are the main contributors to DH,
which in turn is the dominating component of the
aggregation propensity.
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Thermophilic Adaptation of Protein Complexescrystallized complexes). We found that MI calculated for all
residue types is positively correlated with OGT, pointing to an
adjustment of the interfaces’ contacts. Importantly, the growth
of MI is mostly driven by the contacts involving charged residues
(Table 3).
How do these two observations, namely, hydrophobicity as
the major determinant of the interface and charged residues as
providers of the interface specificity, coincide with each other?
Is there any contradiction here, or is there a hidden connection
between the hydrophobicity of interfaces and their enrichment
with charged residues? To answer these questions we consider
the hydrophobicity scale as a spectrum of amino acids consist-
ing of three parts: extremely hydrophilic (charged: D, E, K, and
R), polar (A, G, H, N, Q, S, T, and Y), and hydrophobic (C, F, I,
L, M, P, V, and W). Figure 3 shows correlations of the compo-
nents of hydrophobicity corresponding to hydrophobic (DHh),Structure 18, 819–828, July 14, 2010polar (DHp), and charged (DHc) parts
with OGT. Charged residues (DHc) yield
the strongest correlation with OGT.More-
over, positively charged residues (DHc+)
are the major contributors to this correla-
tion (Figure 4). It should be noted,
however, that the differential propensity
(DHc+) does not work the same as the
differential aggregation propensity. Both
interfaces and surfaces are enriched
with charges under elevated tempera-
tures, which is reflected in the strong
negative correlation of Hc+interface and
Hc+surface (Figures 4A and 4B) with OGT.
However, the amount of positive charges
in the interface increases slower than that
on the surface, resulting in a positive
correlation between DHc+ and OGT
(Figure 4C). Therefore, the hydropho-
bicity of interfaces increases with OGT
not only because of the enrichment of
hydrophobic amino acids, but as a conse-
quence of a slower growth of the fraction
of positive charges. Moreover, it appears
that charges at the interfaces of thermo-philic complexes are mostly involved in specific stabilizing inter-
actions (illustrated in Figure 5), which is reflected in the correla-
tion of MI with OGT for contacts involving charged residues
(Table 3).
DISCUSSION
We found that positively charged amino acids in the interiors of
folded domains and the increase of their amount with OGT are
distinct features of protein complexes. An elevated amount of
aromatic residues in the intermediate part apparently helps to
stabilize buried charges. Aggregation propensity of the core
and intermediate parts of complexes does not show any correla-
tionwith OGT (Table S4); however, it does increase (especially its
hydrophobic components) in the core and intermediate parts of
monomers. It appears that, contrary tomonomers wheremost ofª2010 Elsevier Ltd All rights reserved 823
Figure 4. OGT Correlations of the Hydro-
phobicity of Positively Charged Residues
Correlations ofDHc+with OGT for interface (A) and
surface (B) and between differential hydrophobic-
ities of positively charged residues and OGT (C)
(DHc+ = Hc+interface – Hc
+
surface). Correlation is
calculated for both data sets: Mintz (left) and Bord-
ner (right). Each black dot represents a proteome.
Charged residues have negative values of hydro-
phobicity; therefore, when the proportion of posi-
tively charged residues increases with OGT, the
Hc+ decreases. But the number of positive
charges grows slower on the interface than on
the surface, which results in an increasing differen-
tial DHc+. Positive charges contribute extensively
to hydrophobicity and, consequently, to differen-
tial aggregation propensity.
Structure
Thermophilic Adaptation of Protein Complexesthe aggregation-prone regions are buried in the interior in order
to stabilize native structure, to improve solubility, and to reduce
a chance for non-native protein-protein interactions (Tartaglia
et al., 2008), protein complexes have modified mechanisms of
stability and measures to prevent aberrant assemblies. We
show that there is no contradiction between stability of
complexes and a lower hydrophobicity than in monomers and
increase in the amount of buried positive charges as OGT
increases. Isom et al. (2008) found that the hydrophobic interior
of proteins has intrinsically high tolerance for charged residues
and mutants with hydrophobic residues replaced by ionizable
ones remain in the native conformation without abolishing enzy-
matic activity. Worth and Blundell (2009) also showed that the
buried charged residues with main-chain hydrogen bond satis-
faction can be even more conserved than the buried hydro-
phobes. Thus, an increased number of charges stabilized by
additional hydrogen bonds in the core and intermediate parts824 Structure 18, 819–828, July 14, 2010 ª2010 Elsevier Ltd All rights reservedis apparently a distinct feature of protein
complexes. The interiors of monomeric
proteins are mostly stabilized by hydro-
phobic interactions, which is reflected in
the correlation of fraction of hydrophobes
(Table 1) and hydrophobic component of
aggregation propensity (Table S4) with
OGT.
Stabilization of protein domains and
interfaces between them is, however,
only a partial prerequisite for thermal
adaptation of protein complexes, as
securing native interfaces and preventing
aberrant assemblies are also crucial. OGT
correlations of aggregation propensity
and its components in different parts of
folded chains reveal differences between
monomers and complexes. The fraction
of positively charged residues in the inter-
faces increases slower than on the
surface, providing higher specificity of
the former. In other words, there is an
apparent selection against the undesired
repulsion that may be caused by same-sign charges, while charges necessary for forming specific
contacts stabilizing the interface are present. Figure 5 illustrates
strategic placement of additional charges in the interface of a
hyperthermophilic oxidoreductase that forms stabilizing
charge-charge interactions. In its mesophilic homolog, the
number of charges is smaller and they do not form opposite-
charge pairs. Schematically, charges in the core and interme-
diate parts of complexes (Figure 6A) work in negative design
against non-native interfaces where they cause repulsion
between misfolded chains of protein complexes (Figure 6B),
between non-native interfaces of native domains (surface
charges; Figure 6C), or between native and misfolded domains
(Figure 6D). Thus, there are two factors contributing to the
stability of interfaces and to the prevention of aberrant protein
complexes: slower enrichment of positive charges at interfaces
than at surfaces with increasing OGT and a temperature-corre-
lated bias toward positively charged residues in the interiors of
Figure 5. Structural Comparison between Interfaces in Homologous
Mesophilic and Hyperthermophilic Complexes
(A) b-Ketoacyl reductase from Pseudomonas aeruginosa (PDB ID 2b4q) with
OGT 37C; (B) dehydrogenase/reductase family protein from Aeropyrum
pernix K12 (PDB ID 2z1n) with OGT 95C. These structures are homologous
homodimeric oxidoreductases. Complexes are shown as semitransparent
surfaces and backbones are represented as ribbons. Heavy atoms of charged
residues in the interfaces are represented as colored spheres: red for positive
charges and blue for negative charges. Charge-charge contacts are highly
specific (arranged in pairs of opposite charges) in the thermostable structure
(B) compared to the mesophilic homolog (A).
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Thermophilic Adaptation of Protein Complexeschains. Surfaces of protein complexes also contribute to select-
ing native interfaces and to preventing aberrant assemblies,
which is reflected in the fine tuning of the correlation between
differential aggregation propensity and environmental tempera-
ture.
Taken together, the factors working for stability and against
aberrant assembly comprise a model of thermal adaptation of
protein complexes, which is a logical extension of the minimalis-
tic physical model of thermal adaptation in monomeric proteins
(Berezovsky et al., 2007). The original model is based on two
major components of design, positive and negative. In the
case of thermal stabilization of protein complexes this model
has to be changed because of the requirements of stability
and specificity of interfaces and additional demands on prevent-
ing aberrant assembly. Strengthening of attractive interactions
between strong hydrophobes in the core and additional salt
bridges on the surface constitute positive design. Repulsion
between charges of the same sign in misfolded conformations
(Figure 6B), in non-native interfaces (Figure 6C), and in contacts
between native and misfolded domains (Figure 6C) provides
a negative component of design. We explain our model of
thermal adaptation for protein complexes, using homodimersStructure 18,as illustration (Figures 5 and 6). The generality is not lost, as
similar thermophilic trends for homo- and heterointerfaces
(Table S1B) as well as for the higher oligomers are observed.
Overall thermophilic trends in protein complexes are similar to
ones in monomers (Tables 1 and 2) and show increases with
OGT fractions of hydrophobic and charged residues. These
trends reveal contribution of positive and negative design to
stability of individual chains forming complexes (Figure 6). Addi-
tional charges in their interiors are necessary for preventing
aggregation between misfolded conformations. Figure 6B illus-
trates a situation where positively charged Lysines (orange trian-
gles) repel each other when they are located on the surfaces of
misfolded chains. These charges may well end up in the chains’
interiors, either core or intermediate parts, when chains adopt
native conformations. Additional positive charges on the
surfaces work against aberrant assemblies between native
domains interacting via non-native interfaces (Figure 6C). Finally,
positive charges from the interiors and those from the surfaces
provide negative design against aberrant assemblies of native
and misfolded domains (Figure 6D).
It is important to note that the above model of thermal adapta-
tion is generic for both obligatory and transient complexes. There
is a principal difference in mechanisms of their folding and
complex formation: in the former, chains fold and bind to one
another simultaneously; in the latter, they fold then dock. Positive
charges in the interiors of obligatory complexes are necessary
for repulsion between misfolded chains and between misfolded
and native domains during the folding-binding process (Figures
6B and 6D). Chains of transient complexes fold independently,
similar tomonomers; therefore, existence of charges in their inte-
riors may seem unnecessary. However, importance of buried
positive charges becomes obvious, considering consequences
of aberrant assembly for complexes compared to monomers.
Aggregation of monomeric proteins leads with a high chance
to their exclusion from the cellular processes. Misfolded protein
complexes can become even more harmful to the cell if their
conformations are close to native. The excess of positive
charges in the interiors of transient complexes is necessary to
prevent even slightly misfolded chains from the aberrant
assembly with a properly folded partner (Figure 6D). There are
no sufficiently large sets where obligatory and transient
complexes are separated. However, based on the statistical
analysis performed earlier (Mintseris and Weng, 2003) on the
relationship between interface size and complex type (obligatory
or transient), distributions of the interface sizes obtained here
(Figure S3) suggest that both obligatory and transient complexes
are present in Mintz and Bordner data sets. Additionally, an
equal presence of homo- and heterocomplexes in these data
sets (Table S1B) and similarity of thermophilic trends obtained
for them also support the generic mechanism of thermal adapta-
tion for obligatory and transient complexes, as it is agreed that
transient complexes are restricted to heteromers only (Mintseris
and Weng, 2003).
To summarize, thermophilic adaptation of protein complexes
combines stabilization of individual chains and interfaces
between them and fortifies mechanisms for preventing misas-
sembly. All these components are secured by the negative and
positive design working together for widening a gap between
free energy of the native state and free energies of misfolded819–828, July 14, 2010 ª2010 Elsevier Ltd All rights reserved 825
Figure 6. Schematic Illustration of Positive and Negative Design Strategies in Thermal Adaptation of Protein Complex
Native homodimer (A), misfolded one (B), non-native interface between native domains (C), and interaction between native and misfolded domains (D). For indi-
vidual chains, positive design decreases the energy of the native conformation by strengthening hydrophobic interactions in the interior (blue) and forming addi-
tional salt bridges between ionizable side chains on the surface (red) while negative design increases the energy of the misfolded chains. In complex formation,
positive charges buried in the native domains (orange Lysines on the scheme) will repel each other when they are located on the surfaces of misfolded chains (B);
additional charges on the surface (magenta Lysines and Arginines) prevent non-native interfaces between native domains (C); and both buried (orange) and addi-
tional surface (magenta) residues also work in negative design against aberrant assemblies of native and misfolded domains (D).
Structure
Thermophilic Adaptation of Protein Complexesconformations under the increase of OGT. Positive charges in
the interior of chains forming complexes prevent assembly of
misfolded chains. Slower enrichment of interfaces than surfaces
with positive charges helps to form stabilizing interactions
involving charged residues. The increasing fraction of positively
charged residues on the surface decreases its aggregation
propensity, thereby preventing aberrant assemblies. Thermo-
philic trends are universal for obligatory and transient complexes
and reflect the most important physical mechanisms and their
sequence/structure determinants. They may be instructive,
therefore, in prediction of protein-protein interactions and exper-
imental efforts on design of protein complexes with required
stability.EXPERIMENTAL PROCEDURES
Sets of Crystallized Complexes Used as Templates
The two largest non-redundant sets of protein complexes, called here and
below Mintz (Mintz et al., 2005) (downloaded from http://bioinfo3d.cs.tau.ac.
il/Interfaces/Non-Redundant/) and Bordner (Bordner and Gorin, 2008) (ftp://
pins.ornl.gov/pub/pins/), are used as templates in proteomic homology
modeling. The Mintz data set includes 2907 protein structures with 3667 bio-
logical interfaces, and the Bordner data set contains 3798 interfaces. For
comparison, a data set of single-chain proteins (1960 structures) was collected
from the PDB according to the following criteria: (1) single-chain protein826 Structure 18, 819–828, July 14, 2010 ª2010 Elsevier Ltd All rightwithout associated DNA or RNA; (2) X-ray structure with resolution %2 A˚;
(3) sequence identity between chains is lower than 30%. The distributions of
sizes of protein chains in all three data sets are similar (data not shown; avail-
able by request). Judging by the size distributions of interfaces, both the Mintz
and the Bordner data sets contain obligatory and transient complexes
(Figure S3). We checked that all compositional trends, predictors, and OGT
correlations are consistent between the two data sets.Crystallized Protein Complexes and Monomers with Known OGT
Protein X-ray structures (list of PDB codes is available by request) from
prokaryotes (both archaeal and bacterial species) with known OGT (available
by request) were downloaded from the PDB database and were classified into
meso (OGT < 50C) and thermo (OGT R 50C) groups. The decision of
whether a PDB entity is a complex or a monomer was made using the Protein
Quaternary Structure database (Henrick and Thornton, 1998). In total, 621
mesophilic complexes with 1859 interfaces, 477 thermophilic complexes
with 1503 interfaces, and 305 mesophilic and 231 thermophilic monomers
were obtained.
Structural Analysis
The NACCESS program (Hubbard and Thornton, 1993) is used for classifying
residues in different positions of the protein globule. Residues with zero
solvent accessible surface area (SASA) are classified as core, residues with
SASA >25% are on the surface, and the rest belong to the intermediate part
(Table S1C). The interfaces in complexes consist of residues that have their
heavy atoms in contact with those of the counter-chain (the cut-off distance
for the contact is 5 A˚) (Kim et al., 2006).s reserved
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The aim of the modeling procedure is to find complexes in proteomes with
different OGTs, which are homologs to structural templates. The sequences
of the structural templates in Mintz and Bordner data sets are used as query
sequences in the BLAST alignment against complete sets of protein coding
sequences from 127 organisms (here and below they are called complete pro-
teomes or proteomes; the list is available by request). BLAST matches should
satisfy the following criteria to be used inmodeling: (1) thematching segment is
longer than 50 residues; (2) it covers at least 70% of the query sequence;
(3) sequence identity is higher than 30%. Sequences of structural templates
are replaced with BLAST matches that satisfy the above requirements. The
average number of matches in each proteome is 445 for Mintz, 513 for Bord-
ner, and 267 for monomeric data sets. In case of multiple matches, all the
matched sequences are used in the calculation of amino acid composition.
Results of the modeling for every complex are used in further analysis only if
both sides of the interface are covered. Table S1C shows fractions of residues
in different parts of monomers and complexes and fractions of residues that
are replaced in homology modeling.
OGT Correlations of Amino Acid Compositions
Residues of modeled proteins were classified into different types: charged (D,
E, K, and R), hydrophobic (C, F, I, L, M, P, V, and W), polar (A, G, H, N, Q, S, T,
and Y), and aromatic (F, W, and Y). We correlated amino acid content sums
based on the above classification (Table 1) with OGT separately for different
structural parts of the protein globule. The sufficiency and robustness of these
correlations were assessed by randomly reassigning OGTs to the proteomes
1000 times (yields no correlation) and by random sampling 70 of 127 pro-
teomes 1000 times (shown in Table S1D). Homointerfaces were separated
from heterointerfaces based on 95% sequence identity (determined by bl2seq
program) of the chains.
Z Score OGT Predictor
We introduced here a ‘‘z score’’ predictor of OGT, which takes into account
different variance of individual amino acids. Adaptation of organisms to
temperature is reflected in the amino acid composition of the proteome, which
varies greatly across species. Earlier work (Zeldovich et al., 2007) showed that
the predictor is a simple way to highlight the amino acids beneficial for thermal
adaptation. It is calculated based on average proteomic amino acid composi-
tion C = {f1, f2,., f20}. In organism with P proteins, fi is the average observed
frequency of the amino acid i in the proteome:
fi =
PP
j = 1
Nji
PP
j = 1
Nj
;
where Nji is the number of amino acids of type i in protein j and Nj is the total
number of residues in protein j. The resultant effect of different combinations
of amino acids on thermal adaptation is measured as Pearson coefficient R
for correlation between temperature and aggregate frequency of selected
amino acids s:
OGT = b0 + b
X
i˛s
Ci + 3:
We test all meaningful combinations of amino acids (in total 219  1) and
select the one with the best correlation. Due to the intrinsic bias in the genome
database toward bacterial parasites, three abundant temperatures are
excluded from the analysis: 26C, 30C, and 37C. Elimination of these
temperatures is not critical considering the wide range of represented OGTs:
from 8C to 100C. Previously, combination IVYWREL was found to be the
best predictor (R = 0.93) for all prokaryotic organisms (Zeldovich et al., 2007).
Despite its informative nature and predictive power, the above predictor has
an obvious drawback. In different combinations of amino acids, some of them
can outweigh contribution of others to thermal adaptation because of the
larger variance of their frequencies (Figure S2A). For example, the standard
deviation of Alanine is ten times greater than of Cysteine (Table S2A).
If frequencies Alanine and Cysteine are combined, all the effects of Alanine,
including those not related to temperature adaptation, would overweigh theStructure 18,effects of Cysteine. In order to equalize the individual changes in amino acid
frequencies andmake the effects comparable, we standardize the frequencies
for each organism g:
zgi =
fgi  <fi>
sfi
;
where i = (1, 2, ., 20) (Figure S2B). We have shown that the z score
predictor properly corrects for these differences (Tables S2B and S2C) and,
therefore, it better reflects contribution of amino acid combinations to thermal
adaptation.Aggregation Propensity of Interface and Surface
A rough indicator of aggregation propensity is constructed based on the previ-
ously determined factors and calculated for the segments on the surface and
interface (Table S4) of a protein structure with length longer than seven resi-
dues (Chiti et al., 2003; DuBay et al., 2004; Fernandez-Escamilla et al., 2004;
Tartaglia and Vendruscolo, 2008) and longer than seven and three residues
for intermediate and core parts (see Table S4B):
AP=
1
n
Xn
i =1
ðHi  Ai +BiÞ + 1
n 1
Xn1
i = 1
Pi ;
where n is the number of residues in a segment; Hi is the hydrophobicity of
residue i; Ai is the a helix propensity; Bi is the b sheet propensity; and Pi is the
score from the pattern of alternating hydrophobic and hydrophilic residues.
Kyte and Doolittle’s hydrophobicity scale is used (Kyte and Doolittle,
1982); a and b propensity of amino acids are taken from AAindex database
(Blaber et al., 1993; Kawashima et al., 2008; Kim and Berg, 1993). The Pi
score is calculated as follows: if two consecutive residues i and (i + 1) belong
to different classes [hydrophobic and hydrophilic (including charged and
polar)], then Pi = 1 or otherwise Pi = 0. The positive/negative signs before
the terms of hydrophobicity (Hi), a helix propensity (Ai), b sheet propensity
(Bi), and alternating hydrophobic/hydrophilic patterns (Pi) are assigned ac-
cording to their positive/negative contribution to the aggregation propensity
(Calamai et al., 2003; Chiti et al., 2003; Fernandez-Escamilla et al., 2004;
Pechmann et al., 2009; West et al., 1999). Differential aggregation propensity
is defined as the difference of aggregation propensity between interface and
surface. The proteomic average of aggregation propensities for interfaces
and surfaces and the differential aggregation propensity are correlated with
OGT. The correlations between individual factors of aggregation propensity
and OGT are also determined.Mutual Information as a Measure of Interface Specificity
The interface is characterized by contacts between residues, and MI reflects
specificity of these contacts (Khinchin, 1957):
MI=
X
x;y
fðx; yÞlog2
fðx; yÞ
fðxÞfðyÞ;
where f(x, y) is the frequency of the residue pair (x, y) in the interface and f(x) and
f(y) are frequencies of residues in opposite sides of the interface. The more
specific the interface, the higher the MI. A contrast is calculated following
the procedure developed previously (Cline et al., 2002) as the difference
between the MI of natural and randomized interfaces.SUPPLEMENTAL INFORMATION
Supplemental Information includes three figures and four tables and can be
found with this article online at doi:10.1016/j.str.2010.04.004.ACKNOWLEDGMENTS
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