Abstract We are concerned with optimal control strategies subject to uncertain demands. An Ornstein-Uhlenbeck process describes the uncertain demand. The transport within the supply system is modeled by the linear advection equation. We consider different approaches to control the produced amount at a given time to meet the stochastic demand in an optimal way. In particular, we introduce an undersupply penalty and analyze its effect on the optimal output in a numerical simulation study.
Introduction
In many real-world situations, taking uncertainty into account becomes more and more important. In the context of supply chain management, a need for appropriate control strategies under uncertainty naturally arises when it comes to production planning. The size and timing of product orders is often not known in advance. However, for a delivery on time, the production process needs to be started in advance. In this work, we tackle the challenging question of when to feed how many goods into a supply system to meet the stochastic demand. We use the framework of [3] , where a corresponding stochastic optimal control problem is set up in the context of electricity injection and extend it by introducing a penalty term into the cost function. This term penalizes a production not leading to demand satisfaction, i.e. an undersupply.
The main contribution of this work is to provide insight into the effect of an undersupply penalty on the optimal production plan. In a numerical simulation study, we highlight the effect for different penalty parameters.
Stochastic optimal control model for transport systems
An analysis of optimal control strategies for a supply problem in a deterministic demand setting can be found in [1, 2] . Here, we focus on the stochastic nature of the demand and start from the stochastic optimal control framework originally set up in [3] . We consider a supply system consisting of only one production line. Goods are fed into the system at x = 0, and leave the system at x = 1. Within a finite time interval [0, T ], the aim is to optimally match the externally given customers' demand Y t located at x = 1 by determining the inflow control u(t) ∈ L 2 of goods at x = 0. Thereby, the transport of goods z = z(x,t) along the production line is governed by the linear advection equation with constant transport velocity λ > 0 and the following initial and inflow conditions:
We denote by y(t) = z(1,t) the output of the system. It is intended to match the externally given demand Y t . The uncertainty about the height and timing of the orders entails the stochasticity of Y t . As in [3] , we assume that the demand process fluctuates around a given timedependent mean demand level µ(t). The latter can be seen as a forecast that is based on historical demand data. In this demand setting, one possible model choice is the Ornstein-Uhlenbeck process (OUP). Let W t be a one-dimensional Brownian motion, σ > 0, κ > 0 be constant parameters, and denote the initial demand by y 0 . Then, the OUP is the unique strong solution of the stochastic differential equation (SDE)
The OUP possesses a mean-reverting property, i.e., whenever the process is away from its mean demand level it is attracted back to it. The parameter κ describes how strong this attraction is and σ determines how large the fluctuations are.
In this work, we make use of the known distribution of Y t , which is given by the following normal distribution:
We refer the reader to [3] for more details on the demand process and the possibility to include jumps in the demand. The problem of interest is the arising constrained stochastic optimal control (SOC) problem (1) and (2), (4) Thereby, 1 /λ is the time that one good needs to pass the production line, and OF(Y s ,t 0 , y t 0 , y(s)) denotes the loss function.
In [3] , a possible choice of an objective function as a tracking-type function OF track (Y s ,t 0 , y t 0 , y(s)) = E (Y s − y(s)) 2 |Y t 0 = y t 0 has been introduced. The loss is measured in terms of the quadratic deviation between output at the end of the line and the actual demand. In this work, we focus on an extended loss quantification including an undersupply penalty. This is of interest for companies where a supply guarantee is of crucial importance and short-term external purchase is very costly. For them, it might be more harmful to generate an output that does not lead to demand satisfaction compared to an overproduction. Therefore, we introduce a new term into the objective function that penalizes undersupply. Thereby, α regulates the intensity of penalization.
According to [4, Def. 8 .9], the second conditional expectation in (5) reads as
Thus, both conditional expectations in (5) can be expressed in terms of the known demand density ρ Y t |Y t 0 =y t 0 at time t given by (3). Hence, for the evaluation of the objective functions OF track and OF pen , this information on the demand density is sufficient. As the objective function is the only part of the SOC problem where the stochastic demand dynamics (2) come into play, we can replace the SDE constraint (2) in (4) by the condition that Y t has demand density (3), which is used to calculate the expectations in the objective function (5). We are left with
OF pen (Y s ,t 0 , y t 0 , y(s))ds subject to (1) and (3).
We are now able to apply deterministic optimization algorithms to the SOC problem (6). However, we still need to make assumptions on the demand information that is used to determine the optimal inflow u(t). Those assumptions result in different control methods due to the measurability assumptions on the inflow control u(t). We focus on two of the three presented control methods (CM) in [3] corresponding to two information scenarios that are shortly summarized here for the sake of completeness:
• CM1: The only available demand information is the initial demand y 0 and the demand dynamics (2) . No updates on the actual evolution of the demand can be used to determine the inflow control over the optimization horizon [0, T ]. Thus, we assume that u(t) is F t -measurable, where F t = σ (Y s ; 0 ≤ s ≤ t).
• CM2: We prespecify update times 0 =t 0 <t 1 < · · · <t n ≤ T − 1 /λ, wherê t i = i · ∆t up , i ∈ {0, 1, · · · , T −1/λ /∆t up }, and update frequency ∆t up ∈ [0, T − 1 /λ]. At those points in time, the initial demand and the demand dynamics (2) are supplemented by the actually realized demand. The forecast is updated accordingly and the optimal inflow control is calculated based on the updated demand forecast. Hence, we assume u(t) is Ft i -measurable for t ∈ [t i ,t i+1 ].
CM1 is directly applicable to (6). For CM2, we divide the optimization period [0, T ] into smaller subperiods [t i ,t i+1 ] according to the prespecified update timest i and solve our SOC problem thereon.
where z old (x,t i ) denotes the state of the production line at update timet i ensuring that the SOC problems on the subintervals are correctly linked to each other. Note that the usage of the demand density (3) enables us to tackle both the SOC problem (6) and the subproblems (7) with methods from deterministic optimization, which will be done in the next section.
A case study: The effect of an undersupply penalty
In this section, we numerically analyze the effect of an undersupply penalty for different intensities α for control methods CM1 and CM2. Using the reformulations (6) and (7) of the original SOC problem (4), the nonlinear optimization solver fmincon from MATLAB R2015b 1 is applicable.
A left-sided Upwind scheme [5] , i.e.
= 0, is chosen to discretize the linear advection equation. The applied step sizes ∆ x = 0.1, and ∆ τ = ∆ x /λ fulfill the CFL-condition. For our numerical simulations, we use 10 3 Monte Carlo repetitions with the following parameter setting for the demand process:
In Figure 1 , we are concerned with the influence of the penalty parameter α on the optimal output y(t) for control methods CM1 and CM2. Thereby, we depict the updated confidence levels of the demand process in grey scale, the original mean realization of the demand (dashed line), the optimal CM1-output (dotted line), the optimal CM2-output (line marked by diamonds), and the tracked demand path until the first update time (line with asterisks). The vertical lines indicate the update times. For both control methods, the penalty leads to an output above the (updated) mean demand. However, the CM1-output follows well the course of the original mean demand, and the CM2-output lies well within the upper part of the updated confidence intervals. Consistent with our intuition, a higher penalty parameter α leads to an output higher above the (updated) mean demand. In a next step, we want to quantify the number of undersupply cases, i.e., for each point in time, we count how many of the 10 3 simulated paths lie above the output (see Figure 2a) . By increasing the penalty parameter from α = 1 to α = 3, we are able to drastically reduce the number of undersupply cases. Based on this information, it is not clear whether CM2 is preferable over CM1 or not. Note that deciding on an undersupply is a binary decision. However, in the objective function, the height of the deviation plays an important role. As there is a tradeoff between not realizing an undersupply but at the same time providing an adequate tracking of the demand, it might pay off to accept a small undersupply. However, with respect to the average undersupply, Figure 2b shows that updates help to enhance the performance. To see this, at each point in time, we consider only those realizations where an undersupply occurs and plot the average height of the realized undersupply. The average undersupply for CM2 (lines marked by diamonds) is less or equal to the average undersupply for CM1 (dotted line). Furthermore, there is less aver-age undersupply for a higher penalty parameter. Finally, we can conclude that the 
