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ABSTRACT 
Statistical Analysis of 2017-18 Premier League Season Statistics Using a Regression 
Analysis in R 
Bergen Campbell 
This thesis analyzes the correlation between a team’s statistics and the success of their 
performances, and develops a predictive model that can be used to forecast final season results 
for that team. Data from the 2017-2018 Premier League season is to be gathered and broken 
down within R to highlight what factors and variables are largely contributing to the success or 
downfall of a team. A multiple linear regression model and stepwise selection process is then 
used to include any factors that are significant in predicting in match results. 
The predictions about the 17-18 season results based on the model proved to be satisfactory. The 
model saw an accuracy that was very near to perfect and allowed for a correct prediction of table 
standings. In addition, possible complications and issues found within the model allow for future 
consideration and are discussed within the thesis. The next step becomes applying the results to 
the following season as well as to break down data game-by-game to see if common variables 
appear among multiple seasons and individual games. A more in depth breakdown allows for a 
full analysis on the data to see if these variables are actually deciding factors for winning games. 
Key Words 
Premier League, soccer, statistical analysis, linear regression, prediction, predictive model, 
predictive equation, stepwise selection, statistics, data analysis, data mining 
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Introduction & Background 
Intro, Purpose, Rationale 
The Premier League is home to some of the greatest soccer teams and players to ever 
play the game. Millions of people and many generations have tuned in to watch some of the best 
gameplay available in the world. However, as much as spectating has not changed the world 
within soccer, statistics has been reinvented in the past years. What would have been a scout 
traveling to watch rival teams play before a coming match or spying on rival practices has 
changed completely to an all-electronic field. Sophisticated tracking data and technological 
advances can tell coaches and teams exact positions of players at all times, on the field, for every 
moment. This data has revolutionized how we can break down a team’s strategy and positioning 
throughout the game. Players, coaches, staff and even fans are trying to make use of the large 
amount of data that is instantaneously available. As an avid soccer or “football” fan, I watch 
Premier League games quite often and find myself constantly surrounded by the game, no matter 
where I am. As I graduated high school and went on to the University of Lynchburg, the main 
reason I found myself in Lynchburg, VA was that I could continue to play soccer at the collegiate 
level. As all soccer players and fans can agree, watching Lionel Messi and Cristiano Ronaldo 
compete against each other week in and week out is something that may never be experienced 
again with the caliber of these two players. In the world of soccer skill level changes from 
continent to continent and it becomes very easy to see the difference in game play when looking 
at America’s MLS and Europe’s PL. As a spectator of the game, it is very easy to spot how 
different clubs compare and where the money is, where the wealthy owners have taken over 
clubs. However, when you narrow in on clubs like Manchester City it is a little easier to see that 
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their turn around as a club was when the royal family in the United Arab Emirates bought in. 
Looking at clubs like Manchester United, Arsenal, Chelsea, top tier clubs, it begins to be kind of 
confusing on what really makes them great. What have they done that brought them to the status 
of being top tier clubs in the Premier League, one of the best leagues, if not the best, in the 
world? Then from examining those teams, what really separates the top tier divisions and teams 
from everyone else below them? 
The basic answer every one hears revolves around money and the idea that you need to 
buy the best to be the best. On the other hand, then you have arguments and cases like Leicester 
City and Nottingham Forests, clubs that won big with homegrown, small-caliber players. Many 
of these players were forged and perfected over time on the practice grounds and made into 
superstars. It is that very example from which my idea blossomed for this topic. That there has to 
be something deeper that people do not clearly see that dictates the success a team experiences. 
The statistics of a team throughout a season must correlate to the success produced by the team. 
From the amount of corner kicks a team has to their time on possession, every team statistic has 
a positive or negative effect on the outcome of a team. Therefore, in this paper, I will identify 
team soccer statistics from the Premier League and try to correlate them to a team’s given 
success. The goal is to find a predictive equation using a regression model that can satisfactorily 
predict the seasons table results given the teams’ statistics. The table results represent where a 
team finishes in comparison to the rest of the league given their win-loss-draw record. 
5 
Background 
Through the analysis of the 2017-2018 PL season game statistics found in the archives of 
premierleague.com, the goal is to create a clear and concise reason as to why teams will succeed. 
This is crucial in areas like the U.S, where soccer is still evolving. The model will show what 
teams need to work on in training and what exactly produces a positive response. Factors that 
continue to stand out allow for more learning to take place around the world of soccer. This 
model can help raise a team to the next level by pointing out what is separating them from the 
top English football giants residing in the Premier League. 
The game day statistics of today’s world have skyrocketed in the past ten years. We have 
the ability to equip players with GPS trackers and can use them to map the field with heat maps 
to determine the time in each section or average speed a team ran and where they were. 
However, even with this brand new data available it seems that almost all of the studies done in 
recent World Cups consider the obvious factors such as Goals and Shots. When asking why 
teams succeed or why teams win, they are always followed up with factors like Shots and Shots 
on Target [6][14]. It seems that no one has gone in to explore what is behind the obvious factors 
to see if something else correlates and repeats among winning teams. Three of the articles 
exploring the recent World Cups were looking at what variables differentiate between winning 
and losing teams. In their explorations many separated their variables into classification groups, 
some by attacking and defending and some by physical and technical, but all led to obvious 
factors like shots, pass accuracy and fouls [1]. Factors that can very easily change the flow of the 
game, for instance, a shot and foul most likely results in a turnover of possession. How well you 
are able to pass and keep the ball can determine the success of a given team.  However, the 
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articles all provided insight to the fact that variables do correlate and they do build off one 
another to affect the overall final results. The argument that was the most interesting was the 
topic of efficiency. In two of Carmichael’s studies he looked at teams’ overall production and 
efficiency, first in Italian league football and then the large EURO tournament in 2004 [4][5]. 
Here he broke down the teams of each competition and looked at not necessarily their ability to 
succeed but instead what their production looked like and factors behind motivated teams. He 
found that the winner of the EURO 2004 competition wasn’t a team that stood out but a team 
that produced a great percentage in efficiency. That team was Greece, a team that had only ever 
qualified for two major tournaments before that event. Greece was a low tier team with no real 
superstars, they didn’t need flair but instead needed routine and discipline; They were able to 
stun major nations by being strong and working together. This inspired me to look at factors that 
were more defensive and involved team play as they were often overlooked when diving into the 
topic of success. Greece was a very good example that it’s not always about the past and a tally 
of goal scoring statistics but that other factors contribute to the major success of a team and that’s 
what I looked at exploring. 
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Preliminary Data 
17/18 PL Match Statistics 
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This is the data that I brought into R to be deciphered and analyzed. It consists of 20 
Objects or Teams in the Premier League during the 17/18 season and 35 Team statistics gathered. 
This began as 700 individual statistics that were to be data mined and broken up to find a 
common trend within the success of a team. The Premier League Archives provided the basic 
statistics I used that are displayed in the table above. Much like Castellano[6] and his work with 
determining what makes a team successful or unsuccessful, I have separated my statistics into 
five sections including; Attack, Defense, Team play, Discipline, and Score. Where, for example, 
statistics like Shots, Shots on Target, Goals, etc. are all a part of the attacking column. It allows 
for a recognition in the end to see what section contributes more to this season's successful 
teams. This allows for a breakdown of positive and negative play to give an idea at what will be 
harmful or helpful to a team’s overall success score. 
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Figure 1: 
After bringing the data into a data frame in R studio called “EPL” the goal was to narrow 
down some of the variable names. This would allow for easier access when calling variables to 
be used in graphics and inside the linear model. Some variables were left alone as they were very 
easy to identify and call, for example; “Fouls”, “Interceptions”, “Shots” and a few more. To 
define a few of the more obsolete factors listed above; BCC stands for big chances created which 
is defined by the creation of a good chance which is commonly scored. This can come via a 
cross, after dribbling past five opponents or a pass which slices through the defense and finds a 
team-mate in a dangerous position. D3T and A3T represent completed passes in the defensive or 
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attacking part of the field, HW stands for the shots that weren’t on the frame of the goal but 
instead hit the post, and finally PS is penalties scored which are PK’s or free kicks taken within 
the box at the 12-yard mark, one on one with the keeper. 
Preliminary Results 
The data being used in R allowed for me to create easy to use and understand visual 
representations that would describe how the match statistics correlated with winning teams. The 
variety of plot possibilities embedded in the ggplot function in R allows for multiple ways to 
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The above graph is a visual representation of the ratio of goals scored vs goals conceded 
per team for the entire season of 17/18. As you can quickly tell, only six of the twenty teams 
have what appears to be a positive ratio where blue is scored and red is conceded. Right away 
you can say Manchester City (MCFC) has the greatest ratio and that team was the winner at the 
end of the season. The goal was to depict this ratio as it is the first set of variables, the obvious 
variables, that people think of when they are determining how well a team did for the season. 
This plot shows that each of the top 6 teams shared the attribute of having a positive ratio and 
those six teams finished 1 – 6. From this plot I wanted to build off the rest of the argument and 
see what other factors quickly show a correlation in best vs worst teams. This would highlight 
the “hidden” factors that would also go into a team’s successful season. 
Figure 3: 
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Figure 3 shows each team’s touches count for the variable “Attacking third touches”. This 
stands for the amount of passes completed while a team was near the Opponent’s goal. This 
variable I believe to be a crucial variable because the more time and accuracy a team has around 
the Opponent’s goal, their chances of scoring a goal or a positive outcome are increased. As you 
can tell in the figure above, Manchester City, Arsenal, Tottenham, Liverpool, Chelsea, and 
Manchester United are the six teams at the top of the table and they are also the six teams that 
finished the season at the top of the table. This is a good indication that this factor has a positive 
effect on being a part of the successful teams and not the unsuccessful teams. 
Figure 4: 
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In order to pick variables that I wanted to use in my regression, the goal was to look and 
see if there was linearity within the data itself. This would see if there was some sort of 
correlation and pattern of top and bottom teams inside a chosen match statistic. Figure 4 and 5 
include six variables that display the top 6 and bottom 6 teams at the end of the season. These 
variables include: total shots taken with the intent to score but don’t find the frame of the goal 
(Shots), the percent of passes completed vs passes not completed (PA), errors that the team made 
that led to a goal against them (EG), the average percent of possession teams had per game (AP), 
the number of offsides for the season (Offsides), and lastly the amount of clean sheets or games 
teams did not get scored on (CS). As you can tell in the figure there’s a lot of repetition in where 
teams ended up in each variable. Where undesirable variables had more bottom tier teams with 
higher numbers and vice versa, positive variables had higher top 6 counts. For example, shots 
and clean sheets showed that the top six teams had better results than the bottom six. However, 
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looking at errors that led to goal (EG), a statistic that you don’t want to have a lot of, we see the 
order switch up with more of the bottom six teams showing more in this area. 
Multiple Linear Regression 
The importance of using a multiple linear regression model to create a predictive 
equation for season match statistics is quite simple. This model allows for the analysis of the 
relationship between total wins and multiple match statistics fairly easily. We are searching for 
the possibility that there exists a linear association between a response variable (Wins) and the 
explanatory variables (Match statistics). 
This regression has four key assumptions; 
1) Linearity; 
There exists a linear relationship in the first place between X 
and Y 
2) Homoscedasticity; 
The linear regression analysis requires all variables to be normally distributed 
which can be checked with a goodness of fit test. 
3) Independence; 
All the observations are independent of each other 
Linear regression assumes that there is little or no multicollinearity in the data. 
Multicollinearity occurs when the independent variables are too highly correlated 
with each other. 
4) Normality; 
For any fixed value of X, Y is normally distributed. There’s no significant 
deviation or outliers from the group, all data falls within a 95% confidence 
interval. We can verify this using an analysis of the residuals. 
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R Analysis Discussion 
My very first method of action was a manual selection model which was based on the 
removal of variables believed to carry little to no weight or significance to the model. This was 
backed by the simple method of removing variables with a p-value above 0.05 and a poor 
significance value. This provided me with the model below which seemed to be very accurate at 
the time and provide good enough results for prediction purposes. 
Figure 5: 
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We came to this result in our linear model after removing the least significant values. All 
p-values for individual variables are under 0.05 and have great significance levels. The adjusted 
r-squared is near one, where one indicates a perfect fit, and the p-value for the overall model is 
very small. However, an important factor that was missed in this result was the check for 
multicollinearity. To check this we use a correlation matrix, where we can see variables like, 
Goals and Goals Per Match (GPM) or Goals Conceded (GC) and Goals Conceded Per Match 
(GCPM), and see how correlated they are with one another. Too much correlation would result in 
a final model such that the prediction ability is overstated because of the redundancy in 
prediction by several variables. 
Stepwise Selection 
This brings us to a better method for selecting a multiple linear regression called a 
stepwise selection process. This model allows us to build an equation out of a set of predictor 
variables by adding them to the model based on their significance. Meaning, the model goes 
variable by variable comparing the significance that the variable has on the response and how 
well it works with the other variables. If after adding other variables, a variable in the model is 
no longer significant, then it is removed from the model, and the selection process continues. 
This is done until there are no more variables to be added to the model that are statistically 
significant when included with the other variables in the model. This leaves us with a model that 
is statistically significant to the response variable in question and that has only statistically 
significant predictor variables in the model. In this case, we are looking at the predictor variables 
in relevance to the total wins (Wins) a team will end with at the conclusion of a season. 
Gools GPM Shots SoT SA PKS BCC 
Teom 1 .00000000 -0 .10352303 -0.10198575 - 0. 17170211 -0 . 21268777 -0. 26005296 -0 .414694355 -0 . 13 846994 
Gools -0. 10352303 1 .00000000 0.99998442 0.90335656 0.94337010 0.85789506 0 . 313475301 0 .94026064 
GPM -0. 10198575 0 .99998442 1 .00000000 0.90332036 0 .94332510 0.85735783 0 . 310734180 0 .94048237 
Shots -0. 17170211 0 .90335656 0 .90332036 1 .00000000 0 .97832099 0 . 72591572 0 . 246520759 0 .93960127 
SoT -0 . 21268777 0.94337010 0 .94332510 0.97832099 1 .00000000 0.84441773 0 . 248456555 0.95675867 
SA -0.26005296 0.85789506 0. 85735783 0. 72591572 0 .84441773 1 .00000000 0 . 194330041 0 .79781354 
PKS -0 . 41469436 0. 31347530 0 .31073418 0 . 24652076 0 . 24845656 0 .19433004 1 .000000000 0 .32089475 
BCC -0 . 13846994 0.94026064 0.94048237 0. 93960127 0 .95675867 0.797813 54 0 . 320894750 1 .00000000 
HI~ 0 .01844034 0.82239030 0 .82239724 0.75006591 0 .80756816 0 .77041213 0 .096223961 0 .79921871 
A3T -0 . 10515292 0 .92434487 0 .92492202 0.92086043 0 .93508368 0.73772122 0 . 279576976 0.91864711 
O3T -0 .51962622 0.41696863 0. 41656979 0. 56589421 0 .55276254 0.33433321 0 . 213094802 0 . 42198767 
Passes -0. 15314742 0 .92417127 0 .92466571 0.91067345 0 .93490080 0.75004406 0 . 257118284 0 .90449661 
PP~\ -0. 15314502 0.92417100 0 .92466544 0.91067638 0.93490222 0.75004303 0 . 257114729 0 .90449635 
PA -0.08719728 0.88534032 0.88535601 0.87465376 0 .88355695 0 .68817846 0 . 247792933 0 .83673224 
Crosses 0 .34014560 0.07373020 0 .07309461 0 . 15426946 0 .04359514 -0 .20160453 -0 .071380566 -0 .02102915 
CA -0 . 12042840 -0.25120281 -0 . 2507807 5 - 0.20689929 -0 . 20550774 -0. 11423184 -0 .054425267 -0 . 17466157 
AP -0. 11315392 0.93079537 0.93116064 0.90441173 0 .92032096 0 .73776907 0 . 296692355 0 .90521781 
cs -0. 05042862 0. 79457274 0 . 79 592485 0 . 74489890 0 .74664250 0 .59761930 0 .032545137 0 .73 554689 
GC 0. 17409587 -0.68429622 -0 .68 573687 - 0.70830589 -0 . 69119341 -0.50121118 0 .024546952 -0 .67542096 
GCP~I 0. 17082543 -0.68510438 -0 .68655069 - 0 . 70950939 -0 .69221656 -0. 50042336 0 .024470576 -0 .67676081 
Saves 0 .05728670 -0 .72982450 -0 .73071684 - 0.77709540 -0 .74412973 -0.47064912 -0 . 230460971 -0 .68637610 
Tackl es 0 . 22293209 -0.27300013 -0.27255927 - 0. 17287756 -0 . 22774086 -0 . 34294779 0 . 105708016 -0 . 11717771 
TS -0.09289554 0 .35803801 0 .35921529 0.30184875 0 .35398755 0.37622435 0 .051908380 0 .33164106 
BS -0.20630458 0.79082271 0 .79086852 0.92754305 0 .87757554 0 .59970509 0. 127478974 0 .81377526 
I nterceptions 0.08214126 -0. 50535549 -0.50572081 - 0.49873164 -0 .53620080 -0 .47346283 0 .174188270 -0 . 41402420 
Clearances -0 .07675165 -0 .83561526 -0.83 554387 - 0 . 83826418 -0 .83018715 -0 .57822681 -0 . 239212242 -0 .77989772 
HC -0 .05476290 -0.82033018 -0 .82066906 - 0.82737835 -0 .80551021 -0.52935331 -0 . 240929209 -0 .76006383 
AW 0 . 21101131 -0.65093967 -0.65119365 - 0.61312614 -0 .62442097 -0.46329786 -0 . 239956240 -0 .56457131 
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An interesting and helpful additive to using this model is, like stated briefly above, we 
can use a correlation matrix that shows all the variables in the model and their significance with 
one another. This allows us to remove any variables that are highly correlated with one another 
because leaving in both variables is not necessary due to their strong correlation. We do not want 
any two variables to have a correlation of more than 0.8 with each other which would limit 
redundancy in the model and result in a more efficient final model. This would be seen, for 
example, in how Goals and Goals Per Match (GPM) have a nearly perfect r>0.9999 correlation 
with one another. This suggests that only one of the variables needs to be included in the 
stepwise selection and thus that would be the variable most highly correlated with the response, 
Wins. In this case GPM was slightly more correlated with Wins at r=0.926 instead of Goals, 
r=0.925, which suggests GPM was more significant for the predictive model. 
Figure 6: 
Fouls Offsides Wi ns 
Team 0.29300032 - 0.1ZZ74965 -0.16679514 
Goals - 0 . 20516993 0,. 14!i08,87Z6 0. 9252 5342 
GPM -0.20275687 0 .14!i016699 0.9261017.8 
F11Jllmodel <- lm(\~i. ns~GPM4-PKS D3T Cro:sses+CA CS 
GC+S.aves+Tack1l.es TS. BS+I ntercepttons 
AW+EG OG+YC RC+Foul:s O I f:s i. d,es .1 dahi = P'L) 
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Figure 7: 
The correlation method allowed us to single out variables that correlate too highly with 
one another as shown in Figures 6 & 7. This allowed for the removal of variables correlating to 
GPM to also be removed as you would only need GPM to stand in place for any highly 
correlated variable with r over 0.8. This simplified the regression so that instead of beginning 
with a Full Model consisting of all variables you could remove the highly correlated variables 
and then begin. The model then went from 33 predictor variables to 19. 
Stepwise Selection R Calculation 
In the Stepwise selection method, with the variables now reduced you can run the model 
like so; 
Figure 8: 
.Sel ecti o:n ~thod 




4 . Crosses 
5. CA 
,6. cs 












19 . Offsid@s 
we are sel ecttng va1ri.ables bas,ed on p value ... 
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Figure 9: 
The selection method looks at these independent predictor variables and takes them one 
at a time in the order listed above. Then, using a combination of forward and backward 
selections the model goes through the list by order of significance not starting with the order 
listed in figure 9. This method starts with no predictors, then sequentially adds the most 
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contributive predictors (like forward selection); however, all those variables must pass the entry 
p-value for adding a variable to the model, p-value<0.15. After adding each new variable, any 
variable that no longer provides an improvement in the model fit is removed, which is any 
variable back above the p-value of 0.15. The process will go through the entire list adding and 
subtracting until you reach this, The Final Model Output; 
Figure 10: 
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In the Final model output, you are left with the variables that were kept and proved to be 
the most significant and predictive towards the response variable. This final output tells us from 
the adjusted r-squared value that 94.9% of the variation in the wins variable can be explained by 
Goals Per Match (GPM) and Goals Conceded (GC). The parameter estimates of the final model 
output, the beta column, shows how these predictor variables will be represented in a predictive 
equation towards Total Wins with an included y-intercept. To better understand what exactly this 
linear regression model means we can display it as an equation. To break it down, in a multiple 
linear regression model, if we want to express results in the form of an equation it would follow 
the form; 
In this equation Ŷ is the predicted or expected value representing total wins in a season. 
The dependent variables, x1 and xp are p distinct independent or predictor variables, b0 is the 
value of Y when all of the independent variables (x1 and xp) are equal to zero, and b1 through bp 
are the estimated regression coefficients found within the parameter estimates. Each regression 
coefficient represents a change in Y relative to a one unit change in that respective variable while 
holding all other variables constant. From this information and our final regression model we can 
turn what we found into this equation; 
Wi.ns = 15.501 + 8.11.2 (GPM) - 0.24.Z(GC) 
22 
At first, this equation might be difficult to understand. However, upon closer inspection, 
we see something very interesting. In order to calculate the total estimated or predicted wins a 
team will have at the end of a season, given their stats, you have to substitute for the given 
variables, GPM and GC. This equation shows how, for example, when a team gets an 
improvement to their Goals Per Match, while holding the other variable constant, their increase 
in wins is 8.112 multiplied by that average. In this case, a 1.00 point increase in GPM is 
incredibly beneficial to a teams’ overall success and as that number is doubled and in some 
instances tripled, wins can begin to add up. The same goes for the negative variable, Goals 
Conceded (GC). If a team tally’s another goal scored against them, then that team’s season total 
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Verification of Assumptions 
Graph 1. Equality of Variances (residuals vs. fitted values plot) 
● No obvious structure across the fitted values: 
● No funnel shape 
● No significant change in variation across the fitted values 
● The red line is approximately straight and centered at 0 
There is no obvious departure from the assumption of equal variances for the different fitted 
values. 
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Graph 2. Equality of Variances (scale-location plot): 
● The red line should be relatively flat and centered near one. We see a small 
deviation from one, but it is not of concern due to the small scale. 
● This graph indicates that the spread/variance is consistent and no one varies too 
much. 
Graph 3. Normality (q-q plots): 
● The three most extreme points are identified as observations 10, 14, and 19. 
○ Since these points are at the extremes (i.e. tails) and not near the center, they do 
not represent a significant deviation from normality. 
○ For verification, we create a q-q plot with 95% confidence bands. Two of the 
points slightly exceeded the confidence bands, but they do not indicate a 
significant departure from normality. 
● We conclude there is no evidence that the assumption of normality has been 
violated. However, to verify this conclusion, a formal test for normality is included 
below. 
Graph 5. Cook’s Distance (residuals vs leverage plot) 
- The three most extreme points are labeled (10, 12, 19). 
- They do not appear to be outliers (far from other data points). 







C • • Total Wins 
~ 20 
0 
0 • Actual Wims 
CD 
;§ • Predicted Wins 
0 
• 0 • Q 0 
• • 0 • 
10 0 0 • 0 • • 0 0 0 
0 
0 
• 6 • 
5 10 15 20 
Team 
27 
- We do not see any values outside of Cook’s Distance of value 1. 
- The red line should be relatively flat and centered near zero. 
Taken together, the plots shown above do not indicate any obvious departures from the 
assumptions of the “Fullmodel”. In response to the questions of normality regarding the qq-plots, 
a formal test was run using a Shapiro-Wilk normality test which yielded a test statistic value of 
W = 0.91806 and a p-value of 0.09092. This is not a significant departure from normality, and 
we can assume that the model is normally distributed at a 95% confidence level. This supports 
the usage of this model as a good predictor for season statistics and what highly contributes to 
total wins in a season. 
Graph 6: 
W1ins p1redicied residuals 
<:dbb <:dbb <:dbb 
l 19 18.978383 0 .02 161713 
2 11 10.312007 0 .68799305 
3 9 9.653343 -0.6S33 4286 
4 14 13.769898 0.23010209 
s 21 19.5 28275 1.47172539 
6 11 11.763933 -0. 76393289 
7 13 10.875723 2. 12427682 
8 9 7.46854 2 1.53 145829 
9 12 12.906572 -0.906S7229 
10 21 24.23343 0 -3.23 342997 
11 32 31.600450 0.399S5046 
12 25 23.2 46 125 l. 7S387494 
13 12 12.482984 -0.48298361 
14 7 9 .818354 -2 .8183 5450 
15 7 6.508886 0.49111421 
16 8 7.952517 0 .0474 8297 
17 23 22.608198 0.39180229 
18 11 9.4 23797 1. 57620275 
19 6 8.601504 -2.601S0397 
20 10 9.267080 0.73291969 
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Figure 12: 
Comparing our predicted results to that of our actual Wins per season from the values 
above you can see that they were pretty close to actual, with the biggest difference between 
actual and predicted nearing 3 wins as seen in figure 12. In the end the predicted vs actual proved 
the multiple regression model to be a success and narrowed down meaningful variables in the 
quest to find what made teams successful during the 17/18 Premier League season. 
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Conclusion 
The goal of this project was to successfully see if there were factors outside the obvious 
goals scored and conceded that played a role in a team’s success / total wins. This was made 
possible by using a linear regression model and a stepwise selection method that takes premier 
league team statistics and turns them into an equation to accurately predict the final table 
standings of the teams. This model allows us to not only see total wins, but also the significance 
and importance that variables are to total wins in a season. From the final equation computed in 
R, we found that for this season nothing really stood out like we had hoped for. The total wins in 
a season was found to be explained by the average goals scored per match and total goals 
conceded in a season. Although it wasn’t what we had hoped to find, the model shows that 
94.9% of the variation in the wins model can be explained by the variables GPM and GC, which 
is very good. 
Moving forward, we would like to create a model that is consistent over multiple seasons. 
As we saw this model had a very good r-squared value as well as p-values and was almost a 
perfect predictor of the season. However, this model was only from a single season long statistics 
and can only be accurately used for this season alone. From here we can do one of two things; 
break down the games in this season game-by-game to see if variables are consistent, or repeat 
this process in the following season to see how variables have changed season to season. Another 
interesting challenge would be to explore seasons affected by Covid-19 and what variables 
compare from the 17-18 season to a season that has breaks, no spectators, and a serious regard 
for health safety. Would this affect how teams defend one another, is it something that leads to 
more chances, shots, and goals? The next step will be a comparison between variables found in 
this season-long group of statistics and another season or a breakdown of what wins games on a 
30 
game-by-game examination. Further investigation into this type of regression analysis will allow 
for a multiple season analysis and thus an even more accurate model into what factors are behind 
successful teams. This will help highlight what teams need to work on and what will increase 
their odds at having the most wins at the end of the season. Hopefully a little more insight into 
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35 
CREATED PREDI CTED CO LUMN AND RESI DUAL COLUMN 
d <- PL 
d$predicted <- predi ct( Fu l lmodel ) 
d$residuals <- residuals( Fullmodel ) 
d %:>% select(Wi ns, predi cted, r esi duals )%>% head( Z0) 
#P LOT SHOWING ACTUAL VS PREDI CTED WINS BY EACH TEAM 
ggplot ( d, aes (x =' Team ' , y = ' Wins ' ))+ 
geom_point(aes( alpha = abs ( residuals) , color = 'blue' ))+ 
gui des (alpha = FA LSE)+ 
geom_poi nt(aes = predicted, col or = ' r ed' ) , shape = 1) + 
geom_segment ( aes(xend ='Team ' , yend = predi cted) , alpha = .2) + 
ylab( "Total Yins") + 
ggt itle( "Total Predicted vs Actual Wins of Each Team (17/18 Season)'' ) + 
theme_bw() + 
labs( col our = "Total Wins")+ 
scale_color _i denti ty (name = '"Total Wi ns " , 
breaks = c( "blue" , "red") , 
labels = c("Actual Wins " , "Predicted Wi ns ") , 
guide = "legend") 
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