In the present research work, a novel approach is presented for creating computational tools for design and multi-objective optimization of permanent magnetic alloys of AlNiCo type. This approach combines a number of numerical design optimization algorithms with several concepts from artificial intelligence and experimentally evaluated desired properties of an affordable set of candidate alloys. These alloys were further screened by various statistical tools in order to determine any specific trend in the data. This information will be helpful to the research community in developing a material knowledge base for the design of new alloys for targeted properties.
At present, researchers around the globe are working on designing magnetic alloys that will be able to cover the gap between the properties achieved by AlNiCo magnets and the rare-earth magnets, basically by adding a small amount of those rare-earth elements that are less critical in the sense of supply [3, 4] . Sellmyer et al. [5] worked on a few rare-earth free alloys. Zhou et al. [6] manufactured a few commercial AlNiCo alloys to demonstrate the scope of improvement in this field. The difference between the theoretically calculated and the experimentally measured properties was quite large for both ((BH) max ) and H c . Thus, random experimentation may prove to be both expensive and time-consuming.
Designing a new alloy system is a challenging task mainly due to a limited experimental database. In order to develop a reliable knowledge base [7] for design of new alloys, one needs to focus on determining various correlations (composition-property, property-M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT 5 property, and composition-composition) from the available databases (simulated and experimental). This information can be coupled with the theoretical knowledge (atomistic and continuum based theories) to develop the knowledge base. Integrated Computational Materials Engineering (ICME) approach [8] and materials genome initiative highlighted the importance and growing application of computational tools in the design of new alloys. In recent years, various data-driven techniques combined with evolutionary approaches [9] have been successfully implemented in direct alloy design [9] [10] [11] [12] [13] [14] and inverse alloy design [15] and in improving thermodynamic databases such as Thermocalc [16] for alloy development. Jha et al. [12, 13] demonstrated the scope of use of these databases for designing Ni-based superalloy and Rettig et al. [14] performed a few experiments to confirm his findings. Data mining approaches such as Principal Component Analysis (PCA) and Partial Least Square (PLS) regression have been successfully used in designing new alloys [17, 18] . Additionally, various machinelearning algorithms have been used to address a vast range of problems in materials design [19, 20] .These applications demonstrate the efficacy of application of computational tools for materials design. Mishima in Japan [2] first discovered AlNiCo magnets in 1931. Initially, it belonged to M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT 6 AlNiCo alloys. Above 850 ºC, Face Centered Cubic (FCC) γ phase begins to appear and it was observed in a few samples [21] . Gamma phase must be avoided, as it is detrimental for magnetic properties. Various attempts (such as modification of heat treatment protocol and addition of various alloying elements) have been made to stabilize the magnetic α 1 and α 2 phases and simultaneously eliminate or reduce the amount of γ phase. In the past few decades, (especially after the discovery of powerful REE-based magnets in 1980's), there has been limited research on AlNiCo magnets.
Recent rise in prices of rare earth elements led to the search for rare-earth free magnets. In recent years, AlNiCo magnets are again a popular choice for research mainly due to their proven high-temperature stability and related properties at an affordable cost [22] .
Currently, AlNiCo alloys are not limited to quaternary systems and may contain eight or more elements [2, 10, 11, 13, 23] . In this work, we selected eight elements namely Iron (Fe), Cobalt (Co), Nickel (Ni), Aluminum (Al), Titanium (Ti), Hafnium (Hf), Copper (Cu) and Niobium (Nb). Variable bounds of these elements have been tabulated in Table 1 .
From both experimental as well as the modeling point of view, it will be helpful to discuss the role of these alloying elements. This information can be utilized to select meta-model for targeted properties. This will be helpful in developing a knowledge base for discovery of new materials and/or improving properties of existing materials. B-H curve: shows relation between Hc, Br and ((BH)max) [24] .
The following text will provide the reader with a brief idea regarding the role of various alloying elements and its effect on H c and B r [21] :
Cobalt: It is a γ stabilizer. A solutionization anneal is needed to homogenize it to a single α phase. Cobalt increases coercivity and Curie temperature.
Nickel: It is also a γ stabilizer. Hence, solutionization anneal temperature needs to be increased in order to homogenize it to a single α phase. Nickel increases Hc (less than Cobalt) while decreases Br.
Aluminum: It is an α stabilizer. It will be helpful in reducing the solutionization anneal temperature. Aluminum is expected to affect Hc positively.
Copper: It is an α stabilizer. Research shows that Copper affects Hc and Br positively and increases it. In AlNiCo 8 and AlNiCo 9 alloys, Cu precipitates out of the α2 phases into particles and is responsible for the magnetic separation between α1 and α2 phases. An increase in phase separation leads to an increase in Hc.
Titanium: It is an α stabilizer and one of the most reactive elements. It reacts with impurities such as C, S, and N and purifies the magnet by forming precipitates with these elements. It helps in grain refining but it is detrimental for columnar grain growth. S and Te additions can help in regaining grain growth capabilities. Majority of grains are aligned perpendicular to the chill plate due to columnar grain growth and large shape anisotropy can be achieved if spinodal decomposition occurs in this direction. Titanium increases Hc at the expense of Br [25] .
Niobium: It is an α stabilizer. It forms precipitate with Carbon. Carbon is a strong γ stabilizer and needs to be eliminated. Like Ti, Nb also inhibits columnar grain growth. Nb increases Hc, at the expense of Br [26] .
Hafnium: It is used for enhancing high-temperature properties. It precipitates at the grain boundary and helps in improving creep properties. Recent studies related to Co-Hf magnets [5] , motivated us to use Hf in this work.
From the above literature, the reader can understand the role that spinodal refining plays in improvement of properties of these magnets. Several research groups have developed their theories for improved properties of these magnets. (BH) max is dependent on both Br and Hc and it is proportional to Hc at low Hc. For example, a recent study on nanostructured magnetic material suggests that it is possible to achieve a very high magnetic energy product for fine wires of the order of 10 nm [21] .
Directionally aligned rods obtained because of shape anisotropy due to spinodal M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT 9 decomposition in AlNiCo alloys were approximated as such fine wires. As per this theory, the upper bound of (BH)max was theoretically calculated and was found to be an order of magnitude greater than the best commercially available AlNiCo alloy.
According to this theory, (BH)max is directly proportional to Mr (remanence magnetization), while Mr is directly proportional to Ms (saturation magnetization). Thus, the lower bound of (BH)max is proportional to Hc, and the upper bound of (BH)max has been reported to be proportional to Ms.
It must be noted that Hc is an extrinsic property, while Ms is an intrinsic property of the magnet. Thus, experimentalists have to be extremely careful while preparing specimens and designing thermomagnetic treatment protocols. They also must have access to advanced diagnostic tools required for analysis at nanometer scale.
Two recent papers [6, 22] reported the importance of copper rich precipitates between adjacent α 1 phases and their importance in improvement of magnetic properties for AlNiCo 8 and 9 grade alloys.
Algorithms for multi-objective design optimization of alloys
We used a set of computational tools to develop a novel approach for design and optimization of high-temperature, high-intensity magnetic alloys. The steps involved in the proposed approach can be listed as follows:
1. Initial dataset: From our own expertise and the open literature, we defined the variable bounds of eight alloying elements that are to be used for the manufacture of magnets. One of the best-known quasi-random number generators, Sobol's algorithm [27] , was used to generate chemical concentrations for an initial set of 80 candidate alloys ( Table 1 and Table 2 ). 2. Manufacture and testing: These alloys were synthesized and tested for various properties of interest as shown in Table 3 . A summary of the manufacture and testing protocol in listed here with more information presented in [29, 30] . a. Manufacture: Bulk samples were cast in a water cooled copper hearth.
The specimens were re-melted at least three times to ensure homogenization.
b. Thermo-magnetic treatment: Cast samples were solutionized at 1250 0 C and then thermo-magnetically treated at 800 0 C for 10 minutes. Magnetic field (3T) was applied in the direction of cylindrical axis. ii. Energy-dispersive x-ray spectroscopy (EDS) analysis.
Response surface generation:
This data was used to link alloy composition to desired properties by developing response surfaces for those specific properties (listed in Table 3 ). A commercial optimization package, modeFRONTIER [31] was used for this purpose. Response surfaces were For the purpose of self-evaluation, this work was independently carried out at three different places using: a. Commercial optimization package, Indirect Optimization based on Self-Organization (IOSO) algorithm [9] . b. Hybrid response surface [32] was used because of its robustness, accuracy and computational efficiency. Multi-objective optimization was performed by Non-Dominated Sorting Genetic Algorithm (NSGA2) [31] . c. Surrogate model selection algorithm [32] was used because of its robustness and simplicity.
Pareto-optimized predictions from the above optimization packages were merged. From this set, we selected a few alloys for further manufacture and testing. 5 . The work has been performed in cycles. Steps 2-5 were repeated until the improvements of multiple macroscopic properties of these magnetic alloys became negligible.
6. Sensitivity analysis: Various statistical tools were used to determine composition-property relations. This was done in order to find influential alloying elements for development of knowledge base. At the same time, the sensitivity analysis also helps in finding the least influential alloying elements that could be discarded to make way for introduction of affordable and readily available rareearth elements.
This work will help in developing a knowledge base that will be useful to the research community in designing new alloys. In data-driven material science, knowledge discovery [7] for designing new materials requires: a) Data: In this work, our database is a combination of experimentally verified data and Pareto-optimized predictions. b) Correlations: Various linear and nonlinear correlation, clustering, and a principal component analysis tool to discover various trends in the dataset. c) Theory: The above information can be coupled with theoretical knowledge to motivate the experimentalist to modifying standard manufacturer protocol for the design of new alloys. 
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Results
As discussed in Section 2, we have worked through 11 cycles of design and optimization, each of them including its own experimental validation. Table 2 lists the Pareto-optimized alloys manufactured in each of the design cycles and the best experimentally validated alloy in each cycle.
Work done in all the cycles is described as follows: properties. It can be observed that the alloys predicted by meta-modeling and optimization dominate the ones predicted by Sobol's algorithm [27] . One can observe significant improvement over the cycles. Experimentally verified H c values are at par with commercial alloys [6] . We expect improvement in (BH) max and B r values in the next few cycles. At this point, we have a significant amount of experimentally verified data.
Hence, we felt the need to perform a sensitivity analysis of the response surfaces and look for patterns in the dataset. 
Sensitivity analysis
It was done in order to determine the composition-property relationship. Another purpose was to find various trends and patterns within the dataset. Initially, Pearson's linear correlation method was used. It was followed by various approaches to determining non-linear trends within a dataset [19] .
Single Variable Response (SVR)
This is a methodology that is often applied for qualitative analysis of the training results obtained from Evolutionary Neural Network [34] and Bi-Objective Genetic Programming [35, 12] . In SVR, a trend is created by generating values between zero and one on a Table 4 for each of the models. For the responses, the following terminologies were used:
Dir: This means that the model output increases by increasing the value of an input signal and decreases on decreasing the input value.
Inv: This means that a particular variable increase will cause the property value to decrease and vice versa.
Nil: This means that the model was unable to find any correlation between that particular variable and the model output.
Mix: This means that the model has a different response for a different set of data of any particular variable.
Since, the dataset is quite noisy, the responses were mixed (Table 4) These findings are promising as they mimic the findings from the literature. Hence, meta-modeling can prove to be an asset for developing alloys in the future. In order to proceed further, we need to evaluate our findings by other data-mining techniques. 
Principal Component Analysis (PCA)
Principal component analysis can be classified as an unsupervised learning machinelearning algorithm [19, 20] . It was performed in order to determine correlations between variables and various properties by reducing the dimensionality of the dataset without losing much information. PCA uses an orthogonal transformation to convert a set of usually correlated variables (or properties) into a set of values of linearly uncorrelated variables known as Principal Components (PCs). Hence, each PC is a linear combination of all the original descriptors (variables and properties). The first principal component (PC1) accounts for maximum variance in the dataset, followed by PC2 and so on [7, 31] . Thus, it is possible to visualize a high dimensional dataset by choosing first two or three PCs [19, 20] . It is also used for identifying patterns in data, as patterns may be hard to find in high-dimensional data sets.
PCA was conducted separately for design variables (alloying elements) and targeted properties. For design variables, all the eight elements were included for PCA. We have 8 design variables (alloying elements), thus there will be maximum of 8 PCs.
For targeted properties, it can be observed that apart from (BH) max /mass, all other properties were measured independently. (BH) max /mass was, thus, removed from further analysis to reduce the complexity of the problem. We were left with 9 targeted
properties. Hence, there was a maximum of 9 PCs. Prior to PCA, three important terms need to be discussed for better understanding of the analysis results: In Figure 19 and 20, alloys were also plotted along with the elements. Here, the alloys are clustered by K-means clustering method to classify the alloys into different clusters.
Alloys that belong to the same cluster have the same symbol. A few of the best alloys mentioned in Table 2 We used a popular statistical software, IBM SPSS [36] , and Multivariate Data Analysis (MVA) node in optimization package modeFRONTIER [31] for this work. These 80 alloys represent the initial set of compositions predicted by Sobol's algorithm [27] . Hence, we did not perform PCA on the elements. Various properties were analyzed and reported below. Scree plots were created in order to determine the number of effective principal components required to represent the whole dataset. It was found that two PCs are able to extract most of the information from the dataset. Figure 5 shows the scree plot for the properties, while Figure 6 shows the orientation of various properties in the PC space. This means that properties that form a cluster may affect, or may be dependent on, each other. Analysis of other datasets will further clarify these findings. In this data, we went for PC analysis for the elements. From scree plot in Figure 7 , it was found that three PCs are able to extract most of the information from the dataset. Figure 7 shows the scree plot for the elements while Figure 8 shows the position of various elements in the PC space. However, it has been rarely used in AlNiCo alloys; hence, this finding can be helpful for the experimentalist to proceed forward for Hf addition in AlNiCo alloys. This must be analyzed further in other datasets before moving for microstructure analysis. Ni and Al can also be clustered together and appear to have similar effect. This can be supported from the literature, as there exists Ni-Al rich phase in these alloys. 
Orientation of various properties in the PC space
It was found that three PCs are able to extract most of the information from the dataset. Figure 9 shows the scree plot for the elements, while Figure 10 shows the position of various properties in the PC space. In Figure 10 part, we selected 40 alloys based on objectives defined in Table 2 . We used Multi-Criterion Decision Making methodology to select these alloys.
Based on eigen values, three PCs were chosen (Figure 11 ). Figure 12 shows the orientation of various elements on the PC space. Figure 12 supports our finding from the previous set regarding Cu and Hf. In this set too, Cu and Hf can be clustered together. Similarly, Ni and Al can be clustered together. Figure 13 shows scree plot for various properties while Figure 14 shows the orientation of these properties in the PC space. In Figure 14 , Mr and Br can be clustered and hence these properties may be dependent on each other. (BH) max does not seem to be part of the cluster anymore, but is close to it. Finally, we can proceed towards analyzing the whole dataset. Here, the complete dataset was used for analysis. Figure 15 shows the plot for various elements. Based on eigen values, three PCs are able to extract most of the information from the dataset. Scree plot for PC analysis: Three PC components were chosen Figure 16 shows the orientation of various elements in the PC space. Cu and Hf can be clustered together (Figure 16 ). In PC1 vs. PC2 (top corner), Ti can also be clustered along with Cu and Hf. Ni and Al can be clustered together. Hence, we have sufficient information from the above analysis to move forward towards microstructure analysis. can extract most of the information from the dataset. Figure 18 shows the orientation of various elements in the PC space. In Figure 18 , it can be observed that (BH) max , B r , µ, Alloys belonging to different clusters were denoted by different symbols in Fig. 19 which used 173 alloys that were actually manufactured and experimentally evaluated. A few alloys were marked in order to avoid overlapping and give clear understanding. These alloys are from the best alloys ranked based on (BH) max values (as mentioned in Table   2 ). Similarly, length and orientation of arrows corresponding to Ni and Al suggests that these elements will affect the properties in the same way. One can observe that the marked alloys are clustered in a very small region while inferior alloys cover a majority of the PC space. Hence, if a certain alloy composition is near these top alloys in the PC space, then they can be given a chance over others during the selection of alloys for experimental validation.
Niobium has the lowest contribution towards PC1 while it is almost orthogonal to PC2.
Hence, if we want to remove an element for rare-earth addition, we can reject Nb and manufacture a few alloys without it.
Thereafter, we used the dataset of 40 alloys selected by MCDM and performed PCA on it. This was followed by cluster analysis on the dataset by K-means clustering (Kaufman approach) method. Based on D-B index, the data set was divided into 5 clusters. Alloys belonging to different clusters are denoted by different symbols. In Figure 20 , one can see that the orientation of the arrows has been altered. This is expected as these alloys were selected by MCDM, and hence this reduced set will have different variance. A few alloys have been marked in Figure 19 and 20. It can be observed that superior alloys are clustered together as alloys near these marked alloys were candidates that were part of the next set of alloys with superior properties. Hence, this method can be used for screening of the alloys prior to manufacture. 
Orientation of various elements in the PC space
In this set too, arrows corresponding to Cu and Hf overlap each other, which confirms our previous findings. Arrows corresponding to Ni and Al are oriented together as observed before. Nb is almost orthogonal to PC2 and, hence, has minimal effect on it.
Nb is collinear to PC1, but length of arrow is smallest for Nb along PC1. His means that Nb will have least contribution. Therefore, one can think of removing Nb from the next set of alloys and have it substituted with a rare-earth element. One peculiar finding is that Co and Ti are oriented together. This needs further investigation.
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Discussion
In this work, we focused on ways to explore an optimum set of combinations of chemical concentrations for a single heat treatment protocol. Readers are advised to refer to the following work for better understanding of the experimental setup and detailed analysis [29, 30] . Figures 2, 3 and 4 show the scatter plots among magnetic energy density, magnetic coercivity, and magnetic remanence. Top ten alloys are marked in these figures. In these figures as well as At present, ab-initio based calculations, as well as Calphad approach [37] , are effective for limited systems (alloys having maximum 3-4 elements), and cannot handle eight elements [37] . Use of statistical tools will be helpful in determining the most influential alloying elements. This will be helpful in theoretical validation of the above findings.
Additionally, one can work on finding the most stable phases needed for enhanced performance of these alloys by focusing on the most influential elements.
Conclusions
Details of a new methodology for accelerated development of new permanent magnetic alloys using multi-objective optimization algorithms, meta-modeling and data mining algorithms with periodic experimental verification has been presented. The example magnetic alloy family was an AlNiCo type of alloy having eight alloying elements. We 
