This note contains a complete proof of the Abhyankar-Moh-Suzuki theorem (in characteristic zero case).
Here is the plan of a proof. We start with an algorithm which produces the monic irreducible dependence for any pair of polynomials f, g ∈ K[z] where K is a field of any characteristic. This algorithm also produces a standard Irreducible dependence of two polynomials.
In this section we describe an algorithm for finding the minimal algebraic dependence between f, g ∈ K[z] where K is a field of any characteristic. The algorithm seems to be new though it is not very different from the algorithm suggested by David Richman and Barbara Peskin (see [PR] , [R] , [Es] , and [Ka] ). In fact, when m and n are relatively prime this is the algorithm from [PR] but when m and n are not relatively prime the algorithm from [PR] requires more intermediate steps.
Let E = K(z) and F = K(f (z)) be the fields of rational functions in z and f (z) correspondingly. Since F ⊂ E we can consider E as a vector space over F . Denote by [E : F ] the dimension of this vector space.
The next two Lemmas may be skipped by a reader who knows that there exists an irreducible polynomial dependence between f and g which is given
by a polynomial monic in g.
Lemma 1. [E :
F ] = n = deg(f ) and {1, z, . . . , z n−1 } is a basis of E over F .
Proof. The degrees of α i z i where α i ∈ K[f (z)] and 0 ≤ i < n are different for different i's. Hence the elements {1, z, . . . , z n−1 } are linearly independent over F . If [E : F ] > n take n + 1 elements linearly independent over F and multiply them by a common denominator to obtain n + 1 elements of K [z] linearly independent over F . On the other hand
for any non-negative k a monomial z k is contained in
. By the previous Lemma there exists a non-trivial relation n i=0 α i g i = 0, i.e. there exists a non-zero element P (x, y) ∈ A = K(x) [y] for which P (f (z), g(z)) = 0. We will assume that k = deg y (P ) is minimal possible and that P is monic in y. Then P is an irreducible element of A and if Q(f, g) = 0 for some Q ∈ A then Q is divisible by P (by the Euclidean algorithm).
Proof.
of p i and obtain a polynomial DP ∈ K[x, y] which is irreducible in K [x, y] . In order to prove that D = 1 it is sufficient to find an element Q ∈ K[x, y] such that Q(f, g) = 0 and Q is monic in y. Indeed, Q must be divisible by DP in K[x, y] by the Gauss lemma, which is possible only if D = 1.
For a natural number l define
when Q l (f, g) = 0. If a > b and e a ≡ e b (mod n) then e a < e b because otherwise we can find j ∈ Z + and c ∈ K so that deg
Therefore we can have only a finite number of e a which means that Q a (f, g) = 0 for a sufficiently large a.✷
Let us describe now a procedure which will produce P . First an informal description. Raise g to the smallest possible power a so that by subtracting some power of f (with an appropriate coefficient) the degree of g a can be decreased. If the result has the degree which can be decreased by subtracting a monomial in f and g, do it and continue until the degree of the result cannot be decreased. Since different monomials in f and g can have the same degree, use only monomials with power of g less than a. Then the choice of a monomial with given degree is unique. If the result h is zero it gives the dependence we are looking for. If not, raise h to the smallest possible power a ′ so that the degree of h a ′ can be decreased by subtracting a monomial in f, g and on further steps use for reduction purposes the monomials in f, g, h with appropriately restricted powers of g and h. After several steps like that an algebraic dependence will be obtained.
It is easy to implement this procedure and it works nicely on examples.
On the other hand why should it stop? If a monomial with a negative power of f is used at some stage, we obtain a rational function and it is not clear why the process stops after a finite number of the degree reductions. Also even if all monomials which are used in reductions have f in positive power, and then it is clear that every step stops after a finite number of reductions of the degree, since the degrees from a step to a step may increase, why the number of steps is finite?
Here is an example where negative powers of f appear. Take f = z 4 , g = z 6 − z. We have to start with g 2 − f 3 = −2z 7 + z 2 and h = −2z 7 + z 2 .
Next,
Assume now that the ground field has characteristic 2. Then
and we can proceed with the degree reduction to get
and a dependence h 2 − f −3 g − f −2 h = 0 in which miraculously all negative powers of f disappear:
formal description.
Below deg(h) denotes the z-degree of h ∈ K(z) defined as the difference of the degrees of the numerator and the denominator of h. 
) < m 0,1 and so on.
If the procedure does not stop we failed.
If after a finite number of reductions m 0,i which is not divisible by d 0 is obtained, denote the corresponding expression by g 1 and make the next step.
If after a finite number of reductions zero is obtained, we have a dependence and stop.
Generic step.
Assume that after s steps we obtained g 0 , . . . If after a finite number of reductions zero is obtained, we have a dependence and stop.
To prove that failure is not an option we should know more about s- Proof. In this proof s-standard monomials do not contain f .
(a) The degrees of different s-standard monomials are different mod n. In- 
It is easy to check by induc- . . , g s ∈ K(z) are defined and g s = 0 then g s+1 is also defined.
Proof. The field E = K(z) is a vector space over its subfield F = K(f (z)).
Denote by V s the subspace of E generated over F by all s-standard mono- we checked that g-degrees of elements of B s are pairwise different and that and Q i (f (z), g(z)) = 0 while P (f (z), g(z)) = 0, a contradiction. Hence P is irreducible and Proof. If the elements g 0 , . . . , g n+1 are defined and g n+1 = 0 then dim(V n+1 ) > n since by the previous Lemma dim(
Hence g s+1 = 0 for some s < n and P = Define ∞ to be larger than any monomial.
We will use the following properties of gap which are easy to check:
The plan is to show that gap(g j+1 ) ≤ gap(g j ). Since we know that the last g s+1 which gives an irreducible dependence of f (z) and g(z) is a polynomial in f and g, this will imply that gap(g j ) = ∞ for all j and hence the Lemma
Let us use induction. The base of induction gap(g 1 ) ≤ gap(g 0 ) is obvious
it is sufficient to check that the largest negative monomial of r k cannot cancel out the largest negative monomial of g a k k : then the largest negative monomial of g k+1 is not smaller than the largest negative monomial of g a k k while their largest monomials are the same.
As above, call a k-standard monomial negative if its f -degree is negative and positive otherwise.
k be a k-standard monomial. From the properties of gap mentioned above it follows that gap(g
, gap(h 2 )), and gap(g i ) ≥ gap(g k ) by the induction assumption.
k is negative. Recall that r k is defined as a linear combination of k-standard monomials.
Let m be a positive monomial of r k . Even if m ∈ L is not a polynomial, the negative monomials of m are smaller than the largest negative monomial of
In what follows j-standard monomials are ordered lexicographically by their g-degree and f -degree, i.e. m i < m k if m i < m k . This order is well defined since m determines m by Remark to Lemma 3.
To make reading less unpleasant we consider two cases: (i) gap(g k ) < gap(g k−1 ) and (ii) gap(g k ) = gap(g k−1 ).
we can conclude that the largest negative monomial of r k−1 is larger than negative monomials of g a k−1 k−1 . Since all k − 1-standard monomials have different g-degrees this monomial is ν k−1 for the largest neg-
. Present R k through the standard basis as a sum of k-standard monomials.
The largest negative k-standard monomial in R k turns out to be ν k−1 g
) and gap(g
); hence the largest negative monomial of g
is smaller than the largest negative monomial µ of R k . Therefore g
is not a summand of r k and cannot be canceled.
(ii) gap(g k ) = gap(g k−1 ). Since gap(g 0 ) = ∞ and gap(g k ) < ∞ we can find such a p that gap(g k ) = gap(g k−1 ) = . . . = gap(g p ) < gap(g p−1 ). Just as above, g k+1 = g . . . g
So again this monomial cannot be canceled by a monomial from r k .✷ Remark. Negative powers of f can appear in the finite characteristic case because though the function gap satisfies properties (a) and (c), property (b) should be modified. If h is monic in g, char(K) = p = 0, and Assume that d j+1 ∈ Π j+1 and j > −1.
it is a linear combination of {n, m 0 , ..., m j+1 } with non-negative coefficients and d j+1 = min(n, m 0 , ..., m j+1 ). If this minimum is m i where i < j + 1 It is easy to show that any 1-admissible sequence can be realized by a pair of polynomials.
Question. Assume that d is the smallest positive number in Π(f, g).
Describe all pairs f, g for which this condition is satisfied. constants to make them monic). Wen-Fong Ke showed using computer that the sequences (15, 6, 2), (21, 6, 2), (27, 6, 2), and (15, 10, 2) cannot be realized.
Conjecture. If 2 is the smallest positive number in Π(f, g) and n > m is odd, m > 2 is even then n = 9, m = 6.
