Abstract-The Synthetic Aperture Real-time Ultrasound System (SARUS) for acquiring and processing synthetic aperture (SA) data for research purposes is described. The specifications and design of the system are detailed, along with its performance for SA, nonlinear, and 3-D flow estimation imaging. SARUS acquires individual channel data simultaneously for up to 1024 transducer elements for a couple of heart beats, and is capable of transmitting any kind of excitation. The 64 boards in the system house 16 transmit and 16 receive channels each, where sampled channel data can be stored in 2 GB of RAM and processed using five field-programmable gate arrays (FPGAs). The fully parametric focusing unit calculates delays and apodization values in real time in 3-D space and can produce 350 million complex samples per channel per second for full non-recursive synthetic aperture B-mode imaging at roughly 30 high-resolution images/s. Both RF element data and beamformed data can be stored in the system for later storage and processing. The stored data can be transferred in parallel using the system's sixty-four 1-Gbit Ethernet interfaces at a theoretical rate of 3.2 GB/s to a 144-core Linux cluster.
I. Introduction m odern ultrasound scanners use multi-element transducers and advanced beamforming for obtaining high-quality images. This entails measuring and processing rF signals from 64 to 128 channels sampled at 40 to 70 mHz and an even larger number of channels is used for 3-d ultrasound imaging. The data rates are, thus, on the order of 5 to 18 Gb per second, which must be processed in real time for 2-d imaging. This necessitates dedicated hardware for keeping the power consumption at a reasonable level and makes it difficult, if not impossible, to acquire real-time in vivo data for research purposes. such data are needed for further development of advanced beamforming strategies such as synthetic aperture (sa) imaging [1] [2] [3] [4] [5] , adaptive beamforming [6] [7] [8] , coded imaging [9] [10] [11] [12] [13] [14] , and vector flow imaging [15] [16] [17] [18] . There is, thus, a real need for devising systems for which the stringent demands for real-time processing do not preclude obtaining complete, multi-channel data sets, even for a large number of transducer elements.
In sa imaging, data are acquired by sending a spherical or plane wave from part of the aperture to insonify the whole region of interest for multi-element sa imaging or focused waves for monostatic sa imaging [3] , [19] . The received signals on all transducer elements are then sampled and the process is repeated for several transmitting source positions. The image can then be dynamically focused in both transmit and receive, thus yielding the best possible resolution attainable for delay-and-sum beamforming [1] [2] [3] [4] [5] , [19] .The virtual transmit source can be strongly focused either in front of or behind the aperture [20] , and the acceptance angle determines how many elements are included in the focusing.
sa ultrasound imaging has the potential to increase the resolution and contrast of medical images, as has been shown in pre-clinical trials [21] . It has also been shown that problems with penetration [22] [23] [24] and tissue motion can be solved [25] , [26] . The major obstacle to implementing sa imaging is thus to solve the problem with the high number of calculations per second that must be performed.
several systems connected to or integrated into commercial scanners have been developed over the years. a solution was developed with 12-bit resolution and 20 mHz sampling rate interfaced to a bK medical 1846 scanner [27] . several commercial systems have since been developed [28] [29] [30] . The problem with all of these systems is that only beamformed data are acquired, which is not useful for investigating advanced imaging, for which individual transducer element data are needed.
The rasmUs system [31] has 128 independent transmit channels and 64 independent receive channels, each equipped with a 2-to-1 multiplexer. The system can store more than 3 s of multi-channel data. It has limited capabilities for real-time processing, but can implement realtime conventional beamforming. storage of real-time in vivo data has been instrumental in developing vector flow imaging, sa imaging, and in conducting preclinical studies of these concepts [5] . The system by lu et al. [32] can handle 128 channels and can perform real-time imaging, but has limited capability for storing long data sequences. The Ula-op system developed by Tortoli et multiplexed to 192 transducer elements. The system also has built in real-time processing. several other systems have been developed and some are described in a special TUFFc issue on ultrasound systems [34] . none of the aforementioned systems can handle 3-d imaging and real-time processing of sa data or advanced vector flow imaging. The construction of a new system was therefore initiated in 2005 [35] to handle advanced imaging concepts. This paper describes the resulting system and its performance. The system demands are given in section II. The architecture and programming model are described in sections III and IV and the real-time capabilities and performance are revealed in sections V and VI. The paper concludes with several usage examples for linear and nonlinear imaging and flow estimation in section VII.
II. specifications and Features
The system must be capable of acquiring rF sampled data for all different imaging modes. This includes conventional 2-d and 3-d imaging as well as sa, coded, and vector flow imaging. The system should be capable of acquiring data for at least a couple of heart beats for offline processing as well as real-time processing and image display for orientation and experimentation.
A. Sampling
High-end transducers reach a center frequency of up to 15 mHz and 100% bandwidth and capacitive micromachined ultrasound transducer (cmUT) probes can go beyond this [36] . a sampling frequency higher than f s = 2( f 0 + f 0 /2) > 37.5 mHz should be used. The system should be able to use 2-d arrays with 32 × 32 elements for 3-d imaging. It must be possible to store data for at least a couple of heart beats for each element to later experiment with off-line beamforming and processing. The accuracy of the hardware should support generating focused fields with side-lobes less than −80 db.
The time stability of the system should also be high from sample to sample and from emission to emission. Flow estimation relies on finding the phase or time shift between emissions [37] and jitter should be significantly below the smallest detectable difference. For sa flow, this can be on the order of 0.1% [38] . For a 10-mHz transducer, the time shift for half a period is 50 ns and the time jitter between emissions should, thus, be less than 50 ps to maintain an accuracy of 0.1%.
The synthetic aperture real-time Ultrasound system (sarUs) can sample rF data with a sampling frequency of 70 mHz with a precision of 12 bits. summing 64 channels, this would give a theoretical signal-to-noise ratio of up to 6 · 12 + 6 · 3 = 90 db, leaving some margin for an 80 db dynamic range. The 70 mHz sampling frequency makes it possible to experiment with 25-mHz cmUT probes.
B. Transmission
The system must be connected to traditional arrays, and here waveforms with amplitudes of up to ±100 V are used in transmission. often coded imaging is needed for experimentation [12] [13] [14] . several authors have investigated this use, starting with Takeuchi [10] in a paper dating back to 1979. since then, several authors have pointed out the advantages of using codes for increasing the penetration depth [9] , [39] [40] [41] [42] [43] with chirp signals. others have considered binary codes, such as m-sequences [44] , [45] , orthogonal Golay sequences [11] , and nonlinear Fm signals [40] . some authors [9] , [44] , [46] have investigated the application of inverse filtering instead of matched filtering for more efficient side-lobe reduction. other authors have considered fast ultrasound imaging using coded signals [11] , [44] , [45] , [47] [48] [49] [50] .
To continue the investigation of advanced coded imaging, it should be possible to transmit arbitrary waveforms on individual channels with a new waveform for each element and each transmission. side-lobes in ultrasound fields are often below −60 db, and the dynamic range of the waveforms should correspond to this. The emitted field must be focused and a delay should be applied to the individual element waveforms.
The sarUs transmission stages consist of near-linear power amplifiers supplied by up to ±100 V and driven by 70 mHz, 12-bit digital-to-analog converters (dac). The dac block is connected to a large dynamic ram storage from which a new waveform can be selected for each transmission and for each channel. a delay value and an apodization value can then be applied on each element for transmit focusing. sub-sample delays are handled by having phase-shifted waveforms for the individual channels to give the lowest possible side lobes [51] , [52] .
C. Processing
a vital point in obtaining high-quality in vivo data for later experiments with processing is to have a good orientation image during the scan. The processing must be so flexible that conventional as well as experimental frames can be interleaved and acquired at the same time. different imaging sequences can be defined in the system and switched between with a single command. This makes it possible to use a sequence for real-time display and then in a short time change to a sequence dedicated only to data acquisition.
The control and processing engines in sarUs are based on Xilinx Virtex-4 FpGas (Xilinx Inc., san Jose, ca). They are reprogrammable and house generous processing resources. With these, it has been possible to implement the full processing chain for real-time sa imaging as de-scribed in section V and a scan controller capable of handling multiple interleaved imaging modes.
D. Programming
It is important that a research system is flexible to use, and that new and unforeseen imaging modes can be implemented quickly. It is also a requirement that as many of the details of setting up the system as possible are hidden from the user, so the user can concentrate on imaging aspects.
The solution in sarUs is to use matlab (The mathWorks Inc., natick, ma) as the front-end for the system, where a set of high-level commands are used for controlling the system. around 50 lines of code suffice for implementing, e.g., phased-array imaging. This makes testing of new imaging ideas fast and fairly easy to debug.
E. Data Storage
a key point for a research scanner is the accessibility to all data for every element of the probe and at all stages in the processing. This is needed for development and optimization of algorithms and for generating data for imaging sequences that are too processing-heavy to be implemented on the system. conducting studies on patients and obtaining multiple views necessitates a fast storage of this data. often an ultrasound exam consists of several views and the waiting time for storing data should be kept to minutes. Typically an image can be acquired to a depth of 400λ to 500λ and it consists of 200 to 400 lines. Employing a sampling interval of ΔZ and a frame rate of f r with N s bytes per sample gives
where D is the scanning depth, ΔZ is the sampling interval, and N l is the number of lines. For a frame rate of 30 Hz with 200 lines/image to a depth of 400λ and using 2 bytes per sample and λ/4 sampling, this gives 38.4 mb/ element/s. This amounts to 4.9 Gb of data per second and 44.5 Gb for a 5-s video when sampling a 128-element transducer. Thus, more than 1 Gb of data should be stored per second to enable a maximum of 1 min wait time between examinations. This is made possible in sarUs by using 1-Gbit Ethernet ports on each board for a combined total of 64 Gbit/s. These are connected through four 10-Gbit/s links to a linux cluster with 12 servers capable of storing 4.8 Gb/s of data on their raId drives. Thus, it is theoretically possible to store 4 Gb/s to attain an examination time per view of less than one minute.
III. system architecture
The scanner consists of an analog front-end and a digital back-end. The front-end has 5 sets of 192 and 1 set of 64 transmit and receive amplifiers. Each set of amplifiers is connected to a standard ITT cannon dl5-260p (ITT cannon, Watertown, cT) transducer connector. The back-end consists of 64 digital acquisition and ultrasound processing (daUp) boards. Each daUp board has 16 independent transmit and receive channels and hosts 5 fieldprogrammable gate arrays (FpGas) that implement the various functions needed for synthetic aperture imaging: transmitting, sampling and filtering, beamforming, summing, and control. The 64 daUp boards are organized in 4 racks with 16 daUp boards in each. The daUp boards in a rack are connected to a backplane for distribution of synchronization signals and beamformed data.
The system can be configured as one system with 1024 channels, as smaller individual systems with 256 channels each, or in several intermediate steps.
For testing purposes, it is possible to connect the output of the dacs to the input of the analog-to-digital converters (adcs) using loop-back cables. This allows sampling of the emitted signals to measure the time stability of the system. For high-quality imaging, it is important that all channels are sampled at not only the same rate, but also at the exact same time [53] . The sampling clock signal is a periodic, 70-mHz square-wave signal, whose rising or falling edges determine the sampling instant. To assure that this signal is in phase at all of the adcs, it is distributed along equal-length synchronization cables from a central point to all of the daUp boards. These cables also carry the signals that control the emitters and the sampling.
The main blocks of a sarUs digital board are shown in Fig. 1 . all functional units are based on a Virtex-4 FpGa (Xilinx Inc.) [54] that all are connected to both a large (1 to 2 Gb) dynamic ram (dram) and a smaller dram of 64 mb. The transmission part consists of one FpGa (2) connected to 16 dacs (dac2902y, Texas Instruments, dallas, TX) operating at 70 mHz and 12 bits. all can emit a different waveform for each emission and all waveforms are stored in the dram. FpGa (1) controls the sampling of data from the 16 adcs working at 70 mHz and 12 bits (ads5273, Texas Instruments). It can selectively store data for the channels and also houses part of the real-time processing of received channels. The channels to sample and the depth range can be set individually for each emission. The two remaining FpGas (3 and 4) are exclusively used for the real-time processing of data as described in section V. all of the FpGas are connected through high-speed 2.5-Gbit/s rocket Io links (Xilinx Inc.) . In the processing chain, four links are present both between FpGas and between boards for a combined data rate of 10 Gbit/s. a rocket Io link is also routed to each of the other FpGas from the control FpGa (5) for sending and receiving parameters for the set-up of the system and reading of ram content.
The transmission/acquisition sequence is performed using synchronization signals from the control powerpc FpGa (5). a sequence can consist of several different image types with different lengths, active channels, and waveforms, and the time between pulse emissions T prf can vary from emission to emission. It is also possible to have rapid switching between imaging modes to have sequences for orientation and ones for which data are stored only. The FpGa is also connected to a 1-Gbit Ethernet network and houses a powerpc running linux. This is used for controlling the system and setting parameters. The network is also used for reading data from the ram of the other FpGas to store, e.g., rF data on a remote linux storage cluster.
IV. programming model
The prime design goal in a research system is flexibility, and this is achieved by providing the system with a programming language through matlab. The structure of the sarUs software is shown in Fig. 2 . a communication layer takes care of passing parameters and data to and from the sarUs servers. It operates in linux on the user pc and can be called from either matlab or a c executable that implements a stand-alone program scanner. The layer is configured by a text file describing the hardware to be used: number and Ip addresses of the sarUs digital boards, which board houses the central timing source, and mapping between the transducer connectors and the digital boards involved.
The commands to sarUs are sent through the Tcp/ Ip protocol to the sarUs servers. These run within linux on the embedded powerpc processor in the dedicated control FpGa (5) on each digital board. The results from the command execution-a success/failure code and, for some commands, parameters or data-are returned to the user pc and passed back to matlab or the executable. a layered structure of Xml files is used for describing all user-accessible logic on a digital board. at the lowest level are the register sets and the ram blocks. These are joined into functional units. an FpGa description consists of several of these units. Finally, a top-level file describes the types and addresses of the utilized FpGas in a given digital board configuration. Through transformation, c header files and VHdl include/package files are generated automatically. This ensures that the descrip- 
The transfer of parameters and data are performed using a serial bus with a tree topology, as shown in Fig. 3 . The originating command/data blocks propagate on the bus through switches, in which the first byte of the command block is stripped and used as address (multiplexer position), thus determining which branch of a switch will be used for the further propagation of the command and the returning data. The numbering essentially corresponds to an Ip numbering scheme with an index for the board followed by a hierarchical numbering scheme for the FpGa, functional unit, register, and address. This makes it possible to have only two basic commands for either writing to or reading from the system, which can, thus, be optimized for transfer speed.
The user programming is done entirely in matlab and executed on the pc connected to the network. The matlab commands operate at a high level, and the user is only concerned with the imaging situation, such as selecting the virtual focusing points, excitations, and image geometry. only parameters are being passed over the network to the powerpc and the actual setup is performed on all 64 linux kernels in parallel. The c server part of the code then calculates the relevant parameters and sets them in the hardware.
after an image sequence has been set up, it can be executed either in an infinite loop with a real-time display of the image, or it can be stopped and the data stored on disk. This happens in parallel for all 64 boards in the system through the 1-Gbit/s Ethernet ports, which are connected through fast switches to a linux storage cluster connected to fast raId storage. The storage server can later be used for processing the data.
V. real-Time VHdl software
The processing chain is shown in Fig. 4 .
The processing chain consists of three FpGas. The first one samples, downsamples, and stores data in ram and filters the data for real-time processing. It houses 2 × 8192-point FFT-cores (forward and inverse) for arbitrary matched filtration on four channels at 140 mHz, as shown in Fig. 5 . Twenty-four dsp slices are used for each FFT (each FpGa houses 160 dsp slices [54] ). The time to process four channels of 8192 samples each is 32 768 clock cycles allowing a repetition frequency of 4272 Hz. The unit can handle complex filters and shifts in the frequency domain for Hilbert transformation and demodulation.
The next FpGa contains a fully parametric beamforming unit that calculates delays and apodization values in real time in 3-d space [55] . The beamforming unit contains four focusing units. one focusing unit is shown in Fig. 6 . Each focusing unit calculates five delays and apodization values at a time: one for each of the four receive channels and one for the virtual transmit source. The four focusing units calculate different image lines in parallel. Each image line consists of 1024 complex samples for pixel based beamforming [56] . more than 350 million complex beamformed samples are produced per channel per second for conventional, 2-d, or 3-d synthetic aperture imaging. For images with 200 lines, the beamformer produces 1780 low-resolution frames per second, yielding full synthetic aperture b-mode imaging around 30 high-resolution images per second when using a 60-emission sequence. The beamformer uses approximately 34 000 slices of the 42 176 available slices and 124 dsp slices of the 160 available.
The last FpGa transfers beamformed samples across the backplane to the other daUp boards, where they are summed. The last FpGa is also capable of envelope detection, logarithmic compression, data storage, selection, and output of the beamformed result to a display pc.
VI. performance
This section describes the performance of the system in terms of noise figures, time stability, and transfer rates. 
A. Noise Performance of the Hardware
The path of the receive signal on a sarUs channel is shown in Fig. 7(top) . The active components in the signal path are a receive amplifier (single-chip, with 48 db variable gain) and the adc. The noise at the output stems from the analog amplifier, power line noise coupled into the amplifier, the amplifier before the adc, and quantization noise. all noise sources can be assumed independent, and their power can therefore be added. The total noise power is given by
where P n I is the power lines' interference noise, which varies in amplitude between the channels i, and P s is the Fig. 5 . overview of the Fourier-based matched filter. Fig. 6 . parametric beamformer block used in sarUs.
power of the amplifier noise. P n A is the adc amplifier noise, P n Q is the quantization noise of the adc. g is the linear TGc amplifier gain, which directly scales the noise components into the amplifier. The rms value of the noise is rms q (i) = P i q ( ), and this can be determined by investigating the individual noise contributions.
The power of the quantization noise is given by [57, eqn. 11.12]:
where V pp is the maximum peak to peak input voltage (equal to 2 V), and b = 12 is the number of bits in the conversion. The factor 12 in the denominator stems from the variance of the quantization noise, when assuming it has a uniform probability density with zero mean. The theoretical rms amplitude of the quantization noise is then 2 4096 12 /( ) = 0.14 mV. The noise in the system has been measured both with the TGc amplifier connected to the daUp board (amplified) and without a connection to the amplifier (openinput) to determine the different noise components. The open-input channel level in Fig. 8 is a bit above 0.14 mV, because it also includes the adc input bias circuit noise, and some distinct 15-and 30-mHz components (seen in Fig. 9 ) that are most likely caused by the 125-mHz clock oscillators for the Gigabit Ethernet. The rms amplitude of the analog additive noise power P n A is estimated to be 0.56 mV. The rms amplitude of the interference noise power P i n I ( ) is estimated to vary between 4.8 μV for the least-affected channel and 40 μV for the most-affected channel.
The noise performance of the sarUs system is currently determined (and limited) by the choice of power supplies for the analog front-end. These were selected to be switch-mode power supplies, being more compact and efficient than linear power supplies. The downside of using that type is a much increased electrical noise on the power supply rails and more shielding that must to be added to the system. The transmit and receive amplifiers of sarUs are housed in 6 amplifier boxes, 5 of these containing 24 amplifier cards, and one containing 8 amplifier cards, each card carrying 8 channel amplifiers for transmit and receive. The amplifier cards that are placed nearest to the power connectors of the amplifier boxes are most exposed to the electrical and electromagnetic interference caused by the switch-mode power supplies. also, on each amplifier card, half (4) of the channel amplifiers are closer to the amplifier box backplane, and these exhibit higher noise levels. Fig. 8(top) shows the rms noise levels in the sampled signal on an open-input channel (receive amplifier not connected), the least noise-affected channel in an amplifier box, and the most-affected channel as a function of the amplification level. The same levels are also shown relative to the open-input channel noise level in Fig. 8(bottom) . 9 shows the spectral density of the noise on an open-input channel, a relatively noise-free, and a badly affected channel at maximum (48 db) gain. The reference amplitude here is 1 V, which is the maximum amplitude the adcs of the digital boards can accept. Fig. 10 shows the rms levels of the noise across all amplifiers of the sarUs system relative to an open-input channel. There is a large variation between channels on the order of 18 db between the best and worst channel resulting from noise from the power supplies. This is also substantiated in Fig. 11 , which shows a map of the average rms noise voltage of the 8-channel amplifier cards of sarUs. The color values indicate the noise level relative to an open-input channel in decibels. The map corresponds to the actual positions of the cards in the rack cabinets. The power supply lines enter the amplifier boxes at the top of the image, which has the highest average noise levels.
B. Noise Performance During Use
The performance of the system has been investigated using a 192-element linear array transducer (bK 8804, bK medical, Herlev, denmark) operating at 7 mHz. a lineararray scan was performed with this array using 64 active elements, a transmit focus at 6 cm, and dynamic receive focusing. no transmit apodization was used and a constant f-number equal to 2 was used in receive with a von Hann apodization. The resulting image is shown on the left in Fig. 12 . The image quality is comparable to the previous research scanner rasmUs [31] , [57] , and the same visual noise level is also seen when scanning the phantom with a commercial bK medical proFocus scanner. a penetration depth of approximately 6.5 cm (0 db snr) is obtained. The signal-to-noise ratio as a function of depth is shown on the right in Fig. 12 . This was calculated by measuring in the same direction 100 times and finding the mean value of the response. subtracting the mean from the responses yields the noise signal.
C. Time Stability
The time stability of the system was tested by comparing repeated measurements from the phantom measurement images shown in Fig. 12 . Here, 100 emissions were made in the same direction and the time delay between emissions was determined by using a cross-correlation estimator. The results are shown in Fig. 13 . The time jitter from emission to emission (top graph) is found by correlating emissions n and n + 1. The mean time delay between two emissions is −1.41 ps, and the standard deviation of the delays is 48.3 ps. For a 7-mHz velocity estimation system, this deviation will introduce an error of roughly 0.07%, which is well below the accuracy of all current velocity estimation systems. The variation is also random and can therefore easily be averaged out. alternatively, it makes it possible for the system to find shifts in positions between two emissions down to 37 nm. When correlating data from the first emission with subsequent emissions, a slight drift of −1.22 ps/emission is seen. This could also be attributed to a small drift in the speed of sound resulting from a change in temperature of the phantom used.
VII. Examples of Use
This section shows three examples of use of the system covering the real-time aspects, three-dimensional tensor velocity imaging, and finally nonlinear imaging.
A. Real-Time SA Imaging a real-time synthetic aperture image is shown in Fig. 14. a 192-element 5-mHz linear array (bK medical) was connected to the system and placed on a tissue-mimicking phantom containing anechoic cysts. The transducer is excited with sinusoidal pulses of two periods, and each emis- sion uses 32 elements with an f-number of −1.5, i.e., the virtual sources are located behind the aperture. 64 virtual sources are used to create a high-resolution image. The virtual sources are uniformly spaced laterally. The filtering uses a time-inverted sinusoidal pulse of four periods weighted by a Gaussian window. Furthermore, the filter coefficients corresponding to the negative frequencies are set to zero to form the discrete-time analytic signal which allows Iq beamforming. The beamformer synthesizes an expanding apertures in both transmit and receive with a boxcar apodization and a fixed f-number of 1.6 in transmit and 1.5 in receive. 240 lines of 1024 Iq samples are produced for every virtual source. With a pulse repetition frequency of 2 kHz, 1120 low-resolution images are produced per second, corresponding to 17.5 high-resolution images per second. The image is shown with a 60 db dynamic range and interpolated to 493 lines with 587 samples in the resulting image. The video sequence can be obtained from the electronic version of this paper. data transfer rate was measured to be 6.98 mb/s during the storage of data for this image for each of the Ethernet connections. This gives a theoretical combined total of 446.7 mb/s for storage from all boards. For each of the 12 cluster machines, the peak write performance is 417 mb/s for a combined total of 5.0 Gb/s. The fiber optic links can sustain 4 Gb/s, so the cluster easily can accept the amount of data per second. The data rate out of sarUs is an order of magnitude lower than the theoretical peak of 100 mb/s per connection, and this is due to the powerpc configuration. no dma is used here, but it still gives a respectable rate of more than 440 mb/s, which is sufficient for most preclinical trials. Further optimization can give higher rates.
B. Color Flow Mapping Video
a convex array color flow map video was acquired by the system. a bK 8820e probe with 192 elements and a 3 mHz center frequency was employed. both a b-mode in 129 directions and cFm image in 32 directions were acquired. Thirty-two emissions were used for each direction and a standard autocorrelation estimator was used for velocity estimation [58] . a low frame rate of 3 Hz was obtained because of the many emissions and from using a pulse repetition frequency of 3.5 kHz. The obtained image is shown in Fig. 15 and the video sequence can be obtained from the electronic version of the paper.
C. 3-D Velocity Estimation
The 3-d velocity vector can be estimated by using the 3-d transverse oscillation method [59] [60] [61] , which employs a 2-d matrix transducer. The method synthesizes doubleoscillating fields in receive and uses a spatial quadrature approach when beamforming. based on five lines beamformed in parallel, the velocity estimation is decoupled into estimating the axial, transverse, and elevation components. all three components are estimated simultaneously from the same received data. a 2-d matrix array transducer (Vermon s. a., Tours France) with 32 × 32 active elements was used to acquire flow data. The 1024 active elements were connected to the 1024 channels in sarUs and data were sampled at 70 mHz from all elements simultaneously. The flow data was acquired in a flow-rig system. It is a closed-loop circuit in which a centrifugal pump (cole-parmer, Vernon Hills, Il) circulates a blood-mimicking fluid [62] (danish phantom design, Frederikssund, denmark). The vessel radius is 6 mm and the entrance length of the vessel is long enough to ensure fully developed flow, which has a parabolic shape. The shape and the peak velocity can be determined from the volume flow rate [37] , which was measured with a calibrated magnetic flowmeter (danfoss, Hasselager, denmark). an illustration of the measurement setup is given in Fig.  16 . data from 3200 emissions at a pulse repetition fre- quency of 2.4 kHz were acquired using all 1024 elements per emission and focusing at the center of the vessel at a depth of 30 mm.
Using the beamformation Toolbox 3 [63] , the received data from each emission were beamformed to form a flow line through the center of the vessel along the z-axis. Using 32 emissions per velocity estimate, 100 flow profiles were obtained. The mean and the range of one standard deviation as well as the expected velocity profiles for the axial (v z ), the transverse (v x ), and the elevation (v y ) components and the complete velocity magnitude are shown in Fig. 17 . at the center of the vessel, the mean ± one standard deviation of the measured velocity vector is 
The results demonstrate that with data acquired using sarUs, it is possible to estimate 3-d velocity vectors over a range of depths. considering the sensitivity to jitter in velocity estimation, the estimations of 3-d velocities demonstrate that sarUs is capable of acquiring flow data, where the low jitter levels described previously have no practical impact on the 3-d velocity estimation.
D. Nonlinear SA Imaging
nonlinear b-mode imaging is widely used in commercial ultrasound systems to improve spatial resolution and is often the default imaging choice when performing e.g., clinical abdominal b-mode scans. nonlinear sa imaging could produce images that potentially benefit from both imaging techniques and possibly outperform other current b-mode imaging schemes such as e.g., dynamic receive focusing imaging (drFI) [64] [65] [66] [67] . on sarUs, an implementation of nonlinear b-mode imaging was tried out in a series of experiments to determine whether the system is capable of nonlinear imaging. a pulse inversion method [64] , [68] was used on sarUs to produce second and third harmonic nonlinear images for both linear and convex array transducers. The results show that sarUs is capable of performing nonlinear b-mode imaging using the pulse inversion technique [69] [70] [71] . The experiments were then expanded to combine pulse inversion with synthetic aperture sequential beamforming imaging (sasbI) [72] , [19] . lateral resolution of wires in a water-filled phantom was measured for sasbI, second-harmonic sasbI (sasbsHI), dynamic receive focusing imaging (drFI), and second-harmonic drFI (drFsHI) and is shown in Fig. 18 . sasbsHI improved the −6 db-lateral resolution of the wires by 66%, 35%, and 46% compared with drFI, drFsHI, and sasbI, respectively [69] . The −20-db resolution was also improved with sasbsHI, showing that overall spatial resolution was indeed improved by the combination of sa and nonlinear imaging. VIII. conclusion a complete real-time synthetic aperture ultrasound system dedicated to research purposes has been developed and fabricated. photos of the front and back of the sarUs system is shown in Figs. 19 and 20 for a fully equipped 1024 channel system. The daUp board is shown in Fig.  21 . It now functions on the same level as a commercial scanner in terms on penetration depth and time accuracy. Its beamformer is 100 to 200 times faster than traditional commercial scanners. The system is easily programmable in matlab and the user only needs to write code at a high abstraction level. It can also store data at different stages in the processing chain from single-channel rF data, focused data, to the final beamformed and summed response, making it ideally suited for research purposes. 
