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and Cuntz algebras
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Abstract
Realization by linear vector fields is constructed for any Lie algebra which
admits a biorthogonal system and for its any suitable representation. The
embedding into Lie algebras of linear vector fields is analogous to the clas-
sical Jordan-Schwinger map. A number of examples of such Lie algebras of
linear vector fields is computed. In particular, we obtain examples of the
twisted Heisenberg-Virasoro Lie algebra and the Schro¨dinger-Virasoro Lie
algebras among others. More generally, we construct an embedding of an
arbitrary locally convex topological algebra into the Cuntz algebra.
Keywords: Vector field, topological algebra, Cuntz algebra, Schro¨dinger-
Virasoro algebra, JordanSchwinger map
2010 Mathematics Subject Classification: 17B66, 17B68, 42C99
1 Introduction
Interest to Lie algebras of vector fields goes back to Sophus Lie in his study of
differential operators. The importance of Lie algebras of vector fields in geometry
comes from the classical result of Shanks and Pursell [20] that the smooth structure
on a manifold is determined by the Lie algebras of smooth vector fields on it. Lie
algebras of algebraic vector fields were studied extensively throughout the years,
see [10], [22], [12], [5], [3], [4] and references therein. These are the Lie algebras
of vector fields which are modules over the corresponding rings of functions. Well
known four Cartan type Lie algebras are important examples of Z-graded infinite
dimensional Lie algebras of finite growth. The Cartan type Lie algebra Wn of
vector fields on n-dimensional torus can be constructed as the derivation algebra
of the polynomial algebra. Other Cartan type Lie algebras are subalgebras of Wn
which preserve certain differential forms.
In this paper we focus on a class of Lie algebras of linear vector fields. They
are realized by differential operators of degree at most 1. For any Lie algebra
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which admits a biorthogonal system (e.g. any separable locally convex Hausdorff
Lie algebra) we construct an embedding to Lie algebras of linear vector fields, the
same can be done for any suitable representation (Theorem 3.7 and Theorem 3.8).
The constructed embedding into the Lie algebra of linear vector fields resembles
the classical Jordan-Schwinger map. In Definition 4.1 we give an alternative map
which does not require the existence of a biorthogonal system.
We provide various examples of Lie algebras of linear vector fields which arise
via such construction. In particular, a Lie algebra of linear vector fields can be
associated with any Riemannian manifold M and a Hilbert space of square inte-
grable (with respect to the standard volume measure on M) vector fields. The
caseM = R leads to the well known class of twisted Heisenberg-Virasoro algebras.
We use the construction to obtain a class of representations by linear vector fields
for the Schro¨dinger-Virasoro Lie algebras.
Finally, we generalize our construction for arbitrary locally convex topological
algebra and their homotopes and obtain an embedding into the Cuntz algebra
(Corollaries 7.5 and 7.6). We also give an explicit representation by linear vector
fields for any convex topological finite dimensional algebra using the representation
of Cuntz algebra constructed by Dutkay [9].
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2 Preliminaries
All vector spaces are considered over the field R of real numbers.
Assumption 2.1. Assume that V and W are topological vector spaces in duality
with pairing < ·, · >V,W , V is separable and there exists a biorthogonal system
{ek, fk}
∞
k=1, where {ek}
∞
k=1 ⊂ V , {fk}
∞
k=1 ⊂ W , that is V = span{ek, k ∈ N} and
< ek, fj >= δkj, k, j ∈ N.
Assumption 2.1 implies that for any x ∈ V we have the following presentation
x =
∑
i∈N
< x, fi > ei. (2.1)
Example 2.2. Let V be a separable locally convex Hausdorff topological vector
space, W = V ′ its topological dual and < ·, · >V,V ′ duality between V and V
′. The
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existence of a biorthogonal system in this case has been shown, for instance, in
[13].
Example 2.3. Let V is a separable topological vector space endowed with bilinear
continuous symmetric non degenerate form Q : V × V → R. Then there exists
a countable set A and a sequence {ek}k∈A of normalized orthogonal elements with
respect to the form Q, that is
Q(ei, ej) = δijσi, i, j ∈ A = A
+ ∪ A−,
where
σi =
{
1, i ∈ A+
−1, i ∈ A−.
Indeed, it is enough to apply the Gram-Schmidt orthogonalization procedure to a
countable dense set of V . In this case, W = V and fk = σ
kek, k ∈ N.
Let R[x] be the space of real polynomials in infinity many variables x1, x2, . . ..
Denote by A the Weyl algebra with generators x1, x2, . . . and ∂1, ∂2, . . . subject the
relations
∂ixj − xj∂i = δij ,
and its completion Â with infinite linear combinations of differential operators on
R[x]. We will identify ∂i with the differential operator
∂
∂xi
for all i. Finally, let Âl
be the subspace of Â consisting of linear differential operators, that is operators
of form ∑
i,j
aijx
ti
i ∂
rj
j ,
with 1 ≤ ti + rj ≤ 2 for all i, j.
If V and W are vector spaces then denote by L(V,W ) the space of linear maps
from V to W .
3 Linear differential operators
Now we define our key operators
Definition 3.1. Let D = DV : L(V,W ) → Âl, ∂ : V → Âl, ∂¯ : W → Âl be
mappings defined as follows:
D(A) :=
∑
α,β∈N
< Aeα, fβ > xα
∂
∂xβ
, A ∈ L(V, V ), (3.1)
∂(h) :=
∑
α∈N
< h, fα >
∂
∂xα
, h ∈ V. (3.2)
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∂¯(r) :=
∑
α∈N
< eα, r > xα, r ∈ W. (3.3)
Remark 3.2. The Jordan–Schwinger map for a matrix X = (Xij)
n
i,j=1 is defined
as follows [1, pp. 212–213]:
X 7→
n∑
i,j=1
Xijaia
∗
j , (3.4)
where {ai, a
∗
j}
n
i,j=1 are boson creation and annihilation operators, i.e. the ele-
ments of the canonical commutation relations (CCR) algebra. Hence 3.1 can be de-
scribed using Jordan–Schwinger maps. For that, instead of general elements of the
CCR algebra, consider their realizations by operators of multiplication and deriva-
tion to underline the linearity of operators. Furthermore, if we set V = W = Rn
in the definition of 3.1 then (3.4) in our notation is given by
X 7→ D(X∗).
Consequently, as the following Lemma 3.3 shows, 3.1 defines an anti-homomorphism,
while (3.4) gives a homomorphism.
We have
Lemma 3.3.
[D(A), D(B)] = D([B,A]), (3.5)
[∂(f), D(A)] = ∂(Af), (3.6)
[∂(f), ∂(g)] = 0 (3.7)
[D(A), ∂¯(r)] = ∂¯(A∗r) (3.8)
f, g ∈ V, r ∈ W,A,B ∈ L(V,W ).
Proof. Indeed,
[D(A), D(B)] =
∑
i1,i2,j1,j2∈N
< Aei1 , fj1 >< Bei2 , fj2 > [xi1
∂
∂xj1
, xi2
∂
∂xj2
]
=
∑
i1,i2,j1,j2∈N
< Aei1 , fj1 >< Bei2 , fj2 > (xi1δi2,j1
∂
∂xj2
− xi2δi1,j2
∂
∂xj1
)
=
∑
i1,j2∈N
(
∑
j1∈N
< Aei1 , fj1 >< Bej1 , fj2 >)xi1
∂
∂xj2
−
∑
i2,j1∈N
(
∑
j2∈N
< Aej2 , fj1 >< Bei2 , fj2 >)xi2
∂
∂xj1
=
∑
i1,j2∈N
< (BA− AB)ei1 , fj2 > xi1
∂
∂xj2
= D([B,A])
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where we have used representation (2.1) and sequential continuity of the pairing.
The second and the fourth commutation relations are proved similarly. The third
one is obvious.
Remark 3.4. Relation (3.6) can be rewritten in the form ad(−D(A))∂(f) =
∂(Af). Consequently, from the operator identity
[A1 . . . An, B] = [A1, B]A2 . . . An + . . .+ A1A2 . . . An−1[An, B],
follows that
ad(−D(A)) (∂(f1) . . . ∂(fn)) =
n∑
k=1
∂(f1) . . . ∂(Afk) . . . ∂(fn), f1, . . . , fn ∈ V.
Thus the operator ad(−D(A)) acts on the linear space generated by ∂(f1) . . . ∂(fn),
f1, . . . , fn ∈ V , as an operator of n-times motion A
⊗
n
=
n∑
k=1
Id⊗ . . .⊗A⊗ . . .⊗Id.
Corollary 3.5. (i) Let A ∈ L(V, V ) and W ⊂ V is an invariant subspace of A
i.e. A ∈ L(W,W ). Define
X := {ψ ∈ End(R[x])|∂(f)ψ = 0, ∀f ∈ W}.
Then X is an invariant subspace of D(A).
(ii) Let X be an invariant subspace for D(A). Then
W := {f ∈ V |∂(f)ψ = 0, ∀ψ ∈ X}
is an invariant subspace of A.
Corollary 3.6.
∂(etAf) = e−tD(A)∂(f)etD(A), f ∈ V
Proof. Immediately follows from formula (3.6).
Assume now that V = W . Then L(V, V ) has a natural structure of a Lie
algebra. Let g be a Lie subalgebra of L(V, V ). Then the restriction of −D onto g
defines a representation of g by linear differential operators. Hence, we have
Theorem 3.7. Let g be an arbitrary Lie algebra and ρ : g → End(V ) a faithful
representation of g. Then −D ◦ ρ and D∗ ◦ ρ give embeddings of g into Âl, and
hence, define representations of g by linear vector fields.
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Let g be a Lie algebra with the center Cent(g), which satisfies the assumption
2.1. Set V = g and restrict the mapping D = DV on the subspace
Z := {ad(v) := [v, ·], v ∈ V } ⊂ L(V, V )
of operators of adjoint representation. We obtain
D˜ := D ◦ ad : g→ End(R[x]), D˜(v) =
∑
α,β∈A
< [v, eα], fβ > xα
∂
∂xβ
, v ∈ g. (3.9)
Consequently, Lemma 3.3 implies
Theorem 3.8. For any Lie algebra g satisfying the assumption (2.1) (with V = g)
there exists an embedding, given by formula (3.9), of g/Cent(g) into the semidirect
product D˜(g)⋉ ∂(g) ⊂ End(R[x]) of linear differential operators.
Proof. We have
[D˜(u), D˜(v)] = D˜([v, u]), [∂(h), D˜(v)] = ∂([v, h]), (3.10)
[∂(h), ∂(g)] = 0 (3.11)
h, g, u, v ∈ g.
If D˜(v) = 0 then equality (3.10) implies that ∂([v, h]) = 0, h ∈ g and, consequently,
[v, h] = 0, h ∈ g i.e. v ∈ Cent(g).
Remark 3.9. Example (2.2) shows that condition (2.1) is satisfied for any sepa-
rable locally convex Hausdorff Lie algebra.
Corollary (3.5) in this case shows that for each v ∈ g there is one to one
correspondence between subspaces of the Lie algebra invariant under action of
ad(v) and subspaces of End(R[x]) invariant with respect to D˜(v).
4 Mapping D as an extension of the algebraic
adjoint operator
Notice that D(A)|V ∗ = A
∗ and, consequently, our construction is an extension
of the algebraic adjoint from the class of linear continuous functionals to a more
general class of functions. Then we can define D(A) in the following fashion:
Definition 4.1. (i) D(A)|V ∗ = A
∗.
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(ii) ∀k ∈ N, l1, . . . , lk ∈ V
∗, φ ∈ C∞(Rk) define
D(A) [φ(l1, . . . , lk)] :=
k∑
m=1
∂φ
∂xm
(l1, . . . , lk)A
∗lm
(iii) Let µ be a Radon Gaussian measure on the space V and H(µ) ⊂ V be the
Cameron-Martin space of µ. For general f ∈ L2(V, dµ) we define
D(A)f(x) := lim
t→0
f(x+ tAx)− f(x)
t
, x ∈ V,
whenever limit exists. Note that whenever f is a cylindrical function this
definition coincides with (ii). By the density of the set of cylindrical func-
tionals in L2(V, dµ) and Cauchy-Schwartz inequality we can extend D(A) to
the Sobolev space W 4,1(µ) (see, for instance, [6, chapter 5, p.211]), for all A
such that ∫
V
|Ax|4H(µ)dµ <∞.
Therefore, our construction provides an extension of any representation to a
linear vector field representation. Note that Theorem 3.8 represents an extension
of the adjoint representation, first to coadjoint, and then to a vector field repre-
sentation. The advantage of the definition 4.1 comparing to the definition 3.1 is
that we do not require the existence of a biorthogonal system. We only require
the existence of a non empty space of linear continuous functionals.
5 Analog of the Killing form
Definition 5.1. Define a bilinear form ε : L(V, V ) × L(V, V ) → End(R[x]) as
follows
ε(A,B) := D(A)D(B) +D(AB), A, B ∈ L(V, V ).
Remark 5.2. The form above measures how far the map D is from being an
(anti)homomorphism of algebras.
Lemma 5.3. We have
(i) The form ε is symmetric.
(ii)
[D(A), ε(B,C)] = −ε([A,B], C)− ε(B, [A,C]), A, B, C ∈ L(V, V ).
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Proof. Statement (i) follows immediately from (3.5), while . (ii) follows from (3.5)
and operator identity [A,BC] = [A,B]C +B[A,C].
For a Lie algebra g define the bilinear map ε˜ : g× g→ End(R[x]) as follows:
ε˜(u, v) := ε(ad(u), ad(v)), u, v ∈ g.
Then we have
Corollary 5.4. (i) ε˜(u, v) = ε(v, u), u, v ∈ g.
(ii) [D(ad(u)), ε˜(v, w)] = −ε˜(ad(u)v, w)− ε˜(v, ad(u)w), u, v, w ∈ g.
This bilinear map ε˜ takes values in second order operators (infinite dimensional)
or (if we use creation and annihilation operators on Fock space to define D) in the
set of linear transformations on Fock space (bosonic or fermionic).
Let τ : End(R[x])→ R be a weight function, which is a linear function whose
restriction on the image of ε˜ is symmetric, that is τ(AB) = τ(BA) for all A,B ∈
End(R[x])). Then one can use the bilinear map ε˜ and τ to define the following
analog of the Killing form on g:
Definition 5.5.
B : g× g→ R, B(u, v) = (τ ◦ ε˜)(u, v), u, v ∈ g.
Therefore we can conclude from corollary 5.4 that
Corollary 5.6. (i) The form B is symmetric:
B(u, v) = B(v, u), u, v ∈ g.
(ii)
B(ad(u)v, w) +B(v, ad(u)w) = 0, u, v, w ∈ g.
If the form B is non-degenerate then one constructs a 2-cocycle and conse-
quently a central extension of g in the usual way.
Corollary 5.7. Let u ∈ g, u 6= 0 and φu : g × g → R defined by φu(w, z) =
B(ad(u)w, z) for w, z ∈ g. Then
(i)
φu(w, z) = −φu(z, w), w, z ∈ g.
(ii)
φu(y, [w, z]) + φu(w, [z, y]) + φu(z, [y, w]) = 0, y, w, z ∈ g,
i.e. φu is a 2-cocycle.
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6 Examples
In this section we consider examples of computation of vector fields D(A).
6.1 Operators on L2(0, 2pi)
(1) LetH = {φ ∈ L2(0, 2pi)‖φ(0) = φ(2pi) = 0} be a Hilbert space with scalar prod-
uct (f, g)H =
1
pi
2pi∫
0
f(x)g(x) dx, f, g ∈ H and orthogonal basis {en = sin(n·)}
∞
n=1;
A : D(A) ⊂ H 7→ H , D(A) = {φ ∈ W 2,2(0, 2pi) ∩ H| φ′′(0) = φ′′(2pi) = 0},
Af = λ∂
2
∂2x
+ (1− λ)v ∂
∂x
, v ∈ H .
Since v ∈ H we have that v =
∞∑
m=1
cmem with |v|H =
∞∑
m=1
c2m <∞. Now we can
deduce that
Aem = −λm
2em + (1− λ)
∞∑
n=1
cnen∂xem
Consequently, we have
(Aem, ek)H = −λm
2δmk + (1− λ)
∞∑
n=1
cn(en∂xem, ek)H .
We can calculate that
(en∂xem, ek)H =
m
pi
2pi∫
0
sin nx cosmx sin kx, dx = m
2
(δn,k−m + δn,k+m − δn,−k−m − δn,m−k)
= m
2
(δn,k−m + δn,k+m − δn,m−k), n,m, k ∈ N. (6.1)
Hence,
(Aem, ek)H = −λm
2δmk +
m(1− λ)
2
(cm+k + ck−m − cm−k), m, k ∈ N
where we use notation ck := 0, k ≤ 0. Now we can conclude that
D(A) =
∞∑
m=1
(
(1−λ)
2
mc2m − λm
2
)
ym∂ym
+ (1−λ)
2
∑
n<m,m,n∈N
cm+n(mym∂yn + nyn∂ym)
+cm−n(nyn∂ym −mym∂yn) (6.2)
(2) LetH = {φ ∈ L2(0, 2pi)‖φ(0) = φ(2pi) = 0} be a Hilbert space with scalar prod-
uct (f, g)H =
1
pi
2pi∫
0
f(x)g(x) dx, f, g ∈ H and orthogonal basis {en = sin(n·)}
∞
n=1;
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A : D(A) ⊂ H 7→ H , A = x2 ∂
∂x
. The flow corresponding to vector field A will be
Xt(x) =
x
1−tx
, t < 1
2pi
.
We can calculate that
A¯nm := (Aen, em)H =
{
4pinm
n2−m2
, n 6= m
−pi , n = m
n,m ∈ N
Then we can conclude from the corollary 3.6 that
1
pi
2pi∫
0
en(Xt(x))em(x) dx = (e
tA¯)nm, n,m ∈ N.
Notice that the matrix A¯ = −piI + B, where B is antisymmetric matrix. Con-
sequently etA¯ is defined for all t ≥ 0 and exponentially fast convergent to 0 as
t→∞.
6.2 Operators on L2(M,TM, dλ)
Let M be a Riemannian manifold, H = L2(M,TM, dλ) be a Hilbert space of
square integrable (with respect to the standard volume measure on M) vector
fields, ∇·(·) : H×H → H–covariant derivative. Define D˜(X) := −D(∇X), X ∈ H .
Then
[D˜(X), ∂(Y )] = ∂(∇XY ), (6.3)
[D˜(X), ∂(fY )] = [D˜(fX), ∂(Y )] + ∂(Y df(X)), (6.4)
D˜(R(X, Y )) = [D˜(X), D˜(Y )]− D˜([X, Y ]), X, Y ∈ H, f ∈ C∞(M), (6.5)
where R is Riemannian curvature tensor. If in addition torsion tensor is zero we
have that
[D˜(X), ∂(Y )] = [D˜(Y ), ∂(X)] + ∂([X, Y ]) (6.6)
Thus operators {∂(Y ), D˜(X)}, X, Y ∈ H generate certain Lie algebra which
depends upon manifold M .
In the particular case, when our manifold M = S1 is a circle we can identify
tangent fields X with scalar functions x : S1 → R as follows
x = x(θ)←→ X = x(θ)(− sin θ, cos θ), θ ∈ S1.
Consequently, ∇X ←→ x(·)
d
dθ
, R = T = 0 and relations (6.3) and (6.5) become
[D˜(x), ∂(y)] = ∂(xdy
dθ
), (6.7)
[D˜(x), D˜(y)] = D˜(xdy
dθ
− y dx
dθ
), (6.8)
[∂(x), ∂(y)] = 0, x, y, f ∈ C1(S1). (6.9)
Relations (6.4) and (6.6) are easily deduced from (6.3) and (6.5) in this case.
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6.3 Heisenberg-Virasoro Lie algebra
Let us put in the framework of the previous example M = R and consider the
family Xn = x
n∂x, n ∈ Z of vector fields on R. Let us denote D˜n = D˜(Xn), ∂m =
∂(Xm), n,m ∈ Z. Clearly in this case R = T = 0 and we have
[D˜n, ∂m] = m∂n+m−1, (6.10)
[D˜n, D˜m] = (m− n)D˜n+m−1, (6.11)
[∂n, ∂m] = 0, n,m ∈ Z. (6.12)
Here
D˜n = −
∞∑
i,j=1
(xn
dei
dx
, ej)L2(R)yi∂yj
∂m =
∞∑
i=1
(xm, ej)L2(R)∂yj
where {ei}
∞
i=1 orthonormal basis for L
2(R) (and we identify functions and vector
fields on R)
Consider the shift of indexes by setting dn = D˜n+1. Then
[dn, ∂m] = m∂n+m, (6.13)
[dn, dm] = (m− n)dn+m, n,m ∈ Z. (6.14)
The Lie algebra spanned by {dn, ∂m, n,m ∈ Z} satisfying relations above is the
centerless twisted Heisenberg-Virasoro algebra which was extensively studied (e.g.
[21], [2], [17], [14]). Of course, a realization of twisted Heisenberg-Virasoro algebra
by linear vector fields is well known.
6.4 Schro¨dinger-Virasoro Lie algebra
Now we consider Schro¨dinger-Virasoro Lie algebras which play important role in
statistical physics [11]. These algebras can be realized as the semidirect product
of the centerless Virasoro algebra and a certain module of the intermediate series.
Let s = 0, 1
2
and ρ ∈ Q. Denote by L[s, ρ] the complex Lie algebra with basis
{Ln, Yp, n ∈ Z, p ∈ Z+ s} satisfying the following relations
[Lm, Ln] = (n−m)Ln+m (6.15)
[Lm, Yp] = (p−mρ)Ym+p (6.16)
[Yp, Yq] = 0 , m, n ∈ Z, p, q ∈ Z+ s. (6.17)
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Note that L[0, 0] is the centerless twisted Heisenberg-Virasoro Lie algebra. The
Schro¨dinger-Virasoro algebras and their representations were studied in many pa-
pers (e.g. [18], [16], [15]).
Let H be a separable infinite dimensional Hilbert space and H := A(D,H) be
the Banach space of analytical functions on the disk D = {z ∈ C||z| ≤ 1} endowed
with the uniform topology. Define the system of operators Am : H 7→ H as follows
Amf := e
−imz(−mρf + i
df
dz
), z ∈ D
Then easy calculation shows that
[Am, An] = (n−m)An+m , m, n ∈ Z,
that is the system {Am, m ∈ Z} gives a representation of the first Witt algebra
(the centerless Virasoro algebra) given by relations (6.15). Let g ∈ H and {ep :=
ge−ipz}p∈Z+s ⊂ H. Then we can define ∂ and D¯ := −D as before. Then D¯ is a
homomorphism and we have
[D¯(Am), D¯(An)] = (n−m)D¯(An+m) , m, n ∈ Z.
Furthermore, clearly we have
[∂(ep), ∂(eq)] = 0 , p, q ∈ Z+ s.
Moreover,
[D¯(Am), ∂(ep)] = ∂(Amep) = (p−mρ)∂(em+p), p ∈ Z+ s,m ∈ Z.
Thus the system {∂(ep), D¯(Am), p ∈ Z+ s,m ∈ Z} defines a representation of the
Lie algebra L[s, ρ] by linear vector fields.
6.5 Dynamical systems
Let X be a countable set, for instance integer lattice Zd, h : X → X , and {xn}
∞
n=0
a sequence defined by
xn+1 = h(xn), n ≥ 0
x0 = x ∈ X.
For any φ : X → R define
Aφ(x) := φ(h(x)), Snφ(x) := φ(xn), x ∈ X, n ≥ 0.
12
Hence, Sn = A
n, n ≥ 0. We set V = W = RX . Using the standard orthonormal
basis {ek}k∈X in V we obtain
D(A) =
∑
l∈X
xl
∂
∂xhl
,
∂(f) =
∑
l∈X
f(l)
∂
∂xl
.
Consequently, we can conclude that
∂(Snφ) = (−ad(D(A)))
n∂(φ) = (−D(A))n∂(φ)D(A)n, n ≥ 0.
Remark 6.1. Similarly to the remark 3.4 we can deduce that the evolution S⊗
m
n :=
−ad(D(A)))n (∂(φ1) . . . ∂(φm)) describes the m-point evolution.
7 Generalization to the homotopes of topological
algebras
Assumption 7.1. Assume that V and W are topological vector spaces in duality
with pairing < ·, · >V,W and L ∈ L(V, V )– continuous linear operator. Let {eα}α∈I
be a basis of V . Relative to this basis we have
Lx =
∑
α∈I
Lα(x)eα,
where we assume the set I either countable or I = [0, 1]. In the latter case, the
sum will be understood as an integral with respect to α. Furthermore, we assume
that Lα ∈ W , α ∈ I.
Denote by O∞ the Cuntz algebra ([8]) with generators {si}i∈N subject to the
following relation: s∗jsj = 1, s
∗
jsk = 0, j 6= k, j, k ∈ N.
Definition 7.2. Let D : L(V, V )→ O∞, ∂ : V → O∞, ∂¯ : W → O∞ be mappings
defined as follows:
D(A) :=
∑
α,β∈I
Lβ(Aeα)sαs
∗
β, A ∈ L(V, V ), (7.1)
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∂(h) :=
∑
α∈I
Lα(h)s∗α, h ∈ V, (7.2)
∂¯(f) :=
∑
α∈I
< eα, f > sα, f ∈ W. (7.3)
Consequently, we have:
Lemma 7.3. Under assumption 7.1 we have
D(A)D(B) = D(BLA), (7.4)
∂(h)D(A) = ∂(ALh), (7.5)
D(A)∂¯(f) = ∂¯(A∗L∗f), (7.6)
∂(h)∂¯(g) =< Lh, g > (7.7)
h ∈ V, f, g ∈ W,A,B ∈ L(V, V ),
where adjoint is taken with respect to the duality < ·, · >.
Proof.
D(A)D(B) =
∑
i,j,k,l
Lj(Aei)L
l(Bek)sis
∗
jsks
∗
l
=
∑
i,l
(∑
j
Lj(Aei)L
l(Bej)
)
sis
∗
l
=
∑
i,l
Ll
(
B
[∑
j
Lj(Aei)ej
])
sis
∗
l
=
∑
i,l
Ll(BLAei)sis
∗
l = D(BLA),
∂(h)D(A) =
∑
i,j,k
Lk(h)Lj(Aei)s
∗
ksis
∗
j =
∑
j,k
Lk(h)Lj(Aek)s
∗
j = ∂(ALh),
D(A)∂¯(f) =
∑
i
< LAei, f > si = ∂¯(A
∗L∗f), A, B ∈ L(V, V ), , h ∈ V, f ∈ W.
Similarly,
∂(h)∂¯(f) =
∑
α∈I
Lα(h) < eα, f >=< Lh, f >, h ∈ V, f ∈ W.
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Example 7.4. Assume that V is separable with system {ek}
∞
k=1 ⊂ V such that
V = sp{ek, k ∈ N}. Let {fk}
∞
k=1 ⊂W . Define
L(x) =
∑
i∈N
< x, fi > ei, x ∈ V.
In particular case when the system {ek, fk}
∞
k=1 is biorthogonal, that is < ek, fj >=
δkj, k, j ∈ N, the operator L becomes the identity operator, and definitions of ∂ and
D are reduced to the following:
D(A) :=
∑
α,β∈N
< Aeα, fβ > sαs
∗
β, A ∈ L(V, V ), (7.8)
∂(h) :=
∑
α∈N
< h, fα > s
∗
α, h ∈ V. (7.9)
From now on we assume that V = X is a topological algebra in duality with
X∗. Denote by la : X → X , la(x) = ax the operator of multiplication by a ∈ X .
Consider the operators A,B, L ∈ L(X,X) such that Lx = lρx, Ax = lax and
Bx = lbx, where a, b, ρ ∈ X for any x ∈ X . Then we have from Lemma 7.3:
Corollary 7.5. Assume that X is a topological separable locally convex Hausdorff
algebra. Then we have
D(la)D(lb) = D(lbρa), (7.10)
∂(h)D(la) = ∂(aρh), (7.11)
D(la)∂¯(f) = ∂¯(l
∗
al
∗
ρf), (7.12)
∂(h)∂¯(g) =< g, ρh > (7.13)
a, b, ρ, h ∈ X, f, g ∈ X∗,
Proof. There exists a biorthogonal system {ej}j∈N ⊂ X, {fj}j∈N ⊂ X
∗ [13]. Con-
sequently, we have an expansion (2.1) and
Lx = ρx =
∑
i∈N
< lρx, fi > ei, x ∈ V. (7.14)
Hence, the assumption (7.1) is satisfied. Now the result is a direct consequence of
Lemma (3.3).
Let us denote by Xρ the ρ-homotope of a topological separable locally convex
Hausdorff algebra X , that is X with a modified product (a, b) 7→ aρb.
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The relation (7.10) means that we have an (anti)homomorphism of Xρ into the
Cuntz algebra O∞. Relations (7.11) and (7.12) give us a representation of X
ρ and
a representation of the adjoint of Xρ, respectively.
Corollary 7.6. If Xρ contains the identity then the correspondence Xρ ∋ a 7→
D(la) ∈ O∞ is injective.
Proof. By the linearity it is sufficient to show that D(la) = 0 implies a = 0. If
D(la) = 0 then it follows from the identity (7.11) that ∂(aρh) = 0, ∀h ∈ X .
Furthermore, applying the identity (7.13) we get
< g, ρaρh >= 0, ∀h ∈ X, g ∈ X∗,
which leads to ρaρh = 0, for all h ∈ X . If Xρ has the identity e then we put h = e
and immediately get ρa = 0. Consequently, a = 0.
Hence, one can construct new representations of Xρ by restricting the repre-
sentations of the Cuntz algebra. Interesting permutation representations of Cuntz
algebras have been studied in [7].
Remark 7.7. It would be interesting to find a representation of O∞ as a limit of
finite difference operators (which appear in the representations of the q-deformation
of classical CCR algebra) and, more generally, connect the version of the Jordan-
Schwinger map above with the classical Jordan-Schwinger map with q-deformation
in a way that every term of the family conserves the q-commutator.
Note that the map D(l·) is an antihomomorphism which conserves (up to a
sign) any q-commutator (a, b) 7→ ab− qba.
Next we construct the map D(l·) for topological separable locally convex Haus-
dorff algebra A of dimension n using the representation of the Cuntz algebra On
constructed in [9]. First, we need some definitions.
Definition 7.8. ([9]) Let Y be a topological compact space, µ– a Borel probability
measure on Y , r : Y → Y – an n-to-1 Borel measurable map, i.e. |r−1(z)| = n
for µ-almost all z ∈ Y . We assume that µ is a strongly invariant measure with
respect to r, that is the condition∫
fdµ =
1
n
∫ ∑
r(ω)=r(z)
f(ω)dµ(z), f ∈ C(Y )
is satisfied.
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Definition 7.9. ([9]) A quadrature mirror filter (QMF) for r is a function m0 in
L∞(Y, µ) with the property
1
n
∑
r(ω)=z
|m0(ω)|
2 = 1, z ∈ Y. (7.15)
A QMF basis is a set of n QMF’s m0, m1, . . . , mn−1 such that
1
n
∑
r(ω)=z
mi(ω)mj(ω) = 1δij , i, j ∈ {0, 1, . . . , n− 1}, z ∈ Y. (7.16)
We have
Proposition 7.10. ([9]) Let {mi}
i=n−1
i=0 be a QMF basis. Define the following
operators on L2(Y, dµ):
Si(f) = mi(f ◦ r), i = 0, . . . , n− 1.
Then the operators {Si}
n−1
i=0 are isometries and they form a representation of the
Cuntz algebra On. The adjoint of Si is given by a formula
S∗i (f)(z) =
1
n
∑
r(ω)=z
mi(ω)f(ω), i = 0, . . . , n− 1, z ∈ Y.
Consequently, the formula for D(l·) in this wavelet representation looks as
follows:
D(la)f(z) =
1
n
∑
r(ω)=r(z)
(
n−1∑
i,j=0
< aei, fj > mi(z)mj(ω)
)
f(ω), z ∈ Y, a ∈ A,
(7.17)
for f ∈ L2(Y, dµ).
The operator D(la) in (7.17) describes some nonlinear dynamical system.
References
[1] L. C. Biedenharn, J. D. Louck, Angular momentum in quantum physics. The-
ory and application. With a foreword by Peter A. Carruthers, Encyclopedia
of Mathematics and its Applications, 8 (1981).
17
[2] Y.Billig, Representations of the twisted Heisenberg-Virasoro algebra at level
zero, Canad. Math. Bull., 46 (2003), no.4, 529-537.
[3] Y. Billig, V. Futorny, Classification of irreducible representations of Lie alge-
bra of vector fields on a torus, J. Reine Angew. Math., 2016 (2016), 199-216.
[4] Y. Billig, V. Futorny, Lie algebras of vector fields on smooth affine varieties,
Commun. in Algebra 48 (2018), 3413-3429.
[5] Y. Billig, J. Nilsson, Representations of the Lie algebra of vector fields on a
sphere, Journal of Pure and Applied Algebra, 223 (2019), 3581-3593.
[6] V. I. Bogachev, Gaussian measures, Mathematical Surveys and Monographs,
62 (1998).
[7] O. Bratelli, P.T.E. Joergensen, Iterated Function Systems and Permutation
Representations of the Cuntz Algebra, Mem. Am. Math. Soc., 89pp (1999).
[8] J. Cuntz, Simple C∗–Algebras Generated by Isometries, Commun. Math.
Phys. 57 (1977), 173-185.
[9] D. Dutkay, G. Picioroaga, Myung-Sin Song, Orthonormal bases generated by
Cuntz algebras, J. Math. Anal. Appl. 409 (2014), 1128-1139.
[10] J. Grabowski, Isomorphisms and ideals of the Lie algebras of vector fields,
Invent. Math., 50 (1978), 13-33.
[11] M.Henkel, Schrodinger invariance and strongly anisotropic critical systems, J.
Stat. Phys., 75 (1994), 1023-1061.
[12] D. Jordan, On the simplicity of Lie algebras of derivations of commutative
algebras, J. Algebra, 228 (2000), 580-585.
[13] V. L. Klee, On the Borelian and projective types of linear subspaces, Math.
Scand. 6 (1958), 189-199.
[14] D.Liu, C.Jing, Harish-Chandra modules over the twisted Heisenberg-Virasoro
algebra, J. Math. Phys., 49(1) (2008), 012901, 13pp.
[15] J.Li, Y.Su, Representations of the Schrodinger-Virasoro algebras, J. Math.
Phys., 49 (2008), 053512.
[16] D.Liu, Classification of Harish-Chandra modules over some Lie algebras re-
lated to the Virasoro algebra, J. Algebra, 447 (2016), 548-559.
18
[17] , R.Lv, K.Zhao, Classification of irreducible weight modules over higher rank
Virasoro algebras, Adv. Math. 201(2) (2006), 630-656.
[18] C.Roger, J.Untenberger, The Schrodinger-Virasoro Lie groups and algebra:
representationtheory and cohomological study, Ann. Henri Poincare´, 7 (2006),
1477-1529.
[19] D.P. Proskurin, Yu. S. Samoilenko, Deformations of CCR, their ∗-
representations, and enveloping C∗-algebras, J. Math. Sci. 164 (2010), 648-
657. https://doi.org/10.1007/s10958-010-9767-6.
[20] M. E. Shanks, L.E. Pursell, The Lie algebra of a smooth manifold, Proc Amer.
Math. Soc. 5 (1954), 468-472.
[21] R.Shen, Y.Su, Classification of irreducible weight modules with a finite dimen-
sional weight space over twisted Heisenberg-Virasoro algebras, Acta Mathe-
matica Sinica 23(1) (2007), 189-192.
[22] T. Siebert, Lie algebras of derivations and affine algebraic geometry over fields
of characteristic 0, Math. Ann. 305 (1996), 271-286.
(W. Bock) Technomathematics Group, University of Kaiserslautern, P. O. Box
3049, 67653 Kaiserslautern, Germany
E-mail address : bock@mathematik.uni-kl.de
(V. Futorny) Instituto de Matematica e Estatistica, Universidade de Sao˜ Paulo,
Caixa Postal 66281,
Sao˜ Paulo, CEP 05315-970, Brasil
E-mail address : vfutorny@gmail.com
(M.Neklyudov) Instituto de Cieˆncias Exatas, Departamento de Matematica, UFAM,
Manaus, CEP 69077-000, Brasil
E-mail address : misha.neklyudov@gmail.com
19
