can effectively improve the performance of traffic engineering and will be widely used in backbone networks. Therefore, new energy-saving schemes must take SDN into consideration; this action is extremely important owing to the rapidly increasing energy consumption in telecom and Internet service provider (ISP) networks. Meanwhile, the introduction of SDN in current networks must be incremental in most cases, for technical and economic reasons. During this period, operators must manage hybrid networks in which SDN and traditional protocols coexist. In this study, we investigate the energyefficient traffic engineering problem in hybrid SDN/Internet protocol (IP) networks. First, we formulate the mathematical optimization model considering the SDN/IP hybrid routing mode. The problem is NP-hard; therefore, we propose a fast heuristic algorithm named hybrid energy-aware traffic engineering (HEATE) as a solution. In our proposed HEATE algorithm, the IP routers perform shortest-path routing by using distributed open shortest path first (OSPF) link weight optimization. The SDNs perform multipath routing with traffic-flow splitting managed by the global SDN controller. The HEATE algorithm determines the optimal setting for the OSPF link weight and the splitting ratio of SDNs. Thus, the traffic flow is aggregated onto partial links, and the underutilized links can be turned off to save energy. Based on computer simulation results, we demonstrate that our algorithm achieves a significant improvement in energy efficiency in hybrid SDN/IP networks.
interconnect its worldwide data centers owing to the ease and efficiency of SDN in achieving traffic engineering objectives [4] . Google expects the SDN architecture to achieve better network capacity utilization and to reduce time delay.
Currently, the achievement of complete SDN deployment within a short time period is impossible for network operators because the task requires many modifications to existing networking architecture, and the replacement of "old" network equipment is very expensive. SDN has its own set of challenges and limitations, ranging from deployment obstacles to concerns about logic centralization guarantees, e.g., challenges related to resilience, robustness, and scalability. Therefore, in most cases, the introduction of SDN in an existing network must be incremental. The hybrid SDN model will be widely used in the future. As shown in Fig. 1 , in a hybrid SDN/Internet protocol (IP) network, SDN-enabled switches and traditional IP routers coexist; they are distinguished based on their ability to support SDN protocols. A detailed description of the hybrid model is provided in subsection III.B.
Meanwhile, energy consumption in the information and communication technologies (ICT) sector, and specifically in Telecom and ISP networks, is increasing rapidly. In order to mitigate this problem, new schemes must adapt to the new environment of hybrid SDN/IP networks.
In this study, we investigate the problem of energy-aware traffic engineering in hybrid SDN/IP networks. Our objective is to minimize network energy consumption. In the hybrid network considered in this study, we assume that a single controller controls all the SDN-enabled switches in the network and that the remaining network nodes are IP routers running hop-by-hop routing using a standard routing protocol. In an IP network, open shortest path first (OSPF) is the most commonly used intra-domain internet routing protocol. The network operator assigns a weight to each link, and traffic flows are routed along the shortest paths computed using these weights. IP network energy can be minimized by determining an optimal set of link weights [5] . In such a hybrid SDN/IP network, we propose an energy-aware traffic engineering algorithm by which the set of OSPF link weights and the traffic flow routing controlled by the SDN controller can be jointly optimized to achieve energy efficiency. We hope that the proposed algorithm can adaptively and dynamically manage traffic in a network to accommodate variations in traffic and to minimize network energy consumption. The main contributions of our study can be summarized as follows:
• First, we present a linear programming mathematical model to minimize the SDN/IP hybrid-network energy. In this model, IP routers perform shortest-path routing based on the set of link weights from the OSPF protocol; further, SDN-enabled switches perform multi-path routing based on traffic splitting managed by the central SDN controller. • We also propose a fast heuristic algorithm named hybrid energy-aware traffic engineering (HEATE). The HEATE algorithm mainly consists of two parts: Link weight optimization for IP routers based on neighboring region search, and trafficflow splitting at the SDN-enabled switches by the global controller. The algorithm aggregates traffic flow onto partial links and turns off underutilized links to save energy. • We perform extensive simulations to evaluate our proposed algorithm by using real network topologies and traffic traces. We observe that even when only a small number of SDNenabled switches are deployed in the traditional IP network, a significant improvement in energy efficiency can be obtained. The remainder of the manuscript is organized as follows: In Section II, related work is briefly described. The hybrid SDN/IP network architecture is presented in Section III. In Section IV, a mathematical optimization model to minimize energy consumption in the hybrid network is formulated. The fast HEATE heuristic algorithm is described in Section V. The simulation results and performance analysis are presented in Section VI. Finally, the conclusions are stated in Section VII.
II. RELATED WORK
Numerous studies have focused on saving energy in traditional networks. The energy-saving problem for the OSPF protocol was studied in [6] ; the authors proposed a novel networklevel strategy to save energy during low-traffic periods. The solution in [6] used only a subset of router shortest path trees (SPTs) to select the routing paths. The studies in [7] - [9] focused on saving the energy in networks in other scenarios. In [9] , individual cables of large bundled links were selectively powered down to develop and evaluate techniques that save energy in core networks. Several easy-to-implement heuristics have also been developed in this study. Further, in [7] and [8] , researchers investigated energy saving in mobile radio networks and cellular access networks, respectively, and developed their own heuristic algorithms.
A few recent studies investigated the problem of saving energy in software-defined networks. Researchers have made a significant effort to estimate the energy consumption in the different parts of a network, including core, transport and access [10] - [14] , data centers [15] , [16] , and end-user devices [17] . Based on OpenFlow, the study in [18] focused on saving energy without explicit constraints; switches having minimal traffic were dynamically detected and were powered off by consolidating the flows to other switches. The study in [19] presented an OpenFlow controller that created a loop-free layer-2 topology and reduced the network energy consumption by switching off inactive interfaces.
To the best of our knowledge, our study is the first one to propose and develop energy-aware traffic engineering techniques for hybrid SDN/IP networks. A majority of the studies in this area have focused on pure SDN; they did not consider the hybrid SDN architecture and its corresponding applications. A few studies [20] - [22] investigated the hybrid SDN model. In [20] , four hybrid SDN models (i.e., topology-based, service-based, class-based, and integrated) were defined and explored, and the corresponding use cases (including transition and longterm design use cases) were described. The authors of [20] also provided a comparative analysis of the presented hybrid SDN models and showed that these models can mitigate the limitations of traditional and SDN models. The authors of [21] considered traffic engineering for the scenario in which an SDN controller controls only a few SDN forwarding elements in the network. The study formulated the SDN-controller optimization problem for traffic engineering with partial deployment and developed fast fully polynomial time approximation schemes (FP-TAS) to improve the network capacity utilization. In [22] , the authors developed techniques to adapt traffic flows to network changes, created anomaly-free update routing policies, and proposed methods for the incremental deployment of SDN in traditional networks. These techniques enable traffic engineering and policy routing at a fine-grained level.
The above studies on hybrid SDN aim to maximize the network capacity utilization or reduce the packet loss rate during flow table update. Our study investigates the improvement of energy efficiency in a hybrid SDN/IP network. In order to improve energy saving in SDN/IP hybrid networks, we jointly optimize the set of link weights among IP routers and the traffic splitting ratio of SDN-enabled switches.
III. HYBRID SDN/IP NETWORK ARCHITECTURE
This section presents the SDN/IP hybrid network architecture in which the traditional environment coexists with SDN-enabled switches. First, we briefly describe the SDN architecture. Then, we present the hybrid network model and routing mechanism.
A. SDN Architecture
The SDN architecture consists of three layers: Data-plane layer, control-plane layer, and application layer. North-bound APIs are used to communicate between the control-plane layer and the application layer and to enable the application layer to provide various patterns of applications, such as routing calculation, traffic engineering, and topology measurement. The controller in the control-plane layer collects the network information and manages the flows passing through the SDN-enabled switches in the data-plane layer via South-bound APIs.
Next, the details of the flow management process are explained. When a flow arrives at an SDN-enabled switch and does not match any flow entry in the flow table, the following actions will be performed: (1) The switch sends the first packet of the flow to the controller, (2) the controller selects the forwarding path from the candidate paths for the flow, (3) the controller sends the calculated flow entries to the flow table at each switch along the appropriate path, (4) all subsequent packets in the flow that can match the flow entries in the flow table are forwarded in the data plane along the path and are not required to be sent to the controller again. Based on the above actions, the routing flow tables at the SDN-enabled switches are computed by the controller. The three-layer SDN architecture enables the achievement of central and fine-grained control of network management over the traffic flows from a global network perspective. 
B. SDN/IP Hybrid Network Model
We adopt an approach similar to earlier studies [21] , [22] and define the hybrid model on the basis of the route flow architecture [23] . The hybrid SDN model combines SDN-enabled devices with traditional existing networks, i.e., the data forwarding plane consists of traditional IP routers and SDN-enabled switches. We distinguish between traditional IP routers and SDN-enabled switches based on their ability to support SDN protocols. The SDN-enabled switches are controlled by an SDN controller; thus, the forwarding flow table of the SDN-enabled switches is computed by the controller. The IP routers use a standard hop-by-hop routing protocol such as OSPF to forward data packets. In order to focus on the energy-aware traffic engineering problem, we assume that the SDN-enabled switches are already deployed and randomly and uniformly distributed. An example of a hybrid SDN/IP network is depicted in Fig. 1 . The solid lines represent data links, which are used to forward data traffic in the data forwarding plane, whereas the dashed lines represent channels used to send control traffic (traffic to or from the controller). We assume that all the data links in the network are bidirectional and that all link OSPF weights are set to 1. Nodes 3, 8, and 10 are SDN-enabled switches, which are controlled by an SDN controller.
C. SDN/IP Hybrid Routing Mechanism
From the perspective of traditional IP routers, SDN-enabled switches are considered as common IP routers. Therefore, in the computation of the traffic forwarding paths of the traditional IP routers, the existence of the SDN-enabled switches is externally transparent to the other IP routers. The IP routers run the OSPF protocol, establish adjacency relations among themselves by sending a Hello message, exchange network topology information such as link weights by utilizing the link state advertisement (LSA) message, and update the link-state database (LSD), which maintains the entire network topology information. Finally, all the IP routers maintain the same LSD, compute the SPTs, and establish the routing table and forwarding information base (FIB) based on the LSD. Meanwhile, the SDNenabled switches send the network topology information to the SDN controller. The SDN controller knows the current OSPF weights and the amount of traffic flows on each link. It determines the traffic routing based on this information. The SDNenabled switch may have multiple next-hops for a destination. In Fig. 2 , we show an example of the routing path from all the other nodes to node 5 for the network model of Fig. 1 . The solid lines represent the SPT to switch 5 based on the OSPF protocol, and the dotted lines represent the feasible path from the SDNenabled switches. For an IP router, only one feasible path to node 5 exists if equal cost multiple paths (ECMP) to the destination does not exist. For an SDN-enabled switch, multiple paths can be associated with the outgoing links of the SDN-enabled switch.
IV. THE ENERGY-AWARE TRAFFIC ENGINEERING OPTIMIZATION PROBLEM
A key aspect in the energy-aware traffic engineering problem is the network energy consumption model. Network energy consumption can be determined by two popular models: the powering down model and the speed scaling model [24] . The powering down model reduces energy consumption by turning off unnecessary network elements, such as line cards and routers, whereas the speed scaling model saves energy by setting the processing speed of the network elements according to the traffic load. In this study, we focus on the powering down model. In this model, each network element has two opposite states: The active state at the full rate and the sleep state at zero rate. The network element consumes the corresponding energy in the active state and does not consume energy in the sleep state. We assume that each network element consumes the same amount of energy when it operates in the active state. Thus, we can achieve energy efficiency by aggregating the traffic flows onto a subset of links and turning off the idle links without traffic flow.
For clarity, in Table 1 , we summarize the notations that will be used in the problem. The energy-aware traffic engineering problem in hybrid SDN/IP networks consists of two parts: The OSPF link weight optimization at IP routers, and the traffic-flow splitting at the SDN-enabled switches managed by the SDN controller. Below, we first consider the energy-aware traffic engineering optimization problem.
Minimize:
Subject to: The weight of link l. x l
The total traffic flow of link l. c l
The capacity of link l. μ l
The utilization of link l. M
A large number. β
The maximum link utilization. s l
The starting node of link l. d l
The terminating node of link l. h vt
The traffic demand from node v to some other node t.
The traffic flows that are injected at an SDNenabled switch u to some destination t. r vt
The sum of weights for the shortest path from node v to node t.
The flow to node t on link l. y vt
The common value of non-zero flow from node v to node t assigned to links outgoing from v and belonging to the shortest paths from v to t. u lt Binary variable. It is equal to 1 if and only if link l is on a shortest path to node t. p(l)
Binary variable. It is equal to 1 if link l is selected to be an active link; otherwise, it is equal to 0. C
The set of SDN switches in the network, and C ⊆ N . D
The set of traditional IP routers in the network, and D ⊆ N .
The objective function is to minimize the total energy consumption in the network. We assume that every link consumes the same amount of energy; therefore, the objective can be restated as the minimization of the total number of active links in the hybrid network. Constraints (2) and (3) are flowconservation constraints that ensure the routing of traffic flows from the source node to the destination node. Constraint (4) ensures that the link load is equal to all the traffic flows transported on it. Constraint (5) states the physical capacity constraints that guarantee that the link load does not exceed the link-capacity threshold. Constraints (6)-(10) guarantee that the traditional IP router has a unique next hop that lies on the shortest path to the destination, and SDN switches may have multiple next-hops. Constraint (6) ensures that if link l belongs to one of the shortest paths from traditional IP router s l to node t, its flow to node t is equal to y s l t -a common value for all outgoing links from IP router s l and belonging to the shortest paths to destination t. Constraint (7) assures zero flow to t (x lt = 0) when link l is not on the shortest path to t. Constraint (8) assures that if u lt = 1, then link l is on the shortest path to t. Constraint (9) assumes that if u lt = 0, then link l is not on the shortest path to t. Constraint (10) forces the shortest path to be unique provided such a solution is feasible. Constraints (6)-(10) only guarantee that the next hops of the traditional IP routers are on the shortest path to destination, and SDN-enabled switches may have multiple next-hops that may not be on the shortest path. Constraint (11) restricts the range of link weights.
When the OSPF link weight is fixed, the problem can be summarized as a multi-commodity linear programming problem, which can be solved in polynomial time [25] . However, the OSPF link weights are undetermined, thus increasing the complexity of the problem. It has been proved that the optimization of the link-weight setting is an NP-hard problem [26] . Our proposed model can be reduced to the OSPF link weight optimization problem if the traffic splitting ratio for all SDNs is determined in advance. Thus, a comparison between the constraints of the mathematical problem represented by (1)-(11) and the constraints of the linear program represented by [26, (1)-(9)] shows that the latter is a subset of the former. The latter problem has already been proved to be NP-hard in [26] ; therefore, in this study, the mathematical problem represented by (1)-(11) is also NP-hard.
V. THE HEATE ALGORITHM
In our study, the problem to be solved is NP-hard; therefore, we propose the fast heuristic HEATE algorithm that jointly optimizes the link weights of the IP routers and the traffic splitting ratio at the SDN-enabled switches to improve energy efficiency.
A. Algorithm Description
The details of the HEATE algorithm are shown in Algorithm 1. The OSPF link weight and the traffic splitting ratio are interdependent; therefore, we fix the value of only one parameter and calculate the other parameter in the algorithm. The core components of the algorithm are the neighboring region search function (line 2) and the flow allocation function (line 5). The input to the algorithm includes the initial OSPF link weight set W (in our study, we assume that the initial link weight is equal to 1). First, we optimize the link weight for energy efficiency by using the neighboring region search function (line 2). Algorithm 1 HEATE algorithm Input: G(N, L), h vt , β, initial link weight set W . Output: The set of active links S. 1: Initialize S ← L; 2: Run neighboring region search function to update link weight w l , where l ∈ S; 3: for all t ∈ N do 4: Generate the shortest path tree from any other node to t based on w l , find the first SDN-enabled switch u in the shortest path and compute the injected flow at SDNenabled switch I ut ; 5: Run flow allocation function at the SDN-enabled switch for I ut ; 6: end for 7: Try to delete the minimum-utilization link l from the network. If successful, S = S − l and go back to line 2; else, the algorithm ends and return S.
Algorithm 2 Neighboring region search function
Input: The initial link weight set W ={w l }, the maximum link utilization β. Output: The new weight w l of link l. 1: for i:=1 to Iteration do 2: Compute the shortest-path routing in the network based on the link weight set W ={w l }; 3: Compute the link utilization μ l ← x l /c l ; 4: if μ l ≤ 0.3 × β then 5: w l ← w l + 1/i; 6: else 7: if μ l ≥ β then 8: w l ← w l + 1/i; 9: end if 10: end if 11: end for 12: return w l .
The details of the neighboring region search function is shown in Algorithm 2. Thus, the SPT from other nodes to a special node t is generated based on a new link weight set W . The injected flow to the first SDN-enabled switch on the path can be calculated. An SDN-enabled switch can split the traffic to the destination t; therefore, the algorithm calls the flow allocation function to compute the traffic splitting ratio on outgoing links from the switch (lines 3-6). The details of flow allocation function are shown in Algorithm 3. After determining the traffic flow on the IP routers and SDN-enabled switches, we can obtain the utilization for all the links. We attempt to delete the minimumutilization link from the network to save energy. If successful, i.e., the utilization of residual links is less than the utilization threshold β, we delete the link from the network and loop back to line 2; else, the algorithm ends and the final result is returned.
As shown in Algorithm 2, the neighboring region search function determines the search area and adjustment method while updating the link weight. According to the relationship between link weights and traffic flows, the function adjusts the link weights based on the link utilization. Based on the link Algorithm 3 Flow allocation function Input: The shortest path from other nodes to node t, the traffic flow x l of all links of the path, the link capacity c l of all links of the path, the first SDN-enabled switch u on the shortest path, the injected traffic flow I ut , the link utilization threshold β. Output: The flow I ut allocation among the multiple paths. 1: For the first SDN-enabled switch u, if there are k outgoing links from u, calculate the kth shortest path from node u to node t and store them to set P = {p ut }; 2: for all p ut ∈ P do 3: for all l ∈ p ut do 4: cap l = c l × β − x l ; 5: end for 6: cap p = argmin l∈P (cap l ); 7: end for 8: Sort all paths of P in the ascending order of available path capacity cap p ; 9: Initialize: i ← 1; 10: while I ut > 0 do 11: Route the flow volume cap P [i] on the path P [i]; 12: for j = i + 1 to k do 13: if P [j] and P [i] is jointed then 14: cap P [j] = cap P [j] − cap P [i] ; 15: end if 16: end for 17: I ut ← I ut − cap P [i] ; 18: i ← i + 1; 19: end while 20: return the flow allocation result for I ut .
utilization, at each iteration of the link weight adjustment, the function classifies network links into one of three categories: congested links (the link utilization is greater than β), sleeping links (the link utilization is less than 0.3 × β), and mediumutilization links (the other links). In the case of congested links, the function increases the weights to reduce the probability of being demand-forwarding paths. Thus, the function reduces link utilization and avoids network congestion. In the case of sleeping links, the function increases the weights to reduce the probability of being forwarding paths, thus enabling the link utilization to move toward zero for energy saving. In order to improve the search efficiency, at each iteration, the method of link-weight adjustment is based on harmonic series [27] ; the number of iterations in the function is set to 10,000.
As shown in Algorithm 3, the flow allocation function performs traffic splitting among multiple next-hops in the first SDN-enabled switch on the shortest path to node t. In order to save network energy, the aim of the function is to move traffic flow from low-utilization links to high-utilization links. First, we compute the shortest paths from the SDN-enabled switch u to the destination node t; then, we compute the available capacity of these paths (lines 1-7). We prefer to allocate traffic flow on a high-utilization path (i.e., the path with minimal available capacity) to achieve flow aggregation. The flow allocation process continues until the flow volume I ut is completely allocated among multiple paths. Considering that the shortest paths are not guaranteed to be disjointed, we use lines 12-16 to calculate the real residual capacities of the jointed paths.
The algorithm complexity of HEATE is O(n 2 ), where n is the number of nodes in the set of network nodes N . Considering that the flow in backbone networks will not change dramatically, HEATE will not be called very frequently. Therefore, when compared with the energy saved by HEATE, the energy consumed by running this algorithm can be ignored.
B. Simple Example of the Algorithm
We use Fig. 3 as a simple example to illustrate our algorithm. The graph is a simple network topology. It has three nodes; node A is an SDN-enabled switch, and nodes B and C are IP routers ( Fig. 3(a) ). We assume that the link capacity is set to 10 units, and β is set to 0. In this example, we note that the neighboring region search function aggregates the traffic flow onto partial links in two iterations of the link weight adjustment. For a large-scale network, a larger number of iterations are required to achieve the desired effect. Fig. 3(e) shows the shortest path from other nodes to node B. The solid lines represent the shortest path based on the link weight of Fig. 3(d) . The flows pass through, and therefore, the SDN node can flexibly choose the outgoing links irrespective of their weights; we use dotted lines to represent the other possible links to which the SDN node can split the flows. In Fig. 3(f) , we assume that a new node D joins the network and new traffic flow T 4 = (D, B, 2) is generated. Thus, the injected flow on SDN node A to destination B is 2 units. The algorithm calls the flow allocation function to calculate the traffic splitting ratio for node A. The load utilization of path (A, B) is zero, and the load utilization of path (A-C-B) is 0.4; therefore, the function prefers to choose the high-utilization path (A-C-B) to carry 
VI. Simulation Results
The simulation described in this section was implemented in NS2, using C++ and OTcl as the programming language. The simulation was performed on two network topologies: The Geant network, which has 23 nodes and 74 links, and the Sprintlink topology, which has 30 nodes and 138 links, from the Rocketfuel Project [28] . For the two network topologies, we used the following method to set the link capacity: Each network node was classified as a POP1 node or POP2 node, where the degree of a POP1 node is less than 3, and the degree of a POP2 node is not less than 3; if the link connected one POP1 node, we set the link capacity as 2.5 Gbps, whereas if the link connected two POP2 nodes, we set the link capacity as 10 Gbps.
In our study, we determine the algorithm effectiveness by comparing our proposed HEATE algorithm with the pure energy-aware OSPF (EA-OSPF) algorithm and the energyaware flow allocation (EA-FA) algorithm. In order to improve the energy efficiency in the hybrid network, the EA-OSPF algorithm optimizes only the OSPF link weight, whereas the EA-FA algorithm optimizes only the traffic splitting ratio in SDNenabled switches. In these three algorithms, the traffic matrix is generated as [29, eq.(12) ], where d ij denotes the traffic flow from node i to node j, C ij denotes the link capacity of link (i, j), and σ i denotes a random value between 0 and 0.1. We randomly generate 50 traffic matrices. Figs. 4 and 5 show the energy saving ratio vs. the number of SDNs for the Geant network and the Sprintlink network, respectively. In our study, energy saving ratio is defined as the ratio of the number of links turned off to the total number of links. From Figs. 4 and 5, we observe that the energy saving ratio of HEATE and EA-FA increases rapidly with an increase in the number of SDN-enabled switches deployed in the network. The reason for this behavior is that as the number of SDNs increases, the central SDN controller can control a larger number of traffic flows and can globally choose the optimal path for them in order to maximize energy saving. When the number of SDNs deployed is greater than a threshold (i.e., 16 nodes in the Geant network and 21 nodes in the Sprintlink network), the variation in the energy saving ratio becomes relatively flat. The reason for this behavior is that when the number of deployed SDNs reaches a threshold, an approximately optimal energy-saving flow allocation can be achieved. An increase in the number of SDN-enabled switches deployed in the network will not result in any obvious enhancement in energy saving. We demonstrate that a small number of deployed SDNs can achieve significant energy efficiency. EA-OSPF achieves energy efficiency by link weight optimization; therefore, an increase in the number of SDNs does not influence the energy saving ratio of EA-OSPF. Figs. 6 and 7 show the energy saving ratio for three algorithms under different traffic matrices for the Geant network and the Sprintlink network, respectively. We assume that the hybrid network has six SDN-enabled switches. From Figs. 6 and 7, we observe that on an average, HEATE saves an additional 13.2% of energy when compared with EA-OSPF, and an additional 21.7% of energy when compared with EA-FA. The reason for this result is that HEATE jointly optimizes the OSPF link weight and the traffic splitting ratio in the hybrid network. These two processes are interactive within the algorithm. Thus, HEATE aggregates the uncontrollable flow and the controllable flow onto partial links and turns off idle links. EA-OSPF optimizes only the OSPF link weight, and EA-FA optimizes only the traffic splitting ratio at SDNs. Therefore, the energy-saving effects of EA-OSPF and EA-FA are not as good as those of the HEATE.
VII. CONCLUSION
In this study, we investigated the energy-efficient traffic engineering problem in hybrid SDN/IP networks. The problem to be solved in our study is NP-hard; therefore, we propose a novel heuristic HEATE algorithm to solve this problem. The HEATE algorithm jointly optimizes the OSPF link weight of IP routers and the traffic splitting ratio of an SDN-enabled switch. Thus, the traffic flow is aggregated onto partial links, and the underutilized links can be turned off to save energy. Based on computer simulation results, we demonstrate that our algorithm achieves a significant improvement in energy efficiency in hybrid SDN/IP networks.
