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In this paper, we prove that if a Banach space X contains some uniformly convex subspace
in certain geometric position, then the C(K , X) spaces of all X-valued continuous functions
deﬁned on the compact metric spaces K have exactly the same isomorphism classes that
the C(K ) spaces. This provides a vector-valued extension of classical results of Bessaga
and Pełczyn´ski (1960) [2] and Milutin (1966) [13] on the isomorphic classiﬁcation of the
separable C(K ) spaces. As a consequence, we show that if 1 < p < q < ∞ then for every
inﬁnite countable compact metric spaces K1, K2, K3 and K4 are equivalent:
(a) C(K1, lp) ⊕ C(K2, lq) is isomorphic to C(K3, lp) ⊕ C(K4, lq).
(b) C(K1) is isomorphic to C(K3) and C(K2) is isomorphic to C(K4).
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let X be a Banach space and K a compact Hausdorff space. By C(K , X) we denote the Banach space of all continuous
X-valued functions deﬁned on K and equipped with the supremum norm. This space will be denoted by C(K ) in the case
X = R. We write X ∼ Y when the Banach spaces X and Y are isomorphic and Y ↪→ X when X contains a copy of Y , that
is, a subspace isomorphic to Y . The interval of real numbers [0,1] will be denoted by I . By [0,α] we denote the interval of
ordinals {ξ, 0 ξ  α} endowed with the order topology. We will follow [9] for the related notation and terminology on
Banach spaces.
The main goal of this paper is to provide a vector-valued extension of the following remarkable discoveries due to
Bessaga and Pełczyn´ski (Theorem 1.1(a)) [2] and Milutin (Theorem 1.1(b)) [13].
Theorem 1.1. Let ω α < β < ω1 be ordinals and K an inﬁnite compact metric space. Then
(a) C([0,α]) ∼ C([0, β]) ⇔ β < αω.
(b) C(I) ∼ C(K ) ⇔ K is uncountable.
We recall that a well-known theorem of Mazurkiewicz and Sierpin´ski [10] states that every inﬁnite countable compact
metric space is homeomorphic to an interval [0,α] with ω  α < ω1. So Theorem 1.1 is the by now classical isomorphic
classiﬁcations of separable C(K ) spaces, see [16] for a recent survey on these spaces.
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generalizations of Theorem 1.1 to the spaces of the form C(K , X). In order to state our main result (Theorem 1.3) it is
convenient to introduce:
Deﬁnition 1.2. We say that a subspace H of a Banach space X is a maximal factor of X whenever X is the direct sum of H
and some subspace Y of X such that every ﬁnite sum Yn of Y contains no copy of H .
Recall also that a Banach space H is said to be uniformly convex [3] if for each  , 0 <   2, there corresponds a δ()
such that for every h1 and h2 in H we have
‖h1‖ = ‖h1‖ = 1 and ‖h1 − h2‖  ⇒ ‖h1 + h2‖ 2
(
1− δ()).
Thus the principal purpose of the present work is to prove:
Theorem 1.3. Let X be a Banach space containing some maximal factor H which is uniformly convex, ω  α < β < ω1 ordinals and
K an inﬁnite compact metric space. Then
(a) C([0,α], X) ∼ C([0, β], X) ⇔ β < αω.
(b) C(I, X) ∼ C(K , X) ⇔ K is uncountable.
Remark 1.4. It follows directly from Deﬁnition 1.2 that R is a maximal factor of itself and since R is a uniformly convex
space, Theorem 1.3 is in fact a generalization of Theorem 1.1. Observe also that by the Milutin theorem the hypothesis of
maximal factor on the uniformly convex subspace H of X in Theorem 1.3 is crucial in this result. Indeed, take an arbitrary
Banach space H and X = C(I, H). Then for every inﬁnite compact metric space K we have
C(K , X) ∼ C(K ,C(I, H))∼ C(K × I, H) ∼ C(I, H).
Hence despite the fact that C(I, H) contains H as a complemented subspace, the statements of Theorem 1.3 for X = C(I, H)
do not hold.
Remark 1.5. Concerning the uniformly convex spaces recall that Clarkson [3] proved that lp and Lp(I) are uniformly convex
spaces whenever 1 < p < ∞. Moreover, McShane [11] showed that if 1 < p < ∞ and X is a uniformly convex space, then
the space Lp(μ, X) is uniformly convex for any measure μ. Moreover, Figiel and Johnson [5] proved that there exists a
uniformly convex Banach space which contains no copy of any lp , 1 < p < ∞.
Remark 1.6. Let us recall that if a ﬁnite sum Yn of a Banach space Y contains a copy of c0 or lp , 1 p ∞, then Y contains
a copy of this space, see for instance [17, Theorem 1] and [4, Corollary 3].
If we put together Theorem 1.1, Theorem 1.3 and Remarks 1.5 and 1.6 we obtain:
Theorem 1.7. Suppose that 1 < p < ∞ and H is a uniformly convex space containing a copy of lp . Then for very Banach space Y
containing no copy of lp and inﬁnite compact metric spaces K1 and K2
C(K1, Y ⊕ H) ∼ C(K2, Y ⊕ H) ⇔ C(K1) ∼ C(K2).
We organize the paper as follows. In the next section we state and prove some auxiliary results to prove Theorem 1.3. In
Section 3 we present the proof of Theorem 1.3. In Section 4, we use Theorem 1.7 to provide the isomorphic classiﬁcation of
the following spaces.
(a) C(K1, lp) ⊕ C(K2, lq), where 1 < p < q < ∞ and K1 and K2 are arbitrary inﬁnite countable compact metric spaces
(Theorem 4.1).
(b) C(I, X) ⊕ C(K , lp(Γ )), where X is an arbitrary separable Banach space, 1 < p < ∞, Γ is an uncountable set and K is
arbitrary inﬁnite countable compact metric space (Theorem 4.4).
These results raise some natural questions. Some one of them are posed in Sections 4 and 5.
2. Preliminary results
Before proving Theorem 1.3, we establish some auxiliary results. From now on following [2] the C([0,α], X) spaces will
be denoted by Xα . We set Xα0 = { f ∈ Xα: f (α) = 0}. In what follows, we will often make use without explicit mention
of [2, Lemma 1.2.1] which states that Xα is isomorphic to Xα whenever α ω.0
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Hξ
ω
↪→ Y ⊕ Hξ ,
for some ω ξ < ω1. Then there exists ω γ < ξ such that
Hξ ↪→ Y ⊕ Hγ .
Proof. First of all notice that since H is a uniformly convex space, it follows from a Pisier theorem, see [15, page 803] that
H admits an equivalent norm which will be denoted by ‖.‖ such that there exist δ > 0 and p ∈ R, 2 < p < ∞ in such a way
that if b ∈ R+ and h1,h2 ∈ H with ‖h1‖ 1 and ‖h2‖ b, then
‖h1 + h2‖ p
√
1+ δb or ‖h1 − h2‖ p
√
1+ δb.
So, given h1,h2, . . . ,hm ∈ H , with ‖h1‖ = 1, ‖hi‖ p
√
b, i = 2,3, . . . ,m, there exists ci ∈R, |ci| = 1, i = 1,2, . . . ,m, such that
∥∥∥∥∥
m∑
i=1
cihi
∥∥∥∥∥
p
√
1+ (m − 1)bδ. (1)
We now assume that
Hξ ↪→ Y ⊕ Hγ0 , ∀γ < ξ,
and argue to a contradiction. By hypothesis there exist two bounded linear operators Π1 : Hξω → Y and Π2 : Hξω → Hξ0
and a ∈R+ such that for every f ∈ Hξω we have
a‖ f ‖ sup(∥∥Π1( f )
∥∥,
∥∥Π2( f )
∥∥) ‖ f ‖. (2)
Fix m ∈N such that
a p
√
1+ (m − 1)δ > 1,
and  > 0 such that
1+  < a p√1+ (m − 1)δ. (3)
Denote for every η ∈ [0, ξ),
1η =
[
ξmη + 1, ξm(η + 1)],
and
Hm =
{
f ∈ Hξω : ∀η ∈ [0, ξ), f is constant in 1η and f (γ ) = 0, ∀γ ∈
[
ξm+1, ξω
]}
.
It is easy to check that Hm is isometric to Hξ . Since Y contains no copy of H , the restriction of Π1 to Hm is not an
isomorphism onto its image. Therefore there exists f1 ∈ Hm with
‖ f1‖ = 1 and
∥∥Π1( f1)
∥∥ /2.
Let 0 η1 < ξ be such that there exists h1 ∈ H with
‖h1‖ = 1 and f1(γ ) = h1, ∀γ ∈ 1η1 .
Since Π2( f1) ∈ Hξ0 , it follows that there exists γ1 < ξ such that
∥∥Π2
(
f1(γ )
)∥∥ /2, ∀γ ∈ [γ1 + 1, ξ).
Denote for every η ∈ [0, ξ),
2η =
[
ξmη1 + ξm−1η + 1, ξmη1 + ξm−1(η + 1)
]
,
and
Hm−1 =
{
f ∈ Hξω : ∀η ∈ [0, ξ), f is constant in 2η and f (γ ) = 0, ∀γ /∈
[
ξmη1, ξ
m(η1 + 1)
]}
.
Again it is easy to see that Hm−1 is isometric to Hξ . Let Pγ1 be the canonical projection from Hξ onto Hγ1 . Since by
hypothesis
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it follows that the restriction of the bounded linear operator Π1 + Pγ1Π2 deﬁned by
(Π1 + Pγ1Π2)(g) =
(
Π1(g), Pγ1Π2(g)
)
to Hm−1 cannot be an isomorphism onto the image. Therefore there exists f2 ∈ Hm−1 such that
‖ f2‖ = 1,
∥∥Π1( f2)
∥∥< /22 and
∥∥Π2( f2)(γ )
∥∥ /22, ∀γ ∈ [0, γ1].
Pick γ2 ∈ [γ1 + 1, ξ) such that
∥∥Π2( f2)(γ )
∥∥< /22, ∀γ ∈ [γ2 + 1, ξ).
Let 0 η2 < ξ be such that there exists h2 ∈ H with
‖h2‖ = 1 and f (γ ) = h2, ∀γ ∈ 2η2 .
Repeating this procedure m times we can ﬁnd ordinals η1, η2, . . . , ηm , functions f1, f2, . . . , fm and elements h1,h2, . . . ,
hm ∈ H such that:
(i) ‖Π1( f i)‖ /2i , 1 i m.
(ii) ‖Π2( f i)(γ )‖ /2i , ∀γ ∈ [0, γi−1] and 2 i m − 1.
(iii) ‖Π2( f i)(γ )‖ /2i , ∀γ ∈ [γi, ξ ] and 2 i <m.
(iv) ‖hi‖ = 1, 1 i m.
(v) f i(t) = hi , ∀γ ∈ iηi and 1 i m, where
iηi =
[
ξmη1 + ξm−1η2 + · · · + ξm−(i−1)ηi, ξmη1 + ξm−1η2 + · · · + ξm−(i−1)(ηi + 1)
]
.
According to (1) there exists ci ∈ R with |ci| = 1, i = 1,2, . . . ,m, such that
∥∥∥∥∥
m∑
i=1
cihi
∥∥∥∥∥
p
√
1+ (m − 1)δ.
Let f =∑mi=1 f i . Hence it is clear that the following hold
(vi) ‖ f ‖ p√1+ (m − 1)δ.
(vii) ‖Π1( f )‖ .
(viii) ‖Π2( f )‖ 1+  .
Therefore by (2) we conclude that
a p
√
1+ (m − 1)δ  1+ ,
a contradiction with (3) and the proof is complete. 
Lemma 2.2. Let H and Y be Banach spaces such that every bounded linear operator from c0 to H is compact and Y contains no copy
of H. Then
Hω0 ↪→ Y ⊕ H .
Proof. Let Hn = { f ∈ Hω0 : f (m) = 0, ∀m < n} and P2 : Y ⊕ H → H be the canonical projection. Let T be a bounded linear
operator from Hω0 to Y ⊕ H . Since every bounded linear operator from c0 to H is compact, it follows that
‖P2T |Hn‖ n→∞−→ 0.
Putting Q = I − P2 we deduce that
‖T − Q T |Hn‖ n→∞−→ 0.
Therefore if T was one-to-one and with closed image, then we would have that for n large enough Q T |Hn would be an
isomorphism onto its image, a contradiction because Y contains no copy of H . 
Proposition 2.3. Let H be a uniformly convex Banach space and Y a Banach space containing no copy of H. Then for everyω ξ < ω1
Hξ
ω ↪→ Y ⊕ Hξ .
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Hξ
ω
↪→ Y ⊕ Hξ for some Y with H ↪→ Y .
Suppose that A = ∅ and let ξ1 be the minimum of A. So we infer that
Hξ
ω
1 ↪→ Y1 ⊕ Hξ , (4)
for some Banach space Y1 containing no copy of H .
On the other hand, a well-known Milman–Pettis theorem states that every uniformly convex space is reﬂexive [12]
or [14]. Therefore Hn contains no copy of c0, for every 1  n < ω. Hence every bounded linear operator from c0 to Hn
is compact, see for instance [1, Theorem 2]. Thus, if Y2 is an arbitrary Banach space containing no copy of H , then by
Lemma 2.2 and [2, Lemma 1.2.1] we deduce that
Hω ∼ Hnω ∼ (Hn)ω ∼ (Hn)ω0 ↪→ Y2 ⊕ Hn,
for every 1 n < ω. So, by Proposition 2.1 we infer that
Hω
ω ↪→ Y2 ⊕ Hω.
This means that ω < ξ1.
Next observe that
Hξ1 ↪→ Y1 ⊕ Hξ , ∀ξ < ξ1. (5)
Indeed, otherwise, there exists an ordinal ξ0 < ξ1 such that
Hξ1 ↪→ Y1 ⊕ Hξ0 . (6)
Hence by the minimality of ξ1 we deduce that
Hξ
ω
0 ↪→ Y1 ⊕ Hξ0 , (7)
Thus (6) and (7) together imply that
Hξ
ω
0 ↪→ Hξ1 . (8)
Now we distinguish two cases:
Case 1. ξω0 < ξ
ω
1 . Then by [2, Theorem 1] we see that
R
ξω0 ↪→ Rξ1 .
Consequently,
Hξ
ω
0 ↪→ Hξ1 ,
which is absurd by (8).
Case 2. ξω1  ξω0 . In this case, since ξω0  ξω1 , it follows that ξω0 = ξω1 . That is, ξ0 < ξ1 < ξω1 = ξω0 . Then again by [2,
Theorem 1] we conclude that
R
ξ0 ∼ Rξ1 ,
and hence
Hξ0 ∼ Hξ1 .
Then we can rewrite (7) as follows
Hξ
ω
1 ↪→ Y1 ⊕ Hξ1 ,
again a contradiction with (4).
So (5) holds and therefore by Proposition 2.1 applied in (5) we conclude that
Hξ
ω
1 ↪→ Y1 ⊕ Hξ1 ,
this contradicts (4). Thus A = ∅ and the proposition is proved. 
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We are now ready to prove Theorem 1.3. By Bessaga and Pełczyn´ski’s theorem and Milutin’s theorem the conditions are
of course suﬃcient. Let us show that they are also necessary.
Since H is a maximal factor of X there exists a subspace Y of X such that
X = Y ⊕ H and H ↪→ Yn, ∀1 n < ω. (9)
(a) Suppose then that ω α < β < ω1 and
Xα ∼ Xβ .
Assume the contrary that αω  β . Thus we have
Hα
ω
↪→ Xαω ↪→ Xβ ∼ Xα ∼ Y α ⊕ Hα. (10)
As we noticed in the proof of Proposition 2.3, H contains no copy of c0 and since (9) holds, it follows from [6, Theorem 2.3]
that
H ↪→ Y α.
Hence according to Proposition 2.3, (10) cannot hold. So we are done.
(b) Finally suppose that
C(I, X) ∼ C(K , X),
for some inﬁnite compact metric space K . We assume that K is countable and derive a contradiction. So by Mazurkiewicz
and Sierpin´ski’s theorem there exists an inﬁnite countable ordinal α such that K is homeomorphic to [0,α]. Consequently
Hα
ω
↪→ Xαω ↪→ C(I, X) ∼ Xα.
Hence proceeding as in (10) we obtain the required contradiction. Thus Theorem 1.3 is proved.
4. Some applications of Theorem 1.7
This section is devoted to providing some applications of Theorem 1.7 together with Theorem 1.1. Let us begin recalling
if K is a compact Hausdorff space, the derivative of a subset A of K is deﬁned to be the set of limits points of A. Thus a
transﬁnite inductive sequence is deﬁned as follows: A(0) = A, A(1) is the derivative of A, in general suppose A(α) has been
deﬁned for all ordinals α < β , if β = γ + 1, then A(β) is the derivative of A(γ ) , otherwise A(β) =⋂α<β A(α).
Theorem 4.1. Let 1 < p < q < ∞. Then for every inﬁnite countable compact metric spaces K1 , K2 , K3 and K4
C(K1, lp) ⊕ C(K2, lq) ∼ C(K3, lp) ⊕ C(K4, lq) ⇔ C(K1) ∼ C(K3) and C(K2) ∼ C(K4).
Proof. Let us show the non-trivial implication. So suppose that
C(K1, lp) ⊕ C(K2, lq) ∼ C(K3, lp) ⊕ C(K4, lq). (11)
Observe that Theorem 1.1(a) means that the spaces C([0,ωωγ ]) for 0 γ < ω1 are a complete set of representatives of the
isomorphism classes of C(K ) where K is countably inﬁnite, compact metric space. Then, let δ1, δ2, δ3 and δ4 be ordinals
such that for every 1 i  4
C(Ki) ∼ C
([
0,ωω
δi ])
.
Fix ω < β < ω1 satisfying β > δi for every 1 i  4. Now, for every 1 i  4 consider the following compact metric spaces
Fi =
[
0,ωω
δi ]× [0,ωωβ ].
Since that [0,ωλ](λ) = {ωλ} for every ordinal λ [8, Lemma 3], it follows that
(Fi)
(ωβ) = [0,ωωδi ]× {ωωβ },
and therefore
(Fi)
(ωβ+ωδi ) = ((Fi)ωβ
)ωδi = {(ωωβ ,ωωδi )}.
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rem 1.1(a) we have
C
([
0,ωω
β+ωδi ])∼ C([0,ωωβ ]).
Hence
C(Ki × K5) ∼ C(Fi) ∼ C
([
0,ωω
β+ωδi ])∼ C([0,ωωβ ])∼ C(K5), (12)
and
C(K5) ⊕ C(Ki) ∼ C
([
0,ωω
β ]⊕ [0,ωωδi ])∼ C([0,ωωβ+ωδi ])∼ C(K5). (13)
On the other hand, by (11) we deduce
C(K5, lp) ⊕ C(K1, lp) ⊕ C(K2, lq) ∼ C(K5, lp) ⊕ C(K3, lp) ⊕ C(K4, lq). (14)
Thus by (13) and (14), we infer
C(K5, lp) ⊕ C(K2, lq) ∼ C(K5, lp) ⊕ C(K4, lq).
But in view of (12) we conclude
C(K2 × K5, lp) ⊕ C(K2, lq) ∼ C(K4 × K5, lp) ⊕ C(K4, lq),
that is
C
(
K2,C(K5, lp)
)⊕ C(K2, lq) ∼ C
(
K4,C(K5, lp)
)⊕ C(K4, lq).
Consequently,
C
(
K2,C(K5, lp) ⊕ lq
)∼ C(K4,C(K5, lp) ⊕ lq
)
.
Furthermore, by [2] and [6, Theorem 2.3] we know that C(K5, lp) contains no copy of lq . Hence by Theorem 1.7, we conclude
that C(K2) is isomorphic to C(K4). Analogously we prove that C(K1) is isomorphic to C(K3). 
Arguing as in the proof of the above theorem we also obtain:
Theorem 4.2. Let K be an inﬁnite countable compact space and 1 < p < ∞. Then for every inﬁnite countable compact metric spaces
K1 and K2
C(K ) ⊕ C(K1, lp) ∼ C(K ) ⊕ C(K2, lp) ⇔ C(K1) ∼ C(K2).
This leads naturally to the following problem.
Problem 4.3. Classify, up to an isomorphism, the following spaces in terms of the inﬁnite countable compact metric
spaces K .
(a) C(I) ⊕ C(K , lp), where 1 < p < ∞.
(b) C(I) ⊕ C(K , l1).
(c) C(I) ⊕ C(K , l∞).
Next result is an application of Theorem 1.7 together with Theorem 1.1(b).
Theorem 4.4. Let X be a separable Banach space, 1 < p < ∞ and Γ an uncountable set. Then for every inﬁnite compact metric spaces
K1 and K2
C(I, X) ⊕ C(K1, lp(Γ )
)∼ C(I, X) ⊕ C(K2, lp(Γ )
) ⇔ C(K1) ∼ C(K2).
Proof. Observe that by the Milutin theorem
C(I, X) ∼ C(K × I, X) ∼ C(K ,C(I, X)),
for every inﬁnite compact metric space K . Therefore
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)∼ C(K ,C(I, X) ⊕ lp(Γ )
)
.
Thus by Theorem 1.7 we are done. 
So we pose the following problem.
Problem 4.5. Let X be a separable Banach space and Γ an uncountable set. Classify, up to an isomorphism, the following
spaces in terms of the compact metric spaces K .
(a) C(I, X) ⊕ C(K , l1(Γ )).
(b) C(I, X) ⊕ C(K , l∞(Γ )).
5. Final remark and some more open problems
Remark 5.1. Notice that the isomorphic classiﬁcation of the spaces
C(K , Y ⊕ c0),
with Y containing no copy of c0 and compact metric spaces K is analogous to that of Theorem 1.7. Indeed, in this case it is
well known that
C
([0, γ ], c0
)∼ C([0, γ ]),
for every ω γ < ω1, see for instance [16, Theorem 2.24]. Hence
C
([0, γ ], Y ⊕ c0
)∼ C([0, γ ], Y )⊕ C([0, γ ], c0
)∼ C([0, γ ], Y ⊕R).
Since Y ⊕R contains no copy of c0, it follows from [7, Theorem 1.1.2] that if ω α  β < ω1 then
C
([0,α], Y ⊕R)∼ C([0, β], Y ⊕R) ⇔ β < αω.
Moreover, if C(I, Y ⊕ c0) is isomorphic to C(K , Y ⊕ c0), for some inﬁnite compact metric space K , then K must be uncount-
able. Otherwise, according to the Mazurkiewicz and Sierpin´ski theorem there exists an inﬁnite countable ordinal α such
that K is homeomorphic to [0,α]. Consequently
C
([
0,αω
])
↪→ C(I, Y ⊕ c0) ∼ C(K , Y ⊕ c0) ∼ C
([0,α], Y ⊕R).
So by proceeding as in the proof of [7, Lemma 2.1] and [7, Lemma 2.7] we conclude that Y ⊕ R contains a copy of c0,
a contradiction.
Thus, Theorem 1.7 with H = lp , 1 < p < ∞, together with Remark 5.1 suggest the following problem.
Problem 5.2. Classify, up to an isomorphism, the following spaces in terms of the compact metric spaces K .
(a) C(K , Y ⊕ l1), where Y contains no copy of l1.
(b) C(K , Y ⊕ l∞), where Y contains no copy of l∞.
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