The object of this paper is to present sufficient conditions for the oscillation of certain solutions of the second order, nonlinear matrix differential equation. The oscillation criteria obtained here improve the recent results of the author and E. C. Tomastik. The methods employed in the paper extend a technique introduced by H. C. Howard and for the special linear version of the nonlinear equation, the resulting oscillation criteria represent improvement of Howard's work. Using an extension of the unitary transformation introduced by F. V. Atkinson, estimates of the oscillation of solutions a,e obtained.
Introduction.
This paper is concerned with the following special system of 2n2 nonlinear first order differential equations: , where the functions ka and gn, i, j = l, 2, • • • , n, are real-valued, continuous and satisfy conditions which will insure a unique solution when appropriate initial conditions are specified. In addition, it will be assumed that kij = kji and gij=gji for all i,j. This system shall be represented in the matrix form (1) F' = K(x; Y; Z)Z, Z' = -G(x; Y;Z)Y.
Special cases of (1) in which each of K and G is positive definite for all x on [a, °° ) and for all differentiable pairs of matrices { F(x), Z(x)}, have been considered by E. C. Tomastik [ó] and by the author [2] , [3] . In these papers certain oscillatory properties of the solution pairs have been obtained. The purpose of this paper is to extend the oscillation results contained in [2] , [3] , [ó] , as well as the results of H. C. Howard [5] . In particular, the condition that each of K and G be positive definite will be relaxed to the condition that at least one of K and G be positive definite. Based on the method introduced by Howard [5] , improved oscillation criteria for both (1) The standard notations of matrix algebra and calculus are used throughout.
In particular, if A is an nXn matrix, then the symbols A*, A-1, \A\ and tr A shall denote the transpose, inverse, determinant and trace of A respectively. The symbol / shall be used to denote the «X« identity matrix while 0 shall represent the zero matrix regardless of dimension. Y(x) on [a, °°). We remark that the term "prepared" has also been used to describe such solution pairs.
i.e., is positive definite, on [a, °°). The proof of the following lemma is readily established (e.g., see [2] ). (1), then the matrix E(x) defined by
exists on [a, oc ) and has the following properties : (i) E(x) is unitary and satisfies the differential equation
where H(x) is the Hermitian matrix (iv) Let Wj(x) = arg e,(x),j = I, 2, ■ ■ ■ , n, and assume that, for each j, 0^Wj(a) <2ir and that each w¡(x) is continued as a continuous func- Turning now to the system (1), we have the following theorem. The proof will be omitted since it can be established exactly as in [5, Theorem 3] together with the improved proof of Theorems 2 and 3. We remark, in conclusion, that these results also extend the oscillation theorem for nonlinear matrix equations presented in §6 of [5] . 
