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MOVING LEAST SQUARES VIA ORTHOGONAL POLYNOMIALS∗
MICHAEL CARLEY†
Abstract. A method for moving least squares interpolation and diﬀerentiation is presented
in the framework of orthogonal polynomials on discrete points. This yields a robust and eﬃcient
method which can avoid singularities and breakdowns in the moving least squares method caused
by particular conﬁgurations of nodes in the system. The method is tested by applying it to the
estimation of ﬁrst and second derivatives of test functions on random point distributions in two and
three dimensions and by examining in detail the evaluation of second derivatives on one selected
conﬁguration. The accuracy and convergence of the method are examined with respect to length
scale (point separation) and the number of points used. The method is found to be robust, accurate,
and convergent.
Key words. moving least squares, interpolation, numerical diﬀerentiation, orthogonal polyno-
mials
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1. Introduction. The moving least squares method [3, Chapter 7] is a technique
for interpolation [6] and diﬀerentiation [1, 2, 7, 8, 9, 10, 13] on scattered data. The
purpose of this paper is to examine the moving least squares problem in the framework
of orthogonal polynomials, as applied to the estimation of derivatives.
In applications of the type considered here, the data supplied are the positions
of N points xi, i = 1, . . . , N , and corresponding values fi. At one of these points the
derivative is to be estimated. This is done using an interpolating polynomial P (x)
which minimizes the error
E =
N∑
i=1
wi (P (xi)− fi)2 ,(1.1)
where wi is a strictly positive weight. The polynomial P (x) can be computed by a
direct solution of a least squares problem and then used to interpolate f(x) or to
estimate its derivatives.
There are a number of applications where moving least squares is used to estimate
derivatives of a function speciﬁed at discrete points. One is the estimation of gradients
of vorticity in Lagrangian vortex methods [7, 8], where the gradients are estimated
in two or three dimensions by ﬁtting a second order polynomial to the components
of vorticity and diﬀerentiating the polynomial. It was noted that “when computa-
tional points become very isolated, due to inadequate spatial resolution, the condition
number of the matrix [used in ﬁtting the polynomial] becomes very large” [7]. The
solution proposed for this ill-conditioning was to add additional points to the ﬁt. It
appears that this problem may have been caused by another eﬀect which has been
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MOVING LEAST SQUARES VIA ORTHOGONAL POLYNOMIALS 1311
noted by authors who use moving least squares to solve partial diﬀerential equations
on irregular meshes or using mesh-free techniques.
In the work of Scho¨nauer and Adolph [9,10], a ﬁnite diﬀerence stencil is developed
using polynomials which interpolate data on points of an unstructured mesh. The
points used in the polynomials are selected by choosing more points than there are
coeﬃcients in the ﬁtting polynomial because “inm nodes usually there is not suﬃcient
information for the m coeﬃcients” [9] or, restated, “there are linear dependencies on
straight lines” [10]. The number of extra points used in ﬁtting the polynomial was
determined through experience and testing. This raises the issue of the arrangement
of the points used in deriving a polynomial ﬁt.
The issue has been addressed recently by Chenoweth, Soria, and Ooi [2] who
considered the problem of how to ﬁnd a least squares ﬁt on points of an unstructured
mesh in order to generate a stencil, while avoiding singularities caused by particular
point conﬁgurations, a general form of the problem of “linear dependencies” [10].
They state the conditions under which such singularities will arise and state a criterion
determining when it will not be possible to make a least squares ﬁt of a given order
on a given set of points in two dimensions. This will happen when selected points are
spanned by the same polynomial, for example, when ﬁtting a second order polynomial
to points which lie on an ellipse in two dimensions. They also give an algorithm for a
moving least squares ﬁt which determines when more points must be added in order
to avoid singularities, and which additional points will be useful.
Another recent paper employing moving least squares methods for three-dimen-
sional meshless methods [13] proposes an approach which may help avoid the problem
of singularities. The method is to derive a set of basis functions which are orthogonal
with respect to an inner product deﬁned on the set of points. The use of orthogonal
functions has the advantage of improving the condition number of the system to be
solved to form the least squares ﬁt and, in this case, allows a smaller number of
basis functions to be used. The authors do not, however, discuss the problem of
singular point conﬁgurations other than stating the number of points included in the
ﬁt must be large enough to make the system matrix regular, which corresponds to
the avoidance of singular or ill-conditioned arrangements of nodes.
Strangely, there does not yet appear to be a published moving least squares
method which explicitly frames the problem in terms of orthogonal polynomials. The
aim of this paper is to present a method using results from the theory of orthogo-
nal polynomials in multiple variables [11] to restate the problem in a manner which
detects singular point conﬁgurations and generates a set of orthogonal polynomials
which are unique for the points considered. The polynomials derived can then be used
directly in computing a ﬁt to the function on the speciﬁed data points. The method is
quite general and does not require a knowledge of which conﬁgurations give rise to sin-
gularities. In three or more dimensions these conﬁgurations are not easily visualized,
and, furthermore, a singular value decomposition becomes increasingly expensive.
2. Discrete orthogonal polynomials for scattered data. The theory of
classical orthogonal polynomials of several variables is well-developed [11] but that of
polynomials orthogonal on discrete points is not as advanced. A recent paper [12],
however, establishes basic properties of discrete orthogonal polynomials and gives
algorithms for their derivation. In particular, it establishes the theoretical foundations
which allow us to say, given a set of points, whether orthogonal polynomials of a given
order exist on these points and, if they do, what those polynomials are. In this section,
we will summarize the mathematical tools required to derive and apply polynomials
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1312 MICHAEL CARLEY
orthogonal on discrete points. We use the standard notation in which a polynomial
of several variables is deﬁned as a weighted sum of monomials:
P (x) =
n∑
i=1
Aix
αi ,(2.1)
where x = (x1, x2, . . . , xd), x ∈ Rd, α = (α1, α2, . . . , αd), α ∈ Nd0, and the monomial
terms xα =
∏d
j=1 x
αj
j . The degree of P (x) is max |αi|, where |α| =
∑d
j=1 αj .
2.1. Generation of orthogonal polynomials. The ﬁrst basic tool required
is a scheme to generate a set of polynomials which are orthogonal on a given set of
points with respect to some weight function. This can be done using standard matrix
operations [4, 5] using the procedure given by Xu [12]. First, we deﬁne the inner
product
〈f(x), g(x)〉 =
N∑
i=1
f(xi)g(xi)wi,
where f and g are functions evaluated at the data points xi and wi is the weight
corresponding to xi, with wi > 0.
The ﬁrst step in generating the orthogonal polynomials is to ﬁnd a set of monomial
powers αj which spans the polynomial space on xi. This is done by starting with the
monomial 1 and systematically adding monomials of increasing degree αj . As each
monomial is added, a matrix
X =
⎡
⎢⎢⎢⎣
xα11 x
α1
2 . . . x
α1
N
xα21 x
α2
2 . . . x
α2
N
...
...
...
xαn1 x
αn
2 . . . x
αn
N
⎤
⎥⎥⎥⎦
is generated for some initial value n. New rows are added to X for successive values of
αj , taken in lexicographical order at each |α|. The rank of X is checked at each step;
if it is rank-deﬁcient, the newly added monomial is rejected. Otherwise, it is added to
the list of αj to be included in generating the polynomials. Rejection of a monomial
power will happen because the point conﬁguration is singular for the combination
of monomials which would result from including the new αj . Monomials are added
until X is square and of full rank. The output of this procedure is a list of monomial
powers which together span the polynomial space on the data points.
To generate the orthogonal polynomials from the list of monomials, the following
procedure is used:
1. Generate the symmetric, positive deﬁnite matrix M , with Mij = 〈xαi ,xαj 〉.
2. Perform the decomposition M = SDST , where D is a diagonal matrix and
S is lower triangular.
3. Solve STR = D−1/2, where D−1/2 = diag{(d1w1)−1/2, . . . , (dNwN )−1/2}.
This can be done using an LU solver with rearrangement of the matrix entries.
4. The matrix R now contains the coeﬃcients of the orthogonal polynomials.
In implementing the method, we note that ST can be found directly by using the
algorithm given by Golub and Van Loan [5, page 138] with the row and column
indices switched.
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The orthogonal polynomials Pi are now
Pi(x) =
n∑
j=1
Rijx
αj ,
and, for later convenience, we scale the coeﬃcients on the inner products 〈Pi(x)Pi(x)〉
to give an orthonormal basis.
2.2. Fitting data on sets of scattered points. Given the set of orthogonal
polynomials Pi(x), the generation of a least-squares ﬁt is trivial. By orthogonality,
f(x) ≈
∑
i
ciPi(x),(2.2)
where the constants ci are given by
ci =
∑
j
fjwjPi(xj).
Rearranging to give the interpolant as a weighted sum over the data points,
f(x) ≈
∑
j
vjfj ,(2.3)
vj = wj
∑
i
Pi(xj)Pi(x).
Derivatives of f(x) can also be estimated as a weighted sum of the function values at
the points of the distribution to generate a diﬀerentiation stencil:
∂l+m+···
∂lx1∂mx2 · · ·f(x) ≈
∑
j
v
(lm··· )
j fj ,(2.4)
v
(lm··· )
j = wj
∑
i
Pi(xj)
∂l+m+···
∂lx1∂mx2 · · ·Pi(x),
with the derivatives of Pi(x) being computed directly from the coeﬃcients in the
matrix R of section 2.1.
In summary, a derivative of a function f(x) given on a set of points can be
estimated at some point x0 using these steps:
1. Select N points in the region of x0, including x0 itself;
2. Generate a set of orthonormal polynomials for the selected points using the
procedure of section 2.1;
3. Evaluate the weights v
(lm··· )
j given by (2.4);
4. Calculate the derivative as the weighted sum of the function values.
An important point is that strictly, this procedure can only evaluate linear com-
binations of derivatives. In an extreme case, where only two points are used, the
available monomials will be 1 and x1 (or x2 depending on the lexicographical order-
ing used). This allows linear interpolation of a function f between the two points and
estimation of the derivative on a straight line joining them. This derivative will be a
linear combination of ∂f/∂x1 and ∂f/∂x2, with the precise combination depending
on the orientation of the two points. In practice, this should not be a serious limi-
tation, since the monomials used in the polynomials are known and it is possible to
determine whether there is a full set available for the determination of all derivatives
of a given order.
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3. Performance. To illustrate the operation of the method, the ﬁrst results
presented are orthogonal polynomials on regular arrangements of points. The ﬁrst
is a regular 3 × 3 grid in (−1, 1) × (−1, 1). Upon application of the algorithm of
section 2.1, the monomials which form the ﬁnal matrix X are 1, x1, x2, x
2
1, x1x2, x
2
2,
x21x2, x1x
2
2, and x
2
1x
2
2, and the resulting orthogonal polynomials are
P0 =
1
3
,(3.1a)
P1 =
1
21/231/2
x1,(3.1b)
P2 =
1
21/231/2
x2,(3.1c)
P3 = −2
1/2
3
+
1
21/2
x21,(3.1d)
P4 =
1
2
x1x2,(3.1e)
P5 = −2
1/2
3
+
1
21/2
x22,(3.1f)
P6 = − 1
31/2
x2 +
31/2
2
x21x2,(3.1g)
P7 = − 1
31/2
x1 +
31/2
2
x1x
2
2,(3.1h)
P8 =
2
3
− x21 − x22 +
3
2
x21x2.(3.1i)
If the procedure is applied to six points equally spaced on a unit circle, the
resulting polynomials are
P0 =
1
21/231/2
,(3.2a)
P1 =
1
31/2
x1,(3.2b)
P2 =
1
31/2
x2,(3.2c)
P3 = − 1
31/2
+
2
31/2
x21,(3.2d)
P4 =
2
31/2
x1x2,(3.2e)
P5 = −3
1/2
21/2
x1 + 2
21/2
31/2
x31.(3.2f)
A number of general issues are illustrated by these examples. The ﬁrst is the ob-
vious one that there are no more polynomials than there are points. This means that
although the polynomials are notionally up to third order in both cases, in practice
neither group of functions has a complete set of monomials capable of spanning all
polynomials up to cubic. Secondly, if the orthogonal polynomials can be generated,
there is no beneﬁt in adding extra points once a complete set of functions is available:
the result of adding more points is to yield an incomplete set of higher order poly-
nomials. In applications, it may well be better to have a lower order, but complete,
system to ﬁt the functions on the points.
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3.1. Random point distributions on the unit disc or ball. The ﬁrst set of
results presented are average data for tests conducted with varying order and length
scale. Following the example of Belward, Turner, and Ilic´ [1], the accuracy and
robustness of the computational scheme are tested by estimating the derivatives of a
prescribed function using a set of points randomly distributed over the unit disc or
ball. The functions used are
f1(x) = R
4,(3.3a)
f2(x) = e
−R2 ,(3.3b)
f3(x) = x1e
−R2 ,(3.3c)
R2 =
∑
j
x2j .
The functions have been chosen to give a function which can be ﬁtted exactly by a
polynomial (f1), a Gaussian of the type found in various applications such as vortex
dynamics (f2), and a Gaussian weighted to give an asymmetry with a consequent
nonzero ﬁrst derivative at the evaluation point (f3). The evaluation point was ﬁxed
at 0, and random points were distributed uniformly over the unit disc or ball.
In three dimensions, points were selected by randomly generating points (α, β, γ),
with α, β, and γ uniformly distributed in the range [−1, 1], and rejecting points lying
outside the unit sphere. In two dimensions, a diﬀerent approach was adopted in order
to study the eﬀect of point conﬁguration on the performance of the method. In the
test results presented in this section, points (α1/2 cos 2πγ, α1/2 sin 2πγ) were taken,
with both variables α and γ uniformly distributed in [0, 1]. Using α1/2 distributes
points uniformly over the area of the disc. In section 3.2, it will be seen that using α1
as a radius leads to numerical problems, as points are concentrated near the center of
the disc.
Tests were conducted on 32 randomly generated point distributions in two and
three dimensions, using unit weights wi = 1 and varying the number of points used,
the maximum order of polynomial, and the function scale. The number of points
used was N = 8, 16, 32, 64, and 128, and the maximum order was set to 2, 3, and 4.
The function scale σ was varied in order to examine the convergence of the derivative
estimate. Without changing the coordinates of the points, the test function was
evaluated as f(σx), with σ = 2a, a = −4, . . . , 2. The convergence rate of the estimator
is then the gradient of log || against log σ, with  the error in the estimate.
Finally, a rescaling procedure was applied, equivalent to the non-dimensional-
ization employed in many applications [2]. In principle, this should improve the con-
ditioning of the X matrix used to choose monomials for the ﬁt although, as will be
seen in the next section, this is by no means guaranteed. In generating the polyno-
mials, the coordinates are scaled on a reference length Δ equal to the distance to the
furthest point used in the polynomial ﬁt. After evaluation, the derivatives are rescaled
to give values in the original coordinates. The result returned, in other words, is
∂l+m+···
∂lx1∂mx2 · · ·f(x) =
1
Δl+m+···
∂l+m+···
∂lx′1∂mx
′
2 · · ·
f(x′),
x′ = x/Δ.
Two sets of results are shown graphically, and the performance of all tests is given
in tabular form.
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Fig. 3.1. Evaluation of ∂f1/∂x1 in two dimensions: mean absolute error against scale factor σ
for, reading left to right, N = 8, 16, 32, 64, 128 points; ﬁnal plot mean number of rejected monomials
Nr against number of points N . Second order ﬁt shown solid, third order dashed, and fourth order
long dashed.
Figure 3.1 shows the error in estimating ∂f1/∂x1 in two dimensions, as a function
of N and of polynomial order. The ﬁnal plot shows Nr, the number of rejected
monomials, as a function of N . This is independent of σ and depends only on the
point conﬁguration, to which it can be quite sensitive, as shown in section 3.2.
Table 3.1 gives the convergence rates and sample errors for evaluation of ∂fi/∂x1
in the two-dimensional case. Convergence rates are given as a function of N and
maximum polynomial order for each test function. The last two columns give the
minimum and maximum error for N = 128 at each order.
Convergence for f1 is fourth order in all cases, as might be expected from Fig-
ure 3.1. In the nonpolynomial cases, at small point number, the diﬀerent order ﬁts
have the same convergence rate, since they are all essentially second order (with the
higher order terms rejected). As N is increased for ∂f2/∂x1, the fourth order ﬁt be-
comes truly fourth order with a convergence rate slightly less than six for ∂f2/∂x1,
while the third order ﬁt has the same convergence rate as the second order, since the
third derivatives are zero at 0. For f3, the situation is reversed, with the third and
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Table 3.1
Convergence rates for ﬁrst derivatives in two-dimensional problems.
N 
(128)
min 
(128)
max
8 16 32 64 128
f2 2 4.00 4.00 4.00 4.00 4.00 7.72×10−8 1.29×100
3 4.00 4.00 4.00 4.00 4.00 1.67×10−7 2.80×100
4 4.00 4.00 4.00 4.00 4.00 6.02×10−18 1.01×10−10
f2 2 3.92 3.92 3.92 3.92 3.92 7.16×10−8 8.00×10−1
3 3.92 3.92 3.92 3.92 3.92 5.37×10−7 5.72×100
4 3.92 5.84 5.84 5.84 5.84 4.94×10−11 1.46×100
f3 2 2.93 2.93 2.93 2.93 2.93 6.96×10−6 1.27×100
3 4.88 4.84 4.84 4.84 4.84 2.78×10−9 1.26×100
4 4.88 4.84 4.83 4.84 4.84 2.44×10−9 1.07×100
Table 3.2
Convergence rates for second derivatives in two-dimensional problems.
Order N 
(128)
min 
(128)
max
8 16 32 64 128
f1 2 4.00 4.00 4.00 4.00 4.00 5.04×10−6 8.46×101
3 4.00 4.00 4.00 4.00 4.00 4.41×10−6 7.40×101
4 4.00 4.00 4.00 4.00 4.00 2.16×10−16 3.63×10−9
f2 2 3.95 3.95 3.95 3.95 3.95 9.20×10−7 1.17×101
3 3.90 3.92 3.92 3.92 3.92 2.91×10−6 3.10×101
4 3.90 5.88 5.88 5.88 5.88 2.20×10−10 8.04×100
f3 2 2.92 2.92 2.92 2.92 2.92 2.38×10−4 4.02×101
3 4.90 4.91 4.91 4.91 4.91 1.71×10−8 1.13×101
4 4.90 4.87 4.87 4.87 4.87 4.38×10−8 2.27×101
fourth order ﬁts converging at the same rate due to the absence of even derivatives.
In this case, the convergence is slightly less than ﬁfth order.
Table 3.2 shows similar results for the evaluation of ∂2fi/∂x
2
1. Again, the results
for f1 show the same convergence rate for all polynomial orders, while the conver-
gence of the other two functions is aﬀected by the nature of the test function. The
convergence for the fourth order polynomial is again about sixth order for ∂2f2/∂x
2
1
and about ﬁfth order for ∂2f3/∂x
2
1. The third order ﬁt behaves like the second order
ﬁt for ∂2f2/∂x
2
1, due to the absence of the third derivative, and performs similarly to
the fourth order ﬁt for ∂2f3/∂x
2
1.
Figure 3.2 and Tables 3.3 and 3.4 show the equivalent results for three-dimensional
tests, with ∂2f2/∂x
2
1 being used in the graphical illustration of performance. As
before, the ﬁrst ﬁve plots in Figure 3.2 show the error in the estimated derivative,
while the ﬁnal plot shows the number of rejected monomials as a function of N .
For smaller values of N where the higher order ﬁts have the same number of
available monomials as the second order, the error curves are similar. For N ≥ 64,
where all three ﬁts can be fully speciﬁed, the error curve for the fourth order ﬁt has
a steeper slope at small σ than the other two. Note that the error behavior for the
second and third order ﬁts is similar due to the absence of third derivatives in f2.
Tables 3.3 and 3.4 show the convergence rates and errors for the three-dimensional
tests. The polynomial f1 gives good convergence at a constant fourth order, as in
the two-dimensional case. The other functions have variable orders of convergence,
depending on N and the resulting number of available monomials. The fourth order
ﬁt converges, on average, at about ﬁfth order for the derivatives of f2, although
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Fig. 3.2. Evaluation of ∂2f2/∂x21 in three dimensions: mean absolute error
¯|| against scale
factor σ for, reading left to right, N = 8, 16, 32, 64, 128 points; ﬁnal plot mean number of rejected
monomials Nr against number of points N . Second order ﬁt shown solid, third order dashed, and
fourth order long dashed.
Table 3.3
Convergence rates for ﬁrst derivatives in three-dimensional problems.
N 
(128)
min 
(128)
max
8 16 32 64 128
f1 2 4.00 4.00 4.00 4.00 4.00 5.03×10−6 8.43×101
3 4.00 4.00 4.00 4.00 4.00 7.70×10−6 1.29×102
4 4.00 4.00 4.00 4.00 4.00 1.03×10−15 1.73×10−8
f2 2 1.90 3.74 3.74 3.74 3.74 1.04×10−6 4.42×100
3 1.90 3.41 3.62 3.62 3.62 1.47×10−6 3.38×100
4 1.90 3.41 3.50 5.37 5.37 2.24×10−9 6.26×100
f3 2 2.66 2.73 2.73 2.73 2.73 7.16×10−5 4.74×100
3 2.66 2.69 4.50 4.50 4.50 3.80×10−8 3.07×100
4 2.66 2.69 4.29 4.29 4.29 2.13×10−6 5.44×101
Figure 3.2 shows its convergence accelerating at small σ. The average convergence
rate for f3 is about the same, roughly fourth order, for third and fourth order ﬁts, for
the reasons mentioned above.
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Table 3.4
Convergence rates for second derivatives in three-dimensional problems.
N 
(128)
min 
(128)
max
8 16 32 64 128
f1 2 4.00 4.00 4.00 4.00 4.00 1.16×10−5 1.94×102
3 4.00 4.00 4.00 4.00 4.00 2.80×10−5 4.71×102
4 4.00 4.00 4.00 4.00 4.00 2.47×10−13 4.14×10−6
f2 2 1.72 3.81 3.81 3.81 3.81 1.36×10−5 8.12×101
3 1.72 3.64 3.68 3.68 3.68 9.35×10−6 3.08×101
4 1.72 3.64 3.73 5.49 5.49 1.04×10−8 5.25×101
f3 2 2.70 2.75 2.75 2.75 2.75 6.43×10−4 4.41×101
3 2.70 2.78 4.48 4.48 4.48 1.51×10−7 1.05×101
4 2.70 2.78 4.41 4.25 4.25 5.13×10−7 1.13×101
3.2. Eﬀect of point distribution. A point which has been noted in previous
work [2, 7] is the desirability of performing interpolations in nondimensional coordi-
nates based on some local length scale, in order to improve the conditioning of the
moving least squares method. In this paper, the local length scale Δ was deﬁned as
the distance from the evaluation point to the furthest point included in the polyno-
mial ﬁt. Some further analysis of a single test case will show some limitations of the
method, even with this rescaling.
Figure 3.3 shows detailed results for tests carried out on two very similar point
distributions. The test distributions had N = 6, 7, . . . , 19, 20 points, sorted by dis-
tance from the evaluation point x0 = 0. A fourth order ﬁt was used to estimate the
three second derivatives of the Gaussian f2 for each value of N and with σ = 2
−3.
The point distributions used were generated from the same set of random numbers
but in slightly diﬀerent ways. The ﬁrst set of points, “uniformly distributed in area,”
was generated using the same method as for the main tests of the previous section;
the second, “uniformly distributed in radius,” was generated using the same random
numbers but with x = (α cos 2πγ, α sin 2πγ). The two point distributions are shown
at the top of each column in Figure 3.3. It can be seen that they are very similar but
the second distribution has its points bunched up toward the center, especially those
points at small radius. The second line of the ﬁgure shows the scaling factor applied
to the point distribution as a function of the number of points included.
This scaling behaves as one might expect: at large N , where the more distant
points are included, Δ ≈ 1 for both point distributions, while at small N , the second
point distribution has smaller radii and requires a larger scaling factor. The slight
surprise comes in the next line of Figure 3.3, which shows the number of rejected
monomials as a function of N . At small N , Nr decreases steadily in both cases
and does so continuously for the points uniformly distributed in area. The second
point distribution, however, requires that a monomial be rejected at N = 11 and at
N = 16. The reason for this rejected monomial lies in the numerical properties of the
point distribution, or stencil, independently of its scale. As the maximum radius, Δ,
increases, the nondimensional values of the coordinates of low-numbered points, those
near the origin, shrink. Since high powers (up to four) of these coordinates are used
in determining which monomials are to be included in the polynomial ﬁt and higher
powers again (up to eight in this case) appear in the inner products in the matrix
M , this leads to inevitable ill-conditioning. The result of this ill-conditioning can be
seen in the error plots at the bottom of Figure 3.3: the ﬁrst point distribution has
errors which are roughly constant from the second order up to the start of the fourth
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Fig. 3.3. Single point conﬁguration test: (top) point conﬁgurations; (second line) local length
scale against number of points used; (third line) number of rejected monomials against number of
points used; (bottom) error in ∂2f2/∂x21 (solid), ∂
2f2/∂x1∂x2 (dashed) and ∂2f2/∂x22 (long dashed).
The left-hand column of ﬁgures refers to the points uniformly distributed in area case while the right-
hand column shows the same results for the points uniformly distributed in radius case.
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Table 3.5
Coeﬃcients for selected polynomials using diﬀerent point distributions.
P5 P9 P15
x01x
0
2 1.88×10−1 1.68×10−1 1.05×10−1 1.57×10−1 7.35×10−1 7.14×10−1
x11x
0
2 −6.34×10−1 −1.17×100 −2.16×100 −1.07×101 7.50×102 2.56×104
x01x
1
2 3.72×100 7.21×100 8.46×100 1.01×101 −3.22×102 −1.50×104
x21x
0
2 1.14×10−1 6.95×10−1 1.25×100 1.38×101 −2.47×103 −1.91×105
x11x
1
2 −4.21×100 −1.45×101 −2.06×101 −1.32×102 1.00×104 8.49×105
x01x
2
2 6.02×100 1.88×101 5.23×101 8.77×101 3.34×102 −2.55×105
x31x
0
2 1.00×100 2.81×100 1.16×103 3.19×105
x21x
1
2 5.57×100 1.67×102 −2.04×104 −4.05×106
x11x
2
2 −5.98×101 −1.64×102 3.14×104 6.88×106
x01x
3
2 5.25×101 2.54×102 1.72×104 1.96×106
x41x
0
2 6.21×102 −1.27×105
x31x
1
2 1.12×104 4.33×106
x21x
2
2 −3.73×104 −1.25×107
x11x
3
2 −1.90×104 1.69×106
x01x
4
2 3.37×103 1.85×106
order ﬁt, dropping to a new, lower, value as the fourth order ﬁt becomes available. In
the case of the second point distribution, the ill-conditioning leads to an error which
increases slightly with point number.
The eﬀect of point distribution is made most clear by looking at the polynomi-
als generated by the two diﬀerent arrangements. Table 3.5 gives the coeﬃcients for
the ﬁrst fully speciﬁed second, third, and fourth order polynomials on the “uniform
in area” (left-hand columns) and “uniform in radius” (right-hand columns) distribu-
tion. The eﬀect of changing the use of the random variables is clear: typically, the
coeﬃcients for the second distribution are an order of magnitude greater than their
counterparts on the ﬁrst. At higher order, the ill-conditioning introduced by the ar-
rangement of points leads to polynomial coeﬃcients up to three orders of magnitude
greater than in the “uniform in area” case. The numerical diﬃculties can be avoided
by increasing the tolerance of the rank test used to select monomials, but at the ex-
pense of rejecting more monomials. For a point conﬁguration which causes diﬃculties,
easily detected by tracking the number of monomials rejected, a low order ﬁt on a
small number of points near the origin gives better results than trying to use a higher
order ﬁt on a large number of points.
This also illustrates an advantage of the orthogonal polynomial approach over
methods which employ singular value decomposition to generate basis functions.
Chenoweth, Soria, and Ooi [2] discuss the problem of singular point conﬁgurations in
the context of the singular value decomposition of a matrix containing the monomials
evaluated at each point. As these authors note, a singular value decomposition shows
which basis functions span the null space of polynomials on the points, allowing the
detection of singular point conﬁgurations. The opposite fact is also true: the singular
value decomposition yields a set of basis functions which span the function space on
the points and, indeed, will indicate which of these basis functions are best deter-
mined. The problem, as we see above, is that even when a full set of well-determined
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basis functions is available, it is not guaranteed that they form a suitable basis for
the evaluation of derivatives, since they may lack the necessary monomials.
4. Conclusions. A method for moving least squares interpolation and diﬀeren-
tiation using orthogonal polynomials has been presented and tested on random point
distributions. The method makes use of the theory of discrete orthogonal polynomials
in multiple variables and deals with the problems caused by singular point conﬁgu-
rations by adjusting the terms of the polynomial. It is concluded that the method
is robust and capable of detecting and compensating for singular conﬁgurations. In
applications, it is recommended that the highest order of polynomial for which a full
set of monomials is available be used in computing derivatives.
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