In this work we propose a numerical framework for uncertainty quantification (UQ) for time-dependent problems with neural network surrogates. The new appoach is based on approximating the exact time-integral form of the equation by neural networks, of which the structure is an adaptation of the residual network. The network is trained with data generated by running high-fidelity simulation or by conducting experimental measurements for a very short time. The whole procedure does not require any probability information from the random parameters and can be conducted offline. Once the distribution of the random parameters becomes available a posteriori, one can post-process the neural network surrogate to calculate the statistics of the solution. Several numerical examples are presented to demonstrate the procedure and performance of the proposed method.
1. Introduction. Mathematical modeling is often subject to a wide range of uncertainties associated with parameter values, boundary/initial conditions, shape of domains etc. The quantificiation of the effects of such input uncertainty on the model outputs has attracted a significant amount of attention in the last two decades. Many methods have been developed to successfully deliver efficient and accurate uncertainty quantification (UQ). These include but not limited to the stochastic Galerkin methods [18, 52, 3] , stochastic collocation methods [51, 2, 50] , and Gaussian process regression methods [7, 8] .
One challenge of UQ is that the dimension of the random parameter space is typically very high, which makes the traditional approximation approaches such as using polynomials suffer from the curse of dimensionality [5] . One remedy is to lessen this difficulty is to apply stochastic collocation methods on the sparse-grid [45] ; see [51, 50, 32] . Besides the high-dimension approximation challenge, another challenge lies in dealing with the epistemic uncertainty. Most of the existing methods adopt probabilistic framework and model the uncertain inputs as random variables/processes and the probabilistic information of the input uncertainties is assumed, such as their probability distribution functions. However, in practice, such information is often missing or only partially known due to our lack of knowledge of the underlying physical systems. Such uncertainty, which is termed as epistemic uncertainty, has been discussed in many works, for example [21, 22, 16, 26, 12] . In particular, in [26, 12] , the authors proposed methods that first estimate the range of the input uncertain parameters and then approximate the solution in this estimated parameter domain. The whole procedure does not require any probability information and the uncertainty quantification can be conducted as a post-processing step for the approximation of the solution.
On the other hand, recent years have seen explosive growth of research in machine learning, especially in the deep neural network (DNN). They have enjoyed great success in disciplines like image classifications [28] , mastering Go game [44] and speech recognition [24] , to name a few examples. For more thorough review of the latest development of DNNs, we refer the interested reader to a few relatively more recent review/summary type publications [34, 6, 15, 36, 14, 19, 42] . In addition to these aforementioned applications, efforts have also been devoted to apply DNN in various aspects of scientific computing. These include (but not limited to) the construction of reduced order model [23] , aiding numerical solvers of conservation laws ( [39, 40] ), approximating the Koopman operator ( [9] ), solving and learning systems involving ODEs and PDEs [10, 31, 33, 11, 38, 49, 37, 41] etc.
The DNN enjoys two important theoretical properties: (i) it is a universal approximator [35, 4, 25] , (ii) it can help lessen the curse of dimensionality [30] . These two properties make DNN well-suited for solving UQ problems. Several works [47, 54, 55, 53] have recently been done in this direction. In particular, in [47] , the authors used DNNs as approximations for the mapping from the random parameter to the quantity of interest. Inspired by the active subspace surrogate [13] , they proposed DNNs with the structure as a composition of a projection function and a link function. However, to generate the training data, it requires the distribution of the random inputs as well as full simulation to generate training data. In [54] , the authors used the encoderdecoder neural network as the surrogate model and employed the Bayesian framework to accommodate the situation where the data is limited. This approach was further extended in [55] to the case where the data is unlabeled, i.e., without querying the numerical simulators. To this end, new loss functions were proposed, which are based on the residual norm [29] and variational form [48] of the PDEs. In another recent work [53] , instead of replacing the input-output mapping with DNN, the authors approximated the distribution function of the solution directly. They train the neural networks in the adversarial inference framework and enforce the PDE-constraints by penalizing the loss function.
In this paper, we aim to employ DNNs to put forth a numerical framework for quantifying uncertainties of time-dependent problems, for which the cost of data acquisition, which usually involves long-time simulation, is high. Moreover, our framework does not require any a priori probabilistic information of the random parameters. In particular, we propose a DNN which approximates the exact time-integral form of the system. The resulting DNN is a generalization of the residual network which was first proposed in [20] for image analysis and was later applied in [37] to learn dynamical systems from data. To train the DNN, only very short-time simulations or experimental measurements with short time lags are required. The data generation and the network training require no probability knowledge of the random inputs. Only the ranges of the parameters are required, but they can be estimated with the approaches in [26, 12] . After the DNN is trained off-line, the UQ can be conducted as a post-processing step once the distribution of the random parameters becomes available a posteriori.
This paper is organized as follows. After the basic problem setup in Section 2, we present the main methods in Section 3 and some theoretical properties in Section 4. We then present, in Section 5, a set of numerical examples, covering both linear and nonlinear differential equations/systems, to demonstrate the effectiveness of the proposed algorithms.
2. Problem Setup. We are interested in studying the following differential system with random parameters.
where x = (x 1 , x 2 , . . . , x d ) ∈ R d are sate variables and α(ω) = (α 1 (ω), α 2 (ω), . . . , α l (ω)) ∈ R l denotes the random parameters. Each component α i of the random vector α is assumed to be mutually independent of each other.
We assume that we are given the range of the random parameters. Otherwise, we can adopt the approach in [26] and [12] to get an estimated range with the probability that α falls into the difference of the exact range and the estimated one smaller than a given small number η > 0. Let us use I α ⊆ R l to denote the (estimated) range of the parameters and we assume the problem (2.1) is well-posed for all α in I α .
We do not put any requirement on the distribution of the random parameters. The distribution can be given a priori or only becomes available a posteriori. The proposed method does not depend on any probability information of the random parameters.
The random effects of the input parameters will propagate along with time. The task of uncertainty quantification is to quantify the effects of the input uncertainty on the solution x(t) or on the quantity of interest Q(x).
Methodology.
In this section, we describe the main components of the proposed method.
Deterministic problem.
Let us first consider the following system with deterministic parameters.
for t ∈ [0, T ] and α ∈ I α . Assume that I x is the domain of interest, such that x(t; x 0 , α) ∈ I x for t ∈ [0, T ] and α ∈ I α . This deterministic ODE (3.1) defines a mapping from the initial condition to the solution at t = s as below
We call this mapping the flow map for the ODE (3.1).
In practice, for each parameter configuration, high-fidelity simulations for solving are often too expensive to run for a long time. Or sometimes the equation itself (3.1) is unavailable and only measurements of the state variables for given parameters α and time t are allowed. In both scenarios, one way to get around is to use short-time simulations or experiment measurements data to construct an approximate model.
More specific, let us use ∆ to denote the maximum affordable simulation time or the time lag between two measurements. Then suppose that for each parameter sample α j ∈ I α , we run high-fidelity simulations or do experimental measurements to obtain a pair of data
where δ j ∈ I ∆ = (0, ∆] denotes the length of the simulation time or the time lag between two experiment measurements, and (1) j and (2) j denotes the potential measurement/simulation errors.
We use
to denote the set of training data. With these data pairs, we can obtain via the supervised learning an approximation for the flow map
where the set Θ includes all the model parameters which depends on the training data S. The construction of this approximation will be introduced in Section 3.2.
To obtain approximations for any t ∈ [0, T ], first note that, for autonomous systems, the flow map satisfies the following composition property
Then, for any given t ∈ [0, T ], we decompose t into a summation of short time lags
By (3.4), we have
5)
which can be approximated by
Now, the problem is reduced to how to obtain the flow map approximations Φ δ (z, α; Θ) for small time lags δ ∈ I ∆ with the training data S.
Neural network approximation.
One traditional way to approximate flow map Φ δ to use polynomials and fit the coefficients with the least-square approach. However, for UQ problems, the dimension of the parameter space is typically very high and polynomial approximation will suffer from the curse of dimensionality [5] . Alternatively, we employ the DNN to approximate the flow map. As oppose to the polynomial approximation, the DNN was recently shown to be able to lessen the dependence on dimension, especially when it gets deep [30] . 
where • stands for operator composition, W j denotes the weight matrix, which is augmented with biases, for transforming the output of the j-th layer to the input of the (j + 1)-th layer, and σ j : R → R is the activation function, which is applied component-wise to the inputs of the j-th layer. The weight matrices {W j } m j=1 are the model parameters. We use Θ to represent them. If we define the effective increment over time lag δ
Flow map approximation. For a given time lag
then by(3.7), the flow map Φ δ can be rewritten as
We remark that this is an exact representation for the flow map, which is valid for any ∆ > 0. In general, the analytical form of the increment is unknown. We use FNN to approximate the effective increment φ(z, α, δ) and define the approximate flow map Φ δ (z, α; Θ) = z + N(z, α, δ; Θ), (3.8) where N(·, · , · ; Θ) represents a fully connected neural network with parameter set Θ. The resulting network is a modification to the residual network (ResNet), which was first introduced in [20] and was later applied to learn governing equations in [37] . The main difference between the network employed here and the one that was used in [37] is that in addition to the state variable z, we further allow the parameters α and time-lag δ to be training features. In Fig. 3.1 , we show a schematic plot to illustrate the structure of the proposed network which is used to approximate the one-step flow map.
The parameters Θ can be trained by minimizing certain loss function on the training data S. We omit the details here and postpone it to the Section 5.
Uncertainty quantification.
After the network get trained, we can use the approximate flow map Φ δ (z, α; Θ) with δ ∈ I ∆ to generate the approximation x(t; z, α) as in (3.6) . Then, we can use the model x(t; x 0 , α) as an accurate surrogate of the solution x(t; x 0 , α) for any given initial condition x 0 ∈ I x and parameter α ∈ I α . Suppose the distribution of the random vector α(ω) is ρ α (s) = dF α (s)/ds, which is given or only becomes available after the surrogate model gets trained. We can evaluate various statistics of the solution x(t; x 0 , α) by post-processing the solution surrogate.
For example, the mean and variance of the solution can now be approximated with
(3.9)
The integrals in terms of x can be further approximated with quadrature or Monte Carlo methods.
Algorithm summary.
The algorithm can be summarized as below. 1. Identify the domains I x , I α for the state variables and the parameters, respectively. Given this universal approximation result, we have the following approximation result.
Lemma 4.2. Suppose the right hand side function f (x, α) in (2.1), is Lipschitz continuous with respect to the state variable with uniform Lipschitz constant L for all α ∈ I α . If the neural network get well trained such that for a given small number E > 0,
1)
then we have
2)
where x(t; z, α) and x(t; z, α) are as defined in (3.5) and (3.6) and t = n i=1 δ i . Remark 4.1. From the estimate (4.2), we observe that the error depends on the training loss E and the number of compositions n. In particular, the error grows with n. In practice, for a given target time t ∈ [0, T ], we would like to take each time step as large as possible, i.e., δ i = ∆. And only take a different size for the very last step.
Proof. First, for any u, v ∈ I x , and (α, δ) ∈ I α × I ∆ , let us consider
where in the last step we have used (4.1) and the classical result on the continuity of dynamical system with respect to the initial data; see [46, p. 109 ]. Then for any given t ∈ [0, T ], and any decomposition t = For the approximation of the mean and variance, we have the following error estimates.
Theorem 4.3. Under the same assumptions of Lemma 4.2 and assume the solution is bounded x(t; · , ·) L ∞ (Ix×Iα) = C t < ∞. Then the we have the following error estimate for the approximation of mean and variance
where C(n, L, ∆) = e nL∆ −1 e L∆ −1 . Proof. For the mean approximation (4.3), by Lemma 4.2, we have
For the variance approximation, we have
This gives the result (4.4). 
Numerical
on the training data X = {(x j , α j , δ j )} J j=1 and Y = {Y j } J j=1 , by using the Adam algorithm [27] with the standard parameters.
In each example, we use the tuple (m, u) to denote the structure of N, where m denotes the number of hidden layers and u denotes the number of nodes in each layer. The activation function is chosen as σ = tanh(x). For the size of training set, we take 20 times as many data pairs as the number of model parameters. All the networks are generated and trained with the open-source Tensorflow library [1] . The training data set is divided into mini-batches of size 30. And we typically train the model for 2000 epochs and reshuffle the training data in each epoch. All the weights are initialized randomly from Gaussian distributions and all the biases are initialized to be zeros.
After the approximation for the flow map Φ δ gets trained satisfactorily, we postprocess it to compute the statistics of the solution as in (3.9) according to the distributions which are assigned a posteriori. When marching forward in time, in all the examples we simply take uniform step size δ i = ∆ and march forward for n steps to illustrate the performance of the method. where α(ω) is a random coefficient. We take I α = [0, 1] and I x = [0, 1]. This simple stochastic equation has the following analytical solution
If α(ω) is uniformly distributed in the interval [0, 1], we have the exact mean of the solution
and the variance of it
We approximate the flow map with DNN of structure (3, 40) . After the network get trained, the mean and variance are further computed by applying a ten-point Gaussian quadrature over the parameter interval I α to approximate the integrals in (3.9). In Fig. 5.1 , we show the results after marching forward for 300 steps with x 0 = 1. The results are comparable with the results obtained by the time-dependent gPC in [17] . In Fig. 5.2 , we present the propagation of the errors in the mean and the variance. We observe that the error in the mean grows at the beginning and then stays around 10 −3 after 150 steps of compositions. As for the error in the variance. It grows exponentially with n, which is expeceted by the error estimate in (4.4).
Example 2: Linear ODE System. Next, let us consider the following ODE system
with α = (α 1 , α 2 ) ∈ I α = (3.8, 4.2) 2 and I x = [−1, 1] 2 . We use a fully connected block of the structure (3, 40) to construct Φ δ . After the training is done, we assign uniform distribution to the parameters and use a tensor product of five-point Gaussian quadrature for approximating the mean and variance. In Fig. 5.3 , we present the results with x 0 = (0, 1) and n = 100. A good match between the DNN approximation and the reference is observed. Example 3: Nonlinear Random Oscillation. In this example, let us consider the following nonlinear oscillator The flow map is approximated by a DNN with structure (3, 40) . The mean and variance are computed in the same way as in Example 2. In Fig. 5.4 , we present the results with x 0 = (−1.193, −3.876) and n = 200. A good performance is observed for the approximation for both the mean and the variance. For the variance approximation, a slight deviation is observed after t = 12.5, i.e., n = 125. This is due to the accumulation of the error as shown in (4.4) . We further plot the propagation of the error of the variance approximation in Fig. 5 .5. The error grows slowly with respect to n. The oscillation is due the oscillatory behavior of the solution.
Example 4: Cell Signaling Cascade. The last example is a mathematical model for autocrine cell-signaling loop developed in [43] , which takes the following form.
(5.5)
The state variables e 1p , e 2p , and e 3p denote the dimensionless concentrations of the active form of the enzymes. This model contains 13 parameters: K m,1−6 , V max,1−6 , and G, and a tuning parameter I with range [0, 1.5]. For the biological meaning of these parameters, see [43] . In [43] , the parameters take the following values K m,1−6 = 0.2, V max,1 = 0.5, V max,2 = 0.15, V max,3 = 0.15, V max,4 = 0.15, V max,5 = 0.25, V max,6 = 0.05, and G = 2. Here, we introduce 10% relative noise for each parameter and consider the influence on the solution.
Each concentration should fall between 0 and 1 and hence we take I x = [0, 1] 3 . Moreover, to ensure the output of the DNN falls in this physical bound, we add an activation function σ output = tanh(x) on each output node. The fully connected block in the network employed here has a structure with 3 layers and 200 nodes each layer. For illustration purpose, we calculate the mean and variance of the state variables with respect to the random parameters K m,1 , K m,4 , V max,2 , and V max,5 . For other parameters, we assign the noiseless values to them and treat them as deterministic. The tuning parameter I is taken to be 0.48.
After the training is finished, we march forward for n = 1400 steps with the initial condition x 0 = (0.22685145, 0.98369158, 0.87752945) and compute the mean and variance with a tensor product of five-point Gaussian quadrature.In Fig. 5.6 , we present the approximated mean and variance. Given such long-time simulation, the approximation agrees well engouth with the reference.
For this example, the response curve of e 3p with respect to the tuning parameter I is of particular interest in practice. We examine such curve at the steady state of e 3p . To this end, we fix all the other parameters at their mean value and let I vary in [0, 1.5]. To reach the steady state, without solving the solution for long time, we march the approximated flow map Φ ∆ forward for 2000 steps. In Fig. 5.7 , present the result. A good agreement between the approximation and the reference response curve is observed.
Conclusion.
We have presented a new approach network for uncertainty quantification basing on the neural network. The neural network is approximating the solution map in the parameter space, of which the dimension is usually very high. The network structure is a modification to the residual network and is mimicking the exact integral form of the flow map. The neural network can be trained off line by using data generated by running high-fidelity numerical solvers or by doing experiment measurements for a short time. Then the trained network can be used as surrogate to compute the statistics of the solution once the distribution of the input random parameters are given. 
