In this paper, we study the problem of sampling (exactly) uniformly from the set of linear extensions of an arbitrary partial order. Previous Markov chain techniques have yielded algorithms that generate approximately uniform samples. Here, we create a bounding chain for one such Markov chain, and by using a non-Markovian coupling together with a modified form of coupling from the past, we build an algorithm for perfectly generating samples. The expected running time of the procedure is O(n 3 ln n), making the technique as fast as the mixing time of the Karzanov/Khachiyan chain upon which it is based. © 2006 Elsevier B.V. All rights reserved.
Protocols such as coupling from the past (CFTP) [15] and FMMR [8] allow perfect samples to be taken exactly from the stationary distribution of the Markov chain without the need to know the normalizing constant of the distribution. These methods require a means for detecting complete coupling such as monotocity or bounding chains. Felsner and Wernisch [7] were able to show that in the special case that the partial order is two-dimensional, the Karzanov/Khachiyan chain is monotonic, giving a means for detecting complete coupling, thereby allowing use of CFTP or FMMR to obtain perfect samples in this special case. Unfortunately, for general partial orders, the KK chain is not monotonic.
Our main result is a construction of a bounding chain for the KK chain that is guaranteed to detect complete coupling in polynomial time. Bounding chains were first developed in [10, 9] as a means for detecting complete coupling in nonmonotonic situations. We will show that the bounding chain detects complete coupling with probability at least 1− after (16/ 2 )n 3 (ln n+( 1 2 ) ln(2/[ ])) steps. Utilizing the coupling lemma of Doeblin [5] , this gives an independent proof of the order of the mixing time of the chain. Our secondary result is an extension of coupling from the past to deal with non-Markovian couplings. Together, these ideas give a perfect sampling algorithm for the problem whose running time has expectation O(n 3 ln n), and that concentrates strongly around the expected running time.
The Karzanov/Khachiyan chain
Let K( , ) = P (X t+1 = |X t = ) be the kernel of our Markov chain. Given a permutation , let i,j be the permutation that applies and then transposes the elements in positions i and j, so i,j (j ) = (i), i,j (i) = (j ), and i,j (k) = (k) for all k / ∈ {i, j }. The chain of Karzanov and Khachiyan [13] moves in the following fashion. First, the chain holds its current position with probability 1 2 , if it does not hold it attempts to move. A move involves choosing an adjacent transposition at random from the n − 1 such transpositions, and then transposing the elements as long as the precedence constraints are not violated by such a move. If we choose not to move, the next state is the same as the previous one. To be precise, 
To build our perfect sampling algorithm we will be using bounding chains. Bounding chains allow us to use protocols such as CFTP [15] or the FMMR method [8] to create a perfect sampling algorithm. The first step in creating a bounding chain is the development of a complete coupling for the chain. In a complete coupling for a Markov chain, we have a sequence of deterministic functions, along with a countably infinite source of uniformly random bits. Our random bits will be represented by sequence of uniform random variables on [0, 1] which we shall denote by U 0 , U 1 , . . ., and we denote our sequence of deterministic functions by 0 , 1 
for any measurable A. Note that conditioning on U 0 through U t−1 gives the values of X 1 through X t as well. (The term complete coupling distinguishes it from the simple pairwise couplings that are all that is needed to prove rapid mixing of Markov chains.) When there exists t such that t (X t , U 0 , . . . , U t ) = t (X t , U t ) for all t, we call { t } Markovian, otherwise we refer to it as non-Markovian. It is important to note that even with a non-Markovian coupling, the Markov chain itself will always have the Markov property. Virtually all couplings of interest in proving mixing times of Markov chains have been Markovian, and the original coupling from the past [15] was designed with Markovian complete couplings in mind. However, the extension to non-Markovian complete couplings, while not trivial, is fairly straightforward, and is presented in Section 4.
In the meantime, we turn our attention to the complete coupling used for our chain of interest.
Karzanov/Khachiyan complete coupling

Random Choice:
Choose position i uniformly at random from {1, . . . , n − 1} Choose c uniformly at random from {0, 1}
Evaluation of X t+1 = (X t , i, c):
At each step we choose a random position i and flip a fair coin. Depending on the coin flip, we either make the adjacent transposition of the elements at positions i and i + 1 if doing so would not violate the partial order constraint. Otherwise the state remains unchanged. This will be a Markovian complete coupling if our choice of i and c is solely a function of U t , otherwise (X t , i, c) also depends upon U 0 , . . . , U t−1 and will be non-Markovian.
To measure the mixing time of such a chain, a metric on distributions such as the total variation distance can be used:
If p t x 0 is the distribution of X t given X 0 = x 0 , then one means for bounding the mixing time is the coupling lemma [1, 5] . 
The bounding chain
The purpose of a bounding chain is to start with an unknown state and by running the chain gain information about the state (see [11] 
To be a bounding chain that respects the complete coupling of the chain, we require that for each step bounds all starting states a 0 , then the process started from any starting state has coupled with the stationary process. Therefore, the total variation distance from any starting state bounding by Y 0 is at most the probability that Y t bounds more than one state. This means that the bounding chain can be used to upper bound the mixing time of the chain. However, this is not the most valuable aspect of bounding chains.
A bounding chain can be used as a black box for the perfect sampling protocols such as CFTP [15] and FMMR [8] . These protocols require exactly what bounding chains provide: a means for moving from an unknown stationary state to a known state. Armed with this black box, CFTP or FMMR and other protocols like them can generate samples exactly from the stationary distribution of the chain. The running time of CFTP has the same order as the expected running time for the bounding chain to reach a singleton state.
In the particular case of the KK chain, we do something slightly different. Instead of bounding X directly by Y, we use Y to bound X −1 . That is, we run Y in such a way that X −1 (a) ∈ Y (a) for all a. Because permutations are one to one and onto, if Y (a) bounds a single state X −1 we can compute X easily.
We do this because the sets Y t (a) will take on a very simple form, namely, Y t (a) = {1, . . . , R t (a)} for all a ∈ {1, . . . , n}. Because the values of R t and Y t are determined by one another, we only need to show how to take steps in the bounding chain on the R process.
Without loss of generality, we may assume that the identity permutation is a valid linear extension, so that i j implies i < j. If it is not, then it is easy to create some linear extension S in O(n ln n) time via sorting. S −1 may then be applied to the labels to give a new problem where the identity permutation is a valid linear extension. We then generate a uniform linear extension from this problem, and because S is 1-1 and onto, applying S to this sample gives a uniform sample from the original problem.
At each step of the chain we pick a position i to move uniformly at random from all choices independent of prior U t . Now, the only values of R t (a) that can change are those with R t (a) = i or R t (a) = i + 1. In fact, we will not concern ourselves with changes in R t over the entire set of elements [n], but rather over a restricted set of elements
Two invariants on R t will be maintained:
The bounding state can be illustrated pictorially. Bounding chain step for Karzanov/Khachiyan chain
It is straightforward to check that this bounding chain step maintains the two invariants in (4) and (5).
Theorem 3. There exists a complete coupling for a process X t that is evolving according to the Karzanov/Khachiyan kernel such that (p t , R t )
is a bounding chain for X t . Proof. Given our choice of i ∼ Unif{1, . . . , n − 1} and c ∼ Unif{0, 1}, we wish to find c ∼ Unif{0, 1} such that
where (X t , i, c) is the complete coupling for the Karzanov/Khachiyan chain described earlier. In fact, c will be either c or 1 − c where the choice will depend on which of the several cases we are in. Subcase (X(i), X(i + 1)) = ( * , b) sets c = c . Our concern here is that the wildcard item might precede b, preventing it from swapping in the case c = 1. Because of our invariants, this does not happen. Suppose = a and b, we shall show that X(i) = . Recall that the identity permutation is a valid linear extension, and so b p implies p as well, and this means that is in play and our invariants apply. From our second invariant we know that R( ) < i + 1 = R(b), and from our first invariant we know that R( ) = i since R(i) = a. Together we have R( ) < i, and so X(i) = .
In Case
Here R = R works just fine. Note that while we needed to consider the cases and subcases in designing the complete coupling, in running the bounding chain itself we can ignore such considerations and all we need is the value of c .
Suppose that for all i ∈ [p], R(i) < n.
Then we can add p + 1 to our in play items without violating an invariant. The first invariant follows from the fact that R(p + 1) = n, and the second from the fact that the identity permutation is a valid linear extension, so p + 1 cannot precede any element of [p].
Remark 4.
The value of c (and hence the move X t takes) depends on the value of the bounding chain state that in turn depends on U 0 , . . . , U t−1 , and so the coupling between (p t , R t ) and X t is a non-Markovian coupling.
In the end, a bounding chain is only useful if it ends up bounding only a single state. Suppose that p t = n. Then for all i ∈ [n], R t (i) is a different number from 1 up to n. Hence R is a 1-1 function from [n] onto [n]. In particular, there is an element x(1) such that R t (x(1)) = 1, and so any X t bounded by R t has X(1) = x(1). Similarly, there is an x(2) such that R t (x(2)) = 2, and position 1 is already taken, so any X t bounded by R t has X(2) = x(2), and so on. In fact,
t is the only state bounded by R.
steps, the probability that R bounds only one state is at least 1 − .
Proof. As we have already pointed out, the bounding chain step maintains our two invariants. Given that we start with p 0 = 1, the invariants are both trivially true at time 0, and an induction verifies that for all t and a = b for both elements of
, R t (a) = R t (b) and if a b then R t (a) R t (b).
When there is a position j where no a satisfies R(a) = j , say that there is a hole at j. Our analysis will proceed by examining the behavior of the holes in R t . First note that if a hole is at the position i chosen in the bounding chain step, then if c = 1 the hole moves one position to the right to i + 1. On the other hand, if the hole is at i + 1 and c = 1, the hole moves to the left to i. When a hole reaches position n, it means that p t+1 = p t + 1, and the hole vanishes permanently. This is a good thing: when all the holes have vanished, R t bounds only a single state.
Consider the random walk taken by a particular hole, and call this process B t . Wilson [16] studied the Karzanov/Khachiyan chain using a sinusoidal potential function, and the same approach can be used here with some slight modifications. Let
It is straightforward to verify that 1/ sin C 2n/ . Since sin(Ci) 1, we have (n − B t ) 2n/ . Also, (i) = 0 if and only if i = 0. When i 1, (i) 1 as well. Hence (n − B t ) = 0 when B t = n (and the hole vanishes) and at least 1 when B t < n. Finally, the expected value of (n − B t+1 ) given n − B t = i is just
This can be written more compactly using the second forward difference operator:
The sum of angle formula for sin x yields 2 sin(
. This can be proved by using the first three nonzero terms of the Taylor series for cos x and the first two terms of the Taylor series for exp(−
x). Also E[E[X|Y ]] = E[X]. This (together with an induction on t) gives
As noted earlier, (n − B 0 ) 2n/ . Markov's inequality on (n − B t ) says that
] makes the probability that the hole has not reached the right-hand side after t steps at most /n.
Finally, note that the bounding chain begins with n holes: the probability that there exists one of these holes that has not reached the right-hand side and vanished after t steps is at most n /n = , completing the proof.
Remark 6. In Wilson [16] the mixing time for the adjacent transposition chain is shown to be (4/ )n 3 (ln n + ln(1/ )). Our bound loses a factor of 4. This difference comes from the fact that Wilson coupled two processes together, thereby doubling the probability that movement occurs. Second, the two processes can wander anywhere in the space, whereas for the bounding chain analysis the holes are required to reach the right-hand side.
Remark 7.
In the same paper [16] , Wilson proves a lower bound on the variation threshold of (1/ )n 3 (ln n + ln(1/ )) and conjectures that this is correct. This result shows that the bounding chain time to obtain an exact sample differs from the mixing time of the chain (as measured by total variation distance) by at most a factor of 16.
Non-Markovian coupling from the past
At each step, the state of the bounding chain depends only on the value of the random coin flip c and the previous state of the bounding chain. Therefore, the bounding chain itself evolves in a Markovian fashion, and it makes sense to call it a bounding chain rather than a more general bounding process.
On the other hand, the complete coupling for the original process depends on the current state of the bounding chain, which in turn depends on all of the U 0 , . . . , U t−1 at time t. Hence the complete coupling itself is non-Markovian. Now, the original formulation of CFTP was given in terms of a Markovian coupling. This is because this type of coupling does not require the storage of extra information about the past. This bounding chain for linear extensions appears to be the first nontrivial instance where a non-Markovian coupling is needed for speedy perfect sampling.
We now present modified non-Markovian coupling from the past in its entirety. The original proof does not carry over to the non-Markovian case, and so we give a new proof of correctness. Given the sequence of deterministic functions { t } and random bits U 0 , U 1 , . . ., define F t recursively. Let F 0 be the identity function, and
CFTP has several different forms and variants; here we present the recursive approach. Suppose that the chain has stationary distribution . Run the chain forward for a fixed number of steps T. Note that if X 0 ∼ , F T (X 0 ) ∼ as well. Check to see if F T is a constant function. If it is, then it does not matter that we do not know X 0 , the value X T = F T (X 0 ) is determined anyway. With bounding chains, F T will be constant when the bounding chain state Y T bounds exactly one state.
If F T is not a constant, then call CFTP recursively, doubling the time to run to 2T . The output of this recursive call then becomes our stationary state X 0 . We then run the chain forward to time X T and output this state. In pseudocode:
Non-Markovian CFTP Proof. Suppose the probability that F T is constant is > 0. Then for T T , the probability that F T is a constant is at least . Each recursive call is independent of the others and so r recursions after the call of length T; the probability that more recursions are needed is bounded above by (1 − ) r which goes to 0 as r goes to infinity. In fact, it is easy to extend this idea to show that with probability 1, an infinite number of recursion levels will have F T as a constant function.
Now suppose that we are dealing with such an outcome where F T is constant in an infinite number of recursive levels. Consider the output X T conditioned on the fact that we are dealing with such an outcome.
Then this output is the same if we modify CFTP so that it always takes at least r recursions. That is, even if F T is constant, we call CFTP again until we are calling it with time 2 r . If the number of recursions it actually needs is greater than r, then forcing it to do at least r recursions does not change the run of the algorithm at all. And if it would stop recursing at r < r, then in the r recursion F T is a constant function, and so it does not matter what is given as X 0 .
Given > 0, there exists a time t such that taking t steps of the Markov chain from any starting state w 0 results in a random state W t whose distribution is within total variation distance of . After log 2 t recursions, one level of CFTP will get X 0 from its recursive call according to some distribution since we are in an outcome where the process always terminates no matter how many recursions we go back. It will then take T t steps in the Markov chain, and so the output to the r − 1 recursive call of CFTP will have a distribution that is within of . Total variation distance only decreases, and so after all the recursive calls have been evaluated, the final answer has distribution within of as well.
But was arbitrarily small, and so this final answer must have a distribution within 0 total variation of , and must come exactly from .
Remark 9.
It is not necessary to double T every time, but this is a simple method that ensures that we quickly pass the point where F T has a nonzero chance of being constant.
When we know a value of T such that F T has a positive chance of being constant, we need not increase T in the recursive call at all, but can keep it the same. In fact, for linear extensions we can directly bound the expected running time of CFTP for doubling T and keeping T constant using Theorem 5. From the proof of Theorem 5 we know that if t steps are taken in the bounding chain, the probability that it has not collapsed to bound a single state is at most (2/ )n 2 exp(−t 2 /[8n 3 ]). This can be used to show the following.
Lemma 10.
If we recursively call CFTP doubling the time allotted at each step, the expected running time of the perfect sampling algorithm for linear extensions is at most 4.3n 3 ln n. The probability the running time is more than k · (16/ 2 )n 3 ln n is at most 1/n k−1 for integer k. If we always recursively call CFTP with T = (16/ 2 )n 3 [ln n + 1], the expected time to run is at most 1.8n 3 [ln n + 1] and the probability that the running time is more than kT for integer k is at most e −k .
Three points should be noted about the running time of CFTP versus approximate algorithms. First, if the Markov chain is known to mix within total variation of stationarity in time f ( ), then the running time of the approximate algorithm is (f ( )). That is, unless we are willing to reanalyze the chain for each particular partial order, we must commit to running the chain for bound on the mixing time for all partial orders in order to generate approximate samples.
Bounding chains and the CFTP algorithms derived from them do not suffer from this flaw. If the partial order results in a faster mixing chain, then the bounding chain can reduce to a single state more quickly. Second, the output of CFTP comes exactly from the stationary distribution, and so there is no dependence on in any way. Third, while a bound on the expected running time is good, it is also important to note that the probability that the run time is very much larger than the expected time declines exponentially. The actual running time will be very tightly concentrated around the expected running time.
The advantage Markovian couplings usually have is that they do not require any additional storage of the values of the past sample path in order to progress forward. In our algorithm, the extra storage about the past is entirely contained within the bounding chain state itself, which does move in a Markovian fashion, and so although the underlying coupling is non-Markovian, the algorithm does not need to record extra information about the past above and beyond the state of the bounding chain itself.
Conclusions
The previous bounds on the mixing time of the KK chain were proved using the simple but powerful idea of path coupling [3, 4] . While a number of path coupling arguments have now been extended to perfect sampling algorithms [10] it remains to be seen whether a general methodology for moving from approximate to perfect sampling exists, even in this restricted setting. For now, generating a useful bounding chain and a complete coupling is more difficult than finding a path coupling, but ultimately more powerful, as it allows for perfect samples to be obtained.
It is usually easy to write down bounding chains for a problem such as this; however, it is not always the case that the bounding chain running time is the same as the mixing time of the chain, and often it is far slower. This is a nontrivial example of a bounding chain for a chain that is not monotonic, but which actually does probably reduce to a single bounded state in the same time as the mixing time of the chain.
Because the bounding chain gives an upper bound on the mixing time and the chain is known to require (n 3 ln n) steps to mix, more complex bounding chains for the KK chain could only change the running time by a constant factor, and a new chain must be used to beat this bound.
