The value of a highly oscillatory integral is typically determined asymptotically by the behaviour of the integrand near a small number of critical points. These include the endpoints of the integration domain and the so-called stationary points or saddle points -roots of the derivative of the phase of the integrand -where the integrand is locally non-oscillatory. Modern methods for highly oscillatory quadrature exhibit numerical issues when two such saddle points coalesce. On the other hand, integrals with coalescing saddle points are a classical topic in asymptotic analysis, where they give rise to uniform asymptotic expansions in terms of the Airy function. In this paper we construct Gaussian quadrature rules that remain uniformly accurate when two saddle points coalesce. These rules are based on orthogonal polynomials in the complex plane. We analyze these polynomials, prove their existence for even degrees, and describe an accurate and efficient numerical scheme for the evaluation of oscillatory integrals with coalescing saddle points.
1 Introduction and statement of results
Introduction
Highly oscillatory integrals are a challenge for numerical integration methods, as the oscillatory nature of an integrand typically necessitates a large number of quadrature points. However, efficient numerical methods have been described for oscillatory integrals of the form
iωg(x) dx, (1.1) steepest descent [1, 31] . This approximation, being asymptotic, improves with increasing ω. This is unlike classical quadrature schemes, which deteriorate with increasing ω. The main goal of highly oscillatory quadrature methods, such as the methods mentioned above, is to combine improved accuracy for increasing ω with numerical convergence for any value of ω, at a computational cost that is independent of ω.
Asymptotic analysis of oscillatory integrals becomes more involved in the presence of stationary points or saddle points. These are roots of the derivative of the phase function, g (ξ) = 0, around which the integrand is locally non-oscillatory. Highly oscillatory quadrature techniques have to explicitly take such stationary points into account. The situation worsens when two stationary points are close to each other or when two stationary points coalesce for a particular value of a parameter. A canonical example is given by the cubic oscillator with a linear perturbation, g(x, c) =
This oscillator features stationary points at ± √ c, coalescing at c = 0.
Classical Poincaré-type asymptotic expansions (i.e., using just integer powers of ω −1 ) break down in the presence of two coalescing saddle points. This problem is well-known in asymptotic analysis and the solution is to consider uniform asymptotic expansions, see for example [23, 1, 31] . They are uniform in the sense that they are valid for a range of the parameter c, including its critical value c = 0. Uniform asymptotic expansions typically involve a special function that captures the special transitional behaviour around a critical value of a parameter. In the case of two coalescing saddle points, the special function is the classical Airy function, which itself has an integral representation that involves a cubic oscillator. An example of such an expansion in this paper is (2.2) further on.
Numerical methods based on the existence of asymptotic expansions do not necessarily break down completely, but they certainly deteriorate in the presence of coalescing saddle points. In this paper we explore the analogue of uniform asymptotic expansions for one scheme, the numerical method of steepest descent. Though a great variety of uniform asymptotic expansions have been described in the literature for variations of integral (1.1), the Airy case is a canonical example, which has received the most study. For that reason, we pursue this case in detail in this paper. Experiments indicate that other cases that require uniform asymptotics are amenable to similar numerical techniques.
The goal of this paper is the construction and analysis of a uniformly applicable quadrature rule, uniform in the parameter c, for the canonical integral where n is small and independent of ω. We focus on a quadrature rule with optimal asymptotic order, in the sense that the error decays at the fastest algebraic rate in ω −1 among all quadrature rules with n points. A consequence is that the points and weights depend on ω and c and, furthermore, that the points x k typically lie in the complex plane. For that reason, we assume that f is an analytic function at least in an open neighbourhood of [−1, 1] in the complex plane. Optimal quadrature rules involving real quadrature points in the interval [−1, 1] only are the subject of ongoing research, but in any case their convergence for large ω is slower than that of rules with complex points.
Main results and outline of the paper
The analysis in this paper centers around a family of orthogonal polynomials p n,δ (z). They are monic and orthogonal with respect to a complex-valued oscillatory weight function,
Here, Γ is any contour in the complex plane that connects the points ∞ × e at infinity. After a suitable rescaling, that will be detailed further on, the roots of these polynomials in combination with the roots of some other (known) polynomials give rise to the sought Gaussian quadrature rule of the form (1.3).
This is a non-classical setting of orthogonal polynomials, because the weight function is oscillatory. Hence, unique existence of the polynomials is not guaranteed for each value of δ. We proceed by analyzing the corresponding Hankel determinants
where H n is the Hankel matrix given by
in terms of the moments µ k of the weight function,
These quantities are all functions of δ, which we omit in our notation. Existence of the polynomial p n,δ (z) for a particular value of δ is equivalent to the non-vanishing of h n , since the latter appears in the denominator of the well-known determinant formula for orthogonal polynomials that remains valid in our setting,
In the theoretical part of this paper, we show the following results.
Theorem 1.1. For any n ∈ N and δ ∈ R, h 2n = 0.
This implies that all monic even-degree polynomials p 2n,δ (x) are free of singularities as a function of δ. Furthermore: Theorem 1.2. For any n ∈ N and δ ∈ (−∞, δ 0 ), where δ 0 ≈ 2.338 is the smallest root of Ai(−δ), h n = 0.
Here, Ai is the classical Airy function [8, 24] . The result shows that all polynomials of any degree exist for all values of δ on an interval that includes the negative halfline. Of particular interest in practice is that the interior of the interval includes the origin δ = 0, a critical value that corresponds to the case where two stationary points coalesce. Hence, as we will see, when two stationary points are sufficiently close, we can find quadrature rules with any desired number of quadrature points.
We denote the roots of p n,δ (z), if the polynomial exists, by t k,δ , for k = 1, . . . , n. Thus, we have p n,δ (z) = n k=1 (z − t k,δ ). As in the real-valued case, the Gaussian quadrature rule corresponds to the exact integral of the interpolating polynomial in the points t k,δ . Using Lagrange interpolation, this leads to a standard expression for Gaussian quadrature weights
An alternative expression is given further on in (6.7). The weights are finite if all t k,δ are distinct, such that the p n,δ (t k,δ ) does not vanish. This is always the case for real-valued polynomials with strictly positive weight function -in which case all points are real and distinct and the weights are all positive -but it is not necessarily so in the complex and oscillatory case.
In order to connect the oscillator of the original integral in (1.1) with that of the oscillatory weight in (1.4), we introduce the scaling δ = cω 2/3 . Finally, we consider the quadrature formula
This quadrature rule approximates the contribution of the two stationary points to the original integral (1.1), at least for large ω. This contribution can be singled out by considering the integrand along a path in the complex plane, that is restricted to a neighbourhood of the origin. This leads to the following asymptotic error estimate. to 0, and a straight line from 0 to ∞ × e iπ 6 . Finally, letΓ = Γ ∩ D r and consider the integral
(1.10)
Assume that the polynomial p n,δ of degree n satisfies (1.4) with δ = cω 2/3 and that it has n distinct finite roots t n,k . For fixed δ and increasing ω, which implies c = O(ω −2/3 ), the error for the quadrature rule Q[f ] given by (1.9) is
We describe the numerical method in §2. Numerical examples are included in §3 and the experiments in that section highlight several interesting features of the quadrature approach. These features are analyzed and explained theoretically in §4, which includes also proofs of Theorems 1.1 and 1.2 above. A brief asymptotic error analysis is carried out in §5, leading to the proof of Theorem 1.3. Finally, the construction of the quadrature rule is detailed in §6. Here, the major complication is the fact that the rule depends on two parameters, ω and c, and has to be computable efficiently on the fly in applications. We end the paper in §7 with an example application to a problem that attracts current interest in the literature on numerical methods for oscillatory integrals [9, 20, 17] .
The numerical method
The method of steepest descent is one classical way to derive asymptotic expansions for oscillatory integrals, in which the integration path is explicitly deformed into the complex plane. It goes back to Riemann and Cauchy [1, 31] . The purpose of the so-called numerical method of steepest descent is to evaluate the resulting line integrals numerically, rather than asymptotically, using Gaussian quadrature rules. Our description is based on [18] , but earlier methods similar in spirit have been described in literature before for specific applications (e.g. [29, 11, 3] ). In this section we develop a generalization of this approach to integrals with coalescing saddle points. Path deformation is only implicit in this case, since the contour is determined by connecting the roots of orthogonal polynomials in the complex plane.
The numerical method of steepest descent (NSD)
In the method of steepest descent for integral (1.1), the path of integration is deformed onto the steepest descent paths for the oscillator g(x). For integral (1.1) this results in:
• a half infinite path integral Γ {a,b} through each endpoint of the interval [a, b],
• and a double infinite path Γ ξ through each stationary point ξ of the osillator g(x, c).
For the details of the numerical scheme, we refer to the references [18, 6] . The paths are such that the weight function e iωg(x) is non-oscillatory along these paths. This is achieved by following a level curve of the real part of g. For the case of g(x, c), given by (1.2), there are two stationary points: ± √ c. We denote the associated paths by Γ + and Γ − . A typical illustration of the deformed paths is shown in Figure 1 .
The steepest descent integrals can be parameterized in a way that makes them suitable for Gaussian quadrature. In particular, the half-infinite paths can be written in the form
Up to a scaling by ω, this integral can be evaluated with Gauss-Laguerre quadrature [18] . Interestingly, it can be shown that an n-point Gauss-Laguerre rule carries an error of the order O ω −2n−1 for this integral. Truncating the asymptotic expansion of the same integral after n terms leads to an error of size O ω −n−1 . The difference by a factor of nearly two in the exponents is due to the Gaussian nature of the quadrature and is the reason for the (asymptotic) optimality of this approach. For large values of ω, i.e. for very highly oscillatory integrals, the approximation error is likely to be very small even when n is a small number.
Similarly, the doubly-infinite paths can be written in the form (see [6] ) . Here, too, the exponent is twice as large as in the error term of an n-term truncated asymptotic expansion. In both cases, the quadrature points correspond to function evaluations of f at points that lie exactly on one of the steepest descent paths shown in Figure 1 .
However, the integrand u(t) in the integral corresponding to the stationary point at − √ c has a singularity in the complex plane, that arises from the other stationary point at √ c (and vice-versa). As the parameter c decreases, this singularity of u(t) moves closer towards the real axis in (2.1). As such, though the method in principle applies for any c > 0, accuracy deteriorates for small c as the convergence rate of Gauss-Hermite quadrature decreases. We illustrate this with a numerical experiment further on. At c = 0, the saddle points coincide and g (x) has a double root. In this case, Gauss-Hermite quadrature no longer applies. Like the asymptotic expansions themselves, the numerical method for c > 0 does not apply to the case c = 0.
Uniform asymptotic expansion of oscillatory integrals
Uniform asymptotic expansions for oscillatory integrals with coalescing saddle points are usually formulated in terms of the Airy function and its derivative [1, 23] . The uniform expansion is not unique and variations are possible, but one statement is:
Here, the coefficients a j are determined by f, c and ω in a complicated way as follows. First, the function f is written in the form
Next, integration by parts is performed for the first term in this sum (note that (x 2 − c) = g (x, c)). This results in an Airy function and a new integral along Γ, after which the process is repeated recursively.
There are several numerical issues with expansion (2.2). First, the asymptotic expansion does not necessarily converge. This is true in general: asymptotic expansions rarely converge [2] . One exception is for polynomials f , in which case the expansion terminates and the above expression becomes exact. The second issue is less often reported, but equally profound: the numerical computation of the coefficients a j is exceedingly difficult and the evaluation of the truncated expansion is numerically unstable [28] . This is due essentially to the fact that the coefficients a j are obtained after repeated application of L'Hôspital's rule, leading in practice for small c to extensive cancellation errors.
In spite of its numerical issues, expansion (2.2) is valid uniformly for c ∈ [−C 1 , C 2 ] for any C 1 , C 2 > 0. For large c, the Airy functions can be expanded asymptotically and the Poincaré-type asymptotic expansion of the integral is recovered. For small c, the Airy function precisely captures the behaviour of the coalescing saddle points.
A uniformly valid quadrature rule (UNSD)
The numerical method of steepest descent starts with an explicit path deformation, followed by the application of a Gaussian quadrature rule. The points of the quadrature rule lie exactly on the steepest descent paths. Here, we reverse the order of the steps. We formulate a Gaussian quadrature rule, one that evaluates the path integrals Γ + and Γ − simultaneously. The roots of the orthogonal polynomials implicitly correspond to a contour in the complex plane. The resulting path deformation is illustrated in Figure 2 .
Let us be more precise. For the time being, we assume that f is sufficiently analytic and does not grower faster than exponentially at infinity, such that all path deformations are justified by Cauchy's integral theorem. We assume that the endpoint integrals are treated using Gauss-Laguerre quadrature as before and focus on the doubly-infinite paths from now on. Define a contour Γ that connects the endpoints of the half-infinite paths, for example Γ = Γ + ∪ Γ − where Γ + and Γ − are the steepest descent paths at both stationary points. Equivalently, we can consider any contour Γ that connects the points ∞ × e 5iπ 6 and ∞ × e iπ 6
at infinity, such as the one defined in Theorem 1.3.
Upon the change of variables
we have (recall the definition (1.2) of g)
Note that the path of integration does not change under this scaling, assuming f is analytic in a sufficiently large region. The advantage of the latter reformulation is that the oscillator depends on only one parameter, δ, rather than two.
Consider a family of monic orthogonal polynomials p n,δ (x) satisfying the orthogonality conditions (1.4). These polynomials should for the time being be considered only formally orthogonal, as their existence is not guaranteed for this oscillatory weight function in the complex plane. Assuming the monic orthogonal polynomial of degree n exists uniquely for some particular value of δ, i.e. h n−1 = 0, there is a corresponding Gaussian quadrature rule with n points and weights. This rule is suitable for weighted integration along Γ,
It is emphasized in this notation that the points and weights depend on the parameter δ. Note that this rule plays the same role as the Laguerre and Hermite rules before.
For the original integral we arrive, after undoing the transformation (2.3), at the quadrature rule (1.9) . This is the quadrature rule we propose and investigate in this paper. It is denoted in the following by UNSD, for uniform numerical method of steepest descent. Note that any phase function with two stationary points can be mapped to the canonical case g(x, c) by a smooth change of variables.
This quadrature rule can be seen as the numerical equivalent of the uniform asymptotic expansion. It is clear that the rule applies to any value of c, including c = 0. That case corresponds to δ = 0 in our notation, and the stationary points coalesce. A special case treatment for such a degenerate stationary point was described before [6] , and the current quadrature method simply reduces to that case exactly. As it turns out, for large c the rule above also reduces (numerically) to two individual applications of Gauss-Hermite along the steepest descent paths Γ + and Γ − separately, shown in Fig. 1 . For large c, and thus for large δ, the orthogonal polynomial p 2n,δ (x) of degree 2n is close to the product of two Hermite polynomials of degree n. Like the uniform asymptotic expansion reduces to the regular Poincaré-type expansions for large c, the uniform numerical scheme reduces to the regular NSD scheme in the same regime. A disadvantage of the quadrature rule that should be noted is its dependence on the parameter δ. Since this parameter may have any value in applications, the quadrature rule has to be computable on the fly. Thus, unless a priori computations are feasible, the construction of the quadrature rule is an integral part of the cost of the application of the scheme. For phase functions different from (1.2), the cost of the change of variables has to be taken into account as well.
Numerical experiments
Before analyzing the polynomials and the associated quadrature rule, we perform a number of experiments to illustrate the accuracy that can be achieved for varying values of c and ω. We show results for the simple analytic function
This function is simple, yet not entirely innocent as it grows exponentially in the complex plane. This growth, as we shall see, offsets the benefit of steepest descent deformation for small ω. A more interesting example is given in §7 later on.
Asymptotic order of convergence
Our first observation is that the error of the UNSD scheme decreases algebraically with increasing ω. This is illustrated in Figure 3 . The error decreases as a function of ω at a similar rate for all c, though it appears to be smaller for smaller c. Though the number of quadrature points is very modest, only n = 6, absolute errors on the order of 1e − 10 are reached for ω as small as 100. In contrast, for small values of ω the error is fairly large. As mentioned above, this is exacerbated by the exponential growth of f in the upper half of the complex plane. However, the lack of convergence for small ω is typical. This cause is most obvious from the scaling of the roots in (1.9): the term ω −1/3 t k,δ implies that the quadrature points t k,δ are mapped closer to the real line for increasing ω, but away from the real line for decreasing ω. The rule as formulated here does not have a proper limit ω → 0. Yet, recall that for small ω the original integral is non-oscillatory, and a straightforward approach is to evaluate it by other means in this regime.
Accuracy for small c and comparison to NSD
In Figure 4 we compare the error of the proposed UNSD-method with the usual NSD scheme based on Hermite polynomials described in §2.1, and analyzed in [6] . For NSD we evaluate the two line integrals through ± √ c using Gauss-Hermite quadrature with n points each. For UNSD we evaluate their sum using a single quadrature rule with 2n points in total. It is clear that the NSD method fails for small c: the error blows up as c tends to 0. In contrast, the error of the UNSD scheme is uniformly small in c, and that is the motivation of this work.
It is also interesting to observe in this figure that the UNSD and NSD rules appear to exhibit very similar errors for large c. It turns out that in this regime the quadrature points are nearly the same. We illustrate the location of the quadrature points in Figure 5 . The left panel shows the location in the complex plane of the quadrature points for various δ. When δ is small, the roots lie on a single curve. For larger values of δ, the roots seemingly cluster in two separate curves. These two clusters are illustrated again in the right panel and compared to the quadrature points of the NSD scheme: they are indeed very close to each other. 
Issues with quadrature rules with an odd number of points
The previous experiments have shown that the proposed UNSD method works well for all values of c. However, thus far we have used only quadrature rules with an even number of points. One quickly observes that there are serious issues with the quadrature rules with an odd number of points. This is illustrated in Figure 6 : the quadrature rules with odd values of n lead to large errors, at least for some isolated values of c. It turns out that the polynomials introduced in the previous section do not exist for all values of c, when n is odd. Experiments seem to indicate that all even-degree polynomials do exist, regardless of the value of c. There seem to be no problems of existence for small values of c, which is the intended regime for the quadrature rule. Yet, it seems advisable to use only an even number of points in computations in general.
Proofs of Theorems 1.1 and 1.2
In this section we establish analytical results that completely describe the features we have observed with the experiments. The proofs rely on the relation of the moments (1.6) with the Airy function and its derivative.
In order to simplify the expressions, as well as to make connections to existing literature on orthogonal polynomials, in this section we adopt the integration contour C of the standard Airy function (defined below), rather than contour Γ in (1.4). We note that C is simply a rotation of Γ, and the polynomials P n (s) in this section are related to p n,δ by Figure 6 : Illustration of the accuracy of the UNSD rule applied to f (x) = sin x + cos x, for various numbers of points n and as a function of c (using ω = 1). For odd values of n, the quadrature error exhibits large spikes at particular values of c. These spikes correspond to non-existence of the underlying orthogonal polynomials.
Airy function and determinants
The Airy function Ai is the solution of the Airy differential equation y = xy with the asymptotic behavior where C is an infinite contour in the complex s-plane from ∞e −2πi/3 to ∞e 2πi/3 . Then
s 3 +xs ds and a comparison with the definition (1.6) of µ k shows that
We define D 0 (x) = 1 and for n ≥ 1,
Then D n is an entire function, which is related to the determinant h n = det H n as follows.
Lemma 4.1. We have
Proof. Because of (1.5) and (4.3) we have
We take out a factor (−i) j−1 out of row j and a factor (−i) k−1 out of column k of the determinant, for each j, k = 1, . . . , n. This results in the factor
and the formula (4.5) follows.
In view of (4.5) we need to prove that D n has no real zeros if n is even, and has no zeros in (ι 1 , ∞), where ι 1 is the largest zero of the Airy function if n is odd. Recall that Ai has an infinite number of zeros, all negative and simple, that are usually denoted as
This claim is easy to verify for small values of n. Clearly D 1 = Ai has no zeros in (ι 1 , ∞). For n = 2 we have by (4.4)
where we used the Airy differential equation Ai = xAi. Then by a simple calculation 6) and, since D 2 (x) → 0 as x → +∞, we get
Thus D 2 has no real zeros indeed.
The proof for general n will follow from certain identities for the Airy determinants.
Remark 4.2. The Airy determinant (4.4) appears in the work of Forrester and Witte [10] within the context of random matrix theory, see formula (1.25) . It arises in the soft edge scaling limit of the expectation value of the n-th power of the characteristic polynomial of a GUE matrix. From this interpretation it is natural that D n does not vanish if n is even. The quantity D 2 is (up to a sign) the density of the Airy point process. 
Identities for Airy determinants
Lemma 4.4. We have the differential identity
Proof. This can be proved as in [9, Lemma 6 ] using the connection with orthogonal polynomials, and their recurrence coefficients (see also the proof of Proposition 4.5).
However, it can also be proved from Jacobi's identity for determinants, see [15, formula (0.8.4.1)]. A special case of this formula is the following. For a square matrix A we use A[i; j] to denote the matrix obtained from A by deleting row i and column j, and we use A[ij; kl] for the matrix obtained from A by deleting rows i and j and columns k and l, where i < j and k < l. Then
(4.8)
Now let A be the (n + 1) × (n + 1) matrix
.
; n] = D n and det A[n; n] = D n and using this in (4.8) we obtain (4.7).
The differential identity (4.7) is well-known in integrable systems where it is related to the Toda lattice equations, see e.g. [14] . However the following identity seems to be new. It is specific for the Airy determinants (4.4) and it reduces to the identity (4.6) for n = 1. 
Proof. Let P n be the monic orthogonal polynomial of degree n for the complex weight e (with x as a parameter) on the contour C. That is
s 3 +xs ds = 0, k = 0, . . . , n − 1. (4.10)
The polynomial P n exists if and only if D n (x) = 0. Note that P n (s) = i n p −x n,δ (−is), where p n,δ is the orthogonal polynomial from (1.4).
Three consecutive polynomials (if they exist) are related by a three term recurrence sP n (s) = P n+1 (s) + b n P n (s) + a n P n−1 (s) (4.11) where
As a function of x they satisfy the Toda differential equations
The equations (4.12) and (4.13) are well-known and can be found in various forms in the literature, see e.g. equations (2.9) and (2.10) in [27] , where a 2 n is used instead of a n and τ n is used for D n+1 . The equations (4.13) hold for recurrence coefficients whenever x-dependence of the orthogonality weight comes in the form w(s)e xs .
For the cubic weight w(s) = − 1 3 s 3 as in (4.10) the recurrence coefficients satisfy nonlinear difference equations (sometimes called string equations)
(4.14)
These equations are also given in the recent paper [5] , where they were identified as an alternative discrete Painlevé I equation. Note that the recurrence coefficients in our paper differ by a sign from the ones used by Clarkson et al. See also the appendix of [30] . These are recent papers, but the idea that recurrence coefficients for semi-classical orthogonal polynomials satisfy nonlinear equations of Painlevé type dates back to at least [22] .
Inserting (4.12) into the second string equation (4.14), we find
which can be rearranged to give (4.9).
Behavior for x → +∞
As the last preparation for the proofs of the theorems, we have to investigate the behavior of D n (x) as x → +∞.
The Airy function Ai and all its derivatives tend to zero as the argument tends to infinity along the positive real line. Thus it is clear from (4.4) that D n (x) → 0 as x → +∞. We have the more precise behavior. Lemma 4.6. We have
as x → +∞, with the constant
Proof. The lemma is true for n = 0 and n = 1, see (4.1).
For general n, we use D n+1 = D 2 n D n−1 a n , see (4.12) , and the fact that a n (x) = − n 2 
Proofs of Theorems 1.1 and 1.2
Proof. From (4.16) it follows that
Dn(x) → 0 as x → +∞. Thus, after changing n → n + 1 in (4.9) and integrating, we obtain
provided that D n has no zeros on the interval [x, ∞).
Now we can easily prove the theorems by an induction argument. It is true that D 0 = 1 has no zeros on the real line. Suppose n ≥ 0 is even, and assume that D n has no zeros on the real line. Then the integral (4.17) is valid for every x ∈ R. Since D n+1 clearly does not vanish identically (this follows from (4.16)), we immediately find that D n+2 has no zeros on the real line as well.
For n = 1, we have D 1 = Ai, and the Airy function has no zeros on (ι 1 , ∞). Suppose n ≥ 1 is odd, and assume that D n has no zeros on (ι 1 , ∞). Then again it follows from (4.17) that D n+2 (x) has no zeros for x > ι 1 as well.
This proves Theorems 1.1 and 1.2, where we recall (4.5).
The proof in this paper is based on the relation between the Hankel determinant and Airy determinants. An alternative proof, including more detailed analysis of the recurrence coefficients based on the string equations, can be found in [21] .
Asymptotic error analysis of the quadrature method
After showing the existence of the orthogonal polynomials, hence of the proposed quadrature rules, we set out to analyze its convergence characteristics. Since, like the NSD scheme itself, the current quadrature scheme is asymptotic, we focus on the behaviour for ω 1. We consider nearly coalescing saddle points, i.e. 0 < c 1, since that is the intended regime of the quadrature rule. We want to show that the error decays with ω at an algebraic rate, as observed in the experiments.
To that end, we investigate the ω-dependence of the quadrature error
. Recall the definitions (1.10) and (1.9).
Proof of Theorem 1.3. In order to avoid stringent analyticity requirements on f , the contour Γ is in Theorem 1.3 truncated to a neighbourhood of the origin in which f is analytic. This does not alter the asymptotic behaviour of the integral, as can be confirmed using integration by parts and noting that the endpoints of the finite contourΓ = Γ ∪ D r are in the sectors of the complex plane where the oscillator e iωg(z,c) becomes exponentially small. In the large ω limit with fixed δ, the quadrature points t k,δ ω 1/3 in (1.9) are also in D r . Since the quadrature rule is assumed to be well-defined for given n and δ, it can be applied for any ω and we investigate the large ω limiting behaviour.
For simplicity, in what follows we assume that f is extended to a smooth functionf along Γ in such a way that the extended integral
exists and is finite. Regardless of the particular extension, we have that
Using the change of variables (2.3) and formula (1.9) the approximation error becomes, up to the above asymptotically small error,
Recall that the quadrature points t k,δ are the roots of the orthogonal polynomials p n,δ and the coefficients w k,δ are the associated weights.
Since the quadrature points are zeros of orthogonal polynomials, polynomials up to degree 2n − 1 are integrated exactly. Because f is analytic in the disk D r , it can be expanded in a Taylor series,
Since the first 2n − 1 terms are integrated exactly, we have in an asymptotic sense that
Note that interchanging summation and integration is not justified here, as the Taylor series of f does not converge outside the circle with radius R, yet the integration contour is infinite. The result only holds as an asymptotic series, in exactly the same way as in the well-known Watson's Lemma [1] .
For fixed δ, the moments µ j (δ) and the sum n k=1 t j k,δ w k,δ are independent of ω. Thus, again for fixed δ and for increasing ω, we conclude from the size of the first term in the summation that
This concludes the proof.
Note that we have taken a rather simplified approach here. There are two parameters in the original problem, c and ω, and we have chosen to fix δ = cω 2/3 . The case of fixed δ and increasing ω implies that c shrinks like ω −2/3 . The rate of decay as a function of ω we arrive at in this regime is exactly the same as in the case where δ = 0 [6] .
An analysis for the case of fixed c and increasing ω would be considerably more involved, as this regime implies that δ grows like ω 2/3 . Hence, this regime includes the transition from a single cluster of quadrature points to a double cluster. Still, we know the outcome in the regime of larger c as well, from the existing analysis of the NSD scheme. In NSD we can use n Gauss-Hermite points for a single stationary point integral and achieve O ω error. Using n/2 points for the first stationary point and n/2 points for the second, we achieve O ω behaviour for large c. The error for large c is larger, at least asymptotically, and this effect was clearly visible in Fig. 4. 
Construction of the quadrature rule
The Gaussian quadrature rule in this paper is unconventional because it has points in the complex plane. Unfortunately, this means that standard methods for the computation of Gaussian quadrature rules have to be amended. Two issues we address here are the stable numerical computation of recurrence coefficients, and the accurate computation of quadrature weights from the Jacobi matrix eigenvalue problem. We start with the latter, in some detail in order to properly explain the modification.
The complex-symmetric Jacobi matrix
Usually, for real-valued problems, a Gaussian quadrature rule is found from an eigenvalue problem involving the symmetric Jacobi matrix. This is a tridiagonal matrix that is defined in terms of the three-term recurrence coefficients of the orthogonal polynomials. In this context, the conventional form in which the three-term recurrence relation is expressed (for the monic polynomials p k ) is
Here, the recurrence coefficients are given by the standard formulas
where the bilinear form (f, g) is given by
The complex-valued orthogonal polynomials satisfy a three-term recurrence relation because the orthogonality condition (1.4) is non-hermitian, i.e., we have (xp, q) = (p, xq), rather than (xp, q) = (p, xq). Hence, the standard formulas remain valid in the complex case.
Note that the bilinear form (6.3) is not an inner product, due to the oscillatory weight function, hence the problem of existence of p n .
The corresponding recurrence relation for the normalized polynomials π k (x), normalized in the sense that (π k , π k ) = 1, is [12] ,
where we set β 0 = µ 0 . This leads to the complex-symmetric Jacobi matrix,
The roots of the polynomial are the eigenvalues of this matrix. The matrix is complexsymmetric, i.e. it is symmetric (J n = J T n ) but not hermitian (J n = J * n ). One can show from the string equations (see (6.9)-(6.10) further below) that α k is purely imaginary, and β k is real and positive, hence the square root is well defined [21] .
Eigenvalue decomposition and quadrature weights
The eigenvector v j corresponding to eigenvalue x j is a normalized vector, where each entry is proportional to π i (x j ):
The constant c is such that v j = 1. In the complex-valued case, this means that c = 1
An explicit formula for the corresponding quadrature weight w j is [12] w j = 1
involving as above the orthonormal polynomials given by (6.4). * * Note that one can not in general rule out division by zero in this expression for the weights: the sum of squares in the denominator is not necessarily strictly positive in the complex case, as it is in the real case. An alternative and generally applicable expression for the weights is the weighted integral of the Lagrangian basis polynomials ln,j(t) for polynomial interpolation: wj = Γ ln,j(t)e ig(t,δ) dt. Hence, the weights are well defined as long as the Lagrangian polynomials are well defined, and this is the case if all roots t k,δ are distinct. An issue may arise if the orthogonal polynomial p n,δ has roots of higher multiplicity. In that case, however, a Gaussian-like quadrarure rule would still exist based on Hermite interpolation using derivatives, rather than Lagrangian interpolation. Strictly speaking, we have not excluded that case for the polynomials of this paper. Yet, coalescence of roots was never observed in experiments.
In the real-valued case, we find the simple relation w j = c 2 . Moreover, from π 0 (x) = √ µ 0 , we can deduce c and, hence, compute the quadrature weight from the first entry of the eigenvector v j : rule for a given value of δ can then be computed on the fly using an efficient eigenvalue computation as described above. Assuming N recurrence coefficients are precomputed, one can compute quadrature rules with any number of points between 1 and N .
Example: the computation of Chebyshev moments
We conclude the paper with an example of recent interest in the literature on oscillatory integrals. We consider the evaluation of oscillatory moments of Chebyshev polynomials,
where the polynomials have moderate to high degree k and the frequency ω is large. These Chebyshev moments regularly appear in numerical methods for Fourier-type integrals of the form (1.1) with g(x) = x, in which f is approximated by a Chebyshev expansion [9, 20, 17] .
These moments satisfy a recursion, based on the recurrence relation of the Chebyshev polynomials themselves [26] . This recursion is numerically stable for small k [9] . However, it becomes unstable once k ∼ ω. The remaining moments can then be computed by solving a linear system of equations [9] , which can become expensive.
The resonance in the regime k ∼ ω can be reformulated as a problem with coalescing saddle points. This is seen by rewriting the Chebyshev moment as follows, using well-known properties of the Chebyshev polynomials of the first kind: sin t e −ikt e iω cos t dt
The integral is written as the sum of two integrals of the form (1.1), with oscillatory factors In order to apply UNSD, the oscillator of the second integral is mapped to a cubic oscillator of the form Figure 7 illustrates the accuracy of applying the UNSD scheme to integral I 1 . It turns out that the method is very accurate precisely in the regime m ≈ 1, for large k, using just 4 quadrature points. Increasing the quadature points to n = 8 leads to high relative accuracy even for moderately small values of k (and correspondingly small values of ω = k m ).
