Abstract. Let {X, X i ; i ≥ 1} be a sequence of independent and identically distributed positive random variables.
Introduction and the main result
Let {X n ; n ≥ 1} be a sequence of random variables and define the partial sum S n = ∑ n i=1 X i and S (k) n = S n − X k for n ≥ 1, 1 ≤ k ≤ n. In the past decades, the asymptotic behaviors of the products of various random variables have been widely studied. Arnold and Villaseñor [1] considered sums of records and obtained the following form of the central limit theorem (CLT) for independent and identically distributed (i.i.d.) exponential random variables with the mean equal to one,
Here and in the sequel, N is a standard normal random variable, and d → stands for convergence in distribution. In particular, Rempala and Wesolowski [13] removed the condition that the distribution is exponential and showed the asymptotic behavior of products of partial sums holds for any sequence of i.i.d. positive random variables. Namely, they proved the following theorem. 
This convergence may be applied in mathematical statistics in a rather routine way, for example, to construct the distribution free tests for the coefficient of variation γ. Recently, the above result was swiftly extended by Qi [12] and Lu and Qi [10] to a general limit theorem covering the case when the underlying distribution is integrable and belongs to the domain of attraction of a stable law with index from the interval [1, 2] . Furthermore, this type of convergence was extended in different directions by many authors who considered dependent sequences, self-normalized sequences, almost sure limit theorem, law of the iterated logarithm, weak invariance principle and references therein. In this note, by the method of Qi [12] , we establish a new type of the law of the iterated logarithm for S 
and the limit point set is
Proof of the main result
Let C denote positive constants whose values may vary from place to place. The notation of a n = o(b n ) means an bn → 0 as n → ∞, and a n = O(b n ) means an bn → C as n → ∞, also let log y = log(y ∨ e), log log y = log log(y ∨ e e ) for all y > 0.
Proof of Theorem 1.1. By the expansion of the logarithm, we have
In order to complete the proof of our main result, it suffices to prove lim sup
First, by virtue of the strong law of large numbers for S
Then, as j → ∞, we have (4)
For 4/3 < r < 2, by Marcinkiewics-Zygmund strong law of large numbers, we have
which coupled with
By (2.4) and the expansion of logarithm, we have
combining with (2.6), we have
Thus, it suffices to prove lim sup
2n log log n = 1, a.s., (7) lim inf n→∞ ∑ n j=1 ε j γ √ 2n log log n = −1, a.s. (8) and the limit point set is
for I n , together with lim n→∞ ∑ n j=1 (j log Thus, we complete the proof of (2.7), (2.8), (2.9). Now, the proof of our main result is derived. □
