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1. INTRODUCTION 
Let A be a matrix of order n with entries in the complex field. We denote 
the determinant of A by det (A), and we recall that the permanent of A, 
denoted by per (A), is the same summation as det (A), except that the sign 
preceding each factor in the n! sum for per (iz) is + 1. For n = 2, 3,4 we 
observe that per (A) and det (A) can be written as a 1 by 1 matrix as follows: 
\ Per (Ad) 
= (det (A)’ 
A - al 2 [ 1 6, b, ’ 
\ per C-4 
= ! det (il) ’ 
A = if: “b”, ;: , [ 1 CI cz 5
r b, 6, 6% 0 0 0 
[alw3a41 f. 6; 0 0 6:, 6, 0 
0 3~6, 0 +b, 0 b, 
0 0 3166, 0 i 6, k 4, I 
(per (4 
E )det (A) ’ 
* The work of the second author was supported in part by U. S. Army Research 
Office (Durham). 
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where the plus sign applies to per (A) and the minus sign applies to dct (. I). 
Notice that for each of the above equations the product of the first two factors 
is a vector, the components of which arc the two-minors of the first t\\o 
rows of ‘4, etc. 
In this paper we express per (A) and ciet (z-1) for general n as a product 
of fz matrices, each formed from onlv one row OC 3. This “matrix-factoriza- 
tion” allows us to apply the operations and methods of matrix tfieorv to 
these fundamental quantities. \Ve shall discuss characteristic pal!-nomials 
and norms for these matrix factors anti ohta;n, c.q.. upper cstimatcs for 
determinants and permanents nhich include or improve the known incquali- 
ties of Hadamard and hIinc. 
It turns out that the factors have an interesting combinatorial structure 
with respect to the indices which occur in the rows and columns. AIoreover, 
there is a recursive structure similar to the Pascal triangle, and for (0, I)- 
matrices this leads to an explicit e\‘aluation of the associated characteristic 
polynomials and their (integral !) roots. There also is a definite algebraic 
structure to these matrix identities which is related to exterior products and 
Kronecker products. In fact, ehc factorization of the type displayed above 
can be embedded into an equation using larger square matrices which com- 
mute or anticommutc. Conversely, the original equations can be explained 
by redu&on to irreducible components and arc, indeed, most economical 
for computations. 
Let .LZ [cQ,] be a matrix of order II I, and let the entries of .1 belong 
to the complex field. Suppose that there exist abstract elements B, , ..., E,! 
satisfying 
EiE, x I!,B, (i +j; i,j = 1, ..‘, n). (2.1) 
I:‘,” 0 (i : I, ..., rz), (2.2) 
E, ... ET, 71 0. (2.3) 
Then by (2.1) and (2.2) we have 
(2.4) 
and (2.3) assures us that (2.4) is nontrivial in the sense that per (Ail) is actualI!- 
present on the left side of (2.4) [7]. 
In what follows we exhibit a realization of Eq. (2.4) in terms of matrices 
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of order 2”. Let the direct product of the matrices A and R be denoted by 
(2.5) 
and write 
1 0 
I=o1’ [ 1 
/J= O O 
[ I ’ IO’ (2.6) 
\I’e now form the n-fold direct product 
E,=Ix *.* x I x E x I x ... x I, (2.7) 
where in (2.7) the matrix E occurs in position i. The n matrices E, , ..., lCn 
are each of order 2”, and by virtue of 
(A, x -** x A,,) (B, x ... x R,,) = (A,&) x ... x (A,B,) 12.8) 
and 
p xz 0, (2.9) 
it follows that both (2.1) and (2.2) are valid for the matrices of (2.7). More- 
o\-er, 
E 1 .-. I:‘,, _ fi; x . . . x R (3.10) 
is a matrix of order 2” with 1 in the (2”, 1) position and O’s elsewhere, so that 
(2.3) is also valid for the matrices of (2.7). 
In passing vve remark that an algebra generated by elements satisfying 
(2.1), (2.2), and (2.3) is uniquely determined up to an isomorphism because 
the 2” products of the Rz’s form a basis. Thus algebraically there is onlv one 
Eq. (2.4), but there may be many realizations for it. 
Similarly, let Ei’, es., l?,,’ be abstract elements satisfying 
&‘E,’ = - Ej’Ei’ (i #j; i, j = 1, .... n), (2.11) 
q” := 0 (i = 1, “‘, n), (2.12) 
I;’ '1 ... En’,’ #O. (2.13) 
Then the analogue of (2.4) for E,‘, ..., I?‘, assumes the form 
(2.14) 
We may exhibit a realization of (2.14) by forming the n-fold direct product 
Ei’ =I’ x . . . x I’ x E x I x ... x I, (2.15) 
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where E is in position i and I’ is defined by 
Here (2.11) follow from 
[‘E :-= E, EIJ _~ ~. I:‘, (2.17) 
and for (2.13) we have 
HI’ . j?!‘,!’ ~= ( ],(i)E ., I:‘, 12.18) 
Again the algebra generated by elements satisfying (2.1 I), (2.12) and (2.13) 
is uniquely determined up to an isomorphism. In fact it is the exterior 
algebra of a vector space of dimension 12, and formula (2.14) for abstract 
exterior products is well-known [I]. 
I,et a general factor on the right side of (2.4) with the &‘s defined by (2.7) 
be designated by 
qa, , . . . . a,,j = a,E, T ... ?- anEn . (3.‘) 
The defining equations for the E,‘s tell us that the matrices X(a, , ..., n,,) 
have a simple inductive structure, namely, 
qq > ‘.., a,, , a,,J -= a,E x I x ..+ x I 1 I x X(a, ) . ..) a, J, (3.2) 
where I and f1 are given by (2.6) and the first term on the right side of (3.2) 
is an (n /- I)-fold direct product. We may rewrite (3.2) in the form 
where Z now denotes the identity matrix of order 2” and 0 denotes the zero 
matrix of order 2”. 
In what follows we use (3.3) in conjunction with 
to derive some basic properties of the matrices X of (3.1). 16-e observe at the 
outset that the matrix X of order 2” is triangular with O’s above the main 
diagonal. lLloreover, row i of X consists of elements nB and O’s, and the indices 
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k occurring in row i are distinct. Also, the set ICY of these indices runs exactly 
through all subsets of {l, ..*, n} as i varies from 1 to 2”. A corresponding 
statement holds for column j of X and the set hj of indices occurring in it. 
Hence every row in X can be identified by its set of subscripts K and every 
column by its set of subscripts X. Now denote by xKA the element of X in the 
row and in the column corresponding to K and X, respectively, so that we may 
write 
X(n, ) ‘.‘. 0,) =- b-K&l (i,,j = 1, “‘, 2”). (3.5) 
Next we make some elementary observations concerning the index sets 
K! and Xj . We first observe from the inductive structure of X that within 
each row of X the indices from the corresponding K< occur in the natural 
ordering, and within each column of zY the indices from the corresponding 
Aj occur in the reverse ordering. Now let F = F,,, denote the permutation 
matrix of order m with I’s in positions (1, m), (2, BZ - I), ..., (m, 1) and O’s 
elsewhere. The matrix F is symmetric and reverses the order of the rows 
(columns) of a matrix when used as a left (right) multiplier. It follows from 
(3.3) by induction that X has symmetry with respect to the diagonal positions 
(I, 2’9, (2, 2” -- l), . . . . (2”, I), and this symmetry is conveniently described by 
ss = x, (3.6) 
where X5 = FXTF. This also is equivalent to the assertion that the matrix 
FX is symmetric in the usual sense. Equation (3.6) implies that our index 
sets JQ and X, are equal whenever i + j m= 2” + 1. For i = 1 we even have 
A, = KZn r: (1, .“) ?z>. (3.7) 
Again, using induction we observe that row i and column i of X form a 
partition of {I, ..., n}, i.e., 
K~ n hi = 4, Ki u Ai = (1, *.*, ?L} (i = 1, ...) 2”). (3.8) 
Of course (3.8) cannot hold with Xj (j f ;) in place of hi , since Xi is uniquely 
determined by this condition. In fact we may assert that 
and 
Ki n xj #4 (i ‘:. j; i, j z 1, -.., 2”) (3.9) 
Kd U hj # (1, ***y TL} (i <j; i,j = 1, ..., 2’“). (3.10) 
LEMMA 3.1. The entries x,h in the nzatrix X(a, , .**, a,,) satisfy 
S,h = 
\aj if K n h =(j} a?zd K u h ={l, -.-) fZ>, 
(0 otherwise. 
(3.1 I) 
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Proof. The assertion of the lemma is valid for the matrix X(a,) in (3.4). 
We assert the validity of the lemma for the matrix X(a, , *a=, a,, i) and verify 
the lemma for the matrix X(a, , ..., a, , ~,,~r) of (3.3). Now the row deter- 
mined by K and the column determined by h in /.(a, , I.., a,, , a,,J intersect 
in an entry that belongs to one of the four submatrices displayed on the right 
side of Eq. (3.3). The lemma is immediate whenever this entry belongs 
to X(a, ) ..., a,,,) or 0, and in the remaining cast the lemma is a consequence 
of (3.8), (3.9), and (3.10). 
4. THE FACTORS X’ 
Let a general factor on the right side of (2.14) with the Ei”s defined by 
(2.15) be designated by 
X’(a, ) . . . . a,) = a,&’ +- ... + a,&‘. (4-l) 
The matrices X’(a, , ..., a,) have the inductive structure X’(aJ = X(q) and 
X’(a, , e*., a, , a,,,) : a,E X I X ... X I + I’ X X’(a, , ..., a,,,), (4.2) 
where I and E are given by (2.6), I’ is given by (2.16), and the first term on the 
right side of (4.2) is an (~2 -i- 1)-fold direct product. We may rewrite (4.2) 
in the form 
/y’(a, ) . . . . a,, , a,,,,) _~ 
I 
--- “‘“yp a,+1) 
0 
’ 
(4.3) 
1 X’(a,, -“, u,q) 1 
where I denotes the identity matrix of order 2” and 0 denotes the zero matrix 
of order 2”. The index sets ICY and hj of Section 3 remain unchanged, and as 
before we may write 
.Y’(a,, .‘-, a,) = [&A,] (i, j 1, .“. 2”). (4.4) 
It follows from (4.3) by induction that 
X’(a, ) . . . . aJS (===FX”F) =: X’(a, , - u2, a.., (- 1)‘” 1 a,). 
The analogue of Lemma 3.1 for A” assumes the following form. 
(4.5) 
LEMMA 4.1. The entries xJn in the matrix X’(a, , ..., a,) satisfy 
x:> = 
I 
(- l)“J’“’ ai if K n A -(jj and Kuh=(I,-~~,nj, 
0 otherwise, (4.6) 
zcheve hj(X) denotes the number of elements in X that are less than j. 
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Proof. The entries of the matrix X’ of (4.1) coincide with those of the 
matrix X of (3.1) apart from sign, and the evaluation of h,(A) follows from 
(4.3) by induction. 
5 _. 'I?HE ECONOMY EQUATION FOR PERWANE~TS 
Let hj* be the “lexicographic” ordering of the subsets Xj (j = 1, ..., 2n): 
and let K~* be the “antilexicographic” ordering of the ~~ 
K.*“ 1 2 { , -*., n: ~ A,” (; == 1, . ..) 2”). (5.2) 
We now apply simultaneous permutations to the columns and the rows of 
the matrix X of (3.1) and place the columns of X in the lexicographic ordering 
Ai” (i = 1, . ..) 2”). Then by (3.8) it follows that the rows of the matrix are in 
the antilexicographic ordering K~* (i = 1, ..., 2n). These permutations are 
accomplished by multiplying X on the left by a permutation matrix 0 and on 
the right by its transpose 0’. 1,etting 
Y(a, ) “‘) a,,) == pX(a, , ...( u,) (iT --: [x,;q] (i,j = I, “.) 29, (5.3) 
we have by (2.4) and (3.1) 
per (A) QE, .*. E,,QT = Y(cxJ *.. Y(cx,), (5.4) 
where 01~ henceforth stands for row i of A. From (2.10) and (3.7) we see that 
the left side of (5.4) is the matrix of order 2” with per (21) in the (1, 2”) 
position and O’s elsewhere. 
Next we group the 2” columns of the matrix Y of (5.3) into the l-sets 
(I =: 0, 1, .I., n). Similarly, we group the 2” rows of I’ into the k-sets (K :-- n, 
n - 1, ..., 0). This grouping partitions I; into blocks k’,, of size (p) by (?). 
By Lemma 3.1 it follows that 
and we set 
I-,, = 0 (k -t 1 f = + 11, (5.5) 
Y,, = P, (k + I : 12 + 1). (5.6) 
Then by equating the entries in the (1,2”) positions on both sides of (5.4) 
we obtain the economy equation for permanents 
per (4 = Pl(4 P,(4 ... Pn(4- (5.7) 
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For the discussion of the matrix in (5.6) let X represent Z-sets of (1, .+., ni 
in lexicographic ordering, let p represent (I - I)-sets of (1, ..a, n} in lexico- 
graphic ordering, and let K represent (~2 - 1 ---- I)-sets of (1, ..., B} in anti- 
lexicographic ordering (1 = 1, ..., n). Let N = (al , ..a, a,) designate an arbi- 
trarv row of A and define 
if p :.. h - {j) 
otherwise. 
and .iEA 
(5.8) 
The orderings of the (n + 1 -- Z)-sets K and the (I ~ I)-sets p are such that 
we may write p = (1, ..., n> - K. Hence it follows that we have K A h -= {j} 
and K U h = {l, ..., S} if and only if we have p = h - {j> and j E A. These 
remarks allow us to identify the elements defined by (5.8) with the entries 
of the matrix defined by (5.6): 
Pd4 = [GAI = Ippd41 (1 = 1, ..‘) ?z). (5.9) 
Let per (a1 , ..., CXJ,+ denote the permanent of the submatrix of A of order I 
formed by rows oil , ..*, 01~ and the columns j in the Z-set A. Then by utilizing 
the definition (5.8) and the Laplace expansion for permanents we see that 
per (aI , ..‘, dA = C per (~5 , .“, cljp pILA(4 (I = 2, ..., n). (5.10) 
IL 
Next let 
Per (01~ , ..., 4 = (per (9 , ..., 4.4) (5.11) 
designate the row vector with the Z-sets h in lexicographic ordering. Then 
(5.10) takes the form 
Per (a1 , ..., 4 = Per (9 , .‘., 4 PL(4 (1 = 2, -.a, n). (5.12) 
Furthermore, 
Per (al) = P1(al) = 01~ , (5.13) 
and hence by successive applications of (5.12) we obtain 
Per (“I~, ..., 4 = PI(%) ~a(%) ... Pd%) (I = 1, . ..) n), (5.14) 
where 
Per (cx~, ..., 01~) = per (A). (5.15) 
Thus the case Z = n of (5.14) gives us an independent proof of the economy 
equation (5.7). 
We remark in passing that the economy equation actually provides an 
effective procedure for the evaluation of permanents. In fact (5.7) gives every 
indication of being more efficient for computations than the formula in 
standard usage for the evaluation of permanents [8]. 
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6. THE ECONOMY EQUATION FOR DETERMINANTS 
The analogue of Eq. (5.3) for determinants is 
Y’(a, ) ‘.., a,) = QX’(a, , .‘.) a,) QT = [x:t~t] z 3 (i, j = 1, .*‘, 2”), (6.1) 
and by (2.14) and (4.1) we have 
det (A) QE,’ . . . &‘Q’ _ yyal) . . . pya,). (6.2) 
From (2.18) we see that the left side of (6.2) is the matrix of order 2” with 
(- l)(;) det (A) (6.3) 
in the (1,2~) position and O’s elsewhere. We group the 2” columns of the 
matrix Y’ of (6.1) into the Z-sets (I = 0, I, ..., n), and we group the 2” rows 
of Y’ into the k-sets (k = n, ?z - I, .a., 0). This grouping partitions Y’ 
into blocks Ykl of size (;) by (?). By Lemma 4.1 it follows that 
Y;, ==O (k + Z # n + I), (6.4) 
and we set 
Y;, = (- l)l-‘Dl (12 + I = n + 1). (6.5) 
Then by equating the entries in the (1,2”) positions on both sides of (6.2) 
we obtain the economy equation for determinants 
det (A) = D,(olr) II, ... D,(cu,). (6.6) 
Our discussion of the economy equation for permanents also carries 
over for determinants. Let X represent Z-sets of (1, ..*, R) in lexicographic 
ordering, and let p represent (I - l)-sets of { 1, .*., n} in lexicographic 
ordering. Let 01 = (aI , ..., a,) designate an arbitrary row of A and define 
((- l)hj’A’ aj 
(- 1Y 4,,h(01) = lo 
if fL 1 h - {j) and ~‘EA, 
otherwise, (6.7) 
where /Q(A) denotes the number of elements in X that are less than j. IVe may 
identify the elements &(a) defined by (6.7) with the entries of the matrix 
D, defined by (6.5): 
D,(e) = [(- 1y x;] = [d,A(g] (I = 1, . . . . n). (6.8) 
Let det (o1r, ..., CY$, denote the determinant of the submatrix of A of 
order Z formed by rows 01~ , 1.~) 01~ and the columns j in the Z-set A. Then by 
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utilizing the definition (6.7) and the Laplace expansion for determinants we 
see that 
det (s, , ‘f’) fY,)A := zdet (q , I.‘, 01; i),l ~/~~~(a[) (/ 2, .... II). (6.9) 
iL 
NO\\- let 
Det (a1 , ..., aI) =- (det (q , ..., 0~~)~) (6. IO) 
designate the row vector with the l-sets h in lexicographic ordering. Then 
(6.9) takes the form 
lkt (0, , ..., al) _ Det (‘x1 , ..., L~,-l) II,(q) (I ~- 2, . . . . a). (6.11) 
Furthermore, 
Det (ar) mm /It(~yt) -9 I (6.12) 
and hence by successive applications of (6. I 1) we obtain 
lkt (x1 ) ‘..) q) D,(cLl) D,(aJ .‘I I&(q) (1 = I, ...) n), (6.13) 
where 
Det (‘1, , ..., ,Y,,) det (--I). (6.14) 
Thus the case I n again reduces to the econom!- equation (6.6). 
7. 'I'HE FACTORS Pl(ci) 
‘I’he matrix Pl(,) defined explicitly by (5.6) or by (5.8) is of size ((zt) by 
(;‘) (I I, ..., B). The indices of n, , ..., II,, in the columns of Pi are the 
l-sets of { 1, ..‘, E) in lexicographic ordering, and the indices of ur , ..., N, 
in the rows of Pr(,) are the k-sets, K -: II -+ 1 - 1, of {I, .“, n] in anti- 
lexicographic ordering. The relation K I n A I is, in fact, necessary 
for any matrix with elements oi (or 0) if the set of indices in the rows and 
columns is to vary exactly- over all &sets and I-sets, respectively, K ,t 1, 
since the index i will occur in all rows combined exactly (i 1 t) times and in 
all columns combined exactly (7 1 :) times. 
IVe now prove that the matrix I’,( ) ti ma>- be defined inductively as follows: 
P,(a, 7 '.-, %,l ) = [pf-i(u$‘~ ‘a+]) Pl,(a,, .Y., a,+,) ] (7.2) 
(1 = 2, ‘.‘) ?z) , 
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where I denotes the identity matrix of order ([ ” i) and 0 denotes the zero 
matrix of size (1 ” 2) by (;). The matrix elements on the left side of (7.2) 
with indices p and A, which are those 1 - 1, respectively, Z-sets of { l? ..., n + 1). 
which contain 1, form a block of size (1 y. a) by ([ 2 i) in the upper left corner 
as shown on the right side of (7.2), b ecause formula (5.8) identifies both sides 
by cancelling in ,U and X the common element 1. The corresponding indices p 
and A which do not contain 1 form a block in the lov-cr right corner as shown 
on the right side of (7.2) because formula (5.8) identifies both sides. It 
follows from (5.8) that the block in the upper right corner on the right side 
of (7.2) is a zero matrix because in this case /L contains 1 and A does not. 
Finally, the block in the lower left corner on the right side of (7.2) II~S non- 
zero entries only if p = h - {-lj. Hence the nonzcro entries must be n, , 
and in view of the lexicographic ordering of p and X it follows that these 
entries occupy precisely the main diagonal positions in this block. 
We may now observe from the inductive structure of Pi(,) that within 
each row of Pl(~) the indices from the corresponding K-set occur in the nitural 
ordering, and within each column of Pl(,) tl re indices from the corresponding 
Z-set occur in the reverse ordering. 
Let F be the matrix defined in Section 3, and let I’ be the matrix of (5.3). 
Then the index sets of both the rows and the columns of FIT are in lexico- 
graphic ordering, and by Lemma 3.1 it follows that FY is symmetric. Hence 
we may write 
Y”(- FYTF) =. I-, (7.3) 
and this equation implies 
P&i) (= FZ’&) F) = Pi(a) (k A- 1 = n + l), (7.4) 
where in (7.4) the matrices F are of the appropriate orders. Equations (3.5), 
(5.3), and (7.3) imply 
(QTFQF) X(FQTFQ) = X, (7.5) 
and since the indices occurring in the rows of X run exactly through all 
subsets of (1, ..-, n} we may conclude from (7.5) that 
QF = FQ. (7.6) 
In what follows we investigate the structure of the Hermitian matrices 
Pl(~) Pr*(ol) and Pr*(oc) Pr(,), where * designates complex conjugate. The 
entries in the (pr , 11.J position of the first of these matrices will now be evalu- 
ated explicitly. 
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‘0 otherzcise 
Proof. The entry in the (pl , pz) position of Pi(a) P,*(a) is 
and we may evaluate this summation by formula (5.8). Notice that the pt 
and we in the second lint of the lemma determine i and j uniquely and that 
the unique A defined by pcLI T (i} := I+ A {,jj contributes aiCj to (7.7), 
whereas all other entries in this summation are zero. 
‘l‘he proof of this lemma is similar to that of I,emma 7.1. 
By Lemma 7.1 and by interchanging i andj in Lemma 7.2 we obtain the 
following corollary. 
COROLLARY 7.3. 
8. 'I'HE FACTORS Ul(a) 
The entries of the matrix Dl(a) defined explicitly by (6.5) or by (6.7) 
coincide with those of the matrix Pl(,) apart from sign. Hence we know 
that within each column of D,(a) the indices from the corresponding l-set h 
occur in the reverse ordering. Rut then by formula (6.7) we know that the 
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signs in front of the E entries aj in this column must alternate and that the 
sign of the topmost entry is + 1, whereas the sign of the bottommost entry 
is (- 1)zp’. These observations allow us to state the following analogues of 
(7.1) and (7.2): 
n,(a) zy [al y ...? a,], ) (8.1) 
(8.2) 
where I denotes the identity matrix of order (! ” r) and 0 denotes the zero 
rnatris of size (( 2 2) by (;). 
Ry (4.5), (6.1) and (7.6) we have 
Y’(@ (:= jyq7) = J”(U, ) - a2 ) . ..) (-- ly-la,), 
and this equation implies 
(8.3) 
D,s(a) (=FD,yx)F) = (- 1)-l D,(n, ) - us ) -.., (- I)+1 a,) 
(k -1 1 = n + l), (8.4) 
where in (8.4) the matricesF are of the appropriate orders. 
The lemmas and corollary of Section 7 assume the following form for ~,(a). 
Notice that the sign in the second line of the lemma is obtained by using 
A= p1 _‘- {ij -= p2 + {j]. hi(X) ~ hi(Pl). hj(A) = hi* 
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COROLLARY 8.3. 
W4 4*+4 ilLIlL +Cl(~) k,(*) lv’lw” = 0 (pl # p2; 1 3 2). 
We may derive this corollary from the preceding lemmas by utilizing the 
equation 
9. XORM IxEQuArxrm FOR DETERMINANTS 
If C is a rectangular matrix, we denote by ji C 11 ;;: 0 the square root of the 
maximal cigenvaluc of the positive semidefinitc Hermitian matrix c‘C* 
(or equivalently of C*C), and we call :, I’ (’ I) the Z, nom of C. For matrices C’ 
and scalars a the norm satisfies [Y] 
Next we evaluate the characteristic polynomials defined by 
d,(t; a) = det (t1 ~ D,(a) D,*(a)) (I == 1, ...) n). 
Letting 
we have 
By Corollary 8.3 it follows that 
(9.1) 
(9.2) 
(9.3) 
(9.4) 
(95) 
P-6) 
(9.7) 
(9.8) 
(9.9) 
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Now for B any matrix of size m by n and for C any matrix of size n by m 
it is well-known that [4] 
det (t1 - BC) = P-~ det (51 - CB). 
Hence by (9.9) we have 
(9.10) 
(li(t: ,.y) = (- ,)(Z”J (f -- ,)(S”2) ‘[,&. _ t. a) (2 = 2, .-., n). (9.11) 
In what follows it is convenient to deal with binomial coefficients (t) 
defined for all nonnegative integers p and for arbitrary integers 9. Of course 
the definition is the usual one with ($ = 0 for 9 negative. Then for this 
extended “Pascal triangle” we mav write 
(p :- 0, 1, 2, “‘;q -0, * 1, & 2, . ..). 
(9.12) 
\%:e now prove bv induction on 1 that 
qt; a) = ,(:‘.3(, ~~ ,)CL) (I _ 1, . ..) q, (9.13) 
The assertion is valid for 2 = 1. By (9.11) and the induction hypothesis for 
I - 1 we have 
and this establishes (9.13). 
By (9.13) and (9.1) it follows that 
Now let ill denote the submatrix of A consisting of the first 1 rows of i2. 
Then by (6.13), (9.5), and (9.15) we obtain the norm estimate for deter- 
minants 
II Det (4) II < ;I 011 II I/ a2 il ... II 011 Ii (1 = 1, . . . . n). (9.16) 
The case I = II of (9.16) gives the familiar inequality of Hadamard 
I det (-4) I f II a1 I/ II a2 /! -.. II a, II. (9.17) 
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By the Cauchy-Binet theorem 
,I Det (.?r) /,2 = det (ALA,*) (I == 1, .‘., n), (9.18) 
and thus (9.16) may be regarded as Hadamard’s inequality for positive semi- 
definite matrices [2]. 
IO. 'I‘I-IE CHARACTERISTIC POLYNOMIALs j+(t;a) 
We begin this section by investigating some general properties of the 
characteristic polynomials defined by 
p,(t; CX) = det (t1 -- P2(01) PC*(~)) (1 = 1, ...) n) (10.1) 
and conclude by evaluating these polynomials for the case in which (Y is 
a vector of O’s and 1 ‘s. 
By Lemma 7.1 we see the manner in which pi and ,~a determine the 
indices occurring in the expression for the entries of Pl(,) Pl*(,). Since pL1 
and pa range over all (I ~- I)-subsets of {I, ..., n}, it follows that a permutation 
i-ti’of (1, . ..) TZ) which transforms N =: (ai) into CL’ = (a,,) and a p into /*’ 
also transforms Pr(ol) Pt*(a) into Pl(cJ) P,*(oi’) by applying it simultaneously 
to the rous and columns of Z’,(a) PI*(~). ‘Thus p,(t; LX) = p,(t; LY’), and we 
may conclude that p,(t; CX) is a symmetric function of a, , ..., a,, . 
If in (7.2) we set u1 m: 0 and multiply the resulting matrix by its conjugate 
transpose, then \ve obtain 
p,(c 0, a,? , . ..t %?I) = Pl--l(c 4 , ...? %L+,)Pl(f; $7 , ..‘I G,,) 
(1 = 2, . . . . n). (10.2) 
Equation (7.4) implies 
M,(cd) P,,“(a) F = P,,*(G) P&q (k$l=ni- I), (10.3) 
where theHermitian matrix on the right side of (10.3) is of order (1). Hence by 
(9.10) and (10.3) we have 
pl(t; a) -= t(Z)--(qQ(t; &) (k -c 1 = n +- 1). (10.4) 
The characteristic polynomial of a Hermitian matrix has real coefficients, 
and hence (10.4) reduces to 
pL(t; *) _ t(=)P,c(t; !x) (k - 1 = n + 1). (10.5) 
Notice that the exponent of t on the right side of (10.5) will be nonnegative 
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exactly if I 2 (n + 1)/2. Recalling (9.7) we have 
pl(t; a) = t - s, (10.6) 
and by (10.5) 
p,(t; lx) = tyt - s). (10.7) 
At this point we specialize LY to the vector u, with every component equal 
to 1. Then bv Corollary 7.3 we have that 
P,(u,) zy(u,,) == (7z - 2(Z - 1)) I -c P:l,(U,) I’,-,(U,) (I = 2, "', I?), 
(10.8) 
where I denotes the identity matrix of order (( 2 1). Hence it follows that 
p(t; o,,) = det [(t - 12 + 2(Z - 1j)I - P,'_,(u~) Pr-,(7~J] (1 = 2, "') N), 
(10.9) 
and by applying (9.10) we obtain 
p,(t; u,) = (t - n -i-2(2 - l))(~"l)-(,"Jpz-& - n + 2(Z -- l);u,) 
(I = 2, .", 72). (10.10) 
The zeros of the polynomial p,(t; u,) turn out to be nonnegative integers. 
Specifically, we prove by induction on 2 that 
pz(t; Q = fi [t -. 7,(u -k n $. 1 - &x-~~-‘) (I = 1, .“, ?z). 
a=1 
(10.11) 
The assertion is valid for Z = 1. By (10.10) and the induction hypothesis for 
Z - 1 we have 
p,(t; II,) = (t - n $~ 2(Z _ ,)j(ZX3 
l-1 
x n [t -- n -t 2(Z - 1) - v(v 
T-1 
I1 ‘. 1 _ 2(/ _ ,j),L-I’-L-‘1 
(I =: 2, .,., a), (10.12) 
whence 
pt(t; Z&,) = (f -- IZ i- 2(Z - ( n 1)) z-1 )-CT,) 
x: fi [t - n -1. qz - 1) -- (u - 1) (v + n - 2(Z - ,j)](z”~)--(z-~~-l~ 
“=a 
(I = 2, .") n), (10.13) 
and this establishes (10.1 I). 
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In formula (10.11) all terms for 1 < (B I- I),2 have positive exponents anti 
positive roots. In fact in (10.11) all terms containing nonnegative roots have 
positive exponents while terms containing negative roots (if they occur) must 
of necessity cancel each other because Z’,(q) PLT(~,J is positive semidefinite. 
or as can also be seen explicitly by (10.5). 
The matrix Pi Pr7(u,) is nonnegative and symmetric. By Lemma 7.1 
we see that each row sum of the matrix is kl. Thus kl is the maximal eigcn- 
value of PL(qJ Prr(~,,), and kl has multiplicity 1 by formula (10. I 1). Hence the 
matrix is irreducible and even primitive [3, Y]. In fact if 1 ranges from 1 to n, 
then the matrices P2(un) P,r(u,,) are precisely the (nonzero) irreducible 
components of E’(u,) Y’(u,,) or of ,U(U,!) LYr(~li). For a row a with onI> 
positive components the rearrangement performed in Section 5 can, therefore. 
be regarded as a reduction of X(a) ST(a) to its normal form. 
Sow let u,~’ denote a vector of Y I’s, 0 5; r +‘. 71, and n ~~ Y 0’s. In evaluating 
p,(t; qn) we may assume that u,.~’ is of the form (0, ..., 0, I, ..., 1) because 
p,(t; a) is a symmetric function of a, , ..., u,, . We prove by induction on n that 
We first observe that the assertion is valid for r -m n, and also for 1 = 1 and 
I 7 n. We take as our induction hypothesis the assertion of the theorem for II 
and we establish the theorem for n + I, where we may assume that 7 -; II -1 1 
and 1 < 1 < n -1 1. We have already- disposed of the theorem in the case 
IZ 7 1. Then by (10.2) and the induction hypothesis we have 
and this yields the desired conclusion. 
An exponent of the form (7 15) (j =- 1, ..., r) on the right side of (10.14) 
will be positive exactly if n -~ Y .: 1 -- ,j ; 0. 
The factorization (10.14) of p,(t; qn) corresponds to a decomposition of 
the matrix Pr(urn) Prr(~,n) into irreducible (or zero) components (even if the 
zeros do not occupy the initial positions in u,“). This leads in turn to a 
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reduction to normal form of Y(u,“) Yr(u,.n) or S(U,~~) XT(zd,“), the latter of 
which follows independently from (3.3) and the discussion of the case 
r =-= n. Thereby we obtain the identitv 
(10.16) 
which also follows directly from (10.14). 
11. NORM IXEQUAIJTIES FOR PERMANENTS 
Let -4, again denote the submatrix of A consisting of the first I rows of A. 
Then by (5.14) and (9.5) we obtain the Norm estimate for permanents 
!I Per (4) II < II pl(4 !I II P,td ~1 a*. Ii PL(4 11 (I = 1, *.., n). (I 1.1) 
Because of (10.5) we must have 
II Pl(4 iI = I! Pk(4 II (k-t-l-n+ 1). (11.2) 
The above remarks apply to a general CX. We now proceed with the evalua- 
tion of I/ PC(p) I! for the case in which p is a vector of n components with r l’s 
and n - Y O’s, where without loss of generality we take 0 < I < n. 
LEMMA 11.1. Ifl=l;~~,nandk+Z==n+l,then 
I(’ $ 1 - I) if 1 :< 
r+l [ 1 ~ 9 2 
‘1 f-‘,(p) 11% : k(r + 1 - k) 
Y A- 1 
I 
if k< ___, i 1 
j [(sir] otherwise, 2 
where the brackets denote the integral part. 
Proof. We seek the maximal root of the polynomial p,(t; u,“) for given r, 
I, and n. A polynomial of the form p,(t; u,) is an actual factor of p,(t; urn) 
in (10.14) exactly if 1 < j < Y and 1 - n + Y <j < 1. Moreover, in Sec- 
tion 10 we have observed that the maximal root of pj(t; ur) isj(r + 1 - j). 
Thus our problem is to maximize j(r f 1 - j) over integers j restricted to 
the intervals indicated 
It is clear at the outset that j(y + 1 -j) is an increasing function of the 
integer j in the interval 1 <j < [(r + 1)/2] and a decreasing function of the 
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integer j in the interval [(r + I),;21 < j < I’. Its maximum, therefore, equals 
(11.3) 
Thus for 1 < [(Y + 1 j/2] we are restricted to the positive integers ,i on 
I - rz + r <j < 1, and the maximal root in this case is I(Y -- 1 - I). Also 
K < [(r + 1 j/2] is equivalent to 1 ~ II t Y : 1 ; 7 ~.- [(Y -+ 1 j/2], and we 
know that 1 -TV Y - [(r ;- I)!‘21 ;> [(Y +. I)‘21 so that in this case the maximal 
root is k(r -; 1 - k). Pinally, for the interval 
1 -.- 7 ;- 2 1 I <: 1 < 77 $ 1 - I “: 2 1 1 
we have 
and by (11.3) the maximal root is [((r r 1):‘2)‘]. 
Il’e may now use the norm estimate (1 1.1) and Lemma 1 I .I to obtain 
some interesting upper estimates for permanents of (0, 1 j-matrices. Put 
THEOREM 1 1.2. Let A be a (0, 1 j-mztri,v of osder n with exactly r 1 ‘S 
I- [L+!] ( 
YT 1E I --~ 2 < 1. 
Proqf. The evaluation of MJr) for the first interval is an immediate 
consequence of Lemma 11.1. We have 
(11.5) 
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and the evaluation of M, 1(~) for the second interval follows from Lemma 11.1 
and (11.3). We have 
and the evaluation of Mnl(r) for the third interval follows from Lemma 11.1 
inductively by observing that 
&zn,l+l(l) = (n - 1) (Y - n + I + 1) 1V&&). 
COROLLARY 11.3. Let A be a (0, I)-matrix of wder n with exactly ri l’s 
in row i (i = 1, ..., n). Then 
In particular, fov 1 = ~1 we have 
Proof. Let Ali) = A2,, 4’“) ..., 1 I , 4:‘) denote the matrices formed from A, 
by cyclic permutations of the rows of A, . We now apply (11.1) to each of 
these matrices and multiply together the resulting inequalities. 
Mint [6] has shown that 
(11.7) 
and he has conjectured that 
per (.4) < fi (rj !)riV~. 
I-1 
(11.8) 
Notice that the general factor r!lll((r + l)/2)(“-“)!” in the inequality of the 
corollary is a weighted geometric mean of (Y!)‘!~’ and (Y + 1)/2, the 
corresponding factors in (11.8) and (11.7). 
12. CO~LUDINc REMARKS 
In this section we discuss some ramifications of the norm inequalities for 
permanents described in Section 11 and indicate an independent proof of 
Theorem 11.2 and a refinement of its corollary. 
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By the spectral radius of an arbitrary complex matrix A = [aij] of order n 
we understand the maximum of the absolute values of the eigenvalues of A. 
Let x1 , e’s, X, be n positive reals. Then two well-known upper estimates for 
the spectral radius p(A) of A+l are 
These estimates are sharp provided that the ;r,‘s have been selected judici- 
ously. In fact for the case in which A is an irreducible and nonnegative matrix 
the minimum of both of the above expressions over all positive reals x1 , ..., x~, 
reduces to the spectral radius of .-Z [PI. 
We now obtain simple upper estimates for the spectral radius of Pl(,) P,*(a) 
using the estimates (12.1) for a special choice of xj’s. Let t, , ..., t,, be n 
positive reals. We form all products of exactly I - 1 tj’s with distinct indices 
and arrange these products in the lexicographic ordering. Let 7’ = 1’1-, 
denote the diagonal matrix of order (&) with the jth product in the (j, j) 
position (j em= I, .‘., (&)). In case I = 1 we take I’ as the matrix composed 
of the single entry 1. Then by Lemma 7. I we have 
‘0 otherwise. 
We now fix p1 = p and vary ,ua over all (I I)-sets. Then the indices i and j 
in the second expression in (12.2) range independently over all possibilities 
i $ p and j E p. Let &(a; t) denote the sum of the absolute values of the entries 
in the pth row of T-lPi(ol) P,*(e) T. Then by (12.2) we have 
(12.3) 
It follows that the maximum of R,(a; t) over p provides an upper estimate 
for the spectral radius of PC(a) PL*(ol), and hence for all choices of positive 
t,‘s we may write 
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Next we let T = T, . Then by Lemma 7.2 we have 
‘FP,*(oI) P,(cL) T jAlA2 == \ 
+diUj(h, -A, f[j) -(i);iEX1,j$X1), 
otherwise. (12.5) 
We now fix h, = h and vary X, over all Z-sets. Then the indices i andj in the 
second expression in (12.5) range independently over all possibilities i E h 
and j 6 h. Let Sn(z; t) denote the sum of the absolute values of the entries in 
the Xth row of T-‘P,*(a) Pl(,) T. Then by (12.5) we have 
(12.6) 
It follows that the maximum of Sn(a; t) over h provides an upper estimate 
for the spectral radius of P2*(a) P,(a), and hence for all choices of positive 
tj’s we may write 
I/ PL(a) I,% < m;x SA(q t). (12.7) 
By (12.3) and (12.6) we see that the analogue of (11.2) assumes the form 
%(% t) = &(% l/t) (CL + fc = (1, ..., 4). (12.8) 
Also, Eqs. (12.2) and (12.5) have simple matrix formulations. We may in fact 
rewrite these equations for the tj’s equal to nonzero complex numbers as 
follows: 
T--lPl(a) P,*(a) II’ =~ Pl(t,a,, .‘I) tnun) P,* ‘F) “., 
t 
F) , (12.9) 
T-lPl*(n) I’[(,) T = PL* (2;‘) .‘., 2-r Pl(t,a, , ..., t,u,). (12.10) 
We now set (Y equal to a (0, 1)-vector p. Then the max, S,(p; 1) is found to 
equal // Pi(p) lj2 as given by Lemma 11.1. This enables us to give an inde- 
pendent proof of Theorem 11.2 and its corollary based on the Laplace expan- 
sion (5.10) = (5.12) and the estimate of a quadratic form by means of its 
largest eigenvalue or its maximal absolute row sum. 
The estimate for j/ Per (A,) /I in Corollary 11.3 is a geometric mean of the 
norm estimates with cyclically permuted rows. Among all permutations of the 
rows, however, there is always one arrangement for which this type of estimate 
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is best possible. ‘Ihis leads to a refinement of the corollary at the expense of 
being less explicit. We mention, c.g., that the best estimate for I r< (12 : I )!2 
is obtained by using pt*, ..., pLX, the arrangement of the rows pt , ..., p1 with 
decreasing row sums, i.c., 
Ii I’~(pl*) I/ **’ ii P&L”) ,I ‘4 I’ I-‘,(k) I’ ‘.. II pdPJ !I. 
This inequality depends upon the fact that 
(12.11) 
!L!T,(P,ll increases as j increilses (1 Sj .< (tt + 1)/2, rl :Zi Y2j, 
II P,(Pl) 11 
(12.12) 
which can be checked for the j-intervals 1, [(rl + 1)/2], [(ra 1 1),‘2], 
[(n f I);21 by Lemma 11.1. 
We now discuss estimates for 11 P,(,x) 11 with 01 an arbitrary vector by 
specializing max, &?,(a; t) and maxn Sn(a; f) in various ways. Let 01* := (ui*, 
. . . a,*) be the vector whose components are the absolute values of the com- 
pohents of <Y arranged in decreasing order. We set tj = / aj I for (zj :,L 0. 
Then by (12.6) we see that 
(k +- 1 = tz .I- 1). (12.13) 
2-l , 1 
The corresponding estimate using (12.3) t urns out to be weaker than (12.13). 
We may also set tj = l/i nj 1 for aj + 0 and using (12.3) directly or (12.8) 
we obtain 
(k -+ 1 =~ II 4 1). (12.14) 
t-1 1=1 
If all tj = 1 then the determination of the maximum is somewhat more 
complicated, One may show that 
max R,(q 1) = f?,.(ol*; l), (12.15) 
where ,u* is an (I ~ I)-set of form {m ml- 1, m +- 2, .**, m’} for some m with 
O,(m<m’<nandm’-m=l-l.Incasethat 
(12.16) 
we may choose m == 0 and p* = { 1, ..., I ~- I}. By symmetry It-t k 
(k + I = 12 + 1) we may take p* = { 1, ..., k - 1) if 
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Thus the inequality 
11 Pi(,) II2 < K,*(ol*; 1) (12.18) 
becomes explicit for “small” 1 and “small” k (“large” I). For other values of 1 
one may use 
I( PI(,) 112 < n$la SJn; 1) = s,a*ja*; l), (12.19) 
where X is any subset, not necessarily an l-set, and A* is of form (1, *=., wzj 
for some m. 
These estimates can be simplified and treated analogously to the (0, I)-case 
by using 
we obtain 
Hence it follows that 
and in particular 
(12.20) 
(12.21) 
2 -j--> ai* < 
r’q 
2=L 
2 a,* d i=l 
r+, (12.22) 
(12.23) 
(12.24) 
an extension of Mint’s inequality to arbitrary matrices A. 
In conclusion we use I1 and I, norms to obtain simple upper and lower 
estimates for Per (A,) for the case in which A is a nonnegative matrix. We 
denote the maximal row sum of PL(~) by fL(z) and the minimal row sum of 
Pi(a) by ?[(a). It follows that 
31(e) = $ a,* 
1-L 
(k -4- 1 = n -I- 1) (12.25) 
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and 
‘I’hen by forming row sums in (5.14) we obtain 
(12.26) 
j-1 
C 
L=7-se, 
(12.27) 
I=1 
Similarly, we denote the maximal column sum of P2(oc) by Snl(ol) and the 
minimal column sum of Pi(z) bys”l(cu). It is, of course, clear that 
\$(a) ?t(a) (k -- I --= 12 -+ 1) (12.28) 
and 
St(a!) :Y fk(oI) (k + 1 -- I-1 + 1). (12.29) 
Then by forming column sums in (5.14) we obtain 
(12.30) 
for all I-sets A. In particular, for I - n both (12.27) and (12.30) estimate 
per (A). 
For the case in which u is a (0, I)- vector p with exactly Y components 
equal to 1 we have 
and 
;,(p) = min (n -- 1 ~~ 1, r) (12.31) 
FL(p) = max (r T 1 ~~~ 1, 0). 
Hence for (0, I)-matrices, for example, 
(12.32) 
fi max (Ye I- 1 -- j, 0) < per (A) < fi min (n t 1 -j, rj). 
,=I , =I 
(12.33) 
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