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Abstract
This paper gives a personal bird’s eye view of some aspects of multivariate numerical integration. It will
sketch what happened during the past 50 years and point the reader’s attention to what did not happen.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper, I will give a very personal view on some aspects of the approximations of multi-
variate integrals
I [f]:=
∫

w(x)f(x) dx;  ⊂ Rd; w(x)¿ 0 for all x∈: (1)
Such integrals appear in many mathematical models and can seldom be calculated analytically. This
is especially true for multivariate integrals. The numerical approximation on integrals is one of the
corner stones of numerical analysis. We encounter it in software for <nite and boundary element
problems. Statistical software also contains techniques to approximate integrals. The approximation of
integrals is also an important step in methods to solve integral equations, e.g., in computer graphics.
An application area that recently became very popular is <nancial mathematics: determining the
value of sophisticated <nancial derivatives, such as exotic options, and determining the value at risk.
We are used to approximating functions by weighted sums of “easier” functions, such as mono-
mials, splines or wavelets. Similarly, we are used to approximating functionals by weighted sums
of “easier” functionals. An integral is typically approximated by a weighted sum of integrand
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evaluations. One must keep in mind that one may also use other functionals, such as derivatives of
the integrand or even integrals of lower-dimensional projections. Here, I will only consider approx-
imations of the form
Q[f]:=
N∑
j=1
wjf(y( j)) with y( j) ∈: (2)
If the dimension of the integration region d=1 the approximation Q is called a quadrature formula.
If d¿ 2 the approximation Q is called a cubature formula. The term integration rule is also used.
Basic integration rules (cubature formulas) for the approximation of multiple integrals are essential
building blocks in many applications. In this text, I will almost entirely restrict myself to this topic.
I will ignore almost completely the important aspect of error estimators, convergence acceleration
by extrapolation and adaptive subdivisions strategies.
How should the points and weights of a basic integration rule be chosen? The choice of the
points y( j) and weights wj is independent of the function f. There is no unique best criterion for
this choice. There are several criteria to specify and classify integration rules based on their behaviour
for speci<c classes of functions. People seem to agree that the approximation should be exact for
constant functions, that is,
I [1] =
∫

w(x) dx =
N∑
j=1
wj = Q[1]:
Roughly speaking, one can distinguish two classes of cubature formulas: polynomial-based methods
and number theoretic methods. The <rst class contains rules designed to be exact for some set of
polynomials, while the second contains rules based on uniformly distributed points.
The polynomial-based methods received most attention during the past century and that is the
topic I have to say most about. I devote some space to quasi-Monte Carlo methods because the
future of these methods looks very bright.
2. Will faster computers make everything trivial eventually?
In a “Present state of the art” section in their survey book [8], Davis and Rabinowitz wrote that
Given the present state of theory and hardware (1983), one can distinguish three dimensional
ranges in addition to the two-dimensional case which deserves separate treatment:
Range I: integrals of dimension 3 to about 6 or 7,
Range II: dimensions 7 or 8 to about 15,
Range III: dimensions greater than 15.
In two dimensions, they considered the situation satisfactory. In Range I, they considered adaptive
methods based on rules exact for polynomials as the most important tools. Range II was considered
the borderline range. Here, much depends on the smoothness of the integrand. In this range, adaptive
Monte Carlo and quasi-Monte Carlo methods de<nitely become competitive, but only low accuracy is
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achievable. Range III was considered “really high” dimensional. Monte Carlo and quasi-Monte
Carlo are indicated. One should not hope for more than 2 digits accuracy. Is this much diKerent
today?
To put everything in perspective, let us turn back the clock about 20 years, when the routine
TRIEX [9] was developed to approximate integrals with singularities over a triangle. The authors put
an upper limit of 23 000 function evaluations on their experiments. The experiments for TRIEX were
done on an IBM 370=158 which was a 1 MIPS machine. Today a Pentium III is about 1000 MIPS.
One cpu-hour of 1980 is devaluated to about 4 cpu seconds in the year 2000. (The real speedup will
be less since the measure “mips” cannot really be used to compare machines developed 20 years
apart.) So, current machines can aKord to spend more function evaluations on a problem to have it
completed in the same amount of wall clock time.
Will faster computers be suMcient to solve our future problems even if we do not make any other
progress? I believe not. As computers become more powerful every day, researchers start thinking
about problems nobody dreamed about some years ago: integrals with hundreds of variables. Solving
these problems remains very diMcult or even impossible. Application areas will demand more and
more. The growing speed of computers alone will not help. Indeed, we are working with a lot of
techniques that were developed with low dimensions in mind and some of these cannot directly
be applied in high dimensions. That is the main reason why the ranges indicated by Davis and
Rabinowitz apply almost unchanged.
For the approximation of low-dimensional integrals a reasonable collection of techniques and soft-
ware is nowadays available. The approximation of multivariate integrals is however a fundamentally
diKerent problem. In this research area, one suKers from the so-called curse of dimensionality: the
computational complexity grows exponentially with the dimension.
3. Polynomial-based methods
Polynomials are very popular for approximations. The oldest criterion for the approximation
of integrals is the algebraic degree of a quadrature or cubature formula. A quadrature or cu-
bature formula has algebraic degree m if it is exact for all polynomials or (total) degree at
most m.
One can think about several variants of this criterion, e.g., one can consider the trigonometric
degree or one can consider other spaces of polynomials.
By Pd we denote the vector space of all polynomials in d variables. This space is spanned by
the monomials
xk:=xk11 · · · xkdd ; k:=(k1; : : : ; kd)∈Nd:
The (total) degree of a monomial is
deg(xk):=|k|:=
d∑
j=1
kj:
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By Pdm we denote the subspace of all polynomials in d variables of degree at most m. The de<nition
of degree of a cubature formula is equivalent with demanding that
Q[fj] = I [fj]; j = 1; 2; : : : ; dimPdm; (3)
where the fj form a basis for Pdm.
If fj and N are <xed, then (3) form a system of nonlinear equations
N∑
i=1
wifj(y(i)) = I [fj]; j = 1; 2; : : : ; dimPdm: (4)
Each point introduces d+1 unknowns: the d coordinates of the point y(i) and the weight wi. Actually,
each equation in (4) is a polynomial equation.
One can distinguish between two approaches to construct cubature formulas:
(1) search for polynomials that vanish at the points of the formula;
(2) solve the system of nonlinear equations (4) directly.
In Sections 3.1 and 3.2, I will briePy introduce these approaches. For a more through introduction
I refer to [3] and its references.
3.1. Vanishing polynomials
The approximation of one-dimensional integrals using a quadrature formula based on the zeros of
an orthogonal polynomial is a very classical mathematical subject. Only very few mathematicians
tried to generalise this to higher dimensions prior to the middle of the previous century. A very
important milestone was Radon’s paper [17] which triggered a lot of research [6]. Only in the 1960s
the eKort increased and signi<cant progress was made by, amongst others, 1 Stroud and Mysovskikh.
(See their survey books [21] and [14].) They introduced elements from algebraic geometry. MQoller
[13] was the <rst to recognise that this connection could be presented more transparently by using
ideal theory. Signi<cant theoretical progress was made in the 1970s and 1980s with the introduction
of ideal theory. The practical results were however disappointing.
An apparently simple question such as “What is the minimal number of points required by a
cubature formula of degree m for the integral I” does not have a simple answer.
A very general upper and lower bound is given in the following theorem, which combines the
easy-to-prove lower bound for positive functionals and TchakaloK’s upper bound, see e.g., [21].
Theorem 1. A cubature formula Q of the form (2) of degree m for an integral (1) exists with its
number of points N satisfying
dimPdm=26N6 dimP
d
m:
1 I restrict myself to the two most mentioned names in this area.
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Actually, no cubature formula can exist with less points than dimPdm=2. The common proof of this
lower bound is not constructive. If one has a cubature formula with more than dimPdm points, then
one can always delete points and recompute the weights by solving a system of linear equations.
Furthermore, it is known that a cubature formula attaining this upper bound exists with only real
points inside  and all weights positive.
Observe that the lower bound of Theorem 1 is equal for m = 2k and 2k + 1. So, it will not
come as a surprise that in general this lower bound cannot be attained for odd degrees. There is a
connection with orthogonal polynomials which in general shows this.
In the multivariate case there is more than one orthogonal polynomial of a given degree. It is
common to normalise the orthogonal polynomials of degree k to the form
pk = xk + qk ; k∈Nd; |k|= k; deg(qk)6 k − 1: (5)
Orthogonal polynomials in the form (5) are called basic orthogonal polynomials. Each basic
orthogonal polynomial of degree k has only one term of degree k, with constant 1.
As an illustration we formulate a generalisation by Mysovskikh of a property of Gauss quadrature
formulas.
Theorem 2. A necessary condition for the existence of a cubature formula of degree 2k + 1 with
N = dimPdk points is that the basic orthogonal polynomials of degree k + 1 have N common
zeros.
It is nowadays known that the condition of this theorem does not hold for standard regions such as
a square or triangle with a constant weight function.
Consider the vector space of all polynomials that vanish in a given set of points. This is more
than simply a vector space. Indeed, if one multiplies a polynomial that vanishes at all points of the
cubature formula by an arbitrary polynomial, the product also vanishes at all points. The set of all
polynomials that vanish in a given set of points is a polynomial ideal.
The following theorem, <rst proven by MQoller [13], shows the relation between ideals and cubature
formulas.
Theorem 3. Let I be an integral of the form (1) over a d-dimensional region. Let {y(1); : : : ; y(N )} ⊂
Cd and A:={f∈Pd: f(y(i)) = 0; i = 1; : : : ; N}. Then the following statements are equivalent.
• f∈A ∩ Pdm implies I [f] = 0.
• There exists a cubature formula Q of the form (2) such that I [f] =Q[f]; for all f∈Pdm; with
at most dimPdm − dim(A ∩ Pdm) (complex) weights di;erent form zero.
Using ideal theory, a theorem such as Theorem 2 becomes very easy to prove, see [3].
Theorem 3 allows that the cubature formulas have complex or multiple points. Schmid proposed
to avoid this by considering real ideals.
If the common zeros of an ideal A are denoted by V (A) and the ideal of all polynomials which
vanish at a <nite set X ⊂ Rd by AX , then obviously X ⊂ V (AX ). An ideal A is called real if
X = V (AX ). Using real ideals Schmid obtained a complete characterisation of cubature formulas
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with real points. His characterisation was successfully applied to construct cubature formulas for
several two-dimensional regions, see, e.g., [18,19].
Meanwhile higher lower bounds are known. In [3] all these are collected together with all known
formulas that attain these bounds. As an illustration, I mention the improved lower bound for regions
such as a square and a triangle with a constant weight function.
Theorem 4. The number of points N in a cubature formula (2) of degree 2k − 1 for an integral
(1) where  is a square or a triangle and w(x) = 1; satis<es
N¿
k(k + 1)
2
+
⌊
k
2
⌋
:
We know nowadays that the minimal number of points depends on the region of integration and
on the weight function. We still do not know the lowest possible number of points for simple
regions such as a square or triangle with a constant weight function. For these simple regions
there is a gap between the highest known lower bound for the number of points, given in The-
orems 1 and 4, and the lowest number of points in a known formula already for degree resp.
13 and 9. In Table 1 we summarise what is known about lower bounds and lowest number of
points in a known cubature formula for these two standard two-dimensional regions. Observe that
for a square for even degrees ¿ 10 no formula is known (except of course those of higher odd
degree).
Although some mathematicians continue this line of research, I believe it is exhausted for standard
regions and I expect that only very few (if any) new cubature formulas will be constructed during
the following years based on this approach. Actually, for standard regions most known cubature
formulas exact for polynomials were not constructed with the aid of this theory.
Looking for cubature formulas using orthogonal polynomials will become of practical interest
again only if we better understand the relation between the minimal number of points in a cubature
formula and the given integral. The construction methods based on this theory strongly depend on
the quality of the known lower bounds and that restricts their applicability.
3.2. Direct approach
One can construct cubature formulas exact for a space of polynomials by solving the large sys-
tem of polynomial equations associated with it. As computers continue to become more power-
ful, one can give them larger systems and occasionally they will chew out a useful (real points
inside the integration region) cubature formula. Although signi<cant progress was made in re-
cent years on methods to solve systems of polynomial equations, these methods still cannot deal
with systems associated to cubature formulas. No good news on this is expected in the near
future.
We should however keep in mind that most known formulas were <rst obtained by solving
such a nonlinear system. This was not done by specialised techniques for polynomial equations
but by iterative zero <nders. To make this approach work, it is essential to restrict the search
to cubature formulas with a certain structure. The more symmetry imposed on the cubature
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Table 1
Overview of known results
Degree Nmin N˜min
1 1 1 1 1
2 3 3 3
3 3 4 4 4
4 6 6 6
5 6 7 7 7
6 10 10 10
7 10 12 12 12
8 15 15 15
9 15 17 17 19
10 21 22
11 24 24 24 27
12 28 33
13 28 31 33 36
14 36 42
15 36 40 44 48
16 45 52
17 45 49 57 61
18 55 70
19 55 60 68 73
20 66 79
Nmin is the lower bound of Theorem 1; Nmin is the lower
bound of Theorem 4; denotes a square with constant
weight function; denotes a triangle with constant weight
function.
formula, the smaller the system becomes. There are systematic ways to deal with symmetries
in cubature formulas but this approach still requires a good part of luck. For an introduction,
see [3].
3.3. Consolidation phase
The time has come to consolidate what is known about cubature formulas exact for polynomi-
als and to make this knowledge more easily available to potential users. The Handbook of Math-
ematical Functions [1] contains Radon’s cubature formula of degree 5 with 7 points and this
probably explains the widespread use of that formula. The National Institute of Standards and
Technology (NIST) is working on a new (digital) version of this widespread Handbook. (See
[12] and http://dlmf.nist.gov/ for more about this project.) Whatever it will contain, will
become widespread! It is not expected to include many tables of cubature formulas however and so
there is room and need for another initiative in this specialised area. We collected the references
to known cubature formulas [7,4] and started to make these available electronically. Meanwhile
the webpage at, www.cs.kuleuven.ac.be/∼nines/research/ech/ecf.html also contains the
points and weights of many cubature formulas. The formulas that are included are recomputed and
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presented with 16 and 32 signi<cant digits. The <les are computer generated, avoiding human typing
errors.
3.4. Is there a need for higher degree cubature formulas?
In many two- and three-dimensional applications, practitioners use very low-degree cubature formu-
las (even degree 1) and they deal with their problem by using a <ner triangularisation. A signi<cant
number of users of the above webpage say they want to apply higher-order methods, which we all
hope will require less subregions.
An example illustrating the positive eKect of using higher-degree cubature formula is the following.
Consider
∫ 1
0
∫ 1
0
∫ 1
0
r−0:5 log r exp(xy + z) dx dy dz with r:=
√
x2 + y2 + z2: (6)
We approximate this integral using CUBPACK [5]. In Figs. 1 and 2 the results are presented
when a formula of degree 7 (diamond), degree 9 (square) and degree 13 (circle) is used. These are
connected by a diKerent type of line for clari<cation. In Fig. 1 the estimated error is presented. In
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Fig. 1. Comparison of estimated errors for the integral (6).
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Fig. 2. Comparison of real errors for the integral (6).
Fig. 2 the real error is presented. In all cases the same global adaptive strategy with subdivision in 2
at each step was used. The stars represent results obtained using the degree 13 rule in combination
with an improved subdivision strategy. This clearly shows that high accuracy can only be obtained
using the high-degree rule.
4. Quasi-Monte Carlo methods
For higher-dimensional problems, practitioners use Monte Carlo methods since many years. In
many situations it is the method of last resort. The weight function w(x) in I (1) is now interpreted
as a probability density function (pdf) and the value of the integral is interpreted as the mean or
expected value of the integrand f. If the points y( j) are random variables selected according to the
pdf w(x) then, given an ¿ 0, we have
lim
N→∞ probability

I [f]− 6Q[f]:= 1
N
N∑
j=1
f(y( j))6 I [f] + 

= 1:
The probability that the sample average is close to the mean value I can theoretically be made
arbitrarily close to 1 if we take suMciently large samples.
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An advantage of a Monte Carlo method is that one obtains an error estimate almost for free. The
central limit theorem gives a probabilistic error bound:
lim
N→∞ prob


∣∣∣∣∣∣
1
N
N∑
j=1
f(y( j))− I [f]
∣∣∣∣∣∣6
√
N

= 1√
2
∫ 
−
e−t
2=2 dt:
The variance of the integral
2 =
∫

(f(x)− I [f])2w(x) dx =
∫

f2(x)w(x) dx− I [f]2
can with almost no extra cost be estimated from the function values. This very general and easy
applicable approach has two drawbacks. First, its convergence is very slow (proportional to N 1=2)
and the method is only useful to meet low accuracy requests. Second, the error estimate is only
probabilistic.
It is important to note that the error bound consists of two parts: the variance (which is a property
of the integrand) and the number of samples (which is a property of the set of points used). There
is half-a-century experience in variance reduction techniques which is the main reason these methods
are so successful!
A variant of the Monte Carlo method called quasi-Monte Carlo, received increasing attention from
mathematicians after the work by (to mention just tow names) Sobol and Korobov. In a quasi-Monte
Carlo method the random points of a Monte Carlo method are replaced by deterministic points that
are distributed “better than randomly”. Moreover, quasi-Monte Carlo methods provide the user with
deterministic error bounds.
These theoretical bounds are in general very pessimistic and that is one of the reasons for which
these methods did not receive much attention in the past. The by now classical result is the Koksma–
Hlawka error bound, see, e.g., [15].
Theorem 5. If f has bounded variation V (f) on [0; 1]d in the sense of Hardy and Krause; then;
for any y(1); : : : ; y(N ) ∈ [0; 1]d; we have∣∣∣∣∣∣
1
N
N∑
j=1
f(y( j))−
∫
[0;1]d
f(x) dx
∣∣∣∣∣∣6V (f)D
∗
N (y
(1); : : : ; y(N )):
Also this bound is the product of a measure of the quality of the points used, the discrepancy D∗N ,
and a factor that depends on the function, the variation V (f). Computational experience con<rms
that discrepancy is a good indicator of quasi-Monte Carlo performance, while variation is not a
typical indicator. Furthermore, one should keep in mind that this bound is not easily computable.
The Koksma–Hlawka inequality is a worst-case bound.
The discrepancy typically contains a term (logN )d=N . For very large N , the Koksma–Hlawka
bound nicely goes down. However, it only starts to go down if N ¿ exp(d), and so one did not
expect these methods to be applicable for, say d=30, because then the number of points should be
larger than 1013, which will continue to be unpractical for many years to come.
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Thanks to some successes in <nancial applications in the last years of the previous century,
quasi-Monte Carlo methods nowadays receive the attention they deserve. The standard example used
to show that quasi-Monte Carlo methods can work very well in high-dimensional practical problems
is a 360-dimensional integral coming from <nance.
One distinguishes to classes: (1) lattice rules and (2) methods based on low-discrepancy sequences.
Lattice rules are designed especially for periodic functions. So far quasi-Monte Carlo methods are
derived for integrals over a unit cube with constant weight function.
The many activities in this area in recent years become obvious if one looks at the many re-
cent surveys, e.g., [15,20,22,10,2]. To have an impression of what goes on nowadays in the re-
search community, I invite the reader to have a look at some recent conference proceedings, e.g.,
[16,11].
The direct application of quasi-Monte Carlo methods is nowadays limited to integrals on hyper-
cubes. These methods consider each dimension of a problem to be of equal importance, i.e., they are
designed for isotropic problems. High-dimensional practical problems tend to be anisotropic however.
Because of the unexpected successes in some applications, research on quasi-Monte Carlo meth-
ods now concentrates on the fast generation of very high-dimensional low-discrepancy sequences
and on transferring techniques originally designed to improve Monte Carlo methods. Searching for
explanations why these methods work unexpectedly well for some classes of practical problems, is
also a research topic.
Practical error estimation is nowadays based on ideas from Monte Carlo methods: one includes
randomisations. A lot of eKort will be devoted in the near future to obtain other (faster and deter-
ministic) error estimators. Even more eKort will be devoted to developing variants of these methods
for anisotropic problems and for other regions than hypercubes. What is needed are adaptive algo-
rithms that detect the anisotropy in a given problem and exploit this. This feature is available in
current automatic integration routines for low-dimensional integration but remains a challenge for,
e.g., 30-dimensional problems. It is a challenge researchers should accept.
5. Final remarks
We observe a stagnation of progress in the area of constructing cubature formulas exact for
polynomials. During the past <ve years almost no theoretical progress was made and only a few
new cubature formulas were constructed. There is still work to do here! Surprisingly, almost no at-
tention has been paid to the construction of cubature formulas for four- and higher-dimensional
regions. Consequently, the available adaptive software uses cubature formulas which are prob-
ably much more expensive than really necessary. New cubature formulas will probably extend
Range I.
For lower dimensions a reasonable collection of techniques is available and combined with the
growing speed of computers, adaptive software will evolve to more complex algorithms. Several
strategies will be embedded in the same piece of software. The software will try them all and will
proceed with the most promising ones until the requested accuracy is attained.
For higher dimensions, I expect a lot will happen in the near future, but unfortunately my crystal
ball does not give a clear view on the outcome of this.
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