We consider the exterior transmission eigenvalue problem for spherically stratified media in R 3 and consider the case of axially symmetric eigenfunctions. The exterior transmission eigenvalue problem is then reduced to a problem in ordinary differential equations. We first determine conditions on the index of refraction which guarantee the existence of infinitely many complex eigenvalues or infinitely many real eigenvalues. We then show that if two sets of spectral data are known, then under appropriate conditions the index of refraction is uniquely determined.
Introduction
The interior transmission eigenvalue problem in the field of inverse scattering theory has attracted remarkable attention in recent years as evidenced by the recent books [3, 7] , paper [6] and special issue of the journal Inverse Problems [5] . Of particular interest in the investigation is the inverse spectral problem for transmission eigenvalues which was originally studied by McLaughlin and Polyakov [11] and more recently by Aktosun, Gintides and Papanicolaou [1] , Aktosun and Papanicolaou [2] , Colton and Leung [8] and Wei and Xu [14] . This interior transmission eigenvalue problem is characterized by its formulation as two elliptic equations defined in a bounded domain which have the same Cauchy data on the boundary. More recently a complementary class of transmission eigenvalue problems has appeared in inverse scattering theory which is characterized by the problem of finding a nontrivial solution of two elliptic equations in an unbounded domain that have the same Cauchy data on the boundary and both of which satisfy the Sommerfeld radiation condition at infinity [4, 12] . Such problems are called exterior transmission eigenvalue problems and are the subject matter of this paper. More specifically, we are concerned here with the inverse spectral problem for a special case of such problems in which the index of refraction is spherically stratified and the resulting spectral problem can be reduced to a spectral problem for a coupled set of ordinary differential equations.
As in the case for the interior transmission eigenvalue problem studied in [8] , our approach for the exterior problem is based on the use of transformation operators and special results in the theory of entire functions of a complex variable. However in the case of the exterior problem special difficulties arise due to the fact that the fundamental determinant of the exterior problem is no longer an even entire function that is real on the real axis. In addition, it is no long possible to choose special values of the spectral parameter in order to simplify the fundamental determinant. As a consequence we now need to use two sets of spectral data in order to uniquely determine the spherically stratified index of refraction n(r).
The plan of our paper is as follows. We first show that for constant n(r) all eigenvalues are real. (We also later give an example to show that when n(r) is allowed to be piecewise constant the results are drastically different.) In contrast to this simple result, for non constant n(r) we show that there exist cases in which there are an infinite number of complex eigenvalues and at most a finite number of real eigenvalues. Having examined the existence and distribution of transmission eigenvalues we then turn our attention to the inverse spectral problem and give conditions under which two sets of spectral data uniquely determine n(r). This result is based on Hadamard's factorization theorem together with a theorem of Rundell and Sacks which show that a coefficient in a certain class of hyperbolic equations is uniquely determined by an appropriate set of overdetermined initial data.
Exterior transmission eigenvalues
The exterior transmission eigenvalue problem [4, 12] for anisotropic spherically stratified medium in R 3 is to find functions u,
where r := |x|, x ∈ R 3 , B := {x : |x| < a}, n ∈ C [a, b] , n(r) = 1 for r > b > a and the radiation conditions in (2.5), (2.6) are assumed to hold uniformly with respect to the angular variable. Values of k such that there exists a nontrivial solution to (2.1)-(2.6) are called exterior transmission eigenvalues with corresponding eigenfunctions u and v. We are interested in the special case when the eigenfunctions are spherically stratified and set
. In this case (2.1)-(2.6) become (2.10) and y and y 0 are normalized such that
Then k is a transmission eigenvalue if and only if
From now on we make the stronger assumption on n(r) that n(r) ∈ C 3 [a, b] . In addition we always assume that n(r) is not identically equal to 1.
We begin with the simple case when n(r) is a constant, in particular n(r) = n and requiring y(r) to be continuously differentiable across r = b gives
We now have that
and hence D 1 (k) = 0 if and only if
for m an integer. In particular all eigenvalues are real. In addition, n 0 is uniquely determined by the first transmission eigenvalue.
We now turn our attention to the case when n(r) is no longer a constant. In this case we will make use of transformation operators (cf [9, 10] 
is a solution to
where γ := ξ (b) and can be represented in the form
where
then w 2 (ξ ) can be represented in the form
In particular, the general solution of w 
(2.27)
then E(k) and D 1 (k) have the same roots and hence it suffices to only consider the function E(k). It is easily seen that E(k) is an entire function of k of exponential type γ . We are now in a position to prove the following theorem. 
Hence all the complex transmission eigenvalues must lie in a strip in the complex plane.
In the case when n(a) = n(b) = 1 we have that c 1 − c 2 = 0 and c 1 + c 2 = 0. However in this case direct computation shows that
Then using the same arguments as above, we have the following theorem:
there exist infinitely many real transmission eigenvalues. On the other hand, if n (a) = n (b) and n (a) = −n (b), then there exist an infinite number of complex transmission eigenvalues which all lie in a strip in the complex plane parallel to the real axis and at most a finite number of real transmission eigenvalues.

Examples
In this section, we illustrate theorems 2.1 and 2.2 with some explicit examples. The interval [a, b] to be considered will vary according to the refractive index n(r) used. Let us reduce the system of equations (2.7) to (2.11) to a simple second order differential equation on y(r): 
is the solution that satisfies the boundary conditions at r = 2. After some algebraic computations, the resulting determinant expression simplifies to
All the zeros are real except for a complex zero at k = −i/3. If we keep n(r) = 4/r 4 but change the interval to [2, 3] , then all the assumptions in theorem 2.1(ii) hold. The resulting determinant in this case is
If k is a real root of this expression, then k cos(
). Substitute this condition into the real part of the determinant and we can conclude that it is impossible. Thus all the roots are complex.
A nice numerical example to illustrate theorem 2. All the roots of this entire function are real.
We could not find a differentiable function n(r) that satisfies the given assumptions in the second part of theorem 2.2 such that an explicit solution can be found. However if we let
16 (r − 6) 4 if 2 r 4 then n(r) is continuous on [1, 4] . n(1) = n(4) = 1 and n (1) = −4 = n (4) = 2. Both y 1 and y 2 can be solved easily on each of the respective intervals [1, 2] and [2, 4] . The function [2, 4] satisfying the boundary conditions y(4) = 1 and y (4) = ik while y 1 = r(c 1 cos(k/r) + c 2 sin(k/r)) is a solution on [1, 2] . To compute c 1 and c 2 , we impose the 'connection' conditions y 1 (2) = y 2 (2) and y 1 (2) = y 2 (2) to make the entire solution C 1 on [1, 4] . Finally, after some hand computations, the determinant comes out to be
If k is a real zero, then the imaginary part of (k) has to be zero. However, if the first factor sin(k/2) = 0, then the real part cannot be zero. On the other hand the second factor in the imaginary part cannot be zero either since | sin k/k| < 1 for k > 0. Thus all the roots other than k = 0 have to be complex. When the refractive index is a piecewise constant function, the results on the eigenvalues are quite different. To illustrate the difference, we assume that n(r) takes only two values n 
3)
The vector [ik, −1] below should be interpreted as a row vector. The connecting conditions above are equivalent to:
The determinant condition iky ( a) − y 1 (a) = 0 can be restated as
Altogether, all these three conditions can be combined to form
After expansion, the scalar product simplifies to
If an eigenvalue k is real, then both real and imaginary parts of W must be zero. So if for example sin(kn 1 (a − m)) = 0, then sin(kn 2 (m − b)) = 0 must also hold. This is possible only if
Otherwise all the eigenvalues are complex. In the case when there are real eigenvalues, there are also infinitely many complex ones. Instead of giving a detailed proof, we give a numerical example to illustrate our claim. Take the parameters n 1 = 2, n 2 = 3 and m = 2 in the interval [1, 3] . The expression W is equal to − k 6 (16 cos(2k) sin(3k) + 9 cos(3k) sin(2k) + 5i sin(2k) sin(3k)).
The real eigenvalues are k = 0, ±π, ±2π, . . . . The entire function W/k is of exponential type with type τ = 5 and is bounded on the real axis, so we expect to get more zeros. If we write z = e ik , then 16 cos(2k) sin(3k) + 9 cos(3k) sin(2k) + 5i sin(2k) sin(3k)
Since the 8th degree polynomial does not vanish for real z, all its roots are complex. For all the numerical cases of eigenvalues we could compute for a continuous n(r), one of two sets of real or complex eigenvalues is finite while the other is infinite. We wonder if there are examples of a continuous refractive index where both sets are infinite similar to the one we saw for a step function.
The inverse spectral problem for the exterior transmission eigenvalue problem
We now consider the reduced exterior transmission eigenvalue problem (2.7)-(2.10) where y(r) is continuously differentiable across r = b and y(r), y 0 (r) are normalized such that y(r) = e ikr for r > b and y 0 (r) = e −ikr for r > b. In particular
The problem corresponds to the incident field being the 'nonphysical' source e −ikr r which radiates inwards instead of outwards (such sources can be approximated arbitrarily closely by a finite number of 'physical' sources cf [12] ). Our aim in this section is to show that under appropriate assumptions a knowledge of the spectrum for both (2.7)-(2.10) and (4.1)-(4.5) is sufficient to determine n(r). An investigation of the location of the eigenvalues of (4.1)-(4.5) would be of interest but will not be done here.
We define D 2 (k) to be the determinant where
We are now in a position to prove the main result of this section. 
