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1. INTRODUCTION 
Through the efforts of many authors, analytic solutions and explicit 
stability criteria have been developed for many types of linear differential- 
delay equations. The treatise of Bellman and Cooke [3] provides a good 
account of work done before 1963; active research in the field continues up 
to the present. Besides the concrete results obtained for specific classes of 
equations, there are also some rough “general principles” that have long 
guided users of differential-delay equations in their efforts to understand 
the effects of the various kinds of time delays on stability. One such 
principle says that instability will be present when the ratio of the time 
delay to the relaxation time of the system is large. However, the “stability 
switching” phenomenon, discovered as early as 1948 by Ansoff and 
Krumhansl [2], contradicts this principle, and a great variety of responses 
to the presence of time lags are now known. In their landmark paper on 
the subject, Cooke and Grossman [4] included a series of key examples 
illustrating the things that can happen. 
It seems unlikely that any simple general principles will be found to serve 
as reliable indicators of stability. Instead, we can reasonably hope that the 
development of further principles of restricted applicability will gradually 
fill in more of the overall picture. To this end, we introduce a new 
framework for the classification and representation of differential-delay 
equations (or “DDE?‘) based on the simplest notions of probability theory. 
Distributed time delays are represented as probability measures whose 
expectations and variances can be used to construct intrinsic parameters for 
the classes of DDEs studied. Intrinsic parametrization has two advantages. 
1. It allows direct comparison of stability properties across many of 
the diverse families of DDEs that have been analysed. 
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2. It allows the formulation of new principles and specific theorems 
regarding stability in terms of elementary statistical parameters. 
Before we can describe our main results, we must set out the framework 
within which we will study DDEs. 
2. THE FRAMEWORK 
In order to make the methodology as transparent as possible, we 
consider only those differential-delay equations modelled on the first order 
ordinary differential equation, dx/dt = -hx, where the constant coefficient 
is h > 0. However, a very wide class of time delays is considered; any 
weighting of the history of the dependent variable by a positive, finite 
measure is allowed. Actually, since a scalar factor representing the total 
weight of the measure can be absorbed by the coefftcient h, we may assume 
that the measure is a probability measure p(du) supported on the half line 
R+ = [0, + CXI). We will call such measures probability delay measures. The 
class of DDEs to be considered then assumes the form 
d.x( t) -= 
dt 
-hjox x(t-u)p(du). 
We will write the convolution integral in the abbreviated form (X * c()( t), 
and then the DDE assumes the simpler form 
dx(t) -= -h(x * p)(t) dt 
These linear scalar DDEs will be called regulator models; and the 
parameter h > 0 will be called the amplitude of regulation, or simply the 
amplitude, of the model. 
There are some examples for which stability holds for all amplitudes; 
such as the case of exponential weighting of the history of the solution, the 
case p(du) = se-au du. For detailed analysis of this case see MacDonald 
[S]. In other standard examples, stability breaks down at a finite 
amplitude; in the case of the “sharp” unit time delay, or p(du) = 6,) at 
amplitude h = n/2. Treatments of this classical case are provided by 
Bellman and Cooke [3] and by El’sgol’ts and Norkin [S]. The following 
definition will help to focus attention on the crucial question of stability in 
relation to the amplitude parameter. 
DEFINITION. Suppose p(du) is a probability delay measure. Suppose 
also that h, is the largest number such that for 0 d h < h,, the equilibrium 
solution x(t) E 0 of the linear DDE 
dx( t)/dt = - h(p * x)(t) 
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is asymptotically stable. Then we say that h, is the threshold amplitude of 
the probability delay measure p(du). Note that 0 <h, < + co. 
A theory of stability for regulator models would have to resolve, among 
others, the following questions. First, for which delay measures is the 
threshold amplitude, h,, infinite; and second, when h, -C + co, what charac- 
teristics of the measure p determine the size of h,? 
One scaling parameter that can be used to make a start on these 
problems is the linear stretching of the probability distribution p. In fact, 
if v is the measure stretched by the factor k > 0, so that for each subinterval 
[a, b) of R+, we have v([ka, kb)) =~([a, b)), then the stability of the 
model with delay measure v and amplitude h is equivalent to that of the 
model with delay measure ,U and amplitude kh. That is, when the delay 
measure is stretched by the factor k, the threshold amplitude is divided by 
k. Now, it happens that stretching a probability measure by the factor k 
also multiplies its expectation, E, by the same factor, k, assuming that the 
expectation is finite. So it is reasonable to look for formulas of the type 
h,=;S(P,, f’,, . ..). 
where the parameters P,, P,, . . . are invariant under linear stretching of the 
measure. The natural probabilistic parameters are the variance, V, and the 
higher moments of the probability measure. These are not invariant under 
stretching; but can easily be modified to satisfy the requirement. In fact, we 
can simply define the relative nth moment, R,, to be the ordinary nth 
moment divided by E”. The quantities R, are evidently invariant; we will 
be concerned especially with the relative second moment R, and will some- 
times call it the relative variance, and denote it simply R. We will often use 
the formula 
linking the relative and ordinary variances. The first general result of this 
paper is as follows. 
THEOREM 1. Suppose p(du) is a probability delay measure of finite 
expectation, with relative variance, R, satisfying 
R<$ 
Then the threshold amplitude, h,,, of.the measure ,u(du), is finite. 
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Many of the families of linear DDE models that have been solved 
analytically contain only a few parameters. In most of these cases, the 
stability conditions on the parameters can be reexpressed as formulas for 
the threshold amplitudes in terms of the “intrinsic parameters” E and R. 
The explicit formulas are presented below; they take the form 
In each case, the threshold amplitude turns out to be strictly increasing in 
R. Of course, stability behavior as simple as monotone dependence on R 
cannot be true in general. Families of DDEs containing larger numbers of 
parameters can be used to provide counterexamples, as in the forthcoming 
monograph [ 11. Nevertheless the following guideline may be tentatively 
enunciated. 
For probability delay measures with a given expectation, 
higher variance typically implies higher threshold amplitude 
(i.e., better stability). 
There is no direct converse to Theorem 1. Finite threshold amplitude does 
not imply low relative variance of the delay measure. In fact, counter- 
examples are presented to show that arbitrarily low threshold amplitude 
can coexist with arbitrarily high relative variance. 
For the second general result of this paper, we develop an estimate for 
threshold amplitude in terms of the relative variance, as follows. 
THEOREM 2. Suppose p(du) is a probability delay measure of finite 
expectation E, and with relative variance, R. Then in the limit R --+ 0-k) the 
threshold amplitude h,, satisfies the asymptotic estimate 
h,&[l+(;+$+~) R+O(R’)]. 
3. GENERAL PROBABILITY DELAY MEASURES AND STABILITY 
Suppose p(du) is a probability delay measure of finite expectation. Then 
the Multiplier Theorem (see Appendix) tells us that the equilibrium solu- 
tion x(t) - 0 of the linear DDE dx(t)/dt = - h(p * x)(t) is asymptotically 
stable if and only if all roots of the Laplace multiplier G(s) = s + hfi(s) are 
in the open left half plane. It is therefore easy to establish some basic 
stability theorems for such measures by the methods of complex analysis. 
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LEMMA 1. Suppose p(du) is a probability delay measure of finite expec- 
tation, E. Then the threshold amplitude, h,, of p(du) satisfies the following 
conditions: 
(a) h,,>hf=sup{h: Re(s)aO and IsI <h imply [,4(s)- l( cl}. 
(b) h, = inf{h: f or some o > 0, G(io, h) s iw + h/i(io) = O}. 
(c) h,=inf{h: for some o>O, C(o, p) = i; cos(wu) p(du) = 0, 
S(w, p) = s; sin(ou) p(du) > 0, and h = o/S(o, ,u)}. 
Cd) h, 3 l/E. 
ProojI (a) Observe first that since p is a probability measure, fi(0) = 1. 
Also, since ,u is supported on the positive real axis, we know from elemen- 
tary harmonic analysis that the Laplace transform F(s) is continuous, and 
satisfies I$(s)l < 1, in the domain Re(s) ~0. Thus when h, is chosen 
sufficiently small, Re(s) 2 0 and IsI <h, imply that [p(s) - 1 I < 1. Suppose 
that h, is chosen maximal for this property, as in the statement of this part 
of the theorem. 
Next, consider the multiplier function G(s). It satisfies 
IG(s)l = Is+ hfi(s)l 2 I4 - hlci(s)l> 
and so for Re(s) 2 0 we have lG(s)l 2 IsI - h; therefore 
G(s) # 0 when Re(s) 2 0 and 1.~1 > h. 
But G(s) also satisfies 
G(s) = s + hii(s) = (s + h) + h@(s) - l), 
SO we have for Re(s) > 0, 
Re(G(s)) B h - h&(s) - 11; 
therefore 
G(s) # 0 when Re(s) 20 and Iji(s)- 11 < 1. 
We now have two sufficient conditions for the non-vanishing of the multi- 
plier function; taken together they apply throughout the closed right half 
plane if, for Re(s) 2 0, IsI <h implies l@(s) - 11 < 1. But at the beginning 
of the proof, we showed that this is indeed true at least for h <h,. The 
Multiplier Theorem then implies that the threshold amplitude is at 
least h,. 
(b) Suppose that the multiplier G(s, h) = s + h@(s) has no roots on 
the imaginary axis when 0 <h -C H. If it can be deduced from this assump- 
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tion that, for the same range of h values, it has no roots in the open right 
half plane, then the Multiplier Theorem will imply that the threshold 
amplitude h, satisfies ho > H, as required. 
But as shown in the proof of part (a), any roots in the right half plane 
satisfy ($1 < h. Thus in the parameter ange 0 < h < H, any roots in the right 
half plane are in the interior of the half disk D, centred at the origin, with 
radius H, and bounded on the left by the imaginary axis. We also know 
from part (a) that for sufficiently small positive values of h, there are no 
roots inside D,. Furthermore, G(s, h) is analytic in s in the interior of D,, 
and jointly continuous in S, h for s in the closed half disk. It follows from 
the Argument Principle of complex analysis that, as h is increased from 0. 
the number of roots in the interior of D, remains at zero until a root 
crosses the boundary of D,. By hypothesis, this cannot happen before 
h = H. 
(c) This part follows immediately from (b), on writing out the 
Laplace transform of the measure p in terms of its real and imaginary 
parts. 
(d) The formula for h in part (c) rcan be written as 
h-l=S(w) a sin(ou) -= 
w s 
~ up(du). 
0 WU 
Now the quotient in the integrand has modulus less than unity, while the 
remaining factor in the integrand integrates simply to the expectation E, 
and so statement (d) follows immediately. Q.E.D. 
4. SUFFICIENT CONDITIONS FOR FINITE THRESHOLD AMPLITUDE 
THEOREM 1. Suppose p(du) is a probability delay measure of jinite 
expectation E, and with relative variance, R, satisfying 
Then the threshold amplitude, ho, of the measure p(du), is finite. 
Proof. In view of Lemma 1, part (c), we study the values of the quan- 
tities S(w, /J) and C(o, p) of Lemma 1 on the imaginary axis. Specifically, 
we look for a point s = iq >O on this axis such that for 0 <w < q, the 
complex value, z, of the function 
z = z(0) = (C(0, p) + iS(0, p)) = fi( -io) 
satisfies the condition 0 < Arg(z) < n: but not the condition Arg(z) < n/2, 
409!163’1-13 
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This condition means that in the interval 0 < o < q, we have S(w, 11) > 0 
while C(w, ,u) assumes both positive and negative values. Then, with o,, 
equal to the minimal positive value at which C(w, p) = 0, we have by part 
(c) of Lemma 1, the estimate for the threshold amplitude h,: 
ho< O” 
S(wo, cl) 
< +co. 
Our strategy now is to express Arg(z) in integral terms related to the 
integrals defining the variance of the measure ,u(&). Starting from our 
definition of the function z as the Laplace transform of p, we have 
z = z(q) = fi( - iq) = .r,Z eiY”p(du) 
O” =e’@ s [l + (eiq(u-EE)- l)] p(&) 0 
= e’@(l + 4(q, E, P) + Wq, E, CL)), 
where 
44, & P) = .r,x CWdu - E)) - 11 Adu), 
$(a E, P) = lom sin(q(u- E)) p(h). 
Then we obtain the formula for arg(z): 
arg(z) = qE + Arctan 
Next, observe that if 141 <K< 1 and [$I d K-c 1, then the value of the 
arctangent is in the range [ -B, B], where 
But this last formula implies that 
-1+tanB=2K- 1 
1 + tan B 3 
and then B = B(K) = Arctan(2K - 1) - Arctan( - 1). 
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The next step is to estimate C$ and rj. Now. from the definition of C/I, 
101 
Also, 
444, E PI= s ,: {q(u--E)+ [sin(q(u-E))-q(u-E)]) p(h). 
But by definition of the expectation, the integral of the first term in this 
formula is zero, while application of the elementary Taylor expansion 
estimate 
2 
(Gnu-u/G; 
to the remaining terms yields the result 
We can therefore use for the estimate K the value 
K=fiV(qE)2R 
2 2 
The restriction K-c 1 then assumes the form R < 2/(qE)‘, or, on writing 
p = qE/n, simply R < 2/(n2p2). Then we obtain the lower estimate for arg(:) 
in the form 
np - [Arctan( - 1 + n2p2R) - Arctan( - 1 )] < arg(=). 
Our problem now reduces to finding an interval 0 < p < p. in which 
g(p) = 7cp - [Arctan( - 1 + n2p2R) - Arctan( - l)] 
is positive and has upper bound in excess of 742. In order to understand 
the behaviour of g(p), consider first the specific case when R = 2/7r2. Then 
the restriction on R amounts to the condition 0 <,LJ < 1. Note also that 
g(0) = 0 and g( 1) = 42. Further, we have 
&z ->7c-4p>o 
JP 
at least for O$p<t. 
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It is easily deduced from this information that g(p) > 0 in the interval 
(0, 11. Now consider g as a function of R as well as p. By inspection, it is 
strictly decreasing in R when p >O, and so g(p, R) > 0 in the domain 
0 < R < 2/7r2, 0 < p < 1. Also g( 1, R) > 142 in the domain 0 < R < 217~~. That 
is, for R < 2/7r2,.we have now obtained the interval (0, pO) = (0, 1) required 
to complete the proof. Q.E.D. 
5. ESTIMATES FOR THE THRESHOLD AMPLITUDE 
The formula for the threshold amplitude h,, in Lemma l(c), is based on 
minimization of the quotient 
subject to the conditions C(w, ,u) = 0 and S(w, p) > 0. By using information 
on the values of o that was developed in the proof of Theorem 1, estimates 
for h, can be obtained. 
LEMMA 2. Suppose ,u(du) is a probability delay measure of finite expec- 
tation E, and with relative variance, R, satisfying R-C 2/7c2. Let 
g(p, R) = zp - [Arctan( - 1 + z’p*R) - Arctan( - 1 )], 
and let p(R) denote the minimal positive value of p at which g(p, R) = 742. 
Also let 
S(w, PL) = I‘bL sin(ou) p(du). 
Then the threshold amplitude, h,, of the measure ,u(du), satisfies the estimate 
h < PIE 
“S(np(R)lE, cc)’ 
Proof: We need only show that o(R) = zp(R)/E is a valid choice of w 
in the estimate for ho originating in Lemma l(c). However, from the proof 
of Theorem 1 it follows that for any value q = zp/E, where p(R) < p < 1, the 
choice o = q is valid. Q.E.D. 
The usefulness of this formula depends on our being able to obtain good 
estimates for p(R) for various ranges of the relative variance parameter R. 
For example, we can see by inspection of the formula for g(p) that as 
R + 0 + , p(R) -+ l/2. Also, the factor S(zp(R)/E, p) then approaches 
INTRINSIC PARAMETERS AND STABILITY 193 
S(4(2E), 6,) = 1 and our estimate for h, becomes h,< (l/E)(42). This 
estimate is in fact the correct destabilization value for the 6, delay measure. 
More precisely, in the lower range of the relative variance parameter we 
have the following estimate. 
THEOREM 2. Suppose p(du) is a probability delay measure of jinite 
expectation E, and with relative variance, R. Then in the limit R -+ 0 +, the 
threshold amplitude h, satkfies the asymptotic estimate 
Note. The numerical value of the coefficient of R is approximately 
4.926. 
Proof. To use the estimate of Lemma 2, we need an expansion to 
first order of p(R) in powers of R. This is obtained easily by implicit 
differentiation of the equation 742 = g(p, R); the result is 
p(R) = 4 + $nR + O( R*). 
Next, to estimate the factor S(np(R)/E, p), we start from the special case 
S(77/(2E), 6,) = 1; and use triangulation to deal with the variations in both 
p(R) and p: 
S(~P(RYE> 11) = CS(np(R)IE, p) - S(42K PII+ S(7426 P). 
Now the bracket represents the variation of F(R) = S(o, p) with respect o 
R, and to first order in R this is given by 
Also, 
as 7L’ 
ao= 0 I 
u cos(wu) p(du), 
and 
ii(&)= -r ((u-E)+E)sin(-&(u-E))p(du). 
The integrand consists of two terms, the first of which is majorized by 
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and the second (by use of the sharp estimate (sin u - a( d u’/rc that holds 
with equality only at u = 0, _+ rr), by 
It follows that 
The other term in the triangulation is estimated as 
S(7c/2E, ,u) = jox sin (& U) ,~(du) 
Combining results, we obtain the triangulation estimate 
S(TC~(R)/E, /.L) b 1 - $+ g R. 
1 I 
On combining these estimates for the numerator and denominator in the 
bound for ho given in Lemma 2, we obtain the stated result. Q.E.D. 
6. ILLUSTRATIVE EXAMPLES 
Many familiar families of linear DDEs can be parameterized by the 
expectation E and relative variance R of their delay measures. In these 
families the following pattern usually occurs. 
(i) For low values of R, below a critical value R = R,, the threshold 
amplitude has the form 
where $(R) is a strictly increasing function of R. 
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(ii) For high values of R, above the value R = R,, the threshold 
amplitude is infinite. 
We present the specific formulas for a few of the most important cases. 
Example 1 is the historically central case of a single sharp time delay: 
Example 2 is typical of the interesting class of DDEs that are convertible 
to finite dimensional dynamical systems. Note that for the measures of 
Example 2, the range of the relative variance is the interval [l/2, 11, rather 
than the entire positive axis as in Example 1. Detailed calculations are 
omitted, since they are straightforward, and since the purpose of this paper 
is mainly theoretical. 
EXAMPLE 1. The probability delay measures 
p==cr6,+(1-x)6., T>O, 13a>,O. 
(i) When R < 1, h, = (l/E)(Arccos( - R)/Jm). 
(ii) When 1 d R, ho= +x. 
This threshold formula can be derived quickly by using the stability condi- 
tion for the model given in Chapter 3, p. 131, of El’sgol’ts and Norkin [S]. 
Their condition, when rewritten in our notation, is 
when c1< f/2, 
T< Arccos( -r/( 1 -a)) 
> hJ~- 
Now by simple calculation, the statistical parameters of the model are 
E=(l -a) T, f’=cl(l-M) T*, and R = cc/( 1 -a). Substitution of these 
formulas into the quoted stability criterion yields our stability conditions 
in terms of E, R, and h. 
EXAMPLE 2. The probability delay measures 
p(d~)=(b~+b,~)e~““du, b,,b,BO,a>O,h”+~=l. 
a a2 
(i) When l/2 < R < 7/9, h, = (l/E)(2/( - 1 + 3 ,,/m)). 
(ii) When 7/9<R<l, h,= +cc. 
In particular, the extremal case R = 1 corresponds to the case 6, = 0, which 
is the (always stable) simple exponential delay measure. 
The threshold amplitude can be derived by the following method. First, 
we observe that scaling considerations allow us to assume that a = 1. Then 
it is elementary to check that when the model is converted to a three 
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dimensional dynamical system, as in [8], the stability condition for the 
dynamical system is simply h < 2/(6, -6,). The expectation formula 
E= b0 + 2b, is easily computed and, combined with the normalization 
hypothesis b, + b, = 1, allows us to solve for b0 = 2 -E, 6, = E- 1. Then 
the condition on h can be rewritten as hE < 2/(2 - 3E -I), and the variance 
formula can be computed in the form V= RE2 = 4E- 2 - E2. This last 
equation can be solved as a quadratic in E-’ and yields 
E -’ = 1 - Jm. Substitution of this value into the right hand side of 
the inequality for hE gives our formula for h,,. 
Examples 1 and 2 both conform to the pattern described at the begin- 
ning of this section, although the exact way in which the threshold 
amplitude ho increases with relative variance R is specific to the individual 
example. It can be verified that for given values of E and R, the threshold 
amplitude is always higher for Example 2, which has a smooth delay 
distribution, than for Example 1, which does not. 
The “critical value” of relative variance, above which the threshold 
amplitude is infinite, is for most families between l/2 and 1. The next 
example shows how the lower value can occur. 
EXAMPLE 3. The probability delay measures ,u = (1 - E) p,, + &pi, where 
,uO is supported on [O, a), and has the “triangular” form 
while pi(&) is simply the exponential density e-” du. 
The Laplace transforms of pLo and pi are easily calculated. Alternatively, 
the table of characteristic functions in Chapter 15 of Feller [6] is readily 
adapted to the purpose. On the imaginary axis, the real part of ii, is 
strictly positive; while Re&(iu)) 2 0. Thus for E > 0, Re(,&,(io)) > 0, and 
so the Multiplier Theorem implies that ho = + co. 
Also, p,, has relative variance R = l/2. Therefore the relative variance of 
p, which is clearly continuous in E, approaches l/2 as E + 0 + . We conclude 
that infinite threshold amplitude can occur for all values of R exceeding 
l/2. 
7. A COUNTEREXAMPLE 
EXAMPLE 4. Consider the family of delay measures 
P(dU) = @I 6, + B 6(&f I)+?? 
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where n is a positive integer, p > 0, tx, fl> 0, and c( + fi = 1. Then I is a 
probability measure, and by elementary calculation, 
Expectation E = p( 1 + 4nB), 
and 
Relative variance R = 4n( 1 - fl) 
(( 12pJ 
Also the real and imaginary parts of ,ii satisfy 
and so, by Lemma 1, these measures all have finite threshold amplitude. 
Furthermore, the relative variance R assumes arbitrarily large (and small) 
values in this family. So there can be no condition on relative variance 
alone that guarantees infinite threshold amplitude. 
In fact, Lemma 1, part (c) gives the estimate for the threshold amplitude 
and so arbitrarily high relative variance can coexist with arbitrarily low 
threshold amplitude. 
APPENDIX: ON BACKGROUND THEORY 
A few familiar basic theorems on DDEs are reviewed briefly here; so as 
to establish a formulation of them that is applicable to the DDEs that we 
study. 
Existence-Uniqueness Theorem 
The proof, by the Picard method, of the basic existence-uniqueness result 
we need runs exactly parallel to the standard textbook proofs for the cases 
of ODES and dynamical systems. Accordingly we confine ourselves to a 
statement of the theorem only. 
EXISTENCE-UNIQUENESS THEOREM. Let p(du) he a finite measure on 
lx, + a 1. 
Let the dynamical function f E C’( R’, R’) have bounded derivative. 
Let the history function h G C(( - 30,0-j, R’ ) be continuous and bounded. 
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Then the initial value problem 
dx(t) 
-=-f(x*p) for t>O, 
dt 
x(t) = h(t) for tE(--c0,0], 
x(t) E C(R’, It’), 
has a unique solution. 
Stability Concepts 
Suppose that in the above initial value problem, f(0) = 0. Then the zero 
function x(t) = 0 is the solution corresponding to the zero history function 
h(t) = 0. We say that the zero solution is stable provided that, for any E > 0, 
there is a 6 > 0 such that the supremum norm, over [0, + cc), of any 
solution x(t), is less than E whenever the supremum norm, over (-co, 01, 
of its history function h(t), is less than 6. 
Given that the zero solution is stable; we say further that it is asymptoti- 
calZy stable provided that, for some E > 0, any solution x(t) whose history 
function has norm less than E satisfies x(t) -+ 0 as t -+ + co. 
The Multiplier Theorem 
Most stability results for linear DDEs are based on the use of the 
Laplace transform method; and in particular the application of the general 
principle that for asymptotic stability, the roots of the multiplier function 
should lie to the left of the imaginary axis. Many rigorous accounts of this 
principle are given in the literature, each one tailored to the classes of 
ODES and DDEs that the author wishes to discuss. Among the most 
general treatments is that provided in Chapter 7 of Hale [7]. For purposes 
of this paper, we need a version that covers all probability delay measures 
with finite expectation. Unfortunately, most standard treatments are based 
on the assumption of compact support of the delay measure (as in Hale’s 
book), or some other incompatible restriction, and so we have to state the 
exact theorem we need. The proof of this theorem runs parallel to those of 
the other versions but, like them, is rather long; and so for the proof we 
will refer to our forthcoming research monograph on probability delay 
measures [11. Note that if consideration is restricted to compactly suppor- 
ted delay measures, as suffices for many users of DDEs, then our use of the 
multiplier principle is absolutely standard and our results self-contained. 
MULTIPLIER THEOREM. Suppose ,u(du) is a probability delay measure on 
[0, + CO), with finite expectation. Let i(s) represent the Laplace transform 
of the measure p(du). 
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Then the equilibrium solution, x(t) s 0, oj‘ the lineur differential-dela? 
equation 
dx(t) -= -h(x * p)(t), 
dt 
where h >O, 
is asymptotically stable if and only if all roots qf the multiplier function 
G(s) = s + h/Ii(s) 
are located in the interior of the kft half plune. 
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