We observe that a straightforward application of loop quantum gravity to general relativity in 2+1 dimensions, in the Lorentzian case, yields a continuous spectrum for the length. This is in contrast with the discrete spectrum in the corresponding Euclidean theory, as well as with what happens with the area in the 4d case; but it agrees with results recently obtained in the covariant spin foam approach. In return, time intervals turn out to be quantized.
Introduction
A characteristic feature of the loop approach to quantum gravity is the discrete spectrum of various geometrical quantities. In four spacetime dimensions (4d), the easiest geometrical operator to diagonalize is the area, and its eigenvalues turn out to be discrete [1, 2] . This is expected to be true in the Euclidean as well as in the Lorentzian case, since the two theories can be formulated using the same kinematics, differing only in the hamiltonian constraint. In three spacetime dimensions (3d), the length operator plays a role analogous to the area operator in 4d. For the 3d Euclidean case, the eigenvalues of the length are discrete [3] . However, we observe in this letter that, rather surprisingly, the spectrum of the length seems to become continuous in the Lorentzian case.
What happens is that in the usual tetrad/triad formulation the canonical structures of 4d and 3d general relativity are different. In the 4d canonical theory, the Lagrangian internal gauge group, namely the Lorentz group, is reduced to a SO(3) subgroup (more precisely, the algebra is reduced to su(2)). In loop quantum gravity [4] , the area operator turns out to be given by the Casimir of the internal gauge algebra. The Casimir of su(2) has discrete eigenvalues, yielding a discrete spectrum for the area. In 3d, on the contrary, the internal gauge group of the canonical theory is the same as in the Lagrangian theory: SO(3) (more precisely, the su(2) algebra) in the Euclidean case and SO(2, 1) (su(1, 1)) in the Lorentzian case. The length turns out to be given by the Casimir of the internal gauge algebra. (In this sense Length in 3d is analogous to Area in 4d.) In the Euclidean case, the Casimir of su(2) has discrete eigenvalues, yielding discrete length. But in the Lorentzian case, the Casimir of su(1, 1) has discrete as well as continuous eigenvalues. The Casimir has opposite sign in the two cases, and a careful tracking of the sign leads to the surprising result that spacelike intervals are not quantized, while timelike intervals are. This is perhaps opposite than what one might have expected, since one might have assumed discreteness to be a feature of fixed-time geometrical quantities.
Intuitively, one can visualize the geometry of the situation as follows. In 3d there is one timelike direction and two spacelike directions. In the Lorentz algebra there is -correspondingly-one rotation and two boosts. The timelike direction is naturally associated with the rotation. In turn, the rotation (as opposite to the boosts) is associated with the discrete spectrum. The timelike/spacelike character of the SU(1, 1) unitary representations was also emphasized by Witten in [9] .
This exchange (spacelike ↔ continuous and timelike ↔ discrete instead than the contrary) was observed by Barret and Crane in [5] , in a covariant spinfoam [6] treatment of 4d quantum gravity, as well as in [7] in a similar context. In 3d, the same phenomenon was observed by Davids [8] , again in the context of covariant spin foam model. One might then have suspected that this exchange is a feature of the spin foam approach, in contrast with loop canonical results. The result in this letter rules out this idea, and shows that in 3d there is consistency of results between the spin foam approach (in [8] ) and the loop approach (here).
Spectrum of the length
In 3d, general relativity can be formulated as follows. The gravitational field is represented by an SO(2, 1) connection A i µ (x) and a triad e i µ (x). Here µ = 0, 1, 2 is a space-time (co-)tangent index, and i = 0, 1, 2 is an internal index, labelling a basis in the so(2, 1) algebra. We will be working in a spacetime of signature (− + +), so that we raise and lower internal indices using the flat metric η ij = diag[− + +]. The action is then given in terms of the triad and the field strength
Where G is a (rescaled) Newton constant. We can perform the usual hamiltonian analysis, by choosing x 0 as the evolution parameter and x a = (x 1 , x 2 ), as coordinate of the initial surface. Then the action can be decomposed as 
The constraints are ǫ ab D a e i b = 0 and F i ab = 0. The first one generates the SO(2, 1) gauge invariance and the second one imposes flatness of the curvature. The length of a differential curve c :
We loop quantize the quantize the 3d theory [4, 10] in terms of a Hilbert space of quantum states Ψ(A), which are functionals of the connection, generated by the states of the form Ψ(A) = ψ(U α , . . . , U β ) where the U's are holonomies of the connection along lines α, . . . β
Here, the three matrices τ i are the generators of the algebra su(1, 1)
These are represented by anti-hermitian operators in unitary representations. As in the su(2) case, we can also introduce the quantities σ i = iτ i , which correspond to hermitian operators in unitary representations. We write the Casimir operator as
The field e . The length operator is obtained by inserting this operator in Equation (4).
We now compute the action of the length operator on a state, following [13] . For simplicity, we choose a state Ψ α (A) = ψ(U α ), with support on a single loop α, where α intersects c once. The generalization to states with support on arbitrary graphs presents no special complication. To diagonalize the length operator, we go to a spin network basis. This can be done by expanding the function ψ(U) on the unitary representations of SU(1, 1), using the Plancherel expansion formula. We refer to the Appendix for some simple facts on su(1, 1) representation theory, and to [11] for the complete theory. There are four series of representation entering the Plancherel formula. First, there are two series of continuous representations, denoted C 0 s and C 1/2 s where s a positive real number. In these representations, the Casimir operator (7) takes the value [11] 
Then, there are two series of discrete representations D + n and D − n , conventionally labelled by a half-integer n larger than 1. For these representations the Casimir is q n = n (1 − n) < 0.
If we write j = n − 1,the Casimir can be written as q = j(j + 1), as in the Euclidean case. We will use the letter N to indicate an arbitrary representation, and denote as R (N ) (U), τ i (N ) and q (N ) the representation matrices, the generators and the Casimir in the representation N. Notice that we have
A basis state is of the form
The derivative of the holonomy U γ (A) of the connection A along the line γ in the representation N is [12] 
where γ(s) and γ ′ (s) are two parts in which γ is split by the point s. We have thus the action of the length operator of a spin network state as
and this gives [13] 
Now, with the signature [− + +] we have chosen, L is real for spacelike curves. For positive q (N ) , we get a real length, that is spacelike character, and continuous eigenvalues. On the other hand, for negative q, we get imaginary length, that is a timelike character, and discrete eigenvalues. That is to say spacelike lengths ↔ continuous eigenvalues, timelike intervals ↔ discrete eigenvalues.
The conclusion would have been the same had we chosen the opposite signature, namely η = diag[+ − −]. In this case we would have obtained
which leads to the same conclusion.
Considerations
• One may wonder how the length operator may have eigenvalues that correspond to both signatures. Since we use the canonical formalism, the curve c lives on the initial value surface. If this is spacelike, how can the curve be timelike? The answer is that in the canonical formalism that we have considered we have never imposed the condition that the metric be spacelike on the initial surface. In fact, it is known that the canonical formalism is by itself rather flexible in this regard. In 4d, one usually breaks down the Lorentz group to a three dimensional rotation group. In doing so, one gauge fixes certain components of the tetrad to fixed values (with a well defined sign), and this forces the remaining components, which form the triad, to be spacelike. Nothing similar happens in the canonical formulation of the 3d theory that we have considered here. Therefore, unless one explicitly imposes so, the initial value surface has no pre-determined signature.
• We recall that the length, as the area in 4d, is not a gauge invariant operator, and its quantization has to be properly interpreted as an indication of the corresponding quantization of a suitable quantity defined intrinsically by the dynamical variables themselves, as physical geometrical quantities measured in the laboratory always are. In general, the simplest way to do so is to couple dynamical matter to the gravitational field and use this matter as a physical reference frame [14, 15] . This also explains how the rich structure given by the length operators can be read out from the relatively simple 3d theory, which is topological, and has only a finite number of physical gauge invariant operators. In other words, what we are really exploring here is the non-gauge-fixed level of the theory, which describes the gravitational field as seen by a physical reference system [16] .
• We do not measure lengths directly as numbers: numbers are given by ratios between physical length. For instance, by the number of times a rod fits into an interval. One may thus wonder whether the sign or the imaginary character of the interval has any importance by itself. The answer is of course not. The imaginary unit simply keeps track of the distinction between the two kind of intervals, which are fundamentally distinguished from each other by their relations, namely by the different way in which they fit into a Minkowski (or a locally Minkowskian) space. It is interesting to notice that these relations between intervals are in fact reproduced by the su (1, 1) representation theory. Spacelike and timelike interval sum among themselves differently, and this is reflected in the way direct products of representations can be decomposed. This works if we identify timelike intervals with discrete representation (plus or minus, according to future and past) and spacelike ones with continuous representations. This is illustrated in the Appendix. For instance, the sum of two future timelike vector can only be a future timelike vector. Accordingly, the direct sum of two representations in the D + n series contains only representations of the D + n series. This fact reinforces the idea that the discrete representations are naturally timelike and the continuous ones are "naturally" spacelike.
• As we mentioned at the end of the introduction, the result in this letter shows that in 3d there is consistency between spin foam [8] and loop results. The situation is then puzzling in 4d, where there is an apparent sign discrepancy between spin foam [5, 7] and loop [1, 2] results. Euclidean calculations may be misleading, and, thanks to the gauge fixing mentioned above, in 4d the interest has mostly been on the absolute value, and not on the sign, of quantum geometrical quantities. In our opinion, a detailed investigation of the signature of the area in the quantum regime, and a careful comparison of the spin foam and canonical results, would be of interest. The analysis of the canonical structure of general relativity as a constrained BF theory recently completed in [17] might be useful in this regard.
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SU(1,1) representations
The algebra su(1, 1) is the covering algebra of so(1, 2) and its representations replace su(2)'s when studying 2 + 1 Lorentzian gravity instead of Euclidean gravity. We are interested in the ones coming in the Plancherel expansion of a function over SU (1, 1) . These form the principal series of unitary representations. The generators of the algebra su(1, 1) are given above in (6). We write the operators H and
with the commutation relations:
The difference with su(2) is the minus sign in the second commutation relation. The Casimir operator (7) is
We can introduce a discrete basis as in su (2) representation theory and the action of the generators is then similar to the su(2) case
There are two series of continuous representations C ǫ s where ǫ = 0, 1/2 is the parity and s a positive real number. The Casimir is q = s 2 + 1/4 > 0 and the set of weights m is the integers or the half-integers depending on the parity of the representation. Then there are two series of discrete representations D ± n labelled by a half-integer n superior to 1. The Casimir is q = n(1 − n) < 0 and the set of weights m is n + IN for the positive series and −(n + IN) for the negative one.
Intuitively, a representation correspond to an equivalence class of a vector under the action of the Lorentz group, so that we get space-like vectors and past/future time-like vectors. The Casimir correspond to the length of the vectors. Thus discrete representations are naturally associated to timelike vectors and continuous ones to spacelike vectors. As mentioned in the text, this identification is reinforced by the analysis of the decomposition of the tensor product of two representations. This corresponds to adding up two vectors to give a third one. We have 
where n min = 1 and ǫ = 0 if n 1 + n 2 is an integer, n min = 3/2 and ǫ = 1/2 otherwise. Finally, a L 2 function over the group SU(1, 1) can be expanded in the Plancherel decomposition For more details on SU(1, 1) representation theory, see [11] .
