Abstract: Given an alphabet fa 1 ; : : :; a n g with corresponding set of weights fw 1 ; : : :; w n g, and a number L dlog ne, we introduce an O(n logn+n logw) algorithm for constructing a suboptimal pre x code with restricted maximal length L, where w is the highest presented weight. The number of additional bits per symbol generated by our code is not greater than 1= L?dlog(n+dlog ne?L)e?2 when L > dlog ne + 1, where is the golden ratio 1:618.
Introduction
An important problem in the eld of Coding and Information Theory is the Variable Length Code Problem Huf52]. A particular case of relevant interest is the Binary Pre x Code Problem. Given an alphabet = fa 1 ; : : :; a n g and a corresponding set of weights fw 1 ; : : :; w n g, the problem is to nd a pre x code for that minimizes the weighted length of a code string, de ned to be P n i=1 w i l i , where l i is the length of the code assigned to a i . This problem is equivalent to the following problem: given a set of weights fw 1 ; : : : ; w n g, nd a tree T that minimizes the weighted path length P n i=1 w i l i , where l i is height of the ith leaf of T. T must be chosen among all full binary trees 1 with n leaves. The equivalence is due to the fact that every binary pre x code can be represented by a full binary tree Eve79]. If the set of weights is sorted, this problem can be solved in O(n) by one of the e cient implementations of Hu man's Algorithm Huf52, Lee76, Ktj95] . Any tree constructed by Hu man's Algorithm is called a Hu man tree.
In this paper we consider the binary pre x code problem with restricted maximal length, that is, for a xed L dlog ne, we must minimize P n i=1 w i l i constrained to l i L for i = 1; : : : ; n. Gilbert Gil71] recommends to formulate this problem when the weights w i are inaccurately known. Choueka, Klein and Perl Cho85] suggest the use of length restricted codes to reduce the external path length P n i=1 l i . The objective is to allow space e cient decoding of optimal pre x codes without bit-manipulation. Zobel and Mo at Zob95] describe the use of word-based Hu man codes for compression of large textual databases. The application allows the maximum of 32 bits for each codeword. For the cases that exceed this limitation, it is recommended to use codes with length restriction. Some methods can be found in the literature to solve the Binary Pre x Code Problem with Restricted Maximal Length HuT72, Voo74, Fra93] . The rst polynomial algorithm is due to Garey Gar74] . The algorithm is based on dynamic programming and it has an O(n 2 L) complexity for time and space. Larmore and Hirschberg Lar90] presented the Package-Merge algorithm. This is an O(nL) algorithm that requires linear space. The authors reduce the original problem to a Coin's Collector Problem, using a nodeset representation of a binary tree. Turpin and Mo at Tur95] discuss some aspects about the implementation of the Package-Merge algorithm. Aggarwal et al: Agg94] have used Megiddo's parametric search paradigm Meg83] to obtain 1 In a full binary tree each internal node has exactly two sons.
an O(n p L log n + n log n) time algorithm. Currently, the fastest strongly polynomial time algorithm for the problem is due to Schieber Scb95] . This algorithm also utilizes a parametric search. However, it runs in O(n2 o( p log L log log n) ) time and requires O(n) space. These last two algorithms are based on a reduction of the Binary Pre x Code Problem to the Concave Least Weight Subsequence Problem Lar95] .
In this paper we present an approximative algorithm that constructs length restricted pre x codes. The algorithm is called WARM-UP and is based on lagrangean relaxation Ahu93], a powerful technique used to solve some important problems in Combinatorial Optimization. The worst case complexity of the algorithm is given by O(n log n + n log w) , where n is the number of weights and w is the highest weight. The algorithm requires O(n) space and can be implemented in-place Mil97b] by using the Hu man procedure presented in Ktj95] .
The rst parametric search proposed in Agg94] is similar to the WARM-UP approach introduced here. Nevertheless, from a lagrangean point of view, the former approach uses only one lagrange multiplier, whereas the later uses a varying number of nonzero lagrange multipliers throughout the WARM-UP process. Furthermore, Aggarwal's algorithm solves a sequence of Concave Least Weight Subsequence Problems, while our algorithm constructs a sequence of Hu man trees.
Due to the simplicity of Hu man's procedure, the WARM-UP ALGORITHM has a small constant factor in its O(n log n + n log w) time complexity. Furthermore, the Warm-up can take advantage of improvements in Hu man's procedure, as the recently one proposed by Mo at and Turpin Mof97].
The paper is organized as follows. In section 2, we give an integer programming formulation to the problem, and develop the theoretical background needed to justify our algorithm. In section 3, we address the special case of constructing a Hu man tree with height exactly equal to L, given that the Hu man tree with maximum height has height greater than L, and the Hu man tree with minimum height has height smaller than L. In section 4, we introduce the WARM-UP ALGORITHM. A detailed analysis of the approximation and the complexity of the algorithm is presented. Finally, in section 5 we present some conclusions and comments on the implementation aspects of the algorithm and other applications of this approach.
The Lagrangean Approach
Our approach is based on an integer programming formulation to the problem Fra93].
Given a sequence of n integer weights w 1 : : : w n and a length L dlog ne the problem is to nd a sequence of n integers l 1 ; : : : ; l n that minimizes 
We call this problem P L . The restriction P n i=1 2 ?l i = 1 is satis ed if and only if l 1 ; : : : ; l n are the heights of the leaves of a full binary tree with n leaves Eve79]. In mathematical programming terms we say that P L is a primal problem Min93].
Since w 1 : : : w n , then there is a solution where l 1 : : : l n . Throughout this work we use this fact. For convenience, we use S n to denote the points with integer coordinates that satisfy P n i=1 2 ?l i = 1 and we use h(T) to denote the height of a tree T. Now, we can establish a su cient condition for the sequence of integers l i ; : : :; l n to be a solution to problem P L , for the given set of weights w 1 ; : : :; w n . (a): Since l corresponds to the heights of the leaves of a Hu man tree for the weights w 1 + i ; : : :; w n + n , it follows that
The Lagrangean Relaxation
(w i + i ):l i for all l 2 S n Subtracting the expression P n i=1 i :L from both sides of the inequality, we obtain
and therefore L(l; ) L(l; ) for all l 2 S n :
Conditions (b) and (c) follow immediately from the theorem hypothesis. This result shows that l is a global optimum to problem P L .
Finding the Multipliers
Theorem 1 suggests a simple way to solve problem P L . Find multipliers 1 ; : : :; n such that the Hu man tree for the modi ed weights w 1 + 1 ; : : : ; w n + n have height equal to L, and all the leaves associated to the e ectively modi ed weights w i + i , with i > 0, are arranged at height L. This Hu man tree is an optimal pre x code tree with height restriction L.
As an example, let us consider the set of weights W = f1; 1; 2; 3; 5; 8; 13g. A natural question appears: how to choose these multipliers ?. Our approach to choose these multipliers is to select a value x with w 1 < x < w n and set i = maxf0; x ? w i g:
Then, we use a test to verify if the chosen set of multipliers, de ned by x, is adequate. Let w x be the new set of weights obtained through this perturbation. Observe that w x = (maxfw 1 ; xg; : : :; maxfw n ; xg). Let T x be a Hu man tree for the set w x . If h(T x ) = L, then we are close to the conditions of theorem 1. That is true because x is the lowest weight of set w x , and leaves with equal weights are always arranged in consecutive levels in a Hu man tree Vit87], in this case levels L and L ? 1.
One question arises: how to select x ? The following theorem shows that if we increase the value of the parameter x, then the height of tree T x cannot increase. This monotone property suggests that we can determine an adequate value for x through a convenient binary search.
Let us de ne T ? x as a Hu man tree with minimum height for the set w x , and T + x as a Hu man tree with maximum height for the same set. Schwartz Sch64] shows how to construct both of these trees.
Theorem 2 WARM-UP Theorem Let s; t be two real numbers with 0 < s < t. Then, we have that h(T Let k be the greatest integer value such that Maxfs; w k g = s and letk be the greatest value such that Maxft; w^kg = t. Without loss of generality, we can choose h andĥ such that h i h i+1 andĥ i ĥ i+1 for i = 1; 2; ; n ? 1 .
Adding inequalities (3) and (4) we obtain that (t ? s):
Since we havek equal weights in the tree T + t , it follows Vit87] thatĥ 1 ĥ i ĥ 1 ? 1 for i = 1; ;k.
The highest height in an optimal tree is associated to the lowest weight. Hence, it follows that h 1 = h(T ? s ) andĥ 1 = h(T + t ). Now, let us suppose for absurd thatĥ 1 > h 1 .
In this case we have thatĥ i h i for i = 2; ;k, becauseĥ i ĥ 1 ? 1 h 1 h i .
Under this condition, inequality (5) 
Well Numbered Trees
The WARM-UP theorem allows us to search for an appropriate value for x by performing a binary search on the interval (w 1 ; w n ). If for a given x, h(T ? x ) > L, then we must increase x. On the other hand, if h(T The tree in gure 2 is well numbered. Each number is drawn at the right side of the node. Now, we state three key properties concerning the well numbered trees.
Proposition 1 Let y 1 ; : : : ; y 2n?1 be the nodes of a well numbered tree T. Furthermore, let y i 1 and y i 2 , with i 2 > i 1 be the two children of node y i , and let y i 3 and y i 4 with i 4 > i 3 be the two children of node y i+1 . Under these assumptions, we have that i 2 = i 1 + 1; i 3 = i 2 + 1 and i 4 = i 3 + 1. First, we prove that i 2 = i 1 + 1. Assume that i 2 > i 1 + 1. Let z be the node with number i 1 +1. It follows that the parent of z has number not smaller than the parent of y i 1 and number not greater than the parent of y i 2 . Hence, the parent of z has number i, what contradicts the fact that each internal node has only two children. The proof that i 4 = i 3 + 1 is analogous and the proof that i 3 = i 2 + 1 follows by the same arguments already used.
Proposition 2 Let y 1 ; : : :; y 2n?1 be the nodes of a well numbered tree T with corresponding heights l 1 ; : : : ; l 2n?1 . Then, 0 l i ? l i+1 1 for i = 1; : : : ; 2n ? 2.
First, let us prove that l i+1 l i for i = 1; ; 2n ? 2. It follows from properties (b) and (c) that y 2n?1 is the heaviest node and hence the root of T. Hence, the result holds for i = 2n ? 2 . Let us assume by induction that the result is valid for i > p and then we prove it for i = p. Observe that the parent of y p has number smaller or equal to the number of the parent of y p+1 . It follows by induction that the parent of y p has a height not lower than the height of the parent of y p+1 . Since a parent's height is exactly one unity lower than the height of its children, the result holds for i = p. Now, suppose that l i > l i+1 + 1 for some i. Proposition 3 If T is well numbered, then T is a Hu man tree.
It follows from proposition 1 that the tree T has the sibling property, de ned by Gallager Gal78] . Therefore, T is a Hu man tree.
The Stopping Condition
Now, we prove that there is a value x, such that h(T x ) = L. This proof gives an intuitive idea about the e ects in the tree generated by changing the parameter x.
Theorem 3 If h(T ? w 1 ) > L dlog ne then there is a rational number x=p/q, with q n and w 1 < x < w n , such that h(T x ) = L.
Observe that T ? w 1 is the Hu man tree for the original set of weights, since maxfw 1 ; w i g = w i for i = 1; : : :; n. Let us assume that T ? w 1 is well numbered. In the section 3 we show how to construct such a tree. We use y i to denote the node with number i, i to denote the weight of node y i and n i to denote the number of descendent leaves of node y i with weight x. We de ne n i = 1 when y i is a leaf with weight equal to x. We also de ne i by i = ( i+1 ? i )=(n i ? n i+1 ).
The well numbered tree in gure 2 is a T x tree, with x = 1:5. For this tree, we have n 1 = n 2 = 1, n 4 = n 7 = n 11 = n 13 = 2, and the others nodes have n i = 0. We also have that 1 = 0, 2 = 0:5, 4 = 0 and so on. Now, we prove that one of the trees obtained by the following algorithm is a T x tree with h(T x ) = L.
x w 1 T T ? Update all internal node weights to assure that a parent weight is equal to the sum of its children weights.
In T interchange 2 the subtrees with roots y i and y i +1 Assign number i to y i +1 and number i + 1 to y i x x + i Until I = ;
We divide the algorithm correctness proof into six parts. For the initial tree, the result follows from the hypothesis under T ? w 1 . When the algorithm adds i to the leaves with weight x and after updating the internal node weights, we still have j j+1 for j = 1 : : : ; 2n ? 2, since i is the minimum value necessary to produce a tie between the weights of two nodes with consecutive numbers. Therefore, items (c) and (d) of de nition 1 hold. On the other hand, by interchanging the two chosen subtrees and also its corresponding root node numbers will also ensure items (c) and (d).
(Part b) In each cycle, the tree T is a T x tree for the current value of x. It follows from (Part a) and proposition 1 that each tree T is a Hu man tree. Thus, we must prove that the weights of the leaves of T are given by maxfw 1 ; xg; : : :; maxfw n ; xg for the current value of x. The leaves of the initial tree have these weights. Let T m and x m be respectively, the tree T at the beginning of the mth cycle and the value of x at the beginning of this same cycle. We assume that the weights of the leaves of T m are given by maxfw 1 ; x m g; : : :; maxfw n ; x m g and then we prove that the weights of the leaves of T m+1 are given by maxfw 1 ; x m+1 g; : : : ; maxfw n ; x m+1 g. We can suppose that w i x m < w i+1 . If x m+1 w i+1 , then the result clearly holds. On the other hand, if x m+1 > w i+1 the result doesn't hold, since T m+1 would have a leaf with weight w i+1 < x m+1 . However, if x m+1 > w i+1 , then the integer i chosen during the mth cycle is such that i = (x m+1 ? x m ) > (w i+1 ? x m ). Let y j be the node of tree T m such that j+1 = w i+1 . Since j x m , we have that j w i+1 ? x m . It follows that i would not belong to I and as a consequence the case x m+1 > w i+1 is not possible.
(Part c) Node y i +1 is always a leaf. First, let us assume that y i is a leaf and that y i +1 is an internal node. In this case n i = 1, otherwise i would not have been selected because n i = 0 n i +1 . As a consequence we get that i = x. The two children of y i +1 have numbers no greater than i . Therefore, these children must have weights x, otherwise we contradict either item (c) of de nition 1 or the result of (Part b). Hence, n i = 1 < 2 = n i +1 and i would not belong to set I. Now, let us assume that y i and y i +1 are both internal nodes. Let y i 0 ; y i 0 +1 be the sons of y i and y i 0 +2 ; y i 0 +3 be the sons of y i +1 . It follows from the de nition of i that i 0 + i 0 +1 + (n i 0 + n i 0 +1 ): i = i + i :n i = i +1 + i :n i +1 = i 0 +2 + i 0 +3 + (n i 0 +2 + n i 0 +3 ): i . We also have that i 0 + i :n i 0 i 0 +1 + i :n i 0 +1 i 0 +2 + i :n i 0 +2 i 0 +3 + i :n i 0 +3 , otherwise there would be a node y j with n j > n j+1 such that j < i . To satisfy the two previous expressions we must have that i 0 + i :n i 0 = i 0 +1 + i :n i 0 +1 = i 0 +2 + i :n i 0 +2 = i 0 +3 + i :n i 0 +3 . Since n i > n i +1 , n i = n i 0 +n i 0 +1 and n i +1 = n i 0 +2 + n i 0 +3 , then either n i 0 > n i 0 +1 or n i 0 +1 > n i 0 +2 or n i 0 +2 > n i 0 +3 . Hence, there is an index j with i 0 j < i 0 + 3 i, such that n j > n j+1 and i = j . This contradiction establishes the result. (i) There are n leaves in T, each leaf assigned with a di erent number. Thus, M P n j=1 j = (n 2 ? n)=2 and M P 2n?1 j=n j = (3n 2 ? n)=2.
(ii) In order to prove this item, we just need to show that I 6 = ; whenever M > (n 2 ?n)=2. If the sum of the numbers assigned to the leaves of T is greater than n(n ? 1)=2, then there is a leaf with number k, such that k > n. Since each number in the set f1; : : :; 2n ? 1g is a assigned to a node, then there is a node with number smaller than n.
It follows from item (d) of de nition 1 that the parent of y 1 is the internal node with minimum number. Let m be the number of y 1 's parent. We have that m < n < k and n m 1. Since k m > x and y k is a leaf, then n k = 0. As n m > n k , there exist an index i with m i < k, such that n i > n i+1 . Hence, the set I is not empty.
(iii) It follow from Part (c) that y i +1 is a leaf. If y i and y i +1 are leaves, then the value of M remains the same. On the other hand, if y i is an internal node, then the value of M decreases by exactly one unity, since we interchange the numbers.
(iv) First, we show that in no more than n cycles y i is a leaf. If y i is a leaf then i = x, otherwise n i = 0 n i +1 . Furthermore, i +1 > x, otherwise n i +1 = 1 = n i . In this case the value of x is updated to x + i +1 ? i = i +1 . Hence, the number of leaves with weight x is increased by one unity. Therefore, this case can happen in no more than n cycles, otherwise we would obtain a tree with more than n leaves.
When y i is an internal node, the value of M decreases by one unity. Since n. Let l j be the height of a generic leaf y j . We have that the parent of y 1 has height l 1 ? 1 and number greater than n. It follows from proposition 2 that the height of any leaf y j satis es l 1 ? 1 l j l 1 . Therefore, all the leaves of T are arranged in consecutive heights. Hence, h(T) = dlog ne. height greater than L and after each cycle the height of T does not decrease by more than one unity, then the algorithm must obtain a tree T x with height exactly L in no more than n 2 + n. Furthermore, (Part f) assures that x is a rational number p=q with q n.
This result allows us to stop searching for a value x when the length of the search interval is smaller than 1=n 2 , since there is only one rational with denominator less than n in such interval, and it can be easily determined.
The Procedure Ties
Before describing our algorithm we must consider rst a special case, the one where
x ) < L and h(T + x ) > L: For the same set of weights it is possible to exist more than one Hu man tree. This happens because when constructing the tree, Hu man's algorithm faces alternative choices on how to choose a node when there is more than one node with minimal weight.
Searching for an adequate value for x, we can face a situation where h(T ? x ) < L and h(T + x ) > L. If we increase x, then the new tree gets a height smaller than L. On the other hand, if we decrease the value of x, then we obtain a tree with height greater than L. Theorem 2 guarantees this fact. Since we have already shown that there is always a value x such that h(T x ) = L, then the current value of x is the one we are looking for. In this case, we can construct a Hu man tree with height exactly L for the current set of weights.
The trees in gure 3 are T 3 trees for the weights 1; 2; 4; 6; 10; 16; 26. The left tree is a T + 3 tree and its height is 6, while the right tree is a T ? 3 tree and its height is 4. If we have been trying to nd a T x tree with height 5, we would face the special case adressed in this section. Let us consider the well known Lee76] implementation of Hu man's algorithm that uses a stack S to store the leaves of the tree, and a queue Q to store the internal nodes. At start, Q is empty and S contains the leaves of the tree sorted by weights, such that the leaf with lower weight is located at the top of S.
During the main step of this implementation, the weight of the leaf at the top of S is compared to the weight of the internal node at the head of Q. The node with smaller weight is selected. After the selection of two nodes, a new internal node is created. This new node is the parent of the selected nodes, and it is inserted at the tail of Q. Observe that whenever a node is selected, it is removed either from the top of S or from the head of Q. The main step is executed until S is empty and Q contains only one node.
We say that a tie occurs whenever a leaf at the top of S has the same weight as an internal node at the head of Q. If we choose a leaf whenever a tie occurs, we obtain a Hu man tree with minimum height. On the other hand, if we always choose an internal node, we get a Hu man tree with maximum height Sch64].
Procedure Ties Description
Let T ? be a Hu man tree with minimum height and let T + be a Hu man tree with maximum height. Both of these trees having the same set of weights. The procedure Ties constructs a Hu man tree with height L when h(T ? ) < L and h(T + ) > L.
The procedure performs a binary search on the integers 1; : : :; 2n ? 2. For each selected integer k, it constructs a Hu man tree T k using the implementation described above with an additional re nement: choose a leaf on each one of the rst k ties and then choose only internal nodes on all subsequent ties. If it obtains the tree with height L, then the procedure ends. If the obtained tree has height lower than L, then the binary search proceeds with a decreased value of k. Otherwise, the binary search proceeds with an increased value of k.
Ties Correctness
Let us suppose that procedure Ties produces also a numbering of the nodes as follows. Number 1 is assigned to the rst node removed either from the top of S or from the head of Q. Number 2 is assigned to the second removed node, and so on. It is easy to see that the constructed tree is well numbered. Now, let y i denote the node with number i in T k , with corresponding weight and height given by i and l i respectively. Let us also assume that p is the number of the internal node selected when the (k + 1)-th tie occurs, and that q is the number of the rst leaf selected after node y p . Observe that p = p+1 = : : : = q since the (k + 1)-th tie was between nodes y p and y q and T k is well numbered. Furthermore, it follows from property 2 that l p l p+1 : : : l q l p ? 1. Under these assumptions, the following steps are performed to obtain T k+1 from T k . 
Ties Complexity
The binary search tries no more than dlog(2n ? 2)e values for k. As we spend O(n)
to construct an optimal tree if the frequencies are already sorted, we have that the procedure spends an O(n log n) time in the worst case.
4 The WARM-UP ALGORITHM Finally, we describe the algorithm. A pseudocode for it is given below. Observe that the algorithm rst constructs a Hu man tree for the given set of weights. If this tree has height not greater than L, then the algorithm halts since this tree solves our problem. Otherwise, the algorithm performs a binary search on the interval (w 1 ; w n ). For each selected value x, it constructs the Hu man trees T ? The binary search also stops when the length of the searching interval is smaller than 1=n 2 . Whenever this happens, the algorithm nds the unique rational number p=q with q n in the last searching interval. Using this value of x, the algorithm builds a T x tree. This follows immediately from theorem 3.
Approximation Error
In the previous section we proposed a method to construct a pre x code tree T x with height L. This tree is not necessarily an optimal pre x code tree with restricted maximal height L. Now, we give an upper bound for the error of the code induced by this tree. Let us de ne this error by
where l i is the height of ith leaf of an optimal pre x code tree with restricted maximal height L, l i is the height of ith leaf of the tree T x constructed by WARM-UP ALGORITHM and p i is the probability of symbol a i , that is given by w i =( P n j=1 w j ). The value P n i=1 p i l i is the average code length, and it represents the average number of bits used per symbol. In order to bound , we state an useful lemma.
Lemma 1 Consider the weights w 1 : : : w n . For these weights, let l 1 ; : : :; l n be the lengths of the code induced by a T x tree with height L. Let 
Complexity
In Phase 0, the algorithm spends an O(n) time to construct the Hu man tree since the weights are already sorted. In Phase 1, the algorithm can spend an O(n log(n 2 :w n )) time in the worst case. That is true because in every cycle the length of the search interval is divided by 2. Hence, in no more than dlog n 2 :(w n ? w 1 )e steps we have sup ? inf 1=n 2 . Moreover, during each cycle we spend an O(n) time to determine both a Hu man tree with minimum height and a Hu man tree with maximum height, for the current set of weights. In phase 1, the algorithm can also execute one call to procedure Ties. However, that does not a ect the time complexity, since it represents an additional e ort bounded by O(n log n).
If the algorithm reaches Phase 2, it spends an O(n) time to nd the adequate rational number p=q. Therefore, we conclude that the WARM-UP ALGORITHM has an O(n log n + n log w n ) worst case time complexity.
By using Mo at's approach Mof97], the WARM-UP time complexity can be easily reduced to O(n log n + r log(n=r) log w), where r is the number of distinct weights in the given set of weights.
Limitations
Theorem 1 shows that if all the leaves with weight x in a T x tree have height L, then T x is an optimal code tree with restricted maximal height L. Unfortunately, for some sets of weights there is no such x. For instance, consider L = 3 and the set of weights given by f1; 1; 1; 13; 15g. Observe that, in the tree topology of picture (b), not all the leaves with weight less than 5 have height 3. Moreover, the average code length for this tree is 2.064. On the other hand, this measure is equal to 2.032 for the optimal code tree exhibited in gure 4.(c).
One could ask what happens, if we choose the multipliers in a di erent way. For the set of weights presented in gure 4, it has been proved Lab97] that the optimal code tree can not be obtained, even though we try all the sets of multipliers.
Conclusions
The algorithm introduced in this paper is very easy to implement, since it consists of successive constructions of Hu man trees. Furthermore, the experiments reported in Mil97b] suggest that the WARM-UP algorithm is a very good choice when constructing length restricted pre x codes for large alphabets, if we consider time and space requirements. The value log w n that appears in the worst case complexity is lower than 40 ( w n 10 12 ) for practical purposes and the constants involved in the complexity are smalls, since there is a lot of very optimized implementations of Hu man trees. In order to improve its time e ciency, the algorithm can be executed until the average code length di erence is smaller than a given acceptable error . An upper bound for can be obtained after the construction of each tree T x by using the value of the dual function.
Furthermore, we believe that the techniques developed here can be useful to address the problem of constructing optimal pre x codes satisfying other kinds of constrains.
