Abstract-A decomposition-aggregation scheme for reduction of dimensionality for a class of 2-D systems is introduced. This method, which is based upon the extension of the singular perturbation method in two dimensions, is used to decompose the original 2-D system into two reduced-order 2-D subsystems. These reduced order subsystems are shown to effectively capture the dynamical behavior of the original full-order system. Two numerical examples are provided that indicate the effectiveness of this method when used in image modeling applications.
I. INTRODUCTION P ARAMETRIC representation of images involves fitting an appropriate autoregressive (AR) or autoregressive moving average (ARMA) model to the image that would realize the given covariance function or equivalently the spectral density function of the relevant image. The mismatch between the covariances generated by the model and those of the original image field can be reduced by increasing the order of the model. On the other hand, the principle of parsimony precludes the use of a model having a large number of parameters. It is, therefore, desirable to develop a model reduction scheme that can be applied to the original full-order model to obtain the relevant reduced-order models that preserve the stability and correlation properties of the original system. These reduced-order subsystems can then be used in place of the full-order system for synthesis and analysis problems.
Model reduction for 2-D systems described by state-space formulations has been considered in a number of recent papers [1]- [6] . Jury and Premaratne [l] extended the 1-D model reduction technique of Badreddin and Mansour [2] to the 2-D case. However, unfortunately, in contrast to the I-D case, in the 2-D extension the stability of the reduced-order system is not generally guaranteed even for a stable full-order system. Lu, Lee, and Zhang [3] developed a model reduction method using a generalized balanced realization that exploits the properties of the reachability and observability Grammians. For a balanced realization these Grammians provide K. Khorasani is with the Department of Electrical and Computer Engineering, Concordia University, Montreal, Quebec H3G lM8, Canada.
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measure of couplings of input-to-state and state-to-output. The effects of weakly coupled states are ignored in this method. In the method proposed by Zilouchian and Carroll [4] , structure transformations are applied to the full-order system to reduce the number of vertical and horizontal states separately. The transformation matrices are determined such that the error between the outputs of the full-order and reduced-order systems is minimized. Balanced realization is suggested to provide a good minimization procedure. More recently, Premaratne et al. [5] have extended their method to the 2-D multi-input multi-output case. In [6] , they have obtained new results on the stability, minimality, and Grammian computation for separable 2-D systems.
In our earlier work [7] , [8] , the singular perturbation method was used for order reduction of I-D and 2-D dynamic models of images. In [7] , this method is employed to derive a reduced-order strip Kalman filter for image restoration applications. The idea of applying singular perturbation for 2-D model reduction was first reported in [8] and then later extended in [9] and [10] .
The methodology for model reduction is greatly dependent on the particular choice of model description. In this paper, a new approach for model reduction is presented for a class of 2-D systems described by finite-order 2-D causal difference equations with strong-weak coupling effects within their region of support (ROS). This approach, which is based upon the extension of the singular perturbation methodology, exploits the strong -weak coupling effects between a group of pixels within the ROS to obtain a 2-D image model in singularly perturbed form. This model is arranged into a 2-D state-space realization with "two-time-scale" property (to be specified later; see also [1] and [2] ). This property is then used to capture the aggregated effects of the weakly correlated states (pixels) on those strongly correlated ones and hence obtain 2-D reduced-order models, which perform very closely to the original 2-D full-order system. This is accomplished by using the decomposition-aggregation capabilities of the singular perturbation method. This model reduction scheme is used to decompose 2-D systems into slow and fast 2-D subsystems associated, respectively, with the strongly and weakly coupled state variables. The 2-D reduced-order models preserve the dynamic properties of the original 2-D full-order system. Two numerical examples are given, which demonstrate the usefulness and utilities of this method for image modeling applications. The results are compared with those obtained using a conventional image data compression scheme, namely, the Karhunen -Loeve (KL) transform. due to the fact that part of the dynamics of the system is lost in the process of truncation (degeneration).
The main crux of the singular perturbation technique is to effectively utilize the simplicity offered by the order reduction and simultaneously recover the lost dynamics. To show the utility and effectiveness of this method for 2-D image model reduction, we need to put system (1) into a standard singularly perturbed form. To this end, let us define the following vertical state variables along the right-hand boundary by are strongly correlated with the present pixel y(m, n), and those in W 2 are weakly correlated with y(m, n). These strong-weak coupling effects between the pixels in the ROS exist due to the local spatial activities within an image. The partitioned ROS is shown in Fig. 1 
Propagating xrs along the vertical direction gives
where E is a positive real number greater than zero and normally very much less than one. The choice of the perturbation parameter, E, is discussed in Section III, The above definitions confirm the fact that the pixels in region WI are highly correlated to y(m, n) as their corresponding coefficients are of order I, whereas the pixels in region W 2 are weakly correlated to y( m, n) and their coefficients are of order E, E2 , ••• , E2 M -N when their spatial diagonal distances from y(m, n) are respectively N + 1, N + 2,' . " 2M (see Fig. 1 ). The system described by (1) is now in a 2-D singularly perturbed form in the sense that by formally setting E = 0, the order of the system is reduced from M x M to N x N. Note that this is different from a regular perturbation problem in the sense that in a regularly perturbed system the order of the system is unchanged when the perturbation parameter is neglected. This is not the case for system (I) . By neglecting the perturbation parameter in (I) the reduced-order (truncated) 2-D system becomes (3) where Although the reduced-order system (3) provides computational simplicity, it will not generally be able to give a complete representation of the system characteristics. This is
The first and second terms in (6a) can be written in terms of This process continues up to the last state variable, for which x~'s as we get
The horizontal state variable x~can be propagated to give 
Replacing for ytm , n) from (6a) yields
where an: = ai.Oa O.} + E'-I a, r: k = 1,2, "'. (9h)
A similar procedure can be applied to all x;'s.
The expression for x~(m + I, n) is
and "t" denotes transposition. 
Again using (6a), we obtain
subsequently in Section III. The matrices in model (12) 
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The 2-D state-space model (12) is now in singularly perturbed form. By setting the singular perturbation parameter E to zero, the effects of weakly coupled pixels in region W 2 are totally ignored and as a consequence the order of the model (12) reduces from M X M for the entire region W to N x N corresponding to region WI' However, this reducedorder system does not usually capture the essential characteristics of the full-order model (12). In the following sections a (15c) decomposition-aggregation strategy is introduced for 2-D singularly perturbed systems, which provides a tool for obtaining reduced-order 2-D subsystems that closely capture the dynamics of the original 2-D full-order system.
III. FAST-SLOW DECOMPOSITION IN 2-D STATE-SPACE MODELS
The first step in the process of model reduction using the singular perturbation scheme is to decompose the eigenvalues of matrices A I and A 4 into fast-slow parts. That is, given exist, which block diagonalize matrices A I and A 4' respectively, such that the 2-D system (12), a similarity transformation is applied to the system such that matrices A I and A 4 are block diagonalized. Through this procedure the inherent dynamic separation becomes more evident. Definition 3.1: Given the matrix A I (or A 4 ) corresponding to the horizontal (or vertical) state, an eigenvalue is defined as "slow/fast" if its magnitude is close to the boundary /origin of the unit circle (see also [1] for similar definitions).
• Definition 3.2: The horizontal (or vertical) state associated with the "slow/fast" dynamics is referred to as "slow/fast" state (see also [1] ).
• The clustering in eigenvalues of A I and A 4 matrices is caused owing to the strong-weak coupling effects in the ROS of the image model. The slow eigenvalues of A I and A 4 correspond to the strongly coupled states while the fast eigenvalues are associated with the weakly coupled states. Now, let us assume that the eigenvalues are clustered into two distinct sets of nsand nf for matrix A I and m sand mf 
Under the above conditions there will exist bases in R M such that both matrices A I and A 4 are block diagonalizab1e. This is discussed in the following lemma derived from the results in [12] .
Lemma 3.1: Assuming that the eigenvalue clustering conditions above are satisfied, similarity transformation matrices of the form
(22b) 
: Bfl EBr;
If T I and T 2 are chosen as in Lemma 3.1, the transformed 2-D state-space equations are it is well known that the Lyapunov type equations (24) into the slow and fast eigenvalues of A f and A (, respectively, and the similarly transformation matrix T 2 partitions the eigenvalues of A 4 into the slow and fast eigenvalues of A~and A{, respectively. Note that the perturbation parameter E can be interpreted as representing a gap between the largest of the fast eigenvalues and the smallest of the slow eigenvalues. The ratio between these two eigenvalues has been used in practice [13] for quantifying E. For the 2-D case we can use
and
(27)
Then set E: = Max (E l' E 2) . Note that the estimates given by (23a) and (23b) would guarantee the existence of a convergent solution to the Riccati-type equations. This is to be distinguished from the perturbation parameter used in (2), or equivalently defined in (26) and (27). To clarify this point, if we are given only state equation (12) without an explicit definition of E, then we would use equations (26) and (27) to define E as the gap between the fast and slow eigenvalues. This happens to be the situation we have for the two numerical examples in Section VI. Once E is defined this way, we then check (23a, b) to ensure that solutions to the Riccati-type equations do exist. In the numerical examples in Section VI, the exact solutions have actually been obtained in a few iterations, which suggests that conditions (23a) and (b) are indeed satisfied. We can now state the main result of this section in the following lemma.
As already discussed the aggregation is accomplished by replacing the original fast states with their new fast variables which simply represent the deviation of the fast states from their quasi-steady-state values. But let us first define the term "quasi-steady-state" properly.
Definition 4.1: The quasi-steady-states X hf and xvf are defined from the full-order system by allowing no propagaresponse of system (30) contains contributions from both the fast variables as well as the slow variables. Similarly, the fast response of system (30) contains contributions from both the fast variables as well as the slow variables. The fast variables themselves contain a pure fast part that characterizes the "fast transient" and a slow part, which is referred to as the "quasi-steady-state" (see Definition 4.1). In order to accomplish dynamic separation and subsequently model reduction without losing the effects of the corresponding fast dynamics in the reduced-order slow subsystem, the effects of the quasi-steady-states are incorporated into the slow dynamics. This is achieved by defining new fast variables that represent the pure fast variables (or fast transients) by removing the quasi-steady-state parts from the fast variables and then aggregating these quasi-steady-state parts into the slow variables. Interestingly enough, if the dynamics of the pure fast subsystem is asymptotically stable the effect of the fast transients on the slow subsystem would vanish quickly. This can be seen from the numerical examples in Section V. Note that the difference between the response of the original full-order system with f = 0 and that of the slow subsystem is that the latter response has embedded in it the aggregated effects of the fast variables (the quasi-steady-state parts).
Let us first rearrange the 2-D full-order system (30) such that the slow horizontal and vertical states, and also the fast horizontal and vertical states, are grouped together. This yields
XVf(m, n + 1)
IV. MODEL REDUCTION AND AGGREGAnON FOR SINGULARLY PERTURBED 2-D SYSTEMS
A singularly perturbed system exhibits, in general, a multitime-scale behavior characterized by the presence of both slow and fast dynamics in the system response. The slow
Proof" The proof follows from the results obtained in
[9] and [10] . Note that in Remark 3.1 it was pointed out that M I and M z are D(E) matrices. Thus the terms Bf,M z, Bf3M" Cf,M" and Cf3Ml are D(E) matrices implying that EBG., EB~, EC{z, and EC~are also D(E) matrices.
• So far the eigenvalues of matrices A I and A 4 are decomposed into the fast and the slow eigenvalues via the application of the block diagonalizing transformations T 1 and T z in (16). In contrast to the l-D case [12] , where the block diagonalizing transformation would lead to an exact dynamic separation and hence an exact model reduction, in the 2-D case these transformations by themselves would not result in a dynamic separation or model reduction as evident from the state matrix in system (30). Nonetheless, these transformations result in dynamic separation along each direction independently, i.e., the dynamics along the horizontal and vertical directions alone are separated as evident from the upper left and lower right blocks in the state matrix of system (30).
In the next section a method is introduced that can be used to effectively reduce the general transformed 2-D system (30) into two reduced-order 2-D subsystems associated with slow and fast dynamics. 
(4Ia)
Using (33) and (38) we have
where [1/ E I is the largest integer ::5 1/ E. We assume that the input is slowly time varying in the slow-time-scale, so that
in the fast-time-scale. Furthermore. we assume that the slow variables X hs and X ,'s remain constant during the fast transients in the fast-time-scale. which implies that Xh/(k + I. I) = Xhf(k. I) and ,y'I(k, 1 + I) = XUI(k, I) (since they contain only slow variables). We are now in a position to obtain the fast subsystem. The dynamics of the new pure fast variables Zhl and zv/ are specified from (38) in the fast-time-scale by
It is a standard procedure in the singular perturbation literature to express the slow subsystem in the "slow-time-scale" and the fast subsystem in the "fast-time-scale" [14] . Here we have kept the work ., time" for the sake of conformity with literature, although strictly speaking due to the nature of 2-D systems the word "space" would have been more appropriate. The system (12). and (30), are both expressed in the slow-time-scale. To construct the fast subsystem we need to define a fast-time-scale. This is done by relating the slow-time-scale m and n to the fast-time-scale k and 1 [14] using which is equivalent to treating the fast states as bcing "frozen" in the appropriate directions.
• From the Definition 4.1 of the quasi-steady-states Xhf and xvi one gets
Now, using (34a) and (b), the quasi-steady-states X hl and X vi of the fast variables may be expressed in terms of the slow states and the input by
and Now, using (34a) and (b), Equations (41a) and (b) yield the fast subsystem given by
The solution of Zhl( k, I) and zvl( k, I) from the fast subsystem may now be used as a correction to the quasisteady-states Xhf and xvi for a uniform approximation of X hi and X vi. The application of change of the fast variables using (38), which represent translations in these states, results in the aggregated full-order system. The result is presented in the following lemma.
Lemma 4.1: Under the assumption of the slow time-varying of the input, and that the slow variables remain constant during the fast transients in the fast-time-scale, the complete aggregated state equations for the full-order system (33) in terms of the new fast variables can be expressed as 
Proof' The proof follows along the results outlined above (also see [7] and [8] for more details).
• As can be seen from (43), the slow part of state is now dependent on the prior slow states and the pure prior fast states. The fast part of state is not externally excited and since the eigenvalues of A { and A { matrices are located in a cluster close to the origin of the unit circle, the fast dynamics decay quickly. We are now in a position to define the reduced-order 2-D slow and fast subsystems.
2-D Slow Subsystem:
The reduced-order 2-D slow subsystem is obtained by neglecting the O(E) fast terms EBG Z vi and EC{2 Zhl in (43) (representing the weak external interconnections between slow and fast subsystems). This subsystem, which represents the dominant part of the response and captures the dynamics of the strongly correlated pixels, is given by
where the notation X hs and XVS are used instead of x» and x vs to distinguish the response of (45) from that of (43). The discrepancy between the full-order model (33) and the reduced-order slow subsystem (45) is characterized by the fast subsystem obtained from (43) as the following.
2-D Fast Subsystem:
The fast subsystem which has captured the dynamics of the weakly correlated pixels is
The terms yS(m, n) and yl(k, I) represent the slow subsystem and the fast subsystem outputs, respectively. The actual output of the 2-D system (33) is related to the slow and fast subsystem outputs by 
The reduction in the computational effort is now attainable as a direct consequence of reduction in the model dimensionality. The stability properties of the reduced-order models and their relations to those of the full-order model are established in [9] and [10] .
V. IMPLEMENTATION AND RESULTS

Image Modeling Example
The model reduction scheme developed in the previous sections is examined on the Lena image in Fig. 2 , which has a resolution of 512 x 512 and the number of gray levels which is 256. A third-order 2-D autoregressive (AR) model Table I . 
--------------------------------------
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As can be seen A f and A~exactly capture the slow eigen- (14), € was chosen to be € = .817986. Once € is determined, the matrices in the full-order state-space model (12) can be formed using (14) and (15) . The impulse response of the original full-order 2-D system is shown in Fig. 3 . 
The fast subsystem represents a 2-D system without external excitation. Owing to the fact that fast dynamics decay very quickly, any nonzero initial condition can be brought to zero in few sampling intervals. However, since for computing an impulse response the initial conditions are set to zero, thus the fast subsystems has zero impulse response. This fact is evident from the plot of the impulse response of the reducedorder slow subsystem shown in Fig. 5 , which has to be compared with the plot of the impulse response of the full-order system shown in Fig. 4 . Consequently, the reduced-order slow subsystem captures the dynamical behavior of the full-order system. To show the usefulness of the proposed model reduction scheme for image modeling and image data compression applications, we have reconstructed the girl image by passing the driving noise process through a 2-D system. First, the original full-order model is used for this reconstruction. The recovered image is shown in Fig. 6 , which resembles very closely to the original Lena image in Fig. 2 . Then the first-order slow subsystem is employed and the resultant reconstructed image is shown in Fig. 7 . The CPU times for this reconstruction are measured to be approximately 14 min and 5 min for the full-order and the reduced-order slow subsystem models, respectively. This clearly reveals the effectiveness of the proposed scheme in image representation. This capability can be utilized in a number of image processing problems such as image data compression, image restoration, enhancement, and many other areas where 2-D linear models for the images and the filters are needed.
To compare our results with those of the conventional image data compression schemes we have employed the KL transform or the principal component method [16] . This particular algorithm is well known for its optimality in accurate data compression and its energy compaction or reduced dimensionality properties. In order to apply KL transform the image is partitioned into nonoverlapping blocks of size 8 x 8. The covariance matrix of size 64 x 64 is evaluated based upon the global statistics of the image. This matrix is then diagonalized using an orthonormal transformation. Examination of the eigenvalues shows that only 16 of 64 values are significant and thus only 16 eigenvectors corresponding to these most significant eigenvalues can be used for coding and subsequently the reconstruction. The reduced transform matrix is then used to map each individual 8 x 8 block to 16 KL coefficients. These coefficients can be used to reconstruct the original image from its eigen-images. The reconstructed image is shown in Fig. 8 . As can be seen, the KL transform causes undesirable blocking effects that would be even more prominent, particularly around the edges, when smaller number of eigenvalues are used. To reduce this effect, smaller block size may be used. However, this would result in less accurate estimates of the covariance matrix. The CPU time for reduction and reconstruction is approximately 18 min, which is considerably higher than that of the model reduction scheme in this paper.
ARMA Modeling Example
Consider a 2-D ARMA (2 x 2, 31 x 31) which can be represented by a cascaded of an AR(2 X 2) and an MA(31 X 31). The coefficients of the polynomial A( ZII, Z2 I) associ- ated with the AR part are shown in Table II over a 3 x 3 grid. The magnitude and the phase characteristics of the MA part are shown in Fig. 9 (a) and (b), respectively. The impulse response of the overall original system is shown in Fig.  10 . As pointed out in Section II, the proposed model reduction scheme is only applied to the AR part. 
yf(k, I)] zVf(k,l)
The impulse response of the first-order (reduced-order) 2-D slow subsystem combined with the MA part is shown in Fig.  11 . As expected, the essential characteristics of the full-order 2-D system are mostly captured in the reduced-order slow subsystem.
VI. CONCLUSION
A decomposition-aggregation approach for a class of 2-D systems is introduced. This method is derived based upon the extension of 1-D singular perturbation methodology to the 2-D case. The strong-weak coupling effects that lead to eigenvalue clustering of A 1 and A 4 matrices in the full-order system are utilized to derive structure transformations for fast-slow decomposition. This, in conjunction with the aggregation procedure introduced in this paper, allows the development of reduced-order 2-D slow and fast subsystems that capture the essential behavior of the full-order system. The proposed model reduction method is then applied to image modeling problems that occur in a number of image processing applications such as image restoration, image data compression, etc. The simulation results indicate the utilities of the proposed scheme.
