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TECHNICAL  NOTE 
MATCHING OF BOUNDED SET  TERMS IN  
THE LOGIC  LANGUAGE/ :T )£  ++ 
NATRAJ  ARNI ,  SERGIO GRECO,  AND DOMENICO SACC.k  
D This paper is concerned with the problem of matching bounded set terms, 
i.e., terms of the form {e l , . . . ,  e~}, where ei is a constant or a variable. Such 
simplified types of set terms are much used in deductive database systems 
such as £.:D£.. There are two main results: (a) the detailed complexity 
analysis of the problem by providing a formula for determining the number 
of matchers and (b) the invention of an optimal matching algorithm. This 
algorithm is also extended to handle bound set terms whose elements are 
not restricted to be constants or variables. 
1. INTRODUCTION 
Several recent papers have addressed the problem of extending logic programs with 
sets in order to handle aggregation of objects [2, 3, 5, 7, 9, 14, 21, 27]. In this paper 
we shall refer to the extension proposed in [3], where set terms are bound, i.e., they 
have the form {e l , . . . ,  e~} and the elements e l , . . . ,  en (variables or constants) are 
fully enumerated. Bound set terms are simpler than general set terms which admit 
partial enumeration; thus a general set term may have the form {e} tA s so that it 
contains the element e in addition to those in the set s [9]. 
We point out that, despite their simplicity, bounded set terms are important 
because they occur very frequently in deductive database systems (e.g., the logic 
language [::DF_. [20, 15]) as well as in logic languages with object-oriented features 
(see for instance F-Logic [12]) which associate a unique identifier with each element. 
A crucial problem in the implementation f languages with set terms is unifica- 
tion [4, 6, 8-11, 13, 17, 18, 23-25, 28]. Because bounded set terms are mainly used 
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in deductive databases and matching is the typical form of unification adopted in 
their bottom-up resolution strategy, in this paper we shall investigate the match- 
ing of bounded set terms. This problem differs from first-order matching in that it 
must take into account idempotency (i.e., two elements in a set term may refer to 
the same object) and commutativity (i.e., the order of elements i  immaterial) and, 
therefore, it could result in multiple incomparable matches [23]. For example, given 
the two set terms S = {X, Y, a} and T = {a, b}, we have three matchers, namely, 
al = {X/a, Y/b}, a2 = {X/b, Y/a}, and a 3 = {X/b, Y/b}. 
The original strategy used in £:D£ for bounded set term matching [22] is based 
on rewriting techniques which transform set terms into "standard" terms. This tech- 
nique generates a number of rules that are exponential in the size of the rewritten 
terms. Thus, for large sets such a technique is not very practical for two reasons: 
(1) the size of the target code is very large and (2) the lack of knowledge on the 
ground terms does not entail optimizing the actual matching process. 
In this paper we propose to extend the matching process to directly handle 
bounded set terms so that they are not expanded and, in addition, the actual 
structure of instantiated sets can be fully exploited. In Section 2, we present basic 
(mainly, syntactic) definitions on standard logic programming and on its extension 
with sets, and we formalize the problem of set term matching. In Section 3 we ana- 
lyze the complexity of set term matching and determine two formulas for computing 
the number of matchers. On the basis of this analysis it is straightforward to devise 
a set term matching algorithm. Actually this algorithm has been implemented in
the last release of £:D£++ [15] and has shown great improvements with respect 
to the algorithm in [22]. However, this algorithm is not optimal because it carries 
out some additional work to check for possible duplicate solutions. In Section 4 we 
present a new algorithm that exhibits a even better un-time performance because 
it is proved to be optimal. Finally in Section 5 this algorithm is extended to match 
set terms whose elements are not restricted to be constant or variables, although 
the constraint on the boundness of the structure is preserved. We point out that 
the extended algorithm loses the original efficiency because the problem of deciding 
whether two set terms match is now NP-complete. 
2. BAS IC  DEF IN IT IONS 
2.1. Matching of Standard Terms 
A (standar~ term is defined inductively as (i) a variable, (ii) a constant, or (iii) 
a formula of the form f(t l , . . .  ,tin), where f is an m-ary function symbol and 
tl,... ,tin are terms [19]. 
A substitution for a set of variables {X1,... ,Xn} is a set of pairs {X1/tl,... ,  
Xn/tn), where t l , . . . ,  tn are terms and X~ • ti for all i. Let 0 = (X1/tl, . . . ,  Xn/tn) 
be a substitution and let T be a term. Then TO is the term obtained from T by 
simultaneously replacing each occurrence of Xi in T by ti (1 < i < n); TO is called 
an instance of T. Let S = {T1,...,Tm) be a finite set of terms and let 0 be a 
substitution: then SO = {T10,... ,  TmO}. A substitution 0 is a unifier for a set S if 
S0 is a singleton. We say that a set of terms S unifies if there exists a unifier 0 for 
S. A unifier 0 for S is called a most general unifier (mgu) for S if, for each unifier 
a of S, a is an instance of 8, i.e., there exists a substitution ~/such that a = 0^/. 
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The mgu is unique modulo renaming of variables. If S contains only two terms and 
one of them is ground, a unifier 0 for S is called a marcher. Obviously, there exists 
at most one matcher and, therefore, at most one mgu. If the matcher exists, then 
we say that the two terms match [19]. 
We point out that matching is the only form of unification used in the bottom- 
up resolution (i.e., fixpoint computation) of logic programs, that is, the strategy 
favored by database-oriented r alizations of logic programming, such as DATALOG 
[26] and its various extensions [20, 21]. Therefore, an efficient matching algorithm 
plays a relevant role in the construction of deductive database systems. Actually, 
as matching is obviously simpler than general unification, the exclusive usage of 
matching is one of the reasons for which the bottom-up approach is superior to 
top-down strategy of PROLOG for database applications. 
2.2. Sets in Logic Programming 
In order to increase the expressive power of logic programming, several proposals 
for handling sets have been made in the literature [2, 3, 5, 7, 9, 14, 21, 27]. We 
refer to the proposal of [3] that is particularly relevant not only from a theoretical 
point of view, but also because its practical usage has been experimented with in 
many applications [20]. 
A (bounded) set term I S is a term of the form {sl , . . . ,  sn}, where sj (1 < j _< n) 
is a constant or a variable and the sequence in which the elements are listed is 
not immaterial, i.e., S is indeed an ordered multiset. Therefore set terms can 
be thought of as lists of terms and we consider different notions of equality for 
them. Given two set terms S and T, we say that S -- T if they correspond to 
the same list, whereas S --c T if S is a permutation of T; the subscript c stands 
for "commutativity." Furthermore, S =ic T if every element in S occurs in T and 
conversely; the subscript ic stands for "idempotency and commutativity." Finally, 
given k _< IS[, S k denotes the set term containing the first k elements of S. 
We point out that the enumeration of the elements of a set term can be given 
either directly or by giving the conditions for collecting their elements (grouping 
variables). Grouping variables may occur in the head of clauses with the following 
format: 
p(xl , . . . ,Xh, (Y)) ~ S l , . . . ,Bn ,  
where B1,. . . ,  Bn are the goals of the rules, p is the head predicate symbol with 
arity h + 1, (Y) is a grouping variable, and x l , . . . ,  Xh are the other arguments 
(terms or other grouping variables). The term (Y} will be eventually assigned the 
set {YO [ 0 is a substitution for r such that BIO,..., B,~O are true}. Thus a grouping 
variable is similar to the construct GROUP BY  of SQL or the built-in predicate 
setof of PROLOG. 
Example 2.1. Given the facts: 
supp l ie r  (s 1, pl)  <--, 
supp l ie r  (s 1 ,p2) ~--, 
supplier (s2, pl) <--, 
1Whenever no conflict arises, from now on, "set term" will stand for bounded set term. 
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the rule 
par t_set  (S#, <P#)) ~- supp l ie r  (S#,P#) 
will collect all the parts supplied by the suppliers s l  and s2 into two sets, i.e., 
part_set (sl, {pl, p2}) and part_set (s2, {pl}). 
The foregoing syntax and semantics for grouping variables have been borrowed 
from £T)£. Similar constructs for collecting elements into sets are used by other 
languages as well, e.g., CORAL [21] and LPS [14]. 
Let us now extend unification and matching to set terms. 
Definition 2.1. Let S and T be two set terms. A substitution 0 for {S,T} is a 
unifier if SO =ic TO; moreover, ~ is a maximally general unifier (mgu) if there 
does not exist a unifier a that is an instance of 8. Finally, if either S or T is 
ground, then any unifier is called a matcher. 
We observe that it is no longer true that a mgu is unique modulo renaming of 
variables. A set of maximally general unifiers is called a complete set of unifiers. It 
turns out that, in the case of matching, there might exist more than one matcher. 
The set of all matchers is denoted by s_o_ms, T or, simply, s_o_m whenever S and 
T are understood. 
Example 2.2. Consider the two set terms S -- {X, Y} and T = .{a, Z}. In this 
case we have two mgus, namely, 01 = {X/a, Y/Z} (or, by renaming of variables, 
{X/a, Z/Y}) and 02 = (X/Z, Y/a} (or, by renaming of variables, {Z/X, Y/a}). 
Consider now the two set terms S = {X, Y} and T = {a, b}. In this case we have 
two matchers, namely, 01 = {X/a, Y/b} and 02 = {X/b, Y/a}. 
In the next subsection we formalize the set term matching problem to give a 
rather general format for input set terms and the parameters that characterize the 
input and outputs. 
2.3. The Set Term Matching Problem 
Let S be a set. We denote by vat(S) and ground(S) the sets of variables and 
constants occurring in S, respectively. Further, we denote with IS[ the cardinality 
of S. We first present a simple sufficient and necessary condition for a successful 
matching of two set terms. 
Proposition 2.1. Let S and T be two set terms such that T is ground. The two set 
terms S and T match if and only if." 
1. ground(S) C_ T and 
2. Ivar(S)l > IT -  S I. 
PROOF. It is obvious that if condition 1 does not hold, the two sets cannot match. 
Assume then that condition 1 holds and consider now condition 2. 
(Only-if part) Suppose that [var(S)l < IT - S[. Then after any replacement for 
the variables in S, there will be at least one ground term in T which does not occur 
in S, i.e., S and T cannot match. 
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(If part) Suppose now that condition 2 is satisfied. Then there exists a substi- 
tution such that m variables in S are assigned to the constants a l , . . . ,  am. Such a 
substitution is a marcher. [] 
Proposition 2.1 can be easily tested in time linear in the size of the two set terms 
S and T since these sets are assumed to be stored as ordered lists. Therefore testing 
the existence of a matcher can be done in polynomial time observe that this test 
is NP-complete for set terms that are not bounded [10, 5]. We shall assume that 
the two set terms have already passed this test. Therefore, we can state the set 
term matching problem as follows. 
INPUT. We are given two set terms, S and T of the form 
S = {X1, . . .  , Xrn , Xrn+l , . . . ,  Xm+p, am+l,..., am+n}, 
T = {al,... ,am,am+l,...,am+n}, 
where a l , . . . ,  am+n are m + n distinct constants, X1,. • •, Xm+p are m + p distinct 
variables, m+n > O, m+p > 0, and m,n,p >_ O. Thus T is ground but not empty, 
all constants of S also occur in T, and S contains at least one variable. In the 
following text X, A2, and A1 will denote, respectively, the set of variables in S, 
the set of common constants, and the set of remaining constants, i.e., S = X U A2 
and T = A1 U A2. 
SET TERM MATCHING PROBLEM. Find all marchers 0 of {S, T}, i.e., all substitutions 
0 for {X1, . . . ,Xm,. . . ,Xm+p} such that $0 = T. 
offrPUT. [s_o_m I matchers, each of them with size m + p, where [s_o_m[ > O. 
Thus, we shall assume that a set term matching algorithm returns all marchers 
and every variable assignment requires constant space (a variable substitution can 
be implemented by means of pointers to ground terms). Therefore, there exists an 
immediate lower bound to the time complexity of the problem. 
Fact 2.I. The set term matching problem has a time complexity of 
r (Is-o-ml x + p)). 
Thus an optimal algorithm must be linear in the size of all matchers. 
3. COMPUTING THE NUMBER OF MATCHERS 
We assume that an ordering, say o, has been fixed for the constants ai in T - - say  
that it coincides with that of the indices. Given a set U of such elements (possibly 
U may coincide with T), an i-multiset M of U is a multiset of elements of U with 
cardinality i. Furthermore, whenever we see a multiset as a ground set term, we 
assume that its ordering is given by o; therefore, a permutation of a multiset will 
mean a permutation of this ordering. 
Definition 3.1. Let M be a k-multiset of T. Then M is a h-idempotent k-multiset 
o fT ,  whereh_<k,  if for each ai E T, l< i<h,  a iEM.  
Example 3.1. Let T be {al, a2, a3}. The two-idempotent three-multisets of T are 
MI -- {al, al,  a2}, M2 = (al,  a2, a2}, and M3 -- {el, a2, a3}. These three multisets 
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also represent ground set terms with the elements listed in the above order. By 
permuting their elements, we obtain additional set terms. 
We next show that the number of matchers for (S, T} coincides with the num- 
ber of permutations of all m-idempotent (m + p)-multisets M of T and that the 
matchers are immediately derived from such permutations. 
Proposition 3.1. 
1. If O is a marcher for {S, T} then there exists a m-idempotent (m + p)-multiset 
M o fT  such that a permutation of M is equal to S(m+P)8. 
2. If N is a permutation of a m-idempotent (m + p)-multiset M of T, then the 
substitution 0 = {Xi/N[i] ] 1 < i < m + p and N[i] is the ith element of N} 
is a marcher for {S, T}. 
PROOF. (1) Let 0 be a matcher for (T, S} and S' = S(m+p)0. As 0 is a matcher, 
S ~ is a permutation of a (m + p)-multiset M of T containing all terms a l , . . . ,  am. 
Thus M is a m-idempotent (m + p)-multiset of T. 
(2) Let N be a permutation of a m-idempotent (m + p)-multiset of T. We con- 
struct a set term N ~ by appending the constants am+l,..., am+n. Then, as N' also 
contains the constants al , . . . ,  am by definition of m-idempotent (m + p)-multiset 
of T, N' =~ T. On the other hand, N' = SO, where 0 = (XjN[i]  I 1 < i < m + p 
and N[i] is the ith element of N}. It follows that SO =i T, i.e., 0 is a matcher for 
(T, S}. [] 
Example 3.2. Consider the sets S = {X,Y,Z,c} and suppose that a < b < c. 
The two-idempotent three-multisets of T are M1 = {a, a, b}, M2 = {a, b, b}, and 
M3 = {a, b, c}. The matchers for S and T are obtained from the permutations of
the three multisets. 
From the permutations of M1 we obtain three mgus {X/a, Y/b, Z/a}, {X/a, Y/a, 
Z/b}, and {X/b, Y/a, Z/a}. From the permutations of M2 we obtain three mgus: 
{X/a, Y/b, Z/b}, {X/b, Y/a, Z/b}, and {X/b, Y/b, Z/a}. From the permutations 
of M3 we obtain six mgus: {X/a, Y/b, Z/c}, {X/a, Y/c, Z/b}, {X/b, Y/a, Z/c}, 
(X/b, Y/c, Z/a}, (X/c, Y/a, Z/b}, and (X/c, Y/b, Z/a}. 
Let us first compute the number of m-idempotent (m + p)-multisets of T. 
Proposition 3.2. The number of m-idempotent (m + p)-multisets of T coincides 
with the number of nonnegative integer solutions of the equation on the unknowns 
Pl , • • • ,Pro+n: 
and is equal to 
Pl + P2 + "'" + Pm+n = P 
(n + m + p -1) !  
p! (n+m-  1)! " 
PROOF. Every m-idempotent (m+p)-multiset of T must contain the ground terms 
al .. . .  , am. Hence every multiset is generated by filling the remaining p positions 
with ground terms from {al , . . . ,  am+,,}. This corresponds to a concatenation f 
{al , . . . ,  am} with all p-multisets of T. The number of p-multisets of a (m + n)-set 
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is known to be 
n+m-  
This number is also known to be equal to the number of nonnegative integer solu- 
tions of Pl + P2 + "'" + Pm+~ = P [16]. This concludes the proof. [] 
By Proposition 3.1, the number of matchers (i.e., [s_o_m[) is obtained by com- 
puting the number of permutations of all m-idempotent (m + p)-multisets of T. 
Therefore, using Proposition 3.2, we can now compute the number of matchers. 
Theorem 3.1. The number of matchers for S, T is 
[s_o_ml 
Hi=l(pi + 1)! x l i ,=m+l(P')" 
m rTrn.-I-n t \ I  ' 
Pl "t-" "+pm+n =p 
where the sum is over all nonnegative integer solutions of pl +P2 +'"  • + Pm+n = P. 
PROOF. By Proposition 3.1, the number of matchers is the sum of the number 
of permutations of all m-idempotent (m + p)-multisets of T. Observe now that 
any m-idempotent (m + p)-multiset of T, say M1, is characterized by the num- 
ber of occurrences of a l , . . . ,  am+n in the p additional positions besides to the m 
positions reserved to the ground terms a l , . . . ,  am. Let us denote such numbers by 
Pl, . .  •, Pm+n. We recall that for each i, 1 < i < m, the actual number of occurrences 
of ai is Pi + 1 because one occurrence of ai is already in one of the reserved positions. 
Hence, because M1 is a (m +p)-multiset with elements a l , . . . ,  am, am+i , . . . ,  am+n 
that are repeated Pl + 1 , . . . ,  Pm+ 1, Pro+x, • • •, Pm+n times, respectively, the number 
of permutations i  known to be 
(m +p)!  
rn rTrn +n ~ ~1" 
Hi=l(pi + 1)! x ~li=rn+l(Pi)" 
From Proposition 3.2, it follows that the number of matchers is equal to 
Z m r"rm+n ~ ~I " [] I-[~=I(P~ + 1)! × pl +.' .+p~+,~ =p 1 l i=m+l  ~Pi).  
The number of matchers can be computed using a more direct formula which does 
not require finding all nonnegative integer solutions of the equation Pl + P2 + • "" + 
Pm+n = P" 
Theorem 3.2. The number of matehers for S, T is equal to 
I s - ° -ml=Z ( -1 ) ix  i! (m- i ) !  x (m+n- i )  m+p . 
i=0 
PROOF. Let N be the number of permutations of all (m + p)-multisets of T that 
are m-idempotent. Obviously, N = N1 - N2, where N1 is the number of permuta- 
tions of all (m + p)-multisets of T and N2 is the number of all (m + p)-multisets 
of T that are not m-idempotent. It is known that the number of permutations 
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It follows that 
of all h-multisets of a set with l elements is lh; therefore, N1 = (m + n) m+p. 
Let us now compute N2. Let Mi, 1 < i < m, denote the set of permutations of 
all (m + p)-multisets of .T that do not contain the ground term a~. Obviously, 
IMil = (m+n-1)  m+p and N2 = IM1U'"UMml = mx (m÷n-1)m+p-K ,  where 
K is a factor that takes into account hat the above sets are not disjoint. Using the 
first form of inclusion-exclusion for nondisjoint sets [16], we have 
N2=~(( -1 ) i -1× (m))  ×(m+n- i )m+P.  
i= l  
i=O 
This concludes the proof. [] 
It turns out that the number of matchers is exponential in m and p. Therefore, 
by Fact 2.1, the set term matching problem has an ,exponential time complexity. 
However, as shown in the next section, finding one matcher can be done in polyno- 
mial time. 
4. COMPUTING THE MATCHERS 
By Proposition 3.1, the set of all marchers can be computed by (i) determining 
all m-idempotent (m + p)-multisets of T and (ii) performing all permutations of 
every such multiset. Actually this algorithm has been used in the implementation 
of/::DZ: +~. While the first step can be done efficiently (i.e., in time linear in 
the size of the multisets), the second step may generate duplicated permutations; 
for instance, given the multiset {a, a, b}, exchanging the first two elements does 
not yield a different permutation. Therefore, eve.ry permutation must be checked 
against duplication and then the overall time complexity is not linear in the size of 
the matchers, i.e., this algorithm is not optimal. 
To construct an optimal matching algorithm, we first produce the permutations 
of all (m + p)-multisets M of T and then we check for m-idempotency. Because 
checking for m-idempotency afterwards requires (_9(m + p) time and the number of 
permutations of all (m + p)-multisets M of T is (m + n) re+p, a naive implementa- 
tion would work in (P((m + n) m+p × (m +p)) time. 
Instead the algorithm we propose will check on the fly whether the next permu- 
tation is going to lose m-idempotency. This happens when: 
1. The first i variables have been assigned. 
2. k of the constants al , . . .  ,am have been already used in the substitution. 
3. (m + p - i) = (m - k) (thus, the number of variables not yet assigned equals 
the number of constants that must occur in the permutation to preserve m- 
idempotency). 
Our strategy to enforce m-idempotency is the following: Whenever the preceding 
three conditions are satisfied, any further assignment should be reserved to the 
missing occurrences of the constants al,. • •, am. The following example presents a
trace of how our algorithm works. 
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Example 4.1. Consider the two sets S = {X, Y, Z, c} and T = {a, b, c}. Initially, 
the constant a is assigned to both X and Y, but not to Z since the variable Z 
can be assigned only to the constant b because of idempotency. The first matcher 
generated is then {X/a, Y/a, Z/b}. 
Next, the algorithm assigns the constant bto Y while retaining the same assign- 
ment for X. Now, the variable Z can be assigned to any constant so that we obtain 
other three matchers: {X/a, Y/b, Z/a}, {X/a, Y/b, Z/b}, and {X/a, Y/b, Z/c}. 
It is now the turn to assign the constant c to Y and then, to satisfy idempo- 
tency, Z is obliged to take the constant b. The matcher {X/a, Y/c, Z/b} is therefore 
obtained. 
At this point the algorithm restarts from the assignment for X by replacing 
a with b. The assignments for Y and Z are then obtained as in the previous 
step by just exchanging a and b, so the algorithm generates the following match- 
ers :  {X/b, Y/a, Z/a}, {X/b, Y/a, Z/b}, {X/b, Y/a, Z/c}, {X/b, Y/b, Z/a}, and 
{X/b, Y/c, Z/a}. 
Finally, the algorithm assigns the constant c to X. This time, in order to preserve 
idempotency, the algorithm must assign the constants a and b to the variables Y 
and Z. The matchers {X/c, Y/a, Z/b} and {X/c, Y/b, Z/a} are then generated and 
the algorithm terminates. 
The algorithm, described in Figure 1, just performs all possible assignments for 
the variables. In order to preserve idempotency, the algorithm uses an array of 
counters L to keep track of how many times each constant hi, 1 < i < m in A1, has 
been currently used in the assignments of the current substitution: If the number 
of remaining variables not yet assigned coincides with the number of constants with 
counter equal to 0, then all such constants must be used in the next assignments. 
In order to make this test in constant ime, L is defined of type linked_array, 
that is a dynamic array of counters uch that some of the counters are organized 
as a doubly linked list, say list(L), using suitable indices to implement pointers. 
An extra entry in the array (with index 0) is used for pointing at the first and 
last elements of the list as well as for recording the number of its elements. For 
instance, the linked array of Figure 2, consisting of the counters a-e, stores the list 
(b, e, d>. 
At the beginning all counters in L are linked in list(L). As soon as a counter 
i becomes greater than 0, then L[i] is removed from list(L) using the function 
remove(L, i)  although the element still can be accessed in the array. Later on, if the 
counter i is decremented to 0, it is appended in the list using the function add(L, i). 
The functions first(L) and next(L, i) return, respectively, the index of the first 
element in list(L) and the index of the element in list(L) following L[i]; the index 0 
denotes the end of the list. The function cardlist(L) returns the current number of 
elements in list(L); this number is automatically updated in the entry 0 of the array 
while the list is modified. All the foregoing functions can be easily implemented so 
that they work in constant time. Therefore, we can check in constant ime whether 
idempotency is going to be lost with the next assignment. If this happens, all 
constants whose counters are in list(L) must be used in the subsequent assignments 
in order to preserve idempotency. 
We have declared the formal parameters X, A1, and A2 of type linked_array 
as well so that they can be accessed by indices and, at the same time, the actual 
parameters can be normal lists. We assume that a linked array is automatically 
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p rocedure  Set_Matching(X, A1, A2 : linked.array of term) : l i s t  of matcher; 
let m = card//st(A1); n = cardlist(A2); p = cardlist(X) - cardlist(A1); 
vat  O : l inked_array[m + p] of pair; 
allO : l ist of matcher; 
L : l inked_array [m] of cardinal; 
i : cardinal; 
procedure  assign(i : cardinal); 
var k, q : cardinal; 
beg in  
if i > rn + p then  insert(allO, O) 
else beg in  
if m + p - i + 1 > cardlist(L) then  beg in  
k := l ;  q :=m+n;  
end 
else beg in  
k := first(L); q := m; 
end  
whi le  k _< q do beg in  
O[i] := X[i]/A[k]; 
if k_<m then  beg in  
L[k] = L[k] + 1; if L[k] = 1 then  remove(L, k); 
end; 
assign(i + 1); 
if k<m then  beg in  
L[k] = L[k] - 1; if L[k] = 0 then  add(L, k); 
end;  
if q=m+n then  k :=k+l  
else k := next(L, k) 
end { while } 
end  { else } 
end  assign; 
beg in  
allO := <>; 
for i := 1 to m do L[i] := O; 
assign(l) 
return(altO) 
end Set_Matching; 
F IGURE 1. Optimal set term matching algorithm. 
converted into a classical list and  conversely in t ime l inear in the number  of e lements  
in the lists. The  a lgor i thm returns  the list allO of all marchers,  where, in tu rn ,  every 
matcher  is a list of pairs X/ t  Dur ing  its construct ion,  a matcher  0 is s t ruc tured  as 
a linked_arruy of pairs to simplify the access to each single pair; 0 is automatically 
converted to a list of pairs any t ime it is inserted into allO. 
Element 3 a b c d e F IGURE 2. 
array. 
Prev ious 4 / 0 / 5 2 
Next 2 / 5 / 0 4 
Example  of l inked 
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Theorem 4.1. The algorithm of Figure 1 computes all matchers in time (9(Is_o_m[ 
× (m +p)). 
PROOF. The algorithm determines substitutions of the variables with constants 
taken from T. Therefore, it only returns (m + p)-multisets of T. Moreover, such 
multisets are enforced to be m-idempotent. Finally, because all possible permuta- 
tions for the variables are performed, the algorithm exactly returns all permutations 
of all m-idempotent (m + p)-multisets of T, i.e., it computes all matchers. As for 
the time complexity, the algorithm only computes permutations that do not violate 
m-idempotency and this check is made in (9(1) time. Therefore, the algorithm runs 
in time O(Is_o_m I x (m + p)), where m + p is the size of each matcher. [] 
We can then conclude that the algorithm of Figure 1 is optimal. The time 
complexity of this algorithm is then better than the one of the algorithm currently 
used in £79£ ++ [which first determines all m-idempotent (m + p)-multisets of T 
and then performs their permutations]. This is confirmed by experimental results 
that have shown that the algorithm of Figure 1 is, on the average, 30% faster. 
It is interesting to observe that a first matcher is delivered in polynomial time. 
Proposition 4.1. The algorithm of Figure 1 computes the first matcher in time 
o(m + p). 
PROOF. The first matcher is obtained after the assignments of (m + p) variables 
and each assignment is made in constant ime. [] 
In the next section we extend the algorithm of Figure 1 to handle set terms whose 
elements can have a more general structure but without removing the boundness 
constraint. 
5. MATCHING OF  SET  TERMS WITH COMPLEX TERMS 
In this section we consider the case where set terms can be recursively used to 
construct other terms. To this end we introduce the definitions of complex term 
and complex set term as follows: 
• A (standard) term is a complex term. 
• A (bounded) set term is both a complex set term and a complex term. 
• If e l , . . . ,  en are complex terms, then {e l , . . . ,  en} is both a complex set term 
and a complex term. 
• If e l , . . . ,  em are complex terms and f is a function symbol with arity m, then 
f (e l , . . . ,  era) is a complex term. 
The relationship =i is extended to complex terms as follows. Given two complex 
terms S and T, we say that S =i T if: 
• Both S and T are constants or variables and S = T, or 
• S = f (s l , ' . . .  ,sn), T = f ( t l , . . .  ,tn), and for each j (1 <_ j < n), sj =~ tl, or 
• S = {s l , . . .  ,sn}, T = {t l , . . .  ,tin}, and for each sk, there exists tj for which 
sk =i tj and conversely. 
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Two complex terms S and T unify if there exists a substitution 0 for their 
variables for which S0 =i TO. 
Let us now consider the problem of matching two complex set terms S and T 
such that T is ground and no repeated elements occur in T. Let S = X (J A2, 
where X and .4.2 consist of all nonground elements and of all ground elements, 
respectively. We assume that A2 c_ T, i.e., the ground elements of S also occur as 
elements of T, otherwise the problem would be trivial for there is no matcher. Then 
T = A1 U A2, where A1 consists of the noncommon ground elements. We assume 
that IXl >_ A1 because otherwise the problem would trivially have no solution. 
Observe that, in the case of complex set terms, we do not have any simple condi- 
tion for the existence of a matching such as the one of Proposition 2.1. In fact, the 
problem of deciding whether two complex set terms match is NP-complete [10, 5]. 
Moreover, it is not true anymore that every permutation of a {All-idempotent 
[Xl-multiset M of T yields a matcher. 
Example 5.1. Let S = (f(X),g(Y),g(b)} and T = {f(a),g(b)}. Then X = {f(X),  
g(Y)}, A2 = (g(b)}, and A1 = (f(a)}. There are two one-idempotent two-multisets 
of T: M1 = (f(a),g(b)} and M2 = (f(a), f(a)}. One of the two permutations of
M1 produces a matcher whereas none of M2 does. 
Thus part (2) of Proposition 3.1 cannot be extended to the case of complex set 
terms; Theorems 3.1 and 3.2 cannot be extended as well because the number of 
matchers does not coincide anymore with the number of permutations of the IA1 {- 
idempotent {X[-multiset M of T. On the other hand, part (1) of Proposition 3.1 
can be formulated as follows: 
Proposition 5.1. IJ O is a matcher for (S ,T},  then there exists a IAl{-idempotent 
{Xl-multiset M o] T such that M =~ XO. 
PROOF. Let 0 be a matcher for (T,  S} and let X ~ = X0. Because 0 is a matcher, 
for each element a in A1, there exists an element at in X t for which a =~ a t. Hence 
there exists a [X{-multiset M of T such that M =i X t. [] 
We now present an algorithm that matches two complex terms. The time com- 
plexity of this algorithm is not polynomially bounded in the number of matchers. 
However, the algorithm is structured in such a way that as soon a simple set sub- 
term is taken in input, the optimal set matching procedure is called. In this way 
the proposed algorithm achieves good performances in many practical applications 
where the number of complex set subterms is very limited. 
The algorithm consists of the procedure Complex_Matching that, in turns, calls 
the procedure Complex_Set_Matching as soon as the two complex terms are recog- 
nized to be of type set. 
The procedure Complex_Matching, reported in Figure 3, receives two complex 
terms S and T and: 
1. If S is a standard term, it calls the procedure standard_matching (that imple- 
ments any classical algorithm for computing the unique matcher for S and T, 
if any), or otherwise, 
2. if S is a complex set term, it calls the procedure Complex_Set_Matching, or 
otherwise, 
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procedure Complex_Matching(S,T : complex term) : list o/ marcher; 
var 0, 6, a : list of pair; 
aUO, all$, alia : list of marcher; 
begin 
allO := <>; 
if standard_term(S) then 
return(< standard_matching(S, T) >) 
if complex_set_term(S) then 
return(Complex_Set_Matching(S, T)) 
if S = f(sl .... sn) and T : f ( t l  . . . .  tn )  then begin 
all6 := Complex_Matching(s1, tl); 
for each ~f E all6 do begin 
aUa := Complex_Matching(/(s2, .., sn)6, f(t2, .., tn)); 
for each a E alla do 
ins err ( allO, compose (6, a) ); 
end { for } 
end; { if } 
return(allO) 
end Complex_Matching; 
F IGURE 3. Complex_Matching procedure. 
3. if S = f (S l , . . .  ,s,~) and T = f ( t l , . . .  ,tn), it first activates recursively the 
procedure Complex_Matching with input Sl and tl and, then, for each matcher 
6 for Sl and tl, it activates recursively the procedure Complex_Matching with 
input f ( s2 , . . . ,  Sn)6 and f ( t2 , . . . ,  tn). 
The procedure Complex_Set_Matching, reported in Figure 4, is derived from the 
procedure assign of the algorithm of Figure 1. The main difference is that now it 
is not guaranteed that a matcher is eventually constructed. The procedure receives 
two set terms stored as lists of terms S and T and uses five lists of terms X, A1, 
A2, A3, and A',  three local matchers 6, a, and 0, and three local lists of matchers 
all~, alia, and all~. In particular, X contains the set of nonground terms in S, A1 
contains the set of ground terms in T but not in S, A2 contains the set of ground 
terms in both S and T, A3 contains the set of ground terms in S but not in T, and 
A ~ contains the set of ground terms which can be used to match with terms in X. 
First of all, the procedure checks whether S is a simple set term so that the 
algorithm of Figure 1 can be invoked. If this is not the case, it is then checked 
whether the matching is not possible since the list A3 is not empty or the number 
of terms in X is less than the number of elements in A1. If such tests are passed, 
the procedure constructs the list A ~ of terms which can be used to match with 
terms in X as follows: if the number of element in X is greater than the number of 
elements in A1, then all terms in T can be used for the matching and, therefore, 
A ~ = T; otherwise A j = A1. Next, the set of matchers for S and T are computed 
as follows. For each nonground term s in S, a term a in A is selected and the set 
of matchers for x and a are computed. Further on, for each matcher 6 for s and a, 
the procedure Complex_Set_Matching is called recursively to compute the matchers 
for the two sets S 6 and T. 
Proposition 5.2. The algorithm of Figure 3 computes all marchers/or two complex 
terms S and T.  
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procedure Complex_Set_Matching(S, T : list of term) : list of marcher; 
var 8, ~, a : list of pair; 
allO, all6, alla : list of marcher; 
X, A1,A2, A3,A' : list of terms; 
begin 
let X=var(S); A t=T-S ;  A2=SNT;  Aa=ground(S)-T; 
if set_term(S) then 
return(Set_Matching(X, AI, A2)) 
if (A3 ~ { }) or (cardlist(X) < cardlist(A1)) then 
return(<>); 
if cardlist(X) > cardlist(A1) then A'  := T 
e lse  A' :=  AI; 
for each xEXdo 
for each aEA 'do  begin 
all~ := Complex.Matching(x, a);
for each  ~ E all~ do beg in  
alia := Complex_Set_Matching(S ~, T); 
for each aEal lado 
insert(allS, compose($, a)); 
end 
end { for } 
return( allO) 
end Complex_Set_Matching; 
F IGURE 4. Complex_Set_Matching procedure. 
PROOF. The algorithm searchs for all IAl l - idempotent IXI-multisets of T from 
which it is possible to construct a matcher and it eventually returns such marchers. 
Moreover, by Proposit ion 5.1, given any matcher t9 for {S, T}, there exists an [A11- 
idempotent IXl-multiset M of T such that  M ---i X0, i.e., /9 can be constructed 
from M. Hence the algorithm returns all matchers. [] 
We point out that  the list of matchers returned by the algorithm may contain 
duplicated matchers, so that  some extra work is required to remove them. 
Work partially supported by a European Union grant under the ECUS033 project "DEUS EX 
MACHINA" and by a MURST project "Sistemi evoluti per Basi di Dati." An extended abstract 
of this paper was presented at the International Conference on Database Theory (ICDT), 1992 [1]. 
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