While there are convergence guarantees for temporal difference (TD) learning when using linear function approximators, the situation for nonlinear models is far less understood, and divergent examples are known. Here we take a first step towards extending theoretical convergence guarantees to TD learning with nonlinear function approximation. More precisely, we consider the expected dynamics of the TD(0) algorithm. We prove that this ODE is attracted to a compact set for smooth homogeneous functions including some ReLU networks. For over-parametrized and well-conditioned functions in sufficiently reversible environments we prove convergence to the global optimum. This result improves when using k-step or λ returns. Finally, we generalize a divergent counterexample to a family of divergent problems to motivate the assumptions needed to prove convergence.
Introduction
The often noted instability of reinforcement learning (RL) algorithms has many possible causes. One possible cause is that there is no guarantee that value estimation by temporal difference (TD) learning converges when using nonlinear function approximators, even in the on-policy case. In essence, TD learning follows a biased estimate of the gradient of the squared Bellman error, which is minimized by the true value function. The bias is intrinsic to the fact that one cannot obtain more than one independent sample from the environment at any given time. As it turns out, this bias can be seen geometrically as "bending" the gradient flow dynamics and potentially eliminates the convergence guarantees of gradient descent when combined with nonlinear function approximation.
This lack of convergence has motivated many authors to seek variants of TD learning that re-establish convergence guarantees, such as two timescale algorithms. In this work, however, we choose to focus on TD learning and examine convergence and stability under generic function approximation. We consider the simplest case: on-policy discounted value estimation. To further simplify the analysis, we only consider the expected dynamics in continuous time as opposed to the online algorithm with sampling. This means that we are eschewing discussions of off-policy data, exploration, sampling variance, and step size. In this continuous limit, the dynamics of TD learning are modeled as an ODE. Stability of this ODE is a pre-requisite for convergence of the algorithm, but is not guaranteed in the general case as demonstrated by Tsitsiklis and Van Roy [22] . Today, the convergence of this ODE is known in two particular regimes: under linear function approximation for general environments [22] and under reversible environments for general function approximation [18] . We significantly close this gap through the following contributions:
1. We prove that the expected dynamics of TD learning with smooth homogeneous functions are attracted to a ball around the origin containing the optimal value function with a radius comparable to the worst case bound for linear functions. For general homogeneous functions including ReLU networks, the dynamics return to this ball infinitely often.
It will be useful to think of the value function as a vector in R n and to define R(s) = E s ∼P (·|s) [r(s, s )] so that the Bellman equation becomes V * = R + γP V * .
The most prominent algorithm for estimating V * is temporal difference (TD) learning, a form of dynamic programming [21] . In the tabular setting (with no function approximation) the TD(0) variant of the algorithm with learning rates α k makes the following update at iteration k + 1:
Under appropriate conditions on the learning rates and noise we have that V k → V * as k → ∞ [19, 20] . Moreover, under these conditions the algorithm is a stochastic approximation of the expected continuous dynamics:V (s) = µ(s)(R(s) + γE s ∼P (·|s) [V (s )] − V (s)).
Letting D µ be the matrix with µ along the diagonal and applying the Bellman equation we geṫ
We now define A := D µ (I − γP ). While A is not necessarily symmetric, it is positive definite in the sense that x T Ax > 0 for nonzero x since 1 2 (A + A T ) is positive definite [20] . This can be seen by showing that A is a non-singular M-matrix [10] . Convergence to V * immediately follows.
In practice, the state space may be too large to use a tabular approach or we may have a feature representation of the states that we think we can use to efficiently generalize. So, we can parametrize a value function V θ by θ ∈ R d . Then, the "semi-gradient" TD(0) algorithm is
Now by an abuse of notation, define V : R d → R n to be the function that maps parameters θ to value functions V (θ) so that V (θ) s = V θ (s). Now, the associated ODE which we will study becomes:
The method is called "semi-gradient" because it is meant to approximate gradient descent on the squared Bellman error, which is not feasible since it would require two independent samples of the next state to make each update. This approximation is what results in the lack of convergence guarantees, as elaborated below.
3 Related work
Convergence for linear functions and reversible environments
There are two main regimes where the above dynamics are known to converge. The first is when V (θ) is linear and the second when the MRP is reversible so that A is symmetric.
It is a classic result of Tsitsiklis and Van Roy that under linear function approximation, where V (θ) = Φθ for some full rank feature matrix Φ, TD(0) converges to a unique fixed point (the result also applies to the more general TD(λ)) [22] . The proof uses the fact that in the linear case (6) becomes:θ
for the unique fixed point θ
Then the positive definiteness of A gives global convergence to θ * .
When P defines a reversible Markov chain, TD(0) becomes gradient descent [18] . When P is reversible we have D µ P = P T D µ so that A is symmetric and then (6) becomes:
where A must be symmetric to define an inner product. Then for any function approximator this gradient flow will approach some local minima. Note that without this symmetry the TD dynamics in (6) are provably not gradient descent of any objective since differentiating the dynamics we get a non-symmetric matrix which cannot be the Hessian of any objective function.
Convergence in the lazy training regime
Neither of the above convergence results hold when the function approximator is nonlinear and the environment is non-reversible, which is the setting we will consider. Concurrent work [2] has proven convergence in this non-linear, non-reversible setting in the so-called "lazy training" regime, in which nonlinear models (including neural networks) with particular parametrization and scaling behave as linear models, with a kernel given by the linear approximation of the function at initialization. Whereas this kernel captures some structure from the function approximation, the lazy training regime does not account for feature selection on overparametrized models, since parameters are confined in a small neighborhood around their initialization [6] . In contrast, our results hold for general non-linear parametrization and account for feature selection, but are a bit weaker in the underparametrized case.
Alternative value estimation algorithms with two timescales
There are several papers that introduce new algorithms inspired by TD learning but modified to get provable convergence. To our knowledge, all of them resort to a two timescale argument where the optimization procedure at the faster timescale views the slower timescale as fixed and/or a projection of the parameters into a compact set at each step to guarantee convergence [4, 5] . Our work is a first step towards showing that under certain assumptions such algorithmic changes may not be necessary to get guaranteed convergence. The first of these papers was GTD2/TDC which uses both two timescales and projection to perform gradient descent on the norm of the TD(0) dynamics projected onto the image of the nonlinear approximator in function space and thus has the same fixed points as TD(0) [3] . SBEED uses two timescales to define an inner loop optimization that approximates the Bellman residual so as to perform gradient descent on the Bellman error in the outer loop [8] . TTN uses two timescales and projection onto a compact set to optimize the last layer of a neural network at a faster timescale by linear TD learning [7] . Yet another version of a two timescale algorithm that has seen widespread use in practice is target networks [14] . There, an exponentially weighted average of the parameters is used to calculate the target for the Bellman residual. Recent work characterizes this as bilevel optimization that is learning at two timescales [23] . Further discussion of related work from Q-learning and fitted value iteration is in Appendix A. In contrast, our approach studies the TD algorithm without two timescales or added projection step.
An example of divergence
To better understand the challenge of proving convergence, Tsitsiklis and Van Roy provide an example of an MRP with zero reward everywhere and a nonlinear function approximator where both the parameters and estimated value function diverge under the expected TD(0) dynamics [22] . We provide a description of this idea in Figure 1 . Here we see only a two-dimensional slice of the 3-dimensional function space corresponding to the 3-state MRP. There is no reward so V * = 0. The blue vector field represents the dynamics defined by the linear systemV = −A(V − V * ). The red spiral represents the one parameter family of functions defined for the divergent counterexample. Using an approximator constrains the dynamics to the red curve by projecting the ambient dynamics (blue arrows) onto the tangent space of the curve (note this projection is not explicitly illustrated in the diagrams). The yellow dots indicate stable fixed points and pink dots unstable fixed points. For the tabular approximator, global convergence to V * is guaranteed since the dynamics are unconstrained. For the divergent example, projecting the vector field onto the tangent space of the curve causes the dynamics to spiral outwards regardless of initial conditions. However, if we use the same function approximator but make the environment reversible, the dynamics on the curve cannot diverge but will converge to a local rather than global optimum.
MRP
4 Non-divergence in the homogeneous under-parametrized regime Our first result is non-divergence of the expected dynamics of TD(0) in any irreducible, aperiodic environment with a sufficiently smooth homogeneous function approximator.
Note that the ReLU activation as well as the square and several others are homogeneous. We will show that neural networks with such activations remain homogeneous. Linear functions are homogeneous and the proof of convergence for linear functions relies on the homogeneity as well as the uniqueness of the fixed point in that case. With nonlinearity, we lose the uniqueness of the fixed point, but we will leverage the homogeneity to constrain the ODE to a compact set in the limit. Now we consider a series of different notions of smoothness that will allow us to prove different notions of non-divergence of the ODE.
Bi-Holder homogeneous functions
Then, for any initial conditions θ 0 , if θ follows the dynamics defined by (6) as t → ∞ we have
Proof sketch. Applying the chain rule, (6) , and the homogeneity assumption we get that:
Then using the fact that A is positive definite we are able to tie 
The full details can be found in Appendix B.1.
Remark 1.
This result can be seen as an analog to the bound in the case of linear functions on the distance between the solution found by TD and the optimal value function. There we get that
at the fixed point θ * [22] . Without the existence of the global fixed point θ * , we cannot hope for the exact same bound. But this shows that the 1/(1 − γ) factor related to the µ norm is unavoidable. So, our result seems fairly strong although one cannot exclude a tighter dependence on the smoothness conditions of V .
Extending to neural networks
To extend the above result to deep neural networks, we need to show two things: (1) deep networks (with homogeneous activation, like ReLU) are homogeneous and (2) the bi-Holder assumptions hold for deep networks. While we will show the first to be true, the second is not true in general, since the lower Holder bound is not globally true for deep neural networks.
First, we show that deep networks (without biases) are homogeneous. The following lemma, which is a slight modification of Lemma 2.1 from [13] , demonstrates this precisely and a proof is included in Appendix F for completeness.
where θ i is a d i−1 × d i+1 matrix and Φ is the m × p matrix of data points and σ is applied
where vec maps the matrices θ i to vectors while θ ∈ R d is already a vector.
In light of this, we can modify our bi-Holder assumption to reflect the layerwise homogeneity of deep networks. Then, if we initialize properly, we can use the minimum over layer norms for the lower Holder bound by allowing the radius of the compact set to depend exponentially on depth L. A formal statement and proof of this extension can be found in Appendix B.2.
Next we note that even without the lower Holder bound assumption, we can make the argument about attraction to a compact set of functions using the homogeneity. But, now the pre-image of this set in parameter space can be unbounded and non-convex. Without additional constraints, the limit of the dynamics in function space is not necessarily in the compact set. However, we will show that the limit inferior is in the set, i.e. the ODE may leave the compact set but will always return.
1−γ and choose > 0. Then, for any initial conditions θ 0 , if θ follows the dynamics defined by (6) we have
Proof sketch. We again use the homogeneity to show
≥ −c} for some c > 0 and W = {V : V µ ≤ B + }. We can show that if θ ∈ U then V (θ) ∈ W . Then the bound V (θ) µ ≤ C i θ i is used to show that U contains an open ball around the origin so that if θ ∈ U at time t, there exists a time T > t where θ ∈ U and hence V (θ) ∈ W , giving the result. The full details can be found in Appendix B.3.
Global stability criteria for over-parametrized functions
Usually, we consider the use of function approximation where the number of parameters is much less than the number of states in the environment so that the function approximator cannot represent all possible functions. However, when using large enough neural networks we can represent all smooth functions over the states' features. A first step towards understanding the use of powerful function approximators is to consider the regime where d > n, that is, there are more parameters than states. We also assume that ∇V (θ) has rank n for all θ. Thus, the n × n matrix ∇V (θ)∇V (θ)
T is invertible (this matrix is sometimes called the neural tangent kernel when V is a neural network [11] ).
The over-parametrized TD(0) algorithm
The following proposition gives us essentially the same guarantee as gradient descent, that the dynamics are always following a descent direction of a Lyapunov function (the loss function). Since we are in the over-parametrized regime, our Lyapunov function has a unique minimum. We will show that we are always strictly descending the Lyapunov function away from the optimum so that we get global convergence to the optimal V * .
Let S := 1/2(A + A T ) and R := 1/2(A − A T ) be the symmetric and anti-symmetric parts of A. To prove convergence of the ODE in the over-parametrized regime, we let L(θ) := V (θ) − V * 2 S be our candidate Lyapunov function for the dynamical system (6). Theorem 2. Assume that ∇V (θ) is rank n and that there exist global bounds λ min , λ max on the singular values of ∇V (θ) for all θ. Moreover, assume that the Jacobian is well conditioned so that
Then if θ evolves according to (6) we have thatL(θ) < 0 for all θ so that V (θ) → V * .
Proof sketch. The proof is relatively simple and proceeds by using the chain rule to write out the time derivative of the Lyapunov function and then rearranging the terms and applying the polarization identity and Courant-Fischer min-max theorem along with the assumption to get the result. The full details can be found in Appendix C. Remark 2. This result can be viewed as a generalization (when in the over-parametrized regime) of the convergence in the reversible case in [18] . When the environment is reversible, A is symmetric so that R is the zero matrix and the upper bound in the theorem is infinite.
Note that the upper bound in (14) is known as a generalized Rayleigh quotient [10] . Such a quotient for Hermitian matrices B, C is defined as R B,C (u) =
. And when C is full rank, we know that this is maximized by the maximal eigenvalue of C −1 B. In our case, the right side of (14) is equal to
This spectral radius ρ can be easily calculated if we know the full transition matrix and provides a measure of the "reversibility" of the environment. Remark 3 (Corollaries with stronger assumptions). There are several stronger bounds we can assume for the Jacobian condition number that yield the same conclusions as Theorem 2. For example, essentially the same proof goes through if we assume instead
where we replace the polarization identity by Cauchy-Schwarz in the proof and change the way we rearrange terms by noting that A = S + R = D µ + (−γD µ P ). A proof can be found in Appendix C.2. Additionally, we show that this second condition is always feasible in the sense that the upper bound is always at least one so that we recover the convergence guarantee for tabular approximation.
Extending to k-step and λ returns
We now consider how the analysis strategy presented above applies to variations on the TD learning algorithm. We find that k-step returns and TD(λ) move towards convergence guarantees by making the above conditions more easily satisfied, i.e. by increasing the reversibility of the effective environment. This is not completely surprising since in the limits k → ∞, λ → 1 we recover gradient descent in the µ-norm with the Monte-Carlo algorithm for value estimation. However, we show that even before reaching this limit our sufficient condition to guarantee convergence in the over-parametrized regime weakens, and does so exponentially with k. Previous work has shown that there is a tradeoff of increased variance for reduced bias when using k-step returns in the tabular case [12] , but since we are only worried about the expected dynamics of the algorithm this type of analysis in the case of nonlinear function approximators is beyond the scope of this work.
We can define the k-step returns dynamics in an analogous way to (6) bẏ
Note that we recover TD(0) for k = 1 and then for larger values of k, we get progressively more symmetric and better conditioned matrices in the update. The following proposition gives a more precise idea of how the reduction of bias when using k-step returns relates to guaranteed convergence in the over-parametrized regime. The proof and derivation of the ODE can be found in Appendix D.1. Proposition 2. Assume that ∇V (θ) is rank n and that there exist global bounds λ min , λ max on the singular values of ∇V (θ) for all θ. Let λ 2 (P ) be the modulus of the second largest eigenvalue of P , which is strictly less than 1 by our irreducible, aperiodic assumption. Let µ min , µ max be the minimum and maximum values of the stationary distribution. Let A k := D µ (I − (γP ) k ) be the k-step return matrix defined above, and S k , R k it's symmetric and asymmetric parts. Then TD with k-step returns is guaranteed to descend
for k large enough that
Finally, while we are not familiar with any algorithm to extend TD(λ) efficiently to nonlinear functions, such an algorithm would also see improved convergence results for large λ in a similar way. A formal statement and proof of this result are in Appendix D.2.
A generalized divergent example
To better understand what causes divergence we can look again to the spiral example of [22] . Here we generalize this example to arbitrary number of states for most non-reversible MRPs. Our construction allows for approximators with arbitrary number of parameters, but restricts them to have rank deficient Jacobians to mimic the spiral in a 2-D subspace of function space. The construction can be found in Appendix E, and result can be described formally as follows. Proposition 3. If the MRP is not reversible such that A = D µ (I − γP ) has at least one non-real eigenvalue, then there exists a function approximator V such that TD learning will diverge. That is, for any initial parameters θ 0 , as t → ∞ we have V (θ) − V * → ∞. Moreover, ∇V (θ) can have rank up to n − 1, where n is the number of states, for all θ.
Any convergence proofs have to make assumptions to rule out these divergent examples. Here we were able to avoid these by using either smooth homogeneous functions or by using overparametrized functions that are sufficiently well conditioned. There may be other assumptions that yield convergence, but they must account for this class of divergent examples.
Numerical experiments
We provide two numerical experiments to motivate potential future work on how our results may be strengthened. First, we consider weakening the over-parametrized assumption of Theorem 2. Then, we consider strengthening non-divergence to convergence for Theorem 1.
Reversibility and divergence in the under-parametrized regime
We use the divergent spiral example and show that a more reversible environment can lead to convergence with the same function approximator. Here we are in the under-parametrized setting (since we do not know of a construction of a divergent example in the over-parametrized setting). This is outside the assumptions of Section 5, but we want to verify the intuition that more reversibility can lead to better convergence. We can introduce reversibility by adding reverse connections to a directed cycle with probability δ ∈ {0, 0.1, 0.2, 0.23} as shown in Figure 2 . We measure reversibility by the generalized Rayleigh quotient from Section 5.1, and find that increasing reversibility eventually leads to convergence. We also validate the result from Section 5.2 that increasing k will lead to convergence by increasing the effective reversibility without changing the MRP. Results from integrating the expected dynamics ODEs are shown in Figure 2 . Center: the spiral divergence example in progressively more reversible environments. A stronger reverse connection makes the environment more reversible and eventually causes convergence. Right: The impact of using k-step returns. We use δ = 0 for all values of k and get convergence for k = 3.
Convergence with a homogeneous neural network
Now we want to see if homogeneous networks in somewhat practical settings have convergent behavior instead of the non-divergent behavior we prove in Theorem 1. We use an environment that generalizes the one used in the previous section, by using n states arranged in a cyclic graph with transition probabilities as shown in Figure 2 . The reward structure places reward 1 on one of the probability 0.5 − δ transitions and 0 on all others and γ = 0.9. Learning proceeds by integrating the ODE of expected dynamics using forward integration with constant step size. We use homogeneous neural networks with ReLU activations and no biases as function approximators. The results in Figure 3 indicate convergence in function space, but proving this more generally would require new techniques. The functions converge and throughout training stay well inside of the compact ball of radius (I − γP )V * µ /(1 − γ). And, while the norm of parameters is still increasing late in training for some runs, the functions are not substantially changing. Thus, while there may be some properties of simple problems like these that cause convergence, our proof technique that shows contraction in parameter space for large functions will not extend to prove such convergence.
Discussion
We have shown how the ODE of the expected dynamics of TD learning behaves in both underparametrized and over-parametrized regimes. We prove attraction to a compact set for homogeneous functions and global convergence for well-conditioned over-parametrized functions in sufficiently reversible environments. We generalize a class of divergent examples to show why assumptions like these may be necessary, and we provide experimental evidence that there is room to extend our results with weaker assumptions or stronger conclusions (at least in some settings).
There is plenty of interesting future work left to do. First, as indicated in Section 7 it may be possible to strengthen the conclusion of Theorem 1 from non-divergence to convergence in function space or to weaken the over-parametrization assumption in Theorem 2. One way to weaken this assumption could be to leverage smoothness of the optimal value function with respect to the given feature representation (the inputs to the function approximator). This could reduce the effective dimension of the space of possible functions and would fit well with the inductive bias of neural networks. Another direction would be to handle the discretization and online sampling of states needed to confirm that our results extend from the expected dynamics to the online algorithms. One final goal would be to extend our ideas to the off-policy and control settings, as well as other variants of TD-learning using different metrics to control the Bellman error.
Appendices A Related work continued A.1 Preconditioning
One way to interpret some of the two timescale algorithms is as approximating preconditioning matrices via gradient descent in the inner loop. This allows them to be provably convergent by inverting some of the terms that prevent the use of the obvious Lyapunov functions to prove convergence without the preconditioning. Another recent paper presents a preconditioning algorithm that just estimates a preconditioner from a single batch [1] . This paper focuses on Q-learning for control rather than just value estimation, but they motivate their algorithm with some ideas that are similar to ours. Specifically, they point out the connection between TD-learning with nonlinear functions and the Jacobian times Jacobian transpose matrix (also referred to as the neural tangent kernel [11] ). However, on the theoretical side they consider linear functions and still require a strict assumption to get convergence.
A.2 Fitted Value Iteration
Another line of work provides convergence rates for fitted value iteration or fitted Q iteration under the assumption of small optimization error at each iteration [15, 17, 24] . These results also give bounds that depend on the maximum difference between the tabular function returned by the Bellman operator applied to the current iterate and its projection into the space of representable functions (which they call the inherent Bellman residual). This assumption means that a priori the function class has geometry amenable to the MDP being evaluated. Here we consider the optimization problem explicitly and in an online fashion by considering TD learning rather than fitted value iteration. We also do not rely on an explicit assumption that the projection of the tabular TD update into the space of representable functions is small, but rather find scenarios where we can guarantee that difference between the tabular update and projection cannot be too far. Algorithms deployed in practice are often somewhere in between the fully online TD learning we analyze and the fitted value iteration analyzed in this other line of work [14] .
A.3 Empirical work
Some other recent work empirically investigates the interaction between nonlinear function approximators (neural networks) with Q-learning. Results from TD learning for value estimation do not necessarily transfer to Q-learning because the latter adds issues of off-policy training and the use of a max in the update, but they both are motivated by similar semi-gradient algorithms to approximate dynamic programming. In this vein, [9] finds that divergence is rare, but does occur in their experiments. They also find that using large neural networks results in very low approximation error, implying that they do not often find bad local minima. In our theory and small experiments we find reason to believe that on-policy value estimation with TD learning benefits from over-parametrization which agrees with their result. We find divergence unlikely in our setting and the divergence they occasionally observe could be due to the differences between Q-learning and on-policy value estimation. Proof. Applying the chain rule, (6) , and the homogeneity assumption we get that:
Whenever B = (I−γP )V * µ 1−γ < V (θ) µ by Cauchy-Schwarz we get,
Where the last inequality follows from Lemma 1 of [22] (using Jensen's inequality and some facts about stationary distributions). So, whenever B < V (θ) µ , we have that
Define U = {θ : c θ s ≤ B}. Thus, by the lower Holder bound on V and the above logic,
< 0 for all θ ∈ U . So, we have that as t → ∞, θ ∈ U . And, by the upper Holder bound, if θ ∈ U then
Since, θ ∈ U in the limit, the above inequality gives the desired global attraction to a compact set. 
B.2 Layerwise bi-Holder homogeneous network stability
Proof. Applying the chain rule, (6) , and Lemma 1 we get for any i that:
So, we have
. Combined with assumption 2, this implies that all θ i are equal throughout training. Recall from above that
Define U = {θ : c min i θ i ≤ B}. By the lower bound in assumption 1 and the above reasoning, we have
< 0 for all θ ∈ U so that in the limit, θ ∈ U . Now using the upper bound and the equality of all θ i we have for any θ ∈ U :
which gives the desired result.
B.3 Constraining the liminf of the dynamics without bi-Holder
Proof. Whenever B + < V (θ) µ we have, similar to above, that
for some c > 0.
Note that U contains an open set around 0 since {θ : C L i=1 θ i < B + } is open, contains the origin, and is contained in U since
dt
< −c so that the dynamics are contracting towards the origin, i.e. towards the open subset of U around the origin. So if θ ∈ U at time t, there exists T > t such that at time T the parameters will return to U implying V (θ) will return to W , giving the result.
C Over-parametrized TD (0) C.1 Proof of the Theorem Theorem 4. Assume that ∇V (θ) is rank n and that there exist global bounds λ min , λ max on the singular values of ∇V (θ) for all θ. Moreover, assume that the Jacobian is well conditioned so that
Proof. By applying the chain rule and the polarization identity to (6) we havė
So using the assumption and the min-max theorem,
Combining, we conclude thatL(θ) < 0.
C.2 Proof of Corollary
We now set L(θ) :=
µ . Corollary 1. Assume that ∇V (θ) is rank n and that there exist global bounds λ min , λ max on the singular values of ∇V (θ) for all θ. Moreover, assume that the Jacobian is well conditioned so that
Proof. By applying the chain rule and Cauchy-Schwarz to (6) we havė
We now show that the assumption in this Corollary is always feasible in the sense that the upper bound is always at least 1. This lets us recover the convergence of the expected dynamics of tabular TD learning, since the tabular approximator has condition number 1. Proposition 6. For any irreducible, aperiodic Markov chain defined by P with stationary distribution µ:
Note that this is different from V µ > γ P V µ which can be proved with Jensen's inequality.
Proof. Define the generalized Rayleigh coefficient:
Now we define the following matrix B and note the similarity relation
So, using the fact that similar matrices have the same eigenvalues, we bound the spectral norm of B:
Since R(V ) is minimized at the reciprocal of the spectral norm of B, we can conclude that 
Expected dynamics derivation
The k-step return variant of TD learning replaces r(s, s ) + γV θ (s ) in the original algorithm (5) by
To get the continuous matrix version of the dynamics we replace R with V * − γP V * in the following expression to get a telescoping series so that
Thus, we can define the TD(k) dynamics bẏ
D.1.2 Convergence Proposition
Proposition 7. Assume that ∇V (θ) is rank n and that there exist global bounds λ min , λ max on the singular values of ∇V (θ) for all θ. Let λ 2 (P ) be the modulus of the second largest eigenvalue of P , which is strictly less than 1 by our irreducible, aperiodic assumption. Let A k := D µ (I − (γP ) k ) be the k-step return matrix defined above, and S k , R k it's symmetric and asymmetric parts. Then TD with k-step returns is guaranteed to descend V (θ) − V * 2 S k for k large enough that
Proof. To extend Proposition 2 to this result, we need to show that
First, since
So without loss of generality, consider V ⊥ 1. Now, we have
where λ 2 is the eigenvalue with second largest magnitude (since 1 is the largest eigenvalue, but it has eigenvector 1 for P and µ for P T ). And we have
by the Gershgorin circle theorem since P k defines a distribution with stationary distribution D µ so that subtracting the off diagonal from the diagonal of A k we get
Since an analogous argument applies to the columns of A k , we get the above bound on the eigenvalues of S k . Dividing the bounds we see that the condition in (34) is satisfied, which gives us the result.
D.2 TD(λ) D.2.1 Expected dynamics derivation
This derivation is included for completeness, similar results can be found in [20, 16] .
We can define the operator
Then for TD(0) we have the update is
The TD(λ) algorithm instead defines an operator:
Now, we apply a telescoping series argument to note:
Then we get:
Finally, we can write the TD(λ) update aṡ
D.2.2 Convergence Proposition
Proposition 8. Assume that ∇V (θ) is rank n and that there exist global bounds λ min , λ max on the singular values of ∇V (θ) for all θ. Then in expectation and continuous time TD(λ) is guaranteed to descend
Proof. Note we can define
To extend Proposition 2 we need to show that µ min γµ max
First, we note that D µ V ≥ µ min V . Now we consider the denominator and note that:
Now we again make a telescoping series argument to show:
So, bounding P ≤ 1 and using a geometric series we get that
Dividing by our lower bound on D µ V gives the result.
E Generalized divergence construction Proposition 9 . If the MRP is not reversible and A = D µ (I − γP ) has at least one non-real eigenvalue, then there exists a function approximator V such that TD learning will diverge. That is, for any initial parameters θ 0 , as t → ∞ we have V (θ) − V * → ∞. Moreover, ∇V (θ) can have rank n − 1, where n is the number of states, for all θ.
Proof. Since A is real, having one non-real eigenvalue implies that A has a pair of complex eigenvalues a + bi, a − bi corresponding to eigenvectors V 1 , V 2 . We know that a > 0 since A is a non-singular M-matrix and that b = 0 by assumption. Define U 1 = Re(V 1 ) and U 2 = Im(V 1 ) and U = (U 1 U 2 ). Note that U 1 , U 2 are linearly independent since V 1 , V 2 are so that U is full rank and that AU = U a b −b a . To construct a divergent approximator, define
so that Q is a matrix of rank 2 with range equal to E := span{U 1 , U 2 }.
For any V ∈ E so that V = U x y we have V 2 ≤ C(x 2 + y 2 ) with C > 0. Then
Thus, Q T A is a matrix of rank 2 with eigenvectors V 1 , V 2 and eigenvalues (a 2 + b 2 )i, (a 2 + b 2 )i. Choosing V 0 in the span of V 1 , V 2 we define for θ ∈ R:
Then for V * = 0, we aply the above to (6) to geṫ
as long as < (a 2 + b 2 )/C and V (θ) = 0. This gives us divergence since as θ → ∞ we have V (θ) → ∞. Now we just need to show that we can make ∇V (θ) rank n − 1. To do this we will note that we can define any functionV (θ) from R d → E ⊥ for any number of parameters and we still get divergence if we use the function approximator V (θ,θ) = V (θ) +V (θ). This is because ∂V (θ,θ) ∂θ = ( I + Q)V (θ) ⊥ AV (θ) so thatθ remains strictly above 0 as before, implying divergence. With this construction, we can build a divergent approximator V on n states with ∇V (θ,θ) of rank n − 1 everywhere. For example, set d = n − 2 and letV (θ) be the identity function.
F Proof of homogeneous network Lemma
Lemma 2.
[13] Let σ : R → R be h-homogeneous. Then define a homogeneous network f :
where θ i is a d i−1 × d i+1 matrix and Φ is the m × p matrix of data points and σ is applied componentwise. Then for all
Proof. We will consider n = 1 and note that the result applies for arbitrary n by applying the result to each component function of f .
Define g i (θ 1 , . . . , θ i ) = σ(· · · σ(σ(Φθ 1 )θ 2 ) · · · θ i−1 )θ i , which we will denote simply g i so that we have f = σ(g L ). Note that g i is a d i+1 dimensional vector and d L+1 = 1. Define f i (θ 1 , . . . , θ i−1 ) = σ(· · · σ(σ(Φθ 1 )θ 2 ) · · · θ i−1 ), and denote it f i so that f i = σ(g i ). Let f 0 be Φ. Now we proceed by induction on the gap j − i for j ≥ i from 1 to L − 1.
As the base case, consider i = j. Then we have that 
