This paper develops a method for making an image of an object when there are extra point-like scatterers in the environment. Once the location of these scatterers is known, they can be exploited in the imaging process. Here the extra point scatterers are assumed to lie between the sensor and the object of interest. A single-scattering model is used for the object itself. Detailed analysis is carried out for the case of a single extra scatterer in the foreground; the extension to the case of many scatterers is expected to be similar.
Introduction
Standard linear imaging methods [2, 3, 6, 22, 26] often treat the object to be imaged as a singular feature in a smooth known background. However, when the known background also contains singular features, the extra reflections can give more information about the region of interest [14, 18, 19] . This is because the extra reflections give rise to waves that probe the region from different directions.
In this paper we consider the case in which extra point-like reflectors are present in the area between the sensor and the region of interest. We develop an imaging method that exploits scattering from these extra reflectors. We find that artefacts can arise in certain situations; we show how to avoid them and analyse the improvement in resolution due to the presence of waves reflected from the extra scatterers into the region of interest. We carry out the details of the analysis explicitly for the case of a single extra point reflector; the extension to more reflectors is expected to follow along similar lines.
For the scattering from point reflectors, we use an exact closed-form scattering solution [30] . For scattering from the region of interest, we use the Born (single-scattering) approximation. This approximation neglects multiple scattering within the region or object and multiple scattering between the object and its environment.
The paper is organized as follows. In section 2 we develop a mathematical model for the measured signal. We show that this signal is of the form of a Fourier integral operator applied to a function describing the object. In section 3 we give a method for producing an image, and show that the image has the desired properties. In section 4 we discuss the fidelity of the image obtained from this method.
The mathematical model
The mathematical model involves a number of ingredients: (1) a model for wave propagation in free space, (2) a model for the sources and receivers, (3) exact solution for scattering from point scatterers in the foreground and (4) a (linearized) model for scattering from the scene.
A model for the wave propagation
We assume that the propagation of waves is governed by the scalar wave equation
where the dots denote differentiation with respect to t and where c(x) denotes the speed of wave propagation at x. We consider the case in which objects composed of materials with varying propagation speeds are imbedded in a background medium of speed c 0 .
We will use capital letters for frequency-domain quantities, which are related to timedomain quantities by the Fourier transform
We write k = ω/c 0 . We consider the case in which N scattering 'centres' are present in the foreground of the scene we wish to image. These scattering centres we model as point scatterers δ z j (x) = δ(x − z j ), j = 1, 2, . . . , N. If we define the field g N to be the field due to an isotropic point source at position y and time t = 0, the corresponding differential equation is 
Here the µ are the strengths of the point scatterers. An explicit expression for g N is given in the next section. Behind the cloud of scattering centres is the region or object we wish to image (see figure 1 ). Its propagation speed is different from c 0 ; we write the perturbation in wave speed as q(x) = c −2 (x) − c −2 0 . Whether we can form a two-dimensional or three-dimensional image of the object is determined by the number of degrees of freedom in our measured data. If the data depend only on two dimensions, we expect to make only a two-dimensional image. In this case, we assume that the wave speed varies only on a known surface; we denote this known surface by {x = ψ(x T ) :
, and we write the wave speed perturbation as q(x T )δ(x − ψ(x T )). In what follows we consider for simplicity the threedimensional case; for the two-dimensional case we would simply replace x by x T and q(x)
The equation we consider can thus be written as
where q is the quantity we wish to reconstruct. 
A model for the sources and receivers
We model the sources and receivers as isotropic radiators. At frequency ω, the field at x emanating from the source at y is G 0 (ω, |x − y|), where G 0 (ω, r) = (4πr) −1 exp(ikr).
Multiple scattering from point scatterers
For a time-harmonic incident wave U in , the frequency-domain field U sc scattered from N 'point' scatterers can be obtained from the Foldy-Lax [20] or T-matrix [11, 34, 36, 37] equations together with the assumption that the scattered field from an individual 'point' scatterer is proportional to the free-space Green's function G 0 [30] :
Equation (5) says that the scattered field is the sum of the fields scattered from each scatterer; moreover, the field scattered from the j th scatterer is proportional to the field U j that is incident upon the j th scatterer. Equations (6) say that the j th local incident field is the overall incident field plus the field scattered from all the other scatterers. If the scattering strengths µ 1 , µ 2 , . . . , µ N and positions z 1 , z 2 , . . . , z N are known, equations (6) can be solved for the U j ; then the total field U = U inc + U sc can be found from (5). The total field U satisfies the 'background' differential equation
Here k = ω/c 0 . We note that the sense in which a field of the form (5) satisfies (7) requires an extension of the traditional distributional definition of the delta function; its domain must be extended to include functions with 1/r singularities. A thorough discussion of this issue can be found in [1] ; the basic ideas are outlined in appendix A. We will write G N for the total field U in the case when U inc = G 0 .
Example: a single point scatterer.
For a single point scatterer of strength µ located at position z, the scattered field of (5) is simply
The corresponding time-domain scattered field is
In the case when
We note that G 
We see from (10) that G 1 is the sum of two terms, the first corresponding to a direct path between y and x, and the second corresponding to a path in which the wave travels from y to z and thence to x.
Example: a pair of point scatterers.
In the case of two point scatterers, equations (6) are
Evaluating (11) at z 1 and (12) at z 2 gives rise to the system of equations
where L = |z 2 − z 1 |. These equations have the solutions
where j = 2 if j = 1 and j = 1 if j = 2. Using (14) in (5) yields
Equation (15) has a clear physical interpretation in the 'well-separated' case when µ 1 µ 2 G 2 0 (L) < 1, when we can consider the denominator to be the sum of a geometric series: The n = 0 term on the first line of (16) corresponds to the incident wave scattering once from z j ; the n = 0 term on the second line corresponds to the incident wave scattering once from z j and then once from z j . The n = 1 term on the first line corresponds to initial scattering from z j , then from z j and then from z j again. The n = 1 term on the second line corresponds to initial scattering from z j and two bounces off z j . The terms corresponding to larger values of n have similar interpretations.
In any physical problem, some energy loss occurs with each bounce (modelled by the µ being less than one), so that only a few terms in the series are relevant.
If L is small enough so that (15) can no longer be interpreted as a series. The situation in which µ 1 µ 2 G 2 0 (L) ≈ 1 evidently corresponds to a resonance. The two-point-scatterer 'background' Green's function G 2 is found by taking U inc = G 0 :
We note that when the scatterers are well separated, the interpretation (16) shows that G 2 can be written in the form
where τ 0 j denotes the travel time along path j (see figure 2) and A is an amplitude that includes the geometrical spreading factors and factors of 4π, µ 1 and µ 2 . In particular, we have
N point scatterers.
When N scatterers are present, (6) is a system of N equations that can be solved by Cramer's rule, which results in a complicated but closed-form expression for the solution. This expression has a denominator containing the determinant of coefficients; this determinant has an expansion that allows for a multipath interpretation similar to that above. As before, only a limited number of terms need to be retained.
The model for scattering from the object of interest
We assume that the total field G(ω, y, y ) at y due to the source at y is equal to the sum of the following fields: (a) the free-space field G 0 (ω, |y − y |) emanating from the source, (b) the field G sc N scattered from the N point scatterers in the foreground and (c) the field G sc due to an incident wave G N scattered from the object q(x). By making this assumption, we are neglecting multiple scattering between the object q and the point scatterers in the foreground. We note that neglecting multiple scattering between the object q and its environment is not necessarily a good approximation; in some cases this assumption leads to recognizable artefacts in images.
For G sc , we use the Born approximation or single-scattering approximation to model the scattered field. The Born approximation in this case is
The Born approximation makes the mapping from q to u sc linear, but it is not necessarily a good approximation. Another linearizing approximation that can be used for reflection from smooth surfaces is the Kirchhoff approximation, in which the scattered field is replaced by its geometrical optics approximation [6, 21] . Here, however, we consider only the Born approximation.
The corresponding time-domain field is
We note that this field is of the form
where (23) where τ j denotes the travel time along path j and where a j contains the geometrical spreading factors, scattering strengths µ i , multiples of 4π , and (the Fourier transform of) the incident waveform. In particular,
In summary, we are approximating the total field by
We note that some cases in which the background medium is attenuating can be handled by the method of [10] , where the attenuation appears in the amplitudes a j ; here, however, we consider only a homogeneous, non-attenuating background medium.
Image formation
We outline first the strategy for the general case of N point scatterers, then carry out the detailed analysis for the case of a single point scatterer.
General strategy
We assume the source location y and receiver location y are known; thus G 0 (ω, y, y ) can be subtracted from the received field. This leaves G r = G − G 0 , which we consider to be the data in the image formation process.
The next step in the image formation process is to identify the foreground scatterers. This can be done from the early-time part (G N ) of the signal, because the scatterers are assumed to be closer to the sensors than the object of interest. Identification of the locations z j and strengths µ j from G N can be done in a number of ways. One approach is to use optimization, in which one finds the z and µ that minimize
Another approach for finding the locations z j is to use Devaney's MUSIC algorithm [13] . Although the treatment in [13] is based on the Born approximation, in fact Devaney's approach applies also to the multiple-scattering case: determining the locations of the point scatterers depends only on the fact that (5) is a linear combination of the functions G 0 (ω, |x − z j |). A closely related method that applies in the case when the point scatterers are embedded in a weakly random medium was developed in [4, 8] and analysed in [7] . Here, however, we consider only the case in which the ambient medium is homogeneous.
Once the locations and strengths of the foreground scatterers are known, then G N is known and can be subtracted out. This leaves G sc , from which we form an image by filtered backprojection: (26) where the filter b is determined below. We note that in (26) , the paths are known because the foreground scatterers are known. We see below that we must take precautions to avoid artefacts in the image; in particular, we backproject only along paths that include a direct path to (or from) the scatterer. In (26) the integration over y and y indicates that we sum over all the data. We illustrate the imaging process and its analysis for the case of one foreground point scatterer.
Case of a single point scatterer
For the case of a single point scatterer at position z, the Born-approximated field G B is of the form 
where G 1 is given by (10) , where G sc 1 = G 1 − G 0 , and where the operators F j are
The different F correspond to different scattering paths: F 1 corresponds to the direct path τ 1 from y to the object to y; F 2 corresponds to the path τ 2 for which a wave leaves y , scatters directly from the object, then scatters off the foreground scatterer at z on its way back to y; etc. (See figure 4.) Explicitly, when the F are put in the form (23), we have 
Identification of scatterer in the foreground.
We assume that the foreground point scatterers are closer to the sensor than the object q and that therefore the early-time part of (27) consists only of the term g 1 (t, y, y ). Since we know y and y , we can subtract g 0 from g 1 , leaving
In the case of a single point scatterer, there can be no multiple scattering, which implies that the field g 1 is the same as its Born approximation. We can thus form an image of the scatterer z by backprojection as described below for the i = 1 case.
Backprojection.
We form the image I by means of (26) . In the analysis below, we replace g sc by g sc B . If, in (26), we naively backproject along all possible paths, we will see that some paths cause artefacts in the image.
Using g sc ≈ j F j [q] (from (23)) in (26) results in an equation of the form
where the kernel K is the imaging point-spread function. If we had K(p, x) = δ(p − x), then the image I would be perfect; we want to determine the b j of (26) so that K comes as close as possible to being a delta function. The contribution to K from B i F j is
In (32) we carry out the t and ω integrations, obtaining
In order for K to be a close approximation to a delta function, we would like each diagonal term K i,i to be a good approximation to a scalar multiple of a delta function, and we would like the off-diagonal terms K i,j , i = j , to be zero or to contribute only higher order terms. To determine whether this is the case, we analyse each term. In each case, the analysis is similar: we use the method of stationary phase (see appendix B) to determine the leading-order contributions. Analysis of the critical points of the phase determines the locus of points p that will appear in the image due to a scatterer located at x (see figure 3) . We would like the critical conditions to imply that p = x; if this is not the case, the other possible solutions p tell us which artefacts will appear in the image due to a scatterer at x.
The detailed analysis of the K i,j is carried out in appendix C. We find that for i 3, the diagonal (i = j) terms give rise to the desired result that p = x; this corresponds to image points that are correctly located. Some of the off-diagonal (i = j) terms can give rise to artefacts located behind the point scatterer z when viewed from either y or y . Artefacts at these locations are deemed unimportant. The term K 4,4 , however, produces spherical artefacts centred at z. This is because the scatterer at z is isotropic, and once a wave scatters from such a point scatterer, it loses all information about the direction from which it came. Consequently we omit the term B 4 from our backprojection operator.
Analysis of the critical conditions determines where in the image a scatterer at x is positioned; the coefficients b i determine the amplitude of the image at x. The coefficients b i we determine from the diagonal terms K i,i . In these diagonal terms, we make a change of variables so that the phase of K i,i is the phase of a delta function. Then, we determine b i by the criterion that in order for K i,i to best approximate a delta function, its amplitude should be a i such that a i = (2π) −3 .
Determination of the b i .
We have found that the imaging operator should be composed of three terms:
and that moreover, if we restrict our attention to the region of interest (avoiding areas behind the scatterer at z), only the diagonal terms K i,i contribute (to leading order) to the image. We have shown above that this imaging operator correctly positions scatterers in the region of interest. Next we turn our attention to the scatterers' strengths, which are controlled by the factors b i appearing in B i . To determine the b i , we attempt to transform each K i,i into a delta function. We recall that a delta function can be written as an oscillatory integral in the form
Since p and x are three dimensional, we are trying to express K i,i as a three-dimensional integral. This means that our measured data should depend on at least three variables. This would be the case, for example, for data from an array of transducers that serve as both sources and receivers. In this case the data depend on t and two array coordinates y. If more data are available, for example in the case in which we have a separate transmitting and receiving arrays, we carry out the analysis below for a three-dimensional subset of the data (say, t and the transmitter coordinates y) and then simply integrate over the remaining variables.
In the exponent of (33), we use the identity
explicitly, the i are given by
on the right-hand side of (37), we compute the gradients of the τ i from (29) . When p = x, we have
We note that for p = x, 1 depends on both y and y , 2 is independent of y and 3 is independent of y.
In the integral (33) for K 1,1 , we can make either the change of variables
or
in the integral (33) for K 2,2 , we make the change of variables
in K 3,3 we make the change of variables
The changes of variables (41) and (43) transform expression (33) for K 1,1 and K 2,2 into
where y = y(ξ) and ω = ω(ξ); K 3,3 is transformed under (44) into a similar expression except that the integral is over y instead of y . (This would also be the case for K 1,1 if we had used (42) instead of (41).) Equation (45) exhibits the point-spread function K as the kernel of a pseudodifferential operator. Pseudodifferential operators have the pseudolocal property [33] , i.e., they do not move singularities or change their orientation. It is immediately clear from (45) that provided the Jacobian |∂(ω, y)/∂ξ i | is nonzero, the leading-order contribution to the image comes from the points p = x.
We see from (45) that the backprojection weighting functions b i should be chosen as
where χ i is a smooth cut-off function that prevents division by zero in (46) and that is chosen so that
in as large a region of ξ-space (i.e., (ω, y)-space) as possible. We note that in (46), p has been substituted for x in a i and in the Jacobian determinant. This substitution results in only a lower-order (smoother) error in (45) because the leading-order contribution is from p = x. The Jacobian determinants |∂(ω, y)/∂ξ i | are called the Beylkin determinants [3, 6] . They are computed from (36)- (40) as follows:
where P R is the projection operator that projects a vector onto the plane perpendicular toR:
and where e 1 and e 2 denote unit vectors tangent to the surface of receivers. Similarly,
where e 1 and e 2 denote vectors tangent to the transmitting array. The determinants of (48), (50) and (51) can be calculated easily. These determinants are nonzero because their column vectors are linearly independent: for example, the vector p − y + p − y points from the sensors towards the object, whereas P p−y e 1 and P p−y e 2 are roughly tangent to the sensor surface.
Summary. For the case of a single point scatterer in the foreground, the imaging operator should be
where the τ j are given in (29) , the b j are chosen as in (46) and where the Jacobian determinants are given by (48), (50) and (51). We note that imaging does not require a lot of bookkeeping in the sense that different operators do not need to be applied to different parts of the data. Formation of the imaging operator does, however, require knowledge of the foreground scatterer and does require that the backprojection be done only along round-trip paths that include a direct one-way path between sensor and object of interest.
Image fidelity
With the b i chosen as in (46), K is as close to a delta function as possible for the measurement geometry. The degree to which its leading-order term approximates a delta function is determined by the support of the χ i , which are in turn determined through (38) - (40) by the overall size of the measurement aperture.
For the case of a single point scatterer, we determine as follows the regions in ξ-space over which we have data. The image we obtain from K 1,1 is determined by the region 1 Fourier space covered by the right-hand side of (38) as y and y range over the sensors and as ω varies over the bandwidth of the transmitted waveform. This region is sketched in figure 5 . The region 2 we obtain from K 2,2 (sketched in figure 6 ) is determined by the right-hand side of (39), and the region 3 obtained from K 3,3 ( figure 7) is determined by the right-hand side of (40). The fidelity of the image obtained from the leading-order terms of the sum K 1,1 +K 2,2 +K 3,3 can be analysed by considering the mean-square difference between a low-pass-filtered version of the true scene q and the image I:
where q M denotes the low-pass-filtered version of q:
where M = ω max is the upper limit of the frequency band of the radar system, and where B M denotes the ball {ξ : |ξ| M}. To the right-hand side of (53) we apply the Cauchy-Schwartz inequality: when the i are disjoint, for example, we obtain
where | i | denotes the volume of the set i . We see that the error (53) is decreased by subtracting the volumes of the additional sets 2 and 3 , which are due to the multipath scattering. The precise volumes depend on the geometry, but can be obtained from (38)- (40). We see that the L 2 notion of image fidelity depends on the size of the set ∪ i ; this is in general agreement with the notion of resolution introduced in [35] for ultrawideband, wide-beam synthetic-aperture radar.
Similar analysis, with 'volume' replaced by 'area', applies to the case of two-dimensional imaging.
Conclusions
We have exhibited a backprojection imaging method that makes use of multipath scattering data from point scatterers assumed to be in the foreground of the object. We find that in order to avoid artefacts, we must backproject only along those round-trip paths that involve a direct path from object to sensor. The use of such multipath scattering improves the resulting image because it incorporates views from extra directions.
Many questions remain to be investigated. First, is it possible to apply the methods of this paper to a mathematical model that includes multiple scattering between the object and its environment [29] ? What are the effects of errors in identifying the foreground point scatterers? How can the imaging algorithm best be implemented numerically? 
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Appendix A. Distributional interpretation of point scatterers
We expect the differential equation
to have solutions of the form
for some constant a, where φ is smooth at x = z. However, it is not obvious how the term δ z U of (A.1) is to be interpreted, since this is not a well-defined product in the usual distribution sense. Instead, the approach of [1] is to interpret this term as δ z U = δ z δ z , U , where the brackets denote the distributional action of the delta function. The key is then to extend the domain of the delta function so that it acts on functions of the form (A.2); a natural definition is for the delta function to simply ignore the singularity, so that δ z , φ
This definition results in a solution of (A.1) that is consistent with our expectations: if we use the ansatz (A.2) in (A.1), we find
Equating the coefficients of δ z on both sides of (A.3), we find that a = µφ(z) and (∇ 2 + k 2 )φ = 0. We find that the solution U is made up of a solution φ = U inc to the free-space wave equation plus a scattered solution that is given by the Born approximation (8) .
Here Dφ denotes the gradient of φ, D 2 φ denotes the Hessian and sgn denotes the signature of a matrix, i.e., the number of positive eigenvalues minus the number of negative ones.
Appendix C. Analysis of the K i, j
The term K 1,1 . The phase of K 1,1 is 1 (ω, y, y , p, x) = ω(τ 1 (y, y , x) − τ 1 (y, y , p) 
By a stationary-phase calculation, the leading-order contribution to K 1,1 comes from the stationary points at which 0 = ∂ ω φ 1,1 = ∂ y φ 1,1 = ∂ y φ 1,1 . These stationary points satisfy
where the hats denote unit vectors. The first equation of (C.2) says that p must lie on the same equal-travel-time ellipse as x; the second and third equations say that the directions from y to x and p must be the same. Clearly the only point satisifying all these conditions is p = x. We note that the form taken by the critical conditions depends on the measurement geometry. The above analysis assumes a rather unusual situation, namely that the transmitters y and receivers y are spread continuously over a three-dimensional region. A more common arrangement is for the sources and receivers to be spread out on a two-dimensional surface; in this case the integration in (33) is only over the two-dimensional surface of sources, and the differentiations to determine the critical points are only two dimensional. For a surface of sources and receivers, the second line of (C.2) is replaced by (y − x) T = (y − p) T where the subscripts T denote the projection onto the two-dimensional surface of receivers. Similarly the third line of (C.2) is replaced by a projection onto the surface of transmitters. We note that the two-dimensional projection of a unit vector determines the unit vector in the case we have here, in which we know the unit vector is pointing downwards. (Physically the fact that the two-dimensional projection determines the unit vector corresponds to the fact that an array of sources can produce a steered beam.) Thus the critical equations for the two-dimensional array configuration imply the equations for the three-dimensional measurement geometry. For simplicity of notation, we write simply y and y for the positions of the array elements, keeping in mind that these might vary over only a two-dimensional surface.
The stationary points satisfy
The second equation of (C.4) says that p must lie along the line joining z and y. If this is the case, then |y − z| − |y − p| = |z − p|. The first equation of (C.4) then becomes
which shows that p must lie on the same ellipsoid as x. The third equation of (C.4) specifies that p must be in the same direction from y as x; thus p = x. in other words, all conditions of (C.4) are satisfied when p = x and x lies directly behind z when viewed from the position y. This situation produces an image p of the point x in the correct position, but, because K 1,2 is an off-diagonal term, the strength of the image may be incorrect at such a location.
The term K 1,3 . The phase of K 1,3 is
Arguments similar to those for K 1, 2 show that the only critical point occurs in the case when x is directly behind z as seen from y ; in this case, the point p = x is a critical point.
The term K 1, 4 . The phase of K 1,4 is
(C.7)
The last two conditions of (C.8) say that p must lie on the lines joining y to z and y to z. Unless y = y , this implies that p = z; the first condition of (C.8) can then be satisfied only if x = z. In other words, this term can produce an artefact at the location of the foreground scatterer, which is not a location in which we are interested.
The term K 2,1 . The phase of K 2,1 is the phase of K 1,2 with y and y interchanged.
The term K 2,2 . The phase of K 2,2 is
(C.9)
The second condition of (C.10) is vacuous; the third condition says that p lies on the line joining y with x. The first condition (in which the term |y − z| cancels) says that p must lie on the same ellipsoid as x. The only such point is p = x.
The term K 2,3 . The phase of K 2,3 is
(C.11)
The second equation of (C.12) says that x lies directly behind z when viewed from y; this implies that |x − y| − |y − z| = |z − x|; similarly the third equation of (C.12) says that p lies directly behind z when viewed from y , which implies that |z − y | − |p − y | = −|z − p|. Thus the second and third equations of (C.12) imply that the first equation reduces to
This means that points x lying along the line joining y and z can produce artefacts along the line joining y and z. The artefact at p is at the same distance from z as the scatterer at x.
The term K 2,4 . The phase of K 2,4 is
The stationary points satisfy The last two equations of (C.24) are vacuous; the first equation reduces to |x−z| = |p−z|, which says merely that p must lie on the same travel-time sphere about z as does x. In other words, backprojection of a path in which both the incident and scattered wave bounce off of z cannot be used to determine the location of a scatterer at x. This is because the scatterer at z is isotropic: after a wave scatters from a point scatterer, it loses all information about the direction from which it came. In the image, this term causes spherical artefacts around z; consequently we omit the term B 4 from our imaging operator, and we do not consider terms of the form K 4,j .
