Acquiring the field information on temperature, pressure, concentration, or velocity is crucial for the monitoring of chemical reactors, multiphase flow systems, heat transfer units, atmospheric pollutants diffusion, and underground pollutant migration. In this paper, a dimensionality reduction matrix completion (DRMC) method is proposed for the field information sensing (FIS) of objects of interest from the scattered point measurement data. An objective functional that casts the FIS task as an optimization problem is proposed. An iteration scheme is developed for solving the proposed objective functional. Numerical simulations are implemented to validate the feasibility and effectiveness of the proposed algorithm. It is found that differing from common inverse problems, numerical simulation approaches, and tomography based field measurement methods, in the proposed method the field information can be reconstructed without the knowledge on governing equations of the measurement objects, initial conditions, boundary conditions, and physical properties of materials, except the limited number of the measurement data. As a result, an alternative insight is introduced for the FIS problems.
Introduction
Acquiring the field information on temperature, pressure, concentration, or velocity is crucial for the monitoring of chemical reactors, multiphase flow systems, heat transfer units, and the underground pollutant migration and thus facilitates the improvement of the system efficiency, the energy saving, and the reduction of the pollutant emission. With the increasing concerns of the energy and environment problems, especially, the key issue on the monitoring of the large-scale objects has attracted wide attention. In order to satisfy the above requirements, two kinds of approaches, including numerical simulation methods and measurement approaches, are available. Owing to the challenges, such as (1) the understanding of the complicated mechanisms of the underlying process and the acquisition of the reasonable mathematical model are challenging, (2) it is hard to provide reliable governing equations, boundary conditions, physical property parameters, and initial conditions due to the restrictions of real conditions and (3) numerical simulations are time-consuming; applying numerical simulation methods to achieve the monitoring and control of the large-scale dynamic objects may be impractical. Currently, different measurement methods, which can be approximately divided into two categories, such as point measurement methods and field measurement techniques, have been developed for acquiring such information. The point measurement methods can acquire the local measurement information. However, it is hard for point measurement methods to describe the comprehensive situation of the measurement objects. The field measurement methods can acquire the field information of the state variables of interest. However, the costs of the measurement methods are often higher owing to the additional devices. In particular, common tomographybased field measurement methods require the closure of the sensor array, which may be inappropriate for the large-scale measurement objects such as the atmospheric pollutants diffusion, the wind field reconstruction, the large-scale temperature distribution measurement, and the monitoring of the underground pollutant migration. In common tomographybased measurement method, additionally, the sensitivity of the sensing in the measurement domain may gradually decrease with the increase of the scale of the measurement domain, which restricts the improvement of the measurement accuracy. With the development of the wireless sensor networks technologies and the point measurement methods, it is possible to acquire a large number of the scattered point measurement information. In order to address the above challenges, naturally, one of main motivations in this paper is to seek a reliable method to reconstruct the field information from finite observation data.
Mathematically speaking, the FIS problem can be described as follows: for a given field, which can be formulated as a matrix X ∈ R 1 × 2 , in which some entries are known and the remains are missing. The FIS problem tries to recover the matrix X with missing data from a sampling set X , , ( , ) ∈ Ω, where Ω is a subset of the complete set with size 1 × 2 . It is worth emphasizing that differing from common measurement approaches and numerical methods, the FIS method is a data driven measurement data, which integrates scattered measurement method and numerical optimization approach. Presently, different methods, including the artificial neural network (ANN) technique [1] , the gappy proper orthogonal decomposition (GPOD) method or the principle component analysis (PCA) technique [2] [3] [4] [5] , the compressed sensing (CS) method [6] , and the matrix completion (MC) method [7, 8] , are available for the FIS problem. The ANN method belongs to the data driven approaches and has found wide applications in various fields. In real applications, in order to obtain a satisfactory result, the ANN method often requires a large number of the training samplings, which may be impractical for the FIS problem since the number of the observation data is commonly small. Furthermore, determining a suitable network structure is not a trivial task in real applications, which restricts applications of the ANN method. Additionally, the ANN method fails to exploit the prior information of the reconstruction objects, and thus the improvement of the reconstruction quality is restricted. One of the distinct characteristics in the PCA technique is that the data representation is not purely additive and each principle component consists of both negative and positive entries. It is worth mentioning that applying the GPOD algorithm or the PCA method to the FIS tasks requires a large number of snapshots to compute the basis vectors, which may be impractical owing to the uncertainties of the measurement objects and the lack of the understanding of the physical or chemical mechanisms of the underlying process. In the case of the large-scale monitoring especially, the above-mentioned challenges are more serious. The CS method is based on the fact that a relatively small number of the projections of a sparse signal can contain most of its salient information, which can be reconstructed by an appropriate algorithm. The CS method belongs to the direct reconstruction method, and the reconstruction results are far from satisfactory when the number of the measurement data is small. More importantly, in the CS method the missing data is directly reconstructed, and the computational load is heavy. The MC method is a procedure for recovering an unknown matrix with low rank or approximately low rank constraints from a small sampling of its entries. In other words, given a matrix with some unknown entries, the MC method tries to recover these unknown entries, such that the reconstructed matrix satisfies low rank or approximate low rank properties. This problem is motivated by the increasing requirements of inferring global structure from a small number of local observations, which has become an important research topic in many areas of engineering and science. It is found that the essence of the MC method is consistent with the FIS problem. In recent years, the MC method has been proposed for the FIS problems in other related fields. Like common direct reconstruction methods, unfortunately, the MC method performs poorly when the missing rate grows high. Like the CS method, especially, the MC method belongs to the direct reconstruction method, and the computational load is high when the large-scale monitoring problems are considered. From the viewpoint of real applications, a feasible FIS method should include at least two respects: acquiring satisfactory reconstruction results under a relatively small sampling numbers and a good robustness to the measurement noises.
Differing from common point measurement methods and tomography-based field measurement approaches, in order to resolve the above challenges, this paper presents a RDMC method that integrates the finite measurement information and mathematical methods for the FIS problem, which does not require information on governing equations, initial conditions, boundary conditions, physical properties of materials, and additional and costly measurement devices, but finite point measurement data. In the proposed method, especially, the number of the unknown variables depends only on that of the measurement data, which will facilitate real applications since the number of the measurement data is always small. The main contributions of the paper can be summarized as follows.
(1) Differing from common measurement techniques or numerical simulation methods, a DRMC method is proposed for the FIS problem, which does not require the information on governing equations of the measurement objects, initial conditions, boundary conditions, and physical property parameters of materials, except the limited number of the measurement data.
(2) An objective functional that casts the FIS task as an optimization problem is proposed. An iteration scheme is developed for solving the proposed objective functional.
(3) This paper presents a general framework for the FIS problem from the partial observation data, which may be useful for other related problems.
Compared with common measurement techniques and numerical simulation methods, the significant properties of the proposed DRMC based FIS method can be outlined as follows.
(1) As compared to common inverse problems [9] [10] [11] [12] [13] [14] [15] [16] , with an aim of estimating the missing information from partial measurement data under the known conditions, including governing equations, boundary conditions, physical property parameters, or initial conditions, in the DRMC method the measurement information is used to estimate the comprehensive field information without any other additional conditions. Furthermore, the DRMC method does not solve the complicated governing equations.
Mathematical Problems in Engineering 3 (2) As compared to common numerical simulation methods, such as the finite element method (FEM) and the finite difference method (FDM), the DRMC method acquires the field information without the knowledge on governing equations, initial conditions, boundary conditions, and physical property parameters of materials, except the limited number of the measurement data. It should be pointed out that acquiring the above-mentioned conditions that the implementations of the numerical computations require is not a trivial task owing to the restrictions of the real conditions and the lack of the adequate understandings of the underlying physical or chemical mechanisms of the dynamic behaviors of a dynamic object of interest.
(3) As compared to common tomography-based field measurement methods with the requirements of the additional and costly devices, the DRMC method only requires finite observation data that can be easily acquired by means of common point measurement methods. Common tomography-based measurement methods often require the closure of the sensor array, which may be inappropriate for the large-scale measurement objects such as the atmospheric pollutants diffusion, the wind field reconstruction, the large-scale temperature distribution measurement, and the monitoring of the underground pollutant migration. In common tomography-based measurement method, additionally, the sensitivity of the sensing in the measurement domain may decrease with the increase of the scale of the measurement domain, which restricts the improvement of the measurement accuracy. However, the DRMC method does not require such conditions, which is highly desirable for real applications.
(4) As compared to common point measurement techniques with a motivation of acquiring local measurement information, the DRMC method acquires the comprehensive field information from finite point measurement information.
(5) As compared to common CS method and the MC technique where the unknown variables are directly reconstructed, in the DRMC method the number of the unknown variables depends only on that of the measurement data.
The rest of this paper is organized as follows. In Section 2, the MC method is introduced. In Section 3, the DRMC model is proposed, an objective functional is designed to cast the FIS task as an optimization problem, and an iteration scheme is proposed to solve the proposed objective functional. A DRMC based FIS method is presented in Section 4. Numerical simulations are implemented to evaluate the feasibility of the proposed algorithm and the detailed discussions on the numerical results are provided in Section 5. Finally, Section 6 summarizes the main conclusions.
Matrix Completion Method
The FIS problem aims at reconstructing the filed information from finite measurement data. Mathematically speaking, the FIS problem can be described as follows: for a given twodimensional field that can be formulated as a matrix X ∈ R 1 × 2 , in which some entries are known and the remains are missing. The FIS problem tries to recovery the matrix X with missing data from a sampling set X , , ( , ) ∈ Ω, where Ω is a subset of the complete set with size 1 × 2 . In most cases, the number of the measurement data is far fewer than that of the missing data. The FIS problem is essentially an inverse problem, and it will be hard to solve without any additional information or constraints. It is found that matrices or fields that need to be recovered usually illustrate the low rank or approximately low rank properties in many instances.
In the FIS task, the distributions of temperature, pressure, or concentration at different locations over different times present the correlations, which will obey specific physical or chemical mechanisms. Therefore, these data matrices will present low rank or approximately low rank properties owing to the inherent redundancy. According to the PCA method, in a low rank matrix the energy is always contributed by the top several singular values in real environments [17] . More discussions on the low rank property can be found in Candès and Recht [7] , Candès and Tao [8] , Candès and Plan [18] , and Kong et al. [17] . In essence, the MC method is a procedure for recovering an unknown matrix with low rank or approximately low rank constraints from a sampling of its entries. Obviously, the motif of the MC method is consistent with the FIS problem. Studies indicate that under some suitable conditions, one can recover an unknown low rank matrix from a nearly minimal set of entries by solving a simple convex optimization problem [7, 8, 18] . The main solution strategy for the MC method is based on the nuclear norm minimization. In a mathematical notation, the MC method can be generally formulated as [7, 8, [18] [19] [20] [21] [22] [23] min {rank (X)} s.t. X , = M , , ( , ) ∈ Ω.
(1)
We define a projection operator Ω (⋅) :
as follows:
Submitting (2) to (1) yields
Directly solving (3) is not a trivial task. For the sake of easy computation, (3) can be relaxed as
where operator ‖⋅‖ * represents the nuclear norm for a matrix, and it can be specified as
where (X) defines the th largest singular value of matrix X.
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According to the optimization theory and the Tikhonov regularization method, (4) can be cast as the following optimization problem [20] :
where ‖⋅‖ represents the Frobenius norm and > 0 can be called as the regularization parameter. Equation (6) especially can be rewritten as the following concise expression [20] :
where x represents the vectorized version of the matrix X; is a restriction operator, and it has the elements as ones at the sampling locations and y represents the measurement data. Currently, the MC method has been intensively studied and found wide applications in various fields [24, 25] . The MC method refers to abundant theoretical background, and more details and real applications can be found in Candès and Recht [7] , Candès and Tao [8] , Candès and Plan [18] , Chen et al. [19] , Majumdar and Ward [20] , Majumdar [21] , Toh and Yun [22] , and Wen et al. [23] . Additionally, it should be pointed out that since the number of the missing data is large in the FIS problem, directly reconstructing the missing data is obviously impractical. In fact, the CS method and the MC technique suffer from such dilemma. Naturally, seeking a reliable method, in which the computational cost is independent of the number of the missing data, will be highly desired.
Dimensionality Reduction Matrix Completion Method

Reconstruction Model.
In the case of the FIS problem, the number of the known measurement data is always smaller than that of the missing data, and directly reconstructing the missing data may be inappropriate. Naturally, seeking an efficient approach to reduce the number of the unknown variables is crucial. According to the radial basis function (RBF) method, an unknown function can be approximated as [26] 
where r = ‖x − x ‖ and (r ) = exp(−r 2 /2 2 ). It is worth mentioning that (r ) can be predetermined according to a specific FIS task. In order to ensure the numerical stability especially, applying a polynomial (x) to (8) yields [26] 
where p(x) can be specified as
where are unknown coefficients. It is worth emphasizing that in real applications p(x) can be designed according to a specific reconstruction task. For a two-dimensional problem, b can be specified as b = {x, y, 1} or b = {x, y, x 2 , xy, y 2 , 1}. Finally, submitting (10) to (9) yields the following expression:
with an additional constraint on p(x):
It can be found from (11) that in order to estimate the missing data, the unknown variables and need to be solved. In real FIS task, a measurement data set {x , y } =1 can be obtained. In this paper, for a two-dimensional problem, variables b and are specified as b = [x , y , 1] and = [ , , 0 ] . Naturally, applying the known measurement data set to estimate the coefficients of (11) is suitable. For a known measurement data set, (11) can be reformulated as
In (13), provided that the variables and are solved, the missing data can be estimated by solving (11) using the location information of the missing data. For easy notation, (13) can be rewritten as the following system of the linear equations:
where
Equation (14) is an inverse problem, and integrating other prior information to the equation will facilitate the improvement of the quality of a solution. It is found that in the Mathematical Problems in Engineering 5 FIS problem, measurement objects, such as the temperature and concentration distributions, are in a dynamic evolution process, the measurement results at different time instants present the temporal correlations, and exploiting such prior information may be crucial for improving the reconstruction quality. In this paper, the DRMC method is proposed to exploit such prior information, which can be formulated as
where describes the dynamic evolution information of the unknown variables, and it can be formulated as different equations according to different measurement objects; k represents the uncertainties of the dynamic evolution information and r defines the measurement noises. In order to achieve fast reconstruction, (16) is approximated by the following linearization formula:
where F represents the state-transition operator at time instant . If set F = I, where I is an identity matrix, (18) is a purely random-walk evolution model [27] . In (17) , only the inaccurate properties on the measurement data are considered. However, it should be pointed out that applying the RBF method to approximate the unknown field variables will undoubtedly introduce deviations and thus simultaneously considering the inaccurate properties on the measurement data and the reconstruction model is crucial for the improvement of the estimation accuracy. With such considerations in mind, a dynamic reconstruction model that emphasizes the inaccurate properties on the measurement data and the reconstruction model is formulated as
where E represents the model approximation deviations at the th instant. Following the above discussions, when the linearization dynamic evolution equation is used, the DRMC method can be formulated as
3.2. Objective Functional. Equation (20) is an inverse problem, and directly solving the equation is not a trivial task. A popular approach is to cast the solving of the equation as an optimization problem by introducing the framework of the Tikhonov regularization method. In the Tikhonov regularization method, the objective functionals consist of the data fidelity and the constrained functionals that impose the prior constraints on the reconstruction objects [28] [29] [30] . The design of the objective functional is crucial, which will influence the quality of a solution. In this paper, an objective functional that imposes the prior constraints on the underlying reconstruction objects is proposed, which can be specified as
where 1 > 0, 2 > 0, 3 > 0, 4 > 0, and 5 > 0 are called the regularization parameters; ‖W B ‖ 2 is the spatial constraint, in which W stands for a predetermined weighted matrix; ‖B − F B −1 ‖ 2 is used to fuse the dynamic evolution information of the unknown variables; ‖B − B −1 ‖ 2 defines the temporal constraint, which is introduced to emphasize the temporal correlations of a dynamic object; (RB ) mat represents a matrix that is formed by rearranging the vector RB ; ‖(RB ) mat ‖ * is employed to impose the low rank constraint of the reconstruction objects, in which R can be formed according to (11) .
The appealing properties of (21) can be outlined as follows.
(1) Equation (21) integrates the dynamic evolution information of the measurement objects and the observation information, which will facilitate the improvement of the reconstruction quality because of the increase of the quantity of information.
(2) In (21), the unknown field information is indirectly reconstructed by solving a low-dimensional coefficient vector, the dimensionality of the original unknown variables is reduced, and thus the computational cost is decreased.
(3) It is found that the field information is often in low rank owing to the spatial redundancies and temporal correlations of the underlying measurement objects. In (21) , such prior information is exploited by introducing the nuclear norm. It is worth emphasizing that in (21) the dimensionality reduction and the low rank property of the reconstruction objects are simultaneously achieved, which is distinctly different from common MC method.
(4) The inaccurate properties on the measurement equation and the dynamic evolution equation of the measurement objects are emphasized in (21) . Particularly, the inaccurate properties of the measurement data and the reconstruction model in the measurement equation are simultaneously considered, which is highly appropriate for real FIS tasks since such inaccuracies are ubiquitous.
(5) In practice, the measurement objects are often in a dynamic evolution process and the measurement results at different time instants present the temporal correlations. In (21) , the temporal constraint is introduced to utilize the prior information, which is distinctly different from existing FIS methods. (21) [36] , and Xiao et al. [37] , it is numerically appealing to decouple (21) as
Algorithm Structure. Equation
where represents the index of iterations. It can be found that (22) can be easily solved, and seeking a reliable method to solve (23) will be crucial. According to the optimization theory, (23) can be rewritten as a constrained optimization problem by introducing an additively equality constraint:
In order to solve (24) , applying the SBI method [38] [39] [40] [41] [42] [43] [44] 
Similarly, for the sake of easy computation, (25) can be decoupled as
Following the above discussions, finally, an iteration scheme can be designed for solving the DRMC model, which can be summarized as follows. Step 1. Provide the input and output data, the algorithmic parameters, and the initial solutions.
Step 2. Set = 1.
Step 3. Determine the input data at the th instant.
Step 4. Update variable E by solving (22).
Step 5. Update variable B by solving (27) .
Step 6. Update variable d by solving (28) using the singular value shrinkage operator [45] .
Step 7. Update variable H according to (26) .
Step 8. Loop to Step 4 until a predetermined iteration stopping criterion is satisfied.
Step 9. Set ← + 1, loop to Step 3 until the maximum index of time is met.
DRMC Method Based Field Information Sensing Procedure
With the development of the point measurement methods and the wireless sensor networks technology, acquiring a large number of the scattered measurement information is possible. Therefore, applying the scattered measurement information to reconstruct the field information is appropriate. With such considerations in mind, in this section a DRMC based method is proposed for the FIS tasks, which can be outlined in Figure 1 . It can be found from Figure 1 that the DRMC method based FIS flowchart can be outlined as follows.
Step 1. The scattered measurement data is acquired by common measurement methods.
Step 2. Owing to the ubiquitous measurement noises, the raw measurement data is refined by the methods such as the wavelet based multiscale methods.
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Step 3. The measurement data is used to solve the DRMC model parameters; that is, solve (21) using the method presented in Section 3.3.
Step 4. Solve (11) to estimate the missing data.
It is worth emphasizing that compared with common measurement techniques and numerical simulation methods, the significant properties of the DRMC based FIS method can be summarized as follows.
(1) As compared to common inverse problems, in the DRMC method the measurement information is used to estimate the comprehensive field information without any other additional conditions, including governing equations, boundary conditions, physical property parameters, and initial conditions. It is worth emphasizing that the DRMC method does not solve complicated governing equations.
(2) As compared to common numerical simulation methods, such as the FEM and the FDM, the DRMC method acquires the field information without knowing governing equations, initial conditions, boundary conditions, and physical properties of materials, except the limited number of the observations.
(3) As compared to common tomography-based field measurement methods with the requirements of the additional and costly devices, the DRMC method does not require additional devices, but finite measurement data that can be easily obtained via common measurement methods.
(4) As compared to common point measurement techniques with a motivation of acquiring local measurement information, the DRMC method acquires the comprehensive field information from partial measurement information, which is highly attractive for real applications.
Similarly, compared with the MC method, the DRMC method has the following appealing properties.
(1) The DRMC method and the MC technique belong to the data driven methods, in which the estimation of the missing data does not require the knowledge on governing equations of underlying measurement objects, initial conditions, boundary conditions, and physical properties of materials.
(2) It is worth emphasizing that as compared to common MC method in which the unknown variables are directly reconstructed, the DRMC method reconstructs a low-dimensional coefficient vector rather than original unknown variables by introducing the dimensionality reduction method. It is found that the number of the unknown variables in the MC method is equivalent to that of the missing data. When the number of the unknown variables is large, the computational cost of the MC method is high. On the contrary, in the DRMC method the number of the unknown variables depends merely on that of the measurement data. Since the number of the measurement data is small in the FIS problems, the computational burden of the DRMC algorithm is smaller than the MC method.
(3) The DRMC method integrates the dynamic evolution information of the measurement objects and the measurement information. In the DRMC method, the temporal constraint is introduced to utilize the temporal correlations of the measurement objects, which is different from common MC method.
Numerical Simulations and Discussions
In previous sections, the DRMC model is proposed and an iteration scheme is developed for solving the model, and then the DRMC method based FIS flowchart is outlined. In this section, numerical simulations are implemented to evaluate the feasibility of the DRMC method. The simulation data is served as the measurement data. In order to simulate a real measurement environment, the simulation data is contaminated by the noises, which is defined as
where r = 1 ⋅ ; 1 represents the standard deviation and stands for a normal distribution random number with the mean of 0 and the standard deviation of 1, which can be achieved by the function "randn" in the MATLAB software; Y original and Y contaminated define the original and noise-contaminated measurement data, respectively.
In all cases, the stopping criterion of iterations for the DRMC method and the MC algorithm is defined as
, and the algorithmic parameters are approximately predetermined by solving (14) using the known observation data. In order to fairly evaluate the feasibility of the DRMC method, the purely random-walk evolution model is used to describe the dynamic evolution equation. All algorithms are implemented using the MAT-LAB 7.0 software on a PC with a Pentium IV 2.4 G Hz CPU and 4 G bytes memory.
To evaluate the feasibility of the DRMC algorithm, the results reconstructed by the DRMC method are compared with the MC method. The mean relative error (MRE) is used to evaluate the quality of a solution, which can be defined as
where represents the MRE; operator | ⋅ | stands for the absolute value operator; X True and X Estimated represent the true values and the estimated values, respectively. The sampling ratio is also used to evaluate the numerical performances of the DRMC method and the MC method, which is defined as
=
The number of the samplings The number of the variables × 100%,
where represents the sampling ratio. 
Case 1.
In this section, the DRMC method is used to reconstruct the temperature distribution described by the following equations from the partial temperature measurement data: The original temperature distribution is solved by the FEM, which is shown in Figure 2 . In the MC method, 1 = 50. For the sake of easy computation, in the DRMC method, W = diag (1/ B −1, ,1 , 1/ B −1, ,2 , . . . , 1/ B −1, , ), = 1.5, 1 = 10
, and 2 = 0.01. The simulation data is used to serve as measurement data, and the normal distribution random number with the variance of 9 is added to original data to simulate a real measurement environment. For fair comparison, in this case the known temperature data is randomly sampled. Figures 3 and 4 show the temperature distributions reconstructed by the DRMC algorithm and the MC method when the sampling ratio and the noise variance are 19.80% and 9, respectively. Figure 5 presents the MREs of the MC method and the DRMC algorithm under different sampling ratios when the noise variance is 9. Figure 3 is the temperature distribution reconstructed by the DRMC method when the sampling ratio and the noise variance are 19.80% and 9. It can be found from Figure 3 that because the proposed objective functional considers the inaccurate properties on the reconstruction model and the measurement data, the dimensionality reduction of the unknown variables, and the low rank property of the reconstruction object, the temperature distribution reconstructed by the DRMC method is in a good agreement with the original distribution, and the MRE is 0.17% when the sampling ratio and the noise variance are 19.80% and 9, which indicates that the DRMC method is successful in solving FIS problems.
The temperature distribution reconstructed by the MC method when the sampling ratio and the noise variance are 19.80% and 9 is shown in Figure 4 . Numerical simulation results indicate that the implementation of the MC method is relatively easy and the low rank property of the reconstruction object is exploited. However, it can be observed from Figure 4 that the reconstruction quality is not satisfactory. When the sampling ratio and the noise variance are 19.80% and 9 especially, the MRE of the MC method is 2.12%, which is higher than the DRMC method.
When the noise variance is 9, the MREs for the DRMC method and the MC algorithm under different sampling ratios are shown in Figure 5 . It is observed that with the increasing of the sampling ratios, the reconstruction quality of both algorithms is generally improved. However, it can be found from Figure 5 that the MC method performances poorly when the sampling ratios are relatively small. Additionally, it is worth mentioning that owing to the dimensionality reduction method is introduced to the DRMC method, the number of the unknown variables is equivalent to that of the measurement data, which is smaller than the number of the missing data, and thus a satisfactory estimation result can be obtained under the small sampling numbers. In fact, it can be found from Figure 5 that the reconstruction quality of the DRMC method is higher than that of the MC method when the sampling ratio is small. This feature is highly desired for real applications since the number of the measurement data is far smaller than that of the missing data.
It can be summarized from the above numerical results that as compared to common numerical simulation methods, such as the FEM and the FDM, the DRMC method acquires the field information without the knowledge on governing equations, initial conditions, boundary conditions, and physical properties of materials, except the limited number of the measurement data. As compared to common tomography-based field measurement methods with the requirements of the additional and costly devices, the DRMC method does not require additional devices but several measurement data that can be easily obtained via common measurement methods. As compared to common point measurement techniques, the DRMC method can reconstruct the field information from partial observation data, which will facilitate the understanding of the underlying physical or chemical mechanisms of the dynamic behaviors of the measurement objects. Meanwhile, the low rank property of the measurement objects is imposed in the DRMC method, which will facilitate the improvement of the reconstruction quality. Additionally, it is worth mentioning that in the MC method and the CS based methods, the number of the unknown variables is equivalent to that of the missing data. When the number of the unknown variables is large, the lack of the known information is serious, and thus the improvement of the reconstruction quality is restricted. In the DRMC method the number of the unknown variables depends on that of the measurement data. Since the number of the measurement data is small in the FIS problems, the computational cost of the DRMC algorithm is smaller than the MC method and the CS based methods.
Case 2.
In real applications, measurement noises are ubiquitous and complicated, a successful algorithm should be able to treat with the inaccurate properties of the measurement data. In this section, the noise-contaminated data with different variances is used to evaluate the robustness of the DRMC method. Figures 6, 7 , and 8 show the temperature distributions reconstructed by the DRMC method when the noise variances are 25, 100, and 225 and the sampling ratio is 0.90%, respectively. Figure 9 illustrates the MREs of the DRMC method under different noise variances. The temperature distributions reconstructed by the DRMC method, when the noise variances are 25, 100, and 225 and the sampling ratio is 0.90%, are shown in Figures 6-8 , respectively. It can be found from Figures 6-9 that because the inaccurate properties on the reconstruction model and the measurement data are simultaneously considered, the DRMC method shows good robustness to the measurement noises, This advantage is highly desired for real applications since the measurement noises are ubiquitous and complicated.
Case 3.
In order to further evaluate the feasibility of the DRMC method, another FIS problem is simulated. The original temperature distribution is described by 
where = 400 and ℎ = 100. In this case, the original temperature distribution, which is shown in Figure 10 , is solved by the FEM. In the DRMC method, W is defined as an identity matrix, 1 = 10 −5 , 2 = 10 −5 , 3 = 5, 4 = 1, 5 = 1 × 10 −7 , and 2 = 0.01. In the MC method, 1 = 50. The simulation data is used to serve as the measurement data, and the random number of satisfying the normal distribution with the variance of 9 is added to original data to simulate a real measurement environment. Figures 11  and 12 show the temperature distributions reconstructed by the DRMC method and the MC method when the sampling ratio and the noise variances are 19.80% and 9, respectively. When the noise variance is 9, the MREs for the DRMC method and the MC method under different sampling ratios are shown in Figure 13 . Figure 11 is the temperature distribution reconstructed by the DRMC method when the sampling ratio and the noise variance are 19.80% and 9. As can be expected, it can be found from Figure 11 that the temperature distribution reconstructed by the DRMC method is in a good agreement with the original distribution and the MRE is 0.17%, which indicates that the DRMC method is successful in solving the FIS task. When the sampling ratio and the noise variance are 19.80% and 9, the temperature distribution reconstructed by the MC method is shown in Figure 12 . It can be seen from Figure 12 that the reconstruction quality of the MC method is not satisfactory. When the sampling ratio and the noise variance are 19.80% and 9, the MRE of the MC method is 2.95%, which is higher than the DRMC method. When the noise variance is 9, the MREs of the DRMC method and the MC method under different sampling ratios are shown in Figure 13 . It can be observed that with the increasing of the sampling ratios the reconstruction quality of the both algorithms is generally improved. However, the reconstruction quality of the DRMC method is distinctly higher than that of the MC method when the sampling ratio is relatively small. This advantage is highly desired for real applications since the number of the measurement data is far smaller than that of the missing data.
Case 4.
In order to further evaluate the numerical performances of the DRMC method, another FIS problem is simulated. In this section, the original temperature distribution is described by [46] , and 2 = 1. The simulation data is used to serve as the measurement data, and the normal distribution random number with the variance of 9 is added to original data to simulate a real measurement environment. Figures 15 and  16 show the temperature distributions reconstructed by the DRMC method and the MC method when the sampling ratio and the noise variances are 33.06% and 9, respectively. When the variance of the noise is 9, the MREs of the DRMC method and the MC method under different sampling ratios are illustrated in Figure 17 . Figures 15 and 16 are the temperature distributions reconstructed by the DRMC method and the MC algorithm when the sampling ratio and the noise variance are 33.06% and 9, respectively. As can be expected, it can be seen from Figure 15 that the temperature distribution is in a good agreement with the original distribution and the MRE is 0.025%, which indicates that the DRMC method is successful in implementing the FIS task. Particularly, it can be observed from Figure 16 that the reconstruction quality of the MC method is not satisfactory, and the MRE is 10.41%, which is higher than the DRMC method.
When the noise variance is 9, the MREs of the DRMC method and the MC method under different sampling ratios are shown in Figure 17 . It can be seen that with the increasing of the sampling ratios the reconstruction quality of the both algorithms is improved. However, it can be found that the reconstruction quality of the DRMC method is higher than that of the MC method when the sampling ratio is small.
Case 5.
In real applications, the measurement objects are in a dynamic evolution process. A reliable reconstruction algorithm should be able to deal with such measurement objects. In this section, the DRMC method is used to reconstruct the dynamic temperature distributions described 
Mathematical Problems in Engineering , and 2 = 1. The simulation data is used to serve as measurement data; the normal distribution random number with the variance of 9 is added to original data to simulate a real measurement environment. For fair comparison, in this case the known temperature data is randomly sampled. Figures 19 and 20 show the temperature distributions reconstructed by the DRMC method and the MC algorithm when the sampling ratio and the noise variance are 19.80% and 9, respectively. Figure 21 presents the MREs of the DRMC method and the MC algorithm under different sampling ratios when the noise variance is 9. Figures 19 and 20 are the temperature distributions reconstructed by the DRMC method and the MC technique at different time instants when the sampling ratio and the noise variance are 19.80% and 9, respectively. As can be expected, for dynamic reconstruction cases, the results reconstructed by the DRMC method are better than the MC method. Additionally, it can be observed from Figures 21 and 22 that with the increasing of the sampling ratios the reconstruction quality of the both algorithms is gradually improved. However, it can be seen that the reconstruction quality of the DRMC method is higher than that of the MC method when the sampling ratio is small.
Following the results and discussions presented in previous sections, it can be concluded that the DRMC algorithm is competent in implementing the FIS tasks. Additionally, in the illustrated cases, in order to evaluate the feasibility of the DRMC method, the measurement data are randomly sampled, and numerical results indicate that the final solutions are not sensitive to the locations of the measurement data. This feature is highly desired for real applications. In this paper, merely the temperature distribution cases are shown. It is worth emphasizing that the DRMC algorithm is a general framework for the FIS tasks, which may be useful for other related problems.
Conclusions
Acquiring the field information on temperature, pressure, concentration, or velocity is crucial for the monitoring of chemical reactors, multiphase flow systems, heat transfer units, atmospheric pollutant diffusion, and underground pollutant migration, and thus facilitates the improvement of the system efficiency, the energy saving, and the reduction of the pollutant emission. In this paper, a DRMC method, which incorporates the point measurement method and numerical optimization approach, is proposed for solving the FIS problem. Numerical simulations are implemented to validate the feasibility and effectiveness of the proposed algorithm. It is found that differing from common inverse problems, numerical simulation approaches, and tomography based field measurement methods, in the proposed method the field information is reconstructed without the knowledge on governing equations of the measurement objects, initial conditions, boundary conditions, and physical property parameters of materials, except the limited number of the measurement data. For the cases simulated in this paper, the reconstruction results from the proposed method are in a good agreement with the original distributions. Furthermore, the reconstruction results from the noise-contaminated data show that the proposed algorithm is robust to the inaccurate property on the measurement data. As a result, a promising method is introduced for the FIS problems. It is worth mentioning that the proposed method provides a general framework for the FIS tasks, which may be useful for other related problems. However, studies indicate that each method may show different numerical performances to different FIS problems. In practice, the selection of an appropriate reconstruction method depends mainly on a specific reconstruction object and the modeling of the related prior information. This work provides an alternative approach for the FIS problem, which needs to be further validated by more cases in the future.
