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Chapter 1Introduction
The eukaryotic genome is organized in vivo into a complex of DNA and proteins
called chromatin. The nucleosome is a repeating subunit of chromatin and is composed of
an invariant core particle and a variable length of linker DNA which connects the
nucleosomes together to form the chromatin strand. The nucleosome core particle contains
146 by of DNA wrapped in 1 3/4 left-handed superhelical turns around an inner protein
core containing two each of the inner histones H2A, H2B, H3, and H4. These histones
are organized into a predominantly a-helical central globular region and an 'unstructured',
highly basic N-terminal tail. Recent X-ray analysis of the protein core permits one to trace
the path of the polypeptide chains of the globular regions (Arents et al., 1991); the location
and role of the N-terminal domains has not been determined, although they may play a role
in the maintenance of higher order chromatin structure [reviewed in van Holde (1988)].
The core histones are organized into two H2A-H2B dimers and a single (H3-H4)2
tetramer. The tetramer generally binds the DNA segment near the center; the two dimers
flank the tetramer on either side and bind the DNA more out towards the ends (Shick et al.
1980). The external (linker) histone(s) H1 (and H5) protect an additional 10 by of DNA on
either end of the core particle from nuclease digestion; this complex has been termed the
chromatosome and contains two full turns of DNA. These linker histones also aid in the
condensation and stabilization of the nucleosome array into higher order chromatin
structures such as the 30 nm fiber.
The core particle has been extensively studied in order to determine its structure and
organization. Early hydrodynamic studies (Olins et al. 1976), along with later neutron
(Bentley et al. 1981; Sibbet et al. 1983) and X-ray scattering (Inoko et al. 1992), X-ray
diffraction (Finch et al. 1977; Richmond et al. 1984; Uberbacher & Bunick, 1989; Struck
et al. 1992), and electron microscopy measurements (Klug et al. 1980) have shown the
core particle to be roughly disk-shaped, with a diameter of 110 A and a height of 57 A.
Recent X-ray diffraction studies of the core histone octamer (at 2 M NaC1 and thus in the2
absence of DNA) have been shown to be consistent with this model as well (Arents et al.
1991).
The majority of the eukaryotic genome, containing both active and inactive regions,
is organized into nucleosomes. These nucleosomes, along with several other higher orders
of folding, contribute to the packaging of -2 meters of DNA into a nucleus only a few
microns in diameter. This is all fine for packaging, but what about when the cell needs to
repair a segment of DNA that has been damaged by exposure to UV light? What about
when the cell divides and an exact duplicate of the entire genome has to be synthesized?
What about when the cell needs a certain protein and a particular gene needs to be
transcribed? How do the necessary enzyme complexes, in many cases larger than the
nucleosome itself, get through all of the folding and twisting and packaging involved and
complete their appointed tasks? Clearly there must be a way of disrupting chromatin
structure, at least temporarily, so that these necessary biological processes can occur. If we
can understand the mechanisms by which DNA is packaged, we may be able to someday
find ways of specifically unpackaging it to suit our own needs. This would enable us to,
for instance, turn on genes that are normally repressed and thus restore functions that have
been lost to an individual through disease.
The nucleosome core particle has been shown to undergo several in vitro
conformational transitions in response to changes in common parameters such as ionic
strength and pH. These transitions are relevant because they show that the core particle has
the propensity for existing in different metastable conformations, some of which may be
related to those which actually occur in vivo. We therefore study nucleosome structure to
gain basic knowledge relating to the processes of life.
The Low-Salt TransitionOne of the earliest core particle transitions to be
studied, and one of the most controversial, was that relating to low ionic strength. Early
studies of the core particle pointed to two separate transitions at low ionic strength, the first
at -7 mM, and the second at -1 mM (Gordon et al. 1978; Gordon et al. 1979). Later
work seemed to show that the higher ionic strength transition was perhaps due to impurities
in the core particle sample (i.e. core particles with >146 by DNA), and that only subtle
changes in core particle structure were occuring in this salt range (Dieterich et al. 1980;
Mita et al. 1983; Uberbacher & Bunick, 1983).All studies, however, were able to
observe the lower ionic strength transition by a variety of means including sedimentation,
flow birefringence, electric dichroism, neutron scattering, and tyrosine fluorescence3
anisotropy. Conclusions as to the exact nature of the transition were as varied as the
methods used to study it.
Sedimentation studies by Libertini and Small show a rather sharp decrease in S20,w
as the ionic strength of the solution is lowered below 1 mM (Libertini &Small, 1980).
This suggests a loosening of the histone core structure at low ionic strength, perhaps
associated with an increase in the overall size of the core particle. Studies by Martinson et
al. showed that crosslinking of the core histones with dimethylsuberimidate would
completely inhibit the low salt transition (Burch & Martinson, 1980).Additional
crosslinking studies showed that specific H2B-H4 contacts are broken as the ionic strength
of the solution is lowered (Martinson et al., 1979). They therefore concluded that some
type of protein rearrangement was occuring in the core particle during the transition.
Alternatively, in their experiments with He La cell core particles, Libertini et al. showed that
similar crosslinking of the core histones reduces, but does not abolish the large decrease in
520,w (Libertini et al., 1988). This suggests that the large decrease in S20,w may not be
entirely related to the low salt transition, but could instead derive from the effects of very
low salt concentrations on the polyelectrolyte core particle. The differential sedimentation
velocities between the fast moving, highly negatively charged core particle and the few
remaining, much slower moving solvent counterions creates a potential gradient opposite to
the direction of sedimentation and thus tends to reduce S20,w (Hirai et al., 1988). It is
likely therefore that the large decrease in S20,w is due in part to this effect, as well as from
an opening of the core particle at very low ionic strengths.
Using electric dichroism measurements, Wu, et al. reported a rather large increase
in both the overall particle dipole moment and rotational relaxation time and concluded that
a substantial conformational change was occuring at low ionic strength (Wu et al. 1979).
Their result is consistent with a model in which the core particle has become quite flattened,
and in which the DNA now makes not quite 1 complete turn around the outside of the
protein core, rather than the typical 1 3/4 turns. They suggested that the driving force for
the transition is the increasing ionic repulsion of the DNA backbone as the counterion
concentration is lowered. This hypothesis is consistent with that proposed by Grigoryev
and Krasheninnikov on the basis of their studies on partially trypsinized core particles
(Grigoryev & Krasheninnikov, 1982). Light trypsinization of intact core particles will
remove the unstructured N-terminal ends of the histones, but leaves the central globular
regions unscathed. These domains have a high percentage of lysine and arginine residues
and are thus positively charged; they therefore will contribute toward the neutralization of4
the large negative charge of the DNA sugar-phosphate backbone. When these positive
charges are removed, one would expect a greater degree of ionic repulsion between
adjacent DNA coils on the particle at a given solvent ionic strength, with the result that the
transition would be shifted to higher salt concentrations. As will be shown later, the low
salt transition is indeed shifted to higher ionic strengths in these particles, but to a much
greater degree than would be expected based on ionic effects alone.
Dieterich et al. used fluorescence energy transfer measurements involving the use of
dye molecules attached to the H3 sulfhydryls (core particles contain two cysteine residues,
one in each H3 molecule) to show that their separation increases from 30A to about 48 A
at very low ionic strengths, consistent with a large conformational change (Dieterich et al.
1979). Alternate energy transfer measurements involving the use of dye molecules attached
to the H3 sulfhydryls and the ends of the DNA by Eshaghpour at al. show little increase in
their separation at low salt concentrations, suggesting that the DNA remains closely bound
to the histone core during the transition (Eshaghpour et al. 1980).
Tyrosine fluorescence measurements by Libertini and Small show an increase in
total intensity as the ionic strength is lowered, together with a decrease in the anisotropy.
These results point to alterations in the protein core of the particle which accompany an
unfolding of the overall structure (Libertini & Small, 1980; Libertini & Small, 1982). They
have also shown that the low-salt transition occurs at a higher ionic strength for
hyperacetylated core particles, again consistent with the idea that ionic repulsion between
the adjacent DNA strands is the driving force behind the transition (Libertini et al. 1988).
Acetylation of the histone proteins involves lysine residues preferentially located in the N-
terminal ends (Bradbury, 1992) with the resultant neutralization of their positive charge,
thus increasing the overall negative charge of the core particle and increasing the effect of
ionic repulsion at a given ionic strength.In addition, acetylation could directly alter
protein-DNA interactions in the affected regions, thus changing the core particle structure
and facilitating the transition.
Acetylation of core particles has also been associated with regions of chromatin that
are transcriptionally 'active' (Turner, 1991), suggesting that perhaps the in vitro low-salt
transition is a reflection of an actual structural rearrangement which is occuring in vivo to
render the chromatin more accessible to the transcription machinery. Ausio has proposed a
model for the effects of histone acetylation on the transcriptional activation of chromatin
(Ausio, 1992).In his model acetylation of the histones 'poises' the chromatin for
transcription, as a result of the weakening of the DNA-protein interactions in the affected5
regions.Positive superhelical stress generated by an approaching RNA polymerase
complex neutralizes the negative supercoiling in the nucleosome and disrupts the
nucleosome structure (Liu & Wang, 1987; Pfaff le et al., 1990; Thoma, 1991), perhaps into
the 'lexosome' structure proposed by Prior et al. (1983) and Locklear et al. (1990). This
structure is more open and thus allows freer passage of the polymerase than the native
nucleosome. The lexosome structure is relevant in that it is one of the structures suggested
for the highly elongated form of the core particle at very low ionic strengths (see chapter 4).
Low angle neutron scattering studies by Mita et al. suggest that the radius of
gyration, RG, of the protein increases beyond that for the DNA at low ionic strength,
suggesting that the DNA is now located on the inside of the particle, rather than on the
surface (Mita et al. 1983). Later studies by this group did not observe this inversion,
though, and found only slight changes occuring in the core particle at low ionic strengths
(Hirai et al., 1988). Uberbacher et al. have also used neutron scattering measurements to
conclude that the RG for the DNA increases while RG for the protein remains constant and
suggested that the ends of the DNA release from the core particle at low ionic strength
(Uberbacher et al. 1983), similar to the model proposed by Harrington on the basis of
flow birefringence studies (Harrington, 1982). It is rather difficult to imagine how these
changes could be occuring. A complete inversion of the core particle such as that
envisioned by Mita, et al. does not seem physically possible, while Uberbacher et al. and
Harrington seem to suggest the breaking of ionic bonds between the DNA and the core
histones under precisely those conditions where they should be strengthened. One of the
main problems with these types of measurements is that they require fairly high core
particle concentrations in order to reduce the background level to the point where subtle
changes can be observed. As will be shown in chapter 3, the elongation of the core particle
occurs only at very low ionic strengths, well below those reached by these authors (see
also Brown et al., 1991).
The low-salt transition occurs at ionic strengths below 1 mM, at a point far from the
physiological conditions expected to be encountered in vivo. The importance of this
transition is that it shows that the core particle is capable of a major structural rearrangement
in vitro which may be related to processes occuring in vivo. Under certain conditions in
vivo the nucleosome may be very prone to this transition, especially in light of the fact that
histone acetylation and removal of the N-terminal histone tails (often thought to be not
associated with the core particle at all, but instead associated with extra-nucleosomal
chromatin elements) increase the ionic strength at which the transition occurs.6
The Moderate-Salt TransitionAt moderate ionic strengths (300 mM to 800 mM)
evidence has been accumulating which points to another type of transition occuring in the
nucleosome core particle. Again, there has been some controversy as to the exact nature of
the transition. This is perhaps due to the fact that the measurements are often accompanied
by some degree of core particle dissociation in to histones and free DNA (Yager et al.
1989). Thus, caution should be exercised when interpreting the results.
Yager et al. used sedimentation coefficient distributions to resolve the moderate-salt
transition into two distinct steps. The first is very rapid (immediate on the time scale of
their measurement) and involves a decrease in S2004, of the core particles to 9.0 from an
initial value of 11.0. The second step is much more gradual and involves the formation of
free DNA as a fraction of the core particles dissociate (Yager & van Ho lde, 1984).
Circular dichroism spectroscopy has been used to monitor the transition. Distinct
changes have been found in the region where DNA absorbs (-270-300 nm). With
increasing ionic strength, Wilhelm and Wilhelm observed an increase in overall ellipticity at
284 nm and the disappearance of a negative band at 290-300 nm. They interpret these
changes to indicate a change in the DNA secondary structure, together with a possible
opening of the core particle at elevated ionic strengths (Wilhelm & Wilhelm, 1980). Ausio
measured the change in the ratio of the ellipticity for the core particle DNA at 282.5 nm
relative to that of free DNA and found that it increases with increasing ionic strength,
suggesting that the DNA becomes looser, more like free DNA, as the transition progresses
(Ausio & van Holde, 1986).
1H-NMR measurements by Cary et al. have suggested that the N-terminal domains
of histones H3 and H4 become mobile in this intermediate salt range (Cary et al. 1978).
Similar work by Walker led to the postulate that the moderate salt transition derives from
the release of these N-terminal ends from the body of the core particle (Walker, 1984). To
investigate the role of the N-terminal histone domains in the moderate-salt transition, Ausio
et al. performed a variety of measurements on both native and trypsinized core particles.
Their results were essentially equivalent for both species as determined by CD
spectroscopy, sedimentation, and DNase I digestion measurements, suggesting that histone
tail release is not responsible for the changes observed in the moderate-salt transition
(Ausio et al. 1989), but that more subtle alterations in the secondary and tertiary structure
of the histones and DNA are involved (Dong et al., 1990).7
Stefanovsky et al. utilized a novel procedure wherein UV laser radiation was used
to covalently crosslink histones and DNA in intact nuclei. Upon irradiation, samples were
trypsinized and the DNA was isolated and immunochemically probed for the presence of
bound histone (with antibodies generated towards the central globular region of the histone
molecule). Their results were striking in that no bound histone was recovered, suggesting
that the crosslinks were only occuring through the unstructured N-terminal domains of the
histones. This proved to be true with chromatin and core particles also. In addition, they
found that the efficiency of crosslinking in core particles was much lower than that
observed in chromatin or intact nuclei suggesting that, in vivo, the N-terminal histone
domains preferentially interact with the linker DNA (Stefanovsky et al. 1989). They may
therefore play a role in the higher order folding of chromatin, rather than in the structural
organization of the nucleosome core particle.This hypothesis is supported by recent
chemical crosslinking studies by Davies and Lindsey on the 167 by chromatosome. Using
a chemical crosslinking methodology similar to that used by Mirzabekov(Shick et al. 1980)
to map the sites for DNA-protein interaction in the native core particle, they found evidence
for increased contacts between H2A and H3 in the 10 by extensions (Davies & Lindsey,
1991). These additional contacts could presumably derive from interactions with the
histone tails.
Another somewhat related hypothesis is that the N-terminal domains are involved
with the reformation of the nucleosome following passage of the polymerase complex
during transcription. Nacheva et al. utilized a chemical crosslinking procedure directed
towards specific regions of the histones (the lysine-rich N-terminal domains and the
histidine-containing central globular regions) and found that, in a transcriptionally activated
hsp70 gene, histone-DNA contacts were localized in the N-terminal domains. They found
no evidence for crosslinking via the central regions of the histones (Nacheva et al. 1989).
It could be that the N-terminal ends somehow hold onto the DNA as the nucleosome is
disrupted during transcription, and then aid in its reformation following passage of the
polymerase.
The decay of the fluorescence anisotropy provides a means of measuring the
rotational diffusion of macromolecules through solution.The rotational diffusion
coefficients obtained are very sensitive to the size and shape, being dependent upon the
cube of the linear dimension of the molecule; small changes in the macromolecule can
therefore result in significant changes in the anisotropy decay (Small et al., 1991). The
rotational correlation times expected for a macromolecular complex the size of a8
nucleosome core particle range in the hundreds of ns, and so a long lifetime fluorescent
probe is necessary to visualize these motions. The intrinsic tyrosine fluorescence decays
with a lifetime of only 1-2 ns (Ashikawa et al. 1982; Brown et al. 1992), much too fast
for these measurements, and so an externally bound probe is required. In the majority of
the studies to be presented here I have used the intercalating dye, ethidium bromide, as a
probe for the rotational motions of the core particle.
Ethidium is a fluorescent molecule which binds readily to DNA free in solution by
intercalation between adjacent base pairs. Such binding results in a dramatic increase in the
fluorescence quantum yield with the decay lifetime increasing to about 22 ns from an initial
value of -1.6 ns for the free dye. Ethidium also binds readily to the core particle, with
changes observed in the fluorescence properties similar to those which occur upon binding
to free DNA (Ashikawa et al., 1983, Genest et al., 1982). These changes suggest that
binding of the dye to the core particle also occurs by intercalation into the DNA. Recent
studies involving tritiated azidoethidium covalently bound to core particles support the
conclusion that the dye is binding to the DNA only, with little or no binding occuring to the
histones (McMurray & van Ho lde, 1991).
The fluorescence anisotropy of ethidium bound to core particles will decay in
response to all of the various depolarizing motions that the moiety can undergo during the
lifetime of the excited state.These motions can be classified as (1) sub-nanosecond
wobbling motions of the ethidium within its binding site (Millar et al., 1980; Magde et al.,
1983) (2) slower torsional motions of the DNA on an intermediate time scale (Genest et al.,
1982; Wang et al., 1982; Ashikawa et al., 1983; Schurr & Schurr, 1985; Wahl et al., 1970;
Winzeler & Small, 1991), and (3) very slow motions due to overall rotational diffusion of
the particle on a time scale of hundreds of nanoseconds.Early studies using the
fluorescence anisotropy decay of ethidium bound to nucleosomes (Ashikawa et al., 1983;
Genest et al., 1982) concentrated on the DNA flexing motions, because these occur in time
scales accessible to their measurements.
In the experiments presented here, I will be discussing my attempts to monitor the
salt-dependent conformational transitions of the core particle utilizing fluorescence decay
techniques. In chapter 2 I describe the method used for the preparation of the nucleosome
core particles used in these studies.I then discuss the collection and analysis of the
ethidium anisotropy decays presented in chapters 3 and 4.9
Chapter 3 discusses my initial attempts at measuring the rotational diffusion of the
nucleosome core particle using the fluorescence anisotropy decay of bound ethidium. This
work was originally published in the journal Biochemistry in 1991 in a paper authored by
myself, Dr. Louis J. Libertini, and Dr. Enoch W. Small (Brown et al., 1991). This paper
also presented my initial work on the application of this technique to the low salt transition.
Chapter 4 extends the work presented in chapter 3 in new directions. The technique
of fluorescence anisotropy decay is again used, this time on both the moderate salt
transition and on trypsinized nucleosome core particles. A theoretical treatment is also
presented which discusses the resolvability limits of the technique. A preliminary version
of this chapter was published in the meeting proceedings of the Time-Resolved Laser
Spectroscopy in Biochemistry III conference held in Los Angeles, CA in 1992, authored
by myself and Dr. Enoch W. Small (Brown & Small, 1992).
Chapter 5 represents a departure from the previous two chapters in that the
fluorescence intensity decay of the intrinsic tyrosine fluorescence is instead utilized to
monitor the ionic strength dependent conformational transitions of the core particle. This
work was originally presented as a poster at the Time-Resolved Laser Spectroscopy in
Biochemistry III conference held in Los Angeles, CA in 1992. A short paper describing
the poster, authored by myself, Dr. Louis J. Libertini, and Dr. Enoch W. Small was
published in the meeting proceedings (Brown et al., 1992).
Chapter 6 is a general conclusion, tying together the entire work. Finally, I present
an appendix where the instrumentation used for these studies is described in some detail.
In addition, the results of my investigations into the effects of multiphoton events on the
fluorescence intensity and anisotropy decays are discussed.10
Chapter 2Experimental
In this chapter I first describe the preparation of the nucleosome core particles that
were used in these studies. This preparation has undergone some modifications since it
was first described by Libertini et al. (Libertini & Small, 1980; Libertini et al., 1988) and
so I will describe in some detail the procedure currently followed.
Following this discussion of the materials used, I describe the methods followed in
the measurement and calculation of the anisotropy decays and their subsequent analysis.
Preparation of Nucleosome Core ParticlesFollowing is the procedure currently
in use in our laboratory for the preparation of nucleosome core particles.
Isolation of insoluble chromatin: All manipulations are carried out at 4 °C unless
otherwise noted.Chicken erythrocytes were obtained from Lampire Biologicals
(Pipersville, PA), stored frozen at -70 °C, and lysed by thawing into cell lysis buffer (0.01
M Tris, pH 7.2, 0.15 M NaC1, 0.5 mM PMSF) with 0.2% NP-40. The nuclei are washed
several times with cell lysis buffer containing decreasing amounts of NP-40 and at
decreasing centrifuge speeds; this helps to avoid irreversible hard packing of the nuclei into
an undispersible mass. The washed nuclei are then lysed by pipeting into nuclei lysis
buffer (0.01 M Tris, pH 7.8, 0.2 mM EDTA) on ice and stirred for 15 min. The flocculent
chromatin is recovered by centrifugation and its volume estimated by weight (assuming a
density of 1 g/ml).
Solubilization of chromatin: The insoluble chromatin pellet is warmed to room
temperature and adjusted to 1 mM CaC12. Micrococcal nuclease (MNase) is added to 125
U/ml and digestion is allowed to proceed for 30 min to solubilize the chromatin. Repeated
trituration of the chromatin mass through decreasing broken glass pasteur pipet orifices aids
in the digestion by mechanical shearing of the chromatin. The solution is then clarified by
centrifugation and the supernatant is adjusted to 2 mM EDTA to prevent further digestion.
Extraction of H1 and H5: The solution is stirred on ice while dry CM-sephadex is
added (30 mg / ml of solution); the mixture is then adjusted to 0.05 M NaC1 by the very
slow addition of 4 M NaCl. Stirring is continued for 60 min. The mixture is applied to the11
top of a CM-sephadex column (at room temperature) equilibrated in CM buffer (0.01 M
Tris, pH 7.8, 0.2 mM EDTA, 0.05 M NaC1) and the stripped chromatin is eluted at the
fastest flow rate possible, collecting arbitrary sized fractions. Fractions containing high
OD260 (usually beginning just after the elution of some orange-colored material) are
combined and dialyzed overnight on ice vs. digestion buffer (0.02 M Tris, pH 7.8, 0.2
mM EDTA) using large pore dialysis tubing (-12000 MW cutoff; the use of smaller pore
tubing restricts adequate dialysis of the EDTA and interferes with the subsequent test
digestion).
Digestion to core particles: The stripped chromatin is clarified by centrifugation and
adjusted to 125 U/ml MNase. A small test aliquot is removed and brought to 37 °C. CaC12
is added to 1 mM to start the digestion; test points are taken every 5-10 minutes or so for 1
hour. These test points are run on a denatured DNA gel to determine the optimum time for
digestion of the bulk sample (generally about 30 min for this procedure).
The bulk sample is warmed to 37 °C, adjusted to 1 mM CaC12 and digested for the
predetermined time; EDTA is added to 2 mM to stop the digestion. The digested chromatin
is stirred on ice and adjusted to 0.125 M NaCl. After 1 hour, centrifuge to remove the
precipitated material (containing over- and under digested cores, as well as residual H1 and
H5) and concentrate the supernatant to 2-3 ml vs dry PEG1OK.
Isolation of core particles: Add the concentrated digest to the top of a Sepharose
6B-CL column equilibrated with column buffer (0.01 M MOPS/cacodylate, pH 7.2, 0.2
mM EDTA, 0.35 M NaC1) and elute overnight in the cold room at a flow rate of 8-10
ml/hr while collecting 2 ml fractions. Determine the fractions containing high OD260,
combine and dialyze on ice overnight vs. storage buffer (0.01 M MOPS/cacodylate, pH
7.2, 0.2 mM EDTA). Concentrate the final preparation to the desired OD260 and store in
the refrigerator.
The core particle preparation is typically characterized by electrophoresis of both the
histones and the DNA. Figures 2.1, 2.2, and 2.3 show typical results of such gels.
Figure 2.1 shows that the four inner histones (H2A, H2B, H3, and H4) are present in the
sample in equal amounts, even in the heavily overloaded lanes. Non-core proteins, which
could contribute spurious tyrosine or tryptophan fluorescence and thus interfere with our
measurements, are not seen; if they are present, they must be so at very low concentrations
relative to the core histones. Figure 2.2 shows the results of electrophoresis of the DNA
under denaturing conditions on a polyacrylamide gel. At very high loadings, some over-12
digestion is seen; however, this is also in very small amounts relative to the bulk of the
DNA. This over-digestion is the result of single-stranded nicks in the DNA, since
electrophoresis of the free DNA under non-denaturing conditions resolves as only a single
band. Notable is the lack of significant amounts of underdigested DNA. This is critical for
our experiments, since increasing the DNA length increases the ionic strength of the onset
of the low salt transition. Using core particles prepared in this fashion, we consistently
find this onset to be below 1 mM salt. Native polyacrylamide gel electrophoresis of DNA
extracted from the core particles after Proteinase K or Pronase digestion of the histones, or
by hydroxylapatite chromatography (Hirose, 1988) resolved as a single band with a size of
146 ± 2 by (see figure 2.3).
Core particles prepared in this manner are stable when stored refrigerated for at least
9 months (as estimated by protein and DNA electrophoresis), however no preparations
older than 3 months are used for final experiments.
The Measurement of The Anisotropy DecayWhen a sample is excited with
polarized light, its fluorescence emission is also polarized. A measure of the degree to
which this fluorescence is polarized is termed the anisotropy. The anisotropy is a measure
of the angular displacement between the absorption and emission dipoles of the fluorophore
which occurs during the lifetime of the excited state. Factors which can contribute to this
displacement include both rotational diffusion through solution and radiationless energy
transfer to another fluorophore, as well as any intrinsic displacement between the two
dipoles in the fluorophore itself.
To measure this quantity, one excites the sample with vertically polarized light and
then collects fluorescence through emission polarizers oriented both parallel and
perpendicular to the excitation light. This process is diagrammed in figure 2.4. The two
polarized fluorescence components are termed Fli and F1. The total fluorescence intensity,
Ft, is defined as
Ft = F11 + 2SF1, (2.1)
where S is the total sensitivity correction, discussed in detail below. Alternatively, Ft can
be collected by using vertical excitation and orienting the emission polarizer to a point
54.74° from vertical, at a point termed the 'magic angle'. At this point, F1 is enhanced
two-fold over F11, thus forming the correct sum for Ft.13
The anisotropy, r, is further defined as the difference between the two fluorescence
components as follows:
F11SF_L
r (2.2)
Ft
where again S represents the sensitivity correction. Note that these components can be
measured in either steady-state or time-resolved fashion; for decay measurements one
would obviously measure them in the time-domain.
Data Collection: In order to measure the anisotropy decay of a sample, one uses the
decay fluorometer (described in the Appendix) to collect what is termed in standard
laboratory format as an EFF file. This is simply a data file containing the numerical results
of three separate collections from the PHA (pulse height analyzer). The EFF contains an
(E)xcitation profile and two (F)luorescence decays, Fil(t) and F_L(t).Each of the
components contain 1024 channels of data from the PHA which have been collected by the
instrument, sent to the IBM computer, and combined into a single file.
To collect the excitation profile one typically collects the light scattered from a dilute
ludox solution (a silica suspension available from DuPont) through a set of emission filters
chosen to isolate the particular excitation wavelength. The intensity of the incoming light is
attenuated through the use of a half-wave plate intensity controller and any additional
neutral density filters to reduce the count rate to 20 kHz. In the case of ethidium and DNA
fluorescence measurements a different system is typically used.Instead of a scatter
solution, we use a dilute solution of the dye erythrosin B in water. Erythrosin in water has
an emission maximum near that of DNA-bound ethidium and a lifetime of around 83 ps,
and on the time scales used for ethidium measurements (0.376 ns/channel) its decay profile
is indistinguishable from the scatter solution. The use of erythrosin in water thus allows
one to use the same set of emission filters for both the excitation and fluorescence
measurements, removing one possible source of error in the measurement.
The two fluorescence components are also collected at 20 kHz apiece, the half-wave
plate being reoriented between the collection of Fil(t) and FL(t) to maintain the proper count
rate.In between each collection the data are transferred from the PHA to the IBM
computer. Typically several cycles of excitation profile and fluorescence decay are
collected for each sample; this allows the collection of large amounts of data on a PHA with
finite memory capacity (-1 million counts per channel maximum) and also averages out any14
differences which may occur in the excitation light due to laser drift or fluctuation over long
periods of time. At the completion of collection, the several component files are combined
by the IBM into the final EFF file.
The Sensitivity Correction: Equations (2.1) and (2.2) above both contained the
parameter, S, termed the total sensitivity correction. As it turns out, for the measurement
of anisotropy decays this is one of the most critical parameters since a small error in its
measurement can have dramatic effects on the measured rotational correlation time.
S is actually composite correction factor, being the product of three separate factors
(Small & Anderson, 1988). The first is the standard G factor familiar to fluorescence
spectroscopists, and represents the sensitivity of the instrument to the two different
polarizations measured. Ideally, an instrument will be equally sensitive to both horizontally
and vertically polarized light; the G factor corrects for any differences that may be present
in the instrument. There are two methods used for estimating G. The first, and standard
method, involves the use of horizontally polarized excitation light. When the excitation
polarizer is horizontal (i.e. at 90°), both orthogonal orientations of the emission polarizer
are perpendicular to the excitation and thus should be equal. Two collections are made with
the fluorometer polarizers at different settings, and at a low (-3 kHz) count rate. The two
collections are termed Fhv and Fhh, where a subscript 'h' denotes a horizontal polarizer
setting and ivi represents a vertical orientation. Thus, Fhv describes the situation where the
excitation polarizer is horizontal (i.e., at 90°) and the emission polarizer is vertical (i.e., at
0°). A low count rate is utilized so that the instrumental response to the fluorescence signal
is linear. At higher count rates, the PHA can not respond to the incoming signal and data
can be lost. The fluorescence sample is placed in the sample chamber and Fhv and Fhh are
alternately measured, typically for 10 cycles of 30 sec. each. The G factor is then
calculated from the ratio of the total counts in the two decays, Fhv / Fhh. 10 cycles are
collected in order to average out slight fluctuations in the input intensity over the period of
collection, presumably derived from heating and cooling in the room due to the air
conditioning system operation.
The second method for estimating G involves the use of vertically polarized
excitation light and an isotropic (or nearly isotropic) sample such as ethidium in acetone. In
an isotropic sample the anisotropy is 0.0, and thus F, and Fvh should both be equal.
Decays are collected for Fvh and Fvv as described above and the G factor is calculated from
the ratio Fvh / Fvv. Measurement of G in this fashion has the advantage of minimizing the
changes in the instrument between collection of the fluorescence decays and the15
measurement of the sensitivity correction, since both methods utilize vertical excitation and
thus avoid errors associated with slight misalignments in the excitation polarizer.
The second component of the S is a factor which corrects for the fact that both F11
and F1 are collected at the same count rate, 20 kHz. This factor, termed the R factor, is
obtained by collecting Fvh and Fvv for the sample at a low count rate and taking the ratio
Fvh / Fvv The third component of S is simply the ratio of the total counts present in each
of the two decays, Fil(t) and F_L(t).
Once the EFF file has been collected and transferred to the IBM computer, there are
other manipulations which must be performed on the data to remove artifacts and calculate
the anisotropy decay function. A discussion of these procedures follows.
A Numerical Correction for The Convolution Artifact: As described in the
Appendix, the dye laser is cavity dumped to yield an output pulse rate of 800 kHz. If this
system were perfect, only one pulse would exit the dye laser every 1.25 ps. Due to the fact
that this system is not perfect, other mode-locked pulses do manage to exit the dye laser as
well. These may been seen as the regularly spaced peaks (approximately every 12.2 ns,
the mode-locked repetition rate of the dye laser), 4-5 orders of magnitude smaller than the
main peak, in the excitation profile shown in figure 3.2. Because of the design of the
cavity dumper and the user-defined settings, these stray pulses are many orders of
magnitude smaller than the main pulse and at short times relative to the main pulse have
little or no effect on the measured fluorescence. However, at long times where anisotropy
decays are of particular interest in the determination of rotational correlation times, the
fluorescence derived from the main excitation pulse has decayed off so much that
secondary excitation from these stray pulses becomes significant and presents a serious
distortion in the data which if uncorrected prevents the accurate measurement of rotational
diffusion. To correct for this secondary excitation a procedure known as a numerical
correction of the convolution artifact is performed.
Using a program called SEUSE on the IBM an EFF file is input, the peak of the
main excitation pulse is located, and the positions of the stray mode-locked pulses are
calculated based on the mode-locked frequency of the pump laser and the time scale
(ns/channel).Correction files for each of the three data files are generated by first
determining the number of counts (Ni) in each secondary peak of E(t) relative to the
number present in the main peak (No). Then, for each secondary peak, E(t), Fil(t), and
Fl(t) are multiplied by the peak ratio Ni/No and summed into their respective correction16
files after being shifted so as to match the main peak position in the unmodified E(t). These
correction files are then subtracted from the unmodified files to generate corrected data files
E'(t), F'll(t), and Fi(t) which have had the effects of the stray pulsing removed.
Background Determination: On the time scales used for ethidium fluorescence
decay measurements, 1024 channels of data on the PHA extend out to more than 16
lifetimes. Following the above described correction for secondary pulse excitation, the
fluorescence induced by the main excitation pulse should have decayed to zero at these long
times.This turns out not to be the case, possibly due to random noise from the
photomultiplier across the range of collection. It is thus necessary to estimate the amount
of background correction needed to bring this flat tail of the data down to zero as expected.
To accomplish this, we perform a simple two-component least-squares analysis of the tail
end of the data with one lifetime fixed at 106 ns. The first component approximates the
remaining decay of fluorescence, while the pre-exponential factor associated with the fixed
lifetime approximates the needed background correction.
Anisotropy Calculation: Following correction for stray pulsing and background,
the data are read into a program called RDECAY which calculates the total fluorescence
and anisotropy decays based on eqs (2.1) and (2.2).Note that the calculation of the
anisotropy using these equations is actually an approximation because the measured Fil(t)
and FL(t) are to some degree convoluted with the excitation function. However, through
the use of a fast laser source and a fast microchannel plate photomultiplier, combined with
the above described numerical correction, this approximation is quite good (Small, 1991).
Use of eqs (2.1) and (2.2) effectively separates the contributions of the intensity decay and
the anisotropy decay, permitting them to be analyzed separately. The resulting analyses are
thus greatly simplified as compared to direct deconvolution of Fii(t) and FL(t) which, for
the type of data presented here, would require simultaneously solving for at least 12
parameters [three exponential decay times and three pre-exponential factors for each of Ft(t)
and r(t)]. Analyses of simulated fluorescence decay data [Fil(t) and Fi(t)] demonstrated
that use of eq (2.2) to approximate the anisotropy decay does not introduce significant
distortions for our purposes since decay components with correlation times lower than 2 ns
could be accurately recovered. It is important to note, however, that the usefulness of eq
(2.2) for experimental data depends critically on the correction described above for
secondary pulses in the excitation and to a lesser degree on the background correction.
Program RDECAY also calculates the variance of the anisotropy from:9S2[(Fil + b)F12 + (F'1 + c)F1121
v ,
Ft4
17
(2.3)
where b and c are the background corrections for the corrected files F'11 and F'1 and S is
the sensitivity correction. Calculation of the fitting parameter (reduced X2 value) used in
least-squares fitting of the anisotropy decays uses the variance parameter as the weighting
factor for the squared residuals. The anisotropy and variance functions are output into new
files in laboratory standard FF file format for use by the data analysis programs.
Data AnalysisAnisotropy decays are analyzed directly (without deconvolution)
by both the method of moments (Small et al., 1989; Small, 1992) and a least-squares fitting
method. The least-squares analysis program is based on the Marquart search algorithm as
described by Bevington (Bevington, 1969). In all cases, the method of moments and least-
squares analyses gave comparable results for Oina,, the longest recovered anisotropydecay
correlation time.
d
The deviation, d, of the calculated fits to the anisotropy decay data is computed as:
r - s
v1/2
(2.4)
where r, s, and v are the experimental result [the anisotropy decay data calculated from eq
(2.2)], the calculated fit (sum of exponentials from the method of moments or least-squares
analysis), and the variance of the experimental result, respectively.18
Figure 2.1Characterization of the Core Particle Preparation: SDS-PAGE. Core
particles at several two-fold dilutions (lane 1 contained 3.1 tg total protein) were
separated by SDS-PAGE and stained with Coomassie Blue R-250. The positions of H3,
H2B, H2A, and H4 are indicated.H3
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Figure 2.2Characterization of the Core Particle Preparation: Denatured DNA Gel.
Core particle DNA at several two-fold dilutions (lane 1 contained 2.0 jig total DNA) was
electrophoresed on a polyacrylamide gel under denaturing conditions and visualized by
staining with ethidium bromide.SO IIIIIgm.
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Figure 2.3Characterization of the Core Particle Preparation Non- Denaturing
DNA Gel. Native core particles (lane 1; 0.5 lig total DNA) and free core particle DNA
(lane 2; 0.5 iig; obtained by proteinase K digestion of core particles) were electrophoresed
on a polyacrylamide gel under non-denaturing conditions and visualized by staining with
ethidium bromide. Lane M size markers, from a HpaII digest of pBR322.23
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Figure 2.4Polarized Fluorescence Measurement. A simple diagram of a polarized
fluorescence measurement showing vertically polarized excitation and the parallel and
perpendicular polarized emission components.25
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Chapter 3Rotational Diffusion Of Nucleosome Core Particles Indicates
an Extended Structure at Low Ionic Strength
Introduction
The results presented in this chapter were originally published in the journal
Biochemistry as Brown et al., 1991. They represent my initial experience with the
technique of using fluorescence anisotropy decays to measure the rotational diffusion of the
core particle. As mentioned in chapter 1, intrinsic tyrosine fluorescence decays with too
short of a lifetime to be able to recover the long rotational correlation times expected for the
core particle. I therefore utilized an externally bound probe, the intercalating dye ethidium
bromide, as a probe for these rotational motions.
In some of the experiments presented here, I have extended the time range
accessible in the anisotropy decay by substituting D20 for H2O. In D20, the lifetime of
DNA-bound ethidium increases to nearly 40 ns, due to a reduced exchange rate of
deuterons between the solvent and the excited-state chromophore (Olmsted & Kearns,
1977). Combined with the use of a high repetition rate picosecond laser as the excitation
source and long data collection times, the use of D20 as a solvent extends the time range
available for ethidium fluorescence decay measurements to more than 350 ns.This
extended time scale diminishes the degree to which torsional flexing of the DNA will
interfere with observation of the effects of rotational diffusion. Since experiments in both
D20 and H2O recover the same rotational diffusion properties, I conclude that, even when
H2O is used as the solvent, the rotational motions of the core particle may be studied by
using ethidium fluorescence.
One of the questions which had arisen in the literature was whether or not the low
salt transition observed for the nucleosome core particle was associated with a major
conformational change. Certain lines of evidence suggested that it was, while other results
said that it was not, and that only minor changes were occuring (reviewed in chapter 1).
These experiments were undertaken in an attempt to clarify this situation.27
In this chapter I first characterize the fluorescence intensity decay of the bound
ethidium. I then show that ethidium fluorescence anisotropy decays may be used to obtain
accurate information on the rotational motions of nucleosome core particles. I then examine
the effects of low salt concentrations on these rotational motions.28
Materials and Methods
Materials
Chicken erythrocyte core particles were prepared as described in chapter 2.
Concentrated stock solutions at low ionic strengths were prepared by successive washings
of the core particles into 1 mM Tris, pH 8.2 using Amicon Centricon microconcentrators.
Methods
Data Collection: Steady-state tyrosine fluorescence intensity and anisotropy were
measured as described previously (Libertini & Small, 1980; Libertini et al. 1988).
Fluorescence decay measurements were made on a lifetime fluorometer using a
synchronously pumped, cavity-dumped picosecond dye laser as the light source. This
instrument is described in the Appendix.In order to adequately excite ethidium
fluorescence, it was necessary to operate the dye laser with rhodamine 575 in place of the
more usual rhodamine 6G in order to extend its response to the blue (Libertini & Small,
1987a). Samples were excited with vertically polarized light at 556 nm. The fluorescence
was isolated by using a Corning CS 2-73 cutoff filter (50% transmittance at 585 nm) in
combination with a 593 nm band-pass filter (transmission half-width -15 nm) and detected
with a Hamamatsu R1645U-07 red-sensitive, dual microchannel plate photomultiplier tube.
Collection, manipulation, and analysis of the anisotropy decay data is described in chapter
2.29
Results
The Fluorescence Intensity Decay of Ethidium Bound to Core ParticlesThe high
repetition rate of the cavity-dumped dye laser (800 kHz) allows the collection of on the
order of 100 million monophoton fluorescence events each in Fll(t) and FL(t) during a 3-4
hr period.After data correction as described in chapter 2, these two decays can be
combined by using eq (2.1) to yield F't(t), the total fluorescence decay. Examples of Ft(t)
are plotted on a log scale in figure 3.1 for ethidium bound to coreparticles in H2O and
D20. Two features of these decays are noteworthy.First, the total fluorescence is
detectable over more than 4 orders of magnitude before decaying off into background
noise. Second, even with this large amount of data, the decays appear to be approximately
straight lines, showing that they are, to a first approximation, nearly monoexponential.
The intensity decays were analyzed by the method of moments (Small et al., 1989;
Small, 1992). Initial analyses of these decays as sums of exponentials indicated at least
three componentsa well-resolved long lifetime, a less well resolved intermediate lifetime,
and a poorly resolved short lifetime making only a small contribution. To improve the
resolution of the intermediate decay lifetime, we tried fixing the short lifetime using the
filter method of Cheng and Eisenfeld (Cheng & Eisenfeld, 1979) which does not restrict
the corresponding pre-exponential factor (a). This method has been previously shown to
be very effective for the resolution of closely spaced decays (Libertini & Small, 1983).
The effect of the fixed lifetime was examined over a range of values in an effort to find the
one giving the most stable result according to the rules of method of moments.The results
are listed in Table 3.1. Only a maximum value is listed for the trace decay lifetime since the
a and t values obtained for the two major components were relatively independent of the
set filter lifetime. Table 3.1 also includes results obtained with ethidium bound to free core
particle DNA and to high molecular weight calf thymus DNA. Although the parameters
obtained with free DNA are very similar to those obtained for the core particle decays, the
free DNA samples exhibit somewhat higher lifetimes, clearly apparent in the averages
listed. While small, this difference is consistently observed and may indicate that the
binding sites of ethidium on core particles are somewhat more exposed to quenching than
those on free DNA.30
Figure 3.1Fluorescence Intensity Decays. Total fluorescence decays, Fit(t), of
ethidium bound to chromatin core particles in H2O and D20. Samples were prepared by
adding core particles to a buffer solution to give final concentrations of 0.6 1..tM core
particles, 0.2 mM Tris-cacodylate, 0.73 tM ethidium bromide, and 10 mM NaC1 in either
H2O or D20; the pH and pD values were estimated to be 6.5 and 6.9 (Covington et al.
1968), respectively. All samples were equilibrated 60-80 min at room temperature prior to
measurement; the temperature during measurement was kept constant at 20 °C. The
summed data sets contained approximately 2.5 X 108 total counts. The inset shows results
obtained from distribution analyses of the summed decays (Libertini & Small, 1989).D20
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Table 3.1Analysis Results on Total Fluorescence Intensity Decays of Ethidium Bound to
Core Particles or Free DNA
Sample
core particles in H20e
core particle DNA
in F12°d
core particles in D20e
core particle
DNA in D2Of
calf thymus
DNA in D2Og
Componenta
1 2 3 tavgb
ai
ti
trace
<5
0.35
15.4
1.00
23.9 22.3
ai trace 0.30 1.00
Ii <5 17.0 24.4 23.1
ai trace 0.13 1.00
ti <3 25.9 40.4 39.3
ai trace 0.08 1.00
ti <7 25.5 41.1 40.3
ai trace 0.09 1.00
ti <7 24.8 41.4 40.6
a Parameters listed were obtained using Cheng-Eisenfeld filters for the lifetime of the trace
component in order to improve the resolution of the major components (see text). Results
were essentially independent of the value chosen for the filter within the range shown.
b Intensity-weightedaverage lifetime [tang = (a2122 + a3r32)/(a2 2+
3
T
3)] for the major
components.
c A total of 243 million counts, 3.9 million in the peak channel. Decay shown in figure
3.1
d Prepared by hydroxylapatite chromatography; [NaCl]= 100 mM. A total of 125 million
counts, 1.9 million in the peak channel.
e A total of 245 million counts, 2.3 million in the peak channel. Decay shown in figure
31
f Prepared by pronase digestion followed by standard phenol/chloroform extraction; [NaCl]
= 10 mM. A total of 260 million counts, 2.4 million in the peak channel.
g [NaCl] = 10 mM. A total of 250 million counts, 2.2 million in the peak channel.33
Figure 3.2Polarized Fluorescence Decays. Raw fluorescence data for ethidium
bound to chromatin core particles in D20. The sample was the same as that used for figure
3.1.E(t) is the measured excitation; Fii(t) and FL(t) are the decays obtained with the
emission polarizer parallel or perpendicular to the excitation polarization direction.4
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Figure 3.3Examples of Fluorescence Anisotropy Decays of Ethidium Bound to
Core Particles.(A) shows anisotropy decays in H2O and D20, along with calculated
curves derived from analyses of the data. Samples contained 0.611M core particles, 0.18
I.LM ethidium bromide, and 10 mM NaCl. (A) Anisotropy decays; for clarity, only data for
the channel range analyzed are displayed. (B) Deviation plot for the result in D20. (C)
Deviation plot for the result in H2O. Note that in (B) and (C) deviations are included for
much wider channel ranges than used for analysis; the last channel used for analysis is
marked by an arrow.0
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Table 3.2Results of Analyses on Anisotropy Decays for Ethidium Bound to Core
Particles.a
solvent
H2O Pi
Oi
D20 13i
Oi
component
1 2 3 (max)
0.016 0.037 0.29
3 18 164
0.013 0.036 0.29
4 21 198.5
a The decays analyzed are those shown in figure 3.3.38
Figure 3.4Reciprocal of the Longest Recovered Anisotropy Decay Lifetime of
Chromatin Core Particles (Om") Plotted as a Function of T/n. From left to right, the
samples were in (a) H2O at 7.1 °C with 14.2% sucrose, rl = 2.236 cP; (b) D20 at 6.5 °C,
= 1.891 cP; (c) H2O at 13.1 °C with 14.2% sucrose,= 1.889 cP; (d) H2O at 6.5 °C,
rl = 1.450 cP; (e) [coincident with (d)] H2O at 20 °C with 13.7% sucrose, ri = 1.519 cP;
(0 D20 at 20 °C, rl = 1.247 cP; (g) D20 at 23 °C, 1 = 1.152 cP; and (h) H2O at 20 °C,
= 1.002 cP. Viscosities for samples in H2O were estimated from the CRC Handbook of
Chemistry and Physics, 60th edition; viscosities for D20 were calculated by using
equations presented by Matsunaga and Nagashima (Matsunaga & Nagashima, 1983).
Samples contained 0.6 tM core particles, 10 mM NaC1, and ethidium bromide at 0.18 [tM
(samples a-e), 0.7 ptM (f,h), or 0.0711M (g).6
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There are a wide variety of possible binding sites for ethidium intercalated in
random sequence DNA. Due to possible differences in the degree of quenching, such
variety could result in a large number of closely spaced lifetimes contributing to the
intensity decay. The inset to figure 3.1 shows the results of analyses of the intensity
decays in terms of a continuous distribution of lifetimes (Libertini & Small, 1989). The
results indicate narrow, nearly symmetrical distributions with only slight skewing to
shorter lifetimes. As expected, the peaks of the distributions fall near the average of the
lifetimes listed in Table 3.1.
The Anisotropy Decay is Dominated by a Single Long Correlation TimeFigure
3.2 illustrates the raw fluorescence data [E(t), Fil(t), and F_L(t)] obtained from a sample of
ethidium bound to core particles in D20. The regularly spaced spikes (secondary pulses)
following the main pulse in E(t) are due to leakage of light from the cavity-dumped dye
laser; the correction of their contribution to the fluorescence decays is discussed in chapter
2.It should again be noted that the data are presented on a log scale to demonstrate the
monoexponential appearance of the decays. Significant in this figure is the fact that Fii(t)
and F_L(t) both show very little noise even 375 ns beyond the initial excitation, almost 10
times the lifetime of the DNA-bound probe in D20. Similar data from core particles in H2O
(not shown) decay off into background noise at around 250 ns (as in figure 3.1).
The anisotropy decay is a function of the difference between the two fluorescence
decay components [see eq (2.2)] and is therefore intrinsically much noisier than the total
fluorescence. For measurements of rotational diffusion, the intensity decay lifetime of the
ideal probe would be comparable to the rotational correlation time for the macromolecule of
interest. When it is much smaller, as is usually the case here, it becomes necessary to
collect a very large number of counts in the intensity decay components in order to improve
the signal-to-noise level and extend the useable range of the anisotropy decay to longer
times.
Figure 3.3A shows anisotropy decays for ethidium bound to core particles in H2O
and D20 at 20 °C. When plotted on a log scale, the shape is marked by an initial curvature
out to 50 ns, followed by a slower, apparently linear decrease out to the limits of the data.
We analyzed these decays as simple sums of exponentials; the results obtained from
method of moments analysis are shown in Table 3.2 and are supported by results of least-
squares analyses. The smooth curves included in figure 3.3A are those calculated from the41
parameters in the table. Deviation plots, based on eqs (2.3) and (2.5) and shown as figure
3.3B,C, indicate an excellent correspondence with the experimental decays at long times.
The anisotropy decays are dominated by a single, long decay lifetime (Omax) which
we attribute to rotational tumbling of the core particle and is well resolved from theother
components of the decay. Support for this assignment will be detailed under Discussion.
The two minor components are presumed to represent anisotropy decay arising from the
torsional twisting and bending motions of the DNA. Although the fit to the data is
excellent, representation of such complex motions by a sum of two exponentials is clearly
simplistic, and we will make no attempt to quantitate these motions. Winzeler and Small
detail a more rigorous analysis of the torsional motions of the DNA according to a model
described by Schurr (Winzeler & Small, 1991; Schurr, 1984; Schurr & Schurr, 1985).
The effects of viscosity and temperature on Omax are presented in figure 3.4 as a
plot of 1/0max against Thl. A simple linear fit of the points is shown by the straight line.
The observed linear dependence provides evidence that Amax is indeed a measure of the
rotational correlation time of the core particle.
The Value of Omax is Insensitive to pHCore particles have been found to
undergo a transition with increasing pH, centered near pH 7 and characterized by small
changes in the circular dichroism of the DNA and in the steady-state fluorescence
anisotropy of the intrinsic tyrosine residues (Libertini & Small, 1984a). The results
suggested that core particles have a somewhat looser structure at higher pH. Although the
sedimentation coefficient did not show any significant effect of pH, rotational diffusion is
considerably more sensitive to size and shape. We therefore examined the effect of pH on
the anisotropy decay of ethidium bound to core particles at 10 mM ionic strength. No
significant pH dependence was found for Omax (results not shown). There were, however,
significant effects observed for the two shorter recovered lifetimes. As stated above, we
attribute these to the torsional motions of the DNA and do not characterize them here.
The Core Particle at Very Low Ionic StrengthWhen the ionic strength is reduced
below about 3 mM, core particles have been observed to undergo a transition characterized
by changes in steady-state tyrosine fluorescence anisotropy and intensity, in circular
dichroism of the DNA, and in sedimentation coefficient. The results suggest an opening of
the core particle with decreasing salt concentration (Libertini & Small, 1982; Libertini et al.
1988). An example of the results obtained with tyrosine anisotropy in the presence of
ethidium is shown in figure 3.5A (filled circles). Results from a control experiment done42
in the absence of ethidium are also shown (plus symbols) and demonstrate that binding of
ethidium at the ratio of 0.3 per core particle has no significant effect on the shape or extent
of the "low-salt transition". Even at a binding ratio of 1.2 ethidiums per core particle, the
transition is relatively unaffecteda 30% decrease in the overall change of anisotropy is
observed (not shown). Nevertheless, one must keep in mind the possibility that core
particles with an ethidium bound may respond somewhat differently to low ionic strength
than those without.
In the following experiments, it would have been preferable to use D20 as the
solvent in order to extend the time range of the anisotropy decay data obtained and thus
better define values of Omax. This was not done because experiments run in D20 similar to
those shown in figure 3.5A consistently gave a much smaller tyrosine anisotropy change,
making interpretation of any results obtained in D20 questionable.However, the
consistency of the values for Omax shown by figure 3.4 indicates that mean rotational
correlation times as high as 400 ns (core particles in 14.2% sucrose at 7 °C) can be
estimated with good accuracy from decays with H2O as the solvent.
The effect of ionic strength on Omax values obtained at 0.3 ethidium per core particle
is shown in figure 3.5B as filled circles. Little variation is observed from 500 mM salt
down to 1 mM, a range over which correspondingly little change is seen in the tyrosine
anisotropy. Between 1 and 0.1 mM, the tyrosine anisotropy decreases by about half the
total change observed while knax increases slowly but correspondingly from 170 to 205
ns. Slightly below 0.1 mM, a sharp increase in knax is seen after which the values plateau
at 330 ns below 0.01 mM.
To illustrate the magnitude of the changes observed in the anisotropy decays with
changing salt concentration, figure 3.6 compares anisotropy decays for ethidium bound to
core particles at different ionic strengths. Curves calculated from the recovered decay
parameters are shown in order to avoid obscuring the comparison by noise. Curve B is
replotted from figure 3.3A for core particles in H2O at 10 mM ionic strength (Omax = 159
ns). Curve A was obtained with core particles taken to very low ionic strength (0.003 mM
Tris-HC1, Omax =318 ns).In each case, the decay for times greater than 60 ns is
essentially linear, corresponding to depolarization due to rotational diffusion.The
curvature below 60 ns, which we attribute to DNA torsional motions, is visibly different
for the two samples, being somewhat greater on average for the sample at very low ionic
strength.43
Figure 3.5Fluorescence Intensity_ andax vs IonicStrength. Effects of ionic
strength on the steady-state tyrosine fluorescence anisotropy (A) and on 0/flax (B) for
nucleosome core particles. A concentrated stock of core particles in 1 mM Tris -HCI, pH
8.0, was prepared by repeated washings using a Centricon microconcentrator.Filled
circles are results obtained when this stock was diluted directly into solutions of the given
ionic strength. Open circles are results obtained for samples first diluted into distilled water
to obtain the very low ionic strength; after 1 hr at room temperature, NaC1 at 10 times the
final concentrations was added to give the indicated ionic strength. Samples contained 0.6
tM core particles, 0.18 1.tM ethidium bromide, 0.003 mM Tris-HC1, and NaC1 to give the
indicated final [M+].0.23 
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Table 3.3Irreversibility of the Low-Salt Transition.
[W]mina [W] fnata Omax scatterb
0.003 318
1 164 0.845
10 170 0.988
100 190 1.017
0.003 1 291 0.857
0.003 10 191 0.995
0.003 100 360 1.387
0.4 1 194
0.3 10 193
0.3 100 222
a Units are mM. Samples were prepared by diluting a concentrated core particle stock (1
mM Tris-HC1, pH 8.2, and 125 jiM core particles) into water or NaC1 solutions. Absence
of a value for [Mlmin indicates that the stock was diluted directly to [141fmai. Otherwise,
the dilution was to the indicated minimum cation concentration, [M-Imin, followed about 1
hour later by the addition of 0.1 volume of an NaC1 solution to give [M+]final. The final
core particle concentration was about 0.35 tM for all samples. [M+]min = 0.003 mM
represents dilution of the concentrated core particle stock directly into water. This value is
calculated from the concentration of Tris-H+ ions expected to be contributed from the stock
solution (without consideration of possible Donnan effects during preparation of the stock
which can be expected to result in higher Tris-H+ concentrations, including those bound to
and associated as counterions with the core particles).
bRelative scatter measured at 90° from the incident beam. The wavelength used was 365
nm.46
Figure 3.6Anisotropy Decays of Ethidium Bound to Core Particles and Core
Particle DNA. Samples were prepared in H2O at 20 °C. Core particles in (A) 0 M NaC1,
(B) 0.01 M NaC1, (C) 0.6 M NaC1, and (D) 1.1 M NaCl. (E) Core particle DNA in 0.1 M
NaCl. Samples also contained 0.6 tM core particles or core particle length DNA, 0.18 i.tM
ethidium bromide, and 0.003 mM Tris-HC1 (the latter added with the core particles). Data
were collected as described in figure 3.1.0.6
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The Core Particle Does Not Open Until Irreversible Changes OccurAs long as
core particles are not subjected to ionic strengths below 0.2 mM, the low-salt transition as
measured by steady-state tyrosine fluorescence appears to be reversible. As the ionic
strength is reduced further, progressively greater degrees of irreversible change in the
particles can be demonstrated (Libertini & Small, 1987b). The recovered 4:1:Imax (figure
3.5B) increases only slightly down to about 0.2 mM; below 0.2 mM Omax increases
steeply and plateaus at nearly twice the value measured at moderate ionic strength.
Figure 3.5A (open circles) shows tyrosine anisotropy results obtained when core
particles were first diluted to very low salt concentration and then shifted to higher ionic
strengths in the presence of ethidium. The results are very similar to those obtained
without ethidium (Libertini & Small, 1987b). Table 3.3 lists Omar values for such samples;
results obtained by dilution directly to the final salt concentrations are included for
comparison. For a sample brought from very low salt concentration to 1 mM, Omax
decreased only slightly, remaining much higher than for a sample diluted directly to 1 mM;
thus, core particles with ethidium bound also experience irreversible effects of exposure to
very low salt concentration. The sample taken from low salt concentration to 10 mM gave
a much lower max, indicating refolding; however, the result is significantly higher than the
170 ns obtained by direct dilution to 10 mM salt. These two results are consistent with
earlier observations.
Completely unexpected was the result for samples taken from low salt to 100 mM
NaC1, which exhibited high values for Omax, even larger than the maximum in figure 3.5B.
Further characterization by electrophoresis of samples on 5% polyacrylamide gels (after
concentrating with Amicon microconcentrators), visualized by the usual ethidium staining
technique, showed a weak smearing of intensity above the core particle band. The
smearing extended to the top of the gel with evidence of one or two discrete bands at about
the positions of dimer and trimer nucleosomes. This smearing indicates aggregation of a
portion of the core particles. A control sample, diluted directly to 100 mM salt, gave no
evidence of aggregation. An equivalent sample taken from very low salt concentration to
10 mM showed evidence of aggregates, but at a much lower level.
The possibility of aggregation was also examined by measurement of scattered
light, and the results are included in Table 3.3. A difference is observed only for a final
concentration of 100 mM salt. The low level of aggregate indicated by electrophoresis for
the sample taken from very low salt to 10 mM may be responsible for the slightly high49
value of (1)max obtained. However, it is very unlikely that aggregation can account for the
differences in Omax obtained at 1 mM ionic strength.
Table 3.3 also lists 4max for samples taken to salt concentrations within the range
of the reversible low-salt transition and then shifted to higher salt. In this case, the results
at 1 and 10 mM final salt are indistinguishable and only slightly higher than the controls.
Other results suggest that the slight increase in Omax derives at least partially from the extra
processing required for these samples. For the sample diluted to 0.3 mM and then raised to
100 mM salt, the value of (1)max is again high; we suspect that this result (and the formation
of aggregates evidenced above) arises from transient exposure of the core particles to high
salt concentrations during the addition of 0.1 volume of 1.0 M salt needed to attain the final
concentration of 0.1 M.50
Discussion
Is Omax a Measure of the Core Particle Rotational Correlation Time?Figure 3.4
demonstrates that values of Itimax obtained for ethidium bound to core particles are directly
proportional to viscosity and inversely proportional to the temperature, as expected for
rotational correlation times at the molecular level. However, the rate and extent of the
complex torsional motions of DNA will also increase in magnitude with temperature and be
reduced by increases in viscosity, and it would not be surprising if the slower motions of a
section of DNA on the core particle responded to temperature and viscosity in a manner
similar to rotational motions of the whole core particle. Thus, while demonstration of such
linear dependence suggests that Omax is a measure of rotational motion of the core particle,
this fact alone does not prove it.
Perhaps the best evidence that Omax reports accurately on the rotational correlation
time is that it is well resolved from the shorter decay lifetimes. This can be seen visually in
figure 3.3A in that the decays are quite linear over a wide range of time. Torsional flexing
appears to make a relatively small contribution to the decay, occurring only at short times.
This conclusion is verified by the results obtained by Winzeler and Small (1991) in which a
more complex model is used to describe the decay. Even though the data presented in that
paper have a much lower signal-to-noise ratio at long times, when fit with the torsional
model of Schurr and Schurr the same rotational correlation time is recovered.
Further evidence that we are indeed measuring rotational motion is the fact that the
experimental Omax values can be predicted with surprising accuracy based on what is
known about the shape and size of the core particle. The nucleosome core particle is
reported to be approximately cylindrical in shape, with a diameter of 110 A and a height of
57 A (Finch et al. 1977; Richmond et al. 1984); this shape can be approximated as an
oblate ellipsoid of equivalent volume (5.4 X 105 A3) and an axial ratio of about 2 (axes of
64, 127, and 127 A). Hydrodynamic theory can be used to calculate rotational correlation
times (equal to the resultant anisotropy decay lifetimes) for rotational diffusion of ellipsoid-
shaped particles in solution. For a general ellipsoid with three unequal axes, five rotational
correlation times would normally be expected; however, two pairs of these are virtually
equal, and for all practical purposes, there will never be more than three (Small & Isenberg,
1977). For a simple oblate ellipsoid like the core particle, theory shows that there are three51
correlation times, but these three will be so close that their resolution will not be possible
and only an intermediate value will be observed.One would therefore predict a
monoexponential anisotropy decay arising from rotational diffusion of the core particle.
The rotational correlation time predicted for an oblate ellipsoid of the dimensions given
above in water at 20 °C would be 161 ns, in excellent agreement with the longest
anisotropy decay lifetime listed in Table 3.2.
Comparison to Other Results in the LiteratureTable 3.4 lists results for the
rotational correlation time of core particles at intermediate ionic strengths obtained by
different methods. (Our results indicate that ionic strengths between 1 and 500 mM have
little effect on the rotational correlation time.) All of the literature values are larger than
mine; only the one obtained by Crothers et al. (1978) is in agreement within the estimated
uncertainty of the measurement. The studies by Harrington were performed on an early
preparation of nucleosomes with a nonhomogeneous DNA length (the length varied from
140 to 180 bp) which may have contributed to the high value obtained. The nucleosome
core particles produced by the procedure described in chapter 2 are highly homogeneous,
with a uniform DNA length of about 146 bp. The results of Wang et al. (and those of
Schurr and Schurr, who analyzed the same set of data) may have been affected by the high
binding ratios used. Wang et al. used an average binding ratio of 2 methylene blue dye
molecules per core particle where we generally used a ratio of 0.3. No data are available on
the effect of methylene blue binding on core particle structure. Ethidium binding ratios up
to about 1.5 per core particle are reported to have little effect on the structure as judged by
electric dichroism and sedimentation measurements (Wu et al. 1980). Higher ratios induce
a transition to a more open structure (Wu et al. 1980) and can cause partial or total
dissociation of histones from the core particle (McMurray & van Ho lde, 1986). We have
found that Omax is relatively independent of the ethidium binding ratio up to about 2
ethidium molecules per core particle (data not shown). However, significant effects on the
shorter decay lifetimes become apparent above 0.3 ethidium per core particle (Winzeler &
Small, 1991).
The Reversible Low-Salt TransitionWhen the ionic strength is reduced below 3
mM, a number of physical properties of core particles begin to show changes which
suggest a significant expansion of the particle at very low salt concentrations. The ionic
strength range involved and the magnitude of the changes vary somewhat depending on the
methods used to characterize the transition, on the homogeneity in the length of the DNA,
and on the pH [see van Ho lde (1988) for a discussion of possible reasons for the52
differences]. For core particles prepared by the current method a transition has been
consistently observed, centered below 0.5 mM salt, when a concentrated core particle stock
solution, transferred to low salt (e.g., 1 mM Tris-HC1, pH 7.5), was diluted into water
containing various salt concentrations (Libertini & Small, 1980, 1982, 1984a, 1987b;
Libertini et al. 1988). The pH for such samples typically varies between 6 and 7. The
transition showed similar properties whether characterized by fluorescence intensity and
anisotropy of intrinsic tyrosine residues, by sedimentation in the ultracentrifuge, or by
circular dichroism of the DNA at 283 nm.
Figure 3.5A illustrates the dependence of core particle tyrosine fluorescence
anisotropy on ionic strength. The results obtained when the core particle stock was diluted
directly to the indicated [M+] were independent of the presence (filled circles) or absence
(plus symbols) of the 0.3 ethidium molecule per core particle used in the majority of our
anisotropy decay measurements. The transition appears to be centered near 0.2 mM.
Figure 3.5B shows the dependence of 4max for samples prepared in the same manner. The
values of Omax are essentially independent of [Mt] over the right half of the tyrosine
anisotropy changes. It is interesting that this range ([M-F] >0.2 mM) corresponds to that
over which the tyrosine anisotropy changes have appeared to be reversible (Libertini &
Small, 1987b). The small increase in 4max as [Mt] is decreased from 10 mM down to
-0.2 mM suggests that the structural changes which are the source of the reversible
tyrosine anisotropy changes have a relatively minor effect on the shape of the core particle.
Irreversible Changes at Very Low Salt ConcentrationIf the concentrated core
particle stock is first diluted to very low salt ([M-I <0.2 mM) before samples are prepared,
the shape of the resulting curve of tyrosine anisotropy vs ionic strength is different
(Libertini & Small, 1987b; Libertini et al. 1988), indicating that the effects of such low salt
are not reversible. This irreversibility is illustrated by the open circles in figure 3.5A.
Again, the presence of ethidium at 0.3 per core particle had little effect on the shape of the
curve obtained.
Earlier work demonstrated that the irreversibility requires reduction of [M+] to
below 0.2 mM and becomes progressively more marked as the ionic strength decreases
further (Libertini & Small, 1987b). The major changes in Omax at low ionic strength are
seen to occur between about 0.05 and 0.2 mM. This correlation suggests that whatever
happens to the core particle to induce the irreversibility is accompanied by a significant
change in the shape or volume of the particle.53
Table 3.4Comparison of Our Rotational Diffusion Results with Values from the
Literature.
source 020a Dsph,20 b Rsc Ved he
Crothers et alf 190 ± 50 9 x 105 57 6.4 x 105 1.2
Harringtong 353 4.72 x 105 70 15.0 x 105 3.8
Wang et al.h 300 5.6 x 105 66 10.0 x 105 2.3
Schurr and Schurri272.4 6.118 x 10564 9.2 x 105 2.1
my world 164 ± 3 10.2 x 105 54 5.6 x 105 1.0
a 020 is the observed mean rotational correlation time in nanoseconds (corrected to 20 °C).
b Dsph,20 is the rotational diffusion coefficient (s-1; 6Dsph,20= 1/4)20). This equation
assumes that the core particle is an isotropic rotator (i.e., it has only one rotational
correlation time). This is true for a sphere and is a good approximation for oblate ellipsoids
of rotation (Small & Isenberg, 1977).
Rs is the radius in A of a sphere which would have the reported rotational diffusion
properties (assuming a viscosity of 1.0 cP). = TVs / kT, with Vs = (4/3) icRs3; k =
Boltzmann's constant; and T = the absolute temperature.
d Ve is the volume (in A3) of an oblate ellipsoid of rotation with an axial ratio of 2.0, which
would have the given mean rotational correlation time at 20 °C. Ve can be calculated by
using the well-known properties of ellipsoids of rotation (Koenig, 1975), although we use
more general expressions (Small et al. 1988; Small et al. 1991). Ve can be compared with
5.4 x 105 A3, the volume of the 110 x 57 A disk proposed as the shape of the core particle
[reviewed by van Holde (van Holde, 1988)] by crystallographic studies.
e h is the degree of hydration (grams of water per gram of core particle) necessary to have a
final hydrated volume of Ve. The hydrated volume is assumed to be Ve = M (V + h) / N,
where M is the molecular weight (204 000), N is Avogadro's number, and V is the partial
specific volume [0.662 cm3 / g, from Greulich et al. (Greulich et al. 1985)].
f Using electric dichroism, Crothers et al. (Crothers et al. 1978) report a rotational
relaxation time of 0.8 ± 0.2 .t.s measured on core particles obtained by nuclease digestion
of Hl-depleted calf thymus chromatin. Measurements were performed in 2.5 mM Tris-
HCl/1.25 mM Na2EDTA at pH 7.6 and 7 °C. Correcting for the viscosity difference
between 7 and 20 °C and dividing by 3 to convert the relaxation time to a correlation time,
we obtain the approximate value of (I)20 shown.
g Using flow birefringence, Harrington (Harrington, 1981) reports a rotational diffusion
coefficient of 4.19 x 105 s-1 for nucleosomes at 25 °C in 100 mM KC1 and 0.2 mM EDTA
at an unspecified pH. Correcting for the viscosity difference between 25 and 20 °C and
converting to a correlation time (4) = 1/6D), we obtain the 020 value shown.
hUsing triplet-state anisotropy decay of methylene blue intercalated into the DNA ofcore
particles, Wang et al. (Wang et al. 1982) report a rotational correlation time for core
particles of 450 ns at 5 °C with 2 dye molecules bound per core particle. The particles
were isolated after micrococcal nuclease treatment of chicken erythrocyte nuclei, and54
solution conditions are reported to be 10 mM Tris-HC1 and 0.05 mM Na2EDTA at pH 7.8.
The reported value of to was corrected for the viscosity difference between 5 and 20 °C.
Schurr and Schurr (Schurr & Schurr, 1985) fit the same data set presented originally by
Wang et al. (Wang et al. 1982) and report a rotational diffusion coefficient of 4.036 x 105
s-1, yielding nearly the same correlation time reported by the original workers.
J These are my values determined by using the fluorescence anisotropy decay of intercalated
ethidium. The value presented for (1)20 is the mean of five separate determinations made on
different days; conditions were as described in figure 3.1, except that the ethidium
concentration was 0.18 p.M. The reported error is plus or minus one standard deviation
calculated from the five determinations.55
Near 1 mM salt, the tyrosine anisotropy values in figure 3.5A (open circles)
suggest that many of the core particles cycled through very low salt remain in the state
induced by that exposure. This conclusion is supported by ethidium anisotropy decay
measurements; the Omar value (291 ns, Table 3.3) remains much higher than that obtained
when the core particle stock was diluted directly to 1 mM (164 ns). When exposed to very
low salt and then taken to 10 mM, the final tyrosine anisotropy indicates that the particles
are now much more similar to particles taken directly to 10 mM (figure 3.5A).In
agreement, the Omar value after initial exposure to very low salt (191 ns) is much closer to
the control (170 ns). Evidence from electrophoresis and light scattering indicates that the
surprisingly high value of Omar obtained at 100 mM salt after exposure to very low salt is
an artifact due to formation of significant amounts of aggregates during the addition of 1 M
salt.
The Shape of the Core Particle at Very Low Ionic StrengthAs mentioned earlier
in this section, the core particle at moderate ionic strength (10 mM, 0/flax 164 ns) can be
modeled by an oblate ellipsoid of axial dimensions 64,127,127 A, a shape consistent with
what is known about the structure. The increase in Omax to 330 ns at very low ionic
strength clearly indicates that low salt induces a dramatic change in the shape of the core
particle. In order to examine the shapes attainable by the core particle and consistent with a
330 ns mean rotational correlation time, we model them using a hydrodynamically
equivalent ellipsoid, the ellipsoid which has the same principle rotational diffusion
coefficients as the core particle. We expect the shape of such an ellipsoid to correspond
roughly to the actual shape of the core particle.
The oblate ellipsoid of rotation model that we use for the native core particle has
three rotational correlation times, all nearly equal. In order for the core particle at very low
ionic strength to retain a shape which can be modeled by an oblate ellipsoid (without a
change in total volume) and have a rotational correlation time of 330 ns, the equivalent
ellipsoid would have to be flattened from an axial ratio of 2 to a ratio closer to 5 (axial
dimensions 35,173,173 A). If we assume that the DNA remains on the outside of such a
model, then the core particle would have to open until the DNA follows a roughly circular
path without overlap at the ends. This model is very similar to one shown by Wu et al.
(Wu et al. 1979) to be consistent with transient electric dichroism measurements on core
particles at low salt. Oblate ellipsoid models having axial ratios less than 5 are possible,
but would require a substantial increase in the total volume. For example, in the relatively
extreme case of maintaining an axial ratio of 2, the total volume would have to be increased56
by 100%. Smaller increases would be needed with larger axial ratios. However, the only
reasonable mechanism for a volume increase would be further hydration of the core
particle, which seems unlikely given the already high degree of hydration that we attribute
to the particle in the native form based on the volume of a cylinder 57 A high and 110 A in
diameter (1.0 g of H2O / g of core particle).
For prolate ellipsoids of rotation or elongated general ellipsoids, the three
correlation times for a given volume and axial ratio can be widely separated (there are
actually five correlation times for the general ellipsoid, but two pairs of these are
degenerate).If more than one rotational correlation time can be demonstrated in an
anisotropy decay, then the use of an elongated ellipsoid model is indicated. However,
where resolution of only a single correlation time is possible, use of a prolate model
presents special problems since the average decay lifetime expected will be strongly
dependent on the orientation of the emission dipole of the probe with respect to the long
axis of the ellipsoid. In this case, without assumptions other than that the volume remains
constant, one can only put a lower limit on the axial ratio required to give the experimental
correlation time (corresponding to the probe emission moment parallel to the long axis).
For a prolate ellipsoid having a volume equal to that of the core particle, this lower limit is
about 3 (axial dimensions of about 210,70,70 A) since smaller axial ratios cannot give a
rotational correlation time as large as 330 ns. An upper limit on the axial ratio cannot be
established since two of the five correlation times of a prolate ellipsoid are comparable to
that of a sphere of the same volume, even for physically unreasonable ratios. In the case of
ethidium bound to the DNA of a core particle, one could consider the likelihood that many
different binding sites for the probe exist with various orientations. In such a case, the
observed rotational correlation time might approximate an average of the five predicted
values. Given this assumption, the axial ratio giving an average of 330 ns would be about
5 (axial dimensions 296,59,59 A).
Figure 3.7 is a diagrammatic representation of the changes which may be occurring
during the low-salt transition. Structure A is the native form of the core particle typically
found at intermediate salt (-10 mM). This structure includes reported H2A (white) contacts
with the DNA near the center of the 145 by DNA and H3 (black) interactions near the 3'
ends. Each histone also interacts with the DNA in the general area of its location on the
inside of the superhelix, but only H2A and H3 show such "crossbinding" interactions in a
separate region far from the local sites (Shick et al. 1980).57
Figure 3.7Cartoon Interpretation of the Structure of the Nucleosome Core Particle
at Various Steps in the Low-Salt Transition. Core histones are represented as follows:
black = H3; dark grey = H4; light grey = H2B; white = H2A. The locations indicated for
the "crossbinding" interactions (see text) shown for H2A and H3 with the DNA in structure
A are based on the results of Shick et al. (Shick et al. 1980). However, the manner in
which they are drawn is intended to represent nothing more than the adoration shared by all
histones for DNA.Aggregates
C
Figure 3.7
_
10
5859
The driving force for the low-salt transition is thought to be electrostatic repulsion
between adjacent turns of the DNA. The physical forces resisting this repulsion are the
interactions among the histones and the interactions between the histones and DNA such as
those specifically diagrammed. In the absence of DNA, the core histones interact strongly
to form a tetramer, (H3-H4)2, and a dimer, H2A-112B; interactions between the tetramer
and dimer are weaker and require very high ionic strengths, presumably because of the
high overall positive charge on these proteins. Ionic histone-DNA interactions will become
stronger with decreasing salt concentration and will tend to resist the opening of the
particle. Structure B in figure 3.7 represents a form of the core particle which might be
involved in the reversible phase of the low-salt transition. This representation is based on
the assumption that it is the weak interactions between H2A-H2B and (H3-H4)2 which
break first and decrease the electrostatic repulsion somewhat by allowing adjacent turns of
the DNA to move further apart, and is in agreement with the results of Martinson et al.
(Martinson et al. 1979) where contact-site cross-linking experiments showed that specific
interactions between H2B and H4 are broken when nucleosomes are exposed to very dilute
buffers. Reversibility of this phase of the transition can be anticipated since the overall
shape of the molecule changes little and interactions between the histone dimers and
tetramers can be easily reestablished when the ionic strength is increased. This model is
consistent with the relatively small changes in knax observed over the reversible portion of
the low-salt transition ([M-1 >0.1 mM in figure 3.5). Partial separation of the dimers from
the tetramer can account for the lower tyrosine fluorescence anisotropy of the complex at
low salt concentration since histones in the absence of DNA give a high anisotropy at high
salt (2 M NaC1), where the dimers and tetramers interact, and a lower anisotropy at low salt
(0.5 M) where they do not (unpublished results).
The doubling of knax as the ionic strength is decreased further indicates a more
dramatic opening of the core particle. In structure B, we propose that the "crossbinding"
interactions of H2A and H3 with the DNA play a role in holding the particle in its near
native shape, and we suggest that it is these interactions which are broken at very low salt
concentration. Structure C illustrates one end of a continuum of possible shapes which
might evolve when the "crossbinding" interactions are disrupted. The other end of the
continuum would consist of a straight DNA strand with the histones spread along it. The
structure illustrated was chosen because it would require little change in the histone-histone
interactions within the dimers and tetramers, or in the interactions between them and the
DNA, since much of the curvature of the DNA is preserved. In addition, the extended60
structure shown is consistent with recent electron spectroscopic imaging results obtained
for hyperacetylated He La cell core particles at low salt (Oliva et al. 1990).
The Irreversible Low-Salt TransitionMore significant than the shape in figure
3.7C is the fact that, once ionic interactions within the core particle are broken at the
extremely low ionic strengths required, the sections of the histones involved will likely find
different regions of the DNA to bind to, as illustrated. The possibility that interparticle
interactions might occur at very low salt seems remote since the high overall negative
charge on the core particles would keep them apart. Such "secondary" ionic binding could
be quite strong and unlikely to rearrange at a significant rate until the ionic strength is
increased to values well above those needed to induce the first evidence of the low-salt
transition. My measurements suggest that these "secondary" ionic bonds do not become
labile until the salt concentration is jumped to between 1 and 10 mM. At 1 mM, the Omax
value obtained for samples cycled through very low salt (-290 ns) was not much less than
the result at very low salt (-330 ns); this observation is represented in figure 3.7 by
structure D, which is like structure C. The decrease may be due to a mixture of refolded
and open particles or to partial compaction of the average particle as compared with
structure C (recall that structure C, and likewise structure D, represents only one of many
shapes which would be consistent with the observed correlation times). With a final salt
concentration of 10 mM, the Omax was reduced considerably, and electrophoresis indicated
that most of the resulting complexes migrate like native core particles. The remaining
material appeared to aggregate to give a slower migrating, diffuse background, presumably
due to interparticle ionic bond formation and to entanglement. The amount of background
produced was much greater when the salt concentration was jumped to 100 mM. This
might be due to partial dissociation of core particles as the low salt sample was mixed with
1 M salt (suggested by evidence of free DNA) or due to differences in the relative rates of
dissociation of the "secondary" ionic bonds and refolding of the core particles.61
Conclusion
In this chapter, we have examined the fluorescence anisotropy decay of ethidium
bound to nucleosome core particles. This fluorescent probe has a lifetime sufficiently long
to allow the measurement of the rotational correlation time of a large molecular complex
such as a nucleosome core particle. In addition, this lifetime can be nearly doubled through
the use of D20 as the solvent, allowing the measurement of anisotropy decays at much
longer times than with H2O, and thus providing greater confidence in the measurement of
rotational diffusion. Through analysis of these anisotropy decays, we are able to measure
the rotational correlation time of the core particle in solution and show that my results agree
quite well with the dimensions as determined by other means. In addition, we can make
qualitative statements about the shape of the core particle under various conditions, such as
varying ionic strength.Experiments done at varying ionic strengths show that the
nucleosome core particle opens to an extended structure at ionic strengths below 0.2 mM
where nonreversible effects are observed.62
Chapter 4The Effects of N-Terminal Histone Domains On Core
Particle Structural Transitions
Introduction
In the previous chapter it was demonstrated that the fluorescence anisotropy decay
of ethidium bound to the nucleosome core particle could be used to measure its rotational
correlation time. The time recovered is consistent with the size and shape of the particle as
determined by other studies.In addition, this technique was used to investigate the
behavior of the particle under conditions of low ionic strengths. An irreversible elongation
of the particle was found at ionic strengths below 0.2 mM ionic strength.
Like the low salt transition, conflicting evidence has been reported in the literature
as to the nature of the structural changes occuring at higher elevated ionic strengths, the
moderate salt transition. One model suggests the release of the ends of the DNA, while
another suggests the release of the N-terminal histone domains.Still other evidence
suggests that both of these models are incorrect and that more subtle changes in secondary
and tertiary structure are responsible (reviewed in chapter 1).
In an attempt to shed additional light upon the nature of this transition, the
fluorescence anisotropy decay technique was used to measure the changes in the rotational
correlation time of the core particle which occur as the ionic strength is increased to elevated
levels. A preliminary report of these studies was published in the proceedings of the Time
Resolved Laser Spectroscopy in Biochemistry III meeting in Los Angeles, CA in 1992
(Brown & Small, 1992).
This chapter completes these studies and suggests that the release of the N-terminal
histone domains plays a significant role in the moderate salt transition. In addition, the
behavior of trypsinized core particles to the low salt transition is discussed. Finally, a
theoretical discussion of the fluorescence anisotropy decay technique as well as its detection
limits is presented.63
Materials and Methods
Materials
Chicken erythrocyte core particles were prepared as described in chapter 2.
Trypsinization of core particles was performed by a procedure modified from that
of AusiO et al. (1989). Core particles were washed with centricons into buffer A (50 mM
TES, pH 7.5, 25 mM NaCe. DITC glass beads covalently bound to TPCK-treated bovine
pancreas trypsin (Sigma Chemical) were washed several times with buffer A and added to
the core particle solution at a ratio of 0.4 mg beads / OD260 core particles. Digestion was
allowed to proceed at room temperature for 120 min (determined by preliminary test
digestion and visualized with SDS-PAGE; see figure 4.1) under mild rotatory mixing (40
rpm). Following digestion the mixture was passed through a sintered glass filter to remove
the glass beads and PMSF to 0.5 mM was added to inactivate any free trypsin. The core
particles were then washed and concentrated with centricons in to buffer B (10 mM
Tris/cacodylate, pH 7.5, 0.2 mM EDTA). Electrophoresis of the proteins by SDS-PAGE
revealed the presence of bands P1 -P5 as predicted (Bohm & Crane-Robinson, 1984), with
no over- or underdigested histones seen.
Methods
Fluorescence decays were collected and processed as described in chapters 2 and 3
on the instrument described in the Appendix. In addition, the energy windowing was set
up in these experiments so as to reject multiphoton events at the pulse height analyzer (tail-
gating), rather than the traditional method of accepting the single photon events (peak-
gating) (see the Appendix for a discussion of energy windowing).
Computer modeling of the core particle anisotropy decay: We begin by modeling
the core particle as ellipsoid of revolution, girdled about by a torsionally flexible segment of
DNA. In 1984, Schurr presented a model for the fluorescence anisotropy decay ofa
torsionally flexible filament comprised of N rigid rods connected by torsional springs
whose axis was constrained to girdle the axis of a sphere (i.e., DNA wrapped arounda
nucleosome core particle):2 r(t) = 3 exp(-6Dspt)
2
2 X{cos2E0II)+ 3 cos2e0 C1(t) +43sin4E0C2(0},
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(4.1)
where Dsp is the rotational diffusion coefficient of the sphere, E0 is the equilibrium
orientation of the emission dipole moment of the fluorophore relative to the filament axis
(-70.5° for ethidium and other planar molecules), and Cn(t) are the twisting correlation
functions:
N rN
1v,
Cn(t) = IT2., e x p-n2/ d21 Q2m/[1-expettrid
m=1 1=1 /
Here,
Qin/ = [2 / (N+1)[1/2 sin[mlic / (N+1)],
d21 = (kBT / 7 )ti,
ti = y / (4a sing[/7c / 2(N+1)[),
(4.2)
(4.3)
(4.4)
(4.5)
where kB is Boltzmann's constant, T is the absolute temperature, a is the torsional spring
constant between adjacent rods, y is the friction factor for the rotation of a rod about the
filament axis, and N is the number of rods between attachment points on the surface of the
sphere (Schurr, 1984). Eq (4.1) also assumes that the absorption and emission dipole
moments are colinear in the fluorophore.
In our simulations we do not wish to be restricted to spherical particles; rather, we
would like to be able to calculate the anisotropy decay for any ellipsoid of revolution. In
order to accomplish this, we can rewrite eq (4.1) as follows:
r(t) = A (X + Y + Z) (4.6)
where the factor A represents the rotational diffusion of the ellipsoid, and the sum (X + Y +
Z) represents the contribution of DNA flexibility to the anisotropy decay.It is not
necessary to assume a change in the form of factors X, Y, or Z from those given in eq
(4.1) in going from a sphere to a more general ellipsoid of revolution. All that is required65
is a correct representation for A, the expression for the anisotropy decay due to rotational
diffusion for the ellipsoid of revolution.
Hydrodynamic theory predicts that the fluorescence anisotropy decay of a general
ellipsoid shaped rigid body will decay as a sum of five exponential terms (Belford et al.,
1972; Small et al., 1991):
r(t) =
3
i=1
pi exp(-
1 F + G
4exp [(6D2A)t]
+
where
FG 2A)t] , (4.7) exp[(6D +
D = (Di + D2 + D3)/3, (4.8)
A = AI D12 + D22 ± D32 D iD2 D i D3 D2D3 (4.9)
Pi = aj ak Ej Ek (i,j,k) = (1,2,3) or (2,3,1) or (3,1,2), (4.10)
Oi = 1/(3D + 3Di) i = 1, 2, 3,
3
(4.11)
F = Iai2Ei21/3
i=1
(4.12)
3
G=li [Do
a.1
i2Ei2+.2 E k2 +ak2Ej2)]D
i=1
i#j#k#i. (4.13)
In these equations, ai and Ei represent the direction cosines between the absorption and
emission dipoles of the fluorophore and the three ellipsoid semi-axes, a, b, and c. The
terms Di are the rotational diffusion coefficients:
Di = kBTICri, i = 1, 2, 3, (4.14)
which are functions of the three rotational frictional coefficients, Cri:66
16rnb2 + c2 (4.15)
3b2Q + c2R
167rr1c2 + a2
Cr2 = (4.16)
3c2R + a2P
167ma2 + b2 (4.17)
Cr3 3a2P + b2Q
Here, P, Q, and R are elliptic integrals related to the semi-axial dimensions of the ellipsoid:
P
R
00
ds
1(a2s) [(a2 + s) (b2s) (c2
0
00
ds
1(b2s) [(a2s) (b2 + s) (c2
0
ds
f(c2s) [(a2s) (b2s) (c2
0
(4.18) s)] 112
(4.19) oi1/2
(4.20) s)] 1/2
Equation (4.7) is valid for any general shaped ellipsoid.For an ellipsoid of
revolution, two of the semi-axes are equal and thus two of the diffusion coefficients
become equal. The above expressions then simplify considerably. If we set D2 = D3 in eq
(4.7) we find:
r(t) = Di' exp[(4D1 + 2D2)t] + 132'exp[(D1 + 5D2)t]
+ 133'exp[(61)2)t], (4.21)
where
Of = 3
,
m 2E2a3E3\ + R 22a32) (E22E32), (4.22)
6,
P2
,
3=taiE1) (a2E2 + a3e3), (4.23)
133, =.35_ (ai2E12)+Ill(1_ oci2) (1_ ei2) (4.24)67
As shown in eqs (4.22)(4.24), the pre-exponential factors, pi, for the anisotropy
decay are dependent only upon the orientation of the absorption and emission dipoles of the
fluorophore with respect to the ellipsoid. To calculate the anisotropy decay using eq (4.21)
we need to know the values for these pre-exponential factors.This determination is
simplified by making two assumptions.First, as stated above, we assume that the
absorption and emission dipoles are colinear, allowing us to equate oci and Ei in eqs (4.22)
(4.24). The direction cosines can then be expressed in spherical polar coordinates as
at = cose, a2 = sine cosO, and a3 = sine sink (see figure 4.2).Equations (4.22)
(4.24) thus reduce to:
3 3 3
0
f31'5 (sin40sin24:1cos20) + fo- (sin40 cos40) + (sin40 sin40), (4.25)
6
132' =5(sin20 cos20 sin20) + 6 (sin20 cos20 cos20), 5 (4.26)
33' =-F69 (cos40) (cos20) + 1 (4.27) 10
Second, we assume that the fluorophore is rigidly bound to the ellipsoid in a totally
random orientation, such that the transition dipole can take any permissible orientation with
respect to the ellipsoid. Assuming a DNA helical pitch of 10.5 bp/turn, there are 21
separate orientations for a transition dipole around the helical axis. Combined with the 145
different positions along the DNA segment as it wraps around the outside of the core
particle and its somewhat variable superhelical pitch, the assumption of random orientation
with respect to the ellipsoid semi-axes should be quite valid. Random orientation of the
7C
transition moment is accomplished by integration of pi' from 0 = 0 to y and 1) = 0 to 2n:
2.7tic/2
d9d0
00
2irn/2
IMMO
00
(4.28)68
The lower integral is a weighting factor which corrects for the integration of Oil
,9 ,3 1 1 f
over all 0 and (1).Solution of eq (4.28) yields 131 = R= and 133 = iT6.Each of
the three rotational correlation times, 411i, will thus receive approximately equal weight in the
final anisotropy decay.
Substitution of eqs (4.6), (4.21), and the calculated pre-exponential factors into eq
(4.1) yields:
9 3 r(t) ={F3exp[(4D1 + 2D2)t] +exp[(D1 + 5D2)t]
11+ 8 exp[(6D2)t]
{ 2
2
2 X(-cos2E2+ 3 cosE0 C i(t3 sin4E0C2(t) 0 ) +4
as the expression for the fluorescence anisotropy decay of our model ellipsoid.
(4.29)
We next model the core particle as either a prolate or an oblate ellipsoid with semi-
axes chosen to give the known volume of the core particle, 5.6 X 105 A3. These
ellipsoids are constructed under several different degrees of elongation (prolate) or
flattening (oblate) to simulate the possible structural changes which may occur in the core
particle. The axial dimensions are summarized in Table 4.1 and the predicted values for the
rotational diffusion coefficients (Di) and correlation times (0i) in Table 4.2.
Knowing the values for Di allows us to calculate the anisotropy decay for our
model core particle using eq (4.29). Using values of a = 1.85 X 10-12 dyn cm, y = 9.34
X 10-22 dyn cm s, and N = 15 [experimentally determined values for core particles under
conditions of 10 mM ionic strength, 20 °C, rl = 1.002 cP, and a binding ratio of 0.3 dye
molecules / core particle (Winzeler & Small, 1991)], impulse response functions for the
anisotropy decay were calculated. These were then analyzed, using a non-weighted least
squares fitting method, as a sum of five exponential terms. This simple approach was
chosen because, as eq (4.29) shows, the exact form of the anisotropy decay is extremely
complex. The non-reduced 2c2 values for the analyses were 10-10, showing that this
approximation is quite valid. Simulated polarized fluorescence decays, Fil(t) and Fl(t),
were then generated by convoluting these anisotropy decay parameters and the69
experimentally determined values for ethidium fluorescence decay [al = 1.0, Ti = 23.9 ns;
oc2 = 0.35, T2 = 15.4 ns; a3 = 0.05, it = 1.6 ns; (Brown et al., 1991)] with an
experimentally measured instrument response function. Gaussian noise was added, and
the decays were then processed as described in chapter 2 for the effects of secondary
excitation and background, followed by calculation of the anisotropy using eq (2.2).70
Figure 4.1Trypsinization of Core Particles. Core particles were digested with
trypsin bound to glass beads as detailed in the Materials and Methods section. Aliquots of
the digestion were taken at the indicated times, separated by SDS-PAGE, and stained with
Coomassie Blue R-250. Shown are the native core histones (H2A, H2B, H3, and H4) and
their subsequent stable digestion products Pl-P5.H3
H2B
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H4
015 30 45 60 75 90 105120 150
Time (min)
Figure 4.1
P1
P2
P3
P4
P5
7172
Figure 4.2Cut-Away Ellipsoid. Cut-away view of an ellipsoid showing the
determination of the direction cosines of a transition dipole, a, with the three ellipsoid
semi-axes a, b, and c.73
Figure 4.274
Table 4.1Axial Dimensions For Prolate and Oblate Ellipsoids of Varying Axial Ratios
Having the Volume of the Core Particle (-5.6 X 105 A3).
axial ratio (a / b)
A Prolate Ellipsoid (a > b = c)
semiaxis (A)
a b c
2 81.17 40.58 40.58
3 106.36 35.45 35.45
4 128.85 32.21 32.21
5 149.51 29.90 29.90
6 168.84 28.14 28.14
7 187.11 26.73 26.73
8 204.53 25.57 25.57
9 221.24 24.58 24.58
10 237.34 23.73 23.73
11 252.91 22.99 22.99
axial ratio (b / a)
B Oblate Ellipsoid (a < b = c)
semiaxis (A)
a b c
2 32.21 64.42 64.42
3 24.58 73.75 73.75
4 20.29 81.17 81.17
5 17.49 87.44 87.44
6 15.49 92.91 92.91
7 13.97 97.81 97.81
8 12.78 102.27 102.27
9 11.82 106.36 106.36
10 11.02 110.16 110.16
11 10.34 113.72 113.7275
Table 4.2Predicted Rotational Diffusion Coefficients (Di) and Correlation Times (4:1i) for
Various Prolate and Oblate Ellipsoids of Revolution."
A Prolate Ellipsoid
Diffusion coefficients (ns-1) Correlation times (ns)
axial ratioD1(X 103)D2( = D3; X 104) 4)1 02, 03
2 1.503 8.054 131 181 207
3 1.621 5.178 133 238 322
4 1.681 3.569 134 289 467
5 1.717 2.612 135 331 638
6 1.739 1.999 136 365 834
7 1.755 1.584 136 393 1052
8 1.766 1.289 137 415 1293
9 1.775 1.072 137 433 1555
10 1.782 0.907 137 447 1838
11 1.786 0.778 137 460 2142
B Oblate Ellipsoid
Diffusion coefficients (ns-1) Correlation times (ns)
axial ratioD1(X 104)D2( = D3; X 104) (1)i 02 03
2 8.597 10.710 156 161 179
3 6.628 8.275 201 208 232
4 5.388 6.576 253 261 288
5 4.536 5.411 308 317 345
6 3.917 4.582 364 373 403
7 3.446 3.966 420 430 461
8 3.075 3.492 477 487 519
9 2.776 3.118 535 544 576
10 2.531 2.816 592 602 635
11 2.325 2.566 650 660 693
a For the ellipsoids listed in Table 4.1 and assuming T = 20°C, i = 1.002 cP76
Figure 4.3p_max vs. fNaC11, Native Core Particles. Samples 2.5 i_tM core particles
(0D260 = 5), 0.75 0/1 ethidium, 10 mM buffer (MES = pH 6, TES = pH 7.5, and TRIS =
pH 8) and the indicated ionic strength. Polarized fluorescence decay data were collected
(30 X 106 total counts each) and processed as described in chapters 2 and 3.The
anisotropy decays were analyzed as a sum of exponentials and Or/lax was plotted for pH 6
(open circles), pH 7.5 (filled triangles), and pH 8 (open squares).400
100
0.0 0.2 0.4 0.6 0.8
[W]
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Figure 4.4 Ormas. lLiaCati:3 sinized core particles. Core particles were treated
with DITC-bound trypsin as described in the Materials and Methods section; Omax was
calculated for anisotropy decays and plotted vs ionic strength.Open circles, filled
triangles, and open squares represent data from samples at pH 6, 7.5, and 8, respectively.
The plain tracing represents the response for the native cores at pH 6 taken from figure 4.3.400
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Results
Omax undergoes a pH-dependent rise as the ionic strength of the solution is
increasedIn examining 0/flax in the relatively high salt range of 0.2 to 0.6 M ionic
strength it is important to maintain high core particle concentrations; otherwise spontaneous
dissociation can contribute free DNA to the solution (Yager et al., 1989). The binding
constant of ethidium to DNA free in solution is much greater than for DNA bound to the
core particle (McMurray & van Ho lde, 1991). Thus, any contaminating free DNA in our
solution during measurements will very likely be bound with ethidium and will therefore
contaminate the anisotropy decay. The increased flexibility observed in the anisotropy
decay deriving from this free DNA would interfere with our measurement of the rotational
correlation time and cause us to underestimatemaxFigure 2.3 compares the
electrophoretic migration of our native core particle stock (lane 1) with that of free core
particle DNA (lane 2).Lane 1 clearly shows that our core particle stock is initially
uncontaminated by free DNA.In order to decrease the probability of free DNA
contamination when elevated salt concentrations are studied, samples at ionic strengths
above 0.1 M were prepared with an OD260 of 5.
Figure 4.3 shows recovered 0/flax values for core particles at three different pH
values, plotted as a function of ionic strength. These three pH values were chosen so as to
bracket the pH-dependent conformational transition previously observed for core particles
(Libertini & Small, 1984; Winzeler & Small, 1991). The open circles are for pH 6 (before
the pH transition), filled triangles are at pH 7.5 (near the mid-point of the transition), and
filled circles are from samples at pH 8 (after the transition). In each case, it is seen that
0/flax begins at 180 ns at lower ionic strength, and then slowly rises as the ionic strength is
increased. For pH 6 samples Omax reaches a plateau value of 235 ns at 0.35 M NaC1, and
does not begin to rise until after 0.65 M NaCl. For the higher pH samples a similar rise in
0/flax is noted, however the plateau is not quite so evident as at pH 6.
The moderate-salt transition is abolished by trypsinization of the core particles
AusiO et al., used sedimentation to study trypsinized core particles and concluded that
removal of the N-terminal histone domains has no effect on the moderate salt transition.
Their results suggested that the transition occured to the same degree regardless of the
presence or absence of these highly basic protein domains (Ausio et al., 1989).81
To determine the role played by the N-terminal ends of the histones in our
measurement of the moderate-salt transition, core particles were lightly digested with
trypsin in order to remove these domains. Samples were then prepared identical to the
above native core particle samples and the rotational correlation time was measured, again
at three different pH values. These results are shown in figure 4.4, along with a tracing of
the native core particle response from figure 4.3. The results are striking; trypsinization of
the cores has apparently completely abolished the rise in 4max at all three pH values
measured. This suggests that the moderate-salt transition, as we measure it, does indeed
involve the release of the N-terminal ends from the body of the core particle.
Trypsinized core particles undergo the low salt transition at higher ionic strength
than native coresIn order to measure the low salt transition, dilute core particle solutions
are needed in order to achieve the very low salt concentrations necessary for the onset of
irreversibility.These samples were thus measured at an OD260 of 1, diluted from a
concentrated stock (0D260 of >150). This minimizes the contributions to the ionic strength
from the buffer component and thus allows very low ionic strengths to be achieved. An
estimate of the remaining buffer contribution has been made and is included in the ionic
strengths reported.
Figure 4.5 shows rotational correlation times for trypsinized cores as a function of
increasingly lower ionic strength. The tracing represents the response from native core
particles, taken from Brown et al. (1991), and shows that4)max remains constant at a value
of 165 ns until the onset of the low salt transition at 1 mM ionic strength. Also seen is the
abrupt rise below 0.1 mM which results from a substantial opening of the core particle as
the low salt transition becomes irreversible.
The filled circles represent values obtained for trypsinized core particles. First, we
note that at physiological ionic strength (-0.1 M) the rate of rotational diffusion for the
trypsinized particle is very nearly the same as that determined for the 'native' particle. As
soon as the ionic strength is lowered below 10 mM Omax begins a steady increase. The low
salt transition thus occurs at a 10-20 fold higher ionic strength in these trypsinized cores.
This confirms an earlier result by Grigoryev and Krasheninnikov who found that the
decrease in S20,w characteristic of the low salt transition was shifted to higher ionic
strengths by trypsinization of the core histones (Grigoryev & Krasheninnikov, 1982).82
Trypsinized core particles open to the same degree as native cores during the low
salt transitionBelow 0.1 mM ionic strength, native core particles undergo an irreversible
opening in structure, characterized by a sudden sharp increase in the recovered rotational
correlation time from 210 ns to 330 ns (Brown et al., 1991). We have previously
modeled this increase as an elongation of the core particle structure. In the Discussion
section we will present simulations which show that this change most likely results from a
substantial elongation of the structure to an axial ratio in excess of 5:1.
The response of the trypsinized core particles is in many ways similar to that of the
native particles. The ultimate value for Omax is the same as that measured for native core
particles, suggesting that the trypsinized cores are opening to the same degree. What is
different, however, is the way in which this high value is approached. In the trypsinized
cores there is a steady rise observed as the particle slowly opens into the elongated form.
The implications of this observation are also examined in the Discussion section.
The low salt transition of trypsinized core particles is irreversibleOur previous
work has shown that the low salt transition for native core particles becomes irreversible
when the ionic strength of the solution is lowered below 0.2 mM (Libertini & Small,
1987b). Omax for core particles taken below the point of irreversibility and then returned to
higher ionic strengths remains elevated, and evidence is seen for aggregation and
dissociation of the affected cores (Brown et al., 1991). Table 4.3 shows the results of
parallel experiments performed on the trypsinized cores. Samples were taken down in
ionic strength to three different points along the transition (very low ionic strength, the
beginning of the plateau in Omax at 0.5 mM salt, and midway up the transition at 1 mM
salt) and then returned to higher ionic strengths. It is seen that in no instance was a return
to the lower values of 4max obtained, suggesting that even at ionic strengths as high as 1
mM the transition is irreversible.83
Figure 4.5Trypsinized Core Particles at Low Salt Concentrations. 4max was
calculated from anisotropy decays collected for trypsinized core particles at 0.5 1,.tM (0D260
= 1), 0.15 µM ethidium, and NaC1 to yield the indicated total [Mt]. The tracing represents
the response of native core particles, taken from Brown et al. (1991).400
300
,.--,
'D
czt
E200 ....
a.,
100
-6 -5 -4 -3 -2
Log [Mt]
Figure 4.5
-1 0
8485
Table 4.3Irreversibility of the Low-Salt Transition for Trypsinized Core Particles.
Initial [mla Final [M +]a max (ns)
0.002 0.002 300
0.002 0.1 233
0.002 1 372
0.002 10 431
0.47 1 357
0.47 10 240
1 10 230
a Units are in mM. Samples were prepared by diluting a concentrated stock of
trypsinized core particles (0D260 = 265, 1 mM TES, pH 7.5) to the indicated initial [M+]
(0.002 mM indicates dilution directly into water). Following 1 hr incubation at room
temperature, 0.1 volume of NaC1 solution was added to yield the indicated final [M-1. The
final OD260 for each sample was 1.0.86
Discussion
Core particle extension at very low ionic strengthsOne of the questions which
we have asked is how extended is the low salt form of the nucleosome. Electric dichroism
measurements by Wu, et al. are consistent with a model wherein the core particle has
become a nearly flat disk with the DNA ends no longer overlapping. The DNA thus makes
less than 1 full circle around the outside of the particle (Wu et al., 1979). We have
presented an alternate model in which the particle becomes more extended, much like a
highly elongated prolate ellipsoid, at very low ionic strength (Brown et al., 1991). Is it
possible to distinguish between these two models on the basis of fluorescence anisotropy
decay data? To answer this question we modeled the core particle as an ellipsoid of
revolution (either oblate or prolate) having both the volume of the core particle and axial
ratios representative of increasing degrees of flattening (oblate ellipsoid) or elongation
(prolate ellipsoid). We then generated simulated anisotropy decay data for these ellipsoids
and analyzed them for values of Omar.
An oblate ellipsoid behaves nearly like an isotropic rotator with all three expected
rotational correlation times remaining unresolvably close, even under conditions of large
axial ratios (high degrees of flattening) (Small et al., 1991). The observed anisotropy
decay time will thus represent an average of the three expected correlation times. An axial
ratio of 5:1 is required to achieve an expected average rotational correlation time (4)av) of
320 ns, with larger axial ratios yielding even larger values (see Table 4.4). This degree of
flattening represents the minimum that is required for the core particle in the very low salt
form, assuming that the core particle retains its native disk shape but becomes further
flattened. An oblate ellipsoid having an axial ratio of 5:1 and the volume of the core particle
has a circumference of 550 A and a height of 35 A. This form thus approximates the
structure suggested by Wu et al., with the nearly 500 A of DNA making not quite a
complete circle around the particle.Further degrees of flattening become physically
unreasonable since they approach the limits of the thickness of an unhydrated DNA strand,
leaving no room for the proteins. However, as is seen in Table 4.4, rotational correlation
times of over 600 ns can be recovered, thus showing that these highly flattened structures
are detectable by these measurements. We can therefore conclude that if the model of Wu
et al. is correct, then the low salt form of the core particle can be approximated by a 5:187
flattened oblate ellipsoid, since the other degrees of flattening do not yield the observed
values for Omax.
The prolate ellipsoid behaves rather strangely in these simulations. The results are
summarized in figure 4.6. The three lines represent 01 (thin line), 4:12 (dotted line), and 03
(thick line), the three expected rotational correlation times for a prolate ellipsoid under
various degrees of elongation (axial ratio). The large filled circles represent the expected
value for Oav under the conditions of the simulation and thus includes contributions from
the DNA flexibility as well. This contribution is expected to be small with respect to the
rotational correlation times and is reflected in the calculation of the expected average. The
open circles represent the recovered 4av for the simulated data, while the small filled circles
represent Omax Error bars on Amax represent the range of recovered values from 10
separate data simulations for the selected elongated ellipsoids. The recovered values are
seen to follow fairly cleanly the expected values for 02.This observation apparently
derives from our method of background determination for the fluorescence decays. 03 at
large axial ratios becomes so large that it moves beyond the ability of the ethidium probe to
recover accurately from background noise. Most of its contribution is therefore subtracted
out when the background correction is applied to the decays; what little remains averages
together with (1)1 to yield approximately the predicted value for (1)2.
A prolate ellipsoid elongated to an axial ratio of 5:1 results in a measured 4max of
340 ns, while further elongations recover a value only marginally larger. We thus can
conclude that the 5:1 elongation represents a minimum structure; the actual form of the very
low salt nucleosome may be considerably more extended. The limits to our ability to
accurately recover very large values for 4max when the individual O's are so widely
separated, combined with the recovery limits imposed by the ethidium probe, may be
causing us to under-estimate the rotational correlation time for the low salt nucleosome.
Indeed, it may be that the core particle has essentially linearized at these extremely low ionic
strengths. This is suggested by very preliminary photofootprinting experiments which
show a disappearance of the 10.3 by repeat pattern characteristic of the native core particle
(Gale et al., 1987) when the samples are taken to very low salt concentrations (Libertini
and Small, unpublished observations).
Based on our results for Omax we can not distinguish between these two models for
the very low salt form of the nucleosome. Both the 5:1 flattened ellipsoid of Wu, et al. and
our highly elongated prolate ellipsoid model yield the observed rotational correlation time of
350 ns. Empirical evidence exists in the literature which may allow us to choose our88
model over the other. AusiO has recently proposed a model for the effects of histone
acetylation on the activation of chromatin (Ausio, 1992). In his model acetylation of the
histones 'poises' the chromatin for transcription, as a result of the weakening of the DNA-
protein interactions in the affected regions. An approaching RNA polymerase complex
generates positive superhelical stress in the DNA in front of the transcription complex
which can neutralize the negative supercoiling in the nucleosome, leading to disruption of
the weakened nucleosome structure (Liu & Wang, 1987; Pfaff le et al., 1990; Thoma,
1991), perhaps into the elongated 'lexosome' structure proposed by Prior et al. (1983),
Oliva et al. (1990), and Lock lear et al. (1990). This structure is more open and thus allows
freer passage of the polymerase than the native nucleosome. Our elongated model for the
very low salt form of the core particle may well be related to this hypothetical lexosome
structure. Torsional stress is obviously absent in the core particle, so some other form of
stress is required to break the ionic interactions between the DNA and histones and induce
the elongation. Very low salt concentrations could provide such stress. As has been
discussed above, an elongated structure of this type would yield the observed value for
Ornax-Further studies will be needed in order to distinguish between these two
possibilities.
The role of the N-terminal ends in the low salt transition Hyperacetylation of the
nucleosome core particle results in a three-fold shift to higher ionic strengths for the onset
of the low salt transition. This effect was postulated to be due to a simple increase in the
overall net negative charge of the core particle as a result of the neutralization of positively
charged lysine residues (Libertini et al., 1988). The results presented above suggest that
the N-terminal ends of the histones may be more extensively involved in the maintenance of
the core particle structure.
In our earlier report we postulated that there was some sort of histone-DNA cross-
binding interactions which were responsible for holding the core particle in its native form.
As the ionic strength of the solution decreased the increasing ionic repulsion between the
adjacent DNA strands eventually broke these cross-binding interactions, which then
reformed at locations different from those normally found. When the ionic strength was
then increased, a much higher ionic strength was required to break these new interactions
and reform them at their proper locations. Additionally, the very low salt form of the
nucleosome was seen to be less stable than that of the higher salt structure, since evidence
was seen for the appearance of aggreggated cores and free DNA as samples were returned
to higher ionic strengths (Brown et al., 1991).89
Table 4.4Least-Squares Analysis Results for Simulated Oblate Ellipsoids of Revolution.
ratio (I)max (ns) 'Oava (ns)
2 expected 165 163
recovered 164 163
3 expected 213 212
recovered 243 234
4 expected 266 265
recovered 269 267
5 expected 321 320
recovered 320 319
6 expected 378 377
recovered 381 380
7 expected 435 433
recovered 435 434
8 expected 492 491
recovered 499 498
9 expected 550 548
recovered 549 548
10 expected 607 606
recovered 592 591
11 expected 665 664
recovered 666 665
a Intensity-weighted average decay time computed from /1302 / /[3(1)90
Figure 4.6Expected Values for the Rotational Correlation Times for Several
Prolate Ellipsoids. Computer modeling was performed using the Schurr equation for DNA
flexibility (Winzeler & Small, 1991), modified to model the core particle as a cylindrically
symmetric ellipsoid rather than as a sphere, as described above. Prolate ellipsoids were
modeled having the indicated axial ratio and the volume of the core particle. The plain lines
represent (1)i (thin line), (1)2 (dotted line), and (1)3 (thick line), the three predicted rotational
correlation times for the given ellipsoids. Large filled circles represent the expected (1)av
calculated as /130i2 I E13(1)i for a 5-component exponential fit to the impulse response
function calculated using the modified Schurr equation; (1)av thus includes the minor
contributions from DNA flexibility. Open circles represent the actual (1)av recovered from
the simulated data, and small filled circles are the corresponding values for (1)max. Error
bars on selected values of 4max represent the range of recovered values from 10 separate
simulations.1750
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The response of the trypsinized cores is consistent with this model. We postulate
that the cross-binding interactions which hold the core particle in its compact form involve
the N-terminal tail regions of one or more of the histones, perhaps H2A and H3 which
have been shown by chemical crosslinking experiments to bind regions of DNA far from
the bulk of the rest of the protein (Shick et al., 1980). When these histone domains are
removed the core particle is free to open smoothly as the ionic strength of the solution is
lowered, as seen by the observed steady increase in Inax The N-terminal ends of the
histones are now postulated to physically hold the core particle in its compact shape, in
addition to their previous role in the neutralization of the charged DNA.
Changes in DNA flexibility throughout the moderate salt transitionEthidium has
been shown to intercalate near the ends of the core particle DNA (McMurray & van Holde,
1991); changes in the fluorescence anisotropy decay of the bound ethidium might therefore
detect the release of these DNA ends from the core particle. As mentioned above, we used
an ethidium to core particle binding ratio of 0.3. This is within the acceptable range for the
determination of rotational diffusion parameters, as was demonstrated in our second paper
(Winzeler & Small, 1991), but is on the limit of the acceptable range for precise
measurements of DNA flexibility. Intercalation of ethidium into the core particle DNA will
stiffen and unwind it to some degree; high binding ratios perturb the DNA structure
sufficiently to where the probe will no longer reflect the behavior of the DNA in the native
particle. At very much higher binding ratios than are used here (-9 ethidiums per core
particle) spontaneous dissociation of the core particle begins, commencing with the release
of an H2A-H2B dimer (McMurray & van Ho lde, 1986).In addition, energy transfer
between closely bound ethidium molecules could adversely affect the anisotropy decay
which would again prevent us from making quantitative judgements about the behavior of
the core particle DNA in these studies.
We were unable to obtain adequate analyses of our data when they were analyzed
using the previously described model for DNA flexibility (Winzeler & Small, 1991). This
suggests that, for these data, the dye binding ratio was indeed too great to permit
quantitative assessment of the changes in DNA flexibility occuring throughout the moderate
salt transition. We are therefore restricted to making only qualitative visual assessments of
the DNA flexibility by examining the shapes of the anisotropy decay curves at short times,
similar to that used previously (Brown et al., 1991), comparing the results obtained at
various salt concentrations and looking for the dramatic increase in flexibility which occurs
as the DNA is released from the core particle. When these comparisons are made we find93
very little change occuring until after 0.6 M ionic strength, suggesting that the DNA ends
are remaining attached to the core particle throughout the transition.Alternatively, at
elevated ionic strengths the ethidium could be migrating to other binding sites, away from
the tail regions, and would therefore not detect a release of these ends.
A model for the moderate-salt transitionOur results for the moderate salt
transition are in direct conflict with those presented by Ausio, et al., in that we find
complete inhibition of the moderate salt transition upon trypsinization of the histones while
they find very little, if any, effect (Ausio et al., 1989). We feel that this discrepancy is
significant; however, at this time we have no adequate explanation for it. Further studies in
this area are necessary in order to resolve the question.
Figure 4.7 is a cartoon representation of the moderate salt transition suggested by
the above observations. Structure A represents the native core particle in its compact form,
and exists at ionic strengths below 0.3 M. The N-terminal ends of the histones, as well as
the ends of the DNA, are shown firmly bound to the body of the core particle.It is
interesting to note that the rotational correlation time for the trypsinized core particles at 10
mM ionic strength is the same as that observed for the native particle (-165 ns), even
though nearly 10% of the mass of the particle has been removed. There are two possible
explanations for this observation. First, the N-terminal ends of the native core particle
[especially those from the H2A-H2B dimers (Cary et al., 1978)] could normally be
extended into solution and contribute to the measured size of the core particle. If this were
the case, however, the core particle would have to expand to just the right degree to
compensate for their removal, since Omax for both particles is the same. A much more
likely explanation is that the N-terminal ends of the particle are normally firmly bound to
the surface of the structure, perhaps in some surface groove, where they do not contribute
to the hydrodynamic radius of the native particle. Their removal would therefore not affect
the observedmaxX-ray crystallography studies have consistently failed to locate these
domains, and so their exact location is still open to some speculation.
As the ionic strength is increased above 0.3 M, release of the N-terminal histone
domains results in a structure like that shown in B. NMR studies have shown that the N-
terminal domains of H3 and H4 become more mobile in this salt range (Cary et al., 1978).
Release of these ends will thus increase the hydrodynamic radius of the particle, accounting
for the observed increase in (1)max. In this model the DNA ends are still shown as being
attached to the core particle. We do not see any evidence for the dramatically increased94
DNA flexibility which would result from the presence of the free-DNA like regions
resulting from such an end release.
Finally, structure C shows the onset of the core particle dissociation at even higher
ionic strengths (above 0.7 M), beginning with the initial release of the H2A-H2B dimers.
Here, the DNA ends are shown released from the core particle, as suggested by the
observed increase in flexibility which interferes with our ability to accurately determine
4)max at these ionic strengths.95
Figure 4.7Cartoon representation of the moderate salt transition. Structure A
represents the native form of the core particle, found at ionic strengths below 0.3 M.
Structure B represents the moderate salt form of the core particle, between 0.4 and 0.6 M
[NaC1], and shows the extended histone N-terminal tails.Structure C shows the core
particle at higher ionic strengths ( > 0.7 M NaC1), where dissociation has begun.Figure 4.7
< 0.3 M
0.35-0.65 M
> 0.7 M
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Conclusions
We present here continued studies on changes in the rotational diffusion of
nucleosome core particles as they undergo conformational transitions in solution. Such
changes in rotational diffusion derive from changes in the size and shape of the structure.
The analysis that we present shows that the 'native' core particle opens up
substantially in an irreversible conformational change at very low ionic strengths (i.e.,
below 0.2 mM). Indeed, it must open to an elongated structure with an axial ratio of at
least 5:1. It may actually open completely to a structure with essentially linear DNA, but
we cannot tell this from our current data.Opening of the nucleosome may have
significance in the biological functioning of chromatin, because it could give important
enzymes and other proteins much freer access to the DNA. Although an extreme in ionic
strength is required to induce this change in vitro, it is easy to imagine that other
interactions might induce a similar opening in vivo.
At ionic strengths in the range of 0.2 to 0.6 M, just above those which one might
regard as physiological, we find an alternate stable structure for the core particle, a more
extended form which diffuses slower. So little disturbance is required to induce this
structure that one could even imagine that it represents a native form for the particle.
Although the central globular region of the nucleosome core particle is now well
characterized, the location and role of the highly basic, unstructured N-terminal domains of
the histones has not yet been determined. When we remove these domains from the core
particle using limited proteolysis we obtain a structure with a rate of rotational diffusion
surprisingly only slightly less than that of the unproteolyzed particle, even though nearly
10% of the total mass has been removed. This strongly suggests that the proteolyzed
particle has nearly the same size and shape as the native particle. The proteolyzed particle is
not stable to decreases in ionic strength, and as the salt concentration is lowered it soon
opens up into a form with a rotational correlation time the same as that corresponding to the
open unproteolyzed particle.Thus, both particles likely open to similar elongated
structures. If the N-terminal histone domains in chromatin are not in a position to stabilize
the nucleosome, then perhaps only minor alterations are required in vivo toopen such
nucleosomes and allow access to their DNA.98
It is often suggested that the main role of the N-terminal domains is not to stabilize
the nucleosome structure, but to interact with external chromatin components and thus play
a role in higher order structure. We have shown that the N-terminal domains probably
move away from the core particle at ionic strengths just slightly above physiological.
Thus, certain N-terminal domains may be in an excellent position to interact external to the
core particle structure.99
Chapter 5Using the Decay of Intrinsic Tyrosine Fluorescence of Core
Particles to Monitor Conformational Changes
Introduction
In the previous two chapters I described the application of the fluorescence
anisotropy decay technique in the monitoring of two ionic strength dependent core particle
transitions. This technique uses intercalated ethidium bromide as a fluorescence probe for
determination of rotational diffusion; this probe also can yield information about the
changing state of the DNA under various conditions (see for example Winzeler & Small,
1991).
Also of interest in these transitions is the behavior of the histone proteins.
However, since the ethidium exhibits very little or no binding to the histones, any changes
which occur in the protein component will be essentially invisible to the anisotropy decays.
Fortunately the core histones contain the fluorescent amino acid residue, tyrosine. As
mentioned in chapter 1, tyrosine decays with much too short of a lifetime to be useful for
the measurement of rotational diffusion of the core particle.However, tyrosine
fluorescence is useful for probing the state of the core histones under various conditions.
Steady state tyrosine fluorescence measurements have been extensively utilized in
the characterization of the core particle under various conditions of pH and ionic strength
(Libertini & Small, 1980, 1982, 1984a, 1987b; Libertini et al., 1988; Brown et al., 1990,
1991; Oohara & Wada, 1987; Ashikawa et al., 1982). Fluorescence decay studies have
also been reported. Ashikawa et al. measured the fluorescence decay of the core particle
tyrosine and reported a monoexponential decay within the limits of their instrumentation
and analysis methods. They also concluded that a large fraction of the core particle tyrosine
residues are statically quenched such that they do not contribute to the fluorescence
(Ashikawa et al., 1982).
We decided to examine the tyrosine fluorescence decay of the core particle over a
wide range of ionic strengths using our much more sensitive instrumentation in an effort to
determine the behavior of the core histones during the low- and moderate salt transitions.100
Our results differed from those of Ashikawa et al. in that we find a considerably more
complex decay and no evidence for static quenching of the tyrosine emission.
These results were originally presented in poster form at the Time Resolved Laser
Spectroscopy In Biochemistry III meeting in Los Angeles, CA in 1992. A short paper
describing the poster, authored by myself, Dr. Louis J. Libertini and Dr. Enoch W. Small
was published in the meeting proceedings.Special acknowledgement is made to Dr.
Libertini for his contributions in performing the low-resolution distribution analysis and his
considerable input into the preparation of the published report.101
Materials and Methods
Chicken erythrocyte core particles were prepared as described in chapter 2.
Samples of core particles at very low salt were prepared as described in chapter 3.
Tyrosine was obtained from Sigma Chemical Co. and recrystallized from water before use.
Steady state tyrosine fluorescence was measured using a steady state polarization
spectrometer with modifications (Ayres et al. 1974); the most recent description can be
found in Libertini et al. (1988). Excitation was at 279 nm and emission was measured at
298 or 309 nm through a monochrometer and a Schott Glass WG 295 cutoff filter.
Fluorescence decay measurements were made on a lifetime fluorometer using
single-photon detection. Energy windowing was used to minimize the contributions of
multiphoton events (Hutchings & Small, 1990). A picosecond laser system served as the
light source. See the Appendix for a description of the instrumentation. Samples were
excited at 280 nm with vertically polarized light and emission was measured through a
polarizer oriented at the 'magic angle' (54.74° from vertical) followed by a narrow
bandpass interference filter (half-width of the transmission band was -14 nm centered at
309 nm). Single-photon detection was with a Hamamatsu R1564U-06 dual-microchannel
plate photomultiplier tube which has a UV transmitting window. Analysis of the decays is
described below.102
Results and Discussion
The effect of ionic strength on the fluorescence decay of tyrosine in core particles
was examined over a wide range of salt concentrations. Examples of the decay data are
shown in Figure 5.1. The excitation profile (essentially equivalent to the instrument
response function for the narrow light pulse obtained with the laser system used) is
included, along with representative fluorescence decays showing the effects of very low,
moderate, or very high ionic strength (-10-5, 0.1, and 3.0 M, respectively) on the core
particle tyrosine fluorescence.It is apparent that the average decay time is increased
somewhat at the very low ionic strength and is considerably increased at high salt.
When the decays were analyzed as sums of exponentials using the Method of
Moments, the analyses generally gave results which indicated more than four components.
Analyses for five components were also usually unacceptable as judged by the rules of
Method of Moments (Small et al., 1989; Small, 1992). Thus the decays appear to be either
non-exponential or they consist of a rather large number of exponential components. Here
we will assume the latter because core particles from chicken erythrocytes contain 28
tyrosines, presumably as 14 pairs since the particles are thought to have a dyad symmetry
axis (van Ho lde, 1988).
We then analyzed the decays using Least Squares Iterative Reconvolution (LSIR).
With this approach it is necessary to consider whether the decays contain contributions
from scattered light [the method of moments automatically removes the effects of scattered
light (Small et al., 1989; Small, 1992)]. Tests indicated that very little Rayleigh scattering
(280 nm) would pass through the filter combination used. However, the main Raman
scattering band for water with 280 nm excitation would be efficiently transmitted and,
because of the low extinction coefficient and quantum yields of tyrosine in general, Raman
scattering can be expected to contribute significantly to the decays. Since scatter is not
explicitly treated in our LSIR analysis program we approximate scatter by assuming a
decay component having a very short decay time (0.3 ps). The numerical convolution
algorithm which we use for the simulation of exponential decays is capable of handling
such short decay times accurately (Small et al. 1992), in contrast to the more commonly
used algorithm based on Simpson's rule.103
Figure 5.1Examples of the Fluorescence Decay Data. Samples contained 2.0 [IM
core particles and NaC1 to the indicated ionic strength, showing the effects of very low
(0.00001 M), moderate (0.1 M), and very high (3.0 M) ionic strengths on the tyrosine
fluorescence decay. Each decay contained 5 X 106 total counts.6
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Figure 5.2Deviation Plots. Deviation plots representative of the fit of "low-
resolution distribution" analysis results to the experimental data. Each dataset contained 5 x
106 total counts.
Panel A: core particles at 10-4 M Na+ (x2 of 2.0).
Panel B: core particles at 0.1 M Na+ (x2 of 1.6).
Panel C: core particles at 1.0 M Na t (x2 of 1.0).10
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The X2 values obtained from analyses for three components plus scatter were
generally large. Use of four components plus scatter resulted in decreases in X2 to values
ranging from 1.0 to about 2.2. Use of five components plus scatter further improved the
fit with small but significant decreases in the x2 values for most of the decays. At either
level of analysis the lifetimes obtained tended to be fairly consistent for samples at different
ionic strengths below 0.5 M (but differed somewhat between the two analysis levels)
whereas from 0.5 to 3.0 M salt the resulting lifetimes varied considerably.
Because the lifetimes obtained were variable at high salt and thus made any
comparisons difficult, we decided to proceed with what we will term a "low-resolution
distribution" analysis. The method used is similar to that proposed by James and Ware for
analysis of distributions of lifetimes (James & Ware, 1986). Analyses were done using
fixed decay times which spanned the range of lifetimes obtained in the earlier LSIR
analyses. We used seven exponential decay components plus scatter. The phrase "low-
resolution distribution analysis" arises from the fact that a relatively small number of
components is being used. The decay times were chosen somewhat arbitrarily based on the
results in the low salt range, referred to above, with additional lifetimes added to fill gaps in
the series. The analysis program determined the seven pre-exponential factors (a's)
corresponding to the decay lifetimes (ti's) plus the scatter contribution which gave the least
squares best fit (lowest x2). Generally, the X2 values were somewhat higher than (but in
some cases fell between) those obtained in the earlier analyses; the range of x2 values
observed was again between 1.0 and 2.2.
Figure 5.2 shows deviation plots characterizing the fit of the "distribution" analysis
results to selected experimental decays.The plots in Figure 5.2 are for analyses
characterized by x2 values which were high (-2.0, panel A), intermediate (-1.6, panel B),
or low (-1.0, panel C). The generally random oscillations about zero are characteristic of
an excellent fit to the data. It is apparent from panel A that the high x2 value derives almost
exclusively from problems in fitting the part of the decay near the origin of the simulation.
A similar effect is seen in panel B. These large deviations near the origin arise from non-
random error in the decays, most likely due to instrumental drift which occurred during and
between the times of collection of the different decays and the excitation profile used to
analyze them. The deviation plot in panel C is extraordinarily good considering that the
data range for the analysis included the full range of the experimental data and that the
decays all contain 5 x 106 total counts (-1 x 105 counts in the peak channel). The
deviations in panel B do show oscillations between 0 and 5 ns which would be interpreted108
as characteristic of a slightly inadequate model (choice of exponential components).
However, fit errors of this magnitude will not be serious for our purposes.
For an exponential decay [ f(t) = a exp( -t/T) 1, the area under the decay curve (the
contribution to the total fluorescence intensity) is given by the product at. The sum of
these products is thus a measure of the total fluorescence intensity observed. The intensity
is, of course, dependent on the strength of the excitation beam, on the concentration of the
fluorophore, and (in the case of decay data collected by photon counting) on the length of
time the data were collected. The number of counts in the lamp used to analyze the decays
will also affect the sum of the at. To compare the a's obtained from different samples we
need to know something about the relative intensity which would be obtained if the decays
were measured at a constant fluorophore concentration with a consistent level of excitation
and for the same period of time. We have shown for decays arising from "distributions" of
lifetimes that the distribution average lifetime:
Tay = i (5.1)
can be accurately estimated from analysis results if the fit to the data is sufficiently good
(Libertini & Small, 1989). One need only calculate the average using the a's and is
obtained from the analysis in the above equation. The average lifetime calculated in this
way corresponds to the at sum which would have been observed if the sum of the a
values was 1.0.For core particles, where there is only one emitting chromophore
(tyrosine), the sum of the a's would be proportional to the concentration of tyrosine, if all
other conditions which influence the total intensity were constant. This assumes that there
are no major changes, over the range of solution conditions investigated, in the extinction
coefficient within the ground state absorption band (i.e., the intrinsic lifetime is constant).
In the absence of such differences the average lifetime then provides a direct measure of the
relative intensity which would be obtained if two samples under different conditions had
the same concentration of tyrosine. Use of the average lifetime thus corrects for any
differences in the manner of collection and analysis of the data (such as use of different
excitation intensities, collection for different lengths of time, analysis with lamp profiles
containing different numbers of counts, etc.). The average lifetime will thus provide a
direct measure of the relative quantum yield irrespective of whether the two samples were
measured under identical instrumental conditions and analyzed with the same lamp profile.109
Figure 5.3Tyrosine Intensity and Average Lifetime. Comparison of the effect of
[Na +] on the steady state tyrosine fluorescence intensity and on the average lifetime
calculated from the results of "low-resolution distribution" analyses.0
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Figure 5.4Low-Resolution Distribution Analysis. Three dimensional plot of the
a values obtained in the "low-resolution distribution" analyses of core particle tyrosine
fluorescence decay data.a
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Figure 5.3 shows a plot of the average lifetime calculated from the results of the
LSIR "distribution" analyses. For this calculation the scatter and the shortest lifetime (0.1
ns) component were not included. The scatter is excluded because it is not a part of the
fluorescence. The shortest lifetime component was excluded because it is expected that the
a value for a component with such a short lifetime will be too sensitive to the non-random
errors which sometimes cause the deviations near the origin of time for the analysis to be so
large (see, for example, Figure 5.2A). Exclusion of the 0.1 ns component is supported by
observation of some rather odd behavior of the corresponding a, particularly at high salt
concentrations.
The low quantum yield for tyrosines in the intact core particle likely results from
nonradiative energy transfer from excited tyrosine to the DNA bases (Ashikawa et al.
1982). Between 0.5 and about 2 M salt the large increase in average lifetime then results
from the decrease in energy transfer which accompanies displacement of the histone
proteins off the core particle DNA ("high-salt dissociation"). Below 0.1 M salt the
intensity and average lifetime increase very slowly down to about 1 mM. Below 1 mM the
change accelerates as the core particles undergo the "low-salt" transition, during which the
particle appears to expand or open in some manner (Libertini & Small, 1982; Small et al.
1991; Brown et al. 1991). The increased intensity as the salt concentration is decreased
presumably derives from less effective nonradiative energy transfer as the particle expands
due to pressure from electrostatic interactions in the highly charged particle. Such an
expansion would increase the average distance between the tyrosines and the DNA bases
thus decreasing the rate of energy transfer.
Figure 5.3 also contains data obtained by measurement of steady state fluorescence
intensity on a series of samples made up in the same manner as those used for the decay
measurements. The core particle concentration and the instrumental conditions were
maintained the same throughout this series of measurements. The agreement in the shape
of the curves in Figure 5.3 is expected based on the above discussion of the meaning of the
average lifetime. However, tyrosines which are very close to the DNA might be quenched
to extremely low lifetimes or possibly even statically quenched (lifetime of zero). Such
tyrosines would not be considered in the calculation of the average lifetime and thus the
calculated average lifetime for the intact core particle would be too large. As the histones
dissociate from the DNA such static quenching would be relieved and the "missing"
tyrosines would begin to contribute to both the steady state intensity and to the average
lifetime. Such an occurrence would result in an increase in the steady state intensity after114
dissociation which, relative to the quenched result, would be larger than that indicated by
the change in the average lifetime. The agreement between the two parameters as to the
proportional increase as the quenching is relieved by dissociation indicates that there are no
tyrosines in the intact core particle which are "statically" quenched because of their
proximity to the DNA. (One cannot say from our data whether some tyrosines are statically
quenched due to their local environment within the histone molecules in a manner
unaffected by binding to the DNA.)
The results obtained from the "low-resolution distribution" analyses are shown as a
function of the ionic strength in Figure 5.4. The values indicated on the tau axis are those
which were used as fixed lifetimes in the analyses. To generate this representation the a
values obtained were adjusted such that the intensity calculated as the sum of the at
products would follow the curve in Figure 5.3. This is equivalent to normalizing the sum
of the a values to 1.0 for each sample. Note that, even though the result obtained for the
0.1 ns lifetime is included in Figure 5.4, the corresponding a value was not considered
during the normalization procedure for the reasons mentioned above.
These results are replotted in Figures 5.5 and 5.6 in order to more closely examine
the effects of salt concentration for the low-salt and high-salt regions, respectively. In
Figure 5.5 the increasing intensity as the ionic strength is lowered is seen to derive from a
loss of tyrosines emitting with lifetimes near 0.3 ns replaced by tyrosines having lifetimes
in the 0.8 and 1.8 ns regions. No significant change in the 2.8 or 4.0 ns components is
observed. The changes near 0.8 ns appear to be very nearly linear with decreasing
logNa+1 while those around 0.3 ns and 1.8 ns are clearly biphasic with a distinct increase
in slope below 0.3 mM salt. This inflection point is also evident in Figure 5.3. The low-
salt transition, as characterized by changes in tyrosine fluorescence anisotropy, begins near
1 mM and is about half complete at 0.3 mM (Libertini & Small, 1982). The transition does
not appear to involve any large change in the shape of the core particle (Brown et al. 1991)
and thus it is not surprising that it does not give rise in any greater shift in the lifetime
distribution than would be extrapolated from the changes observed between 1 and 10 mM.
Below 0.2 mM ionic strength a nonreversible transition begins to occur in the core particle
(Libertini & Small, 1987b; Libertini et al. 1988). This transition causes an elongation of
the particle as determined by fluorescence anisotropy decay measurements on ethidium
bound to the particles (Brown et al. 1991). It is presumably this change in shape which
shifts the distribution of lifetimes to somewhat higher values due to increased average
distance between at least some of the tyrosines and the DNA bases.115
Figure 5.5Effects of Low Ionic Strengths. The data from Figure 5.4 are replotted
to more clearly show the changes in alpha values for [Na +] below 0.01 M.0.7
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Figure 5.6Effects of High Ionic Strengths. The data from Figure 5.4 are
replotted to more clearly show the changes in a values for [Nal above 0.01 M. The data
shown on the vertical axis are for [Nal = 0.00001 M.0.7
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In the high salt dissociation (Figure 5.6) we again see a loss of tyrosines with 0.3
ns lifetimes. Essentially all appear to shift first to the 1.8 ns range, then progressively to
the vicinity of the 2.8 and 4.0 ns decay times. Throughout these changes the 0.8 ns range
retains a surprisingly constant proportion of the tyrosine emission. This may indicate that a
subset of tyrosines contributing to this region of the decay distribution are relatively
unaffected by dissociation of the histones from the DNA. Alternatively, the number of
tyrosines coming from the 0.3 ns lifetime region may be roughly balanced by the number
shifting from the 0.8 ns range to higher lifetimes.It is interesting that, even at 3 M salt
where the histones are completely dissociated from the DNA, a significant proportion of the
tyrosines are still emitting with a decay time near 0.3 ns. Energy transfer to the DNA is
apparently not the only mechanism which can reduce the decay lifetime of tyrosines to such
low values.
Of some interest are changes in the salt range 0.3 to about 0.7 M. Studies of a
"moderate-salt" transition which occurs in this range are detailed in chapter 4. Only a small
increase in intensity is noted (Figure 5.3) apparently arising from a shift of tyrosines from
the 0.3 ns to the 1.8 ns lifetime regions. There may also be a small increased contribution
from the 0.8 ns region.
The quantum yield of core particle tyrosine emission relative to that of free tyrosine
may be estimated from the relative average lifetimes for the different salt concentrations.
The lifetime of tyrosine in solution was measured as 3.38 ns which gives a quantum yield
relative to free tyrosine of 0.14 at 0.1 M salt which increases to 0.20 and 0.48 at very low
and very high salt, respectively. The same estimate based on the relative fluorescence
intensities observed in 3 M salt for 1 tM core particles (each containing 28 tyrosines) and
tyrosine at 28 tM suggested a relative quantum yield of 0.57. We feel that this discrepancy
is significant but do not have an explanation at present. Further studies will be needed.
In much earlier work, Ashikawa, et al. also examined the effect of salt on the
lifetime of tyrosine fluorescence in core particles (Ashikawa et al. 1982). Their results
suggested that the decays consisted of a single component because their ability to resolve
decays was severely limited by the width of their lamp profiles (about 3 ns compared to
roughly 0.1 ns for the results presented here) and by the low signal-to-noise of their decays
(at least two orders of magnitude lower than our data). They also measured the steady state
fluorescence intensity as a function of salt. For the high salt dissociation they observed an
intensity at high salt of about 3.5 times that seen at low salt, an overall change which is120
very similar to that obtained from the data in Figure 5.3. The quantum yield relative to free
tyrosine was reported to be about 0.5, somewhat lower than our steady state result (0.57).
Their decay results, however, indicated that the lifetime at low salt was about 1.0 ns which
increased to just under 2.5 ns at high salt, both values distinctly larger than the average
lifetime values which we have obtained. The relative quantum yield calculated from the 2.5
ns lifetime is 0.74, much higher than our result (0.48). The discrepancy between the
overall change in the steady state intensity and the lifetime was used to postulate the
existence of a large percentage of tyrosines (more than half) which were statically
quenched. Our results indicate that changes in the level of static quenching do not occur
when the particles dissociate.
Most of these discrepancies likely result from the much lower quality data in the
earlier work. If we analyze our decays for a single component (plus scatter) the resulting
lifetime at high salt turns out to be similar to that reported by Ashikawa, et al. For the low
salt decays this is not true, the single component analysis result obtained from our data,
although somewhat larger than the average lifetime in Figure 5.3, remains below 0.7 ns.
However, we have noted the presence of a low level impurity having a relatively long
lifetime in our core particle samples; this impurity contributes minimally under the
excitation and emission conditions which we use but is easily detected in the decay when
data are collected near 340 nm. Ashikawa, et al. used an excitation wavelength of 290 nm
to generate their decay data, a wavelength which is very inefficient for excitation of tyrosine
in solution. If a long lifetime impurity was also present in their core particle preparations
then use of this longer wavelength for excitation could have resulted in a considerable
contamination of the decay, especially at low salt where the core particle tyrosines are
strongly quenched by their interaction with the DNA.121
Chapter 6Conclusions
I have presented here the results of my studies on the conformational transitions that
nucleosome core particles undergo in solution in response to varying ionic strength. Two
main methodologies were utilized in these studies, both of which relied on time-resolved
fluorescence spectroscopy.
The first method, and the one that occupied the bulk of this work, involves the
measurement of the fluorescence anisotropy decay of ethidium bound to the core particle.
In chapter 3 evidence is presented which shows that this anisotropy decay can provide
information about the rotational motions of the core particle in solution. The parameter
termed Omw,, the longest recovered anisotropy decay time, is shown to be a measure of the
rotational correlation time of the core particle. The correlation time recovered for the core
particle at 10 mM ionic strength is 165 ns, in excellent agreement with the value predicted
by hydrodynamic calculations based on the known size and shape of the particle as
determined by other means.
At the time these studies were undertaken, there was some controversy in the
literature regarding the nature of the 'low salt' transition of the nucleosome core particle.
While it was generally agreed that the low salt transition occured at ionic strengths below 1
mM, the exact nature of the transition remained unclear. Several methodologies suggested
that there is a major shape change occuring in the particle during the transition, while other
methods suggested that little or no conformational change is involved. In an effort to shed
additional light upon this problem, I applied the fluorescence anisotropy decay technique to
the core particle low salt transition, measuring the rotational correlation time of the core
particle at various degrees of reduced ionic strength. As expected, no change was found in
the rotational correlation time between 100 and 1 mM salt. Below 1 mM, the rotational
correlation time increased slowly to about 210 ns at 0.2 mM salt, in parallel with the
decrease in steady state tyrosine fluorescence anisotropy, showing that only minor
structural rearrangements were occuring in the core particle throughout this region of ionic
strength. Below 0.2 mM salt, however, at the point where the low salt transition becomes
irreversible, the rotational correlation time increased sharply to 330 ns, suggesting that a
major opening had occured in the core particle. Later computer modeling studies using
various ellipsoids of revolution showed that this opening must be the result of an122
elongation in the core particle to at least a 5:1 axial ratio. The highly flattened model of
Wu, et al. (1979) was not discounted, although an alternate model, more closely
resembling an elongated prolate ellipsoid, was chosen on the basis of other empirical
evidence. This model was chosen in the light of recent electron spectroscopic imaging
results obtained by Oliva et al. which suggest a structure like the elongated 'lexosome'
proposed by Prior et al. in 1983. This structure is much more open than the normally
compact core particle, and would thus allow much freer access to the DNA by the important
enzymes and other proteins necessary for the proper biological functioning of the
chromatin.
The role of the highly basic N-terminal histone domains in the maintenance of the
core particle structural integrity was also investigated. The central, highly a-helical
globular region of the histone core has now been well characterized, and the locations of
these polypeptide chains can be traced with some accuracy.However, X-ray
crystallography studies have consistently failed to locate the N-terminal histone domains
and so their exact location and role in the core particle remains open to speculation.
Core particles were treated lightly with trypsin to remove these domains, and the
rotational correlation time was measured. Surprisingly, the result was again 165 ns, even
though nearly 10% of the mass of the core particle had been removed. We concluded that,
in the native particle, these histone domains lie closely bound to the body of the particle and
thus do not contribute significantly to the hydrodynamic radius.
Earlier work had suggested that the main role of the N-terminal histone domains
was in the neutralization of the negatively charged DNA backbone. Work presented here
suggests that these protein domains play a much greater role in the maintenance of the
integrity of the core particle. When trypsinized core particles are exposed to low salt
concentrations, they undergo the low salt transition at a 10-20 fold higher ionic strength
than the native particle, consistent with the charge neutralization model. However, the
rotational correlation time increases steadily as the ionic strength is dropped below 10 mM,
instead of the abrupt jump exhibited by the native particle. We thus conclude that the N-
terminal ends also play a role in the physical stabilization of the core particle in its normal
compact disk shape. The irreversibility of the low salt transition is attributed to the
breaking of histone-DNA crossbinding interactions, located at least in part in the histone tail
region, and their subsequent reformation at other sites once the superhelical stress stored in
the core DNA was relieved.If, as has been postulated, these N-terminal domains are
involved in extra-nucleosomal chromatin interactions and the maintenance of higher order123
structure, then perhaps only minor alterations are required in vivo to effect the observed
opening of the nucleosome.
At ionic strengths in the range of 0.2 to 0.6 M, just above those considered
physiological, another core particle transition has been observed; we call this the 'moderate
salt 'transition. Again, differing opinions existed in the literature as to the precise nature of
this transition. One model suggested that it derived from the release of the ends of the
DNA from the core particle, while another suggested that the release of the N-terminal
histone domains was responsible. Still other evidence suggested that both of these models
were incorrect, and that subtle changes in the secondary and tertiary structure of the core
particle components were responsible for the transition.
The fluorescence anisotropy decay technique detects the moderate salt transition as
an increase in the rotational correlation time of the core particle from 180 ns at 0.1 M to
235 ns at 0.35 M salt. Further increases are observed only above 0.65 M salt, suggesting
the adoption of a more extended and slower diffusing structure for the core particle in this
intermediate salt range. No evidence was seen in the anisotropy decays for the dramatically
increased flexibility which would result from the release of the ends of the DNA, and so
trypsinized core particles were examined to determine if their release was responsible for
the increased rotational correlation time. When these particles were measured, no increase
was seen in the rotational correlation time until the onset of dissociation at highly elevated
salt concentrations (i.e. 0.7 M). We thus conclude that the moderate salt transition, as
measure by this technique, involves the release of the N-terminal histone domains from the
body of the core particle.
The other method used to monitor the core particle transitions involved the
measurement of the fluorescence decay of the intrinsic tyrosine residues. This decay
proved to be extremely complex, and is best represented by a distribution of lifetimes
ranging from over 3 ns (approximately that of free tyrosine in water) to less than 0.3 ns
(highly quenched), presumably the result of several populations of tyrosine residues in
differing environments, more or less exposed to solvent and other forms of quenching. As
the ionic strength of the solution is varied from very low to very high salt concentrations,
this distribution of lifetimes changes in predictable ways, suggesting the movement of
tyrosine residues to different environments as the structure of the core particle changes.
Energy transfer to the DNA is seen as a major contributor to the lower average lifetime
observed in the core particle as opposed to free tyrosine; however, even at very high salt
concentrations where the histone core was completely dissociated from the DNA, evidence124
is still seen for a significant population of highly (but not completely) quenched tyrosines.
Thus, other mechanisms than DNA quenching must be responsible for the quenching of the
tyrosine decay lifetime to such low values.
The nucleosome core particle is often described as a stable and static structure,
resulting from the strong interactions between the negatively charged DNA and the
positively charged histones.The model which emerges from these studies is quite
different. The highly charged N-terminal domains of the histones readily disengage from
the particle at ionic strengths just above physiological in the 'moderate salt' transition, and
may actually play their main in vivo roles outside of the core particle structure. Without the
N-terminal domains (i.e. after proteolysis), the core particle quite readily undergoes the
'low salt' transition, which we have shown to be an extensive opening of the structure.
Taken together, these studies suggest that the nucleosome structure in the cell is not static,
but readily undergoes substantial rearrangements. Such rearrangements might then be
expected to facilitate the biological functions of chromatin.125
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Appendix
In this Appendix I describe the time-based instrument used in the majority of these
studies.I begin with a discussion of pulsed lasers and the special features which make
them nearly ideal light sources for a decay fluorometer. I then describe the optics of the
fluorometer itself, followed by a discussion of the electronics used to precisely time the
arrival of a single photon of fluorescence at the detector. While several of these features
have been previously reported in the literature, I present them again here so that future
workers in this laboratory may have ready access to the principles and techniques involved.
The InstrumentThere are two widely used methods for measuring fluorescence
decays. These methods utilize either the time or the frequency domain. The instrument in
use in our laboratory operates in the time domain, wherein a sample is excitedwith a brief
flash of light and the time course of the fluorescence is directly measured. It consists of
three basic units: the light source and the optics, shown in figure A.1, and the electronics,
shown in figure A.2.
Ideally one would prefer an instrument in which a sample could be instantaneously
excited by an infinitely narrow (in both space and time) pulse of light and the resulting
fluorescence measured instantaneously by infinitely fast electronics as well. However,
ideality (what you should get) and reality (what you actually get) do not agree and one must
therefore cope with various errors, all of which contribute to broadening and contaminating
the measured excitation and fluorescence profiles. While sophisticated data analysis
procedures have been developed to circumvent or minimize these errors, they are not
perfect and errors can still be present in the final analysis.It is possible, however, to
minimize these errors and obtain results in which the reality you measured closely
approximates the ideality of what happened. The following sections describe some of the
instrumental features which minimize these errors and thus allow the collection of high
quality fluorescence decay data.136
Figure A.1 The InstrumentOptics. A schematic diagram of the lasers and optical
instrument used in the decay fluorometer.Frequency Doubler
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Figure A.2 The InstrumentElectronics. A schematic diagram of the timing and
energy windowing circuits used in the decay fluorometer.139
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The Light Source: As mentioned above an ideal instrument for single photon
counting will have an infinitely narrow light source so that a sample can be excited
instantaneously. While this is clearly an impossibility it is possible, however, to obtain an
approximation of this ideal state by utilizing as narrow (both temporally and spatially) an
excitation pulse as possible. To obtain narrow excitation pulses of -15-20 ps in duration
we use a synchronously pumped dye laser system. An excellentdiscussion of the
functioning of synchronously pumped laser systems is presented by Small (1991).
The first component in the system is a mode-locked Nd:YAG laser. The active
medium in this laser is a neodymium-doped YAG crystal. The emission bandwidth of the
Nd3+ is wide enough to allow -20 different frequencies (or modes) of emitted light to
resonate simultaneously in the cavity.These modes can differ in phase as well as
frequency; the continuous wave output of this laser is thus quite variable in intensity since it
represents the sum of all of the several different active modes.
In order to produce pulses of light, this average summed light is passed through an
acousto-optical device known as a mode-locker, which is placed in the cavity in front of the
highly reflective rear end mirror. This consists of a prism of fused silica in which a
standing acoustic wave of -41 MHz is operative, the exact frequency being dependant on
the length of the resonating cavity of the laser. This acoustic wave periodically changes the
refractive index of the prism with resultant scattering of the passing light, a condition
known as the Debye-Sears effect. In effect the mode-locker acts like an extremely fast
shutter, opening once for every round trip for light in the cavity. When the shutter is open
light is free to pass, but when it is closed it is diffracted out of the cavity. This tends to
align the phases of the several operative modes in the cavity so that they periodically
reinforce each other or cancel each other out, resulting in a single, very narrow (in time)
pulse of light resonating in the cavity. The narrowness of the pulse is dependent on the
number of modes active in the resonator in an inverse Fourier transform relationship such
that, within limits, more active modes result in a narrower pulse. The 20 or so modes of
the Nd:YAG laser result in a summed output pulse with a width of approximately 100 ps.
The output light of the Nd:YAG laser thus consists of high intensity, very narrow
pulses of 1064 nm light occuring -82 million times per second.This light is then
frequency doubled to 532 nm for use as the pumping source in a jet stream dye laser, the
second component in the synchronously pumped laser system shown in figure A.1.141
As shown in the figure, the dye laser consists of two separate units, each of which
contains one end of the resonating cavity. The process of synchronous pumping involves
matching the cavity length of the dye laser very precisely to that of the Nd:YAG laser so
that a resonating pulse returns to the dye stream just as an incoming pulse fromthe
Nd:YAG laser arrives to create a population inversion. Stimulated emission then occurs
which reinforces the resonating pulse, resulting in the dye laser becoming mode-locked at
the same frequency as the pump laser. Because of the wider emission cross-section ofthe
dye (we use the dye rhodamine 575) more modes will be active in the dye laser and thus a
very narrow pulse, on the order of 2-3 ps, can result.We typically detune the dye laser
somewhat to obtain higher average output power with a pulse width of 15-20 ps. In
addition, a birefringent filter is placed in the intracavity beam which enables the user to tune
the laser output over nearly 80 nm of the fluorescent band, from 550-630 nm.
As mentioned above, the dye laser is mode-locked at a frequency identical to that of
the Nd:YAG laser, 82 MHz. The time between pulses is thus only 12.3 ns. This is too
high a repetition rate for use as a light source in a fluorescence instrument operating on a
nanosecond time scale. To lengthen the time between pulses another type of acousto-
optical device known as a Bragg cell is used. This device, like the mode-locker in the
Nd:YAG laser, is placed in the resonating cavity just before the end mirror. It consists of a
slab of fused silica through which a very high frequency (779 MHz) acoustic pulse is
generated. A portion of the intracavity beam will be reflected off of this sound wave in a
manner similar to that observed for X-rays reflecting off of the planes of atomsin a crystal.
The effect of the Bragg cell is to deflect a portion of the resonating beam out of the cavity
with a frequency determined by the settings on the cavity dumper. In addition, the
geometry of the laser cavity around the Bragg cell is such that a double deflection occurs
which allows the operator to very precisely amplify one mode-locked pulse and (mostly)
cancel out the neighboring pulses.
There are four panel controls which the operator can use to affect the cavity dumped
output of the laser: repetition rate, power, timing, and phase. The repetition rate control
determines the frequency at which the 779 MHz pulse is sent through the Bragg cell and
thus determines the output rate; typically we operate at 800 kHz. The power control
determines the amplitude of the acoustic pulse and thus affects the efficiency of cavity
dumping. With the timing control the operator can precisely time the acoustic pulse relative
to a mode-locked pulse and thus amplify one pulse while decreasing the neighboring
pulses. Finally, the phase control is used to adjust the phase of the rf signal within each142
acoustic pulse to maximize the extinction ratio, the ratio between the sizes of the main
deflected pulse and its two adjacent pulses.
Setting the extinction ratioSetting the extinction ratio requires the use of visible
light excitation, the cavity dumper panel controls, and the pulse height analyzer (PHA).
The sample to be used for the measurement of the excitation profile is placed in the
instrument and an excitation profile collection is started.
(1) While this profile is being collected, switch the PHA display to 'auto' and
adjust the vertical and horizontal scaling until the first peak following the main peak (the +1
peak) is centered on the screen.
(2) Set the Region Of Interest (ROI) upper and lower limits for region #1 to include
only this +1 peak.
(3) Set another ROI (typically region 2) similarly to include only the main peak.
(4) Turn on the integration and press the Ratio To [01] switch. The number in the
lower right hand corner of the screen represents the extinction ratio.Switch to a 'log'
display and adjust the horizontal scaling to center the main peak and display at least the first
peaks on either side.
(5)Press 'Erase Data' to recollect the excitation profile and adjust the cavity
dumper timing control until the -1 and +1 peaks are approximately the same size, pressing
'Erase Data' after each adjustment.
(6) When this adjustment is completed, adjust the phase control to maximize the
extinction ratio, again restarting the collection in between adjustments.
The optimum settings for the phase and timing controls typically fall close to those
which yield the maximum output power, but as this is not always the case this adjustment
should always be made. This adjustment needs to be made only once per day as long as
the laser operation is stable, but can be completed relatively rapidly and so can be repeated
at any time in between individual samples.
Note that this adjustment is not necessary when the instrument is operated in the
UV. This is because the secondary excitation peaks are of such low intensity that they do
not frequency double efficiently and therefore the excitation profile usually consists of only
the main peak (a drastically mistuned cavity dumper can sometimes show a very small +1
peak). All that needs to be done in this case is to adjust the phase and timing controls to
achieve the maximum visible output power or UV scatter count rate.143
The Optics: The next section of the single-photon counting instrument shown in
figure A.1 is the optics instrument itself. The optics instrument has been recently described
in some detail (Winzeler, 1990) and will only be summarized here.
Light from the dye laser (and from the YAG laser, also) is vertically polarized, due
to the presence of surfaces in the resonating cavity oriented at Brewster'sangle. Vertically
polarized light thus passes through these surfaces with minimum reflection and thus
effectively competes for the population inversion in the lasing medium; light of other
polarizations tends to be reflected out of the cavity and is lost.
Light from the dye laser is directed by a prism into the optics instrument (or through
a frequency doubling crystal when operating in the UV) andthen in turn through a half-
wave plate, a focusing lens, an excitation polarizer, andfinally through the sample itself.
Light of the wavelength for which the half-wave plate was cut will have its polarization
angle rotated while light of other wavelengths will become elliptically polarized. The
excitation polarizer then converts the light back to a linear polarization. In either case a
component of horizontal polarization is added to the input beam which, when coupledwith
the excitation polarizer, gives the user effective control over the intensity of the light
impinging upon the sample as the half-wave plate is rotated.
Fluorescent light from the sample is detected at right angles to the excitation light
after passing through an emission polarizer, a set of emission filters, a focusing lens, and
finally onto the photocathode of the detector. The combination of excitation and emission
polarizers allows measurement of polarized fluorescence and thus permits the measurement
of the fluorescence anisotropy of the sample. Emission filters are used to isolate the
desired fluorescence light from both scattered light and other sources of non-desired
fluorescence (such as from tryptophan-containing impurities when measuring tyrosine
fluorescence).Various apertures are used to isolate only the desired polarization
component and a series of baffles are placed within the instrument to assure that the only
light which reaches the detector is that which came from the sample along the proper path.
In addition, several surfaces along the light path are slightly canted to direct back-
reflections away from the detector to avoid contamination of the measured decays by this
source of stray light.
The Electronics: The detector used in the instrument is a microchannel plate
photomultiplier tube (MCP-PMT). The use of the MCP-PMT allows one to obtain a much144
faster response than with conventional photomultiplier tubes and is thus invaluable inthe
resolution of fast decays. When a photon of fluorescence strikes the photocathodeof the
MCP-PMT, a photoelectron is released which is then amplified by the tube, producing a
charge pulse at the anode. Following is a description of the electronics which areused to
process this signal.
Figure A.2 shows a simplified schematic diagram of the electronics used in our
decay fluorometer. This instrument is capable of collecting a single photon offluorescence
light and precisely timing its arrival at the MCP-PMT with reference to theflash of laser
light which initiated the fluorescence event. This timing is accomplished by the'Timing
Circuits' indicated in the figure. The MCP-PMT generates an anode pulse when struckby
a photon of light; this pulse is then amplifiedand sent to a constant-fraction-timing-
discriminator (CF11.)). This unit in turn generates a timing signal which is used as a start
signal for a time-to-amplitude converter (TAC), which causes it to start linearly increasing a
voltage. The stop signal for the TAC derives from the flash of laser light whichinitiated
the event, delayed so that it arrives at the TAC after the fluorescence signal. One mayask
why the timing circuits are set up in reverse order where the initiating laser lightflash is
used as the stop, rather than as the start signal at the TAC. The cavity dumpertypically
operates at 800 kHz, while we usually collect fluorescence at a count rateof 20 kHz.
Thus, over 97% of the laser flashes do not give rise to a fluorescence event and a TAC
signal started by these non-productive flashes would be wasted. Since the TAC cannot
respond to incoming signals while a previous event is being processed, its 'dead time'
would be quite large, decreasing the maximum count rate obtainable by the instrument and
thus decreasing the amount of data which can be collected in a given length of time.
A pulse of the generated voltage is sent by the TAC to the PHA where it is
converted to a particular memory location based on the size of the pulse. Successive events
result in the build-up of a histogram of data on the PHA, representing the decay of the
fluorescence of the sample. Since timing was set-up in reverse order, this histogram of
data is also reversed. Inverting the data to the correct order is accomplished simply by the
IBM computer when the data is transferred from the PHA.
At high count rates, the probably that a given laser flash will result in more than one
anode pulse becomes statistically significant. As mentioned above we typically operate our
dye laser at a repetition rate of 800 kHz and collect fluorescence data at 20 kHz. Therefore
2.5% of the laser flashes will result in a single photon of fluorescence at the detector, and
-1.3% will result in two fluorescence photons (Hutchings & Small, 1990).These145
multiphoton events can bias the data to short times because the instrument is only capable
of responding to the first anode pulse; longer time events will be ignored. A significant
number of double-photon events in a fluorescence decay collection will result inthe
appearance of a contaminating decay with a lifetimeone-half of that present in the original
decay. One of the methods used to eliminate this distortion is to collect data at verylow
count rates so as to minimize the probability of a multiphoton eventoccuring. This
unfortunately places a limit on the amount of data that can be collected in a reasonable
amount of time.
In order to be able to collect data at a high count rate and still overcome the
distortion from multiphoton events we utilize a procedure called 'energywindowing',
originally developed by Schuyler and Isenberg (1971). Energy windowing makes use of
the 'Windowing Circuits' shown in figure A.2. Here, a portion of the anode pulse from
the MCP-PMT is split off by the Philips pick-off amplifier, amplified, and sent to asingle
channel analyzer (SCA). This unit produces a logic pulse if the amplitude of the incoming
pulse falls within the limits set by the user; i.e., if it falls within the 'energy window' ofthe
SCA. This logic pulse can then be used to gate the timing pulse sent by the TAC tothe
PHA, causing the PHA to either accept or reject the TAC pulse.
To properly set the energy window on the SCA the output from the Ortec 485
amplifier is sent directly to the PHA. Data is collected at 20 kHz and one builds up a 'pulse
height distribution' (PHD), an example of which is shown in figure A.3A. In this figure
single photon events are collected in lower numbered channels while double, triple, and
higher multiple photon events are placed in the higher numbered channels. This occurs
because a double photon event will give rise to an anode pulse approximately twice the size
of that generated by a single photon event. One then connects the SCA output to the gate
input of the PHA and sets the energy window so as to include only the fraction of the
distribution represented by the single photon events. Figure A.3B shows the fraction of
the PHD dominated by single photon events, while figure A.3C shows the distribution of
higher order events.
Microchannel plate photomultiplier tubes typically do not produce a clear distinction
between single and higher order photon events as do special dynode-type photomultipliers
adapted specially for the purpose of energy windowing. In order to facilitate locating the
division point, the cavity dumper repetition rate can be set to 40 kHz while the fluorescence
count rate is still kept at 20 kHz. This will result in a dramatically increased number of146
double and higher order photon events collected; comparison with a conventionally
collected PHD easily allows one to determine the extent of the single event distribution.
Once it has been determined which SCA settings give rise to the proper window, it
is necessary to decide how to set up the gate to the PHA. Two methods of gating are used,
'peak' gating and 'tail' gating. In peak gating, the energy window settings on the SCA are
set to include the single event distribution and the PHA gate selector is set oncoincidence,
so that it will accept the TAC pulse only if anSCA-derived logic pulse appears at the gate
input simultaneously. Thus multiple photon events, which fall outside of the energy
window and therefore do not produce a gate pulse, are not counted. In tail gating, the
window is set to include the multiple photon events and the PHA gate selector is set on
anticoincidence.Under these conditions the PHA will reject the TAC pulse if a
corresponding gate pulse from the SCA is present. To decide which method of gating to
use one observes the lamp profile, which is usually measuredby collecting light scattered
by a dilute ludox solution. The method which gives the cleanest appearing profile, in terms
of a fast rise and fall time, is chosen. Examples of lamp profiles collected with both
methods of gating are shown in figures A.4A and A.4B. Here it was found that tail-gating
(figure A.4B) was the optimal method, since it all but eliminated the elevated background
seen for 150 ns following the main excitation pulse in figure A.4A.
The effects of multiphoton events on fluorescence decaysIn 1990 Hutchings
and Small presented work discussing the theoretical effects of multiphoton events on
fluorescence decays (Hutchings & Small, 1990).Given the assumption that the
fluorescence measured is an impulse response (i.e. derived from a 8-function excitation
with the result that no deconvolution is necessary), they showed that these multiple photon
events behave as contaminant decays in the fluorescence decay profile, with lifetimes
related to those actually present in the decays.For instance, double photon events
(doubles) distorting a single exponential decay will give rise to a second, contaminant
decay with a lifetime half that of the actual fluorescence. Our instrument uses a laser source
and a fast microchannel plate detector to greatly reduce the width of the instrument response
(half-widths on the order of 80 ps are typical) and so the assumption of no deconvolution is
quite good; even subnanosecond lifetimes can be accurately recovered from
multiexponential fluorescence decays without deconvolution (Small, 1991).
Hutchings wrote computer programs which allow one to distort real or synthetic
fluorescence decay data by adding specified percentages of doubles to the decays (total
counts of doubles is specified as a percentage of the total counts in the decay). In an effort147
to determine the real effect of these multiphoton events, I used these programs tosynthesize
fluorescence decay data with various amounts of doubles.
First was a test to see doubles distort a single exponential decay. Fluorescence
decay data was synthesized by convoluting a 8-function excitation profile with a decay
lifetime of 5.0 ns. The decays were distorted by the addition of varied percentages of
doubles, followed by the addition of gaussian noise. Method of moments analysis showed
that at a level of 5% doubles a second, poorly resolved lower lifetime was present in the
decays. At 10% doubles, this lifetime resolved fairly well at 2.7 ns, close to the predicted
2.5 ns. Doubles added below 5% showed little or no evidence of contaminating lifetimes.
Next was a test to determine the effects of doubles on closely spaced decays, a
difficult resolution even without the presence of contaminating decays. 2-component
fluorescence decay data was synthesized as above with lifetimes of 5.0 and 6.0 ns (the pre-
exponential factors for each lifetime were 0.5). The theory presented by Hutchings and
Small suggests that doubles would introduce 3 contaminating lifetimes to the decay, with
lifetimes of 2.5, 2.7, and 3.0 ns. In the absence of doubles, analysis was able to recover
lifetimes of 6.1 and 5.1 ns from the noisy data. When doubles were added, however, the
recovered lifetimes decreased. 1% doubles yielded fair resolution of 5.7 and 4.5 ns
lifetimes, with most of the pre-exponential present in the larger lifetime. The effect of 5%
doubles was similar, with lifetimes of 5.6 and 3.0 ns. Here, the pre-exponential factor
for the 5.6 ns lifetime was > 0.9, while that for the lower lifetime was < 0.1. Apparently
the presence of the doubles has destroyed our ability to resolve the two lifetimes and only a
single intermediate lifetime is recovered, even at a low level of 0.5% doubles.
To test the effect of doubles on a 2-component decay where the lifetimes are farther
apart, decays were synthesized as above with lifetimes of 20 and 30 ns. Here, 5% doubles
were necessary to distort the resolution at all, with an unresolved single contaminant
lifetime appearing in the 5-15 ns region. Even at the extreme level of 50% doubles, the
main effect was to decrease the 20 ns lifetime to 18 ns; the contaminant was fairly well
resolved at 11 ns.
Next, 5% doubles were added to a 3-component decay with lifetimes of 1, 2, and 4
ns. Here it was found that the original 3 lifetimes could be very well recovered, with the
doubles making very little, if any, contribution to the decay.148
These simulations show that the effect of double photon events on fluorescence
decay data, at reasonable levels, is very minor. The only place where they were seen to
have an effect was in the resolution of very closely spaced decays, an extremely difficult
problem even under the best of circumstances, which often requires the use of special
analysis methods such as filtering a known lifetime.
Finally, one could ask, what is the effect of double photon events upon the
anisotropy decay? It turns out that doubles should have absolutely no effect whatsoever.
Recall that the anisotropy is defined as:
r(t)
Fli(t)F1(t)
Fii(t) + 2F_L(t)
The two polarized fluorescence decay components can be further defined as:
FII(t) = p(t) [1 + 2r(t)] / 3
and
FL(t) = p(t) [1r(t)] / 3
(A.1)
(A.2)
(A.3)
where p(t) is the total fluorescence, Fil(t) + 2F±(t). Multiphoton events only distort p(t),
and this effect is divided out when the anisotropy decay is calculated. This was confirmed
by the use of simulated data distorted as above.149
Figure A.3Pulse Height Distributions. (A) An example of a total pulse height
distribution used in determination of the proper settings for the energy window. (B) That
portion of the pulse height distribution dominated by single photon events.(C) That
portion of the pulse height distribution dominated by multiphoton events.12000
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Figure A.4Effects of Gating on the Excitation Profile. (A) Sample excitation
profile collected using 'peak' gating of the energy window. (B) Sample excitation profile
collected using 'tail' gating of the energy window.50 100 150 200 250 300 350
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