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a b s t r a c t
Given an unreliable communication network, we seek for a node which maximizes the
expected number of nodes that are reachable from it. Such a node is called a most reliable
source (MRS) of the network. In communication networks, failures may occur to both links
and nodes. Previous studies have considered the case where each link has an independent
operational probability, while the nodes are immune to failures. In practice, however,
failures may happen to the nodes as well, including both transmitting fault and receiving
fault. Recently, another variant of the MRS problem is studied, where all links are immune
to failures and each node has an independent transmitting probability and receiving
probability, and an O(n2) time algorithm is presented for computing an MRS on tree
networks with n nodes. In this paper, we present a faster algorithm for this problem, with
a time complexity of O(n).
© 2010 Published by Elsevier B.V.
1. Introduction
A computer network or communication network is often modeled as an undirected graph G = (V , E), where V is the set
of n nodes which represent processing or switching elements, and E is the set of m edges which represent communication
links [3]. For a given pair of nodes u and v in the network, the communication between u and v is achieved by a u–v path.
Failures may happen to nodes or links [4–6,8,11]. As networks grow in size, they become increasingly vulnerable to failures
of some links and/or nodes. In the past decade, a large number of network reliability problems have been extensively studied,
see [1,2,7,9,10]. Many of them concentrate on the computation of a most reliable source, defined in the following.
Let u and v be two nodes in an unreliable communication network. We use Pr(u, v) to denote the probability that a
message can be transmitted correctly from u to v. The expected number of nodes reachable from u is called the reachability
of node u, which is denoted by R(u). Hence we have
R(u) =
−
v∈V
Pr(u, v). (1)
A node with the maximum reachability is called a most reliable source (MRS) of the network. Therefore, computing an MRS
of a given network is determining a nodeu in the network such that
R(u) = max
u∈V
−
v∈V
Pr(u, v). (2)
In an unreliable network, an MRS is a good candidate as the source for data broadcast, as the expected number of nodes
reachable from an MRS is maximum. The problem of computing an MRS of an unreliable network is one of the network
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Fig. 1. Left-hand undirected rooted tree T = (V , E,Q ) where Q denotes the set of node operational probability pair is transformed into right-hand bi-
directed rooted treeT = (V , A, P)where P denotes the set of arc operational probabilities.
reliability problems, which has attracted the attention of many researchers. Several papers studied the case where no
failure happens to the nodes and each link has an independent operational probability. For tree networks, Melachrinoudis
and Helander [8] gave an O(n2) time algorithm. Xue [11] presented an improved O(n) time algorithm. Colbourn and Xue
[5] proposed a linear time algorithm for computing an MRS on series–parallel graphs. Recently, Ding [6] concentrated on
another case where no failure happens to links and each node has an independent probability of being faulty, and proposed
anO(n2) time algorithm. In themodel studied in [6], the cause of a node being faulty includes two factors: one is transmitting
fault and the other is receiving fault. Let (u, v) be a network link, the communication from u to v is correct if and only if no
failure happens to the transmitting process of u and no failure happens to the receiving process of v. As a result, one can
view the operational probability of arc (u, v) as the product of the transmission probability of node u with the receiving
probability of node v. In this paper, we continue to study this problem and present an O(n) time algorithm.
The rest of this paper is organized as follows. In Section 2, we present basic definitions and some preliminary works. In
Section 3, we apply the results in Section 2 to design a linear time algorithm for computing anMRS on a tree network where
all links are immune to failures and each node has an independent transmitting operational probability and an independent
receiving operational probability. In Section 4, we illustrate our algorithm with an example. We conclude the paper in
Section 5.
2. Definitions and preliminaries
In this paper,weuse T = (V , E,Q ) to denote an undirectedweighted tree networkwith nnodes,where T can be regarded
as a rooted treewith any chosen root nodeR ∈ V .We use L to denote the set of leaf nodes of T . Each node vi ∈ V is associated
with a pair of weights (q(vi), q(vi)) ∈ Q , where q(vi) denotes the probability that vi transmits messages correctly and q(vi)
denotes the probability that vi receives messages correctly. For convenience, we call q(vi) the transmitting probability of vi
and call q(vi) the receiving probability of vi. We assume that all links of T are immune to failures and each node of T has an
independent transmitting probability and an independent receiving probability.
For each edge {vi, vj} ∈ E, there are two directed edges (arcs) associatedwith {vi, vj}.We let (vi, vj) and (vj, vi) denote the
directed edges fromvi tovj and fromvj tovi respectively. Letvi → vj denote the affair that amessage canbe transmitted from
vi to vj correctly. Let vi denote the affair that vi transmitsmessages correctly and vi denote the affair that vi receivesmessages
correctly. Let ∗ denote the product operation of affairs andµ[·] denote the probability operation of affairs. Considering that
all links are immune to failures and each node has an independent transmitting probability and an independent receiving
probability, we obtain vi → vj = vi ∗vj andµ[vi → vj] = µ[vi ∗vj] = µ[vi] ·µ[vj]. Combined with Pr(vi, vj) = µ[vi → vj]
and q(vi) = µ[vi], q(vj) = µ[vj], we have
Pr(vi, vj) = q(vi) · q(vj). (3)
Similarly, Pr(vj, vi) = q(vj) · q(vi).
The arc set composed of 2n− 2 arcs is denoted by A, i.e. A = {(vi, vj), (vj, vi) : {vi, vj} ∈ E}. For each (vi, vj) ∈ A, we use
p(vi, vj) to denote the arc operational probability of (vi, vj), i.e., p(vi, vj) = Pr(vi, vj). In general, Pr(vi, vj) is different from
Pr(vj, vi) by Eq. (3). Hence (vi, vj) and (vj, vi) are two asymmetric arcs in view of their operational probabilities. Moreover,
we use P to denote the set of arc operational probabilities, consisting of all operational probabilities of all arcs of A, i.e.
P = {p(vi, vj) : (vi, vj) ∈ A}. As a result, we have constructed a new bi-directed (rooted) tree networkT = (V , A, P) based
on the undirected tree network T = (V , E,Q ) (see Fig. 1).
We note that T is an undirected tree network where all links are immune to failures but each node has an independent
transmitting probability and an independent receiving probability. On the other hand,T is a bi-directed tree network where
all nodes are immune to failures, but each directed link has an operational probability. Therefore we can compute an MRS
ofT . The following lemma shows the relationship between an MRS of T and an MRS ofT . The proof is straightforward and
is omitted.
Lemma 1. LetT = (V , A, P) be the bi-directed tree obtained from the undirected tree T = (V , E,Q ) as described in the above.
A node u is an MRS of T = (V , E,Q ) if and only if u is an MRS ofT = (V , A, P). 
For each vi ∈ V , we use C(vi) to denote the set of nodes which consists of all children of vi. In the rest of this paper, for
convenience, we always use fi to denote the parent node of vi (except the root nodeR). Each fi corresponds to a unique node
of V , with index i(f ) (i.e. fi = vi(f )).
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Fig. 2. Illustration of decomposing V at node vi colored with black.
Let Tα(vi) denote the subtree of T rooted at vi. The node set of Tα(vi) is denoted by Vα(vi) and the node set composed
of all nodes outside of Tα(vi) is denoted by Vβ(vi). We introduce U ⊎ W to denote U ∪ W provided U ∩ W = ∅. Hence
V = Vα(vi) ⊎ Vβ(vi).
Given a node vi ∈ V , it is evident that Vα(vi) = {vi} if vi is a leaf of T and Vβ(vi) = ∅ if vi is the root of T . When vi is
neither a leaf nor the root, we present decomposition schemes for Vα(vi) and Vβ(vi) in detail by Lemma 2 (see Fig. 2). The
proof is straightforward and is omitted.
Lemma 2. Given a node vi of V , we have
(i) If vi ∈ V − L, then Vα(vi) can be decomposed as
Vα(vi) =
 
vk∈C(vi)
Vα(vk)

⊎ {vi}. (4)
(ii) If vi ∈ V − {R}, then Vβ(vi) can be decomposed as
Vβ(vi) =
 
vt∈C(fi)−{vi}
Vα(vt)

⊎ Vβ(fi) ⊎ {fi}. (5)
By Lemma 2, V can be recursively decomposed from the root node to the leaves. These decompositions form the basis of
our algorithm for computing an MRS onT .
Definition 1. LetT = (V , A, P) be the bi-directed rooted tree obtained from the undirected rooted tree T = (V , E,Q ). We
will useX(vi) to denote the expected number of nodes in Vα(vi)which can be reached from node vi, and useY(vi) to denote
the expected number of nodes in Vβ(vi)which can be reached from node vi.
Theorem 1. LetT = (V , A, P) be the bi-directed rooted tree corresponding to the undirected rooted tree T = (V , E,Q ). The
expected number of nodes that can be reached from node vi isX(vi)+ Y(vi).
Proof. For each vi ∈ V , we obtain by Definition 1 that X(vi) = ∑vj∈Vα(vi) Pr(vi, vj) and Y(vi) = ∑vj∈Vβ (vi) Pr(vi, vj).
Combined with Eq. (1) and V = Vα(vi) ⊎ Vβ(vi), we have
R(vi)
(1)=
−
vj∈V
Pr(vi, vj) =
−
vj∈Vα(vi)
Pr(vi, vj)+
−
vj∈Vβ (vi)
Pr(vi, vj) = X(vi)+ Y(vi).
This completes the proof. 
Based on Theorem 1, our task is to computeX(vi) and Y(vi) for each vi ∈ V in order to compute the expected number
of nodes that can be reached from node vi. According to Definition 1, we initializeX(vi) = 1 for each vi ∈ L and Y(R) = 0.
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Fig. 3. An illustration of computing the expected number of nodes which vi connects to for Theorem 1. It is also an illustration of computing X(vi) and
Y(vi) for Theorem 2.
Theorem 2 in the following shows the formulas to compute X(vi) and Y(vi) recursively (see Fig. 3) for all other nodes in
the tree.
Theorem 2. For each node vi in V − L, we have
X(vi) = 1+
−
vk∈C(vi)
X(vk)p(vi, vk). (6)
For each node vi in V − {R}, we have
Y(vi) =

Y(fi)+
−
vt∈C(fi)−{vi}
X(vt)p(fi, vt)+ 1

· p(vi, fi). (7)
Proof. For each vi ∈ V − L, any vj ∈ Vα(vi) is either vi itself or in a unique Vα(vk) where vk ∈ C(vi) according to Eq. (4). If
vj is vi itself, it is clear that vi can be reached from itself. Otherwise, vi can reach vj via the corresponding vk, which yields
Pr(vi, vj) = p(vi, vk) · Pr(vk, vj). Hence, by the definition ofX(vi) in Definition 1, we have
X(vi) =
−
vj∈Vα(vi)
Pr(vi, vj)
(4)= Pr(vi, vi)+
−
vk∈C(vi)
−
vj∈Vα(vk)
Pr(vi, vj)
= 1+
−
vk∈C(vi)
−
vj∈Vα(vk)
p(vi, vk)Pr(vk, vj)
= 1+
−
vk∈C(vi)

p(vi, vk) ·
−
vj∈Vα(vk)
Pr(vk, vj)

= 1+
−
vk∈C(vi)
X(vk)p(vi, vk).
For each vi ∈ V − {R}, any vj ∈ Vβ(vi) is either fi or in Vβ(fi) or in a unique Vα(vt) where vt ∈ C(fi) − {vi}
according to Eq. (5). If vj is fi itself, the value of Pr(vi, fi) is p(vi, fi). If vj ∈ Vβ(fi), vi can reach vj via fi, which yields
Pr(vi, vj) = p(vi, fi) · Pr(fi, vj). Otherwise, vi can reach vj via fi and the corresponding vt , which yields Pr(vi, vj) =
p(vi, fi) · Pr(fi, vj) = p(vi, fi) · p(fi, vt) · Pr(vt , vj). Hence, by the definition of Y(vi) in Definition 1, we have
Y(vi) =
−
vj∈Vβ (vi)
Pr(vi, vj)
(5)=
−
vj∈Vβ (fi)
Pr(vi, vj)+
−
vt∈C(fi)−{vi}
−
vj∈Vα(vt )
Pr(vi, vj)+ Pr(vi, fi)
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=
−
vj∈Vβ (fi)
p(vi, fi)Pr(fi, vj)+
−
vt∈C(fi)−{vi}
−
vj∈Vα(vt )
p(vi, fi)Pr(fi, vj)+ p(vi, fi)
= p(vi, fi) ·
 −
vj∈Vβ (fi)
Pr(fi, vj)+
−
vt∈C(fi)−{vi}
−
vj∈Vα(vt )
p(fi, vt)Pr(vt , vj)+ 1

= p(vi, fi) ·

Y(fi)+
−
vt∈C(fi)−{vi}

p(fi, vt) ·
−
vj∈Vα(vt )
Pr(vt , vj)

+ 1

= p(vi, fi) ·

Y(fi)+
−
vt∈C(fi)−{vi}
X(vt)p(fi, vt)+ 1

. 
3. A linear time algorithm
Based on Theorem 1,X(vi) + Y(vi) is the expected number of nodes that can be reached from node vi. The maximum
one amongst all such values corresponds to an MRS onT is a node that v that maximizes the valueX(v)+Y(v). Therefore,
we can determine an MRS onT with n nodes in O(n) time provided that we can compute the values ofX(vi) and Y(vi) for
all vi ∈ V in O(n) time. In this section, we present such an algorithm. We need Lemma 3 in the following, whose proof is
omitted.
Lemma 3. For each node vi in V − {R}, we have
Y(vi) = (Y(fi)+X(fi)−X(vi) p(fi, vi)) · p(vi, fi). (8)
Lemma 3 makes it clear that the value of Y(vi) can be computed by

Y(fi) + X(fi) − X(vi)p(fi, vi)
 · p(vi, fi) after the
values of X(vi),X(fi),Y(fi) have been obtained. In fact, we can apply Eq. (6) to compute recursively each value of X(vi)
bottom–up from the leaves to the root amongT (see Step_ 2 of algorithm DRMRS), beginning withX(vi) = 1 for all vi ∈ L.
On the other hand, we can apply Eq. (8) to compute recursively each value of Y(vi) top–down from the root to the leaves
amongstT (see Step_ 3 of algorithm DRMRS), beginning with Y(R) = 0.
For ease of presentation, we use H(T ) to denote the height ofT and let h denote the variable of current height. Let Vh
denote the set composed of all nodes on the hth level ofT . Specifically, VH(T ) = {R}. Let Ci denote the set composed of all
children of vi. Hence
V =
H(T )
h=1
Vh and Vh−1 =

vi∈Vh
Ci, h = 2, . . . ,H(T ).
Furthermore, we have
L =
H(T )
h=1

Vh ∩ L

(9)
and
V − L =
H(T )
h=1

Vh ∩ (V − L)

. (10)
Then it is easy to verify that
H(T )−
h=1
|Vh| = |V | (11)
and −
vi∈V−L
|Ci| = |E|. (12)
For each vi ∈ V , letXi record the value ofX(vi) andYi record the value ofY(vi), let P[i,j] record the operational probability
of (vi, vj). Accordingly, the value ofX(fi) is recorded by Xi(f ) and Y(fi) by Yi(f ). Initially, we set Xi to one and set Yi to zero.
Our algorithm DRMRS for computing Xi and Yi is presented in Table 1.
Theorem 3. Given the bi-directed rooted treeT = (V , A, P)with n nodes, algorithm DRMRS can compute anMRS onT correctly,
with a time complexity of O(n). 
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Table 1
The algorithm DRMRS.
Algorithm DRMRS
Input: The bi-directed rooted treeT = (V , A, P).
Output: The value of Xi and Yi for each node vi of V .
Step_ 1 {Initializing the value of each Xi and Yi . }
for each vi ∈ V do Xi := 1, Yi := 0; end for
Step_ 2 { Computing the value of each Xi . }
for h from 1 up toH(T ) do
for each vi ∈ Vh do
if vi ∈ L then break;
else for each vk ∈ Ci do Xi := Xi + Xk · P[i,k]; end for
end if
end for
end for
Step_ 3 { Computing the value of each Yi . }
for h fromH(T ) down to 1 do
if h = H(T ) then break;
else for each vi ∈ Vh do
Yi :=

Yi(f ) + Xi(f ) − Xi · P[i(f ),i]

· P[i,i(f )];
end for
end if
end for
Proof. At first, Step_ 1 of algorithm DRMRS initializes the value of Xi and Yi for each vi ∈ V , which occupies O(n) time.
Subsequently, Step_ 2 of algorithmDRMRS computes the value of eachXi from the leaves up to root. The value ofXi where
vi ∈ Vh∩L is just the initial valueXi = 1. The value ofXi where vi ∈ Vh∩(V−L) can be computed byXi = 1+∑vk∈Ci Xk ·P[i,k]
due to Eq. (6) since all values of Xl where vl ∈ Vh−1 = vi∈Vh Ci have been obtained in the previous loop. Thus, the time
spent in computing the value of Xi for all vi ∈ V is
H(T )−
h=1
−
vi∈Vh∩L
O(1)+
H(T )−
h=1
−
vi∈Vh∩(V−L)
−
vk∈Ci
O(1)
(9)=
−
vi∈L
O(1)+
H(T )−
h=1
−
vi∈Vh∩(V−L)
O(|Ci|)
(10)= O(|L|)+
−
vi∈V−L
O(|Ci|) (12)= O(|L|)+ O(|E|) = O(n).
Finally, Step_ 3 of algorithm DRMRS computes the value of each Yi from the root down to leaves. The value of Yi where
vi ∈ VH(T ) is just the initial value Yi = 0. The value of Yi where vi ∈ Vh, h = 1, 2, . . . ,H(T ) − 1 can be computed by
Yi =

Yi(f ) + Xi(f ) − Xi · P[i(f ),i]
 · P[i,i(f )] due to Eq. (8) as all values of Xp where vp ∈ V have been computed previously and
all values of Yq where vq ∈ Vh+1 have been obtained in the previous loop. Thus, the time spent in computing the value of Yi
for all vi ∈ V is
O(1)+
H(T )−1−
h=1
−
vi∈Vh
O(1) = O(1)+
H(T )−
h=1
O(|Vh|)− O(|VH(T )|) (11)= O(n).
The total time required by algorithm DRMRS to compute the value of Xi and Yi for all vi ∈ V is the sum of time spent
separately in Step_ 1 and Step_ 2 and Step_ 3. Therefore, the time complexity of algorithm DRMRS is O(n). 
4. An illustrative example
In this section, we use a simple example to illustrate our algorithm for computing an MRS in a tree network. We use
an undirected unrooted tree network (shown on the left-hand graph in Fig. 4). Each node is associated with one node
operational probability pair, where the first component is the node transmitting probability and the second component is
the node receiving probability. Our objective is to compute its MRS. According to Lemma 1, our critical task is to determine
anMRS on its corresponding bi-directed tree network rooted at nodeM (shown as the right-hand graph in Fig. 4 where each
arc is associated with one arc operational probability).
In Table 2, the column of i shows all nodes on the given graph and the column of Ei shows the expected number of
nodes which are reachable from node i. At first, Step_ 1 of algorithm DRMRS initializes Xi = 1 for i = A, B, C,D, E,G,H, I, L
and YM = 0. During Step_ 2, it computes the values of XF,XJ,XK,XM in turn. During Step_ 3, it computes the values of
Yi, i = M, J,K, L,D, E, F,G,H, I,A, B, C in turn. Finally, the values in the column of Ei are computed by adding the values in
the column Xi to the values in the column Yi by the coordinates. It is evident that node F is an MRS on given graph.
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Fig. 4. Applying algorithm DRMRS to compute an MRS on given left-hand graph.
Table 2
The values of Xi, Yi, Ei for each node i on given graph.
i Xi Yi Ei
A 1.00000000000000 7.92455970350880 8.92455970350880
B 1.00000000000000 8.03530402202520 9.03530402202520
C 1.00000000000000 7.85153010350880 8.85153010350880
D 1.00000000000000 7.86567845522520 8.86567845522520
E 1.00000000000000 8.26640053706604 9.26640053706604
F 3.67540000000000 6.76752427960000 10.44292427960000
G 1.00000000000000 6.97517060521554 7.97517060521554
H 1.00000000000000 7.27692627460890 8.27692627460890
I 1.00000000000000 7.72758516135060 8.72758516135060
J 5.88810280000000 4.21312112424000 10.10122392424000
K 3.48400000000000 5.80044686892744 9.28444686892744
L 1.00000000000000 7.77487290412290 8.77487290412290
M 9.60108251740000 0.00000000000000 9.60108251740000
5. Conclusions
In this paper, we have presented a linear time algorithm for computing a most reliable source on an unreliable tree
network where all links are immune to failures and each node has an independent transmitting probability and an
independent receiving probability. Our results can be easily extended to the cases where the links also have independent
operational probabilities. This can be achieved by a similar transformation from the undirected tree T to a bi-directed treeT .
For an undirected edge {u, v} in T , the arc operational probability of (u, v)will be the product of the transmission probability
of node u, the link operational probability of edge {u, v}, and the receiving probability of node v. It is interesting to extend
these results to the cases where the network has a series–parallel structure [5].
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