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ABSTRACT
Absolute cross sections form-fold photoionization (m = 1, . . . , 6) of Fe+ by a single photon were measured employing
the photon-ion merged-beams setup PIPE at the PETRAIII synchrotron light source, operated by DESY in Hamburg,
Germany. Photon energies were in the range 680–920 eV which covers the photoionization resonances associated with 2p
and 2s excitation to higher atomic shells as well as the thresholds for 2p and 2s ionization. The corresponding resonance
positions were measured with an uncertainty of ±0.2 eV. The cross section for Fe+ photoabsorption is derived as the
sum of the individually measured cross-sections for m-fold ionization. Calculations of the Fe+ absorption cross sections
have been carried out using two different theoretical approaches, Hartree-Fock including relativistic extensions and fully
relativistic Multi-Configuration Dirac Fock. Apart from overall energy shifts of up to about 3 eV, the theoretical cross
sections are in good agreement with each other and with the experimental results. In addition, the complex deexcitation
cascades after the creation of inner-shell holes in the Fe+ ion have been tracked on the atomic fine-structure level.
The corresponding theoretical results for the product charge-state distributions are in much better agreement with the
experimental data than previously published configuration-average results. The present experimental and theoretical
results are valuable for opacity calculations and are expected to pave the way to a more accurate determination of the
iron abundance in the interstellar medium.
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1. INTRODUCTION
Astrophysical observations of ultraviolet (UV) photon
emission from neutral and ionized Fe atoms are used
to trace the chemical evolution of the Cosmos and to
constrain the mass distribution of the progenitor stars,
which synthesized the Fe (Jenkins 2009). However, a
large, but largely unknown, fraction of the interstellar
Fe is locked up in dust grains, which are not detectable
in the UV. In order to better quantify the interstellar Fe
abundance, astronomers have recently initiated a series
of X-ray observations (Juett et al. 2006). X-ray obser-
vations of Fe L-shell features facilitate the detection of
Fe both in the gas phase and in the solid phase (i.e., dust
grains). The fraction of Fe that is locked into grains is
an important parameter to trace the chemical history
of the Universe and any evolution in the stellar mass
distribution.
The spectral features from molecules and solids are
expected to differ from those of atoms, because the
valence-shell electronic levels of molecules and solids are
more fully occupied than those for atoms (Gatuzz et al.
2016). Hence, an accurate modeling of the atomic com-
ponents is critical for inferring the composition of any
molecular or solid phase Fe in the interstellar medium
(ISM). Unfortunately crucial atomic data are lacking
in current X-ray photoabsorption models for the ISM
(Wilms et al. 2000; Gatuzz et al. 2015).
Near-neutral charge states of Fe are expected to be
the dominant gas-phase form of Fe for most regions
in the ISM, as has been shown through UV observa-
tions (Jensen & Snow 2007). The lack of the needed
photoabsorption data for detecting these near-neutral
charge states of gas-phase atomic Fe hinders our abil-
ity to determine the Fe abundance, which is critical for
advancing our understanding of the ISM.
One important and poorly constrained component of
ISM spectra are the atomic Fe L-shell absorption fea-
tures. Fe L-shell absorption presents a powerful diagnos-
tic of the cold and warm ISM since the L-shell features
fall in the photon-rich part of X-ray spectra and are
easy to detect using high-resolution spectroscopy with
either gratings or calorimeters. Understanding the Fe
L-shell absorption spectrum will also become increas-
ingly important for future high-resolution calorimeter
missions, such as the X-ray Astrophysics Recovery Mis-
sion (XARM) and Athena.
In response to these data needs, we have initiated a
research program that aims at providing L-shell pho-
toabsorption and photoionization data for low-charged
iron ions. Here we report on measurements of absolute
cross sections for photoabsorption and for single and m-
fold (m = 1, . . . , 6) photoionization of Fe+ ions in the
photon energy range 680–920 eV which comprises the
iron 2p and 2s thresholds. In addition, we have carried
out theoretical calculations of the Fe+ absorption cross
section in the vicinity of the thresholds for the ioniza-
tion of the iron L shell. We also model the major decay
cascades that occur subsequently to the creation of a 2p
or a 3s hole and that determine the distribution of the
product charge states.
2. PREVIOUS RELATED WORK
The current knowledge from Fe-2p spectroscopy of iso-
lated atoms, low-charged ions, and chemical compounds
has been summarized by Miedema & de Groot (2013).
Previous experimental work on L-shell ionization of iron
atoms and ions is scarce. 2p absorption in neutral iron
atoms has been investigated by Richter et al. (2004) us-
ing synchrotron radiation. Similar work has been carried
out with other 3d elements (see Martins et al. 2006, for a
comprehensive review). Hirsch et al. (2012) studied 2p
photoionization of Fe+ ions in a radio-frequency (RF)
ion trap. Another type of ion trap, i.e., an electron-
beam ion trap (EBIT) was used by Simon et al. (2010)
for 2p photoionization of Fe14+ ions. Further photoion-
ization experiments with iron ions addressed exclusively
the valence shells of Fe+ (Kjeldsen et al. 2002), of Fe4+
(Bizau et al. 2006), of Fe2+ to Fe6+ (El Hassan et al.
2009), and of Fe3+, Fe5+, Fe7+ (Gharaibeh et al. 2011).
More distantly related experimental work comprises
the spectroscopy of the L-shell emission — as is ob-
served, e.g., in X-ray spectra of active galactic nuclei
(Fabian et al. 2009) — from electron-impact excita-
tion of highly ionized iron ions at an EBIT (Gu et al.
2001; Chen et al. 2006; Beiersdorfer et al. 2013), pho-
toexcitation of highly charged iron ions in an EBIT
(Epp et al. 2007; Bernitt et al. 2012; Rudolph et al.
2013; Steinbru¨gge et al. 2015), 3p detachment from Fe−
(Dumitriu et al. 2010), and electron-impact ionization
and electron-ion recombination of multiply-charged iron
ions in a heavy-ion storage ring (e.g., Savin et al. 2002;
Schippers et al. 2010; Bernhardt et al. 2014; Hahn et al.
2015). The latter process can be viewed as the time-
inverse of photoionization and is therefore very suitable
to test corresponding theories (Schippers et al. 2002;
Mu¨ller et al. 2009; Mu¨ller et al. 2014).
Theoretical calculations of cross sections for photoion-
ization of neutral iron and of iron ions have been carried
out within the opacity and iron projects (Seaton et al.
1994; Badnell & Seaton 2003; Badnell et al. 2005;
Hummer et al. 1993). Other calculations for Fe+ ions
have considered only lower photon energies where
excitations of valence shell electrons are important
(Nahar & Pradhan 1994; Nahar 1997; Hansen et al.
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Figure 1. Floor plan of the Photon-Ion Spectrometer setup at PETRA III (PIPE). For a detailed description of all components
depicted in this figure see Mu¨ller et al. (2017).
2007; Fivet et al. 2012). Cross sections at higher
energies have been provided only for direct ion-
ization of inner-shell electrons (Verner et al. 1993;
Verner & Yakovlev 1995) and, thus, do not account
for contributions by resonant ionization processes which
are often dominant, particularly in the vicinity of sub-
shell ionization thresholds. A notable exception are the
calculations that were performed in support of the 2p
photoionization measurements with neutral iron atoms
by Richter et al. (2004) and which have been described
in detail by Martins et al. (2006).
3. EXPERIMENT
The present experiment on photoionization of Fe+
ions was carried out at the Photon-Ion Spectrome-
ter setup at PETRA III (PIPE, Fig. 1). PETRA III
is presently the brightest third generation synchrotron
light source worldwide. It is operated by DESY in Ham-
burg, Germany. PIPE is the endstation of the Variable
Polarization XUV (extreme UV) Beamline P04 of PE-
TRA III (Viefhaus et al. 2013). The experimental ar-
rangement and procedures have been described previ-
ously (Schippers et al. 2014; Mu¨ller et al. 2017). The
present description is focused on the aspects specific to
the Fe+ photoionization experiments described in this
publication.
The Fe+ ions for this experiment were produced ac-
cording to the prescription of Koivisto et al. (1994),
i.e., by evaporating ferrocene (C10H10Fe) powder and
leaking the vapor into an electron-cyclotron-resonance
(ECR) ion source. For the present experiments, a com-
pact 10-GHz permanent-magnet ECR source was used
(Trassl et al. 1997). At room temperature, ferrocene has
a sufficiently high vapour pressure of 1 Pa (Monte et al.
2006), such that ferrocene vapour could be easily leaked
into the ion source. The ion source was on a potential
of +6 kV with respect to ground potential. Positively
charged ions were thus accelerated from the ion source
into the grounded beam pipe. The beam contained ions
of different elements and chemical compounds with dif-
ferent charge states. A dipole magnet was used to sep-
arate the ions according to their mass-to-charge ratio.
This magnet is denoted as “analysing magnet” in Fig. 1.
For the present experiments a beam consisting of 56Fe+
ions was selected and transported by ion optical fo-
cussing and bending elements to the photon-ion merged-
beams interaction region where it was collinearly merged
with the photon beam from the monochromator of the
XUV beamline. Product-ions were separated from the
primary beam by a second dipole magnet (“demerging
magnet” in Fig 1). The magnetic field was set such that
product ions with a selected charge state were directed
onto a single-particle detector where they were counted
with nearly 100% efficiency. The primary ions were col-
lected in a Faraday cup inside the magnet chamber. Col-
limating 4-jaw slits are located at the entrance and at
the exit of the merged-beams interaction-region. The
56Fe+ ion beam current in the photon-ion interaction
region was up to 103 nA with the collimating slits wide
open and 26 nA when the collimating entrance slits were
narrowed onto the photon beam which had a diameter
of 1.2 (2.0) mm in horizontal (vertical) direction.
The photon flux was measured with a calibrated
photo-diode. It amounted to 2.7− 3.9× 1013 s−1 in the
680 − 920 eV photon-energy range at a photon energy
spread of about 1 eV. The calibration of the photon
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energy scale has been taken over from recent K-shell
ionization measurements with Ne+ ions (Mu¨ller et al.
2017). This has been possible since both the Ne+ cali-
bration and the present Fe+ measurements were carried
out immediately after one another with the same set-
tings of the X-ray photon beamline. The only difference
in the calibration procedure concerns the correction of
the Doppler shift which is determined by the velocity
of the ions. This correction is smaller for the slower
Fe+ ions than for the faster Ne+ ions. The uncertainty
of the experimental photon-energy scale has been dis-
cussed comprehensively by Mu¨ller et al. (2017). For K-
shell ionization of Ne+ ions, this uncertainty amounted
to ±200 meV. The same value is adopted here although
the photon energies for iron L-shell ionization are some-
what smaller than for K-shell ionization of Ne+. This
rather large uncertainty is primarily due to the lack of
accurate calibration standards in the XUV photon en-
ergy range as discussed in detail by Mu¨ller et al. (2017).
Absolute cross sections for m-fold ionization were de-
rived by normalizing the measured Fe(m+1)+ product-
ion count-rates on the primary ion current, on the pho-
ton flux, and on the geometrical beam overlap. The geo-
metrical overlap was determined from beam profiles that
were measured with slit scanners at three different loca-
tions along the photon-ion merged-beams interaction re-
gion. The length of the interaction-region (49.5 cm) was
fixed by voltage labelling as detailed by Schippers et al.
(2014). These authors also discussed the error budget
of cross section measurements at PIPE. The systematic
uncertainty of the absolute cross section scale was found
to be 15% at a 90% confidence level. Statistical uncer-
tainties are typically small and reach at most a few per-
cent. Only at very low signal rates can the statistical
uncertainties be higher. In principle, it is also possible
that there are contributions by sequential two-photon
ionization to the measured one-photon ionization cross
sections. However, a detailed estimation (see appendix)
reveals, that contribution by sequential two-photon ion-
ization are negligible in all measured ionization channels.
The ground level of Fe+ is the 3d6(5D) 4s a 6D9/2
level1. There are 62 excited levels belonging to the
3d7, 3d6 4s, and 3d5 4s2 configurations with the same
(even) parity that are also energetically below the first
excited level of the opposite (odd) parity, i.e., the
3d6(5D) 4p z 6D◦9/2 level at an excitation energy of
4.768 eV (Kramida et al. 2015). Bautista et al. (2015)
performed large-scale atomic structure calculations of
the 52 energetically lowest levels of Fe+. The resulting
1 Here and throughout, closed inner-subshells are not always
included in the notation.
lifetimes of these levels vary from 0.24 ms to ∼15,000 s.
This is much longer than the ∼ 70-µs flight time of
the ions from the ion source to the photon-ion inter-
action region. Consequently, it must be assumed that
the ion beam contained a mixture of Fe+ ions in the
ground level and in long-lived metastable levels. Gen-
erally, the fractional populations of the various levels
depend on the plasma conditions in the ion source.
Kjeldsen et al. (2002) used a hot-filament plasma ion
source and inferred a metastable fraction of 10% in their
Fe+ ion beam by assuming a Boltzmann distribution
with kBT = 0.12 eV over the Fe
+ energy levels. How-
ever, in an ECR ion source, the plasma temperature is
generally higher and a statistical distribution over the
levels of a given term is often an appropriate assump-
tion (see, e.g., Mu¨ller et al. 2015a) which we adopt also
here.
4. THEORY
In order to analyze the experimental Fe+ photoioniza-
tion spectra we have performed two different variants of
atomic-structure calculations. First, Hartree-Fock cal-
culations including relativistic extensions (HFR) have
been performed using the Cowan code (Cowan 1981)
and the extended Fano theory (Fano 1961; Mies 1968;
Martins 2001) resulting in cross sections for direct and
resonant photoabsorption of Fe+. Configuration in-
teraction (CI) has been included in the ground levels
and the photoexcited levels as described in more detail
below. Second, fully relativistic Multi-Configuration
Dirac-Fock (MCDF) calculations have been carried
out using the Grasp (Jo¨nsson & Andersson 2007) and
Ratip (Fritzsche 2012) codes resulting in cross sec-
tions specifically for resonant photoabsorption. In these
calculations, deexcitation cascades (Tab. 1) have been
tracked by taking the dominant radiative and nonradia-
tive processes into account and arriving at distributions
of product charge states as in previous similar work
on oxygen anions (Schippers et al. 2016b) and neutral
neon (Stock et al. 2017). It should be noted that exten-
sive cascade calculations have also been performed by
Kucˇas et al. (2015) for inner-shell photoionization for a
number of astrophysically relevant ions. However, these
authors did not consider iron ions.
4.1. HFR calculations
For the calculation of the ground-level energies, CI
of the configurations2 3d54s2 + 3d64s + 3d7 has been
taken into account. Cross sections for photoabsorption
have been calculated for 2p and 2s core excitations from
2 The ‘+’ sign denotes configuration interaction (CI).
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Table 1. Major paths of sequential Auger decays to the various final product-charge states q after
resonant 2p → 3d excitation of Fe+ as considered in the present MCDF calculations. Unfilled inner
subshells are in bold face. The charge states q = 6 and q = 7 cannot be reached by stepwise emission
of only one electron per step. The production of these charge states requires multi-electron processes
to occur such as double or triple Auger processes (see, e.g., Mu¨ller et al. 2015b) or double-shake
processes (see, e.g., Schippers et al. 2016b).
q Decay path
2 2p53s23p63d74s→ 2p63s23p63d54s
3 2p53s23p63d74s→ 2p63s23p53d64s→ 2p63s23p63d44s
3 2p53s23p63d74s→ 2p63s23p53d64s→ 2p63s23p63d5
3 2p53s23p63d74s→ 2p63s23p53d7 → 2p63s23p63d5
4 2p53s23p63d74s→ 2p63s23p43d74s→ 2p63s23p53d54s→ 2p63s23p63d34s
4 2p53s23p63d74s→ 2p63s23p43d74s→ 2p63s23p53d54s→ 2p63s23p63d4
4 2p53s23p63d74s→ 2p63s23p43d74s→ 2p63s23p53d6 → 2p63s23p63d4
4 2p53s23p63d74s→ 2p63s 3p53d74s→ 2p63s 3p63d54s→ 2p63s23p63d4
5 2p53s23p63d74s→ 2p63s 3p53d74s→ 2p63s 3p63d54s→ 2p63s23p53d5 → 2p63s23p63d3
5 2p53s23p63d74s→ 2p63s 3p53d74s→ 2p63s23p43d64s→ 2p63s23p53d44s→ 2p63s23p63d3
5 2p53s23p63d74s→ 2p63s 3p53d74s→ 2p63s23p43d64s→ 2p63s23p53d44s→ 2p63s23p63d24s
5 2p53s23p63d74s→ 2p63s 3p53d74s→ 2p63s23p43d64s→ 2p63s23p53d5 → 2p63s23p63d3
5 2p53s23p63d74s→ 2p63s 3p53d74s→ 2p63s23p43d7 → 2p63s23p53d5 → 2p63s23p63d3
the initial levels into 2p53s2(3d64s2 + 3d74s+ 3d8) and
2s12p63s2(3d54s24p + 3d64s4p + 3d74p) levels, respec-
tively. In addition, the corresponding configurations for
direct 2p and 2s ionizations have been included in the
calculations as well.
Auger transition rates have been evaluated by includ-
ing the final ionic Fe2+ configurations. For the 2p core-
hole levels, we have taken into account the configura-
tions 3s23p43d8−k4skǫ(s, d), 3s23p63d6−k4skǫ(s, d), and
3s23p53d7−k4skǫ(p, f) with k = 0− 2. Here ǫ represents
the outgoing electron. Decay channels involving dou-
ble 3s holes have not been considered, since the corre-
sponding Auger transitions are expected to be of minor
importance.
For the 2s core-hole levels, the number of final
ionic configurations had to be restricted to keep the
calculations manageable. Nevertheless, all partici-
pator3 channels have been accounted for. A calcu-
3 In a participator decay the photoexcited electron will take
part in the subsequent Auger decay.
lation including only the 4p participator configura-
tions underestimated the Auger transition rates of the
2s 2p63s23p63d(6−k)4sk4p resonances by 1–2 orders of
magnitude. The most important final channels are those
belonging to the 4p spectator4 configurations. Hence,
the spectator channels 2p53s23p63d6−k4sk4p ǫ(pf) have
been included in addition. The number of resonances
calculated amounts to 300–400 for every angular mo-
mentum J and the number of continuum states is up to
17,000 final levels per J .
The typical line widths calculated from the Auger
transition rates are in the range 300–400 meV for the
2p core-hole levels. They are significantly larger (up to
some eV) for the 2s core-hole levels because these can
decay via fast L1L2,3M Coster-Kronig processes
5.
4 In a spectator decay the photoexcited electron does not take
part in the subsequent Auger decay.
5 An XY Z Auger process may occur subsequent to the creation
of a hole in the X shell which is filled by an electron from the Y
shell, autoionizing an electron from the Z shell. This is called a
6 Schippers et al.
Fe1+ Fe2+ Fe3+ Fe4+ Fe5+ Fe6+
E
n
er
gy
[e
V
]
0
50
100
150
200
250
300
350
400
450
500
550
600
650
700
750
Figure 2. Computed level diagram of all configurations
that are relevant in the Auger decay of the 2p5 3s2 3p6 3d7 4s
configuration in Fe1+. All configurations that arise due to
single Auger processes are shown, where the energy range
covered by the fine-structure levels of each configuration is
represented by a rectangle. The top left rectangle represents
the levels that belong to the 2p5 3s2 3p6 3d7 4s configuration
of Fe+. Single Auger decay corresponds to a rightward tran-
sition to the next higher charge state into a level at lower
energy. It should be noted that the energetically lowest level
of Fe6+ is above the highest Fe2+ level. This implies, that
Fe6+ cannot be produced by a cascade consisting only of
single Auger transitions.
The HFR calculations result in cross sections for non-
resonant and resonant photoabsorption. Deexcitation
cascades of the core excited states that lead to the for-
mation of the various product charge-states are only con-
sidered in the MCDF calculations as explained next.
4.2. MCDF calculations
The absorption cross section due to resonant ex-
citation of a 2p or 2s core electron was computed
based on wave functions for the 3d64s ground configu-
ration and the 2p53d74s excited configuration in single-
configuration approximation giving rise to a total of 63
and 213 fine-structure levels, respectively. The contri-
bution of the 2p53d64s2 configuration that corresponds
to resonant 2p → 4s excitations was found to be very
Coster-Kronig process when the vacancy is filled by an electron in
a higher subshell of the same principal shell.
small and was hence neglected in all subsequent compu-
tations.
After the creation of an inner-shell hole, the deexci-
tation of the core excited levels generally proceeds by
Auger and radiative transitions. In principle, higher or-
der processes like multiple Auger processes where more
than one electron is emitted at a time (Mu¨ller et al.
2015b) can play a role. Here we only consider de-
excitation pathways by sequential Auger decay (for ex-
amples, see Tab. 1). These include all electronic config-
urations that arise due to single Auger decay processes
emerging from the core-hole excited 2p53d74s config-
uration. The excitation energies of all configurations
that emerge in this way are shown in Fig. 2. How-
ever, it must be noted, that the population of many
levels of these configurations by sequential single Auger
processes is energetically not possible. Therefore, when
double Auger processes as well as shake-up transitions
are neglected, only ions up to Fe5+ can be produced
since the populated levels with the highest energy in
the cascade pathways belong to the 3s−2 configuration
in Fe2+. Conversely, the production of Fe6+ ions would
require at least one step involving a double Auger or
shake-up process. The total non-radiative decay width
of the 213 fine-structure levels of the 2p53d74s configu-
ration varies from 350meV to about 500meV, which is
expected to be somewhat overestimated due to the non-
orthogonality of the underlying orbital basis sets for the
initial and final wave function expansions.
We model in a similar manner the Auger cascades
that emerge from Fe2+ created by single-photon single-
electron ionization processes. However, in this case it
becomes necessary to account not only for the dominant
ionization of 2p electrons but also competing ioniza-
tion processes from higher (sub)-valence shells. There-
fore, the Auger cascades that emerge from 2p−13d64s,
3s−13d64s, and 3p−13d64s holes have been modeled in-
dependently. Based on the computed cross sections for
direct photoionization, these results are then combined
to obtain the total ion yields at a specific photon en-
ergy. As an aside, we note that the observed production
of any stable Fe2+ ions is either through radiative sta-
bilization of the initial autoionizing state or due to the
valence ionization of either 3d or 4s electrons.
This cascade model gives rise to several thousand fine-
structure levels for the intermediate charge states, and
hence millions of Auger transitions between these levels.
In order to keep the calculations of the Auger transi-
tion rates feasible, it was first necessary to constrain the
size of the Auger matrices. Therefore, all wave func-
tions were computed in single-configuration approxima-
tion. This approach to the generation of the wave func-
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Table 2. Measured cross sections σm (Fig. 3) for m-fold photoionization of Fe
+ ions, resulting sum cross section σΣ
(Eq. 1, Fig. 4), and mean product charge-state q (Eq. 2, Fig. 8b). The numbers in parentheses provide the statistical
experimental uncertainties. The systematic uncertainties of the energy and cross-section scales are ±0.2 eV and ±15%
(at 90% confidence level), respectively.
Energy (eV) σ1 (Mb)
a σ2 (Mb) σ3 (Mb) σ4 (Mb) σ5 (Mb) σ6 (Mb) σΣ (Mb) q
680.911 0.0299(45) 0.1431(24) 0.0476(20) 0.0042(6) 0.0003(2) 0.00004(6) 0.2251(55) 3.120(24)
700.137 0.0162(42) 0.1313(22) 0.0544(21) 0.0065(7) 0.0008(3) 0.00006(6) 0.2091(53) 3.336(27)
708.348 2.555(13) 3.259(11) 4.617(19) 0.5094(65) 0.0402(20) 0.0010(12) 10.982(26) 3.292(2)
715.758 0.0806(47) 0.1956(27) 0.1373(33) 0.0180(12) 0.0010(3) 0.00005(2) 0.4323(65) 3.221(16)
720.364 0.4967(71) 0.8635(56) 1.1587(94) 0.1434(34) 0.0103(10) 0.00039(11) 2.673(14) 3.367(5)
738.188 0.0411(43) 0.4175(38) 0.9887(87) 0.2957(48) 0.0216(14) 0.00066(15) 1.765(12) 3.909(6)
800.072 0.0278(40) 0.2750(30) 0.6700(70) 0.3954(55) 0.0291(16) 0.00120(19) 1.399(10) 4.088(8)
855.946 0.0240(40) 0.2400(29) 0.6524(69) 0.4662(60) 0.0603(23) 0.00265(27) 1.446(11) 4.207(8)
900.005 0.0181(41) 0.2095(27) 0.5657(64) 0.4171(58) 0.0867(29) 0.00390(32) 1.302(10) 4.266(9)
a1 Mb = 10−18 cm2
(This table is available in its entirety in machine-readable form.)
tions has been detailed by Buth et al. (2017). It neglects
effects due to configuration interaction that become cru-
cial for the description of shake-processes such as in
the work of Andersson et al. (2015) and Schippers et al.
(2016b). In the next step of this approach, the transi-
tion rates between fine-structure levels of the configu-
rations were averaged assuming a statistical population
to obtain an average transition rate between configu-
rations as it is detailed by Buth et al. (2017). How-
ever, this approach yields results that are very simi-
lar to the previous computations by Kaastra & Mewe
(1993) that do not reproduce the experimental find-
ings very well. Therefore, we adopted another approach
that tracked the full decay tree between fine-structure
levels based on the single Auger transition rates com-
puted in single-configuration approximation. In this
approach, the highly non-statistical population of the
fine-structure levels of one configuration due to the res-
onant 2p→ 3d excitation or direct 2p ionization is fully
accounted for. Nevertheless, it still neglects radiative
losses since the associated radiative transitions were as-
sumed to be much slower than the Auger processes.
However, the comparison with the experimental findings
below suggests that this assumption is well justified.
5. RESULTS AND DISCUSSION
Our measured absolute cross sections σm for m-fold
photoionization (m = 1, . . . , 6) of singly charged iron
ions are displayed in Fig. 3 as a function of photon en-
ergy. The measured cross section values span almost
four orders of magnitude ranging from less than 0.1 kb
(1 b = 1 barn = 10−24 cm2) to about 5 Mb (see also
Tab. 2). The fact that even the weak cross section for the
production of Fe7+ could be measured with reasonable
statistical uncertainties demonstrates the extraordinary
experimental sensitivity of the PIPE setup.
All measured cross sections exhibit the resonance
structure below the 2p ionization threshold. These res-
onances are associated with resonant photoexcitation of
a 2p electron into the 3d and higher subshells and con-
verge towards the 2p ionization threshold of ground-level
Fe+ which is expected to occur at a photon energy of
734.1 eV (Verner et al. 1993). This threshold cannot
clearly be discerned in the experimental cross sections
because the photoionization resonances blend together.
The 2s threshold at 852.1 eV, according to the calcula-
tions of Verner et al. (1993), is most pronounced in the
cross sections for four-, five-, and sixfold ionization.
Clearly, the shapes of the partial cross sections as a
function of photon energy differ from one another. This
contradicts the assumption of Hirsch et al. (2012) that
each partial cross section is proportional to the absorp-
tion cross section. Above the 2p-ionization threshold,
the cross sections for single, double, and triple ioniza-
tion decrease monotonically with increasing photon en-
ergy. Conversely, the cross sections for the production
of higher charge states increase, in particular, beyond
the 2s-ionization threshold. As expected, 2s ioniza-
8 Schippers et al.
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Figure 3. Measured cross sections σm for m-fold photoionization of Fe
+. The experimental photon energy spread was about
1 eV. The cross sections σ1 and σ3 were multiplied by factors of 0.1 and 10, respectively, for a clearer presentation of the
data. Different cross-section units are used in the panels a) and b). The vertical lines mark the 2p and 2s subshell ionization
thresholds at 734.1 and 852.1 eV as calculated by Verner et al. (1993). The photon-energy (Eph) axis is compressed towards
higher energies using x = log(Eph/eV − 600) for the abscissa in order to provide a better view of the resonance structures at
lower energies.
tion leads, on average, to the production of more highly
charged ions than an initial 2p ionization.
Further differences between the partial cross sections
concern the resonance strengths and line shapes. Res-
onance strengths vary because the branching ratios for
the decay of the associated multiply excited states into
the various final charge states are specific for each res-
onance level. The line shape of the lowest-energy res-
onance in the single-ionization cross-section (m = 1 in
Fig. 3) exhibits an asymmetry which manifests itself as
a dip of the cross section immediately below the onset
of the resonance. Such a dip does not occur in the
other partial cross sections. The asymmetric line shape
in σ1 is an indication of quantum mechanical interfer-
ence between resonant ionization and direct ionization
(Fano & Cooper 1965) which is a common phenomenon
in the photoionization of atoms (Madden & Codling
1963; Martins et al. 2006) and ions (Kjeldsen 2006;
Schippers et al. 2016a).
Here the interference is between ionization via the for-
mation of an intermediate 2p5 3s2 3p6 3d7 4s resonance
with subsequent LMM-Auger decay and direct 3d ion-
ization into a 2p6 3s2 3p6 3d5 4s level. It should be noted
that the fast LMM-Auger decay involving two 3d elec-
trons is the dominant pathway to single ionization. If
a 3p electron is involved the resulting 3p hole will be
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rapidly filled by a subsequent Super-Coster-Kronig6 de-
cay (McGuire 1972; Gharaibeh et al. 2011) leading to
the emission of a second 3d electron, and, thus to the
formation of a triply charged ion. The limited num-
ber of channels available for single-ionization facilitate
the observation of the Fano line shape in the single-
ionization cross section. Many more decay channels are
available for the formation of the higher charge states.
These contribute mostly incoherently to the respective
partial cross sections and this conceals the asymmetries
of the few decay channels which are subject to strong
interference effects. Despite the fact that the number
of single-ionization channels is limited, an unambigu-
ous extraction of Fano asymmetry parameters from the
measured single-ionization cross-section by peak fitting
is prohibitive because the number of fine-structure levels
of the 2p6 3s2 3p6 3d6 4s ground configuration and the
2p5 3s2 3p6 3d7 4s intermediate configuration (amount-
ing to 63 and 213, respectively) is too large for a mean-
ingful individual treatment of all associated resonances.
5.1. Absorption cross section
Since we have measured all the significant ionization
channels, the sum of all measured partial cross sections,
i.e.,
σΣ =
6∑
m=1
σm, (1)
represents the Fe+ photoabsorption cross-section pro-
vided that photon-scattering can be neglected. This as-
sumption is justified since the fluorescence yields from
the multiply excited resonance states are generally neg-
ligible for a comparatively light element such as iron
(McGuire 1972).
Figure 4 displays the experimental ‘absorption cross-
section’ σΣ as a function of photon energy. The cross
section is compared with the present HFR calculations
and the theoretical results of Verner et al. (1993). The
latter comprise only direct photoionization processes.
Consequently, the resulting cross sections exhibit edge-
or step-like features at the photon energies which coin-
cide with subshell ionization thresholds. In the present
photon-energy range these are the 2p and 2s thresholds
for ground-level Fe+ at 734.1 eV and 852.1 eV, respec-
tively. In the energy ranges where there are no resonance
features the cross section of Verner et al. agrees with the
experimental data to within the ±15% experimental un-
6 Type of Auger process in which the vacancy is filled by an
electron from a higher subshell of the same principal shell and the
emitted electron (the ‘Auger electron’) also belongs to the same
principal shell (here the M shell).
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Figure 4. Experimental cross section sum σΣ (Eq. 1,
filled circles), present theoretical HFR cross section for
photoabsorption (full red line, statistical average of all
3d6(5D)4s 6DJ levels, convoluted with a Gaussian of 1.0 eV
FWHM), and the theoretical cross section for photoabsorp-
tion from Verner et al. (1993, short-dashed blue line). As in
Fig. 3, the energy axis is compressed towards higher energies
in order to provide a better view of the resonance structures
at lower energies.
certainty at energies up to 817.5 eV. At the energies be-
yond the 2s threshold the deviation is somewhat larger
reaching up to 19% at 918 eV. This discrepancy may
be due to the neglect of direct multiple ionization (e.g.,
simultaneous ionization of a 2p and a 4s electron) in the
theoretical cross section.
As far as direct ionization is concerned, the present
HFR calculations show better agreement with the ex-
perimental data than the cross section of Verner et al.
(1993). In addition to direct ionization, the present HFR
photoabsorption cross-sections include contributions by
resonant photoionization processes as discussed in Sec-
tion 4. The energy scale of the HFR calculations has
been shifted slightly, as discussed below, but there is a
remarkable agreement in resonance widths and strengths
(see also Fig. 5) considering the level of complexity of
the atomic-structure of the inner-shell excited Fe+ ion.
The two strongest resonance groups with their respec-
tive maxima at about 708.3 and 721.1 eV are associ-
ated with 2p → 3d excitations leaving a 2p3/2 or a
2p1/2 core hole behind, respectively. This 12.8-eV fine-
structure splitting is practically the same as for neutral
iron (Richter et al. 2004). It is well reproduced by the
present calculations.
Panels a) to e) of Fig. 5 show our HFR and MCDF
cross sections for photoabsorption of Fe+ ions sepa-
rately for the different 3d6(5D)4s 6DJ levels, i.e., for
J = 9/2, 7/2, 5/2, 3/2, and 1/2. Panel f) displays the
10 Schippers et al.
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Figure 5. a) to e) Comparison of the experimental absorp-
tion cross section (circles) with the present HFR (shaded
curves) and MCDF (full lines) theoretical results for differ-
ent 3d6(5D)4s 6DJ levels of the Fe
+ primary beam. f) Sta-
tistical average of all J-levels belonging to the 3d6(5D)4s 6D
ground term. The experimental error bars in panel f) in-
dicate the ±15% uncertainty of the absolute cross section
scale. All theoretical cross sections were convoluted with a
Gaussian of a FWHM of 1.0 eV. The energy axes of the HFR
and MCDF calculations were shifted by -2.8 and +1.0 eV,
respectively.
statistical average of all these cross sections, i.e., the
weighted cross-section sum with the individual weights
equalling 2J+1. For the comparison with the experi-
mental result the HFR cross sections were shifted by 2.8
eV towards lower photon energies and the MCDF cross
sections were shifted by 1.0 eV towards higher photon
energies. All theoretical cross section data were convo-
luted with a Gaussian of a full width at half maximum
(FWHM) of 1.0 eV in order to account for the experi-
mental energy spread. The statistically averaged cross
sections agree best with the experimental findings. The
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Figure 6. a) High-resolution measurement of the cross sec-
tion for triple ionization of Fe+ ions (filled circles, 100 meV
experimental photon-energy spread). Also shown are the-
oretical absorption cross sections (statistical average over
all 3d6(5D)4s 6DJ levels convoluted with a Gaussian of a
FWHM of 0.1 eV) using the HFR method (shaded curve)
and the MCDF method (full red line). The theoretical curves
have been multiplied by the experimental energy-dependent
scale factor σ3/σΣ. This scale factor is shown in panel b).
The energy ranges where resonances associated with 2p→ nd
excitations with n = 3, 4, 5 occur according to our MCDF
calculations are indicated.
comparisons in Figure 5 suggest that the gross resonance
structure in the photoabsorption cross section does not
depend drastically on the level populations in the pri-
mary ion beam, in particular, when comparing the pure
ground-level cross section in Fig. 5a with the statistically
averaged one in Fig. 5f.
Apart from the different overall energy shifts, both
theoretical results largely agree with one another. At
energies below 725 eV the shapes of the resonance struc-
tures are almost identical. There the MCDF cross sec-
tions agree better in magnitude with the experimental
cross section than the HFR cross sections which are
larger than the MCDF cross sections by about 10%.
The differences between the theoretical results at en-
ergies above 725 eV are due to an underestimation of
direct ionization in the MCDF calculations and the ne-
glect of 2p → 4d and higher excitations in the HFR
calculations.
In order to better resolve the photoionization reso-
nance structure, a high-resolution scan of the largest
partial cross section, i.e., σ3 (Fig. 3 and Tab. 2), was
performed. Figure 6 compares the experimental result
with the scaled theoretical absorption cross sections.
This scaling was applied, since a rigourous theoretical
treatment of the deexcitation cascades leading to the
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production of Fe4+ ions is computationally prohibitive
(see below). The scaled HFR and MCDF cross sections
reproduce many details of the experimentally observed
resonance structure associated with 2p → 3d excita-
tions. There is a good agreement between experiment
and both theories for the widths of the resonance struc-
tures. Agreement with the 2p→ 3d resonance positions
was obtained by shifting the HFR and MCDF energy
scales by -2.8 and 1.0 eV, respectively, as already men-
tioned above. According to our calculations individual
resonance widths of the 2p excited levels amount to typ-
ically 0.4 eV. This is four times larger than the exper-
imental photon energy spread in Fig. 6. Nevertheless,
most of the experimentally observed resonance struc-
tures are considerably broader, because they are blends
of several individual resonances.
The MCDF calculations also account for 2p→ 4d and
2p → 5d resonant excitations (Fig. 6), which were not
included in the HFR calculations. The energy separa-
tion between the 4d and 5d subshells is smaller than
the 2p1/2 − 2p3/2 fine-structure splitting of the 2p core
hole. Therefore, the two calculated resonance struc-
tures in the energy ranges 726–733 eV and 740–742 eV
are both blends of resonances associated with 2p → 4d
and 2p → 5d excitations. The corresponding resonance
structures are also visible in the experimental cross sec-
tion, albeit at energies lower by about 3 eV. The MCDF
resonance strengths for these resonances seem to be
larger than the experimental ones considering the size
of the cross section for direct ionization. These dis-
crepancies are most likely due to the approximations
made in the MCDF calculations. The MCDF resonance
strengths could probably be reduced by taking more
configurations into account in the optimization of the
atomic wave functions.
Resonances that are formed by 2s excitation produce
the broad structure ranging from about 850 to 865 eV
in Fig. 4. The calculated widths of these resonances
amount to typically 3 eV. Since the 2s hole is rapidly
filled by a fast L-shell Coster-Kronig transition, this is
much larger than the ∼0.4 eV widths of the resonances
associated with 2p excitation. Similar to our HFR treat-
ment of the 2p excitation, our HFR calculations for the
2s excitation do not take into account excitations to
higher subshells than the 4p subshell. This produces the
artificial dip in the calculated HFR cross section near
865 eV. These calculations predict that the 2s ioniza-
tion threshold occurs at 867 eV. This is a significantly
higher value than the threshold energy calculated by
Verner et al. (1993).
In Fig. 7, the present Fe+ absorption cross section
is compared with the result of Hirsch et al. (2012) who
705 710 715 720 725
0
5
10
 
C
ro
s 
se
ct
io
n 
(M
b)
Photon energy (eV)
Figure 7. Comparison of the present data (full circles: σΣ,
empty circles: σ1+σ2) with the relative ion yields measured
by Hirsch et al. (2012, full purple line). The latter have been
shifted by +0.6 eV on the photon energy axis and been mul-
tiplied by a constant factor to fit to the present cross-section
scale.
used an ion-trap technique in combination with a time-
of-flight detection of the product ions. This technique, in
principle, facilitates the production of pure ground-state
ion-targets (Thissen et al. 2008) but does not allow for
the measurement of absolute cross sections. The present
cross sections were measured on an absolute scale, but
with a primary ion beam that comprised ground-state
and metastable ions. In this respect, both techniques are
complementary. In the Fe+ experiment of Hirsch et al.
(2012), the preparation of pure-ground state targets was
aimed at by storing the ions 1–2 s in the ion trap before
photoionizing them. However, this storage time may
have been somewhat short in view of the recent atomic-
structure calculations of Bautista et al. (2015) who ob-
tained much longer lifetimes of up to several hundred
seconds for some of the Fe+ metastable levels.
In the trap experiment, only doubly and triply charged
product ions were detected. Therefore, we compare
the relative combined Fe2+ and Fe3+ ion yield of
Hirsch et al. (2012) (full line in Fig. 7) to our summed
σ1+σ2 (open circles in Fig. 7), which has a dependence
on the photon energy different from σΣ (Eq. 1, closed
circles in Fig. 7). For this comparison, the relative ion
yield of Hirsch e al. was multiplied by a constant factor
and shifted by 0.6 eV to align resonance positions. This
shift is larger than the combined uncertainties (∼0.4 eV)
of both experiments. The remaining discrepancy might
be explained by different amounts of metastable ions
in the two experiments. Apart from the energy shift,
there are only minor differences between the two exper-
imental results. In particular, there is agreement with
12 Schippers et al.
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Figure 8. a) Experimental (lines) and theoretical (symbols) results for the product charge-state fractions fq . Data are shown
for q = 2 (magenta short-dashed line & squares), q = 3 (red long-dashed line & circles), q = 4 (blue full lines & up-pointing
triangles), q = 5 (olive dash-dotted line & down-pointing triangles), q = 6 (black dotted line & left-pointing triangles), and
q = 7 (purple right-pointing triangles). Not shown are the experimental results for f7 which are too small to be visible on the
scale of the figure. Closed symbols denote the results of the present cascade calculations and open symbols denote the results of
Kaastra & Mewe (1993) weighted with the subshell specific photoionization cross sections of Verner et al. (1993). Experimental
uncertainties are shown by the error bars. b) Mean product charge state q from Eq. 2 as a function of the photon energy. The
experimental error bars (not shown, see Tab. 2) are negligible on the scale of the figure. The closed diamonds represent the
results of the present cascade calculations and the open diamonds the results from the cascade calculations of Kaastra & Mewe
(1993) in combination with the cross-section calculations of Verner et al. (1993).
respect to the relative resonance strengths, although the
resonance features are narrower in the measurement of
Hirsch et al. than in the present experiment. This is
partly due to their smaller experimental photon energy
spread of 125 meV vs. 1 eV here and possibly also due
to a smaller fraction of metastable primary ions in the
trap experiment as compared to the present beam ex-
periment. The otherwise good agreement between both
results, as well as our theoretical findings (cf., Fig. 5),
strongly suggests that our experimental cross sections
are not decisively influenced by the likely presence of
metastable ions in the primary Fe+ ion beam.
5.2. Product-charge state distributions
Since we have measured the cross sections for single
to sixfold ionization of Fe+ on an absolute scale, the
product charge-state fractions as a function of photon
energy are readily derived as fq = σq−1/σΣ, with σΣ
from Eq. 1. These fractions are shown in Fig. 8a. It
should be noted that the systematic uncertainty of the
cross-section scale cancels out for the fq values. The
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Table 3. Calculated fractions Fk,q of product charge states q after creation of an inner shell hole in subshell
k of an Fe+ ion by direct photoionization. Cascades following 2s ionization have not been considered in
the present calculations which are confined to product charges states q ≤ 5 for reasons given in Sec. 4.2.
Kaastra & Mewe (1993) present MCDF theory
Subshell q=2 3 4 5 6 7 8 q=2 3 4 5
2s1/2 0.0170 0.0953 0.2581 0.4829 0.1409 0.0058
2p1/2 0.0158 0.2606 0.3076 0.3542 0.0617 0.0001 0.197 0.421 0.382
2p3/2 0.0153 0.1770 0.3061 0.4256 0.0759 0.0001 0.170 0.507 0.323
3s 0.0437 0.9563 0.159 0.841
3p 0.0001 0.9999 1.0
3d 1.0 1.0
Table 4. Calculated relative cross sections
σ˜k/σtot for subshell specific photoionization of
Fe+ ions. Values are shown for two typical en-
ergies where resonant processes do not play a
role.
Energy σ˜k/σtot
(eV) 2s 2p 3s 3p 3d
Verner et al. (1993)
680 0.20 0.66 0.14
882 0.13 0.77 0.024 0.073 0.010
present MCDF theory
680 0.19 0.66 0.15
882 0.096 0.77 0.03 0.089 0.015
mean product charge-state can then be calculated as
q =
7∑
q=2
qfq =
1
σΣ
6∑
m=1
(m+ 1)σm. (2)
The experimental mean product charge-state is shown
in Fig. 8b. It rises from 3.1 at the lowest experimen-
tal photon energy to about 4 at energies above the 2p-
ionization threshold and further increases to 4.3 above
the 2s-ionization threshold (Tab. 2).
As discussed above, the theoretical calculation of the
product charge-state fractions is a formidable challenge
since it involves keeping track of cascades of autoioniz-
ing and radiative transitions via all energetically acces-
sible intermediate levels. Employing the configuration-
average approximation, Kaastra & Mewe (1993) have
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Figure 9. Fractions Fk,q produced by direct photoionization
of the atomic subshell k resulting in product charge states q
(from Tab. 3). Present theoretical results (full circles) and
results of Kaastra & Mewe (1993, open squares). The lines
are drawn to guide the eye.
carried out simplified cascade calculations for astrophys-
ically relevant ions including iron ions. They arrived at
fractions Fk,q of product charge states q produced by di-
rect photoionization of the atomic subshell k. Their re-
sults for Fe+ are listed in Tab. 3 and are plotted in Fig. 9
as open squares. For comparison with the experimental
fractions fq, the fractions Fk,q have to be weighted with
the probabilities for the creation of a hole in subshell k
and then summed over all relevant subshells, i.e.,
fq =
1
σtot(Eph)
∑
k
σ˜k(Eph)Fk,q (3)
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where σ˜k(Eph) is the cross section for direct photoion-
ization of subshell k, which depends on the photon en-
ergy Eph, and σtot(Eph) =
∑
k σ˜k(Eph) is the total
cross section. For the evaluation of Eq. 3, we have
used the fractions Fk,q of Kaastra & Mewe (1993, given
here in Tab. 3) and the subshell-specific cross sections
σ˜k(Eph) from Verner et al. (1993, given here in Tab. 4).
As discussed above, the corresponding total cross sec-
tion (dashed line in Fig. 4) agrees reasonably well with
the experimental absorption cross section in the photon-
energy ranges without photoionization resonances. The
resulting theoretical fractions fq and mean charge state
are plotted in Fig. 8 using open symbols. The calcu-
lated mean charge state closely follows the experimen-
tal trend. The maximum discrepancy between theory
and experiment is a difference in mean charge state of
0.14. The discrepancies are much larger when individual
charge-state fractions are considered. For example, the
fractions f3 and f5 are overestimated by up to ∼45%
and f4 is underestimated by up to ∼40%.
Compared to the work of Kaastra & Mewe (1993), the
present cascade model and cross-section calculations re-
sult in better agreement with the measured charge state
distributions (Fig. 8a). This is due to our construction
of a decay tree that takes fine-structure levels into ac-
count (Sec. 4.2). At energies where the photoionization
cross section does not exhibit thresholds or resonances,
our relative cross sections for subshell specific photo-
ionization are very similar to the results of Verner et al.
(1993, Tab. 4). However, our fractions Fk,q are signifi-
cantly different from those of Kaastra & Mewe (1993).
Both sets of results are listed in Table 3 and displayed
in Figure 9. For the purpose of this comparison, statis-
tical averages of our fine-structure resolved results are
presented. Cascades resulting from a 2s vacancy have
not been accounted for in our MCDF calculations be-
cause their treatment on the fine-structure level has been
found to be too complex to be manageable within the
scope of the present calculations.
As can be seen in Fig. 8, the present cascade cal-
culations predict a significantly larger fraction of four-
fold charged product ions than what results from the
work of Kaastra & Mewe (1993). As a consequence, the
present ion yields compare well to the experimental re-
sults. Notably, the crossover between Fe3+ and Fe5+ at
around 750 eV is reproduced. Nevertheless, there are
still slight discrepancies with the experimental findings.
For higher energies, the computed ion yields remain al-
most constant, whereas in the experiment a significant
shift towards higher charge states is observed. For in-
creasing photon energies between 750 eV and 850 eV
the production of Fe5+ increases while both Fe3+ and
Fe4+ decrease. The decrease of Fe3+ is reproduced in
the computations, however Fe4+ is predicted to also in-
crease, and as a consequence, the production of Fe5+ is
slightly underestimated for higher photon energies.
Higher charge states are significantly underestimated
or absent in our computations because multiple Auger
processes (Mu¨ller et al. 2015b) and shake-up processes
(see, e.g., Schippers et al. 2016b) are neglected. Direct
multiple Auger processes and shake-up transitions are
expected to mainly contribute to the very high charge
states such as q = 6, 7. Furthermore shake-down pro-
cesses play an important role in the decay of double-
core hole vacancies in higher charge states that are too
low in energy to decay by a two-electron Auger process
but are still above the ionization threshold. In such a
situation, a rather slow Auger decay with an additional
shake-down becomes important, and these processes are
still expected to be fast compared to radiative decays.
Similarly, the photoionization can also be accompanied
by direct double ionization which becomes important
for photon energies further away from the ionization
threshold. Neglecting these processes may be a possible
cause for the remaining discrepancies of the computed
ion yields compared to the measurements for high pho-
ton energies.
6. SUMMARY AND CONCLUSIONS
Building upon our recent improvements of the photon-
ion merged-beams technique, absolute cross sections for
single and multiple (up to sixfold) ionization of Fe+ fol-
lowing L-shell excitation and ionization have been mea-
sured with unprecedented sensitivity. Strong ionization
resonances due to 2p→ nd excitations with n = 3, 4 and
5 are visible in all partial cross sections. A complication
of the present experimental technique arises from the
presence of metastable ions in the ion beam. However,
the comparison of the present experimental cross sec-
tions with the ion-yield of an ion-trap experiment, where
fewer metastable ions were expected, suggests that our
measured cross sections are not significantly influenced
by the likely presence of metastable Fe+ ions.
The sum of all our measured m-fold photoionization
cross sections agrees well with our computed absorp-
tion cross section which includes resonant ionization pro-
cesses. In the energy ranges where no resonance features
are present, the cross section of Verner et al. (1993) for
direct photoionization of Fe+ agrees with our experimen-
tal results to within the experimental uncertainty, ex-
cept at energies above the 2s ionization threshold where
direct double (and multiple) ionization might also play
a role. In addition, we have computationally tracked the
deexcitation cascades that set in after the initial creation
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of an inner-shell hole and that leads to distributions of
product charge states. Compared to earlier calculations
by Kaastra & Mewe (1993), who used the configuration-
average approximation, the present cascade calculations
have been carried out on the fine-structure level, and are
in much better agreement with the experimental find-
ings.
Since the experimental energy scale has been deter-
mined to within 0.2 eV, the present results can be used
to identify gas-phase Fe+ L-shell features in astronomi-
cal observations and, thereby, contribute to an improved
determination of the iron abundance in the ISM. More-
over, our absolute cross sections, which have been deter-
mined with a ±15% systematic uncertainty (at a 90%
confidence level), are valuable for opacity calculations
for matter exposed to soft X-rays. The analysis of sim-
ilar experimental data for Fe2+ and Fe3+ ions is under
way and the corresponding results will be presented in
forthcoming publications.
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APPENDIX
A. CONTRIBUTIONS BY SEQUENTIAL TWO-PHOTON IONIZATION
Assuming a uniform photon flux density, the count rate of q-times charged product ions resulting from one-photon
ionization of p-times charged primary ions can be calculated from the cross section σp→q for m-fold ionization (m =
q − p) as
R(1)q =
Nph
Aτ
Npσp→q , (A1)
where Np is the number of primary ions in the photon-ion interaction region and Nph the number of photons passing
through a suitably defined effective target area A during the time interval τ that an ion spends in the interaction
region. During this time interval, an ion may be further ionized by a second photon. The corresponding two-photon
ionization rate is
R(2)q =
1
2
Nph
Aτ
q−1∑
q′=p+1
Nq′σq′→q (A2)
where the summation is over all intermediate charge states q′ with p < q′ < q. The factor 1/2 accounts for the fact
that the q′-times charged ions, on the average, are only available on half the interaction length. Inserting Nq′ = R
(1)
q′ τ
with R
(1)
q′ from Eq. A1 gives
R(2)q =
1
2
Npτ
(
Nph
Aτ
)2 q−1∑
q′=p+1
σp→q′σq′→q. (A3)
Thus, the ratio κ of count rates due to two-photon and one-photon ionization is
κ =
R
(2)
q
R
(1)
q
=
Nph
2A
q−1∑
q′=p+1
σp→q′σq′→q
σp→q
. (A4)
Under the assumption that the probabilities for two-photon ionization are small, the cross sections σp→q′ in Eq. A4
may be substituted by the measured cross sections σ
(p)
m = σp→(p+m) for m-fold ionization of p-fold charged primary
ions with m = q′ − p. Since the cross sections σq′→q = σq′→q′+(q−q′) for the photoionization of ions with primary
charge states q′ > p are not known, and since we need only an upper limit for the ratio κ we replace σq′→q by (the
most likely bigger) σp→p+(q−q′) = σ
(p)
k with k = q − q
′ and obtain
κ .
Nph
2A
q−1∑
q′=p+1
σ
(p)
q′−pσ
(p)
q−q′
σ
(p)
q−p
. (A5)
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Figure 10. Ratios of two-photon vs. one-photon photoionization count rates for product charge states q > 2. The color coding
is the same as in Fig. 8. The curves were calculated using Nph/(2A) = 3.2× 10
−9 Mb−1, p = 1, and the measured cross sections
from Fig. 3 in Eq. A5 (see text).
In the present case p = 1. The nomenclature introduced in the main text requires that the cross sections for m-fold
ionization of singly charged iron ions is σ
(1)
m = σm. Hence, in this case
κ .
Nph
2A
1
σq−p
q−1∑
q′=2
σq′−1σq−q′ . (A6)
For the calculation of Nph one should consider that the photon beam from a synchrotron has a pulse structure.
At the PETRA III synchrotron, the photon pulse duration is ∆t = 44 ps. In the present case, the time difference
between two pulses was up to 16 ns. This is much smaller than the ion flight time τ = 3.4 µs through the interaction
region. Under this condition Nph = φphτ where φph denotes the time-averaged photon flux. In the present experiment
it was at most φ = 4 × 1013 s−1 (Sec. 3). The effective target area was determined by beam-overlap measurements
to A = 2.1 mm2 (for details see Schippers et al. 2014). With the given numerical values one obtains Nph/(2A) =
φphτ/(2A) = 3.2× 10
−9 Mb−1.
The calculated ratios R
(2)
q /R
(1)
q are displayed in Fig. 10 as functions of photon energy for all measured product
charge states. It should be noted, that the curves overestimate the two-photon contribution, in particular, in the
energy regions which are dominated by photoionization resonances because of the substitution of the cross sections for
m-fold ionization of Fep+ ions with p > 1 by the corresponding Fe+ cross sections. For more highly charged primary
ions the photoionization resonances can be expected to shift to other energies. This should considerably flatten out the
resonance structures in Fig. 10. From this figure we finally conclude that sequential two-photon ionization is negligible
in all product-ion channels and at all experimental photon energies.
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