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Abstract
Objective—Patient-reported outcome measures with reporting periods of a week or more are
often used to evaluate the change of symptoms over time, but the accuracy of recall in the context
of change is not well understood. This study examined whether temporal trends in symptoms that
occur during the reporting period impact the accuracy of 7-day recall reports.
Methods—Women with premenstrual symptoms (n = 95) completed daily reports of anger,
depression, fatigue, and pain intensity for 4 weeks, as well as 7-day recall reports at the end of
each week. Latent class growth analysis was used to categorize recall periods based on the
direction and rate of change in the daily reports. Agreement (level differences and correlations)
between 7-day recall and aggregated daily scores was compared for recall periods with different
temporal trends.
Results—Recall periods with positive, negative, and flat temporal trends were identified and
they varied in accordance with weeks of the menstrual cycle. Replicating previous research, 7-day
recall scores were consistently higher than aggregated daily scores, but this level difference was
more pronounced for recall periods involving positive and negative trends compared with flat
trends. Moreover, correlations between 7-day recall and aggregated daily scores were lower in the
presence of positive and negative trends compared with flat trends. These findings were largely
consistent for anger, depression, fatigue, and pain intensity.
Conclusion—Temporal trends in symptoms can influence the accuracy of recall reports and this
should be considered in research designs involving change.
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Introduction
The ability of patient-reported outcomes (PROs) to accurately depict patients' experiences of
health and wellbeing is of critical importance for quality of life research. One key issue for
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maximizing accuracy is the selection of appropriate recall periods for PRO measurement
[1,2], that is, the period of time over which respondents are asked to recollect. The most
commonly used instruments ask patients to summarize their experiences over many days, for
example, the past 7 days. This is often deemed useful to capture a clinically relevant window
of time with a single assessment [2,3]. However, evidence suggests that recall ratings are
impacted by a number of contextual factors [4] and memory biases [5,6].
To what extent the length of recall impacts the accuracy of PROs has been examined in a
number of studies, with mixed results. Some studies suggest that recall periods beyond one
day show considerable distortions [1,7], yet others have found reasonably high
correspondence between real-time or daily assessment and recall ratings of a week or more
[8–11]. An important limitation of many prior studies is that they were conducted with
samples whose symptoms were constant or in a “steady state”, as opposed to symptoms that
had systematic change (increases or decreases) over time. There has been a lingering
concern that results from these studies may not adequately depict the accuracy of recall
PROs where change is expected, for example, when PROs are used to evaluate health-
related developmental processes or treatment effects in clinical trials [1,8].
There are several reasons to suspect that the accuracy of recall PROs may be affected by
temporal trends of experiences during the recall period. Cognitive theory suggests that due
to limitations of human memory, people often rely on mental shortcuts and provide ratings
consistent with their global impression of the period as a whole. The rate at which
experiences of health and quality of life improve or worsen over time is an important aspect
of the overall “gestalt” of the recall period [12,13]. Behavioral decision-making research has
demonstrated that people's satisfaction with hypothetical episodes is influenced by the extent
to which an episode becomes more pleasant or unpleasant as it unfolds [14,15]. In addition,
change is of fundamental importance to the sensitivity of perceptual systems; for example,
when presented with a static visual image, visual perception fades quickly in the absence of
change [16].
The goal of this study was to examine whether the accuracy of 7-day recall PROs is
influenced by temporal trends of daily symptom experience during the recall period. The
data are from a larger study comparing recall and daily PROs across several populations.
The present study sample consists of women reporting premenstrual symptoms, for whom a
monthly cyclical pattern of symptom change is expected [17,18]. Women provided daily
assessments of anger, fatigue, depression, and pain intensity over the course of 4 weeks, and
were administered 7-day recall assessments for each of these PRO domains at the end of
each week. Recall periods were classified in accordance with the direction and rate of
change of daily symptoms using latent class growth analysis and the accuracy of 7-day
recall PROs was compared in groups defined by different temporal trends of daily
symptoms.
In accordance with prior research, we expected that 7-day recall measures would generally
yield higher symptom levels compared to the average of daily assessments [1,8,19]. The
critical question was whether this effect would be accentuated or attenuated for different
temporal trends. In addition, we examined whether the correspondence (i.e., correlation)
between 7-day recall and aggregated daily assessments would be affected by temporal trends
of daily experience [1].
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One hundred women were recruited for this study. Eligibility criteria were age ≥ 21 years,
availability to make daily ratings for 28 consecutive days, high-speed Internet access at
home, English fluency, no visual impairment, no night shift job, no hysterectomy, regular
monthly menses, not pregnant, and not currently using hormone replacement therapy or
fertility drugs. In addition, women were required to report ≥2 physical premenstrual
symptoms (abdominal bloating, weight gain from water retention, increase in appetite/food
cravings, breast pain/tenderness, acne flare-ups, hot flashes, headache, dizziness, poor
coordination, change in sex drive, constipation/diarrhea) and ≥1 emotional/behavioral
symptom (irritability/angry outbursts, mood swings or depressed mood, poor impulse
control, tension/anxiety, lethargy, insomnia, crying, social withdrawal, trouble concentrating
or thinking clearly, thirst). The symptoms were required for the past 3 menstrual cycles; they
had to occur during 5–7 days before menses and to fade by the end of menses [18].
Procedure
The study was approved by the Stony Brook University Institutional Review Board.
Recruitment was conducted from Eastern and Central US time zones using an Internet panel
of 1.7 million respondents who regularly participate in online surveys
(www.surveyspot.com). Panelists pre-screened for premenstrual symptoms were invited to
contact our office for eligibility screening. Participants provided electronic consent and were
telephone-trained on how to complete the assessments on their home computers. Data were
collected online using Assessment CenterSM (http://www.assessmentcenter.net/), a free
research management tool. Participants were instructed to complete the daily ratings over 28
days between 6 PM and midnight. The 7-day recall measures were administered prior to the
daily measures at the end of each week (day 7, 14, 21, and 28). The protocol started
approximately two weeks before the women's estimated first day of her next menses to
increase the likelihood of obtaining data for a full week before and after menses.
Compliance was monitored daily and participants were contacted if they missed an
assessment. Participants received up to $150 for study completion.
Measures
Anger, fatigue, and depression—Anger, fatigue, and depression were assessed with
measures provided by the National Institutes of Health funded Patient-Reported Outcomes
Measurement Information System (PROMIS) initiative [3,20,21]. PROMIS has developed
item-banks (i.e., comprehensive sets of calibrated items) using a strategic item generation
and selection methodology (including focus groups and cognitive interviews) and employed
extensive psychometric testing using item response theory (IRT) [22,23]. PROMIS
measures maintain high precision (reliability ≥.95) over wide ranges of the PRO severity
continuum [20,24]. PROMIS uses a 7-day recall period for the domains in this study (anger,
fatigue, depression). The scores are normed on a T-score metric, which is scaled to have a
mean of 50 and a standard deviation of 10 in the U.S. general population [3,25].
PROMIS affords measurement via Computerized Adaptive Testing (CAT) or by selecting
any subset of items from the bank to create a static short-form [3]. In the present study, the
7-day recall PROMIS measures were administered via CAT, which adaptively tailors the
selection of items to optimize measurement precision and stops when sufficient precision
(standard error <0.3, equaling reliability >.90) has been achieved (no less than 4 and no
more than 12 items were administered for each domain)[24].
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Daily versions of PROMIS measures were administered as static short-forms consisting of 8
(anger), 7 (fatigue), and 8 (depression) items. The reporting period of each PROMIS item
was changed from “In the past 7 days…” to “In the last day…”; item content and response
options were left unchanged. The items were taken from the PROMIS Version 1 short-forms
[20,21], with the exception of two fatigue items with wordings not suitable for daily
assessment (these items were substituted by other calibrated items from the fatigue bank
[20]). The daily measures were scored with IRT using the national item parameters
established for PROMIS (http://www.nihpromis.org). This placed the daily scores on the
PROMIS T-score metric and thereby allowed for a direct comparison of daily and 7-day
recall scores on the same metric [19].
Pain intensity—Pain intensity was measured on a standard 0–10 numeric rating scale
(NRS; 0= no pain, 10= worst pain imaginable) using parallel versions for daily and 7-day
recall assessments [26,27].
Days of menses—Days of menses were assessed with the daily question: “Did you have
any menstrual bleeding today?” (Yes – No).
Analysis strategy
Data analysis proceeded in two consecutive steps. The purpose of step 1 was to classify the
participants' 7-day recall periods based on the temporal trends underlying the daily scores.
Latent class growth analysis (LCGA) was used for this purpose. The prevalence of the
identified temporal trends across the weeks of the menstrual cycle was examined to validate
the LCGA solution. In step 2, we analyzed whether agreement (level differences and
correlations) between 7-day recall and aggregated daily scores differed across the types of
temporal trends derived from the LCGA. It is noteworthy that the classification of temporal
trends was entirely independent of the analyses in step 2.
Latent class growth analysis of daily scores—LCGA is similar to latent growth
curve analysis in estimating change represented by latent intercept and slope coefficients.
However, instead of assuming that a single continuum of growth curves describes the
population, LCGA seeks to detect subgroups (or latent classes) following distinct temporal
trends (e.g., groups following increasing, decreasing, and “flat” trends). For introductory
reviews of LCGA techniques, see [28–31]. Whereas often LCGA is used to classify
individuals, it was employed here to categorize the respondents' recall periods based on the
growth parameters (intercept and linear slope) of the 7 daily scores of a recall period (i.e.,
week).1 Given that each respondent contributed 4 recall periods, a cluster-robust standard
error estimator was used to adjust the test-statistics for the non-independence of
observations arising from the “nesting” of recall periods within individuals [32]. Since we
were solely interested in capturing the magnitude and direction of temporal trends
irrespective of a person's overall symptom level during a given recall period, the daily scores
were centered around the week's mean for each person (by subtracting the average daily
score for the week from each individual daily score) prior to fitting the LCGA models. All
LCGA models were estimated with 100 random starts; the best 10 were run to full
convergence to avoid the potential of solutions converging at local maxima [33]. Missing
values were accommodated by the use of full information maximum likelihood parameter
estimation.
1Quadratic change models were also explored but yielded no subgroups with notable curvilinear trends; therefore, they were not
considered further.
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To determine the number of latent growth classes that best fit the data, we compared models
with 1–4 classes based on the Bayesian Information Criterion (BIC) and the Vuong-Lo-
Mendell-Rubin Likelihood Ratio (VLMR) test [29,30,34]. The model with the lowest BIC is
generally preferred. The VLMR tests the statistical significance of the improvement in
model fit when an additional class is extracted [34]. In addition, entropy (an index
comparing latent versus predicted class memberships) was inspected for each model, with
values closer to 1 (range 0 to 1) indicating higher classification accuracy.
Relationships with weeks of the menstrual cycle—After identifying the best fitting
LCGA models for each PRO domain, we examined whether the types of temporal trends
captured by the growth classes varied by week of the menstrual cycle. For this purpose, the
4 study weeks (recall periods) were categorized based on the self-reported first day of
menses. Specifically, counting backwards from the first day of menses, the week of recall
covering the majority (at least 4 of 7) of days before this day was coded as “pre-menstrual
week”. The subsequent week was coded as “week of menses”. Using the remaining 2 study
weeks as reference category, latent class membership was then regressed on dummy
variables for the pre-menstrual week and the week of menses using multinomial logistic
regression with cluster-robust standard errors.
Comparison of recall accuracy across types of temporal trends—To examine
whether the agreement (level differences and correlations) between 7-day recall and
aggregated daily scores differed across types of temporal trends, we used the “3-step”
approach suggested by Vermunt [35,36]. Using this approach, the LCGA is run (step 1) to
obtain predicted class memberships and probability rates (step 2). The predicted
memberships are then used as latent class indicators with fixed probabilities to obtain class-
specific estimates for additional, “distal” outcome variables (step 3). The 7-day recall scores
and the average of the 7 daily scores of each recall period served as multivariate “distal”
outcome variables, with mean levels, variances, and covariances for both variables freely
estimated for each latent growth class. This allowed us to estimate mean level differences
and correlations between recall and aggregated daily scores conditional upon growth classes
while appropriately taking into account the uncertainty of class membership inherent in
LCGA. Wald χ2 tests were used for statistical comparison of level differences and
correlations between the growth classes. Maximum likelihood parameter estimation with
cluster-robust standard errors was again used to correct the test-statistics for the nesting of 4
weeks within participants. All analyses were performed using Mplus Version 7 [37].
Results
Five participants dropped out of the study and were excluded from the analyses.
Demographic characteristics of the analyzed sample (n= 95) are shown in Table 1. The mean
age of the women was 36 years (range 21 to 54 years), about three-fourths (74%) were
White, and about half (56%) were married. Women dropping out were somewhat younger
(mean= 32 years, p = .23), but otherwise did not differ from study completers.
Compliance with the 28-day protocol was high in the analyzed sample. Participants
completed an average of 26.8 (SD = 1.72) out of 28 daily assessments, and a total of 113
(4.2%) out of 2,660 assessment days were missed. Out of 380 weekly recall assessments, 16
(4.2%) were missed on the 7th day of the week; 13 of those were completed on the
subsequent day2, and only 3 recall assessments were completely missed.
2In those cases where the recall assessment was completed a day late, the applicable 7 daily scores of the recall period were used in
the analyses.
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LCGA for daily diary scores
Table 2 shows the fit indices for LCGA models with 1 to 4 classes. For each PRO domain, a
3-class model was selected as it provided the best model fit. The 3-class models generally
showed the lowest BIC (except for pain, see Table 2), and the VLMR test suggested
significant improvement in fit when moving from 2- to 3-class models, but not when moving
from 3- to 4-class models for each domain. Entropy was high (≥.83) for 3-class solutions,
and tended to decrease for 4-class solutions.
Figure 1 shows the observed daily means and estimated linear trends of the daily scores in
each latent class. For each PRO domain, the largest class displayed a “flat” temporal trend
(41–48% of all recall periods). The second class (19–32%) was characterized by a “positive”
trend, with scores increasing by 10.6 (anger), 13.3 (fatigue), and 10.2 (depression) T-score
points on the PROMIS metric, and by 1.6 points for pain (11-point NRS) over the 7-day
period. The third class (26–40%) displayed a “negative” temporal trend, with scores
decreasing by 11.4 (anger), 8.8 (fatigue), 7.9 (depression), and 2.9 (pain) points over the 7-
day period.
Relationships with weeks of the menstrual cycle
We next examined whether the temporal trends varied by week of the menstrual cycle. As
shown in Table 3, positive trends were most prevalent during pre-menstrual weeks (ps < .
001 for all PRO domains) and negative trends were most prevalent during the week of
menses (ps < .001 for anger, fatigue and pain, and p = .16 for depression). Specifically,
compared with a flat trend, the odds of a positive trend were 3.2 to 5.0 times higher in the
pre-menstrual week than in other weeks, and the odds of a negative trend were 1.4 to 6.9
times higher in the week of menses than in other weeks of the menstrual cycle.
Level differences between 7-day recall and aggregated daily scores
As shown in Figure 2, the mean 7-day recall scores were consistently higher than aggregated
daily scores for all PRO domains (ps < .001). On average, the 7-day recall scores exceeded
aggregated daily scores by 6.6 T-scores (anger), 6.2 T-scores (fatigue), 4.2 T-scores
(depression), and 0.48 points (pain, 11-point NRS). However, the magnitude of the level
difference varied significantly (ps < .001) by temporal trend for anger, χ2(2) = 15.84,
fatigue, χ2(2) = 11.04, depression, χ2(2) = 28.15, and pain, χ2(2) = 18.34. Specifically, the
level differences were significantly more pronounced for recall periods with a positive
temporal trend compared to a flat trend (ps < .05 except fatigue, ns), and they were
significantly more pronounced for negative temporal trends compared to flat trends (ps < .01
for all PRO domains). No significant effects were found when comparing level differences
between positive and negative trends (all ps > .08).
To evaluate whether the results could be explained by differences in overall PRO severity
between the temporal trends, we repeated the analyses controlling for overall PRO levels
(the average of daily and recall PRO ratings, entered as a continuous covariate). The pattern
of results remained unchanged (anger, χ2[2]= 17.60, p< .001; fatigue, χ2[2]= 10.72, p< .01;
depression, χ2[2]= 27.12 p< .001; pain, χ2[2]= 8.10, p = .02). The possibility that the
effects of temporal trends could be moderated by PRO severity was also explored by
examining interactions between the temporal trends and PRO severity levels for each
domain; no significant interaction effects were found.
Correlations between 7-day recall and aggregated daily scores
Correlations between 7-day recall and aggregated daily scores were ≥ .80 when temporal
trends were not distinguished (Table 4). However the magnitude of correlations varied
significantly by type of temporal trend for all domains (ps< .05) except for anger (p = .14;
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see Table 4). In pairwise comparisons, the correlations were found to be lower for positive
than for flat trends (ps< .05 for fatigue and pain, p = .07 for depression), and lower for
negative than for flat trends (ps< .05 for fatigue, depression, and pain), with no significant
differences between positive and negative trends (ps ≥ .39).
Discussion
Recall PRO assessments of a week or more are often used to evaluate the course and
development of health-related quality of life and to determine treatment effects in clinical
trials. However, to date little is known about the accuracy of recall under conditions of
symptomatic change. The concern addressed in this study is that recall reports might be
influenced by temporal trends in symptom intensity occurring over the course of the recall
period. We identified three classes of recall periods with “flat”, positive, and negative trends
in the sample of women with premenstrual symptoms, consistently for four PRO domains
(anger, fatigue, depression, pain intensity). The temporal trends varied significantly by the
weeks of the menstrual cycle, supporting validity of the classification of recall periods.
We found that temporal trends predicted the differences in symptom levels between 7-day
recall and aggregated diaries for each PRO domain. Overall, symptom intensities were
higher in recall compared with aggregated daily scores; an effect that has been consistently
observed in previous studies [1,8,19,38]. However, whereas some studies have suggested
that this may simply be a constant shift due to the different lengths of time-periods covered
by the reports [8,38,39], our results showed that the level difference was significantly more
pronounced when there was either a positive or negative trend compared to a flat trend
during the recall period. That is, participants rated their symptoms higher (relative to
aggregated daily scores) when they had experienced improvement or worsening of
symptoms than when their symptoms were relatively constant over the 7-day period. The
effect was of similar magnitude for positive and negative trends.
These temporal trend effects are partially in accordance with predictions by the “peak-end”
rule, which suggests that people disproportionately attend to the highest (peak) and most
recent (end) symptom levels in recall [40,41]. For positive temporal trends in particular, the
peak-end rule predicts inflated symptom levels in recall reports, given that the period
changes toward the highest symptom intensity (with a higher “peak” and higher “end”); our
findings are in line with this. On the other hand, somewhat contradicting the peak-end rule,
we found the same effect for negative temporal trends, which end in the least intense
symptom levels. One possible explanation for this finding is that women may have
remembered both positive and negative temporal trends as being more intrusive to their
wellbeing, and, thus, evaluated them as more aversive in recall. This corresponds with the
notion that people strive to maintain homeostasis in wellbeing, such that symptom shifts are
especially salient in memory [42]. Similarly, prior research has documented that patients
who experience greater symptom variability (though not due to temporal trends) recall the
average symptom intensity at higher levels [6,43,44].
In addition to the effects on recalled symptom levels, we found that the correspondence
between 7-day recall and aggregated daily scores was diminished when participants
experienced a positive or negative trend compared to a flat trend. From a cognitive
perspective, forming an accurate summary rating may be more effortful and mentally
challenging when symptoms change than when they are relatively constant. This could result
in recall reports that contain more error or “noise”. Our findings are in line with this
prediction: the lower correlations for periods with positive and negative trends indicate that
recall reports explained less of the “actual” variance in aggregated daily ratings, and, thus,
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one interpretation is that the recall ratings contained more error variance in the presence of
temporal trends.
Our findings have potential implications for the assessment of change, for example, in
intervention research. A concern is that the validity of observed change between recall
periods may be threatened if patients provide recall ratings in the context of changing
temporal trends. For instance, patients may have relatively stable symptoms (a “flat” trend)
during the baseline assessment of a clinical trial, but may experience improvement (a
“negative” trend) due to the treatment proximal to the post-treatment assessment. If this
happened, then the actual treatment effect could potentially be masked by a concomitant
effect that is due to the shift in temporal trends between the assessment periods. In addition,
if recall ratings contain more “error variance” in the presence of temporal trends, this could
further reduce the statistical power to detect significant change due to treatment. A possible
remedy is to ask patients directly about temporal trends during the recall period in order to
correct the assessments. However, retrospective judgments of change are themselves subject
to recall bias and have been found to be only modestly associated with change derived from
diary assessments [7,45].
The findings must be viewed in the context of several study limitations. The sample
involved women with premenstrual symptoms who may be accustomed to temporal trends
in symptom levels. The results need to be replicated with other medical conditions and in
settings where change is less predictable, most importantly, in response to medical
treatment. Data were collected over the Internet and results may not generalize to other
assessment modalities or to populations without Internet access, though we think this is
unlikely. Additional research is needed to better understand to what extent background
variables such as age, education level, or general mental and physical health impact the
accuracy of recall reports. Furthermore, daily diaries were used to extract temporal trends in
symptoms and served as the standard of comparison to examine the accuracy of 7-day recall.
The use of daily diaries relies on patient memory (thus introducing potential bias), even
though research has shown that information from daily reports corresponds highly with the
average of multiple momentary assessments during the day [46–48]. Finally, our analyses
address only the accuracy of 7-day recall, and the effects of temporal trends may well be
different for longer (e.g., a month) or shorter (e.g., a single day) recall periods.
In conclusion, this study provided evidence that the accuracy of 7-day recall PROs can be
threatened by a “temporal trend” effect. Both positive and negative temporal trends in
symptom intensity during the recall period were associated with poorer agreement (level
differences and correlations) between recall and aggregated daily reports. The findings were
evident for anger, depression, fatigue, and pain intensity, suggesting that they generalize
across various PRO domains. Research is needed to replicate the results in other medical
conditions and to examine the potential impact of this “trend effect” in clinical trials.
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Observed means and estimated linear temporal trends for daily scores in each of the latent
classes. Percentages represent the percent of weeks in each class. The estimated linear trends
intersect approximately on day 4 due to the within-week centering applied to the observed
daily scores.
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Mean level difference between 7-day recall and aggregated daily scores by type of temporal
trend during the recall period. Error bars represent standard errors. Horizontal lines represent
the overall level difference across all temporal trends. Effect sizes represent the level
difference relative to the standard deviation of difference scores. * p < .05; ** p < .05; *** p
< .001.
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Table 1
Demographic characteristics of study participants (n = 95)
Frequency (%)
Age (mean = 36.3, SD = 8.0)
Age categories
 21 – 30 25 (26.3)
 31 – 40 38 (40.0)
 41 – 54 32 (33.7)
Race
 White 70 (73.7)
 African American 12 (12.7)
 Asian 5 (5.3)




 High school 13 (13.7)
 Some college 39 (41.1)
 College graduate 31 (32.6)
 Advanced degree 12 (12.6)
Family incomea
 less than $20,000 9 (9.6)
 $20,000 – 34,999 19 (20.2)
 $35,000 – 49,999 24 (25.5)
 $50,000 – 74,999 20 (21.3)
 $75,000 and higher 22 (23.4)
Note:
a
Income was not reported by one participant.
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Table 2
Fit indices of Latent Class Growth Analyses for daily diary PRO scores
LCGA Model LL AIC BIC Entropy VLMR (df = 3)
Anger
 1-Class −8339.75 16685.50 16697.30 n/a n/a
 2-Class −8267.44 16546.88 16570.47 0.64 144.64*
 3-Class −8224.78 16502.94 16502.94 0.83 85.33**
 4-Class −8216.10 16456.20 16503.38 0.79 17.35ns
Fatigue
 1-Class −8441.77 16889.54 16901.33 n/a n/a
 2-Class −8368.92 16749.84 16773.44 0.89 145.69*
 3-Class −8304.95 16627.90 16663.29 0.89 127.94*
 4-Class −8299.35 16622.70 16669.89 0.86 11.20ns
Depression
 1-Class −7658.53 15323.07 15334.87 n/a n/a
 2-Class −7578.45 15168.91 15192.50 0.79 160.16**
 3-Class −7527.97 15073.94 15109.33 0.86 100.97*
 4-Class −7521.73 15067.47 15114.65 0.87 12.47ns
Pain intensity
 1-Class −3792.73 7591.45 7603.25 n/a n/a
 2-Class −3575.62 7163.25 7186.84 0.92 434.21*
 3-Class −3461.69 6941.38 6976.77 0.90 227.86**
 4-Class −3431.33 6886.66 6933.85 0.86 60.72ns
Note: LCGA = Latent Class Growth Analysis; LL = log likelihood; AIC = Akaike Information Criterion; BIC = Bayesian Information Criterion;
VLMR = Vuong-Lo-Mendell-Rubin likelihood ratio test for K-1 (H0) versus K classes; ns = not significant.
*p < .05;
**p < .01.
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Table 3
Odds ratios of positive and negative temporal trends (versus a “flat” trend) for the pre-menstrual week and the
week of menses when compared to the remaining two study weeks
Positive versus flat trend Negative versus flat trend
95% CI 95% CI
Odds ratio − + Odds ratio − +
Anger
 Pre-menstrual week 5.02*** 2.84 8.89 0.94 0.51 1.71
 Week of menses 1.56 0.78 3.11 2.80*** 1.72 4.56
Fatigue
 Pre-menstrual week 3.22*** 1.76 5.88 1.06 0.62 1.81
 Week of menses 1.23 0.54 2.84 3.01*** 1.84 4.93
Depression
 Pre-menstrual week 6.12*** 3.58 10.46 0.94 0.52 1.69
 Week of menses 0.84 0.35 2.01 1.43 0.87 2.36
Pain intensity
 Pre-menstrual week 3.87*** 2.30 6.54 0.53 0.20 1.18
 Week of menses 1.79 0.89 3.59 6.85*** 3.84 12.22
Note: CI = confidence interval.
***p < .001.
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Table 4
Correlations between 7-day recall and aggregated daily diaries by type of temporal trend during the recall
period
Correlations for each type of temporal trend Difference between correlations
Overall Positive trend Flat trend Negative trend χ2 (df = 2)
Anger .80 .74 .84 .76 3.89
Fatigue .82 .75a .87ab .79b 6.80*
Depression .86 .84 .90a .81a 6.23*
Pain intensity .89 .86a .96ab .83b 17.58***
Note: Row correlations sharing the same subscript are significantly different from each other at p < .05.
*p < .05;
***p < .001.
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