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BENESˇ CONDITION FOR DISCONTINUOUS EXPONENTIAL
MARTINGALE
R. LIPTSER
Abstract. It is known the Girsanov exponent zt, being solution of Doleans-Dade equation
zt = 1 +
R t
0
α(ω, s)dBs generated by Brownian motion Bt and a random process α(ω, t)
with
R t
0
α2(ω, s)ds <∞ a.s., is the martingale provided that the Benesˇ condition
|α(ω, t)|2 ≤ const.
ˆ
1 + sup
s∈[0,t]
B
2
s
˜
, ∀ t > 0,
holds true. In this paper, we show Bt can be replaced by by a homogeneous purely
discontinuous square integrable martingale Mt with independent increments and paths
from the Skorokhod space D[0,∞) having positive jumps △Mt with E
P
s∈[0,t](△Ms)
3 <∞.
A function α(ω, t) is assumed to be nonnegative and predictable. Under this setting zt is
the martingale provided that
α
2(ω, t) ≤ const.
ˆ
1 + sup
s∈[0,t]
M
2
s−
˜
, ∀ t > 0.
The method of proof differs from the original Benesˇ one and is compatible for both setting
with Bt and Mt.
1. Introduction and main result
1.1. Setting of problem. A classical Girsanov’s exponent
zt = exp
(∫ t
0
α(ω, s)dBs −
1
2
∫ t
0
α2(ω, s)ds
)
,
with Brownian motion Bt and adapted random process α(ω, t) having
∫ t
0 α(ω, s)ds < ∞,
forms a positive local martingale (and supermartingale too) with Ezt ≤ 1. If
Ezt ≡ 1, (1.1)
the random process zt is a martingale. In order (1.1) to have, Girsanov in [2] used bounded
function α(ω, t) and suggested a conjecture that (1.1) will be valid if α2(ω, t) ≈ B2t . Among
conditions guaranteing (1.1) (see, e.g. Novikov [10], Kazamaki [6], the latest Krylov [7],
etc), we distinguish the Benesˇ statement: for any T > 0,
“|α(ω, t)|2 ≤ const.
[
1 + sup
s∈[0,t]
B2s
]
t∈[0,T ]
”⇒ “EzT = 1”, (1.2)
which is derived in [1] with the help of Kazamaki [6] (see also Karatzas and Shreve [5],
”Ustu¨nel and Zakai [11]).
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The aim of this paper is to “replace” the Brownian motion Bt by a homogeneous purely
discontinuous square integrable martingale Mt with independent increments and obtain an
implication similar to (1.2). Unfortunately, a method of proof of (1.2) with Mt instead of
Bt is not applicable since, for example, results of Kazamaki, Novikov, and Krylov related
to martingale Mt do not exist.
1.2. New approach to Benesˇ result. We propose a new approach for the proof of (1.2)
which is compatible with Bt and Mt. Its application to a discontinuous martingale is more
involved than to classical case with Brownian motion. So, to make our approach at most
transparent we give a sketch of the proof of (1.2) step by step.
(1) It is well known zt is the unique solution of Dole´ans-Dade equation
zt = 1 +
∫ t
0
zsα(ω, s)dBs. (1.3)
Set σn = inf
{
t :
[
1 + sups∈[0,t]B
2
s
]
≥ n
}
, Bnt = Bt∧σn and z
n
t = zt∧σn . Then
z
n
t = 1 +
∫ t
0
z
n
s I{σn≥s}α(ω, s)dBs.
Evidently, I{σn≥s}α
2(ω, s) ≤ const.n. Consequently, Eznt ≡ 1.
(2) In order to prove Ezt = 1 for any t ∈ [0, T ], it suffices to show the family {z
n
T }n→∞
is uniformly integrable. With chosen σn, we have Ez
n
T = 1. Let us introduce a probability
measure P˜nT ≪ P with dP˜
n
T = z
n
TdP and denote by E˜
n
T the expectation symbol of P˜
n
T .
Following Hitsuda [4], the uniform integrability of {znT }n→∞ is verified with a convex
function
ψ(x) = x log(x) + 1− x, x ≥ 0 (1.4)
due to the Valle´e-Poussin’s criteria since limx→∞
ψ(x)
x = ∞. Namely, we have to show that
supn Eψ(z
n
T ) < ∞. A verification of this condition is inconvenient. However if Eψ(z
n
T ) < ∞
a direct computation shows Eψ(znT ) = E˜
n
T log
(
z
n
T
)
.
(3) the Girsanov theorem, a random process (B˜nt )t∈[0,T ] with
B˜nt = B
n
t −
∫ t
0
I{σn≥s}α(ω, s)ds (1.5)
is P˜nT -martingale with the predictable quadratic variation 〈B˜
n〉t = 〈B
n〉t ≡ t∧σn. Therefore,
by using (1.5), we obtain
log(znt )
ePn
T=
∫ t
0
I{σn≥s}α(ω, s)dB˜
n
s +
1
2
∫ t
0
I{σn≥s}α
2(ω, s)ds.
Since I{σn≥s}α
2(ω, s) is bounded, we have E˜nT
∫ T
0 I{σn≥s}α
2(ω, s)ds ≤ cn with a constant cn
depending on n. Hence, E˜nT
∫ t
0 I{σn≥s}α(ω, s)dB˜
n
s = 0.
Therefore and in view of I{σn≥s}α
2(ω, s)ds ≤ const.[1 + sups′∈[0,s∧σn] |B
n
s′ |
2],
E˜
n
T log(z
n
T ) = E˜
n
T
∫ T
0
I{σn≥s}α
2(ω, s)ds ≤ const.
[
1 + E˜nT sup
s′∈[0,T∧σn]
|Bns′ |
2
]
.
3(4) Now, the proof is reduced to supn E˜
n
T sups′∈[0,T∧σn] |B
n
s′ |
2 <∞.
Denote V nt := E˜
n
T sups′∈[0,t∧σn] |B
n
s′ |
2. In view of (1.5),
V nt ≤ 2E˜
n
T
(∫ t
0
I{σn≥s}|α(ω, s)|ds
)2
+ 2E˜nT
(
sup
s′∈[0,t∧σn]
|B˜ns′ |
)2
.
By the Doob maximal inequality, E˜nT
(
sup
s′∈[0,t∧σn]
|B˜ns′ |
)2
≤ 4E˜nT |B˜
n
t∧σn |
2 = 4E˜nT |(t ∧ σn) ≤ 4T,
while by the Cauchy-Schwarz inequality
E˜
n
T
( ∫ t
0
I{σn≥s}|α(ω, s)|ds
)2
≤ E˜nT
∫ t
0
I{σn≥s}α
2(ω, s)ds ≤ r
[
1 +
∫ t
0
V ns
]
.
Finally, combining these estimates, we obtain an integral inequality (with the constant r
independent of n):
V nt ≤ r
[
1 +
∫ t
0
V ns ds
]
.
Thus, V nT ≤ re
Tr.
1.3. Formulation of main result. Let us explain how Brownian Bt might be replaced by
a purely discontinuous martingale Mt. A simplest way is to replace Bt by Mt in the the
Dole´ans-Dade equation (1.3), that is,
zt = 1 +
∫ t
0
zs−α(ω, s)dMs,
where zs− = lim
s′↑s
z
′
s, and adapted process α(ω, t) is replaced by its predictable version. The
square integrable martingale Mt has paths the Skorokhod space D[0,∞). Denote 〈M〉t the
predictable quadratic variation of Mt and Mt− = limt′↑tMt′ .
We assume
∫ t
0 α
2(ω, s)d〈M〉s < ∞. A positiveness of zt is warranted by assumptions
α(ω, t) ≥ 0 and
(
Mt −Mt−
)
I{Mt 6=Mt−} > 0.
We choose Mt in a form of Itoˆ’s integral
Mt =
∫ t
0
∫
R+
z
[
µ(ds, dz)− ν(ds, dz)
]
relative to, so called, martingale difference “µ − ν”, where µ(dt, dz) is the integer-valued
measure µ = µ(dt, dz) associated with a jump process △Mt =Mt−Mt− ofMt and ν(dt, dz)
is a compensator of µ(dt, dz). In order to have the above-mentioned properties of Mt, we
choose a deterministic compensator
ν(dt, dz) = K(dz)dt
with a measure K(dz) supported on R+ and
∫
R+
z2K(dz) <∞. In particular, then,
〈M〉t ≡ EM
2
t ≡
∫ t
0
z2K(dz)ds.
Our main result is formulated in
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Theorem 1.1. Assume
∫
R+
z3K(dz) <∞. Then for any T > 0 (comp. (1.2))
“|α(ω, t)|2 ≤ const.
[
1 + sup
s∈[0,t]
M2s−
]
t∈[0,T ]
”⇒ “EzT = 1”,
The method of proof is similar to one given in Section (1.2)
2. The proof of Theorem 1.1
2.1. Preliminaries. We begin with recalling necessary notions (for more details, see e.g.
[8] or [3]). Along this paper a filtered probability space (Ω,F , (Ft)t∈[0,∞),P) with “general
conditions” is fixed and all random objects are defined on it. P denotes predictable σ-
algebra relative to (Ft)t∈[0,∞) and B+ is the Borel σ-algebra on R+.
Henceforth, r denotes a generic constant taking different values at different appearances
and is independent of a number n involved in the text.
We begin with know implication:
“α(ω, t) ≤ r”⇒ “Ezt ≡ 1”. (2.1)
Set τn = inf{t : zt− ≥ n} and notice z(t∧τn)− ≤ n. Then z
n
t := zt∧τn solves the Doleans-
Dade equation
z
n
t = 1 +
∫ t
0
z
n
s−I{τn≥s}α(ω, s)dMs. (2.2)
A boundedness of I{τn≥s}z
n
s−α(ω, s) guarantees the process z
n
t is the square integrable mar-
tingale and E(znt )
2 = 1 + E
∫ t
0
(
I{τn≥s}z
n
s−α(ω, s)
)2
d〈M〉sds ≤ 1 + r
∫ t
0 E(z
n
s )
2ds. Then, a
function V nt = E(z
n
t )
2 solves the integral inequality: V nt ≤ 1+r
∫ t
0 V
n
s ds. So, by the Bellman-
Gronwall inequality, V nt ≤ e
rt, that is, supn E(z
n
t )
2 ≤ ert. Therefore, by the Valle´e-Poussin’s
criteria, the family {znt )}n→∞ is uniformly integrable. So, not only limn→∞ z
n
t = zt but also
Ezt = limn→∞ Ez
n
t ≡ 1.
2.2. zn
t
approximation of zt. Change of probability measure.
Lemma 2.1. Let σn = inf
{
t :
[
1 + sups∈[0,t]M
2
s−
]
≥ n
}
and znt = zt∧σn . Then Ez
n
t ≡ 1.
Proof. We use (2.2) with τn replaced by σn:
z
n
t = 1 +
∫ t
0
I{σn≥s}z
n
s−α(ω, s)dMs. (2.3)
Since
[
1 + sup
s∈[0,t∧σn]
M2s−
]
≤ n and, then, I{σn≥t}|α(ω, t)|
2 ≤ rI{σn≥t}
[
1 + sup
s∈[0,t]
M2s−
]
≤ rn,
it remains to apply (2.1). 
Let T > 0 be fixed. By Lemma 2.1 EznT = 1. As in Section 1.2, we have to show the
family {znT }n→∞ is uniformly integrable. So, we intend to to verify supn Eψ(z
n
t ) < ∞ with
the function ψ(x) defined in (1.4).
Repeating arguments from Section 1.2, we introduce a probability measure P˜nT ≪ P with
dP˜nT = z
n
TdP (E˜
n
T denotes the expectation symbol of P˜
n
T ). SetM
n
t =Mt∧σn and rewrite (2.3)
in equivalent form
z
n
t = 1 +
∫ t
0
I{σn≥s}z
n
s−α(ω, s)dM
n
s . (2.4)
5The random process (Mnt )t∈[0,T ] is P - square integrable martingale. Since P˜
n
T ≪ P, the
process (Mnt )t∈[0,T ] is P˜
n
T -semimartingale obeying the unique decomposition M
n
t = A
n
t +M˜
n
t
with predictable drift Ant and local martingale M˜
n
t (see, e.g. [8], Ch.4, §5, Theorem 2).
Denote ν˜nT (dt, dz) a compensator of µ(dt, dz) relative to P˜
n
T .
Lemma 2.2.
1. ν˜nT (ds, dz) = I{σn≥s}
(
1 + α(ω, s)z)K(dz)ds
2. M˜nt =M
n
t −A
n
t is square integrable martingale with
〈M˜n〉t =
∫ t
0
∫
R+
z2I{σn≥s}
(
1 + α(ω, s)z)K(dz)ds (2.5)
3. Ant =
∫ t
0
∫
R+
I{σn≥s}α(ω, s)z
2K(dz)ds
Proof. 1. Below, we will use a formula
z
n
s
zns−
I{σn≥s} = I{σn≥s}
(
1 + α(ω, s)△Mns )
readily derived from (2.4). Let u(ω, t, z) be bounded and P ⊗B(R+)-measurable function
vanishing in a vicinity of {0}. Write
E˜
n
T
∫ T
0
∫
R+
I{σn≥s}u(ω, s, z)µ(dt, dz)
= EznT
∫ T
0
∫
R+
I{σn≥s}u(ω, s, z)µ(dt, dz)
= E
∫ T
0
∫
R+
z
n
s I{σn≥s}u(ω, s, z)µ(dt, dz)
= E
∫ T
0
∫
R+
z
n
s−
z
n
s
zns−
I{σn≥s}u(ω, s, z)µ(dt, dz)
= E
∫ T
0
∫
R+
z
n
s−[1 + α(ω, s)△M
n
s ]I{σn≥s}u(ω, s, z)µ(dt, dz)
= E
∫ T
0
∫
R+
z
n
s−I{σn≥s}
[
1 + α(ω, s)z]u(ω, s, z)µ(ds, dz)
= E
∫ T
0
∫
R+
z
n
s−I{σn≥s}
[
1 + α(ω, s)z]u(ω, s, z)K(dz)ds
= EznT
∫ T
0
∫
R+
I{σn≥s}
[
1 + α(ω, s)z]u(ω, s, z)K(dz)ds
= E˜nT
∫ T
0
∫
R+
I{σn≥s}
[
1 + α(ω, s)z]u(ω, s, z)K(dz)ds.
The desired result follows by arbitrariness of u(ω, t, z) .
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2.+3. Recall
∫
R+
(z2 ∨ z3)K(dz) <∞. Hence E˜nT
∫ T
0
∫
R+
z2ν˜n(ds, dz) <∞. Therefore
M̂nt =
∫ t
0
∫
R+
zI{σn≥s}[µ(ds, dz) − ν˜
n
T (ds, dz)
is P˜nT -square integrable martingale with predictable quadratic variation process
〈M̂n〉t =
∫ t
0
∫
R+
z2I{σn≥s}
(
1 + α(ω, s)z)K(dz)ds. (2.6)
On the other hand,
Mnt − M̂
n
t =
∫ t
0
∫
R+
I{σn≥s}z[ν˜
n
T (ds, dz) −K(dz)]ds
=
∫ t
0
∫
R+
I{σn≥s}z
2α(ω, s)K(dz)ds =: Ant ,
where Ant is well defined predictable process.
Consequently, M˜nt ≡ M̂
n
t in view of the unique semimartingale decomposition with the
predictable drift. 
2.3. Upper bound of Eψ(zn
T
). Following the main idea of Section 1.2, we have to show
the family {znT }n→∞ is uniformly integrable. To this end, we have to prove supn Eψ(z
n
T ) <∞
for the function ψ(x) = x log(x) + 1− x, x ≥ 0. We show first
E˜
n
T log(z
n
T ) <∞
and, then, use an obvious identity Eψ(znT ) = E˜
n
T log(z
n
T ).
Lemma 2.3.
E˜
n
T log(z
n
T ) ≤ E˜
n
T
∫ T
0
∫
R+
I{σn≥s}z
2α2(ω, s)K(dz)ds ≤ r
[
1 + E˜nT sup
s∈[0,T∧σn]
(Mns−)
2
]
.
Proof. It is well known (see e.g. [8], Ch. 2, §4), the Doleans-Dade equation (2.4) obeys the
unique solution
z
n
t = exp
(∫ t
0
∫ t
0
I{σn≥s}α(ω, s)dM
n
s
+
∑
s∈[0,t∧σn]
log
{[
1 + α(ω, s)△Mns
]
− α(ω, s)△Mns
})
.
Recall α(ω, s)△Mns ≥ 0. Then log[1 + α(ω, s)△M
n
s ] − α(ω, s)△M
N
s ≤ 0 and, therefore,
log
(
z
n
t ) ≤
∫ t
0 I{σn≥s}α(ω, s)dM
n
s . So, by Lemma 2.2,
log
(
z
n
T ) ≤
∫ T
0
I{σn≥s}α(ω, s)dA
n
s +
∫ T
0
I{σn≥s}α(ω, s)dM˜
n
s .
7The process M˜nt is square integrable martingale with 〈M˜
n〉T defined in (2.5). Therefore, the
Itoˆ integral
∫ t
0 I{σn≥s}α(ω, s)dM˜
n
s is also the square integrable martingale with the quadratic
variation
QV :=
∫ T
0
∫
R+
z2I{σn≥s}α
2(ω, s)
[
1 + α(ω, s)z]K(dz)ds.
Let us show that QV is bounded by a constant depending on n. Since
∫
R+
(z2∨z3)K(dz) ≤ r,
QV ≤ r
∫ T
0
I{σn≥s}[1 + α
3(ω, s)]ds ≤ rT + r
∫ T
0
I{σn≥s}α
3(ω, s)ds.
Further,
I{σn≥s}α
3(ω, s) = [I{σn≥s}α
2(ω, s)]3/2 ≤ r
[
1 + sup
s′∈[0,s∧σn]
M2s′−
]3/2
≤ rn3/2,
that is, QV ≤ rT [1 + n3/2].
Hence, E˜nT
∫ T
0 I{σn≥s}α(ω, s)dM˜
n
s = 0 and E˜
n
T log
(
z
n
T ) ≤ E˜
n
∫ T
0 I{σn≥s}α(ω, s)dA
n
s . So, it
remains to recall the formula of Ant (see Lemma 2.2), and
∫
R+
z2K(dz), and
I{σn≥s}α
2(ω, s) = I{σn≥s}α
2(ω, s) ≤ r
[
1 + sup
s′∈[0,s∧σn]
M2s′−
]
.

2.4. Final step of the proof. Now, we are in the position to compute E˜nT sup
s∈[0,T ]
|Mns |
2.
The use of Mnt = A
n
t + M˜
n
t implies E˜
n
T sup
t′∈[0,t]
|Mnt′ |
2 ≤ 2E˜nT sup
t′∈[0,t]
|Ant′ |
2 + 2E˜nT sup
t′∈[0,t]
|M˜nt′ |
2.
In view of statement 3. of Lemma 2.2 Ant =
∫
R+
z2K(dz)
∫ t
0 I{σn≥s}α(ω, s)ds. So, by
applying the Cauchy-Schwarz inequality we obtain
E˜
n
T sup
t′∈[0,t]
|Ant′ |
2 ≤ rE˜nT
∫ t
0
I{σn≥s}α
2(ω, s)ds. (2.7)
Further, by the Doob maximal inequality and (2.6) we find that
E˜
n
T sup
t′∈[0,t]
|M˜nt′ |
2 ≤ 4E˜nT 〈M˜
n〉t = 4E˜
n
T
∫ t
0
∫
R+
z2I{σn≥s}
(
1 + α(ω, s)z)K(dz)ds
≤ rE˜nT
∫ t
0
I{σn≥s}
[
1 + α(ω, s)
]
ds ≤ rE˜nT
∫ t
0
I{σn≥s}
[
1 + α2(ω, s)
]
ds (2.8)
Now, a combination of (2.7), and (2.8) provides: for any t ≤ T ,
E˜
n
T sup
t′∈[0,t]
|Mnt′ |
2 ≤ rE˜nT
∫ t
0
[1 + α2(ω, s)]ds ≤ rE˜nT
∫ t
0
[
1 + sup
s′∈[0,s]
|Mns′ |
2
]
ds.
Hence, the function V nt := supn E˜
n
T sups∈[0,t] |M
n
s |
2 solves an integral inequality:
“V nt ≤ r
(
1 +
∫ t
0
V ns ds
)
”⇒ “V nT ≤ re
rT ”.
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