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Singular phenomena in nonlinear elliptic problems
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Abstract. In this survey we report on some recent results related to various singular phenomena
arising in the study of some classes of nonlinear elliptic equations. We establish qualitative results on the
existence, nonexistence or the uniqueness of solutions and we focus on the following types of problems:
(i) blow-up boundary solutions of logistic equations; (ii) Lane-Emden-Fowler equations with singular non-
linearities and subquadratic convection term. We study the combined effects of various terms involved in
these problems: sublinear or superlinear nonlinearities, singular nonlinear terms, convection nonlinearities,
as well as sign-changing potentials. We also take into account bifurcation nonlinear problems and we es-
tablish the precise rate decay of the solution in some concrete situations. Our approach combines standard
techniques based on the maximum principle with non-standard arguments, such as the Karamata regular
variation theory.
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1 Motivation and Previous Results
Let Ω be a bounded domain with smooth boundary in RN , N ≥ 2. We are concerned in this
paper with the following types of stationary singular problems:
I. The logistic equation 

∆u = Φ(x, u,∇u) in Ω,
u > 0 in Ω,
u = +∞ on ∂Ω.
(1.1)
∗The author is partially supported by Grant CEEX 05-D11-36 Analysis and Control of Differential Systems.
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II. The Lane-Emden-Fowler equation

−∆u = Ψ(x, u,∇u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(1.2)
where Φ is a smooth nonlinear function, while Ψ has one or more singularities. The solutions of
(1.1) are called large (or blow-up) solutions.
In this work we focus on Problems (1.1) and (1.2) and we establish several recent contributions
in the study of these equations. In order to illustrate the link between these problems, consider
the most natural case where Φ(u,∇u) = up, where p > 1. Then the function v = u−1 satisfies
(1.2) for Ψ(u,∇v) = v2−p − 2v−1 |∇v|2.
The study of large solutions has been initiated in 1916 by Bieberbach [12] for the particular
case Φ(x, u,∇u) = exp(u) and N = 2. He showed that there exists a unique solution of (1.1) such
that u(x)− log(d(x)−2) is bounded as x→ ∂Ω, where d(x) := dist (x, ∂Ω). Problems of this type
arise in Riemannian geometry: if a Riemannian metric of the form |ds|2 = exp(2u(x))|dx|2 has
constant Gaussian curvature −c2 then ∆u = c2 exp(2u). Motivated by a problem in mathematical
physics, Rademacher [82] continued the study of Bieberbach on smooth bounded domains in
R
3. Lazer and McKenna [69] extended the results of Bieberbach and Rademacher for bounded
domains in RN satisfying a uniform external sphere condition and for nonlinearities Φ(x, u,∇u) =
b(x) exp(u), where b is continuous and strictly positive on Ω. Let Φ(x, u,∇u) = f(u) where
f ∈ C1[0,∞), f ′(s) ≥ 0 for s ≥ 0, f(0) = 0 and f(s) > 0 for s > 0. In this case, Keller [63] and
Osserman [79] proved that large solutions of (1.1) exist if and only if
∫ ∞
1
dt√
F (t)
<∞, where F (t) =
∫ t
0
f(s) ds.
In a celebrated paper, Loewner and Nirenberg [73] linked the uniqueness of the blow-up solution
to the growth rate at the boundary. Motivated by certain geometric problems, they established
the uniqueness for the case f(u) = u(N+2)/(N−2), N > 2. Bandle and Marcus [8] give results
on asymptotic behaviour and uniqueness of the large solution for more general nonlinearities
including f(u) = up for any p > 1. We refer to Bandle [5], Bandle and M. Esse`n [6], Bandle and
Marcus [9], Du and Huang [40], Garc´ia-Melia´n, Letelier-Albornoz, and Sabina de Lis [44], Lazer
and McKenna [70], Le Gall [71], Marcus and Ve´ron [75, 76], Ratto, Rigoli and Ve´ron [83] and the
references therein for several results on large solutions extended to N -dimensional domains and
for other classes of nonlinearities.
Singular problems like (1.2) have been intensively studied in the last decades. Stationary
problems involving singular nonlinearities, as well as the associated evolution equations, describe
naturally several physical phenomena. At our best knowledge, the first study in this direction
is due to Fulks and Maybee [42], who proved existence and uniqueness results by using a fixed
2
point argument; moreover, they showed that solutions of the associated parabolic problem tend
to the unique solution of the corresponding elliptic equation. A different approach (see Coclite
and Palimieri [34], Crandall, Rabinowitz, and Tartar [35], Stuart [88]) consists in approximating
the singular equation with a regular problem, where the standard techniques (e.g., monotonicity
methods) can be applied and then passing to the limit to obtain the solution of the original
equation. Nonlinear singular boundary value problems arise in the context of chemical hetero-
geneous catalysts and chemical catalyst kinetics, in the theory of heat conduction in electrically
conducting materials, singular minimal surfaces, as well as in the study of non-Newtonian fluids,
boundary layer phenomena for viscous fluids (we refer for more details to Caffarelli, Hardt, and
L. Simon [16], Callegari and Nachman [17, 18], Di´az [38], Di´az, Morel, and Oswald [39] and the
more recent papers by Haitao [58], Herna´ndez, Mancebo, and Vega [59, 60], Meadows [77], Shi
and Yao [86, 87]). We also point out that, due to the meaning of the unknowns (concentrations,
populations, etc.), only the positive solutions are relevant in most cases. For instance, problems
of this type characterize some reaction-diffusion processes where u ≥ 0 is viewed as the density of
a reactant and the region where u = 0 is called the dead core, where no reaction takes place (see
Aris [4] for the study of a single, irreversible steady-state reaction). Nonlinear singular elliptic
equations are also encountered in glacial advance, in transport of coal slurries down conveyor
belts and in several other geophysical and industrial contents (see Callegari and Nachman [18]
for the case of the incompressible flow of a uniform stream past a semi-infinite flat plate at zero
incidence).
In [35], Crandall, Rabinowitz and Tartar established that the boundary value problem


−∆u− u−α = −u in Ω,
u > 0 in Ω,
u = 0 on ∂Ω
has a solution, for any α > 0. The importance of the linear and nonlinear terms is crucial for the
existence of solutions. For instance, Coclite and Palmieri studied in [34] the problem


−∆u− u−α = λup in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(1.3)
where λ ≥ 0 and α, p ∈ (0, 1). In [34] it is proved that problem (1.3) has at least one solution for
all λ ≥ 0 and 0 < p < 1. Moreover, if p ≥ 1, then there exists λ∗ such that problem (1.3) has a
solution for λ ∈ [0, λ∗) and no solution for λ > λ∗. In [34] it is also proved a related non–existence
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result. More exactly, the problem

−∆u+ u−α = u in Ω,
u > 0 in Ω,
u = 0 on ∂Ω
has no solution, provided that 0 < α < 1 and λ1 ≥ 1 (that is, if Ω is “small”), where λ1 denotes
the first eigenvalue of (−∆) in H10 (Ω).
Problems related to multiplicity and uniqueness become difficult even in simple cases. Shi
and Yao studied in [86] the existence of radial symmetric solutions of the problem

∆u+ λ(up − u−α) = 0 in B1,
u > 0 in B1,
u = 0 on ∂B1,
where α > 0, 0 < p < 1, λ > 0, and B1 is the unit ball in R
N . Using a bifurcation theorem of
Crandall and Rabinowitz, it has been shown in [86] that there exists λ1 > λ0 > 0 such that the
above problem has no solutions for λ < λ0, exactly one solution for λ = λ0 or λ > λ1, and two
solutions for λ0 < λ ≤ λ1.
The author’s interest for the study of singular problems is motivated by several stimulating
discussions with Professor Haim Brezis in Spring 2001. I would like to use this opportunity to
thank once again Professor Brezis for his constant scientific support during the years.
This work is organized as follows. Sections 2–5 are mainly devoted to the study of blow-up
boundary solutions of logistic type equations with absorption. In the second part of this work
(Sections 6–8), in connection with the previous results, we are concerned with the study of the
Dirichlet boundary value problem for the singular Lane-Emden-Fowler equation. Our framework
includes the presence of a convection term.
2 Large solutions of elliptic equations with absorption and sub-
quadratic convection term
Consider the problem 

∆u+ q(x)|∇u|a = p(x)f(u) in Ω ,
u ≥ 0, u 6≡ 0 in Ω ,
(2.4)
where Ω ⊂ RN (N ≥ 3) is a smooth domain (bounded or possibly unbounded) with compact
(possibly empty) boundary. We assume that a ≤ 2 is a positive real number, p, q are non-
negative function such that p 6≡ 0, p, q ∈ C0,α(Ω) if Ω is bounded, and p, q ∈ C0,αloc (Ω), otherwise.
Throughout this section we assume that the nonlinearity f fulfills the following conditions
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(f1) f ∈ C1[0,∞), f ′ ≥ 0, f(0) = 0 and f > 0 on (0,∞).
(f2)
∞∫
1
[F (t)]−1/2 dt <∞ , where F (t) =
t∫
0
f(s) ds.
(f3)
F (t)
f2/a(t)
→ 0 as t→∞.
Cf. Ve´ron [91], f is called an absorption term. The above conditions hold provided that
f(t) = tk, k > 1 and 0 < a < 2rr+1(< 2), or f(t) = e
t − 1, or f(t) = et − t and a < 2. We observe
that by (f1) and (f3) it follows that f/F a/2 ≥ β > 0 for t large enough, that is, (F 1−a/2)′ ≥ β > 0
for t large enough which yields 0 < a ≤ 2. We also deduce that conditions (f2) and (f3) imply
∞∫
1
f−1/a(t)dt <∞ .
We are mainly interested in finding properties of large (explosive) solutions of (2.4), that is
solutions u satisfying u(x) → ∞ as dist (x, ∂Ω) → 0 (if Ω 6≡ RN ), or u(x) → ∞ as |x| → ∞ (if
Ω = RN ). In the latter case the solution is called an entire large (explosive) solution.
Problems of this type appear in stochastic control theory and have been first study by Lasry
and Lions [67]. The corresponding parabolic equation was considered in Quittner [81] and in
Galaktionov and Va´zquez [43]. In terms of the dynamic programming approach, an explosive
solution of (2.4) corresponds to a value function (or Bellman function) associated to an infinite
exit cost (see Lasry and Lions [67]).
Bandle and Giarrusso [7] studied the existence of a large solution of problem (2.4) in the case
p ≡ 1, q ≡ 1 and Ω bounded. Lair and Wood [66] studied the sublinear case corresponding to
p ≡ 1, while Cıˆrstea and Ra˘dulescu [24] proved the existence of large solutions to (2.4) in the
case q ≡ 0.
As observed by Bandle and Giarrusso [7], the simplest case is a = 2, which can be reduced to
a problem without gradient term. Indeed, if u is a solution of (2.4) for q ≡ 1, then the function
v = eu (Gelfand transformation) satisfies

∆v = p(x)vf(ln v) in Ω ,
v(x)→ +∞ if dist (x, ∂Ω)→ 0.
We shall therefore mainly consider the case where 0 < a < 2.
The main results in this Section are due to Ghergu, Niculescu, and Ra˘dulescu [45]. These
results generalize those obtained by Cıˆrstea and Ra˘dulescu [24] in the case of the presence of a
convection (gradient) term.
Our first result concerns the existence of a large solution to problem (2.4) when Ω is bounded.
Theorem 2.1. Suppose that Ω is bounded and assume that p satisfies
(p1) for every x0 ∈ Ω with p(x0) = 0, there exists a domain Ω0 ∋ x0 such that Ω0 ⊂ Ω and p > 0
on ∂Ω0.
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Then problem (2.4) has a positive large solution.
A crucial role in the proof of the above result is played by the following auxiliary result (see
Ghergu, Niculescu, and Ra˘dulescu [45]).
Lemma 2.2. Let Ω be a bounded domain. Assume that p, q ∈ C0,α(Ω) are non-negative functions,
0 < a < 2 is a real number, f satisfies (f1) and g : ∂Ω→ (0,∞) is continuous. Then the boundary
value problem 

∆u+ q(x)|∇u|a = p(x)f(u), in Ω
u = g, on ∂Ω
u ≥ 0, u 6≡ 0, in Ω
(2.5)
has a classical solution. If p is positive, then the solution is unique.
Sketch of the proof of Theorem 2.1. By Lemma 2.2, the boundary value problem

∆vn + q(x)|∇vn|
a =
(
p(x) +
1
n
)
f(vn), in Ω
vn = n, on ∂Ω
vn ≥ 0, vn 6≡ 0, in Ω
has a unique positive solution, for any n ≥ 1. Next, by the maximum principle, the sequence (vn)
is non-decreasing and is bounded from below in Ω by a positive function.
To conclude the proof, it is sufficient to show that
(a) for all x0 ∈ Ω there exists an open set O ⊂⊂ Ω which contains x0 and M0 = M0(x0) > 0
such that vn ≤M0 in O for all n ≥ 1
(b) limx→∂Ω v(x) =∞, where v(x) = limn→∞ vn(x).
We observe that the statement (a) shows that the sequence (vn) is uniformly bounded on
every compact subset of Ω. Standard elliptic regularity arguments (see Gilbarg and Trudinger
[55]) show that v is a solution of problem (2.4). Then, by (b), it follows that v is a large solution
of problem (2.4).
To prove (a) we distinguish two cases :
Case p(x0) > 0. By the continuity of p, there exists a ball B = B(x0, r) ⊂⊂ Ω such that
m0 := min {p(x); x ∈ B} > 0.
Let w be a positive solution of the problem

∆w + q(x)|∇w|a = m0f(w), in B
w(x)→∞, as x→ ∂B.
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The existence of w follows by considering the problem

∆wn + q(x)|∇wn|
a = m0f(wn), in B
wn = n, on ∂B.
The maximum principle implies wn ≤ wn+1 ≤ θ, where

∆θ + ‖q‖L∞ |∇θ|
a = m0f(θ), in B
θ(x)→∞, as x→ ∂B.
Standard arguments show that vn ≤ w in B. Furthermore, w is bounded in B(x0, r/2).
Setting M0 = sup
O
w, where O = B(x0, r/2), we obtain (a).
Case p(x0) = 0. Our hypothesis (p1) and the boundedness of Ω imply the existence of a domain
O ⊂⊂ Ω which contains x0 such that p > 0 on ∂O. The above case shows that for any x ∈ ∂O
there exist a ball B(x, rx) strictly contained in Ω and a constant Mx > 0 such that vn ≤ Mx on
B(x, rx/2), for any n ≥ 1. Since ∂O is compact, it follows that it may be covered by a finite
number of such balls, say B(xi, rxi/2), i = 1, · · · , k0. Setting M0 = max {Mx1 , · · · ,Mxk0} we
have vn ≤M0 on ∂O, for any n ≥ 1. Applying the maximum principle we obtain vn ≤M0 in O
and (a) follows.
Let z be the unique function satisfying −∆z = p(x) in Ω and z = 0, on ∂Ω. Moreover, by the
maximum principle, we have z > 0 in Ω. We first observe that for proving (b) it is sufficient to
show that
∞∫
v(x)
dt
f(t)
≤ z(x) for any x ∈ Ω. (2.6)
By [24, Lemma 1], the left hand-side of (2.6) is well defined in Ω. We choose R > 0 so that
Ω ⊂ B(0, R) and fix ε > 0. Since vn = n on ∂Ω, let n1 = n1(ε) be such that
n1 >
1
ε(N − 3)(1 +R2)−1/2 + 3ε(1 +R2)−5/2
, (2.7)
and
∞∫
vn(x)
dt
f(t)
≤ z(x) + ε(1 + |x|2)−1/2 ∀ x ∈ ∂Ω ,∀ n ≥ n1 . (2.8)
In order to prove (2.6), it is enough to show that
∞∫
vn(x)
dt
f(t)
≤ z(x) + ε(1 + |x|2)−1/2 ∀ x ∈ Ω , ∀n ≥ n1. (2.9)
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Indeed, taking n → ∞ in (2.9) we deduce (2.6), since ε > 0 is arbitrarily chosen. Assume now,
by contradiction, that (2.9) fails. Then
max
x∈Ω


∞∫
vn(x)
dt
f(t)
− z(x)− ε(1 + |x|2)−1/2

 > 0.
Using (2.8) we see that the point where the maximum is achieved must lie in Ω. A straightforward
computation shows that at this point, say x0, we have
0 ≥ ∆


∞∫
vn(x)
dt
f(t)
− z(x)− ε(1 + |x|2)−1/2


|x=x0
> 0.
This contradiction shows that inequality (2.8) holds and the proof of Theorem 1 is complete.
Similar arguments based on the maximum principle and the approximation of large balls
B(0, n) imply the following existence result.
Theorem 2.3. Assume that Ω = RN and that problem (2.4) has at least one solution. Suppose
that p satisfies the condition
(p1)′ There exists a sequence of smooth bounded domains (Ωn)n≥1 such that Ωn ⊂ Ωn+1, R
N =
∪∞n=1Ωn, and (p1) holds in Ωn, for any n ≥ 1.
Then there exists a classical solution U of (2.4) which is a maximal solution if p is positive.
Assume that p verifies the additional condition
(p2)
∞∫
0
rΦ(r) dr <∞ , where Φ(r) = max {p(x) : |x| = r}.
Then U is an entire large solution of (2.4).
We now consider the case in which Ω 6= RN and Ω is unbounded. We say that a large solution
u of (2.4) is regular if u tends to zero at infinity. In [74, Theorem 3.1] Marcus proved for this case
(and if q = 0) the existence of regular large solutions to problem (2.4) by assuming that there
exist γ > 1 and β > 0 such that
lim inf
t→0
f(t)t−γ > 0 and lim inf
|x|→∞
p(x)|x|β > 0.
The large solution constructed in Marcus [74] is the smallest large solution of problem (2.4). In
the next result we show that problem (2.4) admits a maximal classical solution U and that U
blows-up at infinity if Ω = RN \B(0, R).
Theorem 2.4. Suppose that Ω 6= RN is unbounded and that problem (2.4) has at least a solution.
Assume that p satisfies condition (p1)′ in Ω. Then there exists a classical solution U of problem
(2.4) which is maximal solution if p is positive.
If Ω = RN \B(0, R) and p satisfies the additional condition (p2), with Φ(r) = 0 for r ∈ [0, R],
then the solution U of (2.4) is a large solution that blows-up at infinity.
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We refer to Ghergu, Niculescu and Ra˘dulescu [45] for complete proofs of Theorems 2.3 and
2.4.
A useful observation is given in the following
Remark 1. Assume that p ∈ C(RN ) is a non-negative and non-trivial function which satisfies
(p2). Let f be a function satisfying assumption (f1). Then condition
∞∫
1
dt
f(t)
<∞ (2.10)
is necessary for the existence of entire large solutions to (2.4).
Indeed, let u be an entire large solution of problem (2.4). Define
u¯(r) =
1
ωNrN−1
∫
|x|=r


u(x)∫
a0
dt
f(t)

 dS = 1
ωN
∫
|ξ|=1


u(rξ)∫
a0
dt
f(t)

 dS,
where ωN denotes the surface area of the unit sphere in R
N and a0 is chosen such that a0 ∈ (0, u0),
where u0 = infRN u > 0. By the divergence theorem we have
u¯′(r) =
1
ωNrN−1
∫
B(0,r)
∆


u(x)∫
a0
dt
f(t)

 dx.
Since u is a positive classical solution it follows that
|u¯′(r)| ≤ Cr→ 0 as r → 0 .
On the other hand
ωN
(
RN−1u¯′(R)− rN−1u¯′(r)
)
=
R∫
r

 ∫
|x|=z
∆


u(x)∫
a0
dt
f(t)

 dS

 dz.
Dividing by R− r and taking R→ r we find
ωN (r
N−1u¯′(r))′ =
∫
|x|=r
∆


u(x)∫
a0
dt
f(t)

 dS = ∫
|x|=r
div
(
1
f(u(x))
∇u(x)
)
dS
=
∫
|x|=r
[(
1
f
)′
(u(x)) · |∇u(x)|2 +
1
f(u(x))
∆u(x)
]
dS
≤
∫
|x|=r
p(x)f(u(x))
f(u(x))
dS ≤ ωNr
N−1Φ(r).
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The above inequality yields by integration
u¯(r) ≤ u¯(0) +
r∫
0
σ1−N

 σ∫
0
τN−1Φ(τ) dτ

 dσ ∀r ≥ 0. (2.11)
On the other hand, according to (p2), for all r > 0 we have
r∫
0
σ1−N

 σ∫
0
τN−1Φ(τ) dτ

 dσ = 1
2−N
r2−N
r∫
0
τN−1Φ(τ) dτ −
1
2−N
r∫
0
σΦ(σ) dσ
≤
1
N − 2
∞∫
0
rΦ(r) dr <∞.
So, by (2.11), u¯(r) ≤ u¯(0) +K, for all r ≥ 0. The last inequality implies that u¯ is bounded and
assuming that (2.10) is not fulfilled it follows that u cannot be a large solution.
We point out that the hypothesis (p2) on p is essential in the statement of Remark 1. Indeed,
let us consider f(t) = t, p ≡ 1, α ∈ (0, 1), q(x) = 2α−2 · |x|α, a = 2 − α ∈ (1, 2). Then the
corresponding problem has the entire large solution u(x) = |x|2 + 2N , but (2.10) is not fulfilled.
3 Singular solutions with lack of the Keller-Osserman condition
We have already seen that if f is smooth and increasing on [0,∞) such that f(0) = 0 and f > 0
in (0,∞), then the problem 

∆u = f(u) in Ω,
u > 0 in Ω,
u = +∞ on ∂Ω
has a solution if and only if the Keller-Osserman condition
∫∞
1 [F (t)]
−1/2 dt < ∞ is fulfilled,
where F (t) =
∫ t
0 f(s) ds. In particular, this implies that f must have a superlinear growth. In
this section we are concerned with the problem

∆u+ |∇u| = p(x)f(u) in Ω,
u ≥ 0 in Ω,
(3.12)
where Ω ⊂ RN (N ≥ 3) is either a smooth bounded domain or the whole space. Our main
assumptions on f is that it has a sublinear growth, so we cannot expect that Problem (3.12)
admits a blow-up boundary solution. Our main purpose in this section is to establish a necessary
and sufficient condition on the variable potential p(x) for the existence of an entire large solution.
Throughout this section we assume that p is a non-negative function such that p ∈ C0,α(Ω) (0 <
α < 1) if Ω is bounded, and p ∈ C0,αloc (R
N ), otherwise. The non-decreasing non-linearity
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f ∈ C0,αloc [0,∞) fulfills f(0) = 0 and f > 0 on (0,∞). We also assume that f is sublinear at
infinity, in the sense that Λ := sups≥1
f(s)
s <∞.
The main results in this section have been established by Ghergu and Ra˘dulescu [51].
If Ω is bounded we prove the following non-existence result.
Theorem 3.1. Suppose that Ω ⊂ RN is a smooth bounded domain. Then problem (3.12) has no
positive large solution in Ω.
Proof. Suppose by contradiction that problem (3.12) has a positive large solution u and define
v(x) = ln(1 + u(x)), x ∈ Ω. It follows that v is positive and v(x) → ∞ as dist (x, ∂Ω) → 0. We
have
∆v =
1
1 + u
∆u−
1
(1 + u)2
|∇u|2 in Ω
and so
∆v ≤ p(x)
f(u)
1 + u
≤ ‖p ‖∞
f(u)
1 + u
≤ A in Ω,
for some constant A > 0. Therefore
∆(v(x)−A|x|2) < 0, for all x ∈ Ω.
Let w(x) = v(x) − A|x|2, x ∈ Ω. Then ∆w < 0 in Ω. Moreover, since Ω is bounded, it follows
that w(x)→∞ as dist(x, ∂Ω)→ 0.
Let M > 0 be arbitrary. We claim that w ≥M in Ω. For all δ > 0, we set
Ωδ = {x ∈ Ω ; dist(x, ∂Ω) > δ}.
Since w(x)→∞ as dist(x, ∂Ω)→ 0, we can choose δ > 0 such that
w(x) ≥M for all x ∈ Ω \Ωδ. (3.13)
On the other hand,
−∆(w(x) −M) > 0 in Ωδ,
w(x)−M ≥ 0 on ∂Ωδ.
By the maximum principle we get w(x)−M ≥ 0 in Ωδ. So, by (3.13), w ≥M in Ω. Since M > 0
is arbitrary, it follows that w ≥ n in Ω, for all n ≥ 1. Obviously, this is a contradiction and the
proof is now complete.
Next, we consider the problem (3.12) when Ω = RN . For all r ≥ 0 we set
φ(r) = max
|x|=r
p(x), ψ(r) = min
|x|=r
p(x), and h(r) = φ(r)− ψ(r).
We suppose that
∞∫
0
rh(r)Ψ(r)dr <∞, (3.14)
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where
Ψ(r) = exp

ΛN
r∫
0
sψ(s)ds

 , ΛN = Λ
N − 2
.
Obviously, if p is radial then h ≡ 0 and (3.14) occurs. Assumption (3.14) shows that the variable
potential p(x) has a slow variation. An example of non-radial potential for which (3.14) holds is
p(x) =
1 + |x1|
2
(1 + |x1|2)(1 + |x|2) + 1
. In this case φ(r) =
r2 + 1
(r2 + 1)2 + 1
and ψ(r) =
1
r2 + 2
. If ΛN = 1,
by direct computation we get rh(r)Ψ(r) = O
(
r−2
)
as r →∞ and so (3.14) holds.
Theorem 3.2. Assume Ω = RN and p satisfies (3.14). Then problem (3.12) has a positive entire
large solution if and only if
∞∫
1
e−tt1−N
t∫
0
essN−1ψ(s)dsdt =∞. (3.15)
Proof. Several times in the proof of Theorem 3.2 we shall apply the following elementary
inequality:
r∫
0
e−tt1−N
t∫
0
essN−1g(s)dsdt ≤
1
N − 2
r∫
0
tg(t)dt, ∀ r > 0, (3.16)
for any continuous function g : [0,∞)→ [0,∞). The proof follows easily by integration by parts.
Necessary condition. Suppose that (3.14) fails and the equation (3.12) has a positive entire
large solution u. We claim that
∞∫
1
e−tt1−N
t∫
0
essN−1φ(s)dsdt <∞. (3.17)
We first recall that φ = h+ ψ. Thus
∞∫
1
e−tt1−N
t∫
0
essN−1φ(s)dsdt =
∞∫
1
e−tt1−N
t∫
0
essN−1ψ(s)dsdt
+
∞∫
1
e−tt1−N
t∫
0
essN−1h(s)dsdt.
By virtue of (3.16) we find
∞∫
1
e−tt1−N
t∫
0
essN−1φ(s)dsdt ≤
∞∫
1
e−tt1−N
t∫
0
essN−1ψ(s)dsdt+
1
N − 2
∞∫
0
th(t)dt
≤
∞∫
1
e−tt1−N
t∫
0
essN−1ψ(s)dsdt+
1
N − 2
∞∫
0
th(t)Ψ(t)dt.
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Since
∞∫
1
e−tt1−N
t∫
0
essN−1ψ(s)dsdt <∞, by (3.14) we deduce that (3.17) follows.
Now, let u¯ be the spherical average of u, i.e.,
u¯(r) =
1
ωNrN−1
∫
|x|=r
u(x)dσx, r ≥ 0,
where ωN is the surface area of the unit sphere in R
N . Since u is a positive entire large solution of
(2.4) it follows that u¯ is positive and u¯(r)→∞ as r →∞. With the change of variable x→ ry,
we have
u¯(r) =
1
ωN
∫
|y|=1
u(ry) dσy, r ≥ 0
and
u¯′(r) =
1
ωN
∫
|y|=1
∇u(ry) · y dσy, r ≥ 0. (3.18)
Hence
u¯′(r) =
1
ωN
∫
|y|=1
∂u
∂r
(ry) dσy =
1
ωNrN−1
∫
|x|=r
∂u
∂r
(x) dσx,
that is
u¯′(r) =
1
ωNrN−1
∫
B(0,R)
∆u(x) dx, for all r ≥ 0. (3.19)
Due to the gradient term |∇u| in (2.4), we cannot infer that ∆u ≥ 0 in RN and so we cannot
expect that u¯′ ≥ 0 in [0,∞). We define the auxiliary function
U(r) = max
0≤t≤r
u¯(t), r ≥ 0. (3.20)
Then U is positive and non-decreasing. Moreover, U ≥ u¯ and U(r)→∞ as r →∞.
The assumptions (f1) and (f2) yield f(t) ≤ Λ(1+ t), for all t ≥ 0. So, by (3.18) and (3.19),
u¯′′ +
N − 1
r
u¯′ + u¯′ ≤
1
ωNrN−1
∫
|x|=r
[∆u(x) + |∇u|(x)] dσx =
1
ωNrN−1
∫
|x|=r
p(r)f(u(x))dσx
≤ Λφ(r)
1
ωNrN−1
∫
|x|=r
(1 + u(x)) dσx = Λφ(r) (1 + u¯(r)) ≤ Λφ(r) (1 + U(r)) ,
for all r ≥ 0. It follows that(
rN−1eru¯′
)′
≤ ΛerrN−1φ(r) (1 + U(r)) , for all r ≥ 0.
So, for all r ≥ r0 > 0 ,
u¯(r) ≤ u¯(r0) + Λ
∫ r
r0
e−tt1−N
∫ t
0
essN−1φ(s)(1 + U(s))dsdt.
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The monotonicity of U implies
u¯(r) ≤ u¯(r0) + Λ(1 + U(r))
∫ r
r0
e−tt1−N
∫ t
0
essN−1φ(s)dsdt, (3.21)
for all r ≥ r0 ≥ 0. By (3.17) we can choose r0 ≥ 1 such that∫ ∞
r0
e−tt1−N
∫ t
0
essN−1φ(s)dsdt <
1
2Λ
. (3.22)
Thus (3.21) and (3.22) yield
u¯(r) ≤ u¯(r0) +
1
2
(1 + U(r)), for all r ≥ r0. (3.23)
By the definition of U and lim
r→∞
u¯(r) =∞, we find r1 ≥ r0 such that
U(r) = max
r0≤t≤r
u¯(r), for all r ≥ r1. (3.24)
Considering now (3.23) and (3.24) we obtain
U(r) ≤ u¯(r0) +
1
2
(1 + U(r)), for all r ≥ r1.
Hence
U(r) ≤ 2u¯(r0) + 1, for all r ≥ r1.
This means that U is bounded, so u is also bounded, a contradiction. It follows that (2.4) has
no positive entire large solutions.
Sufficient condition. We need the following auxiliary comparison result.
Lemma 3.3. Assume that (3.14) and (3.15) hold. Then the equations
∆v + |∇v| = φ(|x|)f(v) ∆w + |∇w| = ψ(|x|)f(w) (3.25)
have positive entire large solution such that
v ≤ w in RN . (3.26)
Proof. Radial solutions of (3.25) satisfy
v′′ +
N − 1
r
v′ + |v′| = φ(r)f(v)
and
w′′ +
N − 1
r
w′ + |w′| = ψ(r)f(w).
Assuming that v′ and w′ are non-negative, we deduce
(
errN−1v′
)′
= errN−1φ(r)f(v)
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and (
errN−1w′
)′
= errN−1ψ(r)f(w).
Thus any positive solutions v and w of the integral equations
v(r) = 1 +
r∫
0
e−tt1−N
t∫
0
essN−1φ(s)f(v(s))dsdt, r ≥ 0, (3.27)
w(r) = b+
r∫
0
e−tt1−N
t∫
0
essN−1ψ(s)f(w(s))dsdt, r ≥ 0, (3.28)
provide a solution of (3.25), for any b > 0. Since w ≥ b, it follows that f(w) ≥ f(b) > 0 which
yields
w(r) ≥ b+ f(b)
r∫
0
e−tt1−N
t∫
0
essN−1ψ(s)dsdt, r ≥ 0.
By (3.15), the right hand side of this inequality goes to +∞ as r → ∞. Thus w(r) → ∞ as
r →∞. With a similar argument we find v(r)→∞ as r →∞.
Let b > 1 be fixed. We first show that (3.28) has a positive solution. Similarly, (3.27) has a
positive solution.
Let {wk} be the sequence defined by w1 = b and
wk+1(r) = b+
r∫
0
e−tt1−N
t∫
0
essN−1ψ(s)f(wk(s))dsdt, k ≥ 1. (3.29)
We remark that {wk} is a non-decreasing sequence. To get the convergence of {wk} we will
show that {wk} is bounded from above on bounded subsets. To this aim, we fix R > 0 and we
prove that
wk(r) ≤ be
Mr, for any 0 ≤ r ≤ R, and for all k ≥ 1, (3.30)
where M ≡ ΛN max
t∈[0,R]
tψ(t).
We achieve (3.30) by induction. We first notice that (3.30) is true for k = 1. Furthermore,
the assumption (f2) and the fact that wk ≥ 1 lead us to f(wk) ≤ Λwk, for all k ≥ 1. So, by
(3.29),
wk+1(r) ≤ b+ Λ
r∫
0
e−tt1−N
t∫
0
essN−1ψ(s)wk(s)dsdt, r ≥ 0.
Using now (3.16) (for g(t) = ψ(t)wk(t)) we deduce
wk+1(r) ≤ b+ ΛN
r∫
0
tψ(t)wk(t)dt, ∀ r ∈ [0, R].
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The induction hypothesis yields
wk+1(r) ≤ b+ bM
r∫
0
eMtdt = beMr, ∀ r ∈ [0, R].
Hence, by induction, the sequence {wk} is bounded in [0, R], for any R > 0. It follows that
w(r) = lim
k→∞
wk(r) is a positive solution of (3.28). In a similar way we conclude that (3.27) has
a positive solution on [0,∞).
The next step is to show that the constant b may be chosen sufficiently large so that (3.26)
holds. More exactly, if
b > 1 +KΛN
∞∫
0
sh(s)Ψ(s)ds, (3.31)
where K = exp
(
ΛN
∞∫
0
th(t)dt
)
, then (3.26) occurs.
We first prove that the solution v of (3.27) satisfies
v(r) ≤ KΨ(r), ∀ r ≥ 0. (3.32)
Since v ≥ 1, from (f2) we have f(v) ≤ Λv. We use this fact in (3.27) and then we apply the
estimate (3.16) for g = φ. It follows that
v(r) ≤ 1 + ΛN
r∫
0
sφ(s)v(s)ds, ∀ r ≥ 0. (3.33)
By Gronwall’s inequality we obtain
v(r) ≤ exp

ΛN
r∫
0
sφ(s)ds

 , ∀ r ≥ 0,
and, by (3.33),
v(r) ≤ 1 + ΛN
r∫
0
sφ(s) exp

ΛN
s∫
0
tφ(t)dt

 ds, ∀ r ≥ 0.
Hence
v(r) ≤ 1 +
r∫
0

exp

ΛN
s∫
0
tφ(t)dt




′
ds, ∀ r ≥ 0,
that is
v(r) ≤ exp

ΛN
r∫
0
tφ(t)dt

 , ∀ r ≥ 0. (3.34)
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Inserting φ = h+ ψ in (3.34) we have
v(r) ≤ e
ΛN
r∫
0
th(t)dt
Ψ(r) ≤ KΨ(r), ∀ r ≥ 0,
so (3.32) follows.
Since b > 1 it follows that v(0) < w(0). Then there exists R > 0 such that v(r) < w(r), for
any 0 ≤ r ≤ R. Set
R∞ = sup{ R > 0 | v(r) < w(r), ∀ r ∈ [ 0, R] }.
In order to conclude our proof, it remains to show that R∞ = ∞. Suppose the contrary. Since
v ≤ w on [ 0, R∞] and φ = h+ ψ, from (3.27) we deduce
v(R∞) = 1 +
R∞∫
0
e−tt1−N
t∫
0
essN−1h(s)f(v(s))dsdt +
R∞∫
0
e−tt1−N
t∫
0
essN−1ψ(s)f(v(s))dsdt.
So, by (3.16),
v(R∞) ≤ 1 +
1
N − 2
R∞∫
0
th(t)f(v(t))dt +
R∞∫
0
e−tt1−N
t∫
0
essN−1ψ(s)f(w(s))dsdt.
Taking into account that v ≥ 1 and the assumption (f2), it follows that
v(R∞) ≤ 1 +KΛN
R∞∫
0
th(t)Ψ(t)dt +
R∞∫
0
e−tt1−N
t∫
0
essN−1ψ(s)f(w(s))dsdt.
Now, using (3.31) we obtain
v(R∞) < b+
R∞∫
0
e−tt1−N
t∫
0
essN−1ψ(s)f(w(s))dsdt = w(R∞).
Hence v(R∞) < w(R∞). Therefore, there exists R > R∞ such that v < w on [ 0, R], which
contradicts the maximality of R∞. This contradiction shows that inequality (3.26) holds and
the proof of Lemma 2.2 is now complete.
Proof of Theorem 3.2 completed. Suppose that (3.15) holds. For all k ≥ 1 we consider the
problem 

∆uk + |∇uk| = p(x)f(uk) in B(0, k),
uk(x) = w(k) on ∂B(0, k). (3.35)
Then v and w defined by (3.27) and (3.28) are positive sub and super-solutions of (3.35). So this
problem has at least a positive solution uk and
v(|x|) ≤ uk(x) ≤ w(|x|) in B(0, k), for all k ≥ 1.
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By Theorem 14.3 in Gilbarg and Trudinger [55], the sequence {∇uk} is bounded on every compact
set in RN . Hence the sequence {uk} is bounded and equicontinuous on compact subsets of R
N .
So, by the Arzela-Ascoli Theorem, the sequence {uk} has a uniform convergent subsequence, {u
1
k}
on the ball B(0, 1). Let u1 = limk→∞ u
1
k. Then {f(u
1
k)} converges uniformly to f(u
1) on B(0, 1)
and, by (3.35), the sequence {∆u1k + |∇u
1
k|} converges uniformly to pf(u
1). Since the sum of the
Laplace and Gradient operators is a closed operator, we deduce that u1 satisfies (2.4) on B(0, 1).
Now, the sequence {u1k} is bounded and equicontinuous on the ball B(0, 2), so it has a conver-
gent subsequence {u2k}. Let u
2 = lim
k→∞
u2k on B(0, 2) and u
2 satisfies (2.4) on B(0, 2). Proceeding
in the same way, we construct a sequence {un} so that un satisfies (2.4) on B(0, n) and un+1 = un
on B(0, n) for all n. Moreover, the sequence {un} converges in L∞loc(R
N ) to the function u defined
by
u(x) = um(x), for x ∈ B(0,m).
Since v ≤ un ≤ w on B(0, n) it follows that v ≤ u ≤ w on RN , and u satisfies (2.4). From v ≤ u
we deduce that u is a positive entire large solution of (2.4). This completes the proof.
4 Blow-up boundary solutions of the logistic equation
Consider the semilinear elliptic equation
∆u+ au = b(x)f(u) in Ω, (4.36)
where Ω is a smooth bounded domain in RN , N ≥ 3. Let a be a real parameter and b ∈ C0,µ(Ω),
0 < µ < 1, such that b ≥ 0 and b 6≡ 0 in Ω. Set
Ω0 = int {x ∈ Ω : b(x) = 0}
and suppose, throughout, that Ω0 ⊂ Ω and b > 0 on Ω \ Ω0. Assume that f ∈ C
1[0,∞) satisfies
(A1) f ≥ 0 and f(u)/u is increasing on (0,∞).
Following Alama and Tarantello [2], define by H∞ the Dirichlet Laplacian on Ω0 as the unique
self-adjoint operator associated to the quadratic form ψ(u) =
∫
Ω |∇u|
2 dx with form domain
H1D(Ω0) = {u ∈ H
1
0 (Ω) : u(x) = 0 for a.e. x ∈ Ω \ Ω0}.
If ∂Ω0 satisfies the exterior cone condition then, according to [2], H
1
D(Ω0) coincides with H
1
0 (Ω0)
and H∞ is the classical Laplace operator with Dirichlet condition on ∂Ω0.
Let λ∞,1 be the first Dirichlet eigenvalue of H∞ in Ω0. We understand λ∞,1 =∞ if Ω0 = ∅.
Set µ0 := limuց0
f(u)
u , µ∞ := limu→∞
f(u)
u , and denote by λ1(µ0) (resp., λ1(µ∞)) the first
eigenvalue of the operator Hµ0 = −∆ + µ0b (resp., Hµ∞ = −∆ + µ∞b) in H
1
0 (Ω). Recall that
λ1(+∞) = λ∞,1.
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Alama and Tarantello [2] proved that problem (4.36) subject to the Dirichlet boundary con-
dition
u = 0 on ∂Ω (4.37)
has a positive solution ua if and only if a ∈ (λ1(µ0), λ1(µ∞)). Moreover, ua is the unique positive
solution for (4.36)+(4.37) (see [2, Theorem A (bis)]). We shall refer to the combination of
(4.36)+(4.37) as problem (Ea).
Our first aim in this section is to give a corresponding necessary and sufficient condition, but
for the existence of large (or explosive) solutions of (4.36). An elementary argument based on
the maximum principle shows that if such a solution exists, then it is positive even if f satisfies
a weaker condition than (A1), namely
(A1)
′ f(0) = 0, f ′ ≥ 0 and f > 0 on (0,∞).
We recall that Keller [63] and Osserman [79] supplied a necessary and sufficient condition on
f for the existence of large solutions to (1) when a ≡ 0, b ≡ 1 and f is assumed to fulfill (A1)
′.
More precisely, f must satisfy the Keller-Osserman condition (see [63, 79]),
(A2)
∫ ∞
1
dt√
F (t)
<∞ , where F (t) =
∫ t
0
f(s) ds.
Typical examples of non-linearities satisfying (A1) and (A2) are:
(i) f(u) = eu − 1; (ii) f(u) = up, p > 1; (iii) f(u) = u[ln (u+ 1)]p, p > 2.
Our first result gives the maximal interval for the parameter a that ensures the existence of
large solutions to problem (4.36). More precisely, we prove
Theorem 4.1. Assume that f satisfies conditions (A1) and (A2). Then problem (4.36) has a
large solution if and only if a ∈ (−∞, λ∞,1).
We point out that our framework in the above result includes the case when b vanishes at
some points on ∂Ω, or even if b ≡ 0 on ∂Ω. This later case includes the “competition” 0 · ∞ on
∂Ω. We also point out that, under our hypotheses, µ∞ := limu→∞ f(u)/u = limu→∞ f
′(u) =∞.
Indeed, by l’Hospital’s rule, limu→∞ F (u)/u
2 = µ∞/2. But, by (A2), we deduce that µ∞ = ∞.
Then, by (A1) we find that f
′(u) ≥ f(u)/u for any u > 0, which shows that limu→∞ f
′(u) =∞.
Before giving the proof of Theorem 4.1 we claim that assuming (A1), then problem (4.36)
can have large solutions only if f satisfies the Keller-Osserman condition (A2). Indeed, suppose
that problem (4.36) has a large solution u∞. Set f˜(u) = |a|u+ ‖b‖∞f(u) for u ≥ 0. Notice that
f˜ ∈ C1[0,∞) satisfies (A1)
′. For any n ≥ 1, consider the problem

∆u = f˜(u) in Ω ,
u = n on ∂Ω ,
u ≥ 0 in Ω .
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A standard argument based on the maximum principle shows that this problem has a unique
solution, say un, which, moreover, is positive in Ω. Applying again the maximum principle we
deduce that 0 < un ≤ un+1 ≤ u∞, in Ω, for all n ≥ 1. Thus, for every x ∈ Ω, we can define
u¯(x) = limn→∞ un(x). Moreover, since (un) is uniformly bounded on every compact subset of
Ω, standard elliptic regularity arguments show that u¯ is a positive large solution of the problem
∆u = f˜(u). It follows that f˜ satisfies the Keller-Osserman condition (A2). Then, by (A1),
µ∞ := limu→∞ f(u)/u > 0 which yields limu→∞ f˜(u)/f(u) = |a|/µ∞+‖b‖∞ <∞. Consequently,
our claim follows.
Proof of Theorem 4.1. A. Necessary condition. Let u∞ be a large solution of problem
(4.36). Then, by the maximum principle, u∞ is positive. Suppose λ∞,1 is finite. Arguing by
contradiction, let us assume a ≥ λ∞,1. Set λ ∈ (λ1(µ0), λ∞,1) and denote by uλ the unique
positive solution of problem (Ea) with a = λ. We have

∆(Mu∞) + λ∞,1(Mu∞) ≤ b(x)f(Mu∞) in Ω ,
Mu∞ =∞ on ∂Ω ,
Mu∞ ≥ uλ in Ω ,
where M := max
{
maxΩ uλ/minΩ u∞; 1
}
. By the sub-super solution method we conclude that
problem (Ea) with a = λ∞,1 has at least a positive solution (between uλ and Mu∞). But this is
a contradiction. So, necessarily, a ∈ (−∞, λ∞,1).
B. Sufficient condition. This will be proved with the aid of several results.
Lemma 4.2. Let ω be a smooth bounded domain in RN . Assume p, q, r are C0,µ-functions on
ω such that r ≥ 0 and p > 0 in ω. Then for any non-negative function 0 6≡ Φ ∈ C0,µ(∂ω) the
boundary value problem 

∆u+ q(x)u = p(x)f(u)− r(x) in ω,
u > 0 in ω,
u = Φ on ∂ω,
(4.38)
has a unique solution.
We refer to Cıˆrstea and Ra˘dulescu [27, Lemma 3.1] for the proof of the above result.
Under the assumptions of Lemma 4.2 we obtain the following result which generalizes [75,
Lemma 1.3].
Corollary 4.3. There exists a positive large solution of the problem
∆u+ q(x)u = p(x)f(u)− r(x) in ω. (4.39)
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Proof. Set Φ = n and let un be the unique solution of (4.38). By the maximum principle,
un ≤ un+1 ≤ u in ω, where u denotes a large solution of
∆u+ ‖q‖∞u = p0f(u)− r¯ in ω.
Thus limn→∞ un(x) = u∞(x) exists and is a positive large solution of (4.39). Furthermore, every
positive large solution of (4.39) dominates u∞, i.e., the solution u∞ is the minimal large solution.
This follows from the definition of u∞ and the maximum principle.
Lemma 4.4. If 0 6≡ Φ ∈ C0,µ(∂Ω) is a non-negative function and b > 0 on ∂Ω, then the boundary
value problem 

∆u+ au = b(x)f(u) in Ω,
u > 0 in Ω,
u = Φ on ∂Ω,
(4.40)
has a solution if and only if a ∈ (−∞, λ∞,1). Moreover, in this case, the solution is unique.
Proof. The first part follows exactly in the same way as the proof of Theorem 4.1 (necessary
condition).
For the sufficient condition, fix a < λ∞,1 and let λ∞,1 > λ∗ > max {a, λ1(µ0)}. Let u∗ be the
unique positive solution of (Ea) with a = λ∗.
Let Ω i (i = 1, 2) be subdomains of Ω such that Ω0 ⊂⊂ Ω1 ⊂⊂ Ω2 ⊂⊂ Ω and Ω\Ω1 is smooth.
We define u+ ∈ C
2(Ω) as a positive function in Ω such that u+ ≡ u∞ on Ω \Ω2 and u+ ≡ u∗ on
Ω1. Here u∞ denotes a positive large solution of (4.39) for p(x) = b(x), r(x) = 0, q(x) = a and
ω = Ω \Ω1. So, since b0 := infΩ2\Ω1 b is positive, it is easy to check that if C > 0 is large enough
then vΦ = Cu+ satisfies 

∆vΦ + avΦ ≤ b(x)f(vΦ) in Ω ,
vΦ =∞ on ∂Ω .
vΦ ≥ max
∂Ω
Φ in Ω .
Let vΦ be the unique classical solution of the problem

∆vΦ = |a|vΦ + ‖b‖∞f(vΦ) in Ω,
vΦ > 0 in Ω,
vΦ = Φ on ∂Ω .
It is clear that vΦ is a positive sub-solution of (4.40) and vΦ ≤ max∂ΩΦ ≤ vΦ in Ω. Therefore,
by the sub-super solution method, problem (4.40) has at least a solution vΦ between vΦ and vΦ.
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Next, the uniqueness of solution to (4.40) can be obtained by using essentially the same technique
as in [15, Theorem 1] or [14, Appendix II].
Proof of Theorem 4.1 completed. Fix a ∈ (−∞, λ∞,1). Two cases may occur:
Case 1: b > 0 on ∂Ω. Denote by vn the unique solution of (4.40) with Φ ≡ n. For
Φ ≡ 1, set v := vΦ and V := vΦ, where vΦ and vΦ are defined in the proof of Lemma 4.4. The
sub and super-solutions method combined with the uniqueness of solution of (4.40) shows that
v ≤ vn ≤ vn+1 ≤ V in Ω. Hence v∞(x) := limn→∞ vn(x) exists and is a positive large solution of
(4.36).
Case 2: b ≥ 0 on ∂Ω. Let zn (n ≥ 1) be the unique solution of (4.38) for p ≡ b + 1/n,
r ≡ 0, q ≡ a, Φ ≡ n and ω = Ω. By the maximum principle, (zn) is non-decreasing. Moreover,
(zn) is uniformly bounded on every compact subdomain of Ω. Indeed, if K ⊂ Ω is an arbitrary
compact set, then d := dist (K,∂Ω) > 0. Choose δ ∈ (0, d) small enough so that Ω0 ⊂ Cδ, where
Cδ = {x ∈ Ω : dist (x, ∂Ω) > δ}. Since b > 0 on ∂Cδ, Case 1 allows us to define z+ as a
positive large solution of (4.36) for Ω = Cδ. Using A standard argument based on the maximum
principle implies that zn ≤ z+ in Cδ, for all n ≥ 1. So, (zn) is uniformly bounded on K. By the
monotonicity of (zn), we conclude that zn → z in L
∞
loc(Ω). Finally, standard elliptic regularity
arguments lead to zn → z in C
2,µ(Ω). This completes the proof of Theorem 4.1.
Denote by D and R the boundary operators
Du := u and Ru := ∂νu+ β(x)u,
where ν is the unit outward normal to ∂Ω, and β ∈ C1,µ(∂Ω) is non-negative. Hence, D is the
Dirichlet boundary operator and R is either the Neumann boundary operator, if β ≡ 0, or the
Robin boundary operator, if β 6≡ 0. Throughout this work, B can define any of these boundary
operators.
Note that the Robin condition R = 0 relies essentially to heat flow problems in a body
with constant temperature in the surrounding medium. More generally, if α and β are smooth
functions on ∂Ω such that α, β ≥ 0, α+β > 0, then the boundary condition Bu = α∂νu+βu = 0
represents the exchange of heat at the surface of the reactant by Newtonian cooling. Moreover,
the boundary condition Bu = 0 is called isothermal (Dirichlet) condition if α ≡ 0, and it becomes
an adiabatic (Neumann) condition if β ≡ 0. An intuitive meaning of the condition α+ β > 0 on
∂Ω is that, for the diffusion process described by problem (4.36), either the reflection phenomenon
or the absorption phenomenon may occur at each point of the boundary.
We are now concerned with the following boundary blow-up problem

∆u+ au = b(x)f(u) in Ω \ Ω0 ,
Bu = 0 on ∂Ω ,
u =∞ on ∂Ω0 ,
(4.41)
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where b > 0 on ∂Ω, while Ω0 is non-empty, connected and with smooth boundary. Here, u = ∞
on ∂Ω0 means that u(x)→∞ as x ∈ Ω \ Ω0 and d(x) := dist (x,Ω0)→ 0.
The question of existence and uniqueness of positive solutions for problem (4.41) in the case of
pure superlinear power in the non-linearity is treated by Du-Huang [40]. Our next results extend
their previous paper to the case of much more general non-linearities of Keller-Osserman type.
In the following, by (A˜1) we mean that (A1) is fulfilled and there exists limu→∞ (F/f)
′ (u) := γ.
Then, γ ≥ 0.
We prove
Theorem 4.5. Let (A˜1) and (A2) hold. Then, for any a ∈ R, problem (4.41) has a minimal
(resp., maximal) positive solution Ua (resp., Ua).
Proof. In proving Theorem 4.5 we rely on an appropriate comparison principle which allows
us to prove that (un)n≥1 is non-decreasing, where un is the unique positive solution of problem
(4.43) with Φ ≡ n. The minimal positive solution of (4.41) will be obtained as the limit of the
sequence (un)n≥1. Note that, since b = 0 on ∂Ω0, the main difficulty is related to the construction
of an upper bound of this sequence which must fit to our general framework. Next, we deduce
the maximal positive solution of (4.41) as the limit of the non-increasing sequence (vm)m≥m1
provided m1 is large so that Ωm1 ⊂⊂ Ω. We denoted by vm the minimal positive solution of
(4.41) with Ω0 replaced by
Ωm := {x ∈ Ω : d(x) < 1/m}, m ≥ m1. (4.42)
We start with the following auxiliary result (see Cıˆrstea and Ra˘dulescu [27]).
Lemma 4.6. Assume b > 0 on ∂Ω. If (A1) and (A2) hold, then for any positive function
Φ ∈ C2,µ(∂Ω0) and a ∈ R the problem

∆u+ au = b(x)f(u) in Ω \Ω0 ,
Bu = 0 on ∂Ω ,
u = Φ on ∂Ω0 ,
(4.43)
has a unique positive solution.
We now come back to the proof of Theorem 4.5, that will be divided into two steps:
Step 1. Existence of the minimal positive solution for problem (4.41).
For any n ≥ 1, let un be the unique positive solution of problem (4.43) with Φ ≡ n. By the
maximum principle, un(x) increases with n for all x ∈ Ω \Ω0. Moreover, we prove
Lemma 4.7. The sequence (un(x))n is bounded from above by some function V (x) which is
uniformly bounded on all compact subsets of Ω \ Ω0.
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Proof. Let b∗ be a C2-function on Ω \ Ω0 such that
0 < b∗(x) ≤ b(x) ∀x ∈ Ω \Ω0.
For x bounded away from ∂Ω0 is not a problem to find such a function b
∗. For x satisfying
0 < d(x) < δ with δ > 0 small such that x→ d(x) is a C2-function, we can take
b∗(x) =
∫ d(x)
0
∫ t
0
[ min
d(z)≥s
b(z)] ds dt.
Let g ∈ G be a function such that (Ag) holds. Since b
∗(x) → 0 as d(x) ց 0, we deduce, by
(A1), the existence of some δ > 0 such that for all x ∈ Ω with 0 < d(x) < δ and ξ > 1
b∗(x)f(g(b∗(x))ξ)
g′′(b∗(x)) ξ
> sup
Ω\Ω0
|∇b∗|2 +
g′(b∗(x))
g′′(b∗(x))
inf
Ω\Ω0
(∆b∗) + a
g(b∗(x))
g′′(b∗(x))
.
Here, δ > 0 is taken sufficiently small so that g′(b∗(x)) < 0 and g′′(b∗(x)) > 0 for all x with
0 < d(x) < δ.
For n0 ≥ 1 fixed, define V
∗ as follows
(i) V ∗(x) = un0(x) + 1 for x ∈ Ω and near ∂Ω ;
(ii) V ∗(x) = g(b∗(x)) for x satisfying 0 < d(x) < δ ;
(iii) V ∗ ∈ C2(Ω \ Ω0) is positive on Ω \Ω0 .
We show that for ξ > 1 large enough the upper bound of the sequence (un(x))n can be taken
as V (x) = ξV ∗(x). Since
BV (x) = ξ BV ∗(x) ≥ ξmin {1, β(x)} ≥ 0, ∀x ∈ ∂Ω and lim
d(x)ց0
[un(x)− V (x)] = −∞ < 0,
to conclude that un(x) ≤ V (x) for all x ∈ Ω \ Ω0 it is sufficient to show that
−∆V (x) ≥ aV (x)− b(x)f(V (x)), ∀x ∈ Ω \Ω0. (4.44)
For x ∈ Ω satisfying 0 < d(x) < δ and ξ > 1 we have
−∆V (x)− aV (x) + b(x)f(V (x)) = −ξ∆g(b∗(x))− a ξg(b∗(x)) + b(x)f(g(b∗(x))ξ)
≥ ξg′′(b∗(x))
(
−
g′(b∗(x))
g′′(b∗(x))
∆b∗(x)− |∇b∗(x)|2 − a
g(b∗(x))
g′′(b∗(x))
+ b∗(x)
f(g(b∗(x))ξ)
g′′(b∗(x)) ξ
)
> 0.
For x ∈ Ω satisfying d(x) ≥ δ,
−∆V (x)− aV (x) + b(x)f(V (x)) = ξ
(
−∆V ∗(x)− aV ∗(x) + b(x)
f(ξV ∗(x))
ξ
)
≥ 0
for ξ sufficiently large. It follows that (4.44) is fulfilled provided ξ is large enough. This finishes
the proof of the lemma.
By Lemma 4.7, Ua(x) ≡ limn→∞ un(x) exists, for any x ∈ Ω \Ω0. Moreover, Ua is a positive
solution of (4.41). Using the maximum principle once more, we find that any positive solution u
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of (4.41) satisfies u ≥ un on Ω \ Ω0, for all n ≥ 1. Hence Ua is the minimal positive solution of
(4.41).
Proof of Theorem 4.5 completed.
Step 2. Existence of the maximal positive solution for problem (4.41).
Lemma 4.8. If Ω0 is replaced by Ωm defined in (4.42), then problem (4.41) has a minimal
positive solution provided that (A1) and (A2) are fulfilled.
Proof. The argument used here (more easier, since b > 0 on Ω \ Ωm) is similar to that in
Step 1. The only difference which appears in the proof (except the replacement of Ω0 by Ωm) is
related to the construction of V ∗(x) for x near ∂Ωm. Here, we use our Theorem 4.1 which says
that, for any a ∈ R, there exists a positive large solution ua,∞ of problem (4.36) in the domain
Ω \ Ωm. We define V
∗(x) = ua,∞(x) for x ∈ Ω \ Ωm and near ∂Ωm. For ξ > 1 and x ∈ Ω \ Ωm
near ∂Ωm we have
−∆V (x)− aV (x) + b(x)f(V (x)) = −ξ∆V ∗(x)− aξV ∗(x) + b(x)f(ξV ∗(x))
= b(x)[f(ξV ∗(x))− ξf(V ∗(x)] ≥ 0.
This completes the proof.
Let vm be the minimal positive solution for the problem considered in the statement of
Lemma 4.8. By the maximum principle, vm ≥ vm+1 ≥ u on Ω \ Ωm, where u is any positive
solution of (4.41). Hence Ua(x) := limm→∞ vm(x) ≥ u(x). A regularity and compactness argu-
ment shows that Ua is a positive solution of (4.41). Consequently, Ua is the maximal positive
solution. This concludes the proof of Theorem 4.5.
The next question is whether one can conclude the uniqueness of positive solutions of problem
(4.41). We recall first what is already known in this direction. When f(u) = up, p > 1, Du-Huang
[40] proved the uniqueness of solution to problem (4.41) and established its behaviour near ∂Ω0,
under the assumption
lim
d(x)ց0
b(x)
[d(x)]τ
= c for some positive constants τ, c > 0. (4.45)
We shall give a general uniqueness result provided that b and f satisfy the following assump-
tions:
(B1) lim
d(x)ց0
b(x)
k(d(x))
= c for some constant c > 0, where 0 < k ∈ C1(0, δ0) is increasing and
satisfies
(B2) K(t) =
∫ t
0
√
k(s) ds√
k(t)
∈ C1[0, δ0), for some δ0 > 0.
Assume there exist ζ > 0 and t0 ≥ 1 such that
(A3) f(ξt) ≤ ξ
1+ζf(t), ∀ξ ∈ (0, 1), ∀t ≥ t0/ξ
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(A4) the mapping (0, 1] ∋ ξ 7−→ A(ξ) = limu→∞
f(ξu)
ξf(u)
is a continuous positive function.
Our uniqueness result is
Theorem 4.9. Assume the conditions (A˜1) with γ 6= 0, (A3), (A4), (B1) and (B2) hold. Then,
for any a ∈ R, problem (4.41) has a unique positive solution Ua. Moreover,
lim
d(x)ց0
Ua(x)
h(d(x))
= ξ0,
where h is defined by ∫ ∞
h(t)
ds√
2F (s)
=
∫ t
0
√
k(s) ds, ∀t ∈ (0, δ0) (4.46)
and ξ0 is the unique positive solution of A(ξ) =
K ′(0)(1 − 2γ) + 2γ
c
.
Remark 2. (a) (A1) + (A3)⇒ (A2). Indeed, limu→∞
f(u)
u1+ζ
> 0 since f(t)
t1+ζ
is non-decreasing for
t ≥ t0.
(b) K ′(0)(1 − 2γ) + 2γ ∈ (0, 1] when (A˜1) with γ 6= 0, (A2), (B1) and (B2) hold.
(c) The function (0,∞) ∋ ξ 7−→ A(ξ) ∈ (0,∞) is bijective when (A3) and (A4) hold (see
Lemma 4.10).
Among the non-linearities f that satisfy the assumptions of Theorem 4.9 we note: (i) f(u) =
up, p > 1; (ii) f(u) = up ln(u+ 1), p > 1; (iii) f(u) = up arctan u, p > 1.
Proof of Theorem 4.9. By (A4) we deduce that the mapping (0,∞) ∋ ξ 7−→ A(ξ) = lim
u→∞
f(ξu)
ξf(u)
is a continuous positive function, since A(1/ξ) = 1/A(ξ) for any ξ ∈ (0, 1). Moreover, we claim
Lemma 4.10. The function A : (0,∞) → (0,∞) is bijective, provided that (A3) and (A4) are
fulfilled.
Proof. By the continuity of A, we see that the surjectivity of A follows if we prove that
limξց0A(ξ) = 0. To this aim, let ξ ∈ (0, 1) be fixed. Using (A3) we find
f(ξu)
ξf(u)
≤ ξζ , ∀u ≥
t0
ξ
which yields A(ξ) ≤ ξζ . Since ξ ∈ (0, 1) is arbitrary, it follows that limξց0A(ξ) = 0.
We now prove that the function ξ 7−→ A(ξ) is increasing on (0,∞) which concludes our lemma.
Let 0 < ξ1 < ξ2 <∞ be chosen arbitrarily. Using assumption (A3) once more, we obtain
f(ξ1u) = f
(
ξ1
ξ2
ξ2u
)
≤
(
ξ1
ξ2
)1+ζ
f(ξ2u), ∀u ≥ t0
ξ2
ξ1
.
It follows that
f(ξ1u)
ξ1f(u)
≤
(
ξ1
ξ2
)ζ f(ξ2u)
ξ2f(u)
, ∀u ≥ t0
ξ2
ξ1
.
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Passing to the limit as u→∞ we find
A(ξ1) ≤
(
ξ1
ξ2
)ζ
A(ξ2) < A(ξ2),
which finishes the proof.
Proof of Theorem 4.9 completed. Set Π(ξ) = lim
d(x)ց0
b(x)
f(h(d(x))ξ)
h′′(d(x)) ξ
, for any ξ > 0. Using
(B1) we find
Π(ξ) = lim
d(x)ց0
b(x)
k(d(x))
k(d(x))f(h(d(x)))
h′′(d(x))
f(h(d(x))ξ)
ξf(h(d(x)))
= c lim
tց0
k(t)f(h(t))
h′′(t)
lim
u→∞
f(ξu)
ξf(u)
=
c
K ′(0)(1 − 2γ) + 2γ
A(ξ).
This and Lemma 4.10 imply that the function Π : (0,∞) → (0,∞) is bijective. Let ξ0 be the
unique positive solution of Π(ξ) = 1, that is A(ξ0) =
K ′(0)(1 − 2γ) + 2γ
c
.
For ε ∈ (0, 1/4) arbitrary, we denote ξ1 = Π
−1(1− 4ε), respectively ξ2 = Π
−1(1 + 4ε).
We choose δ > 0 small enough such that
(i) dist (x, ∂Ω0) is a C
2 function on the set {x ∈ Ω : dist (x, ∂Ω0) ≤ 2δ};
(ii)
∣∣∣∣ h′(s)h′′(s) ∆d(x) + a h(s)h′′(s)
∣∣∣∣ < ε and h′′(s) > 0 for all s ∈ (0, 2δ) and x satisfying 0 < d(x) <
2δ;
(iii) (Π(ξ2)−ε)
h′′(d(x)) ξ2
f(h(d(x))ξ2)
≤ b(x) ≤ (Π(ξ1)+ε)
h′′(d(x)) ξ1
f(h(d(x))ξ1)
, for every x with 0 < d(x) <
2δ.
(iv) b(y) < (1 + ε)b(x), for every x, y with 0 < d(y) < d(x) < 2δ.
Let σ ∈ (0, δ) be arbitrary. We define vσ(x) = h(d(x) + σ)ξ1, for any x with d(x) + σ < 2δ,
respectively vσ(x) = h(d(x) − σ)ξ2 for any x with σ < d(x) < 2δ.
Using (ii), (iv) and the first inequality in (iii), when σ < d(x) < 2δ, we obtain (since |∇d(x)| ≡
1)
−∆vσ(x)− avσ(x) + b(x)f(vσ(x))
= ξ2
(
−h′(d(x)− σ)∆d(x) − h′′(d(x)− σ)− ah(d(x) − σ) +
b(x)f(h(d(x) − σ)ξ2)
ξ2
)
= ξ2 h
′′(d(x) − σ)
(
−
h′(d(x) − σ)
h′′(d(x) − σ)
∆d(x)− a
h(d(x) − σ)
h′′(d(x)− σ)
− 1 +
b(x)f(h(d(x) − σ)ξ2)
h′′(d(x)− σ) ξ2
)
≥ ξ2 h
′′(d(x) − σ)
(
−
h′(d(x) − σ)
h′′(d(x) − σ)
∆d(x)− a
h(d(x) − σ)
h′′(d(x)− σ)
− 1 +
Π(ξ2)− ε
1 + ε
)
≥ 0
for all x satisfying σ < d(x) < 2δ.
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Similarly, using (ii), (iv) and the second inequality in (iii), when d(x) + σ < 2δ we find
−∆vσ(x)− avσ(x) + b(x)f(vσ(x))
= ξ1 h
′′(d(x) + σ)
(
−
h′(d(x) + σ)
h′′(d(x) + σ)
∆d(x)− a
h(d(x) + σ)
h′′(d(x) + σ)
− 1 +
b(x)f(h(d(x) + σ)ξ1)
h′′(d(x) + σ) ξ1
)
≤ ξ1 h
′′(d(x) + σ)
(
−
h′(d(x) + σ)
h′′(d(x) + σ)
∆d(x)− a
h(d(x) + σ)
h′′(d(x) + σ)
− 1 + (1 + ε)(Π(ξ1) + ε)
)
≤ 0,
for all x satisfying d(x) + σ < 2δ.
Define Ωδ ≡ {x ∈ Ω : d(x) < δ}. Let ω ⊂⊂ Ω0 be such that the first Dirichlet eigenvalue
of (−∆) in the smooth domain Ω0 \ ω is strictly greater than a. Denote by w a positive large
solution to the following problem
−∆w = aw − p(x)f(w) in Ωδ ,
where p ∈ C0,µ(Ωδ) satisfies 0 < p(x) ≤ b(x) for x ∈ Ωδ \Ω0, p(x) = 0 on Ω0 \ω and p(x) > 0 for
x ∈ ω. The existence of w is guaranteed by our Theorem 4.1.
Suppose that u is an arbitrary solution of (4.41) and let v := u+ w. Then v satisfies
−∆v ≥ av − b(x)f(v) in Ωδ \ Ω0.
Since
v|∂Ω0 =∞ > vσ|∂Ω0 and v|∂Ωδ =∞ > vσ|∂Ωδ ,
we find
u+ w ≥ vσ on Ωδ \Ω0. (4.47)
Similarly
vσ + w ≥ u on Ωδ \ Ωσ. (4.48)
Letting σ → 0 in (4.47) and (4.48), we deduce
h(d(x)) ξ2 + 2w ≥ u+ w ≥ h(d(x)) ξ1, ∀x ∈ Ωδ \Ω0.
Since w is uniformly bounded on ∂Ω0, it follows that
ξ1 ≤ lim inf
d(x)ց0
u(x)
h(d(x))
≤ lim sup
d(x)ց0
u(x)
h(d(x))
≤ ξ2. (4.49)
Letting ε→ 0 in (4.49) and looking at the definition of ξ1 respectively ξ2 we find
lim
d(x)ց0
u(x)
h(d(x))
= ξ0. (4.50)
This behavior of the solution will be speculated in order to prove that problem (4.41) has a
unique solution. Indeed, let u1, u2 be two positive solutions of (4.41). For any ε > 0, denote
u˜i = (1 + ε)ui, i = 1, 2. By virtue of (4.50) we get
lim
d(x)ց0
u1(x)− u˜2(x)
h(d(x))
= lim
d(x)ց0
u2(x)− u˜1(x)
h(d(x))
= −ε ξ0 < 0
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which implies
lim
d(x)ց0
[u1(x)− u˜2(x)] = lim
d(x)ց0
[u2(x)− u˜1(x)] = −∞.
On the other hand, since f(u)u is increasing for u > 0, we obtain
−∆u˜i = −(1 + ε)∆ui = (1 + ε) (a ui − b(x)f(ui)) ≥ a u˜i − b(x)f(u˜i) in Ω \ Ω0,
Bu˜i = Bui = 0 on ∂Ω.
So, by the maximum principle,
u1(x) ≤ u˜2(x), u2(x) ≤ u˜1(x), ∀x ∈ Ω \ Ω0.
Letting ε→ 0, we obtain u1 ≡ u2. The proof of Theorem 4.9 is complete.
The above results have been established by Cıˆrstea and Ra˘dulescu [27, 29].
4.1 Uniqueness and asymptotic behaviour of the large solution. A Karamata
regular variation theory approach
The major purpose in this section is to advance innovative methods to study the uniqueness and
asymptotic behavior of large solutions of (4.36). This approach is due to Cıˆrstea and Ra˘dulescu
[25, 28, 30, 31, 32] and it relies essentially on the regular variation theory introduces by Karamata
(see Bingham, Goldie, and Teugels [13], Karamata [72]), not only in the statement but in the
proof as well. This enables us to obtain significant information about the qualitative behavior
of the large solution to (4.36) in a general framework that removes previous restrictions in the
literature.
Definition 4.11. A positive measurable function R defined on [D,∞), for some D > 0, is called
regularly varying (at infinity) with index q ∈ R (written R ∈ RVq) if for all ξ > 0
lim
u→∞
R(ξu)/R(u) = ξq.
When the index of regular variation q is zero, we say that the function is slowly varying.
We remark that any function R ∈ RVq can be written in terms of a slowly varying function.
Indeed, set R(u) = uqL(u). From the above definition we easily deduce that L varies slowly.
The canonical q-varying function is uq. The functions ln(1 + u), ln ln(e + u), exp {(ln u)α},
α ∈ (0, 1) vary slowly, as well as any measurable function on [D,∞) with positive limit at infinity.
In what follows L denotes an arbitrary slowly varying function and D > 0 a positive number.
For details on the below properties, we refer to Seneta [85].
Proposition 4.12. (i) For any m > 0, umL(u)→∞, u−mL(u)→ 0 as u→∞.
(ii) Any positive C1-function on [D,∞) satisfying uL′1(u)/L1(u) → 0 as u → ∞ is slowly
varying. Moreover, if the above limit is q ∈ R, then L1 ∈ RVq.
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(iii) Assume R : [D,∞)→ (0,∞) is measurable and Lebesgue integrable on each finite subin-
terval of [D,∞). Then R varies regularly iff there exists j ∈ R such that
lim
u→∞
uj+1R(u)∫ u
D x
jR(x) dx
(4.51)
exists and is a positive number, say aj + 1. In this case, R ∈ RVq with q = aj − j.
(iv) (Karamata Theorem, 1933). If R ∈ RVq is Lebesgue integrable on each finite subinterval
of [D,∞), then the limit defined by (4.51) is q + j + 1, for every j > −q − 1.
Lemma 4.13. Assume (A1) holds. Then we have the equivalence
a) f ′ ∈ RVρ ⇐⇒ b) lim
u→∞
uf ′(u)/f(u) := ϑ <∞⇐⇒ c) lim
u→∞
(F/f)′ (u) := γ > 0.
Remark 3. Let a) of Lemma 4.13 be fulfilled. Then the following assertions hold
(i) ρ is non-negative;
(ii) γ = 1/(ρ + 2) = 1/(ϑ + 1);
(iii) If ρ 6= 0, then (A2) holds (use limu→∞ f(u)/u
p = ∞, ∀p ∈ (1, 1 + ρ)). The converse
implication is not necessarily true (take f(u) = u ln4(u + 1)). However, there are cases when
ρ = 0 and (A2) fails so that (4.36) has no large solutions. This is illustrated by f(u) = u or
f(u) = u ln(u+ 1).
Inspired by the definition of γ, we denote by K the set of all positive, increasing C1-functions
k defined on (0, ν), for some ν > 0, which satisfy limt→0+
(∫ t
0 k(s) ds
k(t)
)(i)
:= ℓi, i = 0, 1.
It is easy to see that ℓ0 = 0 and ℓ1 ∈ [0, 1], for every k ∈ K. Our next result gives examples
of functions k ∈ K with limt→0+ k(t) = 0, for every ℓ1 ∈ [0, 1].
Lemma 4.14. Let S ∈ C1[D,∞) be such that S′ ∈ RVq with q > −1. Hence the following hold:
a) If k(t) = exp {−S(1/t)} ∀t ≤ 1/D, then k ∈ K with ℓ1 = 0.
b) If k(t) = 1/S(1/t) ∀t ≤ 1/D, then k ∈ K with ℓ1 = 1/(q + 2) ∈ (0, 1).
c) If k(t) = 1/ lnS(1/t) ∀t ≤ 1/D, then k ∈ K with ℓ1 = 1.
Remark 4. If S ∈ C1[D,∞), then S′ ∈ RVq with q > −1 iff for some m > 0, C > 0 and B > D
we have S(u) = Cumexp
{∫ u
B
y(t)
t dt
}
, ∀u ≥ B, where y ∈ C[B,∞) satisfies limu→∞ y(u) = 0. In
this case, S′ ∈ RVq with q = m− 1. (This is a consequence of Property 4.12 (iii) and (iv).
Our main result is
Theorem 4.15. Let (A1) hold and f
′ ∈ RVρ with ρ > 0. Assume b ≡ 0 on ∂Ω satisfies
(B) b(x) = c k2(d(x)) + o(k2(d(x))) as d(x)→ 0, for some constant c > 0 and k ∈ K .
Then, for any a ∈ (−∞, λ∞,1), Eq. (4.36) admits a unique large solution ua. Moreover,
lim
d(x)→0
ua(x)
h(d(x))
= ξ0, (4.52)
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where ξ0 =
(
2 + ℓ1ρ
c(2 + ρ)
)1/ρ
and h is defined by
∫ ∞
h(t)
ds√
2F (s)
=
∫ t
0
k(s) ds, ∀t ∈ (0, ν). (4.53)
By Remark 4, the assumption f ′ ∈ RVρ with ρ > 0 holds if and only if there exist p > 1
and B > 0 such that f(u) = Cupexp
{∫ u
B
y(t)
t dt
}
, for all u ≥ B (y as before and p = ρ + 1).
If B is large enough (y > −ρ on [B,∞)), then f(u)/u is increasing on [B,∞). Thus, to get
the whole range of functions f for which our Theorem 4.15 applies we have only to “paste”
a suitable smooth function on [0, B] in accordance with (A1). A simple way to do this is to
define f(u) = upexp{
∫ u
0
z(t)
t dt}, for all u ≥ 0, where z ∈ C[0,∞) is non-negative such that
limt→0+ z(t)/t ∈ [0,∞) and limu→∞ z(u) = 0. Clearly, f(u) = u
p, f(u) = up ln(u + 1), and
f(u) = up arctan u (p > 1) fall into this category.
Lemma 4.14 provides a practical method to find functions k which can be considered in
the statement of Theorem 4.15. Here are some examples: k(t) = −1/ ln t, k(t) = tα, k(t) =
exp {−1/tα}, k(t) = exp
{
− ln(1 + 1t )/t
α
}
, k(t) = exp
{
−
[
arctan
(
1
t
)]
/tα
}
, k(t) = tα/ ln(1 + 1t ),
for some α > 0.
As we shall see, the uniqueness lies upon the crucial observation (4.52), which shows that all
explosive solutions have the same boundary behaviour. Note that the only case of Theorem 4.15
studied so far is f(u) = up (p > 1) and k(t) = tα (α > 0) (see Garc´ia-Melia´n, Letelier-Albornoz,
and Sabina de Lis [44]). For related results on the uniqueness of explosive solutions (mainly in the
cases b ≡ 1 and a = 0) we refer to Bandle and Marcus [8], Loewner and Nirenberg [73], Marcus
and Ve´ron [75].
Proof of Lemma 4.13. From Property 4.12 (iv) and Remark 3 (i) we deduce a) =⇒ b) and
ϑ = ρ+ 1. Conversely, b) =⇒ a) follows by 4.12 (iii) since ϑ ≥ 1 cf. (A1).
b) =⇒ c). Indeed, limu→∞
uf(u)
F (u) = 1+ ϑ, which yields
ϑ
1+ϑ = limu→∞
[
1−
(
F
f
)′
(u)
]
= 1− γ.
c) =⇒ b). Choose s1 > 0 such that
(
F
f
)′
(u) ≥ γ2 , ∀u ≥ s1. So,
(
F
f
)
(u) ≥ (u−s1)γ2 +
(
F
f
)
(s1),
∀u ≥ s1. Passing to the limit u→∞, we find limu→∞
F (u)
f(u) =∞. Thus, limu→∞
uf(u)
F (u) =
1
γ . Since
1− γ := limu→∞
F (u)f ′(u)
f2(u)
, we obtain limu→∞
uf ′(u)
f(u) =
1−γ
γ .
Proof of Lemma 4.14. Since limu→∞ uS
′(u) = ∞ (cf. Property 4.12 (i)), from Karamata
Theorem we deduce limu→∞
uS′(u)
S(u) = q + 1 > 0. Therefore, in any of the cases a), b), c),
limt→0+ k(t) = 0 and k is an increasing C
1-function on (0, ν), for ν > 0 sufficiently small.
a) It is clear that limt→0+
tk′(t)
k(t) lnk(t) = limt→0+
−S′(1/t)
tS(1/t) = −(q + 1). By l’Hospital’s rule, ℓ0 =
limt→0+
k(t)
k′(t) = 0 and limt→0+
(
∫ t
0
k(s) ds) ln k(t)
tk(t) = −
1
q+1 . So, 1− ℓ1 := limt→0+
(
∫ t
0
k(s)ds)k′(t)
k2(t)
= 1.
b) We see that limt→0+
tk′(t)
k(t) = limt→0+
S′(1/t)
tS(1/t) = q + 1. By l’Hospital’s rule, ℓ0 = 0 and
limt→0+
∫ t
0
k(s) ds
tk(t) =
1
q+2 . So, ℓ1 = 1− limt→0+
∫ t
0
k(s) ds
tk(t)
tk′(t)
k(t) =
1
q+2 .
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c) We have limt→0+
tk′(t)
k2(t)
= limt→0+
S′(1/t)
tS(1/t) = q+1. By l’Hospital’s rule, limt→0+
∫ t
0
k(s) ds
tk(t) = 1.
Thus, ℓ0 = 0 and ℓ1 = 1− limt→0+
∫ t
0
k(s) ds
t
tk′(t)
k2(t)
= 1.
Proof of Theorem 4.15. Fix a ∈ (−∞, λ∞,1). By Theorem 4.1, problem (4.36) has at least a
large solution.
If we prove that (4.52) holds for an arbitrary large solution ua of (4.36), then the uniqueness
follows easily. Indeed, if u1 and u2 are two arbitrary large solutions of (4.36), then (4.52) yields
limd(x)→0+
u1(x)
u2(x)
= 1. Hence, for any ε ∈ (0, 1), there exists δ = δ(ε) > 0 such that
(1− ε)u2(x) ≤ u1(x) ≤ (1 + ε)u2(x), ∀x ∈ Ω with 0 < d(x) ≤ δ. (4.54)
Choosing eventually a smaller δ > 0, we can assume that Ω0 ⊂ Cδ, where Cδ := {x ∈ Ω : d(x) >
δ}.
It is clear that u1 is a positive solution of the boundary value problem
∆φ+ aφ = b(x)f(φ) in Cδ, φ = u1 on ∂Cδ. (4.55)
By (A1) and (4.54), we see that φ
− = (1− ε)u2 (resp., φ
+ = (1 + ε)u2) is a positive sub-solution
(resp., super-solution) of (4.55). By the sub and super-solutions method, (4.55) has a positive
solution φ1 satisfying φ
− ≤ φ1 ≤ φ
+ in Cδ. Since b > 0 on Cδ \ Ω0, we deduce that (4.55) has a
unique positive solution, that is, u1 ≡ φ1 in Cδ. This yields (1− ε)u2(x) ≤ u1(x) ≤ (1 + ε)u2(x)
in Cδ, so that (4.54) holds in Ω. Passing to the limit ε→ 0
+, we conclude that u1 ≡ u2.
In order to prove (4.52) we state some useful properties about h:
(h1) h ∈ C
2(0, ν), limt→0+ h(t) =∞ (straightforward from (4.53)).
(h2) limt→0+
h′′(t)
k2(t)f(h(t)ξ)
=
1
ξρ+1
2 + ρℓ1
2 + ρ
, ∀ξ > 0 (so, h′′ > 0 on (0, 2δ), for δ > 0 small enough).
(h3) limt→0+ h(t)/h
′′(t) = limt→0+ h
′(t)/h′′(t) = 0.
We check (h2) for ξ = 1 only, since f ∈ RVρ+1. Clearly, h
′(t) = −k(t)
√
2F (h(t)) and
h′′(t) = k2(t)f(h(t))

1− 2k′(t)
(∫ t
0 k(s) ds
)
k2(t)
√
F (h(t))
f(h(t))
∫∞
h(t)[F (s)]
−1/2ds

 ∀t ∈ (0, ν). (4.56)
We see that limu→∞
√
F (u)/f(u) = 0. Thus, from l’Hospital’s rule and Lemma 4.13 we infer
that
lim
u→∞
√
F (u)
f(u)
∫∞
u [F (s)]
−1/2ds
=
1
2
− γ =
ρ
2(ρ+ 2)
. (4.57)
Using (4.56) and (4.57) we derive (h2) and also
lim
t→0+
h′(t)
h′′(t)
=
−2(2 + ρ)
2 + ℓ1ρ
lim
t→0+
∫ t
0 k(s) ds
k(t)
lim
u→∞
√
F (u)
f(u)
∫∞
u [F (s)]
−1/2ds
=
−ρℓ0
2 + ℓ1ρ
= 0. (4.58)
From (h1) and (h2), limt→0+ h
′(t) = −∞. So, l’Hospital’s rule and (4.58) yield limt→0+
h(t)
h′(t) = 0.
This and (4.58) lead to limt→0+
h(t)
h′′(t) = 0 which proves (h3).
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Proof of (4.52). Fix ε ∈ (0, c/2). Since b ≡ 0 on ∂Ω and (B) holds, we take δ > 0 so that
(i) d(x) is a C2-function on the set {x ∈ RN : d(x) < 2δ};
(ii) k2 is increasing on (0, 2δ);
(iii) (c− ε)k2(d(x)) < b(x) < (c+ ε)k2(d(x)), ∀x ∈ Ω with 0 < d(x) < 2δ;
(iv) h′′(t) > 0 ∀t ∈ (0, 2δ) (from (h2)).
Let σ ∈ (0, δ) be arbitrary. We define ξ± =
[
2+ℓ1ρ
(c∓2ε)(2+ρ)
]1/ρ
and v−σ (x) = h(d(x) + σ)ξ
−, for
all x with d(x) + σ < 2δ resp., v+σ (x) = h(d(x) − σ)ξ
+, for all x with σ < d(x) < 2δ.
Using (i)-(iv), when σ < d(x) < 2δ we obtain (since |∇d(x)| ≡ 1)
∆v+σ + av
+
σ − b(x)f(v
+
σ ) ≤ ξ
+h′′(d(x) − σ)
(
h′(d(x)− σ)
h′′(d(x) − σ)
∆d(x) + a
h(d(x) − σ)
h′′(d(x)− σ)
+ 1
−(c− ε)
k2(d(x)− σ)f(h(d(x) − σ)ξ+)
h′′(d(x)− σ)ξ+
)
.
Similarly, when d(x) + σ < 2δ we find
∆v−σ + av
−
σ − b(x)f(v
−
σ ) ≥ ξ
−h′′(d(x) + σ)
(
h′(d(x) + σ)
h′′(d(x) + σ)
∆d(x) + a
h(d(x) + σ)
h′′(d(x) + σ)
+ 1
−(c+ ε)
k2(d(x) + σ)f(h(d(x) + σ)ξ−)
h′′(d(x) + σ)ξ−
)
.
Using (h2) and (h3) we see that, by diminishing δ, we can assume
∆v+σ (x) + av
+
σ (x)− b(x)f(v
+
σ (x)) ≤ 0 ∀x with σ < d(x) < 2δ;
∆v−σ (x) + av
−
σ (x)− b(x)f(v
−
σ (x)) ≥ 0 ∀x with d(x) + σ < 2δ.
Let Ω1 and Ω2 be smooth bounded domains such that Ω ⊂⊂ Ω1 ⊂⊂ Ω2 and the first Dirichlet
eigenvalue of (−∆) in the domain Ω1\Ω is greater than a. Let p ∈ C
0,µ(Ω2) satisfy 0 < p(x) ≤ b(x)
for x ∈ Ω \ C2δ, p = 0 on Ω1 \Ω and p > 0 on Ω2 \ Ω1. Denote by w a positive large solution of
∆w + aw = p(x)f(w) in Ω2 \ C2δ.
The existence of w is ensured by Theorem 4.1.
Suppose that ua is an arbitrary large solution of (4.36) and let v := ua + w. Then v satisfies
∆v + av − b(x)f(v) ≤ 0 in Ω \ C2δ.
Since v|∂Ω =∞ > v
−
σ|∂Ω and v|∂C2δ =∞ > v
−
σ|∂C2δ
, the maximum principle implies
ua + w ≥ v
−
σ on Ω \ C2δ. (4.59)
Similarly,
v+σ +w ≥ ua on Cσ \ C2δ. (4.60)
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Letting σ → 0 in (4.59) and (4.60), we deduce h(d(x))ξ++2w ≥ ua+w ≥ h(d(x))ξ
−, for all x ∈ Ω\
C2δ . Since w is uniformly bounded on ∂Ω, we have ξ
− ≤ lim inf
d(x)→0
ua(x)
h(d(x))
≤ lim sup
d(x)→0
ua(x)
h(d(x))
≤ ξ+.
Letting ε→ 0+ we obtain (4.52). This concludes the proof of Theorem 4.15.
Bandle and Marcus proved in [9] that the blow-up rate of the unique large solution of (4.36)
depends on the curvature of the boundary of Ω. Our purpose in what follows is to refine the
blow-up rate of ua near ∂Ω by giving the second term in its expansion near the boundary. This
is a more subtle question which represents the goal of more recent literature (see Garc´ia-Melia´n,
Letelier-Albornoz, and Sabina de Lis [44] and the references therein). The following is very general
and, as a novelty, it relies on the Karamata regular variation theory.
Recall that K denotes the set of all positive increasing C1-functions k defined on (0, ν), for
some ν > 0, which satisfy limtց0(
∫ t
0 k(s) ds/k(t))
(i) := ℓi, i ∈ 0, 1. We also recall that RVq
(q ∈ R) is the set of all positive measurable functions Z : [A,∞) → R (for some A > 0)
satisfying limu→∞Z(ξu)/Z(u) = ξ
q, ∀ξ > 0. Define by NRVq the class of functions f in the form
f(u) = Cuqexp
{∫ u
B φ(t)/t dt
}
, ∀u ≥ B > 0, where C > 0 is a constant and φ ∈ C[B,∞) satisfies
limt→∞ φ(t) = 0. The Karamata Representation Theorem shows that NRVq ⊂ RVq.
For any ζ > 0, set K0,ζ the subset of K with ℓ1 = 0 and limtց0 t
−ζ(
∫ t
0 k(s) ds/k(t))
′ := L⋆ ∈ R.
It can be proven that K0,ζ ≡ R0,ζ , where
R0,ζ =


k : k(u−1) = d0u [Λ(u)]
−1 exp
[
−
∫ u
d1
(sΛ(s))−1 ds
]
(u ≥ d1), 0 < Λ ∈ C
1[d1,∞),
limu→∞Λ(u) = limu→∞ uΛ
′(u) = 0, limu→∞ u
ζ+1Λ′(u) = ℓ⋆ ∈ R, d0, d1 > 0

 .
Define
Fρη = {f ∈ NRVρ+1 (ρ > 0) : φ ∈ RVη or − φ ∈ RVη} , η ∈ (−ρ− 2, 0];
Fρ0,τ = {f ∈ Fρ0 : lim
u→∞
(ln u)τφ(u) = ℓ⋆ ∈ R}, τ ∈ (0,∞).
The following result establishes a precise asymptotic estimate in the neighbourhood of the
boundary.
Theorem 4.16. Assume that
b(x) = k2(d)(1 + c˜dθ + o(dθ)) if d(x)→ 0, where k ∈ R0,ζ , θ > 0, c˜ ∈ R. (4.61)
Suppose that f fulfills (A1) and one of the following growth conditions at infinity:
(i) f(u) = Cuρ+1 in a neighbourhood of infinity;
(ii) f ∈ Fρη with η 6= 0;
(iii) f ∈ Fρ0,τ1 with τ1 = ̟/ζ, where ̟ = min{θ, ζ}.
Then, for any a ∈ (−∞, λ∞,1), the unique positive solution ua of (4.36) satisfies
ua(x) = ξ0h(d)(1 + χd
̟ + o(d̟)) if d(x)→ 0, where ξ0 = [2(2 + ρ)
−1]1/ρ (4.62)
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and h is defined by
∫∞
h(t)[2F (s)]
−1/2ds =
∫ t
0 k(s) ds, for t > 0 small enough. The expression of χ
is
χ =


−(1 + ζ)ℓ⋆(2ζ)
−1Heaviside (θ − ζ)− c˜ρ−1Heaviside (ζ − θ) := χ1 if (i) or (ii) holds
χ1 − ℓ
⋆ρ−1(−ρℓ⋆/2)
τ1 [1/(ρ+ 2) + ln ξ0] if f obeys (iii).
Note that the only case related, in same way, to our Theorem 4.16 corresponds to Ω0 = ∅,
f(u) = uρ+1 on [0,∞), k(t) = ctα ∈ K (where c, α > 0), θ = 1 in (4.61), being studied in [44].
There, the two-term asymptotic expansion of ua near ∂Ω (a ∈ R since λ∞,1 = ∞) involves both
the distance function d(x) and the mean curvature H of ∂Ω. However, the blow-up rate of ua we
present in Theorem 4.16 is of a different nature since the class R0,ζ does not include k(t) = ct
α.
Our main result contributes to the knowledge in some new directions. More precisely, the
blow-up rate of the unique positive solution ua of (4.36) is refined as follows in the above result:
(a) on the maximal interval (−∞, λ∞,1) for the parameter a, which is in connection with an
appropriate semilinear eigenvalue problem; thus, the condition b > 0 in Ω is removed by defining
the set Ω0, but we maintain b ≡ 0 on ∂Ω since this is a natural restriction inherited from the
logistic problem.
(b) when b satisfies (4.61), where θ is any positive number and k belongs to a very rich class
of functions, namely R0,ζ . The equivalence R0,ζ ≡ K0,ζ shows the connection to the larger class
K for which the uniqueness of ua holds. In addition, the explicit form of k ∈ R0,ζ shows us how
to built k ∈ K0,ζ .
(c) for a wide class of functions f ∈ NRVρ+1 where either φ ≡ 0 (case (i)) or φ (resp., −φ)
belongs to RVη with η ∈ (−ρ−2, 0] (cases (ii) and (iii)). Therefore, the theory of regular variation
plays a key role in understanding the general framework and the approach as well.
Proof of Theorem 4.16. We first state two auxiliary results. Their proofs are straightforward
and we shall omit them.
Lemma 4.17. Assume (4.61) and f ∈ NRVρ+1 satisfies (A1). Then h has the following proper-
ties:
(i) h ∈ C2(0, ν), limtց0 h(t) =∞ and limtց0 h
′(t) = −∞;
(ii) limtց0 h
′′(t)/[k2(t)f(h(t)ξ)] = (2 + ρℓ1)/[ξ
ρ+1(2 + ρ)], ∀ξ > 0;
(iii) limtց0 h(t)/h
′′(t) = limtց0 h
′(t)/h′′(t) = limtց0 h(t)/h
′(t) = 0;
(iv) limtց0 h
′(t)/[th′′(t)] = −ρℓ1/(2 + ρℓ1) and limtց0 h(t)/[t
2h′′(t)] = ρ2ℓ21/[2(2 + ρℓ1)];
(v) limtց0 h(t)/[th
′(t)] = limtց0[ln t]/[ln h(t)] = −ρℓ1/2;
(vi) If ℓ1 = 0, then limtց0 t
jh(t) =∞, for all j > 0;
(vii) limtց0 1/[t
ζ lnh(t)] = −ρℓ⋆/2 and limtց0 h
′(t)/[tζ+1h′′(t)] = ρℓ⋆/(2ζ), ∀k ∈ R0,ζ .
Let τ > 0 be arbitrary. For any u > 0, define T1,τ (u) = {ρ/[2(ρ + 2)] − Ξ(u)}(ln u)
τ and
T2,τ (u) = {f(ξ0u)/[ξ0f(u)]− ξ
ρ
0}(ln u)
τ . Note that if f(u) = Cuρ+1, for u in a neighbourhood V∞
of infinity, then T1,τ (u) = T2,τ (u) = 0 for each u ∈ V∞.
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Lemma 4.18. Assume (A1) and f ∈ Fρη. The following hold:
(i) If f ∈ Fρ0,τ , then limu→∞ T1,τ (u) = −ℓ
⋆/(ρ+ 2)2 and limu→∞ T2,τ (u) = ξ
ρ
0ℓ
⋆ ln ξ0.
(ii) If f ∈ Fρη with η 6= 0, then limu→∞ T1,τ (u) = limu→∞ T2,τ (u) = 0.
Fix ε ∈ (0, 1/2). We can find δ > 0 such that d(x) is of class C2 on {x ∈ RN : d(x) < δ}, k
is nondecreasing on (0, δ), and h′(t) < 0 < h′′(t) for all t ∈ (0, δ). A straightforward computation
shows that limtց0 t
1−θk′(t)/k(t) = ∞, for every θ > 0. Using now (4.61), it follows that we can
diminish δ > 0 such that k2(t)
[
1 + (c˜− ε)tθ
]
is increasing on (0, δ) and
1 + (c˜− ε)dθ < b(x)/k2(d) < 1 + (c˜+ ε)dθ, ∀x ∈ Ω with d ∈ (0, δ). (4.63)
We define u±(x) = ξ0h(d)(1 +χ
±
ε d
̟), with d ∈ (0, δ), where χ±ε = χ± ε [1 +Heaviside (ζ − θ)]/ρ.
Take δ > 0 small enough such that u±(x) > 0, for each x ∈ Ω with d ∈ (0, δ). By the Lagrange
mean value theorem, we obtain f(u±(x)) = f(ξ0h(d)) + ξ0χ
±
ε d
̟h(d)f ′(Υ±(d)), where Υ±(d) =
ξ0h(d)(1 + λ
±(d)χ±ε d
̟), for some λ±(d) ∈ [0, 1]. We claim that
lim
dց0
f(Υ±(d))/f(ξ0h(d)) = 1. (4.64)
Fix σ ∈ (0, 1) and M > 0 such that |χ±ε | < M . Choose µ
⋆ > 0 so that |(1 ±Mt)ρ+1 − 1| < σ/2,
for all t ∈ (0, 2µ⋆). Let µ⋆ ∈ (0, (µ
⋆)1/̟) be such that, for every x ∈ Ω with d ∈ (0, µ⋆)∣∣f(ξ0h(d)(1 ±Mµ⋆))/f(ξ0h(d)) − (1±Mµ⋆)ρ+1∣∣ < σ/2.
Hence, 1 − σ < (1 −Mµ⋆)ρ+1 − σ/2 < f(Υ±(d))/f(ξ0h(d)) < (1 +Mµ
⋆)ρ+1 + σ/2 < 1 + σ, for
every x ∈ Ω with d ∈ (0, µ⋆). This proves (4.64).
Step 1. There exists δ1 ∈ (0, δ) so that ∆u
+ + au+ − k2(d)[1 + (c˜ − ε)dθ]f(u+) ≤ 0, ∀x ∈ Ω
with d ∈ (0, δ1) and ∆u
− + au− − k2(d)[1 + (c˜+ ε)dθ]f(u−) ≥ 0, ∀x ∈ Ω with d ∈ (0, δ1).
Indeed, for every x ∈ Ω with d ∈ (0, δ), we have
∆u± + au± − k2(d)
[
1 + (c˜∓ ε)dθ
]
f(u±)
= ξ0d
̟h′′(d)
[
aχ±ε
h(d)
h′′(d) + χ
±
ε ∆d
h′(d)
h′′(d) + 2̟χ
±
ε
h′(d)
dh′′(d) +̟χ
±
ε ∆d
h(d)
dh′′(d)
+̟(̟ − 1)χ±ε
h(d)
d2h′′(d) +∆d
h′(d)
d̟h′′(d) +
a h(d)
d̟h′′(d) +
∑4
j=1 S
±
j (d)
]
where, for any t ∈ (0, δ), we denote
S±1 (t) = (−c˜± ε)t
θ−̟ k2(t)f(ξ0h(t))/[ξ0h
′′(t)], S±2 (t) = χ
±
ε (1− k
2(t)h(t)f ′(Υ±(t))/h′′(t)),
S±3 (t) = (−c˜± ε)χ
±
ε t
θ k2(t)h(t)f ′(Υ±(t))/h′′(t), S±4 (t) = t
−̟(1− k2(t)f(ξ0h(t))/[ξ0h
′′(t)]).
By Lemma 4.17 (ii), we find limtց0 k
2(t)f(ξ0h(t))[ξ0h
′′(t)]−1 = 1, which yields limtց0 S
±
1 (t) =
(−c˜±ε)Heaviside (ζ−θ). Using (4.64), we obtain limtց0 k
2(t)h(t)f ′(Υ±(t))/h′′(t) = ρ+1. Hence,
limtց0 S
±
2 (t) = −ρχ
±
ε and limtց0 S
±
3 (t) = 0.
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Using the expression of h′′, we derive S±4 (t) =
k2(t)f(h(t))
h′′(t)
∑3
i=1 S4,i(t), ∀t ∈ (0, δ), where we
denote S4,1(t) = 2
Ξ(h(t))
t̟ (
∫ t
0 k(s) ds/k(t))
′, S4,2(t) = 2
T1,τ1 (h(t))
[tζ lnh(t)]τ1
and S4,3(t) = −
T2,τ1 (h(t))
[tζ lnh(t)]τ1
.
Since R0,ζ ≡ K0,ζ , we find limtց0 S4,1(t) = −(1 + ζ)ρℓ⋆ζ
−1(ρ+ 2)−1 Heaviside (θ − ζ).
Cases (i), (ii). By Lemma 4.17 (vii) and Lemma 4.18 (ii), we find limtց0 S4,2(t) = limtց0 S4,3(t) =
0. In view of Lemma 4.17 (ii), we derive that limtց0 S
±
4 (t) = −(1+ ζ)ρℓ⋆(2ζ)
−1Heaviside (θ− ζ).
Case (iii). By Lemma 4.17 (vii) and Lemma 4.18 (i), limtց0 S4,2(t) = −2ℓ
⋆(ρ+2)−2(−ρℓ⋆/2)
τ1
and limtց0 S4,3(t) = −2ℓ
⋆(ρ+ 2)−1(−ρℓ⋆/2)
τ1 ln ξ0. Using Lemma 4.17 (ii) once more, we arrive
at limtց0 S
±
4 (t) = −(1 + ζ)ρℓ⋆(2ζ)
−1Heaviside (θ − ζ)− ℓ⋆(−ρℓ⋆/2)
τ1 [1/(ρ + 2) + ln ξ0].
Note that in each of the cases (i)–(iii), the definition of χ±ε yields limtց0
∑4
j=1 S
+
j (t) = −ε < 0
and limtց0
∑4
j=1 S
−
j (t) = ε > 0. By Lemma 4.17 (vii), limtց0
h′(t)
t̟h′′(t) = 0. But limtց0
h(t)
h′(t) = 0,
so limtց0
h(t)
t̟h′′(t) = 0. Thus, using Lemma 4.17 [(iii), (iv)], relation (4.65) concludes our Step 1.
Step 2. There existsM+, δ+ > 0 such that ua(x) ≤ u
+(x)+M+, for all x ∈ Ω with 0 < d < δ+.
Define (0,∞) ∋ u 7−→ Ψx(u) = au−b(x)f(u), ∀x with d ∈ (0, δ1). Clearly, Ψx(u) is decreasing
when a ≤ 0. Suppose a ∈ (0, λ∞,1). Obviously, f(t)/t : (0,∞) → (f
′(0),∞) is bijective. Let
δ2 ∈ (0, δ1) be such that b(x) < 1, ∀x with d ∈ (0, δ2). Let ux define the unique positive solution
of b(x)f(u)/u = a + f ′(0), ∀x with d ∈ (0, δ2). Hence, for any x with d ∈ (0, δ2), u → Ψx(u)
is decreasing on (ux,∞). But limd(x)ց0
b(x)f(u+(x))
u+(x)
= +∞ (use limd(x)ց0 u
+(x)/h(d) = ξ0, (A1)
and Lemma 4.17 [(ii) and (iii)]). So, for δ2 small enough, u
+(x) > ux, ∀x with d ∈ (0, δ2).
Fix σ ∈ (0, δ2/4) and set Nσ := {x ∈ Ω : σ < d(x) < δ2/2}. We define u
∗
σ(x) = u
+(d−σ, s)+
M+, where (d, s) are the local coordinates of x ∈ Nσ. We choose M
+ > 0 large enough to have
u∗σ(δ2/2, s) ≥ ua(δ2/2, s), ∀σ ∈ (0, δ2/4) and ∀s ∈ ∂Ω. Using (4.63) and Step 1, we find
−∆u∗σ(x) ≥ au
+(d− σ, s)− [1 + (c˜− ε)(d − σ)θ]k2(d− σ)f(u+(d− σ, s))
≥ au+(d− σ, s)− [1 + (c˜− ε)dθ]k2(d)f(u+(d− σ, s)) ≥ Ψx(u
+(d− σ, s))
≥ Ψx(u
∗
σ) = au
∗
σ(x)− b(x)f(u
∗
σ(x)) in Nσ.
Thus, by the maximum principle, ua ≤ u
∗
σ in Nσ, ∀σ ∈ (0, δ2/4). Letting σ → 0, we have proved
Step 2.
Step 3. There existsM−, δ− > 0 such that ua(x) ≥ u
−(x)−M−, for all x ∈ Ω with 0 < d < δ−.
For every r ∈ (0, δ), define Ωr = {x ∈ Ω : 0 < d(x) < r}. We will prove that for λ > 0
sufficiently small, λu−(x) ≤ ua(x), ∀x ∈ Ωδ2/4. Indeed, fix arbitrarily σ ∈ (0, δ2/4). Define
v∗σ(x) = λu
−(d + σ, s), for x = (d, s) ∈ Ωδ2/2. We choose λ ∈ (0, 1) small enough such that
v∗σ(δ2/4, s) ≤ ua(δ2/4, s), ∀σ ∈ (0, δ2/4), ∀s ∈ ∂Ω. Using (4.63), Step 1 and (A1), we find
∆v∗σ(x) + av
∗
σ(x) ≥ λk
2(d+ σ)[1 + (c˜+ ε)(d + σ)θ]f(u−(d+ σ, s))
≥ k2(d)[1 + (c˜+ ε)dθ]f(λu−(d+ σ, s)) ≥ bf(v∗σ),
for all x = (d, s) ∈ Ωδ2/4, that is v
∗
σ is a sub-solution of ∆u + au = b(x)f(u) in Ωδ2/4. By the
maximum principle, we conclude that v∗σ ≤ ua in Ωδ2/4. Letting σ → 0, we find λu
−(x) ≤ ua(x),
∀x ∈ Ωδ2/4.
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Since limdց0 u
−(x)/h(d) = ξ0, by using (A1) and Lemma 4.17 [(ii), (iii)], we can easily obtain
limdց0 k
2(d)f(λ2u−(x))/u−(x) =∞. So, there exists δ˜ ∈ (0, δ2/4) such that
k2(d)[1 + (c˜+ ε)dθ]f(λ2u−)/u− ≥ λ2|a|, ∀x ∈ Ω with 0 < d ≤ δ˜. (4.65)
By Lemma 4.17 [(i) and (v)], we deduce that u−(x) decreases with d when d ∈ (0, δ˜) (if necessary,
δ˜ > 0 is diminished). Choose δ∗ ∈ (0, δ˜), close enough to δ˜, such that
h(δ∗)(1 + χ
−
ε δ
̟
∗ )/[h(δ˜)(1 + χ
−
ε δ˜
̟)] < 1 + λ. (4.66)
For each σ ∈ (0, δ˜ − δ∗), we define zσ(x) = u
−(d+ σ, s)− (1− λ)u−(δ∗, s). We prove that zσ is a
sub-solution of ∆u+ au = b(x)f(u) in Ωδ∗ . Using (4.66), zσ(x) ≥ u
−(δ˜, s)− (1− λ)u−(δ∗, s) > 0
∀x = (d, s) ∈ Ωδ∗ . By (4.63) and Step 1, zσ is a sub-solution of ∆u+ au = b(x)f(u) in Ωδ∗ if
k2(d+ σ)[1 + (c˜+ ε)(d + σ)θ]
[
f(u−(d+ σ, s))− f(zσ(d, s))
]
≥ a(1− λ)u−(δ∗, s), (4.67)
for all (d, s) ∈ Ωδ∗ . Applying the Lagrange mean value theorem and (A1), we infer that (4.67)
is a consequence of k2(d+ σ)[1 + (c˜+ ε)(d + σ)θ] f(zσ(d, s))/zσ(d, s) ≥ |a|, ∀(d, s) ∈ Ωδ∗ . This
inequality holds by virtue of (4.65), (4.66) and the decreasing character of u− with d.
On the other hand, zσ(δ∗, s) ≤ λu
−(δ∗, s) ≤ ua(x), ∀x = (δ∗, s) ∈ Ω. Clearly, lim supd→0(zσ −
ua)(x) = −∞ and b > 0 in Ωδ∗ . Thus, by the maximum principle, zσ ≤ ua in Ωδ∗ , ∀σ ∈ (0, δ˜−δ∗).
Letting σ → 0, we conclude the assertion of Step 3.
By Steps 2 and 3, χ+ε ≥ {−1+ ua(x)/[ξ0h(d)]}d
−̟ −M+/[ξ0d
̟h(d)] ∀x ∈ Ω with d ∈ (0, δ+)
and χ−ε ≤ {−1 + ua(x)/[ξ0h(d)]}d
−̟ +M−/[ξ0d
̟h(d)] ∀x ∈ Ω with d ∈ (0, δ−). Passing to the
limit as d→ 0 and using Lemma 4.17 (vi), we obtain χ−ε ≤ lim infd→0{−1 + ua(x)/[ξ0h(d)]}d
−̟
and lim supd→0{−1 + ua(x)/[ξ0h(d)]}d
−̟ ≤ χ+ε . Letting ε→ 0, we conclude our proof.
5 Entire solutions blowing up at infinity of semilinear elliptic
systems
In this section we are concerned with the existence of solutions that blow up at infinity for a class
of semilinear elliptic systems defined on the whole space.
Consider the following semilinear elliptic system

∆u = p(x)g(v) in RN ,
∆v = q(x)f(u) in RN ,
(5.68)
where N ≥ 3 and p, q ∈ C0,αloc (R
N ) (0 < α < 1) are non-negative and radially symmetric functions.
Throughout this paper we assume that f, g ∈ C0,βloc [0,∞) (0 < β < 1) are positive and non-
decreasing on (0,∞).
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We are concerned here with the existence of positive entire large solutions of (5.68), that is
positive classical solutions which satisfy u(x)→∞ and v(x)→∞ as |x| → ∞. Set R+ = (0,∞)
and define
G = {(a, b) ∈ R+ × R+; (∃) an entire radial solution of (5.68) so that (u(0), v(0)) = (a, b)}.
The case of pure powers in the non-linearities was treated by Lair and Shaker in [65]. They
proved that G = R+ × R+ if f(t) = tγ and g(t) = tθ for t ≥ 0 with 0 < γ, θ ≤ 1. Moreover, they
established that all positive entire radial solutions of (5.68) are large provided that∫ ∞
0
tp(t) dt =∞,
∫ ∞
0
tq(t) dt =∞. (5.69)
If, in turn ∫ ∞
0
tp(t) dt <∞,
∫ ∞
0
tq(t) dt <∞ (5.70)
then all positive entire radial solutions of (5.68) are bounded.
In what follows we generalize the above results to a larger class of systems. Theorems 5.1 and
5.4 are due to Cıˆrstea and Ra˘dulescu [26].
Theorem 5.1. Assume that
lim
t→∞
g(cf(t))
t
= 0 for all c > 0. (5.71)
Then G = R+ × R+. Moreover, the following hold:
(i) If p and q satisfy (5.69), then all positive entire radial solutions of (5.68) are large.
(ii) If p and q satisfy (5.70), then all positive entire radial solutions of (5.68) are bounded.
Furthermore, if f, g are locally Lipschitz continuous on (0,∞) and (u, v), (u˜, v˜) denote two positive
entire radial solutions of (5.68), then there exists a positive constant C such that for all r ∈ [0,∞)
max {|u(r)− u˜(r)|, |v(r) − v˜(r)|} ≤ C max {|u(0) − u˜(0)|, |v(0) − v˜(0)|}.
Proof. We start with the following auxiliary results.
Lemma 5.2. Condition (5.69) holds if and only if limr→∞A(r) = limr→∞B(r) =∞ where
A(r) ≡
∫ r
0
t1−N
∫ t
0
sN−1p(s) ds dt, B(r) ≡
∫ r
0
t1−N
∫ t
0
sN−1q(s) ds dt, ∀r > 0.
Proof. Indeed, for any r > 0
A(r) =
1
N − 2
[∫ r
0
tp(t) dt−
1
rN−2
∫ r
0
tN−1p(t) dt
]
≤
1
N − 2
∫ r
0
tp(t) dt. (5.72)
On the other hand,∫ r
0
tp(t) dt−
1
rN−2
∫ r
0
tN−1p(t) dt =
1
rN−2
∫ r
0
(
rN−2 − tN−2
)
tp(t) dt
≥
1
rN−2
[
rN−2 −
(r
2
)N−2] ∫ r2
0
tp(t) dt.
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This combined with (5.72) yields
1
N − 2
∫ r
0
tp(t) dt ≥ A(r) ≥
1
N − 2
[
1−
(
1
2
)N−2]∫ r
2
0
tp(t) dt.
Our conclusion follows now by letting r →∞.
Lemma 5.3. Assume that condition (5.70) holds. Let f and g be locally Lipschitz continuous
functions on (0,∞). If (u, v) and (u˜, v˜) denote two bounded positive entire radial solutions of
(5.68), then there exists a positive constant C such that for all r ∈ [0,∞)
max {|u(r)− u˜(r)|, |v(r) − v˜(r)|} ≤ C max {|u(0) − u˜(0)|, |v(0) − v˜(0)|}.
Proof. We first see that radial solutions of (5.68) are solutions of the ordinary differential
equations system 

u′′(r) +
N − 1
r
u′(r) = p(r) g(v(r)), r > 0
v′′(r) +
N − 1
r
v′(r) = q(r) f(u(r)), r > 0.
(5.73)
Define K = max {|u(0) − u˜(0)|, |v(0) − v˜(0)|}. Integrating the first equation of (5.73), we get
u′(r)− u˜′(r) = r1−N
∫ r
0
sN−1p(s)(g(v(s)) − g(v˜(s))) ds.
Hence
|u(r)− u˜(r)| ≤ K +
∫ r
0
t1−N
∫ t
0
sN−1p(s)|g(v(s)) − g(v˜(s))| ds dt. (5.74)
Since (u, v) and (u˜, v˜) are bounded entire radial solutions of (5.68) we have
|g(v(r)) − g(v˜(r))| ≤ m|v(r)− v˜(r)| for any r ∈ [0,∞)
|f(u(r))− f(u˜(r))| ≤ m|u(r)− u˜(r)| for any r ∈ [0,∞),
where m denotes a Lipschitz constant for both functions f and g. Therefore, using (5.74) we find
|u(r)− u˜(r)| ≤ K +m
∫ r
0
t1−N
∫ t
0
sN−1p(s)|v(s)− v˜(s)| ds dt. (5.75)
Arguing as above, but now with the second equation of (5.73), we obtain
|v(r)− v˜(r)| ≤ K +m
∫ r
0
t1−N
∫ t
0
sN−1q(s)|u(s)− u˜(s)| ds dt. (5.76)
Define
X(r) = K +m
∫ r
0
t1−N
∫ t
0
sN−1p(s)|v(s)− v˜(s)| ds dt.
Y (r) = K +m
∫ r
0
t1−N
∫ t
0
sN−1q(s)|u(s)− u˜(s)| ds dt.
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It is clear that X and Y are non-decreasing functions with X(0) = Y (0) = K. By a simple
calculation together with (5.75) and (5.76) we obtain
(rN−1X ′)′(r) = mrN−1p(r)|v(r)− v˜(r)| ≤ mrN−1p(r)Y (r)
(rN−1Y ′)′(r) = mrN−1q(r)|u(r)− u˜(r)| ≤ mrN−1q(r)X(r).
(5.77)
Since Y is non-decreasing, we have
X(r) ≤ K +mY (r)A(r) ≤ K +
m
N − 2
Y (r)
∫ r
0
tp(t) dt ≤ K +mCpY (r) (5.78)
where Cp = (1/(N − 2))
∫∞
0 tp(t) dt. Using (5.78) in the second inequality of (5.77) we find
(rN−1Y ′)′(r) ≤ mrN−1q(r)(K +mCpY (r)).
Integrating twice this inequality from 0 to r, we obtain
Y (r) ≤ K(1 +mCq) +
m2
N − 2
Cp
∫ r
0
tq(t)Y (t) dt,
where Cq = (1/(N − 2))
∫∞
0 tq(t) dt. From Gronwall’s inequality, we deduce
Y (r) ≤ K(1 +mCq)e
m2
N−2
Cp
∫ r
0
tq(t) dt ≤ K(1 +mCq)e
m2CpCq
and similarly for X. The conclusion follows now from the above inequality, (5.75) and (5.76).
Proof of Theorem ts1 completed. Since the radial solutions of (5.68) are solutions of the
ordinary differential equations system (5.73) it follows that the radial solutions of (5.68) with
u(0) = a > 0, v(0) = b > 0 satisfy
u(r) = a+
∫ r
0
t1−N
∫ t
0
sN−1p(s) g(v(s)) ds dt, r ≥ 0. (5.79)
v(r) = b+
∫ r
0
t1−N
∫ t
0
sN−1q(s) f(u(s)) ds dt, r ≥ 0. (5.80)
Define v0(r) = b for all r ≥ 0. Let (uk)k≥1 and (vk)k≥1 be two sequences of functions given by
uk(r) = a+
∫ r
0
t1−N
∫ t
0
sN−1p(s) g(vk−1(s)) ds dt, r ≥ 0.
vk(r) = b+
∫ r
0
t1−N
∫ t
0
sN−1q(s) f(uk(s)) ds dt, r ≥ 0.
Since v1(r) ≥ b, we find u2(r) ≥ u1(r) for all r ≥ 0. This implies v2(r) ≥ v1(r) which further
produces u3(r) ≥ u2(r) for all r ≥ 0. Proceeding at the same manner we conclude that
uk(r) ≤ uk+1(r) and vk(r) ≤ vk+1(r), ∀r ≥ 0 and k ≥ 1.
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We now prove that the non-decreasing sequences (uk(r))k≥1 and (vk(r))k≥1 are bounded from
above on bounded sets. Indeed, we have
uk(r) ≤ uk+1(r) ≤ a+ g(vk(r))A(r), ∀r ≥ 0 (5.81)
and
vk(r) ≤ b+ f (uk(r))B(r), ∀r ≥ 0. (5.82)
Let R > 0 be arbitrary. By (5.81) and (5.82) we find
uk(R) ≤ a+ g (b+ f (uk(R))B(R))A(R), ∀k ≥ 1
or, equivalently,
1 ≤
a
uk(R)
+
g (b+ f (uk(R))B(R))
uk(R)
A(R), ∀k ≥ 1. (5.83)
By the monotonicity of (uk(R))k≥1, there exists limk→∞ uk(R) := L(R). We claim that L(R)
is finite. Assume the contrary. Then, by taking k → ∞ in (5.83) and using (5.71) we obtain a
contradiction. Since u′k(r), v
′
k(r) ≥ 0 we get that the map (0,∞) ∋ R→ L(R) is non-decreasing
on (0,∞) and
uk(r) ≤ uk(R) ≤ L(R), ∀r ∈ [0, R], ∀k ≥ 1. (5.84)
vk(r) ≤ b+ f (L(R))B(R), ∀r ∈ [0, R], ∀k ≥ 1. (5.85)
It follows that there exists limR→∞ L(R) = L ∈ (0,∞] and the sequences (uk(r))k≥1, (vk(r))k≥1
are bounded above on bounded sets. Therefore, we can define u(r) := limk→∞ uk(r) and v(r) :=
limk→∞ vk(r) for all r ≥ 0. By standard elliptic regularity theory we obtain that (u, v) is a
positive entire solution of (5.68) with u(0) = a and v(0) = b.
We now assume that, in addition, condition (5.70) is fulfilled. According to Lemma 5.2 we
have that limr→∞A(r) = A <∞ and limr→∞B(r) = B <∞. Passing to the limit as k →∞ in
(5.83) we find
1 ≤
a
L(R)
+
g (b+ f (L(R))B(R))
L(R)
A(R) ≤
a
L(R)
+
g(b+ f (L(R))B)
L(R)
A.
Letting R→∞ and using (5.71) we deduce L <∞. Thus, taking into account (5.84) and (5.85),
we obtain
uk(r) ≤ L and vk(r) ≤ b+ f(L)B, ∀r ≥ 0, ∀k ≥ 1.
So, we have found upper bounds for (uk(r))k≥1 and (vk(r))k≥1 which are independent of r. Thus,
the solution (u, v) is bounded from above. This shows that any solution of (5.79) and (5.80) will
be bounded from above provided (5.70) holds. Thus, we can apply Lemma 5.3 to achieve the
second assertion of ii).
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Let us now drop the condition (5.70) and assume that (5.69) is fulfilled. In this case, Lemma
5.2 tells us that limr→∞A(r) = limr→∞B(r) =∞. Let (u, v) be an entire positive radial solution
of (5.68). Using (5.79) and (5.80) we obtain
u(r) ≥ a+ g(b)A(r), ∀r ≥ 0.
v(r) ≥ b+ f(a)B(r), ∀r ≥ 0.
Taking r → ∞ we get that (u, v) is an entire large solution. This concludes the proof of Theo-
rem 5.1.
If f and g satisfy the stronger regularity f, g ∈ C1[0,∞), then we drop the assumption (5.71)
and require, in turn,
(H1) f(0) = g(0) = 0, lim infu→∞
f(u)
g(u) =: σ > 0
and the Keller-Osserman condition
(H2)
∫ ∞
1
dt√
G(t)
<∞, where G(t) =
∫ t
0
g(s) ds.
Observe that assumptions (H1) and (H2) imply that f satisfies condition (H2), too.
Set η = min {p, q}.
Our main result in this case is
Theorem 5.4. Let f, g ∈ C1[0,∞) satisfy (H1) and (H2). Assume that (5.70) holds, η is not
identically zero at infinity and ν := max {p(0), q(0)} > 0.
Then any entire radial solution (u, v) of (5.68) with (u(0), v(0)) ∈ F (G) is large.
Proof. Under the assumptions of Theorem 5.4 we prove the following auxiliary results.
Lemma 5.5. G 6= ∅.
Proof. Cf. Cıˆrstea and Ra˘dulescu [26], the problem
∆ψ = (p+ q)(x)(f + g)(ψ) in RN ,
has a positive radial entire large solution. Since ψ is radial, we have
ψ(r) = ψ(0) +
∫ r
0
t1−N
∫ t
0
sN−1(p+ q)(s)(f + g)(ψ(s)) ds dt, ∀r ≥ 0.
We claim that (0, ψ(0)] × (0, ψ(0)] ⊆ G. To prove this, fix 0 < a, b ≤ ψ(0) and let v0(r) ≡ b for
all r ≥ 0. Define the sequences (uk)k≥1 and (vk)k≥1 by
uk(r) = a+
∫ r
0
t1−N
∫ t
0
sN−1p(s)g(vk−1(s)) ds dt, ∀r ∈ [0,∞), ∀k ≥ 1, (5.86)
vk(r) = b+
∫ r
0
t1−N
∫ t
0
sN−1q(s)f(uk(s)) ds dt, ∀r ∈ [0,∞), ∀k ≥ 1. (5.87)
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We first see that v0 ≤ v1 which produces u1 ≤ u2. Consequently, v1 ≤ v2 which further yields
u2 ≤ u3. With the same arguments, we obtain that (uk) and (vk) are non-decreasing sequences.
Since ψ′(r) ≥ 0 and b = v0 ≤ ψ(0) ≤ ψ(r) for all r ≥ 0 we find
u1(r) ≤ a+
∫ r
0
t1−N
∫ t
0
sN−1p(s)g(ψ(s)) ds dt
≤ ψ(0) +
∫ r
0
t1−N
∫ t
0
sN−1(p + q)(s)(f + g)(ψ(s)) ds dt = ψ(r).
Thus u1 ≤ ψ. It follows that
v1(r) ≤ b+
∫ r
0
t1−N
∫ t
0
sN−1q(s)f(ψ(s)) ds dt
≤ ψ(0) +
∫ r
0
t1−N
∫ t
0
sN−1(p + q)(s)(f + g)(ψ(s)) ds dt = ψ(r).
Similar arguments show that
uk(r) ≤ ψ(r) and vk(r) ≤ ψ(r) ∀r ∈ [0,∞), ∀k ≥ 1.
Thus, (uk) and (vk) converge and (u, v) = limk→∞(uk, vk) is an entire radial solution of (5.68)
such that (u(0), v(0)) = (a, b). This completes the proof.
An easy consequence of the above result is
Corollary 5.6. If (a, b) ∈ G, then (0, a] × (0, b] ⊆ G.
Proof. Indeed, the process used before can be repeated by taking
uk(r) = a0 +
∫ r
0
t1−N
∫ t
0
sN−1p(s)g(vk−1(s)) ds dt, ∀r ∈ [0,∞), ∀k ≥ 1,
vk(r) = b0 +
∫ r
0
t1−N
∫ t
0
sN−1q(s)f(uk(s)) ds dt, ∀r ∈ [0,∞), ∀k ≥ 1,
where 0 < a0 ≤ a, 0 < b0 ≤ b and v0(r) ≡ b0 for all r ≥ 0.
Letting (U, V ) be the entire radial solution of (5.68) with central values (a, b) we obtain as in
Lemma 5.5,
uk(r) ≤ uk+1(r) ≤ U(r), ∀r ∈ [0,∞), ∀k ≥ 1,
vk(r) ≤ vk+1(r) ≤ V (r), ∀r ∈ [0,∞), ∀k ≥ 1.
Set (u, v) = limk→∞(uk, vk). We see that u ≤ U , v ≤ V on [0,∞) and (u, v) is an entire radial
solution of (5.68) with central values (a0, b0). This shows that (a0, b0) ∈ G, so that our assertion
is proved.
Lemma 5.7. G is bounded.
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Proof. Set 0 < λ < min {σ, 1} and let δ = δ(λ) be large enough so that
f(t) ≥ λg(t), ∀t ≥ δ. (5.88)
Since η is radially symmetric and not identically zero at infinity, we can assume η > 0 on ∂B(0, R)
for some R > 0. Let ζ be a positive large solution ζ of the problem
∆ζ = λη(x)g
(
ζ
2
)
in B(0, R).
Arguing by contradiction, we assume that G is not bounded. Then, there exists (a, b) ∈ G
such that a + b > max {2δ, ζ(0)}. Let (u, v) be the entire radial solution of (5.68) such that
(u(0), v(0)) = (a, b). Since u(x) + v(x) ≥ a+ b > 2δ for all x ∈ RN , by (5.88), we find
f(u(x)) ≥ f
(
u(x) + v(x)
2
)
≥ λg
(
u(x) + v(x)
2
)
if u(x) ≥ v(x)
and
g(v(x)) ≥ g
(
u(x) + v(x)
2
)
≥ λg
(
u(x) + v(x)
2
)
if v(x) ≥ u(x).
It follows that
∆(u+ v) = p(x)g(v) + q(x)f(u) ≥ η(x)(g(v) + f(u)) ≥ λη(x)g
(
u+ v
2
)
in RN .
On the other hand, ζ(x) → ∞ as |x| → R and u, v ∈ C2(B(0, R)). Thus, by the maximum
principle, we conclude that u + v ≤ ζ in B(0, R). But this is impossible since u(0) + v(0) =
a+ b > ζ(0).
Lemma 5.8. F (G) ⊂ G.
Proof. Let (a, b) ∈ F (G). We claim that (a − 1/n0, b − 1/n0) ∈ G provided n0 ≥ 1 is large
enough so that min {a, b} > 1/n0. Indeed, if this is not true, by Corollary 5.6
D :=
[
a−
1
n0
,∞
)
×
[
b−
1
n0
,∞
)
⊆ (R+ × R+) \ G.
So, we can find a small ball B centered in (a, b) such that B ⊂⊂ D, i.e., B ∩ G = ∅. But this
will contradict the choice of (a, b). Consequently, there exists (un0 , vn0) an entire radial solution
of (5.68) such that (un0(0), vn0(0)) = (a− 1/n0, b− 1/n0). Thus, for any n ≥ n0, we can define
un(r) = a−
1
n
+
∫ r
0
t1−N
∫ t
0
sN−1p(s)g(vn(s)) ds dt, r ≥ 0,
vn(r) = b−
1
n
+
∫ r
0
t1−N
∫ t
0
sN−1q(s)f(un(s)) ds dt, r ≥ 0.
Using Corollary 5.6 once more, we conclude that (un)n≥n0 and (vn)n≥n0 are non-decreasing se-
quences. We now prove that (un) and (vn) converge on R
N . To this aim, let x0 ∈ R
N be arbitrary.
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But η is not identically zero at infinity so that, for some R0 > 0, we have η > 0 on ∂B(0, R0) and
x0 ∈ B(0, R0).
Since σ = lim infu→∞
f(u)
g(u) > 0, we find τ ∈ (0, 1) such that
f(t) ≥ τg(t), ∀t ≥
a+ b
2
−
1
n0
.
Therefore, on the set where un ≥ vn, we have
f(un) ≥ f
(
un + vn
2
)
≥ τg
(
un + vn
2
)
.
Similarly, on the set where un ≤ vn, we have
g(vn) ≥ g
(
un + vn
2
)
≥ τg
(
un + vn
2
)
.
It follows that, for any x ∈ RN ,
∆(un + vn) = p(x)g(vn) + q(x)f(un) ≥ η(x)[g(vn) + f(un)] ≥ τη(x)g
(
un + vn
2
)
.
On the other hand, there exists a positive large solution of
∆ζ = τη(x)g
(
ζ
2
)
in B(0, R0).
The maximum principle yields un+vn ≤ ζ inB(0, R0). So, it makes sense to define (u(x0), v(x0)) =
limn→∞(un(x0), vn(x0)). Since x0 is arbitrary, the functions u, v exist on R
N . Hence (u, v) is an
entire radial solution of (5.68) with central values (a, b), i.e., (a, b) ∈ G.
For (c, d) ∈ (R+ × R+) \ G, define
Rc,d = sup {r > 0 | there exists a radial solution of (5.68) in B(0, r) so that (u(0), v(0)) = (c, d)}.
(5.89)
Lemma 5.9. If, in addition, ν = max {p(0), q(0)} > 0, then 0 < Rc,d <∞ where Rc,d is defined
by (5.89).
Proof. Since ν > 0 and p, q ∈ C[0,∞), there exists ǫ > 0 such that (p + q)(r) > 0 for all
0 ≤ r < ǫ. Let 0 < R < ǫ be arbitrary. There exists a positive radial large solution of the
problem
∆ψR = (p+ q)(x)(f + g)(ψR) in B(0, R).
Moreover, for any 0 ≤ r < R,
ψR(r) = ψR(0) +
∫ r
0
t1−N
∫ t
0
sN−1(p+ q)(s)(f + g)(ψR(s)) ds dt.
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It is clear that ψ′R(r) ≥ 0. Thus, we find
ψ′R(r) = r
1−N
∫ r
0
sN−1(p+ q)(s)(f + g)(ψR(s)) ds ≤ C(f + g)(ψR(r))
where C > 0 is a positive constant such that
∫ ǫ
0 (p+ q)(s) ds ≤ C.
Since f + g satisfies (A1) and (A2), we may invoke Remark 1 in Section 2 to conclude that∫ ∞
1
dt
(f + g)(t)
<∞.
Therefore, we obtain
−
d
dr
∫ ∞
ψR(r)
ds
(f + g)(s)
=
ψ′R(r)
(f + g)(ψR(r))
≤ C for any 0 < r < R.
Integrating from 0 to R and recalling that ψR(r)→∞ as r ր R, we obtain∫ ∞
ψR(0)
ds
(f + g)(s)
≤ CR.
Letting Rց 0 we conclude that
lim
Rց0
∫ ∞
ψR(0)
ds
(f + g)(s)
= 0.
This implies that ψR(0) → ∞ as R ց 0. So, there exists 0 < R˜ < ǫ such that 0 < c, d ≤ ψR˜(0).
Set
uk(r) = c+
∫ r
0
t1−N
∫ t
0
sN−1p(s)g(vk−1(s)) ds dt, ∀r ∈ [0,∞), ∀k ≥ 1, (5.90)
vk(r) = d+
∫ r
0
t1−N
∫ t
0
sN−1q(s)f(uk(s)) ds dt, ∀r ∈ [0,∞), ∀k ≥ 1, (5.91)
where v0(r) = d for all r ∈ [0,∞). As in Lemma 5.5, we find that (uk) resp., (vk) are non-
decreasing and
uk(r) ≤ ψR˜(r) and vk(r) ≤ ψR˜(r), ∀r ∈ [0, R˜), ∀k ≥ 1.
Thus, for any r ∈ [0, R˜), there exists (u(r), v(r)) = limk→∞(uk(r), vk(r)) which is, moreover, a
radial solution of (5.68) in B(0, R˜) such that (u(0), v(0)) = (c, d). This shows that Rc,d ≥ R˜ > 0.
By the definition of Rc,d we also derive
lim
rրRc,d
u(r) =∞ and lim
rրRc,d
v(r) =∞. (5.92)
On the other hand, since (c, d) 6∈ G, we conclude that Rc,d is finite.
Proof of Theorem 5.4 completed. Let (a, b) ∈ F (G) be arbitrary. By Lemma 5.8, (a, b) ∈ G so
that we can define (U, V ) an entire radial solution of (5.68) with (U(0), V (0)) = (a, b). Obviously,
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for any n ≥ 1, (a + 1/n, b + 1/n) ∈ (R+ × R+) \ G. By Lemma 5.9, Ra+1/n,b+1/n (in short, Rn)
defined by (5.89) is a positive number. Let (Un, Vn) be the radial solution of (5.68) in B(0, Rn)
with the central values (a+ 1/n, b+ 1/n). Thus,
Un(r) = a+
1
n
+
∫ r
0
t1−N
∫ t
0
sN−1p(s)g(Vn(s)) ds dt, ∀r ∈ [0, Rn), (5.93)
Vn(r) = b+
1
n
+
∫ r
0
t1−N
∫ t
0
sN−1q(s)f(Un(s)) ds dt, ∀r ∈ [0, Rn). (5.94)
In view of (5.92) we have
lim
rրRn
Un(r) =∞ and lim
rրRn
Vn(r) =∞, ∀n ≥ 1.
We claim that (Rn)n≥1 is a non-decreasing sequence. Indeed, if (uk), (vk) denote the sequences
of functions defined by (5.90) and (5.91) with c = a+ 1/(n + 1) and d = b+ 1/(n + 1), then
uk(r) ≤ uk+1(r) ≤ Un(r), vk(r) ≤ vk+1(r) ≤ Vn(r), ∀r ∈ [0, Rn), ∀k ≥ 1. (5.95)
This implies that (uk(r))k≥1 and (vk(r))k≥1 converge for any r ∈ [0, Rn). Moreover, (Un+1, Vn+1) =
limk→∞(uk, vk) is a radial solution of (5.68) in B(0, Rn) with central values (a + 1/(n + 1), b +
1/(n + 1)). By the definition of Rn+1, it follows that Rn+1 ≥ Rn for any n ≥ 1.
Set R := limn→∞Rn and let 0 ≤ r < R be arbitrary. Then, there exists n1 = n1(r) such that
r < Rn for all n ≥ n1. From (5.95) we see that Un+1 ≤ Un (resp., Vn+1 ≤ Vn) on [0, Rn) for all
n ≥ 1. So, there exists limn→∞(Un(r), Vn(r)) which, by (5.93) and (5.94), is a radial solution of
(5.68) in B(0, R) with central values (a, b). Consequently,
lim
n→∞
Un(r) = U(r) and lim
n→∞
Vn(r) = V (r) for any r ∈ [0, R). (5.96)
Since U ′n(r) ≥ 0, from (5.94) we find
Vn(r) ≤ b+
1
n
+ f(Un(r))
∫ ∞
0
t1−N
∫ t
0
sN−1q(s) ds dt.
This yields
Vn(r) ≤ C1Un(r) + C2f(Un(r)) (5.97)
where C1 is an upper bound of (V (0) + 1/n)/(U(0) + 1/n) and
C2 =
∫ ∞
0
t1−N
∫ t
0
sN−1q(s) ds dt ≤
1
N − 2
∫ ∞
0
sq(s) ds <∞.
Define h(t) = g(C1t+C2f(t)) for t ≥ 0. It is easy to check that h satisfies (A1) and (A2). Define
Γ(s) =
∫ ∞
s
dt
h(t)
, for all s > 0.
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But Un verifies
∆Un = p(x)g(Vn)
which combined with (5.97) implies
∆Un ≤ p(x)h(Un).
A simple calculation shows that
∆Γ(Un) = Γ
′(Un)∆Un + Γ
′′(Un)|∇Un|
2 =
−1
h(Un)
∆Un +
h′(Un)
[h(Un)]2
|∇Un|
2
≥
−1
h(Un)
p(r)h(Un) = −p(r)
which we rewrite as(
rN−1
d
dr
Γ(Un)
)′
≥ −rN−1p(r) for any 0 < r < Rn.
Fix 0 < r < R. Then r < Rn for all n ≥ n1 provided n1 is large enough. Integrating the above
inequality over [0, r], we get
d
dr
Γ(Un) ≥ −r
1−N
∫ r
0
sN−1p(s) ds.
Integrating this new inequality over [r,Rn] we obtain
−Γ(Un(r)) ≥ −
∫ Rn
r
t1−N
∫ t
0
sN−1p(s) ds dt, ∀n ≥ n1,
since Un(r)→∞ as r ր Rn implies Γ(Un(r))→ 0 as rր Rn. Therefore,
Γ(Un(r)) ≤
∫ Rn
r
t1−N
∫ t
0
sN−1p(s) ds dt, ∀n ≥ n1.
Letting n→∞ and using (5.96) we find
Γ(U(r)) ≤
∫ R
r
t1−N
∫ t
0
sN−1p(s) ds dt,
or, equivalently
U(r) ≥ Γ−1
(∫ R
r
t1−N
∫ t
0
sN−1p(s) ds dt
)
.
Passing to the limit as r ր R and using the fact that limsց0 Γ
−1(s) =∞ we deduce
lim
rրR
U(r) ≥ lim
rրR
Γ−1
(∫ R
r
t1−N
∫ t
0
sN−1p(s) ds dt
)
=∞.
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But (U, V ) is an entire solution so that we conclude R =∞ and limr→∞ U(r) =∞. Since (5.70)
holds and V ′(r) ≥ 0 we find
U(r) ≤ a+ g(V (r))
∫ ∞
0
t1−N
∫ t
0
sN−1p(s) ds dt
≤ a+ g(V (r))
1
N − 2
∫ ∞
0
tp(t) dt, ∀r ≥ 0.
We deduce limr→∞ V (r) = ∞, otherwise we obtain that limr→∞U(r) is finite, a contradiction.
Consequently, (U, V ) is an entire large solution of (5.68). This concludes our proof.
6 Bifurcation problems for singular Lane-Emden-Fowler equa-
tions
In this section we study the bifurcation problem

−∆u = λf(u) + a(x)g(u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(Pλ)
where λ ∈ R is a parameter and Ω ⊂ RN (N ≥ 2) is a bounded domain with smooth boundary ∂Ω.
The main feature of this boundary value problem is the presence of the “smooth” nonlinearity f
combined with the “singular” nonlinearity g. More exactly, we assume that 0 < f ∈ C0,β[0,∞)
and 0 ≤ g ∈ C0,β(0,∞) (0 < β < 1) fulfill the hypotheses
(f1) f is nondecreasing on (0,∞) while f(s)/s is nonincreasing for s > 0;
(g1) g is nonincreasing on (0,∞) with limsց0 g(s) = +∞;
(g2) there exists C0, η0 > 0 and α ∈ (0, 1) so that g(s) ≤ C0s
−α, ∀s ∈ (0, η0).
The assumption (g2) implies the following Keller-Osserman-type growth condition around the
origin ∫ 1
0
(∫ t
0
g(s)ds
)−1/2
dt < +∞. (6.98)
As proved by Be´nilan, Brezis and Crandall in [11], condition (6.98) is equivalent to the property
of compact support, that is, for any h ∈ L1(RN ) with compact support, there exists a unique
u ∈W 1,1(RN ) with compact support such that ∆u ∈ L1(RN ) and
−∆u+ g(u) = h a.e. in RN .
In many papers (see, e.g., Dalmasso [36], Kusano and Swanson [64]) the potential a(x) is as-
sumed to depend “almost” radially on x, in the sense that C1 p(|x|) ≤ a(x) ≤ C2 p(|x|), where C1,
C2 are positive constants and p(|x|) is a positive function satisfying some integrability condition.
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We do not impose any growth assumption on a, but we suppose throughout this paper that the
variable potential a(x) satisfies a ∈ C0,β(Ω) and a > 0 in Ω.
If λ = 0 this equation is called the Lane-Emden-Fowler equation and arises in the boundary-
layer theory of viscous fluids (see Wong [92]). Problems of this type, as well as the associated evo-
lution equations, describe naturally certain physical phenomena. For example, super-diffusivity
equations of this type have been proposed by de Gennes [37] as a model for long range Van der
Waals interactions in thin films spreading on solid surfaces.
Our purpose is to study the effect of the asymptotically linear perturbation f(u) in (Pλ), as
well as to describe the set of values of the positive parameter λ such that problem (Pλ) admits a
solution. In this case, we also prove a uniqueness result. Due to the singular character of (Pλ),
we can not expect to find solutions in C2(Ω). However, under the above assumptions we will
show that (Pλ) has solutions in the class
E := {u ∈ C2(Ω) ∩C1,1−α(Ω); ∆u ∈ L1(Ω)}.
We first observe that, in view of the assumption (f1), there exists
m := lim
s→∞
f(s)
s
∈ [0,∞).
This number plays a crucial role in our analysis. More precisely, the existence of the solutions to
(Pλ) will be separately discussed for m > 0 and m = 0. Let a∗ = min
x∈Ω
a(x).
Theorems 6.1–6.4 have been established by Cıˆrstea, Ghergu, and Ra˘dulescu [23].
Theorem 6.1. Assume (f1), (g1), (g2) and m = 0. If a∗ > 0 (resp., a∗ = 0), then (Pλ) has a
unique solution uλ ∈ E for all λ ∈ R (resp., λ ≥ 0) with the properties:
(i) uλ is strictly increasing with respect to λ.
(ii) there exist two positive constant c1, c2 > 0 depending on λ such that c1d(x) ≤ uλ ≤ c2d(x)
in Ω.
The bifurcation diagram in the “sublinear” case m = 0 is depicted in Figure 1.
Proof. We first recall some auxiliary results that we need in the proof.
Lemma 6.2. (Shi and Yao [86]). Let F : Ω× (0,∞)→ R be a Ho¨lder continuous function with
exponent β ∈ (0, 1) on each compact subset of Ω× (0,∞) which satisfies
(F1) lim sups→+∞
(
s−1maxx∈Ω F (x, s)
)
< λ1;
(F2) for each t > 0, there exists a constant D(t) > 0 such that
F (x, r)− F (x, s) ≥ −D(t)(r − s), for x ∈ Ω and r ≥ s ≥ t;
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Figure 1: The “sublinear” case m = 0.
(F3) there exists η0 > 0 and an open subset Ω0 ⊂ Ω such that
min
x∈Ω
F (x, s) ≥ 0 for s ∈ (0, η0),
and
lim
sց0
F (x, s)
s
= +∞ uniformly for x ∈ Ω0.
Then for any nonnegative function φ0 ∈ C
2,β(∂Ω), the problem

−∆u = F (x, u) in Ω,
u > 0 in Ω ,
u = φ0 on ∂Ω,
has at least one positive solution u ∈ C2,β(G) ∩ C(Ω), for any compact set G ⊂ Ω ∪ {x ∈
∂Ω; φ0(x) > 0}.
Lemma 6.3. (Shi and Yao [86]). Let F : Ω× (0,∞)→ R be a continuous function such that the
mapping (0,∞) ∋ s 7−→
F (x, s)
s
is strictly decreasing at each x ∈ Ω. Assume that there exists v,
w ∈ C2(Ω) ∩ C(Ω) such that
(a) ∆w + F (x,w) ≤ 0 ≤ ∆v + F (x, v) in Ω;
(b) v,w > 0 in Ω and v ≤ w on ∂Ω;
(c) ∆v ∈ L1(Ω).
Then v ≤ w in Ω.
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Now, we are ready to give the proof of Theorem 6.1. This will be divided into four steps.
Step 1. Existence of solutions to problem (Pλ).
For any λ ∈ R, define the function
Φλ(x, s) = λf(s) + a(x)g(s), (x, s) ∈ Ω× (0,∞). (6.99)
Taking into account the assumptions of Theorem 6.1, it follows that Φλ verifies the hypotheses
of Lemma 6.2 for λ ∈ R if a∗ > 0 and λ ≥ 0 if a∗ = 0. Hence, for λ in the above range, (Pλ) has
at least one solution uλ ∈ C
2,β(Ω) ∩ C(Ω).
Step 2. Uniqueness of solution.
Fix λ ∈ R (resp., λ ≥ 0) if a∗ > 0 (resp., a∗ = 0). Let uλ be a solution of (Pλ). Denote
λ− = min{0, λ} and λ+ = max{0, λ}. We claim that ∆uλ ∈ L
1(Ω). Since a ∈ C0,β(Ω), by [55,
Theorem 6.14], there exists a unique nonnegative solution ζ ∈ C2,β(Ω) of{
−∆ζ = a(x) in Ω,
ζ = 0 on ∂Ω .
By the weak maximum principle (see e.g., [55, Theorem 2.2]), ζ > 0 in Ω. Moreover, we are going
to prove that
(a) z(x) := cζ(x) is a sub-solution of (Pλ), for c > 0 small enough;
(b) z(x) ≥ c1d(x) in Ω, for some positive constant c1 > 0;
(c) uλ ≥ z in Ω.
Therefore, by (b) and (c), uλ ≥ c1d(x) in Ω. Using (g2), we obtain g(uλ) ≤ Cd
−α(x) in Ω,
where C > 0 is a constant. So, g(uλ) ∈ L
1(Ω). This implies
∆uλ ∈ L
1(Ω).
Proof of (a). Using (f1) and (g1), we have
∆z(x) + Φλ(x, z) = −ca(x) + λf(cζ) + a(x)g(cζ)
≥ −ca(x) + λ−f(c‖ζ‖∞) + a(x)g(c‖ζ‖∞)
≥ ca(x)
[
g(c‖ζ‖∞)
2c
− 1
]
+ f(c‖ζ‖∞)
[
a∗
g(c‖ζ‖∞)
2f(c‖ζ‖∞)
+ λ−
]
for each x ∈ Ω. Since λ < 0 corresponds to a∗ > 0, using limtց0 g(t) = +∞ and limt→0 f(t) ∈
(0,∞), we can find c > 0 small such that
∆z +Φλ(x, z) ≥ 0, ∀x ∈ Ω.
This concludes (a).
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Proof of (b). Since ζ ∈ C2,β(Ω), ζ > 0 in Ω and ζ = 0 on ∂Ω, by Lemma 3.4 in Gilbarg and
Trudinger [55], we have
∂ζ
∂ν
(y) < 0, ∀y ∈ ∂Ω.
Therefore, there exists a positive constant c0 such that
∂ζ
∂ν
(y) := lim
x∈Ω,x→y
ζ(y)− ζ(x)
|x− y|
≤ −c0, ∀y ∈ ∂Ω.
So, for each y ∈ Ω, there exists ry > 0 such that
ζ(x)
|x− y|
≥
c0
2
, ∀x ∈ Bry(y) ∩ Ω. (6.100)
Using the compactness of ∂Ω, we can find a finite number k of balls Bryi (yi) such that ∂Ω ⊂
∪ki=1Bryi (yi). Moreover, we can assume that for small d0 > 0,
{x ∈ Ω : d(x) < d0} ⊂ ∪
k
i=1Bryi (yi).
Therefore, by (6.100) we obtain
ζ(x) ≥
c0
2
d(x), ∀x ∈ Ω with d(x) < d0.
This fact, combined with ζ > 0 in Ω, shows that for some constant c˜ > 0
ζ(x) ≥ c˜d(x), ∀x ∈ Ω.
Thus, (b) follows by the definition of z.
Proof of (c). We distinguish two cases:
Case 1. λ ≥ 0. We see that Φλ verifies the hypotheses in Lemma 6.3. Since
∆uλ +Φλ(x, uλ) ≤ 0 ≤ ∆z +Φλ(x, z) in Ω,
uλ, z > 0 in Ω,
uλ = z on ∂Ω,
∆z ∈ L1(Ω),
by Lemma 6.3 it follows that uλ ≥ z in Ω.
Now, if u1 and u2 are two solutions of (Pλ), we can use Lemma 6.3 in order to deduce that
u1 = u2.
Case 2. λ < 0 (corresponding to a∗ > 0). Let ε > 0 be fixed. We prove that
z ≤ uλ + ε(1 + |x|
2)τ in Ω, (6.101)
where τ < 0 is chosen such that τ |x|2 + 1 > 0, ∀x ∈ Ω. This is always possible since Ω ⊂ RN
(N ≥ 2) is bounded.
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We argue by contradiction. Suppose that there exists x0 ∈ Ω such that uλ(x0)+ε(1+ |x0|)
τ <
z(x0). Then minx∈Ω{uλ(x) + ε(1 + |x|
2)τ − z(x)} < 0 is achieved at some point x1 ∈ Ω. Since
Φλ(x, z) is nonincreasing in z, we have
0 ≥ −∆[uλ(x)− z(x) + ε(1 + |x|
2)τ ]|x=x1
= Φλ(x1, uλ(x1))− Φλ(x1, z(x1))− ε∆[(1 + |x|
2)τ ]|x=x1
≥ −ε∆[(1 + |x|2)τ ]|x=x1 = −2ετ(1 + |x1|
2)τ−2[(N + 2τ − 2)|x1|
2 +N ]
≥ −4ετ(1 + |x1|
2)τ−2(τ |x1|
2 + 1) > 0.
This contradiction proves (6.101). Passing to the limit ε→ 0, we obtain (c).
In a similar way we can prove that (Pλ) has a unique solution.
Step 3. Dependence on λ.
We fix λ1 < λ2, where λ1, λ2 ∈ R if a∗ > 0 resp., λ1, λ2 ∈ [0,∞) if a∗ = 0. Let uλ1 , uλ2 be
the corresponding solutions of (Pλ1) and (Pλ2) respectively.
If λ1 ≥ 0, then Φλ1 verifies the hypotheses in Lemma 6.3. Furthermore, we have
∆uλ2 +Φλ1(x, uλ2) ≤ 0 ≤ ∆uλ1 +Φλ1(x, uλ1) in Ω,
uλ1 , uλ2 > 0 in Ω,
uλ1 = uλ2 on ∂Ω,
∆uλ1 ∈ L
1(Ω).
Again by Lemma 6.3, we conclude that uλ1 ≤ uλ2 in Ω. Moreover, by the maximum principle,
uλ1 < uλ2 in Ω.
Let λ2 ≤ 0; we show that uλ1 ≤ uλ2 in Ω. Indeed, supposing the contrary, there exists x0 ∈ Ω
such that uλ1(x0) > uλ2(x0). We conclude now that max
x∈Ω
{uλ1(x) − uλ2(x)} > 0 is achieved at
some point in Ω. At that point, say x¯, we have
0 ≤ −∆(uλ1 − uλ2)(x¯) = Φλ1(x¯, uλ1(x¯))− Φλ2(x¯, uλ2(x¯)) < 0,
which is a contradiction. It follows that uλ1 ≤ uλ2 in Ω, and by maximum principle we have
uλ1 < uλ2 in Ω.
If λ1 < 0 < λ2, then uλ1 < u0 < uλ2 in Ω. This finishes the proof of Step 3.
Step 4. Regularity of the solution.
Fix λ ∈ R and let uλ ∈ C
2(Ω) ∩C(Ω) be the unique solution of (Pλ). An important result in
our approach is the following estimate
c1d(x) ≤ uλ(x) ≤ c2d(x), for all x ∈ Ω, (6.102)
where c1, c2 are positive constants. The first inequality in (6.102) was established in Step 2. For
the second one, we apply an idea found in Gui and Lin [57].
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Using the smoothness of ∂Ω, we can find δ ∈ (0, 1) such that for all x0 ∈ Ωδ := {x ∈ Ω ; d(x) ≤
δ}, there exists y ∈ RN \ Ω with d(y, ∂Ω) = δ and d(x0) = |x0 − y| − δ.
Let K > 1 be such that diam (Ω) < (K−1)δ and let w be the unique solution of the Dirichlet
problem 

−∆w = λ+f(w) + g(w) in BK(0) \B1(0),
w > 0 in BK(0) \B1(0),
w = 0 on ∂(BK(0) \B1(0)),
(6.103)
where Br(0) is the open ball in R
N of radius r and centered at the origin. By uniqueness, w is
radially symmetric. Hence w(x) = w˜(|x|) and

w˜′′ +
N − 1
r
w˜′ + λ+f(w˜) + g(w˜) = 0 for r ∈ (1,K),
w˜ > 0 in (1,K),
w˜(1) = w˜(K) = 0.
(6.104)
Integrating in (6.104) we have
w˜′(t) = w˜′(a)aN−1t1−N − t1−N
∫ t
a
rN−1
[
λ+f(w˜(r)) + g(w˜(r))
]
dr,
= w˜′(b)bN−1t1−N + t1−N
∫ b
t
rN−1
[
λ+f(w˜(r)) + g(w˜(r))
]
dr,
where 1 < a < t < b < K. Since g(w˜) ∈ L1(1,K), we deduce that both w˜′(1) and w˜′(K) are
finite, so w˜ ∈ C2(1,K) ∩ C1[1,K]. Furthermore,
w(x) ≤ Cmin{K − |x|, |x| − 1}, for any x ∈ BK(0) \B1(0). (6.105)
Let us fix x0 ∈ Ωδ. Then we can find y0 ∈ R
N \Ω with d(y0, ∂Ω) = δ and d(x0) = |x0−y|−δ. Thus,
Ω ⊂ BKδ(y0) \Bδ(y0). Define v(x) = cw
(
x− y0
δ
)
, x ∈ Ω. We show that v is a super-solution of
(Pλ), provided that c is large enough. Indeed, if c > max{1, δ
2‖a‖∞}, then for all x ∈ Ω we have
∆v + λf(v) + a(x)g(v) ≤
c
δ2
(
w˜′′(r) +
N − 1
r
w˜′(r)
)
+ λ+f(cw˜(r)) + a(x)g(cw˜(r)),
where r =
|x− y0|
δ
∈ (1,K). Using the assumption (f1) we get f(cw˜) ≤ cf(w˜) in (1,K). The
above relations lead us to
∆v + λf(v) + a(x)g(v) ≤
c
δ2
(
w˜′′ +
N − 1
r
w˜′
)
+ λ+cf(w˜) + ‖a‖∞g(w˜)
≤
c
δ2
(
w˜′′ +
N − 1
r
w˜′ + λ+f(w˜) + g(w˜)
)
= 0.
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Since ∆uλ ∈ L
1(Ω), with a similar proof as in Step 2 we get uλ ≤ v in Ω. This combined with
(6.105) yields
uλ(x0) ≤ v(x0) ≤ Cmin{K −
|x0 − y0|
δ
,
|x0 − y0|
δ
− 1} ≤
C
δ
d(x0).
Hence uλ ≤
C
δ d(x) in Ωδ and the last inequality in (6.102) follows.
Let G be the Green’s function associated with the Laplace operator in Ω. Then, for all x ∈ Ω
we have
uλ(x) = −
∫
Ω
G(x, y) [λf(uλ(y)) + a(y)g(uλ(y))] dy,
and
∇uλ(x) = −
∫
Ω
Gx(x, y) [λf(uλ(y)) + a(y)g(uλ(y))] dy.
If x1, x2 ∈ Ω, using (g2) we obtain
|∇uλ(x1)−∇uλ(x2)| ≤ |λ|
∫
Ω
|Gx(x1, y)−Gx(x2, y)| · f(uλ(y))dy
+ c˜
∫
Ω
|Gx(x1, y)−Gx(x2, y)| · u
−α
λ (y)dy.
Now, taking into account that uλ ∈ C(Ω), by the standard regularity theory (see Gilbarg and
Trudinger [55]) we get ∫
Ω
|Gx(x1, y)−Gx(x2, y)| · f(uλ(y)) ≤ c˜1|x1 − x2|.
On the other hand, with the same proof as in [57, Theorem 1], we deduce∫
Ω
|Gx(x1, y)−Gx(x2, y)| · u
−α
λ (y) ≤ c˜2|x1 − x2|
1−α.
The above inequalities imply uλ ∈ C
2(Ω)∩C1,1−α(Ω). The proof of Theorem 6.1 is now complete.
Next, consider the case m > 0. The results in this case are different from those presented in
Theorem 6.1. A careful examination of (Pλ) reveals the fact that the singular term g(u) is not
significant. Actually, the conclusions are close to those established in Mironescu and Ra˘dulescu
[78, Theorem A], where an elliptic problem associated to an asymptotically linear function is
studied.
Let λ1 be the first Dirichlet eigenvalue of (−∆) in Ω and λ
∗ =
λ1
m
. Our result in this case is
the following.
Theorem 6.4. Assume (f1), (g1), (g2) and m > 0. Then the following hold.
(i) If λ ≥ λ∗, then (Pλ) has no solutions in E.
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(ii) If a∗ > 0 (resp. a∗ = 0) then (Pλ) has a unique solution uλ ∈ E for all −∞ < λ < λ
∗ (resp.
0 < λ < λ∗) with the properties:
(ii1) uλ is strictly increasing with respect to λ;
(ii2) there exists two positive constants c1, c2 > 0 depending on λ such that c1d(x) ≤ uλ ≤
c2d(x) in Ω;
(ii3) lim
λրλ∗
uλ = +∞, uniformly on compact subsets of Ω.
The bifurcation diagram in the “linear” case m > 0 is depicted in Figure 2.
λ
u
λ*
Figure 2: The “linear” case m > 0.
Proof. (i) Let φ1 be the first eigenfunction of the Laplace operator in Ω with Dirichlet boundary
condition. Arguing by contradiction, let us suppose that there exists λ ≥ λ∗ such that (Pλ) has
a solution uλ ∈ E .
Multiplying by φ1 in (Pλ) and then integrating over Ω we get
−
∫
Ω
φ1∆uλ = λ
∫
Ω
f(uλ)φ1 +
∫
Ω
a(x)g(uλ)φ1 (6.106)
Since λ ≥
λ1
m
, in view of the assumption (f1) we get λf(uλ) ≥ λ1uλ in Ω. Using this fact in
(6.106) we obtain
−
∫
Ω
φ1∆uλ > λ1
∫
Ω
uλφ1.
The regularity of uλ yields −
∫
Ω
uλ∆φ1 > λ1
∫
Ω
uλφ1. This is clearly a contradiction since
−∆φ1 = λ1φ1 in Ω. Hence (Pλ) has no solutions in E for any λ ≥ λ
∗.
(ii) From now on, the proof of the existence, uniqueness and regularity of solution is the same
as in Theorem 6.1.
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(ii3) In what follows we shall apply some ideas developed in Mironescu and Ra˘dulescu [78].
Due to the special character of our problem, we will be able to prove that, in certain cases,
L2–boundedness implies H10–boundedness!
Let uλ ∈ E be the unique solution of (Pλ) for 0 < λ < λ
∗. We prove that lim
λրλ∗
uλ = +∞,
uniformly on compact subsets of Ω. Suppose the contrary. Since (uλ)0<λ<λ∗ is a sequence of
nonnegative super-harmonic functions in Ω, by Theorem 4.1.9 in Ho¨rmander [61], there exists a
subsequence of (uλ)λ<λ∗ (still denoted by (uλ)λ<λ∗ ) which is convergent in L
1
loc(Ω).
We first prove that (uλ)λ<λ∗ is bounded in L
2(Ω). We argue by contradiction. Suppose
that (uλ)λ<λ∗ is not bounded in L
2(Ω). Thus, passing eventually at a subsequence we have
uλ =M(λ)wλ, where
M(λ) = ||uλ||L2(Ω) →∞ as λր λ
∗ and wλ ∈ L
2(Ω), ‖wλ‖L2(Ω) = 1. (6.107)
Using (f1), (g2) and the monotonicity assumption on g, we deduce the existence of A, B, C,
D > 0 (A > m) such that
f(t) ≤ At+B, g(t) ≤ Ct−α +D, for all t > 0. (6.108)
This implies
1
M(λ)
(λf(uλ) + a(x)g(uλ))→ 0 in L
1
loc(Ω) as λր λ
∗
that is,
−∆wλ → 0 in L
1
loc(Ω) as λր λ
∗. (6.109)
By Green’s first identity, we have∫
Ω
∇wλ · ∇φdx = −
∫
Ω
φ∆wλ dx = −
∫
Supp φ
φ∆wλ dx ∀φ ∈ C
∞
0 (Ω). (6.110)
Using (6.109) we derive that∣∣∣∣
∫
Supp φ
φ∆wλ dx
∣∣∣∣ ≤
∫
Supp φ
|φ||∆wλ| dx
≤ ‖φ‖L∞
∫
Suppφ
|∆wλ| dx→ 0 as λր λ
∗.
(6.111)
Combining (6.110) and (6.111), we arrive at∫
Ω
∇wλ · ∇φdx→ 0 as λր λ
∗, ∀φ ∈ C∞0 (Ω). (6.112)
By definition, the sequence (wλ)0<λ<λ∗ is bounded in L
2(Ω).
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We claim that (wλ)λ<λ∗ is bounded in H
1
0 (Ω). Indeed, using (6.108) and Ho¨lder’s inequality,
we have ∫
Ω
|∇wλ|
2 = −
∫
Ω
wλ∆wλ =
−1
M(λ)
∫
Ω
wλ∆uλ
=
1
M(λ)
∫
Ω
[λwλf(uλ) + a(x)g(uλ)wλ]
≤
λ
M(λ)
∫
Ω
wλ(Auλ +B) +
||a||∞
M(λ)
∫
Ω
wλ(Cu
−α
λ +D)
= λA
∫
Ω
w2λ +
||a||∞C
M(λ)1+α
∫
Ω
w1−αλ +
λB + ‖a‖∞D
M(λ)
∫
Ω
wλ
≤ λ∗A+
||a||∞C
M(λ)1+α
|Ω|(1+α)/2 +
λB + ‖a‖∞D
M(λ)
|Ω|1/2.
From the above estimates, it is easy to see that (wλ)λ<λ∗ is bounded in H
1
0 (Ω), so the claim is
proved. Then, there exists w ∈ H10 (Ω) such that (up to a subsequence)
wλ ⇀ w weakly in H
1
0 (Ω) as λր λ
∗ (6.113)
and, because H10 (Ω) is compactly embedded in L
2(Ω),
wλ → w strongly in L
2(Ω) as λր λ∗. (6.114)
On the one hand, by (6.107) and (6.114), we derive that ‖w‖L2(Ω) = 1. Furthermore, using (6.112)
and (6.113), we infer that ∫
Ω
∇w · ∇φdx = 0, ∀φ ∈ C∞0 (Ω).
Since w ∈ H10 (Ω), using the above relation and the definition of H
1
0 (Ω), we get w = 0. This
contradiction shows that (uλ)λ<λ∗ is bounded in L
2(Ω). As above for wλ, we can derive that uλ
is bounded in H10 (Ω). So, there exists u
∗ ∈ H10 (Ω) such that, up to a subsequence,

uλ ⇀ u
∗ weakly in H10 (Ω) as λր λ
∗,
uλ → u
∗ strongly in L2(Ω) as λր λ∗,
uλ → u
∗ a.e. in Ω as λր λ∗.
(6.115)
Now we can proceed to get a contradiction. Multiplying by φ1 in (Pλ) and integrating over
Ω we have
−
∫
Ω
ϕ1∆uλ = λ
∫
Ω
f(uλ)ϕ1 +
∫
Ω
a(x)g(uλ)ϕ1, for all 0 < λ < λ
∗. (6.116)
On the other hand, by (f1) it follows that f(uλ) ≥ muλ in Ω, for all 0 < λ < λ
∗. Combining this
with (6.116) we obtain
λ1
∫
Ω
uλϕ1 ≥ λm
∫
Ω
uλϕ1 +
∫
Ω
a(x)g(uλ)ϕ1, for all 0 < λ < λ
∗. (6.117)
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Notice that by (g1), (6.115) and the monotonicity of uλ with respect to λ we can apply the
Lebesgue convergence theorem to find∫
Ω
a(x)g(uλ)ϕ1 dx→
∫
Ω
a(x)g(u∗)ϕ1 dx as λր λ1.
Passing to the limit in (6.117) as λր λ∗, and using (6.115), we get
λ1
∫
Ω
u∗ϕ1 ≥ λ1
∫
Ω
u∗ϕ1 +
∫
Ω
a(x)g(u∗)ϕ1. (6.118)
Hence
∫
Ω
a(x)g(u∗)ϕ1 = 0, which is a contradiction. This fact shows that lim
λրλ∗
uλ = +∞,
uniformly on compact subsets of Ω. This ends the proof.
7 Sublinear singular elliptic problems with two bifurcation pa-
rameters
Let Ω be a smooth bounded domain in RN (N ≥ 2). In this section we study the existence or
the nonexistence of solutions to the following boundary value problem

−∆u+K(x)g(u) = λf(x, u) + µh(x) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω.
(Pλ, µ)
Here K,h ∈ C0,γ(Ω), with h > 0 on Ω and λ, µ are positive real numbers. We suppose that
f : Ω× [0,∞)→ [0,∞) is a Ho¨lder continuous function which is positive on Ω× (0,∞). We also
assume that f is nondecreasing with respect to the second variable and is sublinear, that is,
(f1) the mapping (0,∞) ∋ s 7−→
f(x, s)
s
is nonincreasing for all x ∈ Ω;
(f2) lim
s↓0
f(x, s)
s
= +∞ and lim
s→∞
f(x, s)
s
= 0, uniformly for x ∈ Ω.
We assume that g ∈ C0,γ(0,∞) is a nonnegative and nonincreasing function satisfying
(g1) lim
s↓0
g(s) = +∞;
(g2) there exists C, δ0 > 0 and α ∈ (0, 1) such that g(s) ≤ Cs
−α for all s ∈ (0, δ0).
Our framework includes the Emden–Fowler equation that corresponds to g(s) = s−γ , γ > 0
(see Wong [92]).
Denote E = {u ∈ C2(Ω) ∩C(Ω); g(u) ∈ L1(Ω)}.
We show in this section that (Pλ, µ) has at least one solution in E for λ, µ belonging to a
certain range. We also prove that in some cases (Pλ, µ) has no solutions in E , provided that λ
and µ are sufficiently small.
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Remark 5. (i) If u ∈ E , v ∈ C2(Ω) ∩C(Ω) and 0 < u < v in Ω, then v ∈ E .
(ii) Let u ∈ C2(Ω) ∩C(Ω) be a solution of (Pλ, µ). Then u ∈ E if and only if ∆u ∈ L
1(Ω).
A fundamental role will be played in our analysis by the numbers
K∗ = max
x∈Ω
K(x), K∗ = min
x∈Ω
K(x).
Our main results (see Ghergu and Ra˘dulescu [47]) are the following.
Theorem 7.1. Assume that K∗ > 0 and f satisfies (f1)− (f2).
If
∫ 1
0
g(s)ds = +∞, then (Pλ, µ) has no solution in E for any λ, µ > 0.
Theorem 7.2. Assume that K∗ > 0, f satisfies (f1)− (f2) and g satisfies (g1) − (g2).
Then there exists λ∗, µ∗ > 0 such that
(Pλ, µ) has at least one solution in E if λ > λ∗ or µ > µ∗.
(Pλ, µ) has no solution in E if λ < λ∗ and µ < µ∗.
Moreover, if λ > λ∗ or µ > µ∗, then (Pλ, µ) has a maximal solution in E which is increasing
with respect to λ and µ.
(0,0) λλ∗
✲
✻µ
µ∗
..................................
..
..
..
..
..
..
..
..
.
No solution
At least one solution
Figure 3: The dependence on λ and µ in Theorem 7.2
Theorem 7.3. Assume that K∗ ≤ 0, f satisfies (f1)− (f2) and g satisfies (g1) − (g2).
Then (Pλ, µ) has a unique solution uλ,µ ∈ E for any λ, µ > 0. Moreover, uλ,µ is increasing with
respect to λ and µ.
Theorems 7.2 and 7.3 also show the role played by the sublinear term f and the sign of K(x).
Indeed, if f becomes linear then the situation changes radically. First, by the results established
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by Crandall, Rabinowitz, and Tartar [35], the problem

−∆u− u−α = −u in Ω,
u > 0 in Ω,
u = 0 on ∂Ω
has a solution, for any α > 0. Next, as showed in Chen [19], the problem

−∆u+ u−α = u in Ω,
u > 0 in Ω,
u = 0 on ∂Ω
has no solution, provided 0 < α < 1 and λ1 ≥ 1 (that is, if Ω is “small”), where λ1 denotes the
first eigenvalue of (−∆) in H10 (Ω).
Theorem 7.4. Assume that K∗ > 0 > K∗, f satisfies (f1)− (f2) and g verifies (g1) − (g2).
Then there exists λ∗, µ∗ > 0 such that (Pλ, µ) has at least one solution uλ,µ ∈ E if λ > λ∗ or
µ > µ∗. Moreover, for λ > λ∗ or µ > µ∗, uλ,µ is increasing with respect to λ and µ.
Before giving the proofs, we state some auxiliary results.
Let φ1 be the normalized positive eigenfunction corresponding to the first eigenvalue λ1 of
the problem 

−∆u = λu in Ω,
u = 0 on ∂Ω .
(7.119)
Lemma 7.5. (Lazer and McKenna [68]).
∫
Ω
φ−s1 dx < +∞ if and only if s < 1.
Next, we observe that the hypotheses of Lemmas 6.2 and 6.3 are fulfilled for
Φλ,µ(x, s) = λf(x, s) + µh(x), (7.120)
Ψλ,µ(x, s) = λf(x, s)−K(x)g(s) + µh(x), provided K
∗ ≤ 0. (7.121)
Lemma 7.6. Let f satisfying (f1)−(f2) and g satisfying (g1)−(g2). Then there exists λ > 0
such that the problem 

−∆v + g(v) = λf(x, v) + µh(x) in Ω,
v > 0 in Ω,
v = 0 on ∂Ω.
(7.122)
has at least one solution vλ,µ ∈ E for all λ > λ and for any µ > 0.
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Proof. Let λ, µ > 0. According to Lemmas 6.2 and 6.3, the boundary value problem

−∆U = λf(x,U) + µh(x) in Ω,
U > 0 in Ω,
U = 0 on ∂Ω
(7.123)
has a unique solution Uλ,µ ∈ C
2,γ(Ω) ∩ C(Ω). Then vλ,µ = Uλ,µ is a super-solution of (7.122).
The main point is to find a sub-solution of (7.122). For this purpose, let H : [0,∞)→ [0,∞) be
such that 

H ′′(t) = g(H(t)), for all t > 0,
H ′(0) = H(0) = 0.
(7.124)
Obviously, H ∈ C2(0,∞) ∩ C1[0,∞) exists by our assumption (g2). From (7.124) it follows that
H ′′ is nonincreasing, while H and H ′ are nondecreasing on (0,∞). Using this fact and applying
the mean value theorem, we deduce that for all t > 0 there exists ξ1t , ξ
2
t ∈ (0, t) such that
H(t)
t
=
H(t)−H(0)
t− 0
= H ′(ξ1t ) ≤ H
′(t);
H ′(t)
t
=
H ′(t)−H ′(0)
t− 0
= H ′′(ξ2t ) ≥ H
′′(t).
The above inequalities imply
H(t) ≤ tH ′(t) ≤ 2H(t), for all t > 0.
Hence
1 ≤
tH ′(t)
H(t)
≤ 2, for all t > 0. (7.125)
On the other hand, by (g2) and (7.124), there exists η > 0 such that

H(t) ≤ δ0, for all t ∈ (0, η),
H ′′(t) ≤ CH−α(t), for all t ∈ (0, η),
(7.126)
which yields
H(t) ≤ c t2/(α+1), for all t ∈ (0, η), (7.127)
where c > 0 is a constant.
Now we look for a sub-solution of the form vλ,µ = MH(φ1), for some constant M > 0. We
have
−∆vλ,µ + g(vλ,µ) = λ1MH
′(φ1)φ1 + g(MH(φ1))−Mg(H(φ1))|∇φ1|
2 in Ω. (7.128)
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Take M ≥ 1. The monotonicity of g leads to
g(MH(φ1)) ≤ g(H(φ1)) in Ω,
and, by (7.128),
−∆vλ,µ + g(vλ,µ) ≤ λ1MH
′(φ1)φ1 + g(H(φ1))
(
1−M |∇φ1|
2
)
in Ω. (7.129)
We claim that
−∆vλ,µ + g(vλ,µ) ≤ 2λ1MH
′(φ1)φ1 in Ω. (7.130)
Indeed, by Hopf’s maximum principle, there exists δ > 0 and ω ⊂⊂ Ω such that
|∇φ1| ≥ δ in Ω \ ω,
φ1 ≥ δ in ω.
On Ω \ ω we choose M ≥M1 = max{1, δ
−2}. Then, by (7.129) we obtain
−∆vλ,µ + g(vλ,µ) ≤ λ1MH
′(φ1)φ1 in Ω \ ω. (7.131)
Fix M ≥ max
{
M1,
g(H(δ))
λ1H′(δ)δ
}
. Then
g(H(φ1)) ≤ g(H(δ)) ≤ λ1MH
′(δ)δ ≤ λ1MH
′(φ1)φ1 in ω.
From (7.129) we deduce
−∆vλ,µ + g(vλ,µ) ≤ 2λ1MH
′(φ1)φ1 in ω. (7.132)
Hence our claim (7.130) follows from (7.131) and (7.132).
Since φ1 > 0 in Ω, from (7.125) we have
1 ≤
H ′(φ1)φ1
H(φ1)
≤ 2 in Ω. (7.133)
Thus, (7.130) and (7.133) yield
−∆vλ,µ + g(vλ,µ) ≤ 4λ1MH(φ1) = 4λ1vλ,µ in Ω. (7.134)
Take λ = 4λ1c
−1|vλ,µ|∞, where c = inf
x∈Ω
f(x, |vλ,µ|∞) > 0. If λ > λ, the assumption (f1)
produces
λ
f(x, vλ,µ)
vλ,µ
≥ λ
f(x, |vλ,µ|∞)
|vλ,µ|∞
≥ 4λ1, for all x ∈ Ω.
This combined with (7.134) gives
−∆vλ,µ + g(vλ,µ) ≤ λ f(x, vλ,µ) in Ω.
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Hence vλ,µ is a sub-solution of (7.122), for all λ > λ and µ > 0.
We now prove that vλ,µ ∈ E, that is g(vλ,µ) ∈ L
1(Ω). Denote Ω0 = {x ∈ Ω; φ1(x) < η}. By
(7.126) and (7.127) it follows that
g(vλ,µ) = g(MH(φ1)) ≤ g(H(φ1)) ≤ CH
−α(φ1) ≤ C0 φ
−2α/(1+α)
1 in Ω0,
g(vλ,µ) ≤ g(MH(η)) in Ω \Ω0.
These estimates combined with Lemma 7.5 yield g(vλ,µ) ∈ L
1(Ω) and so ∆vλ,µ ∈ L
1(Ω). Hence
∆vλ,µ +Φλ,µ(x, vλ,µ) ≤ 0 ≤ ∆vλ,µ +Φλ,µ(x, vλ,µ) in Ω,
vλ,µ, vλ,µ > 0 in Ω,
vλ,µ = vλ,µ on ∂Ω,
∆vλ,µ ∈ L
1(Ω).
By Lemma 6.3, it follows that vλ,µ ≤ vλ,µ on Ω. Now, standard elliptic arguments guarantee the
existence of a solution vλ,µ ∈ C
2(Ω)∩C(Ω) for (7.122) such that vλ,µ ≤ vλ,µ ≤ vλ,µ in Ω. Since
vλ,µ ∈ E, by Remark 5 we deduce that vλ,µ ∈ E . Hence, for all λ > λ and µ > 0, problem (7.122)
has at least a solution in E . The proof of Lemma 7.6 is now complete.
We shall often refer in what follows to the following approaching problem of (Pλ, µ) :

−∆u+K(x)g(u) = λf(x, u) + µh(x) in Ω,
u > 0 in Ω,
u =
1
k
on ∂Ω.
(P kλ, µ )
where k is a positive integer. We observe that any solution of (Pλ, µ) is a sub-solution of (P
k
λ, µ ).
Proof of Theorem 7.1. Suppose to the contrary that there exists λ and µ such that (Pλ, µ)
has a solution uλ,µ ∈ E and let Uλ,µ be the solution of (7.123). Since
∆Uλ,µ +Φλ,µ(x,Uλ,µ) ≤ 0 ≤ ∆uλ,µ +Φλ,µ(x, uλ,µ) in Ω,
by Lemma 6.3 we get uλ,µ ≤ Uλ,µ in Ω.
Consider the perturbed problem

−∆u+K∗g(u+ ε) = λf(x, u) + µh(x) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω.
(7.135)
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Since K∗ > 0, it follows that uλ,µ and Uλ,µ are sub and super-solution for (7.135), re-
spectively. So, by elliptic regularity, there exists uε ∈ C
2,γ(Ω) a solution of (7.135) such that
uλ,µ ≤ uε ≤ Uλ,µ in Ω. (7.136)
Integrating in (7.135) we deduce
−
∫
Ω
∆uεdx+K∗
∫
Ω
g(uε + ε)dx =
∫
Ω
[λf(x, uε) + µh(x)]dx.
Hence
−
∫
∂Ω
∂uε
∂n
ds+K∗
∫
Ω
g(uε + ε)dx ≤M, (7.137)
where M > 0 is a constant. Since
∂uε
∂n
≤ 0 on ∂Ω, relation (7.137) yields K∗
∫
Ω
g(uε+ε)dx ≤M,
and so K∗
∫
Ω
g(Uλ,µ + ε)dx ≤M. Thus, for any compact subset ω ⊂⊂ Ω we have
K∗
∫
ω
g(Uλ,µ + ε)dx ≤M.
Letting ε→ 0, the above relation leads to K∗
∫
ω
g(Uλ,µ)dx ≤M. Therefore
K∗
∫
Ω
g(Uλ,µ)dx ≤M. (7.138)
Choose δ > 0 sufficiently small and define Ωδ := {x ∈ Ω; dist(x, ∂Ω) ≤ δ}. Taking into
account the regularity of domain, there exists k > 0 such that
Uλ,µ ≤ k dist(x, ∂Ω) for all x ∈ Ωδ.
Then ∫
Ω
g(Uλ,µ)dx ≥
∫
Ωδ
g(Uλ,µ)dx ≥
∫
Ωδ
g (k dist(x, ∂Ω)) dx = +∞,
which contradicts (7.138). It follows that the problem (Pλ, µ) has no solutions in E and the
proof of Theorem 7.1 is now complete.
Using the same method as in Zhang [93, Theorem 2], we can prove that (Pλ, µ) has no solution
in C2(Ω) ∩C1(Ω), as it was pointed out in Choi, Lazer, and McKenna [21, Remark 2].
Proof of Theorem 7.2. We split the proof into several steps.
Step I. Existence of the solutions of (Pλ, µ) for λ large. By Lemma 7.6, there
exists λ such that for all λ > λ and µ > 0 the problem

−∆v +K∗g(v) = λf(x, v) + µh(x) in Ω,
v > 0 in Ω,
v = 0 on ∂Ω,
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has at least one solution vλ,µ ∈ E . Then vk = vλ,µ+
1
k
is a sub-solution of (P kλ, µ) for all positive
integers k ≥ 1.
From Lemma 6.2, let w ∈ C2,γ(Ω) be the solution of

−∆w = λf(x,w) + µh(x) in Ω,
w > 0 in Ω,
w = 1 on ∂Ω.
It follows that w is a super-solution of (P kλ, µ) for all k ≥ 1 and
∆w +Φλ,µ(x,w) ≤ 0 ≤ ∆v1 +Φλ,µ(x, v1) in Ω,
w, v1 > 0 in Ω,
w = v1 on ∂Ω,
∆v1 ∈ L
1(Ω).
Therefore, by Lemma 6.3, 1 ≤ v1 ≤ w in Ω. Standard elliptic arguments imply that there exists
a solution u1λ,µ ∈ C
2,γ(Ω) of (P 1λ, µ) such that v1 ≤ u
1
λ,µ ≤ w in Ω. Now, taking u
1
λ,µ and v2
as a pair of super and sub-solutions for (P 2λ, µ), we obtain a solution u
2
λ,µ ∈ C
2,γ(Ω) of (P 2λ, µ)
such that v2 ≤ u
2
λ,µ ≤ u
1
λ,µ in Ω. In this manner we find a sequence {u
n
λ,µ} such that
vn ≤ u
n
λ,µ ≤ u
n−1
λ,µ ≤ w in Ω. (7.139)
Define uλ,µ(x) = lim
n→∞
unλ,µ(x) for all x ∈ Ω. Standard bootstrap arguments imply that uλ,µ is a
solution of (Pλ, µ). From (7.139) we have vλ,µ ≤ uλ,µ ≤ w in Ω. Since vλ,µ ∈ E , by Remark 5 it
follows that uλ,µ ∈ E . Consequently, problem (Pλ, µ) has at least a solution in E for all λ > λ
and µ > 0.
Step II. Existence of the solutions of (Pλ, µ) for µ large. Let us first notice that
g verifies the hypotheses of Theorem 2 in Di´az, Morel, and Oswald [39]. We also remark that the
assumption (g2) and Lemma 7.5 is essential to find a sub-solution in the proof of Theorem 2 in
Di´az, Morel, and Oswald [39].
According to this result, there exists µ > 0 such that the problem

−∆v +K∗g(v) = µh(x) in Ω,
v > 0 in Ω,
v = 0 on ∂Ω,
has at least a solution vµ ∈ E provided that µ > µ. Fix λ > 0 and denote vk = vµ +
1
k
, k ≥ 1.
Hence vk is a sub-solution of (P
k
λ, µ), for all k ≥ 1. Similarly to the previous step we obtain a
solution uλ,µ ∈ E for all λ > 0 and µ > µ.
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Step III. Nonexistence for λ, µ small. Let λ, µ > 0. Since K∗ > 0, the assumption
(g1) implies lim
s↓0
Ψλ,µ(x, s) = −∞, uniformly for x∈ Ω. So, there exists c > 0 such that
Ψλ,µ(x, s) < 0 for all (x, s) ∈ Ω× (0, c). (7.140)
Let s ≥ c. From (f1) we deduce
Ψλ,µ(x, s)
s
≤ λ
f(x, s)
s
+ µ
h(x)
s
≤ λ
f(x, c)
c
+ µ
|h|∞
s
,
for all x ∈ Ω. Fix µ <
cλ1
2|h|∞
and let M = sup
x∈Ω
f(x, c)
c
> 0. From the above inequality we have
Ψλ,µ(x, s)
s
≤ λM +
λ1
2
, for all (x, s) ∈ Ω× [c,+∞). (7.141)
Thus, (7.140) and (7.141) yield
Ψλ,µ(x, s) ≤ a(λ)s+
λ1
2
s, for all (x, s) ∈ Ω× (0,+∞). (7.142)
Moreover, a(λ)→ 0 as λ→ 0. If (Pλ, µ) has a solution uλ,µ, then
λ1
∫
Ω
u2λ,µ(x)dx ≤
∫
Ω
|∇uλ,µ|
2dx = −
∫
Ω
uλ,µ(x)∆uλ,µ(x)dx
≤
∫
Ω
uλ,µ(x)Ψ(x, uλ,µ(x))dx.
Using (7.142), we get
λ1
∫
Ω
u2λ,µ(x)dx ≤
[
a(λ) +
λ1
2
] ∫
Ω
u2λ,µ(x)dx.
Since a(λ) → 0 as λ → 0, the above relation leads to a contradiction for λ, µ > 0 sufficiently
small.
Step IV. Existence of a maximal solution of (Pλ, µ) . We show that if (Pλ, µ) has
a solution uλ,µ ∈ E , then it has a maximal solution. Let λ, µ > 0 be such that (Pλ, µ) has a
solution uλ,µ ∈ E . If Uλ,µ is the solution of (7.123), by Lemma 6.3 we have uλ,µ ≤ Uλ,µ in Ω.
For any j ≥ 1, denote
Ωj =
{
x ∈ Ω; dist(x, ∂Ω) >
1
j
}
.
Let U0 = Uλ,µ and Uj be the solution of

−∆ζ +K(x)g(Uj−1) = λf(x,Uj−1) + µh(x) in Ωj,
ζ = Uj−1 in Ω \ Ωj.
Using the fact that Ψλ,µ is nondecreasing with respect to the second variable, we get
uλ,µ ≤ Uj ≤ Uj−1 ≤ U0 in Ω.
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If uλ,µ(x) = lim
j→∞
Uj(x) for all x ∈ Ω, by standard elliptic arguments (see Gilbarg and Trudinger
[55]) it follows that uλ,µ is a solution of (Pλ, µ). Since uλ,µ ≤ uλ,µ in Ω, by Remark 5 we have
uλ,µ ∈ E . Moreover, uλ,µ is a maximal solution of (Pλ, µ).
Step V. Dependence on λ and µ . We first show the dependence on λ of the maximal
solution uλ,µ ∈ E of (Pλ, µ). For this purpose, fix µ > 0 and define
A := {λ > 0; (Pλ, µ) has at least a solution uλ,µ ∈ E}.
Let λ∗ = inf A. From the previous steps we have A 6= ∅ and λ∗ > 0. Let λ1 ∈ A and uλ1,µ
be the maximal solution of (Pλ1, µ). We prove that (λ1,+∞) ⊂ A. If λ2 > λ1 then uλ1,µ is a
sub-solution of (Pλ2, µ) . On the other hand,
∆Uλ2,µ +Φλ2,µ(x,Uλ2,µ) ≤ 0 ≤ ∆uλ1,µ +Φλ2,µ(x, uλ1,µ) in Ω,
Uλ2,µ, uλ1,µ > 0 in Ω,
Uλ2,µ ≥ uλ1,µ on ∂Ω,
∆uλ1,µ ∈ L
1(Ω).
By Lemma 6.3, uλ1,µ ≤ Uλ2,µ in Ω. In the same way as in Step IV we find a solution uλ2,µ ∈ E
of (Pλ2, µ) such that
uλ1,µ ≤ uλ2,µ ≤ Uλ2,µ in Ω.
Hence λ2 ∈ A and so (λ∗,+∞) ⊂ A. If uλ2,µ ∈ E is the maximal solution of (Pλ2, µ), the above
relation implies uλ1,µ ≤ uλ2,µ in Ω. By the maximum principle, it follows that uλ1,µ < uλ2,µ in
Ω. So, uλ,µ is increasing with respect to λ.
To prove the dependence on µ, we fix λ > 0 and define
B := {µ > 0; (Pλ, µ) has at least one solution uλ,µ ∈ E}.
Let µ∗ = inf B. The conclusion follows in the same manner as above. The proof of Theorem 7.2
is now complete.
Proof of Theorem 7.3. Let λ, µ > 0. We recall that the function Ψλ,µ defined in (7.121)
verifies the hypotheses of Lemma 6.2, since K∗ ≤ 0. So, there exists uλ,µ ∈ C
2,γ(Ω) ∩ C(Ω) a
solution of (Pλ, µ). If Uλ,µ is the solution of (7.123), then
∆uλ,µ +Φλ,µ(x, uλ,µ) ≤ 0 ≤ ∆Uλ,µ +Φλ,µ(x,Uλ,µ) in Ω,
uλ,µ, Uλ,µ > 0 in Ω,
uλ,µ = Uλ,µ = 0 on ∂Ω.
Since ∆Uλ,µ ∈ L
1(Ω), by Lemma 6.3 we get uλ,µ ≥ Uλ,µ in Ω.
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We claim that there exists c > 0 such that
Uλ,µ ≥ cφ1 in Ω. (7.143)
Indeed, if not, there exists {xn} ⊂ Ω and εn → 0 such that
(Uλ,µ − εnφ1) (xn) < 0. (7.144)
Moreover, we can choose the sequence {xn} with the additional property
∇ (Uλ,µ − εnφ1) (xn) = 0. (7.145)
Passing eventually at a subsequence, we can assume that xn → x0 ∈ Ω. From (7.144) it follows
that Uλ,µ(x0) ≤ 0 which implies Uλ,µ(x0) = 0, that is x0 ∈ ∂Ω. Furthermore, from (7.145) we
have ∇Uλ,µ(x0) = 0. This is a contradiction since
∂Uλ,µ
∂n
(x0) < 0, by Hopf’s strong maximum
principle. Our claim follows and so
uλ,µ ≥ Uλ,µ ≥ cφ1 in Ω. (7.146)
Then, g(uλ,µ) ≤ g(Uλ,µ) ≤ g(cφ1) in Ω. From the assumption (g2) and Lemma 2.2 (using the
same method as in the proof of Lemma 7.6) it follows that g(cφ1) ∈ L
1(Ω). Hence uλ,µ ∈ E .
Let us now assume that u1λ,µ, u
2
λ,µ ∈ E are two solutions of (Pλ, µ). In order to prove the
uniqueness, it is enough to show that u1λ,µ ≥ u
2
λ,µ in Ω. This follows by Lemma 6.3.
Let us show now the dependence on λ of the solution of (Pλ, µ). For this purpose, let
0 < λ1 < λ2 and uλ1,µ, uλ2,µ be the unique solutions of (Pλ1, µ) and (Pλ2, µ) respectively, with
µ > 0 fixed. Since uλ1,µ, uλ2,µ ∈ E and
∆uλ2,µ +Φλ2,µ(x, uλ2,µ) ≤ 0 ≤ ∆uλ1,µ +Φλ2,µ(x, uλ1,µ) in Ω,
in virtue of Lemma 6.3 we find uλ1,µ ≤ uλ2,µ in Ω. So, by the maximum principle, uλ1,µ < uλ2,µ
in Ω.
The dependence on µ follows similarly. The proof of Theorem 7.3 is now complete.
Proof of Theorem 7.4. Step I. Existence. Using the fact that K∗ > 0, from Theorem 7.2
it follows that there exists λ∗, µ∗ > 0 such that the problem

−∆v +K∗g(v) = λf(x, v) + µh(x) in Ω,
v > 0 in Ω,
v = 0 on ∂Ω.
has a maximal solution vλ,µ ∈ E , provided λ > λ∗ or µ > µ∗. Moreover, vλ,µ is increasing with
respect to λ and µ. Then vk = vλ,µ+
1
k
is a sub-solution of (P kλ, µ), for all k ≥ 1. On the other
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hand, by Lemma 6.2, the boundary value problem

−∆w +K∗g(w) = λf(x,w) + µh(x) in Ω,
w > 0 in Ω,
w =
1
k
on ∂Ω.
has a solution wk ∈ C
2,γ(Ω). Obviously, wk is a super-solution of (P
k
λ, µ).
Since K∗ > 0 > K∗, we have
∆wk +Φλ,µ(x,wk) ≤ 0 ≤ ∆vk +Φλ,µ(x, vk) in Ω,
and
wk, vk > 0 in Ω,
wk = vk on ∂Ω,
∆vk ∈ L
1(Ω).
From Lemma 6.3 it follows that vk ≤ wk in Ω. By standard super and sub-solution argument,
there exists a minimal solution u1λ,µ ∈ C
2,γ(Ω) of (P 1λ, µ) such that v1 ≤ u
1
λ,µ ≤ w1 in Ω. Now,
taking u1λ,µ and v2 as a pair of super and sub-solutions for (P
2
λ, µ), we deduce that there exists
a minimal solution u2λ,µ ∈ C
2,γ(Ω) of (P 2λ, µ) such that v2 ≤ u
2
λ,µ ≤ u
1
λ,µ in Ω. Arguing in the
same manner, we obtain a sequence {ukλ,µ} such that
vk ≤ u
k
λ,µ ≤ u
k−1
λ,µ ≤ w1 in Ω. (7.147)
Define uλ,µ(x) = lim
k→∞
ukλ,µ(x) for all x ∈ Ω. With a similar argument to that used in the proof
of Theorem 7.2, we find that uλ,µ ∈ E is a solution of (Pλ, µ). Hence, problem (Pλ, µ) has at
least a solution in E , provided that λ > λ∗ or µ > µ∗.
Step II. Dependence on λ and µ . As above, it is enough to justify only the dependence
on λ. Fix λ∗ < λ1 < λ2, µ > 0 and let uλ1,µ, uλ2,µ ∈ E be the solutions of (Pλ1, µ) and (Pλ2, µ)
respectively that we have obtained in Step I. It follows that ukλ2,µ is a super-solution of (P
k
λ1, µ
).
So, Lemma 6.3 combined with the fact that vλ,µ is increasing with respect to λ > λ∗ yield
ukλ2,µ ≥ vλ2,µ +
1
k
≥ vλ1,µ +
1
k
in Ω.
Thus, ukλ2,µ ≥ u
k
λ1,µ
in Ω since ukλ1,µ is the minimal solution of (P
k
λ1, µ
) which satisfies ukλ1,µ ≥
vλ1,µ + 1/k in Ω. It follows that uλ2,µ ≥ uλ1,µ in Ω. By the maximum principle we deduce that
uλ2,µ > uλ1,µ in Ω. This concludes the proof.
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8 Bifurcation and asymptotics for the singular Lane-Emden-Fowler
equation with a convection term
Let Ω ⊂ RN (N ≥ 2) be a bounded domain with a smooth boundary. In this section we are
concerned with singular elliptic problems of the following type

−∆u = g(u) + λ|∇u|p + µf(x, u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(8.148)
where 0 < p ≤ 2 and λ, µ ≥ 0. As remarked by Choquet-Bruhat and Leray [22] and by Kazdan
and Warner [62], the requirement that the nonlinearity grows at most quadratically in |∇u| is
natural in order to apply the maximum principle.
Throughout this section we suppose that f : Ω × [0,∞) → [0,∞) is a Ho¨lder continuous
function which is nondecreasing with respect to the second variable and is positive on Ω× (0,∞).
We assume that g : (0,∞) → (0,∞) is a Ho¨lder continuous function which is nonincreasing and
limsց0 g(s) = +∞.
Many papers have been devoted to the case λ = 0, where the problem (8.148) becomes

−∆u = g(u) + µf(x, u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(8.149)
If µ = 0, then (8.149) has a unique solution (see Crandall, Rabinowitz, and Tartar [35], Lazer and
McKenna [68]). When µ > 0, the study of (8.149) emphasizes the role played by the nonlinear
term f(x, u). For instance, if one of the following assumptions are fulfilled
(f1) there exists c > 0 such that f(x, s) ≥ cs for all (x, s) ∈ Ω× [0,∞);
(f2) the mapping (0,∞) ∋ s 7−→ f(x,s)s is nondecreasing for all x ∈ Ω,
then problem (8.149) has solutions only if µ > 0 is small enough (see Coclite and Palmieri [34]).
In turn, when f satisfies the following assumptions
(f3) the mapping (0,∞) ∋ s 7−→ f(x,s)s is nonincreasing for all x ∈ Ω;
(f4) lims→∞
f(x,s)
s = 0, uniformly for x ∈ Ω,
then problem (8.149) has at least one solutions for all µ > 0 (see Coclite and Palmieri [34], Shi
and Yao [86] and the references therein). The same assumptions will be used in the study of
(8.148).
By the monotonicity of g, there exists
a = lim
s→∞
g(s) ∈ [0,∞).
The main results in this section have been obtained by Ghergu and Ra˘dulescu [53, 54].
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We are first concerned with the case λ = 1 and 1 < p ≤ 2. In the statement of the following
result we do not need assumptions (f1) − (f4); we just require that f is a Ho¨lder continuous
function which is nondecreasing with respect to the second variable and is positive on Ω× (0,∞).
Theorem 8.1. Assume λ = 1 and 1 < p ≤ 2.
(i) If p = 2 and a ≥ λ1, then (8.148) has no solutions;
(ii) If p = 2 and a < λ1 or 1 < p < 2, then there exists µ
∗ > 0 such that (8.148) has at least one
classical solution for µ < µ∗ and no solutions exist if µ > µ∗.
If λ = 1 and 0 < p ≤ 1 the study of existence is close related to the asymptotic behaviour of
the nonlinear term f(x, u). In this case we prove
Theorem 8.2. Assume λ = 1 and 0 < p ≤ 1.
(i) If f satisfies (f1) or (f2), then there exists µ∗ > 0 such that (8.148) has at least one classical
solution for µ < µ∗ and no solutions exist if µ > µ∗;
(ii) If 0 < p < 1 and f satisfies (f3)− (f4), then (8.148) has at least one solution for all µ ≥ 0.
Next we are concerned with the case µ = 1. Our result is the following
Theorem 8.3. Assume µ = 1 and f satisfies assumptions (f3) and (f4). Then the following
properties hold true.
(i) If 0 < p < 1, then (8.148) has at least one classical solution for all λ ≥ 0;
(ii) If 1 ≤ p ≤ 2, then there exists λ∗ ∈ (0,∞] such that (8.148) has at least one classical solution
for λ < λ∗ and no solution exists if λ > λ∗. Moreover, if 1 < p ≤ 2, then λ∗ is finite.
Related to the above result we raise the following open problem: if p = 1 and µ = 1, is λ∗
a finite number?
Theorem 8.3 shows the importance of the convection term λ|∇u|p in (8.148). Indeed, according
to Theorem 7.3 and for any µ > 0, the boundary value problem

−∆u = u−α + λ|∇u|p + µuβ in Ω,
u > 0 in Ω,
u = 0 on ∂Ω
(8.150)
has a unique solution, provided λ = 0, α, β ∈ (0, 1). The above theorem shows that if λ is
not necessarily 0, then the following situations may occur : (i) problem (8.150) has solutions if
p ∈ (0, 1) and for all λ ≥ 0; (ii) if p ∈ (1, 2) then there exists λ∗ > 0 such that problem (8.150)
has a solution for any λ < λ∗ and no solution exists if λ > λ∗.
To see the dependence between λ and µ in (8.148), we consider the special case f ≡ 1 and
p = 2. In this case we can say more about the problem (8.148). More precisely we have
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Theorem 8.4. Assume that p = 2 and f ≡ 1.
(i) The problem (8.148) has solution if and only if λ(a+ µ) < λ1;
(ii) Assume µ > 0 is fixed, g is decreasing and let λ∗ =
λ1
a+ µ
. Then (8.148) has a unique solution
uλ for all λ < λ
∗ and the sequence (uλ)λ<λ∗ is increasing with respect to λ.
Moreover, if lim sup
sց0
sαg(s) < +∞, for some α ∈ (0, 1), then the sequence of solutions (uλ)0<λ<λ∗
has the following properties
(ii1) For all 0 < λ < λ∗ there exist two positive constants c1, c2 depending on λ such that
c1 dist(x, ∂Ω) ≤ uλ ≤ c2 dist(x, ∂Ω) in Ω;
(ii2) uλ ∈ C
1,1−α(Ω) ∩ C2(Ω);
(ii3) uλ −→ +∞ as λր λ
∗, uniformly on compact subsets of Ω.
As regards the uniqueness of the solutions to problem (8.148), we may say that this does not
seem to be a feature easy to achieve. Only when f(x, u) is constant in u we can use classical
methods in order to prove the uniqueness. It is worth pointing out here that the uniqueness of
the solution is a delicate issue even for the simpler problem (8.149). We have already observed
that if f fulfills (f3) − (f4) and g satisfies the same growth condition as in Theorem 8.4, then
this solution is unique, provided that problem (8.149) has a solution. On the other hand, if f
satisfies (f2), the uniqueness generally does not occur. In that sense we refer the interested reader
to Haitao [58]. In the case f(x, u) = uq, g(u) = u−γ , 0 < γ < 1N and 1 < q <
N+2
N−2 , we learn
from [58] that problem (8.149) has at least two classical solutions provided µ belongs to a certain
range.
Our approach relies on finding of appropriate sub- and super-solutions of (8.148). This will
allows us to enlarge the study of bifurcation to a class of problems more generally to that studied
in Zhang and Yu [95]. However, neither the method used in [95], nor our method gives a precise
answer if λ∗ is finite or not in the case p = 1 and µ = 1.
We start with some auxiliary results.
Let ϕ1 be the normalized positive eigenfunction corresponding to the first eigenvalue λ1 of
(−∆) in H10 (Ω). As it is well known λ1 > 0, ϕ1 ∈ C
2(Ω) and
C1 dist(x, ∂Ω) ≤ ϕ1 ≤ C2 dist(x, ∂Ω) in Ω, (8.151)
for some positive constants C1, C2 > 0. From the characterization of λ1 and ϕ1 we state the
following elementary result. For the convenience of the reader we shall give a complete proof.
Lemma 8.5. Let F : Ω × (0,∞) → R be a continuous function such that F (x, s) ≥ λ1s + b for
some b > 0 and for all (x, s) ∈ Ω× (0,∞). Then the problem

−∆u = F (x, u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(8.152)
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has no solutions.
Proof. By contradiction, suppose that (8.152) admits a solution. This will provide a super-
solution of the problem 

−∆u = λ1u+ b in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(8.153)
Since 0 is a sub-solution, by the sub and super-solution method and classical regularity theory it
follows that (8.152) has a solution u ∈ C2(Ω). Multiplying by ϕ1 in (8.153) and then integrating
over Ω, we get
−
∫
Ω
ϕ1∆u = λ1
∫
Ω
ϕ1u+ b
∫
Ω
ϕ1,
that is λ1
∫
Ω
ϕ1u = λ1
∫
Ω
ϕ1u+ b
∫
Ω
ϕ1, which implies
∫
Ω
ϕ1 = 0. This is clearly a contradiction
since ϕ1 > 0 in Ω. Hence (8.152) has no solutions.
According to Lemma 6.2, there exists ζ ∈ C2(Ω) a solution of the problem

−∆ζ = g(ζ) in Ω,
ζ > 0 in Ω,
ζ = 0 on ∂Ω.
(8.154)
Clearly ζ is a sub-solution of (8.148) for all λ ≥ 0. It is worth pointing out here that the sub-super
solution method still works for the problem (8.148). With the same proof as in Zhang and Yu [95,
Lemmma 2.8] that goes back to the pioneering work of Amann [3] we state the following result.
Lemma 8.6. Let λ, µ ≥ 0. If (8.148) has a super-solution u ∈ C2(Ω) ∩ C(Ω) such that ζ ≤ u in
Ω, then (8.148) has at least a solution.
Lemma 8.7. (Alaa and Pierre [1]). If p > 1, then there exists a real number σ¯ > 0 such that
the problem 

−∆u = |∇u|p + σ in Ω,
u = 0 on ∂Ω,
(8.155)
has no solutions for σ > σ¯.
Lemma 8.8. Let F : Ω × (0,∞) → [0,∞) and G : (0,∞) → (0,∞) be two Ho¨lder continuous
functions that verify
(A1) F (x, s) > 0, for all (x, s) ∈ Ω× (0,∞);
(A2) The mapping [0,∞) ∋ s 7−→ F (x, s) is nondecreasing for all x ∈ Ω;
(A3) G is nonincreasing and limsց0G(s) = +∞.
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Assume that τ > 0 is a positive real number. Then the following holds.
(i) If τ lims→∞G(s) ≥ λ1, then the problem

−∆u = G(u) + τ |∇u|2 + µF (x, u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(8.156)
has no solutions.
(ii) If τ lims→∞G(s) < λ1, then there exists µ¯ > 0 such that the problem (8.156) has at least
one solution for all 0 ≤ µ < µ¯.
Proof. (i) With the change of variable v = eτu − 1, the problem (8.156) takes the form


−∆v = Ψµ(x, u) in Ω,
v > 0 in Ω,
v = 0 on ∂Ω,
(8.157)
where
Ψµ(x, s) = τ(s+ 1)G
(
1
τ
ln(s+ 1)
)
+ µτ(s+ 1)F
(
x,
1
τ
ln(s + 1)
)
,
for all (x, s) ∈ Ω× (0,∞).
Taking into account the fact that G is nonincreasing and τ lims→∞G(s) ≥ λ1, we get
Ψµ(x, s) ≥ λ1(s+ 1) in Ω× (0,∞), for all µ ≥ 0.
By Lemma 8.5 we conclude that (8.157) has no solutions. Hence (8.156) has no solutions.
(ii) Since
lim
s→+∞
τ(s + 1)G
(
1
τ ln(s + 1)
)
+ 1
s
< λ1
and
lim
sց0
τ(s+ 1)G
(
1
τ ln(s+ 1)
)
+ 1
s
= +∞,
we deduce that the mapping (0,∞) ∋ s 7−→ τ(s + 1)G
(
1
τ ln(s+ 1)
)
+ 1 fulfills the hypotheses in
Lemma 6.2. According to this one, there exists v ∈ C2(Ω) ∩ C(Ω) a solution of the problem

−∆v = τ(v + 1)G
(
1
τ
ln(v + 1)
)
+ 1 in Ω,
v > 0 in Ω,
v = 0 in ∂Ω.
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Define
µ¯ :=
1
τ(‖v‖∞ + 1)
·
1
max
x∈Ω
F
(
x,
1
τ
ln(‖v‖∞ + 1)
) .
It follows that v is a super-solution of (8.157) for all 0 ≤ µ < µ¯.
Next we provide a sub-solution v of (8.157) such that v ≤ v in Ω. To this aim, we apply Lemma
6.2 to get that there exists v ∈ C2(Ω) ∩C(Ω) a solution of the problem

−∆v = τG
(
1
τ
ln(v + 1)
)
in Ω,
v > 0 in Ω,
v = 0 on ∂Ω.
Clearly, v is a sub-solution of (8.157) for all 0 ≤ µ < µ¯. Let us prove now that v ≤ v in Ω.
Assuming the contrary, it follows that maxx∈Ω{v − v} > 0 is achieved in Ω. At that point, say
x0, we have
0 ≤ −∆(v − v)(x0)
≤ τ
[
G
(
1
τ
ln(v(x0) + 1)
)
−G
(
1
τ
ln(v(x0) + 1)
)]
− 1 < 0,
which is a contradiction. Thus, v ≤ v in Ω. We have proved that (v, v) is an ordered pair of sub-
super solutions of (8.157) provided 0 ≤ µ < µ¯. It follows that (8.156) has at least one classical
solution for all 0 ≤ µ < µ¯ and the proof of Lemma 8.8 is now complete.
Proof of Theorem 8.1. According to Lemma 8.8(i) we deduce that (8.148) has no solutions if
p = 2 and a ≥ λ1. Furthermore, if p = 2 and a < λ1, in view of Lemma 8.8(ii), we deduce that
(8.148) has at least one classical solution if µ is small enough. Assume now 1 < p < 2 and let us
fix C > 0 such that
aCp/2 + Cp−1 < λ1. (8.158)
Define
ψ : [0,∞)→ [0,∞), ψ(s) =
sp
s2 + C
.
A careful examination reveals the fact that ψ attains its maximum at s¯ =
(
Cp
2−p
)2−p
. Hence
ψ(s) ≤ ψ(s¯) =
pp/2(2− p)(2−p)/2
2C1−p/2
, for all s ≥ 0.
By the classical Young’s inequality we deduce
pp/2(2− p)(2−p)/2 ≤ 2,
which yields ψ(s) ≤ Cp/2−1, for all s ≥ 0. Thus, we have proved
sp ≤ Cp/2s2 + Cp/2−1, for all s ≥ 0. (8.159)
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Consider the problem

−∆u = g(u) + Cp/2−1 + Cp/2|∇u|2 + µf(x, u) in Ω
u > 0 in Ω,
u = 0 on ∂Ω,
(8.160)
By virtue of (8.159), any solution of (8.160) is a super-solution of (8.148).
Using now (8.158) we get
lim
s→∞
Cp/2(g(u) +Cp/2−1) < λ1.
The above relation enables us to apply Lemma 8.8(ii) with G(s) = g(s) + Cp/2−1 and τ = Cp/2.
It follows that there exists µ¯ > 0 such that (8.160) has at least a solution u. With a similar
argument to that used in the proof of Lemma 8.8, we obtain ζ ≤ u in Ω, where ζ is defined in
(8.154). By Lemma 8.6 we get that (8.148) has at least one solution if 0 ≤ µ < µ¯.
We have proved that (8.148) has at least one classical solution for both cases p = 2 and a < λ1
or 1 < p < 2, provided µ is nonnegative small enough. Define next
A = {µ ≥ 0; problem (8.148) has at least one solution}.
The above arguments implies that A is nonempty. Let µ∗ = supA.We first show that [0, µ∗) ⊆ A.
For this purpose, let µ1 ∈ A and 0 ≤ µ2 < µ1. If uµ1 is a solution of (8.148) with µ = µ1, then
uµ1 is a super-solution of (8.148) with µ = µ2. It is easy to prove that ζ ≤ uµ1 in Ω and by virtue
of Lemma 8.6 we conclude that the problem (8.148) with µ = µ2 has at least one solution.
Thus we have proved [0, µ∗) ⊆ A. Next we show µ∗ < +∞.
Since limsց0 g(s) = +∞, we can choose s0 > 0 such that g(s) > σ¯ for all s ≤ s0. Let
µ0 =
σ¯
minx∈Ω f(x, s0)
.
Using the monotonicity of f with respect to the second argument, the above relations yields
g(s) + µf(x, s) ≥ σ¯, for all (x, s) ∈ Ω× (0,∞) and µ > µ0.
If (8.148) has a solution for µ > µ0, this would be a super-solution of the problem

−∆u = |∇u|p + σ¯ in Ω,
u = 0 on ∂Ω.
(8.161)
Since 0 is a sub-solution, we deduce that (8.161) has at least one solution. According to Lemma
8.7, this is a contradiction. Hence µ∗ ≤ µ0 < +∞. This concludes the proof of Theorem 8.1.
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Proof of Theorem 8.2 (i) We fix p ∈ (0, 1] and define
q = q(p) =


p+ 1 if 0 < p < 1,
3/2 if p = 1.
Consider the problem 

−∆u = g(u) + 1 + |∇u|q + µf(x, u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω.
(8.162)
Since sp ≤ sq + 1, for all s ≥ 0, we deduce that any solution of (8.162) is a super-solution of
(8.148). Furthermore, taking into account the fact that 1 < q < 2, we can apply Theorem 8.1(ii)
in order to get that (8.162) has at least one solution if µ is small enough. Thus, by Lemma 8.6
we deduce that (8.148) has at least one classical solution. Following the method used in the proof
of Theorem 8.1, we set
A = {µ ≥ 0; problem (8.148) has at least one solution}
and let µ∗ = supA. With the same arguments we prove that [0, µ∗) ⊆ A. It remains only to show
that µ∗ < +∞.
Let us assume first that f satisfies (f1). Since limsց0 g(s) = +∞, we can choose µ0 >
2λ1
c
such that 12µ0cs + g(s) ≥ 1 for all s > 0. Then
g(s) + µf(x, s) ≥ λ1s+ 1, for all (x, s) ∈ Ω× (0,∞) and µ ≥ µ0.
By virtue of Lemma 8.5 we obtain that (8.148) has no classical solutions if µ ≥ µ0, so µ
∗ is finite.
Assume now that f satisfies (f2). Since limsց0 g(s) = +∞, there exists s0 > 0 such that
g(s) ≥ λ1(s + 1) for all 0 < s < s0. (8.163)
On the other hand, the assumption (f2) and the fact that Ω is bounded implies that the mapping
(0,∞) ∋ s 7−→
minx∈Ω f(x, s)
s+ 1
is nondecreasing, so we can choose µ˜ > 0 with the property
µ˜ ·
minx∈Ω f(x, s)
s+ 1
≥ λ1 for all s ≥ s0. (8.164)
Now (8.163) combined with (8.164) yields
g(s) + µf(x, s) ≥ λ1(s+ 1), for all (x, s) ∈ Ω× (0,∞) and µ ≥ µ˜.
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Using Lemma 8.5, we deduce that (8.148) has no solutions if µ > µ˜, that is, µ∗ is finite.
The first part in Theorem 8.2 is therefore established.
(ii) The strategy is to find a super-solution uµ ∈ C
2(Ω)∩C(Ω) of (8.148) such that ζ ≤ uµ in
Ω. To this aim, let h ∈ C2(0, η] ∩ C[0, η] be such that


h′′(t) = −g(h(t)), for all 0 < t < η,
h(0) = 0,
h > 0 in (0, η].
(8.165)
The existence of h follows by classical arguments of ODE. Since h is concave, there exists
h′(0+) ∈(0,+∞]. By taking η > 0 small enough, we can assume that h′ > 0 in (0, η], so h
is increasing on [0, η].
Lemma 8.9. (i) h ∈ C1[0, η] if and only if
∫ 1
0
g(s)ds < +∞;
(ii) If 0 < p ≤ 2, then there exist c1, c2 > 0 such that
(h′)p(t) ≤ c1g(h(t)) + c2, for all 0 < t < η.
Proof. (i) Multiplying by h′ in (8.165) and then integrating on [t, η], 0 < t < η, we get
(h′)2(t)− (h′)2(η) = 2
∫ η
t
g(h(s))h′(s)ds = 2
∫ h(η)
h(t)
g(τ)dτ. (8.166)
This gives
(h′)2(t) = 2G(h(t)) + (h′)2(η) for all 0 < t < η, (8.167)
where G(t) =
∫ h(η)
t
g(s)ds. From (8.167) we deduce that h′(0+) is finite if and only if G(0+) is
finite, so (i) follows.
(ii) Let p ∈ (0, 2]. Taking into account the fact that g is nonincreasing, the inequality (8.167)
leads to
(h′)2(t) ≤ 2h(η)g(h(t)) + (h′)2(η), for all 0 < t < η. (8.168)
Since sp ≤ s2 + 1, for all s ≥ 0, from (8.168) we have
(h′)p(t) ≤ c1g(h(t)) + c2, for all 0 < t < η (8.169)
where c1 = 2h(η) and c2 = (h
′)2(η) + 1. This completes the proof of our Lemma.
Proof of Theorem 8.2 completed. Let p ∈ (0, 1) and µ ≥ 0 be fixed. We also fix c > 0 such
that c‖ϕ1‖∞ < η. By Hopf’s maximum principle, there exist δ > 0 small enough and θ1 > 0 such
that
|∇ϕ1| > θ1 in Ωδ, (8.170)
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where Ωδ := {x ∈ Ω; dist(x, ∂Ω) ≤ δ}.
Moreover, since limsց0 g(h(s)) = +∞, we can pick δ with the property
(cθ1)
2g(h(cϕ1))− 3µf(x, h(cϕ1)) > 0 in Ωδ. (8.171)
Let θ2 := inf
Ω\Ωδ
ϕ1 > 0. We choose M > 1 with
M(cθ1)
2 > 3, (8.172)
Mcλ1θ2h
′(c‖ϕ1‖∞) > 3g(h(cθ2)). (8.173)
Since p < 1, we also may assume
(Mc)1−pλ1(h
′)1−p(c‖ϕ1‖∞) ≥ 3‖∇ϕ1‖
p
∞. (8.174)
On the other hand, by Lemma 8.9(ii) we can choose M > 1 such that
3(h′(cϕ1))
p ≤M1−p(cθ1)
2−pg(h(cϕ1)) in Ωδ. (8.175)
The assumption (f4) yields
lim
s→∞
3µf(x, sh(c‖ϕ1‖∞))
sh(c‖ϕ1‖∞)
= 0.
So we can choose M > 1 large enough such that
3µf(x,Mh(c‖ϕ1‖∞))
Mh(c‖ϕ1‖∞)
<
cλ1θ2h
′(c‖ϕ1‖∞)
h(c‖ϕ1‖∞)
,
uniformly in Ω. This leads us to
3µf(x,Mh(c‖ϕ1‖∞)) < Mcλ1θ2h
′(c‖ϕ1‖∞), for all x ∈ Ω. (8.176)
For M satisfying (8.172)-(8.176), we prove that uµ =Mh(cϕ1) is a super-solution of (8.148).
We have
−∆uλ =Mc
2g(h(cϕ1))|∇ϕ1|
2 +Mcλ1ϕ1h
′(cϕ1) in Ω. (8.177)
First we prove that
Mc2g(h(cϕ1))|∇ϕ1|
2 ≥ g(uµ) + |∇uµ|
p + µf(x, uµ) in Ωδ. (8.178)
From (8.170) and (8.172) we get
1
3
Mc2g(h(cϕ1))|∇ϕ1|
2 ≥ g(h(cϕ1)) ≥ g(Mh(cϕ1)) = g(uµ) in Ωδ. (8.179)
By (8.170) and (8.175) we also have
1
3
Mc2g(h(cϕ1))|∇ϕ1|
2 ≥ (Mc)p(h′)p(cϕ1))|∇ϕ1|
p = |∇uµ|
p in Ωδ. (8.180)
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The assumption (f3) and (8.171) produce
1
3
Mc2g(h(cϕ1))|∇ϕ1|
2 ≥ µMf(x, h(cϕ1)) ≥ µf(x,Mh(cϕ1)) in Ωδ. (8.181)
Now, by (8.179), (8.180) and (8.181) we conclude that (8.178) is fulfilled.
Next we prove
Mcλ1ϕ1h
′(cϕ1) ≥ g(uµ) + |∇uµ|
p + µf(x, uµ) in Ω \ Ωδ. (8.182)
From (8.173) we obtain
1
3
Mcλ1ϕ1h
′(cϕ1) ≥ g(h(cϕ1)) ≥ g(Mh(cϕ1)) = g(uµ) in Ω \ Ωδ. (8.183)
From (8.174) we get
1
3
Mcλ1ϕ1h
′(cϕ1) ≥ (Mc)
p(h′)p(cϕ1)|∇ϕ1|
p = |∇uµ|
p in Ω \ Ωδ. (8.184)
By (8.176) we deduce
1
3
Mcλ1ϕ1h
′(cϕ1) ≥ µf(x,Mh(cϕ1)) = µf(x, uµ) in Ω \ Ωδ. (8.185)
Obviously, (8.182) follows now by (8.183), (8.184) and (8.185).
Combining (8.177) with (8.178) and (8.182) we find that uµ is a super-solution of (8.148). More-
over, ζ ≤ uµ in Ω. Applying Lemma 8.6, we deduce that (8.148) has at least one solution for all
µ ≥ 0. This finishes the proof of Theorem 8.2.
Proof of Theorem 8.3 The proof case relies on the same arguments used in the proof of
Theorem 8.2. In fact, the main point is to find a super-solution uλ ∈ C
2(Ω) ∩ (Ω) of (8.148),
while ζ defined in (8.154) is a sub-solution. Since g is nonincreasing, the inequality ζ ≤ uλ in Ω
can be proved easily and the existence of solutions to (8.148) follows by Lemma 8.6.
Define c, δ and θ1, θ2 as in the proof of Theorem 8.2. Let M satisfying (8.172) and (8.173).
Since g(h(s)) → +∞ as sց 0, we can choose δ > 0 such that
(cθ1)
2g(h(cϕ1))− 3f(x, h(cϕ1)) > 0 in Ωδ. (8.186)
The assumption (f4) produces
lim
s→∞
f(x, sh(c‖ϕ1‖∞))
sh(c‖ϕ1‖∞)
= 0, uniformly for x ∈ Ω.
Thus, we can take M > 3 large enough, such that
f(x,Mh(c‖ϕ1‖∞))
Mh(c‖ϕ1‖∞)
<
cλ1θ2h
′(c‖ϕ1‖∞)
3h(c‖ϕ1‖∞)
.
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The above relation yields
3f(x,Mh(c‖ϕ1‖∞)) < Mcλ1θ2h
′(c‖ϕ1‖∞), for all x ∈ Ω. (8.187)
Using Lemma 8.9(ii) we can take λ > 0 small enough such that the following inequalities hold
3λMp−1(h′)p(cϕ1) ≤ g(h(cϕ1))(cθ1)
2−p in Ωδ (8.188)
λ1θ2h
′(c‖ϕ1‖∞) > 3λ(Mc)
p−1(h′)p(cθ2)‖∇ϕ1‖
p
∞. (8.189)
For M and λ satisfying (8.172)-(8.173) and (8.186)-(8.189), we claim that uλ = Mh(cϕ1) is a
super-solution of (8.148). First we have
−∆uλ =Mc
2g(h(cϕ1))|∇ϕ1|
2 +Mcλ1ϕ1h
′(cϕ1) in Ω. (8.190)
Arguing as in the proof of Theorem 8.2, from (8.170), (8.172), (8.186), (8.188) and the assumption
(f3) we obtain
Mc2g(h(cϕ1))|∇ϕ1|
2 ≥ g(uλ) + λ|∇uλ|
p + f(x, uλ) in Ωδ. (8.191)
On the other hand, (8.173), (8.187) and (8.189) gives
Mcλ1ϕ1h
′(cϕ1) ≥ g(uλ) + λ|∇uλ|
p + f(x, uλ) in Ω \Ωδ. (8.192)
Using now (8.190) and (8.191)-(8.192) we find that uλ is a super-solution of (8.148) so our claim
follows.
As we have already argued at the beginning of this case, we easily get that ζ ≤ uλ in Ω and by
Lemma 8.6 we deduce that problem (8.148) has at least one solution if λ > 0 is sufficiently small.
Set
A = { λ ≥ 0; problem (8.148) has at least one classical solution}.
From the above arguments, A is nonempty. Let λ∗ = supA. First we claim that if λ ∈ A, then
[0, λ) ⊆ A. For this purpose, let λ1 ∈ A and 0 ≤ λ2 < λ1. If uλ1 is a solution of (8.148) with
λ = λ1, then uλ1 is a super-solution for (8.148) with λ = λ2 while ζ defined in (8.154) is a
sub-solution. Using Lemma 8.6 once more, we have that (8.148) with λ = λ2 has at least one
classical solution. This proves the claim. Since λ ∈ A was arbitrary chosen, we conclude that
[0, λ∗) ⊂ A.
Let us assume now p ∈ (1, 2]. We prove that λ∗ < +∞. Set
m := inf
(x,s)∈Ω×(0,∞)
(
g(s) + f(x, s)
)
.
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Since limsց0 g(s) = +∞ and the mapping (0,∞) ∋ s 7−→ min
x∈Ω
f(x, s) is positive and nondecreas-
ing, we deduce that m is a positive real number. Let λ > 0 be such that (8.148) has a solution
uλ. If v = λ
1/(p−1)uλ, then v verifies

−∆v ≥ |∇v|p + λ1/(p−1)m in Ω,
v > 0 in Ω,
v = 0 on ∂Ω.
(8.193)
It follows that v is a super-solution of (8.155) for σ = λ1/(p−1)m. Since 0 is a sub-solution, we
obtain that (8.155) has at least one classical solution for σ defined above. According to Lemma
8.7, we have σ ≤ σ¯, and so λ ≤
( σ¯
m
)p−1
. This means that λ∗ is finite.
Assume now p ∈ (0, 1) and let us prove that λ∗ = +∞. Recall that ζ defined in (8.154) is a
sub-solution. To get a super-solution, we proceed in the same manner. Fix λ > 0. Since p < 1
we can find M > 1 large enough such that (8.172)-(8.173) and (8.187)-(8.189) hold. From now
on, we follow the same steps as above. The proof of Theorem 8.3 is now complete.
We remark that if
∫ 1
0 g(s)ds < ∞, then the above method can be applied in order to extend
the study of (8.148) to the case µ = 1 and p > 2. Indeed, by Lemma 8.9(i) it follows h ∈ C1[0, η].
Using this fact, we can choose c1, c2 > 0 large enough such that the conclusion of Lemma 8.9(ii)
holds. Repeating the above arguments we prove that if p > 2 then there exists a real number
λ∗ > 0 such that (8.148) has at least one solution if λ < λ∗ and no solutions exist if λ > λ∗.
Proof of Theorem 8.4. (i) If λ = 0, the existence of the solution follows by using Lemma 6.2.
Next we assume that λ > 0 and let us fix µ ≥ 0. With the change of variable v = eλu − 1, the
problem (8.148) becomes 

−∆v = Φλ(v) in Ω,
v > 0 in Ω,
v = 0 on ∂Ω,
(8.194)
where
Φλ(s) = λ(s+ 1)g
(
1
λ
ln(s + 1)
)
+ λµ(s+ 1),
for all s ∈ (0,∞). Obviously Φλ is not monotone but we still have that the mapping (0,∞) ∋
s 7→
Φλ(s)
s
is decreasing for all λ > 0 and
lim
s→+∞
Φλ(s)
s
= λ(a+ µ) and lim
sց0
Φλ(s)
s
= +∞,
uniformly for λ > 0.
We first remark that Φλ satisfies the hypotheses in Lemma 6.2 provided λ(a + µ) < λ1. Hence
(8.194) has at least one solution.
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On the other hand, since g ≥ a on (0,∞), we get
Φλ(s) ≥ λ(a+ µ)(s+ 1), for all λ, s ∈ (0,∞). (8.195)
Using now Lemma 8.5 we deduce that (8.194) has no solutions if λ(a+µ) ≥ λ1. The proof of the
first part in Theorem 8.4 is therefore complete.
(ii) We split the proof into several steps.
Step 1. Existence of solutions. This follows directly from (i).
Step 2. Uniqueness of the solution.
Fix λ ≥ 0. Let u1 and u2 be two classical solutions of (8.148) with λ < λ
∗. We show that u1 ≤ u2
in Ω. Supposing the contrary, we deduce that max
Ω
{u1 − u2} > 0 is achieved in a point x0 ∈ Ω.
This yields ∇(u1 − u2)(x0) = 0 and
0 ≤ −∆(u1 − u2)(x0) = g(u1(x0))− g(u2(x0)) < 0,
a contradiction. We conclude that u1 ≤ u2 in Ω; similarly u2 ≤ u1. Therefore u1 = u2 in Ω and
the uniqueness is proved.
Step 3. Dependence on λ. Fix 0 ≤ λ1 < λ2 < λ
∗ and let uλ1 , uλ2 be the unique solutions
of (8.148) with λ = λ1 and λ = λ2 respectively. If {x ∈ Ω;uλ1 > uλ2} is nonempty, then
max
Ω
{uλ1 − uλ2} > 0 is achieved in Ω. At that point, say x¯, we have ∇(uλ1 − uλ2)(x¯) = 0 and
0 ≤ −∆(uλ1 − uλ2)(x¯) = g(uλ1(x¯))− g(uλ2(x¯)) + (λ1 − λ2)|∇uλ1 |
p(x¯) < 0,
which is a contradiction.
Hence uλ1 ≤ uλ2 in Ω. The maximum principle also gives uλ1 < uλ2 in Ω.
Step 4. Regularity. We fix 0 < λ < λ∗, µ > 0 and assume that lim supsց0 s
αg(s) < +∞.
This means that g(s) ≤ cs−α in a small positive neighborhood of the origin. To prove the
regularity, we will use again the change of variable v = eλu− 1. Thus, if uλ is the unique solution
of (8.148), then vλ = e
λuλ−1 is the unique solution of (8.194). Since lim
sց0
eλs − 1
s
= λ, we conclude
that (ii1) and (ii2) in Theorem 8.4 are established if we prove
(a) c˜1 dist(x, ∂Ω) ≤ vλ(x) ≤ c˜2 dist(x, ∂Ω) in Ω, for some positive constants c˜1, c˜2 > 0.
(b) vλ ∈ C
1,1−α(Ω).
Proof of (a). By the monotonicity of g and the fact that g(s) ≤ cs−α near the origin, we deduce
the existence of A,B,C > 0 such that
Φλ(s) ≤ As+Bs
−α + C, for all 0 < λ < λ∗ and s > 0. (8.196)
Let us fix m > 0 such that mλ1‖ϕ1‖∞ < λµ. Combining this with (8.195) we deduce
−∆(vλ −mϕ1) = Φλ(vλ)−mλ1ϕ1 ≥ λµ−mλ1ϕ1 ≥ 0 (8.197)
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in Ω. Since vλ −mϕ1 = 0 on ∂Ω, we conclude
vλ ≥ mϕ1 in Ω. (8.198)
Now, (8.198) and (8.151) imply vλ ≥ c˜1 dist(x, ∂Ω) in Ω, for some positive constant c˜1 > 0. The
first inequality in the statement of (a) is therefore established. For the second one, we apply an
idea found in Gui and Lin [57]. Using (8.198) and the estimate (8.196), by virtue of Lemma 7.5
we deduce Φλ(vλ) ∈ L
1(Ω), that is, ∆vλ ∈ L
1(Ω).
Using the smoothness of ∂Ω, we can find δ ∈ (0, 1) such that for all x0 ∈ Ωδ := {x ∈
Ω ; dist(x, ∂Ω) ≤ δ}, there exists y ∈ RN \Ω with dist(y, ∂Ω) = δ and dist(x0, ∂Ω) = |x0 − y| − δ.
Let K > 1 be such that diam (Ω) < (K − 1)δ and let ξ be the unique solution of the Dirichlet
problem 

−∆ξ = Φλ(ξ) in BK(0) \B1(0),
ξ > 0 in BK(0) \B1(0),
ξ = 0 on ∂(BK(0) \B1(0)).
where Br(0) denotes the open ball in R
N of radius r and centered at the origin. By uniqueness,
ξ is radially symmetric. Hence ξ(x) = ξ˜(|x|) and

ξ˜′′ +
N − 1
r
ξ˜′ +Φλ(ξ˜) = 0 in (1,K),
ξ˜ > 0 in (1,K),
ξ˜(1) = ξ˜(K) = 0.
(8.199)
Integrating in (8.199) we have
ξ˜′(t) = ξ˜′(a)aN−1t1−N − t1−N
∫ t
a
rN−1Φλ(ξ˜(r))dr
= ξ˜′(b)bN−1t1−N + t1−N
∫ b
t
rN−1Φλ(ξ˜(r))dr,
where 1 < a < t < b < K. With the same arguments as above we have Φλ(ξ˜) ∈ L
1(1,K) which
implies that both ξ˜(1) and ξ˜(K) are finite. Hence ξ˜ ∈ C2(1,K) ∩ C1[1,K]. Furthermore,
ξ(x) ≤ C˜min{K − |x|, |x| − 1}, for any x ∈ BK(0) \B1(0). (8.200)
Let us fix x0 ∈ Ωδ. Then we can find y0 ∈ R
N \ Ω with dist(y0, ∂Ω) = δ and dist(x0, ∂Ω) =
|x0− y| − δ. Thus, Ω ⊂ BKδ(y0) \Bδ(y0). Define v(x) = ξ
(
x− y0
δ
)
, for all x ∈ Ω. We show that
v is a super-solution of (8.194). Indeed, for all x ∈ Ω we have
∆v +Φλ(v) =
1
δ2
(
ξ˜′′ +
N − 1
r
ξ˜′
)
+Φλ(ξ˜)
≤
1
δ2
(
ξ˜′′ +
N − 1
r
ξ˜′ +Φλ(ξ˜)
)
= 0,
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where r =
|x− y0|
δ
. We have obtained that
∆v +Φλ(v) ≤ 0 ≤ ∆vλ +Φλ(vλ) in Ω,
v, vλ > 0 in Ω, v = vλ on ∂Ω
∆vλ ∈ L
1(Ω).
By Lemma 6.3 we get vλ ≤ v in Ω. Combining this with (8.200) we obtain
vλ(x0) ≤ v(x0) ≤ C˜min
{
K −
|x0 − y0|
δ
,
|x0 − y0|
δ
− 1
}
≤
C˜
δ
dist(x0, ∂Ω).
Hence vλ ≤
C˜
δ dist(x, ∂Ω) in Ωδ and the second inequality in the statement of (a) follows.
Proof of (b). Let G be the Green’s function associated with the Laplace operator in Ω. Then,
for all x ∈ Ω we have
vλ(x) = −
∫
Ω
G(x, y)Φλ(vλ(y))dy
and
∇vλ(x) = −
∫
Ω
Gx(x, y)Φλ(vλ(y))dy.
If x1, x2 ∈ Ω, using (8.196) we obtain
|∇vλ(x1)−∇vλ(x2)| ≤
∫
Ω
|Gx(x1, y)−Gx(x2, y)| · (Avλ + C)dy
+B
∫
Ω
|Gx(x1, y)−Gx(x2, y)| · v
−α
λ (y)dy.
Now, taking into account that vλ ∈ C(Ω), by the standard regularity theory (see Gilbarg and
Trudinger [55]) we get∫
Ω
|Gx(x1, y)−Gx(x2, y)| · (Avλ + C)dy ≤ c˜1|x1 − x2|.
On the other hand, with the same proof as in [57, Theorem 1], we deduce∫
Ω
|Gx(x1, y)−Gx(x2, y)| · v
−α
λ (y) ≤ c˜2|x1 − x2|
1−α.
The above inequalities imply uλ ∈ C
2(Ω) ∩ C1,1−α(Ω).
Step 5. Asymptotic behaviour of the solution. This follows with the same lines as in
the proof of Theorem 6.4.
We are concerned in what follows with the closely related Dirichlet problem

−∆u+K(x)g(u) + |∇u|a = λf(x, u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(1)λ
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where Ω is a smooth bounded domain in RN (N ≥ 2), λ > 0, 0 < a ≤ 2 and K ∈ C0,γ(Ω),
0 < γ < 1. We assume from now on that f : Ω× [0,∞)→ [0,∞) is a Ho¨lder continuous function
which is positive on Ω× (0,∞) such that f is nondecreasing with respect to the second variable
and is sublinear, in the sense that the mapping
(0,∞) ∋ s 7−→
f(x, s)
s
is nonincreasing for all x ∈ Ω
and
lim
s→0+
f(x, s)
s
= +∞ and lim
s→∞
f(x, s)
s
= 0, uniformly for x ∈ Ω.
We also assume that g ∈ C0,γ(0,∞) is a nonnegative and nonincreasing function satisfying
lim
s→0+
g(s) = +∞.
Problem (1)λ has been considered in Section 7 in the absence of the gradient term |∇u|
a and
assuming that the singular term g(t) behaves like t−α around the origin, with t ∈ (0, 1). In this
case it has been shown that the sign of the extremal values of K plays a crucial role. In this sense,
we have proved in Section 7 that if K < 0 in Ω, then problem (1)λ (with a = 0) has a unique
solution in the class E = {u ∈ C2(Ω) ∩ C(Ω); g(u) ∈ L1(Ω)}, for all λ > 0. On the other hand,
if K > 0 in Ω, then there exists λ∗ such that problem (1)λ has solutions in E if λ > λ
∗ and no
solution exists if λ < λ∗. The case where f is asymptotically linear, K ≤ 0, and a = 0 has been
discussed in Section 6. In this framework, a major role is played by lims→∞ f(s)/s = m > 0.
More precisely, there exists a solution (which is unique) uλ ∈ C
2(Ω) ∩ C1(Ω) if and only if
λ < λ∗ := λ1/m. An additional result asserts that the mapping (0, λ
∗) 7−→ uλ is increasing and
limλրλ∗ uλ = +∞ uniformly on compact subsets of Ω.
Due to the singular character of our problem (1)λ, we cannot expect to have solutions in C
2(Ω).
We are seeking in this paper classical solutions of (1)λ, that is, solutions u ∈ C
2(Ω) ∩ C(Ω) that
verify (1)λ. Closely related to our problem is the following one, which has been considered in the
first part of this Section:


−∆u = g(u) + |∇u|a + λf(x, u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(8.201)
where f and g verifies the above assumptions. We recall that we have proved that if 0 < a < 1
then problem (8.201) has at least one classical solution for all λ ≥ 0. In turn, if 1 < a ≤ 2, then
problem (8.201) has no solutions for large values of λ > 0.
The existence results for our problem (1)λ are quite different to those of (8.201) presented in
the first part of this Section. More exactly, we prove in what follows that problem (1)λ has at
least one solution only when λ > 0 is large enough and g satisfies a naturally growth condition
89
around the origin. Thus, we extend the results in Barles, G. Di´az, and J. I. Di´az [10, Theorem
1], corresponding to K ≡ 0, f ≡ f(x) and a ∈ [0, 1).
The main difficulty in the treatment of (1)λ is the lack of the usual maximal principle between
super and sub-solutions, due to the singular character of the equation. To overcome it, we state
an improved comparison principle that fit to our problem (1)λ (see Lemma 8.13 below).
In our first result we assume that K < 0 in Ω. Note that K may vanish on ∂Ω which leads
us to a competition on the boundary between the potential K(x) and the singular term g(u). We
prove the following result.
Theorem 8.10. Assume that K < 0 in Ω. Then, for all λ > 0, problem (1)λ has at least one
classical solution.
Next, we assume that K > 0 in Ω. In this case, the existence of a solution to (1)λ is closely
related to the decay rate around its singularity. In this sense, we prove that problem (1)λ has no
solution, provided that g has a “strong” singularity at the origin. More precisely, we have
Theorem 8.11. Assume that K > 0 in Ω and
∫ 1
0 g(s)ds = +∞. Then problem (1)λ has no
classical solutions.
In the following result, assuming that
∫ 1
0 g(s)ds < +∞, we show that problem (1)λ has at
least one solution, provided that λ > 0 is large enough. More precisely, we prove
Theorem 8.12. Assume that K > 0 in Ω and
∫ 1
0 g(s)ds < +∞. Then there exists λ
∗ > 0 such
that problem (1)λ has at least one classical solution if λ > λ
∗ and no solution exists if λ < λ∗.
A very useful auxiliary result in the proofs of the above theorems is the following comparison
principle that improves Lemma 6.3. Our proof uses some ideas from Shi and Yao [86], that go
back to the pioneering work by Brezis and Kamin [14].
Lemma 8.13. Let Ψ : Ω× (0,∞)→ R be a continuous function such that the mapping (0,∞) ∋
s 7−→
Ψ(x, s)
s
is strictly decreasing at each x ∈ Ω. Assume that there exists v, w ∈ C2(Ω)∩C(Ω)
such that
(a) ∆w +Ψ(x,w) ≤ 0 ≤ ∆v +Ψ(x, v) in Ω;
(b) v,w > 0 in Ω and v ≤ w on ∂Ω;
(c) ∆v ∈ L1(Ω) or ∆w ∈ L1(Ω).
Then v ≤ w in Ω.
Proof. We argue by contradiction and assume that v ≥ w is not true in Ω. Then, we can find
ε0, δ0 > 0 and a ball B ⊂⊂ Ω such that v − w ≥ ε0 in B and∫
B
vw
(
Ψ(x,w)
w
−
Ψ(x, v)
v
)
dx ≥ δ0. (8.202)
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The case ∆v ∈ L1(Ω) was stated in Lemma 6.3. Let us assume now that ∆w ∈ L1(Ω) and
set M = max{1, ‖∆w‖L1(Ω)}, ε = min
{
1, ε0, 2
−2δ0/M
}
. Consider a nondecreasing function
θ ∈ C1(R) such that θ(t) = 0, if t ≤ 1/2, θ(t) = 1, if t ≥ 1, and θ(t) ∈ (0, 1) if t ∈ (1/2, 1). Define
θε(t) = θ
(
t
ε
)
, t ∈ R.
Since w ≥ v on ∂Ω, we can find a smooth subdomain Ω∗ ⊂⊂ Ω such that
B ⊂ Ω∗ and v − w <
ε
2
in Ω \ Ω∗.
Using the hypotheses (a) and (b) we deduce∫
Ω∗
(w∆v − v∆w)θε(v − w)dx ≥
∫
Ω∗
vw
(
Ψ(x,w)
w
−
Ψ(x, v)
v
)
θε(v − w)dx. (8.203)
By (8.202) we have∫
Ω∗
vw
(
Ψ(x,w)
w
−
Ψ(x, v)
v
)
θε(v − w)dx ≥
∫
B
vw
(
Ψ(x,w)
w
−
Ψ(x, v)
v
)
θε(v − w)dx
=
∫
B
vw
(
Ψ(x,w)
w
−
Ψ(x, v)
v
)
dx ≥ δ0.
To raise a contradiction, we need only to prove that the left-hand side in (8.203) is smaller than
δ0. For this purpose, we define
Θε(t) =
∫ t
0
sθ′ε(s)ds, t ∈ R.
It is easy to see that
Θε(t) = 0, if t <
ε
2
and 0 ≤ Θε(t) ≤ 2ε, for all t ∈ R. (8.204)
Now, using the Green theorem, we evaluate the left-hand side of (8.203):∫
Ω∗
(w∆v − v∆w)θε(v − w)dx
=
∫
∂Ω∗
wθε(v − w)
∂v
∂n
dσ −
∫
Ω∗
(∇w · ∇v)θε(v − w)dx
−
∫
Ω∗
wθ′ε(v − w)∇v · ∇(v − w)dx −
∫
∂Ω∗
vθε(v − w)
∂w
∂n
dσ
+
∫
Ω∗
(∇w · ∇v)θε(v − w)dx +
∫
Ω∗
vθ′ε(v − w)∇w · ∇(v − w)dx
=
∫
Ω∗
θ′ε(v − w)(v∇w − w∇v) · ∇(v − w)dx.
The above relation can also be rewritten as∫
Ω∗
(w∆v − v∆w)θε(v − w)dx =
∫
Ω∗
wθ′ε(v − w)∇(w − v) · ∇(v − w)dx
+
∫
Ω∗
(v − w)θ′ε(v − w)∇w · ∇(v − w)dx.
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Since
∫
Ω∗
wθ′ε(v − w)∇(w − v) · ∇(v − w)dx ≤ 0, the last equality yields
∫
Ω∗
(w∆v − v∆w)θε(v −w)dx ≤
∫
Ω∗
(v − w)θ′ε(v − w)∇w · ∇(v − w)dx,
that is, ∫
Ω∗
(w∆v − v∆w)θε(v − w)dx ≤
∫
Ω∗
∇w · ∇(Θε(v − w))dx.
Again by Green’s first formula and by (8.204) we have∫
Ω∗
(w∆v − v∆w)θε(v − w)dx ≤
∫
∂Ω∗
Θε(v − w)
∂v
∂n
dσ −
∫
Ω∗
Θε(v − w)∆wdx
≤ −
∫
Ω∗
Θε(v − w)∆wdx ≤ 2ε
∫
Ω∗
|∆w|dx
≤ 2εM <
δ0
2
.
Thus, we have obtained a contradiction. Hence v ≤ w in Ω and the proof of Lemma 8.13 is now
complete.
We are now ready to prove our main results.
Proof of Theorem 8.10. Fix λ > 0. Obviously, Ψ(x, s) = λf(x, s) − K(x)g(s) satisfies the
hypotheses in Lemma 6.2 since K < 0 in Ω. Hence, there exists a solution uλ of the problem

−∆u = λf(x, u)−K(x)g(u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω.
We observe that uλ is a super-solution of problem (1)λ. To find a sub-solution, let us denote
p(x) = min{λf(x, 1);−K(x)g(1)}, x ∈ Ω.
Using the monotonicity of f and g, we observe that p(x) ≤ λf(x, s) −K(x)g(s) for all (x, s) ∈
Ω× (0,∞). We now consider the problem

−∆v + |∇v|a = p(x) in Ω,
v = 0 on ∂Ω.
(8.205)
First, we observe that v = 0 is a sub-solution of (8.205) while w defined by

−∆w = p(x) in Ω,
w = 0 on ∂Ω,
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is a super-solution. Since p > 0 in Ω we deduce that w ≥ 0 in Ω. Thus, the problem (8.205) has
at least one classical solution v. We claim that v is positive in Ω. Indeed, if v has a minimum in
Ω, say at x0, then ∇v(x0) = 0 and ∆v(x0) ≥ 0. Therefore
0 ≥ −∆v(x0) + |∇v|
a(x0) = p(x0) > 0,
which is a contradiction. Hence minx∈Ω v = minx∈∂Ω v = 0, that is, v > 0 in Ω. Now uλ = v is a
sub-solution of (1)λ and we have
−∆uλ = p(x) ≤ λf(x, uλ)−K(x)g(uλ) = −∆uλ in Ω.
Since uλ = uλ = 0 on ∂Ω, from the above relation we may conclude that uλ ≤ uλ in Ω and so,
there exists at least one classical solution for (1)λ. The proof of Theorem 8.10 is now complete.
Proof of Theorem 8.11. We give a direct proof, without using any change of variable, as in
Zhang [94]. Let us assume that there exists λ > 0 such that the problem (1)λ has a classical
solution uλ. By our hypotheses on f , we deduce by Lemma 6.2 that for all λ > 0 there exists
Uλ ∈ C
2(Ω) such that 

−∆Uλ = λf(x,Uλ) in Ω,
Uλ > 0 in Ω,
Uλ = 0 on ∂Ω.
(8.206)
Moreover, there exist c1, c2 > 0 such that
c1 dist (x, ∂Ω) ≤ Uλ(x) ≤ c2 dist (x, ∂Ω) for all x ∈ Ω. (8.207)
Consider the perturbed problem

−∆u+K∗g(u + ε) = λf(x, u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(8.208)
where K∗ = minx∈ΩK(x) > 0. It is clear that uλ and Uλ are respectively sub and super-solution
of (8.208). Furthermore, we have
∆Uλ + f(x,Uλ) ≤ 0 ≤ ∆uλ + f(x, uλ) in Ω,
Uλ, uλ > 0 in Ω,
Uλ = uλ = 0 on ∂Ω,
∆Uλ ∈ L
1(Ω) ( since Uλ ∈ C
2(Ω)).
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In view of Lemma 8.13 we get uλ ≤ Uλ in Ω. Thus, a standard bootstrap argument (see Gilbarg
and Trudinger [55]) implies that there exists a solution uε ∈ C
2(Ω) of (8.208) such that
uλ ≤ uε ≤ Uλ in Ω.
Integrating in (8.208) we obtain
−
∫
Ω
∆uεdx+K∗
∫
Ω
g(uε + ε)dx = λ
∫
Ω
f(x, uε)dx.
Hence
−
∫
∂Ω
∂uε
∂n
ds+K∗
∫
Ω
g(uε + ε)dx ≤M, (8.209)
where M > 0 is a positive constant. Taking into account the fact that
∂uε
∂n
≤ 0 on ∂Ω, relation
(8.209) yields K∗
∫
Ω
g(uε + ε)dx ≤ M. Since uε ≤ Uλ in Ω, from the last inequality we can
conclude that
∫
Ω
g(Uλ + ε)dx ≤ C, for some C > 0. Thus, for any compact subset ω ⊂⊂ Ω we
have ∫
ω
g(Uλ + ε)dx ≤ C.
Letting ε→ 0+, the above relation produces
∫
ω
g(Uλ)dx ≤ C. Therefore
∫
Ω
g(Uλ)dx ≤ C. (8.210)
On the other hand, using (8.207) and the hypothesis
∫ 1
0 g(s)ds = +∞, it follows∫
Ω
g(Uλ)dx ≥
∫
Ω
g(c2dist (x, ∂Ω))dx = +∞,
which contradicts (8.210). Hence, (1)λ has no classical solutions and the proof of Theorem 8.11
is now complete.
Proof of Theorem 8.12. Fix λ > 0. We first note that Uλ defined in (8.206) is a super-solution
of (1)λ. We now focuss on finding a sub-solution uλ such that uλ ≤ Uλ in Ω.
Let h : [0,∞)→ [0,∞) be such that

h′′(t) = g(h(t)), for all t > 0,
h > 0, in (0,∞),
h(0) = 0.
(8.211)
Multiplying by h′ in (8.211) and then integrating over [s, t] we have
(h′)2(t)− (h′)2(s) = 2
∫ h(t)
h(s)
g(τ)dτ, for all t > s > 0.
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Since
∫ 1
0 g(τ)dτ <∞, from the above equality we deduce that we can extend h
′ in origin by taking
h′(0) = 0 and so h ∈ C2(0,∞) ∩C1[0,∞). Taking into account the fact that h′ is increasing and
h′′ is decreasing on (0,∞), the mean value theorem implies that
h′(t)
t
=
h′(t)− h′(0)
t− 0
≥ h′′(t), for all t > 0.
Hence h′(t) ≥ th′′(t), for all t > 0. Integrating in the last inequality we get
th′(t) ≤ 2h(t), for all t > 0. (8.212)
Let φ1 be the normalized positive eigenfunction corresponding to the first eigenvalue λ1 of
the problem 

−∆u = λu in Ω,
u = 0 on ∂Ω .
It is well known that φ1 ∈ C
2(Ω). Furthermore, by Hopf’s maximum principle there exist δ > 0
and Ω0 ⊂⊂ Ω such that |∇φ1| ≥ δ in Ω\Ω0. LetM = max{1, 2K
∗δ−2}, whereK∗ = maxx∈ΩK(x).
Since
lim
dist (x,∂Ω)→0+
{
−K∗g(h(φ1)) +M
a(h′)a(φ1)|∇φ1|
a
}
= −∞,
by letting Ω0 close enough to the boundary of Ω we can assume that
−K∗g(h(φ1)) +M
a(h′)a(φ1)|∇φ1|
a < 0 in Ω \ Ω0. (8.213)
We now are able to show that uλ =Mh(φ1) is a sub-solution of (1)λ provided λ > 0 is sufficiently
large. Using the monotonicity of g and (8.212) we have
−∆uλ +K(x)g(uλ) + |∇uλ|
a =
≤ −Mg(h(φ1))|∇φ1|
2 + λ1Mh
′(φ1)φ1 +K
∗g(Mh(φ1)) +M
a(h′)a(φ1)|∇φ1|
a
≤ g(h(φ1))(K
∗ −M |∇φ1|
2) + λ1Mh
′(φ1)φ1 +M
a(h′)a(φ1)|∇φ1|
a
≤ g(h(φ1))(K
∗ −M |∇φ1|
2) + 2λ1Mh(φ1) +M
a(h′)a(φ1)|∇φ1|
a.
(8.214)
The definition of M and (8.213) yield
−∆uλ +K(x)g(uλ) + |∇uλ|
a ≤ 2λ1Mh(φ1) = 2λ1uλ in Ω \ Ω0. (8.215)
Let us choose λ > 0 such that
λ
minx∈Ω0 f(x,Mh(‖φ1‖∞))
M‖φ1‖∞
≥ 2λ1. (8.216)
Then, by virtue of the assumptions on f and using (8.216), we have
λ
f(x, uλ)
uλ
≥ λ
f(x,Mh(‖φ1‖∞))
M‖φ1‖∞
≥ 2λ1 in Ω \ Ω0.
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The last inequality combined with (8.215) yield
−∆uλ +K(x)g(uλ) + |∇uλ|
a ≤ 2λ1uλ ≤ λf(x, uλ) in Ω \Ω0. (8.217)
On the other hand, from (8.214) we obtain
−∆uλ+K(x)g(uλ)+ |∇uλ|
a ≤ K∗g(h(φ1))+2λ1Mh(φ1)+M
a(h′)a(φ1)|∇φ1|
a in Ω0. (8.218)
Since φ1 > 0 in Ω0 and f is positive on Ω0 × (0,∞), we may choose λ > 0 such that
λ min
x∈Ω0
f(x,Mh(φ1)) ≥ max
x∈Ω0
{
K∗g(h(φ1)) + 2λ1Mh(φ1) +M
a(h′)a(φ1)|∇φ1|
a
}
. (8.219)
From (8.218) and (8.219) we deduce
−∆uλ +K(x)g(uλ) + |∇uλ|
a ≤ λf(x, uλ) in Ω0. (8.220)
Now, (8.217) together with (8.220) shows that uλ = Mh(φ1) is a sub-solution of (1)λ provided
λ > 0 satisfy (8.216) and (8.219). With the same arguments as in the proof of Theorem 8.11 and
using Lemma 8.13, one can prove that uλ ≤ Uλ in Ω. By a standard bootstrap argument (see
Gilbarg and Trudinger [55]) we obtain a classical solution uλ such that uλ ≤ uλ ≤ Uλ in Ω.
We have proved that (1)λ has at least one classical solution when λ > 0 is large. Set
A = {λ > 0; problem (1)λ has at least one classical solution}.
From the above arguments we deduce that A is nonempty. Let λ∗ = inf A. We claim that if
λ ∈ A, then (λ,+∞) ⊆ A. To this aim, let λ1 ∈ A and λ2 > λ1. If uλ1 is a solution of (1)λ1 ,
then uλ1 is a sub-solution for (1)λ2 while Uλ2 defined in (8.206) for λ = λ2 is a super-solution.
Moreover, we have
∆Uλ2 + λ2f(x,Uλ2) ≤ 0 ≤ ∆uλ1 + λ2f(x, uλ1) in Ω,
Uλ2 , uλ1 > 0 in Ω,
Uλ2 = uλ1 = 0 on ∂Ω
∆Uλ2 ∈ L
1(Ω).
Again by Lemma 8.13 we get uλ1 ≤ Uλ2 in Ω. Therefore, the problem (1)λ2 has at least one
classical solution. This proves the claim. Since λ ∈ A was arbitrary chosen, we conclude that
(λ∗,+∞) ⊂ A.
To end the proof, it suffices to show that λ∗ > 0. In that sense, we will prove that there exists
λ > 0 small enough such that (1)λ has no classical solutions. We first remark that
lim
s→0+
(f(x, s)−K(x)g(s)) = −∞ uniformly for x ∈ Ω.
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Hence, there exists c > 0 such that
f(x, s)−K(x)g(s) < 0, for all (x, s) ∈ Ω× (0, c). (8.221)
On the other hand, the assumptions on f yield
f(x, s)−K(x)g(s)
s
≤
f(x, s)
s
≤
f(x, c)
c
for all (x, s) ∈ Ω× [c,+∞). (8.222)
Let m = maxx∈Ω
f(x,c)
c . Combining (8.221) with (8.222) we find
f(x, s)−K(x)g(s) < ms, for all (x, s) ∈ Ω× (0,+∞). (8.223)
Set λ0 = min {1, λ1/2m} . We show that problem (1)λ0 has no classical solution. Indeed, if u0
would be a classical solution of (1)λ0 , then, according to (8.223), u0 is a sub-solution of

−∆u =
λ1
2
u in Ω,
u > 0 in Ω,
u = 0 on ∂Ω.
(8.224)
Obviously, φ1 is a super-solution of (8.224) and by Lemma 8.13 we get u0 ≤ φ1 in Ω. Thus, by
standard elliptic arguments, problem (8.224) has a solution u ∈ C2(Ω). Multiplying by φ1 in
(8.224) and then integrating over Ω we have
−
∫
Ω
φ1∆udx =
λ1
2
∫
Ω
uφ1dx,
that is,
−
∫
Ω
u∆φ1dx =
λ1
2
∫
Ω
uφ1dx.
The above equality yields
∫
Ω uφ1dx = 0, which is clearly a contradiction, since u and φ1 are
positive in Ω. If follows that problem (1)λ0 has no classical solutions which means that λ
∗ > 0.
This completes the proof of Theorem 8.12.
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