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Resumo
No contexto da nova onda de transformações digitais conhecida como 4ª
revolução industrial, técnicas baseadas em Inteligência Artificial tem se po-
pularizado para resolver problemas típicos da industria como a reconciliação
de dados. Para este fim, algoritmos de machine learning se apresentam
como uma alternativa promissora frente às abordagens clássicas de progra-
mação não-linear, devido ao seu menor custo computacional. Neste trabalho
investiga-se o uso de redes neuronais autoassociativas para reconciliar variá-
veis de uma planta simulada de produção de fenilbenzeno em estado esta-
cionário. O desempenho da rede é avaliado assim como as implicações de
combiná-la com equações de balanço de massa. As técnicas utilizadas apre-
sentaram bons resultados, sendo capaz de produzir estimativas melhores do
que as medições originais e sugerindo que o desempenho do modelo pode ser
melhorado pela inserção de equações fenomenológicas na função objetivo.
vii
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O paradigma da coleta, armazenamento e processamento de dados vem ga-
nhando muita visibilidade nas últimas duas décadas. O recente crescimento
do uso de novas tecnologias capazes de utilizar grandes quantidades de dados
para gerar transformações em procedimentos cotidianos tem causado signifi-
cativo impacto no dia-a-dia do cidadão pós-moderno. O uso de técnicas como
Big Data, Machine Learning (IA), Internet das coisas (IoT) e Computação
em Nuvem (CC), entre outros, permite que grandes quantidades de infor-
mação sejam rapidamente extraídas, processadas e armazenadas, agregando
valor e facilitando processos de tomada de decisão em diversas esferas. O
desenvolvimento e a aplicação dessas tecnologias têm ficado popularmente
conhecidos como a "4ª Revolução Industrial"graças às mudanças disruptivas
que as mesmas têm promovido no âmbito da automação e integração das
atividades industriais. As recentes transformações nessa esfera sugerem que
a humanidade pode estar novamente frente a um momento histórico, onde a
mudança na lógica de produção dos bens de consumo pode transformar com-
pletamente as relações de trabalho e a sociedade, como ocorreu na virada
1
para o século XIX e no início do século XX.
A expressão "Data is the new oil", cunhada pelo matemático britânico
Clive Humby em 2006 [5], ficou famosa ao sugerir que os dados serão a
grande commodity a ser extraída e processada no século XXI, assim como o
petróleo o foi no século XX. Da mesma maneira que o petróleo, dados também
são um ativo que necessita ser extraído e processado de forma a se tornar
produto de valor capaz de proporcionar vantagens e ganhos para empresas e
indivíduos. Na atual realidade de processos químicos e bioquímicos, extrair
dados significa instrumentar e historiar suas variáveis, e refiná-los significa
utilizá-los para extrair da planta a maior quantidade possível de informações
úteis e precisas. Estas informações podem então ser utilizadas para reduzir
custos e promover ganhos de eficiência. No contexto operacional, isso pode
significar desde quantificar a saúde de equipamentos para se minimizar os
custos associados a paradas e manutenções na planta, até cruzar informações
para se estimar parâmetros que sejam estratégicos na tomada de decisão
com alta confiabilidade. Na prática, o acesso facilitado a informações mais
confiáveis, em tempo real, tem se transformado em um ativo essencial para
que as empresas possam competir em um mercado globalizado e atender a
legislações ambientais cada vez mais exigentes.
Nesta conjuntura, as técnicas de retificação de dados surgem como uma
estratégia para desempenhar a tarefa de trazer mais confiabilidade às in-
formações obtidas. Valendo-se das redundâncias que surgem ao se combinar
modelos fenomenológicos com medições oriundas dos sensores em uma planta,
esta técnica é capaz de avaliar e corrigir erros provenientes de problemas ine-
rentes às medições. Assim, ao garantir que as informações obtidas estejam
o mais próximo possível da realidade, a retificação de dados torna-se uma
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ferramenta fundamental para garantir qualidade e segurança bem como para
aumentar a eficiência dos processos.
1.1 Motivação
O estudo de técnicas de reconciliação de dados (RD) no contexto da en-
genharia química tem início na década de 60 com a solução apresentada por
Kuhen & Davidson [33] para um estado estacionário com restrições lineares.
Ao longo das décadas seguintes, diversas abordagens foram propostas na lite-
ratura para solucionar casos mais complexos e próximos da realidade. Estas
abordagens consideravam a dinâmica e não-linearidade dos processos, além
de diferentes estratégias para a identificação de erros seguindo distribuições
estatísticas desconhecidas.
Contudo, o problema de RD apresenta características que fazem com que
sua implementação em situações reais se torne tarefa difícil. Casos reais
desse problema frequentemente impõem que sistemas complexos de equações
algébricas diferencias não-lineares sejam avaliados, exigindo considerável es-
forço computacional. Por outro lado, para agregar valor à operação de uma
planta química é necessário que o problema de reconciliação seja resolvido
em tempo real. Dessa forma, muitas estratégias foram sugeridas nos últimos
50 anos a fim de tentar produzir bons resultados e manter o tempo de cál-
culo baixo o suficiente para que seja possível uma implementação on-line. A
grande maioria dessas estratégias publicadas consiste em algoritmos que po-
dem ser classificados em três grupos: Filtros de Kalman Estendidos (EKF),
Programação Não-linear (NLP) e Redes Neuronais Artificiais.
Técnicas de EKF, embora amplamente empregadas, apresentam desem-
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penho limitado devido ao fato de considerarem que as restrições de processo
são localmente lineares e que a matriz covariância é conhecida, o que fre-
quentemente não acontece [8, 26]. As técnicas de NLP foram amplamente
estudadas e apresentaram resultados bastante satisfatórios utilizando estima-
dores robustos associados a técnicas de otimização meta-heurísticas e janelas
de tempo de amostragem incrementais [27, 43, 49]. Contudo, esta aborda-
gem apresenta a desvantagem de ser computacionalmente intensiva o que
pode inviabilizar sua implementação em tempo real.
Por outro lado, o uso de RNs possui a vantagem de fornecer resultados
robustos com baixíssimo custo computacional uma vez que a rede tenha
sido treinada. Resultados promissores foram publicados por Bai et al. [8]
usando redes neuronais autoassociativas (AANN). A grande desvantagem
desse algoritmo consiste no fato de ele necessitar de grandes quantidades de
dados para ser treinado, o que muitas vezes não está disponível em situações
reais.
No entanto, novos e recentes fatores provenientes do advento da 4ª Revo-
lução Industrial têm criado condições cada vez mais favoráveis para a apli-
cação de Redes Neuronais. Um deles consiste no fato de que o aumento no
uso de técnicas de machine learning tem feito com que muito conhecimento
a respeito desse tipo de algoritmo seja amplamente difundido, o que faz com
que seja cada vez mais fácil se criar implementações eficientes dele. Outro
fator importante diz respeito à principal desvantagem, já referida, das Re-
des Neuronais: a necessidade de grandes amostras de dados para treiná-las.
A maturidade de empresas e instituições a respeito da importância de se
possuir uma arquitetura consistente de armazenamento de dados tem cres-
cido muito nas últimas décadas, ajudando a garantir a disponibilidade de
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amostras grandes o suficiente para realizar o treinamento.
Aliado a isso, as tecnologias recentes voltadas para obtenção, armazena-
mento e processamento de dados têm tornado cada vez mais fácil o desenvol-
vimento de arquiteturas desse tipo. Essas condições fazem com que muito
mais dados estejam disponíveis para o treinamento de RNs, viabilizando o
seu uso em maior escala.
1.2 Objetivos
Devido aos fatores apresentados na seção anterior e aos bons resultados já
publicados na literatura [8, 47], o uso de RNs aplicadas ao problema de RD se
apresenta como uma alternativa promissora. Por originalmente consistirem
em uma técnica totalmente baseadas em dados, as redes inferem os padrões
expressados a partir dos modelos físico-químicos puramente por meio das
correlações presentes no conjunto de dados utilizado [26, 31, 47]. Neste ponto,
esta abordagem se diferencia significativamente das técnicas de reconciliação
clássicas, as quais utilizam estes modelos como fonte de informação a respeito
do comportamento das variáveis [13, 33, 40].
Dentre as diferentes implementações de redes neuronais já realizadas para
reconciliação de dados, destaca-se o uso de redes autoassociativas [9, 22, 31].
Baseando-se em um princípio de compressão e regeneração de informações[32],
esta técnica demonstrou ser capaz de filtrar ruídos presentes nas medições e
promover uma melhoria na qualidade dos dados mesmo na na ausência das
equações fenomenológicas [22, 26, 47]. Contudo, trabalhos recentes sugerem
que o desempenho desta abordagem pode ser melhorado combinando-a com
estas equações [8, 9].
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A partir do panorama traçado, este trabalho se propõe a avaliar o desem-
penho das redes autoassociativas para realizar a reconciliação em uma planta
estacionária simulada de fenilbenzeno. São considerados cenários com e sem
a presença das equações de balanço, de forma a avaliar qual é o impacto do
uso destas no desempenho das RNs para melhorar a qualidade das medições
e reduzir as violações nos modelos físicos.
1.3 Organização
Este trabalho está estruturado em 6 capítulos, incluindo esta breve Intro-
dução. No Capítulo 2 é realizada uma revisão bibliográfica do problema de
RD e do uso de RNs no contexto da engenharia química. No Capítulo 3, o
processo de produção de fenilbenzeno usado como base para a exploração do
problema de RD é descrito em detalhes. No Capítulo 4 são introduzidas as
diferentes condições e formulações matemáticas utilizadas para se treinar as
RNs e avaliar seu desempenho. No Capítulo 5 são apresentados os resulta-





2.1 A técnica de reconciliação de dados
De forma geral, a operação correta de uma planta química depende de
medidas de processo confiáveis. Procedimentos rotineiros como o controle
da qualidade do produto gerado, o monitoramento e ajuste das faixas de
operação e a garantia da segurança dos operadores são altamente influencia-
dos pela acurácia das medições disponíveis, sejam elas oriundas de sensores
ou análises laboratoriais. Assim, para se garantir a eficiência e a viabili-
dade econômica da operação, é essencial ser capaz de estimar com alguma
confiança seus parâmetros relevantes.
No entanto, a grande maioria das informações obtidas diretamente dos
instrumentos da planta e equipamentos de laboratório não tem um grau de
confiabilidade tão elevado quanto o desejado. Tipicamente, os valores obti-
dos por sensores e rotinas de medição estão corrompidos por diferentes tipos
de erro. A operação correta desses sensores está sujeita a vários problemas
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como má instalação, má calibração, falhas mecânicas, mau funcionamento
de componentes físicos, flutuações de energia elétrica, deterioração e a im-
precisão inerentes aos próprios equipamentos. Essa deterioração dos dados
pode se manifestar na forma de erros pequenos e aleatórios ou de erros di-
tos grosseiros, que representam erros sistemáticos ou valores espúrios, muito
distantes do valor real da variável sendo medida [36].
Apesar da dificuldade de se obter valores confiáveis das medições dire-
tas, pode-se utilizar métodos matemáticos para ajustar as medições cruas
obtidas. Isso porque informações a respeito do estado da planta podem ser
extraídas a partir de modelos teóricos ou empíricos, como balanços de massa
e energia ou equações com parâmetros estimados. Além disso, a maioria das
plantas monitora mais variáveis do que seria necessário para se determinar
completamente o seu estado usando as equações fenomenológicas. Assim, é
possível combinar as medições disponíveis com modelos e balanços para se
chegar a estimativas das variáveis mais próximas da realidade. Vale ressaltar
que o rigor considerado ao avaliar a acurácia de um modelo deve ser inversa-
mente proporcional à magnitude dos ruídos de medição. Se a variância dos
erros de medição for grande, modelos não tão acurados podem gerar ganhos
valiosos para a retificação dos dados. No entanto, se os ruídos forem peque-
nos, será necessário modelos muito acurados para garantir que os resultados
obtidos pela retificação sejam de fato mais próximos da realidade do que as
informações advindas diretamente dos sensores [35, 40].
Nesse contexto, a reconciliação de dados surge como uma técnica que
utiliza as redundâncias espaciais e temporais das medidas em relação aos
modelos fenomenológicos para gerar melhores estimativas para as variáveis
da planta. Medições são ditas espacialmente redundantes quando existem
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mais dados do que o suficiente para se definir completamente o estado de
um modelo em um dado instante de tempo, e temporalmente redundantes
quando medições de instantes de tempo passados estão disponíveis e podem
ser utilizadas para estimação de outras variáveis no instante de tempo atual
[34]. Redundâncias temporais são restritas ao problema de RD dinâmico.
O processo de RD é normalmente divido em três etapas: a classificação
das variáveis relevantes, a detecção de erros grosseiros e a reconciliação pro-
priamente dita, como mostra a figura 2.1. Na primeira etapa, as variáveis
são separadas entre aquelas que podem ser obtidas ou estimadas a partir das
medições, e aquelas que não são acessíveis com as informações disponíveis,
ditas não-observáveis. Na segunda etapa, as medições contendo valores es-
púrios são identificadas através de métodos estatísticos para que possam ser
tratadas de forma diferente dos pequenos erros aleatórios durante a reconci-
liação de dados. Na terceira etapa, novos valores para as variáveis medidas e
parâmetros observáveis são estimados a partir da resolução de um problema
de otimização com restrições [7, 34]. Outras técnicas também empregadas
ao problema de RD procuram reduzir as distorções causadas por erros gros-
seiros usando estimadores robustos, lidando com a sua estimação e com a
reconciliação de dados de forma simultânea [4, 40, 50].
Assim, a reconciliação de dados visa combinar de maneira ótima o co-
nhecimento disponível dos sensores e dos modelos matemáticos, respeitando
as particularidades do sistema, para conferir o máximo de confiabilidade aos
parâmetros relevantes do processo. Contudo, fatores como a complexidade
dos modelos de engenharia química, a dificuldade em se prever a distribuição
estatística dos erros, e a necessidade de se resolver o problema on-line tornam
difícil a implementação da RD em uma situação real. Dessa forma, é de suma
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Figura 2.1: Etapas do processo de RD.
Fonte: Adaptado de Liebman et al. [34].
importância conhecer bem as estratégias disponíveis e as particularidades do
sistema em questão para que se possa adotar um algoritmo apropriado.
2.2 Erros de Medição
Conforme exposto, os erros presentes nos dados provenientes de uma planta
podem ser discriminados de acordo com suas características e natureza esta-
tística. Liebman et al. [34] classificaram os erros típicos de processos reais
nas seguintes categorias:
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• Pequenos erros aleatórios, que resultam de flutuações nas medições de-
vido à imprecisão dos sensores. Estes erros seguem uma distribuição
normal com média zero. Por serem oriundos de imprecisões aleató-
rias nas medições dos sensores, erros desse tipo são considerados não-
correlacionados, ou seja, não têm relação com erros provenientes de
outros sensores ou do mesmo sensor em instantes de tempo diferentes.
• Erros sistemáticos, também chamados bias, que resultam de proble-
mas reais na planta, como sensores mal instalados ou mal calibrados
inserindo algum tipo de viés na medição. Este tipo de erro tem a mé-
dia diferente de zero, provocando medições com valores inferiores ou
superiores ao valor verdadeiro, e costuma apresentar correlação tem-
poral. Dependendo de sua magnitude, este tipo de erro pode ou não
representar um valor espúrio.
• Erros grosseiros, que podem ser provocados por falhas graves nos senso-
res, vazamentos na planta ou distúrbios no processo. Erros deste tipo
apresentam valores espúrios, ou seja, discrepâncias muito significati-
vas com relação aos valores verdadeiros. Normalmente, eles podem ser
identificados com facilidade ao se analisar o sinal. Em muitos casos, er-
ros grosseiros não são correlacionados com outros erros. Porém, quando
decorrentes de problemas na planta, pode haver correlação temporal ou
espacial entre eles.
Apesar da distinção feita por Liebman entre erros grosseiros e sistemáticos,
outros autores como Kong et al. [30] e Ramamurthi et al. [43] discriminam os
tipos de erro em apenas duas categorias: aleatórios e grosseiros, sendo os erros
sistemáticos incluídos na categoria dos grosseiros. Embora haja diferenças
nas causas e naturezas estatísticas dos tipos de erro, a classificação em apenas
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duas categorias é útil, uma vez que é necessário identificar a presença tanto de
erros grosseiros quanto sistemáticos antes de se determinar a técnica utilizada
na formulação do problema de RD. Assim, a partir deste ponto, este trabalho
utilizará o termo erros grosseiros para a identificação destes dois tipos de erro.
Em casos onde o funcionamento dos sensores se dá de maneira correta e as
equações fenomenológicas adotadas representam bem o processo, espera-se
que apenas erros pequenos e aleatórios ocorram. Neste caso, o problema de
reconciliação de dados torna-se mais simples e não há a necessidade de muita
preocupação com a etapa de identificação de erros grosseiros. No entanto, é
sempre importante realizar análises estatísticas para identificar se há ou não
a presença de erros grosseiros, pois a presença dos mesmos introduz um novo
nível de complexidade no problema, o que pode tornar necessário o uso de
estimadores e técnicas matemáticas mais robustas [36, 40].
2.3 Classificação de Variáveis
Discriminar as variáveis pertencentes ao sistema estudado de acordo com
sua disponibilidade e observabilidade é crucial para formular estrategica-
mente o problema de RD. Segundo Crowe [12], variáveis podem ser classifi-
cadas em redundantes ou não-redundantes e observáveis ou não-observáveis.
Variáveis observáveis são aquelas que podem ser obtidas explicitamente atra-
vés de medições ou implicitamente a partir dos modelos do processo fazendo
uso de outras medições disponíveis. Analogamente, uma variável é dita não-
observável caso a mesma não seja medida ou não possa ser obtida através dos
modelos e medições. Do ponto de vista da redundância, uma variável será
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considerada redundante se for possível estimá-la mesmo após sua medição
ser removida do sistema. Ou seja, uma variável redundante pode ser obtida
tanto a partir de medições explícitas quanto implícitas. Dessa forma, uma
variável é dita não-redundante se a mesma se torna não-observável ao ter sua
medição removida.
Se empregada juntamente às etapas de projeto de uma planta química, a
classificação de variáveis pode auxiliar na garantia do bom funcionamento da
supervisão do processo. Mapear fatores como a sensibilidade de uma variável
para o processo, o número de vezes que ela aparece nos balanços e qual a
incerteza inerente ao sensor utilizado para medi-la, ajuda a assegurar a obser-
vabilidade dos parâmetros relevantes para a operação. Realizar esse estudo
durante o projeto da planta pode significar instalar mais instrumentos de
medição em unidades cujos sensores possuam incertezas maiores, ou utilizar
estratégias de medição mais robustas em partes do processo mais sensíveis.
Essas estratégias são importantes para prevenir que parâmetros importantes
se tornem não-observáveis mediante falhas de sensores, o que poderia levar a
condições perigosas de operação ou até possíveis paradas da planta [36].
Do ponto de vista da reconciliação de dados, a classificação de variáveis
é relevante para definir inicialmente quais variáveis farão parte do problema,
quais serão reconciliadas e quais serão estimadas. Esse conhecimento é de-
terminante para a formulação da função objetivo. Além disso, no contexto
do problema, também é importante ter em mente quais variáveis podem se
tornar não-observáveis na ausência de algum dos dados, e quais variáveis li-
mitarão mais o problema. Variáveis que aparecerem mais vezes nas equações
de balanço serão mais participativas, influenciando mais no processo de re-
conciliação. Variáveis não-redundantes podem tornar inviável a formulação
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do problema se, por algum motivo, sua medição for interrompida [11, 13, 36].
Algumas metodologias para classificação de variáveis foram publicadas
na literatura. Mah [36] desenvolveu um método baseado em grafos onde
as unidades do processo são representadas por nós e as correntes por arcos.
Outra abordagem baseia-se no ordenamento de matrizes e foi desenvolvida
por Crowe et al. [13] para o caso estritamente linear, e estendida por Crowe
[11] para o caso bilinear. Esta técnica se vale das redundâncias para separar
o problema em duas etapas, sendo a primeira a reconciliação das variáveis
medidas e a segunda a obtenção das variáveis não-medidas.
2.4 Detecção de erros grosseiros
Como já pontuado, o objetivo principal da RD é se valer das informações
disponíveis para produzir as melhores estimativas possíveis para as variá-
veis do processo. Dessa maneira, para que essa técnica seja bem sucedida é
importante distinguir, dentre os dados utilizados, quais são de fato represen-
tativos dos que não representam a realidade do comportamento do sistema.
Estes são ditos erros grosseiros e são normalmente decorrentes de falhas nos
instrumentos, no processo ou no modelo matemático. Embora erros gros-
seiros possam ser indicativos importantes de que algo deve ser revisto no
processo ou no modelo, eles não são detectáveis pelas técnicas de retificação
tradicionais, e podem prejudicar os resultados obtidos caso sejam incluídos
na reconciliação, como será elucidado adiante.
A técnica mais comum utilizada para a detecção de erros grosseiros é o
teste estatístico de hipótese. Nele, assume-se que os erros ou resíduos da
reconciliação seguem alguma distribuição probabilística conhecida, e testa-se
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essa hipótese calculando-se algum parâmetro relevante a partir dos dados
disponíveis. Dentre os testes mais tradicionais estão o Teste Global [44], o
Teste Nodal [35] e o Teste de Medida [13]. O teste global apenas sinaliza
se há a presença de erros grosseiros, enquanto os outros dois também apon-
tam em qual das medições o erro se localiza. Baseando-se nos testes citados,
Narasimhan & Mah [39] desenvolveram o teste da Razão Probabilística Ge-
neralizada que é vantajoso por ser capaz de diferenciar tipos de erro.
Os testes estatísticos são empregados antes da reconciliação propriamente
dita e apontam quais medições devem passar por algum tipo de pré-tratamento
antes da próxima etapa. Uma vez que tenha sido detectado algum erro gros-
seiro, duas estratégias são possíveis: a remoção ou a compensação da medição
corrompida. A primeira consiste basicamente em remover a medição do pro-
blema, realizar a reconciliação e estimar o seu valor utilizando-se os novos
valores das variáveis e os modelos. A segunda consiste em se utilizar de al-
guma técnica para se estimar a magnitude do erro e assim compensar o valor
da variável antes de prosseguir para a reconciliação [7].
Caso haja a presença de um único valor espúrio por medição, os pro-
cedimentos descritos acima podem ser realizados sem maiores complicações.
Entretanto, se existe a possibilidade de mais de um erro grosseiro, estratégias
mais complexas são necessárias para tratá-los. Narasimhan & Jordache [38]
destacam três estratégias principais para a detecção múltipla de erros gros-
seiros: eliminação serial, compensação serial e a compensação simultânea ou
coletiva.
A eliminação serial consiste na realização iterativa de testes de hipó-
tese até que todos os erros grosseiros tenham sido detectados. Contudo,
essa abordagem pode criar situações onde as medidas removidas se tornam
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não-observáveis. A compensação serial é similar à eliminação serial, mas
as medições corrompidas são compensadas em vez de eliminadas. Isso ga-
rante a redundância do problema, mas torna os resultados da reconciliação
dependentes da acurácia do estimador utilizado. Por fim, a compensação si-
multânea consiste na detecção de todos os erros grosseiros simultaneamente,
em uma única iteração.
Além das técnicas sequenciais apresentadas até aqui, outros autores pro-
puseram o uso de estimadores robustos para realizar a detecção de erros
grosseiros simultaneamente à reconciliação. Essa abordagem foi proposta
inicialmente por Tjoa & Biegler [50] e consiste em se utilizar estimadores
robustos para a resolução do problema de reconciliação. Esses estimadores
são funções matemáticas capazes de conferir menos peso a observações con-
sideradas enviesadas, e será mais aprofundada adiante. Prata [40] fez uma
extensa revisão a respeito do uso de estimadores robustos em problemas de
reconciliação. No caso onde há a presença de múltiplos erros grosseiros, essa
técnica apresenta vantagens com relação aos métodos sequenciais. Como
exposto por Bagajewicz [7], métodos sequenciais podem se tornar computa-
cionalmente custosos na presença de múltiplos erros grosseiros devido ao seu
caráter iterativo. Além disso, também existe uma dificuldade inerente a estes
métodos em identificar a real localização da medição corrompida em estados
estacionários devido à possibilidade de casos degenerados.
2.5 Estratégias de formulação
O problema de RD aplicado à engenharia química foi inicialmente formu-
lado por Kuhen & Davidson [33] como um problema de otimização. Neste
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problema a solução ótima corresponde aos valores das variáveis que minimi-
zam a diferença entre os valores medidos e os valores estimados e, simulta-
neamente, respeitam as equações de balanço. Desde então, diversos métodos
diferentes foram propostos para lidar com a RD. Como discutido no Capí-
tulo 1, estes métodos podem ser divididos majoritariamente em três tipos de
abordagem: Filtros de Kalman Extendidos, Redes Neuronais e Programação
Não-Linear [30], cada uma com uma formulação diferente.
O EKF consiste em um algoritmo que combina as medições das variáveis
x̃ com estimativas produzidas pelos modelos e a matriz covariância dos erros
para gerar uma nova estimativa x̂ [54]. Nesta abordagem o modelo dinâmico
é linearizado a cada tempo de amostragem e o problema de RD é formulado
de forma sequencial e iterativa. A principal vantagem do EKF é ser capaz
de fornecer as estimativas com o mínimo de variância possível. No entanto,
essa característica só é alcançada em situações onde o modelo se comporta de
forma localmente linear e as variáveis e medições seguem a distribuição nor-
mal [8]. Na maioria dos processos químicos essas condições normalmente não
são atendidas, o que deteriora a performance do algoritmo. Além disso, esse
algoritmo também necessita que a matriz correlação dos erros do processo
sejam estimadas, o que pode ser uma tarefa difícil.
As RNs consistem em uma função composta por camadas de neurônios
onde cada um representa uma função simples com parâmetros próprios que
devem ser estimados. Elas vem sendo usadas como alternativa para resolver
o problema de retificação desde a década de 1990 [47]. Nesta abordagem, o
conhecimento do processo não é utilizado para realizar a reconciliação como
no caso da NLP. A resolução do problema de RD usando RNs consiste em se
ajustar os parâmetros da rede através de um problema de otimização usando
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os dados do processo para obter o estimador que minimize o erro entre os
valores reais e os valores estimados. Assim, as medições reconciliadas são
obtidas de forma indireta, através de uma função treinada com os dados
disponíveis do processo. A grande vantagem das Redes Neuronais é que,
uma vez treinada, a estimativa é feita com baixíssimo esforço computacio-
nal. Contudo, podem ser necessárias grandes quantidades de dados de boa
qualidade para treinar a rede[21, 47].
Por fim, a programação não-linear consiste em resolver o problema de
otimização proposto por Kuhen & Davidson [33] usando diferentes estratégias
para acomodar a dinâmica e restrições de processo. Essa foi a estratégia mais
estudada até hoje para resolver o problema de RD e foram atingidos bons
resultados para diversos casos. Sua principal desvantagem ainda é o elevado
tempo de cálculo que dificulta sua implementação on-line [10, 40].
Antes de apresentar uma abordagem para o problema de RD usando
Redes Neuronais é fundamental, avaliar mais de perto como funciona esta
técnica e qual o seu panorama atual. Contudo, também é interessante eluci-
dar a formulação clássica do problema, baseada em otimização e programação
não-linear, pois os trabalhos publicados nessa linha apresentam resultados in-
teressantes e trazem valiosas contribuições para a implementação proposta.
2.6 Formulação clássica
2.6.1 O problema de otimização
O problema clássico de reconciliação de dados consiste em um problema de
otimização onde o objetivo é encontrar o conjunto de valores reconciliados x̂,
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parâmetros estimados p, e variáveis não medidas u que minimizam a função
objetivo escolhida considerando o conjunto de medições x̃: [10, 16]
min
x̂,u,p
F (x̃, x̂) (2.1)
sujeito às restrições:
h(x̂, u, p) = 0 (2.2)
g(x̂, u, p) ≤ 0 (2.3)
x̂I ≤ x ≤ x̂S (2.4)
pI ≤ p ≤ pS (2.5)
uI ≤ u ≤ uS (2.6)
Em que h e g são os vetores que correspondem respectivamente às restrições
de igualdade e desigualdade do problema. Os superescritos I e S correspon-
dem, respectivamente, aos limites inferior e superior das variáveis expressos
pelas equações 2.4-2.6. Aqui, a escolha da função objetivo F deve considerar
a distribuição estatística dos erros [50], como melhor detalhado a seguir.
A função objetivo, inicialmente proposta por Kuhen & Davidson [33] e
majoritariamente utilizada na literatura até a década de 1990, é o estimador






Na qual a diferença para cada uma das k variáveis medidas x̃k e reconci-
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liadas x̂k corresponde aos erros daquela variável em um dado instante de
tempo, e σk2 é variância da k-ésima variável. Em casos onde os erros sejam
considerados espacialmente correlacionados, pode-se utilizar a forma:
(x̂− x̃)V −1(x̂− x̃) (2.8)
Em que x̂ e x̃ são respectivamente os vetores com as variáveis medidas e
reconciliadas e V é a matriz covariância das medições. Nota-se que a Equa-
ção (2.8) reduz-se à Equação (2.7) para o caso em que as variáveis são não
correlacionadas.
Esse estimador corresponde ao estimador de máxima verossimilhança
para o caso no qual o erro é normalmente distribuído [24]. Contudo, con-
forme abordado por Tjoa & Biegler [50], para casos em que o erro não siga
uma distribuição normal ou não possua média zero, como na presença de ou-
tliers ou desvios sistemáticos, esse estimador torna-se enviesado. Neste caso,
devem-se utilizar estimadores ditos robustos, capazes de associar menos peso
a medições enviesadas.
Considerando a formulação matemática acima, a melhor estratégia para
resolver o problema de RD depende das restrições impostas que refletem a
natureza do sistema - linear, não-linear, dinâmico ou estacionário. A se-
guir, foi feita uma breve revisão a respeito de como estas restrições foram
abordadas até aqui no contexto da engenharia química.
20
2.6.2 Reconciliação de dados clássica: revisão de traba-
lhos relevantes
Como já exposto, o problema de RD na engenharia química foi inicial-
mente resolvido por Kuhen & Davidson [33]. Eles utilizaram a função MQP
para reconciliar apenas variáveis medidas em um processo estacionário com
restrições lineares. Essa formulação matemática permite que o problema seja
resolvido analiticamente usando multiplicadores de Lagrange. Mah et al. [35]
usaram a solução analítica de Kuhen e Davidson [33] em um processo onde
existiam variáveis e parâmetros observáveis não medidos, estendendo o proce-
dimento para um conjunto incompleto de medidas. Posteriormente, Knepper
& Gorman [29] usaram técnicas de linearizações sucessivas para aprimorar a
técnica proposta, aplicando-a ao caso com restrições não-lineares.
Uma abordagem diferente foi proposta por Crowe et al. [13] para separar
o problema de obtenção das variáveis reconciliadas do problema de inferência
das variáveis observáveis. Foi utilizada uma matriz de projeção para separar
os balanços de massa de unidades do processo com composições não medidas
dos demais balanços. Assim, foi possível dividir o problema linear em um
problema de reconciliação seguido por um de estimação de parâmetros. Esta
abordagem foi estendida por Crowe [11] para o caso onde existem concentra-
ções medidas em correntes cuja vazão total é desconhecida. Uma vez que a
separação dos balanços de massa das unidades com variáveis desconhecidas
tenha sido efetuada, aplica-se uma nova matriz de projeção para separar as
vazões totais desconhecidas das concentrações conhecidas. As concentrações
são então ajustadas iterativamente a partir de estimativas iniciais forneci-
dos para as vazões desconhecidas. Esta abordagem contempla a solução de
problemas de reconciliação bilineares.
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A partir da década de 1990, as técnicas de programação não-linear passa-
ram a ser amplamente utilizadas para a resolução do problema de RD, sendo
empregadas inclusive em problemas dinâmicos. Tjoa & Biegler [49] utiliza-
ram a colocação ortogonal de elementos finitos e propuseram um método de
programação quadrática sequencial para resolver o problema de otimização,
atingindo bons resultados com um tempo de cálculo consideravelmente me-
nor. Posteriormente, Liebman et al. [34] e Kim et al. [27] utilizaram técnicas
de programação não-linear, combinando colocação não-ortogonal de elemen-
tos finitos com uma abordagem de janela móvel de tempo. A estratégia de
janela consiste em utilizar uma quantidade fixa de medições em uma janela
que é atualizada com os novos dados sempre que novos dados amostrais são
disponibilizados. Assim, novos dados são inseridos e dados mais antigos são
descartados, reduzindo a extensão do acoplamento temporal e, por conse-
guinte, o tempo de cálculo. Esta estratégia tem sido utilizada inclusive em
trabalhos mais recentes para resolver o problema dinâmico [40, 43].
Contudo, conforme ressaltado por Liebman et al. [34], é importante ava-
liar o tamanho da janela e a quantidade de instantes de tempo utilizados.
Intervalos pequenos podem levar a resultados muito ruidosos e intervalos
demasiado grandes aumentam consideravelmente o tempo necessário para
a realização dos cálculos. Ramamurthi et al. [43] demonstraram como é
possível se promover melhorias na performance de controladores utilizando
técnicas de RD. Os autores utilizaram uma técnica de linearização das res-
trições dentro do horizonte de estimação para acelerar os cálculos e tornar
possível a implementação do algoritmo on-line.
Além de metodologias aplicadas ao problema de RD dinâmico, também
cresceu, no fim do século XX, a quantidade de trabalhos abordando a esti-
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mação simultânea de erros grosseiros. Como pontuado na seção de detecção
de erros grosseiros, uma das formas de fazer isso é utilizando estimadores ro-
bustos. Essa abordagem consiste em utilizar na função objetivo modelos que
atribuam menos peso a medições que não sigam uma distribuição estatística
proposta.
Tjoa & Biegler [50] utilizaram uma distribuição normal contaminada para
contabilizar possíveis outliers. Essa técnica apresentou bons resultados, mas
presume que a frequência e distribuição dos valores espúrios sejam aproxi-
madamente conhecidas. Albuquerque & Biegler [4] comparam um estimador
Fair com a normal contaminada, indicando superioridade do primeiro em
casos onde há a presença de variáveis cujo erro médio não é zero. Segundo
os autores, essa distribuição é capaz de contabilizar os outliers, mas assume,
assim como o estimador MQP, que a média dos erros é zero, o que frequente-
mente não é verdade em situações reais. Os autores também ressaltam que os
ganhos em se utilizar essa técnica para reconciliar variáveis não-redundantes
podem não ser tão significativos.
Como estimadores robustos atribuem pouca importância a informações
advindas de observações suspeitas, o valor da variável nesses casos é obtido
principalmente das restrições. Assim, em casos onde a variável não pode ser
obtida a partir das outras, essa técnica pode não funcionar bem, levando
inclusive a problemas de convergência. Liebman et al. [34] propuseram uma
abordagem para a detecção simultânea de erros sistemáticos em sensores.
Os autores sugeriram modificar a função objetivo incluindo parâmetros a
serem estimados para contabilizar os erros. Assim, seria possível resolver
o problema de reconciliação, identificar quais sensores possuem desvios sis-
temáticos e estimar o tamanho desses desvios. No entanto, a presença de
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muitos sensores com potenciais desvios sistemáticos nesse panorama signi-
fica uma quantidade muito grande de parâmetros a serem estimados, aumen-
tando muito o esforço computacional e levando a potenciais problemas de
convergência.
O uso de métodos não-determinísticos para o problema não-linear restrito
de RD foi inicialmente abordado por Wongrat et al. [55]. Os autores utili-
zaram o algoritmo genético para analisar os problemas de descontinuidade e
não convexidade das funções robustas.
2.7 Redes Neuronais Artifciais
Redes neuronais artificiais são modelos, inspirados no sistema nervoso de
animais, que podem ser treinados para estimar estados e reconhecer padrões.
O sistema nervoso é composto por células nervosas, ditas neurônios, as quais
se conectam entre si por meio de dendritos e axônios. Os dendritos são pro-
longamentos presentes na célula, por onde os estímulos nervosos são recebi-
dos. O axônio é o prolongamento celular por onde os estímulos são enviados.
Um neurônio normalmente possui alguns dendritos, mas somente um axônio.
Dessa forma, o axônio do neurônio transmissor se conecta aos dendritos dos
neurônios receptores e assim por diante, formando as redes neuronais que
compõem o sistema nervoso [3]
Analogamente, redes neuronais artificias também são compostas por cé-
lulas que recebem entradas de dados, realizam cálculos e retornam valores
que podem ser enviados aos próximos neurônios para que sejam realizadas
novas operações.
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Figura 2.2: Esquema de uma rede neuronal feedfoward.
Fonte: Adaptado de Aggarwal [3].
A figura 2.2 representa uma RN do tipo feedfoward. Observa-se que a
rede possui uma camada de entrada por onde entram os dados, camadas in-
ternas onde esses dados são processados e, por fim, uma camada de saída
que processa os dados recebidos da última camada interna, para que sejam
obtidos resultados no formato desejado. Uma rede pode possuir tantas ca-
madas internas quanto for desejado, e cada uma delas pode possuir tantos
neurônios quanto necessário. Assim, apenas as camadas de entrada e saída
têm o formato restrito à quantidade de variáveis que entram e saem da rede.
Cada informação que trafega entre dois neurônios possui um peso associ-
ado wmn, e cada neurônio possui um bias bn, em que n identifica o neurônio
em questão e m o neurônio da camada anterior que envia a informação as-
sociada ao peso wmn. Além disso, os neurônios também possuem funções de
ativação que transformam as informações recebidas nos valores enviados para
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a próxima camada. A representação matemática da resposta de um neurônio




wmnxm + bn) (2.9)
Em que Sn é a saída do enésimo neurônio e x compreende os m sinais
recebidos por ele, provenientes da camada anterior da rede.
Existem alguns exemplos de funções que podem ser empregadas como
função de ativação. Dentre elas, a mais tradicional é a sigmoide [14]. Essa
função é caracterizada por possuir o formato de uma curva em S e por mapear





Para uma rede com múltiplas camadas, as variáveis de saída são obti-
das através da propagação da informação ao longo das camadas, segundo a
Equação 2.11.
ŷ(x) = fL(WLfL−1(WL−1fL−2(...f 1(W 1x+ b1)...) + bL−1) + bL) (2.11)
Em que L é o numero de cada camada e fL é a função de ativação dos
neurônios da camada L,WL é a matriz com os pesos dos neurônios da camada
L, e bL o vetor com os bias dos neurônios da camada L.
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É bastante comum que uma RN com múltiplas camadas use funções de
ativação diferentes para cada camada visando capturar eficientemente todas
as facetas de fenômenos complexos. Além das redes do tipo feedfoward, onde a
informação é propagada sempre no sentido entrada-saída da rede, vale a pena
destacar uma outra topologia utilizada para RNs: redes ditas recorrentes
[25, 26], mostrada na figura 2.3. Nesta topologia, a informação proveniente
da camada de saída ou de alguma das camadas internas pode ser reinserida
na rede e o output é obtido de forma iterativa.
Figura 2.3: Esquema de uma rede neuronal com recorrências.
Fonte: produzido pelo autor.
Dentro do panorama da engenharia química, Himmelblau [21] publicou
uma revisão a respeito das possibilidades de aplicação para este modelo.
Além da reconciliação de dados, destacam-se o uso desse modelo para con-
trole de processos [41], predição de falhas em equipamentos, e modelagem de
processos com parâmetros não-observáveis. Um exemplo deste último caso é
a previsão do índice de fluidez de polímeros, ou modelagem de parâmetros
reacionais [42].
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2.7.1 Treinando a rede
Como exposto acima, uma rede é capaz de aprender padrões, sendo capaz
de modelar fenômenos complexos e fortemente não lineares, característica
que torna sua aplicação interessante no campo da engenharia química. No
entanto, para que uma rede seja um modelo fidedigno do sistema de interesse,
ela deve ser treinada a partir de dados representativos do sistema para que
se obtenham valores ótimos dos seus parâmetros wmn e bn.
No processo de treinamento, inicialmente uma topologia para a RN deve
ser definida: número de entradas, número de saídas, número de camadas in-
ternas, quantidade de neurônios das camadas internas, função de ativação de
cada camada, presença ou não de recorrência, entre outros fatores. Uma vez
que a topologia tenha sido definida, é resolvido um problema de otimização
onde o vetor solução são os parâmetros da rede que minimizam uma função
erro definida. A função erro tipicamente calcula a diferença entre as predições
realizadas pela rede e os valores reais das variáveis, frequentemente chama-
dos de targets, mas sua morfologia pode variar com o tipo de padrão que se
deseja ensinar para a rede. Em problemas de regressão, onde as variáveis
estimadas pela rede são os valores numéricos das variáveis, a função erro de
mínimos quadrados é amplamente utilizada (Equação 2.12). Em problemas
de classificação, onde a resposta da rede é a probabilidade de se obter um











Exemplificando, em um problema de regressão onde deseja-se estimar as
variáveis ŷ a partir das variáveis x̂ usando-se uma rede neuronal, o treina-
mento da rede é realizado a partir da minimização da seguinte função objetivo
J :
min J(w, x, b) =
∑
k
(yk − ŷk(w, x, b))2 (2.14)
Em que x é o vetor com as variáveis de entrada da rede, ŷ o vetor variáveis
de saída, y o vetor de valores reais das variáveis que se deseja estimar, e w
e b os vetores com os parâmetros ótimos que se deseja obter. O conjunto
de dados em questão é então utilizado para realizar a avaliação da função
objetivo em diferentes pontos. Apesar deste procedimento necessitar que
a rede possua uma topologia definida, é importante realizá-lo para várias
arquiteturas diferentes a fim de descobrir quais hiperparâmetros são os mais
adequados. Estes podem ser definidos como os parâmetros do problema
que controlam o processo de aprendizado e, portanto, precisam ser definidos
previamente ao treinamento da rede. Alguns exemplos de hiperparâmetros
são o número de camadas da rede e o número de neurônios de cada camada
[3].
É importante ressaltar que esse algoritmo só é capaz de aprender padrões
que estejam bem representados nos dados fornecidos. Na maioria dos casos, a
rede não é capaz de extrapolar com confiabilidade fora da faixa das variáveis
que foram usadas no treinamento. Além disso, a eficiência do algoritmo tam-
bém está intimamente ligada à qualidade dos dados de treinamento. Uma
rede treinada com dados pouco confiáveis não será capaz de fornecer estima-
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tivas confiáveis.
Do ponto de vista da obtenção dos parâmetros, a técnica de otimização
mais comumente utilizada é o backpropagation [3]. Esta técnica consiste em se
calcular o gradiente da função objetivo utilizada com relação aos parâmetros
da rede, e usar o seu valor multiplicado por uma taxa de aprendizado η para
atualizar os valores. O gradiente pode ser calculado em um ponto específico














A derivada em questão é calculada aplicando-se a regra da cadeia na
Equação 2.11, com o erro sendo propagado ao longo das camadas de neurônios
no sentido contrário da informação – daí o nome da técnica [3].
Existem algumas técnicas diferentes para realizar o cálculo do gradiente
em questão. A mais simples é o gradiente descendente estocástico, onde um
ponto do conjunto de dados é aleatoriamente escolhido para a realização do
cálculo. Recentemente, foram desenvolvidas novas e mais complexas técni-
cas para lidar com dificuldades no problema de otimização como gradientes
ruidosos e esparsos [56]. Um exemplo popular na literatura é o método co-
nhecido como ADAM [28], que além do cálculo do gradiente também adapta
as taxas de aprendizado de acordo com critérios específicos para tornar a
otimização mais eficaz. Vale destacar que, independentemente da técnica
utilizada, pode ser necessária uma boa quantidade de avaliação de gradientes
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para que o algoritmo chegue a um resultado próximo a um mínimo local,
devido à grande quantidade de parâmetros que uma rede pode ter. Devido a
este fato, é crucial que se tenha um conjunto de dados com informações sufi-
cientes para capturar toda a complexidade do problema em questão, obtendo
um bom conjunto de parâmetros para a rede treinada.
Um outro aspecto pertinente a modelos de machine learning deve ser
evidenciado antes de prosseguirmos: o conceito de overfitting. Em estatís-
tica, esse conceito pode ser definido como “o desenvolvimento de uma análise
que é demasiadamente representativa das particularidades de um determi-
nado conjunto de dados e pode, portanto, falhar ao realizar estimativas fora
desse conjunto de dados ou observações futuras” [1]. A figura 2.4 demonstra
graficamente no que consiste este fenômeno.
Isso muitas vezes ocorre quando se utiliza um modelo com mais parâ-
metros do que o necessário para se modelar um dado sistema. Assim, para
evitar que isso aconteça, é importante separar uma amostra de dados para
testar o algoritmo após o fim do treinamento. Avaliar um algoritmo com um
conjunto de dados não utilizado para treiná-lo é uma maneira eficiente de
garantir que o mesmo não sofra de overfitting.
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Figura 2.4: Exemplo de overfitting.
Fonte: produzido pelo autor.
2.7.2 O problema de reconciliação usando redes neuro-
nais
Assim como o problema clássico apresentado anteriormente, a RD usando
redes neuronais também consiste em um problema de otimização. No en-
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tanto, a sua solução não é um vetor com as variáveis da planta reconciliadas
mas sim o vetor de parâmetros ótimos da rede para o conjunto de dados
estudado. Ou seja, em vez de se buscar diretamente os valores reconciliados,
busca-se a melhor rede capaz de reconciliar os dados naquelas condições.
Do ponto de vista matemático, o problema deixa de ser uma otimização
restrita para se tornar uma otimização irrestrita, onde a função objetivo
reflete a diferença entre os valores reais das variáveis e os valores estimados
pela rede.
min J(w, x̃, b) =
∑
k
(xk − x̂k(w, x̃, b))2 (2.17)
Dessa maneira, buscam-se os parâmetros da rede que minimizam a di-
ferença entre as suas estimativas e os valores reais das variáveis. Embora
modelos físico-químicos e equações de balanço não sejam incluídos de forma
explicita nessa formulação, uma rede com parâmetros e hiperparâmetros oti-
mizados é capaz de inferir estas relações a partir dos dados fornecidos. Toda-
via, existem estratégias, como a penalização da função objetivo, que foram
utilizadas na literatura para incluir os balanços de forma explícita no pro-
blema [15].
min J(w, x̃, b) =
∑
k
(xk − x̂k(w, x̃, b))2 + A x̂(w, x̃, b) (2.18)
Em que A é a matriz com os coeficientes referentes aos balanços, pe-
nalizando a função objetivo a partir dos desbalanceamentos gerados pelas
estimativas da rede.
Conforme já apontado, essa formulação do problema tem como vantagem
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um baixíssimo esforço computacional para a obtenção dos valores reconcili-
ados, uma vez que a rede tenha sido treinada. Além disso, alguma robustez
foi reportada ao usar redes neuronais para reconciliar dados com presença de
valores espúrios e desvios sistemáticos [8, 47]. No entanto, uma vez que os
modelos são inferidos pela rede a partir dos dados, caso haja a suspeita de
que as condições de operação da planta possam ter sido alteradas, é neces-
sário retreinar a rede com dados representativos dessa nova realidade. Por
fim, um dos principais desafios essa formulação consiste na necessidade de se
adaptar a função objetivo originalmente utilizada no treinamento de redes
neuronais devido à ausência de dados que representem o valor verdadeiro das
variáveis estimadas. Como veremos a seguir, algumas estratégias diferentes
foram apresentadas na literatura para lidar com a ausência destes valores.
Bons resultados foram obtidos por Bai et al. [8] em uma coluna de destila-
ção simulada. Por ter sido utilizado um sistema simulado, os autores foram
capazes de treinar a rede utilizando dados perturbados e em seguida avaliar
os resultados usando os valores “reais” da simulação.
2.7.3 Redes neuronais aplicadas à reconciliação: revisão
de trabalhos relevantes
Os primeiros trabalhos encontrados na literatura onde RNs foram utiliza-
das para resolver o problema de reconciliação de dados datam do início da
década de 1990.
Karjala et al. [25] utilizaram uma rede recorrente para retificar dados
com ruídos gaussianos em um tanque de armazenamento. Para contornar a
ausência de dados verdadeiros das variáveis os autores usaram uma estratégia
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onde a rede era usada para prever o estado do sistema um instante de tempo
depois. Os dados perturbados do próximo instante de tempo foram dados
como target para a rede. Mostrou-se que a rede foi capaz de reconciliar
a altura do tanque com razoável eficiência, mas não a vazão de entrada,
cujo sinal se tornou ainda mais ruidoso. Esse problema foi posteriormente
revisitado pelos autores Himmelblau & Karjala [22] com a inclusão de erros
grosseiros que consistiam de outliers. Novamente, o algoritmo apresentou
bom desempenho bem para reconciliar a altura do tanque, mas tornou a
vazão de entrada mais ruidosa.
Karjala & Himmelblau [26] também avaliaram o uso da mesma técnica em
um reator CSTR não-isotérmico dinâmico. Os resultados da rede recorrente
foram comparados com um EKF e com os resultados obtidos por Liebman et
al. [34] para o mesmo sistema. Os resultados sugerem que a rede apresentou
um desempenho ligeiramente melhor do que os outros dois algoritmos. Os
autores também ressaltam que em casos onde a acurácia dos modelos não
é tão alta, a rede tem um desempenho consideravelmente melhor do que os
outros algoritmos, por inferir as estimativas diretamente dos dados.
Terry & Himmelblau [47] utilizaram uma rede feedforward para reconci-
liar dados em um trocador de calor simulado em estado estacionário. Para
lidar com a falta de targets, a rede foi treinada iterativamente com os re-
sultados obtidos em uma iteração i sendo utilizados como target na iteração
i + 1. Na primeira iteração foi utilizada a média das variáveis de entrada.
A rede foi treinada até que o valor da função atingisse um critério de con-
vergência. Foram realizadas simulações considerando a presença apenas de
erros aleatórios e de erros aleatórios junto com erros grosseiros. O desempe-
nho do algoritmo foi comparado com uma técnica de reconciliação clássica
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via programação não-linear. Os resultados sugerem que o desempenho da
programação não-linear é levemente superior na presença de apenas erros
aleatórios, mas que a rede apresenta melhor desempenho na presença de da-
dos com valores espúrios e erros grosseiros. Caso seja utilizada uma técnica
de remoção de outliers previamente à reconciliação, o desempenho dos dois
algoritmos é equiparável.
O artigo levanta a suspeita de que esse resultado é proveniente da atua-
ção das camadas internas da rede como um filtro que atua de forma similar a
uma análise de componentes principais (PCA) não-linear. Essa caraterística
foi inicialmente investigada por Kramer [32]. Ele sugere que redes neuronais
podem funcionar decompondo os sinais das variáveis de entrada em compo-
nentes principais não-lineares na camada interna para depois reconstruí-los
na próxima camada, prevenindo assim que os resultados sejam enviesados
por valores espúrios.
Kramer [31] propôs o uso de redes neuronais autoassociativas para a re-
solução do problema de RD como uma espécie de reconciliação via PCA
não-linear [32]. Este algoritmo consiste em uma RN feedforward com uma
topologia especifica capaz de mapear os inputs para o espaço dos compo-
nentes principais não-lineares e em seguida reconstruí-los, gerando valores a
partir de combinações não-lineares dos componentes principais e, portanto,
mais próximos dos valores verdadeiros. A rede em questão é composta tipi-
camente por uma camada de entrada, três camadas internas, e uma camada
de saída com o mesmo número de neurônios da camada de entrada. A pri-
meira camada é alimentada com as medições do processo, e portanto possui
dimensão igual a do vetor de medidas. A camada de saída produz uma
versão filtrada das medições e, normalmente, de mesma dimensão. As três
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Figura 2.5: Topologia de uma rede neuronal autoassociativa.
Fonte: Bai et al. [9].
camadas internas são denominadas respectivamente camada de mapeamento
(mapping), gargalo (bottleneck) e desmapeamento (demapping). A camada
gargalo deve possuir uma quantidade significativamente menor de neurônios
do que as outras. Segundo o autor, a redução do número de neurônios da
camada de mapeamento para a camada gargalo faz as informações proveni-
entes dos dados serem comprimidas, decompondo os dados em componentes
principais não-lineares. Este processo permite que a rede filtre ruídos e ou-
tras informações que não contribuem para a modelagem do fenômeno que se
deseja descrever. Destaca-se que o número de neurônios das camadas de ma-
peamento e desmapeamento deve ser grande o suficiente para garantir uma
boa performance sem causar overfitting. Por outro lado, a camada gargalo
deve possuir o menor número de neurônios possível para que possa comprimir
os dados sem provocar perda de informação. A topologia da rede pode ser
melhor visualizada na figura 2.5
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Além disso, Kramer sugere que as AANNs podem ser vistas como a combi-
nação de duas redes em série com uma camada interna cada [31]. A primeira
delas, composta pelas camadas de entrada, mapeamento e gargalo, projeta
os dados de entrada para um espaço de menor dimensão por meio de uma
transformação não-linear. Na sequência, a segunda rede, composta pelas ca-
madas de desmapeamento e saída, reconstrói o sinal a partir desse espaço de
menor dimensão, filtrando os ruídos. Como apontado acima, este procedi-
mento é análogo ao que ocorre na análise de componentes principais, onde as
variáveis são projetadas por meio de uma transformação linear em um espaço
de menor dimensão, e então reconstruídas a partir dele [32].
Este algoritmo foi testado pelo autor para reconciliar os valores de tem-
peratura em 5 pratos distintos de uma coluna de destilação com 50 pratos
[31]. O autor descreve dois procedimentos diferentes para se treinar a rede:
um a ser usado na presença de erros grosseiros, e outro na ausência deles.
Portanto, esta abordagem apresenta a desvantagem de tornar necessária a
identificação prévia de erros grosseiros, o que implica na utilização de algum
dos métodos descritos. Contudo, o autor demonstra que, uma vez que a rede
tenha sido treinada, bons resultados para a reconciliação podem ser obtidos
mesmo na presença destes erros. Também é descrito um procedimento para
a estimação de parâmetros e dados faltantes.
Du et al. [15] foram os primeiros autores a considerar o uso das equações
de balanço explicitamente ao usar RNs para resolver o problema de RD. Os
autores destacam que, embora os trabalhos anteriores mostrem que RNs são
capazes de diminuir a variância das variáveis de processo, não há garantia de
que as variáveis reconciliadas atendam melhor às equações de balanço. No
intuito de melhorar este aspecto do algoritmo, o trabalho propõe uma abor-
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dagem onde as equações de balanço são inseridas como penalização na função
objetivo, de forma a forçar que os valores reconciliados atendam aos modelos.
Os autores adotaram uma AANN feedforward para reconciliar dados de um
processo de processamento de minerais. A rede foi treinada considerando-se
os balanços de massa como penalização na função objetivo. A nova técnica
foi denominada rede neuronal autoassociativa baseada em sistema (SBANN).
O algoritmo foi comparado com uma AANN tradicional.
Os resultados mostram que os valores obtidos pela nova abordagem são
melhores do que os obtidos por uma rede autoassociativa treinada sem con-
siderar os balanços explicitamente. Na presença de apenas erros aleatórios, a
nova técnica apresentou desempenho ligeiramente melhor mas quando foram
adicionados erros grosseiros, resultados bem mais robustos foram obtidos pela
abordagem desenvolvida. A SBANN também se mostrou capaz de estimar
variáveis observáveis não-medidas com razoável assertividade.
Bai et al. [9] usaram a mesma estratégia de Du et al. [15] para o problema
de RD dinâmico. Eles incluíram as equações de balanço na função objetivo
usando a discretização das derivadas temporais. O algoritmo utilizado foi
a AANN, mas recorrências foram adicionadas na variável que correspondia
à altura do tanque para ajudar a contabilizar a dinâmica do processo. Os
autores também utilizaram esta estratégia para reconciliar dados em uma
coluna de destilação [8].
Neste caso, devido à dificuldade de se obter modelos fenomenológicos que
representassem variáveis como as temperaturas dos pratos em colunas de
destilação, os autores utilizaram ummodelo black-box para penalizar a função
objetivo. Os modelos consistiam em redes neuronais feedforward capazes de
estimar valores de variáveis desconhecidas em um instante futuro a partir
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das variáveis reconciliadas em um dado instante. Foi utilizada uma rede para
reconciliar cada variável. Em ambos os casos os resultados foram promissores,





Com o intuito de se investigar desempenho e limitações da aplicação de
RNs ao problema de RD, foi realizada a simulação de uma planta química
de produção de fenilbenzeno em estado estacionário. A modelagem foi de-
senvolvida através da implementação das equações de balanço e modelos
físico-químicos por meio da linguagem de programação python com o auxilio
das bibliotecas scipy [52] e numpy [51].
O processo simulado consiste em um reator CSTR, um tanque de flash,
um aquecedor, um resfriador e uma corrente de reciclo. No reator, ocorre
a conversão de benzeno em fenilbenzeno além da produção de subprodutos,
como será melhor elucidado a seguir. O tanque de flash separa os diferentes
componentes com base nos pontos de ebulição. Parte das frações mais leves
retornam ao reator por meio de um reciclo. O resfriador e o aquecedor
são utilizados para garantir que as correntes de reciclo e saída do reator
atinjam as temperaturas de operação desejadas no reator e no tanque de
flash, conforme ilustrado na figura 3.1. Considera-se que a temperatura da
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corrente de alimentação é a temperatura utilizada no reator.
O processo em questão foi inspirado no trabalho realizado por Galan-
tine et al. [18]. Foram mantidos o mesmo sistema reacional e a mesma
sequência reator-separador-reciclo utilizada pelos autores, mas foram varia-
das as condições operacionais de modo a gerar mais dados para o processo
de reconciliação. Esta configuração de processo possui um sistema reacional
conhecido, com parâmetros reacionais e termodinâmicos disponíveis na litera-
tura [17, 20]. Contudo, este sistema é governado por equações fenomenológi-
cas não-lineares, representando um certo nível de complexidade matemática.
Além disso, a planta escolhida representa um típico processo da indústria
química com reação, separação, reciclo e purga, envolvendo os equipamentos
típicos: reator, separador (originalmente uma destilação, mas simplificado
para um flash), trocadores de calor, misturadores e divisores de corrente.
Estes fatores motivaram a escolha deste processo para a avaliação do desem-
penho de RNs aplicadas à RD.
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Figura 3.1: Fluxograma do processo.
Fonte: produzido pelo autor.
3.1 Descrição da planta e modelagem matemá-
tica
Como já exposto, o sistema acima foi estudado em estado estacionário
utilizando-se os modelos fenomenológicos disponíveis. Para cada simulação
realizada foram definidas a vazão (Fo) e composição (Xi,o) de entrada da
planta, as temperaturas e pressões no reator (Pr, Tr) e tanque de flash (PF ,
TF ), e a razão de reciclo (Cs). A partir desses dados, todas as vazões e
composições das outras correntes são calculadas. Em todas as simulações re-
alizadas, a composição da corrente de entrada da planta (Xi,o) foi considerada
como sendo benzeno puro (XA,o = 1.0).
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3.1.1 Reator
A principal reação presente neste sistema é a pirólise do benzeno em fenil-
benzeno e gás hidrogênio (reação 1). Uma outra reação não desejada também
ocorre em paralelo, gerando meta-terfenilo (reação 2). Ambas as reações são
reversíveis [17].
2 C6H6 −−⇀↽− C12H10 + H2
C6H16 + C12H10 −−⇀↽− C18H14 + H2
Para a facilitar a representação dos diferentes componentes químicos em
fórmulas matemáticas, os mesmos serão identificados como compostos A, B,
C e D de acordo com a Tabela 3.1.






Fonte: produzido pelo autor.
Para as reações deste processo foi utilizado o modelo de lei de potências
com as constantes reacionais.
Realizando-se o balanço de massa por componente, obtemos a Equação
3.1, onde Ni é o número de mols do componente i dentro do reator, Fi,Rin e
Fi,Rout são respectivamente as vazões molares de entrada e saída do compo-
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nente i, Vr é o volume do reator, e (ri) é a taxa volumétrica de produção do
componente i no meio reacional.
dNi
dt
= Fi,Rin − Fi,Rout + Vr(ri) (3.1)
Considerando mistura perfeita e estado estacionário dentro do reator, e
introduzindo a variável Xi que corresponde à fração molar do componente i,
é obtida a Equação 3.2 a partir da Equação 3.1.
FRinXi,Rin − FRoutXi,Rout + Vr(ri) = 0 (3.2)
As reações em questão ocorrem em fase gasosa. Pressão e temperatura
são consideradas constantes durante a reação e, devido ao fato de ambas as
reações serem equimolares, o volume reacional também pode ser considerado
constante. Assim, usando o modelo de lei de potências com as pressões
parciais de cada componente (Pi,R), as taxas (ri) podem ser escritas de acordo
com as Equações 3.4, 3.5, 3.6 e 3.7, em que knd, knr são respectivamente as
constante de velocidade direta e reversa da reação n.
Pi,R = PrXi,Rout (3.3)












a,R − k1rPb,RPc,R] + k2dPa,RPb,R − k2rPc,RPd,R (3.6)
(rd) = k2dPa,RPb,R − k2rPc,RPd,R (3.7)
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As constantes de velocidade são funções da temperatura Tr e podem ser
calculadas usando a lei de Arrhenius (Equação 3.8). Esta depende da energia




Tabela 3.2: Constantes de velocidade das reações de formação de fenilbenzeno
(n = 1) e meta-terfenilo (n = 2).
Reação ko(s−1) Ea(cal/mol)
Direta, n = 1 3, 235x106 30190
Reversa, n = 1 1, 0205x105 30190
Direta, n = 2 3, 7545x106 30190
Reversa, n = 2 7, 9544x106 30190
Fonte: produzido pelo autor.
Dessa forma, definindo-se Vr, Tr, Pr, a vazão FRin e as composições de
entrada Xi,Rin, o sistema estará totalmente especificado. Tr juntamente com
as informações da tabela 3.2 nos permite calcular as constantes reacionais.
Inserindo as Equações 3.3, 3.4, 3.5, 3.6 e 3.7 nos balanços de massa por com-
ponente este conjunto de equações torna-se um sistema não-linear totalmente
especificado, onde as incógnitas são Xi,Rout e FRout, e pode ser resolvido por
métodos numéricos. No presente trabalho, foi utilizado o método Powell
híbrido modificado como implementado no pacote MINPACK [37]. Foi utili-
zado Vr = 1m3.
3.1.2 Tanque de Flash
No tanque de flash, os componentes são separados a partir do equilíbrio
líquido-vapor. A mistura forma duas fases em equilíbrio termodinâmico com
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composições diferentes, sendo a fase líquida rica nos componentes menos
voláteis e a fase vapor rica nos mais voláteis.
O balanço de massa por componente no tanque de flash pode ser escrito
com o auxílio do parâmetro β que representa a fração de vapor no flash com
relação à carga abastecida (Equações 3.9 e 3.10). As vazões e composições de
entrada, fração de vapor e fração líquida são escritas respectivamente (FFin,





Xi,F in = β Xi,FV + (1 − β) Xi,FL (3.10)
A relação entre os componentes em cada fase pode ser obtida a partir de
um modelo de equilíbrio líquido-vapor. No presente trabalho foi utilizada a
lei de Raoult [45]. Este modelo assume que a fase gasosa tem comportamento
ideal, e que a fase líquida forma uma mistura também ideal. O equilíbrio
entre as fases pode ser expresso pela Equação 3.11 para cada componente i,
em que PF é a pressão total dentro do tanque, e P sati,F é a pressão de saturação
do componente i na temperatura TF .
PF Xi,FV = P
sat
i,F Xi,FL (3.11)
P sati,F é frequentemente calculado através de correlações semi-empíricas que
estabelecem P sat = f(T ). No presente trabalho foram utilizados os modelos
de Antoine [48] para os compostos A, B e C, e a equação de Wagner [53] para












= a ln(T ) +
b
T
+ c+ d T 2 (3.13)
Os parâmetros para a Equação 3.12 foram obtidos do livro de Henley e
Seader [20] e estão dispostos na Tabela 3.3. Os parâmetros para a equação
3.13 foram obtidos da base de dados do software EMSO [46] e estão dispostos
na Tabela 3.4.
Tabela 3.3: Parâmetros usados na equação de Antoine [20]
Componente a1 a2 a3 Pc
A 5.658375 5307.813 379.456 714.2
B 6.194778 7947.647 317.1246 557.0
C 5.602657 418.1773 474.214 190.8
Fonte: Henley & Seader [20].
Tabela 3.4: Parâmetros usados na equação de Wagner.
Componente a b c d
D −14.7697 −15484.2 122.524 3.7852x10−6
Fonte: Dados do software EMSO [46].
Combinando as Equações 3.11 e 3.10 com os somatórios das frações das
fases (Equações 3.16 e 3.17), obtemos a equação de Rachford-Rice (Equação
3.14), em que Ki é a proporção entre as frações do elemento i na fase vapor
e líquida (Equação 3.15).
∑
i
Xi,F in (Ki − 1)












Xi,FV = 1 (3.16)
∑
i
Xi,FL = 1 (3.17)
Quando PF , TF , FFin e XFin estão definidos, o flash está totalmente
especificado. Este problema é conhecido como flash P,T [45] e é solucionado
usando-se um método numérico para resolver a Equação 3.14, obter β e, em
seguida, as vazões e frações molares. No presente trabalho foi utilizado o
método da secante [6].
3.1.3 Conectores
O processo possui dois conectores, um mixer e um splitter. O mixer mis-
tura as corrente de entrada e reciclo, caso algo seja recirculado no flash antes
da entrada no reator. Mistura perfeita é assumida no equipamento. O split-
ter determina a quantidade da corrente leve do flash que será purgada. O
parâmetro Cs utilizado representa exatamente a fração da corrente que chega





3.1.4 Aquecedor e resfriador
O aquecedor e o resfriador são utilizados para garantir que as temperaturas
de operação no reator e no flash sejam as desejadas. Os balanços de energia
49
e cargas térmicas necessárias não foram realizados, pois considera-se que os
equipamentos são capazes de levar a corrente FV até T = Tr e a corrente
Rout até T = TF - figura 3.1.
3.2 Faixa de operação
Antes de realizar as simulações necessárias para produzir os dados a serem
estudados, é importante avaliar o sistema para garantir que a faixa de opera-
ção adotada é representativa das premissas adotadas na escolha dos modelos.
Para tal, foi realizada uma análise de sensibilidade nas variáveis de entrada
da simulação - Fo, Pr, Tr, PF e TF - para definir qual seria a faixa de operação
mais apropriada e garantir que esta não viole as premissas básicas adotadas
na modelagem do processo.
Antes de prosseguir, vale esclarecer que o objetivo desta sessão é garantir
que a faixa de operação escolhida é verossímil. A intenção não é determinar
a faixa ótima do processo. Assim, a análise aqui é meramente exploratória e
busca valores apenas razoáveis para as variáveis do processo.
3.2.1 Pressão no reator
Inicialmente foi observado o efeito da pressão reacional na conversão dos
reagentes. Galantine et al. [18] realizaram este estudo partindo de uma
temperatura de 700◦C, portanto foi utilizada esta mesma temperatura como
ponto de partida. A Figura 3.2 mostra que a conversão de benzeno em m-
terphenilo se estabiliza um pouco antes da conversão em biphenil. Contudo,
em torno de 12bar ambas as frações molares parecem ter se estabilizado.
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Figura 3.2: Frações dos componentes B e D na saída do reator a 973K.
Fonte: produzido pelo autor.
Considerando temperaturas em torno de 700◦C, percebemos que tem-
peraturas mais altas fazem com que a conversão de benzeno se estabilize a
pressões um pouco mais baixas, e temperaturas mais altas provocam o efeito
contrário - Figura 3.3.
É utilizado então Pr = 12bar, devido ao fato deste valor apresentar con-
versões razoáveis para temperaturas em torno de 700◦C.
3.2.2 Temperatura no reator
Considerando que a reação é conduzida em fase gasosa, é importante
certificar-se de que as condições operacionais dentro do reator não provoquem
o surgimento de uma fase líquida. Para tal, foram calculadas as pressões de
saturação dos compostos. Pode-se observar que a pressão de saturação do m-
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Figura 3.3: Conversão do Benzeno no reator versus Pr.
Fonte: produzido pelo autor.
terfenilo, o composto menos volátil presente no meio reacional, atinge 12bar
em aproximadamente 820K (Figura 3.4), o que limita o reator a operar acima
desta temperatura.
O efeito da temperatura reacional na conversão dos reagentes possui com-
portamento similar ao da pressão. A Figura 3.5 mostra que a conversão de
benzeno em m-terphenilo estabiliza um pouco antes da em biphenil. Con-
tudo, em torno de 1023K (750◦C), ambas as frações molares parecem ter
estabilizado.
É utilizado então Tr = 1023K, devido ao fato deste valor representar
conversões razoáveis nas redondezas de P = 12bar.
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Figura 3.4: P satd versus T . Linha pontilhada em 12 12bar.
Fonte: produzido pelo autor.
Figura 3.5: Frações dos componentes B e D na saída do reator a 12bar
Fonte: produzido pelo autor.
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3.2.3 Vazão de alimentação
A vazão de entrada afeta a conversão no reator à medida que afeta o tempo
de residência do mesmo. Vazões maiores proporcionam um menor tempo de
residência, o que diminui a conversão (Figuras 3.6 e 3.7). No entanto, vazões
maiores de reagente também acabam por acarretar em uma maior quantidade
de produtos. A Figura 3.6 mostra que a conversão decai lentamente com o
aumento de Fo, sendo a formação de biphenil um pouco mais sensível à vazão
do que a formação de m-terphenilo.
Figura 3.6: Frações dos componentes B e D versus Fo.
Fonte: produzido pelo autor.
Visando manter maiores conversões, foi escolhido manter a vazão de
100kmol/h usada por Galantine et al. [18] para a alimentação.
3.2.4 Pressão e Temperatura no Flash
O objetivo principal deste equipamento é separar o benzeno dos produtos
formados no reator, para que o primeiro possa ser recirculado. Dessa forma,
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Figura 3.7: Variação do tempo de residência com Fo.
Fonte: produzido pelo autor.
TF e PF são avaliados de acordo com sua capacidade de separar o Benzeno
do bifenil.
Para realizar esta análise, foi considerada uma carga equivalente à pro-
duzida por um reator operando com FRin = 100 kmol/h, Pr = 12bar,
Tr = 1023K e Vr = 1m3:
FRout = 100, 0kmol/h
XA,Rout = 0, 4234
XB,Rout = 0, 1548
XC,Rout = 0, 3328
XD,Rout = 0, 0890
A Figura 3.8 permite avaliar que, a 300K, a fração de vapor no flash
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é cerca 0.33, aproximadamente a fração total de H2 no equipamento. Em
torno de 700K, praticamente toda a carga do equipamento sai pela corrente
gasosa.
Figura 3.8: Influência de TF e PF no fator β.
Fonte: produzido pelo autor.
Define-se então o parâmetro ω que corresponde à soma das porcenta-
gens de benzeno na corrente gasosa e biphenil na corrente líquida - Equação
3.19. Este parâmetro é então avaliado com o objetivo de encontrar seu valor








A Figura 3.9 permite concluir que pressões menores favorecem a separação
destes dois componentes e que, a 5 bar, a temperatura ideal é cerca de TF =
460K.
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Figura 3.9: Influência de TF e PF na separação dos componentes A e B.
Fonte: produzido pelo autor.
3.2.5 Razão de reciclo
A utilização de uma corrente de reciclo possibilita que parte do benzeno
não-reagido seja realimentado ao reator, o que aumenta a quantidade de
bifenil produzido no reator e extraído na corrente líquida de flash. A Figura
3.10 mostra que a produção de biphenil aumenta com a razão de reciclo
até um determinado ponto, onde esta então decresce acompanhada por um
aumento na quantidade de m-terphenilo produzido.
Contudo, a utilização de razões de reciclo muito grandes acarreta em al-
tíssimas vazões de entrada no reator devido à grande recirculação de H2, que
é totalmente recirculado com o benzeno (Figura 3.11). Em situações prá-
ticas, vazões desta magnitude podem acarretar em problemas operacionais.
Portanto, a razão de reciclo é mantida em torno de 0,6.
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Figura 3.10: Influência de Cs nos produtos obtidos.
Fonte: produzido pelo autor.
Figura 3.11: Influência de Cs na vazão de entrada do reator.
Fonte: produzido pelo autor.
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3.3 Validação da Simulação
Com intuito de validar se os resultados obtidos foram fidedignos, foi rea-
lizada uma simulação utilizando o software ASPEN HYSYS versão 8.8. A
mesma simulação foi então realizada utilizando-se o código desenvolvido. As
variáveis de entrada da simulação estão dispostas na Tabela 3.5 e os resulta-
dos na Tabela 3.6.
Tabela 3.5: Inputs usados na simulação de validação.
Variáveis de Entrada





Pr 10, 0 bar
Tr 973K
PF 10, 0 bar
TF 473 bar
Cs 0, 0
Fonte: produzido pelo autor.
A Tabela 3.6 mostra que a diferença entre os resultados é bastante pe-
quena. A diferença relativa foi calculada com base nos valores obtidos pela
simulação do HYSIS e teve valores significativos apenas em casos onde a
variável comparada era de magnitude consideravelmente baixa. Com base
nestes resultados, o código desenvolvido foi considerado válido.
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Tabela 3.6: Comparação entre as simulações.
Variável [kmol/h] python HYSYS Diferença Relativa (%)
FRout/F in 100,0000 100,0000 0,000
FA,Rout/F in 42,9203 42,8562 0,149
FB,Rout/F in 15,2931 15,3239 -0,201
FC,Rout/F in 32,9555 32,9879 -0,098
FD,Rout/F in 8,8312 8,8320 -0,009
FFL 34,9036 35,2571 -1,013
FA,FL 11,6122 11,7152 -0,887
FB,FL 14,4048 14,6401 -1,633
FC,FL 0,0656 0,0814 -24,094
FD,FL 8,8209 8,8204 0,006
FFV 65,0964 64,7429 0,543
FA,FV 31,3081 31,1410 0,534
FB,FV 0,8883 0,6838 23,020
FC,FV 32,8898 32,9065 -0,051
FD,FV 0,0102 0,0116 -13,332




Como abordado na seção 2.7.2, o uso de RNs para reconciliação de dados
consiste em estimar os melhores parâmetros possíveis para a rede resolvendo
um problema de otimização. Neste trabalho, este procedimento foi realizado
separadamente para o reator e para o flash apresentados no capítulo anterior.
Foi utilizada a topologia das redes neuronais auto-associativas [31] devido à
sua comprovada capacidade de reduzir ruídos a partir da compressão e des-
compressão de informação [8, 32]. As redes foram alimentadas com todas
as medições representativas do equipamento em questão, para obtenção das
mesmas variáveis com um grau menor de ruído. Em particular, este traba-
lho se dispõe a analisar se equações de balanço podem ser utilizadas para
melhorar o desempenho de redes neuronais no problema de reconciliação em
estado estacionário.
A seguir, são apresentados mais detalhes a respeito do pré-processamento
utilizado para os dados, da escolha da função objetivo, dos hiper-parâmetros
do modelo, do método de otimização e das técnicas de regularização utiliza-
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das.
4.1 Distribuição dos Dados
Após uma breve análise das variáveis como descrito na seção 3.2, o sistema
foi simulado em diferentes condições operacionais. Os diferentes valores uti-
lizados para as variáveis entrada - Fo, Pr, Tr, PF , TF e Cs - podem ser
observados na Tabela 4.1. Foram geradas 3375 entradas, utilizando todas as
combinações possíveis dentre os valores presentes na tabela.
Tabela 4.1: Valores utilizados para as variáveis de entrada.
Variável Valores
Fo 80,0; 90,0; 100,0; 110,0; 120; [kmol/h]
Pr 10,0; 11,0; 12,0; 13,0; 14,0 [bar]
Tr 1003,0; 1013,0; 1023,0; 1033,0; 1043,0 [K]
PF 4,0; 5,0; 6,0 [bar]
TF 450,0; 460,0; 470,0 [K]
Cs 0,7; 0,6; 0,5
Fonte: produzido pelo autor.
Em seguida, as variáveis foram perturbadas de modo tal que os valores
gerados pelas simulações se tornaram mais próximos do que seria obtido em
uma planta real. As variáveis foram perturbadas usando a biblioteca numpy
[51] para gerar dados aleatórios, seguindo uma distribuição normal de média
0.0 e desvio padrão especificado. O desvio padrão dos ruídos aplicados a uma
dada variável foi definido a partir de uma porcentagem do valor médio dela.
Devido às diferenças existentes entre os tipos de sensores, foram utilizadas
porcentagens diferentes para tipos de variáveis diferentes como mostrado na
Tabela 4.2. Foram escolhidos valores entre 1-5% para as porcentagens devido
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às perturbações comumente encontradas na literatura [8, 26, 34, 47, 50].
Além disso, foram usados valores ligeiramente maiores para as vazões molares
e pressões para refletir o fato de que estas medições comumente apresentam
imprecisões um pouco maiores.
Tabela 4.2: Valores dos ruídos inseridos
Variável Porcentagem Distribuição
Vazões 5,0% ε(Fj) ∼ N(0; (0, 05xµ(Fj)))
Composições 1,5% ε(Xij) ∼ N(0; (0, 015xµ(Wij))
Pressões 3,0% ε(Pj) ∼ N(0; (0, 03xµ(Pj)))
Temperaturas 1,0% ε(Tj) ∼ N(0; (0, 01xµ(Tj)))
Fonte: produzido pelo autor.
A distribuição dos dados simulados antes e após a inserção de ruídos pode
ser observada no Apêndice A.1 - Figuras A.1-A.6. É possível observar que o
uso de 3 valores diferentes para a razão de reciclo provoca uma distribuição
com 3 picos para as frações dos componentes mais leves na entrada do reator -
FA,Rin e FC,Rin. Essa distribuição dos dados do principal reagente na entrada
do reator - Figura A.2 - faz com que ela se propague também para os produtos
gerados na saída - A.3. Essa distribuição só parece se alterar quando os
componentes leves e pesados são parcialmente separados no tanque de flash -
Figuras A.4 e A.5. A inserção de ruídos nos dados faz com que as distribuições
se tornem mais suaves, principalmente onde há picos. Também é importante
ressaltar que a maioria dos valores das variáveis, tanto os medidos quanto os
reais, seguem distribuições diferentes entre si e consideravelmente distintas
da distribuição normal.
Também foi analisado o quanto os balanços de massa foram violados pelas
perturbações nos dados. É interessante notar que apesar das distribuições
incomuns produzidas pelas simulações, as violações seguem a forma de uma
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distribuição normal - Apêndice A.2, Figuras A.7-A.10.
4.2 Pré-processamento
É bem estabelecido na literatura [3, 19] que o desempenho de algoritmos
de machine learning pode ser consideravelmente melhorado caso sejam apli-
cados tratamentos adequados antes de alimentá-los ao modelo. Dentre as di-
versas estratégias de pré-tratamento, destacam-se a normalização dos dados,
remoção de outliers, aplicação de filtros, redução de dimensionalidade, fea-
ture engineering, separação dos dados em teste e treino, entre outros [3, 23].
No caso específico de RNs, é importante garantir que os dados inseridos no
modelo encontram-se dentro da mesma escala para que grandezas de maior
magnitude não influenciem de forma desigual o modelo.
Neste trabalho, devido ao interesse em se explorar as violações de balanço
de massa, foram aplicados somente normalização e separação do conjunto
de dados em teste e treino. Foi utilizada como técnica de normalização a
normalização baseada em mínimos e máximos - Equação 4.1. Esta estratégia
garante que todas as variáveis inseridas na rede encontrem-se entre 0 e 1,










Como abordado no Capítulo 2, a função objetivo mais comumente utili-
zada no problema de RD é a de MQP. Aqui foi adotada uma variação da
mesma para contabilizar as violações nos balanços de massa. Além disso,
valores reais das variáveis não foram utilizados no cálculo da função objetivo
devido à ausência característica destes no problema de RD. Aplicando estas
modificações, a Equação 2.18 se converte na Equação 4.2.













Esta função objetivo representa um compromisso entre dois fatores dis-
tintos. O primeiro termo, dito mínimos quadrados ponderados, contabiliza a
diferença entre as medições x̃ e as variáveis estimadas pela rede x̂. O fator
∆xk equivale a x̃max − x̃min e é utilizado para normalizar os valores de cada
uma das k variáveis. O segundo contabiliza o quanto as estimativas da rede
violam os balanços de massa, onde a função fy equivale ao cálculo de cada
um dos y balanços de massa associados ao equipamento. fy tem a forma das
equações 4.3, 4.4, 4.5, 4.6, 4.7 para o reator e das equações 4.8, 4.9, 4.10,
4.11, 4.12 para o flash. O fator µ(fy(x̃)) é igual à média do valor absoluto
das violações dos balanços de massa calculados usando as variáveis medidas.
Por fim, a constante λ é o parâmetro do modelo que determina o quanto
as penalizações devem ser consideradas frente aos mínimos quadrados. Este
deve ser ajustado para cada um dos sistemas.
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fg = FRin − FRout (4.3)
fA = FRinXA,Rin − FRoutXA,Rout + Vr(rA) (4.4)
fB = FRinXB,Rin − FRoutXB,Rout + Vr(rB) (4.5)
fC = FRinXC,Rin − FRoutXC,Rout + Vr(rC) (4.6)
fD = FRinXD,Rin − FRoutXD,Rout + Vr(rD) (4.7)
fg = FFin − FFV − FFL (4.8)
fA = FFinXA,F in − FFVXA,FV − FFLXA,FL (4.9)
fB = FFinXB,F in − FFVXB,FV − FFLXB,FL (4.10)
fC = FFinXC,F in − FFVXC,FV − FFLXC,FL (4.11)
fD = FFinXD,Fin − FFVXD,FV − FFLXD,FL (4.12)
Além da penalização por violação dos balanços, também foi testado um
método de regularização que considera penalização por contração nos pesos
da rede. Esta técnica é amplamente aplicada na literatura a problemas de
regressão para evitar overfitting, e é conhecida pelo nome de regressão Ridge
ou penalização de Tikhonov. Ela consiste em se adicionar à função objetivo
um termo que contabilize a magnitude dos parâmetros, desfavorecendo que
estes assumam valores maiores [23]. Adicionando o termo à Equação 4.2
obtemos a Equação 4.13, onde o fator l2 determina o quanto o crescimento
dos pesos deve ser penalizado. Este fator precisa ser ajustado de forma
apropriada para cada problema.
66

















Conforme abordado na seção 2.7.3, a arquitetura das AANNs consiste em
camadas de entrada e saída com a mesma dimensão dos vetores de medida,
além de 3 camadas internas ao longo das quais as informações são compri-
midas e reconstruídas.
Esta topologia foi aplicada para reconciliar as variáveis do reator e do
flash de forma separada. No flash as variáveis reconciliadas foram FFin,
Xi,F in, FFV , Xi,FV , FFL, Xi,FL, Tf e Pf . No reator, foram FRin, Xi,Rin,
FRout, Xi,Rout, Tr e Pr. Com relação às penalizações apresentadas na Equação
4.2, vale ressaltar uma diferença ao aplicá-las a cada um dos equipamentos.
No flash, temperatura e pressão não aparecem nas equações de balanço, o
que faz com que estas variáveis sejam afetadas apenas pelo termo referente
aos mínimos quadrados. Já no reator, Tr e Pr estão acoplados aos balanços
através das expressões das taxas - Equações 3.4-3.7. Isto faz com que estas
varáveis sejam afetadas por ambos os termos da Equação 4.2.
Foram utilizadas funções de ativação do tipo sigmoide nas camadas de
mapeamento e desmapeamento visando capturar a forte não-linearidade do
processo. Nas camadas de gargalo e saída foram utilizadas funções lineares
[31]. Também foi realizada uma busca para encontrar o número ideal de
neurônios das camadas internas, como será esclarecido mais à frente.
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4.5 Treinamento
Antes de iniciar o treinamento, os dados foram normalizados e divididos
de forma aleatória em um conjunto de treino e outro de teste. Metade das
3375 amostras foram utilizadas no treinamento. Foi utilizada a técnica de
otimização ADAM [28], baseada em gradiente e estimativas adaptativas in-
dividuais das taxas de aprendizado para cada parâmetro. A cada iteração,
o gradiente da função foi calculado utilizando todos os 1688 pontos do con-
junto de dados de treino. Para se determinar a interrupção da otimização, foi
utilizado um critério de convergência baseado no desvio padrão relativo dos
dados reconciliados σ̂rel. Este critério será melhor elucidado na Seção 4.6.
Após uma análise preliminar, também foi estabelecida a quantidade limite
de 35000 épocas para interromper cálculos incapazes de atingir o critério σ̂rel
estabelecido.
A cada iteração são calculadas médias móveis ponderadas exponencial-
mente do gradiente e do gradiente ao quadrado. Estes valores são então utili-
zados para determinar individualmente a taxa de aprendizado a ser utilizada
para cada um dos parâmetros treinados. As Equações 4.14-4.16 demonstram
como é realizado o cálculo dos parâmetros θ do modelo a cada t iteração:






















Em que θ é o vetor de parâmetros da rede que compreende os pesos wmn
e bn da rede, e α, β1, β2 e ε são parâmetros do método de otimização. O
primeiro deles, α, influencia o tamanho médio dos passos estimados. β1 e β2
determinam o quão rápido é o decaimento exponencial das médias móveis do
gradiente e gradiente ao quadrado. Por fim, ε é uma constante usada para
impedir instabilidade numérica em casos onde v̂ tende a zero.
Para β1 e β2 foram mantidos os valores de 0.9 e 0.99 inicialmente sugeridos
por Kingma & Ba [28]. Para o parâmetro α, o valor originalmente proposto
de 10−3 foi reduzido para 10−4 de modo a tentar assegurar uma convergência
mais suave. Para ε, foi usado o valor de 10−7, o padrão na implementação
da técnica no Tensorflow, um framework para a implementação de redes
neuronais em python [2].
Devido às modificações realizadas na função objetivo, o cálculo dos gra-
dientes via backpropagation também precisou ser modificado. A inserção do
segundo termo na Equação 4.2 introduz o cálculo de novas contribuições ao






). Para computar os
gradientes, foi utilizado o algoritmo de autodiferenciação da versão 2.2 do
Tensorflow [2].
4.6 Métricas
Para garantir que o modelo proposto atenda aos requisitos de redução de
ruídos e satisfação dos balanços, três métricas foram propostas e monitora-
das durante o treinamento. A primeira delas é expressa pela Equação 4.17
e calcula o erro quadrático médio dos dados reconciliados para cada uma
das K variáveis e Z amostras. Essa métrica utiliza os valores normalizados
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dos dados para contabilizar de forma equivalente as diferentes escalas das
variáveis. Contudo, seu valor só pode ser calculado caso os valores reais das


















A segunda métrica utilizada é o desvio padrão relativo - Equação 4.18,
que foi usada para determinar a interrupção da otimização. O seu valor re-
flete a razão entre o desvio padrão dos dados reconciliados e das medições.
Seu cálculo também foi realizado utilizando-se os valores normalizados das
variáveis para compensar as diferenças entre as escalas. Quando este indica-
dor se aproxima de 1, o valor dos dados reconciliados tende ao das medições,
o que indica que o estimador falhou em sua função de reduzir ruídos. Para
interromper o treinamento, utilizou-se σ̂rel = 0, 96. Este valor foi escolhido
calculando-se σ̂rel com o desvio padrão dos dados reais no numerador da
Equação 4.18, de tal modo que o treinamento é interrompido quando o des-
vio padrão dos dados reconciliados é aproximadamente o mesmo dos dados
reais. Este valor de 0, 96 também não estaria disponível em uma situação












Por fim, a terceira métrica utilizada consiste nas próprias violações de
balanço caracterizadas pelas Equações 4.5 a 4.6, 4.7 para o reator e 4.8 a 4.12
para o flash. Uma vez que a função objetivo escolhida reflete o compromisso
entre a tendência dos dados e a violação dos balanços, esta métrica também




Neste capítulo são abordados os resultados obtidos utilizando os modelos
descritos no Capítulo 4 e considerando diferentes combinações de parâme-
tros. Inicialmente, o desempenho da AANN é avaliado sem considerar as
penalizações na função objetivo, com a redução de ruídos sendo realizada ex-
clusivamente pela compressão dos dados na camada gargalo. Posteriormente,
são inseridas as penalizações através dos balanços de massa e da regulariza-
ção de Ridge, com o intuito de observar como eles afetam a variância e a
satisfação dos balanços pelos dados reconciliados. A influência do número de
neurônios da camada de gargalo também é estudada com o objetivo de se
determinar qual seria o número ideal de componentes principais não-lineares
a ser utilizado para reconciliar as variáveis em cada caso.
O número de neurônios das camadas internas de cada rede foi inicialmente
definido tomando-se como referência a dimensão do vetor de variáveis de
entrada. Para as camadas de mapeamento e desmapeamento foi utilizada
uma quantidade de neurônios próxima ao dobro do número de variáveis de
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entrada. Para a camada de gargalo, foi utilizada uma quantidade próxima à
metade da dimensão das variáveis de entrada. Esta referência para o tamanho
das camadas foi utilizada com o intuito de se garantir que a rede seja capaz
de captar a complexidade do modelo sem comprometer a compressão das
informações necessária para a reconciliação dos dados [32].
As figuras onde são apresentadas as distribuições das variáveis antes e
depois da reconciliação foram incluídas nos Apêndices A.3-A.10 para facilitar
a leitura do texto.
5.1 Reconciliação sem penalização
5.1.1 Flash
Inicialmente foram utilizados 32 neurônios para as camadas de mapea-
mento e desmapeamento, e 8 neurônios na camada de gargalo para recon-
ciliar os dados do flash. A Figura 5.1 mostra que o critério de σ̂rel = 0.96
para parada da otimização é satisfatório, uma vez que em torno dessa região
o EQM começa a aumentar.
As figuras no Apêndice A.3 mostram que essa configuração consegue
aprender o comportamento das variáveis mesmo sem a presença dos mo-
delos fenomenológicos na função objetivo. Contudo, nem todas as variáveis
reconciliadas apresentam valores mais acurados e menos ruidosos do que as
medições iniciais. A Tabela 5.1 apresenta a razão EQM(x̂′k)/EQM(x̃
′
k) e
mostra que o resultado para algumas variáveis como XC,FL, XB,FV e XD,FV
piora após a reconciliação. Essas variáveis têm em comum o fato de repre-
sentarem frações molares muito pequenas e possuírem um grau de incerteza
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Figura 5.1: Evolução de σ̂rel e EQM ao longo do treinamento. Treinamento
interrompido na linha pontilhada.
Fonte: produzido pelo autor.
maior com relação aos seus valores reais - Tabela 3.6. Isto possivelmente
torna mais difícil para a rede inferir seus valores a partir das medições, dado
que elas provavelmente apresentarem uma correlação mais fraca com os ou-
tros dados.
A Tabela 5.1 também evidência que há uma correlação entre a diminuição
do erro quadrático médio e o desvio padrão de cada variável. A segunda
coluna apresenta a razão entre o desvio padrão dos dados reais e das medições
para cada uma das k variáveis σ(x′k)/σ(x̃
′
k). A Figura 5.2 reforça que o
resultado piora em casos onde σ(x′k)/σ(x̃
′
k) se aproxima de 1.
Os resultados também apontam que os dados reconciliados atendem me-
lhor aos balanços de massa mesmo sem que estes sejam incluídos na função
objetivo. A Tabela 5.2 mostra a redução relativa das violações e o quanto os
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XA,F in 0,339460 0,780620
XB,F in 0,875681 0,989052












Fonte: produzido pelo autor.
balanços são violados pelas medições e pelos dados reconciliados.
5.1.2 Reator
Para o reator, foram utilizados 24 neurônios para as camadas de mapeamento
e desmapeamento, e 5 neurônios na camada de gargalo para reconciliação
preliminar. A Figura 5.3 mostra que o critério de σ̂rel = 0, 96 para parada
da otimização não é tão adequado quanto no caso do flash, uma vez o EQM
continua a diminuir após este ponto. Contudo, este critério apresenta a
vantagem de não ser necessário se conhecer precisamente o valor real das
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Figura 5.2: Relação entre a diminuição do Erro Quadrático Médio e σrel no
flash com λ = 0.
Fonte: produzido pelo autor.
variáveis, e portanto foi mantido.
O Apêndice A.4 mostra novamente que a rede consegue aprender o com-
portamento das variáveis mesmo sem o uso explícito dos balanços. É interes-
sante observar aqui que as variáveis XB,Rin e XD,Rin apresentaram compor-
tamento similar ao de XC,FL, XB,FV e XD,FV para o flash. Este resultado
era esperado, uma vez que as frações molares de B e D na entrada do rea-
tor são diretamente influenciadas pelas frações destes componentes na saída
do flash, e portanto sofrem dos mesmos problemas de baixa confiabilidade e
baixa correlação com os outros dados. A Tabela 5.3 é equivalente à Tabela
5.3 para o reator e apresenta o quanto cada variável melhora ou piora com a
reconciliação. Novamente, a Figura 5.4 reforça que o resultado da reconcilia-




Tabela 5.2: Violações de Balanço no flash com λ = 0.
Global A B C D
Reconciliados 2,2441 0,9451 0,4552 1,0435 0,258790
Medições 10,6478 4,6085 1,1785 5,4861 0,520144
Redução (%) 78,92 79,49 61,38 80,98 50,2466
Fonte: produzido pelo autor.
Figura 5.3: Evolução de σ̂rel e EQM ao longo do treinamento. Treinamento
interrompido na linha pontilhada.
Fonte: produzido pelo autor.
próximo de 1.
Novamente, os balanços passam a ser melhor atendidos após a reconcili-
ação mesmo sem a sua presença na função objetivo como mostra a Tabela
5.4.
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Fonte: produzido pelo autor.
Tabela 5.4: Violações de Balanço no reator com λ = 0.
Global A B C D
Reconciliados 4,158331 7,376192 6,565421 4,758213 3,420961
Medições 11,773091 33,568130 13,290157 19,340944 7,174345
Redução (%) 64,68 78,03 50,60 75,40 52,32
Fonte: produzido pelo autor.
5.2 Reconciliação com as violações de balanço
penalizadas
Nesta etapa os modelos são avaliados considerando λ > 0. Inicialmente,
foi feito para cada caso uma busca pelo melhor valor deste parâmetro, consi-
derando a mesma quantidade de neurônios nas camadas internas utilizados
na seção anterior. Na sequência, o efeito da quantidade de neurônios da ca-
mada de gargalo foi avaliado. Por fim, os resultados são comparados com os
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Figura 5.4: Relação entre a diminuição do Erro Quadrático Médio e σ̂rel no
reator com λ = 0.
Fonte: produzido pelo autor.
obtidos para λ = 0.
5.2.1 Flash
O melhor valor encontrado no flash para λ está em torno de 0, 25 como
mostra a Figura 5.5. A linha pontilhada corresponde ao EQM obtido para
λ = 0 e mostra que existe uma região onde os resultados melhoram com a
adição das penalizações. Quando são utilizados valores muito altos para λ,
o algoritmo tem dificuldade de convergir, e não consegue aprender satisfa-
toriamente a tendência dos dados. A razão EQM(λ = 0, 25)/EQM(λ = 0)
equivale a 0,7907, resultando em uma redução de 21% no EQM . Os re-
sultados no Apêndice A.5 parecem indicar que um pouco de bias é inserido
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nos dados reconciliados para o caso onde λ = 0, 25, principalmente para o
componente B. Este resultado não é surpreendente, uma vez que um dos
objetivos da reconciliação é diminuir a variância dos dados. Isto implica que
muito provavelmente o modelo deve ser influenciado pelo tradeoff entre erros
de bias e variância já reportado na literatura [23].
Figura 5.5: EQM em função de λ para o flash. Resultado para λ = 0
representado pela linha pontilhada. Melhor valor de λ = 0, 25 representado
por círculo maior em vermelho. Valores representados por círculos azuis
representam cálculos que não atingiram σrel = 0, 96.
Fonte: produzido pelo autor.
A Figura 5.6 mostra como evolui a razão fy(λ)/fy(λ = 0). Conforme λ
tende a zero, esta razão tende a 1, e vai diminuindo conforme a penalização
dos balanços aumenta. Nesta Figura é possível perceber o compromisso entre
os desbalanceamentos e o EQM. Por outro lado, a partir de um certo ponto,
os dados reconciliados passam a representar uma solução que atende aos
balanços mas está distante da solução desejada, o que pode ser observado
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pelo aumento do EQM.
Figura 5.6: Desbalanceamentos em função de λ para o flash. Melhor valor
de λ marcado com um x.
Fonte: produzido pelo autor.
Como o esperado, a rede é sensível ao número de neurônios na camada
gargalo. A Figura 5.7 mostra que o resultado melhora consideravelmente a
partir de uma determinada quantidade de neurônios e depois não varia tanto.
Os resultados no Apêndice A.6 mostram que, com 4 neurônios ou menos, a
rede tem dificuldade em estimar corretamente os valores das correntes. Isso
indica que 5 componentes principais não-lineares é o mínimo para que a rede
consiga prever a tendência de todas as variáveis. As violações de balanço
não parecem ser tão sensíveis a este parâmetro, mas é possível observar uma
tendência de crescimento, provavelmente devido ao aumento de ruídos pro-
vocados por permitir que mais informação se propague ao longo da camada
de gargalo. Com base nisso, provavelmente um número menor de neurônios,
entre 5 e 7, teria gerado resultados melhores do que a escolha inicial de 8.
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Figura 5.7: EQM e desbalanceamentos do flash em função do número de
neurônios da camada de gargalo.
Fonte: produzido pelo autor.
5.2.2 Reator
Para o reator, o λ ideal foi de 0,1 como pode ser observado na Figura 5.8.
Novamente, os resultados parecem melhorar com as penalizações, principal-
mente na região de λ entre 0,5 e 0,1. A razão EQM(λ = 0, 1)/EQM(λ = 0)
equivale a 0,8472, resultando em uma redução de 15% no EQM . Além disso,
as violações parecem também decrescer linearmente nessa região, sugerindo
que este parâmetro ajuda a encontrar soluções que atendem melhor aos ba-
lanços de massa - Figura 5.9. Neste caso, as estimativas obtidas para as
vazões molares foram levemente enviesadas - Apêndice A.7.
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Figura 5.8: EQM em função de λ para o reator. Resultado para λ = 0
representado pela linha pontilhada. Melhor valor de λ = 0, 1 representado
por círculo maior em vermelho. Valores representados por círculos azuis
representam cálculos que não atingiram σrel = 0, 96.
Fonte: produzido pelo autor.
Figura 5.9: Desbalanceamentos em função de λ para o reator. Melhor valor
de λ marcado com um x.
Fonte: produzido pelo autor.
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O reator também apresentou sensibilidade ao número de neurônios na
camada de gargalo. A Figura 5.10 sugere que 6 é o número ideal de neurônios
a ser usado e que o resultado melhora muito a partir de 5. Novamente, as
vazões molares foram as variáveis mais afetadas ao se utilizar um número
insuficiente de neurônios nesta camada - Apêndice A.8. Assim como no
flash, as violações de balanço apresentam uma tendência de crescimento com
o número de neurônios, reforçando a hipótese de que isso pode se dar por
uma maior tolerância a ruídos.
Figura 5.10: EQM e desbalanceamentos no reator em função do número de
neurônios da camada de gargalo.
Fonte: produzido pelo autor.
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5.3 Reconciliação com penalização de Tikho-
nov
Nesta etapa, os modelos são avaliados considerando o melhor valor de λ
encontrado na seção anterior e valores de l2 > 0. Para facilitar a comparação,
a quantidade de neurônios de cada modelo foi a mesma utilizada na busca
pelo λ ótimo e nos resultados preliminares.
5.3.1 Flash
Assim como ocorreu quando penalizamos usando apenas os balanços de
massa, existe uma região onde a regularização l2 produz melhorias no resul-
tado do modelo. A razão EQM(λ = 0, 25; l2 = 0, 0005)/EQM(λ = 0; l2 = 0)
equivale a 0,6968, resultando em uma redução de 30% no EQM , 10% melhor
do que para o caso com l2 = 0.Aqui, é interessante notar que bons resultados
foram obtidos em cálculos onde o modelo não conseguiu atingir σrel = 0, 96
mas ficou bastante próximo - curva verde pontilhada da Figura 5.12 - o que
sugere uma redução na variância dos dados.
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Figura 5.11: EQM em função de l2 para o flash. Resultado para l2 = 0
representado pela linha pontilhada. Melhor valor de l2 = 0, 0005 indicado
pelo círculo maior em vermelho.
Fonte: produzido pelo autor.
A tabela 5.5 mostra a evolução na redução dos desbalanceamentos para
os três casos estudados. A partir dela, é possível concluir que soluções que
atendem melhor aos balanços são favorecidas principalmente pela inclusão
dos balanços na função objetivo, enquanto as penalizações de Tikhonov pa-
recem não surtir um efeito tão significativo.
Tabela 5.5: Violações de Balanço no flash
Redução (%) Global A B C D
λ = 0, 0 e l2 = 0, 0 78,92 79,49 61,37 80,98 50,24
λ = 0, 25 e l2 = 0, 0 97,33 97,69 96,53 97,41 96,79
λ = 0, 25 e l2 = 0, 0005 98,78 98,73 97,11 98,43 97,04
Fonte: produzido pelo autor.
A figura 5.13 ilustram como as violações de balanço se comportam com a
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variação de l2. Estas apresentaram melhora na região próxima ao l2 ótimo.
Os resultados obtidos com λ = 0, 25 e l2 = 0, 0005 podem ser encontrados no
Apêndice A.9.
Figura 5.12: EQM em função de l2 para o flash. Resultado para l2 = 0
representado pela linha pontilhada. Melhor valor de l2 = 0, 0005 indicado
pelo círculo maior em vermelho.
Fonte: produzido pelo autor.
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Figura 5.13: Desbalanceamentos em função de l2 para o flash. Melhor valor
de l2 marcado com um x.
Fonte: produzido pelo autor.
5.3.2 Reator
A reconciliação no reator parece ser menos beneficiada com a inclusão da
penalização de Tikhonov em comparação com o flash. O melhor resul-
tado obtido, usando l2 = 0, 0004166, não apresentou um valor de EQM
significativamente mais baixo do que o caso utilizando apenas os balanços
como penalização como mostra a Figura 5.14. A razão EQM(λ = 0, 1; l2 =
0, 0004166)/EQM(λ = 0; l2 = 0) equivale a 0,8333, resultando em uma re-
dução de 16% no EQM , o que não representa um ganho expressivo para o
caso em que l2 = 0.
As violações de balanço também não apresentaram uma tendência con-
clusiva de melhora como mostram a Figura 5.15 e a tabela 5.6. Dados recon-
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ciliados no Apêndice A.10.
Figura 5.14: EQM em função de l2 para o reator. Resultado para l2 = 0
representado pela linha pontilhada. Melhor valor de l2 = 0, 0004166 indicado
pelo círculo maior em vermelho.
Fonte: produzido pelo autor.
Tabela 5.6: Violações de Balanço no reator
Redução (%) Global A B C D
λ = 0, 0 e l2 = 0, 0 64.68 78.03 50.60 75.40 52.32
λ = 0, 25 e l2 = 0, 0 97.27 93.48 95.29 93.75 94.44
λ = 0, 25 e l2 = 0, 0005 98.95 92.99 94.27 93.03 94.49
Fonte: produzido pelo autor.
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Figura 5.15: Desbalanceamentos em função de l2 para o reator. Melhor valor
de l2 marcado com um x.
Fonte: produzido pelo autor.
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Capítulo 6
Conclusão e sugestões para
trabalhos futuros
Com base nos resultados apresentados, é possível concluir que as redes au-
toassociativas foram bem-sucedidas na retificação dos dados, principalmente
para variáveis com valores de σk/σ̃k mais baixos. As RNs se mostraram ca-
pazes de aprender as correlações entre os dados e reduzir a magnitude dos
ruídos de medição mesmo na ausência dos modelos fenomenológicos. Além
disso, os resultados incluindo penalizações sugerem que o desempenho de
redes neuronais pode ser melhorado quando estas são combinadas com as
equações de balanço. Contudo, é importante destacar que a técnica utili-
zada ainda apresenta deficiências que precisam ser resolvidas, para que seja
possível implementá-la em uma situação real.
Dentre todas as limitações inerentes à abordagem escolhida, a dificuldade
em se avaliar o algoritmo na ausência de dados reais é sem dúvida a mais
proeminente. Embora o treinamento da rede seja realizado de forma não-
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supervisionada, os valores verdadeiros das variáveis foram imprescindíveis
para definir o critério de parada e impedir que o algoritmo fosse treinado a
ponto de reproduzir as próprias medições. Além disso, os dados reais também
foram utilizados para avaliar os hiperparâmetros do modelo, como o número
de neurônios das camadas internas, λ e l2.
Em uma situação real onde valores verdadeiros não são conhecidos, seria
necessário utilizar alguma estratégia alternativa para avaliar os hiperparâme-
tros e o critério de parada. Uma opção viável para este último seria estimar
os desvios padrão desejados das variáveis e calcular σrel de parada. Isso pos-
sivelmente viabilizaria a reconciliação às custas da inserção de um certo grau
de viés nos valores estimados.
Também é válido destacar que os resultados obtidos para as curvas de
desempenho dos hiperparâmetros foram bastante ruidosos. Para se ter uma
visão mais acurada da sensibilidade do modelo com relação a eles, seria válido
refinar as curvas com mais pontos e utilizar validação cruzada no cálculo de
cada um deles.
Com base nos resultados observados, sugere-se para trabalhos futuros ava-
liar a utilização de múltiplos modelos para realizar a reconciliação dos dados
em sistemas complexos. Ao se abordar sistemas com uma grande quantidade
de variáveis, é possível que modificações nos parâmetros do modelo contri-
buam positivamente para estimar um grupo de variáveis e negativamente
para estimar outro. Neste caso, é interessante estudar a sensibilidade das va-
riáveis a estes parâmetros de forma separada, e utilizar as configurações mais
favoráveis para reconciliar cada grupo. Além disso, devido à característica
das redes autoassociativas de atuar como um PCA não-linear, é possível que
componentes principais diferentes influenciem variáveis diferentes de forma
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distinta, reforçando a hipótese de que pode ser vantajoso separar as variáveis
em grupos para realizar a reconciliação.
De forma geral, parece haver ainda um longo caminho a ser percorrido
para que algoritmos baseados em Inteligencia Artificial estejam à altura das
técnicas clássicas na resolução do problema de RD. Todavia, sua versatili-
dade aliada à crescente disponibilidade de dados industriais tem feito com
que eles se tornem cada vez mais uma opção a ser estudada. O presente tra-
balho ajuda a reforçar a ideia de que combinar abordagens baseadas em IA
com modelos fenomenológicos e técnicas de regularização pode ser uma al-
ternativa promissora para melhorar o desempenho dessas técnicas e torná-las
vantajosas frente aos métodos clássicos.
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Resultados e distribuição dos
dados
101
A.1 Distribuição das variáveis
Figura A.1: Distribuição das vazões molares.
Fonte: produzido pelo autor.
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Figura A.2: Distribuição das composições na entrada do reator.
Fonte: produzido pelo autor.
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Figura A.3: Distribuição das composições na saída do reator/entrada do
flash.
Fonte: produzido pelo autor.
104
Figura A.4: Distribuição das composições na corrente líquida de saída do
flash.
Fonte: produzido pelo autor.
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Figura A.5: Distribuição das composições na corrente gasosa de saída do
flash.
Fonte: produzido pelo autor.
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Figura A.6: Distribuição de pressão e temperatura no reator e flash.
Fonte: produzido pelo autor.
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A.2 Distribuição dos desbalanceamentos
Figura A.7: Distribuição das violações no balanço de massa global no reator.
Fonte: produzido pelo autor.
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Figura A.8: Distribuição das violações no balanço de massa por componente
no reator.
Fonte: produzido pelo autor.
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Figura A.9: Distribuição das violações no balanço de massa global no flash.
Fonte: produzido pelo autor.
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Figura A.10: Distribuição das violações no balanço de massa por componente
no flash.
Fonte: produzido pelo autor.
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A.3 Flash com λ = 0 e l2 = 0
Figura A.11: Resultado da reconciliação para o flash com λ = 0 e l2 = 0.
Fonte: produzido pelo autor.
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Figura A.12: Resultado da reconciliação para o flash com λ = 0 e l2 = 0.
Fonte: produzido pelo autor.
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Figura A.13: Resultado da reconciliação para o flash com λ = 0 e l2 = 0.
Fonte: produzido pelo autor.
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Figura A.14: Resultado da reconciliação para o flash com λ = 0 e l2 = 0.
Fonte: produzido pelo autor.
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A.4 Reator com λ = 0 e l2 = 0
Figura A.15: Resultado da reconciliação para o reator com λ = 0 e l2 = 0.
Fonte: produzido pelo autor.
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Figura A.16: Resultado da reconciliação para o reator com λ = 0 e l2 = 0.
Fonte: produzido pelo autor.
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Figura A.17: Resultado da reconciliação para o reator com λ = 0 e l2 = 0.
Fonte: produzido pelo autor.
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A.5 Flash com λ = 0, 25 e l2 = 0
Figura A.18: Resultado da reconciliação para o flash com λ = 0, 25 e l2 = 0.
Fonte: produzido pelo autor.
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Figura A.19: Resultado da reconciliação para o flash com λ = 0, 25 e l2 = 0.
Fonte: produzido pelo autor.
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Figura A.20: Resultado da reconciliação para o flash com λ = 0, 25 e l2 = 0.
Fonte: produzido pelo autor.
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Figura A.21: Resultado da reconciliação para o flash com λ = 0, 25 e l2 = 0.
Fonte: produzido pelo autor.
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A.6 Flash com λ = 0, 25, 4 neurônios na camada
de gargalo e l2 = 0.
Figura A.22: Resultado da reconciliação para o flash com 4 neurônios na
camada de gargalo, λ = 0, 25 e l2 = 0.
Fonte: produzido pelo autor.
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Figura A.23: Resultado da reconciliação para o flash com 4 neurônios na
camada de gargalo, λ = 0, 25 e l2 = 0.
Fonte: produzido pelo autor.
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Figura A.24: Resultado da reconciliação para o flash com 4 neurônios na
camada de gargalo, λ = 0, 25 e l2 = 0.
Fonte: produzido pelo autor.
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Figura A.25: Resultado da reconciliação para o flash com 4 neurônios na
camada de gargalo, λ = 0, 25 e l2 = 0.
Fonte: produzido pelo autor.
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A.7 Reator com λ = 0, 1 e l2 = 0
Figura A.26: Resultado da reconciliação para o reator com λ = 0, 1 e l2 = 0
Fonte: produzido pelo autor.
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Figura A.27: Resultado da reconciliação para o reator com λ = 0, 1 e l2 = 0
Fonte: produzido pelo autor.
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Figura A.28: Resultado da reconciliação para o reator com λ = 0, 1 e l2 = 0
Fonte: produzido pelo autor.
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A.8 Reator com λ = 0, 1, 4 neurônios na ca-
mada de gargalo e l2 = 0
Figura A.29: Resultado da reconciliação para o reator com 4 neurônios na
camada de gargalo, λ = 0, 1 e l2 = 0.
Fonte: produzido pelo autor.
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Figura A.30: Resultado da reconciliação para o reator com 4 neurônios na
camada de gargalo, λ = 0, 1 e l2 = 0.
Fonte: produzido pelo autor.
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Figura A.31: Resultado da reconciliação para o reator com 4 neurônios na
camada de gargalo, λ = 0, 1 e l2 = 0.
Fonte: produzido pelo autor.
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A.9 Flash com λ = 0, 25 e l2 = 0, 0005
Figura A.32: Resultado da reconciliação para o flash com λ = 0, 25 e l2 =
0, 0005.
Fonte: produzido pelo autor.
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Figura A.33: Resultado da reconciliação para o flash com λ = 0, 25 e l2 =
0, 0005.
Fonte: produzido pelo autor.
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Figura A.34: Resultado da reconciliação para o flash com λ = 0, 25 e l2 =
0, 0005.
Fonte: produzido pelo autor.
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Figura A.35: Resultado da reconciliação para o flash com λ = 0, 25 e l2 =
0, 0005.
Fonte: produzido pelo autor.
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A.10 Reator com λ = 0, 1 e l2 = 0, 0004166
Figura A.36: Resultado da reconciliação para o reator com λ = 0, 1 e l2 =
0, 0004166.
Fonte: produzido pelo autor.
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Figura A.37: Resultado da reconciliação para o reator com λ = 0, 1 e l2 =
0, 0004166.
Fonte: produzido pelo autor.
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Figura A.38: Resultado da reconciliação para o reator com λ = 0, 1 e l2 =
0, 0004166.
Fonte: produzido pelo autor.
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