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Site specific farming systems have the potential to increase farmers' net income by 
reducing the use of agro-chemicals and applying variable rate technology for areas showing 
stable yield patterns. This study was designed to: (1) study yield patterns in given fields using 
variography; (2) seek correlation among soil attributes and yield data using GIS; and (3) 
simulate the effects of N-fertilizer and swine manure application rates on NO3-N losses with 
subsurface drainage water and crop yields. The results of this study showed that the spatial 
correlation lengths were found to vary from 40 m for com to about 90 m for soybean. The 
lack of temporal stability in either the large-scale deterministic structure or small-scale 
stochastic structure revealed that yield variability was not only controlled by intrinsic soil 
properties but also by other extrinsic factors including climate and management. Map overlay 
analysis showed that areas of lower yield in the vicinity of Ottosen and Okoboji soils for com 
in a central Iowa field were consistent from year to year whereas areas of higher yield were 
variable. Results from both GIS and statistical analysis showed that interactions between soil 
type and topography has a more pronounced effect on yield variability patterns for this field. 
The simulation component of the study showed that the Root Zone Water Quality 
Model (RZWQM, V. 3.25) predicted subsurface drain flow, NO3-N concentrations in 
subsurface drain water, NO3-N losses with subsurface drain water, and grain yields 
satisfactorily by showing an average difference of-10.9%, -7.2%, -5.6%, and 0.9% 
respectively, between predicted and observed values for all the N-fertilizer treatments for the 
years 1996 and 1998 for a central Iowa field. Model simulations for 1996 and 1998 showed 
that by doubling the N application, the grain yield increased on the average by 46% and NO3-
N losses increased by 42%. By increasing the N applications four times, the grain yields 
viii 
increased by 55% and NO3-N loss increased by 60%. These results showed that the increase 
in com yield was not linearly proportional to the N applications. 
The RZWQM was evaluated for fields located at Iowa State University's 
Northeastern Research Center, Nashua to evaluate the impact of swine manure application on 
NO3-N losses with subsurface drainage water under corn-soybean production system. The 
results of this study showed that the RZWQM the potential to simulate the effects of swine 
manure applications and crop rotations on NO3-N losses with subsurface drainage water. 
The GLEAMS CV. 2.1) was also evaluated at the same research site to simulate NO3-N losses 
with subsurface drainage water under com-soybean production system for field plots either 
fertilized with liquid swine manure or urea ammonium nitrate (UAN) solution. The results of 
the study showed that the GLEAMS model over-predicted NO3-N losses by +20% for 
manured plots and under-predicted NO3-N losses by -32% for UAN-fertilized plots. 
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CHAPTER I. GENERAL INTRODUCTION 
Introductioa 
Agricultural products fulfill most food and fiber requirements of human beings. With 
the passage of time, the increase in population and improved living standards have forced the 
agriculture sector to increase its production by using various improved agricultural inputs and 
practices. These inputs include biological inputs (crop varieties), mechanical inputs (farm 
mechanization), water inputs (irrigation systems) and chemical inputs. Use of chemical 
inputs such as herbicides, insecticides, and inorganic fertilizers have become an integral part 
of the intensification of agricultural production systems inspite of some of their negative 
effects on the environment. This high yield input strategy has been successful in narrowing 
the gap between food and fiber requirements and the growing population. However, at the 
same time it has also threatened the sustainability of land and water resources. The excessive 
use of agricultural chemicals has been identified as a major contributor to soil and water 
pollution (USEPA, 1995). Several studies have reported increased nitrate-nitrogen (NO3-N) 
concentrations in tile draiaage water and in deeper groundwater resources, as a result of 
higher application rates of nitrogen (N) fertilizer (Baker and Johnson, 1981; Kanwar and 
Baker, 1991). Non-point source pollution by nitrate-nitrogen (NO3-N) is of particular 
concern in the com-belt region of the United States, where extensive use of nitrogen (N) is 
made in com production. The global nitrate problem is most apparent in the North Central 
Region of the United States where 83 percent of the nation's com is produced and 53 percent 
of the commercial fertilizer is used (Power et al, 1998). 
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Farmers apply higher rates of fertilizers to increase their crop yields whereas the 
regulatory agencies emphasize the reduction in the use of agricultural chemicals. Under this 
situation, new strategies are needed, which can encourage farmers to reduce fertilizer usage 
voluntarily while maintaining their crop yield levels. One such system called precision 
farming (PF) has been recognized as a system potentially compatible between food 
production and envirormiental protection. A successful PF system is one. which can identify 
and manage the factors responsible for crop yield reduction and soil water pollution (Mulla 
and Schepers, 1997). PF is emerging as a promising method of improving agricultural 
efficiency while meeting environmental goals. PF makes use of the variable nutrient potential 
of the soils within a field. Soil texture, and soil physical and chemical properties vary greatly 
within a field and have an impact on soil fertility. The application of fertilizers slightly more 
than the required for optimum yield, showed significant nitrate leaching losses. Leaching of 
nitrate may occur at a higher rate from some parts of the field compared to others because of 
spatial variability in soil properties (Power et al., 1998). 
The concept of PF is an old one (Goering, 1993). In the earlier part of the 20"^ 
century, many scientists had recognized the fact that significant variability exists in soil 
properties such as nutrient status and organic matter levels (Waynick and Sharp 1919), and 
advised fanners to vary lime application rates (Linsley and Bauer, 1929). Although these 
scientists continued to report variability in soil properties and yield (Reed and Rigney, 1947; 
James and Dow, 1972), the mechanization of agriculture and larger implements treated the 
soil as a single homogenous imit by applying the same rate of agricultural inputs over the 
entire field. During the last decades, advancement in technologies and environmental 
concerns revitalized the idea of defining smaller soO. units and applying inputs as needed. 
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The PF uses a systems engineering approach for crop production based on some or all of the 
followings: i) position location technologies such as Global Positioning System (GPS): ii) 
geographic databases such as Geographical Information System (CIS); iii) computer 
modeling, and iv) automatic control of machine functions. The GPS helps in recording the 
location of different soil properties measured in the field. GIS has the ability to store, analyze 
and display spatial data (Tim and Jolly, 1994). It has also the capability to prepare and 
overlay data layers of different soil attributes such as soil type, topography, nutrient potential, 
and yield to delineate the boundaries of smaller soil units within a field based on variability 
in their production potentials. The response of these delineated areas to different agricultural 
management practices can be simulated using computer models. In addition to field and 
laboratory experiments, the use of computer models can provide a cost effective and efficient 
way to analyze the impact of various agricultural management practices on crop yields as 
well as on soil and water quality. This research study makes use of all these techniques to 
model site specific farming systems for agricultural productivity and environmental quality. 
The specific objectives of the study were to: 
i) determine the spatio-temporal variability in yield patterns using variography analysis. 
ii) use soil attributes and GIS to interpret spatial variability in yield patterns. 
iii) predict the impacts of N-fertilizer and swine manure application rates on crop yields 
and NO3-N losses with subsurface drainage water using computer simulation models. 
Dissertation Organization 
This dissertation is organized in a paper format. The dissertation has seven 
chapters. The first chapter includes a general introduction to the research topic, specific 
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objectives of the research study, and explains the organization of the dissertation. Chapters 2 
through 6 present one paper each covering specific objectives. 
The second chapter describes use of the median polishing technique, and variography 
analysis to investigate the spatial variability in yield patterns for field data collected at a farm 
near Story City, Iowa firom 1995-97. This paper takes into account the effect of large-scale 
deterministic structure and small-scale stochastic structure in explaining the total variance of 
yield patterns. 
The third chapter uses different soil attributes to explain yield variability of the study 
area firom 1995 to 1998. These attributes include bulk density, organic matter, cone index, 
plasticity index, aggregate uniformity coefficient, sand, silt and clay percentages as well as 
the quantified form of tilth coefficients i.e. Tilth Index. This paper also overlays the data 
layers of soil type, topography and yield data using ARC/INFO, GIS software, from 1995-98 
to interpret the interaction and possible correlation among yield pattern, topography and soil 
type. 
The fourth chapter describes application of the Root Zone Water Quality Model 
(RZWQM) to simulate the impacts of N-fertilizer application rates on crop yield and NO3-N 
losses with subsurface drainage water. This chapter presents the simulation of different N-
management scenarios on NO3-N losses with subsurface drainage water and crop yields. 
The fifth chapter includes the calibration and evaluation of RZWQM to investigate 
the impact of swine manure application on NO3-N losses with subsurface drainage under a 
com-soybean. production system, a common farming practice in Iowa. 
The sixth chapter compares the prediction of NO3-N losses with subsurface drainage 
water fiom manured and urea ammonium nitrate (UAN) fertilized plots using the GLEAMS 
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model. This chapter describes the potential use of this model to simulate the effect of manure 
and UAN fertilizer, commonly used nutrients in the farming community, on drainage water 
quality. 
Finally, the seventh and last chapter summarizes the overall conclusions of the study 
and suggests related topics for future research work. 
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CHAPTER 2. SPATIO-TEMPORAL ANALYSIS OF YIELD VARIABILITY FOR A 
CORN-SOYBEAN FIELD IN IOWA' 
A paper submitted to Transactions of the ASAE 
A. Bakhsh, D. B. Jaynes, T. S. Coivin, and R. S. Kanwar 
ABSTRACT 
Spatio-temporal analyses of yield variability are required to delineate areas of stable 
yield patterns for application of precision farming techniques. Spatial structure and temporal 
stability patterns were studied using 1995-97 yield data for a 25-ha field located near Story 
City, Iowa. Com was grown during 1995-96, and soybean for 1997. The yield data were 
collected on nine east-west transects, consisting of 25 yield blocks per transect. In order to 
compare yield variability among different crops and years, data were detrended using the 
median polishing technique. The trend surface accounted for the large-scale deterministic 
structure induced by treatments and landscape effects. After removal of the trend, the 
resulting yield residuals were used to analyze the small-scale stochastic variability using 
'Journal paper No. J-I8129 of the Iowa Agriculture and Home Economics Experiment Station. Ames lA. 
Project No. 3415. 
- The authors are A. Bakhsh, Graduate Research Assistant; R. S. Kanwar^ Professor, Department of 
Agricultural and Biosystems Engineering, Iowa State University; D. B. Jaynes, Soil Scientist; T. S. Coivin, 
Agricultural Engineer; USDA-ARS, National Soil Tilth Laboratory, Ames. Iowa LA 50011. 
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variography. The variogram analysis showed strong spatial structure for the yield residuals. 
The spatial correlation lengths were found to vary from about 40 m for com to about 90 m for 
soybean. The range parameter of the variograms showed a correlation coefficient of -0.95 
with the cumulative grov^ng season rainfall. The total variance of 1995 com yield was 
partitioned as 56% trend, 37% small-scale stochastic strucUire, and 7% as an interaction of 
both. Yield variance of 1996 com was about 80% trend and 20% small-scale stochastic 
structure. Contrary to com years, the total yield variance for soybean in 1997 was partitioned 
as about 25% trend and about 75% small-scale stochastic structure. The lack of temporal 
stability in either the large-scale deterministic structure or small-scale stochastic structure 
suggests that yield variability is not only controlled by intrinsic soil properties, but also by 
other extrinsic factors including climate and management. Long term yield data, studied in 
combination with climatic and management factors, may be necessary to delineate areas 
suitable for variable rate technology. 
Keywords: Yield variability. Median polishing, Semivariogram, Precision farming 
INTRODUCTION 
Current farming practices of intensive and uniform application of chemicals across 
the field have resulted in soil and water contamination. The United States Environmental 
Protection Agency (US-EPA, 1995) identified production agricultural as one of the major 
contributors to soil and water pollution. Farmers apply fertilizers and pesticides to increase 
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their crop yields. Regulatory agencies emphasize the need for a reduction in chemical use. 
Under this situation, it is necessary to develop strategies that encourage farmers to optimize 
chemicals while maintaining current crop yield levels. 
Soil characteristics vary from point to point within a field and vary in their potentials 
for crop production (Jaynes et al., 1995). A study conducted by Porter et al. (1998) 
demonstrated a high degree of inherent spatial yield variability during their lO-year study-
Farmers and researchers have long recognized variable yield potential for different soils, but 
prevailing technologies at these earlier times prevented implementation of varying rate 
applications (Goering, 1993). The present state of technology has made it possible to record 
yield variability across the field. On-board yield monitors can record geo-referenced yield 
data for a better understanding and improved assessment of the production capabilities of 
different field units (Ambuel et al., 1991). 
The consistency of the spatial and temporal structure of crop yield across the field 
needs to be investigated before implementing precision farming. Several researchers have 
analyzed yield patterns over space and time. Lamb et al. (1997) reported lack of grain yield 
stability during their 5-year study. They emphasized that a much longer term database may 
be required to develop fertilizer recommendations on site specific basis. Colvin etal. (1997) 
studied the yield patterns for a field located in central Iowa. They reported that only a few 
points exhibited yield stability during the 6-year study period. Jaynes and Colvin (1997) 
investigating the same corn-soybean field, found that factors controlling yield are dynamic, 
and relate to interaction among soil hydraulic properties and climatic patterns. Stein et al. 
(1997) emphasized the use of spatial analysis in reducing production risks and in formulating 
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variable resource allocation. Scharf and Alley (1993) applied nearest neighbor analysis to 
detect spatial yield variability from the random error term. Mulla (1991) determined that 
wheat yields were correlated to a distance of 70 m in a field located in the Palouse region of 
eastern Washington. Miller et al. (1988) reported a correlation distance of 80 m in a northern 
California wheat field. These studies concluded that a better understanding of yield 
variability across the field couid improve management practices by including spatial 
information about the availability of soil water and the nutrient status of the various field 
units. 
Yield may be thought of as a random variable that is a function of large-scale 
deterministic structure (or trend) and small-scale stochastic structure (Cressie. 1993). The 
separation of trend firom small-scale stochastic structure can be accomplished using the 
median polishing technique proposed by Cressie (1991). Mohanty and Kanwar (1994) and 
Cahn et al. (1994) applied this technique to reveal trend surfaces of soil physical and 
chemical properties. The residuals obtained from detrending the data by the median polishing 
technique can be used in variography analysis to study the small-scale stochastic structure. 
Variography analyses have been applied to yield data to examine the spatial dependency of 
the random function (Jaynes and Colvin, 1997). The comparison of variograms and trend 
surfaces of yield data over space and time scales can reveal the factors controlling the yield 
variability. These factors can then be considered when using variable rate application 
technology for enhancing environmentally safe crop production (Ambuel et al., 1994). 
The implementation of precision farming technologies requires delineation of the 
field areas with consistent yield response patterns before applying variable agricultural inputs 
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(Bakhsh et al., 1997). Geostatistical analyses have been reported as being useful in defining 
these areas for site-specific agricultural inputs (Cressie, 1993; Stein and Corsten. 1991). 
Therefore, this study presents a spatial analysis of a 3-year corn-soybean yield data collected 
at a field near Story City, Iowa to: 
• compare the stability of large scale and small-scale variations of 1995-97 yield data. 
• investigate the extent of spatial correlation for com and soybean yield residuals and their 
relationship with rainfall data. 
MATERIALS AND METHODS 
Study Area and Field Measurements 
The research site is a 25-ha subsurface-drained field located near Story City in Story 
County, Iowa, owned and managed by a farmer. Various field data firom the site have been 
collected since 1995 to assess the feasibility of precision farming practices. The soil survey 
(DeWitt, 1984) of Story Coimty indicates that soils of the study field are in the Kossuth-
Ottosen-Bode Soil Association. Most of the soils within this association are poorly drained 
with slopes ranging from 0 to 5%. A detailed soil survey of the field, conducted on a regtilar 
grid of 50 m X 75 m, showed that the field consists of about 50% Kossuth (388), 40% 
Ottosen (288), 8% Harps (95), and 2% Okoboji (6) soils (Figure 1). These soils are 
moderately sudted to com, soybeans, and small grains if adequate drainage is provided. 
The management practices of the study area included primary tillage by moldboard 
plow in 1995 and 1996, and chisel plow in 1997. The secondary tillage was done with 
12 
disking. Com was grown in the field in 1995-96 and soybean in 1997. Anhydrous ammonia 
was injected one week before planting in 1995 and 1996. Actual N-fertilizer treatments of 67 
kg/ha categorized as low (L), 135 kg/ha categorized as medium (M), and 202 kg/ha 
categorized as high (H), were applied in three blocks for 1995 and 1996; no nitrogen was 
applied for 1997. The order of treatment application in these three blocks varied from south 
to north of the field as LMH, HML, and LMH for 1995. and HML, HML, and LMH for 
1996. Yield measurements were made with the field-plot combine described by Colvin 
(1990). Com and soybean yields were measured on nine east-west transects, with 25 yield 
blocks per transect. The length of each transect was 500 m. Each yield block was 20 x 2.28 m 
in size. These transects formed a grid of 9 x 25 yield values. The distance among transects 
was controlled by drain spacing and varied from 25m in the north of the field to 37m in the 
south. The weight of the grain collected over each yield block was corrected for grain 
moisture (155 g/kg for com and 130 g/kg for soybean). The harvest line positions were 
consistent for all 225 data points for each year (1995,1996, and 1997). 
Statistical Analysis 
The descriptive statistics were computed using SAS (1985). To remove ±e effect of 
physical factors induced by crops, fertilizer treatments and years, the data were detrended by 
using the median polishing teciinique (Cressie, 1993). Jaynes and Colvin (1997) applied this 
technique to yield data for detrending. The technique estimates the grid yield () value as 
the simi of the overall median ( m), transect median (r ), column median ( c), and a residual 
term (i?), (eq. 1): 
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= / M  +  r , ( 1 )  
where subscripts / and j are the transect and column numbers of the grid. 
The median polishing technique may not capture all of the large-scale trends, as the 
trend orientation is not known a priori (Cressie, 1993). Therefore, an additional term was 
Included in eq. (1) to detect any further trend in the polished data (eq. 2): 
= m+r ,  -hCj  ^  g{ i - i ) { j  -  j )  +  R  , ,  (2) 
where / and j are the average transect and column number of the grid. To detect this 
additional trend, a regression analysis between Rij and (/—i)U -  j )  terms was done with 
zero intercept to check the significance level of the slope g. Only the soybean residuals 
(1997) showed the presence of an additional trend captured by this term. Hence, 1997 
residuals were adjusted by partitioning the residuals term from eq. (1) into two terms, 
— 0 (y  -  j )»  R , ,  eq. (2). The adjusted residuals were again regressed to detect the 
existence of any further trend, which was not detected. 
Variography analyses used in this study assume the data have a Gaussian distribution. 
Therefore, the outliers and the distribution of the residual yield data for the 3 years were 
checked by stem and leaf plots, box plots, and normal probability plots. The criterion used to 
identify outliers was the box plot. The box plot criteria adopted by SAS for outliers was (Ott, 
1993 ): 
lower and upper boundaries for mild outliers: Q1 - 1.5 (IQR) 
Q3 +1.5 GQR) 
(3) 
lower and upper boimdaries for extreme outliers: Q1 - 3(IQR) 
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Q3 + 3(IQR) 
where Ql, Q3, and IQR are the lower quartile, upper quartile, and interquartile ranges, 
respectively. The ordinary kriging module from GEOPACK (Yates and Yates. 1989) was 
used to estimate the replacement values for the outliers. A preliminary variogram mode! 
fitted to the residual data including outliers was used during kriging. In order to bring the 
data closer to a normal distribution, only extreme outliers (two values in 1996 and one in 
1997) were replaced by the kriged estimates before performing the final variography analysis 
(Mohanty and Kanwar, 1994). 
Stochastic Variability 
Experimental variograms were calculated firom the yield residuals after detecting and 
subtracting the large-scale deterministic variation from the yield data. All sample variogram 
computations and model fittings were performed using GEOPACK software, assuming 
isotropic conditions. The isotropic assumptions were verified by variography analysis, in 
north and east orientations. GEOPACK estimates the semivariance, defined as below: 
t Mh)  
m -  T  IZ(X,) - Z(.r, + h) f  m  
where y (h )  is the semivariogram estimator for lag distance h ,  Z fx i )  is the yield residual value 
at location xf and xci+h) ^  is the total number of sample couples. 
GEOPACK uses a nonlinear least square method to fit a model to the experimental 
variogram. Different models were tested for fitting the data. A spherical model was found as 
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the best fit based on correlation matrix between predicted and experimental values. The 
spherical model is defined as: 
0 < h < a  
(5) 
/ ( / z )  = c „ = c  h  >  a  
where h is the lag distance (ra) between pairs, Cq is the nugget, is the spherical component. 
c is the sill, and a is the range of the semivariogram. 
The appropriateness of the variogram model to the experimental variogram was 
checked using the cross-validation technique, proposed by Cressie (1991). This method 
involves estimating the value of the random function at every known sampling location while 
excluding the known value at that location during the estimation. The cross-validation 
procedure indicates an acceptable variogram model when the reduced mean and variance are 
approximately 0.0 and 1.0, respectively. 
The range values of the variogram models were regressed to examine the correlation 
between this spatial parameter and the cumulative growing season rainfall (March through 
mid-September) as reported by Jaynes and Colvin (1997). Rainfall data for 1996 and 1997 
were available from a weather station at the experimental site, whereas rainfall data for 1995 
were collected from Iowa State University's Agronomy farm about 25 km from the research 
site. Soil water variatioa occurring in the field as a result of change in season rainfall pattern 
and its interaction with hydraulic properties of soil and landscape may affect the spatial 
structure of the 5aeld pattern (MuUa and Scheper, 1997). 
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The CO variance matrix using SAS was calculated for each year's yield data in order to 
compute how the total yield variance was partitioned among the large-scale deterministic 
structure, the small-scale stochastic structure, and the covariance between the two. 
RESULTS AND DISCUSSION 
Descriptive statistics of corn-soybean yields for 1995-97 are show^i in Table I. The 
grain yield in 1996 was greater than in 1995, probably due to climate and nutrient carryover 
effect, as almost the same blocks of fertilizer treatments were retained for both years. Power 
et al. (1998; Figure 11) have reported greater amount of residual soil nitrates based on greater 
fertilizer application rates. The gro^dng season rainfall for 1996 (738 mm) was about 16% 
more than that of 1995 (637 mm), and 57% more than that of 1997 (469 mm). In 1997, 
soybean was grown and no N-fertilizer was applied. The 1997 yield showed less variability 
based on its interquartile range and standard deviation among the 3 years of data, due mostly 
to no application of fertilizer treatments and probably the N-fixing ability of soybean. Ahnost 
all of the data were found to be negatively skewed. The interquartile range was found to be 
greatest for 1996. Coefficient of variation (CV) was found to be geatest for 1996, and ranged 
from 5 to 20% for the 3 years of data. The same range of CV was observed by Jaynes and 
Colvin (1997) and Sadler et al. (1995). 
The output of the regression analysis of the additional term eq. (2) is shown in Table 
2. The slope g for com data (1995-96) was not found significant, whereas the slope for the 
soybean data was significant, and therefore the trend for 1997 was computed again using eq. 
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(2). Table 2 shows that the diagonal component for 1995 and 1996 may have been masked by 
management and N treatments for com. 
Initially, com yield residuals failed the Kolmogorov-Simrinov test for normality 
(Mood et al., 1974), whereas soybean yield residuals were found to follow the Gaussian 
distribution at a 5% level of significance. Before performing variography analysis, different 
transformation techniques such as logarithmic and exponential were used to seek normal 
distribution of the com yield residuals, but neither resulted in a normal distribution. The 
extreme outliers, indicated by the box plots (SAS Institute, 1985) were replaced by the kriged 
estimates for those specific locations. Only two extreme outliers from 1996 and one firom 
1997 were replaced, whereas no extreme outlier was found for the 1995 data. After replacing 
the outliers, the stem and leaf plots, box plots, and normal probability plots are shown in 
Figures 2 and 3. Mild outliers were not replaced, as the probability plots were ahnost straight 
lines. The approximate straight lines of the normal probability plots now showed that the data 
did not violate the assumption of normality (Ott, 1993). 
The spatiotemporal yield stability was investigated by developing a correlation matrix 
(unranked) between the nine transects (rows) for 3 years of data (Table 3). Transect-wise 
correlation was studied to examine the stability of the field production capabilities and to see 
if the same sites in each transect were giving higher or lower yields for each year. The 
correlation matrix for raw yield data was developed to compare its stability with that of the 
yield residuals. Only a few transects (5, 7, 8, and 9) showed significant stable correlation for 
raw yield and yield residual data for a few years. 
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The correlation matrix for yield residuals showed that the first transect has significant 
positive correlation for com years. The fifth transect showed a significant negative 
correlation between soybean and 1996 com crops. The seventh transect showed positive 
correlation for com years. The eighth and ninth transects also showed a positive correlation 
between com and soybean crops for only 1996. About 1 B% of the transects showed 
significant correlation between yield data for any two years. No single transect showed stable 
yield pattern among 3 years of data. 
The correlation coefficients for the overall trend surface for all transects for years 
1995 and 1996, 1995 and 1997 were foimd to be about 0.44 and 0.43 respectively, whereas 
for years (1996 and 1997) it was about 0.10. Better correlation between 1995 and 1996 might 
be explained with the same crop and almost the same N fertilizer treatments during both 
years. The poor relationship between 1996 and 1997 data could have resulted from the higher 
yield variability in 1996, no N-fertilizer application for 1997, and the different crop in 1997. 
The amount and pattern of growing seasonal rainfall of 738 mm in 1996 was different from 
the rainfall of469 mm in 1997. 
Large-scale Variability 
The large-scale deterministic stmcture of the yield was investigated by developing the 
trend surface computed from median polished data (eq. I and 2). To compare the trends for 
different crops, treatments, the trend data were normalized by division with the overall 
median of the respective year. The trend surfaces for the 3 years of data are shown in Figure 
4. The normalized trend surfaces show the effect of the fertilizer treatments. The trend 
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surface for 1995 is smoother than that of 1996, whereas the trend surface of 1996 is highly 
variable. Both reflect the effects of low, medium, and high N- fertilizer treatment pattern 
(Figure 4). No N-fertilizer treatment was applied in 1997, therefore the trend surface for 1997 
shows a relatively plane surface. The more pronounced pattern of 1996 may be due to 
repetition of N-fertilizer treatments and greater amount of rainfall. These trend surface plots 
show that the median polishing technique can be helpflil in delineating areas of the field with 
low, medium, and high yield transects. The trend surface plots for 1995 and 1996 follovved 
closely the low (L), medium (M), and high (H) N-fertilizer treatment effects, whereas the 
1997 trend surface plot may show the intrinsic nutrient potential of the field, as the trend 
surface for 1997 does not show any carryover effect of the fertilizer treatment from 1996. 
The variable amount of rainfall during the study period might have affected the nitrate-
nitrogen leaching and in turn any carryover effect from year to year. 
The trend surfaces can be explained better by combining the information from 
correlation matrix for the raw yield data. The transects with significant correlation 
coefficients (Table 3) for raw yield data can be verified by viewing the trend surfaces for 
those transects (Figure 4). The column-wise correlation coefficients among the trends for 
1995 and 1996, 1996 and 1997, and 1995 and 1997 were found to be about -0.07,0.25, and 
039, respectively. These poor correlations may be due to landscape effect and management 
practices. The trend smface analyses and correlation coefficients also show that yield patterns 
were more stable along transects compared with colimm trends. The crop management 
operations were also performed along the transects. This relative transect-wise stability 
might be attributed to the treatment effects dominating the intrinsic spatial variability. 
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Small-scale Variability 
Figure 5 shows the variogram analysis of the yield residuals. A spherical model was 
fitted to the experimental variogram. No nugget effect was found for com in both years of 
1995 and 1996. However, a nugget effect was found in case of soybean for 1997. The nugget 
accounts for the microscale variability, which may have been masked in the com data, due to 
higher variance for com yield compared with that of soybean. The spherical models fitted 
each experimental variogram well, showing correlation coefficients of 0.99. 0.98 and 0.93 for 
1995, 1996 and 1997 data, respectively. The range varied fi^om about 40 m for com to about 
90 m for soybean. The range of spatial dependency for soybean was more than twice that of 
com. The reason for the increase in correlation scale for soybean is not known, but might be 
attributed to the effects of climate. Sill values of 0.22 and 0.49 (Mg/ha)~ were, respectively 
found for 1995 and 1996 com yield data and 0.018 (Mg/ha)~ for soybean. The different sill 
values represent the magnitude of the small-scale stochastic variability for each year. 
The cumulative growing season rainfall was used to explain the spatial variation in 
yield since an earlier study by Jaynes and Colvin (1997) pointed to such effect. The presence 
of correlation between rainfall and range was foimd significant, as shown in Figure 6. The 
correlation coefficient between range and rainfall was -0.95. Despite less data points, this 
result contradicts the positive slope of range versus rainfall found by Jaynes and Colvin 
(1997) and shows that the relationship between range and rainfall may vary firom field to 
field. The negative correlation between range and rainfall needs to be studied in combination 
with crop, fertilizer and climate effects, as they were changing from year to year. This 
analysis shows that rainfall may be an important factor contributing to jdeld variability. 
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Components of Yield Variability 
Variance distribution of yield data is shown in Table 4. The statistical analysis 
showed that 56% of the total variance of the 1995 yield data was explained by the large-scale 
deterministic structure, while 37% was attributed to the small-scale stochastic structure, and 
about 7% was from an interaction between the two sources of variation. For the 1996 yield 
data, the trend represented 80% of the variability, and the remainder was covered by the yield 
residuals. The 1996 data showed a greater effect of fertilizer treatments, and therefore trend 
was more dominant compared with that of 1995. This is due to the same N-fertilizer 
treatments being repeated on nearly the same transects. The 1997 year did not receive any 
fertilizer treatment and, therefore, trend explained only about 25% of the yield variability. 
The stochastic variability was more dominant as it captured about 75% of the yield 
variability. 
The lack of temporal stability in either the large-scale deterministic strucmre or small-
scale stochastic structure shows that crop yield variability is not only controlled by intrinsic 
soil properties but also by extrinsic variables such as climate and management factors. The 
weed intensity and water stress may vary from year to year. The carryover effect of fertilizer 
application as a function of rainfall amount may also vary from year to year. In total these 
factors may affect the spatial as well as temporal variability in measured crop yield. It may 
be necessary to include various climate and management factors, in addition to soil factors, 
before detailed diagnosis of the yield pattern over a long duration can be described-
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SUMMARY AND CONCLUSIONS 
Yield data of 3 years (1995-97) were analyzed for improved understanding of the 
spatial variability and temporal pattern of yield across a 25-ha field. Com and soybean were 
grown during the study period, and different fertilizer treatments were applied. In order to 
compare yield pattern among different crops and years, data were detrended using the median 
polishing technique. This technique was successful in removing the trend due to fertilizer 
treatments from the overall yield patterns. The surface trend plots revealed the difference in 
normalized yield pattems based on the different levels of N-applications. 
The variogram analysis showed strong spatial conelation of the small-scale yield 
variability. The zero nugget effect for com may be attributed to the higher variance in the 
yield data that masked the microscale variability. Due to a relatively smaller variance, 
soybean data showed a nugget effect which represents the inherent unsampled microscale 
variability. The sill value ranged from 0.22 to 0.49 (Mg/ha)". The value of range was 
consistent for com (40 m), but was significantly higher for soybean (92 m). The range 
showed high negative correlation coefScient of -0.95 with the rainfall. The sill values 
differed from year to year, whereas range differed from crop to crop. The sill variation might 
have been caused by rainfall variability. The reasoa for range variation between crops is not 
known, but might have been affected by management factors such as crop rotation, fertilizer 
treatments, or weed intensity. 
The total yield variance was studied by splitting it into two main components, one 
caused by the large-scale deterministic structure and the other contributed by the small-scale 
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stochastic structure. This variance distribution analysis showed that the large-scale 
deterministic structure was dominant in com due to fertilizer treatments that masked the 
stochastic variability, whereas the small-scale stochastic structure explained about 75% of the 
total yield variance for soybean where no fertilizer was applied. However, the magnitude of 
the variance caused by either the large-scale deterministic structure or the small-scale 
stochastic structure varied from year to year and from crop to crop. This lack of temporal 
stability in spatial yield pattern may be due to the rainfall pattern changing from season to 
season; which in turn causes changes in water stress and nutrient availability. The significant 
negative correlation of range with rainfall shows that small-scale variability is being 
controlled by factors induced directly or indirectly by rainfall. However, the relationship of 
range with rainfall showed a trend different from that found by Jaynes and Colvin, (1997). 
This analysis shows that range vs rainfall relationship may vary from field to field. The lack 
of stability in large scale and small scale variation suggest that longer duration yield data 
analyses are required to understand and quantify the impact of various climatic, and 
management factors and their interaction with soil properties on variable yield patterns. 
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Table 1. Descriptive statistics for corn-soybean yield (Mg/ha) data collected at 225 
location of a 25-ha field 
Statistics Grain yield Median polish yield Yield residual 
1995 1996 1997 1995 1996 1997 1995 1996 1997 
Mean 7.87 8.78 3.59 7.94 8.86 3.61 -0.07 -0.11 -0.01 
Median 7.93 9.43 3.60 7.94 9.57 3.61 0.00 0.00 0.00 
Standard deviation 0.77 1.77 0.17 0.57 1.61 0.09 0.46 0.79 0.15 
Skewness -0.54 -0.74 0.09 0.13 -0.73 0.09 -0.48 -1.19 -0.03 
Kutosis 0.32 -0.76 0.87 1 p
 
-1.03 -0.14 0.43 4.48 1.47 
Min 5.49 3.97 3.06 6.73 5.62 3.38 -1.61 -4-34 -0.47 
Max 9.81 11.10 4.30 9.47 11.07 3.86 0.92 2.00 0.60 
Inter quartile range 0.98 3.06 0.20 0.82 2.66 0.13 0.48 0.75 0.13 
Coeff. of variation 9.80 20.10 4.70 7.20 18.20 2.49 -622 -745 -1500 
Table 2. Regression analysis between Rij and (/—/)(/-y) for slope significance 
Years d.r. intercept Regression Coefficient. P-value for coefficient 
1995 1 0 -0.006 0.83 
1996 1 0 0.046 0.31 
1997 1 0 om 0.0 r 
significant at 5% level of significance. 
Table 3. Correlation matrix for 1995-97 yield data 
Correlative Years 
Rows Raw Yield Data Yield Residual 
95:96 96:97 95:97 95:96 96:97 95:97 
1 -0.09 0.33 0.01 0.46' 0.31 0.30 
2 0.19 -0.03 0.34 0.20 -0.04 0.22 
3 0.39' 0.09 0.15 0J28 -0.15 0.22 
4 0.39' -0.02 0.02 0.02 -0.21 •0.07 
5 -0.17 -0.69' 0J3 -0.09 -0.67* 0.09 
6 0J20 -0.01 0.40* -0.26 -0.02 -0.02 
7 0.43* 0.02 -0.07 0.63' 0.15 0.08 
8 -0.07 0.56* -0.16 0.01 0.46* 0.01 
9 0.33 0.66* 0.07 0.09 0.41* 0.01 
Table 4. Variance (Mg/ha)^ distribution of the yield data 
Years Total Yield Trend Residual Covariance 
Variance Variance Variance trend.Tesidual) 
1995 0.59 0J3 (56%) 022 (37%) 0.04 (7%) 
1996 3.13 2.59 (83%) 0.63 (20%) -0.09 (-3%) 
1997 0.03 0-01 (29%) 0.02 (76%) -0.001 (-5%) 
Total yield variance=Trend variance + Residual variance + 2* Covariance (trendaresidual) 
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Figure 1-Soil type, topographic map of the study field showing data sampling sites. 
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CHAPTER 3. USING SOIL ATTRIBUTES AND GIS FOR INTERPRETATION OF 
SPATIAL VARIABILITY IN YIELD' 
A paper to be submitted to Transactions of the ASAE 
A. Bakhsh, T. S. Colvm, D. B. Jaynes, R. S. Kanwar, U. S. Tim" 
ABSTRACT 
Site specific farming methods have the potential to increase farmers' net returns with 
possibly reduced inputs. A study was conducted to investigate the relationship between soil 
attributes and com (Zea mays L.)-soybean (Glycine max L.) yield variability using four years 
(1995-98) of yield data from a 25-ha field located in central Iowa. Com was grown in this 
field during 1995, 1996, and 1998, and soybean was grown in 1997. The yield data were 
collected on nine east-west transects, consisting of 25-yield blocks per transect. In order to 
compare yield variability among crops and years, yield data were normalized based on N-
fertilizer treatments and were used in the subsequent analysis. The soil attributes of bulk 
density, cone index, organic matter, aggregate uniformity coefficient, and plasticity index 
' Journal Paper No. 18458 of the Iowa Agriculture and Home Economics Experiment Station, Ames, lA 
Project No. 3415. 
^ The authors are A. Bakhsh, Graduate Research Assistant; R. S- Kanwar, Professor; U. S. Tim, Associate 
Professor, Department of Agricultural and Biosystems Engineering, Iowa State University; T. S. Colvin, 
Agricultural Engineer; D. B. Jaynes, Soil Scientist; USDA-ARS, National Soil Tilth Laboratory, Ames, lA 
50011. 
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were determined from the field data collected at 42 soil sampling sites in the field. The 
correlation matrix and stepwise regression analysis under different soil types of the field 
revealed that the Tilth Index did not show a significant relationship with the yield data for 
any year and may need modification in its suitability ranges of tilth coefficients for this field. 
The regression analysis showed a significant relationship of soil attributes to yield data for 
Harps and Ottosen soils. This was fiirther explored during map overlay analysis of yield, soil 
type, and topography performed with ARC/INFO, GIS software. The statistical and GIS 
analysis carried out in this study, both concluded that Ottosen soil has a significant 
relationship with yield patterns. The map overlay analysis showed that higher-yield polygons 
may be influenced partly by management practices and partly by topography at lower 
elevations, whereas the areas of lower-yield polygons may be influenced by Okoboji and 
Ottosen soils when studied in combination with topography and management practices. Map 
overlay analysis showed that areas of lower yield in the vicinity of Ottosen and Okoboji soils 
for com were consistent from year to year whereas areas of higher yield were variable. GIS 
and statistical analysis both concluded that interaction of soil type and topography have 
influence on yield variability patterns for this field. 
Keywords. Crop yield. Tilth Index, Spatial variability, GIS. 
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INTRODUCTION 
Today's scientists are facing many challenges in developing strategies for sustainable 
crop production systems. The focus of earlier efforts in the 1960s increased crop yield by 
twofold or more by applying high-yield agricultural inputs (Bottrell and Weil, 1995). These 
inputs were comprised of biological inputs (crop varieties), mechanical inputs (farm 
mechanization), water inputs (irrigation systems), and chemical inputs. Use of chemical 
inputs such as herbicides, pesticides, and fertilizers have become an integral pan of the high-
yield package despite some of their negative effects on the environment. This high-input 
strategy has been successful in narrowing the gap between food and fiber requirements and 
the growing population. At the same time, however, it has threatened sustainability of soil 
and water resources. Excessive use of agricultural chemicals has been identified as a major 
contributor of soil and water pollution (USEPA, 1995). Several studies have reported 
increased nitrate-nitrogen (NO3-N) concentrations in tile drainage water and in deeper 
groundwater resources as a result of higher application rates of nitrogen (^0 fertilizer (Baker 
and Johnson, 1981; Kanwarand Baker, 1991). 
A major problem in ail countries is the need for adequate food availability. Therefore, 
researchers are struggling to find a system capable of both food production and 
environmental protection. This system has been recognized by different names such as 
precision farming, site specific farming, prescription farming, variable rate technology, 
spatially variable agricultural production system, computer aided farmings and many others 
that intend either to produce more firom the same inputs or produce the same with less inputs 
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(Blackmore, 1994). Precision farming is emerging as a promising method of improving 
agricultural efficiency while meeting environmental goals. The research conducted by the 
Management System Evaluation Areas (MSEA) in Missouri showed that the use of a variable 
N application rate, based on the depth of top soil above clay pan, reduced nitrogen fertilizer 
use by 15% while giving similar grain production as with uniform N management on clay 
pan soils (Power et al., 1998). A study conducted on yield variability within a central Iowa 
field suggested that implementation of precision farming practices will reveal both 
difficulties, i.e., application of site-specific inputs, and opportunities, i.e., increase in net 
returns and environmental protection (Colvin et al., 1997). Another study demonstrated that 
farming soils, not fields had additional returns of $21.68 to $23.51 per acre with optimized 
soil treatments than the field treatment (Carr et al., 1991). Site Specific Management (SSM) 
has demonstrated in one study that by spraying just the mapped weed patches, herbicide use 
was reduced by 65% (Kvien et al., 1995). SSM reduced fertilizer inputs by 20 to 30% and 
improved nitrogen-input efficiency by 10 to 20% for com production in another study 
(Kitchen et al., 1994). Brown and Steckler (1995) reported that the use of prescription maps 
can reduce herbicide use by more ±an 40% to control weedy sub-areas of the field. These 
studies exhibit the promising potential of precision farming for economical and 
environmental benefits. The motive behind this technology is making use of the spatial 
variability of fields. Soil characteristics vary firom point to point within a field and have 
impact on the use, fate, and transport of chemical inputs as well as on crop yield (Jaynes et 
al., 1995). Mulla et al. (1992) reported that soil-fertility variations can be so extensive that 
some portions of a field require no fertilizer application, while others require significant N or 
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P. The large variations found in nutrient levels and crop yields support the need for variable 
rate fertilization (Penny et al., 1996). 
In addition to nutrient availability, crop yield has been reported to be affected by 
many factors that affect the soil moisture availability to plants and the root/shoot 
development processes (Verhagen and Bouma, 1997; Sadler and Russel, 1997; Mulla et al.. 
1992). Researchers have also identified some factors such as bulk density (BD), uniformity 
coefficient (UC), organic matter (OM), cone index (CI), and plasticity index (PI) that 
represent the degree of soil environment suitability for plant growth development (Canarache 
et al., 1984; Cassel, 1982). Singh et al. (1992) used values of soil attributes of BD. UC. OM. 
CI, and PI to calculate the Tilth Index (TI) that ranges from 0 for conditions unusable by the 
plant to 1 for a soil that is aonlimiting for plant growth. They also found that TI positively 
correlated with yields of com and soybean. 
The precision farming concept incorporates spatial variability of the soil attributes and 
requires application of inputs on a site-specific basis to enhance productivity and profitability 
while improving environmental quality (Bakhsh et al., 1998). Emerging technologies have 
the potential to discriminate yield variability at a refined resolution and prepare yield maps 
via the global positioning systems (GPS) and the geographical information systems (GIS) for 
interpretation of yield patterns and their interaction with the soil attributes. Yield maps may 
also help farmers to identify areas within a field where agricultural inputs can be optimized to 
increase farmers' returns and improve environmental quality (Pierce et al., 1997). A smdy 
conducted by Yang et al. (1998) using GIS found that topographic attributes have an 
influence on crop-yield variability in the Palouse region. Many researchers have found that 
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spatial variations in yield within a given year are controlled by soil properties and landscape 
features that affect patterns in plant available water-holding capacity or soil drainage and 
aeration (Jaynes and Colvin, 1997; Mulla and Schepers, 1997). Bakhsh et al. (1998) reported 
a lack of temporal stability in large-scale deterministic structure as well as small-scale 
stochastic structure of yield while investigating a field in central Iowa. They also found that 
yield variability may not only be controlled by intrinsic soil properties but also by other 
extrinsic factors such as climate, management, and topography. The effect of soil and 
topographic attributes on yield variability can be explained better when data layers of soil 
attributes are overlayed on the yield data layers. The GIS software has the capability to 
generate and overlay various data layers in order to investigate their interaction with each 
other over the space and time domain (Tim and Jain, 1995). Crop yield is an outcome of 
many complex soil and climatic factors, and their effect on yield can be better interpreted 
through the use of map overlay capability of GIS. This study presents an approach to 
interpreting yield variability by correlating soil attributes and Tilth Index with yield data, 
based on sub-unit areas of the field for different soils. The study also used the map overlay 
capability of GIS to investigate the effect of soil type and topography on the occurrence of 
yield patterns for a field located in central Iowa. The specific objectives of the study are: 
• to investigate the relationship of soil attributes of bulk density, uniformity coefficient, 
organic matter, cone index, plasticity index, percent clay, percent sand, and the Tilth 
Index with yield data of four years (1995-98) based on sub-unit areas of a particular soil 
in the field. 
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to integrate yield, soil type and topographic data layers in order to explain the spatio-
temporal variability in yield pattern. 
MATERIALS AND METHODS 
Study Area 
The study site is a 25-ha field, owned and managed by a farmer near Story City. Iowa. 
This field has been under various investigative studies since 1995 to interpret the spatial and 
temporal patterns of yield variability and its causes. The soil survey of Story County 
indicates soil series of the Kossuth-Ottosen-Bode Association for this field. This association 
is characterized by broad, nearly level areas that have many convex rises and concave 
depressions. Most of this association consists of poorly drained soils. Drainage ditches and 
large tile systems provide outlets for drainage. Slopes range from 0 to 5 %. A detailed soil 
survey was made of the field in 1997 and showed that the field consists of Kossuth (fine-
loamy, mixed, mesic Typic Haplaquolls), Ottosea, (fine-loamy, mixed, mesic Aquic 
Hapludolls), Harps (fine-loamy, mesic Typic Calciaquolls), and Okoboji (fine, 
montmorillonitic, mesic Cumulic Haplaquolls) soils. About 50 % of field is Kossuth, 40% is 
Ottosen, 8% is Harps, and 2% is Okoboji. The Kossuth silty clay loam with 0 to 2 % slope, is 
a nearly level, poorly drained soil on slightly convex to slightly concave upland slopes. 
Typically, the surface layer is black silty clay loam about 200 mm thick. This soil is well 
suited to com, soybeans, and smaU grains and to grasses and legianes for hay and pasture, if 
adequately drained. The Ottosen clay loam with 1 to 3 % slope is gently sloping, somewhat 
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poorly drained soil on slightly convex knolls or uplands. Typical areas are 0.8 to 4 ha with 
irregular shape. Permeability of this soil is moderately slow in the upper part and moderate in 
the lower part. Surface runoff is slow. The soil has a seasonal high water table. The Harps 
loam with I to 3% slope, has gentle slope and poor drainage. Harps soil is on plane or 
slightly convex positions, typically on rims of larger upland depressions. Harps soil is 
moderately permeable, and surface runoff is slow. Finally, the Okoboji silty clay loam with 
0 to I % slope is level and very poorly drained soil in upland depressions. Permeability of 
this Okoboji soil is moderately slow, and surface nmoff is slow or ponded. This soil is 
moderately suited to com, soybeans, and small grains if adequate drainage is provided 
(DeWitt, 1984). 
Figure 3 presents the layout of harvesting positions, soil type, and topography of the 
field. The highest elevation of 104 m occurred at the north-west comer of the field whereas 
the minimum elevation of 99 m occurred at the south-east comer of the field. The aspect of 
the field is towards the south-east. A soil type and topography relationship is not obvious 
from the field layout. The positions of 42 sampling sites are shown to represent the various 
soil types and variable yield patterns of the field. 
Management Practices 
Com was grown in the field in 1995, 1996, and 1998, and soybean was grown in 
1997. Primary tillage practices consisted of moldboard plow or chisel plow and harrowing for 
seedbed preparation. Weed control is achieved by herbicide application and cultivation. 
Fertilizer treatments of 67 (L), 135 (M), and 202 (H) kg/ha of nitrogen (N) were applied in 3 
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blocks per treatment for 1995 and 1996. The N fertilizer treatments in 1998 were reduced to 
57 (L), 115 (M), and 172 (H) kg/ha. The pattern of fertilizer treatments to investigate the 
losses of NOj-N in tile drainage water and soil profile was LHM, HML, and LMH in three 
blocks for 1996 and HML, PIML and LMH for 1998. 
Yield Monitoring 
Yield measurements were made with the field-plot combine measurement system 
described by Colvin (1990). Cora grain yields were measured on nine east-west transects 
using a John Deere 4420 combine" during 1995-98. The combine was operated for a 
measured length (20 m) along each line and then halted to measure grain weight and moisture 
contents. Position was measured by dead reckoning. Twenty-five segments were measured 
for each harvested transect. The average length of each segment was 20 m and a width of 
2.28 m. The weight of grain collected over the segment was measured and 
corrected for grain moisture. Harvest line positions and total lengths were consistent for 
1995-98. The position and yield for each transect was recorded manually throughout the 
experiment. 
Data Manipulation 
This study aimed at establishing the spatial patterns and relationships between soil 
attributes and crop yield. Therefore, it was imperative to remove the treatment effects. Yield 
data were analyzed on a treatment basis, and their efiect was removed with a normalization 
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technique. The normalized crop yield data for all the years were used in the subsequent 
analysis. Descriptive statistics were computed using SAS (SAS,1985) to check 
the kurtosis and skewness of the data. The yield data were normalized for each treatment to 
compare and conelate them with different treatments, crops, years, and soil properties. An 
approach proposed by Jaynes and Hunsaker (1989) was used in calculating the normalized 
yield: 
where Zj is the normalized yield data, is the yield data for treatment j, y ^ is the median 
of yield for jth treatment, and Sj is the estimate of yield variation for jth treatment. Median 
estimates were used for y. (Cressie, 1991) because yield was not normally distributed 
whereas the interquartile range (Mood et al., 1975) was used as an estimate of . As robust 
estimators, the median and interquartile range reduce the impact of outliers and non-
normality on the calculation of (Colvin, et al., 1997). These normalized yield data were 
used in developing the correlation matrix, performing multiple regression analysis (stepwise), 
and in generating data layers for GIS application. 
Soil Attributes Measurement 
The soil attributes measured in the field and determined from analysis of field 
samples in the laboratory were based on (a) Tilth Index computation requirements i.e, bulk 
* Use of trade names is for reader information and does not imply endorsement by Iowa State University or 
USDA-ARS. 
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density (BD), cone index (CI), organic matter (OM), uniformity coefficient (UC), and 
plasticity index (PI) and (b) soil type and topography. Forty-two soil sampling sites 
associated with yield plots were selected at various locations of the field considering the 
spatial yield patterns and soil types in order to account for the field variability characteristics. 
All the measurements were made for a soil depth of 0-150 mm for determination of the Tilth 
Index components after harvesting the crop, and the procedure described by Tapela and 
Colvin (1998) was followed. A spade full of top soil was used for determining uniformity 
coefficient (dgo/dio) by a sieving method. A hand-held digital cone penetrometer was used for 
determining the cone index at a soil depth of 50, 100, and 150 mm. The average values at 
these depths were used to calculate cone index. A Eulan core sampler was used for collecting 
samples for determining bulk density of the soil. The soil samples were collected at 0-150 
mm depth to determine the organic carbon for calculating organic matter content of the soil. 
The standard methods described by Liu and Evett (1990) were used for the determination of 
plasticity index values. The hydrometer method was used to carry out the textural analysis of 
soil samples. The Tilth Index is a quantitative measure of soil tilth with a range from 0 for 
poor tilth, to 1 for very good tilth. The Tilth Index was computed as shown below (Singh et 
al., 1992): 
TI = CF(BD)*CF(CI)*CF(OM)*CF(AUC)*CF(PI) 
where 
TI = THth Index (0.0 <Tl< 1.0) 
CF = tilth coefficient (0.0 < CF < 1.0) for soil properties 
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Tilth coefficients for each soil property were represented by a second degree poiynomial, and 
further detail can be found from Singh et al. (1992). The limiting conditions adopted for Tilth 
Index computations were as follows: 
CF(BD) = 1.0 for BD <1.3 Mg/m^ and CF(BD) = 0.0 for BD > 2.1 Mg/m^ 
CF(CI) = 1.0 for CI < 1.0 Mpa and CF(CI) = 0.0 for CI > 10.0 Mpa 
CF(OM) = 1.0 for OM > 5% and CF(OM) = 0.70 for OM < 1% 
CF(AUC)=1.0 for AUC > 5 and CF(AUC) = 0.75 for AUC < 2 
CF(PI) = 1.0 for PI < 15% and CFCPI) = 0.80 for PI > 40% 
These limiting conditions depict suitable ranges of the soil attributes considered favorable for 
plant growth, but may be improved or modified under different soil, climatic, and 
management practices (Singh et al., 1992). 
Gis Application 
Preparation of Coverages 
Four yield data layers were prepared using normalized data from 225 yield locations 
per year from 1995-98 using the ARC module of ARC/INFO GIS software package. The 
point data coverage was generalized for the whole field using a kriging technique in the ARC 
module. A number of spatial models are available in the ARC environment, and their 
suitability for the data can be judged by viewing the semivariogram in the ARCPLOT 
module. A number of semivariograms can be compared, and the best fit model (e.g., 
spherical, exponential, Gaussian, or Linear) can be selected based on model fitness to the data. 
47 
The spherical model was used for kriging the yield data. The resulting coverage after kriging 
was used to create a LATTICE coverage. This contour coverage was converted to polygon 
coverage. These yield polygons were grouped into three categories by assigning codes of -1, 
0, and 1 based on the following arbitrary criteria: 
0 = (average yield) i.e., values between + 1 SD (Standard Deviation) 
-1 = (below average) i.e., average - 1 SD 
+1 = (above average) i.e., average + 1 SD 
This polygon classification process was accomplished by viewing the yield-polygon 
coverage in ARCVIEW using the classification option for ± 1 SD. The code of -1,0, and 1 
were assigned to polygons in the ARCEDIT module. All the coverages were overlayed in 
ARCVIEW. 
The soil type coverage was digitized based on the field survey conducted for the study 
field. The topography coverage was generated using the same approach used for the yield 
coverages. An exponential model was foimd as the best fit to the semivariogram and was 
used for kriging elevation data from 154 locations at where elevation data were measured in 
the field. 
RESULTS AND DISCUSSION 
Table 1 presents the descriptive statistics for raw and normalized yield data. The yield 
data for 1995,1996, and 1998 (com years) were foimd to be negatively skewed. The means 
of yield for com were fomd to be different at the 5% level of significance. The mean and 
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interquartile range of com yield for 1998 was the highest compared with those for 1995 and 
1996. The 1998 com was grown after soybean in 1997. The better yield in 1998 may have 
been due to N-fixation process by soybeans in 1997 or better soil moisture availability as the 
amount and distribution of growing season rainfall varied greatly from year to year; 1995 
(637 mm), 1996 (738 mm), 1997 (469 mm), and 1998 (797mm). Yields varied greatly each 
year as measured by CV ranging from <5% in 1997 to >20% in 1996. The similar order of 
magnitude was observed for CV by Jaynes and Colvin (1997) for another central Iowa field. 
The relationship among all the measured soil physical properties and normalized yield 
data from 1995 to 1998 (N95, N96, N97, N98) was investigated by developing a correlation 
matrix. Table 2(a) presents the correlation matrix for Harps soil. The means of the soil 
attributes and normalized yield data were compared statistically for different soils and are 
presented in Tables 2(a) and 2(c). Means of % clay, % sand, CI, UC, TI, N97, and N95 were 
not statistically different for Harps, Ottosen, and Kossuth soils whereas means of PI. OM, 
BD, N98, and N96 were different for different soils (Table 2). The correlation matrix (Table 
2(a)) showed that % sand and OM with N95, %clay with N96 and N98, showed a significant 
relationship for Harps soil. Similarly, CI with N95, % clay and PI with N96, CI with N97, 
and % clay withN98 showed a significant relationship for the Ottosen soil. Conversely, the 
soil attributes of Kossuth soil did not show a significant relationship with normalized yield 
data for any year. 
The Tilth Index did not show a significant relationship with yield data for any of the 
years (Table 2). The suitability ranges of soil attributes used for computation, of the tilth 
coefficients may need to be refined for this field. Because the current ranges of suitability 
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used in the calculation of tilth coefficient resulted in a value of 1.0 for cone index, uniformity 
coefficient, and organic matter for the data collected in 1997 for all 20 sites. The tilth 
coefficient also resulted in a value of 1.0 for cone index for the data collected in 1996 for all 
22 sites. Using the current ranges of suitability for tilth coefficient computations, the Tilth 
Index did not show a linear relationship with the normalized yield data. 
Multiple linear regression (stepwise) analyses were performed to identify the soil 
attributes that account for yield variability for 42 sites grouped by soil types. Table 3 shows 
the entry of variables into the model that were significant at the 5% significance level. Tables 
3(a) to 3(c) present the stepwise regression analysis and the order of entry of variables into 
the model. UC and % clay were the only two variables that qualified for entry into the model 
for all com years whereas overall UC, % clay, % sand, CI, BD, OM, and PI also entered the 
model. The best 3-variabIe model for Harps soil gave a very high value of R" (R^O.99) for 
com years of 1995, 1996, and 1998. No variable was qualified for entry into the model for 
the soybean year of 1997. Table 4 summarizes the regression analysis for Ottosen soil. No 
single variable was foimd common for all four years for the model. Overall CI, PI, % sand, 
and % clay entered the model, and R~ was found in the range of 0.46 for 1996 to 0.84 for 
1995- Table 5 shows the regression analysis for Kossuth soil. No model was found 
significant for this soil, and R~ values were very low for all years. The regression analysis for 
Okoboji soil was not carried out because it had only two data sites for measurement of soil 
attributes. 
Figure 4 presents the map overlay analysis of soil type, topography and normalized 
yield for 1995. This overlay attempts to seek spatial correlation between yield, soil type, and 
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topography. Topography can be a very important attribvite, controlling the soil moisture 
storage in the soil and indirectly the supply to plants. Careful analysis of this map overlay 
shows that there are linear trends of areas showing lower and higher yield. The areas of 
higher yield are located near the east border and seem to be influenced by the topography of 
the field. Areas close to the east border are at lower elevations and may have more soil 
moisture storage during the crop-growing season. Soil moisture excess or shortage have been 
reported to have an influence on crop yield variation (Jaynes et al., 1995). The areas showing 
lower yield fall in two categories. Two polygons are linearly oriented while the shape of the 
others seem to be controlled by the shape of the soil-type polygons i.e.. Ottosen and Okoboji 
soils. This way the interpretation becomes meaningful because yield polygons having 
resemblance to the soil-type polygons may be influenced by the characteristics of soil type 
whereas the linear trend polygons may be influenced by some other linear factors like farm 
machinery operations applying inputs in a linear manner. 
Figure 5 presents the map overlay analysis for 1996 yield data. The polygons showing 
higher yield are smaller in area compared with those of 1995. Two higher-yield polygons are 
almost consistent with those of 1995. The polygon occurring in the north of the Okoboji soil 
is consistent with that of 1995 and seems to be influenced by topography. The polygons 
showing lower yield in 1996 are almost consistent with those of 1995. One polygon 
occiirring in the zone of Ottosen soil is completely consistent with that of 1995 whereas the 
polygon occurring near the Okoboji soil seems to be influenced by soil type, a trend also 
found in 1995. 
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Figure 6 shows the map overlay analysis of soybean yield with soil type and 
topography. The yield map of 1997 is not consistent with those of 19^5 and 1996 for either 
lower or higher yield. This different yield trend might be attributed to the N-fixing 
characteristics of soybean and the variable soil moisture availability as a result of different 
amount of rainfall in 1997. The trend of the yield map for 1998 (Figure 7) is closer to the 
trend for 1995 and 1996, based on the analysis of polygons representing lower yields. Both 
the lower-yield polygons occurred at the same location as for 1996. But the trend of higher-
yield polygons was different from those of all the preceding com years. 
CONCLUSIONS 
Based on statistical and map overlay analysis for investigating the relationship of soil 
attributes. Tilth Index, soil type, and topography with yield data, the following conclusions 
were drawn: 
• The relationship of Tilth Index with yield data was not significant for any soil type for 
1995-98 and, therefore, may need modification. 
• The stepwise regression analysis showed that % clay, % sand, UC, CI, BD, PI, and OM 
had significant correlations (R^O.99) with yield for the Harps soil. 
• The relationship of CI, PI, % clay, and % sand was significant with R" =0.67 for the 
Ottosen soil. 
• No significant relationship of soil attributes and yield was observed for the Kossuth soil. 
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• The map overlay analysis showed that areas of lower yield (below average) were 
consistent from year to year for com but not for soybean. The areas of higher yield (above 
average) were not consistent from year to year for both crops. 
• Map overlay analysis revealed that areas of lower yield were influenced by soils and 
topography. The map overlay analysis also showed that areas of higher yield were 
influenced by topography and management practices. 
• GIS and statistical analysis both concluded that interaction of soil type and topography 
have influence on yield variability pattems for this field. 
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Table 1. Descriptive statistics for raw and normalized yield data for 225 yield transects for 1995-98 
Statistics Grain Yield(Mg/ha') Normalized Yield 
1995 1996 1997 1998 1995 1996 1997 1998 
Mean 7.87' 8.78* 3.59 9.67* 0.01 -0,15 0.01 -0.01 
median 7.93 9,43 3.60 10.03 0.00 0.00 0.00 0.00 
standard deviation 0.77 1.77 0,17 1.43 0.71 0,89 0.82 0.82 
skewness -0.54 -0.74 0.09 -0.56 -0.42 -1.97 0.09 -1.56 
kurtosis 0.32 -0.76 0,87 -0.68 0.06 10.05 0.87 10.34 
minimum 5.49 3.97 3.06 6.23 -2.12 -5.96 -2.55 -5,76 
maximum 9.81 11.10 4.30 12.06 1.59 2.28 3.37 2.49 
interquartile range 0.98 3.06 0.20 2.26 1.00 1,00 1.00 1.00 
coefficient of variation 9.80 20.10 4.70 14.77 
(CV) 
means different at 5% level of significance 
Table 2(a). Correlation matrix of soil attributes and normalized yield for 6 sampling sites of Harps soil 
Soil 
Attributes 
Mean SD Min Max N96 N97 N98 T1 BD UC OM CI PI Clay 
(%) 
Sand 
(%) 
N95 0,28" 0,57 -0.47 0.93 0.43 0.43 -0.24 0.67 0.58 0.03 0.81' 0.67 -0.23 0.17 -0.87' 
N96 0.17" 0,66 -0.44 1.18 0.26 -0.84' -0.08 0.53 0.21 -0.01 0.03 -0.07 0.85* -0.55 
N97 -0,18' 0,82 -1.58 0.57 0.03 0.24 0.24 -0.64 0.01 -0.12 -0.53 0.29 -0,07 
N98 0,61" 0.65 -0.63 1.27 -0.10 -0.06 -0.64 0.11 -0.16 -0.47 -0.91* 0.56 
T1 0.84" 0,13 0,58 0.92 -0.19 0.29 0.62 0.69 0.34 0.03 -0.68 
BD 1.34" 0,09 1.18 1.44 -0.32 0.47 0.15 -0.73 0.03 -0.37 
UC 15.56" 5,62 10.59 22.73 0.16 0.52 p
 
bo
 
0.31 -0.49 
OM 6.45" 1.94 3.47 8.87 0.87" -0.13 -0.33 -0.71 
CI 0.49" 0.09 0.37 0.60 0.29 -0.12 -0.73 
PI 27.60» 1,38 26.09 29,27 0.27 -0.19 
Clay(%) 41.67" 5,35 36.00 51,00 -0.38 
Sand(%) 18.50" 4.64 13.00 25.00 
(Table 2(a), 2(b), and 2(c)), 
N95, N96, N97, N98 = Normalized yield for 1995, 1996, 1997 , 1998; T1 = Tilth Index; BD = Bulk Density (MgW); UC 
Uniformity Coefficient; OM = Organic Matter (%); CI = Cone Index (Mpa); PI = Plasticity Index (%). 
Tabic 2(b). Correlation matrix of soil attributes and normalized yield for 10 sampling sites of Ottosen soil 
Soil 
Attributes 
Mean SD Min Max N96 N97 N98 TI BD UC OM CI PI Clay 
(%) 
Sand 
(%) 
N95 -0.33" 0.79 -1.63 0.48 0.18 0.74' 0.11 0.01 -0.23 -0.40 0.09 -0.79* -0.26 -0.00 -0,14 
N96 -1.15" 1,98 -5.96 0.81 0.01 0.88* 0.35 -0.06 0.22 0.02 0.09 -0.68' -0.66' 0,59 
N97 -0.01" 0,54 -1.04 0.73 -0.03 0.02 -0.13 -0.18 -0.33 -0.63* -0.00 0.25 0,23 
N98 -0.76*' 1,96 -5.76 1.10 0.23 0.04 0.42 0.13 0.17 -0.62 -0.77' 0.54 
TI 0.80" 0.15 0.45 0.99 -0.81' 0.23 0.27 0.02 -0.13 -0.50 -0.08 
BD 1.48" 0,22 1.13 1.88 0.12 -0.12 0.24 -0.19 0.24 0.49 
UC 15.24° 9.83 4.57 32.00 0.22 0.69* -0.51 -0.53 0.41 
OM 4.55" 1.02 2.43 5,85 -0.02 -0.39 -0.43 -0.38 
CI 0.65" 0,26 0.43 1.27 -0.22 -0.33 0.32 
PI 23.64'* 5.84 15.85 34.80 0.66* -0.44 
Clay(%) 41.60" 6.26 33.00 53.00 -0.17 
Sand(%) 21.50" 5.34 12.00 28.00 
'significant at 5% level of significance. 
Table 2(c). Correlation matrix of soil attributes and normalized yield for 24 sampling sites of Kossuth soil 
Soil 
Attributes 
Mean SD Min Max N96 N97 N98 T1 BD UC OM CI PI Clay 
(%) 
Sand 
(%) 
N95 -0.00" 0.82 -1.47 1.58 0.53* 0.39 -0.15 -0.14 0.09 0.03 0.08 -0,17 0,12 0,33 -0.02 
N96 -0.17"" 0.74 -1.43 1.51 0.28 0.38 -0.01 -0.20 -0.25 -0.18 -0.20 -0.04 0.23 0.11 
N97 0.05" 0.82 -1.61 1.98 -0.06 -0.19 0.20 -0.18 0.01 -0.07 -0.34 0.02 0.01 
N98 -0.07"*' 0.78 -1.45 1.49 0.02 0.03 -0.12 -0.08 -0.22 -0.16 0,23 0.02 
T1 0.88" 0.07 0.64 0.95 -0.62* 0.04 0.39 0.43* -0.18 -0.01 -0.46* 
BD 1.37"' 0.12 1.24 1.75 0.05 0.01 0.11 -0.23 -0.39 0.39 
UC 19.76" 17.17 1,40 66.67 -0.04 -0.01 0.35 -0.21 -0.09 
OM 5.13'' 0.79 3.20 7.15 0.39 0.04 -0.04 -0.48' 
CI 0.56" 0.23 0.24 1.17 -0.43* -0,47' -0.30 
PI 26.94°'' 3.68 17.73 33.63 0,27 -0.04 
Clay(%) 40.62" 7.36 14.00 50.00 -0.34 
Sand(%) 22.29" 4.65 14.00 34.00 
significant at 5% level of significance. 
- means with different letters are different at 5% level of significance; otherwise same when compared for soils (Harps, Ottosen, and 
Kossuth, (Table 2). 
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Table 3(a). Stepwise regression analysis for normalized yield (N95) for Harps soil 
Variable Entered Model (Y = N95) R- F  P r>F  
Sand Y = 2.29-0.11 Sand 0.77 13.2 0.02 
UC Y = 3.70-0.05UC-0.l4Sand 0. 97 51.1 0.01 
CI Y = 2.66-0.06UC-M.54CI-0.12Sand 0.99 705.7 0.00 
Clay Y = 2.23-0.06UC4-1.83CI+0.005Clay 
-0.11 Sand 1.00 9399.2 0.01 
The above is the best 4-variable model. No other variable met the 0.05 significance level for 
entry into the model for 1995; Sand = %Sand, Clay = %Clay. 
Table 3(b). Stepwise regression analysis for normalized yield (N96) for Harps soil 
Variable Entered Model (Y = N96) R- F P r>F  
Clay Y =-4.24+0.11 Clay 0.73 10.6 0.03 
BD Y = -8.66+3.37BD+0.10Clay 0.98 83.9 0.00 
UC Y = -9.10+3.68BD+0.02UC+0.09Clay 0.99 399.4 0.00 
OM Y = -9.22+3.95BD+0.02UC-0.020M 
+0.09Clay 1.00 680092 0.00 
The above is the best 4-variable model. No other variable met the 0.05 significance level for 
entry into the model for 1996. No variable met the 0.05 significance level for entry into the 
model for 1997 for Harps soil. 
Table 3(c). Stepwise regression analysis for normalized yield (N98) for Harps soil 
Variable Entered Model (Y = N98) F Pr> F 
Clay Y = 5.23-0.11 Clay 0.83 20.20 0.01 
UC Y = 5.31-0.04UC-0.09Clay 0.97 51.30 0.01 
PI Y=1.36-0.08UC+0.16PI-0.09CIay 0.99 2357.30 0.00 
The above is the best 3-variable model. No other variable met the 0.05 significance level for 
entry into the model for 1998 for Harps soil. 
Table 4(a). Stepwise regression analysis for normalized yield (N95) for Ottosen soil 
Variable Entered Model (Y=N95) R* F P r>F  
CI Y=1.27-2-47CI 0.64 14JZ 0.01 
PI Y = 2.96-2 J8a-0-06PI 0-84 18.6 0.00 
The above is the best 2-variable model. No other variable met the 0.05 significance level for 
entry into the model for 1995 for Ottosen soil. 
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Table 4(b). Stepwise regression analysis for normalized yield (N96) for Ottosen soil 
Variable Entered Model (Y = N96) R? F Pr > F 
PI Y = 4.31-0.23P1 0.46 6.8 0.03 
The above is the best 1-variable model. No other variable met the 0.05 significance level for 
entry into the model for 1995 for Ottosen soil. 
Table 4(c). Stepwise regression analysis for normalized yield (N97) for Ottosen soil 
Variable Entered Model (Y=N97) F Pr>F 
CI Y = 0.85-1.32CI 0.40 5.3 0.05 
Sand Y = 0.015-1.64CI-f0.05Sand 0.61 5.4 0.04 
The above is the best 2-variable model. No further improvement in R-square was possible. 
No other variable met the 0.05 significance level for entry into the model for 1997 for 
Ottosen soil. 
Table 4(d). Stepwise regression analysis for normalized yield (N98) for Ottosen soil 
Variable Entered Model (Y =N98) R? F Pr> F 
Clay Y =9.37-0.24Clay 0.60 12.1 0.01 
Sand Y = 5.1 l-0.22Clay+0.15Sand 0.77 11.9 0.01 
The above is the best 2-variabIe model. No further improvement in R-square was possible. 
No other variable met the 0.05 significance level for entry into the model for 1998 for 
Ottosen soil. 
Table 5(a). Stepwise regression analysis for normalized yield (N95) for Kossuth soil 
Variable Entered Model (Y =N95) R? F Pr > F 
Clay Y = -1.5+0.Q4Clay 0.11 2.7 O.Il 
No other variable met the 0.05 significance level for entry into the model for 1995 for 
Kossuth soil- No variable met the 0.05 significance level for entry into the model for 1996 for 
Kossuth soil. 
Table 5(b). Stepwise regression analysis for normalized yield (N97) for Kossuth soil 
Variable Entered Model (Y=N97) R- F P r>F  
PI Y = 2.07-0.07PI 0.11 2.8 0.11 
No other variable met the 0.05 significance level for entry into the model for 1997 for 
Kossuth soil. No variable met the 0.05 significance level for entry into the model for 1998 for 
Kossuth soil. 
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CHAPTER 4. SIMULATING THE IMPACTS OF N-FERTILIZER APPLICATION 
RATES ON NO3-N LOSSES AND CROP YIELD USING RZWQM' 
A paper to be submitted to Transactions of the ASAE 
A. Balchsh, R. S. Kanwar, D. B. Jaynes, T. S. Colvin and L. R. Ahuja' 
ABSTRACT 
The RZWQM (Root Zone Water Qxiality model V3.25) was used to evaluate the 
effects of N-fertilizer application rates on com yield and NO3-N losses with subsurface 
drainage water using field experimental data from 1996 and 1998. Fertilizer (actual N) was 
applied under a randomized block design at the rates of 67 kg/ha in 1996 and 57 kg/ha in 
1998 for plots (3, 6, 7) i.e. treatment 1; 135 kg/ha in 1996 and 115 kg/ha in 1998 for plots (2. 
5, 8) i.e. treatment 2; and 202 kg/ha in 1996 and 172 kg/ha in 1998 for plots (1. 4. 9) i.e. 
treatment 3. Com was grown in 1996 and 1998. During calibration of the tile flow 
component of the model, drainable porosity (difference between porosity' and field capacity 
at 1/3 bar) was found as the key parameter in controlling the size and shape of the predicted 
tile flow hydrograph. After calibrating the tile flow simulations, NO3-N losses and crop yield 
^ Journal Paper No 18514 of the Iowa Agriculture and Home Economics E;q)eriment Station, Ames LA 
Project No. 3415. 
* A. Bakhsh and R. S. Kanwar, Graduate Research Assistant and Professor, respectively. Agricultural & 
Biosystems Engineering Dept., Iowa State University; D. B. Jaynes, Soil Scientist; T. S. Colvin, Agricultural 
Engineer; USDA-ARS, National Soil Tilth Laboratory, Ames, Iowa IA50011. L. R. Ahuja, Research Leader 
USDA-ARS, Great Plains System Research Unit, Fort Collins, Co. 
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simulations were conducted after multiple model runs to get equilibrium conditions for 
various humus and microorganism pools. 
Overall, the model predicted tile flow, NO3-N concentrations, NO3-N losses, and 
grain yield satisfactorily by showing average differences of—10.9%, -7.2%, -5.6%. and 0.9%. 
respectively between predicted and observed values for all treatments during 1996 and 1998. 
Model simulations for 1996 and 1998 showed that doubling treatment 1 increased grain yield 
on average by 46% and NO3-N losses by 42%, tripling treatment 1 increased grain yield by 
62% and NO3-N losses by 32%, and quadrupling treatment 1 increased grain yield by 55% 
and NO3-N losses by 60%. The model simulations showed that yield increase was not linear 
compared with the trend of NO3-N losses from increased N-application rates. Overall 
analysis shows that RZWQM has the potential to predict the impact of N-application rates on 
NO3-N losses with subsurface drainage water and grain yield. 
Keywords: N-fertilizer rate. Yield, NO3-N loss, RZWQM simulations 
INTRODUCTION 
Agricultural products flilfill the food and fiber requirements of humans. With the 
passage of time, increased population and improved living standards have forced the 
agriculture sector to boost its production using commercial fertilizers. Fertilizer use not only 
increases crop production but also contaminates soil and water resources. The U. S. 
Environmental Protection Agency identified production agriculture as one of the major 
polluters of soil and water (USEPA, 1995). Several studies have reported increased nitrate-
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nitrogen (NO3-N) concentration in tile drainage water and in deep groundwater resources 
from higher application rates of nitrogen (N) fertilizer (Baker and Johnson. 1981; Kanwar 
and Baker, 1991). One pollutant NO3-N, is of particular concern in the U. S. corn-belt where 
nitrogen (N) is used extensively in com production. The global nitrate problem is most 
apparent in the north central United States where 83% of the nation's com is produced and 
53% of commercial fertilizer is used (Power et al., 1998). 
Farmers apply more fertilizers to increase crop yields but regulatory agencies 
emphasize reduction of agricultural chemical use to control potential pollution. New 
strategies are therefore needed to encourage farmers to reduce fertilizer use voluntarily while 
maintaining their crop yield levels (Bakhsh et al., 1998). Precision farming has been 
recognized as compatible with both food production and environmental protection. A 
successful precision farming system is one that can identify and manage the factors 
responsible for reduced crop yield and soil and water pollution (Mulla and Schepers. 1997). 
Soil texture and soil physical and chemical properties vary greatly within a field so they have 
an impact on soil fertility. Appl>'ing even slightly more fertilizer than what is required for 
optimum yield causes significant nitrate leaching losses. Nitrate leaching may occur at a 
higher rate from some parts of the field than from other parts because of spatial variability in 
soil properties (Power et al., 1998). 
It is cosdy and time consuming to study the impact on crop yield of interaction 
among different fertilizers and rates for soils with variable nutrient potential and varying 
climatic conditions. Therefore, computer simulation models provide a better, cost-effective 
alternative for studying the impacts of agricultural management practices on water quality 
(Zacharias and Heatwole., 1994). BCanwaretal. (1988) demonstrated computer simulation 
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models to simulate the effects of agricultural practices on NO3-N loss with subsurface 
drainage water. Subsurface drainage is essential for maintaining healthy soil and water for 
crop growth but it also accelerates leaching losses of NO3-N from the root zone. NO3-N 
leaching causes both environmental degradation and economic loss to the farming 
community. 
Therefore, the overall objective of the study was to use RZWQM (Root Zone Water 
Quality Model; USDA-ARS, 1996) to evaluate the effects of N fertilizer application rates on 
com yield and NO3-N losses with subsurface drainage water. Several components of the 
RZWQM have been tested and evaluated such as water table fluctuation (Johnsen et al., 
1995), subsurface drain flows (Singh et al., 1996), manure application under corn-soybean 
rotation (Bakhsh et al., 1999a), atrazine simulation (Azevedo et al., 1997), crop yields and 
evapotranspiration (Farahani and Bausch, 1995; Nokes et al., 1995) and characteristics of 
macropore flow (Ahuja et al., 1993). No study has simulated the integrated effect of N-
fertilizer application rates on subsurface drainage water quality and com grain yield. 
Therefore, this study was designed to investigate the impact of increased N-application rates 
on NO3-N losses with subsurface drainage water and grain yield to find the optimum N-
application rate. The specific objectives of the study were to: 
• calibrate and evaluate the RZWQM using field experimental data for 1996 and 1998 
based on subsurface drainage flows, NO3-N concentrations, and crop yields under 
different N-fertilizer application rates; and 
• determine the impact of increased N-application rates on NO3-N losses with 
subsxirface drainage water and crop yield. 
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Water and NO3-N Transport, Nutrient and Plant Growth Processes in RZWQM 
ElZWQM is a process-based model that simulates water, chemical, heat transport, and 
biological processes to evaluate the impacts of agricultural management practices on water 
quality through and beyond the root zone for a representative point in a geographic area. 
Infiltration into the soil matrix is simulated with the Green-Ampt equation using lO-mm soil 
depth increments. For NO3-N transport processes in the soil horizons, soil porosity is divided 
into a mobile region (mesopores) and an immobile region (micropores). During the 
infiltration process, NO3-N in the solution moves from layer to layer using a sequential 
partial displacement mixing approach. NO3 is assumed to be conservative and has an 
adsorption coefficient of zero (Ma et aL, 1998'') during its transport through the root zone. 
During the initial infiltration process, both mesopores and micropores are assimied to be in 
equilibriimi. In the subsequent infiltration process, the previous displacement and mixing of 
solution is simulated only in the mobile region. However, mobile and immobile regions are 
assumed to exchange chemicals by diffusion. At the end of infiltration, mobile and immobile 
regions are assumed to approach equilibrium conditions. Redistribution of water after 
infiltration is simulated using Richard's equation (Ahuja et al., 1995). 
The NO3-N transport in the saturated zone of the mobile regions is calculated using a 
miscible displacement approach. The NO3-N flux from the top of the water table to the 
bottom of the soil profile is simulated through the layers by multiplying the NO3-N 
concentrations by the drainage volume for each source down to the sink layer. The nutrient 
processes defines the carbon and nitrogen transformation within the soil profile using a 
multi-pool approach for organic matter cycling (two incorporated residue pools and three soil 
organic matter or humus pools). The organic matter is distributed over five computational 
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pools and is decomposed by three living microorganism pools. Process rate equations are 
based on chemical kinetic theory and are controlled by microbial population size and 
environmental parameters such as soil temperature, pH, water content, and salinity. 
The plant growth model simulates the relative response of plants to changes in the 
environment. The model predicts carbon dioxide assimilation, carbon allocation, dark 
respiration, periodic tissue loss, plant mortality, root growth through the soil profile, water 
and N uptake, and transpiration. A plant population model combined with a generic crop 
production system simulates both plant growth and phenological development. A detailed 
description of nutrient and plant growth processes may be found in the technical 
documentation of RZWQM (USDA-ARS, 1992). 
MATERIALS AND METHODS 
Experimental Design and Study Area 
The study area is a 25-ha field owned and managed by a fanner in central Iowa. Nine 
tile lines drain the experimental part of the field with each tile flowing into an individual 
sump. Each sump is equipped with an automatic tile flow recorder, which records daily tile 
flow continuously- Composite water samples were collected weekly fi-om each sump for 
NO3-N analysis. Three N-fertilizer treatments were applied imder a randomized block design 
with each replicated three times. The area drained by one tile line represents one plot for 
treatment Anhydrous ammonia was injected one week before planting in 1996 and 32% urea 
ammonium nitrate solution (UAN) was applied in 1998 three weeks after planting com. 
Fertilizer (actual N) was applied at the rate of202 kg/ha in 1996 and 172 kg/ha in 1998 for 
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plots (1,4, 9), 135 kg/ha in 1996 and 115 kg/ha in 1998 for plots (2,  5,  8) and 67 kg/ha in 
1996 and 57 kg/ha in 1998 for plots (3, 6, 7). Com was grown in 1996 and 1998. Com grain 
yields were measured on nine east-west transects (plots). A detailed description may be 
found in Colvin (1990). Primary tillage consists of moldboard plow in 1996 and chisel plow 
in 1998 used after harvest whereas secondary tillage is field cultivations, one before planting 
and one during the crop development stage. 
Input Data for RZWQM 
The minimum data required by the model are daily air temperature (minimum and 
maximum) and precipitation. On-site daily minimum and maximum temperature and wind 
speed data were used. Hourly rainfall data were available on site and were used to prepare 
the breakpoint format data for each rainfall storm event as required by the model. The model 
also requires discrete soil profiles in horizons according to their lithological characteristics. 
Physical soil physical properties of bulk density, porosity, field capacity (1/3 bar), sand, silt, 
and percentage clay were measured at 42 sampling sites in the field and were used as input to 
the model. The detail of these measurements can be foimd in Bakhsh et al. (1999b). The 
management data for tillage operations and fertilizer and pesticide applications were used as 
model inputs. Default values for plant growth parameters followed recommendations in the 
model user's manual (USDA-ARS, 1996). 
Model Initialization and Calibration 
The initial soil conditions (both physical and chemical) for the soil system of 
RZWQM must be input for each, specified horizon of the discrete soil profile. Soil moisture 
77 
content, soil temperature, soil equilibrium chemistry, nutrient chemistry and pesticide 
concentrations are all required as initial inputs for the model. These initial estimates were 
adopted from the literature, the model user's manual, or from data collected at the 
experimental site. Initial water table depth was set equal to the tile depth of 1.2 m. 
The model simulations were made from March 1 through December 31 for 1996 and 
1998 because the climatic data for 1996 were available from March 1, 1996 (the calibration 
year). The hydrologic component of the model, tile flow, was calibrated first using the 
average values of the soil physical properties as measured in the study area. The lateral 
saturated hydraulic conductivity of 35 mm/h was used as reported by Singh et al. (1996) and 
Bakhsh et al. (1999a). The drainable porosity (difference between porosity and field capacity 
at 1/3 bar) was found as the key parameter in controlling the size and shape of the tile flow 
hydrograph. The value of field capacity or porosity was adjusted until the size and shape of 
the predicted tile flow hydrograph matched the measured tile flow hydrograph. After 
calibrating tile flow simulations, the NO3-N losses and crop yield simulations were 
conducted by nmning the model several times to establish equilibrium conditions for various 
humus and microorganism pools. 
The organic matter and NO3-N concentration data for the discrete soil horizon of the 
study area were not available. Therefore, the initial values of NO3-N concentrations and 
organic matter pools were adopted fiom the calibrated model for Iowa State University's 
Northeastern Research Center at Nashua, Iowa, Bakhsh et al. (1999a). Several iterations of 
the model were run using constant management practices from 1996 and the output of every 
iteration was compared with the measiired tile flow, NO3-N concentrations in the tile flow 
and com grain yield for the 202 N-fertilizer application rate for the study area. This exercise 
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allowed the model to stabilize its interlinked multi-pools by updating the system after reading 
the initial values from its binary file for each iteration. The binary file was saved producing 
the best matching results. It was used for both 1996 and 1998 simulations whereas various 
microorganism and humus pools were updated from the binary file output. The 202 kg/ha of 
N-fertilizer treatment was used during the iteration process for 1996 and is considered as the 
calibration treatment. The impacts of the rest of the treatments for 1996 and 1998 were 
evaluated using the calibrated binary file. The model performance for NO3-N concentrations 
and NO3-N losses with subsurface drainage water was evaluated using a normalized 
objective function (NOF), which is similar to a coefficient of variation (Ma et al., 1998'': 
Costa etal., 1994): 
NOF = (1) 
O 
where RMSE is root mean square error and O is mean observed value. NOF can be 
interpreted as a relative indicator for model evaluation. NOF = 0 indicates a perfect 
simulation between observed and predicted data. NOF < 1 shows a simulation error less than 
1 standard deviation. 
RESULTS 
Table 1 shows the soil physical properties used in the model. The same soil physical 
properties were used for all plots because the treatment mean of cumulative annual drainage 
volimies was not different at a 5% level of significance. The soil horizon of 2.52 m was 
selected to simulate the tile flow component satisfactorily and to accommodate the water 
table fluctuations during simulations within the soil profile. The shallow soil horizon of 1.2 
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m was subjected to percolation frequently during simulations rather than giving tile flow, so 
a deeper soil profile of 2.52 m was used. Similar horizon depths have been reported by 
Singh et al. (1996) and Bakhsh et al. (1999a). The value of drainable porosity (DP) varies 
from 0.18 in the bottom layer of the soil horizon to 0.25 in the top layer. The higher value of 
DP in the top layer may be associated with a higher percentage of clay for that horizon. Tne 
higher bulk density values for the bottom horizons were calibrated to reduce the percolation 
and to simulate tile flows. 
Table 2 shows the list of site-specific calibration parameters. These parameters were 
calibrated by Bakhsh et al. (1999a) for Nashua, Iowa, and the same values were used for this 
site. These regional parameters control the prediction of biomass production. The intra­
organic matter transfer coefficients are particularly important for N-cycling and organic 
matter degradation. The goodness-of-fit statistic used was the percentage difference between 
the observed and predicted indicator variable mentioned in the user's manual (USDA-ARS. 
1996). 
Table 3 presents the cumulative predicted and observed tile flows for 1996 and 1998. 
The N-fertilizer treatment of202 kg/ha was used during single-year iterative runs of the 
model for 1996. The results from the calibration treatment were weU within the 15% range, 
as suggested in the user's manual (USDA-ARS, 1996) for Management System Evaluation 
Areas (MSEA) sites. The model was evaluated for N-treatments of 135 kg/ha and 67 kg/ha 
for 1996 and all N-treatments for 1998. Figures 1 through 6 compare the observed and 
predicted tile flows and NO3-N concentrations in the subsurface drainage water for different 
N-application rates during 1996 and 1998. The model overestimated tile flow in 1996 and 
imderestimated it in 1998 possibly because of higher rainfall, 957 mm in 1996 compared 
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with 797 mm in 1998. The NO3-N concentrations in the subsurface drainage flows were 
underestimated during the period after com harvesting. However, the NOF for NO3-N 
concentrations and NO3-N losses were, on the average, 0.66 and 2.54 for 1996, and 0.36 and 
2.02 for 1998. Based on this indicator, the model simulations for NO3-N concentrations are 
adequate. But in the instance of NO3-N loss calculation, the error accumulates and is 
compounded from simulations of both the tile flow and NO3-N concentrations. Overall, the 
model simulations showed the effect of N-fertilizer application rates on tile flow predictions 
and NO3-N losses, which were affected by crop response (evapotranspiration) due to variable 
fertilizer inputs. 
Figure 7 shows how various fertilizer inputs are affected by climatic conditions in 
1996 and 1998. Scenario runs used the calibrated binary file, which was useful in eliminating 
the effect of initial conditions for both 1996 and 1998. It also maintains the consistency of 
simulations while showing the impact of N-application rates on com yield and NO3-N losses. 
The model simulations indicated the rate of increase in yield for increased N-application 
rates. The model overestimated NO3-N losses in 1996 and underestimated in 1998 but the 
trend was similar to the observed data. The NO3-N loss is the product of tile flow and its 
NO3-N concentrations, therefore, the error from both the components is multiplied forN03-N 
loss simulations. Figure 7 primarily focuses on com yield predictions. The model was able to 
show the effect of N-application rates on yield. The yield was foimd to increase until 200 
kg/ha of N-fertilizer was used for 1996 and 150 kg/ha for 1998; after that yield was constant 
or declined for both years. A low N-application rate in 1998 resulted in almost the same com 
yield as was simulated with a higher N-application rate for 1996. This difference could be 
due to more rainfall during 1996 than in 1998 causing more leaching ofNOs-N from the soil 
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in 1996. With this limited analysis ofN-application rates, com grain yield increased until 
different levels of N-fertilizer were used for 1996 and 1998 subject to changes in climatic 
conditions. 
DISCUSSION AND CONCLUSIONS 
The model was calibrated and evaluated for 1996 and 1998 with com grown on these 
fields. Soybeans were grown in 1997, but the model was not run because a separate 
calibration was required and the data for validation were not available. Figures I through 6 
show satisfactory matching of the shape of the tile flow hydrograph but the shape of 
hydrographs for 1998 were different from 1996. The model simulations did not capture the 
peaks for 1998 as well as for 1996. The calibration parameters might have been different for 
1996 if soybeans were grown during 1995. This inconsistency of crops grown during the 
study period and the different tile flow pattern for the two years made the process of model 
calibration critical. This different trend of tile flow for 1998 could be a result of different 
amounts and pattern of rainfall for 1998 (797 mm) than for 1996 (957 mm) and/or the effect 
of soybeans grown in 1997, but not in 1995. This study presented an integrated analysis of 
soil and water response to variable N fertilizer treatments. The calibration procediire took 
into accoimt the crop yield, tile flow, and NO3-N concentrations. It was difficult to predict all 
the indicators with very high accuracy. Overall the evaluating indicators of tile flow, NO3-N 
concentration and loss, and grain yield were well within the range of 15% (difference 
between predicted and measured yield data) as described in the user's manual (USDA-ARS, 
1996). The model simulations for NO3-N concentrations were found to be imderestimated 
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after harvesting the crop. There could be a macropore flow effect, which develops during 
crop development or there may be some inappropriate rate factors among soil organic matter 
pools. The model's grain yield predictions have been satisfactory throughout. The model 
simulations showed that the increase in yield was not linear in comparison with the trend of 
NO3-N losses for increased N-fertilizer rates (Figure 7). The yield was found to increase until 
an N-fertilizer application rate of 200 kg/ha for 1996 and 150 kg/ha for 1998 were used. 
Yield was then constant or declined for any additional increase in fertilizer whereas the trend 
for NO3-N losses was higher after this point. This study shows that the model has the 
capability to predict the response of a soil and water system to different levels of N-fertilizer 
inputs. The following conclusions may be drawn: 
• Overall, the model predicted tile flow, NO3-N concentrations, and NO3-N losses 
satisfactorily by showing an average difference of—10.9%, -7.2%, and —5.6%. 
between predicted and observed values for all the treatments and for both years, 1996 
and 1998. 
• The model predicted com yield accurately by showing an average difference of 0.9% 
between predicted and observed com yield for 1996 and 1998. The yield response 
curve developed for climatic data from 1996 and 1998 indicated that the com grain 
yield increased until 200 kg-N/ha for 1996, and ISO kg-N/ha for 1998 were used. 
• This analysis is limited, and yield and climatic data of longer duration would be more 
helpful in framing the guidelines for environmentally safe application of fertilizer 
inputs while increasing the farmer's net returns. The overall analysis of the study 
shows that RZWQM has the potential to predict the impact ofN-application rates on 
NO3-N losses with subsurface drainage water and crop yield. 
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Table 1. Average measured soil horizon properties of the study area used as input to the 
model 
Horizon Depth Bulk Porosity Field Particle Size Distribution (%) 
No. (m) Density 
(Mg/m ) 
Capacity 
(1/3 bar) Sand Silt Clay 
1 0.0-0.43 1.20 0.55 0.30 22 33 45 
2 0.43-0.58 1.25 0.52 0.25 21 33 46 
3 0.58-0.85 1.30 0.51 0J21 22 32 46 
4 0.85-1.15 1.48 0.44 0.19 47 29 24 
5 1.15-1.40 1.56 0.41 0.16 35 40 25 
6 1.40-1.53 1.75 0.34 0.16 35 40 25 
7 1.53-2.52 1.80 0.32 0.14 35 40 25 
Table 2. List of crop specific calibration parameters 
Parameters Com 
Maximum nitrogen uptake rate (g/plant/day) 2.00 
Proportion of photosynthesis to respiration 0.12 
Amount of biomass needed to obtain leaf area index of LO (g) 10.00 
Plant density per ha. 60,000 
Age effect for propagules as proportion of photosynthesis 0.80 
Age effect for seed as proportion of photosynthesis 0.60 
Normal maximum root system depth (m) 2.00 
Dry mass of the residue on the surface (MT/ha) 4.00 
Intra -OM pool transformation coefiBcients (R14, R23, R34, 0.6,0.1, 0-1, 
R43,R45, R53) 0.0, 0.3, 0.0 
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Table 3. Observed and predicted data for the study area 
Variables N-fertilizer treatments factual N in ke/ha in 1996) 
obs*. 
202 
pred. "/odifiF. obs' 
135 
pred. %diff obs*. pred. "/odiff. 
Tile flow 
(mm) 
253.6" 276.2 
(68.7)'* 
+8.9 244.5" 
(25.1)** 
427.7 +74.9 261.5" 
(28.9)' 
291.5 +11.5 
NO3-N 
Cone. 
(mg/L) 
21.7 
(3.3)** 
20.5 -5.5 17.7 
(5.2)** 
12.0 -32.2 12.6 15.5 
(2.0) •• 
+23.3 
NO3-N 
Loss 
(kg/ha) 
61.4 70.6 +14.9 45.6 64.8 +42.1 37.4 47.9 +28.4 
Com yield 
(kg/ha) 
9796.0" 11155.3 
(16.3)" 
+13.9 9829.0" 
(10.4)** 
9355.5 -4.8 6639.0" 
(17.8) 
6637.6 
«« 
-0.03 
N-fertilizer treatments (actual N in ke/ha in 1998) 
obs*. 
172 
pred. diff. obs* 
115 
pred. %difF obs*. 
57 
pred. %diff 
Tile flow 
(mm) 
262.3" 
(76.0) •' 
126.4 -51-8 253.0" 
(26.4)** 
122.0 -51.8 325.9" 320.9 
(12.4)" 
-57.0 
NO3-N 
Cone. 
(mg/L) 
18.2 
(1.4)" 
14.2 -24.1 14.0 
(0.9)** 
13.8 -1.4 11.3 
(1.3)" 
11.0 -3.5 
NO3-N 
Loss 
(kg/ha) 
47.4 25.8 -45.6 41.7 28.6 -31.4 31.6 18.4 -41.8 
Com yield 
(kg/ha) 
10847.0' 11071.8+2.1 
(12.6) " 
10212.0" 
(9.7)** 
'10740 +5.2 19192" 
(12.2) 
7108 -10.9 
means of treatments; standard deviation; means with different letters are different at 5% 
level of significance; obs = observed; pred.= predicted; %diffl = percent difference 
89 
• observed 
predicted 
0 
100 200 
Days of year 
300 400 
observed 
predicted 
M 30 
100 200 
Days of year 
300 400 
Figure 1-Comparison of observed and predicted data (a) tile flows, (b) NO3-N 
concentrations in tile flows for 1996 imder fertilizer treatment of 115 kg/ha. 
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Figure 2-Comparisoa of observed and predicted data (a) tile flows, (b) NO3-N 
concentrations in tile flows for 1998 under fertilizer treatment of 57 kg/ha. 
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CHAPTER 5. SIMULATING THE EFFECT OF SWINE MANURE APPLICATION 
ON NO3-N TRANSPORT TO SUBSURFACE DRAINAGE WATER' 
A paper accepted for publication in Transactions of the ASAE 
A. Bakhsh, R. S. Kanwar, and L. R, Ahuja* 
ABSTRACT 
The root zone water quality model (RZWQM Y3.25) was calibrated and evaluated 
using four years (1993-96) of field data to simulate the effect of swine manure application on 
NO3-N losses with subsurface drainage water under a corn-soybean production system. The 
RZWQM was calibrated for com and soybean crops separately using crop-specific 
calibration parameters. The main crop specific parameters of maximum nitrogen uptake rate 
(g/plant/day), proportion of photosynthesis to respiration, amount of biomass (g) needed to 
obtain leaf area index of I.O were calibrated to 2.0,0.12, lO.O for com and 0.5, 0.005 and 1.5 
for soybean, respectively. The predicted subsurface drain flows and NO3-N concentrations in 
the drainage water were compared with the measured values. The predicted subsurface drain 
' Journal Paper No. J-17818 of the Iowa Agriculture and Home Economics Experiment Station, Ames lA 
Project No. 3415. 
~ A. Bakhsh and R. S. Kanwar, Graduate Research Assistant and Professor, respectively. Agricultural & 
Biosystems Engineering Dept., Iowa State University, Ames LA 50011; L. R. Ahuja, Research Leader USDA-
ARS, Great Plains System Research Unit, Fort Collins, Co. 
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flows followed the pattern of measured drain flows, giving an average difference of about 
+2.0% and -9.7% for com and soybean, respectively. The predicted NO3-N concentrations 
in tile water were in good agreement with the measured values for all simulation periods 
(overall average difference was less than 1%). The evaluation of the model for validation 
years (1995 and 1996) showed correlation coefficients of 0.66 and 0.57 between predicted 
and measured NO3-N concentrations for com and soybean, respectively. The overall 
predicted NO3-N losses were within 5% of the observed NO3-N losses for both cropping 
systems. This shows that the crop specific parameters of the RZWQM have the potential to 
simulate satisfactorily the effect of crop rotation and swine manure application in alternate 
years and N-fixation by soybean on NO3-N losses with subsurface drain flow. To improve 
model performance, the crop specific parameters need to be tested for above and below-
ground biomass and grain yield predictions along with NO3-N losses. 
Keywords: Water quality. Nitrate-nitrogen, Swine manure 
INTRODUCTION 
Properly used, manure can be an excellent natural source of nutrients for crop 
production. However, improperly used manure can also be a source of pollution of soil and 
water resources. A few researchers have investigated the fate and transport of nutrients in the 
soil receiving swine manure applications (Hubbard et al., 1987; BCanwar et al., 1995). 
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In addition to field and laboratory experiments, computer simulation models provide 
an opportunity to evaluate the response of the soil and water system to a range of 
management practices in an efficient and cost-effective way (Zacharias and Heatwole, 1994). 
The models used for predicting the fate and transport of chemicals through and beyond the 
root zone range from screening models such as PESTAN (Enfield et al., 1982) to research 
models such as LEACHM (Wagenet and Hutson, 1986). The models evaluating the effect of 
agricultural management systems on groundwater quality such as GLEAMS (Leonard et al. 
1987) and PRZM (Carsel et al., 1985) are considered to be between the screening and 
research models, based on the complexity of their simulation processes. Jabro et al. (1993) 
compared LEACHM and NCSWAP (Nitrogen, Carbon, Soil, Water, and Plant) models for 
predicting NO3-N leaching losses below 1.2 m from N-fertilized and manured com 
lysimeters. Kanwar et al. (1983) developed a model to simulate the major water and N 
transport processes occurring in a typical agricultural watershed during the crop growth 
period. DRAINMOD (Skaggs, 1978) was extended as DRAINMOD-N (Breve et al.. 1997) 
for predicting N-transport, uptake, and transformation in tile-drained soils. Yoon et al. 
(1994) and Minkara et al. (1995) used the GLEAMS model to predict nitrate and ammonium 
losses in stirface and subsurface runoff from poultry litter application. Venna et al. (1995) 
modified the DRAINAGE model to simulate NO3-N concentrations in subsurface drain flows 
to analyze the impact of N-fertilizer application rates. These models are limited to a narrow 
range of agricultural management practices and also lack the complete incorporation of the 
interaction of soil water and heat processes with tillage, residue cover, crop growth and 
rotation, and chemical fate into agricultural simulation (Hanson et al., 1998). Another soil-
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water-plant-atmosphere system model called Root Zone Water Quality Model (RZWQM) 
(USDA-ARS, 1992) was recently developed to evaluate various agricultural management 
practices on the subsurface movements of nutrients and pesticides. 
RZWQM is a physical process-based simulation model that has the capability to 
evaluate the effects of various management practices on chemical transport. The model is 
still being evaluated under different agroclimatic conditions, although several of its modules 
have been tested and validated (Ahuja et al., 1993, 1995; Ma et al., 1996; Azevedo et al., 
1997; Kumar et al., 1997). Singh and Kanwar (1995) used the modified RZWQM to simulate 
the effects of various tillage systems on the fate and transport of NO3-N losses to subsurface 
drain flows. Kumar et ai. (1997) evaluated the RZWQM for predicting NO3-N losses with 
subsurface flows from swine manure application under a continuous-com production system. 
Therefore, a study was conducted to evaluate the RZWQM for predicting and validating 
NO3-N losses from subsiirface tile flows for corn-soybean production system receiving swine 
manure under field conditions. The calibrated and validated crop specific parameters could 
help firame the guidelines for environment safe application of swine manxare. The specific 
objectives of this study were to: 
• calibrate the RZWQM for predicting subsurface drain flow and NO3-N concentrations 
using crop specific calibration parameters for com and soybean. 
• evaluate the performance of RZWQM for predicting NO3-N losses with subsurface drain 
flows as affected by liquid swine manure application for com only under a corn-soybean 
rotation. 
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Brief Overview of RZWQM 
RZWQM (V. 3.25) is a one-dimensional vertical field-scale model that simulates the 
transport processes of water, nutrients, and pesticides within the crop root zone for a 
representative point of the area (USDA-ARS, 1994). Besides considering planting and 
harvesting practices, the RZWQM evaluates the impacts of various management practices 
such as manure-fertilizer and pesticide application, type and amount of tillage operations, and 
irrigation methods. Tillage operations change physical properties of the soil based on type, 
time, and intensity of the tillage operations. The model is an efficient tool for evaluating the 
system response to various levels of management practices. 
The model simulates water flow processes in two phases: (i) infiltration into soil 
matrix and macropore flow as a result of excess rainfall and macropore-matrix interaction 
during a rainfall or irrigation, by using the modified Green-Ampt approach (Ahuja, 1983; 
Ahuja et al., 1995); and (ii) redistribution of water within the soil matrix following 
infiltration, modeled by a mass conservation numerical solution of Richard's equation (Celia 
et al., 1990). These two domains of flow, infiltration through soil matrix and excess rainfall 
through macropores, interact through walls of macropore channels. 
The nutrient processes in RZWQM define carbon (C) and N transformations within 
the soil profile. Given initial levels of soil humus, crop residues, other organic, and NOj-N 
and ammonium (NH4-N) concentrations, the model simulates mineralization, nitrification, 
immobilization, denitrification, and volatilization of appropriate N forms. A multi-pool 
approach is used for organic matter cycling. Process rate equations are based on chemical 
kinetic theory and controlled by microbial population size and environmental parameters 
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such as soil temperature, pH, water content, and salinity. Default values of most of the 
parameters for the biomass population and organic matter pools, and transfer coefficients 
between pools, were used from the RZWQM manual (USDA-ARS, 1996). 
Nitrate-nitrogen is a conservative chemical with an adsorption coefficient of zero (Ma 
et al., 1998). Prior to infiltration, NO3-N concentrations in the mobile (mesopores) and 
immobile (micropores) waters are assumed to be in equilibrium. During infiltration, only 
about 50% or less of the mesopores are assumed to be piston-displaced followed by an 
instantaneous mixing of solution in the mesopores. At the end of infiltration, water and NO3-
N in the mesopores are allowed to equilibrate. The NO3-N are transported with water from 
layer to layer. The NO3-N concentrations in the drainage water are estimated as a fiinction of 
nitrate concentrations in the saturated soil layers. Singh et al. (1996) described the various 
hydrological processes of the RZWQM in detail. The details of the other modules of the 
model including evapo transpiration and plant growth processes can be found in Farahani and 
Bausch (1995) and the nutrient component of the model (OMNI) can be found in the 
RZWQM technical manual (USDA-ARS, 1992). 
Input Data for RZWQM 
The minimum data required by the model are daily air temperature (minimum and 
maximum) and precipitation. Other climatic variables such as wind speed, short wave 
radiation, pan evaporation, and relative humidity can be estimated by the model if 
unavailable- The rainfall data required by the model are in breakpoint format for each 
individual storm. The temperature and. rainfall data for 1993-95 were used from the study 
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site, whereas the data on wind speed, short wave radiation, and relative humidity were taken 
from Charles City, about 16 km from the study site. The simulations for 1996 were 
conducted using air temperature and rainfall data from the study site (minimum data required 
by the model) because the rest of the data were not available from Charles City. 
The model requires discretized soil profiles in horizons based on their lithological 
characteristics. Each horizon is characterized by its soil type, particle density, bulk density, 
porosity, and percent sand, silt, and clay. The representative values of water content at field 
capacity (1/3 bar) and lateral saturated hydraulic conductivity for a field, along with texture 
and bulk density, help the model estimate the remaining hydraulic properties which describe 
modified Brooks-Corey water retention curves (Brooks and Corey, 1964) and hydraulic 
functions parameters, used by the model. 
The model requires plant management variables and parameters and uses a generic 
crop growth model to simulate com and soybean crops. Default values of plant growth 
parameters were used, as recommended in the user's manual. The model also requires detail 
of the tillage operations performed, manure and fertilizer management, pesticide use, and 
irrigation practices. 
MATERIALS AND METHODS 
Experimental Site 
The experimental site is located at Iowa State University's Northeastern Research 
Center, Nashua, Iowa. The experimental plots are located oa a predominantly Kenyon loam 
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(fine-loamy, mixed, mesic Aquic Hapludoll) with 2 to 3% organic matter (USDA-SCS, 
1982). The physical properties of the soil profile, reported in Table 1, were adopted from 
Singh (1994) and Sharpley and Williams (1990). These soils have a seasonally high water 
table. Sixty meters of pre-lllinoian till typically overlies a carbonate aquifer, though bedrock 
is near the surface in some areas. 
The Nashua site has 36 plots (58.5 x 67 m in size each), with fiilly documented tillage 
and cropping records for the past nineteen years. These 36 plots have been allocated to seven 
different crop management systems under Randomized Block Design. System 5 was selected 
for this study which comprised of plots 11,23, and 27. Only system 5 represents corn-
soybean rotation plots fertilized with liquid swine manure in alternate years for which the 
study was designed. There is very little difference in the hydraulic properties of plots 11 and 
27 in comparison with soils of plot 23. Therefore, there was no need to incorporate these 
minor differences in the overall design of the experiment. A list of management practices for 
the three simulated plots is given in Table 2. Each plot is drained separately. Each plot has 
tile lines installed at a depth of 1.2 m and a spacing of 28.5 m. The tile lines are intercepted 
at the end of plots and are connected to individual sumps for water sampling. The sumps are 
equipped with all 0-volt effluent pump, water flow meter, and an orifice tube to collect 
water samples for chemical analysis. Data loggers, connected to water flow meters, record 
tile flow data continuously as a fimction of time. A detailed description of the automated 
subsurface drainage system is given by Kanwar et al. (1995). Cimiulative subsurface drain 
flows were monitored on altemate days. Subsurface drain flow data were Linearly 
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interpolated for the missing days based on values before and after the missing day interval if 
data loggers did not work. 
An experimental field study was initiated in 1993 to evaluate the NOj-N leaching 
losses with subsurface drainage flows under continuous-corn and corn-soybean rotation as 
affected by swine manure application. Swine manure was obtained from a manure pit under 
a growing/finishing building. Table 3 presents the characteristics of the swine manure used 
for the experiment. The application of manure to achieve the required nitrogen levels was 
difficult because of the non-uniform quality of manure. Table 4 gives the actual application 
rates of N to corn-soybean rotation plots. 
Subsurface drainage water samples were collected three times a week for NO3-N 
analysis. Measured data for tile flow and their NO3-N concentrations from three plots under 
corn-soybean rotation were used to calibrate and validate the model for 1993-96. 
Initial Conditions 
The initial soil conditions (both physical and chemical) for the soil system of the 
RZWQM must be input for each specified horizon of the discretized soil profile. Soil 
moisture content, soil temperature, soil equilibrium chemistry, nutrient chemistry, and 
pesticide concentrations are required as initial input to the model. These initial estimates 
were adopted from the literature, model user's manual, or the data collected at the experiment 
station. Initial water table depth was set equal to the tile ILae depth of 1.2 m. The initial soil 
temperature profile was adopted from Hillel (1982) (Fig. 12.4) for the spring season. The 
initial NO3-N concentrations in the soil profile were adopted from Singh and Kanwar (1995). 
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Model Calibration and Evaluation 
The simulation periods for the entire growing seasons were: day of year (DOY) 70-
300 for com and DOY 121-300 for soybean (Singh, 1994). The model was calibrated for 
subsurface drain flow simulations using tile flow data for 1993. The input parameters were 
obtained from field experimental data and through a calibration procedure. The goal of 
calibration was to minimize the difference between measured and predicted cumulative 
drainage flow along with timely peak response to the measured data. The calibration period 
used for com and soybean was their growing season. Effective porosity (difference between 
porosity and field capacity) was adjusted until the predicted tile flow hydrograph matched the 
volume and peaks of the measured tile flow hydrograph. The peaks of the hydrographs were 
also matched by changing the lateral saturated hydraulic conductivity (Singh et al.. 1996). 
The im'tial moisture contents of the soil profile played an important role in the begirming of 
the tile flow simulations. 
NO3-N losses with subsurface drainage were calibrated after tile flow calibrations. 
For com. the model was calibrated using the 1993 data and was verified using 1995 data. For 
soybean, the model was calibrated using 1994 data and was verified using 1996 data. NO3-N 
concentrations were calculated by dividing the NO3-N mass (ug/mm") by the drain flow 
(mm/day) to find daily NO3-N concentrations in mg/L. The main criterion used to calibrate 
the nutrient component of the model was to minimize the difference between the measured 
and predicted annual average NO3-N concentrations and annual NO3-N losses in the tile 
water. To compare the model performance with 1:1 best fit line, the simulation data for com 
and soybean (1995 and 1996) were pooled only for those days for which the measured NO3-
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N concentrations data were available. The remaining days' data were not included in making 
comparisons. The main crop specific calibration parameters of maximum nitrogen uptake 
rate, proportion of photosynthesis to respiration and amount of biomass needed to obtain a 
leaf area index of 1.0 (USDA-ARS, 1996) were calibrated to predict the effect of crop 
rotation and swine manure application on NO3-N losses with subsurface drain flows. 
RESULTS AND DISCUSSION 
NO3-N Concentrations in Subsurface Drain Flows 
The calibrated values of maximum nitrogen uptake rate, proportion of photosynthesis 
to respiration and amount of biomass to obtain a leaf area index of 1.0 were significantly 
different for com and soybean because soybeans fix N (Table 5). Table 6 shows the 
cumulative measured and simulated substirface tile flows for the simulation periods of 1993 
through 1996. The lateral saturated hydraulic conductivity for the three simulated plots was 
35 mm/h for both crops, whereas the effective porosity varied from 0.17 to 0J20 for com and 
soybean, respectively because of changes in amounts of rainfall for the calibration years. For 
1993, the model under-predicted tile flow at the beginning of the growing season and over-
predicted at the end. The study plots may have had more runoff after harvesting, thus 
reducing the measured tile flov*^. The model overestimated tile flow during 1993 and 
underestimated it fbr 1995 because 1993 was a wet year (1020 mm rainfall) compared with 
1995 (800 mm rainfall). The average difference between the measured and simulated tile 
flow fbr com was about +2.0% for 1993 and 1995. The graphical display firom Figures 1(a) 
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to 4(a) for 1993-96 show good agreement between the measured and simulated tile flow 
values. The model response for 1994 was not as consistent as for other years. The average 
simulated tile flow for 1994 was 14% less than the measured tile flow. This difference could 
also be due to macropore flow, which was not considered in this simulation study. For 1996, 
model simulations were satisfactory under-predicting the measured tile flow by 5%. The 
model under-predicted the tile flow compared with measured values for the entire growing 
season of soybean (1994 and 1996) by 9.7%. 
Average annual NO3-N concentrations for the measured and simulated flows are 
shown in Table 7. The simulated NO3-N concentrations in the tile water followed the pattern 
of measTored NO3-N concentration effectively, with an overall a-verage difference of < 1% for 
the entire simulation period of 1993-96 (Table 7). For 1993, the model predicted NO3-N 
concentrations very close to the measured values except at the end of the growing season 
(Figure 1(b))- The NO3-N concentrations at the end of the growing season were affected by 
the higher tile flow simulated by the model. Otherwise, model simulations were very close to 
the measured values (Figures 1(b) to 4(b)). The average difference between the measured 
and predicted NO3-N concentrations was < 5% for Plots 11 and 23. Response from Plot 27 
was not similar to that from Plots 11 and 23, likely due to that Plot's steeper slope and 
observed larger spatial variability in soil properties. 
The MO3-N concentrations in tile flow for 1994 were affected by the poor predictions 
of the tile flow. However, the annual average predicted NO3-N concentrations were close to 
the measured values giving 2.4% difference between the measured and predicted values for 
1994. For 1995, the model predicted NO3-N concentrations very close to the measured 
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values under com production with an average difference of <1%. The NO,-N concentrations 
in tile water decreased in 1994, because heavy rains in 1993 flushed large amounts of NO3-
N. The NO3-N concentrations in tile water again increased in 1995 due to reduced leaching 
losses of NO3-N in 1994 and over-application of swine manure in the fall 1994 (Table 4). 
The model was able to simulate these effects on NO3-N concentrations in tile flow. 
For 1996, the model predicted both the tile flow and its NO,-N concentrations 
satisfactorily perhaps due to a better availability of weather data. The average difference 
between the simulated and measured NO3-N concentrations was <5%. The model predicted 
the peak tile flows for ail three plots closer to the measured values. The model predictions 
for NO3-N losses were in close agreement with the observed values and followed the pattern 
of measured losses (Table 8). The predicted NO3-N losses were < 5% of the observed values 
for both cropping systems. The model showed good potential in simulating the effect of crop 
rotation and swine manure application on NO3-N losses. 
Figure 5 evaluates the model performance in predicting NO3-N concentrations for 
validation years of 1995 and 1996. Figtire 5 gives slopes of 0.85 and 0.55 with correlation 
coefiBcients of 0.66 and 0.57 for com and soybean, respectively. The trend of the best fit 
lines show that the model has the capability to predict NO3-N concentration in the tile water 
for a corn-soybean rotation system of production, as affected by swine manure application. 
There are some discrepancies in the data, as shown by the best fit line. The NO3-N 
concentrations were found to be affected by both the amount and distribution of rainfall, the 
rate of swine manure application and crop rotation. 
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SUMMARY AND CONCLUSIONS 
The RZWQM (V. 3.25) was calibrated and validated using data from 1993-96 to look 
for the effect of crop specific calibration parameters for com and soybean on NOj-N losses 
with subsurface drain flows when swine manure was applied Ln alternate years for com. The 
key parameters of effective porosity and lateral saturated hydraulic conductivity were 
effective in matching the size and shape of the predicted tile flow hydrograph with the 
measxired values. The simulation period comprised both wet and dry years. The model over-
predicted subsurface drain flow for wet years and under-predicted it for dry years. The 
overall predictions of subsurface drain flow for the two cropping systems from 1993-96 were 
5% higher than the observed flow. 
TTie main crop specific calibration parameters accounting for the effect of crop 
rotation and manure application on NOj-N losses included the maximum nitrogen uptake 
rate, proportion of photosynthesis to respiration and amount of biomass needed to obtain leaf 
area index of LO. The model under-predicted NG^-N concentration at the beginning of the 
growing season and over-predicted it at the end of the growing season. The error in 
subsurface drain flow simulations at the end of the growing season also affected the NO3-N 
concentration for this period. Some discrepancies exist in predicting the drain flow and NO3-
N concentration for wet and dry years and during the beginning and the end of the drain flow 
hydrograph. The use of a macropore flow component, which was not considered in this 
study, may overcome these limitations. The regression analysis showed that the model 
under-predicted NO3-N concentrations for validation years of 1995 and 1996. The overall 
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average predicted NO3-N concentrations were in close agreement with the observed values 
(average difference less than Wo). The overall simulated NO3-N losses were < 5% of the 
observed values for both cropping systems. The analysis shows that the crop-specific 
parameters of the model were able to predict the effect of corn-soybean rotation and swine 
manure application on NO3-N losses with subsurface drain flow satisfactorily. Further 
verification of the crop specific parameters for predicting above and below-ground biomass 
and grain yield along with NOj-N losses could help frame the guidelines for environment 
safe application of swine manure. 
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Table 1. Selected soil horizon properties of the study plots, used as input to the 
model 
Horizon Depth Bulk Density Porosity Particle size distribution('%) 
no. (m) (Mg/m^) sand silt clay 
Kenyon soil (plot # 11, 27) 
1 0.0 - 0.20 1.36 0.49 38 42 20 
2 0.20-0.41 1.53 0.43 41 34 25 
3 0.41-0.50 1.55 0.42 42 32 26 
4 0.50-0.69 1.60 0.40 43 30 27 
5 0.69-0.89 1.65 0.38 44 28 28 
6 0.89-1.23 1.70 0.36 44 31 25 
7 1.23-1.67 1.75 0.34 44 31 25 
8 1.67-2.52 1.75 0.34 44 31 25 
Readlyn soil (plot #23) 
1 0.0-0.20 1.34 0.49 31 43 26 
2 0.20-0.30 1.45 0.45 31 33 26 
J 0.30-0.43 1.45 0.45 37 38 25 
4 0.43-0.54 1.50 0.43 37 38 21 
5 0.54-0.68 1.60 0.40 55 24 26 
6 0.68-0.89 1.65 0.38 46 28 26 
7 0.89-1.10 1.70 0.36 46 28 26 
8 1.10-1.50 1.70 0.36 46 28 26 
9 1.50-2.52 1.70 0.36 46 28 26 
Table 2. Schedule of management activities of the study plots 
Com Soybean Activities 
1993 1995 1994 1996 
Nov. 15* Nov. 17* - - Fall application of manure 
Nov. 20 Nov. 22 Nov. 4 Nov. 8 Primary tillage (chisel plow) 
May 17 May 16 May 17 May 30 Planting 
My 21 June 14 - - Cultivation 
Sept 1 Sept. 7 Sept. 2 Sept. 5 Approximate maturity 
Oct. 25 Sept. 22 Oct. 6 Oct. 8 Harvesting 
* fall of the preceding year 
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Table 3. Characteristics of swine manure applied to com 
Characteristics Fall 1992 Fall 1994 
Avg. application amount, nun 2.70 4.60 
Depth of injection, mm 254.00 254.00 
Total solids (%) 6.21 6.73 
Total N content (%) 0.54 0.49 
Organic N content (%) 0.25 0.04 
Ammonia content (%) 0.04 0.06 
Phosphorous content (%) 0.21 0.21 
Organic phosphorous content (%) 0.04 0.03 
Organic matter content (%) 0.14 0.14 
Table 4. Application rates of N, P2O5 and K2O for corn-soybean rotation plots, from 
swine manure applications for 1993 and 1995 
Application rates (kg/ha) 1993 1995 
N 73 195 
P.O3 53 78 
K,0 71 104 
Table 5. A list of crop and site-specific calibration parameters for corn-soybean 
simulations 
Parameters Com Soybean 
Maximum nitrogen uptake rate (g/plant/day) 2.00 0.50 
Proportion of photosynthesis to respiration 0.12 0.005 
Amount of biomass needed to obtain leaf area index of 
1-0 (g) 10.00 1.50 
Plant density 60,000.00 395,000.00 
Age effect for propagules as proportion of photosynthesis 0.80 0.25 
Age effect for seed as proportion of photosynthesis 0.60 0.30 
Normal maximum root system depth (m) 2.00 1.00 
Dry mass of the residue on the surface (MT/ha) 4.30 3.50 
Albedo of the dry soil 0.21 0-30 
Albedo of the wet soil 0.11 0.12 
Albedo of the crop at maturity 0.20 0.25 
Table 6. A list of calibrated parameters of the study plots, and measured and simulated tile flows for the simulation period 
(1993-96) under corn and soybean 
Corn 
Plot Soil type LKsat' EP' 1993 ^flow. mm 1 1995 (flow, mm) 
n (mm/h) observed predicted % diff. observed predicted % ditT 
11 Kenyon 35 0.17 336.0 351.0 +4.5 75.0 61.0 -18.6 
23 Readlyn 35 0.18 319.0 373.0 +16.9 97.0 90.0 1 io
 
27 Readlyn 35 0.17 128.0 173.0 +35.1 26.0 26.0 0.0 
Average 35 0.17 261.0 299.0 + 14.5 66.0 59.0 -10.6 
Soybean 
Plot Soil type LKsat EP 1994 (flow, mm) 1996 (flow, mm") 
if (inm/h) (niniVninv^) observed predicted % diff. observed predicted % diff 
11 Kenyon 35 0.20 73.0 61.0 -16.4 42.0 40.0 -4.8 
23 Readlyn 35 0.20 81.0 75.0 -7.4 49.0 48.0 -2.1 
71 Readlyn 35 0.20 37.0 30.0 -18.9 19.0 18.0 -5.3 
Average 35 0.20 64.0 55.0 -14.1 37.0 35.0 -5.4 
' Lateral saturated hydraulic conductivity; * Effective porosity 
Table 7. Average measured and simulated NO3-N concentrations in subsurface tile flow of the study plots 
Year Rainfall Average NOj-N concentrations (mg/L) 
(mm) Plot # 11 Plot #23 Plot # 27 
measured predicted %diff. measured predicted %diff. measured predicted %diff. 
1993 1027 12.9 12.4 -3.8 12.1 11.3 -6.6 9.3 7.2 -22.4 
1994 733 10.3 11.1 +7.8 lO.l 10.3 + 1.9 7.7 7.5 -2.6 
1995 802 17.3 17.8 +2.8 12.6 12.1 -3.9 14.4 14.7 +2.1 
1996 683 16.7 17.3 +3.6 21.4 22.7 +6.1 16.5 17.2 +4.2 
Average 14.3 14.6 +2.1 14.0 14.1 +0.7 11.9 11.6 -2.5 
Tabic 8. Measured and simulated NO3-N losses (kg/ha) in subsurface drain f1o>v of the study plots 
Year NO3-N losses (kg/lia) 
Plot # 11 Plot #23 Plot # 27 
measured predicted %diff. measured predicted %diff. measured predicted %difY. 
1993 49.48 47.06 -4.89 49.93 46.17 -7.53 13.42 14.56 +8.49 
1994 6.37 6.23 -2.19 7.14 7.57 +6.02 1.97 2.31 + 17.25 
1995 13.43 11.18 -16.70 14.58 13.28 -8.91 4.24 3.90 -8.02 
1996 7.28 6,02 -17.30 10.76 10.53 -2.13 3.13 2.83 -9.58 
Total 76.56 70.49 -7.93 82.41 77.55 -5.89 22.76 23.60 +3.69 
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Figure l(a)-Measured and simulated tile flows for plot # 11 for 1993. 
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Figure l(b)-MecisuTed and simulated NO3-N concentrations for plot 11 for 1993. 
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CHAPTER 6. PREDICTION OF NO3-N LOSSES WITH SUBSURFACE DRAINAGE 
FROM MANURED AND UAN-FERTILIZED PLOTS USING GLEAMS' 
A paper submitted to Transactions of the ASAE 
A. Bakhsh, R. S. Kanwar, D. B. Jaynes, T. S. Colvin, and L. R. Ahuja" 
ABSTRACT 
Predictive tools are needed to help reduce the probability that using swine manure for 
crop production will contaminate shallow groundwater resources. The objective of this study 
was to use the GLEAMS (V.2.1) model to compare measured versus simulated effects of 
swine manure application with urea-ammonium-nitrate (UAN) on subsurface drain water 
quality from beneath long-term com (Zea Mays L.) and soybean plots. Four years (1993-96) 
of field data from an Iowa site were used for model calibration and validation. The SCS 
curve number (CN2) and effective rooting depth (RD) were adjusted to minimize the 
difference between simulated percolation below the root zone and measured subsurface drain 
flows. Model predictions of percolation water below the root zone followed the pattern of 
measured drain flow data, giving an average difference of+9.9%, and -5% between predicted 
'Journal Paper No. J-18134 of the Iowa Agriculture and Home Economics Experiment Station, Ames, Iowa-
Project No. 3415. 
- The authors are A. Bakhsh, Graduate Research Assistant; R. S. Kanwar, Professor, Department of 
Agricultural and Biosystems Eiigmeering, Iowa State University; D. B. Jaynes, Soil Scientist; T. S. Colvin, 
Agricultural Engineer, USDA-ARS National Soil Tilth Laboratory, Ames, Iowa; and L. R. Ahuja, Research 
Leader, USDA-ARS Great Plains Systems Research Unit, Fort Collins, CO. 
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and measured values for manured and UAN fertilized plots, respectively. Model simulations 
for overall NO3-N losses with percolation water were comparable to measured NO3-N losses 
with subsurface drain water giving an average difference of +20% for manured plots. The 
model over-predicted NO3-N losses, particularly for soybean on plots, which received 
manure in the previous year. Predicted NO3-N losses with subsurface drainage from 
fertilized plots were much lower than measured values with an average difference of -32%. 
The best fit line with zero intercept showed correlation coefficients of 0.73 and 0.66 between 
monthly predicted and measured NO3-N losses with subsurface drain flows for manured and 
UAN fertilized plots, respectively. The results of the study indicate that the rate factors 
based on soil temperature and soil water levels used in N-transformation processes of the 
model may be refined for consistent simulations of NO3-N losses with subsurface drainage 
water for corn-soybean rotation plots fertilized with either swine manure or UAN for com 
phase of production. 
Key words. GLEAMS, s"wine manure, nitrate-nitrogen, water quality 
INmODUCTION 
The rapid growth in size of swine facilities in Iowa has resulted in a steady increase in 
animal waste production, with manure production ranging from 1 to 10 kg/day/hog 
depending on the hog's size, type and ration. Currently, 28.4 million tons of liquid svwne 
manure are gathered in pits annually ia Iowa (Midwest Plan Service, 1993 ; Iowa 
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Agricultural Statistics, 1996). This situation has encouraged farmers to apply higher rates of 
swine manure on agricultural lands, but continuous application of manure to a field over a 
longer duration may result ui the accumulation of more nutrients in the root zone than 
subsequent crops need. Some nutrients, especially nitrogen in the form of nitrate (NO3), is 
highly mobile and may leach to groundwater or to the tile drainage network. Nitrate 
contamination of groundwater is a major concern in hog-producing areas, and additional 
information quantifying the impact of swine manure application on water quality is needed 
(Gangbazo et al., 1997; Gupta et al., 1997; Kanwar et al., 1995). 
Freshly excreted manure has nitrogen in the organic form that is converted to 
ammonium-nitrogen after application to the soil or during storage. Because ammonium is 
adsorbed to the soil particles, it generally does not leach from the root zone, but may 
volatilize as ammonia gas depending on the soil environment and its mode of application. 
Soil microbes convert ammonium to NO3, which is highly soluble and can move easily with 
the soil water. In wet soils, NO, may contaminate groimdwater through percolation or may 
be lost as nitrogen gas as a result of denitrification. These N-transformation processes are 
influenced by environmental and management variables, which determine the potential for 
contamination (Yoon et al., 1994). It is imperative, therefore, to quantify these N-
transformation scenarios to minimize N losses. 
In addition to field and lab experiments, the use of computer models also provides an 
opportunity to evaluate the response of a soil and water resources to several different farming 
practices in an efficient and cost-effective way. Kanwar et al. (1983) developed a computer 
model to simulate major water and N transport processes occurring in a typical agricultural 
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watershed during the crop growth period. DRAINMOD (Skaggs, 1978) was extended as 
DRAINMOD-N (Breve et al., 1997) for predicting various N transformations and uptake 
processes in subsurface-drained soils. The scientists of USDA-ARS developed the 
CREAMS model (Knisel, 1980), to evaluate nonpoint source pollution from field-scale 
agricultural areas. Saleh et al. (1994) evaluated the DRAINMOD-CREAMS model with an 
incorporated nutrient submodel. CREAMS was later modified to develop GLEAMS (KniseL 
1993) with an enhanced hydrology component, a component for the vertical flux of pesticide, 
and a component for plant nutrients. Shirmohammadi et al. (1998) reported that GLEAMS 
was capable of simulating drainage discharge and NO3-N and dissolved-P losses reasonably 
well in a structured soil. Stone et al. (1998) reported that GLEAMS simulated groundwater 
NO3-N concentrations wdth mean residuals (simulated-observed) of ±1.3 mg/L and ±19 
mg/L, respectively for a com/wheat/soybean rotation field and for a bermuda grass field 
sprayed with swine waste. GLEAMS is now a field-scale water quality model that has 
hydrology, erosion, pesticide, and nutrient submodels. A detailed description of GLEAMS 
can be foimd in Knisel (1993) and Leonard et al. (1987). 
Although computer models can be useful tools for developing waste management 
systems and solving soil and water problems, they must be validated using field experimental 
data. GLEAMS has been validated for poultry manure application (Yoon et al., 1994 and 
Minkara et al., 1995), but no validation studies have been conducted for swine manure 
application under a corn-soybean cropping sequence. Therefere, this study presents 
evaluation of the GLEAMS model for simulation of NO3 losses with subsurface drainage 
water with the following objectives: 
129 
• calibrate and validate the GLEAMS model for the prediction of NO3 losses with 
subsurface drainage water from corn-soybean rotation plots fertilized with liquid 
swine manure. 
• compare and evaluate the simulations of the model for corn-soybean rotation plots 
fertilized with a urea-ammonium nitrate (UAN) solution. 
FIELD EXPERIMENTS AND INPUT DATA 
The field experiment providing calibration and validation data for this study was 
located at Iowa State University's Northeast Research Center near Nashua, Iowa. Tlie corn-
soybean rotation plots are located on a predominantly Kenyon silty clay loam and Readlyn 
fine loamy soil with 4 to 5% organic matter (Kermit, 1995). Kenyon and Readlyn aiQ 
classified as fine-loamy, mixed, mesic, Typic Hapludolls. These soils have seasonally high 
water tables and benefit from subsurface drainage. Subsurface drains were installed in 1979 
at 1J2 m depth and 28.5 m spacing. Pre-IUinoian glacial till units of 60-m thick overlie a 
carbonate aquifer used for water supply in the area. The site has 36, 0.4-ha plots with fully 
docimiented tillage and cropping records for the past 19 years. Each plot has an independent 
drainage sump for measuring subsurface drainage and collecting water samples for chemical 
analysis (Kanwar and Baker, 1991). Drainage water sampling frequency averaged three 
times a week during subsurface drainage flow. The current field study was initiated in the 
fall of 1992 to monitor NO3 leaching losses through subsurface drain flows beneath corn-
soybean rotation plots fertilized with either swine manure or UAN fertilizer whenever com 
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was grown. Four years (1993-96) of data on subsurface drain flows and NO3-N 
concentrations in the water from six rotation plots (plot # 11,23,27-manured and 12, 17,34-
fertilized with UAN) were selected to calibrate and validate the GLEAMS (version 2.1) 
model for NO3-N simulations. The Nashua site has seven different crop management 
systems, allocated to 36 plots under a randomized block design. System 3 (plot # 12, 17, 34) 
and system 5 (plot # 11, 23, 27) were selected because these two systems are under same 
tillage, herbicide and crop rotation treatments except N-management practices, for which this 
study was designed. 
Model Input Data 
The model was run for continuous simulation from January I, 1993 through 
December 31,1996 to minimize the effects of parameter estimation at the begiiming of each 
year, and to simulate various soil water and N transformation processes continuously 
throughout that period- Local weather and management data were generally available and 
used for the simulation. 
Meteorological Data 
GLEAMS reqtiires mean daily air temperature and daily precipitation data. It uses 
mean daily temperature to determine whether precipitation is rain or snow. The hydrology 
subroutine requires mean monthly maximimi temperature, minimum temperature, solar 
radiation, wind speed and dew point data. For locations where this information is not 
available, it can be foimd for more than 1000 U. S. locations in the Climate Generator 
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(CLIGEN) database associated with the model (Richardson and Nicks, 1990). For this study, 
daily rainfall and temperature data were available from an on-site weather station, but mean 
monthly data for solar radiation, dew point and wind speed were not available, so they were 
taken from the database for a station near Osage, Iowa, which is located about 40 km from 
the experimental site. 
Soil Data 
Clay, silt, sand fractions, porosity, field capacity, wilting point, and hydraulic 
conductivity data were taken from Singh (1994). Based on the soil properties, experimental 
plots were classified in the hydrologic soil group A according to the user s manual (Knisel, 
1993). The root zone was divided into four horizons based on textural data. Physical and 
hydraulic properties of each soil horizon within the six plots are presented in Table I. The 
SCS ciu^e numbers (CN2) for hydrologic soil group A were selected initially from die user's 
manual and were calibrated for plots 11 and 23 having a slope of 1%, and for plot 27 having 
a slope of 4%. The calibrated model from manured plots was tested for the UAN plots using 
measured data from plots of 12 and 34 which have slopes of 1%, and plot 34 which has a 
slope of 3%. 
Maaagement Practices 
A chisel plow was the primary tillage tool used for the six selected plots in this 
study. Tillage was done in the fail ofeach year immediately after harvesting the crop. The 
secondary tillage operations were one or two field cultivations in the spring performed by a 
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field/row cultivator. Dates of all the management activities, such as planting, harvesting, 
tillage, and fertilizer applications given in Table 2. UAN was applied two times during the 
growing season for die non-manured plots (12, 17, 34) with rates and dates of applications 
are given in Table 2. Weed control was achieved by herbicide application (Band Dual + 
Extrazine for com and Lasso + Pursuit for soybean). Swine manure was applied in the fall 
prior planting com the following spring. No manure or UAN fertilizer was applied for 
soybean crops. Average characteristics of the swine manure applied to plots 11, 23, and 27 
are given in Table 3. 
Plant Growth Variables and Parameters 
Com and soybean were grown during the study period of 1993-96. Maximum 
rooting depth of 1200 mm for com and 1000 mm for soybean were calibrated to fit model 
simulations of percolation to measured subsurface drain flow data. Com was grown in 1993 
and 1995 whereas soybean were grown in 1994 and 1996 on these six plots. Crop 
characteristics data reqiiired by the model, such as leaf area index, crop height, dry matter 
ratio, C:N ratio, andNrP ratio, were taken from the model database. Measured yield for both 
crops (Table 4) was also used as input to the model. 
Initial Conditions 
GLEAMS requires input of initial conditions for various soil horizons. Crop residue 
from 1992 was estimated to be 1,000 kg/ha for the 1993 season. Total nitrogen content, 
potentially mineralizable nitrogen, total phosphorous, and phosphorous concentration data for 
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each soil horizon were not available so default values of the model were used. The manure 
characteristics given in Table 3 were used as input to the model. The soil NO3-N 
concentrations for the begiiming date of simulation were not available and therefore the 
approach of Shirmohanmiadi et al. (1998) was adopted. The initial estimates for NO3-N 
concentrations (1 ppm) for each soil horizon were adjusted as input for 1993 to make sure 
that the initial NO3-N concentrations of the subsurface flow matched with the measured NO;-
N concentrations. 
Model Calibration and Evaluation 
Soil characteristics vary from point to point within a field and perhaps within a plot. 
The measured set of soil physical properties at a certain point within a field may not represent 
the entire field. Errors could also be introduced during the simulation process. The most 
likely error is the sampling error which considers the soil properties of one point as 
representative of the whole field i.e. lacking the incorporation of spatial variability of soil 
characteristics within a field. A second error could be introduced by the set of equations 
representing the soil and water flow and N-transfermation processes that may not adequately 
represent the field. Therefore, calibrations of key parameters of the model such as Effective 
Rooting Depth (RD) and SCS curve number (CN2) are critical. These calibrations were made 
to fit the model-predicted water percolation losses below the root zone to the measured 
subsurface drain flow data of 1993 for six plots. The subsurface drains have been installed at 
1.2 m depth. The data collected for subsurface drain flows can give a good estimate of 
percolation losses because the fields are subjected to seasonally high watertable. The 
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hydrologic component of the model was calibrated first by adjusting CN2 and RD. Efforts 
were made to keep parameters within the acceptable range as specified by the user's manual 
(Knisel, 1993). The CN2 parameter controls the runoff and RD controls the 
evapotranspiration values. These two parameters were adjusted to fit the model percolation to 
the measured subsurface drain flow data. The calibrated parameters for each plot and crop are 
given in Table 5. A trial and error procedure was used to find the best set of values for these 
two parameters that could simulate the model's percolation as subsurface drainage flow with 
minimum difference between the measured and simu'ated values. 
Model evaluation criteria were based on both subjective and objective approaches 
(Zacharias and Heatwole, 1994). Subjective criteria included graphical display of model 
simulation and measured values, whereas objective criteria included statistical computation 
of percent relative error between observed and predicted values (Singh and Kanwar. 1995). 
The subjective criteria were used to locate anomalies in model predictions and to provide an 
insight on temporal response of the model for the entire simulation period. Objective criteria 
account for differences in mass of the simulation, ignoring its distribution over time. The 
combination of both subjective and objective criteria provides validation of model output. 
Both criteria were used to evaluate the model simulations. 
RESULTS AND DISCUSSION 
Table 5 provides an objective evaluation of GLEAMS simulation based, on % relative 
difference, while a subjective evalxmtion is presented in Figxires 1 through 4. Model 
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calibration and evaluation were made on a monthly basis. Daily simulations were also made 
to compare with measured daily tile flow data. Comparison (data not shown) of model daily 
simulations was not very satisfactory. The model simulated about the same amount of 
percolation on a monthly basis, but the temporal distribution was not reasonable. GLEAMS 
predicted very high peaks with short duration resulting in an overall mass of the percolation 
that was the same as presented on a monthly basis in Table 5. GLEAMS simulates water 
mc^vement through the root zone based on a maximum of 12 computational layers. Water 
movement through each layer is calculated using a storage routing technique with travel time 
for percolation estimated from layer thickness and saturated conductivity (RC). The RC is 
not a sensitive parameter in most cases, especially when its value is not restricting (soil group 
D). Daily simulations showed that there was short travel time for each layer, which resulted 
in sharp percolation peaks for each rainfall event when compared with measured daily 
subsurface drain flows. Such daily simulations may be right because percolation may be 
considered an inflow to the system whereas subsurface drain flow is an outflow. The lack of 
routing from percolation to drain flow might have resulted in sharp peaks of daily 
simulations. Based on these discrepancies, monthly simulations were deemed more 
reasonable than daily simulations when comparing simulated percolation with measured 
drain flows. The simulation of percolation has used as an estimate for subsurface drain flow, 
with drains instaUed at 1.2 m depth (Shirmohammadi et al., 1998). 
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Simulations of Subsurface Drain Flow 
Continuous simulation output for 1993 through 1996 and observed data for all plots 
are shown in Figures I through 4. The standard error bars (vertical lines) show the upper and 
lower limits for 5% confidence interval of the measured data whereas the dotted lines show 
the upper and lower limits for 5% confidence limits for simulated data. These limits show the 
ranges of the observed and simulated data to assess variability among replicated plots. The 
model simulation of percolation followed the pattern of measured subsurface flows and 
showed a relative difference of about 10% between the measured and predicted values for 
manured plots (Table 5). The model responded similarly for all plots except for plots # 27 
and # 17, which had land slopes of 4% and 3% respectively. The model was calibrated to 
give a satisfactory output using measured data from 1993, but it underestimated the 
subsurface drain flows for 1994 and overestimated those for 1995 and 1996 (fig. 1). The 
calibration year of 1993 was a very wet year compared to the validation years of 1994, 1995, 
and 1996. The amount and distribution of rainfall, crop growth, characteristics, and 
interaction of soil with, crop residue affect the subsurface drain flow processes and may have 
affected the overall performance of the model. 
The crop-wise analysis of subsurface drain flow simulation shows that the model did 
an acceptable job in predicting subsurface flows for the com years 1993 and 1995, and with a 
relative error of+6.2% and -4.4% for manured and UAN fertilized plots (Table 5). The 
model overpredicted subsurface flow beneath soybean with, a relative error of +22% for 
manured plots. There could be several factors responsible for these fluctuations; the most 
apparent being rainfall variation from year to year, crop characteristics^ calibration of model 
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for a com year and not for soybean, and possibly macropore flow. The macropore flow is an 
important factor to be considered during water flow to subsurface soil layers (Singh and 
Kanwar, 1991). GLEAMS (V.2.1) does not have a macropore flow flmction. The addition of 
crack flow component to GLEAMS improved its water distribution and solute movement out 
of the root zone (Morari and Knisel, 1997). Overall, relative difference between observed 
and predicted subsurface drain flow was about 2% for all six plots (Table 5). 
Figure 2(a) shows the model performance in simulating subsurface drain flow against 
a 1:1 best fit line for measured and predicted subsurface drain flows for manured plots. All 
the measured and predicted data were pooled for the entire four-year simulation period and 
for both the crops. The correlation coefBcient (r) of 0.71 was found between monthly 
predicted and measured subsurface flows for manured plots. The slope of the zero intercept 
line shows that overall the model under-predicted observed values by 8%. The continuous 
model simulations takes into account the effect of crop residue incorporated firom the 
previous year as GLEAMS calculates the impact of decay and addition of crop residue on 
daily basis. This analysis shows that the model was able to incorporate the effects of corn-
soybean rotation and crop residue during the continuous simulation period. Figure 3 a 
compares the subjective and objective evaluation of model simulation of percolation with 
measured subsxirface drain flows for UAN fertilized plots. Despite yearly differences of 
simulations the relative difference between four year total percolation losses and measured 
subsiirface drain flow was -5% (Table 5). 
Figxire 4(a) compares the overall model simulations of subsurface drain flow against 
1:1 best fit line for the UAN plots. A correlation coefBcient of 0.75 was found between 
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observed and predicted values for these plots. The slope of the zero intercept line shows that 
overall the model under-predicted the observed values by 15%. 
Simulation of NO3-N Concentratioa in Subsurface Drain Flow 
Table 6a compares the measia'ed and predicted NO3-N concentrations for the four 
years of simulation for manured plots. Annual average of predicted NO3-N concentrations for 
1993 were significantly higher than measured values. Zero NO3-N concentrations were 
predicted for 1994 when measured values averaged 10.6 mg/L. GLEAMS predicted a large 
amount ofNOj-N leached in 1993 at higher concentrations, which might have caused the 
lower NO3-N concentrations predicted in 1994. It under-predicted NO3-N concentration for 
1995 (com) and over-predicted for 1996 (soybean). These inconsistent pattems of NO3-N 
concentrations were probably affected by very wet and dry years and also were due to poor 
simulation of the N-transformation processes between crops and during the soybean years. 
Lower leaching losses in 1995 and higher mineralization rates during 1995 and 1996 
presumably became more dominating and increased the NO3-N concentrations drastically to 
the predicted level of 25.7 mg/L compared to an average measxired value of 16.7 mg/L in 
1996. Despite yearly difference in simulated and measured NO3-N concentrations, the 
overall annnal averages of simulated NO3-N concentrations for the four-year simulation and 
for both crops were foimd to be closer to the observed concentrations by showing the relative 
difference of -4.0% between measured and predicted values for manured plots. 
Table 6b compares the measured and predicted NO3-N concentrations for the UAN 
fertilized plots. GLEAMS greatly under-predicted NO3-N concentrations for the validation 
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years except 1993 wb'^n rainfall was excessive. The comparison of model predictions of 
NO3-N concentration from manured and non-manured plots show that the model 
overpredicted NO3-N concentrations in 1996 for manured plots and highly under-predicted 
for UAN fertilized plots. The N-transformation processes are affected by soil temperature 
and soil water levels. GLEAMS derives its soil temperature values from mean daily air 
temperature data. The soil temperature component of GLEAMS has also not been tested 
extensively and it may not simulate the real soil temperature for different soil layers 
adequately (Shirmohammadi et al., 1998). The denitrificadon process in GLEAMS start at 
soil moisture level of 10% above field capacity, which may also not represent the real field, 
conditions. 
Simulating NO3-N Losses with Subsurface Drain Flow 
Manured Plots 
Figures 1(b) and Table 7 show the measured and simulated NO3-N losses with 
subsurface drain flow over the period of four years of simdations for manured plots. Like 
subsurface drain flow simulations, GLEAMS predicted NO3-N losses adequately for com 
years (1993 and 1995), showing an average difference of about -3.6% (Table 7a). However, 
greatly over-predicted NO3-N losses beneath soybean showed an average difference of 
+113% between measured and predicted NO3-N losses. The four year total NO3-N losses for 
both the crops were comparable and showed the relative difference of +20% with the total 
measured values for manured plots. 
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Figure 2(b) shows the 1:1 best fit line between monthly measured and predicted NO3-
N losses for all the pooled data during the four years of simulations for manured plots. The 
slope of the line of 1.05 shows that overall the model slightly overpredicted the MO3-N 
losses. The ^correlation coefScient of 0.73 between meastired and predicted NO3-N losses 
shows that the model was able to simulate the impact of swine manure application and the 
effect of corn-soybean rotation on NO3 losses. 
The overall analysis shows that model predictions were within +20% of measured 
NO3-N losses for both of the crops during the four-year simulations for manured plots (Table 
7). This over-prediction might be attributed to model simulation of higher N-fixation rate by 
soybean in addition to higher mineralization rate for 1995 and 1996. Table 8 gives the 
predicted values of various N-transformation processes during the corn-soybean simulation 
period. The model underpredicted NO3 losses for 1994. Extensive rainfall of 1993 
presimiably flushed large amounts of NO3-N from the root zone, leaving less for 1994. But 
the model overpredicted NO3 losses for 1996. The model simulations of low mineralization 
rate during 1993 and 1994 and higher percolation losses during 1993 reduced the NO3 losses 
during 1994. Denitrification during 1996 was also found to be less than that of 1995, which 
may also have affected the overall leaching losses. The denitrification rate (DNR) is affected 
by soil water contents at field capacity and/or saturation. GLEAMS has beenreponed to 
underestimate DNR up to 100% because it simulates the denitrification process only when 
soil water values are higher than soil water at field capacity, whereas in real systems, DN 
occurs at lower soil water values (Marchetti et al., 1997). 
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UAN Fertilized Plots 
Figure 3(b) compares the measured and predicted NO3-N losses with subsurface 
drainage water from UAN fertilized plots. The model predicted NO3-N losses reliably for 
1993 but predicted very low losses for 1994, 1995 and 1996. The predicted losses ofNOj-N 
from UAN fertilized plots were not consistent with the measured values. The model greatly 
under-predicted NO3-N losses, particularly for soybean crops in 1994 and 1996, but greatly 
over-predicted losses for the same crop under swine manure application. The model's N-
transformation processes for soybean crops in conjunction •with UAN applications resulted in 
under-prediction of NO3-N losses compared with measured NO3-N losses with subsurface 
drainage water. 
Figure 4(b) compares the overall model predictions for NO3-N losses with the 
measured values for the UAN fertilized plots. The overall slope of the predicted NO3-N 
losses from the UAN fertilized plots was found to be 0.69, •which shows that the model 
under-predicted NO3-N losses for UAN applied plots by 31%. The correlation coefficients 
between measured and predicted NO3-N losses was found to be 0.65 for UAN fertilized plots. 
This analysis shows that the model's predictions for NO3-N losses were not consistent with 
the measured values and its N-transformation process particularly between crops and during 
soybean gro'wth period resulted in disagreement between predicted and measured values for 
UAN fertilized plots. 
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SUMMARY AND CONCLUSIONS 
The GLEAMS model was calibrated for com using the observed data for the 
yearl993 on subsurface drain flows from die experimental plots. The SCS curve number of 
77 for hydrologic soil group A and root zone depths of 1200 mm for com and 1000 mm for 
soybeans were used to calibrate predicted subsurface drain flows to the experimentally 
measured values of 1993. These calibrated parameters then were used for continuous 
simulations for all four years from 1993 to 1996. The model evaluation was also made using 
measured data from UAN fertilized plots. Other management input parameters included 
characteristics of s-wine manure, com and soybean crop growth parameters, and tillage 
variables. 
The GLEAMS model does not have subsurface flow component but the percolation 
below the root zone was compared to the measured subsurface drain flow. The model slightly 
over-predicted subsurface drain flow for manured plots but predicted adequately for UAN 
fertilized plots. The overall analysis, shows that the model predicted percolation compared to 
measured subsurface drain flow adequately and the relative difference between predicted and 
measured subsurface drain flow was about 2% for all the plots for four years of simulations. 
The model predicted subsurface drain flows better for the com years than those for the 
soybean years because model was calibrated using data of com years. 
The model over-predicted NO3-N losses with subsurface drain flows for manured 
plots and under-predicted NO3-N losses for UAN fertilized plots. The model predictions of 
NO3-N losses from manured plots for com years are comparable to the measured values 
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whereas the model did not predict NO3-N losses consistently for UAN fertilized plots for 
both com and soybean. Despite yearly differences in simulated NO3-N concentration with 
subsurface drainage with measured values, the four year average NO3-N concentrations were 
in close agreement with the measured data for manured plots. However, the predicted NO3-N 
concentration for UAN fertilized plots were not consistent with the measured values. The 
results of the study show that the N-transformation processes of the model and the associated 
rate factors based on soil temperature and soil water levels may need to be refined for 
consistent simulation of NO3-N losses with subsurface drainage water under corn-soybean 
rotation cropping system when fertilized with either swine manure or UAN for com phase of 
production. 
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Table 1. Soil physical properties used as inputs to the GLEAMS hydrology file (from 
Singh, 1994) 
Soil depth Physical Properties Hydraulic Properties 
(mm) ^oCIay %SiIt %Sand % Organic Porosity Field Wilting Hydraulic 
Plot# 11*, Matter Capacity Point Conduc. 
12 34, and (mm/hr) 
27* 
0-200 20 42 38 4.0 0.49 0.30 0.14 12.7 
200-690 26 32 42 2.0 0.44 0.25 0.14 12.0 
690-890 28 28 44 1.0 0.38 0.19 0.14 12.0 
890-1200 25 31 44 0.1 0.35 0.20 0.14 12.0 
Plot #23*, 
17 26 43 31 4.0 0.49 0.29 0-13 12.7 
0-200 24 36 40 2.0 0.44 0.25 0.13 12.0 
200-540 24 26 50 1.0 0.38 0.19 0.13 12.0 
540-890 26 28 46 0.1 0.35 0.20 0.13 12.0 
890-1200 
* manured plots 
Table 2. Seasonal management activities at the study site 
Com Soybean Activities 
1993 1995 1994 1996 
Nov. 15* Nov. 17* - - Fall application of manure 
Nov. 20 Nov. 22 Nov. 20 Nov. 19 Primary tillage 
May 14 May 15 - - **Preplant UAN injected (28 
May 17 May 16 May 17 May 30 kg/ha) 
July 21 June 14 - - Planting 
My 7 Jime 22 - - Cultivation 
Sept 1 Sept. 7 Sept. 2 Sept. 5 **Sidedress UAN injected (123.5 
Oct. 25 Sept. 22 Oct. 6 Oct. 8 kg/ha) 
Approximate maturity 
Harvesting 
*fall of the preceding year 
** non-manured plots 
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Table 3. Characteristics of swine manure applied to com and used as input to the 
model 
Characteristics FaU,1992 Fall, 1994 Fall. 1996 
Avg, application amount, mm 2.7 4.60 4.50 
Depth of injection, mm 254 254 254 
Total N content (%) 0.54 0.49 0.59 
Organic N content (%) 0.25 0.04 0.05 
Ammonia content (%) 0.04 0.06 0.05 
Phosphorous content (%) 0.21 0.21 0.18 
Organic phosphorous content (%) 0.04 0.03 0.03 
Organic matter content (%) 0.14 0.14 0.14 
Table 4. Measured corn-soybean yield (Mg/ha) used as input to the model 
Plots Com Soybean 
1993 1995 1994 1996 
11* 5.7 5.4 3.2 3.9 
23* 5.9 5.7 3.2 3.9 
27* 5.2 5.7 J.J 3.9 
12 7.0 3.6 n J.J 3-6 
17 7.2 3.8 3.1 3.8 
34 6.1 3.7 3.1 3.7 
* manured plots 
149 
Table 5. A list of calibrated parameters and results from GLEAMS simulations 
Com 
Plot# scs Effective 1993 (percolation, mm) 1995 (percolation, mm) 
Curve Rooting Depth Observed Predicted Observed Predicted 
Niunber (mm) 
11* 77 1200 337 273 75 153 
23* 77 1200 319 273 97 152 
27* 91 1200 128 142 27 51 
12 77 1200 376 306 127 153 
17 94 1200 66 64 15 25 
34 77 1200 365 305 103 153 
Observed Predicted %Difference 
Total percolation from manured plots (1993 & 95) 983 1044 +6.2 
Total percolation from non-manured plots (1993 & 95) 1052 1006 -4.4 
Soybean 
1994 1996 
11* 77 1000 73 19 45 132 
23* 77 1000 81 25 49 132 
27* 91 1000 37 0 19 63 
12 77 1000 96 20 70 131 
17 94 1000 25 13 16 0 
34 77 1000 82 20 50 131 
Observed Predicted %Difference 
Total percolation (mm), for manured plots (1994&96) 304 371 +22.0 
Total percolation (mm), for non-manured plots (1994&96) 339 315 -7.1 
Total percolation (mm), for manvured plots (1993-96) 287 1415 +9.9 
Total percolation (mm), for non-manured plots (1993-96) 1391 1321 -5.0 
Total percolation (mm) for corn-soybean years (1993-96) 2678 2736 +2.2 
* manured plots 
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Table 6a. Monthly average measured and predicted NOj-N concentration (mg/L) from 
manured plots during the simulation period (1993-96) 
Months of 1993 1994 1995 1996 
the year Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. 
Jan. - - - - - - - -
Feb. - - - - - - - -
Mar. 7.6 - - - 13.2 - - -
/Vpr. 13.6 - - - 16.5 - - -
May 13.7 14.5 - - 18.0 - I8.I I9.I 
June 16.3 14.9 11.9 0.0 19.0 2.7 17.9 26.7 
July 21.3 19.8 11.9 0.0 21.9 10.1 14.0 -
Aug. 10.2 24.6 9.7 - 10.0 - - -
Sept. 5.5 - - - - - - -
Oct. 8.7 - 2.9 - - - - -
Nov. 3.6 - 16.7 - - n.i - 31.2 
Dec. - - - - - • - -
Average 11.1 18.4 10.6 0.0 16.4 8.5 16.7 25.7 
SD 5.6 4.7 5.0 - 4.3 5.2 2.3 6.1 
no drain flow; SD = standard deviation; Obs. = observed; Pred. = predicted 
Table 6b. Monthly average measured and predicted NO^-N concentration (mg/L) 
from UAN fertilized plots during the simulation period (1993-96) 
Months of 1993 1994 1995 1996 
the year Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. 
Jan. - - - - - - - -
Feb- - - - - - - - -
Mar. 5.5 - - - 9.0 - - -
Apr. 13.4 18.3 - - 12.1 - - -
May 12.1 18.0 - - 13.7 - 12.7 0.0 
June 11.1 16.9 9.4 0.0 13.2 0.6 14.6 0.0 
July 12.0 15.3 9.9 0.0 14.7 1.8 14.4 -
Aug. 9.4 14.3 8.2 - - - - -
Sept. 5.8 - - - - - - -
Oct. 0.3 - - - - - - -
Nov. - - - - - - - -
Dec. - - - - - - -
-
Average 8.7 16.6 9.2 0.0 12.5 1.2 13.9 0.0 
SD 4.5 1.7 0.9 - 2.2 0.8 1.0 
-
- no drain flow; SD = standard deviation 
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Table 7a. GLEAMS simulations for NOj-NCkg/ha) leaching from manured plots 
Year Crop Rainfall Plot # 11 
(mm) Observed Predicted 
1993 com 1027 49.2 52.3 
1994 soybean 733 6.4 0.0 
1995 com 802 13.5 6.5 
1996 soybean 683 7.3 34.8 
Average 811 19.1 23.4 
SD 152 20.3 24.5 
Total NO3-N loss for com (1993 & 95) for 
three plots 
Total NO3-N loss for soybean (1994 & 96) 
Total NO3-N loss for corn-soybean (1993-96) 
Plot # 23 Plot #27 
Observed Predicted Observed Predicted 
49.9 52.1 13.4 21.5 
7.2 0.0 2.0 0.0 
14.9 7.3 4.3 0.3 
ll.l 40.2 3.1 3.9 
20.8 24.9 5.7 6.4 
19.7 25.2 5.2 10.2 
Observed Predicted %Difference 
145.2 140.0 -3.6 
37.1 78.9 +112.7 
182.3 218.9 +20.0 
Table 7b. GLEAMS simulations for N03-N(kg/ha) leaching from UAN fertilized 
plots 
Year Crop Rainfall Plot# 12 Plot# 17 Plot # 34 
(mm) Observed Predicted Observed Predicted Observed Predicted 
1993 com 1027 53.5 49.0 5.6 12.3 38.1 48-9 
1994 soybean 733 8.0 0.0 1.7 0.0 7.9 0.0 
1995 com 802 17.5 1.1 1.5 0.0 13.6 1.1 
1996 soybean 683 9.9 0.0 1.6 0.0 7.2 0.4 
Average 811 22.2 12.5 2.6 3.1 16.7 12.6 
SD 152 21.2 24.3 2.0 6.1 14.6 24.2 
Observed Predicted %Difference 
Total NO3-N loss for com (1993 & 95) 129.8 112.4 -13.4 
Total NO3-N loss for soybean (1994 & 96) 36.3 0.4 -99.0 
Total NO3-N loss for corn-soybean (1993-96) 166.1 112.8 -32.1 
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Table 8a. Annually simulated N- transformation phases for plot 11 during the study 
period (1993-96) 
N-transformation 
phases (Kg/ha) 
1993 1994 1995 1996 
Mineralization 39.0 29.4 72.5 73.9 
N-fixation 0.0 148.3 0.0 150.1 
Denitrification 31.1 2.7 35.4 13.8 
N-leaching 52.3 0.0 6.6 34.8 
Plant uptake 1U.2 19.8 166 A 50.7 
Table 8b. Annually simulated N-transformation phases for control plot during the 
study period (1993-96) 
N-transformation 
phases (Kg/ha) 
1993 1994 1995 1996 
Mineralization 38.9 25.9 69.6 58.1 
N-fixation 0.0 148.6 0.0 154.9 
Denitrification 22.6 2.4 14.5 7.5 
N-leaching 49.1 0.0 1.1 0.4 
Plant uptake 101.5 17.7 132.1 44.6 
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Figure 1-Comparison of observed and predicted subsurface drain flow (a), and NO3-N losses (b) for swine manure 
applied plots [95% confidence limits (vertical line), average (horizontal line) for observed and dotted lines for 
95% confidence limits for predicted data. 
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Figure 2-Model evaluation for subsurface drain flow (a), and for NO3-N losses (b) 
for manured plots. 
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Figure 4-Model evaluation for subsurface drain flow (a), and for NO3-N losses (b) 
forUAN fertilized plots. 
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CHAPETR 7. OVERALL CONCLUSIONS 
Based on the analysis using geostatistical tools, characterizing Tilth Index parameters, 
overlaying data layers of soil attributes using ARC/INFO, GIS software, modeling the impact 
of N-application rates and swine manure on NO3-N loss with subsurface drainage water and 
grain yield, the following conclusions were drawn: 
1. Spatio-temporal analysis of yield variability: Spatio-temporal analysis are required 
to delineate areas of stable yield patterns for application of precision farming 
technologies. Spatial structure and temporal stability patterns were studied using 
1995-97 yield data for a 25 ha field near Story City, Iowa. The yield data were 
detrended using median polishing technique before performing variography. The 
variogram analysis showed strong spatial structure for the yield residuals. The spatial 
correlation lengths were found to vary from 40 m for com to about 90 m for soybean. 
The total variance of 1995 com yield was partitioned as 56% by trend, 37% by small-
scale stochastic structure, and 7% as an interaction of both. Whereas, yield variance 
of 1996 com was as about 80% by trend, and 20% by small-scale stochastic structure. 
Contrary to com years, the total yield variance for soybean in 1997 was partitioned as 
about 25% by trend, and about 75% by small-scale stochastic stmcture. The lack of 
temporal stability in either the large scale deterministic structure or small scale 
stochastic structure shows that yield variability is not only controlled by intrinsic soil 
properties but also by otter extrinsic factors such as climate and management. 
2. Using soil attributes and GIS for interpretation of spatial variability in yield: 
The soil attributes of bulk density, cone index, organic matter, aggregate unifcrmity 
coefiBcient and plasticity index were determined from the field data collected at the 
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42 sampling sites of the same field. The correlation matrix and step-wise regression 
analysis under different soil types of the field revealed that the Tilth Index did not 
show a significant relationship with the yield data for any year and may need 
modification in its suitability ranges of tilth coejfficients for this field. The regression 
analysis showed a significant relationship of soil attributes to yield data for Harps and 
Ottosen soils. This was further explored during map overlay analysis of yield, soil 
type and topography performed with ARC/INFO, GIS software. The statistical and 
GIS analysis carried out in this study, both concluded that Ottosen soil has a 
significant relationship with yield patterns. The map overlay analysis showed that 
higher yield polygons may be influenced partly by management practices and partly 
by topography at lower elevations. Whereas the areas of lower yield polygons may be 
influenced by Okoboji and Ottosen soils when smdied in combination with 
topography and management practices. GIS analysis showed that areas of lower yield 
in the vicinity of Ottosen and Okoboji soils for com were consistent from year to year 
whereas areas of higher yield were variable. GIS and statistical analysis both 
concluded that interaction of soil type and topography have influence on yield 
variability patterns for this field. 
3. Simulating the impact of N-application rates on NO3-N loss and crop yield: The 
RZWQM (Root Zone Water Quality model V3 J15) was used to evaluate the effects of 
variable N-fertilizer application rates on com yield and NO3-N losses with subsurface 
drainage water using field experimental data of 1996 and 1998 for the same field. 
Fertilizer (actual N) was applied under randomized block design at rates of 67 kg/ha 
in 1996 and 57 kg/ha in 1998 for plots (3, 6,7) i.e. treatment 1:135 kg/ha in 1996 and 
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115 kg/ha in 1998 for plots (2, 5, 8) i.e. treatment 2; and 202 kg/ha in 1996 and 172 
kg/ha in 1998 for plots (1,4, 9) i.e. treatment 3. Com was grown in 1996 and 1998. 
Overall, the model predicted tile flow, NO3-N concentrations, NO3-N losses, and 
grain yield satisfactorily by showing an average difference of—10.9%, -7.2%, -5.6%. 
and 0.9%respectively between predicted and observed values for all the treatments 
during 1996 and 1998. Model simulations for 1996 and 1998 showed that by doubling 
treatment 1 increased grain yield on the average by 46% and NO3-N losses by 42%. 
tripling treatment 1 increased grain yield by 62% and NO3-N losses by 32%, and 
quadrupling treatment 1 increased grain yield by 55% and NO3-N losses by 60%. The 
model simulations showed that the increase in yield was not linearly proportional to 
N application rates and NO3-N losses. Overall analysis of the study shows that 
RZWQM has the potential to predict the impact of N-application rates on grain yield 
and NO3-N losses with subsurface drainage water. 
4. Simulating the impact of swine manure application on NO3-N loss with 
subsurface drainage water: The root zone water quality model (RZWQM V.3.25) 
was calibrated and evaluated using four years (1993-96) of field data collected at 
Iowa State University's North-eastern Research Center Nashua, Iowa, to simulate the 
effect of swine manure application on NO3-N losses v^dth subsurface drainage water 
under a com-soybean production system. The main crop specific parameters of 
maximum nitrogen uptake rate (g/plant/day), proportion of photosynthesis to 
respiration, amotmt of biomass (g) needed to obtain leaf area index of 1.0 were 
calibrated to 2.0, 0.12,10.0 for com and 0.5,0.005 and 1.5 for soybean, respectively. 
The predicted subsurface drain flows followed the pattern of measured drain flows. 
160 
giving an average difference of about +2.0% and -9.7% for com and soybean, 
respectively. The predicted NO3-N concentrations in tile water were in good 
agreement with the measured values for all simulation periods (overall average 
difference was less than 1%). The overall predicted NO3-N losses were within 5% of 
the observed NO3-M losses for both cropping systems. This shows that the crop 
specific parameters of the RZWQM have the potential to simulate satisfactorily the 
effect of crop rotation and swine manure application in alternate years and N-fixation 
by soybean on NO3-N losses with subsurface drain flow. 
5. Prediction of NO3-IV losses with subsurface drainage water from manured and 
UAN fertilized plots using GLEAMS: Four years (1993-96) of field data from 
Nashua, Iowa were used for model calibration and validation. Model predictions of 
percolation water below the root zone followed the pattern of measured drain flow 
data, giving an average difference of+9.9%, and -5% between predicted and 
measured values for manured and UAN fertilized plots, respectively. Model 
simulations for overall NO3-N losses with percolation water were comparable to 
measured KO3-N losses with subsurface drain water giving an average difference of 
+20% for manured plots. The model over-predicted NO3-N losses, particularly for 
soybean on plots, which received, manure the previous year. Predicted NO3-N losses 
with subsurface drainage from fertilized plots were much lower than measured values 
with an average difference of -32%. The restalts of the study indicate that tlie rate 
factors based on soil temperature and soil water levels used in N-transformation 
processes of the model may be refined for consistent simulations of NO3-N losses 
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with subsurface drainage water for corn-soybean rotation plots fertilized with either 
swine manure or UAN for com phase of production. 
Recommendations for Future Research 
1. The precision farming (PF) concept is in the research and development stage. The 
research conducted as a part of thesis shows the existence of spatial variability in 
yield patterns due to variable nutrient potential of the soils and topographic effect for 
the study field. The PF uses this variability in production potential of the fields for 
increasing farmers' net returns by reducing the use of agro-chemicals with variable 
rate technology*. The variable rate technology requires delineation of areas within a 
field showing stable yield patterns under predicted climatic conditions. A lot of 
research work needs to be done before farmers can accept this technology without 
reducing their income. This work may include separating the soil sub-units vvithin a 
field and then developing mechanism to apply inputs based on the needs of these 
units. The continuous monitoring of crop growth using remote sensing, recording of 
geo-referenced yield data by harvesting combine with on-board global positioning 
system (GPS) and the spatial analysis of varioias soil attributes using GIS should be 
used to develop boundaries for these soil units within a field. These delineated sub-
units should be tested under various sets of agricultural management practices for 
their response to variable inputs. The calibrated and validated computer simulation 
models should be used to simulate the response of these delineated areas to determine 
optimum agricultural inputs based on economic and environmental concerns for 
developing guidelines for farmers and stistainable agricultural production system. 
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2. The Root Zone Water Quality Model (RZWQM) was recently developed to predict 
the impact of agricultural management practices on soil and water quality within and 
beyond the root zone. Various studies conducted under Management System 
Evaluation Areas (MSEA) have shown that the model has the potential to predict the 
response of various agricultural inputs on soil and water quality and crop yield. The 
RZWQM simulates physical, chemical and biological processes within a root zone 
assuming the homogenous soil properties of the simulated area. Though simulation of 
smaller areas may reduce the heterogeneity but it is need to modify the RZWQM to 
take into account the spatial variability of soil properties for larger areas and should 
be able to simulate the impact of agricultural management practices on watershed 
scale. 
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APPENDIX RAW DATA 
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Table A1 .Yield data (Bu/ac) of the study area with yield transects and UTM coordinates (m). 
Transects yield95 yield96 yield97 yield98 Easting Northing 
l.OI 112.20 167.90 59.58 172.58 450904.1 4671681 
1.02 11220 165.57 57.02 183.46 4508843 4671681 
1.03 134J0 160.85 56.56 184.70 450864.7 4671681 
1.04 133.30 151.17 55.16 177.88 450845.1 4671682 
1.05 120.20 155.51 4928 170.66 450825.5 4671682 
1.06 116.00 126.92 49.10 178.11 450806 4671682 
1.07 126.40 150.94 52.02 184.96 450786.1 4671682 
1.08 110.50 153.13 49.07 174.61 450766.3 4671682 
1.09 119.20 160.70 50.75 168.24 450746.4 4671683 
1.10 128J0 161.76 49.13 177.92 450726.5 4671683 
1.11 122.10 167.64 47.83 189.13 450706.6 4671683 
1.12 11920 157.60 48.83 161.42 450686.6 4671684 
1.13 120.20 158.53 50.57 171.65 450667.1 4671684 
1.14 128.40 163.57 52.96 182.08 4506473 4671685 
1.15 115.90 153.70 53.83 174.05 450627.6 4671685 
1.16 114.00 164.00 52.60 180.65 4506082 4671686 
1.17 118.70 171.15 55.08 173.46 4505882 4671685 
1.18 108.90 162.64 52.46 174.73 450568.8 4671687 
1.19 115.60 155.25 51.03 167.83 450549.5 4671688 
1.20 115.10 148.45 51.15 180.99 450529.8 4671688 
1.21 114.60 15322 5322 179.17 450510.4 4671687 
1.22 119.70 159.87 51.92 18532 450490.7 4671687 
1.23 119.10 167.52 51.14 166.21 450470.8 4671687 
124 120.00 15835 52.85 174.11 450442.1 4671687 
1J25 121.10 162.40 5720 172.69 4504222 4671687 
4.25 109.40 113J2 63.85 157.41 450465.5 4671811 
4J4 124.60 78.95 5426 99.23 4504852 4671811 
4.23 12320 104.64 54.72 142.42 450504.7 4671812 
422 116.90 141.10 50.60 156.62 450524.1 4671812 
421 123.60 141.85 50.67 164.74 4505442 4671812 
420 125.10 160.75 53.69 166.01 450564-7 4671811 
4.19 119.40 150.80 53.01 167.60 450604.5 4671811 
4.18 113-70 15021 53.00 159.03 450624-4 4671810 
4.17 116.30 162.65 54.80 171.62 450644.6 4671810 
4.16 119 JO 15034 55.27 161.10 450664.8 4671810 
4.15 13420 12437 53.98 160.19 450684-7 4671810 
4.14 126.00 11334 54.01 158.95 450704.9 4671810 
4.13 129.60 136.77 56.89 158-19 450724.8 4671809 
Transects yid95 yld96 yld97 yld98 Easting Northing 
4.12 132-00 14623 58.12 159.50 450745 4671809 
4.11 137-70 146.10 56.97 176.00 4507652 4671809 
4.10 132.80 159.40 55.68 167.28 450785.1 4671809 
4.09 126.40 159.52 56.58 170.52 4508052 4671808 
4.08 128.00 161.08 56.51 175.52 450825.3 4671808 
4.07 131.40 156.26 55.36 173.80 450845.4 4671808 
4.06 131.50 164.07 56.82 172.08 450865.1 4671808 
4.05 136.10 163.67 57.11 180.98 450884.8 4671808 
4.04 142.20 170.44 55.19 180.15 450904.4 4671807 
4.03 135.70 170.69 55.72 185.34 450924.6 4671807 
4.02 139.50 168.90 55.15 182.52 450924.6 4671807 
4.01 139.50 152.10 56.30 16920 450944.8 4671807 
3.01 147.20 117.60 59.54 100.76 450925 4671755 
3.02 132.90 84.09 54.14 144.13 450905.4 4671755 
3.03 133.90 111.75 49.20 143.50 450885.7 4671755 
3.04 141.20 108.34 48.40 129.23 450865.9 4671755 
3.05 144.00 100.22 54.n 119.38 450846.5 4671756 
3.06 135.90 111.87 52.09 13921 450827 4671756 
3.07 126.50 105.10 49.48 136.70 450807.4 4671757 
3.08 125.80 94.87 53.22 122.94 4507802 4671757 
3.09 131.20 93.03 55J6 100.22 4507612 4671757 
3.10 129.70 98.85 52.72 121.70 450741.9 4671757 
3.11 124.50 91.58 54.84 12127 450722.7 4671757 
3.12 129.60 88.20 51.13 126.96 450702.9 4671757 
3.13 125.00 106.10 49.88 110.87 450683.1 4671757 
3.14 132.10 91.24 52.41 105.08 450663.6 4671758 
3.15 121.60 116.17 53.56 114.20 450644.4 4671758 
3.16 126.40 109.69 53.00 131.59 450624.8 4671758 
3.17 126.80 95.87 56.05 134.15 450605.4 4671759 
3.18 130.20 92.36 56.04 136.84 450585.9 4671759 
3.19 125.80 100.81 51.87 111.03 450566.6 4671759 
3.20 140.40 96.97 51J4 114J6 450547.7 4671759 
3J2I 140.50 112.18 53.10 III.17 450528.6 4671760 
3.22 137.20 72-72 50.59 104.79 450508.8 4671760 
3J23 109.30 71-92 50.18 99.10 450489J 4671760 
3J24 105.50 88-07 53J28 134.60 450469.6 4671760 
3.25 122.10 85-30 51J0 120.64 450450.1 4671760 
2-25 112.40 161.92 49.08 162.80 4504652 4671724 
2.24 113.60 162JZ2 50.46 167-45 450484.8 4671724 
2.23 112.90 164.42 51.44 155-09 450504.7 4671723 
2.22 127.10 166.40 53.26 176.87 4505243 4671723 
2.21 121.40 156.02 52.09 166-52 4505443 4671722 
2.20 113.20 143.64 56.86 174-41 4505643 4671722 
2-19 104.80 132.29 52.88 174.63 4505843 4671722 
2-18 100.70 144.29 53-56 163.17 450604.1 4671722 
2-17 117.20 141.78 52.42 159.64 450623.7 4671722 
2-16 112.10 143.19 54.41 157.93 450643.4 4671721 
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sects yield95 yield96 yield97 yield98 Easting Northing 
2.15 103.70 137.54 52.35 178.68 450663.1 4671721 
2.14 105.40 137.20 52.20 151.69 450683 4671721 
2.13 94.50 159.24 53.85 159.13 450702.7 467172! 
2.12 97.90 140.69 51.43 150.01 450722.3 4671720 
2.11 97.80 162.35 54.45 174.39 450742.4 4671720 
2.10 97.90 165.64 52.64 179.43 450762.1 4671720 
2.09 98.30 153.00 58.36 173.50 450781.9 4671720 
2.08 120.10 149.49 58.43 159J6 450801.8 4671720 
2.07 121.70 151.73 57.70 163.61 4508213 4671719 
2.06 122.00 156.33 54.80 169.50 450841.1 4671719 
2.05 131.80 142.83 56.34 164.59 450860.7 4671719 
2.04 126.60 160.32 57.99 165.10 450880.4 4671718 
2.03 133.70 161.50 57.35 177.33 450900.1 4671718 
2.02 127.70 175.90 57.10 191.86 450924.6 4671807 
2.01 114.30 168.30 54.30 165.54 450944.8 4671807 
9.01 135.40 173.80 55.31 174.84 4509403 4671944 
9.02 128.30 146.83 45.50 161.89 450924 4671945 
9.03 126.20 160.53 50.83 178.85 450904.4 4671945 
9.04 125.60 168.92 53.81 190.70 450884.5 4671945 
9.05 138.80 174.61 54.45 172.19 450864.5 4671945 
9.06 141.90 173.41 53.80 173.89 450844 4671946 
9.07 121.30 164.87 52.98 11929 450824 4671946 
9.08 140.60 169.50 52.54 180.33 450804 4671946 
9.09 136.70 166.06 53.66 174.84 450783.6 4671947 
9.10 138.50 165.97 52.66 176.09 450763.5 4671947 
9.11 125.50 164J3 51.98 179.70 450743 J2 4671947 
9.12 128.50 167J2 52.44 183J0 450723 4671947 
9.13 121.10 169.94 53.69 183.23 450702.9 4671947 
9.14 124.20 164.20 5321 163.53 450682.5 4671947 
9.15 133.60 147.20 49.45 166.44 450662.1 4671948 
9.16 122.20 161.60 50.24 172-71 450642 4671948 
9.17 131.90 167.75 52-24 179.39 450622.1 4671948 
9.18 131.40 164.51 50-84 164-31 450601-4 4671949 
9.19 128.80 15737 52-40 181-99 4505813 4671949 
9J20 123.00 154.95 54.13 18630 450561-5 4671949 
921 134.00 161.74 53-20 182.19 450541-5 4671949 
922 126J0 155.89 52-22 171-22 450521.2 4671949 
923 121.10 161.65 56.43 191-51 450500.8 4671949 
924 112.50 16L43 51.72 176.66 4504803 4671950 
925 103.50 157.08 51.79 174.87 450460.2 4671950 
8-01 125.20 143-42 47.79 154.59 450924.6 4671917 
8.02 128.20 167.14 52.00 170-45 450904-7 4671917 
8.03 133.60 166.44 53.91 161.71 450884-8 4671917 
8.04 120.80 149.65 52.13 165-99 450865.1 4671918 
8.05 131 JO 164.17 53.24 164-71 450845.4 4671918 
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8.06 133.00 166.96 55.05 159J1 450825.3 4671919 
8.07 119.70 173.63 55.01 152.96 450805.3 4671919 
8.08 116.80 173.35 55.07 161.47 450785.1 4671919 
8.09 121.20 166.31 55.04 174.81 450765.3 4671919 
8.10 122.80 167.69 53.01 157.56 450745 4671919 
8.11 124.00 164.87 55.41 161.89 450725.6 4671920 
8.12 128.00 158.75 52.13 159.60 450705.4 4671920 
8.13 128.70 165.33 53.27 165.10 450685J 4671921 
8.14 127.90 150.14 54.30 148.89 450665.9 4671921 
8.15 105.70 161.60 54.21 156.04 450646.2 4671921 
8.16 120.20 165.68 50.08 155.84 450626.5 4671921 
8.17 125.30 176.56 53.13 157.43 450606.8 4671921 
8.18 114.20 166.66 55.60 160.14 450586.6 4671921 
8.19 128.70 163.62 53.48 150.41 450567.1 4671921 
8.20 121.10 169.53 55.43 171.15 450547.6 4671922 
8.21 126.30 162.60 52.00 159.13 450527.9 4671922 
8.22 116J0 158.20 54.30 170J28 450508.2 4671922 
8.23 123.00 159.80 54.80 173.86 450488 4671922 
8.24 115.30 161.00 53.80 168.71 450468J 4671922 
8.25 115.00 163.40 51-10 162.15 450449 4671922 
7.25 92.00 63.10 53.10 103.25 450464.9 4671893 
7J24 122.40 113.70 48.80 134.78 450484J 4671893 
7.23 122.20 123.10 54.70 141.67 450504J 4671893 
7.22 115.10 115.20 52.00 136.98 450524J 4671893 
7.21 lOlJO 104.20 54.00 123.70 450544.1 4671893 
7.20 117.50 108.30 52-40 142.75 4505642 4671893 
7.19 115.00 111.30 54.00 126.11 450584.6 4671893 
7.18 123.30 110.58 5122 133.18 450604.5 4671893 
7-17 116.00 114.74 5113 139-59 450624.1 4671893 
7.16 113.70 109.59 52.99 131.59 450643-9 4671892 
7.15 89.10 102.99 52.93 124.63 450663-9 4671892 
7.14 92.70 80.15 50.04 118.44 450683.7 4671891 
7.13 87.40 92J9 5226 121.20 450703-8 4671891 
7.12 103.40 90.06 55.05 11729 4507242 4671891 
7.II 106.40 88.94 50.42 124 J1 450744.1 4671891 
7.10 106.00 83.29 53.60 121.61 450764 4671891 
7.09 112.10 84.40 53 J6 123.06 450784 4671891 
7.08 111.40 96.24 52.69 139 J7 450804.1 4671890 
7.07 124.00 98.08 54.85 136-04 450824J 4671889 
7.06 132J0 103J5 53 J5 143.31 450844.4 4671889 
7.05 120.10 102.53 52.18 153.83 450864.2 4671888 
7.04 111 JO 85-68 52.76 137.91 450883.8 4671889 
7.03 124J0 96.09 49.79 131.76 450903J 4671889 
7.02 124.50 95J4 48.52 141J8 450922.6 4671888 
7.01 118.20 106-97 54.40 132.70 450940 4671888 
6.01 156.10 112.89 54.95 130.24 450926J 4671860 
6.02 146.70 155-62 54 JO 138-65 450906.1 4671860 
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6.03 141.40 152.91 53.97 132-10 450886.5 4671861 
6.04 143.70 151.63 5425 132-55 450866.8 4671861 
6.05 140.60 138.60 56.02 143-96 450847.4 4671861 
6.06 142.70 114.08 56.46 137.57 450827.1 4671862 
6.07 142.60 96.49 55.68 124-77 450807.5 4671862 
6.08 138.40 105.78 55.81 132.89 450788.3 4671862 
6.09 147.80 104.88 56.31 118.44 450768.7 4671862 
6.10 142.50 106.10 52.61 115.80 450748.4 4671863 
6.11 139-10 124.55 53.69 127.89 450728.6 4671863 
6.12 141.70 122.04 55.01 120.98 450708.8 4671864 
6.13 137.10 125.30 54.01 127.23 450688.8 4671864 
6.14 136.90 116.14 54.05 116.62 450669 4671864 
6.15 136-40 123.52 54.34 122.37 450649.1 4671864 
6.16 136.00 131.32 53.45 131.11 450628.7 4671864 
6.17 142.20 121.34 53.84 142.32 450608.7 4671864 
6.18 136.70 127.70 53.66 122-74 450589 4671864 
6.19 132.80 98.67 53.11 115.00 450568.8 4671865 
6.20 131.80 85-23 51.95 115.00 450548.6 4671865 
6J.I 127.50 112.84 52.60 127.40 450528.9 4671865 
6.22 131.70 120.68 56.23 133.33 450509.5 4671865 
6.23 133.80 I27J29 49.90 145.62 450489.9 4671866 
6.24 138.30 126.98 49.36 138.04 4504703 4671865 
6.25 139.70 93.89 55.67 11237 450443.6 4671866 
5.25 122.90 142.65 54-45 145.54 4504642 4671838 
5.24 123-00 146.43 52-48 160.86 450484.1 4671838 
5J23 116.10 164.33 49.54 15928 450503.9 4671838 
5J22 131-40 159-36 50.49 160.70 450524 4671838 
5.21 133.70 166.70 48.97 161.01 450544 4671838 
5.20 133-50 157.99 48-84 146.25 450563.7 4671838 
5.19 132.90 167-55 49-04 136.68 450583.6 4671837 
5-18 141.20 156.02 50-91 15628 450603.5 4671838 
5.17 131-80 166.57 53.38 15724 450623.6 4671837 
5-16 127.90 14820 55.85 161-64 450643.8 4671837 
5.15 123-60 147-08 53.53 158-97 450663-7 4671836 
5.14 124-70 144-92 52.95 166.82 450683-6 4671836 
5.13 142-90 153.42 54.74 155J6 4507035 4671836 
5.12 136.70 146-14 56-09 156-46 450723-4 4671836 
5.11 135.10 149-17 55.50 147.97 4507432 4671836 
5-10 137.10 145-99 54.50 152.88 450763 4671836 
5.09 137.00 149.95 55.46 15033 450782.9 4671836 
5-08 137-80 142.56 57.68 15033 450802.7 4671836 
5-07 133.90 145.90 55.40 16035 450822-5 4671835 
5-06 142-70 141-34 53-80 154.61 450841.9 4671835 
5-05 136.40 156-08 57.02 161.41 450861.8 4671835 
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5.04 146.70 147.13 54.58 175.78 450881.5 4671834 
5.03 146.10 145.83 55.27 183.63 450901.3 4671834 
5.02 136.70 152.61 54.64 176.72 450921.1 4671834 
5.01 135.50 158.44 57.87 160.88 450940.9 4671834 
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Table A2. Sampling sites and soil attributes data. 
Sites Easting Northing %Clay %Sand Tilth Bulk Dens Unif. Coef. Org. Mat. Cone Ind. Plas. Ind. 
Index (g/cm3) (d60/dl0) (%) (Mpa) (%) 
lA 450857.2 4671682.0 45 22 0.79 1.52 61.50 4.75 037 33.63 
IB 450640.0 4671715.0 48 18 0.88 126 18.18 4.51 0.47 28.82 
IC 450860.0 4671760.0 47 20 0.89 1.44 4.83 5.29 0.59 28.29 
ID 450871.3 4671807.0 45 22 0.93 1.37 1437 5.82 0.50 28.15 
IE 450830.0 4671835.0 41 28 0.64 1.75 1.40 520 039 22.74 
IF 450835.0 4671875.0 45 23 0.78 1.24 3.80 4.83 0.37 28.40 
IG 450869.5 4671889.0 50 17 0.95 1.27 2.92 7.15 0.41 29.55 
IH 450735.0 4671975.0 40 30 0.88 1.33 6.15 530 0.50 33.09 
2A 450736.3 4671683.0 46 23 0.87 1.28 66.67 4.64 0.34 31.81 
2B 450480.0 4671715.0 44 26 0.88 1.29 4.23 432 031 25.82 
2C 450710.0 4671760.0 45 27 0.78 1.56 25.00 335 0.63 22.27 
2D 450744.7 4671809.0 43 26 0.76 1.44 5.00 2.43 0.54 2538 
2G 450738.7 4671891.0 44 27 0.78 IJ8 5.00 3.20 031 26.48 
2H 450650.0 4671975.0 42 25 0.81 1.18 12.00 3.47 037 28.10 
3A 450612.5 4671684.0 43 23 0.88 1.30 13.75 428 0.24 28.95 
3C 450480.0 4671760.0 46 20 0.68 1.65 4.57 3.98 0.77 30.60 
3D 450616.1 4671809.0 42 29 0.85 1.49 4.47 3.64 0.41 18.60 
30 450613.1 4671892.0 41 23 0.58 1.42 1333 4.98 0.40 26.52 
3H 450550.0 4671975.0 43 27 0.95 1.40 523 4.74 0.69 17.73 
4A 4504712 4671686.0 45 20 0.88 1.27 23.53 439 036 29.14 
4D 450469.7 4671811.0 53 12 0.84 126 6.00 4.58 0.45 34.80 
4G 450483.0 4671894.0 43 28 0.89 1.52 13.10 5.09 0.48 22.02 
TI32 450590.5 4671717.9 33 22 0.91 1.42 28.00 5.00 0.84 25.88 
TI33 450674.8 4671719.2 14 34 0.82 1.56 36.00 4.98 0.65 2826 
TI34 450727.1 4671717.9 38 26 0.80 1.64 32.00 4.88 127 16.53 
TI35 450767.9 4671717.9 30 17 0.95 136 20.00 5.03 0.87 2136 
TI36 450535.7 4671762.5 37 25 0.94 1.33 21.88 4.69 0.95 2330 
TD7 450617.4 4671762.5 42 19 0.92 I JO 25.00 5.78 0.68 27.98 
TI38 450784.5 467176IJ 35 22 0.90 1.49 26.67 529 0.76 21.96 
TI39 450919.8 4671758.7 39 20 0.92 IJ5 1538 539 0.67 26.72 
TI40 450529.3 4671808.5 35 19 0.94 131 23.53 5.83 0.76 25.45 
TI41 450639.0 4671803.4 34 18 0.93 1.45 60.00 532 0.65 20.74 
TI42 450673.5 4671803.4 45 20 0.45 1.88 11.50 5.17 0.46 20.95 
TI43 450922.4 4671803.4 43 15 0.90 1.44 10.59 733 0.46 26.09 
TI44 450468.0 4671873.6 42 21 0.94 127 16.67 5.54 0-72 25.47 
TI45 450622.5 4671858J 34 19 0.99 133 12.50 5.85 0-43 15.85 
TI46 450719.4 4671853.2 37 18 0.93 135 40.00 5.97 0-46 25.49 
TI47 450918.5 4671851.9 36 18 0.92 138 12.00 8.87 0-60 26.60 
TI48 450520.4 4671915.7 36 15 0.92 1-13 14.71 520 0-61 22.08 
TI49 450628.8 4671918.2 51 13 0.91 133 22-73 6.49 0.56 29.03 
TI50 450785.1 4671913.1 38 14 0.88 1.43 17.65 622 1.17 27.86 
TI51 450918.5 4671909J 37 17 0.91 126 22-73 7J3 0.56 2927 
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Table A3. Elevarioa data (m) with UTM coordinates (m). 
Sites Easting Northing Elevation Sites Easting Northing Elevation 
i 450896.8 4671749.0 100.97 47 450490.5 4671709.0 103.12 
2 450899.2 4671799.0 99.45 48 450491.5 4671659.0 102.97 
3 450946.7 4671746.0 9938 49 4505662 4671709.0 102.46 
4 450943.2 4671811.0 100.00 50 450566.8 4671658.0 102.55 
5 450943.0 4671758.0 99.83 51 450589.7 4671659.0 10235 
6 450942.8 4671722.0 99.76 52 450641.1 4671708.0 101.87 
7 450942.7 4671686.0 99.47 53 450641.4 4671658.0 101.99 
8 450972.9 4671663.0 100.16 54 450705.0 4671706.0 101.48 
9 450969.4 4671597.0 99.11 55 450714.9 4671656.0 101.06 
10 450954.2 4671599.0 98.78 56 450713.8 4671706.0 101.56 
11 450969.0 4671613.0 98.69 57 450790.5 4671656.0 100.67 
12 450941.0 4671605.0 98.93 58 450789.8 4671706.0 100.74 
13 450941.3 4671598.0 98.81 59 450740.7 4671635.0 100.62 
14 450866.1 4671606.0 99.60 60 450864.6 4671704.0 99.90 
15 450907.7 4671597.0 9938 61 450866.0 4671655.0 99.92 
16 450791.1 4671607.0 10031 62 450938.1 4671703.0 99.06 
17 450865.7 4671598.0 99.74 63 450984.0 4671692.0 99.68 
18 450858.2 4671597.0 99.94 64 450969.4 4671654.0 98.66 
19 450716.2 4671608.0 101.06 65 450969.4 4671702.0 99.67 
20 450805.9 4671598.0 100.55 66 450939.4 4671654.0 98.95 
21 450791.1 4671598.0 100.45 67 450969.0 4671750.0 99.56 
22 4506413 4671608.0 101.92 68 450968.7 4671801.0 9927 
23 450753.9 4671598.0 100.88 69 450939.1 4671750.0 9936 
24 450715.9 4671600.0 101.13 70 450939.7 4671801.0 9924 
25 450566.5 4671609.0 10237 71 4508632 4671802.0 99.75 
26 450702.0 4671599.0 101_53 72 450863.8 4671751.0 99.83 
27 4506502 4671599.0 102.02 73 450787.4 4671803.0 100.60 
28 450491.5 4671610.0 102.82 74 4507893 4671752.0 100.68 
29 450641.4 4671600.0 101.91 75 4507112 4671804.0 101.65 
30 450416.5 4671611.0 10239 76 450712.9 4671753.0 101.69 
31 450597.8 4671600.0 102_57 77 4506363 4671805.0 10222 
32 450416.6 4671661.0 102.63 78 450637.8 4671753.0 102.05 
33 4505662 4671601.0 102.41 79 4505612 4671806.0 102.81 
34 450546.5 4671600.0 102.50 80 450562^5 4671754.0 102.40 
35 4504213 4671604.0 102.47 81 450486.7 4671807.0 10328 
36 4504943 4671601.0 102-85 82 450521.0 4671755.0 10321 
37 4504122 4671614.0 102.58 83 450486-7 4671755.0 10328 
38 450491.7 4671602.0 102.70 84 450418-0 4671811.0 10331 
39 450403.8 4671599.0 102.02 85 450417.5 4671761.0 103.40 
40 450443.9 4671601.0 102-71 86 450413.5 4671811.0 103-45 
41 450418.8 4671601.0 102-59 87 450412-8 4671756.0 103.63 
42 450410.8 4671659-0 102-79 88 450413-8 4671861.0 103.86 
43 4504122 4671711.0 10320 89 450414-4 4671911.0 103.81 
44 450412.1 4671661.0 102-92 90 4504182 4671861.0 103.61 
45 450417.1 4671711.0 102-96 91 450418-7 4671911.0 103-59 
46 450416.6 467166L0 102-61 92 450485-0 4671860.0 103.78 
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450480.7 4671908.0 103.53 140 450429.1 4671999.0 104.22 
450544.4 4671860.0 103.09 141 450413.5 4672000.0 104.28 
450559.5 4671860.0 103.13 142 450476.4 4671998.0 103.41 
450557.5 4671907.0 102.58 143 450515.7 4671999.0 10334 
450634.7 4671859.0 102.51 144 450553.9 4671998.0 102.66 
450633.1 4671905.0 101.98 145 450629.5 4671997.0 102.19 
450651.3 4671908.0 101.73 146 450704.6 4671996.0 102.16 
450709.9 4671858.0 101.45 147 450777.3 4671995.0 10138 
450708.0 4671903.0 101-57 148 450858.9 4671994.0 100.28 
450785.3 4671856.0 100.42 149 450940.7 4671993.0 99.89 
450781.4 4671902.0 100J23 150 450950.8 4671994.0 99.87 
450861.9 4671855.0 99.55 151 450969.7 4671993.0 99.88 
450861.1 4671901.0 99.58 152 450950.8 4671994.0 100.08 
450939.0 4671851.0 99.13 153 450943.2 4671811.0 99.99 
450939.4 4671900.0 99.26 154 450972.8 4671663.0 100.14 
450943.0 4671839.0 99.87 
450943.1 4671894.0 99.97 
450967.6 4671854.0 98.91 
450966.7 4671900.0 99.24 
450942.7 4671866.0 99.95 
450943.1 4671922.0 100.08 
450967.4 4671954.0 99.32 
450943.4 4671949.0 100.04 
450967.6 4671988.0 99.56 
450939.9 4671954.0 9938 
450940.6 4671988.0 99_59 
450859.6 4671955.0 99.86 
450859.0 4671989.0 100.03 
450780.5 4671957.0 100-62 
450777.2 4671990.0 100-99 
450746.1 4671958.0 100-85 
450723.0 4671966.0 lOLl l  
450705.4 4671969.0 101-18 
450687.7 4671970.0 101.26 
450667.1 4671970.0 101-44 
450699-4 4671987-0 101-83 
450706.0 4671958-0 10IJ2 
45063IJZ 4671960-0 101-81 
450629.6 4671992.0 101-85 
450554.6 4671961.0 102.23 
450553.9 4671993-0 I02J7 
450478.4 4671962-0 10330 
450476-7 4671994-0 103.22 
450419.0 4671961-0 103-89 
450418.6 4671995-0 104.03 
4504143 4671960-0 104J0 
450415-3 4671987-0 104-19 
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