Abstract: Building Information Modeling (BIM) is the process of structuring, capturing, creating, and managing a digital representation of physical and/or functional characteristics of a built space [1] . Current BIM has limited ability to represent dynamic semantics, social information, often failing to consider building activity, behavior and context; thus limiting integration with intelligent, built-environment management systems. Research, such as the development of Semantic Exchange Modules, and/or the linking of IFC with semantic web structures, demonstrates the need for building models to better support complex semantic functionality. To implement model semantics effectively, however, it is critical that model designers consider semantic information constructs. This paper discusses semantic models with relation to determining the most suitable information structure. We demonstrate how semantic rigidity can lead to significant long-term problems that can contribute to model failure. A sufficiently detailed feasibility study is advised to maximize the value from the semantic model. In addition we propose a set of questions, to be used during a model's feasibility study, and guidelines to help assess the most suitable method for managing semantics in a built environment.
traditional CAD drawings rely on user interpretation of constructed, primitive geometric shapes; and are not semantically marked-up with relationships and labels.
Within modern CAD there are certain functions that go beyond basic geometric shapes, in order to add meaning to models, e.g., blocks, inserts and layers. Blocks (a set of shapes that have been linked together) simplify design, yet can also support the addition of building model semantics; since blocks can be linked to specific physical objects. Layers are groupings of graphical entities with labels. A building plan may include a specific layer, for example, that relates to CCTV camera objects. By grouping these objects within a specific layer, a user is able to change set characteristics of specific object types, allowing the user to distinguish between objects within the drawing; or even to switch the layer off, causing them to disappear from the visualization. Layers can therefore be used to add semantic depth to CAD drawings. Moreover, since layers have labels, the existence of an object within a layer implies that objects are related to the layer's label.
Designers, however, do not use such features in a coherent or consistent way. CAD software imposes no rules on how blocks, inserts and layers are to be used by designers, which often leads to inconsistency of use. As a result, the drawing interpreter requires intuition and experience to define what designers intended to represent. Existing geometric CAD systems also fail to support explicitly defined relationships between drawing elements and/or non-graphical information. For instance, geometric CAD tools do not support the creation of a label to signify the concept "room". The software maintains information concerning the size and position of the label object; yet no explicit relationship can be formed between the label and the objects that it semantically represents. As a result of this lack of relationship, the model is unable to provide useful functionality to represent these concept types.
Building Information Modeling (BIM), based on object-oriented modeling language principles, was developed in order to capture the semantics of the physical space, and to facilitate a repository of product information shared by construction participants. BIM was advocated as a means of solving many long-standing problems in the construction industry, however the problem of interoperability between BIM tools has frequently been seen as a barrier to the uptake of BIM. To deal with interoperability challenges, a number of information standards have emerged.
The Industry Foundation Classes (IFC)-and its derivative Construction Operations Building Information Exchange (COBie)-is the standard mandated by the UK Government, as a method for converting BIM models into, and exported BIM models from, various applications. The IFC object model was developed to represent concept types in the building domain, and combines 3D geometric building plan visualizations with rich, relational semantics, thus making the format both human and machine-readable (in Extensible Markup Language (XML)). IFC, however, has limited capability for capturing object-based semantics in context of human activity, which limits the potential for automated analysis of building use. Moreover, IFC does not support complex or multiple stakeholder views/interactions, and does not support consideration of building activity context; an issue that limits the use of IFC with intelligence tools as part of a whole life solution. Moreover Cheng, Trivedi, and Law (2002) [10] report the unsuitableness of XML in the scheduling ontology, identifying problems converting Process Specification Language (PSL) to XML; because of the time concept in scheduling.
There appears limited consideration for the alignment between language semantics and domain semantics, with inadequate research considering the suitableness of the language. Accordingly, we conducted a literature review concerning the ontologies used in the building sector. We based our search on several keywords, including: Semantics model, construction, building, built-environment, ontology, resource description framework (RDF), Web Ontology Language (OWL), IFC, etc. From 2002 to 2014, we identified more than 130 papers that meet the criteria, however in order to maintain the scope of this paper, we reduced the literature base to 105 papers (see Table 1 ); as 25 papers did not focus on domain ontology, but instead discussed system architecture and web-services. Since ontology engineers in the built-environment do not appear to employ ontology languages consistently, each paper was tagged for its domain activity, grouped into the same domain problems and classified into the built-environment. Traditionally construction software used data models based on entity-relationship specifications [11] . In our review we identified several key ontology languages, including: XML, which is extended from Generalized Markup Language (GML); SL, which is based on Knowledge Interchange Format (KIF); OWL, which is based on RDF [12] ; ifcXML, which is an XML format defined by ISO 10303-28 (STEP-XML) [13] ; Conceptual models, which are models made of the composition of concepts abstracting from the domain concepts-though typically papers do not specify the language; CityGML, which is an XML-based language; Suggested Upper Merged Ontology (SUMO), which is written in the SUO-KIF language [14] ; Taxonomy, which was developed as part of the e-COGNOS project (Consistent knowledge management across projects and between enterprises in the construction domain-IST-2000-28671); Reference model, which is an abstract framework or domain-specific ontology consisting of an interlinked set of clearly defined concepts; Description Logic (DL), which is a logic-based model derived from first-order logic (FOL); and IFC-based ontologies, which are based on IFC data structures, but where the ontology language have not been clearly specified. Table 2 presents ontology languages in different built-environments. The numbers within Table 2 represents the number of identified occurrences of different classification structures described in recent literature. OWL was identified as the most accepted ontology language, across a range of industries, and is also dominant when undertaking built-environment classification; however detailed built-environment classification is beyond the scope of this research paper. Definition of ifcXML and CityGML, within Table 2 , is certainly not a clear-cut decision, and it is important that the reader understands the issues involved. XML tagging is used in both, subject to the xsd schema, to define both object and non-object information. Although a XML Schema is employed for ontology modeling, and ultimately helps the user specify the resultant file structure (ISO 10303-28, 2007), both ifcXML and CityGML primarily describes object data. Although many might disagree with our logic, the authors have decided to place both ifcXML and CityGML under the "OO" definition. In Table 3 , we provide supporting evidence that even when undertaking the same activity there are different structures being employed to model the domain semantics in the construction industry. Thus the question arises: What is the typical process of knowledge engineering, and how could the process be aligned with domain semantics, especially corresponding to its domain activities? Table 1 . Sematic models of professional domains in the built-environment.
Sources
Tagged Activity Domain Problem Built Environment [15] Designing Architectural Design
Building Design [16] Engineering [17] Designing Conceptual Design [18] Appraising Energy Efficiency [19, 20] Collaborating Interoperability [21] Checking Regulation [22] Designing Structural Design [23] Monitoring Building
Building Performance [24] Managing Defect Management [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] Appraising Energy Efficiency [39] Checking Regulation [40] e-Learning Knowledge Representation
Construction Project Management
[41] Learning [42] Sharing [43, 44] Managing Construction [45] [46] [47] [48] [49] [50] [51] Estimating Cost Estimation [52] Integrating Interoperability [53] Managing Plant Construction [54] Collaborating Process Management [55] Exchanging Project Management [56] [57] [58] [59] Managing [60] Sharing [10, 61] Scheduling Project Schedule [62] [63] [64] [65] [66] [67] Checking Regulation [68, 69] Appraising Risk Management [70, 71] Managing Site Management [72] Controlling Spatial Relation [73] Modelling Architectural Reconstruction Existing Building [74] Optimizing Energy Consumption Facility Management [75] Simulating Hydrodynamic Processes [76] [77] [78] Collaborating Interoperability [79, 80] Collaborating Knowledge Representation [81] Sharing [82] [83] [84] Collaborating Interoperability General Construction [85] [86] [87] Implementing [88] Integrating [89] Conceptualizing [90] [91] [92] [93] Modelling Context Smart homes [94] Controlling Home Automation [95] Collaborating Interoperability [96] Implementing Building Sustainability [97, 98] Appraising Environment [99] Collaborating Interoperability [100] Sharing Knowledge Representation [101] Managing Carbon management Planning Design [106] Researching Energy Efficiency [107] Planning Structure [108] [109] [110] Collaborating Interoperability [111] Appraising Landscaping [112] Designing [113] Planning Panels Management [114] Planning Project Plan [115] Identifying Slum [116] Inferring Spatial Relation [117] Planning [118] Identifying Structural Design [119] Modelling Urban Modelling Note: Frame, OO, frame-based object-oriented model; all the structures will be explained in later section. 
An Ontology Development Guide
The ontology development guide, developed by Noy and McGuinness [120] , divides ontology selection into seven steps that should be completed during the initial phase of model development (see Figure 1 ). Whilst Noy and McGuinness define their process as iterative, the precise nature of iteration was left unclear. It is expected that all steps are completed in the correct order during the initial design phase. It is possible, however, in successive iterations for designers to change the order of the steps, or choose to avoid steps if no change has occurred. The first step of the process aims to identify the domain and scope of the ontology. This step should involve the designers answering a number of questions: What will the ontology represent? What will the ontology be used for? What types of questions should the information in the ontology aim to answer? Who will use and maintain the ontology? The first two questions are straightforward, since the intention for the model ontology should be based on a pre-specified or understood requirement. The third question, however, is more complex, as it requires designers to list the types of questions that the semantic ontology should be capable of answering. This list should be comprehensive in order to avoid later-stage re-designs if the ontology is unable to provide answers to important questions. Listing such questions will not only assist in specifying the requirements for the ontology, but also provide a means of testing whether the completed design has a good fit with the modeled space and its intended purpose. The second step of the process involves the identification and consideration of existing ontologies that represent the same domain. In most cases it is more beneficial to re-use, modify or extend existing ontologies than developing a new one. This is particularly important if the intended system is expected to interact with other systems within the same domain, as semantic discrepancies can be avoided by establishing a single domain ontology. If no suitable ontology exists, designers should move to step three, which requires the listing of important semantic terms that should be included in the ontology. The terms in this list should be based on concepts that they wish to make statements about, or wish to explain to a user, including any relevant properties. The fourth and fifth steps aim to arrange these concepts into a coherent conceptual model, with step four focusing on the definition of concept types (also commonly referred to as "classes") and a class hierarchy and step five focusing on class properties (or "slots"). The development of the class hierarchy involves identifying concept types at different levels of abstraction and relating them together to form a hierarchical structure. This process can be approached using either a top-down, bottom-up or middle-out approach. A top-down approach involves identifying the most abstract concepts first and then relating their more specific "sub-classes", whilst a bottom-up reverses this by focusing instead on the most specific types and then identifying their more abstract "super-types". A third alternative, which is favored by [121, 122] , is to use a "middle-out" that focuses primarily on the most fundamental concepts used within the domain, i.e., those that are most commonly used and those that will constitute the middle levels of the class hierarchy, before moving on to more abstract and more specific concept types.
The fifth step involves the definition of class properties. The properties for each class should describe the internal structure of the concept type. For this step it is advised that designers look back at the list developed in step three, since the concepts that have not been added to the class hierarchy are likely to represent class properties. It is important to relate properties with the most general classes that may have the property, since all sub-classes will automatically inherit the property from their parent class. Having defined the class hierarchy and class properties, the sixth step focuses on the facets of properties. For each property, it is important to identify the data type to be used for holding the value for each instance, e.g., string, integer or floating-point number, the number of allowed values (cardinality), domain range, and minimum and maximum allowed values. Finally the seventh phase creates an instance of the concept type in the ontology. Instantiating classes can be performed once the ontology is complete or at the end of an iteration to test whether the ontology meets its requirements, before moving on to the next round of model development.
Classification Structures Used in Conceptual Modeling
Shirky proposed criteria for assessing the suitability of ontological classification [123] . In terms of the domain to be modeled, the key issues affecting the suitability of ontological classification include:
 Domain corpus (the number of important concept types in the semantic domain);  Presence of formal categories (the extent to which categories are simple and derivable);  Stability of entities (possibility or likelihood of entity types change);  Restricted or unrestricted entity set (whether the set of important entities is inherently limited or grows continuously);  Presence of clear boundaries between entities.
Shirky argues that, for building space with a small set of constituent entities, the presence of formalized categories and a highly stable and restricted set of entities with clear edges is well-suited to ontological classification. As adoption of the wrong classification scheme can lead to project failure, or to the retrospective need to re-engineer the building model due to a lack of flexibility in the resulting design, it is important that the correct classification scheme is selected. In this section we consider restricted subsets of classification schemes, to allow the reader to see how each could impact use of semantic information in building models.
Hierarchical Classification Schemes
A hierarchical classification scheme maps data into a tree structure. Each node has one parent node and may have multiple children nodes. Each child node represents the sub-categorization of the parent node, by facilitating increased categorization complexity. Although Noy and McGuinness' traditional design approach is appropriate in many domains, the adoption of hierarchical structures leads to significant problems when faced with ongoing modifications, extensions or adaptations; such as in the case of building models.
Shirky [123] argues, however, against the use of hierarchical schemes of classification, arguing that such classification schemes are imperfect due to related "context errors". Shirky states that it is difficult to design ontologies for expected capabilities in advance, as it burdens the designers with the task of understanding what the end user is thinking, and making appropriate predictions about future needs. It is worth mentioning that whilst ontologies are likely to need modification during their use, Noy et al. [120] conceded that maintaining ontologies is a significant challenge, and must also be considered by model designers; particularly for domains where fundamental structures are expected to change, such as construction. Shirky does, however, accept that in certain scenarios, ontologies provide an excellent solution and these cases can be assessed using a number of criteria.
Hierarchical ontological classification schemes seem appropriate where expert users can be guaranteed, i.e., those who act within a coordinated environment, and who have an authoritative source of judgment, however in modeling scenarios where users are uncoordinated, limited value can be gained from a hierarchical classification schemes.
Overall, Shirky's arguments are heavily critical of ontologies, showing that use of hierarchical structures is inherently limited. Shirky highlights that hierarchical ontologies are difficult to design and that their representation of the target domain is likely to become increasingly inaccurate over time as the domain evolves.
Network Models
Holub [124] argued against the use of hierarchical models, stating that the lost of inheritance leads to a loss of flexibility, tight coupling between objects and components, and the fragile base class problem. The fragile base class problem is an issue that results from tight coupling of components, and it is introduced through hierarchical object models. As a result of this tight coupling, change made to a base class may not affect that class itself, yet semantic errors may occur when related sub-classes inherit behavior. The added risk of introducing bugs into a group of classes, through change made to their parent class, reduces the semantic modelers' ability to make change.
Inheritance supports specialization, however does not allow natural relationships to be modeled. Network models, although largely hierarchical, allows each record to have multiple parent and child records, permitting the formation of pointer-based graph structures; a collection of nodes (vertices), with connections (pointers) between them. Although multiple inheritance and graph structures allow a more natural modeling of relationships between entities, tight coupling can occur. If, for example, data in object A is dependent on B, B data is dependent on C, and C data is dependent on A, any data being updated could have a pervasive impact.
The concept of coupling revolves around the interdependence of components [125] . Tight coupling implies that model components are highly dependent upon each other. This results in an increased level of complexity when attempting model change; as change to a single component potentially has a resultant effect on all components that depend upon it. Loose coupling avoids this situation by ensuring that dependencies between components are minimized, and that components are able to operate with no or little knowledge of the structure of other components.
Although widely implemented in the 1970s, network models are often also coupled with application functionality. Any changes in data structure results in a need to change the application. Subsequently, a shift towards relational-based models occurred in the 1980s, as data content and application function can be abstracted.
Relational Models
Relational models, proposed by Edgar Codd [126] , represent data that is grouped into relations via use of association. Using a relational model allows the user to specify, query, and project tables of information from predefined data structures without having an understanding of how data is physically stored. Although relational data classification schemes are ubiquitous, there are a number of key limitations when using relational models to model built space; i.e., relational models are non-flexible and non-temporal in nature.
Since the data structure has to be defined before use, the model designer should, to maximize the value of the model, know explicitly the information that is to be contained in the model in advance of development, and limit subsequent changes in scope; not practically possible if the physical space changes significantly. In addition to limitations in handling change, relational models do not naturally capture information about time; and are therefore not ideal when understanding interaction. Relational model data normally reflects the current state (the AS IS), however, a change in state (the AS WAS) is not captured in the dataset unless the model is specifically designed to monitor such change. If you wanted to identify why people were opening the window, for example, then you would need to identify what attributes need be captured, as the building model reflects only the current state of the model, and the relational structure would have to be redesigned and extended to capture this temporal data.
With the construction industry ubiquitously embracing BIM, and with an increased focus of IFC on management of information through-life (i.e., in both "construction" and "operation" phrases), it seems clear that capture of user activity data is critical to support facility management (i.e., space and cost optimization) via use of big-data and data mining technologies.
Object-Oriented Model Design
Holub [124] argues for the use of interfaces, which allows access to object attributes/functions without specifying any actual behavior. Interfaces simplify change in the data structure, and do not suffer from replicated error; as is the case with inheritance-based object models. The key to capturing semantics effectively is to ensure that the structure is sufficiently flexible to support future change. Holub [124] argues that the use of interfaces lies at the heart of this flexibility, and that the common use of concrete classes forces modelers to use predefined semantic structures, thus restricting the potential for future change, and increasing the risk of long-term failure.
Whilst the construction domain may seem explicit, it is difficult to reach agreement on the exact nature of data structures. As a result, the problem of explicitly defining a domain's structure in terms of concepts and their relationships can be identified as a "messy", "ill-defined" or "ill-structured" problem; since there is typically a wide difference of opinion as to how the problem should be resolved and there are often multiple viable solution alternatives [127] . In practical terms, this means that different individuals developing conceptual models defining the structure of built space develop a number of distinct solutions, each of which will be more or less acceptable to others in the group and, crucially, it will be difficult to reach a consensus regarding which solution fits the domain best; hence the development of multiple construction object-orientated ontologies (e.g., CityGML, gbXML, etc.), which all have pro's and con's for specific user groups.
As a result of these issues, guidelines for developing conceptual models, such as those proposed by Noy and McGuinness [120] , encourage an iterative development approach where each iteration is assessed in order to ensure that a consensus between key stakeholders is reached. The authors also advise the adoption of conceptual structures based on a consideration of the model's purpose and any envisaged future semantic extensions. These supplementary considerations act as a method of reducing conflict and uncertainty when faced with a number of viable alternatives. This advice implies that conceptual building models are inherently biased in terms of representing the particular perspective of the model designers, the original purpose of the building, and the predictions made by the model designer as to the evolution of the conceptual structures and their anticipated future uses.
Conceptual models are therefore limited in that they support a particular view of a building's semantic structure, and are designed to favor certain predicted extensions over others. Shirky [123] provides detail concerning the types of scenarios that benefit from using ontologies, and those that should use alternative methods. Shirky argues that when modeling scenarios where ontologies are unlikely to succeed, such as the classification of web content, alternative approaches to semantic description, such as the use of "tagging" or a generic data model, should be used.
Tagging
Tagging is the process of creating links to content, and attributing a descriptive semantic label to that link. The label associated with the tag is then used as a semantic description of the referenced resource. The end result of tagging by numerous users is a system of classification that has been developed collaboratively by a group of people [128] . In practice, the process of semantically marking up content using tagging is, in many ways, the reverse of adopting an ontology-based approach. Specifically, unlike ontologies, tags can be created after the content has been published, and anyone is free to tag the content using terms that they feel suitably describes that content. As a result, semantic tagging is much more organic, and can rely on communities of users to label content. Tagging, therefore, does not suffer from the problems commonly associated with ontologies, i.e., the ontology designer needing to predict future needs. Also, rather than relying on a small body of experts to develop a standardized view of the conceptual structure of a domain, a large group of non-expert users can be used to accomplish the same task, with the most commonly used labels becoming the strongest descriptors of domain concepts.
Shirky [123] sees the distinction between ontologies and tagging as a fundamental philosophical question. Specifically, whether the world makes sense or whether we make sense of the world. Ontology designers adopt the view that the world makes sense. However, any alternative perspective of the domain's structure requires formal reconciliation, which is not a trivial issue and often results in semantic interoperability problems between related, and possibly overlapping, ontologies. Tagging begins with the perspective that people make sense of the world. As a result, its foundation does not rely on a single perspective of the domain's structure, and every perspective is treated as equally valuable as its alternatives. The value of tagging comes from aggregating these varied perspectives and feeding the results back to the users. Whilst Shirky's support for the use of tagging is limited to managing the semantics of web-based content, it has already been used in a wide range of more specific contexts. Spiteri's results [129] , for example, echo those of Shirky, suggesting that tagging can provide a powerful and flexible means for increasing the user-friendliness and interactivity.
Traditional data modeling techniques are often very similar to the ontology guide presented by Noy et al. [120] . The result of the design phase is a conceptual data schema that represents concept types, as well as their attributes and relationships. The implementation of the conceptual data schema then relies on the designers creating an appropriate table structure to support future use; i.e., inclusion of correct tables, related attributes, and the links between the tables within the chosen database system. The implementation of conceptual data models, by mapping concepts to database tables, concept attributes to table columns, and relationships with primary and foreign keys, results in a reduced level of flexibility within the resultant design; due to tight coupling between the data schema components themselves and the semantic use [130] . Minor change to table structure requires subsequent complex modification to any related tables as well as any triggers, stored procedures and associated code that accesses the table within the application logic. An alternative to traditional data modeling is the adoption of a generic data model, such as entity-attribute-value (EAV) [131] .
Generic Data Models
Generic data models provide a generic structure where both concept type structures and their instances are managed as records within generic tables. Typical EAV schema implementations, for example, feature around six tables, three of which represent conceptual structures of entities, attributes and relationships, with the other three being used to store instances. For example, we can create the concept type "person" as a record in the concept type table, and instances of this type in the instances table. Figure 2 shows an example EAV data schema where the "Type_of" prefix denotes tables used for storing concept types, whilst the remaining tables are used to store instances of those concepts. Generic data model structures contrast significantly with the traditional database design and implementation method; where the structure of concept types is represented by table structure, and concept instances as records within those tables. This distinction may initially seem unimportant, however, it has profound consequences for the flexibility of the overall design. For instance, any minor modifications to existing entities, attributes or relationships on a schema using standard development techniques will result in the need to modify all coupled components within both the database and semantic logic. Conversely, change to generic data model schema requires significantly fewer modifications since the conceptual definition of concepts, their attributes, and their relationships are stored explicitly as records within generic table structures, rather than implicitly through non-generic table structures. As a result, by using the generic data model schema, any changes to the conceptual semantic model of the domain are represented by the database, and no change is required to the underlying database tables; thus reducing coupling between system components, and facilitating future change and maintenance.
The adoption of a generic data model means that change to the conceptual domain model does not need to be reflected in other system components. For instance, adding attributes to a concept type will require semantic logic to be modified in order to take the new attribute into account, however by recording the conceptual structures explicitly as records within generic tables, far fewer system changes must be made to accommodate modifications to the conceptual representation of the domain. As a result of these benefits, various versions of generic data models have been used in domains that feature sparse (i.e., including missing values) and/or heterogeneous data sets, or where the conceptual structure of the domain is expected to change on a frequent basis.
Despite the benefits of adopting generic data models, and the fact that such approaches are already fully supported by most database vendors, generic data models are rarely adopted due to a number of associated disadvantages. Databases using the generic data models risk poorer performance and some scalability issues, which prevent the use of valuable database features such as foreign keys [132] . Generic data models also rely on additional code to manage the generic data model and require the development of more complex queries [133] . Despite these issues, however, generic data models have been successfully applied; for example, the company "4 projects" integrates IFC entities within a Cassandra database (a generic data model) to support flexible integration of information from disparate stakeholders. Cassandra allows tables to be created, dropped, and altered at runtime without blocking updates and queries, facilitating a level of flexibility that is not achievable using XML or relational data models.
Defining Solution Feasibility
Sterman [134] Prior to the creation of a building model, a sufficiently detailed feasibility study is advised to ensure use of correct data structures, in order to maximize the value of semantic information. In the following sections we have also developed a set of questions that should be considered as part of the project's feasibility study. The aim of these questions is to draw the building model designers' attention to issues that may be initially overlooked, but which can quickly reduce the validity of a model. It is likely that if such feasibility studies were more commonplace, many building projects would be cancelled before designs were developed. Such analysis aims to reduce wasted effort and resources in the developing of models that, ultimately, can never achieve their target objectives.
Assessment of the Model's Purpose
Models must have a clear purpose, which should relate to a particular stakeholder need. Since models are abstractions of real world space and systems, the objective of a building model can never be the representation of an complex social or interactive spaces. Total modeling is likely to be futile, since the resulting model will be as complex as the real-world space, and therefore will be as difficult to understand and validate. Consequently the building model designers at the beginning of a project should ask questions such as:
 Is the purpose of the building model clear and well defined?  Does the purpose entail a large model boundary? If so, is assess whether resources and time available to develop a sufficiently detailed model in order to meet its requirements.  Given the assessed complexity of the problem, what is the likelihood that the building model will be semantically appropriate, given the state of the art in modeling techniques, technologies and the project's context (team, available resources, support etc.).  Is a building model necessary or adequate in solving the construction problem?
Domain Assessment
One of the key issues that should be considered when assessing the building semantic modeling feasibility is the domain being represented. Specifically, the designers should assess the complexity of the domain, including the domain's size, number of conceptual entities, their attributes and possible relationships, number of feedback effects between variables, number of interrelated sectors that affect one another and complexity of system behavior. Questions in this phase should include:
 Is the semantic domain to be addressed by the model clear?
 What is the size of the domain in terms of the number of variables, entities, attributes and relationships to be represented?  To what extent are the building model and semantic domain stakeholders in agreement as to its structure, as expressed via, for instance, ontology?  Is the semantic domain highly interrelated with other sectors? How does this complicate the building model? What would be the effect of treating related sectors as exogenous and will this affect the model's validity?  What is the perceived difficulty of modeling the structure or behavior of the domain?
Difficulty of Accurately Representing the Domain: Physical Versus Social Systems
Many of Sterman's arguments [134] against optimization and simulation models are limited to those addressing domain semantics, which involve human actors and decision-makers, such as government policy development, ecological and economic models. These domains are likely to involve more complexity since human decision makers don't always behave rationally and are, to some extent, unpredictable. Models used to solve physical domain problems, e.g. considering the physical and chemical properties of the building, are more definable, separable and verifiable. Solutions to physical problems can often be found more easily than their social counterparts due to the relative predictability of the physical world's behavior. Consequently, semantic model designers should be aware of the added complexity of attempting to develop models to represent social systems in physical space, and should ask feasibility questions such as:
 Is the team intending to develop the model aware of the differences in complexity and methods between developing social and physical models?  Is the team sufficiently skilled in the relevant domains, i.e., physical/social, to develop an accurate model?
Understanding and Assessment of Alternative Modeling Methods
As Sterman identified [134] , many modeling projects are initiated using methods that are not suitable to solve the objective. It is possible that in many such cases, semantic model designers simply opt for their preferred method without considering other, possibly more suitable, alternatives. As a result, model designers should aim to have an understanding of a range of different modeling methods, such as simulation and optimization, including their relative capabilities, advantages and disadvantages before selecting the method to be used for a particular semantic issue. Feasibility questions related to modeling methods should include:
 Which semantic modeling methods could be used to solve the problem?  What are the capabilities, advantages and disadvantages of using a particular method?  Will the results that may be gained from adopting a particular method meet the model's purpose? For example, optimization models cannot be used to predict behavior.  Which methods are applicable to the semantic domain?
Model Boundary
The problem of defining a suitable model boundary is difficult, and is applicable to all types of models. This process requires the presence of a clear problem definition, but within complex domains, such as the construction industry, it can be extremely difficult to identify the effects that one model component may have on other components. The focus of this phase should be on identifying key variables and relationships within the domain, identifying which should be modeled as endogenous and exogenous, and the effects of these choices. Questions related to the model's boundary should include: 
Analysis of Required Input Data
Based on the previous questions, designers should focus on the ability to find or create input data for the model. If problems arise in this section, it is likely that the validity of the model semantics will be significantly reduced. Feasibility questions for this section include:
 Is data to be used as input for the model available or does it have to be collected?  How easy is it to collect input data, if required?  If the data is already available, is it accurate, complete, up-to-date, unbiased and from a reliable source?  If the data must be collected, does it consist primarily of hard or soft variables? Does the modeling team have sufficient expertise to collect data?
Reliance on Assumptions
Model designers should list all assumptions concerning intended building model semantics; i.e. input data, modeling method and underlying theories. Tasks for this section should include: identify and record as many assumptions as possible relating to the modeling project, the quality and quantity of input data, underlying theory, model boundary and the nature and behavior of the real-world system.
Assessment of Modeling Team
The assessment of the modeling team is a more practical issue, but nonetheless an important one. It is important to identify whether the modeling team has sufficient expertise and range of skills to successfully complete the modeling project. Questions for this phase should include: 
Inclusion of Delays and Human Error for Optimization and Forecasting Models
As identified by Sterman [134] , models seeking to provide advice as to what should be done in the future, given a particular scenario, should include both delays and the likelihood of human error to affect the choice's implementation. For instance, models advising on optimal combinations of energy sources should include the available power sources, as well as the costs associated with building new facilities in order to take advantage of change in resource combinations. Questions in this phase should include:
 What types of delay are significant when implementing the guidelines, which will be produced by the model?  What values should be assigned to the delay lengths and are these delays fixed, or, are they variable and dependent on other factors?  How can we represent the effects of human error in implementing the model's advise? How will errors affect delays?
Technical Considerations
Model designers should also assess whether the proposed modeling project includes any issues that require novel or unusual technical requirements. In such cases, designers should assess whether suitable technology exists, is sufficiently mature, supported and can be acquired at an acceptable cost. Technical issues relates to the ability to supply sufficient storage space for managing model semantic data, processing capacity, security features, and clarity concerning the collection, storage and manipulation of unusual data sets. As a result of such failure, model designers should not forget to identify and assess the risks that can lead to project failure, including those that can be generally applied to modeling software.
Fostering Trust in Models' Structure and Results
Sterman [134] advises that, in order for a model's stakeholders to have trust in the model semantics, the model should be open and available to all interested parties. Its structure, behavior, input data and all other relevant components should be well documented, and this documentation should also be made publicly available. This will allow stakeholders to use the model semantics, test assumptions, and assess the effect of alternative assumptions on the model's output. Conversely, results produced by "black box" models, which do not grant the user access to the model's structure or behavior, are less likely to be trusted and must be accepted by their users as a matter of faith. Consequently, model semantic designers should ask:
 Are the purpose, structure and behavior of the model, or any of its components, classified? If not, consider making them and their documentation available publicly, or to interested parties.  Can and should the model be made publicly, or widely, available?
If the model is developed as a "black box" solution, to what extent will this undermine user's trust in the model? This set of questions is intended to draw model designers' attention to issues that present an increased risk of project failure, or affect the extent to which a developed model will be trusted by its users.
Managing Project Feasibility and Domain Semantics
The lack of critical analysis concerning different modeling techniques is not limited to conceptual semantic modeling methods. In many cases, construction projects fail due to a lack of consideration for the project's feasibility, and a lack of understanding of how physical space links to building semantics and activity. We present a process that allows model designers to assess the likelihood of project success, and subsequently select the most appropriate approach to represent domain semantics.
Feasibility Study and Risk Assessment
The first phase of the process requires the completion of the feasibility study. The questions, expanded in Section 5, are intended to provide a general guideline in order to accommodate a wide range of building modeling projects. As a result, designers should pay special attention to issues that make the project or any of its aspects in some way unusual or novel, and assess whether this novelty is associated with increased risk of project failure. The purpose of this phase is to gain an understanding of the risks that affect the project so that they can be controlled or mitigated during project development. This feasibility phase should help model designers identify any major risks that indicate likely project risk/failure and, as a result, should lead designers to reconsider project outcomes.
Selection of Method for Managing Domain Semantics
The second step of the process is to select a suitable method for modeling the semantics of the domain. The choices in this section include traditional, ontology-based approaches (hierarchy, network, relationship, object models etc.), and newer alternatives (such as tagging, generic data models). It is worth noting at this stage that this paper has considered only a sub-set of all possible alternatives. In this step, designers need to consider the nature of the semantic and the requirements of the model in the context of the criteria raised by Shirky [123] . The purpose of this step is to assess the extent to which the modeling problem relies on, or would benefit from, a more flexible approach to managing domain semantics than the standard ontology design techniques. Reaching a suitable decision in this step is critical in order to avoid future problems.
Selection of Implementation Method
The third step in the process encourages designers, who intend to base their model on a domain ontology, to consider and select between managing the domain's semantics using traditional relational database design methods and the adoption of generic data models. In this step it is important to understand how the relative advantages, disadvantages and trade-offs between the two approaches will impact the model's development, particularly in terms of support for future change. If frequent change to the building's conceptual model is expected, designers should consider adopting a generic data model. Alternatively, if designers are confident that they are able to develop a stable conceptual domain model that will not require frequent or major change during the expected lifetime of the building model, the adoption of traditional database implementation methods is reasonable.
In scenarios where requirements include the advantages of adopting both traditional and generic implementations, designers can also consider a hybrid approach where the domain concepts that are expected to change are stored using a generic data model, whilst stable entities that require high speed access and scalability can be implemented using a standard approach. This step encourages designers to consider alternative options that may prove to provide more powerful and flexible capabilities. In some cases this assessment is likely to lead to either more flexible and extensible models, or the avoidance of project failure where success is reliant on the ability to maintain and make numerous change to conceptual domain semantic structures throughout the life of the model.
If the tagging approach is adopted, designers may not need to develop a conceptual domain semantic model, as the meaning of the domain entities will be collaboratively decided upon by the model's users. Designers will, however, certainly need to specify rules or manage tags in order to distinguish between those that are unusual from those that are commonly applied, and therefore most strongly associated with by the user community. Designers should be careful, however, as tagging might restrict the potential for the future inclusion of behavior since existing examples of tagging in action have focused on providing feedback to users based on the relationships between tags, rather than through any behavior associated with this network. Consequently, folksonomies are a poor choice for problems that require the model to associated multiple object states, state transitions and behaviors with a conceptual domain model developed using social tagging.
Conclusions
Although BIM research is moving towards inclusion of more complex semantics in building modeling, it is important that model designers appropriately consider semantic information structures. In this paper we have discussed a number of key issues related to the development of building-based models with a focus on conceptual semantics models. We have demonstrated how model designers often make important decisions based on the methods that they prefer, or are most comfortable with, and that, in many cases, these decisions are not optimal for capture building semantics. Based on evidence compiled by Sterman [134] , we have also shown that there are certain common sets of problems that frequently undermine the validity of model results; many of which, at least in part, can be addressed by asking relevant questions, making appropriate design decisions, and/or identifying that the proposed model is simply feasible. In a hope to support this process we have developed a process, and a set of questions, to guide the designers in assessing and selecting appropriate methods for managing domain semantics.
