Our paper aims to evaluate two novel methods on selecting the best forecasting model or its combination based on a Machine Learning approach. The methods are based on the selection of the "best" model, or combination of models, by crossvalidation technique, from a set of possible models. The first one is based on the seminal paper of Granger-Bates (1969) but weights are estimated by a process of cross-validation applied on the training set. The second one selects the model with the best forecasting performance in the process described above, which we called CvML (Cross-Validation Machine Learning Method). The following models are used: exponential smoothing, SARIMA, artificial neural networks and Threshold autoregression (TAR). Model specification is chosen by R packages: forecast and TSA. Both methods -CvML and MGB -are applied to these models to generate forecasts from one up to twelve periods ahead. Frequency of data is monthly. We run the forecasts exercise to the following to monthly series of Industrial Product Indices for seven countries: Canada, Brazil, Belgium, Germany, Portugal, UK and USA. The data was collected at OECD data, with 504 observations. We choose 1 Average Forecast Combination, Granger Bates Method, MCS model, Naive and Seasonal Naive Model as benchmarks.Our results suggest that MGB did not performed well. However, CvML had a lower mean absolute error for most of countries and forecast horizons, particularly at longer horizons, surpassing all the proposed benchmarks. Similar results hold for absolute mean forecast error.
Introduction
Advances in information sciences are allowing substantial improvements regarding statistical analysis, with special emphasis on time series forecasting. Current computational resources allow analysts to estimate a plethora of models, raising the challenge of comparing and ranking different forecasting methods. On the other hand, a number of new techniques that are computationally intensive have been proposed and evaluated.
In this scenario, automatic algorithms are emerging as useful tools to generate forecasts (Hyndman and Khandakar (2008) , Cryer and Kellet (1991) , and Hendry and Doornik (2014) ). It is not clear which method is going to prevail. Examples of recent studies that use computational methods to improve forecasting model performance are Duchêne et al. (2016) , Roberts et al. (2017) , and Bergmeir et al. (2015) . A similar scenario holds for model selection in terms of forecasting performance (Jung et al. (2015) , Alzahrani et al. (2018), and Hansen et al. (2011) ).
The seminal work of Bates and Granger (1969) suggested that a simple forecast combination, such as simple or weighted averages, can perform better than individual models. Timmermann (2006) provides a review of the literature on forecast combinations. The importance of model combinations has been highlighted in recent papers, such as Hsiao and Wan (2014) and Chan and Pauwels (2018) .
Our paper evaluates two different strategies to generate good forecasts using forecast combinations and time series econometric models. A machine learning framework is used to construct forecasts by applying cross-validation techniques on a training set. The following time series models are used to generate forecasts to be combined or selected: exponential smoothing, SARIMA, artificial neural networks (ANNs), and threshold autoregression (TAR). All of these models' functional specifications are automatically provided by their R packages.
We run a pseudo real time forecast exercise to evaluate the forecasting performance of our strategy by applying it to the Industrial Product Indexes of the following countries: Canada, Brazil, Belgium, Germany, Portugal, UK, and USA. We compare our forecast to naive benchmarks, such as naive and seasonal naive models and other forecast combination methods, as well as the one proposed by Bates and Granger (1969) , a simple mean of forecasts, and a combination approach strategy proposed by Garcia et al. (2017) that uses a model confidence set (MCS) developed by Hansen et al. (2011) to select which models are going to be combined. This paper is organized as follows. Section 1 discusses our proposed strategy to generate forecasts. Section 2 reports our results. Section 3 discusses the merits and pitfalls of our strategy. Finally some concluding remarks are drawn. Arlot et al. (2010) highlight the cross-validation method, Cv hereafter, as one of the best techniques to evaluate predictive performance of a model involving large samples. Bergmeir et al. (2015) highlight the use of Cv to improve the performance of time series models and deals with issues such as serial correlation and/or non-stationarity in data. Arlot et al. (2010) , Bergmeir and Benítez (2012) , and Bergmeir et al. (2014) reported good performance using Cv on real-world time series data and on artificial data based on a data generating process usually assumed to hold in time series analysis. Our present paper evaluates two strategies to generate forecasts based on the Cv technique.
Material and Methods
The first strategy aims to improve the Granger and Bates method (Bates and Granger (1969) ) by using Cv to better estimate the weights that are used in forecast combinations. Weights are estimated by Cv application on the training set. We name this procedure as Modified Granger and Bates (M GB). The second strategy selects the best model to be used for forecasting based on the Cv technique, which we call the Cross-Validation Machine Learning Method (CvM L). We use the mean absolute error (MAE) norm to evaluate the models in the training set.
, and f h t−i|t−i−1 is defined as the forecast for t − i using all information from the beginning of the sample until t − i − 1 for model h. τ is the growing window used to calculate the weights. For seasonal data we suggest a multiple of the seasons to minimize any possible effects of seasonality on weights.
Forecast errorsê h t−i−1|t−i−2 are generated using information up to t − i − 2. The MAE is calculated using the last τ observations. For example, for monthly data, τ =12 can be a possible choice.
Our procedure is applied on an expanding window basis. The initial point is fixed; models are estimated from a sample covering the period that starts at 0 and ends at t − i − 2. Any set of time series can be chosen, but we opt to work with the following set: exponential smoothing (ETS), seasonal autoregressive integrated moving average (SARIMA), artificial neural networks (ANNs) and threshold autoregression (TAR). All of these models' functional specifications are given by their R packages, known as f orecast and T SA packages. Those packages are well established in the R community, and have been described in Hyndman and Khandakar (2008) and Cryer and Kellet (1991) , respectively. Therefore, our strategy is to generate good forecasts for a period of time t, with τ = 12, because we are working with monthly data:
1. Evaluate each model's performance from 0 until t − 12, increasing by one unit after each step until reaching t − 1.
2. Calculate the MAE for each model.
3. Generate ω h,t based on the relative MAE for each model with respect to all others.
Cross-validation machine learning strategy
CvM L follows a similar logic as M GB but no weights are generated. CvM L picks the model with lowest MAE generated from each information set. The procedure is defined in the following equation:
where Θ t (h) is the chosen norm used to pick the "best" model. In our case we opt to use the mean absolute error M AE = τ −1 i=0
Benchmarks
To evaluate any strategy, it is important to choose proper benchmarks. If a strategy is unable to outperform forecasts obtained from simple benchmarks, it should be abandoned. Simple benchmarks serve as a lower bound to assess any strategy. For example, if the analyst wants to forecast an exchange rate, random walk is a difficult benchmark to be beaten (Rossi (2013) and Meese and Rogoff (1983) ). An autoregressive model of order 1 is a difficult benchmark when forecasting a consumer price index (Castle et al. (2013) and Stock and Watson (2002) ). A forecast obtained from a double difference model can be a difficult benchmark in data where the data generator process faces structural breaks (Clements and Hendry (2001)). We now describe the benchmarks used in this paper.
Average Forecast Combination
One simple way of combining model forecasts is to calculate their average. Arlot et al. (2010) indicate that, among several possible models to forecast a time series, an aggregate version of these models, as an arithmetic mean of these predictions, will outperform any individual estimates. Thus, to forecast a given period t carried out by k different models (y i t ), the arithmetic mean of forecasts (y M A ) would be given by
Granger Bates Method
Given that we are using a strategy that modifies how weights are calculated in the GB method, a natural benchmark is the original approach proposed by Bates and Granger (1969) . The combined forecast can be calculated from the forecast of k different models:
where C t is the forecast weighted average for time t and w i is the weight associated with each model forecast (f i ). As discussed in Elliott and Timmermann (2008) , a generalization of the Bates and Granger (1969) weight formula is:
Seasonal Naive Model
The forecast k steps ahead of a variable (y t ) is given by the value it assumed in the previous seasonal period. As an illustration, the forecast of an observation in February 2017 would be given by the value that this variable assumed in February 2016, as this example works with monthly data. Analytically, the forecast of a variable (y t ) for a period k will be given by y t = y t−τ , where τ is the number of seasons. This study works with monthly data, so τ = 12.
Naive Model It is a process characterized by the following equation: y t = y t−1 .
Results

Data
We opt to run our pseudo real time exercise using the Index of Industrial Products for seven different countries: Brazil, United Kingdom, United States, Belgium, Germany, Canada, and Portugal. This dataset was obtained from OECD data 1 . Industrial production refers to the volume of output generated by production units classified under the industrial sectors, i.e. B (Mining), C (Manufacturing), and D and E (Electricity, gas and water) of the International Standard Industrial Classification of all economic activities provided by OECD. The data is seasonally adjusted by OECD. Our full sample contains 504 observations in a monthly frequency beginning in November of 1975 and ending in October of 2017. We opt to use the Napierian logarithm transformation. The levels contain one unit root as indicated by the Dickey-Fuller and Phillips-Perron tests. We are unable to reject the null hypothesis of a unit root at 1% for all countries.
Findings Packages
The experiment was developed by application of all cited models and methods to the Index series. M GB and CvM L aim to select the best model or combination of models from a set of possible choices. Specifications for each model are selected using algorithms from the following R packages:
The forecast package is described in detail in Hyndman and Khandakar (2008) whereas the TSA package is based on the works of Tong (1990) and Cryer and Kellet (1991) . For more details regarding the aforementioned methodologies, see Hamilton (1994) and James et al. (2013) . Each package chooses a particular specification based on the information available. Model performance may vary throughout the sample. Our strategy allows that our algorithms may pick different models and specifications in each period, true to the spirit of machine learning approaches.
Pseudo real time experiment
The data gathered for the countries is used to create many variants of models to forecast industrial production. The sample is split into two parts. The first half of the sample is used to estimate the models, and the second half is used to evaluate the forecast performance of the models over various horizons. In the exercise, we attempt to simulate a real-time operation. We use an information set that reflects, as closely as possible, the one available to agents at the time of the forecast. In other words, the models are re-estimated at each point to incorporate any new information arriving at each instant of time.
For each model, forecasts are generated for one, two, three, and twelve steps ahead. Industrial production index series are revised from their initial publication in their original sources. Therefore, our initial training set includes the first 350 observations, with a test set composed of one observation that can be 1, 2, 3, or 12 steps ahead of the last one used by the model. Hence, we are using Leave-One-Out Cross-validation (Arlot et al. (2010) ).
The values we use to run our projections are not exactly the same as those that were available to agents at that time. We run projections in our pseudo real-time experiment with a slightly better information set. This may result in better forecasting accuracy compared to the projections generated in real time. Tests using vintage data are left for future research.
To assess predictive performance of the proposed models, a comparison of the mean absolute error (M AE) generated for each method is made. The forecasting models performance is primarily based on M AE analysis; however a mean square error (M SF E) analysis is also performed. To assure the robustness of the results, we evaluate the forecasting performance of the automated models, f orecast and T SA packages, in addition to the aforementioned benchmarks. Tables 1 and 2 present a summary of the best models in terms of M AE and M SF E for one to twelve steps ahead. Our results suggest that CvM L outperforms other models in most of the cases in terms of M AE. CvM L performs better for Belgium, Canada, UK, and USA. Similar results hold for the M SF E case. Tables 7 and 8 provided in the Appendix show that CvM L is the second best choice in many cases as well.
On the other hand, the M GB strategy performance is disappointing for both M AE and M SF E criteria.
To take a closer look at the results, we opt to run the Diebold and Mariano (DM) equal forecast performance test (Diebold and Mariano (2002)). We compare all best models with the benchmarks. Table 3 contains a summary of the results of the Diebold and Mariano tests.
Two observations can be made from results of 3. The CvM L strategy outperforms naive benchmarks for most of the cases, with the only exception being Germany. A tougher benchmark is the Average Forecast Combination method. Best results are obtained for Belgium, Canada, Brazil, and the UK. Concerning the Portuguese case, the CvM L strategy outperforms simple benchmarks but it has equivalent performance in statistical terms to a forecast combination. Finally, the CvM L strategy performance is quite good for twelve steps ahead forecasts.
Discussion
Unconditional forecast performance analysis
In this section, we investigate whether the CvM L strategy performance is linked to economic cycles.
To do this, we have to date peaks and troughs in our industrial production indexes series. The Harding and Pagan (2002) algorithm was developed for quarterly data. Given that our data is monthly, we apply Bry and Boschan (1971)'s algorithm. The literature on the subject of economic cycle dating is extensive, so we only discuss the algorithm we chose as follows. Bry and Boschan (1971) classify each observation as ascending or descending and identifies turning points. With this information, we construct a series of dummies for each country whose values depend on whether the economy is growing or contracting. The following equation defines the dummies.
We collect the forecast errors of the CvM L model and regress these on a constant and a cycle of dummies. If there is evidence that the constant is significant, then there is a bias on the predictions. On the other hand, if a dummy cycle proves to be significant, we conclude that the model performs differently according to business cycles, so there is conditional predictability. Table 4 shows the results of the dating algorithm applied to our series, indicating the percentage of times an observation was marked as an expansion or contraction by the Bry and Boschan (1971) algorithm (BB). Table 5 reports the results of the aforementioned regression for all countries and steps. It is possible to conclude that there is no evidence for most cases and weak evidence for some cases that either the constant or the dummies are important. This indicates the strength of the CvM L results. The cases where there is evidence that cycle matters or where there is bias are those where the CvM L strategy was not among the best models. Table 6 reports the frequency for which each model was selected to provide the forecast by the CvM L strategy. There is no model that is systematically chosen by the algo-rithm, suggesting that the Data Generating Mechanism is possibly unstable and may be experiencing some sort of structural change, under this environment it is expected that our strategy switches to copy other scenarios. The CvM L strategy selects TAR and ETS frequently and they are the most frequent choices for expansion and contraction scenarios, respectively.
CvM L model selection algorithm
Limitations and possible extensions
Our work has some limitations that should be pointed out. We evaluated only one type of cross-validation method, and it is important to evaluate other types of Cv methods that may surpass some of the problems associated with this method, such as auto-correlation and unit root, as discussed in Bergmeir et al. (2015) and Racine (2000) .
It is also important to verify the strategic capability of the model's generality. This can be accomplished in various ways, such as with applications to Monte Carlo simulation series and/or mathematical analysis of its asymptotic properties. In this sense, our results are limited to the series of Industrial Product Indexes.
It is also important to incorporate other models in the analysis. In our study we only included four models (SARIMA, TAR, ETS, and ANN). Therefore, we can include another set of models as a way of generalizing our results.
A future track of research can be set as incorporating the Castle et al. (2015) algorithm to forecasting under structural breaks. That approach can generalize CvM L to have better performance over different scenarios.
Concluding Remarks
This work aims to evaluate a new strategy to construct forecasts from a set of models that are automatically estimated by R packages. In a nutshell, we evaluate two strategies. The first is based on a modified version of the Bates and Granger (1969) model that uses a cross-validation process on the training set. The second is based on selecting the model with the lowest MAE in the training set. Both strategies are based on a machine learning approach. CvM L and M GB are applied to model the industrial production indexes of seven countries: Canada, Brazil, Belgium, Germany, Portugal, UK, and USA using OECD data.
Our results suggest that the M GB method proposed is not a good choice. On the other hand, the proposed CvM L method achieved good performance when applied to this dataset for most time horizons and countries, outperforming simple benchmarks (naive and seasonal naive) and more complex ones, such as the simple average forecast combination technique, the traditional Granger and Bates model, and the MCS strategy (Garcia et al. (2017) ).
As a robustness check, we compared CvM L to benchmarks using the Diebold Mariano test and also investigated whether the CvM L performance was related to economic cycles. Our conclusions are that CvM L statistically outperforms benchmarks with few exceptions, and that forecast performance does not depend on economic cycles. Roberts, D. R., Bahn, V., Ciuti, S., Boyce, M. S., Elith, J., Guillera-Arroita, G., Hauenstein, S., Lahoz-Monfort, J. Note 1: Sig. Levels - * * * p − value < .01, * * p − value < .05, * p − value < .1. Note 2: Heteroskedasticity and auto-correlation robust errors -Newey-West. 1.000 × 10
