run-length codes, [4] , with performance within a few percent of the ideal. Finally, in a nonstationary case with k(s) fluctuating between 1 and 12, we found experimentally that the code length exceeded the ideal by not more than three percent.
IV. SKEW NUMBER UPDATES
In this section we give a simple mechanism for updating the skew numbers k(s) as the string is being processed, [5] . As in [2] let f be a function with finite range which maps string s to its "context," so selected that it affects the symbols' frequency of occurrence. For example, in Markov sources a context is defined by the m last symbols of s, for some m. We call the symbol x following s an "occurrence of x in context f(s)." In each context z = f(s) let k(z) denote the current skew number. We update k(z) as a function of two counts n(l/z) and n(h/z) of the past occurrences of the two symbols I and h in the following manner: the count n(l/z) is initialized to three and n(h/z) to 2k(r)+', where k(z) is the initial skew number assigned to context z. Thereafter, every occurrence of I in context z increments the count n(l/z) by one until it reaches the number six, at which point both counts are halved and k(z) is decremented by one. Every occurrence of h in context z increments n(h) by one until it reaches the value 2k(z)t2 -1, at which point k(z) is incremented by one. Finally, if at some point n(l/z) exceeds n(h/z), 1 changes to the opposite symbol. ACKNOWLEDGMENT Dan R. Helman did the programming of the code and contributed to the skew number update algorithm.
[ In Section II we give a formal and precise statement of the problem and the results. Section III contains some examples in the binary case.
Yamamoto and Itoh [5] treated the Wyner-Ziv type system with a remote source where {Y,,} and {Y,,} are the corrupted sequences of the source output {X,), i.e., {X,} is the input sequence of a noisy channel while {Y,,} and {Y,,} are the output of the noisy channel, and the decoder desires to reproduce {X,} within a prescribed distortion tolerance. The system studied here may be regarded as a special case of the system with a remote source since the latter reduces to the former if the noisy channel is such that X is uniquely determined by Y, and Y,. A code (F,, Fo) for G is defined by two mappings: 
i;@? (d) where 9(d) is the set of the random variables Yz E %12 that satisfy properties i) and ii) below and '?12 is an arbitrary finite set.
That is, Y, -Y, -Yz forms a Markoy chain in that order.
ii) There exists a function f: 9, X qj2 --) % such that
The proof is omitted since Theorem 1 can be proved in the same way as [3, theorem 11. Similar to [3, theorem A2.1 we can also assert that Card qz 5 Card qz + 1, that the infimum in (7) is in fact the minimum, and that R(d) is convex and continuous ind,O<d<co.
III. DSBS, BINARY FUNCTIONS, AND HAMMING ERROR DISTORTION MEASURE
As an example, let us consider a simple binary case where 9, = 9, = % = % = (0, 1 }, the source is the doubly symmetric binary source (DSBS) where the probabilities of source outputs are given by Q(Y, =Y,,~~=YZ)
and the distortion measure function is the Hamming error distortion function
Including the trivial cases, there exist sixteen binary functions shown in Table I . In this section we evaluate the rate-distortion functions R,(d) for these functions Xi = G,(Y,, Y,), 0 5 i 5 15.
Since the relation Xi = x,s-i, 0 5 i 5 15, (the overbar denotes complement) holds in Table I , the next theorem is clearly obtained.
Theorem 2:
Thus it is sufficient that we consider R,(d) for 0 5 i 5 7 only. Since, in the case of i = 0 and 5, i.e., Xc = 0 and X, = Y,, the decoder can know Xi completely without receiving any information via the channel, we have 
The case of i = 6, i.e., X, = Y2, corresponds to the case studied by Wyner and Ziv [3] , who show that
where
Since, for the case of i = 7, i.e., X, = Y, @ Y,, the following theorem holds, R 7( d) is also equal to R,,(d).
Theorem 3:
For the remaining cases 1 I i 5 4, the next theorem holds.
Theorem 4:
Since Theorems 3 and 4 can be easily proved, the proofs are omitted.
The values of R,(d) can be computed by the next theorem.
Theorem 5:
The proof is given in Appendix I. Now, as shown in Table I 
On the other hand, if the decoder cannot obtain the side information, the system reduces to the Shannon system with a remote source [6] , which has a noisy channel Pr { Y, 1 Xi}, for the cases 1 I i 5 4 or the ordinary Shannon system for i = 6. For i = 7, distortion less than l/2 cannot be achieved because H( X, ( Y,) = 0. The rate-distortion function for i = 6 is given by [6]
Assuming p,, R = 0.3, R*(d), R,,(d), R&d), R,,,y,(d), x6,,+), and RYE (4 are depicted in Fig. 2 . From the figure, we notice that in the case of X,, the value of the rate-distortion function greatly depends on whether or not the encoder also can observe {Y,,}. As d approaches zero, the rate ratio approaches two because if the encoder knows (Y,k}, he needs to encode the symbols Y,, only when Y, k = 1.
IV. CONCLUDING REMARKS
We considered the rate-distortion function for Wyner-Ziv type systems in which the decoder must estimate a function and gave a binary example. In the general discussion 9, and '$ were assumed to be finite. However, under assumptions similar to [4, assumptions (i) and (ii)], we can also prove Theorem 1 for infinite cases. Furthermore, it can be easily shown that, for the case of a jointly Gaussian source (Y, , Y,), average squared error distortion and X = G( Y,, Y,) = *(Y, 2 Y,), the rate-distortion function is equal to that for the case of X = Yz considered by Wyner [4] .
The rate-distortion problem with a general function can be considered also for the Slepian 
Then, since l/2 2 a 2 b 2 0, we have Therefore, using g2(0) = 0, we obtain ues, {x(jA) Ij an integer}, contains sufficient information for the complete reconstruction of x(t). Indeed, according to Shannon's sampling theorem [7, p. 501 we have the representation where the inequalities follow from l/2 2 a 2 y 2 6 2 fi 2 0. As (A29) does not hold with equality except when LY = y and p = 6, sin(t -jA)u i.e., when p. = l/2, (A28) also does not hold with equality X(t) =A fi x(jA> a(t -jA) 3
j=-m except when p. = l/2. with convergence in the L* norm (mean square) as well as
