Abstract. Temporal Equilibrium Logic (TEL) is a formalism for temporal logic programming that generalizes the paradigm of Answer Set Programming (ASP) introducing modal temporal operators from standard Linear-time Temporal Logic (LTL). In this paper we solve some open problems that remained open for TEL like decidability, complexity assessment and computation of temporal equilibrium models for arbitrary theories. We propose a method for the latter that consists in building a Büchi automaton that accepts exactly the temporal equilibrium models of a given theory, providing an automata-based decision procedure and illustrating the ω-regularity of such sets. We are able to show that TEL satisfiability can be solved in exponential space and it is hard for polynomial space. Finally, given two theories, we provide a decision procedure to check whether they have the same temporal equilibrium models.
Introduction
Stable models. Stable models have their roots in Logic Programming and in the search for a semantical interpretation of default negation [1] (or answer set semantics). They have given rise to a successful declarative paradigm, known as Answer Set Programming (ASP) [2, 3] , for practical knowledge representation. ASP has been applied to a wide spectrum of domains for solving several types of reasoning tasks: making diagnosis for the Space Shuttle [4] , information integration of different data sources [5] , distributing seaport employees in work teams [6] or automated music composition [7] to cite some examples. Some of these application scenarios frequently involve representing transition-based systems under linear time, so that discrete instants are identified with natural numbers. ASP offers interesting features for a formal treatment of temporal scenarios. For instance, it provides a high degree of elaboration tolerance [8] , allowing a simple and natural solution to typical representational issues such as the frame problem and the ramification problem, see respectively [9] and [10] . Another interesting feature is that it allows a uniform treatment of different kinds of reasoning problems such as prediction, postdiction, planning, diagnosis or verification. However, since ASP is not a temporal formalism, it also involves some difficulties for dealing with temporal problems. In particular, since most ASP tools must deal with finite domains, this additionally requires fixing a finite path length with an obvious impossibility for solving problems such as proving the non-existence of a plan for a given planning scenario, or checking whether two temporal representations are strongly equivalent (i.e., they are interchangeable inside any context and for any path length).
Temporal Equilibrium Logic. To overcome these difficulties, in [11] a temporal extension of ASP, called Temporal Equilibrium Logic (TEL), was considered. This extension is an orthogonal combination of linear-time temporal logic (LTL) (see e.g. [12] ) with the nonmonotonic formalism of Equilibrium Logic [13] , probably the most general and best studied logical characterisation of ASP. TEL extends the stable model semantics to arbitrary LTL theories, that is, sets of formulae that combine atoms, the standard Boolean connectives, and the temporal operators X (read "next"), G (read "always"), F (read "eventually"), U (read "until") and R (read "release").
Towards arbitrary TEL theories. The definition of TEL has allowed studying problems like the aforementioned strong equivalence [11] of two temporal theories, but it had mostly remained as a theoretical tool, since there was no method for computing the temporal stable models of a temporal theory, at least until quite recently. In a first step in this direction, the paper [14] started from the normal form for TEL called temporal logic programs (TLPs) from [15] and showed that, when a syntactic subclass is considered (the so-called splitable TLPs), its temporal stable models can be obtained by a translation into LTL. This method has been implemented in a tool called STeLP [16] that uses an LTL model checker as a backend and provides the temporal stable models of a splitable TLP in terms of a Büchi automaton.
Although the splitable TLPs are expressive enough to capture most temporal scenarios treated in the ASP literature, a general method to compute the temporal equilibrium models for arbitrary TEL theories was not available until now. The interest for obtaining such a method is not only to cover the full expressiveness of this logic, but also to show its decidability and assess the complexity associated to its main reasoning tasks. In this sense, it is not convenient to use TLPs as a starting point since, despite of being a normal form for TEL, they are obtained by introducing new auxiliary atoms not present in the original propositional signature.
Our contributions. In this paper we cover this gap and introduce an automatabased method to compute the temporal equilibrium models of an arbitrary temporal theory. We will pay a special attention to recall standard relationships between LTL and Büchi automata in order to facilitate the connection between ASP concepts and those from model-checking with temporal logics. More precisely, we propose automata-based decision procedures as follows:
1. We show that the satisfiability problem for the monotonic basis of TEL -the so-called logic of Temporal Here-and-There (THT) -can be solved in PSpace by translation into the satisfiability problem for LTL. Whence, any decision procedure for LTL (automata-based, tableaux-based, resolutionbased, etc.) can be used for THT. We are also able to demonstrate the PSpace-hardness of the problem. 2. For any temporal formula, we effectively build a Büchi automaton that accepts exactly its temporal equilibrium models which allows to provide an automata-based decision procedure. We are able to show that TEL satisfiability can be solved in ExpSpace and it is PSpace-hard. Filling the gap is part of future work. Hence, we provide a symbolic representation for sets of temporal equilibrium models raising from temporal formulae. 3. Consequently, given two theories, we provide a decision procedure to check whether they have the same temporal equilibrium models (that is, regular equivalence, as opposed to strong equivalence). 4. Our proof technique can indeed be adapted to any extension of LTL provided that formulae can be translated into Büchi automata (as happens with LTL with past or LTL with fixed-points operators).
The rest of the paper is organised as follows. In the next section we recall the basic definitions and properties of Temporal Equilibrium Logic. Section 3 contains a brief overview of the use of automata for temporal model checking (in particular, Büchi automata for the case of LTL). Next, we explain our method for constructing a Büchi automaton that captures the temporal equilibrium models of any arbitrary temporal theory. Section 5 concludes the paper.
Temporal Equilibrium Logic
Let AT = {p, q, . . .} be a countably infinite set of atoms. A temporal formula is defined with the formal grammar below:
where p ∈ AT. We will use the standard abbreviations:
The temporal connectives X, G, F, U and R have their standard meaning from LTL. A theory Γ is defined as a finite set of temporal formulae.
In the non-temporal case, Equilibrium Logic is defined by introducing a criterion for selecting models based on a non-classical monotonic formalism called the logic of Here-and-There (HT) [17] , an intermediate logic between intuitionistic and classical propositional calculus. Similarly, TEL will be defined by first introducing a monotonic, intermediate version of LTL, we call the logic of Temporal Here-and-There (THT), and then defining a criterion for selecting models in order to obtain nonmonotonicity.
In this way, we will deal with two classes of models. An LTL model H is a map H : N → P(AT), viewed as an ω-sequence of propositional valuations. By contrast, the semantics of THT is defined in terms of sequences of pairs of propositional valuations, which can be also viewed as a pair of LTL models. A THT model is a pair M = (H, T) where H and T are LTL models and for i ≥ 0, we impose that H(i) ⊆ T(i). H(i) and T(i) are sets of atoms standing for here and there respectively. A THT model M = (H, T) is said to be total when H = T.
The satisfaction relation |= is interpreted as follows on THT models (M is a THT model and k ∈ N):
A model for a theory Γ is a THT model M such that for every formula
As we can see, the main difference with respect to LTL is the interpretation of implication (item 4), that must be checked in both components, H and T, of M. In fact, it is easy to see that when we take total models M = (T, T), THT satisfaction (T, T), k |= ϕ collapses to standard LTL satisfaction T, k |= ϕ so that we will sometimes write the latter when convenient. For instance, item 4 in the above definition can be rewritten as:
Similarly, a formula ϕ is LTL valid def ⇔ M, 0 |= ϕ for every total THT model M whereas a formula ϕ is LTL satisfiable def ⇔ there is a total THT model M such that M, 0 |= ϕ. We write Mod(ϕ) to denote the set of LTL models for ϕ (restricted to the set pf propositional variables occurring ϕ denoted by AT(ϕ)).
Obviously, any THT valid formula is also LTL valid, but not the other way around. For instance, the following are THT valid equivalences:
for any binary connective ⊕ and any unary connective ⊗. This means that De Morgan laws are valid, and that we can always shift the X operator to all the operands of any connective. On the contrary, the LTL valid formula ϕ ∨ ¬ϕ (known as excluded middle axiom) is not THT valid. This is inherited from the intermediate/intuitionistic nature of THT: in fact, the addition of this axiom makes THT collapse into LTL. By adding a copy of this axiom for any atom at any situation, we can force that THT models of any formula are total, as stated next.
Proposition 1. Given a temporal formula ϕ built over the propositional atoms in AT(ϕ), for every THT model (H, T), the propositions below are equivalent:
As a consequence, we can easily encode LTL in THT, since LTL models of ϕ coincide with its total THT models.
Proposition 2 (Persistence). For any theory Γ and THT model
We proceed now to define an ordering relation among THT models, so that only the minimal ones will be selected for a temporal theory. Given two LTL models H and H ′ , we say that H is less than or equal to
The relations ≤ and < can be lifted at the level of THT models. Given two THT models M = (H, T) and
Definition 1 (Temporal Equilibrium Model). An interpretation M is a temporal equilibrium model (or TEL model, for short) of a theory Γ if M is a total model of Γ and there is no other
Temporal Equilibrium Logic (TEL) is the logic induced by temporal equilibrium models and it is worth noting that any temporal equilibrium model of Γ is a total THT model of the form (T, T) (by definition). The corresponding LTL model T of Γ is said to be a temporal stable model of Γ .
When we restrict the syntax to non-modal theories and semantics to HT interpretations H(0), T(0) we talk about (non-temporal) equilibrium models, which coincide with stable models in their most general definition [18] .
The TEL satisfiability problem consists in determining whether a temporal formula has a TEL model. As an example, consider the formula
Its intuitive meaning corresponds to the logic program consisting of rules of the form: p(s(X)) ← not p(X) where time has been reified as an extra parameter X = 0, s(0), s(s(0)), . . . . Notice that the interpretation of ¬ is that of default negation not in logic programming. In this way, (1) is saying that, at any situation, if there is no evidence on p, then p will become true in the next state.
In the initial state, we have no evidence on p, so this will imply Xp. As a result XXp will have no applicable rule and thus will be false by default, and so on. It is easy to see that the unique temporal stable model of (1) is captured by the formula ¬p ∧ G(¬p ↔ Xp). It is worth noting that an LTL satisfiable formula may have no temporal stable model. As a simple example (well-known from non-temporal ASP) the logic program rule ¬p → p, whose only (classical) model is {p}, has no stable models. If we assume that p cannot be derived, i.e. ¬p, then the rule contradicts the assumption. On the other hand, if we assume that p can be derived, then ¬p becomes false and we are left with no rule that justifies a possible derivation for p. When dealing with logic programs, it is well-known that non-existence of stable models is always due to a kind of cyclic dependence on default negation like this.
In the temporal case, however, non-existence of temporal stable models may also be due to a lack of a finite justification for satisfying the criterion of minimal knowledge. As an example, take the formula GFp, typically used in LTL to assert that property p occurs infinitely often. This formula has no temporal stable models: all models must contain infinite occurrences of p and there is no way to establish a minimal H among them. Thus, formula GFp is LTL satisfiable but it has no temporal stable model. By contrast, forthcoming Proposition 4 states that for a large class of temporal formulae, LTL satisfiability is equivalent to THT satisfiability and TEL satisfiability.
Automata-based approach for LTL in a nutshell
Before presenting our decision procedures, let us briefly recall what are the main ingredients of the automata-based approach. It consists in reducing logical problems into automata-based decision problems in order to take advantage of known results from automata theory. The most standard target problems on automata used in this approach are the nonemptiness problem (checking whether an automaton admits at least one accepting computation) and the inclusion problem (checking whether the language accepted by the automaton A is included in the language accepted by the automaton B). In a pioneering work [19] Büchi introduced a kind of automata showing that they are equivalent to formulae in monadic second-order logic (MSO) over (N, <).
In full generality, here are a few desirable properties of the approach. The reduction should be conceptually simple, see the translation from LTL formulae into alternating automata [20] . Formula structure is reflected directly in the transition formulae of alternating automata. The computational complexity of the automata-based target problem should be well-characterized -see, for in-stance, the translation from PDL formulae into nondeterministic Büchi tree automata [21] . It is also highly desirable that not only the reduction is conceptually simple but also that it is semantically faithful so that the automata involve in the target instance are closely related to the instance of the original logical problem. Last but not least, preferrably, the reduction might allow to obtain the optimal complexity for the source logical problem. For instance, CTL model-checking can be shown in PolyTime by reduction into hesitant alternating automata (HAA) [22] and we know this is the optimal upper bound.
Basics on Büchi automata
We recall that a Büchi automaton A is a tuple A = (Σ, Q, Q 0 , δ, F ) such that Σ is a finite alphabet, Q is a finite set of states, Q 0 ⊆ Q is the set of initial states, the transition relation δ is a subset of Q × Σ × Q and F ⊆ Q is a set of final states. Given q ∈ Q and a ∈ Σ, we also write δ(q, a) to denote the set of states
A run ρ of A is a sequence q 0
The run ρ is successful if q 0 ∈ Q 0 is initial and some state of F is repeated infinitely often in ρ: inf(ρ) ∩ F = ∅ where we let inf(ρ) = {q ∈ Q : ∀ i, ∃ j > i, q = q j }. The label of ρ is the word σ = a 0 a 1 · · · ∈ Σ ω . The automaton A accepts the language L(A) of ω-words σ ∈ Σ ω such that there exists a successful run of A on the word σ, i.e., with label σ. Now, we introduce a standard generalization of the Büchi acceptance condition by considering conjunctions of classical Büchi conditions. A generalized Büchi automaton (GBA) is a structure A = (Σ, Q, Q 0 , δ, {F 1 , . . . , F k }) such that F 1 , . . . , F k ⊆ Q and Σ, Q, Q 0 and δ are defined as for Büchi automata. A run is defined as for Büchi automata and a run ρ of A is successful iff the first state is initial and for 1 ≤ i ≤ n, we have inf(ρ) ∩ F i = ∅. It is known that every GBA A can be easily translated in logarithmic space into a Büchi automaton, preserving the language of accepted ω-words. Moreover, the nonemptiness problem for GBA or BA is known to be NLogSpace-complete.
From LTL formulae to Büchi automata
We recall below how to define a Büchi automaton that accepts the linear models of an LTL formula. Given an LTL formula ϕ, we define its closure cl(ϕ) to denote a finite set of formulae that are relevant to check the satisfiability of ϕ. For each LTL formula ϕ, we define its main components (if any) according to the table below:
formula ϕ main components p or ¬p none ¬¬ψ or Xψ ψ ¬Xψ ¬ψ
We write cl(ϕ) to denote the least set of formulae such that ϕ ∈ cl(ϕ) and cl(ϕ) is closed under main components. It is routine to check that card(cl(ϕ)) ≤ |ϕ| (the size of ϕ). Moreover, one can observe that if ψ ∈ cl(ϕ), then for each immediate subformula (if any), either it belongs to cl(ϕ) or its negation belongs to cl(ϕ). A subset Γ ⊆ cl(ϕ) is consistent and fully expanded whenever
-Γ does not contain a contradictory pair ψ and ¬ψ.
The pair of consistent and fully expanded sets (
Given an LTL formula ϕ, let us build the generalized Büchi automaton
where -Σ = P(AT(ϕ)) and Q is the set of consistent and fully expanded sets.
is one-step consistent, (Γ ∩ AT(ϕ)) ⊆ a and {p : ¬p ∈ Γ } ∩ a = ∅.
-If the temporal operator U does not occur in ϕ, then F 1 = Q and k = 1.
Otherwise, suppose that
It is worth observing that card(Q) ≤ 2 |ϕ| and A ϕ can be built in exponential time in |ϕ|. subsets. However, the systematic construction has the advantage to be generic.
Other translations exist with other advantages, except from simplicity. However, herein, we need to use the following properties (apart from the correctness of the reduction): (1) the size of each state of A ϕ is linear in the size of ϕ, (2) it can be checked if a state is initial [resp. final] in linear space in the size of ϕ and (3) given two subsets X, X ′ of cl(ϕ) and a ∈ Σ, one can check in linear space in the size of ϕ whether X a − → X ′ is a transition of A ϕ (each transition of A ϕ can be checked in linear space in the size of ϕ). These are key points towards the PSpace upper bound for LTL satisfiability since the properties above are sufficient to check the nonemptiness of A ϕ in nondeterministic polynomial space in the size of ϕ (guess on-the-fly a prefix and a loop of length at most exponential) and then invoke Savitch Theorem [24] to eliminate nondeterminism. We will use similar arguments to establish that TEL satisfiability can be solved in ExpSpace.
Building TEL models with Büchi automata
In this section, we will provide an automata-based approach to determine whether a formula ϕ built over the propositional variables {p 1 , . . . , p n } has a TEL model. To do so, we build a Büchi automaton B over the alphabet Σ = P({p 1 , . . . , p n }) such that L(B) is equal to the set of TEL models for ϕ. Moreover, nonemptiness can be checked in ExpSpace, which allows to answer the open problem about the complexity of determining whether a temporal formula has a TEL model. Each interpretation M = H, T restricted to the propositional variables in {p 1 , . . . , p n } can be viewed as an LTL model H ′ over the alphabet 
The proof is by an easy verification. This guarantees a clear isomorphism between two sets of models. In order to complete this model-theoretical correspondence, let us define the following translation f between temporal formulae: -f is homomorphic for conjunction, disjunction and temporal operators, 
The proof is by an easy structural induction. So, there is a polynomialtime reduction from THT satisfiability into LTL satisfiability by considering the mapping f (·) ∧ i∈ [1,n] 
Let A 1 be the Büchi automaton such that L(A 1 ) = Mod(ϕ), following any construction similar to [23] (see Section 3.2). The set L(A 1 ) can be viewed as the set of total THT models of ϕ. Let ϕ ′ be the formula
Lemma 3. The set of LTL models for the formula ϕ ′ corresponds to the set of THT models for the temporal formula ϕ.
For instance, taking the formula ϕ = G(¬p → Xp), we can compute its THT models M by obtaining the corresponding LTL models (with propositional variables p and p ′ ) for the formula below:
Figure 2 presents a Büchi automaton for the models of the formula
Hence, we provide a symbolic representation for the THT models of G(¬p → Xp). For instance, reading the letter {p} at position i corresponds to a pair (H(i), T(i)) with p ∈ H(i) and p ∈ T(i). Similarly, reading the letter {p, p ′ } at position i corresponds to a pair (H(i), T(i)) with p ∈ H(i) and p ∈ T(i). However, {p ′ } cannot be read since
Consequently, ϕ is THT satisfiable iff ϕ ′ is LTL satisfiable. The map f shall be also useful to show Proposition 4 below, a key step to obtain PSpace-hardness results (see e.g. Theorem 2). Proof. The translation f requires only polynomial-time and since LTL satisfiability is PSpace-complete [25] , we get that THT satisfiability is in PSpace. It remains to show the PSpace lower bound.
To do so, we can just observe that, as proved by Proposition 1, LTL satisfiability (which is PSpace-complete) can be encoded into THT satisfiability using the translation from Proposition 1, which can be performed in linear time. Indeed, it just adds a formula G(p ∨ ¬p) per each atom p ∈ AT.
⊓ ⊔
We can strengthen the mapping ϕ ′ to obtain not only THT models of ϕ but also to constrain them to be strictly non-total (that is H < T) as follows
ϕ ′′ characterizes the non-total THT models of the formula ϕ. The generalized disjunction ensures that at some position j, H(j) ⊂ T(j) (strict inclusion).
Lemma 4. The set of LTL models for the formula ϕ
′′ corresponds to the set of non-total THT models for the temporal formula ϕ.
The proof is again by structural induction. Let A 2 be the Büchi automaton such that L(A 2 ) = Mod(ϕ ′′ ), following again any construction similar to [23] (see Section 3.2). The set L(A 2 ) contains exactly the non-total THT models of ϕ.
Let h : Σ ′ → Σ be a map (renaming) between the two finite alphabets such that h(a) = a ∩ {p 1 , . . . , p n }. h can be naturally extended as an homomorphism between finite words, infinite words and as a map between languages. Similary, given a Büchi automaton A 2 = (Σ ′ , Q, Q 0 , δ, F ), we write h(A 2 ) to denote the
) and L(h(A 2 )) can be viewed as the set of total THT models for ϕ having a strictly smaller THT model.
Proof. A TEL model M = (H, T) for ϕ satisfies the following properties:
We have seen that L(A 1 ) contains exactly the LTL models of ϕ, i.e. the total THT models satisfying ϕ. For taking care of condition (2.), by construction, A 2 accepts the non-total THT models for ϕ whereas L(h(A 2 )) contains the total THT models for ϕ having a strictly smaller THT model satisfying ϕ, the negation of (2.). Hence, (T, T) is a TEL model for ϕ iff T ∈ L(A 1 ) and T ∈ L(h(A 2 )). ⊓ ⊔ Consequently, the set of TEL models for a given formula forms an ω-regular language.
Proposition 6. For each temporal formula ϕ, one can effectively build a Büchi automaton that accepts exactly the TEL models for ϕ.
Proof. The class of languages recognized by Büchi automata (the class of ω-regular languages) is effectively closed under union, intersection and complementation. Moreover, it is obviously closed under the renaming operation. Since A 1 , A 2 , and h(A 2 ) are Büchi automata, one can build a Büchi automaton
Complementation can be performed using the constructions in [26] or in [27] (if optimality is required). Roughly speaking, complementation induces an exponential blow-up. ⊓ ⊔ Figure 3 presents a Büchi automaton accepting the (unique) temporal equilibrium model for ϕ. Proof. Let ϕ be a temporal formula and A 1 and A 2 be Büchi automata such that Using the complementation construction from [26] (the construction in [27] would be also fine) to complement h(A 2 ), one can obtain a Büchi automaton Indeed, h(A 2 ) is already of exponential size in |ϕ|. So, using the abovementioned property, one can check on-the-fly whether L(A 1 )∩L(A ′ ) is nonempty by guessing a synchronized run of length at most double exponential (between the automata A 1 and A ′ ) and check that it satisfies the acceptance conditions of both automata. At any stage of the algorithm, at most 2 product states need to be stored and this requires exponential space. Similarly, counting until a double exponential value requires only an exponential amount of bits. Details are omitted but the very algorithm is based on standard arguments for checking on-the-fly graph accessibility and checking nonemptiness of the intersection of two languages accepted by Büchi automata (similar arguments are used in [ Proof. We can use again the linear encoding in Proposition 1 and observe that any THT model (T, T) of ψ = ϕ ∧ p∈AT(ϕ) G(p ∨ ¬p) will also be a TEL model of ϕ, since there are no non-total models for ψ and thus (T, T) will always be minimal. But then T |= ϕ in LTL iff (T, T) |= ψ in THT iff (T, T) is a TEL model of ψ. Thus LTL satisfiability can be reduced to TEL satisfiability and so the latter problem is PSpace-hard. ⊓ ⊔ Theorem 2. Checking whether two temporal formulae have the same TEL models is decidable in ExpSpace and it is PSpace-hard.
Proof. See Appendix B. ⊓ ⊔
Concluding Remarks
We have introduced an automata-based method for computing the temporal equilibrium models of an arbitrary temporal theory, under the syntax of Lineartime Temporal Logic (LTL). This construction has allowed us solving several open problems about Temporal Equilibrium Logic (TEL) and its monotonic basis Temporal Here-and-There (THT). In particular, we were able to prove that THT satisfiability can be solved in PSpace and is PSpace-hard whereas TEL satisfiability is decidable (something not proven before) being solvable in ExpSpace and at least PSpace-hard (filling the gap is part of future work). Our method consists in constructing a Büchi automaton that captures all the temporal equilibrium models of an arbitrary theory. This also implies that the set of TEL models of any theory is ω-regular. A recent approach [14, 16] has developed a tool, called STeLP, that also captures TEL models of a theory in terms of a Büchi automaton. Our current proposal, however, has some important advantages. First, STeLP restricts the input syntax to so-called splitable temporal logic programs, a strict subclass of a normal form for TEL that further requires the introduction of auxiliary atoms for removing U and R operators, using a structure preserving transformation. On the contrary, our current method has no syntactic restrictions and directly works on the alphabet of the original theory, for which no transformation is required prior to the automaton construction. Second, once the STeLP input is written in the accepted syntax, it translates the input program into LTL by the addition of a set of formulae (the so-called loop formulae) whose number is, in the worst case, exponential on the size of the input. Future work includes the implementation of our current method as well a comparison in terms of efficiency with respect to the tool STeLP.
B Proof of Theorem 2
Proof. Let ϕ ∈ L + (∨, ∧, X, U ) and ψ = GFp 1 . We recall that ψ has no temporal equilibrium model. The propositions below are equivalent:
(a) ϕ is LTL satisfiable. (b) ϕ has a temporal equilibrium model. (c) ϕ and ψ have distinct sets of temporal equilibrium models.
Since LTL satisfiability for the fragment L + (∨, ∧, X, U ) is PSpace-hard, coPSpace= PSpace and ((a) iff (c)), then the equivalence problem with temporal equilibrium models is PSpace-hard.
Let ϕ and ψ be two temporal formulae built over the same set of propositional variables and A
