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                                 Abstract  
     We describe smoothing effects and dispersion of singularities 
for the  SchrOdinger evolution group in the weighted Sobolev spaces. 
Under a fairly general assumption on the potential, it is shown that 
all singularities in the wavefunction vanish instantly whenever the 
 initial state has sufficient decay. We measure the regularity gained 
by the wavefunction by the decay property of the initial state. 
No assumptions on the regularity of the initial state are imposed 
throughout the paper 
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                               1. Introduction  
     In this paper we prove that the  SchrOdinger evolution group 
improves regularity (at least locally in space) instantly even when 
the potential and initial states have local singularities. 
     Let H = H0+ V be a  SchrOdinger operator in L2 = L2(Rn), 
n  E  IN, where H0= -(1/2)A is the free Hamiltonian and V is a 
H0-bounded operator of multiplication by a real-valued function, so 
that V is locally square integrable on  Rn Throughout the paper 
the H0-bound of V is assumed to be less than one and therefore H 
is self-adjoint in L2 with domain D(H) = D(H0) We give a picture 
of smoothing effects for  e-itH                                    mainly in terms of the weighted 
Sobolev space  Hm's, m, s  E  R, defined by 
 Hm's =  fl^  E  9";  1144m
,s =  11(1+1x12)s/2(1-A)m/2Ild <  c°}, 
where  11.11 denotes the L2-norm. The basic classes of functions in 
this paper, which turn to be a real vector spaces, are given by 
     Definition. A real-valued measurable function W on  Rn is 
said to lie in  E1 if and only if there are constants 0  s  1 < 1 
and C > 0 such that 
             1 E  H1,0              MA  CH*1 IMI1-x
, *                -1 ,01,0 
For an integer k   2, W is said to lie in  Ek if and only if there 
are constants 0  s  x< 1 and  C> 0 such that 
                11W*11  s CR*11AWI1-1,,yE H                                                      k,0                                         ,0 
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      We consider the following assumption on = V +  (1/2)x•vV 
(A)k (for k = 1, 2) E  Zk 
     Our goal in this paper is to obtain sufficient conditions for 
the following  (S)k, k E N: 
 i (1) For t   0,  e-itH is bounded from  H0,k to  Hk,-k                                                                        and 
             has the estimate 
 He-itH011k
,-k    C(k)(1t1-k + 1)110110,k(1.1) 
(S)k (2) The map (R\{0})x0,k9  (t,0)  i.  e-itH0  E  Hk'-k                                                                 is 
               continuous. 
        (3) For any  0 E  H0,k, 
    [lim I tikile-itHill       t--0±0k,-k = °' (1.2) 
     Theorem 1. Let k = 1 or 2. Then, (A)k implies (S)k 
     Parts  (1)-(2) of (S)k show the smoothing effects and dispersion 
of singularities for  e-itH                                 In particular, the regularity gained by 
the wavefunction  e-itH0, t    O. can be measured by the decay of  0 
These properties have nothing against the time reversibility of 
 e-itH, because they require the expence of the weight  (1+1x12)-k/2 
of negative exponent. It is therefore reasonable to expect that in 
spite of the smoothing effects, decay properties may not be preserved 
under  e-itH  if  0 has some singularities. This observation is 
 -  3  -
justified by the following example. Let n = 1 and let 
 0(x)  =  -e-x, x > 0;  0(x) =  ex, x <  O. Then  0 E  n  O'k while 
 kE1N 
-itH -itH 
 e 00,10coco     Hfor t O. Moreover, e0 E CnL for t 0 
(see Theorem 3 below) We have another example 
  -itH 
(e08)(x)  = (2nit)-n/2exp(i1x12/2t), where  (5 denotes the Dirac 
measure, although this extreme example falls out of the scope of the 
L2-setting. On the other hand, we already know that decay property 
is preserved if the initial state has sufficient  regularity- More 
precisely, Hk°nH°„kis invariant under  e-itH                                                 for any t E R [14] 
 [19][21] 
     We should emphasize that without further assumptions on V, (S)k 
fails for k3. For example, if V(x)  =  -(n-1)/21x1, 0(x) = e-1x1 
nZ3, then 0 E n H0,kwhile  e-itH0 =  eit/20  E  Hn/2+1,0                                                                      and
 k0 
(S)k is impossible for k  s n/2 + 1. 
     For k  z 3, we consider the following assumptions. 
(A)k For all  a E  (Nu{0})n with  la!  s k - 2,  aaV  E2+1a' and 
 @aV- is bounded from  H2+1a1,0                                        to L2 
     Theorem 2. Let k  Z 3 be an  integer Suppose that 
 D(1H1k/2) = Hk,0and (A)k hold. When k is odd, suppose in 
addition that (A)1 holds. Then (S)k holds. 
     Under a more restricted system, every wavefunction becomes 
smooth and all singularities in the initial state  0 vanish 
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instantly whenever  0 decays rapidly at infinity 
     Theorem 3. Suppose that  D(IHIk/2) =  Hk,O and (A)k hold for 
all k  E N. Then: 
(1) For any 0 E H°,c0= n H°,kand any t 0.  e-itH0 E  C  nL 
 k0 
(2) The map  (111\01)x0  a  (t,0)  e-itH E  C is continuous, 
where HO'sis topologized as projective limit. 
(3) If in addition,  eV  E  Cm' for all  a  E  (Nu{0})n, then for any 
0  E the the map  (R\{0})xRn 3 (t,x)  1_0 (e-itH0),x,                                                    () E C is Cc° 
     In Section 2, Theorems 1-3 will be derived from more general
results. We give here some examples of functions W in Ek 
     Example 1. If  IWI1/2                               is bounded from HI,0to L2 for some 
0  s A < 1, then W  e E1If W is bounded from H1k,0to L2 for 
some 0  s  x < 1, then W  E  Ek. Therefore by an inequality of HERBST 
[13; Theorem  2.5],  IX1-4  E  Ek if 0 <  A < min(n/2, max(k,2)) 
     Example 2.  LIPinif c  El if p > n/2 and p  2 1.
               LP c Ekif k 2 2, p> n/k and p 2 2. Here                   unif 
   LPnifl= {W E LPoc(Rn);Lp = sup(f IW(y)IP  dy)1/P <                                 unif xeIRn  Ix-yI<1 
See Appendix for a proof Note that  LP +  L  Lunif. 
If 0 <  A < min(n/2, max(k,2)), then 
 lx1-4 E n LunifcLP 
                                               , 
              1Sp<n/A max(2,min(n/2,n/k))<p<n/A—unif1k' 
 -  5  -
    Combining the results given above and in [19; Theorem 5] , we have 
 m -111 
     Theorem 4. Let V(x) =  2  A,Ixi-,  x.  e  R,  g > 0, m  E N, and 
                                j=1 
let  g = max  g. Let k E N. The conditions (A)k and 
 1jm 
D(IHIk/2) = Hk,0are satisfied in the following cases: 
(1) 0 <  g < min(2,n/2), when k  s 2. 
(2) 0 <  g < n/2-1 (n = 3,  4), 0 <  p.  s 1 (n  2  5), when k = 3. 
(3)  0<  g  5 1 (n  2  2k-1), when k  2 4. 
     The most complete description of smoothing effects will be given 
                                     -itH 
by the free evolution U(t) = eo                                           U(t) satisfies the relation 
(x +  itv)U(t) = U(t)x, which may be written as 
 vU(t) =  (1/it)[U(t),x] (1.3) 
The estimate (1.1) for the free evolution follows by repeated use of 
(1.3) The first step in the perturbed problem which we are working 
will depend on how to regard (1.3) 
     There is a large literature on the smoothing effects for 
 SchrOdinger type equations  [2][7][8][9][10][11][12][15][18][24][28] 
JENSEN  [15] proved that if  aav E Lam,  laI  5 k, then for any 0 E H°,k 
 He-itHOHk ,-k  C(k)(1t1-k +  ItIk)11011  0,k' 
and moreover, the associated operator norm satisfies 
          lim inf ItIkHe-itHH
Z(HO,k; Hk,-k) >  O.       t ±0 
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In  [15], the required regularity was derived from the identity 
            ve-itH               = (1/it)[e-itHx] + (remainder) (1.4) 
for k = 1 and from multiple commutator identities for k   2. Even 
though (1.4) is a natural extension of  (1.3), we still stick to (1.3) 
and write the L.H.S. of (1.4) as 
 ve-itH                  = (1/it)(U(t)xU(-t) -  x)e-itH 
for k = 1 and  Sae-itH  (Ial = k   2) as a linear combination of the 
terms of the form  xl3U(t)xvU(-t)e-itH                                           This requires the analysis of 
                                   a-itH U(t)xaU(-t)e-itH0  = (x + it8)e0 and it turns out to be 
conveninet to view x + itv as one object  [7][8][9][10][11][12][181 
That operator may be called the generator of  Galiei transformations 
 [5] We then reduce the proof of (S)k to obtaining an a  priori 
estimate for  11U(t)lx1kU(-t)e-itHOH, which will be derived from an 
identity involving  V = V +  (1/2)x•vV. This process has been carried 
out only for the case k  5 2  [6][9][11][12][18] 
     Throughout the paper we use the following notations. For Banach 
spaces X and Y,  E(X; Y) denotes the Banach space of bounded 
operators from X to Y; for  s E  [0,c0),  [s] denotes the largest 
integer  5 s;  [•,•] denotes the commutator;  at =  a/at;  8k denotes the 
distributional derivative with respect to the k-th coordinate; 
  n 2-itH 
 A =  2 ak;  U(t)  = eo,  t  E R; S(t) = exp(i1x12/2t)•, t  E  R\101; 
 k=1 
x =  (xl,...,xn),  v =  8 =  (81,...,8n),  J(t) =  (.11(t),...,  Jn(t)), 
Jk(t) = U(t)xkU(-t);  IJIm(t) =  U(t)IxImU(-t), m  E  [0.00; for a 
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 n  n 
multi-index  a =  (al' ,an) we set lal = 2 ak'  cc! = 7 a! 
                                                                                                               k''  k =1 k=1 
 lln akn aka n ak     = a!/0!(8-a)! (8a) , @c(= u 8k, x= 7 xk' J=rrJk' 
             k=1 k=1 k=1 
 a0  =  x0  =  JO  = 1; A  =  (1/2i)(x•7 +  v•x); Y denotes the  Frechet space 
of rapidly decreasing functions from  Rn to C;  Y' denotes the dual 
of  If;  L2 denotes the Lebesgue space  L2(Rn) or  L2(Rn)0Cn, with 
the norm denoted by  0•0;  (•,•) denotes the L2-scalar product and 
various anti-dualities;  Ck(I; E) denotes the  Frechet space of k-
times continuously differentiable functions from an open interval 
I c  R to a  Frechet space E; 
     Different constants might be denoted by the same letter C, and 
if necessary, by C(*.  .*) in order to indicate the dependence on 
the quantities appearing in parentheses. The summation over an empty 
set is understood to be zero. A function, its value at a point, and 
the multiplication operator by that function might be denoted by the 
same symbol when this causes no confusion. 
     The following relations  [10][12] will be frequently uesd in the 
sequel. Ja(t) =  s(t)(ita)c's(-t), J(t) = S(t)(itv)S(-t), 
 IJIm(t) =  S(t)(-t2A)m/2S(-t), t  E  R\{0} 
 -  8  -
     2. Proof of Theorems 1-3, part 1. Reduction of the problem.  
     The purpose of this section is to make a reduction of the 
problem. We consider the following condition  (J)k, k  E  IN: 
        For any  lal  s k and any  0 E  HO,k, 
 i 
 (J)k sup (1+ iti)-1a1                            IIJa(t)e-itH011  s CHOU                                                           0 ,k             tER 
        and the map  R a t 1-4  Ja(t)e-itH0  E L2 is continuous.   [. 
     The smoothing effects stated in terms of  Ja as in  (J)k seem to 
be crucial. In fact: 
     Proposition 2.1. Let k  E  N. Then  (J)k implies (S)k. 
     Proof. For t   0, We use the following formulae  of operators 
on  Y' 
 S(t)(ita)aS(-t) =  Ja(t) (2.1) 
 S(-t)(ita)aS(t) 
                           18+
 =22(a)(3!(-)                  L8)
y1(8-12y)!yl(it/2)171x8-2y(it8)a-8, (2.2)  $sa  ys[8/2] 
where  [8/2] = ([81/2],...,[8n/2]) Let 0 E H°,kBy (J)k and 
(2.1),  aaS(-t)e-itH0 =  (it)-IalS(-t)Ja(t)e-itH0  E  L2 for any 
 Ial  S k. We let the operators on both sides of (2.2) act on 
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S(-t)e-itH0  E H°,kto obtain 
 (it8)ae-itH  0 
               r)8!(_1)115+yl    = 2a (it/2)171x6-2yJa-15(t)e-itH(2 .3)              l8) 
      6a Y[8/2]Y!(8-2y)! 
It follows from  (J)k that every term on the R.H.S. of (2.3) is in 
 H0.-Ial for any  lal  s k and moreover, 
        ae-itHOH7                      s Cltl-Ial (1+Itl181/2)11Ja-8(t)e-itHOH          0.-Ial  8sa 
                             -Ial +1)11011  s C(Itl                                                        
,k" 
This proves part (1) of (S)k, since the norm 
 M*Mk,s =0,s+  20,sis an equivalent norm on  Hk's,  lal=k 
 s E  R (see TRIEBEL [27; Theorems 1, 3 and  4]) We turn to part (2) 
Let  (s,*)  E  (R\{0})xH0,k                                Wehave
                                                    + He-itH* - e-isH He-itH0  - e-isHk
,-kHe-itH(0  -0)11k,-klik,-k 
 C(Itl-k  4-1)"  -  *110,k He-itH*  - e-isH  k, 
which implies the required continuity at  (s,*), since  (J)k and (2.3) 
show that  R\{01  3 t  1-4  e-itH E  Hk,-k                                                is continuous. We proceed
to part (3) We write the R.H.S. of (2.3) as 
 2 M(-1)161x8(J"-6(t)e-itHo - x'-80) 
     esa 
     +  2  2 (a)15!(-1)18+71(it/2)ly1x8-2yJa-15(t)e-itH0-                    8
Y!(0-2y)!       8sa  0ys[8/2] 
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where w  have used  2(c(6)  _1) I$ 1  = 0. With the notation as above, 
 6Ka 
  ItlkMe-itH0Mk ,-kRIkIle-itH011 +11(it.9)ae-itHOH            0,-k0,-k  lul =k 
 s  It!k1101I + 2 2 PIJ'-8(t)e-itHo -  xa-8011 
 lal=k  8sa' 
                  + C  2  2  2Itl171IIJa-8                                                      (t)e-it11011 
 lal=k  Osa  0y[8/2] 
 (J)k shows that the R.H.S. of the last inequality converges to zero 
as t  --0  t 0. Q.E.D. 
     Proposition 2.2. Suppose that  (J)k holds for any k E  N. Then: 
(1) For any 0  E H°,coand any t  E R\{0}, e-itH0 EC.nL. 
    *c°m (2) The map (R\-(0})x0D (t,O) I---4 e-itH0 E C is continuous. 
     Proof. Let  0 E HO'sand t  * 0. In the same way as in the 
proof of Proposition 2.1, S(-t)e-itH0  E n Hk,0                                                           By Sobolev's
 kEN 
lemma, S(-t)e-itH0 E c.nL.In particular, e-itH0 E L. By applying 
(2.2) to S(-t)e-itHO.we see that e-itH0 E C. 
     We turn to part (2) We prove the required continuity at 
(s,*0)  E (R\{01)x                         Let m E  IN, R > 0, N = [n/2]+1. 
For f E Cc°, we set 
 Iflm ,R  =  2 sup  lef(x)I  lalsm  IxIsR
We have 
le-itH0 - e-isH*Im ,Rs le-itH* - e-isHIm,R                                                  + le-itH(0 -CIm,R* (2.4)
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In order to estimate the first semi-norm on the R.H.S.  of (2.4), by 
using (2.2), we write 
 Ga(e-itHlif -  e-isH1,1) 
= 2 2 2-171(a)81(-i)18-y1x8-27(                                          S(t)t-18-71F(t,^)           O)Y!(8 -2y)!a8y 
 8sa  yS[8/2] 
                        +(t-18-y1S(t) - s-18-YIS(s))aa-8S(-s)e-isHIP), 
where 
 Fa8y(t,^) = aa-8(S(-t)e-itiltik - S(-s)e-isHO) 
By Sobolev's lemma and the inequality 
          It-jexp(Ixl 2/Zit) - s jexp(lx12/2is)I 
   it-j  s-j, + 2-11x12s-j1t-1  - s-11, 
the first semi-norm on the R.H.S. of (2.4) is estimated by 
 C(l+R)m  2  2  2  It1-18-YI  2 IIA'a8y(t,^)H 
 lalSm  8Sa  yS[8/2]  ICXIsN 
 M 
        + C(1+R)111+`9 2  It-i-s-il  2 IhA(-s)e- islio 
                     j=1  l'cilsN+m 
Setting  ' = C3'( +  a -  8, we have by (2.1) 
    ii.A'ocaY(t,^)I1 
  =  HS(-t)((it)-1J(t))We-itHIP -  S(-s)((is)-1J(s))We-isH*II 
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                                            -al-al
INJ(s)e-isH     It1-alHJW(t)e-i_W                             (s)e-isH*II + It-s 
       + Is1-al11(S(-t) -  S(-s))JW(s)e-isH*H,
 11A(-s)e-isH =  IslIIJ(s)e-isH 
Therefore, we obtain from  (J)k 
      le-itH* -  e-isH*1                        m,R 
 s C(1+R)m(1+1t1tir Ja(s)e isH11                    -m-N) 2 1lJa(t)eit1-1* 
 1alsm+N 
 m+N 
     +  C(1+R)m(l+Itl-m)(1+1sIm+N)11*H0 m+N  2  It-j-s-ii 
 J=1
 c(l+R)m(i+Itl-m)(1+Isi-m-N)  2  II(S(-t) -  S(-s))Ja(s)e-isH*H 
 la1m+N 
     + C(1+R)m+2(1+1s1-m-N)11*110
,m+N 2 it-i-saI (2.5)  1=1 
A similar and simpler calculation shows 
 le-itH(0 -  *)1m ,R  s  C(1+R)m(l+It1-m-N)110  -0,m+N  E, 
and hence le-itH - e-isH*1m ,R I + II, which proves the required 
continuity Q.E.D. 
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                      3. Proof of Theorems 1-3, part 2.  
     It remains to prove  (J)k We collect here some preliminary 
results. For k ENu{0}, we set Rk = Hk„OnHOk                                                   Rk is a Hilbert
                       (11*Ilk0II*11,k)1/2 space with the normMliak = 
                                                        kk 
     Lemma 3.1  ([19.; Lemma  2.2][16]) For any k E N, Rc n HJ'J                                                k
j_0 
and for any  0  s  j  <  k, 
 2 118a1110k-j0s C(k,j) 2He844j/k111141,kj/k'* E Rk 
                                         , 
  lal=j 181=k 
     Lemma 3.2. For any j,  2.  E  Eu{0},  a  E  (Nuf01)n and any t  E  R, 
 Ja(t) E 2(elal+j+1; H”) and the map 
 R  3 t  H Ja(t) E  2(ielal+j+1;  0'2) is continuous. Moreover, for 
any j  E  Nuf01, 
 MJa(t)*111 s C(1+1t1 )j+Ialmthm14.1a1't  eR,'bEj+Ial 
     Proof. By Lemma 3.1, x8  Ej+2+18+1,1; H") for all 8,  Y. 
Therefore the lemma follows from the formula 
                     ()$!2 Iylly1+Ia-818-2ya-8(3.1)  Ja(t) = 22(it)xa                   l
8)Y!(8-2y)!  $sa ys[8/2] 
 Q.E.D. 
     Lemma 3.3 ([19; Theorem  1][21][14]) Let k E  N. Supposethat 
D(IHIk/2) = Hk,0when k 3. Then: 
(1) Rk and Hk,0are  invariant under e-itH                                                    for any t E  R.
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(2) The map  (t,O)  1-4  e-itHO is continuous from  RxRk to  Rk and 
fromRxHk,0to Hk,0                                  Moreover, 
 Me-itHOMk  K  C(k)(1+It1)kMOMk' t E  R,  0 E  Rk' 
     He-itH9511                 s C(k)H011t E R, 0 E Hk,0  k
,0k0' 
(3) For any  lal  s k and  0 E  lek' the map 
          itHxae-itHoEL2 R a t 1-4 eL is continuously differentiable and 
         itHxae-itH0) =  -  ieitH((1/2)(Axa) +  (vxa).v)e-itHo .   TE(e 
     Lemma 3.4. Let k E N and suppose that  D(IHIk/2) =  Hk,O when 
k   3. Let  0  E  Rk' Then: 
(1) For any  lal  K k and t  E  R,  J41(t)e-itHO ERk -laland the map 
 R  D t  1-4  Ja(t)e-itH0 E  Rk-lal is continuous. Moreover, for any 
j,  2  E  Nuf01 with  j+  2  s  k-  lal, 
     Wa(t)e-itH9511j
,2 s C(1+It1)lal+2MOMj+/+Ial 
(2) The map  R  3 t  1-4  1J1k(t)e-itHO  E  L2 is continuous. Moreover, 
 II  IJIk(t)e-itH011  s  C(1+It1)kMOMk-
(3) For any t  E  R\101,  S(-t)e-itHO  E  Rk and the map 
 R\{01 3 t  /-4  S(-t)e-itHO  E  Rk is continuous. 
     Proof. By Lemma 3.2,  R  a t  ^---^  Ja(t) E  2(Rk;  Rk-lal) is 
continuous. By Lemma 3.3,  R  3 t  ^—^  Ja(t)e-itH0  E  R  k-lal  is 
continuous. By Lemmas 3.1 and 3.3, 
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                 IIx8BYe-itHOil181 5 C(1+It1)MOM18+yl 
Therefore by (3.1), 
             IIJa(t)e-itH0llj25 C(1+It1)lal+kMOM2 .                                                     j++Ial
                              This proves part (1) We turn to part (2) By part (1),
                        xiku(_t)e-itH012   HIJIk(t)e711110112HI 
 = + HJa(t)e                                     itH092  5  C(1+It1)2k1110111       2
 lal=k 
The required continuity at s E  R follows from the estimate 
 4IJI  k(t)e-itHO -  ijik(s)e  isH012 
  2111x1k(U(-t)e-itHO-U(-s)e-isHo)112 + 211(U(t)-U(s))1xIkU(-s)e-isH0112 
 4  2  4HJa(t)e-itHO  Ja  (s)e-isH0112 
 Ial=k  a' 
 +  4  2 1411(U(s)-U(t))(-s)e-isH0112 
 lal=k  c(' 
  +  23(U(t)-U(s))1x1  ku(-s)e-isH95,12 
This proves part (2) Part (3) follows from the formula 
 aaS(-t)e-itH 
   =  2  2 (a)8:2-Iy11(it)-1B-VI S(-t)x8-2yaa-6e-itH0. Q.E.D. 
     8a1,[13/WOY.(8-2Y). 
     Lemma 3.5. Let k E N and suppose that  D(IHIk/2) = Hk,0 
when k  2 3. 
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(1) If k = 2m, m E N, then there is a constant C > 0 such that 
 -1 
C(11(-A)m*112 +  14112)  s  HHm*112 +  14112  5  C(11(-A)m*112 +  11*112),  *  E  Hk'0 
(2) If  k =  2m+1, m E  Nu{0}, then there is a constant C > 0 such 
that 
 C-1(11(-6)k/21,112  4. 11*H  2) s  (1/2)11vHm*112 +  (Viel*,Hm*) +  14112 
 s C(11(-A)k/2*112 +  11*112),  * E Hk,0 
     Proof. Part (1) follows from the closed graph theorem. We 
prove part (2) There is a constant C > 0 such that 
 C-1(11vHm*11  2 + im2)  s  (1/2)10701*H  2 +  (VH112*,Hm0) +  H*112 
 S  C(11vHm*112 +  WO), (3.2) 
since the H0-form-bound of V is less than one. By the Heinz-Kato 
theorem [26],  D(1H12/2) = Hi,0for any 1  s  /  s  k. Therefore 
 H  vHm*H2  s  CHIH11/2e*H2  +  CHHINH2 
 5 Ck/2'64m/kNH1-4m/k                 HIH1k/2*112 + CHIHIH
 s  CUMk/2*112 + CH*112  S  CH(-A)k/2*112 +  CHOH2, 
where we have used the moment inequality [26] In view of (3.2), it 
remains to prove that  II  (-A)"*I1    ClIve0H +  CH*H In the same way 
as in the preceding argument, we obtain 
 H(  _0)k/2„  s  cHIHI1/2Hm*I1 +  CH*11    CHvHm*H +  CHHNH +  CH*I 
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 s  C1177Hm*11 +  C11(-A)m*I1 +  CH*II, 
which implies the desired estimate since m < k/2. Q.E.D. 
     We introduce the following operators. 
   K(t) =  IJI  2(t) + 2t2V, X(t) = eitHK(t)e-                                            itH, (t) =  eitHve-itH
We set  Kj(t) =  (K(t))j, j E N. Note that 
                    K(t) =  Ix12 - 2tA + 2t2H, t E  R, 
                   K(t) = 2t2S(t)HS(-t), t  E  R\{01 
     From now on unless otherwise specified, the special number 
denoted by k represents the associated assumption in Theorems 1-2. 
In what follows we often treat the cases k = even and k = odd, 
separately In the case k = odd, we use a duality argument. For 
instance, we make extensive use of the facts that 
H, V,  V E  E(1-11'0;  Ix12, A  E  E(Ri;  Ri), where  Ri denotes the 
strong dual  oft R'1is identified with the Banach space 
 H-1,0 +  H0.-1 
     Lemma 3.6. Let k E  N. Let  j,  21,  /2  E  NU{0} satisfy 
                                                                   Ql'Q2
 1 +2 + 2j  s k. Then for any t ER,  Kj(t) E E(R2j+Q1+/2; H
                                              11'12 
and the map R 3 t  K3  (t)  E E(R2j+/
1442; H ) is continuous. 
Moreover, for any  k  s k - 2j, 
 MKj(t)*M  s  C(1+It1)1+2jM*M1 .+2j' t  E  R.  'k E  Rk+2j 
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     Proof. By Lemma 3.2, R3t I--+ IJI2j(t) E E(R
1+I2; HIl'12) 
 0 andR 3 t1-4J (t) E .E(R2j+2+k; H2j4-311-18"2) are continuous 
                        12 
for all  161  5 2j If  Ial +  +  ah +  61 = 2j - 2h, 1  5 h  5 j, then 
h  a 2j+11-101,22/i2 
U8 PV  E(H; H) Indeed, for  /2 = 0 this 
 p=1 
follows by a direct calculation. For  22  2 1 we only have to 
notice that WI*m= II( 11-A)m/2(1+1x12)si                                              211011is an equivalent norm                       s 
on Hm,sfor any m,  s E  R. The lemma now follows from the identity 
                                                 h \ K3(t) =  IJI2j(t) +  2  2 c(j,h,{a },8)t23-I61(rraaPV).JP(t) 
                                                     p 
         h=1  I6152j-2h=1 
                             la+...+ah+8I=2j-2h 1 (3 .3) 
                                                                                                 Q.E.D.
     Lemma 3.7. Let k E N and let  0 E  Rk Let j,  / E  Nu{0}
satisfy 2j +  Q  S k. Then for any t E  R,  Ki(t)e-itHO E  Ye2 and the 
map R  3 t  1-4  Ki(t)e-itHO  E  RI is continuous. Moreover, for any 
 j,2 E  Nu{0} with 2j +1+  12  5 k, 
 2j+2 
       IIKj(t)e-itH011 C(1+It1) 2MOM2j+.4.+1 ' t  E R.       11'12 1  2 
 Proof. By Lemma  3.6,  R  9 t  1-4 E Vie• R)  is                                                      2j+k' 
continuous. By Lemma 3.3, R  3 t  Ki(t)e-itHO E  RI is continuous. 
The inequality in the lemma follows from (3.3) and Lemma 3.4. Q.E.D. 
     Lemma 3.8. Let k  E N and let  0 E  Rk 
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(1) If k =  2m, m  E  N, then the map P.  g t  ^-0  Xm(t)0 E L2  is 
continuously differentiable and 
                                               41 
              d 
 aT xm(t)95= 4t 2 xJ-j-(t)i'(t)xm-i(t)0.  j  =1 
(2) If k =  2m+1, m  E Nu{0}, then the map  R s t  1-^  XM(t)0  E  gi is 
continuously differentiable and the identity in part (1) holds with 
every term in  R1 
     Proof. (1) We first consider the case m = 1. Let  0  E  R2. 
Then 
 X(t)0 =  eitH1x12e-itH0 -  2teitHAe-itH0 +  2t2HO. 
By Lemma 3.3, 
          dteitH1x12e-itH0) = 2eitHAe-itH          (                                                                 0.
In the same way as in the proof of the Virial theorem  [3][17][20], we 
regularize A by  AiARA = AiA(A+IA)-1,  A  E  R\{0}, and integrate the 
derivative 
          d itHitH. 
          TIT(e AiARAe-itH0) =  ie 'ARA[H,A]iARAe-itH0 
                                =  2eitHiAR
A(H -)iARAe-itHO 
We then take the limit x  --)  co in the resulting identity by using 
Lebesgue's dominated convergence theorem, Lemma 3.3 and [3; Lemma 
4.5] to obtain 
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           eitHAe-itH0 = AO + 2 jteis-11.                                          (H _ )e-islio ds 
                               0 
                                                 t.                                    - 2Iels%-isH.ds.           =AO + 2tHO 
                                     0
                                                                                                                                                                                   . This proves thatRi__4 eitHAe-itH              9 t E L2 is continuously 
differentiable and 
                    itH-itH0) = 2H0 - 2eitHv-itHNe     (eAeO .                dt 
Therefore,  R  9 t  1-4  X(t)0 E L2 is continuously differentiable and 
                                  itH0                            = 4a(t)0. (3.4)    d%- 
                dt X(t)0 = 4teit 
We proceed to the case m   2. We first remark that 
 R  9 t  1-4  XJ-1(t)(t)e-j(t)0 E L2 is continuous for any 1  5 j  5 m. 
Indeed, this follows from the continuity of 
 R  a t  1-4  10-1(t)Ve-j(t)e-itHO  E L2 and the inequality 
 liK3-1(t)VKm-3(t)e-itHOH  5  C(1+  ito2m-2mom 
 2m' 
both of which are derived from Lemmas 3.3 and 3.7, where we should 
note that  V E E(R2j'•R2j -2) Now we write for*E R2mand h 0 
                                           ii 
 (h-1(Xm(t+h)-Xm(t))0 - 4t  2 xJ-J-(t)(t)e-j(t)o,*) 
 j=1
    m 
 =  2  ((h-1(X(t+h)-X(t)) - 40(t))Xm-j(t)0,  X3-1(t+h)*) 
 j=1 
       m  j-1 
   + 4t 2 2 HX(t+h)-X(t))Xj-1-1(tqi(t)X111-j(00,X1-1(t+b)*) (3.5) 
       j=2  k=1 
By Lemma 3.7 and (3.4), the R.H.S. of (3.5) converges to zero as 
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h 0. We have thus proved 
 m  t  (e(t)56,*) = (Ix12m0,*) + 4  2  f  s(Xj-1(s)(s)X112-3(s)04)ds. 3.6) 
 j=1 0 
We already know that for any 1  s j  5  m, 
 R  a t 1-4 ti0-1(t)(t)X111-j(t)0 E  L2 is continuous and 
 HtXj-1(t)(t)e-j(t)(64  s  C(1+It1)2m-111IOM2m* 
Therefore (3.6) still holds for any  k  E L2 and 
 R  a  t  /-4  VO-1(tq'(t)X112-j(t)0 E L2 is integrable. Consequently, 
the integral and the continuous linear functional  (•,*) on  L2 
commute, so that 
 m  t  Xm(t)0 = lx12m0 +  42  f  si(J-1(s)(s)e-i(s)0 ds (3.7) 
 j=1  0 
holds in L2 This proves part (1) 
(2) By Lemmas 3.3 and 3.7,  R  3 t  1—^  Jen(t)0 E  X, and 
 R  a  t  ^-4  Xj-1(tq'(t)e-j(t)(75  E  Yel are continuous. Since the 
integrals in (3.7) converge in  f1, as in the derivation of (3.7) from 
(3.6), we see that the identity (3.7) holds in  Yel Q.E.D. 
     Lemma 3.9. Let k =  2m+1, m  E  Nuf01 Then: 
(1) For any j E  IN with j  5  m+1 and any t E  R, 
 K3  (t) E Z(R2j -1'R1) and the mapR3 t 1-4K3E Z(Ye2J.-1'•R1') is 
continuous. Moreover, 
 HOW*110  s  C(1+It1)2j'NM2j-1, t  E  R,  * E  R2j-1 
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(2) For any j  E  IN with j  s  m+1, any t E  R and any  0  E  Rk, 
              1 Kj(t)e-itHOE?'and the map Rat1---10 K3 (t)is 
' continuous. Moreover, 
 10(t)e-itHO  C(1+1-0)2'11110112j-1' t  E  R, 0  E  R2j-1 
(3) For any 0 E  Rk, the map  R  9 t  1-0  X111+1(t)0 E  RI is 
continuously differentiable and 
 m+1             (1—  
  dtX1111-1(t)0 = 4t  2 XJ-1(t)(t)Xm4-1-j(t)0  j =1 
     Proof. We first remark that IIK(t)112(le C(1+It1)2 and 
 • 
 1 1 
that  R  9 t  ^-^ K(t)  E E(Rl'1•R') is continuous. Therefore parts 
 (1)-(2) follow from Lemmas 3.3 and 3.7 We turn to part (3) This 
is an analogue of Lemma 3.8 and can be proved in an analogous way by 
working in  Ri When m = 0. we write for 0,  E 
 (X(t)95,*) 
   =  (eitHxe-itH0.eitHxe-itH1,1) -  2t(Ae-itH0,e-itH1,1) +  2t2(H95,0) 
In a way similar to the proof of Lemma 3.8, we see that 
 R  3 t  (X(t)04) E  1 is continuously differentiable and 
 4T(X(t)0,*) = 4t((t)0,*) 
By Lemma 3.3,  R  9 t  1-4  (t)0  E  Ri is continuous and therefore as in 
the derivation of (3.7) from (3.6), we conclude that part (3) holds 
for m = 0 Since we already know part (2), the proof for the case 
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m  z 1 is parallel to that of Lemma 3.8. Q.E.D. 
     Lemma 3.10. (1) Let k = 2m, m E  N. Then there are constants
 0  5  A  <  1 and  C  >  0  such  that  for  any  *  E  Hk'° 
 m 
 s  c(11014011 +  1411)114111-)' (3.8) 
 j=1 
(2) Let k =  2m+1, m E  Nuf01 Then there are constants 0  5  A < 1 
and C > 0 such that for any  0 E  Hk,O 
     11HiNm-i0HA1-1                    5 COMm+ IWO                                 -1 ,0          j=1 
     Proof. (1) It suffices to prove that the j-th term on the 
L.H.S. of (3.8) is estimated by the term of the form 
                                                                                                                                                                                                                     . 
                     C(j)(11Hm*I1+11*11)AJA*111-iJ, 
0  5 A. < 1. It follows from the Heinz-Kato theorem  [26] that 
 D(IHIA) =  H'0, 1  5  A  5 m. Therefore 
 110-1V01-411  5 COHm-4112j- ,0 5  C 2 IleV.498Hm-i*ll  la+8152j-2 
By assumption, there is a constant 0  5  A(a) < 1 such that 
 11ac(•8811m-j011  5  CWHm-  j* 1(+7C(1,011elim-4111-x(c4) 
 5 CHHm-j*IIA2.(+7)a+$1,011Hm-j*01-x(a)                                                    181.0
so that 
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 Hili  1Nm-i*H  5 C  E ue-i*RA(')Iiim j*HA(a)                               j02j - ,0  lals2j -2 
 5 CHHmiliiHiliHHmj*H1Ili(3.9)                         2j02j20' 
where 4= max  x(a) Again by the Heinz-Kato theorem and the         i  
la152j-2 
moment inequality [26], for any  2  s 2j, 
 HHm  j*H .Q,,10  5 CHIHIm-j+1/21,1f11 +  CHHm  ilPH 
 5  CHHm*H(m-j+2/2)/mHIPH(j-1/2)/m +  CHHmCI1-j/m1116113/m 
and hence, the R.H.S. of the last inequality in (3.9) is bounded by 
              1-(1-p.)/m  (1-g.)/m 
C(HHIN,H+HIPH)i  WI  J This proves part (1) 
(2) We first consider the case  j = 0. There is a constant 
 0  5  xo  <  1 such that 
                                                  x, 
                   HVIPIPH 5 CHHmlifil'HHmIPH1-xo              -1 ,010 
By Lemma 3.5 and (3.2), 
 Hilm*H  1,0    C11711m*H +  CHINO  s  CIMINO +  CHM 
from which we have the required inequality We proceed to the case 
1  5 j  5 m. Noting that H E Z(H1,0; H-1,0) and D(IHI//2) = HI,0 
for any 1  <  P.  5  2m+1, we obtain 
 HHiNm  J*11-10    "Hi-  %m-i*H1,0 
 5  CHIHIj-1/2VHm-j*H +  CHHi  1VHm  411 
 s C  2  lie.a8e-jtpil 
 la+Bls2J-1 
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In the same way as in part (1), the R.H.S. of the last inequality is 
 xi  1-x. 
estimated by CRO112
m+1,0 J, where 0< 1. The required 
inequality then follows from 
 2m+1,0  s  CIP9Em4(11 +  CO*11, 
which is an consequence of Lemma 3.5 and (3.2) Q.E.D. 
     The following lemma in an essential part of this section. The 
argument in the proof will clarify the reason why we have imposed the 
condition x < 1 in  E. 
     Lemma 3.11. Let k E  IN and let  0  E  Rk' Then, 
 II  IJIk(t)e-itH011 s C(1+Iti)kDOHt ER.                                                 0k' 
     Proof. We consider the nontrivial case t 0. For simplicity 
we assume t > 0, since the case t < 0 can be treated  analogously. 
We distinguish between the cases k = even and k = odd. We first 
prove the lemma for k = 2m, m E  N. By Lemma 3.5, 
 HIJIk(t)e-itH011 =  t2mH(-A)mS(-t)e-itHOH 
 C(2t2)m(RHmS(-t)e-itHOH +  IIS(-t)e-itHOH) 
                     =  COMm(t)e-itHOH +  (2t2)m 
Therefore it suffices to prove 
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              OKm(t)e-itHoil s C(l+t)2mHOH02m't  >  0. (3.10) 
                          , By Lemma 3.8, 
d m2 
 TITVC(t)9511 = 2Re(d—Xm(t)0,Xm(t)0)                    t 
                m '' 
              = 8tRe  2 (xJJ-(tj'(t)xm-1(t)0,xm(t)o) 
 j=1
                                     , 
              = 8tRe 2 (KJ-1(t)Km-,a(t)e-itlio ,e( t)eit110) 
 j=1 
                   imi               = 22m+2t4m--Re 2 (1-1J--Hm is(-t)e-itHoJims(-t)e-itH0) 
 j  =1 
By Lemma 3.10, we obtain for some 0  S A < 1, 
 141-He( t)OH21    Ct4m-1(HHmS(-t)e-itHOH +  HO )HOH1-11HmS(-t)e-itHOH 
 s  Ct1-21(11Xm(t)9511 +  (2t2)mDOH)A(t2m-211OH)1-AIIXm(t)0H 
and therefore 
 IltHe(t)0H1  S Ct1-2"1 (t2m-21/11)1-Alle(twA                                              H + Ct2m-111011 (3.11) 
The R.H.S. of (3.11) is estimated by 
 Ct1-2A(t2m-211OH +  le(t)011) +  Ct2m-111011, 
so that by integration over an interval [0,t], 
                                           t
     le(t)011  s  111x12m011 +  C(l+t)2m11011 + C  s1-2xHiCm(s)OH ds. 
 0 By Gronwall's lemma, 
                                     - 27 -
 le(t)011  5  Cexp(C(l+t))(111x12m011 + (l+t)2151100) (3.12) 
This shows (3.10) for t  5 1. Now let t  k 1. By (3.11), 
 dt(t-2m+111Xm(t)011) 
    5 -(2m-1)t-2m11Xm(t)011+ CHOR1-1(t-2mle(t)OH) +  CHOH  s C11011 
By integration over an interval  [1,t], we obtain from (3.12) 
         ti-2mHXm(t                  )011  s  le(1)011 +  Ct11011  s  C(l+t)11011, t 2 1. 
This shows (3.10) for t  2 1, as desired. 
We next consider the case k =  2m+1, m  E  Nu{0}. By Lemma 3.5, 
 HIJ1k(t)e-itH0112 = t2k11(-A)k/2S(-t)e-itH0112 
 s Ct2k((1/2)11vHmS(-t)e-1tH0112 
                      +(VHmS(-t)e-itH0,HmS(-t)e-itH0)) +  C 2kHOH2 
 s  Ct2kIlvHmS(-t)e-itH0112 +  Ct2kHOH2 
 s  CHJ(t)Km-itH002 +  Ct2k110112 
Therefore it suffices to prove 
 11J(t)Km(t)e-itH0112  s  C(1+t)2k  1111(2),k, t  >  0. (3.13) 
We note here that (3.2) implies 
 C-1(I1J(t)Km(t)e-itH0112 +  24mt2kHOH2) 
        m-itH22m-itHm-itH4m2k2  5 (1/2)11J(t)K(t)e011+ t(VK(t)e0 ,K(t)e0) + 2t1011 
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 s  C(IIJ(t)Km(t)e-itH042 +  24mt2k1195112) (3 .14) 
Moreover, 
. 
          IIJ(t)Km(t)e-itH0ll2+ 2t2(VKm(t)eitH0,K-m                                               (t)eitH0) 
 =  (Xml-1(t)0 ,Xm(t)0), (3.15) 
where ( , ) denotes the pairing between  Ri and  Yel By Lemmas 
3.8 and 3.9. 
       ddt     -(Xm+1(t)0,Xm(t)0) 
m 
    =  4t((t)Xm(t)0 ,Xm(t)0) + 8tRe  2  (xJ(t)(t)e-j(t)o,e(t)o) 
 j=1
 22111+2t4m+1(Hms(_t)e-itlio,Hms(  t)e-itH95) 
          2m+34m+J-m          2tRe  2  (HJVIim-js(-t)e  it11,15,0s(-t)e-itH95) 
 j=1 
By Lemma 3.10, we obtain for some 0  s x < 1, 
 Ih(Xm+1  (t)0,Xm(t)95)1 
 Ct4m+1mS(-t)eON +  HOU1+A.110111-A 
 s  Ct-A(t2m1101)1-x11.J(t)Km(t)e-itH0111+x +  Ct4m+1HO112                                                                 (3.16) 
The R.H.S. of (3.16) is estimated by 
 Ct-A(t4mDOH2 +  1J(t)Km(t)e-itHOR2) +  Ct4m+1110112, 
so that by integration over an interval  [0,t] and (3.14)-(3.15), 
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 11J(t)Km(t)e  itHOH2  5  C(Xml-1(t)0,Xm(t)0) +  Ct2k110112 
 5 Cillx1 koH2  C(l+t  )2k1,0112  +  C  fsxl1J(s)Km(s)e-isH01/2 ds. 
 0 By  Gronwall's lemma, 
 11J(t)Km(t)e-itH0112  5  Cexp(C(l+t))(111x1kOH2 +  (l+t)2k110112) (3.17) 
Let t  a 1. By (3.14)-(3.16), we have for  6 > 0 sufficiently small 
          dt(t-4m-1(Xm+1(t)0,Xm(t)0)) 
 5  -(4m+l)t-4m-2(Xm4-1(t)0,e(t)(4) 
          +  C(t-4m-2HJ(t)Km(t)e-itH0112)(14-1)/2HOU1-x +  C110112 
 5 -  Ct-4m-211J(t)Km(t)e-itH042 +  C110112 
          +  6t-4m-2HJ(t)Km(t)e-itH0112 +  C(E)00112  C(6)110112 
Integration over an interval  [1,t], (3.14), (3.15) and (3.17) yield 
(3.13) for t  k 1. Q.E.D. 
     Proof of Theorems 1-2. Let k  EINand let0E H0,k                                                                 There is
a sequence  {0.} in Rk such that 0j—b  0 in H0,kas j 
By Lemma 3.4,  R  9 t  1-^  1J1k(t)e-itH0  E L2 is continuous. It 
follows from Lemma 3.11 that 
 111x1kU(-t)e-itH0H =  HIJIk(t)e-itH0  II 
                               C(1+1t1)k110.110,k'(3.18)                 j 
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 Hlx1kU(-t)e-itH(0 -  0  )H  =k(t)e-itH(0 -  0  )11 
 s  C(1+It1)kHOj - 0H0
,k'(3.19) 
On the other hand, 
       sup  HU(-t)e-itH(0 -  0)H =  HO -  OH 0 as j  co. 
      tER 
Since the multiplication operator by  IxIk is closed in L2, we see 
that  U(-t)e-itH0 E H°,kand  lx1kU(-t)e-itH --0  lx1kU(-t)e-itH0 
in  L2 as j  co Therefore by (3.18)-(3.19) we obtain 
 HIJIk(t)e-itH  OH s C(1+It1)kHOH0
,k'(3.20) 
 IIIJIk(t)e-itH(0. -  0)11  s  C(1+It1)kROj -  OH  0
,k" 
This proves that  R  3 t  IJIk(t)e-itH95 E L2 L is continuous. 
For  lal  s k, we set  g =  lal/k. By  Holder's inequality and (3.20), 
 HJa(t)e-itHOH =  HxaU(-t)e-itHOH 
 sllixlkU(-t)e-itHOHgHU(-t)e-itH0111-11 s C(1+It1)lalDOH 0
,k 
Similarly, we have for t,  s  E R 
 11Ja(t)e-itH0 -  J(s)e-isHOH 
 s  H(U(t)-U(s))xaU(  -s)e-isHOH +  Hxa(U(-t)e-itHO-U(-s)e-isHO)H, 
 Hxa(U(-t)e-itH0-U(-s)e-isH0)H 
 s  Hlx1k(U(-t)e-itH0-U(-s)e-isH0)HHU(-t)e-itH0-U(-s)e-isHOH1-11, 
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 11x1k(11(-t)e-itH0-1J(-s)e-isH0)1i 
 HIJIk(t)e-itH0-1JIk(s)e-isHOn +  H(U(s)-U(t))1x1k1:(-s)e-isH011 
Collecting these estimates, we obtain 
          HJa(t)e-itH - Ja(s)e-isHOH 0 as t s. 
We have thus proved  (J)k. Proposition 2.1 then completes the proof 
of Theorems 1-2. Q.E.D. 
 Proof of Theorem 3. It remains to prove part (4) Let 
 0 E  HO's It suffices to prove that for any k E  IN and t  * 0, 
 Hke-itH  E  C and  R\{0}  3 t  1-4  Hke-itH  E  C is continuous. We 
have 
 Hke-itHo  . 2Hk-je-itH95 
                    o-J 
 k-1 
 2  2 C(k,j,fa                                    21,13)( rTacciV)@8e-itHO (3.21)
 j=1  18Is2(k-j)-1 2=1 
                       la1+...+a.+81=2(k-j) 
and therefore Proposition 2.2 implies that  Hke-itH  E  Cam, t 0 We 
next prove the required continuity Let t, s  4 0. With the 
notation as in (2.4), we have by (3.21) 
 IHke-itH - Hke-isH01m
,R  s Cle-itH0 - e-isH951m+2k,R' 
The last semi-norm is estimated as in (2.5) with m and  \k replaced 
by m + 2k and 0, respectively This proves the continuity at s. 
 Q.E.D. 
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           Appendix. Some inequalities for  Lllif-potentials.  
     In this appendix we prove the properties of LLif-potentials 
mentioned in Example 2. See, CYCON, FROESE, KIRSCH & SIMON 
[3; § 1.2], SIMADER [22; Hilfssatz 1], SIMON [23; §25], STRICHARTZ 
 [25; Chapter  II] for some other results on Lunifspaces. 
     Proposition  A.1. Let m 2 be an  integer Let p E 
satisfy p >  n/m. Let V E LEnif.Then for any *  E Hmj) 
                                   111,1111n/mp14111-n/mp              s MTHm ,0                            LP 
                               unif
     Proof. We prove the proposition by making a modification of an 
argument of BREZIS & KATO [1; Remark 2.1] We denote by B(x) the 
unit ball in with center at x and by  XB(x) the 
characteristic function of B(x) Let  t E  C0 satisfy  2 0, 
supp c  B(0) and  RH = 1. We define the translation  .r7,( by 
 Tx(y) =  (y-x) Let q E  (2.0.] satisfy 1/q = 1/2 -  1/p. 
We have by Holder's inequality 
 IIv  2 = f  LIV(Y)I2It(Y-x)*(Y)12 dx) dy 
              = f2dy) IV(Y)XB(x)(Y)I21(Ix5)(Y)*(Y)1dy) 
 5  fB(x)H2p HTx2dx 
                                      Lq 
 s HVII211.rx.1,142dx. (A.1) 
                        LP                         unif
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By the Gagliardo-Nirenberg inequality [4], for a = n/mp, 
         ilmx.lidl2  S  C ( 2H,1                                aa(7,.,42jaIlit•02(1-a)(A.2) 
 Lq  la1=m x'"x 
We have 
          j2  lia'(7),-*)H2 dx 
 lal'M 
 5  C 2jL11(a"p                             )(Y-x)12laylif(Y)12 dy) dx 
 18+yl=m 
 5 CH&                    Opay02         =C18+),ILlia8              0'(A.3) 
 j 11-cx-111112 dx =  14112 (A.4) 
Now let  g > 0 By (A.2)-(A.4), 
 flitx•IPII2,dx 
                       L4 
 s  C  j  01  2  Hea(txt.*)112 +  4-a/(1-a)  Iltxt.*I12) dx 
 lal=m 
  C (1111011
m2                    ,0 +  A-a/(1-a)11%142) 
Minimization of the R.H.S. of the last inequality with respect to  A 
gives 
 J Irrx•Ild2,dx  s CHIPHm2a014112(1-a)(A.5)                                 L4
Estimates  (A.1) and (A.5) prove the proposition. Q.E.D. 
     Proposition A.2. Let p  E  [1,....) satisfy p > n/2. Let 
V E LPThen for any*l' *2  E H1,0 
       nif* 
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                                 2
         1(V**2)1  sCIIVIIn/2p 
                           1-1) ujII10 II*j                                   -
unif 
In particular, for any  * E  H1'°, 
        HV*H -10 s CHVII11011/2p11,1,0  L
unif 
                                2
     Proof. Since  1(V**2)1  s  TT  1(1V1*  ,*•)11/2, it suffices to 
 j=1 
prove 
 f  IV(y)I1*(Y)12 dy  s CHVIIHl,                                                                                     o ,                                                              E H10,    1 ,0                               LP 
                                   unif 
which can be verified in the same way as in the proof of Proposition 
 A.1. Q.E.D. 
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