Abstract. A permutation τ contains another permutation σ as a pattern if τ has a subsequence whose elements are in the same order with respect to size as the elements in σ. This defines a partial order on the set of all permutations, and gives a graded poset P. We present some results on the Möbius function of P. In particular, we give a large class of pairs of permutations whose intervals in P have Möbius function 0. Also, we give a complete solution to the problem in the case where a permutation occurs precisely once as a pattern in another one, the Möbius function in this case being either −1, 0 or 1. We also give an inclusion-exclusion formula for the Möbius function of certain intervals. It is largely an open problem to characterize the intervals for which this formula holds. Finally, we conjecture that for intervals [σ, τ ] consisting of permutations avoiding the pattern 132 the magnitude of the Möbius function is bounded by the number of occurrences of σ in τ .
Introduction
Our permutations are of the letters 1, 2, . . . , n (for various n) and a pattern in a permutation π is a subsequence in π, the relative sizes of whose elements come in some prescribed order. For example, a 123-pattern is simply an increasing subsequence of length 3. The permutation 246153 has two occurrences of the pattern 123, namely the subsequences 246 and 245. The permutation 246153 also has one occurrence of the pattern 3142, namely the subsequence 4153. It is easy to see that the set of all permutations (of arbitrary, positive, numbers of letters) forms a graded poset P with respect to pattern containment. That is, a permutation σ is smaller than another permutation τ in P if σ occurs as a pattern in τ .
A classical problem for any poset, first explicitly mentioned by Wilf [4] in this particular case, is to understand its Möbius function µ. The first (and seemingly only) result so far in this direction was given by Sagan and Vatter [2] , who solved the problem in the case of layered permutations. They noted that the poset of layered permutations is isomorphic to a certain poset of compositions of an integer, and they gave a formula for computing the Möbius function of that poset.
Looking at examples of the Möbius function of intervals in the pattern poset, it is easy to infer that this is hard to understand in the general case. In particular, the Möbius function for this poset does not alternate in sign, which is often a bad starting point.
In this paper, we present some results for this problem. Most of our results stem from looking at particular occurrences of a pattern σ in a permutation τ and analyzing the complement in τ of these occurrences. In particular, in Section 3, we give a large class of pairs of permutations σ and τ for which the Möbius function of the interval [σ, τ ] is 0 (Theorems 3.1 and 3.2). In Section 4, we give a complete solution to the problem in the case where σ occurs precisely once in τ , the Möbius function in this case being either −1, 0, or 1 (Corollary 4.16), which follows from a more general result (Theorem 4.14) about a fixed occurrence of σ. In the last section of the paper, we give an inclusion-exclusion formula for the Möbius function that seems to hold for a large class of intervals [σ, τ ] where τ has multiple occurrences of σ. Although we know some classes of intervals satisfying this, and believe the formula holds for a large class of intervals, the characterization of the intervals for which the formula holds remains an open problem. Finally, we conjecture that if the permutations in an interval [σ, τ ] avoid the pattern 132 (equivalently, if τ avoids 132), then the absolute value of the Möbius function of [σ, τ ] is bounded by the number of occurrences of σ in τ .
Definitions and notation
Let S n be the set of permutations of the letters {1, 2, . . . , n}. We represent permutations in one-line notation, meaning that the permutation σ ∈ S k is denoted σ = σ(1)σ(2) · · · σ(k). Throughout this section, fix permutations σ ∈ S k and τ ∈ S n , with k ≤ n.
Definition 2.1. If π is a permutation of a set of k integers, then its standard form is the permutation of {1, 2, . . . , k} whose letters are in the same relative order of size as those of π. We say that two permutations are order isomorphic if they have the same standard form.
As an example, the standard form of both 3615 and 4725 is 2413, meaning that 3615, 4725, and 2413 are all order isomorphic.
If τ has a σ-pattern, with {i 1 , . . . , i k } as in Definition 2.2, then τ (i 1 ) · · · τ (i k ) is an occurrence of σ in τ . The substring τ (i j 1 ) · · · τ (i j ℓ ) will be denoted σ(j 1 ) · · · σ(j ℓ ) , and occurrences of σ will be distinguished by subscripts: σ i . Example 2.3. Let τ = 74136825 and σ = 1243. Then 1365 and 1385 are the only two occurrences of σ in τ . We can name σ 1 = 1365 and σ 2 = 1385. Definition 2.4. If τ contains σ, then write σ ≤ τ . If σ ≤ τ , but σ and τ are not order isomorphic (in particular, σ = τ ), then write σ < τ . If σ < τ and k = n−1, then τ covers σ. Let P denote the poset of all permutations of arbitrary, positive, numbers of letters, ordered by pattern containment. That is, the partial ordering on P is defined by the relation ≤.
Any two elements s and t in a poset P determine an interval, consisting of the elements {x ∈ P | s ≤ x ≤ t}. This interval is denoted [s, t] . Note that if s ≤ t in P , then [s, t] is empty. In addition, we define the half-open interval [s, t) = {x ∈ P | s ≤ x < t}.
It is easy to see that the poset P is graded. That is, the lengths of all maximal chains in an interval are the same. More precisely, the length of a maximal chain between two permutations σ and τ , where σ ≤ τ , is the difference in the number of letters of τ and of σ. This number is also called the rank of the interval. Definition 2.5. Given an interval [s, t] in a poset P , the Möbius function µ P of this interval, written µ when no confusion will arise, is recursively defined by
if s = t, and − s≤x<t µ(s, x) otherwise.
(1) From Equation (1) in Definition 2.5, it is clear that if s = t, then the sum of the values µ(s, x) over all x in the interval [s, t] equals zero. For an example of how the Möbius function can be computed from Definition 2.5, see Figure 1 . The function µ is a topological measure on a poset. More specifically, it calculates the reduced Euler characteristic of the order complex of the poset. The order complex of a poset P is the simplicial complex consisting of the chains of P . For more information, see the discussion following Proposition 3.8.5 in [3] . The goal here is to understand the Möbius function of the poset P of permutation patterns. Definition 2.6. We regard patterns (permutations) σ ∈ P as functions from P to N, where σ(τ ) is the number of occurrences of σ in τ .
Note that if σ ≤ τ , then σ(τ ) = 0. This definition may bring to mind the notion of a simple permutation. A permutation π is simple if it has no interval blocks other than π itself. For more information about these permutations, see [1] . Definition 2.10. Suppose that σ ≤ τ in P, and fix an occurrence σ . If τ has an interval block that does not intersect σ , then the pair ( σ , τ ) has an interval block. Otherwise the pair is interval free. Definition 2.11. Suppose that σ ≤ τ . If τ has an interval block that does not intersect any occurrence of σ, then the pair (σ, τ ) has an interval block. Example 2.12. Let σ = 2341 and τ = 162395784. The pair (σ, τ ) has the interval block I = 23 because the occurrences of σ in τ , namely 6784 and 5784, are both disjoint from I.
To compute the Möbius function µ(σ, τ ), one examines the interval [σ, τ ] ⊂ P. For the purposes of this paper, it will be helpful first to examine a slightly different poset, described below. Definition 2.13. Suppose that σ ≤ τ , and that σ is a particular occurrence of σ in τ . Set C := τ \ σ (where "C" stands for "complement"), and mark the letters of τ belonging to σ . Let [ σ , τ ] denote the partially ordered set consisting of permutations formed by deleting arbitrary subsets of letters of C from τ , writing each resulting permutation in standard form and retaining the marks on the letters corresponding to the fixed occurrence σ . A marked permutation ρ ∈ [ σ , τ ] is covered by a marked permutation π ∈ [ σ , τ ] if ρ can be obtained from π by removing an unmarked letter from π, and this defines the partial ordering in [ σ , τ ]. When no confusion will arise, the Möbius function of the interval [ σ , τ ] will be denoted by µ( σ , τ ), that is,
Remark 2.14. Definition 2.13 will be helpful for analyzing the Möbius function of a generic interval [σ, τ ] in P because the Möbius function can be computed as an alternating sum of chains according to length, and in any chain from τ down to σ in P, the final element must be a σ-pattern. Thus one can view this chain as highlighting a particular occurrence of σ in τ and removing the other letters, one by one, as one moves down the chain. Of course, there may be some overcounting of these chains, but in many circumstances this can be handled without too much difficulty, as discussed in Section 5 (see Remark 5.1). One instance in which there can be no overcounting is when σ(τ ) = 1, and hence
If α and β are substrings of a string τ , then α ∪ β will indicate the substring of τ obtained by taking the union of the substrings α and β. For example, if τ = 23541, α = 231 and β = 251, then α ∪ β = β ∪ α = 2351. We will sometimes rewrite such a union in standard form (2341 in this case) to indicate its role as a pattern in τ .
Pairs with interval blocks
Throughout this section, fix σ ∈ S k and τ ∈ S n such that σ ≤ τ in P, and fix an occurrence σ of σ in τ . Proof. Suppose that the pair ( σ , τ ) has an interval block I. The theorem is proved by induction on both |I| and n − k. Note that n − k must be at least |I|, because the block I is disjoint from σ .
First suppose that n−k = |I|. That is, τ = σ ∪I. Then there exists a unique π ∈ [ σ , τ ] covering σ , obtained by deleting all but one letter from I. Thus, π, which is different from σ and τ , is comparable to all elements of [ σ , τ ]. It is well known, and easy to prove, that the existence of such an element in an interval implies that the Möbius function of the interval is 0.
For the remainder of the proof, suppose that n − k > |I|, and inductively assume the result for all interval blocks I ′ with |I ′ | < |I|, and for all σ ′ ∈ S k ′ and τ ′ ∈ S n ′ where ( σ ′ , τ ′ ) has an interval block of size |I| and n ′ − k ′ < n − k.
As in the first part of the proof, let π ∈ [ σ , τ ] be the permutation obtained by deleting all but one letter from I. Because [ σ , π] is a closed interval in [ σ , τ ], the sum of the values of the Möbius function over this interval is zero. Thus
By definition of π, each ρ ∈ S m described in Equation (2) has an interval block of size at most |I|, and m − k < n − k. Thus, by induction, each such µ( σ , ρ) equals 0, which completes the proof.
As discussed earlier, the poset [ σ , τ ] will be a helpful tool for the analysis of intervals in P. In fact, Theorem 3.1 can be translated readily into a statement about intervals in P, as shown in the following theorem. The proof of this result is entirely analogous to that of the previous theorem, and thus is omitted. There are several things to note about Theorem 3.2. First, the result does not hold if there is an interval block in τ that is disjoint from some, but not all, occurrences of σ in τ . For example, let σ = 12 and τ = 3412. The interval block 12 is disjoint from the occurrence σ 1 = 34, but not from the occurrence σ 2 = 12. However, if one considers the
, whereas µ(σ, τ ) = 1. This confirms the result of Theorem 3.1, because the pair ( σ 1 , τ ) has the interval block 12.
The converse of Theorem 3.2 is false. For example, let σ = 1 and τ = 123. The pair (σ, τ ) does not have an interval block, but µ(σ, τ ) = 0. Thus, the property µ(σ, τ ) = 0 cannot be characterized completely by the presence of an interval block.
Intervals describing a fixed occurrence
In Section 3, pairs ( σ , τ ) with interval blocks were analyzed and shown to satisfy µ( σ , τ ) = 0. Moreover, an interval [σ, τ ] ⊂ P where the pair (σ, τ ) has an interval block satisfies µ(σ, τ ) = 0. Now we examine situations where σ ≤ τ in P and there is an occurrence σ such that the pair ( σ , τ ) is interval free. The value of the Möbius function for such a poset has a very simple form, namely, µ( σ , τ ) = (−1) r , where r is the rank of [ σ , τ ]. Nevertheless, the proof of this fact (Theorem 4.14) is technical enough to warrant its own section.
Before getting into these technicalities, we briefly highlight the main points of the argument leading up to Theorem 4.14. The idea of the proof is to start with the boolean algebra on all the letters in the complement C = τ \ σ of the occurrence. We then remove one class of elements from this boolean algebra to reveal a poset isomorphic to the desired poset [ σ , τ ], and remove additional elements to simplify this to a poset, isomorphic to the
The "trick" in this construction is to show that the Möbius function on the interval from σ to τ (which has value ±1 when represented by the boolean algebra [∅, τ \ σ ]) does not change when we remove all of the elements described in the preceding paragraph. This is because we will remove as many elements of odd rank as of even rank from the boolean algebra, which leaves the resulting set [[ σ , τ ]] having as many elements of odd rank as of even rank as well (Lemma 4.6). Finally, assuming the result inductively for all proper subintervals completes the proof (Proposition 4.7).
One collection of elements to be discarded accounts for the possibility of distinct elements in the boolean algebra that actually represent the same element in [ σ , τ ] . This equivalence is due to the fact that they are order isomorphic and have the occurrence σ in the same places. In order to reveal the poset [ σ , τ ], we must remove all but one for each such set of equivalent elements. At this point, the elements that have not been removed from the boolean poset are exactly the elements of [ σ , τ ]. Furthermore, we remove those elements that represent permutations having interval blocks with respect to σ . As discussed in the upcoming Remark 4.2, this does not change the Möbius function of the poset.
Throughout this section we fix σ ∈ S k and τ ∈ S n , with k ≤ n, and an occurrence σ of σ in τ such that the pair ( σ , τ ) is interval free. The main result is Theorem 4.14, that the Möbius function of the interval [ σ , τ ] is (−1) n−k .
A few preliminaries are necessary before discussing the theorem. Moreover, since the proof involves several steps, we have decomposed it into a series of smaller results before actually stating the theorem and completing the proof. A graded poset has the rank property if it has as many elements of even rank as it has of odd rank. We say that such a poset is RP.
Definition 4.4. For any set X, let 2 X be the boolean algebra on X, that is, the set of subsets of X, partially ordered by inclusion.
Example 4.5. If X = ∅, then the boolean algebra 2 X is RP.
The following lemma suggests the relevance of the rank property.
Lemma 4.6. An RP poset P has the following properties.
(a) If X ⊆ P is RP as well, then P \ X is RP.
(b) If P is bounded, with minimal element0 and maximal element1, and if
Proof.
(a) This is trivial. (b) By Equation (1),
where r i is the number of elements of rank i in P . The poset P is RP, so
with one sum going to r rk(P )−1 and the other to r rk(P ) . Thus Equation (3) simplifies to µ(0,1) = (−1) rk(P ) r rk(P ) . Finally, r rk(P ) = 1.
We will show that [[ σ , τ ]] can be obtained from a certain nontrivial boolean algebra B by removing from B a set X that also is RP. Thus, by Lemma Proof. This will be proved by induction on n − k. The theorem is trivial if τ = σ, so assume that n − k > 0. Because the pair ( σ , τ ) is interval free, we have Recall Definition 2.13 of the set C = τ \ σ , the set of values of [1, n] that are not part of the occurrence σ . This set holds the key to the proof: we have fixed the occurrence σ of σ in τ , so elements of [ σ , τ ] differ only in the letters of C. The boolean algebra that we will use in the proof of Theorem 4.14 is 2 C .
Before we present a series of definitions and lemmas, culminating in Theorem 4.14, we point out that examples illustrating the constructions involved in both the proof and some of the definitions in this section are given in Example 4.15.
Any permutation ρ ∈ [ σ , τ ] can be identified with a subset of letters from C, namely the set ρ \ σ ⊆ C. However, there may be distinct subsets S = S ′ of C such that the permutations σ ∪ S and σ ∪ S ′ are order isomorphic, with the occurrence σ in the same places. Of course, two such permutations correspond to the same element of [ σ , τ ]. This is made more formal in the following definition.
Definition 4.8. Let S and S ′ be distinct subsets of C. If σ ∪ S and σ ∪ S ′ are order isomorphic, and if the marked occurrence σ occurs in the same positions in each, then S and S ′ are equivalent, denoted S ∼ S ′ .
The relation ∼ is clearly an equivalence relation on the subsets of C. Although ∼ depends on σ and τ , we suppress this data from the notation, since σ and τ are fixed.
In the ensuing discussion, we will need to refer to a particular representative for each equivalence class. Although such representatives can be picked arbitrarily, we will facilitate the discussion by always choosing the lexicographically least set. To this end, and to highlight some of the major steps in the proof of Theorem 4.14, we state the following definitions and results. Definition 4.9. If S is the representative set for an equivalence class, and S = S ′ with S ∼ S ′ , then we say that S ′ is a duplicate, that S ′ is a duplicate of S and that S ′ duplicates S. Moreover, if ρ ∈ [[ σ , τ ]], then we let S ρ ⊆ C be the representative of all subsets corresponding to ρ. Clearly, knowing S ρ implies knowing ρ. Definition 4.11. Suppose S ⊆ C has at least one interval block. Let I 1 , . . . , I m be the maximal (and thus disjoint) interval blocks of the pair ( σ , σ ∪ S). For each i, let x i be an arbitrarily chosen (but fixed) representative letter of I i , and
Letters in I i other than the representative x i are called duplicate letters (of I i or of x i ).
ThisS is a "trimmed down" version of S in the sense that each interval block in S has been replaced by a single representative letter, and thusS has no interval blocks. Proof. If X ∈ (ß), then X either has an interval block, in which case it belongs to D, or else each of the original interval blocks in S has either been reduced to a single letter in X, or it has been removed completely. Because X / ∈ 2S, there exists at least one I i which has been replaced by a single non-representative letter y i ∈ I ′ i . Thus X duplicates an element of 2S (for each such i, replace y i by x i to obtain the representative element).
The final statement follows immediately from Lemma 4.6.
Given Definition 4.11, we can apply Lemma 4.12 to elements of 2 C that have interval blocks. However, as shown in the following lemma, these actually discover all duplicate elements as well. Proof. We need only show that R is a subset of some S ⊆ C where S contains an interval block and some duplicate (non-representative) letter in R is in this interval block. Because R is a duplicate, it follows that R ⊆S, which would complete the argument. (Likewise for R ′ and S ′ .) If R itself has an interval block, then the claim is trivial. In the remainder of the proof, we assume that R does not have an interval block.
Recall that we are assuming that R ∼ R ′ . If R ∪ R ′ has an interval block, then set S := R ∪ R ′ . Otherwise, we will exhibit an R ′′ such that R ′′ ∼ R ∼ R ′ and such that R ∪ R ′′ has an interval block. It is enough to consider a single corresponding factor in R and R ′ , where that factor in R contains at least one duplicate letter. Suppose that x 1 · · · x ℓ is such a factor in R, and that its corresponding factor in R ′ is y 1 · · · y ℓ (so x i ∼ y i for all i). We will prove the claim by induction on ℓ, with the base case ℓ = 2 given at the conclusion of the argument. The inductive hypothesis enables us to assume that x i = y i for all i, since otherwise we could appeal to induction and solve this by viewing just the smaller case of the prefixes (or suffixes) to x i and y i in these factors.
We have assumed that R (and hence R ′ ) has no interval blocks. Thus, for all i, we have x i ∼ x i+1 (and hence y i ∼ y i+1 ). If x i is adjacent to y i in R ∪ R ′ , then S := R ∪ R ′ is the required set containing an interval block (namely x i y i or y i x i ), so assume otherwise. To satisfy all of these requirements, we must have ℓ ≥ 2. By these conditions, without loss of generality, the order of {x 1 , x 2 , y 1 , y 2 } in R ∪ R ′ is y 1 y 2 · · · x 1 x 2 · · · . This implies that
Let R ′′ := R ∪ {y 1 } \ {x 1 }, implying that R ′′ ∼ R ∼ R ′ . The set S = R ∪ {y 1 } has the interval block y 1 x 1 , accounting for the duplicate R. The factors for R ′ and R ′′ both begin with y 1 , so we need only look at x 2 · · · x ℓ ∼ y 2 · · · y ℓ . By induction, this case is assumed to satisfy the claim. If ℓ = 2, then the argument proceeds as before. The sets S = R ∪ {y 1 } and S ′ = R ′ ∪ {x 2 } have interval blocks y 1 x 1 and y 2 x 2 , respectively, completing the proof.
We now give the main result of this section. As suggested earlier, the details of the proof are somewhat technical, which is why we have laid out several supporting results earlier in this section. Also, many of the constructions used in this section are illustrated subsequently in Example 4.15.
Theorem 4.14. Let σ ∈ S k and τ ∈ S n and let σ be an occurrence of σ in τ . If the pair ( σ , τ ) is interval free then µ( σ , τ ) = (−1) n−k .
Proof. Proposition 4.7 implies that it is enough to show that [[ σ , τ ]] is RP. This will be proved by induction on n − k. The theorem is trivial if τ = σ, so assume that n − k > 0.
The set C of Definition 2.13 is nonempty because n > k, and consequently 2 C is RP. Our goal is to discard subsets from 2 C that correspond to permutations in [ σ , τ ] having interval blocks, and also subsets that are duplicates, leaving only the representative of each equivalence class. (If just the duplicates are discarded, then the resulting poset is [ σ , τ ].)
By discarding all these subsets from 2 C we have "trimmed" it down to a poset isomorphic to [[ σ , τ ] ], and we shall show that the subposet of 2 C thus discarded is RP, which will complete the proof, by Lemma 4.6. Thus it remains to show that D is RP. To summarize, the set D contains the following subsets of C:
• those that correspond to permutations having interval blocks with respect to σ (we may abuse terminology and say that the subset itself has an interval block), and • those that are duplicates.
We will start with the subsets of the first kind, that is, those containing interval blocks. If I is an interval block in the set S ⊆ C, then we will pick a particular (arbitrary) letter of I to be a representative letter for that block, as in Definition 4.11, and consider all other letters of I to be duplicate letters of this representative.
Recall Lemma 4.12, which says that ß ⊆ D whenever S ⊆ C has an interval block. Note that we have not said that D ∩ 2S is empty. However, in the process of discarding elements of D from 2 C , we start with the top rank elements of 2 C and work downwards, considering each relevant set ß as we discover sets S having interval blocks. In this way, elements of D ∩ 2S will be dealt with at a later step in the removal procedure. Moreover, we know from Lemma 4.12 that ß is RP.
There are two remaining steps to the proof. First we must show that any duplicate set R ⊂ C is in some ß where S has an interval block. This implies that all elements in D can be found by looking at elements of 2 C from the top rank downward, and adding ß to D for any S with an interval block that we encounter. This was exactly the result of Lemma 4.13.
The last thing we need to prove is as follows. At this point we know that D is composed of all elements of the form ß for sets S having interval blocks. Each of these sets is RP, but the sets may intersect. Let S 1 , . . . , S k ⊆ C be sets having interval blocks. We need to show that the intersection
is RP. Because ß itself is RP, this will imply that after taking some ß from 2 C , taking what remains of subsequent 2 S ′ \ 2S ′ will still contribute RP sets to D, since any overlap with previously discovered elements will itself be RP. This will complete the proof.
As in the preceding paragraph, let S 1 , . . . , S k be subsets of C having interval blocks. Let S 1 , . . . ,S k be derived from S 1 , . . . , S k as in Definition 4.11.
Suppose that T ∈ (2 S 1 \2S 1 )∩· · ·∩(2 S k \2S k ). To be in 2 S i \2S i , the set T must contain at least one duplicate letter from at least one interval block in S i . The set S 1 has some interval block I, and let x ∈ I be its representative letter. If x is in an interval block of any S i for i > 1, let x be that block's chosen representative as well. Therefore, adding or removing x from T does not affect the existence of duplicate letters in T , from the perspective of any of the sets 2 S j \ 2S j .
Therefore, there is a bijection φ between sets in (2 S 1 \ 2S 1 ) ∩ · · · ∩ (2 S k \ 2S k ) containing x and those not containing x:
The map φ is an involution and |T | − |φ(T )| = ±1, so there are as many elements of odd rank as of even rank in (2
Therefore the intersection of (RP) sets formed in this way is RP, implying that their union is also RP. Therefore, removing the sets ß from 2 C , for every S for which ( σ , σ ∪S) has an interval block, means always removing a subset that is RP from another RP set, which leaves an RP set. This completes the proof of the theorem. Example 4.15. We now illustrate the constructions from the proof of Theorem 4.14 and the definitions and lemmas leading up to it. Let σ = 213 and τ = 142859637, with σ = 859. We have overlined the letters of σ in τ , and we will do that throughout this example. (Note that σ need not consist of adjacent letters as it does in this case.)
• Here C = {1, 4, 2, 6, 3, 7}. The subsets {1, 4, 6} and {1, 2, 6} both correspond to the permutation 125364 in [ σ , τ ], so {1, 4, 6} ∼ {1, 2, 6}.
• Consider ρ = 125364. This ρ is order isomorphic to the following subwords of τ :
128596, 128597, 148596, and 148597. Thus, the subset S ρ is the lexicographically least of the four subsets: {1, 2, 6}, {1, 2, 7}, {1, 4, 6}, {1, 4, 7}. That is, S ρ = {1, 2, 6}.
• The set D of elements to be discarded from 2 C in this example consists of the sets listed below. Note that some sets both correspond to interval blocks and are duplicates, and that D itself contains 18 elements of odd rank and 18 elements of even rank. The results of Theorem 4.14 and Corollary 4.16 may suggest the structure of an Eulerian poset, or perhaps even a boolean algebra. It is natural, then, to characterize exactly which intervals [σ, τ ] in P yield boolean algebras. Definition 4.17. Suppose that σ(τ ) = 1. The pair (σ, τ ) is separated if for all x, y ∈ C with x < y, there exists a j such that either (a) x < σ(j) < y, or (b) τ has one of the forms
Roughly speaking, the pair (σ, τ ) is separated if every pair of distinct letters in τ \ σ is separated either in value or in position by some letter of σ .
Example 4.18. The pair (σ, τ ) = (321, 1357264) is separated. First observe that σ(τ ) = 1, and the unique occurrence is σ = 764. Although both 1, 2 ∈ C and 2, 3 ∈ C, the 7 ∈ σ lies between both the values 1 and 2 and the values 2 and 3 in τ . Proof. As described in Remark 2.14, the only letters that can be deleted from τ in the interval [σ, τ ] are elements of τ \ σ . Suppose that σ ∈ S k and τ ∈ S n . Then the interval [σ, τ ] has rank n − k. It is boolean if and only if the letters of τ \ σ can be removed in any order, always yielding distinct permutations. This will happen if and only if at no point are there letters x and x + 1 adjacent in ρ \ σ for some ρ ∈ [σ, τ ]. This statement is equivalent to the pair (σ, τ ) being separated.
It should be noted that it is possible for [σ, τ ] to be boolean even if σ(τ ) > 1. For example, the intervals [123, 1324] and [12, 3412] are both boolean, even though there is more than one occurrence of the given pattern in each maximal element.
Computing µ when there are multiple occurrences -Open problems
The result of Corollary 4.16 raises the question whether |µ(σ, τ )| is always bounded by σ(τ ). This is not true in general, as demonstrated by the example σ = 231 and τ = 24153, where σ(τ ) = 2 and µ(σ, τ ) = 3. However, we end this section with a conjecture on a class of permutations that might have this property.
Although determination of the Möbius function µ on a generic interval in P may be too much to hope for, we mention here a formula for µ that seems to hold in many cases. This formula has the appealing property of incorporating σ(τ ) into the computation of µ(σ, τ ). We know certain conditions under which this formula coincides with the Möbius function. Since these conditions are fairly complicated, and since the formula seems to hold for many more intervals than are covered by these conditions, we do not attempt to describe the conditions here. Data we have gathered lead us to believe that the formula holds for a large class of intervals, and we leave as an open problem the characterization of these intervals. Such a characterization might allow for the computation of the Möbius function of a significant proportion of intervals in P.
Remark 5.1. For many intervals [σ,τ ], where σ 1 , . . . , σ σ(τ ) are the distinct occurrences of σ in τ , we find that µ(σ, τ ) equals
Note that the initial sum in the above formula is over all occurrences of σ in τ , and each term of that sum is either 0, 1, or −1 by Theorems 3.1 and 4.14. The j-th term in the alternating "tail" in the formula in Remark 5.1 counts the ways to cover all letters in τ with precisely (j + 1) occurrences of σ. As we mention later, this alternating tail vanishes in many cases, leaving just the initial sum to be evaluated.
The key to the formula in Remark 5.1 is the implication of Theorem 4.14: for each occurrence σ in τ where ( σ , τ ) is interval free, there is a unique corresponding maximal chain in P. This correspondence is not one-to-one; for example, there are 10 occurrences of 123 in 12345, but only one chain between these two permutations. However, in some cases, such overcounting can be captured by the alternating portion of the sum in Remark 5.1. The formula in Remark 5.1 can be simplified greatly if τ cannot be covered by occurrences of σ, that is, if there is a letter in τ that appears in no σ-pattern. In this case, the alternating tail following the initial sum vanishes. Additionally, in such a situation, the magnitude of the Möbius function on the interval [σ, τ ] has σ(τ ) as an upper bound, which is a consequence of Theorems 3.2 and 4.14. That is, in such cases we have that µ(σ, τ ) equals
where σ 1 , . . . , σ σ(τ ) are the distinct occurrences of σ in τ . In particular, this implies that |µ(σ, τ )| is at most σ(τ ).
An example of this vanishing tail is given by the interval [132, 25314] , where the 1 in 25314 is not contained in any occurrence of 132. Here the formula in Remark 5.1 gives 2, which coincides with µ(132, 25314). The two occurrences of 132 in 25314, each contributing 1 to the sum in Remark 5.1, are 253 and 254.
Finally, we have gathered data to support the following conjecture. 
