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 Syphilis and gonorrhea rates continue to increase and disproportionately affect vulnerable 
populations despite control efforts.  Increased understanding of transmission dynamics in 
populations that sustain infection is urgently needed to better inform detection, surveillance, and 
control programs.  We conducted spatial, latent class, and network analyses of de-identified and 
geomasked surveillance data from the North Carolina (NC) Division of Public Health to (1) 
evaluate the performance of proposed methods in identifying geographical core areas of syphilis 
and gonorrhea, (2) determine the relationship between syphilis core areas and the locations of 
individuals at high risk of onward transmission, and (3) characterize the relationship between 
social and geographical distances in a socio-sexual network associated with a syphilis outbreak 
in rural NC.  In Aim 1, we used latent class analysis to estimate the sensitivity and specificity of 
four core area identification methods and found that accuracy varied by method and disease.  For 
both gonorrhea and syphilis, the rate rank method combined the best overall accuracy with ease 
of implementation, suggesting it may be appropriate for most public health departments.  In Aim 
2, we used the results of Aim 1 and risk behavior data from disease intervention specialist 
interviews of reported syphilis cases to identify syphilis core areas and assess the probability of 
higher sexual activity among core areas cases compared to non-core area cases.  We observed 
that higher activity cases were as likely to reside in non-core areas as core areas.  While syphilis 
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cases may be disproportionately concentrated in core areas, solely targeting interventions to core 
areas would unlikely lead to elimination due to transmission by high-activity core group 
members residing in non-core areas.  In Aim 3, we found that spatially compact network 
structures depended on a complex interaction of characteristics not apparent at the individual or 
partnership levels.  Despite being part of the same large outbreak, partnerships between similar 
persons formed distinct macro-level structures of varying spatial compactness that require 
different interventions to reduce transmission effectively.  Multiple approaches are needed to 
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CHAPTER 1: SPECIFIC AIMS 
 
1.1 Introduction 
In the United States, rates of sexually transmitted diseases (STDs) are consistently high in 
the South, with 1,844 early syphilis cases and 22,694 gonorrhea cases reported in North Carolina 
alone in 2017 [1,2].  Understanding the regional and local forces driving infection at the 
community level is critical for reducing transmission and enabling public health officials to 
efficiently allocate resources toward areas most affected by disease. 
Effective STD prevention and control programs identify high risk individuals and 
intervene quickly to limit transmission.  The most significant determinants of being at high risk 
for onward STD transmission are being a case and having a high number of sexual partners [3-
5].  While infection is transmitted along partner networks, spatial analyses in urban settings 
demonstrate that STD cases and their partners tend to concentrate in residential core areas, where 
high incidence is found in small, definable geographical areas [6-11].  Given these patterns, 
public health agencies have considered spatially targeting interventions to improve the efficiency 
of control programs.  However, the STD risk environment includes both physical and social 
spaces where partners meet [12].  Whether residential core areas can help identify high-activity 






1.2 Specific Aims and Hypotheses 
We hypothesized that residential location and geographical distance significantly 
influence the sex partner selection of urban and rural STD cases.  Given these important roles, 
we hypothesized that core groups of STD cases at high risk of onward transmission are more 
likely to reside in geographical core areas of high incidence than in non-core areas.  To address 
these hypotheses, we partnered with the Communicable Disease Branch of the North Carolina 
Division of Public Health to perform detailed analyses of routinely-collected surveillance and 
sexual risk behavior data of syphilis and gonorrhea.  Our specific aims were to: 
Aim 1: Evaluate the performance of proposed core area methods in identifying STD core areas. 
Overview:  Multiple spatial and spatiotemporal methods have been used to determine whether a 
particular geographical unit is a core area based on disease incidence.  With no reference 
standard, the sensitivity and specificity of these methods in estimating the prevalence of core 
area units are unknown.  We used latent class analysis and North Carolina syphilis and gonorrhea 
surveillance data to compare the core area identification performance of four statistical methods.  
In latent class analysis, valid estimates of method performance are produced by combining the 
results of multiple methods in a probabilistic, latent variable model. 
Aim 2:  Determine the relationship between geographical core areas of syphilis and the locations 
of core group individuals at high risk of onward transmission. 
Overview:  Core area theory suggests that geographically clustered disease incidence reflects 
high transmission density.  However, whether high-activity core groups responsible for 
sustaining transmission are more likely to reside in core areas than non-core areas is unknown.  
We used state surveillance data and the critical information provided by Aim 1 to identify and 
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interpret syphilis core areas in North Carolina.  We combined these results with DIS interviews 
of sexual risk behaviors among syphilis cases to: 
2.1. Identify and characterize the spatial distribution of syphilis core areas in North Carolina. 
2.2. Determine the prevalence and spatial distribution of individuals at high risk of onward 
transmission. 
2.3. Compare the prevalence of high transmission risk factors among persons who did and did 
not live in core areas. 
Aim 3: Characterize the relationship between social distance and geographical distance in a 
socio-sexual network associated with a syphilis outbreak in rural North Carolina. 
Overview:  The spatial extent of STD network structures depends on the geographical distances 
between both socially close and socially distant partners [14].  From 1998 to 2002, an outbreak 
of syphilis occurred in a largely rural region of southeastern North Carolina [15].  Routine 
contact tracing of newly diagnosed cases by disease intervention specialists (DISs) allowed for 
the construction of a socio-sexual network linking cases with their social and sexual contacts.  
We geocoded the network, described the spatial distribution using socio-spatial analyses, and 
examined the effects of individual and dyad characteristics to identify factors associated with 








CHAPTER 2: BACKGROUND 
 
2.1 Introduction 
Syphilis and gonorrhea are bacterial STDs that cause substantial morbidity, have serious 
complications if left untreated, and facilitate transmission of human immunodeficiency virus 
(HIV) [16].  Despite control efforts, incidence of syphilis and gonorrhea continues to persist in 
the United States and to disproportionately affect vulnerable populations. 
2.2 Natural History 
 Syphilis is a multi-staged disease caused by the bacterium Treponema pallidum and is 
classified into three clinical categories: primary, secondary, and latent (differentiated between 
early and late infection) [17,18].  Primary syphilis symptoms generally appear approximately 3 
weeks after initial infection and are characterized by genital ulcerative lesions.  Left untreated, 
primary lesions may heal spontaneously, but symptoms of secondary infection may develop 
approximately 4 to 6 weeks after initial exposure.  Secondary syphilis is characterized by a 
secondary eruption of lesions and palmar or plantar rashes, which, left untreated, may 
spontaneously resolve within 1 to 2 months of onset but results in latent infection.  Latent 
syphilis can be serologically differentiated into early latent (infection duration < 1 year) or late 
latent (infection duration > 1 year).  Serious complications of untreated syphilis include 
neurosyphilis and, in pregnant women, congenital syphilis in which transplacental infection of 
the fetus may result in stillbirth, preterm delivery, or other sequelae.  Current treatment of 
syphilis is a single dose of long-acting penicillin [18]. 
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 Gonorrhea is caused by the bacterium Neisseria gonorrhoeae, with symptoms appearing 
approximately 2 to 7 days after initial exposure [18].  Gonorrhea differs in course, severity, and 
ease of recognition between men and women.  Men with gonorrhea commonly develop 
urethritis, characterized by discharge or painful urination, but may be asymptomatic up to several 
weeks after infection [17].  Women with gonorrhea may experience cervicitis, urethritis, or, if 
untreated, may develop pelvic inflammatory disease leading to infertility.  Already resistant to 
sulfanilamides, penicillins, tetracyclines, and fluoroquinolones, N. gonorrhoeae treatment 
options recommended by the Centers for Disease Control and Prevention (CDC) are limited to 
dual therapy with ceftriaxone (a cephalosporin) and azithromycin [19-22].  However, 
cephalosporin treatment failures have now been documented in North America, signaling the 
emergence of multi-drug resistant N. gonorrhoeae without any well-studied, effective treatment 
options [21]. 
2.3 Disease Trends 
 After reaching historic lows in the 2000s, reported case rates of both syphilis and 
gonorrhea have increased almost every year since, particularly in vulnerable populations defined 
by age, sex, race/ethnicity, sexual behavior, and geography. 
2.3.1 National 
 In 2000, the national rate of primary and secondary (P&S) syphilis reached its lowest 
value since reporting began in 1941.  Declining rates in the 1990s led the CDC to launch the 
National Campaign to Eliminate Syphilis (SEP) in 1999, which aimed to increase the number of 
syphilis-free counties to 90% and reduce the national P&S syphilis case rate to less than 0.4 per 
100,000 population [23].  However, despite intensified control efforts, the number of reported 
P&S syphilis cases has increased nearly every year since 2000, reaching 30,644 reported cases in 
6 
 
2017 and a rate of 9.5 per 100,000 population [1].  Syphilis is highest in young, sexually active 
populations, with persons aged 15-44 years accounting for 80% of P&S syphilis cases in 2017.   
Men account for the vast majority (88%) of P&S syphilis cases.  However, during 2013-2017, 
the P&S syphilis rate among women increased 156%, paralleled by increases in the rate of 
congenital syphilis among live births.  By race/ethnicity, the P&S syphilis rate is consistently 
highest among Blacks, which was more than 2 times the rates among American Indians/Alaska 
Natives and Hispanics, and 4.5 times the rate among Whites in 2017.  Across race/ethnicity 
groups, the majority of P&S syphilis cases occur among gay, bisexual, and other men who have 
sex with men, accounting for 58% of reported cases.  Geographically, the highest rates of P&S 
syphilis in 2017 were in the West and the South (13.2 and 9.7 cases per 100,000 population, 
respectively) [1]. 
 Gonorrhea is the second most commonly reported notifiable disease in the United States, 
with a total of 555,608 cases reported in 2017 [1].  National gonorrhea case rates reached a 
historic low in 2009 with a reported 98.1 cases per 100,000 population, but have since increased 
to 171.9 cases per 100,000 population in 2017.  Similar to syphilis, gonorrhea is highest in young 
populations, with persons aged 15-44 years accounting for 92% of reported cases.  While the 
2017 gonorrhea rate among men was higher than the rate among women, the differential by sex 
is lower for gonorrhea than for syphilis.  However, the differential by race/ethnicity is greater, 
with gonorrhea rates consistently highest among Blacks at values 1.8 times that of American 
Indians/Alaska Natives, 4.8 times that of Hispanics, and 8.3 times the rate among Whites.  
Gonorrhea rates are also consistently highest in the South, which had a reported 2017 rate of 
194.0 cases per 100,000 population [1].  National gonorrhea rates among men who have sex with 
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men cannot be assessed as most jurisdictions do not routinely report sexual behavior data for 
gonorrhea cases. 
2.3.2 North Carolina 
 While STD rates in the South are among the highest in the nation, syphilis and gonorrhea 
rates in North Carolina are above average among states in the South [2,24-28].  After reaching a 
low in 2003, the early syphilis (primary, secondary, and early latent) rate in North Carolina has 
followed an upward trend, reaching 17.9 cases per 100,000 population from a reported 1,844 
cases diagnosed in 2017 [2].  Persons aged 15-44 years accounted for 81% of early syphilis 
cases, and 87% of diagnosed cases were male.  The rate of early syphilis is consistently highest 
among Blacks, which was more than 3 times the rates among American Indians/Alaska Natives 
and Hispanics, and 6.2 times the rate among Whites in 2017 [2]. 
 Gonorrhea rates in North Carolina have increased in recent years, rising to a rate of 220.9 
per 100,000 population from 22,694 cases diagnosed in 2017 [2].  Of these reported cases, 93% 
were persons aged 15-44 years and 51% were male.  Despite declines in the 2000s, the majority 
of gonorrhea cases in North Carolina have consistently been among Blacks, with a 2017 rate that 
was 1.6, 7.2, and 9.3 times the rates among American Indians/Alaska Natives, Hispanics, and 
Whites, respectively [2]. 
2.4 Transmission Dynamics 
 Transmission of a purely sexually transmitted disease will only occur between sexually 
active individuals [5].  However, an individual’s risk of acquiring an STD depends not only upon 
their own sexual behavior, but also on the behavior of their partner(s) and those partner(s)’ 
partners, and so on [29].  STD transmission risk should thus be considered in terms of 
populations, not just individuals. 
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 A general conceptual framework for describing the temporal spread of infection in a 
population at risk is one of “phases” [29,30].  Under this taxonomy, phase I describes an early 
growth period when invasion of the pathogen into a completely susceptible population occurs, 
followed by a hyper-endemic period (phase II) during which infection spreads more slowly in the 
absence of controls due to depletion of the susceptible population.  Once controls are in place 
and start to have an effect, a period of decline (phase III) occurs, followed by an endemic period 
(phase IV) during which transmission is in a steady-state with controls in place.  The final phase 
of infection, phase V, is when elimination (local removal of an infection), but not necessarily 
eradication (global elimination of infection), is possible [30].  For STDs, the general pattern in 
at-risk populations has been a monotonic increase or a peak in disease incidence, followed by a 
decline to a steady state.  Describing these epidemics in terms of phases aids in the identification 
of population characteristics affecting disease spread and the determination of phase-appropriate 
interventions. 
 Further insight into the roles different risk factors play in STD transmission can be 
achieved through mathematical modeling of epidemic phases, which enable comparison of the 
observed outcome with a model-derived counterfactual.  A fundamental parameter of 
mathematical models is the basic reproduction number, R0, defined as the average number of 
transmission events occurring from an infected individual when an infection enters an entirely 
susceptible population [29,30].  The higher the value that R0 is, the greater the number of 
transmission events per infected individual and the greater likelihood of an epidemic occurring.  
In STD modeling, the basic reproduction number is the product of the average duration of 
infection of the infected individual and the rate of transmission to others during the infected 
period, such that R0 = βcD, where β is the probability of transmission per sexual partnership, c is 
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the sexual partner change rate, and D is the duration of infectivity [5,9,29].  The value of R0 
differs between STDs due to differences in the natural history of infection and between 
populations due to differences in sexual risk behaviors. 
2.4.1 Biological Factors 
 Key biological differences between STDs that affect how each disease spreads include 
duration of infectiousness, transmission probability, and existence of acquired immunity [30].  
Persistence of an STD in a population requires sustained transmission from person to person.  
STDs with a short duration of infection require a high transmission probability per contact in 
order to maintain the chain of transmission.  Conversely, STDs with a low transmission 
probability per contact require a long duration of infection to persist.  Infections with a high 
transmission probability and long duration fail to persist due to depletion of the susceptible 
population, while those with low transmission probability and short duration fail to persist due to 
quick termination of the transmission chain.  Thus, a tradeoff exists between transmission 
probability and duration of infection, and STDs can be grouped as either high transmission 
probability/short duration or low transmission probability/long duration [30]. 
The degree to which an infection causes acquired immunity upon recovery affects the 
rate at which susceptible individuals are resupplied to the population after infection.  An 
infection that induces lifetime immunity upon recovery will fail to persist without new persons 
due to depletion of the susceptible population.  In contrast, an infection with no acquired 
immunity immediately resupplies the susceptible population with recovered individuals who can 
be re-infected. 
 Compared with other STDs such as herpes and HIV, early syphilis and gonorrhea are 
short-term curable infections with correspondingly high transmission probabilities [5,29,30].  
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The transmission probability of syphilis is estimated at around 0.60 per partnership [31].  For 
gonorrhea, the probability of transmission per sex act is high, and studies suggest that the 
transmission probability per partnership through intercourse from men to women ranges from 0.5 
to 0.9, whereas that from women to men ranges from 0.6 to 0.8 [30,32].  No immunity is 
acquired following gonococcal infection.  While partial immunity has been observed with 
syphilis, whether this short-term immunity has a detectable effect on disease trends is subject to 
debate [33,34]. 
2.4.2 Risk Behavior 
 Hethcote and Yorke demonstrated that when plausible parameter values based on 
pathogen-specific biology and a population average for the rate of sexual partner change are used 
in mathematical models of gonorrhea transmission, these models fail to predict disease spread 
[35].  What these models ignore is the significant heterogeneity in human sexual behavior within 
and between different populations [5,35].  In surveys of general populations and STD clinic 
attendees, most people report relatively few numbers of sexual partners (≤ 2), but a small 
proportion of the population report much higher numbers [5,36].  In order to persist in 
populations, STDs require sufficient levels of sexual activity among connected persons to form 
pathways along which infection can propagate [3].  The average rate of sexual partner change is 
too low for most STDs to persist if the entire population exhibited average behavior, especially 
for STDs with short durations of infectivity [29].  Models can take heterogeneity of sexual 
activity into account by splitting the population into a low-activity group and a smaller high-
activity group, keeping the average partner change rate constant.  In these models, the high-
activity group generates significantly higher proportions of sexual partnerships and new 
infections, which allow gonorrhea to invade and persist in the population [5]. 
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 Recognition of the important role small, high-activity groups play in STD transmission 
led to the theory of ‘core groups.’  In general, core groups are small proportions of persons with 
an STD who are frequently infected with and transmit the disease, and who sustain the endemic 
and epidemic transmission of the STD [37-39].  As infection spreads from the core group to the 
general population, persons outside the core group can become infected, but the chains of 
transmission outside the core group are too inefficient to be maintained [29].  Sustaining person-
to-person transmission requires a core group of high-activity members who tend to select other 
high-activity members as sexual partners.  Mathematically, differential disease transmission 
between distinct subgroups of the population leads to a reproduction number R0 > 1 within the 
core group and a reproduction number R0 < 1 in non-core groups [38,40,41].  However, core 
group theory is only useful in controlling the spread of STDs if members of the core group can 
be identified and targeted for intervention, which has proven extremely difficult [3,40].  One 
reason for this difficulty is that individuals cannot be easily characterized using the mathematical 
definition of high or low sexual activity, and collecting such information is both challenging and 
costly, especially for more prevalent diseases like gonorrhea.  To facilitate identification of 
possible core group members, surrogate definitions of the core group have been proposed, which 
are less accurate but more easily ascertained [40]. 
The first published reference of the term ‘core group’ was in 1978 by Yorke et al., who 
defined core group in the context of gonorrhea as population groups with prevalences so high 
(20% or more) that infectious individuals often have sexual contacts with individuals who are 
already infected, thereby limiting or ‘pre-empting’ subsequent infections [41,42].  These high 
prevalence core groups could be characterized by a variety of factors, including sex, age, race, 
sexual practices, number of sex partners, or repeat infections [42].  In 1996, Thomas and Tucker 
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categorized efforts to identify core groups into mathematical, clinical-epidemiologic, and socio-
cultural perspectives [38].  Models from the mathematical perspective highlight the theoretical 
importance of a subgroup of individuals who transmit disease to more than one person but do not 
indicate how to identify people in this group.  The aim of literature from the clinical-
epidemiologic (focused on infected individuals who have been diagnosed with disease) and 
socio-cultural (individuals who may or may not be infected but belong to groups with high risk 
behaviors) perspectives is to move from theory to practice and identify high risk groups that can 
be reached with an intervention [38].  The characteristics of these clinical-epidemiologic and 
socio-cultural core groups generally fall into 3 non-mutually exclusive categories: networks, risk 
behaviors/demographics, and geographical location. 
2.5 Networks 
 STDs spread in a population through a network of sexual contacts between individuals 
[29].  Analysis of these networks focuses on the study of ties between contacts and how the 
structure and quality of these ties affect group dynamics, with the goal of identifying individual 
and network characteristics that facilitate transmission [4].  While sexual network analysis has 
the potential to identify core groups who sustain transmission and could be targeted for 
interventions, the collection and analysis of network data involve a large step up in complexity 
over the analysis of individuals or population groups due to the sexual partnership, rather than 
the individual, being the primary sampling unit [29]. 
 Network analysis is composed of two phases: interviews to identify ties between 
individuals and subsequent structural analysis [43].  A commonly used method for collecting 
sexual network data from individuals is contact tracing or partner notification, through which an 
individual is asked about persons with whom the interviewee has had sexual contact and about 
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behaviors engaged with these contacts [43,44].  These contacts, their contacts, and so on, are 
subsequently interviewed to identify ties and establish the overall sexual network of how 
individuals relate to one another, some of whom may or may not have an STD.  When certain 
members of the sexual network, such as the initial interviewee, are known to be infected and 
transmitting an STD, the result is a transmission and infection network, though direction of 
transmission may be challenging to determine due to possible asymptomatic infection [44].  A 
further subset of the transmission and infection network is a disease network, in which all 
members are known to have symptoms or diagnoses of an STD. 
 Data from network interviews are often depicted as a graph, in which individuals are 
represented by nodes and sexual ties between two individuals are represented by links (Figure 
2.1).  Linked nodes form subgraphs called components.  The network graph may contain 
multiple unlinked components, as well as unlinked singleton nodes [4].  Analysis of this network 
structure and characteristics of the linkages among network members can help identify 
individuals and core groups important in sustaining disease transmission. 
2.5.1 Network Characteristics 
 Metrics used to characterize the overall structure of a network include density, size and 
type of network components, and size and type of substructural units.  Network density is defined 
as the proportion of actual ties to the total number of all possible ties between nodes and 
provides an assessment of overall network connectedness [4].  Networks may also be 
characterized by the number, size, and shape of components, which can broadly be grouped into 
two distinct types: “radial” components consisting of a highly central individual connected to 
numerous other individuals with fewer ties, and “linear” components in which all members have 
few ties (Figure 2.1) [45].  Within components, the size and number of microstructural units, 
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such as k-cores, describe the cohesiveness of subgroups among whom there are more direct or 
more frequent ties, and thus more potential transmission routes, than between other subgroups in 
the same network [46].  A k-core is a set of individuals connected to at least k other individuals 
to form a closed loop [4].  For example, in a 3-core, each member is connected to at least 3 other 
members, forming a dense microstructural unit (Figure 2.1).  The effects of increasing network 
connectivity on transmission risk are nonlinear.  For example, in a sexual network component 
with no infected members, there is no transmission risk.  However, as additional links form and 
the component size increases, the risk of an STD entering and being transmitted in the 
component increases [29]. 
 
Figure 2.1.  Graph representation of network components.  Nodes A and B represent 
two linked individuals.  The shape of the component with node C is radial, whereas the 




 Characteristics of individuals in a network may also provide insight into STD 
transmission potential [4].  Measures that describe the position and prominence of individual 
15 
 
nodes in the network include degree centrality, betweenness centrality, and information 
centrality [4,46,47].  The most straight-forward individual level assessment is degree centrality, 
or node degree, defined as the total number of direct ties that a node has to other nodes [4].  In a 
sexual network, an individual’s degree centrality is the total number of sexual partners either 
named by or who named the individual.  Betweenness centrality describes the extent to which an 
individual acts as a conduit between others in the network and is defined as the frequency with 
which an individual falls on the shortest path between other network pairs [32,46,47].  
Information centrality considers all connections for an individual and is defined as a weighted 
mean of the shortest distance between a node and every other node in the network, where each 
path connecting a node to another node is weighted by the distance of the path [3,46,47].  These 
centrality measures have the potential to identify individuals who play an important role in STD 
transmission.  For example, nodes with a degree centrality of five or more, representing 
individuals with five or more partners in a sexual network, have been identified as high-activity 
“core transmitters” who sustain transmission [43].  Meanwhile, nodes with a high betweenness 
or information centrality may represent “cut points” that keep a network connected, but, if 
removed, would break up the graph into smaller disconnected components [4]. 
 In addition to network topology and individual characteristics, the qualities and 
characteristics of the linkages between individuals may be used to identify high-risk networks 
[4].  Two important characteristics of sexual partnerships are mixing and concurrency.  Sexual 
mixing describes the types of contact patterns between risk groups, such as age or race/ethnicity, 
in the network and can be classified as assortative, dissortative, or random [4,44].  Assortative 
(like with like) mixing occurs when partnerships form between individuals of the same risk 
group, dissortative mixing (like with unlike) occurs when individuals in different risk groups 
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form partnerships, while random mixing occurs when contact patterns are independent of risk 
groups and form in proportion to the number of people in each risk category [4].  For example, 
partnerships among individuals with few partners indicate assortative mixing by node degree and 
result in a linear component shape, whereas a radial component shape is formed by dissortative 
mixing by node degree in which partnerships occur between high- and low-activity individuals.  
The degree of mixing determines the extent to which disease transmission is contained within or 
disseminated between risk groups [4].  Another characteristic of partnerships in sexual networks 
is concurrency, defined as having more than one sexual partner during a specified time period 
with the presumption that partnerships are alternated [48].  While concurrency may indicate 
higher levels of sexual activity, the degree to which it affects disease transmission depends upon 
such factors as the number of concurrent partners, pathogen-specific transmission probability, 
and duration of infection [4,29,30]. 
2.5.2 Network Epidemiology 
 Network characteristics that facilitate disease transmission can vary considerably by 
pathogen [4,29,30,44].  Within identical sexual networks, the epidemiology of specific STD 
disease networks may differ due to the biology and natural history of the infection [4].  Early 
syphilis and gonorrhea are relatively short duration infections with high transmission 
probabilities compared with other STDs but differ by specific characteristics, such as incubation 
period.  The incubation period for gonorrhea is between 1 and 14 days, whereas the incubation 
period for syphilis is up to 3 months for primary, 6 months for secondary, and 1 year for early 
latent syphilis [15,18,48].  Epidemiologic studies of STD networks provide evidence to suggest 
that the network, individual, and partnership characteristics facilitating the spread of syphilis and 
gonorrhea are similar but not identical. 
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 Network analyses of syphilis outbreaks occurring in Atlanta [47], Louisiana [43], North 
Carolina [15], and four southern cities (Baton Rouge, Jackson, Columbia, and Houston) [48] in 
the late 1990s all found disease networks with high density driven by a small group of highly 
active individuals.  These individuals and their partners formed radial shapes with linear 
branches of less active individuals, which contributed to overall dendritic, or treelike, 
components [15].  Correspondingly, all networks included a small group of individuals with high 
degree centrality.  Microstructures, such as 3-cores, were found within components of a few 
studies [15,47].  Partnership characteristics associated with syphilis transmission included 
dissortative mixing by node degree [43] and concurrency of partners [47,48]. 
 Due to higher prevalence and cost, few studies of gonorrhea networks have been 
conducted.  Among these are analyses of gonorrhea cases in Manitoba [45] and Alberta [46], 
Canada, in the late 1990s.  Sexual network analyses of gonorrhea cases in Manitoba identified 
linear components as an important reservoir for gonorrhea maintenance and spread [45].  Similar 
network structures were found in the Alberta outbreak as network density decreased while 
measures of degree centrality and betweenness centrality increased with increasing component 
size, indicating the presence of few individuals with high degree centrality connected to many 
individuals with few partners.  Analysis of gonorrhea data from the United Kingdom suggests 
that sustaining transmission requires multiple partners, either concurrent or in sequence, within a 
short amount of time [29]. 
 While the empirical network analyses available indicate that maintaining gonorrhea 
transmission requires fewer sexual connections and lower network density than that for syphilis, 
mathematical network models suggest that, like syphilis, onward gonorrhea transmission 
depends upon the behavior of a small group of individuals with high degree centrality [3,32,44].  
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In network modeling of gonorrhea transmission, network characteristics identified as most 
significant varied depending on whether disease acquisition or disease transmission was 
assessed.  In assessing the risk of acquiring infection, both individual degree centrality and local 
network structure, such as betweenness, were significant as disease acquisition depended upon 
both individual behavior and the behavior of one’s partners [3].  For onward disease 
transmission, individual behavior played the most important role, with individual degree 
centrality and partnership concurrency identified as the most significant network characteristics 
affecting transmission [3].  While a higher number of partners and node degree increased 
transmission risk, network models also found that overall prevalence increased as sexual mixing 
between high- and low-activity individuals increased and became more dissortative by node 
degree [4,32].  For both gonorrhea and syphilis, transmission depends not only on individuals 
who are infected, but on individuals who are infected and have many partners [3]. 
2.5.3 Limitations 
 While sexual network analysis provides insight into the behavior and network structure of 
core groups sustaining STD transmission, the cost and complexity of collecting network data 
exposes these studies to specific biases that may limit the validity of results.  In particular, 
network data may be subject to incomplete-network bias when sexual contacts are unknown or 
cannot be traced, thereby terminating the sampling process [3,4].  Even if only one link is 
affected, missing data can dramatically affect network structure.  For example, a node that, with 
complete data, connected two separate components would appear only on the edge of one 
component if one of the partnerships could not be traced [3].  Missing data may also result from 
recall bias when individuals interviewed forget or refuse to disclose recent partners.  Study 
validity would be affected if the characteristics of these unidentified partners differed 
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significantly from those included.  While individuals with higher numbers of sex partners tend to 
also forget the most, evaluations of network data completeness from contact tracing found that 
the number of partners forgotten was moderately correlated with the number reported, and sex 
partners remembered did not differ significantly from those forgotten [44,46].  Despite the 
potential for bias, network analysis of contact tracing data may still highlight characteristics that 
facilitate the spread of infection. 
2.6 Risk Behavior and Demographic Core Groups 
 When Yorke et al. first introduced the term ‘core group,’ they posited that when core 
groups are defined as population subgroups with disease prevalence of 20% or more, the average 
person in the core group must have the disease more than 20% of the time or at least once a year 
[42].  Therefore, members of the core could be clinically identified as those experiencing repeat 
gonococcal infections.  While Yorke et al. suggested that gonorrhea repeaters could be a subset 
of the core group, subsequent studies focused on the idea of STD repeaters and other populations 
with behaviors associated with multiple infections as being core groups themselves [38,41].  For 
example, female sex workers (FSW) and other persons who exchange sex for reimbursement 
have been referred to as a core group since shortly after the term was introduced [38].  
Additional population groups with members who engage in high-risk behavior and which have 
been referred to as core groups include men who have sex with men, intravenous drug users 
(IDU), and the partners of sex workers, including military personnel, migrant workers, and long-
distance truck drivers [13,38,44]. 
 Of particular importance in identifying core groups is recognition that high-risk sexual 
behavior alone does not indicate high STD transmission risk [39,49].  In the absence of infection, 
having many sexual partners has no effect on the risk of STD transmission.  Instead, the 
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transmission risk associated with any particular behavior depends on the STD prevalence within 
the population group [39].  For example, the risk of transmission for high-activity individuals 
increases as disease prevalence in the population increases.  National surveillance data have 
consistently identified high rates of both syphilis and gonorrhea among men, among Blacks, and 
among young adults (see Chapter 2.3.1), leading to the identification of these demographic 
groups as potential surrogates for the core group.  Research on disparities in disease rates and 
sexual behavior between demographic groups have suggested additional socioeconomic factors 
that may help identify core groups, including poverty, low education levels, and high rates of 
incarceration [23,49]. 
2.6.1 Limitations 
 While identifying core group members by behavioral or demographic characteristics is 
more straight-forward than by pathogen-specific transmission risk, over-simplification of core 
group definitions using these characteristics may lead to misclassification error and limit the 
efficacy of targeted interventions.  For example, the translation of Yorke et al.’s suggestion of 
gonorrhea repeaters as members of the core into repeaters being, themselves, a core group 
misclassifies high risk non-repeaters as non-core members and minimizes their impact on disease 
transmission.  The core group in this situation may be too narrowly defined, which results in low 
sensitivity.  Overly broad definitions of core groups may also result in misclassification error 
and, in this situation, low specificity, especially when transmission risk is highly concentrated 
within the identified population group [49].  For example, even though most syphilis cases occur 
among men, an intervention aimed at reducing sexual activity among all men would be 
inefficient as the majority of men report few partners [5,37,49]. 
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 Behavioral and demographic definitions of core groups may also result in 
misclassification error because individual membership is time-varying and scale-dependent.  
Sexual behavior surveys in the United States and other countries have demonstrated a high 
degree of variability in sexual behavior by age and that sexual activity declines with age 
[29,40,49].  The age-dependency of individual high-risk behavior within populations and 
resulting turnover in core group membership over time may be lost when time-constant 
variables, such as race/ethnicity or sexual orientation, are alone used to define core groups.  
Furthermore, defining core groups based on high STD prevalence depends upon the study area 
over which the data are collected.  For example, national surveillance data are aggregate 
measures and may describe overall disease distributions but mask local variability [50].  STD 
prevalence depends on transmission dynamics in the underlying population, which varies by 
study area and scale.  
2.7 Geographical Core Areas 
 In 1983, Rothenberg extended the core group concept to populations defined by 
geographical location [6].  He mapped reported cases of gonorrhea by residential location in 
upstate New York and found that census tracts with the highest number of cases formed a tight, 
contiguous spatial cluster, producing high rates of infection in small, definable geographical 
areas [6].  Using contact tracing data, Rothenberg also observed that individuals tended to form 
sexual partnerships with others from the same census tract grouping, leading to the hypothesis 
that disease transmission within ‘core areas’ of high incidence is driven by core groups of 
effective transmitters.  This geographically-concentrated, high-density transmission results in 
persistent infection (R0 > 1) within core areas, which serve as a reservoir for spreading disease to 
non-core areas where R0 < 1 [9].  Correspondingly, targeting core areas for interventions would 
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not only reduce local incidence, but also limit disease spread to surrounding communities and 
have a population-wide impact. 
 Spatial analyses of STDs since Rothenberg have provided further evidence of syphilis 
and gonorrhea clustering within geographically defined local areas and identified multi-level 
factors that contribute to spatially concentrated disease transmission.  For example, studies of the 
spatial distributions of STDs across census tracts in King County, Washington [51], postal areas 
in New South Wales, Australia [52], and counties in the United States [53], all found significant 
heterogeneity, with syphilis and gonorrhea more spatially concentrated than other STDs, such as 
chlamydia and genital herpes.  Proposed determinants of spatially concentrated infection include 
the observation that STD patients and their partners tend to live close to one another, with 
smaller distances between sexual partners residing in core areas compared with those residing in 
non-core areas [8,11].  Partnerships also tend to form among people with similar characteristics, 
such as age, race/ethnicity, socioeconomic status, and religion, while groups defined by these 
attributes tend to cluster in certain neighborhoods [44,54].  Assortative mixing in spatially 
concentrated sexual networks may help sustain disease transmission within core areas.  
Geographical disease concentration may also be influenced by structural features of the 
environment, such as access to health care, poverty, incarceration rates, and alcohol and drug 
marketing [15,54-56].  Identifying core areas may help provide further insight into the individual 
and neighborhood-level factors driving STD transmission. 
2.7.1 Limitations 
 While the potential of core areas to help identify core groups of STD transmission has 
been recognized since Rothenberg, multiple methods have been proposed with little consensus 
on how core areas should be defined.  Of 19 syphilis and gonorrhea spatial studies, core areas 
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were defined by five studies using a rank order of cases, six studies using a rank order of rates, 
five studies using a spatial or spatiotemporal scan statistic, two studies using a Moran’s I 
indicator of spatial autocorrelation, and two studies using other methods (Table 2.1).  The one 
study by Bernstein et al. that examined areas using a rank order of both cases and rates found 
that these definitions agreed well for the urban population of Baltimore City [10].  With no 
reference standard, the sensitivity and specificity of proposed methods in estimating the 
prevalence of core areas are unknown. 
 The relationship between core areas and high-activity core groups also remains unclear.  
Whether high transmission density is spatially concentrated within core areas depends on the 
network configuration of sexual partnerships in the local population.  As illustrated in Figure 2.2, 
transmission risk in core areas can be highly variable.  In this hypothetical example of a study 
area divided into four regions of equal population sizes, one region with an incidence rate more 
than six times that of all other regions is identified as a core area (Figure 2.2A).  Mapping 
individual case locations indicates spatial clustering of cases within the core area (Figure 2.2B).  
However, while high-activity individuals are required for infection to persist, high-activity 
individuals are not required for infection to concentrate in core areas.  Realizations of the 
network structure between individuals demonstrate that the same spatial distribution of cases can 
be generated by any combination of core area:sexual activity designation (Figure 2.2C to 2.2F).  
Figure 2.2C illustrates an underlying assumption of core area theory in which the proportion of 
high-activity individuals inside the core area (1/4) is greater than the proportion of high-activity 
individuals in the non-core area (0/4).  In this scenario, prevention programs aimed at core areas 
are more efficient at targeting high-activity individuals than programs aimed at the general 
population.  However, the same spatial distribution of cases may be realized by scenarios in 
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which the proportions of high-activity individuals inside the core area are the same as in the non-
core area (Figure 2.2D and 2.2F) or in which the proportion is less in the core area than in the 
non-core area (Figure 2.2E).  In these situations, spatially-targeted programs would have the 
same or lower efficiency at targeting high-activity individuals than non-targeted programs.  
Actual networks may be further complicated by mixing between areas, individual demographics, 
and neighborhood characteristics.  Spatially-targeted interventions in core areas may efficiently 
reduce transmission only if high-activity core groups are more likely to be found in core areas 









Table 2.1. Methods and definitions applied to geographical core areas of syphilis or gonorrhea (listed by method, 1983 to 2018). 
 
 
Method (Definition of core area) Core Area Definition Time Period Scale Study Area; Publication Year 
Rank order of cases 50% of cases 6 years cumulative Census tract Upstate New York; 1983 [6] 
Rank order of cases 50% of cases Annual Census tract Colorado Springs, CO; 1990 [57] 
Rank order of cases 50% of cases 5 years cumulative ZIP code Dade County, FL; 1995 [58] 
Rank order of cases 50% of cases Annual Census tract Upstate New York; 1999 [59] 
Rank order of cases Highest quintile Annual Census tract Baltimore, MD; 2004 [10] 
Rank order of rates Penicillin resistant gonorrhea>30% Annual ZIP code Dade County, FL; 1988 [60] 
Rank order of rates Highest quartile Annual Census tract Baltimore, MD; 1998 [9] 
Rank order of rates Qualitative break point Annual Postal area Winnipeg, Canada; 1998 [61] 
Rank order of rates Highest quintile Annual Census tract Baltimore, MD; 2004 [10] 
Rank order of rates Highest quartile 4.5 years cumulative Census tract Calgary, Canada; 2008 [62] 
Rank order of rates > 1.2 times country average 6 months for 2 years 
Middle-layer Super 
Output Area 
England; 2018 [63] 
Spatial scan statistic Rate cluster 6 years cumulative Census block group Baltimore, MD; 2005 [64] 
Spatial scan statistic Rate cluster Annual for 5 years Census tract England; 2016 [65] 
Spatiotemporal scan statistic Rate cluster ≥ 5 years Annual Census tract San Francisco, CA; 2011 [66] 
Spatiotemporal scan statistic Rate cluster ≥ 5 years Quarter Census tract North Carolina; 2013 [67] 
Spatiotemporal scan statistic Rate cluster ≥ 5 years Quarter Census tract Toronto, Canada; 2014 [68] 
Global Moran's I Case cluster Annual Town Connecticut; 2007 [69] 
Local Moran's I Rate cluster Annual 
Administrative 
neighborhood 
Shenzhen, China; 2012 [70] 
Bayesian mixed-effects Poisson 
regression 
Rate cluster 2 years cumulative 
Middle-layer Super 
Output Area 
London, UK; 2014 [71] 







Figure 2.2. Example of (A) a core area designation based on observed incidence rates, (B) the 
spatial distribution of individual cases, and core area:sexual activity designations of (C) 
core:high, non-core:low, (D) core:low, non-core:low, (E) core:low, non-core:high, and (F) 
core:high, non-core:high.  The high incidence core area is shaded grey.  Circles represent 
individual cases, with lines indicating partnerships between cases.  High-activity cases are 
















CHAPTER 3: METHODS 
 
3.1. Study Design and Population 
 In North Carolina (NC), healthcare providers and laboratories are required to report cases 
of gonorrhea or syphilis to local health authorities (providers) and positive lab test results to the 
joint county/state surveillance system (laboratories) [67,73].  A communicable disease card is 
electronically completed for each diagnosed case, which includes limited diagnostic and 
residential information, such as report date, stage of infection for syphilis, and residential 
address.  With measures to protect patient confidentiality, these data are compiled as part of the 
NC Electronic Disease Surveillance System (NC EDSS), which aids state and local public health 
departments with surveillance and disease control activities. 
We conducted a secondary analysis of STD surveillance and contact tracing data 
collected and entered by the NC Division of Public Health (NC DPH).  Specific data sources 
included: (1) NC EDSS and (2) the National Institute of Allergy and Infectious Diseases study 
titled "Spatial Epidemiology of Syphilis and Gonorrhea in North Carolina" (R01 AI067913, PI: 
William C. Miller).  We examined de-identified gonorrhea and early syphilis (primary, 
secondary, or early latent syphilis) case data reported to the Communicable Disease Branch of 
NC DPH between 1998 and 2013, regardless of race, gender, incarceration or health status.  We 
excluded people younger than 15 years of age on the diagnosis date because they often receive 
individual attention outside of normal STD control activities and, for syphilis, represent 




identifiers removed and locations geomasked to protect patient confidentiality while allowing for 
valid geographical analyses [74].  Procedures for each study aim were as follows: 
3.2 Aim 1 
3.2.1 Overview 
The core area concept of STD transmission has the potential to geographically define 
populations at high risk of transmission, but numerous spatial and spatiotemporal methods have 
been used to determine whether a particular geographical unit is an STD core area (Table 2.1).  
Without a reference standard, the sensitivity and specificity of these methods in estimating the 
prevalence of core area units are unknown. 
3.2.2 Methods 
To evaluate the performance of proposed core area methods in identifying STD core 
areas, we examined gonorrhea and early syphilis case data reported between 2005 and 2011.  
We calculated five-year cumulative cases per NC census tract based on the diagnosis date for 
gonorrhea and on an estimated date of infection for syphilis (diagnosis date minus the median 
incubation time for the stage at diagnosis) [75].  Based on a literature review, we identified 
gonorrhea and syphilis core areas in NC using four common core area methods: 1) rank order of 
cases, 2) rank order of rates, 3) local indicator of spatial autocorrelation (LISA) statistic based on 
the Moran’s I, and 4) spatial scan statistic.  We mapped the core areas identified by each method 
and assessed the degree to which methods agreed on census tract classifications. 
In the absence of a reference standard, we evaluated the accuracy of the four core area 
identification methods using latent class analysis [76,77].  Latent class analysis produces valid 
accuracy estimates by combining the results of multiple tests in a probabilistic, latent variable 




two-class model (core and non-core), ensuring sufficient degrees of freedom for the latent class 
model (LCM) to be identified.  We compared model fit of the standard LCM to a random effects 
LCM to verify the assumption of conditional independence among methods.  Parameter 
estimates from the best-fitting model were used to obtain the sensitivity and specificity of each 
method in identifying gonorrhea or syphilis core areas. 
3.3 Aim 2 
3.3.1 Overview 
Persistence of syphilis and gonorrhea in a population depends on a small proportion of 
infected individuals with a high number of sexual partners in a short period of time [4,5].  
Prevention programs aimed at identifying and treating cases with high sexual activity are more 
effective at limiting onward transmission and reducing incidence than programs aimed at the 
general population [5,38].  The development of spatially-targeted prevention programs is based 
on the observation that cases and their partners tend to cluster in geographical core areas.  But 
whether cases with high sexual activity are more likely to live in core areas than non-core areas 
has not been empirically established. 
3.3.2 Methods 
To determine the relationship between geographical core areas of syphilis and the 
locations of core group individuals at high risk of onward transmission, we examined early 
syphilis case and contact tracing data reported between 2008 and 2013.  For all reported cases of 
early syphilis in NC, disease intervention specialists (DIS) conduct interviews and perform 
contact tracing, asking case patients about the number of male and female partners within twelve 




With the results of Aim 1, we identified syphilis core areas in NC (2008-2013) using the 
core area identification method with the highest accuracy.  We then identified high-activity core 
group members based on the total number of sexual partners within twelve months of diagnosis 
reported to DIS.  We categorized case sexual activity into three levels: low (unknown, 0, or 1 
partner), medium (2-3 partners), and high (4 or more partners).  Sensitivity analyses of activity 
level definitions were conducted using different partner thresholds.  We also examined case 
demographics and risk behaviors, including gender/sexual orientation, age at diagnosis, race, 
report of having ever exchanged sex for drugs or money, and rurality of residence. 
 We used ordinal logistic regression to assess the probability of higher sexual activity 
among core area cases compared to non-core cases.  We verified the proportional odds 
assumption using score tests and examined the association between each pair of characteristics to 
avoid collinearity.  We assessed joint effects using a backwards elimination strategy to remove 
terms that did not significantly impact the core area-activity relationship, stopping when all 
interaction terms with likelihood ratio test P values greater than or equal to an a priori 
significance level of 0.10 were removed from the model.  Sensitivity analyses were conducted to 
examine whether model selection between ordinal and nominal logistic regression affected 
results. 
3.4 Aim 3 
3.4.1 Overview 
Fundamentally, STDs spread through a network of sexual contacts between individuals 
[29], and infection propagation depends not only on individual behavior, but also on the behavior 
of one’s partners, those partners’ partners, and so on.  These partnerships form complex 




Geographically, the spatial compactness of network structures depends on the geographical 
distances between both socially close and socially distant pairs of persons [14].  Understanding 
the spatial extent of STD networks and their determinants can help public health officials more 
effectively target control programs and identify opportunities for disrupting disease transmission. 
3.4.2 Methods 
To characterize the relationship between social distance and geographical distance in a 
socio-sexual network associated with a syphilis outbreak in rural NC, we examined the spatial 
distribution of a socio-sexual network associated with an outbreak of heterosexually transmitted 
syphilis occurring in a largely rural region of southeastern NC between 1998 and 2002, one of 
the largest in the STD literature [73,80].  Network members included reported cases of primary, 
secondary, or early latent syphilis residing in southeastern NC, and cases’ sex partners and social 
contacts irrespective of infection status.  
 We mapped the network in geographical space by geocoding nodes to the residential-
weighted centroid of the reported ZIP code of residence, excluding nodes with a missing, invalid, 
or out-of-state ZIP code.  We defined geographical distance between all possible node pairs, or 
dyads, in network components by whether dyads resided in the same or adjacent ZIP codes or in 
non-adjacent ZIP codes.  Social distance between dyads was defined as the geodesic, or length 
of the shortest connecting path between node pairs in a component.  We examined the 
distributions of node characteristics, including gender, age at diagnosis, race/ethnicity, and 
rurality of residence, and defined dyad characteristics based on whether dyad nodes were of the 
same gender, same age group, or same race/ethnicity.  We also characterized dyads by rurality 




 With dyads as the unit of analysis, we examined the relationship between geodesic and 
geographical distance in the network using generalized estimating equations (GEE) to address 
the lack of independence between dyads sharing a common node, particularly for persons with 
multiple direct contacts.  We assessed the association between explanatory variables using the 
model’s correlation coefficient matrix to avoid collinearity and examined fit of the working 
correlation structure using QIC statistics [81].  Joint effects and the effects of each covariate in 
the presence of other covariates were evaluated using a backwards elimination strategy, starting 
with interaction terms, followed by variables with the greatest number of missing values, and 
then variables with the highest P value.  Variables with Wald P values less than an a priori 
significance level of 0.10 were retained in the final model.  The relative influence of interaction 
terms in the final model were assessed by comparing observed odds ratios with what would be 










CHAPTER 4: EVALUATING THE ACCURACY OF GONORRHEA AND SYPHILIS 
CORE AREA IDENTIFICATION METHODS: A LATENT CLASS ANALYSIS 
 
4.1 Introduction 
Geographical disparities in the burden of sexually transmitted diseases (STDs) have 
consistently been observed in the United States.  These disparities have continued as rates of 
gonorrhea and syphilis have increased more than 70% from historic lows in the 2000s [1].  
Geographical clustering of STDs has been formally recognized since 1983, when Rothenberg 
observed that census tracts in upstate New York with the highest number of reported gonorrhea 
cases formed small, definable, contiguous spatial clusters [6].  This observation, combined with 
the finding that people tended to form sexual partnerships with others from the same census tract 
grouping [6], led to the hypothesis that core groups of persons who sustain disease transmission 
were clustered within ‘core areas’ of high incidence.  According to this hypothesis, 
geographically concentrated, high-density transmission within core areas could lead to persistent 
infection and serve as a reservoir for spreading disease to non-core areas [9].  Correspondingly, 
targeting core areas for interventions could both reduce local incidence and limit disease spread 
to surrounding communities, resulting in a population-wide impact. 
 Although the phenomenon of spatially concentrated STD incidence has been clearly 
recognized, approaches to identifying core areas have been highly variable, and these approaches 
have rarely been compared.  Proposed methods include using a rank order of cases [6,10,57-59], 
rank order of rates [9,10,60-63], spatial or spatiotemporal scan statistic [64-68], and Moran’s I 




order of cases and rank order of rates methods found good agreement in Baltimore City [10], 
while a comparison of the spatial scan statistic and local Moran’s I methods in an urban North 
Carolina (NC) county found that the size and composition of identified clusters varied by 
detection method [82].  In addition to the lack of information about the comparative performance 
of different methods, no reference standard has been identified.  As such, the sensitivity and 
specificity of proposed methods in identifying core areas are unknown. 
 In the absence of a reference standard, valid accuracy estimates of different classification 
methods may be achieved using latent class analysis, which combines the results of multiple 
methods in a probabilistic, latent variable model and optimizes the likelihood function [76].  In 
this study, we sought to evaluate the performance of four common core area methods in 
identifying geographical core areas for gonorrhea and syphilis, using surveillance data reported 
to the NC Division of Public Health (DPH) between 2005 and 2011.  For each disease, we used 
latent class analysis to evaluate core area identification results and compare method accuracy. 
4.2  Methods 
4.2.1  Study Population 
 In NC, healthcare providers and laboratories are required to report cases of gonorrhea or 
syphilis to local health authorities (providers) and positive lab test results to the joint county/state 
surveillance system (laboratories) [67,73].  A communicable disease card is electronically 
completed for each diagnosed case, which includes limited diagnostic and residential 
information, such as report date, stage of infection for syphilis, and residential address.  With 
measures to protect patient confidentiality, these data are compiled as part of the NC Electronic 
Disease Surveillance System (NC EDSS), which aids state and local public health departments 




 We examined de-identified gonorrhea and early syphilis (primary, secondary, or early 
latent syphilis) case data reported to the Communicable Disease Branch of NC DPH between 
January 2006 and February 2011 for gonorrhea and between January 2005 and December 2010 
for syphilis.  Time period differences between diseases was due to data migration between 
software systems and the availability of case reports in the new system.  Case locations were 
geomasked within the census tract of residence [74].  For gonorrhea, analyses were based on the 
date of diagnosis.  For syphilis, we estimated the date of infection as the diagnosis date minus the 
median incubation time for the stage at diagnosis: 45 days for primary, 90 days for secondary, 
and 183 days for early latent syphilis [75].  Cases with missing diagnostic data, missing location 
information, or residing outside of NC were excluded from analysis.  People younger than 15 
years of age on the diagnosis date were also excluded because they often receive individual 
attention outside of normal STD control activities and, for syphilis, represent newborns 
diagnosed with congenital syphilis. 
 4.2.2  Core Area Measures 
 We conducted a literature review of gonorrhea and syphilis spatial analyses published 
between 1983 and 2018 and identified 19 studies in which core or endemic areas were defined 
(Table 2.1).  A rank order of cases was used to identify core areas in five studies [6,10,57-59], a 
rank order of rates in six [9,10,60-63], a spatial or spatiotemporal scan statistic in five [64-68], a 
Moran’s I indicator of spatial autocorrelation in two [69,70], and other methods in two [71,72].  
The majority of studies (10 of 19) used multiple years of data in their core area definition or 
study time period to identify areas with sustained high incidence while reducing noise due to 
seasonal variation, sampling variability, or small numbers.  Among multi-year studies, five years 




conducted at the census tract level to attain a fine enough geographical resolution for valid 
analyses while protecting patient confidentiality.  Following these conventions, we calculated 
cumulative cases and rates over a five-year period per census tract, using diagnosis dates for 
gonorrhea and estimated infection dates for syphilis. 
 We identified gonorrhea and syphilis core areas using four methods: 1) rank order of 
cases, 2) rank order of rates, 3) local indicator of spatial autocorrelation (LISA) statistic based on 
the Moran’s I, and 4) spatial scan statistic.  Parameters specific to each method were based on 
core area definitions common in the literature (Table 2.1).  For example, most studies using the 
rank order of cases method (4 of 5) used a cutpoint of 50% to define core areas.  Following this 
convention, for this method, we generated a rank order of all census tracts by decreasing number 
of five-year cumulative cases.  Census tracts with the most cases that cumulatively accounted for 
50% of total cases were identified as core areas.  All other census tracts were considered non-
core areas. 
We calculated five-year gonorrhea and syphilis rates per census tract using American 
Community Survey (ACS) 2005 to 2009 population estimates of persons aged 15 years and over 
for the denominator [83].  ACS estimates describe average values for an area over the full time 
period, not for any specific day or year within the period [84].  Total follow-up in person-years 
for these dynamic populations was calculated by multiplying the ACS population estimates by 
five years [85].  We divided five-year cumulative cases by total follow-up to generate five-year 
gonorrhea and syphilis rates per census tract (cases per 100,000 person-years).  For the rank 
order of rates method, we generated a rank order of census tracts by decreasing five-year rates.  
As is common in the literature (Table 2.1), we identified core areas as census tracts with rates in 




 The LISA method uses a test of spatial association, such as the Local Moran’s I statistic, 
to identify spatial clusters of high rates.  A high-rate area surrounded by similar high-rate 
neighbors represents positive local spatial autocorrelation and the core of a spatial cluster [86].  
The Local Moran’s I uses a weighted average of rates among neighboring observations to 
measure local spatial autocorrelation.  We generated the Local Moran’s I for each census tract 
using a second-order queen areal adjacency matrix, which accounts for the influence of both 
first-order neighbors (i.e., census tracts with shared borders or vertices) and second-order 
neighbors (i.e., census tracts sharing a border or vertex with a first-order neighbor) in the weight 
matrices [82].  For the rate calculation, we used empirical Bayes (EB) standardization to account 
for varying populations across census tracts [82].  The EB approach uses weights proportional to 
the population size of each census tract to smooth crude rates towards the state average and 
reduce noise from sampling variability [86].  We identified LISA core areas as census tracts with 
high EB rates and significant clustering of neighboring high rates (Local Moran’s I P value 
<0.05 based on 999 Markov Chain Monte Carlo simulations).  Census tracts without significant 
positive local spatial autocorrelation of high rates (Local Moran’s I P value ≥0.05) were 
considered non-core areas. 
 Kulldorff’s scan statistic method uses an adaptive scanning window across the study area 
to identify spatial or spatio-temporal clusters of high morbidity [66,87].  The shape of the cluster 
depends on the shape of the scanning window, with spatial neighborhoods determined by the 
Euclidean distance between observation points.  To identify core areas with the spatial scan 
statistic method, we assigned five-year cumulative case and population values to the 
geographical centroid of each census tract.  We used a circular scanning window with the 




the window was greater than expected given the size of the underlying population.  We limited 
the maximum spatial cluster size to 5% of the total NC population to identify local clustering on 
par with the local Moran’s I [82].  Scan statistic core areas were identified as census tracts within 
statistically significant high-rate clusters (spatial scan statistic P value <0.05 based on 999 Monte 
Carlo simulations).  Census tracts outside identified clusters were considered non-core areas. 
 We mapped the gonorrhea and syphilis core areas identified by each method and assessed 
the degree to which methods agreed on census tract classifications. 
4.2.3  Latent Class Analysis 
 In the absence of a reference standard, we compared the accuracy of the four core area 
identification methods using latent class analysis [76,77].  We assumed that census tract core 
area status was an unmeasured, latent variable with two possible values reflecting the underlying 
status classes: core or non-core.  The mathematical underpinnings of latent class models (LCMs) 
are detailed elsewhere [76], but, in brief, the probability of a method producing a particular result 
(e.g., positive or negative for core status) is a function of the underlying core area prevalence 
across the study area and the method’s sensitivity and specificity, which are unknown.  When the 
observed results of multiple methods are combined in an LCM, optimization of the likelihood 
function yields maximum likelihood estimates of the parameters, including each method’s 
sensitivity and specificity.  These estimates can be used to generate expected frequencies of 
method response patterns (i.e., all possible joint outcomes and how often they occur).  To ensure 
that maximum likelihood estimates are unique, the LCM must be “identifiable,” such that the 
number of methods examined must be greater than the number of freely estimated parameters 
[76].  We combined the results of four core area methods in a two-class LCM, which allowed for 




An important assumption of latent class analysis is conditional independence, in which 
the outcomes of each testing method are assumed to be independent of each other, conditional on 
the underlying core area status.  This assumption would be violated if outcomes from multiple 
methods were similar due to tract-specific characteristics other than core area status, leading to 
biased accuracy estimates [76,77].  We verified the assumption of conditional independence by 
comparing the standard LCM with a random effects LCM [77,88].  The random effects LCM has 
one more parameter than the standard LCM and was identifiable with zero degrees of freedom 
using two classes and four methods.  Model fit between the LCMs (standard vs. random effects) 
was evaluated using two measures: 1) the Akaike information criterion (AIC) and Bayesian 
information criterion (BIC) goodness-of-fit statistics, and 2) pairwise correlation residual plots.  
Lower AIC and BIC values indicated better model fit according to the first measure.  For the 
second measure, we obtained correlation residual plots by plotting the difference between 
observed and expected correlations of method pairs for each model [77].  A more random 
distribution of correlation residuals around the zero reference line indicated better model fit.  
Parameter estimates from the best-fitting model were used to obtain the sensitivity and 
specificity of each method in identifying gonorrhea or syphilis core areas. 
Rank order analyses were performed using SAS version 9.4 (SAS Institute Inc.; Cary, 
NC).  LISA core areas were identified using OpenGeoDa 1.0.1 (Anselin; Chicago, IL).  Scan 
statistic core areas were identified using SaTScan v9.6 (Kulldorff and Information Management 
Services Inc.; Boston, MA, and Calverton, MD).  Latent class analyses were performed using the 
randomLCA package [88] in R version 3.5.1 (R Foundation for Statistical Computing; Vienna, 
Austria).  All maps were produced with ESRI ArcGIS 10.3 (Environmental Systems Research 




accuracy of methodology, results, statistical analyses, or conclusions presented.  Ethics approval 
was obtained from the Institutional Review Board of the University of North Carolina at Chapel 
Hill. 
4.3  Results 
4.3.1  Gonorrhea Core Areas 
 Of the 68,338 reported gonorrhea cases in NC with diagnosis dates between January 2006 
and December 2010, we geocoded 56,013 (82%) to a valid census tract of residence.  These 
cases resided in 1,515 of 1,554 NC census tracts (97%).   
The four core area methods applied to five-year cumulative gonorrhea case reports varied 
by number and locations of census tracts identified as core areas (Figure 4.1).  The LISA method 
identified the most spatially concentrated core areas comprising the smallest percentage of 
census tracts (14%) and cases (33%); however, these tracts had the highest mean five-year rate of 
reported gonorrhea cases at 3.0 times the state average (Table 4.1).  Conversely, the scan statistic 
method identified the highest percentage of census tracts (29%) and cases (56%), but these tracts 
had the lowest mean rate at 2.3 times the state average.  Rate rank core areas included nearly as 
many cases (55%) as the scan statistic but spread over fewer census tracts (24%), with the 
second-highest mean rate at 2.8 times the state average.  Case rank core areas, which do not 
account for the size of the underlying population, included fewer cases (50%) over fewer census 
tracts (18%) than the rate rank method, with a mean rate 2.7 times the state average. 
The four core area methods agreed completely on the designation of 1,115 of 1,554 
(72%) census tracts, identifying 114 tracts as gonorrhea core areas and 1,001 tracts as non-core 




tract as a core area (Figure 4.2), with 165 (11%) tracts identified as core by three methods, 102 
(7%) identified as core by two methods, and 172 (11%) identified as core by only one method. 
4.3.2  Syphilis Core Areas 
 Of the 3,255 early syphilis cases in NC with estimated dates of infection between January 
2005 and December 2009, we geocoded 2,869 (88%) cases to a valid census tract of residence.  
Syphilis was concentrated in fewer areas than gonorrhea across the state, occurring in 901 (58%) 
of 1,554 census tracts.   
The four core area methods applied to five-year cumulative syphilis case reports 
identified core areas that varied by the number and locations of census tracts they comprised 
(Figure 4.3).  The LISA method identified as syphilis core areas the lowest percentage of census 
tracts (12%) and cases (45%), but with the highest mean five-year rate of reported cases, at 5.0 
times the state average (Table 4.1).  Scan statistic core areas included the second lowest 
percentage of cases (48%) over the highest percentage of census tracts (15%), with the lowest 
mean rate at 4.3 times the state average.  Rate rank core areas included the second highest 
percentage of cases (53%) over nearly as many census tracts (15%) as the scan statistic, with a 
mean rate 4.8 times the state average.  Case rank core areas included the highest percentage of 
syphilis cases (56%) over fewer census tracts (13%) than the rate rank method, but with a lower 
mean rate (4.4 times the state average). 
The four core area methods agreed on the designation of 1,328 (85%) of 1,554 census 
tracts, identifying 106 tracts as syphilis core areas and 1,222 tracts as non-core areas (Table 4.2).  
The four methods yielded inconsistent results in the remaining 226 (15%) census tracts (Figure 
4.4), with 67 (4%) tracts identified as core by three methods, 53 (3%) identified as core by two 




those for gonorrhea, the four methods agreed on the classification of 154 census tracts as a 
gonorrhea core area, syphilis core area, or both, of which 66 (43%) tracts were core areas for 
both diseases (Figure 4.5). 
4.3.3 Latent Class Modeling 
 We verified the conditional independence assumption of latent class analysis by 
comparing model fit for the standard two-class LCM (2LC) with the two-class LCM with 
random effects (2LCR).  For gonorrhea, the 2LC model had lower AIC and BIC values than the 
2LCR model (Table 4.2), as well as a more random distribution of correlation residuals around 
the zero reference line (Figure 4.6), indicating a better fit of the 2LC than the 2LCR model to the 
gonorrhea data.  For syphilis, AIC and BIC values were slightly lower for the 2LCR model than 
the 2LC model (Table 4.2).  However, all of the 2LCR correlation residuals were negative, 
suggesting an overestimation of pairwise correlations by the 2LCR model (Figure 4.6) [77].  The 
2LC model correlation residuals were more randomly distributed around the zero reference line, 
indicating a better fit of the 2LC model to the syphilis data than the 2LCR model.  With overall 
better fit by most measures across diseases, we selected the 2LC model to estimate parameters of 
method accuracy for both diseases. 
 For gonorrhea, the rate rank and scan statistic both had a high sensitivity of 0.91 for 
identifying core areas (Table 4.3).  The rate rank method had a higher specificity for designating 
non-core areas (rate rank specificity = 0.98), as compared to the scan statistic (specificity = 
0.91).  The LISA and case rank methods also had high specificity (LISA specificity = 1.0; case 
rank specificity = 0.97), but substantially lower sensitivity (LISA sensitivity = 0.55; case rank 




For syphilis, the rate rank method had the highest sensitivity for identifying core areas 
(sensitivity = 0.88); the scan statistic had the second-best sensitivity (0.81).  Both methods 
performed well in designating non-core areas (rate rank specificity = 0.98; scan statistic 
specificity = 0.97).  The performance of the LISA and case rank methods for syphilis was similar 
to their performance for gonorrhea: low sensitivity and high specificity. 
4.4 Discussion 
 We applied four methods to identify STD core areas in NC and found that the number 
and locations of core area census tracts varied by method.  For both gonorrhea and syphilis, 
LISA core areas comprised the fewest census tracts with the highest mean five-year rate, while 
scan statistic core areas included the highest number of census tracts with the lowest mean rate.  
Complete agreement of core area designations occurred in nearly three-fourths of census tracts 
for gonorrhea and even more for syphilis.  Using latent class analysis, we found the rate rank 
method to be the preferred overall method, as it had the highest sensitivity and high specificity 
for both diseases.  LISA and case rank methods had low estimated sensitivities, performing 
poorly in identifying core areas.  The performance of the scan statistic varied by disease.  For 
gonorrhea, the scan statistic had lower specificity, performing worse in classifying non-core 
areas than the rate rank method; in contrast, for syphilis, the scan statistic had lower sensitivity, 
performing poorly in classifying core areas. 
 Although the rate rank method performed best in overall measures of test accuracy, each 
core area identification method has unique advantages and disadvantages to consider when 
designing studies.  Advantages of the LISA and scan statistic methods include the consideration 
of areal trends because both methods examine spatial clustering of high rates across adjoining 




center of a cluster with high rates extending to neighbors of the center [86].  As a result, the 
LISA method may identify areas of highest concern.  But the significance thresholds of all the 
methods can be adjusted to include fewer or more tracts as core areas, depending on the research 
question.  While software applications to calculate the scan statistic and local Moran’s I are 
available for download online, the rate rank and case rank methods do not require such software 
and are easy to implement without specialized knowledge. 
 Our results suggest that the accuracy of core area methods may be disease-dependent.  A 
common observation raised about the scan statistic is that the dimensions of identified clusters 
depend on the shape of the scanning window.  For high incidence diseases with cases spatially 
dispersed over a wide area, such as gonorrhea and chlamydia, scan statistic core areas have the 
potential to be large and include many truly non-core areas due to the shape of the scanning 
window, resulting in high sensitivity but poor specificity.  Meanwhile, by identifying only the 
centers of clusters, the LISA method may result in poor sensitivity due to too few true core areas 
being identified.  For lower incidence diseases such as syphilis, cases spatially clustered within 
isolated census tracts would not be classified as core areas by methods examining areal trends, 
resulting in low sensitivity for both the LISA and scan statistic.  Furthermore, although its 
performance was poor for gonorrhea and syphilis, the case rank method may be more appropriate 
for diseases where a small number of cases indicate an outbreak requiring intervention.  The 
utility of an absolute number of cases compared with a population rate depends on the disease 
and application. 
 In addition to method, core area studies should consider data sources when interpreting 
results.  We examined routinely-collected STD surveillance data, which may underestimate true 




are comprehensive, additional research would be needed to examine the extent to which 
identified core areas reflect higher infection rates as opposed to better access to care. 
 In the absence of a reference standard, latent class analysis combines the results of 
multiple tests to produce objective estimates of test accuracy with few requirements.  Other 
methods for estimating method accuracy, such as convening an expert panel or developing a 
composite reference standard, are time-consuming or require prior knowledge of test parameters 
[76,89].  One requirement of latent class analysis is identifiability of the LCM.  By including 
four common core area methods, both the 2LC and 2LCR models we examined were fully 
identifiable with one and zero degrees of freedom, respectively.  Additional proposed core area 
methods, such as Bayesian regression [71], could be used to specify the LCM and confirm model 
fit. 
Latent class analysis also assumes conditional independence of observations within latent 
classes [76].  We verified the conditional independence assumption with a random effects LCM, 
but other strategies include developing a Bayesian conditional dependence model, which is more 
difficult to fit and requires prior information, or increasing the number of latent classes to 
account for correlation [89].  In addition to “core” and “non-core” areas, classifying areas as 
“adjacent” or “peripheral” to the core [6,9] could be examined using a four-class LCM.  
However, how to define these additional classes using each method would need consideration. 
As STD rates increase amid declining funding for prevention and control programs [90], 
core area identification has the potential to help public health officials efficiently allocate 
resources toward areas most affected by disease through spatially-targeted interventions [82].  
Core area identification may also greatly facilitate studies to improve understanding of 




common definition and reference standard for core area identification are needed.  For gonorrhea 
and syphilis, the rate rank method of core area identification combines the best overall measures 
of test accuracy with ease of implementation and would, therefore, be appropriate for most 
public health departments.  The advantages and disadvantages of different core area methods 














* Core and non-core across state 
  
  Gonorrhea Syphilis 
  Census Tracts Cases Mean Rate (95% CI) Census Tracts Cases Mean Rate (95% CI) 
Method n (%) n (%) (5-yr cases/100,000 person-yrs) n (%) n (%) (5-yr cases/100,000 person-yrs) 
Case Rank 275 (18) 28,110 (50) 543.1 (502.8, 583.5) 201 (13) 1,600 (56) 49.8 (44.0, 55.7) 
Rate Rank 379 (24) 30,762 (55) 570.5 (538.7, 602.3) 226 (15) 1,516 (53) 55.0 (49.0, 61.0) 
LISA 217 (14) 18,345 (33) 621.2 (572.6, 669.8) 182 (12) 1,287 (45) 57.2 (49.8, 64.7) 
Scan Statistic 456 (29) 31,570 (56) 477.2 (445.7, 508.7) 228 (15) 1,378 (48) 48.5 (42.1, 54.9) 
              







Table 4.2. Comparison of observed and expected numbers of census tracts for latent class (2LC) and latent class with random 
effects (2LCR) models by response pattern (0 = non-core area; 1 = core area) across methods. 
 
        Gonorrhea Syphilis 
Case Rate LISA Scan Observed Expected 2LC Expected 2LCR Observed Expected 2LC Expected 2LCR 
0 0 0 0           1,001               1,001.5                   998.9             1,222               1,220.9                1,228.6  
0 0 0 1              105                 104.2                   103.7                  43                   42.4                     42.9  
0 0 1 0                  2                     2.5                      5.9                    8                     8.6                      3.4  
0 0 1 1                13                     7.0                     13.6                  10                     4.6                     10.2  
0 1 0 0                28                   28.0                     32.8                  26                   26.9                     19.1  
0 1 0 1                57                   58.5                     58.2                    4                   10.6                      4.4  
0 1 1 0                  8                     7.4                      3.3                    1                     7.4                      2.7  
0 1 1 1                65                   69.9                     64.0                  39                   31.6                     39.0  
1 0 0 0                37                   36.4                     32.0                  29                   30.5                     26.9  
1 0 0 1                  9                   11.9                     19.8                    3                     5.0                      4.8  
1 0 1 0                  5                     1.2                      1.1                  10                     3.1                      3.8  
1 0 1 1                  3                   10.4                      3.3                    3                   12.9                      3.1  
1 1 0 0                10                     9.9                     23.0                  25                     7.2                     21.2  
1 1 0 1                90                   86.7                     70.1                  20                   28.6                     17.5  
1 1 1 0                  7                   11.3                      3.9                    5                   21.3                     13.7  
1 1 1 1              114                 107.4                   120.3                106                   92.4                   122.3  
            
AIC      4485.5 4506.9   3167.3 3085.1 
BIC      4533.7 4560.3   3215.5 3138.5 
Log-likelihood    -2233.8 -2243.4  -1574.7 -1532.5 















    Gonorrhea Syphilis 
Method   Sensitivity  (95% CI) Specificity  (95% CI) Sensitivity  (95% CI) Specificity  (95% CI) 
Case Rank  0.61  (0.55, 0.66) 0.97  (0.95, 0.98) 0.75  (0.68, 0.80) 0.98  (0.97, 0.98) 
Rate Rank  0.91  (0.87, 0.94) 0.98  (0.97, 0.99) 0.88  (0.82, 0.92) 0.98  (0.97, 0.99) 
LISA  0.55  (0.50, 0.60)  1.00  (0.99, 1.00) 0.76  (0.70, 0.82) 0.99  (0.99, 1.00) 
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Figure 4.1. Gonorrhea core areas by the (A) case rank, (B) rate rank, (C) LISA, and (D) scan statistic methods.  Census tracts 
colored red were identified as core areas, and census tracts colored gray were identified as non-core areas. 
 
 






























Figure 4.2.  Core area agreement among study methods for gonorrhea.  Census tract color indicates the number of methods that 
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Figure 4.3. Syphilis core areas by the (A) case rank, (B) rate rank, (C) LISA, and (D) scan statistic methods.  Census tracts colored 

































Figure 4.4.  Core area agreement among study methods for syphilis.  Census tract color indicates the number of methods that 
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Figure 4.6. Pairwise correlation residual plots for (A) gonorrhea and (B) syphilis data comparing the (*) 2-class LCM (2LC) with 
the (■) 2-class LCM with random effects (2LCR). 
 
 





























CHAPTER 5: TARGETING THE CORE: INTERSECTION OF GEOGRAPHICAL 
CORE AREAS OF SYPHILIS AND HIGH-ACTIVITY CASES IN NORTH CAROLINA 
 
5.1 Introduction 
Syphilis has surged in recent years despite control efforts.  From 2013 to 2017, diagnoses 
of primary and secondary syphilis increased 76% from 17,365 to 30,644 cases [91].  Left 
untreated, syphilis can facilitate transmission of human immunodeficiency virus (HIV) and have 
serious complications, such as neurosyphilis [16,91].  Increased understanding of transmission 
dynamics is needed to help control programs stem the epidemic.   
For sexually transmitted diseases (STDs) like syphilis to propagate through a population, 
sexual partnerships must form between infected and susceptible individuals.  According to 
transmission dynamic theory, the average number of STD transmission events R0 arising from a 
single, infected individual entering an entirely susceptible, randomly mixing population over the 
course of that person’s infectious period is R0 = βcD, where β is the transmission probability per 
partnership, c is the sexual partner turnover rate, and D is the duration of infection [5,9,29].  
STDs such as gonorrhea and early syphilis (primary, secondary, or early latent syphilis) are 
relatively short-term, curable infections with high transmission probabilities [5,29,30].  For 
syphilis, the transmission probability (β) is estimated at 0.6 per partnership [31].  Dynamic 
transmission models that use a population average for the sexual partner turnover rate (c) poorly 
predict disease spread because they ignore the significant heterogeneity in sexual behavior within 
human populations: most people report few sexual partners, while a small proportion of the 




activity to form pathways along which infection can propagate, persistence of syphilis depends 
on core groups of high-activity people who have high numbers of partnerships and are 
responsible for a high proportion of new infections [3,5,36-38].  In models, control efforts aimed 
at these high-activity people are markedly more effective at reducing transmission per-person-
screened than efforts aimed at the general population or low-activity groups [3-5].   
Although the importance of core groups in models is clear, identifying core group 
members has proven extremely difficult because determining individual levels of sexual activity 
in an at-risk population requires information that is both challenging and costly to collect [3,40].  
Consequently, surrogate definitions of core groups have been proposed, which are less accurate 
but more easily ascertained [40].  In 1983, the concept of high-activity core groups was extended 
to include geographical core areas [6], defined by spatially clustered high incidence that is 
significantly greater than the surrounding areas [8-10,92,93].  In seminal work by Rothenberg, 
census tracts with high numbers of gonorrhea cases were found to form a tight, contiguous 
spatial cluster, producing high rates of infection in small, definable geographical areas [6].  In 
these same census tracts, people tended to form sexual partnerships with others from the same 
census tract grouping, leading to the hypothesis that disease transmission within ‘core areas’ of 
high incidence is driven by core groups of high-activity persons.  Under core area theory, 
geographically-concentrated, high-density transmission by core group members results in 
persistent infection (R0 > 1) within core areas, which serve as a reservoir for spreading disease to 
non-core areas where R0 < 1 [9].  Targeting core areas for interventions would identify and treat 
infected, high-activity persons and have a population-wide impact by decreasing the spread of 




 Spatial analyses since Rothenberg have provided further evidence of geographical 
syphilis and gonorrhea clustering within well-defined local areas [51-53] and of core area STD 
patients living closer to their partners than patients residing in non-core areas [8,11].  But 
whether core area cases are more likely to be high-activity than non-core area cases has not been 
empirically assessed.  Within core areas of high STD rates, individual transmission risk can be 
highly variable and depend on the network configuration of sexual partnerships in the local 
population.  Consider a simplified, hypothetical example of a study area divided into four regions 
of equal population sizes (Figure 2.2).  One region with an incidence rate more than six times 
that of all other regions is identified as a core area (Figure 2.2A).  Spatial clustering of cases 
within the core area is observed when individual case locations are mapped (Figure 2.2B).  
However, while high-activity persons are required for infection to persist, high-activity persons 
are not required for infection to cluster in core areas.  Theoretical realizations of the network 
structure between partners demonstrate that the same spatial distribution of cases can be 
generated by any combination of core area:sexual activity designation (Figure 2.2C to 2.2F).  An 
underlying assumption of core area theory is that the proportion of high-activity persons inside 
the core area is greater than the proportion of high-activity persons in the non-core area (Figure 
2.2C).  In this scenario, prevention programs aimed at core areas are more efficient at targeting 
high-activity persons than programs aimed at the general population.  However, the same spatial 
distribution of cases may be realized by scenarios in which the proportions of high-activity 
persons inside the core area are the same as in the non-core area (Figure 2.2D and 2.2F) or in 
which the proportion is less in the core area than in the non-core area (Figure 2.2E).  In these 
situations, spatially-targeted programs would have the same or lower efficiency at targeting high-




mixing between areas, individual demographics, and neighborhood characteristics.  As this 
example illustrates, the relationship between core areas and high-activity core groups could take 
many forms. 
 The effectiveness of spatially-targeted programs in limiting onward STD transmission 
depends on the overlap between core area and core group membership.  The objective of this 
study was to examine the relationship between geographical core areas of syphilis and the 
locations of high-activity core group members in North Carolina (NC).  We examined case and 
contact tracing data reported to the NC Division of Public Health (DPH) to identify syphilis core 
areas and compare the probability of high-activity among cases by core area residence. 
5.2 Methods 
5.2.1 Study Population 
 In NC, healthcare providers and laboratories are required to report cases of syphilis to 
local health authorities (providers) and positive lab test results to the joint county/state 
surveillance system (laboratories) [94].  For all reported cases of primary, secondary, and 
presumed early latent syphilis, disease intervention specialists (DIS) conduct interviews and 
perform contact tracing, asking about the number and locating information of recent partners.  
Case and partner investigation data are compiled as part of the NC Electronic Disease 
Surveillance System (NC EDSS) to aid with state and local disease control activities. 
 We examined de-identified early syphilis (primary, secondary, or early latent syphilis) 
case data reported to the Communicable Disease Branch of NC DPH between January 2008 and 
December 2013 and geomasked within the census tract of residence [74].  We calculated 
estimated dates of infection as the date of diagnosis minus the median incubation time of the 




latent syphilis [75].  We restricted analysis to cases with estimated dates of infection during the 
five-year period of January 2008 to December 2012 and excluded cases with missing diagnostic 
data, missing location information, or residing outside of NC.  People younger than 15 years of 
age on the date of diagnosis were also excluded because they often represent newborns 
diagnosed with congenital syphilis and receive individual attention outside of normal STD 
control activities. 
5.2.2 Measures 
 The response outcome was case sexual activity as defined by the total number of sexual 
partners reported to DIS.  DIS interviews included asking case patients about the number of male 
and female partners within twelve months of diagnosis.  Patients not interviewed either refused 
or could not be located.  We calculated the total number of reported partners within twelve 
months of diagnosis per case and categorized case sexual activity into three levels: low 
(unknown, 0, or 1 partner), medium (2-3 partners), and high (4 or more partners).  Sensitivity 
analyses of activity level definitions were conducted using different partner thresholds. 
 The primary effect of interest was case residence in geographical core areas of syphilis 
infection.  We identified core areas using a rank order of rates (see Chapter 4) [9].  We calculated 
five-year syphilis rates (2008-2012) per census tract using estimated dates of infection and 
American Community Survey 2008 to 2012 population estimates of persons aged 15 years and 
over for the denominator [95].  Because ACS estimates describe average values for an area over 
the full time period, not for any specific day or year within the period [84], total follow-up in 
person-years per census tract was calculated by multiplying the ACS population estimates by 
five years [85].  We divided five-year cumulative cases by total follow-up to generate five-year 




highest quarter of non-zero rates were identified as core areas.  Remaining census tracts were 
considered non-core areas.  We then determined whether individual case patients lived in core or 
non-core areas based on census tract of residence at time of diagnosis. 
The effects of case demographics and risk behaviors on the association between sexual 
activity and core area residence were also examined, including gender/sexual orientation 
(female, men who have sex with only women (MSW), men who have sex with only men (MSM), 
and men who have sex with men and women (MSM/W)), age at diagnosis (15 to 24, 25 to 34, 35 
to 44, and 45 or more years of age), race, report of having ever exchanged sex for drugs or 
money, and rurality of residence.  Patients identifying as Asian, Native American, Alaska native, 
Native Hawaiian, or Pacific Islander were categorized as “other race” due to few cases among 
these groups.  Census tract rurality was defined by the percent land area classified as an urban 
area or urbanized cluster by the 2010 U.S. Census [96], with the following categories: rural (0-
25%), mostly rural (25-50%), mostly urban (50-75%), and urban (75-100%). 
5.2.3 Data Analysis 
 Ordinal logistic regression was used to assess the probability of higher sexual activity 
among core area cases compared to non-core cases.  We verified the proportional odds 
assumption using score tests and examined bivariate and multivariate associations between case 
characteristics and the outcome using prevalence odds ratios (ORs) with associated 95% 
confidence intervals (CIs).  We examined the association between each pair of characteristics to 
avoid collinearity.  Joint effects were assessed using a backwards elimination strategy to remove 
terms that did not significantly impact the core area-activity relationship, stopping when all 
interaction terms with likelihood ratio test P values greater than or equal to an a priori 




examine whether model selection between ordinal and nominal logistic regression affected 
results. 
 Spatial analyses and maps were produced with ESRI ArcGIS 10.3 (Environmental 
Systems Research Institute; Redlands, CA).  All other analyses were performed using SAS 
version 9.3 (SAS Institute Inc.; Cary, NC).  NC DPH does not take responsibility for the 
scientific validity or accuracy of methodology, results, statistical analyses, or conclusions 
presented.  Ethics approval was obtained from the Institutional Review Board of the University 
of North Carolina at Chapel Hill. 
5.3 Results 
5.3.1 Geographical Core Areas 
 We geocoded 3,076 of 3,432 (90%) early syphilis cases in NC with estimated dates of 
infection between January 2008 and December 2012 to a valid census tract of residence.  While 
the proportion of cases having ever exchanged sex for drugs or money was greater among 
geocoded cases (N = 225; 7%) than ungeocoded cases (N=15; 4%), no other case demographics 
or risk behaviors varied significantly by geocoding status (Table 5.1).  Cases were located in 
1,069 of 2,195 (49%) census tracts across the state.  With five-year case rates in the top quarter 
of non-zero rates, 267 (12%) census tracts containing 1,722 cases (56% of all geocoded cases) 
were identified as core areas (Figure 5.1).  While census tracts across the state were overall 
evenly divided between rural or mostly rural (N = 1071; 49% of all census tracts) and urban or 
mostly urban (N = 1124; 51%) areas, most core area census tracts were urban or mostly urban (N 






5.3.2 Case Characteristics 
 Of 3,076 geocoded cases, 2919 (95%) were low-activity, 100 (3%) medium-activity, and 
57 (2%) high-activity based on the number of recent partners reported to DIS; the overall mean 
was 0.6 reported partners within twelve months of diagnosis per case (Table 5.2).  Slightly more 
than half of all cases were MSM and MSM/W (55%).  Most cases were below the age of 35 at 
diagnosis (63%), Black (74%), and resided in urban areas (71%).  Only 225 (7%) cases reported 
having ever exchanged sex for drugs or money; this characteristic was excluded from 
multivariable modeling due to sparse data when stratified by activity level. 
 Bivariate analyses indicated that higher sexual activity was not associated with core area 
residence (OR 1.1; 95% CI: 0.8, 1.5), with most cases at each level residing in core areas (range: 
55%, 61%).  Activity levels also did not vary significantly by race or rurality.  Higher activity 
was most strongly associated with age at diagnosis, for which the unadjusted odds of higher 
activity among cases aged 15-24 years (OR 3.0; 95% CI: 1.6, 5.6) and 25-34 years (OR 2.3; 95% 
CI: 1.2, 4.3) were greater than among those aged 45 years or more (Table 5.3).  Gender and 
sexual orientation were also significantly associated with higher activity, for which the odds 
among MSM and MSM/W (OR 2.2; 95% CI: 1.3, 3.7) were greater than among women or 
MSW.   
5.3.3 Multivariable Analyses 
 The final model included main effect terms for gender/sexual orientation, age, race, and 
rurality.  The odds of higher activity were the same among cases residing in core areas and those 
in non-core areas (OR 1.0; 95% CI: 0.7, 1.5; Table 5.3).  As in bivariate analyses, adjusted odds 
of higher activity were greater among MSM and MSM/W (OR 2.2; 95% CI 1.3, 3.8) and 




years).  Adjusting for covariates did not affect the association between core area residence and 
sexual activity. 
5.3.4 Sensitivity Analyses 
 Nominal logistic regression yielded similar results (Table 5.4).  The nominal odds of 
high- and medium-activity compared with low-activity did not vary by core area residence. 
Changing activity levels by separating cases with unknown partners and cases reporting 
0-1 partners into unique categories also had minimal impact on results (Table 5.5).  While cases 
with unknown partners were more likely than cases reporting 0-1 partners to be MSW, Black, 
and reside in core areas, multivariable analyses yielded no significant differences in the 
probability of each group among cases.  In contrast, both bivariate and multivariable analyses 
indicated significant differences between cases reporting 2 or more partners and those with 
unknown partners.  Consistent with study results, the odds of cases reporting 2 or more partners 
were greater than that of unknown partners among MSM and MSM/W and younger patients. 
5.4 Discussion 
 Using NC STD surveillance data, we identified syphilis core areas, in which over 50% of 
all cases during a five-year period resided in just 12% of census tracts.  Under core area theory, 
geographically-concentrated, high incidence is sustained by the presence of high-activity core 
group members who effectively transmit infection to multiple partners residing nearby.  But 
when combining our core area results with DIS interviews of case patients, we found that higher 
activity syphilis cases were as likely to reside in non-core areas as core areas.  Similarly, while 
most cases were Black and resided in urban areas, neither characteristic was associated with 




aged 15-24 years compared to those aged 45 years or more, followed by MSM and MSM/W 
compared to females. 
 Accurate identification of high-activity cases is important because ongoing transmission 
is sustained by these core group members.  Surrogate definitions that over-simplify the core 
group can lead to misclassification error and limit the efficacy of targeted interventions.  Our 
results indicate that a core area definition of high-activity core groups has low sensitivity, which 
is consistent with previous analyses of sexual networks in Manitoba and Toronto, Canada 
[44,45,97].  These studies found that persons with many partners or other high-risk sexual 
behaviors and who were central to the transmission network could be found residing in both core 
and non-core areas.  In settings where high-activity persons are not concentrated in core areas, 
solely targeting interventions to core areas is unlikely to lead to elimination due to transmission 
by high-activity core group members in non-core areas [97].  A multi-pronged approach to 
targeted interventions could be more effective.  We found sexual activity to be higher among 
young adults and MSM and MSM/W syphilis cases.  Programs targeted to these groups in non-
core areas may assist in reducing transmission.  The generalizability of results to regions with 
varying demographics and other STDs is unclear. 
 A challenge of core group and core area identification is that partner selection and disease 
transmission patterns change over time, limiting applicability of retrospective observations to 
current outbreaks.  However, the dependence of personal relationships on physical distance is 
remarkably robust, and, perhaps counterintuitively, may be strengthened by advances in 
technology and transportation [98,99].  While people may move and the locations of core areas 




our analysis provides important insight on the relationship between syphilis core areas and high-
activity cases that can be incorporated into future interventions. 
 As core areas are not associated with higher activity cases, additional research is needed 
to identify factors driving spatially concentrated STD transmission.  For example, structural 
features of sexual networks, such as the formation of partnerships among people of similar age, 
race, activity level, or socioeconomic status, may influence localized incidence, particularly if 
these partnerships tend to cluster in certain neighborhoods [44,54].  Environmental 
characteristics, such as access to health care, incarceration rates, and alcohol and drug marketing, 
may also influence geographical disease concentration [15,54-56].  Better understanding of these 
factors could help identify new opportunities for interrupting transmission chains and reducing 
incidence in communities most affected by disease. 
 We examined routinely-collected STD surveillance data, which may underestimate true 
incidence due to underreporting of cases.  Cases may also go undetected due to asymptomatic 
infections.  While the surveillance data are comprehensive, core areas may reflect, to an extent, 
better access to care rather than higher infection rates.  Study results may also be affected by 
misclassification due to self-reported behavioral risk factors, which are subject to recall bias, and 
missing data from non-respondents.  While DIS have extensive training in conducting 
interviews, reported cases may choose not to respond or not be reachable due to invalid contact 
information.  However, sensitivity analyses indicated minimal impact of unknown partner data 
on study results.  The overall proportions of cases with high-activity (2%) and residing in core 
areas (56%) we identified were comparable to other core area studies [64] and sexual behavior 
surveys [5,36,42], in which the vast majority of respondents report few partners and can be 




partners during the infectious period (based on stage of infection) [94] or number of concurrent 
partners may generate more precise definitions of activity levels and core group membership. 
 The disease burden of syphilis is disproportionately concentrated within a small number 
of geographical core areas.  With limited funding, focusing health department resources within 
core areas rather than state-wide can reduce overall incidence in populations most affected by 
disease.  To decrease onward transmission to levels required for elimination, control programs 
must identify and treat high-activity core group members residing outside core areas, such as 
with definitions based on demographics or risk behaviors among non-core residents.  Multiple 
approaches are needed to help public health officials optimize intervention strategies and stem 







Figure 5.1. Syphilis core areas in North Carolina (2008-2012).  Census tracts shaded red were identified as core areas and 














































Table 5.1. Characteristics of syphilis cases by geocoding status. 
 
    Geocoded   Ungeocoded     
Characteristics   N (%)   N (%)   P valuea 
Gender/sexual orientation         
Female  528 (17)  47 (13)  0.12 
MSW  854 (28)  96 (27)   
MSM and MSM/W  1694 (55)  212 (60)   
Unknown     1    
         
Age, years         
15-24  1020 (33)  108 (30)  0.41 
25-34  936 (30)  107 (30)   
35-44  609 (20)  70 (20)   
≥45  511 (17)  71 (20)   
         
Race         
White  688 (22)  94 (26)  0.13 
Other,unknown  109 (4)  16 (4)   
Black  2279 (74)  246 (69)   
         
Exchanged sex for drugs/money ever       
No/unknown  2851 (93)  341 (96)  0.03 
Yes  225 (7)  15 (4)   
         
Activity level         
Low  2919 (95)  337 (95)  0.07 
Medium  100 (3)  7 (2)   
High  57 (2)  12 (3)   
         
Total   3076     356       









Table 5.2. Characteristics of geocoded syphilis cases. 
 
  Activity Level     
 Low Medium High Total 
Characteristics N (%) N (%) N (%) N (%) 
Core Area Residence         
No 1287 (44) 45 (45) 22 (39) 1354 (44) 
Yes 1632 (56) 55 (55) 35 (61) 1722 (56) 
         
Gender/sexual orientation         
Female 511 (18) 12 (12) 5 (9) 528 (17) 
MSW 828 (28) 19 (19) 7 (12) 854 (28) 
MSM and MSM/W 1580 (54) 69 (69) 45 (79) 1694 (55) 
         
Age, years         
15-24 951 (33) 46 (46) 23 (40) 1020 (33) 
25-34 888 (30) 28 (28) 20 (35) 936 (30) 
35-44 581 (20) 17 (17) 11 (19) 609 (20) 
≥45 499 (17) 9 (9) 3 (5) 511 (17) 
         
Race         
White 658 (23) 17 (17) 13 (23) 688 (22) 
Other,unknown 102 (3) 5 (5) 2 (4) 109 (4) 
Black 2159 (74) 78 (78) 42 (74) 2279 (74) 
         
Exchanged sex for drugs/money ever         
No/unknown 2700 (93) 99 (99) 52 (91) 2851 (93) 
Yes 219 (8) 1 (1) 5 (9) 225 (7) 
         
Urban/Rural residence         
Rural 528 (18) 14 (14) 7 (12) 549 (18) 
Mostly Rural 176 (6) 10 (10) 3 (5) 189 (6) 
Mostly Urban 159 (5) 4 (4) 3 (5) 166 (5) 
Urban 2056 (70) 72 (72) 44 (77) 2172 (71) 
         




Table 5.3. Unadjusted and adjusted odds ratios of higher activity. 
  
    Unadjusted OR   Adjusted ORa     
Characteristics   (95% CI)   (95% CI)   P valueb 
Core Area Residence         
No  1.0  (ref)  1.0  (ref)  0.88 
Yes  1.1  (0.8, 1.5)  1.0  (0.7, 1.5)   
         
Gender/sexual orientation         
Female  1.0  (ref)  1.0  (ref)  0.0002 
MSW  0.9  (0.5, 1.8)  1.1  (0.6, 2.0)   
MSM and MSM/W  2.2  (1.3, 3.7)  2.2  (1.3, 3.8)   
         
Age, years         
15-24  3.0  (1.6, 5.6)  2.7  (1.4, 5.2)  0.02 
25-34  2.3  (1.2, 4.3)  2.1  (1.1, 4.0)   
35-44  2.0  (1.0, 4.0)  2.0  (1.0, 3.9)   
≥45  1.0  (ref)  1.0  (ref)   
         
Race         
White  1.0  (ref)  1.0  (ref)  0.84 
Other,unknown  1.5  (0.6, 3.5)  1.3  (0.5, 3.0)   
Black  1.2  (0.8, 1.8)  1.0  (0.7, 1.6)   
         
Urban/Rural residence         
Rural  1.0  (ref)  1.0  (ref)  0.36 
Mostly Rural  1.8  (0.9, 3.8)  1.9  (0.9, 3.9)   
Mostly Urban  1.1  (0.5, 2.7)  1.0  (0.4, 2.5)   
Urban   1.4  (0.9, 2.3)   1.2  (0.7, 2.1)     
a Adjusted for listed variables         










Table 5.4. Nominal unadjusted and adjusted odds ratios for higher activity levels. 
 
    Unadjusted OR   Adjusted ORa     
  Medium vs Low High vs Low  Medium vs Low High vs Low   
Characteristics   (95% CI) (95% CI)   (95% CI) (95% CI)   P valueb 
Core Area Residence             
No  1.0  (ref) 1.0  (ref)  1.0  (ref) 1.0  (ref)  0.70 
Yes  1.0  (0.6, 1.4) 1.3  (0.7, 2.1)  0.9  (0.6, 1.4) 1.3  (0.7, 2.3)                
Gender/sexual orientation             
Female  1.0  (ref) 1.0  (ref)  1.0  (ref) 1.0  (ref)  0.001 
MSW  1.0  (0.5, 2.0) 0.9  (0.3, 2.7)  1.1  (0.5, 2.2) 1.0  (0.3, 3.2)   
MSM and MSM/W  1.9  (1.0, 3.5) 2.9  (1.1, 7.4)  1.9  (1.0, 3.6) 3.0  (1.2, 7.6)   
             
Age, years             
15-24  2.7  (1.3, 5.5) 4.0  (1.2, 13.5)  2.4  (1.1, 5.0) 3.8  (1.1, 13.2)  0.08 
25-34  1.7  (0.8, 3.7) 3.7  (1.1, 12.7)  1.6  (0.7, 3.4) 3.5  (1.0, 12.3)   
35-44  1.6  (0.7, 3.7) 3.1  (0.9, 11.4)  1.6  (0.7, 3.6) 3.1  (0.9, 11.2)   
≥45  1.0  (ref) 1.0  (ref)  1.0  (ref) 1.0  (ref)   
             
Race             
White  1.0  (ref) 1.0  (ref)  1.0  (ref) 1.0  (ref)  0.79 
Other,unknown  1.9  (0.7, 5.3) 1.0  (0.2, 4.5)  1.7  (0.6, 4.7) 0.8  (0.2, 3.7)   
Black  1.4  (0.8, 2.4) 1.0  (0.5, 1.8)  1.2  (0.7, 2.2) 0.8  (0.4, 1.5)                
Urban/Rural residence             
Rural  1.0  (ref) 1.0  (ref)  1.0  (ref) 1.0  (ref)  0.63 
Mostly Rural  2.1  (0.9, 4.9) 1.3  (0.3, 5.0)  2.2  (1.0, 5.2) 1.3  (0.3, 5.3)   
Mostly Urban  0.9  (0.3, 2.9) 1.4  (0.4, 5.6)  0.9  (0.3, 2.9) 1.2  (0.3, 4.7)   
Urban  1.3  (0.7, 2.4) 1.6  (0.7, 3.6)  1.2  (0.7, 2.3) 1.3  (0.5, 3.1)   
a Adjusted for listed variables                         








Table 5.5. Nominal unadjusted and adjusted odds ratios for 4-category partner levels. 
 
  Unadjusted OR Adjusted ORa   
 0-1 vs Unknown 2-3 vs Unknown ≥ 4 vs Unknown 0-1 vs Unknown 2-3 vs Unknown ≥ 4 vs Unknown  
Characteristics (95% CI) (95% CI) (95% CI) (95% CI) (95% CI) (95% CI) P valueb 
Core Area Residence              
No 1.0  (ref) 1.0  (ref) 1.0  (ref) 1.0  (ref) 1.0  (ref) 1.0  (ref) 0.54 
Yes 0.6  (0.4, 1.0) 1.0  (0.6, 1.4) 1.2  (0.7, 2.1) 0.7  (0.5, 1.2) 0.9  (0.6, 1.4) 1.2  (0.7, 2.3)  
              
Gender/sexual orientation              
Female 1.0  (ref) 1.0  (ref) 1.0  (ref) 1.0  (ref) 1.0  (ref) 1.0  (ref) 0.0005 
MSW 0.5  (0.3, 1.1) 1.0  (0.5, 2.0) 0.9  (0.3, 2.7) 0.5  (0.3, 1.1) 1.1  (0.5, 2.2) 1.0  (0.3, 3.2)  
MSM and MSM/W 1.1  (0.6, 2.0) 1.9  (1.0, 3.5) 2.9  (1.2, 7.4) 1.1  (0.6, 1.9) 1.9  (1.0, 3.6) 3.0  (1.2, 7.7)  
              
Age, years              
15-24 0.8  (0.4, 1.4) 2.7  (1.3, 5.5) 4.0  (1.2, 13.4) 0.8  (0.4, 1.5) 2.3  (1.1, 4.9) 3.8  (1.1, 13.1) 0.20 
25-34 0.9  (0.5, 1.7) 1.7  (0.8, 3.7) 3.7  (1.1, 12.6) 1.0  (0.5, 1.8) 1.6  (0.7, 3.4) 3.5  (1.0, 12.2)  
35-44 0.8  (0.4, 1.6) 1.6  (0.7, 3.6) 3.1  (0.9, 11.3) 0.8  (0.4, 1.6) 1.6  (0.7, 3.5) 3.1  (0.8, 11.1)  
≥45 1.0  (ref) 1.0  (ref) 1.0  (ref) 1.0  (ref) 1.0  (ref) 1.0  (ref)  
              
Race              
White 1.0  (ref) 1.0  (ref) 1.0  (ref) 1.0  (ref) 1.0  (ref) 1.0  (ref) 0.81 
Other,unknown 1.0  (0.3, 2.8) 1.9  (0.7, 5.3) 1.0  (0.2, 4.5) 1.0  (0.3, 3.0) 1.7  (0.6, 4.7) 0.8  (0.2, 3.7)  
Black 0.6  (0.4, 1.0) 1.4  (0.8, 2.3) 1.0  (0.5, 1.8) 0.8  (0.5, 1.3) 1.2  (0.7, 2.1) 0.8  (0.4, 1.5)  
              
Urban/Rural residence              
Rural 1.0  (ref) 1.0  (ref) 1.0  (ref) 1.0  (ref) 1.0  (ref) 1.0  (ref) 0.61 
Mostly Rural 1.1  (0.4, 2.7) 2.1  (0.9, 4.9) 1.3  (0.3, 5.0) 1.2  (0.5, 3.1) 2.2  (1.0, 5.2) 1.3  (0.3, 5.3)  
Mostly Urban 1.8  (0.8, 4.1) 1.0  (0.3, 3.0) 1.5  (0.4, 5.7) 1.7  (0.7, 4.0) 1.0  (0.3, 3.0) 1.2  (0.3, 4.8)  
Urban 0.8  (0.5, 1.4) 1.3  (0.7, 2.3) 1.6  (0.7, 3.6) 0.9  (0.5, 1.7) 1.2  (0.7, 2.3) 1.3  (0.5, 3.0)  
a Adjusted for listed variables                           










CHAPTER 6: DETERMINANTS OF SPATIALLY COMPACT NETWORK 
STRUCTURES DURING A SYPHILIS OUTBREAK IN NORTH CAROLINA 
 
6.1 Introduction 
 Rates of sexually transmitted diseases (STDs) have drastically increased in recent years 
despite control efforts.  In the United States (US), diagnoses of primary and secondary syphilis 
increased 76% from 2013 to 2017, and rates of congenital syphilis increased by 44% from 2016 
to 2017, resulting in numerous deaths and severe health complications among newborns [100].  
Some populations are disproportionately affected by STDs, including the US South, where 
syphilis rates are consistently greater than the national average and a significant proportion of 
cases occur in rural areas [100]. 
 The concentration of syphilis in geographically defined local areas has been well-
documented at the county level in the US [51,53] and the postal area level in Australia [52].  
Less well-documented are the reasons why STDs tend to cluster in some areas and not others.  In 
1983, Rothenberg observed spatial clustering of gonorrhea cases and noted that these cases 
tended to form partnerships with others in close geographical proximity [6].  These observations 
led to the theory of ‘core areas,’ in which geographically concentrated, sustained high incidence 
is hypothesized to be driven by the presence of high-activity individuals who effectively transmit 
STDs within the community [9].  We recently conducted an analysis that did not support this 
hypothesis, finding that, in North Carolina (NC), non-core areas of high syphilis rates were as 
likely to contain high-activity cases as core areas (see Chapter 5) and concluding that the spatial 




 Fundamentally, STDs spread through a network of sexual contacts between individuals 
[29].  Infection propagation through a network depends not only on individual behavior, but also 
on the behavior of one’s partners, those partners’ partners, and so on.  As a whole, these 
partnerships form complex structures that facilitate disease transmission in ways not apparent at 
the individual level [78,79].  For example, in Manitoba, Canada, partnerships associated with 
chlamydial infection and gonorrhea mapped in network space revealed unique shapes, such as 
linear chains of individuals or radial ‘hub and spoke’ connections, specific to each disease [45].  
Geographically, mapping of STD networks has revealed close proximity between partners 
residing in high incidence, urban areas and those engaging in high risk behaviors, such as 
exchange sex or injection drug use [8,11,14].  But the spatial extent of the overall network 
depends on the geographical distances between both socially close and socially distant pairs of 
persons, or dyads [14].  Consider, for example, a hypothetical network of connected persons 
residing in an area with two distinct neighborhoods (Figure 6.1).  Socially, the network forms a 
linear chain with equally small geographical distances between partners (i.e., dyads with a social 
distance of one).  Realizations of the network structure illustrate that spatial compactness of the 
overall network can vary even when geographical distances between partners are the same.  
Instead, the spatial extent of the overall network depends on the geographical distances between 
socially distant dyads, which are large in a spatially disperse network (Figure 6.1A) and small in 
a spatially compact network (Figure 6.1B).  Understanding the spatial extent of network 
structures and their determinants can help public health officials more effectively target STD 
control programs and identify opportunities for disrupting disease transmission. 
 The objective of this study was to identify factors associated with spatially compact 




predominantly heterosexually transmitted syphilis occurred in a largely rural region of 
southeastern NC [15].  This large outbreak was particularly well-characterized through extensive 
partner and social contact tracing, and continues to be informative about sexual network structure 
and relationships.  In initial network analyses, personal and partnership characteristics were 
identified that helped foster epidemic growth, including widespread crack cocaine use, exchange 
of sex for drugs and money, and sexual mixing with respect to age, race/ethnicity, number of sex 
partners, and stage of diagnosis [15,80].  Spatial mapping of the socio-sexual network at the 
county level identified high network connectivity within each county and low connectivity 
between counties, resulting in smaller, well-defined outbreaks within county boundaries [73].  
We extended these analyses to identify dyad-level characteristics influencing close geographical 
proximity between socially distant pairs of persons in the network. 
6.2 Methods 
6.2.1 Study Population 
 In NC, physicians, other healthcare providers, and laboratories suspecting a case of 
syphilis are required to report the case to the local health authority, which then reports the case to 
county and state health departments for surveillance and implementation of disease control 
protocols [67,73].  Contact tracing of probable or confirmed primary, secondary, or early latent 
syphilis case reports is routinely performed by disease intervention specialists (DIS) to identify 
sexual and social partners of case patients [15,80].  With measures to protect patient 
confidentiality, demographics and sexual behavior data of cases and their partners are compiled 
by the Communicable Disease Branch of the NC Division of Public Health (DPH) in an 
electronic database, which allows for the construction of socio-sexual networks among 




 We examined the spatial distribution of a socio-sexual network associated with an 
outbreak of heterosexually transmitted syphilis occurring in a largely rural region of southeastern 
NC between October 1998 and December 2002.  Network members included reported cases of 
primary, secondary, or early latent syphilis residing in southeastern NC, and cases’ sex partners 
and social contacts irrespective of infection status.  Cases younger than 14 years of age were 
excluded as they typically represent newborns diagnosed with congenital syphilis and receive 
individual attention outside routine STD control activities.  Additional details of this syphilis 
network, one of the largest in the STD literature, have been published elsewhere [73,80]. 
6.2.2 Measures 
 Individuals in networks are often graphed in social space as nodes, with ties between two 
nodes represented by links.  Linked nodes in a network form subgraphs called components, such 
that all nodes are reachable from other nodes in the component [78].  Pairs of linked nodes are 
called dyads.  Individual components do not share any nodes, and a single network may be 
comprised of multiple components of varying size and shape [4,73].  Components are significant 
for STDs because individuals who are not in the same component cannot infect each other (even 
indirectly) and are less likely to share similar risk behaviors [78].  Also, the risk of an STD 
entering and being transmitted in a component increases as component size and connectivity 
increases [29].  For this analysis, we assessed components with the greatest number of nodes in 
the syphilis network, excluding any with substantial missing data.  
The outcome of interest was geographical distance between dyads, which we assessed for 
every possible dyad in a given network component.  We mapped the network in geographical 
space by geocoding nodes to the residential-weighted centroid of the reported ZIP code of 




determined whether dyads resided in the same or adjacent ZIP codes or in non-adjacent ZIP 
codes.  ZIP code adjacency was determined using a queen areal adjacency matrix to identify 
areas with shared borders and vertices [82]. 
Following network analysis terminology, we defined the social distance between dyads as 
the geodesic, or length of the shortest connecting path between node pairs in a component.  
Given two nodes A and B, a geodesic of 1 for the dyad indicates a direct sexual or social link 
between node A and node B.  A geodesic of 2 would indicate that node B is a partner of a partner 
of node A.  The geodesic increases as the minimum number of persons required to connect node 
A with node B increases.   
We examined the distributions of node characteristics in network components, including 
gender (male, female), age at diagnosis (14 to 29, 30 to 44, 45 or more years of age), 
race/ethnicity (White, Black, Hispanic, Native American, Other/unknown), and rurality of 
residence.  Rurality of residence was defined as rural or urban based on Rural-Urban Commuting 
Area (RUCA) codes, which uses population density and employment commuting patterns to 
determine rurality of ZIP codes [102].  Dyad characteristics were defined dichotomously 
(Yes/No) based on whether dyad nodes were of the same gender, same age group, or same 
race/ethnicity.  We also assessed whether dyad ZIP codes of residence were both urban, both 
rural, or mixed (rural-urban), and identified the network component to which the dyad belonged.   
6.2.3 Analysis 
 With dyads as the unit of analysis, we examined the relationship between geodesic and 
geographical distance in the network using generalized estimating equations (GEE) to address 
the lack of independence between dyads sharing a common node, particularly for persons with 




ratios (ORs) with associated 95% confidence intervals (CIs).  We assessed the association 
between explanatory variables using the model’s correlation coefficient matrix to avoid 
collinearity and examined fit of the working correlation structure using QIC statistics [81].  Joint 
effects and the effects of each covariate in the presence of other covariates were assessed using a 
backwards elimination strategy to remove terms that did not significantly impact the social-
spatial relationship.  We started by excluding interaction terms, followed by variables with the 
greatest number of missing values, and then variables with the highest P value.  Variables with 
Wald P values less than an a priori significance level of 0.10 were retained in the final model.  
We examined the relative influence of interaction terms in the final model by comparing 
observed odds ratios with what would be expected by additive or multiplicative models of joint 
effects.  
 Analyses were performed using SAS version 9.3 (SAS Institute Inc., Cary, NC).  
Geodesic and geographical distance were calculated using UCINET 6 for Windows (Analytic 
Technologies, Harvard, MA) and OpenGeoDa 1.0 (Anselin, Chicago, IL).  All maps were 
produced with ESRI ArcGIS 10.3 (Environmental Systems Research Institute, Redlands, CA).  
NC DPH does not take responsibility for the scientific validity or accuracy of methodology, 
results, statistical analyses, or conclusions presented.  Ethics approval was obtained from the 
Institutional Review Board of the University of North Carolina at Chapel Hill. 
6.3 Results 
 Of the 5,299 total nodes in the syphilis network, 4,599 (87%) nodes were geocoded to a 
valid residential ZIP code.  The three largest components of the network comprised 895, 278, 
and 232 nodes, respectively; of these, 831 (93%), 269 (97%), and 198 (85%) nodes were 




94%, and 73%, respectively.  Due to missing location data in the third largest component, we 
included only the largest component (Component 1) and second largest component (Component 
2) in analyses of network connectivity. 
6.3.1 Node Characteristics 
 In the network, most nodes were male (55%), less than 45 years of age (82%), and Black 
(64%) (Table 6.1).  The two study components had similar proportions of males, but Component 
1 comprised nodes who were older (78% below 45 years of age) and more likely to be Native 
American (41% Native American, 40% Black) compared with the overall network.  In contrast, 
Component 2 comprised nodes who were younger (88% below 45 years of age) and more likely 
to be Black (89%) compared with the overall network.  In both components, the proportions of 
infected nodes were lower than in the overall network.  Nodes in Components 1 and 2 were 
significantly more likely to reside in rural ZIP codes (93% and 99%) than nodes in the overall 
network (63%). 
6.3.2 Spatial Distribution 
 While most nodes resided in southeastern NC, the overall network extended across the 
state with nodes residing in 81 out of 100 counties in NC (Figure 6.2).  The geographical extent 
of each network component was more limited, as indicated by the maps for Component 1 (Figure 
6.3) and Component 2 (Figure 6.4).  Component 2 spanned 9 counties and was significantly 
more spatially compact than Component 1, which spanned 26 counties in NC.  Most nodes in 
each component resided in small subsets of ZIP codes within counties. 
6.3.3 Dyad Characteristics 
 Of 380,911 possible node pairs in study components, 111,594 (29%) dyads were 




1% of dyads represented direct partnerships with a geodesic of one.  Most dyads (95%) were 
socially distant with a geodesic of four or more.  Approximately half of dyads (51%) were 
between nodes of the same gender.  Most dyads were comprised of nodes in different age groups 
(64%) and different race/ethnicities (60%).  The majority of dyads were rural (88%) and in 
Component 1 (91%). 
 In bivariable analyses, geographical distance was strongly associated with social distance, 
with greater unadjusted odds of residing in the same or adjacent ZIP code among socially close 
(OR: 11.1; 95% CI: 8.2, 15.1 for geodesic 1; OR: 11.0; 95% CI: 9.3, 13.0 for geodesic 2) than 
socially distant (geodesic 4 or more) dyads.  Residing in the same or adjacent ZIP code was also 
associated with urban (OR: 11.5; 95% CI: 8.8, 14.9) and Component 2 (OR: 8.0; 95% CI: 7.0, 
9.3) dyads.  Geographical distance did not vary by dyad gender or age group but was more likely 
among dyads of the same race/ethnicity (OR: 2.2; 95% CI: 2.0, 2.4) than different 
race/ethnicities. 
6.3.4 GEE Analysis 
 The final model estimating the association between geographical and social distances of 
dyads included main effect and interaction terms of three characteristics: component, rurality, 
and race/ethnicity.  Best fit was attained using an independent working correlation structure with 
the logistic model. 
 Geographical distance between node pairs depended on a complex interaction between 
the geodesic, component, rurality, and race/ethnicity of dyads (Table 6.3).  Dyads with geodesic 
4 or more had both the lowest (OR: 1.0 for Component 1, rural-urban, different race/ethnicity) 
and highest (OR 134.4; 95% CI: 96.7, 186.8 for Component 2, urban, same race/ethnicity) odds 




 The odds of residing in the same or adjacent ZIP code were greater in Component 2 than 
Component 1 for every combination of geodesic, rurality, and race/ethnicity.  Between 
components, geographical distance was most similar for geodesic 1, at which the odds of 
residing in the same or adjacent ZIP code in Component 2 were 1.4 times that of Component 1 
per level of rurality and race/ethnicity.  The difference in geographical distance between 
components increased as geodesic increased and was largest for geodesic 4 or more, at which the 
odds of residing in the same or adjacent ZIP code in Component 2 were 6.0 times that of 
Component 1 per level of rurality and race/ethnicity.  The significantly greater geographical 
closeness of socially distant dyads in Component 2 corresponds with the component’s greater 
spatial compactness over a smaller geographical area compared with Component 1 (Figures 6.3 
and 6.4). 
 Within components, rural dyads had similar odds of residing in the same or adjacent ZIP 
code as urban dyads for geodesics 1, 2, and 3.  Only at geodesic 4 or more did geographical 
distance differ significantly between rural and urban dyads.  At geodesic 4 or more, the odds of 
residing in the same or adjacent ZIP code for urban dyads were 3.6 times that of rural dyads per 
component and level of race/ethnicity.  At all geodesics, rural-urban dyads were significantly 
less likely to reside in the same or adjacent ZIP code than rural or urban dyads per component 
and level of race/ethnicity. 
Similar to rurality, dyad race/ethnicity significantly affected geographical distance only at 
geodesic 4 or more.  At geodesic 4 or more, the odds of residing in the same or adjacent ZIP 
code among same race/ethnicity dyads were 1.6 times that of different race/ethnicity dyads per 





6.3.5 Multinomial Interactions 
Interpreting the effect of interactions increases in difficulty as the number of terms 
involved rises [103].  In this study, dyad geographical distance was affected by three two-factor 
interactions: those between geodesic and component, rurality, and race/ethnicity (Table 6.4). 
The observed odds ratios for the joint effects of geodesic, component, rurality, and 
race/ethnicity were all greater than the additive model but significantly less than would have 
been expected under the multiplicative model.  The main sources of these sub-multiplicative 
interactions were joint effects that included geodesic and component.  For example, the observed 
odds ratio for the joint effect of geodesic 1, urban, same race/ethnicity dyads in component 2 
(OR = 81.8) was significantly less than would have been expected under the multiplicative 
model (OR = 1446.7) with a ratio of odds ratios (ROR) equal to 0.06.  The source of this sub-
multiplicative interaction was investigated by calculating the joint effects of lower-order 
interactions [103].  For geodesic 1, the joint effect with race/ethnicity and component was much 
lower than would have been expected under the multiplicative model (ROR 0.11), followed by 
the joint effect with rurality and component (ROR 0.12).  The joint effect of geodesic, rurality, 
and race/ethnicity was also lower than expected (ROR 0.24), but to a lesser degree.  Therefore, 
the main three-factor source of the sub-multiplicative interaction was the joint effect of geodesic, 
race/ethnicity, and component, with the joint effect of geodesic, rurality, and component also 
contributing.  Examination of each of the two-factor interactions at geodesic 1 shows that the 
joint effect with component was significantly lower than would be expected under the 
multiplicative model (ROR 0.24), followed by race/ethnicity (ROR 0.49) and rurality (ROR 
0.49).  The main two-factor source of the sub-multiplicative interaction was the joint effect of 





 Using spatial network analysis, we identified dyad-level characteristics associated with 
spatially compact epidemic syphilis transmission in rural NC.  While the geographical distance 
between node pairs depended on a complex interaction of geodesic, component, rurality, and 
race/ethnicity of dyads, the most important determinant of spatial compactness was the 
component to which linked persons belonged.  At all levels of geodesic, rurality, and 
race/ethnicity, dyads of Component 2 were more likely to reside in the same or adjacent ZIP 
code than that of Component 1.  Demographically, people in Component 2 were more likely to 
be younger, Black, and have same race/ethnicity dyads, while people in Component 1 were older 
and significantly more likely to be Native American.  These component-level differences in 
spatial distributions, demographics, and risk behaviors suggest that despite being part of the 
same large outbreak, partnerships between similar persons form distinct macro-level structures 
that may require different interventions to reduce transmission effectively. 
 Network analysis was needed to identify determinants of spatially compact structures 
because these processes are not evident at the individual level.  We demonstrated that, within 
outbreak components, socially close rural dyads were as likely as socially close urban dyads to 
reside in the same or adjacent ZIP code.  In previous studies, small geographical distances 
between direct partners were seen in urban areas.  This study is one of the first to identify close 
geographical distances between direct rural partners, which facilitated syphilis transmission 
within specific outbreak counties in southeastern NC [73].  But we also found that rural dyads 
were less likely than urban dyads to reside in the same or adjacent ZIP code as geodesic 
increased.  Socially distant rural dyads were more likely to reside in non-adjacent ZIP codes than 




structures were compact.  Urban cases were more likely to live in the same neighborhood as their 
partners’ partners’ partners than rural cases.  Taken together, these results support previous 
observations of syphilis core areas in urban but not rural areas in NC [67]. 
 The distinct spatial distributions of network components suggest that multiple approaches 
are needed to effectively reduce disease transmission.  In NC, spatially-targeted interventions, 
such as enhanced screening, may effectively identify new cases in neighborhoods with compact 
network structures, such as urban areas with same race/ethnicity dyads.  In rural areas or areas 
with different race/ethnicity dyads, disperse macrostructures are likely to reduce the 
effectiveness of spatially-targeted interventions because only a subset of the overall component 
would be included.  Instead, network interventions, such as enhanced partner notification, may 
be more effective in reaching high-risk people to disrupt transmission. 
To assess determinants of spatial compactness in STD network structures, we examined 
one of the most comprehensive syphilis networks ever reported, but it was recorded from 1998 to 
2002.  Since then, changes to partner selection patterns and risk behaviors may reduce the 
generalizability of our results.  For example, recent advances in telecommunication technology 
led to the theory that physical distance would have less influence in limiting people’s capacity to 
form and maintain relationships as the costs of communicating online decreased [98,99].  But, in 
multiple studies, the dependence of relationship links on physical distance is remarkably robust 
to advances in technology (internet, phones), transportation (highways, freeways), and cultural 
differences [98].  Furthermore, improvements in telecommunications may, perhaps 
counterintuitively, increase distance dependence of contacts in well-defined geographical areas 
[99].  An investigation of social media Facebook users and their contacts found that the intensity 




concentrated friendship networks in the US located in Appalachia, the Midwest, and the South 
[104].  Despite its age, our network data provides important insight relevant to current 
transmission patterns, particularly for spatially compact STDs, such as syphilis and gonorrhea, in 
the US South. 
In general, sexual network data are nearly always subject to incomplete-network bias due 
to unknown or untraceable sexual contacts [3,4].  These missing data can dramatically affect 
network structure even if only one link is affected.  Despite the potential for bias, evaluations of 
network completeness from contact tracing data have found that characteristics of unidentified 
partners do not differ significantly from those included [44,46], and network analysis of these 
data may still highlight important factors that facilitate the spread of infection.  To limit missing 
data and examine dyad characteristics among persons at risk of syphilis, we included both social 
and sexual contacts of syphilis cases, regardless of infection status.  This approach expands 
network ties, but does not necessarily reflect the network through which disease transmission can 
occur.  But members of the same social network often share similar views, interests, or activities, 
and interventions aimed at social networks have been shown to significantly reduce STD risk 
behavior levels [105].  While not a named sexual partner, social contacts of STD cases may have 
symptoms suggestive of disease or engage in behaviors that place them at risk for infection. 
Geographically, we used ZIP codes to classify residences as rural or urban, but a smaller 
geographical unit, such as census tracts, may have revealed additional heterogeneity.  Rural ZIP 
codes tend to be larger in area than urban ZIP codes, and the Euclidean distance between rural 
node pairs residing in the same or adjacent ZIP code may be greater than that of urban node 
pairs.  Future studies should examine the impact of different geographical scales and definitions 




 Identification of spatially compact network structures and their determinants may help 
public health officials effectively tailor STD prevention and control programs to different regions 
and populations.  Analysis of routinely-collected contact tracing data allows for the identification 
of these macro-level patterns.  As incidence rates rise amid limited financial resources [90], new 






Figure 6.1. Example of connected persons residing in an area with two distinct neighborhoods.  
Equally small geographical distances between direct partners can produce (A) spatially disperse 
network structures with large geographical distances between socially distant dyads, or (B) 
spatially compact network structures with small geographical distances between socially distant 
dyads.  Circles represent persons, with lines indicating links between persons. 
 
 























Figure 6.2. Spatial distribution of the overall socio-sexual network with direct partners residing 
in different ZIP codes.  Nodes are mapped by ZIP code with darker colors representing a greater 
number of nodes residing in the area.  Lines represent direct partnerships between nodes residing 
in different ZIP codes, with thicker lines indicating a greater number of partnerships connecting 
the two areas.  The network extended across the state.  Not shown: Direct partnerships between 





Figure 6.3. Spatial distribution of Component 1 with percent same race/ethnicity of (A) direct 
partners living in different ZIP codes and (B) direct partners living in the same ZIP code.  
Component nodes were mapped by ZIP code with darker colors representing a greater number of 
nodes residing in the area.  Lines (A) represent direct partnerships between nodes residing in 
different ZIP codes, with thicker lines indicating a greater number of partnerships connecting the 
two areas.  Circles (B) represent the number of direct partnerships between nodes residing in the 
same ZIP code, with larger circles indicating a greater number of partnerships.  The color of each 
line or circle represents the percent of partnerships that were same race/ethnicity.  Component 1 









































Figure 6.4. Spatial distribution of Component 2 with percent same race/ethnicity of (A) direct 
partners living in different ZIP codes and (B) direct partners living in the same ZIP code.  
Component nodes were mapped by ZIP code with darker colors representing a greater number of 
nodes residing in the area.  Lines (A) represent direct partnerships between nodes residing in 
different ZIP codes, with thicker lines indicating a greater number of partnerships connecting the 
two areas.  Circles (B) represent the number of direct partnerships between nodes residing in the 
same ZIP code, with larger circles indicating a greater number of partnerships.  The color of each 
line or circle represents the percent of partnerships that were same race/ethnicity.  Component 2 
was spatially compact with a higher proportion of same race/ethnicity partnerships compared 








































Table 6.1. Characteristics of geocoded nodes in the network and study components. 
  
 
    Network   Component 1   Component 2 
Characteristics   n (%)   n (%)   n (%) 
Gender          
Male  2548 (55)  461 (55)  150 (56) 
Female  2049 (45)  370 (45)  119 (44) 
Unknown  2   0   0  
          
Age, years          
14-29  1667 (40)  259 (35)  123 (48) 
30-44  1756 (42)  318 (43)  103 (40) 
≥45  728 (18)  169 (23)  31 (12) 
Unknown  448   85   12  
          
Race/Ethnicity          
White  730 (16)  124 (15)  24 (9) 
Black  2880 (64)  328 (40)  240 (89) 
Hispanic  291 (6)  26 (3)  4 (1) 
Native American  610 (14)  334 (41)  1 (0) 
Other/Unknown  88   19   0  
          
Rurality          
Urban  1690 (37)  55 (7)  4 (1) 
Rural  2909 (63)  776 (93)  265 (99) 
          






Table 6.2. Dyad characteristics by geographical distance and associated odds ratios (restricted to 
complete cases in model). 
 
 
    Total Same or Adjacent ZIP Unadjusted OR 
Characteristics   N (%) N (%) (95% CI) 
Geodesic        
1         1,267  (0)         1,018  (80) 11.1  (8.2, 15.1) 
2         6,315  (2)         5,063  (80) 11.0  (9.3, 13.0) 
3       10,972  (3)         8,104  (74) 7.7  (6.6, 8.9) 
4 or more     362,357  (95)        97,409  (27) 1.0  (ref) 
        
Same gender        
No     188,420  (49)        54,974  (29) 1.0  (ref) 
Yes     192,491  (51)        56,620  (29) 1.0  (1.0, 1.0) 
        
Same age group        
No     199,550  (64)        59,339  (30) 1.0  (ref) 
Yes     111,231  (36)        34,719  (31) 1.1  (1.0, 1.1) 
Unknown       70,130          17,536     
        
Same race/ethnicity        
No     219,160  (60)        50,312  (23) 1.0  (ref) 
Yes     146,152  (40)        57,947  (40) 2.2  (2.0, 2.4) 
Unknown       15,599           3,335     
        
Rurality        
Urban-Urban         1,491  (0)            817  (55) 11.5  (8.8, 14.9) 
Rural-Rural     335,680  (88)      106,594  (32) 4.4  (3.8, 5.2) 
Rural-Urban       43,740  (11)         4,183  (10) 1.0  (ref) 
        
Component        
1     344,865  (91)        85,425  (25) 1.0  (ref) 
2       36,046  (9)        26,169  (73) 8.0  (7.0, 9.3) 
        











      Component 1 Component 2 
Characteristics   Adjusted OR  (95% CI) Adjusted OR  (95% CI) 
Geodesic Rurality 
Same race/ 
ethnicity     
4 or more Rural-Urban No 1.0  (ref) 6.0  (5.2, 6.9) 
  Yes 1.6  (1.5, 1.7) 9.6  (8.3, 11.2) 
 Rural-Rural No 3.9  (3.3, 4.6) 23.2  (18.8, 28.6) 
  Yes 6.2  (5.1, 7.5) 37.1  (29.5, 46.7) 
 Urban-Urban No 14.0  (10.6, 18.6) 84.0  (61.3, 115.2) 
  Yes 22.4  (16.6, 30.2) 134.4  (96.7, 186.8) 
       
3 Rural-Urban No 7.0  (5.1, 9.6) 13.8  (8.8, 21.6) 
  Yes 7.8  (5.8, 10.4) 15.3  (9.9, 23.8) 
 Rural-Rural No 35.7  (27.6, 46.1) 70.2  (47.0, 104.8) 
  Yes 39.5  (30.7, 50.8) 77.8  (51.6, 117.1) 
 Urban-Urban No 61.4  (16.5, 227.7) 120.7  (31.2, 467.4) 
  Yes 68.0  (18.4, 251.9) 133.7  (34.5, 518.8) 
       
2 Rural-Urban No 7.1  (4.4, 11.5) 11.8  (6.3, 22.1) 
  Yes 8.0  (5.1, 12.5) 13.3  (7.4, 23.8) 
 Rural-Rural No 52.8  (39.3, 70.9) 88.1  (55.6, 139.5) 
  Yes 59.3  (44.8, 78.5) 98.9  (65.0, 150.6) 
 Urban-Urban No 52.0  (22.5, 120.1) 86.7  (33.8, 222.7) 
  Yes 58.4  (26.4, 129.3) 97.4  (40.0, 237.4) 
       
1 Rural-Urban No 10.8  (4.0, 28.7) 15.2  (3.4, 67.8) 
  Yes 8.4  (3.7, 19.1) 11.9  (2.9, 48.0) 
 Rural-Rural No 74.5  (48.6, 114.3) 105.3  (32.0, 346.5) 
  Yes 58.2  (41.2, 82.1) 82.1  (25.6, 264.0) 
 Urban-Urban No 74.2  (20.5, 268.3) 104.8  (18.6, 591.4) 
  Yes 57.9  (16.2, 206.6) 81.8  (14.6, 457.9) 









Table 6.4. Measures of interaction on additive and multiplicative scales (Referent: Geodesic 4 or more, Component 1, rural-urban, 
different race/ethnicity dyad). 
 
              Interaction Measure 
     Expected OR Additive Multiplicative 
Characteristic     Observed OR Additive Multiplicative (RERI) (Ratio of ORs) 
Geodesic Rurality Same race/ethnicity Component      
1 Urban-Urban Yes 2 81.8 29.4 1446.7 52.5 0.06 
1  Yes 2 11.9 16.4 103.4 -4.5 0.11 
1 Urban-Urban  2 104.8 28.8 904.5 76.1 0.12 
1 Urban-Urban Yes  57.9 24.4 240.9 33.6 0.24 
1   2 15.2 15.8 64.6 -0.6 0.24 
1  Yes  8.4 11.4 17.2 -3.0 0.49 
1 Urban-Urban   74.2 23.8 150.6 50.5 0.49          
1 Rural-Rural Yes 2 82.1 19.2 399.0 62.9 0.21 
1  Yes 2 11.9 16.4 103.4 -4.5 0.11 
1 Rural-Rural  2 105.3 18.6 249.5 86.6 0.42 
1 Rural-Rural Yes  58.2 14.2 66.4 43.9 0.88 
1   2 15.2 15.8 64.6 -0.6 0.24 
1  Yes  8.4 11.4 17.2 -3.0 0.49 
1 Rural-Rural   74.5 13.6 41.5 60.9 1.79          
2 Urban-Urban Yes 2 97.4 25.7 953.8 71.7 0.10 
2  Yes 2 13.3 12.7 68.2 0.6 0.20 
2 Urban-Urban  2 86.7 25.1 596.3 61.6 0.15 
2 Urban-Urban Yes  58.4 20.7 158.8 37.7 0.37 
2   2 11.8 12.1 42.6 -0.3 0.28 
2  Yes  8.0 7.7 11.3 0.3 0.70 
2 Urban-Urban   52.0 20.1 99.3 31.9 0.52          
2 Rural-Rural Yes 2 98.9 15.6 263.1 83.4 0.38 
2  Yes 2 13.3 12.7 68.2 0.6 0.20 
2 Rural-Rural  2 88.1 15.0 164.5 73.1 0.54 
2 Rural-Rural Yes  59.3 10.6 43.8 48.7 1.35 
2   2 11.8 12.1 42.6 -0.3 0.28 
2  Yes  8.0 7.7 11.3 0.3 0.70 







         
3 Urban-Urban Yes 2 133.7 25.6 944.0 108.1 0.14 
3  Yes 2 15.3 12.6 67.5 2.7 0.23 
3 Urban-Urban  2 120.7 25.0 590.2 95.7 0.20 
3 Urban-Urban Yes  68.0 20.6 157.2 47.4 0.43 
3   2 13.8 12.0 42.2 1.8 0.33 
3  Yes  7.8 7.6 11.2 0.2 0.69 
3 Urban-Urban   61.4 20.0 98.3 41.4 0.62 
         
3 Rural-Rural Yes 2 77.8 15.5 260.4 62.3 0.30 
3  Yes 2 15.3 12.6 67.5 2.7 0.23 
3 Rural-Rural  2 70.2 14.9 162.8 55.3 0.43 
3 Rural-Rural Yes  39.5 10.5 43.4 29.1 0.91 
3   2 13.8 12.0 42.2 1.8 0.33 
3  Yes  7.8 7.6 11.2 0.2 0.69 











CHAPTER 7: CONCLUSIONS 
 
7.1 Introduction 
 For STDs to persist in a population, there must be persons, whom infected, infect more 
than one person [3].  For short duration, high transmission probability infections, such as syphilis 
and gonorrhea, key characteristics of these persons are being infected and having many partners 
within the short timeframe of the infectious period [3,30].  Modeling has shown that 
interventions targeting these core group members are significantly more cost-effective per-
person-screened than targeting the general population or the larger low-activity group [5,38].  
However, as Over and Piot wrote, “the core is an epidemiologic concept, rather than a precisely 
defined social group” [38,106].  Defining the core group is challenging because individual sexual 
activity cannot be easily identified without labor-intensive programs, such as contact tracing.  
Alternative core group definitions are more easily ascertained but identify high-activity cases 
with unknown sensitivity and specificity [38]. 
7.2 Main Findings 
 Core area theory of STD transmission, in which geographically dense, persistent 
infection is driven by high-activity core group members, defines core groups by their residential 
location, thereby avoiding the stigma associated with high-risk sexual behaviors.  But the 
application of core area theory has been limited by the lack of a reference standard for 
identifying core areas and few empirical studies examining the association between the locations 




literature were made as follows: In Chapter 4, we evaluated the performance of four common 
core area identification methods in defining STD core areas and found that the rate rank method 
combined the highest overall accuracy with ease of implementation and would be appropriate for 
most public health departments.  In Chapter 5, we determined the relationship between 
geographical core areas of syphilis and the locations of core group individuals at high risk of 
onward transmission and observed that higher activity syphilis cases were as likely to reside in 
non-core areas as core areas.  Finally, in Chapter 6, we characterized the relationship between 
social distance and geographical distance in a socio-sexual network associated with a syphilis 
outbreak in rural North Carolina and found that determinants of spatially compact network 
structures depended on a complex interaction of characteristics that were not apparent at the 
individual level. 
7.3 Limitations 
 Our analysis was primarily descriptive in that we aimed to quantify observed associations 
rather than predict counterfactuals of a world with different features, which would be required 
for causal inference [107].  For all our aims, we partnered with the North Carolina Division of 
Public Health and examined the geomasked locations of syphilis and gonorrhea cases from 
routinely-collected surveillance data.  While the surveillance data are comprehensive, true STD 
incidence may be underestimated due to asymptomatic infections or underreporting of cases.  
Areas and populations with high incidence may also reflect better access to care rather than 
higher infection rates.  Additional research would be needed to examine how well surveillance 






7.4 Public Health Significance 
 The public health significance of our study is in its translation of theory into practice.  In 
Aim 1, we examined the performance of multiple core area identification methods and identified 
a possible reference standard for core area identification.  In Aim 2, we used this reference 
standard to compare the locations of syphilis core areas and high-activity cases.  The observation 
that high-activity cases were as likely to reside in non-core areas as core areas suggests that 
while spatially-targeted interventions may reduce overall incidence in areas with the highest 
disease burden, they are unlikely to lead to elimination due to transmission by high-activity core 
group members in non-core areas.  In Aim 3, we observed that partnerships between similar 
persons formed distinct macro-level structures that could require different interventions to reduce 
transmission effectively.  For example, spatially-targeted interventions may be effective in 
neighborhoods with compact network structures, such as urban areas with same race/ethnicity 
dyads, whereas network interventions may be more effective in spatially disperse 
macrostructures, such as rural areas or areas with different race/ethnicity dyads.  Multiple 
approaches are needed to help public health officials optimize intervention strategies and stem 
the current epidemic. 
7.5 Future Directions 
 The value of core theory can be assessed by the degree to which these concepts aid in the 
reduction of STDs [38].  The main tools available to public health officials for STD prevention 
and control are to disrupt disease transmission either through risk reduction counseling, which 
aims to reduce individual sexual risk behavior (primary prevention), or testing and treatment 
(secondary prevention) [23].  Our research suggests that while core areas are an inexact proxy for 




disproportionately high burdens of disease.  Core areas can provide an initial starting point for 
primary prevention programs targeted to communities with persistent infection, which may be 
more efficient than programs aimed at the general population.  Core areas may also help identify 
communities that may benefit the most from additional sexual health services.  As public health 
funding for STD programs has decreased and county health departments have closed [23,90], the 
barriers to identifying cases and providing treatment in areas with few services have increased, 
widening the disparity between those communities with and without access to care.  When 
combined with the locations of sexual health services, core areas present opportunities for 
investigating the effect of healthcare access and other neighborhood determinants on STD 
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