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CURVATURES AND HYPERBOLIC FLOWS FOR
NATURAL MECHANICAL SYSTEMS IN FINSLER
GEOMETRY
CHENGBO LI AND ZHIGUANG HU
Abstract. We consider a natural mechanical system on a Finsler
manifold and study its curvature using the intrinsic Jacobi equa-
tions (called Jacobi curves) along the extremals of the least action
of the system. The curvature for such a system is expressed in
terms of the Riemann curvature and the Chern curvature (involv-
ing the gradient of the potential) of the Finsler manifold and the
Hessian of the potential w.r.t. a Riemannian metric induced from
the Finsler metric. As an application, we give sufficient conditions
for the Hamiltonian flows of the least action to be hyperbolic and
show new examples of Anosov flows.
1. Introduction
In 1990s A. Agrachev and R. Gamkrelidze([1]) proposed the program
of studying an extremal of the optimal control problems on a manifold
M through the intrinsic Jacobi equations (called Jacobi curves) along
the extremal. The Jacobi curve is a curve in a Lagrangian Grassman-
nian defined up to a symplectic transformation and containing all infor-
mation about the solutions of the Jacobi equations along this extremal.
Based on the study of the differential geometry of the parameterized
curves in Lagrangian Grassmannians ([1, 12, 13]), we can apply to Ja-
cobi curves to constructing the curvature-type invariants (called curva-
tures in short) for natural mechanical systems on various smooth geo-
metric structures including (sub-)Riemannian and (sub-)Finsler mani-
folds. The curvatures for (sub-)Riemannian and (sub-)Finsler geodesic
problems then can be taken as particular cases. Moreover, by using the
curvatures we can derive the qualitative properties of the extremals of
Date: May 12, 2018.
2000 Mathematics Subject Classification. 53C17, 70G45, 49J15, 34C10.
Key words and phrases. Finsler geometry–natural mechanical systems–Jacobi
equations–Curvatures–Hyperbolic flows.
C. Li’s research was supported by NSFC(No.11201330) and by the Scientific
Research Foundation for the Returned Overseas Chinese Scholars, State Education
Ministry. Z. Hu’s research was supported by NSFC(No.11226053,11301385).
1
2 CHENGBO LI AND ZHIGUANG HU
the optimal control problems, such as various comparison theorems and
hyperbolicity.
For the simplest case of a Riemannian geodesic problem, there is
only one curvature and it essentially coincides with the Riemannian
curvature tensor ([1]). Further, for the least action problems of a nat-
ural mechanical system on a Riemannian manifold, the curvatures are
expressed by the Riemannian curvature tensor and the Hessian of the
potential (see [2]).
It is very natural to expect that for a Finsler geodesic problem the
curvature coincides with the Riemann curvature of the Finsler mani-
fold(at some reference vector) and recently it is verified from a unified
Hamiltonian viewpoint ([9]). Now a natural question arises: how to
express the curvature for a natural mechanical system on a Finsler
manifold using the geometric quantities in the Finsler manifold and
the potential?
One reason to find the answer to the above question is that it can be
used to studying the hyperbolicity of the Hamiltonian flows. We first
of all recall the following (see e.g. [8])
Definition 1. Let etX , t ∈ R be the flow generated by the vector field
X on a manifold P . A compact invariant set A ⊂ P of the flow
etX is called a hyperbolic set if there exists a Riemannian structure in
a neighborhood of A, a positive constant δ, and a splitting: TzP =
E+z ⊕E
−
z ⊕ RX(z), z ∈ A such that X(z) 6= 0 and
(1) etX∗ E
+
z = E
+
etXz
, etX∗ E
−
z = E
−
etXz
,
(2) ‖etX∗ ζ
+‖ ≥ eδt‖ζ+‖, ∀t > 0, ∀ζ+ ∈ E+z ,
(3) ‖etX∗ ζ
−‖ ≤ e−δt‖ζ−‖, ∀t > 0, ∀ζ− ∈ E−z .
If the entire manifold P is a hyperbolic set, then the flow etX is called
a flow of Anosov type.
It is well known that the geodesic flows on a closed Riemannian mani-
fold with negative sectional curvature is of Anosov type ([5]). Such a re-
sult has a Finsler version ([7]): the geodesic flows on a closed reversible
Finsler manifold with negative flag curvature must be of Anosov type.
Actually both of them can be derived from a more general criteria of
hyperbolic flows from the Hamiltonian viewpoint ([3]) and this criteria
can also be used to get some sufficient conditions for the Hamiltonian
flows for a natural mechanical system on a Finsler manifold.
The purpose of the present draft is two-fold. On one hand we in-
terpret the curvatures for the Finsler least action problems by the cur-
vature tensors (Riemannian curvature and Chern curvature) and the
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Hessian of the potential in Finsler geometry by the formulas which can
be plugged into the framework of calculations in [14]. On the other
hand we also get the sufficient conditions for the Hamiltonian flows for
Finsler least action problems to be of Anosov type on Finsler manifolds.
Note that we always use Einstein summation convention: when an
index variable appears twice in a single term it implies summation.
2. Main results
In this section we present the main results on curvatures and hyper-
bolic flows. The proofs are postponed to the next section.
2.1. Preliminaries in Finsler geometry. We first recall various no-
tations which are needed in the rest of the draft (see e.g. [17] for more
details).
Given a local coordinate (xi)ni=1 on an open set Ω in a smooth man-
ifold M of dimension n, we will always use the coordinate (xi, yj)ni,j=1
of TΩ with
v = yj
∂
∂xj
|x ∈ TxM for x ∈ Ω.
While we use the coordinate (xi, pj)
n
i,j=1 of the cotangent bundle T
∗Ω
with
p = pjdx
j |x ∈ T
∗
x
M for x ∈ Ω.
Definition 2. (Finsler structures) A nonnegative function F :
TM → [0,∞) is called a smooth Finsler structure of M if the fol-
lowing three conditions hold.
(1) (Regularity) F is smooth on TM\0, where 0 stands for the zero
section.
(2) (Positive 1-homogeneity) F (cv) = cF (v) for all v ∈ TM and c > 0.
(3) (Strong convexity) The n× n matrix
(gij(v))
n
i,j=1 :=
(
1
2
∂2(F 2)
∂yi∂yj
(v)
)n
i,j=1
is positive-definite for all v ∈ TM\0.
We call the manifold M a (smooth) Finsler manifold with Minkowski
norm F .
For x0,x1 ∈ M , we define the distance from x0 to x1 in a natural
way by
d(x0,x1) := inf
x
∫ 1
0
F (x˙(t))dt,
where the infimum is taken over all C1-curves x : [0, 1]→ M such that
x(0) = x0 and x(1) = x1. Since F is only positively homogeneous,
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the distance can be non-reversible, i.e. d(x0,x1) 6= d(x1,x0) for some
x0,x1 ∈ M . A smooth curve x(·) on M is called a geodesic if it is
locally minimizing and has a constant speed (i.e. F (x˙) is constant).
For each v ∈ TxM\{0}, the positive-definite matrix (gij(v))
n
i,j=1 in-
duces the Riemannian structure gv of TxM as
gv
(
ai
∂
∂xi
|x, b
j ∂
∂xj
|x
)
:= aibjgij(v).
For later convenience, we recall a basic fact on homogeneous func-
tions.
Theorem 2.1. Suppose that a differentiable function H : Rn\{0} → R
is positively r-homogeneous, i.e. H(cv) = crH(v) for some r ∈ R and
all c > 0 and v ∈ Rn\{0}. Then we have
∂H
∂yi
(v)yi = rH(v) for all v ∈ Rn\{0}.
The Cartan tensor
Cijk(v) :=
1
2
∂gij
∂yk
(v) for v ∈ TM\0
is a pure Finsler quantity. Indeed, Cijk
′s vanish everywhere on TM\0
if and only if F comes from a Riemannian metric. As gij is positively
0-homogeneous on each TxM\0, Theorem 2.1 yields
(2.1) Cijk(v)y
i = Cijk(v)y
j = Cijk(v)y
k = 0
for all v ∈ TM\0.
Define the formal Christoffel symbols
γkij(v) :=
1
2
gkl(v)
{
∂gil
∂xj
(v) +
∂glj
∂xi
(v)−
∂gij
∂xl
(v)
}
for v ∈ TM\0,
where (gij(v)) stands for the inverse matrix of (gij(v)). We also intro-
duce the geodesic spray coefficient and the nonlinear connection
Gi(v) := γijk(v)y
jyk, N ij(v) :=
1
2
∂Gi
∂yj
(v) for v ∈ TM\0,
and Gi(0) = N ij(0) = 0 by convention.
Chern connection is torsion free and almost compatible with the
metric and its coefficients are given by
Γijk := γ
i
jk − g
il(CjlmN
m
k + ClkmN
m
j − CjkmN
m
l ) on TM\0.
One can show
(2.2) N ij = Γ
i
jky
k.
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We recall various curvature tensors in Finsler geometry which will
be needed in the draft. Let U = Uk ∂
∂xk
, V = V l ∂
∂xl
,W = W j ∂
∂xj
. The
Chern connection gives the Riemannian curvature tensor R which can
be written as
R(U, V )W := R ij klU
kV lW j
∂
∂xi
where
(2.3) R ij kl =
∂Γijl
∂xk
−
∂Γijk
∂xl
+
∂Γijk
∂ym
Nml −
∂Γijl
∂ym
Nmk + Γ
m
jlΓ
i
mk − Γ
m
jkΓ
i
ml.
Another curvature is Chern curvature which is a non-Riemannian
curvature defined by
Pv(U, V,W ) := P
i
j kl(v)U
kV lW j
∂
∂xi
,
where P ij kl = −
∂Γijk
∂yl
.
Let P ⊂ TxM be a tangent plane. For a vector v ∈ P\{0}, define
(2.4) K(P,v) :=
gv(R(w,v)v,w)
gv(v,v)gv(w,w)− gv(v,w)2
,
where w ∈ P such that P = span{v,w}. The number K(P,v) is called
the flag curvature of the flag (P,v) in TxM .
Finally we recall the Legendre transform in Finsler geometry. Denote
by F ∗ the dual norm on T ∗M , i.e.
F ∗(p) := sup
F (v)=1
p(v), p ∈ T ∗
x
M.
Recall that we can write
F ∗(p)2 = g∗ji(p)pipj, g
∗
ji(p) =
1
2
∂2((F ∗)2)
∂pj∂pi
(p).
Let us denote by L∗ : T ∗M → TM the Legendre transform as-
sociated with F and F ∗. More precisely, L∗(p) is the unique vector
v = yi(p) ∂
∂xi
∈ TxM such that
p(v) = F ∗(p)2, F (v) = F ∗(p).
For later use, we recall the following relations.
(2.5) yi(p) = g∗ji(p)pj , pi = gij(v)y
j(p).
In the remainder of the draft, for the reason of simplicity we adopt
the following convention on the notations: denote by v the image of p
via the Legendre transform L∗, i.e. v = L∗(p) and write v = yi ∂
∂xi
.
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2.2. Curvatures for least action problems for a natural me-
chanical system on a Finsler manifold. On a Finsler manifold M
with Minkowski norm F , consider the Finsler version of the least action
problem of a natural mechanical system
A(x(·)) =
∫ T
0
1
2
F (x˙(t))2 − U(x(t))dt→ min
x(0) = x0, x(T ) = x1.
(2.6)
As in Riemannian geometry, the minimizers coincide when minimiz-
ing the length and the kinetic energy. Hence, when the potential U
is identical to a null function, the above problem reduces to a Finsler
geodesic problem. And since a Riemannian metric is a Finsler metric
satisfying quadratic condition, the Riemannian least action problem is
a particular case of the Finsler least action problem.
As optimal control problems, the Finsler least action problems can
be solved by([16]). Let σ be the canonical symplectic form on T ∗M , i.e.
σ = dxi ∧ dpi. Let H be the maximized Hamiltonian(see Lemma 2.1
below). Then Pontryagin Maximum Principle tells that the minimizers
are projections to the manifold M of the Hamiltonian flows generated
by the vector field ~H on T ∗M .
Lemma 2.1. The maximized Hamiltonian H is written as follows.
(2.7) H(p) =
1
2
F ∗(p)2 + U(x) =
1
2
F (v)2 + U(x).
Proof. As a result of Theorem 2.1, F 2(v) = gijy
iyj, hence
H(p) = max
v∈TxM
(p(v)−
1
2
F 2(v) + U(x))
= max
v∈TxM
(p(v)−
1
2
gijy
iyj + U(x))
=
1
2
F ∗(p)2 + U(x) =
1
2
F (v)2 + U(x).

We will construct the curvatures for Finsler least action problem.
For this let us introduce the Jacobi curves associated with an extremal
of the Finsler least action problem to describe its dynamical property.
Let us fix the level set of the Hamiltonian function H:
Hc := {λ ∈ T
∗M |H(λ) = c}, c > 0.
Let Πλ be the vertical subspace of TλHc, i.e.
Πλ = {ξ ∈ TλHc : π∗(ξ) = 0},
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where π : T ∗M −→ M is the canonical projection. The curve defined
by
(2.8) t 7−→ Jλ(t) := e
−t~H
∗ (Πet~Hλ)/{R
~H(λ)}.
is called the Jacobi curve of the extremal et
~Hλ (attached at the point λ).
The curve Jλ(t) is a curve in the Lagrange Grassmannian of the linear
symplectic space Wλ = TλHc/R~H(λ) (endowed with the symplectic
form induced in the obvious way by the canonical symplectic form σ
of T ∗M).
Next we introduce another version of Jacobi curves J¯λ(·), called non-
reduced Jacobi curves, by
(2.9) t 7−→ J¯λ(t) := e
−t~H
∗ (Tet~HλT
∗
π(et~Hλ)
M).
There is a close relation between the two kinds of Jacobi curves: Jλ(·)
can be obtained from J¯λ(·) after the reduction of the first integral H
(of the Hamiltonian flow generated by H).
Next we give a concise description of the construction of the curvature-
type invariants for the parametrized curves in some Lagrangian Grass-
mannians. For our purpose we focus on the case of regular curves and
refer the reader to the relevant references for more general cases.
Recall that the tangent space TΛL(W ) to the Lagrangian Grassman-
nian L(W ) of a linear symplectic space W (endowed with a symplec-
tic form ω) at the point Λ can be naturally identified with the space
Quad(Λ) of all quadratic forms on linear space Λ ⊂W . Namely, given
V ∈ TΛL(W ) take a curve Λ(t) ∈ L(W ) with Λ(0) = Λ and Λ˙ = V.
Given some vector l ∈ Λ, take a curve ℓ(·) in W such that ℓ(t) ∈ Λ(t)
for all t and ℓ(0) = l. Define the quadratic form
(2.10) QV(l) = ω(l,
d
dt
ℓ(0)).
Using the fact that the spaces Λ(t) are Lagrangian, it is easy to see that
QV(l) does not depend on the choice of the curves ℓ(·) and Λ(·) with
the above properties, but depends only on V. So, we have the linear
mapping from TΛL(W ) to the spaces Quad(Λ), V 7→ QV. A simple
counting of dimensions shows that this mapping is a bijection and it
defines the required identification. A curve Λ(·) in a Lagrangian Grass-
mannian is called regular, if its velocity is a non-degenerate quadratic
form at any time t. A curve Λ(·) is called monotone (monotonically
nondecreasing or monotonically nonincreasing) if the velocity is sign
definite (nonnegative or nonpositive) at any point.
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Note that one can show that either Jacobi curves Jλ(·) or the non-
reduced Jacobi curves J¯λ(·) for the case of Finsler least action is regular
and monotone (see, for example, [4, Proposition 1]).
The curvatures for regular curves in Lagrangian Grassmannians are
constructed in earlier work [1] and can be taken as a particular case of
the results in [12, 13].
Theorem 2.2. Let Λ(·) be a regular curve in the Lagrangian Grass-
mannian L(W ) of a 2n-dimensional linear symplectic space W . Then
there exists a moving Darboux frame (E(t), F (t)) of W :
E(t) = (e1(t), ..., en(t)), F (t) = (f1(t), ..., fn(t))
such that Λ(t) = span{E(t)} and there exists a one-parametric family
of symmetric matrices R(t) : Λ(t)→ Λ(t) satisfying
(2.11)
{
E ′(t) = F (t),
F ′(t) = −E(t)R(t).
The moving frame (E(t), F (t)) is a called a normal moving frame of
Λ(t). A moving frame (E˜(t), F˜ (t)) is a normal moving frame of Λ(t)
if and only there exists a constant orthogonal matrix O of size n × n
such that
(2.12) E˜(t) = E(t)O, F˜ (t) = F (t)O.
As a matter of fact, normal moving frames define a principal O(n)-
bundle of symplectic frame inW endowed with a canonical connection.
Also, relations (2.12) imply that the following n-dimensional subspaces
(2.13) Λtrans(t) = span{F (t)} = span{f1(t), ..., fn(t)}
of W does not depend on the choice of the normal moving frame. It is
called the canonical complement of Λ(t) inW . Moreover, the subspaces
Λ(t) and Λtrans(t) are endowed with the canonical Euclidean structure
such that the tuple of vectors E(t) and F (t) constitute an orthonormal
frame w.r.t. to it, respectively. The linear map from Λ(t) to Λ(t) with
the matrix R(t) from (2.11) in the basis {E(t)}, is independent of the
choice of normal moving frames and is self-adjoint with respect to the
Euclidean structure in Λ(t). It will be denoted by R(t) and it is called
the curvature map of the curve Λ(t).
The construction of curvature map for curves in Lagrangian Grass-
mannians naturally applies to the Jacobi curves Jλ(·) and non-reduced
Jacobi curves J¯(·) under consideration.
Let Jtrans(t) and J¯trans(t) be the canonical complement of J(t) (in
the linear symplectic spaceWλ) and J¯(t
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TλT
∗M), respectively. Then, Jtransλ := J
trans(0) and J¯transλ := J¯
trans(0)
give the canonical complement of Πλ (in Wλ) and TλT
∗
x
M (in TλT
∗M),
respectively. Note here we used that J(0) is naturally identified with Πλ
and J¯(0) = TλT
∗
x
M. See Subsection 3.2 for a more detailed discussion
on the canonical complements.
Let Rλ(t) be the curvature for the Jacobi curve Jλ(·) and let R¯λ(·) be
the curvature for the non-reduced Jacobi curve J¯λ(·). Then the linear
maps
Rλ := Rλ(t)|t=0 : Πλ → Πλ
and
R¯λ := R¯λ(t)|t=0 : TλT
∗
x
M → TλT
∗
x
M
are said to be the curvature (at λ) and non-reduced curvature (at λ) of
the Finsler least action problem.
2.3. Statements of the Main Results. To show the results on cur-
vatures we need the following notations. Let, as before, v = L∗(p)
and gv be the Riemannian metric induced by the vector v. Note that
TλT
∗
x
M is identified with T ∗
x
M . Then for any ξ ∈ TλT
∗
x
M(∼ T ∗
x
M)
we associate a vector ξh ∈ TxM via the Riemannian metric gv, i.e.
gv(ξ
h, ·) = ξ. In particular ph = v, which is a consequence of the
identity
(L∗)−1(v) = gv(v, ·).
Note that Πλ is embedded in TλT
∗
x
M . Hence, the above operator of
superscript h also applies to ξ ∈ Πλ to get a vector ξ
h ∈ TxM .
Theorem 2.3. The non-reduced curvature for the Finsler least action
problems satisfies for ∀ξ¯, η¯ ∈ TλT
∗
x
M ,
gv((R¯λξ¯)
h, η¯h) = gv(R(ξ¯
h,v)v, η¯h) +Hessv U(ξ¯
h, η¯h)
+ gv(Pv
(
ξ¯h,∇vU, η¯
h
)
,v),
where R is the Riemannian curvature tensor, P is the Chern curva-
ture tensor, Hessv is the Hessian and ∇vU is the gradient w.r.t. the
Riemannian metric gv.
Theorem 2.4. Using the same notations as in the last theorem, the
curvature Rλ satisfy for ∀ξ, η ∈ Πλ,
gv((Rλξ)
h, ηh) = gv(R(ξ
h,v)v, ηh) +Hessv U(ξ
h, ηh)
+ gv(Pv
(
ξh,∇vU, η
h
)
,v)
+
3
F (v)2
gv(ξ
h,∇vU)gv(η
h,∇vU).
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Corollary 2.1. For Finsler geodesic problems (U=0), the curvatures
satisfy ∀ξ, η ∈ Πλ
gv((Rλξ)
h, ηh) = gv(R(v, ξ
h)ηh,v).
Now we turn to the study of Anosov flows on Finsler manifolds. In
the present setting, the criteria for hyperbolicity and Anosov flows in
[3] is written as the following
Theorem 2.5. Let c be a positive constant. Let S be a compact
invariant set of the flow et
~H contained in a fixed level of H−1(c). If the
curvature satisfies that gv((Rλξ)
h, ξh) < 0, ∀v, ξ ∈ Hc at every point
x of S, then S is a hyperbolic set of the flow et
~H|H−1(c).
Combining this theorem and Theorem 2.4 we have
Theorem 2.6. Assume that the flag curvature of a closed reversible
Finsler manifold (M,F ) is bounded from above by k. If the constant c
satisfies that
max
v⊥w,F (v)=F (w)=2(c−U)
{Hessv U(w,w) + gv(Pv (w,∇vU,w) ,v)
+
3
4(c− U)2
gv(w,∇vU)
2} < −4k(c− U)2,
then the flow et
~H|Hc is an Anosov flow.
When specializing to a closed Riemannian manifold (M, g), we have
the following
Corollary 2.2. Assume that the sectional curvature of (M, g) is
bounded from above by k. If the constant c satisfies that
max
v⊥w,|v|=|w|=1
Hess U(w,w)
2(c− U)
+
3
4(c− U)2
g(w,∇U)2 < −k,
then the flow et
~H|Hc is an Anosov flow. If denote by ‖Hess U‖ the
operator norm of Hess U and ‖∇U‖ the norm operator of g(∇U, ·),
then above condition can be written as
max
x∈M
{
‖Hess U‖
2(c− U)
+
3
4(c− U)2
‖∇U‖2} < −k.
It follows immediately that the geodesic flows on a closed reversible
Finsler manifold with negative flag curvature are of Anosov type.
Remark 2.1. There are partial results on the expressions of the cur-
vatures for the least action problems of a natural mechanical system on
a contact sub-Riemannian manifold with transverse symmetries (see
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[11]). And the hyperbolicity of the reduced Hamiltonian flows (reduced
by the first integral from the transverse symmetries) for the least action
problems of a natural mechanical system on a sub-Riemannian mani-
fold with commutative transverse symmetries are discussed in [10].
3. Proofs of the main results
In this section we show the proofs of Theorems 2.3 and 2.4.
As before, let v = yi ∂
∂xi
= L∗(p). Note that, for the reason of
simplicity we will not write p and v in the tensors. For example, we
write gij and g
∗
ji instead of gij(v) and g
∗
ji(p), respectively. However,
one should understand that such tensors in general depend on p or v,
which is the essential non-Riemannian phenomenon.
Note that for the rest of the draft, we consider yi as a function of
p1, ..., pn via the Legendre transformation L
∗. For simplicity again, we
write yi instead of yi(p).
3.1. Some useful lemmas. First of all, Theorem 2.1 implies
Lemma 3.2. ∂y
i
∂pj
= g∗ij.
Further, let ∇v
w
be the horizontal lift of w ∈ TxM via the Chern
connection with the reference vector v. In local coordinates,
(3.14) ∇v∂
∂xi
=
∂
∂xi
+ Γkijpk
∂
∂pj
.
Now we expression the Hamiltonian vector field ~H using the Chern
connection. Note that it is also a consequence of homogeneity on the
fibres of F ∗ (see [1] for this point).
Lemma 3.3. ~H(p) = ∇v
v
+ ~U .
Proof. It follows from Lemma 2.1 that
H(p) =
1
2
g∗ijpipj + U.
Hence,
~H(p) =
∂H
∂pi
(p)
∂
∂xi
−
∂H
∂xi
(p)
∂
∂pi
+ ~U
= g∗ijpi
∂
∂xj
+
1
2
∂g∗ij
∂pk
pipj
∂
∂xk
−
1
2
∂g∗ij
∂xk
pipj
∂
∂pk
+ ~U
As g∗ij is positively 0-homogeneous in p, Theorem 2.1 implies
∂g∗ij
∂pk
pipj = 0.
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Therefore,
(3.15) ~H(p) = g∗ijpi
∂
∂xj
−
1
2
∂g∗ij
∂xk
pipj
∂
∂pk
+ ~U.
On the other hand, using (3.14), (2.1) and (2.5) we have
∇v
v
= yi
∂
∂xi
+ Γkijpky
i ∂
∂pj
= yi
∂
∂xi
+
(
γkij − g
kl
(
CilmN
m
j + CljmN
m
i − CijmN
m
l
))
pky
i ∂
∂pj
= yi
∂
∂xi
+ γkijpky
i ∂
∂pj
−
(
CilmN
m
j + CljmN
m
i − CijmN
m
l
)
ylyi
∂
∂pj
= yi
∂
∂xi
+ γkijpky
i ∂
∂pj
.
The rest are actually the one for Riemannian case. Indeed, combin-
ing Lemma 3.2 with (2.1) and (2.5) we have
(∇v
v
+ ~U)− ~H(p) = γkijpky
i ∂
∂pj
+
1
2
∂g∗ij
∂xk
pipj
∂
∂pk
=
1
2
{
∂gil
∂xj
+
∂glj
∂xi
−
∂gij
∂xl
}
ylyi
∂
∂pj
+
1
2
∂g∗ij
∂xk
gisy
sgjty
t ∂
∂pk
=
1
2
∂gil
∂xj
ylyi
∂
∂pj
+
1
2
∂g∗ij
∂xk
gisy
sgjty
t ∂
∂pk
.
Using that (g∗ij) is the inverse matrix of (gij), we conclude
(∇v
v
+ ~U)− ~H(p)
=
1
2
∂gil
∂xj
ylyi
∂
∂pj
−
1
2
∂gis
∂xk
g∗ijy
sgjty
t ∂
∂pk
=
1
2
∂gil
∂xj
ylyi
∂
∂pj
−
1
2
∂gis
∂xk
ysyi
∂
∂pk
= 0.

It is time to introduce one more notation. For any w ∈ TxM there
is a unique co-vector wv defined by wv = gv(w, ·).
The homogeneity on the fibres of F ∗ also implies
Lemma 3.4. [∇v
v
,vv] = −∇v
v
,
Proof. Using Lemma 3.3 we obtain
∇v
v
= g∗ijpi
∂
∂xj
−
1
2
∂g∗ij
∂xk
pipj
∂
∂pk
.
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Combining this identity with the identity vv = pi
∂
∂pi
, we have
[∇v
v
,vv] +∇v
v
=
1
2
∂2g∗ij
∂pa∂xk
papipj
∂
∂pk
−
∂g∗ij
∂pa
papi
∂
∂xj
,
which vanishes by Theorem 2.1. 
The following lemma is useful when dealing the calculation of ~U .
Lemma 3.5. Let U be the potential and W1,W2 be vertical vector
fields on TM , i.e. π∗W1 = π∗W2 = 0. Then
(1) ~U = −(∇vU)
v,
(2) [~U,vv] = ~U,
(3) gv(W1,W2) = −σ(W
v
1 ,∇
v
W2
).
Proof. The first and second assertions are verified by straightforward
computations.
(∇vU)
v = (
∂U
∂xi
g∗ij
∂
∂xj
)v =
∂U
∂xi
g∗ijgjk
∂
∂pk
=
∂U
∂xi
∂
∂pi
= −~U.
[~U,vv] = [−
∂U
∂xi
∂
∂pi
, pj
∂
∂pj
] = −
∂U
∂xi
∂
∂pi
= ~U.
For the third assertion, by linearity we can assume W1 =
∂
∂xi
, W2 =
∂
∂xj
. Then
W v1 = gik
∂
∂pk
, ∇vW2 =
∂
∂xj
+ Γkjlpk
∂
∂pl
.
Hence,
gv(W1,W2) = gij = −σ(W
v
1 ,∇
v
W2
).

The following two lemmas provide a coordinate-free method when
calculating the curvatures.
Lemma 3.6. It holds the following identities.
σ([∇v
v
,∇v
w1
],∇v
w2
) = −gv(R(v,w1)w2,v)
= gv(R(v,w1)v,w2) = −gv(R(w1,v)v,w2).
Proof. First of all, we remark that the last identity is from the anti-
symmetry of the Riemannian curvature in Finsler geometry w.r.t. the
vectors v,w1 while the second identity doesn’t follow from the antisym-
metry of the Riemannian curvature w.r.t. the vectors v,w2. Actually
the latter antisymmetry in general doesn’t hold in Finsler geometry in
contrast with the Riemannian geometry case. Rather, we can show that
the sum gv(R(v,w1)v,w2)+gv(R(v,w1)w2,v) has a factor Cjbky
b (see,
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for instance, identity (3.4.4) in [6]). This factor vanishes from (2.1).
It remains to prove the first identity. Since both sides are linear in
w1 and w2, it suffices to show the identity for w1 =
∂
∂xi
, w2 =
∂
∂xj
.
The horizontal lift w.r.t. Chern connection is Lagrangian(equivalent
to the torsion freeness of Chern connection), i.e.
σ(∇v
v1
,∇v
v2
) = 0, ∀v1,v2 ∈ TM.
It follows
σ([∇v
v
,∇v∂
∂xi
],∇v∂
∂xj
)
= σ
([
ya(
∂
∂xa
+ Γcabpc
∂
∂pb
),
∂
∂xi
+ Γkilpk
∂
∂pl
]
,∇v∂
∂xj
)
= yaσ
([
∂
∂xa
+ Γcabpc
∂
∂pb
,
∂
∂xi
+ Γkilpk
∂
∂pl
]
,∇v∂
∂xj
)
.
(3.16)
Recall that ya = g∗abpb, which gives
∂ya
∂xc
=
∂g∗ab
∂xc
pb.
And note that Γkij depends not only on x but also on v. Now we can
do the following straightforward calculations.[
∂
∂xa
+ Γcabpc
∂
∂pb
,
∂
∂xi
+ Γkilpk
∂
∂pl
]
=
∂Γkil
∂xa
pk
∂
∂pl
+
∂Γkil
∂yb
∂g∗bc
∂xa
pcpk
∂
∂pl
+
∂Γkil
∂pb
Γcabpcpk
∂
∂pl
+ ΓcabΓ
b
ilpc
∂
∂pl
−
∂Γcab
∂xi
pc
∂
∂pb
−
∂Γcab
∂yl
∂g∗lk
∂xi
pkpc
∂
∂pb
−
∂Γcab
∂pl
Γkilpkpc
∂
∂pb
− ΓlabΓ
k
ilpk
∂
∂pb
.
Then also straightforward calculation again gives
σ
([
∂
∂xa
+ Γcabpc
∂
∂pb
,
∂
∂xi
+ Γkilpk
∂
∂pl
]
,∇v∂
∂xj
)
= −
∂Γkij
∂xa
pk −
∂Γkij
∂yb
∂g∗bc
∂xa
pcpk −
∂Γkij
∂pb
Γcabpcpk
− ΓcabΓ
b
ijpc +
∂Γcaj
∂xi
pc +
∂Γcaj
∂yl
∂g∗lk
∂xi
pcpk
+
∂Γcaj
∂pl
Γkilpkpc + Γ
l
ajΓ
k
ilpk.
(3.17)
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On the other hand, from (2.3) and (2.2) we have
gv(R(v,
∂
∂xi
)
∂
∂xj
,v) =
yapb
(
∂Γbji
∂xa
−
∂Γbja
∂xi
+
∂Γbja
∂yt
Γtiky
k −
∂Γbji
∂yt
Γtaky
k + ΓbasΓ
s
ji − Γ
s
jaΓ
b
is
)
.
Using this identity and (3.16),(3.17) we obtain
σ([∇v
v
,∇v∂
∂xi
],∇v∂
∂xj
) + gv
(
R(
∂
∂xj
,v)v,
∂
∂xi
)
= −
∂Γkij
∂yb
∂g∗bc
∂xa
pcpky
a −
∂Γkij
∂pb
Γcabpcpky
a +
∂Γcaj
∂yl
pkpcy
a∂g
∗
lk
∂xi
+
∂Γcaj
∂pl
Γkilpkpcy
a −
∂Γbji
∂yt
Γtakpby
ayk +
∂Γbja
∂yt
Γtikpby
ayk
(3.18)
The last goal is to show the right-hand side of the last identity van-
ishes. Indeed, since Chern connection is almost compatible with the
Finsler metric(see e.g. [17]),
∂g∗bc
∂xa
pc =
∂g∗bc
∂xa
gcsy
s = −
∂gcs
∂xa
g∗bcy
s
= −g∗bcy
s
(
Γtacgts + Γ
t
asgtc + CctsΓ
t
acy
c
)
= −Γtacg
∗
bcpt − Γ
b
asy
s.
(3.19)
Similarly,
(3.20)
∂g∗lk
∂xi
pk = −Γ
t
ikg
∗
lkpt − Γ
l
isy
s.
Using (3.19),(3.20) we finally verify by a straightforward calculation
that the right-hand side of (3.18) vanishes, as claimed. 
Lemma 3.7. Denote by Hessv the Hessian w.r.t. the Riemannian
metric gv and by P the Chern curvature.
σ([~U,∇v
w1
],∇v
w2
) = −Hessv U(w1,w2)− gv (Pv (w1,∇vU,w2) ,v) .
Proof. Again, it suffices to prove the case when w1 =
∂
∂xi
,w2 =
∂
∂xj
. A
straightforward calculation shows
(3.21) σ
(
[~U,∇v∂
∂xi
],∇v∂
∂xj
)
= −
∂2U
∂xi∂xj
+
∂U
∂xk
Γkij +
∂Γlij
∂pk
∂U
∂xk
pl.
On the other hand, we have
(3.22) Hessv U
(
∂
∂xi
,
∂
∂xj
)
=
∂2U
∂xi∂xj
−
∂U
∂xk
Γkij.
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Next, since ∇vU =
∂U
∂xa
g∗ab
∂
∂xb
, it follows (see e.g. [17]) that
gv
(
Pv
(
∂
∂xi
,∇vU,
∂
∂xj
)
,v
)
= −
∂Γlji
∂yk
ybg∗akglb
∂U
∂xa
= −
∂Γlji
∂pk
pl
∂U
∂xk
.
Combining this identity with (3.21),(3.22) we complete the proof of
the lemma. 
3.2. Canonical complements. Recall that there is a canonical split-
ting
(3.23) Wλ = Πλ ⊕ J
trans
λ ,
where Jtransλ is the canonical complement. A similar situation happens
for the non-reduced case. Namely, it holds the following canonical
splitting
(3.24) TλT
∗M = TλT
∗
x
M ⊕ J¯transλ ,
where J¯transλ is the canonical complement. In other words, Jtransλ , J¯
trans
λ
are actually (nonlinear) Ehresmann connections of Πλ in Wλ and of
TλT
∗
x
M in TλT
∗M , respectively.
For the non-reduced case, a completely similar argument as in the
proof of Lemma 11.1 in [9] gives the following
Lemma 3.8. J¯trans(λ) coincides with the Chern connection with the
reference vector v, i.e. J¯transλ = span
{
∇v∂
∂xi
, i = 1, ..., n
}
.
For the canonical complement Jtransλ , we have the following
Lemma 3.9. J¯transλ = span
{
∇v
ξh
− 1
F (v)2
· gv(ξ
h,∇vU)v
v, ξ ∈ Πλ
}
.
Proof. Assume
J¯transλ = span{∇
v
ξh + A(ξ)v
v, ξ ∈ Πλ}.
Note that σ(~H,vv) = gv(v,v) = F (v)
2. Hence, from the fact that
J¯transλ is tangent to the Hamiltonian vector field
~H and Lemma 3.5, we
get easily that
A(v) = −
1
F (v)2
· gv
(
ξh,∇vU
)
,
which completes the proof of the lemma. 
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3.3. Calculations of the curvatures. It is convenient to introduce
the notation of parallel transport of a vector field along the Hamiltonian
flows.
Let λ ∈ T ∗M and let λ(t) = et
~Hλ. Assume that (Eλ(t), F λ(t)) is
a normal moving frame of the Jacobi curve Jλ(t) attached at point λ.
Let E be the Euler field on T ∗M , i.e. the infinitesimal generator of the
homotheties on its fibers. Clearly,
Tλ(T
∗M) = TλHc ⊕ RE(λ).
The flow et
~H on T ∗M induces the push-forward maps et
~H
∗ between the
corresponding tangent spaces TλT
∗M and Tλ(t)T
∗M , which in turn in-
duce naturally the maps between the spaces Tλ(T
∗M)/span{~H(λ)} and
Tλ(t)T
∗M/span{~H(λ(t))}. The map Kt between Tλ(T
∗M)/span{~H(λ)}
and Tλ(t)T
∗M/span{~H(λ(t))}, sending Eλ(0) to et
~H
∗ E
λ(t), F λ(0) to
et
~H
∗ F
λ(t), and the equivalence class of E(λ) to the equivalence class of
E(et
~Hλ), is independent of the choice of normal moving frames. The
map Kt is called the parallel transport along the extremal et
~Hλ at time
t. For any v ∈ Tλ(T
∗M)/span{~H(λ)}, its image v(t) = Kt(v) is called
the parallel transport of v at time t.
Note that from the definition of the non-reduced Jacobi curves and
the construction of normal moving frames it follows that the restric-
tion of the parallel transport Kt to the vertical subspace Tλ(T
∗
x
M)
of Tλ(T
∗M) can be considered as a map onto the vertical subspace
Tλ(t)(T
∗
π(λ(t))M) of Tλ(t)(T
∗M). A vertical vector field V is called par-
allel if V (et
~Hλ) = Kt
(
V (λ)
)
.
The rest of the draft is devoted to the proof of Theorems 2.3 and
2.4.
Proof of Theorem 2.3. Let W¯1, W¯2 be parallel vertical vector fields such
that W¯1(λ) = ξ¯, W¯2(λ) = η¯. From Lemma 3.8 the lift of Wi in J
trans
λ is
∇v
Whi
. Then it follows from Lemma 3.5 that
(3.25) gv((R¯λξ)
h, ηh) = −σ(R¯λξ,∇
v
ηh) = −σ
(
[~H,∇v
Wh
1
],∇v
Wh
2
)
.
Combining this with Lemma 3.3, Lemma 3.6 and Lemma 3.7, we
complete the proof of the present theorem. 
Proof of Theorem 2.4. LetW1,W2 be vertical parallel vector fields such
that W1(λ) = ξ,W2(λ) = η. From Lemma 3.3, Lemma 3.5 and Lemma
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3.9 we have
gv((Rλξ)
h, ηh)
=− σ
([
∇v
v
+ ~U,∇v
Wh
1
−
gv(W
h
1 ,∇vU)
F (v)2
vv
]
,∇v
Wh
2
−
gv(W
h
2 ,∇vU)
F (v)2
vv
)
.
Next we write the right-hand side of the last identity as the sum of
the following Tis and calculate each Ti in turn. Note that when dealing
with T5 and T6 we used the identity
σ
(
vv,∇v
Wh
2
)
= −gv(v,W
h
2 ) = 0.
T1 = −σ
(
[∇v
v
,∇v
Wh
1
],∇v
Wh
2
)
,
T2 =
gv(W
h
2 ,∇vU)
F (v)2
σ
(
[∇v
v
,∇v
Wh
1
],vv
)
,
T3 = −σ
(
[~U,∇v
Wh
1
],∇v
Wh
2
)
,
T4 =
gv(W
h
2 ,∇vU)
F (v)2
σ
(
[~U,∇v
Wh
1
],vv
)
,
T5 =
gv(W
h
1 ,∇vU)
F (v)2
σ
(
[∇v
v
,vv],∇v
Wh
2
)
,
T6 =
gv(W
h
1 ,∇vU)
F (v)2
σ
([
~U,vv
]
,∇v
Wh
2
)
,
T7 = −
gv(W
h
1 ,∇vU)
F (v)2
·
gv(W
h
2 ,∇vU)
F (v)2
σ([∇v
v
,vv],vv).
First of all, from Lemma 3.6 we have
(3.26) T1 = −gv
(
R(W h2 ,v)v,W
h
1
)
.
For T2, we use that the symplectic form σ is closed to show
0 = dσ(∇v
v
,∇v
Wh
1
,vv)
= ∇v
v
(σ(∇v
Wh
1
,vv))−∇v
Wh
1
(σ(∇v
v
,vv))
+ vv(σ(∇v
v
,∇v
Wh
1
))− σ([∇v
v
,∇v
Wh
1
],vv)
+ σ([∇v
v
,vv],∇v
Wh
1
)− σ([∇v
Wh
1
,vv],∇v
v
).
Then we make the following calculations. Using the last item in
Lemma 3.5 we have
σ(∇v
Wh
1
,vv) = gv(W
h
1 ,v) = 0
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and
∇v
Wh
1
(σ(∇v
v
,vv)) = ∇v
Wh
1
(gv(v,v)) = ∇
v
Wh
1
(F (v)2)
= σ(2~H− 2~U,∇v
Wh
1
) = 2σ(∇v
v
,∇v
Wh
1
) = 0.
Note that in the last equality we used Lemma 2.1, Lemma 3.3 and the
fact that Chern connection is torsion free. Next we have
vv(σ(∇v
v
,∇v
Wh
1
)) = vv(0) = 0.
Similarly, we apply Lemma 3.4 to get
σ([∇v
v
,vv],∇v
Wh
1
) = −σ(∇v
v
,∇v
Wh
1
) = 0.
And we also have
σ([∇v
Wh
1
,vv],∇v
v
) = −[∇v
Wh
1
, (v)v](H− U)
= −∇v
Wh
1
(vv(H− U)) + vv(∇v
Wh
1
(H− U))
= −∇v
Wh
1
(2(H− U)) + vv(σ(~H− ~U,∇v
Wh
1
))
= −2σ(∇v
v
,∇v
Wh
1
) + vv(σ(∇v
v
,∇v
Wh
1
)) = 0.
Summarizing above we have
(3.27) T2 = 0.
For T3, from Lemma 3.7 we have
T3 = Hessv U(W
h
1 ,W
h
2 ) + gv
(
Pv
(
W h1 ,∇vU,W
h
2
)
,v
)
.
The case of T4 is similar to that of T2. we first of all have
0 = dσ(~U,∇v
Wh
1
,vv)
= vv(σ(~U,∇v
v
))− σ([~U,∇v
Wh
1
],vv)
+ σ([~U,vv],∇v
Wh
1
)− σ([∇v
Wh
1
,vv], ~U).
Then we make the following calculations. Using Lemma 3.5 we have
σ([~U,vv],∇v
Wh
1
) = gv(∇vU,W
h
1 )
and
σ([∇v
Wh
1
,vv], ~U) = −[∇v
Wh
1
,vv](U)
= vv(∇v
Wh
1
(U))
= vv(σ(~U,∇v
Wh
1
)).
And using Lemma 3.5 again we obtain
σ([~U,vv],∇v
Wh
1
) = σ(~U,∇v
Wh
1
) = gv(∇vU,W
h
1 ).
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Summarizing, we have
(3.28) T4 =
1
F (v)2
gv(W
h
1 ,∇vU)gv(W
h
2 ,∇vU).
Using Lemma 3.4 and the fact that the Chern connection is torsion
free, we get
(3.29) σ([∇v
v
,vv],∇v
Wh
2
) = −σ(∇v
v
,∇v
Wh
2
) = 0.
Hence T5 = 0.
For T6, since
σ([~U,vv],∇v
Wh
2
) = σ(~U,∇v
Wh
2
) = gv(W
h
2 ,∇v U),
then
(3.30) T6 =
1
F (v)2
gv(W
h
1 ,∇vU)gv(W
h
2 ,∇vU).
For T7, we make the following calculations.
σ([∇v
v
,vv],vv) = −σ(∇v
v
,vv) = −F (v)2.
This gives
(3.31) T7 =
1
F (v)2
gv(W
h
1 ,∇vU)gv(W
h
2 ,∇vW ).
Summarizing the above calculations for Ti(1 ≤ i ≤ 7), we complete
the proof of the theorem.

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