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Recently, Bramson proved a theorem that classifies the initial data under which 
solutions of the K-P-P equation converge to the appropriate travelling waves. In 
this paper, a simplified proof is given by using maximal principles instead of his 
Brownian motion approach. The regularity condition on the forcing term is also 
weakened. G 1985 Academic Press, Inc. 
1. INTRODUCTION 
In this paper, we will consider the semilinear diffusion equation 
(1.1) 
where the forcing term F is assumed to be in C’ [0, 1 ] and satisfies the con- 
ditions 
F(O)=F(l)=O, F(u) > 0 for O<u<l 
and 
F(0) = 1, F’(u) < 1 for O<u<l. 
One of the main interests of this equation is the asymptotic behavior of the 
solution for large time. This problem was first investigated by Kolmogorov, 
Petrovsky, and Piscounov [7] under the Heaviside initial data, and was 
applied to study some population genetic models by Fisher [S]. We will 
call such an equation the K-P-P equation. During the past 2 decades, 
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there has been a considerable amount of work done on this subject (e.g., 
Aronson and Weiberger [ 1,2], Bramson [3], Fife and McLeod [6], 
McKean [S] and Uchiyama [9]). For complete references and develop- 
ment of this subject, the readers may refer to Bramson [4]. 
Let u(t, x) denote a solution of (1.1). By a travelling wave with speed 2 
we mean a function w’ which satisfies 
w”(x) = u( t, x + At), --co<<<<, t 3 0. 
Clearly, wAI satisfies the ordinary differential equation 
4 w;ly + /lw; + F( WA) = 0. 
By excluding trivial cases, we may assume that w( - co) = 1, and w( co) = 0. 
A simple phase plane analysis shows that for nontrivial 0 < wi d 1 to exist, 
it is necessary that il> 2 ([3,4,9]). Let h = i - $??; then for ;1> fi, 
Wi(X)-Ce-*.y for large x, and for Jb = fi, w”(x) - cxe-fi-’ provided that 
F(u) = 1 - o(up) for some 0 < p < 1. Recently, Bramson [3] proved the 
following theorem, which classifies the approach of initial data to 
appropriate travelling waves. 
THEOREM. Suppose F satisfies ( 1.1) and the additional condition F(u) = 
1 - o(up) for some 0 < p < 1. Then 
(i) For I. > 3, 
u(t, x + m(t)) -+ w”(x) 
uniformly in x as t + co ,for some choice of m(t) if and only zffor some (all) 
h > 0, 
lim llog J” 
( I + /I , .I 
~(0, y).dy = -b 
Y-TX \ 
(b = 1” - J,m), and,for some q>O, M>O, N>O, 
\+N 
~(0, y) dy > 9 for x < -M. 
r 
(ii) For the case A= ,/?, condition (1.2) can be replaced by 
lim _f log J 
1 - 3c x 
” + *)\- ~(0, y) dy d -a. 
y  
(1.2) 
(1.3) 
In particular, the sufficient conditions considered by Kolmogorov, 
Petrovsky, and Piscounov [7], and Uchiyama [9] are special cases of the 
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theorem. Also, Bramson showed that for A > 4 the above m(t) can be 
chosen as sup(x: d(t, x) 2 1 }, where 
q4( t, x) = e’ J_Z, ~(0, y) e -(J$“” dy 
For A = &, and j? xefix ~(0, x) dx < co, m(t) can be chosen as 
m(t) = fit - 3 ’ 2-‘j2 log t; 
for SF xeJix ~(0, x) dx = co, the centering term m(t) has been obtained for 
certain important classes of initial data. For example, if h(x) = eJX,(O, x) 
has order O(Y), y > 0, then m(t) can be chosen as 
m(t)=Jit-3~2~3~210g t+b(t), 
where b(t) = (I/&) log[j,” xh(x)e-X2/2’ dt] v 0. 
Bramson’s proof is mainly probabilistic, i.e., it depends heavily on the 
Feynman-Kac formula and some Brownian motion methods. The proof is 
rather lengthy, especially for the case J. = ,/;;. In this paper, we will give a 
simpler analytic proof of the same theorem, with a slight relaxation of the 
hypotheses on F. 
The main part of the proof is on the sufficiency. The estimation depends 
on an implicit expression of the solution (see (2.2)). The basic tool is the 
extended maximal principle, which has been used by McKean [S], 
Uchiyama [9] and Bramson [3]. Our poof is divided into two parts: For 
the case A> 3, where the initial data satisfy (1.2), we will show that for 
some E > 0, the solution behaves “nicely’ on the curve { (0, x): XQ 0} u 
((Ex, x): x > 0} so that Uchiyama’s argument can be modified. For the case 
1= &, we will approximate the initial data f by 
f,(x) = (f(x) + eCgre-bx) A 1, 
where b = ,/5 - 26 for some suitable 6 > 0. The new function f, satisfies the 
smooth conditions of Uchiyama (f can be assumed differentiable). 
Moreover, if we let 
and let mr(t) be the corresponding function for f,, then m’(t) will be close 
to m(t) for a long period of time (say, 0 < t < r/46, Lemma 3.3), and then 
drift away for large values of t. Letting t, = r/46, we are then able to apply 
the extended maximal principle to compare ~(t,, x + m(t,); f) with w”(x) 
(Ji- 46 = A- JPZ) via f, (i.e., compare the functions before mr(t) 
drifts away from m(t)). 
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Our paper is organized as follows: In Section 2 we give some 
preliminaries for the K-P-P equation. We prove the sufficiency for the case 
I = $ in Section 3. The proof of the case I > 4 is in Section 4, whereas 
its lemmas are proved separately in Section 5. In Section 6 we prove the 
necessity of the theorem. 
2. THE K-P-P EQUATION 
Let p,(x) = p(t, x) denote the normal density @c”--“~‘*‘, let 
0 rf< 1 be initial data and let u(t, x;,f) = u(t, X) be the solution of the 
K-P-P equation (1.1). It follows from a simple application of the fixed 
point theorem that u(t, x) satisfies 
46 x) = Pr * f(x) + 1; s;m P(t-s,x--)F(u(s,y))dyds, (2.1) 
and O<u(t,x)<l for -ccooxxc.o, t>O. Let F(u)=u-B(U), then 
0<8(u)<u and lim,,, B(u)/u = 0. By using a recursive argument, we 
obtain 
46 x) = e$, *f(x) - ax, t), (2.2) 
where 
For the linear diffusion equation 
with initial data f, the solution is u(l, x) = elp, * f(x). Obviously, u(t, x) < 
o(t, x) for -co <XC co, t30. 
Throughout, we will assume that ,f satisfies either 
( 1 + h ) I 
0G.fQ I, lim L log J 
.Y - 3c x f(.Y)&Q -b .y 
or 
(2.3) 
(2.4) 
505:59/l-4 
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where O< b<fi, and h is some (and hence any) positive number. It is 
clear that (2.3) ((2.4)) is equivalent to 
s ( I + h)x f(y)dy~(=)e-b~O(l)).t. (2.5) i 
LEMMA 2.1. Suppose f satisfies (2.3); then for any 0 < t, < t, 0 < 6’ < 6, 
0) lim,,, eb’Xps * f(x) = 0 uniformly for t, <s < t, 
(ii) pI *f satisfies (2.3) (and satisfies (2.4) iffdoes). 
ProojI (i) Follows from the following inequalities: for t, ,< s 6 t, 
P.*f(x)Ql(l++ 
(l-h)x 
P(s9x-Y)f(Y)dy+2j(‘-h)XP(S,x-Y)dy 
--m 
-(b+o(l))x + 2 $e - h=X=Pr. 
(ii) Inequality (2.3) also follows from the above inequality. To show 
that (2.4) holds, we need only make use of the following: 
Pt*f(x)qy,’ 
e-lf2[ x+1 
P(hx-Y) d(Y)&2-- 
Jd-I 
f(Y)dY. I 
LEMMA 2.2. Suppose f satisfies (2.3), then for any t > 0, 
lim x+ m E(t, x)le*p, * f(x) = 0. 
Proof For any E > 0, there exist 6, x0 > 0 such that 
(i) 0 < 0(u) = EU for u < 6, 
(ii) U(S, y)<6 foryax,, ~<s<t---E (by Lemma2.1), 
(iii) JXOmp(t-s,x-y)dy<Ep,*f(x), x>2x,, c<s<t--E. 
(Condition (iii) holds since for x > 2x0, E d s < t - E, 
s i” cc e-(.v-.w+k)2/2(r-.s) p(t-s, x- y)dy< c -z 
whereas pI * f(x) 2 ke-“*/*’ for some k > 0). Hence for x > 2x,,, 
E<S<t-&, 
~y;P(t-s>x-y)W4s, y))dy<~j~p(t- s, X- Y) u(s, Y) dy (by (i), (ii)) 
‘0 -x0 
I 
m  
< EeS p(t--s,x-Y)p,*f(Y)dY 
-m 
= ceSp, * f(x), 
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This, together with (iii), yields 
s O” P(t-s,x-y)e(u(s,y))dy~2ee”p,*f(x). --m 
Therefore, for x > 2x,, 
d 4Ete’p, * f(x). 
This implies lim, _ co EC& x)/e’p, *f(x) = 0. I 
PROPOSITION 2.3. Suppose f satisfies (2.3), ((2.4)), then for any t > 0, 
u(t, x) satisfies (2.3) ((2.4), respectively), and for any 0 < b’ < 6, 
lim eh’k(t, x) = lim eh” 
.Y - n; Y-% 
g u(t, x) = 0. 
Proof The first statement and the first limit follow from Lemmas 2.1, 
2.2. To prove the second limit, we need only observe that 
and 
lim 5$/J, Iyip(t,x-y)/(y)dy=O. 
.Y - cc 
(The proof is similar to Lemmas 2.1 and 2.2.) This implies that 
lim eb’x ax aU = lim eb’x 
x-m x+m 
e’$p,*/(x)-&E(t,x) 
The following maximal principle holds for the K-P-P equation, it can be 
derived from [3, Proposition 3.11. 
PROPOSITION 2.4. Let g, h be initial data of the K-P-P equation and 
O<g<h<l, then 
O<u(t,x;h)-u(t,x;g)bu(t,x;h-g), -ca<x<<, t > 0. 
Let g, h be two measurable functions on R; according to the notation of 
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Bramson [3,4], we say that g is more stretched than h, denoted by g 5 h or 
h & g), if for any c > 0, and x, < x2, 
dx,) 3 4x1 + c) =a g(x2) 3 h(x, + c). 
Intuitively, g 3 h says that h falls faster than g(x) as x increases. If g and h 
are differentiable, then g 5 h means that g lies above h in its mutual phase 
plane. The following theorem was proved by McKean [S] by using the 
Feynman-Kac formula and Brownian motion (see also [3, 
Proposition 3.21). It can also be proved by analytic methods ([9, 
Proposition 3.41). 
THEOREM 2.5 (Extended maximal principle). Let 0 < g, h < 1 be initial 
data of the K-P-P equation, and assume that gs h. Then 
u(t, x; g) 3 u(t, x; h). Moreover, 
u(t, x + m”(t); g) b u( t, x + m”(t); h), x30 
d u( t, x + m”(t); h), x < 0. 
where mg(t) = sup(x: u(t, x; g) 24). 
In Section 5, we will need a more general form of the extended maximal 
principle. For any E > 0, let 5, denote the curve 
i,(x) =m if x30 
=o if x < 0. 
THEOREM 2.6. Let 0 d g, h < 1 be initial data of the K-P-P equation. 
Suppose there exists an E > 0 such that 
u(W), xi 8) 3 u(i,(x), x; h), 
then for each t > 0, 
u(t,x;g)$u(t,x;h), -oo<x<e-‘t. 
The proof is the same as Theorem 2.5 with some obvious adjustment, 
both in analytic and probabilistic approaches. 
We will conclude this section with two more propositions ([3, 
Lemma 3.3, and Corollary 1 of Lemma 3.21). 
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PROPOSITION 2.7. There exists a constant c such that for any 0 6 g, h < 1 
with g(x) = h(x) for x > x0, then 
lu(r, x; g) - u(t, x; h)l < ct-1’4 (2.6) 
for x>x,+fit-2~5~210gt. 
For A > & if both u(t, x + m”(t); g), u(t, x + mh(t); h) -+ w”(x) uniformly 
as t + co, and satisfy (2.6), then it is easy to show m”(t) -m”(t) + 0 as 
t+ co. 
PROPOSITION 2.8. Let f be initial data satisfying (2.3). Suppose 
u(t, x + m(t)) -+ w”(x) unzformly in x with t + cc for some m(t) as I > &; 
then m(t)/t -+ I. as t -+ a3. 
3. THE CAKE ,I=4 
In this section, we will prove the following theorem: 
THEOREM 3.1. Let the K-P-P equation and F be defined as in (1.1). Let 
0 <,f < 1 be initial data and satisfy (i) 
lim J log J 
lI+hli 
r-xx .f(Y) 4d -$ r 
for some h>O, (ii) for some q>O, M>O, N>O, 
r+N 
.f(y) &>v for xc -44 I; 
(3.1) 
(3.2) 
Then u( t, x + m(t)) + wd” (x) unzformly on x as t -+ co. 
Let H be the Heaviside function and let f be defined as above, then 
H&h and by Theorem 2.5, 
u(t,~+m(t);f’)~u(t,x+rn~(t); H), x30 
6 u(t, x + m”(t); H), x < 0. 
It is well known that u(t, x + m”(t); H) converges to w>(x) uniformly on 
x as t -+ 00. Hence for any E > 0 and for t large, 
u(t,x+m(t);f)>wJT(x)-&, x20 
< w-qx) + E, x < 0. 
(3.3) 
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The main effort is to prove the reverse inequality, i.e., for any E > 0 and t 
large, 
46 x + m(t); f) < w&(x) + E, x>o 
2 l@(x) - E, b(t) <x < 0, 
(3.4) 
where b(t) -+ --cc as t + co. Thus (3.3), (3.4) imply that u(t, x + m(t)) con- 
verges uniformly on E-N, co) as t -+ co, for any positive integer N. Con- 
dition (3.2) will enable us to conclude that the convergence is actually 
uniform on ( - co, co). 
By Proposition 2.3, we may assume without loss of generality that f is 
differentiable and for any 6 >O, f(x), f’(x) <e-(*-@ for large x. We 
define 
f,(x) = (f(x) + e-6re-‘dp2y A 1. 
LEMMA 3.2. There exists rd > 0 such that for x > r > r6, 
f Xx) G -(J5 - 36) f,(x)* 
Proof: Let r0 be such that for x > rO, 
f(x), f’(x) < e-(4-? 
Let c=b-‘(log(l+,,k-36)-logh), and let r6=r,,+c, then it is easy to 
show that for x > r > rg, 
f L(x) = f’(x) - (JS- 26)e-6’e-(JZ-2a)X 
G -(&3d)fJx). 1 
LEMMA 3.3. Let 6 > 0 be fixed, and let r/46 < t < (1 + 36)r/46, then for 
x2(&-;s2)t, 
OGu(t,x;fr)-u(t,x;f)Bv,(r), 
where q,(r) -+ 0 as r -+ 00. 
Proof By using the maximal principle (Proposition 2.4), we have 
0 d u(t, x;f,) - u(t, x;f) d u(t, x;f,-f ), 
where u(t, x; g) = etp, * g(x). It follows that for x > ($- id’)& 
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u(t,x; (fr-f))<e’ jm p,(x-y)e-bre-(Ji-*S)ydy 
-00 
= et- 6r- (Ji- 26)x + (& 2ayt/2 
6 e - 6r + &h + 2)&/4 + o(G)r 
The proof is completed by letting the last expression equal q i(r). 1 
Let b = $ - 46, A= l/b + b/2 ( i.e., b = A - ,/m). Let w”(x) be the 
travelling wave with speed 1 and normalized to w”(O) = 4, then 
lim, + m wL(x)/epb” = c, for some c > 0. For each r > r6 we define ? so that 
w’(r) =f,(r), then there exists rl > r6 such that for r > r,, 
f>,r and 2ce-b’>/ wi(i) =fr(r) > eC(fi-6)r. 
(The first inequality holds since w’(r) >f,(r) for large r, and wi, is 
decreasing.) This implies that 
Furthermore if rl is chosen greater than llog 2c1/36(&- 46 - l), then 
r<?<(l+36)r. We define 
W”(x) = WA(X), X>f 
= 0, x < r. 
The following lemma is analogous to Proposition 2.7, but different in that 
Wi. and t change according to r. 
LEMMA 3.4. Let t = f/46, then for x > (A - $6’) t, 
0 < u(t, x; w”) - u(t, x; W”) <q*(r), 
where q2(r) + 0 as r -+ co. 
Proof: In view of Proposition 2.4 and the proof of last lemma, we need 
only make the following estimation: for x > (A- 26’) t, 
54 KA-SING LAU 
Let q2(r) be the last expression. Since r < 46t < (1 + 36)r, it follows that 
v2(r)+0 as r+co. 1 
Let m(s) = sup { x : U(S, x; W”) 2 4). 
LEMMA 3.5. Let t = J/46. Then 
0 < /w”(x) - u(t, x + m(r); W”)l 6 r/Jr), -g2t<x< co, 
where q3(r) + 0 as r -+ cm. 
Proof: It follows from Lemma 3.4, the strict monotonicity and the con- 
tinuity of w’ that for large F, we have (,I - S2) t < K(t) d At. Moreover, 
0 < w”(rn(t) -At) - w”(0) 
=u(t,rn(t); wq-+ 
= u( t, rn( t); w”) - u( t, rn( t); W’) 
G yIz(r). 
Again, by the strictly monotonicity and continuity of wi. at 0, we have 
lim rd,(rFz(t) -At) =O. Now by the uniform continuity of w’ and by 
Lemma 3.4, we have for - $h2t < x < co, 
Iw”(x)-u(t,x+rn(t);w”)l 
d /WA(X) - w”(x+rn(t)-At)1 + (wA(x+rn(t) -At) - u(t, x+62(t); w”)l 
d E(T) + v,(r), 
where E(I), q2(r) + 0 as r + co. The proof is completed by letting q3(r) = 
E(r) + v2(r). I 
Proof of Theorem 3.1. According to the remark in the beginning of this 
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section, we will show that (3.4) holds. Let m(s), mr(s), mH(s), r%(s) corre- 
spond to the initial data f, fr, H and W”, respectively. Then for any s > 0, 
d(s) 2 m(s) 2 m”(s) z (J5 - 62)s. 
From the construction of f, and W’, we have fr < W’. Let t = F/46, then 
Theorem 2.5 and Lemmas 3.3 and 3.5 imply 
46 x+m'(r);f)dw"(x)+rl,(Y)+tlj(Y), x30 
2 w"(x) -v,(r) -%(Y), - 62t<x<o (3.5) 
4 . 
It remains to replace m’(t) by m(t). For this we let 
a(r)= Id& m(t);fr)-4& m'(r);fr)l = 146 m(t);f,)-$1. 
Then Lemma 3.3 implies that for r large and for m(t) > (a - s’)t, a(r) < 
q,(r). For each r let y be the real number closest to 6z( t), so that y <m(t) 
and 
lu(t, y;M,‘L)-~(t,rii(t); @‘)I = lu(t, y;@“)-+ =a(r). 
Since ,f, $ M”, we have 0 < mr( t) - m(t) < fi( t) - y d At - y. Also 
Iw”( y  - At) - w”(O)] d lu(t, y; WJ - +I + q,(r) 
= a(r) + v,(r) 
d rll(r) + 12(r). 
This implies that lim,, z ( y - it) = 0. Therefore, we have mr( t) + m(t) as 
t-+cc and 
u(t,x+m(t);f)=u(t,x+m(t)-d(t)+m'(t);f) 
I 
d w"(x) + (vl(3 + v3(r) + r4(r)), x20 
~w”(x)-(~L(T)+ylj(r)+~4(r)), - ~t<xGO 
where v4(r) -+ 0 as r + co. 
To conclude the proof, we still have to show that the convergence is 
uniform on ( - co, co). It suffices to prove that 
u(t,x+m(t);f)-*wJS h2 (x) uniformly for xd --t as t + co. 
4 
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We may assume, without loss of generality, that c1= inf{f( y): y < 0) > 0 
(for otherwise we will use u(t,, y), t, > 0, instead off as initial data). Let 
R(x) = 0, x20 
a, x < 0. 
BY aPpMng the part we just proved, we see that 
u(t, x + m”(t); I?) + w  “(x) uniformly on [ -N, 03), for any N > 0, as fi 
t --f co. Since B is decreasing, a simple application of the maximal principle 
will imply that u(t, x + m”(t); R) + w  a (x) uniformly on ( - co, co) as 
t --) co. In particular, for any E > 0, there exists t, and N > 0 such that 
1 >u(t,x+m”(t);R)> l--E for t2to, X-C -N. (3.6) 
Note that lim, ~ m m”( t)/t = $ (Proposition 2.8), and lim, _ co m( t)/t < A 
for ,I> 3 (this can be proved directly by showing that lim,, co u(t, At) < 
lim ,+,e’p,*f(At)=O, A>&‘). Hence -(&*/4)t+(m(t)-m”(t))+ -cc 
as t+ 0~). For XC -(&*/4)t, we have 
1 2 U( t, x + m(t); f) > u(t, x + m(t) - m”(t)) + m”(t); R). 
This combined with (3.6) implies the claim. 1 
4. THE CASE 0 < b < fi 
The main theorem of this section is 
THEOREM 4.1. Let F be as in (1.1) and satisfy F(u) = u - e(u), where 
0(u) = o(ulog-Qu) for some p > 1. Let O< f< 1 be initial data of the 
K-P-P equation and satisfy: (i) 
f(y) dy= -b 
for some 0 < b < 4 and h > 0; (ii) there exists q, M, N > 0 such that 
s 
x+N 
x f(y)dy>v for XC -M. 
Then u(t, x + m(t)) + w”(x) uniformly on x as t + co. 
The idea of proof is to show that f behaves nicely on the curve 
{(O,x):x<O}u{(&X,X):X~o} 
(4.1) 
(4.2) 
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so that the technique in [9] is applicable by using the modified extended 
maximal principle (Theorem 2.6). 
LEMMA 4.2. Suppose f satisfies (4.1), then for any q > 0, there exists co 
andx,>O, O<E<E~, such thatfor x>xE, 
-(b + ‘I) U(EX, x) d U’(EX, x) 6 -(b-q) U(&X, x). 
LEMMA 4.3. Let f, q and &o be defined as in the last lemma. Then for 
O<E < Eo, there exists an x1 (depending on E) such that for X>x,, 
-(b + 21) U(EX, x; f) d ~‘(Ex, x; f), x 3 0, 
where 
f(x)=f(x), X3X 
= 0, x < x. 
The proofs of these two lemmas are conceptually simple, but deviate 
from the main proof of this section, therefore we will postpone them to 
next section. 
Proof of Theorem 4.1. Step 1. We claim that for any 6 > 0, there exists a 
to such that for t > to, 
u(t,x+m(t); f)>w”(x)-S, O<x<&-lt 
< w”(x) + 6, (&A)t<x<o. 
(4.3) 
Let 0 < b < 5, fi, q = G- b and I= l/8+ g/2. Since wx is a travelling 
wave, 
U(&X, x; w”) = w”( (1 - l&)X). 
Let .zO be defined as in Lemma 4.2. For 0 <E <co, there exists x0 such that 
for x > x0, 
(wl((l-‘X&)X))!< - 5-i w”((1 -l&)X). 
( > 
We claim that there is a large X so that for x 3 0: 
(i) U(EX, x; f) < w”(( 1 - X&)x,); 
(ii) -(b + n/2) U(EX, x; f) 6 u/(&x, x; f). 
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FIGURE 1 
Indeed, a direct estimation of 
4-% -6 f, = jjrn A&X, x - Y) f(y) dy 
shows that U(EX, x;f) is increasing on [0, X-E]. This combined with 
U(EX, x; f) d U(EX, x; f) for all x, U(EX, x; f) 6 w”( (1 - X&)x) for large x, and 
w’is decreasing imply (i). Part (ii) follows from Lemma 4.3. 
Let i,(x) = EX if x 3 0, 0 if x 6 0. If follows from the above construction 
that u([,(x), x; f) 3 wr(( 1 - 25,)x) (see the definition of stretchness and the 
phase plane diagram above). Theorem 2.6 implies that 
u(t, x+rn(t);f)>w”(x), O<x<&-‘t 
6 w”(x), x < 0, 
and hence we have, from Proposition 2.7, that 
u(t,x+rn(t);f)~w”(x)--r(t), OGx<&-‘t 
d w”(x) + q(t), h(t) <x d 0, 
where lim , _ 1. h(t) = -cc. The claim now follows by replacing m(t) by 
m(t), and by observing that w’ + w’ uniformly on x as I+ II. 
Step 2. We will prove the reversed inequalities as in Step 1, i.e., for any 
6 > 0, there exists t, such that for t > t,, 
u( t, x + m(t); f) d w”(x) + 6, O6x6eC’t 
2 w”(x) - 6, (JLd)t<x<O. 
(4.4) 
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By assumption (4.2) we may assume that inf,.,f( y) > 0 and f> 0 
(otherwise, we consider 4tm xl for some t, > 0). Since 
h + m U(EX, x; f) = 0, for any y > 0, we can find z > y so that 
u(Ex,x;~)>u(Ez,z;~) for O<x<z. Let O<fi-cb<& and let v]=b-6. 
By applying Lemma 4.2 to f and Lemma 4.3 to w’, we can find E > 0, x0, X 
such that 
(i) U’(EX, x; f) < -(b - q/4) U(EX, x; f) for x > x0, 
(ii) ‘-(b + q/4) U(EX, x; W”) 6 (EX, x; W”) for x > 0, 
(iii) U(EX, X; f) >, U(EX,,, X,; f )( =a) for 0 <X < X0, U(&X, X, i$) < U 
for x20 
(the second part of (iii) can be done by choosing X large enough and apply 
similar argument as in Step l(ii)). 
It follows that U(EX, x; f) ~U(EX, x; WA) (see Fig. 2). By Theorem 2.6, 
u(t,x+m(t);f)~u(t,x+m(t);w~), O<xd&-‘t 
2 u( t, x + rn( t); W”), x < 0, 
and by Proposition 2.7 
u(t, x + m(t);f) 6 w”(x) + q(t), o<x<&-‘t 
> w”(x) - Yf( t), (&2,t<x<O, 
where y](t) -+ 0 as t -+ co. Hence (4.4) follows by observing that wx + w”(x) 
uniformly on -CC<X<CC as t-bm. 
Step 3. The previous argument implies that u( t, x + m(t); f) converges 
uniformly on bounded intervals as t + 00. We claim that the convergence is 
FIGURE 2 
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uniform on (- co, N), where N is a positive integer, By hypothesis (4.2), we 
may assume that inf,., f(y) > 0. For any 0 < b < 6’ < &, there exists an 
x’ such that the function 
g(x) = e-b’x, x 2 x’ 
- b’x’ 
=e , x < x’, 
satisfies u(c,(x), x; g) < u([,(x), x: f) for all - co < x < co. The claim 
follows by applying the same argument as the last part of the proof of 
Theorem 3.1, with R replaced by g. 
The proof of the uniform convergence of u(t, x + m(t); f) on (N, co) is 
similar. We assume without loss of generality that f satisfies the condition 
in Lemma 2.1. Let 
h(x) = H?‘(x), x 2 XN 
= 1, x < XI’, 
where $? c A c A”, and f(x) d h(x). The uniform convergence of u( t, 
x + m(t); h) to zero on [e-‘b,co) implies the same for u( t, x + m(t); j). 1 
5. PROOF OF THE LEMMAS 
We will prove Lemmas 4.2 and 4.3 in this section. Throughout we 
assume that f satisfies (4.1). For any 0 < a, 6, E < 1 satisfying 0 < 6 < 1, 
c(b+d)< 1, ~&E-C 1, ,,&((b+d)+4&)<4&. Let 
X=(1 -E(b+h))x, h= 
2E6 
1 -E(b+d)’ 
It is obvious that 
1 +h= l-4b--6) 
1 -E(b+h)’ 
(1 +h)x=(l -E(b-d))x, x-Z=c(b+6)x. 
Also 
X=(1 -c(b+6)-4$,6)x>(l -4&)x. 
Let Ei, i = 0, 1, 2, 3, be a subdivision of the real line defined by 
E,,= (y: (1 +h)- ‘%<y<(l+h)x}, 
E,={y:Ix-y/b4&x), 
&={~:(l--&)x=y<(l+h)-“5) 
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and 
We will use the notation 
dt~(~3 Ei) = jE, PtEX9 x - Y) f( Y) dV* 
In the following lemma we show that for small E, the convolution pEX * f(x) 
is concentrated in E, when x is large. 
LEMMA 5.1. There exists E,,, 6, such that for 0 < E < E,,, 0 < 6 < &,, 
-!-mm dE(xI Ei)/C’ +‘)’ P(wX-.Y)f(Y)4J=0, i= 1,2, 3. (5.1) 
Proof. We will consider the three cases separately: 
(i) For i= 1, we have 
On the other hand, 
yke 
~(b+((b+S)‘/Z)E)x+o(X) 
The two inequalities imply (5.1). 
(ii) For i= 2, we observe that if (1 + h)-“.fE E,, then 
(1 +h)-“# -4fi)xa l-&$ 
x 
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Let n, denote the largest 12 so that (1+/z-“.?EE~. For nd<n<n,, we 
define 
Q,cx) = 46(x’ Fn) 
9,(x, F) ’ 
where F= [X, (1 +h)X], F,= [(l +II-“~‘~, (1 +A))“.?] for n,dn<n,, 
and Fn, = [(1-4&)x, (1 +h))“l.?]. Then for n,<<<n,, 
Q,,(x) = 
P(EX,X-(l+h)-“~)e-b”‘+h’-~~‘“+““(”” 
/,,tEX, x-~) e-b-c+d*) 
where 
= e”“” + O”(X) - 0(-i) 
a,=b(l -(l +h)-“P’)-(l -(l +h) -Y( b+d+$l-(l+h)-“) 
> 
and 
u,(X) = o(( 1 + h )-“-5). 
We claim that a, < 0. Indeed, 
a,=(l+h)~“--‘bh-(l-(l+h)-“) 6+;(l-(l+h)-“) 
( ) 
<bh-(1 -(l +h)-“)2; 
<bh-&(l-(l+h)-V)2 
= bh -$ (n&h + o&h))* 
= (2b& + o(~E)) - (86~ + o(~E)). 
Hence for 6, E sufficiently small, we have a, < 0. This implies that 
lim, + m Q,(x) = 0 for n6 < n <n, and (5.1) follows. 
(iii) The case i= 3 involves estimation of the terms 
#AX, C( 1+ h)“% (I+ A)” + l--d Yd,b, 0 
The technique in (ii) applies similarly. 
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COROLLARY 5.2. There exist E,,, 6, such that for 0 < E < .q,, 0 < 6 < &,, 
s:Eq”%x lx- Y)‘P(=, x- Y)f(Y) dY = 1 
2% pm (X-Y)$(&X,X-y)f(y)dy ’ J=O, L2. (5-2) 
ProoJ: The case for j = 0 is a direct consequence of Lemma 5.1. For the 
case j = f,2, we need only apply the same technique to show that 
. fE,(X-Y)iP(EX,X-Y)f(Y)dY 
!Iln,~~~(x-y)ip(CX,X-y)f(y)dy=” 
for i=l,2,3,j=l,2,asinLemma5.1. 1 
Recall that the solution of 
ati i a% 
z=iax”+v 
with initial condition f is v(t, x) = e’p, *f(x). 
PROPOSITION 5.3. For any q > 0, there exists co such that for 0 < E < E,, 
we can find an x, which satisfies 
-(b + q) V(EX, x) < V’(EX, x) d -(b-q) V(EX, x), x2xX,. (5.3) 
Proof. It follows from direct calculation that V’(EX, x) = Z, - I, + I,, 
where 
d&x,x-y)f(y)dy= 
I, = eex 
I 
O” (-K-Y) 
-----P(EX,X--Y)~(Y)~Y 
-cc EX 
and 
I = eEr 
j 
m (X-YJ2 
2 
--m--SF 
P(=, x - Y) f(v) 4. 
Let E and 6 be as in Lemma 5.1; then for i = 1,2, 
s (1 +h)x (x-Y)iP(Ex,x-y)f(y)dy (1 + h)-“ax 
<(~-(l+h)-“Y)‘j~~+~)~ P(EX,X-y)f(y)dy 
(1 + il-wi- 
< (x- (1 - 4fi + o(&( X))‘(l + o(x) PEX * S(x) 
= X’(b& + O(&E))q 1 t o(x)) PET *S(x), 
505.59’1-5 
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and 
s (1 + h)? (x- YYP(W x- Y)f(Y) dY (I + h)-“82 
> (x - (1 + h).f)‘(l + o(x)) p,, *f(x) (by (5.2)) 
= X’(b& + 0(8&)y( 1 + o(x)) p,, *f(x). 
If we choose sO, 6, small enough, the above estimation and Lemma 5.2 
implies inequality (5.3). 1 
LEMMA 5.4. For any q > 0, there exists c0 such that for any 0 <E <q,, 
there exists a z0 (which depends on E) such that for z > z0 
-(h + rl) U(EX, x; f;) 6 U’(EX, x; fr), 
wheref,(x) = 0 if x d 2, andfJx) =f(x) if x > z. 
x B 0, (5.4) 
Proof: Let X, h be defined as before. For any v] > 0, there exists an s0 
such that for each 0 < E < sO, there exists an x, and for x > x,, 
lx d&x,x-yy)f(y)dyd l+; j(‘+h)i p(Ex,x-y)f(y)dy (5.5) 
-5 i > (1 + /I-“ax 
and 
- U(EX, x; f) < U’(EX, x; f). (5.6) 
Let z,, = (1 + h)-““x, = (1 + h)~-“6( 1 -s(b + 6))x,, and for z > z0 let xz = 
(1 + h)““( 1 - s(b + 6)))‘~. We will show that (5.4) holds on the following 
three sets: 
(i) If Odx<(l +s’)z, then 
This implies (5.1). 
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(ii) For (1 +c*)z<x<x,, we will perform the following estimates: 
P(EX, x - Y) f(y) 4 
= -(~+~(~))~~~P(Ex,x-Y)~(Y)~Y. 
Hence 
E-~-b+o(~)).e”~ip(&x,x- y)f(y)dy, 
z 
and (5.4) holds if the preassigned Q,, 6, are small and x, is large. 
(iii) For x, 6 x, (5.5) and (5.6) will imply (5.4). 1 
In Section 2, we showed that the solution of the K-P-P equation is of 
the form u( t, x) = u( t, x) - E( t, x), and lim, _ o. E( t, x)/u( t, x) = 0 if the 
initial data f satisfy (2.1). In the following, we will show that E(Ex, x), 
E’(Ex, x) are also small compared to U(EX, x) as x + cc. We will omit the 
proof of the following lemma which is similar to Lemma 2.1 (we need only 
split the integral into (- 00, x) and (x, 03) for large x). 
LEMMA 5.5. Suppose 0 < E < l/b, then for any 0 < b’ < b, 
lim,,, eb’xp, * f(x) = 0 uniformly in the region {(t, x) : t, 6 t < EX) for 
t() > 0. 
PROPOSITION 5.6. Suppose F(u) = 0(u), where e(u) = o(u log-%) for 
some p > 1. Then there exists Q, such that for 0 < E < q,, 
(a) lim,,, E(&X, X)/U(EX, x) = 0 
(b) lim,, m E’(EX, X)/U’(EX, x) = lim,, i. EI(EX, X)/u(sx, x) = 0. 
Proof: For any q >O, there exists 6,, Q,, x,>O such that 
(i) 0 < 0(u) < r] (u logep UI for u <a,, 
(ii) max{u(s, y):x/2 d y} < edb*14 for v <s < E~X, x 2 x0, 
(iii) ~“/2mp(~~-sS,x- y)dydqpPEX* f(x) for q<s<.q,x, x>x,. 
(Part (ii) follows from Lemma 5.5; (iii) follows from the same argument as 
in the first part of the proof in Lemma 5.1.) For x>2x,, q <s< E~X, 
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I 
Oc P(-= - 3, x - Y) &u(s, Y)) 4 
x/2 
6rl s cc P(EX - 3,x- y) .u(s, Y). Ilog-“u(~> Y)l 442 
G? bx --p ( 1 4 eSPEx * f( ). 
Now, by the same argument as Lemma 2.2, we can show that for x > x0, 
0 < E(Ex, x) < kqe”xp,, * f(x) 
for some k > 0. This completes the proof of (a). 
To prove (b), we note that 
EI(&X, x)=&q&X, x) +0(24(&X, x)) 
6.X +eex .cs I s m P’(W x - Y) q4s, Y)) dY 4 (5.7) 0 -m 
and 
p/(&X--,x-y)= 
where a/ax denotes the derivative on the second variable. We will estimate 
the last term of (5.7). First, we claim that 
2% .c_s, 121 P(&x-S,X--y)p,*l(g)dyl-(~P.,) *“0x)=1. (5.8) 
Indeed, Corollary 5.2 implies that the integral sYcu (a/ax) ~(Ex, 
x-y)f(y)dy is concentrated at ((l+/~)“~x, (l+h)Z)z(-co,x) for 
large value of x. This combined with 
,“, (z) P(Ex,X-y)P.*f(Y)dy=~~~~P(Ex,x-y)f(y)dy (5.9) 
K-P-P NONLINEAR DIFFUSION EQUATION 67 
implies (5.8). Now by using the analogous reasoning as in the first part, we 
have, for suitable sO, 6,, x0 and for 0 < E < sO, x > x,,, 
06 -p EX,-s 5 j 
a a 
- PC&X-s, x - Y) et+, Y)) 4 ds 
0 --zI ax 
Q -~(1 +o(l))eEX * f (xl 
where o( 1) 2 0 and lim, _ co o( 1) = 0. Again by the same argument, we can 
adjust the above so, x0, 6, so that for 0~s <co, x>xo, 
a* 
dv”” TP,, *f(x), 
( 1 ax 
(Note that in this case, (8*/8x2) P(EX-3, x- y) is positive, so the com- 
plication involving the absolute value in (5.8) will not appear). Hence for 
the above E and x. 
< -r](l +O(l))eEX 
Now part (b) follows from (5.7) Proposition 5.3, the estimation of I,, I, in 
Proposition 5.3 and the above inequality. B 
Proof of Lemma 4.2. It follows directly from Proposition 5.3 and 
Proposition 5.6. 1 
Proof of Lemma 4.3. Let q > 0, let X and f be define as in Lemma 4.2. If 
X is chosen large enough, then parts (ii) and (iii) in the proof of 
Proposition 5.6 can be modified to 
(ii)’ max{ u(s, y; f): x/2 < y } 6 e-bx’4, 11 <s < sOx, x 2 0, 
(iii)’ STaxixJ/*J PC&X, x - Y) 4 G vlp,x *f(x), 
~jyw21 P’(=, x-yldyl G rlIp~,*f(x)l, ws<&ox, ~2% 
(iv)’ {Zoo I(x-Y)I(Ex--S)IP(EX--~X-~Y)P.~*~~)~~ 
G 41 +~)ww~,,) *f(x), ~20. 
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(Part (iv)’ can be obtained by a modification of the proof of (5.8).) By 
using this, Proposition 5.6 can be strengthened to: there exists a0 such that 
for any 0 <E < s0 and for any yI > 0, there exists X with 
q&X, x; f, < vlU(&X, x), I-F(w x;f)l G rilu’(ex, x)1, x $0. 
This and Lemma 5.4 will imply Lemma 4.3. 1 
6. THE NECESSITY 
We will prove the converse of Theorem 3.1 and Theorem 4.1 together, 
the extra condition of F in Theorem 4.1 is not needed. 
In [3, Proposition 4.21, Bramson showed that condition (3.1) or (4.1) 
holds if and only if lim, _ co (l/t) log u(t, At) = 0, i.e., o(t, At) = e’(‘). 
Assuming that lim, _ m u(t, m(t) + x) = w”(x) uniformly on x, we want to 
show that lim ,+,(l/t)logu(t,&)=O. That lim,,,(l/t)logu(t,~t)~O 
follows from the first part of proof of [3, Theorem 21 with no change. We 
will make a slight change on the proof of lim,, ,( l/t) log u(t, At) d 0 in 
order to free it from the Brownian motion argument. 
Supposing this is not true, we can find a 6 > 0 such that 
lim c8’u(t, (n+s)t)> 1 (6.1) t-CC 
[3, Lemma 4.41. Since u(t, m(t) + x) + w”(x) uniformly for x E (-co, co) 
as t -+ co, we have lim,, o. m(t)/t = II. As lim,, 3. w’(x) = 0, for any 
0 <q -C 6 there exists t, such that 
O(u(s, y))<tp(s, y) on (s, y): J.+! s<y t <s { ( 2)“4 
It follows from (2.1) that 
2PP,*f(x)+(l-?) j,: j(~+a;2,,P(t-s,x-Y)u(s,Y)dyds 
>p,*f(x)+(l-q) s,:j_“op(t-s,x-y)u(s,~)dyds--n, (6.2) 
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. f’(u(s, Y)) dy ds - ~1 (by (6.2)) 
~n~ou-sy~dn 
p,*f(x)+Ji$l-7)” j’y 
11 . 
.ja p(f-s,x-y)F(u(s,y))dyds- f ~1, 
-cc n=l 
wherea.=(l-~)‘jr~jlitr’12’~p(l_*x)-yy)dydS 
t, . -cc 
69 
= ,(I -q)(‘-‘l)p,* f(x) _ f an 
n=l 
Note that 
and for x = (A + 6) t, the integral can be shown to tend to zero as t tends to 
infinity. By (6.1), and 0 < q < 6, we have 
This contradicts 0 < u(t, x) d 1. 
Finally, the condition (3.2) (and (4.2)) follows from the same argument 
of Bramson [3, Sect. 5, Theorem 21. 
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