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We study relations between some topics in number theory and supersymmetric black holes.
These relations are based on the “attractor mechanism” of N = 2 supergravity. In IIB
string compactification this mechanism singles out certain “attractor varieties.” We show
that these attractor varieties are constructed from products of elliptic curves with complex
multiplication for N = 4, 8 compactifications. The heterotic dual theories are related to
rational conformal field theories. In the case of N = 4 theories U -duality inequivalent
backgrounds with the same horizon area are counted by the class number of a quadratic
imaginary field. The attractor varieties are defined over fields closely related to class fields
of the quadratic imaginary field. We discuss some extensions to more general Calabi-Yau
compactifications and explore further connections to arithmetic including connections to
Kronecker’s Jugendtraum and the theory of modular heights. The paper also includes
a short review of the attractor mechanism. A much shorter version of the paper sum-
marizing the main points is the companion note entitled “Attractors and Arithmetic,”
hep-th/9807056.
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1. Introduction
Many people learning modern string theory and supersymmetric gauge theory are
struck by the fact that much of the necessary mathematical background is best learned
from textbooks on number theory. For example, modular forms, congruence subgroups,
and elliptic curves, are all mathematical objects of central concern both to string theorists
and to number theorists. This suggests the obvious idea that there might be a deeper
relationship between the two subjects. Such a relation, if truly valid, would clearly have a
beneficial effect on both subjects.
Of course, one should be cautious about speculations of this nature. For example,
various partial differential equations occur in widely disparate fields of physics and en-
gineering. The mere appearance of a technical tool in two disparate subjects does not
necessarily imply a deeper unity (except insofar as the same equation appears). Indeed,
upon closer examination, one is often disappointed to find that the precise questions of the
number theorist and the string theorist generally seem to be orthogonal.
One example will illustrate this orthogonality of the world-views of the string- and
number- theorist. In string theory and supersymmetric gauge theory one often meets ellip-
tic curves. These play a central role in conformal field theory, string perturbation theory,
supersymmetric gauge theory, string duality, and F-theory. Yet, in all these applications,
there has never been any compelling reason to restrict attention to elliptic curves defined
over Q (or any other number field). On the other hand, it is the special properties of
arithmetic elliptic curves which often take center stage in number theory.
The point of this paper is that the “attractor mechanism” (explained below) used in
the construction of supersymmetric black holes and black strings does provide a compelling
reason to focus on certain varieties, and, at least in the examples where we can solve the
equations exactly, these attractor varieties turn out to be arithmetic. We believe this
observation opens up some opportunities for fruitful interactions between string theory
and number theory, and the present paper is an attempt to explore some of those relations.
The nonexpert reader should be warned that the author knows very little number theory.
Here is an outline of the paper: A short introduction to this paper can be found in
the separate text [1]. A talk on the subject can be heard at [2]. Section two contains
a review of the attractor mechanism. It is primarily written for the mathematician who
wishes to learn something about the subject. Section three illustrates the first connection
between arithmetic and supersymmetric black holes. This connection is related to questions
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about the orbits of the arithmetic U-duality groups. Sections 4, 5, and 6, discuss some
exact attractor varieties in special compactifications with a high degree of symmetry:
compactifications of type II string theory with N = 4, 8 supersymmetry, and the FHSV
model. Section 7 constitutes the second, and main, connection to arithmetic. It attempts
to explain why the attractor varieties in the N = 4, 8 examples are arithmetic. The
essence of the matter is that the attractor varieties are related to curves with “complex
multiplication.” Section 8 discusses some extensions to larger classes of Calabi-Yau 3-
folds and states the main conjecture of the paper. Section 9 examines what can be said
about attractors near a point of maximal unipotent monodromy/large radius. Section
10 explains a relation to heterotic compactification on rational conformal field theories.
Section 11 explores an arithmetic property of the K3 mirror map. Section 12 explains the
relation of the conjectures of section 8 to Kronecker’s Jugendtraum and Hilbert’s twelfth
problem. Section 13 mentions some more speculative ideas including a relation to the
absolute Galois group and to heights of arithmetic varieties. In the conclusions we list our
principle results and some of the main speculations. Three appendices briefly cover some
background material and some technical proofs.
In an effort to make this unreadable paper readable we have explicitly marked digres-
sions, remarks, and examples. No harm is done if they are ignored. A list of some of our
notation appears in appendix D.
Finally, the references in this paper are incomplete. There is a surprisingly substantial
literature on the relation of arithmetic and physics. The reader might wish to consult the
proceedings of a Les Houches school [3][4] for an introduction to some aspects of the
subject.
2. Review of the attractor mechanism
The attractor mechanism is an interesting phenomenon discovered by Ferrara, Kallosh,
and Strominger in their work on dyonic black holes in supergravity [5]. The attractor
equations [6][7] are central to the ideas of this paper. They were interpreted in terms of
the minimization of the BPS mass by Ferrara, Gibbons and Kallosh in [8]. In this section
we review some of this work. There is an extensive literature on the subject. Some recent
reviews include [9][10][11], which the reader should consult for more complete references.
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2.1. Electric-magnetic duality and the Gaillard-Zumino construction
A common theme of modern string and gauge theory is the study of a families of
abelian gauge theories with no natural electric/magnetic splitting of the fieldstrengths.
We now review the standard formalism for describing such theories.
LetM4 be a four-dimensional Minkowski signature spactetime. Let g = IR
r be the Lie
algebra of the gauge group. Then the total 2-form fieldstrength F (electric plus magnetic)
is valued in Ω2(M4; IR) ⊗ V where V ≡ g ⊕ g∗ is a real symplectic vector space with
symplectic product 〈·, ·〉 : V × V → IR.
In the physical problems the family of theories is often labeled by a complex symplectic
structure on V , i.e., a linear transformation J : V → V with J 2 = −1 and 〈J ·v1,J ·v2〉 =
〈v1, v2〉. Given such a complex structure there are two natural constructions we can make.
First, we may define a symmetric bilinear form on V :
(v1, v2)J ≡ 〈v1,J · v2〉 = (v2, v1)J (2.1)
which will be used to write the Hamiltonian of the theory.
Second, we can use J to define the correct number of degrees of freedom of the theory.
Since ∗24 = −1 on Ω2(M4) the operator ∗T ≡ ∗4⊗J satisfies ∗2T = +1 and we can therefore
impose the all-important anti-self-duality constraint:
F = − ∗T F (2.2)
on real fieldstrengths F . 1 The equation of motion and Bianchi identity of the electromag-
netic theory are combined in the single equation:
dF = 0 (2.3)
If we choose a space/time splitting M4 =M3 × IR, the electric and magnetic fields ~E, ~B ∈
Ω3(M3)⊗ g are not functionally independent because of (2.2). Moreover, the formula for
the energy density in terms of the spatial components ~F is simply:
H = ( ~F , ~F)J (2.4)
Equations (2.2)(2.3)(2.4) constitute a manifestly dual formulation of the abelian theory.
It is impossible to write a local Lorentz invariant and symplectically invariant action.
1 We choose the (−) sign to agree with several standard conventions below.
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In order to connect to more standard treatments of the subject (see, e.g. [12][9][13])
we proceed as follows. If we complexify we can simultaneously diagonalize the operators
∗4 and J :
Ω2(M4;C) = Ω
2,+ ⊕Ω2,−
∗4 = −iΠ+ ⊕ iΠ−
V ⊗C = V 1,0 ⊕ V 0,1
J = +iΠ1,0 ⊕−iΠ0,1
(2.5)
Here Π are projection operators and we use the notation ξ− = 12(ξ − i ∗4 ξ) for any two-
form ξ. Note that ∗4ξ− = +iξ−. If we now choose a symplectic (Darboux) basis αˆI , βˆI ,
I = 1, . . . , r for V with 〈αI , βˆJ〉 = δ JI then we may always choose a basis {fI} for V 0,1
with fI = αˆI + τIJ βˆ
J . Let f¯I be the complex conjugate basis. By symplectic invariance of
J it follows that the period matrix τIJ = τJI is symmetric. Equivalently, the symplectic
form 〈·, ·〉 is of type (1, 1) with respect to the complex structure J .
The components of the total fieldstrength are, by definition,
F = F I αˆI −GI βˆI . (2.6)
On the other hand, by the self-duality constraint (2.2) we have
F = F I,+fI + F I,−f¯I (2.7)
and combining these we arrive at
G−I = −τ¯IJF J,−
GI = (ImτIJ ) ∗4 F J − (ReτIJ)F J
(2.8)
and hence we recognize (2.3) as the standard Bianchi identities and equation of motion.
The energy is, after a short calculation:
H = ImτIJ
(
~EI · ~EJ + ~BI · ~BJ) (2.9)
where ~EI , ~BI are the standard spatial components of F I . Thus, physically, we require
ImτIJ > 0, that is, τ ∈ Hr where Hr is the Siegel upper half plane for r × r matrices.
Hence, if Λ is the integral span of αˆI , βˆ
I for a symplectic basis then V/Λ is a principally
polarized abelian variety.
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As a final remark one might attempt to form a local, Lorentz invariant, and symplectic
invariant action using
∫
M4
(F ,F)J . A short calculation reveals this to be zero. (Although
the symmetric form (2.1) is positive definite, Ω2(M4) has nilpotents.) If one chooses a
symplectic basis then
∫
M4
(F ,F)J is naturally written as a sum of two cancelling terms,
either one of which provides an action:
∫
M4
GI ∧ ∗4F I = +2
∫
M4
Im
(
τ¯IJF
I,− ∧ F J,−
)
(2.10)
2.2. Low energy supergravity for Calabi-Yau compactification of IIB supergravity
In order to explain the attractor phenomenon we will focus attention on the compact-
ification of IIB string theory on Calabi-Yau 3-folds. In this section we review a few of the
relevant details of the resulting low-energy d = 4,N = 2 supergravity needed to describe
the dyonic black holes. In the present discussion a key role is played by the abelian gauge
fields in the theory.
Gauge fields in the four-dimensional theory arise from the 5-form fieldstrength G of
IIB supergravity. The equations of motion and Bianchi identity follow from the anti-self-
duality constraint: G = −∗10G. Let X be a Calabi-Yau 3-fold, that is, a compact, complex
3-fold with Ricci flat Ka¨hler metric. If b1(X) = 0 this is the only source of abelian gauge
fields and consequently the total fieldstrength is
F ∈ Ω2(M4)⊗H3(X; IR). (2.11)
We are now exactly in the general setup of the previous section since V = H3(X ; IR) has
symplectic form:
〈γˆ1, γˆ2〉 ≡
∫
X
γˆ1 ∧ γˆ2 (2.12)
and a metric on X defines a complex structure J = ∗X : H3 → H3. The selfduality
constraint (2.2) is just that inherited from G. The principally polarized variety V/Λ is
known as the Weil Jacobian. In the supergravity literature the period matrix is denoted
as NIJ = −τIJ .
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2.2.1.Hodge structures
We next want to decompose the gauge fields (2.11) into those coming from the dif-
ferent supersymmetric multiplets namely the graviphoton in the gravity multiplet and the
remaining vectors in the vectormultiplets. In order to do this we need to use a little of the
theory of variation of Hodge structures, see, e.g., [14][15][16][17]. Consider the universal
family π : X → M. The fiber at s ∈ M is Xs, the Calabi-Yau with complex structure s
(we fix a Kahler class and use Yau’s theorem). The complex structure at s determines a
Hodge decomposition:
H3(Xs;C) = H
3,0
s ⊕H2,1s ⊕H1,2s ⊕H0,3s (2.13)
in terms of which the Weil complex structure J = ∗X is diagonal: 2
J = ∗X = −iΠ3,0 ⊕ iΠ2,1 ⊕−iΠ1,2 ⊕+iΠ0,3 (2.14)
Here Πp,q(v) is the component of v in Hp,q. We also use the notation vp,q ≡ Πp,q(v).
Accordingly, the anti-self-duality constraint is solved by:
F = (Π2,1 ⊕ Π0,3)(F−) + (Π1,2 ⊕ Π3,0)(F+) (2.15)
Now choose a neighborhood U ⊂ M and a holomorphic family Ω3,0(s) of nonwhere
zero holomorphic (3, 0) forms. 3 Using Ω and Kodaira-Spencer theory we have the iso-
morphism: T 1,0s M∼= H2,1(Xs), and moreover, if we choose local holomorphic coordinates
zi, i = 1, . . . , h2,1(X), we have a basis for H2,1:
χi ≡ eK/2Π2,1(∂iΩ) = eK/2
(
∂iΩ− 〈∂iΩ, Ω¯〉〈Ω, Ω¯〉 Ω
)
. (2.16)
Here K is a Ka¨hler potential for the Weil-Peterson-Zamolodchikov (WPZ) metric:
e−K = i〈Ω, Ω¯〉. (2.17)
A short calculation shows that gij¯ = −i〈χi, χ¯j¯〉.
2 For simplicity we are assuming b1(X) = 0 here, otherwise we need to distinguish the primitive
from the nonprimitive cohomology.
3 In a more precise description we consider the Hodge line bundle over M: L = Rpi∗ωX/M
where ωX/M is the relative dualizing sheaf. The fiber at s is H
3,0(Xs). We choose a local
holomorphic section of L.
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2.2.2.Supersymmetry transformations
The massless multiplets are the gravity multiplet, vectormultiplet, and hypermulti-
plet. We generally follow the notation and conventions of [13] and denote the gravity
multiplet as (gµν , ψµA, A
0
µ), where the subscript A is an sl(2) R-symmetry index and A
0
µ
is the graviphoton. The vectormultiplets are denoted (zi, λAi, Aiµ), i = 1, . . . , nV . The
vectormultiplet scalars are coordinates for a nonlinear sigma model with target the moduli
of complex structures on a polarized 3-fold X :
z :M4 →M(X). (2.18)
The kinetic energy follows from the WPZ metric.
Variations δzi of the vectormultiplet scalars are related to tangents to M, and are
also related by N = 2 supersymmetry to the fieldstrengths of the vectormultiplets. Hence
we define the vectormultiplet fieldstrengths by:
Gi,− ⊗ χi ≡ −1
2
Π2,1(F−) (2.19)
The supersymmetry transformations for the associated gauginos must contain two terms
corresponding to raising or lowering helicity:
δλAi = i/∂ziǫA +Gi,−µν γ
µνεABǫB (2.20)
Here ǫA, ǫB are supersymmetry parameters of opposite chirality. ε
AB = iσ2 is a numerical
matrix.
Since b3(X) = 2+2h
2,1(X) there is one remaining gauge field. This gauge field is the
graviphoton, whose fieldstrength is defined by the projection of F− onto H0,3:
T− ≡ eK/2〈Ω,F−〉 (2.21)
The corresponding susy transformation law is:
δψµA = DµǫA + T−µνγνεABǫB
DµǫA =
(
∂µ − 1
4
ωabµ γab +
i
2
Qµ
)
ǫA
(2.22)
where the covariant derivative is the standard spinor and Ka¨hler covariant derivative.
Neglecting hypermultiplets, the bosonic part of the action is accordingly:
Iboson =
∫
M4
−1
2
eR+ ‖ ∇z ‖2 − 1
8π
Im[τ¯IJF
I,−F J,−] (2.23)
where τIJ is the period matrix of the Weil Jacobian.
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2.3. Charge lattices
Supersymmetric black holes and strings in D = 4, 5, 6-dimensional compactifications
of string/M/F theory are charged under certain one-form or two-form gauge fields. The set
of charges are valued in a lattice Λ. In the examples related to the attractor phenomenon
the relevant charge lattices are given in Table 1.
T d, N = 32 K3× T d, N = 16 X, N = 8
II5,5 II21,5 H1,1(B;ZZ)
II6,6 II21,5 H2(X;ZZ)
II6,6 II21,5 H4(X;ZZ)
ZZ
28
el ⊕ ZZ28mag II22,6el ⊕ II22,6mag H3(X;ZZ), Hev(X˜;ZZ)
Table 1. In the first line we have listed charge lattices of 6D strings in various
compactifications of type IIB string theory and F -theory. Here B is the base of
an elliptic fibration π : X → B. In the second and third lines we have listed
the charge lattices of 5D black holes and strings, respectively. In the final line
we have listed the electric/magnetic charge lattices of 4D supersymmetric black
holes.
A full explanation of all entries of this table is beyond the scope of this short review.
We content ourselves with some explanation of the entry on the lower right corner, namely
IIB on X .
We have shown that the Lie algebra is such that g ⊕ g∗ ∼= H3(X; IR). To specify
the physical theory we must specify the corresponding Lie group G = IRrmod2πL where
L ⊂ IRr is a rank r “lattice.” 4 The electric charge lattice is the lattice of unitary irreps of
G and is just L∗ while the magnetic charge lattice is the lattice of chern classes of gauge
bundles on a sphere at infinity and is just L. Together we form the symplectic rank 2r
charge lattice Λ = L⊕ L∗. In this form it has a symplectic splitting.
Let us determine Λ for the compactification of IIB theory on X. The quantization
of the abelian charges is justified by the existence of D-branes. For example, suppose a
D3-brane wraps a real 3-cycle Σ3 in nine-dimensional space M9 in IIB theory. Suppose
Σ5 is a linking 5-cycle in M9. Then: ∫
Σ5
G
2π
(2.24)
4 See the remark below on the use of the word “lattice.”
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measures the “number of enclosed D3-branes.” If there are no fractional D3-branes (2.24)
is necessarily integral. In the compactification of IIB on M9 = M4 ×X described above
supersymmetric configurations arise when a D3-brane wraps a supersymmetric 3-cycle
Σ3 ⊂ X [18]. If M4 is an asymptotically Minkowskian spacetime and we consider the
compactification M4 ×X then we can choose the linking 5-cycle to be Σ5 = S2∞ ×Σ3 and
it follows that ∫
S2
∞
×Σ3
G
2π
=
∫
S2
∞
〈[̂Σ3], c1(F)〉 (2.25)
where [̂Σ3] is the Poincare´ dual to the homology class [Σ3] and c1(F) = 12π [F ] is the
Chern class of the G-bundle over S2∞ defining a topological sector of configuration space.
Thus, the magnetic charges are quantized and hence so are the electric charges. If the
fundamental D3 brane has charge 1 then:
Λ = H3(X;ZZ) (2.26)
in IIB theory with the natural symplectic structure.
Remark. In 6D the charge lattice Λ of strings is, on general principles a lattice in the sense
that there is an integral symmetric bilinear form: (·, ·) : Λ×Λ→ ZZ [19]. In 4D the general
principles only guarantee the existence of a nondegenerate integral symplectic structure
on the electric/magnetic charge lattice. In the above discussion the word “lattice” means
a rank r ZZ-submodule of IRr. In fact, in the theories under discussion L turns out to
have an integral quadratic form and hence is a lattice in the usual sense. This does not
follow from any general physical principles (as far as the author is aware) and is a deep
consequence of mirror symmetry. Choosing a mirror map between a point of maximal
unipotent monodromy and a large radius limit we have an isomorphism [20][21][22]:
µ : Hodd(X ;ZZ)→ Heven(X˜;ZZ) (2.27)
where X˜ is the mirror CY manifold. Hence the charge lattices Λ have a natural antisym-
metric symplectic structure and a natural symmetric quadratic form. To choose a simple
example, K3× T 2 is self-mirror. By the Kunneth theorem:
H3(K3× T 2;ZZ) ∼= H2(K3;ZZ)⊗H1(T 2;ZZ) (2.28)
and, if we make a choice of a, b cycles on T 2, we can identify
H3(K3× T 2;ZZ) ∼= II19,3 ⊕ II19,3 (2.29)
where II19,3 is the even unimodular lattice of signature ((−1)19, (+1)3).
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2.4. Construction of certain dyonic black holes in IIB supergravity compactifications on
CY 3-folds
We now construct black holes in d = 4, N = 2 compactification of IIB string theory
on a CY 3-fold X. We assume they are:
1. Static, spherically symmetric, asymptotically Minkowskian spacetimes M4.
2. Dyonic of charge γˆ ∈ H3(X;ZZ).
3. BPS, that is, satisfy δλ = δψ = 0 for a 4 real dimensional space of spinors.
(“Preserve 1/2 the supersymmetry. ”)
From conditions one and three we obtain the metric ansatz:
ds2 = −e2U(r)dt2 + e−2U(r)(d~x)2 (2.30)
where r2 = ~x2 is the Euclidean norm, and e2U → 1 + O(1/r) for r → ∞. The complex
structure moduli zi are functions only of r and the electric and magnetic fields are radial
and only depend on r.
From condition 2 we obtain the Chern-class:∫
S2
∞
F
2π
= γˆ (2.31)
One now makes an ansatz to split the spacetime from internal degrees of freedom as much
as is consistent with the self-duality constraint (2.15). Introduce the complex 2-form [23]:
E− ≡ sin θdθdφ− ie
2U(r)
r2
dt ∧ dr (2.32)
which satisfies ∗4E− = iE− in the metric (2.30). The ansatz for the electromagnetic
fieldstrengths is that the total fieldstrength F is:
F = Re
[
E− ⊗ (γˆ2,1 + γˆ0,3)] (2.33)
We now impose the BPS condition: δψ = δλ = 0 for some Killing spinor ǫ on M10 =
M4 × X. This defines a dynamical system on MVM with flow parameter r. In order to
write it we will need to pass to the universal cover M˜ → M = Γ\M˜, where Γ is the
duality group Γ ⊂ Sp(b3;ZZ). Thus π : X˜ → M˜, is a family of marked CY 3-folds. The
Hodge bundle L = Rπ∗ωX/M pulls back to L˜.
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For γ ∈ H3(X ;ZZ),Ω ∈ L˜ we define a function on the total space of L˜ ≡ Rπ∗Ω3,0(X˜ )→
M˜:
Z(Ω; γ) ≡ eK/2
∫
γ
Ω. (2.34)
We will write Z when Ω, γ are understood. Note that Π3,0(γˆ) = iZ¯eKΩ. Note also that
|Z(Ω; γ)|2 ≡
| ∫
γ
Ω|2
i
∫
Ω ∧ Ω¯ (2.35)
is a nonnegative well defined real function on M˜ (but not onM), so we sometimes denote
this as |Z(z; γ)|2.
M
τ∗
1
τ
∞
1
z(∞)
z
*
(γ)
Fig. 1: Radial evolution from infinity to the horizon corresponds to the flow of a
dynamical system in moduli space M.
The dynamical system is obtained by solving δψAµ = 0, δλ
iA = 0 using (2.20)(2.22).
Starting with the time-component equation δψA0 = 0 we find that the supersymmetry
11
transformation parameters are related by: 5
γ0ǫA = i
Z
|Z|εABǫ
B (2.36)
Since ψA, ψ
A transform as sections of L±1/2 → M˜ the relative phase of Z is necessary.
Equation (2.36) is the only condition we impose on the supersymmetry parameters, so the
black holes we are constructing preserve d = 4,N = 1 supersymmetry as long as Z 6= 0.
The next step involves solving δλ = 0 to get a first order differential equation for
the r-dependence of the complex structure moduli. In this way one derives a dynamical
system on IR∗ × M˜:
d
dr
(e−U ) = −|Z(Ω; γ)|
r2
Π2,1
(
eK/2
dΩ
dr
)
= i
eU
r2
Z
|Z| γˆ
2,1
(2.37)
The phases in (2.37) are very important and have physical significance.
To construct a supersymmetric black hole we choose a boundary condition at r =∞,
zi(r = ∞) = zi∞, eU(r=∞) = 1 and use (2.37) to evolve U(r), zi(r) inwards to r < ∞
until we meet a horizon or a singularity. Ordinary differential equations with Lipschitz
vector fields always have solutions for some range of r. Thus we can always construct
dyonic black hole solutions for any charge γ and any initial conditions zi∞. The resulting
spacetime might or might not be singular. What actually happens depends on the evolution
of the complicated nonlinear dynamical system (2.37).
Under “good conditions” on γ and zi∞ the equations evolve smoothly to a fixed point
in moduli space z = z∗(γ) at r = 0, where there is a horizon. This is the attractor
mechanism of [5][7]. We will give some (incomplete) discussion of what constitute “good
conditions” below. For the moment we focus on the fixed point condition.
Suppose the flow (2.37) has a fixed point with Z 6= 0. Then Ω(r) is constant so
Π2,1(γˆ) = 0. Since γˆ is real it has Hodge decomposition:
γˆ = γˆ3,0 + γˆ0,3. (2.38)
This equation is a condition on the Hodge structure of X known as the “attractor equa-
tion.” The fixed points are also sometimes referred to as “fixed scalars.” In the literature,
5 There is an unfortunate clash of notation. γ refers to a representation of a Clifford algebra,
not a charge in this equation. Also, the γ-matrix has a flat space index.
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the attractor equations are usually written somewhat differently. Since h3,0(X) = 1 the
condition on the Hodge decomposition is equivalent to the statement that there is a com-
plex number C such that γˆ3,0 = −iC¯Ω, hence:
2Im(C¯Ω3,0) = γˆ ∈ H3(X ;ZZ) (2.39)
Now, choosing a symplectic basis αˆI , βˆ
I for H3(X ;ZZ) we write the equations as
2Im(C¯Ω3,0) = pI αˆI − qI βˆI (2.40)
with pI , qI integral. In terms of the Poincare´ dual basis α
I , βI we can define periods
XI =
∫
αI
Ω, FI =
∫
βI
Ω and write the equations in the familiar form:
C¯XI − CX¯I = ipI
C¯FI − CF¯I = iqI
(2.41)
The central charge at the attractor point is defined by C = eK/2Z(Ω; γ) with 6
γ = γ(p, q) ≡ qIαI − pIβI (2.42)
The equations (2.41) constitute b3 real equations for b3 real variables (if we do not
fix the gauge of Ω). Therefore, one can hope that generically the equations (2.41) will
determine isolated points z∗(γ) in M˜.
If the initial condition zi∞ is an attractor point the geometry of the black hole is easily
described. Let Z∗ be the fixed point value of Z(Ω∗; γ). Since Z∗ is independent of r we
have:
e−U = 1 + |Z∗|/r (2.43)
In particular the near horizon geometry is AdS2 × S2:
ds2 = − r
2
|Z∗|2 dt
2 + |Z∗|2 dr
2
r2
+ |Z∗|2dΩ2 (2.44)
with a horizon at r = 0. The Ricci curvature is
Rµν =
(
1 0
0 −1313×3
) |Z∗|2
(r + |Z∗|)4 (2.45)
6 Our conventions for Poincare´ duality are:
∫
X
α ∧ η(γ) =
∫
γ
α, η(αI) ≡ βˆI , η(βI) ≡ αˆI , so
that γˆ = −η(γ).
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and hence the condition for the validity of supergravity outside the horizon is |Z∗| ≫ 1.
Remarks.
1. The equations (2.37) were also written as gradient flow equations in [8]:
dU
dρ
= −eU |Z|
dzi
dρ
= −2gij¯eU∂j¯ |Z|
(2.46)
where ρ = 1/r. Equation (2.46) is a gradient flow on IR∗ × M˜ with metric 2dU2 +
ds2WPZ and potential function W = e
U |Z(z; γ)|. The derivation of (2.46) from (2.37)
is a straightforward application of special geometry using:
∂j¯ |Z| =
1
2
Z
|Z|e
K/2
∫
γ
∂j¯Ω¯ +
1
2
|Z|∂j¯K =
1
2
Z
|Z|
∫
γ
χ¯j¯ (2.47)
Note that away from the locus Z(Ω; γ) = 0, U is a strictly decreasing function of ρ. It
is convenient to define a new variable µ ≡ e−U in terms of which the equations (2.46)
take the suggestive form:
µ
dzi
dµ
= −gij¯∂j¯ log |Z|2
dµ
dρ
= |Z|
(2.48)
which turns out to be more convenient for investigating the flows. Note in particular
that the trajectory on M˜ is itself a gradient flow with potential log |Z|2.
2. The flow equations (2.37) were first written in [5]. The condition (2.39) for a fixed
point was first written by Strominger in [6]. The attractor equations have been widely
discussed in the literature. See, for examples, [23][24][25][26]. The latter references
even claim to give a general solution to (2.37), and even generalize it to include rotating
and multicenter solutions. (The derivation of these solutions requires a choice of gauge
for Ω which is not manifestly a consistent choice. This issue deserves some further
study.) Finally, similar phenomena have been found for 5-dimensional extremal black
holes and for 5- and 6-dimensional black holes and strings. A partial list of references
includes [27][28][29][30][31].
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2.5. The minimization principle
The dyonic black holes of the previous section are semiclassical descriptions of BPS
states (when they exist as solutions valid in the supergravity approximation). Assuming
that M4 ×X is a true nonperturbative vacuum of IIB string theory the Hilbert space of
the theory decomposes into superselection sectors:
H = ⊕γ∈ΛHγ (2.49)
In each sector there is a representation of the d = 4,N = 2 supersymmetry algebra with
central charge. If QαA are supercharges then
{QαA, QβB} = ǫαβǫABZ(Ω; γ). (2.50)
Therefore, the space of BPS states is also graded by the lattice Λ:
HBPS = ⊕γ∈ΛHγBPS (2.51)
In this equation HγBPS can be the zero vector space. We say that “γ supports a BPS state”
if HγBPS is not the zero vector space. In this case the mass in Planck units, M2(z; γ)/M2Pl,
of the BPS states is given by (2.35) [32].
Not much is known about the BPS states in the general Calabi-Yau compactification.
We are particularly interested in mutliplicities dimHγBPS (and their asymptotics for “large”
γ), as well as the mass-spectrum. Moreover, it has been conjectured in [33] that there is
an interesting algebraic structure on HBPS generalizing generalized Kac-Moody algebras.
Thus, any information we can gain on the existence and nature of BPS states is of interest.
The attractor equations are relevant to these questions as we discuss in detail in the next
section. The discussion is based in part on the following key result [8]:
Theorem 2.5.1.
a.) |Z(z; γ)|2 has a stationary point at z = z∗(γ) ∈ M˜, with fixed point value Z∗ 6= 0 iff γˆ
has Hodge decomposition (2.38), that is: γˆ = γˆ3,0 + γˆ0,3.
b.) If such a stationary point exists in the interior of M˜ then it is a local minimum of
|Z(Ω; γ)|2.
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Proof: Choose a local holomorphic family Ω(s) for s ∈ U ⊂ M and local holomorphic
coordinates zi. Straightforward computation gives:
∂i|Z|2 =
(∫
γ
χi
)
Z¯ (2.52)
and since χi span H
2,1(Xs) ∼= T 1,0s M (a) follows immediately.
Similarly, using the WPZ metric we use identities of special geometry to compute
DiDj |Z|2 = ∂i(∂j |Z|2) + Γkij∂k|Z|2
=
∫
γ
(
∂iχj +
1
2
∂iKχj
)
Z¯ +
∫
γ
ΓkijχkZ¯
=
∫
γ
(Diχj)Z¯ = iCijkg
kk¯
(∫
γ
χ¯k¯
)
Z¯
(2.53)
where Cijk are Yukawa couplings. Now, using the stationary point condition we see that
∂i∂j |Z|2 vanishes. Moreover ∂i∂¯j¯ log |Z|2 = gij¯ so the Hessian at a stationary point is
positive definite. ♠
Remark.
1. The connection between the minimization theorem and the flow equations for super-
symmetry is provided by spherically symmetric static dimensional reduction of the
supergravity Lagrangian [8]. The real part of the bosonic Euclidean action is then
∫
dρ
[(dU
dρ
)2
+ ‖ ∇z ‖2 +e2U (γˆ, γˆ)J
]
(2.54)
where ρ = 1/r and the last term, which comes from the electromagnetic action, uses
the symmetric bilinear form (2.1) associated to the Weil intermediate Jacobian. It
would be nice to interpret the system (2.54) in terms of a supersymmetric quantum
mechanics on the total space of the Hodge bundle L˜ → M˜ with holomorphic super-
potential W = ∫
γ
Ω. 7
7 We thank N. Nekrasov for some interesting discussion on this.
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Fig. 2: Three generic types of behavior of central charges.
2.6. Criteria for the existence of BPS states
As mentioned above, it is of great interest to determine which charges γ support
BPS states. This can be answered in part using the attractor mechanism. Theorem 2.5.1
suggests that there are roughly three different types of behavior for the function |Z(Ω; γ)|2
on M˜, depending on the nature of γ, and illustrated in fig. 2. 8
Type a: |Z(Ω; γ)|2 has a nonvanishing local minimum. In this case we expect to have a BPS
state in the theory.
Type b: It can also happen that |Z(Ω; γ)|2 has no stationary point in M˜. It might or might
not vanish at the boundary. In this case the supergravity approximation breaks down
and we cannot decide whether γ supports a BPS state without further information.
Type c: For some vectors γ it can happen that Z(Ω; γ) = 0 for some complex structures in the
interior of M˜. This is a holomorphic equation on the complex structure and hence, if
nonempty, the solution set is a nontrivial divisor in the interior of M˜. Such charges
γ do not support BPS states.
We now explain these criteria for BPS states in more detail. 9
8 We are ignoring global issues, such as the existence of multiple minima. See sec. 9.2 below
for further discussion. Some global aspects of BPS masses on M have also been discussed in [34].
9 It turns out that it is important to include non-spherically symmetric black holes to account
for all BPS states. This is especially relevant for criterion (c). For a discussion of these points see
[35][36].
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2.6.1.Type a: BPS states exist
In this case there is a complete flow with a smooth nonsingular supergravity solu-
tion outside the horizon. Indeed near the stationary point we may choose holomorphic
coordinates zi so that
|Z(Ω; γ)|2 ∼= |Z∗|2(1 + gij¯ziz¯j¯ + · · ·) (2.55)
where gij¯ is the nonsingular WPZ metric at the stationary point and since the charge is
type a, Z∗ 6= 0. Analysis of the flow equations (2.46) near the fixed point shows that this
flow is rapidly driven to the solution
e−U ∼ 1 + |Z∗|ρ
zi ∼ ki/ρ
(2.56)
as ρ→∞. Here ki are constants. As in (2.43)(2.45) the curvature and its derivatives are
small, the supergravity solution is accurate, the semiclassical state exists, and hence the
quantum state exists.
Remark. As several people have noticed, there is a close analogy between renormalization
group flow and the attractor flow which can probably be made precise using the ideas of
[37][38]. Regarding the evolution 1/r = ρ→∞ as a flow to the infra-red, the above result
shows that at the fixed points there are no relevant directions. Indeed by (2.56) there is only
one “critical exponent” for the approach to the fixed point. The hypermultiplets constitute
exactly marginal directions. In this analogy log |Z|2 corresponds to a Zamolodchikov c-
function.
2.6.2.Type c: BPS states do not exist
We now consider charges such that
∫
γ
Ω = 0 defines a nontrivial divisor Dγ in the
interior of M˜. If such charges γ supported BPS states then there would be a singularity in
the low energy Lagrangian in the interior of moduli space. This is physically unreasonable,
and hence we do not expect a BPS state for such vectors.
This conclusion raises the following question: The equations for supersymmetry (2.37)
or (2.46) are ODE’s, and “ODE’s always have a solution.” One might wonder what goes
wrong if γ is a charge that does not support a BPS state.
In order to investigate this we consider a flow with initial condition such that z∞ begins
near to the divisor Dγ . Working locally we assume that Dγ has transverse coordinate z,
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and we denote the other coordinates by ξα. For simplicity we assume that we may choose
z so that the Kahler potential is of the form K = zz¯ + Kˆ(ξ, ξ¯). The central charge near
z = 0 is given by
Z(Ω; γ) = eK/2kz ∼ kz (2.57)
where k is a constant. For small z the flow equations are well approximated by
dU
dρ
= −eU |kz|
d|z|2
dρ
= 2
dU
dρ
(2.58)
the phase of z(ρ) becomes constant. Thus we find that |z| = √2U + |z∞|2, so that U
is rapidly driven to a fixed point U∗ = −12 |z∞|2. Similarly, ξα are driven to fixed point
values.
For small values of z∞ the flow is driven to the fixed point values at the spacetime
radius
ρ∗ ∼= |z∞/k|e− 12 |z∞|2 (2.59)
Thus, the flow stops at a fixed radius ρ = ρ∗ where z = 0 and U = U∗. One checks that
the curvature and all its derivatives remain smooth near ρ = ρ∗ (e.g. Rµν ∼ |z∞|4) so
the supergravity approximation remains valid. Technically, the flow cannot be continued
because the vectorfield defining (2.46) is no longer Lipschitz. The Killing spinors solving
δλ = δψAµ = 0 at Z = 0 are not consistent with those obtained from the limit of (2.36).
It might well be that charges of type c support stable nonsupersymmetric states such
as are described in [39]. Such partially supersymmetric spacetimes might be of considerable
interest.
2.6.3.Type b: BPS states might or might not exist
This is the most inolved case, and actually comprises several distinct cases since
there are several different boundaries of M, characterized in part by the Jordan form
of the monodromy matrix on the periods. We limit the discussion to a few illustrative
examples of what can happen. We also restrict attention to charges with Z(Ω; γ) → 0
on the boundary. The candidate BPS states for such charges include perturbative string
states and the BPS states analogous to the massless monopole of Seiberg-Witten theory
[40][41], e.g. the “massless black hole” of the conifold transition [42][43]. Charges with
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no stationary point and Z(Ω; γ) 6= 0 are also interesting and are probably associated with
topology-changing transitions.
Let us first consider a one-parameter family near a LCSL point. We take the inho-
mogeneous prepotential to be F ∼ −κ
6
t3 with the boundary at Imt → +∞. We consider
central charges which vanish in the LCSL. (Perturbative string states are of this type.)
The central charge is then of the form:
Z ∼ q0 + q1t√
(Imt)3
(2.60)
There are now two subcases, q1 = 0 and q1 6= 0. If q1 = 0 then for r → 0 (i.e., large ρ)
we have Imt ∼ k1r−1/2 and eU ∼ k2r1/4 where k1, k2 are positive constants. Similarly,
if q1 6= 0 then Imt ∼ k1r−2/9 while eU ∼ k2r8/9 as r → 0. In general, if eU(r) ∼ rα
with α < 1 and α 6= 0 then a curvature singularity develops. Thus, we cannot trust the
supergravity approximation in these cases.
Another boundary of M of considerable interest is the discriminant locus. An ex-
ample of a famous BPS state associated with a charge Z → 0 on the discriminant locus
is the conifold hypermultiplet of [42][43]. Since the internal CY metric degenerates we
cannot necessarily trust the supergravity approximation. Nevertheless, for completeness,
we include a description of the flows near the conifold point of the quintic analyzed in [44].
Following [44] we take the period vector Π = (F1 F2 X
1 X2 ) such that mon-
odromy around the conifold point (ψ = 1, in the notation of [44]) is F2 → F2 + X2.
Choosing the vanishing period z = X2/X1 as a local coordinate near the conifold point
the inhomogeneous prepotential and Ka¨hler potential take the form:
F = 1
4πi
z2 log z + b0 + b1z + b2z
2 + · · ·
e−K = |X1|2
(
−4Imb0 + 1
2π
|z|2 log |z|2 − 2(Imb1)(z + z¯) +O(z2)
) (2.61)
Here bi are complex constants. Since the hypergeometric series for the periods given in
[44] actually converge at ψ = 1 these constants can be evaluated numerically to give,
approximately, b0 ∼= 0.263− 0.012i, b1 ∼= −0.04− 0.04i. The metric is well-approximated
by gzz¯ ∼= log(zz¯)/(8πImb0). Central charges vanishing at the conifold point must have the
form
|Z|2 ∼= |q2z|
2
4|Imb0| ≡ e
−K0 |q2z|2 (2.62)
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where q2 is the hypermultiplet charge. One again finds that the flow reaches the fixed
point at a finite value of ρ = ρ∗. If the initial condition z∞ at ρ = 0 is small the flow is
approximately given by:
4πe−K0(U∗ − U) ∼ |z|2 log |z|2 − |z|2
eU∗ |q2|e−K0/2(ρ− ρ∗) ∼ |z| log |z| − |z|
(2.63)
The boundary condition deterines U∗ in terms of z∞ and the second equation in (2.63)
then fixes the critical radius to be
ρ∗ ∼= −e
−K0/2
|q2| |z∞| log |z∞| (2.64)
The spacetime geometry near the critical radius can be obained from the approximate
solution of the parametric equations (2.63)from which one finds the approximate behavior
U∗ − U ∼ e
2U∗q22
2π
(ρ− ρ∗)2
log(ρ∗ − ρ) +O(log(| log(ρ∗ − ρ)|)) (2.65)
for ρ ր ρ∗. While the curvature remains finite and well-defined, the higher covariant
derivatives of the curvature in fact diverge at ρ = ρ∗ so, again, the supergravity approxi-
mation breaks down, and one cannot decide about the existence of the BPS state.
Of course, from [42][43] we expect that in the exact quantum theory there is a state
for |q2| = 1 and no state for |q2| > 1.
2.7. Example: The diagonal torus
A simple example of the three types of behavior described above is supplied by the
case where X is the “diagonal torus.” Let
Eτ ≡C/(ZZ+ τZZ) (2.66)
denote the elliptic curve with modular parameter τ . We consider the 3-fold X = Eτ ×
Eτ × Eτ . We may choose a cycle γ depending on 4 integral charges so that the central
charge is:
|Z(Ω; γ)|2 = |q0 + 3qτ + 3pτ
2 − p0τ3|2
8(Imτ)3
(2.67)
The cubic in τ in the numerator has 3 roots. Let ∆ = 16(e1 − e2)2(e2 − e3)2(e1 − e3)2 be
the discriminant of this cubic. One checks that
D ≡ 12p2q2 − (3pq + p0q0)2 + 4(p0q3 − q0p3) = (p
0)4
27
∆
16
(2.68)
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Because the coefficients of the cubic are real (in fact, integral) we have D > 0 iff there
are 3 real roots. In this case there is a unique minimum in the upper half plane given by
the solution of the attractor equations.
When D = 0 there are two coincident real roots. It is easy to check that |Z|2 then
takes its mimimum on the boundary of the upper half plane and vanishes there. These are
U -dual to perturbative string states.
When D < 0 there are two complex roots. Thus
|Z(Ω; γ)|2 = |p
0(τ − α)(τ − α¯)(τ − r)|2
8(Imτ)3
(2.69)
where α is complex, and r is real. Now we see that Z vanishes at a unique point within
the upper half plane and this is the unique minimum. In section 6.2 below we will see that
D is just the E7,7 invariant I4, discussed in [45]. These charges do not support BPS states.
Therefore, this analysis is consistent with the results of [46][47].
2.8. Some mathematical predictions
If we combine the discussion of section 2.6 with the microscopic description of BPS
states as wrapped D-branes we arrive at some interesting predictions for mathematics.
1. If γˆ is of type (a) then, for all complex structures Xs in the basin of attraction of
z∗(γ) the homology class γ must support a supersymmetric 3-cycle in Xs.
2. Let µ be the mirror symmetry isomorphism of (2.27). Define Chern classes of a sheaf
on the mirror E → X˜ via the generalized Mukai vector [33]:
µ(γˆ) = chE
√
Td(T 1,0X˜) (2.70)
Given the description of BPS states advocated in, e.g., [48][33], if the vector γˆ is of
type (a) we expect the moduli of sheaves E on X˜ with Chern classes (2.70) to be
nonempty. Indeed, following the general reasoning of [49][50] we would expect the
Euler character to grow like χ(M) ∼ eπ|Z∗|2 . (See, however [51].)
Remark. We expect that the space of BPS vectormultiplets and hypermultiplets
will jump in dimension when the moduli cross real codimension one walls: this is the
phenomenon of marginal stability. The mathematical reflection of this on the IIA side is
that the moduli space of sheaves should jump across real codimension one walls in the
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moduli of complexified Kahler classes. It is known that the moduli space of sheaves jumps
discontinuously across walls due to the constraint of Mumford-Takemoto stability. Hence
it is natural to suppose that these walls coincide. In the case of marginal stability the
dimension dimHvmBPS − dimHhmBPS remains constant. Mathematically, this suggests that
although the moduli space jumps discontinuously the Euler character does not. 10
3. The discriminant of a BPS state
In this section we define a U -duality invariant of charges γ which support BPS states.
We call this invariant the discriminant of γ, and denote it by D(γ). The discriminant
is essentially the same as the “topological invariants” discussed in [54][46][47][55]. In
[46][47][55] the relation between U -duality and the discriminant was investigated for the
duality group U(IR) over IR. The justification for working over IR and not ZZ is that the
large charges appropriate to supergravity solutions are in some sense continuous. In this
section we investigate some of the finer arithmetic points that arise when one takes into
account the integral structure of the U(ZZ)-duality group.
Definition: Suppose γ ∈ H3(X ;ZZ) defines an attractor point z∗(γ) ∈ M˜. Then
|Z(z∗(γ); γ)|2 ≡
√
−D(γ) D(γ) ≤ 0 (3.1)
is the “discriminant of a BPS state labelled by γ. ” There are attractor equations for
theories with more than 8 supersymmetries (see below) which determine the complex
structure (for IIB theory). So we can also speak of the discriminant in these cases too.
Let us give some examples.
1. IIB/X, γˆ ∈ H3(X ;ZZ):
D(γ) = −
(∫
X
γˆ ∧ ∗γˆ
)2
= −(γˆ, γˆ)2J∗ (3.2)
The quadratic form is the natural one on the Weil Jacobian. Note that since ∗2 = −1
this scales quartically with the charges. (3.2) is just a rewriting of the equations from
section two.
10 We thank R. Thomas for a useful discussion about this. For some related discussion see
[52][53].
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2. II/K3× T 2. In a similar way we have:
γˆ = (p, q) ∈ H3(K3× T 2;ZZ) ∼= II19,3 ⊕ II19,3 (3.3)
using the isomorphism (2.29). More generally one can take γˆ = (p, q) ∈ Λ = II22,6e ⊕
II22,6m . The solution of the attractor equations will be described below. In order to
write the discriminant it is useful to introduce the matrix
Qp,q ≡ 1
2
(
p2 −p · q
−p · q q2
)
(3.4)
in terms of which one finds [56][7]:
D(γ) = −4 detQp,q = (p · q)2 − p2q2. (3.5)
Sometimes we denote this quantity by Dp,q. In the supergravity approximation one
finds the conditions p2 > 0, Qp,q > 0 for a well-defined solution.
3. In the FHSV model [57] X = (S × T 2)/G, where S is a double-cover of an Enriques
surface and G ∼= ZZ/2ZZ acts as (σE ,−1) where σE is the fixed-point free holomorphic
involution on S. The charge lattice is:
γˆ = (p, q) ∈ Λ = II10,2e (2)⊕ II10,2m (2) ∼= H3(X;ZZ) (3.6)
where IIs,t denotes the even unimodular lattice of signature (−1s,+1t), and IIs,t(a)
means the quadratic form is multiplied by a. The discriminant is now given by Dp,q/4
withDp,q defined in (3.5). The extra factor of 1/2 in |Z∗|2 comes from the ZZ2 quotient.
4. IIB/T 6. Using the E7,7(ZZ) U -duality group we may take:
γˆ ∈ H3(T 6;ZZ) ⊂ Λ (3.7)
Λ ∼= ZZ56 is a module for E7,7(ZZ) defined by integral symplectic transformations
preserving a quartic form I4 on Λ described in [45][55][58]. One finds: D(γ) = −I4(γ)
[45].
5. 6D strings from F-theory. Let π : X → B be an elliptically fibered CY 3-fold. One
can consider the F -theory compactification of IIB theory. This compactification has
nT = h
1,1(B) tensor multiplets coupling to charged strings with charge γ ∈ H1,1(B).
The U -duality group is a subgroup of Aut(H1,1(B)) presumably isomorphic to all of
O(1, nT − 1;ZZ). The discriminant is D(γ) = −γ2 and a well-defined solution requires
γ2 > 0 [31].
24
3.1. U -duality inequivalent black holes with the same near horizon metric
In the SUGRA approximation the near-horizon metric of black holes and strings only
depends on the discriminant. For examples
D = 4 :
A(γ)
4π
= |Z∗|2 =
√
−D(γ),
D = 5 :
A(γ)
2π2
= (
Z∗
3
)3/2 =
√
−D(γ)
D = 6 :
A(γ)
2π2
∼ (|Z∗|)3/2 = (−D(γ))3/4
(3.8)
While D(γ) controls the horizon area in the supergravity approximation we stress that
it is defined for all charges supporting BPS states, and is a second U(ZZ)-duality invariant
in addition to the number of BPS states. The discriminant is expected to be related to
the asymptotics of the number of BPS states, as in the Strominger-Vafa calculation [49]:
log dimHBPS(γ) = π
√
−D(γ) + · · · (3.9)
This distinction raises the question of central importance to this section. While D(γ) is
invariant under U(ZZ), it might be that U -inequivalent γ’s have the same D(γ). (i.e., the
same near-horizon metric). We define
N (D) ≡ #{[γ]U : D(γ) = D} (3.10)
and, in the remainder of this section, we examine N (D).
3.2. The discriminant for K3× T 2 compactifications
We now focus onX = K3×T 2. The U -duality group is a product: U(ZZ) = SL(2,ZZ)×
O(6, 22;ZZ). Suppose the Euclidean lattice Lp,q ≡ 〈p, q〉ZZ →֒ II3,19 is primitive. There is
then a unique primitive embedding by the Nikulin embedding theorem [59]. Consequently,
if Lp,q is primitive, then (p
′, q′) ∼ (p, q) under U -duality iff there exists s ∈ SL(2,ZZ) such
that:
sQp,qs
tr = Qp′,q′ . (3.11)
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3.2.1.The class number
An integral binary quadratic form is a matrix
Q =
(
a b/2
b/2 c
)
(3.12)
where a, b, c ∈ ZZ. We also sometimes denote it as (a, b, c). Two forms Q and Q′ are said
to be (properly) equivalent if there is an element s ∈ SL(2,ZZ) such that:
s
(
a b/2
b/2 c
)
str =
(
a′ b′/2
b′/2 c′
)
(3.13)
The study of the equivalence of integral binary quadratic forms is an old and venerable
problem in number theory [60]. We summarize a few of the main facts. First and foremost,
the number of equivalence classes is finite and it is bigger than one with the exception of
13 values of D. If the form is primitive, i.e., if g.c.d.(a, b, c) = 1, then the number of classes
is denoted h(D) where D = b2 − 4ac is the discriminant, and is called the class number.
In standard number theory texts (see, for examples, [61][62][63][64][65]) it is shown
the set of classes C(D) forms an abelian group of order h(D) which is naturally identified
with the group of ideal classes in the quadratic imaginary field KD ≡Q[i
√|D|]. We collect
a few of the relevant definitions from the theory of quadratic imaginary fields in appendix
A.
It is convenient to label the classes in C(D) by points [τi] ∈ F = H1/PSL(2,ZZ), the
fundamental domain for the action of SL(2,ZZ) on the upper half-plane. To any binary
form we associate τ ∈ H1 via:
ax2 + bxy + cy2 ≡ a|x− τy|2 (3.14)
Thus, to a quadratic form Q we associate
τQ ≡ −b+
√
D
2a
ImτQ > 0. (3.15)
The SL(2,ZZ) action on Q becomes the standard fractional linear action on τ .
Example. Perhaps the simplest example of a nontrivial class group is provided by
D = −20. There are two inequivalent classes with reduced forms: 11(
1 0
0 5
)
x2 + 5y2 τ1 = i
√
5(
2 1
1 3
)
2x2 + 2xy + 3y2 τ2 =
−1 + i√5
2
(3.16)
11 A form is reduced iff τQ ∈ F .
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Note that, since τ1, τ2 are both in the fundamental domain we can immediately conclude
that these two forms are inequivalent. In fact, the class group C(−20) ∼= ZZ/2ZZ, and [τ1]
is the unit so [τ2] ∗ [τ2] = [τ1].
3.2.2.Result for N (D)
Returning to black holes in K3×T 2, it follows that if we restrict to charges such that
Lp,q is primitive and Qp,q primitive, then
N (D) = h(D). (3.17)
More generally, it is easy to show that any form (a, b, c) may be realized as Qp,q for a
primitive sublattice Lp,q →֒ II3,19, and hence
N (D) =
∑
m
h(D/m2), (3.18)
where the sum is over m such that D/m2 = 0, 1mod4 (note: D = 0, 1mod4). 12
One interesting consequence of (3.18) is that the number of classes grows with |D|. It
follows from work of Brauer, Landau, and Siegel that ∀ǫ > 0, ∃C(ǫ) with
N (D) > C(ǫ)|D|1/2−ǫ (3.19)
Therefore, we arrive at the result:
At large entropy the number of U -duality inequivalent black holes with fixed area A
grows like A.
Remark. The asymptotics (3.19) can also be written logh(D) ∼ log |D|1/2. Re-
moving the log is subtle and depends on how D approaches infinity. It is possible to be
more explicit for some families of charges going to infinity. Let 1 < s < t be a pair of
relevatively prime integers, and consider D = −4s2t2. An example of a primitive form
with discriminant D is: (
s2 0
0 t2
)
(3.20)
Using [64], 7.28, we can compute the class number as a product over prime divisors:
h(−4s2t2) = 1
2
st
∏
p|st
(1− (−1)
(p−1)/2
p
) (3.21)
If, moreover, s, t are primes then h(−4s2t2) = 12(s± 1)(t± 1) where the sign is determined
by the Legendre symbol: We choose s+ 1 for s = 3mod4 etc.
12 Warning: the meaning of the adjective “primitive” is inequivalent for γˆ, Lp,q, and Qp,q !
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3.3. The discriminant for the FHSV model
If we consider the FHSV model then the criterion for uniqueness in the Nikulin
embedding theorem fails. Let Lp,q be the rank 2 lattice spanned by p, q. There can be
inequivalent primitive embeddings of Lp,q →֒ II10,2. For example, taking the orthogonal
complement we see that
L0,2p,q ⊥ K10,0 ⊂ II10,2 (3.22)
whereK is a definite lattice of discriminant |D|. Inequivalent latticesK lead to inequivalent
embeddings. There can also be inequivalent choices of “glue vectors” for a fixed choice
of K [59][66][67]. 13 If we take into account the different embeddings then the number
of U -duality inequivalent brane configurations with the same near-horizon geometry will
grow at least as fast as
N (D) >∼ C|D|9/2 (3.23)
where C is a constant. This is proved in appendix B. Estimating the actual growth appears
to be a subtle problem and depends on the arithmetic nature ofD. From the considerations
of appendix B one can make a crude guess that
N (D) ∼ C|D|5. (3.24)
3.4. The discriminant for 6D strings
In a very similar way, we can consider 6D strings from F -theory compactifications.
N (D) then counts inequivalent lightlike vectors of fixed D = −γ2. Again using embedding
theory and the mass formula, as in appendix B, we can establish a lower bound like (3.23),
and, moreover, give an estimate like (3.24) for compactifications with nT tensor multiplets:
N (D) ∼ |D|(nT−1)/2. (3.25)
4. A description of the attractor varieties for IIB/K3× T 2
We now consider compactification of IIB theory on S × T 2 where S is a K3 surface.
13 We collect a few definitions relevant to this section in appendix B. See also [68] for a recent
discussion of related mathematics.
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4.1. The N = 4 attractor equations
In this case we face the complication that the moduli space is not a product Mvm ×
Mhm, but is given by:
M = O(II22,6)\Gr+(6, II22,6 ⊗ IR)× SL(2,ZZ)\SL(2, IR)/SO(2). (4.1)
By relating the R-symmetries to an N = 2 embedding we can locally decompose (4.1) into
a product of scalar manifolds for different N = 2 representations. The dimensions work
as follows: 132 + 2 = 88HM + 44VM + 2TM . In this case the attractor equations have
been written in [9] with the following result. A point Υ ∈ Gr+(6, II22,6 ⊗ IR) determines
orthogonal projections: p = p22,0 + p0,6 = pL + pR. The attractor equations are:
pL = p22,0 = 0 qL = q22,0 = 0 (4.2)
and hence define an 88-dimensional subvariety in moduli space:
V(p, q) = {Υ ∈ Gr+(6, II22,6 ⊗ IR) : p, q ∈ Υ}. (4.3)
We now give a geometrical interpretation in terms of the compactification data. Using
U -duality we can take p, q ∈ H2(S;ZZ). Then the attractor equations impose conditions
on the geometrical data:
Z¯eK/2Ω =
p2
2
√−D (q − τ¯ p) ∧ dz (4.4a)
B2,0 = (C(2))2,0 = (
∫
T 2
C(4))2,0 = 0 (4.4b)
We give a proof in appendix C using the geometrical interpretation of Narain moduli spaces
a´ la Aspinwall & Morrison. Note that∫
S
Ω0,2 ∧ Ω0,2 = 0 ⇒ p2τ2 − 2p · qτ + q2 = 0 (4.5)
so we arrive at the important result (known before) that the torus has complex structure:
τ = τ(p, q) ≡ p · q +
√
Dp,q
p2
. (4.6)
4.2. Attractive K3 surfaces
Equation (4.4a) is simply the solution of the attractor equation (2.38) for the complex
structure of S × T 2 for γ = p ⊕ q. One can give a direct solution to the equations for
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the complex structure by choosing a symplectic basis a × γI , b × γI for S × T2, where
γI , I = 1, . . . , 22 is an integral basis for H2(S;ZZ) and γI is a dual basis. The attractor
equations are then just the system:
2ImC¯
∫
a×γI
dz ∧Ω2,0 = 2ImC¯
∫
γI
Ω2,0 = pI
2ImC¯
∫
b×γI
dz ∧Ω2,0 = 2ImC¯τ
∫
γI
Ω2,0 = qI
(4.7)
It is straightforward to solve (4.7) and equivalent computations have appeared in several
papers in the literature. The novel point in this paper is the interpretation of the solution
in terms of a condition on the complex structure expressed through a condition on the
Neron-Severi lattice. This we now describe.
By the Torelli theorem, the complex structure of the K3 surface is determined by
Ω2,0 = C(q − τ¯ p). Recall that the Neron-Severi lattice is the kernel of the period map:
NS(S) ≡ ker{γ → ∫
γ
Ω}. The transcendental lattice is the orthogonal complement:
TS ≡ (NS(S))⊥. Evidently, (4.4a) implies that the K3 surface has NS(S) = 〈p, q〉⊥ ⊂
H2(K3;ZZ). The lattice has rank ρ(S) = 20 and signature (+1, (−1)19). Equivalently, we
have:
H2,0(S)⊕H0,2(S) = TS ⊗C rank(TS) = 2 (4.8)
These conditions define what we call attractive K3 surfaces. 14 Attractive K3 surfaces are
“maximally algebraic” and form a dense set in the moduli space of algebraic K3’s.
Remark. Up to an overall constant the periods are quadratic imaginary integers:∫
γ
Ω ∈ O(KD) γ ∈ H2(S;ZZ) (4.9)
This will play an important role in section 10.
14 In the literature they are usually called “singular K3 surfaces,” because their arithmetic
behavior is singularly interesting. However, we object to this term since, as complex surfaces, they
are not singular. They are also sometimes referred to as “special Kummer” surfaces, although
they are not necessarily Kummer. They are also sometimes called “exceptional K3 surfaces” and
they are related to exceptional groups, but then, isn’t everything?
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4.3. The Shioda-Inose theorem
We have now established a relation between black holes and integral binary quadratic
forms, as well as between black holes and attractive K3 surfaces. It stands to reason
that there should be a direct relation between attractive K3 surfaces and binary quadratic
forms. Indeed there is, and it is a direct consequence of the global Torelli theorem.
In this section we review the results of [69][70]. It is convenient to begin by describing
the situation for exceptional abelian surfaces A defined by ρ = rankNS(A) = 4.
Theorem 4.3.1 [69] There is a 1-1 correspondence between exceptional abelian surfaces
and PSL(2,ZZ) equivalence classes of positive even binary quadratic forms.
To motivate this theorem let us consider a product of elliptic curves
A = Eτ1 × Eτ2 (4.10)
Each curve has a holomorphic 1-form: dzi = dxi+ τidy
i, 0 ≤ xi, yi ≤ 1. For general τi the
Picard lattice will be generated by:
dx1 ∧ dy1 = i
2
dz1 ∧ dz¯1
Imτ1
dx2 ∧ dy2 = i
2
dz2 ∧ dz¯2
Imτ2
(4.11)
and hence ρ = 2. The generic transcendental lattice is:
TA ∼= 〈dx1dx2, dy1dy2〉ZZ ⊥ 〈dx1dy2, dy1dx2〉ZZ ∼= II1,1 ⊥ II1,1 (4.12)
However, if
τ1 = α1 + β1
√
D
τ2 = α2 + β2
√
D
(4.13)
with αi, βi ∈ Q and D < 0 then ρ jumps to 4. Indeed, we have two new rational (1, 1)
forms:
Re(dz1 ∧ dz¯2) = dx1dx2 + α1dy1dx2 + α2dx1dy2 + (α1α2 − β1β2D)dy1dy2
1√−DIm(dz
1 ∧ dz¯2) = β1dy1dx2 − β2dx1dy2 + (β1α2 − α1β2)dy1dy2
(4.14)
Multiplying by suitable integers we see that H1,1(X) contains a four-dimensional sublattice
of H2(X ;ZZ).
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In fact, (4.13) is a somewhat redundant way of parametrizing the exceptional abelian
surfaces. Indeed, it suffices to consider the special case:
τ1 =
−b+√D
2a
τ2 =
b+
√
D
2
(4.15)
with D = b2 − 4ac < 0 for some integer c. Now (4.14) simplifies to
2aRe(dz1 ∧ dz¯2) = 2adx1dx2 − bdy1dx2 + abdx1dy2 + (2ac− b2)dy1dy2
2a√−DIm(dz
1 ∧ dz¯2) = dy1dx2 − adx1dy2 + bdy1dy2 (4.16)
while the holomorphic (2, 0) form dz1 ∧ dz2 is given by:
Ω = (dx1dx2 + bdx1dy2 − cdy1dy2) + τ1(dy1dx2 + adx1dy2)
= t2 + τ1t1
(4.17)
The two integral 2-forms in (4.17) are an integral basis for the transcendental lattice TA.
The matrix of inner products determines an even binary quadratic form:
TA = 〈t1, t2〉ZZ →
(
t21 t1 · t2
t1 · t2 t22
)
=
(
2a b
b 2c
)
(4.18)
Conversely, given a binary quadratic form Q = 2(a, b, c) there is a corresponding
abelian variety AQ. Indeed, given a form we simply construct A as in (4.10) using (4.15).
The nontrivial fact, which follows from the Torelli theorem is that isomorphism classes of
AQ with ρ = 4 are in 1− 1 correspondence with PSL(2,ZZ) classes of Q [69].
Let us now turn our attention to K3 surfaces. We have:
Theorem 4.3.2[70]. There is a 1-1 correspondence between attractive K3 surfaces and
PSL(2,ZZ) equivalence classes of positive even binary quadratic forms.
The idea of the proof is the following: The map from an attractive K3 surface S to
even binary quadratic forms is straightforward:
TS = 〈t1, t2〉ZZ ⇒ Q =
(
t21 t1 · t2
t1 · t2 t22
)
(4.19)
where t1, t2 is any integral basis.
The map from forms to a surface S requires more thought. Consider again AQ =
Eτ1 × Eτ2 with
τ1 =
−b+√D
2a
τ2 =
b+
√
D
2
(4.20)
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One begins by forming the Kummer surface, Km(AQ), i.e., the smooth K3 surface resolving
AQ/〈−1〉. However, the transcendental lattice is then always divisible by 2, and it turns
out that not all attractive K3 surfaces are Kummer. Reference [70] remedies this by
constructing a diagram:
AQ
↓
SQ
2:1→ Km(AQ)
(4.21)
based on a clever elliptic fibration of Km(AQ). It turns out that SQ is also an attractive
K3 surface and TSQ
∼= TAQ . (The Shioda-Inose theorem has been generalized to surfaces
with ρ < 20 in [71].)
Example As an example, consider the even quadratic form:
Q =
(
2 0
0 2
)
(4.22)
SQ is the resolution of Ei × Ei by the order four action g(z1, z2) = (iz1,−iz2) [70]. It
double-covers Km[Ei ×Ei]. On the other hand the form
Q =
(
4 0
0 4
)
(4.23)
corresponds to the elliptic modular surface of level 4, π : B(4) → Γ(4)\H. In turn, B(4)
is a double-cover of the K3 surface corresponding to
Q =
(
8 0
0 8
)
(4.24)
which just gives the Fermat quartic:
x40 − x41 = x42 − x43 (4.25)
A proof is in [72], pp. 583-586. The double-cover of B(4) over the Fermat quartic can be
written very explicitly and beautifully in terms of theta functions essentially as the map:
(z, τ)modΓ∗ →
(
ϑ3(2z|τ), ϑ4(2z|τ), ϑ2(2z|τ), ϑ1(2z|τ)
)
∈ IP3 (4.26)
Here Γ∗ is a certain discrete group described in [73], such that (H×C)/Γ∗ = B(4). (4.25)
follows from the Riemann relations. See [73], pp. 53-60 for further details.
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4.4. Application of the Shioda-Inose theorem
From the Shioda-Inose theorem we can draw the immediate:
Corollary 4.4.1. Suppose p, q ∈ II22,6 span a primitive rank two sublattice Lp,q =
〈p, q〉ZZ ⊂ H2(K3;ZZ). Then the attractor variety Xp,q determined by γˆ = (p, q) is
S2Qp,q × Eτ(p,q) (4.27)
where τ(p, q) is given by (4.6) and S2Qp,q is the Shioda-Inose K3 surface associated to the
even quadratic form 2Qp,q defined by (3.4).
Note that the attractor variety is thus closely related to a product of 3 elliptic curves:
Xp,q = S2Qp,q × Eτ(p,q) 2:1→ Km
(
Eτ(p,q) × Eτ ′(p,q)
)
× Eτ(p,q) (4.28)
with
τ ′(p, q) =
−p · q + i√−D
2
(4.29)
Remark. If Lp,q is not primitive things are more complicated. Note that under scaling
(p, q) → (tp, tq), τ(p, q) is invariant but τ ′(p, q) and D change, τ ′(tp, tq) = t2τ ′(p, q). If
Dp,q/4 is divisible by a square then it might or might not happen that 〈p, q〉 ⊂ TS is
primitive. As a simple example suppose
Qp,q =
(
t21 0
0 t22
)
(4.30)
If Lp,q is a primitive lattice with this Gram matrix then Xp,q is given by (4.28). Suppose
instead that p = t1p˜, q = t2q˜ with p˜
2 = q˜2 = 2. Then Xp,q = Xp˜,q˜ = S2Q˜ × Eτ(p,q) with
Q˜ =
(
1 0
0 1
)
. (4.31)
Using [70] Corollary p.129, we can say that Xp,q and Xp˜,q˜ are based on isogenous excep-
tional abelian varieties and are related by finite degree rational maps.
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5. BPS mass spectrum in the FHSV model at attractor points
The special Ka¨hler geometry of the FHSV model [57] is uncorrected by worldsheet
instantons and is therefore the homogeneous metric on
SL(2, IR)/SO(2)× SO(10, 2)/SO(10)× SO(2). (5.1)
Thus, the solution of the attractor equations is very similar to the solution for the complex
structures in the N = 4 case described in the previous section. The novelty in studying
the FHSV model is that we can also examine the BPS mass spectrum exactly. In the
N = 4 case the BPS mass spectrum depends on the hypermultiplet moduli. In the FHSV
model, there is only N = 2 supersymmetry, and the spectrum is a function only of the
vectormultiplet moduli.
Suppose the charge vector (p0, q0) defines an attractor point z∗(p0, q0) in moduli space.
Let us consider a background with constant moduli fixed at this point. We may then ask
about the central charges and mass spectrum of all the BPS states at that point. The
central charges in the sector γˆ = (p, q) are given by
Z0(z∗(p0, q0); p, q) =
p20√
2|D0|3/4
(q − τ0p) · (q0 − τ¯0p0)
=
1√
2|D0|3/4
[
p20q0 · q + q20p0 · p− p0 · q0
(
q0 · p+ p0 · q
)
+ i
√
|D0|
(
p0 · q − q0 · p
)]
(5.2)
where D0 = Dp0,q0 . Thus, up to a simple overall factor, all the central charges are in the
ring of integers OKD0 of KD0 . For general points in moduli space the spectrum of masses
is a complicated set of real numbers. However, from (5.2) it follows that: at an attractor
point, the set {2|D0|3/2M2α}, where Mα are BPS masses, is a set of rational integers.
In fact, more is true. The integers represented by f(x, y) = ax2 + bxy + cy2 are just
the norms of the ideals in the corresponding ideal class in O(D). These norms can be
written as a|x− τy|2 for x, y integral. To the quadratic form Qp0,q0 we may associate an
ideal:
ap0,q0 ≡
1
2
p20ZZ+
p0 · q0 +
√
D0
2
ZZ (5.3)
which has norm 12p
2
0. So now we write the mass spectrum as:
p20(−D0)3/2|Z(z∗(p0, q0); p, q)|2 =
1
2
p20|A− τ0B|2 (5.4)
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where
A = p20q · q0 + q20p · p0 − 2p0 · q0p0 · q
B = p20(q0 · p− p0 · q)
(5.5)
are rational integers. Hence (5.4) are the norms of ideals in the ideal class of (5.3). In
particular, the BPS square-masses at the attractor point p0, q0, scaled by p
2
0|D0|3/2, are
the norms of certain ideals in the ideal class corresponding to Qp0,q0 . In particular the
BPS mass-squared spectrum for U -inequivalent attractor points z∗(p0, q0) and z∗(p
′
0, q
′
0)
with Dp0,q0 = Dp′0,q′0 are different sets of integers.
i 5^(1/2) (1+i 5^(1/2))/2
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
Fig. 3: The BPS mass spectrum in the FHSV model for attractor points defined by
the discriminant D = −20. There are two such points corresponding to τ1 = i
√
5,
τ2 = (1 + i
√
5)/2.
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Remarks.
1. It is interesting to ask which integers n actually do occur in the BPS mass spectrum
at an attractor point. If the ideal a has prime decomposition a =
∏
i pi
ri then
N(a) =
∏
iN(pi)
ri . Thus, the question of which n’s are BPS mass-squares boils
down to questions about the prime factorization of n and how the primes of Q split in
KD. These are exactly the kinds of questions number theory was designed to answer!
For example, consider our example (3.16) with D = −20. The primes p = 2, 5 are
ramified:
−5 = (√−5)2
2 = (2,−1 + i
√
5)2
(5.6)
and hence are norms of ideals. Primes p = 1, 9mod20 are represented by the ideal
class of [τ1] while primes p = 3, 7mod20 are represented by the ideal class of [τ2]. The
primes p = 11, 13, 17, 19mod20 do not split and are not represented by either class.
Thus, if an integer n contains such a prime to an odd power in its factorization in Q,
then it does not occur in the spectrum. All this is illustrated in fig. 3.
2. An immediate consequence of our result is that mass-generating functions for the BPS
states (such as the “topological free energy” of [74]) are natural generalizations of L-
functions and ζ-functions of the associated number field KD. However, because of the
issue of degeneracies of different BPS states the relation is not straightforward. We
hope to address it elsewhere.
6. A description of the attractor varieties for IIB/T 6
6.1. Analysis of the attractor equations
As in the case of N = 4 compactifications, one must decompose the moduli space
into the space of vectormultiplets and hypermultiplets using an N = 2 embedding [75].
Again, we must give a geometrical interpretation to the resulting conditions. Choose
γˆ ∈ H3(T 6;ZZ). Then the complex structure satisfies the usual equation:
Im(2C¯Ω3,0) = γˆ ∈ H3(X ;ZZ). (6.1)
As we will see presently, (6.1) uniquely determines the complex structure. In this complex
structure, B,C(2), ∗6C(4) are of type (1, 1). These conditions fix all the vectormultiplet
moduli.
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In order to describe the complex structure determined by the attractor equations
we proceed as follows. We can choose analytic coordinates for the complex torus C3/Λ
such that the holomorphic 1-forms are defined by dzi = dxi + τ ijdyj where τ is the pe-
riod matrix, 0 ≤ xi, yi ≤ 1 are defined mod1, and i = 1, 2, 3. We choose the gauge
Ω3,0 = dz1dz2dz3, an orientation
∫
dx1dy1dx2dy2dx3dy3 = +1, and the following sym-
plectic splitting of H3(X ;ZZ):
αˆ0 = dx
1dx2dx3
αˆi,j =
1
2
ǫilmdx
ldxmdyj 1 ≤ i, j ≤ 3
βˆi,j =
1
2
ǫjlmdx
idyldym 1 ≤ i, j ≤ 3
βˆ0 = −dy1dy2dy3
(6.2)
so that
∫
αˆI ∧ βˆJ = +δ JI . One then checks that
Ω = αˆ0 + αˆijτ
ij + βˆij(Cofτ)ij − βˆ0(det τ) (6.3)
where Cof(A) is the cofactor matrix, Cof(A) = (detA) · A−1,tr. The inhomogeneous
prepotential is purely cubic F = −det τ .
Decomposing the charge vector γ with respect to the basis (6.2) the central charge
can be written as:
Z(Ω; γ) = eK/2
[
q0 +Qijτ
ij + P ij(Cofτ)ij − p0 det τ
]
. (6.4)
In this basis the equation Im2C¯Ω = pI αˆI − qI βˆI becomes the system:
Im2C¯ = p0
Im(2C¯τ ij) = P ij 1 ≤ i, j ≤ 3
Im(2C¯Cof(τ)ij) = −Qij 1 ≤ i, j ≤ 3
Im(2C¯ det τ) = q0
(6.5)
The general solution of the system (6.5) is the following. Define:
R ≡ CofP + p0Q
M≡ 2 detP + p0(p0q0 + tr(PQ))
D = 2[(trPQ)2 − tr(PQ)2]− (p0q0 + trPQ)2 + 4[p0 detQ− q0 detP ]
(6.6)
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Then a solution of the equations (6.5) exists for detR 6= 0, D > 0.
If, in addition, we want the torus C3/Λ to be a principally polarized Abelian variety,
then we require τ ∈ H3. For this to be the case we need:
P = P tr Q = Qtr
R > 0 D > 0
(6.7)
The solution is then:
τ =
[(
2PQ− (p0q0 + tr(PQ)) · 1
)
+ i
1
2
√
D
]
· (2R)−1
2C¯ =
M√D + ip
0
(6.8)
In our conventions conventions the extremal mass and entropy are given by:
S
π
=M2 = 8|C¯|2 · det Imτ (6.9)
In particular, using the solution (6.8) and the identity (p0)2D = (4 detR −M2) we find
S/π =M2 =
√
D. (6.10)
6.1.1.Proof of (6.8)
Solving (6.5) is straightforward, and is in fact a special case of Schmakova’s calculation
reviewed in section 9.1 below. It is a little more explicit in this case so we present it here.
Let 2C¯ = ξ0 + ip0 where ξ0 is real. Assume p0 6= 0. (The case p0 = 0 can be obtained by
taking a limit. All the expressions above are valid for both cases.) Let τ = X + iY be the
real and imaginary parts of τ . The second equation has general solution:
τ =
1
p0
(P − 2CY ) (6.11)
as long as P tr = P is symmetric. For a nondegenerate torus detY 6= 0, so the third
equation implies:
Cof(Y ) =
1
(ξ0)2 + (p0)2
(CofP + p0Q) (6.12)
and therefore, if we define
R ≡ CofP + p0Q (6.13)
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then a necessary condition for a nondegenerate solution is detR 6= 0, and for a polarized
Abelian variety R = Rtr > 0. Finally, the fourth equation determines ξ0 = M/√D and
requires D > 0. To do the calculation it is helpful to note that for any 3× 3 matrix S:
det(1 + S) = 1 + trS +
1
2
((trS)2 − trS2) + detS (6.14)
6.2. Relation to E7,7 invariants
The expression for D in (6.6) can be identified with the quartic E7 invariant on the
charges formed from two 28’s XIJ , YIJ of SL(8, IR) →֒ Sp(56; IR). The E7 invariant is
defined by [76][45][58]:
−I4 = Tr(XY)2 − 1
4
(Tr(XY))2 + 4Pfaff(X) + 4Pfaff(Y) (6.15)
We identify the charges with the 28 via:
XIJ =

0 P 0 0
−P tr 0 0 0
0 0 0 q0
0 0 −q0 0

YIJ =

0 −Qtr 0 0
Q 0 0 0
0 0 0 p0
0 0 −p0 0

(6.16)
and a short calculation shows that D = I4(γ).
6.3. Isogenies and CM type
Some useful reference material for this section is [77][78][79][80][81]. Let Z be a com-
plex torus, that is, Z =Cg/Λ where Λ is a rank 2g ZZ-module in Cg.
Definition: A homomorphism of complex tori is a holomorphic map Z → Z ′ which is a
homomorphism of groups. A homomorphism Z → Z is an endomorphism.
Concretely, if Z =Cn/(ZZn + τZZn), Z ′ =Cm/(ZZm + τ ′ZZm) we have z → w = M · z
where M ∈Matn×m(C) is such that there is a matrix ρ(M) ∈Mat2m×2m(ZZ) with
M ( 1 τ ) = ( 1 τ ′ ) ρ(M) (6.17)
For τ = τ ′ End(Z) is the algebra over ZZ of such matrices M .
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Definition: A homomorphism of abelian varieties φ : A→ B is an isogeny if it is surjective
and has a finite kernel. The order of the kernel is the degree of the isogeny.
Concretely, if A = Cn/Λ and B = Cn/Λ′ then M · Λ ⊂ Λ′ is a sublattice of finite
index. A useful standard example is obtained by supposing that Λ′ ⊂ Λ is a sublattice of
finite index. Then the map
A′ =Cg/Λ′ → A =Cg/Λ
z modΛ′ 7→ z modΛ
(6.18)
is an isogeny. It is of degree [Λ : Λ′]. Note that if φ : A→ B is an isogeny then there is an
isogeny φ′ : B → A so that φ′φ : z → nz where n = deg φ.
The result (6.8) shows that the attractor variety is an abelian 3-fold of CM type in
the sense of [79][80][81]. However it is of a very special type. 15 Indeed the attractor
variety C3/(ZZ3 + τZZ3) is isogenous to a product of three elliptic curves Eγ × Eγ × Eγ,
where Eγ ≡ Eτ(γ) for τ(γ) = i
√
I4(γ). This is most easily seen from (6.8) which gives the
covering:
φ : Eγ × Eγ ×Eγ =C3/Λ′ →C3/Λ
Λ′ ≡ ZZ3 ⊕ τ · (2R)ZZ3 ⊂ Λ = ZZ3 ⊕ τ · ZZ3
(6.19)
In this was we arrive at:
Proposition 6.3.1. The N = 8 attractor as a complex variety is a polarized abelian
variety isogenous to Eτ(γ) × Eτ(γ) × Eτ(γ) with τ(γ) = i
√
I4(γ) by an isogeny of degree
8 detR.
7. N = 4, 8 Attractors are Arithmetic
7.1. Complex multiplication
The elliptic curves occuring in sections 4 and 6 have “complex multiplication.” The
theory of complex multiplication is a popular subject with an extensive literature. Some
useful references include [64][79][80][81][82][83][84][85].
An elliptic curve E =C/(ZZ+ τZZ) is a group, and as in the previous section we may
study its endomorphisms, that is, the homomorphisms E → E. These must be of the form
15 In the language of [81][80] the “reflex field” is quadratic imaginary.
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z → λz. On the other hand, for this to be well-defined we require λ(ZZ + τZZ) ⊂ ZZ + τZZ.
This condition can be written as:
λ ( 1 τ ) = ( 1 τ )
(
N −C
A M
)
= ( 1 τ ) · ρ(λ)tr
(7.1)
where N,A,C,M ∈ ZZ define a matrix ρ(λ). All elliptic curves have such endomorphisms
for λ ∈ ZZ. However, curves which admit a larger endomorphism algebra are special, and
referred to as curves with complex multiplication. We can easily determine these curves as
follows. Since λ is an eigenvalue in (7.1) it follows that λ is a quadratic imaginary integer:
λ =
N +M ±√(N −M)2 − 4AC
2
(7.2)
and τ is determined to be:
τ =
M −N +√(N −M)2 − 4AC
2A
=
−b+√b2 − 4ac
2a
(7.3)
where we removed the greatest common factor ℓ: (A,N −M,C) = ℓ(a, b, c). Let D ≡
b2 − 4ac < 0 and define:
ω ≡ D +
√
D
2
. (7.4)
Then we find that
λ =M + ℓ(2ac− 1
2
b(b− 1)) + ℓω (7.5)
Hence the ring of endomorphisms of Eτ is the order O(D) = ZZ + ZZω. Multiplication by
n1 + n2ω is represented by :
n11+ n2
(
1
2(D + b) a−c 1
2
(D − b)
)
(7.6)
7.1.1.Special values of j(τ)
We now quote the first main theorem of complex multiplication. Details can be found
in the references. Part (iii) below refers to “class field theory.” A readable account of class
field theory, with references to more rigorous treatments, can be found in [64][65].
Theorem 7.1.1 Suppose τ satisfies the quadratic equation aτ2 + bτ + c = 0 with
g.c.d.(a, b, c) = 1. Let D be the discriminant of the associated primitive quadratic form.
Then,
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i.) j(τ) is an algebraic integer of degree h(D).
ii.) If [τi] correspond to the distinct ideal classes in the order O(D) via the map (3.15),
the minimal polynomial of j(τi) is
p(x) =
h(D)∏
k=1
(x− j(τk)) ∈ ZZ[x] (7.7)
iii.) K̂D ≡ KD(j(τi)) is Galois over KD and is independent of i = 1, . . . , h(D). In
fact, K̂D is the ring class field of the order O(D) in the ring of integers OKD in KD.
Example. Continuing our example from (3.16) we illustrate parts (i), (ii) of the theorem
with: (
1 0
0 5
)
↔ j(i
√
5) = (50 + 26
√
5)3
(
2 1
1 3
)
↔ j(1 + i
√
5
2
) = (50− 26
√
5)3
(7.8)
and the minimal polynomial is:
p(x) = x2 − 1264000 x− 681472000 (7.9)
The reader should be warned that the algebraic numbers involved get “very complicated”
“very fast.” For example, using the modular equation it is not hard to show that j(6i) is
given by:
5894625992142600 + 3403263903336192
√
3+
2352
√
2
(
6281131340524109220108468+ 3626412870266989391644263
√
3
) (7.10)
Remark. There is a curious “converse” known as Schneider’s theorem: if τ is algebraic
and not quadratic imaginary, then j(τ) is transcendental! For this theorem and modern
generalizations see [86][87], and references therein.
43
7.2. Arithmetic varieties
When an elliptic curve has complex multiplication the corresponding elliptic curve
has very special arithmetic properties. Usually we write
Eτ ∼= {(x, y) : y2 = 4x3 − g2x− g3}
with the map given by the Weierstrass function (x, y) = (℘(z, τ), ℘′(z, τ)). However, for
arithmetic questions one must be careful to choose an appropriate lattice in the homothety
class of ZZ+ τZZ. Assume for simplicity that j 6= 0, (12)3 and let c = 27j/(j− 1728). Then
the curve
y2 = 4x3 − c(x+ 1)
c =
27j
j − (12)3
(7.11)
has invariant j. We can always achieve this form by an appropriate rescaling x→ λ2x, y →
λ3y. With this rescaling undersood it follows from the first main theorem Theorem 7.1.1
above, that there is an arithmetic Weierstrass model for Eτ defined over K̂D ≡ KD(j(τi)).
This fact is the key ingredient in establishing that the attractor varieties are arithmetic.
In order to show that the N = 4 attractor varieties are arithmetic we must consider
the two steps in the diagram (4.21) used to construct the Shioda-Inose surface SQ. First
we must take a quotient by ZZ2. Then we must take a branched double cover.
Quite generally, if X is defined over a field K and a finite group G acts on X then the
quotient X/G is defined over K. An argument for this proceeds along the following lines.
16 Suppose an ample line bundle L → X embeds X as a hypersurface in projective space:
p→ [(Z0, . . . , ZN )] = [(σ0(p), . . . , σN (p))] (7.12)
Here σα(p) is a basis of sections of H
0(X ;L). These sections satisfy some polynomial
relations Wα(Z
i) = 0 where Wα are defined over K. We may assume that G acts on X so
that the action in projective coordinates Zi is arithmetic:
g · p→ ρ(g) · [(σ0(p), . . . , σN−1(p))]. (7.13)
16 The statement is obvious to all experts. We sketch the proof for the benefit of amateurs, like
the author.
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where ρ(g) is in PGL(N,K), and the Wα form a representation of G. The crux of the
matter is to show that it is possible to find a subspace W ⊂ H0(X ;L⊗m)G ⊂ H0(X ;L⊗m)
for some m such that W is spanned by invariant sections Σα(p):
[(Σ0(g · p), . . . ,ΣN ′(g · p))] = [(Σ0(p), . . . ,ΣN ′(p))] (7.14)
and such that the linear systemW maps X/G to IPN ′ as an embedding. This can be proved
using [88], pp. 124-129. In our case we conclude that Km(AQ) is defined over K̂D.
In order to cover the case of attractive K3 surfaces which are not Kummer we now
must take the branched cover π : SQ → Km(AQ). At the very least the field of definition
of π will involve the field of definition of the torsion points. We believe this field extension
is sufficient and that a proof can be given using the general results of [89], but we have not
checked any details. Experts assure us this field is indeed sufficiently large, so we leave it
at that, for now.
Since we do need to extend the field of definition to include that of the torsion points
in AQ we must now invoke the second main theorem of complex multiplication, which we
state in the following form: 17
Theorem 7.2.1
a.) The torsion points (x, y)a,b,N on the curve (7.11) corresponding to z =
a+bτ
N are
arithmetic. The values of the x-coordinate, 18 x(a+bτN ), generate finite abelian extensions
of KD
K̂a,b,N,D = KD
(
j(τ), xa,b,N
)
(7.15)
b.) The fields K̂a,b,N,D are ray class fields for KD. Moreover, all finite abelian exten-
sions of KD are subfields of some K̂a,b,N,D.
A corollary of the above discussion and theorem 7.2.1 is that the N = 4 attractor
varieties S2Qp,q × Eτ(p,q) are arithmetic. If the attractive K3 surface is Kummer then the
variety is defined over a finite extension of KDp,q related to the ray class fields of KDp,q .
17 See, e.g., [64], Theorem 11.39, or [85] for the real thing. One will wonder what happens if
one includes values of the y coordinates. This gives abelian extensions of the classfield KD(j(τ))
itself, but in general the extension of KD is not abelian [85], as described in Theorem 2.3 and
Example 5.8.
18 More precisely, of the Weber function.
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Similar statements hold for the case of the N = 8 attractor. Firstly, since the attractor
is an abelian variety of CM type it follows from very general arguments that it is defined
over a number field. (See [79] Prop. 26, sec. 12.4 for the rather abstract argument.) In
our case we can be more specific since the variety is isogenous to Eγ × Eγ × Eγ, where
Eγ is defined over K̂D for D = −I4(γ). Isogenous varieties will in general be defined over
different fields. For an elliptic curve the relation between the fields can be deduced from
the modular equation ΦN (j(τ), j(Nτ)) = 0. In general, the isogeny defines a collection of
points of order N (where N is the degree of the isogeny), so the field of definition of the
attractor variety will be related to the field of definition, K˜, of all the points of order N of
Eγ×Eγ×Eγ . We believe the attractor variety is defined over K˜, and no further extension
is required, but we have not proved this.
8. Attractors for general CY 3-folds
In this section we make some remarks on general aspects of the attractor equations
for CY 3-folds, and study some examples.
8.1. Attractor points of rank one and rank two
Suppose that two charges γ1, γ2 ∈ H3(X ;ZZ) have a common attractor point X∗ with
holomorphic (3, 0) form Ω. Then there are constants C1, C2 so that
Im(2C¯1Ω) = γˆ1
Im(2C¯2Ω) = γˆ2
(8.1)
It follows by simple algebra that
〈γˆ1, γˆ2〉 = 2Im(C¯1C2)i〈Ω, Ω¯〉. (8.2)
Thus, if 〈γˆ1, γˆ2〉 6= 0 are mutually nonlocal charges we can invert the equations and write:
Ω =
1
2Im(C¯1C2)
(
C1γˆ2 − C2γˆ1
)
(8.3)
On the other hand, if 〈γˆ1, γˆ2〉 = 0 then C1 = λC2 for some real constant λ, and hence
γˆ1 = λγˆ2 for some real constant λ. Thus we have proved the simple
Proposition 8.1.1. Suppose a complex structure satisfies the attractor equation for two
vectors γ1, γ2 ∈ H3(X ;ZZ). Then either
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a.) γ1 = λγ2 for λ ∈Q, or,
b.) 〈γ1, γ2〉 6= 0
Definition. If an attractor complex structure satisfies (b) for some pair of charges γ1, γ2
then we will refer to it as an attractor point of rank two. If an attractor point is not of
rank two we call it an attractor point of rank one.
Remarks.
1. We have found some examples of exact CY attractors. They are described in section
8.3. They are all of rank two.
2. The physical interpretation of the rank two attractor is that two mutually nonlocal
BPS states take their minimum mass at the same complex structure.
3. At an attractor point of rank two, H3,0 ⊕H0,3 is the complexification of a rank two
submodule of H3(X ;ZZ). Conversely, if H3,0 ⊕H0,3 is the complexification of a rank
two submodule so that Ω = γˆ1 + ξγˆ2, ξ ∈ C, γ1, γ2 ∈ H3(X ;ZZ), then for any real
numbers n,m:
2Im(C¯n,mΩ) = nγˆ1 +mγˆ2 (8.4)
for
Cn,m =
(m− ξn)
2Imξ
(8.5)
In particular, taking m,n integral we see that such a point is an attractor point of
rank two.
4. Attractor points can be characterized as follows. Since γˆ = γˆ3,0 + γˆ0,3, if J is a
complex structure on H3(X ; IR) diagonal in the Hodge decomposition then J · γˆ =
−iγˆ3,0 + iγˆ0,3. Thus,
H3,0 ⊕H0,3 = SpanIR{γˆ,J · γˆ} ⊗C (8.6)
Moreover, the change of variables from a symplectic to a complex basis: γˆ = pI αˆI −
qI βˆ
I = zIfI + z¯
I f¯I is given by
zI =
i
2
(Imτ)−1,IJ(qJ + τ¯JKp
K) (8.7)
since γˆ3,0 = −iC¯Ω we can take periods to obtain the suggestive expression
C¯XI = −1
2
(Imτ)−1,IJ (qJ + τ¯JKp
K) (8.8)
This is valid for both the Griffiths and Weil complex structures on H3(X ; IR). Note
that it does not mean that H3,0 ⊕H0,3 is the complexification of an integral lattice
since in the basis αI , βI it is not a priori obvious that the matrix elements of the
operator J are integral or even arithmetic.
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8.2. The attractor conjectures
Attractor Conjecture 8.2.1: Suppose γ ∈ H3(X ;ZZ) for a polarized CY 3-fold X defines
an attractor point z∗(γ) ∈ M˜ in the Teichmuller space of complex structures. Then the
period vector is valued in a number field IPh
2,1
(K(γ)). In particular, the special coordinates
ti, i = 1, . . . , h2,1 associated to this point are valued in a number field K(γ).
Attractor Conjecture 8.2.2: Suppose γ ∈ H3(X ;ZZ) for a polarized CY 3-fold X defines
an attractor point z∗(γ) ∈ M˜ in the Teichmu¨ller space of complex structures. Then the
corresponding variety Xγ is arithmetic, and defined over a number field K̂(γ). More pre-
cisely, the moduli space of complex structures for the polarized varietyX has an embedding
[90]
f :M(X)→ IPN (8.9)
to a quasiprojective variety. We conjecture that there is an embedding (independent of
γ) such that complex structures corresponding to attractor points γ ∈ H3(X ;ZZ) map to
K̂(γ)-rational points in IPN , where K̂(γ) is a number field.
Attractor Conjecture 8.2.3: The embedding (8.9) can be chosen so that the composi-
tum K̂(γ)K(γ) is a Galois extension of K(γ),
In section 12 below we will put these conjectures in a broader context showing how
they generalize “Kronecker’s Jugendtraum.”
Remarks.
1. There are two “moral reasons” behind the attractor conjectures. First, they are a
natural generalization of the phenomena we have found for d = 4,N = 4, 8 compacti-
fications. Second, we expect that the entropy of d = 4,N = 2 Calabi-Yau black holes
will be obtained from special conformal field theories along the lines of [49]. We hope
these conformal field theories are related to RCFT’s. It is known that for RCFT’s the
values of c and h (the dimensions of Virasoro primaries) are rational numbers [91].
Rationality of c implies rationality of the black hole discriminant, and this would most
naturally follow if the periods are algebraic. Of course, this is hardly a proof.
2. The attractor conjectures can be made much more explicit and concrete by considering
families of CY 3-folds constructed using toric geometry as in, e.g., [92][93][94][95]. Let
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us adopt the notation of [95], section 3, for definiteness. Working around a large com-
plex structure limit (LCSL) the periods are obtained from Picard-Fuchs differential
equations Ls̟ = 0 which themselves are obtained from a GKZ system of hypergeo-
metric equations. These hypergeometric equations are written in the algebraic coor-
dinates for toric complex structure deformations. (They are denoted by zs in eq. (3.6)
of [95].) It is shown in [21][96][95] that h2,1 of the periods have log-singularities (and
not log2, log3) so we may use these to define special coordinates: ti(z) = ̟i(z)/̟0(z),
where ̟0(z) is a distinguished period with no logarithmic singularities. Conjecture
8.2.1 above states that we can choose an integral basis of periods so that if γ ad-
mits solutions tiγ to (2.39) within the region of convergence of the series expansion
for ̟0(z) then t
i
γ are valued in a number field K(γ). Conjecture 8.2.2, states that
the corresponding values of zs are also valued in a number field K̂(γ), and conjecture
8.2.3 states that they are related in the way suggested by the theory of complex multi-
plication of elliptic curves. Thus, in this context the conjecture becomes a conjecture
about the arithmetic values of certain special generalized hypergeometric functions.
3. Because there are two different kinds of attractor varieties, namely, those of rank 1
and rank 2, the above conjectures can be stated in a weak and a strong form. The
weak form of the conjectures only makes the assertion for attractor points of rank 2.
The strong form makes the assertion for both ranks 1 and 2. We thank P. Deligne for
stressing the importance of this distinction: The weak form is far more likely to be
true than the strong form. On the other hand, it might well prove to be the case that
attractor points of rank 2 are rare.
4. There are several extensions of the definition of CM-type to dim > 1 Calabi-Yau
varieties in the literature. A definition of K3 surfaces of CM type appears in a paper
of Piatetski-Shapiro and Shafarevich [72]. This class of K3 surfaces differs from the
attractive K3 surfaces discussed in this paper because there are K3 surfaces of CM
type in the sense of [72] with ρ < 20. A definition of CM type for CY 3-folds was
proposed by Borcea in [97]. This class of CY 3-folds differs from the attractor varieties
because, as we mention below, the Fermat quintic is of CM type in the sense of Borcea,
but is not an attractor variety. Finally, in independent work, A. Todorov has proposed
that a natural extension of definition of CM type to CY 3-folds is the requirement
that H3,0 ⊕H0,3 is defined over ZZ. In our language, these are the attractor points of
rank 2.
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8.3. Examples of exact arithmetic CY 3-fold attractors
As mentioned above, a prediction of the attractor conjectures, taken together with
the explicit expressions for periods of toric hypersurfaces, is that the generalized hyperge-
ometric functions N+1FN should have special arithmetic properties at special values of the
monodromy parameters. Unfortunately these do not seem to follow (at least, do not follow
easily) from the known results about these hypergeometric functions such as those listed
in [98]. However, in some examples the periods and mirror maps reduce to special cases
of 2F1 or to modular functions, and in these cases we can verify the above conjectures.
8.3.1.Example 1
Mirror symmetry for one parameter families of Calabi-Yau’s generalizing the famous
analysis of the quintic [44] were studied in [99][100][101]. As shown in these papers, at
a Fermat point, after a rational change of basis the periods are given by roots of unity.
Thus, the existence of charges satisfying the attractor equations at a Fermat point reduces
to a question about the ring of integers in a cyclotomic field Q[β], with β = e2πi/k.
Of the four examples in [100] with k = 5, 6, 8, 10 one finds that the Fermat point is
not an attractor point for k = 5, 8, 10. On the other hand, the case k = 6 does give an
example. The Fermat point is defined by
M : {x : 2x30 + x61 + x62 + x63 + x64 = 0} ⊂ IP2,1,1,1,1 (8.10)
with W =M/G constructed via the Greene-Plesser construction with G = ZZ3 ×ZZ6×ZZ6.
The attractor charges are most easily found using the basis:
R2
R1
R0
R5
 =

−6 3 1 −2
0 −1 0 1
0 −1 0 0
−3 3 1 −1


q0
q1
p0
p1
 (8.11)
since in this basis the periods are ̟ = K(β2, β, 1, β5) for some constant K and β =
exp[2πi/6]. The attractor equations have a solution iff
R5 = −R2 = R0 −R1 (8.12)
While R1, R0 are arbitrary, and hence the attractor point is of rank two. The minimal
BPS mass for such a charge is given by
M2(p, q; p, q) =
2
√
3
3
(R20 −R0R1 +R21) (8.13)
This is positive definite, and once again we see that, up to an overall constant, at an
attractor point the mass-squared spectrum of BPS states is integral.
50
C0
LCSL
Fig. 4: The complex structure moduli space for the two-parameter family of [102],
as depicted in [103]. We find attractor points on the divisor C0. In section 9 we
compare with attractor points near the LCSL.
8.3.2.Example 2
We now consider the 2-parameter family studied in detail in [102]. ForM we take the
family of surfaces:
x81 + x
8
2 + x
4
3 + x
4
4 + x
4
5 − 8ψx1x2x3x4x5 − 2φx41x42 = 0 (8.14)
in IP1,1,2,2,2[8]. Resolving the singularities of the weighted projective space introduces a
second Kahler parameter. For W = M/G we take a G = ZZ34 quotient using the Greene-
Plesser construction.
We examine the periods of W on the locus C0 where ψ = 0, and shown in fig. 4. The
monodromy around this divisor is finite, with values in 8th roots of 1. The explicit periods
of ψ−1̟j(ψ, φ) at ψ = 0 follows from eq. (6.18) of [102].
ψ−1̟j(ψ, φ)|ψ=0 = Kαju−1/4(φ) j even
= KαjuD−1/4(φ) j odd
(8.15)
where α = e2πi/8 = (1 + i)/
√
2, K = −2Γ(1/4)/(Γ(3/4))3, and uν , uDν are related to
Legendre functions.
Define ̟′ = ̟/(Kψ) = (̟0 ̟1 ̟2 ̟3 ̟4 ̟5 ) /(Kψ). Then the attractor
equations can be written in the basis:
2ImC¯′̟′ = (R0 R1 R2 R3 R4 R5 )
tr
(8.16)
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The Ri are related to the integral basis by a rational matrix called m in [102]. (See
also eq. (9.23) below.) In the basis (8.16) the attractor equations become the equations:
R5 = −R1, R4 = −R0, and
αuD−1/4(φ∗)
u−1/4(φ∗)
=
R3 + iR1
R2 + iR0
. (8.17)
Thus, up to an overall constant the attractor periods are in the field Q[i]. This verifies
conjecture 8.2.1.
It is useful to define rational numbers a, b:
a+ ib ≡ (1 + i)R3 + iR1
R2 + iR0
(8.18)
then: (
R3
R1
)
=
(
1
2 (a+ b)
1
2(a− b)−12(a− b) 12(a+ b)
)(
R2
R0
)
(8.19)
Using the matrix m we find that Ω is proportional to
Ωa,b ≡ γˆ1 + iγˆ2
γˆ1 = 2αˆ0 − αˆ1 + (a+ 1)αˆ2 − (a+ b− 2)βˆ0 − 2(b+ 1)βˆ1 − 4βˆ2
γˆ2 = αˆ1 + (b− 1)αˆ2 − (b− a)βˆ0 − 2(1− a)βˆ1
(8.20)
In particular all attractor points are of rank two.
We would now like to verify that the corresponding Calabi-Yau variety is indeed
arithmetic. Note that xi → αxi takes φ → −φ, so we only give the value of φ2 at an
attractor point. In order to understand the arithmetic nature of φ2 we must examine the
Legendre functions uν , u
D
ν in more detail. The ratio u−1/4/u
D
−1/4 is related to a Schwarz
triangle function for the triangle group of type (2, 4,∞). This is one of the arithmetic
triangle groups [104] and so we may expect special arithmetic properties. We will show
explicitly this is the case for |φ| > 1.
Choosing the system of cuts described in [102] one can derive the values of the periods
in the region |φ| > 1, Imφ > 0:
uν(φ) = (2φ)
ν
2F1(−ν
2
,
1− ν
2
; 1;
1
φ2
)
uDν (φ) =
sinπν
π
(2φ)ν
∑
n≥0
(−ν
2
)n(
1−ν
2
)n
(n!)2
1
φ2n
·
·
[
− log[−φ2]+ψ(−ν
2
+ n) + ψ(
1− ν
2
+ n)− 2ψ(n+ 1)
]
− cosπν(2φ)ν2F1(−ν
2
,
1− ν
2
; 1;
1
φ2
)
(8.21)
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where the log is to be evaluated with | arg(−φ2)| < π, and ψ(x) is the dilogarithm function.
Now make two quadratic transformations on the hypergeometric functions, let
φ−2 =
16z(1− z)
(1 + 4z(1− z))2 (8.22)
and define the automorphic function:
z =
ϑ42(τ)
ϑ43(τ)
, (8.23)
in terms of standard Riemann theta functions. One finds the result:
u−1/4(φ) = (2φ)
−1/4(1 + 4z(1− z))1/4ϑ23(τ)
uD−1/4(φ) = −
i√
2
(τ + 1)(2φ)−1/4(1 + 4z(1− z))1/4ϑ23(τ)
(8.24)
where −1 < Re(τ + 1) < 1.
The attractor equations now say that τ +1 = a+ ib. Note that b > 0 and a, b must be
mapped to |φ| > 1, Imφ > 0. This covers a region near the cusp at infinity. We can now
use the standard theory of complex multiplication to check conjectures 8.2.2 and 8.2.3.
Using (8.23) z may be expressed in terms of the value of ℘(x, τ) at 2-torsion points, so it
follows from the second main theorem of complex multiplication that φ2 is valued in a ray
classfield of K =Q[i]. We can be more precise about this field. Let τ = p1/q1 + ip2/q2 be
in lowest terms so that aτ2 + bτ + c = 0 with D = b2 − 4ac = −(2q21p2q2)2. φ2 is related
to the Weber function f(τ) = (ϑ3/η)
1/2 by:
φ2 =
f24
28
+
28
f24
+
1
2
(8.25)
and (f24 − 16)3 − j(τ)f24 = 0, so φ2 is in a cubic extension of the ring class field of the
order O(D). In particular, it is an algebraic number of degree approximately |2q21p2q2|
when this number is large.
To summarize, in this section we have given a small confirmation of the weak attractor
conjectures along the divisor C0 in complex structure moduli space.
The BPS mass may be calculated from
|Z|2 = −i|C|2Π†
(
0 1
−1 0
)
Π = +
1
2
b(R20 +R
2
2) =
1
2
(Imτ)(R20 +R
2
2) (8.26)
where Π denotes the period vector in an integral basis, as in [102].
Unfortunately, we cannot easily use the exact results on the periods along LCSL
divisors (such as the divisor q1 = 0 in [102]) since the attractor equations do not appear
to have a good limit on these compactification divisors.
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8.3.3.Other examples
Other examples of exact N = 2 attractors are provided by the FHSV model (section
5 above), other Voisin-Borcea Calabi-Yau manifolds, and orbifolds of attractor tori.
9. Attractor equations in the large complex structure limit
Several interesting aspects of the attractor equations become apparent in the “large
complex structure limit” (LCSL), which may be characterized by maximal unipotent mon-
odromy on the period vector. (For a more precise description see [21][96].) In this section
we begin with a review of previous work on the subject and then give three applications:
First, the attractor points are dense. Second, a given charge can lead to several distinct at-
tractor points with different values of minima. Third, the arithmetic attractor conjectures
imply interesting identities between ζ(3) and polylogarithms.
9.1. Review of the approximate general solution
In this section we review the general solution of the attractor equations given in
[105][106]. In IIB theory we work around a large complex structure limit. Choose a
vanishing cycle α0 to separate out a period X0, and write special coordinates ta = Xa/X0,
a = 1, . . . , nv = h
2,1(X). The attractor equations now become the system:
Im(C¯) = p0
Im(C¯ta) = pa
Im(C¯Fa) = qa
Im(C¯(2F − taFa)) = q0
(9.1)
where C¯ = 2C¯X0, F is the inhomogeneous prepotential, and Fa = ∂∂taF . In our conven-
tions the BPS mass-squared is given by:
M2∗ = |C|2e−K
= +
i
4
|C|2
(
2F − 2F¯ − (ta − t¯a)(Fa + F¯a)
)
(9.2)
Now we use the general form of the inhomogeneous prepotential near a point of max-
imal unipotent monodromy [95][94]:
F = 1
3!
Dabct
atbtc +
1
2
Aabt
atb +Bat
a − 1
2
iζ + Σ
Σ ≡ 1
(2πi)3
∑
r
nrLi3(e
2πir·t)
(9.3)
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The various terms are most simply interpreted by considering instead the IIA compactifi-
cation on the mirror X˜ in the large radius limit. Then, −Dabc are intersection numbers,
the sum on r is over rational curves in X˜,
ζ =
ζ(3)
(2π)3
χ(X˜), (9.4)
Ba is given by:
Ba = − 1
24
∫
Jac2(X˜), (9.5)
and Aab is a symmetric integral matrix. In our conventions, dropping ζ,Σ leads to
e−K = −4
3
|X0|2Dabc(Imta)(Imtb)(Imtb) + · · · (9.6)
which must be positive. The point of maximal unipotent monodromy is approached when
Imta ≫ 1.
Using these facts it is convenient to rewrite the equations (9.1) as:
ImC¯ = p0 (9.7a)
ImC¯ta = pa (9.7b)
ImC¯
(
1
2
Dabct
btc + Ia(t)
)
= q˜a (9.7c)
ImC¯
(
− 1
3!
Dabct
atbtc + I0(t)
)
= q˜0 (9.7d)
where we have defined the shifted charges:
q˜a = qa − Aabpb −Bap0
q˜0 = q0 −Bapa
(9.8)
and defined instanton sums:
Ia(t) ≡ ∂aΣ = 1
(2πi)2
∑
r
ranrLi2(e
2πir·t)
I0(t) ≡ −iζ + 2
(2πi)3
∑
r
nrL˜i3(e
2πir·t)
L˜i3(e
2πir·t) = Li3(e
2πir·t)− 1
2
(2πi)t · rLi2(e2πir·t)
(9.9)
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The equations (9.7 )were explicitly solved by Schmakova, in the approximation that
one drops I0, Ia, as follows [105]. Define:
∆a(p) ≡ 1
2
Dabcp
bpc − p0q˜a
∆(p) ≡ Dabcpapbpc
M(p, q) ≡ ∆(p)− 3p0(p0q˜0 + paq˜a)
(9.10)
If p0 6= 0 a solution to (9.7a, b) is given by:
C¯ = ξ0 + ip0
ta =
1
p0
(
pa − C x
a
|C|
)
Imta =
xa
|C|
Reta =
1
p0
(pa − ξ0|C|x
a)
(9.11)
where xa is real. Moreover, if xa is a real solution to the system of quadratic equations:
1
2
Dabcx
bxc = ∆a(p) (9.12)
then (9.7c) is solved. It is useful to define ∆(x) ≡ Dabcxaxbxc = 2∆a(p)xa, as well as
D(x, p, q) ≡ ∆(x)2 −M(p, q)2. (9.13)
Then (9.7d) implies ξ0/|C| =M/(2xa∆a) =M/∆(x). This leads to a quadratic equation
for ξ0 and we choose the root:
ξ0 = −|p0| M(p, q)√D(x, p, q) (9.14)
The solution must satisfy the consistency conditions:
D(x, p, q) = (∆(x))2 −M(p, q)2 > 0 (9.15a)
xa > 0 (9.15b)
∆(x) < 0 (9.15c)
Here (9.15a) is needed for reality of ξ0. The BPS square-mass is given by:
|Z|2 = −∆(x)
3|C| =
1
3|p0|
√
D(x, p, q) (9.16)
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hence (9.15c), and this governs the choice of root in (9.14).
An important special case arises for p0 = 0. The solution is given by:
ta = wa + i
pa
ξ0
(9.17)
where wa is a solution to
Dab(p)w
b = q˜a, Dab(p) ≡ Dabcpc (9.18)
and ξ0 is given by:
ξ20 =
∆(p)
6q˜0 + 3waq˜a
. (9.19)
The solution exists if the RHS of (9.19) is positive and there is a choice of root so that
pa/ξ0 > 0 for all a.
A corollary of this calculation is:
Proposition 9.1.1 The attractor points of rank one are dense in the neighborhood of a
point of maximal unipotent monodromy.
This follows already from the special solutions (9.17)(9.18)(9.19). It is natural to
conjecture that they form a dense set of points throughout Teichmuller space M˜.
Remarks
1. Domain of validity. In order for this solution to be valid we must have Imta ≫ 1 in
order to justify neglecting the sum over rational curves. (Neglecting the term involving
ζ is more subtle and discussed below.) Under a rescaling of charges p→ λp, q → λq,
the quantities xa, C scale like λ so ta is invariant. Thus, one must always take a “skew
limit” of charges. From (9.16) one may read off an approximate expression for the
discriminant and hence distinguish charges of type a,b,c, in the language of section
2.6.
2. On the choice of branch in (9.12). There are 2nv complex solutions to (9.12). If the
charges pa are all positive and the RHS of (9.19) is positive then there is a branch of
solutions to (9.12) that is distinguished in the limit p0/pa → 0. This is given by:
xa = pa − p0wa − (p0)2wa2 + · · ·
Dab(p)w
b
2 =
1
2
Dabcw
bwc
(9.20)
with wa defined by (9.18). One finds
D(x, p, q) = (∆(x))2 −M(p, q)2 → (p0)2(6q˜0 + 3waq˜a)∆(p) +O((p0)3) (9.21)
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so we recover (9.17)(9.19) from (9.20), provided the solution exists, i.e., provided ξ0
is real.
3. Charge shifts. The shifts in the charges (9.8) from Ba are related to anomalous D-
brane charges. See, for example, [50]. The term Aab can be removed by a monodromy
transformation, but is important if one is careful about the relation of ̟,Π, as in
[102][21].
9.2. Multiple solutions and area codes
In this section we show that a single charge γ can lead to several different attractor
complex structures in M˜, not related by the duality group.
Let us note at the outset that this is not in contradiction with the minimization
principle described in section 2.5. Theorem 2.5.1 alone cannot be used to deduce that
there is a unique global minimum of the BPS mass in Teichmuller space. For example, the
simple function on IR2 given by
f(x, y) = e−2x − e−x−y2y2 (9.22)
has only two stationary points, and both are minima. 19
An example of charges leading to multiple attractor points is provided by the exact
solutions given in section 8.3.2 above, when combined with the analysis near a LCSL given
in the previous subsection. The charges leading to the attractor points studied in section
8.3.2, when referred to the integral basis Π of [102], are given by:
q0
q1
q2
p0
p1
p2
 =

−1 1 0 0 0 0
1 0 1 −1 0 −1
3/2 0 0 0 −1/2 0
1 0 0 0 0 0
−1/4 0 1/2 0 1/4 0
1/4 3/4 −1/2 1/2 −1/4 1/4


R0
R1
R2
R3
R4
R5

=

1
2 (R2(b− a) +R0(a+ b− 2))
R0(b+ 1)−R2(a− 1)
2R0
R0
1
2 (R2 −R0)
1
2
(R0(b− 1)−R2(a+ 1))

(9.23)
19 Thanks to K. Rabe for help finding this example.
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By construction, these charges lead to attractor points on the divisor C0 far from the
LCSL. If we trivializeH3(X ;ZZ) over M˜ we can consider the same charges in the equations
near a LCSL on the Teichmuller space. (Equivalently, we can choose a path from C0 to
the LCSL so that Π = m̟, where m is the matrix in (9.23).) The prepotential is [102]:
F = −1
6
(8(t1)3 + 12(t1)2t2)− 2t1t2 − 11
3
t1 − t2 + i ζ(3)
2(2π)3
168 + · · · (9.24)
One finds (9.12) has a unique acceptable solution under the conditions:
−∆2 = 1
2
(R22 + 5R
2
0) > 0
2∆2 −∆1 = (b− 1)R22 + (b+ 2/3)R20 > 0
(9.25)
The expression D(x, p, q) in (9.13) is a complicated 6th order polynomial in R0, R2. If
R0 ≫ R2 then we have:
D ∼= 9R
6
0
4
(5b2 + 40b− 16a(a− 4) + 16) +O(R50R2) (9.26)
which is positive for suitable a, b for R0 ≫ R2, while the attractor points are approximately
Imt1 ∼=
√
5
8
√
5b2 + 40b− 16a(a− 4) + 16
2− a
Imt2 ∼= 3b+ 2
15
Imt1
(9.27)
in this limit. Thus, by choosing suitable a, b and large R0 we get a consistent solution
in the neighborhood of a point of maximal unipotent monodromy. The BPS mass in this
limit is given by
|Z|2 ∼= 2R20
√
5b2 + 40b− 16a(a− 4) + 16 (9.28)
Comparison with (8.26) raises the interesting question of which expression should be ex-
plained by the Dbrane model. (Since [50] explicitly refers to a large radius (IIA) limit, and
the other attractor point is deep within moduli space we expect (9.28) to be the preferred
answer. )
Remarks
1. Because of the attractor mechanism, the parameters which specify the near-horizon
geometry of a black hole are a proper subset of the “hair,” that is, the minimal data
needed to specify uniquely the entire black hole geometry outside the horizon. Naively,
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the horizon geometry is solely determined by γ. However, our example shows that the
dynamical system (2.37) defined by a charge γ can have several basins of attraction
Bα, α = 1, 2, . . .. The data (γ,Bα) uniquely specifies the near-horizon geometry and
should be referred to as the area code of the black hole.
2. In the opposite limit, R0 → 0 one finds that
D → −R
2
0
4
(3b− 1)(9b+ 19)R42 (9.29)
so the above charges give an example of acceptable charges for solutions of the at-
tractor equations which do not admit a physical branch with p0 → 0. Indeed, it is
interesting to note that our example requires p0 6= 0. In the setup of [50] this means
there is large magnetic (D6) charge in the IIA description, or a large N multi-Taub-
NUT space in the M-theory description. The existence of multiple minima should be
related to some interesting physics of these multiply-wrapped D6-branes.
3. The approximate solution described in the previous section can only lead to multiple
solutions if p0 6= 0 or if p0 = 0 and Dab(p) is noninvertible. The latter situation is
excluded if pa represents a divisor in the NEF cone of X˜ as in [50]. We have searched
for examples of multiple acceptable solutions of (9.12), but without success. However,
if one includes the ζ(3) correction, but continues to drop the instanton sum then the
equations are still tractable. Indeed, (9.11) and (9.12) still remain valid and solve
(9.7a, b, c). The final equation (9.7d) is modified to
(ξ20 + (p
0)2)
(M− 3
2
(p0)2ζξ0
)2
= (∆(x))2ξ20 (9.30)
(Here we take the case p0 6= 0. If p0 = 0 there is a cubic equation and similar remarks
apply.) Equation (9.30) is quartic and simple examples show that one can choose
charges for which it admits two real solutions ξ0. Unfortunately such examples have
Imta ∼= O(1), and one can show that it is impossible to find sequences of charges for
which both solutions have Imta → ∞. Thus these examples certainly suggest there
are multiple solutions, but are inconclusive.
4. Comment on flop transitions. It is interesting to consider the role of flop-induced
spacetime topology change [107][93] in the context of the attractor mechanism. See
[28][108][109] for related discussion. We have examined several examples of partially
enlarged Kahler cones of Calabi-Yau 3-folds and found no examples of charges with
different basins of attraction containing different LCS/large radius limits. This is
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consistent with the example studied in [28]. It also has the interesting consequence
that the radial supergravity flow starting out at the “wrong” large radius limit must
lead to a topology change, as suggested in [108]. (The flow through the wall of the
Ka¨hler cone, discussed in [108][109], needs further study.)
5. A consequence of multiple solutions is that the “Weinhold metric” discussed in [8] must
have negative eigenvalues for some points in moduli space. Conversely, if the Weinhold
metric defines a positive definite metric then there can be no multiple solutions. 20
9.3. Digression on trilogarithms - a moral point
The strong attractor conjecture is extremely strong, as one can see by examining the
implications for the infinite sums of trilogarithms entering the expansion of the prepotential
near a point of maximal unipotent monodromy.
In order to appreciate how outrageous the strong form of the conjecture is, consider
the so-called “axion free case” with charges γ = q0α
0−paβa [106][110]. All of the attractor
equations except that for the period F0 are solved by the simple expression t
a = ipa/λ
where λ ∈ IR and the pa all have a common sign so that Imta > 0. Moreover, Imta must
be sufficiently large that the sum over rational curves converges. The last equation in (9.1)
becomes a complicated transcendental equation for λ:
∆(p)
6λ2
− q˜0 = λ
[
ζ − 2
(2π)3
∑
r
nrLi3(e
−2πr·p/λ)
]
(9.31)
and ∆(p) ≡ Dabcpapbpc. The strong attractor conjecture asserts that the solutions to this
equation are algebraic numbers!
This assertion might look completely unreasonable. As weak evidence in support of
the conjecture we note that fixed points of the action of the duality group Γ on M˜ lead to
lots of nontrivial identities between infinite sums of trilogs and ζ(3). To quote one simple
example we consider the perturbative prepotential of the “STU model.” This involves the
function L(T, U) in [111] defined by:
L(T, U) ≡
∑
r>0
c(−r2/2)Li3(e2πi(kT+ℓU))
= Li3(e
2πi(T−U)) +
∑
k,ℓ≥0
c(kℓ)Li3(e
2πi(kT+ℓU))
(9.32)
20 We thank G. Gibbons for a discussion on this point.
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where
F (q) =
∞∑
n=−1
c(n)qn =
E4E6
η24
. (9.33)
One easily derives the monodromies of the prepotential under T → T, U → −1/U .∑
r>0
c(kl)Li3(e
2πi(kT+lU ′)) =U−2
∑
r>0
c(kl)Li3(e
2πi(kT+lU)) +
1
2
ζ(3)c(0)(U−2 − 1)+
+
4π3i
3
(U − 5U−1 + U−3)
(9.34)
where U ′ = −1/U and we are in the chamber ImT > ImU, ImU ′. Evaluating (9.34) at the
fixed point U = i we get two curious identities:
ζ(3)
2(2π)3
=
7
2880
− 1
(2π)3
∞∑
j=1
Li3(e
−2πj)
(2.42301....)× 10−3 = 2.43056× 10−3 − (7.53....)× 10−6 +O(10−8)
(9.35)
and
Li3(e
−2π(β−1)) = −
∑
k>0,l≥0
c(kl)Li3(e
−2π(kβ+l)) β > 1 (9.36)
We quote the identities (9.34)(9.35)(9.36) because they establish the “moral point”
that there are lots of identities relating ζ, infinite sums of polylogarithms, and algebraic
expressions in flat coordinates, because there are lots of fixed points of Γ on M˜.
Remarks.
1. Incidentally, taking ImT → +∞ (9.34) becomes an identity of Ramanujan:
∞∑
k=1
Li3(e
−2πky) = − 1
x2
∞∑
k=1
Li3(e
−2πkx)− 1
2
ζ(3)(1 + 1/x2) +
4π3
3(240)
(x+ 1/x3 + 5/x)
(9.37)
for xy = 1, and both positive.
2. The fixed points of the Siegel modular group Sp(4;ZZ) acting on the Siegel upper half-
planeH2 have been classified in [112]. Combining this with the results for prepotentials
in the “STUV models” [113][10] one can find many more explicit examples of identities
like (9.34).
3. In a systematic expansion starting with the solution of the attractor equations near a
LCSL the next term in the expansion corrects the entropy by:
|Z|2 = −4∆(x)
3|C|
(
1− 3
4
|p0|3 M
2
(∆(x)2 −M2)3/2 ζ +O((p
0/pa)6)
)
(9.38)
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It has been suggested in [110] that the appearance of the transcendental object ζ(3)
will be an obstacle to a microscopic derivation of the entropy via D-branes. One
proposal [110] is that ζ(3) is related to the statistical entropy of membranes rather
than strings. The existence of the class of identities discussed above suggests an
alternative explanation: One cannot include the effects of ζ without the infinite sum
of instanton corrections, and these differ from ζ by an algebraic expression in the flat
coordinates.
10. Attractor points and rational conformal field theory
The attractor mechanism singles out the attractive K3 surfaces. These surfaces are
elliptically fibered (in many ways), so it is natural to ask what 8-dimensional heterotic
theories correspond to these attractive K3 surfaces in the F -theory dual [114][115]. In
this section we show that the corresponding heterotic theories are built from the rational
conformal field theories on T 2. The masses of BPS states are given by norms of ideals in
quadratic imaginary fields and the BPS generating functions may be related to ray class
theta functions. Moreover, this relation to the heterotic theory provides a new physical
interpretation of the existence of a Mordell-Weil (MW) group in the F-theory compact-
ification: The MW group is an even integral lattice to which we may associate a vertex
operator algebra. This vertex operator algebra is the enhanced left-moving chiral algebra
of the rational conformal field theory in the heterotic dual. It acts as an automorphism
algebra on the algebra of (Dabholkar-Harvey) BPS states. We establish these results in
detail in the following sections.
10.1. Review: F -theory/Heterotic duality in 8D
10.1.1.Complex structure moduli of elliptically fibered K3 surfaces
The moduli space of complex structures of marked elliptically fibered K3 surfaces with
a section may be described as follows. We fix a marking γI , I = 1, . . . , 22, on a K3 surface
S, so that the intersection matrix γI ·γJ is the standard intersection form for the K3 lattice
ΛK3 ≡ H(1)3 ⊕ (E8(−1))2. (10.1)
Here H(1) ∼= II1,1 stands for the even unimodular lattice with the intersection form(
0 1
1 0
)
. (10.2)
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Choose null vectors e, e∗ generating H(1) so that the class of the fiber is e and the class
of the section is e∗ − e. We take γ1 = e, γ2 = e∗. These are algebraic cycles and must be
orthogonal to the holomorphic (2, 0) form Ω. By the global Torelli theorem the space of
marked complex structures on S is given by
B18,2 ∼= {Ω =
22∑
J=3
zJγJ : Ω · Ω¯ > 0, Ω · Ω = 0}/C∗ (10.3)
where we identify Ω ∼ λΩ for λ ∈C∗.
The comparison to the heterotic string is facilitated by identifying B18,2 with a space
of projection operators. Giving a class Ω in (10.3) is equivalent to specifying the oriented
positive 2-plane 〈ReΩ, ImΩ〉IR ⊂ II18,2 ⊗ IR. Hence the moduli space of marked complex
structures is identified with
B18,2 ≡ Gr+2 (II18,2 ⊗ IR). (10.4)
Explicitly, Ω determines projection operators of II18,2 ⊗ IR onto definite-signature sub-
spaces:
ΠΩ : II
18,2 ⊗ IR→ IR18,0 ⊥ IR0,2
Π+Ω(x) ≡
x · Ω
Ω · Ω¯ Ω¯ +
x · Ω¯
Ω · Ω¯Ω
(10.5)
To match with heterotic string notation we will denote Π+Ω(x) = xR. We let xL ≡ x −
xR ≡ Π−Ω(x). In our conventions, x2L ≤ 0. Many authors identify IR0,2 ∼= C by setting
xR = e
K/2x ·Ω where K = − log[Ω · Ω¯].
10.1.2.The Neron-Severi lattice and the Mordell-Weil group
The Neron-Severi lattice NS(S) consists of vectors γ ∈ H2(S;ZZ) such that ∫
γ
Ω = 0.
Given the structure of an elliptic fibration we have a decomposition:
γ = ae+ a∗e∗ + γ˜ (10.6)
where Π+Ω(γ˜) = γ˜R = 0, so γ˜
2 ≤ 0. Effective divisors have γ2 = −2 or γ2 ≥ 0. If they are
represented by an irreducible curve of genus g then γ2 = 2g − 2.
The general elliptic K3 fibration Φ : S → IP1 in the family (10.4) has a rank 2 NS
lattice and hence γ˜ = 0 for all γ ∈ NS(S). On special subvarieties of B18,2 the image of
Π−Ω contains integral vectors and the Picard number ρ(S) jumps. This jump occurs in one
of two very different ways. First, there can be rational curves in the singular fibers of the
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fibration Φ. These vectors correspond to roots of the enhanced gauge symmetry in the
F-theory compactification. Second, there can be a jump in the rank of the MW group. All
this is summarized by the formula [116]:
ρ(S) = r(Φ) + 2 +
∑
ν
(mν − 1) (10.7)
where r(Φ) is the rank of the MW group, the sum is over the singular fibers of Φ, and
mν − 1 is the rank of the associated simple factor in the enhanced gauge symmetry in
the IIB theory. For I1 fibers (corresponding to U(1) factors in the gauge group) we have
mν = 1.
10.1.3.F -theory/heterotic correspondence in 8D
The F -theory/heterotic correspondence in 8D is simply obtained by identifying the
moduli space B18,2 with the universal cover of Narain moduli space and the lattice
〈e, e∗〉⊥ ∼= II18,2 with the Narain lattice. The right-moving component of a Narain vector
p ∈ II18,2 is identified with the period via
pR = e
K/2
∫
p
Ω (10.8)
with K = − log[Ω · Ω¯].
In order to relate points in B18,2 to geometrical compactification data in the heterotic
string it is useful to introduce a tube domain realization of B18,2. We make a choice of
integral lightlike vectors w,w∗ ∈ IRs,2 in a Minkowski space of signature (−1)s, (+1)2 (in
our case s = 18). w,w∗ have intersection form (10.2), and hence:
IRs,2 ∼= IRs−1,1 ⊥ 〈w,w∗〉IR (10.9)
The tube domain realization is then an isomorphism:
Ψw,w∗ : Bs,2 → IRs−1,1 + iC+ ⊂Cs−1,1 (10.10)
where C+ is the forward light-cone in IRs−1,1. The (inverse) map is defined by:
y 7→ Ω ·C∗ = (y + w − 1
2
y2w∗) ·C∗ (10.11)
Geometrically, on the IIB side, we choose a point of maximal unipotent monodromy
and a vanishing cycle w with w2 = 0. This represents a nonalgebraic torus. In a model for
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K3 based on a product of elliptic curves Km(E1×E2) we could choose w to be a product
of “a-cycles.” On the heterotic side, if we choose a 1-cycle on T 2 then we canonically
isolate a hyperbolic sublattice 〈w,w∗〉ZZ ⊂ II18,2
〈w,w∗〉ZZ ∼= H(1) (10.12)
given by the momentum/winding lattice for that cycle. Thus, a choice of cusp in Bs,2 is a
choice of decompactification of the heterotic string to 9 dimensions.
Having phrased things this way it is natural to choose a basis of 1-cycles in H1(T
2;ZZ).
The momentum/winding lattice for the torus T 2 becomes
〈w1, w∗1〉ZZ ⊕ 〈w2, w∗2〉ZZ ∼= H(1)⊕H(−1) (10.13)
Normalize the period point to be Ω = (y+w1 − 12y2w∗1). Now, using w2, w∗2 we can give y
the physical interpretation in terms of standard heterotic moduli:
y =
∫
a
~A+ i
∫
b
~A+ Tw2 + Uw
∗
2 = ~y + Tw2 + Uw
∗
2 ∈C0,s−2 ⊕C1,1 (10.14)
Here T, U are the Kahler and complex moduli, respectively. The moduli ~y represent the
Wilson lines scaled by appropriate metric factors. (For explicit formulae see [117].)
10.2. Review: Toroidal Rational conformal field theories
We now recall some standard facts about rational conformal field theories. The
RCFT’s of a single boson X on a circle of radius R are well-known [118]. They occur when
R2 = p/q is rational. Let A(Γ) be the chiral vertex operator algebra associated to an even
integral lattice Γ. Then the chiral algebra of the rational circle is A(Γ) for Γ = √NZZ with
N = 2pq. The representations of the chiral algebra are labelled by Γ∗/Γ ∼= ZZ/NZZ. The
different gluings of left- and right-moving theories with chiral algebra A(Γ)left ⊗ A˜(Γ)right
are given by the automorphisms of the fusion algebra Aut(Γ∗/Γ) ∼= (ZZ/NZZ)∗ [119][120].
These statements generalize readily to the rational torus compactifications with Narain
lattice IId+8s,d with signature (−1)d+8s, (+1)d. We regard a point in the universal cover
of Narain moduli space as a projector Π : IId+8s,d ⊗ IR → IRd+8s,0 ⊥ IR0,d. The rational
conformal field theories which occur are based on enhanced chiral algebras A(ΓL)⊗A˜(ΓR)
associated with even integral lattices ΓL,ΓR of signatures (−1)d+8s and (+1)d, respectively.
The irreducible representations of A(Γ) are labelled by the discriminant group D(Γ) =
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Γ∗/Γ and the group algebra of D(Γ) is the Verlinde algebra. The gluing of left- and right-
moving chiral rational conformal field theories is determined by a choice of glue vectors gi
such that:
IId+8s,d ∼= ∐i
(
ΓL ⊥ ΓR + gi
)
(10.15)
The map gLi → gRi provides an isomorphism of the discriminant groups D(ΓL)→ D(ΓR).
and such isomorphisms are in 1-1 correspondence with the automorphisms of the fusion
rules.
Remark. The isomorphism gLi → gRi of discriminant groups is the same as that used
in the Nikulin embedding theorem [59][121]. Indeed, proposition 1.6.1 of [59] corresponds
to the the theorem that different left-right gluings of the rational conformal field theories
are obtained by using an automorphism of the Verlinde algebra, as in [119][120].
10.3. The RCFT’s corresponding to attractor varieties
We now put together the facts reviewed in sections 10.1, 10.2 in the context of the
attractor mechanism.
In the case of Narain compactification on a II18,2 lattice the criterion for an RCFT
is that the right-projection ΠR contains a rank two lattice. Equivalently, there are two
independent vectors p, q with pL = qL = 0. On the other hand, as we have seen, attractive
K3 surfaces (compatible with a fixed elliptic fibration) are defined by pL = qL = 0 for
vectors p, q ∈ 〈e, e∗〉⊥ ⊂ H2(K3;ZZ). As we have seen, these determine the complex
structure
Ω = C(q − τ¯ p) (10.16)
where τ = τ(p, q) as defined in (4.6). Therefore, under F-theory duality heterotic com-
pactification on RCFT’s corresponds to IIB compactification on attractive K3 surfaces.
It follows immediately that the purely right-moving momentum lattice is the tran-
scendental lattice TS so the right-moving chiral algebra is A˜(TS). Indeed, the possible
right-moving RCFT’s are classified by even positive definite rank 2 lattices.
Let us now consider the left-moving momenta. The attractiveK3 surfaces have Neron-
Severi lattice NS(S) of signature (1, 19) and we may write:
〈e, e∗〉ZZ ⊥ N̂S(S) ⊂ NS(S) (10.17)
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where N̂S(S) is a negative definite even lattice of rank 18. For generic attractor points all
the singular fibers are of Kodaira type I1, and hence by (10.7) r(Φ) = 18. Thus, at the
generic attractor point we should identify N̂S(S) with the torsion free part of the MW
group of the elliptic fibration Φ : S → IP1.
Under F -theory duality the purely left-moving momentum lattice is N̂S(S) so the left-
moving chiral algebra includes the chiral vertex algebra A(N̂S(S)). For generic attractor
points, therefore, the left-moving chiral algebra is generated by the Mordell-Weil group.
This gives a physical interpretation of the appearance of that group in F -theory.
Remarks.
1. We identified the right-moving chiral algebra with A˜(TS). A comparison with the
Shioda-Inose theorem leads to an interesting subtlety. Given a chiral algebra A(ΓL)⊗
A˜(ΓR) one can always obtain another RCFT based on A(Γ′L) ⊗ A˜(ΓR) if Γ′L is in
the same genus as ΓL. Thus, several different rational conformal field theories are
associated to a given choice of ΓR, and the enumeration of these compactifications
will again be expressed in terms of class numbers. Presumably these correspond to
different elliptic fibrations of the same K3 surface.
2. Every ρ = 20 surface S admits an embedding of (E8(−1))2 →֒ NS(S) [71]. Since
attractor points are dense this appears to lead to a paradox since enhanced symmetry
points with E8 × E8 gauge symmetry cannot be dense! The condition for enhanced
gauge symmetry is that there is an element γ˜ ∈ 〈e, e∗〉⊥ with γ˜2 = −2. Geometrically
this corresponds to rational curves in singular fibers. In general the embedding of
(−E8)2 involves vectors of type (10.6) but with a, a∗ nonzero. Thus, these divisors
give rise to enhanced gauge symmetry with respect to some elliptic fibration, but not
with respect to the fixed one used in defining the F -theory moduli space.
3. There are several other physical interpretations of the MW group which have appeared
in the literature. Unbroken U(1) factors were associated with the torsion-free part of
the MW group in [115]. In the present discussion these correspond to the vertex
operators −i∂XI of the compact bosons. This group also plays a key role in recent
work on hypermultiplet moduli [122]. Finally some very interesting recent papers
[123][124][125] investigate the physics of the torsion parts of the MW group.
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10.3.1.Arithmetic and the mass spectrum
Let us now consider the physical spectrum of the theory. The transcendental cycles
give right-moving vertex operators in the chiral algebra of the conformal field theory ∼
eipR·X˜(z¯). They can be combined with left-moving chiral algebra elements to give DH-BPS
states. In particular, the mass-squared of these BPS states is
M2 =
1
2
(np+mq)2R =
1
2
(
n2p2 + 2mnp · q +m2q2), (10.18)
where m,n ∈ ZZ. As in the FHSV model, these are norms of ideals in the ideal class asso-
ciated to 2Qp,q. On the other hand, the only chiral vertex operators in A(N̂S(S)) which
survive in the BRST cohomology are those vertex operators related to rational curves in
the singular fibers. This is the standard correspondence between enhanced gauge symme-
try in F-theory and in heterotic theory. Nevertheless, the full chiral algebra A(N̂S(S)) is
not devoid of physical meaning since it gives automorphisms of the algebra of BPS states
in 8D compactifications and, in a related IIA compactification to 6D, it would be a vertex
subalgebra of the algebra of BPS states.
Finally, we note that the mass generating functional of the BPS states is just
∑
P∈II18,2
d(P )e−4πImτM
2(P ) =
∮
dτ1
∑
P∈II18,2 q
1
2
P 2L q¯
1
2
P 2R
η24
(10.19)
and at an attractor point we have a decomposition into characters of the RCFT following
from: ∑
q
1
2
P 2L q¯
1
2
P 2R =
∑
gi
ϑ
N̂S(S)+gi,L
(τ)ϑT (S)+gi,R(τ) (10.20)
where gi are the glue vectors and the coset theta functions ϑT (S)+gi,R(τ) can be expressed
in terms of ray-class theta functions for the quadratic field KD using Theorem 3.4 of
[126]. Therefore, L-functions of KD can be interpreted as BPS mass counting functions
∼∑M−s where we sum over certain subsets of BPS states.
10.3.2.Relation to rational values of G,B, ~A
We now study the attractor points in a tube-domain realization of B18,2, using section
10.1.3. We will show that the standard compactification data G,B, ~A are rational (in
string units).
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As in section 10.1.3 we choose integral w,w∗ ∈ 〈e, e∗〉⊥ ⊂ H2(S;ZZ). Then we can
write p = p+w+p−w
∗+ p˜, q = q+w+ q−w
∗+ q˜ with p˜, q˜ ∈ 〈w,w∗〉⊥
ZZ
∈ Γs−1,1. Note Γs−1,1
need not be unimodular. Using the standard normalization
∫
w∗
Ω = 1 we have:
Ω = y + w − 1
2
y2w∗ =
1
p+ − τ¯ q+
(
q − τ¯ p) (10.21)
and therefore can solve for y:
y =
q˜ − τ¯(p, q)p˜
p+ − τ¯ q+ (10.22)
Going one step further as in (10.13) we can read off the physical moduli ~A, T, U by decom-
posing the vectors
p = p1+w1 + p
1
−w
∗
1 + p
2
+w2 + p
2
−w
∗
2 + ~p
q = q1+w1 + q
1
−w
∗
1 + q
2
+w2 + q
2
−w
∗
2 + ~q
(10.23)
The moduli are:
T =
q2+ − τ¯ p2+
q1+ − τ¯ p1+
U =
q2− − τ¯ p2−
q1+ − τ¯ p1+
~A =
~q − τ¯ ~p
q1+ − τ¯ p1+
(10.24)
In particular, they are quadratic imaginary.
It is useful to be even more explicit. Consider, for simplicity, the subspace B2,2 ⊂ B18,2
corresponding to enhanced E8 × E8 or Spin(32)/ZZ2 symmetry. Let us parametrize B2,2
by T, U , Im(T ) > 0, Im(U) > 0 and identify the Narain lattice with II1,1 ⊕ II1,1 for
momentum and winding around two circles in a basis for H1(T
2). T, U are related to the
compactification data G,B through the standard expressions:
T = B + i
√
detG
U =
G12 + i
√
detG
G11
(10.25)
in terms of which the rightmoving projection of a momentum vector
p = k1w1 + ℓ1w
∗
1 + k2w2 + ℓ2w
∗
2 (10.26)
is
pR =
1√
2ImT ImU
(k2 + ℓ1U + (k1 + ℓ2U)T ) (10.27)
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The moduli of the attractor point defined by electric and magnetic vectors:
q = (ke1, ℓ
e
1)⊕ (ke2, ℓe2)
p = (km1 , ℓ
m
1 )⊕ (km2 , ℓm2 )
(10.28)
is obtained from the vanishing of the left-moving projections:
ke2 + ℓ
e
1U + (k
e
1 + ℓ
e
2U)T¯ = 0
km2 + ℓ
m
1 U + (k
m
1 + ℓ
m
2 U)T¯ = 0
(10.29)
Equation (10.29) can be rewritten as(
ℓm2 −ℓe2
−km1 ke1
)(
ke2 ℓ
e
1
km2 ℓ
m
1
)(
1
U
)
= −T¯ (ke1ℓm2 − km1 ℓe2)
(
1
U
)
(10.30)
Comparison with (7.1) shows that the elliptic curve E =C/(ZZ+ UZZ) has complex multi-
plication by T¯ (ke1ℓ
m
2 −km1 ℓe2). In particular, T and U are quadratic imaginary. Conversely,
from (10.25) it follows that if G,B are rational then T, U are quadratic imaginary and ΓR
contains a rank two lattice.
Computing the complex numbers pR corresponding to purely right-moving vectors
one finds, up to an overall constant, the elements of the integral ideal ap,q defined in (5.3).
10.4. Brief remarks on 4D and 6D compactifications
Given the connection between attractor varieties and rational conformal field theory
in 8D compactifications it is natural to ask if the correspondence somehow extends to 6D
and 4D compactifications of the heterotic string.
In order even to formulate such a correspondence we need to say something about
hypermultiplet moduli. Mirror symmetry allows us to identify “attractor hypermultiplet
moduli” as mirror to attractor vectormultiplet moduli, at least at weak string coupling
(where we can isolate a special Ka¨hler submanifold of the quaternionic space). With this
understood it is natural to conjecture that the compactifications of the heterotic string on
RCFT’s are dual to type II compactifications at attractor points.
In the case of Het[T 4] = IIA[K3] one can confirm this guess combining the above
results with the IIA geometrical interpretation of Narain moduli described in [127] (and
reviewed in appendix C): RCFT points in the Narain moduli space N 20,4 map to K3
surfaces with quadratic imaginary Ω, and quadratic imaginary complexified Ka¨hler class.
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11. Arithmetic of the F -map
11.1. Definition of the F -map
There are two standard ways to parametrize the moduli space of 8D F -theory com-
pactifications. One was described in the previous section based on period points and
Grassmannians. This is the description in flat coordinates. Alternatively one can give
an algebro-geometric description of the family of elliptically fibered K3 surfaces. We will
loosely refer to the map between these two descriptions as the F -map.
More precisely, since we are describing elliptically fibered K3’s with a section we can
give a Weierstrass model of the elliptic fibration Φ : S → IP1:
ZY 2 =4X3 − f8(s, t)XZ2 − f12(s, t)Z3
f8(s, t) =α−4s
8 + · · ·+ α+4t8
f12(s, t) =β−6s
12 + · · ·+ β+6t12
(11.1)
where (s, t) 6= 0 are homogeneous coordinates on the base IP1, (X, Y, Z) 6= 0 are homoge-
neous coordinates for the elliptic fiber, and we divide by the C∗ ×C∗ action:
(s, t;X, Y, Z)∼ (s, t;λX, λY, λZ)
∼ (µs, µt;µ4X, µ6Y, Z)
(11.2)
The F -theory moduli space in algebraic coordinates is then:
Malgebraic =
[
{(~α, ~β)} − D
]
/GL(2,C) (11.3)
where D is an appropriate discriminant locus and we divide by GL(2,C) because Mobius
transformations on s/t define equivalent surfaces.
Choosing a cusp for B18,2 as in section 10.1.3 the F -map is then defined to be the
map ΦF : y → [(~α, ~β)] identifying the moduli spaces. Combining the Shioda-Inose theorem
with the theory of complex multiplication we see that the K3 mirror map should behave
analogously to the elliptic functions in the theory of complex multiplication. Unfortunately,
the results of [70] do not refer to any specific projective model, such as we have in (11.1),
so we formulate the 21
21 I would like to thank E. Diaconescu for pointing out a subtlety in the statement of this
conjecture in version 1. The examples below already indicate that the relevant finite extension
in general is not a ray class field of KD, but involves, at least, and abelian extension of such ray
class fields.
72
Conjecture 11.1 Under the F -map, the quadratic imaginary periods yi ∈ KD map to
αi, βi in some finite extension of KD, for an appropriate choice of coordinates X, Y, Z, s, t.
Of course, since (~α, ~β) can be redefined by GL(2,C) we can only expect the class
[(~α, ~β)] to have a representative in the field. We have not given a mathematical proof of
this statement but we will check it in several examples below. We do not attempt to find
the minimal field of definition.
11.2. Digression on the F-map and K3 mirror symmetry
The F-theory map described in the previous section is the same as the mirror map
for K3 mirror symmetry. This is tautological if one defines the mirror map as a map
between algebraic and flat coordinates as in, for example, [128][129]. However, the F -
map can also be related to the description of K3 mirror symmetry given in [130][131]. A
post-duality-revolution description of [130] proceeds as follows.
Recall the standard string dualities:
Het[T 46789] = F [K389 × T 267] =M [K378910 × T 16 ] = IIA[K36789] (11.4)
where the subscripts indicate “coordinate directions.” This is a useful notational device
to keep track of the various spaces involved.
Consider a family of compactifications so that the flat triple (G,B, ~A) in the Narain
moduli space N 20,4 respects a product structure T 46789 = T 267×T 289 but is otherwise generic.
This means that the Wilson lines on T 289 leave a rank s sub-group H89 ⊂ E8 ×E8 ×U(1)4
unbroken, while the Wilson lines on T 267, leave a rank 20 − s H67 ⊂ E8 × E8 × U(1)4
unbroken. The Wilson lines on T 289 break H67 to its Cartan subgroup, and similarly for
those on T 267.
The family of compactifications described above is given by:
B18−s,s89moduli × B2+s,267moduli (11.5)
forming a 20-complex parameter subspace of the family N 20,4.
Given a family Bρ,2 × B20−ρ,2 we define the mirror family to be Bρ′,2 × B20−ρ′,2 for
ρ+ρ′ = 20. There is an obvious mirror map between these families obtained by involution
(x, y)→ (y, x). (11.6)
It simply corresponds to exchanging the roles of the compactification data of T 289 and T
2
67.
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The relation of the involution (11.6) to what is usually understood by the mirror map
is explained by the geometrical interpretation of the Narain moduli space explained in
[127](and reviewed in appendix C). This provides the detailed map between the moduli
spaces for Het[T 4] and IIA[K3]. Consider the interpretation of (11.6) under this map. As
explained in appendix C.1, the duality map Φe,e∗ requires a choice of a hyperbolic plane
spanned by e, e∗. Under the map Φe,e∗ the moduli space B18−s,289moduli is mapped to the moduli
of complex structures of the elliptic fibration and thence to the complex moduli of the IIA
K3 surface. Following through this map on T 2 × T 2 compactification one finds that the
heterotic Wilson line moduli ~A6 + i ~A7 essentially determine the complexified Kahler class
of the dual IIA K3 surface. Restricting to the family (11.5), this only involves the Wilson
lines of the rank s group H89 unbroken by the “first” torus T
2
89. Thus, B2+s,267moduli is mapped
to the complexified Kahler moduli of the IIA K3 surface, and the involution (11.6) is just
K3 mirror symmetry.
The complex structure moduli are more naturally described in terms of algebraic
coordinates and the complexified Kahler moduli are more naturally described in flat co-
ordinates. For this reason, the F -theory map above coincides with the K3 mirror map in
the sense of [128].
11.3. Examples of the arithmetic nature of the F -map
Conjecture 11.1 about the arithmetic nature of the F -theory map can be checked for
several families of K3 surfaces.
11.3.1.Equations from the Riemann relations
One can write explicit families of Kummer surfaces as quartic surfaces in IP3 using
the Riemann theta relations. Specifically, let Aτ be a principally polarized abelian variety
with polarization L. Suppose that τ ∈ H2 is a period matrix for Aτ and define [73]:
f
(n)
~a (~z) ≡ ϑ
[
~a/n
~0
]
(n~z|nτ) (11.7)
where n is a positive integer, ~a ∈ ZZ2/(nZZ2), and ϑ is a Riemann theta function with
characteristics (we use the notation of [73]). The four functions X~a ≡ f (2)~a are a basis for
H0(Aτ ;L
2). Using [73], p.222, equation 6.6, with n = 2, z1 = z2 = 2~z we can express 6
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even theta functions in H0(Aτ ;L
4) as quadratic expressions in X~a. To be precise, we take:
Y~a(~z) = f
(4)
~a with ~a ∈ ZZ2/(4ZZ2) and find the relations:
X200
X201
X210
X211
 =

Z00 Z20 Z02 Z22
Z02 Z22 Z00 Z20
Z20 Z00 Z22 Z02
Z22 Z20 Z02 Z00


Y00
Y20
Y02
Y22

(
X00X10
X11X01
)
=
(
Z10 Z12
Z12 Z10
)(
Y10 + Y30
Y12 + Y32
)
(11.8)
where Z~a ≡ Y~a(0) are thetanullwherte. Now, using the Riemann relations ([73], p. 223
with n = 4) we can find a quadratic relation on the Y ’s:
λ21(Y
2
00 + Y
2
20 + Y
2
02 + Y
2
22) + 2λ
2
2(Y00Y20 + Y02Y22)
= λ1λ2
(
(Y10 + Y30)
2 + (Y12 + Y32)
2
)
λ1 = f
(8)
(2,0)(0) + f
(8)
(2,4)(0) + f
(8)
(6,0)(0) + f
(8)
(6,4)(0)
λ2 = f
(8)
(0,0)(0) + f
(8)
(0,4)(0) + f
(8)
(4,0)(0) + f
(8)
(4,4)(0)
(11.9)
Combining (11.8) and (11.9) we obtain a quartic relation on X~a embedding Aτ/ZZ2 into
IP3. For further discussion of such equations see [78].
As τ degenerates:
τ →
(
τ1 0
0 τ2
)
(11.10)
the quartic equation degenerates to the Segre embedding: Q2(X)
2 ≡ (X00X11 −
X01X10)
2 = 0 and thus fails to give an embedding of the Kummer surface Km(Eτ1×Eτ2).
There is a standard way to handle this difficulty. We can write the quartic relation as:
Q2(X)
2 − t2F4(X) = 0 (11.11)
Here F4 is a quartic polynomial in X . Moreover, t
2 and the coefficients of F4 are rational
expressions in thetanullwherte of levels 4 and 8 such that t2 vanishes on the locus (11.10)
and F4 does not. (The actual expressions are rather complicated.) We now introduce a
new (affine) coordinate y and replace (11.11) with the equations:
ty −Q2(X) = 0
y2 − F4(X) = 0
(11.12)
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These are equivalent to (11.11) for t 6= 0 and when t = 0 they express the surface as a
double cover of IP1× IP1 branched on a degree (4, 4) curve. The first equation is the Segre´
embedding IP1 × IP1 →֒ IP3, so, if we consider the fibration say, to the first IP1 factor:
π : (y,X) → X00/X10 ∈ C then the fiber is an elliptic curve. Moreover, on the locus
(11.10) the coefficients of F4 are expressed in terms of level 4 and level 8 genus one theta
functions of τ1, τ2. Using the values of τ1, τ2 given in (4.15) and the theory of complex
multiplication we finally get an arithmetic Weierstrass model with coefficients in a ray
class field of KD, as claimed.
11.3.2.Commensurability relations on the mirror map
In [128], Lian and Yau studied the K3 mirror map for certain one-parameter families
of K3 surfaces. They showed that the mirror map satisfies a comensurability relation:
P (j, x) = 0 (11.13)
where P is a polynomial with integral coefficients and x = x(q) is the mirror map. See
also [129]. By CM theory x is therefore algebraic over K̂D at the attractor points.
11.3.3.The Morrison-Vafa E8 × E8 family
Morrison and Vafa considered an interesting 2-parameter family of Weierstrass models
with two E8 singularities [115]:
y2 = x3 + αz4x+ (z5 + βz6 + z7) (11.14)
The explicit map to flat coordinates was found in [132][133]:
j(T )j(U) = −(48α)3
(j(T )− 1728)(j(U)− 1728) = +(864β)2 (11.15)
Once again we can apply class field theory to conclude that α3, β2 are in certain extensions
of a quadratic imaginary field. As we have seen in the previous section, the attractor points
have T, U ∈ KD for some D. Consider the field extensions:
L = KD(j(T ), j(U))
ւ ց
KD(j(T )) KD(j(U))
ց ւ
KD
(11.16)
Now by a general theorem of Galois theory (See, for example [134] ch. 8.1, Theorem 5)
Gal(L/KD) →֒ Gal(KD(j(T ))/KD) ×Gal(KD(j(U))/KD) is an injection so Gal(L/KD)
is abelian and by the second main theorem of complex multiplication L is a ray class field.
(Because of scaling of x, y we are only considering α, β as defined up to cubic and square
roots of one. )
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11.3.4.F -map for stable degenerations
The most complete results available for the F -map follows from the results of Fried-
man, Morgan, and Witten [135]. ( See also [136][137] for descriptions.) These works
give a construction of the F -map in the limit ImT → ∞. The remaining moduli are the
complex structure of T 2, commonly called U , and the E8 × E8 Wilson line moduli. It
turns out that we can treat the E8 factors separately so we focus on a single E8 and take
~A ∈ t⊗C/[(Λ + UΛ) ×WE8] where t is the Cartan subalgebra, Λ is the root lattice, and
WE8 is the Weyl group of E8.
As shown in [135][136] the F-theory dual of the limit ImT →∞ is the stable degener-
ation of the K3 surface to a union of two rational elliptic surfaces 22 S1, S2 glued along a
common elliptic curve. This curve is identified with the heterotic torus EU =C/(ZZ+UZZ).
The two dP9’s may be written in the Weierstrass form:
S1 y
2 = 4x3 −
( 4∑
i=0
αis
i
1t
4−i
1
)
x−
( 6∑
i=0
βis
i
1t
6−i
1
)
S2 y
2 = 4x3 −
( 4∑
i=0
α−is
i
2t
4−i
2
)
x−
( 6∑
i=0
β−is
i
2t
6−i
2
) (11.17)
These are glued along the common elliptic curve,
ZY 2 = 4X3 − α0t4XZ2 − β0t6Z3 (11.18)
over [(s1 = 0, t1)] ∼ [(s2 = 0, t2)], where (X : Y : Z) are homogeneous coordinates in IP2.
The two sections of the dP9’s meet in a point over [(s1 = 0, t1)] ∼ [(s2 = 0, t2)]. Suppose
U ∈ KD. As we have seen, we may “choose a gauge,” t, so that α0, β0 are in the ring class
field K̂D.
Following [135] we can also account for the bundle moduli. One key point is the
mapping between flat gauge fields on EU and collections of points on EU written in the
Weierstrass form. For a U(1) gauge field the map is standard. Let z ∼ z+1 ∼ z+U be a
flat coordinate on EU . Let φ, θ specify the holonomies around a basis of one-cycles on T
2,
with 0 ≤ φ, θ ≤ 1. Then we map
Az¯ =
φ+ Uθ
ImU
→ (x = ℘(φ+ Uθ), y = ℘′(φ+ Uθ)). (11.19)
22 We abbreviate “rational elliptic surface” to dP9, since they are almost del Pezzo.
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By the second main theorem of complex multiplication if Az¯ is in KD then after suitable
rescaling (x, y)→ (t2x, t3y) the Weierstrass coordinates are in a ray class field of KD. An
appropriate rescaling is given by
t2 =
g2(U)g3(U)
∆(U)
(11.20)
With this choice the x-coordinate becomes a Weber function.
Now consider the full E8 bundle moduli. As explained in section 4 of [135], the moduli
space of flat E8 bundles on an elliptic curve EU may be identified with the moduli of com-
plex structures on a corresponding del Pezzo surface S¯ together with a fixed anticanonical
divisor, identified as EU . One maps the flat gauge field to a collection of 8 points on EU .
These 8 points are then identified with the intersection between EU and a collection of
divisors forming a ZZ-basis for the component E8(−1) of H2(S¯;ZZ). We now view S¯ as
a blow-down of the dP9 called S above. From the complex structure of S we obtain the
“algebraic moduli coordinates” αi, βi in (11.17),
The procedure of the previous paragraph can be implemented quite explicitly following
appendix A of [138], and we do so here. We choose a basis for the Cartan subalgebra of
E8 so that a flat gauge field may be considered as an 8-tuple ~w = (w1, . . . , w8) with
certain identifications listed in [138]. We define nine points on EU in flat coordinates by:
wi = zi − z0, i = 1, . . . , 8, with z0 + z1 + · · ·+ z8 = 0. These determine nine points ei on
the curve (11.18). Their homogeneous coordinates are written:
ei =
(
Xi, Yi, Zi
)
(11.21)
with Xi = t
2℘(zi)Zi, Yi = t
3℘′(zi)Zi. Equations for the surface S can be written by
expressing it as a blowup of 9 points in IP2 sitting at the intersection of (11.18) with a
second elliptic curve Q(X, Y, Z) = 0. The curve Q is determined as follows. We have the
equation for S:
u(4X3 − g2XZ2 − g3Z3 − Y 2Z) +Q(X, Y, Z) = 0 (11.22)
where u is an affine parameter for the base of the elliptic fibration of S. The coefficients
of Q are compleletely deteremined, up to an overall scale, by enforcing linear equations
requiring that the nine points (11.21) lie on the cubic Q = 0 [138].
By choosing t2 as in (11.20) and Zi = 1 we find that Xi, Yi are in an abelian extension
of a ray class field, call it K˜~w,D, of KD and consequently, so are the coefficients of Q.
Finally, the cubic (11.22) in IP2 can be put in Weierstrass form, hence allowing us to extract
~α, ~β, by a standard method described in [139]. This procedure can be implemented over
any field of characteristic zero so we conclude that αi, βi ∈ K˜~w,D. This finally completes
our verification of Conjecture 11.1 in the limit of a stable degeneration.
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12. Kronecker’s Jugendtraum, Hilbert’s Twelfth problem, and Mirror symme-
try
Perhaps the most interesting implication of the attractor mechanism from the purely
mathematical point of view is the possible relation between mirror symmetry and gener-
alizations of complex multiplication which it suggests.
Consider the problem of finding all abelian extensions of a number field K. The
Kronecker-Weber theorem states that all abelian extensions of K = Q are subfields of
some cyclotomic extension Q[e2πi/n]. Thus, there is a “magical” transcendental function,
x→ f(x) = exp[2πix] whose values on torsion points in the circle f(x), x ∈Q generate all
abelian extensions of Q.
What mathematicians refer to as “Kronecker’s Jugendtraum” is an extension of this
phenomenon to quadratic imaginary fields. Namely, an analogous situation holds with
K =Q replaced by imaginary quadratic fields K = KD, and f(x) replaced by the elliptic
functions: j(τ), ℘(z, τ), ℘′(z, τ) evaluated on torsion points of elliptic curves Eτ of CM
type. Kronecker’s Jugendtraum is true: This is the theory of complex multiplication,
outlined above.
In his famous address to the ICM in 1900 Hilbert posed his 12th problem [140]23 in
which he encouraged mathematicians to:
“ ... succeed in finding and discussing those functions which play the part for any alge-
braic number field corresponding to that of the exponential function in the field of rational
numbers and of the elliptic modular functions in the imaginary quadratic number field.”
This has been partially solved by the Shimura-Taniyama theory of abelian varieties
of CM type [79][80][81]. However, in view of the relations we have found between complex
multiplication, K3 mirror symmetry, and the attractor points of supersymmetric black
holes, we cannot help speculating that the transcendental functions provided by the mirror
map are just the functions which Hilbert was seeking. Indeed, we can now recognize
Hilbert’s 12th problem as the proper context for the attractor conjectures of section 8.2.
23 See especially [141] in [140]. I thank G. Zuckerman for bringing this reference to my attention.
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Schematically the proposed generalization may be summarized in the following table:
elliptic curve → Calabi− Yau d− fold
τ ∈ H1 → ta ∈ M˜
discriminant D → γ ∈ Hd(X ;ZZ)
aτ2 + bτ + c = 0 → 2ImC¯Ω = γˆ
Q[
√
D] → K(γ)
τ 7→ j(τ) → The mirror map
(
a+ bτ
N
, τ) 7→ (ya,b,N = ℘′, xa,b,N = ℘) → Coordinates of
K̂(γ) rational points
(12.1)
Of course, if the attractor conjectures turn out to be correct (or even “approximately
correct”) then one would want to know precisely which number fields K(γ) and which
extensions K̂(γ) actually appear.
13. Possible applications of arithmetic to the study of BPS states
This section is even more speculative than the previous sections. In the above sections
we have shown that, as complex varieties, the attractor varieties are arithmetic. Indeed
they are defined over “class fields” of KD or abelian extensions of class fields of KD. In
this section we sketch a few consequences of this result.
13.1. Galois action on attractor vectormultiplet moduli
One of the main points of class field theory is that K̂D is Galois over KD, and
Gal(K̂D/KD) is in fact isomorphic to the class group C(D) of the field KD itself. In
the case of ring class fields of an order O(D) the isomorphism can be expressed very
concretely:
[τ ]→ σ[τ ] ∈ Gal(K̂D/KD)
j([τ¯i] ∗ [τj]) = σ[τi](j[τj])
(13.1)
Example. Continuing our example (3.16) with D = −20 we have seen that K̂D=−20 =
KD=−20(
√
5) =Q(
√−1,√−5). See (7.8). Note that indeed the Galois and class groups are
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isomorphic: Gal(K̂D/KD) ∼= ZZ/(2ZZ) ∼= C(−20). The isomorphism (13.1) can be verified
explicitly:
(50− 26
√
5)3 = j(
1 + i
√
5
2
) = j([τ2] ∗ [τ1]) = σ[τ2](j([τ1])) = σ[τ2]
[
j(i
√
5)
]
=σ((50 + 26
√
5)3) = (50− 26
√
5)3
(13.2)
Using (13.1) it follows that Gal(Q¯/Q) acts on the (complex structure) attractor IIB
vectormultiplet moduli, and permutes the attractor moduli at fixed discriminant. Thus,
the Galois group extends the U -duality group and “unifies” the different attractor points
at discriminant D enumerated in section 3.
The physical use of this group action is at present unclear, although it is aesthetically
pleasing that a group of some mathematical importance does unify the “accidental degen-
eracy” of U -duality inequivalent classes with fixed horizon geometry, as described above.
One error we should guard against: the Galois action is not a symmetry of string theory.
This can be seen simply by examining the mass-spectrum of BPS states at the attractor
points. As we showed in section 5 above, in the case of the FHSV model the BPS spectrum
is completely disjoint at the different attractor points permuted by Gal(Q¯/Q).
13.2. Galois action on positions of D-branes
It is also worth noting that in string duality moduli space and spacetime are often
identified with one another. Since there can be distinguished coordinates in moduli space
there can be distinguished coordinates in spacetime (somewhat at odds with general covari-
ance) so it might make sense under some circumstances to ask about the physical meaning
of K-rational points on an arithmetic variety.
An interesting example of this is provided by the position of D7 branes in 8-dimensional
F-theory compactifications. It follows from the results of section 11 that attractive K3
surfaces can be given arithmetic Weierstrass presentations. In these coordinates the D7
branes are located at arithmetic points of the variety. For example, in the Morrison-Vafa
family (11.14) the discriminant of the cubic is
∆ = s10t10
[
4α3(st)2 + 27(t2 + βst+ s2)2
]
(13.3)
There are two E8 singularities at s = 0 and t = 0, each containing 10 7-branes. There are
4 other singularities at the solutions of
z4 + 2β(z3 + z) + (4(α/3)3 + β2 + 2)z2 + 1 = 0. (13.4)
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So the positions of the D7’s, in z coordinates, are at algebraic integers in a quartic extension
of K̂D(β).
In general, if Conjecture 11.1 is correct the 7-branes will be located at arithmetic
points, and their positions will be permuted by Gal(Q¯/Q). The study of this and related
actions on D-brane positions might turn out to be very interesting.
13.3. A calculation indicating a possible relation of dimHγBPS to heights
In Diophantine geometry one can associate a real number (often an integer) H(X,L)
to a polarized variety (X,L) defined over a number field. This number H(X,L) is called a
multiplicative height of X . On the other hand, thanks to the attractor mechanism, given
an area code (γ,B) we can associate an attractor variety X(γ,B) and a positive integer, the
dimension dimHγBPS of the space of BPS states of charge γ for IIB compactification on
X(γ,B). Conjecturally, the attractor varieties X(γ,B) are arithmetic.
24 One might wonder
whether dimHγBPS defines a notion of a height function on the varieties X(γ,B). If so,
results from Diophantine geometry might be brought to bear on understanding the spaces
of BPS states (or conversely).
There are many notions of “height.” Here we focus on the “Faltings height” or “stable
modular height” of a Calabi-Yau X defined over a number field K. Roughly speaking,
we form the family π : X → S with S = SpecOK together with the associated line
L = Rπ∗ωX/S , where ωX/S is the relative dualizing sheaf. We now define the degree of
L, degL, by summing a logarithmic norm on the fibers of L over all the places of S. The
norm at the places at infinity is based on the hermitian form: i
∫
X
Ω ∧ Ω¯. The choice of
normalization of Ω cancels from the contribution at the finite places. See [142][143][144] for
precise descriptions. It is more convenient to work with the logarithmic height h(X,L) =
logH(X,L). This height is related to the degree of L by [K : Q]h(X,L) = degL, where
X,L are defined over K.
In this section we argue that, at least in some examples, if Xγ is an attractor variety
with discriminant D then h(Xγ,L) has asymptotics for large D similar to log[S/π] where
S is the black hole entropy, suggesting that dimHγBPS might actually be related to heights.
Specifically, we consider the Faltings height of theN = 8 attractors, regarded as principally
24 For brevity we write Xγ below.
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polarized varieties defined over a number field. We will argue (nonrigorously!) that, for
certain sequences of charges with I4(γ)→∞,
h(Xγ ,L) ∼ κ log[S/π] (13.5)
where κ is a constant of order 1. Optimistically one might hope that κ is rational.
In section 6 we showed that the N = 8 attractor is isogenous to a product of 3 elliptic
curves with modular parameter τ(γ) = i
√
I4(γ). We denote the elliptic curve by Eγ. By
the definition of the degree of a metrized line bundle it is clear that h(A1×A2,L1⊗L2) =
h(A1,L1) + h(A2,L2). Thus we will concentrate on an estimate for the height of the
elliptic curve Eγ . The height of Eγ can be studied using a result of Silverman, but before
embarking on this we must address the issue of the isogeny.
The height of a variety changes under isogeny. By a result of Faltings (see, e.g. [143],
Lemma 5, p. 18) the heights h(Xγ) and h(Eγ ×Eγ ×Eγ) differ by logarithmic corrections
in the prime factors of the degree of the isogeny. Optimistically these will lead to U -duality
invariant corrections ∼ logI4(γ), but whether this is so requires much more study. We will
dodge the issue by taking the case where the charges are such that I4(γ)→∞ with detR
held fixed. In this case the correction for the isogeny will not matter.
Let D = −I4(γ). We will assume that it is a fundamental discriminant, i.e., that D is
the discriminant of KD. This means that D = 0, 1mod 4, and, if D = 1mod 4, then it is
squarefree, while if D = 0mod 4 then D/4 = 2, 3mod 4 and is squarefree. We choose the
Weierstrass model for the curve Eγ defined over the Hilbert class field K̂D, as described
in section 7.2. We write it in the form:
y2 = 4x3 − g2x− g3
g2 = 27j(j − (12)3)
g3 = 27j(j − (12)3)2
∆ = g32 − 27g23 = 26 · 312 · j2(j − (12)3)3
(13.6)
so that the coefficients are in the ring of integers O
K̂D
.
The Faltings height for a curve over a number field can be computed using a result of
Silverman (Proposition 1.1, p. 254 in [143]). Applying it in the present example we have:
25
24h(D)h(Eγ/K̂D) = log |NK̂D/Q(DEγ/K̂D )|+
h(D)∑
k=1
R(τk)
R(τ) ≡ −2 log
[
(Imτ)6|η24(τ)|(2π)−12
] (13.7)
25 There is an unfortunate clash of notation. Recall that h(D) stands for the class number.
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Here D
Eγ/K̂D
is the “minimal discriminant.” It is a certain integral ideal in K̂D which
divides the principal ideal (∆) obtained from (13.6). (For a definition see [145], p. 224.)
The second sum is over representatives for the ideal class group. We write these repre-
sentatives as τk = (−bk +
√
D)/2ak and assume they are in the fundamental domain for
PSL(2,ZZ).
In order to estimate the growth at large D we need some estimate of the norm of the
minimal discriminant. While one can probably do better, we will be content to note that
0 < log[|N
K̂D/Q
(D
E/K̂D
)|] (13.8)
since D
E/K̂D
is an integral ideal and that
log |N
K̂D/Q
(D
E/K̂D
)| < 12h(D) log[18] + 4
h(D)∑
k=1
log |j(τk)|+ 6
h(D)∑
k=1
log |j(τk)− j(i)| (13.9)
since D
E/K̂D
divides (∆). Putting these bounds together we can estimate the growth of
h(Eγ/K̂D) in terms of averages over the class group:
〈R(τ)〉 < 24h(Eγ/K̂D) < 12 log[18] + 4〈log |j(τ)|〉+ 6〈log |j(τ)− j(i)|〉+ 〈R(τ)〉 (13.10)
where
〈f(τ)〉 ≡ 1
h(D)
h(D)∑
k=1
f(τk) (13.11)
for any function f .
In order to estimate these averages we need some understanding (at least at the
heuristic level) of the distribution of class representatives [τk] in the fundamental domain
for large D. This was developed in collaboration with Steve Miller and will be described
elsewhere. Roughly speaking, the τk are equi-distributed with a cutoff Imτ ≤ |D|1/2/2
coming from the principal class. Using this model one finds the rough estimates:
〈R(τ)〉 ∼ 6 log |D|
〈log |j(τ)|〉 ∼ 3 log |D|
〈log |j(τ)− j(i)|〉 ∼ 3 log |D|
(13.12)
These estimates have been checked (by Steve Miller) with extensive numerical calculations.
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A consequence of (13.12) is that
1
2
log |D| <∼ h(Eγ/K̂D) <∼ 3 log |D| (13.13)
which is our main estimate, leading to the guess (13.5).
Remarks.
1. The first term on the right hand side of (13.7) can probably be handled much more
accurately. Thanks to results of Gross and Zagier [146] the minimal discriminant can
probably be calculated explicitly. For example, if D = −4m and m 6= 0mod3 then
j(τ) is the cube of an algebraic integer in K̂. This allows one to get a better estimate
of the minimial discriminant.
2. There are two “moral reasons” to hope for a connection between heights and entropy.
First, according to the mathematicians, the height “measures the arithmetic complex-
ity” of Xγ . On the other hand since arithmetic questions do enter in determining the
existence of BPS states one might hope that an “arithmetically complicated space”
supports many BPS states. Second the entropy is given in terms of the holomorphic
(3, 0) form Ω on the attractor variety by
log[S/π] = log
∣∣∣∣∫
γ
Ω
∣∣∣∣2 − log | ∫
X
Ω ∧ Ω¯| (13.14)
which bears a remote resemblance to the definition of heights as a sum of contributions
from finite and infinite places, respectively.
3. For some further discussion along these lines see [147].
14. Conclusion: Summary of the main results and speculations
In this paper we have reviewed (and, we hope, clarified) some of the literature on the
attractor equations. We have also stated some concrete results and offered (too) many
speculations. Here is a summary of the main results and speculations:
Summary of the main results:
1. The number of U -duality inequivalent charges with fixed discriminant (i.e., horizon
area in the supergravity approximation) is given by class numbers, and grows as a
power of the area for large areas. (Section 3, equations (3.19),(3.23),(3.25).)
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2. The attractor varieties for compactification on K3 × T 2, T 6 are described explicitly.
They are related to products of three isogenous elliptic curves with complex multipli-
cation. (Corollary 4.4.1, Proposition 6.3.1). Consequently, the attractor varieties for
these compactifications are arithmetic. (Section 7.2)
3. The BPS mass-squared spectrum at attractor points in the FHSV model is integral,
and may be described in terms of norms of ideals in quadratic imaginary fields. (Sec-
tion 5)
4. Examples of exact CY 3-fold attractor varieties are described in section 8.3.
5. There can be more than one basin of attraction for the dynamical system (2.37). An
example is given in section 9.2.
6. Under 8D F -theory duality, the attractive K3 surfaces map to rational conformal field
theories. (Section 10).
7. The mirror map for K3 surfaces has properties generalizing the arithmetic properties
of the j-function, at least in some examples. (Section 11).
Summary of the main speculations:
1. Attractor varieties are arithmetic, and define arithmetic values of the mirror map.
(Conjectures 8.2.1, 8.2.2, 8.2.3. Section 12.)
2. Type II compactifications on attractor Calabi-Yau varieties are dual to heterotic com-
pactifications on rational conformal field theories. (Section 10.4)
3. Attractor points in vectormultiplet moduli space form orbits for an action of Gal(Q¯/Q).
(Sections 13.1, 13.2)
4. The number of BPS states of charge γ ∈ H3(X ;ZZ), dimHγBPS, defines a height func-
tion for the attractor varieties Xγ . (Section 13.3)
Many further speculations could be mentioned, but we spare the intrepid reader. We
only mention that one might suspect that the Galois group will play a role in the conformal
field theory obtained from brane dynamics as in [37][148][149], since those conformal field
theories are obtained only when the moduli take their attractor values.
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Appendix A. Quadratic imaginary fields
A quadratic imaginary field is a number field of the form
KD ≡Q[
√
D] ≡ {r1 + r2
√
D : r1, r2 ∈Q} (A.1)
with D < 0. Of course, for any rational number ℓ both D and Dℓ2 generate the same
quadratic extension. (This can lead to some confusion.) We usually reserve D for an
integer = 0, 1mod4, not necessarily square-free.
The ring of integers OK in K are the solutions of monic polynomials with rational
integral coefficients. If N is squarefree and KD =Q[
√
N ] this ring is, explicitly:
OKD = ZZ[
√
N ] N 6= 1 mod4
= ZZ[
1 +
√
N
2
] N = 1 mod4
(A.2)
If α1, . . . , αn form an integral basis for the ring of integers OK in any number field K
of degree n then the discriminant of the field is defined by:
d(K) = det(Tr(αiαj)) (A.3)
In particular, if N is square-free then Q[
√
N ] has discriminant
d(Q[
√
N ]) = 4N N 6= 1mod4
= N N = 1mod4
(A.4)
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(Warning: the field KD is not necessarily of discriminant D.)
An order O in a number field K is a subring of K containing 1 which is a ZZ-module
of rank equal to the degree of K. If {α1, · · · , αn} is a ZZ-basis then since O is a ring:
αi · αj = N kij αk (A.5)
so αi, being an eigenvalue of the integral matrix (Ni)
k
j = N
k
ij is an algebraic integer. Thus
O ⊂ OK and we may think of an order as a finite index sublattice of OK closed under
multiplication. If D = 0, 1mod4 we can construct an order O(D) in K =Q[√D]:
O(D) = ZZ⊕ ωZZ
ω =
D +
√
D
2
(A.6)
This order has discriminant D as one easily checks using the identity:
ω2 = −D(D − 1)
4
+Dω (A.7)
The index of O(D) in OK is called the “conductor.” Sometimes it is useful to write:
O(D) = ZZ+ fOK (A.8)
If f = 1 we get the ring of integers OK .
An ideal in O(D) is a subring a of O(D) such that for all x ∈ O(D), xa ⊂ a. It can
be shown ([150], 5.2.1) that every ideal in O(D) can be put in Hermite normal form:
a = ℓ1ZZ+ (ℓ2 + ℓ3ω)ZZ (A.9)
where 0 ≤ ℓ2 < ℓ1, 0 < ℓ3, ℓ3|ℓ1, ℓ2 and ℓ1/ℓ3 divides
D
4
− (ℓ2/ℓ3 +D/2)2 (A.10)
or, equivalently,
ℓ1ℓ3
∣∣∣∣ℓ22 + 2ℓ2ℓ3D + ℓ23D(D − 1)4 (A.11)
The condition (A.11) is necessary and sufficient for (A.9) to be an ideal in O(D).
Now we may associate certain equivalence classes of ideals in O(D) with certain equiv-
alence classes of quadratic forms of discriminant D. The map from forms of discriminant
D to ideals is given by: (
a b/2
b/2 c
)
→ a = aZZ+ −b+
√
D
2
ZZ (A.12)
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This map is not 1-1. Indeed, forms related by “axion shifts”
(
a b/2
b/2 c
)
→
(
1 m
0 1
)tr (
a b/2
b/2 c
)(
1 m
0 1
)
(a, b, c)→ (a, b+ 2am, c+ bm+ am2)
(A.13)
map to the same ideal. For the inverse map we choose an integral basis of the ideal
a = ω1ZZ⊕ ω2ZZ (A.14)
and consider the map from ideal-with-basis to binary quadratic forms (x, y are real):
ω1ZZ⊕ ω2ZZ →
√−D |(xω1 − yω2)|
2
|ω1ω¯2 − ω2ω¯1| =
√−D |x− τy|
2
2Imτ
= a|x− τy|2 (A.15)
Ideals can be multiplied in an obvious way. A principal ideal is one of the form
(α) ≡ αO(D). An ideal class is an equivalence class of ideals under multiplication by
principal ideals. One key result (see, e.g., [64], theorem 7.7) is that proper equivalence
classes of positive binary quadratic forms of discriminant D are in 1-1 correspondence
with ideal classes of the order O(D).
The norm of an element α ∈ K in a Galois extension is the product over the conjugates.
For a quadratic extension of Q this is just N(α) = αα¯. The norm of the ideal a, denoted
N(a) is the order of a in O(D) considered as a sublattice:
N(a) ≡ |O(D)/a| (A.16)
This is easily computed since the lattice with oriented basis 〈ω1, ω2〉 has unit cell of volume:
Imω¯1ω2. For example, the norm of (A.9) is given by ℓ1ℓ3. The norm of (A.12) is just
N(aZZ+
−b+√D
2
ZZ) = a (A.17)
The norms of the integral ideals in an ideal class are exactly the integers represented
by the corresponding quadratic form. This set of integers only depends on the SL(2,ZZ)
class of the form. Since f(x, y) = N(a)|x−τy|2 we see that this is the norm of the integral
ideal a(x− τy).
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Appendix B. Lattice embedding and the Smith-Minkowski-Siegel formula
B.1. Some definitions
In addressing problems of duality symmetry we often run into the following general
lattice embedding problem:
Given a lattice S and a unimodular lattice L,
a.) Is there an embedding S → L?
b.) How many inequivalent embeddings are there?
These problems can be addressed using methods described in [59][121][66], and are
solved by the Nikulin embedding theorem, [59], Proposition 1.14.1. 26 We collect two
definitions and a few statements useful for understanding the calculation in the text.
Definition. If S is an integral lattice D(S) ≡ S∗/S is a finite abelian group called the
discriminant group [59] or dual quotient group [66]. It comes equipped with a binary
quadratic form: q(x+ S) = x2mod2ZZ (for S even). q is called the discriminant form.
Definition. Two quadratic forms are in the same genus if they have the same signature
and discriminant form q.
One also encounters the definition that two forms are in the same genus if they are
equivalent over the p-adic integers ZZp for all p, including p = ∞. As shown in [59] the
above is an equivalent definition.
In addressing the lattice embedding problem the following statements are very useful.
They can all be found in [59].
1. Even overlattices are in 1-1 correspondence with isotropic subgroups of the dis-
criminant group. ([59], Prop. 1.4.1).
2. An embedding of an even lattice S in a unimodular lattice L determines L as
an even overlattice of S ⊕ K where K ≡ S⊥. In this case the isotropic subgroup of the
overlattice is maximal isotropic. Moreover, there is an isomorphism ψ : D(S) → D(K)
and qK ∼= −qS .
3. Conversely, given a lattice S in the genus (t+, t−, qS) and a lattice K in the genus
(l+ − t+, l− − t−, qK) and an isomorphism ψ : D(S)→ D(K) such that qSψ = −qK there
exists an embedding of S into a unimodular lattice of signature (l+, l−).
4. By definition, two embeddings are equivalent if there is an O(L) transformation
taking one to the other. Two embeddings are equivalent iff there exists φ ∈ O(K) such
that ψφ¯ = ψ′, where φ¯ is the induced map on D(K). ([59]1.6.1).
26 I thank D. Morrison for explaining some of the key ideas to me.
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B.2. Proof of (3.23)
The bound (3.23) is obtained using the “Smith-Minkowski-Siegel mass formula.” For
a description, see [66][151].
The positive primitive lattice Lp,q determines a class with discriminant D. For each
S-duality class choose a representative form Q(ai,bi,ci), i = 1, . . . , h(D) and denote the
corresponding rank 2 lattice by Li. One embedding of Li →֒ II10,2 is defined by gluing
with the orthogonal complement K = E8(−1)⊕Li(−1), but there might be other inequiv-
alent embeddings of Li into II
10,2. We denote the number of inequivalent embeddings by
E(L; II10,2) so that
N (D) =
h(D)∑
i=1
E(Li; II10,2). (B.1)
Now we must estimate E(Li; II10,2). As explained in [59][121], in order to be able to
find glue vectors gα so that:
II10,2 = ∐α
(
L ⊥ K + gα
)
(B.2)
the complement K to L must be in a genus determined by L. The genus ofK is determined
by the signature (in this case (−1)10) and the quadratic form induced on K∗/K to be
g(K) = (10, 0,−qL). It follows from the discriminant form technique that [59][67]:
E(Li; II10,2) =
∑
g(Kj)=(10,0;−qi)
[O(D(Kj)) : Image(O(Kj)→ O(D(Kj))] (B.3)
where the sum runs over inequivalent classes of positive definite lattices Kj in the genus
(−10,+0;−qi), where qi is the quadratic form on the discriminant group L∗i /Li. Note that
O(D(Ki)) is a finite group.
In general there is no good formula for the class number of lattices with dimension
> 2 and the “right” thing to do is count the “mass” given by the Smith-Minkowski-Siegel
formula [151]. The “mass” of a genus is defined to be:
W([Λ]) ≡
∑ 1
|Aut(Λ)| (B.4)
where we sum over the classes in a genus.
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We can use the Smith-Minkowski-Siegel formula to get a lower bound for the number
of U -duality inequivalent charges (p, q) at fixed discriminant Dp,q because:
N (D) =
h(D)∑
i=1
E(Li; II10,2)
=
h(D)∑
i=1
∑
Kj :g(Kj)=(10,0;−qi)
[O(D(Kj)) : Image(O(Kj)→ O(D(Kj))]
≥
h(D)∑
i=1
∑
Kj :g(Kj)=(10,0;−qi)
1
≥
h(D)∑
i=1
∑
Kj :g(Kj)=(10,0;−qi)
1
|O+(Kj)|
(B.5)
The mass formula has the general form:∑
Kj :g(Kj)=(10,0;−qi)
1
|O+(Kj)| = β∞
∏
p<∞
βp (B.6)
The factor at the place at ∞, β∞, grows like |D|(n+1)/2. Here and below n = dimK.
In our case n = 10 gives |D|11/2 and is independent of the genus [152], Appendix B, 3.6.
However, the factors at the finite places can change the asymptotics at large D, so we must
be more careful.
In order to understand the factors at the finite places we need to use the more precise
formula of [151], eqs. 2,3. This formula has the shape:
W([Λ]) = 2π−n(n+1)/4 ·
n∏
j=1
Γ(j/2) ·
∏
p prime
(2wp([Λ]))
2wp([Λ]) = Ap([Λ])Bp([Λ])Cp([Λ])
(B.7)
where Ap is the “diagonal factor,” Bp is the “cross-product” and Cp is the “type factor,”
in the terminology of [151].
We are interested in the growth ofW([Λ]) as a function of discriminant D for large D.
To be precise, we suppose D has a prime factorization D = 2v2p
vp1
1 · · · p
vpk
k where pi are
odd primes. We keep the pi fixed and take vpi → ∞, pi > 2. Under these circumstances,
the “type factor,” while subtle, remains bounded. Likewise, the diagonal factor, which is
related to an L-function will neither approach zero nor infinity in the limit. Indeed, the
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onlyD-dependence in the diagonal factor comes from ζD(s) = L(s, χ) where χ is a Dirichlet
character χ(m) = (D/m) for m odd, and χ(m) = 0 for m even, and s = [(dimΛ + 1)/2].
Now use ζp3D(s) = ζpD(s) for p an odd prime and any D ([151], eq. 14).
The remaining factor is the “cross-product.” Suppose the quadratic form associated
to Λ has p-adic decomposition:
⊕kj=0pj1rj×rj (B.8)
The “cross-product” term is then pℓ/2 with [151]:
ℓ =
∑
0≤i<j≤k
(j − i)rirj
= nvp −
(∑
jr2j + 2
∑
1≤i<j≤k
irirj
)
≤ (n− 1)vp
(B.9)
clearly, ℓ ≥ 1 so we can certainly get a lower bound of D1/2 in (3.23). But we can do
better. The largest values of ℓ are obtained by taking rvp = 1 and all others = 0. This
genus is realized for some embedding. Combining the p-factors we get an estimated growth
of W([Λ]) of D(n−1)/2 and we arrive at (3.23). ♠
Since we expect the typical embedding to realize the case rvp = 1 mentioned in the
above proof we actually expect the growth (3.24).
Appendix C. Grassmannians and the geometrical interpretation of the attrac-
tor equations
The result (4.4 )is proved by using the geometrical interpretation of Narain mod-
uli space in terms of type IIB compactification explained by Aspinwall and Morrison in
[130][127]. We begin with a review of their construction, then we apply it.
C.1. Geometrical interpretation of the Narain moduli spaces for IIB compactification.
Let Gr+(k, V ) denote spacelike k-planes in a real vector space V equipped with a
quadratic form of signature ((−1)k+16, (+1)k). If we identify V = IIk+16,k ⊗ IR then
Gr+(k, V ) is the space of projection operators P : II
k+16,k ⊗ IR → IRk+16,0 ⊥ IR0,k. The
moduli spaces N k+16,k of low-energy supergravity Lagrangians withN > 2 supersymmetry
are locally of the form Gr+(k, V ). Taking into account string U -duality the moduli spaces
are of the form N k+16,k = Γ\Gr+(k, V ).
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C.1.1.The reduction map
The key construction is the following.
Theorem [130][127] Suppose V is a real vector space equipped with form of signature
((−1)q+1, (+1)p+1). Suppose 〈e, e∗〉IR span a hyperbolic plane in V , with e2 = 0. We then
have an isomorphism of manifolds:
Φe,e∗ : Gr+(p+ 1, V ) → Gr+(p, e⊥/e)× 〈e, e∗〉⊥IR × IR+ (C.1)
Proof. We first define Φe,e∗ . Let W ∈ Gr+(p+ 1, V ). We claim that the vector space
Y ′ =W ∩ e⊥ (C.2)
is a p-dimensional spacelike plane in V . To prove this note that Y ′ is spacelike since it is
a subspace of W , which is spacelike. Since W is spacelike, it contains no null vectors, in
particular does not contain the line eIR. Therefore (v, e) = 0 defines a nontrivial linear
equation on vectors in W and hence reduces the dimension by 1.
Furthermore Y ′ does not contain any line of the form
L = (αe+ βe∗ + ℓ)IR (C.3)
where ℓ ∈ 〈e, e∗〉⊥IR and β 6= 0. However, since W is (p + 1)-dimensional and Y ′ is p-
dimensional, W must contain some spacelike line of the form (αe + βe∗ + ℓ)IR where
ℓ ∈ 〈e, e∗〉⊥IR and β 6= 0. We may take this line to be orthogonal to Y ′, in which case the
line is unique. We have thus found a decomposition:
W = Y ′ ⊥ L (C.4)
Now, to define the map Φe,e∗ we project
π : Gr+(p, e
⊥)→ Gr+(p, e⊥/e)
Y ′ → π(Y ′) = Y ′ + eIR
(C.5)
We may define:
Φe,e∗(W ) =
(
π(W ∩ e⊥), ℓ/β, α/β) (C.6)
Let us now describe the inverse. If we are given a triple (Y, ℓ, ξ) we proceed as follows.
We would like to lift Y to Y ′ in (C.5). Note that the fiber of π is an IRp-torsor: Suppose
Y ′1 projects to Y . Choose a basis {xα} for Y ′1 . If π(Y ′2) = Y then Y ′2 has a basis of the
form: {xα + ηαe}, ηα ∈ IR. We can determine this lift uniquely by first choosing the line
L = (ξe+ e∗ + ℓ)IR (C.7)
There is then a unique lift Y ′ of Y which is orthogonal to L. We then define the spacelike
(p+ 1)-plane by (C.4). ♠
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C.1.2.Hyperkahler and complex structures
We choose a hyperbolic plane
〈e1, e∗1〉IR ⊂ H2(K3; IR) (C.8)
giving a decomposition
H2(K3; IR) ∼= IR18,2 ⊥ 〈e1, e∗1〉IR (C.9)
We may choose e1 to be the class representing a torus in K3. The reduction map gives
Gr+(3, H
2(K3; IR)
)→ Gr+(2, e⊥1 /e1)× 〈e1, e∗1〉⊥IR × IR+ (C.10)
The LHS may be identified with the moduli space of volume one hyperkahler structures
[153][154][155]. These are determined by a spacelike 3-plane Σ = 〈ωI , ωJ , ωK〉IR. The
splitting (C.4) becomes
Σ = Ξ′ ⊥ K (C.11)
where Ξ′ is a spacelike two plane identified with a complex structure: Ξ′ = 〈ReΩ, ImΩ〉IR.
The spacelike 2-plane Ξ′ = Σ∩ e⊥1 is a complex structure such that e1 is type (1, 1). With
respect to Ξ′ the K3 surface is an elliptic fibration. The Kahler class lies on the line K.
Remark/Warning: The moduli space
Gr+(2, 〈e1, e∗1〉⊥IR) ∼= O(2, 18)/O(2)×O(18)
is the space of spacelike 2-planes in H2(K3; IR) which are orthogonal to e1, e
∗
1. If we choose
e∗1 so that b = e
∗
1 − e1 represents a sphere in K3 then we can identify Gr+(2, 〈e1, e∗1〉⊥IR)
with the moduli space of complex structures on K3 such that there is an elliptic fibration
with general fiber in the class e1 and holomorphic section represented by b. These complex
structures should be distinguished from Ξ′ in (C.11). There is a unique complex structure
Ξ′e,e∗ which is a lift of [Ξ
′] and is orthogonal to 〈e, e∗〉. This complex structure is, in
general, not compatible with the hyperkahler structure Σ!
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C.1.3.B-field and hyperkahler structures
We next choose another hyperbolic plane so that
H∗(K3; IR) ∼= H2(K3; IR) ⊥ 〈e2, e∗2〉 (C.12)
Given a spacelike 4-plane Π ∈ Gr+(4, H∗(K3; IR)) we define:
Π = Σ′ ⊥ (V e2 + e∗2 +B) (C.13)
with B ∈ 〈e2, e∗2〉⊥ = H2(K3; IR). Once again, Σ′ is not a subspace in H2(K3; IR), but
rather defines an element π(Σ) ∈ Gr+(3, e⊥2 /e2). The real number V is interpreted in [127]
as the volume of K3. 27
C.1.4.Ramond-Ramond moduli
We now choose a hyperbolic plane so that:
IR5,21 ∼= H∗(K3; IR) ⊥ 〈e3, e∗3〉IR (C.14)
If we discuss IIB compactification on K3 then the geometrical interpretation of Θ ∈
Gr+(5, IR
5,21) is [127]:
Θ = Π′ ⊥ (αe3 + e∗3 + C)IR (C.15)
where C ∈ H∗(K3; IR), are the values of the IIB Ramond-Ramond potentials and α = e−φ
is the dilaton. As before Π′ is not a spacelike 4-plane in H∗(K3; IR), but does uniquely
determine Π′e3,e∗3
∈ Gr+
(
4, H∗(K3; IR)
)
.
Finally, considering IIB on K3× T 2. We decompose:
IR6,22 ∼= IR5,21 ⊥ 〈e4, e∗4〉IR (C.16)
and the decomposition of Υ ∈ Gr+(6, IR6,22) is
Υ = Θ′ ⊥ (ae4 + e∗4 + A)IR (C.17)
Denoting the coordinates on T 2 as x4, x5, we identify A ∈ IR5,21 as Wilson lines around
x4 or, alternatively, as the moduli of the tensormultiplets reduced on T 24,5. The factor a
must be interpreted as the area of T 2 [127].
27 As in the case of complex structures, the lift Σ′e2,e∗2
which is orthogonal to 〈e2, e∗2〉 defines a
hyperkahler structure, but it is in general distinct from the spacelike 3-plane compatible with the
“Π-structure” (a generalization of hyperkahler structure).
96
C.2. Proof of (4.4a, b)
We now collect the above decompositions. We choose four mutually orthogonal hy-
perbolic planes so that:
IR6,22 ∼= IR2,18 ⊥ 〈e1, e∗1〉 ⊥ 〈e2, e∗2〉 ⊥ 〈e3, e∗3〉 ⊥ 〈e4, e∗4〉 (C.18)
and so that 〈p, q〉 lies in IR2,18. Using these planes we define a sequence of spacelike planes
(representing decompactification to succesively higher dimensions) by:
Υ = Θ′ ⊥ (ae4 + e∗4 + A)IR
Θ = Π′ ⊥ (e−φe3 + e∗3 + C)IR ⊂ e⊥4 /e4
Π = Σ′ ⊥ (V e2 + e∗2 +B)IR ⊂ 〈e3, e4〉⊥/〈e3, e4〉
Σ = Ξ′ ⊥ (ve1 + e∗1 + k)IR ⊂ 〈e2, e3, e4〉⊥/〈e2, e3, e4〉
(C.19)
The geometrical interpretation of the data was explained above. v, k represent the Kahler
class of the K3,
The equations (4.4b) simply follow from the orthogonality to p, q. The equation (4.4a)
follows because Ξ is the spacelike two-plane given by the span of the real and imaginary
parts of Ω. This 2-plane must contain the rank two lattice spanned by p, q.
From this decomposition we see quite explicitly that the “hypermultiplet moduli” are
not fixed by the attractor, in agreement with previous discussions [54].
Appendix D. A list of some notation
αˆI , βˆ
I A symplectic basis for H3(X ;ZZ). The dual basis is given by αI , βI .
A(Γ) The chiral vertex operator algebra generated by an even integral lattice Γ.
A˜ The rightmoving, or anti-holomorphic chiral algebra. In general ˜ denotes a right-
moving quantity.
Br,s The Grassmannian of spacelike s planes in IIr,s ⊗ IR.
CM Complex multiplication
CY Calabi-Yau.
Dabc Intersection numbers for a CY 3-fold.
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D(γ) The discriminant of a BPS state with charge γ. (Sec. 3).
Dp,q (p · q)2 − p2q2, for p, q vectors in a lattice.
Eτ The elliptic curve C/(ZZ+ τZZ).
F The total electric/magnetic fieldstrength (Sec. 2).
F Also, the inhomogeneous prepotential (Sec. 2, Sec. 9).
γ The charge of a BPS state. Usually, a vector in H3(X ;ZZ). The Poincare´ dual is −γˆ.
h(D) The class number of D
Hr The Siegel upper half plane of r × r matrices.
K A generic number field. Also, a lattice (appendix B).
KD The quadratic field KD =Q[
√
D]. In this paper D is usually < 0, = 0, 1mod4.
K̂D The extension KD(j(τ)), the ring class field of KD for the order O(D).
Λ The electric/magnetic charge lattice.
Lp,q The rank 2 lattice spanned by p, q.
LCSL “Large complex structure limit,” or, point of maximal unipotent monodromy
〈·, ·〉 A symplectic bilinear form.
〈v1, . . . , vn〉R A module over a ring R generated by elements v1, . . . , vn.
M, M(X) The moduli space of complex structures on a polarized variety X .
M˜ The universal cover of M.
MW Mordell-Weil (sec. 10).
N The number of independent 4-dimensional supersymmetries.
N r,s Narain moduli space
Ω A nowhere vanishing holomorphic (d, 0) form on a Calabi-Yau d-fold.
Πp,q The projection onto type (p, q) in a Hodge decomposition.
Q A positive integral binary quadratic form, ax2 + bxy + cy2. Also denoted as (a, b, c)
or Q(a,b,c).
Qp,q A quadratic form defined in (3.4).
RCFT Rational conformal field theory.
r The rank of a gauge group. Also, a radial coordinate in the black hole ansatz (2.30).
r =∞ is the flat Minkowskian region.
ρ ρ = 1/r in the black hole ansatz (2.30).
IIrs The even unimodular lattice of signature (−1)r, (+1)s.
S A K3 surface (sec. 4) . Also, a lattice (appendix B). Also, a del Pezzo surface (Sec.
11.3.4).
T d A torus of d real dimensions.
T The Ka¨hler modulus of a sigma model with target space a torus T 2.
ta Flat coordinates near a large radius limit.
WPZ Weil-Peterson-Zamolodchikov
X A Calabi-Yau 3-fold.
X˜ A mirror to a CY 3-fold X .
XI , FI Periods of a CY 3-fold. Special coordinates.
Z(Ω; γ) The central charge in superselection sector γ, (2.34).
Z∗ A fixed point value of the central charge determined by the attractor mechanism.
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