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Resumo. O objectivo principal deste artigo centra-se na apresentação de métodos de 
segmentação de imagem adequados para a construção de modelos geométricos 3D das 
estruturas do ouvido a partir de imagens médicas de Tomografia Computorizada (TC), 
sendo discutidas as vantagens e desvantagens de cada um. Os métodos são classificados 
de acordo com as técnicas utilizadas; nomeadamente, em métodos de thresholding, de 
clustering e de modelos deformáveis. Neste artigo, são também apresentados e discutidos 
resultados experimentais de segmentação das estruturas do ouvido em imagens de TC. 
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1. INTRODUÇÃO 
No homem, o sistema auditivo pertence ao grupo dos sentidos especiais, que se definem como 
sistemas que possuem receptores altamente localizados que proporcionam informação 
específica sobre o ambiente que o rodeia. Este sistema compreende os órgãos responsáveis 
pela função auditiva e pelo equilíbrio. O ouvido humano é usualmente dividido em ouvido 
externo, ouvido médio e ouvido interno [1, 2].  
A reconstrução e a visualização de modelos 3D do ouvido humano têm elevada 
aplicabilidade no ensino [3, 4], na construção de modelos biomecânicos [5, 6] e no 
planeamento pré-cirúrgico [7, 8]. Para a realização dos modelos tridimensionais podem 
ser utilizadas imagens médicas obtidas a partir de diferentes técnicas de imagiologia, 
como por exemplo, Tomografia Computorizada (CT-standard, Micro-CT, Spiral-CT) [9-
11], Ressonância Magnética (MR-standard, Micro-MR) [12-14] e Processamentos 
Histológicos [13]. Já em estudos experimentais sobre as propriedades anatómicas do ouvido 
têm sido utilizados ouvidos de gatos, de porquinhos-da-índia, de cadáveres humanos e de 
chinchilas [6, 13]. 
Desde a década de 80, têm havido vários desenvolvimentos que combinam a tecnologia do 
processamento de imagem à imagiologia médica e aos processos histológicos para a 
realização da modelação tridimensional das estruturas do ouvido interno. A modelação do 
ouvido médio tem provado estar já consideravelmente estudada e desenvolvida quando 
comparada com a morfologia real do ouvido médio [13]. A tecnologia de processamento de 
imagem é fundamental para aproximar os modelos geométricos às morfologias anatómicas 
das estruturas em questão. Assim, a segmentação das estruturas do ouvido é essencial para a 
criação de modelos computacionais eficientes. Os métodos de segmentação de imagem 
podem-se dividir em três tipos principais considerando as técnicas base usadas: thresholding, 
clustering e modelos deformáveis. Os métodos de segmentação podem também ser 
conjugados de forma a obter-se resultados de segmentação mais exactos. 
A utilização de modelos geométricos permite a simulação do comportamento do ouvido, de 
forma a compreender as relações existentes entre as estruturas e a sua função. Desta forma, 
torna-se mais fácil a compreensão e a optimização de implantes/instrumentos protésicos. Por 
outro lado, também são melhoradas as metodologias de planeamento dos procedimentos 
cirúrgicos a serem utilizados no ouvido [15]. A modelação biomecânica do ouvido também 
apresenta um papel fundamental no diagnóstico e tratamento de doenças do ouvido médio e 
interno. Estes dois processos são dificultados pelo pequeno tamanho das estruturas e das 
posições recônditas em que se encontra o osso temporal [16]. A partir da modelação do 
ouvido interno podem ser identificados os pacientes que apresentem anomalias anatómicas do 
labirinto ósseo, contudo, apenas 15% dos pacientes com perda de audição apresentam 
configurações anormais. Desta forma, existe a facilidade em criar modelos com configurações 
anormais que efectivamente representem pacientes que apresentem perda de audição [17]. 
Sendo assim, o implantação coclear apresenta-se como uma aplicação directa da modelação 
geométrica, sobretudo nos dias de hoje que se tem tornado numa intervenção clínica padrão 
utilizada em todo o mundo para surdez severa e/ou profunda. A posição do array de 
eléctrodos implantados tem sido apresentada como uma das variáveis importantes no 
reconhecimento da fala e através da modelação geométrica é possível criar automação no 
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processo de inserção do eléctrodo. Este processo tem demonstrado um papel importante no 
que diz respeito à presença de traumas na cirurgia coclear. Assim, com a utilização de 
métodos automáticos, podem ser reduzidos os traumas cirúrgicos e minimizada a utilização de 
técnicas invasivas [7, 8]. Para além disso, as técnicas de pós-processamento, como a técnica 
de endoscopia virtual, têm sido muito desenvolvidas como uma forma de simulação da 
cirurgia do ouvido médio [13]. 
O objectivo principal deste artigo centra-se na apresentação e verificação das vantagens e 
desvantagens de métodos de segmentação de imagem adequados para a construção de 
modelos geométricos 3D das estruturas do ouvido, a partir de imagens médicas de 
Tomografia Computorizada e discussão dos seus resultados. 
O artigo está organizado em 4 secções, sendo que, na secção 2 é efectuada uma revisão dos 
algoritmos de segmentação utilizados em imagens médicas e demonstrada a aplicação dos 
mesmos em imagens do ouvido com recurso a resultados experimentais. Na secção 3 são 
descritas as vantagens e desvantagens dos métodos experimentados. Por fim, na secção 4, são 
apresentadas as conclusões do estudo apresentado. 
2. ALGORITMOS DE SEGMENTAÇÃO 
Nesta secção apresentam-se os métodos de segmentação de imagem tendo em 
consideração as técnicas base. Os métodos foram divididos em 3 classes: métodos de 
segmentação que têm como base a técnica de thresholding, métodos baseados na técnica 
de clustering e métodos de segmentação que têm como base a técnica dos modelos 
deformáveis. 
2.1. Métodos de segmentação baseados na técnica de thresholding 
O thresholding é um dos métodos de segmentação mais utilizados em imagens digitais. 
Este método separa as estruturas de interesse tendo como base a intensidade dos pixéis das 
imagens a segmentar e tenta determinar um valor de intensidade de classificação. A esse 
valor dá-se o nome de threshold. Este é o valor responsável pela separação das classes 
pretendidas. Muitas vezes podem ser utilizados mais do que um valor de threshold. O 
processo realizado para a determinação de vários valores de threshold tem o nome de 
multi-thresholding. O thresholding é um método simples e efectivo para obter a 
segmentação de diferentes estruturas que tenham intensidades distintas ou apresentem 
outras características facilmente quantificáveis. Contudo, este método é sobretudo 
utilizado em etapas de pré-processamento, podendo também ser usado na sequência das 
operações de processamento de imagem. As principais limitações deste método são que, 
na sua forma mais simples, apenas duas classes são geradas. Para além disso, o 
thresholding não tem em consideração as características espaciais. Os métodos que se 
baseiam nesta técnica são de difícil controlo no que diz respeito à eliminação de ruído e 
artefactos [18].  
Existem várias técnicas de thresholding. Algumas delas são baseadas na análise do 
histograma da imagem, enquanto outras são baseadas em propriedades locais ou no 
gradiente local. Assim, pode-se dividir o thresholding tendo em consideração as 
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propriedades do histograma, global thresholding, e tendo como base propriedades locais, 
local thresholding. O método de Otsu é um dos métodos de segmentação mais conhecidos 
que usa a técnica de global thresholding, Figura 1, [19, 20]. 
 
 
Figura 1. Imagem do osso temporal realçada a partir da utilização de um filtro de difusão anisotrópica (200 
iterações) (a); Resultado da aplicação do método de otsu (global thresholding) (b); 
Resultado do método de thresholding para o valor de threshold de 0.8 (c). 
Os métodos baseados na técnica de thresholding podem ainda dividir-se em métodos que 
têm como base as orlas (edges), que caracterizam uma mudança abrupta da intensidade 
indicando fronteiras ou limites entre regiões na imagem, as regiões ou ainda em métodos 
híbridos. 
Os métodos que têm como base as orlas tentam encontrar os pixéis que as representam e 
eliminam a influência do ruído. Estes métodos tanto podem ser usados para efectuar a 
segmentação como, também, para realizar o pré-processamento da imagem original. Edges 
são alterações bruscas na intensidade dos pixéis e tipicamente estão localizados na 
fronteira de diferentes regiões da imagem [18, 21]. Os principais objectivos na detecção 
de edges são dois: obter os contornos das regiões que estão presentes na imagem e, através 
destes contornos extrair informação da imagem (cantos, linhas, curvas).  A transformada 
de wavelet, os operadores de canny, sobel e laplacian são usados tendo como base valores 
de threshold e utilizam a informação dos edges da imagem [22-26]. A representação 
usando wavelets corresponde à decomposição da imagem original em frequências 
independentes, ou seja, esta representação explora as orientações espaciais: horizontal, 
vertical e diagonal. A transformada de wavelet é caracterizada por 3 etapas: A primeira 
compreende o estado de decomposição, ou seja, a imagem é decomposta em 4 imagens 
com diferentes informações (informação referente à aproximação da imagem original à 
escala 1 e aos detalhes horizontais, verticais, diagonais). A segunda etapa é caracterizada 
pela recomposição dos detalhes horizontais e dos detalhes verticais. Por fim, na terceira e 
última etapa, a imagem que foi recomposta é novamente decomposta e assim, são obtidos 
os coeficientes da transformada de wavelet. No final da terceira estapa, as imagens que 
resultam da decomposição são fundidas. Desta forma, as três etapas da transformada 
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wavelet podem ser denominadas por detecção dos edges, ligação do framework utilizando 
wavelets e fusão de imagem. No domínio da transformada de wavelet, a detecção e a 
ligação dos edges encontrados é considerada uma operação muito natural e directa [25]. 
Outro detector de edges que tem como base o thresholding é o detector de edges de 
Canny, Figura 2. Este operador é implementado de acordo com as seguintes etapas: 
suavização da imagem original pela utilização de um filtro Gaussiano apropriado para a 
redução do ruído e dos detalhes não desejados, determinação da magnitude e da direcção 
do gradiente de cada pixel. De seguida, recorre-se à verificação da magnitude dos pixéis. 
Se a magnitude do gradiente de um pixel for maior do que a magnitude dos seus vizinhos 
na mesma direcção do gradiente, o pixel é assinalado como o edge de maior magnitude.  
 
Figura 2. Resultado obtido pela aplicação do operador de Canny na imagen da Figura 1a. 
Os pixéis vizinhos de menor intensidade e que possuem a mesma direcção do gradiente 
são removidos. Por fim, remove-se os edges resultantes que apresentam um valor de 
magnitude inferior ao valor de limiar de histerese (hysteresis threshold). O operador de 
Canny apresenta bons resultados na detecção e localização dos edges para uma resposta 
simples [23]. O operador Sobel também é baseado na detecção de edges e realiza a 
detecção a partir da convolução da imagem com 4 máscaras 3x3 com diferentes pesos. A 
partir destas convoluções observam-se as diferenças entre intensidades de acordo com as 
direcções horizontais, verticais e diagonais (esquerda e direita). De seguida, são 
analisadas as componentes de magnitude e direcção do gradiente considerando as 
informações obtidas pela convolução [22]. Ao contrário do operador de Canny e do 
operador Sobel, o operador Laplaciano não utiliza informação relacionada com a direcção 
do edge, sendo assim considerado, um operador isotrópico. Este operador realiza a 
segunda derivada e o zero-crossing sobre o resultado anterior. O zero-crossing evita a 
utilização de uma etapa de adelgaçamento do edge. Uma vez que, a presença de ruído ou 
artefactos apresenta grande influência no resultado do Laplaciano, Marr e Hidreth criaram 
Canny
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uma alteração neste método pela adição de um filtro Gaussiano que é utilizado como etapa 
inicial. Este novo operador foi denominado de Laplaciano do Gaussiano (LOG) e esta 
evolução permitiu a remoção de frequências não desejadas, observando-se assim a 
redução da sensibilidade ao ruído quando efectuado o zero-crossing [26]. 
Os métodos que se baseiam na análise de regiões homogéneas e têm como técnica de raiz 
o thresholding são, tipicamente, os métodos de region growing e split and merge. O 
método de region growing é caracterizado pela colocação de uma semente numa região 
homogénea e através da análise dos pixéis vizinhos é realizada a adição ou a rejeição de 
novos pixéis. Para tal, é considerado um valor de threshold que irá limitar o valor médio 
de intensidade da região e o crescimento da mesma. O resultado deste método depende 
sobretudo do local de selecção para o crescimento da semente e do ruído e artefactos 
presentes na imagem, Figure 3, [18, 19].  
 
 
Figura 3. À esquerda, foi seleccionado o local da semente para a região a ser obtida; na imagem da direita, 
o resultado do método de region growing (labirinto ósseo). 
 
Por outro lado, o método de split and merge não necessita da colocação da semente e 
apresenta como objectivo a segmentação automática de uma imagem considerando um 
número mínimo de regiões possíveis que representem áreas com uma uniformidade 
significativa. Como resultado da segmentação, verificam-se contornos que apresentam 
características directamente relacionadas com a resolução da imagem [27]. 
Os métodos híbridos são o último tipo de métodos que tem como base a técnica de 
thresholding. Estes métodos combinam a detecção de orlas com a detecção de regiões. Um 
exemplo deste método é o método de watershed que tem como principal objectivo a 
combinação de valores de intensidade de uma dada imagem com a informação do 
gradiente da mesma. Este método pode também utilizar operações matemáticas 
morfológicas para a realização da segmentação. Para além disto, o conhecimento das 
características de forma e aparência do objecto melhoram a performance do método, 
X: 254 Y: 214
Index: 116.7
RGB: 0.459, 0.459, 0.459
Region Growing, x=215; y=254
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Figura 4, [19, 21, 28]. 
 
 
Figura 4. Resultado do método de watershed sobre a imagen Figura 1a, com pré-processamento para realçar os 
edges utilizando o operador de sobel. (O resultado apresentado foi obtido com um valor de threshold de 0.1). 
O método de global thresholding é um dos métodos mais utilizados para a segmentação 
dos ossículo, presentes no ouvido médio, e do labirinto ósseo, localizado no ouvido 
interno [11, 17, 29, 30]. Este método é aplicado em imagens de Ressonância Magnética 
[17, 29], em imagens de Micro-CT [30] e ainda em imagens de Spiral-CT [11]. Apresenta 
resultados significativamente razoáveis no que diz respeito à diferenciação de tecidos que 
efectivamente apresentem uma grande divergência nos valores de intensidade dos seus 
pixéis. Nestes casos, observa-se a diferenciação entre o tecido ósseo (pixéis com elevada 
intensidade) e os outros tipos de tecido (pixéis de intensidade inferior).  Para além do 
método de global thresholding, os métodos de region growing e de watershed pertencem à 
classe dos métodos de local thresholding e também são usados para a segmentação de 
estruturas do ouvido, nomeadamente a cóclea [11, 28, 31]. Em [11] foi aplicado o método 
de region growing para efectuar a segmentação da cóclea em imagens de Spiral-CT. No 
mesmo tipo de imagens, [31] aplicou o método de connected threshold region growing 
para o mesmo efeito e em imagens de Ressonância Magnética [28] aplicou o método de 
watershed. O método de connected threshold region growing tem como objectivo 
encontrar os pixéis vizinhos, de uma semente, que tenham valores de intensidade 
compreendidos entre um limite superior e inferior de threshold [31]. A segmentação da 
cóclea não depende apenas da utilização dos métodos referenciados anteriormente. Depois 
do processamento dos mesmos é, geralmente, necessária a segmentação manual, pois estes 
algoritmos efectuam uma incompleta segmentação automática [11]. Também para a 
segmentação da cóclea [11] utiliza-se filtragem morfológica, no entanto, este método 
apresenta baixa eficiência. 
 
watershed com threshold
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2.2. Algoritmos de segmentação baseados na técnica de clustering 
Os métodos baseados na técnica de clustering realizam iterativamente de forma alternada 
a segmentação da imagem e caracterizam as propriedades de cada classe [18]. A técnica 
de clustering também pode ser expressa numa vasta variedade de algoritmos e pode ser 
dividida nas seguintes etapas: representação de dados, medição e execução de etapas de 
optimização. A representação de dados é caracterizada pela selecção de características e 
extracção das mesmas. A selecção de características refere-se ao agrupamento de todos os 
dados que possuem determinado atributo em comum. Por outro lado, a extracção de 
características é representada pela criação de uma nova propriedade que é gerada a partir 
de uma outra propriedade existente. A segunda fase, medição, é baseada na distância ou 
na similaridade das características. Por último, a terceira fase possibilita a obtenção de 
clusterings a partir de uma vasta variedade de algoritmos de optimização [32]. 
Os métodos de clustering podem ser divididos em três classes: métodos supervisionados, 
não supervisionados e semi-supervisionados. Os métodos supervisionados são muito 
utilizados e incluem: o classificador k-nearest neighbor (kNN), o algoritmo maximum 
likelihood (ML), artificial neural networks (ANN), support vector machines (SVM), 
active shape models (ASM) e active appearance models (AAM) (Ma, 2010). Para a 
realização da classificação supervisionada é necessário efectuar um conjunto de treinos 
para a extracção de informação estrutural [32]. As técnicas de clustering que não 
necessitam de supervisionamento compreendem o algoritmo fuzzy C-means (FCM), os 
algoritmos técnicos de análise de dados de auto-organização iterativa (ISODATA – 
Iterative self-organising data analysis technique algorithms) e as redes neuronais não 
supervisionadas [21]. 
Os algoritmos não supervisionados exploram a estrutura de dados para segmentar a 
imagem em diferentes regiões considerando diferenças estatísticas. Contudo, estes 
métodos têm dificuldade em atingir o resultado desejado, especialmente se a segmentação 
inclui regiões com características muito distintas. Por outro lado, a segmentação de 
imagens supervisionadas realiza a classificação de conjuntos de dados a partir da 
realização de um treino. Esta classificação apresenta melhores resultados; no entanto, a 
realização do treino faz com que estes algoritmos apresentem um demorado tempo de 
processamento. A segmentação de imagem semi-supervisionada, é o último tipo de 
clustering, e contorna os problemas das classes anteriores a partir da etiquetagem parcial 
das imagens. A principal diferença entre os algoritmos supervisionados e semi-
supervisionados é a utilização da estrutura de pontos etiquetados e não etiquetados. 
Assim, a maior vantagem dos algoritmos semi-supervisionados é utilizar marcações para 
direccionar a segmentação. Desta forma, verifica-se a minimização da utilização de 
etiquetas obtidas pelo treino dos dados [33-35]. 
O sistema vestibular, presente no ouvido interno, é segmentado de acordo com [12] pela 
conjugação de técnicas de clustering com modelos deformáveis (descritos na próxima 
secção). A segmentação automática do sistema vestibular a partir de imagens de 
ressonância magnética compreende os seguintes procedimentos: extracção da região de 
interesse, reamostragem de forma a tornar a imagem isotrópica, filtragem para 
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preservação dos edges, aplicação do algoritmo k-means clustering ou ISODATA com K=2 
e utilização do método dos modelos deformáveis. O algoritmo k-means clustering foi 
aplicado para categorizar os pixéis que se encontram em segundo plano dos que se 
encontram em primeiro plano, tendo como observação os valores de intensidade. O grupo 
que apresenta menos número de pixéis é considerado primeiro plano (objecto de interesse) 
[12]. A função principal do algoritmo k-means clustering é agrupar dados pela 
computação iterativa de uma intensidade média para cada classe e segmentar a imagem 
pela classificação do valor de intensidade do pixel comparativamente ao valor médio da 
classe mais próxima [18]. 
 
2.3. Métodos de segmentação baseados em modelos deformáveis 
Os métodos baseados em modelos deformáveis são mais flexíveis quando comparados 
com os outros dois tipos de métodos. Os modelos deformáveis são sobretudo utilizados 
para a realização de segmentações de estruturas que apresentem elevada complexidade 
[21]. Estes modelos são baseados em técnicas para delineação de regiões de fronteira e 
utilizam curvas ou superfícies paramétricas que se deformam de acordo com a influência 
causada pelas forças externa e interna. A principal vantagem dos modelos deformáveis 
está relacionada com a capacidade de produzir directamente curvas ou superfícies 
paramétricas fechadas. Para além da vantagem descrita anteriormente, este método 
também apresenta elevado interesse para a segmentação, pois apresenta-se robusto na 
presença de ruído. Contudo, o algoritmo necessita de interacção manual para a colocação 
do modelo inicial e para a escolha dos parâmetros de entrada [18]. Os métodos dos 
modelos deformáveis podem ser divididos em modelos deformáveis paramétricos e 
modelos deformáveis geométricos. Os modelos deformáveis paramétricos representam 
curvas e superfícies explicitamente paramétricas durante a deformação. Esta representação 
permite uma interacção directa com o modelo e pode levar a uma representação compacta 
de execução rápida e em tempo real. A separação ou a fusão de partes que ocorrem 
durante a deformação pode tornar difícil a utilização de modelos paramétricos. Por outro 
lado, os modelos deformáveis geométricos conseguem lidar naturalmente com mudanças 
topológicas. Estes modelos são baseados na teoria da evolução da curva e no método de 
level set [36, 37].  
Os modelos deformáveis paramétricos baseiam-se basicamente na utilização de um 
contorno activo deformável, usualmente designado por snake. A este método pode ainda 
ser incorporada informação estatística (AAM e ASM algoritmo) ou informação do 
gradiente (Generalised Gradient Vector Flow snake – GGVF snake). 
Como já foi referido anteriormente, sabe-se que o ouvido é dividido em 3 partes: ouvido 
externo, ouvido médio e ouvido interno. A estrutura que divide o ouvido externo do 
ouvido médio, a membrana timpânica, é observada externamente a partir de imagens de 
vídeo-otoscopia e de otoscopia [38, 39]. Através da análise destas imagens podem ser 
diagnosticadas diversas patologias, como por exemplo, otites médias e outras infecções. A 
segmentação desta estrutura é efectuada através da versão generalizada do GVF snake 
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(GGVF snake). O GVF é caracterizado por um campo vectorial denso proveniente das 
imagens pela minimização da energia funcional num variational framework [37]. O 
variational framework deriva da segmentação de um domínio que apresenta regiões com 
movimento homogéneo. A aplicação variational tem um papel fundamental para mover a 
linha de segmentação com um contorno explícito onde a estimação do movimento e a 
optimização do contorno são derivadas a partir da minimização de uma energia funcional. 
Este método é baseado num modelo probabilístico simples para a determinação do 
gradiente da imagem espaço-temporal a partir de duas imagens consecutivas de uma 
sequência. Os contornos activos ou snakes são muito utilizados em processamento de 
imagem e visão computorizada devido à facilidade de manipulação das variações de forma 
e à independência durante a operação (apenas é dependente na fase inicial). Estes métodos 
são úteis quando se tratam de fronteiras que possuem aberturas ou intervalos de pequena 
dimensão [38]. Para além disso, o algoritmo GVF snake apresenta grande facilidade em 
movimentar-se entre limites côncavos e apresenta uma intensificação na inicialização do 
método. As inicializações do método podem-se dar no interior, exterior ou sobre os 
limites dos objectos de interesse. O algoritmo GVF snake também apresenta uma elevada 
gama de captura, o que significa que impede a interferência provocada por outros objectos 
e, desta forma, a inicialização pode dar-se longe da fronteira. Este aumento da gama de 
captura é verificado através do processo de difusão que não esbate os edges do objecto de 
interesse [37]. O objectivo da utilização deste método GGVF snake é realizar a delineação 
dos limites da membrana timpânica, assim como, detectar anormalidades de cor nas 
imagens da membrana timpânica [38]. O algoritmo de snake também é apropriado para a 
segmentação da cóclea devido ao elevado controlo da suavização e ao ajuste da 
propriedade de convergência. Usualmente, a modelação a partir deste algoritmo necessita 
da interacção humana, nomeadamente do ajustamento dos parâmetros de processamento e 
da especificação de um contorno inicial. A principal desvantagem deste algoritmo prende-
se ao facto de não poder ser utilizado em diferentes regiões e, para além disso, este 
método é realizado em cada imagem. Contudo, em imagens de Tomografia 
Computorizada a cóclea apresenta-se como uma superfície bastante homogénea e lisa, por 
isso, este algoritmo é considerado apropriado [10, 40]. Segundo [12] outra estrutura do 
ouvido que pode ser segmentada a partir do algoritmo snake é o sistema vestibular. 
Também na observação de imagens de micro-CT pode ser realizada a segmentação aos 
canais semi-circulares pela utilização de contornos activos [41]. 
Os modelos deformáveis geométricos são caracterizados pelo algoritmo de level set e 
compreendem os seguintes modelos: Mumford-Shah, Chan and Veses e Malladi.  
A membrana timpânica do ouvido médio pode ser segmentada através da utilização do 
método semi-automático de Mumford-Shah. Este método é amplamente utilizado em 
processamento e análise de imagem pois realiza simultaneamente a suavização e a 
segmentação da imagem. A suavização utilizada por este método não é idêntica à difusão 
anisotrópica (filtro bastante utilizado em processamento de imagens médicas), mas é 
linear e preserva os edges tendo em consideração a segmentação global e não o gradiente 
da imagem. O desenvolvimento deste modelo matemático é baseado em estimações 
teóricas e considerações geométricas [42]. Neste método pode ser verificada a utilização 
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da equação do fluxo do gradiente para envolver o contorno activo. No entanto, cada etapa 
do gradiente envolve a estimação da solução óptima para determinar as aproximações da 
suavização de conjuntos de dados existentes no interior e no exterior do contorno activo. 
O método de Mumford-Shah é baseado em regiões e tal facto leva a que apresente 
propriedades bastante atractivas, como por exemplo a elevada robustez na presença de 
ruído e na escolha do local de contorno inicial [42]. Este método também garante a 
ligação entre os segmentos e permite o conhecimento da informação quantitativa relativa 
às perfurações da membrana timpânica, ou seja, é direccionado para o diagnóstico clínico 
[39].  
 
4. DISCUSSÃO 
Na segmentação das estruturas do ouvido verifica-se a vasta utilização do método de 
thresholding. Contudo, este método apresenta várias desvantagens, pois é sensível a 
efeitos de volume parcial, não tem em consideração as características espaciais e não pode 
ser aplicado em imagens multicanal. Assim, é possível concluir que este método apresenta 
melhores resultados quando existe o objectivo de segmentar tecidos que efectivamente 
demonstrem uma grande diferença nos valores de intensidade dos pixéis, o que na maior 
parte das imagens médicas não é observado. Os tecidos moles, o tecido ósseo, os fluidos e 
o ar estão presentes em imagens multicanal e podem apresentar intensidades próximas não 
sendo fácil a decisão do valor de threshold [18, 20]. O método de region growing é uma 
solução de processamento de thresholding local que apresenta várias desvantagens. Este 
método necessita da selecção manual de um ponto e é muito sensível a artefactos, os quais 
podem provocar o aparecimento de buracos e descontinuidades [11, 18]. Outro método 
que utiliza o region growing é o método de connected threshold region growing. Este 
possibilita a extracção de várias estruturas anatómicas, possui um baixo tempo de 
processamento e detém uma elevada simplicidade. Porém, o operador necessita de definir 
o valor de threshold e, como descrito anteriormente, mudanças ligeiras no valor de 
threshold alteram significativamente os resultados. O operador também é responsável por 
escolher pixéis que se encontrem no interior da região de interesse. Outro dos métodos 
que se baseia na técnica de thresholding é o método de watershed. Este método torna 
possível a segmentação de objectos múltiplos a partir da definição de um valor de 
threshold. Contudo, diferentes tipos de imagem necessitam de diferentes valores de 
threshold, pois se o valor de threshold não for o mais indicado a segmentação não é 
eficiente. Para além disso, mudanças ligeiras no valor podem alterar significativamente os 
resultados, o que demonstra a subjectividade deste método [28]. 
A utilização de métodos que têm como base os contornos activos é observada para as três 
partes do ouvido. Observa-se a utilização de métodos que têm como base a modelação 
com contornos activos na membrana timpânica, nos ossículos, na cóclea, no sistema 
vestibular e ainda nos canais semi-circulares. Os métodos que são baseados em contornos 
activos apresentam várias vantagens, pois são representados por um modelo matemático 
preciso, simples e acessível, não dependem de parâmetros subjectivos como é o caso do 
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thresholding e são menos sensíveis a artefactos e a variações de intensidade no plano de 
fundo da imagem, quando é realizada a comparação com o algoritmo thresholding. Outras 
vantagens inerentes a métodos que têm como base a utilização de contornos activos são a 
facilidade de manipulação das variações de forma, a não observação da suavização dos 
edges do objecto de interesse e a independência durante a operação. A desvantagem que 
os contornos activos apresentam é a necessidade da interacção do operador na fase inicial. 
Este grande leque de vantagens providencia bons resultados na utilização de métodos que 
tenham como base esta técnica [37, 38]. 
Para além dos métodos anteriormente caracterizados é verificada a combinação de 
métodos de pré-processamento com métodos de segmentação e ainda, a combinação 
destes com métodos de reconstrução tridimensional. A agregação de métodos permite 
ultrapassar algumas desvantagens e a evidenciação da precisão e eficiência do resultado. 
Por outro lado, quando é observada a combinação de métodos de segmentação com 
métodos de reconstrução tridimensional está a possibilitar-se a observação pormenorizada 
da estrutura de interesse e torna-se desnecessária a remoção manual das restantes 
estruturas que não são de interesse. 
5. CONCLUSÃO 
Neste artigo, os métodos utilizados para a segmentação de imagens médicas foram 
classificados em 3 tipos e as principais características das diferentes classes foram 
descritas. Alguns dos métodos apresentados foram aplicados na segmentação de estruturas 
do ouvido em imagens de TC. Estes exemplos foram também utilizados para facilitar a 
distinção das suas diferentes características.  
As classes de métodos mais utilizadas para segmentação de estruturas do ouvido são as 
baseadas nas técnicas de thresholding e dos modelos deformáveis. Contudo, pelo 
confronto das vantagens e desvantagens verificou-se que os métodos que têm como base 
os modelos deformáveis apresentam melhores características e mostram-se mais eficazes. 
Para uma segmentação concreta e precisa, de imagens médicas, é necessário a 
consideração de uma elevada complexidade computacional e iterativa no desenvolvimento 
dos métodos de segmentação. 
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