A Z_2-orbifold model of the symplectic fermionic vertex operator
  superalgebra by Abe, Toshiyuki
ar
X
iv
:m
at
h/
05
03
47
2v
2 
 [m
ath
.Q
A]
  2
4 M
ay
 20
06
A Z2-orbifold model of
the symplectic fermionic vertex operator superalgebra
Toshiyuki Abe1
abe@math.sci.ehime-u.ac.jp
Mathematical Sciences, Faculty of Science, Ehime university
2-5 Bunkyocho, Matsuyama, Ehime 970-8577
Abstract
We give an example of an irrational C2-cofinite vertex operator algebra whose
central charge is −2d for any positive integer d. This vertex operator algebra is
given as the even part of the vertex operator superalgebra generated by d pairs of
symplectic fermions, and it is just the realization of the c = −2-triplet algebra given
by Kausch in the case d = 1. We also classify irreducible modules for this vertex
operator algebra and determine its automorphism group.
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1 Introduction
Vertex operator algebras have been studied for twenty years. One of the motivations
for their introduction comes from the conformal field theory, and many mathematicians
and physicists are studying conformal field theory from the view point of vertex operator
algebras. It is expected that the theory of vertex operator algebras satisfying a finiteness
condition called C2-cofiniteness corresponds to the theory of rational conformal field the-
ories and that an irrational C2-cofinite vertex operator algebra, that is a C2-cofinite one
which admits reducible indecomposable modules, gives a model of a logarithmic rational
conformal field theory. In this paper, we exhibit an example of an irrational C2-cofinite
vertex operator algebra of central charge −2d for any positive integer d. We also classify
its irreducible modules and determine its automorphism group.
The notion of C2-cofiniteness is quite important in the representation theory of vertex
operator algebras. It was introduced by Y. Zhu in [Z] as a sufficient condition for the
existence of differential equations which one point functions on the torus should satisfy.
This technical condition becomes essential to study the representation theory of vertex
operator algebras because it enables us to prove many properties which rational conformal
field theories have. For example, a C2-cofinite vertex operator algebra has a rational
central charge and rational conformal weights, and the number of its irreducible modules
and fusion rules among them are finite (cf. [M] and references in there). It is believed
that the theory of C2-cofinite vertex operator algebras corresponds to rational conformal
field theory. The rationality of a vertex operator algebra, which is the property that
any module equipped with a lower truncated Z-grading is completely reducible, plays a
special role when the vertex operator algebra is C2-cofinite. In this case, the factorization
property of the space of conformal blocks on the projective line (see [NT]) and the Verlinde
formula (see [H]) hold.
The triplet algebras are examples of models of logarithmic rational conformal field
theories. They are current algebras given as extensions of the Virasoro algebra of central
charges c = cp,1 = 1 − 6(p − 1)2/p for integers p ≥ 2 and generated by the stress energy
tensor and 3 primary fields of weight 2p− 1. In the case p = 2, the representation theory
of the triplet algebra is studied in [Kau] and [GaKa], where the existence of reducible
indecomposable modules is shown. A realization of the c = −2 triplet algebra by means
of a pair of symplectic fermions is given in [Kau]. This realization gives a hint to construct
a vertex operator algebra with the central charge −2d for any positive integer d such that
it corresponds to the c = −2 triplet algebra in the case d = 1.
We briefly explain the construction of our vertex operator algebras. It is quite similar
to that of the Z2-orbifold model of the free bosonic vertex operator algebra (see [DN1]
and [DN3]). First we consider a finite dimensional vector space h with a nondegenerate
skew-symmetric bilinear form 〈 · , · 〉. Then d = dim h/2 is a nonnegative integer. We
next consider the nontrivial central extension of the supercommutative Lie superalgebra
h⊗C[t±1] by the one dimensional center CK and a 2-cocycle associated to 〈 · , · 〉. The Fock
space SF generated from the highest weight vector 1 characterized by the properties that
h⊗ C[t].1 = 0 and K.1 = 1 naturally has a structure of a vertex superalgebra such that
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the vector 1 is its vacuum vector. In this vertex superalgebra, we consider the Virasoro
vector given by
∑d
i=1(e
i ⊗ t−1)(f i ⊗ t−1)1, where {ei, f i}1≤i≤d is a basis of h such that
〈ei, ej〉 = 〈f i, f j〉 = 0 and 〈f i, ej〉 = δi,j for any 1 ≤ i, j ≤ d. Then SF becomes a vertex
operator superalgebra of central charge c = −2d. This vertex operator superalgebra has
the canonical involution θ associated to the Z2-grading. The fixed point set SF
+ of SF
by θ, or the even part of SF is our vertex operator algebra.
The odd part of SF is an irreducible SF+-module. Other two irreducible modules
appear in the θ-twisted SF -module. We show that any irreducible SF+-module is iso-
morphic to one of the irreducible modules above by investigating the structure of Zhu’s
algebra of SF+ introduced in [Z]. By construction, the vertex operator algebra SF+ with
the central charge −2d contains a tensor product of d copies of SF+ with d = 1 as a full
vertex operator subalgebra. Hence the C2-cofiniteness of SF
+ follows from that of SF+
with d = 1. The C2-cofiniteness of SF
+ with d = 1 can be shown by using the explicit
forms of the relevant null vectors described in [GaKa] via the realization (recently the
C2-cofiniteness of the cp,1-triplet algebra with p ≥ 2 is proved in [CF]). But in this article,
we prove the C2-cofiniteness of SF
+ with d = 1 directly.
We also construct two reducible indecomposable SF+-modules. They can be obtained
as SF+-submodules of the SF -module generated from a singular vector 1ˆ characterized by
the properties that h⊗tC[t].1ˆ = 0 andK.1ˆ = 1ˆ. The existence of such modules shows that
SF+ is not rational. From the construction of irreducible modules, we can express the all
irreducible characters for SF+ by means of the Dedekind eta function. As is known for the
case of the triplet algebra, we find that there appear polynomials of the logarithmic terms
2piiτ = log q of the coefficients of irreducible characters in the modular transformation for
the transformation τ → −τ−1. The modular invariance for such a vertex operator algebra
is studied in [M]. We expect that suitable subquotients of the reducible indecomposable
SF+-modules above are interlocked by some symmetric linear function of the first Zhu’s
algebra A1(SF
+), and that the space of 1-point functions on the torus may be spanned by
the pseudotrace functions associated with these modules and irreducible modules included
in the θ-twisted module. We also determine the automorphism group of SF+ and show
that it is isomorphic to Sp(2d,C)/〈±1〉. Any element of Aut (SF+) is given by a natural
lifting of a linear isomorphism of h which preserves the skew-symmetric bilinear form
〈 · , · 〉.
This article is organized as follows. In Section 2, we recall some definitions and
results in the representation theory of vertex operator (super)algebras. In Section 2.1,
we review shortly a definition of vertex operator superalgebras, their modules and their
automorphisms. The definition of C2-cofiniteness and Zhu’s algebras are stated in Section
2.2, where we give a relation between a set of generators of a vertex operator algebra and
that of its Zhu’s algebra. In Section 3, we construct the vertex operator algebra SF+ and
study its structure. In Section 3.1, we give a construction of SF+, and give a suitable
generating set of SF+ in Section 3.2. A proof of C2-cofiniteness of SF
+ is given in
Section 3.3. Section 4 is devoted to the classification of irreducible SF+-modules. The
way is similar to that of the vertex operator algebras M(1)+ and V +L for positive definite
even lattices L (see [DN1]–[DN3] and [AD]). In Section 4.1 we give a construction of an
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irreducible θ-twisted SF -module. In Section 4.2, the main theorem is stated. Section
4.3 and Section 4.4 are proofs of the main theorem for d = 1 and d > 1 respectively. In
Section 5.1 we construct reducible indecomposable SF+-modules which proves that SF+
is irrational. We calculate irreducible characters and determine the automorphism group
of SF+ in Section 5.2.
The author thanks K. Nagatomo and A. Matsuo for fruitful comments and insightful
advice. He also thanks C. Dong, Y. Arike, for reading the manuscript and giving him
some errors.
2 Preliminaries
In this section we recall some notions and results in the representation theory of vertex
operator (super)algebras. Throughout the paper we use the notations Z≥0 and Z>0 for
the set of all nonnegative integers and positive integers respectively.
2.1 Vertex operator superalgebras, their modules and rational-
ity
A vertex operator superalgebra is a 4-tuple (V, Y ( · , z), 1, ω) which consists of a Z2-graded
vector space V = V 0¯⊕ V 1¯, a linear map Y ( · , z) : V → EndV [[z, z−1]] which maps a ∈ V
to Y (a, z) =
∑
n∈Z a(n)z
−n−1 with a(n) ∈ EndV and vectors 1, ω ∈ V 0¯ satisfying the
following axioms (1)–(6) (see [Li2], [Xu] or [K]):
(1) For a ∈ V k¯, b ∈ V l¯ (k, l ∈ {0, 1}) and n ∈ Z, a(n)b ∈ V k¯+l¯. Furthermore, a(n)b = 0
if n is sufficiently large.
(2) For any a ∈ V k¯, b ∈ V l¯ (k, l ∈ {0, 1}) and p, q, r ∈ Z, the identity called the
Borcherds identity
∞∑
i=0
(
q
i
)
(a(p+i)b)(q+r−i) =
∞∑
i=0
(−1)i
(
p
i
)
(a(p+q−i)b(r+i) − (−1)p+klb(p+r−i)a(q+i)) (2.1)
holds in EndV .
(3) The vector 1 called the vacuum vector satisfies that 1(m) = δm,−1idV , a(−1)1 = a
and a(n)1 = 0 for any a ∈ V , m ∈ Z and n ∈ Z≥0.
(4) The set of operators {Ln, idV }n∈Z with Ln := ω(n+1) gives a representation of the
Virasoro algebra on V of central charge cV ∈ C; that is,
[Lm, Ln] = (m− n)Lm+n + m
3 −m
12
δm+n,0cV idV
for any m,n ∈ Z. The vector ω is called the Virasoro vector.
(5) For any a ∈ V , L−1a = a(−2)1.
(6) V is decomposed into a direct sum of finite dimensional eigenspaces Vn for L0 of
eigenvalues n ∈ 1
2
Z≥0 as
V =
⊕
n∈ 1
2
Z≥0
Vn.
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The eigenvalues for L0 are called weights.
We often refer V to be a vertex operator superalgebra for simplicity. This definition
of “vertex operator superalgebra” is also known in the literature as “conformal vertex
superalgebra” (see for example [K]). We see that axiom (5) is equivalent to the L−1-
derivative property Y (L−1a, z) = ddzY (a, z) for a ∈ V . Since L01 = 0 and L0ω = 2ω,
1 ∈ V0 and ω ∈ V2.
We should note that V 0¯ =
⊕
i∈ 1
2
Z
V 0¯∩Vi and V 1¯ =
⊕
i∈ 1
2
Z
V 1¯∩Vi in general. In some
literature, it is assumed that V 0¯ =
⊕
n∈Z≥0 Vn and V
1¯ =
⊕
n∈ 1
2
+Z≥0
Vn in the definition of
vertex operator algebras (cf. [Li2, Xu]). We do not assume here these conditions but the
conditions
V0 = C1 and Vn = 0 for n ∈ 1
2
+ Z≥0. (2.2)
A vertex operator algebra is a vertex operator superalgebra V satisfying that V 1¯ = 0
and Vn = 0 for n ∈ 12 +Z≥0 (see [FLM], [FHL], [MN] or [LL]). By definition the following
identity holds in End V :
∞∑
i=0
(
q
i
)
(a(p+i)b)(q+r−i) =
∞∑
i=0
(−1)i
(
p
i
)
(a(p+q−i)b(r+i) − (−1)pb(p+r−i)a(q+i)) (2.3)
for any a, b ∈ V and p, q, r ∈ Z.
An automorphism of a vertex operator superalgebra V is a linear isomorphism g of V
such that g(ω) = ω and that g(Y (a, z)b) = Y (g(a), z)g(b) for any a, b ∈ V . We denote by
Aut V the group of all automorphisms of V . Axiom (1) shows that the map θ : V → V
defined by θ(a + b) = a− b for a ∈ V 0¯ and b ∈ V 1¯ is an automorphism.
Let V be a vertex operator superalgebra and S a subset of V consisting of eigenvectors
for L0 in V
0¯ or V 1¯. If V is spanned by vectors of the form
u1(−n1)u
2
(−n2) · · ·ur(−nr)1
for ui ∈ S and ni ∈ Z>0, then V is called strongly generated by S following [K]. We call the
subset S a set of field generators of V . A vertex operator superalgebra (U, YU( · , z), 1U , ωU)
is called a vertex operator subsuperalgebra of V if U ⊂ V , 1U = 1 and YU(u, z)v =
Y (u, z)v for any u, v ∈ U . If ωU = ω then U is called a full vertex operator subsuperalgera
V , or it is said that U is conformally embedded in V .
Let V be a vertex operator superalgebra and g an automorphism commuting with θ of
order T . Then V is decomposed into a direct sum of the eigenspaces V r of g with eigen-
value e−
2piir
T with 0 ≤ r ≤ T−1. A weak g-twisted V -module is a pair (M,Y ( · , z)) of a Z2-
graded vector spaceM =M 0¯⊕M 1¯ and a linear map Y ( · , z) : V → EndM [[z 1T , z− 1T ]], a 7→
Y (a, z) =
∑
n∈ 1
T
Z
a(n)z
−n−1 satisfying the following axioms (1)–(4):
(1) For a ∈ V k¯, u ∈ M l¯ (k, l ∈ {0, 1}) and n ∈ 1
T
Z, a(n)u ∈ M k¯+l¯. Furthermore,
a(n)u = 0 if n is sufficiently large.
(2) If a ∈ V r for 0 ≤ r ≤ T − 1 and n /∈ r
T
+ Z, then a(n) = 0 on M .
5
(3) For any a ∈ V k¯ ∩ V s, b ∈ V l¯ ∩ V t (k, l ∈ {0, 1}, 0 ≤ s, t ≤ T − 1), p ∈ Z and
q ∈ s
T
+ Z, r ∈ t
T
+ Z, the following identity holds in EndM :
∞∑
i=0
(
q
i
)
(a(p+i)b)(q+r−i) =
∞∑
i=0
(−1)i
(
p
i
)
(a(p+q−i)b(r+i) − (−1)p+klb(p+r−i)a(q+i)). (2.4)
(4) The vacuum vector 1 satisfies 1(n) = δn,−1idM for any n ∈ 1T Z.
If we set Ln = ω(n+1) for any n ∈ Z, then {Ln, idM |n ∈ Z} gives a representation of the
Virasoro algebra on M of central charge cV . The L−1-derivative property Y (L−1a, z) =
d
dz
Y (a, z) also holds for any a ∈ V (see [Xu] for example).
Let V be a vertex operator superalgebra satisfying (2.2). A weak g-twisted V -module
is called 1
T
Z≥0-gradable if M has a
1
T
Z≥0-grading as M =
⊕
n∈ 1
T
Z≥0
M(n) and satisfies
the condition
a(n)M(m) ⊂M(k +m− n− 1)
for any a ∈ Vk (k ∈ Z≥0) and m,n ∈ 1T Z, where we set M(n) = 0 for n < 0. A vertex
operator superalgebra is said to be g-rational if any 1
T
Z≥0-gradable weak V -module is
completely reducible.
We call a weak g-twisted V -moduleM a g-twisted V -module ifM is finite generated and
if for any u ∈M , the subspace spanned by vectors of the form a(n)u for a ∈ Vk (k ∈ Z≥0)
and n ≥ k − 1 is finite dimensional (cf. [NT]). We see that any V -module M is a
direct sum of generalized eigenspaces for L0 and that each generalized eigenspace is finite
dimensional. We denote by M(λ) the generalized eigenspace for L0 of eigenvalue λ ∈ C
and say an eigenvalue for L0 to be a weight. If M =
⊕∞
n=0M(λ+n) and M(λ) 6= 0 for some
λ ∈ C then we call the weight λ the lowest weight ofM . A V -module whose V -submodule
is either 0 or itself is called irreducible. If V is irreducible as a V -module, V is said to be
simple.
For a weak g-twisted V -module M , we set Ω(M) the subspace of M which consists of
the vectors u such that a(n)u = 0 for any a ∈ Vk (k ∈ Z≥0) and n > k − 1. A vector in
Ω(M) is called a singular vector in M . If u ∈ M satisfies the condition that L1u = 0 then
u is called quasi-primary and if u satisfies Lnu = 0 for any n ∈ Z>0 then called primary.
We see that u ∈ M is primary if and only if L1u = L2u = 0. In the case g = idV , we refer
simply a weak g-twisted module, a g-twisted V -module, g-rational to a weak module, a
module and rational respectively.
Let V be a vertex operator superalgebra, g an automorphism of finite order, M a g-
twisted module and N a g−1-twisted V -module. Then a bilinear map ( · , · ) from M ×N
to C is called invariant if
(Y (a, z)u, v) = (−1)kl(u, Y (ezL1(−z−2)L0a, z−1)v) (2.5)
for any a ∈ V k¯, u ∈M l¯ (k, l ∈ {0, 1}) and v ∈ N .
Proposition 2.1. Let M be a g-twisted V -module, N a g−1-twisted V -module and ( · , · )
is a bilinear map from M ×N to C. Let S be a set of field generators of V . Suppose that
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S consists of eigenvectors for g and that for any u ∈ M , (u,N(λ)) = 0 for any complex
number λ whose real part is sufficiently small. Then the bilinear map ( · , · ) from M ×N
to C is invariant if and only if (2.5) holds for any a ∈ S, u ∈M and v ∈ N .
Proof. Set D(N) to be the subspace of N∗ = Hom C(N,C) consisting of vectors f ∈ N∗
satisfying that f(Y (a, z)u) ∈ C[z± 1T ] for any a ∈ V and v ∈ N . Then D(N) = D(N)0¯ ⊕
D(N)1¯ becomes a weak g-twisted V -module with
(Y (a, z)f)(v) = (−1)klf(Y (ezL1(−z−2)L0a, z−1)v)
for a ∈ V k¯, f ∈ D(N)l¯ and v ∈ N (cf [Li3]), where D(N)0¯ = D(N) ∩ Hom C(N 0¯,C) and
D(N)1¯ = D(N) ∩ Hom C(N 1¯,C).
We then have a linear map η :M → D(N), u 7→ (u, · ) for u ∈M . By the assumption,
η is well-defined and commutes with the action of a(n) for any a ∈ S and n ∈ 1TZ. Since
V is strongly generated by S, η commutes with the action of a(n) for any a ∈ V and
n ∈ 1
T
Z. Therefore, η is a V -module homomorphism. This implies that (2.5) holds for
any a ∈ V k¯, u ∈M l¯ and b ∈ N . The converse is clear.
2.2 Zhu’s algebra and C2-cofiniteness condition
In this section, we recall the notion of Zhu’s algebra and C2-cofiniteness for vertex operator
algebras.
Let V be a vertex operator algebra. We consider the subspace C2(V ) of V spanned by
vectors of the form a(−2)b for a, b ∈ V . Zhu found that the quotient space V/C2(V ) has a
commutative associative algebra structure in [Z]. We denote by a the image of a ∈ V in
V/C2(V ). Then the product a · b of a and b for a, b ∈ V is defined by
a · b = a(−1)b.
Since a(−1)b ≡ b(−1)a mod L−1V for a, b ∈ V , V/C2(V ) is commutative. We consider a
set of field generators S of V . Then one can see that V/C2(V ) is spanned by vectors of
the form
a1 · a2 · · · · · ar
with ai ∈ S. Hence we have
Proposition 2.2. Let S be a set of field generators of V . Then V/C2(V ) is generated by
S¯ = {a¯ | a ∈ S} as a commutative algebra.
Next we recall the definition of Zhu’s algebra. Let O(V ) be the subspace of V spanned
by vectors of the form
∞∑
i=0
(
k
i
)
a(i−2)b
for any vector a ∈ Vk (k ∈ Z≥0) and b ∈ V , and set A(V ) := V/O(V ). We write [a] for
the image of a ∈ V in A(V ). We then have the well-known identity [L−1a] = −[L0a] for
any a ∈ V .
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In [Z], it is proved that A(V ) becomes an associative algebra with the product [a] ∗ [b]
which is defined by
[a] ∗ [b] = [a ∗ b] =
∞∑
i=0
(
k
i
)
[a(i−1)b]
for a ∈ Vk (k ∈ Z≥0) and b ∈ V . The linear isomorphism of V which maps a to eL1(−1)L0a
induces a linear isomorphism Φ of A(V ). In fact, Φ is an anti-involution, i.e., Φ2 = id and
Φ([a]∗ [b]) = Φ([b])∗Φ([a]) for any a, b ∈ V . We note that if a is a quasi-primary vector of
weight k then Φ([a]) = (−1)k[a]. The involution Φ is useful to reduce some calculations
when we find relations in A(V ). The following proposition is well known (see [Z]).
Proposition 2.3. The image [1] is the unit of A(V ) and [ω] is in the center of A(V ).
We often write 1 for [1] in A(V ), and will use the fact that [1] is the unit and [ω] in
the center without referring this proposition.
One of reasons to introduce the notion of Zhu’s algebra is that the representation
theory of Zhu’s algebra A(V ) is deeply related with that of the vertex operator algebra
V .
Theorem 2.4. ([Z]) Let V be a vertex operator algebra. Then the following hold.
(1) Let M be a weak V -module. Then the linear map o : V → EndΩ(M), a 7→ a(k−1)
for a ∈ Vk (k ∈ Z≥0) induces a representation of A(V ) on Ω(M).
(2) If M is an irreducible V -module, then Ω(M) is irreducible as an A(V )-module.
(3) For any irreducible A(V )-module W , there exists an irreducible V -module M such
that Ω(M) ∼= W as A(V )-modules.
(4) The map M 7→ Ω(M) induces a bijection from the set of inequivalent irreducible
V -modules and that of inequivalent irreducible A(V )-modules.
Let S be a set of field generators of V . Following [NT, Proposition 3.3.2], we show that
{ [a] | a ∈ S } ⊂ A(V ) is a generating set of A(V ) as an algebra. We consider a filtration
{FkA(V )}k∈Z≥0 of A(V ) defined by
FkA(V ) =
(
k⊕
i=0
Vi +O(V )
)
/O(V )
for any k ∈ Z≥0. Then we see that FkA(V ) ∗ FlA(V ) ⊂ Fk+lA(V ) for any k, l ∈ Z≥0.
This implies that the multiplication of A(V ) induces an associative multiplication of the
graded vector space gr•A(V ), where
gr•A(V ) =
∞⊕
k=0
grk A(V ), grk A(V ) := FkA(V )/Fk−1A(V )
for any k ∈ Z≥0 and F−1A(V ) = 0. Since [a ∗ b] − [b ∗ a] ∈ Fk+l−1A(V ) for a ∈ Vk and
b ∈ Vl (k, l ∈ Z≥0), gr•A(V ) is commutative.
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We consider a linear epimorphism f : V → gr•A(V ) defined by f(a) = [a] +
Fk−1A(V ) ∈ grk A(V ) for a ∈ Vk. Since f(a(−2)b) = 0 for any a, b ∈ V , f induces a
linear epimorphism f from V/C2(V ) to gr•A(V ). In fact, we see that the epimorphism is
of algebras because
f(a · b) = f(a(−1)b) = [a(−1)b] + F k+l−1A(V ) = [a ∗ b] + F k+l−1A(V ) = f(a)f(b)
for a ∈ Vk and b ∈ Vl. Now we have the following proposition.
Proposition 2.5. Let V be a vertex operator algebra and S a set of field generators.
Then A(V ) is generated by the set {[a] | a ∈ S} as an associative algebra.
Proof. Let f¯ : V/C2(V ) → gr•A(V ) be the algebra epimorphism above. By Proposition
2.2, we see that gr•A(V ) is generated by f¯(a¯) = [a]+F
kA(V ) for k ∈ Z≥0 and a ∈ S∩Vk.
Now by using induction on k, we can show that F kA(V ) is contained in a subalgebra of
A(V ) generated by all [a] with a ∈ S for any k ∈ Z≥0.
For a weak V -module M , we set C2(M) = span{ a(−2)u | a ∈ V, u ∈ M }. A weak
V -module M is called C2-cofinite if M/C2(M) is finite dimensional. We note that if V
is C2-cofinite then Zhu’s algebra A(V ) is of finite dimension. Therefore, there are only
finitely many isomorphism classes of irreducible V -modules by Theorem 2.4. The following
theorem is also one of the most remarkable results of the C2-cofiniteness condition (see
[GN], [Bu], [ABD], [NT] or [M]).
Theorem 2.6. Let V be a C2-cofinite vertex operator algebra. Then any finite generated
weak V -module is a C2-cofinite V -module.
As a corollary, we have
Proposition 2.7. Let V be a vertex operator algebra and U its full vertex operator sub-
algebra. If U is C2-cofinite then V is C2-cofinite.
3 The vertex operator algebra SF+
In this section we construct the vertex operator superalgebra SF associated with a finite
dimensional vector space h. The even part SF+ of SF is the desired vertex operator
algebra. We also find a set of field generators of SF+ and prove that SF+ is C2-cofinite.
3.1 A construction of the vertex operator algebra SF+
Let h be a finite dimensional vector space with a skew-symmetric nondegenerate bilinear
form 〈 · , · 〉. Then the dimension of h is even and there is a basis {ei, f i |1 ≤ i ≤ d} such
that
〈ei, ej〉 = 〈f i, f j〉 = 0 and 〈ei, f j〉 = −〈f j, ei〉 = −δi,j
for any 1 ≤ i, j ≤ d, where we set
d =
dim h
2
.
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We call such a basis a canonical basis of h and denote it by {(ei, f i)}1≤i≤d or {(ei, f i)} if
the dimension of h is obvious.
Now we consider the Heisenberg superalgebra Lˆ(h) := h ⊗ C[t, t−1] ⊕ CK such that
CK is the even part, h⊗C[t, t−1] is the odd part and that the commutation relations are
given by
[ψ ⊗ tm, ψ′ ⊗ tn]+ = m〈ψ, ψ′〉δm+n,0K
for ψ, ψ′ ∈ h, m, n ∈ Z and [K, Lˆ(h)] = 0. Let A be the quotient algebra of the universal
enveloping algebra U(Lˆ(h)) by the two sided ideal generated by K − 1. The Z2-grading
of Lˆ(h) naturally induces a Z2-grading on A as an algebra. We denote its even part and
odd part by A0¯ and A1¯ respectively.
We denote by ψ(m) the operator of left multiplication by ψ ⊗ tm on A for ψ ∈ h and
m ∈ Z. We set A≥0 the left ideal generated by ψ(m)1 with ψ ∈ h, m ∈ Z≥0 and consider
the left A-module SF =: A/A≥0. We note that SF ∼= Λ(h⊗ t−1C[t−1]) as vector spaces.
Since A≥0 = A≥0∩A0¯⊕A≥0∩A1¯, we have SF = SF 0¯⊕SF 1¯, where SF i¯ = Ai¯/(A≥0∩Ai¯)
for i¯ ∈ Z2.
For any n ∈ Z, we have a linear map
SF → End (SF ), a 7→ a(n)
defined by
a(n) =
∑
ij∈Z∑r
j=1 ij=−
∑r
j=1 nj+n+1
(−i1 − 1
n1 − 1
)
· · ·
(−ir − 1
nr − 1
)
◦
◦ ψ
1(i1) · · ·ψr(ir) ◦◦ (3.1)
for a = ψ1(−n1) · · ·ψr(−nr)1 with ψi ∈ h and ni ∈ Z>0, where
(
m
n
)
= m(m−1)···(m−n+1)
n!
is the binomial coefficient for m ∈ Z and n ∈ Z≥0 and the notation ◦◦ · ◦◦ represents the
normal ordering product which is the operation on A defined by ◦◦ ψ(n) ◦◦ = ψ(n) and
◦
◦ ψ
1(n1) · · ·ψr(nr)1 ◦◦ =
{
ψ1(n1)
◦
◦ ψ
2(n2) · · ·ψr(nr)1 ◦◦ if n1 < 0,
(−1)r−1 ◦◦ ψ2(n2) · · ·ψr(nr)1 ◦◦ ψ1(n1) if n1 ≥ 0,
inductively for r ∈ Z>0, n, ni ∈ Z and ψ, ψi ∈ h. Thus we have a linear map Y ( · , z) :
SF → Hom (SF , SF ((z))) such that Y (a, z) =∑n∈Z a(n)z−n−1. In particular, we have
Y (ψ, z) =
∑
n∈Z
ψ(n)z−n−1,
Y (a, z) = ◦◦ ∂
(n1−1)Y (ψ1, z) · · ·∂(nr−1)Y (ψr, z) ◦◦
for a = ψ1(−n1) · · ·ψr(−nr)1, ψ, ψi ∈ h and ni ∈ Z>0, where ∂(n) = 1n! d
n
dzn
for n ∈ Z≥0.
By definition, (ψ(−1)1)(n) = ψ(n) for any ψ ∈ h and n ∈ Z. We may identify h as a
subspace of SF by the injective map ψ 7→ ψ(−1)1 +A≥0 and write ψ(m) for (ψ(−1)1)(m)
for ψ ∈ h and m ∈ Z.
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Now we set 1 = 1 + A≥0. Since ψ(i)1 = 0 for ψ ∈ h and i ∈ Z≥0, we have a(−1)1 = a
and a(i)1 = 0 for any a ∈ SF and i ∈ Z≥0. Let {(ei, f i)}1≤i≤d be a canonical basis of
h and consider the vector ω =
∑d
j=1 e
j
(−1)f
j. We can show that ω does not depend on a
choice of a canonical basis. One can also see that
ω(0)ω = ω(−2)1, ω(2)ω = 0, ω(1)ω = 2ω and ω(3)ω = −d1.
These facts imply that Ln := ω(n+1) with n ∈ Z gives a representation of the Virasoro
algebra of central charge −2d. It is easy to check that
L0ψ = ψ and Liψ = 0 for i ≥ 1
for ψ ∈ h. Hence ψ ∈ h is primary of weight 1 and [Ln, ψ(m)] = −mψ(m+n) for any
m,n ∈ Z. Following [FLM], we can show the following theorem.
Theorem 3.1. The A-module SF becomes a simple vertex operator superalgebra of central
charge −2d with the vacuum vector 1 and the Virasoro vector ω. Furthermore SF 0 = C1
and SF =
⊕∞
n=0 SF n.
Recall that associated to the Z2-grading of SF , we have an automorphism θ of the
vertex operator superalgebra SF of order 2. We denote by SF+ (resp. SF−) the 1-
eigenspace (resp. −1-eigenspace) for θ. Then we see that SF+ becomes a vertex operator
algebra of central charge −2d and SF− is an SF+-module. In fact by applying the
same arguments in [DM] to a vertex operator superalgebra, we can show the following
proposition.
Proposition 3.2. The vertex operator algebra SF+ is simple, and the SF+-module SF−
is irreducible.
We note that SF+ =
⊕∞
n=0 SF
+
n , SF
+
0 = C1 and SF
+
1 = 0.
From the result in [Li1] and [Xu], there exists a unique nondegenerate invariant bilinear
form on SF up to a scalar multiple. It is given as follows: We consider a bilinear form
( · , · ) defined by
(1, 1) = 1,
and
(ψ1(−n1) · · ·ψr(−nr)1, ξ1(−m1) · · · ξs(−ms)1) = δr,s(−1)
r(r+1)
2 det
(
niδni,mj〈ψi, ξj〉
)
1≤i,j≤r
for positive integers ni, mj and ψ
i, ξi ∈ h. We note that SF+ and SF− are mutually
orthogonal. We see that the bilinear form is supersymmetric and hence that the restriction
of the bilinear form to SF+ and SF− are symmetric and skew-symmetric respectively.
11
We also find that
(ψ1(−n1) · · ·ψr(−nr)1, ξ1(−m1) · · · ξs(−ms)1)
= δr,s(−1)
r(r+1)
2 det
(
niδni,mj〈ψi, ξj〉
)
1≤i,j≤r
= δr,s(−1)
r(r+1)
2
∑
σ∈Sr
sgn(σ)
r∏
i=1
niδni,mσ(i)〈ψi, ξσ(i)〉
=
s∑
i=1
(−1)r+i−1n1δn1,mi〈ψ1, ξi〉(ψ2(−n2) · · ·ψr(−nr)1, ξ1(−m1) · · · ξi−1(−mi−1)ξi+1(−mi+1) · · · ξs(−ms)1)
= (−1)r(ψ2(−n2) · · ·ψr(−nr)1, ψ1(n1)ξ1(−m1) · · · ξs(−ms)1).
This proves that (ψ(n)u, v) = ∓(u, ψ(−n)v), that is
(Y (ψ, z)u, v) = ±(u, Y (ezL1(−z−2)L0ψ, z−1)v) (3.2)
for any ψ ∈ h, u ∈ SF±, v ∈ SF and n ∈ Z respectively. Now we have the following
proposition.
Proposition 3.3. The bilinear form ( · , · ) on SF is nondegenerate and invariant.
Proof. First we show that the bilinear form ( · , · ) is nondegenerate. Let {g1, . . . , g2d}
and {h1, . . . , h2d} be bases of h such that 〈gi, hj〉 = δi,j for 1 ≤ i, j ≤ 2d. Let u and v
be monomials of the form gi1(−k1) · · · git(−kt)1 and h
j1
(−l1) · · ·h
jr
(−lr)1 with 2 ≤ ip, jp ≤ 2d and
kp, lp ∈ Z>0 respectively. Then noting that g1(n)v = 0 and h1(n)u = 0 for any n ∈ Z≥0, we
have
(g1(−n1) · · · g1(−nr)u, h1(−m1) · · ·h1(−ms)v) = αδr,s
r∏
i=1
niδmi,ni(u, v)
for any ni, mi ∈ Z>0 with n1 > n2 > . . . > nr, m1 > m2 > . . . > ms and some α ∈ {±1}.
This implies that for any vector w, the coefficient of the monomial gi1(−k1) · · · git(−kt)1 in w
with 1 ≤ ij ≤ 2d and kj ∈ Z>0 is a nonzero multiple of the pairing (w, hi1(−k1) · · ·hit(−kt)1).
Hence if w is in the radical of ( · , · ) then every coefficient in w of all monomials are zero.
Thus w = 0, and this shows that ( · , · ) is nondegenerate.
Since SF is strongly generated by h, (3.2) and Proposition 2.1 show that the bilinear
form ( · , · ) is invariant.
3.2 A set of generators of the vertex operator algebra SF+
In this section we show that SF+ is strongly generated by SF+2 ⊕ SF+3 .
We prepare a notation
Bm,n(ψ, φ) =
(m− 1)!(n− 1)!
(m+ n− 1)! ψ(−m)φ(−n)1
for ψ, φ ∈ h and m,n ∈ Z>0. It is clear that Bm,n(ψ, φ) = −Bn,m(φ, ψ). We have the
following lemma which will be used frequently.
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Lemma 3.4. For any ψ, φ ∈ h and m,n ∈ Z>0 with m+ n ≥ 3,
Bm,n(ψ, φ) ≡ (−1)n−1Bm+n−1,1(ψ, φ)
modulo the subspace span{L−1Bm+n−1−i,i(ψ, φ) | 1 ≤ i ≤ m+ n− 2 }.
Proof. If n = 1 then there is nothing to prove. Suppose that n ≥ 1. Then for any ψ, φ ∈ h
and m ∈ Z>0, we have
L−1Bm,n(ψ, φ) =
(m− 1)!(n− 1)!
(m+ n− 1)! L−1ψ(−m)φ(−n)1
=
m!(n− 1)!
(m+ n− 1)!ψ(−m−1)φ(−n)1+
(m− 1)!n!
(m+ n− 1)!ψ(−m)φ(−n−1)1
= (m+ n)(Bm+1,n(ψ, φ) +Bm,n+1(ψ, φ)).
Thus induction on n proves the lemma.
We see that SF+2 ⊕ SF+3 is spanned by Bm,n(ψ, φ) for m,n ∈ Z>0 with m + n = 2, 3
and ψ, φ ∈ h. Set
U := span{ a1(−n1) · · · as(−ns)1 | ai ∈ SF+2 ⊕ SF+3 , ni ∈ Z>0 }.
The aim of this section is to prove that SF+ = U . To show this we first prove the
following lemma.
Lemma 3.5. For any m,n ∈ Z>0 and ψ, φ ∈ h, Bm,n(ψ, φ) ∈ U .
Proof. Let {(ei, f i)}1≤i≤d be a canonical basis of h. It suffices to show Lemma 3.5 for
the pairs (ψ, φ) = (ei, f j), (ei, ej) and (f i, f j) with 1 ≤ i, j ≤ d. We first prove that the
vectors Bm,n(e
i, f j) and Bm,n(e
i, ej) lie in U for any m,n ∈ Z>0 and 1 ≤ i, j ≤ d. To
show this we use induction on m+ n. It is clear that the lemma holds if m+ n ≤ 3. Let
m,n ∈ Z>0 with m+n ≥ 4 and assume that Bp,q(ei, f j), Bp,q(ei, ej) ∈ U for any p, q ∈ Z>0
with p+ q < m+ n and 1 ≤ i, j ≤ d. Since L−1U ⊂ U , induction hypothesis and Lemma
3.4 show that
Bm,n(ψ, φ) ≡ (−1)n−1Bm+n−1,1(ψ, φ) mod U. (3.3)
For simplicity, we set ψj = ej or f j. Then by using (3.1), we calculate
B1,1(e
i, f i)(−1)B1,q(e
i, ψj) = (q + 2)δi,jB1,q+2(e
i, ψj) +
(
q + 2
2
)
B3,q(e
i, ψj)
for any q ∈ Z>0. Thus by (3.3) and induction hypothesis we have(
m+ n− 1 + δi,j
2
)
B3,m+n−3(e
i, ψj) = B1,1(e
i, f i)(−1)B1,m+n−3(e
i, ψj) ∈ U.
This proves that B3,m+n−3(ei, ψj) ∈ U , and hence Bm,n(ei, ψj) ∈ U by (3.3).
By exchanging the canonical basis {(ei, f i)}1≤i≤d to {(f i,−ei)}1≤i≤d, we find that
Bm,n(f
i, f j) ∈ U for any 1 ≤ i, j ≤ d.
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Now we consider the subspaces defined by L0SF = C1 and
LrSF = span{ψ1(−n1) · · ·ψs(−ns)1 |ψi ∈ h, ni ∈ Z>0 and s ≤ r }.
for r ∈ Z>0. Then we have a filtration {LrSF}r∈Z≥0 on SF . We set
LrSF+ = LrSF ∩ SF+
for r ∈ Z≥0. It is easy to see that
L2r+1SF+ =L2rSF+,
LrSF+ =
∞⊕
k=0
LrSF+k with LrSF+k := LrSF+ ∩ SF+k
for r ∈ Z≥0.
We note that for any j, r ∈ Z≥0 and ψ ∈ h,
ψ(j)LrSF ⊂ Lr−1SF. (3.4)
This implies that
a(j)LrSF ⊂ LrSF for any j, r ∈ Z≥0 and a ∈ L2SF+. (3.5)
By using (3.5), we can show the following lemma.
Lemma 3.6. Fix r ∈ Z≥0 and suppose that LrSF+ ⊂ U . Then for any m ∈ Z>0 and
a ∈ L2SF+, a(−m)LrSF+ ⊂ U .
Proof. We set
Wk = span{ a(−m)u | a ∈ L2SF+s with s ≤ k, u ∈ LrSF+, m ∈ Z>0 }
for k ≥ 2. We shall show that Wk ⊂ U for any k ≥ 2 by using induction on k. Since
LrSF+ ⊂ U by the assumption, we see thatW3 ⊂ U . Let k > 3 and assume thatWs ⊂ U
for any s < k. We notice from the proof of Lemma 3.5 that for any a ∈ L2SF+k with
k ≥ 4 there exist ui ∈ SF+2 , vi ∈ L2SF+k−2 and w ∈ L2SF+k−1 such that
a =
∑
i
ui(−1)v
i + L−1w.
For any m ∈ Z>0 and u ∈ LrSF+, the identity (2.4) with p = −1, q = 0 and r = −m
leads
a(−m)u = mw(−m−1)u+
∑
i
∞∑
j=0
(ui(−1−j)v
i
(−m+j)u+ v
i
(−m−1−j)u
i
(j)u).
Thus by (3.5) and induction hypothesis, one sees that the vectors of the form w(−m−1)u,
vi(−m+j)u and v
i
(−m−1−j)u
i
(j)u are in U for any i and j ∈ Z≥0. Since ui ∈ SF+2 we get
a(−m)u ∈ U . This shows Wk ⊂ U .
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Now we can show the following proposition.
Proposition 3.7. The vertex operator algebra SF+ is strongly generated by SF+2 ⊕SF+3 .
Proof. It is enough to show that for any r ∈ Z≥0, LrSF+ ⊂ U . We use induction on r.
We see that L0SF+ = C1 ⊂ U and L2SF+ ⊂ U by Lemma 3.5. Let r ≥ 2 and assume
that L2r−2SF+ ⊂ U . By (3.1) and (3.4), we see that
ψ1(−n1) · · ·ψ2r(−n2r)1 ≡ (ψ1(−n1)ψ2(−n2)1)(−1)ψ3(−n3) · · ·ψ2r(−n2r)1 (3.6)
modulo L2r−2SF+ for any r ∈ Z≥0, ψi ∈ h and ni ∈ Z>0. Since ψ3(−n3) · · ·ψ2r(−n2r)1 ∈
L2r−2SF+, Lemma 3.6 and induction hypothesis prove that the right hand side in (3.6)
is in U . Thus so is the left hand side in (3.6). This implies that L2rSF+ ⊂ U .
We set
ei,j := B1,1(e
i, ej) = ei(−1)e
j ,
hi,j := B1,1(e
i, f j) = ei(−1)f
j,
f i,j := B1,1(f
i, f j) = f i(−1)f
j ,
Ei,j := B2,1(e
i, ej) +B2,1(e
j , ei) =
1
2
(ei(−2)e
j + ej(−2)e
i),
H i,j := B2,1(e
i, f j) +B2,1(f
j, ei) =
1
2
(ei(−2)f
j + f j(−2)e
i),
F i,j := B2,1(f
i, f j) +B2,1(f
j , f i) =
1
2
(f i(−2)f
j + f j(−2)f
i)
for any 1 ≤ i, j ≤ d. We note that ei,j, hi,j, f i,j are quasi-primary and Ei,j, H i,j, F i,j are
primary. Since L−1ψ(−1)φ = ψ(−2)φ− φ(−2)ψ for ψ, φ ∈ h, we see that
SF+2 =
d⊕
i,j=1
Chi,j ⊕
⊕
1≤i<j≤d
(Cei,j ⊕ Cf i,j),
SF+3 =
d⊕
i,j=1
CH i,j ⊕
⊕
1≤i≤j≤d
(CEi,j ⊕ CF i,j)⊕ L−1SF+2 .
Thus we have the following corollary.
Corollary 3.8. Let {(ei, f i)}1≤i≤d be a canonical basis. Then SF+ is strongly generated
by the vectors ei,j, hi,j, f i,j, Ei,j, H i,j and F i,j with 1 ≤ i, j ≤ d.
In the case d = 1, we see that SF+ is strongly generated by h1,1 = ω, E := E1,1,
H := H1,1 and F := F 1,1. It is proved in [Kau] that the OPEs among ω,E,H, F are
coincides with that of the triplet algebra with c = −2.
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3.3 C2-cofiniteness of the vertex operator algebra SF
+
In this section we shall show that the vertex operator algebra SF+ is C2-cofinite.
We first consider the case d = 1. We denote by T the vertex operator superalgebra
SF with d = 1, and set T ± = SF± respectively. We give a proof of the following theorem.
Theorem 3.9. The vertex operator algebra T + is C2-cofinite.
This theorem follows from Proposition 3.11 below.
Remark 3.10. However it is not asserted in [GaKa] that the vacuum representation of
c = −2 triplet algebra is C2-cofinite, we can show this fact by means of the explicit forms
of null vectors although the calculations for null vectors and relations among generators
are not so easy. We here give a direct proof of C2-cofiniteness of T + and find explicit
relations among generators of the commutative algebra T +/C2(T +).
We now start proving the following proposition.
Proposition 3.11. The dimension of T +/C2(T +) is less than or equal to 11.
Let {(e, f)} be a canonical basis of h. By Corollary 3.8, T + is strongly generated by
ω = e(−1)f, E := e(−2)e, H :=
1
2
(e(−2)f + f(−2)e) and F := f(−2)f.
Thus T +/C2(T +) is generated as an algebra by w,E,H and F by Proposition 2.2. We
shall find relations among these generators. For simplicity, we reset
Am,n(ψ, φ) = (m+ n− 1)!Bm,n(ψ, φ) = (m− 1)!(n− 1)!ψ(−m)φ(−n)1
for ψ, φ ∈ h and m,n ∈ Z>0. Then by the proof of Lemma 3.4, we have
Am,n(ψ, φ) ≡ (−1)n−1Am+n−1,1(ψ, φ) mod L−1T +.
Since L−1T + ⊂ C2(T +), we see that
Am,n(ψ, φ) = (−1)n−1Am+n−1,1(ψ, φ) (3.7)
for any ψ, φ ∈ h and m,n ∈ Z>0. We set
Γm(ψ, φ) = Am−1,1(ψ, φ) ∈ T +/C2(T +)
for any ψ, φ ∈ h and m ≥ 2. We note that
Γm(ψ, φ) = Am−1,1(ψ, φ) = −A1,m−1(φ, ψ) = (−1)m−1Γm(φ, ψ)
for any ψ, φ ∈ h andm ≥ 2. In particular, Γ2m(ψ, ψ) = 0 for any positive integerm ∈ Z>0.
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To find relations in T +/C2(T +), we use the identity
Γm(ψ, φ) · Γk(ξ, η) = (m− 2)!(k − 2)!ψ(−m+1)φ(−1)ξ(−k+1)η
+
〈φ, ξ〉
k
Γm+k(ψ, η)− (−1)k 〈φ, η〉
2
Γm+k(ψ, ξ)
+ (−1)m+k 〈ψ, η〉
m
Γm+k(φ, ξ)− (−1)m 〈ψ, ξ〉
m+ k − 2Γm+k(φ, η)
(3.8)
for ψ, φ, ξ, η ∈ h and m, k ≥ 2, which can be proved by a direct calculation using the
associativity formula and (3.7).
First we have
Γ3(e, e) · Γ3(e, e) = Γ3(f, f) · Γ3(f, f) = 0. (3.9)
Next (3.8) gives the relation
Γ3(f, e) · Γ4(e, e) = − 2
15
Γ7(e, e).
Since Γ4(e, e) = 0, we see that Γ7(e, e) = 0. Therefore,
Γ2(f, e)
2 · Γ3(e, e) = 7
12
Γ7(e, e) = 0. (3.10)
As well, we get
Γ2(e, f)
2 · Γ3(f, f) = 7
12
Γ7(f, f) = 0. (3.11)
If we take a canonical basis {( 1√
2
(e + f), 1√
2
(e− f))}, then we have
Γ2(e, f)
2 · Γ3
(
1√
2
(e+ f),
1√
2
(e + f)
)
= 0
because Γ2(e, f) = −Γ2
(
1√
2
(e+ f), 1√
2
(e− f)
)
. Since
Γ3
(
1√
2
(e+ f),
1√
2
(e+ f)
)
=
1
2
(Γ3(e, e) + 2Γ3(e, f) + Γ3(f, f)) ,
one has
Γ2(e, f)
2 · Γ3(e, f) = 0. (3.12)
Next we use the identities
Γm(e, e) · Γk(f, f) = (m− 2)!(k − 2)!e(−m+1)e(−1)f(−k+1)f
+
(
−1
k
+
(−1)k
2
+
(−1)m
m+ k − 2 −
(−1)m+k
m
)
Γm+k(e, f)
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and
Γm(e, f) · Γk(f, e)
= (m− 2)!(k − 2)!e(−m+1)f(−1)f(−k+1)e− (−1)
k
2
Γm+k(e, f) +
(−1)m
m+ k − 2Γm+k(f, e)
= −(m− 2)!(k − 2)!e(−m+1)e(−1)f(−k+1)f −
(
(−1)k
2
+
(−1)k
m+ k − 2
)
Γm+k(e, f)
for m, k ≥ 2, where we note Γm+k(f, e) = (−1)m+k−1Γm+k(e, f).
Since (−1)k−1Γk(f, f) = Γk(f, f) for k ≥ 2, we get the following relation:
Γm(e, f) · Γk(e, f)
= −Γm(e, e) · Γk(f, f) +
(
(−1)m
m
+
(−1)k
k
+
1− (−1)m+k
m+ k − 2
)
Γm+k(e, f).
(3.13)
On the other hand (3.8) shows that
Γm(e, f) · Γk(e, f) =
(
1
m
+
1
k
)
Γm+k(e, f) (3.14)
for k,m ≥ 2. One now has
Γ3(e, f)
2 = −Γ3(e, e) · Γ3(f, f)− 2
3
Γ6(e, f), Γ2(e, f)
3 =
3
4
Γ6(e, f)
by (3.13). It also follows from (3.14) that
Γ3(e, f)
2 =
2
3
Γ6(e, f) =
8
9
Γ2(e, f)
3. (3.15)
Therefore, we have
Γ3(e, e) · Γ3(f, f) = −16
9
Γ2(e, f)
3. (3.16)
We here recall that
ω = B1,1(e, f) = Γ2(e, f),
E = (B2,1(e, e) +B2,1(e, e)) = Γ3(e, e),
H = (B2,1(e, f) +B2,1(f, e)) = Γ3(e, f),
F = (B2,1(e, f) +B2,1(f, e)) = Γ3(f, f).
Then from (3.9)–(3.12), (3.15) and (3.16), we have the following relations:
E · E = F · F = H · E = H · F = 0, (3.17)
2H
2
= −E · F = 16
9
ω3, (3.18)
w2 · E = w2 ·H = w2 · F = 0. (3.19)
18
Now we can prove Proposition 3.11.
Proof of Proposition 3.11. We recall that T +/C2(T +) is generated by ω,E,H and F as
a commutative algebra. Note that (3.18) and (3.19) give w5 = 0. Hence by (3.17)–(3.19),
we see that T +/C2(T +) is spanned by 11 vectors
ωi for i = 0, 1, 2, 3, 4, E, ω · E, H, ω ·H, F , ω · F .
Hence dim T +/C2(T +) ≤ 11. 
By using Theorem 3.9 and Proposition 2.7 we have
Theorem 3.12. The vertex operator algebra SF+ is C2-cofinite.
Proof. Let {(ei, f i)}1≤i≤d be a canonical basis of h. Then h =
⊕d
i=1(Ce
i ⊕ Cf i) is a
direct sum of mutually orthogonal subspaces. This orthogonal decomposition induces
an embedding of a vertex operator algebra
⊗d
i=1 T + in SF+. By the definition of the
Virasoro vector of SF+, it is clear that SF+ contains a full vertex operator subalgebra
isomorphic to
⊗d
i=1 T +. On the other hand, it is known that a tensor product of C2-
cofinite vertex operator algebras is also C2-cofinite. Therefore,
⊗d
i=1 T + is C2-cofinite by
Theorem 3.9. Then Proposition 2.7 shows that SF+ is C2-cofinite.
4 Classification of irreducible SF+-modules
In this section we classify irreducible SF+-modules. Firstly we construct an irreducible
θ-twisted SF -module. Secondly we show, by using Zhu’s algebra, that any irreducible
SF+-module appears in the irreducible SF -module SF or in the irreducible θ-twisted
SF -module.
4.1 Irreducible SF+-modules
We have shown that SF± are irreducible SF+-modules. To find the other irreducible
SF+-modules we construct a θ-twisted SF -module. The construction can be done as in
the case of the free bosonic vertex operator algebra. Set
Lˆθ(h) := h⊗ t 12C[t±1]⊕ CK
and make it a superspace such that the even part is CK and the odd part is h⊗ t 12C[t±1].
Then Lˆθ(h) has a Lie superalgebra structure by
[ψ ⊗ tm, φ⊗ tn]+ = mδm+n,0〈ψ, φ〉K, [K, Lˆθ(h)] = 0
for ψ, φ ∈ h and m,n ∈ 1
2
+ Z. Now we consider the associative algebra Aθ which is the
quotient algebra of the universal enveloping algebra U(Lˆθ(h)) by the ideal generated by
K − 1. Canonically, the algebra Aθ has a Z2-grading Aθ = Aθ0¯ ⊕Aθ1¯ of algebras. Thus Aθ
has naturally an involution which is also denoted by θ.
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Let Aθ>0 be the left ideal of Aθ generated by the vectors ψ ⊗ tm for ψ ∈ h and
m ∈ 1
2
+ Z≥0, and set SF (θ) = Aθ/Aθ>0. We set 1θ = 1 + Aθ>0 ∈ SF (θ) and denote
by ψ(m) the operator of left multiplication by ψ ⊗ tm on SF (θ) for ψ ∈ h and m ∈
1
2
+Z. Since the involution θ preserves Aθ>0, the Z2-grading of Aθ induces a decomposition
SF (θ) = SF (θ)+ ⊕ SF (θ)−, where SF (θ)± are ±1-eigenspaces for θ of SF (θ). We note
that SF (θ) ∼= Λ(h⊗ t− 12C[t−1]) as vector spaces.
We can endowed SF (θ) with a θ-twisted SF -module structure following [FLM]. First
we set
W (ψ, z) =
∑
i∈ 1
2
+Z
ψ(i)z−i−1
for any ψ ∈ h and define
W (v, z) = ◦◦ ∂
(n1−1)W (ψ1, z) · · ·∂(nr−1)W (ψr, z) ◦◦
for v = ψ1(−n1) · · ·ψr(−nr)1 for ψi ∈ h and ni ∈ Z>0. This defines a linear mapW ( · , z) from
SF to Hom (SF (θ), SF (θ)((z
1
2 ))). We take the coefficients cm,n ∈ C (m,n ∈ Z≥0) subject
to the formal expansion∑
m,n≥0
cmnx
myn = − log
(
(1 + x)
1
2 + (1 + y)
1
2
2
)
,
and consider the operator
∆(z) =
∑
m,n≥0
d∑
i=1
cmne
i
(m)f
i
(n)z
−m−n −
∑
m,n≥0
d∑
i=1
cmnf
i
(m)e
i
(n)z
−m−n
= 2
∑
m,n≥0
d∑
i=1
cmne
i
(n)f
i
(m)z
−m−n
on SF , where {(ei, f i)}1≤i≤d is a canonical basis of h. The last equality holds because
cm,n = cn,m for any m,n ∈ Z≥0. By using the operator ∆(z), the vertex operator associ-
ated to the vector v = ψ1(−n1) · · ·ψr(−nr)1 is defined by
Y (v, z) = W (e∆(z)v, z),
and the pair (SF (θ), Y ( · , z)) becomes a θ-twisted SF -module. Since Ω(SF (θ)) = C1θ,
SF (θ) is an irreducible SF -module. We see that SF (θ)± become SF+-modules. By
applying [DLi, Theorem 5.5] to a vertex operator superalgebra, we have
Proposition 4.1. The SF+-modules SF (θ)± are irreducible as SF+-modules.
We write ψ(m) for (ψ(−1)1)(m) for any ψ ∈ h and m ∈ 12 + Z. Direct calculations show
that
Y (ψ, z) = W (ψ, z),
Y (ψ(−1)φ, z) = W (ψ(−1)φ, z) +
〈ψ, φ〉
8
id z−2
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for ψ, φ ∈ h. Since [Lm, ψ(n)] = −mψ(m+n) for m ∈ Z and n ∈ 12 + Z, we see that
L01θ = −d
8
1θ,
L0ψ
1
(−n1) · · ·ψr(−nr)1θ =
(
−d
8
+
∑
ni
)
ψ1(−n1) · · ·ψr(−nr)1θ
for any ψi ∈ h and ni ∈ 12 + Z≥0. Therefore we find that
SF (θ) =
∞⊕
i=0
SF (θ)− d
8
+ i
2
.
In fact we have
SF (θ)+ =
∞⊕
i=0
SF (θ)− d
8
+i, SF (θ)
− =
∞⊕
i=0
SF (θ)−d+4
8
+i.
We here state how does o(a) = a(1) act on Ω(M) for a ∈ SF+2 and the known irreducible
SF+-modules M . We fix a canonical basis {(ei, f i)}1≤i≤d. Then SF+2 is spanned by the
vectors hi,j, ei,j and f i,j for 1 ≤ i, j ≤ d. It is easy to see that o(hi,j) = o(ei,j) =
o(f i,j) = 0 on Ω(SF+) = C1 and that o(hi,j) = −1
8
δi,jid and o(e
i,j) = o(f i,j) = 0 on
Ω(SF (θ)+) = C1θ. The spaces Ω(SF
−) and Ω(SF (θ)−) have basis {ei, f i}1≤i≤d and
{ei
(− 1
2
)
1θ, f
i
(− 1
2
)
1θ}1≤i≤d respectively. We set xi1 = ei, yi1 = f i, xi3
8
= ei
(− 1
2
)
1θ and y
i
3
8
=
f i
(− 1
2
)
1θ for 1 ≤ i ≤ d. Then we can calculate that
o(hi,i)xkh = hδi,kx
i
h, o(h
i,i)ykh = hδi,ky
i
h, (4.1)
o(hi,j)xkh = αhδj,kx
i
h, o(h
i,j)ykh = −αhδi,kyjh, (4.2)
o(ei,j)xkh = 0, o(e
i,j)ykh = −αh(δj,kxih + δi,kxjh), (4.3)
o(f i,j)xkh = αh(δj,ky
i
h + δi,kx
j
h), o(f
i,j)ykh = 0 (4.4)
for h = 1, 3
8
and 1 ≤ i, j, k ≤ d with i 6= j, where we set α1 = 1 and α 3
8
= 1
2
. As we
will show later, Zhu’s algebra A(SF+) is generated by the images of vectors of weight 2
when d ≥ 2 (see Proposition 4.9). Thus (4.1)–(4.4) characterize the known irreducible
A(SF+)-modules in the case d ≥ 2.
4.2 Main Theorem
In this section we state the main theorem, and describe some products of vectors in Zhu’s
algebra A(SF+).
The main theorem in the paper is
Theorem 4.2. The list {SF±, SF (θ)±} gives a complete list of inequivalent irreducible
SF+-modules.
21
By Theorem 2.4, to prove Theorem 4.2, we only have to classify irreducible A(SF+)-
modules. The classification of irreducible modules of A(SF+) will be given in Section 4.3
and Section 4.4, where we treat the cases d = 1 and d ≥ 2 respectively.
Before considering the structure of A(SF+) in these two cases, we shall prepare
notations and give some identities in A(SF+). As in the proof of Lemma 3.4, for
ψ, φ ∈ h and m,n ∈ Z>0, (m+ n) (Bm+1,n(ψ, φ) +Bm,n+1(ψ, φ)) = L−1Bm,n(ψ, φ). Since
[L−1a] = −[L0a] in A(SF+) for any a ∈ SF+, we see that
[Bm+1,n(ψ, φ)] + [Bm,n+1(ψ, φ)] = −[Bm,n(ψ, φ)]. (4.5)
We set
Θm(ψ, φ) := [Bm−1,1(ψ, φ)] =
1
m− 1[ψ(−m+1)φ] ∈ A(SF
+)
for ψ, φ ∈ h and m ≥ 2. Then we have the following lemma.
Lemma 4.3. For any ψ, φ ∈ h and m,n ∈ Z>0,
[Bm,n(ψ, φ)] = (−1)n−1
n−1∑
j=0
(
n− 1
j
)
Θm+n−j(ψ, φ).
In particular, for any ψ, φ ∈ h and integer m ≥ 2,
Θm(φ, ψ) = (−1)m−1
m−2∑
i=0
(
m− 2
i
)
Θm−i(ψ, φ).
Proof. We use induction on p = m + n and (4.5). The case p = 2 is clear. Let p ≥ 3
and suppose that the lemma is valid when m + n < p. We prove that the lemma holds
for m = p − i and n = i for 1 ≤ i ≤ p − 1 by using induction on i. By definition,
[Bp−1,1(ψ, φ)] = Θp(ψ, φ). This shows the lemma for m = p − 1, n = 1. Let i ≥ 1. By
using (4.5), we have [Bp−i−1,i+1(ψ, φ)] = −[Bp−i,i(ψ, φ)]− [Bp−i−1,i(ψ, φ)]. Thus
[Bp−i−1,i+1(ψ, φ)] =(−1)i
i−1∑
j=0
(
i− 1
j
)
Θp−j(ψ, φ) + (−1)i
i−1∑
j=0
(
i− 1
j
)
Θp−1−j(ψ, φ)
=(−1)i
i∑
j=0
(
i
j
)
Θp−j(ψ, φ).
This proves the first identity in the lemma for m = p− i− 1 and n = i+ 1. The second
identity follows from the first identity because Θm(φ, ψ) = −[B(ψ, φ)1,m−1].
We state some identities which can be shown by direct calculations and by using
Lemma 4.3. We will use these identities in the next two sections. For ψ, φ, ξ, η ∈ h and
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m ≥ 2,
Θ2(ψ, φ) ∗Θm(ξ, η)
=
1
m− 1[ψ(−1)φ(−1)ξ(−m+1)η]
+ 〈φ, ξ〉((m+ 1)Θm+2(ψ, η) + 2mΘm+1(ψ, η) + (m− 1)Θm(ψ, η))
− 〈ψ, ξ〉((m+ 1)Θm+2(φ, η) + 2mΘm+1(φ, η) + (m− 1)Θm(φ, η))
+ 〈φ, η〉
((
m+ 1
2
)
Θm+2(ξ, ψ) + 2
(
m
2
)
Θm+1(ξ, ψ) +
(
m− 1
2
)
Θm(ξ, ψ)
)
− 〈ψ, η〉
((
m+ 1
2
)
Θm+2(ξ, φ) + 2
(
m
2
)
Θm+1(ξ, φ) +
(
m− 1
2
)
Θm(ξ, φ)
)
,
(4.6)
and
Θ3(ψ, φ) ∗Θm(ξ, η) = 1
2(m− 1)[ψ(−2)φ(−1)ξ(−m+1)η]
+ 〈φ, ξ〉
((
m+ 2
2
)
Θm+3(ψ, η) + 3
(
m+ 1
2
)
Θm+2(ψ, η)
+3
(
m
2
)
Θm+1(ψ, η) +
(
m− 1
2
)
Θm(ψ, η)
)
+
m〈ψ, ξ〉
2
((m+ 2)Θm+3(φ, η) + 3(m+ 1)Θm+2(φ, η)
+ 3mΘm+1(φ, η) + (m− 1)Θm(φ, η))
− 3〈φ, η〉
2
((
m+ 2
3
)
Θm+3(ξ, ψ) +m
(
m+ 1
2
)
Θm+2(ξ, ψ)
+m
(
m
2
)
Θm+1(ξ, ψ) +
(
m
3
)
Θm(ξ, ψ)
)
− 〈ψ, η〉
((
m+ 2
3
)
Θm+3(ξ, φ) + 3
(
m+ 1
3
)
Θm+2(ξ, φ)
+3
(
m
3
)
Θm+1(ξ, φ) +
(
m− 1
3
)
Θm(ξ, φ)
)
.
(4.7)
4.3 Classification of irreducible A(SF+)-modules for d = 1
We keep using the notation T + for the vertex operator algebra SF+ with d = 1. In this
section we classify irreducible A(T +)-modules. To do this we will find enough relations
in Zhu’s algebra of T + (see [GaKa]).
We take a canonical basis {(e, f)} of h. We first remark that Θ2(e, f) = [ω] is in the
center of A(T +). It is also clear that
Θ3(e, e) ∗Θm(e, e) = 0, Θ3(f, f) ∗Θm(f, f) = 0 (4.8)
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for any m ≥ 2.
Lemma 4.3 implies that
Θ2(e, e) = 0, (4.9)
Θ4(e, e) = −Θ3(e, e), (4.10)
Θ6(e, e) = −2Θ5(e, e)− 3Θ4(e, e)− 2Θ3(e, e) = −2Θ5(e, e) + Θ3(e, e). (4.11)
We apply (4.7) for m = 3 and 4 and use (4.9)–(4.11) to get
Θ3(f, e) ∗Θ3(e, e) = 11Θ5(e, e)− 10Θ3(e, e), (4.12)
Θ3(f, e) ∗Θ4(e, e) = −8Θ7(e, e) + 12Θ5(e, e)− 5Θ3(e, e). (4.13)
Since Θ3(f, e) ∗ (Θ3(e, e) + Θ4(e, e)) = 0 by (4.10), one has
Θ7(e, e) =
23
8
Θ5(e, e)− 15
8
Θ3(e, e). (4.14)
Moreover, (4.6), (4.9)–(4.14) give
Θ2(e, f) ∗Θ3(e, e) = 10Θ5(e, e)− 9Θ3(e, e), (4.15)
Θ2(e, f) ∗Θ5(e, e) = 83
8
Θ5(e, e)− 75
8
Θ3(e, e). (4.16)
Hence we find that
Θ2(e, f)
2 ∗Θ3(e, e) = 10Θ2(e, f) ∗Θ5(e, e)− 9Θ2(e, f) ∗Θ3(e, e)
=
55
4
Θ5(e, e)− 51
4
Θ3(e, e).
Since
Θ5(e, e) =
1
10
Θ2(e, f) ∗Θ3(e, e) + 9
10
Θ3(e, e) (4.17)
by (4.15) we have the identity
(Θ2(e, f)− 1) ∗ (8Θ2(e, f)− 3) ∗Θ3(e, e) = 0. (4.18)
Moreover (4.12) shows that
Θ3(f, e) ∗Θ3(e, e) = 11
10
Θ2(e, f) ∗Θ3(e, e)− 1
10
Θ3(e, e).
Therefore noting
Θ3(e, f) = Θ3(f, e)−Θ2(e, f) (4.19)
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which follows from Lemma 4.3, we have
(Θ3(e, f) + Θ3(f, e)) ∗Θ3(e, e) = 1
5
(6Θ2(e, f)− 1) ∗Θ3(e, e). (4.20)
By exchanging the choice of the canonical basis {(e, f)} to {(f,−e)}, we get the
relations
(Θ2(e, f)− 1) ∗
(
Θ2(e, f)− 3
8
)
∗Θ3(f, f) = 0, (4.21)
(Θ3(e, f) + Θ3(f, e)) ∗Θ3(f, f) = −1
5
(6Θ2(e, f)− 1) ∗Θ3(f, f). (4.22)
If we exchange the canonical basis {(e, f)} to {( 1√
2
(e+f), 1√
2
(e−f))} and use the relations
(4.18)–(4.22) with respect to the latter basis, then we get
(Θ2(e, f)− 1) ∗
(
Θ2(e, f)− 3
8
)
∗ (Θ3(e, f) + Θ3(f, e)) = 0. (4.23)
Next we calculate
Θ2(e, f)
2 = 6Θ4(e, f) + 6Θ3(e, f) + Θ2(e, f), (4.24)
Θ2(e, f) ∗Θ3(e, f) = 10Θ5(e, f) + 12Θ4(e, f) + 3Θ3(e, f), (4.25)
Θ2(e, f) ∗Θ4(e, f) = 15Θ6(e, f) + 20Θ5(e, f) + 6Θ4(e, f). (4.26)
by using (4.6). Hence Θ4(e, f) and Θ5(e, f) are expressed by using Θ2(e, f) and Θ3(e, f)
as
Θ4(e, f) = −Θ3(e, f) + 1
6
Θ2(e, f)
2 − 1
6
Θ2(e, f), (4.27)
Θ5(e, f) =
1
10
Θ2(e, f) ∗Θ3(e, f) + 9
10
Θ3(e, f)− 1
5
Θ2(e, f)
2 +
1
5
Θ2(e, f). (4.28)
Substituting (4.27) and (4.28) into the both sides in (4.26) yields
Θ6(e, f) =− 1
5
Θ2(e, f) ∗Θ3(e, f)− 4
5
Θ3(e, f)
+
1
90
Θ2(e, f)
3 +
17
90
Θ2(e, f)
2 − 1
5
Θ2(e, f).
(4.29)
Now we calculate that
Θ3(f, f) ∗Θ3(e, e) =− 1
4
[f(−2)e(−1)e(−2)f ]
− 85
2
Θ6(e, f)− 73Θ5(e, f)− 36Θ4(e, f)− 9
2
Θ3(e, f),
(4.30)
Θ3(f, e) ∗Θ3(e, f) =1
4
[f(−2)e(−1)e(−2)f ]
+
45
2
Θ6(e, f) + 45Θ5(e, f) + 27Θ4(e, f) +
9
2
Θ3(e, f),
(4.31)
Θ3(e, f)
2 =20Θ6(e, f) + 30Θ5(e, f) + 12Θ4(e, f) + Θ3(e, f) (4.32)
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by using (4.7) for m = 3 and Lemma 4.3. By (4.19) we have
(Θ3(e, f) + Θ3(f, e))
2 = (2Θ3(e, f) + Θ2(e, f))
2
= 4Θ3(e, f)
2 +Θ2(e, f) ∗ (4Θ3(e, f) + Θ2(e, f)).
Hence by (4.32) and (4.27)–(4.29) we can show the relation
(Θ3(e, f) + Θ3(f, e))
2 =
1
9
Θ2(e, f)
2 ∗ (8Θ2(e, f) + 1). (4.33)
We also find that by using (4.19),
(Θ3(e, f) + Θ3(f, e))
2 = (2Θ3(f, e)−Θ2(e, f)) ∗ (2Θ3(e, f) + Θ2(e, f))
= 4Θ3(f, e) ∗Θ3(e, f) + Θ2(e, f)2
(4.34)
by (4.19). On the other hand, by (4.27)–(4.31), we see that
4Θ3(f, f) ∗Θ3(e, e) + 4Θ3(f, e) ∗Θ3(e, f) + Θ2(e, f)2
= −80Θ6(e, f)− 112Θ5(e, f)− 36Θ4(e, f) + Θ2(e, f)2
=
2
5
(6Θ2(e, f)− 1) ∗ (2Θ3(e, f) + Θ2(e, f))− 1
9
Θ2(e, f)
2 ∗ (8Θ2(e, f) + 1).
Therefore, by (4.33) and (4.34), we have
4Θ3(f, f) ∗Θ3(e, e)
=
2
5
(6Θ2(e, f)− 1) ∗ (Θ3(e, f) + Θ3(f, e))− 2
9
Θ2(e, f)
2 ∗ (8Θ2(e, f) + 1).
(4.35)
Finally (4.23) and (4.33) imply the identity
Θ2(e, f)
2 ∗ (8Θ2(e, f) + 1) ∗ (Θ2(e, f)− 1) ∗ (8Θ2(e, f)− 3) = 0. (4.36)
By definition we see that
[ω] = Θ2(e, f), [E] = 2Θ3(e, e), [H ] = Θ3(e, f) + Θ3(f, e) and [F ] = 2Θ3(f, f).
Since ω, E, H and F are quasi-primary, we have Φ([ω]) = [ω] and Φ([x]) = −[x] for
x = E,H, F . Thus by the identities (4.8), (4.18), (4.20)–(4.23), (4.33)–(4.36) and by
applying the anti-involution Φ to these identities, we have the following proposition:
Proposition 4.4. The vector [ω] is a central element and satisfies the relations
[ω]2 ∗ (8[ω] + 1) ∗ ([ω]− 1) ∗ (8[ω]− 3) = 0,
([ω]− 1) ∗ (8[ω]− 3) ∗ [x] = 0
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for x = E,H and F . The relations
[E]2 = [F ]2 = 0, [H ]2 =
1
9
[ω]2 ∗ (8[ω] + 1),
[H ] ∗ [E] = −[E] ∗ [H ] = 1
5
(6[ω]− 1) ∗ [E],
[H ] ∗ [F ] = −[F ] ∗ [H ] = −1
5
(6[ω]− 1) ∗ [F ],
[E] ∗ [F ] = −2
5
(6[ω]− 1) ∗ [H ]− 2
9
[ω]2 ∗ (8[ω] + 1),
[F ] ∗ [E] = 2
5
(6[ω]− 1) ∗ [H ]− 2
9
[ω]2 ∗ (8[ω] + 1)
also hold in A(T +).
Remark 4.5. We can show that g = CE ⊕ CH ⊕ CF = {x ∈ T +3 |L1x = 0} becomes a
Lie algebra with commutation relation [x, y] = 1
5
p(x(2)y) for x, y ∈ g, where p denotes the
projection from T + to the subspace of all quasi-primary vectors. In fact, g is isomorphic
to sl2(C) such that [E, F ] = −2H, [H,E] = E and [H,F ] = −F ({iE, 2H, iF} forms
a standard basis). It is easy to see that the bilinear form ( · , ·) gives a nondegenerate
invariant symmetric bilinear form of g. We note that (H,H) = 1, (E, F ) = −2. Therefore
the bilinear form coincides with the twice of the normalized Killing form. We can then
unify the relations in Proposition 4.4 with respect to E,H, F to the relations
([ω]− 1) ∗ (8[ω] + 3) ∗ [x] = 0,
[x] ∗ [y] = 1
5
(6[ω]− 1) ∗ [[x, y]] + (x, y)
9
[ω]2 ∗ (8[ω] + 1)
for x, y ∈ g. These imply that any A(T +)-module is a module for sl2(C) (see [GaKa]).
It follows from Proposition 2.5 and Corollary 3.8 that Zhu’s algebra A(T +) is generated
by [ω], [E], [H ] and [F ]. By using Proposition 4.4, we shall find some ideals of A(T +).
We now set
v0 : = −1
9
(13[ω]− 3) ∗ ([ω]− 1) ∗ (8[ω] + 1) ∗ (8[ω]− 3) , (4.37)
w0 : = [ω] ∗ ([ω]− 1) ∗ (8[ω] + 1) ∗ (8[ω]− 3) , (4.38)
v− 1
8
: =
128
9
[ω]2 ∗ ([ω]− 1) ∗ (8[ω]− 3) . (4.39)
Then we have
vk ∗ vl = δk,lvk for k, l = 0,−1/8, (4.40)
v0 ∗ w0 = w0 ∗ v0 = w0, w20 = 0, (4.41)
v− 1
8
∗ w0 = w0 ∗ v− 1
8
= 0. (4.42)
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We note that [ω]2 ∗ v1 = [ω] ∗ w0 = 0 and [ω] ∗ v− 1
8
= −1
8
v− 1
8
. It is also valid that
vk ∗ [x] = w0 ∗ [x] = 0 for x = E,H, F . Therefore A0 = Cv0 + Cw0 and A− 1
8
= Cv− 1
8
are
ideals of A(T +).
We now consider the subspace A1 spanned by the vectors [ω]
2 ∗ (8[ω] + 1) ∗ (8[ω]− 3)
and (8[ω]− 3) ∗ [x] with x = E,H and F . We also denote by A 3
8
the subspace spanned
by the vectors [ω]2 ∗ (8[ω] + 1) ∗ ([ω]− 1) and ([ω]− 1) ∗ [x] with x = E,H and F . It is
clear from Proposition 4.4 that [w] acts on Aλ by the scalar λ for λ = 1,
3
8
. Proposition
4.4 also implies that
A(T +) = A0 ⊕ A1 ⊕ A− 1
8
⊕A 3
8
. (4.43)
and that Aλ ∗ Aµ = 0 if λ 6= µ for λ, µ = 0, 1,−18 , 38 . Therefore, the decomposition (4.43)
is a direct sum of ideals.
Proposition 4.6. The ideals Aλ for λ = 1,
3
8
are homomorphic images of the 2×2 matrix
algebra M2(C).
Proof. We set
A =
1
90
[ω]2 ∗ (8[ω] + 1) ∗ (8[ω]− 3) , B = 1
10
(8[ω]− 3) ∗ [H ],
C =
1
10
(8[ω]− 3) ∗ [E], D = 1
10
(8[ω]− 3) ∗ [F ]
when λ = 1 and set
A =− 64
45
[ω]2 ∗ (8[ω] + 1) ∗ ([ω]− 1) , B = −16
5
([ω]− 1) ∗ [H ],
C =− 16
5
([ω]− 1) ∗ [E], D = −16
5
([ω]− 1) ∗ [F ].
when λ = 3
8
. Then by Proposition 4.4, we have Table 1, which is the multiplication tables
among A,B,C and D.
Table 1: The table of x ∗ y for x, y = A,B,C,D
x\y A B C D
A 1
2
A 1
2
B 1
2
C 1
2
D
B 1
2
B 1
2
A 1
2
C −1
2
D
C 1
2
C −1
2
C 0 −A−B
D 1
2
D 1
2
D −A +B 0
Hence for λ = 1, 3
8
, if we set
v1,1λ = −A− B, v1,2λ = C, v2,1λ = D, v2,2λ = −A +B,
then we get the identities vi,jλ ∗ vk,lλ = δj,kvi,lλ for any i, j, k, l = 1, 2. This shows that Aλ is
a homomorphic image of M2(C) for λ = 1,
3
8
.
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Remark 4.7. Let W be an A(T +)-module and λ = 1 or 3
8
. We recall the scalars α1 = 1
and α 3
8
= 1
2
defined in the last paragraph in Section 4.1. For any w ∈ W such that
[ω].w = λw, we have
v1,1λ .w = −
1
2
(
w +
1
α2λ
[H ].w
)
, v1,2λ .w =
1
2α2λ
[E].w,
v2,1λ .w =
1
2α2λ
[F ].w, v2,2λ .w = −
1
2
(
w − 1
α2λ
[H ].w
)
.
Therefore, the nonzero vectors x1 := v
1,1
λ .w and x2 := v
2,1
λ .w satisfy v
i,j
λ .xk = δj,kxi if there
exists 0 6= w ∈ W with [ω].w = λw for λ = 1, 3
8
.
As a corollary of Proposition 4.6 we can show the following theorem.
Theorem 4.8. Zhu’s algebra A(T +) has only four inequivalent irreducible modules Ω(T ±)
and Ω(T (θ)±).
Proof. Let W be an irreducible A(T +)-module. Then W = Aλ.w for some λ = 0, 1,−18 , 38
and a nonzero vector. We note that A0 is commutative and the other ideals are ho-
momorphic image of simple algebras. Thus there exist at most four irreducible A(T +)
module. On the other hand, there exist four inequivalent irreducible modules Ω(T ±) and
Ω(T (θ)±). Therefore we have the theorem.
It is still possible that the ideal A0 degenerates to one dimensional. The fact that A0 is
just two dimensional can be proved by showing the existence of a reducible indecomposable
A(T +)-module on which [ω] does not act diagonally but nilpotently. We will show that
such A(T +)-modules indeed exist (see Remark 5.4 below). Then we see that dimA(T +) ≥
11. Since dimA(T +) ≤ dim T +/C2(T +) as in Section 2.2, by Proposition 3.11, we have
dimA(T +) = dim T +/C2(T +) = 11.
4.4 Classification of irreducible A(SF+)-modules for d ≥ 2
In this section we classify irreducible A(SF+)-modules in the case d > 1 (see Theorem
4.15 below). First we note that
[ei,j] = Θ2(e
i, ej), [hi,j] = Θ2(e
i, f j), [f i,j] = Θ2(f
i, f j),
[Ei,j] = Θ3(e
i, ej) + Θ3(e
j , ei) = 2Θ3(e
i, ej) + Θ2(e
i, ej),
[H i,j] = Θ3(e
i, f j) + Θ3(f
j, ei) = 2Θ3(e
i, f j) + Θ2(e
i, f j),
[F i,j] = Θ3(f
i, f j) + Θ3(f
j, f i) = 2Θ3(f
i, f j) + Θ2(f
i, f j)
for 1 ≤ i, j ≤ d. By Corollary 3.8 and Proposition 2.5, we see that Zhu’s algebra A(SF+)
is generated by the vectors above. Moreover, we can show the following proposition.
Proposition 4.9. If d > 1, then Zhu’s algebra A(SF+) is generated by [ei,j], [hi,j ] and
[f i,j] for 1 ≤ i, j ≤ d.
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Proof. Let 1 ≤ i, j ≤ d. It suffices to express [Ei,j], [H i,j] and [F i,j] by means of [ek,l],
[hk,l] and [fk,l] with 1 ≤ k, l ≤ d. We shall assume that i 6= j. By using (4.6) and Lemma
4.3, we can calculate that
[hi,i] ∗ [ei,j] = 3Θ4(ei, ej) + 4Θ3(ei, ej) + Θ2(ei, ej), (4.44)
[hj,j] ∗ [ei,j] = 3Θ4(ei, ej) + 2Θ3(ei, ej), (4.45)
[hi,i] ∗ [hi,j] = 3Θ4(ei, f j) + 4Θ3(ei, f j) + Θ2(ei, f j), (4.46)
[hj,j] ∗ [hi,j] = 3Θ4(ei, f j) + 2Θ3(ei, f j), (4.47)
[hi,i] ∗ [f i,j] = 3Θ4(f i, f j) + 4Θ3(f i, f j) + Θ2(f i, f j), (4.48)
[hj,j] ∗ [f i,j] = 3Θ4(f i, f j) + 2Θ3(f i, f j). (4.49)
Hence we see that
[Ei,j] = 2Θ3(e
i, ej) + Θ2(e
i, ej) = ([hi,i]− [hj,j]) ∗ [ei,j ], (4.50)
[H i,j] = 2Θ3(e
i, f j) + Θ2(e
i, f j) = ([hi,i]− [hj,j]) ∗ [hi,j ], (4.51)
[F i,j] = 2Θ3(f
i, f j) + Θ2(f
i, f j) = ([hi,i]− [hj,j]) ∗ [f i,j]. (4.52)
It also follows from (4.6) and a similar formula with f i instead of ei that
[hi,j ] ∗ [ei,j] = 3Θ4(ei, ei) + 4Θ3(ei, ei), [hj,i] ∗ [f i,j] = 3Θ4(f i, f i) + 2Θ3(f i, f i).
Therefore, by (4.10), we have
[Ei,i] = 2Θ3(e
i, ei) = 2[hi,j] ∗ [ei,j], [F i,i] = 2Θ3(f i, f i) = −2[hj,i] ∗ [f i,j]. (4.53)
Finally we calculate that [ei,j] ∗ [f i,j] and [hi,j] ∗ [hj,i] for 1 ≤ i 6= j ≤ d. By (4.6) and
Lemma 4.3, we find
[ei,j ] ∗ [f i,j] = [ei(−1)ej(−1)f i(−1)f j] + 3Θ4(ei, f i) + 4Θ3(ei, f i) + Θ2(ei, f i)
+ 3Θ4(e
j , f j) + 4Θ3(e
j, f j) + Θ2(e
j, f j),
[hi,j] ∗ [hj,i] = [ei(−1)f j(−1)ej(−1)f i] + 3Θ4(ei, f i) + 4Θ3(ei, f i) + Θ2(ei, f i)
+ 3Θ4(e
j , f j) + 2Θ3(e
j, f j).
Then (4.27) and the fact that Θ3(e
k, fk) = 1
2
([Hk,k]− [hk,k]) for 1 ≤ k ≤ d show that
[ei,j] ∗ [f i,j] = 1
2
([H i,i] + [Hj,j]) +
1
2
([hi,i]− [hj,j])2, (4.54)
[hi,j ] ∗ [hj,i] = 1
2
([H i,i]− [Hj,j]) + 1
2
([hi,i]− [hj,j])2. (4.55)
These imply that
[Hj,j] = [ei,j] ∗ [f i,j]− [hi,j] ∗ [hj,i], (4.56)
[H i,i] = [ei,j] ∗ [f i,j] + [hi,j ] ∗ [hj,i]− ([hi,i]− [hj,j])2. (4.57)
This completes the proof.
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Apply the anti-automorphism Φ to the both sides in (4.50)–(4.54). We note that the
anti-involution Φ acts trivially on [ei,j], [hi,j] and [f i,j] and by the scalar −1 on [Ei,j],
[H i,j] and [F i,j] for 1 ≤ i, j ≤ d. Thus we have
[hi,i] ∗ [xi,j ] = [xi,j ] ∗ [hj,j] for xi,j = ei,j, hi,j, hj,i, f i,j, (4.58)
[hi,j] ∗ [yi,j] = −[yi,j] ∗ [hi,j] for yi,j = ei,j, f i,j, (4.59)
[ei,j] ∗ [f i,j] = −[f i,j] ∗ [ei,j] + ([hi,i]− [hj,j])2 (4.60)
for any 1 ≤ i 6= j ≤ d. We also see that (4.56) and (4.57) prove the relation
[hi,j] ∗ [hj,i] + [hj,i] ∗ [hi,j] = ([hi,i]− [hj,j])2 (4.61)
for 1 ≤ i 6= j ≤ d.
It is clear that [hi,i] and [hj,j] for 1 ≤ i, j ≤ d commute with each other in A(SF+).
Since A(SF+) is finite dimensional, irreducible A(SF+)-modules are of finite dimension.
Thus any irreducible SF+-module is a sum of simultaneous generalized eigenspaces for
the actions of [hi,i] for all 1 ≤ i ≤ d. We show that the actions of [hi,i] with 1 ≤ i ≤ d are
diagonal on any irreducible A(SF+)-module.
Proposition 4.10. Let W be an irreducible A(SF+)-module. Then W is a direct sum of
simultaneous eigenspaces for the actions of [hi,i] with all 1 ≤ i ≤ d.
Proof. Since W is finite dimensional, W contains a nonzero simultaneous eigenvector w
for the actions of [hi,i] (1 ≤ i ≤ d).
Consider the vector of the form [ek,l].w for 1 ≤ k 6= l ≤ d. By (4.44), (4.45), (4.58)
and a trivial calculation, one has
[hk,k].[ek,l].w = [ek,l].[hl,l].w = λl[e
k,l].w,
[hl,l].[ek,l].w = [ek,l].[hk,k].w = λk[e
k,l].w,
[hi,i].[ek,l].w = [ek,l].[hi,i].w = λi[e
k,l].w for i 6= k, l,
where λi is the eigenvalue of w for the action of [h
i,i]. Hence, we see that [ek,l].w is
also simultaneous eigenvector for the actions of [hi,i] with 1 ≤ i ≤ d. As well, (4.46)–
(4.49) prove that [hk,l].w and [fk,l].w are also simultaneous eigenvectors for the actions
of [hi,i] (1 ≤ i ≤ d). Finally Proposition 4.9 implies that A(SF+).w is a direct sum of
simultaneous eigenspaces for the actions of [hi,i] for all 1 ≤ i ≤ d. Since W is irreducible,
we have W = A(SF+).w. Hence the proposition holds.
We now find more relations in A(SF+). We recall the relation
[H i,i] ∗ [Ei,i] = 1
5
(6[hi,i]− 1) ∗ [Ei,i]
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for 1 ≤ i ≤ d in Proposition 4.4. By (4.53), (4.56) and (4.58)–(4.60), for 1 ≤ j ≤ d with
j 6= i,
[H i,i] ∗ [Ei,i] = ([ei,j] ∗ [f i,j]− [hj,i] ∗ [hi,j]) ∗ (2[hi,j] ∗ [ei,j ])
= 2[ei,j] ∗ [f i,j] ∗ [hi,j] ∗ [ei,j]
= 2[hi,j] ∗ [ei,j] ∗ [f i,j] ∗ [ei,j]
= 2([hi,i]− [hj,j])2 ∗ [hi,j] ∗ [ei,j ]
= ([hi,i]− [hj,j])2 ∗ [Ei,i]
because [ei,j]2 = [hi,j ]2 = 0. Hence we have(
([hi,i]− [hj,j])2 − 1
5
(6[hi,i]− 1)
)
∗ [Ei,i] = 0 (4.62)
for any 1 ≤ i ≤ d.
Let W be an irreducible A(SF+)-module and Wλ1,...,λd the simultaneous eigenspace
for [hi,i] of eigenvalues λi for all 1 ≤ i ≤ d. The identity (4.36) gives
[hi,i]2 ∗ ([hi,i]− 1) ∗ (8[hi,i] + 1) ∗ (8[hi,i]− 3) = 0. (4.63)
Hence we may assume that λ1, . . . , λd ∈ {0,−18 , 1, 38}.
First we consider the case λi = 1 or
3
8
for some i. We then can assume that λ1 = 1 or
3
8
if necessary by permutating the pairs (ei, f i) in the canonical basis {(ei, f i)}1≤i≤d. By
the classification of irreducible A(T +)-modules, there exists 0 6= w ∈ Wλ1,...,λd such that
[E1,1].w 6= 0. It follows from (4.62) that for any j ≥ 2, the eigenvalue λj must satisfy the
equation
(λ1 − λj)2 = 1
5
(6λ1 − 1).
This equation shows that λj = 0,−18 if λ1 = 1, 38 respectively. Therefore, we may assume
that Wλ,µ,...,µ 6= 0 for λ = 1 (resp. 38) and µ = 0 (resp. −18).
We now recall Remark 4.7. By this remark, we see that there exist nonzero vectors
x1, y1 ∈ Wλ,µ,...,µ such that
v1,1λ (e
1, f 1).x1 = x1, v2,1λ (e
1, f 1).x1 = y1,
where vk,lλ (e
1, f 1) is the vector vk,lλ defined in the proof of Proposition 4.6 with e = e
1, f =
f 1 for k, l = 1, 2. Let α = αλ = λ− µ and set
xj :=
1
α
[hj,1].x1, yj :=
1
α
[h1,j ].y1
for j ≥ 2.
Lemma 4.11. For 1 ≤ i, j, k ≤ d with i 6= j,
[f i,j].xk = α(δj,ky
i − δi,kyj), [f i,j].yk = 0,
[ei,j ].xk = 0, [ei,j].yk = −α(δj,kxi − δi,kxj),
[hi,j].xk = δj,kαx
i, [hi,j].yk = −δi,kαyj.
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Proof. We fix i > 1. Since y1 = v2,2λ (e
1, f 1).y1, Remark 4.7 shows that [F 1,1].y1 = 0.
Moreover, since [hi,i].y1 = µy1 for either µ = 0 or −1
8
, we have [F i,i].y1 = 0. On the other
hand, (4.61) proves that
α2[f i,1].y1 = ([h1,1]− [hi,i])2.[f i,1].y1 = [h1,i].[hi,1].[f i,1].y1 + [hi,1].[h1,i].[f i,1].y1.
Since [hi,1].[f i,1].y1 = 1
2
[F 1,1].y1 = 0 and [h1,i].[f i,1].y1 = −1
2
[F i,i].y1 = 0 by (4.53), we
have
[f i,1].y1 = 0. (4.64)
If we exchange y1 to x1 in the argument above, then one has
[hi,1].[f i,1].x1 =
1
2
[F 1,1].x1 and [h1,i].[f i,1].x1 = [F i,i].x1 = 0.
Thus by using (4.61) again, we get
α2[f i,1].x1 = [h1,i].[hi,1].[f i,1].x1 + [hi,1].[h1,i].[f i,1].x1 =
1
2
[h1,i].[F 1,1].x1.
Since y1 = v2,1λ (e
1, f 1).x1 = 1
2α2
[F 1,1].x1 by Remark 4.7, we find that
[f i,1].x1 = [h1,i].y1 = αyi. (4.65)
We can also prove that
[ei,1].x1 = 0, [e1,i].y1 = αxi (4.66)
by the same method. By using (4.60) and the fact that [f i,1]2 = 0, we get
[f 1,i].xi =
1
α
[f 1,i].[e1,i].y1 = α[y1], (4.67)
[f 1,i].yi =
1
α
[f 1,i].[f i,1].xi = 0. (4.68)
As well we have
[ei,1].xi = 0, [ei,1].yi = αx1. (4.69)
Since [h1,i] ∗ [e1,i] = 1
2
[E1,1] by (4.53), we have
[h1,i].xi =
1
α
[h1,i].[e1,i].y1 =
1
2α
[E1,1].y1.
Remak 4.7 then proves that
[h1,i].xi = αv1,2λ (e
1, f 1).y1 = αx1. (4.70)
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As well, we have
[hi,1].yi = αy1. (4.71)
These show that
[h1,i].x1 =
1
α
[h1,i]2.xi = 0, (4.72)
[hi,1].y1 =
1
α
[hi,1]2.yi = 0. (4.73)
We calculate the identities
[hi,j] ∗ [hj,k] = [hi,k] ∗ ([hk,k]− [hj,j]), (4.74)
[ei,j] ∗ [f j,k] = [hi,k] ∗ ([hj,j]− [hk,k]) (4.75)
which follow from (4.6), (4.44)–(4.49) for distinct integers 1 ≤ i, j, k ≤ d. Then we have
[f i,j].xj =
1
α
[f i,j].[ej,1]y1 = [h1,i].y1 = αyi
for i, j > 1 with i 6= j. As for ei,j and hi,j , we get the desired identities in Lemma 4.11 by
using the identities (4.64)–(4.74) and (4.75). Therefore, we see that Lemma 4.11 holds if
i = k or j = k.
Finally let 1 ≤ i, j, k ≤ d be mutually distinct. Then we see that
α[ei,j].xk = [ei,j].[ej,k].yj = 0, α[ei,j].yk = [ei,j].[hj,k].yj = 0,
where we use that [ei,j ].[ej,k] = [ei,j ].[hj,k] = 0. As well we have
α[f i,j].xk = [f i,k].[hj,k].xk = 0, α[f i,j].yk = [f i,j].[fk,j].xk = 0.
By (4.75), we see that
α[hi,j].xk = [ei,k].[fk,j].xk = −α[ei,k].yj = 0,
α[hi,j].yk = [ei,k].[fk,j].yk = 0.
The proof is completed.
Compare Lemma 4.11 with (4.1)–(4.4). In the case λ = 1, we see that the linear
map form Ω(SF−) to
∑d
i=1(Cx
i + Cyi) defined by ei 7→ xi and f i 7→ yi is an A(SF+)-
module homomorphism. Since the map is nonzero, it is an isomorphism. In particular
W ∼= Ω(SF−). In the case λ = 38 , we see that W ∼= Ω(SF (θ)−). Therefore, we have
Proposition 4.12. Let W be an irreducible A(SF+)-module. If there exists a nonzero
simultaneous eigenspace Wλ1,...,λd for all [h
i,i] such that λi = 1 (resp.
3
8
) for some i, then
W is isomorphic to Ω(SF−) (resp. Ω(SF (θ)−)).
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We next consider the case that an irreducible A(SF+)-module W includes a nonzero
simultaneous eigenspace Wλ1,...,λd such that λi is either 0 or −18 for any 1 ≤ i ≤ d. Then
we have
Lemma 4.13. For any 1 ≤ i, j ≤ d, λi = λj. Furthermore, W = Wλ,...,λ with λ = λ1.
Proof. Let w ∈ Wλ1,...,λd be a nonzero vector. From the classification of irreducible A(T +)-
modules, we see that
[Ek,k].w = [Hk,k].w = [F k,k].w = 0
for any 1 ≤ k ≤ d. Let 1 ≤ i 6= j ≤ d. Then (4.53) proves
[hi,j ].[f i,j].w = [hj,i].[f i,j].w = 0. (4.76)
Hence by (4.61),
0 = [hi,j].[hj,i].[f i,j].w + [hj,i].[hi,j ].[f i,j].w = (λi − λj)2[f i,j].w. (4.77)
On the other hand (4.54) shows that
2[ei,j].[f i,j].w = (λi − λj)2w. (4.78)
Therefore applying [ei,j] to the both sides in (4.77) proves λi = λj.
Set λ = λ1. By (4.58)–(4.59), we see that Wλ,...,λ is closed under the actions of [e
i,j],
[hi,j] and [f i,j] for 1 ≤ i, j ≤ d. Thus by Proposition 4.9, Wλ,...,λ is an A(SF+)-submodule
of W , and W = Wλ,...,λ.
Now we consider the subspace U := [f i,j].W for any 1 ≤ i 6= j < d. We shall show
that U is an A(SF+)-submodule of W . Firstly, we have [hk,k]U ⊂ U for any 1 ≤ k ≤ d.
Secondly, by (4.76), (4.78) and the fact that [f i,j]2 = 0, we see that [xi,j ].U = 0 for any
xi,j = ei,j, hi,j, f i,j. It is clear that if k, l 6= i, j then [xk,l].U ⊂ U for any xk,l = ek,l, hk,l, fk,l.
Finally, for 1 ≤ k, l ≤ d such that either k or l is in {i, j}, (4.75) implies that [ek,l].U = 0.
Since [fk,l] ∗ [f i,j] = 0, we have [fk,l].U = 0. Furthermore we note that
[hk,i].[f i,j] = 0, [hi,k].[f i,j] = [f i,k] ∗ ([hi,i]− [hj,j]).
Hence [hk,l].U ⊂ U . Therefore we find that [f i,j].W is closed under the actions of
[ek,l], [hk,l], [fk,l] for any 1 ≤ k, l ≤ d and that it is an A(SF+)-submodule of W . Since
[f i,j].W 6= W (otherwise W = [f i,j]2W = 0), [f i,j].W is zero. Consequently we have
[f i,j] = 0 on W . One can also prove that [ei,j ] = [hi,j] = 0 on W for 1 ≤ i 6= j ≤ d. In
particular, this and Proposition 4.9 show the following lemma.
Lemma 4.14. The action of A(SF+) on W is commutative. Hence W is one dimen-
sional.
Therefore, by taking a nonzero vector wλ ∈ W = Wλ,...,λ, we have an A(SF+)-module
homomorphism from Ω(SF+) (resp. Ω(SF (θ)+)) to W defined by 1 7→ w1 (resp. 1θ 7→
w− 1
8
). Consequently, we see that W is isomorphic to either Ω(SF+) or Ω(SF (θ)+).
Theorem 4.15. For the vertex operator algebra SF+ with d ≥ 2, any irreducible A(SF+)-
module is isomorphic to one in the list {Ω(SF±),Ω(SF (θ)±)}.
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5 Further structures of the vertex operator algebra SF+
In this section we prove the irrationality of SF+ by constructing reducible indecomposable
SF+-modules, and determine the automorphism group of SF+. We also calculate the
irreducible characters and their modular transformations.
5.1 Indecomposable SF+-modules
In this section we construct some reducible indecomposable Z≥0-gradable SF
+-modules
whose existence is shown in [Kau] in the case d = 1. The existence of reducible inde-
composable Z≥0-gradable SF
+-modules proves that the vertex operator algebra SF+ is
irrational.
We recall the algebra A in Section 3.1. The vertex operator superalgebra SF is
realized as the quotient A-module A/A≥0. We see that any SF -module is an A-module.
Conversely, we can show that any A-module M is naturally an SF -module if for any
u ∈ M and ψ ∈ h, there is an integer n0 such that ψ(n)u = 0 for n ≥ n0. In fact, for
an A-module M satisfying this condition, the vertex operator (3.1) on M is well defined.
We can then check that this gives an SF -module structure on M .
We consider the left ideal of A generated by ψ(n)1 for any vectors ψ ∈ h and n ∈ Z>0,
and denote it by A+. Then we see that for any u ∈ A and ψ ∈ h, there exists n0 ∈ Z>0
such that ψ(n)u ∈ A+ for any n ≥ n0. Therefore, the quotient A-module
ŜF := A/A+
becomes an SF -module.
The SF -module ŜF is isomorphic to Λ(h⊗C[t−1]) as a vector space. Set 1ˆ = 1+A+.
Then ŜF is spanned by vectors of the form ψ1(−n1) · · ·ψr(−nr)1ˆ with ψi ∈ h and ni ∈ Z≥0.
In particular, we have the decomposition
ŜF =
∞⊕
n=0
ŜF (n)
into a direct sum of generalized eigenspaces for L0. Hence ŜF is Z≥0-gradable. We note
that the generalized eigenspace ŜF (0) for L0 of eigenvalue 0 is spanned by ψ
1
(0) · · ·ψr(0)1ˆ
for ψi ∈ h and r ∈ Z≥0. Hence we may identify ŜF (0) with the exterior algebra Λ(h). We
denote by rΛ(h) the subspace spanned by vectors of the form ψ1(0) · · ·ψs(0)1ˆ for ψi ∈ h and
s ≥ r. Consider the SF -submodule ŜF [r] of ŜF generated from the subspace rΛ(h) for
any r ∈ Z≥0. It is clear that ŜF [r] ∼= SF ⊗ rΛ(h) as vector spaces. Since dim h = 2d,
ŜF [2d+ 1] = 0. Thus we have a sequence of SF+-submodules
0 = ŜF [2d+ 1] ⊂ ŜF [2d] ⊂ ŜF [2d− 1] ⊂ · · · ⊂ ŜF [0] = ŜF .
By definition, for any ψ ∈ h, ψ(0)ŜF [r] ⊂ ŜF [r + 1]. Thus ψ(0) acts trivially on the
quotient ŜF [r]/ŜF [r + 1]. Therefore,
ŜF [r]/ŜF [r + 1] ∼= SF ⊗ (rΛ(h)/r+1Λ(h))
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as left SF -modules. Since dim(rΛ(h)/r+1Λ(h)) =
(
2d
r
)
, ŜF [r]/ŜF [r+1] is a direct sum of(
2d
r
)
copies of SF as an SF -module.
We note that ŜF is naturally an SF+-module. We determine the space Ω(ŜF ) of
singular vectors in ŜF as an SF+-module. If u ∈ Ω(ŜF ) ∩ ŜF [r] and u /∈ ŜF [r + 1]
for some r, then u + ŜF [r + 1] is a nonzero singular vector of ŜF [r]/ŜF [r + 1]. Since
this quotient is a direct sum of copies of SF+ and SF−, we see that u + ŜF [r + 1] is a
sum of eigenvectors for L0 of weight 0 or 1. This implies that u ∈ ŜF (0) ⊕ ŜF (1). Hence
Ω(ŜF ) ⊂ ŜF (0) ⊕ ŜF (1).
It is clear that ŜF (0) ⊂ Ω(ŜF ). We claim that
Ω(ŜF ) ∩ ŜF (1) = ŜF [2d](1). (5.1)
Let v ∈ ŜF (1). For a canonical basis {(ei, f i)} of h, we can find vectors vj ∈ ŜF (0) (1 ≤
j ≤ 2d) such that v =∑di=1 ei(−1)vi +∑dj=1 f j(−1)vd+j . Then for any ψ ∈ h and 1 ≤ i ≤ d,
((ei(−1)ψ)(2) + (e
i
(−2)ψ)(3))v = −ψ(0)vd+i, ((f i(−1)ψ)(2) + (f i(−2)ψ)(3))v = ψ(0)vi.
Therefore, if v ∈ Ω(ŜF ), then for each i, vi is annihilated by the action of ψ(0) for any ψ ∈
h. Thus vi ∈ 2dΛ(h) ⊂ ŜF [2d] and Ω(ŜF ) ∩ ŜF (1) ⊂ ŜF [2d]. Since ŜF [2d](1) ⊂ Ω(ŜF ),
we get (5.1) and hence Ω(ŜF ) = ŜF (0) ⊕ ŜF [2d](1).
Proposition 5.1. The socle soc(ŜF ) of the SF+-module ŜF is ŜF [2d].
Proof. LetM be an irreducible SF+-submodule of ŜF . Then Ω(M) ⊂ Ω(ŜF ). Therefore,
M is generated from a vector in ŜF (0) or ŜF [2d](1) by (5.1). If M is generated from a
vector in ŜF [2d](1) then it is an irreducible submodule of ŜF [2d] isomorphic to SF
−.
Suppose that M is generated from a vector u in ŜF (0). By the classification of irre-
ducible SF+-modules, M is isomorphic to SF+. In particular, M1 = 0. This implies that
(ψ(−2)φ)(1)u = φ(−1)ψ(0)u = 0 for any ψ, φ ∈ h. Therefore, we see that u ∈ ŜF [2d](0).
Hence M ⊂ ŜF [2d].
The SF+-module ŜF is decomposable. We see that the automorphism θ ofA preserves
the ideal A+. Hence θ acts on ŜF . If we denote by ŜF
±
the ±1-eigenspace of ŜF for θ
respectively, then ŜF
±
are SF+-modules and ŜF = ŜF
+ ⊕ ŜF− as SF+-modules. As a
corollary of Proposition 5.1, we have
Corollary 5.2. The SF+-modules ŜF
±
are reducible and indecomposable.
Proof. The SF+-modules ŜF
±
are reducible because L0 does not act diagonally on them.
We note that by Proposition 5.1, soc(ŜF
±
) = ŜF [2d] ∩ ŜF± ∼= SF± respectively. On
the other hand, if ŜF
+
or ŜF
−
are decomposable then they must include at least two
irreducible SF+-modules. This is a contradiction.
37
Therefore, the following is clear.
Proposition 5.3. The vertex operator algebra SF+ is irrational.
Remark 5.4. In the case d = 1, Ω(ŜF
+
) gives an example of an A(T +)-module on which
[ω] does not act diagonally. Therefore, the ideal A0 can not one dimensional.
5.2 Irreducible characters of SF+
In this section we calculate characters of irreducible SF+-modules. We also give their
modular transformation.
For a vertex operator algebra V , the character of an irreducible V -module M with
lowest weight h is defined by
SM(τ) = trM q
L0− c24 =
∞∑
n=0
dimMh+nq
h− c
24
+n,
where q = e2piiτ . It is known that if the vertex operator algebra is C2-cofinite then the
character absolutely converges to a holomorphic function of τ on the upper half plane.
We denote the holomorphic function by SM(τ) (see [Z]). Let us consider the characters
of irreducible SF+-modules SF± and SF (θ)±. It is easy to see that
SSF (τ) =
(
q
1
24
∞∏
n=1
(1 + qn)
)2d
=
(
η(2τ)
η(τ)
)2d
,
SSF (θ)(τ) =
(
q−
1
48
∞∏
n=1
(1 + qn−
1
2 )
)2d
=
(
η(τ)2
η(2τ)η( τ
2
)
)2d
with q = e2piiτ , where η(τ) = q
1
24
∏∞
n=1(1− qn) is the Dedekind eta function. On the other
hand, we have
trSF θq
L0+
d
12 =
(
q
1
24
∞∏
n=1
(1− qn)
)2d
= η(τ)2d,
trSF (θ) θq
L0+
d
12 =
(
q−
1
48
∞∏
n=1
(1− qn− 12 )
)2d
=
(
η( τ
2
)
η(τ)
)2d
.
We now set
φ1(τ) :=
η(τ)2
η(2τ)η( τ
2
)
, φ2(τ) :=
η( τ
2
)
η(τ)
, φ3(τ) =
√
2
η(2τ)
η(τ)
(5.2)
(see [Waki, Chapter 4]). Then we have
SSF±(τ) =
1
2
(
φ3(τ)
2d
2d
± η(τ)2d
)
, (5.3)
SSF (θ)±(τ) =
1
2
(
φ1(τ)
2d ± φ2(τ)2d
)
. (5.4)
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The modular transformations of the functions in (5.2) are given by
φ1(τ + 1) = e
−pii
24φ2(τ), φ2(τ + 1) = e
−pii
24φ1(τ), φ3(τ + 1) = e
pii
12φ3(τ),
φ1
(
−1
τ
)
= φ1(τ), φ2
(
−1
τ
)
= φ3(τ), φ3
(
−1
τ
)
= φ2(τ)
(5.5)
which follow from the well known modular transformation lows
η(τ + 1) = e
pii
12 η(τ), η
(
−1
τ
)
= (−iτ) 12η(τ). (5.6)
By using the formula we have the following proposition.
Proposition 5.5. The modular transformations of SSF±(τ) and SSF (θ)±(τ) with respect
to the transformations τ 7→ τ + 1 and τ 7→ − 1
τ
are given by
SSF±(τ + 1) = e
dpii
6 SSF±(τ),
SSF±
(
−1
τ
)
=
1
2d+1
(
SSF (θ)+(τ)− SSF (θ)−(τ)
)± (−iτ)d
2
(SSF+(τ)− SSF−(τ)),
SSF (θ)±(τ + 1) = ±e− dpii12 SSF (θ)±(τ),
SSF (θ)±
(
−1
τ
)
=
1
2
(
SSF (θ)+(τ) + SSF (θ)−(τ)
)± 2d−1 (SSF+(τ) + SSF−(τ)) .
Proof. We see that
φ1(τ)
2d = SSF (θ)+(τ) + SSF (θ)+(τ), φ2(τ)
2d = SSF (θ)+(τ)− SSF (θ)−(τ)
and
φ3(τ)
2d = 2d (SSF+(τ) + SSF−(τ)) , η(τ)
2d = SSF+(τ)− SSF−(τ).
Hence (5.3)–(5.6) prove the proposition.
5.3 The automorphism group of SF+
We determine the automorphism group of SF+ in this section.
We first recall that the group of all linear isomorphisms of h which preserve the skew-
symmetric bilinear form 〈 · , · 〉 is the symplectic group Sp(2d,C). We extend the action
of Sp(2d,C) on h to SF by the properties
g(1) = 1,
g(ψ1(−n1) · · ·ψr(−nr)1) = (g(ψ1))(−n1) · · · (g(ψr))(−nr)1
for any g ∈ Sp(2d,C), ψi ∈ h and ni ∈ Z>0. Then we have gY (a, z)g−1 = Y (g(a), z) for
any g ∈ Sp(2d,C) and a ∈ SF . Since the definition of ω does not depend on a choice
of a canonical basis, we have g(ω) = ω for any g ∈ Sp(2d,C). Therefore, any element
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of Sp(2d,C) induce an automorphism of SF . In fact, the action is faithful, hence the
automorphism group Aut (SF ) contains a subgroup isomorphic to Sp(2d,C). Conversely,
we have
〈g(ψ), g(φ)〉1 = g(ψ)(1)g(φ) = g(ψ(1)φ) = 〈ψ, φ〉1
for any g ∈ Aut (SF ) and ψ, φ ∈ h. Hence any elements in Aut (SF ) give elements of
Sp(2d,C). This shows that
Aut (SF ) ∼= Sp(2d,C).
We note that the automorphism θ is in the center of Sp(2d,C) and 〈θ〉 is the center
of Sp(2d,C). Therefore, Sp(2d,C)/〈θ〉 faithfully acts on SF+. We shall prove that
Aut (SF+) ∼= Sp(2d,C)/〈θ〉.
We see that the characters SM(τ) for M = SF
±, SF (θ)± are mutually distinct. This
implies that for any g ∈ Aut (SF+) and irreducible SF+-module M , the SF+-module
(Mg, Y g( · , z)) with Mg = M and Y g( · , z) = Y (g(·) , z) is isomorphic to itself because
SMg(τ) = SM(τ). In particular, for any g ∈ Aut (SF+), there exists a unique SF+-module
isomorphism fg : SF
− → (SF−)g up to nonzero scalar multiple. Actually, if f ′g is another
SF+-module isomorphism from SF− to (SF−)g then f−1g ◦f ′g is in Hom SF+(SF−, SF−) ∼=
C.
We now consider the bilinear form ( · , · )g on SF− defined by (u, v)g = (fg(u), fg(v)).
Then we see that it is a nondegenerate skew-symmetric, invariant bilinear form. Since
SF− is irreducible we have the following proposition (cf. [Xu]).
Proposition 5.6. There exists a nonzero constant αg ∈ C such that ( · , · )g = αg( · , · ).
Proof. The bilinear forms ( · , · ) and ( · , · )g satisfy that (SF−m, SF−n ) = (SF−m, SF−n )g = 0
if m 6= n. This implies that the linear maps γ and γg from SF− to the contragredient
SF+-module (SF−)′ =
⊕∞
n=1(SF
−
n )
∗ ⊂ D(SF−) defined by γ(u) = (u, · ) and γg(u) =
(u, · )g respectively are SF+-module isomorphisms. Hence γ−1 ◦ γg = αgidSF− for some
αg ∈ C− {0}. This proves the proposition.
By Proposition 5.6, we can assume that ( · , · )g = ( · , · ) if necessary by multiplying a
suitable scalar to fg. Hence we have 〈fg(ψ), fg(φ)〉 = 〈ψ, φ〉 for any ψ, φ ∈ h(∼= SF−1 ).
Therefore, the restriction of fg to SF
−
1 gives an element of Sp(2d,C). We need to show
the following lemma.
Lemma 5.7. Let ψ, φ ∈ h and m,n ∈ Z>0. Then g(ψ(−m)φ(−n)1) = fg(ψ)(−m)fg(φ)(−n)1.
Proof. First we assume that n = 1. For any u ∈ SF+, we see that
(g(u), fg(ψ)(−m)fg(φ)) = −(fg(ψ)(m)g(u), fg(φ)) = (−1)m(g(u)(m)fg(ψ), fg(φ)),
where the last identity follows from the skew symmetry formula
a(n)b = (−1)kl
∞∑
i=0
(−1)n+1+i
i!
Li−1b(n+i)a
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for a ∈ SF k¯, b ∈ SF l¯ (k, l = 0, 1), n ∈ Z and the fact that L1fg(φ) = fg(L1φ) = 0. Since
g(u)(m)fg(ψ) = fg(u(m)ψ) and the actions of fg and g preserve the bilinear form ( · , · ), we
have
(g(u), fg(ψ)(−m)fg(φ)) = (−1)m(u(m)ψ, φ) = (u, ψ(−m)φ) = (g(u), g(ψ(−m)φ)).
Hence we have the lemma for m ∈ Z>0 and n = 1. As for arbitrary n ∈ Z>0, by using
Lemma 3.4 we can reduce to the case n = 1. For example,
g(ψ(−2)φ(−2)1) = L−1g(ψ(−2)φ)− g(ψ(−1)φ(−3)1)
= L−1fg(ψ)(−2)fg(φ)− fg(ψ)(−1)fg(φ)(−3)1 = fg(ψ)(−2)fg(φ)(−2)1.
The proof is completed.
This lemma states that if we extend fg to an automorphism f˜g of SF in the canonical
way, then f˜g(a) = g(a) for any a ∈ L2SF+. In particular g = f˜g on SF+2 ⊕ SF+3 .
Hence Proposition 3.7 proves that g = f˜g on SF
+. In other words, the natural group
homomorphism Sp(2d,C) → Aut (SF+) is surjective. Therefore, we have the following
theorem.
Theorem 5.8. The automorphism group of SF+ is isomorphic to Sp(2d,C)/〈θ〉.
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