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Section 230 of the Communications Decency Act (“CDA”) immunizes social media platforms,
like Facebook, from liability of third party content.1 In other words, Facebook can’t be held
liable for defamatory or offensive content posted by its users. In many ways, this is dangerous
to the public, as Facebook has been accused of directly contributing to the January 6, 2021
Capitol riot by relaxing its security safeguards too soon after the 2020 presidential
election.2 Evidence indicates that “numerous Facebook groups and accounts, public and
private, were used to help organize the protest.”3
Recently, as social media has continued to evolve, there has been debate surrounding Section
230 and the broad sweeping immunity it provides.4 This twenty-five-year-old law was enacted
during a “long-gone age of naïve technological optimism and primitive technological
capabilities,” which has many pushing for a revision of the protections the law provides to
internet platforms.5
Interestingly enough, Facebook has proposed its own amendments to Section 230 in a March
25, 2021 hearing before the United States House of Representatives Energy and Commerce
Committee.6 Given that Facebook seems to continue to benefit from the immunity the law
provides by seemingly escaping liability despite allowing offensive content to remain on their
platform, this may come as a surprise. The proposal has been described as “vague and illdefined” by conditioning “platforms’ intermediary liability protection” on whether platforms
can “demonstrate that they have systems in place for identifying unlawful content and
removing it.”7 So, under Facebook’ “if a particular piece of content evades its detection,”
platforms that have adequate systems in place would not be held liable.8 The rationale
surrounding Facebook’s proposal is that it is “impractical for platforms with billions of posts
per day” to detect all offending content.9
This proposal is one that few social media platforms can satisfy as smaller internet service
providers lack the proper resources to create an adequate system for “identifying and
removing user-generated content.”10 Thus, this would only insulate a small portion of social
media giants from liability for any offending content that slipped through the cracks.
In light of this, it is worth pointing out certain revelations that the recent Facebook
whistleblower, Frances Haugen, revealed in her testimony before a Senate
subcommittee.11 Haugen, a former Facebook employee who served as a data scientist during
her time with the company,12 Haugen released internal research and documents from the
company that “indicat[ed] the company was aware of various problems cause by its apps,”
including harm to teens and children.13 Haugen explained that Mark Zuckerberg, CEO of
Facebook, “has not shown any readiness to protect the public from the harm his company is
causing.”14 She further explained that “[Zuckerberg]… has not demonstrated that he is willing
to govern the company at the level that is necessary for public safety.”15 In support of these
assertions, the documents she disclosed show that “Facebook AI systems only catch a very
tiny minority of offending content.”16 Furthermore, she explains that the company is

“understaffed,” contributing to platform-wide problems that Facebook has continued to
struggle to tackle.17
Given the information that Haugen has provided regarding Facebook, it seems baffling that
Zuckerberg would propose an amendment to Section 230 requiring internet social media
platforms to have adequate systems in place to moderate offending content in order to
receive immunity from Section 230. It is clear from Haugen’s testimony that Facebook itself
has continuously failed to implement any form of adequate system to moderate offending
content. The company’s unwillingness to ensure public safety within its platform is
noteworthy. Facebook is pushing for Section 230 immunity solely for platforms that have
systems in place for identifying unlawful content. Yet, the platform likely wouldn’t even be
covered under their own proposal since, as revealed by Haugen, they have failed to
demonstrate that they have an effective system in place for moderating content. So, under
their proposal, Facebook would essentially be responsible for all offending content posted on
their site.
Looking at Facebook’s proposal alone may seemingly paint the company in a good light,
actively participating in the legislation scheme that regulates the company. But, as the
whistleblower testimony reveals, Facebook is far from complying with the proposals they have
made themselves. If Facebook is to be taken seriously in its proposal, then the company needs
to reexamine its policies and regulations and take action by implementing adequate systems
for moderating content.
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