Abstract. We give a new criterion for the existence and statistical stability of an invariant probability measure of a Markov process taking values in a Polish phase space. The stability property in question can be formulated as follows: ergodic averages of the laws of the process starting with any initial distribution converge, in the sense of weak convergence of measures, to the invariant measure. The principal assumptions required of the process are: the lower bound on the ergodic averages of the transition of probability function and uniform continuity of (P t ψ) t≥0 , where (P t ) t≥0 is transition semigroup of the process and ψ is a bounded, Lipschitz function. In the second part of the article we apply this result to address the question of existence and stability of an invariant probability measure for a stochastic partial differential equation with an additive noise. With this result we show the existence and weak * mean ergodicity of an invariant measure for the Lagrangian observation process appearing in the passive tracer model of transport in a random, compressible environment.
Introduction
In this paper we consider a question of existence and statistical stability of an invariant probability measure for a Feller, Markov process (Z t ) t≥0 taking values in a Polish, i.e., a complete and separable, metric space (X, ρ). Let (P t ) t≥0 be the Markovian semigroup associated with the process, defined on B b (X) -the space of bounded, Borel measurable functions. For each t ≥ 0 we have P t 1 = 1 and P t ψ ≥ 0 if ψ ≥ 0. Throughout this article we shall assume that the semigroup is Feller, i.e. P t (C b (X)) ⊂ C b (X) for all t > 0 and stochastically continuous, i.e. for ψ ∈ C b (X) and x ∈ X we have lim t→0+ P t ψ(x) = ψ(x). Here C b (X) is the space of bounded, continuous functions equipped with the supremum norm.
In our first result, see Theorem 1 below, we show that there exists a unique, invariant probability measure for the process, provided that for any Lipschitz, bounded function ψ the family of functions (P t ψ) t≥0 is uniformly continuous at any point of X, the e-property of the semigroup, and there exists z ∈ X such that for any open neighborhood O of the point and arbitrary x ∈ X (1.1) lim inf
In fact, one can also conclude a stability property, which we call after [18] the weak * mean ergodicity, concerning the ergodic averages of the laws of Z t , t ≥ 0, provided a uniform version of condition (1.1) and one more technical condition hold, see (3.3) and (3.4) below. Another consequence of the stochastic stability of the process is the weak law of large numbers for additive functionals of the process starting with an arbitrary initial distribution (not necessarily the invariant one).
In the second part of the paper we apply those results to address the question of the existence and stability of an invariant probability measure for an Itô stochastic partial differential equation with an additive noise. This equation can be written in a separable Hilbert space H in the form dZ(t) = [AZ(t) + F (Z(t))]dt + RdW (t), Z(0) = ξ, where A is a generator of a C 0 -semigroup, R an appropriate Hilbert-Schmidt operator, F a certain nonlinear function, that needs not be continuous and (W (t)) t≥0 is a cylindrical Wiener process, see Section 4 for a detailed formulation. Our main result concerning this equation is Theorem 3. The hypotheses of the theorem can be summarized as follows: 1) there exists a global, compact attractor, supporting a unique invariant measure for the dynamical system corresponding to the equation without the noise, 2) the equations is stable with respect to the noise, as stated in Definition 4.3 below, 3) it possesses a Lyapunov function and 4) its transition semigroup has the e-property.
Finally, in Section 5 we consider a model of transport in a random environment. Assume that a particle trajectory is described by an ordinary differential equation dx(t) dt = V (t, x(t)), x(0) = x 0 , where V (t, x) is a certain d-dimensional, stationary, Gaussian, random field Markovian in time. This is the passive tracer model that is frequently used in statistical hydrodynamics to describe transport phenomena in turbulent flows. We apply the results obtained in Section 4 to prove the weak law of large numbers for the particle trajectory, i.e. that P−lim t→+∞ x(t) t = E µ * V (0, 0), where the convergence takes place in probability. The expectation E µ * is calculated with respect to the path measure that corresponds to the Markov process starting with the initial distribution µ * , which is invariant under Lagrangian observations of the velocity field, i.e. the vector field valued process V (t, x(t) + ·), t ≥ 0.
Preliminaries
Let M 1 denote the space of all probability Borel measures on X. When A ∈ B(X), with B(X) the σ-algbera of Borel sets, we denote by M 1 (A) the subspace of probability measures that vanish outside A, i.e. µ(X \ A) = 0. Suppose that µ ∈ M 1 is such that µ(A) = 0. We define then the measure conditioned on A as µ(·|A) := µ(·∩A)/µ(A). When µ(A) = 0 we use the convention µ(·|A) := µ(·).
We say that µ * ∈ M 1 is invariant for (P t ) t≥0 if X P t ψ(x)µ * (dx) = X ψ(x)µ * (dx), ∀ ψ ∈ B b (X), t ≥ 0.
Alternatively, we can say that P * t µ * = µ * for all t ≥ 0, where (P * t ) t≥0 denotes the semigroup dual to (P t ) t≥0 , i.e. for a given Borel measure µ and t ≥ 0 we let P * t µ(A) := X P t 1 A (x)µ(dx) ∀ A ∈ B(X).
A semigorup (P t ) t≥0 is called weak * mean ergodic, cf. p. 95 of [18] , if there exists a measure µ * ∈ M 1 such that (2.1) w-lim
The limit here holds in the sense of weak convergence of measures. Of course, any µ * satisfying (2.1) is a unique, invariant measure for (P t ) t≥0 . Remark 1. Note that condition (2.1) is equivalent with every point of X being generic in the sense of [8] , i.e. (2.2) lim
Indeed, (2.1) obviously implies (2.2), it suffices only to take ν = δ x , x ∈ X. Conversely, assuming (2.2) we can write for any ν ∈ M 1 and ψ ∈ C b (X) Remark 2. For stochastically continuous, Feller semigroup (P t ) t≥0 the notion of weak * mean ergodicity, introduced above, implies ergodicity of the unique invariant measure µ * , i.e. any Borel set A, which satisfies P t 1 A = 1 A , µ * -a.s. for all t ≥ 0 has to be µ * -trivial. This can be seen e.g. from part iv) of Theorem 3.2.4 of [4] .
For a given T > 0 and µ ∈ M 1 define Q T µ := T −1 T 0 P * s µds. When T = 0 we adopt the convention Q 0 µ := µ. We also write Q T (x, ·) in the particular case when µ = δ x . Let (2.3) T := x ∈ X : the family of measures Q T (x) T ≥0 is tight .
3.
A criterion on stochastic stability of a Markov process 3.1. The statement of the main results. Before formulating our first result we introduce the definition of equicontinuity of a given family of functions at a point.
Definition 3.1. We say that a family of functions (ψ θ ) θ∈Θ is equicontinuous at a given point x ∈ X if for every ε > 0 there exists δ > 0 such that
Here B(x, δ) denotes a ball of radius δ centered at x. 
Then (P t ) t≥0 admits a unique invariant probability measure µ * . Moreover
Assuming a uniform version of (3.1) on bounded sets and one additional condition we are able to show that T = X. More precisely, we have the following. Theorem 2. Let (P t ) t≥0 satisfy the assumptions of Theorem 1. Assume also that there exists z ∈ X such that for every bounded set A and δ > 0 we have
Then, 1) there exists a unique invariant measure µ * for (P t ) t≥0 .
If, in addition, for every ε > 0 and x ∈ X there exists a bounded Borel set D ⊂ X such that
2) the semigroup (P t ) t≥0 is weak * mean ergodic, 3) for any ψ ∈ Lip b (X) and µ ∈ M 1 the weak law of large numbers holds
Here (Z(t)) t≥0 is the Markov process that corresponds to the given semigroup, whose initial distribution is µ and whose path measure is P µ . The convergence takes place in P µ probability.
The proofs of the above results are given in Sections 3.3 and 3.4 below. 
Proof. For the proof see the argument given on pp. 517-518 of [13] .
Proposition 1. Suppose that (P t ) t≥0 has the e-property and admits an invariant measure
Proof. Let µ * be an invariant measure for (P t ) t≥0 . Assume, contrary to our claim, that Q T (x) T ≥0 is not tight for some x ∈ supp µ * . Then, according to Lemma 1, there exist a strictly increasing sequence of positive numbers (T i ) i≥1 satisfying lim i→+∞ T i = +∞, a positive number ε and a sequence of compact sets (K i ) i≥1 such that
We claim that there exist sequences
and an increasing sequence of integers (m n ) n≥1 such that
and Lip(f n ) ≤ 4/ε, ∀ n ≥ 1.
Here
Admitting for a moment the above claim we show how to finish the proof of the proposition. Observe first that (3.9) and condition (3.10) together imply that the series f := +∞ i=1f i is uniformly convergent and f ∞ = 1. Note also that for x, y such that ρ(x, y) < ε/8 we havef i (x) = 0, orf i (y) = 0 for at most one i. Therefore for such points |f (x) − f (y)| < 16ε −1 ρ(x, y). This, in particular implies that f ∈ L b (X). From (3.8) and (3.10)-(3.12) it follows that
By virtue of (3.8) the first term on the right hand side of (3.13) is greater, or equal than ε. Combining the second and the third terms we obtain that their absolute value equals
The fourth term is less than, or equal to ε/4 by virtue of (3.11). Summarizing we have shown that
for every positive integer n. Hence, there must be a sequence (t n , y n ) such that t n ∈ [0, T mn ], y n ∈ supp ν n ⊂ B(x, 1/n) for which P tn f (x) − P tn f (y n ) > ε/2, n ≥ 1. This clearly contradicts equicontinuity of (P t f ) t≥0 at x. The proof of the claim. We conduct it by induction on n. Let n = 1. Since x ∈ supp µ * , we have µ * (B(x, δ)) > 0 for all δ > 0. Define the probabiliy measure ν 1 by the formula ν 1 (·) = µ * (·|B(x, 1)). Since ν 1 ≤ µ −1 * (B(x, 1))µ * , from the fact that µ * is invariant, it follows that the family (P * t ν 1 ) t≥0 is tight. Thus, there exists a compact set K such that (3.14)
Note however that K ∩ K ε/4 i = ∅ only for finitely many i-s. Otherwise, in light of (3.9), one could construct in K an infinite set of points separated from each other at distance at least ε/2, which contradicts its compactness. As a result, there exists an integer m 1 such that Assume now that for a given n ≥ 1 we have already constructedf 1 , . . . ,f n , ν 1 , . . . , ν n , m 1 , . . . , m n satisfying (3.10)-(3.12). Since (P t f n+1 ) t≥0 is equicontinuous we can choose δ < 1/(n + 1) such that |P t f n+1 (x) − P t f n+1 (y)| < ε/4 for all t ≥ 0 and y ∈ B(x, δ). Suppose furthermore that ν n+1 := µ * (·|B(x, δ)). Since the measure is supported in B(x, δ) condition (3.12) holds for f n+1 . Tightness of (P * t ν n+1 ) t≥0 can be argued in the same way as in case n = 1. In consequence, one can find m n+1 > m n such that
Finally, we letf n+1 be an arbitrary continuous function satisfying (3.10).
For given integer k ≥ 1, t 1 , . . . , t k ≥ 0 and µ ∈ M 1 we let Q t k ,...,t 1 µ := Q t k . . . Q t 1 µ. The following simple lemma will be quite useful for us in the sequel.
Lemma 2. For given integer k ≥ 1 and t 1 , . . . , t k > 0 (3.15) lim sup
Here · T V denotes the total variation norm.
Proof. To simplify the notation we assume that k = 1. The general case can be argued by the induction on the length of the sequence t 1 , . . . , t k and is left to a reader. For any T > 0 we have
The total variation norm of Q T,t 1 µ − Q T µ can be estimated therefore by t 1 /T and (3.15) follows.
3.3. The proof of Theorem 1. The existence of an invariant measure follows from Theorem 3.1 of [13] . We will show that for arbitrary x 1 , x 2 ∈ T and ψ ∈ L b (X) (3.16) lim
From this we can easily conclude (3.2) using e.g. Example 22, p. 74 of [15] . Indeed, for any ν as in the statement of the theorem
and (3.2) follows directly from (3.16) and Proposition 1. The rest of the argument shall be devoted to the proof of (3.16). Fix (η n ) n≥1 -a sequence of positive numbers monotonically decreasing to 0. Fix also arbitrary ε > 0, ψ ∈ L b (X), x 1 , x 2 ∈ T . For these parameters we define ∆ ⊂ R in the following way: α ∈ ∆ if and only if α > 0 and there exist a positive integer N, a sequence of times (T α,n ) n≥1 and sequences of measures (µ
Our principal claim is the following.
we have sup ∆ = 1.
Taking this lemma for granted we show how to finish the proof of (3.16). To that purpose let us choose an arbitrary ε > 0. There exists then α > 1 − ε that belongs to ∆. Thanks to (3.18) we can replace Q T (x i ) appearing in (3.16) by µ n α,i and the error made that way can be estimated for T ≥ T α,n as follows
To deal with the second term on the utmost right hand side of (3.21) we use condition (3.19). We can replace then µ n α,i by ν n α,i and obtain:
In the last inequality we have used the fact that 1 − α < ε. Summarizing, from Lemma 2, (3.21), (3.22 ) and (3.20) we obtain that lim sup
Since ε > 0 and n are arbitrarily chosen we conclude that (3.16) follows. The proof of Lemma 3. First we show that ∆ = ∅. Let z ∈ X be such that for every δ > 0 and x ∈ X condition (3.1) is satisfied. Equicontinuity of (P t ψ) t≥0 at z ∈ X implies the existence of σ > 0 such that
for y ∈ B(z, σ) and t ≥ 0.
Here B(z, σ) denotes the ball of radius σ > 0 centered at z. By (3.1) there exist β > 0 and
and hence (3.20) follows. Conditions (3.16)-(3.19) are also evidently satisfied. Thus ∆ = ∅.
Next we show that sup ∆ = 1. Suppose, contrary to our claim, that α 0 := sup ∆ < 1. Thanks to the previous step we have α 0 > 0. Let (α n ) n≥1 ⊂ ∆ be such that lim n→+∞ α n = α 0 . Set T n := T αn,n , µ n,i := µ n αn,i , ν n,i := ν n αn,i for n ≥ 1 and i = 1, 2. From conditions (3.18), (3.19 ) and the fact that the family (Q T (x i )) T ≥0 is tight for i = 1, 2, it follows that the sequences (µ n,i ) n≥1 , (ν n,i ) n≥1 ; i = 1, 2, are also tight. Indeed, (3.18) clearly implies tightness of (µ n,i ) n≥1 , i = 1, 2. In consequence, for any ̺ > 0 there exists a compact set K ⊂ X such that µ n,i (X \ K) < ̺ for all n ≥ 1, i = 1, 2. Condition (3.19) in turn implies that for sufficiently large n we have
and tightness of (ν n,i ) n≥1 , i = 1, 2 follows. Therefore, without loss of generality, we may assume that the sequences (µ n,i ) n≥1 , (ν n,i ) n≥1 ; i = 1, 2 are weakly convergent. Sequences
are therefore also weakly convergent for i = 1, 2. Assumption that α 0 < 1 implies that the respective limits are non-zero measures. We denote them byμ i , i = 1, 2, correspondingly. Let y i ∈ suppμ i , i = 1, 2. Analogously as in the previous step, we may pick σ > 0 such that (3.23) is satisfied. By (3.1) we choose T > 0 and γ > 0 for which
Since the semigroup (P t ) t≥0 is Feller we may find r > 0 such that
Feller property implies that there exists r > 0 such that for y ∈ B(y i , r) and i = 1, 2 we have
we may find N ≥ 1 such that (3.28)μ n,i (B(y i , r)) > s 0 /2 and α n + s 0 γ/4 > α 0 for n ≥ N. We prove that α ′ 0 := α 0 + s 0 γ/8 also belongs to ∆, which obviously leads to a contradiction with the hypothesis that α 0 = sup ∆. We construct sequences ( 
From the above definition it follows that
for n ≥ N and i = 1, 2. Indeed, note that from (3.28) and (3.29) we have
hence also
On the other hand, by Fubini's theorem we obtain
and consequently (3.32) implies that
Hence for any A ∈ B(X)
and (3.30) follows. At this point observe that thanks to (3.30) measures Q T µ n,i and ( 
for i = 1, 2, n ≥ 1. By virtue of (3.34) we immediately see that 
when N is chosen sufficiently large. To verify (3.20) note that from (3.36) it follows (3.37)
for all S ≥ 0. Denote the integrals appearing in the first and the second terms on the right hand side of (3.37) by I(S) and II(S), respectively. Condition (3.20) shall follow if we could demonstrate that the upper limits, as S → +∞, of both of these terms are smaller than ε. To estimate I(S) we use Lemma 2 and condition (3.20) , that holds for ν n,i , i = 1, 2. We obtain then lim sup
On the other hand, since suppμ i n ⊂ B(z, σ), i = 1, 2 we obtain from equicontinuity condition (3.23)
Hence (3.20) holds for ν n α ′ 0 ,i , i = 1, 2 and function ψ. Summarizing, we have shown that α ′ 0 ∈ ∆. However, we also have α ′ 0 > α 0 = sup ∆, which is clearly impossible. Therefore, we conclude that sup ∆ = 1.
3.4. The proof of Theorem 2. Since condition (3.3) implies (3.1) the first part of the theorem follows directly from Theorem 1.
The proof of part 2)
. We need to show that T = X. Note that condition (3.3) implies that z ∈ supp µ * . Indeed, let A be a bounded set such that µ * (A) > 0. We can write then for any δ > 0 and T > 0
According to Proposition 1 the above implies that z ∈ T . Now, fix an arbitrary x ∈ X. To prove that the family (Q T (x)) T ≥0 is tight, see e.g. pp. 517-518 of [13] , it suffices only to show that for every ε > 0 there exists C ε ∈ C ε such that (3.38) lim inf
Here C ε denotes the family of all closed sets C ⊂ X such that possess a finite ε-net, i.e. there exists a finite set, say {x 1 , . . . , x n } for which C ⊂ n i=1 B(x i , ε). In light of Lemma 2 this condition follows if we could prove that for given ε > 0, k ≥ 1 and t 1 , . . . , t k ≥ 0 one can find T ε > 0 and C ε ∈ C ε such that
Fix an ε > 0. Since z ∈ T we can find C ε/2 ∈ C ε/2 such that (3.38) holds with ε/2 in place of ε and x = z. SetC := C ε/2 ε/2 -the ε/2-neighborhood of C ε/2 . Lemma 4. There exists σ > 0 such (3.40) inf
In addition, if σ is as above then for any k ≥ 1 and t 1 , . . . , t k ≥ 0 we can choose T * such that
Proof. The claim made in (3.40) follows if we can show that there exists σ > 0 such that
To prove (3.42), suppose that ψ is a Lipschitz function such that 1 C ε/2 ≤ ψ ≤ 1C. Since (P t ψ) t≥0 is equicontinuous at z we can find σ > 0 such that |P t ψ(y) − P t ψ(z)| < ε/4 for all y ∈ B(z, σ). Then we have
− ε 4 and using (3.38) we conclude that
Estimate (3.41) follows directly from (3.40) and Lemma 2. Let σ > 0 be as in the above lemma and let γ > 0 denote the supremum of all sums α 1 + . . . + α k such that there exist ν 1 , . . . , ν k ∈ M 1 (B(z, σ)) and
In light of Lemma 4 to conclude (3.39) it is enough to show that γ > 1 − ε/4. Assume therefore that
Let D be a bounded subset of X and T * > 0 such that
for T ≥ T * and let
For a given t ≥ 0 we let
Thanks to Lemma 2 we can choose T * > 0 so that Q
Thus, from (3.46) we obtain that for such t
But this means that for t ≥ T * lim inf
Choose T * > 0 such that , σ) ). Of course ν ∈ M 1 (B(z, σ)). From (3.49) and the definitions of ν and µ t we obtain however that for t, T as above
Hence γ ≥ α 1 + . . . + α k + αε/32, which clearly contradicts (3.48).
The proof of part 3).
Recall that P µ is the path measure corresponding to µ -the initial distribution of (Z(t)) t≥0 . Let E µ be the respective expectation and d * := ψdµ * . It suffices only to show that (3.50) lim
Equality (3.50) is an obvious consequence of weak * mean ergodicity. To show (3.51) observe that the expression under the limit equals
The following lemma holds.
Lemma 5. For any ε > 0 and a compact set K ⊂ X there exists t 0 > 0, such that
Proof. It suffices to only to show equicontinuity of (Ψ t ) t≥0 on any compact set K. The proof follows then from pointwise convergence of Ψ t to d * , as t → +∞ and Arzela-Ascoli theorem. The equicontinuity of the above family of functions is a direct consequence of the e-property and a simple covering argument. Suppose now that ε > 0. One can find a compact set K such that
where
According to Lemma 5 we can find t 0 such that (3.54) holds with the compact set K and ε ψ −1 ∞ . We obtain then |I| ≤ ε. Note also that
The limit on the right hand side of (3.51) equals therefore
4. An application to stochastic partial differential equations
Consider a stochastic evolution problem
on a separable Hilbert space H. In (4.1), A is a generator of a certain C 0 -semigroup (S(t)) t≥0 on H, F is a mapping (not necessarily continuous) acting from D(F ) ⊂ H into H, R is a bounded linear operator acting from another Hilbert space H into H, and (W (t)) t≥0 is a cylindrical Wiener process on H defined over a certain filtered probability space (Ω, F , (F t ) t≥0 , P). Z 0 is a possible random initial value that is F 0 -measurable. We denote by E the expectation with respect to P. By a solution of (4.1) we mean a solution to the stochastic integral equation (the so called mild solution)
for details see e.g. [3] , where the stochastic integral appearing on the right hand side is understood in the sense of Itô. We suppose that for every ξ ∈ H there is a unique mild solution of (4.1) denoted by (Z ξ (t)) t≥0 and that (4.1) defines in that way a Markov family of processes. The corresponding transition semigroup is given by
We assume that the semigroup is Feller and stochastically continuous. We shall assume that the deterministic equation
defines a continuous dynamical system, i.e. for each ξ ∈ H there exists a unique continuous solution to (4.2) that we denote by Y ξ (t), t ∈ R and for a given t the mapping ξ → Y ξ (t) is measurable. Furthermore, we have
it is invariant under the dynamical system generated by (4.2), i.e. Y ξ (t) ∈ K, t ≥ 0 for any ξ ∈ K, 2) for any ε, R > 0 there exists T such that Y ξ (t) ∈ K + εB(0, 1) for t ≥ T and ξ H ≤ R.
We say that ν * ∈ M 1 is invariant for (4.2) if
Theorem 3. Assume that:
(i) the dynamical system (Y ξ (t)) t∈R defined by (4.2) has a compact, global attractor K and admits a unique invariant, probability measure.
(ii) the process (Z ξ (t)) t≥0 admits a certain Lyapunov function Φ, i.e.
(iii) the family (Z ξ (t)) t≥0 , ξ ∈ H is stochastically stable and iv) its transition semigroup has the e-property. Then, (Z ξ (t)) t≥0 , ξ ∈ H possesses a unique invariant measure µ * and is weak * mean ergodic. Moreover for any bounded, Lipschitz observable ψ of the process the weak law of large numbers holds
Proof. The proof is based on Theorem 2. In what follows we are going to verify the assumptions of the theorem. First observe that from (ii) and Chebyshev's inequality it follows straightforwardly that (3.4) holds. The e-property implies equicontinuity of (P t ψ) t≥0 at any point for any bounded, Lipschitz function ψ. What remains to be shown therefore is condition (3.3). The rest of the proof is devoted to that purpose. It will be given in five steps.
Step I: We show that we can find a bounded Borel set B and a positive constantη such that
To prove this observe, by the same argument as used to (3.4) , that for every ζ ∈ K there exists a bounded Borel set B Since (P t ψ) t≥0 is equicontinuous at ζ we can find η ζ > 0 such that |P t ψ(ξ) − P t ψ(ζ)| < 1/4 for all ξ ∈ B(ζ, η ζ ) lim inf
Since the attractor is compact we can find a finite covering B(ζ i , η z i ), i = 1, . . . , N of K. The claim made in (4.4) holds therefore for B :
Step II: Let B ⊂ H be such as in Step I. We prove that for every bounded Borel set D ⊂ H there exists γ > 0 such that
From the fact that K is a global attractor for (4.2), for any η > 0 and a bounded, Borel set D there exists
By virtue of (4.6) we obtain therefore that
Letη > 0 denote the constant given in Step I. Then,
Step III: We show here that for every bounded, Borel set D ⊂ H and η > 0 there exists w > 0 such that 
Using (4.7) we can further estimate the utmost right hand side of (4.10) from below by
We obtain therefore (4.9) with w = γp(η, B).
Step IV: Let ν * be the unique invariant probability measure for the deterministic equation. We are going to show that for every ζ ∈ K, n ≥ 1 and δ > 0 there exist a finite set of positive numbers S ⊂ [n + ∞) and a positive constantη 1 satisfying (4.12) inf
Suppose first that ξ ∈ K. Since the measure ν * is unique it has to be ergodic (it has no ν * non-trivial invariant subsets) with respect to the dynamical system (Y ξ (t)) t∈R , ξ ∈ H. The above implies that there is t ξ > n such that Y ξ (t ξ ) ∈ B(ζ, δ). Indeed, if ζ ∈ supp ν * the above property is a consequence of the individual ergodic theorem. We shall show that K = suppν * . Obviously supp ν * ⊂ K. Suppose that there exists ζ ∈ K \ supp ν * . Let ρ > 0 be such that Y ζ (t) − ζ H < δ/2 for |t| ≤ ρ. We claim that there is t 0 such that |t 0 | < ρ and Y ζ (t 0 ) ∈ supp ν * . This claim easily implies, by the above argument, that Y ξ (t ξ ) ∈ B(ζ, δ) for some t ξ > n. To see the claim assume to the contrary that ν * K ζ,0 = 0, where K ζ,n := (n−1)ρ≤t≤(n+1)ρ Y ζ (t), n ∈ Z. Since the measure ν * is invariant we obtain ν * K ζ,n = 0 for all n ∈ Z. Thus also ν * (K ζ ) = 0, where K ζ := n∈Z K ζ,n ⊂ K, but this would imply the existence of a different invariant measure supported inK ζ .
From (4.3) it follows that p ξ := P(Z ξ (t ξ ) ∈ B(ζ, δ)) > 0. Thanks to the e-property there exists r ξ > 0 such that P(Z χ (t ξ ) ∈ B(ζ, δ)) ≥ p ξ /2 for χ ∈ B(ξ, r ξ ). By the compactness of K there exist a finite set {ξ 1 , . . . , ξ n } ⊂ K andη 1 
. We check at once that (4.12) holds with S = {t ξ 1 , . . . , t ξn }.
Step V: Fix a bounded, Borel subset D ⊂ H, ζ ∈ supp ν * and δ > 0. Let a positive constantη 1 and a finite set S be such that (4.12) holds. Set (4.13) u := inf
From
Step III it follows that there exists w > 0 such that (4.9) holds for η =η 1 . Further, we easily check that (4.14) lim inf
On the other hand, we have (4.15)
Combining (4.9) with (4.15) we obtain lim inf
and finally lim inf
by (4.14). This shows that condition (3.3) is satisfied with α = uw/#S.
Stochastic stability of the passive tracer model
The passive tracer model is used in statistical hydrodynamics to describe transport of particles in a turbulent medium. It is assumed that the trajectory of a particle is a solution of the ordinary differential equation
) is a d-dimensional stationary in time and space random field. Since the field is stationary one can assume with no loss of generality that x 0 = 0. Our primary concern is to show that the trajectory of the process satisfies the law of large numbers, i.e. that
in probability, as t → +∞. To achieve this goal we employ the results of the previous section. For that purpose we introduce the field of Lagrangian observations defined as Z(t) := V (t, x(t) + ·), t ≥ 0 that takes values in a certain Hilbert space H, see definition (5.8) , that contains all realizations of the Eulerian field V (t, ·). If V (t, x) is Markovian the process Z(t) is also Markovian, see e.g. [6] . In fact, when V (t, x) is Ornstein-Uhlenbeck one can write a stochastic evolution equation that governs the dynamics of (Z(t)) t≥0 , see (5.15) below. We are able to verify that the process satisfies the hypotheses of Theorem 3 and, as a result, we conclude the existence of a unique invariant measure and weak * mean ergodicity for (Z(t)) t≥0 . Finally, we obtain the law of large numbers, as in (5.2). f the Lagrangian process (Z(t)) t≥0 , see (5.15) (cf. also [12] ).
Preliminaries.
We assume that the random field is spatially periodic, i.e. 
whose Fourier transform in the x-variable is given bŷ
Here Here TrA denotes a trace of a given matrix A. We will also need the following nondegeneracy assumptions of the spectrum
Remark. Note that condition (5.6) holds if
Indeed, there exists then K 0 > 0 such that
On the other hand, for 0 < |k| ≤ K 0 we can estimate e −γ(k)t |k| ≤ e −γ * t K 0 thus, the condition in question holds.
Given r ≥ 0 we denote by H r the Sobolev space which is the completion of
with respect to the norm ξ 2
are the Fourier coefficients of ξ. Note that obviously H u ⊂ H r if u > r. Let A r be an operator on H r defined by
Since the operator is self-adjoint it generates a C 0 -semigroup (S r (t)) t≥0 on H r . Moreover, for u > r, A u is the restriction of A r and S u is the restriction of S r . From now on, we will omit the subscript r, when it causes no confusion, writing A and S instead of A r and S r .
Let Q be a symmetric positive-definite bounded linear operator on L 2 0 := H 0 given by
Let m be the constant appearing in (5.3) and let H := H m and V := H m+1 . Note that by Sobolev embedding, see e.g. Theorem 7.10, p. 155 of [5] , there exists a constant C > 0 such that
For any t > 0 operator S(t) is bounded from any H r to H r+1 . Its respective norm can be easily estimated by
Let e k (x) := e ik·x , k ∈ Z d . The Hilbert-Schmitd norm of the operator S(t)Q 1/2 , see Appendix C of [3] , is given by
Taking into account assumptions (5.3) and (5.6) we easily obtain.
Lemma 6. (i) For each t > 0 the operator is Hilbert-Schmidt from L
2 0 to V, and there is an α ∈ (0, 1) such that
(ii) For any r ≥ 0, the operators S(t), t > 0, are bounded from H r into H r+1 , and
Let (W (t)) t≥0 be a cylindrical Wiener process in L 2 0 defined on a filtered probability space A = (Ω, F , (F t ), P). By Lemma 6 (i) and Theorem 5.9 p. 127 of [3] , for any ξ ∈ H, there is a unique, continuous in t, H-valued process solving, in the mild sense, the Ornstein-Uhlenbeck equation
Moreover, (5.13) defines a Markov family on H, see Section 9.2. of ibid., and the law L(V (0, ·)) of V (0, ·) on H is its unique invariant measure, cf. Theorem 11.7 of [3] . Denote also by V ξ (t,
. Note that, since m > d/2 + 1, for any fixed t the realization of V ξ (t, x) is Lipschitz in the x-variable. If the probability space (Ω, F , (F t ), P) is sufficiently rich; that is, if there exists an F 0 -measurable random variable η 0 with law L (V (0, ·) ), then the stationary solution (η(t)) t≥0 to (5.13) can be found as a stochastic process over A. The laws of (η(t)) t≥0 and (V (t, ·)) t≥0 , when considered over
5.
2. An evolution equation describing the environment process. Since the realizations of V ξ (t, ·) are Lipschitz in the x-variable, see (5.11), the equation (5.1), with V ξ (t, x) in place of V (t, x), has a unique solution x ξ (t), t ≥ 0, for given initial data x 0 . In fact with no loss of generality we may and shall assume that x 0 = 0. In what follows we shall also denote by x(t) the solution of (5.1) corresponding to the stationary right hand side
be the Lagrangian observation of the environment process, or shortly the observation process. It is known, see [7] and [12] , that Z(s, ·) solves the we should
whereW is a certain cylindrical Wiener process on the original probability space A and (5.14)
By (5.11), B(·, ·) is a continuous bilinear form acting from H×H into H m−1 . For a given an H-valued, F 0 -measurable, random variable Z 0 and a cylindrical Wiener process (W (t)) t≥0 consider the S.P.D.E.:
Taking into account Lemma 6(ii), the local existence and uniqueness of a mild solution follow by a standard Banach fixed point argument. For a different type of argument based on Euler approximation scheme see also Section 4.2 of [7] . The global existence follows as well, see the proof of the moment estimates in Section 5.3.2 below. Given ξ ∈ H let (Z ξ (t)) t≥0 denote the value at t ≥ 0 of a solution to (5.15) satisfying Z ξ (0, x) = ξ(x) for x ∈ T d . Note that the Feller property and stochastic continuity hold for the transition semigroup. Indeed, the semigroup in question equals P t ψ(ξ) := Eψ(V ξ (t, x ξ (t) + ·)). The required continuity properties of the semigroup follow from regularity results for the solutions of the ordinary differential equations. To prove the theorem we verify the hypotheses of Theorem 3.
The existence of a global attractor.
Note that {0} is the global attractor to the dynamical system (Y ξ (t)), ξ ∈ H, defined by the deterministic problem
Clearly, this guarantees the uniqueness of an invariant measure ν * for the corresponding dynamical system, cf. Definition 4.2. Our claim follows from the following estimate:
where γ * was introduced in (5.6). Indeed, differentiating
The last term on the right hand side vanishes, while the first one can be estimated from above by −2γ * Y ξ (t) 2 H . Combining these observations with Gronwall's inequality we obtain (5.17).
Moment estimates.
We will show that for any R ∈ (0, ∞) and any integer n ≥ 1 (5.18) sup
Recall that (η ξ (t)) t≥0 is the solution to (5.13) satisfying η ξ (0) = ξ. Changing, if necessary, the probability space we may assume that there is an adapted process x ξ (t), t ≥ 0, satisfying
We obtain then
and if ξ H ≤ R then by the Burkholder-Davies-Gundy inequality (see e.g. Theorem 3.1 p. 110 of [10] ),
Note that there is a constant C such that
where |||E||| 2 appears in (5.3) and (5.18) indeed follows.
Stochastic stability.
We wish to show the following estimate:
Let also (M(t)) t≥0 be the stochastic convolution process
It is a centered, Gaussian, random element in the Banach space C([0, T ], H) whose norm we denote by · * . From the mild formulations for (5.15) and (5.16), we obtain
Thus, by (5.11) , and by the fact that B is a continuous bilinear form acting from H × H → H m−1 there is a constant C < ∞ such that for t ∈ [0, T ]
Here C 1 is a deterministic constant and Using (5.23) and (5.24) we conclude therefore
and (5.21) follows.
E-property of the transition semigroup.
It suffices only to show that (P t ψ) t≥0 is equicontinuous at any ξ ∈ H for any ψ ∈ C 1 b (H). Indeed, using orthogonal projections and finite dimensional approximation one can deduce then this property for any ψ ∈ Lip b (H). Let Dψ denote the Frechet derivative of ψ ∈ C 1 b (H). It is sufficient to prove that for any such ψ and R > 0,
To this end we adopt the method from [9] . First note that DP t ψ(ξ) [v] , the value of DP t ψ(ξ)
and
the limit is in L 2 (Ω, F , P; H). The process (U(t)) t≥0 satisfies the linear evolution equation
Suppose that X is a certain Hilbert space and Φ : H → X a Borel measurable function.
; that is the L 2 (Ω, F , P; X )-limit, if exists, of
In particular, one can easily show that when X = H and Φ = id the Malliavin derivative of Z ξ (t) exists and the process D(t) := D g Z ξ (t), t ≥ 0, solves the linear equation
The following two facts about Malliavin derivative shall be crucial for us in the sequel. Directly from the definition of the Malliavin derivative we conclude the chain rule:
In addition, the integration by parts formula holds, see Lemma 1.2.1, p. 25 of [14] . Suppose
We also have the following.
We prove this lemma shortly. First, however let us demonstrate how to use it to finish the argument for the e-property. Let
We have
Hence, by (5.30) and (5.31), we conclude the desired estimate (5.25). Therefore the eprocess property will be shown if we could prove Lemma 7. 
for a given integer N ≥ 1. We adopt the convention that
H . Note that f takes values in a finite dimensional spaces, where Q is invertible by hypothesis
Lemma 8. We have
Proof. Adding f (t) to both sides of (5.32) we obtain
Recall that DZ ξ (t) [v] and D g Z ξ (t) obey equations (5.26) and (5.27), respectively. Hence
Since, f (t) = Q 1/2 g t we conclude that ρ t and ζ(t) solve the same linear evolution equation with the same initial value. Thus the assertion of the lemma follows.
Proof. By Lemma 8 we have ρ t = ζ(t), t ≥ 0. Applying Π <N to both sides of (5.32) we obtain
Multiplying both sides of (5.38) by Π <N ζ(t) we obtain that z(t) := Π <N ζ(t) 
(ii) there exists an N 0 ∈ N such that
Because the proof of the lemma is quite lengthy and technical we postpone its presentation till the next section.
Of course (5.42) clearly implies (5.31). We show (5.30). Let us choose N 0 as in part ii) of Lemma 10. As a consequence of Lemma 9 we have Π N 0 ζ(t) = 0 for t ≥ 2. The definition of the form B(·, ·), see (5.14), and the fact that the partial derivatives commute with the projection operator Π <N 0 together imply that
As a consequence of Lemma 9 and convention (5.33) we conclude from (5.35) that
By (5.11), for t ≥ 2, one has
Hence, by (5.18) and (5.41), we obtain
Since η ξ (t) = S(t)ξ + M(t), see (5.22), we have
From equation (5.13) we obtain, upon using Itô formula
The spectral gap inequality (5.43) implies that
and, in consequence of (5.47)
The quadratic variation of the martingale (N(t)) t≥0 appearing on the right hand side of (5.48) equals
Using a well known martingale inequality, see e.g. [1] , p. 78, we conclude that
In consequence, we conclude from (5.46) that
L(V,V) t for some deterministic constant C ′ > 0 independent of p, v and ξ. The conclusion of the lemma then follows.
The above lemma clearly implies (5.40). To prove part (ii) of Lemma 10 observe first that for any N ≥ 1 Π ≥N B(Z ξ (t), ζ(t)), ζ(t) H = B(Z ξ (t), Π ≥N ζ(t)), Π ≥N ζ(t) H = 0.
Multiplying both sides of (5.32) by ζ(t) and remembering that Π <N ζ(t) = 0 for t ≥ 2 we obtain that for those times 1 2
H . Using Gronwall's inequality we obtain for t ≥ 2 ζ(t) Since η ξ (t) = S(t)ξ + M(t), the last expectation on the utmost right hand side of (5.50) can be estimated by we have E exp −4γ * (t − 2) +C ξ H + 4C The proof of part (ii) of the lemma will be completed as soon as we can show that there is an N 0 such that sup t≥2 e −4γ * (t−2) EΨ N 0 (t) < ∞ and ∞ 2 e −2γ * t (E Ψ N 0 (t)) 1/2 dt < ∞.
To do this it is enough to show that
Clearly, (M(t)) is Gaussian in H. We will show that (Π ≥N M(t)) t≥0 actually takes values in V and estimate its moments. We have To extend the claim to ψ note that
Using (5.20) and (5.11) we obtain that the right hand side of the above inequality can be estimated by 
