G. Orlandi [3] .
In dimension 4, C. H. Taubes [27] constructed solutions of the Yang-Mills equations which concentrate near isolated points. The gradient flow for the Yang-Mills functional was studied by A. Schlatter, M. Struwe, and A. S. Tahvildar-Zadeh [22, 24] .
In this paper, we consider a nondegenerate minimal submanifold S of dimension n − 4. Our aim is to construct a sequence A k of Yang-Mills connections whose blow-up set is equal to S.
In the first step, we construct a suitable family of approximate solutions. To this end, we assume that the vector bundle Λ 2 + NS is trivial. The glueing data consist of a triplet (v, λ, ∇), where v is a section of the normal bundle NS, λ is a positive function on S, and ∇ is a connection on NS such that the induced connection on Λ 2 + NS is flat.
In the second step, we study the linearized operator at an approximate solution. If H 1 (M, R) = 0, then the linearized operator is invertible away from the submanifold S. However, there is an obstruction which is related to the kernel of the linearized operator on R 4 . Proposition 1.1. For every approximate solution A, there exists a nearby connectionÃ = A + a and a function u such that
Here, the subspace V consists of all 1-forms a = FÃ(X, ·), where X is a vector field of the form
where w is a section of NS, µ is a real-valued function on S, and t is a section of Λ 2 + NS.
This result is rather weak, since the subspace V is infinite-dimensional. To improve this, we need to exploit the freedom to change the glueing data (v, λ, ∇). Ric M (e i , e i ) − R S λ = 0, and that the Levi-Civita connection on M induces a flat connection on Λ 2 + NS. Then, by a small change of the glueing data (v, λ, ∇), we can find a connec-tionÃ such that
Here, V 0 ⊂ V is generated by the 1-form FÃ(y ρ e ⊥ ρ , ·) and the 1-forms FÃ(t ρσ y σ e ⊥ ρ , ·), where t is a parallel section of Λ 2 + NS. The 1-form FÃ(y ρ e ⊥ ρ , ·) corresponds to an infinitesimal dilation transversal to S, while the 1-form FÃ(t ρσ y σ e ⊥ ρ , ·) is the generator of an infinitesimal gauge transformation. In Section 2, we identify the kernel of the linearized operator on R 4 , and relate it to the conformal transformations on R 4 .
In Section 3, we define a suitable family of approximate solutions. Every approximate solution A satisfies the estimate
Note that the family of approximate solutions must be large enough to compensate for the approximate kernel of the linearized operator.
In Section 4, we establish estimates for L A +D A D * A in weighted Hölder spaces for the operator L A + D A D * A . To this end, we assume that the 1-form a is orthogonal to V. The proof is based on a blow-up argument (see also [15, 18] ).
In Section 5, we derive an asymptotic expansion for the energy of the approximate solutions. Moreover, in Section 6, we derive an asymptotic expansion for the component of D * A F A in the approximate kernel V. Since the opera-
A is invertible on the orthogonal complement of V, we need to ensure that the component of D * A F A in V is sufficiently small. This is analogous to the situation for the Seiberg-Witten equations studied by C. H. Taubes [28, 29] in that only a finite-dimensional family of approximate solutions can be deformed to exact solution. The "balancing condition" ensures that A is a critical point of the Yang-Mills functional with respect to variations within the space of approximate solutions. This condition singles out a finite-dimensional "preferred variety" in the space of approximate solutions. This condition is related to the concept of "critical points at infinity" introduced by A. Bahri and J. M. Coron [1, 2] .
In Section 7, we use the contraction mapping principle to construct a con-nectionÃ and a function u such that
Moreover, if λ satisfies the "balancing condition" stated above, then we can find a nearby connectionÃ such that
Finally, in Section 8, we show that the metric can be perturbed such that the functionẼ(ε) has a critical point.
A related "balancing condition" plays an important role in the work of R. Schoen [23] and D. Pollack [21] on the constant scalar curvature equation in conformal geometry. The glueing construction in [21] involves only a finite number of "bubbles", and the "balancing condition" in [21] , Section 4.2., can be regarded as a difference equation. By way of contrast, our construction requires a (n − 4)-parameter family of "bubbles". Moreover, the "balancing condition" is an elliptic partial differential equation on the submanifold S.
Similar glueing techniques were used by N. Kapouleas [7, 8] , R. Kusner, R. Mazzeo, and D. Pollack [10] , and R. Mazzeo, F. Pacard and D. Pollack [16, 17] to construct hypersurfaces of constant mean curvature.
I would like to thank Professor Gerhard Huisken and Professor Gang Tian for discussions.
2 The kernel of the linearized operator on R 4
The linearized operator on R 4 is given by
Using the Weitzenböck formula
we deduce that Here, X is a vector field of the form
Proof. We use the Weitzenböck formula
(see [4] or [27] ). This implies
Since L B a + D B D * B a = 0, we conclude that P + D B a = 0 and D * B a = 0. The condition
The function t ρσ y σ B ρ satisfies
From this it follows that
Thus, we conclude that
Therefore, we obtain
This proves the assertion.
In the remaining part of this section, we show that
To prove this, we use the formula
Therefore, it suffices to show that
To verify this, we use the formula
where i, j, k is an orthonormal basis of su(2) (see for example [5] ). Since t is self-dual, we may assume that
This implies
This completes the proof.
Remark. If
This identity reflects the SU(2)-equivariance of the one-instanton.
Construction of the approximate solutions
Throughout this paper, we assume that the vector bundle Λ 2 + NS is trivial. Then there exists a connection ∇ on the normal bundle NS such that the induced connection on Λ 2 + NS is flat. Moreover, the Levi-Civita connection on M induces another connection on NS, which we denote by ∇. We assume that
The connection ∇ induces a splitting of the tangent space of NS into horizontal and vertical subspaces:
Similarly, the connection ∇ induces a splitting
In the following, let {e i : 1 ≤ i ≤ n − 4} be an orthonormal basis for H, { e i : 1 ≤ i ≤ n − 4} an orthonormal basis for H, and let {e ⊥ α : 1 ≤ α ≤ 4} be an orthonormal basis for the vertical subspace V .
In the first step, we define a connection on the total space of the normal bundle NS. Since we may identify a neighborhood of S in M with a neighborhood of the zero section in NS, this gives a connection on a small neighborhood of S in M. In the second step, we extend this connection to the whole of M using suitable cut-off functions.
The glueing data consist of a triplet (v, λ, ∇), where v is a section of the normal bundle NS, λ is a positive function on S, and ∇ is a connection on NS such that the induced connection on Λ 2 + NS is flat. Then the normal bundle NS can be endowed with a SU(2)-structure which is parallel with respect to ∇. Suppose that {e ⊥ α : 1 ≤ α ≤ 4} is a SU(2)-frame for the normal bundle NS, and let
be an orthonormal basis for the Lie algebra Λ 2 − NS ∼ = su(NS). Then the normal components of A are defined as
Since the one-instanton on R 4 is SU(2)-equivariant, this definition does not depend on the choice of the frame {e ⊥ α : 1 ≤ α ≤ 4}. We now define the tangential components of A by
we have
. As a consequence, we obtain:
Moreover, since S has vanishing mean curvature, we have
Moreover, using the results of the previous section, we obtain
We now extend the connection A to the whole of M. To this end, we establish the existence of a frame {h a : 1 ≤ a ≤ 3} ⊂ su(NS) such that 3 and
Using the results from Section 2, we obtain
Moreover, using the identities
and
From this it follows that |D A h| ≤ C ε 2 (ε + r) 3 and
Let now {s a : 1 ≤ a ≤ 3} be an orthonormal basis of parallel sections of Λ 2 + NS, and define
for 1 ≤ a ≤ 3. Then the frame {h a : 1 ≤ a ≤ 3} ⊂ su(NS) satisfies the estimates |D A h a | ≤ C ε 2 (ε + r) 3 and
We now glue the bundle su(NS) to the trivial bundle. The identifying map is given by T a → h a for 1 ≤ a ≤ 3, where {T a : 1 ≤ a ≤ 3} denotes the standard basis of su (2) .
After these preparations, we can now extend A to the whole of M. To this end, we replace the covariant derivative D A h a by γ D A h a for 1 ≤ a ≤ 3, where γ is a cut-off function such that γ = 1 in a small neighborhood of S and γ = 0 outside a slightly larger neighborhood of S. Then the frame {h a : 1 ≤ a ≤ 3} is parallel away from S. Since
is satisfied on the whole manifold M.
Estimates for L A +D A D * A in weighted Hölder spaces
The linearized operator on R n is given by
Using the identity
we obtain
We now define the weighted Hölder space
, where r is the distance from the submanifold S (see [15, 20] ). Proposition 4.1. If a is orthogonal to V, then we have the estimate
Proof. By Schauder estimates, it suffices to show that
To prove this, we argue by contradiction. Suppose that a j is a sequence of 1-forms such that a j is orthogonal to V,
Hence, we can find a sequence of points x j ∈ R n−4 and y j ∈ R 4 such that
There are two possibilities now:
(i) Suppose that r j ≥ δ for some δ > 0. Then the sequence a j converges to a 1-form a on M satisfying sup r ν−2 |a| ≤ 1 and d * da + dd * a = 0.
The estimate sup r ν−2 |a| ≤ 1 ensures that the 1-form a satisfies the equation d * da + dd * a = 0 in the sense of distributions. From this it follows that a is smooth. Since H 1 (M, R) = 0, we conclude that a = 0. This is a contradiction.
(ii) We now assume that r j → 0 and r j ε j → ∞. We define a sequence of 1-formsã j bỹ a j (x, y) = r ν−2 j a j (x j + r j x, r j y).
Then the sequenceã j satisfies sup |y| ν−2 |ã j | ≤ 1, sup |y| ν−1 |∇ã j | ≤ C, and sup |y| ν |∆ã j | → 0.
Hence, by passing to a subsequence, we may assume that the sequenceã j converges to a 1-formã on R n satisfying sup |y| ν−2 |ã| ≤ 1 and ∆ã = 0.
It follows from the estimate sup |y| ν−2 |ã| ≤ 1 that the 1-formã satisfies ∆ã = 0 in the sense of distributions. From this it follows that
Letting R → ∞, we conclude thatã = 0. This is a contradiction.
(iii) Suppose that r j ε j ≤ C. Then we define a sequenceã j bỹ a j (x, y) = ε ν−2 j a j (x j + ε j x, ε j y).
Then we have the estimates
By passing to a subsequence, we may assume that the sequenceã j converges to a 1-formã on R n . Then the 1-formã is orthogonal to V and satisfies We assume that the support ofφ is a compact subset of R n−4 \ {0}. We show that Since b ∈ C ∞ c (R 4 ) is arbitrary, we conclude that
Let now φ be a smooth function on R n−4 such thatφ has compact support andφ(0) = 0. We claim that for |ξ| ≥ 2δ. Using the conditionφ(0) = 0, we obtain
If we choose n − 4 < s < n − 3, then we obtain
for every y ∈ R 4 , the assertion follows.
Letting
Since the functions η and b can be chosen arbitrary, we conclude thatã(x, y) is constant in x. Sinceã is orthogonal to V, it follows thatã = 0. This is a contradiction.
Proposition 4.2. If a is orthogonal to V, then we have the estimate
Proof. We consider a 1-form u ∈ ker(P + D B ⊕ D * B ) which is normalized such that
Since a is orthogonal to V, we have R 4 a, u = 0 for each x ∈ S. From this it follows that
Integration by parts gives
Since
). This proves the assertion. 
If a ∈ L 2 and f ∈ H k , then a belongs to H k+2 .
Proof. If u is orthogonal to V, then we have the estimate
Moreover, if u belongs to the subspace V, then we have
for any test function u. This implies
By induction on k, we obtain an estimate of the form
From this the assertion follows. For every smooth function f orthogonal to V, there exists a smooth function a which is also orthogonal to V such that
Moreover, the function a satisfies the estimate
Proof. We show that the operator (1 − Π) (L A + D A D * A ) : V ⊥ → V ⊥ has trivial kernel. To see this, we consider a L 2 function a such that
It follows from Proposition 4.3 that a is smooth. Moreover, since a is orthogonal to V, Proposition 4.2 implies that a = 0. Therefore, the operator
is injective and therefore surjective by duality. Hence, for every L 2 function f orthogonal to V, there exists an L 2 function a which is also orthogonal to V such that
If f is smooth, then a is smooth by Proposition 4.3. The assertion follows now from Proposition 4.2.
The asymptotic expansion of the Yang-Mills functional
The pullback of the Riemannian metric on M under the exponential map exp : NS → M satisfies
The scalar curvature of S satisfies
This implies
Moreover, we have
We now derive a formula for the projection of D * A F A in V. To this end, we use the identity
F A (e k , ·), F A (e l , ·) ∇ k X l (see also [30] ). To take advantage of this formula, we consider a vector field of the form
where w is a section of NS, µ is a real-valued function on S, and t is a section of Λ 2 + NS. For any vector field of this form, we define its norm by
Since the mean curvature of S is equal to 0, the divergence of X is given by
Similarly, we obtain
Integration by parts gives
where Π denotes the orthogonal projection to V and
7 Proof of the main results 
Moreover, a and u satisfy the estimate
Proof. Let u = D * A a. This implies
where R(a) satisfies
By Proposition 3.1, the "error term" D * A F A satisfies the estimate
Therefore, the assertion follows from the contraction mapping principle. Then the vector fieldΞ satisfies the estimate
Proof. Using the identity
the assertion follows.
Proposition 7.3. Given two sets of glueing data (v 1 , λ 1 , ∇ 1 ) and (v 2 , λ 2 , ∇ 2 ), the corresponding vector fieldsΞ 1 andΞ 2 satisfy the estimate
Here, U is a gauge transformation which carries the connection ∇ 1 to ∇ 2 .
Proof. We have
≤ Cε 2 ( v 1 − v 2 C 2,α (S) + λ 1 − λ 2 C 2,α (S) + U − id C 2,α (S) ).
Hence, the corresponding 1-forms a 1 and a 2 satisfy
This formula shows that the differenceΞ 1 −Ξ 2 is close to the difference Ξ 1 −Ξ 2 . The results from Section 6 give an asymptotic expansion for Ξ 1 −Ξ 2 .
In view of Proposition 7.2, we expect that an approximate solution can be deformed to an exact solution if the "balancing conditions" If these conditions are satisfied, then we can construct a connectionÃ such that
Furthermore, we have
In the remaining part of this paper, we show that the metric can be perturbed such that the functionẼ(ε) has a critical point. To this end, we modify the metric conformally by For an appropriate choice of γ and a sufficiently large constant K, we can find positive real numbers ε 1 , ε 2 , ε 3 such that
Then the intermediate value theorem implies that the functionẼ(ε) has a critical point in [ε 1 , ε 3 ].
