Abstract. We derive minimax rates for estimation in anisotropic smoothness classes. This rate is attained by a coordinatewise thresholded wavelet estimator based on a tensor product basis with separate scale parameter for every dimension. It is shown that this basis is superior to its one-scale multiresolution analog, if di erent degrees of smoothness in di erent directions are present.
There is a wide range of elds in which an observed time series shows a nonstationary behavior (by transients, amplitude or frequency modulation, quasi-oscillating behavior, etc.). These can be found, e.g. in many physical phenomena (occurring in geophysics, in transmission problems like radio propagation or in speech and sound analysis), and from economical data analysis, also. A recent approach for modelling certain kinds of these instationarities is by the introduction of the class of locally stationary processes (Dahlhaus, 1993) which both controls the departure from stationarity and gives a frame for asymptotic theory. As in the Cram er representation for stationary processes the spectrum, which now becomes time dependent, controls the evolution of the variance-covariance distribution of the process over frequency and over time.
In the present paper we develop nonlinear wavelet estimators for this kind of timevarying spectral density: With this we address the problem of nding the right amount of smoothing of an estimator which should adaptively reconstruct the underlying structure of the spectrum in the time-frequency plane. Motivated by this problem, we study rst a question of more general importance. Inference about the spectrum of a nonstationary time series is a two-dimensional estimation problem with two particular directions, time and frequency, on the plane. If, in this situation and, more generally for any multidimensional curve estimation, the underlying curve shows di erent degrees of smoothness in the di erent directions, then the construction of the estimator should properly take this into account. Hence, to establish a benchmark for our estimator we derive rst minimax rates for estimation in anisotropic smoothness classes. Because this question is of general interest, we do not assume any speci c observation model, but we investigate this problem in Gaussian white noise. For simplicity we consider the two-dimensional case and restrict ourselves to anisotropic Sobolev classes. Straightforward generalizations can be thought of for higher dimensions and other smoothness classes like H older and Besov, also. We show that appropriately tuned wavelet estimators are able to attain the optimal rate of convergence in these classes. These estimators use coordinatewise nonlinear thresholding of empirical wavelet coe cients. The rate for the risk can be easily found by analyzing a certain complexity functional, which describes the amount of data compression of a basis in a given smoothness class. We show that we obtain a suitable higher-dimensional basis by taking respective tensor products of the one-dimensional wavelet basis. In contrast, the frequently used higher-dimensional multiresolution basis does not optimally compress the signal in anisotropic smoothness classes. This implies that any coordinatewise thresholded estimator based on such a basis is not able to attain the optimal rate of convergence. The second part of this paper is devoted to the particular problem of spectral estimation. Throughout the paper we adopt the model of locally stationary time series developed in Dahlhaus (1993) . In order to allow least restrictive assumptions on the smoothness of the spectrum we further relax the assumptions of Dahlhaus (1994) to give a de nition of the evolutionary spectrum as a function in the L 2 -space over the 2 time-frequency plane. Again, our main goal is to de ne an estimator that adapts to di erent degrees of smoothness in time and frequency direction, respectively. In contrast to Dahlhaus (1993) and von Sachs and Schneider (1994) , who used a local periodogram on segments of length N = N(T) (with N ! 1 as T ! 1 and N=T ! 0), here we de ne a periodogram-like pointwise statistic which can be considered as an empirical version of the local time-dependent spectrum. By this approach we avoid a kind of presmoothing in time direction and get rid of the additional smoothing parameter N, for which a theoretical approach to its optimal choice is still lacking. This overcomes the shortcoming of xing with N a lower bound for the ratio of the resolution in time and in frequency direction. Instead, to decide which degree of smoothing is appropriate, we project this time-frequency statistic on a suitable wavelet basis and use thresholding of the resulting coe cients. In view of the results in Section 2, in this construction, we use a tensor product basis. The appropriate tuning of the thresholds requires knowledge about the distribution of the empirical coe cients. Using cumulant techniques we prove asymptotic normality in terms of probabilities of large deviations. This implies the asymptotic risk equivalence of monotonic estimators to the case of normally distributed empirical coe cients and suggests the use of thresholding techniques prescribed by existing theory under Gaussian noise. Finally, to obtain a fully de ned threshold rule, it is natural to use some initial estimator of the standard deviation of the empirical coe cients. We show that rather weak assumptions on an initial estimator of the spectral density guarantee nearoptimality of the nal estimator. The paper is organized as follows. In Section 2 we derive minimax rates in anisotropic smoothness classes and examine the two mentioned di erent kinds of multidimensional wavelet bases w.r.t. their appropriateness in such function spaces. In Section 3, after introducing the model of local stationarity and an L 2 -generalization of the denition of the evolutionary spectrum, we develop our new estimator and state theorems on rates for its risk. The proofs are contained in Section 4.
Optimal estimation in anisotropic smoothness classes
Before we develop a de nite estimation method for the spectral density in the next section, we rst consider a question of more general importance: we search for a basis that is appropriate for multidimensional estimation problems in situations, where we have possibly di erent degrees of smoothness in di erent directions. To do this we consider balls in anisotropic Sobolev spaces and derive minimax rates in a Gaussian white noise model. For simplicity we only consider the two-dimensional case and restrict ourselves to anisotropic Sobolev spaces, although it is obvious that analogous results can be obtained in higher dimensions and for other function classes, like e.g. anisotropic Besov spaces. We show that thresholded wavelet estimators based on a tensor product wavelet basis in L 2 ( 0; 1] 0; 1]) attain the optimal rate of convergence, whereas the one-scale multiresolution basis, which is often used in image analysis problems, does not share this property. Following Nikol'skii (1975) Brown and Low (1992) . The equivalence between density estimation and some slightly modi ed version of (2.3) was shown by Nussbaum (1994) . For wavelet estimators this close connection often materializes also at the practical level. So it was shown in Neumann and Spokoiny (1995) for non-Gaussian regression and in Neumann (1994) for spectral density estimation that the empirical coe cients coming from these models are asymptotically normally distributed in a su ciently strong sense. Then, for certain nonlinear wavelet estimators, it was possible to derive the risk equivalence between model (2.3) and the abovementioned models. We think that the two-dimensional continuous Gaussian model (2.2) will be again an appropriate counterpart for many practically relevant estimation problems. which shows the possibility to build a basis of L 2 ( 0; 1] 0; 1]) from tensor products of functions from a one-dimensional basis f lk g k f jk g j l;k . Let W j = spanf jk g k .
We can write V (2) j = V j V j as V (2) 
Another construction, which corresponds to decomposition (2.5), is given by
Note that we can also use di erent one-dimensional bases to build a two-dimensional basis, which is done in Section 3 in view of the special problem considered there.
It appears that, because of its more appealing structure, basis B is more often used for two-dimensional estimation problems, see, e.g., Delyon and Juditsky (1993) , Tribouley (1993) and von Sachs and Schneider (1994) . Its use seems to be appropriate in most frequently considered smoothness classes, like e.g. isotropic Sobolev or Besov classes. However, in certain practical problems, for the curve we are interested in we could expect di erent smoothness properties in di erent directions. We will show that under such anisotropic smoothness priors basis B is no longer appropriate.
For sake of simplicity we slightly abuse the notation and de ne l?1;k := lk . Further, by I we denote the basis functions in B using the multiindex I = (j 1 ; j 2 ; k 1 ; k 2 ). are the wavelet coe cients of f. We obtain empirical coe cients from the observation model (2. To show that this rate is actually attainable, we consider a certain complexity functional e to be de ned further below, which is similar to the modulus of continuity 11) The essential reason why the modulus of continuity does not immediately provide an attainable rate for estimators is that it does not take the possible sparsity of the signal into account. In cases, where we have a too large number of potentially important coe cients, we lose an additional log-term as we do not know which are the really important ones. In contrast, the functional e penalizes such cases of extreme sparsity by the additional terms ( I = +1)'( I = ) , which arise from upper estimates of tail probabilities of Gaussian random variables. The next lemma shows a particular choice of the vector ( I ), which provides the rate 2#(m 1 ;m 2 ) for the right-hand side of (2.11). Although this theorem provides an interesting theoretical result, it turns out to be of limited practical use. The proposed estimator b f requires an appropriate tuning of the thresholds I; , which strongly depend on the unknown m 1 and m 2 . Even if it would be possible to adapt these parameters in our idealized Gaussian white noise model, it is often not obvious how to transfer such a procedure to other noise structures (i.e. with dependencies, non-Gaussianity) which occur in practically relevant estimation problems. One could try to nd speci c procedures for each particular case, however, it seems to be di cult to nd a universal recipe. An alternative approach that is much less dependent on prior knowledge of m 1 Hence
In the rest of this section we will brie y examine the basis B w.r.t. their capability of data compression in anisotropic Sobolev spaces. The following lemma states a result on the decay of the modulus of continuity for this basis. Hence, we get that diagonal estimators based on basis B are never better than those based on B, and they are worse if m 1 6 = m 2 . At this point we want to remark that there exists an attempt to construct higher-dimensional multiresolution bases for anisotropic smoothness classes. Berkolajko and Novikov (1992) obtained such a basis by properly connecting levels j 1 and j 2 in dependence on the relation between m 1 and m 2 . However, as this approach depends strongly on the latter relation, it does not provide a universal basis which is optimal for a greater range of smoothness classes. The adaptive choice of an appropriate basis, which in principle seems to be 9 possible in view of results by Donoho and Johnstone (1994b), would call for another step in the estimation process. 3. Adaptive Estimation of Evolutionary Spectra To address the problem of adaptively estimating the time-dependent spectrum of a non-stationary time series, we start with citing the de nition of a locally stationary process, as given in Dahlhaus (1993) . Note that this generalizes the Cram er representation of a stationary stochastic process (see Priestley, 1981 Note that with this, the class of autoregressive processes with time-varying coe cients now is included in the class of locally stationary processes. In our work, for reasons of notational convenience, we do not want to adopt this more general de nition, noting that all results will continue to hold for the broader class.
Note that, as in Dahlhaus (1993) and von Sachs and Schneider (1994), for simplicity we assume that (u) = 0, i.e. we do not treat the problem of estimating the mean of the time series. In comparison to Dahlhaus (1993) Now we turn to the problem of estimating the evolutionary spectrum f.
The rst step in our inference about f is to transfer the information fX 1;T ; : : : ; X T;T g given in the time domain to the time-frequency domain. One possibility, as chosen by Dahlhaus (1993) and also in von Sachs and Schneider (1994), is to consider a localized periodogram, localized by introducing segments of length N = N(T), where N ! 1 as T ! 1 but N=T ! 0. One problem with this approach is that the segment length N is an additional parameter, whose optimal choice depends on the relation between the smoothness in time and frequency direction. Here we intend to develop a fully adaptive approach: By wavelet thresholding the procedure should be able to automatically adapt to the right degree of resolution in both time and frequency direction. Note that these are, of course, not independent, but stand in a reciprocal relationship due to the uncertainty principle: the more accurate we try to estimate f(u; !) in time direction, the less accurate can we estimate it in frequency direction and vice versa, cf. Priestley (1981, p. 835) . To this end, by a straightforward analogy to the de nition of the spectral density we introduce a periodogram-like statistic I t;T ; 1 t T, which is di erent to the localized periodogram of von Sachs and Schneider In von Sachs and Schneider (1994) part of the localization was delivered by summation over certain time points in segments of chosen length N before the actual local smoothing was performed by wavelet thresholding. Thus, inherently a lower bound was xed for the resolution in time which obviously had consequences also for the performance in frequency direction: The larger N the worse is the time resolution, but the better can low-frequency components be detected, and vice versa. Here, in our new approach, we avoid a two-fold smoothing: projection of these \rough periodograms" I t;T on an appropriate wavelet basis will do the whole task of adaptive local smoothing! To give the link to the previous section on anisotropic smoothness classes, with this particular task, we are confronted with a two-dimensional estimation problem, where the axes have a special meaning, time and frequency, respectively. It seems reasonable to design the estimation method in such a way that it takes di erent degrees of smoothness into these two directions into account.
As we have seen in the preceding section, we obtain an appropriate wavelet basis according to the de nition of basis B = f I (u; !)g . We get such a basis as tensor product of two bases, where in time direction we choose a wavelet basis on the interval f lk g k f jk g j l;k (e.g. boundary-corrected Meyer wavelets, see Meyer (1991) , or those of Cohen, Daubechies, Vial (1993)). In frequency direction a periodic basis f e lk g k f e jk g j l;k is used (as proposed in Daubechies (1992, Chapter 9.3)). As an example, we like to mention the orthogonal periodized Battle-Lemari e spline wavelets (as in von Sachs and Schneider (1994)), though these have \numerical compact support", only, but our proofs will only slightly change with these. For notational convenience we write again l?1;k and e l?1;k for lk and e lk , respectively. Whenever it is not misleading, we use the multiindex I = (j 1 ; j 2 ; k 1 ; k 2 ). In addition to the \true" wavelet coe cients I of f(u; !) In the special case of a stationary time series, the advantage of the tensor product basis over the multiresolution basis becomes apparent. Then all coe cients I with j 1 6 = l ? 1 are equal to zero, whereas (l?1;k 1 ;j 2 ;k 2 ) 2 ?l=2 j 2 k 2 , where j 2 k 2 = R f(!) e j 2 k 2 (!) d! are the wavelet coe cients of the (one-dimensional) spectral density f(!) = f(u; !) . In view of the results from Section 2 it is obvious that in estimating f(u; !), which is constant in u, we can obtain the same rate as in Neumann (1994) in the stationary case. In the following we intend to derive asymptotic normality of the empirical coe cients by the method of cumulants. It turns out that a simple central limit theorem would not be su cient for proving risk equivalence between our thresholded wavelet estimator and the case of Gaussian noise. In view of quite a large number of coecients which cannot be a priori neglected in cases of \inhomogeneous smoothness", 13 we have to choose the threshold somewhat higher than the noise level, i.e. of larger order than the standard deviation of the empirical coe cients. Accordingly, we need some formulation of asymptotic normality, which puts special emphasis on moderate and large deviations. Let 2 I denote the variance of e I . In contrast to a central limit theorem, where it would be su cient to show that cum n ( e I = I ) = o(1) holds for each particular n 3 , here we need a stronger estimate for the higher order cumulants. For the reader's convenience we quote a lemma from Neumann (1994) , which provides appropriate estimates for general quadratic forms. where the thresholds I;T are speci ed below. As usually done, we do not shrink the coe cients from the coarsest level (j 1 ; j 2 ) = (l ? 1; l ? 1) . This seems to be reasonable in view of our assumption (A2), d), which implies that the spectrum is bounded away from zero. In order to establish the equivalence to the case of Gaussian noise, we consider the following approximating model for our empirical coe cients:
e I = I + I " I ; I 2 I T ;
where " I N(0; 1). Essentially by integration by parts, due to Proposition 3.1 we obtain the following assertion. There are many possibilities for m 1 , m 2 , p 1 and p 2 to ful ll (m 1 ; m 2 ; p 1 ; p 2 ) > #(m 1 ; m 2 ), for example, if m i 2=p i . Then we can nd some su ciently small > 0, such that the assumption of Theorem 3.2 is satis ed. Hence, our estimator is simultaneously nearly optimal over a wide range of smoothness classes. Although Theorem 3.2 is of certain theoretical interest, it is not very helpful for practical purposes, because the de nition of the estimator b f depends on the unknown quantities I . It is a natural idea to use some initial estimates of them to construct a fully adaptive procedure. Let b I be any random thresholds and b b f be the same estimator as b f with these random thresholds. The next theorem characterizes the performance of such an estimator under a weak assumption on the random thresholds. (ii) If the assumptions of the Theorems 3.2 and 3.3 are to hold uniformly, then all assertions will hold uniformly in the class F m 1 ;m 2 p 1 ;p 2 . To end up with a fully automatic estimator, we still have to nd a practicable rule for the thresholds I . All we need are asymptotic majorants of I q 2 log(#I 0 T ) , which are also of order T ?1=2 q log(T) . This can be achieved by plugging in some consistent preliminary estimate e f into the asymptotic formula for the variance of the empirical coe cients, which is given in Lemma 3.2. Then we can use the thresholds b I = b I q 2 log(#I 0 T ) , with b I as in Lemma 3.2(ii). It turns out that (3.7) will be satis ed under weak assumptions on the time series and the estimator e f. 16 4. Proofs Proof of Lemma 2. The sum over t can be bounded from above by the bounded total variation of t ( ) as a function of u. Putting both (simultaneously) together, in order to strictly bound all occurring terms, we need Assumptions (A2)(a), (b) and (c), as t ( ) is a product of two functions of time and frequency.
(ii) To apply cumulant techniques we write e I as a quadratic form with a symmetric matrix N I : e I = X 0 N I X; where, N I = (M I + M I )=2 and, with w j 1 k 1 (t=T) := T R t=T (t?1)=T j 1 k 1 (u) du and e w j 2 k 2 (s) := e j 2 k 2 (s) = (2 ) 
