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We give some improvements on the BKT inequality, an inequality for perfect 
systems of difference sets due to Bermond, Kotzig, and Turgeon, and consider, in 
particular, their implications for the critical case in which the BKT inequality holds 
with equality. © 1993 Academic Press, Inc. 
1. INTRODUCTION 
A set A = {a/ :0~<i~<v} of integers ai, 0~<i~<v, such that 
O=ao<al< --. <a~ 
is called a component and the set D(A) defined in terms of a component A 
by 
D(A)= {aj-ai:O<.i < j<~ v} 
is called the difference set of A. Both A and D(A) are said to be of 
valency v. 
Let c and m be positive integers; let m = (m2, m3 .... , m .. . . .  ) be a vector 
of non-negative integers my, v ~> 2, with 
m:-  Z m v 
v>~ 2 
and 
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A collection of components A,, 1 ~<n ~<m, consisting of m~ components of 
valency v, v 1> 2, with the property that 
D= ~ D(Ar)={d:c<<.d<c+l} (2) 
r= l  
is called an (m; c)-system. If {An : 1 ~< n ~< m} is an (m; c)-system, then the 
associated collection of difference sets D(An), 1 <~ n <~ m, is called a perfect 
system of difference sets. The parameter c is referred to as the threshold of 
either type of system because of its role in (2). For a survey of these 
systems, including some motivational discussion and many further efer- 
ences, see [1]; other recent results appear in [3, 4, 8 10] and are reviewed 
in [11]. 
As these papers bear witness, much information on (m; c)-systems has 
been derived from the following necessary condition, first given in [5, 7], 
but stated here in a form which allows ready comparison with further 
results to be presented in this paper (see also Theorem B in Section 2 for 
a more general result). 
T]4EOREM A (BKT inequality). I f  there is an (m; c)-system then 
~cu, vm~m v >~ (2c-- 1) ~ pwmw, 
u,v>~2 w>~2 
where for x, y >t 1, 
{ i  ½xy(xy -x~y-1) '  
~c,,v = t%,u = ½x(y+l ) (xy -x -y -1 ) ,  
½(x+ 1)(y+ 1)(xy-x-y), 
(3) 
u = 2x, v = 2y; (4a) 
u=2x, v=2y+l ;  (4b) 
u=2x+l ,v=2y+2;  
(4c) 
and, for x >~ 1, 
pu = 
x , u = 2x; (5a) 
x(x + 1 ), u = 2x + 1. (5b) 
Note that, for v>/u, ~c,,~>0 if and only if (i) u=2,  (ii) u=3,  or 
(iii) u=4,  v=4or  5. 
The proof of Theorem A given 15, 7] is also informative about the 
structure of those (m; c)-systems, called critical systems, in which (3) holds 
with equality. A compilation of results on critical systems is made in [-9, 
Section 1]; see also [11]. In particular, it is known that (3) is best possible 
for some m but weak for other m. Thus it is natural to enquire whether it 
is possible to improve (3) at least for some m. 
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Now, as we note in Section2, the proof of Theorem A in [-5, 7] 
generalizes to give a family of inequalities (15b) for (m; c)-systems of which 
(3) is an example. It seems that these inequalities are sensitive to the 
relative valencies of the components in the system. A further complication 
is the fact that, as a consequence of Theorem A and the remark on the 
coefficients ~:~,~ following it, any (m; c)-system contains components of 
valency less than 5. But there is some difficulty in uniformly handling 
systems containing some components of each of the valencies 2, 3, and 4. 
We elaborate on these points in Section 5. 
To help describe the situation which we encounter, let x .... u, v~>2, 
and pu, u>~2, be given by (4) and (5) and suppose that, if there is an 
(m; c)-system, then we have the further inequality 
~,~m~mv>~(2c-1) ~ pwm~, (6) 
u,v>~2 w>~2 
for some coefficients ~ .... u, v/> 2. Consider the graph G~ with vertex set 
the integers greater than 1, where integers u and v are joined by an edge 
in G~ if and only if ~u,v ~> ~ .... allowing as edges self-edges or loops in cases 
where F%, u >~ ~. ~. If ~cu, ~> ~ .... then the edge joining u and v is called heavy. 
For our purposes, a clique in G¢ is a maximal set of adjacent vertices, all 
self-adjacent; and a clique is admissible if its vertex set contains 2, 3, or 4 
and if its edge set contains a heavy edge. Thus the admissible cliques in G~ 
are exactly the maximal sets of valencies of an (m; c)-system compatible 
with (3) for which (6) provides a better bound than (3). 
Our first theorem shows that it is possible to find an inequality of the 
form (6) in which ~,~> ~,o at least for certain u and v not both odd, 
including the case u = v ~> 6 for u even. This theorem represents an improve- 
ment on Theorem A for (m; c)-systems in several cases in which m2 = 
m 4 = 0,  but m3 > 0. As usual, for a real number s, we denote the integer 
part of s by [s]. 
THEOREM 1. I f  there is an (m; c)-system, then 
2,,vmum v>~(2c-1) Z pwmw, 
u,v>~2 w>~2 
where 
f tx 2 -  4xy + y2 + 3x + 3y-  4t, 
/ 
2u, =t%,~+~l (y+l ) (y+2_2x) ,  
(0, 
(7) 
u = 2x, v = 2y; (Sa) 
u=2x,  v=2y+ 1; (8b) 
u=2x + l ,v=2y+ l, (8c) 
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The vertex sets of admissible cliques of G x are, for k >1 1, 
Vk= {2x: k<~x<<, I-k*]} u {2y+ l: 1 ~< y~<2k-2} ,  
where k* is the larger of the roots of the quadratic equation: 
z 2+ (3 -4k)z+ (k2+ 3k-4)=0.  
The interest in our second theorem is chiefly that it exhibits an inequality 
of the form (6) in which ~cu,~ > ~,,~ for some values of u and v not so 
covered by Theorem 1, including the case where u = v >~ 7 for u odd. It also 
provide s an improvement on Theorem A for (m; c)-systems for some cases 
in which m2 = m3 = 0, but m 4 > 0. 
THEOREM 2. I f  there is an (m; c)-system then 
#u, omum~>~(2c-1) ~ pwmw, (9) 
u,v>~2 w>~2 
where 
f¼(x 2 - 4xy + y2 + 3x + 3y - 4), 
/~u,v = K,,~ + ~¼(x 2 4xy+yZ-x+3y) ,  
~¼(x 2 4xy + y2 + 3x + 3y-  4), 
The vertex sets of the admissible cliques of G, are 
{3, 4, 6}, {3, 6, 8}, {4, 5, 6, 7}, 
u= 2x, v=2y; (10a) 
u= 2x, v = 2y + 1; (10b) 
u=2x+ 1, v=2y+ 1. 
(10c) 
{4,5,7,9}. 
Proofs of Theorem 1 and 2 are given in Sections 3 and 4, respectively. 
In Section 5 we consider the relative merits of (3), (7), and (9) and, in 
particular, the implications of our theorems for critical (m; c)-systems. 
The case m = m4 + m5 of (9), which is an improvement on (3), appears 
in I-4] but the argument for it presented there is rather complicated and 
not of a form which allows ready generalization. Otherwise, it appears that 
this is the first attempt to give improved bounds for (m;  c)-systems. 
However, it should perhaps be remarked that while we are able to do this 
for some rn, Theorem A is quite powerful on its own. For example, our 
results give better bounds for (m; c)-systems in which m = m, for v ~> 6, but 
this is only of academic interest, since Theorem A implies that there are no 
such systems. 
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2. DIFFERENCE SETS 
For a component A = {ai; 0 ~< i ~< v} of valency v it is convenient to write 
br=ar-ar i, l <~r~v, ( l la )  
and 
so that 
J 
b(i,j)= ~ br, l <~i<<.j<~v, ( l lb)  
r= i  
D(A)= {b(i,j): l <<.i<.j<<.v}. (11c) 
This transformation helps us to think of D(A) as a triangular array or a 
difference triangle with defining property (1 l b) having v rows and v entries 
in the base row as shown in Fig. 1, the word valency being suggested by 
a graph theoretic interpretation (see El, pp. 7-9]). 
As general notation, we denote the sum of elements in a finite subset Q 
of the integers by Q +. Using the notation of (11), we also write 
Br=Br(A)={b(i , i+r-1): l<~r<.v+l-r},  l<~r<<.v. (12) 
Then a key property of D(A) viewed as a difference triangle is that the sum 
of the entries in the kth row from the base is equal to the sum of entries 
in the kth row from the apex, or, in our new notation, 
B+=B~++, r, l~<r~<v, (13) 
as may be seen easily on expressing both sums in terms of the entries in the 
base row by means of ( l lb )  (see also Fig. 2). 
Now, suppose that {A, : 1 ~< n ~< m } is an (m; c)-system so that (2) holds. 
Let P be a subset of D containing p elements. Since the elements of P are, 
by (2), district integers less than c + l but not less than c, it follows that 
c + / - - I  ( '+p- -1  
½P(Zc+2I-p-1)= ~ d>~P+>>. ~ d=½P(Zc+p-1). (14) 
d=c+l - -p  d=c  
FIG. l. 
b(1, v) 
.." b(2, v) 
b(1, 3) ... b(3, v) 
• . 
b(1, 2) b(2, 3) .." ".. 
b(1, 1) b(2, 2) b(3, 3) . . . . . . . . . . . . .  b(v, v) 
A difference set D(A) displayed as a difference triangle in the notation of (11). 
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+ = B + Bv÷l - r  r 
FIG. 2. Pictorial representation of (13). 
2~ 
Moreover, equality holds in (14) on the left-hand side or on the right-hand 
side, respectively, if and only if 
P= {d: c+l -p~d<c+l}  
P= {d: c<~d<c+p}.  
Hence we obtain the following general result of which, as we shall see, 
Theorems A, 1, and 2 are all special cases. 
THEOREM B (Generalized BKT inequality). Suppose that {An : 1 ~ n <~ m } 
is an (m; c)-system so (2) holds; that, for 1 <~ i <~ t, P~ is a subset of D con- 
taining p+ elements; and that, for some s with 1 <~ s < t, 
P+= ~ P+. (15a) 
i=1 j=s+l  
Then 
• p i (2c+2l -p i -1 )>>,  ~, p j (2C+pg-1)  (15b) 
i= l  j=s+l  
with equality if and only if 
{{ d:c+l -p+<~d<c+l} ,  l<~i<~s (15c) Pi= {d:c<~l<c+pi},  s<i<~t. 
By way of illustration, we now deduce Theorem A from Theorem B, 
thereby in effect recapitulating the proof of the former in [5, 7]. For a 
component A of valency v, we use the notation of (11) and (12) to define 
subsets/)(A) and/3(A) of D(A) for y~> 1 as 
/ ) (A)= r= 1 (16a) 
B r, v = 2y+ 1, 
"~r=y+2 
Y 
/3(A)= ~ Br, v=2yor2y+ 1. (16b) 
r= l  
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By (13) (see also Fig. 3), 
/)(A) + =/3(A) +. (17) 
Thus, if {An: 1 <<n<~m} is an (m; c)-system and we take 
n=l  n=l  
then 
Pl=½ ~ y(y+l)(m2y+m2y+,), (18a) 
y>~l 
p2=½ ~ y((3y+ l)m2y+ 3(y+ l)mzy+l), 
y>~ 1 
(18b) 
Then, in view of (17), (15a) holds with s = 1, t = 2, and the hypotheses of 
Theorem B are satisfied. Hence we have (15b) which becomes (3) after 
some rearrangement and simplifications on substituting for l, p, and from 
(2) and (18). We also have the information (15c) in the critical case, where 
(3) holds with equality. 
3. COMPONENTS OF EVEN VALENCY 
We now modify the above proof of Theorem A in regard to the com- 
ponents of even valency in order to obtain Theorem 1 with the general 
form of Theorem B enabling us to do this. 
Proof of Theorem 1. Again using the general notation of the previous 
D (A~} + D(A) + 
FlG. 3. Pictorial representation of (17). 
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section, consider first a component A of valency v and 
Di(A), 1 ~i~<3, of D(A)'for k~> 1 as (compare (16)) 
define subsets 
D~(A)= U B,, v=2yor2y+l, (19a) 
r=y+2 
"By, v = 2y; 
Dz(A) = 
~, v=2y+ 1, 
B~ w{b(1, y),b(y+l, 2y)}, v=2y; 
D3(A)  = 
3' 
U gr; v=2y+ 1. 
r - -1  
(19b) 
(19c) 
We then find that (see Fig. 4) 
D,(A) + +D2(A) + = D3(A )+, (20) 
since, for v = 2y + 1, (20) is the same as (17) while, for v = 2y, (20) follows, 
noting that ( l lb)  implies that, in addition to (13), 
B~+=b(1, y)+b(y+ l, 2y), v=2y, 
with both sides being equal to the sum of the entries in the bottom row of 
the difference triangle D(A). 
Let {A." 1 <~n<<.m} be an (m; c)-system and take 
Pi = 0 Di(An), 1~<i~<3, 
/ ' t= l  
Y- / 
DI(A)  ÷ + D2~A) + Ds(A) + 
FIG. 4. Pictorial representation f (20). 
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SO 
ml P l -5  ~ Y ( (Y -1 )m2y+(Y+l )mzy+l ) ,  (21a) 
y~>l 
P2 = E mzy, (21b) 
y~>l 
P3=½ ~ ( (3y2-y+2)mzy+3y(y+l )m2y+~) .  (21c) 
y~>2 
By (20), (15a) holds with s=2,  t=3 and so, by Theorem B, (15b) also 
holds. Substituting for l, Pl, P2, and P3 from (2)and (21)in (15b)gives (7) 
after some algebraic manipulation. 
Now, turning to the graph G~, suppose that V is the vertex set of an 
admissible clique. Taking x = 1 in (4a), (4b), we see that the vertex 2 is not 
joined to other vertices in G~. and that the loop at 2 is not heavy. So V does 
not contain 2. On the other hand, all the odd integers greater than 1 are 
adjacent and self-adjacent in G~ in view of (4c), although none of these 
edges is heavy. So V contains ome even integer greater than 2. 
Let k ~> 2 and suppose that 2k is the least even integer in V. From (4b), 
the odd integers to which 2k is joined are 2y + 1, 1 ~< y ~< 2k-  2, and, for 
x >i k, 2x is also joined to these odd integers, all edges being heavy except 
the one joining 2k and 4k -3 .  Hence, V consists of these odd integers, 
together with some even integers of which 2k is the least. 
In order to determine the even integers in V, consider 
Fy(x) = F(x, y) = x 2 - -  4xy + y2 + 3x + 3y - 4, 
so that by (4a), integers 2x and 2y are joined in G~ if and only if Fy(x) <~ O, 
the edge being heavy when Fy(x)< 0. For integral j with j~> 2, let j* be the 
larger of the roots of the quadratic equation 
Fj(z)=O. 
Now, Fk (k )=-2(k -1 ) (k -2 )~<0,  k~>2, so Fk(j)<~O, k<~j<<.[k*], 
with the same condition for equality. Moreover, we also have 
Fj+ l(z) = Fj(z) - 4(z - ½(j+ 2)). 
So, as j *> j>½( j+2)  for j>~3 while 2"=3,  it follows that F j+ I ( j * )<0 
and, hence, that (j + 1)*> j* for j >~ 2. Putting this information together, 
we deduce that F(i, j )=  Fj(i)<~ O, k <~i<~ j <~ [-k*], with equality if and only 
if k* is an integer, i = k, and j = k*. 
In terms of G;. this means that the even integers to which 2k is joined 
are 2x, k<~x<<. [k*] and that all these even integers are adjacent and 
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self-adjacent, all edges being heavy except he one joining 2k and 2k* when 
k* is an integer. We therefore see that these are exactly the even integers 
V and, hence, that V is the set V~ defined in Theorem 1, which concludes 
our proof of that theorem. 
4. COMPONENTS OF MIXED VALENCY 
It is clear that we can superimpose Eqs. (17) and (20). We do this for 
components of even valency while making a modification in the case of 
components of odd valency. As a similar but more complicated instance of 
Theorem B we then obtain Theorem 2. 
Proof of Theorem 2. For an (m; c)-system {An : 1 ~< n ~< m }, as before, 
consider the sets P;, 1 ~< i~< 5, where 
Pi= U Ei(An) , 1~<i~<5, 
n=l  
and, for each i, 1 ~< i~<5, Ei(A) is a subset of the difference set D(A) of a 
component A of valency v defined for y~> 1 as (compare (16) and (19)) 
Br, v=2y;  G 
E l (A)  = ~r=y+i  
B, {b(1, y+ l),b(y+ l, Zy+ l)}, 
k , \ r=y+l  /~  
f i+ Br, v=2y;  Ez(A ) _ . = r= 2 
B2, v=2y+ 1, 
k , r=y+3 
E3(A) = B~, v = 2y or 2y + 1, 
y 
E4(A)= U Br, v=2yor2y+ l, 
r= l  
(22a) 
v=2y+ 1, 
(22b) 
(22c) 
(22d) 
v=2y;  
v=2y+ 1. 
(22e) 
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Now, for v=2y+ 1 ~>3, 
~+ + ~;~+, =~ +b(1, y+ 1)+ b(y + 1, 2y+ l/, 
since, by (l lb), both sides are equal to 
v 1 
b(1,1)+3 ~ b(i,i)+b(v,v). 
i=2  
Therefore, bearing in mind (13), we have, for v odd (see Fig. 5), 
E~(A) + +E2(A) + + E3(A) + = E4(A) + +Es(A) +, (23) 
which also holds for v even, being then just the sum of (17) and (20), as 
comparison of (22) with (16) and (19) reveals. Hence, (15a) holds with 
s = 3, t = 5 for this choice of sets Pi, 1 ~< i ~< 5. 
We conclude from Theorem B that (15b) also holds where l is given by 
(2) and, in view of (22), Pi, 1 ~<i~<5, by 
Pl=½ Z (Y(Y+I)m2y+(y2+3y-2)m2y+I), 
y>~l 
P2 = ~ Y(Y--1)(m2y+m2y+x), 
y~l  
P3= ~ (m2y+mzy+l), 
y~>l 
1 p4=g ~ y((3y+ 1)m2y+3(y+ 1)mzy+~), 
y~>l 
Ps=½ ~ ((3y2-y+2) mz,+3y(y+l)m2y+l). 
y~>l 
Accordingly (15b) reduces to (9) after some straightforward algebra. 
A, A 
V \ V \ ~-)' \ 
2y X El(A) * E2(A) + E3(A) = 
1\ 
Ea(A) ÷ + ES(A) ÷ 
y 
1A / \ /  \ 
FIG. 5. Pictorial representation f (23). 
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By definition of Gu, (10) shows that in Gu: (i) 2 is joined only to 2 and 
3; (ii) 3 is joined only to 2, 3, 4, 5, and 8; and (iii) 4 is joined only to 3, 
4, 5, 6, 7, and 9. Thus G~ has only a few admissible cliques and it is easy 
to check then that these are as stated in Theorem 2. 
As it happens, the admissible cliques {3, 4, 6} and {3, 6, 8} in G, are 
subsets of admissible cliques in G~ and, for (m; c)-systems in which these 
are the sets of valencies of the components, (7) is sharper than (9), as well 
as being an improvement on (3). But the other two admissible cliques, 
{4, 5, 6, 7} and {4, 6, 7, 9} in Gu are more interesting and are discussed 
further in the next section. 
5. CRITICAL SYSTEMS 
We are now in a position to reconsider (m; c)-systems in the light of our 
improvements on the BKT inequality (3). The spectrum of an (m; c)-system 
is the set of valencies of its components, that is, the set {v: m v > 0}. 
THEOREM 3. (i) I f  the spectrum of a critical (m; c)-system is a subset of 
the admissible clique Vk of G~ for some k, k >~ 2, then m = m3 = 2c - 1. 
(ii) There are no critical (m; c)-systems whose spectra are subsets of 
the admissible cliques {4, 5, 6, 7} and {4, 6, 7, 9} of G~. 
(iii) There are no critical (m; c)-systems at least when 
m = m3 + m~, v~>4; 
m=m4+mv,  v=3,5 ,6 ,7 ,  or9. 
Remark 1. The conclusion of (i) also follows if the spectrum of a 
critical (m; c)-system is a subset of the odd integers (see [-9, Theorem l])  
or of {3, 4, 5, 7} (see [-9, Theorem 2]). 
Remark 2. There are critical (m; c)-systems at least when m = m2 + my, 
m2>0 and v=3 or 5 (see [-3; 8; 9, Theorem D]). 
Remark 3. None of our results in this paper deal with the case m2 > 0 
although there are some on this case in [9, Section 6]. The problem raised 
in [1, pp. 24-25; 2, pp. 8 9] of the existence of critical (m; c)-systems 
consisting of certain specified numbers of components of even valency, 
including valency 2, remains open (note that in those references for 
x = 120, y = 288, not 169). 
Proof of Theorem 3. (i) Suppose that the spectrum of a critical (m; c)- 
system is a subset of Vk for some k, k/>2. For u even with u>14, (Sa) 
shows that the loop at u in G)~ is heavy, so comparison of (3) and (7) yields 
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m] = 0; that is, u is not in the spectrum. Similarly, from (Sb), considering 
the edge joining 3 and 4 in G;., we find that m3m 4 = 0. Now, by the obser- 
vation immediately after Theorem A, m3 + m4 > 0 as m 2 = 0. If m4 > 0, then 
m3=0 and, moreover, k=2,  since only Va= {3, 4, 5, 6} contains 4. But 
then the spectrum is a subset of {4, 5},'a case ruled out by Remark 1 or 
Theorem 3(ii). (Note that there is an edge joining 4 and 5 in G;~ but it is 
not heavy.) So the spectrum is a subset of {3, 5}, that is, of the odd 
integers, and the result follows from Remark 1. 
(ii) Suppose that the spectrum of a critical (m; c)-system is a subset 
of {4, 6, 7, 4 i+ 1} for i= 1 or 2. As the loops at 6 and 7 in G~ are heavy 
in view of ( l la), ( l lc), comparison of (3) and (9) shows that m 2 =0=m~,  
so that the spectrum does not contain 6 and 7. Further, by ( l lb),  the edge 
joining 4 to 4 i+ 1 is heavy in G when i= 1 or 2, so similar comparison 
yields m4i  + l = 0. But, as m 2 = m3 = 0, m4 > 0, because of the observation 
following Theorem A. So m4~+l =0 and 4 i+ 1 is not in the spectrum for 
i=  1 or 2. Hence, the critical system consists entirely of components of 
valency 4, a contradiction, as it is known that there are no such systems 
(see [1, p. 9; 6; 9, Theorem C]). 
(iii) Remark 1 implies that, for v odd with v t> 5, there are no critical 
(m; c)-systems with m = m3 + m~. The other cases mentioned in (iii) follow 
from Theorem 3(i), (ii). 
Now, turning to a comparison of (7) and (9), note that {4, 5, 6} is the 
largest spectrum for an (m; c)-system such that (7) and (9) are both 
improvements on (3). So consider an (m;c)-system in which m=m4+ 
m5 + m6. In this case, (7) and (9) become respectively 
2m4 2 + 6m4m 5 -- 6msm 6 - 1 lm 2 >t (2c -- 1 )(4m 4 + 6m5 ÷ 9m6) 
and 
2m] + 4rn4m 5 - 4msm6 - 10m 2 >~ (2c -  1)(4m4 + 6m5 + 9m6), 
while, for reference, the BKT inequality (3) is 
2m] + 6m4m5 - 9m 2 >1 (2c - 1 )(4m4 + 6m5 + 9m6). 
Thus, (7) is sharper than (9) when m = m4 + m6 but (9) is sharper than (7) 
when m = m4 + ms, indicating something of the sensitivity in how the sets 
Pi, 1 ~< i~< t, in Theorem B are selected. In particular, different subsets of 
the difference sets of the components of valency 4 are eployed in these two 
subcases. 
Thus discussion of the cases (7) or (9) hold with equality is delicate. To 
conclude, we give one result in this direction in the case rn--m 4 - t -ms ,  
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where (9) is an improvement on both (3) and (7). Let A be a component 
of valency v, let Ei(A), 1 ~ i~< 5, be as in (22) and define a further subset 
E6(A ) if the difference set D(A) by 
E6(A ) = ~ '  
/By+l \{b(1 ,  y+ 1), b(y+ 1, 2y+ 1)}, 
v=2y;  
v=2y+ 1. 
Then, as is easy to verify using ( l lb )  and (13), 
2El(A) + + Es(A) + - E2(A ) + _ E3(A) + -- 2E4(A) + = 3E6(A) +. 
Hence, with the choice of Pi, 1 ~< i ~< 5, as in the proof of Theorem 2, we see 
that 
2P~ + Ps- - P ;  - P f  - 2P2 
is an integer divisible by 3. But if equality holds in (9) this integer is 
determined. In particular, this implies that if m=m4+m 5 and equality 
holds in (9), so that 
m 2 + 2m4m5 = (2c - 1)(2m4 + 3m5), (24) 
then 
m4(2c + m4 -- 2m5 -- 1) 
is divisible by 3. (In contrast, the argument in [4, Section 4] does not seem 
to lend itself well to discussion of the case where (24) holds.) 
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