Recently the signless Laplacian matrix of graphs has been intensively investigated. While there are many results about the largest eigenvalue of the signless Laplacian, the properties of its smallest eigenvalue are less well studied. The present paper surveys the known results and presents some new ones about the smallest eigenvalue of the signless Laplacian.
Known results about q min
Before starting, let us recall a property of the Q-matrix and of q min in particular. First, Q is positive semidefinite, and, in fact, if G is a graph of order n, then for every vector x = (x 1 , . . . , x n ) , the Q-matrix of G satisfies
Hence, by the Rayleigh principle, we find that q min (G) = min
Qx, x = min
A fundamental fact is that q min (G) = 0 if and only if G has a bipartite component. This was first proved in 1994, in a notable early paper of Desai and Rao [10] , who even suggested the use q min (G) as a measure of non-bipartiteness of G. While this use seems not too adequate, some of their fine results are presented below, after some minor streamlining. We start by an upper bound on q min (G) . In the above inequality and further, e (A, B) stands for the number of edges joining vertices of A to vertices of B. Since we shall use Theorem 1.1 later, for the sake of completeness we give its proof in Section 3.
From Theorem 1.1 we easily see that if G contain a bipartite component, then q min (G) = 0. Let us also note the following simple but useful consequences of this theorem, which are not explicitly stated in [10] . Corollary 1.2 Let G be a graph of order n with vertex set V, and let X ⊂ V. Then
Corollary 1.3 Let G be a graph with n vertices and m edges. Then
In the above inequality M axCut (G) denotes, as usual, the size of the largest bipartite subgraph of G. Note that if G is either bipartite or a complete graph of even order, then equality holds in (2) and (3). However, a complete description of the cases of equality seems difficult at present.
A major achievement of Desai and Rao is a much more difficult lower bound on q min (G). For a graph G with vertex set V they defined the function
and proved the following theorem in [10] .
Theorem 1.4
If G is a graph with maximum degree ∆, then
Clearly this theorem implies that if q min (G) = 0, then ψ (G) = 0, and so G contains a bipartite component.
Since for a connected non-bipartite graph G we have q min (G) > 0, a natural but rather tough question is how small can q min (G) be in this case? This question was answered by Cardoso, Cvetković, Rowlinson and Simić in [2] as follows: Theorem 1.5 If G is a connected non-bipartite graph, then q min (G) is minimum if and only if G is a triangle with an attached path.
In [17] Yan gave the following absolute bound on q min (G) of a graph G of order n :
Clearly this upper bound is attained for complete graph K n , and it was shown that this is the only case of equality.
More recently Guo Shu-Guang [11] refined the bound of Yan as follows: if G is a graph with n vertices and m edges, then
We shall improve this result in Theorem 2.10.
There is a fair number of results comparing q min (G) to various degree parameters of G. Recently Liu and Liu [14] observed that q min (G) ≤ δ (G) and Das [9] showed that, in fact,
In Theorem 2.9 we give subtler relation between q min (G) and δ (G). Another upper bound due to Das [9] reads as: if u and v are vertices in G that are adjacent but have no common neighbors, then
We shall strengthen this result in Theorems 2.7 and 2.8. A recent bound involving the sum of the squares of the degrees is due to Liu and Liu [14] . Theorem 1.6 Let G be a graph of order n, with degrees d 1 , . . . , d n . Then
Among the degree related lower bounds on q min let us mention two results by Oliveira, de Lima, de Abreu and Kirkland, given in [15] . Theorem 1.7 Let G = K n be a graph of order n, with k vertices of degree n − 1. Then
Theorem 1.8 Let G be a graph of order n, with k = 1 or 2 vertices of degree n − 1 and at least one vertex with degree n − 2. If n ≥ 7, then
We finish by a rather intricate lower bound on q min (G) given by Tan and Liu in [18] . First, if G is a connected non-bipartite graph, call a spanning subgraph S of G essential if every component of S is an odd cycle with possibly some trees attached to it. Tan and Liu gave the following result. Theorem 1.9 If G is a graph with n vertices and m edges, then
where the sum is taken over all essential spanning subgraphs S of G and nc (S) stands for the number of components of S.
We would like to remind the reader that for an r-regular graph G every result about the least eigenvalue µ min (G) of the adjacency matrix of G implies a result about q min (G) using the obvious relation q min (G) = r + µ min (G). Thus, for regular graphs the rich literature about µ min easily applies to q min as well, but such results about q min are not too surprizing.
New results
In this section, we present several new results on q min . To make the presentation clearer we have moved the longer proofs in Section 3. We start by the following simple observation.
Proof Let G be of order n and let (x 1 , . . . , x n ) be a unit eigenvector to q min (G) . Using (1), we find that
completing the proof.
Simple as this observation might be, it immediately suggests a solution to Conjecture 26 raised by Cvetković, Rowlinson and Simić in [8] .
Theorem 2.2 Let G be a graph of order n ≥ 4 and independence number α. Then,
Proof Let us add edges to G until possible, preserving α. The addition of edges does not decrease q 1 (G) and q n (G) . Therefore q 1 (G) + q n (G) is at most the sum of the smallest and largest Q-eigenvalues of K n−α ∨ K α , which is precisely 3n − 2α − 2.
Before continuing with new bounds, we shall prove two assertions giving lower bounds on q min for a wide variety of graphs. First note a simple fact about the Q-matrix.
Proposition 2.3 If a graph G has two adjacent vertices of degree
Proposition 2.3 can be also stated using the term closed neighborhood of a vertex u which is just the set of neighbors of u together with u itself. Thus, two adjacent vertices of degree d, having d − 1 common neighbors are two vertices of degree d having the same closed neighborhoods.
To state our next theorem we shall need the definition of a k-sum of graphs.
Definition 2.4 Let k ≥ 0, let G 1 and G 2 be vertex disjoint graphs, and let H 1 and H 2 be k-cliques in G 1 and G 2 respectively. A graph that is obtained by identifying H 1 and H 2 is called a k-sum of G 1 and G 2 .
Observe that a 0-sum is just the union of G 1 and G 2 . A 1-sum is also known as coalescence of G 1 and G 2 . Note that for k ≥ 2 there may be different ways of identifying the k-cliques H 1 and H 2 , and so possibly there may be different k-sums of G 1 and G 2 even if the k-cliques H 1 and H 2 are fixed.
In general taking a supergraph of a graph can decrease q min , but in specific cases we can bound q min reasonably well, as shown in next theorem.
Theorem 2.5 Let k and r be integers such that r ≥ 3k ≥ 0, and let H be a graph containing a k-clique. If G is a k-sum of H and K r , then
Using this theorem, we can build a huge variety of graphs G satisfying q min (G) ≥ δ (G) − 1. Indeed fix δ ≥ 2 and consider the minimal family of graphs P (δ) satisfying the following properties:
(a) if r > δ, then K r ∈ P (δ) ; (b) if H ∈ P (δ), r > δ and r ≥ 3k ≥ 0, then every k-sum of H and K r belongs to P (δ) . Figure 1 displays two graphs in P (δ) when δ = 2. The graph (a) is a 1-sum of K 3 and K 3 while the graph (b) is a 2-sum of K 3 and K 6 .
It is easy to see that if G ∈ P (δ) , then δ (G) ≥ δ, and from Theorem 2.5 it follows also that q min (G) ≥ δ − 1. In fact, using Propositions 2.1 and 2.3, we can find a simple property of G ensuring that q min (G) = δ (G) − 1. Theorem 2.6 Suppose that δ ≥ 2 and that the graph G has a spanning subgraph H ∈ P (δ) . Also suppose that G has two vertices of degree δ, having the same closed neighborhoods. Then q min (G) = δ − 1 = δ (G) − 1.
We shall call graphs satisfying the hypothesis of Theorem 2.6 dangled graphs. Figure  2 displays some examples of dangled graphs.
Our first result strengthens the upper bound (6) given by Das.
If G is a dangled graph, then equality holds in (7).
In fact, a slightly more more involved proof improves the bound (7) as follows. 
If G is a dangled graph, then equality holds in (8) .
In (7) and (8) the upper bound is chosen among all edges uv ∈ E (G) . To obtain an absolute bound out of (8) that does not depend on the edges, we may use calculus and get the following assertion, which strengthens the bound of Das (5).
Theorem 2.9
If G is a graph of order n and minimum degree δ, then
In the following theorem we improve the bound (4). Note, however, that the proof of our theorem is quite complicated.
Theorem 2.10
If G is a graph of order n and size m, then
If G is a complete graph, then equality holds in (9) .
The next theorem is analogous to the celebrated Hoffman inequality [13] : if G is a graph with chromatic number χ ≥ 2 and µ min and µ max are the smallest and the largest eigenvalues of its adjacency matrix, then
Theorem 2.11 If G is a graph of order n, size m, and chromatic number χ, then
If G is a regular χ-partite graph, then equality holds in (10) .
From here we can deduce a bound on the spread of the Q-matrix as well.
Corollary 2.12
For a graph G of order n,
Equality holds only for complete graphs.
Proof Recall the well-known bound q 1 (G) ≥ 2µ max (G) , following by taking a unit eigenvector (x 1 , . . . , x n ) to µ max (G) and noting that
Hence,
Here we use Wilf's bound λ 1 + 1 ≥ χ ( [16] ) with equality holding if G is an odd cycle or a complete graph.
Proofs
Proof of Theorem 1.1 Define a vector x = (x 1 , . . . , x n ) by
We have
On the one hand we see that x 2 = |X| + |Y | . On the other hand,
and the desired inequality follows.
Proof of Proposition 2.3 Indeed, let u, v be two adjacent vertices of degree d, having d − 1 common neighbors. Define a vector x = (x 1 , . . . , x n ) by
A simple check shows that Qx = (d − 1) x, completing the proof.
Proof of Theorem 2.5 For short set q = q min (G) . Since for k = 0 the assertion is trivial, we shall assume that k ≥ 1. Suppose that the order of G is n and that the vertex set of G is {1, . . . , n} . By symmetry we also suppose that {1, . . . , r} are the vertices of the K r used to obtain G and that the k-sum is obtained by identifying precisely the vertices {1, . . . , k} with the vertices of a k-clique in H. For convenience set R = {k + 1, . . . , r} .
We have r − k ≥ 2k > 2, so there exist two distinct vertices u, v ∈ R. Since u and v are of degree r − 1 and have r − 2 common neighbors, Proposition 2.3 implies that r − 2 is an q-eigenvalue of G, and so q ≤ r − 2. Assume for a contradiction that q < min (q min (H) , r − 2) , which implies, in particular, that q < r − 2.
Let (x 1 , . . . , x n ) be a unit eigenvector to q. The equations for q at the vertices u and v are
x i , and after subtracting we get
Since q < r − 2, we see that x u = x v . As u, v are arbitrary vertices in R, we conclude that
and the proof is completed; thus, we shall assume that c = 0. We have
In view of (q − r + 2) c = (q − r + 2)
x i , and after some algebra we obtain
Hence q < 0, contradicting that q ≥ 0 and completing the proof.
Proof of Theorem 2.7 Let uv ∈ E (G) and let x = (x 1 , . . . , x n ) be a unit vector defined by
completing the proof. It is clear that if G is a dangled graph, then equality holds in (7).
Proof of Theorem 2.
Define a vector x = (x 1 , . . . , x n ) as
so x is a unit vector. Then
and so
completing the proof. It is clear that if G is a dangled graph, then equality holds in (8) .
Proof of Theorem 2.9 Let d (u) = δ and let v be a neighbor of u. By Theorem 2.8, we see that
2 .
Using calculus, we find that the function
is increasing in x. Therefore, in our case f (x) ≤ f (n − 1) , implying the assertion.
Proof of Theorem 2.10 Set for short q min (G) = q, and assume for a contradiction that G satisfies q > 2m/n − 1 (11) and that G has the smallest possible order with this property. Since our proof is rather long, for simplicity its first part is given as a sequence of formal claims.
Claim 1 G is connected.
Proof Let G be a union of two vertex disjoint subgraphs G 1 and G 2 of order n 1 and n 2 and of size m 1 and m 2 respectively. Since G has the smallest possible order among all graphs satisfying (11), we have
contradicting (11) , and completing the proof of Claim 1.
Claim 2 δ (G) ≥ 2. Proof Clearly, G cannot be a tree since then G is bipartite and so
contradicting (11) . Hence, m ≥ n, and in view of (11) and Theorem 2.9, we see that
implying the claim. Write U and W for the sets of vertices of degree δ and δ + 1 in G. For convenience set k = |U | , l = |W | , and Z = V \ (U ∪ W ) .
Claim 3 U is an independent set. Proof If there are two adjacent vertices of degree δ, then by Theorem 2.7, we see that
contradicting (11) and proving the claim.
Claim 4 e (U, W ) = 0. Proof Assume that a vertex of degree δ is joined to a vertex of degree δ + 1. Then by Theorem 2.7, q < δ − 1/2, and by (11), we find that
On the other hand,
and so k > n/2. Now applying Corollary 1.2 with X = V \U, we obtain
Hence, in view of (11), it follows that 2m/n − 1 < 4m/n − 2δ, and so, 2δ < 2m/n + 1 < q + 2 < δ + 2, contradicting Claim 2, and proving Claim 4. Claim 5 2k + l > n.
Proof Theorem 2.9, together with (11), implies that 2m < (q + 1) n < δn + n.
and so, δn + n > δn + 2n − 2k − l, completing the proof of Claim 5.
To complete the proof of the theorem we apply Theorem 1.1 to the sets X = U and Y = Z. Taking into account (11), we thus obtain
In the last line above we use that e (U ) = 0 and e (U, W ) = 0. Clearly, m = e (Z) + e (Z, U ) + e (Z, W ) + e (W ) and so
Also,
and so,
Taking in view (12), we see that
This, together with (11), gives
In view of 2m n ≤ q + 1 < δ + 1, after some algebra, we obtain 2nδ < 2m + 2ml n + n − 3l = 2m n (n + l) + n − 3l
implying that δ (n − l) < 2n − 2l, and so δ < 2. This contradicts Claim 2 and completes the proof of the theorem.
Proof of Theorem 2.11 Let V 1 , V 2 , . . . , V χ be the color classes of G. Given an integer k, 1 ≤ k ≤ χ, define a vector x = (x 1 , . . . , x n ) by
We have q min (G)
On the one hand for x 2 we see that
On the other hand, ij∈E(G)
In summary, for every k = 1, . . . , χ, we have (χ (χ − 2) |V k | + n) q min (G) ≤ χ 2 − 4χ e (V k , V \V k ) + 4m.
Let us add these inequalities for k = 1, . . . , χ. We obtain
and so, q min (G) (χ (χ − 2) n + χn) ≤ 2 χ 2 − 4χ m + 4χm.
Now we easily get χ (χ − 1) nq n (G) ≤ 2χm (χ − 2) , and this implies the desired inequality.
Open problems
We conclude that paper with some open problems about q min . .
Question 4.1 Find all cases of equality in (2) and (3).
Question 4.2 Find all cases of equality in (7), (8) and (9).
Question 4.3 Find all cases of equality in (10).
Conjecture 4.4 Among all connected graphs of order n and chromatic number r the minimum q min is attained for the complete graph of order r ≥ 3 with an attached path of length n − r.
Conjecture 4.5 Let G be a connected graph on n vertices and m edges. Then,
