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Abstract
In this paper we show that the group inverse of a real singular Toeplitz matrix can be
represented as the sum of products of lower and upper triangular Toeplitz matrices. Such a
matrix representation generalizes “Gohberg–Semencul formula” in the literature.
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1. Introduction
The group inverse is very useful and has applications in many fields such as singu-
lar differential and difference equations, Markov chains, and iterative methods, see
for instance [2,3,6,7,18,20,21,23–26]. On the other hand, Toeplitz matrices arise in
scientific computing and engineering, see for instance [4,17]. In this paper, we study
the group inverse of the following (n+ 1)× (n+ 1) real singular Toeplitz matrix
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M =
[
A c
bT d
]
, (1)
where A is a real n× n singular Toeplitz matrix, b and c are real 1 × n vectors; bT
denotes the transpose of b.
It is well-known that the inverse of a Toeplitz matrix can be reconstructed by
a low number of its columns, see [8,9,15,19]. They showed that for an (n+ 1)×
(n+ 1) Toeplitz matrix T , if x0 = [T −1]0,0 /= 0, then the first and last columns
of T −1 are sufficient for this purpose. In [19] a recursion formula was given, in
[8] a nice matrix representation of the inverse well-known as “Gohberg–Semencul
formula” was presented:
T −1=x−10


x0 0 · · · 0
x1 x0 · · · 0
· · · · · · · · ·
xn xn−1 · · · x0




y0 y−1 · · · y−n
0 y0 · · · y−n+1
· · · · · · · · · · · ·
0 0 · · · y0


−x−10


0 0 · · · 0 0
y−n 0 · · · 0 0
y−n+1 y−n · · · 0 0
· · · · · · · · · · · · · · ·
y−1 y−2 · · · y−n 0




0 xn xn−1 · · · x1
0 0 xn · · · x2
· · · · · · · · · · · · · · ·
0 0 · · · 0 xn
0 0 · · · 0 0

 .
Here
x =


x0
x1
...
xn

 , y =


y−n
y−n+1
...
y0


are the solutions of
T x = e1, T y = en+1, (2)
where e1 and en+1 are the first and last columns of the (n+ 1)× (n+ 1) identity
matrix, respectively.
The representations of the generalized inverses for Hankel and Toeplitz matrices
can also be found in [1,10,12–14,27]. Hartwig and Shoaf [11] considered the group
inverse and the Drazin inverse of singular bidiagonal and triangular Toeplitz matrices.
For a real singular Toeplitz matrix in (1), Xu [28] showed that if A is nonsingular with
its Schur complement d − bTA−1c = 0 and 1 + bT(A−1)2c /= 0, then the group in-
verse of such Toeplitz matrix can be represented as the sum of products of lower and
upper triangular Toeplitz matrices. In this paper, we derive general results without
using the above assumption. The main contribution is to show that if A and M in
(1) are singular matrices and have index one, then the group inverse of M can be
represented as the sum of products of lower and upper triangular Toeplitz matrices.
The outline of this paper is as follows. In Section 2, we present our main results:
the matrix representation of the group inverse of a singular Toeplitz matrix with index
one. Finally, two examples are given in Section 3 to demonstrate our results.
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2. Main results
For an n× n singular matrix B, there exits a unique matrix X = BD, the Drazin
inverse [2] of B satisfies the following equations
XBX = X, BX = XB, Bν+1X = Bν,
where ν is the index of B. The index of the matrix B is the smallest nonnegative
integer ν such that rank(Bν) = rank(Bν+1). When the index of B is equal to one,
the Drazin inverse is called group inverse, denoted by Bg. In particular, if B is
nonsingular, then Bg = B−1.
From the theory of Jordan canonical form [3], we note that for any n× n matrix
B with index(B) = 1 and rank(B) = r , there exists an n× n nonsingular matrix P
such that
B = P−1
[
S 0
0 0
]
P, (3)
where S is an r × r nonsingular bi-diagonal matrix. Therefore, the group inverse of
B can be written as follows:
Bg = P−1
[
S−1 0
0 0
]
P. (4)
In this paper, we assume that the matrices A and M in (1) have index one. For the
ease of the presentation, we consider the following notation. Let
k = Agc, hT = bTAg, z = d − bTAgc, u = (I − AAg)c,
vT = bT(I − AgA), α = bT(I − AAg)c, β = 1 + bTA2gc,
γ = hTk = bTA2gc, δ = bTA3gc = hTAgk, l = Agk = A2gc,
pT = hTAg = bTA2g.
To get the expression of the group inverse of a Toeplitz matrix, we need the
following lemma.
Lemma 1 [18]. Let rank(A) = rank(A2) and α, z and β are defined above. Then we
have
1. rank(M) = rank(M2) = rank(A) if and only if β /= 0, z = 0 and u = v = 0, in
which case,
Mg =
[
M1 M1k
hTM1 h
TM1k
]
, (5)
where
M1 = Ag − 1
β
Agkh
T − 1
β
khTAg + δ
β2
khT.
2. rank(M) = rank(M2) = rank(A)+ 1 if and only if z /= 0 and at least one of u
and v is a zero vector, in which case,
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Mg =

Ag + 1z khT − 1z
(
Ag + βz I
)
kvT − 1
z
uhT
(
Ag + βz I
)
1
z
(
β
z
u− k
)
1
z
(
β
z
vT − hT
)
1
z

 . (6)
3. rank(M) = rank(M2) = rank(A)+ 2 if and only if α /= 0, in which case,
Mg =
[
Ag − 1α kvT − 1α uhT − zα2 uvT 1α u
1
α
vT 0
]
. (7)
Using this lemma, we present our main results as the following theorem.
Theorem 1. For the real singular Toeplitz matrix M in (1), we denote that (xT, x0)
and (yT, y0)T are the last row vector and last column vector of the group inverse
Mg, respectively. Then x0 = y0 and the group inverse Mg can be expressed by
Mg =
[
Ag − kxT − yhT − σkhT − τupT − τ lvT − ρyxT y
xT x0
]
, (8)
where α, σ and τ are defined in the following table:
Case rank(M) = rank(M2) x0 = y0 σ τ ρ xT y
1 rank(A) δ
β2
δ
β2
0 0 hTM1 M1k
2 rank(A)+ 1 1
z
1
z
1
z
0 1
z
(
β
z
vT − hT) 1
z
(
β
z
u− k)
3 rank(A)+ 2 0 0 0 z 1
α
vT 1
α
u
Proof. It follows from the first result of Lemma 1 that
Mg=
[
M1 M1k
hTM1 hTM1k
]
=
[
Ag − 1βAgkhT − 1β khTAg + δβ2 khT y
xT x0
]
,
where xT = hTM1, y = M1k and x0 = hTM1k = δ(1 − 2γβ + γ
2
β2
) = δ
β2
. Then
kxT=khTM1
=khTAg − δ
β
khT − γ
β
khTAg + δ · γ
β2
khT
= 1
β
khTAg − δ
β2
khT.
We also get that
yhT= 1
β
Agkh
T − δ
β2
khT.
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Therefore we have
M1=Ag − 1
β
Agkh
T − 1
β
khTAg + δ
β2
khT
=Ag − kxT − yhT − δ
β2
khT.
We note that if we choose σ = δ
β2
, τ = 0 and ρ = 0, then we obtain
Mg=
[
Ag − kxT − yhT − δβ2 khT y
xT x0
]
=
[
Ag − kxT − yhT − σkhT − τ lvT − τupT − ρyxT y
xT x0
]
.
Using the second result of Lemma 1, we derive
kxT = k
z
(
β
z
vT − hT
)
= β
z2
kvT − kh
T
z
,
and
yhT = 1
z
(
β
z
u− k
)
hT = β
z2
uhT − kh
T
z
.
Thus
Mg=
[
Ag + 1z khT − 1z
(
Ag + βz I
)
kvT − 1
z
uhT
(
Ag + βz I
)
1
z
(
β
z
u− k
)
1
z
(
β
z
vT − hT
)
1
z
]
=
[
Ag + 1z khT − 1zAgkvT − βz2 kvT − 1z uhTAg − βz2 uhT y
xT x0
]
=
[
Ag − kxT − yhT − 1z khT − 1z lvT − 1z upT y
xT x0
]
=
[
Ag − kxT − yhT − σkhT − τ lvT − τupT − ρyxT y
xT x0
]
,
if we select σ = τ = 1
z
, ρ = 0.
Finally, using the third result of Lemma 1, we have
kxT = 1
α
kvT, yhT = 1
α
uhT.
Therefore
Mg=
[
Ag − 1α kvT − 1α uhT − zα2 uvT 1α u
1
α
vT 0
]
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=
[
Ag − kxT − yhT − zyxT y
xT x0
]
=
[
Ag − kxT − yhT − σkhT − τ lvT − τupT − ρyxT y
xT x0
]
,
if we choose σ = τ = 0, ρ = z.
Now we can get the decomposition of the group inverse of a singular Toeplitz mat-
rix using the formula given by Theorem 1. For simplicity, we consider the following
notations of the vectors:
x=( xn, xn−1, . . . , x1 )T, y = (y−n, y−n+1, . . . , y−1)T,
h=( hn, hn−1, . . . , h1 )T, k = (k−n, k−n+1, . . . , k−1)T,
v=( vn, vn−1, . . . , v1 )T, u = (u−n, u−n+1, . . . , u−1)T,
p=( pn, pn−1, . . . , p1 )T, l = (l−n, l−n+1, . . . , l−1)T. 
Theorem 2. Let M be defined in (1). If M fulfills the condition of Theorem 1, then
the group inverse Mg of M can be expressed in the following formula:
Mg=−ρ


0 0 · · · 0 0
x1 0 · · · 0 0
x2 x1
.
.
. 0 0
...
...
.
.
.
.
.
.
...
xn xn−1 · · · x1 0




0 y−1 y−2 · · · y−n
0 0 y−1 · · · y−n+1
...
.
.
.
.
.
.
.
.
.
...
0 0
.
.
.
.
.
. y−1
0 0 0 · · · 0


+ρ


0 0 · · · 0 0
y−n 0 · · · 0 0
y−n+1 y−n
.
.
. 0 0
...
...
.
.
.
.
.
.
...
y−1 y−2 · · · y−n 0




0 xn xn−1 · · · x1
0 0 xn · · · x2
...
...
...
.
.
.
...
0 0 0 · · · xn
0 0 0 · · · 0


−


0 0 · · · 0 0
x1 0 · · · 0 0
x2 x1
.
.
. 0
...
...
...
.
.
.
.
.
.
...
xn xn−1 · · · x1 0




−1 k−1 k−2 · · · k−n
0 −1 k−1 · · · k−n+1
...
...
.
.
.
.
.
.
...
0 0 · · · . . . k−1
0 0 · · · · · · −1


+


0 0 · · · 0 0
k−n 0 · · · 0 0
k−n+1 k−n
.
.
. 0 0
...
...
.
.
.
.
.
.
...
k−1 k−2 · · · k−n 0




0 xn xn−1 · · · x1
0 0 xn · · · x2
...
...
.
.
.
.
.
.
...
0 0 0
.
.
. xn
0 0 0 · · · 0


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−


−1 0 · · · 0 0
h1 −1 · · · 0 0
h2 h1
.
.
. 0
...
...
...
.
.
.
.
.
.
...
hn hn−1 · · · h1 −1




0 y−1 y−2 · · · y−n
0 0 y−1 · · · y−n+1
...
...
.
.
.
.
.
.
...
0 0 · · · . . . y−1
0 0 · · · · · · 0


+


0 0 · · · 0 0
y−n 0 · · · 0 0
y−n+1 y−n
.
.
. 0 0
...
...
.
.
.
.
.
.
...
y−1 y−2 · · · y−n 0




0 hn hn−1 · · · h1
0 0 hn · · · h2
...
...
...
.
.
.
...
0 0 0 · · · hn
0 0 0 · · · 0


−σ


0 0 · · · 0 0
h1 0 · · · 0 0
h2 h1
.
.
. 0
...
...
.
.
.
.
.
.
.
.
.
...
hn hn−1 · · · h1 0




0 k−1 k−2 · · · k−n
0 0 k−1 · · · k−n+1
...
...
.
.
.
.
.
.
...
0 0 · · · . . . k−1
0 0 · · · · · · 0


+σ


0 0 · · · 0 0
k−n 0 · · · 0 0
k−n+1 k−n
.
.
. 0 0
...
...
.
.
.
.
.
.
...
k−1 k−2 · · · k−n 0




0 hn hn−1 · · · h1
0 0 hn · · · h2
...
...
...
.
.
.
...
0 0 0 · · · hn
0 0 0 · · · 0


−τ


0 0 · · · 0 0
v1 0 · · · 0 0
v2 v1
.
.
. 0
...
...
.
.
.
.
.
.
.
.
.
...
vn vn−1 · · · v1 0




0 l−1 l−2 · · · l−n
0 0 l−1 · · · l−n+1
...
.
.
.
.
.
.
.
.
.
...
0 0
.
.
.
.
.
. l−1
0 0 · · · · · · 0


+τ


0 0 · · · 0 0
l−n 0 · · · 0 0
l−n+1 l−n
.
.
. 0 0
...
...
.
.
.
.
.
.
...
l−1 l−2 · · · l−n 0




0 vn vn−1 · · · v1
0 0 vn · · · v2
...
...
...
.
.
.
...
0 0 0 · · · vn
0 0 0 · · · 0


−τ


0 0 · · · 0 0
p1 0 · · · 0 0
p2 p1
.
.
. 0
...
...
.
.
.
.
.
.
.
.
.
...
pn pn−1 · · · p1 0




0 u−1 u−2 · · · u−n
0 0 u−1 · · · u−n+1
...
...
.
.
.
.
.
.
...
0 0 0
.
.
. u−1
0 0 0 · · · 0


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+τ


0 0 · · · 0 0
u−n 0 · · · 0 0
u−n+1 u−n
.
.
. 0 0
...
...
.
.
.
.
.
.
...
u−1 u−2 · · · u−n 0




0 pn pn−1 · · · p1
0 0 pn · · · p2
...
...
.
.
.
.
.
.
...
0 0 0
.
.
. pn
0 0 0 · · · 0


+


x0
x0
.
.
.
x0

 .
Proof. For Toeplitz matrix M , we have
M = JMTJ
holds, where J denotes the (n+ 1)× (n+ 1) matrix of counter-identity. By using
the property of group inverse, we have
Mg = Jn+1(Mg)TJn+1.
It follows from Theorem 1 that
Mg =
[
x0 yTJn
Jnx Ag − ρJnxyTJn − JnxkTJn − JnhyTJn − σJnhkTJn − τJnvlTJn − τJnpuTJn
]
.
(9)
From (8) and (9) we have the relation
(Mg)i+1,j+1=(Mg)i,j − ρ(xiy−j − y−n+i−1xn−j+1)
−(xik−j − xn−j+1k−n+i−1)
−(hiy−j − hn−j+1y−n+i−1)
−σ(hik−j − k−n+i−1hn−j+1)
−τ(vi l−j − l−n+i−1vn−j+1)
−τ(piu−j − u−n+i−1pn−j+1).
It follows from the above equation we can easily prove the formula of the group
inverse Mg.
From Theorem 2 we also can obtain the expression of the group inverse Ag
of A. 
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Corollary 1. The group inverse Ag of A can be represented as follows
Ag=−ρ


0 0 · · · 0 0
x1 0 · · · 0 0
x2 x1
.
.
. 0 0
...
...
.
.
.
.
.
.
...
xn−1 xn−2 · · · x1 0




0 y−1 y−2 · · · y−n+1
0 0 y−1 · · · y−n+2
...
.
.
.
.
.
.
.
.
.
...
0 0
.
.
.
.
.
. y−1
0 0 0 · · · 0


+ρ


y−n 0 · · · 0
y−n+1 y−n
.
.
. 0
...
...
.
.
.
...
y−1 y−2 · · · y−n




xn xn−1 · · · x1
0 xn · · · x2
...
...
.
.
.
...
0 0 · · · xn


−


0 0 · · · 0 0
x1 0 · · · 0 0
x2 x1
.
.
. 0
...
...
...
.
.
.
.
.
.
...
xn−1 xn−2 · · · x1 0




−1 k−1 k−2 · · · k−n+1
0 −1 k−1 · · · k−n+2
...
...
.
.
.
.
.
.
...
0 0 · · · . . . k−1
0 0 · · · · · · −1


+


k−n 0 · · · 0
k−n+1 k−n
.
.
. 0
...
...
.
.
.
...
k−1 k−2 · · · k−n




xn xn−1 · · · x1
0 xn · · · x2
...
.
.
.
.
.
.
...
0 0 · · · xn


−


−1 0 · · · 0 0
h1 −1 · · · 0 0
h2 h1
.
.
. 0
...
...
...
.
.
.
.
.
.
...
hn−1 hn−2 · · · h1 −1




0 y−1 y−2 · · · y−n+1
0 0 y−1 · · · y−n+2
...
...
.
.
.
.
.
.
...
0 0 · · · . . . y−1
0 0 · · · · · · 0


−


y−n 0 · · · 0
y−n+1 y−n
.
.
. 0
...
...
.
.
.
...
y−1 y−2 · · · y−n




hn hn−1 · · · h1
0 hn · · · h2
...
...
.
.
.
...
0 0 · · · hn


−σ


0 0 · · · 0 0
h1 0 · · · 0 0
h2 h1
.
.
. 0
...
...
.
.
.
.
.
.
.
.
.
...
hn−1 hn−2 · · · h1 0




0 k−1 k−2 · · · k−n+1
0 0 k−1 · · · k−n+2
...
...
.
.
.
.
.
.
...
0 0 · · · . . . k−1
0 0 · · · · · · 0


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+σ


k−n 0 · · · 0
k−n+1 k−n
.
.
. 0
...
...
.
.
.
...
k−1 k−2 · · · k−n




hn hn−1 · · · h1
0 hn · · · h2
...
...
.
.
.
...
0 0 · · · hn


−τ


0 0 · · · 0 0
v1 0 · · · 0 0
v2 v1
.
.
. 0
...
...
.
.
.
.
.
.
.
.
.
...
vn−1 vn−2 · · · v1 0




0 l−1 l−2 · · · l−n+1
0 0 l−1 · · · l−n+2
...
.
.
.
.
.
.
.
.
.
...
0 0
.
.
.
.
.
. l−1
0 0 · · · · · · 0


+τ


l−n 0 · · · 0
l−n+1 l−n
.
.
. 0
...
...
.
.
.
...
l−1 l−2 · · · l−n




vn vn−1 · · · v1
0 vn · · · v2
...
...
.
.
.
...
0 0 · · · vn


−τ


0 0 · · · 0 0
p1 0 · · · 0 0
p2 p1
.
.
. 0
...
...
.
.
.
.
.
.
.
.
.
...
pn−1 pn−2 · · · p1 0




0 u−1 u−2 · · · u−n+1
0 0 u−1 · · · u−n+2
...
...
.
.
.
.
.
.
...
0 0 0
.
.
. u−1
0 0 0 · · · 0


+τ


u−n 0 · · · 0
u−n+1 u−n
.
.
. 0
...
...
.
.
.
...
u−1 u−2 · · · u−n




pn pn−1 · · · p1
0 pn · · · p2
...
.
.
.
.
.
.
...
0 0
.
.
. pn


+


x0
x0
.
.
.
x0

 .
3. Example
In this section, we give two examples to demonstrate our main results.
Example 1. Let
M =


1 1 1 1 0
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1

 , A =


1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1

 .
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Then A and M are singular matrices with index one. Here u = [−0.75 0.25 0.25
0.25]T and v = 0. It is easy to check that z = d − bTAgc = 0.25 /= 0. By using the
second result of Lemma 1 we know that rank(M) = rank(M2) = rank(A)+ 1. Then
M satisfies the conditions in Theorem 1. We can obtain the group inverse Mg of M
Mg =


4 4 4 4 −15
−1 −1 −1 −1 4
−1 −1 −1 −1 4
−1 −1 −1 −1 4
−1 −1 −1 −1 4

 .
By using Theorem 2, we can construct the group inverse of M .
Mg=−


0 0 0 0 0
−1 0 0 0 0
−1 −1 0 0 0
−1 −1 −1 0 0
−1 −1 −1 −1 0


×


−1 0.1875 0.1875 0.1875 0.1875
0 −1 0.1875 0.1875 0.1875
0 0 −1 0.1875 0.1875
0 0 0 −1 0.1875
0 0 0 0 −1


+


0 0 0 0 0
0.1875 0 0 0 0
0.1875 0.1875 0 0 0
0.1875 0.1875 0.1875 0 0
0.1875 0.1875 0.1875 0.1875 0




0 −1 −1 −1 −1
0 0 −1 −1 −1
0 0 0 −1 −1
0 0 0 0 −1
0 0 0 0 0


−


−1 0 0 0 0
0.25 −1 0 0 0
0.25 0.25 −1 0 0
0.25 0.25 0.25 −1 0
0.25 0.25 0.25 0.25 −1




0 4 4 4 −15
0 0 4 4 4
0 0 0 4 4
0 0 0 0 4
0 0 0 0 0


+


0 0 0 0 0
−15 0 0 0 0
4 −15 0 0 0
4 4 −15 0 0
4 4 4 −15 0




0 0.25 0.25 0.25 0.25
0 0 0.25 0.25 0.25
0 0 0 0.25 0.25
0 0 0 0 0.25
0 0 0 0 0


−4


0 0 0 0 0
0.25 0 0 0 0
0.25 0.25 0 0 0
0.25 0.25 0.25 0 0
0.25 0.25 0.25 0.25 0


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×


0 0.1875 0.1875 0.1875 0.1875
0 0 0.1875 0.1875 0.1875
0 0 0 0.1875 0.1875
0 0 0 0 0.1875
0 0 0 0 0


+4


0 0 0 0 0
0.1875 0 0 0 0
0.1875 0.1875 0 0 0
0.1875 0.1875 0.1875 0 0
0.1875 0.1875 0.1875 0.1875 0


×


0 0.25 0.25 0.25 0.25
0 0 0.25 0.25 0.25
0 0 0 0.25 0.25
0 0 0 0 0.25
0 0 0 0 0


−4


0 0 0 0 0
0.0625 0 0 0 0
0.0625 0.0625 0 0 0
0.0625 0.0625 0.0625 0 0
0.0625 0.0625 0.0625 0.0625 0


×


0 0.25 0.25 0.25 −0.75
0 0 0.25 0.25 0.25
0 0 0 0.25 0.25
0 0 0 0 0.25
0 0 0 0 0


+4


0 0 0 0 0
−0.75 0 0 0 0
0.25 −0.75 0 0 0
0.25 0.25 −0.75 0 0
0.25 0.25 0.25 −0.75 0


×


0 0.0625 0.0625 0.0625 0.0625
0 0 0.0625 0.0625 0.0625
0 0 0 0.0625 0.0625
0 0 0 0 0.0625
0 0 0 0 0


+


4 0 0 0 0
0 4 0 0 0
0 0 4 0 0
0 0 0 4 0
0 0 0 0 4

 .
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Example 2 [9]. Let
M =


0 0 1 1
0 0 0 1
1 0 0 0
1 1 0 0

 , A =
[ 0 0 1
0 0 0
1 0 0
]
.
Then A is a singular matrix with index one, but M is nonsingular. Here u = y =
[0 1 0]T and v = x = [0 1 0]T. It is easy to check that z = d − bTAgc =
0, α = bT(I − AAg)c = 1 /= 0. By using the third result of Lemma 1 we know that
rank(M)=rank(M2)=rank(A)+ 2. Then M satisfies the conditions in Theorem 1. By
using Theorem 2, we can construct the inverse of M (M−1 = Mg).
M−1=−


0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0




−1 1 0 0
0 −1 1 0
0 0 −1 1
0 0 0 −1


+


0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0




0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0


−


−1 0 0 0
1 −1 0 0
0 1 −1 0
0 0 1 −1




0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0


+


0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0




0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0

 .
4. Concluding remarks
In this paper we get the expression of the group inverse of real singular Toeplitz
matrix. It is natural to ask if we can extend our results to the group inverse of block
singular Toeplitz matrix [16] and the Drazin inverse of singular Toeplitz matrix [5,
22]. It will be a future research topic.
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