Abstract Hierarchical Directories were introduced to provide Service Address Routing (Scherson, Valencia in: Proceedings of the international symposium on parallel architectures, algorithms and networks (I-SPAN), Las Vegas, USA, 2005) embedded in a class of Hierarchical Interconnection Networks known as Least Common Ancestor Networks (LCANs). The algorithms for service discovery in SAR are shown to extend to the GRID when the LCAN is effectively mapped onto the loosely coupled Internet connected computing cluster. In SAR, nodes (programs) communicate by invoking services from the network itself. It is the network-embedded service discovery and addressing mechanism that provides the physical binding. Even though the SAR concept was conceived for tightly coupled interconnection networks, it can also be applied to an Internet GRID system by mapping the SAR network directory (considered to be LCAN-embedded) onto the loosely coupled GRID. Once the network is successfully mapped to the subjacent network, all scalability, fault-tolerance, functionality, and every other advantage of an LCAN-SAR system are automatically available in the resulting implementation. We present a novel way to perform a completely distributed and dynamic service discovery that not only performs faster lookups by avoiding well known bottlenecks in centralized systems, but has inherent fault tolerance mechanisms.
Introduction
Computing on the GRID (Internet connected computational components) requires efficient methods for federating the participating computing resources. The feasibility of this type of supercomputing has already been demonstrated by the tremendous number of applications mapped on the GRID. Also, a number of environments have been proposed [1, [3] [4] [5] [6] 9 ] to successfully hide the randomness of the Internet and provide a solid and robust interface for using the GRID resources. Service Address Routing [8] is a novel resource discovery and communications paradigm first devised for tightly coupled cluster computing systems. SAR assumes that addresses refer to types of functions instead of physical nodes' addresses. In this paper we extend the SAR idea to show that the LCAN-embedded Hierarchical Service Directory can be efficiently mapped on the amorphous GRID with inherent highly desirable properties such as scalability, fault tolerance and fully distributed operation. Other advantages mentioned in [8] , obtained in tightly-coupled implementations, are also present in loosely-coupled systems with implementations in either software or hardware. The resulting product is a hierarchical service discovery architecture that scales according to the requirements of the nodes attached to the system. Thus, a GRID cluster can be redefined dynamically in a completely transparent manner.
This work relates to other similar research carried out for the purpose of federating resources to achieve concurrency in computations. For instance, it relates to CORBA [10] in the broker system; it is similar to Jini [11] in the directory service (although it is fully distributed in SAR); it also relates to Carmen [2] , but with a network topology that makes it more scalable and fault tolerant due to the different implementation of the directory system.
Because the scheme proposed to achieve service discovery in the GRID is based directly on an LCAN-embedded SAR system, Sect. 2 provides a detailed explanation of how SAR works in an LCAN. It also provides a simulation-based performance analysis of the main two distributed search algorithms. Section 3 describes the architecture mapping from LCAN-embedded SAR to the Internet at three different levels, namely nodes, brokers, and switches.
Service address routing
The main idea behind SAR is that nodes are not aware of each other, but of the functionality there is for them to use. Nodes do not explicitly send messages to each other, but instead request instances of a particular function (service) to be used in their benefit. In this manner, addresses do not identify nodes directly, but by the types of services the nodes can provide [8] . The intelligence related to which node will receive a service request is in the network. Although it is assumed to be implemented as a monolithic switch, a hierarchical, multi-module implementation is proposed for scalability purposes using the Least Common Ancestor Network (LCAN [7] ) as the interconnection design.
The LCAN architecture inherently provides faster simultaneous lookups and redundancy, which increases performance and fault tolerance within the system. Each switch has d downer ports and u upper ports, thus making the network a d × u LCAN. Level 0's downer ports connect directly to the nodes; therefore a switch in level 0 is directly connected to d nodes. In routing data from node to node through an LCAN, there are many possible ways to traverse up the network; however there is only one distinct path to route downwards to a specific node. A figure of a three layer 3 × 2 LCAN is shown in Fig. 1 .
The main source of information for the in-network intelligence of SAR is the Service Table. In a hierarchical switch-or any distributed switch-that table must be distributed (Fig. 2) . Three ways of distributing the service table are proposed in the following sections, and an analysis is given for each one.
Level-global knowledge
The performance-wise optimal distribution of the service table is shown in [8] . Each downer must store information on every single service for which it can provide a path. The Service Tables grow exponentially for each higher level of the LCAN, but all switches have a complete view of the sub-network beneath them (Fig. 1 ). For a switch in level l, the table in each downer will have entries = Su l−1 entries, where S is the maximum number of different services a node can provide, and u is the number of uppers per switch.
To provide faster service lookups, the Service Table is replicated in each level within the LCAN. The number of roots per sub-network in a level determines the number of times the Service Table is replicated in that level. The number of roots per sub-network is dependent on the number of uppers per switch. In the first level switches, the union of all tables is equivalent to one copy of the Service Table; in the second-level switches, the table is replicated in each parent, which is the number of Table. An advantage of this model is the fact that a service provider can be located in a switch's subnetwork when the request arrives at that switch (Fig. 3) . With appropriate service search and load distribution algorithms, this implementation would be expected to yield optimal performance.
The challenge is that the knowledge stored in the switches is relatively global. The information is complete, but only for the sub-network under their umbrella. The search and allocation algorithm must be aware of this fact, and make an appropriate assignment of resources without creating unnecessary traffic.
Level-caches
In an effort to alleviate the exponential table growth, a design is proposed where all Service Tables have the same number of entries. One advantage of this model is that, Table using caches because of the constant size of the per-port Service Tables, there is no difference among switches, regardless of the level. Another advantage is that the number of levels in the network can rise arbitrarily without increasing the complexity of the switches at each level (Fig. 4) .
Using this design, the union of the tables in the bottommost switches would again be equivalent to a complete, system-wide, service table. However, for any downer belonging to a switch in level 2 or higher, the information contained in the table may not be complete. Thus, these tables are considered caches of the complete service table.
Although having constant-sized caches has its advantages, there are disadvantages and challenges as well. The more levels there are, the smaller the caches become relative to the number of services in the system. This means that services are more likely not to be found and the replacement of entries is more likely to happen. A good algorithm will not be deterred by the lack of information, but provide good system performance and keep only the most used and important entries.
Local knowledge
For completeness, and even though this case will not be used in this paper, we introduce a third technique for knowledge distribution. It consists of having the size of the first-level switches' Service Tables be the same as in the previous two designs, so that they altogether store one copy of the service table. However, higher-level switches do not contain any information whatsoever, so the overhead derived from communications is expected to be considerably higher compared to Level-Caches and Level-Global knowledge. The advantage of this technique is the simplicity of the switches because they only need to keep connection states.
The major challenge associated to this design is implementing an algorithm that effectively finds services and distributes the load without creating too much network traffic with all required communications. It is noteworthy that there is not much difference between having the tables in the bottommost downers and having them in the nodes. The only difference would be if the switches or nodes are responsible of running the service search and allocation algorithms. This design, with the tables and algorithms in the nodes instead of the network, resembles a distributed Jini service directory.
Service search and allocation algorithm
Upon a request arrival through any port, the switch triggers a simultaneous search in all its free downers, i.e. the ones that are not participating in any communication interchange at the moment. All ports will reply with at most one hit each, where the ports are prioritized by their index. If more than one port replies, the one with the lower index is chosen. If no hits are to be reported, no servers are assumed to exist and the request is forwarded through the first available upper. Uppers are ranked by index in the same manner. In the event that no uppers are available, the request is sent back to the requesting node with a message indicating the node to reschedule the request for a later time. When the search in a particular switch reports one or more hits, the port with the highest priority and more than zero instances available is chosen. If no instances are available, the algorithm proceeds as though there are no hits. The request carries the physical address of the requesting node, so that when the provider finished rendering the service, it could request a physical route to the requestor to let it know the outcome.
For a network with Level-Caches, the algorithm was modified so that when the service request message has to use an upper for whatever reason, a Question message is sent through all available downers asking their children switches if they can provide a path to that service. Because the first-level tables contained all information of the services provided by the nodes attached to them, a Question message can never traverse past them and arrive to a node. When such a message arrives at a switch and any instance of the service is found in the tables, an Update message is generated and broadcasted up the LCAN. Otherwise the Question messages are being broadcasted down the sub-networks. The way this algorithm works, a request will not wait for the update to arrive, but instead will keep propagating upwards until a suitable server is found or the request has to be rescheduled. Therefore, the update will only benefit later requests.
Performance of the search algorithms
Intuitively, the Level-Global knowledge distributed search algorithm should outperform the Level-Caches Algorithm as it provides more distributed and up-to date knowledge across the LCAN network. Through simulation, using real scientific computing traces, the contrary was observed. An event-driven simulator was written to compare the performance of the proposed architectures with greedy search algorithms. For the purposes of this work, the network modeled was a 4-level LCAN where nodes were connected to the first-level switches (Fig. 1) . The switches were configured with three downers and two uppers, thus making room for 81 nodes. The network was circuit-switched (resembling purely optical networks) and each link could carry only one signal at a time. Experiments were run to compare how the greedy algorithm would perform when replacing Level-Global knowledge with Level-Caches. The nodes provide a specific number of instances for each service.
The fact that Level-Caches outperformed a Local-Global knowledge algorithm is due to the fact that by having partial knowledge (Fig. 5) , the distribution of service instantiations is more uniformly distributed across the available resources. Using Local-Global knowledge tends to saturate areas of the network hence delaying the instantiation of many service requests (Fig. 6) .
For a GRID computing environment, the inherent uniform distribution of service instances is a desirable feature that eliminates the need for explicit load distribution sub-systems. 
Mapping SAR LCANs for resource discovery on the GRID
In a client-server oriented environment, where supercomputing is to be achieved as the aggregate of the computing power of federated computational resources, a directory of available services need to be available and behave in a fast and reliable manner. SAR is a service oriented network-embedded mechanism that has shown its applicability in tightly coupled clusters of computers [8] . It will be shown that a SAR LCAN can be elegantly and effectively mapped onto an amorphous GRID environment to provide all the desirable characteristics of the LCAN-embedded SAR. The basic idea is to construct the hierarchical tree lookup service on the GRID by emulating the LCAN on the distributed GRID, which provides an inherent fault tolerance mechanism to allow the number of nodes to go up or down dynamically or even unexpectedly. The methodology is to emulate the LCAN architecture in any network topology, therefore, making it possible to take advantage of the SAR algorithms used in LCANs. Moreover, SAR running on LCAN architectures perfectly adapts to the constant changes on the Internet providing fault tolerance mechanisms as well as scalability.
Three different approaches are presented here: implementing SAR at the node, broker and switch levels.
Implementing SAR in the nodes
In architectures like the Internet, it is expensive to implement new mechanisms (like SAR) as they may require the modification of current switches and/or routers, or the deployment of new hardware to support such technology. We present a novel lookup architecture based on SAR that can be used with the current existing technology already deployed on the Internet. This architecture does not require the utilization of new hardware or reconfiguration of the network.
We build a virtual LCAN by having some nodes run a service that emulates a basic LCAN switch with its associated directory tables. The selection of the node is done dynamically, and is implemented as a service that any node can run, making its construction self-defined into the SAR paradigm. In order to always have enough nodes to build the LCAN, due to the fact that the size of the tree is O(log n), the number of levels must be bounded depending on the switch geometry and the number of nodes present. The number of nodes [8] that will be needed for the switch functions will be exactly
The system is able to grow incrementally when nodes register themselves in the system; all they need is to find the closest virtual LCAN switch. A manual configuration of the system is not possible, due to constant changes such as node disconnections, node removals, etc. Therefore, a dynamic way to find the closest LCAN switch is necessary. The location of these switches can be provided using DHCP extensions, or by implementing similar protocols. Such mechanisms have already been used in systems like Carmen [2] and in address distribution of SLP Directory Agents.
Virtual LCAN construction
The service lookup mechanism is self-defined into the SAR paradigm. This mechanism is described as a service and must be provided by any node. Each node has the capacity of becoming a virtual LCAN switch. It is important to mention that any node can provide only one instance of the virtual LCAN switch service.
When a SAR node starts, it needs to locate the nearest virtual LCAN switch. If there is no LCAN switch in the system, the node declares itself as a LCAN switch (Fig. 7a) . If a switch exists, the node registers its services with the switch. If the switch does not have enough room for more nodes (Fig. 7b) , it divides its children in two groups and promotes one of its children as a virtual LCAN switch for the new level (Fig. 8) .
This is done by the invocation of the service that emulates the LCAN switch in the node. In order to create the LCAN architecture, and to take advantage of the fault tolerance mechanisms it provides, other nodes need to be promoted to LCAN switches as well (Fig. 9) .
The construction of the virtual LCAN requires minimal overhead and coordination between nodes. In fact, the process can be done without halting requests for new (Fig. 9 ), in this case the tables assigned to the third and fourth port in the switch labeled "Node 1" are migrated to the newly created switch labeled "Node 3." The parent switches are filled by register messages produced by the lower-level switches. Communications between virtual LCAN switches are done with secure channels, in order to avoid the injection of malicious messages that can lead to an undesirable behavior of the system. It is important to stress that most of the time the architecture will resemble an incomplete LCAN, which is equivalent to a complete LCAN of which some ports are occupied by another request, or that has ports with no services available. The same approach is applied when a communications error exists in any of the ports. Therefore, these conditions do not affect the algorithms used for the resource discovery. Figures 10, 11 and 12 show the process of division when a 4 × 2 LCAN is full and a new node needs to be added.
Implementing SAR with brokers
The second implementation consists on implementing SAR using brokers. This implementation does not require hardware modifications and releases the nodes from the middleware layer in charge of load distribution and balancing, therefore releasing the nodes from management activities. However, this strictly limits the number of switches (brokers) in the system.
Virtual LCAN construction
Considering the limited number of switches (brokers), the algorithm needs to be slightly different. When a new broker wants to join the system, if there are downers available other than the ones in the lowest level, one upper of the incoming switch is attached to one such downer, and symbolic links are created connecting the rest of the uppers to the same downer. Dotted lines in the figures represent these symbolic links (Figs. 13a, d and e) . If no more unplugged downers and symbolic links exist, redundancy is achieved by connecting the incoming switch downers to the symbolic links (Figs. 13b, f and g ). If the network is complete then another level needs to be created (Fig. 13c) .
When a switch is disconnected or fails, two scenarios have been identified. The first one, when a first level switch fails, the machines that were registered with this switch attach to another switch and register their services with it (Fig. 14) . The second scenario occurs when the switch is a root of a subnetwork (Fig. 15) . In this case, a lower level switch of an incomplete subnetwork is used to replace it. If all the subnetworks are complete, a random first level switch is used. Finally, the machines of the relocated switch need to reattach to other switches; this resembles the first case.
Implementing SAR in the switches
Modern technology is making it possible to implement large optical networks over long geographical distances. The availability of higher bandwidths and smaller latencies in interconnecting distant resource sharing systems leads to a rethinking of the concepts of tightly-and loosely-coupled systems. With optical switches, routers and fibers, delays over a 100 mile distance are in the order of only a few milliseconds. These delays compare very favorably to accessing any type of local resource such as large disks.
Considering the distance between two random locations, say Los Angeles and San Diego, an optical signal will travel the distance in about 2 ms in an optical fiber. By comparison, copper wired Ethernet networks will typically have a latency of approximately 100 ms (point to point link), which is two orders of magnitude slower.
Thus, a computer cluster distributed in an area of a few hundred kilometers can be considered within the limits of a tightly-coupled system. A SAR implementation at this level needs the hardware modification of switches and needs the incorporation of an Internetworking Operating System (IOS) that implements the SAR paradigm. This implementation allows the removal of the transport layer protocols as presented in [8] , leading to a faster system behavior by reducing the middleware layer at the node level.
The algorithm for the construction of the virtual LCAN is the same as the one used at the broker level, just at router or switch level.
Conclusions
SAR has proven to be a completely distributed, reliable and scalable service discovery paradigm for tightly coupled systems. It was shown that proper mappings of the basic LCAN-embedded SAR paradigm onto any network topology transfers to the target network topology all of the advantages the SAR architecture provides. In particular, it was shown how to map LCAN topologies onto the amorphous Internet to effect efficient GRID computing.
The implementation of SAR in the GRID allows having more reliable service discovery architectures. The three models presented herein not only avoid bottlenecks present in centralized architectures like Jini [11] , but also fix the reliability problems present in single-rooted tree architectures like CARMEN [2] . The solutions offered are novel and elegant and provide a first approximation to the use of "Level-Caches" as the basis for the service discovery search algorithm in an incomplete knowledge environment.
Furthermore, this work contributes to the wide field of network-embedded distributed search algorithms, from which not only SAR can benefit but every architecture that attempts distributed resource discovery and management over any kind of network. Through its application to the GRID, Service Address Routing proves to impact systems beyond the local-area computer clusters for which it was conceived. Finally, the LCAN emulation using an amorphous network is believed to have implications on the mapping of a wide variety of tree-like hierarchical network topologies onto the Internet (or any other amorphous network).
