Let K q (n, R) denote the minimal cardinality of a q-ary code of length n and covering radius R. Recently the authors gave a new proof of a classical lower bound of Rodemich on K q (n, n − 2) by the use of partition matrices and their transversals. In this paper we show that, in contrast to Rodemich's original proof, the method generalizes to lower-bound K q (n, n − k) for any k > 2. The approach is bestunderstood in terms of a game where a winning strategy for one of the players implies the non-existence of a code. This proves to be by far the most efficient method presently known to lower-bound K q (n, R) for large R (i.e. small k). One instance: the trivial sphere-covering bound K 12 (7, 3) 729, the previously best bound K 12 (7, 3) 732 and the new bound K 12 (7, 3) 878.
Introduction
Let q 2 and Z q = {0, 1, . . . , q − 1}. The Hamming distance d(x, y) between x = (x 0 , . . . , x n−1 ) ∈ Z n q and y = (y 0 , . . . , y n−1 ) ∈ Z n q is defined by d(x, y) = |{i ∈ {0, . . . , n − 1} : x i = y i }|.
We say C ⊂ Z n q is a q-ary code of length n and covering radius (at most) R, if ∀x ∈ Z n q ∃y ∈ C with d(x, y) R
is satisfied. Let K q (n, R) denote the minimal cardinality of a q-ary code of length n and covering radius R. For a monograph on covering codes see [2] . An updated table of bounds on K q (n, R) is published online by Kéri [5] . An easy lower bound on K q (n, R) is the sphere-covering bound
where V q (n, R) = |{y ∈ Z i denotes the cardinality of a Hamming-sphere with radius R centered on an arbitrary word x ∈ Z n q . The following classical lower bound due to Rodemich [7] improves on the spherecovering bound in case of R = n − 2:
In a previous paper the first and the third author together with Jörn Quistorff [3] presented a new proof of Rodemich's bound by the use of partition matrices and their transversals. In this paper we show that, in contrast to Rodemich's original proof, the method generalizes to lower-bound K q (n, n − k) for any k > 2. We present the method by considering the following game between player P (the "partition searcher") and player T (the "transversal searcher"). Player P successively offers n partitions of Z M into q subsets, while player T chooses one set per partition. Player T wins if each element of Z M occurs in less than k of the sets he has chosen. It turns out that if player T has a winning strategy for that game, then K q (n, n − k) > M holds true. We make extensive computer calculations to compute winning strategies for player T with various values of n, k and q to lower-bound K q (n, n − k). Although the computing time grows rapidly with increasing k, the method yields almost 150 new lower bounds for K q (n, R) in Kéri's tables, most of them with substantial improvements.
This paper is organized as follows. In Section 2 we define partition matrices, their (generalized) transversals and the connection to covering codes. In Section 3 we consider the game from above and describe how to compute winning strategies for player T. In Section 4 we study the computational algorithms in detail. In Section 5 we present the results of these computations.
We always assume that k, n, q, m, M are integers with 3 k n, q 2 and 0 m M.
Added in Proof. After the submission of the article we recognized, that by a simple modification of the method we are able to produce new lower bounds not only for K q (n, n − k), but also for K q (n, k), where k is small compared to n. The details will appear elsewhere.
Partition Matrices and Covering Codes
The following definition generalizes the one given in [3] . Definition 1. A q × n-matrix M, whose entries are subsets P ⊂ Z M with |P | m is called an (n, M, q; m)-partition matrix, if the sets in each of the n columns of M form a partition of Z M into q subsets. In case of m = 0 we simply speak of a (n, M, q)-partition matrix.
A sequence T = (P 1 , . . . , P d ) of d subsets P i ⊂ Z M , 1 i d is called a d-transversal. If P 1 , . . . , P d stem from pairwise different columns of a partition matrix M, we speak of a d-transversal in M.
For z ∈ Z M and i 0 we set
For any given k, we say that a transversal T is of type (a 1 , . . . , a k ; d) if it is a d-transversal and |Z j (T )| = a j holds for 1 j k.
Clearly transversals of type (a 1 , . . . , a k ; d) exists if and only if M a 1 a 2 . . . a k 0 and moreover a i = 0 for i > d. We will call such tuples (a 1 , . . . , a k ; d) admissible. Theorem 2. If R n − 2 then the following two statements are equivalent:
be an M × n-matrix whose rows are the codewords of C (in an arbitrary order). For i ∈ Z q , k ∈ Z n set P ik = {j ∈ Z M | c jk = i}. Then M = (P ik ) is an (n, M, q)-partition matrix. By assumption, it has an (n, n − R)-transversal (P x i ,i ) 0 i n−1 with x i ∈ Z q (0 i n − 1). Then for every j ∈ Z M the equation c ji = x i holds for less than n − R values of i ∈ Z n . Hence, C has covering radius > R. (ii) ⇒ (i): Let M = (P ik ), (i ∈ Z q , k ∈ Z n ) be a (n, M, q)-partition matrix. For every j ∈ Z M and every k ∈ Z n there exists exactly one c jk := i ∈ Z q with j ∈ P ik . Then C := {(c j,0 , . . . , c j,n−1 ) ∈ Z n q | j ∈ Z M } is a code of cardinality |C| M, which by our assumption has covering radius > R. Hence, there exists a tuple (x 0 , . . . , x n−1 ) ∈ Z n q such that for every j ∈ Z M the equation c ji = x i holds for less than n − R values of i ∈ Z n . Consequently, (P x i ,i ) 0 i n−1 is the desired (n, n − R)-transversal.
Very recently Kéri [5] announced a computer-aided proof of the new bound K 4 (6, 3) 10, improving on the bound K 4 (6, 3) 8 due to Chen and Honkala [1] . As an example application of Theorem 2, we give a non-computational proof of this result. Proof. Let M be a (4, 9, 4)-partition matrix with the columns 0, 1, 2, 3, whose entries are subsets P ⊂ Z 9 . Note that a (3, 2)-transversal in M simply is a 3-transversal in M consisting of pairwise disjoint sets.
A set P ⊂ Z 9 in M with |P | 1 can easily be extended to a (3, 2)-transversal, so without loss each column of M consists of three 2-(element-)sets and one 3-set.
Moreover we may assume that any two 2-sets in different columns are distinct. Otherwise without loss let {0, 1}, {0, 1}, {2, 3} occur in the columns 0, 1, 2. Let R = {0, 1} be a set in column 1 disjoint to {2, 3}. Then {0, 1}, R, {2, 3} is a (3, 2)-transversal.
We may assume that there is a 2-set and an intersecting 3-set, say in columns 0, 1, since otherwise two disjoint 2-set in any two columns and the 3-set in another were a (3, 2)-transversal. So let P 0 = {0, 1} occur in column 0 and Q 1 = {5, 6} as well as {7, 8} in column 1. Now all four sets P 0i , P 1i , P 2i , P 3i in column i, i = 2, 3 intersect {0, 1, 5, 6} as well as {0, 1, 7, 8}, since {0, 1}, {5, 6} or {7, 8} together with a counterexample would be a (3, 2)-transversal. Without loss assume that P 2i and P 3i do not intersect {0, 1}, i = 2, 3. Then P 2i and P 3i intersect {5, 6} as well as {7, 8}, implying {5, 6, 7, 8} ⊂ P 2i ∪ P 3i . Therefore in column i (i = 2, 3) one of the two sets P 2i and P 3i must be a 2-set Q i satisfying Q i ⊂ {5, 6, 7, 8} and one of the two sets P 0i and P 1i is a 2-set P i intersecting {0, 1} with P i ⊂ {0, 1, 2, 3, 4}.
There exists a 2-set Q 0 in column 0 intersecting {5, 6, 7, 8}. Now Q 0 ⊂ {5, 6, 7, 8} is impossible, since then at least two of the four pairwise distinct sets Q 0 , . . . , Q 3 ⊂ {5, 6, 7, 8} are disjoint and would give a (3, 2)-transversal together with P 0 , P 2 or P 3 ; so without loss Q 0 = {4, 5}. Then Q 0 , {7, 8} and P 2 are a (3, 2)-transversal except when P 2 = {y, 4} with y ∈ {0, 1}. Now in the first column there exists a 2-set Q different from Q 0 and {0, 1}. Again Q ⊂ {5, 6, 7, 8} is impossible. Then Q, {5, 6} or {7, 8}, P 2 is a (3, 2)-transversal.
Theorem 4 (Kéri [5] ). K 4 (6, 3) 10.
Proof. By Theorem 2 it suffices to show that every (6, 9, 4)-partition matrix M has a (6, 3)-transversal. Let M i,l (resp. M i,r ) denote the sub-matrix of M consisting of the first (resp. last) i columns of M.
(i) Without loss each set in M has cardinality 2 and no 2-set occurs twice. Otherwise we may assume that in M 2,r there occurs a 1-set or the same 2-set twice. By Lemma 3, M 4,l has a (3, 2)-transversal T 1 , contained in, say M 3,l . Now one easily sees that M 3,r has a (3, 2)-transversal T 2 , which together with T 1 forms a (6, 3)-transversal in M.
We now know that each column of M consists of three 2-sets and one 3-set. We denote the 3-set in column i by Q i , 0 i 5.
(ii) Without loss M 3,l has a (3, 2)-transversal T 1 = (P 0 , P 1 , P 2 ) with P 0 ∪P 1 ∪P 2 = Z 6 .
It suffices to show that there exists a (3, 2)-transversal in M consisting of 2-sets. We may assume that in two different columns there exists a 2-set (say {0, 1} in column 0) and an intersecting 3-set (say in column 1), since otherwise two disjoint 2-sets in M 2,l , two disjoint 2-sets in columns 2 and 3 and Q 4 , Q 5 in M 2,r would form a (6, 3)-transversal. Now there must be two 2-sets in column 1 disjoint to {0, 1}, say the sets {2, 3} and {4, 5}. In each of the columns i = 2, 3, 4, 5 there exists a 2-set R i disjoint to {0, 1}. We may assume R i ⊂ {2, 3, 4, 5}, since otherwise {0, 1}, {2, 3} or {4, 5} and R i would be a (3, 2)-transversal consisting of 2-sets. Now at least two of the four sets R 2 . . . , R 5 are equal or disjoint, say R 2 and R 3 . The first case is impossible by (i) and the latter case gives us the (3, 2)-transversal {0, 1}, R 2 and R 3 .
The proof of Theorem 4 is complete, if we are able to show that there exists a (3, 3)-transversal T 2 in M 3,r with the additional property that (*) if x ∈ Z 9 occurs in two sets of T 2 then x ∈ {6, 7, 8}, since then T 1 together with T 2 forms the desired (6, 3)-transversal in M.
(iii) No set P in M 3,r satisfies P ⊂ {6, 7, 8}.
If P in M 3,r satisfies P ⊂ {6, 7, 8}, then P and any two disjoint sets from the other two columns of M 3,r form a (3, 3)-transversal in M 3,r with the property (*) and we are done.
(iv) No element of {6, 7, 8} lies in two 2-sets of M 3,r .
If an element of {6, 7, 8} lies in two 2-sets R 1 and R 2 of M 3,r , then by (i) we have |R 1 ∪ R 2 | = 3, and R 1 , R 2 and any set R disjoint to R 1 and R 2 in the remaining column of M 3,r form a (3, 3)-transversal in M 3,r with the property (*). Now in each of the columns i with i = 3, 4, 5 there occurs a 2-set P i in M 3,r intersecting {6, 7, 8}, since otherwise Q i must be the set {6, 7, 8} itself, contradicting (iii).
(v) For each i = 3, 4, 5 we have {6, 7, 8} ⊂ P i ∪ Q i . P i as well as Q i have exactly one element in common with Z 6 . By (iii) P i has exactly one element in common with Z 6 . By (iv) no 2-set intersecting {6, 7, 8} can occur in M 3,r besides P 3 , P 4 and P 5 . Thus both elements of {6, 7, 8} \ P i lie in Q i and (v) follows.
We now complete the proof of Theorem 4. At least two of the three sets P 3 , P 4 and P 5 , say P 3 and P 4 , have nonempty intersection, since otherwise P 3 , P 4 and P 5 are a (3, 2)-transversal in M 3,r . By (i) and (iv) P 3 ∩ P 4 = {x} with x ∈ Z 6 . Let R denote a set the electronic journal of combinatorics 16 (2009), #R133 among the two sets P 5 and Q 5 not containing x. By (v) R ∩ Z 6 = {y} with x = y. Again by (v) there occur two 2-sets ⊂ Z 6 in column 4. Let S denote the one from this two sets not containing y. Then P 3 , R and S form a (3, 3)-transversal in M 3,r with the property (*), since S neither contains x by P 3 ∩ P 4 = {x} and S = P 4 .
It appears, that Theorem 2 leads to many similar improvements for lower-bounding K q (n, n − 3) with some small values of q and n by the use of individual considerations. For instance in a forthcoming paper [4] we further improve Theorem 4 to K 4 (6, 3) 11 and settle K 4 (5, 2) = 16. In the next section we develop a mechanical approach for the use of Theorem 2 which is well suitable for computer calculations.
The Game
We consider a game between player P, who tries to find a certain covering code and player T, who tries to prove that no such code exists. More precisely, player P wants to show K q (n, n − k) M and player T wants to show K q (n, n − k) > M. We describe the game in the following definition.
Definition 5. The game G(n, M, q, k; m) between player P and player T goes as follows. Player P chooses a partition of Z M consisting of q subsets B 1 , . . . , B q ⊂ Z M satisfying |B i | m for 1 i q and player T chooses one of the sets. Then player P chooses a second partition with the same properties and again player T chooses one of the sets. This goes on until player P has chosen n such partitions and player T has chosen an n-transversal T . Player T wins, if T is an (n, k)-transversal, otherwise he loses.
In case of m = 0 we simply speak of the game G(n, M, q, k).
If K q (n, n − k) M, then by Theorem 2 there exists an (n, M, q)-partition matrix M without an (n, k)-transversal. Then player P has a winning strategy for the game G(n, M, q, k): he simply chooses the n partitions from the columns of M. Thus we get:
Theorem 6. If player T has a winning strategy for the game G(n, M, q, k), then K q (n, n− k) > M.
Note that conversely K q (n, n − k) > M does not imply that player T has a winning strategy for the game G(n, M, q, k). In fact, the existence of a covering code is equivalent to the statement that player P has a winning strategy which does not depend on the choices of player T.
By Theorem 6 it is our task to compute a winning strategy for player T for the game G(n, M, q, k), if we want to lower-bound K q (n, n − k). We begin by the definition of winning tuples. Note that, if after d steps of the game G(n, M, q, k; m) player T has chosen a d-transversal T , the winner of the game depends only on the type (a 1 , . . . , a k ; d) of T , provided both players finish the game playing optimal. has a winning strategy in this situation; otherwise we call T losing. An admissible tuple (a 1 , . . . , a k−1 ; d) is a winning tuple if a transversal of type (a 1 , . . . , a k−1 , 0; d) is winning; otherwise it is a loosing tuple.
Note: a non-admissible tuple is neither winning nor loosing. Some admissible tuples can not occur in the game G(n, M, q, k; m) because the corresponding transversal would have to contain sets of cardinality less than m. Of course it is unnecessary to consider such tuples; however, for simplicity we still call them winning or losing, depending on the winner when the remainder of the game is played with sets of cardinality at least m.
The following lemma is evident.
The idea is now to recursively determine the winning tuples for the game G(n, M, q, k) with decreasing d by starting with d = n; if (0, . . . , 0; 0) turns out to be a winning tuple, then player T has a winning strategy for the game G(n, M, q, k) and K q (n, n − k) > M follows by Theorem 6. However, we can do better. It may happen that (0, . . . , 0; 0) is not a winning tuple, but (a 1 , 0, . . . , 0; 1) is winning for some a 1 0 (i.e. player T can win the game if the first partition contains a set with at most a 1 elements by choosing that set).
In that case, we may still be able to prove K q (n, n − k) > M using the following theorem, as winning the game G(n, M, q, k; m) for m > 0 is often easier than winning the game G(n, M, q, k).
Theorem 9. Suppose that 0 = m 0 < m 1 < · · · < m l are integers such that (m i+1 − 1, 0, . . . , 0; 1) is a winning tuple for the game G(n, M, q, k; m i ) for 0 i l − 1 and such that player T has a winning strategy for the game G(n, M, q, k; m l ). Then K q (n, n − k) > M holds true.
Proof. By Theorem 2 it suffices to show that under the assumptions of the theorem, every (n, M, q)-partition matrix M has an (n, k)-transversal, so suppose that M is given. Denote by m the cardinality of the smallest set P 0 occuring in M, and let i be maximal with m i m. Without loss, we may suppose that P 0 occurs in the first column of M.
We play the game G(n, M, q, k; m i ), and we let player P choose the n columns of M; as m i m, he is allowed to do so. Suppose first i = l. Then by assumption player T has a winning strategy, and thus there exists an (n, k)-transversal in M. Now suppose i < l. Then player T can choose P 0 in the first step of the game. Since m m i+1 − 1, by assumption and Lemma 8 we get that (m, 0, . . . , 0; 1) is a winning tuple, so (P 0 ) is a winning 1-transversal, and again there exists an (n, k)-transversal in M.
So the enhanced strategy to prove K q (n, n − k) > M is now the following. Determine the winning tuples for the game G(n, M, q, k). If player T has a winning strategy, we are done. Otherwise, check whether there exists a winning tuple of the form (a 1 , 0, . . . , 0; 1). If not, give up. If yes, then repeat the procedure for the game G(n, M, q, k; a 1 + 1). If we obtain a winning tuple (a 2 , 0, . . . , 0; 1) with a 2 > a 1 , then repeat again; go on until either the electronic journal of combinatorics 16 (2009), #R133 a i+1 = a i (in that case, give up) or player T has a winning strategy for one of the games (then Theorem 9 implies K q (n, n − k) > M).
In the remainder of this section, we show how winning tuples (a 1 , . . . , a k−1 ; d) can be determined manually. Clearly, for d = n any tuple is a winning tuple. For d n − 2, we will get explicit formulas (Lemmas 10 and 11), and for smaller d, we will prove the general Lemma 12, which is essentially a method of checking every possible partition, but adapted to manual computations. It can be applied with a reasonable amount of work when k = 3 and n and q are not too big (say, n, q 12). As an example how this works in practice, we will prove Theorem 13.
Lemma 10. If a k−1 q − 1, then (a 1 , . . . , a k−1 ; n − 1) is a winning tuple for the game G(n, M, q, k; m), provided it is admissible.
Proof. Assume that in the game G(n, M, q, k; m), after n − 1 steps player T has chosen a transversal T of type (a 1 , . . . , a k−1 , 0; n − 1) with a k−1 q − 1 and player P has chosen the partition B 1 , . . . , B q of Z M in step n. Then as |Z k−1 | q − 1, at least one of the sets B 1 , . . . , B q does not intersect Z k−1 and this set can be taken by player T to complete T to an (n, k)-transversal. then (a 1 , . . . , a k−1 ; n − 2) is a winning tuple for the game G(n, M, q, k; m), provided it is admissible.
Proof. Assume that in the game G(n, M, q, k; m), player T has chosen a transversal T of type (a 1 , . . . , a k−2 , q − r, 0; n − 2) after n − 2 steps and player P has chosen the partition B 1 , . . . , B q of Z M in step n − 1. By |Z k−1 | = q − r, at least r = q − |Z k−1 | sets, say B 1 , . . . , B r , do not intersect Z k−1 and thus all extend T to an (n − 1, k)-transversal.
If a k−2 q + r 2 − r − 1, then we have
This implies that at least one of the sets B 1 , . . . , B r , say B 1 , intersects Z k−2 in at most r−1 elements, which means that
Thus the (admissible) type of T ′ satisfies the prerequisites of Lemma 10, and thus T ′ and also T are winning transversals. If M (q − r)m + r 2 − 1, then
and the lemma follows again.
We now show how the winning tuples of step d + 1 can be used to determine the winning tuples of step d. The statement of the lemma is long and complicated, but it will become clear in the proof.
Lemma 12. Suppose that l := q − a k−1 > 0 and that for any integers b ij 0 (1 i l, there exist integers b i 0 (1 i l) with the properties
is a winning tuple for the game G(n, M, q, k; m), Then (a 1 , . . . , a k−1 ; d) is a winning tuple for the game G(n, M, q, k; m).
Proof. Assume in the game G(n, M, q, k; m) player T has chosen a transversal T of type (a 1 , . . . , a k−1 , 0; d) after d steps and player P the partition B 1 , . . . , B q of Z M in step d + 1. We have
since we are playing the game G(n, M, q, k; m). Without loss suppose that B 1 , . . . , B l do not intersect Z k−1 ; this is possible as |Z k−1 | = a k−1 = q − l. Moreover, if some of the sets B i are empty, then suppose that B 1 is one of the empty sets. For 1 i l,
Clearly for 1 j k − 2 we have (4) is satisfied. By the prerequisites of Lemma 12 there exist integers b i 0 for 1 i l satisfying (i) and (ii). We now verify that there is an integer i 0 with 1 i 0 l and
If there exist empty sets B i , then B 1 is empty and i 0 = 1 does the job. Otherwise, suppose that (6) is false. Then for 1 i l we have
contradicting (ii). Now in step d+1 of the game G(n, M, q, k; m) let player T choose the set B i 0 . Consider
by (6) . Since for j 1 we have
. Therefore T ′ is of the admissible type (a 1 + b i 0 ,0 , a 2 + b i 0 ,1 , . . . , a k−1 +b i 0 ,k−2 , 0; d+1), which by (i), (7) and Lemma 8 is a winning tuple. Therefore T ′ and, consequently T are winning transversals, implying that (a 1 , a 2 , . . . , a k−1 ; d) is a winning tuple and Lemma 12 follows. Using Lemmas 10, 11 and 12, we obtain winning tuples for smaller and smaller d, until we (hopefully) prove that player T wins the game, or at least that (a 1 , 0, . . . , 0; 1) is a winning tuple for some a 1 . As an example let us use the previous lemmas to improve on the presently best bound K 9 (7, 4) 35 due to Lang, Quistorff and Schneider [6] .
Theorem 13. K 9 (7, 4) 45.
Proof. By Theorem 6 it suffices to show that player T has a winning strategy for the game G (7, 44, 9, 3) . By Lemma 10 and 11 we find the winning tuples (44, 8; 6) and (44, 2; 5), (38, 3; 5), (28, 4; 5), (20, 5; 5), (14, 6; 5), (10, 7; 5), (8, 8; 5). We next want to show that (7, 5; 4) is also a winning tuple.
We apply Lemma 12 with n = 7, M = 44, q = 9, k = 3, m = 0, a 1 = 7, a 2 = 5 and d = 4; we have l = q − a 2 = 4. Assume that the integers b i1 0 (1 i 4) satisfy (4), i.e. 3)(7, 3; 3) (10, 0; 2)(7, 1; 2)(4, 2; 2) (4, 0; 1)(2, 1; 1).
In the final stage we see that (4, 0; 1) is a winning tuple. Since by 44/9 < 5 player T may choose a transversal of type (a, 0; 1) with a 4 in step 1. This means that indeed player T has a winning strategy for the game G(7, 44, 9, 3).
The bound K 9 (7, 4) 45 may be further improved to K 9 (7, 4) 51 (see the tables in Section 5) with the help of Theorem 9. In the same way as above one shows that (3, 0; 1) is a winning tuple for the game G(7, 50, 9, 3; 0), that (4, 0; 1) is a winning tuple for G (7, 50, 9, 3; 4) and that (5, 0; 1) is a winning tuple for G (7, 50, 9, 3; 5) . Since 50/9 < 6 we see that player T has a winning strategy for G(7, 50, 9, 3; 5) and the bound K 9 (7, 4) 51 follows from Theorem 9.
The implementation
To prove a statement of the form K q (n, n − k) > M using a computer, we use the strategy described after Theorem 9. We now describe in detail the algorithm to compute all winning tuples of a game G(n, M, q, k; m). It will be slightly more handy to work with losing tuples than with winning tuples (Lemma 16 would be more complicated otherwise). Given the set of losing tuples for step d + 1, we have to determine the set of losing tuples for step d. In principle, this means that we iterate through all admissible tuples (a 1 , . . . , a k−1 ; d) and check whether player P can find a partition, such that no matter which of its sets player T chooses, he gets a losing (d + 1)-transversal.
Let us now make this precise. Fix an admissible tuple (a 1 , . . . , a k−1 ; d) and a corresponding transversal T d = (P 1 , . . . , P d ) of type (a 1 , . . . , a k−1 , 0; d) . one game) is n · M 2k−1 · log q, which is a lot. Moreover, the memory needed to store all losing tuples is roughly M k , which is a lot, too. We will now describe some significant improvements; however the precise running time will be difficult to determine. For one of the improvements, we need the following lemma.
Lemma 17.
1. Suppose (a 1 , . . . , a k−1 ; d) is a losing tuple and 1 µ < ν k − 1. For Fix a tuple (a 1 , . . . , a k−1 ; d) and suppose that a corresponding tuple [c 0 , . . . , c k−1 ; r] is losing. Let 0 µ < ν k −
Fix any transversal
Note that we may assume x = y. This is clear if
by deleting x from a set P from T d with x ∈ P and adding y to a set Suppose that a i+1 , . . . , a k−1 are fixed. Then we determine the tuples (a 1 , . . . , a i ) such that (a 1 , . . . , a k−1 ; d) loses in the following way. Denote by A := A(a i+1 , . . . , a k−1 ) the smallest integer such that any a 1 , . . . , a i with a i A loses. Equivalently by Lemma 8, A is the smallest integer such that (A, . . . , A, a i+1 , . . . , a k−1 ; d) loses, so A can be determined quickly using binary search or something similar. After that, it remains to iterate through all a i < A and apply the same algorithm recursively with a i , . . . , a k−1 fixed. This method is also used to save memory: for fixed a i+1 , . . . , a k−1 , store the corresponding value A = A(a i+1 , . . . , a k−1 ), and store further details concerning a 1 , . . . , a i only if a i < A.
It turned out (experimentally) that for any fixed a i+1 , . . . , a k−1 , almost all losing a 1 , . . . , a i satisfy a i A, so the above method yields a huge gain in efficiency. We can gain some more time by using the observation that usually, A(a i+1 , . . . , a k−1 ) is not much bigger than A(a i+1 + 1, . . . , a k−1 ): use A(a i+1 + 1, . . . , a k−1 ) as a first estimate to find A(a i+1 , . . . , a k−1 ) more quickly. (This means that when iterating through values for a i+1 , we have to start from the big values.)
Concerning the losing tuples [c 0 , . . . , c k−1 ; r], a similar strategy can be used. For each given partial tuple c i , . . . , c k−1 let C := C(c i , . . . , c k−1 ; r) be the smallest integer such that whenever c i−1 C, the total tuple loses; equivalently, C is the smallest integer such that the tuple [0, . . . , 0, C, c i , . . . , c k−1 ; r] loses. By Lemma 16, this can be computed using the formula
where r ′ +r ′′ = r. Now whenever we are interested in such a value C(c i , . . . , c k−1 ; r), before we apply (*) to compute it, we first compute C(c i+1 , . . . , c k−1 ; r) (which takes much less time); if this turns out to be less or equal to c i , then C(c i , . . . , c k−1 ; r) = 0 anyway. To determine whether [c 0 , . . . ,c k−1 ; q] is losing (the only thing we are really interested in), we compute C(c 1 , . . . ,c k−1 ; q) in the above way and compare it withc 0 . Many values C(c i , . . . , c k−1 ; r) will be needed several times in the computation, so each time we compute such a value, we store it for later re-use.
When computing (*), we may save a lot of time by computing C(c , it is sometimes preferable to keep r ′ small and instead need a few more steps. One could probably write an algorithm which chooses a good decomposition sequence, but as anyway the maximal number q of sets in a partition we are considering is about 20, we just chose some (experimentally) good decompositions by hand.
The program implementing the above algorithm (in C++) can be obtained from the authors. Maybe it could be further improved in the following way. In the manual computations in the example K 9 (7, 4) > 44, we significantly reduced the work by exploiting the convexity of the sequence b i . In general, this sequence does not need to be convex, but it seems to be close to convex most of the time. If this could be exploited by the computer, this should yield a big gain of running time.
The results
In this section we list the results we obtained by applying our algorithm. All values in the tables below are the best ones one can obtain by using the strategy given after Theorem 9. The computations were performed on a cluster of standard PC's. The range was limited by both time and memory. In the simplest case k = 3 a very short program suffices to calculate the new bounds for the usually tabulated range q 21 in total time of roughly a minute. In case of k > 3 we had to implement the ideas mentioned in Section 4 and we were restricted to q 16 in the case k = 4 and to q 9 in the case k = 5. For k > 5 the computational effort became too large for a systematical treatment. Here we got only a few sporadic new bounds: six bounds for k = 6, two bounds for k = 7 and still a new bound for a ternary code in the case k = 8. In the most difficult case K 9 (10, 5), checking a single game took about one week, and it takes about four games (with increasing m) to verify K q (n, R) > M when M is close to the best we can do. In several cases the memory used almost reached the physical limit of 1 GB. The results of the computations are compiled in the following tables. We included the sphere-covering bound (2) and the upper bound for comparison as well as a column for k, since this is the most important parameter for the computation time.
As can be seen from the tables, the bigger q and n are, the better our approach works. If n is big but q is small, then the values of K q (n, n − k) are known for small k, so our method doesn't help here, as for large k, it is too slow. 
