Introduction
Sometime around 1740, Euler [3, 4, 5] Naturally, having no notion of the analytic continuation at that time, to say nothing of functions of complex variable, Euler had to find a way of giving a meaning to those values of divergent series. What he actually did proceeds as follows. First, he points his attention to "less divergent" alternating series 
as x → 1, since, although the series itself converges only for |x| < 1, it has an expression as a rational function (analytic continuation, as we now put it), finite at x = 1, which is obtained by a successive application of multiplication by x and differentiation (or equivalently, applying the Euler operator x d dx successively after once multiplied by x) to the geometric series expansion
For instance, if we substitute x = 1 in (3), we find formally
and hence, in view of (1), we have ζ(0) = −1/2. A few more examples are
which give us
For all that splendid idea however, this method provides, unfortunately, no rigorous way to establish the values of ζ(−m) as values of the analytically continued function ζ(s) at s = −m. (Of course this is only an afterthought and merely shows the extreme precedence of Euler beyond century to which owes what came later almost exclusively.)
In the present article, aiming to evaluate the value ζ(−m) as elementary as possible and yet at the same time rigorously as the value of analytically continued function ζ(s), we introduce and investigate a new q-analogue of the Riemann zeta function. As it becomes clear in the course of our study, this function serves very well for the purpose not only of computing ζ(−m) but also of giving a nice q-analogue of ζ(s) valid for all s ∈ C.
To be more specific, as an alternative for a series like (2), we put
) and, instead of repeating differentiation (this inevitably restricts us to looking only at the integer arguments, or should we invent the differentiation −s times for arbitrary s ∈ C?), we replace n m by the q-integer [n] q := (1 − q n )/(1 − q) raised by the power −s (recall that Euler is the grand "Master of q"!); namely, we consider the series
Throughout the paper, we always assume 0 < q < 1, so the series (4) converges absolutely for any s ∈ C and Re(t) > 0. If Re(s) > 1 (and Re(t) > 0), the series obviously converges to ζ(s) when q ↑ 1. This suggests to regard the function f q (s, t) as a q-analogue of the Riemann zeta function ζ(s), but we reserve this until we make the specialization t = s − 1 which turns out to be utterly crucial. Before going into the specialization, we establish below the meromorphic continuation of f q (s, t) as a function of two variables s and t, which is carried out quite easily by using the binomial theorem.
In the next section, we specialize t = s − 1 and establish a formula for s = −m ∈ Z ≤0 (Proposition 2) as well as its limit when q ↑ 1 (Theorem 1). Then we give the result concerning the limit as q ↑ 1 for any s (Theorem 2).
meromorphically via the series expansion
Proof. We just apply the binomial expansion
s+r−1 r q nr and change the order of summations to get
The other assertions follows readily from this.
Remark. It is worth noting that the function f q (s, t) can be expressed as the (beta-like) Jackson integral. In fact, we have
Main results
Now we put t = s − 1. When s = −m ∈ Z ≤0 , the point (s, t) = (−m, −m − 1) lies on the pole divisor t = −m − 1 of f q (s, t). Nevertheless, a sort of "miracle" happens that the point turns out to be what is called "the point of indeterminacy", the function f q (s, s − 1) having a finite limit as s → −m and moreover the limit approaches to the "correct" value ζ(−m) as q ↑ 1. What is more, the function f q (s, s − 1) converges as q ↑ 1 to ζ(s) for any s ! These results, to be proved quite elementarily, well justify the function f q (s, s − 1) being referred to as the "true" q-analogue of the Riemann zeta function, and we label it hereafter as ζ q (s) := f q (s, s − 1).
Remark. 1) Proper choice of t seems to be essential. For example, the choice t = s adopted in [7] needed an extra term to adjust the convergence when q ↑ 1 and gave no nice values at negative integers. The choices t = s − 2, s − 3, s − 4, . . . seems as good as the value ζ(−m) is concerned, but extra poles at s = 2, 3, 4, . . . emerge. However, at the limit q ↑ 1, these poles disappear. For example, with t = s − 2 the residue at the simple pole s = 2 is −(1 − q) 2 / log q which goes to 0 as q ↑ 1. How things become different depending on the choice of t still seems to be mysterious.
2) If we introduce the q-analogue ζ q (s) of the alternating ζ(s) in the introduction by
[n] s q , the identity corresponding to (1) takes the form
In contrast to the situation of Euler, this does not help much or even worse because of the occurrence of another base q 2 . It may be said that once q is introduced, the acceleration of convergence is fully achieved and nothing more is needed.
The formula in Proposition 1 when specialized to t = s − 1 becomes
Proposition 2. 1) The function ζ q (s) has a simple pole at points in 1 + 2πi log q Z and
In particular, s = 1 is a simple pole of ζ q (s) with residue (q − 1)/log q. 
The rest of the computation is clear.
Before giving our general formula for lim q↑1 ζ q (−m) (with expected value), let us look at the first few examples. Example 1. As stated in Proposition 2, ζ q (s) has a simple pole at s = 1 with residue (q − 1)/ log q, which, as q → 1, converges to 1. This agrees with the well-known fact (reviewed later) that ζ(s) has a simple pole at s = 1 with residue 1.
Example 2. By (6) we have
This agrees with Euler's computation ζ(0) = −1/2.
Example 3. Again by (6) we have
in accordance with ζ(−1) = −1/12.
In general, we have Theorem 1. For a non-negative integer m, we have
where B m+1 is the Bernoulli number defined by the generating series
Proof. On account of formula (6), we have to show
(Note here that since the sum on the left is finite so we may replace the limit q ↑ 1 by q → 1.) Multiplying both sides by (−1) m+1 (m + 1) and changing r → m + 1 − r, we see this is equivalent to
Writing 1 q r − 1 = 1 r · r log q e r log q − 1 · 1 log q and using t e t − 1 =
Since the inner sum on the right can be calculated as
From this and the expansion log q = q − 1 + O((q − 1) 2 ) (q → 1), we obtain the desired result.
The following fundamental relation, apart from its own importance, guarantees that our computation at negative integers above does give us the correct values which we intended to obtain on a rigorous basis.
Theorem 2. For any s ∈ C, s = 1, we have
What we understand as the right-hand side for arbitrary s is the value of the function analytically continued by means of Euler-Maclaurin summation formula (see the proof below). Of course, on the left-hand side, q should avoid the values with which ζ q (s) has a pole at s, but this is achieved once q gets close enough to 1. 
Combining Theorem 1 and Theorem 2, we readily obtain
Corollary. For each non-negative integer m, we have
Remarks. 1) We can also define a q-analogue of the Hurwitz zeta function ζ(s; a) = 
But to make our presentation as concise as possible, we restrict ourself to the case of the Riemann zeta function.
2) It would be amusing to note that the limit
is derived easily from lim
(This directly follows from the definition without appealing to Theorem 2 because we are in the region of absolute convergence.) In fact, if we put s = 2 in (5) and make r + 1 → n, we have
which gives the desired limit for k = 2. For general k, we similarly put s = k in (5) and make k + r − 1 → n to find
We note that n k − 1 = n k−1 (k − 1)! + lower degree terms and, on taking the limit q ↑ 1, sums coming from lower terms vanish inductively and also that adding the finite number of terms for n = 1, 2, . . . , k − 2 to the sum affects nothing since (1 − q) k /(1 − q n ) → 0, we obtain the conclusion.
When k is even and k ≥ 4, the series
constitutes the Fourier series of the Eisenstein series G k (τ ) of weight k on the modular group, with constant term −B k /2k (= ζ(1 − k)/2). Here τ is a variable in the upper-half plane and is linked with q by q = e 2πiτ . The modularity amounts to the transformation
, which can be derived from, as Hecke [6] showed, the functional equation of the corresponding Dirichlet series ϕ(s) := ζ(s)ζ(s + 1 − k):
(When k is odd, the functional equation of ϕ(s) fails to take this form and so the series is the constant term of the corresponding modular form. In our case, the residue is ζ(k) and thus the constant term of
an alternative way, we may use (7) to determine the constant term as follows: Put τ = it with t > 0. Then e 2πi(−1/it) → 0 as t → 0 and so 
where B M +1 (x) is the "periodic Bernoulli polynomial" defined by
is the largest integer not exceeds x).
As is well-known, by taking f (x) = x −s and letting N → ∞, we obtain the analytic continuation of ζ(s) to the region Re(s) > −M:
where (s) k := s(s + 1) · · · (s + k − 1). Since we may choose M arbitrary large, this gives the analytic continuation of ζ(s) to the whole s-plane, revealing the (unique) simple pole at s = 1 with residue 1. Now we take f (x) = q x(s−1) /(1 − q x ) s and M = 1 in (8) . Assuming Re(s) > 1 and
, we see that we can take the limit N → ∞ and obtain
for Re(s) > 1. The first integral on the right is computed as The equality is valid for all real numbers x when k ≥ 2, the sum being absolutely and uniformly convergent. Putting this (for k = 2) into (10) and interchanging the summation and the integration, we find (1 − q x ) s+2 dx.
Further we make a change of variable q x = u to obtain −3sb q (s − 1 + δn, −s) + b q (s − 1 + δn, −s + 1) , * We owe [7] the idea of replacing B 2 (x) in the integral by its Fourier expansion. However, our argument that follows, which uses only integration by parts and no confluent hypergeometric functions or the like, seems considerably different from the one in [7] .
