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研究较少关注从 SIGNAL 同步规范到支持跨平台并行代码的生成方法.研究了面向 SIGNAL 同步规范的并行自动
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Abstract:  As functional and non-functional requirements on safety critical real time systems stack up, the development of multi-core 
technology in these systems has become a trend. How to guarantee the credibility and reliability on the multi-core platform, however, is 
the key problem in both academic and industry. While many theoretical and applied achievements have been accomplished on the 
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single-core platform, there are still a lot of scientific problems need to be solved on the multi-core platform. Suitable for describing 
concurrency behaviors, synchronous language SIGNAL is a formalism widely used in the functional design of safety critical real time 
systems. The SIGNAL compiler supports generating the simulation code from the synchronous specification to verify and analyze the 
properties of the system model. However, existing studies pay less attention to the generation of multi-platform parallel simulation code 
from SIGNAL specification. This paper proposes a methodology for automatically generating parallel code from SIGNAL specifications. 
First, equation dependency graph (EDG) is defined and the specification is translated to analyze the global data dependency relations. 
Then EDG is partitioned to explore the parallelism of the specification. Finally, altogether with clock relations, parallel tasks are mapped 
into OpenMP structures. A case study is provided to illustrate the proposed methodology. 
Key words:  synchronous specification; SIGNAL; parallel program; code generation; OpenMP 














在此基础上 ,产生了广泛用于安全攸关实时系统计的形式化描述语言——同步语言 (synchronous 
language)[5,6].目前,主流的同步语言包括 Esterel[7],Lustre[8],SIGNAL[9]以及 QUARTZ[10]等.而其中 SIGNAL 由于
具有多时钟(multi-clock)的特点,并且采用数据流方程的组合作为建模形式,因此适合描述分布式或并发系统,
并已成功应用于空客 A350的舱门控制系统中[11].同时,现有的 SIGNAL编译器 Polychrony[2]提供了将同步程序
自动生成仿真代码的能力,可以在程序执行层面对模型的功能设计作进一步验证.然而现有编译器实现及相关
研究较少关注对面向 SIGNAL 的并行自动生成方法的研究.因此,本文选取跨平台并行编程技术 OpenMP 作为
生成对象,研究并提出面向 SIGNAL同步语言的并行仿真代码的自动生成方法. 
本文第 1 节对同步语言 SIGNAL 的语法及语义进行简要介绍.第 2 节介绍基于方程依赖图 EDG(equation 
dependency graph)的 OpenMP并行代码生成方法.第 3节通过一个 SIGNAL程序实例对本文提出的方法作进一
步说明.第 4节对 SIGNAL代码生成的研究现状进行介绍.最后一节给出本文总结并展望今后进一步的工作. 
1   同步理论及 SIGNAL简介 



































1.2   SIGNAL简介 
SIGNAL是由法国 CNET及 INRIA发明的一种声明式数据流同步语言.与 Esterel和 Lustre等其他同步语




SIGNAL提供 4种基本结构(primitive construct)以描述数据流方程,包括瞬时关系(instantaneous relation)、
延迟(delay)、欠采样(undersampling)以及确定性合并(deterministic merging,以下简称合并).表 1 展示了 4 种基
本结构的语法及基本语义.需要说明的是:(1) 瞬时关系操作中的 f 可以为代数运算或布尔运算;(2) 由于延迟操
作的特殊含义,在下文也被称为记忆方程(memory equation),而方程的左值信号也被称为记忆信号或状态信号. 
Table 1  Syntax and semantics of primitive constructs on dataflow equations 
表 1  数据流方程基本结构语法及语义 
名称 语法 语义 
Instantaneous relations y:=f(x1,x2,…,xn) 当 x1,…,xn同时存在时,y的值为 f(x1,x2,…,xn);否则 y缺位 
Delay y:=x $ init c y的取值为 x在前一个逻辑瞬间的值,初值为 c,当 x缺位时,y缺位 
Undersampling y:=x when z 当 z存在取值为 true并且 x存在时,y的值为 x的值;否则 y缺位 
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种操作也被称为单时钟操作(monoclock operator).对于欠采样,信号 y的时钟为真当且仅当 x的时钟为真、b的
时钟为真并且 b的值为真(记作[b]).对于合并操作,信号 y的时钟为信号 x与 z时钟的并集.由于后两种操作中信
号的时钟可以不同,因此被称为多时钟操作(multiclock operator). 
Table 2  Primitive constructs and corresponding clock relations 
表 2  基本结构与相应的时钟关系 
语法 时钟关系 解释 
y=f(x1,x2,…,xn) ^y=^x1=…=^xn 方程中的所有信号时钟同步 
y:=x $ init c ^y=^x 右值信号 x与左值信号 y同步 
y:=x when b ^y=^x[b] 当 b存在并且取值为 true并且 x存在时,y存在 
y:=x default z ^y=^x^z 信号 y的时钟为 x与 z时钟的并 
SIGNAL中数据流方程表示了信号或时钟间的关系,而 SIGNAL程序的基本单位被称为进程(process).它是
由一组数据流方程组成的.SIGNAL 在 process 也定义了两个基本结构:组合(composition)与局部声明(local 
declaration).表 3给出了组合和局部声明的基本语法与语义. 
Table 3  Syntax and semantics of primitive constructs on process 
表 3  进程中基本结构的语法及语义 
名称 语法 语义 
Composition P|Q P和 Q为进程;P|Q的行为是 P和 Q行为的组合 
Local declaration P where t_1 s1; t_2 s2;…t_n sn; end; P为进程,s1到 sn为定义在 P中的信号,即在进程 P外不可见
在此可以得到 SIGNAL基本语法的 BNF表达,其中,数据流方程 x:=yfz表示数据流方程;P|Q为进程间的组
合;P/x为进程中的局部声明: 
, :: : | | | / .P Q x yfz P Q P x   
SIGNAL还提供了时钟操作符“^”以及记忆操作符“cell”等扩展操作符(extended construct),以简化 SIGNAL
程序的表达.但所有扩展操作符都可以通过基本操作符进行表示,因此本文中的 SIGNAL 程序都是使用基本语
法写成的.更多关于 SIGNAL语法的介绍可参见文献[18],关于 SIGNAL形式语义的研究可参见文献[19]. 
2   基于 EDG的并行代码生成方法 
SIGNAL 通过数据流方程组合的形式描述系统的功能行为,没有数据和时钟依赖关系的方程可以并行执
行.本文提出一种基于方程依赖图(equation dependency graph,简称 EDG)以发现程序中隐含的并行执行部分的
方法,并以此为基础生成并行仿真代码.与文献[20]提出的方法相比,本文将 SIGNAL 规范中的时钟信息考虑在





Fig.1  Process of parallel code generation from SIGNAL specification 
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2.1   时钟信息的获取 
SIGNAL 中,信号在其时钟取值为真的逻辑瞬间被计算(或被读入,如果信号为输入信号),其一般的代码生




















2.2   方程依赖图 EDG的定义及构造方法 
为了支持对 SIGNAL 的代码生成,文献[24]最早提出了同步流数据依赖图(synchronous flow dependency 
graph,简称 SFDG)的概念.SFDG 包含有向无环图(DAG),DAG 中的节点为信号,边为信号间的依赖关系.节点和
边的出现则由根据定义在其上的激活时钟所决定.然而,SFDG 中没有包含关于信号如何根据数据依赖进行计
算的信息.为了更好地描述方程之间的依赖关系并方便最终的映射,本文提出方程依赖图 EDG 这一概念.EDG
将数据流方程作为图中的节点,边表示为方程间的数据依赖关系.这里,首先给出 EDG 中节点(记作 NDG)的 
定义. 
定义 1. EDG节点 NDG是一个三元组B,L,R,其中,B是一个二元组G,A,包含守卫条件 G和动作 A,表示的
含义为当 G为真时,执行动作 A(A在后文也将被称为信号定义方程);L为动作 A的左值信号;R为动作 A的右值
信号. 
基于以上定义,表 4给出对于 4种基本结构及输入信号到对应 NDG的映射规则. 
Table 4  Mapping from primitive constructs to NDG 
表 4  基本结构到 NDG的映射 
语法 L R G 
y=f(x1,x2,…,xn) y x1,….,xn if C_y then y:=f(x1,…,xn) 
y:=x $ init c NULL NULL NULL 
y:=x when b y x,z if C_y then y:=x 
y:=x default z y x if C_x then y:=x 
  z if C_z\C_x then y:=z 
输入信号 s S NULL if C_s then read(s) 
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为关系操作 y:=f(x1,…xn).由于 y以及 x1到 xn的信号是同步的,当 y的时钟为真时,x1到 xn一定存在. 
对于延迟操作,由于信号 y和 x之间没有数据依赖关系,因此不生成对应的 NDG节点.但是记忆信号 y可以
作为其他节点的右值. 
对于欠采样操作,y对应于节点的 L;右值 x与 z对应于节点的 R;B中的 G为信号 y的时钟 C_y,动作为赋值
操作 y:=x.可以看出,若要动作 y:=x得到执行,需要保证 x和 z的值已经得到,并且 C_y的值为真. 
对于合并操作,将生成两个节点,分别对应于 y 对 x 及 z 值的选择.当 x 的时钟 C_x 为真时,y 将被赋值为 x;
当 x的时钟为假并且 z的时钟为真时,y将被赋值为 z.由于两个节点执行动作的守卫条件是互斥的,因此不需要
考虑共享变量更新的问题. 
对于输入信号的 NDG,其中,由于输入信号从环境中取值,因此 R为空.当 L值信号时钟为真时,做读取操作. 
EDG实质上是一种包含 SIGNAL程序全局数据依赖关系的有向无环图,这里给出方程依赖图 EDG的定义. 
定义 2. EDG 为一个二元组SNDG,,其中,SNDG 为节点 NDG 的集合;为节点之间的依赖关系:若节点





2.3   基于 EDG的并行任务划分方法 
通过分析 EDG 获得方程间的数据依赖关系,并将其划分为可以并行执行以及必须串行执行的部分.首先,
将通过拓扑排序的方法对 EDG进行并行任务划分;之后,将时钟信息加入到并行任务中. 
2.3.1   基于拓扑排序的 EDG划分 
在 EDG的定义中,二元关系“”定义了节点间的依赖关系,即对于两个节点 v1、v2,如果 v1对应信号定义方
程 eq1的左值信号出现在 v2对应信号定义方程 eq2的右侧,则说明 eq2依赖 eq1.由于数据依赖关系满足严格偏序
关系,可以定义其传递闭包,记作“↘”.若程序的两个数据流方程 eq1和 eq2之间不存在此关系,这两个方程可以并
行执行.为了从 SIGNAL程序生成并行仿真代码,需要 EDG作进一步划分.在此,我们给出并行任务(parallel task)
的定义. 
定义 3. 并行任务为一个二元组T,↗,其中, 
● T 是对 EDG 中节点集合的划分 ,即 (1) 对于任意 tT,tEDG.SNDG;(2) 对于任意两个节点 t1、
t2T,t1t2=;(3) T中所有元素的并集为 EDG的节点集合,我们称元素 t为任务节点(task node). 
● ↗是定义在 T上的二元关系,称为优先关系(precedence relation). 
目标平台的不同会导致并行任务划分方法对最终程序的运行性能产生很大的影响.本文采取拓扑排序的
方法 EDG进行划分.其基础是定义划分 T和优先关系的性质. 
● 对于任意 tT,t是定义在↘上的反链(anti-chain),即任意两个节点 n1、n2t,n1↘n2以及 n2↘n1恒为假. 
● 对于任意 t1,t2T,t1↗t2当且仅当 t2中至少存在一个节点 n使得 t1中存在一个节点 m,且有 m↘n. 
图 2 给出了 EDG 划分算法.算法输入为 EDG,输出为表示并行任务的有序列表 TaskList.首先将 EDG 中的
所有节点加入到 NodeSet集合中(第 3行),之后进入迭代过程(第 4行).第 5行~第 10行描述了拓扑排序的过程:
首先找到 EDG 中没有入度的节点(第 5 行),这里的入度是针对数据依赖关系“→”而言的.获得的无入度的节点
集合 setNoDegree 将组成 Task中的一个元素,记作 tempTask(第 6 行).将 tempTask 加入到 TaskList 后(第 7 行),
需要将 setNoDegree 中所有节点以及以其为出度的二元关系从 NodeSet 集合中移除(第 9 行及第 8 行).迭代的
结束条件是 NodeSet为空,即图中所有节点都已被划分到 TaskList中. 
对于任意 EDG图,经拓扑排序得到的序列 TaskList={tn1,tn2,…,tnk},满足以下性质. 
● 任意 tT是定义在↘上的反链. 
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● 对于任意两个整数 nx,ny,x,y{1,…,k},若 x<y,对于任意节点 ntny,不存在节点 mtnx,使得 n↘m成立. 
得到的任务序列 TaskList 是并行任务中的一种特殊情况,优先关系↗为任务节点间的全序关系.这里,进一
步定义 TaskList 序列间的相邻关系:对于任务序列 TaskList={tn1,tn2,…,tnk}以及 x,y{n1,…,nk},若 y=x+1,则称任
务节点 tx左相邻于任务节点 ty,记作 txty. 
以上算法适用于 EDG 中没有出现循环依赖的情况.若存在信号 s 满足 s↘s,则无法对 EDG 进行划分.需要
说明的是,多时钟操作符中不同时钟下的数据依赖可以不同.例如,对于合并操作 c:=d default e,在 d的时钟为真 











3:NodeSetEDG.Nodes%初始值 NodeSet包含了 EDG中的所有节点 
4:while NodeSet 
5:    setNoDegreefindNodeWithNoIndegree(NodeSet)%找到 NodeSet中没有入度的节点 
6:     tempTaskcreateT(setNoDegree)%建立 Task中的元素 t 
7:     addTask(TaskList,tempTask)%将新建元素加入到 TaskList的末尾 
8:     removeRelation(NodeSet,setNoDegree)%删除与 setNoDegreee集合中节点相关的二元关系 
9:     removeNode(NodeSet,setNoDegree)%从 NodeSet删除 setNoDegree中的所有节点 
10:endwhile 
11:return TaskList 
Fig.2  Partition of EDG based on topological sorting 
图 2  基于拓扑排序的 EDG划分算法 






为了满足上述性质 ,本文通过遍历 TaskList,在其二元相邻关系“”中加入时钟定义方程集合 ,记作 
ClockDef
1 2.t t 其中,ClockDef 为任务 t1和 t2之间的时钟定义方程集合.表示的含义是任务 t2执行前必须首先执行 
ClockDef中的方程;而 ClockDef中的方程可能将依赖 t1中的计算结果. 
由 endochrony性质可知,根时钟的值恒为真,因此,从 TaskList的第 2个元素开始进行有序遍历.首先,获取当
前 task 中的信号定义;之后从 RNFS找出之前没有被加入到二元关系中并依赖这些信号定义方程的 RNF 集合 
ClockDef;最后将 ClockDef加入到二元关系 task.pretask之间,形成
ClockDef












 tk+1,ClockDefk中的方程计算不依赖于节点 tk+1,…,tn. 
● 任意 tk中信号定义方程需要的时钟 C1,…,Cm的值一定已经在时钟定义方程 ClockDef1,…,ClockDefk–1
中被计算出来. 
以上性质将保证序列保持 SIGNAL程序的数据依赖关系以及时钟关系. 
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#pragma omp sections [clause[[,] clause] ...] 
{ 
[#pragma omp section] 
structured-block 




制导语句#pragma omp sections所包含的块内为一个并行域.而由制导语句#pragma omp section包含的代
码块 structured-block 之间是并行执行的,代码块内部则是串行执行.根据并行任务序列的语义,可以得到从任务
序列元素到 sections语法的映射规则,见表 5. 
Table 5  Mapping from TaskList to sections 
表 5  任务序列元素到 sections的映射 
任务序列元素 sections语法 
任务节点 #pragma omp sections{ 
} 
信号定义方程 eq #pragma omp section{ 
if(eq.Class==true){ 
  eq.A 
}} 
任务序列 t1t2t3…tk #pragma omp sections{ 
  t1 %t1对应的 sections代码块 
} 
… 
#pragma omp sections{ 




节点的信号方程将被映射为一个由制导指令#pragma omp section所包围的代码块.根据 sections的语义,所有处
于一个任务内的信号定义方程将可以并行执行.表中第 3行表示任务序列的顺序执行关系将映射为 sections代
码块间的顺序执行关系.此外,在 OpenMP编译中,并行任务需要编译器开启多个线程,而多线程的操作需要消耗







● 若 ClockDef1中只含有一个方程,则直接生成对应的赋值动作. 
● 若 ClockDef1 有多个方程,并且方程间不存在数据依赖关系,则将此方程集合也看作一个任务,采用相同
的方法生成 sections以及 section代码块. 
● 若多个方程间存在数据依赖关系,则根据数据依赖关系生成串行执行序列. 
通过以上映射方法,可以得到满足 SIGNAL 程序数据及时钟依赖关系并且具有一定并行度的 OpenMP+C
仿真代码.在对目标平台的特点(如处理器核数)以及 OpenMP 编译器实现作进一步了解后,可以进一步对映射
进行优化,例如根据 section代码块的个数设定生成线程数以及 section间代码的合并等等. 
本文采用 SIGNAL 编译器 Polychrony 所使用的迭代模式对 SIGNAL 程序的行为进行仿真:无限循环模拟
程序与环境的交互过程,每次循环代表一个逻辑瞬间中的执行过程.根据前文提出的方法得到的 OpenMP 并行
结构将作为迭代的核心部分,而对记忆信号值的更新则被放在每次迭代结束之后进行. 
3   实例分析 








3.1   示例 SIGNAL程序 
本文选择同步语言中经典示例程序 ABRO[25]作为转换实例 ABRO自动机表示,如图 3所示.ABRO有 3个
输入信号,A、B、R 以及一个输出信号 O.在初始状态,ABRO 等待输入信号,当 A、B 信号按照任意次序读入
后,ABRO输出信号 O.信号 R用于重置 ABRO的状态.根据 ABRO的功能特点,文献[16]给出了相应的 SIGNAL
程序的 SIGNAL程序,本文给出的修改版本如图 4所示. 
 
Fig. 3  State machine of ABRO 

















Fig.4  SIGNAL program of ABRO 
图 4  ABRO的 SIGNAL程序 
3.2   时钟信息获取 
通过对时钟方程进行解析后得到时钟等价类.图 5 展示了对时钟变量进行等价类划分的结果.等价类 C_2
为程序的根时钟.图 6 展示了对应的规约范式方程.可以看到,只有时钟 C_2 出现在方程的右侧,程序满足
endochrony属性并且 C_2为程序的根时钟. 
1:process ABRO= 





7:|RT:=nR when R 
8:|A_received:=RT default AR 
9:|AT:=A when A 
10:|AR:=AT default Adelay 
11:|Adelay:=A_received $ init false 
12:|BT:=B when B 
13:|B_received:=RT default BR 
14:|BR:=BT default Bdelay 
15:|Bdelay:=B_received $ init false 
16:|nO:=not O 
17:|from_R_before_O:=nO default RR 
18:|RR:=Re default after_R_until_O 
19:|Re:=R when R 
20:|after_R_until_O:=from_R_before_O $ init true 
21:|O:=true when ABR 
22:|ABR:=A_received when Arr 
23:|Arr:=B_received when after_R_until_O|) 
24:where boolean nR, nO, A_received, B_received, 
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Fig.5  Partition of clock equivalence classes for ABRO               Fig.6  RNFS of ABRO 
图 5  对 ABRO时钟等价类的划分                   图 6  ABRO的规约范式方程集合 
3.3   EDG的生成及并行任务划分 
通过分析 ABRO 的数据流方程及数据依赖关系可以得到 EDG,如图 7 所示.需要说明的是,尽管图中 EDG
没有加入时钟信息,但在分析数据依赖关系时考虑了时钟关系,例如对于方程 ABR:=A_received when Arr,信号





Fig.7  EDG of ABRO                           Fig.8  TaskList of ABRO 















C_75=C_2 \ C_6 
C_13=C_2∧A 
C_77=C_2 \ C_13 
C_26=C_2∧B 
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3.4   OpenMP并行仿真代码生成 




2: int mark=0; 
3: #pragma omp parallel sections 
4: { 
5:  #pragma omp section 
6:  { 
7:   if(read_A()==EOF) 
8:    mark=1; 
9:  } 
10:  #pragma omp section 
11:  {  
12:   if(read_B()==EOF) 
13:    mark=1; 
14:  } 
15:  #pragma omp section 
16:  { 
17:   if(read_R()==EOF) 
18:    mark=1; 




Fig.9  Fragment of OpenMP code 
图 9  OpenMP代码片段 
3.5   代码的执行测试 




真,则从序列中读取一个值.在 ABRO 程序示例中,输入信号有 A、B、R,输出信号为 O.对应的文本文件分别为
A.txt、B.txt、R.txt以及 O.txt,3个输入信号文件的信号值如图 11所示. 
表 6给出了 ABRO程序一次可能的执行结果.例如,对于逻辑瞬间 t1,信号 A、B同时为真而 R为假,则输出
信号 O 为真;而在逻辑瞬间 t2,尽管 A、B 同时为真,但由于此时状态没有被重置,因此,此时 O 的值不存在;在逻




Fig.10  Generated code in VS 2010 perspective 
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Fig.11  Example value of input signals 
图 11  示例输入信号值 
Table 6  A possible execution trace of ABRO 
表 6  ABRO的一次执行结果 
信号 t1 t2 t3 t4 t5 t6 t7 
A 1 1 1 1 0 1 0 
B 1 1 1 1 1 0 1 
R 0 0 1 0 1 0 0 
O 1 ⊥ ⊥ 1 ⊥ ⊥ 1 
经过仿真得到 O的输出如图 12所示,其中的 3个 1与表 6中 O信号的输出相对应,可以看出生成的并行代
码有效地对 ABRO程序的功能行为进行了模拟执行. 
 
Fig.12  Result of the execution 
图 12  执行结果 




度方法中,编译器将根据调度图生成多个 cluster代码块,并有一个主计算 cluster用于进行迭代操作.每个 cluster
有自己的单根时钟树,读取输入后进入运行.在动态调度的分布式代码生成中,SIGNAL 程序中的每条可以并发




异步局部同步(globally asynchronous locally synchronous,简称 GALS)系统.而此类系统不满足 endochrony属性.
为此,文献[27]提出了 weak endochrony理论.就像名字所暗示的那样,weak endochrony对于对象 SIGNAL程序
生成确定性代码所要求的属性更低:程序中可以存在多个根时钟,如果信号间满足 full-diamond 条件即可以生
成确定性多线程代码.然而,检测程序是否满足 weak endochrony 属性是十分困难的.文献[28]提出了一种检测
weak endochrony性质的方法,给出了从 SIGNAL程序中找出可以构造出程序可能出现反应并且不会产生冲突
的最小反应集合.如果此集合具有唯一性,则程序具有 weak endochrony 性质.但此种方法的缺点是需要首先将
SIGNAL程序进行变换生成其无状态抽象,使得一些原本具有 weak endochrony性质的程序丢失信息并导致其
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endochrony.然而,这两种方法也不能适用于所有 weak endochrony 程序.文献[30]提出了基于同步数据流依赖图
(SFDG)的多线程代码生成方法 ,然而文献[30]中仍然采用文献[26]中使用的生成策略 ,并且没有给出 weak 
endochrony属性的验证方法,也没有对方法的正确性进行验证.与前述的基于 weak endochrony的多线程代码生










● 采用方程依赖图 EDG可以更加全面地描述 SIGNAL程序中方程间的数据依赖;基于拓扑排序方法,将可
以并行执行的部分提取出来,仿真代码可以获得较好的并行度; 
● 提出了一种面向 SIGNAL 同步规范的转换并行代码的方法,以 OpenMP 为对象,生成的并行仿真代码可
以在多种系统平台上进行执行分析,具有更大的灵活性. 




OpenMP的 sections结构.生成的 OpenMP并行代码可以正确地仿真 SIGNAL程序的功能行为,并且相对于针对
特定平台线程库的仿真程序具有更大的灵活性. 
未来工作将围绕以下 3 个方面进行:(1) 对并行任务划分方法进行优化,提高仿真代码并行度及执行效
率.(2) 对代码生成过程作进一步的形式化,将流程进行模块分解,每一部分都将被形式化,并使用 Coq 或 Caml
等形式化语言对其正确性进行验证;在对每个模块进行验证之后,再对整体流程进行验证,以保证编译过程全程
的正确性.(3) 对 weak endochrony理论进行深入研究,研究验证 SIGNAL程序是否满足 weak endochrony的可
行算法;在此基础上,研究从 weak endochrony属性的 SIGNAL程序到并行代码的生成方法. 
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