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In this study, a simple and novel method of statistical parameter estimation is proposed for 
lifetime distribution that has three parameters due to the defect clustering in the middle-of-
line and back-end-of-line.  A two-step procedure provides the estimations of distribution 
parameters effectively for the time-dependent dielectric breakdown.  In the first step, a 
clustering parameter of distribution, which is one of the shape parameters, is estimated by a 
linearization treatment of plotted data on the proposed chart.  Then, in the second step, 
shape and scale parameters are estimated by calculating of a slope and an intercept, 
respectively.  The statistical accuracy of the estimates is evaluated using the Monte-Carlo 
simulation technique and mean squared error of estimates.   
2 
1. Introduction
The minimum spacing between metal leads in advanced integrated circuits is continuously 
decreasing with successive generations of technology.  However, because the decrease in 
spacing is too aggressive, impacts of process variations on product yield and reliability also 
become much pronounced [1-7].  From the viewpoint of dielectrics reliability, the spacing 
variation represents the variation of electric field stress and accelerates a breakdown in small 
spacing locations. 
Generally, the Weibull distribution is assumed as a lifetime distribution of dielectrics 
with a temporospatial homogeneousness under a uniform electric field stress.  The Weibull 
distribution tended to fit the observed lifetime data of time-dependent dielectric breakdown 
(TDDB) extremely well [8].  However, the spacing variations of contact-to-gate or via-to-
line spacing remarkably affect the time-dependent dielectric breakdown (TDDB) lifetime at 
the middle-of-line (MOL) and backend-of-line (BEOL) owing to electric field acceleration 
[8-12], and the Weibull distribution often cannot describe the spacing variation impacts [4, 
13-21].
A	lifetime distribution function, which is based on the defect clustering concept, well
describes the spacing variation impacts [21-26].  The proposed lifetime distribution 
function, which is a time-dependent clustering (TDC) model [24, 25], has two shape 
parameters and is known as the generalized Burr-type XII distribution in statistics.  The 
Burr-type XII distribution is a three-parameter family of distributions on the positive real 
line [27, 28].  It is used as a distribution function for household income, crop prices, 
insurance risk, travel time, flood levels, and failure data.  The survival and hazard functions 
of the Burr-type XII distribution are  
𝑅 𝑥|𝑐, 𝛾, 𝑘 = 1 + 𝑥𝑐 + ,-, (1) 
ℎ 𝑥|𝑐, 𝛾, 𝑘 = 𝑘𝛾𝑐 𝑥𝑐 +,/ 1 + 𝑥𝑐 + ,/, (2) 
where 0 < 𝑥 < ∞, 𝑐 > 0, 𝛾 > 0, and 𝑘 > 0.  The TDC model consists of the generalized 
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Burr-type XII distribution, and has two parameters that affect the distribution shape. 
Regarding the Weibull distribution, the Weibull probability plot is widely used for 
lifetime distribution analysis.  One of the purposes of the analysis is to estimate the 
parameter of distribution.  However, owing to the two parameters that affect the distribution 
shape, the conventional Weibull probability plot cannot be applied to the parameter 
estimation for the TDC model.  Recently, a method of statistical parameter estimation has 
been proposed for the TDC model based on the maximum-likelihood estimator (MLE) [22].  
It is based on the asymptotic theory and gives maximum-likelihood estimators of parameters 
and asymptotic variances of the estimators.  However, calculations of MLE are complicated, 
and a more convenient method is desired for the wide usage of the TDC model. 
In this study, a novel and simple method of parameter estimation using the TDC model 
with an iterative solver and a graphical chart is proposed.  A two-step estimation procedure 
gives estimation values of parameters easily within a short time.  The statistical accuracy of 
the estimates and the effectiveness of the method are discussed on the basis of Monte Carlo 
simulation (MCS) results.  Conditions of the TDC model applicable to observations are 
investigated for various populations from the viewpoint of parameter ranges. 
2. Proposed methods
2.1 Theorem 
The origin and suitability of the TDC model have been discussed in the field of yield-
reliability physics [21, 22] and reliability statistics [29].  In the yield-reliability correlation 
theorem, the TDC model for lifetime is based on the negative binominal distribution of 
defects similarly to the relationship between the Weibull distribution of lifetime and the 
Poisson distribution of defects. 
In the Poisson statistics model, defects are assumed to be uniformly distributed across 
an area of a die with a uniform defect density.  If 𝜇 is the average number of defects per 
die, the probability that a die with area 𝐴 has 𝑘 defects is calculated as 
Pr 𝑋 = 𝑘 = 𝜇-𝑘! exp −𝜇 = 𝐷𝐴 -𝑘! exp −𝐷𝐴 , (3)
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where 𝐷 is the defect density.  The probability that a die has no defect is defined as 
Pr 𝑋 = 0 = exp −𝐷𝐴 . (4) 
For reliability, it is reasonable to assume that the number of defects will increase with time 𝑡 under stressed conditions.  Therefore, if it is assumed that 𝐷𝐴 = 𝑡 𝜂 B, Eq. (4) consists 
of the survival function of the Weibull distribution, where 𝛽 and 𝜂 are the shape and scale 
parameters of the Weibull distribution, respectively.  In the case that defects tend to cluster 
rather than uniformly distribute across a wafer, 𝐷 should be treated as a random variable 
rather than a single constant.  In yield modeling, the gamma distribution is assumed for 𝐷, 
and the probability density function (pdf) is expressed as 
𝑓 𝐷 = 𝐷E,/𝛤 𝛼 𝜆E exp −𝐷𝜆 , (5) 
where 𝛼 and 𝜆 are the shape and scale parameters of the gamma distribution, respectively. 
Hence, the probability that a die with the area 𝐴 has 𝑘 defects is calculated as an infinite 
mixture distribution of Eqs. (3) and (5) as follows:  
Pr 𝑋 = 𝑘 = 𝐷𝐴 -𝑘! exp −𝐷𝐴 𝐷E,/𝛤 𝛼 𝜆E exp −𝐷𝜆 𝑑𝐷JK= 𝛤 𝛼 + 𝑘 𝜆𝐴 -𝑘! 𝛤 𝛼 1 + 𝜆𝐴 EL-	.	 (6) 
Equation (6) is the negative binomial distribution.  The probability that the die has no defect 
is defined as 
Pr 𝑋 = 0 = 1 + 𝜆𝐴 ,E = 1 + 𝐷K𝐴𝛼 ,E.	 (7) 
If it is assumed that 𝐷K𝐴 = 𝑡 𝜂 B, Eq. (7) consists of the survival function of the TDC 
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model expressed as 
𝑅 𝑡 = 1 + 1𝛼 𝑡𝜂 B ,E.	 (8) 
Equation (8) agrees with Eq. (1), and the shape parameter of the distribution of defect density 𝛼 is called the clustering parameter of the TDC model.  Therefore, the TDC model belongs 
to the three-parameter family of distributions that have two parameters that affect the 
distribution shape.  Moreover, Eq. (8) approaches the survival function of the Weibull 
distribution as α → ∞.  The pdf of the TDC model is expressed as 
𝑓 𝑡 = − 𝑑𝑑𝑡 𝑅 𝑡 = 𝛽𝜂 𝑡𝜂 B,/ 1 + 1𝛼 𝑡𝜂 B ,E,/.	 (9) 
To obtain the MLE for observations, solving an equation system is required using the partial 
differential of the intricate likelihood function [17].  The failure rate function is described 
as  
𝜆 𝑡 = limST→K Pr 𝑡 < 𝑇 ≤ 𝑡 + Δ𝑡|𝑇 > 𝑡Δ𝑡 	= 𝑓 𝑡1 − 𝐹 𝑡 	= 𝛽𝜂 𝑡𝜂 B,/ 1 + 1𝛼 𝑡𝜂 B ,/. (10) 
2.2 Two-step probability plot 
A parameter estimation method that can be used with versatility will be required for applying 
the distribution to the observed data and obtaining meaningful information.  In this study, 
a novel and simple estimation method based on the probability plot methodology is proposed. 
The cdf of the TDC model is described as 
Japanese Journal of Applied Physics 56, 07KG02 (2017)
https://doi.org/10.7567/JJAP.56.07KG02
© 2017 The Japan Society of Applied Physics 
6 
	𝐹 𝑡 = 1 − 1 + 1𝛼 𝑡𝜂 B ,E. (11) 
Recently, it has been reported that the TDC model holds when the term 𝜂B of the Weibull 
distribution is distributed according to the inverse-gamma distribution [29].  Because the 
inverse-gamma distribution is positively skewed and has a right-tailed shape, the TDC model 
variable indicates an upward convex shape on the Weibull probability plot, as shown in Fig. 
1. This convex upward shape reflects the degree of clustering.  However, the
conventional Weibull probability plot does not give an estimator of 𝛼.
    In the probability plot methodology, the graphic format is designed to linearize 
variables by an equation deformation of the distribution function.  Equation (11) can be 
converted as 
ln 𝑅 𝑡 ,/ E − 1 = 𝛽ln𝑡 − 𝛽ln𝜂 − ln𝛼	. (12) 
Equation (12) means that if the observed lifetime follows the TDC model, a plot of ln 𝑅 𝑡 ,/ E − 1  vs ln𝑡 forms a straight line.  𝑅 𝑡  can be estimated by nonparametric 
estimation (e.g., the Nelson-Aalen estimator [30] and the Kaplan-Meier estimator [31]; see 
Appendix A) for various types of censored data.  Because nonparametric estimation is 
based on the order statistics, 𝑅 𝑡  does not depend on the distribution function and its 
parameters.  Moreover, as indicated in Eq. (12), only the clustering parameter 𝛼 
contributed to the linearity between ln 𝑅 𝑡 ,/ E − 1  and ln𝑡.  On the basis of these 
characteristics, parameters are estimated by the next two-step procedures. 
STEP 1: The correlation coefficient (CC) between ln 𝑅 𝑡 ,/ E − 1 and ln𝑡  is 
maximized (≤ 1) on clustering parameter 𝛼  using an iterative solver.  In this study, 
Pearson’s product-moment correlation coefficient, which is defined for variables 𝑋 and 𝑌 
below, is used as the CC of 𝑌 = ln 𝑅 𝑡 ,/ E − 1  and 𝑋 = ln𝑡. 
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CC = 𝔼 𝑋 − 𝔼 𝑋 𝑌 − 𝔼 𝑌𝔼 𝑋 − 𝔼 𝑋 ] 𝔼 𝑌 − 𝔼 𝑌 ] 	, (13) 
where 𝔼 ∙  means the expected values of random variables.  𝛼 can be obtained as the value 
that gives the maximum CC. 
STEP 2:  Estimation of the shape and scale parameters 𝛽 and 𝜂 can be obtained from the 
line fitted to the plotted data of ln 𝑅 𝑡 ,/ E − 1  vs ln𝑡 on 𝛼.  The slope of the fitted 
straight line gives 𝛽, and 𝜂 can be calculated from the x-axis intercept of the fitted line as 
follows: 
𝜂 = exp ln𝑡K − 1𝛽 ln𝛼 = 𝑡K𝛼/ B	, (14) 
where 𝑡K is the time to ln 𝑅 𝑡 ,/ E − 1 = 0 for the fitted line. 
    Figure 2 shows an example of the two-step probability plot for the data set used in Fig. 
1. As shown in Fig. 2, the plot is linear, and parameter estimators are close to the true values.
Most of the solver tools (e.g., the MS-Excel solver tool) can provide results within a second.
However, note that the two-step procedure may partly ruin a potential to investigate the
goodness of fit of the data to the TDC model.  Because the linearization procedure in STEP
1 adjusts the data set so that it linearizes as much as possible, it may be in conflict with the
goodness-of-fit test.  For example, random variables from the lognormal distribution may
be linearized by STEP 1 as if it is the one from the TDC model because it shows a convex
upward shape on the Weibull plot.  Therefore, as an advancement of the proposed plot, a
goodness-of-fit to other distributions (e.g., Weibull or lognormal distribution) should be
analyzed using conventional probability plots or any other methods previously proposed.
2.3 MCS 
The statistical accuracy of the proposed method was investigated by MCS as shown in Fig. 
3. One data set for a single trial was generated as random variables of the generalized Burr-
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type XII distribution (TDC model).  In this study, no data censoring is considered.  
Variable generation and parameter estimation are repeated until the number of trials reaches 𝑚, which was set previously.  These multiple trials give the distributions of the parameter 
estimators.  The mean squared error (MSE) can be used as a measure of the uncertainty of 
an estimator: 
MSE 𝜃 ≡ 𝔼 𝜃 − 𝜃 ] = 𝜃 − 𝜃 ]𝑓 𝜃 𝑑𝜃J,J 	, (15) 
where 𝑓 𝜃 is the pdf of the estimator 𝜃 for the parameter 𝜃.  Indeed, the MSE, variance, 
and the bias of an estimator are related by 
MSE 𝜃 = Var 𝜃 + 𝔼 𝜃 − 𝜃 ]	. (16) 
The first term of Eq. (16) represents a variance of the estimator.  The second term of Eq. 
(16) represents a squared bias that means a difference between the expected value and the
true underlying quantitative parameter.  Therefore, the MSE combines the spread and
miscentering of the sampling estimator distribution of MCS.
In this study, the coefficient of variance (CV) is defined by the root of mean squared 
error divided by the mean as follows: 
CV 𝜃 = MSE 𝜃𝜃 	. (17) 
It is used as a comparable indicator of the goodness of the estimator that has various means. 
As shown in Fig. 4, a stable CV can be obtained by MCS with large trials (e.g., 𝑚 ≥ 1000). 
In this study, the number of trials is fixed at 𝑚 = 10000. 
3. Results and discussion
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3.1 Sample size dependence 
To obtain estimates with high accuracy under high clustering condition (𝛼 = 0.2), a large 
sample size is required for lifetime distribution estimation as shown in Fig. 5.  The CVs of 
distribution parameters and those of estimated lifetime at low cumulative probabilities (i.e., 
0.1% and 1 ppm) that are reflective of the parameters increase with the decrease in sample 
size.  In particular, the CV of 𝛽 is significantly larger than those of the other parameters 
for a sample size of 𝑛 ≤ 100.  However, the CV of lifetime at a low cumulative probability 
(e.g., 0.1% and 1 ppm) is not markedly affected despite the noticeable increase in the CV of 𝛽.  It may suggest a contribution of the clustering parameter that also affects the lifetime 
distribution shape. 
    With a small sample size, the distributions of estimators show distorted shapes.  
Figures 6-8 show estimator distributions for 𝑛 = 100, 1000, and 10000.  Tables I-III show 
the statistics of the estimator distributions.  As shown in the Figs. 6-8, the estimator 
distribution is positively skewed in the case of a small sample size.  Moreover, the 
distribution shape approaches normal distribution as the sample size increases, as suggested 
by Tables I-III.  Both the skewness and kurtosis approach 0 as the sample size increases, 
which indicates the normality of the distribution.  It agrees with the asymptotic normality 
of the estimator.  Hence, a large sample size of observation is imperative to obtain high 
accuracy of the TDC model estimates.  However, generally, it is difficult to deal with a 
large number of samples for the TDDB test.  Therefore, a multilink test structure (area 
scaling test) will be appropriate to cover the sample size effect that is based on the amount 
of information. 
3.2 Correlation of parameters 
Because there are two parameters, 𝛼 and 𝛽, that define the shape of the distribution, the 
correlation between them should be determined.  Figures 9 and 10 show the correlations 
between 𝛼 and 𝛽 under a high defect clustering condition (𝛼 = 0.2) and a low defect 
clustering condition (𝛼 = 1.0), respectively.   
    As shown in Fig. 9, under the high defect clustering condition, 𝛼 tends to be smaller 
and 𝛽 tends to be larger than the true values.  Equation (14) suggests that 𝛼 and 𝛽 show 
trade-off characteristics.  The x-axis intercept of the two-step probability plot 𝑡K will be 
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an interpolation value for any observed data set without censored data.  Therefore, the 
estimate of the scale parameter does not vary markedly, as shown in Table III.  In addition, 
as indicated by the second term of Eq. (14), 𝛼 and 𝛽 will show the trade-off characteristics. 
In particular, 𝛽 increases markedly with decreasing 𝛼.  Therefore, a large sample size of 
observation is indispensable for the two-step probability plot to avoid this trade-off issue. 
    In contrast, 𝛼 tends to be large and 𝛽 tends to be small under the low defect clustering 
condition, as shown in Fig. 10.  In particular, 𝛼 tends to be large, which indicates no 
clustering.  Statistically, the lifetime distribution is considered as the Weibull distribution.  
At the same time, 𝛽 is slightly smaller than the true value.  Consequently, the two-step 
probability plot for the TDC model under the low defect clustering condition will give a 
slightly pessimistic result of estimation. 
3.3 Effective range of TDC model analysis 
Even with the appropriate sample size, there is a certain scope of applications of the TDC 
model and the proposed method, which is defined by the range of parameters.  Figure 11 
indicates the 𝛼 dependence of CV.  In the range of 𝛼 > 2, 𝛼 may be estimated as an 
infinity.  It means that the case of no clustering tends to be estimated.  In that case, the 
Weibull distribution may be considered appropriate in accordance with Ockham’s razor. 
Additionally, lifetime estimation using the TDC model is appropriate for degradation 
phenomena.  Figure 12 shows the 𝛽 dependence of CV.  The CVs of 𝜂 and lifetime 
estimation of the low cumulative probability markedly increase in 𝛽 < 1.  𝛽 reflects a 
change in intrinsic failure rate, as shown by Eq. (10), and this result suggests that the TDC 
model is suitable for the phenomenon of increasing failure rate. 
4. Conclusions
The simple estimation method using the two-step probability plot for the parameter 
estimation of the TDC model was proposed.  The two-step probability plot can provide 
estimators without complicated calculation compared with the advanced statistical method. 
The statistical estimation accuracy of the method was investigated by MCS.  The proposed 
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method shows effectiveness in the parameter estimation of the TDC model for phenomena 
associated with increasing failure rate under the high defect clustering conditions. 
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Appendix A 
A.1 Nelson-Aalen estimator
The Nelson-Aalen estimator [30] is a nonparametric estimator of the cumulative hazard rate
function.  The estimator is described as
𝐻 𝑡 = 0 𝑡 < 𝑡/𝑑k𝑛kk:TmnT 𝑡/ ≤ 𝑡 	, (A-1) 
where 𝑑k is the number of failures at 𝑡k and 𝑛k is the number of individuals at risk (i.e., 
alive and not censored) immediately prior to the time 𝑡k 𝑛k = 𝑛 − 𝑑kk:TmnT .  𝑑k and 𝑛k 
do not depend on the lifetime distribution.  Moreover, the both are determined in any type 
of censored data.  An estimator of the survival function can be estimated by the relationship 
between the cumulative hazard rate function and the survival function as follows: 
𝑅 𝑡 = exp −𝐻 𝑡 . (A-2) 
A.2 Kaplan-Meier estimator
The Kaplan-Meier estimator [31] is a nonparametric estimator of the survival function.
The estimator is described as:
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𝑅 𝑡 = 1 𝑡 < 𝑡/1 − 𝑑k𝑛kk:TmnT 𝑡/ ≤ 𝑡 . (A-3) 
Similarly to the case of the Nelson-Aalen estimator, the survival function can be estimated 
using any censored data. 
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Table Captions 
Table I. Statistics of 𝛼 obtained by MCS. 
Table II. Statistics of 𝛽 obtained by MCS. 
Table III. Statistics of 𝜂 obtained by MCS. 
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Figure Captions 
Fig. 1. Weibull plot of generated TDC model variable. 
Fig. 2. Proposed plot in STEP 2. 
Fig. 3. Schematic diagram of MCS. 
Fig. 4. CV vs number of trials. 
Fig. 5. Sample size dependence of CV. 
Fig. 6. Estimator distributions of the clustering parameter. 
Fig. 7. Estimator distributions of the shape parameter. 
Fig. 8. Estimator distributions of the scale parameter. 
Fig. 9. Correlation between estimators of the clustering and shape parameter (in the case of 
high defect clustering). 
Fig. 10. Correlation between estimators of the clustering and shape parameter (in the case of 
low defect clustering). 
Fig. 11. CV vs clustering parameter. 
Fig. 12. CV vs shape parameter. 
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Table I 
Sample size 100 1000 10000 
Minimum <0.01 0.0693 0.1646 
Maximum 0.7190 0.3516 0.2401 
Mean 0.1983 0.1973 0.1991 
Standard deviation 0.0947 0.0302 0.0096 
Skewness 0.843 0.286 0.062 
Kurtosis 1.079 0.173 -0.032
Table II 
Sample size 100 1000 10000 
Minimum 1.2101 2.0158 2.6195 
Maximum 48.330 6.9856 3.5181 
Mean 3.7142 3.0641 3.0115 
Standard deviation 2.8072 0.3626 0.1090 
Skewness 7.842 0.766 0.230 
Kurtosis 92.547 2.157 0.065 
Table III 
Sample size 100 1000 10000 
Minimum 0.2161 0.6174 0.8845 
Maximum 2.7354 1.4179 1.1144 
Mean 0.9709 0.9865 0.9964 
Standard deviation 0.2980 0.0981 0.0315 
Skewness 0.726 0.252 0.065 
Kurtosis 0.904 0.167 -0.039
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Fig. 1 (Black and white) 
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Fig. 2 (Black and white) 
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Fig. 3 (Black and white) 
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Fig. 4 (Color online) 
 
0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
1 100 10000
Co
ef
fic
ie
nt
 of
 v
ar
ia
nc
e
Number of trials
a b h t0.1 t1ppm
  Template for JJAP Regular Papers (Jan. 2014) 
22 
 
Fig. 5 (Color online) 
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Fig. 6 (Black and white) 
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Fig. 7 (Black and white) 
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Fig. 8 (Black and white) 
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Fig. 9 (Color online) 
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Fig. 10 (Color online) 
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Fig. 11 (Color online) 
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Fig. 12 (Color online) 
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