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ABSTRACT 
The problem treated is to give upper bounds for lil(A)l/n(A), where A is a positive 
matrix, I(A) is any one of its eigenvalues andn(d) is the biggest eigenvalue. Although 
Hopf’s inequality [7] is in a certain sense best possible, the inequality can be improved 
if one makes use of the eigenvector associated with n(A). The general setting is that 
of a linear operator A (in a locally convex space) mapping a cone into itself; the 
technique is to introduce semi-norms in such a way that the contraction of the 
cone measured in these norms gives an upper bound for 1;1(A)l/n(A). In Sect. 5 the 
results are applied to non-negative matrices. A converse problem is treated in Sect. 6. 
EINLEITUNC 
Seit den Arbeiten von Perron [13] und Frobenius [4, 5, 61 (vgl. such 
Wielandt [IS]) weil3 man, da6 jede positive Matrix A > 0 einen einfachen 
positiven Eigenwert n(A) besitzt und dal3 die tibrigen Eigenwerte 1(A) 
dem Betrage nach kleiner als n(A) sind. Analoge Resultate wurden von 
Jentzsch [9] zunlchst fur positive Integraloperatoren, dann allgemeiner 
von Krein und Rutman [ll] in Banachraumen fur vollstetige lineare 
Operatoren A, die einen Kegel in sich abbilden, und von Schaefer [14, 15, 
161 fur positive Operatoren in lokalkonvexen Raumen bewiesen. 
Birkhoff [2] gelang es als erstem, eine Abschatzung a(A) fur den 
Quotienten II(A)l/n(A) < a(A) < 1 fur gewisse positive Operatoren A 
in Banachverbanden E zu finden. Er ftihrte auf dem Kegel C aller nicht- 
negativen Elemente von E eine projektive Metrik ein und zeigte, da13 
a(A) ein Ma13 daftir ist, wie stark A den Kegel C, gemessen in dieser Metrik, 
kontrahiert. Hopf [7] gab, im wesentlichen ebenfalls fur Banachverbande, 
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eine bessere Abschatzung fur j/?(A)l/7c(A), die sogenannte Hopfsche Un- 
gleichung, die in gewissem Sinn nicht mehr weiter verbessert werden kann. 
Ostrowski [12] diskutierte die Ergebnisse von Birkhoff und Hopf, ins- 
besondere wandte er sie auf die Theorie positiver Matrizen an. Bauer [l] 
gab, unter allgemeineren Voraussetzungen, einen elementaren Beweis 
der Hopfschen Ungleichung. 
In dieser Arbeit wird gezeigt, da13 man die Hopfsche Abschatzung 
weiter verbessern kann, wenn man den zu n(A) gehijrigen Eigenvektore E C 
heranzieht. Dabei ist, tiber die Arbeiten von Birkhoff und Hopf hinaus, 
A ein beliebiger linearer Operator in einem lokalkonvexen Raum E, der 
einen gewissen Kegel C c E in sich abbildet. In Abschnitt 1 werden 
einige elementare Eigenschaften von Kegeln in lokalkonvexen Raumen 
zusammengestellt ; in den beiden folgenden Abschnitten werden, abhangig 
von dem Eigenvektor 9, eine Halbnorm auf E, osc(x/p), die Verallge- 
meinerung der Oszillation von Hopf, sowie die dazu duale Norm lzp auf 
einem Teilraum Lr@) des zu E dualen Raumes E’ eingeftihrt. Diese 
(Halb-) Normen sind so konstruiert, daL3, siehe Abschnitt 4, die mit ihrer 
Hilfe gemessene Kontraktion des Kegels C zu einer oberen Schranke ftir 
1&4)1/~(A) ftihrt. In Abschnitt 5 werden die gewonnenen Ergebnisse 
auf n x n-Matrizen A > 0 angewandt. Im letzten Abschnitt wird, 
ebenfalls fur n x n-Matrizen A, eine gewisse Umkehrung der Frage- 
stellung untersucht: Es wird gezeigt, da13 es einen Kegel CS R” gibt, 
so daf3 A die Menge C\(O) d m as Innere von C abbildet, wenn jA(A)j < 
n(A) gilt, fur alle von n(A) > 0 verschiedenen Eigenwerte ii(A) von A. 
1. ORDNUNGSKEGEL IN LOKALKONVEXEN R.;iUMEN 
Sei E ein reeller Vektorraum. 
Eine Menge US E heiBt radial, falls es zu jedem x E E ein ;1 > 0 
gibt, so daf.3 
#uXGU fur alle O<p<L 
Wenn K E E eine konvexe Menge ist, sol1 Ki die Menge der algebraisch 
inneren Punkte von K bedeuten, 
Ki := {xiK - x radial}, 
sowie K” die Menge der algebraischen Bertihrungspunkte von K, 
K” := (xi V y: (X,Y]E K), 
YEK 
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WO 
(x,y] := {Ax + (1 - ;I)ylO < A < 11. 
Sei ferner in E eine Halbordnung ,,<“ mit dem zugehorigen Positivitats- 
kegel C gegeben, 
C ist konvex und echt, 
C+ 
Die Halbordnung heiBe 
/_/ 3 0 folgt x < 0. 
Es gilt der 
c := {XIXEE, x > O}. 
d. h. 
c = c, c n (- C) = (0). 
stark archimedisch, wenn aus ,UX < y fur alle 
1.1 KATZ. Eine Halbordnung ,,<” auf E ist genau dann stark archi- 
medisch, wenn der zugeh6rige Positivitdtskegel C (echt und) algebraisch ab- 
geschlossen ist, d. h. rxenn C = C” gilt. 
Beweis. a) Ware C # C”, so @be es ein y E C’\C und ein x mit 






&Y 1 = (1 + ru)% 
Ftir ,u>O gilt nun Z,E[x,y)s C, also (l+p)z,=x+,uyEC. Da 
aber C stark archimedisch ist, folgt y > 0. Widerspruch! 
b) Ware die Halbordnung nicht stark archimedisch, so @be es 
x, y E E, y $ C derart, daf3 x + py E C fiir alle ,U > 0. Es folgt 
& (x + py) E C ftir alle k 3 0 
und damit [x, y) c C, d. h. y E C” = C. Widerspruch! 
Ein verwandter Satz findet sich bei Schaefer [17]. 
Sei jetzt E’ ein reeller Vektorraum derart, daf3 (E’, E) mit der auf 
E’ x E erklarten bilinearen Form yHx, yHe E’, xrzE, ein Dualsystem ist, 
vgl. [lo, 171. 
Der zu C C E duale Kegel C” ist definiert durch 
C” := {xHIxH~E’, x”y > 0 fur alle YEC}. 
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Es gilt 
1.2 SATZ. Es sei Ci # $ (d. h. die durch C auf E induzierte Halbordnung 
be&t Ordmmgseinheiten, siehe Schaefer [17]). Dann ist die auf E’ durch 
CD induzierte Halbordnung stark archimedisch. 
Beweis. Wir zeigen zunachst CD fl (- C”) = (0). 
Wegen Ci # 4 gibt es ein p E Ci, so dal3 in E die Menge C - p radial ist. 
Da (E’, E) ein Dualsystem ist, gibt es zu jedem xH E CD, xH # 0, ein 
y E E, so da8 x”y $I 0. Insbesondere kann o. B. d. A. x”y < 0 ange- 
nommen werden. 
Da C - p radial ist, gibt es ein 1 > 0, so da8 
AyEC-P, i.e., p + AYEC, 
und es folgt aus der Definition von CD 
XH(p + 1y) = x”p + @y > 0, 
d. h. 
x”p > 0 fur alle XHECD mit XH f 0. 
Daraus folgt sofort C” ll (- CD) = (0) und der Kegel CD ist echt. Die 
Konvexitgt ist trivial. 
Die algebraische Abgeschlossenheit von CD ergibt sich aber aus der 
Tatsache, da8 in E’, CD als Polare der konvexen Menge CC E schwach 
abgeschlossen ist (siehe z. B. [lo, 171). 
Als Nebenresultat haben wir 
1.3 SATZ. 1st Ci # 4, so gilt fiir alle p E Ci und alle xH E CD\(O) die 
Ungleichung ~“9 > 0. 
2. DIE HALBNORM OSC(X/p) 
Fur jedes p E E und jedes x E E sind 
lub(x/p) := inf (11~ < 3Lp) E K* 
glb(x/p) := sup {Ljnp < x} E R*, 
R* = R U {+w, -w> 
wohldefiniert, vgl. Bauer [l]. 
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Der Kegel CE E heil3t schwach archimedisch, falls aus ,ua < b fiir 
alle p folgt a = 0. 
1st CG E schwach archimedisch und p E C\(O), dann gilt, vgl. Bauer 
[I!? 
2.1 SATZ. 
4 lub(x/$) > --oo, gW/P) < m. 
W lub(x/$) = glb(x/P) = p * x = pp. 
c) lW4P) > gW/P). 
1st CE E stark archimedisch und Ci # $, so gilt fiir p E Ci und be- 
liebiges x E E scharfer 
2.2 !!iATZ. 
4 - cm < glb(x/P) = max {Al@ < z> E R. 
b) co > lub(x/$) = min (11% < &J} E R. 
Beweis. Wegen p E C’ ist C - p radial, und daher gibt es zu jedem 
x E E ein ,u > 0 mit - ,UFC” E C - 9, d. h. 
also 
Analog folgt 
lub(x/#) < -too. 
glb(x/P) > -m. 
Sei tc := lub(x/p). Dann gilt ftir alle e > 0 wegen ~5 E C” 
x < (M + E)P, (x - EP)/& <P> 
woraus folgt 
Ax-aP)GP fur alle p 30. 
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Aus C = C” folgt x < up, d. h. 
a) lub(x, p) = min {Ai% < I$}. 
Ebenso folgt 
b) glb(x/$) = max {I/@ < x}. 
Wir betrachten nun die Funktion 
osc(x/$) := lub(x/@) - glb(x/$). 
2.3 SATZ. Sei C stark archilnedisch und p E C’; dann ist osc(x/p) 
auf E eine Halbnorm beziiglich x. 
Bemeis. Zu zeigen ist 
4 osc(x/P) > 0, osc(x/p) < +-J. 
b) osc(ccx/p) = lcz osc(x/P) fiir alle aER. 
4 04(x + Y)/P) < OSW~) + WY/P). 
a) folgt sofort aus 2.1 c) und 2.2. 
b) Wegenp E C”ist @ < x <,upmit 1 := glb(x/p) und ,u := lub(x/p), 
also osc(x/p) = p - il. Fiir (x. > 0 folgt: 
osc(ccx/p) = a(/4 - A) = a osc(x/P). 
Ftir cc < 0 folgt : 
qJP < QX < U@> 
also 
osc(ax/p) = Lx@ - y) = 1x1 osc(x/P). 
c) folgt ebenso. 
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Bemerkung. Verlangt man zu 2.3 nur p E C, C = C”, C fl (- C) = 
.{O}, dann kann osc(x/p) = +m werden. Andererseits gilt 
2.4 SATZ. Ist E mit einer Topologie Z versehen, derart dap E’ der zu 
E &ale Raum alley stetigen linearen Funktionale auf E ist, und ist p sogar 
topologisch innerer Punkt zlon C, dann ist osc(. I$) eine stetige Halbnorm 
auf E. 
Beweis. 1st $J topologisch innerer Punkt von C, dann gibt es eine 
offene kreisformige Nullumgebung U mit C - ~5 2 U. Es folgt 
und daher 
(c - p) n (p - c) 3 u 
UE (C-pp)n(p-C)={xl-p~x~p>, 
U c {x~osc(x/p) < 2}. 
Die zu osc(x/p) gehorige Einheitskugel 
enthalt die offene Menge $U. Q.E.D. 
(2.5) 
3. DUALE CHARAKTERISIERUNG VON OSC(+) 
Wir betrachten wieder das Dualsystem (E’, E). Fur p E C werden 
nun in E’ folgende Mengen studiert: 
4 Kp := {yHlyH 3 0, y”p = 1). 
b) Ap:=Kp-Kp. 
4 L, := {yHlyH E E’, y”p = O}. 
Trivial ist folgende Eigenschaft dieser Mengen : 
L, 2 UP& 
P>O 
Ferner gilt 
3.1 SATZ. Es sei p E C\O, C abgeschlossen beziiglich einer mit (E’, E) 
vertriiglichen Topologie und C fl (- C) = (0). Dann gilt 
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P>O 
d. h. die schwach abgeschlossene H&e van Up,O pK, ist Cu. 
Beweis. 1) Wegen p E C\O und C fl (- C) = (0) folgt - p $ C. 
Da C abgeschlossen ist, also C = CD”, muB es ein yH E Co geben mit 
YH(- PI < 0. 
Also gibt es ein u > 0 so, da2 uy”p = 1, ayH E K, # 4. 
2) Es ist U ,,>a pKp = {x”jx” > 0, x”P > O}, 
CD = {XHI# 2 0, #p >, O}. 
Wahlt man yoH E K, fest, so gilt demnach ftir alle 0 < A < 1 und ftir be- 
liebiges yH E C” 
also 
(;lyoH + (1 - 4YH)P > 0 
ilyf + (1 - 4yHe U &,. 
PDO 
Demnach ist ftir alle yH E C” ebenfalls yH E (Up,, pK,)“, also erst recht 
YHNJ p,. pKP). Mithin gilt 
CDs (U PK,). 
D>O 
Die umgekehrte Inklusion ist trivial. 
3.2 SAT% Sei p E C, dann gilt 
1) sup yHx < lub(xlP), 
yHcKp 
2) inf yHx > glb(x/p). 
jHE Kg 
Beweis. Wir zeigen nur 1). Falls p := lub(x/p) = CQ, dann ist 1) 
trivial richtig. Sei deshalb p < + CO. Dann gilt ftir jedes E > 0 
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also nach Definition von K, fur alle yH E I<, 
YHX < (P + E)yHp = p + P. 
Es folgt 
sup Y% < ,L? = lub(x/p). 
?A Kp 
Interessanter ist 
3.3 SATZ. Sei $ E C ~~0, C abgeschlossen beziiglich einer mit (E’, E) 
vertriglichen Topologie, d. h. C = Cl’“, dann gilt fiir alle x E E 
1) sup YHx = lub(x/p), 
1 HEKp 
2) inf yHx = glb(x/p), 
,,H,Kfi 
3) osc(x/P) = sup _Y% 
1 HcLll, 
Beweis. Wir zeigen nur 1). 2) folgt aus Symmetriegrtinden, 3) folgt 
unmittelbar aus 1) und 2). Sei tl : = supVHeK p yHx. Fur CI = +cc ist 1) 
trivial. Sei deshalb -CO < u. < +oo, dann gilt 
YHX < a = y”pu 
fiir alle YH E K,, d. h. 
YN(X - =P) d 0 
ftir alle YH E UP,,, pK,. Daher gilt 
- (x - @) E (U PK$ = (U PK,)“. 
P,O P>O 
Nun ist wegen 3.1, 2) U,,,pK, = C”, also 
- (X - a$) EC”” = C, 
und damit x < up, d. h. 
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u = sup yHx >, lub(x/P). 
yHe Kfi 
Der Rest folgt aus 3.2. 
3.4 SATZ. Sei P E C und C abgeschlossen beziiglich einer mit (E’, E) 
vertriiglichen Topologie. Dann ist der van A, aufgespannte lineare Teilraum 
L1(P) := ,II, /,A$ 
in L, schwach dicht. 
Beweis. Trivialerweise ist L, 2 L1@) = Up>,, ~4,. Ware die schwach 
abgeschlossene Htille L1@) von L1@) von L, verschieden, so @be es ein 
yOH E L,\L,@‘. Nach einem Trennungssatz ftir konvexe Mengen (vgl. 
z. B. [lo]) gibt es nun ein x,, E E, so da8 
YHXa = 0 ftir alle yH E L1(P’ 
y/x0 = 1 
also 
osc(Xa/p) = sup y%a = 0. 
rH~Ap 
Nach Satz 2.1, b) ist x0 = AP fiir ein ;1, im Widerspruch zu 
yOHxO = 1 
YoHP = 0 cr,” E Lp) 
3.5 SATZ. Sei P E C’, C = C DD dann ist A, in E’ schwach beschriinkt. ,
Beweis. Es muI ftir jedes x E E gezeigt werden 
sup yx< +m. 
yHe $, 
Dies ist aber nach 3.3 gleichbedeutend mit osc(x/P) < +bo fur alle x E E, 
was eine triviale Folge von 2.3 ist. 
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3.6 KATZ. Ist p E C ein topologisch innerer Punkt des abgeschlossenen 
Kegels C, so sind K, und A, schwach kompakt. 
Beweis. Unter den Voraussetzungen des Satzes ist namlich U := 
p - C eine Umgebung der 0 in E. Die Menge K, laf3t sich dann schreiben 
in der Form 
Kp={yHIyH>OAyHP=l} 
= {yHjyHp = 1, yHx 3 0 fur alle x E C} 
= {yHjyHp = l} n {y”(y”(p - x) >, 0 ftir alle xep - C> 
= M n {yHjyH~ < 1 fur alle x up - C} 
= Mn i?,M: = {yHlyHp =i}. 
Nun ist UD als polare Menge einer 0-Umgebung schwach kompakt (Satz 
von Alaoglu-Bourbaki [lo, 17]), L, ist schwach abgeschlossen, daher 
Kp = M fl U” selbst schwach kompakt. A, = Kp - K, ist als Differenz 
zweier konvexer, schwach kompakter Mengen wieder schwach kompakt. 
3.7 SATZ. Sei p E C und C abgeschlossen beziiglich einer mit (E’, E) 
vertriiglichen Topologie. Dann gilt fiir, vgl. 2.5, die Einheitskugel S, 
1) S, ist abgeschlossen, 
2) S, = (J,)? 
d. h. osc(+) = sup ,,HEip yHX. 
Beweis. Die Einheitskugel von osc(x/p) 
s, := {xlosc(x/p) < l} 
ist gleich 
ApD := {xIyHx < 1 fur alle yH E Ap}, 
d. h. gleich der zu A, polaren Menge. Damit ist S, schwach abgeschlossen. 
Dementsprechend ist such die schwach abgeschlossene Htille d, von 
A, gleich 
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‘jp = A pDD = SPD = {yHiyH~ < 1 fur alle XE Sp} 
und es gilt 
(A,)” = {xI~~x < 1 fur alle yHEilP} = S,. 
Unter den Voraussetzungen von 2.3 erzeugt die konvexe Menge A, im 
Raum LICp) = UPa PA, eine Norm 
sp(yH) = inf {AlA > 0, yH E 1 Ap}, yH E L,‘? 
L, ist namlich wegen A, = - A, in LIcpJ radial, und wegen der schwachen 
Beschranktheit von A,, vgl. 3.5, gibt es kein yH # 0, so daB 
np(rH) = 0 
ist . 
Ebenso erzeugt such die schwach abgeschlossene Htille 6, von A, 
in 
L,(P) : = p. p 6, 2 L1(P) 
eine Norm 
fip(yH) = inf {AjA > 0, yH E AA,>, yH E L,lp), 
da mit A, such A, schwach beschrankt ist. 
Unter den schwacheren 1;oraussetzungen von 3.7 ist np(yH) in L,‘“’ 
lediglich eine Seminorm, ebenso fir(yH) in Lzfpl. 
3.8 KOROLLAR. Sei P E C, C abgeschlossen, beziiglich einer mit (E’, E) 
vertriiglichen ToPologie. Dann gilt 
1) osc(x/P) = sup {yH+p(yH) < 11 fiir alle XEE 
2) osc(x/P) = SUP{YH+p(YH) d 1> fiir alle XEE 
3) fip(YH) = SUP {YH+c(4P) < 1> fiir alle yF1 E L,(P) 
mit 
L,(P) = {y”i sup y% < +c0>. 
OSC(X/P)~1 
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4. KONTRAKTIONSEIGENSCHAFTEN POSITIVER OPERATOREN 
Sei nun der reelle Vektorraum E mit einer lokalkonvexen Topologie 
versehen, die mit dem Dualsystem (E’, E) vertraglich ist und sei ferner 
A : E - E eine positive stetige lineare Abbildung, d. h. 
Dann bildet die adjungierte Abbildung 
E’ 3yH -yHA E E' 
die durch 
(Y~A)W = ~~(4 fiir alle XEE, yH E E’, 
definiert ist, den dualen Kegel CD in sich ab: 
yH)IO* (yHA)(x) =yH(Ax)>,O ftir alle X20 
also yHA >, 0, CDAc CD. 
Es ist ferner bekannt, da13 die adjungierte Abbildung yH -t yHA 
schwach stetig ist. 
Der reelle lokalkonvexe Vektorraum E kann auf die tibliche Weise 
in einen komplexen lokalkonvexen Vektorraum 
V:=E@iE 
eingebettet werden, und die positive stetige Abbildung A kann auf V zu 
einer stetigen Abbildung fortgesetzt werden, indem man fur z = x + ;y, 
X, y E E, setzt 
AZ = Ax + iAy. 
Ftir p E C” kann die Seminorm osc(x/fi) auf E fortgesetzt werden auf F’, 
indem man ftir z = x + iy E V, x, y E E setzt (vgl. [17]) 
I osc(z/P) = sup osc 
1 i 
(cos 6)x + bin @Y ~ o < * < 2n . ~ 
1 P .-- 1 
(4,1) 
Man bestatigt sofort, daI3 osc(~/P) eine Seminorm auf V ist mit den 
folgenden Eigenschaften : 
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4 0+/P) b 0 fiir alle ZE v. 
b) osc(z/@) = 0 0 z = 2p, 1E&. 
c) osc(~z/P) = pj OSC(~/P)> IECL 
(4.2) 
4 osc((z, + d/P) < OSC(Zl/P) + o&?/P). 
Wir setzen nun voraus, dab die positive stetige lineare Abbildung A einen 
Eigenvektor p E C” besitzt, d. h. Ap = n(A)@. Wegen AC5 C folgt 
n(A) > 0. 
Definiert man nun 
K(A) := sup {osc(Az/p) lz E V, osc(z/p) < I}, (4.3) 
so gilt wegen der Homogenitat von osc(z/p), wegen A@ = n(A)* und wegen 
4.2, c) die Beziehung 
os4WP) < K(A) oW/P) fur alle ZE v. (4.4) 
1st nun z irgendein Eigenvektor von A zum Eigenwert L # TC, so gilt 
wegen 4.2, b), osc(z/p) > 0, und daher wegen 4.2, c) und 4.4 
PI G K(A) 
Der folgende Satz zeigt, daf3 K(A) <n gilt, und dab man K(A) such auf 
andere Weise berechnen kann: 
4.5 SATZ. Die positive stetige lineare Abbildwg A : V + V, ACG C, 
C abgeschlossen, besitze einen Eigenvektor $, p E Ci, zum Eigenwert n(A). 








K(A) = sup {osc(Ax/p) lx 6 E, osc(x/p) < l} 
=sup{yHA+~E,yH~E’,osc(x/p)~l,yHu$,} 
= sup {yHA+ E E, yH E E’, osc(x/p) < 1, yH EL&} 
= sup {fip(yHA) IyH E E’, Gp(yH) < l} 
= sup {iip(y’-) IyH E E’, fi@‘) < l} 
< SUP {“&yH4 IyH E E’, n,(rH) < 11 
<n(A). 
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Bezweis. a) Nach Definition von K(A), 4.3, gilt sicher 
K(A) > SUP {+A +) / x E E, OS++) < l} = : K(A). 
Nun gilt wegen AEc E und nach Definition von osc(z/fi): 
K(A) = sup osc(A(cos 8x + sin ey)/p) 
x,y, 8: X,YEE 
0<8<2n 
osc((cos~x + sinvy)/+) < 1 fur alle O<p,<2n 
< sup osc(A(cos 6% + sin Oy)/p) 
X,Y, 0: x,y~E 
0<8<2n 
OSC((COS ex + sin eyyp) < 1 
= ii(A). 
Also gilt K(A) = ii(A). 
b) und c) sind unmittelbare Konsequenzen von Korollar 3.8, 1) und 
2). d) folgt sofort aus c) und 3.8, 3): 
K(A) = sup {sup {yHA+ E, osc(x/$) < l}} 
rH,Zp x 
= sup {sup(yHA)+ E E, osc(x/$) < l}. 
$‘:tip@) < 1 x 
e) folgt auf dieselbe Weise aus b). 
f) folgt aus e) und der Tatsache, da0 
Izp(YH) b Cfi(YH) fur alle yHeE’. 
g) Es ist nach Definition von np 
sup {np(yHA) 1~~ E E’, np(yH) < 1) 
= inf {I. > OldpA < Ad,}. 
Nun ist wegen A$ = n(A)@ ftir jedes yH E K, 
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(yHA)p = yHAp = n(A). 
1st n(A) > 0, so folgt wegen CD_4 G C” 
(4.6) 
-LK,A s K,, 
4A) 
und daher 
;;+ (Kp - &)A = $A.oA c A,, 
A,A E n(A) AC. 
1st dagegen n(A) = 0, so folgt aus 4.6, C”A c Cl’ und 1.3 
_YHA = 0 fur alle y*E K, 
Also ist wieder 
il,A = 0 L n(A) A,. 
In jedem Fall gilt daher 
K(A) <sup{no(yHA)jyH~~', np(yH) < 1) <dA). 
4.7 KOROLLAR. Ist under den VorazLssetzzLngen von Katz 4.5 $J sogar 
ein topologisch innerer Punkt von C, dann ist such 
K(A) = sup {np(yHA) IYH E E’, n&Y*) < 11 
<n(A). 
Beweis. Es ist dann namlich nach Satz 3.6 A, schwach kompakt, 
also A-, = Ap, fib = wp. 
Das Hauptresultat steht in gewissem Zusammenhang mit der Arbeit 
van Birkhoff [2]. 
Der Einfachheit halber skizzieren wir diesen Zusammenhang fur 
p E C’, 3t > 0. Es ist dann nach (4.7): 
K(A)In(A) = sup(nP(iyHA)~nP(yH) < I) 
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= sup np (i ; (YIH - Y!lH)A )I 1 YIHT YzH E KPj 
(Man beachte, dal3 der Durchmesser von K, 
diam(Kp) = sup {np(yrH - yzH) iyiHj yzH E Kc) 
= sup {np(yH) jy” E LIP) = 1 
gleich 1 ist.) K(A)/Yz(A) (< 1) kann daher als ein Ma3 fur die Kontraktion 
des Kegels CD = U P2,, pKi unter der Abb. A, beztiglich der durch np 
definierten Meti-ik angesehen werden. Dies tritt in Analogie zur Hopfschen 
Konstante C(A), vgl. [l], wobei an Stelle von np die hyperbolische MaB- 
bestimmung von Birkhoff [Z] tritt. Im iibrigen ist (fur schwach ardime- 
dische Kegel C) 
C(A) = sup (osc(Az/Ap) 12 E v, p E c, osc(z/P) < l} 
definiert, woraus unmittelbar folgt 
+)/n(A) < C(A). 
Da3 die Gleichheit nicht gilt, zeigt das Beispiel nach Satz 5.3. 
tinter gewissen Voraussetzungen kann man sich bei der Bestimmung 
von K(A) auf die Extremalpunkte von d,, bzw. K, beschranken, was fur 
die praktische Berechnung von K(A) wichtig sein wird. 
Es gilt namlich 
4.8 SATZ. 1st A,, schwach kompakt, so gilt 
K(A) = SUP {cp(YH) IYH E E,(d,A)& 
Dabei bedeutet E@(K) die Menge der Extremalpunkte einer konvexen Menge K. 
Heweis. Da A stetig ist, ist yH + yHA schwach stetig, also d,A 
such schwach kompakt. Der Satz von Krein-Milman, [lo], besagt nun, da3 
d,A = X’(E&,A)) 
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die abgeschlossene konvexe Hiille von E@(d,A) ist. Nun ist nach Satz 
4.5, d) 
K(A) = sup {+$(yH)I~H~dpA) 
= inf{cr > Old,Ac ad,} 
~~~P{~~(Y~)IY~EE~(~~A)> 
= inf{a > OIE$(d&)s crdp} =:A. 
Also gilt fiir jedes E > 0 
E$(d,A) G (I+ &VP, 
und der Satz von Krein-Milman liefert 
also 
d# = X(E$&4)) G (A+&) 3E"d, = (I +&)dp 
4.9 KOROLLAR. Ist K, schwach kompakt, so gilt 
K(A) = sup {PZ&X~A - y‘%) lxH, yH E E@(K&}. 
Beweis. Mit K, ist such A, = K, - Kp schwach kompakt, also A, = 
dp, fip = np. Wegen Ep(ApA) G Ep(A,)A bleibt zu zeigen 
EP(A,) c EPW& - EPV(p). 
Sei nun 
zH~EP(Ap), ,p= XH-yH, XH, yH E I<, 
sowie 
XH = (1 - @C)XIH + cXX/, O<cc<l, xlH,xgH~Kp. 
Dann ist 
ZH = (1 - R)(XIH - yH) + c&H - yH) 
und wegen zH~EP(Ap), xiH-yH~Ap, i=l,2, O<u<l 
Xl 
fQ,f'=x2H_YH=ZH 
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= x H 
8~ E$&). 
Man beachte, daB die Voraussetzungen des Korollars erftillt sind, wenn 
~5 topologisch innerer Punkt von C ist. Insbesondere sind die Voraussetzun- 
gen erftillt, falls es sich urn endlichdimensionale Raume handelt, C ab- 
geschlossen ist und p E Ci gilt. 
5. ANWENDVNGEN FiiR NICHTNEGATIVE M.iTRIZEN 
Wir wenden die allgemeinen Ergebnisse der letzten Abschnitte auf 
den R” = E an. Im Einklang mit der oben eingefiihrten Schreibweise 
identifizieren wir den zum R” dualen Vektorraum mit dem Raum aller 
Zeilenvektoren yH, y E R”. Im R” sind archimedische Kegel abgeschlossen 
und umgekehrt. Das algebraische Innere C” ist mit dem topologischen 
Inneren von C identisch. 
Insbesondere betrachten wir den Fall des Orthanten 
C={x~R~lx~>o,i=1,2 ,..., a} 
der sowohl abgeschlossen ist als such innere Punkte besitzt. Ci = 
{X E R”lx > O> = (x E R”lxi > 0, i = 1, . . . , a} ist die Menge aller Vek- 
toren mit positiven Komponenten. Sei ferner eine lineare Abbildung 
A: R” 4 R” mit AC E C, d. h. eine nichtnegative Matrix A 3 0 gegeben, 
die einen positiven Eigenvektor $ > 0 zum Eigenwert TC > 0 besitze 
Ap = np. 0. B. d. A. sei p = e, eT = (1, 1, . . . , l), und TC = 1. (Andern- 
falls ersetze man A durch (l/n)DAD-l mit D = diag(p,, . . . , p,).) Es 
ist dann A eine nichtnegative zeilenstochastische Matrix 
A 20, Ae = e. 
Die Mengen L,, K, und A, konnen dann sofort explizit angegeben werden : 
5.1 SATZ. Es gilt 
K, = {yH > OlyHe = l}, L, = {yHIyHe = 0} 
A,=K,-KK,=L,f12B, 
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wtit 
B, := {YHI (ylHe < 1) = (YHI llYHlll := 2 IYil < 1>*. 
i 
Bezveis. Wir miissen nur A, = L, f~ 2B, zeigen: 
1) A, c L, f-I 2B,. 
Sei zH Ed, = I<, - K,, also 
ZH =x H H -y , XH, YH E q, xHe=yHe= 1, XH > 0, yH>O. 
Es folgt 
zHe = 0 
lzlHe < lXjHe + lylHe = 2. 
Also A,E L, n 2B,. 
2) L, tl2B, s A,. Wir definieren fiir ein zH E L, fl 2B,, zH # 0 (der 
Fall z = 0 ist trivial) die Vektoren z+~ und z_~: 
(z+)~ = max(O, 2,) 
(z_)~ = max(O, - z,) 
und setzen cc := z+He = z_ He. Dann ist 0 < CI < I und es gilt 






+ - u 
aiz_H + (1 - L7) $Z+H 
1 
da (l/a)z, ” E K,. 
K, ist zun kompakt und besitzt die Achsenvektoren als Extremalpunkte 
____ 
E$(K,) = {eiHli = 1,2, . . ., a}, 
* Es bedeutet jylH = (lyll, 1~~1,. . ., IY&. 
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Es folgt daher aus Korollar 4.9 und dem letzten Satz 
5.2 SATZ. Fiir die van 1 verschiedenen Eigenwerte L(A) einer zeilen- 
stochastischen Matrix A 3 0 gilt 
P(A); < max (4 I( ep - eJHAI e l,u, v = 1,2, . . . , n} 
= rrjy ii21 jaPi - a,( = K(A). 
Allgemein ergibt sich 
5.3 SATZ. Besitzt die Matrix A > 0 den Eigenvektor p > 0 zum Eigen- 
wert n(A), so gilt fiir die volz n(A) verschiedenen Eigenwerte i(A) : 
Beispiel. 
Es ergibt sich 
K(A) = 1, K(A)/~(A) = t. 
Die Hopfsche Konstante ergibt sich mit K~ = 3 zu 
1/T- 1 
C(A) = 1/3+1 = 2 - 113% 0,27. 
Der folgende Satz gibt ein einfaches Kriterium daftir, da3 die Ab- 
schatzung K(A) fur die von n(A) verschiedenen Eigenwerte besser ist als 
n(A) : 
5.4 SATZ. Ist A > 0, p > 0, A$ = np, dann gilt 
K(A)<szGAA~>O. 
Beweis. Sei 0. B. d. A. p = e, n = 1: Ae = e. K(A) ist aber nach 
(5.2) genau dann gleich 1, falls es Zeilenindizes ,u, Y gibt mit 
B T laPi - aVil = 1 
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d. h. wegen 
genau dann, wenn es p, v gibt mit 
7 la,; - Uvil = 2 lapi + %il x2, ~/d%‘ = 0 fiir alle i=l,...,rt 
1 
0 ~u,,uti=OcAAT~ 0. 
E 
5.5 DEFINITION. Eine n x n-Matrix A mit einem Eigenwert TC > 0 
heil3e quasiprimitiv, falls n - 1 Nullstellen des charakteristischen Poly- 
noms von A dem Betrage nach kleiner als x(A) sind. 
Dieser Begriff stellt eine leichte Verallgemeinerung des Begriffes der 
Primitivitgt dar: A 3 0 heiBt bekanntlich primitiv, falls A irreduzibel 
und quasiprimitiv ist. 
ist z. B. quasiprimitiv, aber nicht primitiv. 
Ferner definieren wir 
5.6 DEFINITION. Eine n x n-Matrix A heiBe potenzpositiv, falls es 
ein k gibt mit Ak > 0. 
Bekanntlich ist A > 0 genau dann primitiv, falls A potenzpositiv ist. 
AuDerdem ist eine Matrix A > 0 mit einem einfachen Eigenwert n(A) > 0 
maximalen Betrages irreduzibel, falls zu n ein positiver Rechtseigenvektor 
9 > 0 und ein positiver Linkseigenvektor qH > 0 existiert : 
AP = ,P> qHA = nqH. 
Es folgt daher aus 5.4 sofort 
5.7 SATZ. Die Matrix A 3 0 besitze positive Rechts- und Linkseigen- 
vektoren p und qH z~m Eigenwert n > 0: A$ = np, p > 0, qHA = nqH, 
qH > 0. Dunn ist A genau dunn primitiv, wenn es ein k gibt mit Ak(Ak) T > 0. 
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Beweis. Aus Ak(Ak)r folgt nach Satz 5.4 sofort die Quasiprimitivitat 
von Ak, also such die von A. Ferner ist A irreduzibel wegen p > 0, 4 > 0, 
also ist A primitiv. 
1st umgekehrt A primitiv, so ist bereits Ak > 0 fur ein gewisses K, 
also erst recht Ak(Ak)’ > 0. 
Analog folgt fiir quasiprimitive Matrizen auf dieselbe Weise: 
5.8 SATZ. Besitzt die Matrix A 3 0 zum Eigenwert 3t > 0 einen 
positiven Rechtseigenvektor p > 0, A$ = np, so ist A genau dann quasi- 
prim&v, wenn es ein k gibt mit Ak(Ak)T > 0. 
6. WEITERE ANWENDUNGEN 
In diesem Abschnitt werden reelle quasiprimitive Matrizen weiter 
untersucht. Es wird gezeigt, da6 
1) zu jeder quasiprimitiven Matrix A ein Kegel C E R” existiert, so 
da6 A(C\{O}) c C” und da6 sogar 
2) zu jeder quasiprimitiven n x n-Matrix A eine reelle n x n-Matrix 
X existiert, so da6 X-lAX potenzpositiv ist. 
Wir zeigen zunachst die erste dieser Behauptungen 
6.1 SATZ. Die reelle Matrix A sei quasiprimitiv. Dann gibt es einen 
abgeschlossenen Kegel C G R” mit C tl (- C) = {0}, Ci # 4, so daB 
A(C\{O}) G Ci. 
Beweis. Sei z der betragsgrol3te Eigenwert von A, 7c > 0 und sei 
O. B. d. A. z = 1. A besitzt dann zum Eigenwert x = 1 reelle Rechts- 
und Linkseigenvektoren p und qH: A$ = p, qHA = $. 
A ist quasiprimitiv, also ?G = 1 einfache Nullstelle des charakteristi- 
schen Polynoms von A. Nach einem Satz von Schur gilt dann q”p # 0. 
0. B. d. A. sei qHP = 1. Die Matrix A transformiert nun den linearen 
Teilraum 
I=L@iL={zlzE(5n,qHz=0) 
L = {XIXE W, qHX = O} 
in sich 
qHAz = qHz = 0 ftir alle 
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Mit A/t wird die Einschrankung von A auf L bezeichnet. Da alle Rechts- 
eigenvektoren z zu den von 7~ = 1 verschiedenen Eigenwerten von A in 
1 liegen und A quasiprimitiv ist, ist der Spektralradius p(A/L) von 
A/L kleiner als x = 1: p(A/L) < 1. 
Es gibt daher (vgl. z. R. Householder [S]) eine konvexe kompakte 
Menge 0 in L mit d” = eiP’i fur alle y E [0, 2n], Upa pd = L, derart 
dal3 ftir die durch d in L erzeugte Norm 
n(z) = inf (2 > Olz E Lo}, ZEZ 
gilt 
p(A/E) < sup {n(Az) [z E t & s(z) < l} 
==:/c(A)<l. 
Die Menge 0 wird daher durch A in das Innere d” (relativ zu z) von 2 
abgebildet 
AA E K(A)A iz A 
Da A reel1 ist, wird such die Menge d = A fl L echt in sich abgebildet. 
AA c K(A)A G A’. (6.2) 
AuBerdem ist A eine kompakte konvexe Menge mit A = - A, L = 
U pa,,pA. Dann ist 
C := U p(P + 4 
pa0 
ein abgeschlossener Kegel mit C fl (- C) = {0}, C” f C#J. 
Die Abgeschlossenheit folgt sofort aus der Kompaktheit von A. Da 
wegen qH@ = 1, d E L = {xIqHx = 0} fur alle x E C\(O) gilt qHX > 0, 
folgt sofort C fl (- C) = (0). SchlieBlich ist Ci nicht leer, da A relativ 
innere Punkte beztiglich L besitzt. Es gilt ferner 
A(C\(O}) E C’. 
Denn jedes x E C\(O) lie@ in einem p(fi + A), p > 0. Also ist wegen 
A$ = 9 und (6.2) 
AXE@ + A’) c C”. 
Damit ist Satz (6.1) bewiesen. 
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Die zweite der obigen Behauptungen folgt aus dem eben bewiesenen 
Satz und dem folgenden: 
6.3 KATZ. C E I<” sei ein abgeschlossener Kegel des R” mit C fl (- C) = 
(0) und C” # 4. Ist A eine reelle n x n-Matrix mit A(C\{O}) c C”, dann 
gibt es eine reelle Matrix X, so da/l X-lAX $otenzpositiv ist. 
Beweis. Aus den Voraussetzungen iiber C folgt leicht, daB C” eben- 
falls ein abgeschlossener Kegel mit C” ll (- C”) = (0) und (CD)i # 4 ist. 
Ferner gilt ftir _yH E CD\(O) 
;v”A E (C”)*. 
Es ist aul3erdem bekannt (Satz von Krein-Rutman [ll]), daB A Links- 
und Rechtseigenvektoren p E C”, qH E (C”)i besitzt : 
Ap = np, qHA =nqH, ,z > 0. 
Sei o. B. d. A. z = 1. Ferner ist die Menge 
/I,, = h’, - K,, K, = {.% >, Olq% = 1) 
kompakt und es gilt fur eine Konstante 0 < K < 1 
Da 0 im (beztiglich 
abhangige Punkte 
L, = {XE R”lqHx = 0} = u pd,. 
P>O 
Ad, C KL$. (6.4) 
L, relativen) Inneren von d, lie@, gibt es n linear un- 
x, 1 i= l,...,n mit 
x, Edq. 
Sei S das von den x; aufgespannte Simplex in L, 
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das 0 als (relativ Lq) inneren Punkt enthalt. Wegen 0 < K < 1 und (6.4) 
gibt es eine Zahl m, so da0 AmA, E S’. Dann gilt such A”.‘5 E Si und 
wegen qH$ = 1, qHA = qH, ferner 
A”‘(p+S)cfi+S. 
AT, c C,’ mit c, := Up(p+S). (6.6) 
&=a 
Sei nun X die Matrix 
x = (P + Xl, P + x2, . . * > p + 4 
mit den Spaltenp + xi, i = 1, 2, . . , rt. Da die xi E L, linear unabhangige 
Punkte waren und wegen p $ L,, ist X nichtsingular und es gilt wegen 
(65) 
Xe = i; (p + Xi) = np 
i=l 
e = nX-I$ 
qHX = eH, qH = eHX-1 
also 
Nun ist aber 
X-lAXe = nX-lA$ = nX-lp = e. 
c, = {XE R”jx = x.2,2 3 O} = xc, 
mit 
c, = (z E F/q > 0, i = 1, . . . ) n}, 
dem 1. Orthanten des R”, und umgekehrt: C, = X-VT,. 
Aus (6.6) folgt daher sofort die Behauptung des Satzes: 
(X-lAX)m(C,,\{O}) = X-lA”X(C,\{O}) 
= X-lAm(Cs\{O}) 
s X-y. i s 
= C,i. 
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