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TYPES MODULO ℓ POUR LES FORMES INTE´RIEURES DE GLn SUR
UN CORPS LOCAL NON ARCHIME´DIEN
par
Alberto Mı´nguez & Vincent Se´cherre
(avec un appendice par Vincent Se´cherre et Shaun Stevens)
Abstract. — Let F be a non-Archimedean locally compact field of residue characteristic p, let D
be a finite dimensional central division F-algebra and let ℓ be a prime number different from p. We
develop a theory of ℓ-modular types for the group GLmpDq, m ě 1, in preparation of the study of
the ℓ-modular smooth representations of this group.
Introduction
1. Soit F un corps commutatif localement compact non archime´dien de caracte´ristique re´siduelle
p et soit D une alge`bre a` division centrale de dimension finie sur F dont le degre´ re´duit est note´ d.
E´tant donne´ m ě 1, on pose G “ GLmpDq, qui est une forme inte´rieure de GLmdpFq. La the´orie
des types complexes pour G a e´te´ de´veloppe´e dans une se´rie d’articles [28, 29, 30, 32, 5, 33]
a` la suite des travaux de Bushnell et Kutzko [10, 12] pour GLnpFq, n ě 1. C’est un outil puis-
sant, qui permet une description explicite de la cate´gorie des repre´sentations lisses complexes de
G. Dans cet article, nous de´veloppons une the´orie des types modulaires pour G dans l’objectif
d’e´tudier les repre´sentations lisses modulaires de G, c’est-a`-dire a` coefficients dans un corps R
alge´briquement clos de caracte´ristique ℓ diffe´rente de 0 et de p (voir [23, 24, 25]).
2. La the´orie des repre´sentations modulaires des groupes re´ductifs p-adiques a e´te´ de´veloppe´e
par Vigne´ras [36, 37]. Compare´e a` la the´orie complexe, elle pre´sente de grandes similarite´s mais
aussi des diffe´rences importantes, a` la fois dans les re´sultats et dans les me´thodes. Les repre´sen-
tations modulaires d’un sous-groupe ouvert compact ne sont pas semi-simples en ge´ne´ral. Le
fait que ℓ soit diffe´rent de p e´quivaut a` l’existence d’une mesure de Haar a` valeurs dans R sur le
groupe, mais la mesure d’un sous-groupe ouvert compact peut eˆtre nulle. Il faut distinguer entre
les deux notions de repre´sentation irre´ductible cuspidale (c’est-a`-dire dont tous les modules de
Jacquet relativement a` un sous-groupe parabolique propre sont nuls) et supercuspidale (c’est-a`-
dire qui n’est sous-quotient d’aucune induite parabolique d’une repre´sentation irre´ductible d’un
sous-groupe de Levi propre). On a une notion de support supercuspidal pour une repre´sentation
irre´ductible, mais on ignore en ge´ne´ral s’il est unique. Il n’existe pas de version modulaire de la
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formule des traces ni du the´ore`me de Paley-Wiener. Il y a des repre´sentations irre´ductibles non
isomorphes d’un meˆme groupe dont tous les modules de Jacquet propres sont isomorphes.
3. L’un des principaux outils dont on dispose pour e´tudier les repre´sentations modulaires d’un
groupe re´ductif p-adique est la the´orie des types, pour les groupes pour lesquels une telle the´orie
existe. Une the´orie des types modulaires a e´te´ de´veloppe´e pour le groupe GLnpFq (voir [36, 37])
et l’objet du pre´sent article est de produire une the´orie analogue pour ses formes inte´rieures. On
l’utilise dans [25] pour construire une classification a` la Zelevinski des repre´sentations modulai-
res irre´ductibles de G en termes de multisegments, et dans [23] pour classer les repre´sentations
banales de G. V. Se´cherre et S. Stevens l’utilisent dans [34] pour obtenir une de´composition en
blocs de la cate´gorie des repre´sentations lisses modulaires de G.
4. Notre premie`re taˆche est d’e´tendre au cas modulaire la construction des types semi-simples
de GLnpFq et de ses formes inte´rieures. Pour cela, nous reprenons les arguments de la the´orie
complexe [29, 30, 32, 33] en expliquant comment les adapter au cas modulaire.
La principale nouveaute´ tient a` ce que, dans le cas modulaire, l’alge`bre des endomorphismes
d’une repre´sentation lisse d’un groupe compact peut eˆtre triviale sans que la repre´sentation soit
irre´ductible. Ceci intervient dans le proble`me du transfert des β-extensions (voir le lemme 2.2
et la proposition 2.3) et a` propos de l’irre´ductibilite´ de certaines repre´sentations (voir le lemme
2.6 et le corollaire 2.7). Nous renvoyons aussi au calcul de l’alge`bre de Hecke d’un type simple :
comme dans le cas complexe, c’est une alge`bre de Hecke affine de type A, mais la preuve de [30]
ne´cessite quelques ajustements pour eˆtre valable dans le cas modulaire (voir le lemme 2.16).
Une nouveaute´ d’un autre ordre concerne la construction des types semi-simples non homoge`-
nes (paragraphe 2.9). L’argument utilise´ dans le cas complexe par Bushnell et Kutzko ([12]), que
nous reprenons, repose sur le fait que tout e´le´ment inversible a` gauche de l’alge`bre de Hecke d’un
type semi-simple est inversible. La preuve dans le cas complexe ([11, 7.15]) doit eˆtre le´ge`rement
modifie´e. D’autre part, nous de´terminons la structure de cette alge`bre non pas a priori a` l’aide
de [11, Theorem 12.1] comme dans le cas complexe, mais a posteriori graˆce a` une majoration
de l’ensemble d’entrelacement d’un type semi-simple effectue´e dans l’appendice par V. Se´cherre
et S. Stevens (voir le corollaire A.11 et le lemme A.12).
Le lecteur trouvera des de´tails supple´mentaires dans l’introduction a` la section 2.
L’apparition de ces nouveaute´s n’est pas lie´e au fait que le groupe G n’est pas de´ploye´. Celles-
ci sont de´ja` pre´sentes dans le cas du groupe de´ploye´ GLnpFq, n ě 1 ; toutefois elles n’apparaissent
pas clairement dans [36, 37].
5. Nous obtenons plusieurs re´sultats sur les types semi-simples, qui sont nouveaux meˆme dans le
cas complexe. E´tant donne´ un type semi-simple pJ,λq de G, nous de´finissons une de´composition :
λ “ κb σ
analogue a` la de´composition bien connue pour les types simples, κ et σ e´tant des repre´sentations
irre´ductibles de J et σ e´tant triviale sur le radical pro-unipotent J1 de J. La restriction de κ a`
J1 est une repre´sentation irre´ductible η dont l’entrelacement est calcule´ (proposition 2.31) graˆce
a` la majoration de l’appendice. Ce calcul est essentiel dans la preuve du the´ore`me B ci-dessous.
Voir aussi la proposition 2.27, qui fournit une proprie´te´ de paire couvrante de pJ1,ηq bien utile
dans la section 5 (dans le cas homoge`ne).
6. La section 3 est consacre´e a` la construction des repre´sentations irre´ductibles cuspidales de G
en termes de certains types semi-simples, appele´s types simples maximaux, de G. Comme dans
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le cas complexe, les types simples maximaux de G forment une famille de paires compose´es d’un
sous-groupe ouvert compact J Ď G et d’une repre´sentation lisse irre´ductible λ de J, posse´dant
les proprie´te´s suivantes (voir la proposition 3.1 et le the´ore`me 3.11) :
(1) pour toute repre´sentation irre´ductible cuspidale ρ de G, il existe un type simple maximal
pJ, λq, unique a` G-conjugaison pre`s, telle que la restriction de ρ a` J admette une sous-repre´sen-
tation isomorphe a` λ ;
(2) si ρ est une repre´sentation irre´ductible cuspidale de G, et si pJ, λq est un type simple ma-
ximal contenu dans ρ, il y a une unique repre´sentation du G-normalisateur de pJ, λq qui prolonge
λ et dont l’induite compacte a` G soit isomorphe a` ρ ;
(3) deux repre´sentations irre´ductibles cuspidales de G contiennent un meˆme type simple maxi-
mal pJ, λq si et seulement si elles sont inertiellement e´quivalentes.
Comme dans le cas complexe, la preuve de ce re´sultat suit le sche´ma maintenant classique e´labo-
re´ par Bushnell et Kutzko et fonde´ sur la me´thode des paires couvrantes [11, 37] : il s’agit de
prouver que toute repre´sentation irre´ductible cuspidale de G contient une strate fondamentale
non scinde´e, puis un caracte`re simple, puis un type semi-simple, enfin de prouver que celui-ci est
un type simple maximal. Seule la preuve de la proposition 3.1 ne´cessite quelques adaptations a`
cause du proble`me de l’irre´ductibilite´ de´ja` rencontre´ au paragraphe 4. Signalons qu’a` ce stade, il
n’existe aucune diffe´rence de traitement entre les repre´sentations cuspidales et les repre´sentations
supercuspidales.
7. Cette description des repre´sentations irre´ductibles cuspidales de G en termes de types simples
maximaux permet, e´tant donne´ un nombre premier ℓ diffe´rent de p, d’e´tudier la re´duction modulo
ℓ desQℓ-repre´sentations irre´ductibles cuspidales entie`res. Ceci donne le premier re´sultat diffe´rant
du cas de´ploye´ : voir le the´ore`mes 3.15, que l’on comparera au the´ore`me III.1.1 de [36].
The´ore`me A. — E´tant donne´e une Qℓ-repre´sentation irre´ductible cuspidale ρ de G, il y a un
entier a ě 1 et une Fℓ-repre´sentation irre´ductible cuspidale ρ¯ de G telle que la re´duction modulo
ℓ de ρ est :
ρ¯‘ ρ¯ν¯ ‘ ¨ ¨ ¨ ‘ ρ¯ν¯a´1
ou` ν¯ est le Fℓ-caracte`re non ramifie´ de´fini comme la valeur absolue de la norme re´duite de G.
Il y a ainsi des Qℓ-repre´sentations irre´ductibles cuspidales entie`res dont la re´duction modulo ℓ
n’est pas irre´ductible, et des Fℓ-repre´sentations irre´ductibles cuspidales n’admettant pas de rele`-
vement a` Qℓ (voir les exemples 3.25 et 3.31). On renvoie aussi au the´ore`me 3.27 (et a` la remarque
3.28), premier re´sultat faisant une diffe´rence entre repre´sentations cuspidales et repre´sentations
supercuspidales, que l’on comparera au the´ore`me III.5.10 de [36].
8. La the´orie abstraite des types de Bushnell et Kutzko ([11]) – par opposition a` la the´orie des
types semi-simples qui en est une re´alisation concre`te pour certains groupes – est un programme
dont l’objectif est de de´crire la de´composition de Bernstein de la cate´gorie des repre´sentations
lisses complexes d’un groupe re´ductif p-adique en fonction de cate´gories de modules sur les alge`-
bres d’entrelacement – ou de Hecke – des types implique´s. La notion de type est caracte´rise´e
par plusieurs proprie´te´s importantes (voir le paragraphe d’introduction a` la section 4). Dans le
cas modulaire, il n’existe pas a` l’heure actuelle de the´ore`me ge´ne´ral de de´composition en blocs
en termes de classes d’inertie de paires (super)cuspidales pour la cate´gorie des repre´sentations
lisses modulaires d’un groupe re´ductif p-adique, non plus qu’une notion claire de ce que devrait
eˆtre un type pour un tel groupe. Notre objectif ici n’est pas de de´velopper une the´orie abstraite
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des types modulaires, mais plutoˆt d’e´tudier comment la the´orie des types semi-simples – tels
qu’ils sont de´finis dans la section 2 – permet de comparer la the´orie des repre´sentations lisses
modulaires de G a` celle de certaines alge`bres de Hecke affines.
9. Contrairement au cas complexe ([12, 33]), cette comparaison n’est pas parfaite (on n’a pas en
ge´ne´ral d’e´quivalence de cate´gories de´crivant les blocs de la cate´gorie des repre´sentations lisses
de G) mais permet toutefois d’e´tudier les repre´sentations irre´ductibles de G graˆce a` la proprie´te´
de presque-projectivite´ introduite par Dipper [16] et de´veloppe´e par Vigne´ras et Arabia [37, 38]
(voir le paragraphe 4.1). Le point de de´part est le re´sultat suivant, qui est l’un des principaux
re´sultats de cet article (voir la proposition 4.8).
The´ore`me B. — Soit pJ,λq un type semi-simple de G. Alors l’induite compacte indGJ pλq est
quasi-projective.
L’un des principaux ingre´dients de la preuve de ce re´sultat est le calcul de l’entrelacement de
la repre´sentation η introduite au paragraphe 5.
Graˆce a` cette proprie´te´, nous avons une bijection naturelle entre les modules a` droite simples
sur l’alge`bre de Hecke de pJ,λq et les classes d’isomorphisme de repre´sentations irre´ductibles de
G dont la restriction a` J contient λ (voir le the´ore`me 4.2). En outre, la proposition 4.11 montre
que ces repre´sentations-ci sont caracte´rise´es par la classe inertielle de leur support cuspidal.
10. La suite de la section 4 est consacre´e au proble`me important de la comparaison entre in-
duites paraboliques et modules induits. On donne notamment des conditions suffisantes pour
qu’une induite parabolique soit irre´ductible, dont un corollaire est le the´ore`me 4.16 permettant
de ramener le proble`me de la classification de toutes les repre´sentations irre´ductibles de G a` celui
des repre´sentations irre´ductibles dont le support cuspidal est simple, c’est-a`-dire inertiellement
e´quivalent a` un support cuspidal de la forme ρ` ¨ ¨ ¨ ` ρ ou` ρ est une repre´sentation irre´ductible
cuspidale fixe´e. Plusieurs re´sultats de cette partie sont inspire´s de [37] (notamment du para-
graphe V.2) meˆme si nos preuves sont en ge´ne´ral diffe´rentes. Mentionnons enfin le the´ore`me de
comparaison 4.19 (dont on ne trouve pas d’analogue dans [37]), qui permet d’e´tablir des crite`-
res d’irre´ductibilite´ d’induites par changement de groupe (paragraphe 4.4) et d’associer a` toute
repre´sentation irre´ductible cuspidale ρ de G un caracte`re non ramifie´ νρ de ce groupe posse´dant
la proprie´te´ suivante (voir la proposition 4.40).
The´ore`me C. — Si ρ1 est une repre´sentation irre´ductible cuspidale de GLm1pDq, m
1 ě 1, alors
l’induite normalise´e de ρb ρ1 est re´ductible si et seulement si m1 “ m et ρ1 est isomorphe a` ρνρ
ou a` ρν´1ρ .
Comme de´ja` dans le cas complexe, et contrairement au cas ou` G est de´ploye´, ce caracte`re νρ
de´pend de ρ.
11. Si l’on essaie d’e´tendre a` G les techniques employe´es dans [36, 37] pour le groupe de´ploye´
GLnpFq, on est confronte´ au fait que les repre´sentations irre´ductibles cuspidales de G n’ont pas
de mode`le de Whittaker et qu’il n’y a pas de the´orie des de´rive´es pour les repre´sentations de G,
dont l’usage est crucial dans [37] pour la classification des repre´sentations irre´ductibles. C’est
la raison pour laquelle on introduit dans la section 5 un outil technique important, permettant
de faire un lien entre repre´sentations de G et repre´sentations de groupes line´aires ge´ne´raux sur
une extension finie du corps re´siduel de F. Un tel outil a de´ja` e´te´ utilise´ dans [36] pour e´tudier
les repre´sentations irre´ductibles cuspidales modulaires de GLnpFq, et de fac¸on plus syste´matique
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dans [27] pour de´finir une stratification de la cate´gorie des repre´sentations complexes de GLnpFq
affinant la de´composition de Bernstein.
12. Le point de de´part est un processus associant a` toute repre´sentation irre´ductible cuspidale
de G un objet appele´ son endo-classe. Il est de´crit dans [7, 5] pour les repre´sentations complexes
et fonctionne de fac¸on similaire pour les repre´sentations modulaires. On en trouve dans [8] une
interpre´tation arithme´tique dans le cas complexe pour GLnpFq. Ensuite, e´tant donne´e une repre´-
sentation irre´ductible cuspidale ρ de G, on peut lui attacher un entier r ě 1, une extension finie
k du corps re´siduel de F et un foncteur K de la cate´gorie des repre´sentations lisses de G dans la
cate´gorie des repre´sentations du groupe fini GLrpkq posse´dant les proprie´te´s suivantes :
– le foncteur K est exact ;
– il envoie repre´sentations admissibles sur repre´sentations de dimension finie et repre´senta-
tions cuspidales sur repre´sentations cuspidales (ou nulles) ;
– il annule les repre´sentations irre´ductibles de G – et uniquement celles-la` – dont le support
cuspidal contient une repre´sentation cuspidale dont l’endo-classe diffe`re de celle de ρ.
Par exemple, si ρ est de niveau ze´ro, alors k est le corps re´siduel de D et K est le foncteur associant
a` toute repre´sentation lisse de G la repre´sentation de GLmpkq sur l’espace de ses invariants sous
le radical pro-unipotent du sous-groupe compact maximal GLmpOq, ou` O est l’anneau des entiers
de D.
13. La proprie´te´ d’annulation du foncteur K (troisie`me point ci-dessus), qui jouera un roˆle essen-
tiel dans des travaux ulte´rieurs (voir par exemple [25]), constitue un des principaux re´sultats de
cet article (voir tout le paragraphe 5.2, notamment la proposition 5.6). Dans le cas complexe,
le re´sultat de´coule du re´sultat principal de [33], a` savoir que tout type semi-simple de G est un
type pour un bloc de Bernstein bien de´termine´. Dans le cas modulaire, nous avons proce´de´ par
rele`vement de Fℓ a` Qℓ pour pouvoir utiliser le re´sultat en caracte´ristique nulle.
La suite et fin de la section 5 est consacre´e a` l’e´tablissement de deux autres proprie´te´s impor-
tantes du foncteur K, c’est-a`-dire sa compatibilite´ a` l’induction et a` la restriction paraboliques
(voir les propositions 5.9 et 5.16). Toutes ces proprie´te´s fondamentales du foncteur K sont dans
le cas modulaire des re´sultats nouveaux, meˆme dans le cas de GLnpFq. Dans le cas complexe, la
compatibilite´ a` l’induction parabolique est prouve´e dans [27], mais la preuve qui y est donne´e
ne s’applique pas au cas modulaire.
Ces foncteurs sont utilise´s dans [25] pour prouver l’unicite´ du support supercuspidal d’une
repre´sentation irre´ductible et de´finir la notion de repre´sentation re´siduellement non de´ge´ne´re´e
de G, qui ge´ne´ralise celle de repre´sentation non de´ge´ne´re´e et est a` la base de notre classification
des repre´sentations irre´ductibles de G en termes de multisegments.
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Notations et conventions
1. Dans cet article, F est un corps commutatif localement compact et non archime´dien de carac-
te´ristique re´siduelle note´e p, et R est un corps alge´briquement clos de caracte´ristique diffe´rente
de p.
2. Toutes les F-alge`bres sont suppose´es unitaires et de dimension finie. Par F-alge`bre a` division
on entend F-alge`bre centrale dont l’anneau sous-jacent est un corps, pas force´ment commutatif.
Si K est une alge`bre a` division sur une extension finie de F, notons OK son anneau d’entiers, pK
son ide´al maximal, kK son corps re´siduel et qK le cardinal de kK. Posons enfin q “ qF.
3. Une R-repre´sentation lisse d’un groupe topologique G est la donne´e d’un R-espace vectoriel
V et d’un homomorphisme de G dans GLpVq tel que le stabilisateur dans G de tout vecteur de
V soit ouvert. Une R-repre´sentation lisse est dite admissible si, pour tout sous-groupe ouvert et
compact K de G, l’espace VK des vecteurs de V invariants par K est de dimension finie. Dans
cet article, toutes les repre´sentations sont des R-repre´sentations lisses.
Un R-caracte`re de G est un homomorphisme de G dans Rˆ de noyau ouvert. Si π est une R-
repre´sentation de G et χ un R-caracte`re de G, on note χπ ou πχ la repre´sentation g ÞÑ χpgqπpgq.
Si aucune ambigu¨ıte´ n’est a` craindre, on e´crira caracte`re et repre´sentation plutoˆt que R-ca-
racte`re et R-repre´sentation.
1. Pre´liminaires
1.1. On fixe une F-alge`bre a` division D de degre´ re´duit d. Pour m ě 1, on note Am “ MmpDq
la F-alge`bre des matrices de taille mˆm a` coefficients dans D, et on pose Gm “ GLmpDq.
1.2. Soit G “ Gm pourm ě 1. On de´signe par RRpGq la cate´gorie abe´lienne des repre´sentations
de G (qui sont lisses et a` coefficients dans R), par IrrRpGq l’ensemble des classes d’isomorphisme
des repre´sentations irre´ductibles de G et par G pG,Rq le groupe de Grothendieck des repre´senta-
tions de longueur finie de G. Ce dernier est un Z-module libre de base IrrRpGq, canoniquement
muni d’une relation d’ordre partiel, note´e ď.
Pour toute repre´sentation de longueur finie σ de G, notons rσs son image dans G pG,Rq. Si σ
est irre´ductible, rσs de´signe donc sa classe d’isomorphisme.
D’apre`s [36, II.2.8], toute repre´sentation irre´ductible de G est admissible.
1.3. On fixe une fois pour toutes une racine carre´e de q dans R. Si P “ MN est un sous-groupe
parabolique de G muni d’une de´composition de Levi, on note rGP le foncteur de restriction para-
bolique normalise´ de RRpGq dans RRpMq et i
G
P son adjoint a` droite, le foncteur d’induction para-
bolique normalise´ lui correspondant. Ces foncteurs sont exacts et ils pre´servent l’admissibilite´
et le fait d’eˆtre de longueur finie (voir [36], chapitre II, paragraphes 2.1, 3.8 et 5.13).
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Soit P´ le sous-groupe parabolique de G oppose´ a` P relativement a` M.
Proposition 1.1. — Si π et σ sont des repre´sentations admissibles de G et de M respective-
ment, il y a un isomorphisme de R-espaces vectoriels :
(1.1) HomGpi
G
P´pσq, πq » HomMpσ, r
G
P pπqq
dit de seconde adjonction (voir [36, II.3.8]).
Si α “ pm1, . . . ,mrq est une famille d’entiers ě 1 de sommem, il lui correspond le sous-groupe
de Levi standard Mα de Gm constitue´ des matrices diagonales par blocs de tailles m1, . . . ,mr
respectivement, que l’on identifie naturellement a` Gm1 ˆ ¨ ¨ ¨ ˆGmr . On note Pα le sous-groupe
parabolique de Gm de facteur de Levi Mα forme´ des matrices triangulaires supe´rieures par blocs
de tailles m1, . . . ,mr respectivement, et on note Nα son radical unipotent. Les foncteurs i
Gm
Pα
et
rGmPα sont simplement note´s respectivement iα et rα. Si, pour chaque entier i P t1, . . . , ru, on a
une repre´sentation πi de Gmi , on pose :
π1 ˆ ¨ ¨ ¨ ˆ πr “ iαpπ1 b ¨ ¨ ¨ b πrq.
1.4. Une repre´sentation irre´ductible de G est cuspidale si son image par rGP est nulle pour tout
sous-groupe parabolique propre P de G, c’est-a`-dire si elle n’est isomorphe a` aucune sous-repre´-
sentation (ou, de fac¸on e´quivalente, a` aucun quotient) d’une induite parabolique propre.
Une repre´sentation irre´ductible de G est supercuspidale si elle n’est isomorphe a` aucun sous-
quotient d’une repre´sentation de la forme iGP pσq, ou` P est un sous-groupe parabolique propre de
G et σ une repre´sentation irre´ductiblep1q d’un facteur de Levi de P.
E´tant donne´e une repre´sentation irre´ductible π de G, il existe des entiers m1, . . . ,mr ě 1 de
somme m, et, pour chaque i P t1, . . . , ru, il existe une repre´sentation irre´ductible cuspidale ρi
de Gmi , de telle sorte que π soit une sous-repre´sentation de ρ1 ˆ ¨ ¨ ¨ ˆ ρr. On note :
cusppπq
la somme formelle rρ1s` ¨ ¨ ¨` rρrs dans le mono¨ıde commutatif libre de base la re´union disjointe
des IrrRpGmq, m ě 1. Elle est uniquement de´termine´e et s’appelle le support cuspidal de π. En
outre, il y a une permutation w de t1, . . . , ru telle que π soit un quotient de ρwp1q ˆ ¨ ¨ ¨ ˆ ρwprq.
Pour tous ces re´sultats, on renvoie a` [36, II.2.20] et [25, §2].
1.5. Soient H un sous-groupe ouvert de G et σ une repre´sentation de H sur un R-espace vectoriel
V. On note indGHpσq l’induite compacte de σ a` G, constitue´e des fonctions f : GÑ V localement
constantes a` support compact modulo H telles que fphgq “ σphqfpgq pour h P H, g P G, et :
HpG, σq
l’alge`bre de Hecke de G relativement a` σ, c’est-a`-dire l’alge`bre des G-endomorphismes de indGHpσq.
Par re´ciprocite´ de Frobenius et de´composition de Mackey, elle s’identifie a` l’alge`bre de convolu-
tion des fonctions f : GÑ EndRpVq telles que fphgh
1q “ σphq ˝ fpgq ˝ σph1q pour tous h, h1 P H
et g P G et dont le support est une union finie de H-doubles classes.
Si σ est le caracte`re trivial du groupe H, on note simplement HpG,Hq l’alge`bre de Hecke qui
lui correspond.
p1qOn peut prouver qu’on peut omettre la condition d’irre´ductibilite´ sur σ dans cette de´finition, c’est-a`-dire qu’une
repre´sentation supercuspidale de G n’est isomorphe a` aucun sous-quotient d’une induite parabolique propre de la
forme iGP pσq avec σ lisse ; voir [34].
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On appelle ensemble d’entrelacement de σ dans G l’ensemble des g P G pour lesquels il existe
une fonction f P HpG, σq telle que fpgq ‰ 0.
1.6. Soit ℓ un nombre premier diffe´rent de p. On note Qℓ le corps des nombres ℓ-adiques, Zℓ
son anneau d’entiers et Fℓ le corps re´siduel de Zℓ. On fixe une cloˆture alge´brique Qℓ de Qℓ, on
note Zℓ son anneau d’entiers et Fℓ le corps re´siduel de Zℓ, qui est une cloˆture alge´brique de Fℓ.
De´finition 1.2. — Une repre´sentation de G sur un Qℓ-espace vectoriel V est entie`re si elle est
admissible et si elle admet une structure entie`re, c’est-a`-dire un sous-Zℓ-module de V stable par
G et engendre´ par une base de V sur Qℓ (voir [36, 39]).
Soit π une Qℓ-repre´sentation irre´ductible entie`re de G. On a les proprie´te´s suivantes, d’apre`s
[40, Theorem 1] et [36, II.5.11] :
(1) toutes les structures entie`res de π sont de type fini comme ZℓG-modules ;
(2) si v est une structure entie`re de π, la repre´sentation de G sur vbFℓ est de longueur finie ;
(3) la semi-simplifie´e de vbFℓ, qu’on note rℓpπq et qu’on appelle la re´duction modulo ℓ de π,
ne de´pend pas du choix de v mais seulement de la classe d’isomorphisme de π.
Par line´arite´, ceci de´finit un morphisme de groupes :
(1.2) rℓ : G pG,Qℓq
ent Ñ G pG,Fℓq,
le membre de gauche e´tant le sous-groupe de G pG,Qℓq engendre´ par les classes de Qℓ-repre´sen-
tations irre´ductibles entie`res de G.
Remarque 1.3. — Si H est un groupe profini, alors toute Qℓ-repre´sentation de dimension finie
de H est entie`re ([35, the´ore`me 32]) et on a un morphisme de re´duction rℓ analogue a` (1.2).
1.7. Soit σ une Qℓ-repre´sentation entie`re d’un sous-groupe ouvert H Ď G. Si v est une structure
entie`re de σ, alors d’apre`s [40, Proposition II.3] le sous-module ipvq des fonctions a` valeurs dans
v est une structure entie`re de indGHpσq et l’homomorphisme naturel de ind
G
HpvbFℓq dans ipvqbFℓ
est un isomorphisme de Fℓ-repre´sentations. Si en outre ind
G
Hpσq est de longueur finie, alors sa
re´duction modulo ℓ est e´gale a` indGHprℓpσqq dans G pG,Fℓq.
1.8. On choisit des racines carre´es de q dans Qℓ et Fℓ de sorte que la seconde soit la re´duction
modulo ℓ de la premie`re. Soit P “ MN un sous-groupe parabolique de G. Si v est une structure
entie`re d’une Qℓ-repre´sentation entie`re σ de M, alors d’apre`s [36, II.4.14] le sous-espace ipvq des
fonctions a` valeurs dans v est une structure entie`re de iGP pσq et le morphisme naturel de ipvqbFℓ
dans iGP pvb Fℓq est un isomorphisme de Fℓ-repre´sentations. Si en outre σ est de longueur finie,
la re´duction modulo ℓ de iGP pσq est e´gale a` i
G
P prℓpσqq dans G pG,Fℓq.
2. Types semi-simples
Dans [10, 12], Bushnell et Kutzko ont construit des repre´sentations irre´ductibles complexes
de certains sous-groupes ouverts compacts de GLnpFq, pour n ě 1, appele´es types semi-simples,
permettant une e´tude tre`s fine et exhaustive des repre´sentations lisses complexes de ce groupe.
Cette construction a ensuite e´te´ adapte´e aux repre´sentations modulaires de GLnpFq par Vigne´ras
[36, 37] et ge´ne´ralise´e aux repre´sentations complexes de GLmpDq, pour m ě 1, par Broussous,
Se´cherre, Stevens [3, 28, 29, 30, 33]. Dans cette section, nous de´finissons plus ge´ne´ralement
les types semi-simples de GLmpDq a` coefficients dans R.
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Dans les paragraphes 2.1 a` 2.6, nous construisons les R-types simples de GLmpDq a` partir des
strates et des caracte`res simples, et nous calculons leurs alge`bres de Hecke. La construction est
tre`s proche de celle de´veloppe´e dans le cas complexe et ne s’en e´carte qu’en trois occasions :
(1) Pour prouver l’existence des β-extensions (voir le paragraphe 2.4), elle-meˆme s’appuyant
sur l’existence des relations de cohe´rence et du transfert (voir la proposition 2.3), nous utilisons
le lemme 2.2 dont la preuve ne´cessite un argument adapte´ au cas ou` la caracte´ristique de R est
non nulle. Ceci est duˆ au fait que, dans ce cas, une repre´sentation lisse d’un groupe compact
n’est pas toujours semi-simple, et avoir une alge`bre d’endomorphismes de dimension 1 n’e´quivaut
pas a` eˆtre irre´ductible.
(2) Pour la meˆme raison, on ne peut pas appliquer l’argument de [10, 5.3.2] dans le cas modu-
laire pour prouver l’irre´ductibilite´ de certaines repre´sentations. On introduit le lemme 2.6, d’ou`
de´rivent les corollaires 2.7 et 2.8.
(3) Pour de´terminer la structure de l’alge`bre de Hecke d’un type simple (paragraphe 2.6), un
argument adapte´ au cas ou` la caracte´ristique de R est non nulle est ne´cessaire pour prouver le
lemme 2.16, car dans le cas modulaire une homothe´tie non nulle peut eˆtre de trace nulle.
Aux paragraphes 2.8 et 2.9, nous de´finissons les R-types semi-simples de GLmpDq comme des
paires couvrantes de types simples maximaux de sous-groupes de Levi. Dans le cas homoge`ne,
c’est-a`-dire lorsqu’une seule endo-classe de ps-caracte`re apparaˆıt, la me´thode suivie dans le cas
complexe ([12, 33]) s’adapte sans difficulte´ au cas modulaire. Des difficulte´s apparaissent dans
le cas non homoge`ne :
(1) Une fois construit un type semi-simple pJ,λq par re´currence comme dans le cas complexe
(proposition 2.28), nous suivons l’argument de [12, Corollary 6.6] pour prouver que pJ,λq est une
paire couvrante. Celui-ci repose sur le fait que tout e´le´ment inversible a` gauche de l’alge`bre de
Hecke HpG,λq est inversible, ce fait lui-meˆme e´tant prouve´ a` partir de [11, 7.15], c’est-a`-dire que
tout module a` droite simple surHpG,λq est de dimension finie. Dans le cas modulaire, on ne peut
pas appliquer l’argument prouvant [11, 7.15] dans le cas complexe, car on ne sait pas que tout tel
module est, a` isomorphisme pre`s, de la forme HomJpλ, πq pour une repre´sentation irre´ductible
π de G convenable — du moins on ne le sait pas encore puisque ce sera une conse´quence de la
proposition 4.8 et du the´ore`me 4.2. A la place, on utilise [2, Proposition III.2].
(2) Dans le cas complexe, la structure de HpJ,λq est de´termine´e a` l’aide de [11, 12.1], dont
la preuve n’est pas valable (ou pour le moins ne´cessite des explications) dans le cas modulaire.
A la place, nous utilisons une majoration de l’ensemble d’entrelacement de λ dans G effectue´e
en appendice (voir ci-dessous).
Au paragraphe 2.10, les re´sultats que nous obtenons sont nouveaux, meˆme dans le cas com-
plexe. E´tant donne´ un type semi-simple pJ,λq de G, nous de´finissons une de´composition :
λ “ κb σ
analogue a` la de´composition bien connue pour les types simples. La restriction de κ au radical
pro-unipotent J1 de J est une repre´sentation irre´ductible η dont l’entrelacement est de´termine´
graˆce au travail effectue´ dans l’appendice. Il est de la forme JpL X BˆqJ ou` Bˆ est le centra-
lisateur d’un certain e´le´ment β dans G et ou` L est un sous-groupe de Levi de G correspondant a`
la pre´sence de plusieurs endo-classes lorsque pJ,λq n’est pas homoge`ne. Cette formule d’entre-
lacement est utilise´e dans la preuve de la proposition importante 4.8.
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Dans le paragraphe 2.11 enfin, e´tant donne´ un nombre premier ℓ ‰ p, nous e´tudions la re´duc-
tion modulo ℓ des Qℓ-types simples, ce qui fournit une preuve de l’existence des Fℓ-types simples
diffe´rente de celle des paragraphes 2.4 et 2.5.
2.1. Strates simples
Dans tout ce qui suit, on suppose le langage des strates simples connu du lecteur. On trouvera
plus de de´tails dans [28, 32] (voir aussi [10, 12] dans le cas de´ploye´). On fixe un entier m ě 1 ;
on pose A “ Am et G “ Gm.
Soit rΛ, n, 0, βs une strate simple de A (au sens par exemple de [32, §1.6]). Elle est constitue´e
d’une OD-suite de re´seaux Λ de D
m et d’un e´le´ment β P A satisfaisant a` certaines conditions. Il
correspond a` Λ une famille de´croissante pUkpΛqqkě0 de sous-groupes ouverts compacts de G et
un OF-ordre he´re´ditaire de A, note´ ApΛq. La sous-F-alge`bre de A engendre´e par β est un corps,
note´ Fpβq.
A` cette strate simple on associe (voir [32, §2.4]) deux sous-groupes ouverts compacts Hpβ,Λq,
Jpβ,Λq de UpΛq “ U0pΛq. Chacun d’eux est filtre´ par une suite de´croissante de pro-p-sous-grou-
pes ouverts compacts :
Hkpβ,Λq “ Hpβ,Λq XUkpΛq, J
kpβ,Λq “ Jpβ,Λq XUkpΛq, k ě 1.
On renvoie a` [28, §3.3] et a` [32, §2] pour une e´tude de´taille´e des proprie´te´s de ces groupes.
2.2. Caracte`res simples
On choisit un homomorphisme injectif ιp,R du groupe µp8pCq des racines complexes de l’unite´
d’ordre une puissance de p vers le groupe multiplicatif Rˆ ainsi qu’un caracte`re complexe additif
ψF,C : FÑ C
ˆ trivial sur pF mais pas sur OF.
Soit rΛ, n, 0, βs une strate simple de A, et soit q0 “ ´k0pβ,Λq l’oppose´ de son exposant criti-
que. Dans [32, §2.4], on associe a` cette strate simple et a` tout entier m tel que 0 ď m ď q0´1 un
ensemble fini CCpΛ,m, βq (qui de´pend de ψF,C) de caracte`res complexes de H
m`1pβ,Λq appele´s
caracte`res simples de niveau m.
Les Hm`1pβ,Λq e´tant des pro-p-groupes pour m P t0, . . . , q0 ´ 1u, l’application θ ÞÑ ιp,R ˝ θ
est bien de´finie pour tout θ P CCpΛ,m, βq. L’image de CCpΛ,m, βq par cette application, note´e
CRpΛ,m, βq – ou simplement CpΛ,m, βq si aucune ambigu¨ıte´ n’en re´sulte – est un ensemble fini
de R-caracte`res de Hm`1pβ,Λq appele´s R-caracte`res simples de niveau m.
Toutes les proprie´te´s des caracte`res simples complexes se transportent aux R-caracte`res sim-
ples. On renvoie le lecteur a` [10, 12, 28, 32, 5, 33] pour une e´tude de´taille´e de ces proprie´te´s.
On rappelle simplement ici le principe du transfert. Soit un entier m1 ě 1, et soit rΛ1, n1, 0, β1s
une strate simple de Am1 . On suppose qu’il y a un isomorphisme de F-alge`bres ϕ de Fpβq vers
Fpβ1q tel que ϕpβq “ β1. Il existe alors une bijection :
CpΛ, 0, βq Ñ CpΛ1, 0, β1q
canoniquement associe´e a` ϕ, appele´e application de transfert (voir [32, §2.6]).
On utilisera e´galement la notion de ps-caracte`re, ainsi que la relation d’endo-e´quivalence entre
ps-caracte`res, pour lesquelles on renvoie a` [7, §8] et a` [5].
2.3. Repre´sentations de Heisenberg
Soit rΛ, n, 0, βs une strate simple de A. Posons E “ Fpβq. Le centralisateur B de E dans A est
une E-alge`bre centrale simple. L’e´galite´ Jpβ,Λq “ pUpΛq XBˆqJ1pβ,Λq induit un isomorphisme
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canonique de groupes :
(2.1) Jpβ,Λq{J1pβ,Λq » pUpΛq X Bˆq{pU1pΛq X B
ˆq
permettant d’associer canoniquement et bijectivement une repre´sentation de J “ Jpβ,Λq triviale
sur J1 “ J1pβ,Λq a` une repre´sentation de UpΛq X Bˆ triviale sur U1pΛq X B
ˆ.
Soit θ P CpΛ, 0, βq un caracte`re simple. On note KpΛq le normalisateur de Λ dans G ; c’est un
sous-groupe ouvert et compact modulo le centre de G. D’apre`s [32, §2.10], le groupe pKpΛqXBˆqJ
normalise θ et l’ensemble d’entrelacement (voir le paragraphe 1.5) de θ dans G est e´gal a` J1BˆJ1.
Proposition 2.1. — Il existe une repre´sentation irre´ductible η de J1, unique a` isomorphisme
pre`s, dont la restriction a` H1 “ H1pβ,Λq contient θ. Elle posse`de les proprie´te´s suivantes :
(1) sa dimension sur R est e´gale a` pJ1 : H1q1{2 et sa restriction a` H1 est un multiple de θ ;
(2) son ensemble d’entrelacement dans G est e´gal a` J1BˆJ1 et, pour tout y P Bˆ, le R-espace
d’entrelacement HomJ1XpJ1qypη, η
yq est de dimension 1.
De´monstration. — Puisque J1 est un pro-p-groupe, et R e´tant alge´briquement clos et de carac-
te´ristique diffe´rente de p, toutes ses repre´sentations sont semi-simples, et la preuve existant dans
le cas complexe (voir [6, §8.3] et [33, Lemma 5.1]) s’applique.
Une telle repre´sentation η s’appelle repre´sentation de Heisenberg associe´e a` θ. Sa classe d’iso-
morphisme est normalise´e par pKpΛq XBˆqJ, et l’induite de η a` U1pΛq est irre´ductible.
2.4. β-extensions
Une β-extension de η (ou de θ) est une repre´sentation irre´ductible de J prolongeant η et dont
l’ensemble d’entrelacement contient Bˆ. Lorsque R est le corps des nombres complexes, on sait
d’apre`s [29, The´ore`me 2.28] et [33, Proposition 6.4] que tout caracte`re simple admet une β-ex-
tension. La me´thode utilise´e dans [29, 33] est encore valable lorsque le corps R est quelconque.
Toutes les e´tapes peuvent eˆtre reprises une a` une, a` l’exception du re´sultat suivant qui ne´cessite
un argument adapte´ au cas ou` la caracte´ristique de R est non nulle.
Lemme 2.2. — Soit µ une repre´sentation irre´ductible de J contenant η. Alors l’induite de µ
au groupe pUpΛq X BˆqU1pΛq est irre´ductible.
De´monstration. — On note ρ l’induite de µ a` pUpΛq X BˆqU1pΛq et W l’espace de µ. Comme
J1 est un pro-p-groupe, la restriction de µ a` J1 se de´compose sous la forme :
W “Wpηq ‘W1
ou` Wpηq est une somme directe non nulle de copies de η et ou` aucun sous-quotient irre´ductible
de W1 n’est isomorphe a` η. Comme J normalise la classe d’isomorphisme de η, il laisse stable le
sous-espace Wpηq. Comme µ est irre´ductible, on en de´duit que W “Wpηq. La restriction de µ
a` J1 est donc un multiple de η.
Par application de la formule de Mackey, la restriction de ρ a` J est la somme directe des :
Ipuq “ indJJXJupµ
uq,
pour u de´crivant un syste`me de repre´sentants de doubles classes de pUpΛq X BˆqU1pΛq mod J.
Comme la restriction de µ a` J1 est un multiple de η, et comme l’ensemble d’entrelacement de η
dans pUpΛqXBˆqU1pΛq est e´gal a` J, l’espace HomJ1pη, Ipuqq est non nul si et seulement si u P J.
Par conse´quent, µ est un facteur direct de la restriction de ρ a` J, et c’en est le seul sous-quotient
irre´ductible contenant η. En particulier, l’alge`bre des endomorphismes de ρ est de dimension 1
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sur R. Mais ceci ne suffit pas, quand R est de caracte´ristique non nulle, pour en de´duire que ρ
est irre´ductible. Nous allons appliquer le crite`re d’irre´ductibilite´ [38, Lemma 4.2].
Il faut montrer que, pour tout quotient irre´ductible π de ρ, la repre´sentation µ est un quotient
de la restriction de π a` J. Soit π un tel quotient irre´ductible. Par re´ciprocite´ de Frobenius, sa
restriction a` J contient µ. On de´duit du paragraphe pre´ce´dent de la preuve que µ est un facteur
direct, donc un quotient, de la restriction de π a` J.
Graˆce a` ce lemme, on peut prouver comme dans le cas ou` R est le corps des nombres complexes
(voir [29, §2.4] et [33, Proposition 6.4]) le re´sultat suivant.
Proposition 2.3. — Soit rΛ1, n1, 0, βs une strate simple de A telle qu’on ait UpΛq Ď UpΛ1q, soit
θ1 P CpΛ1, 0, βq le transfert du caracte`re simple θ et soit η1 la repre´sentation de Heisenberg de θ1.
(1) Si κ est une repre´sentation de J prolongeant η, il existe une unique repre´sentation κ1 de
Jpβ,Λ1q prolongeant η1 telle qu’on ait :
ind
pUpΛqXBˆqU1pΛq
Jpβ,Λq pκq » ind
pUpΛqXBˆqU1pΛq
pUpΛqXBˆqJ1pβ,Λ1q
pκ1q,
ces induites e´tant irre´ductibles.
(2) L’application κ ÞÑ κ1 ainsi de´finie induit une bijection (appele´e application de transfert)
entre les β-extensions de η et les β-extensions de η1.
A partir de la`, on prouve comme dans le cas complexe l’existence de β-extensions pour tout
R-caracte`re simple.
Proposition 2.4. — Tout R-caracte`re simple θ P CpΛ, 0, βq admet une β-extension.
Dans le cas ou` R “ Fℓ, on verra au paragraphe 2.11 comment prouver ce re´sultat par re´duction
modulo ℓ, a` partir de l’existence de β-extensions dans le cas complexe.
Comme dans [33, Proposition 6.4], si κ est une β-extension de θ, alors l’ensemble des β-ex-
tensions de θ est e´gal a` :
(2.2) tκb pχ ˝ NB{Eq | χ caracte`re de O
ˆ
E trivial sur 1` pEu,
ou` NB{E de´signe la norme re´duite de B sur E, et ou` χ ˝ NB{E est vu comme un caracte`re de J
trivial sur J1 graˆce a` (2.1).
L’importance des β-extensions est justifie´e par le re´sultat suivant, qui se de´montre exactement
comme dans le cas complexe (voir [10, 5.3.2] et [30, Lemme 4.2(2)]).
Lemme 2.5. — Soient κ une β-extension de θ et ξ une repre´sentation irre´ductible de J triviale
sur J1. Pour tout g P Bˆ, on a :
HomJXJg pκb ξ, κ
g b ξgq “ HomJXJgpκ, κ
gq bHomJXJgpξ, ξ
gq.
Pour prouver qu’une repre´sentation de J de la forme κ b ξ comme ci-dessus est irre´ductible,
l’argument de [10, 5.3.2] ne s’applique pas dans le cas modulaire, pour la meˆme raison que celle
invoque´e dans la preuve du lemme 2.2. Voici d’abord un lemme ge´ne´ral.
Lemme 2.6. — Soit κ une repre´sentation irre´ductible d’un groupe profini J. Supposons qu’il y
a un pro-p-sous-groupe ouvert distingue´ J1 de J tel que la restriction η de κ a` J1 soit irre´ductible.
Alors le foncteur W ÞÑ κbW induit une e´quivalence entre :
(1) la cate´gorie des repre´sentations de J{J1 ;
(2) la cate´gorie RpJ, ηq des repre´sentations de J dont la restriction a` J1 est η-isotypique.
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De´monstration. — Comme J1 est un pro-p-groupe, et comme l’induction pre´serve la projectivite´,
l’induite P de η a` J est projective dans la cate´gorie des repre´sentation de J. Comme J normalise
la classe d’isomorphisme de η, la restriction de P (donc de chacun de ses sous-quotients) a` J1 est
η-isotypique. Ainsi P est un proge´ne´rateur de RpJ, ηq. Il s’ensuit (voir par exemple [26, Propo-
sition 1.1]) que le foncteur π ÞÑ Hom
J
1pη, πq induit une e´quivalence entre RpJ, ηq et la cate´gorie
des modules a` droite sur EndJpPq ; un quasi-inverse est donne´ par le foncteur m ÞÑ mb P.
Identifions maintenant P a` la repre´sentation κbP1 ou` P1 de´signe la repre´sentation re´gulie`re
de J{J1, c’est-a`-dire l’induite a` J du caracte`re trivial de J1. L’application f ÞÑ κb f de´finit un
isomorphisme de R-alge`bres de RrJ{J1s, l’alge`bre de groupe de J{J1, vers EndJpPq. Le re´sultat
s’ensuit.
Appliquons ce lemme au cas ou` κ est une repre´sentation du groupe J “ Jpβ,Λq prolongeant
η et J1 “ J1pβ,Λq.
Corollaire 2.7. — Soit κ une repre´sentation de J prolongeant η, et soit ξ une repre´sentation
irre´ductible de J{J1. Alors la repre´sentation κb ξ est irre´ductible.
Corollaire 2.8. — Soit π une repre´sentation irre´ductible d’un sous-groupe ouvert de G con-
tenant J. On suppose que π contient θ. Alors il y a une repre´sentation κ de J prolongeant η et
une repre´sentation irre´ductible ξ de J triviale sur J1 telle que κb ξ soit une sous-repre´sentation
(irre´ductible) de la restriction de π a` J.
De´monstration. — Puisque J1 est un pro-p-groupe, la restriction de π a` J1 est semi-simple. Elle
contient donc la repre´sentation η et se de´compose sous la forme :
W “Wpηq ‘W1
ou` Wpηq est une somme directe non nulle de copies de η et ou` aucun sous-quotient irre´ductible
de W1 n’est isomorphe a` η. Notons V la repre´sentation de J sur Wpηq, et notons Y la repre´senta-
tion de J{J1 lui correspondant par le lemme 2.6. Comme J{J1 est fini, Y admet une sous-repre´-
sentation irre´ductible ξ. Par le lemme 2.6 encore, κb ξ est une sous-repre´sentation irre´ductible
de V, donc de la restriction de π a` J.
2.5. Types simples
On de´finit les R-types simples de G comme dans le cas complexe (voir [30, §4.1] – en particulier
la remarque 4.1 permettant de faire des types simples de niveau ze´ro un cas particulier de types
simples – ainsi que [33, §5.5]). Rappelons brie`vement cette de´finition.
Soit rΛ, n, 0, βs une strate simple de A telle que ApΛq XB soit un OE-ordre principal de B, de
pe´riode note´e r. On fixe un isomorphisme de E-alge`bres :
(2.3) Φ : BÑ Mm1pD
1q
ou` m1 est un entier et D1 une E-alge`bre a` division convenables, identifiant ApΛq X B a` un ordre
principal standard. Plus pre´cise´ment, si d1 de´signe le degre´ re´duit de D1 sur E, on a :
(2.4) m1d1 “
md
rE : Fs
.
On en de´duit des isomorphismes de groupes :
(2.5) J{J1 » pUpΛq X Bˆq{pU1pΛq X B
ˆq » GLspkD1q
r
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ou` s est l’entier de´fini par m1 “ rs. Soit θ P CpΛ, 0, βq et soit κ une β-extension de θ. Fixons une
repre´sentation irre´ductible cuspidale σ0 de GLspkD1q. La repre´sentation σ
br
0 de´finit par (2.5) et
par inflation une repre´sentation irre´ductible σ de J triviale sur J1. Posons λ “ κb σ.
De´finition 2.9. — Un couple de la forme pJ, λq est appele´ un type simple de G.
Compte tenu du corollaire 2.7, tout type simple de G est irre´ductible.
Si UpΛqXBˆ est un sous-groupe ouvert compact maximal de Bˆ, le type simple pJ, λq est dit
maximal. C’est e´quivalent a` la condition r “ 1.
Si la strate simple rΛ, n, 0, βs est nulle, le type simple pJ, λq est dit de niveau 0. Dans ce cas,
on a E “ F et J “ UpΛq, et on choisira syste´matiquement pour κ le caracte`re trivial de UpΛq.
Exemple 2.10. — Soit I le sous-groupe d’Iwahori standard de G, c’est-a`-dire le sous-groupe
de GLmpODq forme´ des matrices dont la re´duction modulo pD est triangulaire supe´rieure, et soit
1I son caracte`re trivial. Alors le couple pI, 1Iq est un type simple de niveau 0 de G.
Comme dans le cas complexe (voir [9, Proposition 1]), on a la proprie´te´ suivante.
Proposition 2.11. — Fixons un caracte`re simple θ P CpΛ, 0, βq.
(1) Soit rΛ1, n1, 0, βs une strate simple de A telle que UpΛq Ď UpΛ1q et soit θ1 P CpΛ1, 0, βq le
transfert de θ. Toute repre´sentation irre´ductible de G contenant θ contient aussi θ1.
(2) Soit π une repre´sentation irre´ductible de G contenant une repre´sentation irre´ductible de
J de la forme κbξ ou` ξ est une repre´sentation irre´ductible de J triviale sur J1. Supposons que ξ
conside´re´e comme repre´sentation de GLspkD1q
r n’est pas cuspidale. Alors il y a une strate simple
rΛ1, n1, 0, βs de A telle que UpΛ1q Ĺ UpΛq et telle que π contient le transfert θ1 P CpΛ1, 0, βq de θ.
De´monstration. — L’assertion 1 suit des proprie´te´s de transfert des repre´sentations de Heisen-
berg (voir [29, Proposition 2.12]). Pour l’assertion 2, on raisonne comme dans la preuve de [32,
Proposition 5.15].
2.6. Alge`bre de Hecke d’un type simple
Soit pJ, λq un type simple de G. On note bpλq le cardinal de l’orbite de la classe d’isomorphisme
de σ sous l’action du groupe de Galois :
(2.6) Γ “ GalpkD1{kEq
ou` σ est conside´re´e comme une repre´sentation de GLspkD1q
r graˆce au choix de Φ. Cet entier ne
de´pend ni de ce choix ni de celui de κ.
Remarque 2.12. — Dans le cas de´ploye´, c’est-a`-dire lorsque D est e´gal a` F, le groupe de Galois
Γ est trivial et on a bpλq “ 1 pour tout type simple pJ, λq.
On fixe une uniformisante ̟ de D1, et on note Wλ le sous-groupe de GLrpD
1q constitue´ des
matrices monomiales dont les coefficients non nuls sont des puissances de :
(2.7) ̟λ “ ̟
bpλq.
On voit Wλ comme un sous-groupe de B
ˆ par l’interme´diaire de Φ et du plongement diagonal
de D1 dans MspD
1q.
Lemme 2.13. — L’ensemble d’entrelacement de λ dans G est la re´union disjointe des JwJ
pour w PWλ et, pour chaque w PWλ, on a dimRHomJXJwpλ, λ
wq “ 1.
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De´monstration. — Dans le cas ou` pJ, λq est de niveau 0, on utilise la proposition 1.2 et le lemme
1.5 de [18] dont les preuves sont encore valables dans le cas modulaire. Dans le cas de niveau
non nul, on utilise le lemme 2.5 pour se ramener au cas de niveau 0.
Remarque 2.14. — Supposons que pJ, λq est un type simple maximal. L’ensemble d’entrelace-
ment de λ dans G est e´gal au normalisateur de λ dans G, note´ NGpλq. Celui-ci est engendre´ par
J et ̟λ. Comme le normalisateur de UpΛq X B
ˆ dans Bˆ est engendre´ par UpΛq X Bˆ et ̟,
l’entier bpλq est e´gal a` l’indice de NGpλq dans NBˆpUpΛq X B
ˆqJ.
Notons Hpr, qpλqq l’alge`bre de Hecke affine de type Ar´1 et de parame`tre qpλq “ q
fd1s, ou` f
de´signe le degre´ re´siduel de E sur F. C’est la R-alge`bre engendre´e par des e´le´ments S0, . . . ,Sr´1
et Π,Π´1 avec pour tout i P Z{rZ les relations :
pSi ` 1qpSi ´ qpλqq “ 0,(2.8)
SiSj “ SjSi, j R ti´ 1, i ` 1u,(2.9)
SiSi`1Si “ Si`1SiSi`1,(2.10)
ΠSi “ Si´1Π,(2.11)
ΠΠ´1 “ Π´1Π “ 1.(2.12)
Le groupe Wλ est engendre´ par les matrices de permutation s1, . . . , sr´1 correspondant aux
transpositions iØ i` 1 et par l’e´le´ment :
h “ hλ “
ˆ
0 idr´1
̟λ 0
˙
P GLrpD
1q
ou` idr´1 est la matrice identite´ de Mr´1pD
1q. Si l’on pose s0 “ hs1h
´1, tout e´le´ment w P Wλ
peut s’e´crire sous la forme w “ hasi1 . . . sil avec a P Z et l ě 0 et i1, . . . , il P Z{rZ, et :
(2.13) Sw “ Π
aSi1 . . . Sil
ne de´pend pas du choix de cette e´criture. Les Sw, w P Wλ forment une base d’espace vectoriel
de Hpr, qpλqq sur R.
Proposition 2.15. — On a un isomorphisme de R-alge`bres :
(2.14) Ψ : Hpr, qpλqq Ñ HpG, λq
tel que, pour tout w PWλ, la fonction ΨpSwq soit de support JwJ.
De´monstration. — On reprend l’argument de [30] en pre´cisant les modifications devant lui eˆtre
apporte´es. On fixe une strate simple rΛmax, nmax, 0, βs de A telle que l’intersection UpΛmaxqXB
ˆ
soit un sous-groupe compact maximal de Bˆ contenant UpΛqXBˆ et dont l’image par (2.3) soit
le sous-groupe compact maximal standard GLm1pOD1q. On pose :
G “ pUpΛmaxq X B
ˆq{pU1pΛmaxq X B
ˆq,
P “ pUpΛq X BˆqpU1pΛmaxq X B
ˆq{pU1pΛmaxq X B
ˆq,
M “ pUpΛq X Bˆq{pU1pΛq X B
ˆq.
On identifie G au groupe GLm1pkD1q et M au sous-groupe de Levi standard GLspkD1q
r. La repre´-
sentation σ identifie´e a` une repre´sentation de M est de la forme σbr0 . D’apre`s [22, Theorem 4.12],
l’alge`bre des endomorphismes de l’induite parabolique de σ a` G le long de P est isomorphe a` la
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sous-R-alge`bre H0pr, qpλqq engendre´e par S1, . . . ,Sr´1. Plus pre´cise´ment, il y a un isomorphisme
de R-alge`bres :
(2.15) Ψ0 : H0pr, qpλqq Ñ HpUpΛmaxq X B
ˆ, σq
tel que, pour tout i P t1, . . . , r ´ 1u, la fonction Ψ0pSiq soit de support JsiJ.
Notons θmax P CpΛmax, 0, βq le transfert de θ et κmax la β-extension de θmax transfert de κ.
Reprenant la preuve du lemme 4.4 et de la proposition 4.5 de [30], on obtient des morphismes
de R-alge`bres :
(2.16) HpUpΛmaxq X B
ˆ, σq Ñ HpJpβ,Λmaxq, κmax b σq ãÑ HpG, λq,
le premier e´tant un isomorphisme et le second injectif. En composant (2.15) et (2.16), on obtient
un homomorphisme injectif Ψ de R-alge`bres de H0pr, qpλqq dans HpG, λq. Fixons maintenant
une fonction ϕ P HpG, λq de support JhJ. On va montrer qu’il existe un unique isomorphisme de
R-alge`bres (2.14) prolongeant Ψ et satisfaisant a` la condition ΨpΠq “ ϕ. Pour cela, on reprend
la preuve de [30, The´ore`me 4.6], a` ceci pre`s que la preuve de [30, Lemme 4.14] doit eˆtre modifie´e
comme indique´ ci-dessous.
Lemme 2.16. — L’e´le´ment ϕ est inversible dans HpG, λq.
De´monstration. — Soit ϕ1 P HpG, λq une fonction de support Jh´1J. Le produit de convolution
ϕ ˚ ϕ1 est un multiple scalaire de l’e´le´ment neutre dans H. Il est donc soit nul, soit inversible,
et on va montrer que sa valeur en 1 n’est pas nulle. Fixons un ensemble X de repre´sentants de
J modulo JX h´1Jh, qu’on peut supposer eˆtre contenu dans J1. On a :
ϕ ˚ ϕ1p1q “
ÿ
xPX
λpxq ˝ ϕphq ˝ ϕ1ph´1q ˝ λpxq´1.
D’apre`s le lemme 2.5, l’ope´rateur d’entrelacement ϕphq P HomJXJhpλ, λ
hq se de´compose sous la
forme Φκ bΦσ avec Φκ P HomJXJhpκ, κ
hq et Φσ P HomJXJhpσ, σ
hq. En reprenant l’argument de
[18, Lemma 1.5], on montre qu’on a un isomorphisme de R-espaces vectoriels :
HomJXJhpσ, σ
hq » HomJ{J1pσ, σ
hq,
ce qui prouve que Φσ est inversible. De fac¸on analogue, l’ope´rateur d’entrelacement ϕ
1ph´1q se
de´compose sous la forme Φ1κ bΦ
1
σ, ou` Φ
1
σ est l’inverse de Φσ. On a donc ϕ ˚ ϕ
1p1q “ Ωb idσ ou`
idσ est l’identite´ sur l’espace de σ et ou` :
Ω “
ÿ
xPX
ηpxq ˝Φκ ˝ Φ
1
κ ˝ ηpxq
´1.
Comme J1Xh´1J1h est un pro-p-groupe, la restriction de η a` celui-ci est semi-simple. Il y a donc
un unique facteur irre´ductible en commun V entre les restrictions a` J1Xh´1J1h de η et de ηh, et
l’ope´rateur Φκ ˝ Φ
1
κ est un multiple non nul de la projection sur V. En tant que repre´sentation
lisse irre´ductible d’un pro-p-groupe, la dimension de V est une puissance de p, qui est non nulle
dans R. On en de´duit que la trace de Ω est non nulle, ce qui termine la de´monstration du lemme
2.16.
A` partir de la`, on termine en reprenant l’argument de [30, The´ore`me 4.6]. Ceci met fin a` la
preuve de la proposition 2.15.
Compte tenu de ce qui pre´ce`de, on obtient le re´sultat suivant.
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Corollaire 2.17. — Tout e´le´ment non nul de HpG, λq supporte´ par une double classe mod J
est inversible.
Exemple 2.18. — Si l’on prend pour pJ, λq le type simple pI, 1Iq de l’exemple 2.10, la proposi-
tion 2.15 montre que l’alge`bre de Hecke-Iwahori HpG, Iq est isomorphe a` la R-alge`bre de Hecke
affine Hpm, qdq.
2.7. Paires couvrantes
Dans ce paragraphe, nous rappelons quelques faits concernant la the´orie des paires couvrantes.
Pour plus de de´tails, nous renvoyons le lecteur a` [11, 37].
Soit τ une repre´sentation irre´ductible d’un sous-groupe ouvert compact K de G. Il lui corres-
pond la R-alge`bre H “ HpG, τq de´finie au paragraphe 1.5 et le foncteur :
Mτ : σ ÞÑ HomKpτ, σq
de R “ RRpGq vers la cate´gorie des H-modules a` droite. Par re´ciprocite´ de Frobenius, celui-ci
s’identifie au foncteur σ ÞÑ HomGpind
G
Kpτq, σq.
Soit M un sous-groupe de Levi de G et soit τM une repre´sentation irre´ductible d’un sous-grou-
pe ouvert compact KM de M. Supposons que pK, τq est une paire couvrante de pKM, τMq au sens
de [11, 8.1].
Remarque 2.19. — Dans [11], l’alge`bre associe´e a` la paire pK, τq est l’alge`bre HpG, τ_q asso-
cie´e a` la contragre´diente τ_ de τ . Elle est oppose´e a` H (voir [11, 2.3]). Dans la condition (iii)
de [11, 8.1] il faut donc remplacer “pP, Jq-positive” par “pP, Jq-negative”.
On a fixe´ au paragraphe 1.3 une racine carre´e de q dans R. Soit P un sous-groupe parabolique
de G muni d’une de´composition de Levi P “ MN. Il lui correspond un homomorphisme injectif
de R-alge`bres :
(2.17) jP : HpM, τMq Ñ HpG, τq
faisant de H un module a` gauche sur HM “ HpM, τMq (voir [37, II.10] : pour la raison donne´e
a` la remarque 2.19, l’homomorphisme jP pre´serve les supports des fonctions de HM supporte´es
par les e´le´ments P-ne´gatifs de M, et non pas P-positifs comme dans [11]). Cet homomorphisme
de´finit un foncteur de restriction, note´ j˚P, de la cate´gorie desH-modules a` droite vers la cate´gorie
des HM-modules a` droite. Pour toute repre´sentation σ de G, la projection naturelle de σ vers
son module de Jacquet rGP pσq induit un isomorphisme :
(2.18) j˚PpMτ pσqq »MτMpr
G
P pσqq
de HM-modules a` droite (voir [37, II.10.1]).
Remarque 2.20. — On de´duit de (2.18) que, si une repre´sentation σ de G contient une paire
couvrante, alors rGP pσq est non nul. En particulier, une repre´sentation irre´ductible de G conte-
nant une paire couvrante pour M Ĺ G n’est pas cuspidale.
La proprie´te´ (2.18) permet d’obtenir le re´sultat suivant.
Proposition 2.21. — Pour tout HM-module a` droite m de dimension finie, on a un isomor-
phisme de repre´sentations de G :
mbHM ind
G
Kpτq » i
G
P´pmbHM ind
M
KM
pτMqq,
ou` P´ de´signe le sous-groupe parabolique de G oppose´ a` P relativement a` M.
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Remarque 2.22. — L’hypothe`se sur la dimension dem provient du fait que notre preuve utilise
la proprie´te´ de seconde adjonction (1.1).
De´monstration. — Le foncteur Mτ admet un adjoint a` gauche :
m ÞÑ mbH ind
G
Kpτq
de la cate´gorie des H-modules a` droite vers la cate´gorie R, et le foncteur j˚P admet un adjoint
a` gauche m ÞÑ m bHM H de la cate´gorie des HM-modules a` droite vers celle des H-modules a`
droite. A` partir de (2.18) et en utilisant la seconde adjonction (1.1), on obtient le re´sultat.
D’apre`s Blondel [2, II] (voir aussi Dat [13, §2]), on a un isomorphisme :
(2.19) ΦP : ind
G
Kpτq Ñ i
G
P pind
M
KM
pτMqq, ΦPpfqpgqpxq “
ż
N
fpuxgq du,
de repre´sentations de G et de HM-modules a` gauche, ou` du est la mesure de Haar sur N nor-
malise´e de telle sorte que KXN soit de volume 1, avec f P indGKpτq, g P G et x P M.
Proposition 2.23. — Soit σ une repre´sentation de M engendre´e par sa composante τM-isoty-
pique. Alors l’induite iGP pσq est engendre´e par sa composante τ -isotypique.
De´monstration. — Par hypothe`se, σ est quotient d’une somme directe de copies de indMKMpτMq,
c’est-a`-dire qu’il existe un ensemble S et un homomorphisme surjectif de repre´sentations de M :à
S
indMKMpτMq Ñ σ.
Si l’on applique le foncteur exact iGP (qui commute aux sommes directes arbitraires) et la formule
(2.19), on voit que l’induite parabolique iGP pσq est un quotient d’une somme de copies de ind
G
Kpτq,
c’est-a`-dire qu’elle est engendre´e par sa composante τ -isotypique.
2.8. Types semi-simples I : le cas homoge`ne
Soit α “ pm1, . . . ,mrq une famille d’entiersě 1 de sommem. Pour chaque entier i P t1, . . . , ru,
fixons un type simple maximal pJi, λiq de Gmi . On pose M “ Mα, P “ Pα, N “ Nα et on note
λM la repre´sentation λ1 b ¨ ¨ ¨ b λr du groupe JM “ J1 ˆ ¨ ¨ ¨ ˆ Jr.
Pour chaque i P t1, . . . , ru, fixons une strate simple rΛi, ni, 0, βis de Ami telle que Ji soit e´gal
a` Jpβi,Λiq et fixons un caracte`re simple θi P CpΛi, 0, βiq contenu dans le type simple λi. On note
pΘi, 0, βiq le ps-caracte`re (voir [5, Definition 1.5]) de´fini par le couple prΛi, ni, 0, βis, θiq.
De´finition 2.24. — Un couple de la forme pJM, λMq est appele´ un type simple maximal de M.
Dans ce paragraphe, on suppose que les ps-caracte`res pΘi, 0, βiq, i P t1, . . . , ru sont tous endo-
e´quivalents (au sens de [5, Definition 1.10]) a` un ps-caracte`re fixe´ pΘ, 0, βq. On peut supposer,
comme dans [33, §8.1], que les caracte`res simples θ1, . . . , θr sont des re´alisations de pΘ, 0, βq.
Fixons une strate simple rΛ, n, 0, βs de A telle que :
(1) on a Λ “ pΛXDm1q‘ ¨ ¨ ¨‘ pΛXDmrq et la OD-suite de re´seaux ΛXD
mi est dans la classe
affine de Λi pour chaque i P t1, . . . , ru ;
(2) il existe un isomorphisme de E-alge`bres Φ : BÑ Mm1pD
1q identifiant ApΛqXB a` un ordre
he´re´ditaire standard dont la re´duction modulo pD1 est forme´e des matrices triangulaire par blocs
de taille pm11, . . . ,m
1
rq, ou` m
1
i est l’entier associe´ a` mi par la relation (2.4).
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Quitte a` dilater chaque suite Λi par un entier convenable, on supposera dans la suite que toutes
les Λi ont la meˆme pe´riode, e´gale a` celle de Λ. Notons θ P CpΛ, 0, βq la re´alisation de pΘ, 0, βq
associe´e a` cette strate simple et choisissons une β-extension κ de θ. On de´finit des sous-groupes :
J “ H1pβ,ΛqpJpβ,Λq X Pq, J1 “ H1pβ,ΛqpJ1pβ,Λq X Pq.
Comme aux paragraphes 6.3 et 6.4 de [33] (ou` les groupes de´finis ci-dessus sont note´s JP et J
1
P)
on de´finit des repre´sentations irre´ductibles η et κ de J1 et J respectivement, dont les proprie´te´s
sont de´crites par les propositions 6.5 et 6.6 de [33] (ou` ces repre´sentations sont note´es ηP et κP).
En particulier, l’induite de η a` J1pβ,Λq est isomorphe a` la restriction de κ a` ce groupe et, pour
toute repre´sentation irre´ductible ξ de UpΛqXBˆ triviale sur U1pΛqXBˆ, on a un isomorphisme
canonique de repre´sentations :
(2.20) ind
Jpβ,Λq
J
pκb ξq » κb ξ.
La restriction de κ a` JXM se de´compose sous la forme κ1b¨ ¨ ¨bκr ou` κi est une β-extension de
θi pour chaque i P t1, . . . , ru. De´composons λi sous la forme κibσi ou` σi est une repre´sentation
irre´ductible de Ji triviale sur J
1pβ,Λiq. L’isomorphisme Φ induit un isomorphisme de Ami X B
vers Mm1ipD
1q permettant d’identifier σi a` une repre´sentation cuspidale de GLm1ipkD1q.
On re´unit σ1, . . . , σr suivant leur classe de conjugaison sous le groupe Γ “ GalpkD1{kEq, ce qui
de´finit une partition :
t1, . . . , ru “ I1 Y ¨ ¨ ¨ Y Iu, u ě 1.
Quitte a` renume´roter les types simples pJi, λiq, on peut supposer pour simplifier qu’il existe des
entiers 0 “ a0 ă a1 ă ¨ ¨ ¨ ă au “ r tels qu’on ait Ij “ ti P t1, . . . , ru | aj´1 ă i ď aju pour
chaque j P t1, . . . , uu. Ceci de´finit un sous-groupe de Levi standard M1 de G contenant M.
Notons σ la repre´sentation σ1b¨ ¨ ¨bσr conside´re´e comme repre´sentation de J triviale sur J
1
et posons λ “ κb σ. On pose JM1 “ JXM
1 et on note λM1 la restriction de λ a` JM1 .
Remarque 2.25. — Dans le cas ou` u “ 1, c’est-a`-dire ou` M1 “ G, la proprie´te´ (2.20) implique
que l’induite de λ a` Jpβ,Λq est un type simple λ. Il y a donc un isomorphisme canonique de
R-alge`bres de HpG,λq sur HpG, λq pre´servant les supports, la structure de cette dernie`re e´tant
donne´e par la proposition 2.15. En reprenant l’argument de [33, Proposition 6.7], on en de´duit
que pJ,λq est une paire couvrante de pJM, λMq.
Pour j P t1, . . . , uu, notons rj le cardinal de Ij et posons fj “ fd
1m1i, ou` f est le degre´ re´siduel
de E sur F et ou` m1i ne de´pend pas de i P Ij.
Proposition 2.26. — (1) La paire pJ,λq est une paire couvrante de pJM1 ,λM1q, qui est elle-
meˆme une paire couvrante de pJM, λMq.
(2) On a un isomorphisme de R-alge`bres de HpM1,λM1q dans HpG,λq pre´servant les supports.
(3) On a un isomorphisme :
Hpr1, q
f1q b ¨ ¨ ¨ bHpru, q
fuq Ñ HpG,λq
de R-alge`bres.
De´monstration. — Dans le cas ou` R est C, le re´sultat est donne´ par la proposition 8.1 de [33].
Dans le cas ge´ne´ral, il suffit de reprendre la preuve de [32, Proposition 5.17] pour prouver que
pJ,λq est de´compose´e au-dessus de pJM1 ,λM1q et que l’ensemble d’entrelacement de λ dans G
est inclus dans JM1J, les propositions [18, 1.2] et [33, 6.6] e´tant encore valables dans le cas mo-
dulaire. En raisonnant comme dans la preuve de [11, Theorem 7.2] (voir aussi [37, II.8]), on en
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de´duit que pJ,λq est une paire couvrante de pJM1 ,λM1q et on a un isomorphisme de R-alge`bres
pre´servant les supports de HpM1,λM1q dans HpG,λq.
Le fait que pJM1 ,λM1q est une paire couvrante de pJM, λMq est une conse´quence de la remarque
2.25, et l’isomorphisme du point 3 est une conse´quence de la proposition 2.15.
Pour chaque i P t1, . . . , ru, notons ηi la restriction de κi a` J
1pβ,Λiq et posons :
(2.21) ηM “ η1 b ¨ ¨ ¨ b ηr, κM “ κ1 b ¨ ¨ ¨ b κr, J
1
M “ JM XU1pΛq.
Les paires pJ1,ηq et pJ,κq sont de´compose´es au-dessus de pJ1M, ηMq et pJM, κMq respectivement.
On a le re´sultat suivantp2q, qui a` notre connaissance est nouveau meˆme dans le cas complexe.
Proposition 2.27. — La paire pJ1,ηq est une paire couvrante de pJ1M, ηMq.
De´monstration. — D’apre`s le corollaire qui suit [2, Proposition III.2], il suffit de prouver que,
pour toute repre´sentation lisse irre´ductible π de G, l’application naturelle :
(2.22) HomJ1pη, πq Ñ HomJ1
M
pηM, rαpπqq
induite par la surjection canonique de π sur son module de Jacquet est injective, ce que l’on va
faire par re´currence sur la dimension de M. Fixons une repre´sentation irre´ductible π de G. Au
moyen de l’isomorphisme de E-alge`bres Φ fixe´ au de´but du paragraphe 2.8, identifions :
J{J1 » JM{J
1
M » pUpΛq X B
ˆq{pU1pΛq X B
ˆq
a` un sous-groupe de Levi standard :
M “ GLm11pkD1q ˆ ¨ ¨ ¨ ˆGLm1rpkD1q Ď GLm1pkD1q.
Munissons HomJ1pη, πq de l’action de J de´finie, pour x P J et f P HomJ1pη, πq, par la formule :
x ¨ f “ πpxq ˝ f ˝ κpxq´1.
C’est une repre´sentation de J triviale sur J1 que l’on voit comme une repre´sentation de M. De
fac¸on analogue, le membre de droite de (2.22) est muni d’une structure de repre´sentation de M.
Conside´rons maintenant (2.22) comme un homomorphisme de repre´sentations de M et notons
V son noyau, que l’on suppose non nul. Il existe donc un sous-groupe de Levi standard M‹ Ď M
et une repre´sentation irre´ductible cuspidale τ de M‹ telle que V posse`de une sous-repre´sentation
irre´ductible de support cuspidal pM‹, τ q. Si M‹ “ M, le calcul du composant τ -isotypique donne
une suite exacte de R-espaces vectoriels :
0Ñ Vτ Ñ HomJpκ b τ , πq Ñ HomJMpκM b τ , rαpπqq.
Comme pJ,κbτ q est une paire couvrante de pJM, κMbτ q d’apre`s la proposition 2.26, on trouve
Vτ “ 0, ce qui contredit l’hypothe`se faite sur τ . En particulier, si m11 “ ¨ ¨ ¨ “ m
1
r “ 1, alors on
a toujours M‹ “ M et ainsi (2.22) est un isomorphisme dans ce cas.
On suppose maintenant que M‹ est un sous-groupe de Levi standard propre de M. Il y a une
famille d’entiers γ “ pt1, . . . , tsq de somme m telle que, si l’on note pt
1
1, . . . , t
1
sq la famille d’entiers
de somme m1 associe´e a` γ par la relation (2.4), alors :
M‹ “ GLt11pkD1q ˆ ¨ ¨ ¨ ˆGLt1spkD1q Ď GLm1pkD1q.
En particulier, γ est plus fine que α. Fixons une strate simple rΛ1, nΛ1 , 0, βs de A telle que :
(1) on a Λ1 “ pΛ1 XDt1q ‘ ¨ ¨ ¨ ‘ pΛ1 XDtsq ;
p2qV. Se´cherre remercie Shaun Stevens pour une discussion sur une version pre´liminaire de la preuve de ce re´sultat.
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(2) ΦpApΛ1q X Bq est un ordre he´re´ditaire standard dont la re´duction modulo pD1 est forme´e
des matrices triangulaire par blocs de taille pt11, . . . , t
1
sq.
On de´finit les deux sous-groupes :
J1 “ H1pβ,Λ1qpJpβ,Λ1q X Pγq, J
11 “ H1pβ,Λ1qpJ1pβ,Λ1q X Pγq.
Soit κ1 le transfert de κ en une β-extension du transfert θ1 P CpΛ1, 0, βq de θ. Notons κ1 la repre´-
sentation de J1 sur l’espace des vecteurs de κ1 invariants par Jpβ,Λ1qXNγ et η
1 la restriction de
κ1 a` J11. La restriction de η1 a` :
J11γ “ J
1pβ,Λ1 XDt1q ˆ ¨ ¨ ¨ ˆ J1pβ,Λ1 XDtsq
est e´gale a` η1γ “ η
1
1 b ¨ ¨ ¨ b η
1
s ou` η
1
j est la repre´sentation de Heisenberg du transfert de θ dans
CpΛ1 XDtj , 0, βq, pour chaque j P t1, . . . , su.
Notons U‹ le sous-groupe unipotent standard de M correspondant a` M‹. Calculant les espaces
de vecteurs U‹-invariants graˆce aux relations de cohe´rence entre β-extensions, on obtient des
isomorphismes de repre´sentations de M‹ :
HomJ1pη, πq
U‹ » HomJ11pη
1, πq,
HomJ1
M
pηM, rαpπqq
U‹ » HomJ11XMpη
1
M, rαpπqq,
ou` η1M est la restriction de η
1 a` J11XM. Par hypothe`se de re´currence, la paire pJ11XM,η1Mq est
une paire couvrante de pJ11γ , η
1
γq. On en de´duit que l’application naturelle :
HomJ11XMpη
1
M, rαpπqq Ñ HomJ11γ pη
1
γ , rγpπqq
est un isomorphisme. Appliquant le foncteur des U‹-invariants a` (2.22) puis prenant la compo-
sante τ -isotypique, on obtient une suite exacte de R-espaces vectoriels :
0Ñ VU
‹,τ Ñ HomJ1pκ
1 b τ , πq Ñ HomJ1γ pκ
1
γ b τ , rγpπqq
ou` κ1γ “ κ
1
1 b ¨ ¨ ¨ b κ
1
s est la restriction de κ
1 a` :
J1γ “ Jpβ,Λ
1 XDt1q ˆ ¨ ¨ ¨ ˆ Jpβ,Λ1 XDtsq,
κ1j e´tant une β-extension de η
1
j . Comme pJ
1,κ1 b τ q est une paire couvrante de pJ1γ , κ
1
γ b τ q par
la proposition 2.26, on en de´duit que VU
‹,τ “ 0, ce qui donne une contradiction.
2.9. Types semi-simples II : le cas ge´ne´ral
Nous traitons maintenant le cas ge´ne´ral. Re´unissons les pΘi, 0, βiq suivant leur classe d’endo-
e´quivalence, ce qui de´finit une partition :
t1, . . . , ru “ I1 Y ¨ ¨ ¨ Y Il, l ě 1.
Ceci de´finit un sous-groupe de Levi L de G contenant M. Quitte a` renume´roter les types simples
pJi, λiq, nous pouvons supposer pour simplifier que L est standard et de´finit une de´composition :
Dm “ V1 ‘ ¨ ¨ ¨ ‘Vl
ou`, pour chaque k P t1, . . . , lu, Vk de´signe la somme directe des Dmi , i P Ik. On suppose comme
dans le paragraphe 2.8 que les θi, i P Ik sont des re´alisations d’un meˆme ps-caracte`re pΘ
k, 0, βkq
et que les Λi, i P Ik ont toutes la meˆme pe´riode ; on fixe une suite de re´seaux Λ
k de Vk satisfai-
sant a` la condition du paragraphe 2.8 relativement aux Λi, i P Ik ; on note Mk le sous-groupe de
Levi standard forme´ des Gmi , i P Ik ; on a un type simple maximal pJMk , λMkq de Mk forme´ des
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pJi, λiq, i P Ik. On note enfin pJk,λkq la paire couvrante de pJMk , λMkq dans GdimVk associe´e a`
la paire pβk,Λkq par la proposition 2.26.
Posons :
(2.23) JL “ J1 ˆ ¨ ¨ ¨ ˆ Jl, λL “ λ1 ˆ ¨ ¨ ¨ ˆ λl.
Par construction, pJL,λLq est une paire couvrante de pJM, λMq dans L. Ici encore, quitte a` dilater
les suites de re´seaux, on peut supposer que Λ1, . . . ,Λl ont toutes la meˆme pe´riode ; notons Λ la
somme directe des Λk et notons β la somme des βk. Ceci de´finit une strate rΛ, n, 0, βs de A, pas
force´ment simple. On note B le centralisateur de β dans A.
Pour ce qui suit, nous aurons besoin de la notion d’approximation commune d’une famille de
caracte`res simples ([33, Definition 5.5]).
Proposition 2.28. — Il existe une paire couvrante pJ,λq de pJL,λLq, donc de pJM, λMq, dans
G posse´dant les proprie´te´s suivantes :
(1) On a Un`1pΛq Ď J Ď UpΛq.
(2) Si prΛ, n, 0, γs, ϑ, tq est une approximation commune de pθ1, . . . , θrq, le groupe J contient
et normalise pHtpγ,Λq X LqHt`1pγ,Λq, la restriction de λ a` Ht`1pγ,Λq est un multiple de ϑ et
la restriction de λ a` Htpγ,Λq XM est un multiple de θ1 b ¨ ¨ ¨ b θr.
De´monstration. — On proce`de par re´currence sur l comme dans le cas complexe ([33, Theorem
8.2]). Une fois construite une paire pJ,λq ve´rifiant les proprie´te´s 1 et 2, le seul passage reque´rant
un peu d’attention pour prouver que c’est une paire couvrante de pJL,λLq est la fin de la preuve
de [12, Corollary 6.6].
D’apre`s [2, Proposition III.2], tout module a` droite simple sur HpG,λq est de dimension finie.
D’apre`s l’argument de [11, 7.15], qui est encore valable dans le cas modulaire, on en de´duit que
tout e´le´ment inversible a` gauche de HpG,λq est inversible. A partir de la`, on conclut comme
dans le cas complexe que pJ,λq est une paire couvrante. Voir l’introduction a` la section 2 pour
plus de de´tails.
De´finition 2.29. — Un type semi-simple de G est une paire couvrante d’un type simple maxi-
mal d’un sous-groupe de Levi de G de la forme pJ,λq de´finie par la proposition 2.28.
2.10. La repre´sentation η et son ensemble d’entrelacement
Soit pJ,λq un type semi-simple. Le groupe J a une de´composition d’Iwahori :
J “ pJXN´q ¨ pJXMq ¨ pJXNq
ou` N´ est le radical unipotent oppose´ a` N par rapport a` M. Pour k P t1, . . . , lu, notons ηk la
repre´sentation irre´ductible de J1k “ Jk XU1pΛ
kq contenue dans λk, et posons :
ηL “ η1 b ¨ ¨ ¨ b ηl.
C’est une repre´sentation irre´ductible de J1L “ J
1
1ˆ¨ ¨ ¨ˆJ
1
l . Posons J
1 “ JXU1pΛq et reprenons
les notations de (2.21). Nous voulons de´finir des repre´sentations irre´ductibles η et κ de J1 et J
ge´ne´ralisant celles du paragraphe 2.8 dans le cas homoge`ne, avec une de´composition λ “ κbσ.
Proposition 2.30. — Il y a une unique paire de´compose´e pJ1,ηq au-dessus de pJ1L,ηLq, donc
aussi au-dessus de pJ1M, ηMq. La restriction de λ a` J
1 est η-isotypique.
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De´monstration. — On a une de´composition d’Iwahori :
J1 “ pJ1 XN´q ¨ J1M ¨ pJ
1 XNq.
Pour tout y P J1 se de´composant sous la forme y “ uxu1 avec u P J1 XN´, x P J1M, u
1 P J1 XN,
on pose ηpyq “ ηMpxq. Ceci de´finit une application η de J
1 dans GLpVq, ou` V de´signe l’espace
de ηM, et il s’agit de montrer que c’est un homomorphisme de groupes. La restriction de λ a` J
1
est triviale sur J1 X N´ et J1 X N et la restriction de λ a` J1 XM, qui est e´gale a` la restriction
de λM a` J
1
M, est un multiple de ηM. Ainsi l’ensemble :
pJ1 XN´q ¨KerpηMq ¨ pJ
1 XNq “ Kerpλq X J1
est un sous-groupe de G. Par conse´quent (voir [1, Lemme 1]) l’application η est une repre´sen-
tation irre´ductible de J1 et la paire pJ1,ηq est de´compose´e au-dessus de pJ1M, ηMq.
Proposition 2.31. — L’ensemble d’entrelacement de η dans G est e´gal a` JpLXBˆqJ et, pour
tout g P LX Bˆ, l’espace HomJ1XpJ1qgpη,η
gq est de dimension 1 sur R.
De´monstration. — Si g P G entrelace η, on peut supposer graˆce au lemme A.12 qu’il appartient
a` L. Comme η et ηL ont le meˆme ensemble d’entrelacement dans L, il suffit de calculer celui de
ηL. Pour k P t1, . . . , lu, notons B
k le centralisateur de βk dans EndDpV
kq. La composante gk
de g dans le k-ie`me bloc de L entrelace ηk, donc elle appartient a` J
1
kpB
kqˆJ1k et :
dimRHomJ1XpJ1qgk pηk,η
gk
k q “ 1
d’apre`s la proposition 2.1. On conclut en remarquant que LX Bˆ “ pB1qˆ ˆ ¨ ¨ ¨ ˆ pBlqˆ.
La proposition 2.31 fournissant une majoration de l’ensemble d’entrelacement de λ dans G,
nous en de´duisons le re´sultat suivant. Notons Q le sous-groupe parabolique standard de G de
sous-groupe de Levi standard L.
Corollaire 2.32. — Le morphisme de R-alge`bres jQ : HpL,λLq Ñ HpG,λq est un isomorphis-
me pre´servant les supports.
Pour chaque k P t1, . . . , lu, fixons une de´composition λk “ κkbσk comme au paragraphe 2.8
et posons :
κL “ κ1 b ¨ ¨ ¨ b κl, σL “ σ1 b ¨ ¨ ¨ b σl.
Ainsi κL est une repre´sentation irre´ductible de JL prolongeant ηL. Aussi, σL est une repre´sen-
tation irre´ductible de JL triviale sur J
1
L et on a la de´composition λL “ κL b σL. Notons σ la
repre´sentation σL conside´re´e comme une repre´sentation irre´ductible de J triviale sur J
1 graˆce
a` l’isomorphisme J{J1 » JL{J
1
L. On reprend les notations de (2.21).
Proposition 2.33. — (1) Il y a une unique paire de´compose´e pJ,κq au-dessus de pJL,κLq,
donc aussi au-dessus de pJM, κMq. La restriction de κ a` J
1 est e´gale a` η et on a λ “ κb σ.
(2) L’ensemble d’entrelacement de κ dans G est JpLX BˆqJ.
De´monstration. — Graˆce a` la de´composition d’Iwahori de J, on peut de´finir de fac¸on analogue
a` η une application κ de J dans GLpVq prolongeant κM et triviale sur JXN
´, JXN. Comme
JXN “ J1 XN et JXN´ “ J1 XN´, on a :
pJXNq ¨ pJXN´q Ď Kerpλq X J1 Ď pJXN´q ¨KerpκMq ¨ pJXNq.
On en de´duit que pJXN´q ¨KerpκMq ¨ pJXNq est un sous-groupe de G. Ainsi l’application κ est
une repre´sentation irre´ductible de J et la paire pJ,κq est de´compose´e au-dessus de pJM, κMq.
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Le point 2 se montre comme pour η.
Le re´sultat suivant sera utile pour prouver le lemme 3.2 et la proposition 4.8.
Proposition 2.34. — Soit pJ,λq un type semi-simple de G. Alors la repre´sentation de J sur
la composante η-isotypique de indGJ pλq est une somme directe de conjugue´s de λ.
De´monstration. — Fixons une de´composition de λ sous la forme κbσ. Comme J1 est un pro-
p-groupe, la restriction de indGJ pλq a` J
1 est semi-simple et se de´compose sous la forme V ‘W
ou` V est une somme directe de copies de η et ou` aucun sous-quotient irre´ductible de W n’est
isomorphe a` η. Comme J normalise la classe d’isomorphisme de η (puisque κ prolonge η a` J),
il stabilise les sous-espaces V et W. Posons :
Π “ HomJ1pη, ind
G
J pλqq
que l’on munit de l’action de J de´finie, pour x P J et f P Π, par la formule :
x ¨ f “ πpxq ˝ f ˝ κpxq´1
ou` π est la repre´sentation de J sur indGJ pλq. C’est une repre´sentation de J triviale sur J
1, et V
est isomorphe a` κb Π. Nous allons montrer que la repre´sentation Π est une somme directe de
conjugue´s de σ, ce dont on de´duira le re´sultat voulu.
Par la formule de Mackey, la restriction de indG
J
pλq a` J1 est la somme directe des indJ
1
J1XJxpλ
xq
pour x P JzG{J1. Par conse´quent, on a la de´composition :
Π “
à
xPJzG{J1
HomJ1XJxpη,λ
xq
de Π en une somme directe de R-espaces vectoriels. Si l’on e´crit :
HomJ1XJxpη,λ
xq Ď HomJ1XpJ1qxpη,η
xq b Vσ
ou` Vσ de´signe l’espace de σ qui compte ici comme un espace de multiplicite´, on voit que seuls
les x P G qui entrelacent η apportent une contribution non nulle. On peut donc supposer que x
appartient a` LX Bˆ.
Lemme 2.35. — Supposons que x P LX Bˆ. Alors :
HomJ1XJxpη,λ
xq » HomJ1XJxp1,σ
xq “ HompU1pΛqXBˆqXpUpΛqXBˆqxp1,σ
xq.
De´monstration. — Il suffit de reprendre la preuve de la proposition [10, 5.3.2], en sachant que
l’espace HomJ1XJxpη,κ
xq est de dimension 1 sur R d’apre`s la proposition 2.31.
L’e´galite´ provient du fait que J1 X Bˆ “ U1pΛq X B
ˆ et JX Bˆ “ UpΛq X Bˆ.
Comme σ est cuspidale, seuls les x P LXBˆ normalisant UpΛqXBˆ apportent une contribution
non nulle. Pour de tels x, on voit que HomJ1XJxpκ,λ
xq est isomorphe a` σx comme repre´sentation
de J.
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2.11. Re´duction modulo ℓ des types simples
Soit ℓ un nombre premier diffe´rent de p. Rappelons que toute Qℓ-repre´sentation irre´ductible
d’un groupe profini peut eˆtre re´duite modulo ℓ (voir la remarque 1.3).
Rappelons d’abord la the´orie de la re´duction modulo ℓ des repre´sentations cuspidales de GLn
sur un corps fini de caracte´ristique p (voir [22]). Soient k un corps fini de caracte´ristique p et k
une cloˆture alge´brique de k. Pour n ě 1, notons kn l’extension de k de degre´ n contenue dans k.
Si R est Qℓ ou Fℓ, notons XnpRq l’ensemble des R-caracte`res de k
ˆ
n dont l’orbite sous Galpk{kq
est de cardinal n. D’apre`s Green [19], on a une correspondance surjective :
(2.24) χ˜ ÞÑ gQℓpχ˜q
de XnpQℓq vers l’ensemble des classes de Qℓ-repre´sentations irre´ductibles cuspidales de GLnpkq,
et l’ensemble des ante´ce´dents de g
Qℓ
pχ˜q par (2.24) est l’orbite de χ˜ sous Galpk{kq.
The´ore`me 2.36 (James [22]). — Soit un entier n ě 1.
(1) Pour tout caracte`re χ˜ P XnpQℓq, la repre´sentation rℓpgQℓpχ˜qq est irre´ductible et cuspidale,
et elle ne de´pend que de la re´duction modulo ℓ de χ˜.
(2) On a une correspondance surjective :
(2.25) χ ÞÑ jFℓpχq “ rℓpgQℓpχ˜qq
de l’ensemble des Fℓ-caracte`res χ de k
ˆ
n admettant un rele`vement χ˜ dans XnpQℓq vers l’ensemble
des classes de Fℓ-repre´sentations irre´ductibles cuspidales de GLnpkq ; l’ensemble des ante´ce´dents
de j
Fℓ
pχq est l’orbite de χ sous Galpk{kq.
(3) La repre´sentation j
Fℓ
pχq est supercuspidale si et seulement si χ P XnpFℓq.
Soit maintenant rΛ, n, 0, βs une strate simple de A. Fixons des homomorphismes :
ιp,Qℓ
: µp8pCq Ñ Q
ˆ
ℓ , ιp,Fℓ : µp
8pCq Ñ Fˆℓ
comme au paragraphe 2.2 et supposons que le second est le compose´ du premier avec le morphis-
me de re´duction mod ℓ. Posons J “ Jpβ,Λq, J1 “ J1pβ,Λq et H1 “ H1pβ,Λq. Comme H1 est un
pro-p-groupe, la re´duction mod ℓ de´finit une bijection :
CQℓ
pΛ,m, βq Ñ CFℓpΛ,m, βq
pour tout m tel que 0 ď m ď ´k0pβ,Λq ´ 1. Appelons rele`vement d’un Fℓ-caracte`re simple θ
son image re´ciproque par cette bijection.
Proposition 2.37. — Soit θ P CFℓpΛ, 0, βq un Fℓ-caracte`re simple, soit θ˜ le rele`vement de θ et
soit κ˜ une β-extension de θ˜.
(1) Si r est une structure entie`re de κ˜, alors rb Fℓ est une β-extension de θ.
(2) Si κ est une β-extension de θ, il y a une β-extension de θ˜ dont la re´duction mod ℓ est κ.
De´monstration. — La preuve est analogue a` celle donne´e dans [36, III.4.18]. Notons κ la repre´-
sentation rbFℓ de J. La restriction de κ˜ a` H
1 est un multiple de θ˜, donc la restriction de κ a` H1
est un multiple de θ. Ainsi la restriction de κ au pro-p-groupe J1 contient la repre´sentation de
Heisenberg η, et a la meˆme dimension. Enfin, d’apre`s [36, Lemme I.9.8], l’ensemble d’entrela-
cement de κ dans G est e´gal a` JBˆJ. C’est donc une β-extension de θ.
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Soit maintenant κ1 une β-extension de θ. D’apre`s (2.2), il existe un Fℓ-caracte`re χ de k
ˆ
E tel
que κ soit isomorphe a` κ1 b pχ ˝NB{Eq, c’est-a`-dire que rℓpκ˜q est e´gale a` κ
1 b pχ ˝NB{Eq. Si l’on
note α l’unique Qℓ-caracte`re de k
ˆ
E d’ordre premier a` ℓ dont la re´duction mod ℓ soit χ
´1, alors
l’image de κ˜1 b pα ˝ NB{Eq par rℓ est e´gale a` κ
1.
Remarque 2.38. — Deux β-extensions de θ˜ ont des re´ductions mod ℓ isomorphes si et seule-
ment si elles sont tordues l’une de l’autre par un Qℓ-caracte`re d’ordre une puissance de ℓ.
On re´duit maintenant les types simples modulo ℓ.
Proposition 2.39. — Soit θ P CFℓpΛ, 0, βq un Fℓ-caracte`re simple et soit θ˜ son rele`vement.
(1) Si l est une structure entie`re d’un Qℓ-type simple contenant θ˜, alors lb Fℓ est un Fℓ-type
simple contenant θ.
(2) Pour tout Fℓ-type simple λ contenant θ, il existe un Qℓ-type simple contenant θ˜ dont la
re´duction mod ℓ est λ.
De´monstration. — Traitons d’abord le cas de niveau 0. En conside´rant un type simple de niveau
0 comme une repre´sentation du quotient UpΛq{U1pΛq, on se rame`ne au proble`me de la re´duction
des repre´sentations irre´ductibles cuspidales du groupe fini GLspkDq avec s ě 1.
Supposons maintenant que le niveau est non nul. On fixe un Qℓ-type simple λ˜ contenant θ˜,
qu’on e´crit κ˜b σ˜. Si k et s sont des structures entie`res de κ˜ et σ˜ respectivement, kb s est une
structure entie`re de λ˜. Le re´sultat est alors une conse´quence de la propositions 2.37 et du cas
de niveau 0.
La proposition 2.39 montre que l’existence des Fℓ-types simples de G se de´duit de l’existence
des Qℓ-types simples prouve´e dans [29, 33].
3. Repre´sentations cuspidales
Soit m ě 1 un entier et soit G “ GLmpDq. Dans cette section, on effectue la classification des
repre´sentations irre´ductibles cuspidales de G en termes de types simples maximaux (the´ore`me
3.11). Ceci a e´te´ fait par Bushnell-Kutzko [10] et Se´cherre-Stevens [32] dans le cas complexe,
et par Vigne´ras [36] pour GLnpFq dans le cas modulaire. Cette classification permet d’associer
certains invariants a` une repre´sentation irre´ductible cuspidale de G (paragraphes 3.4 et 4.5).
On e´tudie ensuite les proble`mes de la re´duction et du rele`vement des repre´sentations irre´duc-
tibles cuspidales de G. On montre que, contrairement au cas de´ploye´ traite´ dans [36], une Qℓ-re-
pre´sentation irre´ductible cuspidale entie`re de G ne se re´duit pas toujours en une repre´sentation
irre´ductible (the´ore`me 3.15) et qu’une Fℓ-repre´sentation irre´ductible cuspidale de G n’admet pas
toujours un rele`vement (paragraphe 3.6).
Ne´anmoins, on prouve que toute Fℓ-repre´sentation irre´ductible supercuspidale de G contenant
un type simple maximal supercuspidal se rele`ve a` Qℓ (the´ore`me 3.27, remarque 3.28) et on donne
dans le cas de´ploye´ une nouvelle preuve du fait (duˆ a` Vigne´ras) selon lequel la re´duction modulo ℓ
d’une Qℓ-repre´sentation irre´ductible cuspidale entie`re est irre´ductible (corollaire 3.22, remarque
3.23).
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3.1. Types simples maximaux
Soit pJ, λq un type simple maximal de G. Notons :
K “ NGpJ, λq
le normalisateur de la classe d’isomorphisme de λ dans G. On peut supposer que pJ, λq est de´fini
par rapport a` une strate simple rΛ, n, 0, βs ou` Λ est une OD-suite de re´seaux stricte de D
m. Dans
ce cas, il est d’usage dans les notations de remplacer cette suite par l’ordre he´re´ditaire A “ ApΛq
qu’elle de´finit.
Proposition 3.1. — Pour toute repre´sentation Σ prolongeant λ a` K, l’induite indGKpΣq est une
repre´sentation irre´ductible cuspidale de G. En outre, l’application :
(3.1) Σ ÞÑ indGKpΣq
induit une bijection entre prolongements de λ a` K et classes d’isomorphisme de repre´sentations
irre´ductibles cuspidales de G contenant λ.
De´monstration. — La preuve s’inspire de [38, §8] mais des modifications doivent y eˆtre appor-
te´es. Soit Σ une repre´sentation de K prolongeant λ. Comme l’entrelacement de Σ dans G est
K (voir la remarque 2.14), la R-alge`bre des endomorphismes de l’induite compacte indGKpΣq est
isomorphe a` R. Pour prouver qu’elle est irre´ductible, nous allons appliquer [38, Lemma 4.2].
Soit rA, n, 0, βs une strate simple de A de´finissant pJ, λq. On pose U “ UpAq XBˆ, qui est un
sous-groupe compact maximal de Bˆ.
Lemme 3.2. — La repre´sentation de K sur la composante η-isotypique de indGKpΣq est isomor-
phe a` la somme directe des Σn, avec n P NBˆpUqJ{K, ou` NBˆpUq est le normalisateur de U
dans Bˆ.
Remarque 3.3. — Dans le cas ou` D “ F, on a K “ NBˆpUqJ, de sorte que la repre´sentation
de K sur la composante η-isotypique de indGKpΣq est isomorphe a` Σ : voir [38, Corollary 8.4].
De´monstration. — La preuve est analogue a` celle de la proposition 2.34. On trouve un isomor-
phisme :
HomJ1pη, ind
G
KpΣqq »
à
gPN
Bˆ pUqJ{K
HomJ1pη,Σ
gq
et le re´sultat s’ensuit.
Pour appliquer le crite`re d’irre´ductibilite´ [38, Lemma 4.2], il faut montrer que, pour tout quo-
tient irre´ductible π de indGKpΣq, la repre´sentation Σ est un quotient de la restriction de π a` K. Soit
π un tel quotient irre´ductible ; par re´ciprocite´ de Frobenius, Σ est donc une sous-repre´sentation
de la restriction de π a` K. Comme J1 est un pro-p-groupe, la composante η-isotypique de π est
un quotient de celle de indGKpΣq comme repre´sentation de K. Mais c’est aussi un facteur direct
de la restriction de π a` J1 (qui est semi-simple), de sorte que π a la proprie´te´ attendue.
Enfin, indGKpΣq est cuspidale, puisque ses coefficients sont a` support compact modulo le centre
de G (voir [36, II.2.7]).
Il ne reste qu’a` prouver que l’application (3.1) est bijective. Notons Z le centre de G et fixons
un caracte`re ω : ZÑ Rˆ dont la restriction a` JX Z co¨ıncide avec le caracte`re par lequel agit la
restriction de λ a` JX Z. Notons λω la repre´sentation de JZ prolongeant λ et dont la restriction
a` Z agit par le caracte`re ω. On va prouver que (3.1) induit une bijection entre prolongements
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de λω a` K et classes d’isomorphisme de repre´sentations irre´ductibles cuspidales de G contenant
λω.
Par un argument similaire a` celui de [36, III.4.27], la repre´sentation λω admet un prolongement
Σ a` K et l’application χ ÞÑ Σχ est une bijection entre les caracte`res de K triviaux sur JZ et les
prolongements de λω a` K. On en de´duit que (3.1) est injective. Si maintenant ρ est une repre´sen-
tation irre´ductible cuspidale de G contenant λω, alors ρ est un quotient de ind
G
KpΣbRrK{JZsq ou`
RrK{JZs est la repre´sentation re´gulie`re du groupe fini cyclique K{JZ. Il existe donc un caracte`re
χ de K trivial sur JZ tel que ρ soit un quotient de (et donc soit isomorphe a`) l’induite indGKpΣχq.
Ceci met fin a` la de´monstration de la proposition 3.1.
Un couple de la forme pK,Σq produit a` partir d’un type simple maximal pJ, λq de G est appele´
un type simple maximal e´tendu de G.
3.2. Repre´sentations cuspidales de niveau 0
Rappelons qu’une repre´sentation irre´ductible de G est de niveau 0 s’il y a un OF-ordre he´re´-
ditaire A de A “ MmpDq tel qu’elle posse`de un vecteur non nul invariant par U
1pAq “ 1 `P,
ou` P est le radical de A.
The´ore`me 3.4. — Toute repre´sentation irre´ductible cuspidale de niveau 0 de G contient un
type simple maximal de niveau 0.
De´monstration. — Soit ρ une repre´sentation irre´ductible cuspidale de niveau 0 de G, et soit A un
ordre he´re´ditaire minimal parmi ceux pour lesquels ρ a des vecteurs invariants par U1 “ U1pAq,
que l’on peut supposer standard. On pose U “ UpAq. On a un isomorphisme de groupes :
(3.2) U{U1 Ñ GLm1pkDq ˆ ¨ ¨ ¨ ˆGLmr pkDq,
ou` r est la pe´riode de A et les mi sont des entiers dont la somme est e´gale a` m. De cette fac¸on, le
groupe de Galois GalpkD{kFq ope`re sur l’ensemble des classes d’isomorphisme de repre´sentations
de U{U1.
Lemme 3.5. — Il existe une repre´sentation irre´ductible σ de U triviale sur U1 telle qu’on ait
HomUpσ, ρq ‰ 0, et qui est cuspidale en tant que repre´sentation de U{U
1.
De´monstration. — L’existence d’une repre´sentation irre´ductible σ de U triviale sur U1 telle que
HomUpσ, ρq ‰ 0 est donne´e par le corollaire 2.8. Supposons qu’une telle repre´sentation σ n’est
pas cuspidale comme repre´sentation de U{U1. Alors la proposition 2.11 contredit la minimalite´
de A.
Fixons une repre´sentation σ de U satisfaisant aux conditions du lemme 3.5. Le couple pU, σq
est un type semi-simple homoge`ne (de niveau 0) de G. On a le re´sultat ge´ne´ral suivant.
Proposition 3.6. — Soit π une repre´sentation irre´ductible cuspidale de G. Si π contient un
type semi-simple, alors ce type semi-simple est un type simple maximal.
De´monstration. — D’apre`s la remarque 2.20, un tel type semi-simple ne peut pas eˆtre une paire
couvrante relativement a` un sous-groupe de Levi propre de G. Par conse´quent, c’est une paire
couvrante d’un type simple maximal pJM, λMq avec M “ G, c’est-a`-dire que c’est un type simple
maximal.
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D’apre`s la proposition 3.6, puisque le type semi-simple pU, σq apparaˆıt dans une repre´sentation
cuspidale, c’est un type simple maximal, ce qui met fin a` la de´monstration du the´ore`me 3.4.
3.3. Repre´sentations cuspidales de niveau non nul
L’objet de ce paragraphe est de de´montrer le re´sultat suivant.
The´ore`me 3.7. — Toute repre´sentation irre´ductible cuspidale de niveau non nul de G contient
un type simple maximal de niveau non nul.
Soit ρ une repre´sentation irre´ductible cuspidale de niveau non nul de G. Dans un premier
temps, il s’agit de montrer que ρ contient un caracte`re simple. Fixons comme au paragraphe 2.2
un homomorphisme ιp,R et un caracte`re ψF,C : FÑ C
ˆ. Conside´rons une strate rA, n, n ´ 1, βs
de A (ou` A est un OF-ordre he´re´ditaire de A). Il lui correspond le caracte`re :
(3.3) ψβ : x ÞÑ ιp,R ˝ ψF,C ˝ trA{Fpβpx´ 1qq
du sous-groupe ouvert compact UnpAq “ 1 `Pn, ou` P est le radical de A, et ou` trA{F de´signe
la trace re´duite de A sur F.
Lemme 3.8. — Il existe une strate simple rA, n, n ´ 1, βs de A telle que la restriction de ρ a`
UnpAq contienne ψβ.
De´monstration. — La de´monstration de Broussous [4] dans le cas complexe, elle-meˆme inspire´e
de celle de Bushnell et Kutzko [12] concernant GLnpFq, s’adapte ici. Rappelons-en les principales
e´tapes.
(1) D’abord, on montre que toute repre´sentation de G de niveau non nul contient une strate
fondamentale au sens de [32, De´finition 3.9].
(2) Ensuite, on montre qu’une repre´sentation de G de niveau non nul contenant une strate
fondamentale scinde´e (au sens de [32, De´finition 3.9]) a un module de Jacquet non nul relative-
ment a` un sous-groupe parabolique propre de G.
(3) Enfin, on montre que toute repre´sentation de G de niveau non nul contenant une strate
fondamentale non scinde´e de A contient e´galement une strate simple de A.
L’e´tape 1 (voir par exemple [21]) repose sur [4, Proposition 1.2.2] qui ne de´pend pas du corps
R. L’e´tape 2 repose principalement sur les propositions 2.3.2 et 2.4.3 de [4] (qui correspondent
respectivement au the´ore`me 3.7 et au lemme 3.9 de [12]) ; la premie`re est inde´pendante de R, et
la preuve de la seconde reste valable dans le cas modulaire – notamment l’argument “inversible
a` gauche implique inversible” de [11, 7.15] car, contrairement a` se qui se passe dans la preuve
de la proposition 2.28, le groupe sous-jacent est ici un pro-p-groupe. Enfin l’e´tape 3 repose sur
[4, The´ore`me 1.2.5], qui ne de´pend pas du corps R.
Lemme 3.9. — Il existe une strate simple rA, n, 0, βs de A et un caracte`re simple θ P CpA, 0, βq
tels que la restriction de ρ a` H1pβ,Aq contienne θ.
De´monstration. — La de´monstration de [32] dans le cas complexe s’adapte ici. Il faut prouver
que, si le re´sultat n’est pas vrai, ρ contient ou bien une strate scinde´e, ou bien un caracte`re scin-
de´ au sens de la de´finition 3.22 de [32], et que dans chacun de ces deux cas, ρ a un module de
Jacquet non nul relativement a` un sous-groupe parabolique propre. La premie`re e´tape repose sur
[32, The´ore`me 3.23], dont la preuve ne de´pend pas de R. La seconde e´tape repose principalement
sur le the´ore`me 4.3 et le corollaire 4.6 de [32] (ce dernier correspondant a` [12, Corollary 6.6]) ;
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la preuve du the´ore`me ne de´pend pas du corps R et celle du corollaire reste valable dans le cas
modulaire.
On fixe une strate simple rA, n, 0, βs de A et un caracte`re simple θ P CpA, 0, βq satisfaisant a`
la condition du lemme 3.9, en choisissant A minimal pour cette proprie´te´. On pose J “ Jpβ,Aq
et J1 “ J1pβ,Aq et on fixe une β-extension κ de θ. D’apre`s le lemme 2.8, la repre´sentation ρ
contient une sous-repre´sentation de la forme κb σ, avec σ une repre´sentation irre´ductible de J
triviale sur J1.
Lemme 3.10. — En tant que repre´sentation de J{J1 » GLspkD1q
r, la repre´sentation σ est cus-
pidale.
De´monstration. — Si elle ne l’e´tait pas, la proposition 2.11 contredirait la minimalite´ de A.
D’apre`s la proprie´te´ (2.20), et avec les notations du paragraphe 2.8, la repre´sentation κbσ est
l’induite du type semi-simple homoge`ne κb σ. D’apre`s la proposition 3.6, ce type semi-simple
est un type simple maximal. Ceci met fin a` la de´monstration du the´ore`me 3.7.
3.4. Invariants associe´s a` une repre´sentation cuspidale
Le the´ore`me suivant subsume les the´ore`mes 3.4 et 3.7, et il les comple`te en fournissant une
classification des classes d’isomorphisme de repre´sentations irre´ductibles cuspidales de G par la
the´orie des types simples.
The´ore`me 3.11. — L’application :
(3.4) pK,Σq ÞÑ indGKpΣq
induit une bijection entre classes de G-conjugaison de types simples maximaux e´tendus et classes
d’isomorphisme de repre´sentations irre´ductibles cuspidales de G.
De´monstration. — D’apre`s la proposition 3.1, cette application est bien de´finie, et elle est surjec-
tive d’apre`s les the´ore`mes 3.4 et 3.7. Pour prouver qu’elle est injective, on reprend l’argument
de [33, Theorem 7.2].
Soit ρ une repre´sentation irre´ductible cuspidale de G. Nous voulons associer a` ρ des invariants.
Fixons un type simple maximal pJ, λq de G contenu dans ρ ainsi qu’une strate simple rA, n, 0, βs
le de´finissant. Posons E “ Fpβq et e´crivons λ sous la forme κ b σ. Fixons un isomorphisme de
E-alge`bres (2.3) et notons Γ le groupe de Galois de´fini par (2.6). Notons pK,Σq le type simple
maximal e´tendu prolongeant pJ, λq et contenu dans ρ.
De´finition 3.12. — On note ℓ l’exposant caracte´ristique de R, e´gal a` 1 si R est de caracte´-
ristique nulle et e´gal a` la caracte´ristique de R sinon.
Si χ est un R-caracte`re non ramifie´ de G, alors ρχ est isomorphe a` ρ si et seulement si Σχ “ Σ,
c’est-a`-dire si et seulement si χ est trivial sur K. D’apre`s la remarque 2.14, c’est encore e´quivalent
a` χp̟λq “ 1, ou` l’e´le´ment ̟λ P G est de´fini par (2.7). Comme un caracte`re non ramifie´ de G est
caracte´rise´ par sa valeur en n’importe quel e´le´ment dont la norme re´duite est une uniformisante
de F, le groupe des R-caracte`res non ramifie´s χ de G tels que ρχ soit isomorphe a` ρ est fini et
cyclique. Son cardinal, note´ :
npρq,
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est le plus grand diviseur premier a` ℓ de la valuation de la norme re´duite de ̟λ (dans le cas ou`
R est de caracte´ristique nulle, voir [31, Proposition 4.1]). Rappelons que d est le degre´ re´duit
de D sur F et notons :
fpρq
le quotient de md par l’indice de ramification de E sur F. Notons ensuite :
spρq
l’ordre du stabilisateur de σ dans Γ et :
bpρq
le cardinal de l’orbite de σ sous Γ, qui avait e´te´ note´ bpλq au paragraphe 2.6.
Remarquons que spρq est l’indice de EˆJ dans le G-normalisateur de λ et que spρqbpρq “ d1,
le degre´ re´duit de D1 sur E. L’entier fpρq s’e´crit aussi :
(3.5) fpρq “ em1d1
ou` e est l’indice de ramification de E sur F, ce qui implique que spρq divise fpρq et que le quotient
de fpρq par spρq est la valuation de la norme re´duite de ̟λ. On en de´duit que :
(3.6) fpρq “ npρqspρqℓu, u ě 0.
Rappelons que la classe d’inertie de ρ est l’ensemble des classes d’isomorphisme de la forme
rρχs ou` χ de´crit l’ensemble des caracte`res non ramifie´s de G.
Proposition 3.13. — Les quantite´s npρq, fpρq, bpρq, spρq ne de´pendent que de la classe d’iner-
tie de ρ, et pas du type simple maximal pJ, λq ni de la strate rA, n, 0, βs.
De´monstration. — Par de´finition, npρq ne de´pend que de la classe d’inertie de ρ. Ensuite, fixons
un type simple maximal pJ1, λ1q contenu dans ρ, une strate simple rA1, n1, 0, β1s le de´finissant et
e´crivons λ1 sous la forme κ1 b σ1. D’apre`s le the´ore`me 3.11, le type simple pJ1, λ1q est conjugue´
a` pJ, λq sous G. On peut donc supposer que pJ1, λ1q est e´gal a` pJ, λq. D’apre`s [5, Theorem 9.4],
l’indice de ramification et le degre´ re´siduel de E sur F ne de´pendent pas du choix de la strate
simple rA, n, 0, βs, c’est-a`-dire qu’ils sont respectivement e´gaux a` l’indice de ramification et au
degre´ re´siduel de Fpβ1q sur F. L’entier fpρq ne de´pend donc pas des choix effectue´s, non plus
que le degre´ re´duit de D1 sur E. Il reste donc a` prouver que bpρq ne de´pend pas du choix de
rA, n, 0, βs ni de σ. Si l’on conside`re σ comme une repre´sentation de J{J1, alors bpρq est e´gal a`
l’indice de NGpλq dans NGpJq, donc bpρq et spρq ne de´pendent que de la classe d’inertie de ρ.
3.5. Re´duction d’une repre´sentation cuspidale entie`re
Soit ℓ un nombre premier diffe´rent de p. Soit ρ˜ une Qℓ-repre´sentation irre´ductible cuspidale
de G. Fixons un type simple maximal e´tendu pK˜, Σ˜q de G contenu dans ρ˜, c’est-a`-dire que ρ˜ est
isomorphe a` l’induite compacte de Σ˜ a` G.
Lemme 3.14. — La Qℓ-repre´sentation ρ˜ est entie`re si et seulement si Σ˜ est entie`re.
De´monstration. — Si Σ˜ est entie`re, alors son induite compacte a` G l’est e´galement (paragraphe
1.7), donc ρ˜ est entie`re. Inversement, si ρ˜ est entie`re, alors sa restriction a` K˜ l’est e´galement,
ainsi que Σ˜ qui en est un facteur direct (voir le lemme 3.2).
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Supposons dore´navant que ρ˜ est entie`re. Soit J le sous-groupe compact maximal de K˜, et soit
λ˜ la restriction de Σ˜ a` J. Alors pJ, λ˜q est un type simple maximal de G. Si l est une structure
entie`re de Σ˜, c’est aussi une structure entie`re de λ˜ et la repre´sentation λ “ lbFℓ est un Fℓ-type
simple maximal de G d’apre`s la proposition 2.39. Soit K le normalisateur de λ dans G. Le
groupe K˜ est contenu dans K et (remarque 2.14) il est d’indice fini dans K. Posons :
a “ aℓpρ˜q “ pK : K˜q.
Notons ν le caracte`re non ramifie´ de G obtenu en composant la norme re´duite de G dans Fˆ, la
valuation de Fˆ dans Z (normalise´e en envoyant une uniformisante sur 1) et l’unique morphisme
de Z dans Fˆℓ envoyant 1 sur l’inverse de q mod ℓ.
The´ore`me 3.15. — Il y a une Fℓ-repre´sentation irre´ductible cuspidale ρ de G telle que :
(3.7) rℓpρ˜q “ rρs ` rρνs ` ¨ ¨ ¨ ` rρν
a´1s
dans le groupe de Grothendieck de G.
De´monstration. — On note Σ5 la repre´sentation de K˜ sur lb Fℓ. C’est un prolongement de λ a`
K˜, que l’on peut prolonger a` K d’apre`s le lemme suivant.
Lemme 3.16. — Il existe une Fℓ-repre´sentation Σ de K prolongeant Σ
5.
De´monstration. — On choisit une Fℓ-repre´sentation Σ0 de K prolongeant λ. Les Fℓ-repre´sen-
tations de K prolongeant λ sont de la forme Σ0χ, ou` χ est un Fℓ-caracte`re de K trivial sur J.
Soit χ1 un Fℓ-caracte`re de K˜ trivial sur J tel que la restriction de Σ0 a` K˜ soit isomorphe a` Σ
5χ1.
Puisque le groupe K{J est isomorphe a` Z, il existe un caracte`re χ de K prolongeant χ1. Alors
Σ “ Σ0χ est une repre´sentation de K prolongeant Σ
5.
On choisit une Fℓ-repre´sentation Σ de K prolongeant Σ
5. D’apre`s la proposition 3.1, l’induite
compacte de Σ a` G, note´e ρ, est une Fℓ-repre´sentation irre´ductible cuspidale. La re´duction mod
ℓ commutant a` l’induction compacte, rℓpρ˜q est la semi-simplifie´e de l’induite compacte de Σ
5 a`
G. E´crivons :
indK
K˜
pΣ5q “ Σb FℓrK{K˜s
ou` FℓrK{K˜s de´signe la repre´sentation re´gulie`re du groupe cyclique K{K˜, c’est-a`-dire l’induite a`
K du Fℓ-caracte`re trivial de K˜. La semi-simplifie´e de cette dernie`re est e´gale a` :
r1s ` rαs ` ¨ ¨ ¨ ` rαa´1s
ou` α est un ge´ne´rateur quelconque du groupe des Fℓ-caracte`res de K{K˜, ce groupe e´tant cyclique
et d’ordre e´gal au plus grand diviseur de a premier a` ℓ. On en de´duit que :
rℓ
`
indK
K˜
pΣ˜q
˘
“ rΣs ` rΣαs ` ¨ ¨ ¨ ` rΣαa´1s.
En induisant a` G, on trouve que :
rℓpρ˜q “ rρs ` rρχs ` ¨ ¨ ¨ ` rρχ
a´1s
ou` χ est n’importe quel caracte`re non ramifie´ de G prolongeant α.
Si a est e´gal a` 1, il n’y a rien d’autre a` prouver. Sinon, pour terminer la preuve du the´ore`me
3.15, il suffit de prouver que la restriction de ν a` K est un ge´ne´rateur du groupe des Fℓ-caracte`res
de K{K˜. Le groupe K e´tant engendre´ par J et l’e´le´ment ̟λ de´fini par (2.7), il suffit de prouver
que l’ordre de νp̟λq P R
ˆ est e´gal au plus grand diviseur de a premier a` ℓ. Un calcul simple
montre que la valuation de la norme re´duite de ̟λ P G est e´gale a` fpρqspρq
´1.
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De´finition 3.17. — Pour tout entier k ě 1 premier a` ℓ, notons oℓpkq l’ordre de k dans F
ˆ
ℓ .
Compte tenu de (3.6), on en de´duit que la restriction de ν a` K est d’ordre :
oℓpq
npρqq.
Il s’agit donc maintenant de prouver que a est e´gal a` 1, ou est de la forme oℓpq
npρqqℓu pour un
entier u ě 0.
Reprenons les notations du paragraphe 2.11.
Lemme 3.18. — Soient k un corps fini de caracte´ristique p, soit k une cloˆture alge´brique de k
et soit m ě 1 un entier. Soit un caracte`re χ˜ : kˆm Ñ Z
ˆ
ℓ et soit χ la re´duction de χ˜ modulo ℓ.
On note respectivement fpχ˜q et fpχq les cardinaux de leurs orbites sous Galpk{kq.
(1) Si ℓ ne divise pas l’ordre de χ˜, alors fpχq “ fpχ˜q.
(2) Sinon, il existe un entier u ě 0 tel que :
(3.8) fpχ˜q “ fpχq ¨ oℓ
´
qfpχq
¯
ℓu
ou` q de´signe le cardinal de k.
De´monstration. — On note k l’ordre de χ˜. L’entier fpχ˜q est l’ordre de q dans pZ{kZqˆ. Si ℓ est
premier a` k, alors χ est d’ordre k, donc on a fpχq “ fpχ˜q. Sinon, on e´crit k sous la forme k1ℓr,
avec k1 premier a` ℓ et r ě 1. L’ordre de q dans pZ{k1Zqˆ est e´gal a` fpχq, tandis que l’ordre de
q dans pZ{ℓrZqˆ est de la forme oℓpqqℓ
u, u ě 0. On obtient la formule annonce´e en remarquant
que l’ordre de q dans pZ{kZqˆ est le plus petit multiple commun aux ordres de q dans pZ{k1Zqˆ
et pZ{ℓrZqˆ respectivement.
Lemme 3.19. — L’entier a est soit e´gal a` 1, soit de la forme oℓpq
npρqqℓu avec u ě 0.
De´monstration. — Fixons une de´composition de λ˜ de la forme κ˜ b σ˜ et identifions σ˜ a` une re-
pre´sentation irre´ductible cuspidale de GLm1pkD1q, avec les notations du paragraphe 2.5. Fixons
un ante´ce´dent χ˜ de σ˜ par la correspondance (2.24). Soit χ la re´duction de χ˜ modulo ℓ et soit σ
la re´duction de σ˜ modulo ℓ, c’est-a`-dire l’image de χ par la correspondance (2.25). Remarquons
que :
(3.9) a “
bpρ˜q
bpρq
“
spρq
spρ˜q
.
Ensuite, notons fpχq et fpχ˜q les cardinaux des orbites de χ et χ˜ sous Galpk{kEq, et notons f
1pχq
et f 1pχ˜q les cardinaux des orbites de χ et χ˜ sous Galpk{kD1q. On a :
fpχ˜q “ bpρ˜qf 1pχ˜q et fpχq “ bpρqf 1pχq,
ce qui permet d’e´crire la relation :
a “
fpχ˜q
fpχq
¨
f 1pχq
f 1pχ˜q
.
Si l’on applique le lemme 3.18 avec k “ kD1 puis avec k “ kE, on en de´duit d’une part que, si ℓ
ne divise pas l’ordre de χ˜, alors a “ 1, et d’autre part que, si ℓ divise l’ordre de χ˜, alors on a :
a “ oℓ
´
q
fpχq
E
¯
¨ oℓ
´
q
f 1pχq
D1
¯´1
¨ ℓu, u ě 0,
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ou` qD1 et qE de´signent les cardinaux de kD1 et kE respectivement. Supposons dore´navant qu’on
est dans ce second cas. Remarquons que f 1pχ˜q “ m1 et posons δ “ m1f 1pχq´1. Si l’on note fE{F
le degre´ re´siduel de E sur F, on obtient graˆce a` la relation (3.6) :
fE{Ffpχq “ fE{Fbpρqf
1pχq “ npρqδ´1.
Ensuite, on a le lemme suivant.
Lemme 3.20. — L’entier δ est e´gal a` 1 ou est de la forme oℓ
´
q
f 1pχq
D1
¯
ℓu avec u ě 0.
De´monstration. — Le caracte`re χ est un caracte`re du groupe multiplicatif de l’unique extension
de degre´ m1 de kD1 contenue dans k. Il se factorise sous la forme µ ˝N, ou` µ est un caracte`re du
groupe multiplicatif de l’unique extension de degre´ f 1pχq de kD1 contenue dans k et ou` N est le
morphisme de norme qui convient.
Par la correspondance (2.25), le caracte`re µ de´finit une repre´sentation irre´ductible supercus-
pidale τ de GLf 1pχqpkD1q. D’apre`s [17] (voir aussi [36, III.2.8]), la repre´sentation σ est l’unique
sous-quotient irre´ductible cuspidal de l’induite parabolique a` GLf 1pχqpkD1q de τ b ¨ ¨ ¨ b τ (δ fois)
et δ est soit e´gal a` 1 (si σ est supercuspidale), soit de la forme :
δ “ oℓ
´
q
f 1pχq
D1
¯
ℓu, u ě 0.
Le re´sultat annonce´ s’ensuit.
On en de´duit que a est de la forme oℓpq
npρq{δqδ´1ℓu pour un entier u ě 0, ce qui prouve le
lemme 3.19.
Le lemme 3.19 met fin a` la preuve du the´ore`me 3.15.
Remarque 3.21. — La repre´sentation ρ de´pend du choix de Σ, c’est-a`-dire que changer de Σ
a pour effet de tordre ρ par une puissance de ν. Cependant npρq, fpρq, bpρq, spρq ne de´pendent
que de ℓ et de la classe d’inertie de ρ˜. On a fpρ˜q “ fpρq ainsi que la formule :
aℓpρ˜q ”
npρ˜q
npρq
mod ℓZ,
qui provient des relations (3.6) et (3.9).
Corollaire 3.22. — Soit ρ˜ une Qℓ-repre´sentation irre´ductible cuspidale entie`re de G. Suppo-
sons que l’une des deux conditions suivantes est ve´rifie´e :
(1) D est e´gale a` F (cas de´ploye´).
(2) On a oℓpq
dq ą m (cas banal).
Alors aℓpρ˜q “ 1, c’est-a`-dire que rℓpρ˜q est irre´ductible.
De´monstration. — Dans le cas 1, on a bpρ˜q “ bpρq “ 1 (voir la remarque 2.12) donc a est e´gal
a` 1 d’apre`s (3.9).
Dans le cas 2, si l’on reprend les notations de la preuve du the´ore`me 3.15, il suffit de montrer
que ℓ ne divise pas l’ordre de χ˜. Supposons au contraire que ℓ divise l’ordre de χ˜. Celui-ci est
un caracte`re du groupe multiplicatif de l’extension de degre´ m1 de kD1 , donc ℓ divise aussi l’ordre
de ce groupe, c’est-a`-dire :
qfpρq ´ 1.
Comme fpρq divisemd, on trouve que qmd est congru a` 1 mod ℓ, ce qui contredit l’hypothe`se.
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Remarque 3.23. — Dans le cas ou` D est e´gale a` F, on obtient une nouvelle preuve du the´ore`me
[36, III.1.1], qui n’utilise pas la the´orie des de´rive´es.
Corollaire 3.24. — Si aℓpρ˜q ą 1, c’est-a`-dire si rℓpρ˜q est re´ductible, alors oℓ
`
qfpρq
˘
“ 1.
De´monstration. — D’apre`s (3.9), l’entier aℓpρ˜q divise spρq. D’apre`s le lemme 3.19, on en de´duit
que oℓpq
npρqq divise spρq. Le re´sultat se de´duit de la relation (3.6).
Exemple 3.25. — On suppose que D est un corps de quaternions sur F (c’est-a`-dire que d “ 2).
Soit pU, χ˜q un Qℓ-type simple de niveau 0 de D
ˆ, c’est-a`-dire que U “ OˆD et que le caracte`re :
χ˜ : UÑ Qˆℓ
est trivial sur 1` pD, de sorte qu’on peut le voir comme un caracte`re de k
ˆ
D. Soient bpχ˜q l’indice
du normalisateur de χ˜ dans Dˆ et ρ˜ une Qℓ-repre´sentation irre´ductible entie`re de D
ˆ contenant
χ˜. Celle-ci est cuspidale de niveau 0 et de dimension finie e´gale a` bpχ˜q.
Si bpχ˜q “ 1, alors ρ˜ est un Qℓ-caracte`re entier de D
ˆ et sa re´duction mod ℓ est un Fℓ-caracte`re
de Dˆ.
Supposons maintenant que bpχ˜q “ 2, c’est-a`-dire que χ˜q ‰ χ˜. Soit χ la re´duction mod ℓ de χ˜
et soit bpχq l’indice du normalisateur de χ dans Dˆ. Si l’ordre de χ˜q´1 n’est pas une puissance
de ℓ, alors bpχq “ 2 et rℓpρ˜q est une Fℓ-repre´sentation irre´ductible. Sinon, on a :
(3.10) χq´1 “ 1,
c’est-a`-dire que bpχq “ 1. Si ℓ ą 2, rℓpρ˜q est la somme des deux Fℓ-caracte`res de D
ˆ prolongeant
χ. Si ℓ “ 2, alors χ se prolonge de fac¸on unique en un F2-caracte`re de D
ˆ, que l’on note encore
χ, et rℓpρ˜q est e´gale a` χ` χ.
Si q “ 8 et ℓ “ 3, la condition (3.10) est ve´rifie´e pour tout caracte`re χ˜. Toute F3-repre´senta-
tion cuspidale de niveau 0 de Dˆ est de dimension 1.
3.6. Rele`vement d’une repre´sentation cuspidale
Soit ℓ un nombre premier diffe´rent de p.
Proposition 3.26. — Soit ρ une Fℓ-repre´sentation irre´ductible cuspidale de G. Il existe une
Qℓ-repre´sentation irre´ductible cuspidale entie`re ρ˜ de G telle que rρs apparaisse dans rℓpρ˜q.
De´monstration. — Soit pJ, λq un Fℓ-type simple maximal de G contenu dans ρ. On note K le
normalisateur de λ dans G et Σ le prolongement de λ a` K tel que ρ soit isomorphe a` l’induite
compacte de Σ a` G. D’apre`s la proposition 2.39, il y a un Qℓ-type simple maximal pJ, λ˜q relevant
λ. On note K˜ le normalisateur de λ˜ dans G, et on fixe un prolongement Σ˜ de λ a` K˜ dont la
re´duction modulo ℓ co¨ıncide avec la restriction de Σ a` K˜. Alors l’induite compacte de Σ˜ a` G est
irre´ductible cuspidale entie`re, et sa re´duction modulo ℓ contient ρ d’apre`s le the´ore`me 3.15.
Dans la situation de la proposition 3.26, il n’y a pas toujours de Qℓ-repre´sentation irre´ductible
cuspidale entie`re de G dont la re´duction mod ℓ soit exactement e´gale a` rρs (voir l’exemple 3.31).
Cependant, si ρ est supercuspidale, on a le re´sultat important suivant.
The´ore`me 3.27. — Soit ρ une Fℓ-repre´sentation irre´ductible supercuspidale de G. Supposons
que ρ contient un type simple maximal de la forme pJ, κ b σq avec σ supercuspidale. Il y a une
Qℓ-repre´sentation irre´ductible cuspidale entie`re ρ˜ de G telle que rℓpρ˜q “ rρs.
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Remarque 3.28. — On prouve dans [25] que l’hypothe`se sur σ est superflue, c’est-a`-dire que
toute repre´sentation irre´ductible supercuspidale contient un type simple maximal de la forme
indique´e dans l’e´nonce´ du the´ore`me. On y prouve e´galement la re´ciproque, a` savoir que toute
repre´sentation irre´ductible cuspidale de G contenant un type simple maximal pJ, κ b σq avec σ
supercuspidale est elle-meˆme supercuspidale.
De´monstration. — Soit pJ, λq un Fℓ-type simple maximal de G contenu dans ρ. E´crivons λ sous
la forme κb σ et fixons un Fℓ-caracte`re χ correspondant a` σ par (2.25). D’apre`s la proposition
2.39, il y a un Qℓ-type simple maximal pJ, λ˜q relevant λ. Plus pre´cise´ment, fixons un rele`vement
κ˜ de κ et notons χ˜ l’unique Qℓ-caracte`re d’ordre premier a` ℓ dont la re´duction mod ℓ soit χ. Si
l’on note σ˜ la Qℓ-repre´sentation cuspidale correpondant a` χ˜ par (2.24) et si l’on pose λ˜ “ κ˜b σ˜,
alors K˜ “ K (avec les notations de la preuve de la proposition 3.26). Pour terminer, on suit la
preuve de la proposition 3.26.
Remarque 3.29. — Si ρ est une Fℓ-repre´sentation irre´ductible cuspidale mais non supercuspi-
dale de G, le lemme 3.19 montre que, si ρ˜ est une Qℓ-repre´sentation irre´ductible cuspidale entie`re
de G satisfaisant a` la condition de la proposition 3.26, le plus grand diviseur de aℓpρ˜q premier a`
ℓ ne de´pend pas de ρ˜, mais uniquement de la classe d’inertie de ρ.
Remarque 3.30. — Dans le cas banal, c’est-a`-dire si oℓpq
dq ą m, toute repre´sentation irre´duc-
tible cuspidale de G est supercuspidale, et le the´ore`me 3.27 s’applique (voir [23]).
Exemple 3.31. — Donnons un exemple de Fℓ-repre´sentation irre´ductible cuspidale de G n’ad-
mettant aucun rele`vement a` Qℓ. Selon la remarque 3.29, il suffit de trouver un exemple ou` le plus
grand diviseur de aℓpρ˜q premier a` ℓ est ą 1. Fixons un corps de quaternions D sur F. Soit pJ, σq
un Fℓ-type simple de niveau 0 de G “ GL2pDq. On peut supposer que J “ GL2pODq et conside´rer
σ comme une Fℓ-repre´sentation irre´ductible cuspidale de GL2pkDq. D’apre`s le the´ore`me 2.36, la
repre´sentation σ est parame´tre´e par un Fℓ-caracte`re χ de k
ˆ (ou` k est une extension quadratique
fixe´e de kD) admettant un rele`vement :
χ˜ : kˆ Ñ Qˆℓ
tel que χ˜q
2
‰ χ˜. On note σ˜ la Qℓ-repre´sentation irre´ductible cuspidale de GL2pkDq parame´tre´e
par χ˜. C’est un rele`vement de σ. On suppose que :
(3.11) χq
2
“ χ,
c’est-a`-dire que la repre´sentation σ n’est pas supercuspidale. Soit ρ une Fℓ-repre´sentation irre´-
ductible de GL2pDq dont la restriction a` J contient σ, et soit ρ˜ une Qℓ-repre´sentation irre´ductible
dont la restriction a` J contient σ˜. Ce sont des repre´sentations cuspidales de niveau 0. Si bpρq “ 2,
alors ρ se rele`ve en ρ˜ puisque l’entier bpρ˜q divise 2 et est un multiple de bpρq “ 2. On suppose
maintenant que bpρq “ 1, de sorte qu’on a :
(3.12) χq “ χ.
Pour que ρ se rele`ve en une Qℓ-repre´sentation irre´ductible cuspidale de GL2pDq, il faut et suffit
qu’on puisse choisir σ˜ de sorte que son orbite sous l’action de GalpkD{kFq soit de cardinal 1. En
d’autres termes, il faut et suffit que χ admette un rele`vement χ˜ tel que :
χ˜q
2
“ χ˜q ‰ χ˜,
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ce qui est impossible. En conclusion, une Fℓ-repre´sentation ρ irre´ductible cuspidale non super-
cuspidale de niveau 0 de GL2pDq a un rele`vement a` Qℓ si et seulement si bpρq “ 2.
Par exemple, si q “ 4 et ℓ “ 17, le groupe kˆ est le produit direct d’un groupe cyclique d’ordre
15 par un groupe d’ordre 17. Un F17-caracte`re de k
ˆ est trivial sur le facteur d’ordre 17 et
ve´rifie donc la condition (3.11), c’est-a`-dire qu’aucune F17-repre´sentation irre´ductible cuspidale
de GL2pkDq n’est supercuspidale. Par (3.12), on a bpρq “ 1 si et seulement si χ
3 “ 1. Si χ˜ est un
Q17-caracte`re de k
ˆ d’ordre 17, sa re´duction modulo 17 est le caracte`re trivial, qui parame`tre une
F17-repre´sentation irre´ductible cuspidale non supercuspidale de niveau 0 de GL2pDq n’admettant
pas de rele`vement a` Q17.
4. Types et alge`bres de Hecke
Soit m ě 1 un entier et soit G “ GLmpDq. Cette section est consacre´e a` l’e´tude des liens entre
les repre´sentations lisses de G et les modules sur certaines alge`bres de Hecke affines. Soit pK, τq
une paire forme´e d’un sous-groupe ouvert compact K Ď G et d’une repre´sentation irre´ductible
τ de K.
Dans le cas ou` R est de caracte´ristique nulle, on lui associe la sous-cate´gorie pleine RpK, τq
de RRpGq forme´e des repre´sentations engendre´es par leur composante τ -isotypique. Le foncteur
Mτ de´fini au paragraphe 2.7 est exact, et il induit une bijection entre les classes d’isomorphisme
de repre´sentations irre´ductibles de RpK, τq et les classes d’isomorphisme de modules simples sur
l’alge`bre HpG, τq. On a une notion bien de´finie de type, a` savoir que pK, τq est un type dans G
si et seulement si l’une des trois proprie´te´s e´quivalentes suivantes est ve´rifie´e (voir [11]) :
(1) RpK, τq est stable par sous-quotients dans RRpGq ;
(2) Mτ induit une e´quivalence de RpK, τq sur la cate´gorie des modules a` droite sur HpG, τq ;
(3) RpK, τq est la somme directe d’un nombre fini de blocs de Bernstein de RRpGq.
Dans le cas modulaire, la situation est plus complique´e. D’abord, τ n’e´tant pas ne´cessairement
projective dans la cate´gorie des repre´sentations lisses de K, on perd une proprie´te´ importante :
le foncteur Mτ n’est pas force´ment exact, et il n’induit pas force´ment une bijection entre classes
de repre´sentations irre´ductibles de RpK, τq et classes de modules simples sur HpG, τq.
Ensuite, on n’a plus de notion claire de ce que devrait eˆtre un type dans G : outre le fait que
la de´composition en blocs inde´composables de RRpGq n’est pas connue
p3q, les proprie´te´s 1 et 2
ci-dessus ne sont en ge´ne´ral pas e´quivalentes.
Ayant pour objectif la classification des repre´sentations irre´ductibles de G (voir [25]), il nous
est possible de nous contenter de la the´orie des types semi-simples graˆce a` la proprie´te´ de quasi-
projectivite´ introduite dans [37] (voir le paragraphe 4.1), sans chercher a` de´velopper une the´orie
ge´ne´rale des types modulaires. Cette notion de quasi-projectivite´, ainsi que l’e´tude syste´matique
effectue´e par Arabia dans l’appendice a` [37], sont au coeur de la pre´sente section.
Au paragraphe 4.2, nous prouvons la quasi-projectivite´ des induites compactes des types semi-
simples (proposition 4.8) et donnons des conditions pour qu’une induite parabolique soit irre´duc-
tible. Un corollaire est le the´ore`me 4.16, qui permet de ramener le proble`me de la classification
de toutes les repre´sentations irre´ductibles de G a` celle des repre´sentations irre´ductibles dont le
support cuspidal est inertiellement e´quivalent a` rρs ` ¨ ¨ ¨ ` rρs “ n ¨ rρs ou` n ě 1 divise m et ou`
ρ est une repre´sentation irre´ductible cuspidale fixe´e de GLm{npDq.
p3qDes travaux de V. Se´cherre et S. Stevens ([34]) traitent cette question.
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Dans le paragraphe 4.3, on prouve une proprie´te´ de compatibilite´ du foncteurMλ a` l’induction,
lorsque pJ,λq est un type semi-simple. Comme explique´ dans la remarque 4.20, cette proprie´te´,
contrairement a` ce qui se passe dans le cas complexe, n’est pas une conse´quence formelle de la
proprie´te´ de compatibilite´ aux foncteurs de Jacquet (2.18) caracte´ristique des paires couvrantes.
La me´thode du changement de groupe pre´sente´e dans le paragraphe 4.4 permet de ramener la
classification des repre´sentations irre´ductibles de G dont le support cuspidal est inertiellement
e´quivalent a` n ¨ rρs (voir plus haut) a` celle des repre´sentations irre´ductibles de GLnpF
1q — pour
une extension finie F1{F convenablement choisie — admettant des vecteurs non nuls invariants
par le sous-groupe d’Iwahori. Ceci permet de se ramener, pour certaines questions, au cas ou` D
est e´gale a` F, n est e´gal a` m et ρ est le caracte`re trivial de Fˆ.
Dans le paragraphe 4.5 enfin, on associe a` toute repre´sentation irre´ductible cuspidale ρ de G
un caracte`re non ramifie´ νρ de G dont l’introduction est justifie´e par la proposition 4.40.
Cette section est inspire´e de [37], meˆme si en de´finitive nos preuves sont en ge´ne´ral diffe´rentes.
Certains re´sultats, comme les propositions 4.5, 4.8, 4.13 et 4.14, ge´ne´ralisent a` un groupe non
de´ploye´ des re´sultats de [37] pour GLnpFq. En revanche, la proposition 4.19 est nouvelle, meˆme
dans le cas de´ploye´.
4.1. Repre´sentations quasi-projectives
Soit Q une repre´sentation lisse de G. La de´finition suivante est due a` Arabia [37, A.3].
De´finition 4.1. — La repre´sentation Q est dite quasi-projective si, pour toute repre´sentation
V de G et tout homomorphisme surjectif ϕ P HomGpQ,Vq, l’homomorphisme de EndGpQq dans
HomGpQ,Vq de´fini par α ÞÑ ϕ ˝ α est surjectif.
On dit qu’une repre´sentation de G est sans Q-torsion si elle n’admet pas de sous-repre´senta-
tion non nulle W telle que HomGpQ,Wq soit nul. Rappelons que R “ RRpGq est la cate´gorie des
repre´sentations (lisses) de G sur des R-espaces vectoriels. On a le the´ore`me important suivant.
The´ore`me 4.2 ([37]). — On suppose que Q est quasi-projective et de type fini.
(1) Le foncteur V ÞÑ HomGpQ,Vq de´finit une e´quivalence entre la sous-cate´gorie pleine de R
forme´e des repre´sentations sans Q-torsion qui sont quotients d’une somme directe de copies de
Q, et la cate´gorie des EndGpQq-modules a` droite.
(2) Cette e´quivalence induit une bijection entre les classes de repre´sentations irre´ductibles V
de G telles que HomGpQ,Vq ‰ t0u et les classes de EndGpQq-modules irre´ductibles.
De´monstration. — Le point 1 est donne´ par [37, A.3, the´ore`me 4(2)] (voir aussi A.2) et le point
2 est donne´ par [37, A.5, the´ore`me 10(2)].
Soit τ une repre´sentation irre´ductible d’un sous-groupe ouvert compact K de G. On reprend
les notations du paragraphe 2.7 et on pose :
Q “ indGKpτq.
Comme τ est irre´ductible, Q est de type fini. Elle n’est pas toujours projective dans R, c’est-a`-
dire que le foncteur Mτ n’est pas toujours exact sur R. Cependant, si elle est quasi-projective,
on va voir que ce foncteur est exact sur une sous-cate´gorie pleine suffisamment grande.
De´finition 4.3. — On note E pK, τq la sous-cate´gorie pleine de R dont les objets sont les sous-
quotients de repre´sentations engendre´es par leur composante τ -isotypique.
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Cette sous-cate´gorie est stable par sous-quotients dans R. Son inte´reˆt re´side dans le re´sultat
suivant. On note H “ HpG, τq l’alge`bre des endomorphismes de Q.
Proposition 4.4 ([37]). — On suppose que Q “ indGKpτq est quasi-projective (et de type fini).
(1) La restriction du foncteur Mτ a` E pK, τq est un foncteur exact.
(2) Pour tout H-module a` droite m, l’homomorphisme canonique de H-modules :
mÑMτ
`
mbH ind
G
Kpτq
˘
est un isomorphisme.
De´monstration. — Comme Q est quasi-projective, le foncteur Mτ est exact sur la sous-cate´gorie
pleine DQ de R de´finie dans [37, A.3]. D’apre`s ibid., proposition 3, la cate´gorie E pK, τq est une
sous-cate´gorie de DQ, ce qui prouve 1. Le point 2 est de´montre´ dans la preuve de ibid., the´ore`me
4p2q.
Soit P un sous-groupe parabolique de G de facteur de Levi M et de radical unipotent N, et
soit τM une repre´sentation irre´ductible d’un sous-groupe ouvert compact KM de M. On suppose
que pK, τq est une paire couvrante de pKM, τMq (voir le paragraphe 2.7).
Proposition 4.5. — Soit π une repre´sentation admissible de M engendre´e par sa composante
τM-isotypique. On suppose que Q est quasi-projective. Il existe un homomorphisme surjectif :
MτMpπq bHM H ÑMτ pi
G
P´pπqq
de H-modules a` droite.
Remarque 4.6. — La condition d’admissibilite´ sur π vient du fait que notre preuve utilise la
proposition 2.21, qui ne´cessite la proprie´te´ de seconde adjonction.
De´monstration. — On note Q l’induite compacte de λ a` G et QM celle de λM a` M. Partons de
l’application canonique :
(4.1) MτMpπq bHM QM Ñ π
qui est surjective car π est engendre´e par sa composante τM-isotypique. En appliquant le foncteur
iGP´ a` (4.1), on obtient une application surjective :
(4.2) iGP´pMτMpπq bHM QMq Ñ i
G
P´pπq.
D’apre`s la proposition 2.21, le membre de gauche est isomorphe a`MτMpπqbHMQ. En particulier,
les deux membres de (4.2) sont engendre´s par leur composante τ -isotypique. Par la proposition
4.4, en appliquant le foncteur Mτ , on obtient une application surjective :
Mτ pMτMpπq bHM Qq ÑMτ pi
G
P´pπqq
et le membre de gauche est isomorphe a` MτMpπq bHM H d’apre`s la proposition 4.4(2).
Proposition 4.7. — Soit σ une repre´sentation de longueur finie de M engendre´e par sa com-
posante τM-isotypique. On suppose que Q est quasi-projective.
(1) Le foncteur Mτ induit une bijection entre l’ensemble des classes d’isomorphisme de quo-
tients irre´ductibles de Q apparaissant comme sous-quotient de iGP pσq et l’ensemble des classes
d’isomorphisme de H-modules a` droite simples apparaissant comme sous-quotient de Mτ pi
G
P pσqq.
(2) Si π est un quotient irre´ductible de Q apparaissant comme sous-quotient de iGP pσq, alors
sa multiplicite´ dans iGP pσq est e´gale a` la multiplicite´ de Mτ pπq dans Mτ pi
G
P pσqq.
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De´monstration. — La repre´sentation iGP pσq est de longueur finie et est engendre´e par sa compo-
sante τ -isotypique d’apre`s la proposition 2.23. On fixe une suite de composition :
0 “ V0 Ď V1 Ď ¨ ¨ ¨ Ď Vn “ i
G
P pσq
dans R dont les quotients sont irre´ductibles. Comme E pK, τq est stable par sous-quotients dans
R, elle contient tous les termes V0, . . . ,Vn de cette suite de composition. Pour i P t0, . . . , nu, no-
tons mi le moduleMτ pViq. Comme Q est quasi-projective, mi`1{mi est isomorphe a`Mτ pVi`1{Viq
qui, compte tenu du the´ore`me 4.2(2), est soit nul, soit un module simple sur H.
4.2. Application aux types semi-simples
Le cas qui nous inte´resse particulie`rement est celui d’un type semi-simple (voir le paragraphe
2.9).
Proposition 4.8. — Soit pJ,λq un type semi-simple de G. Alors l’induite compacte indGJ pλq
est quasi-projective et de type fini.
De´monstration. — Nous allons montrer que la restriction de indGJ pλq a` J, note´e V, se de´compose
sous la forme X ‘W, ou` X est une somme directe de copies de λ et ou` aucun sous-quotient
irre´ductible de W n’est isomorphe a` λ. Le re´sultat sera alors une conse´quence du lemme 3.1 et
du paragraphe 2 de [38]. Voir aussi [20, Proposition 3.15].
Soit η la repre´sentation de J1 Ď J de´finie au paragraphe 2.10. Comme J1 est un pro-p-groupe
et comme J normalise la classe d’isomorphisme de η, la repre´sentation de J sur la composante
η-isotypique de indGJ pλq est un facteur direct de V. La de´composition V “ X ‘ Y cherche´e se
de´duit donc de la proposition 2.34.
Remarque 4.9. — Supposons que R est de caracte´ristique ℓ ą 0 et soit pJ, λq un type simple
de G, pour lequel on reprend les notations des paragraphes 2.5 et 2.6. Si qpλq n’est pas congru
a` 1 mod ℓ, alors d’apre`s [36, III.2.9] la repre´sentation σ est projective comme repre´sentation de
J{J1. Par inflation, elle est e´galement projective comme repre´sentation de J. Enfin, le foncteur
indGJ pre´servant la projectivite´, ind
G
J pλq est projective dans la cate´gorie des repre´sentations lisses
de G.
De´finition 4.10. — Deux paires cuspidales pM, ̺q et pM1, ̺1q de G sont inertiellement e´quiva-
lentes s’il y a un caracte`re non ramifie´ χ de M tel que la paire pM1, ̺1q soit conjugue´e a` pM, ̺χq
sous G.
Si pM, ̺q est une paire cuspidale de G, on note rM, ̺sG sa classe d’inertie (c’est-a`-dire sa classe
d’e´quivalence inertielle).
Si Ω est la classe d’inertie d’une paire cuspidale de G, on note :
(4.3) IrrRpΩq
‹ “ cusp´1pΩq
l’ensemble des classes de repre´sentations irre´ductibles de G dont le support cuspidal appartient
a` Ω.
Fixons un sous-groupe de Levi standard M de G, e´gal a` Mα pour une famille α “ pm1, . . . ,mrq
d’entiers strictement positifs de somme m. Pour chaque i P t1, . . . , ru, soit pJi,λiq un type semi-
simple de Gmi . Posons :
JM “ J1 ˆ ¨ ¨ ¨ ˆ Jr, λM “ λ1 b ¨ ¨ ¨ b λr.
Soit pJ,λq un type semi-simple de G qui soit une paire couvrante de pJM,λMq.
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Proposition 4.11. — Supposons que pJM,λMq est un type simple maximal de M et soit ̺ une
repre´sentation irre´ductible cuspidale de M contenant λM. Alors :
π P IrrprM, ̺sGq
‹ ô cusppπq P rM, ̺sG ô HomJpλ, πq ‰ t0u.
De´monstration. — Pour tout caracte`re non ramifie´ χ de M, la repre´sentation ̺χ est un quotient
irre´ductible de indMJMpλMq. En induisant a` G le long de n’importe quel sous-groupe parabolique
P de sous-groupe de Levi M, et compte tenu de (2.19), on en de´duit que tout quotient irre´ductible
de iGP p̺χq est un quotient irre´ductible de ind
G
J pλq. Ainsi toute repre´sentation irre´ductible de G
dont le support cuspidal est dans rM, ̺sG contient λ.
Inversement, soit π une repre´sentation irre´ductible de G contenant λ. Par (2.18) son module
de Jacquet rGP pπq contient λM, c’est-a`-dire qu’il y a un morphisme non trivial de ind
M
JM
pλMq dans
rGP pπq. Il y a donc un sous-quotient de r
G
P pπq de la forme ̺χ, ou` χ est un caracte`re non ramifie´
de M. Soient pL, σq un repre´sentant du support cuspidal de π et Q un sous-groupe parabolique
de G de facteur de Levi L tels que π se plonge dans iGQpσq. Alors r
G
P pi
G
Qpσqq a un sous-quotient
isomorphe a` ̺χ. D’apre`s le lemme ge´ome´trique (voir [24, §2.6]), les paires pM, ̺q et pL, σq sont
inertiellement e´quivalentes, c’est-a`-dire que cusppπq appartient a` rM, ̺sG.
Remarque 4.12. — Nous ne connaissons pas d’analogue modulaire de [11, Theorem 8.3] pour
des paires qui ne sont pas des types semi-simples. Plus pre´cise´ment, soient pK, τq et pKM, τMq
comme au paragraphe 2.7, et supposons que la premie`re est une paire couvrante de la seconde.
Supposons qu’il y a une classe inertielle ΩM de M telle que les repre´sentations irre´ductibles de
M contenant τM sont celles dont le support cuspidal appartient a` ΩM. On demande si :
HomKpτ, πq ‰ t0u ô cusppπq P Ω.
Meˆme en supposant que les induites compactes de τ a` G et de τM de M sont quasi-projectives,
la preuve de [11, Theorem 8.3] ne s’adapte pas telle quelle. Un sous-quotient irre´ductible d’une
induite parabolique d’une repre´sentation cuspidale irre´ductible peut avoir un support cuspidal
diffe´rent de la classe de conjugaison de la paire cuspidale induisante. Le module de Jacquet d’une
repre´sentation irre´ductible peut avoir un sous-quotient irre´ductible contenant τM sans avoir un
quotient irre´ductible contenant τM.
Proposition 4.13. — Soit σ une repre´sentation irre´ductible de M contenant λM. Alors i
G
P pσq
est irre´ductible si et seulement si :
(4.4) Mλpi
G
P pσqq
est un H-module irre´ductible.
De´monstration. — L’une des implications est donne´e par le the´ore`me 4.2 joint a` la proposition
2.23. Pour l’autre, soit π une sous-repre´sentation irre´ductible de iGP pσq. Fixons une paire cuspi-
dale pL, ̺q dont la classe de M-conjugaison est e´gale a` cusppσq. Sa classe de G-conjugaison est
donc e´gale a` cusppπq. Fixons un type simple maximal pJL,λLq de L contenu dans ̺ et dont la
paire pJM,λMq (et par conse´quent pJ,λq) est une paire couvrante. D’apre`s la proposition 4.11,
le H-module Mλpπq n’est pas nul ; il est donc e´gal a` (4.4). Puisque i
G
P pσq est engendre´e par sa
composante λ-isotypique d’apre`s la proposition 2.23, elle est e´gale a` π, ce qui prouve qu’elle est
irre´ductible.
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Proposition 4.14. — Soit σ une repre´sentation irre´ductible de M contenant λM. Supposons
que :
(4.5) MλMpσq bHM H
est un H-module irre´ductible. Alors Mλpi
G
P pσqq est irre´ductible et isomorphe a` MλMpσqbHM H,
et la repre´sentation iGP pσq est irre´ductible.
De´monstration. — D’apre`s la proposition 2.23, le module Mλpi
G
P´pσqq est non nul. Il est donc
irre´ductible d’apre`s la proposition 4.5 et l’hypothe`se sur (4.5). Par la proposition 4.13, l’induite
iGP´pσq est irre´ductible. D’apre`s [14, Lemme 4.13] (voir aussi [25, Proposition 2.2]), elle est donc
isomorphe a` iGP pσq.
Corollaire 4.15. — On suppose que H est libre de rang 1 sur HM. Alors i
G
P pσq est irre´ductible,
et le H-module Mλpi
G
P pσqq est irre´ductible et isomorphe a` MλMpσq bHM H.
De´monstration. — L’induite compacte de λM a` M e´tant quasi-projective, MλMpσq est irre´ducti-
ble d’apre`s le the´ore`me 4.2. Puisque H est libre de rang 1 sur HM, l’hypothe`se de la proposition
4.14 est ve´rifie´e. On en de´duit le re´sultat voulu.
On termine ce paragraphe en donnant une application importante du corollaire 4.15. Si ρ est
une repre´sentation irre´ductible cuspidale de G, on note :
(4.6) Ωρ “ trρχs | χ : GÑ R
ˆ non ramifie´u
sa classe d’e´quivalence inertielle.
The´ore`me 4.16. — Soit r ě 1 un entier et soient ρ1, . . . , ρr des repre´sentations irre´ductibles
cuspidales deux a` deux non inertiellement e´quivalentes. Pour chaque i P t1, . . . , ru, on fixe un
support cuspidal si forme´ de repre´sentations inertiellement e´quivalentes a` ρi.
(1) Pour chaque entier i, soit πi une repre´sentation irre´ductible de support cuspidal si. Alors
l’induite π1 ˆ ¨ ¨ ¨ ˆ πr est irre´ductible.
(2) Soit π une repre´sentation irre´ductible de support cuspidal s1 ` ¨ ¨ ¨ ` sr. Il existe des
repre´sentations π1, . . . , πr, uniques a` isomorphisme pre`s, telles que πi soit de support cuspidal
si pour chaque i et telles que π1 ˆ ¨ ¨ ¨ ˆ πr soit isomorphe a` π.
Remarque 4.17. — Pour s un support cuspidal, notons :
(4.7) Irrpsq‹ “ cusp´1psq
l’ensemble des classes de repre´sentations irre´ductibles de support cuspidal e´gal a` s. Si l’on pose
s “ s1 ` ¨ ¨ ¨ ` sr, l’application :
pπ1, . . . , πrq ÞÑ π1 ˆ ¨ ¨ ¨ ˆ πr
induit une bijection de Irrps1q
‹ ˆ ¨ ¨ ¨ ˆ Irrpsrq
‹ dans Irrpsq‹.
De´monstration. — Pour chaque i, soit pJi, λiq un type simple maximal contenu dans ρi, soit ni
le nombre de termes dans si et soit mi le degre´ de ρi. On fixe un type semi-simple pJi,λiq de
Gmini qui est une paire couvrante de pJi ˆ ¨ ¨ ¨ ˆ Ji, λi b ¨ ¨ ¨ b λiq. On pose :
M “ Gm1n1 ˆ ¨ ¨ ¨ ˆGmrnr ,
JM “ J1 ˆ ¨ ¨ ¨ ˆ Jr,
λM “ λ1 b ¨ ¨ ¨ b λr.
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Soit pJ,λq un type semi-simple qui est une paire couvrante de pJM,λMq. L’alge`bre H “ HpG,λq
est libre de rang 1 comme module sur HM “ HpM,λMq. D’apre`s la proposition 4.8, la repre´sen-
tation indG
J
pλq est quasi-projective de type fini. On est donc dans les conditions d’application
du corollaire 4.15, dont on de´duit que l’induite π1 ˆ ¨ ¨ ¨ ˆ πr est irre´ductible.
Pour le point 2, on remarque que (2.18) fournit un isomorphisme de HM-modules :
Mλpπq »MλMpr
G
P pπqq
ou` P est un sous-groupe parabolique de G de facteur de Levi M. Puisque H est libre de rang
1 sur HM, la restriction de Mλpπq a` HM est irre´ductible. C’est donc un module m de la forme
m1 b ¨ ¨ ¨ b mr, ou` mi est un HpGmini ,λiq-module irre´ductible. Puisque l’induite compacte de
λi a` Gmini est quasi-projective de type fini, il existe d’apre`s le the´ore`me 4.2 une repre´sentation
irre´ductible πi de Gmini telle queMλipπiq soit isomorphe a` mi. En particulier, le support cuspidal
de πi est forme´ de repre´sentations inertiellement e´quivalentes a` ρi. Posons :
π1 “ π1 ˆ ¨ ¨ ¨ ˆ πr
qui est irre´ductible d’apre`s le point 1 ci-dessus. D’apre`s le the´ore`me 4.2 a` nouveau, il suffit de
prouver que Mλpπq et Mλpπ
1q sont des H-modules isomorphes pour en de´duire que π et π1 sont
des repre´sentations isomorphes. D’apre`s le corollaire 4.15, on a :
Mλpπ
1q » mbHM H.
La restriction de Mλpπq a` HM est isomorphe a` m, ce dont on de´duit par adjonction que Mλpπq
est isomorphe a` mbHM H, ce qui donne le re´sultat voulu.
4.3. Compatibilite´ du foncteur des λ-invariants a` l’induction parabolique
Soit m ě 1, soit ρ une repre´sentation irre´ductible cuspidale de Gm, soit pJ, λq un type simple
maximal contenu dans ρ et soit rΛ, nΛ, 0, βs une strate simple de Am par rapport a` laquelle pJ, λq
est de´fini.
Soit un entier n ě 1 et posons G “ Gmn. Fixons une strate simple rΛ
:, nΛ: , 0, βs de A “ Amn
satisfaisant aux conditions du paragraphe 2.8 permettant de construire un type semi-simple :
pJ,λq
de G qui est une paire couvrante du type simple maximal pJ ˆ ¨ ¨ ¨ ˆ J, λb ¨ ¨ ¨ b λq de Gnm. On
note H l’alge`bre de Hecke de ce type semi-simple (dont la structure est donne´e par la remarque
2.25 et ne de´pend pas du choix de la suite de re´seaux Λ:) et on note M “Mλ le foncteur qu’il
de´finit de RpGq dans la cate´gorie des H-modules a` droite.
Soit une famille α “ pn1, . . . , nrq d’entiers strictement positifs de somme note´e n. Notons M
le sous-groupe de Levi standard Mpmn1,...,mnrq de G. L’intersection J XM sera note´e Jα et la
restriction de λ a` J XM sera note´e λα. Notons Hα l’alge`bre de Hecke de pJα,λαq et Mα le
foncteur qui lui correspond de RpMq dans la cate´gorie des Hα-modules a` droite. Soit enfin :
(4.8) jα : Hα Ñ H
le morphisme (2.17) correspondant a` pJ,λq conside´re´ comme une paire couvrante de pJα,λαq.
Rappelons qu’on a de´fini un entier fpρq ě 1 au paragraphe 3.4. On introduit la notation :
(4.9) qpρq “ qfpρq.
L’entier qpρq est e´gal au qpλq du paragraphe 2.6. Conside´rons l’alge`bre de Hecke affineHpn, qpρqq
qui y est de´finie. Il est plus commode d’utiliser ici une pre´sentation de cette R-alge`bre diffe´rente
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de celle du paragraphe 2.6. Elle est engendre´e par les e´le´ments S1, . . . ,Sn´1, X1, . . . ,Xn et leurs
inverses pX1q
´1, . . . , pXnq
´1, ve´rifiant les relations (2.8), (2.9), (2.10) et les relations :
XiXj “ XjXi, i, j P t1, . . . , nu,(4.10)
XjSi “ SiXj , i R tj, j ´ 1u,(4.11)
SiXiSi “ qpρqXi`1, i P t1, . . . , n´ 1u,(4.12)
XjpXjq
´1 “ pXjq
´1Xj “ 1, j P t1, . . . , nu.(4.13)
Soit Hpα, qpρqq la sous-alge`bre engendre´e par X1, . . . ,Xn et leurs inverses pX1q
´1, . . . , pXnq
´1
et les Si pour i P t1, . . . , n ´ 1u de´crivant les entiers qui ne sont pas de la forme n1 ` ¨ ¨ ¨ ` nk
pour k P t1, . . . , ru. Notons tα l’homomorphisme d’inclusion de Hpα, qpρqq dans Hpn, qpρqq.
Soit Σ le type simple maximal e´tendu prolongeant λ au sous-groupe K tel que la repre´sentation
ρ soit isomorphe a` l’induite compacte de Σ a` Gm (proposition 3.1). Il de´termine un isomorphisme
de R-alge`bres :
(4.14) Ψ : RrX,X´1s “ Hp1, qpρqq Ñ HpGm, λq
(l’image de X e´tant la fonction de support K prenant la valeur Σpxq en tout x P K). On montre
le re´sultat suivant en raisonnant comme dans [31, §2.10].
Proposition 4.18. — (1) Il y a un unique isomorphisme de R-alge`bres Ψρ,n de Hpn, qpρqq
dans H tel que :
(4.15) Ψρ,n ˝ tp1,...,1q “ jp1,...,1q ˝ pΨb ¨ ¨ ¨ bΨq.
(2) Si l’on pose Ψρ,α “ Ψρ,n1 b ¨ ¨ ¨ bΨρ,nr , alors on a Ψρ,n ˝ tα “ jα ˝Ψρ,α.
Le re´sultat principal de ce paragraphe est le suivant.
Proposition 4.19. — Soit σ une repre´sentation admissible de M engendre´e par sa composante
λα-isotypique. On a un isomorphisme de H-modules a` droite :
(4.16) Mpipmn1,...,mnrqpσqq » HomHαpH,Mαpσqq.
Remarque 4.20. — Dans le cas ou` R est le corps des nombres complexes, le re´sultat est connu
pour une repre´sentation lisse σ pas ne´cessairement admissible. Il s’agit d’un cas particulier de
[11, Corollary 8.4] obtenu a` partir de (2.18) par adjonction, en utilisant le fait que M induit une
e´quivalence de cate´gories entre la sous-cate´gorie de RpGq forme´e des repre´sentations engendre´es
par leur composante λ-isotypique et la cate´gorie des H-modules a` droite (ainsi qu’un re´sultat
analogue pour Mα). Quand R est de caracte´ristique non nulle, ces foncteurs n’induisent pas en
ge´ne´ral des e´quivalences de cate´gories et il faut trouver une autre approche.
Remarque 4.21. — L’hypothe`se d’admissibilite´ vient du fait que notre preuve utilise la propo-
sition 4.5 et l’ine´galite´ (4.18).
De´monstration. — Posons i “ ipmn1,...,mnrq et de´finissons des foncteurs :
F : σ ÞÑMpipσqq, G : σ ÞÑ HomHαpH,Mαpσqq
de RpMq dans la cate´gorie des H-modules a` droite. Notons respectivement Q et Qα les induites
compactes de λ a` G et de λα a` M. Notons aussi QN le module de Jacquet rpmn1,...,mnrqpQq, ou` N
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est le radical unipotent du sous-groupe parabolique standard P “ Ppmn1,...,mnrq. Par adjonction,
on a un isomorphisme fonctoriel de R-espaces vectoriels :
(4.17) Fpσq » HomMpQN, σq.
La repre´sentation Q est naturellement un H-module a` gauche, ainsi que le quotient QN puisque
l’action de G commute a` celle de H. On en de´duit une structure de H-modules a` droite sur le
membre de droite de (4.17) faisant de cet isomorphisme de R-espaces vectoriels un isomorphisme
de H-modules a` droite. En appliquant (2.18) a` Q, on obtient le re´sultat suivant.
Fait 4.22. — L’isomorphisme (2.18) applique´ a` la repre´sentation Q induit un isomorphisme
de pH,Hαq-bimodules de H vers MαpQNq.
Graˆce a` (4.17) et au fait 4.22, on obtient un homomorphisme de H-modules :
ωσ : Fpσq » HomMpQN, σq
εσÝÑ HomHαpMαpQNq,Mαpσqq » Gpσq
qui est fonctoriel en σ, ou` εσ de´signe l’homomorphisme fonctoriel de R-espaces vectoriels obtenu
en appliquant le foncteur Mα.
Supposons maintenant que σ est engendre´e par sa composante λα-isotypique, c’est-a`-dire qu’il
y a un homomorphisme surjectif :
f : QSα Ñ σ
d’une somme directe arbitraire de copies de Qα vers σ, ou` S de´signe un ensemble quelconque
qui indexe la somme directe. Ceci donne le diagramme commutatif :
FpQαq
S
ω
QSα

Fpfq
// Fpσq
ωσ

GpQαq
S
Gpfq
// Gpσq
ou` les deux fle`ches horizontales Fpfq et Gpfq sont surjectives car les deux foncteurs F et G sont
exacts sur la cate´gorie E pJα,λαq, d’apre`s les propositions 4.4 et 2.23.
Lemme 4.23. — Si ωQα est surjectif, alors ωσ est un isomorphisme pour toute repre´sentation
σ admissible et engendre´e par sa composante λα-isotypique.
De´monstration. — Si ωQα est surjectif, alors ωQSα est surjectif, donc ωσ l’est aussi. On en de´duit
l’ine´galite´ :
(4.18) dimFpσq ě dimGpσq.
On a aussi l’ine´galite´ dimFpσq ď dimGpσq d’apre`s la proposition 4.5. On en de´duit que ωσ est
bijectif pour σ admissible et engendre´e par sa composante λα-isotypique.
Lemme 4.24. — L’homomorphisme ωQα est surjectif.
De´monstration. — D’apre`s (2.19) les repre´sentations ipQαq et Q sont isomorphes. On en de´duit
que FpQαq est libre de rang 1 sur H. Plus pre´cise´ment, identifions celui-ci a` HomMpQN,Qαq et
notons e l’e´le´ment de HomMpQN,Qαq de´fini par :
f mod QpNq ÞÑ
´
x ÞÑ
ż
N
fpuxq du
¯
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pour tous f P Q et x P M, ou` QpNq de´signe le sous-espace de Q engendre´ par les vecteurs de la
forme u ¨ f ´ f , avec f P Q et u P N. Alors h ÞÑ e ˚ h (ou` ˚ de´signe l’action de H a` droite sur
HomMpQN,Qαq) est un isomorphisme de H-modules de H vers HomMpQN,Qαq.
Nous allons ve´rifier que l’image de e dans GpQαq est un ge´ne´rateur de ce H-module. Identi-
fions les H-modules GpQαq et HomHαpH,Hαq. Compte tenu de l’isomorphisme (2.19) et du fait
4.22, l’image de e dans GpQαq est l’application note´e e
1 qui a` T P H associe la fonction :
(4.19) x ÞÑ
ż
N
Tpuxq du
de M dans l’espace des R-endomorphismes de λα.
Soit W “Wλ le groupe de´fini au paragraphe 2.6, soit W0 le sous-groupe de W constitue´ des
matrices de permutation dans W et soit Wα “W0 XM. Rappelons que P “ MN.
Lemme 4.25. — Soit w PW0. Alors JwJX P ‰ ∅ si et seulement si w PWα.
De´monstration. — Rappelons que Jα “ JXM. Si w PWα, alors :
JwJX P Ě JαwJα XM ‰ ∅.
Inversement, supposons que JwJX P est non vide. On peut supposer que le sous-groupe para-
horique UpΛ:q est standard. Ainsi J est inclus dans UpΛ:q ; on a donc UpΛ:qwUpΛ:q X P ‰ ∅.
Notons A l’ordre he´re´ditaire standard de Amn forme´ des matrices a` coefficients entiers dont la
re´duction mod pD est triangulaire supe´rieure par blocs de taille m, et posons U “ UpAq.
Le groupe U contient UpΛ:q, donc UwUXP ‰ ∅. Soient W1 le sous-groupe des permutations
de GLmnpODq et X1 un syste`me de repre´sentants des doubles classes de W1 modulo W1 XU tel
que X1XM soit un syste`me de repre´sentants des doubles classes de W1XM modulo W1XUXM.
Alors on a : ž
xPX1
UxUX P “ GLmnpODq X P “
ž
xPX1XM
UxUX P.
On en de´duit que w appartient a` X1 XM, donc que w PW0 XM “Wα.
Graˆce a` la proposition 4.18, identifions H et Hα avec Hpn, qpρqq et Hpα, qpρqq respectivement,
de fac¸on que le morphisme injectif (4.8) corresponde au morphisme d’inclusion. Pour tout w PW,
notons Sw l’e´le´ment de H de´fini par (2.13).
Pour w PW0, la classe wWα posse`de un unique e´le´ment de longueur minimale. Ces e´le´ments
de W0 de longueur minimale forment un syste`me de repre´sentants de W0 modulo Wα note´ Dα.
Fait 4.26. — H est un Hα-module a` droite libre de base pSwqwPDα et un Hα-module a` gauche
libre de base pSw´1qwPDα
Pour tout w P Dα, notons Yw l’e´le´ment de GpQαq de´fini par :
YwpSw1q “
"
S1 si w
1 “ w,
0 sinon,
pour w1 P Dα. D’apre`s le fait 4.26, leHα-module a` gauche GpQαq est libre de base tYw, w P Dαu.
Remarquons graˆce au lemme 4.25 que l’application e1 de´crite plus haut (c’est-a`-dire l’image de e
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dans GpQαq) est e´gale a` Y1. Nous allons montrer que Y1 engendre GpQαq en tant que H-module
a` droitep4q.
Lemme 4.27. — L’application T ÞÑ Y1T de H vers GpQαq est un homomorphisme injectif de
H-modules a` droite.
De´monstration. — Soit T P H non nul, que l’on e´crit (graˆce au fait 4.26) :
T “
ÿ
wPDα
hpwqSw´1 , hpwq P Hα.
Pour w PW0, notons lpwq la longueur de w (relativement aux ts1, . . . , sn´1u du paragraphe 2.6)
et posons :
l “ lpTq “ min tlpwq | w P Dα et hpwq ‰ 0u.
Prouvons par re´currence sur l que Y1 est non nul sur l’ide´al TH. Si l “ 0, alors Y1pTq “ h1 ‰ 0.
Supposons maintenant que l ě 1. Fixons un w P Dα tel que lpwq “ l et un s PW0 de longueur
1 tel que lpswq ă l. Pour w1 P Dα, e´crivons sw
1 “ w1psqz avec w1psq P Dα et z PWα. Alors :
TSs “
ÿ
w1PDα
hpw1qSw1´1Ss
contient le terme non nul hpwqSpswq´1 “ hpwqSz´1Swpsq´1 avec lpwpsqq ă l. Supposons qu’il exis-
te un w1 P Dα tel que Sw1´1Ss ait une composante non nulle dans HαSwpsq´1 . Si lpsw
1q ą lpw1q,
alors :
Sw1´1Ss “ Spsw1q´1 P HαSw1psq´1 .
On en de´duit que w1psq “ wpsq, ce qui implique que w1 “ w. Si lpsw1q ă lpw1q, alors :
Sw1´1Ss “ Spsw1q´1S
2
s “ pqpρq ´ 1q ¨ Sw1´1 ` qpρq ¨ Spsw1q´1 .
On a lpw1q ě l ą lpwpsqq donc ici encore w1psq “ wpsq, ce qui implique que w1 “ w.
Ainsi la composante de TSs dans HαSwpsq´1 est e´gale a` hpwqSpswq´1 , qui est non nulle. On en
de´duit que lpTSsq ă l puis, par hypothe`se de re´currence, que Y1 n’est pas nulle sur TSsH. En
particulier, Y1 n’est pas nulle sur TH.
Lemme 4.28. — Pour tout w P Dα, il existe un Tw P H tel que Yw “ Y1Tw.
De´monstration. — Soit H0 la sous-alge`bre de H engendre´e par les Sw pour w PW0, et soit H
0
α
l’intersection de Hα avec H
0. La restriction a` H0 de T ÞÑ Y1T induit un morphisme injectif de
H0-modules a` droite de H0 dans HomH0αpH
0,H0αq. Les deux membres ayant la meˆme dimension
sur R, e´gale a` l’ordre de W0, cet homomorphisme est bijectif. Pour tout w P Dα, il y a donc un
Tw P H
0 tel que Yw et Y1Tw co¨ıncident sur H
0. Comme H0 engendre H comme Hα-module a`
droite, on a Yw “ Y1Tw.
Lemme 4.29. — Soit δ l’e´le´ment de plus grande longueur dans Dα. Notons δH le H-module
a` droite H muni de la structure de Hα-module a` gauche de´finie par :
Sz ¨ T “ Sδ´1zδT
pour T P H et z PWα. L’application T ÞÑ YδT est un morphisme de pHα,Hq-bimodules de δH
dans GpQαq.
p4qNous nous inspirons d’arguments non publie´s qui nous ont e´te´ communique´s par Vanessa Miemietz, que nous
remercions.
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De´monstration. — D’abord, la structure de Hα-module a` gauche sur δH est bien de´finie car δ
normalise Dα. Ensuite, l’application T ÞÑ YδT est un morphisme de H-modules a` droite. Pour
prouver que c’est un morphisme de bimodules, il suffit de ve´rifier que YδpSzSwq “ Sz ¨ YδpSwq
pour tous z PWα et w P Dα. Si w “ δ, alors δ est de longueur minimale dans δDα “ Dαδ, donc
on a :
YδpSzSδq “ YδpSzδq “ YδpSδSδ´1zδq “ Sz ¨YδpSδq.
Si w ‰ δ, il suffit de prouver que la composante de SzSw dans SδHα est nulle. Cette composante
s’e´crit sous la forme Sδh avec h P Hα. Ainsi :
Sw “ pSzq
´1Sδh P SδHα
car HαSδ “ SδHα.
Lemme 4.30. — L’application T ÞÑ YδT de H vers GpQαq est bijective.
De´monstration. — On prouve l’injectivite´ de cette application par un argument analogue a` celui
de la preuve du lemme 4.27.
Pour la surjectivite´, on prouve, par un argument analogue a` celui de la preuve du lemme 4.28,
que pour tout w P Dα, il existe un Uw P H tel que Yw “ YδUw. L’image de T ÞÑ YδT contenant
les Yw pour w P Dα, qui forment une base de GpQαq comme Hα-module a` gauche, on de´duit du
lemme 4.29 que cette application est surjective.
Comme Yδ “ Y1Tδ (voir le lemme 4.28), la surjectivite´ de l’application T ÞÑ YδT implique
celle de T ÞÑ Y1T. Avec le lemme 4.27, ceci prouve que T ÞÑ Y1T est non seulement surjectif
mais bijectif. Ceci met fin a` la preuve du lemme 4.24.
La proposition 4.19 se de´duit maintenant des lemmes 4.23 et 4.24.
Corollaire 4.31. — Soit σ une sous-repre´sentation d’une repre´sentation admissible de M en-
gendre´e par sa composante λα-isotypique. On a un isomorphisme :
(4.20) M
`
ipmn1,...,mnrqpσq
˘
» HomHαpH,Mαpσqq
de H-modules a` droite.
De´monstration. — Par hypothe`se, il y a des repre´sentations π1, π2 admissibles engendre´es par
leurs composantes λα-isotypiques telles qu’on ait une suite exacte :
0Ñ σ
i
Ñ π1
f
Ñ π2 Ñ 0
dans la cate´gorie E pJα,λαq. Ceci donne le diagramme commutatif :
Fpσq
ωσ

Fpiq
// Fpπ1q
ωπ1

Fpfq
// Fpπ2q
ωπ2

Gpσq
Gpiq
// Gpπ1q
Gpfq
// Gpπ2q
ou` Fpiq et Gpiq sont injectives et Fpfq et Gpfq surjectives car les foncteurs F et G sont exacts sur
E pJα,λαq. Comme ωπ1 et ωπ2 sont des isomorphismes d’apre`s la proposition 4.19, le lemme du
serpent implique que ωσ est un isomorphisme.
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4.4. Changement de groupe
Reprenons les notations du paragraphe 4.3. D’apre`s la proposition 4.11, pour toute repre´sen-
tation irre´ductible π de G, on a Mpπq ‰ 0 si et seulement si :
(4.21) cusppπq “ rρχ1s ` ¨ ¨ ¨ ` rρχns, χi : Gm Ñ R
ˆ non ramifie´, i P t1, . . . , nu,
c’est-a`-dire si cusppπq appartient a` la classe d’inertie Ωρ,n de rρs`¨ ¨ ¨`rρs “ n ¨ rρs. Selon la pro-
position 4.8 et le the´ore`me 4.2, et graˆce a` l’isomorphisme Ψρ,n de la proposition 4.18 permettant
d’identifier H et Hpn, qpρqq, le foncteur M induit une bijection :
ξρ,n : IrrpΩρ,nq
‹ Ñ IrrpHpn, qpρqqq
entre l’ensemble IrrpΩρ,nq
‹ des repre´sentations irre´ductibles de G de support cuspidal de la forme
(4.21) et l’ensemble des classes de Hpn, qpρqq-modules a` droite irre´ductibles.
Pour n “ 1 en particulier, et si l’on identifie IrrpHp1, qpρqqq et Rˆ, on a le lemme suivant, que
l’on prouve comme dans [31, §4.2].
Lemme 4.32. — Pour tout caracte`re non ramifie´ χ de Gm, on a :
ξρ,1pρχq “ χp̟λq
´1
ou` ̟λ est l’e´le´ment de Gm de´fini par (2.7).
Proposition 4.33. — Soit σ une repre´sentation irre´ductible de M contenant λα, et soit π une
repre´sentation irre´ductible de G contenant λ. La multiplicite´ de π dans le socle (respectivement,
le cosocle) de ipmn1,...,mnrqpσq est e´gale a` la multiplicite´ de Mpπq dans le socle (respectivement,
le cosocle) de Mpipmn1,...,mnrqpσqq.
De´monstration. — D’abord, si π est isomorphe a` une sous-repre´sentation (respectivement, a` un
quotient) de ipσq “ ipmn1,...,mnrqpσq, alorsMpπq est isomorphe a` un sous-module (respectivement,
a` un quotient) de Mpipσqq parce que le foncteur M est exact sur E pJ,λq. Ensuite, un tel π sous-
repre´sentation ou quotient de ipσq appartient a` IrrpΩρ,nq
‹, doncMpπq est un module irre´ductible.
Ainsi Mpipσqq est sans Q-torsion, et le point 1 du the´ore`me 4.2 conduit au re´sultat voulu.
Fixons maintenant une extension finie F1 de F dont le corps re´siduel est de cardinal qpρq. On
pose G1 “ GLnpF
1q. Plus ge´ne´ralement, on ajoutera un 1 pour de´signer les objets correspondant
au cas ou` ρ est le caracte`re trivial de F1ˆ. Notons I1 le sous-groupe d’Iwahori standard de G1 et
M
1 le foncteur V ÞÑ VI
1
de RpG1q dans la cate´gorie des modules a` droite sur HpG1, I1q. De fac¸on
analogue a` ce qui pre´ce`de, on obtient une bijection :
ξ1
F1ˆ ,n
: IrrpΩ1
F1ˆ ,n
q‹ Ñ IrrpHpn, qpρqqq
entre l’ensemble des classes de repre´sentations irre´ductibles ayant des vecteurs non nuls invariants
par I1 et celui des classes de Hpn, qpρqq-modules a` droite irre´ductibles (voir l’exemple 2.18).
La compose´e :
(4.22) Φρ,n “ ξ
´1
1
F1ˆ ,n
˝ ξρ,n : IrrpΩρ,nq
‹ Ñ IrrpΩ1
F1ˆ ,n
q‹
est bijective. E´tudions sa compatibilite´ au support cuspidal. On obtient le lemme suivant par
l’utilisation conjointe des propositions 4.19 et 4.33. On note H “ Hpn, qpρqq et Hα “ Hpα, qpρqq
pour simplifier.
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Lemme 4.34. — Soient χ1, . . . , χn des caracte`res non ramifie´s de Gm. Alors ξρ,n induit une
bijection entre l’ensemble des classes de repre´sentations irre´ductibles de support cuspidal e´gal a`
rρχ1s`¨ ¨ ¨`rρχns et l’ensemble des classes de modules irre´ductibles isomorphes a` un sous-module
de :
(4.23) HomHp1,...,1qpH, ξ1pρχ1q b ¨ ¨ ¨ b ξ1pρχnqq.
Remarque 4.35. — On a un re´sultat analogue en remplac¸ant sous-repre´sentation et sous-mo-
dule par repre´sentation quotient et module quotient.
Proposition 4.36. — Soit π une repre´sentation irre´ductible dans IrrpΩρ,nq
‹, dont on e´crit le
support cuspidal sous la forme (4.21). Alors cusppΦρ,npπqq “ Φρ,1pρχ1q ` ¨ ¨ ¨ `Φρ,1pρχnq.
De´monstration. — On peut supposer que π est une sous-repre´sentation de l’induite parabolique
ρχ1 ˆ ¨ ¨ ¨ ˆ ρχn. D’apre`s le lemme 4.34, ξρ,npπq est un sous-module irre´ductible de (4.23). Si χ
est un caracte`re non ramifie´ de Fˆ, on note χ1 le caracte`re non ramifie´ de F1ˆ prenant en une
uniformisante de F1 la meˆme valeur que χ en une uniformisante de F. Ceci de´finit une bijection
χ ÞÑ χ1 entre caracte`res non ramifie´s de G et caracte`res non ramifie´s de G1. Le lemme suivant,
qui de´crit la compatibilite´ de Φρ,n a` la torsion non ramifie´e, de´coule du lemme 4.32.
Lemme 4.37. — Pour toute repre´sentation irre´ductible π et tout caracte`re non ramifie´ χ de
G, on a Φρ,npπχq “ Φρ,npπqχ
1.
Notons π1 la repre´sentation Φρ,npπq. Compte tenu du lemme 4.37 et de (4.15), on de´duit de
ce qui pre´ce`de que ξ1
F1ˆ ,n
pπ1q est un sous-module irre´ductible de :
HomHp1,...,1qpH, ξ1F1ˆ ,1pχ
1
1q b ¨ ¨ ¨ b ξ1
F1ˆ ,1
pχ1nqq.
D’apre`s le lemme 4.34, on en de´duit que π1 est une sous-repre´sentation de χ11 ˆ ¨ ¨ ¨ ˆ χ
1
n, ce qui
termine la de´monstration de la proposition 4.36.
Proposition 4.38. — Supposons que α “ pn1, n2q et soit πi P IrrpΩρ,niq
‹ pour i “ 1, 2. Alors :
(1) π1 ˆ π2 est irre´ductible si et seulement si Φρ,n1pπ1q ˆΦρ,n2pπ2q est irre´ductible.
(2) Si c’est le cas, alors on a l’e´galite´ :
Φρ,npπ1 ˆ π2q “ Φρ,n1pπ1q ˆΦρ,n2pπ2q.
De´monstration. — Pour i “ 1, 2, on note π1i la repre´sentation Φρ,nipπiq. Si l’induite π1 ˆ π2 est
irre´ductible, alors elle appartient a` IrrpΩρ,nq
‹ et, par la proposition 4.19, on a des isomorphismes
de H-modules irre´ductibles :
ξρ,npπ1 ˆ π2q » HomHpn1,n2qpH, ξρ,n1pπ1q b ξρ,n2pπ2qq,(4.24)
ξ1
F1ˆ ,n
pπ11 ˆ π
1
2q » HomHpn1,n2qpH, ξ1F1ˆ ,n1pπ
1
1q b ξ1
F1ˆ ,n2
pπ12qq.(4.25)
D’apre`s la proposition 4.18, le membre de droite de (4.25) correspond a` celui de (4.24). On de´duit
de la proposition 4.13 que π11 ˆ π
1
2 est irre´ductible, puis qu’on a une e´galite´ entre ξρ,npπ1 ˆ π2q
et ξ1
F1ˆ ,n
pπ11 ˆ π
1
2q.
Corollaire 4.39. — Reprenons les hypothe`ses de la proposition 4.38. Supposons que tous les
sous-quotients irre´ductibles de π1 ˆ π2 sont dans IrrpΩρ,nq
‹, et que tous les sous-quotients irre´-
ductibles de Φρ,n1pπ1q ˆΦρ,n2pπ2q sont dans IrrpΩ1F1ˆ ,nq
‹. Alors :
(1) Les repre´sentations π1 ˆ π2 et Φρ,n1pπ1q ˆΦρ,n2pπ2q ont la meˆme longueur.
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(2) π1 ˆ π2 est inde´composable si et seulement si Φρ,n1pπ1q ˆΦρ,n2pπ2q l’est.
De´monstration. — On fixe une suite de composition :
0 “ V0 Ĺ V1 Ĺ ¨ ¨ ¨ Ĺ Vr “ π1 ˆ π2
ou` les Vi sont des sous-repre´sentations de π1 ˆ π2 telles que, pour i P t0, . . . , r ´ 1u, le quotient
Vi`1{Vi soit irre´ductible. Par hypothe`se, ces sous-quotients sont dans IrrpΩρ,nq
‹. On de´duit de
la proposition 4.7 que la longueur de Mpπ1 ˆ π2q est e´gale a` la longueur de π1 ˆ π2. De fac¸on
analogue, la longueur de :
(4.26) M1pΦρ,n1pπ1q ˆΦρ,n2pπ2qq
est e´gale a` celle de Φρ,n1pπ1qˆΦρ,n2pπ2q. Le re´sultat se de´duit du fait que Mpπ1ˆπ2q et (4.26)
sont isomorphes (voir la proposition 4.18) donc ont la meˆme longueur. Pour l’inde´composabilite´,
on proce`de de fac¸on analogue en utilisant le point 1 du the´ore`me 4.2.
4.5. Le caracte`re νρ associe´ a` une repre´sentation cuspidale
Soit m ě 1 un entier, et soit ρ une repre´sentation irre´ductible cuspidale de G “ Gm. Au para-
graphe 3.4, on a associe´ a` ρ des invariants nume´riques npρq, spρq, fpρq ě 1. Soit ν le caracte`re
non ramifie´ de G de´fini au paragraphe 3.5. On pose :
νρ “ ν
spρq,
qui ne de´pend que de la classe d’inertie de ρ, et on pose :
Zρ “ trρν
i
ρs | i P Zu.
On note :
(4.27) opρq
l’ordre de qpρq dans R (e´gal a` `8 si R est de caracte´ristique nulle). Les quantite´s qpρq et opρq ne
de´pendent que de la classe d’inertie de ρ. On prouve le re´sultat important suivant, qui justifie
l’introduction de νρ.
Proposition 4.40. — Soit ρ1 une repre´sentation irre´ductible cuspidale de Gm1 , m
1 ě 1. Alors
l’induite ρˆ ρ1 est re´ductible si et seulement si ρ1 est isomorphe a` ρνρ ou ρν
´1
ρ .
Remarque 4.41. — Dans le cas complexe, le re´sultat est donne´ par [31, Theorem 4.6] dont la
preuve consiste a` se ramener au groupe GLnpFq, n ě 1 pour lequel le re´sultat est duˆ a` Bernstein-
Zelevinski. Dans le cas modulaire, nous pourrions suivre la meˆme me´thode de re´duction au cas
de´ploye´ et appliquer [36, III.1.15], qui est prouve´ comme dans le cas complexe graˆce a` la the´orie
des de´rive´es. Nous pre´fe´rons utiliser une me´thode plus directe qui ne s’appuie pas sur la the´orie
des de´rive´es.
De´monstration. — D’apre`s le the´ore`me 4.16, il suffit de traiter le cas ou` ρ et ρ1 sont inertielle-
ment e´quivalentes, c’est-a`-dire que ρ et ρ1 contiennent un meˆme type simple maximal pJ, λq. On
forme la paire :
pJM, λMq “ pJˆ J, λb λq
avec M “ GˆG puis un type semi-simple pJ,λq comme au paragraphe 4.3 avec n “ 2. E´crivons
ρ1 sous la forme ρχ avec χ un caracte`re non ramifie´ de G.
D’apre`s la proposition 4.13, la repre´sentation induite ρˆρχ est re´ductible si et seulement si le
H-module Mλpρˆρχq est re´ductible. D’apre`s la proposition 4.19 et le lemme 4.32, ce H-module
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est induit a` partir du caracte`re 1 b χp̟λq
´1 de HM. Il est de dimension 2 sur R. Il est donc
re´ductible si et seulement s’il contient un caracte`re, ce qui, compte tenu de la description de H
par ge´ne´rateurs et relations au paragraphe 4.4, est le cas si et seulement si χp̟λq est e´gal a` qpρq
ou qpρq´1. Un calcul simple montre que la valuation de la norme re´duite de ̟λ P G est e´gale a`
fpρqspρq´1, ce dont on de´duit l’e´galite´ :
(4.28) νρp̟λq
´1 “ qpρq.
Le re´sultat se de´duit du fait que, pour qu’un caracte`re non ramifie´ ξ de G ve´rifie ρξ » ρ, il faut
et il suffit que ξp̟λq “ 1.
Corollaire 4.42. — On utilise les notations du paragraphe 4.4. Soient a, b P Z tels que a ď b.
Alors ξn induit une bijection entre sous-repre´sentations irre´ductibles de ρν
a
ρ ˆ ρν
a`1
ρ ˆ ¨ ¨ ¨ ˆ ρν
b
ρ
et sous-modules irre´ductibles du module induit :
HomHp1,...,1qpH, qpρq
a b qpρqa`1 b ¨ ¨ ¨ b qpρqbq.
Remarque 4.43. — On a un re´sultat analogue en remplac¸ant sous-repre´sentation et sous-mo-
dule par repre´sentation quotient et module quotient.
De´monstration. — On utilise les lemmes 4.34 et 4.32 et la formule (4.28).
Remarque 4.44. — D’apre`s la remarque 4.9, si opρq ą 1, l’induite indGJ pλq est projective pour
tout type simple maximal pJ, λq contenu dans ρ.
On termine cette section sur la relation importante suivante, qui est ne´cessaire a` la classifi-
cation des repre´sentations irre´ductibles cuspidales en fonction des supercuspidales dans [25].
Lemme 4.45. — On a opρq “ card Zρ.
De´monstration. — On suppose que R est de caracte´ristique ℓ non nulle et on note e l’ordre de
q dans Fˆℓ . Si a, b sont des entiers ě 1, on note pa, bq leur plus grand diviseur commun. Pour
alle´ger les notations, on pose n “ npρq, s “ spρq et f “ fpρq.
Lemme 4.46. — On a pe, npe, sqq “ pe, nsq.
De´monstration. — Soit u ě 1 un entier divisant e et ns. E´crivons u1 “ pu, nq et u2 “ u{pu, nq.
On a donc u “ u1u2 avec u1 divisant n et u2 divisant s. Comme u divise e, l’entier u2 divise
pe, sq, donc u divise npe, sq, ce qui prouve le re´sultat attendu.
Pour calculer le cardinal de Zρ, on fait ope´rer sur la classe inertielle Ωρ le groupe cyclique
engendre´ par νρ. Ce groupe cyclique est d’ordre e{pe, sq. On obtient donc :
card Zρ “
e{pe, sq
pn, e{pe, sqq
“
e
pe, npe, sqq
“
e
pe, nsq
,
la dernie`re e´galite´ provenant du lemme 4.46. Par de´finition, l’entier opρq est e´gal a` e{pe, fq. Le
re´sultat provient alors de la formule (3.6) et du fait que e est premier a` ℓ.
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5. Le foncteur K
Dans cette section, nous introduisons un outil technique important permettant de lier la the´o-
rie des repre´sentations de G “ Gm, m ě 1 a` celle d’un groupe line´aire ge´ne´ral sur un corps fini
de caracte´ristique p.
Soit rΛ, n, 0, βs une strate simple de A “ Am, et soit κ une β-extension d’un caracte`re simple
θ P CpΛ, 0, βq. Elle de´finit un foncteur exact :
K “ Kκ : π ÞÑ HomJ1pκ, πq
de RRpGq dans la cate´gorie des repre´sentations de J{J
1. Dans le cas ou` le sous-groupe paraho-
rique UpΛqXBˆ est maximal, le quotient J{J1 peut eˆtre identifie´ (non canoniquement) au groupe
G “ GLm1pkD1qmoyennant le choix d’un isomorphisme Φ comme en (2.3). Ce foncteur permet de
ramener a` G certaines proprie´te´s connues des repre´sentations de G. Cette section est consacre´e
a` l’e´tude des proprie´te´s de ce foncteur, qui est utilise´ dans [25].
Ce foncteur a de´ja` e´te´ utilise´ dans [36] pour e´tudier les repre´sentations de Steinberg ge´ne´rali-
se´es de GLnpFq (voir par exemple le lemme 5.13 de [36]), et de fac¸on plus syste´matique dans [27]
pour de´finir une stratification de la cate´gorie des repre´sentations complexes de GLnpFq affinant
la de´composition de Bernstein.
Au paragraphe 5.2, nous e´tablissons des conditions d’annulation importantes du foncteur K,
e´nonce´es en termes d’endo-classes. Dans les paragraphes 5.3 et 5.4, nous prouvons la compatibi-
lite´ de K a` l’induction et a` la restriction paraboliques.
Pour le groupe GLnpFq, la compatibilite´ de K a` l’induction parabolique est prouve´e dans [27]
dans le cas complexe (voir ibid., Proposition 5.7) mais la preuve qui y est donne´e ne s’applique
pas au cas modulaire (car elle repose sur certaines e´quivalences de cate´gories provenant des types
simples). Dans le cas modulaire, elle est prouve´e dans [36] dans un cas particulier (voir ibid.,
Lemme 5.12).
A notre connaissance, la compatibilite´ de K a` la restriction parabolique pour GLnpFq n’e´tait
connue ni dans le cas complexe, ni dans le cas modulaire.
5.1. De´finition
Dans toute cette section, nous fixons une strate simple rΛmax, nmax, 0, βs de A telle que l’inter-
section UpΛmaxq X B
ˆ soit un sous-groupe compact maximal de Bˆ, et un caracte`re simple :
(5.1) θmax P CpΛmax, 0, βq.
Un tel caracte`re simple de G est dit maximal.
Remarque 5.1. — Un caracte`re simple est maximal si et seulement son induite compacte a`
G posse`de un quotient irre´ductible cuspidal. En effet, si θmax est un caracte`re simple maximal
de G, l’induite compacte a` G d’un type simple contenant θmax posse`de un quotient irre´ductible
cuspidal d’apre`s la proposition 3.1. Inversement, si θ est un caracte`re simple apparaissant dans
une repre´sentation irre´ductible cuspidale ρ, les preuves des the´ore`mes 3.4 et 3.7 montrent que θ
est maximal et que ρ contient un type simple maximal de la forme κbσ avec κ une β-extension
de θ.
Ce caracte`re simple maximal e´tant fixe´, on fixe comme dans le paragraphe 2.5 un isomorphisme
de E-alge`bres Φ : B Ñ Mm1pD
1q envoyant UpΛmaxq X B
ˆ sur le sous-groupe compact maximal
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standard GLm1pOD1q. Fixons aussi une β-extension κmax de θmax et posons :
Jmax “ Jpβ,Λmaxq, J
1
max “ J
1pβ,Λmaxq, G “ Jmax{J
1
max.
Le groupe G est canoniquement isomorphe a` pUpΛmaxqXB
ˆq{pU1pΛmaxq XB
ˆq et sera identifie´
au groupe GLm1pkD1q graˆce a` Φ. E´tant donne´e une repre´sentation lisse pπ,Vq de G, on pose :
Vpκmaxq “ HomJ1maxpκmax,Vq
que l’on munit de l’action de Jmax de´finie, pour x P Jmax et f P Vpκmaxq, par la formule :
x ¨ f “ πpxq ˝ f ˝ κmaxpxq
´1.
Pour cette action, J1max ope`re trivialement, de sorte que cette formule de´finit une repre´sentation
de G sur Vpκmaxq, que l’on note πpκmaxq. On de´finit ainsi un foncteur :
K “ Kκmax,Φ : π ÞÑ πpκmaxq
de RpGq dans la cate´gorie RpGq des R-repre´sentations de G. Comme J1max est un pro-p-groupe,
c’est un foncteur exact, et comme toute repre´sentation lisse irre´ductible de G est admissible, il
pre´serve le fait d’eˆtre de longueur finie.
Remarque 5.2. — Le foncteur K de´pend des choix de κmax et de Φ. D’abord, choisissons une
autre β-extension :
κ1max “ κmax b pχ ˝ NB{Eq
ou` χ est un caracte`re de OˆE trivial sur 1` pE comme dans (2.2). Si π est une repre´sentation de
G, les repre´sentations πpκmaxq et πpκ
1
maxq sont tordues l’une de l’autre par le caracte`re χ˝n˝det
ou` n est la norme de kD1 sur kE. Si l’on fixe un autre isomorphisme Φ
1 : BÑ Mm1pD
1q envoyant
UpΛmaxq X B
ˆ sur GLm1pOD1q, le the´ore`me de Skolem-Noether entraˆıne qu’il est conjugue´ a` Φ
sous le normalisateur de GLm1pOD1q. Ceci induit sur πpκmaxq un automorphisme de conjugaison
par un e´le´ment du produit semi-direct Γ¸G avec Γ “ GalpkD1{kEq.
5.2. Conditions d’annulation
On e´tudie maintenant des conditions d’annulation du foncteur K. On commence par le cas
simple suivant.
Lemme 5.3. — Soit ρ une repre´sentation irre´ductible cuspidale de G.
(1) Si ρ ne contient pas θmax, alors Kpρq “ 0.
(2) Sinon, il existe une repre´sentation irre´ductible cuspidale σ de G telle que ρ contienne le
type simple maximal κmax b σ, et on a un isomorphisme de repre´sentations de G :
(5.2) Kpρq » σ ‘ σφ ‘ ¨ ¨ ¨ ‘ σφ
bpρq´1
,
ou` bpρq ě 1 est l’invariant associe´ a` ρ au paragraphe 3.4 et φ un ge´ne´rateur du groupe de Galois
de kD1 sur kE.
Remarque 5.4. — Dans le cas ou` D “ F, on a toujours bpρq “ 1 et Kpρq “ σ dans le cas 2.
De´monstration. — D’apre`s la remarque 5.1, toute repre´sentation irre´ductible cuspidale ρ de G
contenant θmax contient un type simple maximal λ de la forme κmaxbσ ou` σ est une repre´senta-
tion irre´ductible cuspidale de G. On fixe un type simple maximal e´tendu Σ prolongeant λ tel
que ρ soit isomorphe a` l’induite compacte de Σ a` G. La formule (5.2) est alors une conse´quence
du lemme 3.2.
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Corollaire 5.5. — Soient ρ et ρ1 des repre´sentations irre´ductibles cuspidales de G contenant
θmax. Alors Kpρq et Kpρ
1q sont des repre´sentations de G isomorphes si et seulement si ρ et ρ1
sont inertiellement e´quivalentes.
De´monstration. — E´tant donne´ un facteur irre´ductible σ de Kpρq, la repre´sentation ρ contient
le type simple maximal λ “ κmax b σ. De fac¸on analogue, la repre´sentation ρ
1 contient le type
simple maximal λ1 “ κmax b σ
1 ou` σ1 est un facteur irre´ductible de Kpρ1q.
SiKpρq et Kpρ1q sont isomorphes, on peut choisir σ1 “ σ, ce qui implique que ρ et ρ1 contiennent
toutes deux λ, donc qu’elles sont inertiellement e´quivalentes.
Inversement, si ρ et ρ1 sont inertiellement e´quivalentes, elles contiennent toutes les deux λ et
le re´sultat s’ensuit.
La question de savoir si un caracte`re simple apparaˆıt ou non dans une repre´sentation irre´duc-
tible est lie´e a` la notion d’endo-classe [5]. Notons :
Θmax
l’endo-classe associe´e a` θmax. Si ρ est une repre´sentation irre´ductible cuspidale, elle contient un
type simple maximal pJ, λq. L’endo-classe du caracte`re simple contenu dans λ ne de´pend pas du
choix de pJ, λq d’apre`s le the´ore`me 3.11 : on l’appelle l’endo-classe de ρ.
Proposition 5.6. — Soient ρ1, . . . , ρn des repre´sentations irre´ductibles cuspidales. Supposons
que l’induite ρ1ˆ¨ ¨ ¨ˆρn admette un sous-quotient irre´ductible contenant θmax. Alors ρ1, . . . , ρn
sont toutes d’endo-classe Θmax.
De´monstration. — Supposons d’abord que R est de caracte´ristique nulle. Soit π un sous-quo-
tient irre´ductible de ρ1 ˆ ¨ ¨ ¨ ˆ ρn contenant θmax. Fixons une strate simple rΛ, nΛ, 0, βs de A
telle que :
(1) UpΛq Ď UpΛmaxq ;
(2) π contient le transfert θ P CpΛ, 0, βq de θmax ;
et telle que le sous-groupe parahorique UpΛq soit minimal pour ces proprie´te´s. D’apre`s le corol-
laire 2.8, il existe une repre´sentation irre´ductible ξ de J “ Jpβ,Λq triviale sur J1 “ J1pβ,Λq telle
que π contient κ b ξ ou` κ est une β-extension de θ. Graˆce a` la proposition 2.11 et a` la mini-
malite´ de UpΛq, la repre´sentation ξ vue comme une repre´sentation de J{J1 (identifie´ a` un groupe
re´ductif fini) est cuspidale. Ainsi π contient un type semi-simple homoge`ne pJ,λq contenant θ.
Selon le the´ore`me principal de [33] (voir aussi ibid., proposition 8.1), ce type semi-simple est un
type pour le bloc de Bernstein correspondant a` la classe d’e´quivalence inertielle de ρ1b¨ ¨ ¨b ρn,
et les repre´sentations cuspidales ρ1, . . . , ρn sont toutes d’endo-classe Θmax.
Supposons maintenant que R est de caracte´ristique non nulle ℓ. Quitte a` tordre ρ1, . . . , ρn
par des caracte`res non ramifie´s convenables, on peut supposer qu’elles sont toutes de´finies sur
Fℓ (voir [36, II.4]). On peut donc supposer que R “ Fℓ.
Pour chaque i P t1, . . . , nu, fixons une Qℓ-repre´sentation irre´ductible cuspidale ρ˜i telle que ρi
apparaisse dans rℓpρ˜iq comme dans la proposition 3.26. Par hypothe`se, θmax apparaˆıt comme un
sous-quotient de la restriction de ρ1ˆ¨ ¨ ¨ˆρn a` H
1
max. Il existe donc un sous-quotient irre´ductible
δ˜ de la restriction de ρ˜1 ˆ ¨ ¨ ¨ ˆ ρ˜n a` H
1
max dont la re´duction mod ℓ contient θmax.
Lemme 5.7. — Soit π une repre´sentation irre´ductible d’un p-groupe fini H telle que rℓpπq
posse`de des vecteurs H-invariants non nuls. Alors π est le caracte`re trivial de H.
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De´monstration. — Raisonnons par re´currence sur le cardinal de H. Si H est d’ordre p, il est
cyclique et π est un caracte`re. Les valeurs prises par π sont des racines p-ie`mes de l’unite´, et
ce sont aussi des racines de l’unite´ d’ordre une puissance de ℓ puisque rℓpπq est trivial. On en
de´duit que π est trivial.
Supposons maintenant que H est d’ordre strictement supe´rieur a` p et notons V l’espace de π.
Comme H est re´soluble, il posse`de un sous-groupe distingue´ H1 d’indice p. La restriction de V a`
H1 admet un facteur irre´ductible W dont la re´duction mod ℓ posse`de des vecteurs H-invariants
non nuls. Par hypothe`se de re´currence, W est de dimension 1 et H1 agit dessus trivialement. Il
existe donc un H1-homomorphisme non trivial du caracte`re trivial de H1 vers la restriction de V
a` H1. Par re´ciprocite´ de Frobenius, il existe un H-homomorphisme non trivial :
indHH1p1q Ñ V.
Puisque V est irre´ductible, cet homomorphisme est surjectif, donc V est un facteur direct de
indHH1p1q, ce dont on de´duit que V est une repre´sentation irre´ductible de H triviale sur H
1. Puisque
H{H1 est cyclique, V est de dimension 1. On termine comme dans le cas ou` H est d’ordre p.
Notons θ˜max le rele`vement de θmax. En appliquant le lemme 5.7 a` δ˜θ˜
´1
max, on voit que δ˜ est e´gal
a` θ˜max. Il existe donc un sous-quotient irre´ductible π˜ de ρ˜1ˆ¨ ¨ ¨ˆ ρ˜n contenant θ˜max. D’apre`s le
cas de caracte´ristique nulle traite´ plus haut, les repre´sentations cuspidales ρ˜1, . . . , ρ˜n sont toutes
d’endo-classe Θmax. En re´duisant mod ℓ, on obtient le re´sultat voulu.
Proposition 5.8. — Soient ρ1, . . . , ρn des repre´sentations irre´ductibles cuspidales d’endo-clas-
se Θmax dont la somme des degre´s vaut m. Soit π un sous-quotient irre´ductible de ρ1ˆ¨ ¨ ¨ˆρn.
E´crivons :
cusppπq “ rτ1s ` ¨ ¨ ¨ ` rτrs
le support cuspidal de π. Alors τ1, . . . , τr sont toutes d’endo-classe Θmax et Kpπq est non nulle.
De´monstration. — Pour tout k P t1, . . . , ru, soit mk le degre´ de τk et posons α “ pm1, . . . ,mrq.
Quitte a` renume´roter τ1, . . . , τr, le module de Jacquet rαpρ1 ˆ ¨ ¨ ¨ ˆ ρnq a pour sous-quotient
la repre´sentation τ1 b ¨ ¨ ¨ b τr. Soit k P t1, . . . , ru. D’apre`s le lemme ge´ome´trique [24, 2.6], il
y a des entiers i1, . . . , is P t1, . . . , nu tels que τk est un sous-quotient de l’induite parabolique
ρi1 ˆ ¨ ¨ ¨ ˆ ρis . On de´duit de la proposition 5.6 que l’endo-classe de τk est e´gale a` Θmax. Ceci
prouve la premie`re partie de la proposition.
Il nous reste a` prouver que π contient le caracte`re simple θmax. Soit pJM, λMq un type simple
maximal du sous-groupe de Levi standard M “ Mα contenu dans τ1b¨ ¨ ¨bτr. D’apre`s la propo-
sition 4.11, la repre´sentation π contient un type semi-simple pJ,λq qui est une paire couvrante
de pJM, λMq, et qui est homoge`ne car τ1, . . . , τr ont la meˆme endo-classe Θmax. Ce type semi-
simple homoge`ne est construit a` partir d’une strate simple rΛ, nΛ, 0, βs, et λ contient le caracte`re
simple θ P CpΛ, 0, βq transfert de θmax. D’apre`s la proposition 2.11, la repre´sentation π contient
le transfert θ1 P CpΛ1, 0, βq pour toute strate simple rΛ1, nΛ1 , 0, βs telle que UpΛq Ď UpΛ
1q. Si l’on
choisit Λ1 de sorte que le sous-groupe parahorique UpΛ1q XBˆ est maximal, Λ1 est (a` dilatation
et translation pre`s) conjugue´e a` Λmax sous G et on en de´duit que π contient le caracte`re simple
θmax.
5.3. Compatibilite´ a` l’induction parabolique
Soit α “ pm1, . . . ,mrq une famille d’entiersě 1 de sommem, ce qui de´finit une de´composition :
(5.3) Dm “ Dm1 ‘ ¨ ¨ ¨ ‘Dmr
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en D-espaces vectoriels a` droite. On a fixe´ au paragraphe 5.1 une strate simple rΛmax, nmax, 0, βs
de A. Supposons que E “ Fpβq stabilise la de´composition (5.3), c’est-a`-dire que E est contenu
dans la sous-alge`bre diagonale Am1 ˆ ¨ ¨ ¨ ˆAmr Ď A, et que Λmax soit conforme a` (5.3) au sens
de [32, De´finition 1.13]. On pose M “ Mα, N “ Nα et P “ Pα.
Pour chaque i P t1, . . . , ru, on pose Λmax,i “ Λmax XD
mi . C’est une suite de re´seaux de Dmi
qui de´finit une strate simple rΛmax,i, nmax, 0, βs de Ami , et le transfert θmax,i P CpΛmax,i, 0, βq de
θmax est un caracte`re simple maximal. Notons aussi Bi le centralisateur de E dans Ami .
Le produit B1ˆ¨ ¨ ¨ˆBr s’identifie a` une sous-E-alge`bre de B. La restriction de Φ a` Bi de´finit
un isomorphisme de E-alge`bres Φi de Bi dans Mm1ipD
1q ou` m1i est l’entier associe´ a` mi par (2.4).
Fixons une strate simple rΛ, nΛ, 0, βs telle que :
(1) pour chaque i P t1, . . . , ru, la suite ΛXDmi est dans la classe affine de Λmax,i ;
(2) UpΛq Ď UpΛmaxq et UpΛqXB
ˆ est le sous-groupe parahorique standard de Bˆ correspon-
dant a` la famille pm11, . . . ,m
1
rq.
Soit θ P CpΛ, 0, βq le transfert de θmax et notons κ le transfert de κmax en une β-extension de
θ. La repre´sentation de Jpβ,Λq XM sur l’espace des vecteurs Jpβ,Λq XN-invariants de κ, note´e
κmax,α, est de la forme :
κmax,α “ κmax,1 b ¨ ¨ ¨ b κmax,r
ou` κmax,i est une β-extension de θmax,i, pour chaque i. On obtient un foncteur Ki “ Kκmax,i,Φi
de RpGmiq dans RpGiq, ou` Gi “ Jmax,i{J
1
max,i est identifie´ a` GLm1ipkD1q. On pose aussi :
Jmax,α “ Jmax,1 ˆ ¨ ¨ ¨ ˆ Jmax,r,
J1max,α “ J
1
max,1 ˆ ¨ ¨ ¨ ˆ J
1
max,r,
M “ Jmax,α{J
1
max,α,
ce dernier e´tant identifie´ au sous-groupe de Levi standard G1 ˆ ¨ ¨ ¨ ˆ Gr de G. On de´finit un
foncteur :
Kα : π ÞÑ HomJ1max,αpκmax,α, πq
de RpMq dans RpMq. On a le re´sultat suivant.
Proposition 5.9. — Pour i P t1, . . . , ru, soit πi une repre´sentation irre´ductible de Gmi . Il y a
un isomorphisme de repre´sentations de G :
Kpπ1 ˆ ¨ ¨ ¨ ˆ πrq » K1pπ1q ˆ ¨ ¨ ¨ ˆKrpπrq.
De´monstration. — Le re´sultat est vrai dans le cas ou` R est de caracte´ristique nulle : la preuve
de Schneider et Zink [27, Proposition 5.7] est encore valable. On peut donc supposer que R est
de caracte´ristique ℓ non nulle. Posons π “ π1 b ¨ ¨ ¨ b πr. Par la suite, iα de´signera aussi bien
l’induction parabolique de M a` G le long de P que l’induction parabolique de M a` G le long de
P “ pUpΛq X BˆqJ1max{J
1
max.
Lemme 5.10. — Pour toute repre´sentation V de M, il existe un homomorphisme injectif :
(5.4) κmax b iαpKαpVqq Ñ iαpVq
de repre´sentations de Jmax.
De´monstration. — On reprend la premie`re partie de la preuve de [36, III.5.12].
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En appliquant le foncteur exact K, on de´duit du lemme 5.10, pour toute repre´sentation V de
M, un homomorphisme injectif :
(5.5) iαpKαpVqq Ñ KpiαpVqq
de repre´sentations de G. Dans le cas ou` V “ π, l’homomorphisme injectif (5.5) s’e´crit :
(5.6) K1pπ1q ˆ ¨ ¨ ¨ ˆKrpπrq Ñ Kpπ1 ˆ ¨ ¨ ¨ ˆ πrq
et on va prouver que c’est un isomorphisme.
Lemme 5.11. — Soit κ˜max une β-extension relevant κmax, et soit K˜ le foncteur associe´. Pour
toute Qℓ-repre´sentation entie`re π˜ de longueur finie de G, on a rℓprK˜pπ˜qsq “ rKprℓpπ˜qqs.
De´monstration. — Il suffit de le prouver dans le cas ou` π˜ est irre´ductible. Soient kmax une struc-
ture entie`re de κmax et l une structure entie`re de π˜. Alors HomJ1maxpkmax, lq est une structure
entie`re de Kpπ˜q.
Lemme 5.12. — Si π est cuspidale, alors (5.6) est un isomorphisme.
De´monstration. — Quitte a` tordre π par un caracte`re non ramifie´ de M, on peut supposer que
son caracte`re central est a` valeurs dans Fℓ, donc que π est de´finie sur Fℓ. Il suffit donc de prouver
le re´sultat dans le cas ou` R “ Fℓ, ce que l’on suppose de´sormais.
D’apre`s la proposition 3.26, il y a une Qℓ-repre´sentation irre´ductible cuspidale entie`re π˜ de M
telle que rℓpπ˜q ě rπs. Comme le re´sultat est valable en caracte´ristique 0, on a un isomorphisme :
(5.7) iαpK˜αpπ˜qq Ñ K˜piαpπ˜qq
de Qℓ-repre´sentations de G. La repre´sentation π˜ est de la forme π˜1b ¨ ¨ ¨ b π˜r. Pour chaque i, la
repre´sentation π˜i est irre´ductible cuspidale entie`re, et d’apre`s le the´ore`me 3.15 il existe un entier
ai ě 1 tel que rℓpπ˜iq soit e´gale a` la somme des πiν
k pour k P t0, . . . , ai ´ 1u. Compte tenu du
lemme 5.11 et du fait que rℓ commute a` l’induction parabolique, la re´duction mod ℓ du membre
de gauche de (5.7) donne l’e´galite´ :
(5.8)
ÿ
k
K1pπ1ν
k1q ˆ ¨ ¨ ¨ ˆKrpπrν
krq “
ÿ
k
Kpπ1ν
k1 ˆ ¨ ¨ ¨ ˆ πrν
krq
dans le groupe de Grothendieck G pG,Fℓq, ou` k de´crit les familles d’entiers pk1, . . . , krq tels que
ki P t0, . . . , ai´1u. Comme on a un morphisme injectif (5.6) entre repre´sentations de dimension
finie de G non seulement pour π mais plus ge´ne´ralement pour π tordue par n’importe quel carac-
te`re de G, et compte tenu de (5.8), on de´duit que (5.6) est un isomorphisme de repre´sentations
de G.
Supposons maintenant que π est irre´ductible mais pas cuspidale, et prouvons que (5.6) est un
isomorphisme par re´currence sur la dimension de M.
Il y a un sous-groupe de Levi standard Mγ Ĺ M et une repre´sentation irre´ductible cuspidale
̺ de Mγ dont l’induite a` M, note´e π
1, admet une sous-repre´sentation isomorphe a` π. Au moyen
du lemme 5.10, on a le diagramme commutatif :
iαpKαpπqq

// Kpiαpπqq

iαpKαpπ
1qq // Kpiαpπ
1qq
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dans lequel toutes les fle`ches sont injectives.
Supposons d’abord que M est de dimension minimale pour la proprie´te´ que Eˆ Ď M. Dans ce
cas, pour tout i P t1, . . . , ru, Bi est une alge`bre a` division sur E et toute repre´sentation irre´duc-
tible contenant θmax,i est cuspidale. Puisque π a e´te´ suppose´e non cuspidale, il y a un k tel que
πk ne contient pas θmax,k, c’est-a`-dire que le membre de gauche de (5.6) est nul. Il suffit donc
de prouver que le membre de droite l’est e´galement. Si tel n’e´tait pas le cas, la proposition 5.6
impliquerait que chaque facteur de ̺ est d’endo-classe Θmax, et la proposition 5.8 contredirait
l’hypothe`se sur πk.
Revenons au diagramme ci-dessus. Par hypothe`se de re´currence, Mγ e´tant de dimension moin-
dre que celle de M, la repre´sentation Kαpπ
1q “ Kαpi
α
γ p̺qq (ou` i
α
γ de´signe l’induction parabolique
de Mγ a` M) est isormorphe a` i
α
γ pKγp̺qq. On peut donc remplacer la ligne du bas par :
iγpKγp̺qq Ñ Kpiγp̺qq.
Comme ̺ est cuspidale, ce morphisme est bijectif d’apre`s le lemme 5.12. E´crivons :
rπ1s “ rπs ` rπ2s
dans le groupe de Grothendieck G pM,Rq, ou` π2 est le quotient de π1 par π. Tous les foncteurs
qui interviennent e´tant exacts, on a :
0 “ rKpiγp̺qqs ´ riγpKγp̺qqs “ prKpiαpπqqs ´ riαpKαpπqqsq `
`
rKpiαpπ
2qqs ´ riαpKαpπ
2qqs
˘
dans le groupe de Grothendieck G pG,Rq. D’apre`s (5.5) applique´ a` π puis a` π2, chaque terme de
la somme ci-dessus est une repre´sentation, c’est-a`-dire une somme a` coefficients positifs ou nuls
de repre´sentations irre´ductibles. La somme totale e´tant nulle, chacun de ces termes l’est aussi.
On a donc rKpiαpπqqs ´ riαpKαpπqqs “ 0, ce dont on de´duit que (5.6) est un isomorphisme.
Remarque 5.13. — On a en fait prouve´ que, pour toute repre´sentation π de longueur finie de
M, l’homomorphisme injectif (5.5) est un isomorphisme de repre´sentations de G.
Corollaire 5.14. — Pour i P t1, . . . , ru, soit ρi une repre´sentation irre´ductible cuspidale de
Gmi contenant θmax,i et soit pJmax,i, κmax,ibσiq un type simple maximal contenu dans ρi. Alors :
(5.9) Kpρ1 ˆ ¨ ¨ ¨ ˆ ρrq »
à
i1
. . .
à
ir
σ
φi1
1 ˆ ¨ ¨ ¨ ˆ σ
φir
r ,
ou` φ est un ge´ne´rateur de GalpkD1{kEq et ou` chaque ij de´crit t0, . . . , bpρjq ´ 1u.
5.4. Compatibilite´ a` la restriction parabolique
Reprenons les notations du paragraphe 5.3 et posons N “ pU1pΛq X B
ˆqJ1max{J
1
max, qui est
le radical unipotent de P. On a une de´composition de Levi P “ MN. Toute repre´sentation de
J “ Jpβ,Λq triviale sur J1 “ J1pβ,Λq peut eˆtre vue comme une repre´sentation de M.
Proposition 5.15. — Soit π une repre´sentation de G.
(1) On a un isomorphisme canonique de repre´sentations de M :
(5.10) KpπqN » HomJ1pκ, πq.
(2) Pour toute repre´sentation irre´ductible ξ de J triviale sur J1, on a un homomorphisme
injectif de R-alge`bres :
(5.11) EndGpiαpξqq » HpJmax, κmax|pUpΛqXBˆqJ1max b ξq ãÑ HpG, κ b ξq
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et un isomorphisme :
HomMpξ,Kpπq
Nq » HomJpκb ξ, πq
de EndGpiαpξqq-modules.
De´monstration. — On prouve l’assertion 1 comme dans [27, §5] graˆce aux proprie´te´s de transfert
entre β-extensions, et on obtient l’homomorphisme injectif (5.11) en reprenant les arguments de
[30, §4.2]. Ensuite, l’isomorphisme (5.10) induit un isomorphisme de R-espaces vectoriels :
(5.12) HomJpκb ξ, πq » HomMpξ,Kpπq
Nq.
L’homomorphisme injectif (5.11) induit une structure de EndGpiαpξqq-module sur le membre de
gauche, et par re´ciprocite´ de Frobenius :
HomMpξ,Kpπq
Nq » HomGpiαpξq,Kpπqq
on a une structure de EndGpiαpξqq-module sur le membre de droite, faisant de (5.12) un isomor-
phisme de EndGpiαpξqq-modules.
Soit κ la repre´sentation de J “ H1pβ,ΛqpJ X Pq de´finie au paragraphe 2.8 dont l’induite a` J
est isomorphe a` κ. Pour toute repre´sentation lisse π de G, on a des isomorphismes :
KpπqN » HomJ1pκ, πq » HomJ1pκ, πq
de repre´sentations de M, le premier provenant de (5.10). D’autre part, on a l’e´galite´ :
Kαprαpπqq “ HomJ1max,αpκmax,α, rαpπqq
par de´finition de Kα. Comme la restriction de κ a` J XM “ Jmax,α est e´gale a` κmax,α, l’homo-
morphisme surjectif canonique de π vers son module de Jacquet rαpπq induit un morphisme :
KpπqN Ñ Kαprαpπqq
de repre´sentations de M.
Proposition 5.16. — Soit π une repre´sentation de G. L’application naturelle :
KpπqN Ñ Kαprαpπqq
est un isomorphisme de repre´sentations de M.
De´monstration. — Soit η la restriction de κ a` J1 comme au paragraphe 2.10, et soit ηmax,α la
restriction de κmax,α au sous-groupe J
1
max,α. D’apre`s la proposition 2.27, la paire pJ
1,ηq est une
paire couvrante de pJ1max,α, ηmax,αq. On de´duit le re´sultat voulu de (2.18).
Remarque 5.17. — Soit rAmax, nmax, 0, βs une strate simple de A, ou` Amax est l’unique ordre
he´re´ditaire standard de A tel que Amax X B soit un ordre he´re´ditaire maximal de B. Pour tout
entier n ě 1, plongeons E diagonalement dans Amn » MnpAq. Il y a un unique ordre he´re´ditaire
standard Anmax de Amn dont l’intersection avec le centralisateur de E soit un ordre maximal.
Comme au de´but de cette section, on fixe un caracte`re simple maximal θmax et une β-extension
κmax. Notons θ
n
max P CpA
n
max, 0, βq le transfert de ce caracte`re simple et κ
n
max la β-extension com-
patible a` κmax au sens ou`, si l’on choisit α “ pm, . . . ,mq, on a (avec les notations du paragraphe
5.3) κnmax,α “ κmax b ¨ ¨ ¨ b κmax. Il correspond a` cette β-extension un foncteur :
Kn : RpGmnq Ñ RpGLm1npkD1qq.
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Soient n1, . . . , nr ě 1 des entiers tels que n1` ¨ ¨ ¨ `nr “ n et, pour chaque i P t1, . . . , ru, soit πi
une repre´sentation irre´ductible de Gmni . Alors on a un isomorphisme canonique :
Knpπ1 ˆ ¨ ¨ ¨ ˆ πrq » Kn1pπ1q ˆ ¨ ¨ ¨ ˆKnrpπrq.
Si l’on pose α “ pn1, . . . , nrq, on a un foncteur :
Kα : RpMpmn1,...,mnrqq Ñ RpGLm1n1pkD1q ˆ ¨ ¨ ¨ ˆGLm1nrpkD1qq
correspondant a` la repre´sentation κn1max b ¨ ¨ ¨ b κ
nr
max du groupe Jpβ,A
n1
maxq ˆ ¨ ¨ ¨ ˆ Jpβ,A
nr
maxq.
Notons N le sous-groupe unipotent standard de GLm1npkD1q associe´ a` pm
1n1, . . . ,m
1nrq. Si π est
une repre´sentation de Gmn, on a un isomorphisme canonique :
Knpπq
N » Kαprpmn1,...,mnrqpπqq
de repre´sentations de GLm1n1pkD1q ˆ ¨ ¨ ¨ ˆGLm1nrpkD1q.
Appendice A
Une majoration d’entrelacement
(par Vincent Se´cherre et Shaun Stevens)
Soit A une F-alge`bre centrale simple et soit V un A-module simple. On note D la F-alge`bre
oppose´e a` EndApVq et on identifie A et EndDpVq. On pose G “ A
ˆ.
Si ψ est un caracte`re d’un sous-groupe H de G, on notera IGpψq son ensemble d’entrelacement
dans G, c’est-a`-dire l’ensemble des g P G tels que ψpgxg´1q “ ψpxq pour tout x P HX g´1Hg.
A.1.
Dans ce paragraphe, nous supposons eˆtre dans la situation de [4, §2.2]. Soit rΛ,m,m ´ 1, bs
une strate fondamentale dans A. Supposons qu’on a une de´composition de D-espaces vectoriels
V “ V1 ‘V2 pre´serve´e par b. On pose Aij “ HomDpV
j ,Viq pour i, j P t1, 2u et :
A “
ˆ
A11 A12
A21 A22
˙
.
On note aussi Ai “ Aii, M “ A1 ‘A2 et M “ Mˆ. Pour k P Z, on pose :
akpΛq “ ta P A | apΛlq Ď Λl`k pour tout l P Zu.
E´crivons b “ b1 ` b2 avec bi P A
i, i “ 1, 2 et supposons que les strates rΛi,m,m ´ 1, bis ont
des polynoˆmes caracte´ristiques premiers entre eux. Pour 0 ď t ă m, posons :
hm,t “
ˆ
am at`1
am am
˙
, jm,t “
ˆ
a1 a1
am´t a1
˙
et de´finissons des sous-groupes ouverts et compacts de G par Hm,t “ 1` hm,t et Jm,t “ 1` jm,t.
Comme le commutateur de Hm,t est inclus dans Um`1pΛq, la formule :
ψb : 1` x ÞÑ ψF ˝ trA{Fpbxq
(voir (3.3)) de´finit un caracte`re de Hm,t. D’apre`s [4, 2.3.3-2.3.8], on a le re´sultat suivant
p5q.
p5qContrairement a` [4], nous ne supposons pas que Λ est stricte, ce qui ne change rien a` l’argument, ni que b1 est
Λ1-inversible, ce que nous pourrions supposer quitte a` e´changer les roˆles de b1 et de b2.
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Lemme A.1. — Soit b1i P bi ` a1´m pour i “ 1, 2, soit c P a
21
1´m et soit r P Z.
(1) Pour r ě 0, l’application x ÞÑ b11x´ xb
1
2 ` xcx induit un isomorphisme a
12
r Ñ a
12
r´m.
(2) L’application x ÞÑ b11x´ xb
1
2 induit un isomorphisme a
12
r Ñ a
12
r´m.
(3) L’application x ÞÑ xb11 ´ b
1
2x induit un isomorphisme a
21
r Ñ a
21
r´m.
E´tant donne´e une partie X de A, on note X˚ l’ensemble des a P A tels que ψF ˝ trA{Fpaxq “ 1
pour tout x P X.
Corollaire A.2. — Soit x P b` h˚m,t. Alors il y a un j P Jt,l tel que jxj
´1 P b` ph˚t,l XM q.
De´monstration. — Nous suivons la preuve de [12, 3.7 Lemma 3]. E´crivons :
x “
ˆ
b11 a
c b12
˙
ou` a P a121´t et c P a
21
´l Ď a
21
1´t. D’apre`s le lemme A.1(1), il y a v P a
12
1 tel que b
1
1v´ vb
1
2` vcv “ a,
et ainsi p1` vqxp1` vq´1 est triangulaire supe´rieure. Comme 1` v P Jt,l, on se rame`ne ainsi au
cas ou` a “ 0.
Supposons donc que a est nul, et soit w P a21t´l tel que wb
1
1 ´ b
1
2w “ c (voir le lemme A.1(3)).
Alors p1` wq´1xp1` wq P M et 1` w P Jt,l, comme demande´.
Proposition A.3. — On a IG pψb|Hm,tq Ď Jm,tMJm,t.
De´monstration. — Soit g P IG pψb|Hm,tq. Il existe x, y P h
˚
m,t tels que :
g´1pb` xqg “ b` y.
D’apre`s le corollaire A.2, on peut remplacer g par j1gj2 avec j1, j2 P Jm,t et supposer que x, y
sont dans h˚m,tXM . Le reste de la preuve se termine comme dans [4, 12] en e´crivant g par blocs
et en remarquant que les points 2 et 3 du lemme A.1 impliquent que les blocs non diagonaux de
g sont nuls, de sorte que g P M.
A.2.
Dans ce paragraphe, nous supposons eˆtre dans la situation de [32, §4]. Nous avons donc une
strate simple rΛ, n,m, βs de A, une de´composition V “ V1 ‘ V2 en E b D-modules a` droite et
un e´le´ment c P a´mpΛq stabilisant cette de´composition. Posons :
N “ 1`A12, N´ “ 1`A21, M “ pA1qˆ ˆ pA2qˆ, P “ MN, P´ “ MN´.
Pour tout OF-re´seau x de A et tout i, j P t1, 2u, nous e´crirons x
ij “ xXAij .
Pour tout k ě 1, posons Hk “ Hkpβ,Λq et Jk “ Jkpβ,Λq, et notons hk et jk les OF-re´seaux de
A de´finis par Hk “ 1` hk et J
k “ 1` jk. Posons q “ ´k0pβ,Λq, r “ tq{2u` 1 et s “ rq{2s.
Pour tout x P A, posons aβpxq “ βx´ xβ. Pour k P Z, posons :
bk “ akpΛq X B,
nk “ nkpβ,Λq,
mk “ akpΛq X nk´q ` js.
et posons Ωk “ 1`mk pour k ě 1. C’est un pro-p-sous-groupe ouvert de U1pΛq normalisant H
l
pour tout l ě r (et aussi Hq´k`1 si k ď q) et qui est normalise´ par U1pΛq X B
ˆ.
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Fixons un caracte`re simple θ P CpΛ,m´ 1, βq. Posons :
Ω “ pU1pΛq X B
ˆqΩq´m`1,
K “ pHm X P´q ¨ pΩ XNq,
et notons ξ le caracte`re de K trivial sur KXN et KXN´ et co¨ıncidant avec θψc sur KXM.
A.3.
Dans ce paragraphe, nous supposons que m ě r. Pour tout r ď t ď m, posons :
Kt “ pH
m X P´q ¨ pHt XNq
et notons ξt la restriction de ξ a` Kt. Posons Ξt “ pΞt XN
´q ¨ pΞt XMq ¨ pΩXNq avec :
Ξt XM “ pU1pΛq X B
ˆqΩq´m XM,
Ξt XN
´ “ pUm´t`1pΛq X B
ˆqΩq´t`1 XN´.
Lemme A.4. — L’ensemble Ξt est un sous-groupe de U1pΛq.
De´monstration. — D’abord, le groupe Ξt XM normalise Ξt XN et Ξt XN
´ car U1pΛq X B
ˆ et
Ωk normalisent Ωl pour tous k, l ě 1.
On ve´rifie ensuite que pΞt XNq ¨ pΞt XN
´q est inclus dans Ξt. E´tant donne´ que :ˆ
1 u
0 1
˙ˆ
1 0
v 1
˙
“
ˆ
1 0
vp1` uvq´1 1
˙ˆ
1` uv 0
0 p1` vuq´1
˙ˆ
1 p1` uvq´1u
0 1
˙
pour tout u P a121 et tout v P a
21
1 , il suffit de prouver que :
pb121 `m
12
q´m`1qpb
21
m´t`1 `m
21
q´t`1q Ď b
1
1 `m
1
q´m,
pb21m´t`1 `m
21
q´t`1qpb
12
1 `m
12
q´m`1q Ď b
2
1 `m
2
q´m,
ce qui est une conse´quence du fait que mkml Ď mk`l et bkml Ď mk`l pour tous k, l ě 0.
Pour t “ m, on a Km “ H
m et (voir la preuve de [32, The´ore`me 4.3]) l’entrelacement dans G
de ξm “ θψc est inclus dans ΞmpMX B
ˆqΞm.
Proposition A.5. — On a IGpξtq Ď ΞtpMX B
ˆqΞt.
On va prouver cette proposition par re´currence sur t. Posons :
´Kt “ pH
m XN´q ¨ pHm`1 XMq ¨ pHt XNq
(qui est un sous-groupe de Kt car H
k normalise Hl et hkhl Ď hk`l pour tous k, l ě 1) et notons
´ξt la restriction de ξt a`
´Kt.
Lemme A.6. — Le groupe Ξt X P normalise
´ξt.
De´monstration. — D’abord le groupe pU1pΛqXB
ˆqΩq´mXM normalise ´Kt car il normalise H
k
pour tout k ě r. Ainsi il normalise ´ξt si et seulement s’il normalise la restriction a` H
m`1 XM
de ce caracte`re, ce qui de´coule de [32, The´ore`me 2.23].
Passons a` Ξt XN “ ΩXN. Comme ce groupe normalise
´Kt, on a :ˆ
x 0
0 y
˙´1ˆ
1 u
0 1
˙ˆ
x 0
0 y
˙ˆ
1 ´u
0 1
˙
“
ˆ
1 x´1uy ´ u
0 1
˙
P Ht XN Ď Kerp´ξtq
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pour tout u P b1 `m
12
q´m`1, donc il normalise aussi la restriction de
´ξt a`
´Kt X P. E´crivons :ˆ
1 u
0 1
˙ˆ
1 0
h 1
˙ˆ
1 ´u
0 1
˙
“
ˆ
1 0
hp1 ` uhq´1 1
˙ˆ
1` uh 0
0 p1` huq´1
˙ˆ
1 ´p1` uhq´1uhu
0 1
˙
pour tout u P b121 `m
12
q´m`1 et tout h P h
21
m . Comme Ω normalise H
m, chacun des trois facteurs
du membre de droite est dans Hm. En outre le facteur du milieu est dans Hm`1XM, ce qui suit
du fait qu’il est a` la fois dans Hm XM et dans 1` pb1 ` mq´m`1qhm Ď Um`1pΛq. Ainsi Ω XN
normalise ´Kt, et il normalise
´ξt si et seulement si
´ξt est trivial sur les e´le´ments de la forme :
(A.1)
ˆ
1` uh 0
0 p1` huq´1
˙
P Hm`1 XM
avec u P b121 `m
12
q´m`1 et h P h
21
m . Si l’on applique le meˆme raisonnement a` θ plutoˆt qu’a`
´ξt, on
en de´duit que θ est trivial sur les e´le´ments de la forme (A.1) puisqu’il est normalise´ par ΩXN.
Comme θ et ´ξt co¨ıncident sur H
m`1 XM, on en de´duit que ´ξt est normalise´ par ΩXN.
Supposons maintenant que IGpξtq Ď ΞtpM X B
ˆqΞt pour un r ă t ď m, et soit g P IGpξt´1q.
On a a fortiori g P IGpξtq, de sorte que :
g “ p1` xqbp1` yq´1
avec b P M X Bˆ et 1 ` x, 1 ` y P Ξt. Comme Ξt X P “ Ξt´1 X P normalise
´ξt´1 d’apre`s le
lemme A.6, on peut supposer que 1` x, 1` y P Ξt XN
´.
Lemme A.7. — Pour tout 1` z P Ξt XN
´, on a ´ξ1`zt´1 “
´ξt´1ψaβ pzq.
De´monstration. — D’apre`s la preuve du lemme [32, Lemme 4.7], on a ξ1`zt´1 “ ξt´1ψaβpzq pour
tout 1` z P ΞtXN
´. Il suffit donc de prouver que ΞtXN
´ normalise ´Kt´1. Remarquons que :
´Kt´1 “ H
m`1pHm XN´qpHt´1 XNq
et que ΞtXN
´ normalise Hm`1 et HmXN´ (voir [32, Proposition 2.30]). Il reste donc a` e´tudier
l’action de Ξt XN
´ sur Ht´1 XN. On a :ˆ
1 0
u 1
˙ˆ
1 h
0 1
˙ˆ
1 0
´u 1
˙
“
ˆ
1 0
´uhup1 ´ huq´1 1
˙ˆ
1´ hu 0
0 p1´ uhq´1
˙ˆ
1 p1´ huq´1h
0 1
˙
pour tout u P b21m´t`1 `m
21
q´t`1 et tout h P h
12
t´1.
Comme ΞtXN
´ normalise Ht´1, le facteur de droite du membre de droite est dans Ht´1XN.
Ensuite le facteur du milieu est dans Ht´1 XMXUm`1pΛq Ď H
m`1 XM.
D’apre`s [32, Lemme 2.30], le groupe ΞtXN
´ normalise Ht´1, donc le facteur de gauche appar-
tient a` Ht´1XN´. Comme 1´hu P Hm`1 Ď Ht´1, on a uhu P h21t´1. Mais on a aussi u P am´t`1
et h P at´1, de sorte que uhu P h
21
t´1 X am Ď h
21
m . Ainsi le facteur de gauche est dans H
m.
E´crivons maintenant que g P IGp
´ξt´1q. Ainsi b entrelace
´ξ1`xt´1 avec
´ξ
1`y
t´1 , donc :
b´1aβpxqb ” aβpyq mod b
´1p´k˚t´1qb` p
´k˚t´1q
ou` ´kt´1 est le OF-re´seau de´fini par
´Kt´1 “ 1`
´kt´1.
Lemme A.8. — On a pb´1p´k˚t´1qb` p
´k˚t´1qq XA
21 “ pb´1h˚t´1b` h
˚
t´1q XA
21.
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De´monstration. — Soit x un OF-re´seau de A se de´composant en blocs x
ij , i, j P t1, 2u. Alors :
x˚ XA21 “ ta P A21 | ψApaxq “ 1 pour tout x P xu
“ ta P A21 | ψA2paxq “ 1 pour tout x P x
12u.
Ensuite, comme b P M, on a :
pb´1x˚b` x˚q XA21 “ b´12 px
˚ XA21qb1 ` px
˚ XA21q
avec b “ b1 ` b2 et b1 P pA
1qˆ et b2 P pA
2qˆ. Pour x “ ´kt´1, on a x
12 “ h12t´1 donc on obtient le
re´sultat attendu.
D’apre`s [32, Proposition 2.27], il y a x1, y1 P m21q´t`2 tels que aβpb
´1xb´ yq “ aβpb
´1x1b´ y1q.
Ainsi :
pb´1xb´ yq ´ pb´1x1b´ y1q P pb´1mq´t`1b`mq´t`1q X BXA
21.
et le membre de droite est e´gal a` pb´1bq´t`1b` bq´t`1q XA
21 d’apre`s [32, Proposition 2.27]. Il
y a donc x2, y2 P b21m´t`1 `m
21
q´t`2 tels qu’on ait b
´1xb´ y “ b´1x2b´ y2, ce qui donne l’e´galite´
g “ p1` x2qbp1 ` y2q´1.
Comme 1` x2, 1` y2 P pUm´t`1pΛq XB
ˆqΩq´t`2XN´, on peut e´crire g “ p1` uqγp1` vq´1
avec 1` u, 1` v P Ωq´t`2 XN´ et γ P pUm´t`1pΛq X B
ˆqbpUm´t`1pΛq X B
ˆq.
L’e´le´ment γ entrelace ξ1`ut´1 et ξ
1`v
t´1 , donc aussi leurs restrictions au groupe :
Kt´1 X B
ˆ “ 1`
ˆ
bm bt´1
bm bm
˙
.
Comme ξ1`zt´1 “ ξt´1ψaβpzq pour tout 1 ` z P Ξt X N
´, comme ψaβ puq et ψaβpvq sont triviaux sur
Kt´1XB
ˆ, et comme γ entrelace la restriction de θ a` Kt´1XB
ˆ, il entrelace aussi la restriction
de ψc a` Kt´1 X B
ˆ. En appliquant la proposition A.3, on trouve que g P Ξt´1pMX B
ˆqΞt´1.
A.4.
On suppose toujours que m ě r, mais on pose cette fois-ci :
Qt “ pH
m X P´q ¨ pΩt XNq
pour tout q ´m` 1 ď t ď s, et on note ζt la restriction de ξ a` Qt.
Posons Γt “ pΓt XN
´q ¨ pΞm X Pq avec :
Γt XN
´ “ pUm´t`1pΛq X B
ˆqHq´t`1 XN´.
En appliquant le meˆme calcul que dans le paragraphe pre´ce´dent, mais en e´changeant les roˆles de
h et de m, on prouve que IGpζtq Ď ΓtpMXB
ˆqΓt. Pour cela, on a besoin de la variante suivante
de [32, Proposition 2.27], que l’on prouve de la meˆme fac¸on a` partir de [12, Lemma 6.3.2].
Proposition A.9. — Soit s une corestriction mode´re´e sur A relative a` E{F. Pour tout entier
0 ď m ď q ´ 1, la suite :
0Ñ bm`1 Ñ h
m`1 aβÑ pmq´mq
˚ sÑ bm`1´q Ñ 0
est exacte. Si on de´signe cette suite par 0Ñ l1 Ñ l2 Ñ l3 Ñ l4 Ñ 0, alors la suite :
0Ñ h´1lij1 h` l
ij
1 Ñ h
´1l
ij
2 h` l
ij
2 Ñ h
´1l
ij
3 h` l
ij
3 Ñ h
´1l
ij
4 h` l
ij
4 Ñ 0
est exacte pour tout h P Bˆ XM et tous i, j P t1, 2u.
Il ne nous reste qu’a` prouver le re´sultat suivant. Posons Ξ “ KppU1pΛq X B
ˆqΩq´m XMq.
66 ALBERTO MI´NGUEZ & VINCENT SE´CHERRE
Proposition A.10. — On a IGpξq Ď ΞpMX B
ˆqΞ.
De´monstration. — Soit g P IGpξq. En restreignant a` :
´Qq´m`1 “ pH
m XN´q ¨ pHm`1 XMq ¨ pΩt XNq
on peut e´crire g “ p1 ` uqγp1 ` vq´1 avec γ P pU2m´qpΛq X B
ˆqpM X BˆqpU2m´qpΛq X B
ˆq et
1` u, 1` v P Hm XN´. L’e´le´ment γ entrelace ξ1`u et ξ1`v, donc aussi leurs restrictions a` :
KX Bˆ “ 1`
ˆ
bm b1
bm bm
˙
.
On en de´duit qu’il entrelace aussi la restriction de ψc a` K X B
ˆ. En appliquant la proposition
A.3, on trouve que g P ΞpMXBˆqΞ.
A.5.
Dans ce paragraphe, on suppose que m P t1, . . . , q ´ 1u.
Corollaire A.11. — On a IGpξq Ď KMK.
De´monstration. — Si m ě r, c’est une conse´quence de la proposition A.10.
Sim ă r, remarquons que Ωq´m “ Ωq´m`1 “ Js et Ω “ J1 et K “ HmpJ1XNq. Soit g P IGpξq.
En restreignant ξ de K a` K1 “ HrpJ1 XNq et en appliquant le corollaire avec m “ r, on obtient
g P K1MK1. Comme K1 Ď K, on en de´duit le re´sultat voulu.
A.6.
Soit maintenant pJ,λq un type semi-simple de G, comme au paragraphe 2.9 dont nous repre-
nons les notations, et soit η la repre´sentation de J1 de´finie au paragraphe 2.10.
Le re´sultat suivant est nouveau, meˆme dans le cas complexe et meˆme dans le cas de GLnpFq.
Lemme A.12. — On a IGpηq Ď J
1LJ1.
De´monstration. — La preuve se fait par re´currence sur l, le cas l “ 1 correspondant a` un type
semi-simple homoge`ne et e´tant de´ja` traite´ au paragraphe 2.8. Nous supposons donc que l ě 2.
Pour t P t0, . . . , nu, notonsΘ
ptq
i le ps-caracte`re de´termine´ par la restriction de θi a` H
t`1pβi,Λ
iq.
Pour t P t1, . . . , nu, on de´finit une relation d’e´quivalence „t sur t1, . . . , ru par :
i „t j ô Θ
pt´1q
i « Θ
pt´1q
j
ou` « de´signe la relation d’endo-e´quivalence entre ps-caracte`res.
Notons t le plus petit entier ě 1 tel que Θ
ptq
1 , . . . ,Θ
ptq
r sont tous endo-e´quivalents et soit I une
classe d’e´quivalence pour la relation „t. Posons :
Y1 “
à
iPI
Vi, Y2 “
à
iRI
Vi.
Remarquons que Y1 ‰ V, par minimalite´ de t. Soit M˚ le stabilisateur dans G de la de´compo-
sition V “ Y1‘Y2 et soit P
˚ le sous-groupe parabolique stabilisateur de Y1, de radical unipotent
N˚. Nous allons prouver que :
(A.2) IGpηq Ď J
1M˚J1.
Le re´sultat se de´duira alors de l’hypothe`se de re´currence, puisque λ|JXM˚ “ λ
p1q bλp2q, ou` λp1q
et λp2q sont des types semi-simples avec strictement moins de l endo-classes.
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Prouvons maintenant la relation (A.2). Soit prΛ, n, 0, γs, ϑ, tq une approximation commune de
pθ1, . . . , θrq. Posons :
Ω “ pU1pΛq X Bγqp1`mq´t`1pγ,Λqq, K “ H
tpγ,ΛqpΩ XN˚q,
ou` Bγ est le centralisateur de γ dans A. Posons c “ γ ´ β et ci “ eicei, ou` ei est la projection
sur Yi de noyau Y3´i pour i P t1, 2u. Soit ξ le caracte`re de K co¨ıncidant avec θψc sur H
tpγ,Λq
et qui est trivial sur KXN˚. Nous sommes donc dans la situation du paragraphe A.2.
Par construction, on a J “ pHtpγ,Λq XN˚´q ¨ pJ XM˚q ¨ pΩ XN˚q et la restriction de λ a` K
est un multiple de ξ. En particulier, c’est aussi vrai pour η (car K Ď J1) et :
IGpηq Ď IGpξq Ď KM
˚K
d’apre`s le corollaire A.11. Comme K Ď J1, on a prouve´ (A.2) et le re´sultat s’ensuit.
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