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 La tarea del llenado de huecos en el proceso de reconstrucción tridimen-
sional requiere de un usuario experto que se encargue de seleccionar los 
que deben ser corregidos (llenados), en casos en que existan huecos reales 
en la superficie del objeto que se esté reconstruyendo. Generalmente, los 
trabajos propuestos en esta área asumen que la superficie de los objetos es 
continua, por lo que todos los huecos deben ser corregidos. Lo anterior no 
es cierto para muchos casos, por ejemplo, en piezas industriales y objetos 
de forma libre. En este trabajo se propone un método para la clasificación 
automática de huecos en superficies tridimensionales de objetos de for-
ma libre, en dos categorías: real o huecos que no deben ser corregidos y 
anomalía o huecos que deben ser corregidos. Para ello, se calculan tres 
características del contorno del hueco: torsión, curvatura y tamaño, y que 
posteriormente se utilizan en un sistema de clasificación supervisada. 
Los resultados muestran un porcentaje de clasificación superior al 90%.
Palabras clave: aprendizaje supervisado de máquina, llenado de 
huecos, reconstrucción tridimensional.
Abstract 
Hole-filling task in tridimensional reconstruction process requires an 
expert user to select holes to be corrected (filled) in cases where there are 
real holes in the surface of the object that is being reconstructed. Generally, 
proposed works in hole–filling tasks assume the surface of the object is 
continuous, so that all holes must be corrected. The latter is not true for 
many cases e.i. industrial parts and free-form objects. In this work, it is 
proposed a method for automatic hole classification in tridimensional 
surfaces of free-form objects into two categories: real or holes that must 
not be corrected, and anomalies or holes that must be corrected. For this 
purpose, three characteristics of hole contour are calculated: torsion, cur-
vature and size, and subsequently are used in a supervised classification 
system.  Results show a classification rate over 90%.
Keywords: hole-filling, supervised machine learning, three-dimen-
sional Reconstruction.    
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La reconstrucción tridimensional de superficies (RTS) puede ser definida 
como la digitalización de información de volumen, forma y textura de 
objetos reales. Es un proceso comúnmente utilizado en distintas áreas del 
conocimiento y en múltiples aplicaciones. Según Blais [1], la RTS ha su-
perado su etapa de laboratorio de la década los ochenta y de numerosas 
demostraciones durante los noventa. Sin embargo, esta tecnología está en 
su periodo de infancia respecto a su contraparte bidimensional. De acuerdo 
con Besl [2], el proceso de RTS puede ser descompuesto en cuatro etapas 
principales: adquisición, registro, integración y ajuste de superficie (figura 1). La 
etapa de adquisición captura datos de la superficie del objeto mediante algún 
sistema de adquisición, del cual se obtienen un conjunto de vistas parciales. 
Figura 1. Etapas del proceso de reconstrucción tridimensional de superficies.
Exceptuando algunos casos, estas vistas parciales se digitalizan sin un 
marco de referencia común. Alinear dichas vistas y darles un único marco 
de referencia es el objetivo de la etapa de registro. La naturaleza parcial del 
proceso de adquisición y el procedimiento de alineación de datos genera un 
conjunto de anomalías en el modelo conocidas como huecos. Estas anomalías 
deben ser corregidas en la etapa de integración para generar un conjunto de 
puntos que será finalmente utilizado en la etapa de ajuste para estimar un 
modelo computacional, como una malla triangular o una superficie NURBS.
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La principal limitación del proceso de RTS es la necesidad de la interven-
ción del usuario en algunas de las etapas intermedias como el registro y la 
integración. Es por tanto deseable la proposición de una metodología que 
permita la automatización del proceso. La automatización de la RTS ha 
sido una tarea parcialmente exitosa en ciertas aplicaciones, pero está muy 
lejos de presentarse como una solución general, debido principalmente a 
la complejidad de tratar con las casi ilimitadas configuraciones que puede 
tomar un objeto de forma libre [2], [3]. 
En el caso particular de la etapa de integración, en la cual se corrigen las 
anomalías como los huecos presentes en los datos, la intervención del 
usuario está orientada a la discriminación manual de las anomalías que se 
deben corregir y aquéllas que deben conservarse por estar presentes en el 
modelo real. 
Las causas que generan huecos en las superficies digitalizadas están rela-
cionadas tanto con la naturaleza misma del proceso de adquisición como 
con las propiedades de la superficie del objeto real [4]–[6]. Las oclusiones 
constituyen la fuente principal de generación de huecos durante la etapa de 
adquisición, y pueden ser entendidas como: “Una obstrucción total o parcial 
de una vista del objeto, producida por una región perteneciente al mismo, 
lo cual se presenta en gran parte debido a la presencia irregularidades en 
la superficie de objetos geométricamente complejos, las cuales generan 
hendiduras profundas y/o protuberancias que pueden producir regiones 
de difícil acceso para el sensor en el proceso de triangulación” [7] (figura 2).
La comunidad científica del área ha enfocado gran parte de sus esfuerzos en 
la corrección de huecos en la etapa de integración, debido a que constituyen 
el conjunto de anomalías más frecuentes en la RTS [3], [4]. Los métodos 
propuestos para la corrección o llenado de huecos (hole-filling) se pueden 
agrupar en dos categorías principales: métodos de corrección global [8]–[12] 
y métodos de corrección local [5], [13]–[17].
El enfoque global consiste en estimar una función de interpolación o aproxi-
mación utilizando todo el conjunto de puntos adquiridos para generar un 
nuevo conjunto de puntos que no contenga huecos. Estos trabajos conside-
ran que el objeto final reconstruido es completamente cerrado, pero esta se 
convierte en su mayor limitación al no permitir reconstruir con fidelidad 
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objetos que presenten discontinuidades. Por el contrario, en el esquema 
local, una vez se detectan los huecos en la superficie, éstos son corregidos 
tomando como referencia sólo la región circundante al contorno del hueco. 
Los datos del contorno son utilizados para construir funciones de aproxi-
mación de la región faltante y generar datos al interior del hueco para 
posteriormente integrarlos al modelo digital. Sin embargo, tales métodos 
requieren intervención manual en la selección de los huecos a corregir, lo 
que impide automatizar el proceso de RTS.
Figura 2. Causas de oclusiones en RTS.
Una solución a esta problemática es proponer un método de discriminación 
automática que remplace la necesidad de la intervención manual. La dis-
criminación de huecos ha sido abordada mediante el estudio de diferentes 
características geométricas, como la curvatura y la torsión estimadas en el 
borde del hueco [18], [19]. Sin embargo, estos trabajos están limitados a la 
discriminación mediante el uso de un umbral experimental que requiere 
calcularse de acuerdo con el dominio geométrico específico de los objetos 
tratados.
En este trabajo se propone un método dirigido a la discriminación automática 
de la naturaleza de los huecos detectados en un conjunto de puntos tridi-
mensionales que representan un objeto. El método propuesto discrimina los 
huecos analizando las características geométricas del contorno mediante el 
uso de algoritmos de aprendizaje supervisado de máquina. El análisis de las 
propiedades geométricas permite a los algoritmos de aprendizaje detectar 
diferencias en las variaciones de las magnitudes y sus comportamientos. El 
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trabajo considera que los huecos que constituyen una anomalía presentarán 
una mayor variación en sus características geométricas que aquéllos que 
están presentes en el objeto real.
METODOLOGÍA 
El método propuesto inicia con la identificación del hueco en la superficie 
tridimensional y la posterior extracción de los vértices del contorno, los 
cuales son evaluados en relación con sus tamaños y un valor umbral t defi-
nido por el usuario. Si el tamaño del contorno es menor al valor t, entonces 
será clasificado como anomalía. En caso contrario, los vértices del contorno 
son escalados y este es caracterizado estimando la varianza de la torsión y 
la varianza de la curvatura. El proceso de clasificación se realiza mediante 
una máquina de vectores de soporte con kernel lineal que determina si el 
contorno pertenece a la clase real o a la clase anomalía (figura 3).
La aproximación descriptiva de la clasificación en el reconocimiento de 
patrones radica en obtener un vector de características relevantes que 
describan un objeto y asignar una categoría a dicho objeto, basado en un 
conocimiento previo. Sin embargo, encontrar tal conjunto de características 
es un problema abierto en la literatura, pues depende en gran parte del 
conocimiento que el experto humano tenga del objeto de estudio. En este 
sentido, el vector característico del contorno del hueco está compuesto por 
la torsión, la curvatura y el tamaño.
Identificación de huecos
El primer paso consiste en identificar el conjunto de aristas del contorno 
de cada hueco. En una superficie triangular, un hueco puede ser definido 
como un ciclo cerrado de aristas y vértices límite. Una arista límite es aquella 
perteneciente sólo a un triángulo [20]. La aproximación más simple consiste 
recorrer el conjunto de puntos o vértices de la superficie hasta identificar 
un vértice límite y, partiendo de este, se procede a encontrar el conjunto 
de aristas límites conectadas a dicho vértice. Si el conjunto de aristas límite 
genera un ciclo cerrado, entonces éstas conforman el borde de un hueco 
en la superficie. El proceso anterior se repite para todos los vértices límite 
de la superficie.
Pedro Atencio Ortiz, John Branch Bedoya, Germán Sánchez Torres
24 Ingeniería y Desarrollo. Universidad del Norte. Vol. 33 n.° 1: 18-37, 2015
ISSN: 0122-3461 (impreso)
2145-9371 (on line)
Figura 3. Resumen del método propuesto.
Escalado de los vértices del contorno
Debido a que el valor de la curvatura es dependiente del valor (orden) de 
los vértices del contorno y que la estimación de la torsión depende de la 
curvatura, es necesario escalar el volumen del contorno al valor 1. Para ello 
se calcula una constante k (ecuación 1) que al ser multiplicada por el con-
torno V resulta en un nuevo contorno VSc cuyo volumen es 1 (ecuación 2).
                                       
    (1)
   VSc = V * k    (2)
Estimación del tamaño
El tamaño del hueco es una propiedad comúnmente utilizada para determi-
nar si éste debe ser corregido o conservado. Frecuentemente, el tamaño del 
hueco es equivalente al número de aristas que lo conforman; sin embargo, 
determinar si un hueco es pequeño o no a partir de esta medida requiere 
tener en cuenta la resolución de la superficie en que éste se encuentra. Para 
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ello, un usuario experto ingresa un valor de umbral de tamaño t , el cual 
es comparado con el número de aristas Nα (t) de cada hueco hi para decidir 
si se debe corregir o no (ecuación 3). Por lo tanto, la medida de tamaño es 
definida como el cociente del número de aristas del contorno de hueco entre 
el número total de aristas del objeto (ecuación 4).
          
                         
                      
   (3)
         
      
        
    (4)
Donde S(hi) es el tamaño del contorno hi de un hueco en una superficie surf 
y Nα (hi) y Nα  (surf) corresponden al número de aristas del contorno hi  y la 
superficie surf, respectivamente.
Estimación de la torsión y la curvatura
Según la geometría diferencial de curvas, una curva puede ser descrita a 
través de su curvatura y su torsión. La primera describe el cambio del vector 
tangente con respecto a la longitud de la curva, la segunda mide alguna mag-
nitud que indica la rotación del plano osculador, que está conformado por los 
vectores normal y tangente con respecto a la longitud de la curva (figura 4).
Figura 4. Plano osculador de la curva paramétrica r en el punto r(i).
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Ambas propiedades han sido utilizadas en algunos trabajos recientes con el 
fin de caracterizar la distorsión de los contornos de huecos en superficies de 
objetos de forma libre [18], [19]. Debido a que los contornos de los huecos 
son discretos, la aplicación de la geometría diferencial de curvas en dichos 
casos se realiza mediante el ajuste de una curva paramétrica al conjunto de 
puntos del contorno del hueco y posteriormente se estima la torsión y la 
curvatura sobre la curva aproximada. Esta aproximación presenta ciertas 
limitaciones, por ejemplo, aproximar una curva paramétrica implica la 
selección del tipo y orden de la curva de acuerdo al problema. Segundo, 
el tiempo computacional de esta aproximación generalmente es costoso, 
más cuando se trata de un modelo tridimensional de alta resolución. Por 
último, ajustar una curva paramétrica tiende a generar un suavizado de 
los puntos originales, lo cual resulta desfavorable a la hora de obtener una 
medida de distorsión.
Para la estimación de la torsión y curvatura puntuales del contorno del 
hueco, se utiliza el método propuesto en [21], el cual no requiere realizar un 
previo ajuste de curvas, con lo que se obtienen mejores resultados en cuanto 
a precisión y tiempo computacional respecto a los métodos tradicionales. 
Según An et al. [21], la derivada de una curva en un punto específico Pk 
puede ser definida como la pendiente de la tangente que pasa por dicho 
punto, donde la tangente es la línea recta que pasa por Pk  y que minimiza 
la suma de los cuadrados de las distancias sobre el eje y entre ésta y los 
puntos vecinos {pj = (xi,yi) | k - m ≤ j ≤ k + m}.
Definición 1. Sea yi = fd (xi ) una función discreta. La derivada discreta de 
dicha función y´k = fd´(xk ) viene dada por:
              
                       
                 
  (5)
Definición 2. Sea ti el parámetro acumulativo del largo del segmento en el 
punto pi definido como:
      
                
                
       
    
   (6)
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Definición 3. Sea αd (ti) una curva discreta parametrizada mediante el largo 
del segmento:
       
       
         
 (7), es el vector tangente unitario de la curva discreta αd (ti).
       
         
         
 (8), es la curvatura de la curva discreta 
αd (ti).
       
       
               
 (9), es el vector normal principal de la curva discreta αd (ti).
                      
(10), es el vector binormal de la curva 
discreta αd (ti).
       
              
         
 (11), es la torsión de la curva discreta αd (ti).
En la definición 3, la derivada de la curva paramétrica α´d (ti) puede ser 
calculada mediante la definición 1. Por ejemplo, α´d (ti) = (x´d (ti ),  y´d (ti ), 
z´d (ti )), donde:
                        
   
     
          
   
     
   (12)
                         
   
     
          
   
     
   (13)
 
                       
   
     
          
   
     
 
  (14)
Los objetos de forma libre presentan superficies suaves y diferenciables [2], 
por lo tanto, el contorno de un hueco (real) en un objeto de este tipo debería 
tener cambios suaves en su curvatura y torsión. Para medir el cambio de la 
Pedro Atencio Ortiz, John Branch Bedoya, Germán Sánchez Torres
28 Ingeniería y Desarrollo. Universidad del Norte. Vol. 33 n.° 1: 18-37, 2015
ISSN: 0122-3461 (impreso)
2145-9371 (on line)
torsión y curvatura del contorno del hueco, se propone la varianza de los 
valores de curvatura y de torsión.
                     (15)
                     (16)
Donde C (αd ) y T (αd ) corresponden a los descriptores relacionados con la 
curvatura y la torsión de la curva αd , respectivamente.
Tabla 1. Descriptores (características) utilizadas para la clasificación del 
contorno del hueco
Característica Descripción
Tamaño Número de aristas del contorno del hueco entre el total de aristas de modelo tridimensional.
Varianza torsión Varianza del vector de torsión obtenido mediante geometría diferencial de curvas. Esta característica indica qué tan regularmente se generan torsiones en el contorno del hueco.
Varianza curvatura Varianza del vector de curvatura obtenido mediante geometría diferencial de curvas. Esta característica indica qué tan suave cambia la curvatura del contorno del hueco.
Una vez definido el vector característico de cada contorno, la separabilidad 
de las clases anomalía y real es realizada utilizando diferentes métodos de 
clasificación supervisada, como el análisis discriminante lineal, el percep-
trón simple, el método de Golub y las máquina de vectores de soporte con 
kernel lineal.
Para la experimentación se utilizó un conjunto de datos de 63 contornos de 
huecos en superficies tridimensionales, cada hueco perteneciente a una de 
dos clases: anomalía (1) con 22 muestras o hueco real (0) con 41 muestras. 
Este conjunto de datos fue obtenido de un grupo de 7 objetos escaneados 
mediante un sistema Minolta vivid 9i y de las bases de datos de objetos 
tridimensionales de Stanford [22], [23].
Los algoritmos propuestos de descripción del contorno —varianza de la 
curvatura, varianza del contorno y tamaño— fueron desarrollados en Matlab; 
y los clasificadores fueron implementados en el lenguaje Python, utilizando 
la librería MLPY (Machine Learning PYthon).
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Para el cálculo de los parámetros acumulativos del largo del segmento y 
de la derivada discreta, descritos en las ecuaciones (5) y (6), se requiere de-
finir un vecindario m en número de puntos para cada punto del contorno. 
El valor de m fue definido como un porcentaje k del total de vértices del 
contorno ncontorno (ecuación 17).
                                   (17)
En la figura 5 se puede observar la relación del costo computacional en la 
estimación de los descriptores contra el nivel de clasificación, al utilizar 
ambos descriptores en un sistema de clasificación lineal, para k={0,05, 0,10 
0,15 0,20 0,25 0,30}.
Figura 5. Relación precisión de clasificación versus tiempo de descripción 
(arriba). Relación tiempo de descripción versus parámetro k (abajo).
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El valor de k se estableció en k = 0,10 de los puntos totales del contorno, 
debido a que con este valor se encontró la mejor relación clasificación – tiempo 
de descripción para el sistema (figura 5a). Sin embargo, el costo computacio-
nal en la estimación de los descriptores de geometría diferencial de curvas 
crece a medida que aumenta el parámetro k, como se puede observar en 
la figura 5b.
En la figura 6 se muestra el comportamiento de los descriptores para cada 
uno de los 63 contornos del conjunto de datos. Nótese que los descriptores 
vc y vt toman un mayor valor para los contornos de la clase anomalía que los 
pertenecientes a la clase real. Sin embargo, el descriptor tam muestra valores 
similares para ambas clases. Para validar esto se realizó una selección de 
características mediante el algoritmo Iterative Relief [24], el cual asigna un 
peso a cada descriptor, proporcional a su relevancia en la separación de las 




Figura 6. Comparación de los descriptores propuestos: a) varianza de la 
curvatura, b) varianza de la torsión, c) tamaño del contorno.
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Tabla 2. Pesos asignados a cada descriptor mediante el algoritmo Iterative Relief
Varianza curvatura Varianza torsión Tamaño
0,68965431 0,72413875 0,0
De acuerdo con los valores obtenidos, el descriptor tamaño no es relevante 
para la clasificación de los contornos, es decir, los valores que toma dicho 
descriptor en el conjunto de datos utilizado no brinda información para 
separar los contornos en sus respectivas clases (figura 6c). Sin embargo, en 
este trabajo se considera necesario y se propone como un filtro al inicio del 
proceso de clasificación, con un valor determinado por el usuario según su 
experiencia acerca de los objetos que está reconstruyendo.
En la figura 7 se muestran los valores de los descriptores de geometría di-
ferencial de curvas para los 63 contornos de trabajo. Se puede observar que 
la separación de las clases es lineal y que los contornos pertenecientes a la 
clase real se mueven en un rango menor de valores en ambos descriptores.
Figura 7. Valores de varianza de curvatura y varianza de torsión para los 
contornos de la clase real (triángulo azul) y de la clase anomalía (círculo rojo).
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Con el fi n de cuantifi car la descripción anterior, se utilizaron 3 clasifi cadores 
lineales no paramétricos: análisis discriminante lineal, Golub [25] y máquina 
de vectores de soporte (kernel lineal), y un clasifi cador lineal paramétrico 
perceptrón simple. Este último clasifi cador fue entrenado con los parámetros 
α=0,1 (tasa de aprendizaje),  ∂=0,1 (error mínimo 10%) y β=1.000 (número 
máximo de épocas de entrenamiento).
La precisión de cada clasifi cador fue calculada utilizando validación cruzada 
k-fold con k=1, conocida como leave-one-out, la cual permite obtener medidas 
de precisión cuando se cuenta con un número reducido de muestras. En la 
fi gura 7 se muestran los resultados de la validación cruzada para cada uno 
de los clasifi cadores mencionados; y en la tabla 3 se muestran los valores 
de precisión obtenidos mediante la técnica leave-one-out. 
Fi gura 8. Resultado de clasifi cación para los descriptores de geometría 
diferencial de curvas: a) análisis discriminante lineal, b) perceptrón simple, c) 
método de Golub, d) máquina de vectores de soporte con kernel lineal.
La máquina de vectores de soporte con kernel lineal mantiene el mejor 
resultado de clasifi cación, seguido del perceptrón simple, ambos con va-
lores superiores al 90%; sin embargo, la precisión del perceptrón simple 
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disminuyó y la de la máquina de vectores de soporte se mantuvo. Debido a 
que el problema anterior es de tipo clasificación binaria y a que el número 
de muestras en ambas clases es distinto, es importante obtener las matrices 
de confusión con el fin de tener información acerca del sesgo de los clasi-
ficadores. Este sesgo es importante porque permite saber cuál es el riesgo 
de la clasificación. Para este trabajo se decidió seleccionar el clasificador 
con menor sesgo. 
Tabla 3. Validación cruzada leave-one-out para
los clasificadores lineales utilizados
Análisis discriminante 
lineal
Perceptrón simple Método de Golub
Máquina de vectores de 
soporte lineal
0,889 0,937 0,889 0,968
En la tabla 4 se observan las matrices de confusión para cada clasificador, 
para las cuales se tomó la clase anomalía como casos positivos y la clase real 
como casos negativos. Según estas matrices de confusión, los clasificadores 
con menor sesgo son el perceptrón simple y la máquina de vectores de so-
porte. Sin embargo, el perceptrón simple tiene un sesgo hacía la detección 
de la clase real (FN=2), mientras que la máquina de vectores de soporte 
presenta un sesgo igual para ambas clases (FN = FP=1), además de mantener 
un porcentaje de clasificación alto.
Tabla 4. Matrices de confusión para los 4 clasificadores lineales utilizados
Análisis discriminante lineal Perceptrón simple
T (63) Anomalía (22) Real (41) T (63) Anomalía (22) Real (41)
Anomalía’ (16) 16 0 Anomalía’ (20) 20 0
Real’ (47) 6 41 Real’ (43) 2 41
Golub Máquina de vectores de soporte lineal
T (63) Anomalía (22) Real (41) T (63) Anomalía (22) Real (41)
Anomalía’ (17) 16 1 Anomalía’ (22) 21 1
Real’ (46) 6 40 Real’ (41) 1 40
En las figuras 9 y 10 se puede observar el resultado de la clasificación au-
tomática de huecos en 2 objetos.
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Figura 9. Objetos con huecos clasificados de forma correcta.
Obsérvese que el objeto (a) de la figura 9 contiene huecos reales, todos con 
torsión muy baja, debido a que se encuentran en regiones de la superficie 
con cambios muy pequeños y en consecuencia son clasificados de forma 
automática como huecos reales. El objeto (b) de esta misma figura presenta 
huecos sintéticos, generados mediante un software de procesamiento de 
mallas triangulares, en regiones de la superficie con cambios abruptos, los 
cuales son clasificados de forma automática como anomalías. El método 
propuesto es muy preciso en la detección de anomalías que presenten estas 
condiciones, comúnmente generados por errores en el proceso de registro 
de vistas parciales.
Figura 10. Objetos con huecos clasificados de forma incorrecta.
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En la figura 10 se pueden observar dos objetos que presentan huecos cla-
sificados de forma incorrecta mediante el método propuesto. En el objeto 
(a) se evidencia una anomalía producto de una oclusión en el proceso de 
adquisición, la cual ha sido clasificada como un hueco real. Lo anterior ocurre 
debido a que las anomalías producto de oclusiones en algunas ocasiones son 
suaves y presentan poca variación en su torsión y curvatura. En el objeto (b) 
se evidencia un hueco real el cual fue clasificado de forma automática como 
anomalía. En este caso, dicho hueco presenta una varianza en la torsión 
muy baja (0,083182) pero una varianza muy alta en su curvatura (2,5338), 
aunque muy cercana al límite de valor de los huecos reales, posiblemente 
producto de una adquisición de datos con mucho ruido. Estas clasificaciones 
incorrectas se pueden observar como el círculo rojo y el triángulo azul que 
están justo en el borde que separa ambas clases en la figura 8d.
CONCLUSIONES
En relación con el objetivo de discriminar automáticamente la naturaleza de 
los huecos en modelos 3D obtenidos en el contexto de la RTS, el descriptor 
tamaño propuesto no mostró ser relevante para la clasificación mediante 
un sistema de aprendizaje de máquina tipo supervisado.
Por el contrario, los descriptores de geometría diferencial de curvas varianza 
de la curvatura y varianza de la torsión permiten separar de forma lineal y con 
precisión los huecos en las clases real y anomalía.
Los experimentos muestran resultados de clasificación superiores al 90% y 
con un sesgo similar para ambas clases, utilizando como clasificador una 
máquina de vectores de soporte con kernel lineal. Aunque el tiempo de ejecución 
dependerá del sistema de cómputo, resolución del modelo y particulari-
dades de la implementación del método, en la experimentación realizada 
se obtuvo un tiempo de caracterización y clasificación mínimo de 3,72 ms 
y 10,4 s para contornos de 17 y 415 vértices respectivamente. 
Pedro Atencio Ortiz, John Branch Bedoya, Germán Sánchez Torres
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