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ASYMPTOTIC BEHAVIOR OF POSITIVE SOLUTIONS OF SOME
QUASILINEAR ELLIPTIC PROBLEMS
ZONGMING GUO AND LI MA
Abstract. We discuss the asymptotic behavior of positive solutions of the quasi-
linear elliptic problem −∆pu = au
p−1 − b(x)uq, u|∂Ω = 0 as q → p − 1 + 0 and
as q →∞ via a scale argument. Here ∆p is the p-Laplacian with 1 < p <∞ and
q > p− 1. If p = 2, such problems arise in population dynamics. Our main results
generalize the results for p = 2, but some technical difficulties arising from the
nonlinear degenerate operator −∆p are successfully overcome. As a by-product,
we can solve a free boundary problem for a nonlinear p-Laplacian equation.
1. Introduction
Let Ω ⊂ RN (N ≥ 1) be a bounded smooth domain. We study the asymptotic
behavior of positive solutions of the problem
−∆pu = au
p−1 − b(x)uq in Ω, u|∂Ω = 0 (1.1)
for q near p−1 and near∞, respectively. Here ∆pu = div(|Du|
p−2Du) with 1 < p <
∞, b(x) is a nonnegative function in C0(Ω), a and q are constants but q is always
greater than p− 1.
Problem (1.1) with p = 2 arises from mathematical biology and Riemannian
geometry, and has attracted considerable interests; see, for example, [AT, AM, Da,
DD, DDM, dP, FKLM, He, KW, Ma, Ou]. For general p > 1, (1.1) has been
considered in [CDG, DG1-2, Gu1-3, GZ, GZh, To]. The applications of (1.1) with
p > 1 can be found in [DG1]. We are concerned only with positive solutions of (1.1).
We say u a positive solution of (1.1) if u ∈ W 1,p0 (Ω) ∩ C
1(Ω) satisfies (1.1) in the
weak sense with u > 0 in Ω.
When b(x) is strictly positive on Ω, it is known from [DG1] that for fixed q > p−1
it has no positive solution if a ≤ λΩ1 and there is a unique positive solution u = ua
when a > λΩ1 , where λ
Ω
1 denotes the first eigenvalue of the problem
−∆pu = λ|u|
p−2u, u|∂Ω = 0.
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Moreover, a → ua is continuous and strictly increasing as a function from (λ
Ω
1 ,∞)
to C0(Ω) (with the natural order), and
lim
a→λΩ
1
+0
ua(x) = 0 uniformly in Ω;
lim
a→∞
ua(x) =∞ uniformly on any compact subset of Ω.
When b−1(0) := {x ∈ Ω : b(x) = 0} is a proper subset of Ω, the behavior of
(1.1) is more complicated. Assume for simplicity that b−1(0) = Ω0 ⊂⊂ Ω, where Ω0
is open, connected and with smooth boundary. Then it is known from [DG1] that
(1.1) has no positive solution unless a ∈ (λΩ1 , λ
Ω0
1 ), in which case there is a unique
positive solution ua which varies continuously with a and is strictly increasing in
a. Moreover, ua → 0 uniformly on Ω as a → λ
Ω
1 + 0, but as a → λ
Ω0
1 , ua → ∞
uniformly on Ω0 and ua → U uniformly on any compact subset Ω\Ω0, where U is
the unique minimal positive solution of the boundary blow-up problem
−∆pu = au
p−1 − b(x)uq, x ∈ Ω\Ω0; u|∂Ω = 0, u|∂Ω0 =∞.
To understand the effect of the exponent q on the unique positive solution of (1.1),
we fix p and a and consider the cases that q → p− 1 + 0 and q →∞. In each case,
we obtain a limiting problem which determines the asymptotical behavior of (1.1).
The case when p = 2 was studied by E.N. Dancer, Y. Du and L. Ma in [DDM].
We first recall some simple properties of the first eigenvalue of the p-Laplacian.
Let φ ∈ L∞(Ω) and denote by λΩ1 (φ) the first eigenvalue of the problem
−∆pu+ φ|u|
p−2u = λ|u|p−2u, u|∂Ω = 0.
Clearly, λΩ1 (0) = λ
Ω
1 . It is known from Proposition 2.6 of [CDG] that λ
Ω
1 (φn) →
λΩ1 (φ) whenever φn → φ in L
∞(Ω), and when φ ≤ ψ but φ 6≡ ψ in Ω, then λΩ1 (φ) <
λΩ1 (ψ). It follows from (ii) and (iii) of Proposition 2.6 of [CDG] that, when b(x) ≥
δ > 0 on Ω, then λ(α) := λΩ1 (αb) is a strictly increasing function with λ(0) = λ
Ω
1 and
λ(α) ≥ λΩ1 (αδ) := λ
Ω
1 (0) + αδ → ∞ as α → ∞. Therefore, for any given a > λ
Ω
1 ,
there is a unique α > 0 such that
a = λΩ1 (αb). (1.2)
We denote by Uα the corresponding positive normalized eigenfunction:
−∆pUα + αbU
p−1
α = aU
p−1
α , Uα > 0, Uα|∂Ω = 0, ‖Uα‖∞ = 1. (1.3)
Here and in what follows, we use the notation ‖ · ‖∞ = ‖ · ‖L∞(Ω).
We can also consider the case that b−1(0) = Ω0 is not empty, we assume as before
that Ω0 ⊂⊂ Ω is open, connected and with smooth boundary. We will see from
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Proposition 4.1 below that λ(α) = λΩ1 (αb) is still strictly increasing and λ(0) = λ
Ω
1 ,
but
lim
α→∞
λ(α) = λΩ01 .
Thus for any given a ∈ (λΩ1 , λ
Ω0
1 ), there is a unique α > 0 satisfying (1.2) which
determines a unique Uα through (1.3).
It is often important to determine what properties are retained when linear dif-
fusion (p = 2) is replaced by nonlinear diffusion (p 6= 2). In this paper we are
concerned with this problem for (1.1), where the linear diffusion case, as mentioned
above, has been studied extensively and is relatively well understood. We stress
that it is not always possible to extend results from the case p = 2 to the case
p 6= 2 (for example, the existence and multiplicities of the eigenvalues of −∆ in
Ω with Dirichlet boundary condition); and even if such extension is possible, one
has to overcome many nontrivial technical difficulties arising from the nonlinear and
degenerate operator −∆p. Our main results of this paper are the following theorems.
Theorem 1.1. Suppose that b(x) > 0 on Ω and a > λΩ1 . Let uq be the unique
positive solution of (1.1). Then the following results hold:
(i) When a < λΩ1 (b), we have uq → 0 uniformly on Ω as q → p−1+0. Moreover,
as q → p− 1 + 0,
(q − p+ 1) ln ‖uq‖∞ → lnα, uq/‖uq‖∞ → Uα in C
1(Ω), (1.4)
where α and Uα are determined by (1.2) and (1.3), respectively.
(ii) When a > λΩ1 (b), we have uq →∞ uniformly on any compact subset of Ω as
q → p− 1 + 0. Moreover, (1.4) holds.
(iii) When a = λΩ1 (b), we have uq → cU1 in C
1(Ω) as q → p− 1 + 0, where U1 is
given by (1.3) with α = 1 and
c = exp
(∫
Ω
bUp1 lnU1dx/
∫
Ω
bU q+11 dx
)
.
For the case that q →∞, we have the following theorem.
Theorem 1.2. Suppose that b(x) > 0 on Ω and a > λΩ1 . Let uq denote the unique
positive solution of (1.1). Then uq → v in C
1(Ω) as q →∞, where v is the unique
positive solution of
−∆pw = aχ{w<1}w
p−1, w > 0, w|∂Ω = 0, ‖w‖∞ = 1. (1.5)
The uniqueness of solutions of (1.5) is in the following proposition.
Proposition 1.3. For any a ≥ λΩ1 , (1.5) has a unique positive solution, and when
a < λΩ1 , (1.5) has no solution.
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When Ω0 := b
−1(0) is a nontrivial subset of Ω, it turns out that the techniques in
proving Theorems 1.1 and 1.2 are not enough. We need the following new ingredient
for dealing with this case.
Lemma 1.4. Suppose that {un} ⊂ C
1(Ω) satisfies (in the weak sense) for some
positive constant λ,
−∆pun ≤ λ|un|
p−2un, un ≥ 0 in Ω; un|∂Ω = 0, ‖un‖∞ = 1.
Then it has a subsequence converging weakly in W 1,p0 (Ω) and strongly in L
m(Ω) for
any m ≥ 1, to some u ∈ W 1,p0 (Ω) ∩ L
∞(Ω) with u 6≡ 0.
Theorem 1.5. Suppose that Ω0 = b
−1(0) has nonempty interior which is connected
with smooth boundary and Ω0 ⊂⊂ Ω. Let a ∈ (λ
Ω
1 , λ
Ω0
1 ) and denote by uq the unique
positive solution of (1.1). Then the conclusions (i)-(iii) in Theorem 1.1 hold.
When b−1(0) 6= ∅ and q →∞, we have the following theorem.
Theorem 1.6. Suppose that Ω0 = b
−1(0) has nonempty interior which is connected
with smooth boundary and Ω0 ⊂⊂ Ω. Let a ∈ (λ
Ω
1 , λ
Ω0
1 ) and denote by uq the unique
positive solution of (1.1). Suppose that qn →∞ and denote un = uqn. Then, subject
to a subsequence, un → u in L
m(Ω) for all m > 1, where u ∈ K is a nontrivial
nonnegative solution of the following variational inequality:∫
Ω
|Du|p−2Du ·D(v − u)dx−
∫
Ω
aup−1(v − u)dx ≥ 0, ∀v ∈ K, (1.6)
K := {w ∈ W 1,p0 (Ω) : w ≤ 1 a.e. in Ω\Ω0}.
Theorem 1.5 concludes that, when b−1(0) 6= ∅ and q → p− 1, the behavior of uq
is the same as when b−1(0) = ∅. But Theorem 1.6 concludes that this is not true for
the case when q → ∞. It is possible to show that for any given compact subset D
of Ω, there exists a large aD such that the unique solution of (1.5) satisfies w = 1 on
D when a > aD. It is easily seen that for such a, and for those Ω0 ⊂ D satisfying
λΩ01 > a, if we let u = w on Ω\Ω0; and on Ω0, let u equal the unique solution to
−∆pu = a|u|
p−2u, u|∂Ω0 = 1, then u solves (1.6).
2. Proof of Theorem 1.1
In this section we will give the proof of Theorem 1.1. The following lemma is
well-known and easily obtained for p = 2. Now, we present a proof for p 6= 2 by a
scale argument.
Lemma 2.1. Let α be a constant and w ∈ W 1,p0 (Ω) ∩ C
1(Ω) be nonnegative with
w 6≡ 0, which satisfies, in the weak sense,
−∆pw = (a− αb)w
p−1, w|∂Ω = 0.
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Then we necessarily have
a = λΩ1 (αb). (2.1)
Proof. We necessarily have a ≥ λΩ1 (αb) by the definition of λ
Ω
1 (αb) (see [CDG]).
Moreover, by the equation of w, there exists M > 0 such that
−∆pw +Mw
p−1 ≥ 0 in Ω.
The strong maximum principle (see [Va]) then implies that w > 0 in Ω.
Now we show
a = λΩ1 (αb).
Let φΩ1 (αb) with ‖φ
Ω
1 (αb)‖∞ = 1 be the first eigenfunction corresponding to λ
Ω
1 (αb)
and
β = sup{µ ∈ R : w − µφΩ1 (αb) > 0 in Ω}.
We have that
w ≥ βφΩ1 (αb) in Ω.
(For simplicity, we denote φΩ1 (αb) by φ1 in the proof below.) We also know from
[GW1] that 0 < β <∞. Moreover,
−∆pw − {−∆p(βφ1)}+ αb[w
p−1 − (βφ1)
p−1]
≥ λΩ1 (αb)[w
p−1 − (βφ1)
p−1] ≥ 0.
We will see that there exists δ1 > 0 such that w ≡ βφ1 in Ωδ1 , where Ωδ1 = {x ∈ Ω :
d(x, ∂Ω) < δ1}. This clearly implies that
(a− αb)wp−1 = −∆pw
= −∆p(βφ1) = [λ
Ω
1 (αb)− αb](βφ1)
p−1 in Ωδ1
and thus
a = λΩ1 (αb).
Now we show that there exists δ1 > 0 such that w ≡ βφ1 in Ωδ1 . We first show
that there exists η ∈ Ω where w − βφ1 vanishes. On the contrary, we have that
w > βφ1 in Ω. Since a− αb ∈ L
∞(Ω), by the strong maximum principle (see [Gu1,
Va]), we have that ∂w
∂ns
< 0 and ∂φ1
∂ns
< 0 on ∂Ω (here ns is defined as in [GW1]). On
the other hand, the compactness of ∂Ω implies that there exists δ1 > 0 and κ > 0
such that
∂w
∂ns(x)
< −κ and
∂φ1
∂ns(x)
< −κ < 0 for x ∈ Ωδ1 ,
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where ns(x) is defined as in [GW1]. Therefore,
t
∂w
∂ns(x)
(x) + (1− t)
∂(βφ1)
∂ns(x)
(x) ≤ −κ for x ∈ Ωδ1 and all t ∈ [0, 1]. (2.2)
Hence, using the mean value theorem, we obtain
−
∑
i,j
∂
∂xi
[
aij(x)
∂(w − βφ1)
∂xj
]
= −∆pw − {−∆p(βφ1)}
= (a− αb)wp−1 − [λΩ1 (αb)− αb](βφ1)
p−1
≥ (λΩ1 (αb)− αb)[w
p−1 − (βφ1)
p−1] ≥ 0 in Ωδ1
where aij(x) =
∫ 1
0
∂ai
∂qj
[tDw + (1 − t)D(βφ1)]dt and a
i = |q|p−2qi (i = 1, 2, . . . N) for
q = (q1, q2, . . . , qN) ∈ R
N . Set
−L· =
∑
i,j
∂
∂xi
[
aij(x)
∂
∂xj
·
]
.
Using (2.2), we see that −L is a uniformly elliptic operator on Ωδ1 . Consequently,
we have
−L(w − βφ1) ≥ 0 in Ωδ1 , (2.3)
w(x) > βφ1(x) in Ωδ1 , and w − βφ1 = 0 on ∂Ω (part of ∂Ωδ1).
By the Hopf’s boundary point lemma of the uniformly elliptic operator, we obtain
∂(w−βφ1)
∂ns
< 0 on ∂Ω. By arguments similar to those in [GW1], we see that there
exists θ > 0 such that
w(x) ≥ (β + θ)φ1(x) for x ∈ Ω.
This contradicts the definition of β.
To obtain our conclusion, we need to show that there exists η˜ ∈ Ωδ1 where w−βφ1
vanishes. Otherwise, we can choose a domain Ω0 ⊂ Ω with ∂Ω0 ⊂ Ωδ1 and η ∈ Ω0
but w − βφ1 ≥ τ > 0 on ∂Ω0. Let y = βφ1 + τ . Then
−∆pw − {−∆py} = (a− αb)w
p−1 − (λΩ1 (αφ1)− αb)(βφ1)
p−1 ≥ 0 in Ω0
and
w ≥ y on ∂Ω0.
The weak comparison principle (see [Gu1]) then implies that w − βφ1 ≥ τ > 0 in
Ω0. But this contradicts the fact that w − βφ1 vanishes at η ∈ Ω0. This completes
the proof.
Now we give the proof of Theorem 1.1.
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SetMq = ‖uq‖∞ = maxΩ uq. Then it is clear that the maximum is achieved in the
interior of the domain Ω, say at xq ∈ Ω. Using the equation for uq at the maximum
point x = xq we claim
aMp−1q − b(xq)M
q
q ≥ 0.
Hence,
M q−p+1q ≤ a/min
Ω
b. (2.4)
We need to explain a little here. Suppose aMp−1q − b(xq)M
q
q < 0. We can find
a neighborhood Bρ(xq) (ρ > 0) such that au
p−1
q − bu
q
q < 0 in Bρ(xq). Defining
w = Mq − uq, we see that w ≥ 0 in Bρ(xq) and w attains its minimum at xq. On
the other hand,
−∆pw = ∆puq > 0 in Bρ(xq).
This contradicts the strong maximum principle (see [Gu1]). Thus, our claim holds.
To understand the asymptotic behavior of uq as q → p − 1 + 0, we choose an
arbitrary sequence qn → p− 1 + 0 and use the notation
un = uqn, Mn =Mqn , αn =M
qn−p+1
qn , wn = un/Mn.
Clearly wn satisfies the problem
−∆pwn = aw
p−1
n − αnbw
qn
n , wn|∂Ω = 0. (2.5)
From (2.4) one sees that the right-hand side of (2.5) has a bound in L∞(Ω) which
is independent of n. Thus, by the regularity of −∆p (see [Gu1]) we see that there
is a subsequence of {wn} (still denoted by {wn}) such that wn → w in C
1(Ω). We
may also assume that αn → α. Then from (2.5) we obtain, in the weak sense,
−∆pw = (a− αb)w
p−1, w|∂Ω = 0.
As w is nonnegative with ‖w‖∞ = 1, we see by Lemma 2.1 that a = λ
Ω
1 (αb) and
hence α is uniquely determined by (1.2) and w = Uα given by (1.3). This implies
that αn → α and wn → Uα hold for the entire original sequences. Therefore, we
have proved that M q−p+1q → α and uq/Mq → Uα in C
1(Ω) as q → p − 1 + 0. This
shows the validity of (1.4).
When a < λΩ1 (b), we must have α ∈ (0, 1) and it follows from
lim
q→p−1+0
(q − p+ 1) lnMq = lnα (2.6)
that Mq → 0 as q → p− 1 + 0. This proves Part (i) of Theorem 1.1.
When a > λΩ1 (b), we must have α > 1 and it follows from (2.6) that Mq → ∞
as q → p − 1 + 0. To prove Part (ii) of Theorem 1.1, it remains to show that as
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q → p− 1 + 0, uq(x)→∞ uniformly on any compact subset of Ω. To this end, for
any given large number T , we define V = TUα and obtain
∆pV + aV
p−1 − bV q = b(αV p−1 − V q).
For those x where V (x) ≤ 1, αV p−1 − V q ≥ (α − 1)V p−1 ≥ 0; on the set {x ∈ Ω :
V (x) ≥ 1}, since V q → V p−1 uniformly as q → p− 1+0, and since αV p−1−V p−1 ≥
α − 1 > 0, we can choose ǫ = ǫ(T ) > 0 small enough such that αV p−1 − V q > 0
for all q ∈ (p− 1, p− 1 + ǫ). Thus, for q ∈ (p− 1, p− 1 + ǫ), V is a subsolution to
(1.1). As any large positive constant is a supersolution to (1.1), its unique positive
solution uq must satisfy uq ≥ V = TUα. This implies that as q → p−1+0, uq →∞
uniformly on any compact subset of Ω and Part (ii) of Theorem 1.1 is proved.
We consider now the case that a = λΩ1 (b). We have α = 1 and hence cannot derive
a conclusion for limq→p−1+0Mq from (2.6). Denote wq = uq/Mq. We see
−∆pwq = aw
p−1
q − bM
q−p+1
q w
q
q , wq|∂Ω = 0.
Since wq → U1 as q → p − 1 + 0 in C
1(Ω), and by the Hopf’s boundary lemma,
∂U1/∂ν < 0 on ∂Ω, we obtain wq/U1 → 1 uniformly on Ω. Thus,∫
Ω
|Dwq|
p−2DwqDU1 =
∫
Ω
|DU1|
p + o(1)
=
∫
Ω
(a− b)Up1 + o(1)
=
∫
Ω
(a− b)wp−1q U1 + o(1).
Thus, we obtain that as q → p− 1 + 0,∫
Ω
(a− b)wp−1q U1 =
∫
Ω
(awp−1q − bM
q−p+1
q w
q
q)U1dx+ o(1).
Hence ∫
Ω
b(wp−1q −M
q−p+1
q w
q
q)U1dx = o(1),
and ∫
Ω
M q−p+1q − 1
q − p+ 1
bwqqU1dx =
∫
Ω
1− wq−p+1q
q − p+ 1
bwp−1q U1dx+ o(1). (2.7)
We see that
‖ lnwq − lnU1‖∞ = o(1)
as q → p− 1 + 0. Therefore,
1− wq−p+1q
q − p+ 1
wp−1q =
1− e(q−p+1)(lnU1+o(1))
q − p+ 1
wp−1q → U
p−1
1 lnU1
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uniformly on Ω as q → p−1+0. From this, we see immediately that the right-hand
side of (2.7) converges to ∫
Ω
bUp1 lnU1dx.
Thus,
lim
q→p−1+0
∫
Ω
M q−p+1q − 1
q − p+ 1
bwqqU1dx =
∫
Ω
bUp1 lnU1dx
and
lim
q→p−1+0
M q−p+1q − 1
q − p+ 1
=
∫
Ω
bUp1 lnU1dx/
∫
Ω
bU q+11 dx. (2.8)
We show next that c := limq→p−1+0Mq exists and is uniquely determined by
ln c =
∫
Ω
bUp1 lnU1dx/
∫
Ω
bU q+11 dx.
We first claim that
M∗ := limq→p−1+0Mq > 0, M
∗ := limq→p−1+0Mq <∞.
Otherwise, we can find a sequence {qn} with qn → p−1+0 such thatMn :=Mqn → 0
or Mn →∞. in the former case, we deduce, for all large n,
M qn−p+1n − 1
qn − p+ 1
≤
ǫqn−p+1 − 1
qn − p+ 1
→ ln ǫ
as n→∞, for any given ǫ > 0. This leads to a contradiction to (2.8). In the latter
case, we obtain, for all large n,
M qn−p+1n − 1
qn − p+ 1
≥
M qn−p+1 − 1
qn − p+ 1
→ lnM
as n→∞, for any given M > 0. This also leads to a contradiction to (2.8). Thus,
0 < M∗ ≤ M
∗ < ∞. For any given small ǫ > 0, a similar argument to the above
leads to
ln(M∗ + ǫ) ≥
∫
Ω
bUp1 lnU1dx/
∫
Ω
bU q+11 dx,
ln(M∗ − ǫ) ≤
∫
Ω
bUp1 lnU1dx/
∫
Ω
bU q+11 dx.
Thus we necessarily have
M∗ =M
∗ = c = exp
(∫
Ω
bUp1 lnU1dx/
∫
Ω
bU q+11 dx
)
,
and uq → cU1 as q → p− 1 + 0 in C
1(Ω). This completes the proof of Theorem 1.1.
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3. Proof of Theorem 1.2
We still have (2.4). Let {qn} be a sequence with qn → ∞ as n → ∞ and we
use the notation in (2.5). We find that wn satisfies (2.5) whose right-hand side has
a bound in L∞(Ω) which is independent of n. Thus, as in Section 2, subject to a
subsequence, wn → w in C
1(Ω).
The equation satisfied by wn can also be written as
−∆pwn = aw
p−1
n − bu
qn−p+1
n w
p−1
n , wn|∂Ω = 0. (3.1)
From (2.4) we deduce
0 ≤ uqn−p+1n ≤ a/min
Ω
b. (3.2)
Hence, by passing to a subsequence, we may assume that buqn−p+1n → ψ weakly in
Lp
′
(Ω) where 1/p+1/p′ = 1. Clearly we must have 0 ≤ ψ ≤ ‖b‖∞a/minΩ b. Passing
to the weak limit in (3.1) we find that w ∈ W 1,p0 (Ω) is a nontrivial weak solution to
the problem
−∆pw = (a− ψ)w
p−1, w|∂Ω = 0, ‖w‖∞ = 1. (3.3)
Since a−ψ ∈ L∞(Ω), we see from [Gu1] that w ∈ C1(Ω). Moreover, there is M > 0
such that
−∆pw +Mw
p−1 ≥ 0 in Ω.
It follows from the strong maximum principle (see [Va]) that w(x) > 0 for x ∈ Ω.
From (2.4) we obtain
Mn ≤
(
a/min
Ω
b
)1/(qn−p+1)
→ 1 as n→∞.
It follows that limn→∞Mn ≤ 1. If limn→∞Mn < 1, then by passing to a subsequence,
we may assume that Mn ≤ 1− ǫ for all n and some ǫ > 0. It follows then u
qn−p+1
n ≤
(1 − ǫ)qn−p+1 → 0 as n → ∞. Hence ψ = 0 and w is a positive solution to
−∆pw = aw
p−1, w|∂Ω = 0, ‖w‖∞ = 1. This and Lemma 2.1 imply that a = λ
Ω
1 ,
contradicting our assumption that a > λΩ1 . Thus we have proved that Mn → 1 as
n→∞. It also follows that un → w in C
1(Ω).
Let Ω1 := {x ∈ Ω : w(x) < 1}. Then for any x ∈ Ω1, we can find δ > 0 such that
un(x) < 1 − δ for all large n. It follows that 0 ≤ un(x)
qn−p+1 ≤ (1 − δ)qn−p+1 → 0
as n → ∞. Thus we must have ψ = 0 a.e. in Ω1. On the rest of Ω, w = 1 and we
necessarily have ∆pw = 0. (Here we regard w as a member of W
1,p
0 (Ω) ∩ C
1(Ω).)
Thus from (3.3), we deduce ψ = a a.e. on Ω\Ω1. Therefore, w satisfies
−∆pw = aχ{w<1}w
p−1, w > 0, w|∂Ω = 0, ‖w‖∞ = 1. (3.4)
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This completes the proof.
Proof of Proposition 1.3
We first consider the case that a < λΩ1 . Suppose (1.5) has a solution w in this
case. Then ∫
Ω
|Dw|pdx ≤ a
∫
Ω
wpdx < λΩ1
∫
Ω
wpdx.
This contradicts the definition of λΩ1 .
For a = λΩ1 , we see that φ
Ω
1 is a solution of (1.5) with χ{φΩ
1
<1} = 1 a.e. in Ω.
Indeed, we have that
a
∫
Ω
(1− χ{φΩ
1
<1})w
p−1dx = 0
Since w > 0 in Ω, this gives us that χ{φΩ
1
<1} = 1 a.e. in Ω.
For a > λΩ1 , the proof of Theorem 1.2 implies that (1.5) has at least one solution.
In what follows, we only need to prove the uniqueness of solutions of (1.5). We
do this by a scale argument similar to that in the proof of Lemma 2.1. What we do
is to show that if u1 and u2 are two solutions of (1.5), then u1 ≥ u2 and u2 ≥ u1 in
Ω.
Let
β = sup{µ ∈ R : u1 − µu2 > 0 in Ω},
γ = sup{µ ∈ R : u2 − µu1 > 0 in Ω}.
Since u1 ∈ C
1(Ω), u2 ∈ C
1(Ω), we see from [GW1] that
0 < β <∞, 0 < γ <∞.
Moreover, by the fact that ‖ui‖∞ = 1 (i = 1, 2), we see
β ≤ 1 and γ ≤ 1.
The proof can be divided into two steps:
Step 1. The case that 0 < β < 1 and 0 < γ < 1.
Step 2. The case that β = 1 or γ = 1.
Note that if β = 1 and γ = 1, we see that u1 ≥ u2 and u2 ≥ u1 and hence u2 ≡ u2
in Ω. This is our conclusion.
Step 1. We know 0 < β < 1 and u1 ≥ βu2 in Ω. On the other hand, it follows
from the Hopf’s boundary lemma (see [Gu1, GW1]) that
−∞ <
∂u1
∂ns
< 0, −∞ <
∂u2
∂ns
< 0 on ∂Ω.
For δ > 0 we let
Ωδ = {x ∈ Ω; dist(x, ∂Ω) ≤ δ}
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Since ∂Ω is compact, there are δ∗ > 0 and κ > 0 such that
∂u1
∂ns(x)
< −κ and
∂u2
∂ns(x)
< −κ in Ωδ∗ .
We can choose δ∗ > 0 small enough such that u1 < 1, u2 < 1 in Ωδ∗ . Thus u1 and
u2 satisfy the problem
−∆pui = au
p−1
i in Ωδ∗ for i = 1, 2.
We first show that there exists at least one point x0 ∈ Ω where u1−βu2 vanishes.
On the contrary, we see u1 > βu2 in Ω. Therefore,
−L(u1 − βu2) := −∆pu1 − {−∆p(βu2)} = a[u
p−1
1 − (βu2)
p−1] in Ωδ∗ , (3.5)
where −L is defined in the proof of Lemma 2.1 and thus is a uniformly elliptic
operator in Ωδ∗ . It is easily seen from (3.5) that
−L(u1 − βu2) > 0 in Ωδ∗ .
The Hopf’s boundary lemma then implies that there exists θ > 0 such that
u1(x)− βu2(x) ≥ θdist(x, ∂Ω) for x ∈ Ωδ∗ . (3.6)
Since
ℓ1dist(x, ∂Ω) ≤ u2(x) ≤ ℓ2dist(x, ∂Ω),
where ℓ2 ≥ ℓ1 > 0 (see [GW1]), (3.6) implies
u1(x) ≥ (β + θ
∗)u2(x) for x ∈ Ωδ∗ ,
where θ∗ > 0. This and the fact that u1 > βu2 in Ω imply
u1 ≥ (β + θ
∗∗)u2 in Ω.
This contradicts the definition of β.
Now we claim that there exists a point in Ωδ∗ where u1 − βu2 vanishes. On the
contrary, we can choose Ω0 ⊂⊂ Ω with ∂Ω0 ⊂ Ωδ∗ and τ > 0 such that u1−βu2 ≥ τ
on ∂Ω0. Moreover, there is at least one point in Ω0 where u1 − βu2 vanishes. We
can choose τ small enough so that β + τ < 1. Setting w = βu2+ τ , we see from the
fact ‖ui‖∞ = 1 (i = 1, 2) that
−∆pu1 − {−∆pw} = aχ{u1<1}u
p−1
1 − aχ{u2<1}(βu2)
p−1
≥ aχ{u1<1}u
p−1
1 − aχ{βu2<1}(βu2)
p−1
= aχ{u1<1}u
p−1
1 − a(βu2)
p−1 in Ω0.
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Let F = {x ∈ Ω : u1(x) = 1}. We easily see that F ⊂⊂ Ω0 and u1 ≥ w in F .
Thus, for x ∈ Ω0\F , we see that
−∆pu1(x)− {−∆pw(x)} ≥ a
[
up−11 (x)− (βu2)
p−1(x)
]
≥ 0, u1 ≥ w on ∂Ω0\F .
The weak comparison principle (see [Gu1]) implies that u1 ≥ w in Ω0\F . This also
implies u1 ≥ w(= βu2 + τ) in Ω0, which contradicts the fact that there is at least
one point in Ω0 where u1 − βu2 vanishes. This contradiction implies that our claim
holds. By the form of equation (3.5) and the strong maximum principle, we see
u1 ≡ βu2 in Ωδ∗ .
Since 0 < γ < 1, the similar argument implies that
u2 ≡ γu1 in Ωδ∗ .
Therefore,
u1 ≡ βγu1 in Ωδ∗
and hence
βγ = 1.
But this contradicts the fact that βγ < 1.
Step 2. We only consider the case that β = 1. The case γ = 1 and β < 1
can be treated similarly. We see that u1 ≥ u2 in Ω. On the other hand, we see
χ{u1<1} ≤ χ{u2<1} in Ω. Then
−∆pu1 − aχ{u2<1}u
p−1
1 ≤ 0 ≤ −∆pu2 − aχ{u2<1}u
p−1
2 on Ω.
By a comparison principle (see Proposition 2.2 of [DG1]), wee see that
u2 ≥ u1 in Ω.
Therefore,
u1 ≡ u2 in Ω.
This completes the proof of Proposition 1.3.
4. Proof of Theorem 1.5
We first see the fact mentioned in the introduction.
Proposition 4.1. Let {qk} be an increasing sequence of nonnegative functions in
C0(Ω) and n ≥ 1 an integer number. Assume that Ω1, . . . ,Ωn are smooth subdomains
of Ω such that Ω1, . . . ,Ωn are pair-wise disjoint and contained in Ω. Moreover,
suppose that
qk ≡ 0 on ∪
n
i=1 Ωi (4.1)
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and that
lim
k→∞
min
x∈K
qk(x) =∞, (4.2)
for any compact subset K of Ω\ ∪ni=1 Ωi. Then,
λΩ1 (qk) ↑ min
1≤i≤n
λΩi1
as k tends to infinity.
Proof. To keep the notation within reasonable bounds we only prove the case
n = 2. Without loss of generality we can assume that
λΩ11 ≤ λ
Ω2
1 .
By the property that λΩ1 (qk) ≤ λ
Ω1
1 (qk) and (4.1), we see
λΩ1 (qk) ≤ λ
Ω1
1 .
Thus, limk→∞ λ
Ω
1 (qk) exists and lies below λ
Ω1
1 . It suffices to show that for any ǫ > 0
there exists k0 ≥ 1 such that
0 ≤ λΩ11 − λ
Ω
1 (qk) < ǫ (4.3)
for all k ≥ k0. Fix ǫ > 0. By the continuous domain dependence and domain
monotonicity of the Dirichlet principal eigenvalue for i = 1, 2 there exist smooth
subdomains Ωǫi containing Ωi such that
Ω
ǫ
1 ∪ Ω
ǫ
2 ⊂ Ω, Ω
ǫ
1 ∩ Ω
ǫ
2 = ∅, (4.4)
λ
Ωǫ
1
1 ≤ λ
Ωǫ
2
1 ,
and
λ
Ωǫi
1 < λ
Ωi
1 < λ
Ωǫi
1 + ǫ, (4.5)
for i = 1, 2. Let ϕi be the principal eigenfunction associated with λ
Ωǫi
1 , which is
unique up to positive multiplicative constants. By definition,
−∆pϕi = λ
Ωǫi
1 ϕ
p−1
i in Ω
ǫ
i , ϕi = 0 on ∂Ω
ǫ
i , (4.6)
for i = 1, 2. We now choose two smooth subdomains, Ω∗1 and Ω
∗
2, such that
Ωi ⊂ Ω
∗
i ⊂ Ω
∗
i ⊂ Ω
ǫ
i
for i = 1, 2 and take any strictly positive function u ∈ C2(Ω) with ∆pu ∈ C
0(Ω)
satisfying
u = ϕi in Ω
∗
i (4.7)
for i = 1, 2, and
u > 0 on ∂Ω. (4.8)
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As u > 0, it follows from (4.5) that
−∆pu+ qk(x)u
p−1 + (ǫ− λΩ11 )u
p−1 > fk(x) in Ω (4.9)
where
fk(x) := −∆pu+ (qk(x)− λ
Ωǫ
1
1 )u
p−1(x),
for x ∈ Ω and k ≥ 1. Moreover, since qk ≥ 0 we find from (4.6) and (4.7) that
fk ≥ 0 in Ω
∗
1 ∪ Ω
∗
2, k ≥ 1.
On the other hand, (4.2) implies that there exists k0 ≥ 1 such that
fk ≥ 0 in K := Ω\(Ω
∗
1 ∪ Ω
∗
2)
for all k ≥ 1. Thus, fk ≥ 0 in Ω for any k ≥ k0 and hence
−∆pu+ qk(x)u
p−1 + (ǫ− λΩ11 )u
p−1 > 0 in Ω, u > 0 on ∂Ω,
for all k ≥ k0. Now we claim
λΩ1 (qk + ǫ− λ
Ω1) > 0, k ≥ k0. (4.10)
(4.10) implies
λΩ11 − λ
Ω
1 (qk) < ǫ, k ≥ k0
and the conclusion of this proposition holds.
Let σ ≤ 0 be arbitrary. Then, for any α > 0 the function αu is a super-solution
of the problem
−∆pu = [σ − (qk(x) + ǫ− λ
Ω1
1 )]|u|
p−2u+ ω in Ω, u = 0 on ∂Ω, (4.11)
where
ω = αp−1min
Ω
[
−∆pu+ (qk(x) + ǫ− λ
Ω1
1 )u
p−1
]
> 0.
Suppose the problem
−∆pu+ (qk(x) + ǫ− λ
Ω1
1 )|u|
p−2u = σ|u|p−2u in Ω, u = 0 on ∂Ω (4.12)
has a positive solution u. Then, there is a M > α such that
u ≤Mu in Ω. (4.13)
It is clear that {ξu : ξ ∈ [α,M ]} is a family of super-solution of (4.11) and u is
a sub-solution of (4.11). Thus, by a sweeping out result (see Remark 2.6 (2) of
[GW2]), we see that
u ≤ αu in Ω.
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The arbitrariness of α implies that (4.12) does not admit a positive solution. There-
fore,
λΩ1 (qk + ǫ− λ
Ω1
1 ) > 0
and our claim (4.10) holds. This completes the proof of this proposition.
To prove Theorem 1.5, we first present the proof of Lemma 1.4.
Proof of Lemma 1.4
It follows from the inequality satisfied by un that∫
Ω
|Dun|
pdx ≤ λ
∫
Ω
upndx ≤ λ|Ω|. (4.14)
This implies that {‖un‖W 1,p
0
(Ω)} is uniformly bounded. Thus it has a subsequence
(still denoted by {un}) and u ∈ W
1,p
0 (Ω) such that
un → u weakly in W
1,p
0 (Ω), un → u strongly in L
p(Ω), as n→∞.
As ‖un‖∞ = 1, un → u in L
p(Ω) implies un → u in L
m(Ω) for all m ≥ 1. Clearly
0 ≤ u ≤ 1.
It remains to show that u 6≡ 0 in Ω. Indeed, if u ≡ 0, then we have un → 0 in
Lm(Ω), for all m ≥ 1. Let vn be the unique solution of the problem
−∆pvn = λu
p−1
n in Ω, vn = 0 on ∂Ω.
Then the regularity theory in [Gu1] implies that vn → 0 in C
1(Ω) as n → ∞. On
the other hand, it follows from the weak comparison principle that
0 ≤ un ≤ vn in Ω.
Thus, un → 0 in L
∞(Ω), contradicting ‖un‖∞ = 1. Therefore, we must have u 6≡ 0.
The proof is complete.
We are now in the position to give the proof of Theorem 1.5. We will mainly
follow the lines of the proof of Theorem 1.1. The main difficulty is that the estimate
(2.4) is of no use anymore and therefore it is unclear whether {αn} is still bounded.
We will use Lemma 1.4 to overcome this difficulty.
Let qn be an arbitrary sequence of numbers converging to p− 1 + 0. We employ
the notation in (2.5) and find that wn meets the conditions in Lemma 1.4. Hence,
by passing to a subsequence, we may assume that ‖wn‖W 1,p
0
(Ω) ≤ C, wn → w weakly
in W 1,p0 (Ω), strongly in L
m(Ω) for any m ≥ 1, and w 6≡ 0.
We claim that {αn} is bounded. Otherwise, by passing to a subsequence, we may
assume that αn →∞. Now we multiply (2.5), the equation satisfied by wn, by φ/αn
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with φ ∈ C∞0 (Ω) and integrate by parts. We obtain
(αn)
−1
∫
Ω
|Dwn|
p−2DwnDφdx = (αn)
−1
∫
Ω
awp−1n φdx−
∫
Ω
bwqnn φdx.
Notice that∣∣∣
∫
Ω
|Dwn|
p−2DwnDφdx
∣∣∣ ≤
(∫
Ω
|Dwn|
pdx
)(p−1)/p(∫
Ω
|Dφ|p
)1/p
≤ Cp−1
(∫
Ω
|Dφ|pdx
)1/p
.
Letting n→∞, we deduce ∫
Ω
bwp−1φdx = 0.
As φ is arbitrary, this implies that bwp−1 = 0 in Ω. Hence, w = 0 on Ω\Ω0. Since
w ∈ W 1,p0 (Ω) and ∂Ω0 is smooth, this implies that w|Ω0 ∈ W
1,p
0 (Ω0). Multiplying
the equation for wn by an arbitrary φ ∈ C
∞
0 (Ω0) and integrating by parts, we obtain∫
Ω0
|Dwn|
p−2Dwn ·Dφdx =
∫
Ω0
awp−1n φdx.
Passing to n→∞ we obtain∫
Ω0
|Dw|p−2Dw ·Dφdx =
∫
Ω0
awp−1φdx.
Thus w|Ω0 is a weak solution of the problem
−∆pu = au
p−1, u|∂Ω0 = 0.
As w = 0 on Ω\Ω0 and w 6≡ 0, w|Ω0 is nonnegative and not identically zero. Hence we
see by the scale argument as in the proof of Lemma 2.1 that a = λΩ01 , contradicting
our assumption that a < λΩ01 . This proves our claim that {αn} is bounded.
The rest of the proof follows from that of Theorem 1.1 except that to prove
uq ≥ TUα, we use a comparison principle in [DG1] (which holds for C
1 functions).
5. Proof of Theorem 1.6
To prove this theorem, we use some fine properties of the limiting function u in
Lemma 1.4 and of functions in W 1,p(RN) as mentioned in [DD] and [DDM]. Note
that the fine properties of functions in H1(RN) given in [DD] and [DDM] hold for
functions in W 1,p(RN). This can be known from [H]. We collect these fine properties
in the following lemma.
Lemma 5.1. Let u and un be as in Lemma 1.4. Then the following conclusions
hold:
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(i) u˜(x) = limr→0
∫
Br(x)
u(y)dy/|Br(x)| exists for each x ∈ Ω, where Br(x) denotes
the ball with center x and radius r, and |Br(x)| stands for the volume of Br(x).
Moreover, u = u˜ a.e. in Ω.
(ii) u˜ is upper semi-continuous (u.s.c. for short) on Ω, and for each x0 ∈ Ω and
any given ǫ > 0, we can find a small ball Br(x0) ⊂ Ω such that for all large n,
un(x) ≤ u˜(x0) + ǫ, ∀x ∈ Br(x0).
(iii) If v ∈ W 1,p(RN), then v˜(x) = limr→0
∫
Br(x)
v(y)dy/|Br(x)| exists for all
x ∈ RN except possibly for a set of (1, p)-capacity 0. Moreover, v˜ = v a.e. in
R
N and if v˜ vanishes on a closed set A in RN (except for a subset of A of capacity
zero), then there exists a sequence of functions φn ∈ W
1,p(RN ) such that each φn
vanishes in a neighborhood of A and φn → v˜ in W
1,p(RN).
Now we give the proof of Theorem 1.6.
Let qn be a sequence converging to ∞ and use the notation in (2.5). Then as
before, by Lemma 1.4, subject to a subsequence, wn → w weakly in W
1,p
0 (Ω) and
strongly in Lm(Ω) for any m ≥ 1, and w 6≡ 0.
Step 1. We show that {Mn} is bounded.
Step 2. By passing to a subsequence, we may assume that Mn → c ∈ [0,∞) as
n→∞. We show that c ≥ 1.
Step 3. We show that w ≤ 1/c a.e. in Ω\Ω0.
Step 1. Since a < λΩ01 , we can find a small δ-neighborhood Ωδ of Ω0 such that
a < λΩδ1 . Let φδ denote the normalized positive eigenfunction corresponding to λ
Ωδ
1 :
−∆pφδ = λ
Ωδ
1 φδ, φδ|∂Ωδ = 0, ‖φδ‖∞ = 1,
and let ψ ∈ C2(Ω) be an extension of φδ|Ωδ/2 to Ω such that ∆pψ ∈ C(Ω) and
η := minΩ ψ > 0. We find, for any positive constant T ,
∆p(Tψ) + a(Tψ)
p−1 − b(Tψ)q ≤ (a− λΩδ1 )(Tψ)
p−1 < 0, in Ωδ/2,
∆p(Tψ) + a(Tψ)
p−1 − b(Tψ)q = T p−1(∆pψ + aψ
p−1)− bT qψq, in Ω\Ωδ/2.
Let ξ = infΩ\Ωδ/2 b and
Tq :=
[
ξ−1 sup
Ω
(∆pψ + aψ
p−1)η−q
]1/(q−p+1)
.
We easily see that for T = Tq,
∆p(Tψ) + a(Tψ)
p−1 − b(Tψ)q ≤ 0, in Ω.
Therefore, Qqψ is a supersolution of (1.1). As (1.1) has arbitrarily small positive
subsolutions, its unique positive solution uq must satisfy uq ≤ Tqψ. Clearly Tq → 1/η
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as q →∞. Thus, for any q0 > p−1, {Mq : q ≥ q0} is bounded. In particular, {Mn}
is bounded. This completes the proof of Step 1.
Step 2. Let vn be the unique solution of
−∆pv = av
p−1 − ‖b‖∞v
qn, v|∂Ω = 0.
By Theorem 1.2 we know ‖vn‖∞ → 1. On the other hand, a comparison argument
(see [DG1]) shows un ≥ vn. Hence c ≥ 1.
Step 3. w ≤ 1/c a.e. in Ω\Ω0. Otherwise the set {x ∈ Ω\Ω0 : w(x) > 1/c}
has positive measure and we can find some c1 > 1/c such that Ω1 := {x ∈ Ω\Ω0 :
w(x) ≥ c1} has positive measure. As wn → w in L
p(Ω), by passing to a subsequence,
wn → w a.e. in Ω. Hence, by Egorov’s theorem, we can find a subset of Ω1, say
Ω2 which has positive measure and such that wn → w uniformly on Ω2. It follows
that un → cw uniformly on Ω2. Thus, there exists ǫ > 0 such that for all large n,
un ≥ 1 + ǫ on Ω2.
Let φ ∈ C∞0 (Ω) be an arbitrary nonnegative function, and multiplying the equa-
tion for wn by φ and integrating over Ω, we obtain∫
Ω
|Dwn|
p−2Dwn ·Dφdx = a
∫
Ω
wp−1n φdx−
∫
Ω
buqn−p+1n w
p−1
n φdx.
Hence, for all large n,
(1 + ǫ)qn−p+1
∫
Ω2
bwp−1n φdx ≤
∫
Ω2
buqn−p+1n w
p−1
n φdx
≤ −
∫
Ω
|Dwn|
p−2Dwn ·Dφdx+ a
∫
Ω
wp−1n φdx.
Dividing the above inequality by (1 + ǫ)qn−p+1 and letting n→∞, we deduce∫
Ω2
bwp−1φdx = 0.
It follows that w = 0 a.e. in Ω2, contradicting the assumption that w ≥ c1 there.
This proves Step 3.
Using un = Mnwn and denoting uˆ = cw, we see from Lemma 5.1 and Steps 1-3
above that the following result holds:
Lemma 5.2. (i) {‖un‖∞} is bounded.
(ii) Subject to a subsequence, un → uˆ weakly in W
1,p
0 (Ω) and strongly in L
m(Ω),
∀m ≥ 1.
(iii) uˆ ≤ 1 a.e. in Ω\Ω0 and ‖uˆ‖∞ ≥ 1.
(iv) u˜(x) := limr→0
∫
Br(x)
uˆ(y)dy/|Br(x)| exists for every x ∈ Ω.
(v) u˜(x) is u.s.c. on Ω and u˜ = uˆ a.e. in Ω.
19
(vi) For each x0 ∈ Ω and any given ǫ > 0, we can find a small ball Br(x0) ⊂ Ω
such that for all large n,
un(x) ≤ u˜(x0) + ǫ, ∀x ∈ Br(x0).
We are now ready to complete the proof of Theorem 1.6. The main idea is similar
to that in the proof of Theorem 1.6 of [DDM]. Multiplying the equation for un by
φ ∈ C∞0 (Ω), we deduce∫
Ω
|Dun|
p−2Dun ·Dφdx = a
∫
Ω
up−1n φdx−
∫
Ω
b(x)uqnn φdx.
It follows that, subject to a subsequence,
lim
n→∞
∫
Ω
b(x)uqnn φdx = −
∫
Ω
|Duˆ|p−2Duˆ ·Dφdx+ a
∫
Ω
uˆp−1φdx, ∀φ ∈ C∞0 (Ω). (5.1)
Clearly the right-hand side of (5.1) defines a continuous linear functional onW 1,p0 (Ω):
F(φ) = −
∫
Ω
|Duˆ|p−2Duˆ ·Dφdx+ a
∫
Ω
uˆp−1φdx.
Arguments similar to those in the proof of Theorem 1.6 of [DDM] imply
F(φ) ≥ 0, ∀φ ∈ W 1,p0 (Ω) satisfying φ ≥ 0 a.e. on Ω\Ω0, (5.2)
F(φ) = 0, ∀φ ∈ W 1,p0 (Ω) satisfying supp(φ) ⊂ Ω0 ∪ {uˆ < 1}. (5.3)
The rest of the proof is same as that of Theorem 1.6 of [DDM], we present it for
completeness. By Lemma 5.2 (iii), we easily see that u˜ ≤ 1 on the open set Ω\Ω0.
We show next that u˜ is close to 0 near ∂Ω and u˜ ≤ 1 on ∂Ω0. By Lemma 5.2 (i),
we can find M > 0 such that aup−1n < M on Ω for all n ≥ 1. Therefore
−∆pun = au
p−1
n − b(x)u
qn
n ≤M on Ω.
If V is given by
−∆pV = M in Ω, V |∂Ω = 0,
we obtain by the comparison principle in (see [Gu1]) that un ≤ V . It follows that
u˜ ≤ V . Therefore, u˜ is close to 0 near ∂Ω. Since u˜ ≤ 1 on Ω\Ω0, we must have
u˜ ≤ 1 on ∂Ω0 except possibly for a set of capacity zero (see, [DDM]).
From the above analysis, we see that it is possible to choose φ ∈ C∞0 (Ω) such that
0 ≤ φ ≤ 1 on Ω and φ = 1 on a δ-neighborhood Nδ of {uˆ = 1}. Let v ∈ K be
arbitrary and denote vˆ = max{v, φ}. Clearly 0 ≤ vˆ − v ∈ W 1,p0 (Ω). Thus, by (5.2),∫
Ω
|Duˆ|p−2Duˆ ·D(v − uˆ)dx− a
∫
Ω
uˆp−1(v − uˆ)dx = −F(v − uˆ)
= F(vˆ − v) + F(uˆ− vˆ) ≥ F(uˆ− vˆ).
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Denote u∗ = uˆ − vˆ. Clearly u∗ ∈ W 1,p0 (Ω). Now we choose ψ ∈ C
∞
0 (Ω) satisfying
0 ≤ ψ ≤ 1 on Ω, ψ = 0 on Ω\N(2/3)δ , ψ = 1 on N(1/3)δ . Then clearly
supp((1− ψ)u∗) ⊂ Ω\N(1/3)δ ⊂ {u˜ < 1} ∪ Ω0.
Hence, by (5.3),
F(u∗) = F((1− ψ)u∗) + F(ψu∗) = F(ψu∗).
As ψ = 0 on Ω\N(2/3)δ , and vˆ = max{v, φ} = 1 a.e. on Nδ, we find that ψu
∗ =
ψ(u˜ − 1) a.e. on Ω. Since ψ(uˆ − 1) is zero outside N(2/3)δ it can be regarded as a
member of W 1,p(RN). It is easily seen that the representative of ψ(uˆ− 1) obtained
through the limiting process in Lemma 5.1 (iii) is ψ(u˜− 1). Thus we obtain
F(u∗) = F(ψu∗) = F(ψ(u˜− 1)).
As u˜ ≤ 1 on Ω\Ω0 and is u.s.c., we find that the set A1 := {u˜ = 1} ∩ (Ω\Ω0) is
closed. Let A2 := R
N\N(2/3)δ and A = A1 ∪A2. We know that ψ(u˜− 1) vanishes on
the closed set A (except possibly for a set of capacity zero) and so by Lemma 5.1
(iii), it can be approximated in the W 1,p(RN) norm by φn ∈ W
1,p(RN) with each
φn vanishing in a neighborhood of A. Therefore, supp(φn) ⊂ {u˜ < 1} ∪ Ω0, and by
(5.3), F(φn) = 0. It follows that
F(u∗) = F(ψ(u˜− 1)) = lim
n→∞
F(φn) = 0.
We thus obtain∫
Ω
|Duˆ|p−2Duˆ ·D(v − uˆ)dx− a
∫
Ω
uˆp−1(v − uˆ)dx ≥ 0, ∀v ∈ K.
That is to say that uˆ ∈ K is a solution of (1.6). This finishes our proof of Theorem
1.6.
6. Comments
Just as in [DDM], we believe that the following result is true. However, we can
only prove it in the special case when N ≤ 2.
Conjecture 6.1: Suppose that {un} ⊂ C
1(Ω) satisfies (in the weak sense) for
some positive constant λ,
−∆pun ≤ λ|un|
p−2un, un ≥ 0 in Ω; un|∂Ω = 0, ‖un‖∞ = 1.
Then it has a subsequence converging weakly in W 1,p0 (Ω) and strongly in L
m(Ω) for
any m > 1, to some u with ‖u‖∞ = 1.
Proof of Conjecture 6.1 when N ≤ 2:
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It follows from the inequality satisfied by un that∫
Ω
|Dun|
pdx ≤ λ
∫
Ω
upndx ≤ λ|Ω|.
This implies that {‖un‖W 1,p
0
(Ω)} is uniformly bounded. Thus it has a subsequence
(still denoted by {un}) and u ∈ W
1,p
0 (Ω) such that
un → u weakly in W
1,p
0 (Ω), un → u strongly in L
p(Ω), as n→∞.
Note that once we a uniform L∞ bound on un, we have un → u strongly in L
m(Ω)
for any m > 1.
To show that ‖u‖∞ = 1, we argue by contradiction. Assume that ‖u‖∞ = 1− ǫ <
1. We will show that ‖un‖∞ < 1 for large n, which gives us a contradiction.
Solve
−∆pvn = λ|un|
p−2un, vn|∂Ω = 0,
By the comparison lemma, it is clear that un ≤ vn in Ω. By regularity theory [Gu1],
we may assume that vn converges to v in C
1
0 (Ω¯). Hence we can find a neighborhood
U of ∂Ω in Ω such that un ≤ vn ≤ ǫ < 1.
In the following, we will show that for any point x0 ∈ Ω−U , we can find a small
open ball BR := Bx0 := Bx0(R) centered at x0 with radius R such that un ≤ 1− ǫ/2
on BR for all large n. Covering Ω − U by finite many such balls then gives us the
conclusion that un ≤ 1− ǫ/2 on Ω− U . Hence we get a contradiction.
Since we are in the case N = 2, we can choose R > 0 such that∫
∂Bx0(R)
|Dun|
pdx ≤ C
and ∫
∂Bx0 (R)
|Du|pdx ≤ C.
Now, we let un be the harmonic function extension of un|∂BR and let u∞ be the
harmonic function extension of u∞|∂BR . By the maximum principle we know that
|un|L∞(BR) ≤ 1 |u∞|L∞(BR) ≤ 1. We also have the following standard estimates:
There is a uniform constant g0 such that
|un(x)− un(x
′)| ≤ g0|x− x
′|(p−1)/p
and
|u∞(x)− u∞(x
′)| ≤ g0|x− x
′|(p−1)/p
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for all x, x′ ∈ BR. Since, for any fixed small R0 > 0,∫
BR0
|un − u∞|dx ≤ |un − u∞|L1 → 0,
as n→∞, we have ∫
∂BR
|un − u∞|dx→ 0,
for almost every R ∈ (0, R0). Hence, using Poisson’s expressions for the harmonic
functions un and u∞, we have
|un − u∞|(x)→ 0
uniformly in BR.
Let wn be the unique solution to the problem on the ball BR:
−∆pwn = λ, wn|∂BR = un,
and Let w∞ be the unique solution to the problem on the ball BR:
−∆pw∞ = λ, w∞|∂BR = u∞,
The uniqueness of the solutions are obtained by the comparison lemma (see [Va].)The
existence of wn can be obtained by minimize the following functional
Dp(u) =
1
p
∫
BR
|Du|pdx− λ
∫
BR
udx
over the space un +W
1,p
0 (BR). In fact, the functional Dp(·) is easily seen bounded
below by using the Sobolev inequality and Dp(·) ∈ C
1(W 1,p(BR)) is weakly lower
semi-continuous in W 1,p(BR). So there is a minimizer of Dp(·) on the space un +
W 1,p0 (BR), and the minimizer is our wn. In the same way, we find the existence
and uniqueness of w∞. By the regularity theory [T] we know that they C
1 up to
boundary of BR. Note that λ ≥ λ|un|
p−2un on BR. By the comparison lemma we
get that wn ≥ un and w∞ ≥ u∞ on BR. Solve the problem
−∆pw = λ, w|∂BR = 1− ǫ/4.
We find that w(x) = λ1/(p−1)(Rp/(p−1) − |x|p/(p−1)) + 1 − ǫ/4, which is less than
1 − ǫ/8 provided R > 0 is small enough. Recall that our assumption on u∞ is
0 ≤ u∞(x) ≤ 1− ǫ on Ω. So by the comparison lemma again we find that w ≥ w∞
on BR. We now that un ≤ wn = wn − w∞ + w∞ ≤ wn − w∞ + w on BR. We only
need to show that wn − w∞ is small in L
∞(BR).
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Set σ = (p− 1)/p. Using a priori estimates of P. Tolksdorff ( see Proposition 6 in
[To], page 144) , we have a uniform constant C1 > 0 such that
|wn − un|(x) ≤ C1R
σ, in BR
and
|w∞ − u∞|(x) ≤ C1R
σ, in BR
We remark that all the assumptions in Proposition 6 in [T] are satisfied except that
P.Tolksdorf used the cube Q not our ball. But his argument clearly works for our
case. We just replace his g by our harmonic functions un and u∞.
By using the triangle inequality we have
|wn − w∞|(x) ≤ |wn − un|(x) + |w∞ − u∞|(x) + |un − u∞|(x)
≤ 2C1R
σ + |un − u∞|(x), in BR
which can be made arbitrarily small, saying less than ǫ/100 by choosing R > 0
sufficiently small, for all large n. We remark that all the assumptions in Proposition
6 in [T] are satisfied except that P.Tolksdorf used the cube Q not our ball. But his
argument clearly works for our case.
Hence we have |un|(x) ≤ 1− ǫ/2 on Ω.
This completes the proof.
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