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Spatial linear models have been applied in numerous fields such as agriculture, geoscience and environmen-
tal sciences, among many others. Spatial dependence structure modelling, using a geostatistical approach,
is an indispensable tool to estimate the parameters that define this structure. However, this estimation may
be greatly affected by the presence of atypical observations in the sampled data. The purpose of this paper
is to use diagnostic techniques to assess the sensitivity of the maximum-likelihood estimators, covariance
functions and linear predictor to small perturbations in the data and/or the spatial linear model assump-
tions. The methodology is illustrated with two real data sets. The results allowed us to conclude that the
presence of atypical values in the sample data have a strong influence on thematic maps, changing the
spatial dependence structure.
Keywords: spatial statistics; Gaussian models; influence diagnostics and precision agriculture
1. Introduction
Spatial linear models have been applied to numerous fields such as agriculture, astronomy,
epidemiology, geoscience, environmental science and social sciences. For more details about
estimation, inference methods and applications of these models, see [10,21,23,33]. This work
is focused on the spatial linear models considered in [28], specifically concerning the influence
diagnostics in Gaussian spatial linear models.
Outliers and detection of influent observations are important steps in a data analysis. There
are several ways of evaluating the influence of perturbations in data and in the statistical model.
Important reviews can be found in the books by Cook and Weisberg [9] and Chatterjee and Hadi
[4] and in the paper by Cook [8]. On the other hand, there are only a few works in the literature
about influence diagnostics in spatial linear models. Diamond and Armstrong [11] and Warnes
[35] observed the sensitivity of predictions to perturbations in a covariance function. Christensen
et al. [5] examined a case deletion diagnostics for predictions based on universal kriging, while
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Christensen et al. [6] considered a case deletion diagnostics for restricted maximum-likelihood
(ML) estimates of covariance function parameters. Rather than eliminating cases, the approach
proposed by Cook [8] is a general method for evaluating, using the ML estimators, the influence
of small perturbations on the model or the data set.
Further results on local influence and applications in linear regression and mixed models can
be found in [1,12,15,17,18,25–27].
Another important concept used for influence diagnostics in regression models is leverage
[20]. This idea has been generalized to more complex models. For example, Wei et al. [36]
extended the leverage method to nonlinear models. The proposed leverage consists of measuring
the influence that the observed response exercises over its own predicted value. In this paper, we
have applied the approach of local influence and generalized leverage to the spatial linear model.
We use log-likelihood, restricted log-likelihood and the response perturbation scheme to analyse
the sensitivity of ML and restricted ML estimates concerning the parameters of model covariance
function.
This paper is organized as follows. Section 2 considers the spatial linear model. Section 3
reviews concepts of local influence and generalized leverage. We also derive the curvature for
response perturbation scheme and a small simulation study is presented. Section 4 presents an
illustration of the methodology with two real data sets. First, we briefly reanalyse the aquifer head
data from the Saratoga Valley in Wyoming given in Jones [22], and then we analyse the Wypych
data set on soya bean productivity in an area of the western region of Paraná State, Brazil. In the
appendices, we present the observed information matrices, the derivatives for some covariance
functions and the Wypych data set.
2. The Gaussian spatial linear model
When observations are taken in space (instead of time, for example), the data can exhibit more
complex correlation structures. A two-dimensional correlation can exist if the data are taken only
over a spatial surface; a three-dimensional one, if the data are taken over true three-dimensional
space (longitude, latitude and altitude, for example) or even a four-dimensional one, if the data
are taken over three-dimensional space and time, denominated spatio-temporal data. Actually, in
theory, one can extend the correlation to any number of dimensions.
To model a data set with a spatial correlation structure, we consider [28] a Gaussian stochastic
process {Z(s), s ∈D}, where D is a subset of Rd , the d-dimensional Euclidean space. Suppose that
data Z(s1), . . . , Z(sn) of this process are observed at known sites (locations) si, for i = 1, . . . , n,
where si is a d-dimensional vector of spatial site coordinates, and generated from the model,
Z(si) = μ(si) + (si), (1)
where both the deterministic term μ(si) and the stochastic term (si) may depend on the spa-
tial location at which Z(si) is observed. We assume that the stochastic errors have zero mean,
E{(si)}=0, and that variation between spatial points is determined by a covariance function
C(si, sj)= cov{(si), (sj)}.
Suppose that for some known functions of si, x1(si), . . . , xp(si), the mean of the stochastic
process is
μ(si) =
p∑
j=1
xj (si)βj , (2)
where β1, . . . , βp are unknown parameters to be estimated. In addition, each family of covari-
ance functions C(si, sj) is fully specified by a q-dimensional parameter vector φ= (φ1, . . . , φq)T.
In our case q = 3. We use the following notations: Z(si)= zi, Z = (z1, . . . , zn)T, xij = xj(si),
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xTi = (xi1, . . . , xip), X as the n ×p matrix with the ith row xTi , β= (β1, . . . , βp)T, i = (si) and
= (1, . . . , n)T, with i =1, . . . , n and j =1, . . . , p. Thus, μ(si) = xTi β and then zi = xTi β + i ,
i =1, . . . , n. Equivalently, in matrix notation, we have
Z = Xβ + . (3)
Then, E()=0 and the covariance matrix of , say  = [(σ ij)], where, σ ij =C(si, sj). We assume
that  is non-singular and that X has a full column rank. We concentrate on a particular parametric
form for the covariance matrix given by
 = φ1In + φ2R, (4)
where R =R(φ3)= [(rij)] is an n ×n symmetric matrix with diagonal elements rii =1, for
i =1, . . . , n. This parametric form occurs for several isotropic processes, where C(si, sj) is defined
via the function C(δij)=φ2rij, with δij =‖si − sj‖ being the Euclidean distance between the points
si and sj. For example, the exponential power covariance function is given by
C(δij ) = φ2 exp
[
−
(
δij
φ3
)κ]
, δij > 0 and C(δij ) = φ1 + φ2, (5)
if δij =0, where all these parameters are assumed to be non-negative, i.e. φj ≥0, for j = 1, 2, 3 and
κ >0 fixed. The Gaussian covariance function is a special case when κ = 2 and the exponential
covariance function corresponds to κ =1. The Matérn is another covariance function particularly
attractive given by
C(δij ) = φ22κ−1	(κ)
(
δij
φ3
)κ
Kκ
(
δij
φ3
)
, δij > 0 and C(δij ) = φ1 + φ2, (6)
if δij =0, where once again the parameters are assumed to be non-negative, i.e.φj ≥0, for j =1, 2, 3
and Kκ(u) = 12
∫∞
0 x
κ−1e−(1/2)u(x+x−1) dx is the modified Bessel function of the third kind of order
κ [19], with κ >0 fixed. The Gaussian covariance function is a special case when κ → ∞ and
the exponential covariance function corresponds to κ = 12 . In these covariance functions, the
variance of an observation is C(0)=φ1 +φ2, the total sill. The parameter φ1 can be viewed as
a measurement error variance or a nugget effect and φ3 as a function of the range of the model.
The spherical covariance function and others also yield the form (4). Although we work in terms
of covariances, the variogram, defined by
γ (δ) = C(0) − C(δ) (7)
may be used.
Under the hypothesis of the normality of the errors, Z ∼Nn(Xβ, ), the unknown model param-
eters may be estimated by maximizing the normal likelihood, as considered by Katanidis [24] and
Mardia and Marshall [28]. In this case, the log-likelihood function for Z is given by
l(θ) = −n
2
log(2π) − 1
2
log || − 1
2
(Z − Xβ)T−1(Z − Xβ), (8)
where θ = (βT, φT)T. Mardia and Watkins [29] warn about the possibility of multimodality of
log-likelihood, under the spherical covariance function case.
Asymptotic standard errors can be calculated by inverting either the observed information
matrix or the expected information matrix. For the normal distribution, the expected information
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matrix is given by [14]
K(θ) =
(
K(β) 0
0 K(φ)
)
, (9)
where K(β)=XT−1X and K(φ)= [(kij(φ))], with
kij (φ) = 12 tr
(
−1
∂
∂φi
−1
∂
∂φj
)
,
for i, j =1, . . . , q.
Also, a method frequently used to estimate the covariance functions is the restricted ML method;
see [6,10,38] and the references therein for more details on this type of estimation for spatial
prediction. In this case, the restricted log-likelihood function is given by
lR(φ) = −n − p2 log(2π) +
1
2
log(|XTX|) − 1
2
log || − 1
2
log |XT−1X| − 1
2
ZTPZ, (10)
where P =−1(I −A), with A=X(XT−1X)−1XT−1.
An interesting alternative formulation of the Gaussian model (1)–(3) is given by Diggle
et al. [13].
In studies that generate spatial data, an important goal is a future measurement prediction at a
new location inside the same spatial region. This is known as universal kriging. Let Z0 =Z(s0)
be a future observation at location s0 ∈D. The mean of Z0 is xT0 β, where xT0 = (x01, . . . , x0p) and
x0j = xj(s0), for j = 1, . . . , p. The minimum mean square error predictor is – best linear unbiased
– [33]
p(s0, θ) = xT0 β + CT0−1(Z − Xβ), (11)
where CT0 = (C(δ10), . . . , C(δn0)), with δi0 =‖si − s0‖, for i =1, . . . , n. So, a point estimator of
Z0 is
Zˆ0 = p(s0, θˆ) = xT0 βˆ + Cˆ
T
0 ˆ
−1(Z − Xβˆ). (12)
3. Influence diagnostics
There are several ways to evaluate the influence of perturbations in the data set and in the model
given the estimated parameters. Case deletion is a common way to assess the effect of an obser-
vation on the estimate process. This is a global influence analysis, since the effect of observation
is evaluated by eliminating it from the data set. Alternatively, local influence is based more on
geometric differentiation than on the elimination of the observations. A differential comparison
of estimators is used before and after perturbing the data and/or model assumptions. As in [8],
we use the likelihood displacement to evaluate the local influence. The restricted likelihood and
generalized leverage are also used.
3.1 Local influence on the likelihood displacement
A perturbed log-likelihood function can be defined by
l(θ/ω) = −n
2
log(2π) − 1
2
log || − 1
2
(Zω − Xβ)T−1(Zω − Xβ), (13)
where Zω =Z +ω, with ω= (ω1, ω2, . . . , ωn)T being the perturbation vector of the response
and ωo =0n = (0, . . . , 0)T is the non-perturbed point, i.e. where l(θ/ωo)= l(θ). This scheme of
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perturbation is intended to detect possible outliers in the data set that can affect the ML estimator
of θ. Let θˆω be the ML estimator of θ in the perturbed model. The influence of the perturbation
ω on the ML estimator can be evaluated by the likelihood displacement defined by
LD(ω) = 2(l(θˆ) − l(θˆω)). (14)
Cook [8] proposed to study the local behaviour of LD(ω) around ωo, using the normal curvature
Cl of LD(ω) evaluated at ωo in the direction of a unitary vector l, and showed that
Cl = 2 | lTTL−1l |, ‖l‖ = 1, (15)
where L is the observed information matrix evaluated at θ = θˆ and  is a (p+ q)×n matrix given
by  = (Tβ,Tφ)T also evaluated at θ = θ̂ and ω=ω0. Here,
β = XT−1 and φ = (T1 , . . . , Tq )T, (16)
where i = (Z −Xβ)T−1(∂/∂φi)−1, for i =1, . . . , q.
The elements of the information matrix are presented inAppendix 1 and the derivatives ∂/∂φj,
for j =1, . . . , q, for some covariance functions in Appendix 3. Let lmax be the direction of max-
imum normal curvature, which is the perturbation that produces the greatest local change in θˆ.
The most influential data can be identified by their large components of the vector lmax. Here, lmax
is the eigenvector corresponding to the largest eigenvalue of B=TL−1. Another important
direction is l = ein, which corresponds to the ith unitary vector of Rn. In this case, the normal
curvature – called the total local influence of the ith observation – is given by Ci =2|bii|, where
bii is the ith element of the diagonal of B, for i =1, . . . , n. We use lmax and Ci as a diagnostics
for local influence.
The delta matrix, using the restricted log-likelihood, lR(φ), is given by
R = ∂
2lR(φ/ω)
∂φ∂ωT
, (17)
evaluated at φ = φ̂ and ω=ω0, with ∂2lR(φ/ω)/∂φj∂ωT = −ZTωP (∂/∂φj )P , for j = 1, . . . , q.
The second derivative matrix, LR = ∂2lR(φ)/∂φ∂φT is presented in Appendix 2.
3.2 Local influence on the covariance function and on the linear predictor
The covariance function C(δ) also depends on θ and, for δ fixed, we denote it as Cδ(θ). It is
important to study the sensitivity of its ML estimate given by, say Cδ(θˆ). We use the direction of
maximum slope [2,3]. The first-order local influence of a perturbation (in this case, Zω =Z +ω)
is measured by using the slope in the direction l, denoted as S(l), concerning the influence graph
of Cδ(θˆω) versus ω. In our case, we have
S(l) = lTC˙δ, (18)
where C˙δ is an n ×1 vector given by C˙δ = {−TL−1(∂Cδ(θ)/∂θ) |θ=θˆ} with
∂Cδ(θ)
∂θT
=
(
0T,
∂Cδ(θ)
∂φT
)
and
∂Cδ(θ)
∂φT
=
(
∂Cδ(θ)
∂φ1
, . . . ,
∂Cδ(θ)
∂φq
)
.
The direction of local maximum slope is lδ = C˙δ/‖C˙δ‖. As in Section 3.1, another direction of
interest is l = ein, which corresponds to the ith unitary vector of Rn. In this case, the slope is given
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by S(ein) = Sic = C˙iδ , where C˙iδ is the ith element of C˙δ , for i = 1, . . . , n. We use lδ and Sic to
analyse the sensitivity of the covariance function to small perturbations in the statistical model.
Analogously, for the linear predictor p(s0, θ), we have
S(l) = lTp˙(s0, θ), (19)
where, p˙(s0, θ) is an n ×1 vector given by p˙(s0, θ) = {−TL−1(∂p(s0, θ)/∂θ) |θ=θˆ},
∂p(s0, θ)
∂θ
=
(
∂p(s0, θ)
∂βT
,
∂p(s0, θ)
∂φT
)T
, with
∂p(s0, θ)
∂β
= x0 − XT−1C0,
∂p(s0, θ)
∂φ
=
[(
∂p(s0, θ)
∂φj
)]
,
∂p(s0, θ)
∂φj
=
{
∂CT0
∂φj
− CT0−1
∂
∂φj
}
−1(Z − Xβ)
and
∂CT0
∂φj
=
(
∂C(δ10)
∂φj
, . . . ,
∂C(δn0)
∂φj
)
, for j = 1, . . . , q.
The direction of local maximum slope is lp = p˙(s0, θ)/‖p˙(s0, θ)‖, and the slope in direction
l = ein is S(ein) = Sip = p˙i(s0, θ), where p˙i(s0, θ) is the ith element of p˙(s0, θ), for i = 1, . . . , n.
3.3 Generalized leverage
As mentioned by Hoaglin and Welsh [20], Ross [32], St. Laurent and Cook [34] and Wei et al.
[36], the purpose of the leverage is to measure the influence that the observed response exercises
over its own predicted value. Let μ=Xβ be the expected value of Z. Then, it follows from Wei
et al. [36] that the generalized leverage matrix, ∂Zˆ/∂ZT, takes the form
GL(θ) = Dθ(−L)−1LθZ, (20)
where Dθ = ∂μ/∂θT = (X, 0), and LθZ = ∂2l(θ)/∂θ∂ZT = (LTβZ, LTφZ)T, LβZ =XT−1 and
LφZ = ∂2l(θ)/∂φ∂ZT, with ∂2l(θ)/∂φj∂ZT = T−1(∂/∂φj )−1, for j =1, . . . , q.
After some algebra, we have
GL(θ) = X(Lββ − LβφL−1φφLφβ)−1(LφβL−1φφLφZ − LβZ) = GL1 + GL2, (21)
where GL1 = X{XT−1X + LβφL−1φφLφβ}−1XT−1 and GL2 = X{XT−1X + LβφL−1φφLφβ}−1
(−LβφL−1φφLφZ).
Note that if Lβφ ≈0 or if we use the Fisher information matrix, K(θ) (see Equation (9)), instead
of (−L) in Equation (20), we have GL(θ)≈X(XT−1X)−1XT−1 =A that coincides with the
generalized leverage matrix proposed by Martin [30]. We use the diagonal elements of the GL(θˆ)
matrix, say, GLii, for i =1, . . . , n as an influence diagnostics in the vector Zˆ.
3.4 Cook’s distance
In order to measure the global influence on θˆ, we define a measure analogous to that given in
Cook’s distance ([7]; see also [37])
Diθ =
(
1
p + q
)
(θˆ − θˆ(i))TK(θ)(θˆ − θˆ(i)) = αDiβ + (1 − α)Diφ, (22)
where Diβ = (βˆ − βˆ(i))T(XT−1X)(βˆ − βˆ(i))/p, Diφ = (φˆ − φˆ(i))TK(φ)(φˆ − φˆ(i))/q,
α =p/(p+q) and θˆ(i) is the estimate of θ excluding the ith case. Idem for βˆ(i) and φˆ(i).
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Figure 1. Index plots of Ci and Sip for simulated data with the exponential covariance function.
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Figure 2. Index plots of Ci and Sip for simulated data with the Gaussian covariance function.
3.5 Simulation study
In order to evaluate the capacity of the methodology to detect atypical data, we conducted a
small simulation study by generating n =100 observations, in a regular grid with a distance of
10 metres between points, from model (3) with X = 1n and β=μ. We used the exponential and
Gaussian covariance functions and we set the parameters at μ=0 and φ= (0, 10, 15)T. As in [16],
after generating zi, for i =1, . . . , 100, we perturbed the maximum value of the sample; zmax ←
zmax +
√
ZTZ, with Z = (z1, . . . , z100)T. The index plots of Ci and Sip are given in Figures 1
and 2. We can notice one great influence of observation 98, the perturbed observation (Figure 1),
confirming the sensitivity of the ML estimators in the presence of atypical data. Note, however,
that observation 98 is not detected by Sip. A similar conclusion is obtained using the Gaussian
covariance function (Figure 2), in which we modify observation 15. Thus, this small simulation
study shows that Ci detect outliers. However, the measure of the first-order, Sip, is not as effective
for detecting outliers.
4. Applications
In this section, we re-analyse two real data sets. We focus on the θ parameter. All computations
were performed in R DEVELOPMENT CORE TEAM [31].
4.1 Application 1: Jones data
Jones [22] analysed aquifer head data from the Saratoga Valley in Wyoming. Only for comparative
purposes, we will make a brief analysis of influence diagnostics in this data set. We use a model
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Figure 3. Influence plots for Jones data.
that incorporates linear trend and, as in Christensen et al. [5], we use the Gaussian covariance
function. The diagnostic analysis was obtained by ML. The results using restricted ML are similar,
but they are not shown here. Christensen et al. [5] used deletion cases and found that the points
1, 2, 49, 50 and 69 are the most influential ones. Figure 3 shows several measures of diagnostics.
From the graphs Ci, leverage and Cook distance, it can be observed that the points 1, 49, 50 and
81 are potentially influential. This trial did not detect cases 2 and 69 as influential, different from
Christensen et al. [5]. The Sic index plot (lδ index plot shows similar results, but they are not
included here) shows that cases 15, 57 and 61 are potentially influent on the covariance function.
Note that none of these cases were detected by the measures proposed by Christensen et al. [5].
4.2 Application 2: Wypych data
The data correspond to 83 sample points in a 46.6 ha area in Wypych registered in the agricultural
year 2006/2007, in western region of Paraná State, Brazil. We use the model zi = xTi β + i ,
i =1, . . . , 83, with xTi = (xi1, xi2, xi3), where the variables correspond to the average of soya
bean yield (z) (t ha−1); x1 =1, average height of plants at the end of the production process
(x2) (cm) and average number of pods (x3). The 83 georeferenced points from this essay were
determined by a regular grid of 75×75 m and found out by a global positioning system. The
main interest is to study the spatial variability of soya bean yield (z) at the studied area. The data
are displayed in Appendix 4, see Tables A1 and A2. Figure A1 presents scatterplot and estimated
correlation function.
Table 1 lists the estimates by restricted ML and ML methods of the vector of parameters
β and φ, using the exponential covariance and Matérn functions (with κ = 0.7). The respective
asymptotic standard errors are in parentheses. To estimate these asymptotic standard errors, we use
the expected information matrix (see Equation (9)) for the ML case, and the observed information
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Table 1. ML and restricted ML for the exponential and Matérn covariance functions,
the asymptotic standard errors are in parentheses.
Parameter Method Exponential Matérn, κ = 0.7
β1 ML 0.9932 (0.6995) 0.9870 (0.7003)
RML 0.9247 (0.7688) 0.9210 (0.7703)
β2 ML 0.0211 (0.0139) 0.0213 (0.0139)
RML 0.0259 (0.0147) 0.0261 (0.0147)
β3 ML 0.0303 (0.0075) 0.0303 (0.0074)
RML 0.0297 (0.0076) 0.0298 (0.0076)
φ1 ML 0.2236 (0.0644) 0.2407 (0.0563)
RML 0.2493 (0.0529) 0.2613 (0.0496)
φ2 ML 0.1095 (0.0792) 0.0929 (0.0671)
RML 0.1770 (0.1176) 0.1688 (0.1151)
φ3 ML 112.7431 (0.7032) 105.2721 (0.1831)
RML 372.3987 (6.4661) 307.8970 (0.9397)
matrix (see Appendix 2) for the restricted ML case. For more details, see [5]. In general, for
both exponential and Matérn functions (κ = 0.7), the ML and the restricted ML of β1, β2,
β3, φ1 and φ2 are very similar. However, the estimated value of φ3 by the ML is a lot smaller
then its estimated value by the restricted ML. This difference among the estimated values is also
observed on estimates of asymptotic standard errors, when the Matérn function (κ = 0.7) is used.
The asymptotic standard errors show considerably higher values.
Figure 4 shows the index plots of Ci and lδ (with δ =5) for the exponential (left) and Matérn
(right) covariance functions. From the index plot of Ci, it can be seen that cases 6, 7 and 61
are potentially influential on the ML estimates, using the exponential covariance function, while
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Figure 4. Index plot of Ci and lδ for theWypych data using the exponential (left) and Matérn (right) covariance
functions.
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with the Matérn covariance function, observations 6 and 7 are also highlighted in addition to 36.
The lδ index plots highlight cases 7 and 36 as the most influential, using exponential and Matérn
covariance functions, respectively. The results using the restricted ML method are similar, so they
are not presented here.
Figure 5 shows the index plots of the leverage and the Cook distance for the exponential (left)
and Matérn (right) covariance functions. In both index plots of the leverage, it is observed that
case 69 is potentially the most influential in the vector of predictions. Furthermore, the index
plot of Cook’s distance shows that observations 6 and 36 could have a considerable effect on the
ML estimates using the exponential covariance function. It can also be observed that the Cook
distance did not detect cases that are potentially influential on the ML estimates using the Matérn
covariance function.
Figure 6 presents the index plots of the lp for exponential (left) and Matérn (right) covariance
functions at the point x0 = (1, 45.23, 38.20) and δ =5. These graphs show that cases 7 (for expo-
nential covariance function) and 36 (Matérn covariance function) are potentially more influential
on the linear predictor.
Using the cross-validation criterion, the exponential covariance function is chosen to illustrate
the effect of the observations identified as potentially influential in the thematic maps. We removed
observations 7 and 69, which correspond to the most potentially influential detected by leverage
and lp measures (local influence on the predictor) (Figures 5 and 6 (left)). Figure 7 presents the
thematic maps, with all data (left) and without observations 7 and 69 (right), drawn by universal
kriging interpolation. It is observed that there are large variations on grey scales among the maps.
The map drawn with all data underestimates the yield, showing that there are no sub-regions with
lower productivity than 2.2 (t ha−1) and there is a large area with productivity between 2.9 and
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Figure 5. Index plot of the leverage and the Cook distance for Wypych data using the exponential (left) and
Matérn (right) covariance functions.
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Figure 6. Index plots of the lp for Wypych data using exponential (left) and Matérn (right) covariance
functions.
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Figure 7. Estimated thematic maps for Wypych data using the exponential covariance function with all of
the observations (left) and without observations (right).
3.7 (t ha−1). On the other hand, on the map drawn without influential observations, some sub-
regions whose yield is less than 2.2 (t ha−1) can be seen as well as a reduction in the area whose
productivity is between 2.9 and 3.7 (t ha−1). This suggests that observations 7 and 69 have a great
influence on the thematic maps and also on the estimate of the soya bean total yield. Therefore,
if the drawing of thematic maps does not take into account the diagnostic analysis, the soya bean
yield at the studied area would be overestimated due to the presence of atypical observations.
5. Conclusion
In this paper, we have developed some diagnostic techniques to analyse the role of each sampled
point in different aspects of adjustment regarding Gaussian spatial linear models. In order to do
that, we applied the method of local influence and generalized leverage. The main focus was
to evaluate the effect of possible outliers on the covariance functions and the linear predictor.
We have obtained explicit expressions to implement these techniques using the exponential,
Gaussian and Matérn covariance functions. As in other statistical models, based on the normality
assumption, the influence of the outliers on the estimation of parameters, covariance functions
and the linear predictor is significant. So, there are important effects, for example, on estimating
the productivity of a certain crop area, as shown in Figure 7. Non-normal alternative distributions,
in order to analyse these kinds of data, can be found in the elliptical distributions class, such as
the t multivariate distribution.
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Appendix 1. The observed information matrix for Gaussian spatial models
The log-likelihood function is given by
l(θ) = −n
2
log(2π) − 1
2
log || − 1
2
(Z − Xβ)T−1(Z − Xβ). (A.1)
The score functions are given by
U(β) = ∂l(θ)
∂β
= XT−1(Z − Xβ) (A.2)
and
U(φ) = ∂l(θ)
∂φ
= (U(φ1), . . . , U(φq))T (A.3)
where, U(φj ) = − 12 {tr(−1(∂/∂φj )) − T−1(∂/∂φj )−1}, with =Z −Xβ.
Similarly, the second derivatives matrix, is given by
L(θ) = L =
(
Lββ Lβφ
Lφβ Lφφ
)
, (A.4)
where Lββ = − (XT−1X), Lβφ = ∂2l(θ)/∂β∂φT, with ∂2l(θ)/∂β∂φj = −XT−1(∂/∂φj)−1,
for j =1, . . . , q, and Lφφ = ∂2l(θ)/∂φ∂φT, with elements ∂2l(θ)/∂φi∂φj = 12 tr{−1((∂/∂φi)
−1(∂/∂φj ) − ∂2/∂φi∂φj )} + 12T−1{∂2/∂φi∂φj − (∂/∂φi)−1(∂/∂φj ) − (∂/
∂φj )
−1(∂/∂φi)}−1, for i, j =1, . . . , q.
Appendix 2. The observed information matrix for restricted likelihood
The restricted log-likelihood function is given by
lR(φ) = −n − p2 log(2π) +
1
2
log(|XTX|) − 1
2
log || − 1
2
log |XT−1X| − 1
2
ZTPZ, (A.5)
where P =−1(I −A), with A=X(XT−1X)−1XT−1.
The score function for φ is given by
UR(φ) = ∂lR(φ)
∂φ
= (UR(φ1), . . . , UR(φq))T, (A.6)
where, UR(φj ) = − 12 {tr(P (∂/∂φj )) − ZTP(∂/∂φj )PZ}, for j =1, . . . , q.
The matrix of second derivatives of lR(φ), LR = ∂2lR(φ)/∂φ∂φT, has elements
∂2lR(φ)
∂φi∂φj
= 1
2
tr
{
P
(
∂
∂φi
P
∂
∂φj
− ∂
2
∂φi∂φj
)}
+ 1
2
ZTP
{
∂2
∂φi∂φj
− ∂
∂φi
P
∂
∂φj
− ∂
∂φj
P
∂
∂φi
}
PZ,
for i, j =1, . . . , q.
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Appendix 3. Derivatives for some covariance functions
In our case, the covariance matrix takes of form  =φ1I +φ2R. Then, the first and second
derivatives of  with respect to φ1, φ2, and φ3 are given, respectively, by
(a) ∂/∂φ1 = I, ∂2/∂φ21 = ∂2/∂φ1∂φ2 = ∂2/∂φ1∂φ3 = 0,
(b) ∂/∂φ2 =R, ∂2/∂φ22 = 0 and ∂2/∂φ2∂φ3 = ∂R/∂φ3 = [(∂rij/∂φ3)],
(c) ∂/∂φ3 =φ2(∂R/∂φ3) and ∂2/∂φ23 = φ2(∂2R/∂φ23) = φ2[(∂2rij /∂φ23)], for i, j =1, . . . , q.
The first and second derivatives of rij with respect to φ3 for the exponential, Gaussian and
Matérn covariance functions are presented below.
Exponential covariance function:
∂rij
∂φ3
= rij δij
φ23
and
∂2rij
∂φ23
=
(
rij δij
φ33
){(
δij
φ3
)
− 2
}
, (A.7)
for i, j =1, . . . , q.
Gaussian covariance function:
∂rij
∂φ3
= 2rij δ
2
ij
φ33
and
∂2rij
∂φ23
=
(
2rij δ2ij
φ43
){
2
(
δij
φ3
)2
− 3
}
, (A.8)
for i, j =1, . . . , q.
Matérn covariance function:
∂rij
∂φ3
= −
(
1
φ3
){
κrij + 12κ−1	(κ)
(
δij
φ3
)κ+1
K ′κ
(
δij
φ3
)}
(A.9)
and
∂2rij
∂φ23
=
(
κ(κ + 1)rij
φ23
)
+
(
1
φ232κ−1	(κ)
)(
δij
φ3
)κ+1
×
{
2(κ + 1)K ′κ
(
δij
φ3
)
+
(
δij
φ3
)
K ′′κ
(
δij
φ3
)}
, (A.10)
for i, j =1, . . . , q, where K ′κ(u) = ∂Kκ(u)/∂u = −(1/2){Kκ−1(u) + Kκ+1(u)} and K ′′κ (u) =
∂2Kκ(u)/∂u
2 = (1/4){Kκ−2(u) + 2Kκ(u) + Kκ+2(u)}.
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Figure A1. Scatterplot and estimated correlation function for Wypych data.
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Appendix 4. Wypych data set
Table A1. X,Y : coordinate (UTM); z, soya bean yield (t ha−1); x2, average height (cm); x3, average number
of pods.
Obs X Y z x2 x3 Obs X Y z x2 x3
1 236,475 7,250,400 2.92 34.0 40.0 43 236,325 7,250,850 2.72 50.0 35.0
2 236,550 7,250,400 2.66 39.0 31.0 44 236,400 7,250,850 2.53 47.0 26.0
3 236,625 7,250,400 3.47 36.0 50.0 45 236,475 7,250,850 3.17 52.0 30.0
4 236,700 7,250,400 3.07 38.0 44.0 46 236,550 7,250,850 2.11 46.0 26.0
5 236,775 7,250,400 2.38 36.0 28.0 47 236,625 7,250,850 3.16 46.0 31.0
6 236,325 7,250,475 5.53 53.0 45.0 48 236,700 7,250,850 3.21 43.0 37.0
7 236,400 7,250,475 2.89 49.0 30.0 49 236,775 7,250,850 3.18 41.4 38.8
8 236,475 7,250,475 3.84 40.0 46.0 50 236,850 7,250,850 3.38 37.8 48.0
9 236,550 7,250,475 3.02 43.0 39.0 51 236,250 7,250,925 2.46 49.8 31.4
10 236,625 7,250,475 2.76 37.0 44.0 52 236,325 7,250,925 2.31 47.4 32.6
11 236,700 7,250,475 4.21 42.0 51.0 53 236,400 7,250,925 2.80 50.2 33.8
12 236,775 7,250,475 3.70 40.0 48.0 54 236,475 7,250,925 2.89 48.4 47.8
13 236,325 7,250,550 2.71 39.0 27.0 55 236,550 7,250,925 1.75 45.8 34.0
14 236,400 7,250,550 2.79 38.0 27.0 56 236,625 7,250,925 2.27 47.4 29.2
15 236,475 7,250,550 2.87 39.0 36.0 57 236,700 7,250,925 3.29 43.8 28.8
16 236,550 7,250,550 1.70 37.0 32.0 58 236,775 7,250,925 2.82 41.6 46.0
17 236,625 7,250,550 2.18 38.0 36.0 59 236,850 7,250,925 3.40 39.8 32.0
18 236,700 7,250,550 3.39 39.0 38.0 60 236,250 7,251,000 2.70 49.4 28.0
19 236,775 7,250,550 3.60 38.0 51.0 61 236,325 7,251,000 4.13 54.2 34.8
20 236,325 7,250,625 2.23 45.0 23.0 62 236,400 7,251,000 2.65 46.2 52.8
21 236,400 7,250,625 3.08 45.0 39.0 63 236,475 7,251,000 2.81 40.2 40.2
22 236,475 7,250,625 2.97 43.0 41.0 64 236,550 7,251,000 3.38 40.0 35.8
23 236,550 7,250,625 2.84 45.0 33.0 65 236,625 7,251,000 3.15 37.2 38.6
24 236,625 7,250,625 2.37 43.0 39.0 66 236,700 7,251,000 4.13 39.0 37.2
25 236,700 7,250,625 2.60 39.0 36.0 67 236,775 7,251,000 2.43 34.2 33.2
26 236,775 7,250,625 3.12 41.0 51.0 68 236,850 7,251,000 3.80 38.8 53.4
27 236,325 7,250,700 2.51 50.0 38.0 69 236,325 7,251,075 2.77 60.2 39.4
28 236,400 7,250,700 3.13 45.0 30.0 70 236,400 7,251,075 2.78 48.2 32.0
29 236,475 7,250,700 3.08 43.0 49.0 71 236,475 7,251,075 2.19 52.4 38.2
30 236,550 7,250,700 1.58 44.0 27.0 72 236,550 7,251,075 3.12 42.0 34.4
31 236,625 7,250,700 2.53 41.0 29.0 73 236,625 7,251,075 2.60 37.8 41.8
32 236,700 7,250,700 2.86 38.0 58.0 74 236,700 7,251,075 3.47 39.4 46.2
33 236,775 7,250,700 3.57 41.0 34.0 75 236,775 7,251,075 3.61 36.8 56.0
34 236,250 7,250,775 2.41 40.0 30.0 76 236,850 7,251,075 3.69 37.2 33.8
35 236,325 7,250,775 2.82 39.0 44.0 77 236,400 7,251,150 3.02 48.2 40.8
36 236,400 7,250,775 3.95 39.0 37.0 78 236,475 7,251,150 3.39 44.0 34.8
37 236,475 7,250,775 3.30 38.0 44.0 79 236,550 7,251,150 3.26 41.2 48.0
38 236,550 7,250,775 1.50 38.0 37.0 80 236,625 7,251,150 3.60 45.4 61.4
39 236,625 7,250,775 2.60 39.0 36.0 81 236,700 7,251,150 3.25 45.2 32.6
40 236,700 7,250,775 2.42 38.0 42.0 82 236,775 7,251,150 3.88 46.4 45.2
41 236,775 7,250,775 3.31 38.0 30.0 83 236,850 7,251,150 3.28 43.8 34.8
42 236,250 7,250,850 2.94 46.0 46.0
Note: UTM, Universal Transverse Mercator.
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Table A2. X,Y : coordinate (UTM) of the contour.
Point X Y
1 236,306 7,250,315
2 236,799 7,250,396
3 236,910 7,251,075
4 236,951 7,251,184
5 236,308 7,251,146
6 236,298 7,251,101
7 236,242 7,251,072
8 236,249 7,250,461
9 236,343 7,250,461
10 236,345 7,250,420
11 236,403 7,250,412
Note: UTM, Universal Transverse Mercator.
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