In this paper, we present a possible approach to use different Grid infrastructures across Europe and India for regional climate simulations and discuss in details the advantages and limitations in using them. The application taken into consideration is the Regional Climate Model RegCM4, which has been recently re-written for making it more efficient and easier to be fully exploited on any kind of computational infrastructure. We describe here the methods applied to port this package on the Grid infrastructures made available by the EU-IndiaGrid project. We also discuss different approaches, the way to run the model on both European and Indian infrastructures and our promising approach to deal with data management issues. Use of RegCM on Grid infrastructure has further been compared with that on HPC resources. The domain worked upon for these tests is the South-Asia CORDEX domain, which is of great S. Cozzini ( ) · F. De Giorgi CNR/IOM and eXact Lab srl, CNR/IOM UOS
Introduction
Climate research is one of the most demanding scientific fields with respect to the computational needs. Vast amount of computational power and storage are required to run climate models. The climate model users have therefore an incredible request for computational resources. So far, such large requirements are generally provided by High Performance Computing (HPC) infrastructures, which could range from a relatively small HPC Linux cluster at the Department Level or even at research group level up to supercomputer centers equipped with general purpose very large HPC platforms. It is, however, to be noted that in climate research, there are alsoto investigate and evaluate whether Grid Computing paradigm can help the climate research community in addressing some of these computer intensive scientific problems.
Grid Computing refers to a combination of computer resources from different administrative domains and geographically distributed to achieve a common goal [1] . These resources are more loosely coupled, heterogeneous and geographically dispersed compared to the conventional HPC systems. Grids are mostly built over the general purpose Grid software called middleware, which handles all the Grid complexity (user authentication, security, job scheduling and execution, data storage) and thus maintains the computational and storage resources in a transparent fashion to the end user. The aim is to make the utilization of the Grid as simple as using any other computational facility for the scientists belonging to any discipline.
Several Production Grid Infrastructures (PGIs) are now available worldwide and routinely used by a large number of computing demanding applications in different scientific fields. One of the most successful user communities is that of High Energy Physics (HEP) that actually has motivated the challenge to build the largest European PGI, which is now managed by the European Grid Infrastructure (EGI) project. Several other user communities (for instance bioinformatics and chemical scientists) are now using such infrastructure grouped in many different Virtual Organizations (VO). Such PGIs represent a unique opportunity to access high capacity computing infrastructures and storage space for small groups or institutions, which cannot easily access HPC infrastructure. Grid could also be a nice solution for institutions/groups to avoid the burden to setup and maintain HPC resources, a task that is usually difficult and expensive.
Earth Science (ES) user community made several efforts in the past few years to use and best exploit PGI. We discuss some activities performed in the forthcoming section but we anticipate here that limited experiments have been done so far in the area of climate simulations with the aim to port and deploy real climate applications on the PGI. There are several reasons for this: Grid Infrastructures still have some limitations that actually hinder their utilization in climate simulations. We mention here in particular three aspects: (i) Complexity and heterogeneity of middleware, (ii) Data management issues and (iii) Limited Message Passing Interface (MPI)/parallel support. In this paper we will address and analyze these issues with respect to two different PGIs (EGI and GARUDA) made available within EU-IndiaGRID2 project.
EU-IndiaGrid2 -Sustainable e-infrastructures across Europe and India (www.euindiagrid.eu) -is a project funded by the European Commission with the objective of promoting international interoperation between European and Indian Grid Infrastructures. A crucial activity of the project is to support some selected user communities in the porting of their scientific applications on the Grid computing infrastructures mentioned above. Among such scientific user communities, climate simulation is one of the most important domains.
The main simulation tool within the climate research user community within the EU-IndiaGrid2 project is the Regional Climate Model (version 4) developed at ICTP, in short RegCM4. In this paper, we focus on some of the issues relating to porting experiences of such package and present the methodologies to overcome the issues mentioned above (data management through OPeNDAP [2] protocol, MPI support on multicore platforms using the so called "Relocatable Package" mechanism, interoperability by means of GridWay [3] to solve complexity and heterogeneity of middleware). This paper is organized as follows. In Section 2 we review some modeling works done in the field of climate science and more generally in the Earth Science area in order to exploit the Grid paradigm. In Section 3 we present and discuss the RegCM4 package, while in Section 4 we introduce the Grid infrastructures available for this study. The aim is to familiarize the reader with the concept and the terminology that will then be used to illustrate our porting approach. The strategy we adopted to enable RegCM4 on such Grid infrastructures is then presented in Section 5 where we also discuss the difficulties and the innovative approach used by us to solve them. In Section 6 we present and discuss some performance results comparing the efficiency of using Grid with respect to HPC infrastructures. Finally, in Section 7 the conclusions are reported and we also discuss the future perspective of our study.
Climate Related Works on Grid
In this section we will briefly review some related works, which have been attempted to exploit Grid computing paradigm in the general area of Earth Science and more specifically in Climate Research.
Several European funded projects were actually involved in such effort: Earth Science (ES) was actually one of the first Virtual Organizations within EGEE, the European flagship project in Grid Computing in Europe. Successful experiences of the ES community's efforts within this project are reported in [4] and [5] . Earth Science communities were also active in other EU-funded projects, which involve other regions of the world. A short review of the work performed in the earth science community within these other projects is reported in [6] and [7] .
There were also ad-hoc European project (like for instance DEGREE) dedicated to increase the awareness and uptake of Grid technology and infrastructure by EU Earth Science Communities. The efforts however were mainly concerned with the development of Grid services for data access [8] and not in the area of large simulation in climate research.
In USA similar projects mainly involved in data management services were also launched a few years ago as for instance in reference [9] . Earth System Grid (ESG) is the most successful one [10, 11] . It has the ambitious goal of creating a Grid environment that harnesses the combined potential of massive distributed data resources, remote computation, and high-bandwidth wide-area networks as an integrated resource available to the Earth science users.
The best-known example of large-scale climate research experiment exploiting Grid paradigm is climate prediction (see http://www.climateprediction.net [12] ), based on volunteering computing. In this case oversimplified climate models are serially run on millions of computers in a truly distributed way.
Several other experiments were performed by porting more complex models on PGIs and then running computational experiments to assess their validity. For instance the CAM model was ported on Grid infrastructure [13] and associated methodology was developed. A similar methodology was also used for the WRF package [14] . Other efforts [15, 16] to port complex simulation models on PGI have also been made. More recently [17] a framework has been developed for improving the application throughput of a multicomponent Community Climate System application.
Regional Climate Model RegCM4 and Its Characteristics
In this section we present the climate software package RegCM4 and focus here on the analysis of its computational requirements. We also describe the typical computational experiments that could be performed by such simulation package.
Brief Description of RegCM4 and Its Usage
RegCM is one of the limited area models developed for long-term regional climate simulations. Recently its latest version 4 [18] , developed at the Abdus Salam International Centre for Theoretical Physics (ICTP) Trieste, Italy, has been released. RegCM4 has been developed by means of advanced software engineering techniques with the goal to create a modern scientific package, which needs to be highly efficient, robust, portable and user friendly. The whole input/output subsystem is now able to produce NetCDF [19] format files, which is in better compliance with the standard Climate and Forecast Conventions [20] . This new version includes some enhanced physical features [18] and is now ready for its use in the investigation of the most recent challenges in the area of climate change in a smooth and simple way. RegCM is released and offered to its wide community of end users as an open source code.
RegCM4 is a regional climate model based on the concept of one-way nesting, in which large scale meteorological fields from a Global Circulation Model (GCM) run provides initial and time-dependent meteorological boundary conditions for high resolution simulations on a specific region (the domain). The domain and its initial and boundary conditions are prepared in the pre-processing phase that consists of executing three different steps. The first step defines the domain of the simulation: the executable terrain horizontally interpolates the landuse and elevation data from a latitude-longitude Grid to the Cartesian Grid of the chosen domain producing the DOMAIN.nc file. In the second step sst executable read the DOMAIN file and creates a temporary file where Sea Surface Temperatures where provided by standard datasets are interpolated over the domain for the simulation period. In step three icbc program interpolates Sea Surface Temperature (SST) and global re-analysis data to the model Grid producing the so-called ICBC netcdf files (one for each month of simulations). Figure 1 describes the typical flowchart to setup and run a RegCM simulation. In the picture the names of the most common datasets used in the so-called preprocessing phase are also reported. All the steps in the workflow are managed and defined by a control input file (generally named regcm.in) where all the information about the pre-processing and the simulation steps are defined.
We note here that the pre-processing phase needs to read large sets of global re-analysis data that should be made available in advance on the computational platform to be used. The whole pre-processing phase is therefore I/O bounded. Reading and writing operations are actually predominant in the three sequential applications mentioned above. Later in this paper, we will discuss the size of file needed to setup a simulation for the domain of study we are interested in.
Once the Input files (DOMAIN and ICBC) are ready, the actual simulation can start by means of the RegCM4 parallel executable. The program will read initial and boundary conditions and evolve the domain for simulated time. At certain time intervals (generally every month) in several NetCDF files, the code stores the time evolution of several climate variables of interest grouped by the type SRF for surface variables, RAD for radiation variable and so on. These files are used later in the post-processing phase, which is generally undertaken by public available analysis tools. The size of the file stored is proportional to the size of the domain and to the length of the simulation and could be very large. We will give example of the file sizes involved for our experiment in Section 5.
A simulation can be split into smaller segments covering a limited period, using a checkpoint-andrestart capability, which is based on saving the current model status at fixed intervals in time on the disk files.
The RegCM4 computational engine is CPU intensive and uses the MPI library for parallel approach. RegCM4.1.1 version we used in this study has inherited the parallelization strategy from its previous RegCM3 [21] version, which is based on 1D domain decomposition along the longitudinal direction. The typical domain, which have a number of Grid points in the longitudinal direction in the order of 250, are therefore bounded to run on 32/64 cores to get decent scalability. The latest release RegCM4.3.5 now implements a more efficient full 2D domain decomposition algorithm, which solves the above limitations and scales on a large number of processors.
RegCM4 Simulation Experiment
One of the important scientific programs where RegCM4 is being used is the international COordinated Regional climate Downscaling EXperiment (CORDEX) [22] . It is a WCRP-coordinated international framework to produce an improved generation of regional climate change projections worldwide for input into impact and adaptation studies. In this context, RegCM4 community is conducting long simulations over different domains worldwide to contribute to the CORDEX project. Such simulations are generally run over 150 simulated years, covering the last 50 years of the 20th century and usually ending in the year 2100. These simulations are demanding both in terms of data storage and CPU time required and do not fit well, (as we will see later) the available Grid production infrastructure.
Before starting long simulations however, some short simulations are normally repeated a number of times, by introducing randomly generated perturbations into the boundary conditions for the purpose of removing the spurious signals coming from non-linear parts of the model. This procedure is repeated to fine tune the model and to check that the model works correctly. By this method one also estimates the internal variability in the model. Several sensitivity experiments of this kind are generally needed to validate the model.
It is also important to find out the best-suited configuration of parameters for a given regional domain and tune the model accordingly to be able to get the best possible results for that domain. Such tuning of the model is done by performing a number of short experiments like in the previous case, but this time using a different set of parameters for each simulation. For instance, one can explore the effect of using different convective precipitation schemes on land and ocean parts of the domain and/or using different landuse patterns.
The above two types of tuning and sensitivity experiments require a large number of short simulation runs that can be made independently and asynchronously. Each of them is actually not so demanding in terms of storage capacity. We will provide an example of such procedure later in Section 6. The example discussed in this paper will be related to tuning the model for the Indian summer monsoon in order to determine the best possible results.
Large number of independent simulations with varying parameters on relatively small domains could also be used for ensemble predictions and in several other applications in state-of-the-art climate research. Such computational experiments that involve independent runs based on parametric jobs are actually the most suitable candidates to be ported and executed on the Grid infrastructures.
EU-IndiaGrid Infrastructures
In this section we describe the EU-IndiaGrid infrastructures utilized in this study. We briefly describe the standard usage of both infrastructures and the weaknesses of such a standard approach with respect to the needs of climate simulation user communities. Conceptually, from the user perspective, using Grid infrastructure seems to be not too different from using any other HPC facility, which provides a job submission mechanism, i.e. a scheduler. The user prepares some scripts in a certain meta-language specifying the computational requests and then submits it to the system. One significant difference is how the data are managed on Grid infrastructures. On HPC resource (no matter if local and/or remote), the storage is directly linked to computational resources (i.e. the computational nodes automatically "see" the data once they are loaded on the infrastructure). This is not generally true in a Grid computing environment. It is left to the user to preload input data needed on appropriate Storage Grid resources and then within the job, locate the input data and to put the output data generated at the end of the job on appropriate storage resources. Therefore, to properly handle the data, the users are compelled to learn few more Grid data management tools besides the Grid job submission mechanism. Another significant difference is that the Grid environment, being quite heterogeneous, it is not always easy to correctly specify the requirements in the job description. This is especially true when parallel resources are needed.
Grid Middleware is the general-purpose Grid software that allows the user to interact and work with Grid resources and therefore the users are required to become familiar with it. The two Grid infrastructures used in this study use different Grid middleware: the Garuda India is built on Globus toolkit ( [23] see http://www.globus.org) while EU-IndiaGrid uses the gLite/EMI middleware (see http://www.eu-emi.eu/ middleware). In the following section we will give a short overview of both the infrastructures bringing out the common points and the differences between the two ways of using the infrastructures.
GARUDA
Garuda is the first national Grid initiative of India bringing together academic, scientific and research communities for developing their computing and data intensive applications. Today, Garuda connects 45 institutions across 17 cities, with an objective of bringing Grid computing to research laboratories, industries and academic institutions (see http://www. garudaindia.in). The availability of the efficient, highspeed (Multi Gigabit) network backbone called the National Knowledge Network (NKN) gives ample opportunity to exploit gigabit speeds for the scientific and engineering application being run on Garuda. Currently, the highly reliable and available NKN connects the resources of the Garuda Grid with a bandwidth of 1 Gbps.
From the point of view of computational resources, Garuda Grid is composed of various heterogeneous computing resources such as HPC clusters and multicores systems running on AIX, Linux and Solaris. The total number of CPUs available on Garuda Grid is about 6,500 and it provides computational power of approximately 70 TF. Basic Grid middleware services in Garuda are provided by Globus Toolkit -4.0.8. On the top of such middleware GridWay meta-scheduler has been enabled. This tool provides a complete job submission framework very similar to what is available on an HPC platform. It also offers support for resource accounting, fault detection and recovery and for state-of-the-art scheduling policies. Data management tools at the moment are just limited to Globus data management tools and this becomes a weak point for data intensive applications. Garuda users can therefore submit jobs from command line by means of GridWay on their local User interface.
EU-India Grid
The gLite based Grid infrastructure available to the EUIndiagrid2 user communities comprises of eleven EGI Grid sites (Computing Element, CE, from now on) where the EU-India Virtual Organization is enabled to run jobs and to store data. The computational resources made available are installed and configured mainly using gLite/EMI middleware running on 64 bit Linux Operating System. Available hardware is relatively recent and comprises mainly multicore (4, 8, 12 , 24 cores) Worker Nodes. A recently taken snapshot shows that VO members have at disposal, over 7300 CPU-cores (1800 CPU-sockets). On the storage side, the VO can use up to 44 TB of total space. Under this project all the gLite/EMI central services needed to support the operational status of the user applications belonging to the EU-India Virtual Organization have been installed and maintained. On the top of this standard gLite infrastructure, some advanced services have also been installed and configured. The Job submission framework is based on the Job Description Language (JDL) [24] .
Climate Application Requirements and Grid Infrastructures Support
We have already discussed in detail the computational characteristics for regional climate application RegCM4. Those can be summarized in terms of (i) availability of parallel computing resources and (ii) production of huge amount of datasets and accessing them from time to time. In this section, we will briefly discuss what the Grid infrastructures can provide under each of the above categories.
Availability of Parallel, Tightly Coupled Computational Resources
Nowadays, Grid gLite infrastructure provides an MPI handling mechanism, such as the MPI-Start [25] . It is a set of scripts, which easily detects and uses sitespecific MPI-related configuration. The package can select the proper MPI distribution and the proper batch scheduler; it can also distribute the files when there is no shared disk space. The MPI-Start scripts also handle user's pre/post execution actions and allows running MPI parallel jobs on any CE, which implements it correctly. There is in principle no limit to run parallel application on as many nodes as possible within a Grid site (i.e. a Computing Element, CE) which supports MPI. However, from the point of view of users, the JDL attributes that could characterize MPI enabled CEs in job descriptor files, are misleading and they describe a wrong level of abstraction. Only in the recent past, the following attributes have been inserted in gLite/EMI middleware to request explicitly MPI-type distributed resources:
(i) WholeNode: to ask for all the cores on a specified node; (ii) SMPGranularity: to determine how many cores you would like to use on every single node; (iii) HostNumber: to specify the total number of nodes you wish to run on.
The above attributes allow the users to fine-tune their MPI request matching to the job requirements. Unfortunately there is still a limited support for such tools and moreover it is also common to find misconfigured resources, due to the large number of sites and administrators involved. This indeed limits the computational resources available on the Grid to a few systems (out of several available resources). There is also another notable limitation. No information is actually provided about the interconnectivity among nodes and therefore scalability of tightly coupled parallel application is actually not predictable. Only CEs with a well-configured high-speed network can efficiently be used for inter-node parallel executions of tightly coupled parallel package like climate applications. At the moment, multicore architectures are widely available on the European Grid and therefore small and medium size parallel climate simulation can be efficiently executed. For large-scale simulations, dedicated HPC clusters are still the only viable tools.
Huge Amount of Datasets Produced and Accessed
As pointed out in Section 3, RegCM simulations require large datasets to be downloaded on the Grid and transferred back and forth several times during the model execution. There are several problems associated with this approach:
(i) Sites are scattered all over the world, and network bandwidth becomes critical. (ii) Many sites cannot provide enough temporary space to save intermediate results. (iii) The needed data sets should be intelligently replicated; otherwise, models may spend more time downloading and uploading data than running. (iv) Final data need to be post-processed and analyzed by the different tools used by the climate researchers. Therefore, data have to be easily accessed by users. A data and metadata management system has to be developed to handle all the information generated.
There is another aspect that needs to be taken into account: long simulations are usually split into a subsequent chain of jobs. In order to perform a complete set of simulation experiments, the users need to receive precise and timely information from Grid middleware monitoring system. This allows the users to deal with failed jobs, setup correct checkpoint/restart procedures (which could means that simulation can be restarted on different computing elements) and check the status of the simulations. It is therefore necessary to modify the workflow of the applications in order to adapt them to overcome these limitations. Furthermore, one of the main issues of PGI is the heterogeneity of computing resources, which may be a critical fact in order to facilitate users in accessing Grid resources belonging to different computational environment in a transparent and easy way, i.e.in other words to make them interoperable.
Grid Enabling Strategies for RegCM4
In this section, the RegCM4 porting strategy to overcome the difficulties mentioned earlier is described. We show here, how state-of-the-art climate experiments can efficiently be conducted on Grid infrastructure by means of the new approach suggested by us. First of all, we illustrate the way in which RegCM4 parallel execution is made on EUIndiaGrid and Garuda infrastructures. Then the interoperability approach across the infrastructures and data management methods are discussed.
Parallel Execution on gLite/EMI Middleware and Garuda
The standard approach to run RegCM4 in parallel on MPI-Start enabled resources requires that VO software managers compile RegCM4 software on each Grid site and system administrator will then publish the availability of the package software as Experimental Software (ESW). This means that, the number of Grid sites is further thinned down to the ones where local administrators are able to provide the entire software stack and libraries needed to compile the package. As a matter of fact, to get the software installed, this often requires long and complex interactions with the local system manager. This procedure and interaction should be repeated every time a new upgrade and release comes out. To overcome the above limitation, we provide the possibility to run RegCM (or any other MPI parallel application) through a different approach, which we name as the "relocatable package" (RP) approach. This way the actual number of resources available is also increased. By means of this approach, the simulation software and all its dependency (including the MPI library as well) have to be precompiled in advance somewhere else (generally on the user interface) and then packaged in an appropriate way to be easily executed on any kind or resources. The final package will then be moved to the CEs by the job itself. In the job, there is a script that relocates executable and libraries on the node assigned and can start the simulation. The package will then run on almost every resource available. Not only the MPIStart enables sites on the Grid but also the user is not required to choose any specific kind of resources. The main drawback of this solution is that a precompiled MPI distribution will not take advantage of any high-speed network available and will not be generally able to use more than one computing node. The "relocatable" solution is therefore optimal in using any available SMP resource. It makes a reasonably good solution to run small sized RegCM simulations on any Grid resource available. Table 1 compares some important aspects of the two approaches we propose to run RegCM on an EGI environment. A standard job submission script used on local HPC resource is shown in Box 1. For comparison, Boxes 2 and 3 show the typical job descriptor files (the JDL in gLite/EMI terminology) for direct submission through the command line interface on EGI infrastructure for the ES and RP approaches.
On GARUDA Grid infrastructure, execution of parallel MPI application is done through the Gridway meta-scheduler. Parallel applications are provided as local software on the MPI enable cluster and, being the user allowed to log into the resources, they can compile by themselves the needed software on all the MPI enabled clusters they plan to use. The process is very similar to ES approach on gLite/EMI Grid infrastructure with the only difference that any user is entitled to setup its own software. For job submission through GRIDWAY, a job template is to be prepared. This file consists of all the information required for the job to be executed such as the path of the executable and input files, the arguments to be passed, type of the job to be defined, host being requested, standard files to be generated and the number of processors for some of the mandatory fields. A simple job template to run a RegCM simulation is given in Box 4.
It is important to note that the latest version of the GRIDWAY (version 5.8) is able to manage both gLite and Globus GT4 resources. RegCM simulations can in principle be easily and transparently submitted on both the Indian and European Grid resources. This allows to achieve a complete interoperability among PGIs in a transparent and simpler way with respect to the previous attempts [26] A unique job description file, in the Gridway meta-language can be used where by modifying just the hostname, one can access the resources belonging to different PGI from one single point. At the moment, version 1.1 of the Miramare Interoperable Lightweight User (MILU) released in August 2012 is the tool that provides interoperation within the two Grid infrastructures [27] . MILU features GridWay 5.8 that allows MPI job submission and addresses climate change community requirements both on GARUDA and EGI infrastructures.
Data Management
The greatest challenge in running RegCM on the Grid is in handling the vast data properly. As discussed above, setting up a RegCM simulation (preprocessing phase) requires access to relatively large data ensembles (several Terabytes) available locally. This is impossible to be accomplished on the Grid (but this is also true for any remote HPC infrastructure available for a limited amount of time) and hence the pre-processing is generally performed on a platform where all the needed data sets are preloaded. A typical simulation to be performed on Grid infrastructure therefore requires interacting with the data management tools available on such the Grid infrastructure.
In Fig. 2 we describe the sequence of data management operations needed to run RegCM run send to EGI infrastructure.
• Uploading input data (Domain +ICBC files) from the platform where they are generated to the User interface (UI).
• Loading input data to the Storage Grid systems (SE).
• Retrieving data from SE, once the job is ready to run on CE (some ad-hoc script within the JDL can accomplish this).
• Transferring data generated from the simulation to a SE, once the execution is over (this is again accomplished by ad hoc script).
• Downloading the final data sets from SE on the UI for post-processing by the user.
The complete set of operations is a complex and error prone procedure and moreover time consuming, especially in case of large datasets. A new simplified way to handle the data management is however available in RegCM4 since the release of version 4.1.1, where all the I/O operations are managed through NetCDF data format, provided by the NetCDF library. This allows for the use of the Open-source Project for a Network Data Access Protocol (OPeNDAP) which is a protocol for requesting and transporting data across the web. This means that all the RegCM input operations can be done remotely without any need to upload data through Grid data tools. Any data server providing OPeNDAP protocol (for instance a THREDDS Server [28] ) can therefore be used to provide global datasets for creating initial and boundary conditions files without the need to download the complete global datasets, but just the required subset in space and time. To enable OPeNDAP remote data access protocol capabilities of NetCDF library some extra libraries and tools should be provided. This software can be easily added to the relocatable package described above. OPeNDAP therefore allows for easily performing both the pre-processing phase and the simulation on any e-infrastructure, which provides outbound connectivity. It also avoids any usage of Grid data management tools in the input phase. The new schema to run a full RegCM simulation involves submitting the correct input control file where all references to the local directories (where global data are needed) are Box 2 Job submission file for RP requesting one single multicore node with 8 cores just replaced with URL to on line DAP servers containing the needed required data. Figure 3 illustrates this new approach that hides all the data management complexities of input operation within the NetCDF library and the OPeNDAP protocol. We underline the fact that output operations are still present and have to be handled by means of standard data management tools.
Results and Discussion
In this section we present some preliminary results of several experiments based on short RegCM4 simulations performed on Grid Infrastructures available. The overall goal is to compare and analyze the different enabling methods outlined in the previous section and provide an estimate about their efficiency. Our aim is to check and compare the performance of the RegCM simulation performed using different approaches on some heterogeneous Computing Elements available and described in the following subsection. We first report simulation timings obtained on Grid resources and compare them against standard HPC resources available. We then estimate the overall cost of a full RegCM4 experiment performed on Grid taking into account the data management issues also.
Our performance experiments are focused on the South-Asia CORDEX domain (160 × 224 Grid points of size) as given in Fig. 4 . The test runs were limited to only one month of simulation at 50 km model resolution, which is the standard one used in all CORDEX simulations. The amount of data needed to run a RegCM simulation over such a domain for one single month in the preprocessing steps is reported in Table 2 . Output size of the simulation is also reported.
Box 4 A simple job template to run RegCM simulation on GARUDA requesting to run in MPI on 8 cores The domain taken in consideration requires 1.3 GB of generated input data and the simulation produces 3 GB. We emphasize here that the size of data is just for one single month of simulation. One-month period is indeed a small fraction of the overall time of simulation even for the shortest sensitivity experiment that runs for few years. In the next subsection we provide some information about the computational infrastructures used in the above simulations and their characteristics.
Computational Infrastructure
We run our experiments on a subset of resources belonging to Garuda and EU-India Grid infrastructures. The hardware details of the selected Computational Elements are reported in Table 3 . EU-India Grid Briareo and ce-01 Computational Elements (CEs) chosen for the experiments are located in Trieste and are under our own control. We therefore were able to properly install the packages and all other required dependencies and then monitor and analyze their behavior in a controlled way. The multicore machines belonging to the Computing Elements in Legnaro were instead kept reserved for us during this study period to allow precise measurements and correct comparison with CEs located in Trieste. On Garuda infrastructure, we have mainly used the cluster head node named gg-blr and located in Bangalore, because the compilers available on the system were suitable for successful porting and integration of the latest version of RegCM with all the required dependencies. We have also used standard HPC resources available at ICTP for the local RegCM community. The local HPC resource named Argo is a HPC Linux cluster composed by multicore Intel nodes interconnected by QDR infiniband network. 
RegCM Performance Analysis on Controlled CEs
In this subsection we analyze the performance of RegCM4 simulations conducted by two different approaches on Grid infrastructures (namely ESW and RP as defined in previous section) and also compare them against the performance of HPC resources. Table 4 reports the performance and scalability obtained by the ESW approach. The global simulation time (in seconds) as measured by the internal timing system of the package is reported.
Argo and gg-blr (Garuda Grid India) are the most efficient platforms, due to the combined effect of relatively recent Intel CPUs and fast InfiniBand connection. These factors outperform the other two computing elements (Briareo and ce-01) based on rather old AMD processors and slower Infiniband network. Overall, Argo HPC platform scales better, which might be due to its better Infiniband connection with respect to gg-blr system.
It is interesting to note the large difference in performance on the two hardware equivalent CEs (Briareo and ce-01). It is due to the different software stacks used to compile the RegCM package on the two platforms. On ce-01 the well performing Intel compiler was used while on Briareo the GNU gfortran compiler has been used. It needs to be noted that the compiler has a big impact on the performance of the code. The observed difference in performance is actually in line with that reported in the benchmark study of the RegCM4 package for climate simulations [29] .
We can now compare the reported ESW performance against the ones obtained by using the Relocatable Package (RP) approach. The relocatable RegCM4 package was executed on the selected computing elements on the EU-India VO requiring a full multicore architecture. This has been done by means of the WholeNode attribute in JDL script. The relocatable package was compiled by means of Intel compiler and with a highly optimized MPI library for shared memory approach. This indeed limits the possibility of running the RP only within a shared memory architecture and no internode parallelism. We first observe that the RP performance on the multicore node on Briareo platform is much better than the ones obtained by ESW approach. This happens due to the fact the ESW package was not actually compiled in the most efficient way the RP approach allows. We then report the excellent performance results obtained by RP approach on modern multicore architecture now available on production Grid site. In Table 5 we see that a fully reserved modern multicore architecture can easily provide better performance than a multicore node on HPC resources available locally.
It is worth noting that the parallel execution within the multicore machine was performed by not using the entire number of available cores but with only the number of cores that better fit the domain size. We also tried to measure scalability within the node up to 16 (for 12 cores machines) and 32 (for 24 core machines). However the results on Table 5 , without any surprise, indicate that it is better to use less number of cores than overloading the machine with large number of processes.
RegCM Data Transfer Comparison
In this subsection we have performed some experiments in order to estimate the complete RegCM4 simulation time on Grid infrastructure taking into account data management operations and their cost in time. First, we present here a benchmark analysis of standard approach to data management on the Grid infrastructure as described in Fig. 2 . We then compare it with the direct use of OPeNDAP protocol to fetch data from a server during the pre-processing of a RegCM simulation as explained in Section 5.2 and Fig. 3 . Our goal is to evaluate the cost in term of times and the overall feasibility of the two distinct approaches.
The former one, which uses Grid data management tools (identified as gdm from now on), needs the complete pre-processed data before the actual execution is started. That means the pre-processing of the code that creates the DOMAIN and ICBC input files has to be performed on some other machine and then transferred to the Storage Element. Before the execution of each simulation, the pre-processed data are transferred to a local storage on the CE being used. In the second approach, the pre-processing can be performed directly using the Grid infrastructure itself. The global data required are available on the THREDDS server and can be directly accessed remotely by the preprocessing programs from the computing element. The programs then identify and download only the subsection of data needed and then generate and save input files required by RegCM4 locally on the computing elements. Here a first evaluation of the two approaches can be done measuring and/or estimating the time it takes to get the input file ready on the Grid resource.
In case one (gdm) the time required is given by the sum of three different terms: (i) time to generate data locally (ii) time to move data on to the SE and (iii) time to download data from SE to CE, i.e: We have estimated the three elements of the above formula in the following way. Contribution to T generation comes by ICBC and domain generation (terrain and icbc executable). The cumulative time of both programs is around 60 s when they execute all the dataset required on local storage. Incidentally, we note that the execution time for sst is negligible.
T se was estimated by considering the nominal speed (100 Mbit) of the link between the server where we generated the input files and the selected storage element (gridrms.ts.infn.it) used in all our experiments. It may be noted that this is the most favorable condition under which moving 1.3 GB of data takes around 100 s.
T ce was then estimated as an average of the times taken to download data from a selected SE (gridrms.ts.infn.it) on the Grid to the three different CEs. Table 6 shows the average times (in second) measured. Tests were repeated at least 3 times to have an estimate of the error bars that are considerably high. This is not surprising because of the fact that the wide area network is shared and hence loads can largely vary. The overall time T gdm can therefore be estimated between 330 and 410 s, depending on which CE computation is performed.
In Table 7 we report the averaged times taken to complete the pre-processing (only terrain and icbc, being the time needed by sst negligible again) by means of the OPEnDAP approach on a few CEs on the Grid infrastructures. Average is taken over at least three different executions and standard deviations associated are reported as well. We used this approach also on local HPC Argo resource to have an estimate of the overhead introduced when we are accessing data on an OPeNDAP server within a local area network. Looking at first line of Table 7 we see that time increases from 60 s (as reported above) to around 90 with an overhead of about 50 %. On Grid computing resources where OPeNDAP server has to be accessed trough a wide area network, execution times are significant larger and not stable among different sites. Times are also varying significantly among different repetitions as indicated by the large error bars. We can therefore estimate that the OPeN-DAP protocol time is somewhat between 600 and 1,000 s on Grid resources.
We observe that data transfer between local resource and Grid storage is less expensive than generating data on the Grid. The overhead associated with OPeNDAP approach varies between 50 % (best case) and more than 100 % in the worst case. The additional cost associated with OPeNDAP is however compensated by avoiding all the complexities of first procedure that can be error prone and complicated for non-expert users. It is worth to mention that all pre-processing procedure by means of the OPeNDAP approach is already performed automatically in the job submission script without any difficulties. Conversely it is much more difficult and complicated to automatize the gdm approach. We finally observe that the cost to directly perform pre-processing on the Grid can become in the worst case around 1,000 s which is about 20 % of the time taken to make the actual RegCM simulation based on the numbers reported in the previous section.
Simulations of Indian Summer Monsoon
Finally in this section we report the analysis of the results obtained from the model simulations concerning the Indian summer monsoon. As mentioned earlier, in this study RegCM version 4. Overall the directions of wind fields are well simulated by RegCM4 when compared with respective NCEP/NCAR reanalysis at both the levels. Considering the fact that Indian summer monsoon circulation and rainfall are very difficult to be exactly simulated by a numerical model, the above results of RegCM4.1.1 are reasonably good.
Conclusions
In this paper we reported the feasibility to perform climate regional simulation by means of Regional Climate Model version 4 (RegCM4) on different PGIs available within the EU-IndiaGrid project. In this work we also discussed the current limitations of Grid infrastructures with respect to the needs and requirements posed by the RegCM4 user community. We identified several kinds of activities that can be benefited from Grid infrastructure despite the limitations still present. We proposed and implemented some alternative approaches that overcome the limitations and difficulties and then make Grid computing feasible for certain identified activities. In particular, we have developed the Relocatable Package approach that we consider simpler and more efficient than the standard approach proposed on EGI infrastructures. The efficiency of the approach is based on the fact that users can easily exploit the many multicorecomputing elements nowadays available on PGI. We indeed have reported in the results section that modern multicore resources available on Grid infrastructures could deliver the same kind of performance as the local HPC resources with the same computational multicore architecture. This was tested as a real case study on the South Asia CORDEX domain. However, to fully enable the benefits of Grid computing for climate simulation, we also addressed the data management issues associated with the generation and transmission of large amount of data required by the RegCM4 package. We propose here a simple approach based on the netcdf library and the OPeNDAP protocol. This method greatly simplifies the complexity of the data management process in the preprocessing phase required to produce the input files necessary for the model simulation. We performed some comparative studies between the new proposed approach and the standard approach. Our results show that the preprocessing phase could be easily handled directly on the Grid infrastructure at a small additional cost in the execution time. We consider that it is worth paying a small increase in the execution time as compared to the level of complexity of the standard approach. It is important to mention here that from the user point of view, the OPeNDAP protocol is comfortable and transparent. In future it is essential to investigate in detail the balance between the cost in time and the simplicity of the approach we suggested in this work. More detailed experiments on several other Grid resources are actually planned in order to have a realistic estimate of all the aspects involved in the data management process. We also plan and deploy an acceptable approach to retrieve output data at the end of model simulations. We note here that output retrieval is still based on standard Grid data management tools. An approach similar to that used for input generation cannot be used in case of output retrieval because the OPeNDAP protocol is supposed to read data and not to write them. There are however several other possible approaches, for instance overlapping computation with data transfer in order to minimize the total simulation time and/or moving post processing tools to the Grid infrastructure as well and thus avoiding the download of large amount of data. The idea to move post-processing phase on the Grid, is for sure, the best approach for sensitivity experiments. In such a case, data produced by simulations are in fact used for almost on-the-fly analysis to assess the quality of some parameters and are not retained for post-processing at later stages.
We finally conclude that is now possible to design efficient sensitivity experiments by means of this Grid-deployed model. The typical kind of experiment we are suggesting is focused on small-scale regional domain where the associated data size involved is not so large and can be handled easily with the described approach. All the simulations required for such experiments can then be submitted simultaneously on the computing elements available on large PGIs. Each simulation can then run in parallel with excellent scalability within the nodes. This indeed is the optimal way to exploit Grid infrastructure with comparable or sometimes superior overall performance than that on a single HPC system.
