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In this paper, we use a method based on moving least squares method and Chebyshev poly-
nomials for numerical solution of Volterra–Fredholm integral equations of the second kind.
The main advantage of this method is that it does not need a mesh, neither for purposes of
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The theory and application of integral equations is an important subject within applied mathematics. Integral equations
of various types appear in many ﬁelds of science and engineering. Differential equations with transformed argument or dif-
ferential equations of neutral type can be transformed to Volterra–Fredholm integral equations [1]. There are several tech-
niques for approximating the solution of such problems, but very few references have been found in technical literature
dealing with Volterra–Fredholm integral equations. Yalcinbas [2] applied Taylor series and Ghasemi et al. [3] used homopoty
perturbation method for solving some of such equations. In [4] He’s variational iteration method is employed to solve non-
linear Volterra–Fredholm integral equations. The authors of [5] applied composite collocation method for (1). The collocation
method based on rationalized Haar functions is applied in [6] to numerical solution of (1). Also a triangular functions method
for solving (1) is introduced in [7]. In this paper, we apply a numerical method based on the MLS method, which utilizes
some distributed nodal points (that could be selected regularly or randomly) to approximate the unknown functions for
solution of the following Volterra–Fredholm integral equation:uðxÞ ¼ f ðxÞ þ
Z x
0
K1ðx; tÞuðtÞdt þ
Z 1
0
K2ðx; tÞuðtÞdt; 0 6 x; t 6 1; ð1Þwhere u(x) is the unknown function, while f(x) and the kernels K1(x, t) and K2(x, t) are known L2 functions. The outline of the
paper is as follows: Section 2 is devoted to the introduction of the moving least square approximations. In Section 3 the
method is applied to the Volterra–Fredholm integral equations of the form (1). In Section 4 numerical analysis and error esti-
mation of the method are given. Finally in Section 5 numerical results for some examples are obtained.. All rights reserved.
. Laeli Dastjerdi), maalek@yazduni.ac.ir (F.M. Maalek Ghaini).
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A meshless method uses a local approximation to represent the trial function with the values of the unknown variable at
some nodes. The MLS method as an approximation method has been introduced by Shepard [8] and Lancaster and Salkaukas
[9]. Suppose a continuous real function u : ½a; b ! R and the points (xi,ui), i = 0, . . . ,n are given. Let Pq be the space of poly-
nomials of degree q n. The MLS method gives the approximate function u^ðxÞ in a speciﬁed class of differentiable functions
which minimizes the quantity:J½u^ ¼
Xn
i¼0
wiðxÞ u^ðxiÞ  uið Þ2;where wi(x) is the non-negative weight function associated with the node i; n is the number of nodes in X for which the
weight function wi(x) > 0 and ui’s are the ﬁctitious nodal values, but not necessarily nodal values of the unknown trial func-
tion u^ðxÞ i.e. u^ðxiÞ – ui. Different weight functions have been used to construct the MLS shape functions. In this paper, we use
the Gaussian weight functions:wjðxÞ ¼
e

dj
a
 2
e
hj
a
 2
1e
hj
a
 2 ; 0 6 dj 6 hj;
0; dj > hj;
8><
>>:where dj = jx  xjj, a is a constant controlling the shape of the weight function and hj is the size of the support domain. For
this purpose we consider u^ðxÞ in the form,u^ðxÞ ¼ bðxÞTaðxÞ; 8x 2 X; ð2Þ
wherebðxÞ ¼ b0ðxÞ; b1ðxÞ; . . . ; bmðxÞ½ T ;
and fbiðxÞgmi¼0 is an ordered basis for Pq and,aðxÞ ¼ ½a0ðxÞ; a1ðxÞ; . . . ; amðxÞT ;
are unknown coefﬁcients to be determined. A necessary condition for J½u^ to be minimized is DJ = 0, which results the fol-
lowing normal equation,Xn
i¼0
wiðxÞbðxiÞbðxiÞTaðxÞ ¼
Xn
i¼0
wiðxÞbðxiÞui; ð3Þwhich by putting:AðxÞ ¼
Xn
i¼0
wiðxÞbðxiÞbðxiÞT ;
U ¼ ½u0;u1; . . . ;unT ;
andBðxÞ ¼ w0ðxÞbðx0Þ;w1ðxÞbðx1Þ; . . . ;wnðxÞbðxnÞ½ ;
can be written as:AðxÞaðxÞ ¼ BðxÞU; ð4Þ
and if we select the nodal points such that A(x) is nonsingular (4) has the unique solution,aðxÞ ¼ A1ðxÞBðxÞU: ð5Þ
Substituting from (5) into (2) we obtain,u^ðxÞ ¼ bðxÞTA1ðxÞBðxÞU ¼
Xn
i¼0
/iðxÞui; x 2 Xwhere/iðxÞ ¼
Xm
k¼0
bkðxÞ A1ðxÞBðxÞ
h i
ki
;and /i(x) represents the shape function of node i. The MLS shape functions are not restricted to interpolant functions since
they do not pass through the data points. We can use different basis such as monomials, Chebyshev and Legendre
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approximation theory and numerical analysis and in some quadrature rules based on Chebyshev polynomials that appear in
the theory of numerical integration [10]. It is worth noting that the sequence fTiðxÞg1i¼0 of Chebyshev polynomials satisﬁes
the recurrence relations,T0ðxÞ ¼ 1; T1ðxÞ ¼ x;
TjðxÞ ¼ 2xTj1ðxÞ  Tj2ðxÞ; jP 2; 1 6 x 6 1:For practical use of Chebyshev polynomials on the interval of interest [0,1] it is necessary to change the deﬁning domain by
means of the following substitution:z ¼ 2x 1; 0 6 x 6 1:
So, the shifted Chebyshev polynomials TIn ðxÞ on [0,1] are obtained as follows:TIn ðxÞ ¼ Tnð2x 1Þ:
We use shifted Chebyshev polynomials as basis functions to estimate the solution of the integral equations of the form (1).3. Description of the method
In this section, we use MLS approximation method for numerical solution of the integral equation (1). To use the shifted
Chebyshev polynomials we rewrite the problem (1) as follows:uðxÞ ¼ f ðxÞ þ x
Z 1
0
K1ðx; xsÞuðxsÞdsþ
Z 1
0
K2ðx; tÞuðtÞdt: ð6ÞTo apply the method, in the ﬁrst stage n nodal points {xi} in [0,1] are selected and in this paper we select the n + 1 roots of the
TInþ1ðxÞ . We can insert u^ðxÞ ¼
Pn
i¼0ui/iðxÞ as an approximation of u(x) in (6), to obtain:Xn
j¼0
/jðxÞ  x
Z 1
0
K1ðx; xsÞ/jðxsÞds
Z 1
0
K2ðx; tÞ/jðtÞdt
 
uj ’ f ðxÞ; ð7ÞThen by assuming that (7) is exact for the collocation points fxigni¼0we have,Xn
j¼0
/jðxiÞ  xi
Z 1
0
K1ðxi; xisÞ/jðxisÞds
Z 1
0
K2ðxi; tÞ/jðtÞdt
 
uj ¼ f ðxiÞ; ð8Þwe compute integrals in (7) numerically by using l point quadrature formula with the quadrature points fckglk¼1 and the
quadrature weights fwkglk¼1. Therefore, the above equation can be written as follows:Xn
j¼0
/jðxiÞ  xi
Xl
k¼1
wkK1ðxi; xickÞ/jðxickÞ 
Xl
k¼1
wkK2ðxi; ckÞ/jðckÞ
" #
u^j ¼ f ðxiÞ;for i = 0, . . . ,n where u^i’s are the approximations for ui’s. This is an (n + 1)  (n + 1) system of equations that can be solved by
an appropriate method to obtain the unknowns u^i.4. Convergence analysis
This section covers the convergence analysis of the proposed method.
In [11] Levin has analyzed the MLS method for a particular weight function obtaining error estimates in the uniform norm
for the approximation of a regular function in higher dimensions. In [12] Armentano and Durn have obtained error estimates
in the one dimensional case. In order to have MLS approximation well deﬁned, we need to guarantee that the minimization
problem has a unique solution. So we deﬁne:hf ; gix ¼
Xn
i¼1
wiðxÞf ðxiÞgðxiÞ;and note that,kfkx ¼ ðhf ; f ixÞ
1
2;is a discrete norm on the polynomial space Pq if the weight function satisﬁes the following property:
Property P (See [13]). For any x 2 X, the matrix A(x) deﬁned in (4) is non-singular.
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Maximu
n
5
9
13
23n ¼ cardðST ðxÞÞP cardðPqÞ ¼ mþ 1:Theorem 2 (See [12]). Assume that A(x) satisﬁes Property P. Then, for any x 2 X there exists u^ðxÞ 2 Pq which satisﬁes,ku u^kx 6 ku pkx;
for all p 2 Pq.Lemma 1. Let u(x) be in the Sobolev space Hk(1,1) and,Pmu ¼
Xm
i¼0
ciTiðxÞ;be the truncated Chebyshev series of u(x). Then we have the following upper bound for the projection error:ku PmukL2w ½1;1 6 cm
kkukHkwð1;1Þ;where c is a positive constant independent of m [14].Theorem 3 (See [15]). Assume K : X ! X be a bounded linear operator, with X a Banach space, and assume kK is one to one
and onto. Further assume,kK  PmKk ! 0 as m!1:
Then for all sufﬁciently large m the operator ðk PmKÞ1 exists as a bounded operator from X to X and is uniformly bounded i.e.
there exists a natural number N such that,sup
mPN
kðk PmKÞ1kh1:5. Numerical results
In this section, some examples are provided to show the strength of the proposed method in approximating the solution
of Volterra–Fredholm integral equations. For computational details and numerical implementation of the method we take
for the linear case hj ¼ 2n1, for the quadratic case hj ¼ 2:5n1 and for degree 3 case hj ¼ 3n1 and a ¼ 0:9n1 for all of them to ensure
the invertibility of the matrix A in MLS method. Also in our computations we use the 5-point Gauss–Legendre quadrature
rule for numerical integration. The algorithms are performed by Maple 12 with 30 digits precision.
Example 1. Consider the following Volterra–Fredholm integral equation:uðxÞ ¼ f ðxÞ þ
Z x
0
cosðx tÞuðtÞdt þ
Z 1
0
sinðx tÞuðtÞdt;with the exact solution u(x) = exp (x) where f(x) is chosen accordingly. We transform this equation to:uðxÞ ¼ f ðxÞ þ x
Z 1
0
cosðx xsÞuðxsÞdsþ
Z 1
0
sinðx tÞuðtÞdt;and then utilize the shifted Chebyshev polynomials. Table 1 presents the absolute errors for differentm, n’s, and Fig. 1 shows
the absolute error for m = 3 and n = 13.
We can also extend the applicability of our method to nonlinear mixed Volterra–Fredholm integral equations. In this case
we must solve a nonlinear system of equations via the methods such as Newton’s method.m error for different m, n.
m = 1 m = 2 m = 3
9  104 5  104 9  105
1  103 2  104 2  105
8  104 1  104 6  106
4  104 2.5  105 8  107
Fig. 1. The MLS approximation error of degree 3 with 13 points for Example 1.
Table 2
Maximum error for different m, n.
n m = 1 m = 2 m = 3
5 2.6  103 1.6  103 9  104
9 1.6  103 4.7  104 1.4  104
13 1.2  103 2  104 2.5  105
23 7  104 5  105 4  106
Fig. 2. The MLS approximation error of degree 3 with 23 points for Example 2.
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Table 3
Numerical results for Example 3.
xi Exact solution Numerical solutions
m = 1, n = 5 m = 2, n = 5
0 2 1.999721 1.999993
0.2 1.96 1.959387 1.960000
0.4 1.84 1.839465 1.839999
0.6 1.64 1.639457 1.639999
0.8 1.36 1.359370 1.360000
1 1 0.999668 1.000001
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4
Z x
0
ðx tÞuðtÞ2dt þ
Z 1
0
ð1þ tÞuðtÞdt;The analytic solution of this problem is u(x) = x2sin (x) and f(x) is chosen accordingly. The results for differentm, n’s are given
in Table 2 and Fig. 2 shows the absolute error for m = 2 and n = 23.Example 3. Finally, we consider the Volterra integral equation [16],uðxÞ ¼ x2  2 1
2
x expðx2  2Þ þ 1
2
x expð2Þ þ
Z x
0
xt expðuðtÞÞdt:The exact solution of this equation is u(x) = x2  2. Table 3 shows the numerical results for Example 3.6. Conclusion
In this paper, a numerical scheme based on moving least square method in combination with collocation method has
been used for the approximate solution of the Volterra–Fredholm integral equation. The method is a meshless method, be-
cause it requires no domain elements for the interpolation or approximation. The numerical results given in the previous
section demonstrate the efﬁciency and good accuracy of this scheme.
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