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Resumen
En esta presentacio´n se describen en forma breve algunas de las direcciones de investigacio´n que
en la actualidad se esta´n desarrollando dentro de la lı´nea “Optimizacio´n Mono y Multiobjetivo”
del Laboratorio de Investigacio´n y Desarrollo en Inteligencia Computacional (LIDIC). Uno de los
objetivos de esta lı´nea, es el estudio y desarrollo de metaheurı´sticas aptas para resolver problemas
de optimizacio´n nume´rica y combinatoria. En particular, el e´nfasis esta´ puesto en las heurı´sticas
de la inteligencia computacional basadas en los paradigmas de inteligencia colectiva y biolo´gicos.
1. Introduccio´n
En la actualidad la lı´nea de investigacio´n focaliza su trabajo sobre tres heurı´sticas: Sistemas Inmu-
nes (SI), Particle Swarm Optimizers (PSO) y Algoritmos Gene´ticos (AGs) Centralizados y Paralelos,
atacando los siguientes problemas: Optimizacio´n Nume´rica con restricciones (SI, PSO), Optimiza-
cio´n Multiobjetivo (PSO) y Problemas de Scheduling de Ma´quinas Paralelas Ide´nticas (AGs). En la
seccio´n dos se describe el grado de avance de cada problema tratado y la seccio´n tres presenta las
conclusiones y futuras lı´neas de trabajo.
2. Grado de Avance
2.1. Sistemas Inmunes
Actualmente el estudio esta´ centrado en el desarrollo de un nuevo modelo de sistema inmune ins-
pirado en el sistema inmune de los vertebrados. El modelo propuesto esta´ basado en los linfocitos T.
El modelo trabaja sobre 3 subpoblaciones: ce´lulas T vı´rgenes (CV), ce´lulas T efectoras (CE) y ce´lulas
T de memoria (CM). Las subpoblaciones CV y CE contienen ce´lulas representadas por cadenas bina-
rias en co´digo gray, en cambio, CM contiene cadenas de valores reales para representar a las ce´lulas
de memoria. Esto esta´ inspirado en el hecho que las ce´lulas de memoria poseen una representacio´n
fenotı´pica diferente a las otras dos. Los pasos del algoritmo se indican a continuacio´n:
1. Para un nu´mero prefijado de iteraciones:
2. Generar NV ce´lulas vı´rgenes en CV.
3. Evaluar funcio´n objetivo para determinar afinidad.
4. Efectuar procesos de proliferacio´n (clonacio´n) y de diferenciacio´n (mutacio´n).
5. Formar CE y CM con las mejores ce´lulas de CV (reemplazando a las peores si no esta´n vacias).
6. Aplicar proceso de reaccio´n a CE, con las mejores formar una nueva CE.
7. Aplicar proceso de reaccio´n a CM, con las mejores formar una nueva CM.
8. Mover mejores ce´lulas de CE a CM (acorde con un porcentaje predeterminado).
9. Si corresponde decrementar en 1 el taman˜o de CV e incrementar en 1 el de CE y CM.
El u´ltimo paso tiene como objeto permitir una exploracio´n global en las primeras etapas de la bu´sque-
da y una exploracio´n ma´s localizada sobre las ce´lulas consideradas promisorias hacia el final del
proceso.
El modelo anterior se desarrollo´ incialmente para optimizar funciones sin restricciones y el mismo
fue validado con un conjunto de funciones de prueba tomado de la literatura especializada. Para poder
aplicar el modelo propuesto a funciones con restricciones, fue necesario realizar pequen˜os cambios
para distinguir las zonas del espacio de bu´squeda que son factibles de las no factibles. En consecuen-
cia la accio´n de determinar la afinidad de una ce´lula ahora implica no so´lo calcular su valor de funcio´n
objetivo sino tambie´n verificar la cantidad de restricciones que satisface, el grado de violacio´n de las
restricciones y consecuentemente si la ce´lula representa una solucio´n factible o no. Por lo tanto, en la
etapa de afinidad se incorporo´ el siguiente esquema de manejo de restricciones, dadas dos soluciones:
1. Si las dos soluciones son factibles se tiene en cuenta el valor de la funcio´n objetivo para determinar
cua´l es la mejor.
2. Si una solucio´n es factible y la otra no lo es, entonces la mejor solucio´n es la factible.
3. Si las dos son no factibles entonces se toma como mejor solucio´n a aque´lla que viole en menor
grado las restricciones del problema.
Tambie´n el operador de mutacio´n fue modificado puesto que si se esta´ aplicando a una solucio´n fac-
tible debe modificarla levemente para permitir la exploracio´n del vecindario de la solucio´n factible
mientras que si la solucio´n es no factible debera´ modificarse en mayor medida, para permitirle esca-
par del o´ptimo local en el cual puede estar atrapada dicha solucio´n. En este u´ltimo caso, la dureza
del cambio estara´ afectada por el grado de violacio´n de las restricciones. Al ser evaluado el modelo
(incorporado ya el esquema de manejo de restricciones descripto), usando las funciones con restric-
ciones [10], los resultados obtenidos no fueron del todo satisfactorios. Por esta razo´n, actualmente
se esta´ trabajando en una modificacio´n del esquema de manejo de restricciones. A continuacio´n se
describen brevemente los aspectos ma´s relevantes de dicha modificacio´n.
Cada poblacio´n sigue encargada se efecutar una tarea especı´fica: CV aportar diversidad, CE ex-
plorar la frontera entre la zona factible y la no factible y por u´ltimo CM explorar la vecindad de las
mejores soluciones encontradas. La diferencia radica en la forma de realizar estas tareas. A continua-
cio´n se presenta el pseudoco´digo del nuevo modelo:
1. Para un nu´mero determinado de iteraciones.
2. Inicializar poblacio´n CV.
3. Dividir CV.
4. Reaccio´n CE.
5. Insercio´n CE en CM.
6. Reaccio´n CM.
En el primer paso se inicializa completamente la poblacio´n de ce´lulas vı´rgenes (CV) pero a medida
que avanza la evolucio´n la cantidad de ce´lulas disminuye puesto que se espera que hacia el final
del proceso no sera´ necesaria mucha diversidad porque se ha alcanzado la vecindad de la solucio´n
o´ptima. Luego, se divide CV en soluciones factibles y no factibles inserta´ndolas en CE fac y en
CE nfac respectivamente. El proceso de reaccio´n sobre ambas CEs es de la siguiente forma: CE fac
muta con un taman˜o de paso pequen˜o para explorar el vecindario de cada solucio´n factible encontrada
mientras que para aplicar la mutacio´n en CE nfac se incorpora informacio´n del problema. Esto es, se
asocia a cada solucio´n el grado de violacio´n de cada restriccio´n como tambie´n la suma de e´stas.
Tambie´n se ha asociado que´ variables de decisio´n influyen en cada restriccio´n. Esta informacio´n se
usa al momento de aplicar el operador de mutacio´n a las soluciones no factibles, para ello se busca
la restriccio´n con mayor violacio´n y se modifican so´lo las variables involucradas en dicha restriccio´n.
Este proceso hasta el momento parece ser satisfactorio para encontrar la zona factible. Finalmente se
inserta un porcentaje de las mejores soluciones de CE fac y CE nfac en CM, priorizando las factibles
sobre las no factibles y se aplica nuevamente el operador de mutacio´n con paso pequen˜o para poder
explorar el vecindario de las soluciones almacenadas en CM.
Actualmente se esta´ revaluando el algoritmo modificado con el conjunto de funciones de prueba
standarizado.
2.2. Particle Swarm Optimizer
En [15] se presento´ el algoritmo CPSO para optimizacio´n de funciones con restricciones. Los
resultados fueron contrastados con los de Stochastic Ranking [9] y con los de un algoritmo PSO [13] y
publicados en un evento internacional [1]. El algoritmo es una implementacio´n ba´sica de la heurı´stica
PSO al que se le agrego´ un mecanismo sencillo de manejo de restricciones. Las restricciones fueron
consideradas como desigualdades, convirtiendo las igualdades a trave´s de un factor  de tolerancia.
CPSO incluye un operador de mutacio´n y una fo´rmula particular de actualizacio´n de partı´culas la
cual evita la convergencia prematura hacia o´ptimos locales. Los detalles de implementacio´n pueden
consultarse en [1] como ası´ tambie´n los resultados obtenidos para las 13 funciones de prueba elegidas.
Actualmente se esta´ trabajando en una versio´n mejorada de este algoritmo llamado CPSO-shake,
debido al mecanismo de movimiento de partı´cula que hemos incorporado. El fin de este mecanismo
es aumentar la diversidad de la poblacio´n de forma tal de escapar de zonas de estancamiento. CPSO-
shake esta´ siendo evaluado con el benchmark extendido presentado en [5], el cual cuenta con 20
funciones de prueba de diferente tipo. Los resultados obtenidos esta´n siendo contrastados con el
algoritmo Stochastic Ranking (SR) [9] el cual sigue siendo uno de los ma´s representativos en el a´rea
de optimizacio´n restringida, ası´ como tambie´n con un nuevo algoritmo propuesto en el 2006 [8] que
es una aproximacio´n de una estrategia evolutiva (AESSR) que utiliza tambie´n Stochastic Ranking.
La primera comparacio´n se realiza de manera directa ya que tanto CPSO-shake como SR realizan la
misma cantidad de evaluaciones: 350000. Para la segunda comparacio´n se realiza una comparacio´n
indirecta ya que el nu´mero de evaluaciones reportadas en [8] es superior a la utilizada por CPSO-
shake, o sea: 500000.
Estos resultados esta´n siendo reportados a un congreso internacional para su evaluacio´n, aunque en
estas pruebas previas puede observarse la alta competividad de CPSO-shake cuando es comparado con
SR y au´n con AESSR el cua´l utiliza ma´s evaluaciones. Un resumen de los mejores valores obtenidos
por los algoritmos para las 20 funciones de prueba, puede ser visto a continuacio´n. En la figura 1 se
compara el algoritmo CPSO-shake con SR y con AESSR en la figura 2 para el total de funciones de
prueba.
Figura 1: Comparacio´n entre CPSO-shake y Stochastic Ranking
Figura 2: Comparacio´n entre CPSO-shake y Approximate Evolution Strategy con Stochastic Ranking
Adicionalmente se esta´ trabajando en la adaptacio´n de la heurı´stica PSO para problemas de optimi-
zacio´n multicriterio, en primer instancia, para ambientes esta´ticos y, posteriormente, si los resultados
obtenidos son buenos se extendera´ para su aplicacio´n en ambientes dina´micos.
2.3. Algoritmos Gene´ticos
Un interesante problema de optimizacio´n combinatoria es el problema de scheduling de ma´quinas
paralelas ide´nticas, comu´n en los sistemas de produccio´n, donde es usual tratar de minimizar objetivos
relacionados con el due date. El modelo ba´sico se define: Las n tareas son procesadas sin interrupcio´n
sobre algunas de las m ma´quinas paralelas ide´nticas del sistema (P  ), y cada ma´quina puede procesar
una u´nica tarea a la vez. La tarea j (j=1, 2, ..., n) se hace disponible para su procesamiento en el
tiempo cero, y e´sta requiere un tiempo positivo y sin interrupciones para su procesamiento p  , tiene
un due date d en el cual la tarea debe estar idealmente terminada, y tiene un peso w  .
Las funciones objetivo que nos interesa (relacionadas con due date) minimizar son: el maximum
tardiness (T 
	 ), average tardiness (T 
 ), weighted tardiness (T  ), number of tardy jobs (N  ), weig-
hted number of tardy jobs (N  ).
Para estos problemas de scheduling, en la literatura [7] [6] se definen diversas reglas de despacho
y heurı´sticas que proveen soluciones buenas en tiempos razonablemente cortos, dependiendo de que
el nu´mero de tareas no sea muy grande.
Se pueden clasificar los AGs como: centralizados secuenciales donde existe una u´nica poblacio´n
y se ejecutan secuencialmente sobre un u´nico procesador; descentralizados paralelos, los cuales a
su vez pueden subdividirse en gra´nulo grueso o AG distribuido, en ellos la poblacio´n se sudivide en
islas y cada isla ejecuta independientemente existiendo intercambios de individuos, entre las islas con
una frecuencia dada o gra´nulo grueso o AG celular , donde los individuos son ubicados en una grilla
toroidal d-dimensional (con d=1,2 y 3 es usado en la pra´ctica), donde un individuo es ubicado en una
celda de la grilla y se comunica con sus vecinos [12]. En la actualidad se esta´ trabajando con un AG
simple, tratando de optimizar en primer instancia las funciones objetivo maximun tardiness y average
tardiness definidas:
fiffffifl "!$#%&!('
)*,+-/.
0
1
2
!435
&!
Para llevar adelante los experimentos se han seleccionado 20 instancias de prueba de 100 jobs que
fueron utilizadas en trabajos anteriores [4] [3] [2] y tienen un valor o´ptimo (el mejor valor encontrado
hasta el momento) conocido y que son los que se usara´n como benchmarks para comparar nuestros
resultados. Todos los algoritmos implementados y ha implementar usan la librerı´a MALLBA [14]. En
una primera etapa se trabaja con un modelo centralizado secuencial y con un modelo distribuido (de
gra´nulo grueso). Los algoritmos se ejecutan sobre un sistema paralelo, cluster, con el que cuenta el
LIDIC. Algunos resultados preeliminares ya muestran que un algoritmo gene´tico simple, como el que
se ha implementado, no logra buenos resultados para un problema duro como el que se esta´ tratando
(tanto en su versio´n secuencial como distribuida). Estos resultados pueden consultarse en [11]. Por
tal razo´n los investigadores abocados a este problema esta´n redisen˜ando el algoritmo para insertar-
le nuevas potencias, tales como insersio´n de conocimiento del problema, multirecombinacio´n entre
otras.
3. Conclusiones
En los problemas de optimizacio´n restringidos, el grupo que trabaja con sistemas inmunes se cen-
trara´ en mejorar el esquema de manejo de restricciones y luego, el modelo sera´ adaptado para trabajar
sobre problemas de optimizacio´n en ambientes dina´micos y problemas de ingenierı´a del mundo real.
El grupo que trabaja sobre el mismo tipo de problemas pero usando particle swarm optimizer dedicara´,
en primer instancia, su esfuerzo hacia el ana´lisis de co´mo lograr una mayor robustez del algoritmo,
de manera de conseguir un comportamiento ma´s homoge´neo para las diferentes funciones de prueba
y una menor variabilidad en ciertos estadı´sticos. En cuanto al problema de scheduling como ya ha
sido expresado se esta´ trabajando en una nueva versio´n del algoritmo. Una vez que e´ste este´ puesto a
punto tanto para el modelo secuencial como distribuido se encarara´ el modelo celular.
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