A classical subject in computational complexity is what is usually called algebraic complexity. This area deals with the complexity of algorithms that take their inputs on R", where R is a ring, understood as the number of ring operations the algorithm performs as a function of IZ, and the main kind of results are both upper and lower bounds. A recent survey about this topic is (von zur Gathen, 1988).
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A very special case in algebraic complexity is the one dealing with R = R. Here, the assumption that all the elements in the field have unit size, and that the cost of the field operations is also unitary, reflects the particular features of algorithms in numerical analysis. Very recently an article of L. Blum, M. Shub, and S. Smale put into this scenery another approach to the complexity: the structural one (see Blum er al., 1989) . To do so, they designed a model of real Turing machines, over which the basis of a theory of computability and a theory of complexity is built. In particular analogs of the classes P and NP over the reals are introduced, and the problem of deciding whether a degree 4 real polynomial has a root is shown to be NP-complete, thus, unlikely decidable in polynomial time.
On the other hand, for a wide variety of problems, fast parallel algorithms have been designed during the last years. These algorithms use as a model of parallel machine a family of circuits with polynomial size and polylogarithmic depth, for which a logspace uniformity condition is valid. However, this "is of course not possible for arbitrary constants over an uncountable field" (see von zur Gathen, 1986) .
