On the space, A of Laurent polynomials we consider a linear functional L which is positive deÿnite on (0; ∞) and is deÿned in terms of a given bisequence, {c k } converge uniformly on compact subsets of C-{0} to analytic functions and hence lead to additional solutions to the strong Stieltjes moment problem.
Introduction
If k and m are integers with k6m; then a function of the form g(z) = m j=k a j z j ; where a j ∈ R, is called a Laurent polynomial (L-polynomial). The set, , of all L-polynomials is a linear space over R under the operations of addition and scalar multiplication. Two natural bases for are {1; z −1 ; z; z −2 ; z 2 ; : : :} and {1; z; z −1 ; z 2 ; z −2 ; : : :}. For integers k and l with k6l; we let k;l denote the subspace of spanned by {z k ; z k+1 ; : : : ; z l }. In the paper [3] , a linear functional L which is positive deÿnite on (0; ∞) is deÿned on in terms of a given bisequence {c n } {Q n (z)} ∞ n=0 and { Q n (z)} ∞ n=0 , are constructed which span in the order {1; z −1 ; z; z −2 ; z 2 ; : : :} and {1; z; z −1 ; z 2 ; z −2 ; : : :}; respectively. Associated sequences of L-polynomials, {P n (z)} ∞ n=0 and { P n (z)} ∞ n=0 , are introduced and a sequence, {M n (z; !)} ∞ n=0 , of rational functions is deÿned by M n (z; !) := (P n (z)+ ! P n (z))=(Q n (z) + ! Q n (z)) where ! is a ÿxed positive constant. The partial fraction decomposition and integral representation of M n (z; !) are given and correspondence of {M n (z; !)} ∞ n=0 is discussed. The main result of [3] consists of showing that one gets additional solutions to the strong Stieltjes moment problem IF subsequences of {M n (z; !)} ∞ n=0 converge. In the present paper, we show that by modifying the L-polynomials in [3] , one can use results from [4] to show that, when the strong Stieltjes moment problem is indeterminate, the even and odd subsequences of the modiÿed version (2.9) of {M n (z; !)} converge, thus strengthening the result obtained in [3] .
Let {c n } for m = 0 ± 1; ±2; : : : ; k = 1; 2; : : : :
n c n ; n = 0; ±1; ±2; : : : :
A linear functional L is said to be positive deÿnite on E ⊆ R if for each R(z) ∈ such that R(z) ≡ 0 and R(z)¿0 on E we have L[R(z)] ¿ 0. It is well known [5] that if
n+1 ¿ 0 for n = 0; 1; 2; : : : ;
then L is positive deÿnite on (0; ∞). Conversely, it is shown in [8, 2] that if L is positive deÿnite on (0; ∞), then
¿ 0 for s ∈ Z; n = 0; 1; 2; : : : ; k = 0; 1; : : : ; 2n: (1.4) Notice that (1.3) is subsumed under (1.4). Hence we have the following well-known result.
Throughout [3] and throughout the present paper it is assumed that L is positive deÿnite on (0; ∞):
In [3] , sequences {Q n (z)} ∞ n=0 and { Q n (z)} ∞ n=0 are obtained by applying Gram-Schmidt to {1; z −1 ; z; z −2 ; z 2 ; : : :} and to {1; z; z −1 ; z 2 ; z −2 ; : : :}; respectively. These sequences are given by
have the following orthogonality properties:
2n+1 ¡ 0; m= n + 1;
In addition, writing
we have
Similarly, by writing
we havê
The authors of [2, 3] work with the sequence {B n (z; !)} ∞ n=0 where B n (z; !) := Q n (z) + ! Q n (z) and where ! is a ÿxed positive number. In the present paper we work with a sequence {D n (z; !)} ∞ n=0
which is deÿned in (2:3) below and is a modiÿed version of {B n (z; !)} ∞ n=0 . In this section we derive theorems for {D n (z; !)} ∞ n=0 which are similar to those found in [2, 3] 
. Deÿne
where
¿ 0; n = 2; 3; : : : ;
¿ 0; n = 2; 3; : : : :
e k ¿ 0 and n k=1 k ¿ 0; n = 1; 2; : : : :
Fix a real number ! satisfying
; n = 0; 1; : : : :
Q n (z); n = 1; 2; : : : :
satisÿes the following orthogonality conditions.
A sequence satisfying these conditions is called a para-orthogonal Laurent polynomial sequence (POLPS).
Proof. From (2:1)-(2:3), (1:6) and (1.4) we have
= 0; m= n + 1: 
and so
Thus for = 0; 1; D 2n+ (z; !) has 2n + 2 simple positive zeros.
Theorem 2.3 (L-Gaussian quadrature).
Let n represent the number of zeros of D n (z; !): If we let z n; 1 (!); z n; 2 (!); : : : ; z n; n (!) denote the zeros of D n (z; !) then there exists a quadrature formula
E n; j (!)R(z n; j (!)) (2.5)
with positive weights E n; 1 (!); E n; 2 (!); : : : ; E n; n (!) which is valid for L-polynomials R(z) ∈ − n +1; n −1 . Moreover; 0 ¡ n j=1 E n; j (!) = c 0 .
Proof. In [12] , it is shown that para-orthogonal Laurent polynomials as deÿned in [2, 3] and in Theorem 2.1 of the present paper are pseudo-orthogonal Laurent polynomials as deÿned in [10 -12] . More speciÿcally, in [12] it is shown that for = 0; 1; D 2n+ (z; !) is a left pseudo-orthogonal L-polynomial of order 2(n + ) and thus since ! ¿ 0 there exist positive constants E 2n+ ; 1 (!); E 2n+ ; 2 (!); : : : ; E 2n+ ; 2(n+ ) (!), so that the quadrature formula
is valid for L-polynomials R(z) ∈ −(2(n+ )−1);2(n+ )−1 . Eq. (2.5) now follows from Theorem 2.2. The fact that c 0 = L[1] = n j=1 E n; j (!) ¿ 0 follows from (1.2) and (2.5).
Let L t denote the linear functional L operating as a function of t. Construct three sequences
; n = 1; 2; : : : ; (2.6) Fix n¿1. Arrange the zeros, z n; j (!), of D n (z; !) so that 0 ¡ z n; 1 (!) ¡ · · · ¡ z n; n (!) and deÿne the step function n (t; !) on [0; ∞) by
E n; j (!); z n; k (!) ¡ t6z n; k+1 (!); 16k6 n ; n j=1 E n; j (!) = c 0 ; z n; n (!) ¡ t ¡ ∞;
where n and E n; j (!) are as in Theorem 2.3.
Remark. The proofs of the properties of {N n (z; !)} which are contained in the following three theorems (Theorems 2.4, 2.5 and 3.1) are su ciently similar to the proofs of the analogous properties of {M n (z; !)} in [3] and hence are omitted.
Theorem 2.4. For z ∈ C − [0; ∞); N n (z; !) has the partial fraction decomposition
and the integral representation
Theorem 2.5. For each integer n¿0; the rational function N n (z; !) is holomorphic at z = 0 and z = ∞ and {N n (z; !)} ∞ n=1 corresponds to the pair (L 0 ; L ∞ ) of formal Laurent series
in the sense that for = 0; 1
we mean a power series of increasing powers of z starting with z r .
More solutions to the strong Stieltjes moment problem (SSMP)
The strong Stieltjes moment problem for a bisequence {c k } ∞ k=−∞ has a solution if there exists a distribution function, (t); (bounded, nondecreasing with inÿnitely many points of increase on (0; ∞)) such that
k d (t); k = 0; ±1; ±2; : : : :
A solvable moment problem is said to be determinate if there exists one and only one solution.
Otherwise it is called indeterminate. 
As mentioned previously, the proof of Theorem 3.1 is su ciently similar to the proof of the analogous theorem in [3] for {M n (z; !)} ∞ n=1 and is hence omitted. It is well-known [8] corresponding to (L 0 ; L ∞ ) in the sense that for n = 0; 1; 2; : : : ; 
; n = 1; 2; 3; : : : ; (3.6a)
; n = 0; 1; 2; : : : ; (3.6b)
; n = 0; 1; 2; : : : ; (3.6c) and
; n = 0; 1; 2; : : : :
Remark. A n (z) and B n (z) are called the nth numerator and denominator, respectively, of the modiÿed PC-fraction (3.4) . It is shown in [4] that the sequences 
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