Abstract-The mutual information of a discrete time Rayleigh fading channel is considered, where neither the transmitter nor the receiver has knowledge of the channel state information (CSI). We show the mutual information of uncorrelated multiple input multiple output (MIMO) Rayleigh fading channel in closed form when the input distribution is complex Gaussian for any transmit and receive antenna configuration at any signal to noise ratio (SNR). In addition, we show the maximum mutual information is achieved with a single transmitter and multiple receivers with a reduction in mutual information with additional transmitters. Also, we argue that the mutual information is bounded on the SNR similar to non-coherent SISO systems.
I. INTRODUCTION
Alarge amount of literature is available on the capacity and the achievable rates over fading channels e.g. [1] , [2] . In particular, much of the interest was motivated by the work done in [3] , [4] which shows the potential increase in the channel capacity when the CSI is perfectly known at the receiver using multiple antennas for both transmission and receiving. The main outcome is linear growth in capacity with the minimum of the number of transmit and receive antennas. In MIMO communication systems, the capacity achieving input distribution in Rayleigh fading with CSI perfectly known at the receiver is circularly symmetric complex Gaussian [3] having equal power at the each transmitter. Similar to the single input single output (SISO) Rayleigh fading channel [5] , [6] , the Gaussian input achieves the channel capacity in MIMO systems when the channel matrix is fixed or random [3] with perfect CSI at the receiver. The additional capacity gain when the transmitter has the knowledge of the underlying channel [7] can be achieved by water filling the transmit antennas where the optimal input distribution is Gaussian.
Hochwald and Marzetta [8] studied non-coherent MIMO channels operating in a Rayleigh flat fading environment assuming the fading coefficients remain constant for a coherence interval of T symbol periods. Under this assumption they concluded that further increasing the number of transmit antennas beyond T cannot increase the capacity. Also, they characterised the certain structure of the optimal input distribution being mutually orthogonal with respect to time among the transmitter antennas. Further, [8] shows that non-coherent capacity approaches the coherent capacity when the coherent interval becomes large compared with number of transmit antennas. This work is extended by Zheng and Tse [9] and provide the asymptotic capacity at high SNR in terms of T and antenna numbers interpreting the problem as sphere packing in the Grassmann manifold. Also, they show that having more transmit antennas than receive antennas provide no capacity gain at high SNR, while having more receive antennas does yield a capacity gain. At low SNR, it is proven that the noncoherent and coherent capacities are asymptotically equal, and there is no capacity penalty for not knowing the channel at the receiver.
Even though the Gaussian input distribution is the optimal distribution in MIMO coherent Rayleigh fading channels with CSI, the optimal input distribution in the absence of the CSI is unknown. For the special case of a single transmit and single receive antenna non-coherent Rayleigh fading channel, the capacity achieving input distribution is shown to be discrete with finite number of mass points [10] , [11] . In particular, [10] rigorously prove the discrete nature of the optimal input. The capacity is found numerically at each SNR with optimal number of mass points, locations and their probabilities. So, far there is no simple method to compute capacity with properties of the discrete input at a given SNR even in SISO channels. Further, the optimal input in non-coherent Rayleigh fading with multiple antennas is difficult to obtain. Preliminary results demonstrating capacity bounds [12] and input distributions [13] exist, however, these are for high SNR or asymptotic in antenna numbers. As the Gaussian distributed input is optimal in coherent MIMO Rayleigh fading channels [3] , it is of interest to find out the mutual information in the absence of CSI for this input distribution. The derived mutual information expression is the ultimate lower bound for coherent channels when the predicted CSI becomes unavailable where the chosen optimal input distribution is Gaussian.
In this paper, we express the mutual information of the noncoherent, uncorrelated Rayleigh fading MIMO In the following we use X X and Y Y to denote the random scalar variables where is the Euclidean norm. x and y represent each realisation of X and Y (i.e. x e X and y e Y). It is assumed that the input is power limited with an average power constraints f x2Px (x)dx < P. h(X) denotes the differential entropy of X, and I(X; Y) designates the mutual information between X and Y. Differential entropies and the mutual information are defined to the base "e", and the results are expressed in "nats".
III. MUTUAL INFORMATION A. Output conditional entropy
The conditional output probability density function (pdf) of the non-coherent Rayleigh fading MIMO channel with nr uncorrelated receivers is given by fy X (Ylx) =[27(l + X2)l] exp 2(1 + X) (2) The magnitude sign is omitted in here for simplicity and the same notation will be used in the rest of this paper. We are only interested in magnitudes since the non-coherent Rayleigh fading channel does not carry any phase information [11] . The pdf of the output conditioned on input contains the magnitudes of input and output vectors. The pdf of the magnitude distribution of (2) has the form y2n 1exp [-2(lx`2)] PyIx(LX~) =2nr-lr(nr)(1 + X2)nr (3) when Jacobian coordinate transformation is applied on 2nr dimensions. See Appendix VI-A for the proof. The output conditional entropy is given by h(Y X) =-E { PYIXy (x)logpyjx(y x)dy }, (4) where the expectation is taken over x (X,X2, ..., Xnt).
Substituting the Pyjx(y x) from (3), in (4) and integrating over y, we have EX {log(I + X2)} + log h(Y-X) 2Ex [2 
(+)]
Also note that, when nt = nr = 1, (5) simplifies to the entropy given in [11] for non-coherent SISO channel. This equation can be used to evaluate the output conditional entropy in non correlated Rayleigh fading MIMO channel when no CSI is available for a given input distribution.
B. Nakagami-m distribution
When the input distribution is complex Gaussian, the composite input distribution is required in order to generalise with antenna number when the input power is kept constant. The input X = X can be described as the magnitude of the 2m zero mean and equal variance Gaussian random variables for nt transmitters. This is the well known Nakagami distribution [14] , which can also be considered as the square root of the sum of squares of m independent Rayleigh or 2m Gaussian variate. The Nakagami-m pdf for the random variable r = 1 + X2 + ... + X2m is described by [14] 2rmr2m-1
where m is the Nakagami-m fading parameter which ranges from 1/2 to oc, F(.) is the Gamma function, Xi for i = 1, ..., 2m are Gaussian distributed, and Qr is the average r2.
The pdf is one sided Gaussian when m = 1/2 and Rayleigh when m= 1. Therefore, the composite input distribution when each input signal is Gaussian in the uncorrelated MIMO channel can be modelled as 2nt Nakagami 
If the w(x) is in the form of ex2, the solution to the integral can be found using the roots (nodes) of the Hermite polynomial Hq(x) [16] and the weights given by
The roots and the weights are excessively given in [16] for a = O and b = oo with q = 15.
D. Mutual information in closed form
Using h(Y X) in (5), we obtain the mutual information Substituting (12) in (5) we obtain (9) .
The output pdf py (y) in non-coherent MIMO Rayleigh fading channel when the input distribution is complex Gaussian (i.e. the magnitude distribution is 2nt Nakagami), 
IV. NUMERICAL RESULTS
We can numerically plot the mutual information using the closed form expressions (9) and (10) when the input distribution is complex Gaussian. These expressions are very useful since the roots v and the weights w are available in tabulated form for various degrees of m of the polynomial interested in [15] . The computation time is negligible when compared to the numerical integrations to be solved and the accuracy is very high and typically known as exact on appropriate selection of the numbers of roots and the weighting factors [16] . Fig. 1 shows the mutual information vs the input power for various number of receivers with a single transmitter. The mutual information increases logarithmically as the number of receive antennas increases due to the enhancement of the receiver diversity (array gain). However, the mutual information is bounded on SNR for all the combinations and it is evident from Fig. 1 a limit at high SNR. Fig. 2 depicts the mutual information with SNR for various number of transmitters having a single receive antenna. The mutual information decreases with the increase of transmit antennas and the result is different to the capacity increase with the addition of the transmitters when the CSI is known [3] . The results in [8] shows when the channel coherent interval T = 1, a single transmitter is optimal and the capacity remains unchanged for nt > 1. Our results confirm the analogy having maximum mutual information with a single transmitter at any SNR. However, the mutual information decreases with the addition of transmitters for any receiver antenna number. Fig.  3 shows the mutual information with nt having 5 receivers, where the pattern repeats as in nr = 1 in Fig. 2 . Also, the mutual information is bounded by the SNR for all the configurations similar to multiple receivers with one transmit antenna.
In non-coherent Rayleigh fading channel, the input distribution (7) varies as transmitters increases and gets peaky [14] . With a finite input power in non-coherent Rayleigh fading MIMO channel, the allocation of equal power in all the available transmitters is a waste since the channel is not perfectly known at neither the transmitter nor the receiver ensuing the optimum transmitters to one. Fig. 4 shows the mutual information having equal number of transmitters and receivers. At low SNR, the mutual information increases slightly due to the effective gain (array gain) with additional receivers over that of transmitters since the addition of transmitters for a fixed numbers of receivers reduces the mutual information of a non-coherent channel. At high SNR, the mutual information decreases with the increase of equal number of transmitters and receivers since the mutual information of the channel we consider is bounded at high SNR in the presence of Gaussian signally at the input.
The numerical results obtained with nt = 1 and nr = 1 using (9) and (10) is similar to the results shown in [18] 
is derived in [13] where the quantity ,u is given by (17) For large P, ,u log (I + p). The mutual information we derived for Gaussian signalling is 50% of the capacity (16) for large nr and P showing the sub optimality of Gaussian signalling in non-coherent Rayleigh fading channels. 
SNR=10dB
where Q2 = nt(72. The pdf of X = X2 + X272 +...x2nt2 in (7) is Nakagami [14] . However, the distribution (7) is the pdf of X defined above and the Jacobian coordinate transformation factor (CTF), Jb in 2nt dimensions can be found using flXI (| x) = <Dfx(x) and given by 
V. CONCLUSIONS
The mutual information of a non-coherent Rayleigh fading MIMO channels when the input distribution is complex Gaussian can be expressed in closed form using Gaussian quadrature formulas with a very high accuracy. It is shown that the mutual information increases with the addition of receivers promoting the receiver diversity. However, it decreases as the number of transmitters increases while keeping the number of receivers fixed. The mutual information is bounded by the SNR and much lower than the channel capacity achieved at high SNR with large number of receivers.
Further, the results can be interpreted as the ultimate lower limit for coherent channels when the predicted CSI becomes unavailable since the input distribution treated in here is capacity achieving. Additional transmitters reduces the mutual information with Gaussian distributed input whilst the capacity remains unchanged, the claim originated in [8] . Therefore, a single transmitter with multiple receivers is a must for Gaussian distributed input to maximise the mutual information.
Specially in MIMO channel model, the complexity in deriving the closed form expressions is reduced in the absence of phase information. The time correlated Rayleigh fading MIMO channels and Rician channels with Gaussian input at low SNR will be of interest. (18) fx(x) = Qn, exp (-
This CTF is very useful in finding the pdf given in (3). We can exemplify the proof since the pdf PyIx (y x) is the magnitude distribution of (2) given by pyIx(y I) = DfyIx(y ).
