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a b s t r a c t
Univariate Birnbaum–Saunders distribution has been used quite effectively to model
positively skewed data, especially lifetime data and crack growth data. In this paper, we
introduce bivariate Birnbaum–Saunders distribution which is an absolutely continuous
distribution whose marginals are univariate Birnbaum–Saunders distributions. Different
properties of this bivariate Birnbaum–Saunders distribution are then discussed. This new
family has five unknown parameters and it is shown that the maximum likelihood
estimators can be obtained by solving two non-linear equations. We also propose simple
modified moment estimators for the unknown parameters which are explicit and can
therefore be used effectively as an initial guess for the computation of the maximum
likelihood estimators. We then present the asymptotic distributions of the maximum
likelihood estimators and use them to construct confidence intervals for the parameters.
We also discuss likelihood ratio tests for some hypotheses of interest. Monte Carlo
simulations are then carried out to examine the performance of the proposed estimators.
Finally, a numerical data analysis is performed in order to illustrate all the methods of
inference discussed here.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Birnbaum and Saunders [1,2] introduced a two-parameter failure time distribution for fatigue failure caused under
cyclic loading. The model was developed under the assumption that the failure is due to the development and growth of
a dominant crack. Desmond [3,4] subsequently provided a more general derivation based on a biological model and also
strengthened the physical justification for the use of this distribution by relaxing some of the assumptions originally made
by Birnbaum and Saunders [1]. Since then, considerable work has been done on this model, and for some recent work on
Birnbaum–Saunders distribution, one may refer to Chang and Tang [5,6], Dupis and Mills [7], Rieck [8,9], Ng et al. [10,11],
and the references cited therein. An excellent exposition on Birnbaum–Saunders distribution can be found in Johnson, Kotz
and Balakrishnan [12].
The cumulative distribution function (CDF) of a two-parameter Birnbaum–Saunders randomvariable T , forα > 0, β > 0,
can be written as
FT (t;α, β) = Φ
[
1
α
{(
t
β
) 1
2 −
(
β
t
) 1
2
}]
, t > 0, (1)
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where Φ(·) is the standard normal CDF. In this paper, we introduce the bivariate Birnbaum–Saunders (BVBS) distribution
by using the bivariate normal distribution function. It is an absolutely continuous distribution with five parameters. The
marginals of this BVBS distribution are univariate Birnbaum–Saunders distributions. The joint probability density function
of the BVBS distribution can take on different shapes and can therefore be useful while analyzing bivariate survival data.
Moreover, the generation of the BVBS becomes simple due to its close relationship to the bivariate normal distribution, and
consequently simulation studies can be carried out rather easily.
The single and product moments of the BVBS distribution have been derived. While the single moments have explicit
forms, the product moments can be obtained as an infinite series. These quantities can be used to compute the Fisher
information matrix. The BVBS distribution has five unknown parameters, and the maximum likelihood estimators (MLEs)
can be obtained from a two-dimensional optimization process. Since this requires a numerical solution, we need an initial
guess to start the iterative process for this optimization problem. Moreover, it is known that in the case of univariate
Birnbaum–Saunders distribution, the moment estimators may not always exist. For this reason, we propose modified
moment estimators for the unknown parameters which are explicit in form, and can therefore be used effectively as the
initial guess in the iterative process for the computation of the MLEs.
The asymptotic distributions of the MLEs have been derived and have been used to construct asymptotic confidence
intervals for the unknown parameters. Monte Carlo simulations have been carried out to examine the performance of
the proposed inferential methods and one numerical data analysis has been performed for illustration. The multivariate
generalization is rather straightforward and can be developed along the same lines as done here for the bivariate case.
The rest of this paper is organized as follows. In Section 2, we describe briefly different properties of the
Birnbaum–Saunders distribution. The BVBS distribution is defined in Section 3 and then different properties are discussed.
In Section 4, we propose different estimation methods for the unknown parameters, discuss their asymptotic properties
and also discuss likelihood ratio tests for some hypotheses of interest. While an illustrative data analysis is presented in
Section 5, Monte Carlo simulation results evaluating the performance of the proposed inferential methods are presented in
Section 6. Finally, some concluding remarks are made in Section 7.
2. Birnbaum–Saunders distribution
The cumulative distribution function (CDF) of a two-parameter Birnbaum–Saunders random variable T is as given in (1),
and the corresponding probability density function (PDF) is
fT (t;α, β) = 1
2
√
2piαβ
[(
β
t
) 1
2 +
(
β
t
) 3
2
]
exp
[
− 1
2α2
(
t
β
+ β
t
− 2
)]
, t > 0; (2)
here, α > 0 and β > 0 are the shape and scale parameters, respectively. Hereafter, this distribution will be denoted by
BS(α, β). The shape of the density function in (2) is governed by the parameter α. It can be shown that fT (·;α, β) is a
unimodal function and for fixed β , the mode is an increasing function of α.
For β = 1, the hazard function of the Birnbaum–Saunders distribution can be expressed as
hT (t;α) = fT (t;α, 1)1− FT (t;α, 1) =
1√
2piα
′(t)e−
2(t)
2α2
Φ
(
− (t)
α
) , (3)
where (t) = t 12 − t− 12 and ′(t) = ddt (t). It has been observed by Kundu, Kannan and Balakrishnan [13] that the hazard
function of the Birnbaum–Saunders distribution is unimodal. The shapes of (3) for different α and for fixed β have been
provided in Figure 1 in [13].
If we make the transformation
X = 1
2
[(
T
β
) 1
2 −
(
T
β
)− 12]
or
T = β
(
1+ 2X2 + 2X(1+ X2) 12
)
, (4)
then it can be easily seen from (1) that X is normally distributed with mean zero and variance 14α
2. Using the relationship
in (4), the mean, variance and the coefficients of skewness and kurtosis can be obtained as
E(T ) = β
(
1+ 1
2
α2
)
, V (T ) = (αβ)2
(
1+ 5
4
α2
)
, (5)
β1(T ) = 16α
2(11α2 + 6)
(5α2 + 4)3 , β2(T ) = 3+
6α2(93α2 + 41)
(5α2 + 4)3 .
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Fig. 1. The joint PDFs of (T1, T2)when α1 = α2 = 1, β1 = β2 = 2 and (a) ρ = 0.9, (b) ρ = 0.5, (c) ρ = 0.0, (d) ρ = −0.9.
It is clear that both mean and variance increase as α increases. The coefficient of skewness β1 converges to zero as α→∞,
and so the shape of the PDF in (2) becomes symmetric as α→∞. Moreover, kurtosis tends to 3 as α→∞.
It is also of interest to mention that if T has a Birnbaum–Saunders distribution with parameters α and β , then T−1 also
has a Birnbaum–Saunders distribution with parameters α and β−1. Consequently, we obtain immediately from (5) that
E(T−1) = β−1
(
1+ 1
2
α2
)
, and V (T−1) = α2β−2
(
1+ 5
4
α2
)
.
3. Bivariate Birnbaum–Saunders distribution
Utilizing the same idea as in [1], we introduce here the bivariate Birnbaum–Saunders distribution.
The bivariate random vector (T1, T2) is said to have a bivariate Birnbaum–Saunders distribution with parameters α1, β1,
α2, β2, ρ, if the joint cumulative distribution function of T1 and T2 can be expressed as
P(T1 ≤ t1, T2 ≤ t2) = Φ2
[
1
α1
(√
t1
β1
−
√
β1
t1
)
,
1
α2
(√
t2
β2
−
√
β2
t2
)
; ρ
]
for t1 > 0, t2 > 0, and zero otherwise; here, α1 > 0, β1 > 0, α2 > 0, β2 > 0, −1 < ρ < 1, and Φ2(u, v; ρ) is
the cumulative distribution function of a standard bivariate normal vector (Z1, Z2) with the correlation coefficient ρ. The
corresponding joint probability density function of T1 and T2 is given by
fT1,T2(t1, t2) = φ2
(
1
α1
(√
t1
β1
−
√
β1
t1
)
,
1
α2
(√
t2
β2
−
√
β2
t2
)
; ρ
)
× 1
2α1β1
{(
β1
t1
) 1
2 +
(
β1
t1
) 3
2
}
1
2α2β2
{(
β2
t2
) 1
2 +
(
β2
t2
) 3
2
}
, (6)
where φ2(u, v; ρ) denotes the joint probability density of Z1 and Z2 given by
φ2(u, v; ρ) = 1
2pi
√
1− ρ2 exp
{
− 1
2(1− ρ2)
(
u2 + v2 − 2ρuv)} .
The joint PDF of (T1, T2) is unimodal and the surface plot of fT1,T2(t1, t2) for different values of ρ, for fixed α1, α2, β1 and β2,
are presented in Fig. 1. From Fig. 1, it is apparent that it can take on different shapes andwill therefore be useful in analyzing
bivariate data.
The following theorem provides the marginal and conditional distributions of the BVBS distribution.
Theorem 3.1. If (T1, T2) ∼ BVBS(α1, β1, α2, β2, ρ), then
(a) Ti ∼ BS(αi, βi), i = 1, 2.
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(b) The conditional PDF of T1, given T2 = t2, is given by
fT1|T2=t2(t1) =
1
2α1β1
√
2pi
√
1− ρ2
[(
β1
t1
) 1
2 +
(
β1
t1
) 3
2
]
× exp
− 12(1− ρ2)
[
1
α1
(√
t1
β1
−
√
β1
t1
)
− ρ
α2
(√
t2
β2
−
√
β2
t2
)]2 .
(c) The conditional CDF of T1, given T2 = t2, is given by
P [T1 ≤ t1|T2 = t2] = Φ

1
α1
(√
t1
β1
−
√
β1
t1
)
− ρ
α2
(√
t2
β2
−
√
β2
t2
)
√
1− ρ2
 .
Proof. Parts (a) and (b) readily follow from the definition of the distribution. Part (c) can be proved by making the
transformations
u = 1
α1
(√
t1
β1
−
√
β1
t1
)
and v =
u− ρ
α2
(√
t2
β2
−
√
β2
t2
)
√
1− ρ2 .
Note that Part (c) of Theorem 3.1 can be used to generate BVBS random numbers simply from the univariate normal
random number generator. It is immediate from Part (b) that T1 and T2 are independent if and only if ρ = 0. 
Theorem 3.2. If (T1, T2) ∼ BVBS(α1, β1, α2, β2, ρ), then
(a) (T−11 , T
−1
2 ) ∼ BVBS(α1, β−1, α2, β−12 , ρ);
(b) (T−11 , T2) ∼ BVBS(α1, β−1, α2, β2,−ρ);
(c) (T1, T−12 ) ∼ BVBS(α1, β, α2, β−12 ,−ρ).
Proof. These follow from the joint PDF in (6) upon using suitable transformations. 
Theorem 3.3. If (T1, T2) ∼ BVBS(α, β, α, β, ρ), then for ρ > 0, (T1, T2) has total positivity of order two (TP2) property.
Proof. Note that (T1, T2) has TP2 property if and only if for any t11, t12, t21, t22, whenever 0 < t11 < t12 and 0 < t21 < t22,
we have
fT1,T2(t11, t21)fT1,T2(t12, t22)− fT1,T2(t12, t21)fT1,T2(t11, t22) ≥ 0. (7)
From the joint PDF of (T1, T2) in (6), it may be observed that (7), after some simplification, is equivalent to
ρ(x11 − x12)(x21 − x22) ≥ 0,
where
xij = 1
α
(√
tij
β
−
√
β
tij
)
, i, j = 1, 2.
Since 0 < t11 < t12, 0 < t21 < t22, we have 0 < x11 < x12, 0 < x21 < x22, and the required result follows. 
It is rather easy to generate random variates from the BVBS distribution. We present the following simple algorithm to
generate (T1, T2) from BVBS(α1, α2, β1, β2, ρ) distribution.
Algorithm:
• Step 1: Generate independent U1 and U2 from N(0, 1).
• Step 2: Compute
Z1 =
√
1+ ρ +√1− ρ
2
U1 +
√
1+ ρ −√1− ρ
2
U2
Z2 =
√
1+ ρ −√1− ρ
2
U1 +
√
1+ ρ +√1− ρ
2
U2.
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• Step 3: Obtain
Ti = βi
1
2
αiZi +
√(
1
2
αiZi
)2
+ 1
2 for i = 1, 2. (8)
We now derive expressions for E(T1T2) and E(
√
T1T2), which will be used later, and they may have some independent
interest also. For this purpose, we first observe that if (T1, T2) ∼ BVBS(α1, β1, α2, β2, ρ), then (Z1, Z2), where
Zi = 1
αi
(√
Ti
βi
−
√
βi
Ti
)
for i = 1, 2,
has a bivariate normal distribution with E(Zi) = 0, V (Zi) = 1, for i = 1, 2 and Cov(Z1, Z2) = ρ. Since Ti’s satisfy (8), we have
E(T1T2)
β1β2
= E

1
2
α1Z1 +
√(
1
2
αiZ1
)2
+ 1
2 ×
1
2
α2Z2 +
√(
1
2
α2Z2
)2
+ 1
2
= E
1+ 1
2
α21Z
2
1 +
1
2
α22Z
2
2 +
1
4
α21α
2
2Z
2
1 Z
2
2 + α1Z1
√(
1
2
α1Z1
)2
+ 1
+α2Z2
√(
1
2
α2Z2
)2
+ 1+ 1
2
α1α
2
2Z1Z
2
2
√(
1
2
α1Z1
)2
+ 1
+ 1
2
α21α2Z
2
1 Z2
√(
1
2
α2Z2
)2
+ 1+ α1α2Z1Z2
√(1
2
α1Z1
)2
+ 1
√(1
2
α2Z2
)2
+ 1
 .
It is known that
E(Z21 ) = E(Z22 ) = 1, E(Z21 Z22 ) = 1+ 2ρ2,
E
Zi
√(1
2
αiZi
)2
+ 1
 = E(odd function in Zi) = 0, i = 1, 2.
E
Z2j Zi
√(1
2
αiZi
)2
+ 1
 = E(Z2j {odd function in Zi}) = 0, i, j = 1, 2, i 6= j.
Moreover,
E(T1T2) = β1β2
[
1+ 1
2
(
α21 + α22
)+ 1
4
α21α
2
2(1+ ρ2)+ α1α2I1
]
,
where
I1 = E
Z1Z2
√(1
2
α1Z1
)2
+ 1
√(1
2
α2Z2
)2
+ 1

= E
[{
Z1 + 123 α
2
1Z
3
1 +
∞∑
i=2
(−1)i−1 1 · 3 · · · (2i− 3)
23ii! α
2i
1 Z
2i+1
1
}
×
{
Z2 + 123 α
2
2Z
3
2 +
∞∑
j=2
(−1)j−1 1 · 3 · · · (2j− 3)
23jj! α
2j
2 Z
2j+1
2
}]
.
Since for non-negative integersm and n
E
(
Z2m+11 Z
2n+1
2
) = (2m+ 1)!(2n+ 1)!
2m+n
min{m,n}∑
i=0
(2ρ)2i+1
(m− i)!(n− i)!(2i+ 1)! = am,n (say)
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[see [14]], we get
I1 = a0,0 + 123 a0,1(a
2
1 + a22)+
1
26
α21α
2
2 I1,1 +
∞∑
i=2
(−1)i−1 1 · 3 · · · (2i− 3)
23ii! a0,i(α
2i
1 + α2i2 )
+
∞∑
i=2
(−1)i−1 1 · 3 · · · (2i− 3)
23i+3i! a1,i(α
2
1α
2i
2 + α22α2i1 )
+
∞∑
i=2
∞∑
j=2
(−1)i+j 1 · 3 · · · (2i− 3)
23ii! ×
1 · 3 · · · (2j− 3)
23jj! α
2i
1 α
2j
2 ai,j.
Next, we derive an expression for E
(√
T1T2
)
. From (8), we have
E
(√
T1T2
)
√
β1β2
= E
1
2
α1Z1 +
√(
1
2
α1Z1
)2
+ 1
1
2
α2Z2 +
√(
1
2
α2Z2
)2
+ 1

= 1
4
α1α2ρ + E
√(1
2
α1Z1
)2
+ 1
√(1
2
α2Z2
)2
+ 1
 .
So, we have
E
(√
T1T2
)
= √β1β2 [14α1α2 ρ + I2
]
,
where
I2 = E
√(1
2
α1Z1
)2
+ 1
√(1
2
α2Z2
)2
+ 1

= E
[{
1+ 1
23
α21Z
2
1 +
∞∑
i=2
(−1)i−1 1 · 3 · · · (2i− 3)
23ii! α
2i
1 Z
2i
1
}
×
{
1+ 1
23
α22Z
2
2 +
∞∑
j=2
(−1)j−1 1 · 3 · · · (2j− 3)
23jj! α
2j
2 Z
2j
2
}]
.
Since for non-negative integersm and n
E
(
Z2m1 Z
2n
2
) = (2m)!(2n)!
2m+n
min{m,n}∑
i=0
(2ρ)2i
(m− i)!(n− i)!(2i)! = bm,n (say)
[see [14]], we get
I2 = 1+ 123 (a
2
1 + a22)+
1
26
α21α
2
2(1+ 2ρ2)+
∞∑
i=2
(−1)i−1 1 · 3 · · · (2i− 3)
23ii! b0,i(α
2i
1 + α2i2 )
+
∞∑
i=2
(−1)i−1 1 · 3 · · · (2i− 3)
23i+3i! b1,i(α
2
1α
2i
2 + α22α2i1 )
+
∞∑
i=2
∞∑
j=2
(−1)i+j 1 · 3 · · · (2i− 3)
23ii! ×
1 · 3 · · · (2j− 3)
23jj! α
2i
1 α
2j
2 bi,j.
4. Inference
In this section, we discuss the maximum likelihood estimators (MLEs) and modified moment estimators (MMEs) for
the unknown parameters based on a bivariate random sample {(t1i, t2i), i = 1, . . . , n} from the BVBS(α1, β1, α2, β2, ρ)
distribution. We also discuss few testing of hypotheses problems.
4.1. Maximum likelihood estimators
Based on the random sample, the MLEs of the unknown parameters can be obtained by maximizing the log-likelihood
function. If we denote θ = (α1, β1, α2, β2, ρ) for the five-dimensional parameter, then the log-likelihood function (without
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the additive constant) is given by
l(θ) = −n ln α1 − n ln β1 − n ln α2 − n ln β2 − n2 ln(1− ρ
2)+
n∑
i=1
ln
{(
β1
t1i
) 1
2 +
(
β1
t1i
) 3
2
}
+
n∑
i=1
ln
{(
β2
t2i
) 1
2 +
(
β2
t2i
) 3
2
}
− 1
2(1− ρ2)
 n∑
i=1
1
α21
(√
t1i
β1
−
√
β1
t1i
)2
+
n∑
i=1
1
α22
(√
t2i
β2
−
√
β2
t2i
)2
− 2 ρ
α1α2
n∑
i=1
(√
t1i
β1
−
√
β1
t1i
)(√
t2i
β2
−
√
β2
t2i
) .
Since
{(√
T1
β1
−
√
β1
T1
)
,
(√
T2
β2
−
√
β2
T2
)}
has a bivariate normal distributionwithmean vector (0, 0)T and covariancematrix(
α21 α1α2ρ
α1α2ρ α
2
2
)
, it is evident that, for given β1 and β2, the MLEs of α1, α2 and ρ are
α̂i(β1, β2) =
(
si
βi
+ βi
ri
− 2
) 1
2
, i = 1, 2, (9)
ρ̂(β1, β2) =
n∑
i=1
(√
t1i
β1
−
√
β1
t1i
) (√
t2i
β2
−
√
β2
t2i
)
√
n∑
i=1
(√
t1i
β1
−
√
β1
t1i
)2√ n∑
i=1
(√
t2i
β2
−
√
β2
t2i
)2 , (10)
where
si = 1n
n∑
k=1
tik, ri =
[
1
n
n∑
k=1
t−1ik
]−1
, i = 1, 2. (11)
Note that α̂1(β1, β2) is a function of β1 only, and similarly, α̂2(β1, β2) is a function of β2 only. Finally, the MLEs of β1 and β2
can be obtained by maximizing the profile log-likelihood function
lprofile(β1, β2) = l(̂α1(β1), β1, α̂2(β2), β2, ρ̂(β1, β2))
= −n ln α̂1(β1)− n ln β1 − n ln α̂2(β2)− n ln β2 − n2 ln
(
1− ρ̂2(β1, β2)
)
+
n∑
i=1
ln
{(
β1
t1i
) 1
2 +
(
β1
t1i
) 3
2
}
+
n∑
i=1
ln
{(
β2
t2i
) 1
2 +
(
β2
t2i
) 3
2
}
(12)
with respect to β1 and β2. Since they cannot be obtained explicitly, we may use the Newton–Raphson algorithm or some
other optimization algorithm to maximize (12) with respect to β1 and β2. The form of the profile log-likelihood function for
(β1, β2) presented in Eq. (12), due to its complicated form, does not allow us to establish the existence and uniqueness of the
solution. However, the numerical example presented in Section 5 (see Fig. 3 presented there) and the extensive empirical
investigation carried out in Section 6 all resulted in a unique global maximum, which seems to suggest that this is indeed
the case in general; yet, this remains as an open problem.
Next, we discuss the asymptotic properties of the MLEs. It can be easily seen that the BVBS distribution satisfies all
required conditions for the MLEs to be consistent and asymptotically normally distributed. We have the following result.
Theorem 4.1. If θ̂ is the MLEs of θ , then
√
n(̂θ − θ) d→ N5(0, I−1). (13)
Here,
d→ means converges in distribution, N5(0, I−1) denotes the 5-variate normal distribution with mean vector 0 and the
covariance matrix I−1, and the matrix I is the Fisher information matrix; all the elements of the matrix I are presented in the
Appendix.
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4.2. Modified moment estimators
Since the MLEs do not have explicit form and they need to be obtained by solving two non-linear equations, we propose
the following modified moment estimators for the unknown parameters by following the approach of Ng, Kundu and
Balakrishnan [10].
Since the BVBS has five unknown parameters, the moment estimators can be obtained by equating E(T1), V (T1), E(T2),
V (T2) and E(T1T2) to the corresponding sample estimates. However, it is known that themoment estimatorsmay not always
exist [see [10]]. So, instead of using E(T1), V (T1), E(T2), V (T2), if we use E(T1), E(T−11 ), E(T2), E(T
−1
2 ) and equate them to the
corresponding sample quantities, we obtain the modified moment estimators of α1, β1, α2 and β2 as
α˜1 =
{
2
[(
s1
r1
) 1
2 − 1
]} 1
2
, β˜1 = (s1r1) 12 , α˜2 =
{
2
[(
s2
r2
) 1
2 − 1
]} 1
2
, β˜2 = (s2r2) 12 , (14)
and then finally the modified moment estimator of ρ as
ρ˜ =
n∑
i=1
(√
t1i
β˜1
−
√
β˜1
t1i
)(√
t2i
β˜2
−
√
β˜2
t2i
)
√
n∑
i=1
(√
t1i
β˜1
−
√
β˜1
t1i
)2√ n∑
i=1
(√
t2i
β˜2
−
√
β˜2
t2i
)2 . (15)
Since the modified moment estimators in (14) and (15) are explicit, they can be used effectively as the initial guess in the
iterative procedure for computing the MLEs.
4.3. Testing of hypotheses
In this subsection we discuss likelihood ratio tests for some hypotheses of interest. We consider the following specific
testing problems that will be of use in practice.
Test I: H0 : α1 = α2 = α vs. H1 : α1 6= α2.
In this case, the MLEs of the unknown parameters under H0 can be obtained as follows. For given β1 and β2, the MLE of
ρ, say ρ˜(β1, β2), will be the same as in (10), and the MLE of α, say α˜(β1, β2), is
α˜(β1, β2) =
[
1
1− ρ˜2(β1, β2)
{(
s1
β1
+ β1
r1
− 2
)
+
(
s2
β2
+ β2
r2
− 2
)
− A
}] 1
2
, (16)
where
A = ρ˜(β1, β2)× 2n
n∑
i=1
(√
t1i
β1
−
√
β1
t1i
)(√
t2i
β2
−
√
β2
t2i
)
.
The MLEs of β1 and β2, under H0, can be obtained by maximizing
l˜profile(β1, β2) = −2n ln α˜(β1, β2)− n ln β1 − n ln β2 − n2 ln(1− ρ˜
2(β1, β2))
+
n∑
i=1
ln
{(
β1
t1i
) 1
2 +
(
β1
t1i
) 3
2
}
+
n∑
i=1
ln
{(
β2
t2i
) 1
2 +
(
β2
t2i
) 3
2
}
. (17)
If (β̂1, β̂2)maximizes (12) and (β˜1, β˜2)maximizes (17), then under H0, for large n
−2 {˜lprofile(β˜1, β˜2)− lprofile(β̂1, β̂2)} ∼ χ21 .
Test II: H0 : β1 = β2 = β vs. H1 : β1 6= β2.
In this case, under H0, the MLEs of α1, α2 and ρ, for fixed β , say α˜1(β), α˜2(β) and ρ˜(β) can be obtained as
α˜1(β) =
(
s1
β
+ β
r1
− 2
) 1
2
, α˜2(β) =
(
s2
β
+ β
r2
− 2
) 1
2
, (18)
ρ˜(β) =
n∑
i=1
(√
t1i
β
−
√
β
t1i
) (√
t2i
β
−
√
β
t2i
)
√
n∑
i=1
(√
t1i
β
−
√
β
t1i
)2√ n∑
i=1
(√
t2i
β
−
√
β
t2i
)2 , (19)
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respectively, and the MLE of β under H0 can be obtained by maximizing
l˜profile(β) = −n ln α˜1(β)− 2n ln β − n ln α˜2(β)− n2 ln
(
1− ρ˜2(β))
+
n∑
i=1
ln
{(
β
t1i
) 1
2 +
(
β
t1i
) 3
2
}
+
n∑
i=1
ln
{(
β
t2i
) 1
2 +
(
β
t2i
) 3
2
}
. (20)
If β˜ maximizes (20), then under H0, for large n
−2 {˜lprofile(β˜)− lprofile(β̂1, β̂2)} ∼ χ21 .
Test III: H0 : α1 = α2 = α, β1 = β2 = β vs. H1 : At least one pair is different.
In this case, under H0, the MLEs of α and ρ, for a given β , say, α˜(β) and ρ˜(β), can be obtained as
α˜(β) =
[
1
1− ρ˜2(β)
{(
s1
β
+ β
r1
− 2
)
+
(
s2
β
+ β
r2
− 2
)
− B
}] 1
2
(21)
and ρ˜(β) is same as in (19), where
B = ρ˜(β)2
n
n∑
i=1
(√
t1i
β
−
√
β
t1i
)(√
t2i
β
−
√
β
t2i
)
.
The MLE of β , under H0, can be obtained by maximizing
l˜profile(β) = −2n ln α˜(β)− 2n ln β − n2 ln(1− ρ˜
2(β))
+
n∑
i=1
ln
{(
β
t1i
) 1
2 +
(
β
t1i
) 3
2
}
+
n∑
i=1
ln
{(
β
t2i
) 1
2 +
(
β
t2i
) 3
2
}
. (22)
Therefore, if β˜ maximizes (22) then under H0 for large n,
−2 {˜lprofile(β˜)− lprofile(β̂1, β̂2)} ∼ χ22 .
Test IV: H0 : ρ = 0 vs. H1 : ρ 6= 0.
In this case, under H0, if α˜1(β1) and α˜2(β2) are the MLEs of α1 and α2 for fixed β1, β2, then α˜1(β1) and α˜2(β2) are the
same as α̂1(β1, β2) and α̂2(β1, β2) in (9). Moreover, the MLEs of β1 and β2 can be obtained by maximizing
l˜profile(β1, β2) = −n ln α˜1(β1)− n ln β1 − n ln α˜2(β2)− n ln β2
+
n∑
i=1
ln
{(
β1
t1i
) 1
2 +
(
β1
t1i
) 3
2
}
+
n∑
i=1
ln
{(
β2
t2i
) 1
2 +
(
β2
t2i
) 3
2
}
. (23)
Note that themaximization of (23) can be performed separately with respect to β1 and β2. If β˜1 and β˜2maximizes (23), then
under H0, for large n,
−2 {˜lprofile(β˜1, β˜2)− lprofile(β̂1, β̂2)} ∼ χ21 .
5. Illustrative data analysis
In this section, we analyze a data set to illustrate the estimation methods proposed in the preceding section. This data,
obtained from Johnson andWichern [15], represent the bone mineral density (BMD) measured in g/cm2 for 24 individuals,
who had participated in an experimental study. The first figure represents the BMD of the bone Dominant Radius before
starting the study and the second figure represents the BMD of the same bone after one year.
Data: (1.103 1.027), (0.842 0.857), (0.925 0.875), (0.857 0.873), (0.795 0.811), (0.787 0.640), (0.933 0.947), (0.799 0.886),
(0.945 0.991), (0.921 0.977), (0.792 0.825), (0.815 0.851), (0.755 0.770), (0.880 0.912), (0.900 0.905), (0.764 0.756), (0.733
0.765), (0.932 0.932), (0.856 0.843), (0.890 0.879), (0.688 0.673), (0.940 0.949), (0.493 0.463), (0.835 0.776).
The sample means and sample variances of the two components are (0.8408, 0.8410) and (0.0128, 0.0149), respectively.
The sample correlation coefficient is 0.9222. To get an idea about the hazard functions of the marginals, we have presented
in Fig. 2 the scaled TTT plot; see Aarset [16]. If a family has a survival function S(y) = 1 − F(y), the scaled TTT transform
is g(u) = H−1(u)/H−1(1) for 0 < u < 1, where H−1(u) = ∫ F−1(u)0 S(y)dy. The corresponding empirical version of the
scaled TTT transform is given by gn(r/n) = H−1n (r/n)/H−1n (1) =
[∑r
i=1 yi:n + (n− r)yr:n
]
, where r = 1, . . . , n, with yi:n,
i = 1, . . . , n, being the order statistics of the sample. It has been shown by Aarset [16] that the scaled TTT transform is
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Fig. 2. The scaled TTT transform of the BMDs of Dominant Radius before and after the experiment.
Fig. 3. The profile log-likelihood surface (12) of β1 and β2 .
Table 1
The maximum likelihood estimates of the different parameter values under H0 and the associated p values.
Test α1 α2 β1 β2 ρ p
I 0.1582 0.1582 0.8306 0.8303 0.9341 0.37
II 0.1511 0.1611 0.8299 0.8299 0.9344 0.39
III 0.1585 0.1585 0.8305 0.8305 0.9342 0.28
IV 0.1488 0.1674 0.8314 0.8292 0 <10−3
convex (concave) if the hazard rate is decreasing (increasing) and for bathtub (unimodal) shaped hazard rate, the scaled
TTT transform is first convex (concave) and then concave (convex). In this example, the scaled TTT transform of BMDs of
Dominant radius and Radius bones presented in Fig. 2, shows that in both cases the scaled TTT transforms are first concave
and then convex; we can therefore conclude that both marginals have unimodal hazard rates.
We shall use the BVBS distribution to model these bivariate data. From the observations, we find s1 = 0.8408, s2 =
0.8410, r1 = 0.8225, r2 = 0.8179, and so the modified moment estimators are
α˜1 = 0.1491, α˜2 = 0.1674, β˜1 = 0.8316, β˜2 = 0.8294, ρ˜ = 0.9343.
For determining theMLEs ofβ1 andβ2, we need tomaximize the profile log-likelihood function in (12). The two-dimensional
surface plot of (12), presented in Fig. 3, reveals that it is a unimodal function and yields the MLEs of β1 and β2 to be
β̂1 = 0.8312, β̂2 = 0.8292.With these values of β̂1 and β̂2, theMLEs ofα1,α2 andρ thenbecome α̂1 = 0.1491, α̂2 = 0.1674,
and ρ˜ = 0.9343. In this case, we see that the modified moment estimators are almost the same as the MLEs. The 95%
confidence intervals for α1, α2, β1, β2 and ρ, based on the empirical Fisher information matrix, become (0.1069, 0.1913),
(0.1200, 0.2148), (0.7818, 0.8806), (0.7739, 0.8845), (0.8885, 0.9801), respectively.
The natural question that arises here is whether the BVBS distribution fits these bivariate data or not. For this purpose,
we computed the Kolmogorov–Smirnov (KS) distances between the empirical marginals and the fitted marginals. We
found the KS distances between the empirical marginals and the fitted marginals and the corresponding p values (reported
within brackets) for T1 and T2 to be 0.1549 (0.6121) and 0.1628 (0.5478), respectively. These results suggest that the BVBS
distribution is indeed a good model for the BMD bivariate data.
Now we carry out different tests of hypotheses on parameters of the model. First we present the maximum likelihood
estimates of the different parameters under restriction and the corresponding p values in Table 1. From the results, it is clear
that we cannot reject the hypothesis H0 : α1 = α2, β1 = β2 (based on Test III) and that there is strong evidence towards
correlation (based on Test IV).
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Table 2
The average estimates and the corresponding mean squared errors (reported within brackets) of the MLEs, when α1 = α2 = 1.0, β1 = β2 = 2.0 and for
different ρ’s.
n ρ α̂1 α̂2 β̂1 β̂2 ρ̂
0.95 0.9093 0.9130 2.0950 2.0911 0.9436
(0.0570) (0.0545) (0.3656) (0.3567) (0.0022)
10 0.50 0.9062 0.9151 2.0973 2.0873 0.4793
(0.0586) (0.0537) (0.3906) (0.3656) (0.0682)
0.25 0.9059 0.9152 2.0972 2.0866 0.2362
(0.0589) (0.0543) (0.3990) (0.3712) (0.0935)
0.00 0.9064 0.9155 2.0964 2.0861 −0.0041
(0.0591) (0.0550) (0.4042) (0.3765) (0.1007)
0.95 0.9639 0.9651 2.0534 2.0576 0.9487
(0.0250) (0.0259) (0.1649) (0.1621) (0.0006)
20 0.50 0.9596 0.9634 2.0477 2.0612 0.4995
(0.0249) (0.0269) (0.1712) (0.1644) (0.0309)
0.25 0.9579 0.9622 2.0449 2.0616 0.2550
(0.0253) (0.0271) (0.1720) (0.1651) (0.0467)
0.00 0.9565 0.9611 2.0421 2.0614 0.0111
(0.0257) (0.0273) (0.1713) (0.1652) (0.0531)
0.95 0.9857 0.9842 2.0229 2.0228 0.9494
(0.0103) (0.0106) (0.0593) (0.0595) (0.0002)
50 0.50 0.9860 0.9820 2.0231 2.0229 0.4979
(0.0102) (0.0109) (0.0623) (0.0629) (0.0116)
0.25 0.9859 0.9815 2.0229 2.0226 0.2493
(0.0102) (0.0109) (0.0635) (0.0640) (0.0178)
0.00 0.9857 0.9812 2.0224 2.0222 0.0012
(0.0102) (0.0108) (0.0642) (0.0646) (0.0202)
0.95 0.9951 0.9956 2.0106 2.0105 0.9501
(0.0049) (0.0049) (0.0315) (0.0318) (9.49E−05)
100 0.50 0.9935 0.9948 2.0097 2.0103 0.5018
(0.0048) (0.0051) (0.0313) (0.0322) (0.0055)
0.25 0.9928 0.9942 2.0090 2.0104 0.2533
(0.0047) (0.0052) (0.0312) (0.0320) (0.0086)
0.00 0.9923 0.9936 2.0083 2.0106 0.0045
(0.0047) (0.0052) (0.0308) (0.0316) (0.0099)
6. Simulation studies
We performed a simulation study for different sample sizes and for different ρ values, keeping α1 = α2 = 1 and
β1 = β2 = 1 fixed. We took sample sizes to be n = 10, 20, 50 and 100, and ρ = 0.95, 0.50, 0.25 and 0.0. Since we
observed the performances to be quite similar for negative ρ, we present the results only for positive ρ. In each case, we
computed the MLEs and then the average estimates and the mean squared errors (MSEs) over 1000 replications. The results
so obtained are reported in Table 2. We also computed the 95% probability coverages of confidence intervals based on the
pivotal quantities associated with all these estimators obtained from the empirical Fisher information matrix, and these
results are reported in Table 3.
The performance of the MLEs in terms of bias and MSE does not seem to depend on ρ, and depends only on the sample
size. The MLEs of α1, α2 and ρ are slightly negatively biased while the MLEs of β1 and β2 are slightly positively biased,
although bias goes to zero as the sample size increases. From Table 3, it is clear that the asymptotic confidence intervals do
not work well when the sample size is very small, as the coverage probabilities are much lower than the nominal level. But,
the performance is quite satisfactory for large sample sizes.
7. Concluding remarks
In this paper, we have introduced the bivariate Birnbaum–Saunders distribution as a flexible bivariate lifetime model. It
is an absolutely continuous bivariate distribution and can have either positive or negative correlation. We have discussed
several properties of this distribution and also discussed the maximum likelihood estimation of the five parameters, and
constructions of confidence intervals and likelihood ratio tests for some hypotheses of interest. Although the development
here is for the bivariate case, the multivariate Birnbaum–Saunders distribution also can be discussed along the same lines.
Several properties of the BVBS distribution can then be extended to themultivariate case as well, but the inference becomes
complicated. Work is currently under progress in this direction and we hope to report these findings in a future paper.
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Table 3
Probability coverages of 95% confidence intervals based on Monte Carlo simulations, when α1 = α2 = 1.0, β1 = β2 = 2.0 and for different ρ’s.
n ρ α1 α2 β1 β2 ρ
0.95 0.893 0.901 0.910 0.911 0.851
10 0.50 0.896 0.905 0.913 0.912 0.901
0.25 0.899 0.902 0.910 0.920 0.936
0.00 0.898 0.915 0.908 0.919 0.950
0.95 0.915 0.911 0.924 0.929 0.915
20 0.50 0.916 0.914 0.925 0.937 0.967
0.25 0.907 0.910 0.923 0.937 0.978
0.00 0.898 0.910 0.923 0.933 0.979
0.95 0.934 0.927 0.952 0.940 0.924
50 0.50 0.930 0.923 0.948 0.942 0.979
0.25 0.932 0.923 0.948 0.945 0.981
0.00 0.932 0.924 0.941 0.948 0.980
0.95 0.948 0.950 0.950 0.943 0.972
100 0.50 0.943 0.932 0.953 0.944 0.978
0.25 0.944 0.935 0.953 2.943 0.979
0.00 0.945 0.936 0.954 0.946 0.979
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Appendix. Fisher information matrix
For computing the elements of the Fisher information matrix, the following observations will become useful.
If (T1, T2) ∼ BVBS(α1, β1, α2, β2, ρ), then
(a)
E
{(√
T1
β1
−
√
β1
T1
)(√
T2
β2
−
√
β2
T2
)}
= α1α2ρ;
(b)
E
(√
T1
β1
−
√
β1
T1
)2
= α21 and E
(√
T2
β2
−
√
β2
T2
)2
= α22 .
Let us denote
E
(√
T1T2
β1β2
)
= ψ1(α1, α2, ρ). (24)
Then, (24) readily implies
E
(√
β1β2
T1T2
)
= ψ1(α1, α2, ρ), E
(√
β1T2
T1β2
)
= ψ1(α1, α2,−ρ) = E
(√
T1β2
β1T2
)
.
If we denote
f (θ) = − ln α1 − ln β1 − ln α2 − ln β2 − 12 ln(1− ρ
2)+ ln
{(
β1
T1
) 1
2 +
(
β1
T1
) 3
2
}
+ ln
{(
β2
T2
) 1
2 +
(
β2
T2
) 3
2
}
− 1
2(1− ρ2)
 1
α21
(√
T1
β1
−
√
β1
T1
)2
+ 1
α22
(√
T2
β2
−
√
β2
T2
)2
− 2ρ
α1α2
(√
T1
β1
−
√
β1
T1
)(√
T2
β2
−
√
β2
T2
) ,
then the Fisher information matrix is I(θ) = ((Iij(θ))), where Iij(θ) = −E
(
∂2f (θ)
∂θi∂θj
)
, and θ = (θ1, θ2, θ3, θ4, θ5) =
(α1, β1, α2, β2, ρ). We shall now present the exact expressions of Iij(θ), for i, j = 1, . . . , 5. We have the following
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expressions;
I11 = −E
(
∂2f (θ)
∂α21
)
= 2− ρ
2
α21(1− ρ2)
.
I33 = −E
(
∂2f (θ)
∂α22
)
= 2− ρ
2
α22(1− ρ2)
.
I13 = I13 = −E
(
∂2f (θ)
∂α1∂α2
)
= − ρ
2
(1− ρ2)α1α2 ·
We also have
I22 = −E
(
∂2f (θ)
∂β21
)
= 1
β21
[
−1
2
+ J(α1)+ 1
α21
(
1+ α
2
1
2
)
+ 11ρ
4(1− ρ2)α1α2 [ψ1(α1, α2, ρ)− ψ1(α1, α2,−ρ)]
]
,
I44 = −E
(
∂2f (θ)
∂β22
)
= 1
β22
[
−1
2
+ J(α2)+ 1
α22
(
1+ α
2
2
2
)
+ 11ρ
4(1− ρ2)α1α2 [ψ1(α1, α2, ρ)− ψ1(α1, α2,−ρ)]
]
,
where
J(α) =
∫ ∞
−∞
(1+ g(αu))−2dΦ(u), g(u) = 1+ 1
2
u2 + u
(
1+ u
2
4
) 1
2
.
Furthermore, we have
I24 = I42 = −E
(
∂2f (θ)
∂β1∂β2
)
= − ρ
4(1− ρ2)α1α2β1β2 (ψ1(α1, α2, ρ)− ψ1(α1, α2,−ρ)),
and
I12 = I21 = E
(
∂2f (θ)
∂α1∂β1
)
= 0, I14 = I41 = E
(
∂2f (θ)
∂α1∂β2
)
= 0,
I34 = I43 = E
(
∂2f (θ)
∂α2∂β2
)
= 0, I23 = I32 = E
(
∂2f (θ)
∂α2∂β1
)
= 0.
We also have
I55 = −E
(
∂2f (θ)
∂ρ2
)
= 2(1+ ρ
2)
(1− ρ2)3 ,
I15 = I51 = −E
(
∂2f (θ)
∂ρ∂α1
)
= − ρ
(1− ρ2)α1 , I35 = I53 − E
(
∂2f (θ)
∂ρ∂α2
)
= − ρ
(1− ρ2)α2 ,
and finally, we have
I25 = I52 = E
(
∂2f (θ)
∂ρ∂β1
)
= 0, I45 = I54 = E
(
∂2f (θ)
∂ρ∂β2
)
= 0.
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