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1. Introduction
The fractional Brownianmotion (fBm)withHurst parameterH ∈ (0, 1) is a zeromeanGaussianprocessBH = {BHt , t ≥ 0}
with covariance function
RH(s, t) = 12 (t
2H + s2H − |t − s|2H). (1)
This process was introduced by Kolmogorov in [1] and later studied by Mandelbrot and Van Ness in [2], where a stochastic
integral representation in terms of a standard Brownian motion was obtained.
Since BH is not a semimartingale if H ≠ 1/2 (see [3]), we cannot use the classical Itô theory to construct a stochastic
calculuswith respect to the fBm. Over the past years some new techniques have been developed in order to define stochastic
integrals with respect to the fBm. In the case H > 1/2 one can use a pathwise approach to define integrals with respect to
the fractional Brownian motion, taking advantage of the results by Young [4]. An alternative approach to define pathwise
integrals with respect to an fBm with parameter H > 1/2 is based on fractional calculus. This approach was introduced by
Feyel and De la Pradelle in [5] and it was also developed by Zähle in [6].
We would like to mention that the theory for the stochastic differential equations (without delay) driven by a fractional
Brownian motion (fBm) have recently been studied intensively (see e.g. [7–12] and the references therein).
As, for the stochastic functional differential equations driven by an fBm, even much less has been done, as far as we
know, only the works by Ferrante and Rovira in [13,14] and Neuenkirch et al. in [15] have appeared up to date, the delay in
all equations of these works are constants. So far little is known about the stochastic functional differential equations, with
non-constant delay, driven by an fBm.
The aim of this paper is to study the stochastic functional differential equation, with non-constant delay, described in
the form
x(t) = φ(0)+
∫ t
0
b(s, xs)ds+
∫ t
0
σ(s, xs)dB(s), t ≥ 0
x0 = φ ∈ Cr ,
(2)
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where B is a fractional Brownian motion with Hurst parameter H ∈ (1/2, 1),Cr = C([−r, 0],R) is the space of continuous
functions f from [-r,0] toR endowed by the uniformnorm ‖.‖. xt ∈ Cr denote the function defined by xt(u) = x(t+u), ∀u ∈
[−r, 0].b, σ : Ω × [0, T ] × Cr → R are appropriate functions.
In the stochastic differential equation (2), the integral
 t
0 σ(s, xs)dB(s) should be interpreted as a pathwise
Riemann–Stieltjes integral in the sense of Zähle [6]. We will first prove the existence and uniqueness of a solution to Eq. (2).
Thenwewill study the dependence of the solution on the initial condition. All along the paper, wewill prove first our results
for deterministic equations and then we will easily apply them pathwise to the fractional Brownian motion.
The paper is organized as follows. In Section 2,we state the problem and list our assumptions on the coefficients of Eq. (2).
Section 3, contains some basic facts about extended Stieltjes integrals. In Section 4, we derive some precise estimates for
these indefinite integrals. Section 5 is devoted to obtain the existence, uniqueness and dependence on the initial data for the
solution of the deterministic equations. In Section 6, we apply the results of the previous sections to stochastic equations
driven by fractional Brownian motion and we give the proofs of our main theorems.
2. Main result
Fix a time interval [0, T ] and a complete probability space (Ω,F , P). Suppose that B = {B(t), t ∈ [0, T ]} is a fractional
Brownian motion with Hurst parameter H ∈ (1/2, 1). Consider the stochastic functional differential equation (2) and let us
consider the following assumptions on the coefficients.
(H .b) The function b(t, ξ) is continuous. Moreover, it is Lipschitz continuous and has linear growth in the variable ξ
uniformly in t; that is, there exist constants L1 and L2 such that for all ξ, η ∈ Cr and t ∈ [0, T ]
|b(t, ξ)− b(t, η)| ≤ L1‖ξ − η‖ and |b(t, ξ)| ≤ L2(1+ ‖ξ‖).
(H .σ ) The function σ(t, ξ) is continuous and Fréchet differentiable in the variable ξ . Moreover, there exist constants L3, L4
and L5 such that for all ξ, η ∈ Cr and t ∈ [0, T ]
|Dξσ(t, ξ)|L(Cr ,R) ≤ L3,
|Dξσ(t, ξ)− Dξσ(t, η)|L(Cr ,R) ≤ L4‖ξ − η‖,
|σ(t, ξ)− σ(s, ξ)| + |Dξσ(t, ξ)− Dξσ(s, ξ)|L(Cr ,R) ≤ L5|t − s|.
Note that assumption (H .σ ) implies the linear growth property, i.e., there exists a constant L6 such that
|σ(t, ξ)| ≤ L6(1+ ‖ξ‖).
Given real numbers a < b and µ ∈ (0, 1], we will denote by Cµ([a, b]) the space of µ-Hölder continuous functions
f : [a, b] → R, equipped with the norm
‖f ‖µ := ‖f ‖ + sup
a≤s<t≤b
|f (t)− f (s)|
(t − s)µ
where
‖f ‖ := sup
t∈[a,b]
|f (t)|.
The main results proved in this paper are the following theorems on the uniqueness, existence and dependence of the
solution of Eq. (2) on the initial condition.
Theorem 2.1. (1) Assume that the coefficients b, σ satisfy the assumptions (H .b) and (H .σ ). If α satisfies 1−H < α < H and
if φ is a stochastic process whose trajectories belong to the space C1−α([−r, 0]), almost surely. Then there exists a unique
solution x of Eq. (2) with paths in C1−α([−r, T ]), P-a.s.
(2) If in addition α+ H > 3/2, the constants L1, . . . , L6 are independent of ω, and the process φ satisfies E‖φ‖p1−α <∞ for all
p ≥ 1. Then the solution x satisfies E‖x‖p1−α <∞, ∀p ≥ 1.
Theorem 2.2. Assume that α ∈ (1− H,H) and that b and σ satisfy hypothesis (H .b) and (H .σ ). Let φ, φn ∈ C1−α([−r, 0])
and denote by x the solution of Eq. (2) and xn the solution of the same equation with φn in place of φ.
Suppose that limn ‖φn − φ‖1−α = 0, a.s . Then, for P-almost all ω ∈ Ω , we have limn ‖xn(ω, .)− x(ω, .)‖1−α = 0.
If in addition α + H > 3/2, the constants L1, . . . , L6 are independent of ω, and the functions φ, φn are deterministic, then
limn E‖xn − x‖p1−α = 0, ∀p ≥ 1.
Remark 2.1. Note that Eq. (2), but without delay, has been examined by Nualart and Răşcanu in [9], where they have proved
existence and uniqueness results. The regularity and the absolute continuity results was studied in [12] by Nualart and
Saussereau. For the constant delay situation we refer the reader to [13–15].
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3. The Riemann–Stieltjes integral
The Riemann–Stieltjes integral introduced by Zähle [6] is based on fractional integrals and derivatives (see [16]). We
will refer the reader to the papers of Zähle [6] and Nualart and Răşcanu [9] for the general theory. Here, we will just recall
some basic results. Fix a parameter 0 < α < 1/2, and let us denote by Wα,1(0, T ;R) the space of measurable functions
f : [0, T ] → R such that
‖f ‖α,1 :=
∫ T
0
 |f (s)|
sα
+
∫ s
0
|f (s)− f (λ)|
(s− λ)α+1 dλ

ds <∞.
We denote also byW 1−α,∞(0, T ;R) the space of measurable functions g : [0, T ] → R such that
‖g‖1−α,∞ := sup
0<s<t<T
|g(t)− g(s)|
(t − s)1−α +
∫ t
s
|g(λ)− g(s)|
(λ− s)2−α dλ <∞.
Clearly,
C1−α+ϵ(0, T ;R) ⊂ W 1−α,∞(0, T ;R) ⊂ C1−α(0, T ;R), ∀ϵ > 0.
If g ∈ W 1−α,∞(0, T ;R), we can define
Λα(g) := 1
Γ (1− α) sup0<s<t<T |(D
1−α
t− gt−(s))|
where Γ (.) is the Euler function and D1−αt− denotes the Weyl derivative (see [9] for more details). We get
Λα(g) ≤ 1
Γ (1− α)Γ (α)‖g‖1−α,∞ <∞.
Given two functions f ∈ Wα,1(0, T ;R) and g ∈ W 1−α,∞(0, T ;R), we can define
G(f )(t) :=
∫ t
0
f (s)dg(s) =
∫ T
0
f (s)1(0,t)(s)dg(s).
Furthermore, we have the estimate∫ t
0
f dg
 ≤ Λα(g)‖f ‖α,1. (3)
4. A priori estimates
Along this section, we fix ν ∈ (1/2, 1) and α ∈ (1− ν, ν). For g ∈ Cν([0, T ]) and x ∈ C1−α([−r, T ]), we denote
I(x)(t) =
∫ t
0
b(s, xs)ds and J(x)(t) =
∫ t
0
σ(s, xs)dg(s).
The following proposition provides the basic estimate for iterative calculus in Banach fixed point theorem applied to the
differential equations considered in this paper.
Proposition 4.1. Let g ∈ Cν([0, T ]), x ∈ C1−α([−r, T ]). Under conditions (H .b) and (H .σ ) we have
(1) I(x) ∈ C1−α([0, T ]).
(2) J(x) ∈ C1−α([0, T ]).
Proof. The proof of the first assertion is easy, so we omit it here. For the second point, let α0 = min{α, 1 − α} and fix
β ∈ (1− ν;α0). From (3), we have for s, t ∈ [0, T ]with s < t:
|J(x)(t)− J(x)(s)| =
∫ t
s
σ(u, xu)dg

≤ Λβ(g)
[∫ t
s
|σ(u, xu)|
(u− s)β du+
∫ t
s
∫ u
s
|σ(u, xu)− σ(v, xv)|
(u− v)β+1 dv du
]
. (4)
By condition (H .σ )we get∫ t
s
|σ(u, xu)|
(u− s)β du ≤
L6(t − s)1−β
1− β (1+ ‖x‖) ≤
L6(t − s)1−α
1− β T
α−β(1+ ‖x‖). (5)
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Using again (H .σ ), we obtain∫ t
s
∫ u
s
|σ(u, xu)− σ(v, xv)|
(u− v)β+1 dv du ≤
∫ t
s
∫ u
s
|σ(u, xu)− σ(u, xv)| + |σ(u, xv)− σ(v, xv)|
(u− v)β+1 dv du
≤
∫ t
s
∫ u
s
L3‖x‖1−α(u− v)1−α + L5(u− v)
(u− v)β+1 dv du
≤ (t − s)1−α
[
L3T 1−β‖x‖1−α
(1− α − β)(2− α − β) +
L5T 1+α−β
(1− β)(2− β)
]
. (6)
Inequalities (5) and (6) together with (4), imply the second claim. 
For any λ ≥ 0, we introduce the following equivalent norm in the space C1−α([a, b]) defined by
‖x‖1−α,λ = sup
t∈[a,b]
e−λt |x(t)| + sup
a≤s<t≤b
e−λt
|x(t)− x(s)|
(t − s)1−α .
Proposition 4.2. Let g ∈ Cν([0, T ]), x ∈ C1−α([−r, T ]). Under conditions (H .b) and (H .σ ) there exist M1,M2, c1(λ), c2(λ)
such that
• ‖I(x)‖1−α,λ ≤ M1 + c1(λ)‖x‖1−α,λ
• ‖J(x)‖1−α,λ ≤ M2 + c2(λ)‖x‖1−α,λ
where Mi are constants independent of λ, and ci(λ)→ 0 as λ→∞ for i = 1, 2.
Proof. The proof of the first assertion can be easy, so we omit it here. For the second point, let β ∈ (1− ν,min{α, 1− α}).
For t, s ∈ [0, T ]with s < t , we have from inequality (3)
e−λt
|J(x)(t)− J(x)(s)|
(t − s)1−α ≤
Λβ(g)e−λt
(t − s)1−α
[∫ t
s
|σ(u, xu)|
(u− s)β du+
∫ t
s
∫ u
s
|σ(u, xu)− σ(s, xs)|
(u− s)β+1 du ds
]
. (7)
Now, we estimate the terms on the right-hand side of (7). Firstly, by the condition (H .σ ), we have
e−λt
(t − s)1−α
∫ t
s
|σ(u, xu)|
(u− s)β du ≤
e−λt
(t − s)1−α
∫ t
s
L6
1+ ‖xu‖
(u− s)β du
≤ L6T
α−β
1− β +
L6‖x‖1−α,λ
λα−β
sup
y>0
∫ y
0
e−z
(y− z)1−α+β dz. (8)
Secondly, condition (H .σ ) yields.
e−λt
(t − s)1−α
∫ t
s
∫ u
s
|σ(u, xu)− σ(v, xv)|
(u− v)β+1 dv du ≤
e−λt
(t − s)1−α
∫ t
s
∫ u
s
L3‖xu − xv‖ + L5(u− v)
(u− v)β+1 dv du
≤ L5T
1+α−β
(1− β)(2− β) +
L3‖x‖1−α,λ
(1− β − α)λ1−β supy>0
∫ y
0
e−z
(y− z)β dz. (9)
Using (7)–(9) we obtain that there existM2 and c2(λ) such that
‖J(x)‖1−α,λ ≤ M2 + c2(λ)‖x‖1−α,λ,
whereM2 is a constant independent of λ and c2(λ)→ 0 as λ→∞. 
We need an additional estimate in order to be able to use the Banach fixed point theorem.
Proposition 4.3. Let g ∈ Cν([0, T ]), x, y ∈ C1−α([−r, T ]). Under conditions (H .b) and (H .σ ) there exist c1(λ) and c2(λ)
such that
• ‖I(x)− I(y)‖1−α,λ ≤ c1(λ)‖x− y‖1−α,λ.
• ‖J(x)− J(y)‖1−α,λ ≤ c2(λ)(1+ ‖x‖1−α + ‖y‖1−α)‖x− y‖1−α,λ
where ci(λ)→ 0 as λ→∞ for i = 1, 2.
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Proof. Let K = I(x)− I(y). By the Lipschitz property of b, it is easy to see that for any t, s ∈ [0, T ]with s < t
e−λt
(t − s)1−α |K(t)− K(s)| ≤
L1
λα
∫ ∞
0
e−h
h1−α
dh‖x− y‖1−α,λ
which implies the result of the first assertion. For the second claim, let t, s ∈ [0, T ]with s < t , we have
e−λt
(t − s)1−α |J(x)(t)− J(y)(t)− J(x)(s)+ J(y)(s)|
≤ e
−λtΛβ(g)
(t − s)1−α
[∫ t
s
|σ(u, xu)− σ(u, yu)|
(u− s)β ds+
∫ t
s
∫ u
s
|σ(u, xu)− σ(u, yu)− σ(v, xv)+ σ(v, yv)|
(u− v)β+1 dv du
]
.
We obtain, by the Lipschitz property of σ
e−λt
(t − s)1−α
∫ t
s
|σ(u, xu)− σ(u, yu)|
(u− s)β ds ≤
∫ t
s
L3e−λ(t−u)
(u− s)1+β−α du‖x− y‖1−α,λ
≤ L3‖x− y‖1−α,λ
λα−β
sup
u>0
∫ u
0
e−z
(u− z)1+β−α dz

. (10)
By the mean value theorem and condition (H .σ ), we have for all u, v ∈ [0, T ]
|σ(u, xu)− σ(u, yu)− σ(v, xv)+ σ(v, yv)|
≤
∫ 1
0
Dξσ(v, νxv + (1− ν)yv)(xu − yu − xv + yv)dν

+
∫ 1
0

Dξσ(u, νxu + (1− ν)yu)− Dξσ(v, νxv + (1− ν)yv)

(xu − yu)dν

≤ L3‖xu − yu − xv + yv‖ + [L4‖xu − xv‖ + L4‖yu − yv‖ + L5(u− v)] ‖xu − yu‖.
Consequently, we have
e−λt
(t − s)1−α
∫ t
s
∫ u
s
|σ(u, xu)− σ(u, yu)− σ(v, xv)+ σ(v, yv)|
(u− v)β+1 dv du
≤ e
−λt
(t − s)1−α
∫ t
0
∫ s
0
L3‖xu − yu − xv + yv‖
(u− v)β+1 dv du+
e−λt
(t − s)1−α
∫ t
0
∫ s
0
L5‖xu − yu‖
(u− v)β dv du
+ e
−λt
(t − s)1−α
∫ t
0
∫ s
0
L4‖xu − yu‖(‖xu − xv‖ + ‖yu − yv‖)
(u− v)β+1 dv du. (11)
We estimate the various terms of the right-hand side of (11) separately. For the first term, we have
L3e−λt
(t − s)1−α
∫ t
s
∫ u
s
‖xu − yu − xv + yv‖
(u− v)β+1 dv du ≤
L3
(t − s)1−α
∫ t
s
∫ u
s
L3e−λ(t−u)‖x− y‖1−α,λ
(u− v)β+α dv du
≤ L3‖x− y‖1−α,λ
λ1−β(1− α − β) supk>0
∫ k
0
e−z
(k− z)β dz. (12)
For the second term
L5e−λt
(t − s)1−α
∫ t
s
∫ u
s
‖xu − yu‖
(u− v)β dv du ≤
1
(t − s)1−α
∫ t
s
∫ u
s
e−λ(t−u)
(u− v)β dv du‖x− y‖1−α,λ
≤ L5T
α−β
λ(1− β)‖x− y‖1−α,λ. (13)
Finally for the third term, we get
L4e−λt
(t − s)1−α
∫ t
s
∫ u
s
‖xu − yu‖(‖xu − xv‖ + ‖yu − yv‖)
(u− v)β+1 dv du
≤ L4e
−λt
(t − s)1−α
∫ t
s
∫ u
s
‖xu − yu‖(‖x‖1−α + ‖y‖1−α)(u− v)1−α
(u− v)β+1 dv du
≤ L4
(1− β − α)λ1−β supu>0
∫ u
0
e−z
(u− z)β dz‖x− y‖1−α,λ(‖x‖1−α + ‖y‖1−α). (14)
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Thus, inequality (10), (12)–(14) together imply:
sup
0≤s<t≤T
e−λt
|J(x)(t)− J(y)(t)− J(x)(s)− J(y)(s)|
(t − s)1−α ≤ c(λ)(1+ ‖x‖1−α + ‖y‖1−α)‖x− y‖1−α,λ (15)
where c(λ) is a constant such that lim c(λ) = 0, which implies the result of the second assertion. 
Define the functions ψ : C1−α([−r, T ])→ C1−α([−r, T ]) by ψ(x)(t) = x(t) for t ∈ [−r, 0] and for t ≥ 0
ψ(x)(t) = x(0)+
∫ t
0
b(s, xs)ds+
∫ t
0
σ(s, xs)dg(s).
Combining Propositions 4.2 and 4.3, we get the following result.
Corollary 4.4. Let g ∈ Cν([0, T ]), x, y ∈ C1−α([−r, T ]). Under conditions (H .b) and (H .σ ) there exist M, c1(λ) and c2(λ)
such that
• ‖ψ(x)‖1−α,λ ≤ M + ‖x0‖1−α,λ + c1(λ)‖x‖1−α,λ.• ‖ψ(x)− ψ(y)‖1−α,λ ≤ ‖x0 − y0‖1−α,λ + c2(λ)(1+ ‖x‖1−α + ‖y‖1−α)‖x− y‖1−α,λ
where M is a constant and ci(λ)→ 0 as λ→∞ for i = 1, 2.
5. Deterministic functional differential equation
Throughout this section we fix ν ∈ (1/2, 1) and α ∈ (1 − ν, ν). For g ∈ Cν([0, T ]), let us consider the deterministic
functional differential equation:
x(t) = η(0)+
∫ t
0
b(s, xs)ds+
∫ t
0
σ(s, xs)dg(s), t ≥ 0
x0 = η ∈ Cr .
(16)
Then we can state the main result of this section.
Theorem 5.1. If b and σ satisfy conditions (H .b) and (H .σ ) and if η ∈ C1−α([−r, 0]). Then Eq. (16) has a unique solution in
C1−α([−r, T ]).
Proof. Existence of the solution: Let
C1−α([−r, T ], η) = x ∈ C1−α([−r, T ])/x = η on [−r, 0]
and define an operator F : C1−α([−r, T ], η)→ C1−α([−r, T ], η) by F(x)(t) = η(t) for t ∈ [−r, 0] and for t ≥ 0
F(x)(t) = η(0)+
∫ t
0
b(s, xs)ds+
∫ t
0
σ(s, xs)dg(s).
By Corollary 4.4, we have
‖F(x)‖1−α,λ ≤ M + ‖η‖1−α,λ + c(λ)‖x‖1−α,λ,
whereM is a constant and limλ→∞ c(λ) = 0. Let λ0 be sufficiently large such that c(λ0) ≤ 1/2 and letM0 = 2(‖η‖1−α,λ0 +
M) and
Bλ0 = {x ∈ C1−α([−r, T ], η)/‖x‖1−α,λ0 ≤ M0}.
Then we have
∀x ∈ Bλ0 , F(x) ∈ Bλ0 .
As a consequence, F maps Bλ0 into itself.
We are going to show that there exists λ > λ0 such that the operator F is a contraction on Bλ0 under the norm ‖.‖1−α,λ.
Indeed, by Corollary 4.4, we have, for all x, y ∈ C1−α([−r, T ], η)
‖F(x)− F(y)‖1−α,λ ≤ c(λ)(1+ ‖x‖1−α + ‖y‖1−α)‖x− y‖1−α,λ.
Then, for x, y ∈ Bλ0 , we have
‖F(x)− F(y)‖1−α,λ ≤ c(λ)(1+ 2R0)‖x− y‖1−α,λ
where
R0 = sup
x∈Bλ0
‖x‖1−α.
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Let λ > λ0 such that c(λ)(1+ 2R0) < 1/2, then ∀x, y ∈ Bλ0 we have
‖F(x)− F(y)‖1−α,λ ≤ 1/2‖x− y‖1−α,λ.
So F is a contraction on the closed subset Bλ0 of the complete metric space C
1−α([−r, T ]), then it has a unique fixed point x
in Bλ0 . From the definition of F it follows that x is a solution of Eq. (16) on [−r, T ] in C1−α([−r, T ]).
Uniqueness of the solution: Let x and y be two solutions of Eq. (16) in C1−α([−r, T ]). By using Corollary 4.4 and λ large
enough, we obtain that
‖x− y‖λ ≤ 1/2‖x− y‖1−α,λ
and then x = y, which complete the proof. 
Proposition 5.2. Under the same conditions of Theorem 5.1, the solution x of Eq. (16) satisfies
‖x‖1−α ≤ c1(1+ ‖η‖1−α) exp(c2Λβ(g)1/α−β)
for any β ∈ (1 − ν; α0) where α0 = min{α, 1 − α} and c1, c2 are constants depending only on α, β, T and the coefficients
L1, . . . , L6.
For the proof, we need the following version of the Gronwall lemma proved in [9].
Lemma 5.3. Fix 0 ≤ α < 1, a, b ≥ 0. Let x : [0,+∞)→ [0,+∞) be a continuous function such that for each t
x(t) ≤ a+ btα
∫ t
0
(t − s)−αs−αx(s)ds.
Then
x(t) ≤ adα exp

cαtb1/1−α

where cα and dα are positive constants depending only on α.
Proof of Proposition 5.2. For t ≥ 0, let
h(t) = sup
s∈[−r,t]
|x(s)| + sup
−r≤s<u≤t
|x(u)− x(s)|
(u− s)1−α .
For 0 ≤ s < u ≤ t , we have
|x(u)− x(s)|
(u− s)1−α ≤
1
(u− s)1−α
∫ u
s
b(v, xv)dv
+ 1(u− s)1−α
∫ u
s
σ(v, xv)dg
 .
By condition (H .b)we have
1
(u− s)1−α |
∫ u
s
b(v, xv)dv| ≤ L2
∫ u
s
1+ ‖xv‖
(u− v)1−α dv
≤ L2
∫ t
0
(1+ h(v))(t − v)α−1dv. (17)
For β ∈ (1− ν;α0), we get from inequality (3)
1
(u− s)1−α
∫ u
s
σ(v, xv)dg
 ≤ Λβ(g)(u− s)1−α
[∫ u
s
|σ(v, xv)|
(v − s)β dv +
∫ u
s
∫ v
s
|σ(v, xv)− σ(θ, xθ )|
(v − θ)β+1 dθ dv
]
.
By condition (H .σ ), we have
Λβ(g)
(u− s)1−α
∫ u
s
∫ v
s
|σ(v, xv)− σ(θ, xθ )|
(v − θ)β+1 dθ dv ≤
Λβ(g)
(u− s)1−α
∫ u
s
∫ v
s
L3‖xv − xθ‖ + L5|v − θ |
(v − θ)β+1 dθ dv
≤ L3T
1−β−αΛβ(g)
1− β − α
∫ t
0
h(v)
(t − v)1−α dv +
L5T 1−β+αΛβ(g)
(2− β)(1− β) . (18)
On the other hand, we have
Λβ(g)
(u− s)1−α
∫ u
s
|σ(v, xv)|
(v − s)β dv ≤
Λα(g)
(u− s)1−α
∫ u
s
|σ(v, xv)− σ(v, xs)| + |σ(v, xs)|
(v − s)β dv.
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We obtain by the Lipschitz property of σ
Λβ(g)
(u− s)1−α
∫ u
s
|σ(v, xv)− σ(v, xs)|
(v − s)β dv ≤
L3Λβ(g)
(u− s)1−α
∫ u
s
h(v)(v − s)1−α−βdv
≤ L3Λβ(g)T 1−α−β
∫ t
0
h(v)
(t − v)1−α dv, (19)
and
Λβ(g)
(u− s)1−α
∫ u
s
|σ(v, xs)|
(v − s)β dv ≤
L6Λβ(g)
(u− s)1−α
∫ u
s
1+ ‖xs‖
(v − s)β dv
≤ L6Λβ(g)
1− β
[
Tα−β + (α − β)
∫ t
0
h(v)
(t − v)1−α+β dv
]
. (20)
Inequalities (17)–(20) together imply that
sup
0≤s<u≤t
|x(u)− x(s)|
(u− s)1−α ≤ c(1+Λβ(g))
[
1+
∫ t
0
h(v)
(t − v)1−α+β dv
]
,
which shows immediately that
h(t) ≤ ‖η‖1−α + c(1+Λβ(g))
[
1+
∫ t
0
h(s){(t − s)α−β−1ds}
]
.
Then
h(t) ≤ ‖η‖1−α + c(1+Λβ(g))
[
1+
∫ t
0
h(s)tβ+1−α(t − s)−(β+1−α)s−(β+1−α)ds
]
.
By Lemma 5.3, we obtain that
‖x‖1−α ≤ c1(1+ ‖η‖1−α) exp(c2Λ1/α−ββ (g)).
This completes the proof of the proposition. 
Now we are going to study the dependence of the solution of Eq. (16) on the initial data.
Proposition 5.4. Suppose that conditions (H .b) and (H .σ ) are satisfied and let η, ηn ∈ C1−α([−r, 0]). Let x be the solution of
Eq. (16) and let xn be the solution of the same equation with ηn in place of η. Then we have
‖x− xn‖1−α ≤ c1‖η − ηn‖1−α exp(c2{‖x‖1/α−β1−α + ‖xn‖1/α−β1−α }) exp(c3Λβ(g)1/α−β)
for any β ∈ (1−ν;α0)where α0 = min{α, 1−α} and c1, c2 and c3 are constants depending only on α, β, T and the coefficients
that appear in assumptions (H .b) and (H .σ ).
Proof. For t ≥ 0, set
hn(t) = sup
s∈[−r,t]
|x(s)− xn(s)| + sup
−r≤s<u≤t
|x(u)− xn(u)− x(s)+ xn(s)|
(u− s)1−α .
By the same calculus as in the proof of Proposition 5.2, we get for t ≥ 0
hn(t) ≤ ‖ξ − ξ n‖1−α + c[1+Λβ(g){1+ ‖x‖1−α + ‖xn‖1−α}]
∫ t
0
hn(s)(t − s)α−β−1ds.
Hence,
hn(t) ≤ c[1+Λβ(g)(1+ ‖x‖1−α + ‖xn‖1−α)]
∫ t
0
h(s)tβ+1−α(t − s)−(β+1−α)s−(β+1−α)ds+ ‖ξ − ξ n‖1−α.
By Lemma 5.3, we obtain that
‖x− xn‖1−α ≤ c1‖ξ − ξ n‖1−α exp(c2{‖x‖1/α−β1−α + ‖xn‖1/α−β1−α }) exp(c3Λβ(g)1/α−β)
where c1, c2 and c3 are constants depending only on α, β, T and the coefficients that appear in assumptions (H .b) and
(H .σ ). This completes the proof of the proposition. 
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6. Stochastic functional differential equation driven by fBm
In this section we will apply the results of the previous sections in order to prove the main theorems of this paper. Fix
a parameter 1/2 < H < 1 and let B = {B(t), t ∈ [0, T ]} be a fractional Brownian motion with parameter H defined in
a complete probability space (Ω,F , P). It is well known that the process B(t) has ν- Hölder continuous trajectories of all
order ν < H . Then for all β ∈ (1− H, 1/2), the trajectories of B belong to the spaceW 1−β,∞(0, T ;R). As a consequence, if
u = {u(t), t ∈ [0, T ]} is a stochastic processwhose trajectories belong a.s to the spaceWβ,1(0, T ;R), withβ ∈ (1−H, 1/2),
the Riemann–Stieltjes integral
 T
0 u(s)dB(s) exists and we have the estimate∫ T
0
u(s)dB(s)‖ ≤ Λβ(B)‖u

β,1
.
As a simple consequence of these facts, we get the following two proofs:
Proof of Theorem 2.1. The existence and uniqueness of the solution follows directly from the deterministic Theorem 5.1.
By Proposition 5.2, we obtain
‖x‖1−α ≤ c1(1+ ‖φ‖1−α) exp(c2Λ1/α−ββ (B))
for any β ∈ (1−H;α0), where α0 = min{α, 1−α} and c1, c2 are constants depending only on α, β, T . Hence, for all p ≥ 1.
E‖x‖p1−α ≤
1
2
c2p1 E(1+ ‖φ‖1−α)2p +
1
2
E exp(2pc2Λ
1/α−β
β (B)). (21)
Now, by the classical Fernique’s theorem (see [17]), we have for any 0 < δ < 2
E(exp(Λβ(B)δ)) <∞.
Consequently E‖x‖p1−α < ∞, ∀p ≥ 1, provided that we choose β ∈ (1 − H, α0) such that 1α−β < 2, and this is true if we
take H > 34 and α + H > 32 , which ends the proof of Theorem 2.1. 
Proof of Theorem 2.2. It suffices to apply Proposition 5.4 to obtain the almost-sure convergence.
The convergence in Lp is obtained by a dominated convergence argument since by Proposition 5.2 we have that for any
n ∈ N
‖xn − x‖1−α ≤ ‖xn‖1−α + ‖x‖1−α
≤ c1(2+ ‖φ‖1−α + ‖φn‖1−α) exp(c2Λ1/α−ββ (B))
and since ‖φn‖1−α is bounded, then we can write
‖xn − x‖1−α ≤ M exp(c2Λβ(B)1/α−β) := Y
and E(Y p) <∞ for all p ≥ 1. 
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