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ABSTRACT OF THE THESIS
STUDY ON A HIERARCHY MODEL
by
Suisui Che
Florida International University, 2012
Miami, Florida
Professor Jie Mi, Major Professor
The statistical inference about the parameters of Binomial-Poisson Hierarchy
Model are discussed. On the basis of the estimators of paired observations we consider
the other two cases with extra observations on both the first and second layer of the
model. The MLEs of λ and p are derived and it is also proved that the MLE λ̂ is
also the UMV UE of λ. By using multivariate central limit theory and large sample
theory, the asymptotic behavior of both the estimators based on extra observations
on the first and second layer are obtained respectively. The performances of these
estimators are compared numerically based on extensive Monte Carlo simulation.
Simulation studies indicate that the performance of these estimators are more efficient
than those only based on paired observations. Inference about the confidence intervals
forλ and p is presented for both cases. The efficiency of the estimators are compared
with condition given that same number of extra observations are provided.
Keywords: Binomial-Poisson distribution, hierarchy model, parameter estimation,
UMVUE, MLE, confidence Interval.
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§ 1. Introduction
The statistical inference about the Binomial-Poisson hierarchy distribution
by method of maximum likelihood is considered. The parameters of interest are rate λ
and proportion p. We will try to obtain the maximum likelihood estimators of the two
parameters. In some experimental situations, it is necessary to estimate a proportion
using several groups of cases where the sampling is random. Therefore compound
distributions will have to be considered. Inference about the parameters of this com-
pound distribution has been studied by many authors. For instance, general method
about parameter estimation by McGuire, Brindley, and Bancroft (1957), methods
about MLEs by Sprott (1958),limiting theorem by Hodges and Lucien (1960) and
many other discussions from the other statisticians. However, all the studies in the
literature used only paired data but not unpaired data, for example Ocerin and Perez
(2002). Using only paired data could lead to a big loss of information and so reduce
the accuracy of estimation and the power of testing hypotheses. Our research will use
the additional data information for improving the estimation results and increasing
the power of the tests. Because of the complexity of the data structure with the
additional unpaired observations the exact sampling distributions of estimators may
be not available and thus large sample theory may have to be applied in order to
obtain approximate confidence intervals and and evaluate performance of estimators.
Extensive research has been conducted on the Binomial-Poisson model. The
point estimator of parameters in the Binomial Poisson model can be traced back as
early as the 1950’s.
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Sprott (1958) studied a procedure of fitting the Poisson-Binomial distribution
by using the maximum likelihood method, the moments method and the sample
zero frequency method. The likelihood function L(p̂) =
∑
akF (k) − N = 0 served
as a base of the later research. Shumway and Gurland (1960) described a much
simpler maximum likelihood estimates and computed probabilities derived from the
results of Sprott (1958). Finally, the maximum likelihood and recurrence relations
were rewritten in terms of ratios of Poisson factorial moments in the fitting of the
Poisson binomial distribution. When pi is an ith estimate of p, we may calculate L(p̂i)
and L′(p̂i), then an approximation of P̂i+1 can be computed by using the relation
p̂i+1 = p̂i − [L(p̂i)/L′(p̂i)]. Hodges and Lucien (1960) raised a question about the
Poisson limiting theorem of the Poisson-binomial distribution, which had been ignored
for quite a long time. It drew attention to the basic assumption of the Poisson
distribution that in many applications the probability p of the various trials could
not be considered equally likely. In this case, the limit theorem (von Mises 1921),
which required a large sample size n, a small α and a moderate λ was not restrictive
enough. Hodges and Lucien (1960) presented an approximation theorem which was
based on a relatively large sample size n and different probabilities pi. The original
limiting was also included in this approximation theorem as a special case.
Katti and Gurland (1962) continued research on the method of the moment
estimators presented by Sprott (1958). They found the regions given by Sprott were
not wide enough to include the parameter vector in most practical cases. So they
discussed a new method of estimation with the estimators from minimum chi-square
2
estimation method, which was compared with the maximum likelihood estimators
and proved to be much more efficient than the method discussed by Sprott (1958).
The approximate formulas are developed to evaluate the MLEs of the probability
p and the bound of the error can be determined as well. Johnson and Kotz (1969),
and Johnson (1992) also studied the Binomial-Poisson compound distribution. Both
of the discussions treated the Binomial-Poisson distribution as a discrete distribution
and considered the parameter estimation methods.
Ouyang (1993) discussed Poisson-Poisson and Binomial-Poisson sampling in
forestry based on the result presented by Cacoullos and Papageorgiou (1982). Ocerin
and Perez (2002) restudied the numerical approximation, by using an example of an
experimental design. Petri’s dishes were used in the experiment to perform a bacteri-
ological sowing, with the aim of predicting the proportion of mutations. Provided the
paired data set they could obtain a numerical approximation of an estimator of the
proportion p, which can be applied in any sample size. Zhu (2003) extended the study
to include the Beta-Binomial-Poisson, an EM algorithm is developed to compute both
the MLEs and the model parameters and the corresponding stardard error. Shkedy
(2005) setup a hierarchical binomial-Poisson model for the Analysis of a crossover
design for correlated binary data when the number of trials is dose-dependent.
The Binomial Poisson distribution has been widely applied to studies of plant
and insect populations. In this research, we study this hierarchy model but with
additional data information. Using the paired observations of Ocerin and Perez(2002),
we will try to derive the maximum likelihood estimators of the two parameters of
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interest, investigate properties such as unbiasedness and whether the estimators is the
uniform minimum variances estimators of these estimators, and study the asymptotic
distribution of these estimators as well. Assuming that the asymptotic normality
of the estimators can be established, we then will be able to construct confidence
intervals of the two parameters and to test hypothesis about these parameters. The
performance of the estimators based on paired and unpaired data will be compared
with that of the estimators based on paired observations merely.
4
§ 2. Some Preliminary Results
Following the Binomial-Poisson hierarchy model, we let X ∼ Poisson (λ),
Y |X = x ∼ B(x, p). Note that in this hierarchy model Y can be zero, in this case we
will define X = 0. From these it can be obtained that Y ∼ Poisson(λp).
To estimate the parameters λ and p, a sample {(xi, yi), 1 ≤ i ≤ n} is drawn
from the (X,Y) population. Then the MLEs of λ and p can be derived as
λ̂∗ =
n∑
i=1
Xi
n
and p̂∗ =
n∑
i=1
Yi
n∑
i=1
Xi
, (2.1)
Here we let 0/0 = 0 by convention, so p̂∗ can be written as
p̂∗ =
(∑n
i=1 Yi∑n
i=1Xi
)
I(0,∞) (Σni=1Xi)
Clearly nλ̂∗ ∼ Poisson(nλ), E(λ̂∗) = λ, V ar(λ̂∗) = λ/n, and E (p̂∗) = p (1− e−nλ).
It indicates that λ̂∗ is an unbiased estimator of λ, but p̂∗ is only asymptotically
unbiased. The distribution of p̂∗ is very complicated. Sprott (1958), Ocerin and
Perey (2002) studied the numerical approximation of the sampling distribution of p̂∗.
In the present section we will show that λ̂∗ and p̂∗ are asymptotically uncor-
related. To this purpose we need the following result.
Lemma 2.1 The conditional distribution of
n∑
i=1
Yi given
n∑
i=1
Xi is binomial,
namely
n∑
i=1
Yi|
n∑
i=1
Xi ∼ B(
n∑
i=1
Xi, p).
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Proof. It suffices to show that for any integers 0 ≤ k ≤ j, it holds that
P (
n∑
i=1
Yi = k|
n∑
i=1
Xi = j) =
 j
k
 pk(1− p)j−k. (2.2)
Define N = {0, 1, ....}, 1 = (1, ..., 1)′ ∈ Nn and L = {l = (l1, ...ln)′: l ∈ Nn, l′1 = j}.
We have
P (
n∑
i=1
Yi = k|
n∑
i=1
Xi = j) =
P (
n∑
i=1
Yi = k,
n∑
i=1
Xi = j)
P (
n∑
i=1
Xi = j)
=
P (
n∑
i=1
Yi = k,
n∑
i=1
Xi = j)
(nλ)j
j!
e−nλ
(2.3)
To obtain the numerator of the right hand side of (2.3) note that if we define M =
{m = (m1, ...mn)′ :m ∈ Nn,m′1 = k}, then
P (
n∑
i=1
Yi = k,
n∑
i=1
Xi = j)
=
∑
l∈L
P (
n∑
i=1
Yi = k,Xi = li, 1 ≤ i ≤ n)
=
∑
l∈L
∑
m∈M
P (Yi = mi, Xi = li, 1 ≤ i ≤ n)
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=
∑
l∈L
∑
m∈M

n∏
i=1
 li
mi
 pmi(1− p)li−mi λlili! e−λ

=e−nλ
∑
l∈L
∑
m∈M
(
1∏n
i=1mi!(li −mi)!
)
p
Pn
i=1mi(1− p)
Pn
i=1(li−mi)λ
Pn
i=1 li
=e−nλ
∑
l∈L
∑
m∈M
(
1∏n
i=1mi!(li −mi)!
)
pk(1− p)j−kλj
=pk(1− p)j−kλje−nλ
∑
l∈L
∑
m∈M
(
1∏n
i=1mi!(li −mi)!
)
(2.4)
Combining (2.3) and (2.4), we obtain
P (
n∑
i=1
Yi = k|
n∑
i=1
Xi = j) = p
k(1− p)j−k
j!
∑
m∈M
1∏n
i=1mi!
(∑
l∈L
1∏n
i=1(li −mi)!
)
nj
(2.5)
Hence from (2.5) it follows that
1 j
k

P
(
n∑
i=1
Yi = k|
n∑
i=1
Xi = j
)
=pk(1− p)j−k
∑
m∈M
k!∏n
i=1mi!
(∑
l∈L
(j − k)!∏n
i=1(li −mi)
)
nj
=pk(1− p)j−k
∑
m∈M
k!∏n
i=1mi!
nj−k
nj
=pk(1− p)j−kn
knj−k
nj
7
=pk(1− p)j−k
which validates the desired equality in (2.2).
Theorem 2.2 The covariance between λ̂∗n and p̂
∗
n is
Cov
(
λ̂∗n, p̂
∗
n
)
= λpe−nλ
and λ̂∗ and p̂∗ are asymptotically uncorrelated, where the subscript n is used for em-
phasizing the dependence of the two estimators on n.
Proof. We have
Cov
(
λ̂∗, p̂∗
)
=E
(
λ̂∗p̂∗
)
− E
(
λ̂∗
)
E (p̂∗)
=E
(
λ̂∗p̂∗
)
− λp (1− e−nλ) . (2.6)
The mean of λ̂∗p̂∗ is
E
(
λ̂∗p̂∗
)
=E
(
X¯n · Y¯n
X¯n
I(0,∞)
(
X¯n
))
=E
(
Y¯nI(0,∞)
(
X¯n
))
=
∞∑
k=1
E
[
Y¯nI(0,∞)
(
X¯n
) | n∑
i=1
Xi = k
]
P
(
n∑
i=1
Xi = k
)
=
∞∑
k=1
1
n
E
[
n∑
i=1
Yi|
n∑
i=1
Xi = k
]
· (nλ)
k
k!
e−nλ
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=
1
n
∞∑
k=1
kp · (nλ)
k
k!
e−nλ (2.7)
=
p
n
∞∑
k=1
(nλ)k
(k − 1)! e
−nλ
=
p
n
(nλ)
( ∞∑
j=0
(nλ)j
j!
)
e−nλ
=λp · enλe−nλ = λp (2.8)
where (2.7) follows Lemma 2.1.
Therefore, from (2.6) and (2.8) we obtain
Cov
(
λ̂∗n, p̂
∗
n
)
= λp− λp (1− e−nλ) = λpe−nλ
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§ 3. Estimation with Additional Observations on First Layer of Hierarchy
Suppose that our data consist of observations (xi, yi), 1 ≤ i ≤ n, and n1
additional observations uj, 1 ≤ j ≤ n1, ofX. Certainly it is assumed that {(xi, yi), 1 ≤
i ≤ n} and {uj, 1 ≤ j ≤ n1} are independent of each other.
In this case, the likelihood function is given as
L(λ, p) =

n∏
i=1

 xi
yi
 pyi (1− p)xi−yi λxixi! e−λ


(
n1∏
j=1
λuj
uj!
e−λ
)
=
[(
n∏
i=1
yi! (xi − yi)!
)(
n1∏
j=1
uj!
)]−1
p
Pn
i=1 yi (1− p)
Pn
i=1(xi−yi) ·
· λ
Pn
i=1 xi+
Pn1
j=1 uje−(n1+n)λ. (3.1)
and thus the log-likelihood function is
lnL (λ, p) =C +
(
n∑
i=1
yi
)
ln p+
(
n∑
i=1
(xi − yi)
)
ln (1− p)+
+
(
n∑
i=1
xi +
n1∑
j=1
uj
)
lnλ− (n1 + n)λ
(3.2)
where C = −
[∑n
i=1 (ln (yi!) + ln (xi − yi)!) +
∑n1
j=1 lnuj!
]
.
From (3.1) we have
∂ lnL (λ, p)
∂λ
=
∑n
i=1 xi +
∑n1
j=1 uj
λ
− (n1 + n)
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and
∂ lnL (λ, p)
∂p
=
∑n
i=1 yi
p
−
∑n
i=1 (xi − yi)
1− p
Solving the equation
∂ lnL (λ, p)
∂λ
= 0 or
∑n
i=1 xi +
∑n1
j=1 uj
λ
= n1 + n
we obtain the MLE λ̂ of λ as
λ̂ =
∑n
i=1 xi +
∑n1
j=1 uj
n1 + n
(3.3)
Similarly the MLE p̂ of p based on {(xi, yi) , 1 ≤ i ≤ n} and {uj, 1 ≤ j ≤ n1}
is given by
p̂ =
∑n
i=1 Yi∑n
i=1Xi
(3.4)
Therefore,the following result holds.
Theorem 3.1 The maximum likelihood estimators of λ and p based on paired sample
data {(xi, yi) , 1 ≤ i ≤ n} and additional observations {uj, 1 ≤ j ≤ n} on X are given
by (3.3) and (3.4) respectively.
It is difficult to verify whether p̂ is an unbiased estimator for p. However, it is
easy to see that λ̂ is an unbiased estimator for λ. Actually the result below is true.
Theorem 3.2 The MLE λ̂ of λ is an UMV UE of λ.
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Proof. The mean of λ̂ is
E
(
λ̂
)
= E
(∑n
i=1Xi +
∑n1
j=1 Uj
n1 + n
)
=
∑n
i=1E (Xi) +
∑n1
j=1E (Uj)
n1 + n
=
nλ+ n1λ
n1 + n
= λ
so λ̂ is an unbiased estimator for λ.
Further, note that from the expression (3.1) of the likelihood function, we see
that
T =
(
n∑
i=1
Xi +
n1∑
j=1
Uj,
n∑
i=1
Yi,
n∑
i=1
(Xi − Yi)
)
is a sufficient statistics for parameters (λ, p). Moreover, the distribution of (X,Y,U),
where X = (X1, · · · , Xn) ,Y = (Y1, · · · , Yn), and U = (U1, · · · , Un), is obviously an
exponential family and the parameter space (0,∞) × (0, 1) is an open set in R2, so
T is also a complete statistics for (λ, p) . Therefore, by Lehmann-Scheffe Theorem λ̂
is UMV UE of λ.
We have denoted the MLEs of λ and p as λ̂∗ and p̂∗ when only paired ob-
servations (xi, yi) , 1 ≤ i ≤ n are available. As shown in (2.1) it was derived in the
literature that
λ̂∗ =
∑n
i=1 xi
n
, p̂∗ =
∑n
i=1 yi∑n
i=1 xi
(3.5)
(see, for instance, Ocerin and Perey (2002)). It can be seen that p̂ = p̂∗ and letting
n1 = 0 in (3.3) reduces λ̂ to λ̂
∗.
In order to compare estimators Tn =
(
λ̂n, p̂n
)′
and T∗n =
(
λ̂∗n, p̂
∗
n
)′
we need
12
to find the asymptotic distribution of Tn and T
∗
n where the subscript n is used for
emphasizing the dependence of the two estimators on n.
Theorem 3.3 As n → ∞,√n
(
λ̂∗n − λ, p̂∗n − p
)′
→ N ((0, 0)′ ,∑∗) in distribution,
where
∑∗ =
 λ 0
0 p(1−p)
λ
 .
Proof. Note that
E (XY ) = E [E (XY |X)] = E [XE (Y |X)] = E (pX2) = p (λ2 + λ)
and thus
Cov (X, Y ) = E (XY )− E (X)E (Y ) = p (λ2 + λ)− λ · λp = λp
Hence, by the Central Limit Theorem it follows that
√
n

 X¯n
Y¯n
−
 λ
λp

→ N

 0
0
 ,Σ
 (3.6)
in distribution as n→∞, where
Σ = (σij) =
 λ λp
λp λp
 (3.7)
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The estimator T∗n can be expressed in terms of X¯n and Y¯n as
T∗n =
 λ̂
∗
n
p̂∗n
 =
 X¯n
Y¯n/X¯n
 ≡
 g1
(
X¯n, Y¯n
)
g2
(
X¯n, Y¯n
)

where, g1 (θ1, θ2) = θ1 and g2 (θ1, θ2) = θ2/θ1. Obviously, g1 (θ1, θ2) = λ and
g2 (θ1, θ2) = p when θ1 = λ, θ2 = λp. Furthermore, we have
∂g1
∂θ1
= 1,
∂g1
∂θ2
= 0;
∂g2
∂θ1
= −θ2
θ21
,
∂g2
∂θ2
=
1
θ1
where ∂gi/∂θj means ∂gi (θ1, θ2) /∂θj, i, j = 1, 2.
Therefore, by the multivariate Central Limit Theorem it holds that
√
n

 λ̂
∗
n
p̂∗n
−
 λ
λp

→ N

 0
0
 , GΣG′
 (3.8)
where
G|θ1=λ,θ2=λp = (Gij) |θ1=λ,θ2=λp =
(
∂gi
∂θj
)
|θ1=λ,θ2=λp
=
 1 0
− θ2
θ21
1
θ1
 |θ1=λ,θ2=λp =
 1 0
− p
λ
1
λ

so
G|θ1=λ,θ2=λp =
 1 0
− p
λ
1
λ
 .
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It is easy to obtain
GΣG′|θ1=λ,θ2=λp =
 1 0
− p
λ
1
λ

 λ λp
λp λp

 1 −
p
λ
0 1
λ

=
 λ λp
−p+ p −p2 + p

 1 −
p
λ
0 1
λ
 =
 λ λp
0 −p2 + p

 1 −
p
λ
0 1
λ

=
 λ −p+ p
0 1
λ
(p− p2)
 =
 λ 0
0 p(1−p)
λ
 (3.9)
From (3.8) and (3.9) it follows that
√
n

 λ̂
∗
n
p̂∗n
−
 λ
p

→ N

 0
0
 ,
 λ 0
0 p(1−p)
λ


in distribution as n→∞.
Theorem 3.4 Suppose that there exists α < ∞ such that n1/n − α = o
(
n−1/2
)
.
Then
√
n
(
λ̂n − λ, p̂n − p
)′
→ N

 0
0
 ,

λ
α+1
0
0 p(1−p)
λ


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in distribution as n→∞.
Proof. We can rewrite the expression of λ̂n and p̂n as
λ̂n =
∑n
i=1Xi +
∑n1
j=1 Uj
n1 + n
=
X¯n +
n1
n
U¯n1
n1
n
+ 1
, p̂n =
∑n
i=1 Yi∑n
i=1Xi
=
Y¯n
X¯n
where U¯n1 =
∑n1
j=1 Uj/n1. Let p˜n = p̂n and
λ˜n =
X¯n + αU¯n1
α+ 1
.
It suffices to show the desired asymptotic normality for
(
λ˜n, p˜n
)
due to the fact that
√
n
(
λ̂n − λ˜n
)
→ 0 in probability as n→∞.
Define Wn = αU¯n1 then λ˜n can be expressed as
λ˜n =
X¯n +Wn
α+ 1
.
It can be shown that
√
n

X¯n − λ
Y¯n − λp
Wn − αλ

→ N


0
0
0

,ΣXYW

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in distribution where
ΣXYW =

λ λp 0
λp λp 0
0 0 αλ

.
Let θ = (θ1, θ2, θ3)
′ and
g1 (θ) =
θ1 + θ3
α+ 1
, g2 (θ) =
θ2
θ1
, g3 (θ) = θ3
It is easy to see that
g1
(
X¯n, Y¯n,Wn
)
= λ˜n, g2
(
X¯n, Y¯n,Wn
)
= p˜n, g3
(
X¯n, Y¯n,Wn
)
= Wn and
g1 (θ) |θ1=λ,θ2=λp,θ3=αλ =
λ+ αλ
α+ 1
= λ,
g2 (θ) |θ1=λ,θ2=λp,θ3=αλ =
λp
λ
= p,
g3 (θ) |θ1=λ,θ2=λp,θ3=αλ = αλ.
We define the 3× 3 matrix G = (Gij) = (∂gi (θ)/∂θj). And it is easy to see that
G|θ1=λ,θ2=λp,θ3=αλ =

1
α+1
0 1
α+1
− θ2
θ21
1
θ1
0
0 0 1

|θ1=λ,θ2=λp,θ3=αλ =

1
α+1
0 1
α+1
− p
λ
1
λ
0
0 0 1

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From the large sample theory it holds that
√
n


λ˜n
p˜n
Wn

−

λ
p
αλ


=
√
n

g1
(
X¯n, Y¯n,Wn
)− g1 (θ)
g2
(
X¯n, Y¯n,Wn
)− g2 (θ)
g3
(
X¯n, Y¯n,Wn
)− g3 (θ)

→ N


0
0
0

, GΣG′

due to the independence of {(Xi, Yi) , 1 ≤ i ≤ n} and {Uj, 1 ≤ j ≤ n1}. Straight
computation yields
GΣG′|θ1=λ,θ2=λp,θ3=αλ =

1
α+1
0 1
α+1
− p
λ
1
λ
0
0 0 1


λ λp 0
λp λp 0
0 0 αλ


1
α+1
− p
λ
0
0 1
λ
0
1
α+1
0 1

=

λ
α+1
λp
α+1
αλ
α+1
0 p (1− p) 0
0 0 αλ


1
α+1
− p
λ
0
0 1
λ
0
1
α+1
0 1

=

λ
α+1
0 αλ
α+1
0 p(1−p)
λ
0
αλ
α+1
0 αλ

This completes the proof.
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Theorem 3.5 The estimators based on {(xi, yi) , 1 ≤ i ≤ n} and {uj, 1 ≤ j ≤ n} are
more efficient than
(
λ̂∗, p̂∗
)
.
Proof. It has been established that
√
n
 λ̂
∗
n −λ
p̂∗n −p
→ N

 0
0
 ,
 λ 0
0 p(1−p)
λ


and
√
n
 λ̂n −λ
p̂n −p
→ N

 0
0
 ,Σu

in distribution as n→∞, where Σu is
Σu =

λ
α+1
0
0 p(1−p)
λ
 .
Hence the difference Σ∗ − Σu of the two asymptotic covariance matrices is
 λ 0
0 p(1−p)
λ
−

λ
α+1
0
0 p(1−p)
λ
 =

αλ
α+1
0
0 0

and it is positive semidefinite for all λ > 0, p ∈ (0, 1). That is, the estimator
(
λ̂n, p̂n
)
is more efficient than
(
λ̂∗n, p̂
∗
n
)
. In other words, additional observations {Uj, 1 ≤ j ≤
n1} provide more information and consequently improve the estimator
(
λ̂∗, p̂∗
)
.
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The result of Theorem 3.4 can be applied for constructing (approximate) con-
fidence intervals for λ and p. Obversely that
λ̂n =
∑n
i=1Xi +
∑n1
j=1 Uj
n1 + n
where the numerator
∑n
i=1Xi +
∑n1
j=1 Uj ∼ Poisson ((n1 + n)λ), so there are many
ways in the literature for constructing confidence interval for λ. The approximate
1− γ confidence interval for p can be obtained as
p̂n ± zγ/2
√
p̂n (1− p̂n)
nλ̂n
due to the asymptotic normality
√
n (p̂n − p)→ N
(
0, p(1−p)
λ
)
and Slutsky’s Theorem.
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§ 4. Estimation with Additional Observations on Second Layer of Hierar-
chy
In the present section it is assumed that in addition to the sample {(xi, yi) , 1 ≤
i ≤ n} there are n2 extra independent observations vj, (1 ≤ j ≤ n2) on Y .
The likelihood function based on observations {(xi, yi) , 1 ≤ i ≤ n} and
{vj, (1 ≤ j ≤ n2)} is
L(λ, p) =

n∏
i=1

 xi
yi
 pyi (1− p)xi−yi λxixi! e−λ


(
n2∏
j=1
(λp)vj
vj!
e−λp
)
=C p
Pn
i=1 yi+
Pn2
j=1 vj (1− p)
Pn
i=1(xi−yi) λ
Pn
i=1 xi+
Pn2
j=1 vje−nλe−n2λp. (4.1)
where
C =
∏n
i=1
 xi
yi

(
∏n
i=1 xi!)
(∏n2
j=1 vj!
)
Thus the log-likelihood function is
lnL (λ, p) = lnC +
(
n∑
i=1
yi +
n2∑
j=1
vj
)
ln p+
(
n∑
i=1
(xi − yi)
)
ln (1− p)+
+
(
n∑
i=1
xi +
n2∑
j=1
vj
)
lnλ− nλ− n2λp. (4.2)
From (4.1) it can be seen that
(∑n
i=1 Yi +
∑n2
j=1 Vj,
∑n
i=1Xi +
∑n2
j=1 Vj
)
is an
sufficient and complete statistic for parameter (λ, p). Setting ∂lnL (λ, p)/∂λ = 0 and
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∂lnL (λ, p)/∂p = 0, we obtain the following equations for determining the MLEs of
λ and p:
∑n
i=1 xi +
∑n2
j=1 vj
λ
− (n+ n2p) = 0 (4.3)∑n
i=1 yi +
∑n2
j=1 vj
p
−
∑n
i=1 (xi − yi)
1− p − n2λ = 0 (4.4)
From (4.3) it follows that
λ =
∑n
i=1 xi +
∑n2
j=1 vj
n+ n2p
(4.5)
and from (4.4)
λ =
1
n2
{∑n
i=1 yi +
∑n2
j=1 vj
p
−
∑n
i=1 (xi − yi)
1− p
}
=
1
n2
·
(∑n
i=1 yi +
∑n2
j=1 vj
)
−
(∑n
i=1 xi +
∑n2
j=1 vj
)
p
p (1− p) (4.6)
Equating (4.5) with (4.6) yields
(∑n
i=1 yi +
∑n2
j=1 vj
)
−
(∑n
i=1 xi +
∑n2
j=1 vj
)
p
p (1− p) =
n2
(∑n
i=1 xi +
∑n2
j=1 vj
)
n+ n2p
,
n
(
n∑
i=1
yi +
n2∑
j=1
vj
)
+ n2
(
n∑
i=1
yi +
n2∑
j=1
vj
)
p− n
(
n∑
i=1
xi +
n2∑
j=1
vj
)
p− n2
(
n∑
i=1
xi +
n2∑
j=1
vj
)
p2
= n2
(
n∑
i=1
xi +
n2∑
j=1
vj
)
p− n2
(
n∑
i=1
xi +
n2∑
j=1
vj
)
p2,[
n2
n∑
i=1
(xi − yi) + n
(
n∑
i=1
xi +
n2∑
j=1
vj
)]
p = n
(
n∑
i=1
yi +
n2∑
j=1
vj
)
,
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p̂ =
n
(∑n
i=1 yi +
∑n2
j=1 vj
)
n2
∑n
i=1 (xi − yi) + n
∑n
i=1 xi + n
∑n2
j=1 vj
=
n
(∑n
i=1 yi +
∑n2
j=1 vj
)
(n2 + n)
∑n
i=1 xi − n2
∑n
i=1 yi + n
∑n2
j=1 vj
(4.7)
Substituting (4.7) into (4.5), we obtain
λ̂ =
∑n
i=1 xi +
∑n2
j=1 vj
n+ n2 · n(
Pn
i=1 yi+
Pn2
j=1 vj)
n2
Pn
i=1(xi−yi)+n(
Pn
i=1 xi+
Pn2
j=1 vj)
=
[
n2
∑n
i=1 (xi − yi) + n
(∑n
i=1 xi +
∑n2
j=1 vj
)](∑n
i=1 xi + n
∑n2
j=1 vj
)
n
[
n2
∑n
i=1 (xi − yi) + n
(∑n
i=1 xi +
∑n2
j=1 vj
)]
+ n2n
(∑n
i=1 yi +
∑n2
j=1 vj
)
=
[
n2
∑n
i=1 (xi − yi) + n
(∑n
i=1 xi +
∑n2
j=1 vj
)](∑n
i=1 xi +
∑n2
j=1 vj
)
n (n2 + n)
(∑n
i=1 xi +
∑n2
j=1 vj
)
=
n2
∑n
i=1 (xi − yi) + n
(∑n
i=1 xi +
∑n2
j=1 vj
)
n (n2 + n)
(4.8)
Summarizing the above, we have the following result.
Theorem 4.1 The MLEs of λ and p based on {(xi, yi) , 1 ≤ i ≤ n} and {vj, 1 ≤ j ≤
n2} are given by (4.8) and (4.7).
The behavior of p̂ given in (4.7) is hardly to be observed directly. However, λ̂
has some nice properties as shown below.
Theorem 4.2 The MLE λ̂ given by (4.8) is the UMV UE of λ.
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Proof. The mean E
(
λ̂
)
is
E
(
λ̂
)
=
n2E (
∑n
i=1 (Xi − Yi)) + nE (
∑n
i=1Xi) + nE
(∑n2
j=1 Vj
)
n (n2 + n)
=
n2 · n (λ− λp) + n · nλ+ n · n2λp
n (n2 + n)
=
n2nλ− n2nλp+ n2λ+ n2nλp
n (n2 + n)
=
n2nλ+ n
2λ
n (n2 + n)
=
n (n2 + n)λ
n (n2 + n)
= λ
That is, λ̂ is an unbiased estimator for λ. Moreover, it is easy to see that λ̂ is a
function of the complete sufficient statistics
(∑n
i=1Xi +
∑n2
j=1 Vj,
∑n
i=1 Yi +
∑n2
j=1 Vj
)
and thus by Lehmann-Scheffe Theorem, λ̂ is the unique UMV UE of λ based on data
{(xi, yi) , 1 ≤ i ≤ n} and {vj, 1 ≤ j ≤ n2}.
Remark: The result of this theorem certainly implies λ̂ is a better estimator λ̂∗ =∑n
i=1 yi/n defined in the previous section. It means that the additional data set
{vj, 1 ≤ j ≤ n2} does improve the accuracy of estimation of λ. How about the
performance of p̂ ? To this end we have to appeal to the limiting distribution of p̂
which is discussed below.
The expression of p̂ in (4.7) can be rewritten as
p̂n =
1
n
∑n
i=1 Yi +
n2
n
·
Pn2
j=1 Vj
n2(
n2
n
+ 1
) Pn
i=1Xi
n
− n2
n
·
Pn
i=1 Yi
n
+ n2
n
·
Pn2
j=1 Vj
n2
=
Y¯n +
n2
n
V¯n2(
n2
n
+ 1
)
X¯n − n2n Y¯n + n2n V¯n2
(4.9)
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Similarly λ̂ in (4.8) can be rewritten as
λ̂n =
n2
n
(
X¯n − Y¯n
)
+ X¯n +
n2
n
V¯n2
n2
n
+ 1
(4.10)
In both (4.9) and (4.10) the notations λ̂n and p̂n are used for emphasizing the
dependence of MLEs λ̂ and p̂ on sample size n.
Further suppose that n2 = n2 (n) and n2 (n) /n → β < ∞ as n → ∞. Under
this assumption it is obvious that
lim
n→∞
λ̂n =
β (λ− λp) + λ+ βλp
β + 1
=
βλ− βλp+ λ+ βλp
β + 1
=
λ (β + 1)
β + 1
= λ a.s.
and
lim
n→∞
p̂n =
λp+ βλp
(β + 1)λ− βλp+ βλp
=
λp (β + 1)
(β + 1)λ
= p a.s.
That is, both λ̂n and p̂n are strongly consistent estimators for parameters λ
and p respectively. Moreover, assuming n2 (n) /n − β = o
(
n−1/2
)
, then in order to
prove the desired asymptotic normality it suffices to show the normality for both λ˜n
and p˜n as below
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λ˜n =
β
(
X¯n − Y¯n
)
+ X¯n + βV¯n2
β + 1
=
(β + 1) X¯n − βY¯n + βV¯n2
β + 1
and
p˜n =
Y¯n + βV¯n2
(β + 1) X¯n − βY¯n + βV¯n2
.
because
√
n
(
λ̂n − λ˜n
)
→ 0 and √n (p̂n − p˜n)→ 0 in probability as n→∞.
It has been shown in (3.6) that
√
n

 X¯n
Y¯n
−
 λ
λp

→ N

 0
0
 ,
 λ λp
λp λp


in distribution as n→∞. Define Wn = βV¯n2 . Clearly
√
n (Wn − βλp) = β
√
n
n2
· √n2
(
V¯n2 − λp
)→ N (0, βλp)
in distribution as n → ∞. The independence of {(Xi, Yi) , 1 ≤ i ≤ n} and {Vj, 1 ≤
j ≤ n2} further implies
√
n

X¯n − λ
Y¯n − λp
Wn − βλp

→ N


0
0
0

,

λ λp 0
λp λp 0
0 0 βλp


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in distribution as n→∞.
Notice that if we let θ = (θ1, θ2, θ3) and define
h1 (θ) =
(β + 1) θ1 − βθ2 + θ3
β + 1
h2 (θ) =
θ2 + θ3
(β + 1) θ1 − βθ2 + θ3
then
λ˜n = h1
(
X¯n, Y¯n,Wn
)
p˜n = h2
(
X¯n, Y¯n,Wn
)
.
Letting θ0 = (λ, λp, βλp)
′ yield
h1 (θ) |θ1=λ,θ2=λp,θ3=βλp =
(β + 1)λ− βλp+ βλp
β + 1
=
(β + 1)λ
β + 1
= λ,
h2 (θ) |θ1=λ,θ2=λp,θ3=βλp =
λp+ βλp
(β + 1)λ− βλp+ βλp =
λp (β + 1)
(β + 1)λ
= p.
The delta method gives
√
n

 λ˜n
p˜n
−
 λ
p

 = √n
 h1
(
X¯n, Y¯n,Wn
)− h1 (θ1, θ2, θ3)
h2
(
X¯n, Y¯n,Wn
)− h2 (θ1, θ2, θ3)

→ N

 0
0
 , HΣH ′

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where
Σ =

λ λp 0
λp λp 0
0 0 βλp

and H = (Hij) , Hij = ∂hi (θ)/∂θj, i = 1, 2; j = 1, 2, 3. It is straightforward that
∂h1 (θ)
∂θ1
|θ1=λ,θ2=λp,θ3=βλp = 1,
∂h1 (θ)
∂θ2
|θ1=λ,θ2=λp,θ3=βλp =
−β
β + 1
,
∂h1 (θ)
∂θ3
|θ1=λ,θ2=λp,θ3=βλp =
1
β + 1
,
∂h2 (θ)
∂θ1
|θ1=λ,θ2=λp,θ3=βλp = −
(β + 1) (θ2 + θ3)
[(β + 1) θ1 − βθ2 + θ3]2
|θ1=λ,θ2=λp,θ3=βλp
= − (β + 1) (λp+ βλp)
[(β + 1)λ− βλp+ βλp]2 = −
λp (β + 1)2
(β + 1)2 λ2
= −p
λ
∂h2 (θ)
∂θ2
|θ1=λ,θ2=λp,θ3=βλp =
[(β + 1) θ1 − βθ2 + θ3]− (θ2 + θ3) (−β)
[(β + 1) θ1 − βθ2 + θ3]2
|θ1=λ,θ2=λp,θ3=βλp
=
(β + 1)λ+ (λp+ βλp) β
(β + 1)2 λ2
=
(β + 1)λ+ βλp (β + 1)
(β + 1)2 λ2
=
λ (β + 1) (1 + βp)
(β + 1)2 λ2
=
1 + βp
λ (β + 1)
∂h2 (θ)
∂θ3
|θ1=λ,θ2=λp,θ3=βλp
=
[(β + 1) θ1 − βθ2 + θ3]− (θ2 + θ3)
[(β + 1) θ1 − βθ2 + θ3]2
|θ1=λ,θ2=λp,θ3=βλp
=
(β + 1)λ− (λp+ βλp)
(β + 1)2 λ2
=
(β + 1)λ− λp (β + 1)
(β + 1)2 λ2
=
λ (β + 1) (1− p)
(β + 1)2 λ2
=
1− p
λ (β + 1)
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From the above we have
HΣH ′|θ1=λ,θ2=λp,θ3=βλp =
 1 −
β
β+1
1
β+1
− p
λ
1+βp
λ(β+1)
1−p
λ(β+1)


λ λp 0
λp λp 0
0 0 βλp

H ′
=
 λ−
βλp
β+1
λp
(
1− β
β+1
)
βλp
β+1
−p+ λp(1+βp)
λ(β+1)
λp
(
− p
λ
+ 1+βp
λ(β+1)
)
βλp(1−p)
λ(β+1)
H ′
=

λ(β+1−βp)
β+1
λp
β+1
βλp
β+1
−βp(1−p)
β+1
p(1−p)
β+1
βp(1−p)
β+1


1 − p
λ
− β
β+1
1+βp
λ(β+1)
1
β+1
1−p
λ(β+1)

=

λ(β+1−βp)
β+1
− λβp
(β+1)2
+ βλp
(β+1)2
−p(β+1−βp)
β+1
+ p(1+βp)
(β+1)2
+ βp(1−p)
(β+1)2
−βp(1−p)
β+1
− βp(1−p)
(β+1)2
+ βp(1−p)
(β+1)2
βp2(1−p)
λ(β+1)
+ p(1−p)(1+βp)
λ(β+1)2
+ βp(1−p)
2
λ(β+1)2

=

λ(β+1−βp)
β+1
−βp(1−p)
β+1
−βp(1−p)
β+1
p(1−p)
λ
· 1+βp
1+β
 =
 λ−
βpλ
β+1
−βp(1−p)
β+1
−βp(1−p)
β+1
p(1−p)
λ
· 1+βp
1+β

(4.11)
=

λ(β+1−βp)
β+1
−βp(1−p)
β+1
−βp(1−p)
β+1
p(1−p)(1+βp)
λ(1+β)
 . (4.12)
Summarizing the above, we have shown
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Theorem 4.3 Suppose that there exists constant β < ∞ such that n2 (n) /n − β =
o
(
n−1/2
)
, then as n→∞
√
n
 λ̂n − λ
p̂n − p
→ N

 0
0
 ,Σv

in distribution, where Σv = HΣH
′ is given by (4.11) or (4.12).
Theorem 4.4 The estimators based on {(xi, yi) , 1 ≤ i ≤ n} and {vj, 1 ≤ j ≤ n2}
are more efficient than the estimators
(
λ̂∗, p̂∗
)
based on {(xi, yi) , 1 ≤ i ≤ n}.
Proof. To compare the performance of
(
λ̂n, p̂n
)
with
(
λ̂∗n, p̂
∗
n
)
, recall that
√
n
 λ̂
∗
n − λ
p̂∗n − p
→ N

 0
0
 ,
 λ 0
0 p(1−p)
λ


in distribution so the difference Σ∗ − Σv = Σ∗ −HΣH ′ given as
 λ 0
0 p(1−p)
λ
−HΣH ′ =

βpλ
β+1
βp(1−p)
β+1
βp(1−p)
β+1
p(1−p)
λ
· β(1−p)
β+1

is positive semidefinite. Therefore, the estimator
(
λ̂n, p̂n
)
is more efficient than(
λ̂∗n, p̂
∗
n
)
.
Remark: To compare the performance of estimators obtained in this section and the
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previous section, we consider the case of n1 = n2 = m. In this case α = β and so the
difference Σu − Σv of the associated asymptotic covariance matrices is
∆ = Σu − Σv =

λ
α+1
0
0 p(1−p)
λ
−

λ(α+1−αp)
α+1
−αp(1−p)
α+1
−αp(1−p)
α+1
p(1−p)(1+αp)
λ(α+1)

=

−αλ(1−p)
α+1
αp(1−p)
α+1
αp(1−p)
α+1
p(1−p)
λ
· α(1−p)
α+1
 =

−αλ(1−p)
α+1
αp(1−p)
α+1
αp(1−p)
α+1
αp(1−p)2
λ(α+1)

which is neither positive nor negative semidefinite, so we cannot determine which
estimator is more efficient. Nevertheless, note that ∆11 < 0 and ∆22 > 0, hence we
can conclude that the estimator of λ based on X and U is more efficient than that
based on X and V; in the contract, the estimator of p based on X and V is more
efficient than that based on X and U.
31
§ 5. Numerical Analysis
A MATLAB simulation is carried out in order to analyze the performance
of the estimators with incomplete observations on either layer. Various values of n, α
and β are used with different λ and p levels. As the results show, the MSEs of the
estimators of both λ and p with extra observations are smaller than those of the esti-
mators with paired observations. Therefore, based on the simulation results, we could
conclude that the extra observations should not be ignored in the statistical analysis
in Binomial-Poisson hierarchy model research for they provide better estimation of
the parameters.
The following tables are formed according to different level of α(β) or different
combinations of λ and p.
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Table 1: Estimates of λ and p with Incomplete Data on First Layer
α
Sample Size λ = 2 p = 0.3
n n1 λ̂
∗ λ̂ p̂∗ p̂
0.3 20 6 1.998545 1.998896 0.300870 0.300870
0.3 50 15 2.001888 2.002169 0.299703 0.299703
0.3 80 24 2.000652 1.999824 0.300290 0.300290
0.3 150 45 1.999625 1.999865 0.300297 0.300297
0.5 20 10 2.000105 2.001315 0.301269 0.301269
0.5 50 25 1.999794 1.999955 0.299667 0.299667
0.5 80 40 2.000571 2.000053 0.299532 0.299532
0.5 150 75 1.999463 1.998962 0.299972 0.299972
1.0 20 20 1.999760 2.001125 0.300838 0.300838
1.0 50 50 1.997352 1.998086 0.299968 0.299968
1.0 80 80 1.999533 2.000026 0.300275 0.300275
1.0 150 150 2.001493 2.001042 0.300403 0.300403
Table 2: Estimates of λ and p with Incomplete Data on First Layer
α
Sample Size λ = 10 p = 0.9
n n1 λ̂
∗ λ̂ p̂∗ p̂
0.3 20 6 9.995710 9.998158 0.899905 0.899905
0.3 50 15 9.997616 10.001468 0.900169 0.900169
0.3 80 24 9.997430 9.996726 0.900123 0.900123
0.3 150 45 9.996972 9.998764 0.900092 0.900092
0.5 20 10 9.999800 9.996973 0.900333 0.900333
0.5 50 25 10.002402 10.002520 0.900159 0.900159
0.5 80 40 9.997187 9.998456 0.900060 0.900060
0.5 150 75 9.998813 9.999091 0.900009 0.900009
1.0 20 20 10.005995 10.001493 0.900141 0.900141
1.0 50 50 9.998370 10.000116 0.900209 0.900209
1.0 80 80 10.000754 10.002525 0.900065 0.900065
1.0 150 150 9.997407 9.998637 0.900074 0.900074
Estimates of λ vary but estimates of p remain the same because the extra observations
on the first layer has no influence on estimator of p.
33
Table 3: Estimates of λ and p with Incomplete Data on Second Layer
β
Sample Size λ = 2 p = 0.3
n n2 λ̂
∗ λ̂ p̂∗ p̂
0.3 20 6 1.998545 1.997479 0.300870 0.301646
0.3 50 15 2.001888 2.001674 0.299703 0.300171
0.3 80 24 2.000652 2.000081 0.300290 0.300401
0.3 150 45 1.999625 1.999348 0.300297 0.300374
0.5 20 10 2.001005 2.001588 0.301269 0.302708
0.5 50 25 1.999794 2.000085 0.299667 0.300499
0.5 80 40 2.000571 2.000864 0.299532 0.300091
0.5 150 75 1.999463 1.999510 0.299972 0.300220
1.0 20 20 1.999760 1.998073 0.300838 0.302927
1.0 50 50 1.997352 1.997291 0.299968 0.301012
1.0 80 80 1.999533 1.999021 0.300275 0.300791
1.0 150 150 2.001493 2.000700 0.300403 0.300488
Table 4: Estimates of λ and p with Incomplete Data on Second Layer
β
Sample Size λ = 10 p = 0.9
n n2 λ̂
∗ λ̂ p̂∗ p̂
0.3 20 6 9.995710 9.997043 0.899905 0.900031
0.3 50 15 9.997616 9.995407 0.900169 0.900192
0.3 80 24 9.997430 9.996043 0.900123 0.900134
0.3 150 45 9.996972 9.996924 0.900092 0.900106
0.5 20 10 9.999800 9.997182 0.900333 0.900461
0.5 50 25 10.002402 10.003222 0.900159 0.900229
0.5 80 40 9.997187 9.998777 0.900060 0.900110
0.5 150 75 9.998813 9.999718 0.900009 0.900039
1.0 20 20 10.005995 10.001973 0.900141 0.900325
1.0 50 50 9.998370 9.998383 0.900209 0.900299
1.0 80 80 10.000754 10.002355 0.900065 0.900138
1.0 150 150 9.997407 9.998929 0.900074 0.900119
With more observations on both layers, both λ̂ and p̂ vary.
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Table 5: MSE of λ̂ and p̂ with Incomplete Data on First Layer
α
Sample Size λ = 2 p = 0.3
n n1 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
0.3 20 6 0.100056 0.076018 0.005294 0.005294
0.3 50 15 0.040346 0.030935 0.002139 0.002139
0.3 80 24 0.025013 0.019162 0.001328 0.001328
0.3 150 45 0.012829 0.009874 0.000710 0.000710
0.5 20 10 0.098287 0.074661 0.005382 0.005382
0.5 50 25 0.039347 0.026298 0.002084 0.002084
0.5 80 40 0.024934 0.016653 0.001322 0.001322
0.5 150 75 0.013505 0.008844 0.000702 0.000702
1.0 20 20 0.099222 0.050017 0.005384 0.005384
1.0 50 50 0.039992 0.019863 0.002120 0.002120
1.0 80 80 0.025118 0.012340 0.001367 0.001367
1.0 150 150 0.013483 0.006693 0.000700 0.000700
Table 6: MSE of λ̂ and p̂ with Incomplete Data on First Layer
α
Sample Size λ = 10 p = 0.9
n n1 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
0.3 20 6 0.507474 0.388992 0.000446 0.000446
0.3 50 15 0.201608 0.156334 0.000182 0.000182
0.3 80 24 0.124477 0.094144 0.000112 0.000112
0.3 150 45 0.067481 0.051299 0.000060 0.000060
0.5 20 10 0.499605 0.335644 0.000458 0.000458
0.5 50 25 0.200849 0.133055 0.000180 0.000180
0.5 80 40 0.125845 0.083462 0.000110 0.000110
0.5 150 75 0.067047 0.044404 0.000059 0.000059
1.0 20 20 0.502968 0.249140 0.000443 0.000443
1.0 50 50 0.197279 0.098384 0.000183 0.000183
1.0 80 80 0.125660 0.062977 0.000111 0.000111
1.0 150 150 0.066654 0.033379 0.000060 0.000060
The smaller MSE of λ̂ indicates that it is a better estimator than λ̂∗.
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Table 7: MSE of λ̂ and p̂ with Incomplete Data on Second Layer
β
Sample Size λ = 2 p = 0.3
n n2 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
0.3 20 6 0.100056 0.093389 0.005294 0.004506
0.3 50 15 0.040346 0.037055 0.002139 0.001789
0.3 80 24 0.025013 0.023323 0.001328 0.001102
0.3 150 45 0.012829 0.011823 0.000710 0.000591
0.5 20 10 0.098287 0.092020 0.005382 0.004474
0.5 50 25 0.039347 0.035133 0.002084 0.001587
0.5 80 40 0.024934 0.022306 0.001322 0.001004
0.5 150 75 0.013505 0.012148 0.000702 0.000546
1.0 20 20 0.099222 0.083977 0.005384 0.003578
1.0 50 50 0.039992 0.034244 0.002120 0.001360
1.0 80 80 0.025118 0.021283 0.001367 0.000866
1.0 150 150 0.013483 0.011380 0.000700 0.000451
Table 8: MSE of λ̂ and p̂ with Incomplete Data on Second Layer
β
Sample Size λ = 10 p = 0.9
n n2 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
0.3 20 6 0.507474 0.395920 0.000446 0.000434
0.3 50 15 0.201608 0.160074 0.000182 0.000177
0.3 80 24 0.124477 0.097147 0.000112 0.000109
0.3 150 45 0.067481 0.052916 0.000060 0.000059
0.5 20 10 0.499605 0.347922 0.000458 0.000445
0.5 50 25 0.200849 0.139991 0.000180 0.000174
0.5 80 40 0.125845 0.088266 0.000110 0.000107
0.5 150 75 0.067047 0.046457 0.000059 0.000057
1.0 20 20 0.502968 0.280391 0.000443 0.000418
1.0 50 50 0.197279 0.109489 0.000183 0.000173
1.0 80 80 0.125660 0.070629 0.000111 0.000104
1.0 150 150 0.066654 0.036215 0.000060 0.000057
The smaller MSEs of λ̂ and p̂ indicate both of them are better estimators than λ̂∗
and p̂∗.
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Table 9: Bias of λ̂ and p̂ with Incomplete Data on First Layer
α
Sample Size λ = 2 p = 0.3
n n1 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
0.3 20 6 -0.001455 -0.001104 0.000870 0.000870
0.3 50 15 0.001888 0.002169 -0.000297 -0.000297
0.3 80 24 0.000652 -0.000176 0.000290 0.000290
0.3 150 45 -0.000375 -0.000135 0.000297 0.000297
0.5 20 10 0.001005 0.001315 0.001269 0.001269
0.5 50 25 -0.000206 -0.000045 -0.000333 -0.000333
0.5 80 40 0.000571 0.000053 -0.000468 -0.000468
0.5 150 75 -0.000537 -0.001038 -0.000028 -0.000028
1.0 20 20 -0.000240 0.001125 0.000838 0.000838
1.0 50 50 -0.002648 -0.001914 -0.000032 -0.000032
1.0 80 80 -0.000468 0.000026 0.000275 0.000275
1.0 150 150 0.001493 0.001042 0.000403 0.000403
Table 10: Bias of λ̂ and p̂ with Incomplete Data on First Layer
α
Sample Size λ = 10 p = 0.9
n n1 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
0.3 20 6 -0.004290 -0.001842 -0.000095 -0.000095
0.3 50 15 -0.002384 0.001468 0.000169 0.000169
0.3 80 24 -0.002570 -0.003274 0.000123 0.000123
0.3 150 45 -0.003028 -0.001236 0.000092 0.000092
0.5 20 10 -0.000200 -0.003027 0.000333 0.000333
0.5 50 25 0.002402 0.002520 0.000159 0.000159
0.5 80 40 -0.002813 -0.001544 0.000060 0.000060
0.5 150 75 -0.001187 -0.000909 0.000009 0.000009
1.0 20 20 0.005995 0.001493 0.000141 0.000141
1.0 50 50 -0.001630 0.000116 0.000209 0.000209
1.0 80 80 0.000754 0.002525 0.000065 0.000065
1.0 150 150 -0.002593 -0.001363 0.000074 0.000074
The bias has a zero-centered pattern.
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Table 11: Bias of λ̂ and p̂ with Incomplete Data on Second Layer
β
Sample Size λ = 2 p = 0.3
n n2 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
0.3 20 6 -0.001455 -0.002521 0.000870 0.001646
0.3 50 15 0.001888 0.001674 -0.000297 0.000171
0.3 80 24 0.000652 0.000081 0.000290 0.000401
0.3 150 45 -0.000375 -0.000652 0.000297 0.000374
0.5 20 10 0.001005 0.001588 0.001269 0.002708
0.5 50 25 -0.000206 0.000085 -0.000333 0.000499
0.5 80 40 0.000571 0.000864 -0.000468 0.000091
0.5 150 75 -0.000537 -0.000490 -0.000028 0.000220
1.0 20 20 -0.000240 -0.001928 0.000838 0.002927
1.0 50 50 -0.002648 -0.002709 -0.000032 0.001012
1.0 80 80 -0.000468 -0.000979 0.000275 0.000791
1.0 150 150 0.001493 0.000700 0.000403 0.000488
Table 12: Bias of λ̂ and p̂ with Incomplete Data on Second Layer
β
Sample Size λ = 10 p = 0.9
n n2 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
0.3 20 6 -0.004290 -0.002957 -0.000095 0.000031
0.3 50 15 -0.002384 -0.004593 0.000169 0.000192
0.3 80 24 -0.002570 -0.003957 0.000123 0.000134
0.3 150 45 -0.003028 -0.003076 0.000092 0.000106
0.5 20 10 -0.000200 -0.002818 0.000333 0.000461
0.5 50 25 0.002402 0.003222 0.000159 0.000229
0.5 80 40 -0.002813 -0.001223 0.000060 0.000110
0.5 150 75 -0.001187 -0.000282 0.000009 0.000039
1.0 20 20 0.005995 0.001973 0.000141 0.000325
1.0 50 50 -0.001630 -0.0001617 0.000209 0.000299
1.0 80 80 0.000754 0.002355 0.000065 0.000138
1.0 150 150 -0.002593 -0.001071 0.000074 0.000119
The bias has a zero-centered pattern.
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Table 13: Estimates for Fixed n and Varying n1
α
Sample Size λ = 2 p = 0.3
n n1 λ̂
∗ λ̂ p̂∗ p̂
0.3 20 6 1.998545 1.998896 0.300870 0.300870
0.5 20 10 2.000105 2.001315 0.301269 0.301269
1.0 20 20 1.999760 2.001125 0.300838 0.300838
0.3 50 15 2.001888 2.002169 0.299703 0.299703
0.5 50 25 1.999794 1.999955 0.299667 0.299667
1.0 50 50 1.997352 1.998086 0.299968 0.299968
0.3 80 24 2.000652 1.999824 0.300290 0.300290
0.5 80 40 2.000571 2.000053 0.299532 0.299532
1.0 80 80 1.999533 2.000026 0.300275 0.300275
0.3 150 45 1.999625 1.999865 0.300297 0.300297
0.5 150 75 1.999463 1.998962 0.299972 0.299972
1.0 150 150 2.001493 2.001042 0.300403 0.300403
Table 14: Estimates for Fixed n and Varying n1
α
Sample Size λ = 10 p = 0.9
n n1 λ̂
∗ λ̂ p̂∗ p̂
0.3 20 6 9.995710 9.998158 0.899905 0.899905
0.5 20 10 9.999800 9.996973 0.900333 0.900333
1.0 20 20 10.005995 10.001493 0.900141 0.900141
0.3 50 15 9.997616 10.001468 0.900169 0.900169
0.5 50 25 10.002402 10.002520 0.900159 0.900159
1.0 50 50 9.998370 10.000116 0.900209 0.900209
0.3 80 24 9.997430 9.996726 0.900123 0.900123
0.5 80 40 9.997187 9.998456 0.900060 0.900060
1.0 80 80 10.000754 10.002525 0.900065 0.900065
0.3 150 45 9.996972 9.998764 0.900092 0.900092
0.5 150 75 9.998813 9.999091 0.900009 0.900009
1.0 150 150 9.997407 9.998637 0.900074 0.900074
When n is fixed, n1 increases, the estimates of λ vary but estimates of p remain
the same because the extra observations on the first layer has no influence on the
estimator of p.
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Table 15: Estimates for Fixed n and Varying n2
β
Sample Size λ = 2 p = 0.3
n n2 λ̂
∗ λ̂ p̂∗ p̂
0.3 20 6 1.998545 1.997479 0.300870 0.301646
0.5 20 10 2.001005 2.001588 0.301269 0.302708
1.0 20 20 1.999760 1.998073 0.300838 0.302927
0.3 50 15 2.001888 2.001674 0.299703 0.300171
0.5 50 25 1.999794 2.000085 0.299667 0.300499
1.0 50 50 1.997352 1.997291 0.299968 0.301012
0.3 80 24 2.000652 2.000081 0.300290 0.300401
0.5 80 40 2.000571 2.000864 0.299532 0.300091
1.0 80 80 1.999533 1.999021 0.300275 0.300791
0.3 150 45 1.999625 1.999348 0.300297 0.300374
0.5 150 75 1.999463 1.999510 0.299972 0.300220
1.0 150 150 2.001493 2.000700 0.300403 0.300488
Table 16: Estimates for Fixed n and Varying n2
β
Sample Size λ = 10 p = 0.9
n n2 λ̂
∗ λ̂ p̂∗ p̂
0.3 20 6 9.995710 9.997043 0.899905 0.900031
0.5 20 10 9.999800 9.997182 0.900333 0.900461
1.0 20 20 10.005995 10.001973 0.900141 0.900325
0.3 50 15 9.997616 9.995407 0.900169 0.900192
0.5 50 25 10.002402 10.003222 0.900159 0.900229
1.0 50 50 9.998370 9.998383 0.900209 0.900299
0.3 80 24 9.997430 9.996043 0.900123 0.900134
0.5 80 40 9.997187 9.998777 0.900060 0.900110
1.0 80 80 10.000754 10.002355 0.900065 0.900138
0.3 150 45 9.996972 9.996924 0.900092 0.900106
0.5 150 75 9.998813 9.999718 0.900009 0.900039
1.0 150 150 9.997407 9.998929 0.900074 0.900119
When n is fixed, n2 increases, the estimates of both λ and p vary.
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Table 17: MSE of λ̂ and p̂ for Fixed n and Varying n1
α
Sample Size λ = 2 p = 0.3
n n1 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
0.3 20 6 0.100056 0.076018 0.005294 0.005294
0.5 20 10 0.098287 0.074661 0.005382 0.005382
1.0 20 20 0.099222 0.050017 0.005384 0.005384
0.3 50 15 0.040346 0.030935 0.002139 0.002139
0.5 50 25 0.039347 0.026298 0.002084 0.002084
1.0 50 50 0.039992 0.019863 0.002120 0.002120
0.3 80 24 0.025013 0.019162 0.001328 0.001328
0.5 80 40 0.024934 0.016653 0.001322 0.001322
1.0 80 80 0.025118 0.012340 0.001367 0.001367
0.3 150 45 0.012829 0.009874 0.000710 0.000710
0.5 150 75 0.013505 0.008844 0.000702 0.000702
1.0 150 150 0.013483 0.006693 0.000700 0.000700
Table 18: MSE of λ̂ and p̂ for Fixed n and Varying n1
α
Sample Size λ = 10 p = 0.9
n n1 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
0.3 20 6 0.507474 0.388992 0.000446 0.000446
0.5 20 10 0.499605 0.335644 0.000458 0.000458
1.0 20 20 0.502968 0.249140 0.000443 0.000443
0.3 50 15 0.201608 0.156334 0.000182 0.000182
0.5 50 25 0.200849 0.133055 0.000180 0.000180
1.0 50 50 0.197279 0.098384 0.000183 0.000183
0.3 80 24 0.124477 0.094144 0.000112 0.000112
0.5 80 40 0.125845 0.083462 0.000110 0.000110
1.0 80 80 0.125660 0.062977 0.000111 0.000111
0.3 150 45 0.067481 0.051299 0.000060 0.000060
0.5 150 75 0.067047 0.044404 0.000059 0.000059
1.0 150 150 0.066654 0.033379 0.000060 0.000060
When n is fixed, n1 increases, theMSE(λ̂) decreases butMSE(p̂) remains the same.
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Table 19: MSE of λ̂ and p̂ for Fixed n and Varying n2
β
Sample Size λ = 2 p = 0.3
n n2 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
0.3 20 6 0.100056 0.093389 0.005294 0.004506
0.5 20 10 0.098287 0.092020 0.005382 0.004474
1.0 20 20 0.099222 0.083977 0.005384 0.003578
0.3 50 15 0.040346 0.037055 0.002139 0.001789
0.5 50 25 0.039347 0.035133 0.002084 0.001587
1.0 50 50 0.039992 0.034244 0.002120 0.001360
0.3 80 24 0.025013 0.023323 0.001328 0.001102
0.5 80 40 0.024934 0.022306 0.001322 0.001004
1.0 80 80 0.025118 0.021283 0.001367 0.000866
0.3 150 45 0.012829 0.011823 0.000710 0.000591
0.5 150 75 0.013505 0.012148 0.000702 0.000546
1.0 150 150 0.013483 0.011380 0.000700 0.000451
Table 20: MSE of λ̂ and p̂ for Fixed n and Varying n2
β
Sample Size λ = 10 p = 0.9
n n2 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
0.3 20 6 0.507474 0.395920 0.000446 0.000434
0.5 20 10 0.499605 0.347922 0.000458 0.000445
1.0 20 20 0.502968 0.280391 0.000443 0.000418
0.3 50 15 0.201608 0.160074 0.000182 0.000177
0.5 50 25 0.200849 0.139991 0.000180 0.000174
1.0 50 50 0.197279 0.109489 0.000183 0.000173
0.3 80 24 0.124477 0.097147 0.000112 0.000109
0.5 80 40 0.125845 0.088266 0.000110 0.000107
1.0 80 80 0.125660 0.070629 0.000111 0.000104
0.3 150 45 0.067481 0.052916 0.000060 0.000059
0.5 150 75 0.067047 0.046457 0.000059 0.000057
1.0 150 150 0.066654 0.036215 0.000060 0.000057
When n is fixed, n2 increases, both MSE(λ̂) and MSE(p̂) decrease.
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Table 21: Bias of λ̂ and p̂ for Fixed n and Varying n1
α
Sample Size λ = 2 p = 0.3
n n1 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
0.3 20 6 -0.001455 -0.001104 0.000870 0.000870
0.5 20 10 0.001005 0.001315 0.001269 0.001269
1.0 20 20 -0.000240 0.001125 0.000838 0.000838
0.3 50 15 0.001888 0.002169 -0.000297 -0.000297
0.5 50 25 -0.000206 -0.000045 -0.000333 -0.000333
1.0 50 50 -0.002648 -0.001914 -0.000032 -0.000032
0.3 80 24 0.000652 -0.000176 0.000290 0.000290
0.5 80 40 0.000571 0.000053 -0.000468 -0.000468
1.0 80 80 -0.000468 0.000026 0.000275 0.000275
0.3 150 45 -0.000375 -0.000135 0.000297 0.000297
0.5 150 75 -0.000537 -0.001038 -0.000028 -0.000028
1.0 150 150 0.001493 0.001042 0.000403 0.000403
Table 22: Bias of λ̂ and p̂ for Fixed n and Varying n1
α
Sample Size λ = 10 p = 0.9
n n1 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
0.3 20 6 -0.004290 -0.001842 -0.000095 -0.000095
0.5 20 10 -0.000200 -0.003027 0.000333 0.000333
1.0 20 20 0.005995 0.001493 0.000141 0.000141
0.3 50 15 -0.002384 0.001468 0.000169 0.000169
0.5 50 25 0.002402 0.002520 0.000159 0.000159
1.0 50 50 -0.001630 0.000116 0.000209 0.000209
0.3 80 24 -0.002570 -0.003274 0.000123 0.000123
0.5 80 40 -0.002813 -0.001544 0.000060 0.000060
1.0 80 80 0.000754 0.002525 0.000065 0.000065
0.3 150 45 -0.003028 -0.001236 0.000092 0.000092
0.5 150 75 -0.001187 -0.000909 0.000009 0.000009
1.0 150 150 -0.002593 -0.001363 0.000074 0.000074
The bias has a zero-center pattern.
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Table 23: Bias of λ̂ and p̂ for Fixed n and Varying n2
β
Sample Size λ = 2 p = 0.3
n n2 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
0.3 20 6 -0.001455 -0.002521 0.000870 0.001646
0.5 20 10 0.001005 0.001588 0.001269 0.002708
1.0 20 20 -0.000240 -0.001928 0.000838 0.002927
0.3 50 15 0.001888 0.001674 -0.000297 0.000171
0.5 50 25 -0.000206 0.000085 -0.000333 0.000499
1.0 50 50 -0.002648 -0.002709 -0.000032 0.001012
0.3 80 24 0.000652 0.000081 0.000290 0.000401
0.5 80 40 0.000571 0.000864 -0.000468 0.000091
1.0 80 80 -0.000468 -0.000979 0.000275 0.000791
0.3 150 45 -0.000375 -0.000652 0.000297 0.000374
0.5 150 75 -0.000537 -0.000490 -0.000028 0.000220
1.0 150 150 0.001493 0.000700 0.000403 0.000488
Table 24: Bias of λ̂ and p̂ for Fixed n and Varying n2
β
Sample Size λ = 10 p = 0.9
n n2 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
0.3 20 6 -0.004290 -0.002957 -0.000095 0.000031
0.5 20 10 -0.000200 -0.002818 0.000333 0.000461
1.0 20 20 0.005995 0.001973 0.000141 0.000325
0.3 50 15 -0.002384 -0.004593 0.000169 0.000192
0.5 50 25 0.002402 0.003222 0.000159 0.000229
1.0 50 50 -0.001630 -0.0001617 0.000209 0.000299
0.3 80 24 -0.002570 -0.003957 0.000123 0.000134
0.5 80 40 -0.002813 -0.001223 0.000060 0.000110
1.0 80 80 0.000754 0.002355 0.000065 0.000138
0.3 150 45 -0.003028 -0.003076 0.000092 0.000106
0.5 150 75 -0.001187 -0.000282 0.000009 0.000039
1.0 150 150 -0.002593 -0.001071 0.000074 0.000119
The bias has a zero-center pattern.
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Table 25: Estimates with Varying λ and p
α = 0.3
Sample Size λ = 2 p = 0.3
n n1 λ̂
∗ λ̂ p̂∗ p̂
20 6 1.998545 1.998896 0.300870 0.300870
50 15 2.001888 2.002169 0.299703 0.299703
80 24 2.000652 1.999824 0.300290 0.300290
150 45 1.999625 1.999865 0.300297 0.300297
Sample Size λ = 10 p = 0.3
n n1 λ̂
∗ λ̂ p̂∗ p̂
20 6 9.997700 9.994450 0.299884 0.299884
50 15 9.994126 9.999712 0.300140 0.300140
80 24 9.996091 9.993202 0.299900 0.299900
150 45 10.002533 10.000890 0.299979 0.299979
Sample Size λ = 2 p = 0.9
n n1 λ̂
∗ λ̂ p̂∗ p̂
20 6 1.996655 1.998454 0.899588 0.899588
50 15 1.999264 1.999869 0.900561 0.900561
80 24 1.998029 1.998967 0.899956 0.899956
150 45 2.000536 2.001075 0.900007 0.900007
Sample Size λ = 10 p = 0.9
n n1 λ̂
∗ λ̂ p̂∗ p̂
20 6 9.995710 9.998158 0.899905 0.899905
50 15 9.997616 10.001468 0.900169 0.900169
80 24 9.997430 9.996726 0.900123 0.900123
150 45 9.996972 9.998764 0.900092 0.900092
With fixed α = 0.3 simulation is done with various values of λ and p.
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Table 26: MSE with Varying λ and p
α = 0.3
Sample Size λ = 2 p = 0.3
n n1 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
20 6 0.100056 0.076018 0.005294 0.005294
50 15 0.040346 0.030935 0.002139 0.002139
80 24 0.025013 0.019162 0.001328 0.001328
150 45 0.012829 0.009874 0.000710 0.000710
Sample Size λ = 10 p = 0.3
n n1 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
20 6 0.498230 0.384263 0.001040 0.001040
50 15 0.200464 0.155275 0.000413 0.000413
80 24 0.126671 0.097146 0.000263 0.000263
150 45 0.067060 0.051255 0.000142 0.000142
Sample Size λ = 2 p = 0.9
n n1 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
20 6 0.097842 0.076381 0.002254 0.002254
50 15 0.039609 0.030555 0.000919 0.000919
80 24 0.025382 0.019500 0.000568 0.000568
150 45 0.013216 0.010288 0.000303 0.000303
Sample Size λ = 10 p = 0.9
n n1 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
20 6 0.507474 0.388992 0.000446 0.000446
50 15 0.201608 0.156334 0.000182 0.000182
80 24 0.124477 0.094144 0.000112 0.000112
150 45 0.067481 0.051299 0.000060 0.000060
With fixed α = 0.3 and various values of λ and p, increasing n makes the MSE of λ̂
decreasing.
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Table 27: Bias with Varying λ and p
α = 0.3
Sample Size λ = 2 p = 0.3
n n1 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
20 6 -0.001455 -0.001104 0.000870 0.000870
50 15 0.001888 0.002169 -0.000297 -0.000297
80 24 0.000652 -0.000176 0.000290 0.000290
150 45 -0.000375 -0.000135 0.000297 0.000297
Sample Size λ = 10 p = 0.3
n n1 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
20 6 -0.002300 -0.005550 -0.000116 -0.000116
50 15 -0.005874 -0.000288 0.000140 0.000140
80 24 -0.003909 -0.006798 -.000100 -0.000100
150 45 0.002533 0.000890 -0.000021 -0.000021
Sample Size λ = 2 p = 0.9
n n1 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
20 6 -0.003345 -0.001546 -0.000412 -0.000412
50 15 -0.000736 -0.000131 0.000561 0.000561
80 24 -0.001971 -0.001033 -0.000044 -0.000044
150 45 0.000536 0.001075 0.000007 0.000007
Sample Size λ = 10 p = 0.9
n n1 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
20 6 -0.004290 -0.001842 -0.000095 -0.000095
50 15 -0.002384 0.001468 0.000169 0.000169
80 24 -0.002570 -0.003274 0.000123 0.000123
150 45 -0.003028 -0.001236 0.000092 0.000092
With fixed α = 0.3 and various values of λ and p, increasing nmakes the bias approach
to zero.
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Table 28: Estimates with Varying λ and p
β = 0.3
Sample Size λ = 2 p = 0.3
n n2 λ̂
∗ λ̂ p̂∗ p̂
20 6 1.998545 1.997479 0.300870 0.301646
50 15 2.001888 2.001674 0.299703 0.300171
80 24 2.000652 2.000081 0.300290 0.300401
150 45 1.999625 1.999348 0.300297 0.300374
Sample Size λ = 10 p = 0.3
n n2 λ̂
∗ λ̂ p̂∗ p̂
20 6 9.997700 9.996805 0.299884 0.300069
50 15 9.994126 9.990586 0.300140 0.299988
80 24 9.996091 9.996755 0.299900 0.300013
150 45 10.002533 10.002550 0.299979 0.300012
Sample Size λ = 2 p = 0.9
n n2 λ̂
∗ λ̂ p̂∗ p̂
20 6 1.996655 1.996713 0.899588 0.900148
50 15 1.999264 1.999047 0.900561 0.900751
80 24 1.998029 1.999285 0.899956 0.900160
150 45 2.000536 2.000038 0.900007 0.900051
Sample Size λ = 10 p = 0.9
n n2 λ̂
∗ λ̂ p̂∗ p̂
20 6 9.995710 9.997043 0.899905 0.900031
50 15 9.997616 9.995407 0.900169 0.900192
80 24 9.997430 9.996043 0.900123 0.900134
150 45 9.996972 9.996924 0.900092 0.900106
With fixed β = 0.3 simulation is done with various values of λ and p.
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Table 29: MSE with Varying λ and p
β = 0.3
Sample Size λ = 2 p = 0.3
n n2 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
20 6 0.100056 0.093389 0.005294 0.004506
50 15 0.040346 0.037055 0.002139 0.001789
80 24 0.025013 0.023323 0.001328 0.001102
150 45 0.012829 0.011823 0.000710 0.000591
Sample Size λ = 10 p = 0.3
n n2 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
20 6 0.498230 0.462651 0.001040 0.000871
50 15 0.200464 0.186252 0.000413 0.000348
80 24 0.126671 0.117099 0.000263 0.000218
150 45 0.067060 0.062501 0.000142 0.000120
Sample Size λ = 2 p = 0.9
n n2 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
20 6 0.097842 0.077782 0.002254 0.002165
50 15 0.039609 0.031557 0.000919 0.000893
80 24 0.025382 0.019888 0.000568 0.000552
150 45 0.013216 0.010469 0.000303 0.000296
Sample Size λ = 10 p = 0.9
n n2 MSE(λ̂
∗) MSE(λ̂) MSE(p̂∗) MSE(p̂)
20 6 0.507474 0.395920 0.000446 0.000434
50 15 0.201608 0.160074 0.000182 0.000177
80 24 0.124477 0.097147 0.000112 0.000109
150 45 0.067481 0.052916 0.000060 0.000059
With fixed β = 0.3 and various values of λ and p, increasing n makes the MSE of λ̂
decrease.
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Table 30: Bias with Varying λ and p
β = 0.3
Sample Size λ = 2 p = 0.3
n n2 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
20 6 -0.001455 -0.002521 0.000870 0.001646
50 15 0.001888 0.001674 -0.000297 0.000171
80 24 0.000652 0.000081 0.000290 0.000401
150 45 -0.000375 -0.000652 0.000297 0.000374
Sample Size λ = 10 p = 0.3
n n2 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
20 6 -0.002300 -0.003195 -0.000116 0.000069
50 15 -0.005874 -0.009414 0.000140 -0.000012
80 24 -0.003909 -0.003245 -.000100 0.000013
150 45 0.002533 0.002550 -0.000021 0.000012
Sample Size λ = 2 p = 0.9
n n2 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
20 6 -0.003345 -0.003287 -0.000412 0.000148
50 15 -0.000736 -0.000953 0.000561 0.000751
80 24 -0.001971 -0.000715 -0.000044 0.000160
150 45 0.000536 0.000038 0.000007 0.000051
Sample Size λ = 10 p = 0.9
n n2 Bias(λ̂
∗) Bias(λ̂) Bias(p̂∗) Bias(p̂)
20 6 -0.004290 -0.002957 -0.000095 0.000031
50 15 -0.002384 0.004593 0.000169 0.000192
80 24 -0.002570 -0.003957 0.000123 0.000134
150 45 -0.003028 -0.003076 0.000092 0.000106
With fixed β = 0.3 and various values of λ and p, increase n makes the bias approach
to zero.
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Figure 1: Bias of p̂ on λ: when λ increases, bias of p̂ decreases.
Figure 2: MSE of p̂ on λ: when λ increase the MSE decreases.
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Figure 3: Bias of λ: zero-centered pattern
Figure 4: Bias of p̂ on p: zero-centered pattern
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Figure 5: MSE of λ̂ on p: when p increases, theMSE of λ̂ on second layer decreases.
Figure 6: Variance of p̂ on p: when p increases, the variance of p̂ has an approximately
parabola shape.
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§ 6. Conclusion
According to the analytical and numerical results obtained above, we could
make a conclusion that with more observations on either first layer or second layer
of the model, the MSEs of the estimators are smaller than those from the paired
observations, which indicate that the estimators with incomplete data are more effi-
cient. Therefore, in lab research it is better we keep the unpaired data in the analysis
procedure and use the model established above to obtain better estimation.
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