Abstract. Based on the exponential and Poisson characteristics of the Poisson process, in this work we present some characterizations of the Poisson process as a renewal process. More precisely, let g t be the residual life at time t of the renewal process A fAtY t 0g, under suitable condition, we prove that if Varg t E 2 g t Y it 0, then A is a Poisson process. Secondly, we show that if VarAt is proportional to EAt, then A is a Poisson process also, and VarAt EAt.
Introduction
In this work, we will investigate what kind of conditions are necessary to force a renewal process to become a Poisson process. Let fX n Y n 1g be a sequence of independent and identically distributed (i.i.d.) random variables with common distribution function F. Throughtout this paper we assume F 0 0. Let S 0 0, S n n i1 X i Y n 1. Also let At supfnjS n tg, t 0, denote the number of renewals in 0Y t. The random variables d t t À S At Y g t S At1 À tY and t S At1 À S At , will be called respectively``current life at t'',``residual life at t'', and``total life at t'' of the (ordinary) renewal process A fAtY t 0g. In the above set up, if fX n Y n 1g are still assumed to be independent, but only X 2 Y X 3 Y F F F are identically distributed with the common distribution function F, while X 1 has possibly a di¨erent distribution function, say H with H0 0, then fX n Y n 1g form the interarrival times of a delayed renewal process, say A d fA d tY t 0g. In particular if Ht EX 2 À1 t 0 1 À F u du, then the process becomes a stationary renewal process, say A s fA s tY t 0g. When F is exponential, then A becomes a Poisson process. Poisson processes are related to many distributions, among them, uniform, exponential and Poisson distributions are the most important. Many interesting properties of the Poisson process are more or less based on the characteristics of these three distributions.
For example, prove that, given a function G, under mild conditions, as long as
holds for a single positive integer n, then A is a Poisson process. Li et al. (1994) and Huang and Su (1997) prove that for some ®xed n and k, k n, if
for certain pairs of r and s, where a and b are independent of t, then A has to be a Poisson process. When A is a Poisson process, the fact that (1) and (2) hold are based on the so called order statistics property. More precisely, for the Poisson process A, given At nY S 1 S 2 Á Á Á S n are distributed as the order statistics of n i.i.d. random variables with the common uniform distribution on 0Y t. By using this property (1) and (2) can be obtained easily. When A is a Poisson process, not only X n , but g t , independent of t, is also exponentially distributed. This basically is resulted from the memoryless property of the exponential distribution. Conversely, Gupta and Gupta (1986) prove that given a function G, under certain conditions, if EGg t cY it 0, where c b 0 is a constant, then A is a Poisson process. consider an arbitrarily delayed renewal process A d , and let g d t denoted the residual life at t, they claim that for some ®xed positive integer n, if EGg d t jA d t n is independent of t, then A d is an arbitrarily delayed Poisson process, which means the distribution of X 1 can be arbitrary, while
If Varg t is constant and F is assumed to be continuous, prove that F is the exponential distribution function.
On the other hand, a Poisson process also has the superposition property, which says that the superposition of independent Poisson processes is still a Poisson process. Conversely, if A is a Poisson process, independent thinned processes will be obtained through thinning operations on A. This property is a continuous time analog of the following characteristic of Poisson distribution: Assume N i.i.d. multinomial trials with k cells are conducted resulting into Z 1 Y Z 2 Y F F F Y Z k as the numbers of various types of``successes'' corresponding to the k cells, that is Z 1 Z 2 Á Á Á Z k N, then the mutual independence for any Z i Y Z j Y 1 i`j n, forces N to be Poisson distributed (see Moran (1952) and Patil and Seshadri (1964) ). Based on the above Poisson characteristic, , Chandramohan and Liang (1985) and Huang (1989) prove that the existence of a pair of uncorrelated thinned processes implies the renewal process is Poisson. As a byproduct, Chandramohan et al. (1985) prove that for a stationary renewal process A s ,
if and only if A s is a Poisson process. A similar result for an (ordinary) renewal process is given by Chen (1994) . Note that mean and variance are equal is also an interesting property enjoyed by the Poisson random variable. In this paper based on the above exponential and Poisson characteristics of the Poisson process, we present some characterizations of the Poisson process as a renewal process.
Characterizations related to the exponential characteristic
Then A is a Poisson process.
Proof. The following arguments are very similar to those of Theorem 1 of . First from the assumption we have By the Uniqueness Theorem, (9) implies
The assumption that F is di¨erentiable implies g is also di¨erentiable. Hence, taking the derivatives of both sides of (10) (the derivation is left to the reader). Examples of the common distribution F which satisfy (12) and are not exponential can be found easily. Note that if F is assumed to be gamma distributed, then (12) implies F is exponential.
Characterizations related to the Poisson characteristic
As mentioned in Section 1, for a renewal process A, the equality of EAt and VarAt for every t 0 implies that A is a Poisson process. Similar result holds for a stationary renewal process A s . In this section we will generalize these results. Let Mt EAt, M s t EA s t and supp(G) denote the support of the function G. Proof. First we have the well-known identity
where M k is the k-fold convolution of M with itself. Hence (13) implies
which is equivalent to
Using Proposition 2.2 of Lau and Rao (1990), this in turn implies there exists a x e 0Y t, such that
Since M0 0, by letting t tend to 0 in the above equation, it follows b 1. The rest of the proof is the same as Theorem 3 of Chen (1994).
The next theorem is for the stationary renewal process. Note that it is implicitly assumed that the common interarrival time distribution function F is not periodic for a stationary renewal process. Proof. Again for every positive integer k, by the identity
see Lemma 2.1 of , we have
Mx dxY
where again h 1 EX 2 . Therefore (15) implies
Taking the derivatives of both sides with respect to t, then letting t 0, we obtain b 1 and Mt tah 1 follows. Consequently F is exponential as required.
Now let fx n Y b 1g be a sequence of i.i.d. random variables with Px n 1 p 1 À Px n 0, where 0`p`1. Let A 1 fA 1 tY t 0g and A 2 fA 2 tY t 0g be the two thinned processes obtained by thinning the renewal process A through fx n Y n 1g. More precisely, let the n-th point of A be assigned to the process A 1 or A 2 , respectively, according to x n 1 or 0. Obviously, EA 1 t p1 À p À1 EA 2 t, i.e. EA 1 t is proportional to EA 2 t, it 0, for every renewal process A. Yet given that VarA 1 t is proportional to VarA 2 t, it 0, will imply A is Poisson. We state and prove the consequence of Theorem 2 in the following. where c is a constant, then A is a Poisson process and c p1 À p À1 .
Proof. First it is easy to obtain
Substituting these into (17), yields
The assertions then follow from Theorem 2 immediately.
As expected, there is a similar corollary for the case of stationary renewal process. We omit the statement of this corollary. On the other hand, Theorem 3 has the following generalization, which can be proved by using (16) and the fact that EA s t tah 1 . 
