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Abstract—In this paper we report our practical experience in 
benchmarking a System Biology Web Service, and investigate 
instability of its performance and the delays induced by the 
communication medium. We discuss the results of a statistical 
data analysis and discuss the causes affecting the Web Service 
performance. The uncertainty discovered in Web Services 
operations reduces the overall dependability of Service-
Oriented Architecture and require specific resilience 
techniques. 
Keywords- web services; system biology application; 
dependability; benchmarking; performance instability  
I. INTRODUCTION 
Web Services are becoming the critical technology in 
building e-science applications. Their use is especially 
prominent in the Bioinformatics and Systems Biology 
projects that focus on sharing and exchanging data across 
different organizations and institutes. While loosely-coupled 
Web Services can be a desirable platform for building such 
projects, so far, research on the dependability of such 
applications has not been often reported.  
Dependability is a major concern in service-oriented 
environments which are being used for e-Science which is 
the large scale science that is being undertaken through 
distributed global collaborations enabled by the Internet and 
involves the formation of virtual organizations (VO) on an 
ad hoc basis. From a certain point of view, the organizations 
whose services are invoked within a scientific workflow can 
be considered to form a VO during its enactment [1]. 
However, the reliability of the services can be erratic since 
various types of service faults may be experienced by users 
and this can lead to failure during the enactment of the 
workflow. Faults can occur due to an inability to reach the 
service because of a network problem. The service might 
also be inoperative because its server is undergoing 
maintenance or may have become overloaded with requests. 
Perhaps more critically, the data output generated by a 
service may be wrong due to incorrect or corrupted requests 
and this will have serious consequences to the results of 
scientific workflows. 
Ensuring dependability of services is particularly 
important in the area of bioinformatics.  Academic and non-
commercial organisations deploy Web Services for public 
use by scientists in the life sciences community without any 
prior service level agreements.  Such services are used by 
scientists knowing of their unreliability despite the fact that 
they may not always be available for the reasons outlined 
above [2]. These services are orchestrated into workflows 
which represent ‘in silico’ experiments that are analogous to 
those performed by experimental scientists in laboratories 
but involve the use of computational resources such as data 
repositories and analysis programs available on the Internet 
[1]. Such in silico experiments may be long lived due to the 
large volumes of data being analysed, whilst there may also 
be requirements on the timeliness of the workflow 
enactment. Nowadays there is significant research activity 
devoted to achieving dependability and QoS in Web Service 
architectures. Recent related works [3, 4, 5] have introduced 
several approaches to incorporating resilience techniques 
(including voting, backward and forward error recovery 
mechanisms and replication techniques) into WS 
architectures. There have been some works on dependable 
frameworks for the SOA [6, 7, 8], benchmarking and 
experimental measurements of dependability [9, 10, 11]. But 
even though the existing proposals offer useful means for 
improving SOA dependability by enhancing particular Web 
Services technologies, most of them neither address the 
uncertainty challenge nor investigate the dependability 
characteristics and changing quality. 
In this paper, we present a set of new experiments we 
have conducted on an instance of System Biology Web 
Service (BASIS WS) to continue our research on the 
dependability of Web Services and SOA. This paper is a 
continuation of our previous work aiming at measuring the 
performance and dependability of Web Services for use in e-
science experiments from the end user’s perspective [12]. In 
previous investigation we found evident performance 
instability existing in Service-Oriented Architecture that 
affects dependability of web services and its clients. The 
Fasta and Blast Web Services we have experimented with 
were the part of DNA Databank (Japan) [13] that was out of 
our general control. Thus, we were unable to capture the 
exact causes of performance instability. The main difference 
between [12] and our present work is the fact that BASIS 
WS, hosted by the Institute for Ageing and Health 
(Newcastle University), is under our local administration. 
Thus we are able to look inside its internal architecture and 
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to perform error and time logging for every external request. 
The other thing is that we use several clients from which the 
BASIS WS have been benchmarked to provide better 
objectivity and to analyse whether the instability affects all 
clients in the same way or not. The aims of our work are as 
follows: (i) to conduct a series of experiments similar to [12] 
but with the access to the insight information to get a better 
understanding of the sources of exceptions and performance 
instability; (ii) to conduct a wider range of experiments then 
the ones reported in [12] by using several clients and by 
measuring how the size of results affects the overall 
reliability and how an increase in a number of requests 
affects the performance and reliability; (iii) to gain an insight 
understanding of the bottlenecks of an existing system 
biology application to help in improving it in the future.  
The rest of the paper is organised as follows. In the next 
section we briefly review the BASIS system biology 
application. Sections III describes the experimental 
technique used. Sections IV and V provide results of the 
BASIS performance and stress test analysis. Finally, an 
analysis of dependence between response time and size of 
response is given in Section VI.  
II. BASIS SYSTEM BIOLOGY APPLICATIONS 
The experiments were conducted in the collaboration 
with a Systems Biology project called BASIS (Biology of 
Ageing E-Science Integration and Simulation System) [14]. 
The BASIS application is a typical, representative example 
of a number of SOA solutions found in e-science and grid. 
Being one of the twenty pilot projects funded under the UK 
e-science initiative in the development of the UK grid 
applications, BASIS at the Institute for Ageing and Health in 
Newcastle University, aims at developing web-based 
services that help the biology-of-ageing research community 
for quantitative study of the biology of ageing by integrating 
data and hypotheses from diverse biological sources. With 
the association and expertise from the UK National e-
Science Centre on building Grid applications, the project has 
successfully built a system that integrates various 
components such as model design, simulators, databases, and 
exposes their functionalities as Web Services [15]. 
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Figure 1.  The architecture of BASIS system. 
The architecture of the BASIS Web Service 
(basis1.ncl.ac.uk) is shown in Fig. 1. The system is 
composed of a BASIS Server (2x2.4GHz Xeon CPU, 2GB 
DDR RAM, 73GB 10,000 rpm U160 SCSI RAID), including 
a database (PostgreSQL v8.1.3) and Condor v6.8.0 Grid 
Computing Engine; a sixteen computer cluster, an internal 
1Gbit network, and a Web Service Interface based on Sun 
Glassfish v2 Application Server and JAX-WS + JAXB Web 
Service development pack. BASIS offers four main services 
to the community: 
• BASIS Users Services1: allows users to manage their 
account. 
• BASIS Simulation Services2 : allows users to run 
simulations from ageing research. 
• BASIS SBML Services3: allows users to create, use 
and modify SBML models. The Systems Biology 
Markup Language (SMBL) is a machine-readable 
language, based on XML, for representing models of 
biochemical reaction networks. SBML can represent 
metabolic networks, cell-signalling pathways, 
regulatory networks, and other kinds of systems 
studied in systems biology. 
• BASIS Model Services4 : allows users to manage 
their models. 
The most common BASIS usage scenario is: (i) to upload 
a SMBL simulation model into BASIS server; (ii) to run 
uploaded SMBL model with the biological statistics from 
BASIS database; (iii) to download simulation results. The 
size of SMBL models and simulation results uploaded and 
downloaded to/from the BASIS server can wary in a wide 
range and can be really huge (up to tens and even hundreds 
of megabytes). It can be a real problem for remote clients, 
especially for those using pure or unstable Internet 
connections. 
III. METHOD AND EXPERIMENTAL SETTINGS 
The experiments that we report in the paper are a follow 
up to our previous work on dependability of Web Services 
reported in [12]. As our research interests focus on the non-
functional properties of the Web Services, especially on 
investigating how the Internet affects the dependability of the 
Web Services from the user’s perspective, we chose the 
PutSBML and GetSBML methods of the BASIS SBML Web 
Service to upload models and download simulation results of 
different sizes to/from the system and observe how the 
system behaves. To provide a comprehensive assessment we 
used five clients deployed in different places over the 
Internet: Frankfurt (Germany), Moscow (Russia), Los 
Angeles (USA) and two clients in Simferopol (Ukraine) that 
use different Internet service providers. Our plan was to 
perform the following set of experiments: 
• Prolonged WS testing to capture long-term 
performance trend, to disclose performance 
instabilities and possible failures. This work was 
                                                           
1 http://basis1.ncl.ac.uk:81/BasisWebServices/BasisUserService?WSDL 
2 http://basis1.ncl.ac.uk:81/BasisWebServices/BasisSimulationService?WSDL 
3 http://basis1.ncl.ac.uk:81/BasisWebServices/BasisSBMLService?WSDL 
4 http://basis1.ncl.ac.uk:81/BasisWebServices/BasisModelService?WSDL 
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carried out in a way similar to [12]. The GetSMBL 
method, returning 100 Kb SMBL simulation result, 
has been invoked simultaneously from all clients 
every 10 minutes during five days starting from Dec 
23, 2008 (more than 600 times in total). At the same 
time the BASIS SBML Web Service has been 
pinged to assess network round trip time (RTT) and 
to take into account the Internet effects on the WS 
invocation delay. Total numbers of ICMP Echo 
requests sent to BASIS Server were more than 
10000. In additional to that we traced network routes 
between clients and the web service to find out an 
exact point of network instability. 
• Local stress testing of the BASIS SBML Web 
Service to analyse performance bottlenecks. Stress 
test scenario provided gradual increase of a number 
of simultaneous invocations (from one, up to one 
hundred) of the GetSMBL method. 
• Analysis of an impact that size of data (uploaded and 
downloaded) makes on Web Service performance. 
We invoked the PutSBML method that uploads user 
SMBL model into the BASIS database and the 
GetSMBL method, returning specified simulation 
results. Data uploaded and downloaded to/from the 
BASIS SBML Web Service during this experiment 
had different size: 100KB, 500KB, 2.50MB, 
12.5MB, 62.5MB. 
The experiment was run over the Christmas week for the 
following reasons. The University’s internal network activity 
was minimal during this week. At the same time the overall 
Internet activity typically grows during this time as social 
networks (e.g. Facebook) and forums experience a sharp 
growth during the holidays [19]. 
A Java-based application called Web Services Dependability 
Assessment Tool (WSsDAT) which is aimed at evaluating 
the dependability of Web Services [16] was used to test the 
BASIS SBML Web Service from remote hosts. The tool 
supports various methods of dependability testing by acting 
as a client invoking the Web Services under investigation. It 
enables users to monitor Web Services by collecting the 
following reliability characteristics: (i) availability and 
functionality; (ii) performance; (iii) faults and exceptions. 
During our experimentation we faced with several 
organizational and technical problems. Thus, test from Los 
Angeles was started up 16 hours late. The Moscow client 
were suddenly terminated after first thirty requests and 
restarted only five days later when the first step of the 
experiment was already finished.  
IV. PERFORMANCE TREND ANALYSIS 
A. Response Time Analysis 
Figure 2 shows a response time trends from different 
user-side perspectives. The summary of response time 
statistical data manipulation is also presented in the Table I. 
An average request processing time by BASIS WS was 
about 163 ms. Thus, the network delay makes the major 
contribution to the response time. To analyse performance 
instability for each particular client we have estimated how 
many percent the standard deviation (std. dev) of response 
time takes from its average (avg) value.  
The fastest response time (in average) was observed for 
the client from Frankfurt whereas Los Angeles’s client was 
the slowest one. This situation was easy to predict. However, 
we have also found that the fastest client was not the most 
stable. 
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Figure 2.  WS response time trend from different user-side perspectives. 
148
Authorized licensed use limited to: Newcastle University. Downloaded on May 21,2010 at 13:43:00 UTC from IEEE Xplore.  Restrictions apply. 
TABLE I.  WS RESPONSE TIME AND NETWORK ROUTE STATISTICS 
Client location 
Response Time Number of 
intermediate 
routers min, ms max, ms avg, ms std.dev, ms std.dev/avg, % Instability Rank 
Frankfurt 317 6090 383.17 71.91 18.77 IV 11 
Moscow 804 65134 1228.38 437.69 35.63 III 13 
Simferopol_1 683 125531 1186.74 895.18 75.43 I 22 
Simferopol_2 716 11150 1272.12 634.53 49.88 II 19 
Los Angeles 1087 3663 1316.54 129.79 9.86 V 22 
 
Quite the contrary, the most stable response time has 
been observed by the client from Los Angeles. The most 
unstable response time has been observed by Simferopol_1’s 
client.  
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Figure 3.  WS response time from different user-side perspectives  
(first 30 invocations). 
From time to time all clients (except for Los Angeles) 
have been faced with delays that were extremely high. Some 
of them were ten times bigger than average response time 
and even twenty times bigger than ones minimal value. 
Closer look at some testing intervals gives us more 
interesting observations. Fig. 3 shows us response time from 
different user-side perspectives during the initial period of 
testing including first thirty invocations.  
We can see that starting from the third invocation and 
finishing by ninth all clients caught significant rise of 
response time. As it was established from the service log and 
ping delay analysis it was caused by increasing of request 
processing time because of BASIS database overload. In 
fact, there were several other external clients who had been 
using the BASIS server that time but were not involved in 
our experimentation. The rest of invocations from the 
Frankfurt client had stable response time with average value 
equal to 370 ms.  
The clients located in Moscow and in Simferopol_1 were 
faced with high instability of response time due to high 
network instability (as it was found from ping statistics 
analysis). A deeper analysis of the trace_route statistics 
helped us to find out a remarkable fact that network 
instability (instability of network delay) happened on the part 
of a network route that was closer to particular client than to 
the web service. Access to the insight information (server 
log) and additional network statistics (like ping and 
trace_rout logs) allowed us to get a better understanding of 
the sources of performance instability and exceptions. 
For example, let us look at Figure 4a where the response 
time trend of the Frankfurt’s client is presented. We marked 
five time intervals characterized by high response time 
instability. All of them were caused by different reasons (see 
Table II). During the first and the fourth time intervals all 
clients were affected by the BASIS service overload due to 
high number of external requests and database backup. The 
second time interval was the result of BASIS Service 
maintenance. 
Germany  - ResponseTime
300
350
400
450
500
550
600
0 50 100 150 200 250 300 350 400 450 500 550 600
Invocation No
RT, ms
1 2 3
4
5
 
(a) 
Frankfurt (Germany)  - Probability distribution series of RT
0
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0.1
0.15
0.2
0.25
0.3
0.35
0.4
RT, ms
p 0.23311 0.34291 0.18412 0.08277 0.03547 0.02196 0.01689 0.00676 0.01182 0.06419
<350 370 390 410 430 450 470 490 510 >510
(b) 
Figure 4.  WS Response time for German client: (a) response time trend; (b) RT probability distribution series. 
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TABLE II.  WS RESPONSE TIME AND NETWORK ROUTE STATISTICS 
T
im
e 
in
te
rv
al
 
Date/Time Instability cause 
1 from: Dec 23/12:23:59 BASIS Service overload to: Dec 23/13:23:59 
2 from: Dec 23/23:03:59 BASIS Service failure and maintenance actions to: Dec 24/01:44:00 
3 from: Dec 24/11:34:00 Network delay instability due to network concestion to: Dec 24/17:44:01 
4 from: Dec 25/14:24:15 BASIS Database backup to: Dec 26/00:14:15 
5 from: Dec 27/02:14:23 Local host overload to: Dec 27/07:14:23 
The Web Service application server and BASIS Server 
were restarted several times. As a result all clients caught 
exceptions periodically and suffered from response time 
instability. Response time instability during the third time 
interval was caused by extremely high network instability 
occurred between the second and the third intermediate 
routers. It was an interval where network round trip time 
(RTT) suddenly increased three times in average (from 28.3 
ms up to 86.7 ms) and had a great deviation (32.2 ms). The 
last unstable interval was observed by Frankfurt client on 
December 27 (from 02 a.m. to 07 a.m.). In fact, Frankfurt 
host is an integration server that is involved in software 
development. At the end of the week it performs automatic 
procedures of program code merging and unit testing. As a 
result, the host was overloaded by the local tasks and our 
testing client even caught several operating system 
exceptions “java.io.IOException: error=24, Too many open 
files”. 
B. Response Time Probability Density Analysis 
The probability density analysis helps in determining 
distribution of response time and analysis of its instability. 
Results of probability density analysis are also very 
important in simulation of Service-Oriented Systems and 
dependability prediction. Probability distribution series of 
response time that were obtained for different clients 
statistics are shown in the Fig. 5 and Fig. 4b.  
Commonly, network delays are simulated using the 
Exponential [17] distribution. All probability distribution 
series of service response time, taken in our experiments 
from different client’s perspectives, tend to be described by 
the Poisson low, whereas network RTT and request 
processing time (RPT) by the BASIS Web Service match 
well the Exponential distribution. However, unlike the 
Poisson and Exponential distribution models all probability 
distribution series obtained practically have heavy tails 
caused by the ‘real world’ instability when delays increase 
suddenly and significantly due to different reasons that are 
hard to predict.  
Moscow (Russia)  - Probability distribution series of RT
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
RT, ms
p 0.01361 0.31293 0.17007 0.07143 0.09184 0.03401 0.05442 0.02721 0.0068 0.21769
<1000 1030 1060 1090 1120 1150 1180 1210 1240 >1240
 
(a) Moscow (Russia) 
Simferopol_1 (Ukraine)  - Probability distribution series of RT
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(c) Simferopol_1 (Ukraine) 
Los Angeles (USA)  - Probability distribution series of RT
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(b) Los Angeles (USA) 
Simferopol_2 (Ukraine)  - Probability distribution series of RT
0
0.05
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0.35
0.4
RT, ms
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(d) Simferopol_2 (Ukraine) 
Figure 5.  Probabilities Distribution Series of WS Response Time from different user-side perspectives. 
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TABLE III.  BASIS WS ERRORS AND EXCEPTIONS STATISTICS 
№ Error/Exception 
Number of 
exceptions per client 
G
er
m
an
y 
Si
m
fe
ro
po
l_
1 
Si
m
fe
ro
po
l_
2 
1 Error: Null SOAP body 4 4 6 
2 Exception: HTTP transport error: 
java.net.ConnectException: Connection 
refused 
2 0 0 
3 Exception: 
java.lang.NullPointerException  3 4 3 
4 Exception: HTTP transport error: 
java.net.NoRouteToHostException:  
No route to host 
0 1 2 
5 Exception: HTTP transport error: 
java.net.UnknownHostException: 
basis1.ncl.ac.uk 
0 0 1 
 Total error rate 0.015 0.015 0.02 
This finding is in line with other existing experimental 
work [21, 22]. Thus, more realistic assumptions and more 
sophisticated distribution lows are needed to fit better the 
practical data. It may be the case that the Exponential 
distribution of RTT and RPT can by replaced with one of the 
heavy tailed distribution like log-normal, Weibull or Beta, At 
the same time the service response time for different clients 
could be described in a more complex way as a composition 
of two distribution: RTT (that is unique for each particular 
client) and RPT (that is unique for the service used and, 
hence, is the same for all clients with the identical priority).  
C. Errors and Exceptions Analysis 
During our experiments, several clients caught different 
errors and exceptions with different error rates. Most of them 
(1-3) were caused by BASIS Service maintenance when the 
BASIS Web Service, server and database were restarted 
several times (see Table III).  
The first one (‘Null SOAP body’) resulted in a null-sized 
response from web service. It is a true failure that may 
potentially cause dangerous situation as it was not reported 
as an exception! According to the server side log, the failures 
were caused by errors occurred when BASIS business logic 
processing component were trying to connect to the 
database. 
As the database was shutdown exceptionally, the 
business logic processing component failed to handle the 
connection exception, and instead it returned empty results to 
the client. Apparently, the BASIS Web Service should be 
improved to provide better mechanisms for error diagnosis 
and exception handling. 
The second exception was caused by BASIS Web 
Service shutdown, whereas the third one probably was a 
result of BASIS server shutdown while the BASIS Web 
Service was operated. However, we cannot be sure because 
‘Null pointer exception’ gives too little information for 
troubleshooting. The reason of the forth and fifth exception 
were network problems. It is noteworthy, that the 
‘UnknownHostException’ caused by silence of DNS-server 
takes about 2 minutes (too long!) to be reported to the client. 
V. STRESS TEST RESULTS 
Stress test of BASIS Web Service was performed by use 
of JMeter utility. We increased number of concurrent users 
step by step from one up to one hundred with step equals to 
three. Number of requests per user was one thousand. 
BASIS WS was stressed locally from the university LAN 
(Fast Ethernet) to take out Internet’s delays. When the 
number of concurrent users grew up to 67 (response time 
raised up to 30 s) we were forced to finish stress test because 
of heavy overload of the BASIS server.  
The stress test summary is presented in the Table IV. 
A throughput saturation point was already achieved having 
only four concurrent users (15.7 requests per second or 13.2 
Kbit per second that is much less than 100Mbit/s of the Fast 
Ethernet throughput).  
A medium-sized web application could be able to serve 
10 million requests a day that means more than 100 requests 
per second [20]. Thus, we can conclude that the system is not 
scaleable and that advanced means and novel architectural 
solutions improving BASIS WS performance and throughput 
are necessary.  
However, discovering the exact causes of the 
performance bottleneck is complicated because of the non-
trivial BASIS architecture, typical for many system biology 
applications. New performance monitoring features need to 
be implemented inside each system component.  
TABLE IV.  BASIS WS STRESS TEST SUMMARY 
Test 
No 
Number of 
concurrent 
users 
Average 
response 
time, ms 
Throughput 
Requests/s Bit/s 
1 1 163.04 6.12 5141.10 
2 4 253.95 15.74 13214.43 
3 7 476.94 14.66 12309.89 
4 10 723.69 13.80 11589.54 
5 13 982.80 13.20 11088.44 
6 16 1281.95 12.46 10465.02 
7 19 1784.89 10.63 8926.24 
8 22 6566.57 3.35 2811.84 
9 25 2666.09 9.36 7860.08 
10 28 3390.84 8.24 6920.49 
11 31 4304.62 7.19 6035.57 
12 34 5287.36 6.42 5390.97 
13 37 6370.20 5.80 4868.74 
14 40 7567.89 5.28 4432.47 
15 43 9060.27 4.74 3980.53 
16 46 10802.80 4.25 3571.11 
17 49 12857.73 3.81 3196.38 
18 52 19540.06 2.66 2232.50 
19 55 20894.94 2.63 2208.31 
20 58 20394.19 2.84 2385.98 
21 61 22820.43 2.67 2242.48 
22 64 29671.69 2.16 1809.76 
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VI. INTERDEPENDENCY ANALYSIS BETWEEN  
WS RESPONSE TIME AND SIZE OF RESPONSE 
The purpose of this experiment was to analyse how the 
size of SOAP requests and responses affect BASIS WS 
performance. Table V shows such dependence for the three 
clients that invoked the GetSMBL method with different 
response sizes changing from 100KB to 62.5MB with the 
growth factor equals to five. 
TABLE V.  RESPONSE TIME VARIATION FOR THE GETSMBL 
(DOWNLOAD) METHOD 
Average 
response 
time per 
client, ms 
Response size 
100KB 500KB 2.50MB 12.5MB 62.5MB 
Frankfurt 361.9 502.2 1840.4 9023.8 29835.9
Simferopol_1 987.9 2752.1 13601.8 44586.2 221515.7
Moscow 1211.3 4207.5 17798.5 87262.2 472428.8
 
The most remarkable thing here is the fact that in practice 
(using the GetSMBL method) the growth of response time is 
not proportional to the increase of the response size (see 
Fig. 6). The real response time is substantially less then 
predicted one. This is a good news which can by explained 
by the fact that the TCP connection cannot reach maximal 
throughput on a high-speed network connection by 
transmitting small amount of data because of slow rise of 
TCP Congestion Window during slow start and TCP 
congestion control [18].  
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Figure 6.  Response Time Variation. 
However, while invoking the PutSMBL method we found 
that the response time of uploading is greater than 
downloading the same amount of data. And the growth 
factor approximately was equal to five (like in theory and 
unlike to GetSMBL). It corresponds with the fact that clients 
usually have asymmetric Internet connections where upload 
channel has much lower speed than download one. 
Besides, none of the clients was able to upload the 
62.5 MB SMBL model to the BASIS web service. It took too 
long and all clients reported exceptions. Even while trying to 
upload 12.5 MB an upload error rate was about 30 percent. 
This may not be a real problem for BASIS as the sizes of 
the SBML models are typically much smaller than this, but it 
can serve as a warning to the developers of the applications, 
exchanging data of large sizes. 
VII. CONCLUSION 
Network instability as well as the internal instability of 
WS throughput significantly affects service response time. 
Because of network congestions and packet loses the 
response time could increase in an order. Accidental and 
sharp increase of response time commonly occurs due to 
short-term network congestions causing packet losses and 
multiple retransmissions.  
Besides, the Internet is also a subject to long-term 
congestions. For example, even for the Frankfurt client, 
which uses a high stable network connection and has the 
minimal (in average) round trip time, one of congestions 
takes whole six hours (Dec 24, from 11:34 to 17:44). 
Because of the Internet, different clients have their own view 
on Web Service performance and dependability. Objective 
data might be obtained by aggregation of clients’ experience 
and/or by having internal access to the Web Service 
operational statistics. 
We can also conclude that the instability of the response 
time depends on the quality of the network connection used 
rather than on the length of the network route or number of 
the intermediate routers. The QoS of the particular web 
service cannot be ensured without guaranteeing the network 
QoS, especially in case of using the Internet as a 
communication medium for the global service-oriented 
architecture. However, the example of the Los Angeles client 
allows us to believe that it can be achieved in the near-term 
future.  
During WS invocation different clients caught different 
number of errors and exceptions, but not all of them were 
caused by service unreliability. In fact, some clients were 
successfully serviced whereas others, at the same time, were 
faced with different problems due to timing errors or 
network failures. These errors might occur in different 
system components depending on the relative position in the 
Internet of a particular user and a Web Service, and, also, on 
the instability points appearing during the execution. As a 
result, Web Service might be compromised by the client side 
or network failures, which, actually, are not related to Web 
Service dependability. Most of the time, the clients are not 
very interested in their exact cause. Thus, from different 
client side perspectives the same Web Service usually have 
different availability and reliability characteristics. 
We believe that Service-Oriented Systems need more 
sophisticated fault-tolerant mechanisms implemented at 
both, the client and the service sides. Web Services should 
uncover, tolerate and notify clients about potential accident 
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factors at the server side (like the ‘Null SOAP body’ failure 
or server maintenance) to avoid client side failures. 
In turn, a client should implement diagnostics 
mechanisms distinguishing internal, service side and network 
failures and using different recovery strategies to handle 
them in more adequate way. Thus, most of the errors caused 
by transient network failures (see Table III, errors 4 and 5) 
might be effectively tolerated by simple retry.  
Web Services clients should be also robust to the 
accidental response time delays. Extremely high delays that 
happen from time to time could cause mistiming in a 
composite scientific and business workflows incorporating 
number of different Web Services.  
The Exponential distribution that typically used for 
networks simulation and response time analysis does not 
represent well such unstable environments as the Internet and 
SOA. It seems to us that the SOA community needs a new 
exploratory theory and more complex assumptions to predict 
and simulate performance and dependability of Service-
Oriented System, using the Internet as a communication 
medium.  
The BASIS Web Service, used as a target of our 
benchmarking, is a typical example of applications used to 
perform ‘in silico’ experiments in systems biology studies. 
While BASIS can perform well under low workload, it 
obviously needs additional solutions that will improve 
system throughput. These solutions might be based on 
clustering technology introduced into the three-tier client-
server architecture. In addition, the system needs to improve 
its exception handling mechanisms to tolerate internal faults 
and provide explicit error information to the client.  
We believe that development of a dependable, scalable 
and high-performance generic architecture for e-science and 
system biology applications that include such specific 
components as a simulation engine, database and grid is in a 
great demand.  
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