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Abstract
We give three examples of metric spaces where the inductive dimensions disagree. The two
main examples are both N-compact. The first has closed sets which are not clopen Borel (Borel
in the σ -algebra generated by the clopen sets). The second has weight ω1 and, assuming all sets of
cardinality ω1 in the interval areQ-sets, contrasts the first by having all closed sets clopen Borel. The
third example provides, for each α with ω1  α  c, a metric space of weight α with noncoinciding
dimensions for which all subsets of weight less than α are strongly zero-dimensional. Each example
answers a question posed by Mrowka.  2002 Elsevier Science B.V. All rights reserved.
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Mrowka’s recent works [10] and [11], in which he gives a consistent example of a metric
space for which dim− ind= 2 (see [6] for the general case dim− ind= n), and for which
there is no completion preserving ind have brought renewed interest in the dimension
theory of general metric spaces.
Following Mrowka, we will call a metric space esoteric if its ind and dim disagree. In
this paper we either use or modify examples from [4,5] to produce solutions to natural
problems regarding esoteric spaces.
From the very beginning of the theory of N -compact spaces, it was known that among
strongly zero-dimensional spaces, N -compactness and realcompactness coincide. Strong
zero-dimensionality is equivalent to the statement that all zero-sets are countable intersec-
tions of clopen sets. We will say that a set S in a space X is clopen Borel in X if S is con-
tained in the σ -algebra generated by the clopen sets of X. It follows that the statement that
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all zero-sets are clopen Borel is a weakening of strong zero-dimensionality. In the 1970s
Mrowka observed (in [8]) that a realcompact space in which all zero sets are clopen Borel
is necessarily N -compact. This generated two natural questions, “Does N -compactness
imply all zero sets are clopen Borel?” and “Does N -compactness plus all zero-sets clopen
Borel imply strong zero-dimensionality?” Mysior (in [12]) has given negative answers to
both questions with nonmetrizable examples. (Another recent nonmetrizable example on
this topic, of Chaber et al. in [1] actually embeds as a closed set in Nω1 .) More recently,
Mrowka (see [10]) has raised both of these questions specifically for metric spaces. In
Section 1 we show that the N -compact example E1 of [5] has closed sets which are not
clopen Borel, providing a negative answer to the metric space version of the first question.
In Section 2 another N -compact example is given which is not strongly zero-dimensional,
but for which, consistently, all closed sets are clopen Borel, giving a negative answer to the
second. For this example it is actually shown that all closed sets are clopen Gσδ giving, in
some sense, the best possible example. Furthermore, this example has weight ω1, making
it the first published example of a positive dimensional N -compact space of weight ω1.
A zero-dimensional metric space is irreducible provided it is esoteric but no subspace of
smaller weight is. Esoteric spaces of weight ω1 are automatically irreducible; the existence
of such spaces is known (see [4,13]). In [5] an irreducible space of weight c is constructed,
as are consistent examples of arbitrarily large weight. Mrowka has asked (see [11]) if for
each α with ω1 < α < c, there is an irreducible metric space of weight α. In Section 3, the
example from [5] is modified to produce a positive answer.
1. An N -compact esoteric space in which some closed sets are not clopen Borel
The example used is example E1 from [5]. There it is shown to be a complete, N -com-
pact esoteric space of weight c. For completeness, a description of the space is given.
Let C = 2N denote the usual Cantor set, with End denoting the endpoints of C (those
points which take on 0 or 1 only a finite number of times) and Int denoting the interior
points (C\End). Let MC denote the “Michael Cantor set”, where neighborhoods of points
in End are usual Cantor set neighborhoods and the points of Int are isolated. A basic clopen
set in CN is a basic product open set where the projection on each restricted coordinate
is clopen. A subset S of C is second category everywhere on the open set O of C if it is
second category on each nonempty open subset of O .
Example 1.1. Let S = {End} ∪ {Ai,j : i, j ∈ N} be a partition of C such that each
Ai,j is second category everywhere on C and let {ei: i ∈ N} enumerate End. Then
E1= P1 ∪ (⋃i∈N P i2) is the subspace of (MC)N where:
(i) P1 =IntN , and
(ii) P i2 = {σ ∈ (MC)N : σ(j) ∈ Int for j < i, σ (i) ∈ End, and for j > i, σ (j) ∈ Ak,i
where σ(i)= ek}.
The space MC has a stronger topology than C which enables (MC)N to contain the
subspace E1 which is esoteric. Nevertheless, in what follows the goal is to show that
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the σ -algebra generated by the clopen sets of E1 behaves much more like the σ -algebra
generated by the open sets in CN than does the σ -algebra generated by the open sets ofE1.
In fact, we define a notion of “big” so that if K is in the algebra of clopen sets on E1 and
K ⊂ E1 is “big” on an open set O in CN , then E1\K is not “big” on any open subset
of O ; thus, we get a direct analogy to the fact that if a Borel set S in C is second category
everywhere on an open set of C then its complement is nowhere second category on it.
The existence of a pair of disjoint closed sets each of which is “big” on CN gives that both
cannot be in the algebra of clopen sets.
The following notions of s-full (second category full), are based on Roy’s indicators
(see [15]) which were discovered independently by Fleissner (see [3]) who called them full
sets. Theses sets generalize products, and are used in [4,5] where they are referred to using
the full set name and in [9] using the name ramified products to produceN -compact spaces
of positive covering dimension. This, unfortunately, is a bit confusing. Here, we will stay
with the full set naming convention, since it is probably the best known. While it is not
necessary to do so, all coordinates of points in the following definitions can be assumed to
be in Int.
Definition 1.2 (Finite case). Let O = O1 ×O2 × · · · × On be a basic clopen set in Cn.
Then K ⊆O is an s-full subset of O provided that, for each i ∈ {1,2, . . . , n} and σ ∈K ,
{τ (i): τ ∈K and τ (j)= σ(j) for all j < i} is second category everywhere on Oi .
It is easy to show, using 1.1 from [14] and induction that if K is s-full on O =
O1 ×O2 × · · · ×On then K is second category everywhere on O =O1 ×O2 × · · · ×On.
This fact is used in [8,5].
This is the infinite version of s-full:
Definition 1.3 (Infinite case). Let O =O1 ×O2 × · · ·On×CN−n be a basic clopen set in
CN (let Ok = C if k > n). Then K ⊆O is an infinite s-full subset of O provided:
(i) For each i ∈ N and σ ∈K , {τ (i): τ ∈K and τ (j)= σ(j) for all j < i} is second
category everywhere on Oi .
(ii) If σ ∈ CN such that for all n ∈N there is τ ∈K with τ (i)= σ(i) for all i  n, then
σ ∈K .
Every basic clopen set O in CN contains a subset of E1 which is infinite s-full on it,
namely IntN ∩O . Property (ii) just says that K is closed even if the factors are considered
to be discrete.
In what follows, some additional notation will be useful. Fix m,n ∈ N , σ ∈ Cn,
K ⊂ Cm, and L⊂ CN . Then 〈σ,K〉 is the subset of Cn+m obtained by the concatenation
of σ with members of K , 〈σ,L〉 denotes the subset of E1 obtained by the concatenation
of σ with members of L, and 〈K,L〉 denotes the subset the subset of E1 obtained by
the concatenation of members of K with members of L. Also 〈σ,K,∞〉 denotes the
subset of E1 with initial n + m coordinates in 〈σ,K〉, and 〈σ,∞〉 denotes the set of
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all sequences which start with σ . For σ ∈ CN,σ |n will denote the restriction of σ to
{1,2, . . . , n}.
We note that the notions of s-full and infinite s-full extend naturally to sets 〈σ,∞〉 where
σ ∈ Cn. For example, if D is an infinite s-full subset of CN , then 〈σ,D〉 will be called an
infinite s-full subset of 〈σ,∞〉.
The following full set analogue of a well-known theorem of Oxtoby (see [14,
Theorem 3]) shows that infinite s-full sets are, in fact, second category. The method of
Oxtoby is slightly modified in proving it. For completeness, we sketch his proof with the
modification.
Theorem 1.4. If K is an infinite s-full subset of O =O1×O2×· · ·×On×CN−n , then K
is second category everywhere on O .
Proof. We consider the case where each Oi is C; this will do it since every nonempty
clopen subset of C is homeomorphic to C. Let {Gi : i ∈ N} be a decreasing sequence
of dense open sets in CN and let G be another nonempty open set. We show K ∩ G ∩
(
⋂
i∈N Gi) = ∅. Choose n1 such that G ∩G1 contains the basic clopen set U1 × CN−n1
where U1 is a nonempty basic clopen set in Cn1 . By 2.1 of [14] applied countably many
times, there is a set F1 in Cn1 of first category such that if σ ∈ Cn1\F1 then 〈σ,∞〉 ∩Gt
is dense and open in {σ } × CN−n1 for every t ; since the projection of K to Cn1 is an s-
full set and such sets are second category everywhere, we can choose σ1 in this projection
and in U1 with 〈σ1,∞〉 ∩ Gt dense and open in {σ1} × CN−n1 for every t . Note that
〈σ1,∞〉⊂U1 ×CN−n ⊂G∩G1. Using induction, we can find an increasing sequence of
numbers {ni : i ∈N} and a sequence {σi : i ∈N} so that σi+1 always extends σi , σi is in the
projection of K to Cni , 〈σi,∞〉⊂Gi , and 〈σi,∞〉∩Gt is dense and open in {σi}×CN−ni
for every t . Letting σ =⋃i∈N σi , σ ∈K by part (ii) of the definition of infinite s-full, and
σ ∈G∩ (⋂i∈N Gi). ✷
The next definition is a strengthening of s-fullness which will be needed.
Definition 1.5. The infinite s-full subset K of CN is a simple s-full subset of height
n of O = O1 × O2 × · · · × On × CN−n provided there is an s-full subset L of O =
O1 ×O2 × · · · ×On such that K = 〈L,∞〉.
We now move toward finding category like properties of the clopen Borel sets.
Definition 1.6. A set V clopen in E1 is nearly empty provided that it contains no subset
which is infinite s-full on a basic clopen subset of CN .
The following lemma is of fundamental importance.
Lemma 1.7. If each set in {Vi: i ∈N} is a nearly empty clopen set in E1 and K ⊆ E1 is
an infinite s-full subset of the basic clopen subset O of CN , then there is L⊆K\⋃i∈N Vi
such that L is infinite s-full on O .
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To prove this, we use the following lemma.
Lemma 1.8. If U =⋃i∈N Vi where each Vi is open in E1, and U contains a simple s-full
set of height n then for some i and m, Vi contains a simple s-full set of height m.
Proof. Suppose, for n ∈N , D ⊆ Cn is s-full on O =O1 ×O2 × · · ·×On, and 〈D,∞〉 ⊆
U . For each σ ∈D, by Lemma 4 of [5], there aremσ , iσ ∈N , a basic clopen set Qσ ⊆ Cmσ
and an s-full set Dσ ⊆Qσ such that 〈σ,Dσ ,∞〉⊆ Viσ . Cmσ has a countable base Bmσ of
basic clopen sets from which we may assume Qσ is chosen. Thus, we have the function
g :D→{(m, i,W): m, i ∈N, W ∈ Bm} given by g(σ)= (mσ , iσ ,Qσ ), and this function
has countable image. We can now apply Lemmas 3 and 5 of [5], and there is basic clopen
O ′ ⊂ O and s-full D′ on O ′ such that for σ, τ ∈ D′, g(σ ) = g(τ) = (m′, i ′,Q′). Letting
H =⋃σ∈D′ 〈σ,Dσ 〉, it can be seen that H is s-full on O ′ ×Q′, 〈H,∞〉⊂ Vi′ , and 〈H,∞〉
is a simple s-full subset of height n+m′ on O ′ ×Q′ ×CN−(n+m′). ✷
Proof of Lemma 1.7. To simplify matters slightly, we assume O = CN , so On is
always C. Let U =⋃i∈N Vi . For n 0 let Kn = {σ |n: σ ∈K} and K∗n = {σ ∈Kn: there
is no s-full set D with 〈σ,D,∞〉 ⊆ U}. Let L = {σ ∈ E1: σ |n ∈K∗n for all n ∈ N}. The
goal is to show that L is as in the statement of the lemma.
For σ ∈ Kn let Succ(σ ) = {τ (n + 1): τ ∈ Kn+1 and τ |n = σ } and let Succ∗(σ ) =
{τ (n+ 1): τ ∈K∗n+1 and τ |n = σ }. ✷
Claim. If σ ∈K∗n , then Succ∗(σ )) is second category everywhere on C.
Proof of claim. Suppose the claim is true for all 0  i < n, and σ ∈ K∗n ; the case n = 0
is discussed in the next paragraph. If Succ∗(σ ) were not second category everywhere
on C then, as K is infinite s-full (and thus Succ(σ ) is second category everywhere on C),
B = Succ(σ )\Succ∗(σ ) is second category in C. For each b ∈ B , there is mb ∈N , a basic
clopen set Wb in Cmb and an s-full subset Db of Cmb with 〈σ * (b),Db,∞〉 ⊂ U . Cmb
has a countable base Bmb of basic clopen sets, and we can assumeWb is an element of Bmb .
This gives a map g :B→{(m,W): m ∈N, W ∈ Bm}. As the image is a countable set and
B is second category, there is a fixed (m,W) with a set B ′ in its preimage which is second
category everywhere on a clopen set I in C. Then letting D′ = {(b)* τ : b ∈ B ′, τ ∈Db},
it is clear that D′ is s-full on the basic clopen set I × W , and 〈σ,D′,∞〉 ⊂ U . This
contradicts the fact that σ ∈K∗n .
For the case when n = 0, following the same argument one gets the conclusion that U
contains a simple s-full set. By the previous lemma, this would mean some Vi did as well,
contradicting the hypothesis as Vi is nearly empty. So the claim is proved. ✷
By definition, L is a subset of K , and by the claim is infinite s-full everywhere on CN .
We only need verify that L ∩ U = ∅; to see this, observe that if σ ∈ U then for some
n, 〈σ |n;∞〉⊂U and thus σ |n is not in K∗n hence σ is not in L.
302 J. Kulesza / Topology and its Applications 122 (2002) 297–307
Definition 1.9. A subset K of E1 is small provided there is a collection of nearly
empty clopen sets V = {Vi : i ∈ N} in E1 and a first category set F in CN such that
K ⊆ F ∪ (⋃i∈N V ).
Small sets are our analogue of first category sets in C. The collection of small subsets
of E1 contains all nearly empty clopen sets and all subsets of E1 which are first category
when viewed as subsets of CN ; it is closed under countable unions and under taking
subsets.
One cannot work with just first and second category sets because it can be shown that
there are clopen subsets of E1 which are second category when viewed as subsets of CN
but which do not contain infinite s-full sets.
Consistent with the category analogy, we have the following theorem:
Theorem 1.10. If K is infinite s-full on O , a basic clopen subset of CN , and S ⊂ E1 is
small, then K\S is second category everywhere on O . In particular, O ∩ E1 cannot be
written as a countable union of small sets.
Proof. There are sets A and B with S ⊆ A∪B such that A is a countable union of nearly
empty clopen sets and B is first category in CN . By Lemma 1.7, K\A contains a set L
which is infinite s-full on O ; by Theorem 1.4, L is second category everywhere on O
hence L\B is second category everywhere on O . ✷
Definition 1.11. For K ⊆ E1, the small set of K , denoted S(K), is the largest open set
in CN such that K ∩ S(K) is small.
Definition 1.12. For K ⊆E1, the big set of K , denoted B(K), is CN\clCN (S(K)).
Thus, it is clear that B(K) ∪ S(K) is a dense open subset of CN , but it is not true in
general that B(K) = S(E1\K). However, as the next theorem shows, the equality holds
for clopen Borel sets.
Theorem 1.13. If K is a clopen Borel subset of E1, then S(K)= B(E1\K).
This theorem can easily be seen to follow from the next two lemmas, using a transfinite
induction with ω1 steps. Let A0 denote the clopen sets, and for each 0 < α < ω1 let Aα
denote the collection made up of countable unions and countable intersections of sets
in
⋃
β<α Aβ . At stage α one wants to show that sets in Aα satisfy the conclusion of
the theorem. The base case is given by Lemma 1.14, and the general case is given by
Lemma 1.15.
Lemma 1.14. If V is a clopen subset of E1, then S(V )= B(E1\V ).
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Proof. From Section 3 of [5] one concludes that if O is a basic clopen set in CN and U is
clopen in E1 and contains an infinite s-full set on O , then the clopen set E1\U contains
no infinite s-full set on any basic clopen subset of O .
For any U clopen in E1, let MU = {O: O is basic clopen in CN and U contains an
infinite s-full subset on O}. From the previous papagraph, we have that if O ∈MU then
O ⊆ S(E1\U) and in view of Theorem 1.10,O ∩S(U)= ∅. Thus O ⊆ S(E1\U)∩B(U).
This gives, for our V in the statement,
⋃
MV ⊆ S(E1\V ) ∩ B(V ) and ⋃ME1\V ⊆
S(V )∩B(E1\V ). Furthermore, (⋃MV )∪ (⋃ME1\V ) is dense in CN ; otherwise there is
basic clopen O not intersecting this union, and each of V ∩O and E1\(V ∩O) is small.
Taken together, this implies that intCN (clCN (
⋃
ME1\V ))= S(V )= B(E1\V ). ✷
Lemma 1.15. If K is a collection of sets in E1 which is closed under complements and
which satisfies for all K ∈ K, S(K) = B(E1\K), then letting K∗ denote the set whose
elements are countable unions and countable intersections of elements of K, K∗ also has
this property.
Proof. By Theorem 1.10, for {Ki : i ∈N} ⊆K it is not hard to see that:
(i) S(⋃i∈N Ki)= int(cl(
⋂
i∈N S(Ki)))
(ii) B(⋃i∈N Ki)= int(cl(
⋃
i∈N B(Ki)))
(iii) S(⋂i∈N Ki)= int(cl(
⋃
i∈N S(Ki)))
(iv) B(⋂i∈N Ki)= int(cl(
⋂
i∈N B(Ki))).
Here int and cl are taken in CN . SinceE1\⋃i∈N Ki =
⋂
i∈N(E1\Ki), the lemma easily
follows. ✷
Theorem 1.16. There are closed sets in E1 which are not clopen Borel.
Proof. Suppose F1 and F2 are two disjoint closed sets which contain infinite s-full subsets
K1 and K2 on all of CN . If F1 were clopen Borel, then we would have S(F1) = ∅. This
follows using Theorem 1.10 and the fact that F1 contains K1. But applying the same
reasoning we get that S(E1\F1) = ∅, implying by Theorem 1.13 that B(F1) = ∅, so
B(F1) = S(F1) = ∅, which is impossible. So F1 cannot be clopen Borel. Thus, we only
need to find the sets F1 and F2. There are many but two such sets are, F1 =∏i∈N Ai,i and
F2 =∏i∈N Ai+1,i+1. ✷
2. An N -compact esoteric space of weight ω1 for which all closed sets are clopen
Borel.
This example, Z∗ is a modification of the example Z from [4]; Z is a non N -compact
esoteric subspace of ωN1 , hence has weight ω1. Z∗ is subset of Z×CN , so can be viewed a
subset of ωN1 ×CN . Then points of Z∗ will consist of pairs (σ, x) such that σ is a sequence
in ω1 and x is a sequence in C.
Let {Kα: α ∈ ω1} be a pairwise disjoint collection of countable dense subsets of C. Let
Z∗ = {(σ, x): for all i ∈ N, x(i) ∈ Kσ(i)}. Denote by p the projection function from Z∗
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to CN ; note that p is one to one, hence the topology on Z∗ is finer than that of CN , so Z∗
is N -compact. As Z∗ is a subspace of a product of two zero-dimensional metrizable spaces
of weight at most ω1, it is zero-dimensional, metrizable and of weight at most ω1.
The proof that dimZ∗ = 1 is in most ways very similar to the original proof in [5] that
dimZ = 1, and will be omitted. The main difference is that one needs to keep track of the
the CN factor when choosing the full sets; because CN has a countable base, this does not
cause a problem. Recently, Levin [7] has given a short and elegant proof that dimZ = 1,
but it is not clear that his proof can be modified to work for Z∗.
Let S be a subset of C; S is a Q-set provided that every subset of S is a relative Gδ . We
will use the set theoretic assumption: Every subset of C with cardinality at most ω1 is a
Q-set. This assumption is implied by Martins Axiom plus the negation of the Continuum
Hypothesis. With the aid of this assumption, we now turn to showing each closed subset F
of Z∗ is clopen Borel; in fact, F is a clopen Gσδ (meaning a countable intersection of sets
each of which is a countable union of clopen sets). What we actually show is that p(F) is
a Gδ in p(Z∗), and since each open set in CN is a clopen Gσ (every open set in CN is a
countable union of clopen sets), p(F) is Gσδ in p(Z∗), and so F is Gσδ in Z∗, since p is
one to one.
Let S be a subset of CN ; S is said to be discrete product closed if it is closed in the
product topology on CN where each factor is given the discrete topology. This condition
is equivalent to saying that c ∈ CN is in S if and only if for every n ∈ N there is s ∈ S
with s|n = c|n. It is easy to check that if F is closed in Z∗, then p(F) is discrete product
closed. For n ∈N let πn(S) denote the nth coordinate projection of S, and let πn1 (S) denote
the projection to the first n coordinates. Note that, for all n ∈ N , |πn(p(Z∗))| = ω1, since
πn(p(Z
∗))⊆⋃α∈ω1 Kα .
From the above discussion, all that needs to be done is to prove the following simple
lemma:
Lemma 2.1. Assume that each subset of C of cardinality at most ω1 is a Q-set. If X ⊂ CN
is such that for each n ∈N |πn(X)| ω1, and Y ⊂X is discrete product closed, then Y is
Gδ in X.
Proof. For each n ∈ N , |πn1 (X)|  ω1. Since Cn is homeomorphic to C, πn1 (Y ) is a Gδ
set in πn1 (X). Thus Wn = (πn1 (Y )×CN−n) ∩X is Gδ in X and thus so is
⋂
n∈N Wn. But
since Y is discrete product closed,
⋂
n∈N Wn = Y , hence Y is Gδ in X. ✷
3. Irreducible spaces
The example E3 from [5] is irreducible of weight c. Fix α with ω1  α  c. We
generalize the construction of E3 to produceXα , an irreducible space of weight α. We will
give a detailed description of Xα but since it has much in common with E3, we will just
indicate places where proofs the properties of Xα differ from the proofs of the analogous
properties of E3 in [5].
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Let D be an α-dense subset of R2 (so D intersects each nonempty open set of R2 in
a set of cardinality α). Let {Vβ : β < α} be such that P = {{d}: d ∈ D} ∪ {Vβ : β < α}
is a partition of R2 and such that the union of fewer that α members of P must be zero-
dimensional. One way to get this is to take collections of α horizontal lines and α vertical
lines with each collection projecting to an α dense subset of the appropriate factor, and
remove the intersection points from the lines. Then D is the set intersection points. The
elements of {Vβ : β < α} are the lines with the intersection points removed together with
one more set, the complement of the union of all lines. It is easy to check that P is as
desired.
Let {Kβ,n: β < α, n ∈ N} ∪ {K} be a partition of D into sets of size α such that if
x ∈ Kβ,n, y ∈ Kδ,m and n =m, then the R2 distance (denoted d(x, y)) from x to y is
greater than 1. Let Dn =⋃β<α Kβ,n.
Then Xα = P1 ∪ P2 where:
(i) P1 = {σ ∈DN : |{i: σ(i) ∈Dn}|<ω};
(ii) P2 =∪P2,β,n where, for n ∈N, β < α, P2,β,n =Dn−1 × Vβ ×KN−nβ,n .
For later use, for k ∈N , we let P2,k =⋃β<α P2,β,k . The topology is as follows:
(i) For σ ∈ P1, Un(σ)= {τ ∈Xα : τ (i)= σ(i) for i  n};
(ii) For σ ∈ P2,β,j , Un(σ) = {τ ∈ Xα : τ (i) = σ(i) for i  n and i = j, and
d(τ(j), σ (j)) < 1/n if j  n}.
One can check that {Un(σ): n ∈ N, σ ∈ X} forms a base for a zero-dimensional
metrizable topology on Xα and that dimXα = 1. The proofs are mostly similar to the
corresponding proofs, for example, E3 in [5]. The main difference comes from using the
condition |{i: σ(i) ∈ Dn}| < ω. This condition is necessary because the sets Vβ are not
points or even closed sets (in R2); if all sequences in DN were left in, metrizability would
be lost at those points. To illustrate, points σ ∈Dn ×KN−nβ,n which satisfy σ(n) ∈ cl(Vβ)
would be hard to separate from the closed set P2,β,n. With the added condition, however,
even if σ(n) ∈ cl(Vβ), there are infinitely many coordinates m for which σ(m) is not
in Kβ,n, so by choosing such an m, Um(σ) ∩ Um(τ) = ∅ for any τ ∈ P2,β,n. Proving
dimXα = 1 is essentially the same as the proof in 1.3 of Section V of [5], with a few
minor differences; it can be verified that the sequence found using the method in 1.3 of
Section V is actually a point of P1.
The weight of Xα is at most α because it is the metrizable union of the α sets in
{P1} ∪ {P2,β,n: β < α, n ∈ N}. Each of these has weight α since each is a subset of
a product where each factor has weight  α and each has a closed discrete subset of
cardinality α.
We want to show that subsets of Xα with weight less than α are strongly zero-
dimensional.
Lemma 3.1. If Y ⊂Xα has weight less than α, then the projection of Y on each coordi-
nate intersects fewer than α members of P , hence is a zero-dimensional subset of R2.
Proof. Fix n ∈ N . If the projection of Y to the nth coordinate contains α members of D,
then there is W ⊂ Y with |W | = α and so that points ofW all have different nth coordinates
306 J. Kulesza / Topology and its Applications 122 (2002) 297–307
which are in D. Then {Un(σ): σ ∈ W } form a pairwise disjoint collection of open sets
which all intersect Y , meaning Y has weight at least α. Similarly, if the projection of Y
intersected α members of the collection {Vβ : β < α}, then we could choose a W ⊂ Y with
points ofW all having different nth coordinates in different members of {Vβ : β < α}. Then
{Un+1(σ ): σ ∈W } would be a pairwise disjoint collection of open sets which intersect Y ;
again this would imply that the weight of Y was at least α. ✷
The proof that Y ⊂ Xα with weight less than α is strongly zero-dimensional is much
like the proof of Lemma 2.2 in [5]. We give a sketch of the argument. We want to find a
sequence {Hn: n ∈ N} of covers of Y each of which is a discrete collection and so that⋃
n∈N Hn is a base for Y . From Lemma 3.1, it follows that the union of the projections
of Y to all coordinates, call it Y ∗, is a zero-dimensional subset of R2. Thus, we can
find a refining sequence {Gn: n ∈ N} of covers of Y ∗ which form a basis for Y ∗ (as a
subset of R2), so that all sets have diameter less than 12 . For y ∈ Y ∗ let gn(y) denote
the element of Gn containing y . For σ ∈ Y ∩ P1, let Vn(σ) = {τ ∈ Y : σ(i) = τ (i) for
i < n, and τ (n) ∈ gn(σ (n))}. For σ ∈ Y ∩P2,k where k < n, Vn(σ)= {τ ∈ Y : σ(i)= τ (i)
for i < n and i = k, τ (j) ∈ gn(σ (j)) for j = k,n}. Letting V1n = {Vn(σ): σ ∈ P1}, and
V2n = {Vn(σ): σ ∈ P2,k for some k < n}, each collection is order 1 (this is where the
condition that Kβ,n and Kδ,m are at least distance one apart comes in), and V1n ∪ V2n
covers Y . Further, if ui ∈ V in for i = 1,2 and u1 ∩ u2 = ∅, then u1 ⊂ u2. Finally let
Hn = V2n ∪ {v ∈ V1n : v ∩
⋃V2n = ∅}.
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