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`` « A bon chat bon rat » 
peut donc paraître d’une nouveauté restreinte, mais se 
prête, vous l’allez voir, à de mirifiques transformations. Je 
revins d’abord à la jarryque conception du rastron et 
rétablis le chapistron. A bon chapistron, bon rapistron, me 
dis-je (et par suite, A mauvais chapidem, mauvais 
rapidem, mais nous nous bornerons ici à des 
bouleversements substantifs). Puis, la lumière se fit (dans 
les quinze watts, car je ne suis pas riche), et je me dis que 
l’ « at » pouvait sans inconvénient être retranché des deux 
termes de cette sorte d’égalité (il me semble avoir précisé, 
voire démontré quelque part, que les combinaisons 
lettriques des mots sont additives ; et l’on omet les signes 
+ pour simplifier une écriture qui sans cela ne manquerait 
pourtant point de grandeur, mais, monsieur, empêchez-
moi donc de digresser comme cela sans cesse, merdre à la 
fin !). Ainsi, mathématiquement, l’égalité  
A bon ch bon r 
est parfaitement correcte ; et mes quinze watts en firent 
bientôt vingt-cinq, lorsque je me mis en devoir d’ajouter 
des quantités égales et positives, imaginaires ou réelles, 
aux deux termes. `` 
 
Boris Vian  
extrait de « Lettres au Collège de ‘Pataphysique »,  
Cahier 21. 
(22 sable 83 = 
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L’ « attention » est un mot d’usage courant. La définition de l’attention est cependant 
particulièrement délicate à établir, que ce soit pour la langue française en général ou pour 
les sciences cognitives en particulier. « Attention ! » est familièrement utilisé pour avertir une 
tierce personne d’un danger imminent, mais associé à des termes comme « faire attention 
à », « à l’attention de », toujours au singulier, il exprime l’action de fixer son esprit sur 
quelque chose, de concentrer son activité mentale sur un objet déterminé (Petit Robert, 
2002). Contrairement à l’acception populaire, les sciences cognitives ne considèrent pas 
l’attention comme une entité à part entière : l’attention est un terme générique faisant 
référence à un ensemble de processus modulant l’efficience de notre activité mentale dans 
différentes tâches (perceptives, cognitives et motrices). Le terme « attention » est donc un 
aphorisme populaire permettant de décrire l’ensemble des bénéfices que constituent pour 
notre comportement les fonctions de contrôle, de sélection et d’intégration de l’information. 
La présente thèse consiste en l’étude de l’organisation fonctionnelle des mécanismes 
attentionnels utilisé par le système visuel pour la détection de cible dans un environnement 
complexe. Autrement dit, nous nous interrogeons sur la façon dont procède le système 
visuel dans la sélection de l’information qui lui est nécessaire pour la réalisation d’une tâche 
donnée. Ces mécanismes attentionnels sélectifs sont indispensables à notre bon 
fonctionnement, et nous les utilisons quotidiennement avec plus ou moins de facilité selon 
notre état général (stress, fatigue, maladie). Ainsi nous pourrions illustrer une journée type 
de notre attention visuelle sélective de la façon suivante : Je me réveille et cherche la boîte à 
café parmi d’autres boîtes en tous genres dans l’étagère, je cherche ma lavette de bain 
parmi toutes celles de la famille, je cherche mes bottes de pluie parmi toutes les chaussures 
sur le pallier, je cherche mes clefs sur le guéridon de l’entrée, je cherche ma voiture sur le 
parking, etc. En laboratoire, l’attention visuelle sélective est testée de deux manières 
différentes, par amorçage spatial (manipulation de l’attention vers une portion de l’espace 
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visuel ; par ex. la voiture est dans le parking à gauche) ou par recherche visuelle (l’objet à 
trouver est soit présent soit absent, et plus ou moins difficile à trouver; par ex. trouver des 
bottes de pluie jaunes parmi 8, 16 ou 24 bottes de soirée jaunes). Ce deuxième paradigme, 
la recherche visuelle, sera celui utilisé dans le présent travail pour manipuler de façon 
expérimentale le fonctionnement des mécanismes attentionnels visuels sélectifs. Le 
paradigme de recherche visuelle est utilisé depuis plus de 25 ans par la psychophysique 
pour mesurer la durée s’écoulant entre le début de la stimulation (apparition de l’image 
contenant plusieurs objets) et le moment de la réponse du sujet (décision de la présence ou 
l’absence de l’objet à trouver). Cette durée, appelée temps de réaction, est mise ensuite en 
relation avec la difficulté de la tâche accomplie. Il est convenu de penser que plus les temps 
de réaction sont longs,  plus la recherche visuelle a sollicité d’attention. Quantitativement ? 
Qualitativement ? Telle pourrait être formulée de façon condensée toute la controverse, 
encore vive, gravitant autour de la compréhension du fonctionnement de l’attention visuelle 
sélective. Toutes les expériences composant cette thèse s’inscrivent dans ce débat 
scientifique et ont pour objectif d’apporter certains éléments de réponse.  
Pourquoi les présentes expériences permettraient-elles de régler certains points 
théoriques, irrésolus depuis 25 ans ? Parce que l’essor actuel des neurosciences couplé à 
celui de l’informatique permet aujourd’hui d’étudier en temps réel le fonctionnement du 
cerveau pour une tâche de recherche visuelle. En effet, au début du 20ème siècle, seules les 
réponses observables et leurs relations aux stimulations perceptives sont étudiées. Depuis 
Sternberg, la psychologie cognitive considère que la durée séparant les stimuli des réponses 
peut être décomposée en différentes étapes. L’identification de ces étapes de traitement de 
l’information, leurs décours temporels, les spécificités anatomiques des structures cérébrales 
impliquées ainsi que leurs interactions fonctionnelles sont actuellement en cours d’étude 
dans de nombreux laboratoires. C’est dans cette mouvance que s’inscrit le présent travail : 
tout en s’intéressant aux temps de réaction, nous enregistrons l’activité électrique cérébrale 
correspondante (l’électroencéphalographie ; Berger, 1929). Les progrès technologiques 
d’exploration du fonctionnement cérébral apparus dans les années 90 ont sans conteste 
Avant-propos 
 3 
permi d’améliorer notre connaissance des mécanismes attentionnels. Il est à noter que, dans 
le même temps, les résultats obtenus ont complexifié et densifié la fonction attribuée à 
l’attention : Engagée dans toutes nos activités mentales, elle semble être le principal facteur 
de contrôle du fonctionnement cérébral et du comportement. Pour la psychologie, l’étude de 
l’attention correspond à l’étude de la conscience, en neurosciences, elle est devenue une 
clef pour comprendre le fonctionnement du cerveau. 
C’est en 2000 dans l’unité de neuroimagerie de l’hôpital psychiatrique universitaire de 
Belle-Idée à Genève que je me familiarisais avec l’attention et le paradigme de recherche 
visuelle. Le Dr. Ute Leonards, en experte de l’attention visuelle sélective m’engage alors à 
ses côtés grâce à un fond national suisse pour la recherche (FNRS no : 3100-059321.99), 
afin que mon expérience des EEG se couple à ses travaux. Nos premiers enregistrements 
(expérience 1) sont menés aux hôpitaux universitaires de Genève, dans le laboratoire de 
cartographie cérébrale de Christoph Michel, lui-même associé au projet de recherche. Cette 
expérience a été l’objet d’une publication scientifique. La deuxième expérience (expériences 
2 et 3) est menée dans l’unité de neuroimagerie cérébrale des hôpitaux universitaires 
psychiatriques de Genève de Vincente Ibañez. Lorsque le fond finançant nos recherches 
arriva à terme, Claude-Alain Hauert de la Faculté de Psychologie et des Sciences de 
l’Education de l’Université de Genève m’associa à l’un de ses projets pour enregistrer et 
analyser les données EEG. En faisant partie de son laboratoire, je pus enregistrer la 
troisième manipulation de cette thèse (expérience 4) et mener à bien les analyses 
présentées dans ce travail.  
Ce travail est divisé en trois parties distinctes. La première partie consiste en une 
mise au point de la question abordée, historique tout d’abord, sur les connaissances 
actuelles et la méthode d’analyses électrœncéphalographiques ensuite. Dans la seconde 
partie, les expériences menées et les résultats obtenus seront développés. Les réponses et 
les solutions apportées par la seconde partie seront alors discutées dans une troisième 




I LE PARADIGME DE RECHERCHE VISUELLE 
Le paradigme de la recherche visuelle, visual search en anglais, est le paradigme 
utilisé dans toutes les expériences composant cette thèse afin d’étudier la dynamique des 
mécanismes de l’attention sélective visuelle. 
1 Introduction au paradigme de base 
Rechercher un objet ou une caractéristique particulière dans un environnement 
complexe est une faculté que tout individu doit posséder, que ce soit pour détecter les 
signaux menaçant ou identifier la présence de nourriture comestible. Les systèmes 
perceptifs de chaque espèce se sont spécialisés dans la résolution optimale de ces tâches 
quotidiennes, indispensables à la survie (Neisser, 1967). Certaines peuvent cependant 
nécessiter l’engagement de ressources supplémentaires, comme la combinaison de 
plusieurs traits caractéristiques par exemple, ou la décomposition de l’ensemble des 
informations en plusieurs parties à traiter si l’information à déceler est trop fine. Ce dernier 
cas de figure peut être illustré par la recherche d’un livre particulier sur les étagères d’une 
bibliothèque. Sauf en cas de chance exceptionnelle, plusieurs livres doivent être examinés 
tour à tour avant de trouver celui que l’on recherche. Par contre, si sa taille, sa forme ou sa 
couleur le distingue grandement des autres, notre système visuel nous informe 
immédiatement de son emplacement. Ces deux types de recherche, rapide, efficiente et 
lente, inefficiente, dépendent donc directement des stimuli à traiter par le système. Le 
paradigme de recherche visuelle utilisé en laboratoire permet à l’expérimentateur de 
manipuler les caractéristiques des stimuli afin de mesurer l’efficience de la recherche 
effectuée. L’efficience de la recherche est mesurée d’après l’estimation de deux critères, la 
rapidité de sa réalisation et l’exactitude de la réponse. La réponse est généralement motrice, 
souvent par pression d’un bouton lorsque la recherche est aboutie. Ainsi, pour notre 
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exemple, la tâche consisterait à trouver le livre (la cible) le plus rapidement possible parmi 
les autres (les non-cibles). Afin de s’assurer que les participants ne répondent pas sans avoir 
effectivement trouvé la cible, seuls des éléments non-cibles sont proposés dans la moitié 
des cas. Les participants pressent un bouton lorsque la cible est présente, un autre 
lorsqu’elle est absente. Le temps s’écoulant entre le début et la fin de la recherche varie, ou 
non, en fonction des caractéristiques physiques que partage l’élément cible avec les 
éléments non-cibles, le nombre de non-cibles présentés, etc. Plus cette durée est longue et 
plus l’effort pour réaliser la tâche est considéré comme important, effort attribué à 
l’engagement de l’attention. La description du mode de fonctionnement de cet engagement 
attentionnel est depuis plus de cent ans liée à l’appartenance de l’observateur à l’un des 
différents courants de la psychologie cognitive. La principale source de débats concerne la 
rapidité de l’extraction de l’information pertinente, l’élément cible, parmi les informations non-
pertinentes, les éléments non-cibles. Pour certains psychologues, seul une petite partie de 
l’information est extraite pour être traitée de façon plus approfondie. Ce mécanisme est 
répété jusqu’à ce que l’élément cible soit trouvé (modèles sériels, par exemple Treisman & 
Gelade, 1980). Pour d’autres, un traitement élaboré simultané de tous les éléments est 
nécessaire pour aboutir à la sélection de l’élément correspondant à la cible (modèles 
parallèles, par exemple Duncan & Humphreys, 1989).  
 
Ce paradigme de recherche visuelle permet d’étudier le mode de fonctionnement et 
la dynamique d’intervention de l’attention sélective au plus proche des conditions 
écologiques. Réaliser une tâche attentionnelle de ce type sous-entend pour l’individu « être 
attentif », autrement dit en état d’éveil de façon soutenue. Mais il doit être également capable 
de traiter activement la partie pertinente des informations présentées, autrement dit 
d’orienter son attention sur différentes positions de l’espace afin de se focaliser sur l’objet 
d’intérêt. Ces différents mécanismes sont décrits dans le chapitre suivant, tout comme la 
définition de l’attention telle qu’établie par la psychologie cognitive et les neurosciences. 
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Nous verrons que l’historique de son étude en fonction de l’émergence de différents courants 





L’étude de l’attention n’est pas comparable à celle des autres systèmes cognitifs. 
Tout le monde comprend le terme « attention », mais sans pouvoir fournir une description de 
son mode de fonctionnement ou une définition. Cependant, avant même l’existence d’une 
approche scientifique dans le domaine, certaines acceptions populaires existaient déjà 
depuis plusieurs siècles. Ainsi, il est entendu de la difficulté de la lecture d’un livre tout en 
suivant une conversation ou de celle à prêter attention à nos pas en descendant un escalier. 
Ces intuitions populaires peuvent être formulées ainsi : (a) l’attention permet d’améliorer le 
niveau de conscience des sensations et d’en améliorer le souvenir, (b) prêter de l’attention à 
plusieurs choses à la fois a un coût, (c) certains comportements comme les comportements 
instinctifs ou très automatisés ne nécessitent pas d’attention et leur prêter attention ne fait 
que les altérer. Le terme « attention » est généralement utilisé en tant que nom commun 
singulier, sous-entendant l’existence d’une seule et unique fonction. Cette conception de 
l’attention est probablement à l’origine de son absence des champs d’intérêt scientifique 
durant de nombreuses décennies. En effet, en accord avec ce point de vue, il est impossible 
« de faire attention à l’attention ». Nos connaissances actuelles montrent cependant qu’il est 
parfaitement possible d’être à la fois attentif à ce que l’on fait, conscient de cette attention, 
voire attentif aux effets intrinsèques que cette attention produit sur nous. Il est par 
conséquent à envisager que le terme « attention » recouvre plusieurs processus, distincts 






Le philosophe Merleau-Ponty au 20ème siècle, propose par exemple l’existence de 
deux types distincts d’attention : une passive, une active. La première serait une propriété du 
système nerveux, indispensable aux processus sensoriels ; la seconde entretiendrait des 
relations privilégiées avec les fonctions supérieures afin de permettre aux informations de 
parvenir à la conscience. Ce point de vue, étayé par les avancées neuroscientifiques 
survenues ces dernières décennies entre autres, permet l’élaboration d’une définition 




Les difficultés à décrire l’attention sont dues, nous le savons aujourd’hui, à son 
recouvrement de plusieurs capacités différentes. Ainsi à l’injonction « attention ! » est 
associé un état d’alerte et de vigilance globale, alors qu’une demande « fais attention à ce 
que je dis » préconise une concentration, une sélectivité appliquée à un message en 
particulier. Elle peut être, par conséquent, caractérisée comme une intensité de notre 
système tout entier se tenant prêt, mais également une sélectivité privilégiant un phénomène 
plutôt qu’un autre. Une grande variété d’opérations concerne directement l’attention : la 
sélection de l’information, la focalisation attentionnelle, la mobilisation de ressources 
attentionnelles dans la concentration et l’effort, la résistance à la distraction, les variations de 
l’efficience attentionnelle au cours de la journée, etc. Cette diversité n’exclut cependant pas 
une cohérence de la structure et du fonctionnement de leur ensemble, comme par exemple 
par une organisation anatomo-fonctionnelle particulière régissant les diverses opérations 
attentionnelles (par exemple Laberge, 1995). Nous utiliserons dorénavant le concept de 
« système attentionnel » pour souligner l’interdépendance de toutes ces opérations 
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attentionnelles, ainsi que la dénomination de  « processus attentionnels » afin de traduire la 
diversité des opérations attentionnelles1. Le présent travail a pour objet d’étude l’attention 
visuelle sélective et utilisera exclusivement le paradigme de recherche visuelle pour arriver à 
ses fins. En conséquence, un intérêt particulier sera porté aux processus attentionnels 
sélectifs. 
Parmi les premières tentatives de définitions de l’attention, celle de William James 
(James, 1890)  fait figure de précurseur : 
 
“L'attention est la prise de possession par l'esprit, sous une forme claire et vive, 
d'un objet ou d'une suite de pensées parmi plusieurs qui semblent possibles [...] 
Elle implique le retrait de certains objets afin de traiter plus efficacement les 
autres.”  (Traduction libre) 
 
William James (1890) 
« The Principles of Psychology », Vol. 1, Chap. 11, "Attention", pp. 403-404. 
 
En proposant non seulement que l’attention sélectionne l’information entrante, mais 
que nos propres projections sur le monde influent sur cette sélection, James non seulement 
défie les théories de l’époque, mais offre une perspective de découvertes immense aux 
travaux ultérieurs, menant à l’état actuel de nos connaissances concernant le 
fonctionnement de l’attention sélective.  
L’attention sélective est définie en tant que traitement préférentiel d’informations 
sensorielles par l’analyse sélective de sources simultanées et permet le renforcement de la 
détection et l’optimisation du comportement. Elle sous-entend l’adéquation du niveau de 
vigilance, de la capacité de réaction et de la capacité d’orientation attentionnelle comme telle 
(Goldstein & Goldstein, 1990, cités par Connors, Bear, & Paradiso, 1997). Les processus 
attentionnels sont l’objet de modulations volontaires, dépendantes de l’individu (processus 
                                                 
1
 Vocabulaire emprunté à J.-F. Camus dans « La psychologie cognitive de l’attention », 1996, pp. 14-15. 
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descendants, top-down en anglais), et involontaires, dépendantes du milieu extérieur 
(processus ascendants, bottom-up en anglais). Ces modulations sont dépendantes de la 
tâche effectuée. 
Voyons à présent l’émergence des différentes théories modélisant le fonctionnement 




Les études manipulant l’attention sélective prennent place avec la création de 
laboratoires expérimentaux de psychologie à la fin du 19ème siècle (Titchener 1867-1927; 
Wundt 1832-1920 par exemple). Les intuitions populaires, dont nous avons tracé les grandes 
lignes en début de ce chapitre, sont reprises et testées de façon scientifique et méthodique. 
Certains problèmes d’a priori sont à relever, mais de nombreuses considérations 
scientifiques d’intérêt émergent de cette période, comme par exemple la dissociation des 
déplacements de l’attention spatiale de ceux des mouvements des yeux (Pillsbury, 1872-
1960). Cet élan fut freiné par l’arrivée du courant béhavioriste dès les années 20, coupant 
court  aux études concernant l’attention, et ce jusqu’à la période d’après-guerre. Pour les 
béhavioristes, l’établissement de lois entre stimulation et réaction par l’observation du 
comportement ne laisse aucune place aux étapes de traitement, et en conséquence à l’étude 
de l’attention. En effet, l’étude de l’attention sélective suppose l’existence d’une 
fragmentation du décours temporel du traitement de l’information, un découpage de la durée 
de l’action pour servir la détermination de périodes dans lesquelles les variations de 





Sur fond de guerre mondiale, certains psychologues tentent de répondre aux 
interrogations militaires de la Royal Airforce concernant les limites des processus 
psychologiques des pilotes face à la multiplication des panneaux de contrôles dans les 
avions, chars, etc. Ainsi Mackworth (1948) montre que l’attention peut être affectée par le 
moment de la journée, le montant de la charge mnésique, le contexte de la situation vécue, 
le type de cible à discriminer ou les modalités sensorielles testées. Pour le milieu 
académique, les études sur l’attention reprennent avec pour fer de lance Colin Cherry et son 
désormais fameux « cocktail party effect » (1953). En effet, Cherry démontre que même les 
informations non-pertinentes, en l’occurrence des sons proposés dans l’oreille opposée à 
celle requise par la tâche d’attention sélective, pouvaient être reconnues par les participants 
à la fin du protocole. Mais de quoi se souviennent les sujets ? Ceux-ci sont capables de 
restituer l’appartenance féminine ou masculine de la voix proposée à l’oreille inattentive, tout 
comme de la présence de bruit, de musique, de texte, voir de leur prénom (Cherry, 1953). 
Cependant il ne semble pas que le matériel aie bénéficié d’un traitement plus abouti, 
sémantique par exemple. La sélection attentionnelle opère-t’elle à un niveau précoce ou 
tardif du traitement de l’information ?  
Le débat reste partiellement d’actualité, bien que, comme nous allons le voir par la 
suite, le développement technologique dont ont bénéficié les neurosciences ces dernières 
décennies a permi de faire la lumière sur la dynamique de l’engagement de l’attention 
sélective. De plus, aujourd’hui l’attention sélective est étudiée dans ces deux principales 
compétences : la faculté d’orientation afin de centrer ses mécanismes de perception sur un 
stimulus ou un emplacement particulier, et celle de focalisation permettant le maintien de 
l’attention sur celui-ci pour permettre son traitement actif. Ces deux points font l’objet du 






2.4  L’attention soutenue 
 
Contrairement à l’orientation et à la focalisation de l’attention, l’attention soutenue 
correspond à un état attentionnel général, non spécifique à un système perceptif particulier. 
Elle consiste en la capacité à soutenir l’éveil pendant une période de temps importante afin 
de traiter les signaux hautement prioritaires. Un trouble de l’attention soutenue se traduit par 
des omissions de réponse, des temps de réaction excessifs au cours d’une tâche continue 
ou par une vulnérabilité à la distraction par des stimuli non pertinents (Bérubé, 1991). 
La vigilance, elle, est un état générique physique et mental situant le sujet sur un 
continuum nycthéméral (cycle biologique constitué d’un jour et d’une nuit) allant de l'état 
d’attention soutenue à l'état de sommeil profond. Pour de faibles niveaux de vigilance, 
l’attention est quasi-nulle, mais la réciproque n’est pas valable. Ainsi la vigilance, être en état 
d’éveil, est une condition nécessaire mais non suffisante à la présence d’attention soutenue. 
Cette dissociation entre vigilance et attention soutenue est cependant récente et la plupart 
des études dans le domaine ne distinguaient pas les deux phénomènes. L’attente du 
système cognitif en vue de l’apparition d’un événement auquel réagir peut être illustrée par la 
situation d’un cerveau ayant décelé un stimulus potentiellement menaçant, le bruissement 
d’un buisson par exemple. La formation réticulaire activatrice (partie supérieure du tronc 
cérébral) décharge un flot de neurotransmetteurs. C’est dans ces conditions que correspond 
le maintien d’activités dans le colliculus supérieur, le pulvinar latéral (région du thalamus), 
l’amygdale et le cortex pariétal à un cerveau alerté. Ces aires contrôlent l’orientation et la 
focalisation comme nous allons le voir dans les deux prochains chapitres. Toutes les autres 
activités cérébrales secondaires sont  suspendues, de sorte qu’un cerveau en état d’alerte 
paraît très calme au scanner. Ces activations du tronc cérébral inhibent également l’activité 
corporelle : le rythme cardiaque ralentit et la respiration devient légère et tranquille. Dès 
qu’un signal est perçu, la région cérébrale concernée s’active instantanément, et plus 
intensément qu’avant. Il est établi que cette intensification du niveau d’éveil va de pair avec 
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une amélioration des capacités de détection et de réaction (voir chapitre sur les paradigmes 
expérimentaux). 
Les recherches sur l’attention soutenue mettent l’accent sur l’aspect temporel de 
l’attention. En effet, l’attention ne peut être soutenue de façon constante indéfiniment, 
comme le démontre en 1948 MackWorth dans le « test de l’horloge » (Mackworth, 1948). 
Dans ce « test de l’horloge », la tâche des sujets consiste à surveiller l’aiguille des secondes 
d’un cadran et à détecter des anomalies (l’aiguille saute une graduation) dans son avancée. 
La durée de l’expérience est de deux heures et les anomalies apparaissent en moyenne 12 
fois par demi-heure (intervalles de 45 secondes à 10 minutes). Après la première demi-heure 
de ce test, l’efficience des sujets à détecter le mouvement anormal de l’aiguille des secondes 
chute d’environ 10%. Dès les années 70, la présence d’une rythmicité de 90 minutes dans 
l’exactitude des détections fut montrée, et ceci pour diverses tâches (« test de l’horloge » 
long, écoute dichotique, rotation mentale, calcul, comparaison de lettres, etc., pour revue 
(Lavie, 1989)) lorsque les protocoles expérimentaux dépassent une durée de 6 heures. 
L’amplitude du rythme a tendance à augmenter en cours d’expérience, phénomène attribué 
à une accumulation de fatigue. Cette instabilité des performances attentionnelles est mise en 
relation avec l’hypothèse formulée en 1963 par Kleitman concernant l’alternance des 
périodes de sommeil lent et de sommeil paradoxal de 90 minutes, se prolongeant selon lui, 
durant l’état de veille (hypothèse du « B.R.A.C. », Basic Rest-Activity Cycle)2. L’idée que les 
fluctuations de performances attentionnelles soient purement soumises à des rythmicités 
biologiques (formation réticulaire activatrice et B.R.A.C.) n’est cependant pas suffisante pour 
expliquer tous les résultats obtenus en ce domaine. Il semble que la motivation 
(rémunération pour chaque détection correcte, p.ex.) ainsi qu’une fréquence élevée 
d’apparition des stimuli déviants constituent des éléments masquant de ces rythmes 
ultradiens de la vigilance. Ainsi, les moments « creux » de la vigilance se verraient comblés 
par une élévation de l’attention soutenue, en lien avec la motivation (Broughton, 1982). 
                                                 
2
 Bien que l’hypothèse B.R.A.C. soit principalement reconnue pour la description des alternances d’états de vigilance, elle 




Nous retiendrons particulièrement que l’attention soutenue n’est pas uniquement un 
état régi par des rythmes biologiques mais peut être modulée par des processus de plus 
haut niveau. Notons également qu’aucune fluctuation attentionnelle significative de ce type 
n’est mesurée pour des tâches de temps de réaction auditifs ou visuels sur une période de 
11 heures (fréquences des mesures : 10 minutes ; (Almirall & Gutierrez, 1987). Cette 
absence de fluctuations rythmiques des performances de l’attention soutenue pour les 
tâches de temps de réaction est probablement due à la tâche elle-même : chaque stimulus 
demande la production d’une réponse nécessitant une activité continue de la part des sujets. 
C’est peut être ce phénomène que Helmholtz pressentait déjà en 1896 (von Helmholtz, 
1896) :  
 
 
« Laissée à elle-même, l’attention ne fait que chercher ici et là de nouveaux 
objets. (…) Si donc l’on veut la maintenir et la fixer sur un seul et même objet, il 
faut absolument arriver à découvrir sans cesse en cet objet de nouveaux 
aspects, surtout quand des impressions sensibles plus puissantes viennent la 
solliciter de s’en distraire. »  
Hermann von Helmholtz (1896), 
« Optique physiologique », 










2.5  L’attention sélective 
 
A. L’ORIENTATION DE L’ATTENTION 
 
L’observation de l’orientation de l’attention est possible en particulier lorsqu’un 
stimulus d’intérêt se présente de façon excentrée par rapport à un point de fixation visuelle 
central. Spontanément, nos yeux se posent sur le stimulus en effectuant une saccade 
oculaire, et lorsque cette orientation nécessite un déplacement de plus de 15 degrés, elle est 
généralement accompagnée d’une réorientation de la tête ou / et du corps. Ces orientations 
explicites (overt en anglais) sont à distinguer de déplacements implicites de l’attention 
(covert), dont seuls les bénéfices comportementaux (p. ex. rapidité de réponse) ou les effets 
pour le fonctionnement cérébral (p. ex. flux sanguin régional) peuvent témoigner. Les liens 
ou l’indépendance qu’entretiennent déplacements attentionnels et saccades oculaires 
peuvent paraître déplacés dans le présent travail : en effet, toutes nos expériences sont 
réalisées sans que les participants ne bougent les yeux ! Les saccades oculaires témoignent 
néanmoins de certaines caractéristiques fonctionnelles des mécanismes de sélection, 
probablement partagées en partie par les déplacements attentionnels. Un chapitre leur est 
par conséquent dédié ultérieurement dans ce travail. Le plus répliqué et étudié des effets de 
l’attention observés alors que les yeux restent immobiles, est celui de l’optimisation des 
temps de réaction pour une cible survenant à une position attendue (Posner, 1980). De plus, 
la position adaptée de l’attention renforce la détection de stimuli (Carrasco, Ling, & Read, 
2004). L’orientation des processus attentionnels peut être soit automatique et provoquée par 
un changement abrupte de l’environnement, soit intentionnelle et contrôlée, comme dans 
l’attente d’informations à une position précise. L’orientation automatique de l’attention est 
appelée exogène, l’orientation délibérément dirigée par le sujet est appelée endogène 
(Sperling & Reeves, 1980). Les caractéristiques dynamiques et fonctionnelles de ces deux 
types d’orientation de l’attention diffèrent, différences développées dans la partie introductive 
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de l’expérience 4 de ce travail. De façon intéressante il fut démontré que l’avantage de la 
position spatiale attendue est également valable en utilisant un protocole similaire tout en 
combinant deux modalités sensorielles distinctes telles que la vision et l’audition (Spence & 
Driver, 1996). L’orientation de l’attention dans une modalité influence par conséquent le 
traitement d’information dans d’autres modalités sensorielles. Ainsi, l’orientation de l’attention 
a pour fonction de « rehausser » 3 une portion de l’espace, un objet ou un évènement, afin de 
permettre sa « magnification » par la focalisation.  
 
B. LA FOCALISATION DE L’ATTENTION 
 
Illustrons ces effets en utilisant l’exemple de la lecture d’un numéro de téléphone 
dans une liste, tâche nécessitant une saisie fovéale, détaillée, de l’information. Cette 
nécessité impose un temps d’arrêt sur un point spatialement délimité pour aboutir. Cette 
opération est appelée focalisation de l’attention. Elle est rendue possible par l’interaction 
existant entre les aires cérébrales concernées par le positionnement de l’attention et les 
parties antérieures du cerveau, qui concentrent et maintiennent l’attention. Le coût cognitif 
que cette opération représente est un rétrécissement momentané du champ attentionnel 
ainsi qu’une occultation des autres informations à un niveau conscient, pourtant co-
présentes (Simons & Chabris, 1999). Relevons l’existence d’une saisie plus mobile de 
l’information, pour laquelle les opérations d’identification ou de détection ne nécessitent pas 
obligatoirement de lecture fovéale. En effet, la simple décision de la présence ou de 
l’absence d’une information attendue ainsi que la reconnaissance d’une caractéristique 
hautement identifiable peuvent aboutir même en vision périphérique ou en condition de 
mobilité spatiale (exemple : garçon de café). 
 
                                                 
3
 La traduction « rehaussement » pour le terme anglais enhancement est emprunté à Camus (1996). 
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Les effets sur le comportement de l’orientation et de la focalisation peuvent être 
multiples comme nous allons le voir à présent au travers des principaux paradigmes 




C. LES PRINCIPAUX PARADIGMES EXPERIMENTAUX 
 
Les principaux paradigmes expérimentaux étudiant le fonctionnement de l’attention 
sélective sont le paradigme d’amorçage et le paradigme de recherche visuelle. Le paradigme 
d’amorçage a participé à la mise en évidence de déplacement de l’attention sélective sans 
que les yeux ne bougent, et est à l’origine d’une modélisation de l’attention par Posner 
(1980). L’exécution de déplacements de l’attention sélective dans la réalisation d’une tâche 
de recherche visuelle ne fait par contre pas l’unanimité. Ce paradigme a en revanche révélé 
une augmentation de temps de réaction corrélée à la difficulté d’une tâche attentionnelle 
témoignant des limites de notre système visuel à sélectionner un élément pertinent parmi 
d’autres, non-pertinents. Le paradigme de recherche visuelle a également l’avantage de 
mesurer les effets de l’attention sélective en fonctionnement non-dirigé par amorçage. 
D’autres protocoles expérimentaux ont été élaboré afin d’étudier la dynamique de la 
sélection attentionnelle, notre choix s’est porté sur celui de la « présentation visuelle rapide » 
(RSVP : Duncan, Ward, & Shapiro, 1994), se distinguant de celui de recherche visuelle par 








 Le paradigme de Posner 
 
La simplicité et la robustesse qu’elle génère fait de la procédure de Posner l’une des 
plus utilisées et les plus populaires de la manipulation de l’attention. La procédure 
expérimentale utilisée par Posner en 1980 consiste à induire chez le sujet une attente 
concernant la position latéralisée d’une cible à détecter. Chronologiquement, le sujet est 
prévenu par une amorce de la position probable d’une cible. Après un délai variable, la cible 
apparaît soit sur la position amorcée (essais valides, 80% des cas), soit sur la position non 
amorcée (essais invalides, 20% des cas). La tâche du sujet est de répondre le plus 
rapidement possible lorsque la cible apparaît. Des situations contrôles sont également 
utilisées pour lesquelles l’indice annonce à 100% la position de la cible tout comme celles 
pour lesquelles l’indice ne fournit aucune indication de position de la cible (essais neutres). 
Concrètement, sont présents à l’écran un point de fixation central que le sujet doit 
maintenir du regard, avec dans chaque hémichamp visuel, séparés de 8° d’angle, deux 
carrés vides de 1° chacun. L’amorce consiste en la surbrillance soit d’un des carrés, soit des 
deux (dans la situation contrôle ou aucune attente n’est induite). Après un délai variable, un 
astérisque apparaît dans un des deux carrés. La tâche du participant consiste à répondre le 
plus rapidement possible à la présence de l’astérisque. 
 
Les résultats montrent qu’une amorce valide produit une facilitation du temps de 
réaction (TR4) de l’ordre de 30 à 40 ms en comparaison avec les essais neutres. Concernant 
les essais invalides, non seulement le bénéfice de l’amorce disparaît, mais un coût de 35 ms 
est enregistré par rapport aux essais neutres. Cette expérience confirme que l’orientation de 
l’attention vers un endroit particulier du champ visuel améliore les réponses (Eriksen & 
Schultz, 1977; Posner, 1980; Shaw, 1978) et la sensibilité aux stimulus présentés à cet 
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endroit (Bashinski & Bacharach, 1980). L’interprétation de Posner (1980) concerne le coût 
relatif à l’inhibition de la position non-avertie. Trois composantes de l’orientation de 
l’attention sont extraites de ces résultats : le désengagement de l’attention de sa position 
initiale, le déplacement de l’attention proprement dit et le réengagement de l’attention dans la 
position nouvelle (Posner & Dehaene, 1994). 
 
 Le paradigme de la recherche visuelle 
 
Selon Neisser (1967), la recherche visuelle ramène à des problématiques plus 
générales de la perception comme par exemple la valeur biologique des organes sensoriels, 
ainsi que leurs fonctions permettant à l’animal et l’humain de distinguer le « dangereux » de 
« l’utile » dans l’environnement, où qu’ils apparaissent. Dans notre travail, nous nous 
limiterons au cas où l’objet à chercher se trouve dans le champ visuel, et où aucune 
indication de sa position n’est fournie au sujet (pas d’amorçage).  
 
 
Figure 1 : Fixer l’astérisque et trouver le « X » et le « T ». Figure tirée de Wolfe (1998). 
 
 
En laboratoire, une tâche de recherche visuelle correspond, à l’image de la Figure 1, 
à une présentation simultanée d’éléments distincts. Pour cet exemple, la tâche consiste à 
trouver le « X » parmi les douze éléments tout en fixant l’astérisque, tâche rapidement 
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effectuée. En revanche si la tâche consiste à trouver le « T », un laps de temps 
supplémentaire est nécessaire. Sachant que les yeux ne bougent pas du point central, 
l’image rétinienne ne change pas. Le traitement visuel simultané de tous les items à la fois 
fournit par conséquent suffisamment d’informations pour nous permettre de différencier un 
« X » parmi des « L », mais non le « T » parmi des « L ». Ce phénomène est mesurable en 
demandant aux participants de presser sur un bouton lorsque la cible est trouvée, et un autre 
si elle n’est pas trouvée. Dans la moitié des essais, la cible n’est pas présente.  
Les deux mesures habituellement étudiées au travers de ce paradigme sont les 
temps de réaction (TR) et l’exactitude des réponses. Pour les études se focalisant sur 
l’exactitude de la réponse, la présentation d’éléments n’est proposée que très brièvement (~ 
50 ms), suivie généralement d’un masque, supposé stopper l’exploration de l’essai. Pour les 
études ayant pour objet les TR, la présentation d’éléments reste visible jusqu’à ce que les 
sujets répondent, dans une limite de temps impartie de plusieurs secondes. Le temps de 
réaction moyen nécessaire à la détection du « X » est plus court que celui du « T », nous 
nous en sommes aperçus. Plus surprenante est l’observation que l’ajout d’éléments à ce 
même essai (24, 36, etc. par exemple) n’augmente pas les TR de la recherche du « X » 
parmi les « L » mais affecte substantiellement ceux de la recherche de « T » parmi les « L ». 
Ce phénomène, attribué à la taille du groupe d’éléments proposée pour un essai, est appelé 
l’effet set-size. Autre observation importante, l’analyse des TR en fonction du set-size révèle 
que la recherche d’un « T » parmi les « L » pour les essais ne contenant pas de cible (TA 
pour target absent en anglais) est environ deux fois plus lente que pour les essais contenant 
une cible (TP pour target present en anglais). Ce pattern n’est pas observé pour la recherche 
de « X » parmi les « L ». Les TR sont généralement analysés en fonction du set-size : la 
pente de la droite qui représente la relation des TR avec le nombre d’éléments pour la 
recherche de « X » parmi les « L » serait de 0 ms par élément supplémentaire alors qu’elle 
serait de 20 à 30 ms pour la recherche de la cible « T » parmi les « L ». Cette pente signifie 
que pour 1 élément de plus, dans le pattern présenté, le TR est augmenté de la valeur de la 
pente.  Une condition dont la pente est nulle ou quasi-nulle, TP et TA, est considérée comme 
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efficiente (Wolfe, Cave, & Franzel, 1989). Une condition dont la pente est d’au moins 20-30 
ms / item en condition TP et de 40-60 ms / item en condition TA est considérée comme 
inefficiente (Wolfe, Cave, & Franzel, 1989). Cette description est utile dans l’estimation des 
capacités à sélectionner un élément cible tout en faisant varier la difficulté de la tâche par les 
dimensions visuelles la différenciant des distracteurs (pour revue Wolfe & Horowitz, 2004). 
La recherche efficiente est rapide et se base principalement sur la saillance perceptive des 
stimuli, celle inefficiente est plus lente et sous contrôle cognitif relatif à la tâche (Yantis, 
1998). Les deux interagissent pour sélectionner les stimuli visuels pour des investigations 
plus détaillées (Folk, Remington, & Wright, 1994). Déjà en 1966, Sternberg (Sternberg, 
1969) mesure une augmentation linéaire des TR en fonction du nombre d’éléments 
présentés dans son protocole, une recherche d’éléments dans une tâche de mémoire à court 
terme. Il interprète ses résultats comme le témoignage de l’existence d’une recherche en 
série, élément par élément. Même si, pour cette étude comme pour d’autres (Smith & Egeth, 
1966), cette augmentation du temps mesurée en fonction du nombre d’éléments proposés 
est explicable par un traitement en parallèle, les cognitivistes de l’époque assimilent leurs 
résultats comme représentatifs de la sérialité du fonctionnement de l’esprit humain. C’est 
dans ce contexte historique de la description du fonctionnement en série de certains 
processus cognitifs que Treisman utilise des protocoles expérimentaux de recherche visuelle 
en faisant varier les traits visuels élémentaires distinguant une cible des éléments non-cibles. 
La description de TR efficients et inefficients qui en découle est à l’origine de sa célèbre 
théorie formulée en 1980 concernant le traitement « parallèle » (efficient) et « sériel » 
(inefficiente) de l’attention (Treisman & Gelade, 1980). L’utilisation des termes « efficient » et 
« inefficient » est cependant préférée dans ce travail afin d’éviter l’association de 
connotations théoriques à nos descriptions.  
 
Dès les années 80, le paradigme de la recherche visuelle devient incontournable 
dans l’étude du fonctionnement de l’attention. Les temps de réaction qui lui sont associés 
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peuvent également être expliqués par d’autres modes de fonctionnement de l’attention, 
comme proposés par d’autres modèles.  
 
 Présentation visuelle sérielle rapide (RSVP) 
 
Ce paradigme semble être complémentaire à celui de la recherche visuelle du fait de 
sa présentation séquentielle plutôt que simultanée des stimuli. Les mesures du temps de 
pause de l’attention sur chaque élément ainsi obtenues peuvent être parfois légèrement 
différentes de celles estimées par la recherche visuelle traditionnelle.  
Dans sa version la plus élémentaire, c’est-à-dire la présentation successive de deux 
éléments, la procédure expérimentale de RSVP est la suivante : Deux items, chacun 
immédiatement suivi d’un masque visuel, sont proposés séquentiellement en deux positions 
différenciées. Les participants doivent les identifier tous les deux et l’expérimentateur fait 
varier l’intervalle inter-stimuli jusqu’à mesurer des interférences sur le traitement du second. 
Généralement, lorsque l’intervalle entre les deux stimuli est inférieur à plusieurs centaines de 
millisecondes (~ 500 ms), l’identification du second élément est grandement affectée (J. 
Duncan, Ward, & Shapiro, 1994; Ward, Duncan, & Shapiro, 1996). Ce laps de temps parait 
donc être le temps de pause nécessaire à l’attention pour répondre au traitement d’un 
élément, le premier tout du moins. Comme le font remarquer certains (Moore & Egeth, 
1997), les résultats en recherche visuelle n’utilisent pas de masquage de l’information 
visuelle, différence pouvant être à l’origine d’un tel écart dans leurs résultats. Ces mêmes 
chercheurs répliquent les résultats de l’équipe de Duncan et les comparent à ceux obtenus 
pour un masquage simultané des deux stimuli, ne survenant qu’après le second. L’intervalle 
minimal avant qu’une interférence de traitement ne soit mesurée sur le second diminue 
considérablement, soit d’environ 300 ms. 
Une recherche inefficiente telle la recherche d’un T retourné parmi des L, a été 
menée par Bennett et Wolfe en 1996 en utilisant ce mode de présentation (cité par Egeth & 
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Yantis, 1997). Les intervalles inter-stimuli (ISI) étaient soit de 26, 52, 78 ou de 104 ms, et 
seuls ceux de 26 ms dégradent la performance de la discrimination de la cible. A partir de 52 
ms de ISI, les auteurs n’observent plus d’interférences. Pour de tels stimuli, en présentation 
simultanée, le temps par élément additionnel est également d’une cinquantaine de 
millisecondes. Les auteurs en concluent que la valeur de la pente de la droite de régression 
des TR en fonction du nombre d’éléments correspond bien à la valeur des temps de pause 
de l’attention. 
 
2.6 Principaux modèles 
 
La distinction entre processus sériels et parallèles a une longue histoire. 
Particulièrement dès la fin des années soixante, faisant probablement suite à la conception 
du traitement de l’information en tant qu’entonnoir, « bottleneck », proposé par Broadbent en 
1958 (Broadbent, 1958), Sternberg (Sternberg, 1969) ainsi que Sperling (Sperling & 
Melchner, 1977) s’intéressent aux fonctionnements de la sélection précoce de l’information, 
quantifiant le nombre d’informations qu’un individu peut saisir visuellement en même temps, 
testant les limites du système, perceptif et cognitif. La conception de Sternberg, selon 
laquelle les opérations cognitives sont constituées d’une série d’opérations discrètes, 
quantifiables, l’amène à mesurer que pour une recherche d’information parmi d’autres, 
chaque item additionnel présenté augmente le temps de recherche de 30 à 40 ms. Son 
approche par « facteurs additionnels » fit des émules, et les études concernant la sérialité du 
traitement de l’information connaissent un essor sans précédant, qu’elles s’intéressent à la 
mémoire ou à la perception. La capacité d’un individu à traiter de l’information est 
unanimement considérée comme limitée. Les modèles séquentiels sont mis à mal dans les 
années 80, avec la mise en évidence de l’existence de certaines étapes se chevauchant, 
des effets de contexte sur les performances ainsi que l’influence de processus descendants 
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sur les premières étapes de reconnaissance visuelle. Ces failles mènent alors beaucoup de 
chercheurs à s’intéresser au fonctionnement sans limite de la quantité d’informations 
pouvant pénétrer les canaux sensoriels (Neumann, van der Heijden, & Allport, 1986) et à 
modéliser son fonctionnement parallèle. De nombreuses études cherchent alors à mettre en 
évidence un fonctionnement en cascade du traitement de l’information (McClelland, 1979), 
c'est-à-dire l’existence de traitements successifs permis par transmission d’informations 
même partielles du niveau précédant. Dans ces conditions, certaines dimensions du stimulus 
peuvent en parallèle induire une préparation à la réponse avant même d’avoir été 
examinées, provoquant un chevauchement de leurs traitements respectifs. C’est de ce type 
de modèle qu’émergent les études testant l’existence d’un traitement parallèle dans le 
paradigme de recherche visuelle (Eriksen & Schultz, 1979). La nature du flux par lequel 
l’information est transmise d’un niveau à l’autre est également l’objet de discussions. Pour le 
modèle en cascade de McClelland et Rumelhart (McClelland & Rumelhart, 1985), la 
transmission d’informations consiste en une activation croissante continue, et non discrète 
(ou « tout ou rien ») comme le propose Miller en 1982 par exemple. Pour ce dernier, le 
traitement parallèle de l’information se fait par transmission discrète autrement dit par étapes 
quantifiables et temporellement différentes, durant laquelle les traits élémentaires groupés 
du stimulus sont transmis. Il est intéressant de constater qu’une certaine analogie existe 
entre ces conceptions de la transmission de l’information sérielle ou parallèle, les modèles 
théoriques de l’attention sélective et certaines découvertes neurophysiologiques des 
systèmes sensoriels. Une présentation de modèles anatomiques est jointe aux descriptions 
de modèles psychologiques, intégrant les connaissances apportées par les études 
neuropsychologiques et les résultats d’études d’imagerie cérébrale à notre compréhension 









A. MODELES SERIELS ET HYBRIDES 
 
 Original Feature Integration Theory 
 
Nous l’avons abordé dans l’historique de l’attention sélective, Treisman s’intéresse à 
la mesure des capacités limitées du système de traitement face à la présentation simultanée 
de plusieurs stimuli (Treisman, 1964, 1969). En 1980 (Treisman & Gelade, 1980), elle 
cherche à définir les tâches pour lesquelles l’attention montre des limites et les autres, n’en 
montrant aucune. Plusieurs expériences sont proposées, utilisant des tâches de ségrégation 
de texture, d’assemblage perceptif, de recherche visuelle, de localisation, d’identification 
pour des éléments partageant deux dimensions élémentaires (forme et couleur) ou une 
seule. Les résultats amènent les auteurs à formuler la Feature Integration Theory (F.I.T. : 
(Treisman & Gelade, 1980) dans laquelle deux étapes successives du fonctionnement de 
l’attention sont décrites. La première étape permet la constitution de cartes spatio-topiques 
des traits élémentaires contenus dans un stimulus, en parallèle, et par conséquent contribue 
à la ségrégation de texture et la discrimination fond-forme. Cette première étape ne permet 
pas d’association de dimensions visuelles entre elles, pour lesquelles une opération 
supplémentaire est indispensable. Ainsi en comparaison, les conjonctions sollicitent les 
déplacements sériels de l’attention focalisée, faisceau ou lentille grossissante, car l’attention 
focalisée ne peut être appliquée simultanément en différentes positions. Cette seconde 
étape ne contribue par conséquent pas à des phénomènes perceptuels plus globaux. Le 
percept unitaire d’un objet n’est possible que par l’assemblage des dimensions visuelles au 
sein d’une seule et même position du faisceau attentionnel. Ce fonctionnement est à l’origine 
de notre capacité limitée à percevoir une scène complexe d’un simple coup d’œil : l’attention 
doit successivement se focaliser sur un objet, puis sur l’autre, etc. La mesure du rapport de 
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2 :1 entre le temps par item ajouté en condition sans et avec cible conforte les auteurs dans 
leurs hypothèses : les temps de réaction moyens pour les essais ne contenant pas de cible 
correspond à l’examen de tous les éléments un à un, alors que pour une condition contenant 
une cible, les temps de réaction correspondent en moyenne à la moitié des éléments. Une 
réelle dichotomie entre les mécanismes sériel et parallèle, est sous-tendue par ce modèle. 
De nombreuses études s’intéressent à l’existence de ces deux mécanismes, révélant par la 
même les faiblesses de cette théorie. Certains travaux reportent différents phénomènes ne 
pouvant être intégrés aux explications de la F.I.T., comme par exemple la mesure de temps 
de réaction plus courts pour une tâche de conjonction triple que d’une conjonction double 
(Wolfe, Cave & Franzel, 1989), l’observation de trajectoires oculaires n’explorant pas 
systématiquement tous les éléments d’une image (Horowitz & Wolfe, 1998; Yarbus, 1967), 
ainsi que l’absence de dichotomie de durée des temps de réaction pour un engagement 
parallèle ou sérielle (Wolfe, 1998). Certaines de ces constatations donneront naissance à 
des adaptations de la théorie initiale par la même équipe (Feature Integration Theory 
Revisited, Treisman & Gormican, 1988; Treisman & Sato, 1990) ainsi qu’à des propositions 
alternatives (Guided Search Theory ; Wolfe, Cave, & Franzel, 1989) ou de nouveaux 
modèles permettant d’expliquer les patterns de temps de réaction par l’existence d’autres 
fonctionnements de l’attention (Similarity Theory, Duncan & Humphreys, 1989). En voici un 
aperçu, non-exhaustif. 
 
 Guided Search Theory 
 
Partant de l’observation que les TR des conjonctions triples (Couleur X Taille X 
Forme) sont plus rapides que ceux des conjonctions standards, et que leurs TR peuvent être 
indépendants du set-size, Wolfe, Cave, et Franzel (1989) proposent un modèle en deux 
étapes, l’une parallèle l’autre sérielle, appelée Guided Search. Comme son nom l’indique, la 
principale modification que ce modèle apporte aux modèles sériels concerne une première 
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étape parallèle comme support à la seconde : La première, parallèle, permet le codage de 
candidats potentiels à être cible, guidant l’attention focalisée de la seconde étape dans ses 
déplacements. Les triples conjonctions sont trouvées plus rapidement car elles bénéficient 
des indications de trois processus parallèles plutôt que de deux. Certaines données 
d’imagerie cérébrale soutiennent cette conception de double processus : d’une part un 
mécanisme parallèle qui, sur la base des attributs du stimulus (couleur, forme, etc) 
permettrait à l’attention focale d’optimiser ses orientations vers les objets d’intérêt (Desimone 
& Duncan, 1995). 
  
 
B. MODELES PARALLELES 
 
Sous cette appellation nous entendons parler des modèles soutenant que l’attention 
peut être distribuée sur plusieurs objets et que l’information concernant l’identité de ces 
objets peut être développée en simultané, d’où leur autre dénomination de modèles 
parallèles. Ces théories sont donc en accord avec celles plus qualitatives concernant le 
traitement parallèle en recherche efficiente (Treisman & Gelade, 1980; Wolfe, 1998; Wolfe, 
Cave, & Franzel, 1989) mais en désaccord concernant le fonctionnement sériel de l’attention 
en recherche inefficiente (Townsend, 1990; Ward & McClelland, 1989). Plusieurs variantes 
de modèles parallèles existent (Bundesen, 1990). Le principal d’entre eux est celui proposé 
en 1989 par Duncan et Humphreys. 
 
 
 Similarity Theory 
 
Alors que l’amélioration des processus perceptifs par l’attention est interprétée par 
Posner (1980) en tant que phénomène spatial s’appliquant à tous les stimuli à proximité de 
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la cible, Duncan (1980), lui, propose cette amélioration comme étant appliquée sur le 
stimulus-cible uniquement, et que les stimuli voisins seraient traités moins efficacement. Il 
développe cette idée en 1989 avec Humphreys, en utilisant le paradigme de la recherche 
visuelle pour poser les fondements d’un fonctionnement parallèle de la sélection 
attentionnelle. Pour cela, ils manipulent la similarité des éléments cible et non-cibles, tous 
des lettres, tout en mesurant l’efficience de la recherche. Cette piste de recherche est issue 
de l’observation suivante : pour une condition FS, les TR sont plus lents lorsque les éléments 
non-cibles sont hétérogènes en comparaison aux homogènes, ce que la F.I.T. ne permet 
pas d’expliquer puisque la cible ne se distingue que par un seul trait visuel élémentaire. 
Leurs manipulations permettent d’inférer les points suivants : Quel que soit le type de 
recherche, la difficulté augmente lorsque la similarité entre cible et non-cibles (similarité C-N) 
croît et que la similarité entre non-cibles (similarité N-N) décroît. Ces deux effets peuvent 
interagir et se pondérer mutuellement : l’augmentation de la similarité C-N a peu d’effet 
lorsque la similarité N-N est grande et la baisse de la similarité N-N a peu d’effet si la 
similarité C-N est faible. 
Ces deux critères à eux seuls permettent de produire un continuum dans l’efficience 
de la recherche, induisant le rejet de l’existence d’une dichotomie entre processus sériel et 
parallèle. De la simple couleur aux conjonctions les plus complexes, des principes similaires 
contrôlent la recherche visuelle. Ces principes rejoignent la plupart de ceux exposés dans le 
modèle à capacité limitée, proposé par Duncan en 1980. Ce dernier comprend trois 
composantes : 1) d’une part une description perceptive en parallèle produit une 
représentation structurée de l’input visuel, puis, 2) un processus de sélection opère par 
correspondance avec une représentation interne de l’information nécessaire à la réalisation 
de la tâche et finalement, 3) l’information sélectionnée entre en mémoire visuelle à court 
terme afin de permettre le contrôle des effecteurs et l’accès à la conscience. Ce modèle est 
également en lien direct avec une sélection tardive de l’information de part son architecture. 
Contrairement à la F.I.T., la composante parallèle fournit un traitement de haut-niveau de 
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l’input, suffisamment élevé pour permettre des considérations telles que celles de la classe 
alphanumérique des stimuli (Duncan, 1980). 
 
 Signal-Detection Theory 
 
Intimement liés aux modèles dits parallèles que nous venons de voir, des modèles 
tels que ceux incluant le bruit du système visuel et du processus de décision comme 
responsables des effets de set-size apportent des éléments intéressants. En comparant 
l’effet de set-size traditionnel aux prédictions émises par la Théorie de Détection du Signal5 
(TDS, Green & Swets, 1966), il est montré que cet effet set-size s’accroît en même temps 
que d’ 6 décroît (Palmer, Ames, & Lindsey, 1993), et que cet effet est plus important lorsque 
la cible partage deux dimensions avec les distracteurs au lieu de une. La distinction entre 
recherche efficiente et inefficiente décrite par Treisman en 1980 pourrait être la conséquence 
du bruit interne survenant dans les computations neuronales de bas niveau et celles de la 
décision concernant la présence de la cible pour les deux types de stimuli (Eckstein, 1998). 
 
Les modélisations utilisant la TDS arrivent à prédire avec une certaine précision l’effet 
set-size ainsi que celui de 2 :1 lors de l’absence de la cible pour les tâches de recherche 
visuelle (Eckstein, 1998 ; Palmer, Verghese, & Pavel, 2000). Signalons toutefois que les 
situations dans lesquelles les modèles sont testés diffèrent de celles traditionnellement 
utilisées. Le mode de présentation adopté est rapide, écartant toute possibilité aux sujets 
d’exploration séquentielle de l’essai, à couvert ou manifestes, par exemple. 
 
                                                 
5
 La TDS prédit que chaque élément, cible ou non-cible, produit une réponse indépendante bruitée. De ce point de vue, l’effet 
set-size serait plus important pour CS que FS car à CS correspond une combinaison d’informations bruitées, parmi lesquelles 
une seule fournit de l’information permettant de distinguer une cible de non-cibles. 
6
 d’ est un indice de détectabilité établit entre deux conditions, dans le cas présent entre les réponses aux cibles et aux non-
cibles. Le calcul de d’ s’effectue en divisant la déviation standard des données (attribuée au bruit) par la différence des 




C. MODELES ANATOMIQUES 
 
Bien qu’il semble difficile encore à ce jour de décrire avec précision « où » s’effectue 
la sélection de l’information, certains réseaux anatomo-fonctionels ont été mis en évidence 
ces dernières décennies, cités de façon récurrente dans de nombreuses tâches manipulant 
l’attention. Répertorier de façon systématique toutes les régions cérébrales sensibles à 
l’attention décrites dans la littérature n’est pas l’objectif de ce chapitre. Parmi toutes les 
stimulations extéroceptives et proprioceptives qui parviennent au cerveau, l’homme est 
capable de sélectionner une information et d’ignorer les autres. Non seulement il en est 
capable, mais il le subit également : En effet, l’exécution de plusieurs tâches simultanées fait 
considérablement chuter ses performances. On peut alors se demander pourquoi car, après 
tout, si un énorme flot d’informations sensorielles réussit à parvenir au cerveau, pourquoi 
n’en traiter qu’une partie ? On estime qu’il existe plus de 30 aires visuelles supplémentaires, 
mais nombre d’entre elles, bien que permettant un traitement plus élaboré, possèdent des 
capacités de traitement quantitativement moins développées que celles du cortex strié. Ces 
aires de traitement ne peuvent pas traiter autant d’informations que l’aire V1, et si cela est 
vrai, l’attention joue alors un rôle clé dans la sélection des informations. 
Le nombre considérable d’évidences d’une spécialisation des lobes pariétal et frontal 
dans les fonctions attentionnelles nous fait penser que ces régions sont effectivement 
grandement impliquées dans plusieurs fonctions attentionnelles. Il faut toutefois garder à 
l’esprit que les fonctions attribuées à ce réseau (ou une partie en tous cas) incluent non 
seulement l’attention visuelle et la coordination visuo-motrice, mais également l’attention 
dans d’autres modalités, des tâches spatiales ou verbales de mémoire de travail (Camus, 
1996; Gaffan, 2005). 
Nous relevons également que l’imagerie cérébrale a permi des avancées 
conséquentes dans le domaine. Premièrement, l’attention peut affecter le traitement visuel 
dès la première étape de traitement de l’information, dans le cortex visuel primaire (p.ex. lors 
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d’amorçage spatial, Mangun & Hillyard, 1991). Deuxièmement l’attention ne module pas 
uniquement le gain de l’information visuelle entrante, mais peut également ajouter un signal 
descendant pur, augmentant l’activité de base du cortex strié et extrastrié (Moran & 
Desimone, 1985). Troisièmement, l’attention peut, sous différentes conditions, sélectionner 
soit des emplacements, soit des traits visuels, soit des objets, ou une combinaison des trois. 
Enfin, d’importantes régions du réseau fronto-pariétal de l’attention constituent le soutien 
d’un ensemble de tâches attentionnelles très hétérogènes. Ce dernier point suggère que de 
nouvelles façons de déterminer comment le système neuronal particularise le contrôle 
attentionnel en fonction de différents processus sont nécessaires. 
 
 
 Modèle de Posner 
 
La théorie de l’attention proposée par Posner se base sur les résultats 
comportementaux mesurés par son paradigme (1980), sur des résultats d’enregistrements 
cellulaires chez le singe (Ungerleider & Mishkin, 1982) ainsi que sur des observations de 
patients cérébro-lésés (Posner, Walker, Friedrich, & Rafal, 1984). Posner propose 
l’existence d’un réseau attentionnel cérébral divisé en trois sous-systèmes distincts.  
 
Le système attentionnel postérieur permet l’orientation exogène et automatique de 
l’attention dans le champ visuel. Il est constitué du lobe pariétal postérieur (PPC), du 
colliculus supérieur (SC) et du pulvinar (noyau latéral du thalamus). 
Le système attentionnel antérieur est responsable des orientations endogènes de 
l’attention. Les régions frontales et préfrontales qui le constituent forment des boucles 




Un troisième système, latéralisé dans l’hémisphère droit, contribue aux opérations 
d’éveil cortical généralisé par régulations de la production de noradrénaline. Les réseaux 
postérieurs et antérieurs entretiendraient des relations étroites avec certaines structures 
sous-corticales comme le thalamus et les tubercules quadrijumeaux supérieurs. Les 
fondements de ce modèle concernent l’orientation spatiale, tous les objets présents dans la 
partie du champ sur laquelle le faisceau attentionnel est posé bénéficient d’un 
« rehaussement », qu’ils soient cibles ou distracteurs. Cependant cette description ne 
permet pas de rendre compte des processus de sélection qui accompagnent le tri des objets 
cibles ou distracteurs qui apparaissent dans la même région focalisée, processus décrits 
dans les deux sous-chapitres suivants traitant des notions de faisceau attentionnel et de 
sélection. Suivra la présentation d’une autre notion fondamentale, indissociable du modèle 
de Posner, celle de l’existence d’une entité à part entière, de réseaux attentionnels bien 
individualisés dans l’organisation cérébrale, particulièrement représentés dans le cortex 
pariétal droit. En effet, l’asymétrie observée pour des cas d’héminégligence (Mesulam, 
1981 ; Posner, Walker, Friedrich, & Rafal, 1987) porte à conclure que l’hémisphère droit 
distribue l’attention de façon bilatérale alors que celle de l’hémisphère gauche ne 
concernerait que l’hémichamp controlatéral, soit le droit. Depuis lors, il fut démontré que 
d’autres lésions localisées que celles du cortex pariétal, sous-corticales entre autres, 
peuvent produire des asymétries comparables. 
 
 Notion de faisceau attentionnel 
 
La notion de faisceau attentionnel est une métaphore permettant d’illustrer le 
phénomène de rehaussement qu’une portion de l’espace visuel ou qu’un objet bénéficie s’il 
apparaît là où il est attendu (Connor, Preddie, Gallant, & Van Essen, 1997 ; Posner, 1980 ; 
Treisman & Gormican, 1988) telle que peut en témoigner l’augmentation de l’activité de 
populations neuronales (Moran & Desimone, 1985, Desimone & Duncan, 1995). Il est 
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aujourd’hui admis que l’attention a la faculté de se déplacer à couvert dans le champ visuel. 
La nature de ces déplacements est en revanche l’objet de controverse. L’idée sous-jacente à 
l’étude de la nature des déplacements attentionnels, continus ou discrets, est la suivante : A 
l’existence d’un faisceau attentionnel doit correspondre un balayage des positions 
intermédiaires d’un point à l’autre. L’existence d’un temps de mouvement constant de 
l’attention, quelle que soit la distance à parcourir à l’image de ceux des yeux ou de la main 
(Remington & Pierce, 1984), témoigne de déplacements abrupts de l’attention d’un point de 
fixation à l’autre (Sperling & Melchner, 1977). L’existence d’un faisceau attentionnel participe 
à la présomption que l’attention ne peut se porter sur deux foyers distincts non adjacents 
(James, 1890). Son diamètre est décrit comme relativement faible au point central (1° 
d’angle visuel, ou moins), mais  variable si les exigences de la tâche le nécessitent (Eriksen 
& Schultz, 1977).  
En ce qui concerne le paradigme de recherche visuelle, une étude récente de 
Carrasco et Yeshurun (1998) retient notre attention. Même lorsque la position de la cible, 
d’essais contenant de 5 à 36 éléments, est indiquée par une amorce aux participants 
(validité de 66% pour leur expérience 1, de 100% pour leurs expériences 3 et 4), l’effet set-
size reste observé pour la condition inefficiente. Le set-size ne serait donc pas le reflet d’un 
déploiement sériel du faisceau attentionnel tel que décrit entre autres par Treisman et 
Gelade dans leur théorie (1980), bien que seul un modèle à capacités limitées puisse 
expliquer que la détection de la cible à un endroit attendu soit éprouvée (McElree & 
Carrasco, 1998). La métaphore du zoom attentionnel, pouvant s’étendre de moins d’un 
degré d’angle jusqu’au champ visuel tout entier sans déplacement, agrandissement se 
faisant aux dépens de la résolution, est également à prendre en considération (Eriksen & 
Schultz, 1979). 
 
De plus, au concept de faisceau attentionnel sous-tend l’existence de structures 
spécifiques contrôlant ses déplacements. L’identification de structures cérébrales 
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particulières contribuant au contrôle des processus attentionnels n’est cependant pas 
avérée. 
 
 Modèle de LaBerge 
 
LaBerge complète le « modèle de Posner », particulièrement en ce qui concerne les 
mécanismes mis en jeu dans la sélection attentionnelle dans le domaine visuel (LaBerge, 
1995). Il y introduit les données récentes d’imagerie cérébrale (Corbetta, 1993) et 
d’enregistrements intra-cellulaires (Moran & Desimone, 1985) témoignant de la manifestation 
de l’attention sélective visuelle sous forme d’un rehaussement des signaux nerveux 
correspondant aux objets ou positions focalisés (Kastner et al., 2000). En effet, Laberge 
distingue deux types d’attention sélective : l’une est diffuse, dirigée sur des positions 
spatiales, l’autre est focalisée, dirigée sur des objets précis (Egly, Driver, & Rafal, 1994). 
Cette distinction s’appuie essentiellement sur le modèle de Ungerleider et Mishkin 
(Ungerleider & Mishkin, 1982; Haxby, Grady, Horwitz, Ungerleider, Mishkin, Carson et al., 
1991) concernant l’existence de deux voies corticales visuelles : l’une ventrale, ou What, 
traitant les objets en particulier et l’autre dorsale, ou Where, spécialisée dans la localisation 
spatiale. Les spécificités de ces deux voies sont attribuables à l’anatomie et certaines 
caractéristiques du système visuel, cortical ou en amont. En voici un bref descriptif. 
 
 
 Voies ventrale et dorsale 
 
La voie ventrale va de l’aire occipitale V1 au cortex préfrontal par le cortex inféro-
temporal (IT) alors que la voie dorsale va de l’aire occipitale V1 au cortex préfrontal par le 





Figure 2 : Organisation anatomique du système visuel cortical. Les projections parallèles 
de la rétine et des noyaux géniculés latéraux se recombinent dans V1 et V2, formant deux 
principales voies, l’une est appelée voie « dorsale » (en rouge), l’autre appelée 
« ventrale » (en bleu). On attribue à la voie dorsale, allant de V1 et V2 vers V5 (MT) et le 
lobe pariétal (PAR) le traitement de l’espace, du mouvement et de l’action. La voie 
ventrale, vers V4 et allant au cortex inféro-temporal (IT) est particulièrement impliquée 
dans l’identification d’objet ainsi que dans la perception (encéphale de primate, adaptée 
de Lamme & Roelfsema, 2000). 
 
Pour la voie ventrale, deux régions semblent être sensibles aux effets attentionnels : 
l’aire V4 qui module les signaux de sortie selon que l’information soit attendue ou non, et le 
cortex inféro-temporal (IT) dont les neurones sont capables de répondre aussi bien à une 
forme globale qu’aux attributs spécifiques d’un objet (orientation, détail, contour, couleur). 
Notons que la voie ventrale trouve ses entrées en partie dans les sorties des tubercules 
quadrijumeaux supérieurs, et qu’elle emprunte les relais de l’aire 8 du cortex préfrontal (a6 
chez l’homme), communément appelée Frontal Eye Field (FEF). Le cortex pariéto-postérieur 
de la voie dorsale est quant à lui la région où le niveau d’activation corrèle le plus avec les 
spécificités des tâches d’amorçage visuo-spatial, telles que celle de Posner (procédure 
décrite au chapitre des paradigmes expérimentaux). V4 est activée à partir des régions 
intermédiaires du cortex strié, par le relais de V2. Les neurones de V4 ont de plus grands 





fois une sélectivité d’orientation et une sélectivité de couleur. A ce niveau, les interactions 
entre le traitement des informations spatiales et celles de couleurs sont plus élaborées que 
dans les neurones du cortex strié. Bien qu’il y ait beaucoup de discussion sur la fonction de 
l’aire V4, il semble que cette aire joue un rôle significatif dans la perception de  la couleur et 
probablement de la forme.  
 
Pour la voie dorsale l’aire V5, plus communément appelée MT, reçoit des projections 
d’autres aires corticales telles que V2 et V3, selon le schéma rétinotopique. Elle est 
également innervée directement par les cellules de la couche IVB du cortex strié. Rappelons 
que la couche IVB fait partie de la voie magnocellulaire, caractérisé par des cellules qui ont 
des champs récepteurs larges, qui présentent des réponses de caractère phasique au 
stimulus lumineux et une sélectivité de direction, les bâtonnets. Les cellules de l’aire MT 
déchargent en rapport avec une direction préférentielle, contrairement à celles qui les 
précèdent dans le système pariétal, ou de n’importe quel site du système temporal. L’aire 
MT est spécialisée dans la direction (sur 360°) et l’analyse des mouvements. Au-delà de 
l’aire MT, dans le système du lobe pariétal plusieurs aires corticales sont impliquées dans le 
contrôle des mouvements des yeux. Il est en effet aisé de comprendre que les déplacements 
des objets représentent des informations essentielles aux déplacements adaptés des yeux. 
 
Cette description d’une organisation anatomique fonctionnelle hautement 
hiérarchisée du système visuel est bien entendu discutable et discutée depuis quelques 
années. Par exemple, il est montré que des boucles rétroactives de V4 à V2 existent de 
façon massive (Woelbern, Eckhorn, Frien, & Bauer, 2002). De plus, cette distinction entre la 
voie dorsale et la voie ventrale pose la question centrale de l’unité visuelle sélectionnée par 
l’attention. L’attention procède-t-elle par sélection de localisations spatiales, de dimensions 





 Notion de sélection 
 
- Sélection de trait, d’objet, et de positions spatiales 
Dans la plupart des études concernant l’attention visuo-spatiale, cette dernière est 
dirigée sur une localisation particulière du champ, permettant un traitement rehaussé dans la 
portion concernée tel que mesuré dans les études comportementales (Eriksen & 
Schultz,1979) ou neurophysiologiques (Moran & Desimone, 1985; Connor, Preddie, Gallant, 
& Van Essen, 1997). Pour une sélection spontanée, deux points de vue s’affrontent selon les 
résultats obtenus ; l’un prône la sélection attentionnelle comme centrée sur les dimensions 
visuelles comme les couleurs ou les mouvements (feature-based theory, Treisman, 1969; 
Wolfe, Cave, & Franzel, 1989; Corbetta, Miezin, Dobmeyer, Shulman, & Petersen, 1990), 
l’autre sur les objets (object-based theory, Duncan, 1984 ; Blaser, Pylyshyn, & Holcombe, 
2000; Wojciulik, Kanwisher, & Driver, 1998), et toujours la position de Posner concernant la 
sélection spatiale par portions de champ visuel. Dans une étude d’imagerie cérébrale (IRMf) 
menée en 1999, O’Craven et coll. (O’Craven, Downing, & Kanwisher, 1999) montrent que les 
processus attentionnels peuvent se focaliser à la fois sur les caractéristiques visuelles et sur 
les objets dans leur globalité. Chaque essai de leur expérience consiste en la superposition 
de visage et de maison en transparence sur ~10° d’a ngle visuel. A chaque essai, soit l’image 
du visage, soit l’image de maison oscille d’avant en arrière alors que l’autre reste 
stationnaire. Tous deux restent toujours visibles et les trois attributs, « visage », « maison » 
et « mouvement » occupent la même position spatiale. Les changements enregistrés dans le 
signal de résonance magnétique (IRMf) des trois aires correspondantes à ces trois attributs, 
montrent des augmentations non seulement pour l’attribut attendu (p.ex. le mouvement de 
l’image « visage », aire MT), mais également de l’autre attribut du même objet (p.ex. l’image 
« visage », aire fusiforme) en comparaison avec les attributs de l’autre objet (p.ex. l’image 
« maison », aire para-hipoccampique). L’objet dans son intégralité est donc sélectionné alors 




Les expériences comportementales concluent souvent à l’intervention de 
mécanismes attentionnels communs aux paradigmes de recherche visuelle et d’amorçage 
spatial (Prinzmetal, Presti & Posner, 1986), mais quelques réserves peuvent être émises 
concernant le type d’attention sélective mesuré, sélection d’objets ou de dimensions 
visuelles pour le paradigme de recherche visuelle et sélection spatiale pour le paradigme 
d’amorçage. Pour le paradigme de la recherche visuelle, il semble que l’attention aux traits 
visuels précède l’attention aux positions spatiales (Hopf, Boelmans, Schoenfeld, Luck, & 
Heinze, 2004). Ce thème sera abordé dans le chapitre des mesures électrophysiologiques 
pour chacun de ces deux paradigmes. 
 
Pour résumer, nous pouvons dire que l’attention a la capacité de sélectionner non 
seulement les positions spatiales (Posner, 1980), mais également les dimensions visuelles 
(Treisman & Gelade, 1980 ; Wolfe, Cave & Franzel, 1989) ainsi que les objets (Duncan, 
1984). Il est à noter que nous n’avons pas le contrôle parfait de ces modes de sélection 
attentionnelle, et que ces derniers peuvent exister en différents degrés (O’Craven, et al., 
1999).  
 
- Sélectionner pour agir 
Les caractéristiques écologiques de la recherche visuelle, comme l’influence de 
l’action sur la sélection, sont souvent sous-estimées. Comme le soulignent Bekkering et 
Neggers (2002), lorsque nous cherchons un objet spécifique dans notre environnement, une 
intention spécifique de ce que nous allons en faire nous accompagne (ils citent l’exemple de 
la recherche de la hanse d’une tasse, dont la forme et l’orientation permettent la saisie). Pour 
deux tâches de recherche identiques dont les réponses motrices sont le pointage ou la saisie 
de la cible d’orientation spécifique, ces auteurs montrent que les éléments d’orientations 
non-pertinentes n’ont aucun effet distracteur sur la tâche qui nécessite la saisie de la cible, 
contrairement à la condition de son pointage. L’effet n’est pas répliqué pour une cible se 
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distinguant par sa couleur des distracteurs (Bekkering & Neggers ; 2002). De ce point de 
vue, les mécanismes de sélection d’informations perceptives et la détermination des 
paramètres d’action qui s’y rapporte sont identiques (Schneider, 1993), l’intention de l’action 
intervenant directement en faveur de la sélection des dimensions de l’objet correspondant 
aux paramètres spécifiés par elle. 
 
- Sélection en présence de stimuli multiples 
Les scènes visuelles naturelles contiennent de nombreux stimuli porteurs 
d’informations diversifiées. Les enregistrements du comportement de cellules nerveuses 
(Reynolds, Chelazzi, & Desimone, 1999 ; Moran & Desimone, 1985) et de régions corticales 
(Kastner & Ungerleider, 2000 ; Kastner, 2003) en présence de plusieurs stimuli simultanés 
ont permi de mettre en évidence les processus fondamentaux de la sélection. Une 
comparaison des réponses cellulaires en présence d’un seul stimulus dans le champ visuel 
ou de deux dans le même champ récepteur de la cellule montre que la réponse à deux 
stimuli provoque une moyenne pondérée des réponses à chaque stimulus isolé. Par 
exemple, si le bon stimulus provoque un certain taux de décharge, un stimulus pauvre 
produit un faible taux de décharge, et la réponse aux deux stimuli simultanés est moindre par 
rapport à celle du bon stimulus. Par conséquent, deux stimuli dans le même champ 
récepteur ne sont pas traités de façon indépendante mais interagissent dans un sens 
mutuellement suppressif. Ce mode de sélection correspond à celle décrite par les modèles 
parallèles, pour lesquels les éléments sont en « compétition » mutuelle (Duncan & 
Humphreys, 1989). Il est envisageable, en correspondance avec les modèles parallèles, que 
ce soit la libération de la compétition des autres régions voisines de la zone sélectionnée qui 
prenne place. Le modèle à compétition biaisée tente de rendre compte de cette 
« libération », en introduisant l’intervention des processus descendants dans la compétition 
que se livrent les informations visuelles. Les études d’imagerie cérébrale fonctionnelle 
répliquent cette pondération (en V2 et particulièrement en V4 contenant des neurones à 
champ récepteur large, mais non en V1 ; Kastner & Ungerleider, 2000 ; Kastner, 2003), mais 
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elles révèlent également que la puissance de la suppression des distracteurs augmente en 
fonction de la charge attentionnelle requise par la tâche (Rees, Frith & Lavie, 1997). Ces 
effets de l’attention sont également enregistrés pour les aires correspondantes au traitement 
de traits spécifiques, au-delà de V1 (visages, objets par exemple ; Wojciulik, & Kanwisher, & 
Driver, 1998), dont l’intervention est estimée à 150 ms post-stimuli dans l’enregistrement 
d’activités neuronales de cellules du cortex inféro-temporal chez le singe par exemple 
(Chelazzi, Duncan, Miller, & Desimone, 1998). Il est intéressant de noter que pour Hillyard et 
Anllo-Vento (1998), la sélection d’attributs tel que la couleur est mesurée 60 ms plus 
tardivement que celle de la position spatiale, témoignage d’une hiérarchie des processus 
sélectifs : pour ces auteurs, la sélection d’attributs visuels est précédée et dépendante de la 
sélection visuo-spatiale. Une sélection spatiale et une sélection d’attributs visuels 
fonctionnant en parallèle est évoquée par d’autres, avec une rapidité accrue de traitement 
attribuée aux informations visuo-spatiales (Desimone & Duncan, 1995). 
 
Ainsi l’intervention de l’attention permet d’introduire un biais dans l’excitabilité 
neuronale des aires extra-striées spécifiquement activées par les attributs visuels à 
sélectionner. Comme nous venons de le voir, les processus descendants ont une impact 
important sur les processus de sélection de l’information, pouvant être influencés par les 
besoins de la tâche, sa difficulté, etc. La motivation, la mémoire de travail, les conditions 
émotionnelles, l’imagerie mentale, le lien renforcé d’un stimulus avec une réponse sont 
autant de facteurs à considérer comme susceptibles d’influencer les informations extraites 
des stimuli (pour revue voir Mesulam, 1998). Les processus de traitement de l’information 
visuelle ne sont pas à considérer en tant que mécanismes sériels et hiérarchisés. Les 
processus de sélection peuvent apparaître à chaque embranchement du traitement visuel. 
Ainsi, l’attention pourrait être le résultat d’interactions entre plusieurs aires non-spécifiques 
ou d’un mode de fonctionnement particulier spécifique à certaines cellules (Fries, Reynolds, 
Rorie & Desimone, 2001 ; Tallon-Baudry, Bertrand, Delpuech, & Permier, 1997; Gray, Konig, 
Engel, & Singer, 1989; Vazquez, Vaquero, Cardoso, & Gomez, 2001). Ces approches 
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nouvelles du fonctionnement cérébral ouvrent de formidables perspectives dans notre 
compréhension des processus cognitifs, et par conséquent la voie à de nouvelles 
considérations concernant le statut de l’attention. Celles-ci seront abordées, bien que trop 
succinctement, dans la dernière partie expérimentale de ce travail. 
 
 
3 Mesures expérimentales 
 
3.1 Les temps de réaction 
 
Le couplage des mesures fournies par la chronométrie mentale avec des mesures 
telles que les potentiels évoqués en psychophysiologie est rapidement pressentie comme 
présentant des atouts majeurs pour les sciences cognitives (Meyer, Osman, Irwin, & Yantis, 
1988; Ritter, Simson, Vaughan, & Macht, 1982). En effet, les indicateurs 
électrophysiologiques sont de l’ordre de la milliseconde (actuellement d’une fraction de 
milliseconde) et sont facilement enregistrés simultanément à la réalisation de telles tâches 
comportementales. Ainsi dès les années soixante les études associant les TR avec les 
moyennes de segments EEG liés à l’évènement se multiplient (Wilkinson, 1967) et les 
corrélations existant entre les mesurent comportementales et les modulations de 
composantes électrophysiologiques sont mis en évidence. Notre travail s’inscrit dans cette 
mouvance et se situe à l’interface de la chronométrie mentale et de la psychophysiologie 
cognitive. La principale mesure comportementale étudiée sera le temps de réaction, le 





A. LES TEMPS DE REACTION SIMPLES (TRS) ET DE CHOIX (TRC) 
 
Par temps de réaction (TR) on entend la latence séparant le début de la stimulation 
au début de la réponse, quel que soit la tâche expérimentale utilisée. La méthode de 
Donders repose alors sur l’idée qu’une opération cognitive exige une période de temps qui 
lui est caractéristique, et que par soustraction d’une réaction simple (réponse unique pour un 
même stimulus) à une variante plus complexe, l’expérimentateur pouvait mesurer 
l’allongement du temps de réaction, et par conséquent la durée de l’acte mental inséré. 
Donders remarqua que dans une situation simple pour laquelle la réponse est toujours 
identique (appelée « type I » ou « méthode a »), le participant se contentait de réagir au 
stimulus et que sa réponse était préparée à l’avance. Cette condition était alors comparée à 
celle du temps de réaction de choix (« type II » ou « méthode b ») pour laquelle les stimuli 
diffèrent, nécessitant des réponses distinctes. L’allongement du temps de réaction était dans 
un de ses protocoles de 67 ms. Cette différence entre TR simple (TRS) et TR de choix 
(TRC) reste un fait majeur dans l’étude des temps de réaction. Donders tenta ensuite de 
dissocier les processus du TR de choix, la discrimination sensorielle et la sélection de la 
réponse afin d’en établir leur durée respective avec une épreuve de TR discriminatifs (« type 
III » ou « méthode c », aujourd’hui appelé choix Go/No-Go) dans laquelle la réponse est 
toujours identique, comme dans le TR simple, mais où il est demandé aux sujets de ne 
répondre qu’à un seul stimulus parmi plusieurs présentés. L’allongement de la durée est en 
effet intermédiaire à celui du TR de choix, soit de 46 msec par rapport aux TR simples. Nous 
le comprenons, cette chronométrie mentale présuppose que l’enchaînement des opérations 
s’effectue sans recouvrement, et que ces opérations soient rigoureusement identiques d’une 
épreuve à l’autre. C’est sur ce dernier point que Wundt (1886) contestera la méthode 
soustractive de Donders. Il démontre que le TR discriminatif n’est qu’une variante du TR de 
choix et se concentrera sur le TR simple, et les nombreuses erreurs d’anticipation qu’il 
observe témoignent qu’il n’y a pas de succession des phénomènes perceptifs suivis des 
moteurs, mais plutôt d’une organisation parallèle et simultanée des deux. Un débat s’engage 
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alors concernant les processus préparatoires et leurs relations avec les opérations activées 
par le signal de réponse. Signalons que ce débat reste d’actualité et que les différents 
éléments de réponse fournies par le paradigme de compatibilité Stimulus-Réponse pour des 
tâches attentionnelles seront abordés en partie expérimentale 3 de ce travail. Sternberg 
(1969) représente un renouvellement considérable dans ces principes méthodologiques, 
avec sa méthode d’inférence, dans laquelle il propose de se concentrer sur une seule et 
même tâche, en modulant la difficulté de chacune des étapes de traitement de celle-ci. En 
effet, en supposant qu’une tâche implique une organisation discrète des processus de 
transformations de l’information, il doit être possible de moduler la difficulté de chacun de ces 
processus isolément. Une discrimination affectée par la similitude des signaux allongeant les 
TR de choix (discrimination rouge / bleu < rouge / rose) est interprétée comme une 
augmentation de la quantité de traitement réalisée par un même processus. 
 
Les mesures de temps de réaction de choix (TRC) s’effectuent dans des tâches dans 
lesquelles le sujet doit produire une réponse parmi les n réponses possibles déterminées par 
la consigne, selon l’éventualité présentée d’un stimulus. La principale différence existant 
entre TRC et TRS est que le sujet ne peut préparer spécifiquement la réponse dans un 
paradigme de TRC puisque celle-ci n’est pas unique et qu’elle ne dépend non pas de la 
seule apparition du stimulus, mais de l’identification de sa classe d’appartenance. Pour une 
telle tâche on peut imaginer que la production d’une réponse donnée va, à partir de 
l’apparition du stimulus, impliquer au moins quatre étapes de traitement successives :  
 
- la réception du signal sensoriel, son intégration et la transmission des informations 
qu’il contient vers des structures nerveuses supérieures ; 
- l’analyse et l’identification du signal ; 
- le choix d’une réponse au travers d’une procédure de décision qui doit conduire à 
l’appariement d’une réponse à l’éventualité identifiée du stimulus selon la règle définie ; 
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- l’initiation de l’action constituant la réponse qui représente la partie proprement 
motrice de la tâche. 
 
L’augmentation de la durée entre un TRS et un TRC est égale à la somme de la 
durée nécessaire à la discrimination des stimuli additionnée de la durée nécessaire au choix 
des réponses. Cette différence est estimée à 40 – 50 ms (Taylor, 1966).  
Par tâche de discrimination, on entend des situations dans lesquelles le sujet doit 
répondre à une question portant sur la présence ou sur l’absence d’une différence entre 
deux stimulations successives. Par tâches de détection, on entend des situations dans 
lesquelles le sujet doit répondre à une question sur la présence ou l’absence d’une 
stimulation. 
 
Le paradigme de recherche visuelle s’apparente à ceux utilisés dans le cadre de la 
Théorie de la Détection du Signal, appelés paradigmes « oui / non » et de choix forcé. Le 
paradigme « oui/non » consiste à présenter au cours d’un essai soit un stimulus (S), soit rien 
(B pour bruit). Le sujet doit dire à chaque essai s’il a détecté la présence du stimulus (s) ou 
s’il ne l’a pas détectée (b). On considère, bien que le nombre d’éventualités des réponses 
soit limité (2), qu’il n’y a pas de choix forcé, dans la mesure où il y a asymétrie fonctionnelle 
des deux états de la stimulation S et B. Le prototype de l’expérience de choix forcé est 
appelé paradigme de choix forcé à alternative temporelle (2 AFC = two alternative forced 
choice). En détection, ce paradigme consiste à diviser chaque essai en deux intervalles 
temporels successifs d’observation, T1 et T2, dans lequel la tâche du sujet doit indiquer si le 
stimulus a été présenté en T1 ou en T2. Pour un tel paradigme, le nombre d’éventualités du 
stimulus est donc fixe. Un paradigme similaire existe ou l’alternative proposée est spatiale, 






B. DIFFERENCES INTRA ET INTER-INDIVIDUELLES 
 
Toutes les expériences de temps de réaction mesurent d’importantes variabilités, 
aussi bien entre les performances des sujets (inter-) qu’entre celles d’un même sujet (intra-) 
(Figure 3). En simplifiant nous pouvons estimer que cette variabilité peut être attribuée à au 
moins 3 sources : la sensibilité aux variations du stimulus, le choix de la réponse ou des 
fluctuations aléatoires.  
La détermination de l’effet soit du facteur de la décision ou de celui de la sensibilité 
pour une tâche peut être déterminé à l’aide de modèles psychophysiques (Wave Theory de 
Link, 1992 par ex. ; cité par Bonnet, 1986). Nous n’aborderons pas ici les détails de la 
détermination du facteur responsable de la variabilité, mais ces notions peuvent nous aider 
dans la suite de notre travail. 
 
Figure 3 : Illustration des différences intra- et inter-individuelles en fonction de 
l’entraînement pouvant être mesurées pour une tâche de temps de réaction de choix (TR 
dans le graphique). Typiquement, les TR diminuent en fonction de l’entraînement des 
sujets, mais les différences inter-individuelles ne s’en trouvent pas modifiées (exemple 
pris dans le cours Master Psychologie cognitive et psychophysique de Claude Bonnet à 





Certaines études ont pour objectif de mieux comprendre la variabilité des TR, et de 
nombreux effets sont à relever comme par exemple : l’âge, les sujets plus âgés sont plus 
lents car avantagent l’exactitude à la rapidité ; le quotient intellectuel, la pente et l’intercepte 
d’une fonction liée aux TRC sont corrélés au QI (Jensen, 1980 ; cité par Posner & McLeod, 
1982) ainsi que le rapport vitesse – exactitude que le sujet s’est fixé (par ex. à une erreur de 
réponse succède généralement un TR plus lent car le critère de l’exactitude est revu à la 
hausse), etc. Cette complexité du thème de la variance dans les TR se retrouvera dans notre 
expérience 4. 
 
C. LA PREPARATION MOTRICE 
 
La sélectivité de l’attention est généralement associée aux messages sensoriels et 
aux activités perceptives. Cependant, comme nous l’avons vu au début de cette introduction 
avec le paradigme de la recherche visuelle, ses effets sont principalement mesurés sur les 
réponses motrices, desquels sont issues les principaux modèles. Il n’est pas rare, en 
recherche visuelle par exemple, d’observer l’agacement des sujets déclanchant une réponse 
incorrecte précédant leur détection de la cible, témoignant d’une préparation motrice 
intensive. Pour nos expériences comme pour la plupart utilisant le paradigme de recherche 
visuelle, nous avons fait appel à la présentation par blocs de conditions, recherches visuelles 
efficiente et inefficiente n’étant jamais mêlées. Cette notion de préparation motrice peut nous 
être utile dans l’interprétation des résultats. Une préparation motrice prédominante pour une 
tâche de recherche efficiente par rapport à une tâche inefficiente ne serait par exemple pas à 
exclure. Relevons le fait également que les sujets sont face à deux possibilités de réponses, 
pouce gauche ou pouce droit, et que si la présence ou l’absence de la cible a une probabilité 
de 50%, la latéralisation de la réponse va de paire. L’anticipation de la présence ou non 
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d’une cible dans le prochain alignement présenté existe. Les stimuli sont perçus en tant que 
séquence. 
Parmi toutes les réponses manifestes disponibles dans le répertoire de nos 
effecteurs, seules deux sont organisées et exécutées à un moment donné de la tâche. Elles 
sont l’objet d’une préparation, combinant un type de stimuli (attribut visuel, position spatiale, 
contenu sémantique, etc.) à un type de réponse (motrice). L’attention sélective est 
également préparation motrice. 
A cela il faut ajouter l’existence de changements de réactivité des aires sensorielles 
couplés aux activations de structures motrices ou de production motrice, établie depuis de 
nombreuses années. Des modulations de sélectivité de région de l’espace peuvent être 
directement dépendantes de l’exécution d’une saccade oculaire. D’importants contrôles 
rétroactifs existent donc entre les activités motrices (immédiates ou potentielles) et les stimuli 
qui leurs sont associés. Ces rétroactions participent à part entière au filtrage de l’information 
visuelle.  
 
La distinction discret / continu en chronométrie mentale s’est vue testée par Meyer en 
1984 au travers du paradigme d’amorçage par l’estimation des effets du type d’amorçage sur 
la préparation de la réponse (varied-priming procedure ; décrite dans (Meyer, Osman, Irwin, 
& Yantis, 1988). Cette procédure comprend en tant qu’indice soit des mots, soit des non-
mots, qui amorcent respectivement soit une flèche à droite (réponse main droite) soit une 
flèche à gauche (réponse main gauche). Les répercussions des variations appliquées au 
temps de présentation de l’indice, de 0 ms pour un non-amorçage (NA), de 200 ms pour un 
amorçage partiel (AP) ou de 700 ms pour un amorçage complet (AC), sur les distributions 
des temps de réaction sont observées. Pour un modèle du « tout-ou-rien » un état 
d’activation de la réponse intermédiaire n’existe pas, les prédictions qui en découlent sont 
que la distribution des TR pour l’amorçage partiel soit une mixture de celle du non-amorçage 
et de celle de amorçage complet, de variance importante et dont les extrémités se 
superposent avec les deux autres. Un modèle d’activation continue de la réponse prédit au 
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contraire que les TR de la distribution de la condition d’amorçage partiel est identique aux 
deux autres, mais de temps moyen intermédiaire aux deux autres, de même variance et 
d’une superposition quasi-nulle de leurs valeurs extrêmes. La bonne correspondance entre 
les histogrammes de fréquences relatives de TR réels avec une distribution mixte sous-
tendue par un modèle tout-ou-rien valide une transmission discrète de l’information vers la 
réponse (Meyer, Yantis, Osman, & Smith, 1985) et ainsi soutient le modèle à étapes 
séquentielles de Sternberg (1969). 
De façon intéressante, le modèle discret échoue à expliquer la distribution d’un 
amorçage partiel lorsqu’en lieu et place d’une paire de stimuli à laquelle correspond une 
paire de réponse, de compatibilité parfaite qui plus est, on utilise quatre paire de stimuli 
combinés à quatre réponses possibles. Le modèle de transmission continue convient par 
contre à expliquer ce cas de figure, ce qui nous rapproche de la dichotomie sériel vs. 
parallèle observée dans le paradigme de recherche visuelle. 
 
Nous retiendrons que non seulement l’attention sélective est préparation motrice, 
mais elle est également « sélection pour l’action », en particulier dans l’interprétation des 













3.2 Les saccades oculaires 
 
Les yeux se déplacent constamment dans notre environnement visuel afin de permettre une 
vision active de la réalité qui nous entoure. Ces mouvements rapides et saccadiques (par 
bonds successifs), également appelés saccades, ramènent la projection rétinienne de la 
cible visuelle dans la région de la fovéa permettant ainsi d’utiliser l’acuité de la vision 
centrale. La trajectoire effectuée par le regard pour une image donnée est appelée scanpath. 
Ce dernier correspond à une succession de mouvements des yeux, ponctuée par des temps 
de fixation. Les saccades oculaires sont nécessaires dans un grand nombre de 
comportements. Elles peuvent être volontaires, par exemple lorsqu’on demande à quelqu’un 
de regarder à gauche ; elles peuvent être de type réflexe, notamment lorsque le regard est 
attiré par un événement inattendu se produisant dans le champ de vision périphérique. De 
nombreux modèles sont inspirés de ces caractéristiques dans leurs descriptions des 
processus attentionnels. 
 
Figure 4 : A gauche, Hermann von Helmoltz (1821-1894), mathématicien et physicien 
allemand, à droite William James (1842-1910), médecin et psychologue américain. Tous 
deux sont les pionniers dans la description de l’attention visuelle et de ses déplacements, 





Bien qu’il soit reconnu par tous que l’attention peut être déplacée indépendamment 
du regard, il semble que les saccades oculaires ne puissent se déplacer sans être 
précédées d’un déplacement de l’attention (pour revue voir Groner & Groner, 1989). 
Hermann von Helmholtz en 1867 (Figure 4, portrait de gauche) émet l’hypothèse que la 
sélection visuelle d’informations peut prendre place sans que les yeux ne bougent. Pour lui, 
l’attention visuelle et la fixation oculaire sont deux phénomènes distincts. William James 
(Figure 4, portrait de droite), dans le même temps, s’oppose à cette idée. Pour lui, les 
mouvements oculaires sont indissociables de l’attention visuelle sélective et leur 
fonctionnement est comparable à un faisceau se déplaçant dans le champ. De nombreux 
travaux confirmeront l’hypothèse de von Helmholtz concernant l’indépendance des 
mouvements des yeux et de l’attention (Sperling & Melchner,1977; Eriksen & Hoffman, 
1973 ; Klein & Farrell, 1989 ; Posner, Nissen and Ogden, 1978, Von Voorhis & Hillyard, 
1977) ; et l’idée du faisceau attentionnel proposée par James sera reprise par Treisman pour 
illustrer sa théorie d’intégration de traits dans les années 80 (Treisman & Gelade, 1980). 
Depuis les années ‘80, l’existence de mouvements de l’attention mesurés indépendamment 
des mouvements des yeux est devenue indiscutable (Remington, 1980 ; Posner, 1980 ; 
Klein & Farrell, 1989) mais tout le débat réside dans le type de relations qu’entretiennent 
l’attention visuo-spatiale et les saccades oculaires (Rizzolatti, Riggio, Dascola, & Umilta, 
1987 ; Chelazzi, Biscaldi, Corbetta, Peru, Tassinari, & Berlucchi, 1995). Les enjeux 
théoriques sont de taille. Une attention visuelle indépendante des mouvements oculaires 
sous-tend l’idée que l’attention intervient précocement dans la sélection de l’information, voir 
même guide la perception. Von Helmholtz propose une théorie de l’attention sélective en 
1894 précurseur de la Early Selection Theory (Broadbent, 1958) : Si l’attention est un 
mécanisme dépendant des mouvements oculaires, alors son action sélective ne prend pas 
place précocement. William James propose en 1890 une théorie de sélection tardive de 
l’information, succédant l’étape de reconnaissance. 
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La mesure des trajectoires oculaires réalisées dans une tâche de recherche visuelle 
fournit des informations concernant le fonctionnement manifeste de la sélectivité 
attentionnelle pour une telle tâche. Le nombre et la latence des fixations oculaires par 
stimulus est affecté par le degré de similarité entre cible et non-cibles en corrélation avec 
l’augmentation des TR (Williams, Reingold, Moscovitch, & Behrmann, 1997), Une 
comparaison du nombre de saccades dirigées sur deux types d’éléments distracteurs à la 
cible (une barre verticale rouge ou horizontale verte), soit similaires (5 ou 17 barres 
horizontales rouges et des verticales vertes) soit dissimilaires (5 ou 17 barres diagonales 
jaunes et bleues) a été menée en 1996 par Zelinsky (Zelinsky, 1996). Alors que le modèle du 
Guided Search (Wolfe, Cave, & Franzel, 1989) prédit que les distracteurs ne partageant 
aucun trait avec la cible soient peu ou pas scrutés durant la recherche, parce que non-
étiquettés comme candidat potentiel lors de l’étape de traitement parallèle, ils sont l’objet 
d’un nombre quasi équivalent de saccades que ceux partageant plusieurs dimensions avec 
la cible. D’un point de vue fonctionnel, la préparation d’une saccade vers une position 
pourrait irrémédiablement induire un déplacement de l’attention à cette même position 
(Chelazzi et al., 1995; Shepherd, Findlay, & Hockey, 1986). Pour certains même, un 
déplacement de l’attention visuo-spatiale n’est autre qu’une planification de saccade sans 
son exécution (Rizzolatti, Riggio, & Sheliga, 1994; G. Rizzolatti, Riggio, Dascola, & Umilta, 
1987). Avec l’avènement des techniques d’imagerie cérébrale de ces dernières décennies, 
apparaissent de nouvelles informations concernant le lien existant entre déplacements 
attentionnels et saccades oculaires. Leurs activations respectives sont en grande partie 
partagées pour les régions frontales, temporales et pariétales (Corbetta et al., 1998) ainsi 
que pour des structures sous-corticales comme le colliculus supérieur7 (Ignashchenkova, 
Dicke, Haarmeier & Thier, 2004). Certaines données neuropsychologiques témoignent 
pourtant de l’existence de deux mécanismes distincts, par exemple la description de patients 
                                                 
7
 Le colliculus supérieur est une partie du toit (ou tectum) du mésencéphale sur lequel affèrent 10% des projections 
rétiniennes en organisation rétinotopique. Cette structure possède également une sorte de carte motrice correspondant à cette 
carte sensorielle, de sorte qu’une micro-stimulation à un point du colliculus supérieur code un mouvement, des yeux, de la 
tête ou du tronc permettant d’amener le point correspondant au centre de la rétine. 
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atteints d’une altération des déplacements saccadiques mais dont les facultés des 
déplacements de l’attention non-manifestes sont intactes (Golla, Thier & Haarmeier, 2005). 
 
Les patterns de temps de réaction de recherche visuelle, efficient et inefficient, sont 
semblables que les sujets inspectent librement les stimuli ou maintiennent les yeux sur un 
point de fixation central (Klein & Farrell, 1989). Actuellement, les études utilisant le 
paradigme de recherche visuelle neutralisent la production de saccades oculaires afin de 
s’assurer que la tâche est réalisable par seuls déplacements de l’attention. De plus, 
l’immobilisation des yeux permet aux études de neuroimagerie d’identifier les corrélats 
cérébraux de l’attention sélective afin d’en comprendre les spécificités. Pour nos expériences  
tous les enregistrements électroencéphalographiques sont précédés de sessions 
d’entraînements, entre autres pour familiariser les sujets à maintenir le regard sur le point de 
fixation central durant la tâche. 
 
Comme le fait remarquer Townsend en 1971 (cité par Wolfe, Cave, & Franzel, 1989 ; 
Townsend & Roos, 2004), les temps de réaction a eux seuls peuvent difficilement témoigner 
de l’existence de processus sériels et parallèles, ou de capacités limitées et illimitées du 
système attentionnel. En cela les variations des champs électriques sur le scalp, enregistrés 
simultanément à la réalisation de tâches attentionnelles, permettent d’améliorer nos 
connaissances quant à la dynamique fonctionnelle des mécanismes de sélection. Cette 
méthode d’analyse, associée à celles des temps de réaction, a permis d’améliorer 
considérablement nos connaissances concernant l’attention et son mode de fonctionnement 
ces dernières décennies, particulièrement pour l’attention visuo-spatiale. Le chapitre suivant 






3.3 Mesures électrophysiologiques 
 
A. INTRODUCTION A LA PROCEDURE ET AU MATERIEL D’ENREGISTREMENT 
 
L’appareil de mesure permettant l’enregistrement de l’activité électrique du cortex 
cérébral sur le scalp est appelé l’électroencéphalographe. Il permet d’enregistrer des 
électroencéphalogrammes (EEG). C’est le physiologiste Richard Caton qui réalisa le premier 
enregistrement sur des lapins puis des chiens en 1875 au moyen de fils électriques et de 
lanières reproduisant par jeux d’ombres sur un mur, les émissions électriques. C’est en 1929 
que le psychiatre Hans Berger décrit le premier EEG chez l’homme, différent en état d’éveil 
ou de sommeil. Le signal EEG, d’une centaine de microvolts d’amplitude seulement, n’a été 
observable que par l’enregistrement de fluctuations d’émissions électriques entre des paires 
d’électrodes. L’enregistrement EEG montre que les fluctuations du signal sont sans fin (sauf 
cas de mort cérébrale8). Cette apparence rythmique de l’EEG résulte de l’activation 
coordonnée de groupes de neurones, dont la somme des évènements synaptiques devient 
suffisamment importante pour être enregistrée en surface. Cependant, comme l’a remarqué 
Berger en son temps, les rythmes du signal changent et peuvent être corrélés à différents 
comportements comme l’éveil, le sommeil, l’épilepsie, etc.  
 
L’enregistrement d’un EEG se déroule de la façon suivante : 1. Le sujet s’assied 
confortablement sur le siège d’une pièce calme et peu éclairée ; 2. Le bonnet sur lequel les 
électrodes sont disposées est placé sur la tête du sujet, le gel conducteur est appliqué entre 
les électrodes et le scalp ; 3. L(es) électrode(s) de référence est choisie ; 4. L’impédance de 
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chaque électrode est contrôlée et optimisée afin d’être en dessous du seuil de 5 kΩ 9 ; 5. Le 
programme d’acquisition est lancé et l’EEG enregistré. 
 
La méthode est simple, indolore, non-invasive et relativement peu coûteuse en comparaison 
à d’autres techniques de neuroimagerie. Les électrodes, généralement recouvertes de 
chlorure d’argent (Ag-AgCl)10, sont appliquées sur le cuir chevelu avec un gel conducteur 
afin de diminuer la résistance du contact. Les électrodes sont placées à des endroits définis 
par le système international 10-20 (Figure 5) et reliées à des amplificateurs différentiels. 
Dans le système 10-20 la position d’une électrode est spécifiée par sa proximité avec des 
régions cérébrales (F pour frontal, C pour central, T pour temporal, P pour pariétal, O pour 
occipital) ainsi que sa position sur un plan latéral (vue du dessus, nez vers le haut : impair 
pour le côté gauche, pair pour le côté droit et accompagné de la lettre z pour la ligne 
médiane). Les positions sont calculées en terme de distances relatives (10 ou 20 pourcents) 
par rapport à deux axes principaux : l’axe antérieur - postérieur (du nasion à l’inion, le vertex 
est à mi-distance) et l’axe coronal (des points auriculaires gauche à droit, le vertex est à mi-
distance). Les électrodes complémentaires (jusqu’à 256 actuellement) sont positionnées en 
relation à ces positions principales. Notons que certains systèmes alternatifs sont apparus 
récemment afin d’augmenter la fréquence spatiale d’enregistrement (p.ex. Tucker, 1993), 
comme pour le système Geodesics, utilisé dans l’expérience 1 de ce travail, et présenté 
dans le chapitre correspondant. L’utilisation de bonnets élastiques sur lesquels sont pré-
positionnées toutes les électrodes permet d’avoir automatiquement une distance inter-
électrodes appropriée au système 10-20 dans un laps de temps restreint.  
 
                                                 
9
 L'impédance est la propriété du circuit à s'opposer au passage du courant, elle est notée Z et se mesure en Ohm (Ω). Pour 
l’enregistrement EEG, plus elle est basse et plus le rapport signal sur bruit est grand. Un signal enregistré à moins de 5 kΩ est 
considéré comme certifiant d’un rapport signal sur bruit satisfaisant. 
10
 Les électrodes Ag-AgCl sont les appropriées dans l’enregistrement EEG car elles permettent de minimiser les risques de 




Figure 5 : Positionnement des électrodes selon le système 10-20 International (Jasper, 
1958 cité par (Garcia Molina, 2004); dont est extraite la figure). 
 
Les méthodes d’enregistrement EEG spécifiques à chaque expérience de ce travail 
seront décrites aux chapitres correspondants. 
 
La ou les électrodes de référence doivent normalement être situées sur des zones 
présumées inactives ou des zones éloignées du signal d’intérêt pour une tâche donnée. 
Dans la Figure 5, deux électrodes de référence (A1 et A2) sont disposées sur chaque lobe 
des oreilles, ce qui signifie que la moyenne enregistrée sur ces deux sites sera soustraite au 
signal de chacune des électrodes dites actives. L’utilisation de la référence moyenne peut 
également être choisie, dans laquelle la moyenne de toutes les électrodes actives est prise 
comme référence. Cette méthode permet d’éviter toutes distorsions ou asymétrie du signal 
analysé et de faciliter la comparaison des résultats entre laboratoires. Il n’est donc pas rare 






Durant plusieurs décennies, le signal capté par chaque électrode était transcrit sur 
papier ; celui-ci est enregistré point par point en temps réel (par digitalisation, déterminée par 
l’expérimentateur dans les paramètres d’enregistrement) par un programme d’acquisition 
dans la plupart des laboratoires. Le taux d’échantillonnage de l’enregistrement doit être très 
élevé si l’on souhaite acquérir des données sur la présence de fréquences EEG élevées (la 
fréquence maximale sera de la moitié du taux d’échantillonnage selon le critère de Nyquist, 
(Nyquist, 1928). Pour une étude de potentiels évoqués, une résolution de la mesure de 1 
point par milliseconde (100 Hz) est amplement suffisante. En effet, les composantes ERP 
(voir chapitre correspondant) sont d’une durée de plusieurs centaines de millisecondes. 
 
B. NOTIONS D’ELECTROPHYSIOLOGIE 
 
 Activité neuronale et notion de dipôle 
 
Pour transmettre l’information à distance, le neurone utilise des signaux électriques 
qui se propagent le long de l’axone. Cette propagation n’est pas passive, sous peine de 
s’altérer avec la distance de par le manque de conductivité du cytosol11 de l’axone et le 
milieu conducteur environnant. L’impulsion nerveuse se transmet par la membrane 
neuronale, dont les propriétés permettent de transporter un type particulier de signaux, les 
potentiels d’action. Les potentiels d’action présentent des caractéristiques partagées par 
tous les axones du système nerveux de toutes les espèces animales. Le phénomène est 
actif, d’amplitude et de durée fixe. 
A l’état de repos, la différence de voltage12 entre le milieu intra- et extracellulaire 
représente une valeur stable de – 65 µV. Le potentiel d’action est un renversement 
                                                 
11
 Le cytosol est le liquide contenu à l’intérieur de la cellule, solution salée et riche en potassium (K+). 
12
 Le voltage, ou différence de potentiel, est la force exercée sur une particule chargée, et reflète la différence de charge entre 
l’anode (le pôle positif) et la cathode (le pôle négatif). Plus la différence est grande, mieux le courant passera. Le voltage se 
mesure en unités appelées volts (V). 
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transitoire de polarité de la membrane, d’un millième de seconde, durant lequel la face 
interne de la membrane devient positive par rapport à la face externe. Il est généré par une 
ouverture des canaux sodiques, permettant aux ions Na+ d’entrer subitement dans la cellule 
nerveuse et de dépolariser la membrane. Si la dépolarisation de la membrane dépasse un 
certain seuil, elle génère des potentiels d’action. L’ouverture des canaux ioniques peut être 
due à l’étirement de la membrane, dans le cas d’un neurone sensoriel par exemple, mais 
également produite par l’action de neurotransmetteurs dans le cas du système central, ou 
d’une micro-stimulation électrique dans le cadre de recherches en neurobiologie. L’état de 
repos est retrouvé après la sortie des ions K+ au travers des canaux potassiques 
dépendants du potentiel (Bear, Connor, A la découverte du cerveau). 
Le potentiel se propage le long de la membrane jusqu’aux terminaisons axoniques, et 
par là déclenche la transmission synaptique, chimique ou électrique, vers un neurone cible 
dit neurone postsynaptique. La plupart des neurones du système nerveux central ont la 
capacité de recevoir simultanément plusieurs milliers d’informations synaptiques, d’intégrer 
les informations afin de générer un signal simple : un potentiel d’action, appelé potentiel 
postsynaptique excitateur (PPSE). Ce potentiel correspond à l’unité neuronale de 
l’intégration de l’information par le système nerveux car il ne fait pas que transmettre le 
potentiel miniature précédemment décrit. En effet, les neurones ont la capacité de sommer 
plusieurs PPSE pour produire une dépolarisation postsynaptique significative et de multiplier 
le signal excitateur. Le PPSE peut ainsi être modulé ou inhiber, temporellement ou 
spatialement, pouvant atteindre plusieurs microvolts d’amplitude. Les fluctuations électriques 
mesurées à la surface du scalp sont le reflet de ces courants postsynaptiques (dendritiques) 
plutôt que de potentiels d’action axonaux (Allison, McCarthy, Wood, Williamson, & Spencer, 
1989). Les neurones peuvent être décrits en tant qu’oscillateurs de par le voltage se 
propageant le long de leur membrane cellulaire par le potentiel d’action (PA, rapide) et le 
potentiel post-synaptique (lent). Les potentiels de champ localisés (Local Fields Potentials en 
anglais, LFPs) proviennent des potentiels postsynaptiques succédant un input, inhibiteur ou 
excitateur (Excitatory and Inhibitory PostSynaptic Potentials en anglais, EPSP/IPSP), et 
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représentent la mesure des variations de voltage extracellulaire d’une population locale de 
neurones.  
D’autres conditions doivent être réunies pour que ce signal soit perceptible dans 
l’EEG. 
En effet, deux grands groupes de cellules nerveuses sont représentées au niveau du 
cortex cérébral: les cellules pyramidales et les cellules en étoile. Les cellules pyramidales 
constituent 80% de la masse totale du cerveau, et elles seules font office de dipôle électrique 
unitaire, de part leur forme caractéristique et leur configuration spatiale, perpendiculaire à la 
surface du cortex, axones afférents dirigés vers l’extérieur13. Lorsque l’axone afférent est 
activé (par une synapse), un courant légèrement positif se diffuse en direction du soma du 
neurone ainsi que dans son environnement extracellulaire. Pour une synapse inhibitrice, les 
ions rentrant dans la cellule postsynaptique étant des ions négatifs l’orientation du dipôle 
sera inversée (Connors, Bear, & Paradiso, 1997) 
 
 Unité neuronale et recherche visuelle 
 
L’observation la plus classique de l’effet de l’attention sur le fonctionnement cérébral 
au niveau cellulaire correspond à une réactivité accrue de neurones du cortex pariétal 
postérieur chez le primate (aire 7) ayant pour tâche de signaler l’apparition de stimuli 
périphériques sans déplacements oculaires (Bushnell, Goldberg, & Robinson, 1981; Gottlieb, 
Kusunoki, & Goldberg, 1998). Les régions pour lesquelles de tels mécanismes 
neurophysiologiques sont mesurés se situent sur la voie visuelle dorsale allant du cortex 
occipital au cortex pariétal. Il semble que plus la région concernée soit éloignée du 
traitement primaire de l’information, plus le phénomène de rehaussement est important 
(Colby, 1991). Un sous-ensemble de neurones de cette même région, l’aire intra-pariétale 
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latérale (LIP), a été reconnu comme  répondant uniquement aux stimuli pertinents à la tâche 
expérimentale à réaliser ou à ceux dont l’apparition est abrupte (Gottlieb, Kusunoki, & 
Goldberg, 1998). L’apparition simultanée de plusieurs stimuli en compétition produit des 
modulations de l’activité neuronale de V1 ainsi que de régions jalonnant les voies dorsale 
MT et MST et ventrale V2, V4 et IT (Reynolds, Chelazzi, & Desimone, 1999). Les résultats 
obtenus soutiennent le modèle « à compétition biaisée » (Duncan & Humphreys, 1989) selon 
lequel plusieurs populations de neurones s’activent simultanément et entrent en compétition 
les unes avec les autres (Desimone & Duncan, 1995). Le stimulus cible et les non-cibles 
partagent les mêmes activations de certains neurones de la partie antérieure du cortex 
inféro-temporal (IT) durant les 175 ms succédant l’apparition de l’essai (Chelazzi, Duncan, 
Miller, & Desimone, 1998; Chelazzi, Miller, Duncan, & Desimone, 1993). Lorsque l’attention 
est dirigée sur un stimulus parmi ceux simultanément proposés, alors la compétition est 
biaisée avant même son apparition et la réponse neuronale devient presque identique à celle 
mesurée pour ce même stimulus présenté isolément. 
 
 
C. LES ELECTROENCEPHALOGRAMMES 
 
 Signal enregistré 
 
Ce n’est que si des milliers de cellules corticales sont activées en même temps que le 
signal atteint une valeur suffisante et permet la formation de courants de conduction qui, tous 
additionnés, deviennent enregistrables à la surface du scalp. L’organisation en macro-
colonnes des cellules pyramidales (3 mm sur 3 mm environ) produisent un champ ouvert et 
par conséquent favorise ces mesures. Nous comprenons mieux pourquoi l’organisation des 
cellules en étoile ou des arrangements nodulaires concentriques de cellules comprises dans 
les structures sous-corticales (par ex. le thalamus) forment des champs dits fermés, et 
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empêche la production de courants de conduction (Lorente de No, 1947, cité par Coles, Ch. 
1, dans l’ouvrage Rugg & Coles, 1995) enregistrables en surface. Notons que suite au 
surdéveloppement phylogénétique des lobes cérébraux, le cortex humain forme de 
nombreux plis et circonvolutions sous la boîte crânienne, et que les cellules pyramidales ne 
sont pas systématiquement positionnées perpendiculairement à la surface du scalp. 
L’orientation perpendiculaire (radial) des dipôles par rapport au scalp produit un champ soit 
positif soit négatif unitaire, alors que les dipôles parallèles (tangentiels) forment un champ à 
extrémités négative et positive détectées par les électrodes de surface. La propagation des 
courants vers la surface est totalement dépendante de la conductance des tissus traversée, 
en l’occurrence les méninges, le liquide céphalo-rachidien, la dure-mère, la pie-mère ainsi 
que la boîte crânienne et le scalp. Le signal mesuré en surface subit des distorsions par 
rapport à la source, distorsions faisant l’objet de calculs complexes, également appelé le 
problème de solution inverse, si une localisation des dipôles est recherchée. La localisation 
de source n’étant pas utilisée dans nos travaux, ce sujet épineux ne sera pas abordé dans 
ce chapitre. 
 
 Perturbations EEG 
Dans le cadre de l’électroencéphalographie, le signal correspond aux fluctuations de 
voltage attribuables à l’activité endogène cérébrale du sujet alors qu’une perturbation 
correspond à tous les signaux générés par d’autres sources. Les artefacts sont 
généralement considérés comme étant des perturbations produites par le sujet (par ex. les 
mouvements oculaires). Il est important de connaître et de pouvoir identifier les perturbations 
présentes dans les EEG afin de les éliminer du contingent des données utilisées pour les 








Figure 6 : Présentation des signaux EEG tels qu’ils peuvent être enregistrés, propre ou 
contenant des perturbations (colonne de gauche) ainsi que la puissance de densité 
spectrale (PSD) qui leur correspond (colonne de droite). (a) EEG propre enregistré en 
électrode T3. (b) Signal EEG sur l’électrode O1, perturbé par des interférences 
électromagnétiques de 50 Hz. (c) Signal enregistré sur Fp1 contenant un mouvement 
oculaire (à gauche) et un clignement des yeux (à droite). Le PSD correspondant montre 
une forte représentation de la bande thêta (4-8 Hz). (d) Signal EEG de l’électrode T3 
contenant un artefact dû à une activité musculaire. Le PSD de ce signal montre un rang 
étendu de fréquences, concentré autour de la bande bêta (13-30 Hz). (Figure 3.3. et 
légende de la thèse de G.N. Garcia Molina, 2004). 
 
 
- Les interférences électromagnétiques (Figure 6 (b)) : Le matériel environnant peut 
produire des interférences de 50 Hz (60 Hz aux USA) de fréquences dans les EEG.  
 
- Les mouvements oculaires et les clignements des yeux (Figure 6 (c)) : Les 
mouvements des yeux et les clignements des yeux produisent des signaux de grande 
amplitude (au-delà de 100 µV pour les clignements par exemple) et de basses fréquences, 
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principalement sur les électrodes frontales. Ces artefacts sont contrôlés au mieux dans la 
plupart des protocoles (consigne et point de fixation), et éliminés du signal si ça ne suffit pas 
(algorithme PCA pour les clignements, ou rejet des segments en contenant). 
 
- Les activités musculaires (Figure 6 (d)) : Plusieurs groupes de muscles peuvent être 
à l’origine de perturbations du signal EEG, mais principalement ce sont les muscles faciaux 
et de la nuque qui sont le plus représentés. Ils produisent une large étendue de fréquences 
ce qui rend leur élimination impossible, et ce sur plusieurs sites (temporaux si la mâchoire 
est serrée, frontaux si le front est plissé, occipitaux si le sujet a des tensions musculaires 
dans la nuque, etc.). 
 
 
D. LES RYTHMES EEG 
 
 Origine 
Les rythmes cérébraux sont principalement générés de deux façons, l’une étant 
l’existence d’un neurone pacemaker, excitant les autres neurones rythmiquement, l’autre 
étant basée sur les coopérations de neurones corticaux, qui même si individuellement 
incapables de générer un rythme, peuvent coordonner leurs activités par connexions 
excitatrices et inhibitrices de telle manière à former un réseau doté des propriétés d’un 
pacemaker. Ce cas de figure est appelé oscillateur neuronal (Windhorst & Johansson., cités 
par Garcia Molina, 2004). Ces oscillateurs ont leur propre fréquence de décharge, 
dépendante de leur connectivité interne, dont la synchronie peut résulter de source 
endogènes (effort cognitif par ex.) ou de source exogène (stimulation sensorielle par ex.). 
Les variations périodiques des LFP (Local Field Potentials, voir chapitre précédent), ou 
oscillations, représentent les régularités d’inputs des neurones individuels. 
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Les oscillations cérébrales ainsi que leurs synchronisations peuvent donc être 
décrites selon une modélisation mathématique décrivant cette dynamique générale du 
neurone (FitzHugh, 1961) couplant les activités rapides (potentiel d’action) et lentes 
(potentiels post-synaptiques). La modélisation du fonctionnement oscillatoire de groupes de 
neurones, eux-mêmes oscillateurs, peuvent représenter un oscillateur de deuxième ordre 
avec une amplitude d’oscillation dépendant du nombre d’oscillateurs individuels dont le 
groupe est constitué. Des fréquences delta, thêta, alpha, bêta et gamma, similaires à celles 
observées dans le cerveau réel émergent spontanément de ce type de modèle, relativement 
aux propriétés du réseau (Protopapas et al., 1998; Ward, 2002 ). 
 
 
 Les principaux rythmes 
 
Les principaux rythmes EEG sont classifiés selon leur rang de fréquence de la façon 
suivante : delta, 1-3Hz ; thêta, 4-7 Hz ; alpha, 8-13 Hz ; bêta, 14-30 Hz ; gamma, 30-80 Hz ; 
rapides, 80-200 Hz ; ultrarapides, 200-600 Hz (Schnitzler & Gross, 2005). Chacun d’entre 
eux peut être distingués dans ses dynamiques intrinsèques, la localisation de sa source 
cérébrale ainsi que dans sa relation à certains actes cognitifs ou moteurs. 
Traditionnellement, les rythmes de hautes fréquences (bêta et gamma) et de basses 
amplitudes sont associés aux états de vigilance et d’éveil alors que les rythmes de basses 
fréquences (delta, thêta et alpha) et de fortes amplitudes correspondent aux phases de 
repos. La raison en est la suivante : pour une tâche cognitive donnée, chaque neurone 
individuel ou petit groupe de neurone est impliqué dans différents aspects. La 
synchronisation de leurs signaux est donc faible, et l’amplitude sur le scalp moindre. Au 
contraire lors de sommeil lent par exemple, les neurones ne sont pas impliqués dans un 
traitement particulier et beaucoup sont périodiquement stimulés par un même flux lent et 




Une des questions les plus passionnantes de ces dernières années concerne la 
fonction de telles ondes cérébrales. En effet, de récentes interprétations concernant les 
rythmes cérébraux offrent de nouvelles perspectives de compréhension du fonctionnement 
cérébral comme par exemple les décharges synchrones entre 20 et 80 Hz de neurones 
impliqués dans une même reconnaissance d’objet (Gray, Konig, Engel, & Singer, 1989) ou 
les interrelations existantes entre différentes bandes de fréquences dans l’exécution de 
certaines opérations cognitives (Vazquez, Vaquero, Cardoso, & Gomez, 2001).  
En 1989, Gray et al. proposent, suite à des enregistrements intracellulaires du cortex 
visuel chez le chat, que certaines assemblées de neurones synchroniseraient leur activité 
neuronale oscillatoire afin de permettre l’émergence d’une perception cohérente. Depuis les 
années 90, cette hypothèse est confortée par de nombreux travaux chez le singe et 
l’homme, pour des synchronisations localisées (entre neurones ou entre aires visuelles par 
ex.) ou distribuées entre aires éloignées comme le montrent Varela et coll. en 2001 (Varela, 
Lachaux, Rodriguez, & Martinerie, 2001). Actuellement, la synchronisation des oscillations 
neuronales relative à une tâche est admise par le plus grand nombre comme étant la façon 
dont le cerveau réalise l’intégration de toutes les activités d’informations distribuées 
(parallèles) permettant une cognition et un comportement cohérent à large échelle (Varela et 
al., 2001), tels que mémoire, attention, prise de décision, contrôle moteur et conscience 
(Nuñez, 2000).  
Le signal EEG est riche en informations de par la mesure directe de l’activité 
postsynaptique qu’il représente ; contrairement à l’imagerie par résonance magnétique 
fonctionnelle ou la tomographie par émission de positons, sensibles à une activité cérébrale 
indirecte, métabolique ou hémodynamique. L’EEG est essentiellement utilisé dans le 
diagnostic de certains états pathologiques comme les crises d’épilepsie, et dans la 
recherche, spécialement dans l’étude du sommeil.  
La synchronisation de l’activité EEG avec l’apparition d’un signal (stimulus ou acte 
moteur), permet d’inférer de certains fonctionnements cérébraux lui étant relatifs. C’est ce 
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couplage d’informations EEG avec les stimuli ou réponses motrices du paradigme de 
recherche visuelle qui sera utilisé dans nos expériences. 
 
 
E. EVENT-RELATED POTENTIALS (ERP) 
 
 
Imaginons que l’on présente un stimulus à un sujet alors que l’on procède à 
l’enregistrement de son électroencéphalogramme (EEG). La détermination d’une portion 
d’EEG alignée par rapport à l’apparition du stimulus (time-locked en anglais) est possible, 
par exemple 100 ms avant et 1000 ms après sa présentation. Au sein de cette portion 
d’EEG, également appelée segment ou epochs en anglais, doit exister un changement de 
voltage relatif à la réponse cérébrale du sujet face au stimulus. Durant plusieurs décennies, 
cette variation de voltage fut appelée potentiel évoqué, PE en abrégé (evoked potentials en 
anglais). Au terme « évoqué » sous-tendait l’idée que les variations mesurées n’étaient 
constituées que de réponses produites par le stimulus. Il est à présent accepté par tous 
qu’au moins certaines de ces réponses soient attribuables à l’engagement psychologique du 
sujet, d’où l’utilisation préférée d’ Event-Related Potential en anglais (ERP), que l’on pourrait 
traduire par « potentiel relatif à l’évènement », plus neutre. La terminologie française exacte 
m’étant inconnue, l’abréviation ERP sera utilisée tout au long de ce travail. 
Les changements de voltage des ERP sont de faibles amplitudes, de l’ordre de 
quelques microvolts, en comparaison à celles de l’EEG, d’une centaine de microvolts, dans 
lesquelles ils sont inclus. Pour cette raison, des techniques de traitement du signal sont 
nécessaires afin d’extraire le signal d’intérêt de l’EEG. Si celui-ci se rapporte aux fréquences, 
une transformée de Fourier peut être appliquée au signal EEG brut ; dans le cas des ERP, la 
méthode la plus courante est celle de la simple moyenne.  
Nous l’avons vu, sauf dans le cas de mort cérébrale, le cerveau est en constante 
activité. Il est toutefois bon de signaler que l’activité cérébrale de fond, parfois considérée 
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comme étant du bruit de par son aspect aléatoire, peut toutefois être l’objet d’analyses non 
linéaires et fournir de précieuses informations (Faure & Korn, 2001), par exemple grâce à 
l’estimation de la régularité du signal chez des sujets sains comparée à celle de sujets 
atteints de démence d’Alzheimer. La régularité du signal cérébral « spontané », estimée au 
travers de son entropie14 par exemple, est plus élevée pour le groupe de patients que pour 
celui des sujets sains (Abàsolo, Hornero, Espino, Alvarez, & Poza, 2006). Ce type 
d’analyses laisse présager de l’avancée que l’analyse non-linéaire du signal cérébral dans 
son intégralité peut apporter. Cette activité « spontanée » du cerveau est, dans les études 
que nous allons décrire plus loin, à distinguer du signal d’intérêt, lié expérimentalement à 
l’exécution d’une certaine tâche. 
Le calcul de la méthode ERP implique l’enregistrement de nombreux segments EEG, 
tous alignés temporellement par rapport à un même évènement ou à un même type 
d’évènements répétés, segments qui sont ensuite moyennés point par point sur l’axe du 
temps. Le résultat de ce calcul fournit un simple vecteur de valeurs représentant l’activité 
moyenne correspondant à l’évènement, en chaque point de mesure, la moyenne ERP. Cette 
méthode implique l’acceptation du postulat suivant : toutes les activités EEG non-reliées à 
l’évènement, et donc de variabilité aléatoire, représentent des artefacts à éliminer. Ce bruit 
de fond pourra être atténué, et ainsi optimiser le rapport signal-sur-bruit, par le calcul de la 
moyenne de plusieurs segments (au moins 30), si le signal brut ne dépasse pas ± 50 µV 
d’amplitude (Picton et al., 2000). Les moyennes ERP correspondent aux variations 
communes à tous les évènements définis par le protocole et la comparaison entre conditions 
expérimentales devient possible. 
Notons toutefois que cette méthode, et plus particulièrement sa conception de 
l’activité cérébrale comme étant du bruit de fond, ne fait pas l’unanimité parmi les chercheurs 
dans le domaine, et ceci depuis plusieurs décennies (Brandt, Jansen, & Carbonari, 1991; 
Makeig et al., 2002; Sayers, Beagley, & Henshall, 1974). Ses détracteurs suggèrent que les 
                                                 
14
 L’entropie est une quantité physique permettant d’estimer le degré de désordre d’un système. Par exemple, plus une suite 
de données est aléatoire, plus son entropie sera grande. 
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fluctuations des moyennes ERP sont le résultat d’altérations dans la synchronisation du 
signal neuronal, et ne reflètent que le réalignement, induit par le stimulus, de la phase des 
oscillations des champs de potentiels. Bien que nos expérimentations s’inscrivent dans le 
cadre traditionnel de la méthode de la moyenne ERP, les perspectives offertes par d’autres 
approches telles que celle d’analyses temps – fréquence du signal EEG seront abordées en 
partie expérimentale 4. 
 
 Les composantes ERP et leurs mesures 
 
La description des ERP se fait par décomposition des différentes « composantes » de 
l’ondulation du signal moyen. Elle repose sur le principe d’une inférence 
psychophysiologique consistant à attribuer à chaque composante un rôle fonctionnel 
particulier (Donchin, 1977). Une composante est décrite dans sa polarité (par rapport à un 
niveau de référence), son rang de latence d’apparition (par rapport à un évènement), son 
amplitude et sa topographie (distribution des champ sur le scalp), traditionnellement par 
rapport à l’apparition d’un stimulus, ainsi que sa sensibilité aux manipulations 
expérimentales. La nomenclature la plus utilisée consiste à indiquer par une lettre la polarité 
de la composante (P pour positif et N pour négatif), suivie de sa latence moyenne en 
millisecondes (P100 pour indiquer une positivité à 100 ms après le stimulus). Le rang 
d’apparition d’une composante par rapport aux composantes de même polarité peut 
également être rencontré dans la littérature (P1 pour indiquer la première composante 
positive à compter du stimulus par ex.). 
Suite à l’observation de leur sensibilité à certaines manipulations expérimentales, les 
composantes ERP sont décrites comme exogènes ou endogènes dès 1965 par Sutton et 
collaborateurs (Sutton, Braren, Zubin, & John, 1965). Les composantes exogènes, de 
latences précoces (200 premières ms après le stimulus), sont associées aux réponses 
directement liées aux caractéristiques physiques du stimulus (tonalité d’un son par ex.). Les 
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composantes endogènes reflètent en revanche des étapes de traitement, non seulement 
plus tardives (généralement plus de 200 ms après le stimulus), mais pour lesquelles une 
influence d’autres facteurs tels que ceux préconisés par la tâche expérimentale ou la 
probabilité d’occurrence du stimulus existe. 
 
Les principaux effets de l’attention visuo-spatiale sur les ERP se mesurent par des 
modulations de potentiels de composantes visuelles (Hillyard, Hink, Schwent, & Picton, 
1973). Une négativité apparaissant entre 250 et 300 ms post-stimulus, appelée composante 
N2pc, semble toutefois être spécifique à certains mécanismes attentionnels. Voici une 
présentation des composantes visuelles principales et les effets que l’attention sélective et 
son orientation produisent (Figure 7 page 70; C1, P1, N1, N2, N2pc, P300). 
 
 
 Apports des ERP à l’étude de l’attention 
 
Une façon directe de déterminer le moment de l’intervention des processus 
attentionnels est d’examiner les ERP produits par un stimulus lorsqu’il est attendu ou non 
attendu. Le paradigme expérimental le plus utilisé par les protocoles ERP sur l’attention est 
le paradigme d’amorçage. Ses effets comportementaux sont robustes et la manipulation de 
l’attention visuelle est aisée. La dissociation des deux courbes permet d’inférer de la 
temporalité de l’intervention de l’attention, précoce (Figure 7; composantes C1, P1) ou 
tardive (composante P300). De plus les informations fournies par la comparaison de 
composantes peuvent également témoigner de l’action discrète (sur P1 uniquement) ou 
continue de l’attention (toutes les composantes à partir de P1). Bien sûr, il faut garder à 
l’esprit de la difficulté à interpréter l’absence de différences entre deux potentiels ERP (Rugg 
& Coles, 1995). Non seulement les ERP ne représentent que partiellement l’activité 
cérébrale qu’une tâche engendre, de plus, un pattern identique sur le scalp peut très bien 
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être généré par différents dipôles (alors que le contraire n’est pas valable : deux patterns 
différents sur le scalp sont forcément le résultat de l’activité de deux dipôles distincts). 
 
 
 Les composantes précédant un évènement 
 
- Bereitschaftspotential (Readiness Potentials en anglais) 
 
Cette négativité lente et progressive a été mise en évidence par l’étude de Kornhuber 
et Deeke en 1965 (Kornhuber & Deecke, 1965). Elle précède la production de mouvements 
volontaires, et est maximale sur les sites centraux, controlatéraux à la réponse motrice 
(main, bras, doigt). Par exemple, pour une réponse donnée avec le pouce droit, les 
potentiels de C3 (électrode centrale gauche) deviennent de plus en plus négatifs, déjà 1000 
ms précédant le mouvement, pour atteindre leurs minima au moment même de l’exécution 
de ce dernier. A l’inverse, une réponse du pouce gauche produira une négativité progressive 
mais sur l’électrode C4 (électrode centrale droite) cette fois. Les potentiels retrouvent 
brusquement leur amplitude initiale, en une centaine de ms environ, une fois la réponse 
effectuée. La latéralisation de cette composante est isolée par la soustraction de l’activité 
ipsilatérale à la réponse (C3 pour réponse gauche, C4 pour réponse droite) à celle 
controlatérale (C3 pour réponse droite, C4 pour réponse gauche) et est appelée LRP 
(Lateralized Readiness Potentials en anglais, (Coles, 1989). Une durée fixe sépare le LRP 
qui atteint un certain seuil d’amplitude (µV) et l’exécution de la réponse motrice. 
Cette composante est reconnue comme étant liée à la préparation motrice. Nous 
nous attendons donc à sa présence dans les expériences de ce travail pour lesquelles une 
analyse des potentiels alignés sur la réponse ou contenant une réponse sera effectuée. Il a 
été également démontré que la variabilité des temps de réaction peut être expliquée par la 
variabilité de la taille des LRP précédant l’apparition des stimuli, et par conséquent du degré 
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de préparation de la réponse avant que le stimulus n’apparaisse (Coles, 1997). Dans le 
même ordre d’idée, l’activité mesurée pour la bande de fréquence bêta dans une période 
pré-stimulus semble être corrélée avec la rapidité des temps de réaction (Gladwin, Lindsen, 
& de Jong, 2006). 
 
- The Contingent Negative Variation (CNV) 
 
Composante décrite comme indicatrice d’une attente anticipatoire (ou préparatoire), 
elle est observée pour la première fois en 1964 par Walter et coll. (Walter, Cooper, Aldridge, 
McCallum, & Winter, 1964) dans l’intervalle d’une seconde séparant deux présentations de 
stimuli, la seconde nécessitant une réponse motrice de la part des sujets. Tout comme les 
Bereitschaftspotenial, il s’agit d’une déflection lente, progressive et négative atteignant son 
minimum lors de l’apparition du second évènement. Sa distribution est cependant décrite 
comme étant fronto-centrale. Il est admis aujourd’hui que la CNV est en réalité la contraction 
de deux composantes distinctes, toutes deux négatives, observables en accentuant 
l’intervalle entre les deux stimulations (6 et 15 s en 1974 dans l’étude de Loveless et 
Stanford par ex.). L’une peut être associée au Bereitschaftspotential décrit plus haut, à 
l’anticipation de la réponse, l’autre à l’anticipation, la préparation à l’arrivée du stimulus 
(Stimulus-Preceding Negativity, SPN ; Brunia, 1999). La SPN peut durer quelques secondes, 
et sa distribution est plus importante sur les électrodes de latéralisation droite que gauche. 
Cette notion de préparation au traitement d’information sensorielle peut être rattachée 
à celle d’attention telle que manipulée par le paradigme d’amorçage notamment. Notons que 
la SPN n’est pas systématiquement mesurée lorsque le stimulus attendu n’est pas associé à 
la production d’une réponse motrice (pour discussion voir Harter & Anllo-Vento, 1991; 
Rohrbaugh & Gaillard, 1983 ; ou Simons, 1988), ouvrant le débat sur la relation que peuvent 





 Les composantes succédant à un évènement visuel  
 
Toutes les modalités sensorielles sont associées à des réponses ERP particulières, 
reportant l’arrivée de l’information au cortex sensoriel correspondant. Pour certaines telle 
que la modalité auditive, les premières déflections mesurées sur le scalp apparaissent à 
peine une dizaine de millisecondes après la stimulation et reflètent une activation sous-
corticale. Pour la modalité visuelle, et probablement en lien avec l’organisation en « champ 
fermé » des relais sous-corticaux de la vision (les corps genouillés latéraux, structures du 
thalamus réceptrices des fibres optiques, par ex.), les premières manifestations mesurables 
sont les arrivées au cortex visuel primaire (composante C1, Figure 7). 
Figure 7 : Exemple d’ERP visuels mesurés 
sur une électrode (non spécifiée, 
probablement postérieure). La nomenclature 
utilisée pour décrire une composante ERP 
est simple : la première lettre (N ou P) décrit 
sa polarité et un chiffre son ordre 
d’apparition à partir de l’apparition du 
stimulus. Parfois le chiffre peut être 
remplacé par la latence exacte de la 
composante, comme pour N1, également 
notée N170. Relevons que pour la première 
composante, la lettre C est utilisée car elle 
peut être soit positive, soit négative, selon la 
correspondance de V1 qui est activée 




- La composante C1 
 
La première composante visuelle, C1 (ou NP80, ou N70), apparaît 80 ms après un 
stimulus et sa distribution est pariéto-occipitale. Elle n’est pas connue pour être modulée par 
l’attention (Martinez et al., 1999), elle est par contre sensible à la position des stimuli. En 
particulier, elle s’inverse selon que la stimulation concerne la moitié supérieure ou inférieure 
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du champ visuel (Mangun, Hillyard & Luck, 1993), ce qui n’est pas observé pour des 
composantes plus tardives. Cette sensibilité à une position haute ou basse des stimuli est 
attribuée à l’activation de population de neurones du cortex strié, dont la particularité est de 
tapisser l’intérieur de la scissure calcarine (champ visuel supérieur fond inférieur de la 
scissure, champ visuel inférieur fond supérieur de la scissure), inversant l’orientation des 
dipôles. 
 
- La composante P1 (ou P100) 
 
La composante P100, ou P1, suit directement C1 et est également une composante 
exogène. De distribution occipitale, son amplitude et sa latence peuvent varier en fonction 
des attributs visuels des stimuli, tels que la fréquence spatiale ou le contraste par exemple, 
mais elle apparaît entre 80 et 130 ms post-stimulation visuelle. Très étudiée, sa source est 
localisée dans le cortex extra-strié ventro-latéral (a18 / a19 de Broadmann, dipôles en Figure 
8), soit représentative d’un traitement précoce de l’information visuelle (Mangun, Buonocore, 
Girelli, & Jha, 1998; Mangun et al., 2001). Elle est sensible à l’engagement de l’attention, si 
celui-ci est l’objet d’un amorçage vers ou sur une position spatiale particulière, comme dans 
le paradigme de Posner (voir chapitre de description des paradigmes expérimentaux). Aux 
essais valides correspond une P100 plus ample en comparaison des essais non valides 
alors qu’aucune différence d’amplitude n’est mesurée entre les P100 des essais valides et 
neutres (Mangun & Hillyard, 1991 ;  Luck, Hillyard, Mouloua, Woldorff, Clark, & Hawkins, 
1994). Ces résultats suggèrent que le coût comportemental existant entre essais valides et 
neutres n’est pas de même nature que celui mesuré entre les essais neutres et non valides ; 
les essais non valides se distinguant des neutres plus précocement que les neutres des 
valides. 
Récemment il fut démontré que l’attention emprunterait différents mécanismes selon 
que les systèmes parvo- ou magnocellulaire seraient engagés (Di & Spinelli, 1999). 
L’attention portée sur des stimuli variant en luminance produit des différences de latence et 
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d’amplitude sur la P1, alors que la même tâche portant sur des stimuli chromatiques ne fait 
varier que son amplitude. 
 
Figure 8 : Résultats de l’étude de (Mangun et al., 2001) combinant les résultats ERP 
mesurant des composantes P1 et N1 plus marquées pour les stimuli attendus que pour les 
non attendus avec ceux mesurés par tomographie par émission de positons (PET) 
transposées sur les scanners structurels (IRM) de la population testée. Une augmentation 
du flux sanguin du cortex visuel dans l’hémisphère controlatéral à la direction de 
l’attention est mesurée (en pourpre, maxima des effets PET). Les dipôles correspondant à 
P1 sont représentés par des cercles (blancs pour les dipôles controlatéraux), avec une 
barre indiquant l’orientation présumée. 
 
 
- La composante N1 (ou N170) 
 
Cette négativité mesurée de 120 à 180 ms en réponse à un stimulus visuel est de 
distribution pariétale et semble très sensible aux manipulations expérimentales de l’attention. 
Elle est considérée comme le reflet de l’activité de plusieurs processus cérébraux, se 
superposant en topographie et dans le temps. Depuis plusieurs décennies, les études ERP 
reportent qu’attendre un stimulus produit une négativité massive allant de ~120 ms à ~ 300 
ms par rapport à son ignorance (Harter, Aine, & Schroeder, 1982). L’amplitude de N1 
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augmente pour la portion du champ visuel ou pour l’objet attendus par rapport à ce qui est 
non attendu (Mangun et al., 2001 ; Vogel & Luck, 2000 ; Nobre, Sebestyen & Miniussi, 
2000). 
Les résultats d’études ERP telles que celle menée par Luck et coll. (Luck et al., 1994) 
ont permis d’affiner notre compréhension des patterns de temps de réaction observés dans 
le paradigme de Posner, et par conséquent notre connaissance du fonctionnement de 
l’attention. En effet dans cette étude, l’amplitude de la N1 est identique dans les essais 
neutres et non valides, alors qu’elle est plus importante pour les essais valides. La N1 
reflèterait par conséquent le bénéfice que représente la validité d’un essai, celui de voir 
apparaître la cible là où est positionnée l’attention. 
Pour les auteurs, les effets de l’attention sur la P1 et la N1 témoignent d’un 
fonctionnement discret de l’attention sur les étapes de traitement : augmentation des 
amplitudes de la P1, invoquée par la suppression de l’information non pertinente, et celle de 
la N1, associée au gain du stimulus attendu. Leurs résultats appuient les théories de 
sélection précoce de l’attention, dans lesquelles les stimuli non-pertinents sont écartés au 
bénéfice des pertinents dès les premières étapes de traitements.  
 
- La composante N2pc 
 
Les résultats de nombreux protocoles reportent la présence d’une négativité 
postérieure controlatérale à un élément latéralisé dans le rang de latence de la N2, sans que 
ce dernier soit amorcé de quelques manière que ce soit (Coquery, 1977; Harter, Aine, & 
Schroeder, 1982; Picton & Hillyard, 1974). Ces effets étaient, que ce soit en modalité 
auditive ou visuelle, considérés comme une réaction à un élément inattendu, amenant 
l’attention sur sa position. Les premiers à s’intéresser de près à ce phénomène sont Luck et 
Hillyard en 1990 (Luck & Hillyard, 1990). Cette négativité, qu’ils nomment N2pc (latence de 
la N2 - postérieur – controlatéral), est le résultat d’un calcul de potentiels mesurés sur des 
sites latéralisés. Il s’agit de la moyenne des ERP controlatéraux aux hémichamps visuels 
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contenant un élément d’intérêt, en comparaison à la moyenne des ERP ipsilatéraux aux 
hémichamps visuels contenant un élément d’intérêt. Les deux courbes correspondantes se 
distinguent par une négativité plus marquée pour la courbe moyenne controlatérale que pour 
celle ipsilatérale entre 200 et 300 ms post-stimulus sur les sites postérieurs, maximale sur  
les électrodes P3 et P4. Son interprétation est toujours à ce jour source de débats 15 après 
sa mise en évidence, mais son lien direct avec la latéralisation naturelle (non amorcée) de la 
focalisation de l’attention dans l’hémichamp visuel droit (HVD) ou dans l’hémichamp visuel 
gauche (HVG) est indéniable. En 1982, Harter et al. attribuent la négativité dans cette 
fenêtre temporelle au type de stimulus attendu à une certaine position en particulier, alors 
que l’effet correspondant de la fenêtre précédente (de 125 à 222 ms) serait uniquement 
relatif à sa position spatiale. 
 
Notons que pour certains, les caractéristiques de la composante N2pc confirment le 
fonctionnement sériel de l’attention de par sa correspondance avec le filtrage attentionnel tel 
que le décrit Treisman et Gelade en 1980. Certains indices vont dans ce sens, comme par 
exemple le fait que cette négativité soit plus importante pour une cible de recherche 
conjonctive que pour une cible de traits simples (Luck, Girelli, McDermott, & Ford, 1997), ou 
qu’elle puisse être mesurée deux fois de suite dans le même ERP lorsque deux cibles sont 
présentées en simultané dans les deux hémichamps visuels (Woodman & Luck, 1999). Son 
interprétation en tant que représentation de filtre attentionnel est cependant à nuancer 
depuis les résultats obtenus par Eimer en 1996 : La composante N2pc est également 
mesurée pour une cible lorsqu’elle n’est accompagnée que d’une seule non cible, même si 
cette dernière est dans l’hémichamp visuel opposé à celui de la cible. Un lien direct entre 
cette composante et la sélection attentionnelle de stimuli pertinent pour une tâche 
déterminée n’est par conséquent pas à exclure (Eimer, 1996). Ainsi, même si la composante 
N2pc est actuellement sans conteste considérée comme témoignant de l’orientation des 
mécanismes attentionnels vers un stimulus pertinent parmi des distracteurs, sa 
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représentativité de sélection de l’information pertinente ou filtre de l’information non 
pertinente, n’est pas établit. 
La comparaison des effets de l’attention sur P1 et N1 en situation d’amorçage avec 
ceux sur N2 comme la N2pc amène à émettre l’hypothèse que les mêmes mécanismes 
interviennent dans les deux rangs de latence, mais plus précocement lors de situation 
d’amorçage qu’en recherche (van der Lubbe & Woestenburg, 2000). Coquery (1977) par 
exemple pense également que la nature des deux mécanismes ne se différencie pas, 
excepté le fait que d’être attentif à une portion du champ induit que l’attention soit concentrée 
sur les structures impliquées dans le décodage du message attendu. Ainsi selon lui, 
l’attention pour un stimulus attendu a le même effet que la répétition de l’attention sur des 
stimuli non attendu. Ce point de vue complèterait celui de Harter et coll. (1982) concernant 
une sélection spatiale précédant de quelques centaines de millisecondes celles des traits. 
 
 
- La composante P300 (ou Late Positivity Complexes, LPC) 
 
La composante P300 figure parmi les plus manipulées des composantes ERP. 
Typiquement mesurée pour les paradigmes « oddball »15 dès le milieu des années 60 
(Sutton, Braren, Zubin, & John, 1965), en modalité visuelle ainsi qu’auditive, cette large 
positivité est distribuée sur les électrodes pariétales sous sa forme la plus connue, nommée 
P3b, distincte de la P3a, plus antérieure. Plus la présence de stimuli non fréquents est rare 
dans le flot de présentation de stimuli fréquents, plus l’amplitude de la P300 est grande. 
Cette composante, bien qu’affublée de l’indication 300 (sous-entendu 300 ms) a la 
particularité d’une grande variabilité dans sa latence, pouvant aller jusqu’à 1000 ms post-
stimulus. Certains la considèrent en tant qu’indicateur du rafraîchissement de la mémoire de 
travail (Donchin, 1977), mais elle peut également être mise en relation avec certains 
                                                 
15
 Le paradigme « oddball » (dont la traduction pourrait être « excentrique ») consiste à présenter un stimulus rare parmi un 
flot continu de stimuli semblables. 
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mécanismes de l’attention. En effet, et ceci plus particulièrement pour la P3b, une amplitude 
plus importante est mesurée pour des conditions à haute charge attentionnelle (Hillyard, 
Hink, Schwent, & Picton, 1973). 
Pour une tâche d’attention visuo-spatiale proche du paradigme de Posner, l’utilisation 
de la décomposition linéaire du signal ERP en composantes indépendantes (Independant 
Component Analysis, ICA ; Bell & Sejnowski, 1995), a permis de décrire que quatre sous 
composantes superposées en temps et en topographie forment la P300 (Makeig, 
Westerfield, Townsend, et al., 1999). Il est donc plus approprié de parler de complexes de 
positivité tardive (LPC pour Late Positive Complexes) pour décrire ce qui fut autrefois 
nommé P300.  
La mise en évidence d’une composante fronto-pariétale, la P3f, corrélée à la rapidité 
de réponse des sujets lorsque la cible apparaît à une position attendue a pu être mise en 
évidence. La P3f apparaît 140 ms après l’apparition du stimulus cible et disparaît environ 60 
ms après les TR. Sa particularité est d’être précoce (dès le pic de la composante N1), d’être 
sélectivement évoquée par les cibles, et la positivité fronto-pariétale qui la caractérise est 
accompagnée de négativités pariétales bilatérales. Makeig et coll. (Makeig, Westerfield, 
Townsend, et al., 1999) rapprochent les spécificités de la P3f avec les découvertes de 
l’activation d’aires frontales et pariétales bilatérales chez l’homme, communes aux 
déplacements à couvert et manifeste de l’attention (Corbetta, Akbudak, Conturo, Snyder, 




Figure 9 : A. Illustration des trois composantes, P3f (f pour frontal), P3b et Pmp (post 
motor potential) isolées par l’analyse de décomposition linéaire du signal ERP de la 
composante P300 effectuée par Makeig et al. en 1999. La P3f ainsi que la Pmp varie en 
relation avec la rapidité de réponses des sujets (RT médians à la flèche). B.  
Représentations topographiques de trois composantes isolées par leurs analyses. Notons 
la ressemblance de la P3f avec la composante N2pc de la figure précédente, en sa 




La sous-composante P3f est suivie de la très ample P3b, maximale sur les sites 
postérieurs durant la production motrice ainsi que la Pmp (PostMotor Potential), qui devient 
maximale 200 ms environ après la réponse motrice. Notons que parmi ces composantes, 
deux sont sensibles en amplitude et en latence à la rapidité de réponse des sujets (TR 
médians ~350 ms) : la composante P3f (f pour frontal) en latence et en amplitude, et Pmp en 
latence. Une quatrième composante est identifiée par cette étude, composante invoquée par 





n’est nécessaire (Pnt pour non target Positivity). Cette apparition de distracteur (un rond au 
lieu du carré cible) est intercalée entre les présentations de l’amorce et de la cible du 
paradigme tel qu’imaginé par Posner. La Pnt apparaît à ~250 ms, et correspond à une 
positivité des sites centraux, ainsi qu’antérieurs, plus marquée sur la moitié gauche. Elle est 
plus importante lorsque la position amorcée est contenue dans l’hémichamp visuel droit. 
 
 Composantes ERP et paradigme de recherche visuelle 
 
Lorsque l’attention est dirigée expérimentalement sur une position avant qu’un 
stimulus cible n’y apparaisse, les effets qui lui sont attribués sont mesurables aux 
composantes P1, N1, N2, soit dès 90 ms post-stimuli. Ces effets correspondent à des 
déflections plus marquées induites par le stimulus cible (essai valide) sur les sites 
controlatéraux à la position de ce dernier. Sans amorçage (mais sous certaines conditions 
tout de même), comme pour le paradigme de recherche visuelle par exemple, un effet 
controlatéral similaire est observé, connu sous l’appellation de composante N2pc, mais entre 
250 et 300 ms post-stimuli cette fois.  
Pour Luck, Fan et Hillyard (1993) ces deux effets témoignent de l’existence de 
mécanismes attentionnels partagés par les paradigmes d’amorçage spatial et de recherche 
visuelle. Selon eux, les mécanismes sous-tendent les deux effets, d’où leur ressemblance en 
distributions topographiques, mais en condition de recherche visuelle l’attention intervient 
plus tardivement d’une centaine de milliseconde.  
Le paradigme de recherche visuelle est peu utilisé en conjonction avec la méthode 
ERP. Les potentiels électrophysiologiques évoqués par la recherche inefficace révèlent une 
corrélation entre les latences de la P300 (400 ms à 1600 ms) et le nombre d’items 
distracteurs (Brookhuis, Mulder, Mulder & Gloerich, 1983 ; Luck & Hillyard, 1990). La seule 
comparaison directe des potentiels évoqués par les deux types de recherche, efficace et 
inefficace, a été menée par Soria et Srebro en 1996. Leurs résultats ne fournissent aucune 
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évidence concernant l’existence de déplacements attentionnels répétés pour la condition 
inefficace, et ils concluent que des processus visuels de bas niveau sont partagés par les 
deux tâches (entre 0 et 150 ms). Des anomalies électrophysiologiques précoces, mesurées 
chez les sujets cérébro-lésés lors de conditions comparables (Heinze, Munte, Gobiet, 
Niemann & Ruff, 1992), mènent aux mêmes conclusions concernant l’engagement de 





Cette thèse est consacrée à l’étude de l’attention sélective et du paradigme de 
recherche visuelle. L’attention est un thème central de la psychologie cognitive et des 
neurosciences de par son rôle prépondérant dans l’ensemble des bénéfices qu’elle procure 
aux comportements de l’individu dans son environnement, des plus élémentaires aux plus 
complexes. La recherche visuelle a ceci de remarquable qu’elle engage des processus 
sensoriels, perceptifs et cognitifs pour sa réalisation. Son étude en laboratoire par le 
paradigme du même nom a l’avantage de permettre la mise en évidence des bénéfices ainsi 
que des limites de l’attention sélective dans son fonctionnement spontané pour la réalisation 
de tâches expérimentales de difficulté variable. Le paradigme de recherche visuelle est 
également un objet d’étude à lui seul. Les patterns de mesures comportementales robustes 
que ce paradigme a permi d’observer, témoignant de l’efficience ou de l’inefficience des 
processus engagés, sont à la base de modélisations concernant le mode de fonctionnement 
présumé de l’attention.  
Alors que notre compréhension de l’intervention des mécanismes attentionnels en 
modalité visuelle a beaucoup évolué ces dernières années grâce aux mesures 
électrophysiologiques et à l’imagerie cérébrale métabolique, les interprétations dans le 
domaine restent hétérogènes face à l’un ou l’autre des modèles issus du champ de la 
psychologie et de la psychophysique. Les mesures électriques semblent parfaitement 
adaptées aux tâches qui nous intéressent et fournissent énormément d’informations à 
propos de la dynamique temporelle de certaines fonctions cognitives. Ces informations sont 
encore rares concernant le paradigme de recherche visuelle. Les principales études utilisent 
le paradigme d’amorçage spatial pour mesurer les effets de l’attention visuelle sur la 
sélection d’informations. Les déplacements de l’attention sont par conséquent manipulés 
pour être mesurés. L’objectif de cette thèse est d’explorer le paradigme de recherche 
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visuelle afin de mieux comprendre l’engagement des mécanismes attentionnels en modalité 
visuelle, au plus proche de situations naturelles et écologiques. Plusieurs facteurs connus 
sont susceptibles de faire varier la charge attentionnelle engagée dans une tâche de 
recherche visuelle donnée, et nous proposons de les manipuler pour : 
 
- définir la présence de mécanismes spécifiques (expériences 1 et 2), voire de 
phénomènes de répétition (expérience 4), pour les tâches de recherche inefficiente (modèles 
sériels), ou de mesurer des ralentissements dans leur dynamique de traitement (modèles 
parallèles) ; 
- identifier les étapes de traitement de l’information au cours desquelles ces 
manipulations expérimentales sont effectives (expériences 1 à 3), afin de mieux comprendre 
l’intervention de processus attentionnels visuels sur le décours temporel des activations 
cérébrales relatives aux différentes tâches de recherche visuelle. 
- utiliser des méthodes d’analyses du signal EEG originales et innovantes afin que 
cette thèse constitue un apport substantiel à la compréhension du fonctionnement de 
l’attention visuelle sélective. 
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II PARTIE EXPERIMENTALE 1 (FS, CS) 16 
1 Introduction 
 
Chaque scène visuelle de notre environnement comporte une quantité considérable 
d’informations pour notre système visuel. La surcharge que représenterait un traitement 
simultané de toutes ces informations est évitée grâce à un tri sélectif d’objets ou de détails 
d’intérêt particulier à un moment donné. Le paradigme de la recherche visuelle permet, en 
laboratoire, de tester de façon méthodique les mécanismes engagés dans la sélection de 
traits visuels élémentaires ou d’objets pertinents, la cible, parmi d’autres, non pertinents, 
non-cibles. Tout en faisant varier certains paramètres expérimentaux tels que les dimensions 
distinguant la cible des non-cibles ou la quantité des non-cibles présentés simultanément, 
les temps de réaction (TR) sont enregistrés pour être analysés en tant qu’indices de la durée 
nécessaire à l’aboutissement réussi de la recherche. Les TR sont examinés en fonction du 
nombre d’éléments non-cibles présentés, séparément pour les conditions dans lesquelles 
une cible était présente (TP) et absente (TA). Cette méthode permet de distinguer deux 
types de recherche visuelle, l’une efficiente, l’autre inefficiente (Wolfe, 1998). 
 
Une recherche efficiente est caractérisée par des TR indépendants, non seulement 
du nombre d’éléments présentés, mais également de la présence ou de l’absence de la 
cible. Une recherche de dimensions visuelles élémentaires telles que la couleur, l’orientation, 
le mouvement ou le contraste (Feature Search, FS) constitue une recherche typiquement 
efficiente (Treisman & Gelade, 1980; Wolfe, Cave, & Franzel, 1989; Zohary & Hochstein, 
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 Les résultats de cette expérience ont été en partie publiés dans un article paru en 2003 (Leonards, Palix, Michel, & Ibanez, 
2003). Nous avons repris ici, en les traduisant et adaptant, plusieurs passages de cet article à la rédaction duquel nous avons 
été pleinement associée. 
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1989). Elle requiert peu ou pas d’attention, et est unanimement considérée comme le 
résultat de processus exécutés en parallèle. Ce fonctionnement est confirmé par la mise en 
évidence d’une organisation du système visuel (Hubel & Wiesel, 1968) dans laquelle 
certaines populations de neurones réagissent spécifiquement à certains traits, comme par 
exemple à l’orientation (Livingstone & Hubel, 1984). Une recherche inefficiente est 
caractérisée par des TR croissant en fonction du nombre d’éléments présentés (set-size 
effect), et ceci de façon deux fois plus importante en condition TA en comparaison de celle 
TP (TA : 40 à 60 ms / item supplémentaire, TP : 20 à 30 ms, soit un rapport de 2:1). Une 
recherche dans laquelle la combinaison de plusieurs dimensions visuelles élémentaires est 
nécessaire (recherche d’un L rouge parmi des X rouges et des L verts par exemple), 
autrement dit une recherche conjonctive (Conjunction Search, CS ; Treisman & Gelade, 
1980) provoque généralement des patterns de TR inefficient, tout comme d’autres situations, 
plus complexes (recherche de O parmi des Q par exemple). L’effet set-size est attribué à 
l’engagement attentionnel que requiert la réalisation d’une telle tâche, le mode 
d’engagement des mécanismes attentionnels par les tâches efficientes de recherche de 
traits simples (FS) et de recherche inefficiente comme la conjonction de traits (CS) est 
encore source de débat (Duncan & Humphreys, 1989; Eckstein, 1998; Townsend, 1990, 
2001; Townsend & Wenger, 2004). La présente expérience propose une comparaison de 
tracés électrophysiologiques induits par une recherche efficiente FS à une recherche 
inefficiente CS. Une même comparaison sera effectuée en expérience 2, avec pour 
recherche inefficiente une recherche d’angle droit parmi des angles obtus ou aigus. 
 
- Processus parallèles et sériels 
Pour les modèles dits « sériels », une recherche inefficiente est le résultat d’une 
application répétée du faisceau attentionnel sur les différents éléments ou groupes 
d’éléments de chaque essai (par ex. Feature-Integration Theory, Treisman & Gelade, 1980). 
Pour les modèles dits « parallèles », l’augmentation des TR en fonction du nombre 
d’éléments en recherche inefficiente est attribuée à une difficulté de discrimination croissante 
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(par ex. Similarity Theory, Duncan & Humphreys, 1989). De ces deux propositions résultent 
deux points de vue différents concernant les processus engagés par les deux modes de 
recherche : pour les modèles parallèles, recherche efficiente ou inefficiente sont exécutées 
par les mêmes processus, plus fortement engagés en recherche inefficiente qu’efficiente, 
alors que pour les modèles sériels, une réelle dichotomie des processus est suggérée au 
travers de la présence de déplacements attentionnels induits par une recherche inefficiente 
(Chelazzi, 1999). 
 
- Réseau cortical 
Une multitude de régions pariétales postérieures, parmi elles le sillon intra-pariétal 
(IPS), semblent contribuer à la réalisation des tâches de recherche FS comme CS, avec une 
activation plus prononcée pour CS que pour FS (Corbetta, Shulman, Miezin, & Petersen, 
1995; Donner et al., 2002; T. Donner et al., 2000; Leonards, Sunaert, Van Hecke, & Orban, 
2000). Une étroite corrélation entre l’effet set-size des TR de CS et l’activation de ces 
régions pariétales est même reportée (Nobre, Coull, Walsh, & Frith, 2003).  De plus, une 
latéralisation préférentielle de ces activations postérieures est fréquemment mentionnée ; 
comme par exemple dans le cas de stimulation magnétique transcrânienne (TMS) du cortex 
pariétal droit 160 ms post-stimulus, provoquant le ralentissement des TR d’une tâche CS 
(target absent, TA) alors qu’aucune conséquence sur les TR d’une tâche FS n’est à noter 
(Ashbridge, Walsh, & Cowey, 1997). Dans cette même étude, les mêmes effets sont 
mesurés pour les CS, essais cible présente cette fois (target present, TP), pour des 
stimulations appliquées 100 ms post-stimulation. Cette dominance hémisphérique droite est 
reconnue depuis les années 80 comme impliquée dans les déplacements attentionnels non 
manifestes, provoqués par les tâches d’amorçage spatial (Coull & Nobre, 1998; Gitelman et 
al., 1999; Posner, Walker, Friedrich, & Rafal, 1987). De la comparaison de tâches efficiente 
et inefficiente émerge également l’engagement spécifique d’aires préfrontales et frontales 
dans la recherche conjonctive (Donner et al., 2002; Leonards, Sunaert, Van Hecke, & Orban, 
2000). Leurs lésions localisées diminuent les capacités des patients à réaliser ce même type 
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de tâche (Eglin, Robertson, & Knight, 1991; Sireteanu, Dornburg, Kusch-Mielke, & 
Rettenbach, 2000). Aux vues des résultats d’imagerie cérébrale obtenus cette dernière 
décennie, complémentaires des données d’études sur les patients cérébro-lésés, il semble 
que les recherches FS et CS partagent en grande partie les mêmes réseaux d’activations 
corticales, principalement en ce qui concerne le lobe pariétal. Ce pattern d’activations 
postérieures, modulé par la difficulté de la tâche de recherche, soutiendrait les modèles 
parallèles tels que celui de Duncan et Humphreys (1989), mais la présence d’activations des 
aires frontales, spécifiques à CS, supporte plutôt les modèles de type sériel (Corbetta et al., 
1998; Treisman & Gelade, 1980). L’existence de mécanismes spécifiques à CS 
indépendants de processus sélectifs peut également être envisagée (Leonards, Sunaert, 
Van Hecke, & Orban, 2000). De plus, une activation dans la région de la jonction temporo-
pariétale (TPJ) est identifiée comme étant plus importante pour la recherche FS que pour la 
recherche CS (Olivers & Humphreys, 2004; Olivers, Smith, Matthews, & Humphreys, 2005; 
Pollmann et al., 2003). Les activations mesurées dans cette région sont associées à la 
suppression des éléments distracteurs en faveur de l’apparition d’un élément visuel nouveau 
(Corbetta, Kincade, Ollinger, McAvoy, & Shulman, 2000; Olivers & Humphreys, 2004). Les 
données de neuroimagerie ne soutiennent donc pas le fonctionnement parallèle de 
l’attention sélective, mais la dichotomie proposée par les théories sérielles entre recherche 
efficiente et inefficiente ne se voit pas non plus être confirmée. Il n’est pas exclu que les 
réseaux d’aires corticales activées par les deux types de recherche soient superposés voir 
même partiellement partagés, comme le suggèrent certains résultats concernant les patients 
cérébro-lésés (Heinze, Munte, Gobiet, Niemann, & Ruff, 1992). Enfin, un réseau fronto-
pariétal pourrait être spécifiquement engagé pour la recherche conjonctive si l’on considère 
que ce mode de recherche nécessite l’initiation de déplacements du faisceau attentionnel 
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- Différences fournies par les données EEG 
Bien que de nombreuses études décrivent les effets de l’attention visuo-spatiale sur 
les tracés électrophysiologiques (ERP), peu d’entre elles font une comparaison directe des 
ERP relatifs à ces deux types de recherche visuelle, efficiente et inefficiente. La plupart des 
recherches se concentrent sur l’existence de corrélats aux déplacements spontanés du 
faisceau attentionnel dans les tâches de recherche visuelle, identifiée en tant que négativité 
postérieure, 200 à 300 ms après l’apparition d’un alignement d’éléments, controlatérale à la 
position d’une cible sur laquelle se trouve l’attention, composante appelée N2pc (Eimer, 
1996; Luck & Hillyard, 1994; Woodman & Luck, 1999). Cette dernière est mesurée pour les 
conditions de recherche FS et CS (Luck & Hillyard, 1995) mais serait plus importante en 
distribution sur le scalp en durée pour CS que pour FS. Pour les auteurs susmentionnés la 
composante N2pc représente le filtrage d’informations visuelles au coeur du faisceau 
attentionnel, appui au fonctionnement sériel de l’attention, car elle constitue la principale 
différenciation entre recherche efficiente et inefficiente. D’autres proposent cependant la 
composante N2pc en tant que corrélat électrophysiologique à la sélection d’une information 
visuelle pertinente dans la réalisation d’une tâche (Eimer, 1996; van der Lubbe & 
Woestenburg, 2000; Wauschkuhn et al., 1998). En effet, cette composante est mesurée 
alors même qu’un seul élément non cible accompagne la cible, élargissant sa représentation 
de filtre en recherche visuelle à celle de sélection attentionnelle (Eimer, 1996). La 
composante P300 semble également étroitement liée à l’efficience de la tâche et au nombre 
d’éléments (Luck & Hillyard, 1990). La latence de la sous-composante P3b varie en fonction 
de la charge de la recherche (Ruchkin, Johnson, Canoune, Ritter, & Hammer, 1990 Ritter, 
1990), et son amplitude, mesurée entre 400 et 1600 ms post-stimuli, augmente en 
corrélation avec le nombre d’éléments présentés en recherche inefficiente (Luck & Hillyard, 
1990). Ces variations attribuables à l’efficience de la recherche, ne précédent pas 200 ms, 
alors que la comparaison directe entre recherche FS et CS montrent des distinctions de 
leurs ERP postérieurs respectifs entre 150 et 250 ms post-stimuli sur les 300 ms testées 
(Soria & Srebro, 1996), avec pour maximum un pic à 200 ms. 




L’objectif de cette première expérience est d’explorer le décours temporel des 
mécanismes attentionnels relatifs à différents types de recherche visuelle, FS et CS. En 
effet, l’étude de Soria et Srebro (1996) n’utilise que les traces postérieures de ces deux 
conditions et il nous parait indispensable de la compléter par une comparaison plus 
représentative, en l’occurrence 125 électrodes distribuées sur l’ensemble du scalp. De la 
sorte nous pourrons déterminer si l’ensemble des ERP à un moment donné diffère en 
amplitude, révélateur d’une modulation d’un unique processus entre les deux recherches, ou 
d’une différence de topographie, témoignant de l’intervention de générateurs corticaux 
distincts, comme le suggère l’étude IRMf (Leonards, Sunaert, Van Hecke, & Orban, 2000). 
La technique de la segmentation du signal EEG (analyse de clusters) nous parait la plus 
adaptée à notre objectif, de par la possibilité de déterminer la succession de configurations 
d’activations stables sur le scalp pour chacune des conditions. Les cartes ainsi définies sont 
ensuite comparées dans leur topographie et leur latence d’apparition. Ces périodes stables 
sont utilisées en tant que fenêtres temporelles d’une analyse de traces. Les caractéristiques 
de la composante N2pc, représentatives du déplacement de l’attention (Luck & Hillyard, 
1994; Woodman & Luck, 1999), sont recherchées afin de contrôler si elles constituent les 
uniques distinctions entre ces deux tâches.  
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3 Matériel et Méthodes 
 
3.1 Sujets 
Seize sujets (9 femmes, 7 hommes) âgés de 19 à 40 ans (moyenne : 29, ± 5 ans), à 
la vue normale ou corrigée, participèrent en trois jours à deux sessions d’entraînement 
suivies d’une session d’enregistrement EEG. Tous étaient droitiers selon les critères du 
Edinburgh Handedness Inventory (Oldfield, 1971). Les volontaires, considérés comme étant 
en bonne santé par notre questionnaire médical, sont informés du déroulement de 
l’expérience. Tous ont consenti librement à participer en signant le formulaire établi par la 
commission facultaire d’Ethique des Hôpitaux Universitaires de Genève. 
 
3.2 Stimuli  
La tâche de recherche de traits simples correspond à la recherche d’une cible se 
différenciant par un unique trait visuel des distracteurs environnants, ici son orientation (FS, 
Figure 12-A à gauche). La tâche de conjonction de traits correspond à la recherche d’une 
cible se différenciant par une conjonction de traits visuels des distracteurs environnants, ici 
son orientation et sa polarité de contraste (CS, Figure 12-A à droite). Les sujets ont pour 
tâche de décider avec précision et exactitude de la présence ou de l’absence d’une cible par 
un bouton pressoir, gauche ou droite respectivement. Le stimulus reste à l’écran tant que le 
sujet n’a pas produit de réponse (dans un délai de 5 secondes). Chaque display contient 
plusieurs éléments, 8, 16 ou 24 lors des entraînements. Durant la session EEG, les displays 
proposés contiennent soit 8, soit 24 éléments. Une cible est présente dans 50% des stimuli. 
Une cible peut se positionner sur la bande verticale centrale de l’écran, à droite ou à gauche 
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(20%, 40% et 40% des cas, respectivement) du point de fixation de façon pseudo-aléatoire. 
Pour FS, la cible est une barre blanche ou noire orientée à + 45 degrés parmi des 
distracteurs blancs et noirs de – 45 degrés, ou à –45 degrés parmi des distracteurs de +45 
degrés. Pour CS, la cible est soit une barre blanche orientée à + 45 degrés parmi des 
éléments distracteurs noirs à + 45 ° et des blancs à – 45 °, soit une barre noire orientée à + 
45 ° parmi des éléments distracteurs noirs à - 45 °  et des blancs à + 45 °, soit une barre 
blanche orientée à – 45 degrés parmi des éléments distracteurs noirs à – 45 ° et des blancs 
à + 45°, ou alors une barre noire à – 45° parmi des  éléments distracteurs noirs à + 45° et des 
blancs à + 45 °. Le contraste de luminance entre le s éléments blancs et noirs est d’environ 
40% par rapport au fond gris. Chaque display représente un angle visuel de 9.2° X 9.2°, et 
chaque barre mesure 1.25° X 0.4°.  
 
3.3 Procédure 
Chaque sujet se présente trois différents jours (dans la même semaine) au 
laboratoire d’enregistrements EEG de l’Hôpital Cantonal Universitaire de Genève afin de 
réaliser 4 blocs de 96 stimuli pour les deux entraînements (FS-CS, FS-CS) et 8 blocs de 96 
stimuli pour la session d’enregistrement électrœncéphalographique (FS-CS-FS-CS, CS-FS-
CS-FS). La durée d’une session d’entraînement est d’environ 20 minutes, celle de la session 
EEG d’environ 1h (pose du dispositif non incluse). Un temps de repos est proposé à la moitié 
de chaque passation. 
 
A. ACQUISITION DES DONNEES 
 
Les enregistrements EEG sont effectués simultanément à la réalisation de la tâche 
de recherche visuelle de la troisième session avec un échantillonnage de 500 Hz (soit 1 
point toutes les 2 ms).  Le dispositif utilisé contient 128 électrodes (Geodesic Sensor Net) 
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distribuées sur le scalp des participants selon la configuration présentée en Figure 10. Deux 
d’entre elles sont bipolaires et permettent de contrôler la présence de mouvements 
oculaires, horizontaux ou verticaux. Le dispositif est relié à la terre par l’électrode 
correspondant à FPz pour l’agencement 10-20 International, de la même manière, la 
référence correspond à la position de Cz. L’expérimentation débute lorsque l’impédance de 
chaque électrode est inférieure à 50 kΩ en accord avec les spécificités du système 
d’acquisition Geodesics (Ferree, Eriksen, & Tucker, 2000). Les données brutes sont 
découpées off-line en segments de 800 ms, -200 ms avant la présentation de chaque 
stimulus et 600 ms lui succédant. Le signal enregistré durant les 200 ms précédant la 
stimulation est soustrait au reste de la fenêtre temporelle de 600 ms pour chaque électrode, 
afin de corriger la ligne de base. Les données sont filtrées de 1 à 30 Hz et tous les segments 
présentant des variations de ± 50 µV ou correspondant à des réponses incorrectes sont 
automatiquement rejetés du contingent puis manuellement examinés un à un (environ 20% 
de la totalité des données est éliminé). Les stimuli contiennent soit 8 soit 24 éléments, mais 
seuls ceux contenant 24 éléments, cible présente17, sont retenus pour ces analyses. 
 
B. ANALYSES DES DONNEES 
 
- Données comportementales 
Trois variables sont étudiées sur la base des temps de réaction recueillis durant 
l’EEG : Le pourcentage de bonnes réponses, la durée de recherche par élément (search 
rate) ainsi que les temps de réaction enregistrés pour un essai contenant une cible (TP pour 
target present), ne contenant pas de cible (TA pour target absent), alors que 8, ou 24 
éléments étaient présentés simultanément. Ces mesures sont comparées par analyse de 
variance à mesures répétées à 3 facteurs : Condition (2) X Présence de la cible (2) X 
                                                 
17
 Les données pour 24 éléments TA en FS ont été utilisées suite aux résultats obtenus dans la comparaison FS / CS afin de 
permettre l’analyse contrôle FS-TA / FS-TP. 
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Nombre d’éléments (2). Le test post-hoc de Scheffé est utilisé afin d’interpréter les 
interactions éventuelles entre facteurs et conditions expérimentales. 
 
 
- Données électrophysiologiques 
Deux types d’analyses sont réalisés sur les données électrophysiologiques 
enregistrées durant la troisième session de notre protocole : une analyse par procédure de 
segmentation et une analyse de traces. 
La procédure de segmentation (Cartography Tool : CarTool Version 2.31, Copyright 
© Denis Brunet 1997-2003) consiste à déterminer un nombre fini de cartes expliquant le 
maximum de la variance de l’intégralité du set de données (critère de cross-validation) de  -
50 ms à 600 ms post-stimulation. Toutes les électrodes sont prises en considération. La 
démarche consiste à déterminer, à l’aide de la courbe du Global Field Power (GFP, Figure 
11-B), des périodes où les distributions topographiques sont stables (Lehmann & Skrandies, 
1984). Le Global Field Power représente la puissance du champ électrique : plus il est élevé, 
plus la carte topographique est contrastée (Michel, Brandeis, Skrandies, Pascual, Strik, 
Dierks, et al.,1993) A un gradient du champ électrique élevé est associée une certaine 
stabilité (Lehmann & Srandies, 1980). Les limites de segments sont déterminées par 
l’observation de changements des champs électriques sur le scalp grâce au critère du Global 
Dissimilarity associé aux minima du GFP (voir segments Figure 11-B et 11–C) dans une 
analyse de clusters (Pascual-Marqui, Michel, & Lehmann, 1995). Les périodes ainsi 
déterminées correspondent à des micro-états fonctionnels stables. Ils sont présentés sous 
forme de cartes moyennes des potentiels évoqués enregistrés sur le scalp pour la dite 
période (Figure 14-B). Les cartes se rapportent à une référence recalculée sur la moyenne 
de toutes les électrodes enregistrées. Elle est qualifiée de référence moyenne (Lehmann & 
Skrandies, 1980, 1984). Ces cartes sont définies par les “segments”, limites inférieure et 
supérieure de chaque micro-état fonctionnel stable, se succédant dans les 650 ms de signal 
considéré. Un lissage des résultats (smoothing : 20 à 50) permet de limiter la sensibilité de 
Partie expérimentale 1 (FS, CS) 
 92 
l’analyse aux petites variations du signal, et l’exclusion de toutes cartes d’une durée 
inférieure à 5 ms est imposée. Le set de données est constitué des moyennes de groupe par 
condition expérimentale (pour nous FS et CS) et ne prend pas en compte la variance 
interindividuelle. Cette procédure est par conséquent suivie d’une procédure de fitting, qui 
consiste à déterminer si les cartes trouvées en segmentation sont représentées dans les 
données de chaque condition, pour chaque sujet. Deux différentes formes de fitting sont 
utilisées, le fitting compétitif (obligation de trouver des correspondances dans les données) 
sera utilisé pour quantifier le moment d’apparition des cartes (TPofBF : Time Point of Best 
Fit), connaître le début et la fin d’apparition d’une carte (onset et offset) ainsi que la variance 
globale expliquée pour chaque condition expérimentale (GEV : Global Explained Variance). 
Les valeurs ainsi obtenues pour chaque sujet et chaque condition sont comparées par 
analyse de variance à mesures répétées. Les effets significatifs des interactions sont 
détaillés par comparaisons multiples avec le Fisher LSD post-hoc Test (StatSoft, Inc. 
(2001) ; STATISTICA (data analysis software system), version 6). 
 
Figure 10 : Configuration des 125 électrodes utilisées pour ce protocole (Geodesic Net 
Cap). L’électrode FPz lie le dispositif à la terre et l’électrode Cz est utilisée comme 
référence. Deux électrodes bipolaires permettent de mesurer les mouvements oculaires 
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L’analyse statistique de traces consiste à estimer les différences de distribution sur le 
scalp entre les deux conditions pour différentes fenêtres temporelles allant de -50 ms à 600 
ms post-stimulation. Choix fut pris de grouper les 123 électrodes en 6 régions d’intérêt de 19 
électrodes (ligne médiane non utilisée, Figure 10). Les 6 tracés moyens permettent de tester 
si un facteur Latéralité (droite / gauche) et / ou un facteur Caudalité (antérieur / central / 
postérieur) interagissent avec le facteur Condition (FS / CS). Cette analyse de variance à 
mesures répétées (n = 16) à 3 facteurs est appliquée au signal EEG moyen mesuré pour 9 
fenêtres distinctes : -50 à 50 ms, 50 à 120 ms, 120 à 190 ms, 190 à 250 ms, 250 à 300 ms, 
300 à 350 ms, 350 à 400 ms, 400 à 450 ms et de 450 à 600 ms post-stimulation. Ces 
fenêtres sont basées sur les résultats de la segmentation préalablement menée. L’analyse 
de traces permet ainsi de comparer la topographie des cartes décelées par la segmentation. 
Le test post-hoc de Scheffé est utilisé afin d’interpréter les interactions éventuelles existants 
entre facteurs et conditions expérimentales. 
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Figure 11 : La procédure de segmentation consiste à déterminer un nombre fini de 
segments permettant d’expliquer le maximum de la variance des données moyennes des 
conditions (Pascual-Marqui, Michel, & Lehmann, 1995). A. Traces électrophysiologiques 
moyennes des deux conditions expérimentales, FS (colonne gauche) et CS (colonne 
droite). B. Le critère de Global Field Power (GFP) représente la puissance du champ 
électrique de l’ensemble des données. Plus il est élevé, plus la stabilité du champ 
électrique est grande. C. Le Global Dissimilarity (GD) représente les changements 
simultanés des topographies observées et permet la détermination des limites de segments 
associés aux maxima du GFP par analyse de clusters adaptée (Pascual-Marqui, Michel, & 
Lehmann, 1995). Les segments grisés en B. illustrent un exemple de résultats que fournit 
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4.1 Résultats comportementaux 
Pourcentage de bonnes réponses : Pour la condition FS, le pourcentage de bonnes 
réponses est de plus de 96% quel que soit le nombre d’éléments ou l’absence de la cible. 
Pour CS, le pourcentage de bonnes réponses est équivalent à celui de FS, soit plus de 95%, 
et ne chute que lorsque la cible est présente parmi 24 éléments (86%, pmax < .001). 
 
- Temps de réaction : Les temps de réaction mesurés pour la condition FS sont tous 
comparables (pmin= 0.99), quel que soit le nombre d’éléments présentés ou la présence / 
absence de la cible (FS8-TP = 581 ms ±162 SD, FS24-TP = 549 ms ± 130 SD, FS8-TA = 564 ms ± 
130 SD, FS24-TA = 587 ms ± 152 SD ; Figure 12-B à gauche). Les temps de réaction 
correspondant sont tous significativement plus élevés pour la condition CS que pour la 
condition FS (pmax < .001), avec une augmentation des TR relative à l’accroissement du 
nombre d’éléments, elle-même significativement plus prononcée lorsque la cible n’est pas 
présente que lorsqu’elle est présente (pmax < .001, CS8-TP = 1382 ms ± 523 SD, CS24-TP = 
1744 ms ±690 SD, CS8-TA = 1827 ms ± 525 SD, CS24-TA = 2696 ms ± 625 SD; 12-B à droite).  
 
- Temps de recherche / élément : Comme l’illustre la Figure 12-B pour FS, les temps 
de réaction n’augmentent pas avec le nombre de distracteurs (cible présente : - 2.01 ms / 
item ; cible absente : 1.47 ms / item). Pour la condition CS, les temps de réaction 
augmentent avec le nombre d’éléments présentés, et ceci de façon plus marquée lorsque le 
display ne contient pas de cible (54.31 ms / item ; plots blancs) que lorsqu’il en contient 
(cible présente : 22.64 ms / item). Les patterns observés sont donc représentatifs des effets 
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classiquement décrits dans la littérature et permettent de considérer les tracés EEG comme 
caractéristiques de la recherche de traits simples et de conjonctions. Le rapport de 2 :1 
attendu entre la condition avec cible et sans cible pour la recherche inefficiente est de 2.4 :1 
dans notre expérience. 
 
 
Figure 12 : A. Exemples de stimuli à 24 éléments contenant une cible pour les deux 
conditions de l’expérience 1. A gauche, la recherche de traits élémentaires (en anglais 
Feature Search, FS), et à droite la recherche conjonctive (en anglais Conjunction Search, 
CS). B. Moyenne des résultats comportementaux (n = 16) obtenus pour l’expérience 1, 
présentée en chapitre 4.2.1. Pour la condition CS, la pente des temps de réaction (TR) 
augmente avec le nombre d’éléments présentés alors que pour la condition FS, les temps 
de réaction restent stables. Ce pattern est accentué par l’absence de cible dans  
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4.2 Résultats électroencéphalographiques 
Les tracés moyens (N=16) calculés en neuf électrodes représentatives (trois sites 
antérieurs : gauche, médian, droite ; trois sites centraux : gauche, médian, droite ; trois sites 
postérieurs : gauche, médian, droite ; correspondant dans l’ordre aux sites F3, Fz, F4, C3, 
Cz, C4, P3, Pz, P4 du système international 10-20) sont présentés dans la Figure 13 pour 
les deux conditions de recherches, efficiente (FS) et inefficiente (CS) entre -100 et 600 ms 
succédant l’apparition d’un stimulus (0 ms). Les traces des 125 électrodes superposées pour 
chaque condition sont proposées en Figure 11-A dans la présentation de la procédure de 
segmentation. Les tracés moyens correspondants à FS et CS se caractérisent par une 
positivité postérieure à 100 ms post-stimuli suivie de deux fluctuations négatives 
postérieures entre 190 et 300 ms simultanées aux positivités centrales et antérieures. Les 
moyennes ERP des conditions FS et CS sont pratiquement superposables, à l’exception du 
rang de latence allant de 150 à 300 ms, particulièrement sur les sites postérieurs gauches et 
centro-médians. 
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Figure 13 : Les tracés moyens obtenus pour les seize sujets sont présentés en neuf 
électrodes représentatives (trois sites antérieurs : gauche, médian, droite ; trois sites 
centraux : gauche, médian, droite ; trois sites postérieurs : gauche, médian, droite ; 
correspondant dans l’ordre aux sites F3, Fz, F4, C3, Cz, C4, P3, Pz, P4 du le système 
international 10-20) pour les deux conditions de recherches, efficiente (FS, trait noir) et 
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- Procédure de segmentation : La solution optimale fournie par la segmentation 
explique plus de 94% de la variance des données des deux conditions (cross-validation 
criterion ; CV = 36.48) et présente une succession de 8 micro-états fonctionnels stables 
(cartes proposées en Figure 14-B). Seules les 7 premiers états, soit de 0 à 450 ms, sont 
considérés pour la suite de l’analyse afin d’éliminer les activations relatives à la réponse 
produite vers 550 ms pour FS. Bien que les cartes 2 (120 à 190 ms), 3 (190 à 250 ms) et 4 
(250 à 300 ms) soient proposées comme distinctes pour les deux conditions, leurs 
distributions spatiales sont corrélées : à 95% pour les deux cartes 2, à 84% pour les deux 
cartes 3 et à 92% pour les deux cartes 4. L’ensemble des cartes, celles de FS et de CS 
confondues, est proposé successivement à chaque jeu de données individuelles d’une seule 
condition pour 16 sujets. Les valeurs obtenues par fitting pour chaque carte (10 en tout, 4 
identiques et 6 différentes) des 16 sujets sont comparées pour les deux conditions dans un 
plan d’analyse de variance à mesures répétées Cartes (10) X Mode de recherche (2). Les 
latences d’apparition (onset et offset des segments) des cartes sont identiques pour les deux 
conditions expérimentales, hormis celle de la carte 7 (p < .05, Figure 14-C). Les résultats 
confirment que les cartes 2 et 4 de chaque condition leurs sont caractéristiques : En effet, la 
topographie de la carte 2-FS est spécifique à la condition FS et la carte 2-CS est spécifique 
à CS (BEV, Nb of TF, GEV ; p < .05). La carte 4-FS est particulière à la condition FS (Nb of 
TF, GEV, p < .01), la correspondance en CS pour la carte 4 n’est pas retrouvée. 
- Remarques relatives aux résultats de la segmentation : Bien que la carte 1 n’ait pas 
été identifiée comme différente entre les deux types de recherche visuelle par la 
segmentation, la procédure de fitting révèle que sa durée (p < .01) ainsi que sa variance 
globale expliquée (p < .01) sont plus importantes pour la condition CS que pour la condition 
FS. De plus, un fitting compétitif des seules cartes 2, 3 et 4 de FS et de CS dans les 
données individuelles restreintes de 100 ms à 300 ms est mené. Les résultats montrent que 
les trois cartes FS sont spécifiques à la condition FS, mais que l’inverse n’est pas valable 
pour CS : En effet, les cartes FS représentent tout autant bien les données CS que les 
cartes CS elles-mêmes.  
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Figure 14 : Résultats de l’analyse de segmentation pour FS et CS. A. Segments 
déterminés pour les deux conditions, FS (haut) et CS (bas), entre 0 et 450 ms post-stimuli, 
dont les segments 2, 3 et 4 diffèrent. B. Cartes moyennes des ERP correspondant à 
chaque segment de chaque condition. C. Points temporels durant lesquels les 
correspondances des cartes moyennes sont les meilleures dans les données individuelles 
pour FS (ronds pleins noirs : médianes ; ronds pleins gris : moyennes et barres d’erreurs) 
et CS (ronds vides noirs : médianes ; ronds vides gris : moyennes et barres d’erreurs). D. 
Résultats statistiques  (LSD Fischer post-hoc Test) concernant la variance globale 
expliquée (GEV) et la durée de chaque carte (Durée) dans les données individuelles 
déterminés par la procédure du fitting (voir Méthodes). 
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- Analyse de traces : Des différences massives d’amplitude, tous sites confondus, 
sont mesurées entre les conditions FS et CS : Entre 120 ms et 250 ms post-stimulation, les 
potentiels de CS sont plus négatifs que ceux relatifs à FS. Cette tendance s’inverse entre 
350 ms et 450 ms, période durant laquelle les potentiels de FS deviennent plus négatifs que 
ceux de CS. Les différences topographiques entre les deux conditions sont mesurées à 
partir de la fenêtre allant de 120 ms à 190 ms post-stimulation (p < ,001 ; F(2,30) = 64.98) : 
La positivité antérieure ainsi que la négativité postérieure caractéristiques de cette période 
sont plus prononcées (p < .001) pour FS (FSant.120à190ms = 2.27 µV, FSpost.120à190ms = -2.44 µV) 
que pour CS (CSant.120à190ms = 1.22 µV, CSpost.120à190ms = -1.59 µV). Suit une distinction des 
deux conditions sur les sites antérieurs, entre 190 et 250 ms (p < .015) puis entre 250 et 300 
ms (p < .05) : Les potentiels de la condition FS (FSant.190à250ms = 1.47 µV, FSant.250à300ms = 0.98 
µV) montrent une positivité plus marquée que ceux de CS (CSant.190à250ms = 0.74 µV, 
CSant.250à300ms = 0.48 µV). Entre 300 ms et 450 ms, aucune différence significative n’est 
mesurée. Les tracés se distinguent à nouveau entre 450 ms et 600 ms post-stimulation (p < 
.015). Les potentiels relatifs à la condition FS sont plus négatifs sur les sites antérieurs 
(FSant.450à600ms = -0.92 µV)  que ceux de la condition CS (CSant.450à600ms = 0.05 µV). 
 
- Remarques relatives aux résultats de l’analyse de traces : Les résultats obtenus par 
l’analyse de traces fournissent des indications concernant les effets majeurs observés par la 
segmentation, mais la précision de la mesure, de par la moyenne de 19 électrodes par 
régions d’intérêt, reste lacunaire dans la mise en évidence d’effets localisés. Certaines 
analyses préliminaires à celle présentée ci-dessus ont été réalisées sur les mêmes données, 
mais dont la correction de la ligne de base était de -200 ms à 600 ms pour les deux 
conditions. Des distinctions de niveau d’amplitude entre FS et CS, conditions présentées en 
blocs différenciés pour rappel, se mesurent déjà avant même l’apparition des stimuli. Ces 
distinctions étaient significatives et se caractérisaient en une négativité plus marquée pour la 
condition CS par rapport à FS sur tout le scalp, et ceci de -200 ms à 250 ms post-stimulation. 
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Afin de faciliter l’interprétation des différences de conditions FS et CS entre 120 et 
300 ms, une analyse cherchant à déterminer la présence de la composante N2pc, 
composante électrophysiologique de potentiels évoqués décrite comme étant un marqueur 
des déplacements attentionnels, est effectuée. 
 
A. RESULTATS COMPLEMENTAIRES : PRESENCE DE LA COMPOSANTE N2PC 
La composante N2pc (N pour négativité, 2  pour une latence d’environ 200 ms, P 
pour postérieur, C pour controlatéral) est habituellement mesurée 270 ms post-stimulation et 
serait un marqueur des déplacements attentionnels dans le champ visuel (Luck & Girelli, 
1998 ; Woodman & Luck, 1999). Sa présence est décrite comme étant une négativité 
postérieure plus marquée sur les sites postérieurs controlatéraux à la latéralisation de la 
cible en comparaison aux sites ipsilatéraux à la cible. Pour la mettre en évidence, les traces 
des deux conditions sont scindées en deux sous-groupes : l’un correspond à une cible 
positionnée dans l’hémichamp visuel gauche (HVG), l’autre à une cible positionnée dans 
l’hémichamp visuel droit (HVD). Notons que suite à ce nouveau tri des données, cinq sujets 
sur seize furent exclus de cette analyse pour cause de manque de segments EEG (en-
dessous de 15). Les traces controlatérales et ipsilatérales à la cible pour les sites postérieurs 
gauche (électrode 65, équivalent de l’électrode P3 en système 10-20 International), et droit 
(électrode 91, équivalent de l’électrode P4 en système 10-20 International) sont moyennées 
(signal P3 pour une cible à droite + signal P4 pour une cible à gauche pour situation 
controlatérale; P3 pour une cible à gauche + signal P4 pour une cible à droite pour situation 
ipsilatérale). Une N2pc telle que décrite dans la littérature est mesurée pour la condition FS 
(Figure 15-B, moyennes ipsilatérale en noir et controlatérale en violet) entre 250 ms et 350 
ms environ. Une analyse de traces identique à celle menée en 4.1.3.(B) est effectuée sur les 
moyennes correspondant à une cible localisée en HVD ou en HVG afin de détailler l’effet 
mesuré. Etonnamment le pattern de négativité controlatérale à la cible ne se restreint pas 
aux sites postérieurs, effet significatif mesuré entre 250 et 300 ms (carte 4), mais se mesure 
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également entre 300 et 350 ms (carte 5) sur les sites postérieurs et centraux. Pour la 
condition CS, aucun effet relatif à la position de la cible n’est trouvé dans les traces pour les 
600 premières millisecondes (p.ex. carte 4 en Figure 15-A).  
 
 
Figure 15 : A. Une négativité postérieure controlatérale à la position de la cible (L = left ; 
R = right) est mesurée pour FS mais non pour CS dans le rang de latence de la carte 4 de 
la segmentation. B. Cette négativité est connue sous l’appellation de composante N2pc (N 
pour négativité, 2 pour une latence d’environ 200 ms, P pour postérieur, C pour 
controlatéral) lorsque les traces postérieures contro- et ipsilatérales sont moyennées (Luck 
& Hillyard, 1994). Elle est mesurée entre 250 et 300 ms post-stimulus dans la condition 
de recherche efficiente FS. 
 
 
Autres résultats surprenants, les latences des pics de cette négativité controlatérale 
postérieure ne sont pas équivalentes que la cible soit HVG (latence en postérieur droit de 
271.45 ms) ou HVD (latence en postérieur gauche de 292.55 ms) : Une cible dans l’HVG a 
une correspondance en postérieur de 21 ms plus précoce que celle d’une cible dans l’HVD 
(effet marginal : p < .06). Cette différence de latence trouve une correspondance dans la 
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rapidement lorsque la cible est dans l’hémichamp visuel gauche (519 ms) en comparaison 
avec une cible dans l’hémichamp visuel droit (543 ms). Les latences de la composante N2pc 
et des TR sont significativement corrélées pour une cible à gauche (pHVG < .02) ou à droite 
(pHVD < .004). La composante N2pc est mesurée entre 250 et 350 ms, les différences entre 
FS et CS identifiées dès 120 ms ne peuvent par conséquent pas être attribuées uniquement 
au déplacement de l’attention dans la condition de recherche efficiente FS. Nos 
comparaisons ne comprennent cependant que les essais contenant une cible (FS vs. CS, 
FSHVG vs. FSHVD), et la latence d’apparition des premiers effets de la détection de la cible 
dans la condition FS nous est inconnue. L’analyse subséquente a pour objectif de 
déterminer si les distinctions précoces mesurées entre FS et CS sont à attribuer à la 
détection de la cible dans la condition efficiente FS ou à d’autres processus liés à la difficulté 
de la tâche. 
 
B. RESULTATS COMPLEMENTAIRES : PRESENCE DE LA CIBLE POUR LA CONDITION 
FS 
Les potentiels évoqués des essais contenant et ne contenant pas de cible parmi les 
24 distracteurs sont comparés pour la condition de recherche FS par procédures de 
segmentation suivie de celle du fitting, toutes deux identiques à celles précédemment 
utilisées. Cette nouvelle procédure de segmentation met en évidence l’existence de sept 
cartes consécutives, que les essais contiennent ou non une cible, et ceci pour les 450 ms 
succédant l’apparition du stimulus (Figure 16). La dynamique d’apparition est identique pour 
la condition avec que pour celle sans cible, et est comparable à celle observée pour la 
segmentation précédemment menée (Figure 14-A). Les résultats statistiques de la procédure 
de fitting (ANOVA à 2 facteurs : Segments (9) X Présence de la cible (2)) montrent que les 
deux facteurs interagissent dans l’analyse de la durée des cartes (p < .001, Durée) ainsi que 
dans celle de la variance globale expliquée (p < .04, GEV) ; les différences sont attribuables 
aux spécificités de la carte 7 (post hoc p < .01, Figure 16-C) apparaissant après 350 ms. 
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Les distinctions entre recherche efficiente avec et sans cible apparaissent au-delà de 
celles mesurées entre FS et CS, ainsi qu’après l’apparition de la composante N2pc (entre 
250 et 300 ms) relative aux déplacements de l’attention. 
Figure 16 : Résultats de l’analyse de segmentation pour les essais de FS contenant une 
cible (TP pour Targe Present) ou ne contenant pas de cible (Target Absent). A. Segments 
déterminés pour les deux conditions, TP en haut, TA en bas, entre 0 et 450 ms post-
stimulus, dont les segments 6 et 7 diffèrent. B. Cartes moyennes des ERP correspondant à 
chaque segment de chaque condition. C. Résultats statistiques issus de la procédure de 
fitting (voir Méthodes) de la variance globale expliquée par chaque carte (GEV), de leur 
durée (Duration) ainsi que les points dans le temps pour lesquels la variance est la plus 
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Comme nous l’avons observé au point i. de ces résultats complémentaires à propos 
de la composante N2pc, aucune caractéristique de la composante N2pc n’est observée 
durant les 600 ms succédant la présentation d’un stimulus de la condition inefficiente CS. 
Cette absence peut être expliquée par l’importante différence de temps de réaction 
distinguant FS et CS. Une analyse de segmentation sur les données des deux conditions 
alignées sur la réponse des sujets est conduite afin de comparer la condition FS à la 
condition CS. 
 
C. RESULTATS COMPLEMENTAIRES : TRACES ALIGNES SUR LA REPONSE  
 
- Segmentation des données FS et CS alignées sur la réponse : Le signal EEG des 
800 ms précédant chaque réponse est corrigé sur la ligne de base de -800 ms à 0 ms, puis 
moyenné par condition (Figure 16). La procédure de segmentation, dont les paramètres sont 
identiques à celles précédemment menées, fournit une solution optimale suggérant la 
présence de 18 cartes, 9 par condition. Aucune de ces 18 cartes n’étant commune aux deux 
conditions, nous ne procédons pas à la procédure de fitting pour cette comparaison. 
 
- Latéralisation de la cible : Une analyse de traces est effectuée sur les micro-états 
proposés par la segmentation, en comparant la présence de la cible dans l’HVG et l’HVD au 
sein d’une même condition. Les résultats ci-dessous sont proposés ici à titre indicatif (4 
sujets seulement) afin de fournir des perspectives de recherche pour les futures 
expériences. 
 
Pour la condition FS, un effet comparable à celui décrit pour la N2pc est 
mesuré entre -240 ms et -180 ms avant la réponse : Pour une cible dans l’HVG  les sites 
postérieurs droits sont plus négatifs que ceux postérieurs gauches, et pour une cible dans 
l’HVD les sites postérieurs gauches sont plus négatifs que les sites postérieurs droits (Figure 
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17, cartes FS cible HVG et HVD). Pour une cible à gauche, l’effet est plus ample et se 
mesure également sur les sites centraux et antérieurs. 
Nous remarquons que pour une cible dans l’HVD cet effet est déjà présent entre -340 
et -290 ms avant la réponse, alors que pour une cible dans l’HVG il débute vers -240 ms et 
se prolonge jusqu’à -180 et -110 ms.  L’ « effet N2pc » produit par une cible à droite semble 
être plus éloigné de la réponse que celui produit par une cible à gauche. De plus, l’effet N2pc 
d’une cible à gauche sur les sites postérieurs droits est accompagné du même pattern sur 
les sites centraux et antérieurs droits. La main de réponse pour signaler la présence d’une 
cible était la main gauche. Ces remarques correspondent bien avec les différences de pics 
de latence de la N2pc mesurées sur le signal aligné sur la présentation des stimuli ainsi 
qu’avec le délai observé dans les TR produit pour une cible dans l’HVD par rapport à l’HVG. 
 
Pour la condition CS, un effet comparable à celui décrit pour la composante N2pc est 
mesuré entre -340 ms et -290 ms, ainsi que de -290 à 240 ms avant la réponse : Pour une 
cible dans l’HVG  les sites centraux et postérieurs droits sont plus négatifs que les sites 
centraux et postérieurs gauches, et pour une cible dans l’HVD les sites postérieurs gauches 
sont plus négatifs que les sites postérieurs droits (Figure 17, cartes CS cible HVG et HVD). 
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Figure 17 : Tracés électrophysiologiques alignés sur les temps de réaction pour les 
conditions FS (à gauche) et CS (à droite). La procédure de segmentation ne trouve aucune 
carte commune aux deux conditions pour les 800 ms précédant les temps de réaction (0 
ms). Bien que les topographies diffèrent entre les conditions, un pattern comparable à 
celui de la composante N2pc pour les données liées à l’apparition des essais en FS est 
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Cette étude avait pour objectif de mieux comprendre le décours temporel des 
mécanismes cérébraux engagés dans deux tâches de recherche visuelle de cible, l’une 
efficiente, FS, l’autre inefficiente, CS. La procédure de segmentation révèle que les 450 ms 
suivant la présentation d’un display peuvent être décomposés en une succession de sept 
micro-états fonctionnels stables pour les deux types de recherche. Hormis pour la dernière 
carte 7, la succession des micro-états fonctionnels est synchrone entre les deux conditions, 
suggérant qu’aucun ralentissement d’une ou plusieurs étapes de traitement n’est mesuré 
pour la condition inefficiente CS par rapport celle efficiente FS. Les distributions 
topographiques de la condition CS sont toutes corrélées à plus de 80 % avec celles de la 
condition FS. Certaines d’entre elles sont communes aux deux conditions, comme mesuré 
entre 0 et 120 ms puis entre 300 et 450 ms post-stimulation ; d’autres sont significativement 
différentes, comme mesuré entre 120 et 190 ms, puis entre 250 et 300 ms post-stimulation. 
La mesure de différences de topographie des potentiels évoqués par les deux conditions sur 
le scalp permet d’inférer l’existence de différences entre les deux réseaux cérébraux 
générateurs impliqués par les deux tâches expérimentales. La précocité de ces distinctions 
topographiques, soit dès 120 ms (carte 2), peut être attribuée à la mise en place de 
processus de haut niveau adaptés à la résolution de la tâche de recherche de conjonction de 
traits (p.ex. le groupement perceptif d’éléments partageant les mêmes traits). Ces 
distinctions entre générateurs corticaux n’ont aucun impact sur la dynamique des étapes de 
traitement relatif à la recherche efficiente ou inefficiente de cible parmi des distracteurs. 
 
 
Partie expérimentale 1 (FS, CS) 
 110
- Similitudes entre recherches efficiente et inefficiente 
L’importante correspondance topographique entre les cartes des deux conditions 
confirme l’observation de Soria et Srebro (1996) et suggère que les mêmes mécanismes 
cérébraux sont en grande partie engagés dans les recherches efficiente et inefficiente. 
Grâce à la méthode d’analyse de la segmentation nous avons montré que ces cartes, fort 
similaires, se succèdent à une vitesse comparable écartant l’hypothèse d’un fonctionnement 
parallèle de l’attention (Townsend & Ashby, 1982) dont les prédictions concernent une 
vitesse de traitement proportionnelle à la difficulté de la tâche. En ce qui concerne l’idée d’un 
fonctionnement sériel tel que proposé par la Feature Integration Theory (Treisman & Gelade, 
1980), elle prédit l’existence de processus supplémentaires nécessaires à la réalisation 
d’une recherche CS, soit la mobilisation d’au moins une aire corticale distincte permettant le 
déplacement du faisceau attentionnel. La latence d’apparition précoce des distinctions entre 
les deux conditions ne permet pas de valider cette hypothèse, sachant que le déplacement 
du faisceau attentionnel nécessite au moins 200 ms pour être amorcé (Posner, Walker, 
Friedrich & Rafal, 1987). Les propositions fournies par le modèle hybride du Guided Search 
(Wolfe, Cave, & Franzel, 1989) concernant une première étape de traitement parallèle 
similaire entre les deux types de recherche semblent les plus adaptées à nos résultats. 
Durant cette première étape, la recherche de conjonction bénéficierait d’un marquage des 
cibles potentielles, inspectées par la suite dans une seconde étape, de fonctionnement 
sérielle cette fois. Si tel est le cas dans nos données, alors la première étape de traitement 
est constitué de la succession d’au moins sept micro-états fonctionnels cérébraux, pour une 
durée d’au moins 450 ms. 
 
- Différences entre recherches efficiente et inefficiente 
Bien que, comme soulevé plus haut, les correspondances ERP des deux conditions 
soient nombreuses, des différences de distributions topographiques entre 120 et 190 ms 
puis entre 250 et 300 ms post-stimulus ont été déterminées. Les différences les plus 
marquées se situent entre 120 et 190 ms (carte 2), soit durant la composante N1, pour 
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laquelle les topographies de chaque condition sont spécifiques. Les résultats obtenus pour 
les cartes allant de 250 à 300 ms (carte 4) révèlent que la carte FS est spécifique à FS, mais 
correspond également à CS; le contraire n’étant pas valable. 
 
- Carte 2 
Nos résultats confirment ceux obtenus par Soria & Srebro (1996) concernant une 
distinction entre les conditions FS et CS dès le rang de latence allant de 120 à 190 ms. Ces 
auteurs proposent que ces différences soient attribuables ou à la puissance respective 
relative aux deux tâches, ou à des dynamiques temporelles distinctes. Nos résultats excluent 
la seconde proposition et complètent la première, suggérant que non seulement les 
activations postérieures, mais également antérieures, sont plus importantes en CS qu’en FS. 
Etant donné qu’il s’agit du rang de latence durant lequel se retrouvent les uniques 
différences postérieures entre les deux conditions, une correspondance avec les résultats 
d’imagerie cérébrale peut être envisagée (Corbetta, Shulman, Miezin & Petersen, 1995). 
Pour Corbetta et coll., les activations du lobe pariétal marquées en CS sont identiques à 
celles attribuées aux déplacements du faisceau attentionnel dans une précédente étude 
(Corbetta, Miezin, Shulman, & Petersen, 1993), et mis en relation avec le rôle d’intégration 
visuo-motrice attribué à cette région corticale (Mountcastle, Lynch, Georgopoulos, Sakata, & 
Acuna, 1975). La définition temporelle des analyses EEG permet cependant de mettre en 
doute cette interprétation de par la précocité d’apparition de ces distinctions postérieures par 
rapport à la composante N2pc, marqueur électrophysiologique des déplacements 
attentionnels dont l’apparition ne précède pas 250 ms post-stimulus (Luck & Hillyard, 1990). 
De plus ce sont les distinctions antérieures, mises en évidence par l’analyse de traces entre 
120 et 300 ms, qui semblent être les plus distinctives entre les deux modes de recherche, 
efficiente et inefficiente. Bien qu’il soit difficile d’inférer des localisations à l’origine de telles 
fluctuations du signal sur les électrodes antérieures, il n’est pas à exclure que ces dernières 
soient similaires aux seules distinctions mesurées par technique d’IRMf entre la recherche 
efficiente et inefficiente pour les mêmes stimuli, localisées dans le sillon frontal supérieur 
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(Leonards, Sunaert, Van Hecke, & Orban, 2000). Les auteurs n’attribuent pas ces variations 
d’activités hémodynamiques du cortex frontal en recherche inefficiente aux composantes 
attentionnelles spatiales requises par la tâche, mais à l’engagement de la mémoire de travail 
qu’elle suppose (Cornette, Dupont, Bormans, Mortelmans, & Orban, 2001). En effet, les 
activités mesurées  par Leonards et coll. dans le sillon frontal supérieur (SFS), non 
seulement ne varient pas en fonction de la charge attentionnelle requise par la tâche 
(nombre de distracteurs) mais se distinguent de la région des FEF (en anglais Frontal Eye 
Fields, pouvant traduire de l’initiation d’une saccade oculaire non réalisée). 
 
La précocité des distinctions pourrait être attribuée à la détection de la cible dans la 
condition FS et non dans la condition CS, provoquant un phénomène de « pop-out ». Cette 
explication est toutefois écartée par l’analyse comprenant la condition FS avec et sans cible, 
dont les traces électrophysiologiques ne se différencient que bien après la composante N1. Il 
est également possible d’attribuer ces effets aux propriétés des distracteurs présentés 
simultanément, en correspondance avec la Selection Negativity (SN ; Harter, Aine, & 
Schroeder, 1982; Wijers et al., 1987). La première partie de la N1 reflète selon Wijers et coll. 
(1989) le traitement simultané de tous les éléments présentés, et sa latence varie en fonction 
du nombre d’éléments non-cibles. A la suite de cette étape, seuls les éléments pertinents 
accèdent au stade de recherche contrôlée (Wijers et al., 1989). Un nombre équivalent de 
distracteurs est proposé pour FS et CS, 24 dans les deux cas, et la latence de la N1 ne varie 
pas ; il est cependant envisageable que les propriétés de ces derniers, homogènes en FS et 
hétérogènes en CS, soient à l’origine des distinctions observées dans notre étude. Durant la 
réalisation de la tâche CS, il est également possible qu’un liage des informations perceptives 
succède immédiatement au traitement visuel primaire, comme cela fut démontré pour le 
cortex extra-strié V2 par exemple (von der Heydt, Peterhans, & Baumgartner, 1984). La mise 
en place de stratégies des sujets, combinant les deux dimensions visuelles d’orientation et 
de contraste, est suffisante à la réalisation de la tâche CS (feature binding ; Singer & Gray, 
1995). Les effets électrophysiologiques de ce liage perceptif ont été mesurés entre 95 ms et 
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200 ms post-stimuli (Bach & Meigen, 1998), rang de latence trouvant correspondance dans 
nos résultats. La recherche conjonctive pourrait ainsi être assignée à un statut particulier, 
différent de celui de recherche sérielle telle qu’historiquement décrite (Treisman & Gelade, 
1980), réalisable sans nécessairement requérir une application sérielle de l’attention 
proportionnelle au nombre d’éléments. 
. 
 
- Carte 4 : rang de la N2pc 
Des différences entre les deux tâches sont à nouveau mesurées entre 250 ms et 300 
ms après l’apparition des stimuli, principalement sur les sites antérieurs. Les résultats 
obtenus pour les tracés controlatéraux à la présence de la cible indiquent que ce rang de 
latence correspond à la présence de la composante N2pc en condition FS. En condition CS, 
aucune correspondance avec la composante N2pc n’est mesurée dans ce rang de latence. 
Aucune négativité postérieure plus marquée pour la recherche efficiente en comparaison à 
celle inefficiente n’étant mesurée, nous pouvons en déduire qu’il est probable que les 
mêmes mécanismes se retrouvent en CS, mais que la correspondance avec la position de la 
cible n’est pas décelable dans ce rang de latence, dans nos données. En effet, étant donné 
le temps de recherche nécessaire à la détection de la cible en CS, celle-ci ne peut être 
trouvée dans les 250 ms succédant l’apparition du stimulus. Tous comme les résultats de 
Luck et coll. (Luck, Chelazzi, Hillyard, & Desimone, 1997), nos données suggèrent qu’un 
mécanisme comparable à celui générant la composante N2pc en FS existe en CS. Ces 
auteurs suggèrent cependant qu’un délai est observé pour la condition CS, ce qui semble 
peu probable dans nos données. En effet, les cartes succédant celle dans laquelle est 
mesurée la N2pc en FS (carte 4) ne se distinguent pas entre les conditions. Nous proposons 
par conséquent que la direction aléatoire que le mécanisme prend dans la condition CS ne 
permette pas de le mettre en évidence. Cette déduction est confirmée par l’analyse des 
traces alignées par rapport à la réponse des sujets traduisant la présence de la cible, 
mettant en évidence des négativités controlatérales à la position de cette dernière pour la 
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condition FS tout comme pour la condition CS. Le rang de latence de la mise en place de ce 
mécanisme, comparable entre les deux conditions (~250 ms), pourrait témoigner de 
l’existence de déplacements attentionnels constants et abrupts (Müller-Plath & Pollmann, 
2003), dont la latence n’est pas modulée par la difficulté de la tâche. Dans le cadre de nos 
analyses, la distinction antérieure entre recherche efficiente et inefficiente confirme 
l’existence de modulations préfrontales sur le traitement visuel comme décrites chez des 
patients cérébro-lésés (Barcelo, Suwazono, & Knight, 2000), dont le rôle fonctionnel pourrait 
être exprimé en tant qu’initiation de déplacements attentionnels endogènes, initiés par les 
sujets dans la condition CS, et exogènes en condition FS, capturés par l’élément visuel 
pertinent. Les déplacements attentionnels exogènes seraient sous dépendance des réseaux 
attentionnels postérieurs (cortex pariétal notamment), alors que ceux endogènes 
solliciteraient des régions frontales (Coull, Frith, Büchel, & Nobre, 2000) permettant un 
rehaussement entretenu des informations focalisées (Laberge, 1995). 
 
- La composante N2pc 
La présence de la composante N2pc dans nos données FS confirme l’existence d’un 
mécanisme cérébral latéralisé relatif à la position d’une cible, probablement dû à une 
focalisation de l’attention sur cette dernière, que certains localisent dans l’aire V4 du cortex 
visuel (Luck, Girelli, McDermott, & Ford, 1997). De par le calcul inhérent à la mise en 
évidence de cette composante, sa présence répétée dans la durée de la recherche, de 
plusieurs secondes dans la condition CS, n’est pas décelable. Il est par conséquent difficile 
d’affirmer que la composante N2pc traduit une application sérielle de l’attention dans une 
tâche de recherche de conjonction de traits visuels (Luck & Hillyard, 1994 ; Woodman & 
Luck, 1999). Une analyse alternative, utilisant les transformées ondelettes continues (TOC), 
est proposée en expérience 4 du présent travail afin de pallier à ce problème 
méthodologique. Le processus de « tagging », sorte d’étiquetage des cibles potentielles 
proposé par Wolfe (Wolfe, Cave, & Franzel, 1989), peut également être à l’origine des 
conditions de mesure de la composante N2pc dans nos données. En effet en FS, le 
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traitement parallèle des informations suffit à écarter les distracteurs en tant que cibles 
potentielles, ce qui n’est pas le cas en CS. La correspondance de la latence de la 
composante N2pc avec les TR, sa distribution postérieure couplée à celle de sites centraux, 
même lorsque les données sont alignées sur la réponse tout comme sa présence précédant 
la réponse permettent d’inférer d’un lien étroit avec la production de la réponse motrice liée à 
la tâche. La simultanéité de l’activation de sites centraux avec les sites postérieurs rejoignent 
les descriptions de négativités postérieures controlatérales à la main de réponse cette fois 
(Posterior Contralateral Negativity, PCN, Wascher & Wauschkuhn, 1996), représentative de 
transmissions d’informations le long de la voie visuo-motrice (Wascher, Schatz, Kuder, & 
Verleger, 2001 ; Praamstra & Plat, 2001), précédant la mesure de l’activation de la réponse 
sur les sites centraux (Lateralized Readiness Potentials, LRP). La production de réponses 
motrices est indissociable d’une tâche de recherche visuelle. Sachant que la main de 
réponse traduisant la présence de la cible est la main droite dans notre protocole, et que les 
pics de la N2pc et les TR sont plus courts pour une cible à gauche que pour une cible à 
droite, nous nous interrogeons sur le rôle de la préparation motrice dans nos résultats ainsi 
que pour des tâches attentionnelles en général. Cet aspect sera abordé dans l’expérience 3 
de ce travail de thèse, dans laquelle les mains de réponse seront contrebalancées et les 




Notre travail a montré que les recherches efficiente (FS) et inefficiente (CS) ne se 
distinguent pas dans la dynamique temporelle de leurs activations cérébrales respectives, et 
que peu de différences topographiques les départagent dans les 450 premières ms après 
l’apparition des stimuli. Les deux modes de recherche semblent par conséquent partager 
des activations corticales similaires. Les distinctions mesurées sont maximales de 120 à 190 
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ms post-stimuli, localisées sur les sites postérieurs et antérieurs, puis de 250 à 300 ms sur 
les sites antérieurs uniquement. La première période distinctive entre FS et CS est proposée 
comme spécifique au liage perceptif des informations visuelles associé à la réalisation de la 
tâche CS. Si tel est le cas, la recherche conjonctive tient une position particulière parmi les 
tâches de recherche inefficiente, comme le suggèrent certains résultats comportementaux 
(Leonards, Rettenbach, Nase, & Sireteanu, 2002; Sireteanu & Rettenbach, 1995). Cette 
hypothèse sera testée en expérience 2, en comparant FS à une tâche inefficiente pour 
laquelle aucun liage perceptif n’est possible (AS, angle search). La seconde période 
distinctive correspond à la fenêtre temporelle dans laquelle la composante N2pc est 
mesurée pour FS ; cette négativité postérieure est d’intensité comparable pour CS bien 
qu’elle ne présente pas les caractéristiques controlatérales prédictibles. Ces différences 
antérieures entre 250 ms et 300 ms sont interprétées comme étant, soit le témoignage de 
déplacements attentionnels endogènes pour la condition CS (Coull, Frith, Buchel, & Nobre, 
2000), soit le reflet d’un processus de « tagging » tel que l’envisage le modèle du Guided 
Search (Wolfe,1998), soit les deux. L’engagement de processus frontaux dans la recherche 
CS tel que mesuré par Leonards et al. (Leonards, Sunaert, Van Hecke, & Orban, 2000) 
prend place dès 120 ms, et dure environ 200 ms. 
Une correspondance entre les activations postérieures de la N2pc et les sites 
centraux est mise en évidence, ainsi qu’un avantage temporel pour la détection d’une cible 
située dans l’hémichamp visuel gauche de la recherche FS. Un approfondissement de cette 
observation est conduit dans l’expérience 3. 
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Une recherche typiquement inefficiente se caractérise par la pente positive que les 
temps de réaction (TR) subissent avec l’augmentation du nombre d’éléments présentés 
simultanément. Elle fut longtemps associée à la recherche conjonctive (CS), pour laquelle 
une combinaison d’au moins deux traits visuels élémentaires est à effectuer pour aboutir 
(Treisman & Gelade, 1980). L’origine de la durée additionnelle que la présence d’éléments 
supplémentaires requiert est associée avec un accroissement quantitatif de la charge 
attentionnelle engagée. Ainsi, avec pour point d’appui le postulat des capacités limitées du 
système, la modélisation sérielle propose que chaque (groupe d’) élément(s) soit l’objet d’un 
positionnement de l’attention visuo-spatiale, qui tel un faisceau éclairant permettrait 
l’association des traits visuels en son sein (Treisman & Gelade, 1980). Selon la modélisation 
sérielle la réalisation d’une tâche inefficiente, conjonctive en l’occurrence, nécessite 
l’activation de régions supplémentaires à celles activées durant la recherche efficiente (FS) 
afin de pourvoir aux déplacements attentionnels indispensables à sa réalisation (pour revue 
voir Chelazzi, 1999). Ces prédictions ne prennent cependant pas en compte la particularité 
que représente la recherche conjonctive parmi les autres recherches inefficientes. En effet, 
la cible conjonctive peut être détectée à moindre effort par la mise en place de certaines 
stratégies perceptives, le regroupement des distracteurs par dimensions visuelles par 
exemple (Friedman-Hill & Wolfe, 1995). Les particularités de la recherche conjonctive par 
rapport aux autres recherches inefficientes sont également mises en évidence par certains 
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travaux testant la robustesse de l’inefficience de la recherche face à l’apprentissage 
(Leonards, Rettenbach, Nase, & Sireteanu, 2002; Sireteanu & Rettenbach, 1995), ainsi que 
les activations cérébrales qui lui sont relatives (Leonards, Sunaert, Van Hecke, & Orban, 
2000). Les résultats de l’expérience 1 ne permettent pas d’attribuer les distinctions 
électrophysiologiques mesurées entre FS et CS aux déplacements attentionnels tels que les 
modèles sériels le prédisent. Ils ne permettent pas non plus d’exclure l’hypothèse que les 
distinctions précoces mesurées aient pour origine des processus spécifiques à la recherche 
inefficiente.  
 
La présente expérience a pour objectif de vérifier la proposition émise dans la 
discussion des résultats de l’expérience 1, interprétant la précocité des distinctions 
mesurées entre recherche efficiente (FS) et inefficiente (CS) comme reflet d’une mise en 
place de stratégies perceptives par les participants en condition CS. Pour ce faire, les 
données électrophysiologiques relatives à la recherche FS sont comparées avec celles de 
stimuli de recherche inefficiente (recherche d’angle droit, AS), pour laquelle aucune stratégie 
de recherche n’est possible (Leonards, Rettenbach, Nase, & Sireteanu, 2002; Leonards, 
Sunaert, Van Hecke, & Orban, 2000). 
 
- Recherche visuelle conjonctive et inefficiente 
 
D’abondantes recherches, sur la base d’enregistrements cellulaires ou d’activations 
régionales en imagerie cérébrale fonctionnelle, montrent que l’analyse d’une scène visuelle 
complexe engendre dans un premier temps une ségrégation de cette dernière en ses 
principales dimensions élémentaires (Livingstone & Hubel, 1987; Young, 1992). Ces 
dimensions sont les formes, les couleurs, les contrastes, les mouvements, les tailles, les 
distances et positions des objets constituant la scène. Leur combinaison appropriée est 
indispensable à la perception et à la reconnaissance, comme par exemple la perception d’un 
fruit dans une coupe est l’aboutissement d’une conjonction d’informations entre la couleur et 
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la forme pertinentes du fruit, ainsi que celle d’informations correspondant à la coupe. Le 
travail précurseur de Treisman et Gelade (1980), dans la description de la conjonction de 
traits visuels, propose que cette dernière soit possible grâce au positionnement du faisceau 
attentionnel sur les objets concernés. Pour ces auteurs la conjonction des informations prend 
donc place tardivement, suite à l’application de l’attention spatiale (« where »). Les pentes 
observées pour le paradigme de recherche visuelle lorsque celle-ci est inefficiente (TP > 20-
30 ms / item, TA > 40-60 ms / item ; (Wolfe, Cave, & Franzel, 1989) sont attribuées à la 
durée des déplacements de l’attention auxquels s’ajoute l’assemblage des traits visuels. Il 
est cependant légitime de se demander si ces pentes positives sont dues à la sélection 
d’une position spatiale contenant un item, suivie du liage des dimensions le composant et sa 
catégorisation en cible ou non-cible, ou à la sélection simultanée de plusieurs positions 
spatiales pour une même dimension, permettant de déterminer la présence ou l’absence 
d’un item déviant. La constitution de deux sous-ensembles d’items partageant les mêmes 
traits visuels en recherche conjonctive permet la détermination d’un item déviant grâce à un 
traitement en parallèle18, nécessitant moins d’effort qu’une recherche élément par élément. 
Sous certaines conditions optimales, la recherche conjonctive peut même reproduire un 
pattern de recherche indépendant du nombre d’éléments distracteurs (Wolfe, Cave, & 
Franzel, 1989; Wolfe et al., 1990). Relevons que le pattern de TR particulier de la recherche 
inefficiente est également mesurable pour une cible ne se distinguant des distracteurs que 
par une seule de ses dimensions visuelles, par exemple lorsque la cible diffère de cercles 
évidés de par une ouverture de 45°, ou de l’ajout d ’une barre verticale à sa base ou qu’elle 
représente un angle droit parmi des angles obtus et aigus (Leonards, Rettenbach, Nase, & 
Sireteanu, 2002). La diminution de contraste entre une cible et les éléments distracteurs 
suffit également à rendre une recherche efficiente inefficiente (fondements de la Similarity 
Theory, Duncan & Humphreys, 1989), constatations par ailleurs intégrées à la F.I.T. 
quelques années après sa formulation première (Feature Integration Theory Revisited ; 
Treisman & Sato 1990). Récemment il fut montré que ces recherches inefficientes d’un seul 
                                                 
18
  Comme par exemple la sélection simultanée de tous les items noirs en Figure 12, CS, de l’expérience 1. 
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trait devenaient efficientes si elles étaient pratiquées assidûment (« parallélisation », 
Sireteanu & Rettenbach, 1995, 2000), ce qui n’est pas le cas pour la recherche conjonctive 
traditionnelle qui, même après plus de 10'000 essais reste inefficiente. Ces résultats 
permettent de statuer sur l’existence de mécanismes spécifiques à la recherche conjonctive, 
non nécessaires à la réalisation d’autres tâches inefficientes. En conséquence, ils permettent 
de remettre en question les propositions de la F.I.T. (Treisman & Gelade, 1980), laquelle fait 
reposer sa modélisation de l’inefficience de l’attention sur ce même mode de recherche. Les 
données fournies par l’imagerie cérébrale fonctionnelle supportent également l’existence de 
réseaux corticaux particuliers activés par une recherche conjonctive en comparaison à 
d’autres recherches inefficientes. 
 
- Réseau cortical 
 
Les activations mesurées en imagerie cérébrale durant la réalisation de recherches 
visuelles révèlent l’existence d’un réseau partagé en grande partie, distribué entre les aires 
extrastriées du cortex occipital et le sillon intra-pariétal (IPS) (Leonards, Sunaert, Van Hecke, 
& Orban, 2000; Nobre, Coull, Walsh, & Frith, 2003). Le sillon frontal supérieur (SFS) semble 
toutefois spécifiquement engagé par la réalisation de tâches de recherche inefficiente en 
comparaison avec une recherche efficiente (Leonards, Sunaert, Van Hecke, & Orban, 2000). 
Cette partie du lobe frontal ne correspond pas au FEF (Sireteanu & Rettenbach, 1995, 2000) 
associé aux déplacements attentionnels (Corbetta, Kincade, & Shulman, 2002) supposés 
indispensables à la réalisation de recherche visuelle inefficiente (Treisman & Gelade, 1980). 
Des différences de niveaux d’activation sont mesurées entre recherches inefficientes dans la 
région IPS, plus particulièrement en sa partie dorso-latérale (DIPSL) et médiane droite 
(DIPSM) (Leonards, Sunaert, Van Hecke, & Orban, 2000). Comme le montrent ces auteurs, 
bien que la pente des TR soit moins importante pour la recherche inefficiente conjonctive 
qu’en recherche inefficiente d’angle droit, les activations cérébrales DIPSL / DIPSM pour la 
première sont plus massives que pour la seconde. Certaines régions comme le cortex 
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cingulaire antérieur et certaines aires postérieures ont été identifiées comme spécifiques à la 
recherche conjonctive (Leonards, Sunaert, Van Hecke, & Orban, 2000). Les stratégies mises 
en place pour trouver la cible en recherche inefficiente peuvent donc être à l’origine de 
mécanismes cérébraux particuliers (Leonards, Sunaert, Van Hecke, & Orban, 2000 ; 
Leonards, Palix, Michel, & Ibanez, 2003 ; Nobre, Coull, Walsh, & Frith, 2003), parfois 
assignés au lobe pariétal droit pour l’assemblage perceptif (Arguin, Cavanagh, & Joanette, 
1994 ; Friedman-Hill, Robertson, & Treisman, 1995). Toutefois certains résultats 
comportementaux de patients cérébro-lésés suggèrent que le liage perceptif précède 
l’engagement du lobe pariétal droit (Ashbridge, Cowey, & Wade, 1999). 
 
- Données électrophysiologiques 
 
Nous l’avons abordé en expérience 1, peu d’études sont consacrées aux variations 
électrophysiologiques induites par les différents modes de recherche visuelle, efficiente et 
inefficiente. Des corrélats électrophysiologiques à la baisse de l’efficience au sein d’une 
même tâche sont identifiés par certains dans l’accroissement de l’amplitude de la P300 
(Luck & Hillyard, 1990), résultats infirmés par d’autres (Brookhuis, Mulder, Mulder, & 
Gloerich, 1983; Hoffman, Simons, & Houck, 1983). Il fut également proposé que l’amplitude 
de la N2pc cette fois (négativité mesurée ~250 ms sur les sites postérieurs controlatéraux à 
la position d’une cible), augmente avec la difficulté de la tâche (Luck & Hillyard, 1994; Luck, 
Girelli, McDermott, & Ford, 1997) alors que pour d’autres seule sa latence, dans sa 
correspondance en ERL (Event-Related Lateralizations, ERL) y semble sensible (Wolber & 
Wascher, 2003). Les comparaisons directes des traces électrophysiologiques de recherches 
efficiente et inefficiente mesurent toutefois des distinctions précédant d’au moins 100 ms la 
latence d’apparition de la N2pc (Leonards, Palix, Michel, & Ibanez, 2003; Soria & Srebro, 
1996). Soria et Srebro décèlent des différences entre FS et CS dès 150 ms sur les sites 
postérieurs, seules mesures à leur disposition, et nous trouvons des différences dès 120 ms 
post-stimulus sur les sites antérieurs et postérieurs (Leonards, Palix, Michel, & Ibanez, 
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2003). La latence précoce de ces distinctions permet d’écarter les déplacements 
attentionnels comme principaux responsables, et interroge sur la nature des mécanismes 
sous-jacents mesurés en expérience 1 pour la recherche conjonctive. 
 
La présente étude propose d’identifier pour la première fois les différences 





L’objectif de cette expérience est de permettre la comparaison des fluctuations 
électrophysiologiques relatives à la recherche efficiente de traits simples (FS) et à la 
recherche inefficiente d’angle (AS) afin de mettre en évidence la présence de mécanismes 
communs pour les 600 ms succédant l’apparition de ces deux modes de recherche. Les 
résultats ainsi obtenus feront office de contrôle concernant ceux obtenus en expérience 1 
concernant les distinctions précoces mesurées entre recherche FS et CS. La recherche FS 
est comparée à un mode de recherche inefficient AS, pour lequel aucune stratégie tel que le 
liage perceptif ne procure de bénéfice. Si les différences entre FS et CS en expérience 1 
sont dues aux mécanismes spécifiques à la recherche inefficiente, alors elles seront 
également présentes entre FS et AS. La non-correspondance des différences 
électrophysiologiques entre FS-CS et FS-AS, topographiques ou dynamiques, permettra 
d’inférer de l’existence de mécanismes distincts entre les deux modes de recherches 
inefficientes, CS et AS. 
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Dix-huit sujets volontaires rémunérés, dix hommes et huit femmes, participent à 
l’étude comprenant deux entraînements et un enregistrement EEG. Tous sont considérés 
comme aptes à passer l’expérience suite au questionnaire concernant leur état de santé, 
leur dominance manuelle droite (test d’Edinburgh) et leur vue normale ou corrigée (acuité 
visuelle égale ou supérieure à 1). L’âge moyen est de 29,5 ans (minimum 22 et maximum 37 
ans, +/- 4,5 d’écart type). Les sujets sont informés du déroulement de l’expérience et ont 
tous consenti librement à participer en signant le formulaire établi par la commission 
facultaire d’Ethique des Hôpitaux Universitaires de Genève. Un sujet parmi les 18 est exclu 
des analyses suite au calcul de la moyenne des TR de groupe pour les conditions FS, CS et 
AS. Ce dernier est le seul à dépasser de plus de deux écart-types la moyenne des TR (24 
éléments), et ceci dans les trois conditions de recherche visuelle.  
 
3.2 Tâche et stimuli  
 
Le protocole expérimental est similaire à celui de l’expérience 1, bien que pour 
répondre aux objectifs de la présente expérience, deux blocs de recherche très inefficiente 
d’angles droits (AS, Figure 19, droite) furent ajoutés à ceux de FS et CS et que les mains de 
réponse soient contrebalancées. La description détaillée des stimuli FS et CS figure dans la 
partie «Matériel et Méthodes » de l’expérience 1, et seuls ceux de FS et de AS sont 
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comparés dans la présente étude. Pour rappel, la tâche de recherche de traits simples 
correspond à la recherche d’une cible ne se différenciant que par un seul de ses traits 
visuels des distracteurs environnants, ici son orientation (FS, Figure 19 gauche), et la tâche 
de recherche d’angle consiste à déterminer la présence d’un angle droit parmi des angles 
aigus et obtus (AS, Figure 19 droite). Les sujets répondent par un bouton réponse pour 
signaler la présence ou l’absence d’une cible pour chaque essai proposé. Le stimulus reste à 
l’écran tant que le sujet n’a pas pressé un bouton-poussoir (dans un délai de 5 sec). Chaque 
essai contient plusieurs éléments, 8, 16 ou 24 lors des entraînements, puis uniquement 24 
durant l’EEG. Une cible est présente dans 50% des essais proposés aux sujets. Une cible 
peut se positionner sur la bande verticale centrale de l’écran, à droite ou à gauche (20%, 
40% et 40% des cas, respectivement) du point de fixation de façon pseudo-aléatoire. Pour 
AS, chaque élément est d’orientation aléatoire et est composé de deux barres de taille égale 
formant entre elles un angle, soit de 90° pour ce q ui est de la cible, soit de 40° ou de 140° 
pour les éléments distracteurs. Dans la moitié des essais les éléments étaient noirs, dans 
l’autre blancs (exemple proposé en Figure 19 droite). Le contraste de luminance entre les 
éléments blancs et noirs par rapport au fond gris est d’environ 40% pour les trois conditions 
de recherche. Les sujets sont confortablement installés à une distance de 114 cm du 
moniteur de sorte que chaque essai représente un angle visuel de 9.2° X 9.2°, et chaque 




Chaque sujet se présente trois différents jours (dans la même semaine) au 
laboratoire de neuroimagerie cérébrale de l’hôpital psychiatrique de Belle-Idée afin de 
réaliser 6 blocs de 99 stimuli pour les deux entraînements (AS-CS-FS, AS-CS-FS) et 8 blocs 
de 99 stimuli pour la session d’enregistrement EEG (FS-AS-CS-FS, FS-AS-CS-FS). La 
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durée d’une session d’entraînement est d’environ 45 minutes, celle de la session EEG 
d’environ 1h15 (pose du dispositif non incluse). Un temps de repos est proposé à la moitié 
de chaque session. Les mains de réponse sont contrebalancées pour chaque session et 
chaque condition expérimentale. La moitié des participants commencent les entraînements 
en traduisant la présence d’une cible par la main gauche et son absence par la main droite, 
puis changent de mains de réponse au milieu de chaque protocole expérimental, 
entraînements ou EEG. L’autre moitié des participants commencent par la main droite en 
réponse à la présence d’une cible avant d’intervertir les mains de réponse au milieu du 
protocole. Les sujets ont pour consigne de répondre le plus rapidement et avec le plus 
d’exactitude à la présence ou l’absence d’une cible, sans déplacer leurs yeux du point 
central de fixation. 
 
 
A. ACQUISITION DES DONNEES 
 
Les enregistrements EEG continus sont effectués simultanément à la réalisation des 
tâches de recherche visuelle de la troisième session avec un échantillonnage de 1000 Hz, 
pour une bande passante de 0.05 Hz à 100 Hz (Notch à 50 Hz). Le dispositif utilisé contient 
32 électrodes (QuickCap32, Neuroscan, Compumedics Inc) distribuées sur le scalp des 
participants selon la configuration présentée en Figure 18. Deux d’entre elles sont bipolaires 
et permettent de contrôler la présence de mouvements oculaires, horizontaux ou verticaux. 
Le dispositif est relié à la terre par l’électrode AFz (non représentée), et la référence 
correspond à une électrode bipolaire disposée sur les deux lobes d’oreilles des sujets. 
L’expérimentation débute lorsque l’impédance de chaque électrode est inférieure à 5 kΩ. Les 
données brutes sont découpées off-line en segments de 800 ms, -200 ms avant la 
présentation de chaque stimulus et 600 ms lui succédant. Le signal enregistré durant les 200 
ms précédant la stimulation est soustrait au reste de la fenêtre temporelle de 600 ms pour 
chaque électrode, afin de corriger la ligne de base. Une correction des clignements des yeux 
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est effectuée pour chaque sujet par la soustraction de la composante principale que ces 
derniers induisent sur tout le scalp (méthode III de Edit, Neuroscan 4.3). Les segments 
présentant des variations de ± 50 µV ou correspondant à des réponses incorrectes sont 
automatiquement rejetées du contingent puis manuellement examinées un à un (~ 40% de la 
totalité des données sont éliminés ; le nombre de segments par condition dépasse 30 pour 




Figure 18 : Configuration des 32 électrodes avec lesquelles les données de l’expérience 2 
et 3 sont enregistrées. Parmi les 32 électrodes à disposition, deux sont bipolaires (non 
représentées sur cette illustration), l’une fait office de référence posée sur les deux lobes 
d’oreille des sujets, l’autre pour enregistrer les mouvements oculaires verticaux. Deux 
électrodes supplémentaires ont été disposées  sur les tempes gauche et droite afin de 
mesurer les mouvements oculaires horizontaux. L’électrode AFz (non visible) lie le 
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B. ANALYSES DES DONNEES 
 
 Données comportementales 
 
Les temps de réaction des sujets pour le second entraînement19 sont mis en 
correspondance avec le nombre d’éléments distracteurs (8, 16 ou 24) ainsi que la présence 
ou l’absence de la cible pour chaque condition expérimentale, FS et AS (Figure 19), dans 
une analyse de variance à mesures répétées à deux facteurs : Présence de la cible 
(présente, absente) X Nombre d’éléments (8, 16, 24). Le test post-hoc du LSD de Fisher est 
utilisé afin d’interpréter les interactions significatives mesurées entre facteurs et conditions 
expérimentales. Les patterns de temps de réaction ainsi décrits permettent de s’assurer que 
notre protocole a réellement reproduit les résultats des paradigmes psychophysiques de 
recherche visuelle décrits dans la littérature (Wolfe, Cave & Franzel, 1989). 
 
 Données électrophysiologiques 
 
- Procédure de segmentation : Une procédure identique à celle appliquée aux 
données de l’expérience 1 est utilisée à l’exception de deux points. Le premier concerne le 
rejet de carte d’une durée de moins de 5 ms dans la procédure de segmentation de 
l’expérience 1, augmentée à 10 ms dans la présente analyse afin d’éviter la détermination de 
segments sur la base d’artéfacts dus à l’acquisition des données à une résolution temporelle 
plus fine qu’en expérience 1, ainsi qu’au GFP de la condition AS, moins ample que celui de 
FS. Le deuxième point concerne l’utilisation d’une version plus récente de Cartool (Version 
3.24C, Copyright © Denis Brunet) fournissant désormais les valeurs corrélatives entre les 
                                                 
19
 Pour rappel, durant l’EEG, seuls les essais à 24 éléments sont utilisés 
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cartes moyennes et les données individuelles grâce à la méthode du fitting non-compétitif. 
Le fitting non-compétitif prend en considération la présence de chaque carte prise une à une 
dans les données individuelles, permettant d’éviter la présence de valeurs nulles. Ce type de 
fitting fournit un indice de corrélation ainsi que le moment auquel celui-ci est le plus élevé 
(Best Correlation, Bcorr ; Time Point of Best correlation, TPofBcorr). 
 
- Analyse de traces (amplitude) : Une analyse de traces sera effectuée afin de 
déterminer l’origine topographique des distinctions entre les cartes fournies par la procédure 
de segmentation. Neuf électrodes distribuées sur le scalp (F3, Fz, F4, C3, Cz, C4, P3, Pz, 
P4) sont choisies de sorte à obtenir des informations sur les topographies des effets 
mesurés sur le scalp pour chaque condition (Caudalité à 3 modalités; antérieur, central et 
postérieur ; Latéralisation à 3 modalités; gauche, médian et droite). Les amplitudes 
moyennes des potentiels (µV)  de chaque fenêtre temporelle pour chacun des neuf sites sont 
comparées pour les deux conditions par analyse de variance à mesures répétées à trois 
niveaux: Condition (2) X Caudalité (3) X Latéralisation (3). Une correction est appliquée aux 
comparaisons de plus d’1 degré de liberté (Greenhouse & Geisser, 1959). Les analyses sont 
réalisées sur les données brutes et normalisées (McCarthy & Wood, 1985). Les résultats 
rapportés sont significatifs pour les deux analyses ; mais par souci de clarté, seules les 
valeurs réelles des amplitudes moyennes seront indiquées dans le texte et l’objet de 
représentations graphiques. 





4.1 Résultats comportementaux 
 
Les temps de réaction obtenus lors du second entraînement pour les deux conditions 
expérimentales FS et AS sont reportés en Figure 19 en fonction de la présence simultanée 
de 8, 16 ou 24 éléments, avec ou sans cible. 
 
Figure 19 : Temps de réaction obtenus pour deux conditions de recherche visuelle, 
recherche de traits simples (FS) et recherche d’angles droits (AS), mesurés pour des 
essais contenant 8, 16 ou 24 éléments, avec (ronds noirs) ou sans cible (ronds blancs). Les 
temps de réaction sont indépendants du nombre de distracteurs pour la condition FS alors 
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Une interaction significative Condition X Nombre d’éléments X Présence de la cible 
est mesurée (F(2, 32) = 11.9, p < .001). Toutes les comparaisons de tests post-hoc entre FS 
et AS sont significatives (pmax < .001). Les temps de réaction pour la recherche de traits 
simples (FS) n’augmentent pas avec le nombre d’éléments distracteurs (-5.8 ms / item cible 
présente, -6.2 ms / item cible absente) et sont identiques que la cible soit présente ou 
absente (p > .7 ; MeanFS-TP = 676 ms ± 27.6 SE, MeanFS-TA = 739 ms ± 32). Pour la recherche 
d’un angle droit (AS), qu’une cible soit présente ou non, les temps de réponse augmentent 
avec le nombre d’éléments distracteurs présentés (57 ms / item cible présente, 90 ms / item 
cible absente, p <.001, AS-Mean8 = 2004 ms ±85.3 SE, AS-Mean16 = 2735 ms ±95, AS-
Mean24 = 3178 ms ±98.3). De plus, l’absence de cible dans les essais ralentit 
considérablement la prise de décision des sujets en comparaison de sa présence (p <.001 ; 
Meanpresent = 1961 ms ±79.2 SE, Meanabsent = 3317 ms ±113), quel que soit le nombre de 
distracteurs, 8, 16 ou 24 (pmax < .001). Durant l’enregistrement de l’EEG, les temps de 
réaction pour les deux conditions, FS et AS sont plus rapides que durant le second 
entraînement (F(1, 16) = 12.8, p < .003). Les TR moyens correspondants aux données 
traitées ci-dessous sont de 2041 ms pour AS (± 87 SE) et de 522 ms (± 12 SE) pour FS.  
 
4.2 Résultats électrophysiologiques 
 
Les potentiels évoqués moyens (N=17)  des conditions de recherche efficiente FS et 
inefficiente AS contenant une cible sont présentés en Figure 20 pour neuf électrodes (sites 
antérieurs : F, centraux : C et postérieurs : P ; gauche : déterminants impairs, droite : 
déterminants pairs, et ligne médiane : déterminants de la lettre z), entre -100 et 600 ms 
(stimulus à 0 ms). L’observation des résultats met en évidence des traces plus amples pour 
FS que pour AS sur les sites postérieurs entre 180 et 380 ms post-stimuli. Les tracés se 
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caractérisent par une positivité postérieure 100 ms suite à l’apparition des stimuli (0 ms), 
suivie de deux fluctuations négatives entre 190 et 300 ms pour FS et AS. Ces négativités 
sont immédiatement succédées d’une positivité massive pour FS (maximum ~500 ms). Cette  
positivité correspond en tous points à la composante P300 (Sutton, Braren, Zubin, & John, 
1965), unanimement reconnue comme représentative de la décision finale et des processus 
d’identification lié à la détection du stimulus pertinent pour la tâche (Duncan-Johnson & 
Donchin, 1977; Gratton et al., 1990) dont la latence correspond à la production motrice de la 
réponse vers 520 ms en FS. Cette composante est une conséquence de l’efficience de la 
recherche FS, et ne correspond pas à l’objet de cette recherche d’où une restriction des 











Figure 20 : Moyennes (N=17) des potentiels alignés sur l’apparition à l’écran des essais 
contenant 24 éléments dont une cible pour les deux conditions, recherche d’une cible se 
différenciant de par son orientation (FS, traces noires) ou recherche d’un angle droit (AS, 
traces grises). Neufs électrodes sont proposées dont trois représentatives de la moitié 
gauche du scalp (F3, C3, P3), trois de la ligne médiane (Fz, Cz, Pz) et trois de la moitié 
droite du scalp (F4, C4, P4). La latéralisation de la main de réponse est contrebalancée 
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- Procédure de segmentation : La solution optimale fournie par la segmentation 
explique plus de 95% de la variance des données des deux conditions et comprend 7 micro-
états fonctionnels (minimum du critère de cross-validation associé à un pic du critère de 
Krzanowski-Lai) : 5 sont communs aux deux conditions efficiente et inefficiente FS et AS, et 
2 micro-états additionnels sont attribués à la recherche efficiente FS (Figure 21-A). Les deux 
topographies supplémentaires trouvées en FS apparaissent entre 147 et 245 ms (carte 4) 
puis entre 245 et 310 ms post-stimulus (carte 5). La carte 4 spécifique à FS est corrélée à 
plus de 80 % avec la carte 3 mesurée au même moment en AS. La carte 5 se distingue plus 
nettement des cartes 3 (56%) et 6 (30%). Il semble qu’une même configuration, la carte 3, 
apparaît à 130 ms pour les deux types de recherche, mais qu’elle se prolonge jusqu’à 225 
ms en condition AS (Figure 21-B). La procédure de fitting est appliquée aux 400 ms 
succédant l’apparition des stimuli uniquement, ramenant à 6 le total des cartes moyennes 
proposées aux données individuelles (quatre communes aux deux conditions, deux 
supplémentaires en FS). Cette procédure limitée à la fenêtre 0 - 400 ms permet de 
concentrer l’analyse sur les segments dont l’amplitude du GFP en condition AS est 
conséquente, témoignant de la présence de cartes stables. L’ensemble de ces six cartes, 
celles de FS et de AS confondues, est proposé successivement à chaque jeu de données 
individuelles d’une seule condition pour tous les sujets. Les 17 valeurs fournies par le fitting 
pour les deux conditions sont alors comparées dans un plan d’analyse de variance à 
mesures répétées Cartes (6) X Condition (2). 
 
Les résultats fournis par les tests post-hoc confirment que les cartes 4 et 5 sont bien 
spécifiques à la condition FS (GEV : carte 4, pmax
 
< .01 ; Durée et Bcorrelation : cartes 4 et 
5 pmax < .05 ; Figure 21-C). La carte 6 corrèle également mieux avec les données FS que 
celles de AS (Bcorrelation : cartes 6, p > 01). Tout comme dans l’expérience 1, la carte 1 est 
plus importante en recherche inefficiente qu’en recherche efficiente (GEV, Durée, pmax < .01). 
Les latences auxquelles les cartes trouvent les meilleures correspondances ne distinguent 
pas les deux conditions (p > .07). 




Figure 21 : Résultats de l’analyse de segmentation pour FS et AS. A. Global Field Power 
des deux conditions, FS et AS, pour les 600 ms succédant l’apparition des stimuli. Les 
lignes verticales représentent les segments déterminés par la procédure de segmentation. 
Les segments 4 et 5 sont spécifiques à FS. B. Cartes moyennes des ERP correspondant à 
chaque segment de chaque condition. C. Résultats statistiques (LSD Fischer post-hoc 
Test) concernant la corrélation (Best Correlation), la variance globale expliquée (GEV) et 
la durée de chaque carte (Durée) dans les données individuelles déterminés par la 
procédure du fitting (voir Méthodes). 
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Par rapport aux segments proposés par la segmentation, une fenêtre allant de 120 à 
150 ms est intégrée dans l’analyse de traces, adjoignant une partie de la carte 3 à la carte 2. 
En effet, la carte 2 de par sa faible représentation semble plus correspondre à un état 
transitionnel qu’à un micro-état fonctionnel stable (Michel et al., 1993; Pascual-Marqui, 
Michel, & Lehmann, 1995). 
 
- Analyse de traces : Les données moyennes de chaque sujet pour chaque condition 
expérimentale sont comparées pour les fenêtres allant de 0 à 120 ms (carte 1), de 120 à 150 
ms (cartes 2 et en partie 3), de 150 à 250 ms (cartes 3 AS et 4 FS), de 250 à 310 ms (cartes 
5 FS et 6 AS) et de 310 à 400 ms post-stimuli (carte 6). Les différences d’amplitude faisant 
l’objet d’interactions entre les deux conditions et les facteurs de caudalité et de latéralité sont 
proposées en Figure 22. 
 
Des différences topographiques massives sont mesurées pour les fenêtres 
temporelles 3 (150 à 250 ms) et 4 (250 à 310 ms). Pour la fenêtre 3, une interaction 
Condition X Caudalité X Latéralité  est mesurée (données brutes : F(4, 64) = 4.23, MSe = 
2.14, p < .005 ; données normalisées : F(4, 64) = 4.13, p < .005 ; G.-G. p < .02), pour 
laquelle le test post-hoc montre que les amplitudes antérieures de FS sont plus positives que 
celles de AS (pmax < .005 ; MeanFS-antG = 4.24 µV ± 0.6 SE, MeanAS-antG = 2.34 µV ± 0.5, 
MeanFS-antM = 3.69 µV ± 0.7, MeanAS-antM = 1.95 µV ± 0.6, MeanFS-antD = 3.48 µV ± 0.6, 
MeanASantD = 1.89 µV ± 0.5) et celles postérieures plus négatives en FS qu’en AS (Pmax < 
.001). Cette différence est plus marquée sur les sites postérieurs droits (MeanFS-postD = -7.95 
µV ± 1.2 SE, MeanAS-postD = -0.59 µV ± 1.04) que gauches (MeanFS-postG = -8.17 µV ± 1.39 SE, 
MeanAS-postG = -2.38 µV ± 1.2) ou médians (MeanFS-postM = -5.58 µV ± 1.29 SE, MeanAS-postM = -
0.17 µV ± 1). Cette asymétrie est à attribuer aux potentiels postérieurs droits en AS, de 
presque 2 µV moins négatifs que ceux de postérieurs gauches (p < .001 ; voir moyennes ci-
dessus et amplitude du signal en P3 par rapport à P4 dans la Figure 20), ce qui n’est pas le 
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cas pour la condition FS (p > .5 ; voir moyennes ci-dessus et amplitude du signal en P3 par 
rapport à P4 dans la Figure 20). Une interaction du même niveau succède en fenêtre 4 
(données brutes : F(4, 64) = 4.46, MSe = 3.42, p < .004 ; données normalisées : F(4,64) = 
3.72, p < .009 ; G.-G. p < .03), pour laquelle les comparaisons post-hoc montrent que les 
amplitudes des sites antérieurs gauches en FS sont plus positives que celles en AS (p < 
.03 ; MeanFS-antG = 1.62 µV ±0.88, MeanAS-antG = -0.14 µV ± 0.62) et que les trois sites 
postérieurs en FS sont plus négatifs que ceux en AS (Pmax < .001) avec une différence entre 
les deux conditions plus importante en postérieur droit (MeanFS-postD = -3.58 µV ±1.15, 
MeanAS-postD = 2.4 µV ± 1.16) que gauche (MeanFS-postG = -4.80 ± 1.53, MeanAS-postG = -0.7 µV 
±1.61) ou médian (MeanFS-postM = -2.94 µV ± 1.35, MeanAS-postM = 0.65 µV ± 1.22). Comme 
pour la fenêtre précédente, cette asymétrie est due aux potentiels postérieurs droits en AS, 
de 3 µV moins négatifs que ceux en postérieurs gauches (p < .001 ; voir moyennes ci-
dessus et amplitude du signal en P3 par rapport à P4 dans la Figure 20), ce qui n’est pas le 
cas en FS (p > .5, voir moyennes ci-dessus et amplitude du signal en P3 par rapport à P4 
dans la Figure 20). 
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Figure 22 : Histogrammes des différences d’amplitude moyenne (µV) mesurées entre la 
condition FS et la condition AS dans chaque fenêtre testée statistiquement par l’analyse 
de traces (fenêtres 1 : 0 à 120 ms, 2 : 120 à 150 ms, 3 : 150 à 250 ms, 4 : 250 à 310 ms, 




Outre ces distinctions localisées, une interaction significative Condition X Caudalité 
est mesurée pour la première fenêtre allant de 0 à 120 ms représentant la composante P100 
(données brutes : F(2, 32) = 7.81, MSe = 4.03, p < .002 ; données normalisées : F(2, 32) = 
6.89, p < .005, G.-G. p < .008) : Les tests post-hoc montrent que les potentiels sont plus 
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0.007 µV ±0.22 SE, MeanAS-central = 0.57 µV ±0.30, MeanFS-post = 1.14 µV ±0.25; MeanAS-post 
= 1.89 µV ±0.42). Une interaction du même type est mesurée pour la carte 2 allant de 120 à 
150 ms (données brutes : F(2, 32) = 3.66, MSe = 8.00, p < .04 ; données normalisées : F(2, 
32) = 6.5, p < .005, G.-G. p < .02) ; mais aucune différence n’apparaît significative dans les 
comparaisons post-hoc. Une analyse indépendante menée pour chaque facteur de caudalité 
(normalisation au travers des cinq fenêtres pour chaque sujet séparément) révèle l’absence 
de différences entre les deux conditions pour cette fenêtre 2 (tests post-hoc : antérieur et 
postérieur : premières distinctions en fenêtre 3, Pmax < .05 ; central en fenêtre 4, p < .001). 
Pour la fenêtre 4 allant de 310 à 400 ms, un effet simple d’amplitude est mesuré entre les 
deux conditions (données brutes : F(1,17) = 4.77 MSe = 99.4, p < .05 ; données 
normalisées : F(1, 17) = 5.8, p < .03) : Les potentiels en recherche  FS (MeanFS = 2.5 µV 
±0.84 SE) sont plus positifs que ceux relatifs à AS (MeanAS = 1.01 µV ±0.7). 
 
 






Dans cette expérience nous avons mesuré les corrélats électrophysiologiques à la 
réalisation de deux tâches de recherche visuelle, efficiente (FS) et inefficiente (AS), afin de 
comparer leurs dynamiques cérébrales respectives ainsi que leurs distributions 
topographiques sur le scalp. Nos résultats montrent que les distinctions apparaissent dès 
150 ms post-stimuli entre les deux conditions, par l’apparition de deux cartes successives 
spécifiques à la recherche efficiente. Les distributions topographiques redeviennent ensuite 
semblables, hormis une amplitude globale plus importante attribuée à la recherche efficiente. 
Toutes les topographies des cartes de la condition inefficiente sont présentes en recherche 
efficiente. La recherche efficiente se distingue de la recherche inefficiente entre 150 et 250 
ms (carte 4) puis entre 250 et 310 ms (carte 5) par l’amplitude de ses potentiels antérieurs, 
d’abord dans leurs ensembles puis gauches uniquement, et postérieurs. Durant ces deux 
rangs de latence, coïncidant avec le complexe électrophysiologique de la N200, une 
négativité moins marquée à droite qu’à gauche est mesurée sur les sites postérieurs pour la 
recherche inefficiente. Préalablement à ces différences de topographie, une amplitude plus 
marquée en condition inefficiente qu’en condition efficiente de la composante P100 est 
mesurée, soit entre 0 et 120 ms post-stimuli (carte 1). 
 
- Similarités entre FS et AS  
L’importante similarité topographique des cartes représentatives de la dynamique des 
mécanismes engagés dans les conditions FS et AS confirme l’existence de réseaux 
neuronaux grandement superposés, comme suggérée par les résultats d’imagerie cérébrale 
fonctionnelle (Nobre, Coull, Walsh & Frith, 2003 ; Leonards et al., 2000). L’utilisation de la 
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procédure de segmentation a permi de montrer que toutes les cartes de la recherche 
inefficiente sont présentes en recherche efficiente, et que le contraire n’est pas valable. En 
effet, deux distributions spécifiques à FS s’intercalent à celles de AS suite aux premières 100 
ms de traitement succédant à l’apparition du stimulus. Cette première observation permet 
d’inférer que contrairement aux hypothèses de modèles sériels et hybrides (Treisman & 
Gelade, 1980 ; Wolfe, Cave & Franzel, 1989), aucun mécanisme additionnel n’est mesuré 
dans nos résultats pour la condition inefficiente AS en comparaison à la condition efficiente 
FS, durant les 400 ms succédant l’apparition des stimuli du moins. Si ces constatations 
s’appliquent à toute la durée de la recherche AS, alors les résultats soutiennent les 
hypothèses parallèles concernant l’existence de processus identiques engagés dans les 
deux recherches, avec un allongement subséquent en recherche inefficiente. Une analyse 
des données alignées sur les réponses des sujets permettrait d’appuyer cette hypothèse. Le 
phénomène de parallélisation des recherches inefficientes de traits simples (Leonards et al., 
2000 ; Sireteanu & Rettenbach, 2000) trouverait résonance en un raccourcissement de la 
durée séparant le stimulus de la réponse. 
 
Les trois rangs de latence déterminant de nos résultats, 0 à 120 ms, 150 à 250 ms et 
250 à 310 ms, doivent être mis en correspondance avec les étapes de traitement inférées 
par les différents modèles théoriques afin de favoriser l’élaboration de nos interprétations. 
 
Les modèles parallèles, sériels et hybrides proposent l’existence d’une étape de 
traitement parallèle commune aux recherches efficiente et inefficiente. La prédiction d’un 
modèle parallèle (Duncan & Humphreys, 1989) qui augure de l’engagement de mécanismes 
identiques, ralentis pour une tâche de grande difficulté, peut s’appliquer à nos résultats pour 
le rang de latence allant de 0 à 120 ms (carte 1). Cette première carte est trouvée plus 
ample (GEV, analyse de traces) et plus longue (Durée) dans la condition AS que la condition 
FS. Comme dans leur démonstration, la similarité entre éléments non-cibles ainsi que celle 
entre la cible et les non-cibles pour nos stimuli de condition inefficiente est plus faible qu’en 
Partie expérimentale 2 (FS, AS) 
 141 
condition efficiente (Duncan & Humphreys, 1989). Toutefois, la dynamique des cartes issue 
de ce premier micro-état fonctionnel cérébral ne permet pas de poursuivre dans la 
correspondance avec les propositions des modèles parallèles.  
 
- Distinctions entre FS et AS 
Une négativité postérieure s’installe dans les deux conditions dès 120 ms, durant 
laquelle deux types de distinctions sont mesurées : a) FS se distingue en deux temps 
successifs de la condition AS, d’amplitudes postérieure et antérieure, puis postérieure et 
antérieure gauche plus importantes, b) une asymétrie s’instaure sur les sites postérieurs en 
AS se prolongeant jusqu’à 310 ms post-stimuli.  
 
a) La première observation peut être mise en correspondance avec la quasi-
disparition de la réponse N1 mesurée avec l’augmentation de la similarité entre les éléments 
distracteurs et l’élément cible (Heinze, Luck, Mangun, & Hillyard, 1990). La faible amplitude 
de la N1 en condition AS de notre expérience témoigne d’une sélection incomplète des 
stimuli comme le suggèrent certains résultats (Hillyard & Munte, 1984); pour la condition FS 
la latence de 150 à 250 ms post-stimuli correspond à celle durant laquelle la distinction cible 
/ non-cible est rendue possible (Hillyard & Münte, 1984).  
 
b) La seconde observation témoigne en faveur de patterns d’activations cérébraux 
différenciés entre recherche efficiente et inefficiente. En effet, l’activation de dipôles 
identiques variant uniquement en intensité ne peut être à l’origine de distributions 
topographiques distinctes en surface. Par là-même, nos résultats ne rejoignent pas les 
prédictions de modèles parallèles concernant l’engagement de processus identiques pour 
les deux conditions de recherche (Duncan & Humphreys, 1989). Au contraire, la négativité 
postérieure prenant place entre 150 et 310 ms post-stimuli semble déjà empreinte d’un 
échec en AS en comparaison de FS (Hillyard & Münte, 1984), aboutissant à une même carte 
6 pour les deux conditions à 300 ms alors que pour la plus efficiente, la recherche est, de 
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toutes vraisemblances, aboutie. En effet, pour les mêmes stimuli FS (expérience 1), la 
composante N2pc, composante négative postérieure controlatérale à la position latéralisée 
de la cible, a été mesurée pour une période correspondant à celle de la carte 5 dans la 
présente segmentation (250 à 310 ms). La correspondance robuste établie entre les 
latéralisations postérieures et la cible dans ce rang de latence témoigne de la présence de 
processus précurseurs ayant permis sa localisation, soit entre 150 et 250 ms comme 
l’indiquent nos résultats. 
 
Pour résumer nos résultats confirment l’existence d’un premier traitement parallèle 
commun aux recherches efficiente et inefficiente de 0 à 120 ms post-stimuli, suffisant, 
lorsque la cible se distingue grandement des autres stimuli, à l’émergence de processus 
adaptés en carte 4 aboutissant 100 ms plus tard par la sélection de l’élément pertinent en 
carte 5, rang de la composante N2pc (Eimer, 1996). Cette observation soutient l’amélioration 
que le Guided Search (Wolfe, Cave, & Franzel, 1989) apporte à la Feature Integration 
Theory (Treisman & Gelade, 1980), pour laquelle aucune indication informative n’est 
transmise de l’étape parallèle à l’étape sérielle.  
 
- Comparaison des résultats des expériences 1 et 2 
 
Similarité entre CS et AS 
Les résultats des deux expériences montrent une P100 plus marquée pour les 
conditions inefficientes, CS et AS, par rapport à celle efficiente, FS. Cette composante 
occipitale, dite exogène (Sutton, Braren, Zubin, & John, 1965), correspond à une réponse 
directement issue des propriétés visuelles des stimuli. Il est à envisager que l’hétérogénéité 
des éléments distracteurs, plus importante en recherche inefficiente qu’efficiente, soit à 
l’origine des variations d’amplitude de la composante P100 dans nos expériences. 
Cependant, son amplitude est plus marquée pour des stimuli hétérogènes qu’homogènes, et 
ces différences ne sont pas sans évoquer le lien qu’entretient l’attention avec cette 
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composante (Luck et al., 1994; Mangun & Hillyard, 1991), généralement pour des conditions 
d’amorçage visuo-spatial. La présentation des différentes conditions par blocs 
expérimentaux distincts peut être à l’origine d’un engagement de l’attention visuo-spatiale 
plus importante en recherches inefficientes qu’en recherche efficiente. Nous proposons que 
l’anticipation de l’importante difficulté de la tâche produise des effets comparables à ceux 
décrits par l’amorçage spatial pour cette première étape de traitement parallèle. 
 
Distinctions CS et AS 
Les conditions FS et AS se distinguent dans un rang de latence similaire à celui décrit 
en expérience 1 pour les distinctions entre FS et CS, les causes identifiées sont toutefois 
différentes. Le contrôle que constitue la présente expérience conforte l’hypothèse formulée 
en discussion de l’expérience 1 concernant la présence de stratégies d’assemblage perceptif 
(binding en anglais) en recherche conjonctive. En effet, la première distinction entre FS et 
CS est relative aux spécificités de chacune des deux conditions, ce qui n’est pas le cas entre 
FS et AS. Les spécificités de FS et de CS ne révèlent pas d’asymétrie postérieure telle 
qu’observée en AS entre 150 et 310 ms post-stimuli. Les activations du cortex pariétal droit 
sont parfois associées au liage perceptif des caractéristiques des stimuli (Arguin, Cavanagh, 
& Joanette, 1994; Friedman-Hill, Robertson, & Treisman, 1995) dont l’apparition peut être 
précoce, dès le cortex pré-strié chez le primate (Woelbern, Eckhorn, Frien, & Bauer, 2002) et 
dont les effets se mesurent simultanément à la sélection de dimensions visuelles simples 
(Theunissen, Alain, Chevalier, & Taylor, 2001). Il semble cohérent d’imaginer que la moindre 
amplitude des sites postérieurs droits mesurée dès 150 ms post-stimuli relative à la 
recherche AS, tâche spécialement conçue afin d’éviter toutes stratégies perceptives, se 
réfère à l’impossibilité de lier les informations visuelles dans la réalisation d’une telle tâche. 
Dans cette logique, la condition FS bénéficie de processus d’assemblage peut-être 
comparables à ceux présents en CS afin de permettre la détection de la cible en tant qu’item 
déviant par rapport aux distracteurs homogènes, en analogie avec la Mismatch Negativity de 
la modalité auditive, par exemple (Naatanen, 1995). 
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Nous restons conscients que les temps de réaction correspondant à la recherche AS 
de notre protocole durent en moyenne plus de deux secondes et que l’intégralité des 
processus engagés pour une tâche de recherche inefficiente telle que AS ne figurent pas 
forcément dans les premières centaines de ms analysées dans les expériences 1 et 2. 
L’apparition plus tardive d’importantes activités postérieures pour la condition AS n’est pas à 
exclure, d’autant si l’on s’en réfère aux résultats d’imagerie cérébrale (Donner, Kettemann, 
Diesch, Ostendorf, Villringer, & Brandt,  2002; Leonards, Sunaert, Van Hecke, & Orban, 
2000; Nobre, Coull, Walsh, & Frith, 2003). De plus, il n’est pas impossible que les 
enregistrements EEG de surface ainsi que la méthode de calcul des ERP n’aient permis de 
mettre en évidence d’autres orientations interprétatives20.  
 
                                                 
20
 Les inférences autorisées en lecture des effets pour les ERP d’une amplitude moindre en surface peuvent concerner une 
asynchronie de l’activité du générateur, l’inactivité d’un dipôle ou à sa position non-propice à une mesure en surface (Rugg 
& Coles, 1995). 





Nos résultats suggèrent l’absence de spécificités de la dynamique cérébrale ainsi que 
de structures cérébrales particulières impliquées dans la réalisation d’une recherche très 
inefficiente en comparaison de celle d’une recherche efficiente. Ces observations mènent à 
l’interprétation de l’absence de dichotomie fonctionnelle entre processus attentionnels 
engagés dans les deux types de recherche, comme récemment suggéré par le phénomène 
de parallélisation des temps de réaction constaté pour des tâches de recherche très 
inefficiente après une pratique assidue. La première étape de traitement, de fonctionnement 
parallèle (0 – 120 ms), semble fournir suffisament  d’indications dans le passage aux étapes 
ultérieures, comme décrit par le modèle du Guided Search (Wolfe, Cave, & Franzel, 1989).  
 
Considérations méthodologiques: Les cartes de courte durée identifiées aux abords 
de la N1 pour la condition FS (cartes 2 et 3) n’ont pas été décelées par la procédure de 
segmentation de l’expérience 1. L’identification des cartes 2 et 3 en FS par cette analyse et 
non celle de l’expérience 1 peut avoir deux origines; a) les cartes 2 et 3 n’existent pas dans 
les données FS de expérience 1, b) elles sont présentes en expérience 1 mais n’ont pu être 
reconnues comme telle par la procédure expérimentale. La première explication n’est pas 
retenue suite à l’observation de la superposition des traces des 125 électrodes de 
l’expérience 1 (fluctuation positive entre 120 et 150 ms pour les deux conditions, Figure 11  
de l’expérience 1). Il semble que des variations d’amplitude surviennent entre les 
composantes P100 et N170 des deux conditions mais que la procédure de segmentation n’a 
pu les mettre en évidence. La procédure de segmentation fournit une explication optimale 
par rapport au jeu de données qui lui est soumis et il n’est pas improbable que le GFP 
correspondant à 125 électrodes n’ait pu identifier une positivité qui semble localisée.  
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IV PARTIE EXPERIMENTALE 3 (LATERALITE MAIN / HV) 
 
Les tâches de recherche visuelle sont-elles influencées par les latéralisations de la 
réponse motrice, de la position de l’attention, ou des deux ? 
 
1 Introduction 
Alors que durant de nombreuses années la recherche visuelle fut considérée comme 
représentative d’un processus isolé, il est actuellement reconnu que les variations de temps 
de réaction qu’il produit est dépendant de plusieurs facteurs tels que la mémoire (amorçage 
produit par la présentation répétée de cible), l’excentricité de la présentation des stimuli à 
sélectionner, etc. La tâche des sujets est irrémédiablement la même : ils décident si un 
élément cible diffère ou non des éléments distracteurs par un ou plusieurs traits visuels dans 
l’alignement proposé (couleur, orientation, contraste, forme). A cette tâche de décision oui / 
non correspond deux possibilités de réponses latéralisées prédéfinies par l’expérimentateur : 
avec la main gauche ou la main droite pour indiquer si la cible est présente ou absente. Les 
participants ne savent pas d’un essai à l’autre si une cible sera présente ou non, ils 
connaissent cependant la réponse à fournir dans un cas comme dans l’autre, dont la 
correspondance présence - main est généralement maintenue tout au long du protocole 
(Treisman & Gelade, 1980, entre autres). Ils ne  connaissent pas non plus, lorsque la cible 
est présente, à quelle position elle apparaîtra. Par contre, ses différences par rapport aux 
distracteurs restent fixes tout au long d’un même bloc expérimental. La dominance 
hémisphérique droite de l’attention visuo-spatiale n’est plus à démontrer (Mesulam, 1981; 
Posner, 1980; Posner, Walker, Friedrich, & Rafal, 1987), et il n’est pas impossible que celle-
ci interagisse avec les mécanismes nécessaires à la réalisation de tâches de recherche 
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visuelle. La présentation des stimuli est bilatérale, mais la cible trouvée dans l’un ou l’autre 
des hémichamps nous fournira les indications de la position latéralisée de l’attention. Les 
activations des cortex moteurs et pré-moteurs controlatéraux à la main de réponse ainsi que 
les connections intra-hémisphériques que ces régions entretiennent avec le cortex visuel 
correspondant sont elles aussi admises (Kornblum, Hasbroucq, & Osman, 1990). La 
préparation motrice latéralisée ainsi que la latéralisation de l’attention visuo-spatiale peuvent 
toutes deux expliquer les temps de réaction asymétriques mesurés en expérience 1 (Figure 
23, droite). Nous proposons d’étudier les variations des temps de réaction pour trois tâches 
différentes de recherche visuelle, non pas en fonction du nombre de distracteurs ou de 
l’absence de cible comme traditionnellement observés, mais en fonction de deux facteurs 
non pertinents pour la tâche dans le continuum que leur charge attentionnelle respective 
représente, la main de réponse (Figure 23 gauche) et l’hémichamp dans lequel se positionne 
la cible. 
 
Les tâches de recherche visuelle sollicitent nécessairement le système visuel 
primaire bilatéral pour traiter l’apparition du stimulus dans le champ visuel, l’attention visuelle 
pour sélectionner l’information pertinente, les lobes frontaux dans la prise de décision et 
l’activation du cortex moteur controlatéral à la réponse. Ces étapes du traitement de 
l’information ne se succèdent probablement pas de façon aussi nette, mais certaines 
périodes critiques sont indispensables à l’aboutissement de la tâche et reconnaissables par 
certains indices du fonctionnement cérébral. C’est pour mieux identifier ces derniers qu’un 
enregistrement électrœncéphalographique sera effectué en simultané aux tâches 
sélectionnées pour cette étude. Dans le cas où certaines interactions seraient mesurées 
entre les systèmes visuel et/ou moteur et l’attention visuelle pour les temps de réaction, les 
fluctuations du signal électrique cortical fourniraient des informations capitales quant à la 
nature et à la dynamique de l’attention dans la réalisation d’une tâche de recherche visuelle. 
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Figure 23 : Illustration du protocole de l’expérience 1 durant lequel les participants 
reportaient la présence d’une cible par une réponse de la main gauche (Main G), son 
absence par la main droite (Main D). Sachant que les TR d’une cible située dans 
l’hémichamp visuel gauche (HVG) étaient plus courts que ceux de l’hémichamp visuel 
droit (HVD), la présente expérience 3 propose de contrebalancer les mains de réponse 
spécifiant la présence de la cible afin de déterminer si cet effet est à attribuer à un 




Pour la tâche de recherche visuelle de traits simples (FS) de l’expérience 1, les sujets 
ont des temps de réaction significativement plus courts lorsqu’ils détectent une cible à 
gauche du point central de fixation plutôt qu’à droite. Le protocole exigeait qu’ils reportent la 
présence d’une cible, quelle que soit sa position, par une réponse de la main gauche et son 
absence par la main droite (Figure 23, à gauche). De telles différences, de 30 ms environ, 
n’ont jamais été décrites auparavant dans la littérature concernant FS. Certaines 
interprétations issues de champs d’investigation distincts peuvent cependant fournir 
quelques points d’appui utiles. Les effets mesurés peuvent d’une part être associés à des 
interactions entre les anatomies croisées du système moteur et du système visuel (Marzi, 
Bisiacchi, & Nicoletti, 1991; Poffenberger, 1912) ; d’autre part une interprétation concernant 
l’engagement de l’attention visuelle pour une tâche comme FS est également plausible. 






Expérience 1 Expérience 3 
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1981), laquelle, de ce fait, pourrait privilégier le traitement de l’hémichamp visuel gauche. 
Les deux cas de figure méritent d’être vérifiés, car tous deux apporteraient des éléments 
essentiels à notre compréhension de la relation qu’entretiennent l’attention, la perception et 
l’action pour une tâche visuelle donnée. Nous proposons d’étudier ces relations pour trois 
tâches de charges attentionnelles distinctes en interaction, recherche de traits (FS), 
recherche de conjonction de traits (CS) et recherche d’angles (AS). De plus, les influences 
de ces deux facteurs sur la réalisation de la tâche FS seront mesurées non seulement dans 
les temps de réaction, mais également pour les étapes intermédiaires survenant entre la 
présentation du essai (0 ms) et la réponse motrice (~560 ms). Ainsi, la latence des potentiels 
corticaux telle que la N2pc (~270 ms), considérée comme représentative des déplacements 
de l’attention effectués dans la réalisation de la tâche (Luck & Hillyard, 1990), permettra de 
fournir des indications concernant l’influence des mains de réponse et de la latéralisation de 
la cible sur le décours temporel des mécanismes attentionnels pour une tâche simple telle 
que FS. 
  
Afin de tracer le cadre de la présente étude et les enjeux qui s’y rapportent, 
penchons-nous à présent sur les connaissances scientifiques disponibles concernant les 
relations que peuvent entretenir la main de réponse, la position de la cible et l’attention 
visuelle. Nous verrons également pourquoi la mesure simultanée des champs électriques sur 
le cuir chevelu des participants exécutant la tâche FS peut fournir des éléments de première 
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1.1 Effets de la latéralité de la réponse motrice et des 
stimuli 
 
Pour notre expérience 1, il est possible que la main de réponse gauche ait interagit 
avec la position gauche de la cible. Si tel est le cas, cet effet doit être retrouvé pour la main 
droite, interagissant avec la position droite de la cible (Figure 24, gauche). Ce contrôle est 
effectué dans la présente étude en contrebalançant les mains de réponse pour la présence 
de la cible, à droite ou à gauche du point de fixation (Figure 23, droite). Ce pattern 
psychophysique est observé par des études issues de deux domaines distincts, utilisant des 
stimuli latéralisés simples (et non une tâche de recherche visuelle ou la présentation des 
stimuli est bilatérale); l’étude du transfert interhémisphérique induit par une tâche visuo-
motrice et le partage de propriétés spatiales par la réponse et le stimulus. 
 
A. LE TRANSFERT INTERHEMISPHERIQUE 
 
- Données comportementales 
L’idée de transfert entre les deux hémisphères cérébraux semble être la solution la 
plus naturelle et spontanée à la différence observée en expérience 1. En effet, lorsque pour 
notre protocole les sujets répondent par la main gauche à une cible à droite, l’information 
doit forcément passer de l’hémisphère gauche (cortex visuel) à l’hémisphère droit (cortex 
prémoteur et moteur). Pour la situation d’une cible à gauche nécessitant une réponse à 
gauche, l’information est traitée sans transfert obligatoire d’un hémisphère à un autre. Pour 
mesurer le coût temporel que le transfert interhémisphérique (TI) suppose, Poffenberger 
(Poffenberger, 1912) présente des stimuli latéralisés associés à l’utilisation de la main droite 
ou gauche pour répondre à leur présence. Ainsi la comparaison des situations croisées 
(stimulus gauche – main droite ; stimulus droit – main gauche) avec les situations non 
croisées (stimulus gauche via  main gauche ; stimulus droit via main droite) fournit la mesure 
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du temps nécessaire à l’information pour passer le corps calleux, d’un hémisphère à l’autre 
(en anglais crossed-uncrossed difference, CUD). Le CUD mesuré par ce type de protocole 
ne dépasse généralement pas les 10 ms, avec pour maximum la situation où une réponse 
de la main gauche est associée à un stimulus à droite. Cette asymétrie dans la rapidité de 
transfert est interprétée par de nombreux auteurs comme résultant du nombre restreint de 
projections neuronales liant l’hémisphère gauche au droit en comparaison de celles liant 
l’hémisphère droit au gauche (Bisiacchi, Marzi, Nicoletti, Carena, Mucignat, & 
Tomaiuolo,1994; Brown, Larson, & Jeeves, 1994; Marzi, Bisiacchi, & Nicoletti, 1991; 
Poffenberger, 1912). 
 
- Correspondances électrophysiologiques 
Dès 1978 (Ledlow, Swanson, & Kinsbourne, 1978; Rugg & Beaumont, 1978), les 
patterns de CUD trouvent des correspondances dans les latences des pics des potentiels 
évoqués pour le paradigme de Poffenberger (1912). Les latences des pics des composantes 
P100 et N170 sont plus tardifs pour les situations croisées que non-croisées. De plus, la 
situation où une réponse de la main gauche associée à une cible à droite semble 
particulièrement lente par rapport aux 3 autres. Notons que grâce à une méta-analyse de 
toutes les études ERP de ce champ d’étude, Brown et coll. (Brown, Larson, & Jeeves, 1994) 
mettent en évidence un effet récurrent dans la majorité des données jamais discuté : une 
position gauche du stimulus évoque des potentiels plus précoces que ceux d’un stimulus à 
droite. Deux interprétations identiques à celles formulées par les études comportementales 
sont alors proposées par Brown et coll. ; celle de l’existence d’une dominance de 
l’hémisphère droit relative à l’attention visuelle ou celle d’un TI plus rapide allant de 
l’hémisphère droit au gauche, avec une préférence pour cette dernière. 
 
Outre le fait que l’ordre de grandeur du CUD (~10 ms) ne correspond pas avec celui 
de nos résultats (~ 30 ms), les similitudes entre ce type d’études et nos propres résultats (TR 
et ERP) de l’expérience 1 sont remarquables. 
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B. CORRESPONDANCES SPATIALES ENTRE REPONSES MOTRICES ET STIMULI 
 
L’existence d’interactions entre la position du stimulus et la main de réponse est 
envisagée dès le milieu des années cinquante (Fitts, 1953). Il est montré que la réponse par 
la main gauche à un stimulus gauche est plus rapide que pour un stimulus de position droite 
et que la réponse par la main droite à un stimulus à droite est plus rapide que pour un 
stimulus de position gauche (Figure 24, gauche). L’effet de compatibilité spatiale est 
également mesuré lorsque la position « naturelle » des mains de réponse varie, manipulation 
qui affecte la correspondance spatiale et non la connectivité anatomique cérébrale (Anzola, 
Bertoloni, Buchtel, & Rizzolatti, 1977; Berlucchi, Heron, Hyman, Rizzolatti, & Umilta, 1971; 
Brebner, Shephard, & Cairney, 1972; Wallace, 1971, 1972). Ainsi, lorsque les sujets ont les 
mains croisées et pressent le bouton gauche avec la main droite et le bouton droit avec la 
main gauche, les réponses sont plus rapides pour les situations ou les mains et les stimuli 
latéralisés partagent le même côté de l’espace, même si l’information doit à présent traverser 
le corps calleux. Le transfert interhémisphérique ne peut pas expliquer par conséquent tous 
les effets d’interactions mesurés entre la position des stimuli et les réponses latéralisées. 
Deux points de vue se démarquent alors dans la description de ce pattern de temps de 
réaction singulier. D’une part certains considèrent comme crucial la diminution des temps de 
réaction lorsque la main de réponse et le stimulus partagent la même position dans l’espace 
(compatibilité spatiale stimulus-réponse), et d’autres décrivent le même effet mais en se 
concentrent sur l’interférence que produit la non-compatibilité spatiale de la main de réponse 
et du stimulus (effet de Simon). Que l’orientation interprétative de ce phénomène soit 
l’interférence ou la compatibilité spatiale, les nombreuses études concernant ce sujet 
viennent de la motricité et peu d’entre elles prennent en considération le rôle probable de 
l’attention dans un tel phénomène. Notons par ailleurs que le contraire est également 
valable. Peu d’études sur l’attention visuelle considèrent l’influence des interactions 
possibles entre latéralisation partagée des réponses et de l’attention. Voyons à présent les 















Compatibilité S-R ? 
 
Avantage HVG ? 
propositions explicatives de ces deux points de vue, compatibilité spatiale et effet de Simon, 
pour les études intégrant l’intervention de l’attention visuelle en particulier, ainsi que les 
éléments déterminant fournis très récemment par les études en EEG dans ce domaine. 
 
 
Figure 24 : Les résultats de l’expérience 1 montrent que pour les TR de FS et CS ainsi 
que les pics de la composante N2pc (marqueur des déplacements attentionnels d’après 
Luck & Hillyard, 1990) en FS étaient plus courts lorsqu’une cible était présentée dans 
l’hémichamp visuel gauche (HVG) en comparaison avec le droit (HVD). La présence de 
la cible étant irrémédiablement succédée d’une réponse de la main gauche, nous nous 
proposons dans cette troisième étude de contrebalancer les mains de réponse à la présence 
de la cible. Nous pourrons ainsi déterminer si un effet de compatibilité S-R ou un 
avantage de l’hémichamp visuel gauche est induit par le paradigme de recherche visuelle. 
 
- La compatibilité stimulus-réponse (S-R) 
 
Lorsque les stimuli et les réponses partagent certains traits communs, les 
performances des sujets sont modifiées. Par exemple, il est plus aisé de répondre par un 
bouton de couleur verte à un stimulus de couleur verte et par un bouton rouge à un stimulus 
rouge plutôt que de répondre par un bouton rouge à un stimulus vert et par un bouton vert à 
un stimulus rouge. Le fait que les performances des participants soient influencées par la 
présence de propriétés communes aux stimuli et aux réponses est communément appelé 
l’effet de compatibilité stimulus-réponse (en anglais S-R compatibility ; Fitts & Seeger, 1953). 
Partie expérimentale 3 (Latéralité main / HV) 
 154
Cet effet peut également être mesuré lorsque la cible et la réponse partagent le même 
espace par rapport au plan sagittal, et ceci même lorsque la position spatiale n’est pas 
pertinente pour la tâche (Figure 24, gauche). Ainsi, Wallace (Wallace, 1971) décrit une 
situation dans laquelle une réponse de la main gauche est associée à l’apparition d’un carré 
sur un écran, et une réponse de la main droite à celle d’un rond. De façon surprenante, les 
temps de réaction mesurés sont plus rapides lorsqu’un stimulus apparaît du côté 
correspondant à la réponse requise (Simon & Rudell, 1967; Simon & Small, 1969). 
L’amplitude de l’effet de compatibilité S-R est sensible la vitesse procédurale liée au 
protocole (variation du temps séparant l’apparition des stimuli, contraste fond-forme, 
présentation graduelle des stimuli, etc.). Il est également décrit que pour une tâche peu ou 
pas automatique, l’effet disparaît (Hommel, 1993). 
 
- L’effet de Simon 
Simon et Rudell en 1967 décrivent des interférences spatiales causées par les 
situations expérimentales croisées, comparables à l’effet Stroop. Les mots left et right sont 
proposés à chaque oreille des participants de façon aléatoire, ces derniers ayant pour 
consigne de répondre avec la main correspondant à la position énoncée dans le mot. Un 
ralentissement considérable des temps de réaction est mesuré pour les stimuli dont la 
latéralisation de présentation ne correspond pas avec la direction stipulée par le mot, comme 
par exemple le mot « right » proposé à l’oreille gauche (nécessitant une réponse de la main 
droite). Cet effet, depuis nommé effet de Simon, est également mesuré pour une 
présentation des stimuli en modalité visuelle (Craft & Simon, 1970). Les situations 
d’interférence représentent un retard pour la réponse de 20 à 30 ms par rapport aux 
situations de non-interférence. Notons qu’originellement les propriétés des stimuli utilisés 
pour l’effet de Simon diffèrent de ceux de la compatibilité stimulus-réponse. Les stimuli 
partagent plus que la position spatiale des réponses, ils contiennent des traits sémantiques 
relatifs à une latéralisation (les mots left et right), rappelant la compatibilité sémantique. Par 
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là même, sans toutefois que cela n’influe sur notre interprétation, la terminologie de 
« compatibilité S-R » sera préférée à celle d’ « effet de Simon » dans la présente expérience. 
 
Les patterns des temps de réaction asymétriques et croisés tels que représentés en 
Figure 24 à gauche n’a toujours pas trouvé d’explications définitives. Cet effet est attribué, 
selon les modèles, aux processus perceptifs engagés par les stimuli (Hasbroucq & Guiard, 
1991; Stoffels, van der Molen, & Keuss, 1989), à l’activation automatique de la réponse 
ipsilatérale aux stimuli ou à un processus intermédiaire d’encodage de l’information (Lu & 
Proctor, 1994; Valle-Inclan, 1996). De plus, comme nous allons le décrire dans le chapitre 
suivant, certains éléments laissent présager du rôle prépondérant de l’attention dans ce 
pattern de temps de réaction. 
 
- Rôle de l’attention 
De nombreuses études en imagerie cérébrale montrent que l’attention module 
l’activation des aires cérébrales de la modalité sensorielle qu’elle concerne (Desimone & 
Duncan, 1995). Même si l’héminégligence unilatérale gauche (lésions droites) est plus 
importante que la droite (Albert, 1973; Ogden, 1985) chaque hémisphère cérébral entretient 
une relation privilégiée avec l’hémichamp visuel qui lui est controlatéral. De ce fait, 
l’organisation cérébrale croisée respective du système moteur, du système visuel et de 
l’attention visuelle peuvent théoriquement constituer certaines combinaisons plus 
avantageuses en vitesse d’exécution que d’autres. Il fut par exemple noté que l’effet de 
compatibilité S-R diminue en amorçant l’hémichamp où apparaîtra le stimulus (Hommel, 
1993; Stoffer, 1991). De plus, la fréquence d’apparition des stimuli module également le 
pattern de compatibilité S-R : en rendant les stimuli incompatibles plus fréquents que les 
compatibles, le bénéfice de la situation compatible s’estompe (Logan & Zbrodoff, 1982). De 
façon encore plus explicite il fut démontré que l’effet de compatibilité S-R était dépendant de 
la position de l’attention dans le champ visuel, et qu’il peut être mesuré même si les cibles et 
les réponses partagent le même hémichamp (Nicoletti & Umilta, 1985) : en dirigeant 
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l’attention sur un point déterminé d’un hémichamp (carré noir en Figure 25), une 
compatibilité S-R est mesurée pour les stimuli à gauche et à droite de ce point. Lorsque 
l’attention reste figée sur le point de fixation, ces effets ne sont pas retrouvés. Certains 
auteurs proposent par conséquent l’existence de systèmes d’encodage de la position de la 
cible et de la main de réponse (Nicoletti, Anzola, Luppino, Rizzolatti, & Umilta, 1982). Les 
codes spatiaux peuvent correspondre, représenter un avantage, sans que stimulus et 
réponse partagent le même hémichamp.  
 
Figure 25 : Tâche ayant permis de mettre en évidence une relation entre l’attention 
visuelle et l’effet de compatibilité S-R spatiale. La croix correspond au point de fixation 
et le carré noir à la position de l’attention des sujets. Le stimulus, un petit rectangle ou un 
petit carré, apparaît dans un des six rectangles. Un effet de compatibilité S-R est mesuré 
pour les stimuli à droite ou à gauche de la position de l’attention, même s’ils partagent le 
même hémichamp (Figure adaptée de Nicoletti & Umilta, 1994). 
 
 
Comme nous allons le voir à présent, les études électrophysiologiques ouvrent de 
nombreuses perspectives dans ce domaine et n’excluent pas une origine perceptive ou 
attentionnelle de la compatibilité spatiale S-R. En effet, la résolution temporelle de 
l’électroencéphalographie est particulièrement adaptée à la mesure de tels effets robustes 
mais de faible envergure, et permet de leur assigner un rang de latence d’apparition. 
 
- Mesures électrophysiologiques 
+ 
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Deux principales composantes sont utilisées par les expériences étudiant le 
paradigme de compatibilité S-R ; la composante P300 (voire Figure 26-A) et les LRP 
(Lateralized Readiness Potentials).  
 
La composante P300 est utilisée en tant qu’indice dans des tâches de mémorisation 
(Donchin, 1977), pour des stimuli peu fréquents (Sutton, Braren, Zubin, & John, 1965), et 
dans la sélection d’évènements préconisant une réponse (Ragot & Remond, 1979). Son 
origine et son interprétation varient donc considérablement avec le type d’études 
concernées. Il est toutefois noté que son amplitude et sa latence peuvent varier en fonction 
des temps de réaction (Ragot, 1984). La distribution de cette composante correspond à une 
large positivité centro-médiane (Pz), dont la latence varie entre 300 ms et 1500 ms post-
stimulation, sa présence étant même parfois reportée au-delà des temps de réaction. La 
relation qu’entretiennent le phénomène de compatibilité S-R et la composante P300 peut 
être résumée ainsi : La latence de la composante P300 ne varie pas en lien avec la 
compatibilité mais elle augmente nettement lors de non-compatibilité spatiale. Sauf si nos 
résultats l’exigent, nous n’utiliserons pas cette mesure dans la présente étude. Cette 
composante est diffuse et la mesure des pics est particulièrement problématique. De plus, sa 
relation avec la position de la cible est impossible à déterminer de par sa distribution centrale 
sur le scalp. 
 
Le calcul le plus utilisé pour étudier les situations de compatibilité S-R consiste à 
soustraire les tracés EEG ipsilatéraux à la main de réponse de ceux des sites controlatéraux 
(Gratton, Bosco, Kramer, Coles, Wichens, & Donchin, 1990). Cette mesure est appelée LRP 
(en anglais Lateralized Readiness Potentials). Les premières fluctuations résultant de cette 
soustraction correspondent à l’activation automatique de la réponse alors que le second 
temps des LRP correspond à l’activation de la réponse escomptée par la tâche 
expérimentale. De nombreuses études montrent que la main partageant la position de la 
cible est automatiquement activée, et ceci que la position de la cible soit pertinente ou non 
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pour la tâche (Kornblum, Hasbroucq, & Osman, 1990 ; De Jong, Liang & Lauber, 1994 ; 
Eimer, 1995 ; Wascher & Wauschkuhn, 1996 ; Valle-Inclan, 1996 ; Oostenveld, Praamstra, 
Stegeman, & van Osterom, 2001). L’activation automatique de la réponse correspondante à 
la position de la cible doit donc être rectifiée dans un cas de non-compatibilité S-R et non 
dans l’autre, expliquant les différences de temps de réaction mesurées entre les deux 
situations. Outre ces indices moteurs expliquant la compatibilité S-R, certains travaux (Valle-
Inclàn, 1996 ; Masaki, Takasawa & Yamazaki, 2000) révèlent que ces activations 
automatiques de la réponse sont mesurables dès les rangs de latence assignés 
habituellement à l’identification de la cible (Ritter, Simson, Vaughan & Macht, 1982 ; Luck & 
Hillyard, 1994), soit environ 200 ms post-stimulation. Ces résultats soutiennent l’origine 
perceptive ou d’encodage de l’information de la compatibilité S-R. Etant donné les rangs de 
latence coïncidant entre détection de la cible et activation automatique de la réponse, il n’est 
pas étonnant qu’un certain chevauchement des LRP et de la N2pc, sur les sites centraux, fut 
récemment noté (Ostenveld et al., 2001). Les LRP ont la particularité d’être calculés à partir 
de la soustraction de la moyenne des potentiels ipsi- et controlatéraux à la réponse 
(électrode C3 pour main droite et C4 pour main gauche), la correspondance entre TR et 
mains de réponse à laquelle nous nous intéressons particulièrement, n’est donc pas 
envisageable avec ce type de calcul. 
Concernant la composante N2pc que nous proposons d’utiliser dans le présent 
protocole, elle est utilisée par les chercheurs étudiant l’attention visuo-spatiale et son 
déplacement dans le champ visuel (Woodman & Luck, 1999). Elle succède directement à la 
composante N170, comme l’illustre la Figure 26-A (également connue en tant que négativité 
de sélection, en anglais selection negativity, SN). Cette composante consiste en une 
négativité de distribution postérieure sur les sites controlatéraux à la position d’un stimulus 
attendu (Figure 26-B), apparaissant ~270 ms post-stimulation Elle est également mesurée 
lorsque les stimuli sont bilatéraux et que la cible se situe dans l’hémichamp gauche ou droit 
(p.ex. Woodman & Luck, 1999).  





Figure 26 : A. Illustration des pics évoqués par la condition FS et de la composante N2 
postérieure controlatérale (N2pc) telle que décrite dans la littérature (Luck & Hylliard, 
1990). Sa présence est déterminée par la comparaison de la moyenne des potentiels 
controlatéraux à un stimulus (en violet) à la moyenne des potentiels ipsilatéraux (en noir) 
pour deux sites postérieurs (ici P3 et P4). B. La composante N2pc correspond à une 
négativité plus marquée sur les sites postérieurs controlatéraux à un stimulus que sur les 
sites ipsilatéraux, entre 230 et 340 ms post-stimulation. 
 
 
Comme nous l’avons décrit, l’attention semblerait impliquée dans l’effet de 
compatibilité S-R et la composante N2pc se superposerait en partie avec les LRP 
(Oostenveld, et al., 2001). Comme pour le calcul des LRP, l’utilisation des tracés ipsilatéraux 
et controlatéraux pour le calcul de la composante N2pc n’a pu à ce jour permettre une 
description de différences de latences entre les potentiels relatifs à une cible présentée à 
gauche ou à droite. 

















L’objectif de ce travail est de vérifier si lors de la présence d’une cible, les temps de 
réaction varient en fonction de sa position et de la main de réponse à utiliser de façon 
similaire que la tâche soit considérée comme automatique (FS), inefficiente (CS) ou très 
inefficiente (AS). Si l’avantage de l’hémichamp visuel gauche (Figure 24 gauche) est à 
attribué à la dominance hémisphérique droite dans les tâches attentionnelles, alors cet effet 
doit croître avec la difficulté de la tâche, traduite par la durée des temps de réaction. De plus 
pour FS, une analyse des pics de latence de la composante électrophysiologique attribuée 
aux déplacements de l’attention vers la cible, la composante N2pc, sera menée afin de 
comprendre sa correspondance avec la latéralité de la réponse motrice fournie et de la 
position de la cible (Figure 24 droite). Ces indicateurs permettront de mieux connaître la 
nature de l’engagement attentionnel et son mode de fonctionnement dans la réalisation des 
tâches de recherche visuelle. 








Dix-huit sujets volontaires rémunérés participent à l’étude comprenant deux 
entraînements et un enregistrement électrœncéphalographique. Un sujet parmi eux est exclu 
du groupe pour cause de données comportementales hors normes. L’âge moyen est de 29,5 
ans (minimum 22 et maximum 37 ans, +/- 4,5 d’écart type). Tous sont considérés comme 
aptes à passer l’examen suite au questionnaire concernant leur état de santé, leur 
dominance droite (test d’Edinburgh) et leur vue normale ou corrigée (acuité visuelle 
supérieure à 1). Les sujets sont informés du déroulement de l’expérience et ont tous 
consentit librement à participer en signant le formulaire établi par la commission facultaire 
d’Ethique des Hôpitaux Universitaires de Genève.  
 
3.2 Tâche et Stimuli 
 
Le protocole expérimental est similaire à celui de l’expérience 1, bien que pour 
répondre aux objectifs de la présente expérience, deux blocs de recherche très inefficiente 
d’angles droits (AS, Figure 27) furent ajoutés à ceux de FS et CS et que les mains de 
réponse soient contrebalancées. La description détaillée des stimuli FS et CS figurent dans 
la partie « Matériel et méthodes » de l’expérience 1 et les paramètres d’enregistrement EEG 
dans celle de l’expérience 2. Pour rappel, la tâche de recherche de traits simples correspond 
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à la recherche d’une cible ne se différenciant que par un seul de ses traits visuels des 
distracteurs environnant, ici son orientation (FS, Figure 27), et la tâche de conjonction de 
traits correspond à la recherche d’une cible se différenciant par une conjonction de traits 
visuels des distracteurs environnants, son orientation et sa polarité de contraste (CS, Figure 
27). La tâche de recherche d’angle consiste à déterminer la présence d’un angle droit parmi 
des angles aigus et obtus (AS, Figure 27). Les sujets répondent par un bouton-réponse de la 
présence ou de l’absence d’une cible pour chaque essai proposé. Le stimulus reste à l’écran 
tant que le sujet n’a pas donné sa réponse (dans un délai de 5 sec). Chaque essai contient 
plusieurs éléments, 8, 16 ou 24 lors des entraînements, puis uniquement 24 durant l’EEG. 
Une cible est présente dans 50% des essais proposés aux sujets. Une cible peut se 
positionner sur la bande verticale centrale de l’écran, à droite ou à gauche (20 %, 40 % et 40 
% des cas, respectivement) du point de fixation de façon pseudo-aléatoire. Pour AS, chaque 
élément est d’orientation aléatoire et se compose de deux barres de taille égale formant 
entre elles un angle, soit de 90° pour ce qui est d e la cible, soit de 40° ou de 140° pour les 
éléments distracteurs. Dans la moitié des essais les éléments étaient tous noirs, dans l’autre 
tous blancs (exemple en Figure 27). Le contraste de luminance entre les éléments blancs et 
noirs par rapport au fond gris est d’environ 40% pour les trois conditions de recherche. 
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3.3 Procédure 
La procédure expérimentale de cette expérience ainsi que les caractéristiques de 
l’acquisition des données sont décrites en  l’expérience 2 
 
 
A. ANALYSES DES DONNEES 
 
- Données comportementales 
Les temps de réponse des sujets du second entraînement (durant l’EEG seuls des 
essais de 24 éléments sont présentés) sont mis en correspondance avec le nombre 
d’éléments distracteurs (8, 16 ou 24) ainsi que la présence ou l’absence de la cible pour 
chaque condition expérimentale, FS, CS et AS, dans une analyse de variance à mesures 
répétées à deux facteurs : Présence de la cible (présente, absente) X Nombre d’éléments (8, 
16, 24). Le test post-hoc du LSD de Fisher est utilisé afin d’interpréter les interactions 
significatives mesurées entre facteurs et conditions expérimentales. Les patterns de temps 
de réaction ainsi décrits permettent de s’assurer que notre protocole a réellement reproduit 
les paradigmes psychophysiques de recherche visuelle décrits dans la littérature (Wolfe, 
1989). 
Ce contrôle effectué, les temps de réaction des trois conditions acquis durant l’EEG 
seront comparés dans leur relation à la position de la cible et la main de réponse21. Par 
conséquent, quatre combinaisons sont obtenues pour chaque condition : main gauche – 
cible gauche (MG-HVG), main gauche – cible droite (MG-HVD), main droite – cible gauche 
(MD-HVG) et main droite – cible droite (MD-HVD). Cette comparaison sera effectuée à partir 
des médianes des sujets dans le but limiter le poids de valeurs extrêmes dans les valeurs 
                                                 
21
 La présente étude n’exploite que les données électroencéphalographiques acquises durant la tâche de recherche efficiente 
FS pour les essais contenant une cible, comparées entre elles en correspondance à la main de réponse sollicitée ou la position 
latéralisée de la cible. Les tracés électroencéphalographiques de AS sont comparés à ceux de FS dans l’expérience 2. Les 
tracés correspondant à CS n’ont pas été exploités à ce jour. 
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utilisées. De plus, le score standardisé (aussi appelé score z) est calculé pour les trois 
conditions de recherche visuelle, FS, CS et AS de façon indépendante afin de permettre leur 
comparaison par analyses de variance à mesures répétées. Chacune des conditions 
comprend les combinaisons MG-HVG, MG-HVD, MD-HVG et MD-HVD. Le score 
standardisé est calculé de façon indépendante pour les trois conditions de recherche 
visuelle, FS, CS et AS, Ainsi, la moyenne de chacune des trois conditions est amenée à la 
valeur 0, et l’écart-type à 1. L’ANOVA à trois facteurs, Condition de recherche visuelle (3) X 
Main de réponse (2) X Position de la cible (2) permettra d’établir l’existence ou non de 
compatibilité stimulus-réponse et / ou de l’avantage de l’hémichamp visuel gauche pour les 
trois conditions de recherche visuelle. Le LSD Test est utilisé en test de comparaisons post-
hoc des différents facteurs en interaction. 
 
- Données électroencéphalographiques 
Une analyse spécifique des TR de la condition FS, sous forme de moyenne, sera 
proposée afin de permettre une comparaison ultérieure entre la composante N2pc et les 
patterns des temps de réaction obtenus. 
 
* Analyse de traces 
Une analyse de traces sera effectuée afin de déterminer la présence de la 
composante controlatérale relative à la position de la cible sur les sites postérieurs. Nous 
réduisons le nombre total des électrodes (30 + 2 électro-oculogrammes de contrôle) en six 
électrodes représentatives des six régions d’intérêt sur le scalp pour notre expérience 
(antérieur gauche -F3- et droite -F4-, central gauche -C3- et droite -C4-, postérieur gauche -
P3- et droite -P4- ; en référence au système International 10-20). Ces six sites sur le scalp 
fourniront des informations sur la latéralisation (2 modalités; gauche et droite) et la position 
sur le scalp (3 modalités; antérieur, central, postérieur) des effets mesurés. Afin d’éliminer 
tout décalage temporel de la composante N2pc d’un individu à l’autre, une fenêtre temporelle 
de 20 ms (-10 ms et + 10 ms avant et après le pic d’amplitude maximale, voir chapitre 
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suivant) est déterminée pour chaque sujet. Les amplitudes (microvolts : µV) moyennes ainsi 
obtenues sur chacun des six sites pourront être entrées dans une ANOVA à quatre niveaux, 
avec pour mesures répétées : Main de réponse (2) X Position de la cible (2) X Position 
électrode (3) X Hémisphère (2). Pour les mesures répétées ayant plus de 1 degré de liberté, 
la correction de Greenhouse et Geisser (Greenhouse & Geisser, 1959) est appliquée. Dans 
de telles situations, la valeur corrigée du p est présentée. Les données sont traitées sous 
leur forme brute et normalisée (Mc Carthy & Wood; 1985). Les résultats proposés au lecteur 
sont significatifs pour les données normalisées et brutes, mais par souci de clarté,  seules 
les valeurs brutes moyennes seront indiquées dans le texte. 
 
* Analyse de pics 
L’analyse de pics consiste en une comparaison des latences d’apparition d’une 
composante en se basant sur le moment où son amplitude est maximale. Les pics de la 
N2pc seront déterminés automatiquement (fonction Peak Detection du module Edit, 
Neuroscan) puis contrôlés un à un manuellement pour chaque sujet et chacune des quatre 
conditions sur les deux électrodes postérieures (P3, postérieur gauche et P4, postérieur 
droit). Les critères de sélection du pic sont : le rang de latence du pic (premier pic négatif 
suivant la composante N1, Figure 26-A.) ainsi que son amplitude (minima d’amplitude 
controlatérale à la position de la cible entre 230 ms et 340 ms post-stimulus 4-B). Les 
latences des pics sont considérées comme suivant une distribution normale et sont traitées 
sous leur forme brute. 
Les rangs de latence des pics de la composante N2pc seront mis en relation avec les 









4.1 Temps de réaction FS, CS, AS22 
 
Les temps de réaction obtenus lors du second entraînement pour les 3 conditions 
expérimentales FS, CS et AS sont reportés en Figure 27 pour les situations où 8, 16 ou 24 
éléments étaient contenus dans les essais, que la cible soit absente ou présente. 
 
A. PARADIGME DE RECHERCHES VISUELLES 
 
FS : (Figure 27, gauche) 
Les temps de réaction pour la recherche de traits simples (FS) n’augmentent pas 
avec le nombre d’éléments distracteurs (-5.8 ms / item cible présente, -6.2 ms / item cible 
absente). Bien au contraire, nous notons que les temps de réaction pour les essais de 8 
éléments (773 ms ± 33.9 SE) sont significativement plus lents que ceux relatifs à 16 (672 ms 
± 26.4 SE) et 24 éléments (677 ms ± 27.3 SE) distracteurs (F(2,32) = 20.0, p >.001), que la 
cible soit présente ou non. L’absence de cible provoque un ralentissement des temps de 
réaction (F(1,16) = 7.37, p <.01) inhabituel pour ce type de tâche et restreint aux essais 




                                                 
22
 Les résultats comportementaux de FS et AS ont été présentés précédemment en expérience 2. Afin de favoriser la 
comparaison entre les trois conditions expérimentales, il nous a semblé bon de les proposés à nouveau dans ce chapitre. 
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CS : (Figure 27, centre) 
Pour la recherche de conjonction de traits (CS), les temps de réponse augmentent 
avec le nombre d’éléments distracteurs (18 ms / item cible présente, 50 ms / item cible 
absente, F(2,32) = 16.36, p <.001), que la cible soit présente ou non. Dans les tests post-
hoc, l’effet est significatif (p <.001) entre les 8 éléments (1833 ms ±73 SE) et les autres, mais 
il est marginal (p <.057) entre les 16 (2222 ms ± 86) et les 24 éléments (2378 ms ± 70.5). 
L’absence de cible ralentit considérablement la prise de décision des sujets (p <.0001 ; 
Meanpresent = 1822 ms ±64.5 SE, Meanabsent = 2466 ms ± 97). Cet effet est significatif 
(pmax<.001) quel que soit le nombre d’éléments distracteurs présentés. 
 
AS : (Figure 27, droite) 
Pour la recherche d’angle droit (AS), les temps de réponse augmentent avec le 
nombre d’éléments distracteurs présentés (57 ms / item cible présente, 90 ms / item cible 
absente, p <.001, AS-Mean8 = 2004 ms ± 85.3 SE, AS-Mean16 = 2735 ms ± 95, AS-Mean24 = 
3178 ms ± 98.3), qu’une cible soit présente ou non. De plus, l’absence de cible dans les 
essais ralentit considérablement la prise de décision des sujets (p <.001 ; Meanpresent = 1961 
ms ± 79.2 SE, Meanabsent = 3317 ms ± 98.3), quel que soit le nombre de distracteurs, 8, 16 
ou 24 (pmax < .001).  
 
Les stimuli utilisés correspondent aux paradigmes de recherche visuelle efficient (FS) 
et inefficient (CS) et très inefficient (AS) tels que traditionnellement décrits dans la littérature 
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Figure 27 : Temps de réaction obtenus pour trois conditions de recherche visuelle; 
recherche de traits simples (FS), recherche de conjonction de traits (CS) et recherche 
d’angles droits (AS), mesurés pour des essais contenant 8, 16 ou 24 éléments, avec (ronds 
noirs) ou sans cible (ronds blancs). Les temps de réaction pour la condition FS 
n’augmentent pas avec le nombre de distracteurs, répondant aux critères de recherche 
efficiente, alors que AS correspond aux critères de recherches inefficientes ( > 20 – 30 ms 




B. INTERACTIONS ENTRE LATERALITE DES REPONSES MOTRICES ET POSITIONS DE 
LA CIBLE 
 
Chaque stimulation est à présent caractérisée par la position de la cible (hémichamp 
visuel gauche ou droit, respectivement HVG et HVD) et la main de réponse se rapportant au 
bloc expérimental, soit gauche soit droite (MG et MD), pour les trois conditions FS, CS et AS. 


















FS AS CS 
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visuelle (3) X Main de réponse (2) X Position de la cible (2). Les médianes obtenues pour 
chacune des trois conditions sont très différentes l’une de l’autre (FS = 522 ms, CS = 1679 
ms, AS = 2031 ms ; Figure 28-A) et l’hétérogénéité de leur variance est proportionnelle à 
leurs valeurs respectives (Figure 28-B). Comme l’indique le test de Brown & Forsythe, les 
variances sont significativement différentes entre FS et CS (F(1,32) = 15.96, p < .0004), FS 
et AS (F(1,32) = 39.75, p > .0003), mais non entre CS et AS (F(1,32) = 1.34, p < .25). 
Sachant qu’à toute analyse de variance implique une homogénéité de la variance entre les 
modalités d’un même facteur, la standardisation des données (également appelé score z) 





Figure 28 : A. Temps de réaction moyens des trois condition de recherche visuelle, FS, 
CS et AS. B. Représentation des variances correspondant aux temps de réaction des trois 
























TR moyens des médianes A. B. 
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L’ANOVA effectuée sur les données normalisées montrent une interaction 
significative Condition de recherche visuelle X Position de la cible (F(2,32) = 3.96, p < .03, 
Figure 29-B) : Le test du LSD révèle qu’une cible à gauche représente un avantage 
significatif par rapport à une cible à droite pour CS (p < .035, HVG = 1622 ms, HVD = 1737 
ms), un avantage marginal pour FS (p = .067, HVG = 516 ms, HVD = 529 ms) et aucun 







Figure 29: A. L’utilisation des scores standardisés permet d’amener les données de 
chaque condition de recherche visuelle, FS, CS et AS à moyennes et variances 
comparables pour l’analyse de variance. B. L’utilisation des scores standardisés permet 
de mettre en évidence l’avantage que la cible de position gauche constitue par rapport à la 
droite pour les recherches de traits (FS) et de conjonction de traits (CS). Ce pattern est 
absent de la condition de recherche typiquement inefficiente d’angle droit (AS). 
 
 






















* p < .067 n.s. 
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Une interaction Condition de recherche visuelle X Main de réponse X Position de la 
cible est de plus trouvée (F(2,32) = 5.72, p < .008 ; Figure 30) : Le test post-hoc de Fisher du 
LSD montre que  cette interaction engage les temps de réaction de la main gauche pour la 
condition FS (p < .006, MG-HVG = 510 ms, MG-HVD = 539 ms) et ceux de la main droite 
pour la condition CS (p < .002, MD-HVG = 1532 ms, MD-HVD = 1798 ms), alors qu’aucune 
distinction n’est mesurée pour la condition AS. 
 
Figure 30: La position latéralisée de la cible (cible gauche, HVG et cible droite, HVD) et 
la main de réponse (gauche, G et droite, D) n’interagissent que  pour les conditions FS et 
CS. Un effet de position de la cible est mesuré pour la main G en condition FS et pour la 




































* * n.s. 
* 




Les temps de réaction mesurés par rapport aux mains de réponse et la position 
latéralisée de la cible pour les trois tâches de recherche visuelle, FS, CS et AS permettent 
d’affirmer que, non seulement la main de réponse et la position de la cible interagissent avec 
les TR, mais que cette interaction diffère en fonction de la difficulté de la tâche. Un effet de la 
position de la cible est mesuré pour FS et CS, il interagit avec la main gauche en condition 
FS (MG-HVG < MG-HVD) et avec la main droite en CS (MD-HVG < MD-HVD).  
 
Pour FS, seule la situation incompatible MG-HVD constitue un ralentissement par 
rapport à la situation compatible MG-HVG. D’après nos hypothèses, la situation MG-HVD 
serait doublement désaventagée par rapport aux autres du fait de transfert inter-
hémisphérique des régions recevant l’information visuelle (présence de la cible en HVD) vers 
les régions de la commande motrice. Ce ralentissement ne s’observerait pas pour la 
situation inverse, MD-HVG, car l’avantage de l’HVG compenserait le ralentissement induit 
par le croisement inter-hémisphérique des activations. Notre explication rejoint en tous points 
celle exprimée par Barthélémy et Boulinguez en 2002 concernant un pattern de TR identique 
au nôtre, mais mesuré dans le paradigme de Posner, pour les essais dits neutres (l’amorce 
ne fournit aucune indication concernant la position de la cible). 
 
Pour CS, la situation croisée MD-HVG constitue un avantage important de plus de 
250 ms, non seulement par rapport aux réponses de la main gauche pour cet hémichamp, 
mais également par rapport aux réponses de la même main pour l’hémichamp opposé. 
Aucun signe de compatibilité spatiale entre stimulus et réponse n’est décelable dans le 
pattern de TR de la condition CS. L’atténuation de l’effet de compatibilité S-R pour un 
alignement augmentant en complexité est fréquemment reportée (Hommel, 1993 ; McCann 
& Johnston, 1992) et soutient les modèles d’interférence-réponse dont la prédiction est que 
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plus les temps de réaction sont lents, plus l’interférence est faible. Ce fut le cas dans notre 
expérience. 
 
Les trois tâches se distinguent dans la durée de leurs temps de réaction respectifs 
(FS < CS < AS), durée dont l’allongement est attribué à la charge attentionnelle qu’elles 
requièrent. L’effet bénéfique que représente la position de l’attention dans l’hémichamp 
visuel gauche est plus important en CS qu’en FS, soutenant l’idée que cet effet est 
attribuable aux mécanismes attentionnels impliqués dans ces tâches. Les sujets 
détecteraient plus rapidement les cibles dans l’HVG de par un niveau d’alerte plus important 
attribué à l’hémisphère droit par rapport au gauche (Posner, Walker, Friedrich, & Rafal, 
1987). L’absence de tout effet de latéralité dans la tâche sollicitant pourtant le plus 
d’attention, nommément AS, trouve probablement son origine dans la longueur des TR et la 
variance qui leur sont relatifs. A ces valeurs très importantes des TR sous-entend 
l’engagement de plusieurs mécanismes, dont la variance de plus d’une seconde prédit de la 
quantité de bruit que leur fonctionnement engendre. Dans ces conditions, un avantage de 
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4.2 ERP et temps de réaction pour la recherche efficiente  
 
A. LES TEMPS DE RÉACTION 
 
 Interaction de la latéralité des réponses motrices et de la cible pour FS (moyennes) 
 
Les moyennes des temps de réaction obtenus pour la condition FS sont présentées 
en Figure 31. Notre choix d’utiliser les moyennes est motivé par l’utilisation de moyennes en 
ERP, et par conséquent cette connaissance des résultats facilitera les comparaisons de 
patterns entre résultats électrophysiologiques et TR. Les temps de réaction de la condition 
FS montrent un effet simple significatif de la position de la cible (p <.02) ; les sujets 
répondent plus rapidement lorsque la cible se situe dans l’hémichamp visuel gauche que 
dans l’hémichamp visuel droit (FSHVG = 546 ms, FSHVD = 563 ms). Une interaction de la 
position de la cible avec la main de réponse est également mesurée (p <.003) ; la situation 
où une réponse de la main gauche (MG) est requise pour rapporter la présence de la cible et 
que celle-ci apparaît dans l’hémichamp visuel droit (HVD) est significativement différente des 
3 autres, avec un délai d’environ 30 ms (pmax < . 001 ; MGHVG = 544 ms, MGHVD = 578 ms, 
MDHVG = 548 ms, MDHVD = 548 ms).  
Concernant les performances, elles sont significativement plus élevées lorsque les 
sujets répondent par la main gauche (97.12 %) que par la main droite (95.83%, F(1,16) = 
6.58, p < .02) sans interaction avec la position de la cible. 
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Que les temps de réaction soient analysés en tant que moyennes ou médianes, la 
situation MG-HVG semble constituer un réel avantage pour la tâche de recherche efficiente 
FS, sans pouvoir déterminer si cet avantage est relatif à la position gauche de la cible ou à 
un effet de compatibilité S-R.  
 
Figure 31: Illustration des moyennes des temps de réaction obtenus pour la condition de 
recherche efficiente FS. A. Lorsque la cible est dans l’hémichamp visuel gauche (HVG) 
les réponses sont plus rapides que dans l’hémichamp visuel droit (HVD). B. L’effet 
principal de la position de cible est relatif à la situation où les sujets répondent avec la 
main gauche à une cible droite, plus lente que les trois autres. 
 
 Variabilité inter individuelle 
 
Dans notre échantillon, une majorité de participants montrent un avantage de 
l’hémichamp visuel gauche par rapport au droit (S2, S4, S6, S8, S9, S10, S12, S13, S14, 
S16, S17, S18, N = 12 / 1723 ; Tableau 1, Delta (HVD-HVG) > 0). Les patterns de 
compatibilité S-R sont également grandement représentés tels que MGHVG < MGHVD et 
MDHVD < MDHVG (S1, S2, S3, S4, S7, S10,S13, S14, S15, S17, S18, N = 11 / 18 ; Tableau 1 : 
Delta (a-b) > 0 et Delta (a’-b’) > 0). Sept participants, S2, S4, S10, S13, S14, S17 ainsi que 
S18 cumulent les deux effets. S5 ne présente ni l’un ni l’autre des effets. Même si le nombre 
de sujets testés ne permet pas d’obtenir trois groupes suffisamment importants pour tester 
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statistiquement ces différences, les sujets ne montrant que l’avantage de l’HVG (599 ms, N = 
5) sont plus lents que ceux ne montrant que la compatibilité S-R (553 ms, N = 4), qui eux 




Cette analyse inter individuelle révèle des patterns différents selon les participants. 
De plus, elle indique que les valeurs de TR les plus basses se retrouvent chez les 
participants qui montrent à la fois un avantage de l’hémichamp visuel gauche, et un 
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Tableau 1 : Position latérale de la cible : Quelle que soit la main de réponse, les sujets 
répondent plus rapidement si la cible se présente dans l’hémichamp gauche (HVG) que 
dans l’hémichamp visuel droit (HVD). La colonne Delta calcule la différence entre les 
TR d’une cible dans l’HVG et dans l’HVD. Main Gauche, Main Droite : Moyennes des 
temps de réaction pour chaque sujet lorsque la cible et la main partage la même position 
(situation non croisée) ou non (situation croisée). La colonne Delta consiste en la 
soustraction de la situation non croisée à la situation croisée. L’avantage de la situation de 
compatibilité spatiale S-R par rapport à celle incompatible est représenté par des valeurs 





de la cible 






















1 552,21 547,24 -4,98 559,96 563,34 3,38 531,13 544,47 13,34 
2 443,14 444,63 1,48 437,06 460,25 23,19 429,00 449,22 20,22 
3 577,85 574,58 -3,27 588,92 591,55 2,64 557,61 566,78 9,17 
4 515,85 521,07 5,23 527,15 538,98 11,83 503,17 504,54 1,38 
5 559,14 550,58 -8,55 600,47 599,06 -1,41 502,11 517,80 15,70 
6 487,39 545,81 58,42 498,83 553,38 54,55 538,24 475,96 -62,29 
7 503,44 501,84 -1,60 482,58 492,35 9,76 511,34 524,30 12,96 
8 616,20 626,66 10,47 589,50 599,13 9,63 654,20 642,89 -11,30 
9 531,71 537,84 6,13 571,06 573,15 2,09 502,53 492,36 -10,17 
10 550,37 580,13 29,76 536,89 603,66 66,77 556,61 563,85 7,24 
12 666,97 735,18 68,21 606,25 701,49 95,24 768,86 727,68 -41,18 
13 494,28 512,32 18,04 483,04 541,79 58,74 482,85 505,52 22,67 
14 555,10 569,23 14,14 553,11 607,32 54,21 531,15 557,09 25,94 
15 584,39 582,25 -2,14 603,59 649,20 45,61 515,30 565,19 49,89 
16 585,80 661,37 75,57 566,06 624,79 58,72 697,96 605,54 -92,41 
17 588,04 593,79 5,74 592,73 640,32 47,59 547,26 583,36 36,10 
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B. LES ERP 
 
La Figure 32 illustre les ERP relatifs aux quatre conditions, MG-HVG, MG-HVD, MD-
HVG et MD-HVD. 
 
Figure 32: Moyennes (N=17) des potentiels évoqués pour 4 conditions expérimentales : 
réponse de la main gauche (MG) et réponse de la main droite (MD) lorsque la cible se 
trouve à gauche (HVG) ou à droite (HVD). Six sites sont représentés où les électrodes F3, 
C3, P3 correspondent aux positions frontale, centrale et postérieure gauches, alors que F4, 
C4, P4 correspondent aux positions frontale, centrale et postérieure droites du scalp. Les 
analyses portent sur la fenêtre allant de 230 à 340 ms. Elles ne révèlent aucune différence 
de potentiels entre les 2 mains de réponse. Les sites postérieurs controlatéraux à la 
position de la cible, postérieurs droits pour une cible à gauche, postérieurs et centraux 
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 Amplitude des composantes (analyse de traces) 
 
- Composante P100 
 
Un effet simple d’hémichamp est mesuré (données brutes : F(1,16) = 16.3, p < .001, 
données normalisées : F(1,16) = 12.2, p < .003), ainsi qu’une interaction entre l’hémichamp, 
la caudalité et l’hémisphère considéré (données brutes : F(2,32) = 7.24, p < .006, données 
normalisées : F(2,32) = 5.53, p < .03) : l’analyse post-hoc montre que pour une cible dans 
l’HVG les potentiels postérieurs droits sont plus amples (7.3 µV) que ceux sur les sites 
postérieurs gauches (5.8 µV, p < .0001). Le correspondant pour une cible dans l’HVD n’est 
pas montré par nos résultats. 
 
- Composante N170 (ou N1) 
 
Aucune différence d’amplitude entre les différentes conditions n’est mesurée pour le 
rang de latence de la composante N170. 
 
- Composante N2pc 
 
Un effet simple de position de la cible est également mesuré. Même si ce facteur 
interagit avec d’autres, nous notons qu’une cible à gauche produit des potentiels moins 
négatifs (MeanHVG = - 0.91 µV, MeanHVD = -1.69 µV) que si elle est à droite (données brutes : 
F(1,16) = 5.32, p < .04, MSe = 11.62, données normalisées F(1,16) = 5.39, p < .03). La 
N2pc, soit une négativité plus importante sur les sites postérieurs controlatéraux à la position 
de la cible que ceux ipsilatéraux, est mesurée (Position cible X Position électrodes X 
Hémisphère : données brutes F(2,32) = 41.1, p < .0001, MSe = 1.13 ; données normalisées : 
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F(2,32) = 38.93, p < .0001). Outre les sites postérieurs, le site central gauche montre 
également ce type de négativité controlatérale à la cible avec MeanHVD-C3 = -1.07 µV, 
MeanHVG-C3 = 0.72 µV, p < .0004 : une interaction Mains de réponses X Positions de la cible 
(F(1,16) = 10.13, p < .006, MSe = 2.99) montre que les ERP correspondant à MG-HVG sont 




La position de la cible a des effets sur l’amplitude des potentiels controlatéraux 
correspondants dès la composante P100 lorsqu’elle est dans l’hémichamp visuel gauche. 
Cette précocité n’a pas d’effet sur la composante N170, mais peut être mise en relation avec 
une négativité moins marquée pour une cible à gauche reportée avec la main gauche par 
rapport aux trois autres combinaisons dans la composante N2pc. 
 
 Latence des composantes (analyse de pics) 
 
- Composante P100 
 
Les pics de latence de la composante exogène P100 sur les sites controlatéraux à la 
position de la cible entre 80 et 120 ms post-stimulation ne diffèrent pas significativement 
(ANOVA) d’une condition à une autre. 
 
- Composante N170 
 
Les mêmes analyses appliquées à la composante N170 (140 – 220 ms) ne décèlent 
aucune différence entre les quatre conditions expérimentales. 
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- Composante N2pc 
 
Les latences des pics de la N2pc correspondant aux quatre conditions, MG-HVG, 
MG-HVD, MD-HVG et MD-HVD sont introduite dans une analyse de variance à mesures 
répétées et aucun effet significatif n’est relevé (p <.15 ; Figure 33). A titre indicatif, les 
données sont alors comparées une à une par un T-test. La condition MG-HVD produit une 
N2pc de latence plus tardive que MG-HVG (p < .005 ; MeanMG-HVD = 274,5 ms ; MeanMG-HVG 
=266,6 ms). 
Afin de déterminer si ce décalage de latence, si petit soit-il, est spécifique à la 
position de la cible ou à l’hémisphère cérébral concerné, nous décidons de compléter notre 
analyse de variance par la mesure du pic analogue à la N2pc, ipsilatéral à la position de la 
cible. N’étant plus relative à une certaine contralatéralité de la négativité, cette composante 
bilatérale sera dorénavant décrite comme « N2p ». 
 
Figure 33 : Les latences des pics de la N2pc relatives aux conditions MG-HVG, MG-
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- N2p 
L’ANOVA se compose à présent de trois facteurs, comprenant chacun deux 
modalités : main de réponse (MG et MD), Position de la cible (HVG et HVD) ainsi que 
l’électrode de la mesure (postérieure gauche -P3- et postérieure droite -P4-). Les résultats 
de l’analyse sont présentés en Figure 34. Un effet principal significatif de la position de la 
cible est mesuré (F(1,16) = 5.21, p <.04, MSe = 249) : A une cible dans l’hémichamp visuel 
gauche correspond une N2p de latence inférieure (MeanHVG = 267.7 ms) à celle positionnée 
à droite (MeanHVD = 273.8 ms ; Figure 12-A). Ce facteur n’interagit pas avec les autres 
facteurs de l’analyse et ne peut par conséquent pas être exclusivement attribué à la N2p 
controlatérale. Une interaction est par contre mesurée entre la main de réponse et l’électrode 
où est mesuré le pic de latence (F(1,16) = 10.52, p < .005, MSe = 84.63) : La latence de la 
N2 postérieure est plus petite pour la situation MD-P3 (MeanMD-P3 = 267.2 ms) que MD-P4 
(MeanMD-P4 = 273.8 ms), et MG-P3 (MeanMG-P3 = 272.8 ms). Cette interaction entre la 
main de réponse et les sites postérieurs répliquerait la topographie exacte de l’effet de 
compatibilité S-R si la différence entre main gauche -électrode droite et main droite électrode 
droite n’avait pas été marginale (p < .056, MMG-P4 = 269.2 ms, MMD-P3 = 273.8 ms, Figure 34-
B). 
 
Cette analyse permet de décomposer les effets mesurés en deux patterns distincts : 
un avantage de l’hémichamp visuel gauche par rapport au droit, quelle que soit la 
latéralisation hémisphérique de la composante ou de la main de réponse, ainsi qu’un pattern 
semblable à l’effet de compatibilité S-R, indépendamment de la position de la cible. Les 
corrélations entre TR et latences de la N2p ont été uniquement calculées sur les valeurs 
brutes. Aucune significativité n’a été notée par le test rhô de Pearson (p > .22 pour les 4 
conditions). A l’avenir, nous souhaitons effectuer les mêmes analyses de corrélations, mais à 
partir du rapport des différences mesurées pour les TR et la N2p (contrastes). 
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Figure 34: Les latences des pics de la N2 postérieure (230 - 340 ms) ipsi- et 
controlatéraux à la position de la cible pour les conditions MG-HVG, MG-HVD, MD-
HVG et MD-HVD révèlent deux effets significatifs. A. Les latences de la N2p sont plus 
courtes pour une cible à gauche, sites postérieurs droit et gauche confondus. B. La main 
de réponse interagit avec l’électrode de mesure (P4, postérieur droit et P3, postérieur 
gauche), reproduisant pratiquement le pattern de la compatibilité S-R, sans relation avec 




- Interactions entre les pics des composantes P100, N170 et N2p et les conditions  
 
Afin de déterminer si certaines différences apparaissent de façon récurrente dans la 
succession des composantes, les données ipsi- et controlatérales de la P100, N170 et N2p 
sont entrées dans l’ANOVA (design : Main (2) X Position cible (2) X Composante (3) X 
Electrode (2)). Les effets mesurés se limitent à la N2p, soit entre 230 et 340 ms. Ils 
correspondent à ceux obtenus dans l’analyse de cette composante, mais ils ressortent de 
façon plus nette. Une interaction Composante X Cible (F(2,32) = 4.86, p < .04, MSe = 
105.07) montre que la latence est plus précoce pour une cible à gauche (MeanHVG-N2p = 267.7 
ms) qu’une cible à droite (MeanHVD-N2p = 273.9 ms) pour la N2p. De plus, une interaction Main 
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pour la N2p est pour chacune des électrodes : MG-P3 > MD-P3 (p < .0006, MeanMG-P3 = 
272.8 ms, MeanMD-P3 = 267.2 ms) et que MD-P4 > MG-P4 (p < .004, MeanMD-P4 = 273.8 ms, 
MeanMG-P4 = 269.2 ms). D’autre part, un effet Electrode est mesuré par chaque main sont 
mesurés : MG-P3 > MG-P4 (p < .02, MeanMG-P3 = 272.8 ms, MeanMG-P4 = 269.2 ms) et MD-P4 
> MG-P3 (p < .001, MeanMD-P4 = 273.8 ms, MeanMG-P3 = 267.2 ms). Une représentation 




La composante N2pc, soit une négativité d’amplitude plus importante sur les sites 
postérieurs controlatéraux à la position de la cible, est mesurée entre 230 et 340 ms post-
stimulus. En prenant comme indice la latence de ses pics maximum, ipsi et controlatéraux 
pour chaque sujet et chaque condition, nous mettons en évidence que cette composante est 
sensible aux deux facteurs testés dans cette étude, la main de réponse et la position de la 
cible. Aucune différence de latences des pics précédant 230 ms (P100, N170) n’est 
mesurée. Pour la N2p les latences des pics révèlent deux effets, un effet de la position de la 
cible ainsi qu’une interaction entre les mains de réponse et les deux électrodes postérieures 
latéralisées. Lorsque la cible se trouve dans l’hémichamp visuel gauche, les latences des 
pics de la N2p sont plus précoces que si la cible se trouve dans l’hémichamp visuel droit 
(Figure 35-A). De plus, les pics controlatéraux à la main de réponse (P4 et main G, P3 et 
main D) ont une latence plus courte que leurs homologues ipsilatéraux (Figure 35-B). 
 




Figure 35 : Seuls les pics de latence de la composante N2p interagissent avec les facteurs 
testés par cette étude, schématiquement repris par cette figure. Les deux effets suivants 
sont mesurés : A. à une cible à gauche correspond une composante plus courte que si la 
cible est à droite, et B. les électrodes controlatérales aux mains de réponse ont une latence 




- Efficience de la tâche 
Notre étude avait pour objectif de mieux comprendre les avantages en temps de 
réaction pour les cibles à gauche par rapport aux cibles à droite obtenus dans l’expérience 1, 
dans les  tâches de recherches efficiente FS et inefficiente CS. Pour cela nous avons 
contrebalancé les mains de réponse dans ces mêmes tâches. L’avantage d’une cible 
présentée dans l’hémichamp gauche a été reproduit dans la présente expérience, pour FS et 
CS, mais n’est pas mesuré pour la condition de recherche très inefficiente AS. De la même 
manière, la latéralité de la réponse motrice interagit avec les tâches de recherches FS et CS, 
mais non AS. Les interactions mesurées entre la position gauche de la cible et la main de 
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que celles-ci concerneraient la main droite pour la condition CS. Cette distinction peut être 
expliquée par un effet de correspondance spatiale MG-HVG présent pour la tâche 
automatique FS et disparaissant avec une tâche de difficulté accrue (Hommel, 1993). Dans 
ces conditions, la combinaison MG-HVD produit des TR plus lents que les trois autres de par 
le cumul de deux désavantages, celui de non-compatibilité spatiale et de l’HVD. La condition 
inefficiente CS ne profiterait pas des bénéfices que la compatibilité représente du fait de 
l’importante durée (~1,8 s pour cible présente) s’écoulant entre la présentation du stimulus et 
l’activation de la réponse motrice (Hommel, 1994). Pour la recherche efficiente FS, la 
présence de l’effet de compatibilité spatiale confirme la détection de la cible à un stade pré-
attentif, provoquant une activation automatique de la réponse motrice spatialement 
correspondante, ipsilatérale, supportée par les voies nerveuses intra–hémisphériques 
(Poffenberger, 1912).  
Notre explication sous-entend l’existence de deux processus superposés dans nos 
résultats, l’un concerne un avantage de l’hémichamp visuel gauche, l’autre l’interaction avec 
les réponses motrices. L’existence d’un avantage visuel gauche trouve résonance dans la 
dominance hémisphérique droite attribuée à la réalisation de nombreuses tâches 
attentionnelles, particulièrement dans le domaine visuo-spatial (Corbetta, Miezin, Shulman, & 
Petersen, 1993; Wallace, 1971). D’autres domaines rendent compte de l’existence d’un tel 
avantage dans les temps de réaction. Ainsi, la particularité de la condition AS, ne permettant 
pas la sélection de la cible grâce au regroupement des distracteurs, pourrait avoir sollicité 
préférentiellement l’hémisphère gauche contrairement aux conditions FS et CS (Kimchi & 
Merhav, 1991). La vérification d’une telle hypothèse soutiendrait une fois la mise en place de 
stratégies perceptives en CS, proches de celles en FS, telles que proposées en discussion 
des expériences 1, et 2 de ce travail. La mise en correspondance de l’avantage de 
l’hémichamp visuel gauche avec le sens de la lecture, de la gauche vers la droite, n’est par 
contre pas retenue (Boles, 1994). En effet, l’effet reste persistant, même si légèrement 
atténué en dans  les TR de personnes de langue maternelle hébraïque en comparaison de 
celles anglophones (Eviatar, 1995). 
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- Interprétation de la composante N2pc 
La N2pc est décrite comme une augmentation de négativité sur les sites postérieurs 
controlatéraux à la cible. Pour notre expérience, la différence de potentiels de cette 
composante, pour une cible à droite comme à gauche, est plus importante sur les sites 
postérieurs gauches. Contrairement à la conception que l’effet de l’attention augmente les 
amplitudes de certaines composantes, nous interprétons ce phénomène comme traduisant 
la dominance de l’hémisphère droit pour une telle tâche. En effet, cette composante, en 
estimant sa durée par nos données, correspond à une basse fréquence d’environ 10 Hz 
(d’une durée d’environ 100 ms). La diminution de ce rang de fréquences est reportée en 
fonction de la charge requise par la tâche (Fink, Grabner, Neuper, & Neubauer, 2005; Foxe, 
Simpson, & Ahlfors, 1998), ainsi que pour les sites postérieurs controlatéraux à l’hémichamp 
d’intérêt (Kim, Min Ko, Park, Jang, & Lee, 2005). L’amplitude plus importante mesurée sur 
les sites postérieurs gauches, indépendamment de la position de la cible reflèteraient alors 
un désengagement du cortex occipito-pariétal gauche en faveur du droit, dont les ressources 
neuronales visuo-spatiales sont plus conséquentes (Mesulam, 1981). Nos résultats mettent 
également en évidence que dès la composante P100, un effet postérieur controlatéral à 
l’hémichamp visuel gauche est présent. Cet effet précoce, favorable à l’hémichamp gauche, 
est probablement le reflet de la dominance de l’hémisphère droit pour les tâches visuo-
spatiales (Posner, 1980 ; Mesulam, 1981). Etant donné la précocité des effets mesurés, 
cette dominance est probablement omniprésente tout au long des blocs expérimentaux. 
L’asymétrie des latences des pics mesurés sur la composante N2p correspond alors aux 
répercussions de cette dominance sur  la sélection de la cible et l’activation de la réponse 
qui lui est associée. Nos résultats ne soutiennent pas la proposition de la composante N2pc 
en tant que marqueur des déplacements de l’attention visuo-spatiale (Woodman & Luck, 
1999, 2003) et confirment sa correspondance avec l’extraction de l’information pertinente 
pour l’action (Eimer, 1996). Les dipôles générant la N2pc sont localisés soit dans le cortex 
extrastrié (Luck, Chelazzi, Hillyard, & Desimone, 1997), soit dans la partie inférieure du 
cortex occipito-temporal (Hopf, Luck, Girelli, Hagner, Mangun, Scheich, et al., 2000; Wijers, 
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Lange, Mulder, & Mulder, 1997). Nos résultats fournissent une évidence du point d’encrage 
que représente la composante N2pc dans la transmission  visuo-motrice, de par ses 
variations de latence en fonction de la réponse, ainsi que de sa distribution sur le scalp, en 
partie centrale. De plus, pour la première fois à notre connaissance, cette étude mesure 
simultanément la présence de la composante N2pc et un rehaussement de l’amplitude de la 
P100, ce dernier étant généralement décrit pour les essais valides du paradigme de Posner 
(Mangun & Hillyard, 1991). La présente étude permet de rendre compte de la dissociation 
des deux effets, P100 et N2pc, contrairement à certains résultats (van der Lubbe & 
Woestenburg, 2000) et par conséquent de relancer le débat quant aux corrélats 
électrophysiologiques de l’attention sélective en recherche visuelle. 








L’étude des déplacements de l’attention dans le champ visuel permet de décoder 
certaines de ses  qualités intrinsèques, et par conséquent d’améliorer notre connaissance de 
son mode de fonctionnement. Ainsi, les conditions de son déplacement, son attraction vers 
certains traits, sa vitesse de déplacement dans l’espace, sa durée de positionnement sur un 
item, son lien avec les mouvements oculaires, etc., sont autant de précieuses informations à 
récolter pour les chercheurs en ce domaine. 
 
S’il est aujourd’hui incontesté que l’attention a la faculté de se mouvoir dans le champ 
visuel afin d’extraire certaines informations, les caractéristiques de ses déplacements restent 
source de débats à ce jour. En effet, selon que les déplacements attentionnels soient 
provoqués (amorçage), contrôlés (paradigme du temps de pause, dwell time paradigm) ou 
inhérents à la réalisation de certaines tâches expérimentales comme la recherche visuelle, la 
description de leurs durées diffère radicalement. L’ordre de grandeur diffère à un tel point 
que ce que certains décrivent comme le temps nécessaire aux déplacements de l’attention 
comme dans la recherche visuelle (Treisman & Gelade, 1980 ; Wolfe, Cave & Franzel, 
1989), est mis en doute par d’autres (Ward, 2001). 
 
L’observation de l’augmentation des temps de réaction en fonction du nombre 
d’éléments, deux fois plus importante pour les essais ne contenant que des distracteurs, est 
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robuste et reproduite depuis plusieurs décennies. Ce pattern témoigne des limites du 
système à traiter simultanément plusieurs informations, provoquant un allongement des 
temps de réaction. Autant les observations comportementales sont connues et robustes, 
autant peu d’éléments justifient l’attribution de cette augmentation des temps de réaction à 
l’existence de processus additifs en relation avec le nombre d’items présentés 
simultanément. Ce manque de justificatifs peut être en partie attribué au nombre restreint 
d’études de neuroimagerie explorant le paradigme de recherche visuelle. De plus, l’existence 
d’outils d’analyse performants, permettant l’observation de patterns cérébraux identiques se 
reproduisant régulièrement dans un laps de temps de plusieurs secondes, reste à établir. 
 
L’objectif de la présente expérience est l’observation de patterns témoignant de la 
sérialité de l’attention visuelle par l’application de deux différentes analyses originales et 
innovantes sur des données classiques de recherche visuelle très inefficiente. Ces analyses 
porteront sur l’occurrence des TRs induits par une telle tâche (transformée de Fourier sur les 
histogrammes), puis sur la répétition de fréquences cérébrales témoignant de la présence de 
déplacements attentionnels (transformée ondelettes du tracé électrœncéphalographique 
précédant un TR). L’idée sous-tendue par nos analyses est la suivante : Si, pour une tâche 
de recherche très inefficiente, l’attention visuelle doit se déplacer dans le champ visuel pour 
déterminer la présence ou l’absence d’une cible parmi les distracteurs (Treisman & Gelade, 
1980), alors ces déplacements doivent être itératifs, et proportionnels à la durée nécessaire 
à la réalisation de la tâche (16 > 8 et cible absente > cible présente). Certaines indications 
concernant la durée supposée des déplacements de l’attention nous sont fournies par 
différents paradigmes expérimentaux, elles sont présentées dans le chapitre ci-dessous. 
Suivra une brève introduction aux analyses par transformées de Fourier et d’ondelettes, pour 
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1.1 La dynamique de l’attention exploratoire 
 
Dans certaines conditions, l’attention se déplace dans le champ visuel afin d’extraire 
les informations qui lui sont nécessaires. L’attention se pose sur un (groupe d’) objet(s) puis 
bouge pour se repositionner sur un autre (groupe d’) objet(s), et ceci jusqu’à la prise de 
décision nécessaire à la tâche. Deux composantes des déplacements attentionnels sont à 
considérer : les temps de pause (dwell time en anglais) et les mouvements de l’attention. 
 
A. LES DEPLACEMENTS 
 
Il est aisé d’imaginer que parmi les déplacements attentionnels, certains sont liés à 
des facteurs extérieurs (apparition du display, cible détectée) alors que d’autres représentent 
l’étape de recherche à proprement parler. Selon certains auteurs, le tout premier mouvement 
attentionnel se produisant suite à l’apparition du display pourrait être plus lent que les 
suivants, soit d’environ 200 ms (Egeth & Yantis, 1997; Muller-Plath & Pollmann, 2003) et 
directement guidé par les propriétés de l’image présentée. De la même manière, le tout 
dernier mouvement attentionnel en direction de la cible, si elle est détectée, devrait être plus 
rapide que les autres.  
 
En effet, l’attention est comme « capturée » par la cible ou l’apparition du display, soit 
de forme principalement ascendante (bottom-up). Les mouvements attentionnels 
exploratoires, de recherche à proprement parler constituent une forme plus cognitive et 
descendante (top-down) de l’orientation attentionnelle. Il semble logique que les deux types 
de déplacements attentionnels, exogène et endogène (Figure 36), ne partagent pas les 
mêmes caractéristiques anatomophysiologiques (Muller-Plath & Pollmann, 2003; Muller & 
Rabbitt, 1989; Posner & Petersen, 1990). Posner, entre autres, estime que ces deux formes 
d’orientation de l’attention spatiale ne mettent pas en jeu les mêmes réseaux attentionnels 
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cérébraux : L’attention exogène (ou transitoire) serait sous dépendance des réseaux 
attentionnels postérieurs (cortex pariétal notamment), alors que l’attention endogène 
solliciterait plutôt les régions frontales où les boucles cortico-thalamo-corticales permettent 
un rehaussement entretenu des informations focalisées (Laberge, 1995). Le déplacement 
simultané des yeux et du faisceau attentionnel est une orientation endogène explicite (overt 
en anglais) ; lorsque la position de l’attention est dissociée de la position du regard le 
déplacement est appelé endogène implicite (covert en anglais).  
 
Pour notre expérience, nous nous attendons donc à ce que le premier ainsi que le 
dernier mouvement attentionnels montrent des traits caractéristiques particuliers. Tous ceux 
exécutés entre le premier et le dernier devraient être accomplis de façon abrupte et être de 
durée constante chez chaque individu (Müller-Plath & Pollmann, 2003). Cette durée semble 
très variable selon les résultats reportés dans la littérature et les mesures utilisées. Cette 
variabilité peut être attribuée à l’utilisation de mesures ne distinguant pas le temps de 
déplacement de l’attention du temps de pause sur une position, ni les déplacements guidés 
de façon exogène ou endogène. De plus, la plupart des études utilisent des protocoles ou un 
seul repositionnement de l’attention est nécessaire, ne permettant pas d’obtenir des temps 
moyens représentatifs de ceux des mouvements de l’attention visuelle. 
Lorsque toutes les composantes des déplacements attentionnels (endogène / 
exogène, temps de pause / mouvement) sont dissociés et contrôlés, comme dans l’étude de 
Müller-Plath et Pollman (2003), les mouvements de l’attention produits lors d’une tâche de 
recherche sérielle durent de 17 à 69 ms. Si l’attention se déplace, c’est sans aucun doute 
pour récolter de l’information à différents endroits du champ visuel. Quel est le temps de 









Figure 36 : A. Exemple de stimulus utilisé dans cette expérience 4, contenant 16 
éléments et une cible (‘C’ en haut à droite). Ceux-ci sont disposés de façon aléatoire sur 
un cercle imaginaire de 9 degrés visuels de rayon (à une distance de 57 cm). B. 
Illustration spéculative des mouvements attentionnels exogènes (dépendant des facteurs 
extérieurs) et endogènes (exploratoires dirigés par le sujet) prévus par l’hypothèse sérielle 




B. LES TEMPS DE PAUSE 
 
Le temps de pause de l’attention visuelle sur une partie du champ n’est pas constant. 
Il varie en fonction de la difficulté de la tâche requise (pour revue voir Egeth & Yantis, 1997). 
Pour une tâche de recherche visuelle, les temps de pause de l’attention augmentent avec 
l’accroissement de la similarité entre cible et distracteurs (Dehaene, 1989; Hooge & 
Erkelens, 1996; Muller-Plath & Pollmann, 2003). Ainsi, pour Müller-Plath et Pollmann, les 
temps moyens de pause de l’attention peuvent durer de 22 ms pour une tâche de recherche 
visuelle simple, à 152 ms pour une tâche de recherche visuelle complexe. Il est toutefois à 
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d’une même tâche, probablement due à un changement de stratégie des sujets ou aux 
particularités de l’image. Même au sein d’un essai, il est possible que ce temps varie, 
comme par exemple pour le dernier temps de pause, à partir duquel décision est prise de la 
réponse motrice à produire. 
 
L’ordre de grandeur du déplacement de l’attention que fournissent les études décrites 
ci-dessus, principalement issue du paradigme du dwell-time est le suivant : Pour aller d’une 
position à une autre, l’attention nécessite 20 à 70 ms, et entre deux mouvements un temps 
de pause d’environ 150 ms est attendu. Nous pouvons donc prédire que le temps nécessaire 
à l’attention pour traiter un item supplémentaire en recherche visuelle inefficace est de 200 
ms. En fait, pour les chercheurs centrés sur le paradigme de recherche visuelle, cette même 
durée est considérablement moindre, habituellement estimée à 50 ms / item supplémentaire 
(p.ex. Treisman & Gelade, 1980). Selon la méta-analyse de Wolfe (1998) regroupant une 
multitude d’études sur le paradigme de recherche visuelle, plus d’ 1 million d’essais sur une 
période de plus de 10 ans, aucune pente, autrement dit de déplacements de l’attention, n’est 
mesurée au-delà de 150 ms / item. Theeuwes, Godijn et Pratt (2004) expliquent cet écart 
d’estimation par les mécanismes engagés dans ces deux paradigmes. Alors que le 
paradigme du dwell-time  est totalement contrôlé par des mécanismes top-down, d’où sa 
lenteur, celui de la recherche visuelle serait rapide car radicalement guidé par des 
mécanismes bottom-up.  
 
 
C. MESURES ELECTROPHYSIOLOGIQUES 
 
Les résultats d’imagerie cérébrale et d’observations de patients cérébro-lésés 
montrent que de nombreux processus cognitifs engagent des réseaux distribués dans le 
cerveau, et que, dans un cas comme l’attention, certains de ces réseaux peuvent être 
communs à plusieurs tâches distinctes. Le mode de coopération de ces régions cérébrales 
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distribuées pour mener à l’aboutissement d’un acte ou d’une perception cohérente est 
actuellement l’objet d’études de plusieurs équipes de chercheurs. En effet, à la fin des 
années 80, issue de deux laboratoires allemands, l’hypothèse théorique de structures 
cérébrales actives interagissant dynamiquement par la synchronisation oscillatoire de leur 
activité neuronale respective à vu jour (Eckhorn, Bauer, Jordan, Brosch, Kruse, Munk, et al., 
1988; Gray, Konig, Engel, & Singer, 1989). Aujourd’hui, les rythmes des oscillations 
neuronales (dont le fonctionnement est décrit dans le chapitre concernant l’origine des 
rythmes cérébraux de la partie introductive) sont étudiés en fonction de l’engagement de 
différents processus cognitifs, et en particulier ceux correspondant à l’attention (pour revue : 
Ward, 2003). Les fréquences oscillatoires alpha, bêta et gamma sont celles que nous allons 
décrire à présent. 
 
- Les fréquences alpha (fréquences allant de 8 Hz à 12 Hz) sont observables dans 
les enregistrements électrœncéphalographiques (EEG) et sont connues depuis que l’EEG 
existe (Berger, 1929). Il fut observé que la puissance des ondes alpha augmente lorsque les 
yeux sont clos, d’où son apparentement avec l’état de repos, de cerveau « relaxé ». La 
puissance des ondes alpha augmente également chez l’enfant devenant mature, 
probablement en lien avec le développement de toutes les autres capacités cognitives, puis 
décroît avec l’âge avancé et le déclin cognitif qu’on lui connaît (Klimesch, 1999). Une baisse 
de puissance dans la bande alpha inversement proportionnelle à l’augmentation de la charge 
attentionnelle d’une tâche est mesurée (Klimesch, 1999). Contrairement à l’idée courante de 
cerveau « au repos », il semble que les oscillations alpha reflètent la suppression d’activité 
corticale relative à de l’information issue de stimuli distracteurs (Jensen, Gelfand, Kounios, & 
Lisman, 2002; Cooper, Croft, Dominey, Burgess, & Gruzelier, 2003). Concernant les 
fluctuations de puissance de cette bande de fréquences, les oscillations alpha induites 
diminuent sur tout le scalp environ 300 à 700 ms après que le stimulus attendu soit apparu 
visuellement en comparaison avec l’apparition d’un stimulus non attendu. Cette diminution 
est couplée avec l’augmentation d’oscillations de fréquences gamma, hautes fréquences 
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représentant probablement la conjonction temporelle des informations visuelles (Vazquez, 
Vaquero, Cardoso, & Gomez, 2001). Cette interrelation suggère que la synchronisation 
gamma nécessaire à l’assemblage de traits nécessite une désynchronisation de la bande de 
fréquences alpha. Certains proposent même que des neurones corticaux ayant des rythmes 
lents (5-8 Hz) peuvent engendrer des rythmes rapides (bande gamma) par un effet de 
décalage de phase (Lachaux, Rodriguez, Martinerie, & Varela, 1999). 
 
- Les fréquences bêta (de 14 à 30 Hz) possède des caractéristiques intrinsèques 
favorables aux interactions de longue durée (Kopell, Ermentrout, Whittington, & Traub, 2000) 
contrairement à celle de fréquence gamma, plutôt de courte durée. Des variations 
d’amplitude de cette bande de fréquences sont mesurées en relation avec l’intervention de 
l’attention visuo-spatiale dans les tâches du paradigme d’amorçage notamment (Gomez, 
Vazquez, Vaquero, Lopez-Mendoza, & Cardoso, 1998). En effet, pour la position amorcée, 
une augmentation de sa puissance spectrale est associée à la baisse de celle de la bande 
alpha 400 ms post-stimuli (Gross, Schmith, Schnitzler, Kessler, Shapiro, Hommel, et al., 
2004). De plus, le renforcement contrôlé de son amplitude (neurofeedback) permet aux 
sujets ADHD d’améliorer leurs performances dans certaines tâches attentionnelles (Wrobel, 
2000).  
 
- Les fréquences gamma (de 30 à 80 Hz) sont généralement décrites comme 
reflétant un mécanisme neuronal fondamental permettant d’accomplir des liages transitoires 
entre différentes aires fonctionnelles cérébrales (Miltner, Braun, Arnold, Witte, & Taub, 
1999). Les fluctuations de puissance de cette bande de fréquences apparaissent environ 
250 à 300 ms post-stimulation, avec une augmentation associée aux phénomènes perceptifs 
d’un stimulus (Crick & Koch, 2003; Tallon-Baudry, Bertrand, Delpuech, & Pernier, 1996), ou 
attendu (Keil, Gruber, & Muller, 2001). Sa puissance relativement faible constitue une 
difficulté à sa mesure, de plus, d’importantes différences interindividuelles peuvent être 
constatées (Hoogenboom, Schoffelen, Oostenveld, Parkes, & Fries, 2006). 
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Certains modèles se basent sur ces fréquences oscillatoires afin de rendre compte 
de la dynamique cérébrale de l’attention (Borisyuk & Kazanovich, 2004; Deco, Pollatos, & 
Zihl, 2002). Laberge (LaBerge, 2001) par exemple complète son modèle de l’attention 
(Laberge, 1995) en proposant « the Triangular Circuit Theory of Attention ». Celle-ci 
comprend trois fondamentaux en correspondance avec les liens qu’entretiennent certaines 
aires corticales et sous-corticales, la sélection (circuit thalamo-cortical), la préparation et la 
maintenance de l’attention. Il introduit dans cette théorie l’activité des neurones pyramidaux 
des colonnes corticales impliqués par ce circuit triangulaire. Les vagues de courant allant 
des dendrites aux somas des neurones pyramidaux sont augmentées lorsqu’une activité 
attentionnelle s’engage (LaBerge, 2001). 
 
2 Objectifs 
Cette expérience a pour objectif de mesurer les corrélats fréquentiels correspondant 
aux déplacements attentionnels dans une tâche de recherche inefficiente. L’augmentation du 
temps de recherche par élément supplémentaire, attribuée aux capacités limitées de 
traitement de l’attention, est considérée comme étant représentative de la durée d’un 
déplacement attentionnel. Il est raisonnable de penser que cette durée est composée d’au 
moins un mouvement suivi d’un temps de pause de l’attention. Le nombre de cycles de cette 
durée par seconde fournit la fréquence à laquelle les temps de réaction doivent apparaître, 
et certaines fréquences cérébrales associées. Suivant cette logique, les temps de réaction 
enregistrés doivent suivre une distribution dans laquelle cette durée impose des contraintes 
temporelles, comme le représente schématiquement la Figure 37. L’histogramme de 
distribution des temps de réaction doit dans ce cas présenter des traces de cette durée 
limite. 
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Figure 37 : Représentation schématique du fonctionnement sériel tel que soutenu par les 
modèles sériels (Treisman & Gelade, 1980) des déplacements de l’attention pour la tâche 
expérimentale utilisée dans cette étude présentée en Figure 36. 
 
 
Notre hypothèse de travail suppose qu’une tâche de recherche visuelle inefficace 
engage des mécanismes attentionnels à fonctionnement sériel. De façon déductive nous 
pouvons donc penser que ce fonctionnement sériel induit l’existence d’une succession de 
fenêtres temporelles incompressibles durant lesquelles les temps de réaction ne peuvent 
être enregistrés. 
L’existence d’une synchronisation temporelle parfaite de processus attentionnels 
actifs durant plusieurs secondes est inconcevable. La méthode de calcul des moyennes de 
temps de réaction et de segments EEG ne peut pas répondre à notre hypothèse. Pour 
atteindre notre objectif, une correspondance dans l’analyse temps-fréquence du signal 
électrophysiologique est recherchée. La méthode des transformées ondelettes continue 
(TOC) est la méthode d’analyse la plus adaptée à la réalisation de nos objectifs, indiquant la 
TEMPS 
0 ~1.5 S TR ? TR ? TR ? TR ? TR ? 
~0.5 S 
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représentation de fréquences particulières dans le signal ainsi que leur latence d’apparition. 
L’analyse sera réalisée sur le signal EEG précédant la production de la réponse afin de 
minimiser les éventuels délais de mise en œuvre des processus de recherche consécutifs à 
la présentation du stimulus.  
Relevons le caractère particulier de cette étude, consacrée au comportement d’un 
seul et unique participant afin d’éviter que les variabilités de temps de réaction inter-
individuelles ne dissimulent la présence de cycles particuliers. Cependant, ce même 
protocole intègre l’enregistrement de deux sujets supplémentaires, dont les données 
pourront être exploitées dans des recherches ultérieures en vue de compléter les résultats 
obtenus pour le sujet de référence. 
 





L’objet de cette recherche consiste en l’étude du comportement, supposé être 
prototypique, d’un seul et unique sujet pour lequel un grand nombre de données, en 
l’occurrence des temps de réaction, sont recueillies. Conscients de l’éventualité d’avoir pour 
référence un sujet dont le comportement est « hors norme », deux autres sujets participent à 
cette étude, l’un de sexe masculin, l’autre de sexe féminin. Le déroulement du protocole est 
identique pour les trois participants24. Les données enregistrées pour chacun des trois 
participants sont l’objet des mêmes analyses, mais seules les données de SREF sont 
proposées dans le chapitre détaillant les résultats.  
                                                 
24
 L’un deux fut enregistré par deux étudiantes en psychologie, Alessia Donati et Roxane Fumeaux, objet de leur 
travail de licence déposé et accepté en juin 2005. 
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Le sujet de référence 
Le sujet de cette étude est de sexe masculin, âgé de 26 ans, diététicien de formation, 
et étudiant en droit politique de 1er cycle à l’Université de Genève au moment de la 
passation. Son poids est de 80 kg pour 190 cm, il est droitier (score de +0.8 sur l’échelle de -
1 à +1 du test de préférence manuelle de Bryden (Bryden, 1977), et est considéré comme 
ayant une vue normale (occasionnellement corrigée par des lunettes pour légère 
hypermétropie) et en bonne santé (voir chapitre suivant pour questionnaire pré- et post-
expérimental). Cette expérience est sa première participation à un protocole expérimental 
tous domaines confondus. Le participant et l’expérimentateur se sont rencontrés pour la 




Une liste est une séquence de 120 stimuli : 24 stimuli à 1 élément (12 contiennent 
une cible), 48 stimuli à 8 éléments (24 contiennent une cible) et 48 stimuli à 16 éléments (24 
contiennent une cible). L’ordre d’apparition de ces différents stimuli est différent pour chaque 
liste grâce à la génération de 120 nombres aléatoires dans Excel pour chacune d’entre elle. 
L’intervalle inter-stimuli est asynchrone, allant de 0.5 à 0.7 seconde (moyenne de 0.55 s, 
écart-type de 0.06). Chaque participant exécute donc 22 listes de 120 stimuli en 5 sessions, 
soit 2640 temps de réaction en 5 jours. Les sujets sont installés tête posée sur une 
mentonnière à 57 cm d’un écran de 26 X 19 cm (résolution 640/480), ceci afin de garantir la 
stabilité de leur posture face à l’écran. Chaque stimulus est constitué d’un fond gris (50%) de 
19 cm X 19 cm et d’une croix de fixation centrale noire. Les éléments (taille 1.5°) sont 
disposés sur un cercle imaginaire de 9° de rayon pa r rapport au point de fixation (Figure 1 en 
Introduction). Ce cercle est divisé en 24 parties distinctes invisibles. Les éléments, au 
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nombre de 1, 8 ou 16, sont disposés de façon aléatoire sur les 24 portions. Tous les 
éléments sont identiques : des cercles évidés avec une ouverture sur un quart de leur 
circonférence. Cette ouverture peut être dirigée soit vers la droite (la cible), soit à +45°, -45°, 
+90°, -90°, +135°, -135°, +180° de celle-ci (les di stracteurs). La tâche du sujet consiste à 
déterminer si une cible est présente ou absente pour chaque essai (temps imparti maximum 
de 7 s) et de répondre en appuyant sur un bouton-poussoir d’un pouce ou de l’autre le plus 
rapidement et avec le plus de justesse possible sans déplacer ses yeux d’un point de fixation 





L’expérience consiste en 6 sessions successives, réparties en 6 jours consécutifs. La 
première participation de chaque sujet consiste en une introduction à la tâche et au 
déroulement de l’expérience, proposée à titre démonstratif. Aucune analyse ne sera faite sur 
cette première entrevue. Chaque participant, s’il y consent, s’engage par écrit et en toute 
connaissance de causes à se présenter à 5 sessions supplémentaires à la Faculté de 
Psychologie et des Sciences de l’Education de l’Université de Genève, à 24 h d’intervalle. 
Les sessions 1, 2, 3 et 4 sont accompagnées d’enregistrements des mouvements oculaires 
(2 électrodes bipolaires, verticale et horizontale) et comportent 4 différentes listes de stimuli ; 
la session 5, couplée à l’enregistrement simultané d’un EEG, en contient 6. Les sessions 1 à 
4 débutent à 11h du matin et se terminent à 12h, la session 5, couplée à l’enregistrement 
EEG du participant, a lieu de 13h à 16h (temps de pose du dispositif inclus). A chaque 
session, correspondent deux questionnaires, l’un pré-expérimental concerne l’état général 
du participant (nombre d’heures de sommeil, bonne alimentation ainsi que 
nervosité/tension/maladie/autres), l’autre post-expérimental concerne ses impressions 
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consécutives à la session (fatigante ou non, sensation de bouger les yeux ou non, 
estimations de la durée de passation ainsi que du pourcentage d’erreurs commises, 
stratégies de recherche mises en place s’il y en a). Les réponses et appréciations du sujet 
pour chaque session sont recueillies par oral et manuscrites par l’expérimentateur sur les 
deux types de questionnaires. A la moitié de chaque session, un temps de repos est 
proposé. Ce repos est suivi d’une inversion de latéralisation concernant la main de réponse 
témoignant de la présence ou de l’absence de cible, afin d’obtenir des temps de réaction 
contrebalancés pour chacune des sessions. La  session 1 commence par la combinaison 
main gauche - présence d’une cible et main droite – absence de cible jusqu’au repos de 
milieu de session ; suite à laquelle les mains de réponse sont inversées. Une alternance des 
latéralisations motrices est également organisée au fil des sessions afin qu’aucune 
combinaison particulière –main de réponse / cible présente ou non- ne soit privilégiée dans 
la réalisation de la tâche. De la sorte, faisant suite à la session 1, la session 2 commence par 
la combinaison main droite – présence de la cible / main gauche- absence de cible, pour 
s’inverser après le repos de milieu de session, la session 3 commence par main gauche – 
présence de la cible / main droite – absence de cible, puis s’inverse, etc. 
 
A. ACQUISITION DES DONNEES 
 
Les enregistrements EEG continus sont effectués simultanément à la réalisation de la 
tâche de recherche visuelle de la cinquième session avec un échantillonnage de 1000 Hz, 
pour une bande passante de 0.05 Hz à 200 Hz. Le dispositif utilisé contient 64 électrodes 
(QuickCap64, Neuroscan, Compumedics Inc) distribuées sur le scalp des participants selon 
la configuration du système 10-20 International présentée en Figure 38. Deux d’entre elles 
sont bipolaires et permettent de contrôler la présence de mouvements oculaires, horizontaux 
ou verticaux. Le dispositif est relié à la terre par l’électrode AFz (non-représentée sur la 
figure 38), et la référence correspond à une électrode bipolaire disposée sur les deux lobes 
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d’oreilles des sujets. L’expérimentation débute lorsque l’impédance de chaque électrode est 
inférieure à 5 kΩ.  
 
 
Figure 38 : Configuration des 64 électrodes avec lesquelles les données sont enregistrées 
pour cette expérience 4. Parmi les 64 électrodes à disposition, trois sont bipolaires (non-
représentées), l’une fait office de référence posée sur les deux lobes d’oreille des sujets, 
les autres permettent d’enregistrer les mouvements oculaires verticaux et horizontaux. 
L’électrode AFz (non-représentée) lie le dispositif à la terre. 
 
 
Les fluctuations électriques produites par les clignements des yeux sont éliminées 
« offline » pour chaque sujet par la méthode II proposée par Neuroscan (EDIT Application 
Version 4.3.1, 1986-2003). Cette méthode permet d’extraire le signal produit par un 
clignement des yeux sur le scalp, de le soustraire au signal EEG brut tout en préservant le 
signal d’intérêt. Toutes autres étapes de traitement du signal sont effectuées avec le 
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Les tracés correspondants aux TR corrects d’une durée dépassant 1500 ms sont 
sélectionnés pour les stimuli contenant 8 ou 16 éléments, conditions avec cible (TP) ou sans 
cible (TA) confondues, desquels sont extraits les 1000 ms précédant chaque réponse ainsi 
que les 200 ms la succédant. La présence ou l’absence de la cible n’est pas prise en 
considération car celle-ci est jugée absente ou présente que plusieurs centaines de 
millisecondes plus tard. Après une correction de la ligne de base calculée sur l’intégralité de 
la fenêtre temporelle (-1500 ms à +200 ms après la réponse), tous les segments sont 
examinés un à un et ceux considérés comme contenant des artefacts sont éliminés 
manuellement du contingent d’intérêt. Sont considérés comme artefacts les saccades 
oculaires ainsi qu’un microvoltage du signal excédant +/- 100 µV.  
 
B. ANALYSES DES DONNEES 
 
 Données comportementales 
 
L’intégralité des données représente 264 valeurs lorsqu’il y a 1 seul élément cible 
(1p : 12 stimuli X 22 listes), 264 valeurs pour 1 seul élément non-cible (1a : 12 stimuli X 22 
listes), 528 valeurs lorsqu’il y a 8 ou 16 éléments contenant une cible (8p ou 16 p : 24 stimuli 
X 22 listes), ainsi que 528 lorsqu’il y a 8 ou 16 éléments ne contenant pas de cible (8a ou 
16a : 24 stimuli X 22 listes). A ces chiffres doivent bien entendus être soustraits le nombre 
d’erreurs effectuées par chaque sujet dans chaque liste. Les résultats comportementaux 
sont proposés en quatre volets distincts, dans l’ordre suivant : A. Paradigme de recherche 
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- Paradigme de recherche visuelle 
Une moyenne des TR par condition est effectuée pour chaque liste (4 par session, 
les listes 3 et 6 de la cinquième session, constituée de deux listes supplémentaires pour les 
besoins de l’EEG, sont exclues de cette analyse). Les moyennes ainsi calculée pour 1, 8 et 
16 éléments dans chaque liste, pour une cible présente et absente, sont ainsi utilisés dans 
une analyse de variance à mesures répétées (ANOVA) à 2 facteurs : Présence ou absence 
de la cible (2) X Nombre d’éléments (3), avec 20 valeurs indépendantes. L’évolution de ce 
pattern au fil des sessions est étudié dans le détail par une même analyse, à trois facteurs : 
Session (5) X Présence ou absence de la cible (2) X Nombre d’éléments (3), avec 20 valeurs 
indépendantes. 
 
L’utilisation d’un plan à mesures répétées peut paraître inappropriée dans le cadre 
d’analyses portant sur un seul sujet. Cette utilisation est toutefois autorisée dans le cadre de 
plan à mesures répétées à 3 variables intra sujet, où les mesures sur plusieurs différents 
sujets (plan traditionnel) sont remplacées par plusieurs différentes mesures d’un seul sujet 
(Howell (1998) ; Méthodes statistiques en Sciences Humaines ; pp.549),  
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Les moyennes des 6 conditions expérimentales seront comparées et examinées à 
l’aide de tests post-hoc de Scheffé. 
Une analyse des performances est effectuée afin de connaître le pourcentage de 
bonnes réponses du sujet et d’observer quelle est la progression de celui-ci au fil des 
sessions (jours différents pour rappel). Le pourcentage de bonnes réponses est calculé pour 
chaque liste, soit 4 par session. Les cinq sessions sont comparées par la représentation de 
ces quatre valeurs par analyse de variance en comparaisons multiples (contrastes). Un 
calcul du temps / élément est effectué sur la base des temps de réaction pour les stimuli 
sans cible (situation pour laquelle tous les éléments ont été visités selon l’hypothèse 
sérielle). Les temps de réaction récoltés pour chaque session correspondant à 1 élément 
sont soustraits à ceux à 16 éléments, lorsque la cible est absente. Le résultat de cette 
soustraction est divisée par 15 afin d’obtenir le temps de recherche nécessaire pour traiter 
un élément. L’intercepte est calculé par régression linéaire entre les TR enregistrés pour 8 et 
16 éléments, lorsque la cible est absente également. 
 
 
- Analyse spectrale 
 
Afin de déterminer si une période particulière d’apparition des TR, différente de celle 
de la distribution générale, est décelable dans le paradigme de recherche visuelle nous 
allons procéder à une analyse spectrale des histogrammes des temps de réaction par 
condition afin d’identifier la présence d’une période variant en fonction de la durée des temps 
de réaction. Cette analyse se divise en trois étapes successives : a) L’histogramme, b) 
L’analyse spectrale et c) L’analyse statistique de fréquences particulières. 
 
a) Histogramme : Cette première étape a pour but d’organiser les données en un 
certain ordre logique. Notre objet d’étude ne concerne pas les variations des TR au fil du 
temps réel (au cours d’une liste ou d’une séance), mais leurs fréquences d’apparition dans le 
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laps de temps de 7 s imparti par notre protocole. Afin de transformer le signal continu que 
forme la succession de tous les TR en un signal discret, une opération d’échantillonnage est 
opérée. La précision de l’enregistrement est de 0.001 s dans notre laboratoire ; les temps de 
réaction peuvent donc être enregistrés à 7000 points temporels différents entre 0 et 7 s. Un 
intervalle de 0,005 s a été choisi afin d’obtenir un histogramme à 1400 classes, 200 par 
seconde, permettant une mesure de fréquences allant de 0.14 Hz à 146 Hz25. 
 
b) Analyse spectrale : L’objectif de notre étude est de déterminer si des cycles sont 
présents dans ces histogrammes. Selon le théorème de Fourier (1768-1830), toute fonction 
périodique peut être décomposée en série de Fourier, c'est-à-dire qu’elle peut être 
décomposée en une somme finie de sinus de périodes multiples de la période de base de la 
fonction f(t). Les coefficients de Fourier a et b mesurent la « quantité » de fonctions cosinus 
et de fonctions sinus contenues dans le signal ; ils représentent le niveau « énergétique » de 
chacune des fréquences élémentaires, estimé par le degré auquel chaque fonction est 
corrélée avec les données. Les valeurs fournies par le périodogramme correspondent à la 
somme des carrés de chaque coefficient (sinus et cosinus), pour chaque fréquence 
observée. Elle est exprimée en unité de mesure au carré (U2/Hz). Les valeurs ainsi obtenues 
étant  sujettes à de nombreuses fluctuations aléatoires, nous utiliserons préférentiellement  
les estimations de densités spectrales de chaque fréquence, lissées par le calcul de la 
moyenne sur une fenêtre mobile de 3 valeurs du périodogramme, par pondération de  
Parzen (Parzen, 1962). 
 
Notons que préalablement à toute analyse, nous nous sommes systématiquement 
assuré que nos séries de données des histogrammes se distinguaient d’une série de 
données aléatoires. Une série de données aléatoires, ou bruit blanc, est une série où chaque 
observation est totalement indépendante des autres observations, et dans laquelle aucun 
                                                 
25
 Critère de Nyquist (Nyquist, 1928): la fréquence maximum décelable équivaut à la moitié de Fe ; et limite de Shannon : il 
faut au moins 2 échantillons sur une période pour décrire une fonction périodique 
Partie expérimentale 4 (dynamique fonctionnelle en recherche inefficiente) 
 208
cycle récurrent n’existe. D’une série de bruit blanc résulte un périodogramme de distribution 
exponentielle. Chacune des distributions de périodogramme de nos séries (ou portion de 
série) a été comparée à une distribution exponentielle. Les différences statistiquement 
significatives (one-sample test d de Kolmogorov-Smirnov, K-S,  p < .05) avérées entre nos 
données et du bruit blanc nous assure de la présence de cycles récurrents dans nos 
données. 
 
Les coefficients résultant de l’analyse spectrale sont comparés de 2 Hz en 2 Hz (0-2 
Hz, 2-4 Hz, …, 28-30 Hz), en élargissant les rangs pour les fréquences plus élevées du fait 
de l’augmentation de la définition temporelle (30-34 Hz, 34-40 Hz, 40-51 Hz, 51-61 Hz, 61-91 
Hz, 91-146 Hz), pour les 6 conditions expérimentales (1a, 1p, 8a, 8p, 16a, 16p) par analyse 
de variance à mesures répétées (ANOVA) à 2 facteurs : Nombre d’éléments (3) X Présence 
de la cible (2). Une attention particulière est portée aux interactions dont les comparaisons 
post-hoc du Scheffé Test donne des différences de densité spectrale en fonction de 
l’augmentation du nombre d’élément (1 < 8 < 16) ou en fonction de la présence de la cible 
(TP < TA). 
 
 
 Données électrophysiologiques 
 
- Informations concernant les transformées ondelettes continues (TOC) 
Les transformées ondelettes continues permettent de décomposer le signal en une 
multitude de coefficients en fonction du temps, coefficients signifiant le taux de similarité 
existant entre le signal observé et une ondelette de forme caractéristique, l’ondelette-mère. 
L’ondelette-mère est translatée point par point (variations temporelles) le long des données 
brutes, et un produit scalaire entre elle et le signal pour chacun des points de l’ondelette est 
calculé. Les variations fréquentielles sont elles mesurées grâce à la répétition de cette 
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opération tout en dilatant l’ondelette-mère par paliers successifs. Ces opérations consistent 
en quelques sortes en l’application d’une fonction de corrélation entre l’ondelette-mère et les 
données brutes, dont les résultats s’expriment en coefficients (de corrélation). Le résultat 
consiste en plusieurs échelles de fréquences, avec pour chacune d’elles une 
correspondance parfaite avec l’ondelette-mère correspondant à la valeur de 1. La puissance 
de ces coefficients (élevé au carré) sera utilisée pour cette analyse. Notons le pavage temps 
- fréquence particulier que cette analyse induit : aux basses fréquences correspond une 
résolution temporelle grossière, alors que pour les fréquences élevées les étroitesses de 
l’ondelette-mère permet une résolution temporelle fine. Les transitoires rapides d’un signal 
brut bénéficient par conséquent d’une résolution temporelle très fine, alors que les 
mouvements plus lents, de basse fréquence, ne peuvent bénéficier que d’une représentation 
fréquentielle peu précise. 
Les ondelettes-mère les plus courantes sont le chapeau mexicain et la Morlet, l’une 
favorisant la détermination de pics précis dans le temps, la seconde les variations 
fréquentielles. L’ondelette-mère de Morlet est utilisée pour ces analyses. 
Le signal EEG simultané à la tâche de recherche visuelle de notre protocole subit les 
transformation décrites ci-dessous afin d’observer les distinctions entre les stimuli à 8 et 16 
éléments en ondelettes correspondantes, ainsi que celles existantes entre les conditions 
contenant une cible (TP), ou n’en contenant pas (TA). 
 
- TOC du signal aligné sur les réponses 
Les différentes étapes de traitement du signal effectué pour cette analyse sont 
décrites ci-dessous.  
Deux analyses TOC sont menées en parallèle, l’une permettant d’identifier la 
présence de basses fréquences (BF), l’autre celle de hautes fréquences (HF). Cette 
subdivision est nécessaire à la finesse de notre analyse de par l’amplitude moindre des 
hautes fréquences en comparaison aux basses fréquences. L’ondelette-mère est une 
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fonction « Morlet » (paramètre de Morlet c : 3.826), permettant d’optimiser la résolution 
fréquentielle des paramètres d’analyses temps-fréquence, dilatée par pas linéaires de 20 
fréquences entre 0.5 et 20 Hz pour les BF, ainsi qu’entre 20 et 80 Hz pour les HF. Ainsi, les 
fréquences centrales pour les BF sont : 0.5, 0.61, 0.74, 0.9, 1.09, 1.32, 1.6, 1.95, 2.36, 2.87, 
3.48, 4.23, 5.14, 6.24, 7.58, 9.2, 11.17, 13.56, 16.47, 20 ; et pour les HF : 20, 21.51, 23.14, 
24.89, 26.78, 28.8, 30.99, 33.33, 35.85, 38.57, 41.49, 44.63, 48, 51.64, 55.55, 59.75, 64.27, 
69.14, 74.37, 80. Parmi les 40 calculées, les valeurs de puissance des coefficients pour trois 
couches en BF et deux en HF sont extraites pour chaque segment de chaque condition, en 
trois électrodes médianes : Fz, Cz et POz. Chaque segment comprend 1000 ms, de -900 ms 
avant la réponse, à 100 ms après la réponse. Les trois couches de basses fréquences 
utilisées dans les analyses sont : L11B (L pour layer, 11 pour 11ème couche, B pour basses 
fréquences) correspondant aux fréquences de 2.6 à 4.4 Hz, L15B pour celles de 5.6 à 9.6 Hz 
et L19B pour celles de 12 à 21 Hz. Les deux couches de hautes fréquences sont L7H de 23 
à 40 Hz, et L16H de 44 à 75 Hz. Les valeurs des coefficients sont recalculées par rapport à 
une ligne de base allant de -50 à +100 ms pour chaque segment, chaque électrode et 
chaque condition de façon indépendante, dont les moyennes par pas de 100 ms sont 
calculées de sorte qu’aux 1000 ms correspondent 9 fenêtres temporelles : -800 ms (-900 à -
750 ms), -700 ms (-750 à -650 ms), - 600 ms (-650 à -550 ms), - 500 ms (-550 à -450 ms), -
400 ms(-450 à -350 ms), -300 ms (-350 à -250 ms), -200 ms (-250 à -150 ms), -100 ms (-150 
à -50 ms), et 0 ms (-50 à +50 ms). Une normalisation (score z) des valeurs moyennes de 
puissance des coefficients de chaque segment est calculée par condition et par fréquence 
de façon indépendante. Une analyse de variance à mesures répétées (ANOVA ) à 3 
facteurs : Condition (2) X Electrodes (3) X Temps (9) est réalisée pour chaque fréquence, 
dans laquelle chaque époque correspond à une observation. 
 
 
                                                 
26
 Paramètre spécifique à l’ondelette de Morlet permettant de déterminer le nombre d’oscillations de l’ondelette, 
et par conséquent la largeur du filtre dans chaque rang de fréquences. 
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Le nombre de segments pour chaque condition, 8 éléments et 16 éléments, est de 
65. Un regroupement de ces mêmes segments entre ceux contenant une cible (TP) ou n’en 
contenant pas (TA) est effectué afin de favoriser les interprétations des effets attribués au 
nombre d’éléments. Un tri plus drastique des segments est effectué dans la constitution de 
les moyennes de chaque condition (exclusion par exemple des segments dont la pente 
négative ou positive, excède les ± 50 µV). Les moyennes de ces segments par condition 
sont présentées à titre indicatif mais ne sont pas l’objet d’analyses statistiques. A titre 
informatif toujours, les segments des sites postérieurs latéralisés (PO3 gauche, et PO4 
droit), alignés sur l’apparition des stimuli pour les conditions ne contenant qu’un élément, 
une cible, sont moyennés en correspondance à la composante N2pc. Les segments 
ipsilatéraux sont soustraits un à un aux segments controlatéraux. Le même calcul est 





4.1 Résultats comportementaux 
 
Le dépouillement des questionnaires expérimentaux montre que le participant juge 
avoir bougé les yeux de moins en moins au fil des sessions, et son estimation de temps de 
passation passe progressivement de 8-9 min pour la session 1, à 7min pour la session 4 
(elles duraient respectivement 5min30 et 4min30). Il estime son pourcentage de réponses 
correctes à 70% en session 1, puis oscille entre 80 et 90% de session en session. En réalité, 
le taux de bonnes réponses augmente de 84% à 96%. A ce sujet nous remarquons, non 
seulement que le participant n’atteint pas un niveau de certitude subjective maximal avant de 
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répondre, mais que pour toutes les sessions, la précision avec laquelle son jugement est 
émis est sous-estimée. En effet, même si le niveau de certitude pour chaque essai nous est 
inconnu, nous observons que les TR moyens obtenus pour les erreurs (n =136 pour 16p, n = 
64 pour 8p) sont effectivement plus longs que ceux des réponses correctes (TR8p-correct = 1.75 
s < TR8p-incorrect = 2.24 s ; TR16p-correct = 2.73 s < TR16p-incorrect = 3.36 s). Notons également que 
sur l’intégralité de l’expérience, seules trois fausses alarmes en 8a et 6 en 16a sont 
mesurées, et qu’aucune réponse incorrecte n’est enregistrée pour les conditions ne 
contenant qu’un seul élément. L’exactitude de la réponse a donc primé dans la résolution du 
conflit rapidité – exactitude pour ce participant. Seules les 2ème et 3ème sessions sont 
l’objet de stratégies de recherche explicites de la part de sujet, « attente de la cible » ainsi 
que les termes de «recherche passive / recherche active », reportés par l’expérimentateur. 
De manière générale, le sujet de cette étude 
 
trouve les sessions 1 et 3 « fatigante » alors 
que les sessions 2, 4 et 5 sont considérées « peu fatigante ». 
 
 
A. PARADIGME DE RECHERCHE VISUELLE 
 
- Toutes sessions confondues, les temps de réaction mesurés pour chaque condition, 
pour une cible présente ou absente sont proposés en Figure 39-A. Les différences 
significatives pour l’effet Présence / Absence de la cible (F(1, 19)=589; p < .001) montrent 
que les TR sont plus rapides lorsque la cible est présente (TP = 1.19 s) que lorsqu’elle est 
absente (TA = 2.06 s). L’effet Nombre d’éléments est également significatif (F(2, 38 = 
424,32 ; p < .0001) : les tests post-hoc montrent que les TR augmentent significativement 
entre 1 élément (M1 = 0.62 s), 8 éléments (M8 = 1.67 s), et 16 éléments (M16 = 2.6 s). Une 
interaction significative entre les deux facteurs est également présente (F(2,38) = 185 ; p < 
.001) : les TR enregistrés pour 8 et 16 éléments sans cible (M8a = 2.11 s ; M16a = 3.43 s) sont 
plus lents que ceux avec cible (M8p = 1.23 s ; M16p = 1.77 s), ce qui n’est pas le cas pour les 
TR enregistrés contenant 1 seul élément (M1a = 0.65 s ; M1p = 0.58 s ; p > .9).  
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Figure 39 : A. Temps de réaction moyens lors de la présence d’1, 8 ou 16 éléments dans 
le display, pour une cible présente (cercle plein) ou absente (cercle vide). B. Détails des 
temps de réaction enregistrés lors des cinq séances du protocole expérimental, lorsqu’1, 8 
ou 16 éléments étaient proposés à l’écran, pour une cible présente (cercle plein et barres 
d’erreurs standards) ou absente (cercle vide et barres d’erreurs standards). 
 
- Le résultat des temps de réaction enregistrés pour chaque session (jour) et chaque 
condition est détaillé en Figure 39-B. Un effet significatif simple de sessions est noté 
(F(4 ;12) = 5.77 ; p <.008), mais aucune différence significative entre les sessions n’est à 
relever en test post-hoc du Scheffé Test (Pmin >.058 ; Msession1 = 1,8 s ; Msession2 = 1,8 s ; 
Msession3 = 1,47 s ; Msession4 = 1,65 s ; Msession5 =1,45 s)  . Aucune interaction n’est mesurée. 
 
- Le pourcentage de bonnes réponses subit une amélioration significative générale du 
pourcentage de bonnes réponses est notée (F(4,12) = 6,48 ; p < .004 ; session1 = 84%, 
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amélioration n’est pas significative si l’on considère les progrès réalisés d’une session à 
l’autre (post.hoc pmin > .2). Le taux de recherche par élément (TA, pour rappel) est de 306 ms 
/ item en session 1, 199 ms / item en session 2, 167 ms / item en session 3, 199 ms / item en 
session 4 et de 186 ms / item en session 5. La valeur de 186 ms / item pour les temps de 
réaction correspondant à l’enregistrement EEG est utilisée comme valeur de référence pour 
les analyses TOC. Les interceptes sont de 1110 ms en session 1, 540 ms en session 2, 490 
ms en session 3, 490 ms en session 4 et de 260 ms en session 5. 
 
 
B. ANALYSE SPECTRALE 
 
a) Les histogrammes de fréquences sont représentés en Figure 40 pour les six 
conditions, 1a (N = 264), 1p (N = 264), 8a (N = 522), 8p (N = 463), 16a (N = 517) et 16p (N = 
392). La répartition des TR dans les classes est positivement asymétrique pour les 
conditions contenant une cible, ainsi que lorsque un seul élément est présenté isolément. 
Les distributions observées pour les conditions 8a et 16a suivent exclusivement des 
distributions log-normales (Chi-square Test : p8a = 0.14 ; p16a = 0.64). L’hypothèse que les 
distributions de ces deux conditions suivent une distribution normale ou gamma est 
rejetée (p < .05). Aucunes des trois distributions testées, normale, log-normale ou gamma ne 
fournissent de correspondances satisfaisantes avec les distributions observées pour les 
conditions 1a, 1p, 8p et 16p (p > .05). Une analyse de tous les TR produits par le participant 













Figure 40 : Histogrammes de fréquences (1400 classes de 0.005 s) pour les 6 conditions 
expérimentales contenant 1, 8 ou 16 éléments (lignes), cible présente (colonne de gauche) 
ou absente (colonne de droite). 
0 1 2 3 4 5 6 7



























































0 1 2 3 4 5 6 7


































Partie expérimentale 4 (dynamique fonctionnelle en recherche inefficiente) 
 216
De nombreuses fréquences contiennent les interactions Nombre d’éléments X 
Présence-Absence de la cible, mais une seule montre une densité spectrale variant de façon 
correspondante aux pattern de temps de réaction, celle comprise entre 18 et 20 Hz. Un effet 
de nombre d’éléments est mesuré (F(2,28) = 58.3, MSe = 2.51, p < .001) pour lequel 1 < 8 < 
16 élément (post-hoc : pmax < .02), ainsi qu’un effet de Présence-Absence de la cible 
(F(1,14) = 26.9, MSe = 2.2, p < .001) pour lequel TA < TP (p < .001). Ces deux facteurs 
interagissent de façon significative (F(2, 28) = 11.45, MSe = 0.8, p < .001 ; Figure 41). Les 
tests post-hoc montrent que les différences TP-TA sont significatives pour les 8 éléments (p 
< .001, TP < TA), qu’une différence entre 1 et 8 éléments est mesurée en condition TA (p < 
.001, 1 < 8) tout comme une différence entre 8 et 16 éléments en condition TP (p < .03, 8 < 
16). 
 
Figure 41 : Représentation graphique des variations de densité spectrale mesurées entre 
18 et 20 Hz pour les temps de réaction correspondant à 1, 8 et 16 éléments lorsqu’une 
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Figure 42 : Histogrammes de fréquence (à gauche) et périodes (ms) décelées par analyse 
spectrale (à droite) pour la session 5 (session EEG) lorsque 16 éléments étaient présentés 




La puissance de densité spectrale (PSD) des périodes contenues par l’histogramme  
(classes de 0.02 s entre 0 et 7 s) des essais présentant 16 éléments, cible absente, est 
présentée en Figure 42. Les périodes les plus représentées sont celles de 150 ms (6.7 Hz), 
mais d’autres de 120 (8.3 Hz), 70 (14 Hz) et 45 ms (22 Hz) sont également représentées27. 
La période de 45 ms correspond à celle décelée dans l’intégralité des TR et interagissant 




Le temps moyen par item supplémentaire pour cette tâche de recherche inefficiente 
est de 211 ms / item. Cette valeur n’est pas stable et tend à diminuer de session en session 
(session 1 : 306 ms / item > session 5 : 186 ms / item). L’analyse spectrale des temps de 
réaction par condition, toutes sessions confondues, révèle que le rang de fréquences de 18 
à 20 Hz varie en fonction et du nombre d’éléments présentés, et ce de façon plus marquée 
                                                 
27
 Relevons le fait que les périodes dont la relation est de ½, ⅓, ¼, etc. peuvent être considérée comme étant des harmoniques 
de la première, fondamentale (plus longue et plus ample), ce qui peut être le cas pour celle de 70 ms par rapport à celle de 
150 ms. 
 



















































































































Session 5 : 16 éléments cible absente 
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lorsque les essais ne contiennent pas de cible. Cette variation ne peut pas être attribuée à 
une fréquence relative à l’apprentissage, car l’amélioration des TR au fil des sessions 
n’interagit avec aucune des conditions expérimentales de notre protocole.  
Malgré qu’aucune période correspondant à la valeur moyenne du temps / item (211 
ms / item) ne soit trouvée, une concordance à la durée présumée du mouvement de 
l’attention est mesurée dans les fréquences de 18 à 20 Hz (53 ms) (Muller-Plath & Pollmann, 
2003; Theeuwes, Godijn, & Pratt, 2004). Il semble que pour la tâche expérimentale de cette 
étude, seule la durée du mouvement constitue une unité incompressible et stable tout au 
long de l’expérience (sur 5 jours). Dans nos résultats, cette durée d’une cinquantaine de ms 
se répète proportionnellement au nombre d’éléments à traiter, et par conséquent à la 
longueur des temps de réaction de la tâche inefficiente. Quant aux durées des temps de 
pause de l’attention, médiateurs des processus de focalisation sur un élément (Treisman & 
Gelade, 1980), il est probable qu’elles aient été suffisamment variables pour ne pas être 
décelées par notre analyse qui comprend toutes les conditions, toutes sessions confondues. 
En effet, le temps nécessaire aux processus de focalisation dans le traitement d’un élément 
peut avoir été influencé par le nombre d’éléments proposés et l’apprentissage de la tâche 
(Dehaene, 1989; Hooge & Erkelens, 1996; Muller-Plath & Pollmann, 2003). En poursuivant 
cette logique séquentielle, à l’ajout d’un élément doit être associé un mouvement de 
l’attention additionné d’un temps de pause. Le temps de pause moyen peut donc être estimé 
à 160 ms, en soustrayant le mouvement de 50 ms au temps / élément moyen de 211 ms 
mesuré pour ce participant. Une période de cette même durée, soit de 150 ms, prédomine 
dans l’analyse spectrale effectuée sur les temps de réaction pour 16 éléments, cible 
absente, ce qui conforte cette hypothèse. L’ordre de grandeur mesuré dans notre protocole 
correspond à celles décrites dans la littérature concernant le décours temporel relativement 
lent de l’attention (Ward, 2001; Ward, Duncan, & Shapiro, 1996). De plus, bien que mesurée 
pour un déplacement exogène de l’attention plutôt qu’endogène, le rang de latence de la 
composante N2pc correspond aux 200 ms décrites ci-dessus (Woodman & Luck, 1999). 
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Cependant, un traitement parallèle simultané de tous les éléments par de multiple 
canaux indépendants (Tanner, 1961) peut également rendre compte de nos résultats (Ward 
& McClelland, 1989 ; Ward, 2001). Dans ce cadre, les réponses des conditions contenant 
une cible sont produites lorsqu’un seul des détecteurs dépasse le seuil critique positif 
correspondant à la cible. La durée d’un tel phénomène peut très bien correspondre à 200 ms 
(Ward, 2001), et le seuil positif produire la décision perceptive de la composante N2pc. 
Lorsque tous les éléments sont des distracteurs, tous les canaux doivent atteindre le seuil 
critique négatif avant la prise de décision, d’où l’absence de la composante N2pc pour une 
telle situation ainsi qu’un ralentissement des temps de réaction. Dans le cadre de la théorie 
de détection du signal (TDS) par exemple, l’augmentation du spectre des fréquences de 18 à 
20 Hz en fonction du nombre d’éléments peut représenter l’élévation du bruit interne que 
ceux-ci introduisent dans le traitement effectué par le système perceptif et dans la prise de 
décision (Palmer, Ames & Lindsey, 1993 ; Eckstein, 1995). Ce type de modèle ne permet 
cependant pas d’inférer de l’accroissement du bruit par rapport à l’absence de la cible trouvé 
dans nos résultats. Nous restons cependant attentifs au fait que les tests post-hoc de 
l’interaction mesurée entre nombre d’éléments et présence – absence de la cible ne 
distinguent pas les puissances spectrales respectives à 16a, 16p et 8a (pmin> .2), toutes 
élevées par rapport à celles de 1a, 1p et 8p. De ce point de vue les stimuli composant cette 
étude se divisent en deux catégories, ceux produisant du bruit pour le système (8a, 16a, 
16p), et ceux n’en contenant pratiquement pas (1a, 1p, 8p). Les temps de réaction de 8p 
significativement plus lents que ceux contenant un élément ne permettent pas de nous 
conforter dans cette hypothèse. Ce type de modèle permet néanmoins de mieux comprendre 
pourquoi, malgré un taux de réussite presque parfait, le participant sous-estime ses 
performances. Pour les modèles sériels, il est indirectement présupposé que les TR 
augmentent pour maintenir un certain niveau de certitude du jugement, ce qui pousse le 
participant à une « exploration » complémentaire imposée par la présence d’un élément 
supplémentaire.  
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En réalité, comme le souligne Claude Bonnet (Bonnet, 1986) : 
 
« (…) la certitude serait une fonction inverse de la latence de réponse. On 
observera ainsi que pour les erreurs, la certitude est plus faible et les TR plus 
longs que pour les bonnes réponses. » 
Claude Bonnet (1986),  
« Manuel pratique de psychophysique », p. 120 
 
Les temps de réaction ont en effet été statistiquement plus longs pour les erreurs que 
pour les bonnes réponses dans nos résultats. Le fait que les réponses soient produites avec 
un certain niveau d’incertitude subjective permet de mettre un doute sur le précepte du calcul 
du temps / item dans notre tâche inefficiente, tout comme du rapport de 2 :1 qu’entretiennent 
les temps de réaction des essais sans cible avec ceux en contenant une. 
 
Les résultats des analyses menées sur le signal électrophysiologique relatif aux TR 
mesurés dans cette tâche permettront de nous conforter dans l’une ou l’autre des deux 
propositions discutées ci-dessus. 
 
4.2 Résultats électrophysiologiques 
 
A. 8 ELEMENTS ET 16 ELEMENTS 
 
Les moyennes des transformées ondelettes alignées sur les réponses des conditions 
à 8 et à 16 éléments (TA et TP confondues), sont proposées en Figure 44 pour les basses et 
les hautes fréquences, ainsi que leurs correspondances ERP. Les segments utilisés pour 
cette analyse sont ceux dont les TR sont de plus de 1.5 s. 
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Parmi les cinq testées, seule la bande de fréquence L16H (44-75 Hz; Figure 43) 
révèle des distinctions entre la condition à 8 et celle à 16 éléments (F(8, 512)=2,15 ; p <.04 ; 
G.-G. p < .04) : Le test post-hoc montre que la condition à 8 éléments présente une plus 
grande quantité de ces oscillations que celles à 16 éléments à -800 ms avant la réponse 
(M8(T-800ms) = 0.22 ; M16(-800ms) = 0.046; p < .03) ; puis -200 ms avant la réponse, celle à 16 
éléments devient supérieure à la condition à 8 éléments (M8(-200ms) = -0.18 ; M16(-200ms) = 0.35 ; 
p < .006). Outre ces différences entre conditions, nous observons, en test post-hoc toujours, 
que certaines variations temporelles dans la puissance des coefficients sont 
significativement marquées, particulièrement pour la condition à 8 éléments de -800 ms à -
700 ms (-0.23), de -500 ms à -400 ms ainsi que de -200 ms à -100 ms (+0.18). L’observation 
de la distribution de ces effets sur le scalp (LSD test de l’interaction Condition X Electrode X 
Temps) révèle que ces variations temporelles ne sont représentées que sur l’électrode POz. 
 
Figure 43 : Résultats des analyses des transformées ondelettes de la comparaison 8 et 16 
éléments (cible présente et absente confondues), pour les traces alignées sur la réponse (0 
ms). La seule interaction mesurée engage les fréquences gamma élevées (44-75 Hz) à – 
800 ms et -200 ms avant la réponse (étoiles rouges). De plus, la condition contenant 8 
éléments produit des variations d’intensité de -800 à -700 ms, de -500 à – 400 ms puis de 
-200 à -100 ms (flèches rouges). 
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Deux effets simples de Temps sont mesurés, un pour la couche de fréquence L19B 
(12 à 21 Hz ; F(8, 512)=3,71 ; p < .0004) dans l’augmentation de -200 ms à -100 ms ; l’autre 
en L7H (23 à 40 Hz,; F(8, 512)=2,91 ; p <.004) avec une baisse de -700 ms à -600 ms suivie 
d’une élévation de -500 ms à -400 ms, tout comme avant la réponse, de -100 ms à 0 ms.  
 
B. CIBLE ABSENTE ET CIBLE PRESENTE 
 
Les moyennes des transformées ondelettes alignées sur les réponses des conditions 
(8 et 16 éléments confondus) ne contenant pas de cible (TA) et en contenant une (TP), sont 
proposées en Figure 46 pour les basses et les hautes fréquences, ainsi que leurs 
correspondances ERP. Les segments utilisés pour cette analyse sont ceux dont les TR sont 
de plus de 1.5 s. 
Une interaction Condition X Temps est trouvée pour la couche L19B (entre 12 et 21 
Hz ; (F(8, 416) = 1.99, p <.05) : Environ -100 ms avant la réponse, la condition dans laquelle 
une cible est présente produit une élévation significative de la puissance des coefficients en 
comparaison avec l’absence de cible (T8TP= 0.204; T8TA= -0.081; p < .03). Entre – 500 et -
400 ms avant la réponse, deux interactions Electrodes X Temps sont mesurées dans les 
basses fréquences, non présentées graphiquement, en L11B (2.6 à 4.4 Hz) et en L15B (5.6 
à 9.6 Hz). La fréquence L11B (F(16, 832) = 1.7, p < .04 ; G.-G. p = .07) diminue sur les 
électrodes Fz (p < .01 ; de 0.15 à -0.09) et Cz (p < .005 ; de 0.03 à -0.23), mais non sur POz 
(p = .45) ; au même moment en L15B (F(16, 832) = 1.94, p < .02 ; G.-G. p < .04) une 
élévation est mesurée sur l’électrode POz (p < .04 ; de -0.09 à 0.11) accompagnée d’une 
baisse en Fz (p <.04 ; -0.005 à -0.21). 
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Figure 44 : Résultats de la transformée ondelettes continue, A. de 0.5 à 20 Hz (en 
ordonnée), B. de 20 à 80 Hz (en ordonnée), et C. de la moyenne ERP (µV, positif vers le 
haut), des conditions à 8 éléments (colonne de gauche) et à 16 éléments (colonne de 
droite) en 3 électrodes, Fz, Cz et POz. L’échelle des abscisses correspond aux 1000 ms 
utilisées pour dans cette étude, de -900 à + 100 ms par rapport à la réponse (0 ms). La 
puissance des couleurs correspond à la puissance des coefficients ondelettes pour chaque 
unité du pavage temps-fréquence, le rouge illustrant la meilleure correspondance, le bleu 
la correspondance inversée, le vert une correspondance nulle. 
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Figure 45 : Résultats des transformées ondelettes de la comparaison entre les conditions 
contenant une cible (8 et 16 éléments confondus), et n’en contenant pas pour les traces 
alignées sur la réponse (0 ms). Pour les deux conditions, des différences de puissance 
spectrale sont mesurées entre -500 ms et -400 ms avant la réponse (0ms), A. pour les 
fréquences de 5.6 - 9.6 Hz, sur les sites frontal (FZ) et postérieur (POz), B. pour les 
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Figure 46: Résultats de la transformée ondelettes continue, A. de 0.5 à 20 Hz (en 
ordonnée), B. de 20 à 80 Hz (en ordonnée), et C. de la moyenne ERP (µV, positif vers le 
haut), des conditions sans cible (TA, colonne de gauche) et avec cible (TP, colonne de 
droite) en 3 électrodes, Fz, Cz et POz. L’échelle des abscisses correspond aux 1000 ms 
utilisées pour dans cette étude, de -900 à + 100 ms par rapport à la réponse (0 ms). La 
puissance des couleurs correspond à la puissance des coefficients ondelettes pour chaque 
unité du pavage temps-fréquence, le rouge illustrant la meilleure correspondance, le bleu 
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C. FREQUENCES IPSI ET CONTROLATERALES A UN SEUL ELEMENT 
 
Les segments ipsilatéraux sont soustraits aux segments controlatéraux (électrodes 
PO3 et PO4) à la présentation d’un seul élément, la cible (Figure 47-A). Le même calcul est 
opéré pour les transformées ondelettes de ces mêmes segments (Figure 47-B). Aucune 
analyse statistique n’est réalisée sur ces résultats, mais il semble que les premières 
fréquences de différences apparaissent vers 150 ms post-stimuli, 350 ms avant la réponse. 
La différence d’intensité maximale apparaît vers 250 ms post-stimuli, 250 ms avant la 




Figure 47 : A. Résultats de la soustraction des tracés ipsilatéraux (en rouge) à ceux 
controlatéraux (en noir) sur deux sites postérieurs (PO3 postérieur gauche, PO4 
postérieurs droits) pour la condition contenant un unique élément, la cible. B. Résultats de 
la soustraction des transformées ondelettes des tracés ipsilatéraux à ceux ipsilatéraux. Les 
premières fréquences apparaissent vers 150 ms post-stimuli, 350 ms avant la réponse. La 
différence d’intensité maximale apparaît vers 250 ms post-stimuli, 250 ms avant la 
réponse, de fréquence plus élevée (~7 Hz) que la première (~5-10 Hz). 







































Les résultats de la comparaison des conditions contenant 8 et 16 éléments montrent 
que pour celle contenant 8 éléments, des augmentations de puissance de gamma élevées 
(44 à 75 Hz) sont produites environ deux fois et demi dans cette dernière seconde précédant 
la réponse (soit à -800 ms, -400 ms puis à -100 ms avant la réponse). Ces fréquences 
distinguent les deux conditions à -800 ms ainsi que -200 ms avant la réponse. Dans la 
comparaison des conditions contenant une cible (TP) ou n’en contenant pas (TA), la seule 
interaction significative est mesurée à environ -100 ms avant la production de la réponse 
pour le rang de fréquence bêta (12 à 21 Hz). Des similarités entre les deux conditions sont 
mesurées entre -500 ms et -400 ms avant la réponse pour les fréquences allant de 2.6 à 4.4 
Hz (delta / thêta) et de 5.6 à 9.6 Hz (thêta / alpha).  
 
- Oscillations correspondantes au temps / élément 
Ces analyses cherchaient à mettre en évidence une correspondance entre certains 
rythmes cérébraux et le temps ajouté par éléments mesurés dans les données 
comportementales. Ce dernier est de 186 ms / élément durant la session 5, celle durant 
laquelle les données EEG ont été enregistrées. A cette période correspond une basse 
fréquence de 5.4 Hz, soit 4 ou 5 variations de puissance de coefficients dans l’intervalle de 
900 ms, pour autant que le dernier déplacement, exogène, soit du même ordre de grandeur. 
Une modulation de fréquences correspondant à 5 Hz n’est pas mesurée pour les conditions 
à 8 et 16 éléments, ni pour celles concernant la présence ou l’absence de cible. La 
différence maximale distinguant la position de l’attention, comparable à la N2pc, est 
cependant d’un rang de fréquences correspondant à celui du temps / élément, entre 5 et 10 
Hz, pouvant être mis en relation avec les effets attribués à l’orientation de l’attention visuo-
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spatiale (Vàzquez, Vaquero, Cardoso, & Gómez, 2001 ; Kim, Min, Ko, Park, Jang, & Lee, 
2005).  
- Oscillations correspondantes aux rythmes des temps de réaction 
Les résultats de l’analyse spectrale appliquée aux TR fournissent comme autre point 
de repère la fréquence de 18 à 20 Hz (correspondant aux fréquences bêta), dont la 
puissance varie en fonction du nombre d’éléments et de la présence de la cible. Une 
modulation de cet ordre n’est pas mesurée par nos deux analyses. L’unique fréquence dont 
la puissance varie de façon régulière dans le temps est la fréquence gamma élevée (44-75 
Hz), dont les fluctuations sont associées à la charge cognitive de la tâche (Posada, Huges, 
Franck, Vianin, & Kilner, 2003) ainsi qu’à la perception d’un stimulus attendu (Tallon-Baudry 
et al., 1996). Celles-ci sont mesurées par intervalle de 400 ms environ, pour les conditions 
contenant 8 éléments. En particulier, l’augmentation de puissance la plus massive de ces 
oscillations apparaît entre -500 et -400 ms. C’est également entre ces deux fenêtres 
temporelles que sont mesurées les diminutions de basses fréquences (2.6-9.6 Hz) dans la 
comparaison des conditions avec cible et sans cible, en site frontal et en site central. La 
simultanéité de ces deux effets, augmentation des fréquences oscillatoires gamma et baisse 
de basses fréquences, peuvent être mis en correspondances avec les désynchronisations 
associées à certains mécanismes d’ordre perceptif (Vàzquez, et al., 2001 ; Tallon-Baudry et 
al., 2001), et permet d’inférer de la correspondance du rang de latence de -400 ms avant la 
réponse avec la détection de la cible pour la tâche de cette expérience. Cette durée semble 
tout à fait réaliste aux vues de la mesure de patterns comparables à ceux de la N2pc environ 
-350 ms avant la réponse pour une tâche conjonctive, moins efficiente, mesurée en analyses 
complémentaires à l’expérience 1. Trouver une correspondance oscillatoire cérébrale au 
temps par élément, de rythme lent, précédant l’aboutissement de la recherche prenant place 
à -500 ms environ, nécessiterait d’effectuer des analyses sur une fenêtre temporelle plus 
large que celle de 900 ms utilisée dans la présente étude. De plus, malgré les 
correspondances relevées entre -400 et -500 ms avant la réponse, entre la 
désynchronisation de basses fréquences avec l’augmentation d’oscillations gamma, ces 
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dernières ne sont mesurées que pour les 8 éléments en comparaison avec les 16 éléments, 
et non entre une cible présente et une cible absente.  
 
- Similarités des oscillations relatives aux conditions avec cible ou sans cible 
Hormis -100 ms avant la réponse, rang de latence trop proche de la réponse pour 
être attribué à la détection de la cible, aucune distinction n’est mesurée dans la comparaison 
de la présence ou de l’absence de la cible. Les variations mesurées entre -500 ms et -400 
ms avant la réponse pour les fréquences 2.6 à 9.6 Hz sont identiques dans les deux 
situations. Les études utilisant le paradigme d’amorçage attribuent les diminutions de 
fréquences de ~10 Hz à l’attente de l’apparition du stimulus cible (Klimesch, Doppelmayr, 
Russegger et al., 1998), en correspondance avec les dispositions du réseau occipito-pariétal 
de l’attention visuo-spatiale (Posner & Petersen, 1990 ; LaBerge, 1995) se tenant prêt à 
traiter l’élément cible. Ce même mécanisme produit des augmentations de ce même rang de 
fréquences lors de la présentation d’informations multiples, par exemple entre modalités 
sensorielles différentes (Foxe, Simpson & Ahlfors, 1998). En effet, l’activité oscillatoire de 
~10 Hz est attribuée à l’activation du système cortico-thalomo-cortical, incluant le pulvinar, 
les corps genouillés latéraux (LGN) ainsi que le cortex pariéto-occipital, dans le transfert 
d’informations issus des noyaux thalamiques (Steriade, Gloor & Llinas, 1990). L’élévation 
des oscillations de ~10 Hz est décrite en tant qu’index à la suppression d’informations 
nécessaire à la libération de celle pertinente à la tâche (Worden, Foxe, Wang, & Simpson, 
2000). L’augmentation de puissance de ~10 Hz en postérieur, associée à une diminution 
simultanée en frontal dans nos résultats, peut témoigner du désengagement du réseau 
occipito-pariétal nécessaire à l’aboutissement de la tâche, couplée à la prise de décision qui 
s’y rapporte. 
 
- Distinctions des oscillations relatives aux conditions contenant 8 et 16 éléments 
A la difficulté accrue de la condition contenant 16 éléments par rapport à 8 éléments 
n’est pas associée d’augmentations de puissance d’oscillations de fréquences particulières, 
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par exemple celles de fréquences gamma (Simos, Papanikolaou, Sakkalis, & Micheloyannis, 
2002 ; Posada et al., 2003). Les oscillations de fréquences gamma sont associées aux 
niveaux d’attention sélective qu’une tâche préconise (Müller, Gruber, & Keil, 2000 ; Gruber, 
Müller, & Keil, 2002), et pourrait représenter la dernière étape concernant le traitement du 
stimulus visuel, avant l’activation de la réponse motrice (Posada, et al., 2003). Dans nos 
résultats, la présence plus marquée de telles oscillations en condition 8 éléments par rapport 
à celles en contenant 16 trouve une explication dans deux points de vue distincts. Le premier 
consiste à penser que les fluctuations de fréquences gamma sont présentes dans les deux 
conditions, à 8 ou à 16 éléments, mais que la méthode de calcul par fenêtre de 100 ms a été 
« défavorable » à la puissance résultante en condition 16 éléments et « favorable » à celle 
de 8 éléments. Dans cette optique, les évènements cérébraux précédant la réponse motrice 
ne seraient pas de latence comparable pour les deux conditions, différences de latence de 
traitement trouvant appui dans les hypothèses de modèles parallèles. Le second pôle 
d’interprétation réside dans la surcharge que la présentation de 16 éléments produit sur le 
système par rapport à celle en contenant 8, s’intégrant aux préceptes de la théorie de la 
détection du signal. 
 
5 Conclusion 
Cette expérience avait pour objectif de détecter la présence de rythmes dans les 
distributions des temps de réaction qui soient d’une durée comparable à celle du temps 
ajouté par item, ainsi que de trouver une correspondance à celle-ci dans les rythmes 
cérébraux associés l’exécution de la tâche. 
Nos résultats confirment la présence de rythmes récurrents dans la répartition des 
temps de réaction d’une tâche inefficiente. Ceux-ci peuvent être attribués aux spécificités de 
l’attention visuelle sélective dans la perspective des modèles sériels, dont le temps de pause 
dépendrait entre autres de la difficulté de la tâche, alors que les déplacements de l’attention 
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sélective restent de durée déterminée (50 ms). Toujours dans cette même logique, 
l’estimation fournie par le calcul de la pente de la droite de régression en fonction du nombre 
d’éléments lors de l’absence de la cible (Treisman & Gelade, 1980 ; Sternberg, 1969) 
semble correspondre à la durée d’une séquence ajoutée pour chaque élément 
supplémentaire. Les EEG correspondant à cette tâche permettent d’estimer à -500 à -400 
ms le temps s’écoulant entre la prise de décision et la mesure du temps de réaction pour une 
tâche inefficiente. La fenêtre temporelle de nos analyses n’excédant pas – 900 ms avant la 
réponse, les fluctuations de l’ordre de grandeur du temps / item des temps de réaction ne 
peuvent être mesurés (pour méthode alternative voir [Abstract (1) de nos publications 
personnelles, p.239] ; Palix, Hauert, & Leonards, 2006).  
. Nos résultats rendent également compte du fait que la prise de décision mettant un 
terme à la tâche est identique que la cible soit présente ou absente. L’hypothèse d’une 





VI CONCLUSIONS GENERALES 
Le paradigme de recherche visuelle représente, depuis plusieurs décennies déjà, une 
source intarissable d’informations concernant le fonctionnement de l’attention sélective. Les 
observations comportementales qui s’y rapportent ont constitué les fondements de nos 
investigations. Les observations comportementales mettent en évidence l’existence d’une 
fonction de recherche lorsque l’élément cible se distingue des éléments distracteurs, mais 
partage deux de leurs dimensions visuelles. Les temps de réaction s’allongent en fonction du 
nombre d’éléments présentés simultanément (recherche inefficiente). Lorsque l’élément cible 
se distingue franchement des distracteurs, par une seule de ses dimensions élémentaires 
(couleur, forme, taille, orientation) le nombre d’éléments ne produit pas de ralentissement 
dans la réalisation de la tâche (recherche efficiente). Cette réalisation de la tâche correspond 
au  temps additionnel que nécessite l’ajout d’un élément distracteur pour la tâche dans 
laquelle l’élément cible partage deux dimensions de celles des éléments distracteurs. Le 
modèle de référence (Treisman & Gelade, 1980 ; Treisman & Sato, 1990 ; Treisman, 1993) 
interprète la pente positive mesurée en recherche conjonctive comme témoignant de 
l’existence de mécanismes additionnels nécessaires à la combinaison des informations, 
s’appliquant successivement à chaque élément présenté.  
Les parties expérimentales du présent travail manipulent tour à tour différents 
paramètres expérimentaux influant sur l’efficacité de la réalisation de recherche visuelle 
(nombre d’éléments, absence de la cible, distinctions entre éléments cible et non-cibles), tout 
en mesurant simultanément les fluctuations du signal électrophysiologique qui s’y rapportent 
par différentes d’analyses (procédure de segmentation, analyses d’amplitude et de pics de 
latence, analyse temps – fréquence, liés à l’apparition des stimuli ou à la réponse motrice). 
Les résultats obtenus pour chaque partie expérimentale sont riches, voici les principales 




- La difficulté à trouver une cible parmi des distracteurs se mesure dès la première 
composante reconnue comme étant sensible à la charge attentionnelle (Hillyard, Hink, 
Schwent, & Picton, 1973), la composante occipitale P1 (expérience 1, expérience 2). 
L’amplitude de la composante P1 est généralement décrite comme augmentée lorsque pour 
le paradigme d’amorçage spatial, la cible apparaît à la position attendue (Mangun & Hillyard, 
1991). Plus important pour l’interprétation de nos résultats, l’amplitude de la P1 ne diminue 
que lorsque la cible apparaît à une autre position que celle attendue (essais non-valides ; 
Mangun, Hillyard, & Luck, 1993). Cela signifie que lorsqu’aucune indication sur la position de 
la cible à venir n’est proposée (essais neutres), l’amplitude de la composante P1 est 
identique à celle des essais amorçant positivement la position de la cible (essais valides). 
Pour cette période initiale, allant de 80 ms à 120 ms, le système en attente est donc 
comparable qu’il soit distribué sur toutes les positions éventuelles de la cible ou sur une 
position localisée. Les différences que nous observons entre une recherche conjonctive et 
une recherche de trait simple, ainsi qu’une recherche de trait complexe et une recherche de 
trait simple pour ce rang de latence, sont probablement à mettre en correspondance avec 
l’élévation de la charge attentionnelle requise par la tâche. Il semblerait que la sensibilité du 
système croit dans l’expectative de l’apparition de stimuli complexes, et que cette élévation 
soit déjà représentative de la pente des temps de réaction (traits simples < conjonction de 
traits < traits complexes). Lorsque cela est possible, comme pour une présentation des 
tâches par blocs expérimentaux distincts, le système sensoriel tente d’optimiser le traitement 
représenté par la composante P1. De façon surprenante, lorsque la cible se distingue 
franchement des autres éléments, sa position dans l’hémichamp visuel gauche trouve 
instantanément une correspondance controlatérale pour cette même période. Ce 
phénomène produit des bénéfices dans la rapidité de traitement des stimuli, mesurés dans la 
composante N2pc et dans les temps de réaction. Cette asymétrie témoigne de la présence 
de processus attentionnels dès 80-120 ms, dont la répartition sur le champ visuel présente 
un biais en faveur de l’hémichamp gauche. Nous interprétons ce biais par la dominance de 
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l’hémisphère droit pour les tâches visuo-spatiales, nos résultats ont ceci d’innovants que ce 
phénomène est également mesurable pour une recherche efficiente. Ainsi, les études 
décrivant l’existence de distinctions d’activations cérébrales pariétales droites entre les 
recherches de trait simple et conjonctive (Corbetta, Schulman, Miezin, & Petersen 1993 ; 
Corbetta, Schulman, Miezin, & Petersen, 1995) ne mesurent pas, selon nous, le recrutement 
de mécanismes supplémentaires nécessaires à la réalisation de tâches inefficientes 
(Corbetta, et al., 1995), mais les signes d’un continuum dans l’engagement de mécanismes 
comparables (Walsh, Ellison, Battelli, & Cowey, 1998). 
- L’engagement substantiel que représentent les sites postérieurs droits pour la 
recherche visuelle se mesure à partir de la composante N1 pour la recherche la plus 
inefficiente, la recherche de trait complexe. La mesure de potentiels d’amplitude moindre sur 
les électrodes postérieures droites, interprétées comme l’échec d’un mécanisme en 
expérience 2, pourrait, à la lumière des résultats de l’expérience 4, trouver une origine 
différente. En effet cette diminution d’amplitude pourrait être le reflet d’une activité pariétale 
droite plus soutenue si l’on considère non pas la diminution d’amplitude électrique moyenne, 
mais la diminution de basses fréquences témoignant d’un engagement de mécanismes 
attentionnels accru (Klimesch, Doppelmayr, Russegger et al., 1998). Simultanément à la 
diminution d’oscillations de fréquences de ~10 Hz pour le rang de latence de la N1 pour la 
recherche de trait complexe, la mesure d’une augmentation de puissance de la bande de 
fréquences gamma permettrait de valider cette hypothèse. Des analyses complémentaires à 
celles menées en expérience 4 sont en cours, dans la détection de signaux oscillatoires 
succédant l’apparition des stimuli (8 éléments v/s. 16 éléments). La recherche inefficiente de 
trait complexe engagerait les mêmes mécanismes que ceux observés en recherche de trait 
simple entre 80 et 120 ms, ceux attribués au système attentionnel postérieur (cortex pariétal 
supérieur, pulvinar, colliculus supérieur) dans le modèle de Posner (Posner & Dehaene, 
1994). 
- Bien que la recherche conjonctive produise des pentes de temps de réaction 
positives, tout comme la recherche de trait complexe, nos résultats témoignent en faveur du 
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statut particulier de son inefficience (Sireteanu & Rettenbach, 1995, 2000). Les traces 
électrophysiologiques relatives à la recherche de conjonction confirment l’engagement de 
mécanismes spécifiques précoces (Leonards, Sunaert, Van Hecke, & Orban, 2000), et ce 
dès 150 ms post-stimulus (expérience 1). Nos résultats, couplés à ceux obtenus par 
imagerie cérébrale fonctionnelle pour le même protocole, indiquent une localisation 
antérieure de ce mécanisme additionnel (Leonards et al., 2000 ; Leonards, Palix, Michel, & 
Ibanez, 2003). La mise en place de règles perceptives ou de regroupement des éléments 
distracteurs afin de favoriser la détection d’éléments déviants est à envisager (Watson & 
Humphreys, 1997). Dans cette hypothèse, l’observation de temps additionnel requis pour 
l’ajout d’élément mesuré par les données comportementales s’avère être insuffisante à 
l’inférence de mécanismes attentionnels similaires28 (Townsend, 1990). 
- Enfin, l’observation détaillée de l’amplitude et de la latence de la composante N2pc 
révèle de sa représentativité de l’aboutissement perceptif du traitement du stimulus. Ainsi, 
même pour les processus dit automatiques, l’orientation de l’attention focalisée est 
nécessaire au rehaussement du stimulus pertinent, permettant l’accession à la conscience et 
à la réponse appropriée (Riddoch & Humphreys, 1987). 
 
 
 Pour conclure, l’utilisation de plusieurs techniques d’analyses du signal 
électrœncéphalographiques en relation avec les observations comportementales classiques 
s’est révélée être extrêmement fructueuse. Nous sommes toutefois consciente que la 
multiplication des analyses figurant dans ce travail n’a pas été favorable à l’acquisition en 
parallèle de connaissances théoriques équivalentes. Une phase de recul s’impose afin 
d’initier l’ajustement de nos compétences théoriques aux résultats obtenus.
                                                 
28
 A ce stade de notre réflexion, nous sommes à même d’apporter notre contribution (enfin !) aux équivalences 
pataphysiques de Boris Vian, proposées en ouverture de ce travail. Ainsi à «à bon ch bon r = à bon chat bon 
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BRAIN OSCILLATIONS -INDICATORS FOR SERIAL PROCESSING IN INEFFICIENT VISUAL SEARCH? 
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The electroencephalographic (EEG) N2pc component, originally suggested as 
neurophysiological correlate of visuospatial shifts of attention, seems rather related to target 
detection and distractor suppression. This reopens the debate of whether a shifting focus of 
attention, and thus serial processing, exists in inefficient visual search. Reasoning that 
search rate (in ms/item) for target absent (TA) trials should indicate the speed with which 
attention can be shifted for a given search type, we here investigated whether repetitive EEG 
frequency components correlate with search rate in an inefficient search task. Search rate 
was about 67ms/item for target present (TP) trials and 186ms/item for TA trials. Wavelet 
analysis of response-locked EEGs revealed significant differences in EEG beta-frequency 
bands (12-21Hz) between TP and TA conditions, moving in time from frontal to central 
electrodes, presumably related to decision making. More importantly, low frequency 
modulations (~7Hz) of response-locked EEG gamma-frequency bands (44-75Hz) over 
posterior electrodes correlated with search rate for TA trials. Given that gamma-oscillations 
are thought to be related to visual processing and attention, such EEG modulations might 
indeed reflect a shifting focus of attention, and thus serial processing, in inefficient visual 
search; however, alternative interpretations will also be discussed. 
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COMPARISON OF EARLY CORTICAL NETWORKS IN EFFICIENT AND INEFFICIENT VISUAL 
SEARCH: AN EVENT-RELATED POTENTIAL STUDY 
 
Leonards, U., Palix, J., Michel, C., & Ibañez, V. 
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Abstract. Functional magnetic resonance imaging studies have indicated that 
efficient feature search (FS) and inefficient conjunction search (CS) activate partially distinct 
fronto-parietal cortical networks. However, it remains a matter of debate whether the 
differences in these networks reflect differences in the early processing during FS and CS. In 
addition, the relationship between the differences in the networks and spatial shifts of 
attention also remains unknown. We examined these issues by applying a spatio-temporal 
analysis method to high-resolution visual event-related potentials (ERPs) and investigated 
how spatio-temporal activation patterns differ for FS and CS tasks. Within the first 450 msec 
after stimulus onset, scalp potential distributions (ERP maps) revealed 7 different electric 
field configurations for each search task. Configuration changes occurred simultaneously in 
the two tasks, suggesting that contributing processes were not significantly delayed in one 
task compared to the other. Despite this high spatial and temporal correlation, two ERP 
maps (120–190 and 250–300 msec) differed between the FS and CS. Lateralized 
distributions were observed only in the ERP map at 250–300 msec for the FS. This 
distribution corresponds to that previously described as the N2pc component (a negativity in 
the time range of the N2 complex over posterior electrodes of the hemisphere contralateral to 
the target hemifield), which has been associated with the focusing of attention onto potential 
target items in the search display. Thus, our results indicate that the cortical networks 
involved in feature and conjunction searching partially differ as early as 120 msec after 
stimulus onset and that the differences between the networks employed during the early 
stages of FS and CS are not necessarily caused by spatial attention shifts. 
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In event-related potential recordings (ERPs), the N2pc component, an enhanced 
negativity over parietal electrodes contralateral to the target hemifield about 270ms after 
stimulus onset has been earlier suggested as neurophysiological correlate for spatial shifts of 
visual attention (e.g. Woodman & Luck, 1999, Nature 400 :867-869). The presence of this 
component in efficient feature search (FS) thus indicated that at least one attentional shift is 
involved in this type of search. Here we asked whether possible attentional processes 
involved in efficient feature search are purely search-driven, or are modulated by motor 
response and target position. We measured in 17 subjects the influence of responding hand 
(left versus right) and target location (left versus right hemifield) on reaction times (RT) and 
on ERPs during FS. For RTs, a 2 (hands) X 2 (hemifields) ANOVA revealed a significant 
effect of the hemifield (left < right), and significant interactions between hand and hemifield, 
provoked by longer RTs for targets in the right hemifield during left hand responses. Taking 
the N2pc component and its ipsilateral counterpart (N2pi) into account, ERP peak latency 
analysis allowed us to isolate influences on cortical search dynamics of both responding 
hand and of target location, respectively. We show that ERP latencies for both N2pc and 
N2pi are shorter over electrode sites contralateral to the responding hand, thus 
independently of the target hemifield. Moreover, a target located in the left visual hemifield 
evokes faster N2pc and N2pi potentials than a target in the right hemifield, irrespective of the 
responding hand. We conclude that, in efficient search, both speed of target detection and 
cortical dynamics of the suggested neurophysiological correlate of attention depend on 
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   Previously, we found that in a visual search paradigm subjects responded 
significantly faster when the target was presented in the left hemifield than in the right, 
irrespectively of whether subjects efficiently searched for features (FS) or inefficiently 
searched for conjunctions (CS). Here, we asked whether this difference was due to the 
stimulus-response compatibility between visual hemifield and responding hand (Simon-
effect), or to a left visual hemifield advantage. 17 right-handed participants were tested with 
FS and CS displays, using a 2AFC design and within-subject counterbalancing of hands for 
target-present and -absent trials over runs. Reaction times for both hands were equally fast 
for both target-present and target-absent trials, respectively. Moreover, neither FS nor CS 
revealed a Simon-effect. In contrast, both hands responded faster to the presence of a target 
in the left than in the right hemisphere, with larger differences for CS than for FS. This 
suggests that even in efficient feature search, subjects were not able to take advantage from 
stimulus-response compatibility. Instead, both efficient and inefficient search seemed to 
depend on right hemisphere dominance, normally suggested to account for visual attention, 
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To investigate the temporal dynamics of attention in visual search, we compared 
electrocortical activation patterns for feature and conjunction search with low and high 
attentional demands, respectively. Continuous EEG (125 channels) of sixteen volunteers 
was recorded, while subjects performed feature search (line orientation) and conjunction 
search (line orientation & contrast polarity). Event-related potentials were compared for the 
two search types, using a time-segmentation procedure based on map topography, and a 
waveform analysis. For both search types, segmentation analysis revealed 9 successive 
topographic maps (between 0 ms and 600 ms after stimulus onset). Maps 3 to 5, 120 to 300 
ms after stimulus onset, showed significant topographic differences between feature and 
conjunction search. Waveform analysis indicated that the N2pc component, previously 
suggested as electrophysiological indicator for spatial attention shifts distinguishing between 
feature and conjunctions search, was restricted to the time window of map 5 (250-300 ms). 
Our results revealed that cortical temporal dynamics differ between little attention demanding 
feature and attentive conjunction search 100 ms earlier to those commonly attributed to 
spatial shifts of attention. This suggests that spatial attention shifts as indicated by the N2pc 
component are not sufficient to explain attention mechanisms in visual search. Furthermore, 
the topographic differences, the high correlated maps related to our previous fMRI study 
provide strong evidence for the modulation of attentional cost more than existence of serial 
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