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A MATRIX-ORIENTED POD-DEIM ALGORITHM APPLIED TO
NONLINEAR DIFFERENTIAL MATRIX EQUATIONS ∗
GERHARD KIRSTEN† AND VALERIA SIMONCINI‡
Abstract. We are interested in approximating the numerical solution U(t) of the large dimen-
sional nonlinear matrix differential equation U˙(t) = AU(t) +U(t)B+F(U, t)+G, with appropriate
starting and boundary conditions, and t ∈ [0, Tf ]. In the framework of the Proper Orthogonal
Decomposition (POD) methodology and the Discrete Empirical Interpolation Method (DEIM), we
derive a novel matrix-oriented reduction process leading to an effective, structure aware low order
approximation of the original problem. The reduction of the nonlinear term is also performed by
means of a fully matricial interpolation using left and right projections onto two distinct reduction
spaces, giving rise to a new two-sided version of DEIM. Several numerical experiments based on
typical benchmark problems illustrate the effectiveness of the new matrix-oriented setting, also for
coupled systems of nonlinear matrix differential equations.
Key words. Model reduction, Proper orthogonal decomposition, Matrix equations, Nonlinear
differential equations.
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1. Problem description. We are interested in approximating the numerical
solution U(t) ∈ Rnx×ny of the following nonlinear matrix differential equation
(1.1) U˙(t) = AU(t) +U(t)B + F(U, t) +G, U(0) = U0,
where A ∈ Rnx×nx , B ∈ Rny×ny , G ∈ Rnx×ny and t ∈ [0, Tf ] = T ⊂ R, equipped with
Dirichlet or Neumann boundary conditions. The function F : Rnx×ny ×T → Rnx×ny
is a sufficiently regular nonlinear function that can be evaluated elementwise.
The problem (1.1) arises for instance in the discretization of two-dimensional
partial differential equations of the form
(1.2) ut = ℓ(u) + f(u, t) + g(x, y), u = u(x, y, t) with (x, y) ∈ Ω ⊂ R2,
and given initial condition u(x, y, 0) = u0(x, y), where the physical domain Ω can
be mapped into a rectangular computational domain. The differential operator ℓ is
assumed to be linear in u, typically a second order operator in the two space variables,
while f : Ω × T → R for T ⊂ R is a nonlinear function; the function g : Ω → R is
a forcing term independent of u and t. Time dependent equations of type (1.2)
and systems of such equations are the main ingredient in the mathematical modeling
of a large variety of scientific and engineering problems, as they occur in biology
and ecology, chemistry, physics, and in all those applications where the interest is
in studying and controlling the time evolution of a complex phenomenon; see, e.g.,
[30],[31],[36],[41], and references therein.
Classical semi-discretization in space of (1.2) leads to the following system of
ordinary differential equations (ODEs)
(1.3) u˙(t) = Lu(t) + f(u, t) + g, u(0) = u0.
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For any t the vector u(t) ∈ RN contains the representation of the sought after solution
in the chosen discrete space, L ∈ RN×N accounts for the discretization of the linear
differential operator ℓ and f : RN × T → RN is evaluated componentwise at u(t).
Assume ℓ is a second order differential operator with separable coefficients, such as
the Laplace operator. Then equation (1.3) can be recast into the form (1.1) whenever
ℓ is discretized by means of a tensor basis, as is the case for finite differences on
structured grids, spectral methods with tensor bases, isogeometric analysis and other
discretization techniques. In a tensor basis framework, the physical domain is mapped
into the reference rectangular domain Ω = [a1, b1]× [a2, b2] and the matrix L can be
represented as1
L =
(
I ⊗A+B⊤ ⊗ I) ∈ RN×N , N = nxny,
where I is the identity matrix, the matrices A and B contain the second order deriva-
tives in the x− and y−directions, respectively, using nx and ny discretization nodes,
while ⊗ represents the Kronecker product of two matrices. In this setting, the vector
u(t) is the vectorization of U(t) ∈ Rnx×ny , u(t) = vec(U(t)), where vec stacks the
columns of U beneath each other. Using standard properties of the Kronecker prod-
uct we also have Lu(t) = vec(AU(t) + U(t)B) providing the equivalence between
(1.3) and (1.1), since f(u, t) = vec(F(U, t)). For future reference, we explicitly notice
that to be able to preserve accuracy and stability properties through the time span,
the approximation space needs to reproduce well the linear and nonlinear operators,
having quite different numerical properties. On the other hand, the nonlinear term
needs to be handled carefully to limit computational costs.
When dealing with (1.3) of large dimensions, possibly also dependent on multiple
parameters, order reduction of the differential equation has been considered. The
Proper Orthogonal Decomposition (POD) methodology is one of the most success-
ful strategies developed in the past decades [10],[11],[25],[28], together with reduced
basis methods, see, e.g., [35], and rational interpolation strategies [4]; see, e.g., [12]
for a overview of the most common reduction strategies. A POD basis is a set of
orthonormal vectors whose linear span best approximates the space containing a set
of snapshots of the solution. Once the full order model is projected onto the generated
POD low-dimensional subspace, however, the computational cost still depends on the
full order model size (i.e., O(N)) due to the so-called lifting bottleneck discussed in
section 2. To this end, a considerable amount of work has been done towards approx-
imating the nonlinear term without lifting back nonlinear quantities. For instance,
quadratic bilinear approximations were originally introduced in [23] and are commonly
referred to as lifting transformations [27, 9]. Furthermore, the Trajectory PieceWise-
Linear (TPWL) approximation approximates the nonlinear functions by a weighted
sum of linear models along a state trajectory [42]. Alternatively several approaches
consider interpolating the nonlinear function. This includes methods such as Missing
Point Estimation (MPE) [5] and the Best Points Interpolation Method (BPIM; see
[34]). One very successful approach is the Discrete Empirical Interpolation Method
(DEIM) [15], which is based on the Empirical Interpolation Method (EIM), originally
introduced in [7].
In this paper we exploit the matrix formulation (1.1) to derive a novel matrix-
oriented proper orthogonal decomposition leading to an effective, structure aware
1Here we display the discretized Laplace operator, more general operators can be treated; see,
e.g. [37, Section 3].
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reduction of the original problem. The reduction of the nonlinear term is also per-
formed by means of a fully matricial interpolation using left and right projection onto
two distinct reduction spaces, giving rise to a new two-sided version of DEIM.
The new approach allows us to dramatically reduce memory requirements and
CPU time with respect to the original vector oriented strategy, while taking full ac-
count of the structural characteristics of the solution and nonlinear functions, such as
numerical low rank and symmetry properties. A fast offline phase where a significant
decrease in the problem size is carried out, is followed by a light online phase where
the reduced ordinary differential matrix equation is integrated over time with the pre-
ferred method. The accuracy of the overall approach is related to those of standard
POD-DEIM procedures, since the only difference is in the way the POD and DEIM
bases are derived from the given snapshots.
The paper is organized as follows. In section 2 we review the standard pod-
deim algorithm for systems of the form (1.3). Our new two-sided proper orthogonal
decomposition is derived in section 3 and applied to equations of the form (1.1) in
section 4. Section 5 is devoted to the crucial approximation of the nonlinear function
by the new two-sided discrete empirical interpolation method. The overall algorith-
mic implementation and its computational cost are discussed in section 6. Several
numerical experiments are reported in section 7 to illustrate the effectiveness of the
proposed procedure. Finally, the proposed method is extended to coupled systems of
differential matrix equations in section 8 and conclusions are drawn in section 9.
Notation. In denotes the n × n identity matrix. For a matrix A, ‖A‖ denotes
the matrix norm induced by the Euclidean vector norm, and ‖A‖F is the Frobenius
norm. Bold face is used to emphasize some of the quantities or to distinguish between
the scalar and vector versions of the same variable.
All reported experiments were performed using MATLAB 9.6 (R2019a) ([32]) on
a MacBook Pro with 8-GB memory and a 2.3-GHz Intel core i5 processor.
2. The standard pod-deim method. In this section we review the standard
pod-deim method and its application to the dynamical system (1.3).
2.1. Proper orthogonal decomposition. The proper orthogonal decomposi-
tion is a technique for reducing the dimensionality of a given dynamical system, by
projecting it onto a space spanned by the orthonormal columns of a matrix Vk. To
this end, we consider a set of snapshot solutions uj = u(tj) of the system (1.3) at ns
different time instances (0 ≤ t1 < · · · < tns ≤ Tf). Let
(2.1) S = [u1, · · · ,uns ] ∈ RN×ns ,
and S = Range(S) of dimension d. A POD basis of dimension k < d is a set of
orthonormal vectors whose linear span gives the best approximation, according to
some criterion, of the space S. In the 2-norm, this basis can be obtained through
the singular value decomposition (SVD) of the matrix S, S = VΣW⊤, with V and W
orthogonal matrices and Σ = diag(σ1, . . . , σns) diagonal with non-increasing positive
diagonal elements. If the diagonal elements of Σ have a rapid decay, the first k
columns of V (left singular vectors) are the most dominant in the approximation of S.
Denoting with Sk = VkΣkW
⊤
k the reduced SVD where only the k× k top left portion
of Σ is retained and V,W are truncated accordingly, then ‖S− Sk‖ = σk+1 [22].
Once the matrix Vk is obtained, for t ∈ [0, Tf ] the vector u(t) is approximated as
u(t) ≈ Vkyk(t), where the vector yk(t) ∈ Rk solves the reduced problem
(2.2) y˙k(t) = Lkyk(t) + fk(yk, t) + gk, yk(0) = V
⊤
k u0.
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Here Lk = V
⊤
k LVk, fk(yk, t) = V
⊤
k f(Vkyk, t) and gk = V
⊤
k g. For k ≪ N this
reduced model is significantly cheaper to solve than the original one. Nevertheless,
the definition of fk above requires the evaluation of f(Vkyk, t) at all N entries, thus
still depending on the original system size. This drawback is often referred to as the
lifting bottleneck ; one way to overcome this problem is by means of DEIM.
2.2. DEIM. The DEIM procedure, originally introduced in [15], is utilized to
approximate a nonlinear vector function f : T → RN by interpolating it onto an
empirical basis, that is,
f(t) ≈ Φfc(t),
where {φ1, . . . , φp} ⊂ RN is a low dimensional basis, Φf = [φ1, . . . , φp] ∈ RN×p and
c(t) ∈ Rp is the vector of time-dependent coefficients to be determined.
Let P = [eρ1 , . . . , eρp ] ∈ RN×p be a subset of columns of the identity matrix,
named the “selection matrix”. If P⊤Φf is invertible, in [15] the coefficient vector c(t)
is uniquely determined by solving the linear system P⊤Φfc(t) = P
⊤f(t), so that
(2.3) f(t) ≈ Φfc(t) = Φf (P⊤Φf )−1P⊤f(t).
The nonlinear term in the reduced model (2.2) is then approximated by
(2.4) fk(yk, t) ≈ V⊤k Φf (P⊤Φf )−1P⊤f(Vkyk, t).
The accuracy of DEIM depends greatly on the basis choice, and in a lesser way by
the choice of P. In most applications the interpolation basis {φ1, . . . , φp} is selected
as the POD basis of the set of snapshots {f(u1, t1), . . . , f(uns , tns)}, as described in
the previous section, that is given the matrix
(2.5) N = [f(u1, t1), . . . , f(uns , tns)] ∈ RN×ns ,
the columns of the matrix Φf = [φ1, . . . , φp] are determined as the first p ≤ ns
dominant left singular vectors in the SVD of N.
The matrix P for DEIM is selected by a greedy algorithm based on the sys-
tem residual; see [15, Algorithm 3.1]. In [20] the authors showed that a pivoted
QR-factorization of Φ⊤f may lead to better accuracy and stability properties of the
computed matrix P. The resulting approach, called Q-DEIM, is reported in Algo-
rithm 2.1 and will be used in the sequel. Algorithm 2.1 aims to minimize the spectral
Algorithm 2.1 Q-DEIM
1: INPUT: Φf ∈ RN×p, p ≤ N
2: OUTPUT: Selection matrix P
3: Perform pivoted QR of Φ⊤f so that Φ
⊤
f Π = QR
4: P = Π(:, 1 : p)
norm of the oblique projector, which is important for minimizing the error of the
DEIM approximation.
DEIM is particularly advantageous when the function f is evaluated component-
wise, in which case it holds that P⊤f(Vkyk, t) = f(P
⊤Vkyk, t), so that the nonlinear
function is evaluated only at p ≪ N components. In general, this occurs whenever
finite differences are the underlying discretization method. If more versatile discretiza-
tions are required, then different procedures need to be devised. A discussion of these
approaches is deferred to section 3.1.
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In what follows we derive a pod-deim algorithm that fully lives in the matrix
setting, without requiring a mapping from Rnx×ny to RN , so that no vectors of length
N need to be processed or stored. Without loss of generality we consider matrices
with nx = ny = n in the sequel.
3. Two-sided proper orthogonal decomposition (2S-POD). In this sec-
tion we introduce a novel algebraic formulation that performs a POD at the matrix
level, taking account of the spatial properties of the functions to be approximated,
and of the function changes when time snapshots are captured. We derive a prac-
tical algorithm to determine the left and right reduced spaces that approximate the
space of the given snapshots (either the nonlinear functions or the approximation so-
lutions) and analyze how the accuracy of the approximation spaces is influenced by
the singular values.
Let Ξj = Ξ(tj) ∈ Rn×n be a matrix representing the discretization of a function
depending on two space variables, at time tj , and let {Ξ1, . . . ,Ξns} be the corre-
sponding set of matrix snapshots. We consider the following different unfoldings2 of
the snapshot set,
(3.1) H{Ξ} = (Ξ1, . . . , Ξns) ∈ Rn×(n·ns) and Z{Ξ} =
 Ξ1...
Ξns
 ∈ R(n·ns)×n.
Let
H{Ξ} = HVHΣH⊤W = HVHΣ(H⊤W1 , · · · , H⊤Wns ), HWj ∈ R
n×n,
and
Z{Ξ} = ZVZΣZ⊤W =
 ZV1...
ZVns
ZΣZ⊤W, ZVi ∈ Rn×n,
be their SVD. This implies that each snapshot function can be written as Ξj =
HVHΣH
⊤
Wj
= ZVjZΣZ
⊤
W. Hence, all snapshots are linear combinations of the
columns of some matrix HV, while all transposed snapshots are linear combinations
of the columns of some matrix ZW. If the diagonal entries of HΣ and ZΣ decay
reasonably rapidly, then a low rank approximation can be obtained by an SVD trun-
cation.
For large values of n ·ns these decompositions become computationally infeasible.
Instead, we present a computationally efficient procedure that consists of two phases,
with the aim of generating two low rank matrices Vℓ and Ŵr with orthonormal
columns such that Ξi ≈ VℓΘiŴ⊤r . The first phase determines the most important
information of each snapshot matrix, relative to the other snapshots, while the second
phase prunes the generated spaces useful for all snapshots, by retaining the leading
portions of the two-side approximation spaces.
We proceed with the first phase. For i ∈ {1, . . . , ns}, let
Ξi = ViΣiW
T
i , Vi,Wi ∈ Rn×ri , ri = rank(Ξi), Σi = diag(σ1, . . . , σri)
2The notation is borrowed from tensor language. Indeed, the snapshots could be viewed as a
3-way tensor U ∈ Rn×n×ns
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be the memory saving SVD of Ξi, with σj ≥ σj+1, j = 1, . . . , ri. Then
H{Ξ} = (V1, · · · , Vns)
Σ1 . . .
Σns

W
T
1
. . .
WTns
 ,
and let r =
∑ns
i=1 ri be the rank of H{Ξ}. Permute the columns and rows of the three
matrices in the product to obtain H{Ξ} = VSW⊤, where S now has all its entries
arranged in non-increasing order, so that σ1 ≥ σ2 ≥ · · · ≥ σr. The diagonal elements
of S are not the singular values of H{Ξ}, however we can use the decreasing pattern
of S to truncate unnecessary information associated to small σi’s. More precisely,
let S˜ ∈ Rκ×κ be the truncated version of S to its first κ rows and columns, so that
‖S− S˜‖ = σκ+1. The matrices V andW can also be truncated to their first κ columns,
so that
(3.2) H{Ξ} ≈ H˜{Ξ} := V˜S˜W˜⊤, V˜ ∈ Rn×κ, W˜ ∈ Rn·ns×κ.
Since the blocks of V˜ each have orthonormal columns, with at most ns blocks, and
W˜ has all orthonormal columns, it follows that
(3.3) ‖H{Ξ} − H˜{Ξ}‖ ≤ √ns‖S− S˜‖ = √nsσκ+1.
A computationally efficient way for determining the entries of V˜, S˜ and W˜ without
computing all SVDs concurrently is discussed in section 6.
To derive a similar decomposition for the matrix Z{Ξ} we permute again the
entries in the factorization of H˜{Ξ} so as to group together the blocks of singular
vectors and singular values associated to each snapshot, assuming for the sake of the
presentation that none of the blocks is empty:
H˜{Ξ} = (V˜1, . . . , V˜ns)
Σ˜1 . . .
Σ˜ns

W˜
⊤
1
. . .
W˜⊤ns
(3.4)
= (V˜1Σ˜1W˜
⊤
1 , . . . , V˜nsΣ˜nsW˜
⊤
ns
),
with V˜i, W˜i ∈ Rn×κi and (V˜1, . . . , V˜ns) ∈ Rn×κ. We explicitly remark that it is not
necessarily true that κi = κj for i, j = 1, 2 . . . , ns, as the κ =
∑ns
i=1 κi most important
contributions to H{Ξ} are retained. In particular, this procedure is not the same as
taking the leading singular triplets of each snapshot per se: this first phase allows
us to retain the leading triplets of each snapshot when compared with all snapshots,
using the magnitude of all singular values as quality measure.
By column ordering these blocks we obtain an approximation to Z{Ξ} as
(3.5) Z˜{Ξ} :=
 V˜1Σ˜1W˜
⊤
1
...
V˜ns Σ˜nsW˜
⊤
ns
 =
V˜1 . . .
V˜ns

Σ˜1 . . .
Σ˜ns

W˜
⊤
1
...
W˜⊤ns

The new forms for H˜{Ξ} and Z˜{Ξ} allow us to perform the second phase: we
derive a representation of all snapshots Ξ’s by means of the same left and right or-
thogonal matrices, by only retaining the most relevant information collected in the
matrices V˜ ’s and W˜ ’s.
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Proposition 3.1. Let {Ξ1, . . . ,Ξns} be a set of snapshot matrices. Let
(3.6) (V˜1, . . . , V˜ns) = VS(W 1, . . . , Wns), and
W˜
⊤
1
...
W˜⊤ns
 =
V̂
⊤
1
...
V̂ ⊤ns
 ŜŴ⊤
be the SVD of the given matrices, defining H˜ in (3.4) and Z˜ in (3.5) respectively.
Each snapshot matrix Ξi can be approximated as
(3.7) Ξi ≈ Ξ˜i = VSW iΣ˜iV̂ ⊤i ŜŴ⊤.
Proof. We substitute (3.6) into H˜{Ξ} in (3.4) to obtain
H˜{Ξ} = VS(W 1, . . . , Wns)S˜
V̂
⊤
1
. . .
V̂ ⊤ns

ŜŴ
⊤
. . .
ŜŴ⊤
 .
Hence, each block of H˜{Ξ}, i.e., each Ξ˜i = V˜iΣ˜iW˜⊤i , can be expressed as a linear
combination of the orthonormal matrices V ∈ Rn×κ and Ŵ ∈ Rn×κ as in (3.7).
In the case that Ξ(ti) is symmetric for any ti, the approximation Ξ˜(ti) preserves this
structure, as shown next.
Corollary 3.2. Assume the hypotheses and notation of Proposition 3.1 hold. If
Ξi = Ξ(ti) is symmetric for all ti ∈ [0, Tf ], then
(3.8) Ξ(ti) ≈ Ξ˜(ti) = VSW iΛ˜iW⊤i SV
⊤
,
where Λ˜i = Σ˜iD˜i is a real diagonal matrix and D˜i is diagonal with +1 and −1 on the
main diagonal.
Proof. Since Ξi = Ξ(ti) is symmetric for all ti ∈ [0, Tf ], it holds that Ξi =
ViΣiWi
⊤ = ViΣiDiVi
⊤, with Di diagonal of ones and minus ones. This implies that
its truncated version reads Ξ˜i = V˜iΣ˜iD˜iV˜i
⊤
, where D˜i is truncated accordingly. Hence
(3.9)
H˜{Ξ} = (V˜1, . . . , V˜ns)
Λ˜1 . . .
Λ˜ns

V˜
⊤
1
. . .
V˜ ⊤ns
 and Z˜{Ξ} = H˜{Ξ}⊤.
The result follows by replacing the second SVD in (3.6) byV˜
⊤
1
...
V˜ ⊤ns
 =

W
⊤
1
...
W
⊤
ns
SV⊤.
and following the proof of Proposition 3.1, with H˜{Ξ} as in (3.9).
Positive definiteness can also be preserved, with D˜i the identity matrix.
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If the matrices S and Ŝ contain strongly decaying singular values, Proposition 3.1
shows that additional space truncation is possible, so that each snapshot Ξ˜i can be
well approximated by lower dimensional subspaces. More precisely,
Ξ˜i = (Vℓ, VE)
(
Σℓ
ΣE
)
W iΣ˜iV̂
⊤
i
(
Σ̂r
Σ̂E
)(
Ŵ⊤r
Ŵ⊤E
)
≈ (Vℓ, VE)
(
Σℓ
0
)
W iΣ˜iV̂
⊤
i
(
Σ̂r
0
)(
Ŵ⊤r
Ŵ⊤E
)
= Vℓ(Σℓ, 0)W iΣ˜iV̂
⊤
i
(
Σ̂r
0
)
Ŵ⊤r =: VℓΘiŴ
⊤
r ,(3.10)
and the approximation in the second line is good as long as ΣE , Σ̂E are small in norm.
For Vℓ ∈ Rn×νℓ ,Ŵr ∈ Rn×νr , the matrix Θi is νℓ × νr, however its rank is less than
or equal to min{νℓ, νr, κi}. We have assumed so far that at least one singular triple is
retained for all Ξ’s. In practice, it might happen that for some i none of the singular
values are large enough to be retained, if a small reduced basis is desired. In this case,
it holds that Σ˜i = 0, and in addition Ξi does not contribute to the two-sided basis.
The number νℓ and νr of vector components to be retained in the matrices Vℓ
and Ŵr, respectively, is determined by the following criterion:
(3.11)
∑κ
i=νℓ+1
σi∑κ
i=1 σi
< τ and
∑κ
i=νr+1
σ̂i∑k
i=1 σ̂i
< τ,
for some chosen tolerance τ ∈ (0, 1). For any i such that Σ˜i 6= 0, with a strategy
similar to (3.3) we can show that
(3.12)
‖Ξ˜i −VℓV⊤ℓ Ξ˜iŴrŴ⊤r ‖2
‖Ξ˜i‖2
≤ √ns (σνℓ+1 + σ̂νr+1) ,
where Vℓ ∈ Rn×νℓ ,Ŵr ∈ Rn×νr , while σνℓ+1 = ‖ΣE‖ and σ̂νr+1 = ‖Σ̂E‖.
In what follows we use the quantities determined in (3.7) to derive a pod-deim
type order reduction strategy for matrix equations of the form (1.1), that is we ap-
proximate the function Ξ(t) for some t 6= ti as Ξ(t) ≈ VℓΘ(t)Ŵ⊤r with Θ depending
on t, of reduced dimension. The notation for the matrices Vℓ, Θ(t) and Ŵr may
slightly change to conform with the approximated quantity, namely the nonlinear
function F or the approximate solution U. We will refer to this type of form as the
two-sided proper orthogonal decomposition (2s-pod) of the given function.
3.1. Connections to other matrix-based interpolation POD strategies.
The approximation discussed in the previous section is not restricted to problems of
the form (1.1), but rather it can be employed to any POD function approximation
where the snapshot vectors are transformed into matrices, giving rise to a matrix
DEIM methodology. This class of approximation has been explored in the recent
literature, where different approaches have been discussed, especially in connection
with parameter-dependent problems and Jacobian matrix approximation; see, e.g.,
[43],[14], and the thorough discussion in [10]. In the former case, the setting is par-
ticularly appealing whenever the operator has a parameter-based affine function for-
mulation, while in the Jacobian case the problem is naturally stated in matrix terms,
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possibly with a sparse structure [13],[39]. In the nonaffine case, in [13],[33] an affine
matrix approximation (MDEIM) was proposed by writing appropriate (local) sparse
representations of the POD basis, as is the case for finite element methods. As an
alternative in this context, it was shown in [19] that DEIM can be applied locally
to functions defined on the unassembled finite element mesh (UDEIM); we refer the
reader to [40] for more details and to [3] for a detailed experimental analysis.
In our approach we consider the approximation
Ξ(t) ≈ VℓΘ(t)Ŵ⊤r .
If Θ(t) were diagonal, then this approximation could be thought of as an MDEIM
approach, since then Ξ(t) would be approximated by a sum of rank-one matrices with
the time-dependent diagonal elements of Θ(t) as coefficients. Instead, Θ(t) is far
from diagonal, hence our approximation determines a more general memory saving
approximation based on the low rank representation given by Vℓ,Ŵr.
Another crucial novel fact of our approach is the following. While methods such
as MDEIM aim at creating a linear combination of matrices, they still rely on the
vector DEIM for computing these matrices, thus only detecting the leading portion
of the left range space. In our construction, the left and right approximation spaces
spanned by Vℓ,Ŵr, respectively, stem from a subspace selection of the range spaces
of the whole snapshot matrix H{Ξ} (left space) and Z{Ξ} (right space); here both
spaces are matrix spaces. In this way, the leading components of both spaces can be
captured. In particular, preferred time marching spatial directions of the approxi-
mated functions can be more easily uncovered (see section 7.1), while keeping track
of possible symmetries (see Corollary 3.2).
In light of the discussion above, our approach might also be interpreted in terms
of the “local basis” POD framework, see, e.g., [2], where the generality of the bases is
ensured by interpolation onto matrix manifolds. For a presentation of this methodol-
ogy we also refer the reader to the insightful survey [10, section 4.2]. In this context,
the matrices Vℓ,Ŵr may represent a new truncated interpolation of the matrices in
H{Ξ} and Z{Ξ}, in a completely algebraic setting.
4. The pod-deim algorithm in the matrix setting. We introduce a pod-
deim type order reduction strategy for the problem (1.1), so that the reduced order
model can be solved rapidly online.
Consider two matrices Vℓ,U ∈ Rn×k1 and Wr,U ∈ Rn×k2 with orthonormal
columns, where k1, k2 ≪ n. We look for an approximation of U(t), for t ∈ [0, Tf ], of
the type
U(t) ≈ Vℓ,UYk(t)W⊤r,U ,
where k = (k1, k2). To determine the two bases Vℓ,U ,Wr,U we exploit the proce-
dure discussed in section 3: Let {U(ti)}nsi=1 be a set of available snapshots at times
t1, . . . , tns . Using Proposition 3.1 we obtainU(t) ≈ Vℓ,UYk(t)W⊤r,U whereVℓ,U plays
the role of Vℓ and Wr,U that of Ŵr in the proposition.
The functionYk(t) is determined as the solution to the following reduced problem
Y˙k(t) = AkYk(t) +Yk(t)Bk + Fk(Yk, t) +Gk
Yk(0) = Y
(0)
k := V
⊤
ℓ,UU0Wr,U ,
(4.1)
with
(4.2) Ak = V
⊤
ℓ,UAVℓ,U , Bk =W
⊤
r,UBWr,U , Gk = V
⊤
ℓ,UGWr,U
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and
(4.3) Fk(Yk, t) = V⊤ℓ,UF(Vℓ,UYkW⊤r,U , t)Wr,U .
To integrate the reduced order model (4.1) for varying times t, we consider the
matrix semi-implicit Euler scheme with stepsize h (see, e.g., [18] for a discussion on
other applicable solvers). Letting Y
(i)
k be an approximation to Yk(ti), the Euler
scheme yields
(4.4) (Ik1 − hAk)Y(i)k +Y(i)k (−hBk) = Y(i−1)k + hFk(Y(i−1)k , ti−1) + hGk.
This low-dimensional Sylvester matrix equation needs to be solved at each timestep
to get an approximation of Yk(ti) at the next time ti. Computing Fk(Y(i−1)k , ti−1)
at each iteration to form the right-hand side above still requires the full space ap-
proximation matrix Vℓ,UY
(i−1)
k W
⊤
r,U ∈ Rn×n, which entails high computational and
memory requirements for large n. An effective way to handle the nonlinear term is
discussed in the next section.
We remark that in some cases the full space approximation matrix may not be
involved. For instance, if F is a matrix function ([24]) and U(t) is symmetric for all
t ∈ [0, Tf ], so that U(t) ≈ Vℓ,UYk(t)V⊤ℓ,U , then by [24, Corollary 1.34]
Fk(Yk, t) = V⊤ℓ,UF(Vℓ,UYkV⊤ℓ,U , t)Vℓ,U = F(V⊤ℓ,UVℓ,UYk, t) = F(Yk, t).
If instead F is a matrix operator such as in the differential matrix Riccati equation,
the projection operators can be applied to the nonlinear term directly without forming
the full space matrix; see, e.g., [26].
5. Approximation of the nonlinear function Fk in the reduced model.
Let {F(tj)}nsj=1 be a set of snapshots of the nonlinear function F at times tj , j =
1, . . . , ns. Following once again Proposition 3.1 we approximate F(t) as
F(t) ≈ Vℓ,FC(t)W⊤r,F ,
where Vℓ,F ∈ Rn×p1 plays the role of Vℓ andWr,F ∈ Rn×p2 that of Ŵr. In addition,
p1, p2 play the role of νℓ, νr in the general description, and they will be used throughout
as basis truncation parameters for the nonlinear snapshots.
Adapting the DEIM idea to a two-sided perspective, the coefficient matrix C(t)
is determined by selecting independent rows from the matrices Vℓ,F and Wr,F , so
that
P⊤ℓ,FVℓ,FC(t)W
⊤
r,FPr,F = P
⊤
ℓ,FF(t)Pr,F ,
where Pℓ,F = [eπ1 , · · · , eπp1 ] ∈ Rn×p1 and Pr,F = [eγ1 , · · · , eγp2 ] ∈ Rn×p2 are columns
of the identity matrix of size n. Both matrices are defined similarly to the selection
matrix P from section 2.2, and they act on Vℓ,F ,Wr,F , respectively. If P
⊤
ℓ,FVℓ,F and
P⊤r,FWr,F are nonsingular, then the coefficient matrix C(t) is determined by
C(t) = (P⊤ℓ,FVℓ,F)
−1P⊤ℓ,FF(t)Pr,F (W⊤r,FPr,F )−1.
With this coefficient matrix C(t), the final approximation of the nonlinear term be-
comes3 F(t) ≈ F˜(t) := Vℓ,FC(t)W⊤r,F with
(5.1)
F˜(t) = Vℓ,F(P⊤ℓ,FVℓ,F)−1P⊤ℓ,FF(t)Pr,F (W⊤r,FPr,F )−1W⊤r,F =: Qℓ,FF(t)Q⊤r,F .
3If the nonlinear function F(t) is symmetric for all t ∈ [0, Tf ], thanks to Corollary 3.2 this
approximation will preserve the symmetry of the nonlinear function.
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Note that Q∗,F are oblique projectors. In addition to that of the two spaces, an
important role is played by the choice of the interpolation indices contained in Pℓ,F
and Pr,F . We suggest determining the matrices Pℓ,F and Pr,F as the output of
Algorithm 2.1 with inputs Vℓ,F and Wr,F , respectively.
We next provide a bound measuring the distance between the error obtained with
the proposed oblique projection (5.1) and the best approximation error of F in the
same range spaces, where we recall that Vℓ,F and Wr,F have orthonormal columns.
This bound is a direct extension to the matrix setting of [15, Lemma 3.2].
Proposition 5.1. Let F ∈ Rn×n be an arbitrary matrix, and let F˜ = Qℓ,FFQ⊤r,F ,
as in (5.1). Then
(5.2) ‖F − F˜‖F ≤ CℓCr ‖F −Vℓ,FV⊤ℓ,FFWr,FW⊤r,F‖F
where Cℓ =
∥∥∥(P⊤ℓ,FVℓ,F)−1∥∥∥
2
and Cr =
∥∥(P⊤r,FWr,F)−1∥∥2.
Proof. Recall that f = vec(F). Then, by the properties of the Kronecker product
‖F − F˜‖F = ‖vec(F)− vec(F˜)‖2 = ‖f − (Qr,F ⊗Qℓ,F )f‖2
=
∥∥∥∥f − (Wr,F ⊗Vℓ,F)
(
(Pr,F ⊗Pℓ,F )
⊤(Wr,F ⊗Vℓ,F )
)−1
(Pr,F ⊗Pℓ,F )
⊤
f
∥∥∥∥
2
Therefore, by [15, Lemma 3.2],
‖F − F˜‖F ≤
∥∥∥∥
(
(Pr,F ⊗Pℓ,F )
⊤(Wr,F ⊗Vℓ,F )
)−1∥∥∥∥
2
∥∥∥f − (Wr,F ⊗Vℓ,F )(Wr,F ⊗Vℓ,F )⊤f
∥∥∥
2
=
∥∥∥(P⊤ℓ,FVℓ,F )−1
∥∥∥
2
∥∥∥(P⊤r,FWr,F )−1
∥∥∥
2
∥∥∥F −Vℓ,FV⊤ℓ,FFWr,FW⊤r,F
∥∥∥
F
. 
We emphasize that Cℓ, Cr do not depend on time, in case F does. As has been
discussed in [15],[20], it is clear from (5.2) that minimizing these amplification factors
will minimize the error norm with respect to the best approximation onto the spaces
Range(Vℓ,F) and Range(Wr,F ). The quantities Cℓ, Cr depend on the interpolation
indices. If the indices are selected greedily, as in [15], then
(5.3) Cℓ ≤ (1 +
√
2n)p1−1
‖eT1Vℓ,F‖∞
, Cr ≤ (1 +
√
2n)p2−1
‖eT1Wr,F‖∞
.
If the indices are selected by a pivoted QR factorization as in Algorithm 2.1, then
Cℓ ≤
√
n− p1 + 1
√
4p1 + 6p1 − 1
3
, Cr ≤
√
n− p2 + 1
√
4p2 + 6p2 − 1
3
,
which are better bounds than those in (5.3), though still rather pessimistic; see [20].
To complete the efficient derivation of the reduced model in (4.1) we are left with
the final approximation of Fk in (4.3). If F is evaluated componentwise, as we assume
throughout4, then P⊤ℓ,FF(Vℓ,UY(t)W⊤r,U , t)Pr,F = F(P⊤ℓ,FVℓ,UY(t)W⊤r,UPr,F , t), so
that
Fk(Yk, t) ≈ V
⊤
ℓ,UVℓ,F(P
⊤
ℓ,FVℓ,F )
−1
P
⊤
ℓ,FF(Vℓ,UYk(t)W
⊤
r,U , t)Pr,F (W
⊤
r,FPr,F )
−1
W
⊤
r,FWr,U
= V⊤ℓ,UVℓ,F(P
⊤
ℓ,FVℓ,F )
−1F(P⊤ℓ,FVℓ,UYk(t)W
⊤
r,UPr,F , t)(W
⊤
r,FPr,F )
−1
W
⊤
r,FWr,U
=: Fk(Yk, t)
∧
.(5.4)
4For general nonlinear functions the theory from [15, Section 3.5] can be extended to both
matrices Vℓ,U and Wr,U .
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The matrices V⊤ℓ,UVℓ,F(P
⊤
ℓ,FVℓ,F)
−1 ∈ Rk1×p1 and (W⊤r,FPr,F)−1W⊤r,FWr,U ∈
Rp2×k2 are independent of t, therefore they can be precomputed and stored once for
all. Similarly for the products P⊤ℓ,FVℓ,U ∈ Rp1×k1 and W⊤r,UPr,F ∈ Rk2×p2 . Note
that products involving the selection matrices P’s are not explicitly carried out: the
operation simply corresponds to selecting corresponding rows or columns in the other
factor matrix. More details about the algorithmic implementations and computational
complexity is given in the next section.
Concerning the quality of our approximation, error estimates for the full pod-
deim approximation of systems of the form (1.3) have been derived in [43, 17], while
a posteriori error estimates are derived in [13],[33] for parametrized steady state prob-
lems. The estimates in [17],[43] are valid in our setting under the assumption that
f(u, t) = vec(F(U, t)) is Lipschitz continuous with respect to the first argument. To
see this, consider the vectorized approximation space VU = Wr,U ⊗ Vℓ,U and the
oblique projector QF = Qr,F ⊗Qℓ,F . If we denote by Ŷk(t) the approximate solution
of (4.1) with Fk approximated above, then
(5.5) ‖U(t)−Vℓ,UŶk(t)W⊤r,U‖F = ‖u(t)− VUŷk(t)‖2,
where ŷk(t) = vec(Ŷk(t)) solves the reduced problem
(5.6) ˙̂yk(t) = V
⊤
ULVUŷk(t) + V
⊤
UQF f(VUŷk, t) + V
⊤
Ug.
The error in (5.5) can therefore be approximated by applying the a priori [17] or a
posteriori [43] error estimate to the vectorized system of the form (5.6). Moreover, if
f(u, t) is Lipschitz continuous, this property is preserved by the reduced order model
(5.6), since VU has orthonormal columns and ‖QF‖ is a bounded constant, as shown
in Proposition 5.1; see e.g., [17].
6. The complete algorithm and its computational complexity. We next
summarize the proposed approximation methodology, and then we discuss how the
procedure is divided into an offline and online phase, after which we compare the
computational complexity to that of the standard pod-deim algorithm5.
Our complete approach is given by the following steps:
Algorithm 2s-pod-deim
Given: solution snapshots {Ui}nsi=1 and nonlinear function snapshots {F(Ui)}nsi=1.
Offline:
1. Determine Vℓ,U,Wr,U for {U}nsi=1 and Vℓ,F ,Wr,F for {F}nsi=1 (2s-pod);
2. Compute Ak,Bk, Gk and Y
(0)
k from (4.2);
3. Determine Pℓ,F ,Pr,F using Algorithm 2.1(2s-deim);
4. Compute V⊤ℓ,UVℓ,F (P
⊤
ℓ,FVℓ,F)
−1, (W⊤r,FPr,F)
−1W⊤r,FWr,U , P
⊤
ℓ,FVℓ,U and
W⊤r,UPr,F ;
Online:
5. For each i = 1, 2, . . .
(i) Evaluate Fk(Y(i−1)k , ti−1)
∧
as in (5.4) using the matrices computed above;
5A Matlab implementation of the new algorithm will be made available by the authors upon
acceptance of this manuscript.
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(ii) Solve the matrix equation (approximating (4.4)):
(In − hAk)Y(i)k +Y(i)k (−hBk) = Y(i−1)k + hFk(Y(i−1)k , ti−1)
∧
+ hGk.
6. Return Vℓ,U,Wr,U and Y
(i)
k , i = 1, 2, . . . , to implicitly form the approxima-
tion U(ti) ≈ Vℓ,UY(i)k W⊤r,U
The offline phase. The first four steps of the above algorithm define the off-
line phase. Usually, the determination of both sets of snapshots is also part of this
preliminary phase; we refer the reader to, e.g., [29] for a discussion on the optimal
placement of these snapshots, while in our tests we used ns equispaced timesteps.
Several methods can be used to obtain the snapshots. For the U-set, we considered
the semi-implicit Euler scheme applied directly to the differential equation in matrix
form; see, e.g., [18].
Though not strictly required by our strategy, we notice that in our implementation
of the offline phase we did not need to precompute and save all snapshots beforehand.
Instead, the procedure from section 3 is implemented together with the time integra-
tion scheme in U, in such a way that each snapshot can be processed and discarded
before stepping further in time. Let {U(ti)} and {F(ti)}, i = 1, . . . , ns be the con-
sidered snapshots. To perform step 1 in the algorithm above, for each i the first γ
singular triplets of each of the snapshots are computed and sequentially collected into
the corresponding matrices V, C and Ŵ, so that all three matrices have i · γ columns.
As soon as i is such that i · γ > κ, the columns and rows are permuted according to
a decreasing order of the diagonal elements of C, and only the first κ columns/rows
are retained before processing the next snapshot matrix. The procedure is described
in Algorithm 6.1 for the U(ti)’s, but the same is applied to the F(ti)’s.
Algorithm 6.1 Two-sided representation of snapshot solution space
1: INPUT: A ∈ Rn×n, B ∈ Rn×n, U : t 7→ Rn×n, G ∈ Rn×n, {ti}nsi=1, κ, γ, τ
2: OUTPUT: Vℓ,U ∈ Rn×k1 , Wr,U ∈ Rn×k2 .
3: Compute [V˜ , S˜, W˜ ] = reduced svds (U(t0), γ)
4: Let V = V˜ , Ŵ = W˜ and C = S˜
5: for i = 1 to ns do
6: Determine snapshot U(ti)
7: Compute [V˜ , S˜, W˜ ] = reduced svds (U(ti), γ)
8: Update V← (V, V˜ ), Ŵ← (Ŵ, W˜ ), C← blkdiag(C, S˜)
9: if i · γ > κ then
10: Decreasingly order the entries of (diagonal) C and keep the first κ.
11: Order V and Ŵ accordingly and keep the first κ vectors of each
12: end if
13: end for
14: [V,S,W] = reduced svd(V, κ), [V̂, Ŝ,Ŵ] = reduced svd(Ŵ⊤, κ).
15: Truncate the matrices V and Ŵ according to (3.11) to form Vℓ,U and Wr,U.
The computational complexity of approximating the γ leading singular triplets
with reduced svds is given by the implicitly restarted Lanczos bidiagonalization,
as implemented in the matlab function svds. For each i this cost is mainly given
by matrix vector multiplications with the dense n × n matrix; one Arnoldi cycle
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involves at most 2γ such products, together with 2γ basis orthogonalizations, leading
to O(n2γ + nγ) operations per cycle [6]. The final SVDs at the end of Algorithm 6.1
are performed with a dense solver, and each has complexity O(6nκ2 + 11κ3) [22,
p.493].
The reduced coefficient matrices Ak, Bk, Gk and Y0 from (4.1) are computed
once for all and stored in step 2 of Algorithm 2s-pod-deim, with a total complexity
of approximately O(n2(k1 + k2) + n(k1 + k2 + k21 + k22)), assuming that A and B are
sparse and G and U0 are dense. This step is called POD projection in Table 1.
Step 3 in the Algorithm 2s-pod-deim has a computational complexity ofO(n(p21+
p22)) [20], while the matrices in step 4 need to be computed and stored with compu-
tational complexity O(n(k1 + k2)(p1 + p2) + (p21 + p22)n+ p31 + p32) in total [15]. This
step is called DEIM projection in Table 1. We recall that the products involving
the selection matrices Pℓ,F and Pr,F do not entail any computation. Finally, the
Schur decomposition of the reduced matrices Ak and Bk is done once for all, which
allows for a significant speedup in the online integration phase, and it has complexity
O(25k31 + 25k32) for dense matrices [22]. This is particularly advantageous if the two
matrices are both symmetric [18]. All these costs are summarized in Table 1 and
compared with those of the standard pod-deim offline phase applied to (1.3) with
dimension N = n2. All coefficient matrices are assumed to be sparse and it is as-
sumed that both methods require ns snapshots. The table also includes the memory
requirements for the snapshots and the basis matrices.
Table 1: Offline phase: Computational costs (flops) for standard pod-deim applied
to (1.3), and 2s-pod-deim applied to (1.1).
Procedure pod-deim 2s-pod-deim
SVD O(6Nn2s + 11n
3
s) O(n
2γns + nγns + 6nκ
2 + 11κ3)
DEIM O(Np2) O(n(p21 + p
2
2))
POD projection O(Nk + Nk2) O(n2(k1 + k2) + n(k1 + k2 + k
2
1 + k
2
2))
DEIM projection O(Nkp + p2N + p3) O(n(k1 + k2)(p1 + p2) + (p
2
1 + p
2
2)n + p
3
1 + p
3
2)
Snapshot Storage O(Nns) O(nκ)
Basis Storage O(N(k + p)) O(n(k1 + k2 + p1 + p2))
Table 2: Description of the parameters in Table 1.
Par. Description
ns Number of snapshots
k Dimension of standard POD subspace
p Dimension of standard DEIM approx. space
N Length of u(t), N = n2.
κ Dimension of the approximation H˜{Ξ} of H{Ξ}.
ki Dimension of left (i = 1) and right (i = 2) 2s-pod subspaces
pi Dimension of left (i = 1) and right (i = 2) 2s-deim subspaces
n Dimension of U(t)
The online phase. The total cost of performing step 5.(i) is O(ω(p1p2)+k1p1p2+
k1k2p2), where ω(p1p2) is the cost of evaluating the nonlinear function at p1p2 entries.
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Since the decompositions of the matrices Ak and Bk are performed in the offline
phase, the cost of solving (4.4) is approximately O(k21k2 + k1k22) for the remaining
elementwise back substitution and multiplication in the Bartels–Stewart algorithm;
see, e.g., [8] or [22, p.398]. This brings the total complexity of one time iteration
online to O(ω(p1p2) + k1p1p2 + k1k2p2 + k21k2 + k1k22), which is independent of the
original problem size n.
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Fig. 7.1: Example 1. Left: Diagonal elements of S and Ŝ from (3.7). Right: E¯(F) as
a function of p1(τ), p2(τ) and on a square grid of values for p1, p2.
7. Numerical experiments. In this section we report on our numerical expe-
rience with the proposed methodology. We first analyze the quality of the approxi-
mation of the nonlinear function by (5.1). Then we report on the full 2s-pod-deim
reduction procedure and compare its performance with standard pod-deim.
7.1. Approximation of a nonlinear function F . We consider two separate
examples. In the first example we report on the approximation quality of (5.1),
while in the second example we linger over the geometric properties of the two-sided
approximation. All examples in this section use the nonlinear function
(7.1) f(u) =
1√
u+ 0.12
,
for different selections of u = u(x, y, t).
Example 1. We slightly adapt an example from [15], namely
u(x, y, t) = (x− t)2 + (y − 3t)2, (x, y) ∈ [0.1, 0.9]2,
where t ∈ [0, 0.5]. We consider a discretization with n = 700 equispaced nodes in each
space direction. We use ns = 150 equidistant snapshots {F(U, ti)}nsi=1 and use the
2s-pod procedure of section 3 to form the matrices Vℓ,F , Wr,F , with κ = 2ns (we
recall here that for H˜ in (3.2) it holds that κ ≤ n · ns). The singular value decay of S
and Ŝ is shown in Figure 7.1(left).
We consider nt = 250 time instances ti (i = 1, . . . , 250) for testing the approxi-
mation by means of the relative error norm, averaged over all these nt instances,
(7.2) E¯(F) = 1
nt
nt∑
i=1
‖F(ti)− F˜(ti)‖F
‖F(ti)‖F .
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Fig. 7.2: t∗ = 0.333. Left: approximation F˜(t∗), with p1 = 5 and p2 = 9. Right:
componentwise relative error at t∗.
We note that E¯(F) also depends on τ , which is used in the selection criterion in
(3.11) to get p1, p2. The right plot of Figure 7.1 shows this averaged error norm
(black crosses) as p1, p2 varies, for decreasing values of τ from 10
0 down to 10−7. The
underlying grid shows the same error norm for p1, p2 in the grid [1, 40]× [1, 40].
In the left plot of Figure 7.2 we display the two-dimensional graph of F˜(t) for
t∗ = 0.333 with p1 = 5 and p2 = 9, while the right plot reports the relative error
|F(U, t∗) − F˜(U, t∗)|/|F(U, t∗)|. The approximation accuracy is quite satisfactory,
mostly falling significantly below 3%.
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Fig. 7.3: CPU times for the interpolation index computations by Algorithm 2.1 for F˜
and standard DEIM, as space dimension n grows.
Finally, we report on the performance of F˜ and the standard (vector) DEIM for
approximating (7.1). Applying DEIM requires vectorizing the snapshots of (7.1) and
applying Algorithm 2.1 to anN×pmatrix, withN = n2, whereas our approach applies
Algorithm 2.1 to n×p1 and n×p2 matrices, respectively6. Figure 7.3 shows the CPU
time for the function approximation as dimentions increase, with n = 200, . . . , 1200,
and two different truncation threshold values: τ = 10−3 (yielding p = 8, p1 = 8 and
p2 = 19) and τ = 10
−8 (yielding p = 25, p1 = 25 and p2 = 45). For increasing n
6We focus on this specific step in recording the CPU time, while other costs such as the SVD
computations will be included in later simulations.
MATRIX-ORIENTED POD-DEIM FOR NONLINEAR MATRIX ODES 17
we notice up to three orders of magnitude cost improvement for (5.1) over standard
DEIM. This illustrates the great advantage of the new approximation compared to
DEIM for approximating a nonlinear function in two variables, since no vectors of
length N need to be involved. 
Fig. 7.4: Initial state (left), final state (middle) and route (right) of function F(U1, t).
Example 2. We illustrate that the proposed 2s-deim strategy is able to capture
the underlying geometric properties of the given function. We consider once again
the nonlinear function (7.1) for
(7.3) u1(x, y, t) = (x − t)2 + (y − t)2, and u2(x, y, t) = 10−3x+ (y − t)2,
with (x, y) ∈ [0.1, 0.9]2 and t ∈ [0, 0.5]. For this example, f(u1) and f(u2) are dis-
cretized with n = 300 equispaced nodes in each space direction. We report the initial
state (left), the final state (middle), and the route that the peak followed from initial
state to final state (right), for both discretized functions F(U1, t) (Figure 7.4) and
F(U2, t) (Figure 7.5).
Fig. 7.5: Initial state (left), final state (middle) and route (right) of function F(U2, t).
The peak of the first function moves diagonally across the space domain, whereas
almost all movement of the second function is in the horizontal. To illustrate how the
2s-deim basis captures this different behavior, Figure 7.6 reports the singular value
decays of the left and right approximate snapshot matrices, that is V and Ŵ from
Algorithm 6.1, implemented here with κ = ns = 150 and γ = 5.
The figure indicates that the left and right matrices for the symmetric function
F(U1, t) have the same decay in their singular values, in agreement with Corollary 3.2.
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Fig. 7.6: Diagonal element decay of S and Ŝ for F(U1, t) (left) and F(U2, t) (right).
Fig. 7.7: Average relative error for p1, p2 in the grid [1, 40]× [1, 40] for functions u1
in (7.3) (left) and u2 in (7.3) (right)
Instead, for F(U2, t) the singular value decay for the right and left bases is quite
different, accounting for the fact that there is almost no movement of the function in
the vertical direction within the considered timespan. These results are confirmed by
the error plots of Figure 7.7, displaying E¯(F) as in (7.2) for varying values of p1 and
p2 in the grid [1, 40]× [1, 40] for both functions F(U1, t) (left) and F(U2, t) (right).
For the symmetric function (left), the smallest error is obtained for p1 = p2. For the
second function F(U2, t), the right plot shows that while the same values of p2 are
required for the error decay as on the left, a very small value of p1, e.g., p1 = 2 or
p1 = 3 can be selected, as the error immediately decreases in the p1 direction. This
takes full account of the actual function behavior.
On the same experiment, quantities for the classic vector DEIM approach are
reported in Figure 7.8. We notice a slightly accelerated decay of the singular values
(left plot) and the relative error (right plot) for the second function, although the
change is not nearly as emphasized as in the matrix case, which indicates how the
matrix setting is able to exploit the geometric structure of the problem. 
7.2. Approximation of the full problem. In this section we analyze the
effectiveness of the combined strategies from section 3 and section 5 to reduce the
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Fig. 7.8: Functions f(ui, t) = vec(F(Ui, t)), i = 1, 2. Left: singular value decays of
the matrix N. Right: average relative error of the approximation (2.3) as p varies.
spatial dimensions after a space discretization that leads to the matrix-oriented ODE
in (1.1). In all experiments CPU times are in seconds, all bases are truncated using
the criterion in (3.11), and the following relative error norm is considered,
(7.4) e(t∗) =
‖uref(t∗)− uapprox(t∗)‖2
‖uref(t∗)‖2 ,
where uapprox(t
∗) represents either the 2s-pod-deim approximation, with uapprox(t
∗) =
vec(Uapprox(t
∗)), or the classical vector approximation. The reference solution uref(t
∗)
is computed by discretizing the full order model (1.3) in time by the semi-implicit
Euler method to find a solution at the reference time t∗ = 0.333, with stepsize h =
0.05. The same time-discretization and step size are used to integrate the reduced
order models (4.1) and (2.2) to determine Uapprox(t
∗) and uapprox(t
∗), respectively.
Example 3. Consider the nonlinear differential equation
(7.5) ut = ∆u +
1√
(u− 3t)2 + 0.12 , Ω = [−1, 1]
2, t ∈ [0, 0.5],
with zero Dirichlet boundary conditions and a Gaussian initial condition u(x, y, 0) =
(1−x2)(1−y2)e− (x+0.6)
2+y2
0.1 . We discretize (7.5) in space by centered finite differences
on a grid with n = 600 nodes in each direction, leading to (1.1), where
A = B =
1
h2s
tridiag(1,−2, 1), hs = 2/n,
account for the discretization of the second derivative in the x- and y-directions; we
refer, e.g., to [37, Section 3] for the derivation of this matrix form. The vector form
of this problem would have to handle full vectors with 6002 components. For both
the snapshot solutions and nonlinear snapshots, Algorithm 6.1 is implemented with
κ = 2ns and γ = 10, with ns = 150. The diagonal element decays of the matrices S
and Ŝ from (3.7) are illustrated in Figure 7.9 for both the snapshot solutions (left)
and nonlinear snapshots (right). The different decays in S and Ŝ indicate that the
left bases will have larger dimensions than the right ones for both snapshot sets. The
effect of the reduced dimensions, in terms of the error (7.4) and the CPU time to solve
(4.1) in the online phase, is illustrated in Table 3, for three values of the tolerance τ
20 G. KIRSTEN AND V. SIMONCINI
0 50 100 150
10-15
10-10
10-5
100
105
0 50 100 150
10-15
10-10
10-5
100
105
Fig. 7.9: Singular value decay. Left: snapshot solutions. Right: nonlinear snapshots.
in (3.11). These numbers show that the proposed 2s-pod-deim algorithm can solve
a reduced form of (1.1) in a tiny fraction of a second, with a quite good accuracy. 
Table 3: Performance of the reduced order model (4.1) as ki and pi (i = 1, 2) vary.
online relative
τ k1 k2 p1 p2 time(s) error
10−2 2 2 5 4 0.001 4 · 10−2
10−4 6 4 14 11 0.002 2 · 10−4
10−6 17 12 31 23 0.003 5 · 10−6
In the next example we compare the 2s-pod-deim algorithm with the standard
pod-deim method.
Example 4. The 2D Allen-Cahn equation [1]. Consider the equation
(7.6) ut = ∆u+ u
3 − u, Ω = [−1, 1]2, t ∈ [0, 1],
with homogeneous Dirichlet boundary conditions and the same Gaussian initial con-
dition as for (7.5). We discretize (7.6) in space by centered finite differences leading
to (1.1), with two different grid refinements, that is n = 1000 and n = 2000. In [38]
standard pod-deim was applied to (7.6) in the vector form (1.3).
Consider a set of ns = 200 equispaced snapshots {U(ti)} and {F(U(ti), ti)}
determined by a matrix semi-implicit Euler time discretization of (1.1). In 2s-pod-
deim, Algorithm 6.1 is implemented with κ = ns and γ = 5. Table 4 shows offline
and online time and storage requirements for both strategies.
The offline timings are broken down into two main parts. The svd time includes
the cost of the (economy-sized) SVD7 of (2.1) and (2.5) for pod-deim, and the cost
of Algorithm 6.1 (for both the solution and nonlinear function snapshots) for 2s-pod-
deim. The deim time reports the time required to determine the interpolation indices
by Algorithm 2.1. The online times report the cost to simulate the reduced order
7Alternatively, one could consider the procedure presented in [16, Algorithm 5.1]
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Table 4: Computational time and storage requirements of 2s-pod-deim and standard
vector pod-deim. CPU times are in seconds.
offline online
svd deim rel.
n method time time memory time memory error
1000
2s-pod-deim 4.7 0.006 800n 0.003 36n 3 · 10−6
pod-deim 27.6 0.57 400n2 0.001 29n2 5 · 10−6
2000
2s-pod-deim 16.9 0.01 800n 0.003 36n 3 · 10−6
pod-deim 1060.6 2.6 400n2 0.001 29n2 5 · 10−6
models (2.2) and (4.1), with nonlinear approximations (2.4) and (5.4) respectively.
The relative approximation error (7.4), is also displayed. The reported global memory
requirements include the number of stored vectors multiplied by their length (# ·
length). Offline, for pod-deim this includes the storage of S (2.1) and N (2.5), while
for 2s-pod-deim that of V and Ŵ from Algorithm 6.1, for both the solution and
nonlinear function snapshots. Online, the number of basis vectors, that is k = 15 and
p = 14 for pod-deim and k1 = 10, k2 = 6, p1 = 13 and p2 = 7 for 2s-pod-deim, are
indicated. All bases are truncated with a tolerance of τ = 10−6.
The reported numbers show that the memory allocations in both the online an
offline phases of pod-deim depend quadratically on the space discretization, as op-
posed to a linear dependence for 2s-pod-deim. Overall CPU times are also in great
favor of the new method. 
8. Extension of 2s-pod-deim to a system of equations. In this section we
extend our new methodology to coupled systems of equations of the form
U˙ = A1U(t) +U(t)B1 + F(U,Q, t)
Q˙ = A2Q(t) +Q(t)B2 +H(U,Q, t),
(8.1)
where U,Q ∈ Rn×n. Consider four tall matrices Vℓ,U ∈ Rn×k1 , Wr,U ∈ Rn×k2 ,
Vℓ,Q ∈ Rn×j1 , and Wr,Q ∈ Rn×j2 , with orthonormal columns, where k1, k2, j1, j2 ≪
n. Approximations to U(t) and Q(t), for t ∈ [0, Tf ], can be written as
U(t) ≈ Vℓ,UYk,U(t)W⊤r,U and Q(t) ≈ Vℓ,QYj,Q(t)W⊤r,Q.
The functions Yk,U(t) and Yj,Q(t) are determined as the solution of the reduced,
coupled problem
Y˙k,U = Ak,1Yk,U(t) +Yk,U(t)Bk,1 + Fk(Yk,U,Yj,Q, t)
Y˙j,Q = Aj,2Yj,Q(t) +Yj,Q(t)Bj,2 +Hj(Yk,U,Yj,Q, t),
(8.2)
with Ak,1 = V
⊤
ℓ,UA1Vℓ,U , Bk,1 = W
⊤
r,UB1Wr,U and Aj,2 = V
⊤
ℓ,QA2Vℓ,Q, Bj,2 =
W⊤r,QB2Wr,Q, and also
Fk(Yk,U,Yj,Q, t) = V⊤ℓ,UF(Vℓ,UYk,UW⊤r,U ,Vℓ,QYj,QW⊤r,Q, t)Wr,U ,
Hj(Yk,U,Yj,Q, t) = V⊤ℓ,QH(Vℓ,UYk,UW⊤r,U ,Vℓ,QYj,QW⊤r,Q, t)Wr,Q.
We use the 2s-pod procedure from section 3, together with Algorithm 6.1 to determine
the basis matrices. In particular, given the snapshots {U(ti)}nsi=1, the matrices Vℓ,U ,
22 G. KIRSTEN AND V. SIMONCINI
Wr,U play the role of Vℓ and Ŵr, while for the snapshots {Q(ti)}nsi=1 the matrices
Vℓ,Q, Wr,Q play the role of Vℓ and Ŵr.
The reduced order model (8.2), can be integrated by means of a matrix semi-
implicit Euler scheme for systems; see, e.g., [18]. IfY
(i)
k,U andY
(i)
j,Q are approximations
toYk,U(ti) andYj,Q(ti) respectively, these approximations are determined by solving
the Sylvester equations
(Ik1 − hAk,1)Y(i)k,U +Y(i)k,U (−hBk,1) = Y(i−1)k,U + hFk(Y(i−1)k,U ,Y(i−1)j,Q , ti−1)
(Ij1 − hAj,2)Y(i)j,Q +Y(i)j,Q (−hBj,2) = Y(i−1)j,Q + hHj(Y(i−1)k,U ,Y(i−1)j,Q , ti−1)
(8.3)
at each timestep ti.
Concerning the two nonlinear terms F and H, following section 5 we approxi-
mate Fk(Yk,U,Yj,Q, t) in the space spanned by the columns of two matrices Vℓ,F ∈
Rn×p1 and Wr,F ∈ Rn×p2 . Similarly, Hj(Yk,U,Yj,Q, t) is approximated in the
space spanned by the columns of two matrices Vℓ,H ∈ Rn×q1 and Wr,H ∈ Rn×q2 ,
where p1, p2, q1, q2 ≪ n. Given the selection matrices Pℓ,F ∈ Rn×p1 , Pr,F ∈ Rn×p2 ,
Pℓ,H ∈ Rn×q1 and Pr,H ∈ Rn×q2 , we obtain
Fk(Yk,U,Yj,Q, t) ≈ V⊤ℓ,UQℓ,FF(Vℓ,UYk,UW⊤r,U ,Vℓ,QYj,QW⊤r,Q, t)Q⊤r,FWr,U
and
Hj(Yk,U,Yj,Q, t) ≈ V⊤ℓ,QQℓ,HH(Vℓ,UYk,UW⊤r,U ,Vℓ,QYj,QW⊤r,Q, t)Q⊤r,HWr,Q
with the oblique projectors
Qℓ,F = Vℓ,F(P⊤ℓ,FVℓ,F)−1P⊤ℓ,F and Qr,F =Wr,F(P⊤r,FWr,F)−1P⊤r,F
for the first function, and
Qℓ,H = Vℓ,H(P⊤ℓ,HVℓ,H)−1P⊤ℓ,H and Qr,H =Wr,H(P⊤r,HWr,H)−1P⊤r,H
for the second one, as in (5.1).
Snce the nonlinear functions are evaluated componentwise, the selection matri-
ces can be cheaply applied as in (5.4). Once the snapshots {F(U(ti),Q(ti), ti)}nsi=1
and {H(U(ti),Q(ti), ti)}nsi=1 are available, the 2s-pod procedure from section 3, to-
gether with Algorithm 6.1 are used to determine the basis matrices for each set of the
algorithm inputs: Vℓ,F , Wr,F , Vℓ,H and Wr,H.
In the offline phase in this setting we apply steps 1-4 of Algorithm 2s-pod-deim
to both sets of snapshot solutions and nonlinear snapshots. Thereafter, the work at
one timestep i in the online phase is summarized as follows:
1. Apply step 5(i) of Algorithm 2s-pod-deim to both functions F and H to
form the matrices Fk(Y(i−1)k,U ,Y(i−1)j,Q , ti−1)
∧
and Hj(Y(i−1)k,U ,Y(i−1)j,Q , ti−1)
∧
.
2. Solve the Sylvester equations (approximating (8.3)):
(Ik1 − hAk,1)Y(i)k,U +Y(i)k,U (−hBk,1) = Y(i−1)k,U + hFk(Y(i−1)k,U ,Y(i−1)j,Q , ti−1)
(Ij1 − hAj,2)Y(i)j,Q +Y(i)j,Q (−hBj,2) = Y(i−1)j,Q + hHj(Y(i−1)k,U ,Y(i−1)j,Q , ti−1)
∧
We illustrate the procedure on a benchmark problem.
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Example 5. The 2D FitzHugh-Nagumo model (FN). Consider the following clas-
sical problem, given in adimensional form,
(8.4) ut = ∆u+ Γ[−u3 + u− q], qt = d∆q + Γ[β(u − αq)],
where u(x, y, t) and q(x, y, t) model the densities of two species for t ∈ [0, 1], and
[x, y] ∈ [−1, 1]2. We refer the reader to, e.g., [21] for a description of the role of
the nonnegative coefficients α, β,Γ and d. For this example we set α = 0.5, β =
2.1,Γ = 9.65 and d = 1. Furthermore, homogeneous Neumann boundary conditions
are imposed and the initial state is given by
u(x, y, 0) = (1 − x2)(1 − y2) sin(2πx) cos(2π(y + 0.3))
q(x, y, 0) = (1 − x2)(1 − y2)e− sin(2π(x−0.3)y).
The system (8.4) is discretized with n = 1000 spatial nodes in each direction yield-
ing the form (8.1) (with A1 = B1 = A2 = B2), where the matrices F(U,Q, t)
and H(U,Q, t) stem from evaluating the functions f(u, q) = Γ[−u3 + u − q] and
h(u, q) = Γ[β(u − αq)] elementwise. All basis vectors are determined from ns = 100
equispaced snapshotsUi and Qi in t = [0, 1] captured by a matrix semi-implicit Euler
scheme. Algorithm 6.1 is implemented with κ = 2ns and γ = 10 for all snapshots.
All eight approximation spaces are truncated with τ = 10−6. Table 5 reports the
basis dimensions and the error (7.4) for both U and Q at t∗ = 0.886 achieved by
the reduced order model (8.2). The reference solutions uref(t
∗) = vec(Uref(t
∗)) and
Table 5: Example 5. Dim. of 2s-pod and 2s-deim bases and error at t∗ = 0.886.
left dim. right dim. left dim. right dim. error
2s-pod 2s-pod 2s-deim 2s-deim e(t∗)
U 17 18 21 22 3 · 10−8
Q 23 23 22 23 1 · 10−8
qref(t
∗) = vec(Qref(t
∗)) are obtained by integrating the full order model (8.1) from
0 to t∗ with a matrix semi-implicit Euler scheme with h = 0.05. The same time dis-
cretization is used to integrate (8.2) to obtain Uapprox(t
∗) and Qapprox(t
∗). Solving the
reduced model (8.2) with n = 1000 needs merely 0.02 seconds. This is approximately
3 orders of magnitude faster than it would be to simulate the full order model (8.1)
(28 seconds). 
9. Conclusions and future work. We have proposed a matrix-oriented pod-
deim type order reduction strategy to drastically reduce the discretized dimension of
nonlinear matrix differential equations in two space variables. By introducing a novel
interpretation of the proper orthogonal decomposition when applied to functions in
two variables, we devised a new two-sided discrete interpolation strategy that is also
able to preserve the symmetric structure in the original nonlinear function and in the
approximate solution. Our very encouraging numerical experiments show that the
new procedure can dramatically decrease memory and CPU time requirements for
the function reduction procedure in the so-called offline phase. Moreover, we illus-
trated that the reduced low-dimensional matrix differential equation can be numeri-
cally solved in a rapid online phase, without sacrificing too much accuracy. Finally,
we showed that the proposed procedure can be readily applied to coupled systems of
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nonlinear differential matrix equations, thus allowing for a cheap simulation of a large
variety of application problems.
This work may be considered as a prototype for even more challenging problems.
In particular, future work will entail extending the whole methodology to parameter
based applications and to three dimensional spatial problems, possibly relying on
tensor/multiarray structures.
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