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Abstract
We currently lack a solid statistical understanding of semi-supervised learning
methods, instead treating them as a collection of highly effective tricks. This pre-
cludes the principled combination e.g. of Bayesian methods and semi-supervised
learning, as semi-supervised learning objectives are not currently formulated as
likelihoods for an underlying generative model of the data. Here, we note that
standard image benchmark datasets such as CIFAR-10 are carefully curated, and
we provide a generative model describing the curation process. Under this genera-
tive model, several state-of-the-art semi-supervised learning techniques, including
entropyminimization, pseudo-labelling and the FixMatch family emerge naturally
as variational lower-bounds on the log-likelihood.
1 Introduction
To build high-performing deep learning models for industrial and medical applications, it is neces-
sary to train on large human-labelled datasets. For instance, Imagenet, a classic benchmark dataset
for object recognition, contains over 1 million labelled examples. Unfortunately, human labelling is
often prohibitively expensive. As such, the requirement for large human-labelled datasets is a big
barrier to realising the potential impact of AI in the UK, especially in more specialised medical or
industrial settings.
While human-labelling is time-consuming and expensive, obtaining unlabelled data is usually very
straightforward. For instance, unlabelled image data can be obtained in almost unlimited volumes
from the internet. Semi-supervised learning (SSL) attempts to leverage this unlabelled data to re-
duce the required number of human labels. These methods leverage a large body of unlabelled data
to obtain better performance in a supervised learning task with limited labelled data examples, and
use several different underlying approaches. One the earliest approaches were entropy minimization
and pseudo-labelling (Grandvalet & Bengio, 2005; Lee, 2013) which encourage the network to make
more certain predictions on unlabelled points, either by directly minimizing the predictive entropy,
or by using current most-probable label as the true label, and minimizing cross-entropy. Later work
used the notion of consistency regularisation, which augments the unlabelled data (e.g. using transla-
tions), then encourages the neural network to produce similar outputs for different augmentations of
the same underlying image (Sajjadi et al., 2016; Xie et al., 2019; Berthelot et al., 2019b; Sohn et al.,
2020). Further developments of this line of work have resulted in many variants/combinations of
these algorithms, from directly encouraging the smoothness of the classifier outputs around un-
labelled datapoints (Miyato et al., 2018) to the “MixMatch” family of algorithms (Berthelot et al.,
2019b,a; Sohn et al., 2020), which combine pseudo-labelling and consistency regularisation by aug-
menting one image multiple times, and using some of the augmented images to give a pseudo-label
for other augmentations.
We give interpretations of pseudo-labelling, entropy minimization, data-augmentation and Mix-
Match objectives as lower bounds on a principled log-likelihood terms. Critically, this approach
shows that we can expect semi-supervised learning to be most effective on carefully curated bench-
mark datasets, raising important questions about the generalisation of SSL to messy datasets encoun-
tered in practice.
2 Methods
Standard image datasets such as CIFAR-10 and ImageNet are carefully curated to include only
unambiguous examples of each class. For instance, in CIFAR-10, student labelers were paid per hour
(rather than per image), were instructed that “It’s worse to include one that shouldn’t be included
than to exclude one.”, and then Krizhevsky et al. (2009) “personally verified every label submitted
by the labelers”. For ImageNet, Deng et al. (2009) required the consensus of a number of Amazon
Mechanical Turk labelers before including an image in the dataset.
Thus, these datasets have two odd properties:
1. Consensus labels exist only for a subset of images, e.g. for a white-noise image, consensus
cannot be reached and the image cannot be labeled.
2. The inclusion of an image in a dataset like CIFAR-10 is informative in and of itself, as it
indicates that the image shows an unambiguous example of one of the ten classes.
To understand the odd properties that result from creating consensus labels, we consider a highly
simplified formal model of consensus-formation. In particular, we draw a random image Z from
some underlying distribution over images and ask S humans to assign a label, {Ys}
S
s=1 (e.g. using
Mechanical Turk). To remember the labels, note that we might, as in CIFAR-10 use “student” label-
ers. We force every labeler to label every image and if the image is ambiguous they are instructed to
give a random label. If all the labelers agree, C = 1, then we take consensus to be reached, and we
include the datapoint in the dataset, and if any of them disagree (C = 0), we exclude the datapoint,
C =
{
1 if Y1 = Y2 = · · · = YS
0 otherwise
(1)
Formally, the observed random variables, X and Y , are taken to be the usual image-label pair if
consensus can be reached and None if consensus cannot be reached,
X |Z,C =
{
None if C = 0
Z if C = 1 i.e. Y i
1
=Y i
2
= · · · =Y iS
(2)
Y |{Ys}
S
s=1 =
{
None if C = 0
Y1 if C = 1 i.e. Y1=Y2= · · · =YS
(3)
Thus, taking the human labels, Ys, to come from the set Y , so Ys ∈ Y , the consensus label, Y ,
could be any of the underlying labels in Y , or will be be None if no consensus is reached, so Y ∈
Y ∪ {None}. Likewise, if Z lives in the space of all images, Z ∈ Z , then the observation could be
any image, or, if no consensus is reached, it would be None, soX ∈ Z ∪ {None}.
Due to the complex generative model, we cannot take the supervised learning “shortcut” of consid-
ering the likelihood for Y conditioned onX . Instead, we need to consider our observations as Y and
X jointly, and we will get back to a problem that has the flavour of supervised learning by taking
the distribution over P (Z) to be fixed. To begin, the likelihood if no consensus is reached is,
P (X=None|θ) = P (Y =None, X=None|θ) = P (C=0|θ) =
∫
dz P (Z=z)P (C=0|Z=z, θ) .
(4)
where P (X=None|θ) corresponds to the unlabelled data, and P (Y =None, X=None|θ) corre-
sponds to labelled data. As X=None implies that Y =None, the likelihoods for labelled and un-
labelled data are the same in the case that consensus is not reached. We will consider this term in
more depth in the contrastive entropy minimization section.
When consensus was reached, i.e. forX , Y not None, and for labelled data we have,
P (Y =y 6=None, X=z 6=None|θ) = P
(
{Ys=y}
S
s=1|Z=z, θ
)
P (Z=z) , (5)
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As we are ultimately interested in the parameter dependence of this term, and P (Z=x) is taken to
be independent of the parameters, we can instead work with,
P (Y =y,X=z|θ) ∝ P
(
{Ys=y}
S
s=1|Z=z, θ
)
= pSy (z) where py(z) = P (Ys=y|Z=z, θ) .
(6)
where we assume that the labellers are IID. The result is analogous to the standard supervised learn-
ing likelihood, except that we taken the output probability to the power S.
In the unlabelled setting, ifX is not None, we know only that consensus has been reached,
P (X=z 6=None|θ) = P (Z=z, C = 1|θ) = P (C = 1|Z = z, θ)P (Z=z) (7)
= P (Z=z)
∑
y
P
(
{Ys=y}
S
s=1|Z=z
)
= P (Z=z)
∑
y
pSy (z) (8)
Again, as we are ultimately interested in the parameter dependence of this term, and P (Z=x) is
taken to be independent of the parameters, we can instead work with,
P (X=z 6=None|θ) ∝ P (C=1|Z=z, θ) =
∑
y
pSy (z) (9)
We find that standard objectives for unlabelled data from semi-supervised learning can be viewed as
approximations to this term, P (C = 1|Z=z, θ).
2.1 Entropy minimization and pseudo-labels in SSL
In entropy minimization and pseudo-labelling we take unlabelled datapoints and try to make the
class labels provided by the classifer more certain, either by minimizing the predictive entropy, or
by taking the classifier to provide a “psuedo-label” that can be treated as data and incorporated in
the objective. Entropy minimzation and pseudo-labels are applicable to datapoints from the dataset,
soX 6= None, but without labels, so Y is unknown. Applying Jensen’s inequality to Eq. (9), we find
that the negative entropy gives a lower-bound on our log-likelihood,
log P (C = 1|Z=z, θ) = log
∑
y
py(z)
︸ ︷︷ ︸
expectation
pS−1y (z) ≥ (S − 1)
∑
y
py(z) log py(z)
︸ ︷︷ ︸
negative entropy
(10)
so, entropy minimization optimizes a bound on our log-likelihood.
Pseudo-labelling can be understood as a different bound on this objective, which is obtained by
noting that all pSy are positive, so selecting any subset of terms in the sum gives a lower bound,
log P (C=1|Z=z, θ) = log
∑
y
pSy (z) ≥ log p
S
y∗(z) = S log py∗(z). (11)
In pseudo-labelling, we choose the single largest term in the sum, but the bound is valid for any
choice of y∗.
Conclusions: entropy minimization and pseudo-labelling optimize different lower-bounds on our
principled log-likelihood, log P (C = 1|Z=z, θ), and it is possible to optimize that log-likelihood
directly.
2.2 Data augmentation in supervised learning
In data augmentation, we augment a labelled image by e.g. translations and rotations, and treat these
augmented image as having the same class as the original image. Given the discussion above, it
seems natural to conclude that not only do the dataset curators assert that there is consensus amoung
labelers when presented with exactly the original image, x, they also assert that there is consensus
amoung labelers when presented with slightly perturbed (i.e. augmented) versions of that image. To
model this process, we could take the augmented image, Zs presented to each labeler as a random
variable, drawn from P (Zs=zs|Z=z). As we do not know what these presumptive augmented
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images actually are, we need to integrate over the distribution, P (Zs=zs|Z=z). For a single
labeler,
log P (Ys=y|Z=z, θ) = log
∫
dzs P (Ys=y|Zs=zs, θ) P (Zs=zs|Z=z) . (12)
this can be written as an expectation, over P (Zs|Z),
log P (Ys=y|Z=z, θ) = logE [py(Zs)|Z=z] (13)
and lower-bounded by Jensen’s inequality,
log P (Ys=y|Z=z, θ) ≥ E [log py(Zs)|Z=z] (14)
and we can obtain tighter bounds by using multi-sample extension to Jensen,
log P (Ys=y|Z=z, θ) ≥ E
[
log 1
K
∑
kpy(Z
k
s )
∣∣Z=z] (15)
where Zks represents different augmentations of the same underlying image, andK is the number of
different augmented images
Conclusions: the single sample bound (Eq. 14) recovers the standard training objective for su-
pervised learning with data-augmentation. However, this approach indicates that the standard test
procedure (computing the test-log-likelihood for the unaugmented image) does not correspond to a
principled probabilistic quantity. Instead, we suggest that practitioners should use the multi-sample
bound (Eq. 15) to estimate log P (Ys=y|Z=z, θ) by averaging over multiple different augmenta-
tions of the underlying image. This procedure resolves the previously noted issues about the differ-
ence in distribution of the augmented training images and the non-augmented test images (Lyle et al.,
2020).
2.3 MixMatch in semi-supervised learning
In MixMatch algorithms, we augment a single image multiple times, and use some of those images
to define a pseudo-label for others. This objective emerges naturally in our framework as a lower-
bound on the semi-supervised log-likelihood in the case of data-augmentation. Taking Eq. (12) for
all labelers, and marginalising Y ,
log P (C=1|Z=z, θ) = log
∫ (∏
s dzs P (Zs=zs|Z=z)
)(∑
y
∏
s P (Ys=y|Zs=zs, θ)
)
this can be written as an expectation,
log P (C=1|Z=z, θ) = logE
[∑
y
∏
s py(Zs)
∣∣∣Z = z] (16)
applying Jensen,
log P (C=1|Z = z, θ) ≥ E
[
log
∑
y
∏
s py (Zs)
∣∣∣Z = z] (17)
As
∏
s py(Zs) is always positive, we get a looser lower-bound equivalent to pseudo-labelling by
choosing a specific y∗. We should choose y∗ with a large value for the expectation, to loosen the
bound as little as possible,
log P (C=1|Z = z, θ) ≥ logE [
∏
s py∗ (Zs)|Z = z] , (18)
which is the log-likelihood for all the augmented images under the pseudo-label, y∗.
Implications: Semi-supervised mixmatch type objectives can be written as a lower-bound on a
principled log-likelihood.
3 Conclusions
We have shown that several semi-supervised learning methods can be written as lower-bounds on
principled log-likelihood objectives. Finally, the same generative model can be used to explain the
effectiveness of tempering in Bayesian neural networks in a companion paper (Aitchison, 2020).
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