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Sommario
La grande disponibilita` di dati personali di natura sequenziale, come que-
ry log e dati spazio-temporali, ha portato allo sviluppo di tecniche sempre
piu` sofisticate per l’estrazione di pattern sequenziali. Comunque, quando
dati di questo tipo vengono analizzati, la privacy degli individui a cui i dati
fanno riferimenti puo` essere compromessa, quindi si ha la necessita` di svilup-
pare tecniche che permettono la pubblicazione di sequenze di dati personali
anonime senza alterare significativamente i risultati delle possibili analisi.
In questa tesi noi proponiamo una tecnica per l’anonimizzazione di se-
quenze di dati personali e un framework di valutazione di algoritmi appar-
tenenti a questa categoria. La tecnica di anonimizzazione proposta e` basata
sulla nozione di k-anonymity, una nozione di privacy ben conosciuta in let-
teratura. Prima di tutto, definiamo il modello di attacco e poi proponiamo
una contromisura che fornisce una protezione formale contro questo tipo di
attacchi. La tecnica ha un duplice obiettivo: fornire un buon livello di prote-
zione della privacy e mantenere una ragionevole qualita` dei dati, in modo da
poter usare i dati anonimi per successive analisi. Il framework di valutazione
mette a disposizione una serie di funzioni che permettono di misurare quan-
titativamente la qualita` dei dati anonimi, la qualita` dei pattern sequenziali
estratti da dati anonimi e il livello di privacy garantito sui dati. Esso e` stato
usato per validare l’efficacia della tecnica di anonimizzazione, proposta in
questa tesi, attraverso una dettagliata sperimentazione su dati di query log
reali.
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Capitolo 1
Introduzione
Negli ultimi anni, il data mining sta assumendo sempre piu` importanza
grazie alla disponibilita` di una grande quantita` di dati in continua cresci-
ta. Il data mining e` la fase piu` importante del processo, noto come KDD
(Knownledge Discovery in Database), che permette l’estrazione di conoscen-
za dai database. Inoltre, esso rappresenta sia una tecnologia che raggruppa
un insieme di metodi di analisi, con sofisticati algoritmi i quali permettono
di processare grandi quantita` di dati, sia un campo di ricerca attivo che ha
lo scopo di sviluppare nuovi metodi di analisi adatti a nuove tipologie di
dati. Inizialmente, tutte le tecniche di data mining erano state sviluppate
per analizzare database relazionali. Oggi, invece, abbiamo l’opportunita` di
rilevare, memorizzare e analizzare dati sempre piu` complessi che descrivono
in dettaglio le attivita` della popolazione: i sistemi di pagamento automa-
tico memorizzano le tracce di quello che le persone comprano; i motori di
ricerca memorizzano i log delle nostre query; le social network possiedono
informazioni sulle nostre relazioni personali come amicizie, collaborazioni,
ecc. Questi dati rappresentano il cuore di una societa` dove le decisioni sono
prese sulla base della conoscenza rappresentata in questi dati. Quindi, sono
state sviluppate tecniche di analisi e di mining sofisticate che supportano
l’estrazione di conoscenza dalle tracce delle attivita` umane. Queste tecni-
che sono capaci di estrarre pattern, modelli, profili e regole che descrivono il
comportamento di una popolazione.
Grazie all’analisi di dati personali con strumenti sofisticati si sono create
nuove opportunita` di capire fenomeni complessi come la mobilita` in un’area
urbana, la previsione della diffusione di una crisi economica o la diffusione di
epidemie e virus.
Purtroppo, le nuove opportunita` offerte dalle nuove tecnologie crescono
di pari passo con il rischio di violazione della privacy. Infatti, parte dell’in-
formazione contenuta nei dati relativi alle attivita` umane riguarda la sfera
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personale degli individui a cui i dati fanno riferimento. Quando informazione
di questo tipo viene pubblicata e/o analizzata, e` importante considerare se
si stia violando il diritto alla privacy di qualche persona. I dati che descri-
vono attivita` umane possono rivelare diversi aspetti della vita privata delle
persone, ma il pericolo aumenta nel momento in cui i diversi tipi di dati
sulla stessa persona possono essere collegati. Chiaramente, una situazione
cos`ı complessa rende il problema della protezione della privacy molto difficile
e certamente impossibile da risolvere con una semplice de-identificazione del
dato (cioe` rimuovendo gli identificatori diretti dai dati come il codice fiscale).
Infatti, nella letteratura scientifica e nei media sono stati riportati diversi casi
di re-identificazione di utenti in dati che si supponevano essere anonimi: dai
record di una struttura medica [23] ai query log [7] alle tracce GPS.
L’interesse per la protezione dei dati personali sta crescendo costante-
mente. In diversi paesi, sono state emanate delle leggi che regolano il dirit-
to alla privacy individuale, definendo il tipo di informazione che puo` essere
collezionata e stabilendo come essa puo` essere usata e divulgata. Pertan-
to, e` necessario sviluppare tecniche che permettano di pubblicare dati e/o
estrarre conoscenza da essi, senza violare le leggi vigenti. L’importanza di
avere a disposizione tecniche di questo genere e` emersa anche dalla propo-
sta in di revisione della direttiva europea sulla protezione dei dati personali
presentata il 25 Gennaio 2012.
Recentemente, sono stati proposti molti lavori di ricerca che introducono
nuove tecniche per la protezione dei dati. Sfortunatamente, e` stato mostrato
che trasformare dati, in modo da garantire l’anonimato, e` molto difficile. In
generale, il problema di rendere anonimo un database, richiede di trovare
un ottimo trade-off tra il livello di privacy da garantire e l’utilita` dei dati
da preservare. Da un lato, quello che si vuole, e` trasformare i dati in modo
da evitare la re-identificazione degli individui, a cui i dati fanno riferimento,
dall’altro lato si vuole minimizzare la perdita di informazione sui dati, che
deteriora i risultati ottenuti applicando gli algoritmi di mining.
Spesso, le tecniche per la protezione della privacy dipendono fortemente
dalla natura dei dati che si vuole proteggere, per esempio in letteratura, sono
stati proposti molti metodi che sono adatti a dati relazionali, ma che risultano
non applicabili a database spazio-temporali. Chiaramente, differenti tipologie
di dati hanno diverse caratteristiche e proprieta` , che devono essere prese in
considerazione durante il processo di anonimizzazione.
La realizzazione di un valido framework per la protezione della privacy
richiede di: (i) definire il modello di attacco a cui i dati possono essere sot-
toposti, e (ii) sviluppare una contromisura per evitare che attacchi di questo
tipo abbiano successo. Ovviamente, il design di questo framework deve tenere
conto di eventuali analisi che dovranno essere eseguite sui dati resi anonimi.
3Questo significa che il metodo deve mantenere valide alcune proprieta` dei
dati necessarie a rendere ragionevoli e di buona qualita` i risultati ottenuti
dall’applicazione di specifici tool analitici.
Un’area di ricerca nel data mining, che recentemente ha acquisito parti-
colare importanza, e` l’analisi di dati di natura sequenziale. Tali dati sono co-
stituiti da un insieme di transazioni, solitamente associate ad un transaction-
time. Esempi di dati sequenziali sono: (i) log degli accessi web, (ii) log di pro-
cessi, (iii) query log di motori di ricerca (iv) dati di natura spazio-temporale.
Eseguire mining su dataset di questo genere permette l’estrazione di modelli
globali che possono aiutare a comprendere comportamenti tipici degli utenti.
Chiaramente, anche in questo contesto deve essere garantito il diritto alla
privacy degli utenti.
In letteratura, si possono trovare diversi lavori, che si occupano del pro-
blema di salvaguardare la privacy di dati di natura sequenziale; alcuni di loro
sono adatti a dati spazio-temporali, mentre altri, come il lavoro descritto in
[17], propongono un framework per l’anonimato di dati sequenziali, dove ogni
transazione e` vista come una sequenza di item singoli.
In questa tesi, noi proponiamo un’estensione del lavoro presentato in [17].
In particolare, il nostro framework permette di garantire l’anonimato in da-
tabase di sequenze di dati personali, dove ogni transazione e` una sequenza di
itemset. In molti database reali le transazioni sono sequenze di itemset; ba-
sta pensare ai database che contengono i query log degli utenti di un motore
di ricerca. In questi database abbiamo una transazione per ogni utente ed
essa contiene la sequenza di query fatte da un utente nel tempo. Ogni query
e` semplicemente l’insieme delle parole che si ricercano attraverso il motore
di ricerca. Noi presentiamo un modello di attacco a cui questi dati possono
essere sottoposti e poi definiamo tre metodi di anonimizzazione basati sulla
nozione di k-anonimato ben conosciuta in letteratura.
Inoltre, proponiamo un framework per la valutazione di algoritmi di ano-
nimizzazione di dati di natura sequenziale. Questo framework mette a dispo-
sizione una serie di funzioni che permettono di valutare la bonta` dell’algoritmo
in termini di qualita` dei dati e qualita` dei pattern sequenziali che e` possibile
estrarre. Esso permette anche di misurare le garanzie di privacy che ven-
gono fornite. Ovvero, attraverso una simulazione di una serie di attacchi
e` possibile capire il livello di privacy che viene garantito in un determinato
database.
Questo framework di valutazione viene usato per validare la bonta` dei
nostri metodi di anonimizzazione. In particolare, presentiamo una speri-
mentazione dettagliata che mostra l’efficacia dei nostri metodi su dataset di
query log reali. La sperimentazione mostra che i nostri metodi permettono
di ottenere dati con un buon livello di privacy che possono essere usati suc-
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cessivamente per l’estrazione di pattern sequenziali molto simili a quelli che
e` possibile estrarre dai dati originali.
Organizzazione della Tesi
La tesi e` composta da tre parti principali. La prima parte discute il lavo-
ro di ricerca che e` rilevante per i contributi della nostra tesi. In particolare,
il Capitolo 2 introduce il problema di eseguire mining su dati sequenziali,
presentando le nozioni principali di alcuni algoritmi di risoluzione. Invece, il
Capitolo 3 presenta un overview del lavoro di ricerca su privacy, con partico-
lare attenzione ai modelli di privacy piu` importanti e alle tecniche proposte
per l’anonimizzazione di dati di natura sequenziali. La seconda parte presen-
ta i dettagli del nostro framework che permette il rilascio di sequenze di dati
personali garantendo l’anonimato. In particolare, vengono presentati il mo-
dello di attacco, i metodi di protezione e l’analisi formale della complessita` e
della garanzia di privacy relative questi metodi (Capitolo 4). Infine la terza
parte, che contiene il Capitolo 5, descrive il framework per la valutazione di
algoritmi per l’anonimizzazione di sequenze di itemset e presenta una det-
tagliata sperimentazione per validare gli algoritmi presentati nel Capitolo 4,
usando tutte le funzioni messe a disposizione dal framework di valutazione.
Parte I
Background
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Mining di Pattern Sequenziali
Le tecniche di data mining sono volte all’estrazione di conoscenza da da-
tabase molto piu` grandi. Ogni tecnica di mining permette di estrarre modelli
con caratteristiche ben precise che descrivono particolari e ben precisi aspet-
ti che sono inferite dai dati stessi. Una delle tecniche piu` popolari permette
l’identificazione di pattern sequenziali frequenti all’interno di un database
che contiene informazione temporale su quando un evento si e` verificato.
Ad esempio, se consideriamo il database di un supermercato sicuramente
conterra` l’informazione che ci dice quando un prodotto e` stato acquistato da
un cliente. In questo tipo di database c’e` una sorta di relazione temporale
tra i vari eventi. Questa informazione puo` essere usata durante l’estrazione
di insiemi di elementi frequenti nel database.
2.1 Definizione del Problema
Come gia` detto l’input di estrarre pattern sequenziali e` un database D
costituito da sequenze, ognuna delle quali e` formata da una lista di eventi,
ordinati per transaction-time. In altre parole, abbiamo una serie di sequen-
ze di eventi ognuna delle quali e` associata a un dato oggetto che potrebbe
essere un utente. Consideriamo per esempio il database in Figura 2.1 in cui
ogni riga contiene una sequenza di query relative a un determinato uten-
te. Generalmente parlando una sequenza e` una lista ordinata di elementi (o
itemset).
Denotiamo una sequenza come s = 〈e1e2 . . . en〉, dove ogni elemento rj e`
un insieme di uno o piu` eventi, chiamata itemset, cioe` ej = {i1, i2, . . . , ik}.
Ci sono diversi esempi di database di sequenze:
Web Database: Ogni sequenza e` formata dalle pagine Web visitate da un
utente.
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1 {mensa, orario} {universita` , pisa} {rettorato}
2 {ricetta, zucca} {sacher, cioccolata,marmellata}
3 {mensa, orario, indirizzo} {rettorato, pisa}
4 {autovettori, autovalori} {combinazione, lineare, definizione}
Figura 2.1: Un database di sequenze
Customer Database: Ogni sequenza e` composta dagli scontrini di un su-
permercato relativi ad un cliente.
Query Log Database: Ogni sequenza e` formata dalle varie interrogazioni
che un utente ha sottoposto a un motore di ricerca.
Ogni sequenza e` caratterizzata da una lunghezza che corrisponde al nu-
mero di elementi (itemset) della sequenza e dal numero di eventi (item) che
occorrono. Una sequenza con k itemset e` detta k-sequenza. Per esempio, in
Figura 2.1 la sequenza della prima riga ha lunghezza pari a 3 e numero di
item uguale a 5.
Sottosequenza. Una sequenza t e` una sottosequenza di un’altra sequenza
s se ogni itemset ordinato in t e` un sotto-insieme di un itemset in s. Di
seguito riportiamo la definizione formale.
Definizione 2.1.1 (Sottosequenza). Siano t = 〈t1t2 . . . tm〉 e s = 〈s1s2 . . . sn〉
due sequenze. Diciamo che t e` una sottosequenza di s (t  s) se esistono
gli interi 1 ≤ j1 < j2 < . . . jm ≤ n tale che t1 ⊆ sj1, t2 ⊆ sj2, . . . , tm,⊆ sjm.
Se t e` sottosequenza di s noi diciamo che t e` contenuta in s.
Per esempio, la sequenza 〈{mensa, orario} {pisa}〉 e` contenuta nella ter-
za sequenza del database in Figura 2.1.
Definizione 2.1.2 (Supporto). Dato un database di sequenze D, il supporto
di una sequenza s ∈ D (suppD(s)) e` definito come la frazione di sequenze in
D che contengono s (vedi Definizione 2.1.1).
Ad esempio, nel database rappresentato in Figure 2.1 il supporto della
sequenza 〈{mensa, orario} {pisa}〉 e` pari a 1
2
.
Ora siamo pronti a introdurre la definizione del problema di estrazione di
pattern sequenziali.
Definizione 2.1.3 (Mining di Pattern Sequenziali). Dato un database di
sequenze D e una soglia di minimo supporto minsupp, il problema dell’estra-
zione di pattern sequenziali consiste nel trovare tutte le sequenze con supporto
≥ minsupp.
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In letteratura, sono stati sviluppati diversi algoritmi per risolvere questo
problema: alcuni richiedono la generazione di itemset candidati nello stile
di Apriori, come SPADE [27] e GSP [4]; altri invece evitano la generazione
dei candidati, come FreeSpan[10] e PrefixSpan [16]. Nelle sezioni successive
presentiamo l’idea base degli algoritmi della prima categoria e poi ci con-
centreremo sulla descrizione della seconda categoria con maggiore attenzione
all’algoritmo PrefixSpan poiche´ questo verra` usato nella Parte 3 di questa
tesi per l’estrazione dei pattern sequenziali.
2.2 Algoritmi Apriori-like
La ricerca di pattern sequenziali puo` in un certo senso essere pensata
come la ricerca di regole associative su database temporali. E` immediato
osservare che il principio di Apriori puo` essere applicato anche nel caso di
pattern sequenziali. Di seguito ricordiamo questo principio fondamentale per
l’estrazione di pattern frequenti:
Se un itemset e` frequente, tutti gli itemset in esso contenuti sono
frequenti. Inoltre, se un itemset e` infrequente, tutti gli itemset
che lo contengono devono essere anch’essi infrequenti.
Nel caso di pattern sequenziali abbiamo che se una k-sequenza e` frequente,
allora tutte le sue (k−1)-sottosequenze devono essere frequenti. La validita` di
questo principio permette di usare un algoritmo Apriori -like che iterativa-
mente genera nuove k-sequenze candidate, fa il pruning di candidati i cui
(k − 1)-sequenze sono infrequenti e calcola il supporto dei candidati ri-
manenti per individuare i pattern sequenziali. Per riassumere, ogni passo
dell’algoritmo puo` essere sintetizzato in due fasi:
1. Generazione dei candidati: fase in cui vengono generate k-sequenze
sulla base delle (k-1)-sequenze frequenti;
2. Pruning dei candidati: eliminazione dei candidati il cui supporto
non raggiunge quello minimo.
I vari algoritmi proposti variano a seconda di come viene implementata la
fase di generazione dei candidati.
Come gia` detto esempi di algoritmi che considera il principio di Apriori
sono GSP (Generalized Sequential Patterns) [4] e SPADE (Sequential PAttern
Discovery using Equivalent Class).
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GSP presenta pure la possibilita` di gestire vincoli temporali sugli eventi
e sugli elementi del pattern. Un vincolo temporale puo` cambiare il supporto
di un pattern durante la ricerca.
Per esempio, se consideriamo le due sequenze:
Studente A 〈{Calcolo delle Probabilita` }{Basi di dati}{Data Mining}〉
Studente B 〈{Basi di dati}{Calcolo delle Probabilita` }{Data Mining}〉
Entrambe gli studenti rispondono al requisito in base al quale per po-
ter seguire l’esame di data mining e` necessario avere sostenuto gli esami di
Basi di dati e Calcolo delle probabilita` . Tuttavia i pattern non esprimo-
no il vincolo per cui tali esami non possono essere sostenuti 10 anni prima
poiche´ l’intervallo temporale sarebbe troppo elevato. Di seguito elenchiamo
i possibili vincoli temporali che e` possibile imporre:
MaxSpan: specifica il massimo intervallo temporale tra il primo e l’ultimo
evento nella sequenza. Aumentando MaxSpan aumenta la probabilita` di
trovare una sottosequenza in una sequenza ma aumenta anche il rischio
di correlare due eventi troppo distanti temporalmente.
MinGap e MaxGap: specificano il minimo e il massimo intervallo tem-
porale che deve trascorrere tra il verificarsi di eventi contenuti in due
itemset diversi. In altre parole specifica la differenza di tempo che deve
esserci tra due itemset consecutivi.
Finestra Temporale: specifica l’intervallo temporale entro il quale due even-
ti avvenuti in tempi diversi devono essere considerati contemporanei.
2.3 Algoritmi basati su Generazione dei Can-
didati
I metodi Apriori -like richiedono una fase di generazione di candidati e
quindi di fare ripetute scansioni del database, generare i candidati e testare
questi candidati. Un approccio differente e` una strategia divide et impera che
genera ricorsivamente una proiezione del database di sequenze in database
piu` piccoli e si estraggono i pattern frequenti da questa proiezione. Sostan-
zialmente gli algoritmi di questa categoria si basano sulla metodologia usata
da FP-growth [11], che rappresenta i dati in una struttura dati chiamata
FP-tree e estrae i pattern frequenti direttamente da questa struttura dati.
Questo metodo e` usato in due algoritmi FreeSpan e PreixSpan. Entrambi
creano database proiettati ma differiscono sul metodo usato per fare cio` :
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FreeSpan crea i database proiettati a partire dall’insieme di pattern sequen-
ziali correnti, mentre PrefixSpan crea i database proiettati a partire dai
prefissi frequenti.
2.3.1 PrefixSpan: Prefix-projected Sequential pattern
mining
Prima di descrivere questo algoritmo, e` necessario introdurre alcune no-
zioni importanti per la comprensione del suo funzionamento. Nel far questo
assumeremo, senza perdita di generalita`, che le sequenze siano tenute tutte
in ordine alfabetico. Per esempio, la sequenza 〈{a}{b, a, c}{c, a}{d}{f, c}〉
sara` sostituita dalla sequenza 〈{a}{a, b, c}{a, c}{d}{c, f}〉.
Definizione 2.3.1 (Prefisso). Siano α =< e1e2 . . . en > e β =< e
′
1e
′
2 . . . e
′
m >
due sequenze con (m ≤ n). β e` detta prefisso di α se e solo se:
• e
′
i = ei per (i ≤ m− 1);
• e
′
m ⊆ em;
• tutti gli item in (em − e
′
m) vengono alfabeticamente dopo quelli in e
′
m.
Definizione 2.3.2 (Proiezione). Sia la sequenza β una sottosequenza di α
(β  α). Una sottosequenza α
′
di α ne e` una proiezione, rispetto a β se e
solo se:
• β e` prefisso di α
′
;
• non esistono sovra-sequenze α
′′
di α
′
(α
′
 α
′′
e α
′
6= α
′′
) tali che α
′′
e`
sottosequenza di α e ha come prefisso β.
Definizione 2.3.3 (Postfisso). Sia α
′
= 〈e1e2 . . . en〉 una proiezione di α ri-
spetto al prefisso β = 〈e1e2 . . . em−1e
′
m〉 (m ≤ n). La sequenza γ = 〈e
′′
mem+1 . . . en〉
e` detta postfisso di α rispetto a β (si denota γ = α/β), dove e
′′
m = (em−e
′
m).
Se β non e` una sottosequenza di α, sia la proiezione sia il postfisso sono vuoti.
L’algoritmo PrefixSpan, presentato in [16], si basa su questo lemma:
Lemma 2.3.4. Siano α un pattern sequenziale di lunghezza l, con l ≥ 0, e
β1, β2, .., βm l’insieme di tutti i pattern sequenziali di lunghezza (l+1) aventi
come prefisso α. L’insieme di tutti i pattern sequenziali, aventi come prefisso
α, ad eccezione di α stesso, puo` essere diviso in m sottoinsiemi disgiunti. Il
j-esimo sottoinsieme (1 ≤ j ≤ m) e` costituito dai pattern sequenziali aventi
prefisso βj.
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Se e` necessario, ogni sottoinsieme dei pattern sequenziali puo` essere ulte-
riormente suddiviso. Una volta ottenuti tutti i sottoinsiemi, per eseguirne il
mining, l’algoritmo ne costruisce la corrispondente proiezione in base alla
seguente definizione:
Definizione 2.3.5. Dato il pattern sequenziale α, appartenente al database
di sequenze S, l’ α-proiezione del database, denotata S|α, e` la collezione di
postfissi delle sequenze in S rispetto ad α.
Per calcolare il supporto di una sequenza nella proiezione del database,
si procede in questo modo:
Definizione 2.3.6. Dati α, pattern sequenziale nel database di sequenze S,
e β, sequenza avente α come prefisso, il supporto di β nella proiezione del
database S|α, denotato supportoS|α(β), e` pari al numero di sequenze γ in S|α
tali che β  α · γ.
Nella proiezione di un database vale il seguente lemma:
Lemma 2.3.7. Dati α e β, due pattern sequenziali nel database di sequenze
S, tali che α e` un prefisso di β:
1. S|β = (S|α)|β;
2. per ogni sequenza γ, avente α come prefisso, supportoS(γ) = supportoS|α(γ);
3. la dimensione dell’ α − proiezione del database non puo` essere piu`
grande della dimensione di S.
In base alle definizioni che sono state appena introdottte, l’algoritmo si
comporta in questo modo:
• Prende in ingresso un pattern sequenziale α, la lunghezza l di α, l’α−
proiezione del database se α 6= 〈〉, altrimenti il database S di sequenze;
• Scandisce una volta S|α (oppure S) e trova l’insieme di item b frequenti,
tali che:
1. b puo` essere assemblato all’ultimo elemento di α per formare un
pattern sequenziale, oppure
2. 〈b〉 puo` essere concatenato ad α per formare un pattern sequen-
ziale;
• Per ogni item b trovato, esso viene concatenato ad α per formare il
pattern α
′
, il quale viene restituito in output;
• Per ogni α
′
viene costruita l’α
′
− proiezione del database S|α′ e viene
richiamato PrefixSpan(α
′
, l + 1, S|α′ ).
Capitolo 3
Privacy e Anonimato
In questo capitolo forniremo un overview del lavoro di ricerca su privacy,
con particolare attenzione ai modelli di privacy piu` importanti e alle tecniche
proposte per l’anonimizzazione di dati di natura sequenziale.
3.1 Modelli per l’anonimato
Negli ultimi anni si e` assistito ad una crescita sempre maggiore della mo-
le di dati personali raccolti attraverso diversi canali. Nel momento in cui
queste informazioni sono rilasciate o analizzate, e` d’obbligo considerare che
l’anonimato delle persone a cui appartengono quei dati puo` essere messo in
discussione. La legislazione vigente in termini di privacy e` molto precisa e
pone severi limiti alla divulgazione di dati sensibili; anche la stessa commis-
sione europea attualmente e` molto interessata al problema e sta lavorando ad
una nuova proposta per la revisione della direttiva europea sulla protezione
dei dati personali. Per ovviare alla sempre piu` importante richiesta di priva-
cy negli ultimi dieci anni sono stati sviluppati diversi modelli per garantire
l’anonimato delle informazioni nel caso un cui vengano rese pubbliche oppure
usate per studi statistici. Per raggiungere il proprio obiettivo gli algoritmi
proposti, generalmente, trasformano i dati originali in modo da nascondere
le informazioni sensibili anche dopo l’esecuzione di processi di mining, ma
sorge il problema di avere dei risultati attendibili delle analisi fatte ed il me-
no possibile influenzati dalle tecniche di anonimizzazione.
Il vero scopo e` quindi mantenere un equilibrio fra l’utilita` delle informazioni
ed il livello di privacy fornito alle persone a cui le informazioni si riferiscono.
Una delle strade piu` percorse per nascondere i dati, e` quella di raggrup-
parli rendendo gli individui indistinguibili entro un certo limite; il modello
piu` conosciuto in questo senso e` quello della k-anonymity. Altri modelli mol-
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to apprezzati sono: l-diversity, t-closeness, randomizzazione e modelli basati
sulla crittografia.
3.1.1 k-anonymity
Presentata per la prima volta nel 1998 da Samarati e Sweeney [19] nel
campo dei database relazionali e` una delle tecniche maggiormente apprezza-
te e studiate. Questo modello si basa sull’idea che esistano tre tipologie di
attributi nel record di un utente: gli identificatori, che identificano esplicita-
mente il proprietario dei dati (come il nome e il cognome o il codice fiscale);
i quasi-identicatori, che possono identificare a chi appartengono i dati o un
loro piccolo gruppo (e` il caso del sesso o del codice di avviamento postale);
gli attributi sensibili, che sono le informazione private di un individuo (come
eventuali malattie o il suo salario) e sono quelle da proteggere. Basandosi su
questa classificazione la definizione di k-anonymity e` la seguente:
Definizione 3.1.1 (k-anonymity). Un dataset soddisfa la proprieta` di k-
anonymity se, per ogni record rilasciato, esistono almeno altri (k-1) record,
i cui attributi QI hanno gli stessi valori.
E` stato dimostrato che il problema di trovare una k-anonimizzazione ot-
tima e` NP-arduo ma esistono alcune euristiche che riescono a sopperire a
questo problema.
Gli approcci piu` comuni, basati sul concetto di k-anonymity, usano meto-
di di generalizzazione e soppressione, per diminuire la granularita` di presen-
tazione dei quasi identificatori. I primi sostituiscono i valori degli attributi
con un range a cui appartengono, per esempio la citta` puo` essere generaliz-
zata con la regione; i secondi invece eliminano il valore di un determinato
attributo. Entrambe queste soluzioni portano benefici in termini di priva-
cy, ma riducono la precisione dei risultati di analisi sui dati trasformati. La
k-anonymity e` inoltre sensibile a due tipi di attacchi:
• quelli che sfruttano l’omogeneita` dei dati creata in parte dalla k-anonymity;
• quelli che usano informazioni di background sui dati.
Praticamente con questo modello viene protetta solamente l’identita` dell’individuo
e non informazioni sensibili dello stesso. Per risolvere questo problema e` stata
proposta la l-diversity.
3.1.2 l-diversity
La l-diversity cerca di dare un concetto di privacy piu` profondo rispetto
alla k-anonymity, richiedendo che ogni classe di equivalenza (un insieme di
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record che sono indistinguibili gli uni dagli altri rispetto certi attributi) abbia
almeno l valori “ben rappresentati” per ogni attributo sensibile del dataset
considerato. Mentre con la k-anonymity l’obiettivo da difendere e` il singolo
individuo con la l-diversity l’attenzione si sposta ad un livello piu` basso e
cioe` sugli attributi sensibili della persona.
Il problema che vuole risolvere la l-diversity e` il seguente: supponiamo
di avere una tabella con il sesso, la data di nascita e la malattia di una
persona; se tutte le donne nate un certo anno hanno la stessa malattia per
un individuo (che magari e` il suo vicino di casa e sa l’anno di nascita della
persona che gli interessa) che volesse conoscere il tipo della malattia basta
leggere i dati e trovera` immediatamente quello che vuole. Quindi l’obiettivo
della l-diversity e` eliminare l’omogeneita` dei dati sensibili che puo` portare
alla identificazione delle persone con quelle informazioni. Per raggiunge-
re questo scopo questo modello, proposto nel 2007 da Machanavajjhala et
al. in [13], impone che i gruppi dei soggetti abbiano quasi-identificatori in-
distiguibili e con una diversita` accettabile nelle informazioni sensibili. Per
l’esattezza, l’idea di questo metodo e` che ogni gruppo k-anonimo contenga
almeno l differenti valori per gli attributi contenenti informzioni personali.
Definizione 3.1.2 (l-diversity). Un database soddisfa la proprieta` di l-diversity
se ogni gruppo k-anonimizzato contiene almeno l differenti valori per gli
attributi sensibili del gruppo stesso.
3.1.3 t-closeness
La l-diversity risulta insufficiente nella protezione dei dati se un osser-
vatore conosce la distribuzione dei valori sensibili. L’anonimato puo` essere
misurato sulla quantita` di informazioni che un osservatore riesce ad avere.
Prima di vedere i dati l’osservatore conosce, in generale, gli attributi sensi-
bili di un individuo; dopo l’osservazione avra` una differente idea sui dati. Il
guadagno di informazione ricevuto puo` essere considerato come la differenza
fra questi due momenti. Per evitare questo problema e` stata introdotta la
t-closeness da Li et al. in [12]. La chiave di questo approccio e` che viene
separata l’informazione guadagnata da un osservatore in due parti: quella
che riguarda tutta la popolazione nei dati rilasciati e quella che si occupa del
singolo individuo. In questo modo e` possibile concentrarsi nella limitazio-
ne del secondo tipo di informazione recuperata, quella appunto delle singole
persone che si intende proteggere. Piu` in dettaglio questo modello richiede
che, in un gruppo con gli stessi quasi-identificatori, la distribuzione dei valori
dei dati sensibili sia vicina alla distribuzione dei valori degli attributi di tutta
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la tabella. La distanza fra queste due distribuzioni non deve superare una
soglia t.
Definizione 3.1.3 (t-closeness). Una classe di equivalenza soddisfa la t-
closeness se la distanza fra la distribuzione di un attributo sensibile in questa
classe e la distribuzione dell’attributo nell’intera tabella non supera una so-
glia t. Una tabella rispetta la t-closeness se tutte le classi di equivalenza la
rispettano.
In questo modo il guadagno dell’osservatore sara` sensibilmente ridotto a
tutto vantaggio della protezione delle informazioni.
3.1.4 Randomizzazione
La randomizzazione e` un modello basato sull’idea di perturbare i dati
da pubblicare aggiungendo una quantita` di rumore. In particolare, questo
motodo puo` essere descritto come segue. Definiamo X = {x1...xm} come
dataset originale, mentre come Z = {z1...zm} il dataset distorto ottenuto
aggiungendo ad ogni xi ∈ X una quantita` di rumore ni estratta indipen-
dentemente dalla distribuzione di probabilita` . L’insieme dei componenti del
rumore e` definito come N = {n1...nm}. I valori iniziali del dataset originale
non possono essere facilmente dedotti dai dati perturbati se la varianza del ru-
more e` stata presa abbastanza larga. La distribuzione del dataset puo` essere
invece facilmente recuperata.
3.1.5 Modelli basati sulla crittografia
La chiave dei modelli basati sulla crittografia e` di calcolare i risultati delle
analisi senza condividere i dati in modo tale che vengano resi pubblici solo i
risultati finali degli studi effettuati. In generale queste tecniche permettono di
calcolare funzioni su input dati da diverse realta` senza condividerli. Facciamo
un esempio: consideriamo la funzione f di n argomenti ed n differenti grup-
pi; se ogni gruppo ha uno degli n argomenti e` necessario un protocollo che
permetta di scambiare le informazioni e di calcolare la funzione f(x1, ..., xn),
senza compromettere la privacy. In [8] vengono presentati alcuni metodi per
preservare la privacy durante le computazioni che possono essere usati per
importanti compiti di data mining. Questi metodi includono la somma, l’u-
nione fra insiemi, il calcolo della grandezza dell’insieme di intersezione e il
prodotto scalare e possono essere usati come primitive per il data mining nel
calcolo protetto fra piu` realta` sia in dataset partizionati orizzontalmente, sia
verticalmente.
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3.2 Anonimato in dati sequenziali
Tutti i modelli precedentemente descritti sono stati studiati per dataset
relazionali; adesso il nostro interesse si sposta sui dataset sequenziali. Un da-
taset sequenziale contiene informazioni con caratteristiche spazio-temporali
e sono formati da sequenze ordinate cronologicamente. Ne esistono di diverse
tipologie che vanno dalla raccolta delle coordinate GPS ai query log di un
motore di ricerca. Garantire l’anonimato in un dataset sequenziale ha del-
le differenze rispetto al conseguimento dello stesso nei database relazionali;
per esempio non e` possibile distinguere chiaramente fra quasi identificatori
ed informazioni personali. Prendiamo un database di traiettorie, un attac-
cante potrebbe utilizzare una sequenza di luoghi che sa essere stati visitati
da una persona per conoscere tutti i suoi spostamenti. Per arrivare a co-
noscere l’intera traiettoria puo` ricercare nel database l’insieme delle traiet-
torie che contengono quella sequenza conosciuta. Se il risultato e` una sola
sequenza l’attaccante avra` raggiunto il suo scopo. Nel caso descritto la sotto-
sequenza svolge il ruolo di QI, mentre l’intera traiettoria e` l’informazione da
proteggere.
3.2.1 Sequenze
La nozione di k-anonymity e` stata usata estensivamente in diversi fra-
mework per l’anonimizzazione di dati di natura sequenziale. In [17] ad
esempio viene presentato un framework di k-anonimizzazione di sequenze,
definendo un modello di attacco e la contromisura associata, ovvero la ver-
sione k-anonima del dataset. Inoltre viene fornito un metodo specifico per
costruire la versione k-anonima del dataset, cercando di mantenere validi i
risultati ottenuti attraverso il mining di pattern sequenziali. L’algoritmo, che
gli autori propongono, si chiama BF-P2kA e si sviluppa in tre fasi distinte:
1)Costruzione dell’albero dei prefissi: il primo passo consiste nella
costruzione di un albero di prefissi sulle sequenze del dataset originale. L’o-
biettivo e` di far lavorare il resto dell’algoritmo su una struttura piu` compatta
rispetto alla semplice lista di sequenze.
2)Anonimizzazione dell’albero dei prefissi: questa fase inizia con
un’operazione di pruning dei sottoalberi infrequenti ed il relativo aggiorna-
mento dei supporti. Finita la procedura di pruning si tenta di recuperare
parti frequenti dalle sequenze precedentemente potate dall’albero.
3)Generazione delle sequenze anonimizzate: la fase precedente ge-
nera un albero dei prefissi anonimizzato dal quale, in quest’ultima fase, viene
ricavato il database delle sequenze anonimizzate.
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Si puo` dimostrare che la procedura appena descritta garantisce che il
database generato sia k-anonimo.
Un altro interessante lavoro e` presentato in [1] e [2] dove gli autori propon-
gono una tecnica di occultamento. In particolare si occupano del problema
di nascondere sequenze considerate sensibili da un database sequenziale. In
[25] Valls et al. affrontano il problema di preservare la privacy per sequenze
di eventi. Il loro approccio cerca cluster di record e poi, per ogni cluster,
costruisce un prototipo usato per sostituire i valori originali nella versio-
ne mascherata. Uno dei primi lavori che affronta il problema di limitare
il rilascio di regole sensibili riducendo la loro importanza, mentre lasciano
inalterato o solo leggermente intaccano l’importanza delle altre regole non
sensibili e` [6]. Uno dei piu` grandi contributi di questo paper e` la prova che
trovare un’ottima ripulitura di un dataset e` NP-Hard. E` quindi proposta
un’euristica di ricerca greedy. In [9] l’obiettivo e` nascondere le regole sensi-
bili invece di tutte le regole prodotte da alcuni itemset sensibili. Il lavoro in
[21] propone due tecniche euristiche basate sulla distorsione per nascondere
selettivamente regole sensibili.
Un lavoro interessante e` presentato in [14] dove Malin introduce un mo-
dello formale per la protezione della privacy, chiamato k-unlinkability, per
prevenire la re-identificazione di tracce in dati distribuiti. Questo modello
e` basato sulla nozione di k-map [22] adottata per gli ambienti distribuiti.
k-map differisce dalla k-anonymity perche` nel primo modello ogni record del
dataset rilasciato si riferisce ad almeno k entita` nel mondo reale, mentre nel
secondo modello ogni record compare almeno k volte nei dati rilasciati.
3.2.2 Traiettorie
Negli ultimi anni un’area di ricerca molto importante tratta lo studio di
tecniche atte a proteggere la privacy degli individui in dati spazio-temporali.
Nel lavoro presentato in [3], gli autori studiano il problema della pubblica-
zione di database di oggetti mobili che mantenga la privacy. Propongono una
nozione di (k, δ)-anonymity per database di oggetti mobili, dove δ rappresen-
ta la possibile imprecisione del posizionamento. In particolare, questo e` un
originale concetto di k-anonymity basato sulla co-localizzazione che sfrutta
l’incertezza intrinseca del movimento degli oggetti. In questo lavoro gli autori
propongono anche un approccio, chiamato Never Walk Alone, per ottenere
un database di oggetti mobili (k, δ)-anonimo. Il metodo e` basato sul cluste-
ring delle traiettorie e la traslazione spaziale. [5] si concentra sui problemi
della privacy riguardanti l’identificazione di individui in dataset di traietto-
rie statici. La protezione della privacy viene raggiunta tramite: (1) prima
forzando la k-anonymity, che significa che ogni informazione rilasciata si ri-
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ferisce ad almeno altri k utenti o traiettorie, (2) ricostruendo poi, in maniera
casuale, una rappresentazione del dataset originale dall’anonimizzazione. [26]
studia il problema della k-anonimizzazione di database di oggetti mobili con
lo scopo della loro pubblicazione. Osservano il fatto che differenti oggetti in
questo contesto possono avere differenti quasi-identificatori e quindi gruppi di
anonimizzazione associati con diversi oggetti potrebbero non essere disgiunti.
Inoltre viene proposta un’originale versione di k-anonymity basata sulla ge-
neralizzazione spaziale. In questo lavoro gli autori propongono due approcci
per creare gruppi di anonimizzazione che soddisfano un nuovo concetto di
k-anonymity. Questi approcci sono chiamati Extreme Union e Symmetric
Anonymization. In [24] viene presentato un approccio basato sulla soppres-
sione per i dati delle traiettorie. Questo lavoro e` basato sull’assunzione che
attaccanti differenti conoscono porzioni delle traiettorie diverse e disgiunte e
che chi rilascia i dati sappia cosa conosce l’attaccante. Quindi la soluzione
proposta e` di cancellare tutte le osservazioni pericolose nel database.
3.2.3 Query log
Per l’anonimato dei query log un metodo per garantire la k-anonymity
e` l’utilizzo della microaggregation proposto in [15]. Quest’ultima e` una tecni-
ca statistica per controllare il rilascio dei dati che assicura la privacy tramite
la suddivisione degli stessi in piccoli cluster; i centroidi di questi ultimi so-
stituiranno poi i dati originali che si trovano nello stesso cluster. La privacy
e` raggiunta perche` tutti i cluster hanno almeno un numero predefinito di ele-
menti e sono presenti almeno k record con lo stesso valore come vuole la
definizione di k-anonymity. Molto usata per proteggere i dati e` la rimozio-
ne di quelle informazioni considerate sensibili, in [18] il query log puo` essere
visto come un grafo dove le istanze delle query sono i nodi connessi fra di
loro se l’intersezione degli URL cliccati non e` vuota. Ogni nodo rappresen-
ta l’aggregazione di tutte le occorrenze di una particolare query e i risultati
cliccati sono tutti gli URL scelti dagli utenti per le istanze di quella query.
L’idea e` di disconnettere il grafo mantenendo solo i nodi piu` importanti che
sono quelli con le query piu` frequenti; questo riduce il problema a trovare il
massimo grafo pesato o il massimo insieme indipendente (sempre pesato). In
questo caso la perdita dei dati puo` essere consistente e dipende fortemente
dalla diminuzione del volume del query log rispetto al numero di query e di
click.
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Framework per l’Anonimato
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Capitolo 4
Anonimato di Sequenze di dati
personali
In questo capitolo, verra` presentato in dettaglio il framework per l’ano-
nimato di sequenze di itemset, che ridefinisce il concetto di k-anonymity
partendo dal presupposto che si stia operando su dataset di sequenze.
Il lavoro presentato in questa tesi rappresenta un’estensione di quanto
proposto in [17]. Come gia` descritto nel Capitolo 3, in [17] gli autori pre-
sentano un framework per la pubblicazione anonima di database di sequenze
dove ogni transazione e` una sequenza di singoli elementi (item). Il metodo
proposto e` basato sulla nozione di k-anonimity adattata a dati sequenziali.
Inoltre, gli autori istanziano questo framework fornendo un metodo specifi-
co per costruire la versione k-anonima del dataset, cercando di preservare i
risultati ottenuti attraverso il mining di pattern sequenziali.
La nostra estensione si propone di rendere anonimi database di sequenze
in cui ogni transazione e` una sequenza di itemset come descritto nel Capitolo
2.
4.1 Modello di privacy per dati sequenziali
In questa sezione andremo a definire il modello di privacy che richiede
di identificare il tipo d’attacco che puo` essere usato per inferire informazioni
sensibili sugli utenti presenti in un database di sequenze di itemset.
Innanzi tutto definiamo l’attaccante come un individuo che ha accesso al
database pubblicato ed e` in grado di condurre un attacco che gli permetta
di inferire informazioni sensibili sulla base di informazioni di contesto in suo
possesso (background knowledge).
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Un tipico modello d’attacco, ben noto in letteratura, e` il linking attack
model, che modella l’abilita` di collegare i dati del database pubblicato a in-
formazione esterna in possesso, che permette la re-identificazione di (alcuni
degli) individui rappresentati nei dati. Nei database relazionali questo tipo
di attacco e` possibile grazie ai quasi-identifier, cioe` attributi come sesso e
data di nascita, che combinati, possono identificare unicamente una perso-
na. Gli attributi restanti rappresentano l’informazione privata che potrebbe
essere violata attraverso l’attacco. Nel campo di ricerca che tratta lo stu-
dio di tecniche che permettono di pubblicare dati in forma anonima, come
la k-anonymity, l’obiettivo e` trovare una contromisura ben precisa al linking
attack, e rilasciare database tali che l’abilita` di re-identificare un individuo
attraverso quasi-identifier e` limitata il piu` possibile.
In caso di database di sequenze, dove ogni record e` una sequenza di eventi
relativi a una specifica persona, la distinzione tra attributi che rappresentano
quasi-identifier (QI) e informazione privata (PI) non esiste, poiche´ una (sot-
to)sequenza puo` giocare il ruolo sia di QI sia di PI. Prendiamo in esame il
caso dei query log di un motore di ricerca, dove una sequenza e` una lista ordi-
nata temporalmente di query effettuate da una persona. Supponiamo che un
attaccante conosca una sequenza di query effettuate da uno specifico utente
U . Per esempio l’attaccante sa che U ha cercato su Google “Universita` Pisa”
e poi “orario apertura mensa”; quindi la sequenza conosciuta dall’attaccante
e`
SQ = 〈{Universita` , P isa}{orario, apertura,mensa}〉.
Con una ricerca sul database di query log l’attaccante potrebbe individuare
tutte le sequenze di query che contengono la sottosequenza nota SQ. Se il
risultato della ricerca fosse una unica sequenza, l’attaccante avrebbe iden-
tificato tutte le query effettuate dall’utente U . In tal caso la sottosequen-
za di query conosciuta svolgerebbe il ruolo di QI, mentre l’intera sequenza
identificata sarebbe PI.
Come conseguenza di questa discussione possiamo dire che la nostra as-
sunzione e` che qualsiasi sequenza che puo` essere riconducibile a un piccolo
gruppo di persone e` potenzialmente un pericoloso QI o una PI sensibile.
Quindi, noi proponiamo un modello di anonimato che permette di fornire la
massima protezione possibile sotto questa assunzione. Il punto cruciale nel
definire il sequence link attack sta proprio nella definizione di QI e PI, che
noi formalizziamo attraverso il concetto di sequenza harmful (pericolosa), in
modo parametrico rispetto alla soglia di anonimato k.
Definizione 4.1.1 (Sequenza k-harmful). Dati un database di sequenze D ed
una soglia di anonimato k, una sequenza T e` k-harmful (pericolosa) rispetto
a D se e solo se 0 < suppD(T ) < k.
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Ricordiamo che suppD(T ) indica il supporto della sequenza T all’interno
del database D come definito nel Capitolo 2. In altre parole, una sequenza
e` pericolosa se il numero di sequenze in D che la contengono e` superiore a 0 ed
inferiore a k. Essenzialmente, questo tipo di sequenze sono QI potenzialmen-
te pericolosi poiche´ esse appaiono pochissime volte nel database (ma almeno
una volta) e quindi possono essere usate per selezionare specifiche sequenze
complete. Inoltre, una sequenza k-harmful rivela informazioni relative ad un
insieme ridotto di individui, che hanno un comportamento diverso da quello
della folla, quindi mette in evidenza dei comportamenti anomali, abitudini
e preferenze personali. Di conseguenza potrebbe essere utilizzata come PI
e mettere a rischio la privacy di tali individui. Invece, una sequenza non-
harmful (non pericolosa) non e` considerata pericolosa ne` come QI ne` come
PI. Infatti, una sequenza non-harmful o non occorre nel database o occorre
talmente tante volte che (i) non e` utile come QI poiche´ e` compatible con trop-
pi individui, e (ii) non e` utile come PI poiche´ rivela un comportamento che
e` comune a tante persone. Adesso formalizziamo il modello d’attacco; quindi
prima definiamo le nostre assunzioni sulla conoscenza apriori dell’attaccante
usata per condurre il sui attacco.
Definizione 4.1.2 (Conoscenza dell’Avversario). L’attaccante ha accesso
al database anonimizzato D′ e conosce: (i) i dettagli del metodo usato per
rendere anonimo il database, (ii) il fatto che una delle sequenze del database
D e` sicuramente relativa all’utente U , e (iii) una sequenza T che gioca il
ruolo di QI e relativa a U .
Quindi l’attacco e` definito nel seguente modo.
Definizione 4.1.3 (Linking Attack su sequenze). Dato un database di se-
quenze D dove ogni sequenza e` unicamente associata a un utente de-identificato,
l’attaccante prova a identificare la sequenza associata a un dato utente U
nel database di sequenze D usando la conoscenza introdotta nella Definizione
4.1.2. Denotiamo con probD(T ) la probabilita` che tale attacco abbia successo.
Quello che si vuole fare nei metodi di protezione dell’anonimato, rispetto
a questo tipo di attacco, e` tener sotto controllo la probabilita` probD(T ) per
ogni possibile sequenza QI. Il linking attack puo` essere eseguito usando sia
sequenze harmful, sia sequenze non-harmful, ma chiaramente il primo caso
e` il piu` pericoloso in quanto l’attaccante ha un’alta probabilita` di identificare
univocamente l’intera sequenza relativa ad un individuo. Per evitare proble-
mi di re-identificazione di individui all’interno di un database di sequenze di
itemset noi proponiamo la seguente definizione di database anonimo.
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Definizione 4.1.4 (Database di Sequenze k-anonimo). Dati una soglia di
anonimizzazione k e due database di sequenze D e D
′
, diciamo che D
′
e` la
versione k-anonima di D se e solo se ogni sequenza k-harmful in D e` non
k-harmful in D
′
.
In base a questa definizione si puo` ricavare il seguente teorema:
Teorema 4.1.5. Data la versione k-anonima D
′
di un dataset di sequenze
D, si ha che per ogni sequenza T, rappresentante un QI, probD′ (T ) ≤
1
k
.
Dimostrazione. Vanno presi in considerazione due casi:
Caso 1 : se T e` una sequenza k-harmful in D, in base alla Definizione 3,
si ha che in D
′
non e` k-harmful, cioe` o suppD′(T ) = 0, che implica
che probD′ (T ) = 0, o suppD′ (T ) ≥ k, che implica che probD′ (T ) =
1
supp
D
′ (T )
≤ 1
k
.
Caso 2 : se T non e` una sequenza k-harmful in D, in base alla Definizione
3, puo` avere un supporto arbitrario in D
′
. Se non e` k-harmful in D
′
si puo` applicare lo stesso ragionamento del caso 1; altrimenti, abbiamo
che 0 < suppD′ (T ) < k. In questo caso, la probabilita` di successo
di un linking attack, attraverso la sequenza T e contro l’individuo X,
e` data dalla probabilita` che X sia presente in D
′
, moltiplicata per la
probabilita` che X sia presente in D:
probD′ (T ) =
suppD′(T )
suppD(T )
×
1
suppD′(T )
=
1
suppD(T )
≤
1
k
dove l’ultima disuguaglianza e` giustificata dal fatto che X e` presente
in D per l’assunzione fatta nel linking attack, e quindi suppD ≥ k per
l’ipotesi che T non k-harmful in D.
Grazie a questo teorema, abbiamo un modo formale per calcolare la
probabilita` di successo di un linking attack. Quello che non e` definito, e` il
modo di calcolare il dataset D
′
sulla base di D, ed e` cio` che diversifica i vari
metodi basati sul concetto di k-anonymity.
Dato un database di sequenze di dati personali D possiamo generare di-
verse versioni k-anonime che rispettano la nostra definizione; ognuna di loro
corrisponde a un modo diverso in cui vengono trattare le sequenze k-harmful
di D. Per esempio, le sequenze pericolose potrebbero essere eliminate op-
pure replicate o generalizzate in modo da ottenere un database k-anonimo.
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Inoltre, esistono diverse versioni banali di database k-anonimo, come un da-
tabase vuoto, ma ovviamente noi siamo interessati a versioni che preservano
alcune interessanti proprieta` del database originale. Di seguito, illustreremo
un metodo capace di garantire l’anonimato degli individui rappresentati nei
dati e di ottenere dati con un buon livello di qualita` che rende i dati adeguati
a successive analisi di mining.
4.2 Definizione del Problema
Andiamo ora a definire il problema di generare una versione k-anonima
di un database di sequenze di dati personali D cercando di preservare anche
la collezione di pattern sequenziali frequenti. Il nostro approccio e` basato su
una tecnica che permette di camuffare tutte le sequenze k-harmful ed e` capace
di controllare la distorsione dei dati. Il metodo risulta particolarmente adatto
a database densi.
Dati una soglia di minimo supporto σ ed un database di sequenze di dati
personali D, denotiamo l’insieme di tutti i pattern sequenziali σ-frequenti
(cioe` frequenti almeno σ volte) con S(D, σ), mentre l’insieme di tutte le sot-
tosequenze supportate da D con S(D). Il database D
′
dovra` conservare nel
miglior modo possibile la collezione di pattern sequenziali. La definizione del
problema e` la seguente:
Definizione 4.2.1. Dato un database di sequenze di dati personali D e una
soglia di anonimato k > 1, trovare una versione k-anonima D
′
di D tale che
la collezione di tutti i pattern sequenziali k
|D|
-frequenti in D sia preservata in
D
′
, cioe` , devono valere le seguenti condizioni:
S(D
′
, k/|D
′
|) = S(D, k/D)
∀T ∈ S(D
′
, k) suppD′(T ) = suppD(T )
In realta` , questo requisito e` troppo restrittivo, poiche´ richiede che la col-
lezione di pattern estratta dalla versione anonima del database sia identica a
quella estratta dal database originale. Pertanto, proponiamo un metodo che
approssima la soluzione ottimale (Definizione 4.2.1), garantendo che l’insieme
S(D
′
, k/D
′
) sia simile all’insieme S(D, k/D) e non uguale, cioe` :
S(D
′
, k/D
′
) ⊆ S(D, k/D)
∀T ∈ S(D
′
, k/D
′
) suppD′(T ) ≃ suppD(T )
Tale metodo sara` presentato nelle sezioni successive.
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4.3 Definizione del Metodo
In questa sezione presentiamo il nostro approccio che permette di gene-
rare una versione k-anonima di un database di sequenze di dati personali D.
Esso e` basato su una struttura dati ben conosciuta chiamata prefix tree, che
permette di rappresentare l’insieme di sequenze del database in un modo com-
patto. Il nostro algoritmo chiamato SDA (Sequence Data Anonymization)
presenta tre fasi principali:
1. Costruzione del prefix tree T usando le sequenze che compongono il
database D.
2. Anonimizzazione del prefix tree in base al valore della soglia di anoni-
mizzazione k. In particolare, tutte le sequenze il cui supporto e` meno
di k vengono potate dall’albero. Successivamente, parte di queste
sequenze infrequenti vengono recuperate e ri-appese nell’albero.
3. Il prefix tree, ottenuto dopo la fase di anonimizzazione, e` processato in
modo da generare il database anonimo D
′
.
Per quanto riguarda il punto 2. noi proponiamo tre metodi che differisco-
no l’un l’altro per il modo in cui si sceglie come e in quale ramo dell’albero
riattaccare una sequenza infrequente precedentemente potata.
Algorithm 1: SDA(D, k)
Input: Un database di sequenze D, an integer k
Output: Una database di sequenze k-anonimo D′
// Step I: Costruzione del Prefix Tree
T = CostruzionePrefixTree(D);
// Step II: Anonimizzazione del Prefix Tree
Lcut = ∅;
foreach v ∈ N s.t. ∃(R, v) ∈ E do
Lcut = Lcut ∪ TreePruning(v, T , k);
end
T ′ = RecuperoSequenze(T ,Lcut);
// Step III: Generazione di sequenze anonime
D′ = GenerazioneSequenze(T ′);
return D′
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4.3.1 Step I: Costruzione del Prefix Tree
Il primo passo del nostro algoritmo (Algoritmo 1) e` la costruzione del
prefix tree T , data una lista di sequenze di dati personali D. Un prefix tree
e` un modo compatto per rappresentare una lista di sequenze ed e` definito
come una tripla T = (N , E , R), dove N = {v1, . . . , vN} e` un insieme finito
di N nodi etichettati, E ∈ N ×N e` un insieme di archi, e R ∈ N e` un nodo
fittizio e rappresenta la root dell’albero. Ogni nodo dell’albero (eccetto la
root) ha esattamente un parent e puo` essere raggiunto attraverso un unico
path, che e` una sequenza di archi che inizia dalla root. Un esempio di path
per il nodo d (denotato P(d, T )) e` il seguente:
P(d, T ) = (R, a), (a, b), (b, c), (c, d).
Ogni nodo v ∈ N contiene una tripla 〈id, itemset, supporto〉, dove id iden-
tifica il nodo, itemset rappresenta un itemset della sequenza e supporto e` il
supporto della sequenza rappresentata dal path da R a v.
Algorithm 2: CostruzionePrefixTree(D)
Input: Un database di sequenze D
Output: Un prefix tree T = (N , E , R)
R = CreaNodo(NULL, 0);
N = {R}; E = {};
foreach S in D do
current = R;
for 1 ≤ i ≤ |S| do
if ∃(current, v) ∈ E tale che v.itemset = si then
v.supporto = v.supporto+ suppD(S);
current = v;
else
v = CreaNodo(si, suppD(S));
N = N ∪ v;
e = CreaArco(current, v);
E = E ∪ e;
current = v;
end
end
end
return T = (N , E , R)
La procedura CostruzionePrefixTree considera il primo itemset della se-
quenza da inserire e, se un figlio della root ha una etichetta uguale aumenta
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il valore del suo supporto; altrimenti provvede a creare un nuovo nodo per
il nuovo itemset. Quindi prosegue analogamente considerando gli itemset
successivi e il sottoalbero la cui root e` rappresentata dal nodo dell’itemset
precedente.
4.3.2 Step II: Anonimizzazione del Prefix Tree
La fase principale dell’Algoritmo 1 e` il secondo step, che e` composto da
due sotto-fasi: pruning delle sequenze k-infrequenti e recupero di alcune sot-
tosequenze delle sequenze infrequenti che vengono riappese nel prefix tree
potato.
Pruning Sequenze. Quindi la prima operazione e` il pruning del prefix tree
rispetto alla soglia di anonimizzazione k. Quest’operazione viene eseguita
attraverso la funzione TreePruning (vedi Algoritmo 3), che modifica l’albero
eliminando tutti i sottoalberi infrequenti e naturalmente aggiorna il supporto
del path fino all’ultimo nodo frequente. La procedura TreePruning visita
l’albero e, quando il supporto di un dato nodo v e` minore del valore k, calcola
tutte le sequenze rappresentate dai path che contengono il nodo v e che
iniziano con la root e raggiungono le foglie del sotto-albero che ha come
root il nodo v. Nota che per costruzione ogni nodo di questo sotto-albero
ha supporto minore di k. Tutte le sequenze (k-harmful) calcolate e i loro
supporti sono inseriti in una lista che chiamiamo Lcut. Successivamente, il
sotto-albero con root v viene eliminato dall’albero. Pertanto, la procedura
TreePruning restituisce un prefix tree potato e la lista Lcut.
Recupero Sequenze. Dopo la fase di pruning, l’algoritmo cerca di recu-
perare alcune parti di sequenze in Lcut che sono k-frequenti riattaccandole
nell’albero potato (funzione RecuperoSequenze). Per realizzare questo recu-
pero noi proponiamo tre differenti approcci che corrispondono a tre diverse
implementazioni della funzione RecuperoSequenze. Per poter semplificare la
descrizione di questi metodi introduciamo prima alcune nozioni fondamentali
per la loro comprensione.
Prima di tutto ricordiamo la nozione ben nota di Indice di Jaccard, che
permette di misurare la similarita` tra due insiemi.
Definizione 4.3.1 (Indice di Jaccard). Siano A e B due insiemi. L’indice di
Jaccard e` definito come J(A,B) = |A∩B|
|A∪B|
. Questo indice puo` assumere valori
nell’intervallo [0, 1].
Come si puo` evincere dalla sua definizione l’indice di Jaccard permette
solo la similarita` tra insiemi. Noi, invece, abbiamo bisogno di una funzione
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Algorithm 3: TreePruning(v, T , k)
Input: Un nodo v, un prefix tree T = (N , E , R), un intero k
Output: Una lista of sequenze k-harmful Lcut
Ntemp = {}; Etemp = {};
Lcut = {};
if v.supporto < k then
newnode = CreateNode(v.item, v.supporto);
Ntemp = Ntemp ∪ newnode current = v;
repeat
oldnode = vi t.c. (vi, current) ∈ E ;
newnode = CreaNodo(oldnode.item, v.supporto);
oldnode.supporto = oldnode.supporto− v.supporto
Ntemp = Ntemp ∪ newnode;
e = CreaArco(newnode, current);
Etemp = Etemp ∪ e;
current = oldnode;
until current = R ;
Rtemp = current;
Ttemp = (Ntemp, Etemp, Rtemp);
Tsub = (Nsub, Esub, Rsub) = SubTree(T , v);
Ttemp = Ttemp ∪ Tsub;
T = T \ Tsub;
Lcut = insieme di tutte le sequenze in Ttemp;
else
foreach vi ∈ N t.c. ∃(v, vi) ∈ E do
Lcut ∪ TreePruning(vi, T , k);
end
end
return Lcut
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che ci permetta di misurare la similarita` tra sequenze di insiemi. A que-
sto scopo, abbiamo definito una nuova funzione di similarita` che e` adatta a
sequenze di itemset e che usa l’indice di Jaccard.
Prima di tutto definiamo la nozione di sottosequenza lunga h e di coppie
di sottosequenze lunghe h che sono utili per definire la nostra funzione di
similarita` .
Definizione 4.3.2 (h-Sottosequenza). Sia T = 〈t1t2 . . . tn〉 una sequen-
za dove ogni ti e` un itemset. Diciamo che R
h = 〈r1r2 . . . rh〉 e` una h-
sottosequenza di T se esistono h interi 1 ≤ j1 < j2 < . . . jh ≤ n tale che
r1 ⊆ tj1, r2 ⊆ tj2 , . . . , rh,⊆ tjh.
Di seguito useremo la notazione ShT per indicare l’insieme di tutte le
possibili sottosequenze lunghe h di una data sequenza T .
Definizione 4.3.3 (Coppia di sottosequenze lunghe h). Siano T = 〈t1t2 . . . tn〉
e R = 〈r1r2 . . . rm〉 due sequenze dove ogni ti e rj sono itemset. Definiamo
< Ah, Bh >TR come una delle possibili coppie di h-sottosequenze tale che
Ah ∈ ShT and B
h ∈ ShR.
Useremo la notazione ChTR per indicare l’insieme di tutte le possibili cop-
pie di h-sottosequenze di due sequenze T e R, piu` precisamente ChTR = {<
Ah, Bh >TR |Ah ∈ ShT and B
h ∈ ShR}.
Adesso introduciamo la funzione che calcola la similarita` tra due sequenze
della stessa lunghezza che verra` usata nella definizione della similarita` tra
sequenze di insiemi di lunghezza arbitraria.
Definizione 4.3.4 (Sequence Jaccard). Siano R = 〈r1r2 . . . rn〉 e T = 〈t1t2 . . . tn〉
due sequenze dove ogni ri e ti sono itemset. La Sequence Jaccard tra due
sequenze di itemset SJ : S × S → R e` definita come segue
SJ(R, T ) =
∑
i=1,2,...,n
J(ri, ti).
Definizione 4.3.5 (Best Sequence Jaccard). Siano R = 〈r1r2 . . . rn〉 e T =
〈t1t2 . . . tm〉 due sequenze dove ogni ri e tj sono itemset e m ≤ n. La funzione
di similarita` tra sequenze di itemset, chiamata Best Sequence Jaccard
BSJ : S × S → R e` definita come segue
BSJ(R, T ) = max∀h=1,2,...,m ∀<Ah,Bh>RT∈ChTR(SJ(A
h, Bh)).
Questa funzione puo` assumere valori nell’intervallo [0, m].
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Indichiamo con < Ahb , B
h
b >RT la coppia di sottosequenze di R e T per
cui si ha il piu` alto valore della funzione sequence jaccard. Inoltre, usiamo
I(Ahb , B
h
b ) per denotare la sequenza che rappresenta l’intersezione tra le due
sequenze Ahb e B
h
b ; piu` formalmente abbiamo I(A
h
b , B
h
b ) =< s1s2 . . . sh > dove
ogni si = ai ∩ bi, ai ∈ Ahb e bi ∈ B
h
b .
Di seguito descriviamo in dettaglio i tre metodi che proponiamo per la
fase di recupero di sottosequenze frequenti contenute nelle sequenze in Lcut
e che chiamiamo: Best Jaccard, Avarage Jaccard e Best Jaccard Without
Noise.
Best Jaccard
Il primo metodo per il recupero delle sequenze infrequenti Lcut, tagliate
dall’algoritmo TreePruning, effettua per ogni sequenza in Lcut, una visita del-
l’albero T per trovare il path piu` simile alla sequenza stessa (vedi Algoritmo
4). In particolare, la funzione BestPath per ogni sequenza harmful S in Lcut
calcola la best sequence jaccard tra S e ogni sequenza rappresentata nell’al-
bero e seleziona il path dell’albero per cui e` stato trovato il valore piu` alto di
best sequence jaccard. Supponiamo che T sia la sequenza rappresentata dal
path selezionato e S la sequenza harmful. Consideriamo inoltre che Shb  S e
T hb  T siano le due sottosequenze per cui e` stata calcolata la miglior sequen-
ce jaccard. Allora, l’algoritmo incrementa il supporto dei nodi appartenenti a
PP che e` il prefisso del path che contiene T hb , aggiungendo il supporto della
sequenza harmful S. In particolare, incrementando il supporto di tutti i nodi
del prefisso che contiene T hb , si incrementa anche il supporto di itemset non
appartenenti a T hb , chiaramente introducendo del noise nei dati.
Average Jaccard
Una variante del metodo precedente che cerca di contenere il noise e` quella
di calcolare una funzione di similarita` normalizzata sulla lunghezza del path
dell’albero. In particolare, questo metodo, che chiamiamo Average Jaccard,
quando calcola la best sequence jaccard tra una sequenza S in Lcut e una
sequenza T , rappresentata da un path dell’albero, divide il valore ottenu-
to per la profondita` del path (cioe` il numero di itemset in T ). In questo
modo, si tende a privilegiare i path piu` corti e maggiormente coperti dagli
itemset presenti nella sequenza S. Quindi, l’implementazione di questo me-
todo e` identica a quella dell’Algoritmo 4 tranne per il fatto che la funzione
BestPath calcolera` la best sequence jaccard normalizzata.
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Algorithm 4: BestJaccard(T , Lcut)
Input: Un prefix tree T , una lista di sequenze Lcut
Output: Un prefix tree anonimizzato T ′
foreach S ∈ Lcut do
// Seleziona il prefisso del path piu` simile a S
PP = BestPath(S, T );
foreach v ∈ PP do
v.supporto = v.supporto+ suppLcut(S);
end
end
return T ′
Best Jaccard Without Noise
Il metodo Average Jaccard chiaramente non elimina del tutto il problema
del noise introdotto in fase di recupero di sottosequenze frequenti. Pertanto,
proponiamo un’altra variante del primo metodo che differisce solo per il fat-
to che quando cerca di riappendere nell’albero una sottosequenza frequente
di S ∈ Lcut non va a incrementare il supporto di un path gia` esistente, ma
crea un nuovo path nell’albero (vedi Algoritmo 5). Supponiamo che S sia la
sequenza harmful e T sia la sequenza, rappresentata dal path, per cui e` stato
trovato il valore piu` alto di best sequence jaccard. Allora, la funzione Sequen-
zeBJ calcola Shb  S e T
h
b  T che sono le due sottosequenze per cui e` stata
calcolata la miglior sequence jaccard. Dopo, il metodo crea un nuovo ramo
dell’albero i cui nodi rappresentano la sequenza che risulta dall’intersezione
I(Shb , T
h
b ). In questo modo, non viene incrementato il supporto di itemset
non appartenenti alla sottosequenza frequente Shb , evitando la generazione di
noise.
Algorithm 5: BestJaccardWithoutNooise(T , Lcut)
Input: Un prefix tree T , una lista di sequenze Lcut
Output: Un prefix tree anonimizzato T ′
foreach S ∈ Lcut do
// Calcola le sottosequenze con il miglior BJ
< Shb , T
h
b >= SequenzeBJ(S, T );
newS = I(Shb , T
h
b );
Appende newS alla Root di T ;
end
return T ′
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4.3.3 Step III: Generazione delle sequenze anonimiz-
zate
Il secondo step dell’Algoritmo 1 genera un prefix tree anonimizzato, cioe` un
prefix tree che rappresenta solo sequenze k-frequenti. Il terzo step del no-
stro approccio permette di generare il data set anonimo D′. Questa fase
e` eseguita attraverso la procedura GenerazioneSequenze, che visita il prefix
tree e genera tutte le sequenze rappresentate. In generale, il numero di se-
quenze rappresentate in T ′ e` minore o uguale al numero delle sequenze del
database d’origine D, poiche´ alcune sequenze potate dall’albero non possono
essere ri-appese durante la fase di recupero.
4.4 Analisi della Complessita`
In questa sezione, discutiamo la complessita` dell’algoritmo di anonimiz-
zazione SDA analizzando la complessita` di ogni step dell’Algoritmo 1. Nella
nostra analisi useremo n per indicare il numero totale di item all’interno del
database di sequenze D e N per indicare il numero di nodi dell’albero.
Prima di tutto analizziamo la complessita` del nostro approccio quando
viene usato il metodo Best Jaccard. Osserviamo che sia la costruzione del
prefix tree (Algoritmo 2) sia la generazione delle sequenze anonime richiedo-
no una complessita` in tempo O(n). Invece, lo step di anonimizzazione del
prefix tree richiede O(N) per la fase di pruning, durante il quale si visita
tutto il prefix tree, e O(n2) per la fase di recupero di sequenze dalla lista
Lcut. Quest’utima e` dovuta al calcolo della funzione Best Jaccard Sequen-
ce per ogni sequenza k-harmful. Per l’implementazione di questa funzione
ci siamo ispirati all’implementazione della longest common subsequence tra
due sequenze che usa la programmazione dinamica. Concludendo, possiamo
dire che la complessita` dell’Algoritmo 1 e` complessivamente O(n2) in quanto
e` l’elemento dominante.
La stessa analisi vale per gli altri due metodi. Infatti, abbiamo che Ave-
rage Jaccard differisce solo per il fatto che divide il valore di ogni Sequence
Jaccard calcolato per la profondita` del path dell’albero che sta trattando e
questo non cambia per nulla la complessita` dell’algoritmo. Mentre, Best Jac-
card Without Noise differisce dal metodo Best Jaccard solo per il fatto che
riattacca ogni sottosequenza che risulta frequente direttamente alla root, e il
costo di questa operazione non incide sulla complessita` globale dell’algoritmo.
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4.5 Analisi delle Garanzie di Privacy
In questa sezione, analizziamo le garanzie di privacy che si possono otte-
nere grazie all’applicazione dei tre metodi di anonimizzazione che sono stati
proposti. In particolare, mostreremo formalmente che il nostro Algoritmo 1,
usando uno qualsiasi dei tre metodi garantisce sempre che il database D′ che
viene rilasciato e` una versione k-anonima di D. Noi mostreremo anche che la
collezione di pattern sequenziali presenti in D′ sono sempre un sottoinsieme
di quelli in D.
Teorema 4.5.1. Dato un database di sequenze di dati personali D e una
soglia di anonimato k > 1, il database D′ restituito dall’Algoritmo 1 usando
i metodi Best Jaccard e Average Jaccard soddisfa le seguenti condizioni:
1. D′ e` una versione k-anonima di D,
2. S(D′, k/|D′|) ⊆ S(D, k/|D|).
Dimostrazione. La dimostrazione si basa sul fatto che l’algoritmo Recupe-
roSequenze che usa o il metodo Best Jaccard oppure il methodo Avarage
Jaccard non altera la struttura dell’albero potato. Entrambi i metodi si
comportano allo stesso modo; l’unica differenza e` rappresentata dalla fun-
zione di similarita` che viene usata per determinare il path del prefix tree
piu` simile alla sequenza infrequente che si sta analizzando.
1. Per costruzione, lo step di pruning dell’Algorithm 3 elimina tutti i
sotto-alberi con supporto minore di k, di conseguenza dopo questa fa-
se il prefix tree T contiene solamente sequenze che in D sono frequenti
almeno k volte. Lo step di recupero di sottosequenze frequenti (Algorit-
mo 4) che usa il metodo Best Jaccard o Avarage Jaccard non cambia la
struttura dell’albero T , infatti esso semplicemente incrementa il sup-
porto di sequenze che sono gia` presenti nell’albero e che quindi sono
frequenti almeno k volte in D. Concludendo, alla fine del secondo step
dell’Algoritmo 1, tutte le sequenze rappresentate in T ′ sono frequenti
almeno k volte in D e quindi non sono k-harmful.
2. Dopo lo step di pruning nell’Algoritmo 3, tutti i rami infrequenti nel
prefix tree T sono eliminati. Comunque, questo potrebbe portare a
eliminare dall’albero alcuni pattern che sono frequenti almeno k volte.
Infatti, potrebbe succedere che un determinato pattern sequenziale sia
supportato da diversi path del prefix tree T e ognuno di questi path ha
un supporto minore di k. Di conseguenza, dopo la fase di pruning il pre-
fix tree T contine un sottoinsieme di S(D, k
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durante la fase di recupero di alcune sottosequenze frequenti la strut-
tura dell’albero non viene cambiata, cioe` i pattern rappresentati in T ′
erano gia` rappresentati in T dopo lo step di pruning. Quindi possiamo
concludere che l’insieme di pattern sequenziali supportati da D′ e` un
sottoinsieme di quelli supportati da D.
Il metodo Best Jaccard Without Noise e` molto simile al metodo Best
Jaccard ; l’unica differenza e` dovuta al fatto che il primo non incrementa il
supporto del path che risulta piu` simile alla sequenza che si vuole riattaccare
ma crea un nuovo path con la sottosequenza che massimizza la funzione best
sequence jaccard. Di seguito mostriamo che questo metodo fornisce le stesse
garanzie degli altri due metodi.
Teorema 4.5.2. Dato un database di sequenze di dati personali D e una
soglia di anonimato k > 1, il database D′ restituito dall’Algoritmo 1 usando
il metodo Best Jaccard Without Noise soddisfa le seguenti condizioni:
1. D′ e` una versione k-anonima di D,
2. S(D′, k/|D′|) ⊆ S(D, k/|D|).
Dimostrazione. La dimostrazione e` molto simile alla precedente.
1. Per costruzione, lo step di pruning dell’Algorithm 3 elimina tutti i
sotto-alberi con supporto minore di k, di conseguenza dopo questa fase
il prefix tree T contiene solamente sequenze che in D sono frequenti
almeno k volte. Lo step di recupero di sottosequenze frequenti che usa
il metodo Best Jaccard Without Noise attacca alla root del prefix tree
T una sequenza solo se questa e` una sottosequenza di una sequenza
rappresentata nell’albero. Di conseguenza, l’Algoritmo 1 genera un
albero T ′ in cui tutte le sequenze rappresentate sono frequenti almeno
k volte in D e quindi non sono k-harmful.
2. Dopo lo step di pruning nell’Algoritmo 3, tutti i rami infrequenti nel
prefix tree T sono eliminati. Comunque, questo potrebbe portare a
eliminare dall’albero alcuni pattern che sono frequenti almeno k vol-
te. Infatti, potrebbe succedere che un determinato pattern sequenziale
sia supportato da diversi path del prefix tree T e ognuno di questi
path ha un supporto minore di k. Di conseguenza, dopo la fase di
pruning il prefix tree T contine un sottoinsieme di S(D, k). Inoltre,
come gia` detto, Best Jaccard Without Noise riattacca alla root solo
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sequenze gia` presenti nell’albero quindi i pattern rappresentati in T ′
erano gia` rappresentati in T dopo lo step di pruning. Quindi possiamo
concludere che l’insieme di pattern sequenziali supportati da D′ e` un
sottoinsieme di quelli supportati da D.
4.6 Un esempio dimostrativo
Presentiamo adesso un semplice esempio che mostra come funziona il
nostro approccio, evidenziando le caratteristiche dei tre metodi che propo-
niamo. Consideriamo il dataset di sequenze presentate in Figura 4.1 e una
soglia di anonimato k = 2. Il primo step del nostro algoritmo e` la costruzio-
ne del prefix tree rappresentato in Figura 4.2(a), che rappresenta il dataset
originale in modo compatto.
s1 {a1, a2, a3} {b1, b2, b3} {c1, c2} {d1, d2, d3}
s2 {a1, a2, a3} {b1, b2, b3} {c1, c2} {d1, d2, d3}
s3 {a1, a2, a3} {b1, b2, b3} {c1, c2} {d1, d2, d3}
s4 {a1, a2, a3} {b1, b2, b3} {d1, d2, d3}
s5 {b1, b2, b3} {d1, d2, d4}
s6 {a1, a2, a3} {b1, b2, b3} {d1, d2, d3}
Figura 4.1: Un database di sequenze
Durante lo step di anonimizzazione la funzione TreePruning pota tutte
le sequenze che sono frequenti meno di k = 2 volte e inserisce queste sequenze
nella lista Lcut. Quindi, nel nostro esempio la sequenza ({b1, b2, b3}{d1, d2, d4}, 1)
risulta infrequente e viene inserita nell’apposita lista (Figura 4.2(b)).
Adesso, l’algoritmo cerca di recuperare eventuali parti frequenti della se-
quenza in Lcut. I tre metodi che proponiamo si comportano in modo diverso.
Se applichiamo il metodo Best Jaccard risultera` che il path che contiene
la sequenza piu` simile a ({b1, b2, b3}{d1, d2, d4}, 1) e` il primo path a sinistra
dell’albero e quindi incrementera` il supporto dei nodi che vi appartengono
(Figura 4.2(c)). In realta` il valore piu` altro di best jaccard sequence e` dato
da entrambi i path presenti nell’albero potato ma l’algoritmo scegli in questi
casi il primo path con il valore migliore.
Se applichiamo il metodo Average Jaccard invece il path piu` simile alla
sequenza da riattaccare e` il secondo. Infatti, la similarita` normalizzata con il
primo path e` uguale a 3/8 mentre con il secondo path e` uguale a 1/2. Quindi,
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viene incrementato il supporto dei nodi del secondo path dell’albero potato.
Il prefix tree finale e` rappresentato in Figura 4.2(d).
Infine, se applichiamo il metodo Best Jaccard Without Noise verra` aggiunta
la sequenza < {b1, b2, b3}{d1, d2, } > come nuovo path dell’albero con sup-
porto uguale a 1. Il risultato in questo caso e` raffigurato in Figura 4.2(e).
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(a) Costruzione Prefix Tree
Root
sshhh
hh
hh
h
<1,{a1,a2,a3},5>

<2,{b1,b2,b3},5>
tthhh
hh
h
**VV
VV
VV
<3,{c1,c2},3>

<5,{d1,d2,d3},2>
<4,{d1,d2,d3},3>
(b) Prefix Tree Potato
Root
sshhh
hh
hh
h
<1,{a1,a2,a3},6>

<2,{b1,b2,b3},6>
tthhh
hh
h
**VV
VV
VV
<3,{c1,c2},4>

<5,{d1,d2,d3},2>
<4,{d1,d2,d3},4>
(c) Prefix Tree Anonimizzato con Best Jaccard
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(d) Prefix Tree Anonimizzato con Average Jaccard
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(e) Prefix Tree Anonimizzato con Best Jaccard Without Noise
Figura 4.2: Processo di Anonimizzazione
Parte III
Framework di Valutazione
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Capitolo 5
Framework per la Valutazione
di Algoritmi per l’Anonimato
di Sequenze di Itemsets
In questa parte presenteremo il framework per la valutazione di algoritmi
di anonimizzazione di sequenze di dati personali. Un algoritmo del genere si
puo` definire di buona qualita` se mantiene un buon rapporto fra la privacy dei
dataset e l’utilita` degli stessi per fini statistici o per studi di data mining. Va-
lutare questo rapporto e` lo scopo di questo framework e, di seguito, verrano
presentate delle funzioni che permettono di misurare e studiare i cambiamen-
ti apportati dal processo di anonimizzazione sui dataset di sequenze di dati
personali.
Nelle sezioni successive useremo D e D′ per indicare rispettivamente un
dataset sequenziale e la sua versione anonimizzata mentreD indichera` l’insieme
dei dataset di sequenze di dati personali. Considerando invece i pattern
nel seguito useremo P ∈ P per riferirci ad una collezione di pattern se-
quenziali appartenente ad un insieme di collezioni di pattern, mentre con p
verra` indicato il singolo pattern.
5.1 Analisi su Dataset
Il nostro framework prevede alcune funzioni che permettono di valuta-
re il dataset generato da un algoritmo di anonimizzazione. In particolare,
questo tipo di misure permette di verificare se alcune proprieta` statistiche
che caratterizzano i dati originali sono mantenute anche dopo il processo di
anonimizzazione.
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di Itemsets
Le misure statistiche proposte dal nostro framework per l’analisi dei
dataset sono le seguenti:
Numero di transazioni. Questa misura calcola il numero di transazioni
anonime rilasciate. Generalmente, gli algoritmi di anonimizzazione tendono a
cancellare e/o generare transazioni per garantire alcune proprieta` necessarie
a fornire la protezione dei dati personali. Questo ovviamente tende a cam-
biare il numero delle transizioni nel dataset. Questa misura ci permette di
monitorare questo comportamento.
Definizione 5.1.1 (Numero di transazioni). Sia D ∈ D un dataset ed
S = 〈e1e2 . . . en〉 una sequenza del dataset. La funzione NT : D −→ N che
calcola il numero di transazioni di un dataset D e` definita come NT (D) =
|{S|S ∈ D}|.
Lunghezza transazioni. Spesso i processi di anonimizzazione tendono a
sopprimere alcuni itemset di una data sequenza quindi e` utile avere una
funzione che mostri i cambiamenti della lunghezza delle singole transazio-
ni. Ricordiamo che le transazioni sono sequenze di itemset. Ad esempio
se il dataset e` un querylog ogni transazione e` una sequenza di query e ogni
query e` un itemset. La funzione che proponiamo calcola la lunghezza della
transazioni in termini del numero di itemset da cui sono formate. Quindi,
se il dataset e` un querylog la lunghezza delle transazioni ci dara` il numero
di query in ogni transazione. Per un’analisi piu` orientata ai singoli elementi,
proponiamo anche una funzione che calcola la lunghezza delle transazioni in
termini di item.
Definizione 5.1.2 (Lunghezza transazioni rispetto agli itemset). Sia S =
〈e1e2 . . . en〉 ∈ S una sequenza dove ei = {t1, t2, . . . , tk} sono gli itemset
da cui e` composta. La funzione che calcola la lunghezza di una sequenza S
LTitemset : S −→ N e` definita come LTitemset(S) = |{ei|ei  S}|.
Definizione 5.1.3 (Lunghezza transazioni rispetto agli item). Sia S =
〈e1e2 . . . en〉 ∈ S una sequenza dove ei = {t1, t2, . . . , tk} sono gli itemset
da cui e` composta. La funzione che calcola la lunghezza di una sequenza S
LTitem : S −→ N e` definita come LTitem(S) = |{ti|ti  S}|.
Lunghezza media transazioni. Questa misura e` simile a quella prece-
dente, anche qui vengono calcolate le lunghezze delle transazioni rispetto alle
sequenze da cui sono composte oppure rispetto agli item, ma facendo una
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media dei risultati ottenuti e non considerandoli singolarmente come in pre-
cedenza. Questo permette di avere un’idea di come viene in media conservata
la lunghezza delle transazioni dopo l’anonimizzazione dei dati.
Definizione 5.1.4 (Lunghezza media transazioni rispetto agli itemset). Sia
D = {S1, S2, . . . , SN} un dataset sequenziale di dati personali e S = 〈e1e2 . . . en〉
una sequenza dove ei = {t1, t2, . . . , tk} sono gli itemset da cui e` composta.
Definiamo la funzione che calcola la lunghezza media delle transazioni LMTitemset :
D −→ R come
LMTitemset(S) =
∑
Si∈D
LTitemset(Si)
NT (D)
Definizione 5.1.5 (Lunghezza media transazioni rispetto agli item). Sia
D = {S1, S2, . . . , SN} un dataset sequenziale di dati personali e S = 〈e1e2 . . . en〉
una sequenza dove ei = {t1, t2, . . . , tk} sono gli itemset da cui e` composta.
Definiamo la funzione che calcola la lunghezza media delle transazioni LMTitem :
D −→ R come
LMTitem(S) =
∑
Si∈D
LTitem(Si)
NT (D)
Supporto degli item. Questa funzione calcola il numero di sequenze del
dataset in cui e` presente l’item considerato rispetto al numero totale di
transazioni. Si tratta quindi di un supporto relativo e non assoluto.
Definizione 5.1.6 (Supporto degli item). Sia D = {S1, S2, . . . , SN} un
dataset sequenziale. Il supporto di un item t e` definito come:
suppD(T ) =
{Si|Si∈D {t}Si}
NT (D)
5.2 Analisi dei Pattern Sequenziali
Un processo di anonimizzazione solitamente applica trasformazioni sui da-
ti che possono alterare i risultati di mining. In particolare, dato un database
di sequenze di dati personali una modifica di una sequenza tramite operazioni
di soppressione di item, itemset o intere transazioni puo` avere effetti drastici
sui pattern sequenziali. Di conseguenza presentiamo di seguito alcune fun-
zioni che permettono di valutare questi effetti. Il framework proposto in
questa tesi permette di valutare, non solo come alcune proprieta` statistiche
dei dataset vengono preservate, ma mette a disposizione anche delle misure
per valutare l’utilita` dei pattern sequenziali (Capitolo 2) che vengono estratti
dai dataset resi anonimi. Questo insieme di misure sono molto importanti
perche` permettono di valutare la capacita` di un processo di anonimizzazione
di garantire l’utilita` delle analisi di mining che e` possibile condurre sui dati
anonimi.
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5.2.1 Statistiche di base
In questa sezione descriveremo delle funzioni che permettono di calcolare
alcune statistiche di base sui pattern.
Numero di pattern. Questa misura permette di calcolare il numero di
pattern estratti con una certa soglia di minimo supporto. La definizione
formale e` la seguente:
Definizione 5.2.1 (Numero di pattern). Dato una collezione di pattern
sequenziali P ∈ P la funzione che calcola il numero di pattern p da cui
e` composta e` NP : P −→ N ed e` definita come NP (P) = |{p|p ∈ P}|.
Lunghezza dei pattern. Questa funzione calcola la lunghezza dei pat-
tern rispetto agli itemset da cui e` formato oppure rispetto agli item. Questa
metrica permette di notare i cambiamenti effettuati dal processo di anoni-
mizzazione sui singoli pattern sequenziali. Un’analisi della distribuzione della
lunghezza dei pattern ci puo` dire se la distribuzione e` rimasta invariata, se
l’algoritmo tende a mantenere intatti i pattern piu` lunghi o se invece tende a
sopprimerli o accorciarli. La definizione della funzione che calcola il numero
di pattern e` molto simile a quella del numero di sequenze di un dataset.
Definizione 5.2.2 (Lunghezza dei pattern rispetto agli itemset). Sia p =
〈e1e2 . . . en〉 ∈ P un pattern dove ei = {t1, t2, . . . , tk} sono gli itemset da cui
e` composto. La funzione che calcola la lunghezza di un pattern p LPitemset :
P −→ N e` definita come LPitemset(p) = |{ei|ei  S}|.
Definizione 5.2.3 (Lunghezza dei pattern rispetto agli item). Sia p =
〈e1e2 . . . en〉 ∈ P un pattern dove ei = {t1, t2, . . . , tk} sono gli itemset da
cui e` composto. La funzione che calcola la lunghezza di un pattern p LPitem :
P −→ N e` definita come LPitem(p) = |{tl|tl  S}|.
Lunghezza media dei pattern. Per questa misura sono state considerate
due possibilita` : la prima calcola la lunghezza media dei pattern rispetto agli
itemset da cui e` composto, mentre la seconda si concentra sul numero di item
che compongono gli itemset. Lavorando con una media abbiamo un punto
di vista che ci permette di considerare i dati rispetto alla loro totalita`
Le loro definizioni sono le seguenti:
Definizione 5.2.4 (Lunghezza media dei pattern rispetto agli itemset). Sia
P = {p1, p2, . . . , pN} una collezione di pattern sequenziali e p = 〈e1e2 . . . en〉
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un pattern dove ei = {i1, i2, . . . , ik} sono gli itemset da cui e` composto. De-
finiamo la funzione LMPitemset : P −→ R che calcola la lunghezza media dei
pattern come
LMPitemset(p) =
∑
pi∈P
LPitemset(pi)
NP (P)
Definizione 5.2.5 (Lunghezza media dei pattern rispetto agli item). Sia
P = {p1, p2, . . . , pN} una collezione di pattern sequenziali p = 〈e1e2 . . . en〉
dove ei = {i1, i2, . . . , ik} sono gli itemset e gli ij gli elementi di un itemset.
La funzione LMPitem : P −→ R della lunghezza media dei pattern rispetto
agli item e` definita come
LMPitem(p) =
∑
pi∈P
LPitem(pi)
NP (P)
5.2.2 F-measure
La F-measure e` stata introdotta per la prima volta nel 1992 ([20]) come
metrica nel campo delle tecniche per l’estrazione di informazioni. E` definita
come una media armonica fra la Precision (P) e la Recall (R) con la seguente
formula: F = 2PR
P+R
. La Precision e la Recall sono cos`ı definite:
Precision = |P∩P
′|
|NP (P)|
, Recall = |P∩P
′|
|NP (P ′)|
,
dove P e` la collezione di pattern estratti dal dataset originale D, mentre
P ′ quelli estratti dal dataset anonimizzato D′. come possiamo vedere, il
numeratore di ciascuna formula rappresenta quelli che sono i “veri positivi”
e cioe` i pattern comuni ad entrambe le collezioni, mentre al denominatore
abbiamo: per la Precision, il numero di pattern estratti dal dataset originalee
per la Recall, il numero dei pattern pattern estratti dal dataset anonimizzato.
In particolare, nel nostro framework la Precision rappresenta la percentuale
di σ-frequent pattern di D′ che sono anche σ-frequent pattern in D, mentre la
Recall rappresenta la percentuale di σ-frequent pattern di D che sono anche
σ-frequent pattern in D′. Per σ-frequent pattern si intendono quei pattern
che hanno un supporto maggiore o uguale a σ, valore che indica la soglia
minima.
Inoltre la recall ci da` un’idea di quanti pattern frequenti sono stati mante-
nuti, mentre la precision ci indica il rumore che e` stato introdotto (piu` la pre-
cision si abbassa e piu` pattern frequenti sono stati introdotti con il processo
di anonimizzazione).
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Algorithm 6: F-Measure (P, P ′)
Input: Una collezione di pattern sequenziali P estratti da D e una
collezione di pattern sequenziali P ′ estratti da D′
Output: F −Measure
foreach S in P do
foreach S ′ in P ′ do
if ∃S ∈ P, S ′ ∈ P ′ tale che S = S ′ then
incremento i veri positivi
end
if ∃S ∈ P, S ′ ∈ P ′ tale che S ′ = S then
incremento i falsi positivi
end
end
end
Precision = veri positivi / |P ′|
Recall = veri positivi / |P|
F −Measure = 2 ∗ (Precision ∗Recall)/(Precision +Recall)
return F −Measure
5.2.3 Cover
La cover (copertura) intende misurare quanto i pattern estratti da un
dataset anonimizzato coprano quelli estratti dal dataset originale non solo
considerando l’uguaglianza fra gli itemset di una transazione, ma anche l’in-
clusione fra gli stessi, cosa che non viene fatta con l’F-measure. In altre
parole, quello che facciamo qui e` rilassare la condizione di uguaglianza della
F-measure. Secondo la nostra definizione noi diremo che un pattern p copre
un altro pattern p′ se il paater p′ e` sottosequenza del pattern p secondo la
Definizione 2.1.1.
Pattern P
{a b c};{d e}; {f}
{a b}; {f}
{f}; {a b}
Pattern P ′
{a b c d}; {d e f}; {f}
{a b}; {g}; {d e f}
{a b c};{d e}
Tabella 5.1: Esempi di sequenze
L’Algoritmo che implementa questa funzione e` uguale a quello della F-
measure (Algoritmo 6) la condizione ∃S ∈ P, S ′ ∈ P ′ tale cheS = S ′ diventa
∃S ∈ P, S ′ ∈ P ′ tale cheS  S ′.
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Ora mostriamo un esempio di calcolo della cover. Prendiamo le due col-
lezioni di pattern in Tabella 5.1. E` immediato vedere che il primo pattern
di P, ovvero {abc}; {de}; {f} e` coperto dal primo pattern in P ′; il secondo
pattern di P e` coperto sia dal primo che dal secondo pattern di P ′ mentre
il terzo pattern di P non e` coperto da alcun pattern in P ′. Di conseguenza
possiamo dire che il valore di coertura e` 2
3
.
5.2.4 Support Similarity
La support similarity misura la somiglianza del supporto dei pattern se-
quenziali; i suoi valori variano da zero ad uno che indica l’uguaglianza delle
collezioni di pattern sequenziali considerate. Il nostro obiettivo e` misurare
quanto il processo di anonimizzazione conserva questi ultimi confrontando
quelli estratti dal dataset originario con quelli presi dai dati modificati dal
processo di anonimizzazione. In particolare vengono analizzati solamente i
pattern comuni dei dati, originali ed anonimizzati, che si vogliono paragonare.
Definizione 5.2.6 (Support Similarity). Siano D ∈ D e D′ ∈ D′ rispettiva-
mente un dataset sequenziale di dati personali originale ed uno anonimizzato
e σ un supporto, la support similarity e` definita come:
SupSim = 1
|Sˆ(σ)|
∑
s∈Sˆ(σ)
min{suppD′(s),suppD(s)}
max{suppD′(s),suppD(s)}
,
dove Sˆ(σ) = S(D′, σ) ∩ S(D, σ) sono i pattern comuni.
Questa metrica e` utile per avere un’idea immediata sul comportamento
di un algoritmo di anonimizzazione strettamente in termini di supporto.
5.3 Misure di Privacy
Per poter analizzare il livello di privacy fornito dal processo di anonimiz-
zazione dobbiamo simulare un attaccante e le conoscenze di quest’ultimo sui
dataset su cui ha accesso. Dato un insieme di sequenze che rappresentano
la conoscenza di un attaccante, il nostro framework permette di simulare
un attacco calcolando la probabilita` di successo dello stesso. Per simula-
re la conoscenza apriori dell’attaccante generiamo un “file di attacco” che
e` composto da sequenze che sono k-harmful nel dataset originale e che sono
estratte in modo random dallo stesso. Dopodiche´ tale file e` utilizzato per
eseguire gli attacchi.
Il passo successivo e` calcolare la probabilita` che un attacco abbia succes-
so. Per far questo calcoliamo la probabilita` di successo di un attaccante se
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esso accede ad un dataset anonimizzato con un certo k e usa le sequenze
nel file di attacco per identificare un utente nel database. In particolare,
noi simuliamo come cambia questa probabilita` all’aumentare del numero di
itemset di una sequenza conosciuti dall’attaccante.
I file di attacco sono formati da una lista di sequenze. Data una sequenza
del file di attacco, composta da diversi itemset, l’algoritmo calcolo prima
la probabilita` di successo dell’attacco considerando il primo itemset della
sequenza, poi considerando i primi due itemset della sequenza e cos`ı via.
Facciamo un esempio pratico, immaginiamo di avere un file di attacco e
un dataset anonimizzato come quelli illustrati nella Tabella 5.2:
File di attacco
A B C D
E F
Dati anonimizzati
A’ B’ C’ D’
A’ C’ D’ E’ F’
A’ D’ B’ C’ D’
E’ C’ F’
Tabella 5.2: Esempi di file di attacco e dati anonimizzati
Le tabelle vanno lette con le seguenti regole:
• ogni riga rappresenta una transazione ed ogni lettera un itemset,
• questi ultimi sono ordinati all’interno della stessa transazione (nella
prima A precede B che precede C e cos`ı via),
• A e` una sottosequenza di A’ (vedi Definizione 2.1.1),
Prima di procedere ricordiamo che data una sequenza k-harmful nel data-
set originale la probabilita` della stessa e` uguale a 1 su il numero di transazioni
in cui viene trovata la sequenza cercata. Piu` formalmente:
Definizione 5.3.1 (Probabilita` di riuscita di un attacco). Sia A il dataset
usato dall’attaccante dove ogni transazione T ∈ A e` k-harmful nel dataset di
sequenze originale D. Dato un dataset anonimizzato D′ = {S ′1, S
′
2, . . . , S
′
N}
ed una lunghezza l, la probabilita` di trovare la transazione Tl di lunghezza l
appartenente ad A in D′ e`
probA(Tl) =
1
|{T∈D′|TlS′}|
Data la prima sequenza del file di attacco, l’algoritmo comincia a ricercare
la sequenza A nel dataset anonimizzato; la probabilita` sara` data da 1 diviso
il numero di transazioni nel dataset anonimizzato contenenti A, ovvero 1
3
.
5.4 Valutazione 51
Poi, procede ricercando la sequenza 〈AB〉, la sequenza 〈ABC〉 e 〈ABCD〉
nel dataset anonimizzato, le cui probabilita` saranno tutte uguali a 1
2
.
Lo stesso procedimento viene adottato per la sequenza 〈EF 〉, ovvero
prima calcola la probabilita` di 〈E〉 (1
2
) e poi quella di 〈EF 〉 (1
2
).
Dopo aver calcolato le probabilita` di successo per numero di osservazio-
ni crescente per gni sequenza del file di attacco si ottiene la distribuzio-
ne delle probabilita` attraverso cui si ha quindi la possibilita` di analizzare
empiricamente il livello di privacy garantito.
5.4 Valutazione
In questa sezione verranno mostrati i risultati ottenuti applicando il fra-
mework di valutazione alle tecniche di anonimizzazione sviluppate nella se-
conda parte della tesi.
5.4.1 Descrizione Dataset
Per studiare con maggior efficacia la validita` dei dati anonimizzati e degli
algoritmi di anonimizzazione proposti si e` preferito utilizzare dei dataset reali
rispetto a quelli sintetici.
I dataset prescelti sono Excite ’97 ed Excite ’99, nonostante provengano dallo
stesso motore di ricerca hanno caratteristiche diverse vista l’espansione del
web negli anni a ridosso del nuovo millennio. Ecco una loro descrizione:
• Excite ’97: questo dataset e` un query log contenente le ricerche fatte
nel motore di ricerca Excite il 16 settembre 1997 (in particolare lo spazio
temporale preso in considerazione va dal 16 settembre 97 alle 0:00 fino
al 17 settembre 97 alle 0.09). E` formato da 206822 transazioni, ognuna
indicante un utente. Il dataset originario era composto da righe formate
da un id utente, la query ricercata e il timestamp relativo. Per i nostri
scopi il dataset e` stato modificato in modo tale da concentrare le query
di un singolo utente su una sola riga mantenendo l’ordine temporale
delle query. In questo modo si sono create le sequenze vere e proprie.
Ricapitolando il dataset utilizzato e` composto come segue:
– ogni riga rappresenta un utente e va considerata come una singola
transazione,
– le transazioni sono formate da una o piu` query, divise opportuna-
mente, ordinate cronologicamente rispetto alla ricerche dell’utente
considerato,
52
Framework per la Valutazione di Algoritmi per l’Anonimato di Sequenze
di Itemsets
– ogni query ha uno o piu` termini
• Excite ’99: query log che contiene le ricerche del motore di ricerca
Excite effettuate il 20 dicembre 1999 dalle 9:00 alle 17:00. E` formato
da 537072 righe ognuna rappresentante un utente con le relative que-
ry divise in gruppi di diversi termini. Rispetto al dataset “Excite 97”
ha circa il doppio delle utenze, questo ci permette di controllare la
scalabilita` dell’algoritmo di anonimizzazione al crescere delle dimen-
sioni del dataset. La struttura di questo dataset e` stata modificata
seguendo la linea gia` adottata per il dataset Excite ’97.
Nella tabella 5.3 e` possibile osservare altre informazioni sui dataset utilizzati.
Dataset N. transazioni N. query N. termini
Excite ’97 206822 954681 1100806
Excite ’99 537072 1783007 2237133
Dataset lung.media query utenti con query con termini ripetuti
Excite ’97 2.01439 51,90%
Excite ’99 2.50137 42.72%
Tabella 5.3: alcune informazioni sui dataset
5.4.2 Analisi sulla Qualita` dei Dataset
Andiamo ora ad illustrare i risultati relativi alla qualita` dei dataset utiliz-
zati. Come gia` descritto nella Sezione 5.1 questo genere di analisi permette di
controllare il comportamento dei dataset rispetto al mantenimento di alcune
proprieta` statistiche prima e dopo il processo di anonimizzazione. In parti-
colare, mostra il comportamento delle caratteristiche dei dataset che possono
influenzare l’utilita` dei dati anonimizzati per fini statistici.
Numero transazioni. In questi primi grafici viene mostrato l’andamento
del numero di transazioni nei due dataset per i diversi metodi di anonimizza-
zione utilizzati. Come previsto all’aumentare di k (k=1 rappresenta il dataset
originale) diminuisce la quantita` di transazioni a causa della fase di pruning
effettuata dall’algoritmo che dipende appunto dal k scelto. Il numero di righe
di un dataset e` , quindi, il primo elemento che ci permette di capire quanto
un algoritmo che voglia proteggere dei dati personali sia aggressivo nel suo
modo di agire. Dopo la fase di cancellazione delle sequenze non frequenti
l’algoritmo di anonimizzazione analizzato prevede tre diversi metodi (vedi
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Capitolo 4) per il recupero delle sequenze infrequenti. Il comportamento dei
questi ultimi e` pressocche` identico e presenta un deciso calo iniziale per poi
scendere costantemente al crescere di k. Si nota che anche con valori di k
relativamente grandi le transazioni non calano mai sotto la soglia del 70-80%
del totale, rappresentando quindi una buona percentuale dei dati iniziali in
entrambi i dataset considerati. In particolare il calo del numero di transazio-
ni di Excite’99 tende ad essere piu` leggero e graduale rispetto ad Excite’97;
questo e` dovuto al numero superiore di transazioni, piu` del doppio, del pri-
mo database rispetto al secondo. Infine il motivo per cui i differenti metodi
implementati dall’algoritmo per il recupero delle sequenze infrequenti hanno
la stessa tendenza e` che vengono recuperate le stesse transazioni.
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Figura 5.1: Numero di transazioni per i diversi k
Lunghezza transazioni. Un altro dato da tenere presente e` la lunghezza
delle transazioni che viene illustrata (Figure 5.2 e 5.3) in termini del nume-
ro di query, essendo i dataset utilizzati dei querylog. In particolare viene
mostrata la percentuale di query che hanno una data lunghezza. I diversi
metodi sviluppati nell’algoritmo di anonimizzazione si comportano in manie-
ra simile. Dei tre Best Jaccard Without Noise e` quello che ha comunque il
numero maggiore di transazioni con la lunghezza piu` breve seguito da Jac-
card Average. Infatti il primo riappende le sottosequenze recuperate creando
un nuovo path nell’albero dei prefissi, creando quindi sequenze piu` corte, ed
il secondo per recuperare una parte frequente di una sequenza incrementa il
supporto di uno dei path presenti nell’albero, privilegiando nella sua scelta
i path piu` corti. Questa misura in entrambi i dataset mantiene un compor-
tamento equilibrato, mostrando che l’anonimizzazione dei dataset non porta
a sconvolgimenti nel rapporto fra le diverse lunghezze delle transazioni che
rimangono simili. In parole povere in un dataset anonimizzato il rapporto
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fra le query di una certa lunghezza e quelle di un’altra sara` simile a quello
presente nei dati originali. Invece e` evidente l’effetto dell’anonimizzazione
sulla lunghezza delle transazioni dovuta alla fase di pruning dell’algoritmo:
dopo il processo di trasformazione dei dati non ci sono transazioni lunghe
piu` di cento query nei dataset considerati. Questo comportamento e` visibile
soprattutto nel caso di Excite’99.
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Figura 5.2: Lunghezza transazioni in Excite’97
Lunghezza media transazioni. Considerando la lunghezza media di una
transazione (Figura 5.4) si nota che, come successo precedentemente per le
altre misure, al crescere del livello di anonimizzazione cala anche il valore di
questa metrica. Il comportamento dei dataset considerati e` simile, ma se si
guardano i diversi metodi dell’algoritmo si notano delle leggere differenze; il
metodo che mantiene una lunghezza media piu` alta e` Best Jaccard per Ex-
cite’97 e Best Jaccard Without Noise per Excite’99. Questo comportamento
e` dovuto alla fase di pruning dell’algoritmo e fa risaltare il fatto che le tran-
sazioni vengono accorciate molto per il raggiungimento dell’anonimizzazione
con un tendenza asintotica verso il valore uno. Questo e` ovvio perche` una
transazione per essere tale deve avere almeno una query. La metodologia
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Figura 5.3: Lunghezza transazioni in Excite’99
Jaccard Average resta sempre la peggiore in questi grafici perche` privilega i
cammini piu` corti che tendono ad abbassare ovviamente la lunghezza media
delle transazioni.
Supporto dei termini. Nella figure 5.5 e 5.6 possiamo vedere il compor-
tamento degli algoritmi di anonimizzazione riguardo il supporto dei termini.
In particolare viene mostrata la percentuale di elementi con un certo sup-
porto per i diversi k (come detto in precedenza k=1 rappresenta il dataset
originale). Si nota subito che al crescere del livello di anonimizzazione la per-
centuale dei supporti piu` bassi cala come e` lecito aspettarsi dal processo di
anonimizzazione che ha lo scopo di rispettare la k-anonymity. Infatti l’algo-
ritmo analizzato cancella i termini che possono essere usati da un attaccante
perche` poco frequenti e quindi rappresentanti un numero minore di utenti.
Nonostante i tre metodi sembrino avere gli stessi risultati, un occhio at-
tento notera` che il metodo “Best Jaccard Without Noise” mantiene le per-
centuali dei supporti piu` bassi in maniera superiore rispetto alle rimanenti
tipologie in entrambi i dataset considerati risultando quindi il piu` vicino alle
caratteristiche dell’originale per quanto riguarda il supporto.
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Figura 5.4: Lunghezza media transazioni
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Figura 5.5: Supporto dei termini in Excite’97
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Figura 5.6: Supporto dei termini in Excite’99
5.4.3 Analisi sulla Qualita` dei Pattern
Per analizzare i pattern sequenziali si e` deciso di dividere i risultati in due
tipologie di analisi, la prima comprende statistiche di base come il numero, la
lunghezza ed il supporto dei pattern, mentre la seconda e` formata da misure
quantitative per la qualita` dei pattern sequenziali. Quest’ultima categoria
raggruppa le misure descritte nella Sezione 5.2 quali la F-measure, la Cover
e la Support Similarity.
Cominciamo con la valutazione delle statistiche di base.
Numero di pattern. Nei grafici in Figura 5.7 viene mostrato l’andamento
del numero dei pattern. Ogni grafico e` relativo ad uno specifico supporto σ
e la valutazione e` stata eseguita per valori di σ che variano da 0.01 a 0.001
per i diversi metodi dell’algoritmo e per i diversi k. Vista la mole di dati
commenteremo i piu` significativi. Jaccard Average e Best Jaccard hanno
comportamenti molto simili, mentre Best Jaccard Without Noise ha valori
piu` bassi rispetto agli altri due e quasi costanti al cambiare di k.
In Excite’99 la situazione si ripete con valori del metodo Best Jaccard Wi-
thout Noise sempre relativamente bassi rispetto agli altri due, ma allo stes-
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Figura 5.7: Numero dei pattern con σ = 0.001
so tempo costanti. Questo comportamento in entrambi i dataset e` dovuto
alla mancanza della generazione di rumore del metodo Best Jaccard Wi-
thout Noise, caratteristica distintiva di questa metodologia rispetto alle altre
sviluppate nell’algoritmo.
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Figura 5.8: Lunghezza dei pattern in Excite’97
Lunghezza dei pattern. I grafici relativi alla lunghezza dei pattern (Fi-
gura 5.8) sono suddivisi sia per il diverso metodo utilizzato dall’algoritmo
sia dal valore di supporto σ scelto. La mole di grafici di questa misura
e` particolarmente ampia (i casi analizzati vanno da valori di σ compresi fra
0.01 e 0.001).
Analizzando i piu` rappresentativi, e cioe` quelli con il maggior numero di
pattern, per i diversi metodi, notiamo che, in Excite’97, Jaccard Average e
Best Jaccard sono molto simili fra loro, mentre Best Jaccard Without Noise
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ha un comportamento differente. In particolare i primi due metodi al crescere
di k si avvicinano alle caratteristiche di lunghezza di pattern dell’originale,
mentre Best Jaccard Without Noise ha valori perfettamente in linea a quelli
dei dati originali (rappresentati da k=1) praticamente per qualsiasi k preso
in analisi.
In Excite’99 si ha un comportamento simile, ma la vicinanza ai valori dei
dati originali fra le due metodologie Jaccard Average e Best Jaccard e` minore
rispetto a quanto riscontrato con Excite’97. Questo comportamento e` atteso
visto il numero maggiore di transazioni del dataset piu` recente.
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Figura 5.9: Lunghezza dei pattern in Excite’99
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Figura 5.10: Lunghezza media dei pattern con σ = 0.001
Lunghezza media dei pattern. I grafici relativi alla lunghezza media dei
pattern (Figura 5.10) sono, come per quello del numero di pattern, suddivisi
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a seconda del supporto e rappresentano l’andamento dei dati per i diversi k
per i tre metodi di anonimizzazione dell’algoritmo.
In questa maniera e` possibile confrontare direttamente le tre metodologie,
mentre prima, nella valutazione della lunghezza dei pattern, avevamo diversi
grafici a seconda del metodo utilizzato.
In Excite’97 i metodi Jaccard Average e Best Jaccard hanno compor-
tamenti simili con diversi valori a seconda del k considerato, ma sempre
molto vicini. Si distacca per il comportamento e la varieta` di valori pre-
sentati il metodo Best Jaccard Without Noise mostrando un andamento
pressocche` costante al variare di k e molto vicino al valore originale dei dati
rappresentato da k=1. In Excite’99 la situazione e` la stessa del precedente
dataset andando a confermare la differenza di Best Jaccard Without Noise ri-
spetto agli altri metodi utilizzati; differenza data dal fatto che questo metodo
non genera rumore.
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Figura 5.11: F-Measure in Excite’97
F-Measure. Cominciamo l’analisi sulla qualita` dei pattern confrontando i
grafici relativi all’F-measure per le varie metodologie e dataset. In generale
al crescere del supporto si ha anche una crescita del valore della F-measure,
ma guardando la Figura 5.11, si nota subito che i risultati sono buoni fi-
no ad un valore di k pari a dodici, dopodiche` si assiste ad un brusco calo
della misura fino a k=20; i casi con k superiori invece si stabilizzano. Stes-
sa comportamento con il metodo Best Jaccard in Excite’97 che conferma,
con leggere differenze, la stessa tendenza della metodologia precedentemen-
te discussa. Considerando invece la tecnica Best Jaccard Without Noise si
nota un netto miglioramento dei risultati che si mantengono alti per tutti i
k e i supporti considerati e solo con valori di k superiori al trenta abbiamo
un abbassamento visibile. Questa forte differenza di quest’ultimo metodo
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con i precedenti due e` dovuta al diverso comportamento della Recall; come
si puo` vedere dalla Figura 5.13(a) e` proprio la Recall che fa calare brusca-
mente i valori segnalando un decisa discordanza dei pattern fra il dataset
originale e quello anonimizzato con Jaccard Average per k alti, mentre con
Best Jaccard abbiamo valori altissimi di questa misura in tutte le condizioni
(Figura 5.13(b)). Questo significa che il file anonimizzato contiene transa-
zioni differenti rispetto all’originale. Queste sono causate dal noise prodotto
dai metodi Best Jaccard e Jaccard Average, infatti il metodo Best Jaccard
Without Noise presenta sempre dei valori medio alti.
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Figura 5.12: F-Measure in Excite’99
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Figura 5.13: Recall in Excite’97
Analizzando invece Excite’99 (Figura 5.12) non si notano bruschi cali in
nessuna delle metologie dell’algoritmo di anonimizzazione. Come in prece-
denza il metodo con i valori piu` elevati per l’F-measure e` risultato essere il
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Best Jaccard Without Noise. Se andiamo ad analizzare anche in questo ca-
so la precision e la recall troveremo che, mentre la precision e` abbastanza
stabile per i diversi k ed i supporti considerati, la recall influenza abbastan-
za il risultato finale cambiando molto a seconda del k e dei supporti scelti.
Quindi rispetto ad Excite’97 il rumore prodotto dai metodi di recupero delle
sequenze eliminate e` minimo.
Cover. La Cover restituisce valori praticamente uguali a quelli della F-
measure. I risultati sono identici perche` la copertura dei pattern viene garan-
tita se il valore di supporto e` maggiore o uguale a k. I grafici (Figura 5.14)
confermano questo comportamento come atteso. La copertura e` garantita
perche` durante la fase di pruning dell’algoritmo di anonimizzazione vengono
cancellate le sequenze che hanno un supporto minore di k. Infine anche il
successivo calcolo dei pattern non considera queste sequenze. Questi pat-
tern con basso supporto non sono poi interessanti rappresentando solo una
minoranza degli utenti presenti nel dataset di sequenze di dati personali.
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Figura 5.14: Copertura
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Support Similarity. Osservando la Figura 5.15 si nota come i risultati
ottenuti siano tutti molto alti, denotando un ottima conservazione di que-
sta caratteristica per i dataset anonimizzati. Questo ottimo comportamento
e` riscontrabile in tutti i dataset analizzati e per tutti i metodi dell’algorit-
mo di privatizzazione, ma ci sono ovviamente delle differenze. In particolare
per Excite’97 i due metodi Jaccard Average e Best Jaccard si comportano
in maniera simile con valori quasi sempre superiori all’80% per qualsiasi k
considerato, mentre i risultati del metodo Best Jaccard Without Noise, re-
stando pur sempre ottimi, sono piu` bassi ed i k risultano anche piu` separati
fra loro. Nonostante la tendenza sia simile e comunque di buon livello per
k=2 si nota una misura rilevata piu` bassa che va migliorando con il suo cre-
scere. Per quanto riguarda invece i supporti considerati non ci sono grandi
differenze anche se e` visibile una tendenza della misura con l’aumentare del
supporto. Questo comportamento e` dovuto all’abbassamento del numero di
pattern determinato proprio dal supporto crescente.
Prendendo in considerazione Excite’99 il discorso non cambia, si hanno
sempre valori molto alti in tutte le condizioni e metodi utilizzati ed inoltre,
nonostante si presenti ugualmente la presenza di valori piu` bassi con k vicini
al quattro usando Best Jaccard Without Noise, il cambiamento non e` evidente
come era successo per Excite’97.
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Figura 5.15: Support Similarity in Excite’97
5.4.4 Analisi sulla Garanzia di Privacy
In questa sezione si mostrano i risultati di quanto gia` dimostrato ma-
tematicamente (Capitolo 4.5). In particolare, analizziamo empiricamente il
livello di privacy garantito sui vari dataset anonimizzati.
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Di seguito illustriamo i grafici che mostrano la distribuzione delle probabilita` di
successo degli attacchi simulati con un numero crescente di osservazioni.
Nella nostra simulazione abbiamo ipotizzato che un attaccante sia in pos-
sesso di diecimila sequenze e abbiamo creato un file di attacco cos`ı formato:
• ogni riga e` una transazione che rappresenta un unico utente,
• ogni utente ha almeno una query,
• ogni query e` composta da uno o piu` termini.
Si e` scelta la stessa dimensione del file di attacco per tutti i dataset analizzati.
Per essere precisi nel caso di Excite’99 si e` preso un file di attacco pari al 2%
circa dell’originale (le righe in possesso dell’attaccante non sono ripetute),
mentre nel caso di Excite’97 la percentuale dei dati personali in possesso
dell’attaccante e` del 5% circa.
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Figura 5.16: Probabilita` di successo di un attacco ad Excite’97
Ricordiamo che scopo della k-anonymity, e quindi del framework di ano-
nimizzazione presentato nel Capitolo 4, e` garantire una privacy tale che la
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probabilita` di successo di un attaccante sia sempre minore o uguale 1/k. Gli
attacchi sono stati eseguiti sui dataset Excite’97 ed Excite’99 anonimizzati
per valori pari di k che vanno da due a venti per i tre diversi metodi dell’al-
goritmo. Cominciando ad analizzare i risultati ottenuti attaccando i dataset
anonimizzati si nota immediatamente che i requisiti richiesti sono ampliamen-
te rispettati. In Figura 5.16(a), ci si aspetta che la probabilita` non superi
lo 0.5% e in effetti la probabilita` di riuscita di un attacco arriva al massimo
al limite stabilito senza superarlo. Va pero` fatto notare che i casi in cui si
raggiunge la soglia di garanzia di privacy dell’algoritmo di anonimizzazione
sono comunque pochissimi, al massimo uno per le prime osservazioni, e che
la stragrande maggioranza dei casi ha possibilita` di successo molto minori.
Inoltre abbiamo quasi il 60% degli attacchi che ha probabilita` nulla. Facen-
do un esempio sempre con il metodo Jaccard Average su Excite’97, ma con
k=20, (Figura 5.16(b)) notiamo che nonostante esistano dei casi vicini alla
soglia richiesta dalla k-anonymity con un valore vicino al limite di 0.05%
richiesto, si tratta di punti isolati relativi alla sola osservazione di lunghezza
uno; piu` del 99% degli attacchi non supera lo 0.03% di probabilita` di suc-
cesso ed inoltre in piu` dell’80% dei casi il successo dell’attaccante e` pari a
zero.
Scegliendo invece le tre metodologie dell’algoritmo come discriminante le
differenze sono minime; tutti i metodi hanno ottimi risultati e tutti molto
vicini fra loro. Leggermente migliore dei tre e` il metodo Jaccard Average.
Questa metologia presenta probabilita` di riuscita di un attacco piu` basse
rispetto alle altre due e meno punti vicini al limite, si tratta in ogni caso di
differenze molto ridotte.
Excite’99 presenta una situazione simile a quella avuta con il preceden-
te dataset. Pochissimi punti raggiungono il limite stabilito dall’algoritmo e
piu` del 95% dei casi si trova addirittura al di sotto della soglia di 1
5k
(vedi
Figure 5.17(a) e 5.17(c)). Per quanto riguarda i diversi metodi di anonimiz-
zazione anche per questo dataset i risultati migliori, seppur di poco, si hanno
con la metodologia Jaccard Average.
L’algoritmo di anonimizzazione presenta quindi degli ottimi risultati ri-
guardo l’anonimizzazione delle informazioni personali degli utenti rappresen-
tati dai dati, costituendo un ottimo strumento per la sicurezza di queste
ultime.
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Figura 5.17: Probabilita` di successo di un attacco ad Excite’99
Capitolo 6
Conclusioni
Il problema di proteggere la privacy quando si rilasciano dati persona-
li e` scientificamente molto interessante ed e` stato estensivamente studiato
in data mining in particolare nel contesto di dati relazionali. Sfortuna-
tamente, pochi studi hanno trattato questo problema in caso di forme di
dati piu` complesse come social network, dati di natura sequenziale e dati
spazio-temporali, anche se oggigiorno stiamo assistendo ad una rapidissima
diffusione di questo tipo di dati. Queste nuove forme di dati sono ricche
semanticamente e questo le rende difficili da anonimizzare; spesso le tecniche
tradizionali per database relazionali risultano non adeguate.
Questa tesi presenta due principali contributi: (a) un framework che per-
mette di rendere disponibili sequenze di dati personali garantendo la privacy
degli individui a cui i dati fanno riferimento; e (b) un framework che permet-
te di valutare algoritmi di anonimizzazione di sequenze di itemset in termini
di qualita` dei dati, qualita` dei pattern sequenziali che e` possibile estrarre e
livello di privacy che viene garantita.
Il framework di anonimizzazione che abbiamo proposto e` un’estensione
del lavoro presentato in [17], che considera database dove ogni transazione
e` una sequenza di singoli item. Invece, il nostro framework di anonimizza-
zione e` adeguato a trattare sequenze di itemset. L’obiettivo raggiunto dal
nostro framework e` duplice: da un lato permette di fornire un buon livello
di protezione della privacy; dall’altro permette di mantenere una ragione-
vole qualita` dei dati, in modo da poter usare i dati anonimi per successive
analisi. In particolare, esso permette di ottenere dei dati anonimi che preser-
vano caratteristiche particolari utili a garantire una buona qualita` dei pattern
sequenziali che e` possibile estrarre.
Il framework di valutazione che abbiamo proposto presenta: (1) funzioni
che permetto di verificare se alcune statistiche di base dei dati vengono pre-
servate; (2) misure quantitative che permettono di verificare la qualita` dei
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pattern sequenziali estratti dai dati anonimi; e (3) una funzione che permet-
te di simulare una serie di attacchi in modo da misurare il livello di privacy
garantito sui dati.
Questo framework e` stato usato per valutare la nostra tecnica di anoni-
mizzazione. In altre parole, usando le funzioni messe a disposizione da questo
framework abbiamo condotto un’ampia varieta` di esperimenti su dati di que-
ry log reali, che ci hanno permesso di valutare i metodi di anonimizzazione
proposti in questa tesi. Attraverso un’analisi approfondita abbiamo dimo-
strato che la tecnica di anonimizzazione proposta permette sostanzialmente
di preservare i pattern sequenziali e importanti proprieta` analitiche dei dati
originali.
Chiaramente, la tecnica di anonimizzazione proposta e` solo uno dei modi
possibili per risolve il problema che abbiamo studiato. Sarebbe interessante
studiare un metodo alternativo al prefix tree per poter rappresentare in modo
piu` compatto i dati, soprattutto in caso di dati molto sparsi. Inoltre, sarebbe
interessante estendere il famework di valutazione con altre funzioni capaci di
misurare come altri risultati di mining, come il clustering, vengano preservati.
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