Design space approximations have proven useful as a means of coordinating individual discipline design decisions in the multidisciplinary design of complex, coupled systems. Arti cial neural networks have been used to provide these parameterized response surface approximations. A method has been developed in which neural networks can be trained using both state and state sensitivity information. This allows for more compact network geometries and reduces the number of coupled system analyses required to develop useful design space approximations. This approach is applied to the Concurrent Subspace Optimization (CSSO) framework for a nonhierarchic test problem in which the sensitivity information is provided using the Global Sensitivity Equations (GSEs).
I. Introduction
The design of complex engineering systems requires the coordinated e orts of a large number of discipline experts. In an ideal situation the decisions within a given discipline would be driven by the design requirements for the complete system. Unfortunately, other practical considerations can lead to a situation where the e orts of discipline experts are not well coordinated. Consequently, the design of these complex systems is often compartmentalized along discipline lines. The problem created by compartmentalization is that the design of many systems is accomplished as the result of the design of subsystems. The design of these subsystems does not take into consideration the e ects of design decisions on the performance of other subsystems nor on the system as a whole.
The goals of Multidisciplinary Design Optimization (MDO) include accounting for the couplings between disciplines and providing a framework in which improved system designs can be obtained. Traditional design approaches have often attempted to provide the designer with information to assist in the decision process in the form of \carpet plots." These nonparametric representations of a design subspace have provided insight into the e ects of variations in design variables from a baseline design on selected performance characteristics. Providing the designer with parameterized analytic expressions in the forms of response surface approximations may be a way in which MDO methodologies can be e ectively integrated into the actual engineering design process.
Engineering systems typically contain many design variables and involve the use of many varied analyses which each contribute information about the system and its performance. The determination of the system characteristics for a given, xed set of design variables is referred to as a system analysis in this paper. A system analysis in a nonheirarchic, coupled system often requires iterating between complex numerical procedures which are expensive both computationally and in terms of person-hours. Consequently, simply performing a single system analysis to obtain a consistent design for a given design vector can be a lengthy process -and it may not necessarily lead to a design which satis es all of the constraints imposed on the system. Reducing the number of these system analyses and accelerating the process of satisfying design constraints by using results in the most e cient means possible is a goal of the current research.
Each time an engineering team performs a system analysis a new candidate design is realized. Design optimization can be performed in order to adjust selected design variables in a manner to meet constraints and optimize selected measures of merit. The number of potential design sites that can be \visited" is often limited by the complexity of the system analysis, cost, and time. Often optimization methods use only the current status of the design to in uence decisions and are unable to use valuable insight provided about the design space which has resulted from previous candidate designs. The development of means to both archive and use this information to in uence the design evolution during optimization are needed.
One of the most useful concepts available to deal with the complexity of the design of coupled systems is that of \sensitivity" information. Global Sensitivity Equations (GSEs) introduced by Sobieski 1] provide a means for quantifying the coupling between disciplines. The need for and use of sensitivity information in design optimization has lead to the inclusion of the calculation of sensitivity information in many design analysis methods as well as the development of new, e cient methods for acquiring this information such as automatic di erentiation 2, 3, 4]. Since this information may now be available in certain cases, it too should be used to help characterize the design space.
Response surfaces approximations to a design space, or a portion of a space, can assume a number of forms. Arti cial neural networks have proven useful in a variety of applications related to design. In the current research neural networks are \trained" using both state and sensitivity information in order to develop compact approximations to the design subspaces. Basic information on neural network approximations is not included in this paper and can be found in References 5, 6, 7] , but the formulation of an alternative network training concept is the focus of this paper.
The use of response surfaces approximations as a means of coordination between discipline designers is demonstrated using an extension of the basic concepts associated with the Concurrent Subspace Optimization (CSSO) algorithm 8, 9] . Details on this extension are provided in References 10, 11] . This approach provides a framework in which designers at the discipline level have the ability to improve the system design using the tools and analyses with which they possess expertise. Information on the in uence of their decisions on the complete system is provided using response surface approximations. System level coordination is performed as an approximate optimization problem also using the response surface approximations. System level coordination allows individual disciplines the opportunity to share design variables and explore regions of the design space which are of special interest to that discipline. The response surface approximations which evolve with the design are trained with the continuously increasing information on the design space. Archiving the design space information in this way is of great value, particularly if one then wishes to perform \what if" studies and consider alternative design requirements. This paper describes and provides an example of an approach to develop response surface approximations based upon arti cial neural networks trained using both state and sensitivity information. These response surfaces are used in a simple, fully coupled, non-hierarchic MDO example which allows for the discussion of speci c implementation issues.
II. Neural Network Design Space Mapping
It has been shown that feedforward, sigmoid activation networks can be a suitable substitute for complex engineering analyses within certain environments 12, 13] . Part of the usefulness derived from the utilization of arti cial neural networks is that the neural networks are exible since a given network is capable of approximating many functional forms. An additional bene t to using arti cial neural network approximations is the ability to represent spaces which are a function of both discrete and continuous variables 14, 15, 16] . The aforementioned methods can work e ectively given enough data, but when little data is available, approximations which attempt to incorporate local gradient information are desirable.
While arti cial neural networks have been shown to be capable of capturing function features, resolving details such as local gradients is more di cult. With recent advances in the area of automatic di erentiation 2, 3, 4, 17] local sensitivity information is becoming available to the designer. Three approaches for including this information are discussed: inclusion of rst order approximation points, training of additional network outputs, and adjustment of the neural network parameters (weights and biases) to minimize the error between desired function values and gradients and neural network outputs and gradients.
First Order Approximation
One potential approach is to augment the neural network training data set with additional points which represent rst order approximations about an existing point at which gradients are known. The training data set consequently consists of a set of baseline points and i additional points computed from linear approximations about each baseline, where i is the number of input variables. A potential di culty with this approach is the rate at which the neural network training data set grows as baseline designs are added. The total number of points in the data base is m = n(i + 1) where n is the number of baseline data points and m is the total number of neural network training data points. When training a network which is exactly-or over-determined (the same number or more training data points than neural network parameters) the neural network training error is typically on the order of 10% at the targets. Assuming for this discussion that an exactly-or over-determined network can be trained to a 5% error, the accuracy of a network trained with these rst order approximations is limited. This is illustrated in Figures 1a and b which show the potential range of a linear approximations to a line of slope 1 which passes through x = 0.5. In Figure 1a it is shown that if the function to be approximated is assumed to be linear over a region which is 5% of the design variable range, a potential approximation which can be trained to within 5% of both data points have slopes ranging from -1 to 3, a 200% error in slope. Figure 1b illustrates a similar situation with a 15% perturbation (of the range of x). In this case the range of potential slopes has been reduced to 0:33 m 1:67, a potential 67% error in the slope with respect to the actual local gradient. The error in slope approximation approaches zero as the perturbation size gets large; however, since the character of the design space is not known a priori the assumption that the function is Slope Representation linear for perturbations on the order of 10% of the independent variable range is tenuous at best. Consequently, error in the approximation using the linear estimates can be more signi cant than demonstrated. Gradient Outputs A second method by which gradient information can be represented in arti cial neural networks is to treat each gradient as an individual output of the neural network. With this method the size of the training data base remains xed and the network size increases. With this approach the number of outputs used for a particular neural network increases from k, where k is the number of dependent variables (outputs) in the system, to k(i + 1). The size of the neural network to be trained can become an issue since as the number of network outputs increases the number of unknown parameters to be determined increases. This requires larger amounts of data compared to a network trained with only targets as outputs.
To examine the feasibility of using additional neu- ral network outputs to include gradient information the mapping of a sinusoidal function in one variable is examined. In Figure 2 it is shown that the training of a 1-4-2 neural network (1 input, 4 hidden nodes, 2 outputs, 18 unknown parameters) with ve training points (x = 0:00; 0:25; 0:50; 0:75; 1:00) trained using backpropagation is able to capture the sinusoidal nature of the function. There exist 10 data points to which an approximation is desired, 2 outputs for each of the 5 inputs. In combination with the 1-4-2 network the 10 data points result in a system of equations which is under-determined. Although the trained network is capable of displaying the trends in the function and gradient spaces, use of such networks in the context of an optimization problem is not particularly desirable. The di culty of using this approximation to provide gradient information to an optimizer is depicted in Figure 2 which shows that con icting information can result from certain regions of the space. In this example the regions between 0:25 x 0:35 and 0:65 x 0:75 produce function values and gradient information which, when evaluated in an optimization procedure, result in confusion as to the appropriate search direction. This occurs for an example in which the training data base for the response surface model is rather richly populated ( ve data points in one variable). Since the intended application of these response surface mappings is within an MDO framework, mappings of spaces in realistic problems rely on a more sparsely populated data base than considered in this example. As a result of the presence of such (potentially) con icting information a more robust method of encapsulating gradient information into neural network approximations is sought.
The two approaches discussed above for the inclusion of gradient information in arti cial neural networks focus on methods of organizing the data and the model to achieve the desired approximation. The third method discussed here focuses on the neural network training algorithm. This concept has previously been explored by Kodiyalam and Gurumoorthy 18] who developed a modi ed backpropagation method which can be used to train three layer neural networks having a continuous bipolar activation function in the hidden layer and a linear activation function at the output layer. The method presented here removes the restriction on network activation functions while maintaining the neural network size and number of system analyses required as compared to traditional feedforward neural networks. Motivation for this third method centers on the ability to determine and control neural network approximation gradient behavior.
Gradient-Enhanced Neural Network Training
Since it is desired to map gradient information within a traditional feedforward network it is necessary to adjust the unknown network parameters such that the mapping is forced to conform to additional constraints on the system. In order to help meet these additional constraints is it possible to express the gradients of the neural network outputs with respect to network inputs solely as a function of the unknown network parameters. Considering a generic three layer neural network as shown in Figure 
Substituting these expressions into Equation 1 yields the partial derivative of a three layer sigmoid activation network output with respect to a network input
This equation can be generalized to a network of an arbitrary number of layers, but becomes quite cumbersome for networks larger than three layers. Additionally, this analysis can be extended to any network activation function. The bene t of Equation 5 in this application is that the gradient of the neural network output function can be obtained analytically for any input, but perhaps more importantly Equation 5 provides a means for controlling this gradient. To illustrate this point consider a neural network with 1 input, 1 hidden node, and 1 output which has been trained to map a single data point as shown in Figure 4 . As is depicted in this gure the neural network output variation with the input is at for the neural network shown in can be used to control the network output gradient. Extension of this method of gradient inclusion in neural network mappings requires that Equation 6 be true for m right hand side constants (and yj vectors) corresponding to desired outputs (and associated hidden node values) at each data point. In general, solution to this series of equations can be performed in a least squares sense in order to simultaneously minimize the error between desired target and gradient values and the neural network output and gradient values. This problem is a linear least squares problem which can be solved by any well-established method 19]. The error in the approximation can become large unless a large number of hidden nodes are utilized to provide more unknown parameters to be determined. It is of value to allow the wji unknown parameters to be modi ed in addition to the hidden node output weights. This approach is employed in this work.
By allowing both the wji and w kj unknowns to be adjusted to minimize the target and gradient residuals an additional consideration has been introduced into the problem. The equations being solved in order to minimize the residuals are no longer linear since z k is a nonlinear function of wji. An iterative system of linear equations can be developed using Equations 5 and 6 applied to both the output and hidden layers, however, discussion of this method of solution is beyond the scope of the current paper. The method chosen to reduce the residuals of the outputs and gradients in the least squares sense is the Levenberg-Marquardt algorithm 19] which is well established for the solution of this class of problems. Implementation of this method was performed using MATLAB r . The information required in order to solve this system is simply a vector of residuals between function values and network outputs and between known gradients and network gradients as computed with Equation 5 .
Results for the training of neural networks which map function gradients are presented here for two examples, a sine wave and a three dimensional \cone" shape. The goal of the sine wave example is to demonstrate that given enough information to characterize the function space, neural networks which do not take into account gradient information (when available) can be less reliable than their gradient-enhanced counterparts. The three dimensional paraboloid serves to illustrate the bene t of utilizing available gradient information to capture function features.
The rst example chosen is again the mapping of a sine wave in one dimension. In this case, training data was selected at ve evenly distributed points across the input x with values 0.00,0.25,0.50,0.75,1.00 where 0:0 x 1:0. A 1-4-1 network was trained on this data and the resulting function approximation is shown in Figure 6 . It can be seen that although What is desired of a function approximation for use in optimization is that the gradient information provided be of the correct sign over the entire space under consideration. If the location of turning and in ection points of a function can be accurately represented, the function value obtained from the approximation is of lesser consequence. The reason for this is that the goal of the optimization process is to nd the location of the optimal design. Analysis of the optimum point at the conclusion of optimization will yield the appropriate objective function value. With this in mind the sine wave approximation generated through the nonlinear least squares solution scheme, for a 1-4-1 neural network trained with the same ve data points considered above and the associated gradient information, yields a function mapping which is of the form desired for use in an optimization process. Notice that at each of the ve training data points the approximate gradient is accurate to less than 10 ?2 of the desired gradient and is always of correct sign. The output function values obtained from this gradientenhanced mapping are not as accurate as those obtained from well-established neural network training practices; however, optimization using this gradientenhanced approximation will always yield the same optimum point as minimization of the actual function.
The second example is intended to show a less subtle distinction between gradient-enhanced and traditional neural network approximations. In this problem it is required that a function described by circular contours be mapped, where the center of the region is the function minimum (see Figure 7) . This func- In contrast neural network training which utilizes gradient information at these same seven points and a 2-3-1 neural network results in a mapping which is not only capable of reproducing the value and slope of the desired function for the given data, but also yields the correct functional behavior between the data points as shown in Figures 9a and b . The di erence between this example and the rst (sine wave mapping) is that in this example a functional form which could not be correctly represented by a traditional neural network is now being mapped e ectively over the entire space.
The previous examples illustrate the potential effectiveness of including gradient information in the neural network training process when it is available. The following section illustrates the application of this method within an MDO framework.
III. CSSO-NN Implementation
The process used to select an appropriate combination of design variables to produce an optimal, feasible design is limited by the ability of the designer to predict system behavior. These predictions are used to drive design decisions. The sequence in which prediction and decisions are performed and the allocation of responsibilities within that process constitutes the framework for the multidisciplinary design process. The CSSO-NN framework used in this research is shown schematically in Figure 10 and detailed in Reference 10] . This schematic illustrates the four main processes which comprise the CSSO-NN formulation. The process proceeds in an iterative fashion, counterclockwise beginning with system analysis, SA, in the upper left-hand corner. The system analysis is typically iterative and involves a coupled set of contributing or discipline analyses. It may represent the most costly single step in the process. The contributing analyses, CA's, are the discipline speci c analyses which are used to evaluate states and constraints. The purpose of a system analysis is to provide a consistent set of states for a given design (i.e. the design variables and associated states satisfy all of the coupled system analyses). Other components of the frame- The example problem used in this study is a simple analytic problem which operates on three variables fxg and produces two states fỹg as given in Equa- Thus the state evaluations or contributing analyses are simple closed-form analytic expressions in the design variables and non-local states which exchange information as shown in Figure 11 . The solution of this set of coupled, nonlinear algebraic equations is determined using an iterative process. The process used to determine y1 and y2 given a xed set of design variables,x, is the system analysis for this problem. Upon convergence of the system analysis the state sensitivities to the design variables are computed using the Global Sensitivity Equations 1]. These sensitivities are necessary for the gradient-enhanced neural network training procedure and can be determined at a fraction of the cost of nite di erence gradients.
The \multidisciplinary" problem to be solved using the gradient-enhanced CSSO-NN algorithm can be stated as Minimize: f = f(x2; x3; y1; y2) = x2 Gradient-Enhanced Neural Network CSSO The gradient information obtained by solving the GSEs at each design point is incorporated into neural networks using a nonlinear least squares (NLS) solution technique developed by Levenberg 20] and modi ed by Marquardt 21] . The use of NLS solution schemes implies that certain relationships between the data and model exist, speci cally that over, exactly, and under-determined systems of equations have meaning in this context. Khuri and Cornell 22] state that for nonlinear data models there is one estimate of the unknown parameters which is optimal in the least squares sense and the determination of the optimal set of parameters is highly dependent upon solution scheme and initial guess at the unknown parameters. The implication is that under-determined (number of equations < number of unknowns) nonlinear systems do not have a single, unique least squares solution. It has been the experience of the authors that a wide range of solutions can be found such that the sum of the residuals between the desired states and neural network outputs is zero in under-determined, non-linear models. Because the number of unknowns in the system in relation to the amount of data available is of some concern, an adaptive neural network sizing model has been adopted for this study. The number of equations in the system is determined by the number of inputs and outputs as k(i + 1), or k output values plus k i gradients. The number of unknown parameters in the model is controlled by adjusting the number nodes present in the single hidden layer. The number of unknown parameters which exist in a feedforward neural network which uses biases can be expressed as (i + 1)j + (j + 1)k] (9) where j is the number of hidden nodes. Equation 9 is set equal to the number of equations (m) and j is determined in terms of the number of inputs and outputs of the system, i and k, as j = m ? ki
The value of j determined in Equation 10 is rounded down to the nearest integer. In this way a system which is exactly determined (j is an integer before rounding) or over-determined (j must be truncated to obtain an integer) is guaranteed.
Although every e ort is made to analyze exactly or over-determined systems, in the initial stages of the CSSO-NN algorithm a small number of data points may be available (only one in some trials) which, in combination with the number of inputs and outputs in the system, can result in j 0 from Equation 10 . In such cases a lower bound on j is enforced, resulting in an under-determined system of equations. This situation adds a bit of unpredictability to the CSSO-NN process in that the early response surface mappings can drive the process to di erent regions of the design space (local optima). This is not necessarily a negative attribute and may be exploited in future work in an e ort to locate globally optimal designs. Implementation Results
In order to assess the gradient-enhanced implementation of CSSO-NN it is useful to examine the nal designs produced from its application. The algorithm was begun from ve di erent starting conditions, two of which were databases of four designs, the remaining three were single-point conditions. The results of all ve trials are presented in Table 1 . In the rst two Table 1 : Solution Using Gradient-Based CSSO-NN Implementation cases presented the CSSO-NN algorithm was initiated with a set of designs consisting of a baseline design point and 3 additional designs representing univariate perturbations in each of the three independent variables. This initial database is geared toward providing a good initial representation of the space for nongradient neural networks. These additional designs each require a system analysis which adds cost to the process, but in the case of the gradient-enhanced networks provides little additional bene t since the gradient changed little for the percentage of the design space perturbation (20%). Consequently three tests were conducted using a single data point for the initial approximation. In all cases presented the nal designs obtained from the gradient-enhanced CSSO-NN formulation were either local or global optima as shown in column 2 of Table 1 . The rst case presented was begun from a local optimum in the design space and did not move from this design. This same situation was explored in 10] for the CSSO-NN algorithm without gradientenhanced network training and it was found that the lack of accuracy of the initial neural network approximations allowed an improved design to be obtained (see Table 2 ). The reason that an improved design can be identi ed using non-gradient CSSO-NN is that there are no move limits imposed in the optimization process and the initial neural network approximation of the design space allows for the identi cation of a new design which is not in the neighborhood of the initial baseline design. This serves to illustrate that the gradient-enhanced training algorithm results in better local approximations. The second case presented in Table 1 has also been analyzed without the use of gradient-enhanced neural networks. The reason for comparing the second trial in Tables 1 and 2 is to show that the performance of both framework formulations is similar for this example. In each case the global optimum design was identi ed in 4 iterations requiring 16 system analyses. The gradient-enhanced neural network implementation required slightly fewer individual contributing analyses for both CA1 and CA2 (343 & 200 versus 379 & 290) .
Of the three single initial data point trials run using the gradient-enhanced CSSO-NN two identi ed the global optimum and one the local optimum shown in Figure 12 . These results compare favorably with the same cases run using the non-gradient approach and with the four initial data point case begun at 0.0,5.0,5.0. From the single initial data point cases begun from 0.0,5.0,5.0 it can be seen that by including gradient information into the neural network approximation the global optimal solution was identied in only 13 system analyses (3 iterations and 1 initial design) and actually converged to the neighborhood of this solution very quickly (2 iterations) as Non-Gradient CSSO-NN Implementations shown in Figure 13 . In contrast to this rapid convergence to the global optimal solution the CSSO-NN formulation with traditional networks begun from this single data point converged to a local optimum solution as shown in this gure. Also illustrated in Figure 13 is that the traditional network CSSO-NN implementation took about 4 iterations to converge to a solution and seven to meet the convergence criteria. Additionally, this implementation does not exhibit the monotonic decrease in merit function displayed by the gradient-enhanced algorithm and observed for all gradient-enhanced CSSO-NN trials. This non-monotonic convergence is attributable to training with a single data point (having an under-determined system for traditional training). The comparison between the two variations of CSSO-NN both starting from a single data point does not provide an unbiased basis on which to assess their relative merits. A fair comparison between the two examines the case in which the starting condition for each initial network training incorporates local design space gradient information. For the nongradient algorithm this is the four initial data point case and for the gradient-enhanced method a single initial point su ces. Due to the way in which gradient information is included using additional data points, the non-gradient approach begins initial design space approximation having required i more analyses than the gradient-enhanced approach. As a result the non-gradient algorithm required three more SAs than the gradient-enhanced approach when starting from 0.0,5.0,5.0.
In this simple problem the advantage of the gradient-enhanced training is not readily apparent. However, for a space in which there are tens or hundreds of design variables the number of analyses required for the non-gradient case can be quite high. Ad-ditional bene t is gained through the use of gradientenhanced training in that gradient information is included at every point in the training database whereas inclusion of this information in the non-gradient approach would result in m i additional analyses where m is the number of \baseline" points in the database.
An additional desired bene t of gradient neural network training is an improved mapping of the design space. To illustrate this in the CSSO-NN algorithm, neural network mappings from the gradient-enhanced, single initial data point case are compared to the approximations obtained from non-gradient, four initial data point optimization. Figure 14 shows the design The gradient-enhanced approximation is able to capture the local gradient information reasonably well but the accuracy of the approximation deteriorates rapidly away from this location since only single point data is available. This loss of accuracy away from the single training point to which the network was trained occurs in a region where the function is changing rapidly but the neural network representation is rather benign. In contrast the traditional neural network approximation is able to represent a larger portion of the design space since it utilizes four initial training points but indicates the incorrect gradient direction at the current design point. In this problem the impact of this inaccuracy in gradient representation is minimal since the nearby constraints play a large role in the optimization process, even though the initial neural network mapping of the objective tends to drive the optimizer away from the global optimum. A bene t of neural network response surface approximations is that they can be used to archive design data. The use of gradient-enhanced neural network training provides a means by which function data and local gradient data can be archived. By representing both types of information it is expected that at convergence the response surface mapping created will provide better data in order to answer \what if" questions than traditional neural network approximations. The performance of both the traditional and gradient-enhanced neural network approximations in the region about the global optimum The accuracy of the gradient-enhanced neural network approximations is not obtained without cost. Since the gradient-enhanced neural network solution involves m k i more equations than traditional neural network training a corresponding increase in the training time can be expected. This training time can be less than that of traditional training for which inclusion of gradients requires m i more system analyses.
In all of the CSSO-NN results presented here the number of system analyses and algorithm iterations are based on the convergence criteria of the cycle consisting of subspace optimization ! approximation ! system optimization ! approximation. For all cases (except the rst which did not move from its starting point) the nal design was obtained to within < 1% of the design variable range in at least 2 fewer iterations than quoted.
IV. Conclusions
This paper presents a new approach to the construction of arti cial neural network response surface mappings. This approach includes local gradient information into the solution for the model parameters. This method has been shown to be more accurate in the representation of gradient information than traditional backpropagation and is especially useful when a limited amount of training data is available. Even for cases in which enough data is available such that traditional neural networks can capture the correct form of the function to be approximated the gradientenhanced networks were able to approximate the function such that the correct gradient direction was maintained across the space. This is of great value in the context of optimization using approximations.
Incorporation of gradient-enhanced neural network training into the CSSO-NN algorithm showed improvement in algorithm performance over the traditional neural network implementation. It is expected that application of this gradient-enhanced method to a problem of greater size would result in more signi cant performance gains. The design spaces which resulted from gradient-enhanced training within the CSSO-NN framework showed improvement at data points over similar traditional networks.
A current drawback to the use of gradientenhanced neural network training is that m k i additional equations which must be solved. The corresponding increase in solution time could become critical for larger problems (on the order of 100 design variables). The great bene t to employing these response surface mappings is the reduction in the number of potentially expensive analyses required to provide enough data such that traditional networks can accurately represent local gradient information. 
