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Kumpulan tiedekirjasto
Tutkielmassa tarkastellaan erilaisia menetelmiä kahden tutkimuksen informaation yhdistämiseen,
kun tutkimusten aineistoissa on samoja tulosmuuttujia. Informaatiota halutaan yhdistää, koska
siten voidaan saada parempia estimaatteja aineistojen yhteisille tulosmuuttujille. Tutkielma on
tehty Helsingin yliopiston ja Tilastokeskuksen yhteisenä pro-gradu -projektina.
Luvussa 2 esitetään tutkielmassa käytettävät aineistot. Ne ovat Ulkomaista syntyperää olevien
työ ja hyvinvointi -tutkimuksen (UTH) aineisto sekä Työvoimatutkimuksen AHM2014-aineiston
ulkomaalaistaustaisista koostuva AHM-aineisto. UTH-aineiston koko on 4 977 henkilöä ja
AHM-aineiston koko 1 472 henkilöä. Luvussa 3 esitetään kirjallisuudessa käytettyjä menetelmiä
tutkimusten tietojen yhdistämiseen ja esitetään tutkielmassa sovellettavia menetelmiä.
Luvussa 4 yhdistetään esimerkkiaineistojen informaatiota ja esitetään siitä saatavia tuloksia. Tut-
kielman aineistoille sekä niiden yhdistetylle aineistolle muodostetaan vastaustodennäköisyysmallin
avulla uudet otospainot. Yhdistetylle aineistolle saadaan laskettua vastautodennäköisyysmallin
avulla paremmat painot, koska suurelle aineistolle tehtävään malliin saadaan paljon vastannei-
suuden selittäjiä. Aineistojen estimaatteja yhdistetään neljällä menetelmällä ja tutkitaan, mikä
menetelmä tuottaa estimaatit, jotka ovat lähimpänä yhdistetystä aineistosta laskettuja esti-
maatteja. Tällaiseksi menetelmäksi osoittautuu painotettu keskiarvo, jossa aineiston estimaatin
painokertoimen määrittää aineiston koko. Lisäksi lasketaan LGREG-estimaatteja UTH-aineistolle
ja yhdistetylle aineistolle siten, että estimaattorin avustava malli on sama. Estimaateista tulee
tällöin hyvin samankaltaisia.
Luvussa 5 esitetään tulosten perusteella tehtyjä johtopäätöksiä. Informaation yhdistäminen kan-
nattaa tehdä yhdistämällä aineistot. Se on työläämpi vaihtoehto kuin estimaattien yhdistäminen,
mutta suuresta aineistosta lasketut estimaatit ovat tarkempia kuin pienemmästä aineistosta las-
ketut estimaatit. Informaation yhdistämiseen on parhaat mahdollisuudet, kun aineistojen kaikki
muuttujat ovat samoja. Silloin kaikkien tulosmuuttujien estimaatteja voidaan parantaa, ja yhdis-
tetyn aineiston kaikkia rekisterimuuttujia voidaan hyödyntää vastaustodennäköisyysmalleissa ja
regressioestimaattoreissa.
Tutkielman tulokset kahden tutkimuksen informaation yhdistämisestä ovat käyttökelpoisia, kun
aineistot ovat erikokoiset. Jos yhdistettäisiin kahden samankokoisen aineiston informaatiota, tulok-
sista osa olisi hieman erilaisia. Jatkotutkimuksena voisi olla imputointimenetelmien soveltaminen
informaation yhdistämiseen.
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Luku 1
Johdanto
1.1 Tutkimuksen tausta
Tutkielmassa käsitellään menetelmiä, joilla voidaan parantaa kahden samaa tavoiteperus-
joukkoa koskevan tutkimuksen yhteisten tulosmuuttujien estimaatteja. Nykyään on yhä
enemmän saatavilla tutkimuksia, joiden aineistoissa on samoja tai samankaltaisia muut-
tujia. Lisäksi monilla tutkijoilla on pääsy tällaisiin tutkimusaineistoihin. Sen seurauksena
kiinnitetään enemmän huomiota siihen, kuinka tutkimusten tiedot voitaisiin yhdistää.
Kun käytetään sopivaa menetelmää informaation yhdistämiseen, saadaan parempia ai-
neistojen yhteisiä tulosmuuttujia koskevia estimaatteja. Ei ole kuitenkaan aina selvää,
mitä menetelmää kannattaisi käyttää. [21] Usein tutkimusten tietoja ei yhdistetä ollen-
kaan, vaikka siihen olisi mahdollisuus. Syynä voi olla se, että tutkijat eivät osaa päättää,
millä menetelmällä tietoja kannattaisi yhdistää. Informaation yhdistämiseen kaivataan li-
sää tutkimusta. [8]
Kahden tutkimuksen informaation yhdistämisellä tarkoitetaan sitä, että tulosmuuttujien
estimoinnissa hyödynnetään kummankin tutkimuksen tietoja. Informaation yhdistäminen
voi tapahtua siten, että lasketaan eri tutkimusten aineistoista estimaatit ja yhdistetään
ne. Estimaattien yhdistämiseen on kirjallisuudessa erilaisia menetelmiä. Toinen vaihtoeh-
to on yhdistää aineistot, muodostaa painokertoimet yhdistetylle aineistolle ja laskea esti-
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maatit. Tutkielmassa tarkastellaan, minkälaisia tuloksia näillä menetelmillä saadaan.
On useita perusteita yhdistää tutkimusten tietoja. Tärkein syy on, että tutkimusten otos-
koot tai joidenkin tavoiteperusjoukon osajoukkojen otoskoot ovat liian pieniä. [21] Tut-
kimusten tietojen yhdistämisellä pyritään myös saamaan parempia pienalue-estimaatteja
[6]. Informaation yhdistämistä ei tehdä ainoastaan erillisten poikkileikkaustutkimusten
tapauksessa, vaan myös saman useasta mittausajankohdasta koostuvan tutkimuksen tie-
toja voidaan yhdistää. Lisäksi voidaan yhdistää samaa aihepiiriä käsittelevien paneelitut-
kimusten informaatiota. Näissä kaikissa tapauksissa ideana on, että estimaatit paranevat,
kun on enemmän havaintoja käytettävissä. Suuremman havaintomäärän hyödyntäminen
pienentää estimaattien satunnaisvaihtelua. [21]
Survey-tutkimusten luotettavuuteen vaikuttavat satunnaisvaihtelun lisäksi puuttuneisuus,
mittausvirheet ja vastaamisen virheet. Näitä voi olla vaikea arvioida ja korjata, jos käyte-
tään vain yhden tutkimuksen tietoja. Informaation yhdistämisellä pyritään oikaisemaan
tällaisia virheitä. Lisäksi sillä voidaan parantaa kattavuutta. Joskus ei ole yhtä tutkimus-
ta, joka kattaisi koko halutun tavoiteperusjoukon, vaan kaksi tai useampaa tutkimusta
kattavat tavoiteperusjoukon kaikki osajoukot. Yhdistämällä informaatio voidaan ottaa
tutkimusten erilaiset vahvuudet huomioon. Jostain tutkimuksesta voi puuttua tietoa, jo-
ka saadaan toisesta tutkimuksesta. [25]
Informaation yhdistämistä tehdään myös rahallisista syistä. Tutkimuksen tekeminen vaa-
tii rahoitusta, joka voi olla ongelma. Halvempi vaihtoehto on hyödyntää jo tehtyjen tut-
kimusten tietoja. [5] Joskus kiinnostuksen kohteena olevan tulosmuuttujan tietoja on kal-
lista kerätä. Esimerkiksi terveystutkimuksissa ihmisten fyysistä kuntoa mittaavia testejä
ei välttämättä haluta tehdä suurelle joukolle. Silloin voidaan yhdistää tutkimusten tietoja
sen sijaan, että kerättäisiin tulosmuuttujatiedot suurelta joukolta. [20]
Tutkielma on tehty Helsingin yliopiston ja Tilastokeskuksen yhteisenä pro gradu -projektina
Tilastokeskuksessa.
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1.2 Kirjallisuuskatsaus
Tutkimusten tietoja yhdistettäessä on tärkeää miettiä tutkimusten vertailukelpoisuutta.
Se on informaation yhdistämisen suurimpia haasteita. Tutkimusten otanta-asetelmat voi-
vat olla erilaiset. Lisäksi aineistonkeruu voidaan suorittaa eri menetelmillä. Näistä joh-
tuen tutkimuksissa voi olla erilaisia otannasta johtuvia ja siitä riippumattomia virheitä.
Aineistoista pitää tehdä vertailukelpoiset ennen informaation yhdistämistä. Siksi tällaiset
aineistojen eroavuudet täytyy oikaista. [4]
Informaation yhdistäminen vaatii huolellisuutta. Vaikka jonkin muuttujan nimi olisi sama
eri tutkimuksissa, se ei välttämättä tarkoita sitä, että tutkimuksissa kysyttäisiin tarkalleen
samaa asiaa. Lisäksi tavoiteperusjoukon määritelmä voi olla hieman erilainen. Maantie-
teelliset rajat voivat myös muuttua, mikä täytyy ottaa huomioon yhdistettäessä paneeli-
tutkimuksen eri ajankohtien tietoja. [28]
Informaation yhdistämistä tarkastellaan usein kirjallisuudessa kahdesta näkökulmasta.
Ne ovat erillinen lähestymistapa (separate approach) ja yhdistetty lähestymistapa (poo-
led approach). Erillisessä lähestymistavassa lasketaan jokaisesta tutkimuksesta estimaatit
erikseen, ja yhdistetty estimaatti on jokin näiden estimaattien funktio. Yleisin tapa on
määrittää tutkimusten estimaateista jonkinlainen lineaarikombinaatio. Yhdistetyssä lä-
hestymistavassa yhdistetään tutkimusten aineistot eli laitetaan kaikki vastaajat samaan
aineistoon. Yhdistetyn estimaatin laskemista varten muodostetaan uudet otospainot, ja
käytetään yksinkertaisen otoksen estimointiin soveltuvia menetelmiä. [21] Näitä lähesty-
mistapoja tarkasteltaessa voidaan käyttää yksinkertaisia nimityksiä: estimaattien yhdis-
täminen ja aineistojen yhdistäminen. Ne kuvaavat lähestymistapoja paremmin.
Estimaattien yhdistämistä ja aineistojen yhdistämistä on tutkittu ja vertailtu kirjalli-
suudessa. Esimerkiksi estimaattien yhdistäminen herättää kysymyksiä, kun on monta
muuttujaa, joiden estimaatit halutaan yhdistää. Yhdistetty estimaatti on tutkimusten
estimaattien painotettu keskiarvo. On kehitetty painokertoimia, jotka riippuvat estimoi-
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tavasta muuttujasta. Tällöin painokerroin on jokaiselle muuttujalle erilainen, mikä on
hankala tilanne [19]. Käytännössä voidaan käyttää yhtä painokerrointa, esimerkiksi tär-
keimpään muuttujaan perustuvaa kerrointa [27]. Mikä olisi paras painokerroin, ja pitäisikö
jokaiselle muuttujalle käyttää samaa painokerrointa? Ne ovat asioita, joihin tarvitaan li-
sää tutkimusta. [21]
O’Muircheartaigh [19] pitää aineistojen yhdistämistä parempana vaihtoehtona erityises-
ti silloin, kun yhdistettävät aineistot ovat hyvin samanlaiset. Sitä käyttämällä tehokas
otoskoko on suurempi kuin siinä tapauksessa, että yhdistetään estimaatit. Steel ja Clark
[27] pitävät aineistojen yhdistämistä parempana, kun estimoitavia muuttujia on paljon.
Perusteluna on, että estimaatteja yhdistettäessä käytetään aineistojen estimaateille yhtä
painokerrointa, joka ei ole optimaalinen kaikille muuttujille.
Suomi ja muut Pohjoismaat ovat ns. rekisterimaita [11]. Tällaisissa maissa hallinnollisia
ja tilastollisia rekistereitä voidaan käyttää tilastollisiin tarkoituksiin. Rekistereissä oleville
henkilöille on yksilölliset ID-tunnisteet. Lisäksi tällaisissa maissa voidaan yhdistää mik-
rotasoisia aineistoja. [12] Näistä syistä Suomessa on hyvät mahdollisuudet estimaattien
ja aineistojen yhdistämiseen. Henkilöiden mukaan yksilöidyt ID-tunnukset mahdollistavat
aineistoja yhdistettäessä sen, että voidaan tunnistaa, ketkä henkilöt sisältyvät molempiin
yhdistettäviin aineistoihin. Monissa muissa maissa tilanne on haastavampi. Mikrotasoisia
aineistoja ei voi yhdistää, ja rekistereihin pääsy voi olla rajoitettu. [12]
1.3 Tutkimuskysymykset ja tutkielman rakenne
Tutkielmassa tarkastellaan informaation yhdistämistä aineistojen yhdistämisen ja esti-
maattien yhdistämisen näkökulmasta. Aineistoja yhdistettäessä on hyvä kysymys, min-
kälaisia otospainoja tulisi käyttää yhdistetylle aineistolle [9]. Tutkielmassa tarkastellaan
painojen muodostamista kahdelle aineistolle ja niiden yhdistetylle aineistolle. Painot muo-
dostetaan vastaustodennäköisyysmallin avulla. Tarkoituksena on tutkia, kuinka paljon ai-
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neistojen yhdistämisestä saadaan hyötyä mallin tekemiseen. Lisäksi selvitetään, miten
painojen muodostaminen mallin avulla yhdistetylle aineistolle poikkeaa siitä, kun painot
muodostetaan yhden tutkimuksen aineistolle.
Estimaattien yhdistämisessä mielenkiinto kohdistuu erilaisiin kokeiltaviin menetelmiin ja
siihen, kuinka hyviä ne ovat toisiinsa verrattuna. Tutkielmassa pyritään löytämään me-
netelmä, jolla saadaan mahdollisimman yhdenmukaisia estimaatteja yhdistetyn aineiston
estimaattien kanssa. Ajatuksena on, että tällaiset estimaatit ovat parhaita, koska yhdis-
tetty aineisto on erillisiä aineistoja suurempi ja sen estimaatit ovat siten tarkempia.
Tarkoituksena on myös tutkia, mitkä asiat vaikuttavat estimaattien yhdistämismenetel-
män valintaan. Onko niin, että joissakin tilanteissa tietty menetelmä on hyvä, mutta jos-
kus jokin muu on parempi? Kuinka aineistojen koko vaikuttaa menetelmän valintaan?
Tutkielmassa tarkastellaan myös, voidaanko hyvää estimaattoria käyttämällä päästä sa-
manlaisiin tuloksiin, kun estimaatit lasketaan kahdesta hieman erikokoisesta aineistosta.
Tämän tutkimiseen käytetään malliavusteista LGREG-estimaattoria. Tarkoituksena on
sovittaa kahdelle aineistolle sama malli ja tutkia, kuinka samanlaisia estimaatteja aineis-
toista saadaan samaa mallia käyttäen. Ajatuksena on tarkastella, voiko havaintomäärien
puutetta korvata käyttämällä hyvää estimaattoria.
Luvussa 2 esitellään tutkielmassa käytettävät aineistot. Luvussa 3 näytetään menetelmiä,
joita on aikaisemmin sovellettu informaation yhdistämiseen sekä esitellään tutkielmassa
sovellettavia menetelmiä. Luvussa 4 muodostetaan erillisille aineistoille sekä yhdistetylle
aineistolle vastauskato-oikaistut painot. Samalla tutkitaan, miten painojen muodostami-
nen yhdistetylle aineistolle eroaa tavallisesta yhden tutkimuksen tilanteesta, sekä kuinka
paljon aineistojen yhdistämisestä saadaan hyötyä vastaustodennäköisyysmallin tekemi-
seen. Sen jälkeen lasketaan estimaatteja yhdistetystä sekä erillisistä aineistoista. Esti-
maatteja yhdistetään eri menetelmillä ja tarkastellaan, mikä menetelmä tuottaa saman-
kaltaisia estimaatteja yhdistetyn aineiston estimaattien kanssa. Lisäksi käytetään mallia-
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vusteista LGREG-estimaattoria. Siinä tutkitaan, kuinka paljon eri aineistoista lasketut
samaa muuttujaa koskevat estimaatit poikkeavat toisistaan, kun LGREG-estimaattorin
käyttämä avustava malli on sama eri aineistoille. Luvussa 5 selostetaan, mitä päätelmiä
tutkielman tuloksista voi tehdä ja miten tutkimusta voisi jatkaa.
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Luku 2
Aineistot
Tässä luvussa esitellään tutkielmassa käytettävät Tilastokeskuksen aineistot: UTH ja
AHM. Ne ovat ulkomaista syntyperää olevia eli ulkomaalaistaustaisia koskevia aineistoja.
Ulkomaalaistaustainen on henkilö, jonka molemmat vanhemmat ovat syntyneet ulkomail-
la.
2.1 UTH
UTH eli Ulkomaista syntyperää olevien työ ja hyvinvointi -tutkimus on laajin Suomessa
tehtävä ulkomaalaistaustaisia koskeva tutkimus, jonka toteuttajia ovat Tilastokeskus, Ter-
veyden ja hyvinvoinnin laitos (THL) ja Työterveyslaitos. UTH toteutettiin vuoden 2014
ja kevään 2015 aikana. Ulkomaalaistaustaisista 15-64-vuotiaista poimittiin tutkimukseen
4 977 henkilön otos. Vastanneita saatiin 3 262. Tavoiteperusjoukon koko on 240 801 hen-
kilöä, jotka voivat olla Suomessa tai ulkomailla syntyneitä ja Suomen tai muiden maiden
kansalaisia. Poiminta tehtiin systemaattisella otannalla Tilastokeskuksen Suomen väestöä
koskevasta tietokannasta. Otokseen poimituille lähetettiin kirje, jossa heidät kutsuttiin
osallistumaan tutkimukseen. Kirjeen lähettämisen jälkeen Tilastokeskuksen haastattelijat
soittivat tutkittaville ja sopivat haastatteluajan. Tiedonkeruumenetelmänä oli tietokonea-
vusteinen käyntihaastattelu.
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UTH:ssa kerättiin tietoa ulkomaalaistaustaisten työmarkkinatilanteesta, työ- ja toimin-
takyvystä, fyysisestä ja psyykkisestä terveydestä, syrjintäkokemuksista sekä palveluiden
tarpeesta. Tutkimuksen kysymykset koottiin suurimmista kansallisista väestötutkimuk-
sista, joita ovat Työvoimatutkimus, Alueellinen terveys- ja hyvinvointitutkimus, Terveys
2011 sekä Työ ja Terveys -tutkimus. Näin tuloksia voidaan verrata suomalaista syntyperää
olevien tuloksiin. Tutkimukseen saatiin taustatietoja Tilastokeskuksen sekä Terveyden ja
Hyvinvoinnin laitoksen hallinnollisista aineistoista.
Tutkielmassa käytettävässä UTH-aineistossa on runsaasti rekisterimuuttujia ja muita apu-
muuttujia. Niistä tärkeimmät ovat liitteessä 1. Tulosmuuttujia on seitsemän. Ne ovat liit-
teessä 2.
2.2 AHM
AHM-aineisto on muodostettu Työvoimatutkimuksen AHM2014-aineistosta. Työvoima-
tutkimus on Suomen 15-74-vuotiasta väestöä koskeva tutkimus, joka perustuu EU:n alu-
eella tehtävän työvoimatutkimuksen (European Union Labour Force Survey, EU LFS) ase-
tuksiin. Työvoimatutkimusta tehdään Suomessa jatkuvasti. Se on paneelitutkimus, jossa
samaa vastaajaa haastatellaan viisi kertaa. AHM2014-aineisto koskee vuonna 2014 to-
teutettua tutkimuksen viidettä haastattelukertaa. AHM tulee sanoista Ad-hoc Module.
Se tarkoittaa EU-asetuspohjaista lisätutkimusta, jonka aihe vaihtelee vuosittain. Vuoden
2014 lisätutkimuksen aiheena oli maahanmuuttajien ja heidän jälkeläistensä työmarkkina-
tilanne. Se suunnattiin erityisesti maahanmuuttajille, mutta vertailun vuoksi kysymykset
kysyttiin kaikilta Työvoimatutkimukseen kuuluvilta.
Työvoimatutkimuksen otokset poimitaan ositetulla systemaattisella otannalla Tilastokes-
kuksen väestötietokannasta siten, että ositteina ovat Manner-Suomi ja Ahvenanmaa. Ah-
venanmaalta poimittu otos on kaksinkertainen väestöosuuteen verrattuna. AHM2014-
aineiston vastaajat ovat henkilöitä, jotka ovat olleet mukana neljällä edellisellä kysely-
kerralla. Tutkielmassa käytettävä aineisto koostuu yhden haastattelukerran vastauksista,
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joten sitä voidaan tutkielmassa pitää poikkileikkaustutkimuksen aineistona.
Tutkielmassa Työvoimatutkimuksen AHM2014-aineistosta käytetään vain sen 15-64-vuotiaita
ulkomaalaistaustaisia, jotka on määritelty samoin kuin UTH-aineiston ulkomaalaistaus-
taiset. Heidät poimitaan AHM2014-aineistosta erilleen. Siten saadaan ulkomaalaistaus-
taisista koostuva aineisto, jonka koko on 1 472 henkilöä. Tälle aineistolle käytetään nimeä
AHM. Näin tutkimuksessa käytettävät aineistot ovat UTH ja AHM. Niillä on sama pe-
rusjoukko: 15-64-vuotiaat Suomessa asuvat ulkomaalaistaustaiset.
Liitteessä 1 on tärkeimpiä analyyseissa käytettyjä rekisterimuuttujia ja muita apumuuttu-
jia. UTH- ja AHM-aineiston lähes kaikki rekisterimuuttujat ovat samoja. AHM-aineiston
seitsemän tulosmuuttujaa ovat liitteessä 2. Tulosmuuttujat ovat samat kuin UTH-aineistossa.
UTH- ja AHM-aineistot koostuvat lähes samoista muuttujista, joten mahdollisuudet in-
formaation yhdistämiseen ovat hyvät.
Luvussa 4 käytetään paljon ulkomaalaistaustaisten yhdistettyä aineistoa, johon kuuluvat
AHM-aineiston 1 472 ja UTH:n 4 977 henkilöä.
2.3 Aineistoja kuvailevat tarkastelut
Tässä kappaleessa esitellään perustietoja UTH- ja AHM-aineistoista. Laskelmat tehdään
ilman painoja, eli jokainen vastaaja edustaa vain itseään. Luvussa 4 aineistoihin muodos-
tetaan painot ja laskelmat tehdään painojen kanssa. Luvussa 4 lasketaan myös joitakin
samoja perustietoja aineistoista kuin tässä luvussa lasketaan, jolloin voidaan vertailla,
miten painojen käyttäminen vaikuttaa tuloksiin.
Tutkitaan taustamaajakaumaa UTH- ja AHM- aineistojen vastanneissa sekä perusjoukos-
sa.
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Kuva 1. Taustamaajakauma UTH- ja AHM-aineistojen vastanneissa sekä perusjoukossa.
Suomen ulkomaalaistaustaisista noin neljänneksellä taustamaa on Venäjä tai entinen Neu-
vostoliitto. Virolaistaustaisia on myös paljon: heitä on enemmän kuin afrikkalaistaustaisia
yhteensä. Ryhmään muut kuuluvat esimerkiksi lähes kaikki Euroopan maat ja Amerikka.
UTH-tutkimukseen osallistuneilla venäläistaustaisilla on hieman yliedustusta, ja muiden
maiden ryhmään kuuluvat ovat aliedustettuina perusjoukkoon verrattuna. Muuten UTH-
ja AHM-aineistojen vastanneet edustavat perusjoukkoa melko hyvin. Tutkitaan sukupuo-
lijakaumaa UTH- ja AHM- aineistojen vastanneissa sekä perusjoukossa.
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Kuva 2. Sukupuolijakauma UTH- ja AHM-aineistojen vastanneissa sekä perusjoukossa.
Perusjoukossa miehiä on hieman enemmän kuin naisia, mutta UTH- ja AHM-aineistojen
vastanneissa naisia on enemmän kuin miehiä. Miehet ovat jättäneet useammin osallistu-
matta tutkimukseen, joten he ovat vastanneissa aliedustettuina. Aineistojen vastannei-
den sukupuolijakauma on hyvin samanlainen. Tutkitaan, kuinka hyvin UTH- ja AHM-
aineistojen vastanneet ikäryhmittäin edustavat perusjoukkoa.
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Kuva 3. Ikäjakauma UTH- ja AHM- aineistojen vastanneissa sekä perusjoukossa.
Kuvasta 3 nähdään, että Suomen ulkomaalaistaustaisten ikäjakauma on erilainen koko
Suomen ikäjakaumaan verrattuna. Ulkomaalaistaustaisista suuri osa on nuoria hyvässä
työiässä olevia, kun koko Suomen väestössä esimerkiksi 55-64-vuotiaita on paljon. Kah-
delta nuorimmalta ikäryhmältä on molemmissa tutkimuksissa saatu huonommin ja kah-
delta vanhimmalta ikäryhmätä paremmin vastauksia perusjoukon jakaumaan verrattuna.
Varsinkin AHM-aineiston vastanneiden ikäjakauma eroaa selvästi perusjoukon ikäjakau-
masta. Painotuksen avulla pyritään oikaisemaan tällaisia eroavaisuuksia. Sukupuolijakau-
ma kummassakin aineistossa vaatii myös oikaisua.
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Kuva 4. Asuinaluejakauma UTH- ja AHM- aineistojen vastanneissa sekä perusjoukossa.
Ulkomaalaistaustaisista lähes puolet asuu pääkaupunkiseudulla. Espoossa heitä asuu suun-
nilleen yhtä paljon kuin Pohjois- ja Itä-Suomessa yhteensä. Helsinkiläiset ovat kumman-
kin tutkimuksen vastanneissa hieman aliedustettuina. Vastanneisuus on melko samanlais-
ta kummassakin aineistossa. Pohjois- ja Itä-Suomessa kuitenkin AHM-aineistoon on saatu
huonommin ja UTH-aineistoon paremmin vastanneita perusjoukon osuuteen verrattuna.
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Luku 3
Menetelmät
3.1 Merkintätavat
Tarkastellaan N yksikön kokoista tavoiteperusjoukkoa U = {1, . . . , k, . . . , N}, josta poi-
mitaan n alkion kokoinen otos s. Yksikön k sisältymistodennäköisyys on pik = P (k ∈ s),
jolloin asetelmapaino dk = 1/pik. Käytetään seuraavanlaista lyhennettyä merkintää: jos
A ⊆ U on mikä tahansa joukon U osajoukko, ∑A tarkoittaa, että ∑k∈A. Tällöin esimer-
kiksi
∑
s yk tarkoittaa summaa
∑
k∈s yk. Olkoon vastanneiden joukko r ⊂ s. Kiinnostuksen
kohteena on tulosmuuttujan y kokonaismäärä ty =
∑
U yk. Oletetaan apumuuttujan x ko-
konaismäärä tx =
∑
U xk tunnetuksi. Kokonaismäärän ty Horvitz-Thompson -estimaattori
(lyhyemmin HT-estimaattori) saadaan kaavasta
(3.1) tˆHTy =
∑
s
dkyk.
Käytetään seuraavaa merkintää: tˆwy tarkoittaa kokonaismäärän ty oikaistua HT-estimaattoria
(3.2) tˆwy =
∑
r
wkyk.
Estimaattori on kuten HT, mutta painoina käytetään vastauskato-oikaistuja (ja mahdol-
lisesti myös kalibroituja) painoja wk, jotka ovat vastanneille.
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Asetelmakerroin saadaan kaavasta [7]
(3.3) deffp(s)(ˆty) =
Vp(s)(ˆty)
Vsrs (ˆty)
,
jossa p(s) on käytettävä otanta-asetelma. Varianssi lasketaan samasta aineistosta kahdella
tavalla. Vp(s)(tˆy) on varianssi, joka perustuu käytettävään otanta-asetelmaan. Vsrs(tˆy) on
varianssi, joka lasketaan olettaen, että on käytetty yksinkertaista satunnaisotantaa. [11]
Otanta-asetelma on tehokkaampi kuin yksinkertainen satunnaisotanta, jos asetelmaker-
roin on ykköstä pienempi.
Asetelmakerroin voidaan kirjoittaa myös seuraavasti:
(3.4) deff p(s)(ˆty) =
Vp(s)(ˆt
∗
y )
Vsrs(N y¯)
,
jossa y¯ =
∑
s yk/nmuuttujan y otoskeskiarvo jaNy¯ asetelmaperusteinen SRS-estimaattori.
tˆ∗y on käytettävä kokonaismääärän ty asetelmaperusteinen tai malliavusteinen estimaatto-
ri. tˆ∗y voi olla esimerkiksi regressioestimaattori. [13]
Ositetussa otannassa perusjoukko U jaetaan ennen poimintaa osajoukkoihin U(d) ⊂ U ,
d = 1, . . . , D, joista poimitaan otokset sd. Osajoukkojen koot ovat N(d) ja otoskoot nd.
Vastanneiden joukko ositteessa d on rd.
Muodostetaan seuraavaksi otokselle s kalibrointipainot, joita tarvitaan regressioestimaat-
toreiden muodostamisessa. Kalibroinnin idea on muuttaa otospainoja dk ainoastaan sen
verran, että kalibrointipainoja wcal käyttämällä yhtälö
(3.5)
∑
s
wcal,kxk = tx
toteutuu [3]. Yksikön k kalibriontipaino saadaan kaavasta [17]
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(3.6) wcal,k = dk +
1
xk
(
tx − tˆHTx
)
.
Kalibrointipainoja muodostaessa pyritään siihen, että ne minimoivat neliömuodot qk
dk
(wcalk−
dk)
2, jossa qk on positiivinen vakio. Kalibrointipainojen avulla voidaan muodostaa koko-
naismäärän ty kalibrointiestimaattori
(3.7) tˆCALy =
∑
s
ykwcal,k = tˆ
HT
y +
∑
s
yk
xk
(
tx − tˆHTx
)
.
Tällaisten regressioestimaattoreiden yhteydessä käytetään yleensä tilastollista mallia, joka
on esimerkiksi muotoa yk = βˆxk + k. Merkitään otoksen s regressiokerrointa
(3.8) βˆ =
∑
s
yk
xk
.
Regressiokertoimen βˆ avulla voidaan muodostaa yleistetty regressioestimaattori eli GREG-
estimaattori
(3.9) tˆGREGy = tˆ
HT
y + βˆ
(
tx − tˆHTx
)
= βˆtx +
∑
s
dk
(
yk − βˆxk
)
,
jossa
∑
s dk
(
yk − βˆxk
)
on residuaalien ˆk = yk − βˆxk HT-estimaattori.
Lineaarisissa regressiomalleissa selittäjiä on usein enemmän kuin yksi. Tarkastellaan ta-
pausta, jossa on yksi selitettävä muuttuja ja q selittäjää. Tällainen usean selittäjän line-
aarinen regressiomalli on muotoa
(3.10) yk = βˆ0 + βˆ1xk1 + · · ·+ βˆqxkq + ˆk.
Parametri βˆ0 on mallin vakiotermi, ja parametrit βˆj, j = 1, . . . , q regressiokertoimia. Yk-
sittäinen regressiokerroin kertoo, paljonko selitettävä muuttuja muuttuu, kun j:nnen se-
littäjän arvo muuttuu yhden yksikön muiden selittäjien arvojen pysyessä samana. [23]
16
Kahden tutkimuksen tapauksessa käytetään seuraavia merkintöjä. Oletetaan, että on kak-
si samaa tavoiteperusjoukkoa U koskevaa tutkimusta, A ja B, joiden aineistot ovat sA ja
sB. Tavoiteperusjoukko U on määritelty samoin kuin sivulla 14. Tutkimusten otanta-
asetelmat ovat p(sA) ja p(sB) sekä otoskoot nA ja nB. Vastanneiden aineistot ovat rA ja
rB. Käytetään aineistojen sA ja sB sisältymistodennäköisyyksille merkintöjä pikA ja pikB,
jolloin asetelmapainot ovat dk(k ∈ sA) = 1/pikA ja dk(k ∈ sB) = 1/pikB. Tavoitteena on
parantaa aineistojen yhteisen tulosmuuttujan y kokonaismäärää ty koskevia estimaatte-
ja. Olkoon sA∪B tutkimusten A ja B yhdistetty aineisto, jossa voidaan tunnistaa, mitkä
yksiköt kuuluvat molempiin otoksiin, ja sp puolestaan yhdistetty aineisto, jossa ei voida
tunnistaa yhteisiä yksiköitä.
3.2 Otospainojen laskeminen vastaustodennäköisyysmal-
lin avulla
Esitetään seuraavaksi vastaustodennäköisyysmallia hyödyntävä vastauskadon oikaisume-
netelmä, jota tutkielmassa käytetään erillisille aineistolle sekä yhdistetylle aineistolle. Vas-
taustodennäköisyysmalli on survey-tutkimuksissa paljon käytetty menetelmä, jolla pyri-
tään ennustamaan vastanneisuuskäyttäytymistä ja vähentämään vastauskadosta johtuvaa
harhaa. [10] Vastaustodennäköisyysmalli on binäärinen malli. Siinä selitettävänä on kaksi-
luokkainen vastanneisuusmuuttuja, joka kertoo, kuuluuko otokseen poimittu yksikkö vas-
tanneisiin vai vastauskatoon. Vastanneisuuden selittäjät valitaan apumuuttujien joukosta.
Mallin avulla saadaan estimoitua yksilölliset vastaustodennäköisyydet otokseen poimituil-
le. [16] Mallin tekeminen vaiheittain etenee Laaksosen [11] ohjetta mukaillen seuraavasti:
1) Valitaan aloituspaino wk, jota halutaan parantaa apumuuttujien avulla. Aloituspaino
pitää olla vastanneiden tasolta, joten asetelmapainot eivät sovellu aloituspainoiksi. Sen
sijaan esimerkiksi peruspaino tai jälkiosituspaino ovat käyttökelpoisia. Aloituspainojen
summan täytyy vastata perusjoukon kokoa. Jos on käytetty ositettua otantaa, aloituspai-
nojen summan jokaisessa ositteessa d pitää olla sama kuin ositteen koko Nd.
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2) Luodaan binäärinen vastausindikaattori, joka saa esimerkiksi arvon 1 vastanneille, ja
arvon 0 vastaamattomille.
3) Etsitään hyviä apumuuttujia, joista on tiedot koko otokselle, eli vastanneille ja vas-
taamattomille. Jatkuvia ja kategorisia muuttujia sekä myös muuttujien yhteisvaikutuksia
voi käyttää mallissa. Rakennetaan binäärinen malli käyttämällä sopivaa linkkifunktiota
(logit, probit, log-log tai clog-log). Sopivimman linkkifunktion valinta vaihtelee tapaus-
kohtaisesti, joten ei voi yleisesti sanoa, mikä niistä on paras. Yleisintä on käyttää logistista
regressiomallia, jossa on logit-linkki. [10] Vastaustodennäköisyysmallin tarkoituksena on
pyrkiä ennustamaan vastaamista apumuuttujien avulla. Mallin toimintaperiaate on, et-
tä se estimoi kullekin yksikölle todennäköisyyden, että vastanneisuusmuuttuja saa arvon
1. Malleja kannattaa kokeilla runsaasti ja valita lopulta paras eli sellainen, joka selittää
vastanneisuutta mahdollisimman paljon. Hyvässä mallissa apumuuttujat ja niiden luokat
vaikuttavat vastanneisuuteen tilastollisesti merkitsevästi.
4) Tuotetaan parhaasta mallista estimoidut vastaustodennäköisyydet µˆk. Lasketaan tun-
nuslukuja ja jakaumia, jolloin voidaan tarkistaa, minkälaisia vastaustodennäköisyydet
ovat. Ne eivät esimerkiksi saa olla liian pieniä, koska siinä tapauksessa tulee hyvin suuria
painoja, mikä ei ole toivottavaa.
5) Lasketaan uudet painot seuraavasti:
(3.11) wadj =
wk
µˆk
q,
jossa alaindeksi adj viittaa sanaan adjusted (oikaistu). Aloituspainot jaetaan mallista saa-
duilla vastaustodennäköisyyksillä. q on skaalatekijä, jonka avulla alustavat painot wk/µˆk
muokataan sellaisiksi, että painojen wadj summa vastaa perusjoukon kokoa N . q saadaan
kaavasta
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(3.12) q =
∑
r wk∑
r(wk/µˆk)
.
Jos on käytetty ositettua otantaa, kaavassa (3.11) käytetään osajoukkokohtaista skaala-
kerrointa qd. Se saadaan kaavasta
(3.13) qd =
∑
rd
wk∑
rd
(wk/µˆk)
,
Kertoimella qd varmistetaan, että painojen wadj summa jokaisessa ositteessa d vastaa osit-
teen kokoa Nd.
6) Tarkistetaan uusia painoja wadj ja niiden jakaumia, ja vertaillaan niitä aloituspainoihin
sekä muihin aikaisemmin laskettuihin painoihin. Painojen wadj summan ja keskiarvon tulee
olla sama kuin peruspainoilla, mutta keskihajonta on yleensä suurempi. Tutkitaan joitakin
estimaatteja ja niiden jakaumia uusia painoja käyttäen.
3.3 Estimaattien yhdistäminen
Tässä kappaleessa esitetään teoriaa, jota kirjallisuudessa on kahden tutkimuksen esti-
maattien yhdistämisestä. Roberts ja Binder [21] näyttävät ehkä yksinkertaisimman me-
netelmän estimaattien yhdistämiseen. Siinä lasketaan estimaattien keskiarvo. Oletetaan,
että on kaksi tutkimusta, joissa on laskettu samaa muuttujaa koskevat estimaatit. Tut-
kimuksen A estimaatiksi on saatu θˆA ja tutkimuksen B estimaatiksi θˆB. Tällöin voidaan
laskea yhdistetty estimaatti
(3.14) θˆc =
θˆA + θˆB
2
.
Estimaatin alaindeksi c tulee sanasta combined (yhdistetty).
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Estimaateista voidaan laskea painotettu keskiarvo siten, että painokertoimen määrittävät
tutkimusten otoskoot. Silloin yhdistetty estimaatti on muotoa
(3.15) θˆc =
nAθˆA + nB θˆB
nA + nB
,
jossa nA ja nB ovat tutkimusten A ja B otoskoot. [21] Mitä suurempi on tutkimuksen
otoskoko, sitä enemmän sen aineistosta laskettua estimaattia painotetaan.
Jos halutaan yhdistetty estimaatti, joka ottaa otanta-asetelman huomioon, voidaan käyt-
tää kaavaa
(3.16) θˆc = λθˆA + (1− λ) θˆB,
jossa
(3.17) λ =
nA/deffA
nA/deffA + nB/deffB
,
kun deffA ja deffB ovat tutkimusten A ja B aineistoista lasketut asetelmakertoimet. [27]
Ne saadaan kaavojen (3.3) tai (3.4) mukaan. Painokerroin λ saa suuren arvon, jos tut-
kimuksen A otoskoko on suuri ja asetelmakerroin pieni. Asetelmakertoimen yhteydessä
käytetään nimitystä tehokas otoskoko. Se tarkoittaa otoskoon ja asetelmakertoimen suh-
detta, eli neff = n/deff . Tehokas otoskoko tarkoittaa otoskokoa, joka tarvitaan, jotta
päästään samaan estimointitarkkuuteen kuin yksinkertaista satunnaisotantaa käyttämäl-
lä. [13] Parametrin λ suuruus riippuu siitä, mitkä ovat tutkimusten A ja B tehokkaat
otoskoot.
Oletetaan, että muuttujalle y on laskettu kokonaismäärän ty estimaatit tˆy,A =
∑
sA
wkyk ja
tˆy,B =
∑
sB
wkyk aineistoista sA ja sB. Painojen wk ja tulosmuuttujan y arvot ovat erilaisia
aineistoissa sA ja sB. Tällöin yhdistetty estimaatti voidaan laskea käyttäen painotettua
estimaattoria
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(3.18) tˆy,c =
∑
sA
λwkyk +
∑
sB
(1− λ)wkyk,
jossa λ on kuten kaavassa (3.17). [27] Tämä antaa kuitenkin saman tuloksen kuin (3.16),
jossa aineistoista sA ja sB valmiiksi lasketut estimaatit kerrotaan parametreilla λ ja 1−λ.
Asetelmakerroin riippuu muuttujasta, joten painokerroin (3.17) saa erilaisia arvoja käy-
tettäessä eri muuttujia. Se on hankala tilanne, jos estimoitavia muuttujia on paljon. Käy-
tännössä ongelma voidaan ratkaista siten, että käytetään kaikille muuttujille yhteistä ase-
telmakerrointa, joka on aineistolle sA
(3.19) deffA = 1 + [CV (dk)]2 , k ∈ sA
ja aineistoa sB koskeva asetelmakerroin vastaavasti
(3.20) deffB = 1 + [CV (dk)]2 , k ∈ sB
Kaavoissa CV tarkoittaa vaihtelukerrointa. [19] Se saadaan kaavasta CV = s/x¯, eli vaih-
telukerroin on keskihajonnan suhde keskiarvoon. Siten painojen dk vaihtelukerroin on
(3.21) CV (dk) =
s(dk)
d¯k
,
jossa s(dk) on painojen keskihajonta ja d¯k painojen keskiarvo.
Kun yhteiset asetelmakertoimet (3.19) ja (3.20) sijoitetaan painokertoimen kaavaan (3.17),
painokerroin λ ei riipu estimoitavasta muuttujasta. Tällainen λ on kuitenkin jonkinlainen
kompromissiratkaisu. Työmäärä vähenee, kun ei tarvitse laskea painokertoimen λ arvoa
joka muuttujalle erikseen, mutta tarkkuutta menetetään.
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Eräs vaihtoehto painokertoimeksi λ on käyttää kaavaa (3.17) siten, että valitaan asetel-
makertoimet deffA ja deffB tärkeimmän estimoitavan muuttujan mukaan. Silloin täytyy
hyväksyä se, että toisten muuttujien estimaateissa on epätarkkuutta. [27]
Aineistoille sA ja sB voidaan muodostaa kalibrointipainot samaan tapaan kuin sivulla 15.
Aineiston sA kalibrointipainot toteuttavat yhtälön
∑
sA
wcal,kxk = tx,A ja aineiston sB kali-
brointipainot vastaavasti yhtälön
∑
sB
wcal,kxk = tx,B. Kalibrointipainot aineistolle sA ovat
wcal,k = dk+(1/xk)(tx,A− tˆHTx,A) ja aineistolle sB vastaavasti wcal,k = dk+(1/xk)(tx,B− tˆHTx,B).
Merkinnöillä tx,A ja tx,B korostetaan sitä, että kyseiset kokonaismäärät koskevat aineisto-
jen sA ja sB x-muuttujia. Ne voivat olla samat tai eri muuttujat. Jos x-muuttujat ovat
samat, voidaan merkitä tx,A = tx,B = tx. Aineistoista sA ja sB laskettuja HT-estimaatteja
on kuitenkin selvyyden vuoksi hyvä merkitä esitetyllä tavalla, vaikka x-muuttujat olisivat-
kin samat. Kalibrointipainojen avulla voidaan muodostaa aineistojen yhteisen muuttujan
y kokonaismäärää koskevat kalibrointiestimaattorit
(3.22) tˆCALy,A =
∑
sA
wcal,kyk = tˆ
HT
y,A +
∑
sA
yk
xk
(
tx,A − tˆHTx,A
)
ja
(3.23) tˆCALy,B =
∑
sB
wcal,kyk = tˆ
HT
y,B +
∑
sB
yk
xk
(
tx,B − tˆHTx,B
)
.
Merkitään aineistojen sA ja sB regressiokertoimia
(3.24) βˆA =
∑
sA
yk
xk
, βˆB =
∑
sB
yk
xk
.
Tällöin GREG-estimaattorit saadaan kaavoista
(3.25) tˆGREGy,A = tˆ
HT
y,A + βˆA
(
tx,A − tˆHTx,A
)
ja
22
(3.26) tˆGREGy,B = tˆ
HT
y,B + βˆB
(
tx,B − tˆHTx,B
)
.
Kokonaismäärän ty yhdistetyn GREG-estimaattorin laskemiseen voidaan soveltaa kaavaa
(3.16), jolloin tˆGREGy,c on painotettu estimaattori
(3.27) tˆGREGy,c = λtˆ
GREG
y,A + (1− λ) tˆGREGy,B ,
kun painokerroin λ on kuten kaavassa (3.17). Vaihtoehtoisesti yhdistetyn GREG-estimaattorin
laskemiseen voidaan käyttää kaavaa, joka sisältää molempien aineistojen regressiokertoi-
met. Tällöin yhdistetty GREG-estimaattori saadaan kaavasta
(3.28) tˆGREGy,c = tˆ
HT
y,c + λβˆA
(
tx,A − tˆHTx,A
)
+ (1− λ)βˆB
(
tx,B − tˆHTx,B
)
,
jossa tˆHTy,c = λtˆHTy,A + (1− λ)tˆHTy,B on kokonaismäärän ty yhdistetty HT-estimaattori.
Käsitellään seuraavaksi tapausta, jossa aineistojen sA ja sB kalibroinnissa käytettävät x-
muuttujat ovat samoja, jolloin tx,A = tx,B = tx. Määritellään oikaistut asetelmapainot
d∗k = λdk, k ∈ sA ja d∗k = (1 − λ)dk, k ∈ sB, jossa λ saadaan kaavasta (3.17). Tällöin
aineiston sA kalibrointipainot ovat
(3.29) w∗cal,k = d
∗
k +
d∗kxk∑
k∈sA d
∗
kx
2
k +
∑
k∈sB d
∗
kx
2
k
(
tx − tˆHT ∗x,c
)
ja aineiston sB kalibrointipainot vastaavasti
(3.30) w∗cal,k = d
∗
k +
d∗kxk∑
k∈sA d
∗
kx
2
k +
∑
k∈sB d
∗
kx
2
k
(
tx − tˆHT ∗x,c
)
,
joissa
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(3.31) tˆHT
∗
x,c =
∑
sA
d∗kxk +
∑
sB
d∗kxk
on aineistoja sA ja sB käyttäen laskettu kokonaismäärän tx HT-estimaattori. Merkinnällä
tˆHT
∗
x,c korostetaan sitä, että kyseisessä estimaattorissa ei käytetä tavallisia asetelmapainoja
dk, vaan oikaistuja asetelmapainoja d∗k. Viitataan ∗-merkinnällä painojen d∗k käyttöön seu-
raavissakin estimaattoreissa ja regressiokertoimissa. Kalibrointipainojen (3.29) ja (3.30)
avulla voidaan muodostaa yhdistetty GREG-estimaattori
(3.32) tˆGREG
∗
y,c = tˆ
HT ∗
y,c + βˆ
∗ (tx − tˆHT ∗x,c ) ,
jossa
(3.33) βˆ∗ =
∑
sA
d∗kykxk +
∑
sB
d∗kykxk∑
sA
d∗kx
2
k +
∑
sB
d∗kx
2
k
.
Regressiokerroin βˆ∗ voidaan ilmaista myös kaavassa (3.28) esitettyjen regressiokertoimien
painotettuna keskiarvona. Jos merkitään
(3.34) D∗ =
∑
sA
d∗kx
2
k∑
sA
d∗kx
2
k +
∑
sB
d∗kx
2
k
,
yhdistetty regressioestimaattori (3.32) voidaan kirjoittaa muodossa
(3.35) tˆGREG
∗
y,c = tˆ
HT ∗
y,c +
[
βˆAD
∗ + βˆB (1−D∗)
] (
tx − tˆHT ∗x,c
)
.
3.4 Aineistojen yhdistäminen
Tässä kappaleessa esitetään kirjallisuudessa käytettyjä menetelmiä yhdistetyn aineiston
painotukseen ja estimaattien laskemiseen. Jos voidaan tunnistaa, ketkä vastaajat ovat
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molemmissa aineistoissa, voidaan laskea yhdistetyn aineiston sA∪B sisältymistodennäköi-
syydet seuraavasti:
pipk = P (k ∈ sA∪B) = P (k ∈ sA) + P (k ∈ sB)− P (k ∈ sA ∩ sB)
= pikA + pikB − P (k ∈ sA ∩ sB) ,
jossa alaindeksi pk viittaa yhdistetyn (pooled) aineiston yksikköön k. Sisältymistodennä-
köisyyden laskemiseen tarvitaan siis tiedot jokaisen yksikön k poimintatodennäköisyyksis-
tä otoksiin sA ja sB sekä todennäköisyys, että yksikkö k poimitaan molempiin aineistoihin.
Jos aineistot on poimittu toisistaan riippumattomasti, P (k ∈ sA ∩ sB) = pikApikB, jolloin
(3.36) pipk = P (k ∈ sA∪B) = pikA + pikB − pikApikB.
Jos aineistoja ei ole poimittu toisistaan riippumattomasti, todennäköisyyksien P (k ∈ sA ∩ sB)
määrittäminen on hankalampaa. Tilanne voi olla esimerkiksi sellainen, että aineistoja poi-
mittaessa on yritetty välttää samoja vastaajia, jolloin ei ole kyse riippumattomista otok-
sista. Silloin todennäköisyys, että yksikkö k on poimittu molempiin aineistoihin, voidaan
estimoida seuraavalla tavalla:
1. Poimitaan M otosta sA,m ja sB,m, m = 1, . . . ,M otanta-asetelmilla p(sA) ja p(sB) pe-
rusjoukon U otantakehikosta.
2. Estimoidaan todennäköisyydet P (k ∈ sA ∩ sB) = pik,sA∩sB käyttämällä kaavaa
(3.37) pˆik,sA∩sB =
Nk,sA∩sB + 1
M + 1
, k = 1, . . . , N,
kun Nk,sA∩sB on niiden tapausten lukumäärä, joissa yksikkö k kuuluu molempii otoksiin:
(3.38) Nk,sA∩sB =
M∑
m=1
Im(k ∈ sA,m ∩ sB,m),
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jossa Im(k ∈ sA,m ∩ sB,m) = 1, jos yksikkö k sisältyy molempiin otoksiin ja 0 muulloin. [1]
Tutkimukset voidaan tehdä niin, että tarkoituksella vältetään samojen vastaajien mu-
kanaolo molemmissa tutkimuksissa, jolloin pikApikB = 0. Jos sisältymistodennäköisyydet
ovat pieniä, päällekkäisten vastaajien välttämisellä ei kuitenkaan ole suurta hyötyä, koska
pikApikB on hyvin pieni. [27]
Sisältymistodennäköisyyksien avulla saadaan muodostettua yhdistetylle aineistolle asetel-
mapainot
(3.39) dk =
1
pikA + pikB − pikApikB ≈
1
pikA + pikB
.
Steel ja Clark [27] esittävät, että jos apumuuttujia on käytettävissä, eräs mahdollisuus
estimoinnin tehostamiseen on käyttää näitä painoja kalibroinnissa aloituspainoina.
Jos ei tiedetä, mitkä yksiköt ovat molemmissa otoksissa, voidaan pipk määrittää uudelleen
siten, että se on odotusarvo sille määrälle, kuinka monta kertaa yksikkö on mukana yhdis-
tetyssä otoksessa sp (jossa otosten yhteiset yksiköt esiintyvät kahdesti). Tällöin saadaan
(3.40) pipk = pikA + pikB.
Asetelmapainot saadaan taas sisältymistodennäköisyyden käänteislukuna, eli ne ovat sa-
mat, joihin päädytään kaavassa (3.39). Näin voidaan käyttää samaa kaavaa asetelmapai-
noille riippumatta siitä, tiedetäänkö otosten yhteiset yksiköt vai ei.
Kun on kyse suurista kansallisista tutkimuksista, voidaan olettaa, että pikApikB = 0, eli
aineistoissa ei ole samoja vastaajia [2]. Tutkielman aineistot ovat verrattavissa tällaisiin
suurten kansallisten tutkimusten aineistoihin, joten niissä ei oletettavasti ole samoja hen-
kilöitä.
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Yhdistetylle aineistolle sp voidaan käyttää tavallisia yhden aineiston tapaukseen sovel-
tuvia estimaattoreita, joita kappaleessa 3.1 on esitetty. Siten yhdistetyn aineiston tulos-
muuttujan y HT-estimaattori on
(3.41) tˆHTy =
∑
sp
dkyk.
Tämä on samaa muotoa kuin kappaleessa 3.1, mutta asetelmapainojen dk kaava (3.39)
on hieman erilainen kuin tavallisessa yhden aineiston tapauksessa. Lisäksi kaavassa (3.41)
käytetään yhdistettyä aineistoa sp. Yhdistetyn aineiston GREG-estimaattori saadaan myös
samaan tapaan kuin kappaleessa 3.1:
(3.42) tˆGREGy = tˆ
HT
y + β
(
tx − tˆHTx
)
,
kun laskennassa käytetään yhdistettyä aineistoa sp.
3.5 LGREG-estimaattori
Logistista yleistettyä regressioestimaattoria eli LGREG-estimaattoria voidaan käyttää
luokiteltujen muuttujien luokkafrekvenssien laskemiseen [14]. LGREG-estimaattori on
asetelmaperusteinen malliavusteinen estimaattori. Se hyödyntää lisäinformaatiota tilas-
tollisen mallin avulla. Mallin idea on, että siinä selitettävänä on luokiteltu tulosmuuttuja,
jonka luokkien kokonaismääriä estimoidaan. Selittäjinä on apumuuttujia, jotka korreloi-
vat vahvasti tulosmuuttujan kanssa. LGREG-estimaattoria käytettäessä tarvitaan otosai-
neiston s lisäksi perusjoukon yksilötasoista aineistoa. Estimaattori käyttää otostietoja ja
mallin avulla koko perusjoukon yksiköille estimoituja tulosmuuttujan arvoja. LGREG-
estimaattori kuuluu yleistettyjen regressioestimaattoreiden perheeseen. Jos tilastollinen
malli on hyvä, LGREG-estimaattori on lineaarista GREG-estimaattoria tarkempi luoki-
teltuja muuttujia koskevassa estimoinnissa. [18]
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Oletetaan, että estimoitavana on m-luokkainen tulosmuuttuja y. Käytettävissä on arvot
yk otoksen s tasolta. Halutaan estimoida muuttujan y frekvenssijakaumaa perusjoukos-
sa. Oletetaan, että apumuuttujien xk arvot tiedetään kaikilta perusjoukon U jäseniltä.
Multinomiaalinen logistinen malli on muotoa
(3.43) P (yk = i) =
exp(xTk βˆi)∑m
r=1 exp(x
T
k βˆr)
, i = 1, . . . ,m,
jossa parametrivektori βˆ koostuu vektoreista βˆi (i = 1, . . . ,m), joilla on komponentit βˆij
(j = 1, . . . , q). [14] LGREG-estimaattorin avustavana mallina voidaan käyttää erilaisia
malleja, kuten esimerkiksi logistista kiinteiden tekijöiden mallia tai logistista sekamallia.
Usein estimoitavana on binäärinen tulosmuuttuja, joka saa esimerkiksi arvot 0 ja 1. Silloin
voidaan käyttää logistista mallia
(3.44) P (yk = i) =
exp(xTk βˆi)
exp(xTk βˆ0) + exp(x
T
k βˆ1)
, i = 0, 1.
Määritellään luokkaindikaattorit yki = I(yk = i). Tavoitteena on estimoida muuttujan
y luokan i kokonaismäärää ty,i =
∑
U yki. Sovelletaan multinomiaalista logistista mallia
(3.43) yleistettyyn regressioestimointiin estimoimalla odotusarvot µˆki = E(yki|xk; βˆ) =
P (yk = i)|xk; βˆ). Kun asetetaan Lehtosen ja Veijasen [14] tavoin βˆ1 = 0, saadaan
(3.45) µˆki = P (yk = i)|xk; βˆ) = exp(x
T
k βˆi)
1 +
∑m
r=2 exp(x
T
k βˆr)
,
jotka riippuvat epälineaarisesti apumuuttujista. Binäärisen tulosmuuttujan tapauksessa
(3.46) µˆk = P (yk = i)|xk; βˆ) = exp(x
T
k βˆi)
1 + exp(xTk βˆi)
.
Estimoitujen odotusarvojen avulla voidaan muodostaa muuttujan y luokan i kokonais-
määrän ty,i LGREG-estimaattori
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(3.47) tˆLGREGy,i =
∑
U
µˆki +
∑
s
dk(yki − µˆki), i = 1, . . . ,m.
Binäärisen tulosmuuttujan tapauksessa LGREG-estimaattori on vastaavasti
(3.48) tˆLGREGy,i =
∑
U
µˆk +
∑
s
dk(yki − µˆk), i = 0, 1.
Nämä estimaattorit ovat sopivia käytettäväksi, jos halutaan laskea koko perusjoukkoa
koskevia estimaatteja. Usein halutaan laskea myös perusjoukon osajoukkoja koskevia esti-
maatteja. Osajoukkoja voivat olla esimerkiksi maantieteelliset alueet. Luokiteltujen muut-
tujien osajoukkototaalien laskemiseen voidaan käyttää LGREG-estimaattoria
(3.49) tˆLGREGy,(d)i =
∑
Ud
µˆki +
∑
sd
dk(yki − µˆki), i = 1, . . .m.
Estimaattori (3.49) on muuten samanlainen kuin (3.47), mutta tarkasteltavana ovat nyt
vain osajoukon Ud yksiköt. Osajoukkoestimaattorit (3.49) ovat additiivisia, eli
∑
i tˆ
LGREG
y,(d)i =
Nd. Jos yhdistetään kaksi erillistä osajoukkoa d1 ja d2, osajoukon d = d1∪d2 kokonaismää-
rän LGREG-estimaattori on tˆLGREGy,(d)i = tˆ
LGREG
y,(d1)i
+ tˆLGREGy,(d2)i . Yleisesti erillisille osajoukoille
pätee
∑
d tˆ
LGREG
y,(d)i = tˆ
LGREG
y,i ja
∑
i tˆ
LGREG
d,i = N . [14]
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Luku 4
Aineistojen analyysi
Tässä luvussa yhdistetään UTH- ja AHM -aineistojen informaatio eri menetelmillä. Luku
jakautuu karkeasti kolmeen osaan. Ensin lasketaan otospainot vastaustodennäköisyysmal-
lin avulla ja vertaillaan eroja, kun malli tehdään erillisille aineistoille ja yhdistetylle ai-
neistolle. Sen jälkeen lasketaan estimaatteja yhdistetystä aineistoista, yhdistetään UTH-
ja AHM-aineistoista laskettuja estimaatteja eri menetelmillä sekä vertaillaan menetelmiä
keskenään. Luvun lopussa tehdään laskelmia käyttäen LGREG-estimaattoria.
Käytetään seuraavia merkintöjä. Olkoon UTH-tutkimuksen tavoiteperusjoukko (lyhyem-
min perusjoukko) Uuth, aineisto suth, otoskoko nuth sekä vastanneiden aineisto ruth. AHM-
aineistolle käytetään merkintöjä vastaavasti: aineisto sahm, otoskoko nahm ja vastanneiden
aineisto rahm. AHM-aineistoa koskeva perusjoukko on sama kuin UTH-tutkimuksen pe-
rusjoukko, eli Uahm = Uuth. Tällöin myös perusjoukon koot ovat samat, eli Nahm = Nuth.
Analyyseissa tehdään paljon laskelmia ulkomaalaistaustaisten yhdistetystä aineistosta,
joka koostuu aineistoista suth ja sahm. Käytetään sille merkintää sulk.
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4.1 Otospainojen muodostaminen
4.1.1 Vastaustodennäköisyysmalli yhden tutkimuksen aineistolle
Näytetään ensin, miten painot muodostetaan vastaustodennäköisyysmallin avulla yhden
tutkimuksen tapauksessa. Samat säännöt pätevät myös pitkälti kahden tutkimuksen yh-
distetyn aineiston tapauksessa. Vastaustodennäköisyysmallin tekemiseen käytetään Laak-
sosen menetelmää, joka on esitetty sivuilla 17-19. Näytetään vaihe vaiheelta, miten mallin
tekeminen ja painojen laskeminen tapahtuu aineistolle suth.
Vaihe1. aloituspainon valinta. Laaksosen ohjeiden mukaan aloituspainoksi käy esimerkik-
si peruspaino tai jälkiosituspaino. Aineistossa suth on jälkiosituspaino, jonka nimi olkoon
wk. Se on tehty muuttujien sp, ika10 ja pks mukaan (ks. liite 1). Jälkiosituspaino on hy-
vä aloituspaino, koska se ottaa jo osaltaan vastauskatoa huomioon. Käytetään painoa wk
aloituspainona.
Vaihe 2. Binäärisen vastausindikaattorin luominen. Tehdään aineistoon muuttuja resp,
joka saa arvon 1 vastanneille ja 0 vastaamattomille.
Vaihe 3. Logistisen mallin rakentaminen ja selittäjien etsiminen. Selitettävä muuttuja on
binäärinen resp. Tehdään logistinen regressiomalli käyttämällä SAS-ohjelmiston proc lo-
gistic -toimintoa. Selittäjät pyritään valitsemaan siten, että ne selittävät vastanneisuutta
tilastollisesti merkitsevästi. Selittäjien valinnan voi tehdä esimerkiksi siten, että valitsee
kaikki haluamansa selittäjät malliin, ajaa mallin ja poistaa sen selittäjän, jonka p-arvo
on suurin. Sen jälkeen ajaa mallin uudestaan ja poistaa taas huonoimman selittäjän.
Tätä jatketaan, kunnes on jälkellä pelkästään tilastollisesti merkitseviä selittäjiä. SAS-
ohjelmistossa on myös automaattinen toiminto selection=backward, joka aluksi valitsee
malliin kaikki selittäjät, joita annetaan, käy jokaisen läpi ja poistaa huonot selittäjät mal-
lista. Lisäksi on selection=forward -toiminto, joka lisää selittäjiä malliin yksi kerrallaan
ja jättää ne malliin, jos ne ovat tilastollisesti merkitseviä. Näitä kaikkia kannattaa ko-
keilla, mutta itse suosin menetelmää selection=backward. Mallia ei voi kuitenkaan tehdä
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pelkästään automaattisten toimintojen avulla. Usein selittäjien joukossa on esimerkiksi
sellaisia muuttujia, jotka ovat keskenään samanlaisia ja jotkut niiden luokat voivat olla
samoja. Silloin SAS-ohjelmisto varoittaa tällaisista päällekkäisistä muuttujista. Käyttäjän
pitää löytää, mitkä ovat kyseiset muuttujat, poistaa yksi niistä ja tehdä malli uudelleen.
Lopullisessa mallissa on 11 selittäjää. Malli on muotoa
(4.1) log
[
µˆk
1− µˆk
]
= βˆ0 + βˆ1x1 + . . .+ βˆ11x11,
jossa log tarkoittaa luonnollista logaritmia. Mallin avulla estimoidaan todennäköisyydet
µˆk = P (respk = 1). Näin kaikille vastanneille saadaan yksilöllinen todennäköisyys kuulua
vastanneisiin, eli muuttujan resp luokkaan 1. Mallin (4.1) selittäjät on kuvattu taulukos-
sa 1.
Taulukko 1. Vastanneisuuden selittäjät aineiston suth lopullisessa mallissa.
Selittäjä Selite DF Waldin testisuure p-arvo
x1 Kansalaisuus 4 13,26 0,01
x2 Koulutusaste 3 24,99 <0,001
x3 Sukupuoli 1 22,29 <0,001
x4 Siviilisääty 5 21,24 <0,001
x5 Asuinalue 19 50,77 <0,001
x6 Ikäryhmä 9 18,81 0,03
x7 Työnhakijarekisterin työllisyyskoodi 7 46,77 <0,001
x8 Asuntokunnan koko 7 130,53 <0,001
x9 Pääasiallinen toiminta vuonna 2 012 6 30,68 <0,001
x10 Työkuukaudet vuonna 2 012 12 22,71 0,03
x11 Alle 7 v. lasten lukumäärä 1 25,57 <0,001
DF tarkoittaa vapausasteita. Waldin testisuure W saadaan kaavasta
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(4.2) W =
(
βˆq
se(βˆq)
)2
,
jossa βˆq on selittäjän q = 1, . . . , 11 regressiokerroin ja se(βˆq) vastaava keskivirhe. Wal-
din testisuure noudattaa asymptoottisesti χ2-jakaumaa, jonka perusteella voidaan laskea
p-arvo eli tilastollinen merkitsevyys. Wadin testin avulla voidaan tarkastella, pitääkö nol-
lahypoteesi paikkansa vai ei. Nollahypoteesi on tässä tapauksessa βˆq = 0, joka tarkoittaa,
että selittäjällä q ei ole vaikutusta vastaamiseen. Merkitsevyystaso on 0,05. Kaikkien se-
littäjien p-arvo on alle merkitsevyystason, joten selittäjät ovat tilastollisesti merkitseviä.
Monen selittäjän p-arvo on jopa alle 0,001.
Taulukossa 1 on monia ennalta arvattavia vastanneisuuden selittäjiä, kuten sukupuoli,
ikäryhmä ja koulutustaso. Joitakin hieman yllättävämpiäkin selittäjiä on. Esimerkiksi
asuntokunnan koolla näyttää olevan merkittävä vaikutus vastaamiseen, koska Waldin tes-
tisuureen arvo on suuri.
Vaihe 4. Vastaustodennäköisyyksien µˆk tuottaminen. Tuotetaan lopullisesta mallista vas-
taustodennäköisyydet. Ne saadaan ratkaisemalla µˆk kaavasta (4.1), eli
(4.3) µˆk =
exp(βˆ0 + βˆ1x1 + . . .+ βˆ11x11)
1 + exp(βˆ0 + βˆ1x1 + . . .+ βˆ11x11)
.
Vastaustodennäköisyyksien tunnuslukuja on taulukossa 2.
Taulukko 2. Vastaustodennäköisyyksien tunnuslukuja.
Muuttuja Minimi Maksimi Mediaani Alakvartiili Yläkvartiili
µˆk 0,06 0,95 0,69 0,59 0,77
33
Vastaustodennäköisyydet näyttävät ihan hyviltä. Minimi 0,06 ei ole liian pieni. Se on hy-
vä, koska silloin ei tule liian suuria painoja.
Vaihe 5. Uusien painojen laskeminen. Vastauskatokorjatut eli adjustoidut painot wadj
voidaan laskea sivulla 18 esitettyä kaavaa (3.11) käyttäen, eli
(4.4) wadj =
wk
µˆk
q,
jossa wk on aloituspaino ja µˆk mallin estimoima vastaustodennäköisyys yksikölle k. Ky-
seessä ei ole ositettu otanta, joten kaavassa (4.4) voidaan käyttää kerrointa q. Se saadaan
kuten kaavassa (3.12), eli aineistolle ruth skaalakerroin on muotoa
(4.5) q =
∑
ruth
wk∑
ruth
wk/µˆk
.
Vaihe 6. Adjustoitujen painojen tarkastelu ja vertailu aloituspainoihin. Tehdään tauluk-
ko, jossa on joitakin tunnuslukuja aloituspainoista ja adjustoiduista painoista.
Taulukko 3. Painojen tunnuslukuja.
Muuttuja Minimi Maksimi Keskiarvo Keskivirhe Summa
wk 55,8 97,9 73,8 0,20 240 801
wadj 39,0 642,6 73,8 0,59 240 801
Aloituspainojen ja adjustoitujen painojen keskiarvo ja summa ovat samat. Painojen sum-
mat vastaavat perusjoukon kokoa. Niin pitääkin olla, ja tähän painotuksessa aina pyri-
tään. Lasketaan ikäjakauman estimaatit aineistosta suth käyttämällä painoja wadj.
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Kuva 5.UTH-aineistosta painojen wadj avulla estimoitu perusjoukon ikäjakauma ja perus-
joukon todellinen ikäjakauma.
Tuloksia voidaan verrata kuvan 3 (s. 12) tuloksiin, jotka on laskettu samasta aineistos-
ta ilman painoja. Kuvat näyttävät melko samanlaisilta, mutta jonkin verran on eroja.
Kuvassa 3 UTH:n 25-34-vuotiaat ovat aliedustettuna, mutta kuvassa 5 heidän osuutensa
on melko sama kuin perusjoukossa. Kuvan 5 perusteella painojen wadj avulla estimoitu
UTH:n ikäjakauma noudattaa perusjoukon ikäjakaumaa melko hyvin.
Tarkastellaan seuraavaksi vastaustodennäköisyysmallin tekemistä AHM-aineistolle. Se ta-
pahtuu samaan tapaan kuin aineistolle suth. Siksi esitetään siitä vain tärkeimmät kohdat.
Perusjoukko Uahm on Suomen ulkomaalaistaustaisten joukko eli sama kuin Uuth, joten sen
koko Nahm = Nuth. Aineistolle sahm ei ole valmiiksi aloituspainoja, joiden summa olisi
Nahm, joten tehdään sellaiset painot. Tehdään samanlaiset jälkiositepainot kuin UTH:n
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painot wk, eli jälkiositteet tehdään muuttujien sp, ika10 ja pks mukaan (ks. liite 1). Pe-
rusjoukon koot näissä ositteissa tunnetaan, joten jälkiositepainot saadaan jakamalla osit-
teiden koot perusjoukossa ositteiden vastanneiden määrällä.
Mallin tekeminen etenee muuten samalla tavoin kuin UTH-aineiston mallinnus. Lopulli-
sen mallin selittäjät ovat muuttujat koul, ika5, ptoim1_2012, sose, tyotta, tyotty, hape
ja alle7lkm (ks. liite 1). Lasketaan ikäjakauman estimaatit aineistosta sahm painojen wadj
avulla.
Kuva 6. AHM-aineistosta painojen wadj avulla estimoitu perusjoukon ikäjakauma ja pe-
rusjoukon todellinen ikäjakauma.
Kuvaa 6 voidaan verrata kuvaan 3, jossa on AHM-aineistoon vastanneiden osuus ilman
painoja. Kuvassa 3 AHM-aineistoon vastanneiden 24-34-vuotiaiden osuus on pienempi
kuin perusjoukossa. Kuvassa 6 25-34-vuotiaiden painojen wadj avulla estimoitu osuus on
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hieman suurempi kuin perusjoukossa. Kuvassa 2 AHM-aineiston 45-54-vuotiailla vastan-
neilla on yliedustusta. Kuvassa 6 heillä on sitä edelleen, mutta yliedustus on pienempää.
4.1.2 Vastaustodennäköisyysmalli yhdistetylle aineistolle
Yhdistetään AHM-aineiston ulkomaalaistaustaiset eli aineisto sahm UTH-aineiston kans-
sa, jolloin saadaan aineisto sulk. Nyt kaikki ulkomaalaistaustaiset ovat samassa aineistos-
sa. Tehdään aineistolle sulk vastaustodennäköisyysmalli. Yhdistetyn aineiston perusjoukko
Uulk on sama kuin UTH-tutkimuksen perusjoukko Uuth eli Suomessa asuvat ulkomaalais-
taustaiset. Sen koko Nulk = Nuth = 240 801 henkilöä. Yhdistetyn aineiston tapauksessa
painojen muodostaminen vastaustodennäköisyysmallin avulla tapahtuu melko samalla ta-
valla kuin edellisissä tapauksissa, joissa kaikki otoshenkilöt ovat peräisin samasta aineis-
tosta. Joitakin eroja kuitenkin on.
Vaihe 1. Aloituspainon valinta. Yhdistetyn aineiston ulkomaalaistaustaiset ovat kahdesta
aineistosta, eikä ole sellaista aloituspainoa, joka olisi tehty aineistojen ulkomaalaistaustai-
sille yhteisesti. Lisäksi aloituspainojen summan pitäisi olla tavoiteperusjoukon koko Nulk,
mutta esimerkiksi UTH-aineistossa kaikkien painojen summa on Nuth = Nulk. Kun tähän
summaan lisätään AHM-aineiston ulkomaalaistaustaisten painot, aloituspainojen summa
on huomattavasti suurempi kuin Nulk. Ratkaistaan asia siten, että tehdään aineistolle sulk
uudet jälkiosituspainot wk sukupuolen, ikäryhmän ja asuinalueen mukaan (muuttujat sp,
ika10 ja pks, liite 1). Se tapahtuu laskemalla aineiston sulk vastanneet näissä ositteissa.
Perusjoukon Uuth koot näissä ositteissa tiedetään, joten jälkiosituspainot saadaan jaka-
malla perusjoukon koot ositteiden vastanneiden määrillä.
Vaiheet 2 ja 3. Binäärisen vastausindikaattorin tekeminen, binäärisen mallin rakentami-
nen ja selittäjien etsiminen. Nämä vaiheet tehdään samalla tavalla kuin sivuilla 31-33 on
esitetty. Lopullisen mallin selittäjiä ovat koul, sp, sivs, maakun, ika5, thstatx, akoko8,
ptoim1_2012, sose, autolkm, saatusi1, ika_maahanmuutto1 ja tutk (ks. liite 1).
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Vaihe 4. Vastaustodennäköisyyksien µˆk tuottaminen. Tuotetaan lopullisesta mallista vas-
taustodennäköisyydet.
Taulukko 4. Aineisto sulk - vastaustodennäköisyyksien tunnuslukuja.
Muuttuja Minimi Maksimi Mediaani Alakvartiili Yläkvartiili
µˆk 0,04 0,94 0,66 0,54 0,74
Minimi 0,04 on melko pieni, mutta menettelee. Selittäjiä on paljon, joten malli pureutuu
kuitenkin hyvin vastauskatoon. Niiden, joille tulee suurimmat painot, voidaan ajatella
olevan "harvinaisia"vastaajia, joten heille suuremmat painot ovat perusteltuja.
Vaihe 5. Uusien painojen laskeminen. Vastauskatokorjatut eli adjustoidut painot wadj
voidaan taas laskea kuten kaavassa (3.11), eli
(4.6) wadj =
wk
µˆk
q.
Skaalakerroin q saadaan kuten kaavassa (3.12), eli tässä tapauksessa
(4.7) q =
∑
rulk
wk∑
rulk
wk/µˆk
.
Vaihe 6. Adjustoitujen painojen tarkastelu ja vertailu aloituspainoihin. Tehdään tauluk-
ko, jossa on joitakin tunnuslukuja adjustoiduista painoista ja aloituspainoista.
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Taulukko 5. Aineisto sulk - painojen tunnuslukuja.
Muuttuja Minimi Maksimi Keskiarvo Keskivirhe Summa
wk 43,4 79,0 60,2 0,1 240 801
wadj 29,5 490,0 60,2 0,4 240 801
Aloituspainojen ja adjustoitujen painojen keskiarvo ja summa ovat samat. Painojen sum-
mat vastaavat perusjoukon kokoa, niin kuin pitääkin. Lasketaan ikäjakauman estimaatit
yhdistetystä aineistosta käyttäen adjustoituja painoja.
Kuva 7. Yhdistetystä aineistosta painojen wadj avulla estimoitu perusjoukon ikäjakauma
ja perusjoukon todellinen ikäjakauma.
Kuvaa 7 voidaan verrata kuvaan 3, jossa on ilman painoja lasketut jakaumat, sekä ku-
viin 5 ja 6, joissa on UTH- ja AHM-aineistoista painojen avulla lasketut ikäjakaumat.
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Yhdistetystä aineistosta estimoitu ikäjakauma noudattaa melko hyvin perusjoukon ikä-
jakaumaa. Yhdistetyn aineiston ikäjakauma näyttää hyvin samanlaiselta kuin kuvan 5
UTH-aineiston jakauma. UTH-aineiston koko on 4 977 henkilöä, ja he ovat mukana yh-
distetyn aineiston 6 449 henkilön joukossa. Yhdistetyn aineiston henkilöistä noin 77 %
on peräisin UTH-aineistosta. Aineistojen selittäjistä kahdeksan on samoja. Sen vuoksi
UTH:n ja yhdistetyn aineiston painoista tulee samantyyliset.
Yhteenvetona mallin tekemisestä yhdistetylle aineistolle voisi todeta, että painojen sum-
mien kanssa tulee olla tarkkana. Aloituspainot pitää muodostaa huolellisesti uudelleen,
jotta niiden summa vastaa perusjoukon kokoa. Selittäjiä yhdistetyn aineiston malliin saa-
tiin 13, kun UTH-aineiston mallissa niitä oli 11 ja AHM-aineiston mallissa 8. Mitä suu-
rempi aineisto on, sitä enemmän on selittäjiä. Aineistojen yhdistämisen avulla saadaan
malliin enemmän selittäjiä ja siten voidaan olettaa mallin avulla muodostettavien paino-
jen olevan parempia. Aineisto sahm on pieni verrattuna UTH-aineistoon. AHM-aineiston
koko on n. 23 % yhdistetyn aineiston koosta. Noin 77 % yhdistetyn aineiston henkilöistä
on peräisin UTH-aineistosta, joten yhdistetyn aineiston mallissa on vain kaksi selittäjää
enemmän kuin aineiston suth mallissa. Jos yhdistettäisiin kaksi samankokoista aineistoa,
jolloin yhdistetty aineisto olisi alkuperäisiä aineistoja kaksi kertaa suurempi, yhdistämi-
sestä saataisiin hyötyä mallin tekemiseen vielä enemmän kuin nyt.
Vastaustodennäköisyysmallin tekeminen yhdistetylle aineistolle on sitä hyödyllisempää,
mitä enemmän aineistoissa on yhteisiä apumuuttujia. Mallissa käyttökelpoisia ovat apu-
muuttujat, joiden tiedot ovat kummankin aineiston yksiköille. Vastaustodennäköisyys-
mallia hyödyntävä painotus on kuitenkin hyvä vaihtoehto myös silloin, kun aineistoissa
on vähän yhteisiä apumuuttujia. Yleensä perustiedot, joita ovat esimerkiksi ikä, sukupuoli,
koulutusaste ja siviilisääty, löytyvät lähes jokaisesta aineistosta. Esimerkiksi jo kymmenel-
lä yhteisellä apumuuttujalla voidaan saada hyvä malli, jos apumuuttujat selittävät hyvin
vastanneisuutta. Yleensä edellä mainitut perustiedot ovat hyviä selittäjiä.
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4.1.3 Vastaustodennäköisyysmallin ja kalibroinnin yhdistelmä
Käytetään lopullisten estimoinnissa käytettävien painojen muodostamiseen vastaustoden-
näköisyysmallin ja kalibroinnin yhdistelmää. Menetelmässä käytetään vastaustodennäköi-
syysmallin avulla muodostettuja painoja kalibroinnin aloituspainoina. Menetelmän idea
on, että aluksi hyödynnetään suurta määrää apumuuttujia vastaustodennäköisyysmallis-
sa, ja kalibroinnin avulla varmistetaan halutut reunajakaumat oikeiksi. Kun mallissa on
paljon selittäjiä, mallin avulla lasketut painot oikaisevat jo hyvin vastauskatoa. Tällöin
kalibrointiin ei tarvitse ottaa niin paljon muuttujia. Siten myös kalibrointi helpottuu, kos-
ka on helpompaa tehdä kalibrointi pienelle määrälle muuttujia. [11]
Tehdään kalibrointi erikseen UTH- ja AHM-aineistoille sekä yhdistetylle aineistolle. Va-
litaan siis jokaisessa aineistossa kalibroinnin aloituspainoiksi vastauskato-oikaistut painot
wadj. Ne on muodostettu UTH- ja AHM-aineistoille kappaleessa 4.1.1 sekä yhdistetylle
aineistolle kappaleessa 4.1.2. Kalibroinnin ideaa on selitetty hieman jo kappaleessa 3.1.
Painot wadj oikaisevat hyvin vastauskatoa, mutta ne eivät tuota esimerkiksi sukupuolit-
tain tarkalleen samoja jakaumia kuin perusjoukossa. Kalibroinnin tavoitteena on muuttaa
aloituspainoja wadj vain sen verran, että muodostettavat painot wcal toteuttavat kalibroin-
tiyhtälöt
(4.8)
∑
r
wcal,kxk = tx.
Siis painojen wcal summat kalibroinnissa käytettävien apumuuttujien x luokissa ovat sa-
mat kuin perusjoukon tunnetut väestömäärät. Huomioitavaa on, että yhtälö (4.8) koskee
vastanneiden aineistoa r, kun kappaleessa 3.1 esitetty kaava (3.5) koskee koko aineistoa s.
Kaavassa (3.5) oletetaan, että puuttuneisuutta ei ole. Puuttuneisuutta on kuitenkin aina,
kuten myös tässä tutkielmassa käytettävissä aineistoissa. Käytetään sen vuoksi kaavan
(4.8) mukaisia kalibrointiyhtälöitä.
Tehdään jokaiselle kolmelle aineistolle samanlainen kalibrointi. Käytetään jokaisessa ai-
neistossa kalibrointimuuttujina seuraavia muuttujia: sp, ika10 ja pks (ks. liite 1). Muut-
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tuja sp on kaksiluokkainen sukupuolimuuttuja. Muuttuja ika10 on ikä luokiteltuna 10-
vuotisikäryhmiin: 15-24, 25-34, 35-44, 45-54 ja 55-64. Muuttuja pks on kaksiluokkainen ja
kertoo, asuuko henkilö pääkaupunkiseudulla vai ei. Siten kalibroinnissa on kolmen muut-
tujan yhteensä yhdeksän luokkaa.
UTH- ja AHM-aineistoja sekä niiden yhdistettyä aineistoa koskeva perusjoukko on sama:
Suomessa asuvat ulkomaalaistaustaiset. Siten muodostettavien kalibrointipainojen wcal
summat muuttujien sp, ika10 ja pks luokissa ovat samat jokaisesta aineistosta laskettuna:
(4.9)
∑
ruth
wcal,kxk =
∑
rahm
wcal,kxk =
∑
rulk
wcal,kxk = tx.
Muuttujalla x ja sen tunnetulla kokonaismäärällä tx tarkoitetaan kaavassa (4.9) mitä ta-
hansa muuttujien sp, ika10 tai pks luokkaa. Luokkia on yhdeksän, joten saadaan yhdeksän
kaavan (4.9) mukaista yhtälöä. Täten kalibrointipainoja käyttämällä esimerkiksi miesten
lukumäärät jokaisesta aineistosta laskettuna ovat samat kuin perusjoukossa. Sama pätee
naisiin, viiteen ikäluokkaan sekä pääkaupunkiseudulla ja muualla asuvien määriin.
4.2 Estimaattien yhdistäminen ja yhdistetyn aineiston
estimaattien laskeminen
Lasketaan eri tulosmuuttujien kokonaismäärien estimaatteja UTH- ja AHM-aineistoista
sekä yhdistetystä aineistosta. Voidaan olettaa, että yhdistetystä aineistosta lasketut esti-
maatit ovat useimmin lähimpänä todellisia lukuja, koska ne on laskettu käyttäen suurta
määrää havaintoja. Yhdistetään UTH- ja AHM-aineistojen estimaatteja eri menetelmillä
ja verrataan, miten lähellä yhdistetyt estimaatit ovat yhdistetystä aineistosta laskettuja
vastaavia estimaatteja. Verrataan siis yhdistettyjen estimaattien poikkeamia yhdistetys-
tä aineistosta laskettuihin estimaatteihin. Tarkoituksena on selvittää, millä estimaattien
yhdistämismenetelmällä päästään keskimäärin lähimmäksi yhdistetystä aineistosta las-
kettuja estimaatteja. Ajatuksena on, että tällainen menetelmä on paras estimaattien yh-
distämiseen, koska yhdistetyn aineiston estimaatit ovat tarkimpia. Tällaisen tarkastelun
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toinen hyöty liittyy siihen, että aineistojen yhdistäminen ei ole välttämättä aina mahdol-
lista. Voi myös olla niin, että aineistoja ei haluta yhdistää suuremman työmäärän vuoksi.
Näistä syistä olisi hyvä tietää, millä estimaattien yhdistämismenetelmällä saadaan kui-
tenkin samansuuruisia estimaatteja kuin yhdistetystä aineistosta lasketut estimaatit ovat.
Muuttujia, joiden luokkien kokonaismääriä estimoidaan, on yhteensä viisi. Ne ovat Tyvo,
Overqual, Migreas, Langhost ja Jobobst1 (ks. Liite 2). Niiden joitakin luokkia yhdiste-
tään ja osa luokista jätetään tarkastelun ulkopuolelle. Tällöin luokkia, joiden kokonais-
määrät perusjoukossa estimoidaan, on yhteensä 21.
Oletetaan, että halutaan estimoida aineistojen yhteisen tulosmuuttujan y kokonaismää-
rää ty. Olkoon UTH-aineistosta laskettu estimaatti tˆy,uth ja AHM-aineistosta laskettu es-
timaatti vastaavasti tˆy,ahm. Kokonaismäärien estimaattoreina käytetään kaavan (3.2) mu-
kaisia oikaistuja HT-estimaattoreita. Tällöin kokonaismäärien estimaatit lasketaan seu-
raavasti:
tˆwy,uth =
∑
ruth
wcal,kyk,
tˆwy,ahm =
∑
rahm
wcal,kyk.
Painot wcal ovat kappaleessa 4.1.3 muodostetut kalibrointipainot, joiden aloituspainoina
on käytetty kappaleessa 4.1.1 esitettyjä vastaustodennäköisyysmallin avulla muodostettu-
ja painoja wadj.
Estimaattien yhdistämiseen käytetään neljää menetelmää:
Menetelmä M1. Lasketaan estimaattien yksinkertainen keskiarvo kuten (3.14), eli ko-
konaismäärän ty yhdistetty estimaatti on
(4.10) tˆy,c =
tˆwy,uth + tˆ
w
y,ahm
2
= 0, 5tˆwy,uth + 0, 5tˆ
w
y,ahm.
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Tällä menetelmällä kummastakin aineistosta laskettuja estimaatteja painotetaan tasa-
puolisesti kertoimella 0,5.
Menetelmä M2. Lasketaan painotettu keskiarvo, joka huomioi aineistojen koot. Käyte-
tään siis kaavaa (3.15), jolloin yhdistetty estimaatti on muotoa
(4.11) tˆy,c =
nuthtˆ
w
y,uth + nahmtˆ
w
y,ahm
nuth + nahm
≈ 0, 77tˆwy,uth + 0, 23tˆwy,ahm.
Laskelmat tehdään tarkoilla arvoilla, mutta kaavassa (4.11) esitetään likiarvo, jotta me-
netelmää M2 voidaan paremmin verrata muihin menetelmiin. Menetelmällä M2 UTH-
estimaatin painokerroin 0,77 on huomattavasti suurempi kuin menetelmällä M1.
Menetelmä M3. Lasketaan painotettu keskiarvo, joka huomioi vastanneiden määrät.
Tällöin yhdistetty estimaatti on
(4.12) tˆy,c =
ruthtˆ
w
uth + rahmtˆ
w
ahm
ruth + rahm
≈ 0, 81tˆwuth + 0, 19tˆwahm.
Vastausasteet poikkeavat UTH- ja AHM-aineistoissa hieman toisistaan, joten menetelmiä
M2 ja M3 kannattaa kokeilla erikseen. Jos vastausaste olisi sama molemmissa tutkimuksis-
sa, menetelmät M2 ja M3 tuottaisivat samat estimaattien painokertoimet. Nyt kuitenkin
UTH:n vastausaste on noin 66 % ja AHM-aineiston noin 51 %. Siten UTH-estimaatin
painokerroin menetelmällä M3 on hieman suurempi kuin menetelmällä M2.
Menetelmä M4. Käytetään kaavaa (3.16), eli
(4.13) tˆc = λtˆwuth + (1− λ) tˆwahm,
jossa
(4.14) λ =
nuth/deffuth
nuth/deffuth + nahm/deffahm
.
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Asetelmakertoimia ei lasketa joka muuttujalle erikseen. Kaavoissa käytetään muuttujista
riippumattomia asetelmakertoimia, jotka saadaan kuten kaavassa (3.19), eli
deffuth = 1 + [CV (wcal,k)]
2 = 1 +
(
s(wcal,k)
w¯cal,k
)2
, k ∈ ruth
= 1 +
(
29, 763
73, 820
)2
≈ 1, 163,
deffahm = 1 + [CV (wcal,k)]
2 = 1 +
(
s(wcal,k)
w¯cal,k
)2
, k ∈ rahm
= 1 +
(
209, 432
322, 357
)2
≈ 1, 422.
Kun sijoitetaan deff uth ja deff ahm kaavaan (4.14), parametrin λ arvoksi saadaan
(4.15) λ =
3262/1, 163
3262/1, 163 + 747/1, 422
≈ 0, 84.
Kun (4.15) sijoitetaan kaavaan (4.13), menetelmän M4 yhdistetty estimaatti on likimain
muotoa
(4.16) tˆy,c ≈ 0, 84tˆwy,uth + 0, 16tˆwy,ahm.
Menetelmiä vertaamalla huomataan, että M4 painottaa UTH-aineiston estimaattia eniten
(painokerroin 0,84) ja M1 vähiten (painokerrroin 0,5).
Tutkitaan ulkomaalaistaustaisten työllisyystilannetta. Tarkastellaan tulosmuuttujaa Tyvo
eli työmarkkina-asema. Sen luokat ovat seuraavat.
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Taulukko 6. Tyvo-muuttujan luokat.
Tyvo3 Selite
1 Työllinen
2 Työtön
3 Varusmies- tai siviilipalvelusta suorittamassa
4 Muu työvoimaan kuulumaton
Luokkiin 3 ja 4 kuuluvat eivät kuulu työvoimaan. Nämä luokat voidaan yhdistää, koska
työvoimaan kuulumattomia voidaan yhtä hyvin tarkastella yhtenäisenä joukkona. Laske-
taan työllisten, työttömien ja työvoimaan kuulumattomien lukumääriä.
Taulukko 7. Työllisyystilanteen oikaistut HT-estimaatit.
Luokka Lukumäärä Keskihajonta 95 % luottamusväli CV
Aineisto suth, r = 3 262, N= 240 801
Työlliset 138 407 2 453 133 597 - 143 216 0,02
Työttömät 30 338 1 608 27184 - 33 491 0,05
Ei työvoimaa 72 056 2 078 67 981 - 76 132 0,03
Aineisto sahm, r = 747, N = 240 801
Työlliset 141 512 5 059 131 580 - 151 443 0,04
Työttömät 27 644 3 111 21 537 - 33 752 0,11
Ei työvoimaa 71 645 6 362 59 156 - 84 134 0,09
Aineisto sulk, r= 4 009, N= 240 801
Työlliset 139 254 2 231 134 879 - 143 630 0,02
Työttömät 30 273 1 431 27 467 - 33 079 0,05
Ei työvoimaa 71 273 1 939 67 472 - 75 074 0,03
CV tarkoittaa vaihtelukerrointa ja r vastanneiden määrää. Taulukosta 7 voidaan tarkas-
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tella, miten työllisten, työttömien ja työvoimaan kuulumattomien lukumäärät jakautuvat
perusjoukossa, jonka koko on 240 801. Nähdään selvästi, että mitä enemmän on havain-
toja, sitä pienempiä keskihajonnat ja luottamusvälit ovat. Pienimmät keskihajonnat ja
luottamusvälit ovat ulkomaalaistaustaisten yhdistetystä aineistosta sulk lasketuissa esti-
maateissa. Siinä aineistossa vastanneiden määrä on suurin. Aineistojen yhdistäminen on
kannattavaa, koska siten saadaan luotettavampia estimaatteja kuin yhden tutkimuksen
aineistoa käyttämällä.
Yhdistetään aineistojen suth ja sahm estimaatit menetelmällä M1 eli laskemalla yksinker-
taiset keskiarvot. Taulukon 7 tietoja käyttämällä saadaan työllisten yhdistetyksi estimaa-
tiksi
tˆtyolliset,c =
tˆwtyolliset,uth + tˆ
w
tyolliset,ahm
2
=
138407 + 141512
2
≈ 139960.
Vastaavasti taulukkoa 7 hyödyntämällä työttömien yhdistetyksi estimaatiksi saadaan (30338+
27644)/2 = 28991 ja työvoimaan kuulumattomien lukumääräksi (72056 + 71645)/2 ≈
71851. Yksinkertainen keskiarvo ei huomioi sitä, kuinka suuria otokset ovat. Yleensä suu-
rempaa otoskokoa käyttämällä saadaan tarkempi estimaatti.
Lasketaan työllisten yhdistetty estimaatti menetelmällä M2, joka huomioi otoskoot. Tau-
lukon 7 tietojen avulla työllisten estimaatiksi saadaan
tˆtyolliset,c =
nuth · tˆwtyolliset,uth + nahm · tˆwtyolliset,ahm
nuth + nahm
=
4977 · 138407 + 1472 · 141512
4977 + 1472
≈ 139116.
Vastaavalla tavalla työttömien määräksi saadaan (4977 · 30338 + 1472 · 27644)/(4977 +
1472) ≈ 29723 ja työvoimaan kuulumattomien määräksi (4977·72056+1472·71645)/(4977+
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1472) ≈ 71962.
Käytetään menetelmää M3, joka huomioi vastanneiden määrät. Työllisten estimaatiksi
saadaan
tˆtyolliset,c =
ruth · tˆwtyolliset,uth + rahm · tˆwtyolliset,ahm
ruth + rahm
=
3262 · 138407 + 747 · 141512
3262 + 747
≈ 138986.
Vastaavalla tavalla työttömien estimaatiksi saadaan 29 836 ja työvoimaan kuulumatto-
mien määräksi 71 979.
Lasketaan yhdistetyt estimaatit menetelmällä M4. Työllisten estimaatiksi saadaan
tˆtyolliset,c = λtˆ
w
tyolliset,uth + (1− λ) tˆwtyolliset,ahm
≈ 0, 84 · 138407 + 0, 16 · 141512
≈ 138898.
Samalla tavoin työttömien estimaatiksi saadaan 29 912 ja työvoimaan kuulumattomien
estimaatiksi 71 991.
Lasketaan, kuinka paljon yhdistetyt estimaatit poikkeavat yhdistetystä aineistosta laske-
tuista estimaateista.
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Taulukko 8. Työllisyystilanne. UTH- ja AHM-aineistoista laskettujen oikaistujen HT-
estimaattien sekä yhdistettyjen estimaattien poikkeamat yhdistetystä aineistosta laske-
tuista estimaateista.
Menetelmä suth sahm M1 M2 M3 M4
Työlliset 847 2 258 706 138 268 356
Työttömät 65 2 629 1 282 550 437 361
Ei työvoimaa 783 372 578 689 706 718
Yhteensä 1 695 5 259 2 575 1 377 1 411 1 435
Taulukossa 8 alimmalla rivillä on eri menetelmillä laskettujen estimaattien poikkeamat
yhteensä. Aineiston sahm poikkeamat ovat huomattavan suuria verrattuna muilla mene-
telmillä laskettuihin estimaatteihin. Aineiston pieni koko vaikuttaa selvästi. Menetelmät
M2, M3 ja M4 tuottavat suunnilleen saman tuloksen. Lähimmäksi yhdistetyn aineiston
tuloksia päästään käyttäen otoskoot huomioivaa keskiarvoa (M2). Erot ovat kuitenkin
pieniä. Estimaatteja yhdistämällä ei saada kovin paljon parempia tuloksia kuin pelkkää
UTH-aineistoa käyttämällä, mikä johtunee aineiston sahm pienestä koosta. Jos oletetaan,
että yhdistetyn aineiston estimaatit ovat lähimpänä todellisia lukuja, estimaattien yh-
distäminen painotettujen estimaattien avulla menetelmillä M2, M3 ja M4 on kuitenkin
kannattavaa. Yksinkertaisen keskiarvon (M1) yhteenlasketut poikkeamat ovat suurem-
mat kuin UTH-aineiston poikkeamat. Yksinkertaisen keskiarvon käyttö ei näytä olevan
kannattavaa ainakaan tämän tuloksen perusteella. Pelkkä UTH-aineisto antaa tulokset,
jotka ovat lähempänä yhdistetyn aineiston lukuja kuin yksinkertaisen keskiarvon tulokset.
Tarkastellaan seuraavaksi Overqual-muuttujaa, josta voidaan käyttää nimitystä ylipäte-
vyys. Sen tarkka sisältö on seuraava:
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Taulukko 9. Overqual-muuttujan luokat.
Overqual Henkilö voisi tehdä pätevyytensä puolesta nykyistä työta vaativampaakin työtä
1 Kyllä
2 Ei
9 Ei kuulu kysymyksen kohdejoukkoon
Lasketaan ylipätevyyden estimaatteja UTH- ja AHM-aineistoista sekä yhdistetystä ai-
neistosta.
Taulukko 10. Ylipätevyys. Oikaistut HT-estimaatit UTH- ja AHM-aineistoista sekä yh-
distetystä aineistosta.
Luokka Lukumäärä Keskihajonta 95 % luottamusväli CV
Aineisto suth
Ylipätevä työhönsä 38 384 1 737 34 978 - 41 790 0,05
Ei ylipätevä työhönsä 98 278 2 296 93 776 - 102 779 0,02
Muut 104 139 2 376 99 481 - 108787 0,02
Aineisto sahm
Ylipätevä työhönsä 31 587 3 721 24 282 - 38 893 0,12
Ei ylipätevä työhönsä 104 537 4 514 95 676 - 113 398 0,04
Muut 104 676 6 752 91 420 - 117 933 0,06
Aineisto sulk
Ylipätevä työhönsä 36 648 1 558 33 592 - 39 703 0,04
Ei ylipätevä työhönsä 100 196 2 088 96 101 - 104 291 0,02
Muut 103 957 2 190 99 664 - 108 250 0,02
Taulukosta 10 on havaittavissa sama kuin työllisyystilanteen estimaatteja laskettaessa,
että mitä enemmän vastanneita, sitä pienempiä ovat keskihajonnat, luottamusvälit ja
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vaihtelukertoimet. Ylipätevien lukumäärien estimaateissa on suuria eroja. UTH-aineiston
estimaatin perusteella ulkomaalaistaustaisista 38 384 on ylipäteviä työhönsä, kun AHM-
aineistosta lasketun estimaatin perusteella ylipäteviä on vain 31 587. Eroa on 6 797. Se
on suuri ero näiden kokoisissa estimaateissa. Kyse voi olla satunnaisvaihtelusta, jonka
vuoksi UTH-estimaatti on liian suuri ja AHM-estimaatti liian pieni. Yhdistetyn aineiston
estimaatti on näiden lukujen välillä. Mahdollisesti myös todellinen ylipätevien määrä on
näiden lukujen välillä. Varsinkin tällaisessa tapauksessa kannattaa yhdistää estimaatit.
Pelkästään toiseen estimaattiin ei kannata luottaa, vaan kannattaa hyödyntää käytettä-
vissä olevaa informaatiota.
Lasketaan yhdistetyt estimaatit menetelmillä M1-M4 ja verrataan niiden poikkeamia yh-
distetystä aineistosta lasketuista estimaateista.
Taulukko 11. Ylipätevyys. UTH- ja AHM-aineistoista laskettujen oikaistujen HT-estimaattien
sekä yhdistettyjen estimaattien poikkeamat yhdistetystä aineistosta lasketuista estimaa-
teista.
Menetelmä suth sahm M1 M2 M3 M4
Ylipätevät 1 736 5 061 1 662 185 470 662
Ei ylipätevät 1 918 4 341 1 212 490 752 929
Muut 182 719 451 305 282 267
Yhteensä 3 836 10 121 3 325 980 1 504 1 858
Otoskokojen avulla painotettu keskiarvo (M2) tuottaa taas estimaatit, jotka ovat keski-
määrin lähimpänä yhdistetystä aineistosta laskettuja lukuja. Estimaatit poikkeavat kes-
kimäärin vain hieman yli 300:lla yhdistetystä aineistosta lasketuista estimaateista, joten
tulokset ovat yllättävän lähellä toisiaan. Menetelmän M3 estimaatit ovat nyt hieman lä-
hempänä yhdistetyn aineiston estimaatteja kuin menetelmän M4 luvut. Yksinkertainen
keskiarvo (M1) tuottaa nyt parempia estimaatteja kuin työllisyysestimaatteja laskettaes-
sa. Estimaatit poikkeavat vähemmän yhdistetyn aineiston estimaateista kuin erillisten
51
aineistojen estimaatit.
Joskus pelkästään toisen aineiston käyttö tuottaa estimaatin, joka on lähimpänä yhdiste-
tyn aineiston estimaattia. Luokkaan "muut"kuuluvien kohdalla käy niin. UTH-aineistosta
laskettu estimaatti poikkeaa 182 henkiön verran yhdistetyn aineiston estimaatista, mutta
yhdistetyt estimaatit poikkeavat enemmän.
Tarkastellaan seuraavaksi muuttujaaMigreas, joka koskee maahanmuuton syitä. Se näyt-
tää seuraavalta:
Taulukko 12. Migreas-muuttujan luokat.
Migreas Maahanmuuton syy
1 Työttömyys, työ löytyi ennen maahanmuuttoa
2 Työttömyys, töitä ei löytynyt ennen maahanmuuttoa
3 Perhesyyt
4 Opiskelu
5 Turvapaikka
6 Muu syy
9 Ei kuulu kysymyksen kohdejoukkoon
Yksinkertaistetaan luokkia laskelmia varten. Luokat 1 ja 2 voidaan yhdistää, jolloin maa-
hanmuuton syy on työttömyys. Jätetään luokka 9 tarkastelun ulkopuolelle. Näin tarkas-
tellaan luokkiin työttömyys, perhesyyt, opiskelu, turvapaikka ja muu syy kuuluvien ko-
konaismääriä. Lasketaan estimaatteja erillisistä aineistoista sekä yhdistetystä aineistosta.
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Taulukko 13. Maahanmuuton syy. Oikaistut HT-estimaatit UTH- ja AHM-aineistoista se-
kä yhdistetystä aineistosta.
Luokka Lukumäärä Keskihajonta 95 % luottamusväli CV
Aineisto suth
Työttömyys 38 032 1 697 34 705 - 41 359 0,04
Perhesyyt 125 310 2 230 120 937 - 129 683 0,02
Opiskelu 24 096 1 622 20 916 - 27 276 0,07
Turvapaikka 26 034 1538 23 018 - 29 049 0,06
Muu syy 16 095 1 066 14 005 - 18 184 0,07
Aineisto sahm
Työttömyys 40 581 3 587 33 539 - 47 622 0,09
Perhesyyt 116 011 5 180 105 843 - 126 180 0,04
Opiskelu 22 335 3 454 15 554 - 29 117 0,15
Turvapaikka 27 807 5 149 17 698 - 37 915 0,19
Muu syy 20 348 2 464 15 510 - 25 186 0,12
Aineisto sulk
Työttömyys 39 615 1 621 36 437 - 42 793 0,04
Perhesyyt 123 904 2 084 119 818 - 127 989 0,02
Opiskelu 22 982 1 385 20 266 - 25 698 0,06
Turvapaikka 25 623 1 367 22 583 - 27 942 0,05
Muu syy 17 120 997 15 165 - 19 076 0,06
Luotettavimmat tulokset saadaan jälleen yhdistetystä aineistosta. Esimerkiksi kaikki sen
keskihajonnat ovat pienempiä kuin erillisistä aineistoista lasketut keskihajonnat. Perhesyi-
den vuoksi muuttaneiden estimaateissa on huomattavia eroja. UTH- ja AHM-aineistoista
laskettujen estimaattien ero on tämän luokan kohdalla yli 9 000. Yhdistetyn aineiston es-
timaatti on näiden lähellä, mutta selvästi lähempänä UTH-aineiston estimaattia. UTH- ja
AHM-estimaattien yksinkertainen keskiarvo on 120 661, joka on myös melko kaukana yh-
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distetyn aineiston estimaatista. Menetelmät M2, M3 ja M4 painottavat UTH-estimaattia
enemmän, joten niillä päästään erityisesti tällaisessa tapauksessa lähemmäksi yhdistetyn
aineiston estimaattia kuin yksinkertaisella keskiarvolla (M1).
Yhdistetään UTH- ja AHM-aineistojen estimaatit menetelmillä M1, M2, M3 ja M4. Las-
ketaan yhdistettyjen estimaattien poikkeamat yhdistetystä aineistosta lasketuista esti-
maateista.
Taulukko 14. Maahanmuuton syy. UTH- ja AHM-aineistoista laskettujen oikaistujen HT-
estimaattien sekä yhdistettyjen estimaattien poikkeamat yhdistetystä aineistosta laske-
tuista estimaateista.
Menetelmä suth sahm M1 M2 M3 M4
Työttömyys 1 583 966 308 1 001 1 108 1 180
Perhesyyt 1 406 7 893 3 243 717 327 63
Opiskelu 1 114 650 234 712 786 836
Turvapaikka 411 2 184 1 298 816 741 691
Muu syy 1 025 3 228 1 102 54 233 353
Yhteensä 5 539 14 921 6 185 3 300 3 195 3 123
Menetelmällä M4 eli parametrin λ avulla lasketut estimaatit ovat nyt keskimäärin lähim-
pänä aineiston sulk estimaatteja. Seuraavaksi lähimmäksi päästään vastanneiden määrät
huomioivalla keskiarvolla (M3). Otoskoot huomioiva keskiarvo (M2) tuottaa nyt estimaa-
tit, jotka ovat keskimäärin vasta kolmanneksi lähimpänä yhdistetyn aineiston estimaatte-
ja. Työttömyyden takia Suomeen muuttaneiden lukumäärän estimaatit ovat taulukon 16
perusteella melko erilaisia eri menetelmillä. Yksinkertainen keskiarvo tuottaa estimaatin,
joka poikkeaa vain 308 henkilön verran yhdistetyn aineiston estimaatista. Muut estimaa-
tit poikkeavat huomattavasti enemmän. Yksinkertainen keskiarvo voi siis joskus tuottaa
melko hyvänkin tuloksen. Sen yhteenlasketut poikkeamat (6 185) ovat kuitenkin suurem-
mat kuin UTH-aineistosta laskettujen estimaattien poikkeamat.
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Tarkastellaan seuraavaksi muuttujaa Langhost eli ulkomaalaistaustaisten kielitaitoa.
Taulukko 15. Langhost-muuttujan luokat.
Langhost Kielitaito
1 Äidinkieli
2 Edistynyt
3 Keskinkertainen
4 Osaa alkeet tai huonompi
9 Ei kuulu kysymyksen kohdejoukkoon
Luokkia on sopivasti viisi, joten muuttujaa voidaan käyttää sellaisenaan. Lasketaan esti-
maatteja erillisistä aineistoista sekä yhdistetystä aineistosta.
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Taulukko 16. Kielitaito. Oikaistut HT-estimaatit UTH- ja AHM-aineistoista sekä yhdis-
tetystä aineistosta.
Luokka Lukumäärä Keskihajonta 95 % luottamusväli CV
Aineisto suth
Äidinkieli 39 909 1 710 36 557 - 43 262 0,04
Edistynyt 54 795 1 901 51 069 - 58 521 0,03
Keskinkertainen 73 801 2 118 69 648 - 77 954 0,03
Alkeet tai huonompi 59 984 2 101 55 865 - 64 103 0,04
Ei kohdejoukkoa 10 677 942 8 830 - 12 524 0,09
Aineisto sahm
Äidinkieli 45 409 3 592 38 357 - 52 460 0,08
Edistynyt 56 522 3 888 48 889 - 64 156 0,07
Keskinkertainen 67 287 5 294 56 893 - 77 680 0,08
Alkeet tai huonompi 55 864 5 691 44 691 - 67 037 0,10
Ei kohdejoukkoa 9 145 1 511 6 178 - 12 112 0,17
Aineisto sulk
Äidinkieli 41 279 1 562 38 216 - 44 341 0,04
Edistynyt 55 110 1 722 51 733 - 58 486 0,03
Keskinkertainen 72 025 1 933 68 235 - 75 815 0,03
Alkeet tai huonompi 59 336 1 939 55 533 - 63 138 0,03
Ei kohdejoukkoa 10 318 805 8 743 - 11 893 0,08
Ulkomaalaistaustaisten kielitaito vaihtelee suuresti, joten jokaisessa neljässä kielitaitoluo-
kassa on hyvin havaintoja. Kohdejoukkoon kuulumattomien ryhmä on pienin, joten voi-
daan tarkastella, miten estimaattien yhdistämismenetelmät toimivat pienen tai suuren
luokan tilanteessa.
Lasketaan taulukon 16 tietojen avulla yhdistetyt estimaatit menetelmillä M1-M4, niiden
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poikkeamat sekä UTH-ja AHM-aineistojen estimaattien poikkeamat yhdistetyn aineiston
estimaateista.
Taulukko 17. Kielitaito. UTH- ja AHM-aineistoista laskettujen oikaistujen HT-estimaattien
sekä yhdistettyjen estimaattien poikkeamat yhdistetystä aineistosta lasketuista estimaa-
teista.
Menetelmä suth sahm M1 M2 M3 M4
Äidinkieli 1 370 4 130 1 380 115 345 501
Edistynyt 315 1 412 549 79 7 42
Keskinkertainen 1 776 4 758 1 491 285 559 744
Alkeet tai huonompi 248 3 652 1 702 642 479 368
Ei kohdejoukkoa 359 1 173 407 9 74 117
Yhteensä 4 068 15 125 5 529 1 130 1 464 1 772
Menetelmällä M2 laskettujen estimaattien poikkeamat aineiston sulk arvoista ovat yh-
teensä 1 130, joten M2 näyttäisi taas parhaalta menetelmältä. Menetelmillä M3 ja M4
saadaan myös estimaatteja, jotka eivät poikkea yhdistetyn aineiston estimaateista kovin
paljon enempää. Pelkän UTH-aineiston käyttö tuntuu näiden estimaattien poikkeamien
perusteella kannattavammalta kuin yksinkertaisen keskiarvon (M1) käyttö. Esimerkiksi
kielitaitoluokkaan alkeet tai huonompi kuuluvien määräksi UTH-aineiston estimaatti on
lähellä yhdistetyn aineiston estimaattia. Eroa on 248 henkilön verran. Yksinkertainen kes-
kiarvo poikkeaa puolestaan 1 702 henkilön verran yhdistetyn aineiston estimaatista.
Tarkastellaan taulukon 17 luokkia "edistynyt"ja "ei kohdejoukkoa". Niissä UTH-aineiston
estimaatit poikkeavat huomattavasti vähemmän yhdistetyn aineiston estimaateista kuin
AHM-aineiston estimaatit. Silloin menetelmillä M2, M3 ja M4 lasketut yhdistetyt esti-
maatit ovat hyvin lähellä yhdistetyn aineiston estimaattia, koska ne painottavat suuresti
UTH-aineiston estimaattia.
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Viides tarkasteltava muuttuja on Jobobst1. Se näyttää seuraavalta:
Taulukko 18. Jobobst1-muuttujan luokat.
Jobobst1 Työn saamisen este
1 Kielitaidon puute
2 Ulkomaalla hankittua pätevyyttä ei hyväksytä
3 Rajoitetut oikeudet työskennellä
4 Syntyperä, uskonto tai sosiaalinen tausta
5 Muu este
6 Ei tiettyä syytä
9 Ei kuulu kysymyksen kohdejoukkoon
Yhdistetään luokat 3 ja 4 ja jätetään luokka 9 tarkastelun ulkopuolelle. Tällöin luokkia
on viisi. Lasketaan estimaatteja erillisistä aineistoista sekä yhdistetystä aineistosta.
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Taulukko 19. Työnsaamisen este. Oikaistut HT-estimaatit UTH- ja AHM-aineistoista se-
kä yhdistetystä aineistosta.
Luokka Lukumäärä Keskihajonta 95 % luottamusväli CV
Aineisto suth
Kielitaidon puute 49 479 1 847 45 857 - 53 101 0,04
Pätevyysongelma 7 307 803 5 733 - 8 881 0,11
Rajoitetut oikeudet, tausta 9 402 843 7 749 - 11 055 0,09
Muu este 35 191 1 777 31 707 - 38 675 0,05
Ei tiettyä syytä 37 284 1 601 34 145 - 40 424 0,04
Aineisto sahm
Kielitaidon puute 40 159 5 010 30 323 - 49 995 0,12
Pätevyysongelma 4 906 1 300 2 352 - 7 459 0,27
Rajoitetut oikeudet, tausta 6 062 1 431 3 252 - 7 459 0,24
Muu este 28 053 3 480 21 222 - 34 884 0,12
Ei tiettyä syytä 44 696 4 629 35 609 - 53 783 0,10
Aineisto sulk
Kielitaidon puute 47 371 1 656 44 125 - 50 617 0,03
Pätevyysongelma 6 548 640 5 295 - 7 802 0,10
Rajoitetut oikeudet, tausta 8 576 714 7 176 - 9 976 0,08
Muu este 33 294 1 522 30 311 - 36 277 0,05
Ei tiettyä syytä 39 238 1 608 36 087 - 42 390 0,04
Toinen ja kolmas luokka ovat melko pieniä. Silloin pienessä AHM-aineistossa kyseisis-
sä luokissa on vähän havaintoja, ja keskihajonnat ovat suuria luokkien kokonaismääriin
nähden. Vaihtelukertoimet ovat siten näissä luokissa huomattavan suuria: 0,27 ja 0,24.
UTH-aineistossa ja yhdistetyssä aineistossa vastaavat vaihtelukertoimet ovat huomatta-
vasti pienempiä. Lasketaan taulukon 19 avulla yhdistetyt estimaatit menetelmillä M1-M4
kuten edellä.
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Taulukko 20. Työnsaamisen este. UTH- ja AHM-aineistoista laskettujen oikaistujen HT-
estimaattien sekä yhdistettyjen estimaattien poikkeamat yhdistetystä aineistosta laske-
tuista estimaateista.
Menetelmä suth sahm M1 M2 M3 M4
Kielitaidon puute 2 108 7 212 2 552 19 371 635
Pätevyysongelma 759 1 642 442 211 312 380
Rajoitetut oikeudet, tausta 826 2 514 844 64 204 298
Muu este 1897 5 241 1 672 268 567 769
Ei tiettyä syytä 1 414 5 458 2 022 155 134 328
Yhteensä 7 004 22 067 7 532 717 1 588 2 410
Menetelmällä M2 saadaan taas estimaatit, jotka poikkeavat vähiten yhdistetyn aineiston
estimaateista. Seuraavaksi lähimmäksi päästään menetelmällä M3 (1 588) ja kolmannek-
si lähimmäksi menetelmällä M4 (2 410). Pelkkää UTH-aineistoa käyttämällä estimaatit
poikkeavat hieman vähemmän yhdistetyn aineiston estimaateista kuin yksinkertaisella
keskiarvolla (M1) lasketut estimaatit, joten yksinkertaisen keskiarvon käyttö ei tunnu jär-
kevältä.
Nyt on laskettu kokonaismäärän estimaatteja viiden muuttujan yhteensä 21 luokalle eri
menetelmillä. Jokaisella menetelmällä on siis laskettu 21 estimaattia. Lasketaan taulu-
koiden 8, 11, 14, 17 ja 20 tietojen avulla eri menetelmillä laskettujen 21 estimaatin yh-
teenlasketut poikkeamat yhdistetyn aineiston estimaateista. Lasketaan myös poikkeamat
keskimäärin eli jaetaan yhteenlasketut poikkeamat 21:llä. Lasketaan lisäksi, kuinka mon-
ta kertaa kullakin menetelmällä on päästy lähimmäksi yhdistetyn aineiston estimaattia
verrattuna muihin menetelmiin.
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Taulukko 21. Tuloksia käytetyistä menetelmistä.
Menetelmä suth sahm M1 M2 M3 M4
Poikkeamat yhteensä 22 142 67 490 25 140 7 503 9 162 10 598
Poikkeamat keskimäärin 1 054 3 214 1 197 357 436 505
Lähimpänä aineiston sulk estimaattia 4 0 2 13 1 1
Käytetyistä menetelmistä otoskokojen avulla painotettu keskiarvo (M2) näyttää sopi-
vimmalta vaihtoehdolta estimaattien yhdistämiseen. Sen 21 estimaatin yhteenlasketut
poikkeamat yhdistetyn aineiston estimaateista ovat pienimmät (7 503). Menetelmillä M3
ja M4 poikkeamat ovat hieman suurempia, mutta huomattavasti pienempiä kuin UTH-
aineistosta laskettujen estimaattien poikkeamat. Näiden tarkastelujen perusteella mene-
telmät M2, M3 ja M4 ovat sopivia estimaattien yhdistämiseen. Taulukon 21 perusteella
menetelmällä M2 saadaan 13 kertaa 21:stä estimaatti, joka on lähempänä yhdistetyn ai-
neiston estimaattia kuin muilla menetelmillä lasketut estimaatit. Kun lisäksi menetelmän
M2 yhteenlasketut poikkeamat yhdistetystä aineistosta lasketuista estimaateista ovat pie-
nimmät, voidaan tätä menetelmää pitää selvästi parhaana. On yllättävää, että esimerkiksi
menetelmät M3 ja M4 tuottavat kumpikin vain yhden estimaatin, joka on lähimpänä yh-
distetyn aineiston estimaattia, kun menetelmä M2 tuottaa sellaisen estimaatin 13 kertaa.
Menetelmiin liittyvillä aineistojen estimaattien painokertoimilla on siis suurta merkitys-
tä. Menetelmän M2 kertoimet 0, 77tˆwy,uth + 0, 23tˆwy,ahm näyttävät toimivan hyvin.
Yksinkertaisen keskiarvon (M1) käyttö ei näytä kannattavalta, koska pelkkää UTH-aineistoa
käyttämällä saadaan yhdenmukaisemmat tulokset yhdistetyn aineiston estimaattien kans-
sa kuin yksinkertaista keskiarvoa käyttämällä. Se johtunee siitä, että käytössä on pieni ja
suuri aineisto. Jos käytössä olisi kaksi samankokoista aineistoa, yksinkertaisen keskiarvon
käyttö olisi todennäköisesti kannattavaa.
Havainnollistetaan kuvan avulla eri menetelmällä laskettujen estimaattien yhteenlasket-
tuja poikkeamia yhdistetyn aineiston estimaateista.
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Kuva 8. Eri menetelmillä laskettujen 21 estimaatin yhteenlasketut poikkeamat yhdistetyn
aineiston estimaateista.
Jos menetelmiä laitetaan paremmuusjärjestykseen, niin sopivin estimaattien yhdistämis-
menetelmä on M2, toiseksi sopivin vastanneiden määrillä painotettu estimaatti (M3) ja
kolmanneksi sopivin parametrin λ avulla painotettu estimaatti (M4). Jos niitä ei käyte-
tä, pelkän UTH-aineiston käyttö on kannattavinta. AHM-aineiston estimaatit poikkeavat
kuvan 8 perusteella selvästi eniten yhdistetyn aineiston estimaateista. Se johtuu AHM-
aineiston pienestä koosta.
AHM-aineiston pieni vastanneiden määrä suhteessa UTH-aineiston vastanneiden määrään
selittää sitä, että yksinkertaisella keskiarvolla (M1) lasketut estimaatit poikkeavat enem-
män yhdistetyn aineiston estimaateista kuin pelkkää UTH-aineistoa käyttämällä lasketut
62
estimaatit. Yksinkertainen keskiarvo antaa kummankin tutkimuksen estimaatille saman
painoarvon. Voidaan ajatella, että kummankin estimaatin painokerroin on 0,5. Kun AHM-
vastanneiden määrä on vain 23 % UTH:n vastanneiden määrästä, yksinkertainen keskiar-
vo painottaa liikaa AHM-aineiston estimaattia ja liian vähän UTH-aineiston estimaattia.
Siksi yksinkertaisella keskiarvolla lasketut estimaatit voivat olla usein huonompia kuin
UTH-aineiston estimaatit.
Menetelmistä M1-M4 parhaat tulokset saadaan menetelmällä M2, jossa UTH-aineiston
estimaatin painokerroin on 0,77. Huonoimmat tulokset saadaan yksinkertaisella keskiar-
volla (M1), jossa UTH-aineiston estimaatin painokerroin on 0,5. Menetelmät M3 ja M4
ovat menetelmää M2 huonompia, ja niillä UTH-estimaatin painokertoimet ovat 0,81 ja
0,84. Siksi on kiinnostava kysymys, olisiko UTH-aineiston estimaatin optimaalinen pai-
nokerroin jossain välillä ]0, 5; 0, 77[. Saataisiinko esimerkiksi parempia tuloksia, jos käy-
tettäisiin yhdistettyä estimaattia tˆy,c = 0, 7tˆwy,uth + 0, 3tˆwy,ahm? Olisivatko estimaatit siis
silloin vielä lähempänä yhdistetyn aineiston estimaattia kuin menetelmällä M2? Siihen on
vaikea vastata. Tulosten perusteella näyttää kuitenkin siltä, että aineistojen estimaattien
painokertoimilla pitää olla sopivan kokoinen suhde, jotta ne tuottavat mahdollisimman
yhdenmukaisia estimaatteja yhdistetyn aineiston estimaattien kanssa.
Menetelmä M2 on tässä tapauksessa sopivin, kun UTH-aineiston vastausaste (66 %) on
suurempi kuin AHM-aineiston vastausaste (51 %). Jos UTH-aineiston vastausaste oli-
si huonompi kuin AHM-aineiston vastausaste, otoskokojen avulla painotettu keskiarvo
(M2) ei olisi välttämättä paras. Kuvitellaan esimerkiksi tilannetta, että UTH-aineiston
vastausaste olisikin 51 % ja AHM-aineiston vastausaste 66 %. Silloin vastanneiden pe-
rusteella painotettu keskiarvo (M3) olisi muotoa 0, 72tˆwy,uth + 0, 28tˆwy,ahm, kun otoskokojen
avulla painotettu keskiarvo (M2) olisi edelleen 0, 77tˆwy,uth + 0, 23tˆwy,ahm. Tulosten perus-
teella voi arvioida, että tällaisessa tilanteessa kannattaisi käyttää menetelmää M3, jossa
UTH-estimaatin painokerroin 0,72 olisi pienempi. Silloin kannattaisi ehkä käyttää UTH-
estimaatille vieläkin pienempää painokerrointa kuin 0,72, koska vastanneiden avulla pai-
notettu keskiarvo ei nytkään tuota parasta tulosta. Jos kuitenkin halutaan käyttää tar-
63
kalleen jotain näistä menetelmistä suuren ja pienen aineiston estimaattien yhdistämiseen,
oma ehdotukseni on seuraava. Jos suuremman aineiston vastausaste on suurempi, käy-
tetään menetelmää M2. Jos pienemmän aineiston vastausaste on suurempi, käytetään
menetelmää M3. Tällaisella menettelyllä suuremmasta aineistosta laskettuja estimaatteja
ei painoteta liikaa.
On yllättävää, miten paljon pienen AHM-aineiston informaatio vaikuttaa tuloksiin. AHM-
aineistosta lasketut estimaatit poikkeavat suuresti yhdistetyn aineiston estimaateista, jo-
ten voisi jopa kuvitella, että AHM-aineiston käyttö tulosten laskennassa vain sekoittaisi tai
huonontaisi tuloksia. Yhdistetyt estimaatit ovat kuitenkin pääosin lähempänä yhdistetyn
aineiston estimaatteja kuin erillisten aineistojen estimaatit. On kuitenkin syytä muistaa,
että vaikka AHM-aineisto on pieni, se on myös perusjoukkoaan edustava aineisto. Sille
on tehty vastauskadon oikaisu ja kalibrointi samaan tapaan kuin UTH-aineistolle ja yh-
distetylle aineistolle. Siten AHM-aineistostakin saadaan perusjoukkoa edustavia tuloksia
ja informaatiota, jotka tulee ottaa huomioon. Pienen aineiston tuloksia ei pidä väheksyä.
Aineiston kokoa kasvattamalla estimaattien tarkkuus kylläkin kasvaa, mutta tarkkuus ei
välttämättä kasva samassa suhteessa kuin vastanneiden määrä.
4.3 LGREG-estimointi UTH-aineistoa ja yhdistettyä ai-
neistoa käyttäen
Tässä kappaleessa tarkastellaan, kuinka lähellä UTH-aineiston ja yhdistetyn aineiston
LGREG-estimaatit ovat toisiaan, jos aineistoille sovitettava LGREG-estimaattorin avus-
tava malli on sama. Yhdistetyssä aineistossa on 4 009 vastaajaa, ja UTH-aineistossa 3 262.
Aineistojen vastanneiden määrät eivät siis eroa paljon toisistaan. Lisäksi kaikki UTH:n
vastanneet kuuluvat yhdistetyn aineiston vastanneisiin. Siksi on mielenkiintoista kokeilla,
ovatko LGREG-estimaatit samaa mallia käyttäen lähellä toisiaan.
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Estimoidaan ulkomaalaistaustaisten työllisten lukumäärää perusjoukossa. Tehdään sitä
ennen logistinen malli binääriselle tulosmuuttujalle. LGREG-estimaattori käyttää sitä
avustavana mallina. Selitettävänä on työllisyysindikaattori, joka saa arvon 1 työssä oleville
ja 0 muille. Kokeillaan erilaisia selittäjiä. Lopulliseen malliin valikoituu neljä selittäjää,
jotka on kuvailtu taulukossa 22. Logistinen malli on
(4.17) log
[
µˆk
1− µˆk
]
= βˆ0 + βˆ1x1 + +βˆ2x2 + βˆ3x3 + βˆ4x4.
Tämä on samanlainen kuin vastaustodennäköisyysmalli (4.1), mutta mallissa (4.17) µˆk
tarkoittaa todennäköisyyttä, että henkilö k kuuluu työllisiin.
Taulukko 22. Logistiset regressiomallit UTH-aineistossa ja yhdistetyssä aineistossa. Työl-
lisyyden selittäjät.
Selittäjä Selite DF Wald ChiSq Pr > ChiSq
Aineisto suth
x1 Sukupuoli 1 60 <0,001
x2 Taustamaa 5 65 <0,001
x3 Ikäryhmä 9 354 <0,001
x4 Työnhakijarekisterin työllisyysstatus 7 825 <0,001
Aineisto sulk
x1 Sukupuoli 1 71 <0,001
x2 Taustamaa 5 76 <0,001
x3 Ikäryhmä 9 437 <0,001
x4 Työnhakijarekisterin työllisyysstatus 7 996 <0,001
Merkitsevyystaso on 0,05, joten työllisyyden selittäjät ovat tilastollisesti merkitseviä. Wal-
din testisuureen arvoista nähdään, että työnhakijarekisterin työllisyysstatus ja ikäryhmä
ovat tärkeitä työllisyyden selittäjiä molemmissa aineistoissa, koska Waldin testisuureen
arvot ovat suuria. Lasketaan työllisten lukumäärien LGREG-estimaatit UTH-aineistosta
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ja yhdistetystä aineistosta käyttäen LGREG-estimaattorin avustavassa mallissa näitä se-
littäjiä.
Taulukko 23. Työllisten lukumäärän LGREG-estimaatit UTH-aineistosta ja yhdistetystä
aineistosta.
Luokka Työllisten lukumäärä Keskihajonta 95 % luottamusväli CV
Aineisto suth 140 805 1 690 137 492 - 144 118 0,01
Aineisto sulk 140 595 1 558 137 542 - 143 648 0,01
Työllisten lukumäärissä on eroa 210. Se on noin 0,15 % estimaattien koosta, eli melko
pienestä erosta on kyse. Jos verrataan tuloksia taulukon 7 tuloksiin, jotka on laskettu
käyttäen oikaistua HT-estimaattoria, jossa on samat vastauskato-oikaistut ja kalibroidut
painot wk kuin tässäkin, huomataan, että LGREG-estimaattien keskihajonnat, luotta-
musvälit ja vaihtelukertoimet ovat pienempiä kuin oikaistujen HT-estimaattien vastaavat
luvut. Taulukossa 8 keskihajonnat ovat yli 2 000, joten LGREG-estimaattien keskihajon-
nat ovat huomattavasti pienempiä. Mielenkiintoista on erityisesti, että UTH-aineistosta
lasketun työllisten lukumäärän LGREG-estimaatin keskihajonta on pienempi kuin yhdis-
tetystä aineistosta lasketun oikaistun HT-estimaatin keskihajonta, vaikka UTH-aineiston
vastanneiden määrä on yhdistetyn aineiston vastanneiden määrää pienempi.
Lasketaan työttömien kokonaismäärien LGREG-estimaatit. Avustavassa mallissa voidaan
käyttää samoja selittäjiä kuin työllisten mallissa. Taulukon 22 selittäjät ovat myös tilas-
tollisesti merkitseviä työttömyyden selittäjiä.
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Taulukko 24. Työttömien lukumäärän LGREG-estimaatit UTH-aineistosta ja yhdistetys-
tä aineistosta.
Luokka Työttömien lukumäärä Keskihajonta 95 % luottamusväli CV
Aineisto suth 31 033 1 322 28 442 - 33 624 0,04
Aineisto sulk 30 892 1 190 28 560 - 33 225 0,04
Työttömien lukumäärän ero on 141. Se on noin 0,45 % estimaattien koosta, joten pienestä
erosta on kyse. Taulukossa 7 UTH-aineistosta ja yhdistetystä aineistosta laskettujen työt-
tömien kokonaismäärän estimaattien keskihajonnat ovat 1 608 ja 1 431, joten LGREG-
estimaattien keskihajonnat ovat pienempiä. Tässäkin tapauksessa siis UTH-aineistosta
lasketun LGREG-estimaatin keskihajonta on yhdistetystä aineistosta lasketun oikaistun
HT-estimaatin keskihajontaa pienempi. Hyvällä estimaattorilla voidaan saada tarkempia
estimaatteja pienemmästä aineistosta kuin huonommalla estimaattorilla suuremmasta ai-
neistosta.
Työllisten ja työttömien lukumäärien UTH-aineistosta ja yhdistetystä aineistoista lasketut
LGREG-estimaatit ovat lähellä toisiaan, vaikka UTH-aineiston vastanneiden määrä on
noin 81 % yhdistetyn aineiston vastanneiden määrästä. Tulosten perusteella näyttää siltä,
että havaintomäärien puuttuneisuutta voidaan osittain korvata käyttämällä estimaattien
laskemiseen hyvää estimaattoria.
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Luku 5
Yhteenveto
Tutkielmassa tarkastellaan kahden survey-tutkimuksen informaation yhdistämistä, kun
tutkimusten aineistoissa on samoja tulosmuuttujia. Informaatiota voi yhdistää kahdel-
la tavalla: laskemalla tutkimusten aineistoista estimaatit erikseen ja yhdistämällä ne,
tai yhdistämällä aineistot ja laskemalla estimaatit yhdistetystä aineistosta. Aineistojen
yhdistämisessä mielenkiinto kohdistuu otospainojen muodostamiseen vastaustodennäköi-
syysmallin avulla. Kirjallisuudessa on vähän tietoa yhdistetylle aineistolle muodostetta-
vien otospainojen käytännön soveltamisesta. Tutkielmassa tarkastellaan, miten otospainot
muodostetaan vastaustodennäköisyysmallin avulla yhdistetylle aineistolle, ja kuinka pal-
jon aineistojen yhdistämisestä saadaan hyötyä painojen muodostamiseen. Estimaattien
yhdistämiseen käytetään neljää menetelmää ja tarkastellaan, millä menetelmällä saadaan
estimaatit, jotka poikkeavat vähiten yhdistetyn aineiston estimaateista. Tutkielmassa teh-
dään myös laskelmia käyttäen malliavusteista LGREG-estimaattoria ja tarkastellaan, voi-
daanko hyvää estimaattoria ja pienempää aineistoa käyttämällä päästä yhtä tarkkoihin
tai tarkempiin estimointituloksiin kuin huonompaa estimaattoria ja suurempaa aineistoa
käyttämällä.
Aineistojen yhdistäminen on parempi tapa informaation yhdistämiseen kuin estimaattien
yhdistäminen. Suuremmalle aineistolle saadaan laskettua paremmat otospainot. Kun käy-
tetään suurta aineistoa estimaattien laskemiseen, keskihajonnat, luottamusvälit ja vaih-
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telukertoimet ovat pienempiä kuin pienemmistä aineistoista laskettujen estimaattien vas-
taavat luvut. Siten yhdistetystä aineistosta lasketut estimaatit ovat luotettavimpia ja tar-
kimpia. Aineistojen yhdistäminen edellyttää otospainojen muodostamista uudelleen yh-
distetylle aineistolle, joten se on työläämpi vaihtoehto kuin erillisistä aineistoista lasket-
tujen valmiiden estimaattien yhdistäminen. Aineistojen yhdistäminen tuottaa kuitenkin
niin hyviä tuloksia, että se on suositeltavampi tapa informaation yhdistämiseen.
Otospainojen muodostamisesta vastaustodennäköisyysmallin avulla yhdistetylle aineistol-
le ei ole aikaisempaa kirjallisuutta. Tutkielmassa tarkastellaan, mitä eroavaisuuksia mallin
tekemisessä on, kun käytetään yhdistettyä aineistoa sen sijaan, että malli tehtäisiin tavalli-
seen tapaan yhden tutkimuksen aineistolle. Havaitaan, että mallin tekeminen yhdistetylle
aineistolle tapahtuu melko samaan tapaan kuin yhden tutkimuksen aineistolle. Mallis-
sa tarvittavia aloituspainoja yhdistetyssä aineistossa ei kuitenkaan ole, joten ne täytyy
muodostaa. Yhdistetylle aineistolle tehtävään malliin saadaan enemmän selittäjiä kuin
alkuperäisten aineistojen malleihin. Tutkielmassa käytetään pientä ja suurta aineistoa.
Mallin tekemisestä yhdistetylle aineistolle saataisiin vielä enemmän hyötyä, jos yhdistet-
tävät aineistot olisivat samaa kokoluokkaa. Silloin yhdistetty aineisto olisi kaksinkertainen
alkuperäisiin verrattuna, ja sille saataisiin paljon vastanneisuuden selittäjiä.
Yhdistettäessä aineistojen estimaatteja tutkitaan, mikä estimaattien yhdistämistapa tuot-
taa mahdollisimman yhdenmukaiset tulokset yhdistetyn aineiston estimaattien kanssa.
Ajatuksena on, että yhdistetystä aineistosta lasketut estimaatit ovat tarkimpia, koska
niiden laskemiseen on käytetty suurta havaintomäärää. Estimaattien yhdistämistavoista
parhaaksi osoittautuu menetelmä, jolla aineistojen estimaateista lasketaan aineistojen ko-
kojen avulla painotettu keskiarvo. Toiseksi parhaat tulokset saadaan käyttämällä vastan-
neiden määrien mukaan painotettua estimaattien keskiarvoa. Estimaattien yksinkertainen
keskiarvo ei toimi käytettävien suuren ja pienen aineiston tapauksessa, koska sitä käyttä-
mällä kummankin aineiston estimaatit saavat yhtä suuren painoarvon. Silloin pienemmän
aineiston estimaattia, joka on usein huonompi, painotetaan liikaa. Muutamat käytetyistä
estimaattien yhdistämismenetelmistä painottavat suuremman aineiston estimaattia liikaa.
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Suuremman ja pienemmän aineiston estimaatteja pitää painottaa sopivassa suhteessa.
Aineistojen kokojen ja vastanneiden määrien suhteet vaihtelevat eri tutkimuksissa. Sik-
si ei voi yleisesti sanoa, että estimaattien yhdistämiseen kannattaa käyttää aineistojen
kokojen mukaan painotettua keskiarvoa, vaikka menetelmä onkin aina kilpailukykyinen
muihin menetelmiin verrattuna. Jos suuremman aineiston vastausaste on suurempi, kuten
tutkielman aineistojen tapauksessa, aineistojen kokojen avulla painotettu keskiarvo vai-
kuttaa tarkastelun kohteena olleista menetelmistä selvästi sopivimmalta. Jos pienemmän
aineiston vastausaste on suurempi, kannattaa mieluummin käyttää vastanneiden määrien
avulla painotettua keskiarvoa. Tällöin suuremmasta aineistosta lasketut estimaatit eivät
saa liian suurta painoarvoa.
Luvun 4 taulukoista havaitaan, että erillisistä aineistoista lasketut estimaatit poikkeavat
välillä paljon toisistaan. Tällöin voi olla kyse siitä, että satunnaisvaihtelun vuoksi toises-
ta erillisen aineiston estimaatista on tullut liian suuri ja toisesta liian pieni. Yhdistetystä
aineistosta laskettu estimaatti on tällaisissa tapauksissa näiden kahden estimaatin välillä.
Estimaattien yhdistäminen tuottaa tällöin estimaatteja, jotka ovat lähempänä yhdistetyn
aineiston estimaattia. Informaation yhdistäminen parantaa estimaattien luotettavuutta
erityisesti tällaisissa tilanteissa. Pienemmästä aineistosta lasketut estimaatit ovat yleensä
huonompia kuin suuremmasta aineistosta lasketut estimaatit, mutta pienemmästä aineis-
tosta saatu informaatio on myös tärkeää ja sitä kannattaa hyödyntää.
Malliavusteista LGREG-estimaattoria käyttämällä UTH-aineiston ja yhdistetyn aineis-
ton estimaatit poikkeavat toisistaan vain vähän, kun estimaattorin avustava malli on
sama kummallekin aineistolle. UTH-aineistosta laskettujen LGREG-estimaattien hajon-
ta on pienempää kuin yhdistetystä aineistosta laskettujen oikaistujen HT-estimaaattien
hajonta, vaikka UTH-aineisto on yhdistettyä aineistoa pienempi. Estimaattoreiden tark-
kuutta voidaan siis parantaa, paitsi aineiston kokoa kasvattamalla, myös käyttämällä pa-
rempaa estimaattoria. Jos ei ole kahta samaan aihepiiriin kuuluvaa tutkimusta käytössä,
voidaan parempaa estimaattoria käyttämällä päästä kuitenkin parempiin tuloksiin. Siten
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puuttuvia havaintomääriä voidaan osittain korvata käyttämällä hyvää estimaattoria. Jos
estimoitavia muuttujia on paljon, LGREG-estimaattorin käyttö on kuitenkin melko työ-
lästä, koska estimaattoria varten joka muuttujalle tarvitaan oma avustava malli. Lisäksi
estimaattorin käyttö vaatii perusjoukon yksilötasoista aineistoa, jota ei välttämättä ole
käytettävissä.
Informaation yhdistämiseen on parhaat edellytykset, kun aineistojen kaikki rekisterimuut-
tujat ja tulosmuuttujat ovat samoja. Silloin yhdistetylle aineistolle tehdävää vastausto-
dennäköisyysmallia varten voidaan tarkastella kaikkia rekisterimuuttujia. Näin malliin
saadaan mahdollisimman paljon selittäjiä. Lisäksi regressioestimaattoreissa voidaan hyö-
dyntää mitä tahansa rekisterimuuttujia. Jos yhdistettävät aineistot sisältävät kaikki samat
tulosmuuttujat, voidaan kaikkien tulosmuuttujien estimaatteja parantaa käyttäen tutkiel-
massa esitettyjä menetelmiä.
Tutkielmassa käytettävien aineistojen koko on huomattavan erilainen, joten monet infor-
maation yhdistämisestä esitetyt tulokset ovat käyttökelpoisia tilanteissa, joissa on käytös-
sä pienempi ja suurempi aineisto. Jos käytettävissä olisi kaksi samankokoista aineistoa,
informaation yhdistämisen tulokset olisivat hieman erilaisia. Esimerkiksi estimaattien yh-
distämismenetelmistä yksinkertainen keskiarvo ei ole sopivin vaihtoehto pienen ja suuren
aineiston tilanteessa, mutta kahden samankokoisen aineiston tilanteessa se voisi toimia
hyvinkin. Olisi mielenkiintoista tietää, kuinka paljon tulokset poikkeaisivat, jos yhdistet-
täisiin kahden samankokoisen aineiston tietoja.
Informaation yhdistämistä voidaan hyödyntää myös niille muuttujille, joita on vain toi-
sessa aineistossa. Tähän käytetään imputointimenetelmiä, joissa toinen aineisto on luo-
vuttaja ja toinen vastaanottaja. Vastaanottaja-aineistoon voidaan imputoida arvot puut-
tuville tulosmuuttujille. [15], [26] Imputoinmissa käytetään hyväksi aineistojen yhteisiä
muuttujia. Tyypillisiä imputointimenetelmiä ovat lähimmän naapurin menetelmä ja hot
deck-menetelmät. [22] Tuloksena saadaan vastaanottaja-aineisto, joka sisältää tiedot kai-
kista tulosmuuttujista. Tässä voisi olla aihe jatkotutkimukselle.
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Olisi myös mielenkiintoista tutkia imputointimenetelmien toimivuutta tilanteessa, jossa
kahdessa aineistossa olisi samat tulosmuuttujat. Silloin voisi kokeilun vuoksi imputoida
toisen aineiston tulosmuuttujat toiseen aineistoon hyödyntämällä aineistojen yhteisiä apu-
muuttujia. Tällöin vastaanottaja-aineisto sisältäisi tulosmuuttujista vastanneille imputoi-
tujen arvojen lisäksi todelliset arvot. Näin olisi mahdollista laskea samojen tulosmuuttu-
jien estimaatteja käyttäen imputoituja arvoja ja todellisia arvoja. Silloin voisi vertailla,
kuinka paljon imputoiduilla arvoilla lasketut estimaatit poikkeavat estimaateista, jotka
on muodostettu käyttäen todellisia arvoja.
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Liite 1. UTH- ja AHM-aineistojen apu- ja rekisterimuut-
tujia
 Muuttuja Selite Luokkien lkm 
1 kans kansalaisuus 5 
2 svalt1 syntymämaa 2 
3 koul koulutus 4 
4 sivs siviilisääty 6 
5 sp sukupuoli 2 
6 maa taustamaa 6 
7 ika5 ikä luokiteltuna 5-vuotisryhmiin 10 
8 ika10 ikä luokiteltuna 10-vuotisryhmiin 5 
9 alue asuinalue 4 
10 alue3 asuinalue 7 
11 thstatx työllisyysstatus 8 
12 maakun asuinalue maakunnittain 20 
13 akoko8 asuntokunnan koko 8 
14 autolkm autojen lukumäärä 9 
15 hape asunnon hallintaperuste 10 
16 pks  asuuko henkilö pääkaupunkiseudulla 2 
17 palk_2013 palkkatulot vuonna 2013            jatkuva 
18 peasu perheasema 4 
19 lapsi8 lasten lukumäärä 8 
20 ptoim1_2012 pääasiallinen toiminta 7 
21 tyokk_2012 työkuukaudet vuonna 2012 13 
22 tyotta asuntokunnan niiden henkilöiden lukumäärä, joilla 4 
  työttömyyskuukausia vuoden aikana alle 7  
23 tyotty asuntokunnan niiden henkilöiden lukumäärä, joilla 3 
  työttömyyskuukausia vuoden aikana yli 6  
 
 Muuttuja Selite Luokkien lkm 
24 sose sosioekonominen asema 9 
25 adesa_2012 asuntokunnan tulodesiili vuonna 2012 11 
26 thr_tyot työllisyysindikaattori 2 
27 elake_2013 saiko henkilö eläkettä vuonna 2013 2 
28 yrtu1 saiko henkilö yrittäjätuloja vuonna 2013 2 
29 saatusi1 tulonsiirrot vuonna 2013 2 
30 alle3 onko asuntokunnassa alle 3 v. lapsia 2 
31 alle7lkm onko asuntokunnassa alle 7 v. lapsia 2 
32 hulu huoneluku pl. Keittiö 13 
33 ika_maahanmuutto1 maahanmuuttoikä 2 
34 syntyp2 syntyperä 2 
35 blkm* biologisten lasten lkm 19 
36 mon* avioliiton järjestysnumero 6 
37 llkm17* alle 17 v. lasten lkm 14 
38 tutk kumpaan tutkimukseen henkilö kuuluu 2 
 
     * muuttuja on vain AHM-aineistossa 
Liite 2. UTH- ja AHM -aineistojen tulosmuuttujat
Tyvo Työmarkkina-asema 
  
1 Työllinen 
2 Työtön 
3 Varusmies- tai siviilipalvelusta suorittamassa 
4 Muu työvoimaan kuulumaton 
  
Migreas Tärkein syy viimeiseen maahanmuuttoon siihen maahan, jossa henkilö on nyt 
  
1 Työttömyys, työ löytyi ennen maahanmuuttoa 
2 Työttömyys, työtä ei löytynyt ennen maahanmuuttoa 
3 Perhesyyt 
4 Opiskelu 
5 Turvapaikka 
6 Muu syy 
9 Ei kuulu kysymyksen kohdejoukkoon 
  
Overqual Henkilö voisi tehdä pätevyytensä ja taitojensa puolesta vaatiavampaakin työtä kuin nykyistä työtä 
  
1 Kyllä 
2 Ei 
9 Ei kuulu kysymyksen kohdejoukkoon 
  
Jobobst1 Suurin syy, miksi henkilö ei saa pätevyyttään vastaavaa työtä tai ylipäätään työtä 
  
1 Kielitaidon puute 
2 Ulkomailla hankittua pätevyyttä ei hyväksytä 
3 Rajoitetut oikeudet työskennellä kansalaisuuden tai oleskeluluvan vuoksi 
4 Syntyperä, uskonto tai sosiaalinen tausta 
5 Muu este 
6 Ei tiettyä syytä 
9 Ei kuulu kysymyksen kohdejoukkoon 
 
Langhost Oleskelumaan kielitaito 
  
1 Äidinkieli 
2 Edistynyt 
3 Keskinkertainen 
4 Osaa alkeet tai huonompi 
9 Ei kuulu kysymyksen kohdejoukkoon 
  
Findmeth Menetelmä, jolla henkilö löysi nykyisen työpaikan 
  
1 Mainokset millä tahansa kanavalla 
2 Sukulaisten, ystävien tai tuttavien kautta 
3 Työvoimatoimiston kautta 
4 Henkilöstöpalveluyrityksen avulla 
5 Opiskelu- tai harjoittelupaikan avulla 
6 Otti yhteyttä työnantajaan 
7 Työnantaja otti yhteyttä 
8 Muu syy 
9 Ei kuulu kysymyksen kohdejoukkoon 
  
Omato Pääasiallinen toiminta henkilön oman valinnan mukaan 
1 Työtön tai lomautettu 
2 Opiskelija, koululainen 
3 Vanhuuseläkkeellä 
4 Työkyvyttömyyseläkkeellä tai muuten pitkäaikaisesti sairas 
5 Hoitaa omia alle 15 v. lapsia 
6 Hoitaa iäkästä, sairasta tai vammaista omaista 
7 Varusmies- tai siviilipalveluksessa 
8 Tekee jotain muuta 
9 Ei osaa sanoa 
 
