Introduction
Expression quantitative trait locus (eQTL) studies have successfully identified both cis-acting loci (those that have an effect in the vicinity of their location) and trans-acting loci (those that act at a distance). With the fall in the cost of sequencing and gene expression quantification they are becoming increasingly attractive but they are not without statistical challenges. One of the challenges is that they tend to have a small number of individuals (small n) but a large number of SNPs (large p). This means that eQTL studies, as with genome-wide association studies, are both computationally intensive and, because the vast majority of SNPs are not expected to affect gene expression, require the use of non-standard statistical techniques that implicitly model this sparsity.
Many different multivariate statistical methods have been applied to this problem. The statistical approaches we consider to model eQTL data without functional information can be divided into two categories: fully Bayesian approaches via Markov Chain Monte Carlo (MCMC) and methods that use a maximum a posteriori (MAP) estimation approach that reports only the posterior mode. Within the fully Bayesian approach, there are two categories of priors: variable selection priors which use priors with point masses at 0; and continuous shrinkage priors with a lot of mass near to 0. The latter shrink many parameter estimates close to, but not equal to zero. Bayesian continuous shrinkage prior distributions tend to have a sharp mode at 0, with the mass in the tails influencing the amount of shrinkage applied to large estimates.
We assess three fully Bayesian approaches: piMASS [Guan and Stephens, 2011] , Spike and slab (SS) [Ishwaran and Rao, 2005] and the Normal Gamma (NG) [Griffin and Brown, 2010] (of which the Bayesian Lasso [Park and Casella, 2008 ] is a special case). piMASS and SS both use variable selection through indicator variables to select explanatory variables to include in the model giving truly sparse models. Using proximity of the SNPs and their marginal associations with respect to gene expression, piMASS selects a different SNP set in every iteration. SS uses no such criteria for SNP inclusion. The NG updates estimates for all SNPS at every iteration. piMASS, SS and the NG share many similarities in the prior hierarchies, with the fundamental difference being the inclusion or omission of a point mass at zero. As well as fully Bayesian methods, we also consider HyperLasso (HL), a penalized regression approach equivalent to MAP estimation with a specific prior which has the LASSO as a special case. The HL has a flexible two-parameter normal exponential gamma prior whereas the LASSO has a single parameter constrained Laplacian (double exponential) prior.
Consequently we use HL to represent the Bayesian MAP estimation techniques. We also evaluate the performance of least squares (LS) if n ≥ p or minimum length least squares (MLLS) if n < p in order to compare with a univariate frequentist approach.
There are increasing amounts of SNP-specific functional information that could be utilised to good effect in eQTL studies. We create a framework that enables us to include SNP-specific functional information and can be used to prioritise SNPs for follow up. Other approaches to including functional information have been developed. Lirnet for example allows the incorporation of functional information, but not on a SNP-specific level. All of the previously mentioned, multivariate statistical methods that do not currently allow the incorporation of SNPspecific functional information could be modified to do so.
Based on its superior performance we developed the NG to include functional information. We choose to use the Functional Significance (FS) Score [Lee and Shatkay, 2009] which is a normalized score (FS ∈ [0, 1]) which combines information on the deleterious effects of SNPs from 16 publicly available web services and databases. We used the FS scores for 112,949 SNPs, of which 1,399 are known to be disease related, provided by the authors.
In this paper we compare the performance of eQTL detection using the NG, SS, HL and piMASS and standard least squares (LS) or minimum length least squares (MLLS). Performance is assessed by comparing the ranks of relevant posterior estimates of simulated causal SNPs through receiver operator characteristic (ROC) curves. We test our development of the NG on two simulated data sets and data from the Fairfax eQTL study [Fairfax et al., 2012] which measured gene expression in primary monocytes and B cells. The Fairfax data contains validated causal SNPs and we compare the rank of these validated causal SNP in the NG and our NG developed to include functional information.
Methods
In this section we briefly describe the methods we compare.
Least Squares (LS)
The standard vector form of a linear model is Y = α + βX + ǫ where X is an n × p matrix of SNP genotypes, Y is a vector of gene expression values, β is a vector of effect sizes and ǫ ∼ N p (0, σ 2 I n ).
The standard LS estimates are given by β = (X T X) −1 X T Y if p < n. If p > n, as for most eQTL data, we use the minimum length least squares (MLLS) estimates given byβ = (X T X) † X T Y where A † is the unique pseudo-inverse of A.
Spike and Slab (SS)
The SS (a form of Bayesian Variable Selection Regression) was initially proposed by Mitchell and Beauchamp [1988] and involves a mixture prior distribution consisting of the Normal distribution and point mass at 0. Let p be the number of SNPs and n be the number of observations, y be an n-vector of gene expression values, γ = diag(γ 1 , . . . , γ p ) be the binary vector indicating which SNPs are in the model, β γ be the effect size parameter vector for those SNPs in the model, X γ be the genotype design matrix for those SNPs in the model, π k be the prior inclusion probability of SNP k, V −1 γ be the rows and columns of V −1 = (X T X + diag(X T X))/2n corresponding to γ k = 1 and σ 2 be the error variance. Then the standard hierarchical set-up for SS can be seen in
where κ is taken to be 0.005s 2 y and s 2 y is the marginal standard deviation of the response. SS reports the posterior probability of inclusion (having a non-zero regression coefficient) as its measure of association as well as estimating the posterior regression effect sizes conditional on being in the model.
For our simulation results, we use a prior inclusion probability of 0.05 for all SNPs unless otherwise stated. There are two possible post burn-in posterior estimators for β k for the SS: the posterior mean of β k and the proportion of MCMC iterations with β k = 0. The posterior mean gave the largest AUC from a ROC analysis so we used this as the summary statistic for the SS.
piMASS piMASS [Guan and Stephens, 2011] is another form of Bayesian Variable Selection Regression with a similar hierarchical structure to that of the SS but formulated specifically for eQTL (or case-control) studies. It makes proposals of which SNPs to include at the next iteration based on the genetic distance between, and marginal associations of, the SNPs not currently in the model. We compared two posterior estimators from piMASS: the posterior mean of β j and the the proportion of MCMC iterations with β j = 0. The posterior mean of β j performed best in terms of the AUC from a ROC analysis so we used this to assess the performance of piMASS. We used the default values of the hyperparameters.
HyperLasso (HL)
HL [Hoggart et al., 2008 ] is a Bayesian-inspired approach that determines Maximum-a-Posteriori (MAP) estimates of the parameters rather than sampling from the posterior distribution. The normal exponential gamma prior of HL is a continuous distribution with a sharp mode at zero and can have heavy tails for certain combinations of the shape and scale hyperparameters. The large mass around zero in conjunction with the heavy tails of the prior forces parameters with maximum likelihood estimates close to zero to be shrunk to zero with reduced shrinkage on those variables with larger maximum likelihood estimates.
The posterior of the HL is not always unimodal, especially in the n < p case, and the order in which the coefficients are updated also affects the MAP estimate, particularly in the case of highly correlated SNPs. The software tries to overcome this by implementing multiple runs of the algorithm. One of the drawbacks to HL is the high sensitivity of the posterior estimates to the choice of hyperparamters. The authors provide some guidance about appropriate hyperparameter values in the case-control study setting, based on controlling the family-wise error rate, but don't for eQTL studies. We experimented with different values of the scale parameter from 100 to 0.001 but found that the AUC was maximized using the default value of 0.1.
The Normal Gamma prior (NG)
As for HL, the NG prior belongs to the family of scale mixtures of normals. The NG is a 2-parameter generalisation of the single-parameter double exponential prior (see equation (8) in which the idiosyncratic variance of the conditional distribution of β i has a 2-parameter gamma distribution). The key feature of the 2-parameter NG is that the prior structure allows adaptive shrinkage in the sense that larger effect sizes are shrunk less than effect sizes close to zero. Griffin and Brown [2010] propose a hierarchical structure for each effect size parameter β i defined in
Equations (6)- (9), with uninformative priors on α and σ 2 .
M is the expectation of the prior marginal variance of β i which is estimated as the mean square of the maximum likelihood estimates of the β i parameters. The marginal prior variance of the effect sizes is var (π(β i |λ, γ)) = 2λγ 2 . As is standard in Bayesian analysis this variance is given an inverse gamma distribution IG(2, M) having expectation M . This yields the gamma conditional distribution γ −2 |λ. given in equation (7). The left hand side of Figure 1 shows the directed acyclic graph (DAG) for this model. The parameters are updated via MCMC using a Metropolis-Hastings within Gibbs approach. We compared several posterior summary statistics for the NG: the mean, median, interquartile range and whether the credible interval contained 0. The summary statistic giving the greatest AUC was the posterior mean so we used this as our summary statistic for the NG. The full conditionals used in the MCMC updating for the NG are given in Supplementary Text S1.
Details of the MCMC set up
The NG and SS are run for 100,000 iterations for the simulated and Fairfax data with a 5,000
iteration burn-in. piMASS is run for 100,000 iterations with a 10,000 iteration burn-in and thinning based on maintaining every 10th iteration, as suggested in the documentation.
Details of the simulated eQTL datasets
We used HapGen2 [Su et al., 2011] to simulate data based on the known SNP correlation structure in the human genome. HapGen2 generates DNA sequences based on the minor allele frequency (MAF) and linkage disequilibrium (LD) structure of the reference dataset. We used the control samples of the European haplotypes of the August 2010 release of the 1000 genomes data [Altshuler et al., 2010] for our simulations.
We simulated data with a sample size of 300 for 631 SNPs from the region around the CAS-PASE8 gene on chromosome 2 -a region widely believed to be associated to breast cancer and melanoma [Barrett et al., 2011 , Camp et al., 2012 . A 200kbase region (from 201566128 to 201766128 in the human genome 19 build of chromosome 2) surrounding the CASPASE8 gene was used for
simulations. This region has a variety of LD block sizes and strengths allowing us to evaluate the effectiveness of the NG in detecting causal SNPs from a wide range of underlying LD structures.
We simulated 6 causal SNPs which is more than would typically be expected in a region of this size but we wanted to place the causal SNPs in a variety of LD block sizes and strengths.
Three causal SNPs were chosen to be in high LD with each other, 2 were chosen to be in moderate We simulated the i th gene expression (y i ) as y i = p j=1 x ij β j + ǫ i where ǫ i ∼ N (0, 1), x ij represents the j th genotype for person i, and β j represents the effect size of the j th SNP. All effect sizes were simulated to be 0.4. For simplicity, when simulating the gene expression value, we use the dominant modelling of SNPs, where 0 represents the homozygous wild-type genotype and 1 represents all other genotypes. The error included in the gene expression value is used to represent the noise seen in experimental data. The effect sizes and number of SNPs in the region were chosen to be consistent with other simulated datasets [Kang et al., 2012 , Petersen et al., 2013 , Wu et al., 2011 .
Details of the Fairfax dataset
The Fairfax study [Fairfax et al., 2012] was designed to look for cis-and trans-acting eQTLs in paired purified primary monocytes and B-cells. The study aimed to identify effects unique to monocytes or B-cells via cell-specific eQTLs. The data was obtained using Illumina Human v4 BeadChip for the genome-wide expression profiling and Illumina HumanOmniExpress-12v1.0
BeadChips for the genotyping.
We analysed four of the probe sets reported in Figure 6b of Fairfax et al. [2012] to assess our statistical methods. To reduce the number of SNPs we kept all exonic SNPs on the chromosome where the gene of interest was located and any SNPs that were reported as causal regardless of the location (exonic, intronic, or otherwise). Table 1 gives details of the final numbers of SNPs and individuals for each of the 4 probe sets considered. In each gene there is a single validated causal SNP. We used Impute2 [Howie et al., 2009 ] to estimate the missing genotypes. We retained only those imputed genotypes for which the info score was greater than 0.3. We removed individuals with a high proportion of imputed SNPs with low information scores.
The results in Figure 6b of Fairfax et al. [2012] show that the number of copies of the rare allele has a clear effect on gene expression, therefore we recoded the SNPs as 0, 1, 2 to reflect the additive effect of the number of copies of the minor allele. Histograms of the gene expression values for the four genes in Table 1 Fairfax et al. [2012] .
Including the FS score into the NG framework
The NG showed the best performance in ranking SNPs in our simulated data so we developed the NG to include relevant functional information. We call this modification the Normal Gamma Splitting Function (NGSF). Functional information has started to be included in population-based association studies with some success [Pickrell, 2014, Spencer et al., in press] . In each analysis
where we include functional information we partition our SNPs into a maximum of 7 functional groups (intergenic, splicing etc). For each group we select all SNPs of the same type from the online FS score resource and fit densities to the empirical distribution of the FS scores. We choose to include the functional information in the NG via the expectation of the marginal prior variance of β. This allows the functional significance score to inform, a priori, the effect sizes of all SNPs in each SNP group. In the standard NG, var (π(β i |λ, γ)) = 2λγ 2 ∼ IG(2, M) where IG represents the inverse gamma density. When we include functional information, M is replaced with B so that var (π(β i |λ, γ)) = 2λγ 2 ∼ IG(2, B), where B is a monotonic transformation of the observed functional information F . We use B rather than F directly because F ∈ [0, 1] which we found to be too narrow for our purposes. We let B = tan which we found to be sufficiently wide to facilitate differential shrinkage in the different SNP groups.
The directed acyclic graph on the right of Figure 1 shows how the FS score, F , is included in the NG framework.
Prior distributions for F
We fitted empirical prior distributions to the raw FS score values for each SNP type which makes the computation of the full conditionals more computationally expensive but ensures that we are using truly representative distributions for these groups. The fitted densities are shown in Figure 2 and the distributions are given in Equations (10)-(16).
We chose the Bernoulli probability distribution for SNPs in splicing regions because we considered them to either have a highly deleterious effect or to have no effect at all. We choose a Bernoulli 
Results
Comparing the performance of the selected methods on the simulated datasets Table 2 : AUCs for the ROC curves for the 5 methods applied to simulated datasets 2A and 2B with a sample size of 300 and 631 SNPs. Each of the 9 simulated data sets has 6 causal SNPs each with simulated effect sizes of 0.4. The MAF of the causal SNPs in dataset 2A (2B) is approximately equal to 0.2 (0.02) and the data are simulated using the LD structure of the CASPASE8 region using HapGen2 [Su et al., 2011] . : ROC curve comparing the 5 statistical methods applied to simulated dataset 2B with a sample size of 300 and 631 SNPs. Each of the 9 simulated data sets has 6 causal SNPs each with a MAF approximately equal to 0.02 and an effect size of 0.4. The data are simulated using the LD structure of the CASPASE8 region using HapGen2 [Su et al., 2011] .
Including Functional Information
In this section we assess the effect of implementing the NGSF. The NGSF has a standard NG hierarchical structure but uses functional information in the form of the FS score to enable differential shrinkage between the 7 SNP groups. Within the simulated data sets we allocated all 625 non-causal SNPs to SNP groups randomly whilst ensuring that the proportions in each SNP group were approximately the same as those used to determine the priors shown in Figure 2 . We then consider two separate scenarios: in the first the 6 causal SNPs are placed in the UTR3 group (NG UTR), in the second they are placed in the Splicing group (NG splicing). We choose these two groups because they represent SNPs that are, a priori, unlikely to be deleterious and very likely to be deleterious respectively.
Comparing the ranking performance of the NGSF and NG on simulated data
We compare the ranks of the causal SNPs using the NGSF in our two scenarios with those from the standard NG using ROC curves. Figure 5 shows ROC curves for n = 50, 100 and 300 separately to assess the effect of the sample size (n). The NG splicing detects the highest proportion of causal SNPs at the lowest false positive rate (FPR) when the FPR is less than 0.5 which is the most relevant part of the ROC space. These results show that the NGSF has the desirable property that when the causal SNPs are together in a group that a priori has a high probability of being deleterious, the posterior mean effect sizes are larger than when the causal SNPs are in a group which is a priori less likely to be deleterious (and hence a priori has smaller effect sizes). ROCs showing the ranks of the posterior mean effect sizes for 6 causal SNPs in data set 2A for the NG, NG splicing and NG UTR scenarios for n = 300, n = 100 and n = 50. Five replicate data sets were simulated in HapGen2 [Su et al., 2011] using the LD structure of the CASPASE 8 region in which all the causal SNPs had a MAF of approximately 0.2 in the population. The NG splicing (NG UTR) case is where all 6 causal SNPs are defined as splicing (UTR3) and all 625 non-causal SNPs are from the other 6 functional information groups.
To further quantify the relative performance of the 3 methods we report the AUC of the ROC curve in Table 3 . For each sample size considered, the NG splicing has the largest AUC. The relative performance of the NG and the NG UTR is less clear. For n = 100 the NG has the lowest AUC, but for n = 50 and n = 300, the AUC of NG UTR is lowest although for n = 300 the NG and NG UTR have very similar AUCs. Because n < p in our eQTL data, it is important to determine the sensitivity of the results to the sample size which affects the information in the likelihood.
By inspecting the columns of Table 3 we see the relative influences of the prior and likelihood in determining the AUCs. For both the NG UTR and NG splicing, when n = 50 the prior strongly influences the ranking and the posterior effect sizes of the causal SNPs are substantially shrunk compared to those in the n = 100 case. There is very little difference between the performance of either the NG UTR or the NG splicing at n = 300 compared to n = 100. The sample size affects the performance of the NG differently. For the NG the prior enforces similar amounts of shrinkage in the n = 50 and n = 100 cases. It is not until n = 300 that we start to see less shrinkage of causal SNPs relative to the non-causal SNPs. Perhaps the most important observation is that even with modest eQTL sample sizes as low as 100, placing the causal SNPs in the group with an a priori low probability of a deleterious effect gives AUCs which are comparable to the standard NG. It appears that just partitioning the SNPs and allowing differential shrinkage can substantially improve causal eQTL rankings.
NG
NG splicing NG UTR n = 300 0.9103 0.9848 0.8945 n = 100 0.8544 0.9931 0.8873 n = 50 0.8526 0.8985 0.7825 Table 3 : The AUC of the ROC curves in Figure 5 Comparing posterior mean effect sizes of the NGSF and NG on simulated data
Previous analyses have concentrated on the ranks of the causal SNPs. Next we focus on posterior effect size estimation. Figure 6 shows kernel density estimates of the posterior mean effect sizes for all causal and non-causal SNPs for NG splicing, NG UTR and the standard NG. The posterior effect sizes for the causal SNPs in the NG splicing are larger than for NG UTR, especially for n = 300, confirming the conclusions from our previous ROC analysis. The causal SNPs have smaller posterior mean effect sizes for the NG compared to either NG splicing or NG UTR. In particular we notice that, even in the NG UTR case, where the prior puts a lot of mass at low FS scores, there appears to be less shrinkage in the posterior mean effect size estimates compared to the NG. The ROC analysis from the previous section gave similar AUCs for the NG and NG UTR for n ≥ 100. Here we see that although the ranks of the two approaches are similar (resulting in similar AUCs), the posterior mean effect sizes of the causal SNPs for NG UTR are more clearly separated from those of the non-causal SNPs than they are in the NG analysis. So allocating all the causal SNPs to a single prior group results in superior detection of the causal SNPs, even if causal SNPs are placed in groups with an a priori low probability of being deleterious. Standard NG (n=100) Figure 6 : Kernel density estimates of the posterior mean effect sizes for 6 causal SNPs and 625 non-causal SNPs in data set 2A for the NG, NG splicing and NG UTR scenarios for n = 300 and 100. Five replicate data sets were simulated using HapGen2 [Su et al., 2011] using the LD structure of the CASPASE 8 region in which all the causal SNPs had effect sizes of 0.4 and MAFs of 0.2. The NG splicing (NG UTR) case is where all 6 causal SNPs are defined as splicing (UTR3) and all 625 non-causal SNPs are from the other 6 functional information groups.
Assessing the results of the NGSF with causal SNPs split across functional information groups.
There are only likely to be a small number of causal SNPs within a gene so it is reasonably likely that they will all belong to one of the functional groups we have defined but we also assess the effect of splitting the 6 causal SNPs across the UTR3 and Splicing functional groups by placing 3 in each group (labelled as NG mixed). The SNPs in the splicing group have an average posterior mean rank of 3 whereas SNPs in the UTR3 group have an average posterior mean rank of 13.5. Figure 7 shows the ROC curve for the NG mixed case in comparison to placing all the causal SNPs in the same functional group. When the causal SNPs are split across groups, the AUC is 0.8564 which is somewhat smaller than the AUCs of the NG, NG UTR and NG splicing. Importantly however, at relevant FPRs of less than 20%, the TPR of the NG mixed is consistently at or above that of the NG and NG UTR.
Comparing the performance of the NG and NGSF on the Fairfax data
Our Fairfax data analysis includes SNPs in exonic regions on the same chromosome as the gene under consideration in addition to all validated causal SNPs, not all of which were exonic. This is true of the FADS1 bcell gene, where the validated causal SNP is intronic and is the only SNP in its category. The causal SNPs are exonic in the CARD9 mono, RBM6 mono and RBM6 bcell probe sets. There were some exonic SNPs with unknown synonymous /non-synonymous status. We allocated these SNPs to the 'other' category (see Figure 2 for prior FS score plots). We performed the analysis separately for each of the 4 probe sets. information group that the validated causal SNP belongs to in brackets for the NGSF.
The results in 
Discussion
We compared the performance of several currently available multivariate statistical methods, and one that has never been used before, in fine mapping genes in eQTL studies using simulated data. Our results showed that using the normal gamma prior assigned higher ranks to simulated causal SNPs for a given false positive rate. We therefore developed it to allow functional genetic information to inform the SNP prior effect size with the aim of boosting the rank of causal SNPs.
We applied our new approach to previously published data with validated causal SNPs and observed considerable increases in the rank of the causal SNP in all four genes tested. We also saw increased posterior effect size estimates of all simulated causal SNPs compared to the standard NG we choose to modify. This is primarily due to greater control over the amount of shrinkage enforced. This is true when all causal SNPs are placed in the same functional group but we have demonstrated that even when causal SNPs are split across different functional groups, our new method has a TPR which is never less than that seen in the standard NG. Using the top 1 or 2% of SNPs ranked by the NGSF for biological validation would lead to a higher chance of detecting the truly causal SNP than using any other statistical method compared in this paper. Our approach substantially reduces the risk of not taking forward causal SNPs for validation.
We choose to use the FS score to inform our prior distributions for the causal effect sizes. This has the advantage of representing information from multiple sources to give a single score. It has the disadvantage of being bounded by 0 and 1 so that a transformation is required to provide a prior density with a sufficiently large support to allow meaningful differential shrinkage between groups. Other functional information, for example that available in ENCODE [Consortium, 2011] may not need transforming which might lead to Gibbs update and hence faster computing time.
We choose to use empirical priors for the FS scores in the SNP groups. Many of these priors were mixtures of densities and point masses which led to increased computational complexity.
Using purely continuous priors will likely lead to computational savings. To inform the process of grouping SNPs, the approach of Pickrell [2014] could be used. In this approach the most relevant trait-specific annotations are identified via statistical modelling. This method is able to handle hundreds of genomic annotations without prior knowledge of which are likely to be most relevant.
The approach taken here is to allow the prior effect size to be influenced by functional genomic information. A possible future avenue of research is to consider the related approach of allowing functional information to affect the prior inclusion probability of PiMASS [Guan and Stephens, 2011] which is a potentially interesting approach.
where F ′ is the proposed value, F is the current value and the form of q(F ′ , F ) depends upon whether the proposed value is the point mass from the priors (F * ) in equations (10)-(16) or is sampled from some suitable probability density.
MCMC updates for F Syn , F N on−syn and F U T R where the prior is a single density
We first simulate β according to β = σ 2 z where z ∼ N (0, 1) and σ 2 is tuned to allow the parameter space to be sufficiently explored. Given the current value of F , we then propose F ′ according to
It follows from equation (19) that the transition kernel density is
where and φ and Φ are the the standard Gaussian density and distribution function respectively.
Then using equations (17) and (18) with the priors in equations (12), (15) and (16) MCMC updates for F intronic , F intergenic and F other where the prior is a density and point mass mixture
We utilize the technique described in Gottardo and Raftery [2004] . This requires that, for the two measures ν 1 and ν 2 , there exists a measurable set A such that ν 1 (A) = 0 and ν 2 (A C ) = 0, where A C defines the complement of the set A. Formally, we have to exclude the value of the point mass from the support of the density to ensure that ν 1 (A) = 0 and ν 2 (A C ) = 0. Hence the prior is of the form π(F ) ∼ (1 − w)δ F * + wg(F )1 F ∈[0,1]\{F * } where F * is the value of F for which there exists a point mass, w is the mixture proportion and g(F ) is the density component of the mixture prior for F . The procedure is as follows:
1. Let part 1 represent the point mass (1−w)δ F * and part 2 represent the density wg(F )1 F ∈[0,1]\{F * } .
2. Calculate the component-wise full conditional distributions for F |λ, γ −2 for part 1 and part 2 which depend on the mixing proportion w.
3. Sample a random uniform value u to define which part we sample our proposal value from.
If u < p 1 we propose the value of the point mass, otherwise we sample a proposal value from our proposal distribution defined in Equation (19) . Note that the value of p 1 will need to be carefully tuned to achieve good chain mixing.
If F * is the value of the point mass, F ′ the proposed value then q(F, F ′ ) is given by: 
Exact expressions can be derived by substituting the value of w, F * and the density component of the mixture prior g(F ), which can be found in equations (10), (11) and (14).
MCMC updates for F splicing where the prior is a mixture of 2 point masses
Here our proposal space is {0, 1}. Since q(F, F ′ ) = p 1 for both values of F ′ , the acceptance probability can be shown to be 
