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Abstract
Convection in a Boussinesq uid conned by a annular channel fast rotating about a
vertical axis and uniformly heated from below, is one of our concerns in this thesis. An
assumption that the channel has a suciently large radius in comparison with its gap-
width is employed, so that the curvature eect can be neglected. The aspect ratio of the
channel has great inuence on the convective ow in it. Guided by the result of the linear
stability analysis, we perform three-dimensional numerical simulations to investigate the
convective ows under three dierent types of aspect ratios, which are namely the mod-
erate or large aspect ratios, the very small aspect ratios and the moderately small aspect
ratios. Also, we numerically study how convection in the channel is aected by inhomo-
geneous heat uxes on sidewalls, which is a simple simulation of the thermal interaction
between the Earth's core and mantle.
Convection and dynamo action in a rapidly rotating, self-gravitating, Boussinesq uid
sphere is the other concern. We develop a nite element model for the dynamo problem
in a whole sphere. This model is constructed by incorporating dynamo equations with
globally implemented magnetic boundary conditions to a whole sphere convection model,
which is also presented here. The coordinate singularity at the center usually encountered
when applying the spectral method is no longer an obstacle and no nonphysical assump-
tions (i.e. hyper-diusivities) are used in our model. A large eort has been made to
eciently parallelize the model. Consequently, it can take the full advantage of modern
massively parallel computers. Based on this dynamo model, we investigate the dynamo
process in a sphere and nd that self-sustaining dynamos are more dicult to obtain in a
sphere than in a spherical shell. They are activated at relatively high Rayleigh numbers.
Moreover, the magnetic elds generated are not dipole-dominant, dierent from those
generated in most dynamo simulations.
Chapter 1
Introduction
Many phenomena of ows in planetary uid systems involve spherical geometry, rapid
rotation and convection. The controlling eect of rapid rotation and the constraining
eect of spherical geometry yield distinguished features of the convective motions in
rotating planetary systems. Understanding the structure and behavior of convection in
rapidly rotating spherical systems helps us to explain important phenomena such as zonal
jets on Jupiter as well as planetary dynamos powered by convection.
In this thesis, we will study two dierent convection problems. From simple to com-
plex, they are, convection in rapidly rotating Boussinesq uid-lled annular channels and
convection in rapidly rotating, self-gravitating Boussinesq uid spheres.
The former problem was rst formulated and studied by Davies-Jones and Gilman
(1971), who were motivated by the desire to understand the relationship between con-
vection cells and dierential rotation in rotating planetary and stellar uid interiors and
atmospheres. The annular channel for research can be deemed as a separated part of
a sphere. Assuming that the gap-width of the annular channel is suciently small in
comparison with its radius, the curvature eect can be neglected, which brings huge
mathematical simplicity to the convection problem. Without curvature, it allows us to
easily perform a linear stability analysis of convection. Also, the resulted simple geome-
try makes the numerical simulations of nonlinear convective ows in the channel rather
cheap to carry out, in the sense that a parallel nite dierence code for simulation can
be developed in a relatively short time period.
The latter problem, in which the curvature eect is included, was rst investigated by
Chandrasekhar (1961). Within dierent asymptotical limits, many asymptotical theories
1
for the onset of convection in rotating uid spheres have been developed (for example,
Roberts, 1968; Busse, 1970; Soward, 1977; Zhang, 1994; Jones et al., 2000; Zhang and
Liao, 2004; 2007). In this thesis, we attempt to construct a nite element model to nu-
merically simulate nonlinear convection in rotating uid spheres. Moreover, since most
convective motions are coupled with magnetic elds, therefore, aside from the pure con-
vection problem, we also study the convection powered, self-sustaining dynamo problem,
whose applications can be the magnetic eld generation of giant gaseous planets or the
Earth in its early evolution stage when the interior is completely liquid. A nite element
dynamo model is developed by incorporating a globally implemented magnetic eld into
the nite element convection model.
This thesis is arranged in this way: In the rst chapters, we will introduce the back-
ground to the problems we are studying. The numerical method we use to simulate
convection in an annular channel is presented in Chapter 2. It follows by Chapter 3,
4, 5 and 6 in which convective ows in channels with dierent boundary conditions and
parameters are studied, From the Chapter 7, we move to discuss the whole sphere con-
vection problem. Before the conclusion, we will consider self-sustaining dynamos in a
whole sphere.
1.1 Convection in an rotating annular channel
Convection in a Boussinesq uid conned in an annular channel uniformly heated from
below and rotating about a vertical axis, representing a modied Rayleigh-Benard prob-
lem, is of great interest to researchers because of its wide applications found in rotating
planetary and stellar atmospheres and uid interiors. Based on an assumption that the
gap-width of the annular channel is suciently small in comparison with its radius so
the curvature eect can be neglected, Davies-Jones and Gilman (1971) rst formulated
and studied this problem. Two profound discoveries were made in their pioneering work:
(i)rigid sidewalls of the channel provide overstability and (ii) the critical Rayleigh number
of the overstable convection is lower than that of a innite unbounded Rayleigh-Benard
layer when the channel is rotating fast enough. However, the fundamental mechanism of
the overstability was not revealed in their work and remained unknown for a quite long
time.
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Two decades later, during an experimental study of the convective ow in an fast
rotating cylinder with a rigid sidewall, Zhong et al. (1991) observed the overstable con-
vection which has an much lower critical Rayleigh number compared to that calculated
by the linear theory for innite unbounded Rayleigh-Benard layer. As the convection
shown in the experiment is closely attached to the sidewall, it is often referred to as
wall-localized convection.
The existence of wall-localized convection modes was rst convincingly demonstrated
by Goldstein et al. (1993) through the numerical analysis to the convection in an fast
rotating cylinder with a rigid sidewall. Then, Herrmann and Busse (1993) developed an
asymptotical theory for the wall-localized convection in a rotating horizontal layer in the
presence of a non-slip sidewall with top and bottom stress-free conditions. Also, similar
work could be found in (Kuo and Cross, 1993). Later on, experiments performed by Liu
and Ecke (1999) provide more detail about wall-localized convection modes.
It has been demonstrated, both experimentally and theoretically, that the presence
of a no-slip vertical sidewall in the Benard layer destabilizes convection and causes over-
stability, resulting in wall-localized convection when the system rotates fast enough. As
all the previous studies on the problem assumed the no-slip velocity condition on the
sidewall, it appears to people the eect of vanishing toroidal ow imposed on the no-slip
sidewall plays an important role in producing the wall-localized convection phenomenon.
However, Liao et al. (2006) further show that the presence of a stress-free sidewall can
also give rise to overstable wall-localized convection. Their study provides a more pre-
cise understanding to the fundamental mechanism of the overstability: the sidewall, no
matter rigid or stress free boundary condition assumed on it, requiring the vanishing of
the normal ow on it, destroys the horizontal uniformity of planar geometry, removes
the degeneracy characterizing the problem of convection in an innite unbounded layer
and creates a unique location where a wall-localized convection mode with a small scale
(determined by the Taylor number) can take place.
As the consequence of the particular geometry of a channel, there are two sidewalls,
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the aspect ratio   can play a important role to determine the form of the convective insta-
bilities in it. Liao et al. (2005) extensively show that in channels having moderate or large
aspect ratios,   = O(1), there exist three wall-localized solutions at the threshold of con-
vection: (i) the outer wall-localized mode propagating against the sense of rotation; (ii)
the inner wall-localized mode propagating in the same sense as rotation; and (iii) both the
wall-localized convective modes occurring simultaneously. While in channels with very
small aspect ratios,   1, only one stationary convection mode prevails. The stationary
convection mode in a very small   channel is also an asymptotical result in (Busse, 2005).
In this work, we study convection in channels with three dierent types of aspect ra-
tios, which are moderate or large aspect ratios, very small aspect ratios and moderately
small aspect ratios. We shall primarily focus on the Prandtl number Pr = 7:0, liquid wa-
ter at room temperature, and on suciently large Taylor numbers so that the dynamics
of convection is dominated by the eect of rotation.
For moderate or large   cases, we assume all experimental boundary conditions on
the walls of the channel. In previous studies, attention was primarily paid to understand-
ing the basic features of convection in a rotating channel with the idealized boundary
condition. Though the stress-free condition is physically inappropriate for laboratory
experiments, its usage has a huge mathematical advantage (for example, Davies-Jones
and Gilman, 1971; Busse, 2005) since the vertical, azimuthal and time dependence can be
conveniently separated out. It follows that the stability analysis involves only a system of
relatively simple ordinary dierential equations. This mathematical advantage is totally
removed when the realistic non-slip condition is imposed on the top/bottom/sidewalls
of a channel. In this case, we have to solve a system of complicated partial dierential
equations; we are rewarded by the benet that the non-slip condition not only is appro-
priate for laboratory experiments but also brings in new physics by introducing vertical
mass uxes from the two strong Ekman boundary layers at the top and bottom. It is
worth mentioning that rotating convection in an unbounded Rayleigh-Benard layer with
horizontal periodic conditions has been extensively studied (for example, Chandrasekhar,
1961; Julien et al., 1996; Zhang and Roberts, 1998; Jones and Roberts, 2000) using the
powerful and eective pseudo-spectral technique. However, it is dicult and highly inef-
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fective to employ the pseudo-spectral technique for the present channel problem marked
by the existence of two parallel vertical sidewalls.
Our study undertakes the analysis of both linear and nonlinear convection in a ro-
tating channel uniformly heated from below under experimental boundary conditions:
non-slip, thermally insulating sidewalls with non-slip, thermally conducting top and bot-
tom, a type of boundary conditions usually adopted in rotating convection experiments
(Zhong et al., 1991; Aurnou and Olson, 2001). Fully three-dimensional simulations of
nonlinear convection, guided by the result of the linear stability analysis, are carried out
to reveal the nature of convection from near threshold to the chaotic regime. In particu-
lar, a large eort is made to understand how the existence of the sidewalls can inuence
or alter the pattern and dynamics of moderately nonlinear rotating convection. In order
to illustrate the major dierences of convection between a widely-used rotating periodic
box and a rotating channel, we also calculate, in addition to the experimental boundary
conditions, nonlinear convection at exactly the same parameters but with idealized hori-
zontal conditions: either stress-free or periodic conditions on the sidewalls.
For very small   cases, they are referred to as rotating vertical Hele-Shaw cells. A
vertical Hele-Shaw cell is a viscous uid conned in a long channel with very small
distance between the two parallel side walls compared to the distance between the top
and bottom, driven by vertical buoyancy associated with a vertical temperature gradient.
Convective instabilities in the vertical Hele-Shaw cells were rst studied theoretically and
experimentally by Wooding (1960) (see also Hartline and Lister, 1977). The convective
ow near the onset of convection in a Hele-Shaw cell is usually stationary and occupies
the whole narrow channel (Wooding, 1960). It is of importance to note that there is a
signicant advantage in the mathematical analysis of convection in a vertical Hele-Shaw
cell: small   can be used as an expansion parameter to simplify the mathematical analysis
of the problem (Wooding, 1960; Busse, 2005).
As a consequence of the rotation inuence, convective instabilities in rotating Hele-
Shaw cells are quite dierent to those in non-rotating Hele-Shaw cells. In a non-rotating
Hele-Shaw cell, the convective ow, conned between vertical parallel walls separated by
a very small distance, is toroidal and lacks a velocity component normal to the vertical
parallel walls. In a rotating Hele-Shaw cell with uniform angular velocity 
, the eect of
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rotation, measured by the Taylor number Ta, introduces a poloidal ow with a velocity
component normal to the vertical walls and alters the dynamics of convection in a fun-
damental way. Convective motions are not only geometrically restricted by the narrow
channel but also dynamically restrained by the eect of rotation. By contrast, convective
instabilities in a rotating Hele-Shaw cell do not share in the well-known behavior exhib-
ited in a rotating Rayleigh-Benard layer (Chandrasekhar, 1961). It is the geometric and
dynamic constraints that lead to a unique and intriguing feature of the convective ow
discussed in this study.
Our study here undertakes the analysis of both linear and nonlinear convection in a
rotating Hele-Shaw cell, with an emphasis on how the property of convective instabili-
ties depends on both the aspect ratio   and the Taylor number Ta. The mathematical
problem describing convective instabilities in a non-rotating Hele-Shaw cell is relatively
simple because only one small parameter   characterizes the analysis (Wooding, 1960).
In a rapidly rotating Rayleigh-Benard layer, the problem is also relatively straightfor-
ward since there exists only one large parameter Ta which characterizes the analysis (e.g.,
Chandrasekhar, 1961; Zhang and Busse, 1998). The problem of convective instabilities
in a rapidly rotating Hele-Shaw cell becomes much more complicated and intricate since
its nature is determined not only by small   and large Ta but also by a combination of
  and Ta. A variety of phenomena, dependent upon the combination  T
1=6
a , can arise
in a rapidly rotating channel with Ta  1 and    1. Three dierent cases should be
distinguished for any channel with a xed small  . The rst is when  T
1=6
a  1. In this
case, though   1, convection is basically the same as that in a channel with   = O(1).
The second case arises when  T
1=6
a  O(1) with    1 and Ta  1. By taking  T 1=6a
as an expansion parameter, we are able to nd an explicit analytical solution describing
the convective instabilities of the problem. The third case is when  T
1=6
a = O(1) with
  1 and Ta  1. In this case, an implicit asymptotic solution can be derived and has
to be evaluated numerically. We shall concentrate on two cases: (i)  T
1=6
a  O(1) with
  1 and Ta  1 and (ii)  T 1=6a = O(1) with   1 and Ta  1. It is the combination
of   and Ta that determines how and whether we can perform an asymptotic analysis
for the stability problem. Fully numerical analysis of exactly the same problem is also
carried out to check whether and where the asymptotic and numerical solutions are in
quantitative agreement. Three dimensional simulations are also performed to study the
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nonlinear property of convection.
For moderately small   cases, we concentrate on simulating the nonlinear convec-
tive ows. Consider that: in a large   channel, the convective instabilities and their
primary bifurcation are characterized by two oppositely traveling waves which are at-
tached to the sidewalls and separated far apart (Liao et al., 2005), while in a very small
  channel, the convective instability is characterized by a stationary mode which could
be deemed as a result of that the two sidewalls approaching each other, the interaction
of the two opposite traveling sidewall modes gives rise to a steady pattern of convection
(Busse, 2005). Also, the stationary convection in a very small   channel is nonlinearly
robust. Therefore, we could expect that there should be a certain range of  , in which
the convective instabilities are characterized by two separated traveling waves, whereas
the primary bifurcation from them may take the form of strongly interaction between
two nonlinearly developed waves. Using   chosen within the limits that   < 1 and
 T
1=6
a > 1, our numerical simulations clearly demonstrated this kind of primary bifurca-
tion that fundamentally diers from those in spherical or cylindrical or planar geometries.
In addition to the inuence exerted by aspect ratio  , we also investigate how convec-
tive ows are aected by inhomogeneous heat uxes imposed on the sidewalls of a channel.
Those heat uxes can simply mimic the thermal interaction between the Earth's lower
mantle and outer core, which are thought to be closely associated with variations of the
geomagnetic eld.
For the short timescale, inhomogeneous heat ux at the lower mantle generating
thermal-wind-type ows (Bloxham and Gubbins, 1985) may cause secular variations of the
geomagnetic eld at the core-mantle boundary with the time-scale of a few hundred years.
For the long geologic timescale, the inuences of the core-mantle interaction may control
the time-dependence of the geodynamo and reversals of the geomagnetic eld (Gubbins
and Bloxham, 1987; Gubbins, 1987). When geodynamo models use the inhomogeneous
boundary condition derived from seismic tomography (for example, Master et al., 1996),
it can produce an anomalous magnetic eld and westward uid velocity which are largely
consistent with the observed features of the Earth's magnetic eld (for example, Sarson
et al., 1997; Olson and Christensen, 2002), suggesting that the dynamics of the uid core
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is slaved to the lower mantle of the Earth.
The characteristic timescale for convective ows in the Earth's outer core is quite short
in comparison with that in the mantle which has an overturn time of several hundred
million years. In studying how the Earth's uid core is aected by the lower mantle, it is
sucient to regard the lower mantle as xed or stationary with the heat ux across the
core-mantle boundary determined by the temperature drop across the thermal boundary
layer at the base of the mantle. Since any signicant temperature variations at the top
of the core would be smoothed out by convection, maintaining the core-mantle boundary
close to isothermal, the appropriate thermal boundary condition for the uid core would
be a nonuniform heat ux imposed by the lower mantle anomalies which can be inferred
from the study of seismology (for example, Master et al., 1996; van der Hilst et al., 1997).
The rst theoretical model demonstrating how the core-mantle interacts was derived
by Zhang and Gubbins (1992; 1993), who considered a general nonlinear system as well
as examples of convection in rotating spherical shells. For understanding the results of
our fully nonlinear three-dimensional simulations, it is protable to take a brief look
at their general mathematical model of the problem. When a nonuniform heat-ux
boundary is imposed, uid motions are driven or controlled by two physical parameters:
the vertical Rayleigh number, Rz, measures the radial buoyancy across the outer core
and the horizonal Rayleigh number, Rh, measures the strength of the lateral heat ux
anomalous. For a weakly nonlinear convective system, the eect of the inhomogeneous
heat-ux condition can be illustrated by examining the scaled amplitude equation
_A = (Rz + i)A  AjAj2 +Rh; (1.1)
where the amplitude of convection is denoted by A and i =
p 1 is a complex variable.
Without the eect of lateral heterogeneity of the lower mantle,i.e., Rh = 0, convection
is always in form of an azimuthally travelling wave caused by the Earth's rapid rotation
(for example, Busse, 1970; Zhang and Liao, 2004). In the presence of the lower-mantle
lateral heterogeneity, i.e., Rh 6= 0, a steady equilibrium Ao becomes possible, which is
given by solutions of the cubic equation
Z3   2RzZ2 + Z(R2z + 1) R2h = 0; (1.2)
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where Z = jAoj2 and Ao is complex, Ao = jAojei. This cubic equation describing steady
solutions of convection can be readily solved. An important question is whether the steady
convection is stable, which can be investigated by linearizing the nonlinear equation by
letting
A = Ao + A^;
where A^ denotes small perturbations of the stationary solution Ao. It can be shown that
stability of the nonlinear stationary convection is then determined by the criteria
 = (Rz   2jAoj2) (jAoj4   1)1=2;
where  represents the growth rate of the perturbations A^. If the heat-ux dierence
across the lower mantle is suciently small, Rh <
p
2, a Hopf bifurcation occurs, i.e.,
convective motions must be in the form of azimuthally traveling waves; if the lower mantle
anomalies are suciently large, Rh >
p
2, a Hopf bifurcation cannot occur and the core
convection is locked into the inhomogeneous core-mantle boundary. In short, this simple
example demonstrates that the dynamics of convection and geodynamo in the Earth's
core is dominated not only by the internal physical and chemical properties of the uid
core but also by the thermal properties in the lower mantle.
Our study in this thesis illustrates how the core and mantle interacts thermally by per-
forming fully three dimensional simulations of nonlinear convection in a rotating annular
channel uniformly heated from below but non-uniformly heated on the sidewalls. With
the uniform zero heat ux on sidewalls, convection is in the form of azimuthally traveling
waves, a consequence of the rotational inuence, similar to that in rotating spherical sys-
tems. The non-uniform heat ux on the sidewalls introduce another important control
parameter Rh. We demonstrate that the spatial and temporal behavior of the convective
ows are critically inuenced by the heat-ux anomalies on the sidewalls. The ow can
be steady and locked into the heat-ux anomalies or its amplitude varies dramatically,
interspersed by intervals of nearly no ows, dependent upon the phase correlation be-
tween the ow and sidewalls. Our fully three-dimensional numerical simulations show a
qualitatively similar behavior revealed by the simple amplitude equation (1.1), pointing
to the important role played by the lower mantle heterogeneity in the dynamics of the
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Earth's core.
1.2 Convection and dynamo action in a whole sphere
Thermal convection models (Buett et al., 1996; Labrosse et al., 1985) suggest that in
the early stage of the Earth's evolution, the entire core was made of molten liquid. The
solid inner core was just formed about 2-3 billion years ago and gradually grew up to
current size, as a result of the slowly cooling process of Earth's deep interior. Generally,
it is believed that the existence of the solid inner core has been playing an essential role,
both energetically and dynamically, in the magnetic eld generation of the Earth.
The magnetohydrodynamic process taking place in the liquid outer core may be af-
fected by the later formed solid inner core by several ways. Firstly, a nite conducting
inner core can stabilize the magnetic eld, as its magnetic diusion time is long enough to
smooth out rapid advective uctuations in the outer core (Hollerbach and Jones, 1993a;
1993b). Secondly, the liquid outer core is in shape of a spherical shell, which is not a
single connected region as a sphere. An imaginary tangential cylinder face touching the
the inner core equator and aligning with the rotation axis divides the spherical shell into
two parts. The convective motion outside the tangent cylinder is substantially dierent
from the one inside it. The resulted complex convection structure has been proved to play
an important role in the dynamo process (Glatzmaier and Roberts, 1995). Additionally,
the region inside the tangent cylinder is separated into north region and south region by
the inner core, convective motions in these two regions hardly communicate each other,
which provides the possibility for convection and dynamos to break equatorial symmetry
(Christensen et al., 1999). Lastly, there is a crucial energetic eect due to the nucleation
and growth of the inner core. During the early history of the Earth, in the absence of
inner core, the core convection is completely driven by secular cooling or internal heating
sources, which two are formally equivalent (Kono and Roberts, 2001). When the inner
core is solidied, thermal and compositional sources located at the inner core boundary
are able to provide additional buoyancy. As the inner core grows continuously, they grad-
ually dominate the convection driving. Suggested by Kutzner and Christersen (2000), the
driving mechanism is highly related to the pattern of the magnetic eld generated. Dy-
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namo models with buoyancy sources located at the inner core surface tend to give regular
dipole-dominant magnetic elds, while the ones with internal heating sources uniformly
distributed in the entire liquid core produce more complex magnetic elds, which are
obviously dominated by non-dipole components.
In contrast to dynamos in the spherical shell, which have been extensively studied,
dynamos in the whole sphere have never drawn too much attention. Very few works are
dedicated to this subject. The main reason is that most dynamo models are constructed
on the basis of spherical harmonic expansions which have numerical diculties to han-
dle the coordinate singularity at the center of the sphere. It is not straightforward to
extend a model for the dynamo problem in the spherical shell to the one for the dynamo
problem in the whole sphere. As far as we know, the only numerical model for the whole
sphere dynamo problem is developed by Sakuraba and Kono (1999). They performed the
rst simulation on the dynamo process in a sphere. For the purpose of comparison, a
simulation under the same parameters but with an inner core of earth-like geometry was
also performed. A interesting nding is that the eect of the presence of an inner core
can be very limited, as both simulations give dynamos with comparable, axially aligned,
dipolar magnetic elds, while the only dierence is that the inner core's existence makes
the magnetic eld more stable. This is obviously against the speculation of Hale (1987)
that the magnetic eld may experience a signicant change when the inner core emerged.
However, their simulation results can be favorably biased by several factors: the assump-
tion of hyper-diusivities in their model could fundamentally alter the dynamics of the
convection (Zhang and Jones, 1997), giving rise to unrealistic eects. Moreover the mag-
netic Prandtl number they selected is much larger than that used by others (Christensen
et al., 1999) and a large magnetic Prandtl number is preferred by dipole-dominant dy-
namos (Grote et al., 2000).
Using a spherical shell dynamo model and performing a series of simulations, in which
the size of the inner core gradually decreases, seems be a reasonable approach to under-
stand dynamo action in a whole sphere, as the extrapolation from those simulation results
may provide us some useful information. Actually, How the size of the inner core aected
the dynamo process has also been studied by many researchers. The parameter , denot-
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ing the ratio of inner core radius ri to outer core radius ro, is a key parameter. When the
radius ratio  is set to be 0:35, the spherical shell is assumed to have the same geometry
as the Earth's present outer liquid core. Three geodynamo simulation cases have been
studied by Roberts and Glatzmaier (2001), in which radius ratio values are 0.0875, 0.35
and 0.75, respectively, representing the past, current and future statuses of the inner
core. Their results show that the dynamo with the smallest radius ratio  = 0:0875 can
generate the most stable magnetic eld which in the meantime exhibits the strongest
dominance of the dipole. While the value of  increases, the magnetic eld become more
variable in time and the dipole dominance, which can remain, is substantially weakened.
Heimpel et al. (2005) performed more dynamo simulations over a range of  (0:15 
  0:65). In their study, a simple reversely proportional relationship has been revealed
between Rad=Rac, the ratio of the Rayleigh number for the onset of dynamo action to
the critical Rayleigh number of thermal convection, and the aspect ratio . It means that
to obtain a self-sustaining dynamo in a thin spherical uid shell is easier than to do so
in a thick shell.
Those works are very helpful interpreting the eect of the inner core's gross geometry
on the Earth's magnetic eld generation after the inner core emerged. However, it is not
feasible to extrapolate the result of the  = 0 case, where there is no inner core, from
their simulation results. This is because of the fundamental dierence between convec-
tion driving mechanisms before and after inner core nucleation. Aforementioned two sets
of dynamo models both use buoyancy sources located at the inner core surface to drive
convection, which is realized by imposing certain boundary conditions on the inner core
boundary, i.e., a x temperature contrast between inner core and outer core boundaries
(Heimpel et al., 2005). Restrained by such convection driving modes, even though the
radius ratio  could be decreased to zero, the boundary conditions are still eective for
driving convection and could not be removed from the point ri = 0, which means being
free of inner core is not achieved thoroughly.
The dynamo problem in a uid sphere still remains unsolved. In order to explore
this problem, increase our knowledge about it and obtain an understanding to the early
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Earth's magnetic eld generation, we develop a nite element model for the dynamo prob-
lem in a whole sphere. This model is a modied version of the whole sphere convection
model, which is also presented here. The coordinate singularity at the center no longer
exists and no nonphysical assumptions (i.e. hyper-diusivities) are used in our model. A
good partition scheme adopted in our model makes it perfectly parallelized, and so it can
take the full advantage of modern massively parallel computers.
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Chapter 2
Numerical method for channel
problems
2.1 Mathematical formulation
We consider a Boussinesq uid of kinematic viscosity  and density  conned in an
annular channel, whose geometry is sketched in Fig. 2.1, of inner radius rid and outer
radius rod with depth d, rotating uniformly about its vertical axis with a constant angular
velocity 
. The aspect ratio of the channel is denoted by   = ro   ri. When the width
of the channel  d is much smaller than the outer radius rod, i.e.,  =ro  1, we may
make a local approximation by neglecting the curvature eect of the annular channel
(Davies-Jones and Gilman, 1971). This local approximation, leading to an innitely
long channel, allows us to use simple cartesian coordinates: azimuthal coordinate x,
vertical coordinate given by z and inward radial coordinate y, with the unit vectors
(^i; j^; k^), as shown in Fig. 2.1. A similar local approximation has been widely used in
theoretical studies of rotating convection and can be approximately realized in laboratory
experiments, for example, (Busse, 1994). The centrifugal force, which is usually much
smaller than gravity, is neglected in our convection model. The channel is heated from
below to maintain a higher temperature at the bottom boundary z = 0, producing an
unstable vertical temperature gradient,
rT0 =  k^; (2.1)
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Figure 2.1: Geometry of a rotating annular channel with inner radius rid and outer radius
rod whose uid cavity is dened by 0  y   d (y = 0 at the outer sidewall and y =  d at the
inner sidewall) and 0  z  d, where   = ro   ri and x parallel to the sidewalls of the channel.
The curvature eect is neglected by assuming  =ro  1.
where  is a positive constant, which drives convection when  is suciently large.
The problem of thermal convection in a rotating channel, which was rst formulated
and studied by Davies-Jones and Gilman (1971), is then governed by the following di-
mensionless equations
@u
@t
+ u  ru+ T 1=2a k^ u =  rp+Rk^+r2u; (2.2)
r  u = 0; (2.3)
Pr

@
@t
+ u  r

= u  k^+r2; (2.4)
where t is time,  represents the deviation of the temperature from its static distribution
T0, p is the total pressure and u is the three-dimensional velocity eld u = (u; v; w). In
the above equations, we have employed depth d as the length scale, d2= as the unit of
time and d2= as the unit for temperature uctuation . Note that no special symbols
are employed to denote the dimensionless variables.
The three non-dimensional parameters, the Rayleigh number R, the Prandtl number
Pr and the Taylor number Ta, are dened as
R =
g0d
4

; Pr =


; Ta = ()
2 =
4
2d4
2
:
A key parameter is the Taylor number Ta, providing the measure of relative importance
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between the Coriolis force and the viscous force. We are only interested in solutions with
suciently large values of Ta such that the rotational eects are dynamically predominant.
Usually, the boundary condition would be give as follows (Busse, 2005; Liao et al.
2005),
@u
@z
=
@v
@z
= w =  = 0 at z = 0; 1;
u = v = w =
@
@y
= 0 at y = 0; ;
and for an innitely long channel, we have to restrict our practical nonlinear computations
to solutions that are periodic in the x- direction, which means a part of the channel with
length  is taken out, and periodic boundary conditions are specied at its two ends,
ujx=0 = ujx=;jx=0 = jx= (2.5)
Now, convection will be simulated within a rectangular box [0;] [0; ] [0; 1].
2.2 Temporal discretization
In Navier-Stokes equations (2.2)-(2.3), the incompressibility constraint (2.3) which doesn't
take a time evolutional form, is always dicult to be numerically enforced. Here we de-
couple it from momentum equation (2.2) by using the traditional projection method,
which has been proved to be very ecient to solve unsteady Navier-Stokes equations
since it was developed by Chorin (1968). Owing to the Helmholtz decomposition the-
orem which acts as the theoretical basis of this method, the idea of projection method
is separating the computation of velocity and pressure into two sequential steps: rstly,
disconnect incompressibility constraint from momentum equation by simply neglecting
it, so the intermediate velocity could be calculated from momentum equation based on
previous values of velocity and pressure; secondly, the velocity and pressure of next time
step are obtained by projecting the intermediate velocity onto divergence-free space. The
last step, known as the projection step, restores the connection between momentum equa-
tion and incompressibility constraint by solving a Poisson equation with a homogenous
Neumann boundary condition imposed for pressure. By this way, a complicated system of
equations can be converted into two simpler equations with much easier numerical treat-
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ments, for example there are very fast solvers for the Poisson equation. Demonstrated by
numerous numerical practices, the whole procedure cuts a large amount of computational
cost and acquires much more eciency than directly solving the coupled Navier-Stokes
equations.
At the beginning, the temporal discretization form of (2.2)-(2.4) reads
un+1   un
t
=  rpn+1 +Rnk^+r2un   un  run    k^ un; (2.6)
r  un+1 = 0; (2.7)
where un+1 and un represent the velocity at time level n+1 and n respectively, t is
the time step size. The time derivative is approximated by the rst order Euler scheme,
and the diusive term, the Coriolis term, as well as the nonlinear term are all explicitly
treated.
Introducing intermediate velocity ~u, we could split (2.6) into two equations, as follows.
~u  un
t
= +Rnk^+r2un   un  run    k^ un; (2.8)
un+1   ~u
t
=  rpn+1: (2.9)
Applying r to (2.9) and using (2.7) lead to the Poisson equation for pressure,
r2pn+1 = 1
t
r  ~u; (2.10)
where the Neuman boundary condition @p
@n
= 0 should be enforced.
Then un+1 can be calculated through
un+1 = ~u trpn+1: (2.11)
The energy equation can be temporally discretized as
Pr

n+1  n
t

= un+1  k^+r2n   Prun+1  rn; (2.12)
For convenience, we could summarize the procedure into following steps,
17
Step 1 : Compute intermediate velocity ~u = (~u; ~v; ~w) with known values of un and
n by
~u = un +tvn +t

@2un
@x2
+
@2un
@y2
+
@2un
@z2

 t

un
@un
@x
+ vn
@un
@y
+ wn
@un
@z

; (2.13)
~v = vn  tun +t

@2vn
@x2
+
@2vn
@y2
+
@2vn
@z2

 t

un
@vn
@x
+ vn
@vn
@y
+ wn
@vn
@z

; (2.14)
~w = wn +tRn +t

@2wn
@x2
+
@2wn
@y2
+
@2wn
@z2

 t

un
@wn
@x
+ vn
@wn
@y
+ wn
@wn
@z

:
(2.15)
Step 2 : Solve pn+1 from
@2pn+1
@x2
+
@2pn+1
@y2
+
@2pn+1
@z2
=
1
t

@~u
@x
+
@~v
@y
+
@ ~w
@z

: (2.16)
Step 3 : Obtain un+1 from
un+1 = ~u t@p
n+1
@x
(2.17)
vn+1 = ~v  t@p
n+1
@y
(2.18)
wn+1 = ~w  t@p
n+1
@z
(2.19)
Step 4 : Use un+1 and n to calculate n+1
n+1 = n +
t
Pr
wn+1 +
t
Pr

@2n
@x2
+
@2n
@y2
+
@2n
@z2

 t

un+1
@n
@x
+ vn+1
@n
@y
+ wn+1
@n
@z

; (2.20)
It is very clear that the boundary condition @p
@n
= 0 for pressure is quite controversial.
This is due to the fact that there are no physical boundary conditions for pressure and
introduced intermediate velocity. The boundary condition we enforced here could intro-
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duce so called 'splitting error', which limits the temporal accuracy of the scheme to be
O(t
1
2 ). Orszag et al. (1986) rst analyze the splitting error and demonstrate that it
is associated with the formation of a spurious boundary layer. In a word, although the
projection method employed here is an ecient method to solve Navier Stokes equations
numerically as it is proved by numerous simulations cases, it has its own drawback that
the Neumann boundary condition for pressure gives rise to a nonphysical boundary layer
and is responsible for the loss of accuracy (the temporal accuracy here is O(t
1
2 ) rather
than O(t) which is the temporal accuracy of the rst order Euler scheme). Fortunately,
we use very small time step here which are helpful to decrease the splitting error.
2.3 Spacial discretization
For the spacial discretization of Navier-Stokes equations, using a non-staggered grid,
which means all variables are stored at the same set of grid points, could lead to unphysical
pressure gradient predictions in case of a high-oscillatory pressure eld. As a result, its
counterpart, a staggered grid is adopted here.
By means of a regular gird, which has constant grid spacings x, y and z in x-, y-
and z- directions respectively, the domain (0;) (0; ) (0; 1) is uniformly subdivided
into a set of congruent cells Ci;j;k (1  i  Nx; 1  j  Ny; 1  k  Nz). Here,
Nx = =x, Ny =  =y and Nz = 1=z are the numbers of cells in corresponding
directions, also they are referred to as the resolutions in our numerical practices. The
staggered grid requires that scalars, such as pressure, are dened at cell centers, while
the components of vectors are dened at lateral faces. Fig. 2.2 illustrated the physical
locations where the dependent variables have their denitions in a typical cell Ci;j;k. As
it is shown in the gure, the pressure p and the temperature  are dened at the point
(i; j; k) which is the center of cell Ci;j;k, with coordinates (xi; yi; zi) given by
xi = (i  1
2
)x;
yi = (j   1
2
)y;
zi = (k   1
2
)z;
the u velocity component at the point (i + 1
2
; j; k), which is the midpoint of (i; j; k) and
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Figure 2.2: A typical cell in the staggered grid
(i+ 1; j; k), having coordinates (xi+ 1
2
; yj; zk) with
xi+ 1
2
=
(xi + xi+1)
2
;
the v velocity component is dened at the point (i; j + 1
2
; k), the midpoint of (i; j; k) and
(i; j + 1; k), of which the coordinates are (xi; yj+ 1
2
; zk) with
yj+ 1
2
=
(yj + yj+1)
2
;
while the w velocity component at the point (i; j; k + 1
2
), the midpoint of (i; j; k) and
(i; j; k + 1), having coordinates (xi; yj; zk+ 1
2
) with
zk+ 1
2
=
(zk + zk+1)
2
:
To discretize equations (2.13)-(2.20) on such a staggered grid, we need to write them
at correspondent points. For instance, since the u component of velocity is dened at the
point (i+ 1
2
; j; k), we write equation (2.13) at the point (i+ 1
2
; j; k), which gives
~ui+ 1
2
;j;k = u
n
i+ 1
2
;j;k
+ t
 
@2un
@x2

i+ 1
2
;j;k
+

@2un
@y2

i+ 1
2
;j;k
+

@2un
@z2

i+ 1
2
;j;k
!
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  t
 
un
@un
@x

i+ 1
2
;j;k
 

vn
@un
@y

i+ 1
2
;j;k
 

wn
@un
@z

i+ 1
2
;j;k
!
+ t [vn]i+ 1
2
;j;k : (2.21)
Then, all the terms in (2.21) have to be interpolated at the point (i+ 1
2
; j; k). Gener-
ally, these terms involve only three kinds of derivatives, which are zero order derivatives
(variables themselves), rst order derivatives and second order derivatives. It is the same
case for the terms in the rest equations (2.14)-(2.20). Each kind of derivatives could
be interpolated by a proper nite dierence scheme. For a zero order derivative, it is
straightforward, if it has the denition at the point where the equation is written, oth-
erwise it should take the average of the values at neighboring points where it has the
denition. For a rst order derivative, we will use central dierences for discretization
when it is not contained by a nonlinear term, otherwise a third order upwinding scheme
is employed. To interpolate second order derivatives, central dierences are used. Due to
the constant grid spacing in each direction, it is easy to prove that all the derivatives are
approximated with second order accuracy in space, except the rst derivatives contained
by nonlinear terms, whose approximation has third order accuracy. Therefore, the overall
accuracy of our spacial discretization here is deemed to be second-order.
As it is discussed above, in (2.21), we have

@2un
@x2

i+ 1
2
;j;k
=
1
(x)2
(un
i  1
2
;j;k
  2un
i+ 1
2
;j;k
+ un
i+ 3
2
;j;k
);
@2un
@y2

i+ 1
2
;j;k
=
1
(y)2
(un
i+ 1
2
;j 1;k   2uni+ 1
2
;j;k
+ un
i+ 1
2
;j+1;k
);
@2un
@z2

i+ 1
2
;j;k
=
1
(z)2
(un
i+ 1
2
;j;k 1   2uni+ 1
2
;j;k
+ un
i+ 1
2
;j;k+1
);
while the value of vn at (i+ 1
2
; j; k), which is involved in the x- component of the Coriolis
term and the nonlinear term v @u
@y
, is calculated by the using the average of the four values
at the points nearby,
[vn]i+ 1
2
;j;k =
1
4
(vn
i;j  1
2
;k
+ vn
i;j+ 1
2
;k
+ vn
i+1;j  1
2
;k
+ vn
i+1;j+ 1
2
;k
);
and the value of wn at (i+ 1
2
; j; k), which is involved in the nonlinear term w @u
@z
, is given
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by
[wn]i+ 1
2
;j;k =
1
4
(wn
i;j;k  1
2
+ wn
i;j;k+ 1
2
+ wn
i+1;j;k  1
2
+ wn
i+1;j;k+ 1
2
):
Also, with the upwinding directions determined by the signs of u, v and w in u@u
@x
, v @u
@y
and w @u
@z
, respectively, we obtain

un
@un
@x

i+ 1
2
;j;k
=
8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
un
i+ 1
2
;j;k

2un
i+ 3
2
;j;k
+ 3un
i+ 1
2
;j;k
  6un
i  1
2
;j;k
+ un
i  3
2
;j;k

=x
if un
i+ 1
2
;j;k
< 0;
un
i+ 1
2
;j;k

 2un
i  1
2
;j;k
  3un
i+ 1
2
;j;k
+ 6un
i+ 3
2
;j;k
  un
i+ 5
2
;j;k

=x
if un
i+ 1
2
;j;k
> 0;

vn
@un
@y

i+ 1
2
;j;k
=
8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
[vn]i+ 1
2
;j;k

2un
i+ 1
2
;j+1;k
+ 3un
i+ 1
2
;j;k
  6un
i+ 1
2
;j 1;k + u
n
i+ 1
2
;j 2;k

=y
if [vn]i+ 1
2
;j;k < 0;
[vn]i+ 1
2
;j;k

 2un
i+ 1
2
;j 1;k   3uni+ 1
2
;j;k
+ 6un
i+ 1
2
;j+1;k
  un
i+ 1
2
;j+2;k

=y
if [vn]i+ 1
2
;j;k > 0;

wn
@un
@z

i+ 1
2
;j;k
=
8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
[wn]i+ 1
2
;j;k

2un
i+ 1
2
;j;k+1
+ 3un
i+ 1
2
;j;k
  6un
i+ 1
2
;j;k 1 + u
n
i+ 1
2
;j;k 2

=z
if [wn]i+ 1
2
;j;k < 0;
[wn]i+ 1
2
;j;k

 2un
i+ 1
2
;j;k 1   3uni+ 1
2
;j;k
+ 6un
i+ 1
2
;j;k+1
  un
i+ 1
2
;j;k+2

=z
if [wn]i+ 1
2
;j;k > 0;
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Similarly, we can write the equations (2.14) at (i; j + 1
2
; k) as follows,
~vi;j+ 1
2
;k = v
n
i;j+ 1
2
;k
+ t
 
@2vn
@x2

i;j+ 1
2
;k
+

@2vn
@y2

i;j+ 1
2
;k
+

@2vn
@z2

i;j+ 1
2
;k
!
  t
 
un
@vn
@x

i;j+ 1
2
;k
 

vn
@vn
@y

i;j+ 1
2
;k
 

wn
@vn
@z

i;j+ 1
2
;k
!
  t [un]i;j+ 1
2
;k : (2.22)
where

@2vn
@x2

i;j+ 1
2
;k
=
1
(x)2
(vn
i 1;j+ 1
2
;k
  2vn
i;j+ 1
2
;k
+ vn
i+1;j+ 1
2
;k
);
@2vn
@y2

i;j+ 1
2
;k
=
1
(y)2
(vn
i;j  1
2
;k
  2vn
i;j+ 1
2
;k
+ vn
i;j+ 3
2
;k
);
@2vn
@z2

i;j+ 1
2
;k
=
1
(z)2
(vn
i;j+ 1
2
;k 1   2vni;j+ 1
2
;k
+ vn
i;j+ 1
2
;k+1
);
[un]i;j+ 1
2
;k =
1
4
(un
i  1
2
;j;k
+ un
i  1
2
;j+1;k
+ un
i+ 1
2
;j;k
+ un
i+ 1
2
;j+1;k
);
[wn]i;j+ 1
2
;k =
1
4
(wn
i;j;k  1
2
+ wn
i;j+1;k  1
2
+ wn
i;j;k+ 1
2
+ wn
i;j+1;k+ 1
2
);

un
@vn
@x

i;j+ 1
2
;k
=
8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
[un]i;j+ 1
2
;k

2vn
i+1;j+ 1
2
;k
+ 3vn
i;j+ 1
2
;k
  6vn
i 1;j+ 1
2
;k
+ vn
i 2;j+ 1
2
;k

=x
if [un]i;j+ 1
2
;k < 0;
[un]i;j+ 1
2
;k

 2vn
i 1;j+ 1
2
;k
  3un
i;j+ 1
2
;k
+ 6un
i+1;j+ 1
2
;k
  un
i+2;j+ 1
2
;k

=x
if [un]i;j+ 1
2
;k > 0;
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
vn
@vn
@y

i;j+ 1
2
;k
=
8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
vn
i;j+ 1
2
;k

2vn
i;j+ 3
2
;k
+ 3vn
i;j+ 1
2
;k
  6vn
i;j  1
2
;k
+ vn
i;j  3
2
;k

=y
if vn
i;j+ 1
2
;k
< 0;
vn
i;j+ 1
2
;k

 2vn
i;j  1
2
;k
  3vn
i;j+ 1
2
;k
+ 6vn
i;j+ 3
2
;k
  vn
i;j+ 5
2
;k

=y
if vn
i;j+ 1
2
;k
> 0;

wn
@vn
@z

i;j+ 1
2
;k
=
8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
[wn]i;j+ 1
2
;k

2vn
i;j+ 1
2
;k+1
+ 3vn
i;j+ 1
2
;k
  6vn
i;j+ 1
2
;k 1 + v
n
i;j+ 1
2
;k 2

=z
if [wn]i;j+ 1
2
;k < 0;
[wn]i;j+ 1
2
;k

 2vn
i;j+ 1
2
;k 1   3vni;j+ 1
2
;k
+ 6vn
i;j+ 1
2
;k+1
  vn
i;j+ 1
2
;k+2

=z
if [wn]i;j+ 1
2
;k > 0;
and the equations (2.15) at (i; j; k + 1
2
) yields
~wi;j;k+ 1
2
= wn
i;j;k+ 1
2
+ t
 
@2wn
@x2

i;j;k+ 1
2
+

@2wn
@y2

i;j;k+ 1
2
+

@2wn
@z2

i;j;k+ 1
2
!
  t
 
un
@wn
@x

i;j;k+ 1
2
 

vn
@wn
@y

i;j;k+ 1
2
 

wn
@wn
@z

i;j;k+ 1
2
!
+ tR [n]i;j;k+ 1
2
; (2.23)
where

@2wn
@x2

i;j;k+ 1
2
=
1
(x)2
(wn
i 1;j;k+ 1
2
  2wn
i;j;k+ 1
2
+ wn
i+1;j;k+ 1
2
);
@2wn
@y2

i;j;k+ 1
2
=
1
(y)2
(wn
i;j 1;k+ 1
2
  2wn
i;j;k+ 1
2
+ wn
i;j+1;k+ 1
2
);
@2wn
@z2

i;j;k+ 1
2
=
1
(z)2
(wn
i;j;k  1
2
  2wn
i;j;k+ 1
2
+ wn
i;j;k+ 3
2
);
24
[n]i;j;k+ 1
2
=
1
2
(ni;j;k +
n
i;j;k+1)
[un]i;j;k+ 1
2
=
1
4
(un
i  1
2
;j;k
+ un
i  1
2
;j;k+1
+ un
i+ 1
2
;j;k
+ un
i+ 1
2
;j;k+1
);
[vn]i;j;k+ 1
2
=
1
4
(vn
i;j  1
2
;k
+ vn
i;j+ 1
2
;k
+ vn
i;j  1
2
;k+1
+ vn
i;j+ 1
2
;k+1
);

un
@wn
@x

i;j;k+ 1
2
=
8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
[un]i;j;k+ 1
2

2wn
i+1;j;k+ 1
2
+ 3wn
i;j;k+ 1
2
  6wn
i 1;j;k+ 1
2
+ wn
i 2;j;k+ 1
2

=x
if [un]i;j;k+ 1
2
< 0;
[un]i;j;k+ 1
2

 2wn
i 1;j;k+ 1
2
  3wn
i;j;k+ 1
2
+ 6wn
i+1;j;k+ 1
2
  wn
i+2;j;k+ 1
2

=x
if [un]i;j;k+ 1
2
> 0;

vn
@wn
@y

i;j;k+ 1
2
=
8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
[vn]i;j;k+ 1
2

2wn
i;j+1;k+ 1
2
+ 3wn
i;j;k+ 1
2
  6wn
i;j 1;k+ 1
2
+ wn
i;j 2;k+ 1
2

=y
if [vn]i;j;k+ 1
2
< 0;
[vn]i;j;k+ 1
2

 2wn
i;j 1;k+ 1
2
  3wn
i;j;k+ 1
2
+ 6wn
i;j+1;k+ 1
2
  wn
i;j+2;k+ 1
2

=y
if [vn]i;j;k+ 1
2
> 0;

wn
@wn
@z

i;j;k+ 1
2
=
8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
wn
i;j;k+ 1
2

2wn
i;j;k+ 3
2
+ 3wn
i;j;k+ 1
2
  6wn
i;j;k  1
2
+ wn
i;j;k  3
2

=z
if wn
i;j;k+ 1
2
< 0;
wn
i;j;k+ 1
2

 2wn
i;j;k  1
2
  3wn
i;j;k+ 1
2
+ 6wn
i;j;k+ 3
2
  wn
i;j;k+ 5
2

=z
if wn
i;j;k+ 1
2
> 0;
Equation (2.16) is rewritten at the point (i; j; k), which leads to
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pn+1i 1;j;k   2pn+1i;j;k + pn+1i+1;j;k
(x)2
+
pn+1i;j 1;k   2pn+1i;j;k + pn+1i;j+1;k
(y)2
+
pn+1i;j;k 1   2pn+1i;j;k + pn+1i;j;k+1
(z)2
=
1
t
 
un
i+ 1
2
;j;k
  un
i  1
2
;j;k
x
+
vn
i;j+ 1
2
;k
  vn
i;j  1
2
;k
y
+
wn
i;j;k+ 1
2
  wn
i;j;k  1
2
z
!
(2.24)
For equations (2.17)-(2.19), we have
un+1
i+ 1
2
;j;k
= ~ui+ 1
2
;j;k  
t
x
(pn+1i+1;j;k   pn+1i;j;k)
vn+1
i;j+ 1
2
;k
= ~vi;j+ 1
2
;k  
t
y
(pn+1i;j+1;k   pn+1i;j;k)
wn+1
i;j;k+ 1
2
= ~wi;j;k+ 1
2
  t
z
(pn+1i;j;k+1   pn+1i;j;k)
The spatial discretizing form of equation (2.20) is
n+1i;j;k = 
n
i;j;k +
t
Pr
 
@2n
@x2

i;j;k
+

@2n
@y2

i;j;k
+

@2n
@z2

i;j;k
!
  t
 
un+1
@n
@x

i;j;k
+

vn+1
@n
@y

i;j;k
+

wn+1
@n
@z

i;j;k
!
+
t
Pr
[wn+1]i;j;k; (2.25)
where

@2n
@x2

i;j;k
=
1
(x)2
(ni 1;j;k   2ni;j;k +ni+1;j;k);
@2n
@y2

i;j;k
=
1
(y)2
(ni;j 1;k   2ni;j;k +ni;j+1;k);
@2n
@z2

i;j;k
=
1
(z)2
(ni;j;k 1   2ni;j;k +ni;j;k+1);

un+1

i;j;k
=
1
2
(un
i  1
2
;j;k
+ un
i+ 1
2
;j;k
);

vn+1

i;j;k
=
1
2
(vn+1
i;j  1
2
;k
+ vn+1
i;j+ 1
2
;k
);
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
wn+1

i;j;k
=
1
2
(wn+1
i;j;k  1
2
+ wn+1
i;j;k+ 1
2
);

un+1
@n
@x

i;j;k
=
8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
[un+1]i;j;k
 
2ni+1;j;k + 3
n
i;j;k   6ni 1;j;k +ni 2;j;k

=x
if [un+1]i;j;k < 0;
[un+1]i;j;k
  2ni 1;j;k   3ni;j;k + 6ni+1;j;k  ni+2;j;k =x
if [un+1]i;j;k > 0;

vn+1
@n
@y

i;j;k
=
8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
[vn+1]i;j;k
 
2ni;j+1;k + 3
n
i;j;k   6ni;j 1;k +ni;j 2;k

=y
if [vn+1]i;j;k < 0;
[vn+1]i;j;k
  2ni;j 1;k   3ni;j;k + 6ni;j+1;k  ni;j+2;k =y
if [vn+1]i;j;k > 0;

wn+1
@n
@z

i;j;k
=
8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
[wn+1]i;j;k
 
2ni;j;k+1 + 3
n
i;j;k   6ni;j;k 1 +ni;j;k 2

=z
if [wn+1]i;j;k < 0;
[wn+1]i;j;k
  2ni;j;k 1   3ni;j;k + 6ni;j;k+1  ni;j;k+2 =z
if [wn+1]i;j;k > 0;
2.4 Time step size requirement
As it is presented in section 2:2, we treat all the terms explicitly except the time derivative.
Doing this indeed brings us several benets, such as only the Poisson equation has to
be solved. However, special attention is required to handle the time step size t. If t
goes too large, the simulation becomes unstable, non-physical oscillation happens, or the
oating point values grow exponentially larger and nally reach innity. Therefore, a safe
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t is very crucial to simulations. Here are two rules for choosing it,
The rst is the Courant-Friedrichs-Lewy (CFL) condition which states that a uid
particle may not travel farther than one cell during one time step,
t < min

x
umax
;
y
vmax
;
z
wmax

: (2.26)
The second is about the diusive term in momentum equations. It produces a force which
smooths out sharp changes in velocity. The force causes the velocity to move towards
an equilibrium state. If the time step size is too large, the velocity will swing past the
equilibrium state and farther beyond than in the rst place. Thus, t must be restricted
according to the diusive term in momentum equations,
t <

1
x2
+
1
y2
+
1
z2
 1
: (2.27)
Considering the diusive term in the energy equation in the same way, we also have
t <
1
Pr

1
x2
+
1
y2
+
1
z2
 1
: (2.28)
Combining three conditions, we have
t = tc min
 
x
umax
;
y
vmax
;
z
wmax
;

1
x2
+
1
y2
;
1
z2
 1
;
1
Pr

1
x2
+
1
y2
+
1
z2
 1!
; (2.29)
where tc is a safety coecient, usually set to 0:2. In every time step, (2.29) should be
calculated to decide the time step size for the next time step, so that the numerical
stability can be ensured.
2.5 Parallelization
In order to overcome the computational overhead of the three-dimensional numerical
ow simulations, parallelization is high desirable and so implemented here. Generally,
the regime of domain decomposition forms the basis of the parallelization here. It is
accomplished by partitioning the computational domain into partitions and distributing
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them among the processors. The computational domain is partitioned in a scalable man-
ner where the grid is divided as equally as possible and the interface between partitions
is minimized so that the amount of data exchange during the computation is minimized
as well. Then, the eciency of the parallel algorithm can be enhanced. In this work, con-
sidering the regularity of the grid being used, we employ a simple box-wise partitioning
scheme, in which the computational domain can be divided along all three co-ordinate
directions into cuboid blocks.
We assume that Ptotal processors participate in the computation. The number of the
grid partitions is equal to the number of the employed processors and there is a one to
one mapping between partitions and processors. By calling MPI functions (MPI forum,
2003), a three dimensional processor topology Px  Py  Pz is able to be established,
where Px, Py and Pz are subject to the constraint
PxPyPz = Ptotal; (2.30)
As aforementioned, our computational domain is a box of dimension Nx  Ny  Nz
cells. It can be partitioned into Px  Py  Pz blocks as shown in Fig. 2.3, through three
separate partitioning processes: Nx cells in x- direction are partitioned into Px parts, Ny
cells in y- direction into Py parts, while Nz cells in z- direction into Pz parts.
It is important to note that for a certain Ptotal, the processor topology is not unique,
as there are several groups of Px, Py and Pz satisfy the condition (2.30). Which group
minimizes the communication cost should be determined. As the data exchange always
takes place at the contacting surface between neighboring blocks and is homogenously
distributed on it, we can give a rough estimate of the communication cost as
Cost(Px; Py; Pz) =
NxNy
PxPy
+
NxNz
PxPz
+
NyNz
PyPz
; (2.31)
which can be interpreted as the surface area of a block. We examine all the group of Px,
Py and Pz satisfying (2.30) to nd out the one generates the minimum of Cost(Px; Py; Pz)
and set up the processor topology accordingly. Also, as we can see that, Px, Py and Pz
are factors of Ptotal, it is unwise to set Ptotal to be an integer having few factors, such as
a prime number. Choosing Ptotal that has more factor relatively provides better chance
to improve the parallel eciency.
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y
Figure 2.3: Nx Ny Nz cells are partitioned into Px  Py  Pz blocks.
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If Px, Py and Pz can evenly divide Nx, Ny and Nz respectively, It is very simple to
obtain that each block has Nx=PxNy=PyNz=Pz cells. However, in numerical practices,
it can not be ensured that Nx=Px,Ny=Py and Nz=Pz are all integers. In this case, to divide
the cells into blocks as evenly as possible, we apply the following rule.
Denoting rx the remainder of Nx divided by Px, we can partition Nx cells almost
evenly in x-direction into Px parts by letting the part px, px (1  px  Px) is the ID of
the part, has Lpx cells, where Lpx is given by
Lpx =
8><>:
Nx   rx
Px
+ 1 px  rx
Nx   rx
Px
px  rx + 1
: (2.32)
In y- and z  directions, with similar denitions we could have Spy cells in the part
py, where
Spy =
8>><>>:
Ny   ry
Py
+ 1 py  ry
Ny   ry
Py
py  ry + 1
; (2.33)
and Qpz cells in the part pz, where
Qpz =
8><>:
Nz   rz
Pz
+ 1 pz  rz
Nz   rz
Pz
pz  rz + 1
: (2.34)
Consequently, the partitioning result is that the processor with processor coordinates
(px; py; pz) possesses a block of size Lpx  Spy  Qpz and the numbers of cells contained
by blocks are almost equal, at most dierent by 1 in each coordinate direction.
The blocks from partitioning barely have overlapping area between them, except their
contact surface, which is far from enough to support the communication. Therefore, we
have to extend each block two layers of cells in all directions as it is shown in Fig. 2.4.
Here, all directions mean the positive x-, y-, and z- directions, as well as the negative x-,
y-, and z- directions. Those cells are often referred to as ghost cells. The number of the
extension layers is set to be two because of the third order upwinding scheme we adopt
to discretize nonlinear terms.
The values of variables dened in the ghost cells are calculated on the neighboring
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Figure 2.4: a block surrounded by two layers of ghost cells
block and transferred back using MPI calls. One block has to exchange data with front
and behind, left and right, up and down neighbors, except blocks contain the boundary
of the computational domain. As one block runs both the send and receive operations,
special attention is needed to avoid deadlock when using the ghost cells.
2.6 Poisson equation solver
In our calculations, the Poisson equation for pressure is the only equation need to be
solve and it consumes most of the computing time. Therefore, it is crucial to choose an
proper approach to solve the Poisson equation. The development and implementation of
a robust fast solver for the Poisson equation have been comprehensively studied. Owing
to the regular computational geometry here, several approaches can be our candidates,
such as fast Fourier transform, cyclic reduction or iterative methods. However, the former
two methods, although are able to be parallelized (Minh Vuong Pham et al., 2007), are
not suitable for the partitioning scheme we applied. As they are only applicable when
the partitioning is performed in one or two coordinate directions which is equivalent to
the processor topology 1 1 Ptotal or 1 Py  Pz with PyPz = Ptotal. Obviously, based
on the discussion of last section, the communication cost is unlikely to be minimized in
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these two cases.
Iterative methods would be our best choice. The basic idea of a iterative method is
substituting an initially guessed solution in the iterative formula to give a new solution.
This iterative procedure is carried on until one solution satises a certain convergence
criterion, then we obtain an iterative solution of the original algebra equation. The
whole procedure only involves three major algebra operations, namely vector addition,
inner product, matrix-vector multiplication. All of them can be highly parallelized in
the context of domain decomposition. Here we choose the BiCGStab(L) algorithm to
iteratively solve the Poisson equation, the details of its implementation could be found
in (Fokkema, 1996).
Generally, the fact exists that the convergence of the iterative solver slows down as
the scale of the grid increases. Hence, to accelerate the convergence, we will consider
to incorporate the multi-grid method into our code for very large scaled simulations in
future.
2.7 Validating code
In an eort to check the validity and accuracy of our numerical scheme, we rstly solve
the following equations in a unit cube A [0; 1] [0; 1] [0; 1]:
@u
@t
+ u  ru r2u+  k^ u+rp Rr = Fu(x; t); (2.35)
r  u = 0; (2.36)
Pr(
@
@t
+ u  r)  u  r r2 = F(x; t); (2.37)
where Fu and F are prescribed analytical functions so that equations(2.35)-(2.37) have
a exact solution
uexact = cos(t) sin(2x) cos(2y) cos(4z); (2.38)
vexact = cos(t) cos(2x) sin(2y) cos(4z); (2.39)
wexact =   cos(t) cos(2x) cos(2y) sin(4z); (2.40)
pexact = sin(t) sin(2x) sin(2y)sin(2z); (2.41)
exact = sin(t) sin(2x) sin(2y) sin(2z): (2.42)
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Inhomogeneous Dirichlet conditions have to be enforced, which are given by uj@A =
uexactj@A and j@A = exactj@A, Here @A denotes the boundary of the cube A.
Full numerical solutions to equations (2.35)-(2.37) are denoted by unum, pnum and
num. As only the velocity and temperature elds are our concern under most circum-
stances, comparison is carried out between unum, num and uexact, exact and the accuracy
is measured by
Erru =
Z
A
1
A
junum   uexactj2dA
1=2
;
Err =
Z
A
1
A
jnum  exactj2dA
1=2
:
When solving (2.35)-(2.37) equation numerically, we set the parameters R,  and Pr
to be 1 and take an time step t = 5  10 5. The accuracy is examined at dierent
spatial resolutions and results are exhibited in Table 2.1. It can be seen that the exact
solution has been well approximated and at high spatial resolutions the accuracy of the
numerical solutions is remarkably improved, which represents that our numerical scheme
is correctly designed and implemented.
Table 2.1: The accuracy of the numerical solutions at dierent spatial resolutions
Nunber of grid cells Erru Err
32x32x32 2:45 10 4 1:08 10 5
64x64x64 2:76 10 5 2:31 10 6
128x128x128 3:79 10 6 7:64 10 7
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Chapter 3
Convection in a rotating annular
channel with experimental boundary
conditions
3.1 Mathematical formulation
In the model presented in Chapter 2, assuming no-slip and xed temperature conditions
on the top and bottom of the channel,
u = v = w =  = 0 at z = 0; 1; (3.1)
we shall consider three dierent types of boundary conditions on the sidewalls:
(i) the non-slip and thermally insulating conditions,
u = v = w =
@
@y
= 0 at y = 0;  ; (3.2)
(ii) the stress-free and thermally insulating conditions,
@u
@y
=
@w
@y
= w =
@
@y
= 0 at y = 0;  ; (3.3)
(iii) the periodic conditions,
u(y = 0) = u(y =  ); (y = 0) = (y =  ): (3.4)
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For an innitely long channel, we have to restrict our practical nonlinear computations
to solutions that are periodic in the x direction. Comparisons between three dierent
solutions characterized by the dierent boundary conditions on the sidewalls (3.2)-(3.4)
at exactly the same parameters, are highly revealing and physically insightful.
The convection problem dened by (2.2)-(2.3) subject to an appropriate set of the
boundary conditions will be rst solved for the onset of convection. In the linear sta-
bility analysis, the two nonlinear terms, u  ru in (2.2) and u  r in (2.4), are ne-
glected. This is followed by fully three-dimensional simulations of nonlinear convection.
It should be noted that, because of the sidewall conditions (3.2) and (3.3), the well-known
pseudo-spectral method { all the variables are expanded in Fourier series in x and y with
Chebyshev functions in the z-direction { cannot be used for the present problem.
3.2 Linear Stability Analysis
3.2.1 Formulation and method
In the frame of the Boussinesq approximation, we express the velocity u of linear solutions
in terms of two scalar potentials 	 and ,
u = r
h
	(x; y; z; t)^j
i
+r
h
(x; y; z; t)k^
i
; (3.5)
which automatically satises incompressibility constrains (2.3). Making use of this ex-
pression and applying j^  r and k^  r onto (2.2), we can derive, from the linearized
versions of equations (2.2)-(2.4), three independent scalar equations governing the onset
of convection,
0 =

@
@t
 r2

 

@2
@x2
+
@2
@z2

	+
@2
@y@z

+ 
@2
@x@z
+R
@
@x
; (3.6)
0 =

@
@t
 r2

 

@2
@x2
+
@2
@y2

 +
@2	
@y@z

   @
2	
@x@z
; (3.7)
0 =

Pr
@
@t
 r2

  @	
@x
: (3.8)
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The corresponding velocity boundary conditions in terms of 	 and  on the non-slip top
and bottom are given by
	 =
@	
@z
=  =  = 0 at z = 0; 1: (3.9)
On non-slip sidewalls, we require that
	 =  =
@
@y
=
@
@y
= 0 at y = 0;  ; (3.10)
while on stress-free sidewalls, we impose that
@	
@y
=  =
@2
@y2
=
@
@y
= 0 at y = 0;  : (3.11)
Depending primarily upon the size of the aspect ratio  , we anticipate that there exist
two dierent types of linear solutions at the onset of convection. In the rst case, there
exists a single stationary solution at a given Rayleigh number R. In the second case,
two traveling-wave solutions can co-exist at a given R: one propagates in the prograde
direction (the positive x direction) and the other in the retrograde direction (the negative
x direction). For stationary convection, we express the linear solution in the form
[	;;] = A0 [	0(y; z);0(y; z);0(y; z)] exp (iax) ; (3.12)
where a is the azimuthal wave number which is henceforth assumed to be real and positive
a > 0. For traveling-wave convection, we expect there are two traveling convection modes,
one attaching to each sidewall. These two modes could be written as follows,
[	;;] = As [	s(y; z);s(y; z);s(y; z)] exp [i(ax+ !st)] ; s = 1 or 2; (3.13)
where A1 and A2 are arbitrary constants and when s = 1 we impose !1 < 0, indicat-
ing a progradely propagating mode and when s = 2 we impose !2 > 0, indicating a
regtrogradely propagating mode. Note that 	1(y; z) 6= 	2(y; z), 1(y; z) 6= 2(y; z) and
1(y; z) 6= 2(y; z). These two modes are solved separately, one at a time.
It should be noted that the non-slip boundary condition signicantly increases the
37
complexity of the mathematical analysis. In the case of the stress-free condition, which
permits separation of variables, the resulting ordinary dierential equations can be solved
either numerically or asymptotically. For the no-slip boundary condition, the expression
(3.12) or (3.13) leads to a system of partial dierential equations:
0 =

i!s   @
2
@y2
  @
2
@z2
+ a2

@2s
@y@z
 

@2
@z2
  a2

	s

+ ia
@s
@z
+Rias;
(3.14)
0 =

i!s   @
2
@y2
  @
2
@z2
+ a2

@2	s
@y@z
 

@2
@y2
  a2

s

  ia@	s
@z
; (3.15)
0 =

i!sPr   @
2
@y2
  @
2
@z2
+ a2

s   ia	s; (3.16)
where s = 0 or s = 1 or s = 2. In the numerical analysis, when s = 0 we set !s = 0,
when s = 1, !1 < 0 and when s = 2, !2 > 0. For the non-slip sidewalls, (3.14)-(3.16) are
solved numerically by making use of the Galerkin-type expansion
	s(y; z) =
NX
l=0
NX
q=0
	^ql

(1  z^2)2 Tl(z^)
 
(1  y^2) Tq(y^)

; s = 0; 1; 2;
(3.17)
s(y; z) =
NX
l=0
NX
q=0
^ql

(1  z^2) Tl(z^)
 
(1  y^2)2 Tq(y^)

; s = 0; 1; 2;
(3.18)
s(y; z) =
NX
l=0
NX
q=0
^ql

(1  z^2) Tl(z^)
 h
cos
q
2
(y^ + 1)
i
; s = 0; 1; 2;
(3.19)
where y^ = (2y=   1); z^ = (2z   1), 	^kl and ^ql are complex coecients, N denotes the
truncation parameter, and Tl (x) represents the standard Chebyshev functions. Similar
expansions are also used in the case of stress-free sidewalls. Substituting (3.17)-(3.19)
into (3.14)-(3.16), we obtain a system of algebraic equations for the coecients of the
expansions, in which the Rayleigh number R, the frequency !s and the coecients are
unknowns. The algebraic equations are then solved numerically by an iterative scheme,
of which the code is developed by Liao et al. (2005).
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 N [ac; Rc; !c]
104 10 [4:3839; 3:5068 105; 4:6513]
104 12 [5:0927; 3:2694 105; 6:1759]
104 14 [5:1513; 3:2553 105; 6:2654]
104 18 [5:1952; 3:2493 105; 6:3196]
104 20 [5:1970; 3:2457 105; 6:3706]
104 22 [5:1973; 3:2453 105; 6:3747]
104 24 [5:1973; 3:2451 105; 6:3761]
105 20 [5:6156; 3:2297 106; 7:9619]
105 24 [5:6382; 3:2085 106; 7:9542]
105 28 [5:7166; 3:1950 106; 8:1596]
105 32 [5:7182; 3:1957 106; 8:1650]
105 36 [5:7184; 3:1960 106; 8:1673]
Table 3.1: Several examples of numerical convergence of the critical parameters{the wavenum-
ber ac, the Rayleigh number Rc and the frequency !c{ as a function of the truncation parameter
N at the onset of convection for Pr = 7:0 with   = 2.
3.2.2 The onset of convection with experimental conditions
Since the critical Rayleigh number at the onset of convection is determined by the rotation
number  and the aspect ratio   at a given value of Pr, our attention will be primarily
given to how the linear instability is dependent on  and  . For a set of the parameters,
(a; ; ; Pr), we rst solve equations (3.14)-(3.16) to nd the Rayleigh number R and
the frequency !, as well as complex coecients ^ql; 	^ql; ^ql;with q = 1; : : : ; N and l =
1; : : : ; N . Similar numerical computations for dierent values of a are then repeated many
times until a particular wavenumber, ac, is found to yield the smallest Rayleigh number,
denoted by Rc, required to initiate convection. In other words, for given ; Pr and  ,
the linear analysis determines the critical parameters{the critical Rayleigh number Rc,
the critical wavenumber ac and the critical frequency !c{ which characterize the most
unstable mode of convective instabilities.
Prior to discussing the typical feature of linear convection with experimental boundary
conditions, we shall rst look at the convergence of the numerical solutions. Several
examples are given in Table 3.1, showing the critical wavenumber ac, the critical Rayleigh
number Rc and the critical frequency !c as a function of the truncation parameter N .
In all the linear solutions presented in this paper, we take a suciently large N in the
expansions (3.17)-(3.19) such that the numerical solutions have an accuracy within 1%.
We have performed extensive computation over a wide range of the parameters. Some
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Figure 3.1: The critical Rayleigh number Rc is plotted against the aspect ratio   for two
dierent values of  at Pr = 7:0. Solid lines represent oscillatory convection which propagates
either progradely (! < 0) or retrogradely (! > 0). The dashed lines are for stationary convection
which is independent of the Prandtl number.
(a) (c)
(b) (d)
Figure 3.2: The structure of two dierent linear solutions obtained for  = 103; Pr = 7:0
and   = 2. Contours of u, (a) in a horizontal xy plane and (b) in a vertical yz plane, are
shown for the retrograde mode (A1 = 0; A2 = 1) with the critical parameters Rc = 3:454 104,
ac = 4:44 and !c = 3:904. Contours of u component, (c) in a horizontal xy plane and (d)
in a vertical yz plane, are shown for the prograde mode (A1 = 1; A2 = 0) with the critical
parameters Rc = 3:454 104, ac = 4:44 and !c =  3:904.
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(a) (c)
(b) (d)
Figure 3.3: The structure of two dierent linear solutions obtained for  = 104; Pr = 7:0 and
  = 2. Contours of u, (a) in a horizontal xy plane and (b) in a vertical yz plane, are shown for
the retrograde mode (A1 = 0; A2 = 1) with the critical parameters Rc = 3:24  105, ac = 5:20
and !c = 6:38. Contours of u, (c) in a horizontal xy plane and (d) in a vertical yz plane, are
shown for the prograde mode (A1 = 1; A2 = 0) with the critical parameters Rc = 3:24  105,
ac = 5:20 and !c =  6:38.
typical results of the linear stability analysis are summarized in Fig. 3.1, showing how
the characteristics of linear convection depend upon the aspect ratio   for  = 103 and
 = 104 at Pr = 7:0. Although the precise values of the critical Rayleigh number Rc
for  = 103 and  = 104 are dierent, the broad features are largely similar. This
is anticipated because the rotational eect becomes dynamically dominant when  
O(103). In other words, there exists no fundamentally dierent physics between the
solution with  = 103 and that with   O(103). The primary character is that, for
large aspect ratios    O( 1=3), preferred convection (the solid lines in Fig. 3.1) is
sidewall-localized with three dierent traveling wave solutions at the same wavenumber
and same critical Rayleigh number: the rst propagates in the positive x direction with
! < 0, the second in the negative x direction with ! > 0 and the third propagates in
both the prograde and retrograde direction. The basic structure of convection remains
characteristically unchanged as long as   O( 1=3), the thickness of the wall-localized
convective ow. A typical ow for both prograde and retrograde modes is illustrated in
Fig. 3.2 for   = 2 and  = 103, with the critical parameters Rc = 3:454 104, ac = 4:44
and !c = 3:904. The convective motion is sidewall-localized and concentrates near the
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outer sidewall (y = 0) for the retrograde mode (! > 0) (Fig. 3.2(a,b)) while the prograde
mode (! < 0) is localized near the inner sidewall (y =  ) (Fig. 3.2(c,d)). For the larger
value  = 104, which is shown in Fig. 3.3, the convective motion exhibits a similar nature
though it tends to concentrate more in the sidewall regions.
As the aspect ratio   diminishes to be of O( 1=3), the two oppositely traveling
wave modes are replaced by a single stationary convection mode. The transition from
oscillatory to stationary convection occurs at about   = 0:4 for  = 103. For very
small aspect ratios    1, the stationary ow, which is conned in a long channel of
narrow rectangular cross-section, is of the Hele-Shaw type. The problem of convection
in a vertical Hele-Shaw cell has been extensively studied (e.g., Wooding, 1960; Hartline
and Lister, 1977; Busse, 2005 and Zhang et al., 2006). Some nonlinear properties of the
convection in a rotating Hele-Shaw cell will be discussed in Chapter 4. This chapter will
focus on Rayleigh-Benard-type convection with   O( 1=3).
3.2.3 Comparison with idealized boundary conditions
It is of interest to make comparisons of convection solutions at exactly the same physical
parameters but with three dierent conditions on the sidewalls: (i) the experimental
boundary condition, (ii) the idealized stress-free condition and (iii) the idealized periodic
condition. Although the problem of linear convection in a rotating unbounded Benard
layer with no-slip top/bottom surfaces was studied by Chandrasekhar (1961), we shall
briey discuss it for the purpose of not only making a precise comparison at the same
parameters between the unbounded layer and the channel but also illustrating the key
mathematical and physical dierences between them.
For a horizontally unbounded layer, the expression (3.5) is no longer useful, we instead
express u in terms of the sum of poloidal () and toroidal ( ) parts (Chandrasekhar,
1961):
u = rr [(x; y; z; t)k^] +r [ (x; y; z; t)k^]: (3.20)
The non-slip and xed temperature conditions on the top and bottom become
 =  =
@
@z
=  = 0; at z = 0; 1: (3.21)
After operating with k^  r and k^  r r on the linear version of (2.2) and using the
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expression (3.20), the governing equations for the toroidal and poloidal velocity and the
temperature become
(
@
@t
 r2)    @
@z
= 0; (3.22)
(
@
@t
 r2)r2+R+  @ 
@z
= 0; (3.23)
(Pr
@
@t
 r2) + (r2   @
2
@z2
) = 0: (3.24)
An innitely horizontal uid lay without vertical sidewalls allows us to seek normal mode
solutions of the form
[;  ;](x; y; z; t)! [;  ;](z) exp[i(axx+ ayy + !t)]; (3.25)
which is mathematically equivalent to horizontal periodic boundary conditions, where ax
and ay are the two horizontal wavenumbers in the x  and y directions respectively, and
! is the frequency of convection. We can dene a total horizontal wavenumber a as a2 =
a2x+a
2
y; the dierential operators like (r2 @2=@z2) can be simply replaced by a2, implying
that there is no preferred horizontal direction. It is worth mentioning that there exists
only one horizontal wavenumber in the x direction in the channel which, consequently,
does not cause the problem of mathematical degeneracy. The expression (3.25) transforms
the partial dierential equations (3.22)-(3.24) to a set of ordinary dierential equations
which are solved numerically by making use of the expansions
[ (z); (z);(z)] =
"
N+2X
l=0
 ^lTl(z^);
N+4X
l=0
^lTl(z^);
N+2X
l=0
^lTl(z^)
#
; (3.26)
where z^ = 2z   1, and  ^l, ^l and ^l are complex coecients satisfying
0 =
N+2X
l=0
( 1)l ^l =
N+2X
l=0
 ^l;
0 =
N+4X
l=0
( 1)l^l =
N+4X
l=0
^l =
N+4X
l=0
( 1)ll2^l =
N+4X
l=0
l2^l;
0 =
N+2X
l=0
( 1)l^l =
N+2X
l=0
^l:
43
 [ac; Rc; !c](case 1) [ac; Rc; !c] (case 2) [ac; Rc; !c](case 3)
0 [3:116; 1:708 103; 0] [2:268; 7:994 102; 0:000] [3:018; 1:843 103; 0:000]
10 [3:161; 1:756 103; 0] [2:801; 9:779 102; 0:000] [3:096; 1:898 103; 0:000]
35 [3:551; 2:241 103; 0] [3:040; 1:842 103; 0:427] [3:462; 2:529 103; 0:103]
102 [4:785; 4:712 103; 0] [3:335; 4:186 103; 1:830] [3:699; 4:666 103; 1:224]
103 [10:82; 7:108 104; 0] [4:191; 3:535 104; 4:041] [4:443; 3:454 104; 3:904]
104 [24:64; 1:525 106; 0] [4:926; 3:350 105; 6:071] [5:197; 3:245 105; 6:377]
105 [55:40; 3:450 107; 0] [5:439; 3:268 106; 7:560] [5:718; 3:196 106; 8:167]
106 [122:8; 7:780 108; 0] [5:735; 3:226 107; 8:455] [5:930; 3:191 107; 8:942]
Table 3.2: Several typical examples of the critical parameters at the onset of convection for
Pr = 7:0 with dierent values of the rotational parameter  . The results of three dierent
horizontal conditions are presented: case 1 for an unbounded layer (or periodic boundary con-
ditions), case 2 for the stress-free sidewalls with   = 2 and case 3 for the non-slip sidewalls with
  = 2.
After substitution of (3.26) into (3.22)-(3.24), the resulting algebraic equations are readily
solved by an iterative scheme.
Table 3.2 summarizes typical results of the linear stability analysis obtained for three
dierent sidewall conditions at exactly the same physical parameters. It can be seen that
the critical Rayleigh number Rc in a non-rotating non-slip channel ( = 0) is slightly
larger than that in a non-rotating unbounded layer. In non-rotating channels, the side-
walls force the wavenumber of convection to adjust its size and introduces only an in-
signicant modication. Moreover, the exchange of stability is valid for a non-rotating
unbounded layer as well as for a non-rotating channel. It is therefore not surprising that
the sidewalls do not have substantial eects on non-rotating convection. This starts to
change, however, when  increases to about 35 or larger for which convection in the
channel, regardless whether the sidewalls are non-slip or stress-free, becomes oscillatory.
Oscillatory convection in the form of sidewall-localized traveling waves becomes preferred
when   O(102) where the dynamics of convection is chiey dominated by the Coriolis
forces.
The comparison is even more revealing and apparent when we estimate the approx-
imate asymptotic dependence for   1 indicated by Table 3.2 for all the three cases.
For an unbounded Benard layer, it suggests the asymptotic dependence at leading-order
approximation
Rc  7:8 4=3; !c = 0; ac  1:2 1=3 for   1; (3.27)
44
while for a rotating channel under the experimental boundary conditions with aspect
ratio   = 2, Table 3.2 is indicative of the leading-order asymptotic dependence
Rc  32; !c  8:9; ac  5:9 for   1: (3.28)
It is striking to contrast the asymptotic dependence (3.27) for a rapidly rotating un-
bounded layer with (3.28) for a rapidly rotating channel under the experimental boundary
conditions. Another interesting feature can be found is that, although the sidewalls in
a channel radically alter the characteristics of rotating convection, there are no leading-
order dierences between the stress-free and non-slip sidewall solutions when   1. Liao
et al. (2006) theoretically explain this feature as it is the zero normal component of the
velocity at the sidewalls, which is required by both slip and nonslip condition, breaks
the uniform geometry of unbounded layer and facilitates the convection in the form of
traveling waves.
3.3 Nonlinear properties of convection
3.3.1 Basic parameters
The simulations here are performed based on the parallelized nite dierence method
as described in Chapter 2. Only a few parameters need to initialized. In addition to
physical parameters like the Rayleigh number R and Taylor number Ta, an important
aspect of the nonlinear problem is the size of the computational box dened by the upper
and lower surfaces, z = 0; 1, by the vertical sidewalls, y = 0; , and by the periodic
boundary condition at x = 0;. While a tall thin box with O( 1=3) <    1 and
O( 1=3) <  1 is computationally inexpensive, it cannot suciently separate the two
spatial scales of the interior ows and the wall-localized waves. A very wide box with
large aspect ratios,   1 and  1, is, however, computationally too expensive. On a
balance between the cost and physics, we choose a moderately wide box with   = 2 and
 = 2 for all simulations of nonlinear convection. This is suciently large to separate
the interior cells with the scale O( 1=3) and the wall-localized wave also with the scale
O( 1=3), which is of O(0:1) for  = 103, while it is not computationally too expensive.
Our nonlinear simulations will thus center on the case with  = 103;  =  = 2 at
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Pr = 7:0.
3.3.2 Convection with experimental conditions
Vertical sidewalls have to be present in laboratory studies of rotating Rayleigh-Benard
convection. For moderately nonlinear non-rotating convection, it was shown that the
eect of rigid sidewalls is of secondary importance (Greenside and Coughran, 1984; Le
Gal, 1986): they merely modify either the wavenumber of the convection rolls or their
spatial structure in the vicinities of the sidewalls. We shall reveal that, however, the
eect of the rigid sidewalls is of primary importance in determining the properties of
moderately nonlinear convection in rotating systems.
To provide a global measure of nonlinear convection, we introduce the kinetic energy
Ekin of the ow and the Nusselt number Nu, which are calculated at each time step in
the numerical simulations. Many simulations in the range Rc < R < 3Rc for  = 10
3 and
Pr = 7:0 are carried out, some of which are shown Fig. 3.4. It is worth mentioning that
the two most unstable modes in an innitely long channel are characterized by the same
critical Rayleigh number Rc = 3:454104 with the corresponding wavenumber ac = 4:443
and frequency !c = 3:904. By imposing the periodic condition in the x direction
marked by the periodicity  = 2, the critical Rayleigh number becomes slightly larger.
It should be also mentioned that the transient behaviors starting from an arbitrary initial
condition at t = 0 are not shown in Fig. 3.4. Numerical simulations usually take up to
50 viscous diusion time units for a solution to reach the fully developed state that is
depicted in Fig. 3.4. In other words, the time interval, from t = 10 to t = 25 shown in
Fig. 3.4, is shifted in order to plot ve nonlinear solutions in one gure.
Several interesting features emerge from the results of three-dimensional simulations
of nonlinear convection under experimental boundary conditions given by (3.2). Although
the stability analysis suggests that there exist three possible linear solutions at the onset
of convection, our nonlinear simulations suggest that, for   = 2, both the eastward
and westward propagating waves are always convectively excited simultaneously. This
signies that a single traveling-wave solution in the vicinity of either the inner or the
outer sidewall, which represents a mathematically possible solution of the equations, is
nonlinearly unstable and cannot be physically realized in an annular channel with   =
O(1). We cannot rule out, however, the possibility that a single nonlinear traveling-wave
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(a)
(b)
Figure 3.4: Kinetic energies Ekin and the Nusselt number Nu plotted as a function of time for
ve dierent Rayleigh numbers for  = 103; Pr = 7:0 and   = 2 with two non-slip sidewalls
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Figure 3.5: Snapshots of contours w in the middle horizontal xy plane at z = 1=2 for three
dierent nonlinear solutions obtained at exactly the same parameter  = 103; R = 7:5  104
and Pr = 7:0: (a) oscillatory convection with non-slip sidewalls given by (3.2), (b) oscillatory
convection with stress-free sidewalls given by (3.3), and (c) and (d) chaotic convection at two
dierent instants with the periodic condition given by (3.4). The red contours denote up-welling
ow while the blue indicate down-welling ow.
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(a) (b) (c)
(d) (e) (f)
Figure 3.6: Contours of w in the middle horizontal xy plane at z = 1=2 plotted for six
dierent instants, with  = 103; R = 8:1  104; Pr = 7:0 and   = 2 for the non-slip sidewalls:
(a) t = 10:76, (b) t = 12:89, (c) t = 14:28, (d) t = 14:81, (e) t = 15:99, (f) t = 16:89.
solution, as predicted by the linear analysis, is stable when   O(1). For a moderately
supercritical Rayleigh number R = 7:5  104, both the sidewall-localized traveling-wave
modes as well as the weak internal mode co-exist and interact nonlinearly. A typical
spatial structure of the convective ow is depicted in Fig. 3.5(a), along with other solutions
obtained at exactly the same parameter but dierent sidewall boundary conditions. Since
the wall-localized waves travel in opposite directions, their nonlinear interaction with
the interior mode yields oscillatory convection as shown Fig. 3.4. Stronger nonlinear
convection at a higher Rayleigh number R = 7:8104 exhibits a broadly similar behavior,
as also shown in Fig. 3.4.
When the Rayleigh number R increases to R = 8:1  104, however, the interior ow
becomes time-dependent through the well-known Kupper-Lortz-type instability (Kupper
and Lortz, 1969). The instability brings in a new temporal scale that modulates the
existing oscillatory convection; this temporal modulation is clearly shown in Fig. 3.4. Six
dierent snapshots of the nonlinear ow obtained forR = 8:1104 are displayed in Fig. 3.6
at: (a) t = 11:57(Ekin = 4:539), (b) t = 12:48(Ekin = 4:571), (c) t = 14:03(Ekin = 4:554),
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(a) (b) (c)
(d) (e) (f)
Figure 3.7: Contours of w of nonlinear convection in the middle horizontal xy plane at z = 1=2
plotted for six dierent instants: (a) t = 11:57(Ekin = 4:539), (b) t = 12:48(Ekin = 4:571),
(c) t = 14:03(Ekin = 4:554), (d) t = 16:64(Ekin = 4:529), (e) t = 17:65(Ekin = 4:630), (f)
t = 18:29(Ekin = 4:820), with  = 10
3; R = 8:7 104; Pr = 7:0,   = 2 and non-slip sidewalls.
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(d) t = 16:64(Ekin = 4:529), (e) t = 17:65(Ekin = 4:630), (f) t = 18:29(Ekin = 4:820).
They cover approximately a whole period of the modulated convection, starting with the
interior convection rolls nearly parallel to the sidewalls, then breaking down to form tilted
rolls, and nally returning to nearly sidewall-parallel rolls. As R increases to R = 8:7104
or larger, nonlinear convection becomes both temporally and spatially chaotic. The time-
dependence of the chaotic ow is depicted in Fig. 3.4 and Fig. 3.7. These show that there
exist neither steady convection rolls nor heteroclinic-type cycles joining the dierent rolls
in connection with the Kupper-Lortz instability in the bulk of the channel.
The nonlinear properties of convection in a rotating channel are profoundly dierent
from those either in non-rotating systems or in rotating systems with periodic boundary
conditions as will be discussed later. A key to understanding nonlinear convection in
a rotating channel is held by the nature of the sidewall-localized waves whose tempo-
ral/spatial dependence is determined by a physical mechanism that is independent of the
interior ow. It follows that there are three essential elements in the understanding of
moderately nonlinear phenomena in a rotating channel: (i) the sidewalls trap the convec-
tive motion in the vicinities of the walls and (ii) the existence of the sidewalls completely
removes the mathematical degeneracy of a horizontal unbounded, periodic layer, and (iii)
the nonlinear dynamics of convection is largely described by the interaction between the
interior convection modes and the sidewall-trapped waves which characterizes a special
route from steady or periodic waves to the chaotic convection displayed in Fig. 3.4.
3.3.3 Comparisons with idealized boundary conditions
Since nonlinear convection with idealized horizonal boundary conditions has been exten-
sively studied, it is protable and revealing to make a comparison of a nonlinear solution
obtained with the experimental condition (3.2) to that obtained with either the stress-free
condition (3.3) or the periodic condition (3.4) at exactly the same parameter values.
We rst look at nonlinear convection with stress-free sidewalls while all other condi-
tions and parameters are kept unchanged. The kinetic energies Ekin and the Nusselt num-
ber Nu as a function of time are shown Fig. 3.8 for ve dierent Rayleigh numbers. They
should be compared to Fig. 3.4 for which the only dierence is the sidewall boundary con-
dition. Fig. 3.5(b) shows a weakly nonlinear solution at R = 7:5104 for stress-free side-
walls, indicating that there are no profound dierences between the stress-free-sidewall
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(a)
(b)
Figure 3.8: Kinetic energies Ekin and the Nusselt number Nu plotted as a function of time for
ve dierent Rayleigh numbers for  = 103; R = 7:5 104; Pr = 7:0 with stress-free sidewalls.
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(d) (e) (f)
Figure 3.9: Contours of w in the middle horizontal xy plane at z = 1=2 plotted for six
dierent instants: (a) t = 13:27, (b) t = 15:65, (c) t = 16:93, (d) t = 17:84, (e) t = 18:53, (f)
t = 23:49, obtained with  = 103; R = 8:1 104; Pr = 7:0,   = 2 and two stress-free sidewalls.
(a) (b) (c)
Figure 3.10: Contours of w in the middle horizontal xy plane at z = 1=2 plotted for three
dierent instants: (a) t = 11:00, (b) t = 16:33, (c) t = 21:67, obtained with  = 103; R =
8:7 104; Pr = 7:0,   = 2 and two stress-free sidewalls.
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(a)
(b)
Figure 3.11: Kinetic energies Ekin and the Nusselt number Nu plotted as a function of time
for ve dierent Rayleigh numbers for  = 103; Pr = 7:0 the periodic condition(3.4).
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(g) (h) (i)
Figure 3.12: Contours of w in the middle horizontal xy plane at z = 1=2 plotted for nine
dierent instants: (a) t = 10:13, (b) t = 12:80, (c) t = 13:60, (d) t = 13:73, (e) t = 17:07, (f)
t = 17:87, (g) t = 18:88, (h) t = 20:85, (i) t = 21:87, obtained with  = 103; R = 8:1 104; Pr =
7:0,   = 2 and the periodic condition(3.4).
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(d) (e) (f)
(g) (h) (i)
Figure 3.13: Contours of w in the middle horizontal xy plane at z = 1=2 plotted for nine
dierent instants: (a) t = 17:24(Ekin = 3:423), (b) t = 18:09(Ekin = 3:035), (c) t = 19:96(Ekin =
3:333), (d) t = 21:13(Ekin = 3:125), (e) t = 21:99(Ekin = 3:325), (f) t = 22:47(Ekin = 3:378),
(g) t = 23:05(Ekin = 3:164), (h) t = 24:23(Ekin = 3:212), (i) t = 24:87(Ekin = 3:242), obtained
with  = 103; R = 8:7 104; Pr = 7:0,   = 2 and the periodic condition (3.4).
56
and no-slip-sidewall solution. Stronger nonlinear convection at R = 8:1104 with stress-
free sidewalls, a quasi-periodic modulated ow, also exhibits similar behavior to that
with non-slip sidewalls. A number of snapshots of the nonlinear ow at R = 8:1  104
are displayed in Fig. 3.9: (a) t = 10:13(Ekin = 2:303), (b) t = 12:80(Ekin = 1:774), (c)
t = 13:60(Ekin = 1:652), (d) t = 13:73(Ekin = 2:051), (e) t = 17:07(Ekin = 2:094), (f)
t = 17:87(Ekin = 2:259), (g) t = 18:88(Ekin = 1:983), (h) t = 20:85(Ekin = 2:050), (i)
t = 21:87(Ekin = 2:310). Since the interior ow is weak, the modulation resulting from
the interaction between the interior convection cells and wall-localized waves is insigni-
cant. When the Rayleigh number R increases further to R = 8:7 104, the interior ow
becomes nearly stationary and interacts with the wall-localized traveling waves. Three
dierent snapshots for R = 8:7  104 are displayed in Fig. 3.10, showing only small
variations in the interior ow. In short, comparisons between the non-slip-sidewall and
stress-free-sidewall solutions at exactly the same parameters suggest that the nature of
the sidewalls, whether stress-free or non-slip, does not change the primary properties of
nonlinear convection in a fundamental way.
The properties of nonlinear convection, however, change in a fundamental way when
the sidewalls are removed and replaced by the periodic condition (3.4). We have per-
formed simulations at exactly the same parameters as those for the no-slip or stress-free
sidewalls. The kinetic energy Ekin of the ow and the Nusselt number Nu as a func-
tion of time are presented in Fig. 3.11, which should be compared to Fig. 3.4 for the
non-slip sidewalls. Weakly nonlinear convection for R = 7:5  104 and R = 8:1  104 is
both temporally and spatially chaotic, a consequence of the Kupper-Lortz-type instabil-
ity. As illustrated in Fig. 3.5(c,d) for R = 7:5  104, a set of convection rolls becomes
unstable to another set that is located at nearly 60o relative to the rst set. The second
set of rolls then becomes unstable to the third set rotated through about a further 60o.
It follows that nonlinear solutions in an unbounded, periodic layer do not have steady
or oscillatory states. The temporal and spatial dependence of nonlinear convection for
R = 8:1  104 is presented in Fig. 3.11 and Fig. 3.12. Nine snapshots of the ow are
shown in Fig. 3.12 for instants: (a) t = 10:13(Ekin = 2:303), (b) t = 12:80(Ekin = 1:774),
(c) t = 13:60(Ekin = 1:652), (d) t = 13:73(Ekin = 2:051), (e) t = 17:07(Ekin = 2:094),
(f) t = 17:87(Ekin = 2:259), (g) t = 18:88(Ekin = 1:983), (h) t = 20:85(Ekin = 2:050),
(i) t = 21:87(Ekin = 2:310). They should be compared to those in Fig. 3.6 at the same
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parameters but with non-slip sidewalls. Fig. 3.12 indicates that the Kupper-Lortz-type
instability mechanism is highly eective: the direction of the rolls, interspersed by the
breaking of the rolls, slowly rotates in an anticlockwise direction. When the Rayleigh
number R increases further to R = 8:7 104 and larger, the nonlinear ow becomes both
temporally and spatially irregular, a spatiotemporal chaos, which is shown Fig. 3.13. The
dierence between Fig. 3.7 (which is dominated by regular traveling waves at the side-
walls) and Fig. 3.13 (which is spatially irregular), although they are obtained at exactly
the same parameters, is remarkable.
3.4 Summary and Remarks
We have investigated three-dimensional convection in a rotating channel, under experi-
mental boundary conditions, uniformly heated from below and rotating about a vertical
axis. The problem was rst formulated and studied by Davies-Jones and Gilman (1971)
and is approximately experimentally realizable. It should be noted that the channel
system becomes identical to a horizonal periodic system { which has been extensively
studied over the past several decades (e.g., Julien et al., 1996; Jones and Roberts, 2000)
{ when the sidewalls are removed and replaced by the periodic boundary condition. Our
emphasis is mainly placed on understanding both the linear and nonlinear convection
with experimental boundary conditions and on revealing the eects of the sidewalls on
rotating Rayleigh-Benard convection.
The comparison reveals that the existence of the sidewalls plays a critical role in deter-
mining both the linear and nonlinear properties of rotating Rayleigh-Benard convection.
When the vertical sidewalls, either realistic non-slip or idealized stress-free, are present,
the nonlinear dynamics of convection is largely described by the interaction between the
interior modes and the sidewall-trapped waves which characterizes a special route from
the steady traveling wave to the chaotic ow. When the vertical sidewalls are replaced
by the idealized periodic condition, it is the Kupper-Lortz-type instability that charac-
terizes the properties of moderately nonlinear convection. Both the linear instability and
the transition to chaotic convection in a rotating channel are profoundly dierent from
those in a rotating unbounded layer with the horizontal periodic condition. Since certain
vertical sidewalls have to be present in laboratory experimental studies, some caution
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should then be taken when the results for a rotating unbounded Benard layer with the
horizontal periodic condition are used for the interpretation of rotating experimental re-
sults. However, it remains unclear whether the eect of the sidewalls is still of primary
importance when the aspect ratios are very large,   1 and  1.
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Chapter 4
Nonlinear convection in a rotating
vertical Hele-Shaw cell
4.1 Mathematical formulation
Still based on the model given in Chapter 2 and governing equations (2.2)-(2.4), we focus
on very small aspect ratio cases (  1) this chapter. Since the height in z- direction is
much larger than the gap-width, the conditions at the top and bottom boundaries are of
lesser importance and we can assume stress-free boundary conditions on them to simplify
the linear stability analysis.
The boundary conditions are specied as follows,
@u
@z
=
@v
@z
= w =  = 0 at z = 0; 1; (4.1)
u = v = w =
@
@y
= 0 at y = 0;  ; (4.2)
and periodic conditions in the x- direction.
The convection problem dened by (2.2)-(2.4) subject to the boundary conditions
(4.1) and (4.2) is solved analytically as well as numerically for the onset of convective
instabilities and then by direct numerical simulations for strongly nonlinear ows.
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4.2 Asymptotic analysis for convective instabilities
4.2.1 Governing equations
In the frame of the Boussinesq approximation, we express the velocity u as a sum of
poloidal () and toroidal (	) vectors
u = rr
h
(x; y; z; t)^j
i
+r
h
	(x; y; z; t)^j
i
; (4.3)
In the stability analysis we are only concerned with the linear version of (2.2)-(2.4).
Making use of (4.3) and applying j^  r and j^  r  r onto (2.2), we derive, from
(2.2)-(2.4), three independent scalar equations for the onset of convection,

r2   @
2
@y2

@	
@t
  T 1=2a
@
@z
 r2	

 R@
@x
= 0; (4.4)
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 r4

 R @
2
@y@z
= 0; (4.5)
(Pr
@
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 r2)  @
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@y@z
  @	
@x
= 0: (4.6)
The velocity boundary conditions in terms of 	 and  become
	 =
@2	
@z2
=
@
@z
=
@3
@z3
=  = 0 at z = 0; 1; (4.7)
while on the rigid sidewalls we require that
	 =  =
@
@y
=
@
@y
= 0 at y = 0;  : (4.8)
When the aspect ratio   is suciently small, we anticipate that the principle of the
exchange of instabilities is valid (Wooding, 1960; Busse, 2005; Liao et al., 2005) and
solutions for (4.4)-(4.6) can be written in the form
[	;;] = [	(y) sinmz;(y) cosmz;(y) sinmz] exp (iax) ; (4.9)
where a is the azimuthal wave number which is henceforth assumed to be positive a > 0,
m = 1 usually corresponds to the greatest convective instability and 	(y);(y) and (y)
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are complex functions of y. Evidently, the stress-free boundary conditions at the top and
bottom are automatically satised by expression (4.9) with which the stability problem
is then governed by a system of ordinary dierential equations

d2
dy2
  (a2 + 2)

	  T 1=2a  
iaR
(a2 + 2)
 = 0; (4.10)

d2
dy2
  (a2 + 2)
 
d2
dy2
  (a2 + 2)

  T 1=2a 	 
R
(a2 + 2)
d
dy
= 0; (4.11)

d2
dy2
  (a2 + 2)

+ ia	  d
dy
= 0: (4.12)
It is worth noting that the Prandtl number Pr does not enter into the problem of convec-
tive instabilities because the principle of the exchange of instabilities is valid. We shall
solve (4.10)-(4.12) analytically in two dierent asymptotic regimes: (i)  T
1=6
a  O(1)
with   1 and Ta  1 and (ii)  T 1=6a = O(1) with   1 and Ta  1.
4.2.2 Case:  T
1=6
a  O(1) with   1 and Ta  1
The aim of the analysis is to determine the structure of the convective ow and the
corresponding critical Rayleigh number Rc and wavenumber ac at convective instability.
For   1, we expect that @=@y = O(1= ) 1 while the leading-order balance between
the driving force and the viscous dissipation, R(d4=dy4)  d6=dy6, in (4.10)-(4.12)
suggests the scaling R  O(1= 2) at the onset of convection. When the aspect ratio   is
suciently small, it is therefore instructive to introduce the scaled variables
R^ =  2R;  = y= ; ^ = =  (4.13)
by rewriting the equations (4.10)-(4.12) as

d2
d2
   2(a2 + 2)

	  ( 3T 1=2a )^ 
iaR^
(a2 + 2)
 = 0; (4.14)

d2
d2
   2(a2 + 2)
 
d2
d2
   2(a2 + 2)

^  ( 3T 1=2a )	 
R^
(a2 + 2)
d
d
= 0; (4.15)

1
 2
d2
d2
  (a2 + 2)

+ ia	  d^
d
= 0: (4.16)
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We rst notice that (4.16), together with (4.8) and    1, suggests that (y) = 0 +
 2F (y), where 0 is constant and will be taken as unity as the normalization for linear
solutions. Asymptotic solutions for (4.14)-(4.16) are found by making the expansions
	 = 	0 + 	1 + 
2	2 + :::;
R^ = R^0 + R^1 + 
2R^2:::;
 = 1 +  2
h
^0 + ^1 + 
2^2 + :::
i
;
^ = ^0 + ^1 + 
2^2 + :::; (4.17)
where  = ( T
1=6
a )  1. In the expansions, we have assumed    2 such that all
the terms in (4.14)-(4.16) that are multiplied by the small parameter  2 are discarded.
Substituting (4.17) into (4.14)-(4.16), the leading order problem is described by
d2	0
d2
  iaR^0
(a2 + 2)
= 0; (4.18)
d4^0
d4
= 0; (4.19)
d2^0
d2
  (a2 + 2) + ia	0   d^0
d
= 0; (4.20)
subject to the conditions on the rigid vertical sidewalls
	0 = ^0 =
d^0
d
=
d^0
d
= 0 at  = 0; 1: (4.21)
It is straightforward to show that a solution to (4.18)-(4.19) satisfying (4.21) is given by
^0 = 0; 	0 =
iaR^0
2(a2 + 2)
"
   1
2
2
  1
4
#
; (4.22)
where the Rayleigh number R^0 is not determined. The task of determining R^0 is accom-
plished by using the solvability condition for (4.20),
  a
2R^0
2(a2 + 2)2
Z 1
0
"
   1
2
2
  1
4
#
d = 1; (4.23)
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which yields
R^0 =
12(a2 + 2)2
a2
: (4.24)
Obviously, higher-order problems are required in order to determine the poloidal ow ^
and to establish the dependence of R on the aspect ratio   and the Taylor number Ta.
The O() problem is governed by
d2	1
d2
  iaR^1
(a2 + 2)
= 0; (4.25)
d4^1
d4
  	0 = 0; (4.26)
d2^1
d2
  d^1
d
+ ia	1 = 0; (4.27)
subject to
	1 = ^1 =
d^1
d
=
d^1
d
= 0 at  = 0; 1: (4.28)
On the basis of the solution of the leading-order problem, it can be shown that solutions
to (4.25)-(4.27) are given by
R^1 = 0; 	1 = 0; (4.29)
^1 =
iaR^0
(a2 + 2)
"
1
720

   1
2
6
  1
192

   1
2
4
+
39
3840

   1
2
2
  103
46080
#
: (4.30)
Though the poloidal ow ^1 is found at this order, it is necessary to solve the O(
2)
problem in order to establish the asymptotic relationship between the Rayleigh number
R and other parameters of the problem. The O(2) problem is governed by
^1   d
2	2
d2
+
iaR^2
(a2 + 2)
= 0; (4.31)
d4^2
d4
  	1 = 0; (4.32)
d2^2
d2
  d^2
d
+ ia	2 = 0; (4.33)
subject to the boundary conditions
	2 = ^2 =
d^2
d
=
d^2
d
= 0 at  = 0; 1: (4.34)
64
Using the poloidal solution, ^1, found in the O() problem given by (4.30), we can solve
(4.31) to obtain
	2 =
ia2
(a2 + 2)
(
R^0
40320
"
   1
2
8
  1
256
#
  R^0
5760
"
   1
2
6
  1
64
#
+
13R^0
15360
"
   1
2
4
  1
16
#
  103R^0
92160
"
   1
2
2
  1
4
#
+
R^2
2
"
   1
2
2
  1
4
#)
:(4.35)
The solvability condition for (4.33) is then used to determine the value of R^2
R^2 = 12
2R^0
Z 1
0
(
1
40320
"
   1
2
8
  1
256
#
  1
5760
"
   1
2
6
  1
64
#
+
13
15360
"
   1
2
4
  1
16
#
  103
92160
"
   1
2
2
  1
4
#)
d =
2R^01061
604800
: (4.36)
It follows that the critical Rayleigh number Rc and wave number ac at the onset of
convective instabilities are
Rc = 48
2

1
 2
+
10612
604800
 
Ta 
4

; ac = : (4.37)
The asymptotic relationship (4.37) between the critical Rayleigh number and   and Ta,
together with the structure of the ow given by expressions (4.22), (4.30) and (4.35),
comprise explicit asymptotic solutions of the convective instabilities.
There are two interesting features in the asymptotic solutions. First, by evaluating
dRc=d  = 0, (4.37) suggests that the condition for convective instabilities becomes opti-
mal, i.e., Rc reaches a minimum as a function of   and Ta, when  T
1=6
a  2 with   1
and Ta  1. Common to many asymptotic solutions in rotating convection, the suitable
regime for asymptotic solutions is usually much larger than that formally assumed in the
analysis. Though  T
1=6
a = O(1) is beyond the formally valid regime of the asymptotic
solutions, fuller numerics of the same problem, discussed in the next section, conrm that
the optimal condition for convective instabilities is indeed at  T
1=6
a = O(1). Second, com-
parison between the asymptotic solutions and the corresponding fuller numerics shows
an excellent quantitative agreement, the detail of which will be also discussed later.
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4.2.3 Case:  T
1=6
a = O(1) with   1 and Ta  1
Consideration is now given to the case  T
1=6
a = O(1) with   1 and Ta  1. Following
a similar approach adopted by Busse (2005), we expand all the variables in terms of  2
	 = 	0 +  
2	1 + :::;
R^ = R^0 +  
2R^1 + :::;
 = 1 +  21 + :::;
^ = ^0 +  
2^1 + :::: (4.38)
which yields
( 3T 1=2a )^0  
d2	0
d2
+
iaR^0
(a2 + 2)
= 0; (4.39)
( 3T 1=2a )	0  
d4^0
d4
= 0; (4.40)
d21
d2
  (a2 + 2) + ia	0   d^0
d
= 0: (4.41)
Elimination of 	0 from (4.39)-(4.40) gives rise to a single dierential equation for ^0
d6^0
d6
    3T 1=2a 2 ^0 = ia 3T 1=2a R^0(a2 + 2) ; (4.42)
subject to the following conditions on the vertical walls
^0 =
d^0
d
=
d4^0
d4
= 0 at  = 0; 1; (4.43)
where use is made of (4.40). It can be shown that the solution of (4.42) satisfying (4.43)
is
^0 =
iaR^0
 3T
1=2
a 

(a2 + 2)
8>><>>:
3X
j=1
Cj
cosh

 3T
1=2
a 
1=3
(2   1)j

cosh

 3T
1=2
a 
1=3
j
   1
9>>=>>; ; (4.44)
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where 1 = 1=2; 2 = (1 + i
p
3)=4; 3 = (1  i
p
3)=4, and
C1 =
2i

tanh

3

 3T
1=2
a 
1=3
  c:c:

2
p
3 tanh

1

 3T
1=2
a 
1=3
+

(i3 +
p
3) tanh

3

 3T
1=2
a 
1=3
+ c:c:
 ;
(4.45)
C2 =
(i +
p
3)

tanh

1

 3T
1=2
a 
1=3
+ tanh

3

 3T
1=2
a 
1=3
2
p
3 tanh

1

 3T
1=2
a 
1=3
+

( i3 +p3) tanh

2

 3T
1=2
a 
1=3
+ c:c:
 ;
(4.46)
C3 =
( i +p3)

tanh

1

 3T
1=2
a 
1=3
+ tanh

2

 3T
1=2
a 
1=3
2
p
3 tanh

1

 3T
1=2
a 
1=3
+

(i3 +
p
3) tanh

3

 3T
1=2
a 
1=3
+ c:c:
 :
(4.47)
Here c:c: denotes the complex conjugate of the preceding term and we have assumed that
the even solution, ^0() = ^0(1 ), is of greatest physical relevance, as suggested by the
previous explicit asymptotic solution. The Rayleigh number at the onset of convection
is obtained by the solvability condition for (4.41), which is
ia
 3T
1=2
a (a2 + 2)
"Z 1
0
d4^0
d4
d
#
= 1; (4.48)
which, after minimizing R over the wave number a, gives the critical Rayleigh number
Rc and wave number ac at the onset of convective instabilities
Rc =
 3 T 1=2aP3
j=1Cj

43j tanh

j

 3T
1=2
a 
1=3 ; ac = : (4.49)
It should be noted that expression (4.49) is invalid for  T
1=6
a  1. This is because the
assumption used in the asymptotic analysis for the Hele-Shaw-type ow (stationary and
occupies the whole channel) is no longer correct in the limit  T
1=6
a ! 1. As we shall
discuss in the next section, a satisfactory quantitative agreement is also reached between
(4.49) and the fully numerical solution when  T
1=6
a = O(1) with   1 and Ta  1.
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4.3 Numerical analysis for convective instabilities
4.3.1 Numerical analysis: the onset of convection
In order to check the accuracy of the asymptotic solutions (4.37) and (4.49), we seek
a fully numerical solution of exactly the same problem. A mixed Galerkin-tau method
is employed in our numerical analysis. Equations (4.4)-(4.6) are solved numerically by
making use of the expansions
	 =
"
NX
l=0
	^l (1  y^2) Tl(y^)
#
sinmz exp (iax+ i!t) ;
 =
"
N+2X
l=0
^l Tl(y^)
#
sinmz exp (iax+ i!t) ;
 =
"
NX
l=0
^l (1  y^2)2 Tl(y^)
#
cosmz exp (iax+ i!t) ; (4.50)
where y^ = 2y=  1, 	^l; ^l and ^l are complex coecients and Tl(y^) denotes the standard
Chebyshev functions. While the no-slip velocity boundary condition is automatically sat-
ised in the velocity potential expansions (the Galerkin method), the following extra two
equations (the tau method) are required for the coecients of the temperature expansion,
0 =
N+2X
l=0
( 1)l+1 l2 ^l;
0 =
N+2X
l=0
l2 ^l; (4.51)
so that the insulating condition is met on the sidewalls. Substituting (4.50) into (4.4)-
(4.6) and after the standard numerical procedure, we obtain a system of 3N+2 nonlinear
algebraic complex equations in which the Rayleigh number R and the frequency ! are two
of unknowns. The nonlinear algebraic system is then solved numerically by an iterative
scheme for given a, Ta and  . It is found that the frequency ! vanishes in all the numerical
solutions calculated in this study, consistent with the assumption used in the asymptotic
analysis. By computing many numerical solutions at dierent a, we can determine the
critical Rayleigh number Rc that corresponds to the smallest Rayleigh number required to
initiate convective instabilities. We usually take N = O(100) in our analysis for solution
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Ta   (Rc)asymptotics (Rc)numerics
106 0:01 4:74 106 4:74 106
106 0:05 1:90 105 1:90 105
106 0:10 4:82 104 4:83 104
108 0:01 4:74 106 4:74 106
108 0:025 7:58 105 7:39 105
108 0:05 1:91 105 1:95 105
108 0:07 1:16 105 9:97 104
Table 4.1: Several examples of the critical Rayleigh number Rc at the onset of convective insta-
bilities: comparison between the explicit asymptotic expression (4.37) and the fully numerical
solution.
accuracy within 1%.
First, we compare the explicit asymptotic expression (4.37) to the results of the fully
numerical solution. Several typical examples showing this comparison are given in Table
1. It is evident that an excellent quantitative agreement is achieved when the asymptotic
condition  T
1=6
a  1 is well satised. However, as in many other asymptotic solutions
in rotating convection problems, asymptotic expression (4.37) also yields a reasonably
accurate solution even when the condition  T
1=6
a  1 is not satised. For example, in
the case Ta = 10
8;  = 0:05 giving  T
1=6
a = 1:1, there is only about 2 % discrepancy
between the asymptotics and fuller numerics. The prediction that Rc ! Rmin when
 T
1=6
a  2, made by (4.37), is also borne out in the fully numerical solutions. For a xed
T = 106, the fuller numerics show that the optimal condition for convective instabilities
is given by   = 0:255 with  T
1=6
a  2:5, corresponding to the smallest Rayleigh number
(Rc)min = 1:1  104 as a function of  . For a larger Taylor number Ta = 108, we found
that the optimal condition for the instability occurs at   = 0:118 also with  T
1=6
a  2:5,
which corresponds to the smallest Rayleigh number (Rc)min = 5:1 104.
When  T
1=6
a = O(1) with   1 and Ta  1, expression (4.49) describes an implicit
asymptotic relation between the critical Rayleigh number Rc and Ta and  , which has
to be evaluated numerically. Several typical examples are given in Table 2, showing
a satisfactory quantitative agreement for the case  T
1=6
a = O(1). Fig. 4.1 shows the
critical Rayleigh number Rc, scaled by T
1=2
a , as a function of the aspect ratio   for
Ta = 10
8. Both the asymptotic and numerical results are plotted in the gure. In the
asymptotic result, both asymptotic expressions (4.37) and (4.49) are used. There are
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Ta   (Rc)asymptotics (Rc)numerics
108 0:075 8:71 104 8:79 104
108 0:10 5:63 104 5:71 104
108 0:15 6:37 104 6:49 104
108 0:20 1:18 105 1:35 105
Table 4.2: Several examples of the critical Rayleigh number Rc at the onset of convective
instabilities: comparison between the implicit asymptotic expression (4.49) and fully numerical
solutions.
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Figure 4.1: The critical Rayleigh number Rc, scaled by T
 1=2
a is plotted against the aspect
ratio   for Ta = 10
8. Solid lines represent the results obtained from the fuller numerics while
the dashed line is given by the asymptotic solutions.
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no noticeable dierences between the solid (numerical) and dashed (asymptotic) results
when  T
1=6
a  O(1). When   > 0:3, i.e.,  T 1=6a  O(10), however, the mismatch between
the numerical and asymptotical solutions becomes signicant. This is because the Hele-
Shaw-type solution assumed in the asymptotic analysis becomes physically irrelevant
when  T
1=6
a  O(10), i.e., the asymptotic expression (4.49) is no longer valid when
 T
1=6
a  1.
4.3.2 Numerical simulations: nonlinear ows
Our stability analysis suggests that the convective ow near the convection threshold is
stationary and dominated by long vertical convection cells transporting heat all the way
from the bottom to the top. It is of interest to see whether this type of the convective
ow is nonlinearly robust. Our simulations focus on the case  = 104;  = 0:1 and
Pr = 7:0 for which the critical parameters are given by Rc = 5:713  104 with critical
wave number ac = 3:123. We set  equal to four times wavelength, which is 8=ac, and
choose spatial resolution to be [40020100]. Nonlinear simulations are performed in a
range of the supercritical Rayleigh numbers 0 < (R Rc)=Rc  O(15), which is directed
to an understanding of possibly dierent successive regimes of nonlinear convection with
increasing R. In contrast to convection in a plane layer (e.g., Julien et al., 1996; Vincent
and Yuen, 1999), or in an annular channel heated from the sidewall (e.g., Jones et al.,
2003) or in a spherical shell (e.g., Zhang, 1992; Aurnou and Olson, 2001; Christensen,
2002), the behavior of nonlinear convection in a rotating vertical Hele-Shaw cell is quite
dierent, reecting the fact that the convective ow is additionally highly restricted by
the small distance between the vertical parallel walls.
In Fig. 4.2, we show the structure of three-dimensional ow, the iso-surfaces of the
velocity component v normal to the vertical walls and the vertical velocity w at (R  
Rc)=Rc = 1:0. Consistent with what is predicted by the stability analysis, nonlinear
convection is largely dominated by the toroidal component of the ow: the amplitude
of the vertical ow w is much larger than that of v. While long vertical convection
cells illustrate an ecient way to transport heat from the lower bottom to the top, an
antisymmetry of v with respect to the plane z = 1=2, shown Fig. 4.2(a), agrees with the
result of the stability analysis. In other words, the nonlinear solution at (R Rc)=Rc = 1:0
shown in Fig. 4.2 represents the primary bifurcation from the convective instabilities
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predicted by (4.37). When the Rayleigh number R increases to (R   Rc)=Rc = 5:0,
convection still remains stationary but the symmetry of the primary convection is broken,
which introduces the symmetric component with respect to the plane z = 1=2 in v. This is
clearly shown in Fig. 4.3 compared to Fig. 4.2. However, the dominant vertical component
w still exhibits the nearly two-dimensional pattern, @w=@z  0 within the channel,
common to rotating ows in general. A surprising result is that very strongly nonlinear
convection at (R Rc)=Rc = 15:0, where rotating convective ows are usually chaotic or
turbulent in other geometries, is still stationary and remains a relatively simple spatial
structure dominated by the long vertical cells hardly aected by stronger nonlinearity,
similar to that depicted in Fig. 4.3.
To measure the amplitude of nonlinear convection, we may introduce kinetic energy
Ekin dened as
Ekin =
1
2V
Z
V
juj2dV;
where V is the volume of the channel, and the Nusselt number Nu measuring the convec-
tive heat-transport. These two important quantities are plotted against the supercritical
Rayleigh number (R Rc)=Rc for   = 0:1, Pr = 7:0 and Ta = 108 in Fig. 4.4 in the range
of 0 < (R   Rc)=Rc  15: The strongly nonlinear solution is apparently, and surpris-
ingly, consistent with what may be predicted on the basis of a weakly nonlinear analysis,
showing approximately that
Ekin  (R Rc)=Rc; (Nu   1)  (R Rc)=Rc: (4.52)
This represents a unique and remarkable property of the strongly nonlinear convective
ow in a rapidly rotating vertical Hele-Shaw cell. As a consequence of both the geometric
and dynamic constraints imposed by the narrow channel (geometric) and rapid rotation
(dynamic), the spatially and temporally complicated structure of the nonlinear ow is
highly suppressed. The emphasis of the current study is on the linear stability analysis
and the corresponding initial bifurcation of nonlinear convection. Of course, the nonlin-
ear convection would become time-dependent and the simple relationship (4.52) would
become invalid if we go further towards much larger Rayleigh numbers.
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4.4 Concluding remarks
We have investigated, both analytically and numerically, linear and nonlinear convec-
tion in a rotating vertical Hele-Shaw cell, a viscous uid conned in a channel of very
small aspect ratio  , driven by vertical buoyancy. Consideration is mainly given to two
dierent cases where the Hele-Shaw-type ow is physically preferred. The rst case is
when  T
1=6
a  O(1) with    1 and Ta  1. By taking  =  T 1=6a as an expansion
parameter, we have obtained an explicit analytical solution describing the convective in-
stabilities. In the second case, we consider  T
1=6
a = O(1) with    1 and Ta  1. In
both cases, a satisfactory agreement between the fully numerical solution and asymptotic
solution is reached. Fully three-dimensional direct numerical simulations are also car-
ried out, showing that the structure of the strongly nonlinear ow in (R   Rc)=Rc  15
remains temporally stationary and spatially simple, comprising of long thin convection
cells transporting heat from the bottom all the way to the top of the narrow channel.
A remarkable feature exhibited in the explicit asymptotic expression (4.37) is that
it captures the intriguing physics of rotating convective instabilities, correctly predicting
that an overall optimum condition for the instabilities to take place is when  T
1=6
a = O(1).
A physical interpretation of the phenomenon is that when the aspect ratio   is too
small, the convective motions are too restricted by the very narrow space between the
two parallel sidewalls and a much larger vertical temperature gradient is thus need to
drive convection. When the aspect ratio   is too large, however, the convective motions
become highly restrained by the dynamic eect of rotation and also require a larger
Rayleigh number to initiate. An overall optimum condition for the instabilities is then
achieved when  optimal = O(T
 1=6
a ). This behavior is predicted by the explicit asymptotic
expression (4.37) and conrmed by the fully numerical analysis of the problem.
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Figure 4.2: Iso-surfaces of v in (a) and w in (b) for nonlinear convection with   = 0:1, Pr = 7
and Ta = 10
8 at (R   Rc)=Rc = 1:0 where Rc = 5:713  104. The red iso-surfaces correspond
to v(w) > 0 while the green iso-surfaces have v(w) < 0.
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Figure 4.3: Iso-surfaces of v in (a) and w in (b) for nonlinear convection with   = 0:1, Pr = 7
and Ta = 10
8 at (R Rc)=Rc = 5:0 where Rc = 5:713 104.
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Figure 4.4: Kinetic energy Ekin and the Nusselt number (Nu 1) for heat-transport are plotted
as a function of the supercritical Rayleigh number (R   Rc)=Rc for nonlinear convection with
  = 0:1, Pr = 7 and Ta = 10
8
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Chapter 5
Interfering nonlinear waves in a
rotating annular channel
5.1 Mathematical formulation
Based on the model given in Chapter 2 and governing equations (2.2)-(2.4), we focus on
moderately small   cases in this chapter. The boundary conditions would be given as
follows,
@u
@z
=
@v
@z
= w =  = 0 at z = 0; 1; (5.1)
u = v = w =
@
@y
= 0 at y = 0;  ; (5.2)
and periodic conditions in the x- direction.
5.2 Linear stability analysis
We express the velocity u as a sum of poloidal () and toroidal (	) vectors
u = rr
h
(x; y; z; t)^j
i
+r
h
	(x; y; z; t)^j
i
: (5.3)
Making use of (5.3) and applying j^  r and j^  r  r onto (2.2), we derive, from
(2.2)-(2.4), three independent scalar equations for the onset of convection,
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r2   @
2
@y2

@	
@t
  T 1=2a
@
@z
 r2	

 R@
@x
= 0; (5.4)

r2   @
2
@y2

@r2
@t
+ T 1=2a
@	
@z
 r4

 R @
2
@y@z
= 0; (5.5)
(Pr
@
@t
 r2)  @
2
@y@z
  @	
@x
= 0: (5.6)
The velocity boundary conditions in terms of 	 and  become
	 =
@2	
@z2
=
@
@z
=
@3
@z3
=  = 0 at z = 0; 1; (5.7)
while on the rigid sidewalls we require that
	 =  =
@
@y
=
@
@y
= 0 at y = 0;  : (5.8)
There exist important spatial symmetries in the governing equations (5.4)-(5.6) sub-
ject to the conditions (5.7) and (5.8). Equations (5.4)-(5.6) with the boundary conditions
(5.7) and (5.8) are invariant under the azimuthal translation and reections with respect
to the middle vertical plane y = 1=2 and to a cross-section plane, say x = 0. In other
words, if
[(x; y; z; t);	(x; y; z; t);(x; y; z; t)]
is a solution to equations (5.4)-(5.6), then
[( x;   y; z; t);	( x;   y; z; t); ( x;   y; z; t)]
is also a solution. This implies that there always exist two oppositely traveling three-
dimensional waves with the same frequency and wave number but dierent spatial struc-
tures at the onset of convection: one propagates in the retrograde direction (the negative
x direction)
[	;;]1 = [	(y) sinmz;(y) cosmz;(y) sinmz] exp i (ax+ !t) ; (5.9)
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Figure 5.1: Linear traveling wave solutions for   = 0:5, Pr = 7:0, and Ta = 10
6 with Rc =
3:52 104, ac = 4:1517: (a) contours of  at z = 1=2 for the retrograde mode ! = 4:135; (b) 
at z = 1=2 for the prograde mode ! =  4:135.
where a is the azimuthal wave number which is henceforth assumed to be positive and
! denotes the frequency, while the other travels in the prograde direction (the positive x
direction)
[	;;]2 = [	
(   y) sinmz;(   y) cosmz; (   y) sinmz] exp i (ax  !t) ;
(5.10)
Here f  denotes the complex conjugate of f . For Ta  1 with  T 1=6a  O(1) the
two traveling waves tend to concentrate in the vicinities of the two sidewalls with typical
radial scale O(T
 1=6
a ). For example, there exist two most unstable convection modes for
Ta = 10
6 and   = 0:5 at Pr = 7:0 water at room temperature. They correspond to two
oppositely traveling waves: the retrograde mode concentrating at the outer sidewall y = 0
is described by the critical wave number ac = 4:1517 and the critical frequency !c = 4:135,
while the prograde mode concentrating at the inner sidewall y =   is characterized by
ac = 4:1517 and !c =  4:135. The two modes have the same critical Rayleigh number
Rc = 3:52 104. The structure of both the most unstable modes is depicted in Fig. 5.1.
A distinct feature of the problem is the role played by the aspect ratio   in determin-
ing the nature of nonlinear solutions. For the linear problem, traveling wave solutions are
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hardly aected by the size of   as long as  T
1=6
a  O(1) with Ta  1 . Parameters for
the convective instabilities such as the critical Rayleigh number and critical wave number
remain nearly unchanged for any value of   in the regime  T
1=6
a  O(1). Moreover, the
proles of linear solutions for dierent values of   are almost identical to that shown
in Fig. 5.1 apart from extra motionless regions. For the nonlinear problem, however,
convection is critically dependent upon the size of  . For  T
1=6
a  O(1), the two trav-
eling waves are decoupled and may be studied independently. For  T
1=6
a = O(1), the
two waves traveling in the opposite directions with the same wave number and frequency
interfere destructively or constructively, creating a unique nonlinear dynamics in rotating
convection. In this case, there are four possible scenarios for nonlinear convection near
the threshold: (i) a retrogradely steadily traveling wave of constant amplitude, (ii) a
progradely steadily traveling wave of constant amplitude, (iii) a standing-wave nonlinear
convection and (iv) a vacillating convection resulting from strong nonlinear interaction
between the two traveling waves. Since the two three-dimensional waves have dierent
spatial structures, for instance, (y) 6= (    y) , the third possibility, that of a non-
linear standing-wave solution, can be ruled out.
5.3 Numerical simulations
Analytical studies for nonlinear convection involving two three-dimensional waves appears
to be formidable since even linear solutions are highly complicated and very lengthy.
We hence choose to tackle the nonlinear problem via direct three-dimensional numerical
simulations. In an attempt to unveil the nature of the primary bifurcation from convective
instabilities, we introduce R = (R   Rc)=Rc to measure the degree of supercriticality
and then simulate nonlinear convection gradually from small to moderate values of R,
Fig. 5.2 shows kinetic energies of nonlinear convection for several values of R for   = 0:5,
Pr = 7:0 and Ta = 10
6 with the critical Rayleigh number Rc = 3:52  104. It should
be noted that the transient behaviors from arbitrary initial conditions are not shown in
Fig. 5.2 since the nonlinear solutions are robust and not aected by the precise form
of initial conditions used in the simulations. It is found that neither the retrogradely
traveling wave nor the progradely traveling wave is separately physically realizable. In
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Figure 5.2: Kinetic energies of nonlinear convection at six dierent values of R for   = 0:5,
Pr = 7:0, and Ta = 10
6.
the weakly nonlinear regime 0 < R < 1, , two traveling waves having the same wave
number and frequency traveling in opposite directions always interact nonlinearly. This
will be referred to as two slipping oppositely traveling waves. Dependent upon the relative
phases of the two waves at any instant, the interference can be destructive or constructive,
resulting in time-dependent vacillating convection.
Fig. 5.3 depicts the proles of the vacillating convection at a number of dierent
instants for R = 0:3. When the phase of the two waves is the same (top and bottom
panel in Fig. 5.3), the amplitude of the nonlinear ow reaches a minimum while it attains
a maximum when they are out of the phase (middle panel in Fig. 5.3). When nonlinear
eects are suciently strong in 1 < R < 6 , however, the two oppositely traveling and
nonlinearly interactive waves are combined to form a stationary ow representing the
secondary bifurcation. This will be referred to as two stuck oppositely traveling waves.
The structure of three stationary nonlinear solutions for R = 2:5; 3:5; 5:0 is depicted
in Fig. 5.4 and their kinetic energies are shown in Fig. 5.2. The prole for R = 2:5
(top panel in Fig. 5.4) is largely similar to that shown in Fig. 5.3 (top panel) at the
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Figure 5.3: Contours of  at z = 1=2 for convection for   = 0:5, Pr = 7:0, Ta = 10
6 and
R = 0:3 at ve dierent instants in the one oscillation period
Figure 5.4: Contours of  at z = 1=2 for nonlinear stationary convection for   = 0:5, Pr = 7:0,
Ta = 10
6 at R = 2:5 (top panel), R = 3:5 (middle panel), R = 5:0 (bottom panel).
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instant when the two oppositely traveling waves have nearly the same phase. When
R increases further, the phase dierence becomes greater, as clearly shown in Fig. 5.4
(middle and bottom panels). However, they still stick together: the resulting nonlinear
convection remains stationary. Our numerical simulations suggest that the stationary
convection produced by two stuck oppositely traveling waves is the only stable solution
in the regime 1 < R < 6. Nonlinear convection becomes oscillatory, as shown in Fig.
5.2, when the supercritical Rayleigh number increases to R = 7:5.
5.4 Concluding remarks
We have shown that neither progradely nor retrogradely traveling waves can represent a
stable nonlinear state in the vicinity of the threshold when the width of the channel is
moderate. The primary bifurcation from convective instabilities is always marked by two
three-dimensional waves that travel in opposite directions and interfere nonlinearly, either
destructively or constructively, leading to a vacillating convective ow. The two slipping
traveling waves become stuck together when nonlinear eects become suciently strong
in the regime R = O(1), leading to a secondary bifurcation in the form of stationary
convection representing two stuck oppositely traveling waves.
Our study represents the rst study of nonlinear convection in rotating uid systems
in which the ow is characterized by strong nonlinear interactions between two oppo-
sitely traveling three-dimensional waves with the same frequencies and wave numbers
but dierent spatial structures. We have only so far tackled the problem of nonlinear
convection through fully three-dimensional numerical simulations. An analytical the-
ory describing nonlinear convection in the form of slipping or stuck oppositely traveling
three-dimensional waves remains a challenging task.
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Chapter 6
Inuence of non-uniformly heated
sidewalls
6.1 Mathematical formulation of the problem
We assume stress-free and x temperature conditions
w =
@u
@z
=
@v
@z
=  = 0 (6.1)
at the top and bottom of the channel z = 0; 1. To mimic the core-mantle thermal
interaction, on the outer sidewall, we prescribe a non-uniform heat ux with the no-slip
velocity condition 
@
@y

y=0
= [Rh]0 sin z cos (a0x+ b0) ; (6.2)
u = v = w = 0 at y = 0; (6.3)
where [Rh]0 is the horizontal Rayleigh number measuring the amplitude of the non-
uniform heat ux on the outer sidewall at y = 0 and a  and b  are constants, while
on the inner sidewall, we also assume a non-uniform heat ux with the no-slip velocity
condition 
@
@y

y= 
= [Rh]  sin z cos (a x+ b ) ; (6.4)
u = v = w = 0 at y =  ; (6.5)
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where [Rh]  represents the horizontal Rayleigh number measuring the amplitude of the
non-uniform heat ux on the inner sidewall at y =   and a0 and b0 are constants. For
simple notation, we shall denote [Rh]0  0 and [Rh]    . In this paper, the problem
dened by (2.2)-(2.4) subject to the boundary conditions (6.1)-(6.5) is solved numerically
in various parameter regimes.
It is of importance to recognize dierent roles played by the vertical Rayleigh number
Rz (Rz = R)and the horizontal Rayleigh numbers. When 0 =   = 0, uid motions are
possible only when Rz is suciently large to cause convective instabilities; when Rz = 0,
however, uid motions are always present when either 0 or   is non-zero, which drives
the uid motions in the form of thermal winds. The most interesting case, which is also
geophysically relevant, is when the vertical Rayleigh number Rz is large enough to be
able to drive convection while the horizontal Rayleigh numbers are substantial.
6.2 Convection controlled by non-uniformly heated
sidewalls
To understand the physics and dynamics of the general convection problem, we rst
consider the special case of the linear stability with 0 =   = 0. In the stability analysis,
we assume that the amplitude of convection is suciently small to neglect the nonlinear
terms in the governing equations. We express the velocity u for the leading-order problem
as a sum of poloidal () and toroidal (	) vectors
u0 = rr
h
(x; y; z; t)^j
i
+r
h
	(x; y; z; t)^j
i
: (6.6)
Making use of this expression and applying j^r and j^rr onto (2.2), we can derive,
from (2.2)-(2.4), three independent scalar equations for the leading-order problem,

r2   @
2
@y2

@	
@t
  T 1=2a
@
@z
 r2	

 Rz @
@x
= 0; (6.7)

r2   @
2
@y2

@r2
@t
+ T 1=2a
@	
@z
 r4

 Rz @
2
@y@z
= 0; (6.8)
(Pr
@
@t
 r2)  @
2
@y@z
  @	
@x
= 0: (6.9)
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The corresponding stress-free boundary conditions in terms of 	 and  are given by
	 =
@2	
@z2
=
@
@z
=
@3
@z3
= 0 at z = 0; 1; (6.10)
while on the rigid sidewalls we require that
@
@y
= 	 =  =
@
@y
= 0 at y = 0;  : (6.11)
We shall focus on the typical case with the aspect ratio   = 1; Ta = 10
6 and Pr = 7:0
throughout this paper. As the aspect ratic is moderate large,  T
1=6
a = O(1), we anticipate
that traveling wave solutions at the onset of convective instabilities, one propagates in the
prograde direction (the positive x direction) and the other in the retrograde direction
(the negative x direction), which can be written in the form
[	;;] =
2X
s=1
As [	s(y) sin z;s(y) cos z;s(y) sin z]
exp [i(ax+ ( 1)s!t)] ; (6.12)
where a is the azimuthal wave number which is henceforth assumed to be positive a > 0,
! is assumed to be real and positive. For a given set of the parameters, (Ta; a; ; Pr),
equations (6.7)-(6.9) can be solved to determine the values of Rz and ! at the marginal
stability in a rotating channel. The smallest Rayleigh number Rz required to excite
convection, is denoted by Rc.
For the linear problem, there exist three dierent mathematical solutions: (i) A1 = 1
with A2 = 0, (ii) A1 = 0 with A2 = 1 and (iii) A1 = 1 and A2 6= 0. For Ta =
106; Pr = 7:0 at   = 1, we obtain a retrogradely traveling wave for A1 = 0; A2 = 1 with
Rc = 3:53 104; ac = 4:19; !c = 4:04. The second solution is a progradely traveling wave
with A1 = 1; A2 = 0, Rc = 3:53  104; ac = 4:19; !c =  4:04. The third solution is a
linear combination of the two traveling wave solutions. The structure of the two traveling
wave solutions (prograde !c < 0 and retrograde !c > 0) is displayed in Fig. 6.1. It is
shown that the sidewall region forms a waveguide in which convective traveling waves
are trapped. In short, with the inuence of rotation and without the inuence of the
non-uniform heated sidewalls, the convective ow must be in the form of azimuthally
traveling waves.
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Figure 6.1: Contours of vertical ow w (left) and temperature  (right) of linear convection
in the middle plane (xy plane at z = 0:5) of the channel with   = 1 for Ta = 106 and Pr = 7.
The retrogradely traveling wave with A1 = 0; A2 = 1; Rc = 3:53  104; ac = 4:19; !c = 4:04
is shown in the upper panel while the progradely traveling convection with A1 = 1; A2 = 0,
Rc = 3:53 104; ac = 4:19; !c = 4:04 is displayed in the lower panel.
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Figure 6.2: Kinetic energies Ekin of nonlinear convection for a rotating channel with R =
5 104;  = 1 and Pr = 7 for various combinations of the heat-ux parameters 0 and  .
When 0 =   = 0 with Rz slightly greater than 3:53  104, steady traveling waves
represent the primary bifurcation from the onset of convection. Approximately at Rz =
5104, convection becomes vacillating, characterized by the periodic variation of the wave
amplitude while the basic structure of convection remains largely unchanged. Kinetic
energies Ekin as a function of time for nonlinear convection with R = 5 104;  = 1 and
Pr = 7, 0 =   = 0 is shown in Fig. 6.2. It represents the secondary bifurcation from the
onset of convection. Though the amplitude is time-dependent, the pattern of convection
hardly varies during the vacillation: the convective ows concentrate in the vicinities of
the two sidewall and in the form of an azimuthally traveling wave , which is shown in
Fig. 6.3.
We now turn on the eect of the nonuniformly heated sidewalls, i.e., setting either
0 6= 0 or   6= 0 or 0 6= 0 and   6= 0 in our fully three-dimensional simulations. We
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Figure 6.3: Contours of u; v; w and  (from the top to bottom) of nonlinear convection are
shown in a horizontal xy plane with   = 1:0 for Pr = 7; R = 5104; Ta = 106 with 0 =   = 0
at an instant.
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shall take b0 = b  = 0 and the wavelength of prescribed heat ux on the sidewalls is the
same as the critical one. Here, the wavelength we choose maximizes the eect caused by
the heat ux. We expect that when the convective ow has the same phase as the heat
ux, it would be signicantly enhanced, when the convective ow has the opposite phase,
it would be signicantly weakened. If there is a mismatch between the wavelengths of
the heat ux and the traveling wave solution, the amplitude of the uid motion would
not change so drastically. By simulating nonlinear convection with various values of the
horizontal Rayleigh numbers, 0 and  , we attempt to demonstrate how the behavior of
convection is controlled by the heat ux boundaries.
We have run systematically many dierent cases, some of which are summarized in
Fig. 6.2. As we would expect, the behavior of convection is not fundamentally changed
when 0  1 or    1. When 0 or   or both are of O(1), the fundamental change
takes place. First, look at the simple case 0 = 1 while keeping   = 0, i.e., the outer
sidewall (y = 0) is uniformly heated and the other has an imposed non-uniform heat
ux. The kinetic energy of convection is changing substantially, as shown in Fig. 6.2, and
its corresponding ow structure also becomes strongly time-dependent. In Fig. 6.4, we
show contours of  and u in a horizontal plane at ve dierent instants for a convection
solution with the vertical Rayleigh number Rz = 5  104 and 0 = 1;   = 0. It depicts
that the traveling wave located near the inner wall (y =  ) still propagates in the prograde
direction but the convective motions near the outer wall (y = 0) are totally controlled
by the heat-ux condition on the outer sidewall. When the convective ow has the same
phase as that of the heat ux on the sidewall, the uid motion attains the maximum
amplitude with the kinetic energy Ekin = 1:29 and convective motions occur near both
the sidewalls. However, the kinetic energy of convection reaches the minimum with
Ekin = 0:46 and the uid motions disappear entirely near the outer wall at the instant
when the convective ow is out of the phase with the heat ux anomalies on the sidewall.
The most interesting case is perhaps when both 0 = 1 and   = 1 for Rz = 5 104,
i.e., both the sidewalls of the channel are non-uniformly heated. Despite the vertical
Rayleigh number Rz being large enough to drive convection, its dynamics is eventually
dominated by the non-uniform heat ux imposed on the sidewalls. In this particular
case, the boundary anomalies are not large enough to lock the convection into the side-
walls. Consequently, the corresponding ow, both its temporal and spatial behavior, is
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Figure 6.4: Contours of  (upper panel), u (lower panel) are shown in a horizontal plane for
ve dierent instants. The parameters are   = 1 for Ta = 10
6 and Pr = 7 with 0 = 1;   = 0.
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strongly time-dependent. Its essential properties are again determined by the relative
phase between the boundary anomalies and the convective ow. When the ow has the
same phase as that of the heat ux on the sidewalls, the uid motions reach the maxi-
mum amplitude with the kinetic energy Ekin = 1:67, with the convective motions taking
place nearly in the whole channel. However, there exist hardly any uid motions for a
substantial period of time when the ow is out of the phase with the prescribed heat ux
on the sidewalls. This remarkable feature is clearly illustrated in Fig. 6.2 and Fig. 6.5
for the case Rz = 5  104 and 0 = 1;   = 1. When the boundary heat-ux parameters
increase further to 0 = 5 and   = 5, the convective ow becomes totally locked onto the
sidewalls. At the same time, the nonlinear convection becomes stationary and its spatial
structure reects the heat ux prescribed on the sidewalls, which is shown in Fig. 6.6.
The phenomenon that the spatial and temporal structure of convection is controlled by
the heat ux anomalies on the sidewalls is quite general, occurring in a large range of the
parameter space. We have also performed a series of fully three-dimensional simulations
for a much larger vertical Rayleigh number Rz = 10
5, which is summarized in Fig. 6.7.
Similar to the case with Rz = 5 104, the nonlinear convection becomes fully controlled
by the heat-ux boundary when both 0 =   = O(1) even though the vertical Rayleigh
number is many times of the critical value. For example, the boundary anomalies at
0 =   = 2:5 are not large enough to lock the convection fully into the sidewalls. However,
the convective motion undergoes drastic variations: it attains a large amplitude and
occurs nearly everywhere when the ow has the same phase as the boundary anomalies
while there is hardly any ow when they are out of the phase. We show this feature in
Fig. 6.8 for Rz = 10
5 with 0 = 2:5 and   = 2:5. Again, when the boundary heat-ux
imposed on the sidewalls are suciently strong at 0 = 5;   = 5, the convective ow
becomes stationary and fully locked onto the sidewalls. In short, though convection is
driven by a substantially supercritical vertical Rayleigh number Rz, it is the horizontal
Rayleigh numbers,  and  , that determine the temporal and spatial structure of the
convection ow in a rotating annular channel.
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Figure 6.5: Contours of  (upper panel), u (lower panel) are shown in a horizontal plane for
ve dierent instants. The parameters are   = 1 for Ta = 10
6 and Pr = 7 with 0 = 1;   = 1.
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Figure 6.6: Contours of u; v; w and  (from the top to bottom) of nonlinear convection are
shown in a horizontal xy plane with   = 1:0 for Pr = 7; R = 5104; Ta = 106 with 0 =   = 5.
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Figure 6.7: Kinetic energies Ekin of nonlinear convection plotted against the time for a rotating
channel with R = 105;  = 1 and Pr = 7 for various values of the heat-ux parameters.
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Figure 6.8: Contours of  (top panel) u (lower panel) of nonlinear convection are shown in
a horizontal xy plane with   = 1:0 for Pr = 7; R = 105; Ta = 106 with 0 =   = 2:5 at ve
dierent instants.
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6.3 Implications for geomagnetic reversals
Lateral variations in heat ux across the core-mantle boundary, associated with slow man-
tle convection, not only drive uid motions directly but also aects convection within the
whole liquid core. We have investigated nonlinear convection in a rotating annular chan-
nel uniformly heated from below but non-uniformly heated on the sidewalls. The study is
motivated by understanding the mechanism of the core-mantle thermal interaction. Our
results suggest that strong lateral variations in heat ux across the core-mantle bound-
ary must have a control over the dynamics of the uid outer core and the geomagnetic
behavior, which is consistent with an apparently close connection between the pattern of
the geomagnetic eld at the core surface and the anomalies of lower mantle temperature
or seismic velocity.
The convection phenomenon discussed in this paper may have signicant implications
for explaining variations of the geomagnetic eld such as geomagnetic reversals. As a
consequence of the Earth's rapid rotation, convective motions in the uid core must be
time-dependent and in the form of azimuthally traveling waves. It follows that the lower
mantle anomalies across the core-mantle boundary exert a direct control of the ampli-
tude and pattern of the core convection. Note that there exists a sign symmetry in the
magnetohydrodynamic equations for the geodynamo (e.g., Zhang and Schubert, 2000).
Both the magnetic eld vectors, B and  B, are solutions to the magnetohydrodynamic
equations. A primary concern in explaining geomagnetic reversals is about how a geody-
namo state with B switches to the opposite state  B. Of course the geodynamo action
is possible only when the magnetic Reynolds number Rm, which is proportional to the
amplitude of convective ows, is large enough.
This leads to the following scenario in the dynamic process of geomagnetic reversals.
When the relative phase between the lower-mantle anomalies and the core convection is
favorable, the convective ow reaches a large amplitude and is capable of driving dynamo
action in the uid core. When the core convection is out of the phase with the lower-
mantle anomalies, the ow in the outer core becomes weak or disappears completely. The
corresponding magnetic Reynolds number Rm falls well below the critical value required
to excite dynamo action, and consequently, the geodynamo is switched o temporarily.
The turn-o provides an opportunity for the geodynamo to turn on to a dierent or
similar state that is randomly determined by initial perturbations of the geomagnetic
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eld at the time. This scenario hence oers an explanation why the strength of the
geomagnetic eld has varied in large amplitude, why the state of a geomagnetic eld, B
or  B, has been largely random and why the structure of the geomagnetic eld is closely
related to that of the lower mantle anomalies.
However, there are several limitations of our explanation for geomagnetic reversals.
First, we have chosen particular vertical Rayleigh numbers which are not very far from the
onset value. As it is known, in the liquid core, the Rayleigh number is far beyond the onset
value and enters into a turbulence regime. Here, when we increase the Rayleigh number
further, only chaotic convective ows are observed rather than the regular interaction
between traveling waves and the heat ux on the sidewalls. Second, the heat ux is
precisely designed to have the same wavelength as the traveling waves for the purpose that
the eect of the heat ux can be maximize. If other wavelengths are employed, we can not
have the intermittent absence of the convective ow, in other words there is not possibility
to turn o the geodynamo. Finally, according to our simulations, the convective ows
vanish periodically, indicating that geomagnetic reversals may have certain periodicity,
but the real case is that we have not observed any periodicity of geomagnetic reversals.
Therefore, the real dynamic process of geomagnetic reversals is much more complicated
than that our simple model is able to describe.
Findings of this paper are also of uid dynamic interest. When the system is rotating
fast enough and in the absence of non-uniformly heated walls, convection is in the form
of wall-localized, azimuthally traveling waves. However, though convection is chiey
driven by a vertical temperature gradient (Rayleigh number Rz), the temporal and spatial
structure of convection is largely determined by the properties of the heat ux on the
sidewalls. The convective motion may be completely locked onto the heat-ux anomalies
or it may change dramatically and interruptively because of the heat-ux anomalies.
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Chapter 7
Convection in a uid sphere
7.1 Governing Equations
We consider a whole sphere of radius r0 lled with a Boussinesq uid, which is assumed
to have constant thermal diusivity , thermal expansion coecient  and kinematic
viscosity . The sphere rotates at a uniform angular velocity 
 in the presence of its own
gravitational eld g =  r, where  is a positive constant and r denotes the position
vector. The convection is driven by a traditional heating mode (Chandrasekhar, 1961), in
which the basic unstable conducting temperature gradient is given by rTs =  r, where
 is a positive constant representing uniformly distributed heat sources. The governing
equations of the convection taking place in this uid sphere sketched in Fig. 7.1 are
described as follows,
@u
@t
+ u  ru+ 2
 u =  1

rp+ r+ r2u; (7.1)
r  u = 0; (7.2)
@
@t
+ u  r = u  r+ r2; (7.3)
where  represents the deviation of the temperature from its static distribution Ts(r),
velocity and pressure elds are denoted by u and p respectively. We take the radius of
the sphere r0 as the length scale, r0
2= as the time scale, and then =r0 as the unit of
velocity. The temperature uctuation is scaled by r0
2=. Therefore the equations can
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Figure 7.1: Geometry of a uid sphere with radius r0, rotating at a uniform angular velocity

 in the presence of its own gravitational eld g =  r.
be rewritten into a dimensionless form
E(
@u
@t
+ u  ru r2u) + 2z^ u =  rp+Rr; (7.4)
r  u = 0; (7.5)
@
@t
+ u  r = 1
Pr
(u  r+r2): (7.6)
Three non-dimensional parameters, the Rayleigh number R, the Ekman number E and
the Prandtl number Pr, characterizing the convection, are dened as:
R =
r0
4


; E =


r02
; Pr =


: (7.7)
The bounding surface of the sphere is assumed to be nonslip and have xed temperature,
which requires
u = 0; = 0; at r = 1: (7.8)
Equations(7.4)-(7.6) subject to boundary conditions(7.8) will be numerically solved by a
nite element method.
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7.2 Pressure Correction Scheme
Here we adopt a scheme presented by Timmermans et al. (1996), which is referred to as
incremental pressure-correction scheme in rotational form.
We rst consider the linearized Navier-Stokes equations with the homogeneous Dirich-
let boundary condition
@u
@t
  r2u+rp = f in A [0; T ];
r  u = 0 in A [0; T ];
u = 0 in @A [0; T ];
u(x; t = 0) = u0(x) in A;
where A denotes a open and connected domain in Euclidean space R2 or R3 bounded
by a suciently smooth boundary @A, [0; T ] is a xed time interval and u0 represents
a prescribed vector function, assumed to satisfy r  u0 = 0 in A. For n  1, this
scheme computes un+1, ~un+1 and pn+1 which represent end-of-the-step velocity u(x; t),
intermediate velocity ~u(x; t) and pressure p(x; t) at tn = (n+1)t respectively, as follows
1
24t(3~u
n+1   4un + un 1)  r2~un+1 +rpn = f(tn+1); ~un+1j@A = 0; (7.9)
1
24t(3u
n+1   3~un+1) +rn+1 = 0; (7.10)
r  un+1 = 0; n  un+1j@A = 0; (7.11)
n+1 = pn+1   pn + r  ~un+1; (7.12)
where variable  is introduced for simplicity of expression. The advantage of this scheme
over original pressure correction scheme (Chorin, 1968) can be demonstrated in this way:
applying rr to (7.10), we have
rr un+1 = rr ~un+1: (7.13)
Making use of (7.13) and div-curl identity r(r  ~un+1) = r2~un+1 +rr  ~un+1, the
sum of (7.9) and (7.10) gives
1
4t(u
n+1   un) + rr un+1 +rpn+1 = f(tn+1): (7.14)
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Combining (7.11) and (7.14), one can easily nd that the pressure eld satises the
boundary condition
@pn+1
@n
j@A = n  (f(tn+1)  rr un+1)j@A; (7.15)
which is substantially dierent from the homogeneous boundary condition
@p
@n
j@A = 0
in the original scheme. Now the splitting error is closely related to velocity and has
time dependence, as a result, the temporal accuracy can be eectively improved. The
proof of numerical stability of the scheme, as well as the error estimate, can be found in
(Guermond et al., 2003). Both u and ~u have the temporal accuracy of second order.
To implement the scheme, it is important to note that u and ~u are both the temporally
second-order approximation to the real velocity. The discussion of which one is better
to represent the real velocity can be seen in (Guermond, 1996; Guermond et al., 2006).
However, in our application the feature of ~u that it satises the boundary condition
~uj@A = 0 oers great convenience to derive a simpler weak formulation (will be seen
later). Consequently, ~u is chosen to approximate the real velocity and u is completely
eliminated from the scheme by algebra operations, which leads to the nal form of the
scheme we will use here
1
24t(3u
n+1   4un + un 1)  r2un+1
+ r(pn + 4
3
n   1
3
n 1) = f(tk+1); uj@A = 0; (7.16)
r2n+1 = 3
24tr  u
n+1; @nj@A = 0; (7.17)
 n+1 =  r  un+1; (7.18)
pn+1 = pn + n+1 +  n+1: (7.19)
To unify the notation, ~u is replaced by u in above equations. Because the late one has
vanished after the algebra operations, no ambiguity will arise. The variable  is also
introduced for simplifying expression.
Closely following it, for n  1, the temporally discretized form of governing equations(7.4)-
(7.6) could be written as:
E

3un+1   4un + un 1
24t  r
2un+1

+ 2z^ un+1
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+E

(2un  r   un 1  r)un+1 + 1
2
(2r  un  r  un 1)un+1

=  r(P n + 4
3
n   1
3
n 1) +R(2n  n 1)r; (7.20)
r2n+1 = 3
24tEr  u
n+1; (7.21)
 n+1 =  Er  un+1; (7.22)
3n+1   4n +n 1
24t + u
n+1  rn+1   1
Pr
r2n+1 = 1
Pr
un+1  r; (7.23)
pn+1 = pn + n+1 +  n+1; (7.24)
Here, The Backward Dierence Formula of second-order(Brezzi and Fortin, 1991) is used
for time derivatives, i.e
(
@q
@t
)n+1 =
3qn+1   4qn + qn 1
2t
+O(t2): (7.25)
q could be velocity eld u or temperature eld . The usage of the skew-symmetric
term
1
2
(r  u)u improves the stability and accuracy, particularly when the numerical
velocity eld is not precisely divergence-free, according to (Shen, 1992). A second-order
extrapolation is applied to discretize the non-linear term and the skew-symmetric term
semi-implicitly,
un+1  run+1 = 2un  run+1   un 1  run+1 +O(4t2); (7.26)
1
2
(r  un+1)un+1 = 1
2

2(r  un)  (r  un 1)

un+1 +O(4t2): (7.27)
When n = 0, we compute u1, p1 and 1 in the following procedure,
E

u1   u0
4t  r
2u1 + (u0  r)u1 + 1
2
(r  u0)u1

+ 2z^ u1
=  r(P 0 + 0) +R0r; (7.28)
r21 = 14tEr  u
1; (7.29)
 1 =  Er  u1; (7.30)
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1  0
4t + u
1  r1   1
Pr
r21 = 1
Pr
u1  r; (7.31)
p1 = p0 + 1 +  1; (7.32)
where time derivatives are approximated by BDF-1, nonlinear term and skew symmetric
term are extrapolated in rst order. u0, p0 and 0 are given as inital conditions while 0
is usually assumed to be zero.
For all n  0, boundary conditions
un+1 jr=1= 0; @nn+1 jr=1= 0;n+1 jr=1= 0; (7.33)
should be enforced.
7.3 Spacial Discretization
7.3.1 Mesh Generation
Mesh generation is always crucial to numerical simulations, as the quality of the mesh
directly aects the convergence of the iterative solving process and the accuracy of the
solution. Here we use several mature techniques to ensure that a mesh of satisfactory
quality can be generated. At the beginning, we approximate the unit sphere with an
icosahedron as suggested by Everett (1977), and divide it into 20 tetrahedra based on
its 20 triangular facets and the center of the sphere, which produces the initial mesh
as shown in Fig. 7.2(a). Then, a global renement technique presented by Liu and Joe
(1996) is applied, the initial tetrahedral mesh is rened recursively by subdividing each
of the tetrahedra into eight subtetrahera. A typical one to eight decomposition of a
tetrahedron is illustrated in Fig. 7.2(b). Here, the mesh generated by globally rening
the initial mesh k times is referred to as the mesh of global renement level k. The mesh
of global renement level 0 is equivalent to the initial mesh, meshes of global renement
level 2 and 3 can be seen in Fig. 7.3.
To resolve a thin boundary layer, which is so called Ekman layer in our cases, local
renement is necessary, as it is able to enhance the resolution near the boundary without
signicantly increasing the total computational amount. We implement the local rene-
ment near the spherical surface as follows. A spherical shell region (1 6 r 6 1   ),
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(a) (b)
Figure 7.2: (a) The initial mesh consisting of 20 tetrahedra, has 13 vertices on the spherical
surface and one vertice at the origin. (b) In global renement each tetrahedron is divided into
eight subtetrahedra
(a) (b)
Figure 7.3: (a) The mesh consisting of 2082 tetrahedra. (b) The one with 2083 tetrahedra
where  is a parameter to be determined, is labeled for local renement. Then, every
vertices of the mesh is identied to be inside or outside it. Each tetrahedron with all its
four vertices located inside the labeled region is divided into eight subtetrahedra as it is
done in global renement. After this, the so called hanging nodes emerge at the border
of newly generated tetrahedra and those have not been divided yet, as these two types
of tetrahedra are not conforming, as it is depicted in Fig. 7.4. The existence of hanging
node can make the whole discretizing procedure substantially complicated. Therefore
we avoid the trouble by an alternative way which is to make the mesh conformal. It
relies on special treatments to the tetrahedra whose neighboring peers have experienced
one to eight decomposition, where 'neighboring' is dened as sharing a facet or a edge.
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Actually tetrahedra satisfying such conditions are easy to identify as they are equivalent
to ones with only three or two vertices inside the local renement area. According to the
approach illustrated in Fig. 7.5, tetrahedra with only three or two vertices inside the local
renement area should be divided into four or two pieces respectively. Certainly, tetra-
hedra with one, or no vertices locating in the local renement area are retained. When
all the tetrahedra are correctly processed, a conformal mesh is generated, a example is
given in Fig. 7.6. For being locally rened one time only doubles the spacial resolution
near the boundary, sometimes multiple times of local renement are needed to meet the
requirement of certain simulation cases. Here, the mesh after l times local renement is
referred to as the mesh of local renement level l.
D
A
C
B
E F
G
Figure 7.4: When the blue tetrahedron is locally rened, mismatches happen between its child
tetrahedra and its adjacent peers which are not local rened. Hanging nodes are indicated by
grey circles.
The global and local renement levels as well as the value of  for each time of
local renement are determined by the spacial resolution required by a simulation case.
More strictly, they are determined by the three dimensionless parameters R, Pr and E
which characterize the structure of convection. In marginally supercritical regimes, as
convection which takes the form of slowly drifting rolls is scaled by E1=3 in the azimuthal
direction (Roberts, 1968; Busse, 1970, Jones et al, 2000), we can expect that the spatial
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Figure 7.5: (a) Tetrahedron ABCD with three vertices A,B,C inside the renement area is
divided into four subtetrahedra (b) Tetrahedron ABCD with two vertices A,B inside divided
into two subtetrahedra.
Figure 7.6: Then mesh after three times global renement and once local renement in the
vicinity of the spherical bounding surface.
resolution should have the same scale in the bulk of the sphere, which means the typical
length of tetrahedra must be smaller or comparable to E1=3 in the mesh with global
renement level k. The typical length of tetrahedra of the initial mesh is assumed to
be 1, the same as the radius of the sphere. Since during each global renement, the
midpoints of the edges of tetrahedra are taken out to be the vertices of new generated
tetrahedra, it is reasonable to consider 1=2k as the typical length of tetrahedra in the mesh
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of global renement level k. Consequently, we have the scaling of 1=2k  E1=3 for global
renement level k. For local renement,  is initially chosen to be slightly larger than
the typical length of tetrahedra 1=2k, here we choose 1:5=2k, so that every tetrahedron
contacting the bounding surface is completely contained by the local renement area and
is able to be one to eight decomposed, hence after the rst time of local renement the
typical length of tetrahedra contacting the bounding surface is reduced to 1=2k+1. Then
in each successive local renement, the value of  is set to be a half of that in previous
one. Till the l times of local renement,  is set to be 1:5=2k+l 1 and the resulting typical
length of tetrahedra contacting the bounding surface is 1=2k+l, which is expected to be
comparable to the thickness of Ekman boundary layer E1=2.
The scalings 1=2k  E1=3 and 1=2k+l  E1=2 give the threshold of the global and local
renement levels, which at least should be satised. Actually, meshes of higher global and
local renement levels are used in numerical practices for more accurate numerical solu-
tions. Moreover, higher global renement level is preferred, as the conforming procedure
in Fig. 7.5 can make the mesh quality deteriorate to some extent.
7.3.2 Finite Element approximation
The weak formulation of temporally discretized governing equations is derived following
the Galerkin weighted residuals approach. We multiply equations (7.20)-(7.23) by corre-
sponding weight functions u, ,  and , respectively, and integrate over the sphere
domain. With usage of integration by parts, we have
Z
Vs
E
3un+1   4un + un 1
24t

 udVs +
Z
Vs
E

(2un  r   un 1  r)un+1

 udVs
+
Z
Vs
E
2

(2r  un  r  un 1)un+1

 udVs
+
Z
Vs
Erun+1 : rudVs  
Z
@Vs
run+1  u  ndS +
Z
@Vs
(nr un+1)  udS
+
Z
Vs
2z^ un+1  udVs
=
Z
Vs

 r(pn + 4
3
n   1
3
n 1) +R(2n  n 1)r

 udVs; (7.34)
 
Z
Vs
rn+1  rdVs +
Z
@Vs
r  ndS =
Z
Vs
3
24tEr  u
n+1dVs; (7.35)
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Z
Vs
 n+1 dVs =  
Z
Vs
Er  un+1 dVs; (7.36)Z
Vs
3n+1   4n +n 1
24t

dVs +
Z
Vs
un+1  rn+1dVs
+
Z
Vs
1
Pr
rn+1  rdVs  
Z
Vs
1
Pr
r  ndS =
Z
Vs
1
Pr
un+1  rdVs; (7.37)
where the sphere region is denoted by Vs, the outer boundary by @Vs. Duo to boundary
conditions (7.33), all the terms involving surface integrals in (7.34)-(7.37) automatically
vanish. The nal form of the weak formulation turns out to be
Z
Vs
E
3un+1   4un + un 1
24t

 udVs +
Z
Vs
E

(2un  r   un 1  r)un+1

 udVs
+
Z
Vs
E
2

(2r  un  r  un 1)un+1

 udVs +
Z
Vs
Erun+1 : rudVs
+
Z
Vs
2z^ un+1  udVs
=
Z
Vs

 r(pn + 4
3
n   1
3
n 1) +R(2n  n 1)r

 udVs; (7.38)
 
Z
Vs
rn+1  rdVs =
Z
Vs
3
24tEr  u
n+1dVs; (7.39)Z
Vs
 n+1 dVs =  
Z
Vs
Er  un+1 dVs; (7.40)Z
Vs
3n+1   4n +n 1
24t

dVs +
Z
Vs
un+1  rn+1dVs
+
Z
Vs
1
Pr
rn+1  rdVs =
Z
Vs
1
Pr
un+1  rdVs: (7.41)
As pressure pn+1 can be updated directly by (7.24), it does not appear in the weak for-
mulation.
To validate the discrete inf-sup condition (Brezzi and Fortin, 1991), which ensures
the existence and uniqueness of the solution of the discrete version of Navier-Stokes
system, mixed nite element of Hood-Taylor type is employed to discretize governing
equations spatially. Hood-Taylor element adopts the piecewise quadratic polynomials to
approximate the velocity u, while uses the piecewise linear polynomials to approximate
the pressure p. The temperature is also approximated quadratically. The variables  and
 are linearly discretized to conform with pressure. In the kth tetrahedral element, how
the nodes are used for all of these variables is illustrated in Fig. 7.7.
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Figure 7.7: In a typical element, nodes 1 to 4 are designated for pressure p, variables  and
', while nodes 1 to 10 for velocity u, temperature .
Supposing that there are q and l nodes for quadratic and linear approximation in the
sphere domain and they are referred to as quadratic nodes and linear nodes respectively,
we have the expansions of un+1, vn+1, wn+1, n+1, pn+1, n+1,  n+1 in corresponding
nite element subspaces as follows
un+1 = NUn+1; vn+1 = NVn+1; w = NWn+1;n+1 = NHn+1;
pn+1 =MPn+1; n+1 =Mn+1;  n+1 =M	n+1: (7.42)
In above expansions, we have that
Un+1 = [un+11 ; u
n+1
2 ; :::; u
n+1
q ]
T ;Vn+1 = [vn+11 ; v
n+1
2 ; :::; v
n+1
q ]
T ;
Wn+1 = [wn+11 ; w
n+1
2 ; :::; w
n+1
q ]
T ;Hn+1 = [n+11 ;
n+1
2 ; :::;
n+1
q ]
T ;
where un+1j , v
n+1
j , w
n+1
j and 
n+1
j (1  j  q) are the values of un+1, vn+1, wn+1, n+1
at the quadratic node j, and
Pn+1 = [pn+11 ; p
n+1
2 ; :::; p
n+1
l ]
T ;n+1 = [n+11 ; 
n+1
2 ; :::; 
n+1
l ]
T ;
	n+1 = [ n+11 ;  
n+1
2 ; :::;  
n+1
l ]
T ;
where pn+1i , 
n+1
i and  
n+1
i are the values of p
n+1, n+1 and  n+1 at the linear node i,
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also, N and M have the form of
N = [N1; N2; :::; Nq];M = [M1;M2; :::;Ml];
where Nj(1  j  q) and Mi(1  i  l) are shape functions of quadratic node j and
linear node i. As we use a standard Galerkin approximation here, weight functions are
selected to be the same as the corresponding shape functions. Substitution of equations
(7.42) into weak formulation (7.38)-(7.41) yields the nal linear system.
Given known values of Un 1, Vn 1, Wn 1, Hn 1, Pn 1, n 1 and 	n 1 at tn 1, as
well as Un, Vn, Wn, Hn, Pn, n and 	n at tn, we solve
0BBBBB@
2666664
3E
24tM+ ES M 0
 M 3E
24tM+ ES 0
0 0
3E
24tM+ ES
3777775
+
26664
Cu +K 0 0
0 Cu +K 0
0 0 Cu +K
37775
1CCCA
26664
Un+1
Vn+1
Wn+1
37775
=
26664
M 0 0
0 M 0
0 0 M
37775
0BBB@2E4t
26664
Un
Vn
Wn
37775  E24t
26664
Un 1
Vn 1
Wn 1
37775
+2R
26664
HnX
HnY
HnZ
37775 R
26664
Hn 1X
Hn 1Y
Hn 1Z
37775
1CCCA
 
26664
Dx 0 0
0 Dy 0
0 0 Dz
37775
0BBB@
26664
Pn
Pn
Pn
37775+ 43
26664
n
n
n
37775  13
26664
n 1
n 1
n 1:
37775
1CCCA ; (7.43)
S^n+1 =   3E
24t

D^xUn+1 + D^yVn+1 + D^zWn+1

; (7.44)
M^	n+1 =  E

D^xUn+1 + D^yVn+1 + D^zWn+1

; (7.45)
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
3
24tM+ C +
1
Pr
S

Hn+1 =M

2
4tH
n   1
24tH
n 1
+
1
Pr
Un+1X +
1
Pr
Vn+1Y +
1
Pr
Wn+1Z

; (7.46)
Pn+1 = n +n+1 +	n+1; (7.47)
where
M =
Z
Vs
NTNdVs; S =
Z
Vs

@NT
@x
@N
@x
+
@NT
@y
@N
@y
+
@NT
@z
@N
@z

dVs;
Dx =
Z
Vs
NT
@M
@x
dVs; Dy =
Z
Vs
NT
@M
@y
dVs; Dz =
Z
Vs
NT
@M
@z
dVs;
S^ =
Z
Vs

@MT
@x
@M
@x
+
@MT
@y
@M
@y
+
@MT
@z
@M
@z

dVs;
D^x =
Z
Vs
MT
@N
@x
dVs; D^y =
Z
Vs
MT
@N
@y
dVs; D^z =
Z
Vs
MT
@N
@z
dVs;
K =
Z
Vs

@N
@x
(2Un  Un 1) + @N
@y
(2Vn  Vn 1) + @N
@z
(2Wn  Wn 1)

MdVs;
Cu =
Z
Vs

N(2Un  Un 1)@N
T
@x
N+N(2Vn  Vn 1)@N
T
@y
N
+ N(2Wn  Wn 1)@N
T
@z
N

dVs;
C =
Z
Vs

NUn+1
@NT
@x
N+NVn+1
@NT
@y
N+NWn+1:
@NT
@z
N

dVs:
7.4 Parallelization
With the usage of the element-by-element (EBE) technique (Margetts, 2002), a nite
element model for convection-driven spherical shell dynamo problem was developed by
Chan et al. (2006), which is eectively parallelized on massively parallel computers.
Considering the ideally linear scalability this technique has exhibited in their model, we
adopt it as a platform to parallelize our code at the beginning.
However, in our numerical trials, we found that the original implementation of EBE
technique achieves the ideally linear scalability only when the scale of simulation cases
and the number of processors for parallelization is relatively small. Our testing results
indicate that, for a medium scaled simulation case which involves about 106 tetrahedra,
nearly perfect scalability is obtained up to 512 processors, then, a signicant drop in
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parallel eciency can be observed when it is running on 1024 processors. Moreover for a
large scaled simulation case, such as one involving about 108 tetrahedra, the scalability
curve falls further below the perfect scalability curve. This situation goes against our
goal of making the parameters in our model more physically realistic (i.e. smaller Ekman
number 10 7 or 10 8), which means more processors and meshes with much more tetra-
hedra should be involved.
We believe that when the original EBE code confronts larger scaled simulations and
more processers for parallelization, its low eciency is mainly caused by applying no suit-
able partitioning scheme. As it is known, partitioning is widely applied in parallelizing
large-scale numerical simulations, with the reason that a good partition solution to a given
mesh for computation could minimize the amount of inter-processor communications, and
provide a high level of concurrency among processors. In the original implementation of
EBE technique, no particular partitioning scheme is used, instead, it takes a simple ap-
proach to divide a given mesh into partitions. Suppose that a simulation case with a
mesh consisting of m elements, of which IDs are 1; 2; :::;m respectively, is parallelized
on n processors. Here, m is assumed to be evenly divided by n, and m=n = k. Then,
tetrahedra are equally divided into n partitions, each partition containing k tetrahedra,
and the relationship between tetrahedra and partitions is given by that tetrahedra from
(s   1)  k + 1 to s  k belong to partition s, where s can be any number from 1 to n.
Obviously, it is really dicult for such a simple division to coincidentally be the most
optimal partition solution. Constructing partitions in this way indeed makes the EBE
technique portable and easy to be implemented, but the bad-qualitied partitions severely
drag down its parallel eciency at the same time.
As an improvement, here we integrate the Multilevel k-way partitioning scheme, of
which the details are presented in (Karypis and Kumar, 1998), into the EBE paralleliza-
tion. A comparison between partitions generated by Multilevel k-way partitioning scheme
and ones generated by original EBE code is shown in Fig. 7.8. With the high-quality
partitions produced by this scheme, the computational cost incurred by communications
has been remarkably reduced in our simulations. A nice scalability can be extended to a
wider range of the number of processors for parallelization, as it is shown in Fig. 7.9.
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Figure 7.8: Comparison between partitions generated by original EBE code (top image) and
ones given by Multilevel k-way scheme (bottom image). Most partitions in the top image
have very at shape. This feature broadens the common face between each pair of adjacent
partitions, so the number of vertices shared by dierent partitions, which is also deemed as a
eective measurement of the total amount of communications, is kept in a comparatively high
level. This is an explicit explanation of why original EBE code has lower parallel eciency than
the one combined with Multilevel k-way partitioning scheme as a pre-process approach.
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Figure 7.9: Scalability comparison based on a simulation case with 5,242,880 elements. The
red line represents ideally linear scalability. The scalability of original EBE parallelization is
indicated by the green polyline, while the scalability of EBE parallelization with Multilevel
k-way partitioning scheme is given by the blue one.
7.5 Numerical results
7.5.1 Code validation
In an eort to check the validity and accuracy of our numerical scheme, we rst solve the
following equations:
E(
@u
@t
+ u  ru r2u) + 2z^ u+rp Rr = f(x; t); (7.48)
r  u = 0; (7.49)
Pr(
@
@t
+ u  r)  u  r r2 = f(x; t); (7.50)
where f and f are prescribed analytical functions so that equations(7.48)-(7.50) have a
exact solution
uexact = sin(t+ x) cos(t+ y) sin(t+ 2z); (7.51)
115
vexact = cos(t+ x) sin(t+ y) sin(t+ 2z); (7.52)
wexact = cos(t+ x) cos(t+ y) cos(t+ 2z); (7.53)
pexact = sin(t+ 2x) sin(t+ 2y) sin(t+ 2z); (7.54)
exact = sin(t+ x) sin(t+ y) sin(t+ z): (7.55)
It is important to note that the exact solution uexact and exact does not satisfy the
boundary conditions ujr=1 = 0 and jr=1 = 0. Therefore, in the problem dened by
(7.48)-(7.50), we should enforce inhomogeneous Dirichlet conditions, which are ujr=1 =
uexactjr=1 and jr=1 = exactjr=1. As the new boundary conditions are also essential, they
have no inuence on the performance of the scheme.
Full numerical solutions to equations (7.48)-(7.50) are denoted by unum, pnum and
num. As we are only concerned with the velocity and temperature elds, comparisons
are carried out between unum, num and uexact, exact. The accuracy is measured by
Erru =
Z
Vs
1
Vs
junum   uexactj2dV
1=2
;
Err =
Z
Vs
1
Vs
jnum  exactj2dV
1=2
:
When solving equations (7.48)-(7.50) numerically, we set the parameters R, E and
Pr to be 1 and take an time step t = 5  10 5. The accuracy is examined at dier-
ent spatial resolutions which are controlled by the global renement level of the mesh.
Results are listed in Table 7.1. It can be seen that the exact solution has been well
approximated and at high spatial resolutions, the accuracy of the numerical solutions is
remarkably improved. The fact indicates that our numerical scheme is correctly designed
and implemented.
Table 7.1: The accuracy of the numerical solutions at dierent spatial resolutions
Global renement level Erru Err
4 1:95 10 5 2:08 10 6
5 2:76 10 6 1:31 10 6
6 3:79 10 7 6:48 10 7
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7.5.2 Nonlinear convective ows
For numerical simulations of convection in the uid sphere, we focus on weakly nonlinear
cases, in which (R Rc)=Rc = 0:1. The Ekman number is set to be 10 4. Due to the limit
of computational resources available to us, it is dicult to decrease the Ekman number
further. Table 7.2 shows the critical Rayleigh numbers for the onset of convection at
various Prandtl numbers. They come from asymptotic solutions presented by Zhang et
al. (2007). As the Rayleigh Numbers we used here are close to the onset, the patterns
of convective ows obtained in our simulations should be similar to the ones gives by
asymptotic solutions. As we can see from Fig. 7.10 to 7.12, a satisfactory agreement
between numerical solutions and asymptotic solutions has been achieved.
Table 7.2: When E = 10 4, the critical Rayleigh numbers Rc and critical azimuthal wavenum-
bers mc at various Prandlt numbers.
Pr Rc mc
0:01 35:4 2
0:1 94:2 5
1 257:9 7
As the strong rotation eect dominates the ow motion, the convective ow exhibits
itself in the form of slowly drifting columns. which have perfect m-periodicity in azimuth
and align with the axis of rotation. Due to the curvature eect of the spherical bounding
surface, the columns spiral in the prograde direction. Also, the columns are produced
in pairs with opposite vorticity, transporting hot uid from the center region toward the
outer surface and vice versa.
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Figure 7.10: Iso-surfaces of ur, from top to bottom Pr = 0:01, 0:1 and 1, for E = 10
 4,
R = 1:1Rc.
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Figure 7.11: Contours of u on the equatorial plane, from top to bottom Pr = 0:01, 0:1 and
1, for E = 10 4, R = 1:1Rc.
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Figure 7.12: Contours of ur on the equatorial plane, from top to bottom Pr = 0:01, 0:1 and
1, for E = 10 4, R = 1:1Rc.
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Chapter 8
Convection-driven dynamo action in
a uid sphere
8.1 Governing Equations
We consider the same uid sphere in Chapter 7, except that it is additionally assumed to
have constant magnetic diusivity  and magnetic permeability . Considering that the
magnetic boundary conditions should be globally implemented, we add a solid spherical
shell envelope around the uid sphere. The spherical shell envelope, which has inner
radius r0 and outer radius re(re  r0), is assumed to possess extremely large magnetic
diusivity e. Fig. 8.1 shows the sketch of the model.
The whole sphere dynamo model is governed by two sets of equations. In the uid
sphere where convection takes place, the equations are given by
@u
@t
+ u  ru+ 2
 u =  1

rp+ r+ r2u+ 1

(rB)B; (8.1)
r  u = 0; (8.2)
@
@t
+ u  r = u  r+ r2; (8.3)
@B
@t
= r (uB)  rrB; (8.4)
r B = 0; (8.5)
where  represents the deviation of the temperature from its static distribution Ts(r),
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Figure 8.1: The sketch of the whole sphere dynamo model.
the velocity, magnetic and pressure elds are denoted by u,B and P respectively. While
in the solid spherical shell, only the magnetic eld Be exists, which is governed by
@Be
@t
+ errBe = 0; (8.6)
r Be = 0: (8.7)
We take the radius of the sphere r0 as the length scale, r0
2= as the time scale, and
then =r0 as the unit of velocity. The temperature uctuation and the magnetic eld are
scaled by r0
2= and (
)
1
2 respectively. Therefore the two sets of equations can be
reduced to a dimensionless form
E(
@u
@t
+ u  ru r2u) + 2k u =  rP +Rr+ 1
Pm
(rB)B; (8.8)
r  u = 0; (8.9)
Pr(
@
@t
+ u  r) = u  r+r2; (8.10)
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@B
@t
= r (uB)  1
Pm
rrB; (8.11)
r B = 0; (8.12)
@Be
@t
+ errBe = 0; (8.13)
r Be = 0: (8.14)
There are ve non-dimensional parameters, the scaled magnetic diusivity e, the mag-
netic Prandtl number,the Rayleigh number R, the Ekman number E, the Prandtl number
Pr ,which characterizing the system, are dened as:
e =
e

; Pm =


; R =
r0
4


; E =


r02
; Pr =


: (8.15)
The interface r = 1 is assumed to be non-slip and thermally insulating, which means
u = 0; = 0 at r = 1: (8.16)
The fact that all components of the magnetic eld should be continuous across the inter-
face yields
B Be = 0 at r = 1: (8.17)
Moreover, all the components of the magnetic eld should be zero at innity, as no extra
source exists there. Considering that the amplitude of Be decreases in proportion to r
 3,
we take re = 3:5r0, then the condition
Be = 0 at r = 3:5; (8.18)
should be enough to approximate the magnetic boundary condition at innity.
8.2 Finite element method
8.2.1 Temporal discretization
It is important to note that the dynamo equations (8.11) and (8.12) are over-determined,
as there are four equations for three unknown variables. Following the similar ideas
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presented in (Assous et al., 1993; Jiang et al., 1996; Chan et al., 2006), an extra term
rPaux are added into equation (8.11), which yields
@B
@t
= r (uB)  1
Pm
rrB+rPaux: (8.19)
Here,Paux is auxiliary pressure, which should be be analytically zero or numerically small.
Similar to the magnetic eld, Paux should be continuous across the interface r = r0, and
satises the boundary condition
Paux = 0 at r = 3:5: (8.20)
Subject to their own boundary conditions respectively, the dynamo problem dened by
equations (8.11) and (8.12) are equivalent to the one dened by equations (8.19) and
(8.12).
In Chapter 7, a projection method is employed to solve Navier-Stokes equations.
However, dynamo equations are beyond the capability of projection methods, as there is
an specied boundary condition (8.20) for auxiliary pressure and if a projection method is
performed, auxiliary pressure has to satisfy a dierent boundary condition such as (7.15).
A Conict arises between two dierent boundary conditions, which makes projection
methods inapplicable here. Hence, we solve those equations directly and the temporally
discretized governing equations are given as:
E

3un+1   4un + un 1
24t + (2u
n  r   un 1  r)un+1  r2un+1

+ 2z^ un+1 +rP n+1
= R(2n  n 1)r+ 1
Pm
(2(rBn)Bn   (rBn 1)Bn 1); (8.21)
r  un+1 = 0; (8.22)
3n+1   4n +n 1
24t + u
n+1  rn+1   1
Pr
r2n+1 = 1
Pr
un+1  r; (8.23)
3Bn+1   4Bn +Bn 1
24t +
1
Pm
rrBn+1  rP n+1aux  r (un+1 Bn+1) = 0;
(8.24)
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r Bn+1 = 0; (8.25)
3Bn+1e   4Bne +Bn 1e
24t + errB
n+1
e  rP n+1aux = 0; (8.26)
r Bn+1 = 0; (8.27)
with boundary conditions un+1 jr=1= 0, n+1 jr=1= 0,Bn+1e jr=1= Bn+1 jr=1,Bn+1e jr=3:5=
0 and P n+1aux jr=3:5= 0:Here, an implicit second-order backward dierentiation formula(BDF-
2) is used for time derivatives,i.e
(
@s
@t
)n+1 =
3sn+1   4sn + sn 1
2t
= O(t2): (8.28)
s could be velocity eld u or temperature eld  or magnetic eld B. The nonlinear
term (u  r)u is semi-implicitly treated by a second order extrapolation:
un+1  run+1 = 2un  run+1   un 1  run+1; (8.29)
while the nonlinear term (rB)B is explicitly extropolated using
(rBn+1)Bn+1 = 2(rBn)Bn   (rBn 1)Bn 1: (8.30)
All other terms are treated full-implicitly.
8.2.2 Mesh generation
Because of the existence of the spherical shell envelope, the mesh generation procedure
is slightly dierent from the one we presented in Chapter 7. First, we globally rene the
initial mesh for the sphere k times, then a mesh of global renement level k for the sphere
is obtained. At the same time, the inner spherical bounding surface r = 1 is perfectly
triangulated. We stack the triangulation at r = 1 in the radial direction till the outer
bounding surface r = 3:5. Consequently, the spherical shell is divided into several layers
of pentahedra. It follows that each pentahedron is subdivided into three tetrahedra as
illustrated in Fig. 8.2. Now, the mesh of global renement level k for the sphere plus
the shell envelope has been constructed. At last, a spherical region(1   0 < r < 1 + )
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is selected and labeled for local renement. The values of 0,  and the local renement
level l can be determined by the approach discussed in Chapter 7.
Figure 8.2: A pentahedron is subdivided into three tetrahedra.
8.2.3 Spatial Discretization
Mixed nite element of Hood-Taylor type is employed to discretize governing equations
spatially, so the discrete inf-sup condition could hold, which ensures the existence and
uniqueness of the solution of the discrete version of Navier-Stokes equations. Hood-Taylor
element adopts the piecewise quadratic polynomials to approximate the velocity u , while
uses the piecewise linear polynomials to approximate the pressure P . The temperature is
also approximated quadratically. To conform with Navier-Stokes equations, we approxi-
mate B with quadratic polynomials, Paux with linear polynomials. In the kth tetrahedral
element, how the nodes are used for all of these variables is illustrated in Fig. 8.3. and
the approximations of them are given as:
u(k) =
10X
j=1
u
(k)
j N
(k)
j ;
(k) =
10X
j=1

(k)
j N
(k)
j ;
P (k) =
4X
j=1
P
(k)
j M
(k)
j ;B
(k) =
10X
j=1
B
(k)
j M
(k)
j ; Pauxj
(k) =
4X
j=1
Paux
(k)
j M
(k)
j (8.31)
where u
(k)
j ,
(k)
j ,P
(k)
j ,B
(k)
j and Paux
(k)
j are the values of u,,P ,B and Paux at the node j,
M
(k)
j and N
(k)
j are the linear and quadratic shape functions for the kth element respec-
tively.
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Figure 8.3: In a typical element, nodes 1 to 4 are designated for P and Paux, while nodes 1 to
10 for velocity u, temperature  and magnetic eld B.
In the Galerkin nite element model, the weight functions are selected to be same as the
corresponding shape functions. Applying the scheme to each element and using a stan-
dard procedure of the nite element method, we can obtain a system of linear equations
for the coecients uj,j,Pj,B,Pauxj on the whole mesh at tn+1.
8.2.4 Parallelization
It is of importance to note that there are nine scalar equations need to be solved in the
sphere(will be referred as region I), whereas only four in the the spherical shell(will be
referred as region II). During the partitioning procedure, tetrahedra from region I and II
should be treated dierently, considering that they involve nine and four scaler variables
respectively. Otherwise the most probable situation could be that a certain group of
partitions only contains tetrahedra from region I, while another group of partitions are
purely comprised of tetrahedra from region II. Obviously, the processors mapped to par-
titions consisting of tetrahedra from region II carry much less computational load than
the ones mapped to partitions consisting of tetrahedra from region I, therefore the former
processers can nish their proportion of computation relatively earlier. However, due to
some blocking operations in parallel computing, they must wait to be synchronized to
those processors carrying heavier computational load. The waiting intervals caused by
computational load imbalance wastes huge idle computing resources, and seriously lower
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the parallel eciency. Eventually, the time consumed here turns out to be equivalent
to that of solving nine scalar equations in both region I and II. In order to avoid such
ineciency, we partition these two region separately. Supposing that n partitions are
needed, we divide region I and II into n parts respectively, then, part 1 from region I and
part 1 from region II are combined as partition 1, part 2 from region I and part 2 from
region II are combined as partition 2,..., and so on. By this way, load balance is achieved
and high parallel eciency can be so ensured.
8.3 Numerical simulations
When simulating dynamo action in a uid sphere, we concentrate on the E = 10 3 cases.
The magnetic Prandtl number Pm and the Prandtl number Pr are chosen to be 5.0 and
1.0, the same values in (Christensen et al., 1999; Christensen et al., 2001). We run ve
simulation cases, in which the Rayleigh numbers are equal to 300, 500, 800, 1200 and
1600 respectively, attempting to nd out the value of the Rayleigh number for the onset
of dynamo action. As there are no well-dened criteria to judge whether a self-sustaining
dynamo is obtained or not, we have to run our cases as long as possible. During a very
long time period, the magnetic eld which is not generated by a self-sustaining dynamo
should decay to zero.
Two global average properties, the kinetic energy density and magnetic energy density,
are calculated in simulations Their denitions are given by
Ekin =
1
2Vs
Z
Vs
u2dV; (8.32)
Emag =
1
2VsEPm
Z
Vs
B2dV; (8.33)
where Vs denotes the volume of the uid sphere.
For R =800, the Emag curve is shown in Fig. 8.4(c). Evidently, Emag decreases
quickly to a value numerically close to zero and uctuates around it, which indicates no
active dynamo survives. The same situation was encountered for R =500 and 300, the
magnetic energies decay even more rapidly, so that there are no dynamos either. The
Emag curve for R= 1200 is shown in Fig. 8.4(b). As we can see that, the magnetic energy
uctuates dramatically, of which the minimum is smaller than the maximum by four
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order of magnitude. When the magnetic energy experiences such a signicant drop, it
can be misjudged that there is no dynamo. However, after passing through the minimum,
the magnetic energy recovers rapidly, which proves that the convection is unstable to
small magnetic perturbations, in other words, we can obtain a self-sustaining dynamo at
R=1200. In the case of R=1600, the amplitude of the uctuation of the magnetic energy
is much smaller that in the case of R=1200, as it shown in Fig. 8.4(a). It is easy to
conclude that a dynamo exists. Now we are sure that the Rayleigh number for the onset
of dynamo action falls into the interval 800 < R < 1200. Tab. 8.1 shows the statistical
results of the simulations performed. As it is shown, for the dynamos we have obtained,
magnetic energies are very small compared to kinetic energies, even though the Rayleigh
numbers are very high. It conrms that the internal heating mode which is used to driven
convection in our model is not a ecient way to power dynamos (Roberts et al., 2003).
(a)
(b)
(c)
Figure 8.4: Ekin and Emag plotted as a function of time, (a) R=1600, (b)R=1200, (c)R=800.
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Table 8.1: Time averaged kinetic energy densities ~Ekin and magnetic energy densities ~Emag,
for dierent Rayleigh numbers, obtained at E = 103, Pr = 1, Pm = 5, critical Rayleigh number
Rc = 159, azimuthal mode m = 3.
R R=Rc ~Ekin ~Emag dynamo type
300 1.9 103.5 - no dynamo
500 3.1 182.5 - no dynamo
800 5.0 391.4 - no dynamo
1200 7.5 685.6 25.1 quadrupolar dynamo
1600 10.0 918.3 174.5 irregular dynamo
A interesting nding is that the magnetic elds generated by dynamo action in our
simulations are completed dierent from the Earth's present magnetic eld, which is
strongly dipole dominant. Dynamos obtained by us produce more complex magnetic
elds. Near the onset of dynamo action, R= 1200, twelve dierent snapshots of the
Br component are displayed in Fig. 8.5 at: (a) t = 11:8, (b) t = 12:3, (c) t = 12:8,
(d) t = 13:3, (e)t = 13:8, (f) t = 14:8, (g) t = 15:3, (h) t = 15:8, (i) t = 16:3, (j)
t = 16:8, (k) t = 17:3, (l) t = 17:8. We observe that the magnetic eld can occasionally
be dominated by the quadrupole component, with Br symmetric with respect to the
equatorial plane, as it is shown in Fig. 8.5(i), (j). The wave-like-behavior discussed by
(Grote et al., 1999), which could be regarded as a property of the quadrupolar dynamo, is
not clearly discernible here. At a higher Rayleigh number R = 1600, the symmetry of Br
with respect to the equatorial plane can not be observed any more, an irregular magnetic
eld is generated, mainly because multi-pole components make more contribution, as it
is shown by another twelve dierent snapshots of the Br component in Fig. 8.6.
8.4 Concluding remarks
We successfully construct a nite element model to simulate dynamo action in a uid
sphere. Scalability can be achieved over a wide range of the number of processors. How-
ever limited by the computer resources available to us, only a small region of the parameter
space has been explored. Considering the perfect scalability of our model, we will be able
to gradually decrease Ekman number to a geophysically realistic value in the foreseeable
future.
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In our simulations, all the magnetic elds being generated are signicantly dierent
from the present magnetic eld of the Earth, which is probably related to the convec-
tion driven mechanism we employed. Internal heating sources are responsible for driving
convection in our model, as it is pointed out by Kutzner and Christensen (2000), buoy-
ancy sources which spread throughout the entire uid core is much less favorable to the
generation of dipolar dynamos than buoyancy sources concentrated at the inner core
surface.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 8.5: Contour of Br in Mollweide projection at the boundary r = 1 plotted for twelve
dierent instants, (a) t = 11:8, (b) t = 12:3, (c) t = 12:8, (d) t = 13:3, (e)t = 13:8, (f) t = 14:8,
(g) t = 15:3, (h) t = 15:8, (i) t = 16:3, (j) t = 16:8, (k) t = 17:3, (l) t = 17:8. They are obtained
at E = 10 3, R = 1200, Pr = 1:0 and Pm = 5:0.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 8.6: Contour of Br in Mollweide projection at the boundary r = 1 plotted for twelve
dierent instants, (a) t = 10:5, (b) t = 11:0, (c) t = 11:5, (d) t = 12:0, (e)t = 12:5, (f) t = 13:0,
(g) t = 13:5, (h) t = 14:0, (i) t = 14:5, (j) t = 15:0, (k) t = 15:5, (l) t = 16:0. They are obtained
at E = 10 3, R = 1600, Pr = 1:0 and Pm = 5:0.
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Chapter 9
Conclusion
Based on results of linear stability analysis, we have used nite dierence method to per-
form simulations on ows in annular channels with dierent aspect ratios. For a channel
with the moderate or large aspect ratio, we assume all experimental boundary conditions
on it. The linear analysis indicates that there exist three dierent linear solutions: (i)
the outer sidewall-localized traveling wave propagating against the sense of rotation; (ii)
the inner sidewall-localized traveling wave propagating in the same sense as rotation and
(iii) both the counter-traveling waves occurring simultaneously. However, suggested by
numerical simulations, neither the prograde nor the retrograde mode is physically real-
izable near threshold and beyond. The dynamics of nonlinear convection in a rotating
channel are chiey characterized by the interaction between the sidewall-localized waves
and the interior convection cells/rolls, producing an interesting and unusual nonlinear
phenomenon. In order to compare with the classical Rayleigh-Benard problem without
vertical sidewalls, we also study linear and nonlinear convection at exactly the same pa-
rameters but in an innitely extended layer with periodic horizontal conditions. Results
reveal that both the linear instability and nonlinear convection in a rotating channel
are characteristically dierent from those in a rotating layer with periodic horizontal
conditions.
For a rotating vertical Hele-Shaw cell, which is also considered as a channel with the
very small aspect ratio, linear convection has been investigated by us both numerically
and analytically and A satisfactory agreement between the fully numerical solution and
asymptotic solution is reached. Fully numerical simulations are carried out to study
strong nonlinear convection. We found that with the Rayleigh number increasing grad-
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ually from the value for the onset of convection to dozen times of it, regardless of the
stronger nonlinearity brought by large Rayleigh number, the ow always keeps being tem-
porally stationary and spatially simple. This feature can be interpreted as a consequence
of that the spatially and temporally complicated structure of the nonlinear ow is highly
suppressed by a combination of eects from narrow channel and rapid rotation.
When the aspect ratio of the channel is moderately small, the convective instabilities
are also characterized by two three-dimensional traveling waves having the same frequency
and wave number but traveling in opposite directions with dierent spatial structures. As
the two waves are pushed towards each other closer by the smaller gap, when the Rayleigh
number is large enough, they are able to interfere intensively, resulting in either vacillating
or stationary convective ows, which is demonstrated in our numerical simulations.
Aside from the aspect ratio of the channel, inhomogeneous thermal boundary condi-
tions also exert huge inuence on the convective ows. Our simulation results show that
strong lateral variations in heat uxes across sidewalls have a control over convection
inside the channel, and even could lead to intermittent absence of convective motions.
This phenomenon implicates that the core-mantle interaction can largely determine the
dynamics of the uid outer core and the geomagnetic behavior.
The convection and dynamo action in a uid sphere are also investigated. We de-
velop a nite element model for the convection problem in a uid sphere. Then, an
dynamo model is constructed by incorporating the magnetic eld with globally imple-
mented boundary conditions into the convection model. Our models can take the full
advantage of modern massively parallel computers and show high parallel eciency.
Using our dynamo model, we perform simulations of dynamo processes with a mod-
erately large Ekman number. All the magnetic elds being generated are signicantly
dierent from the present magnetic eld of the Earth. This is probably related to the
convection driving mechanism we use to power dynamos. However, convection could
only be driven by internal heating sources in a uid sphere, while in a sphere shell, there
are multiple convection driving modes available, therefore, the generation of non-dipole
dominant magnetic elds in our simulations could be nally attributed to the geometry
of the whole sphere. Our results support that the magnetic eld of the Earth experienced
a signicant change during the period of the solidication of the inner core.
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