Introduction
Following Range and Siu [12] , we define Ω ⊂ R n , a bounded domain, to be piecewise smooth by the conditions that there exists a finite open covering {U j } k j=1 of ∂Ω and C ∞ functions ρ j : U j → R n , 1 ≤ j ≤ k such that Ω ∩ ∪ k j=1 U j is the set of all x ∈ ∪ k j=1 U j which satisfy x / ∈ U j or ρ j (x) < 0, and for 1 ≤ i 1 < . . . < i l ≤ k, dρ i1 , . . . , dρ i l are independent at every point of l ν=1 U iν ∩ ∂Ω. We consider the inhomogeneous Dirichlet problem on a piecewise smooth domain, Ω △u = f in Ω u = 0 on ∂Ω and the singular behavior of u in a neighborhood, U , of a point, x 0 , at which ∂Ω is not smooth, that is, in a neighborhood in which more than one of the ρ i vanishes. In our analysis f will be in the class of C ∞ (Ω). Furthermore, in our use of the Fourier transform, the existence of an L 2 solution will be utilized [4] . In fact, it follows from Jerison Kenig [6] (see also [7] ) that u ∈ H 3 2 (Ω), the Sobelev-( 3 2 ) space. In contrast to the case of smooth boundary, the non-smooth case exhibits singularities. Thus the classical L 2 treatment (see Lions-Magenes [9] ) in which gains in derivatives are obtained has to be modified. One method is to deal with weighted Sobolev spaces in which the weight is given by the distance to the boundary which tames the singular behavior of the solution at the singular points of the boundary (see Bȃcuţȃ-Nistor-Zikatanov [1] and Kondratév [8] ). Boundary layer techniques on Lipschitz domains have also been employed by Mayboroda and Mitrea [10] , Mitrea and Taylor [11] , and Verchota [13] . In this paper it is our purpose to write an explicit solution as a sum of terms converging in L 2 (Ω). Our methods also suggest a possible analysis of the behavior of the solution near the singular parts of the boundary. We compare our results to special cases considered in [2, 3] Being concerned with the behavior of the solution near the point x 0 , modulo functions which are in C ∞ (Ω) we may reduce the problem to that of the study
where χ ∈ C ∞ 0 (Ω) is a cutoff function with support in U which is equivalently 1 near x 0 , and v and h have compact support.
Coordinate change
Without loss of generality, we assume that in our neighborhood U , those ρ i which vanish are ρ 1 , . . . , ρ q . From the independence of dρ i , we shall assume, after rearranging coordinates and restricting the neighborhood U if necessary, we can find
We use a transformation of coordinates
. . . 
Proof. We recognize the k th column of A as the components of the vector dρ k = n j=1 ∂ρ k ∂xj dx j for k ≤ q. Then invertibility of A follows from the assumption of independence of the dρ k on ∂Ω.
The transformation (2.1) leads to a Dirichlet problem on the domain in R n given by H q × R n−q , where H q = {(y 1 , . . . , y n ) : y i > 0, i = 1 . . . q} in which the differential operator, △ is replaced with
a ki a kj + lower order terms
where g ij is the metric tensor given by the (i, j) entries of the matrix A t A. Because of Lemma 2.1, and from the smoothness up to the boundary of the ρ i , we see that g ij ∈ C ∞ (H q × R n−q ). Therefore, using the change of coordinates (2.1) we examine the problem
Factoring the Laplacian
We take a Fourier transform of the system (2.2), letting η i be the Fourier variable corresponding to y i ; we obtain
where L represents a pseudo differential operator whose symbol is of degree less than 2 in the variables η 1 , . . . , η q ,
which we shall write as
The operator, B is given by
F Tī denoting the partial Fourier transform in all y j variables but j = i. We will denote the C ∞ functions g ij (y) simply by g ij , and g ij (y) y1=...=yn=0
by g ij 0 . Let G be the operator
Then we rewrite the first term in (3.1) as
To find an expression forv, we find a left parametrix for the operator represented by the first term in (3.1), which is a differential operator composed with multiplication. We do this by freezing the coefficients, given by the g ij , at y 1 = . . . = y n = 0, and then factoring out the resulting term. We factor G 0 from each term in (3.1), and using (3.2) we have
where
Estimates for inversion
The operator K may be separated into three terms,
We will work in R n , extending h above to be 0 outside of Ω. We define cutoff functions, χ j ∈ C ∞ 0 (R n ) for j = 1, 2, . . . by letting χ 1 = χ, defined in the introduction and χ j = 1 on suppχ j−1 . In transform space we define the cutoff,Ψ ∈ C ∞ 0 (R q ) such that 0 ≤Ψ(η) ≤ 1 andΨ = 0 for |η| < 1 and Ψ = 1 for |η| > 2, where η = (η 1 , . . . , η q ). We also define operators T 0 = I and
, where D is any first order differential operator, and T r refers to the trace along any boundary edge, y i = 0.
Our idea is to use the T j to replace the powers of K in the infinite sum (3.3) ; the use of the cutoffs χ j ensures we stay in L 2 spaces, and the use ofΨ allows us to concentrate on decay in the Fourier variables, which describe the degree of smoothness of our solution, without changing the singular behavior at y = 0, e.g. ((Ψ − 1)v) ∈ C ∞ (H q−1 × R n−q ). Therefore we will need estimates on the operators T j .
We will frequently use the fact that tangential derivatives are easily estimated, and in fact, derivatives of all orders with respect to y i for i > q of v are continuous.
We will also use ∂v ∂yi yi=0 ∈ L 2 (H q−1 ×R n−q ), which follows from the Sobolev trace theorem for functions satisfying elliptic equations.
Proposition 4.1. The operators T j defined above have the following properties when acting on u i)
where v = χu.
Proof. We begin with estimates on the operators K 1 and K 2 . We use Lemma 2.1 to conclude
a statement equivalent to the ellipticity of the operator with symbol G 0 . Thus
and after restricting the supports of the χ k so that the terms g ij − g ij 0 in (4.1) are sufficiently small, we may obtain the property Ψ
for all φ ∈ L
2 . An estimate for K 2 is proved in a similar manner:
where we have used an estimate for the convolution ofĥ ij klm with χ s φ (see Corollary 4.5.2 [5] ). Again we can restrict the support of the χ j s so that Ψ G
2 . We can show via an induction argument that T j u may be written
where w jk is independent of η k , with estimates . (4.4) follows easily from the first two terms in
and the estimates on K 1 and K 2 above.
The terms w jk come from the last term in (4.6); w (j+1)k is the term in B(χ j+1 T j v) which is a trace along y k = 0, where B = G 0 K 3 was defined in Section 3. We
where * ī is a convolution with respect to all variables but η i . The form of w j from (4.1) and (4.2) was used to get the estimate in the last step. There is a similar estimate with w jk replacing w j above. Then, with (4.4) and (4.5) established we have, from (4.3)
so the recursive relation on T j u H 1 provided by
derived from (4.1), (4.2), (4.4) and (4.5) gives property i).
For property ii) we note that with the supports of the χ j in the definition of T j sufficiently small, each application of T j decreases the L 2 norm. In fact, using the relations above we can choose the χ j so that
Conclusion
We use Proposition 4.1 to write the solution to the inhomogeneous Dirichlet problem, u, as a sum of terms converging in L 2 (Ω).
Theorem 5.1. Let Ω ⊂⊂ R n be a piecewise smooth domain, and x 0 a point of vanishing of exactly q defining functions, where q ≤ n, for Ω. Let u be the solution to the inhomogeneous Dirichlet problem on Ω with data f ∈ C ∞ (Ω), χ a smooth cutoff function with support near x 0 such that χ ≡ 1 near x 0 , and v = χu. With the operators T j defined as in Section 4 and Φ defined as in (3.4)
modulo terms which are in C ∞ (Ω).
Proof. From (3.3)
where s j = (χ j+1 − χ j+2 )T j+1 u + χ j+1 Ψ Kŝ j−1ˇ and s 0 = (χ 2 − χ 1 )(ΨΦ) + (1 −Ψ) χ 1 uˇ . Equation 5.2 gives terms of a telescoping series which converges in L 2 since χ j+2 T j+1 u 2 → 0 as j → ∞. For any ǫ > 0 we may use the estimates in the proof of Proposition 4.1 to choose the χ j so that s j 2 < ǫ 2 j+1 and ∞ j=0 s j 2 < ǫ. Hence, we conclude (5.1). Our Theorem 5.1 suggests information on the singular behavior of the solution may be gained by asymptotically expanding the first term in the sum (5.1) and then successively applying an operator T j . The calculations above with f = 1 reveal that singularities do indeed occur in the solution. In this vain, we note here that our results are consistent with those obtained in [2] and [3] , which corresponds with the case of q = 2, in which the solution exhibits singularities of the forms log(y 
