Abstract: This paper investigates the multistage hybrid flow shop (HFS) scheduling problems using the new bat algorithm. A HFS is the generalisation of flowshop with multiple machines. HFS is one of the important scheduling problems that represent many industries like iron and steel, chemical, textile and ceramic industries. The HFS scheduling problems have been proved to be NP-hard. A recently developed bat meta-heuristic algorithm is proposed to solve the HFS problems. The proposed algorithm is validated with a well-chosen set of benchmark problems in the literature. Computational results indicate that the proposed bat algorithm is more efficient than the genetic algorithm and particle swarm optimisation.
Introduction
Scheduling is an important decision making process. Scheduling is the process of allocating resources over time to perform a collection of tasks to optimise some objective functions. The resources may be called as machines and the tasks may be called as jobs. The objective may be minimisation of makespan, total flow time, mean flow time, machine idle time, tardiness, etc. In today's competitive environment effective scheduling plays an important role in all kind of industries. Different types of scheduling environments have been addressed by Baker (1974) . Among them the Hybrid flow shop (HFS) scheduling problem is considered in this research work.
The HFS scheduling problems have received much attention from the researchers since it was first proposed by Arthanari and Ramamurthy (1971) . The HFS is also known as a flexible flowshop or a flexible flow line or a flowshop with multiple processors. This HFS environment is relatively common and has a variety of real-industrial applications including textile, ceramic, electronics, steel, and furniture manufacturing industries. The HFS is the generalisation of a flowshop. The HFS consists of a set of two or more production stages. In the HFS, at least one stage may consist of multiple machines. The HFS scheduling problem has been proved to be NP-hard by Gupta (1988) .Hence, the HFS problems cannot be solved by exact methods. Many approaches have been proposed so far to solve the HFS scheduling problems by the researchers. In this paper, we propose a recently developed metaheuristic algorithm to solve the HFS scheduling problems.
The rest of the paper is organised as follows. In Section 3, the HFS scheduling problem is defined. In Section 4, the proposed bat algorithm (BA) is introduced. The simulation results and managerial implications are provided in Section 5. Finally, we end the paper with some conclusions and the future work in Section 6.
Literature review
Several heuristics were presented to schedule multiprocessor tasks in a two-stage HFS for minimising makespan (Oguz and Ercan, 1997) . A hybrid heuristic algorithm was addressed to solve the multistage HFS scheduling problems (Portmann et al., 1998) . A heuristic based on simulated annealing (SA) technique was suggested to solve HFS scheduling problems (Riane et al., 1999) . The performance of scheduling heuristics in a flow shop with multiple processors was studied by Brah and Loo (1999) . They investigated five flow shop heuristics for their performances of makespan and mean flow time criteria in a flow shop with multiple processors. A generic simulation model for HFS scheduling problems was presented (Grangeon et al., 1999) . The job priorities at each machine stage were established dynamically. The objective of their study was to facilitate the performance evaluation of different priority rules for job dispatching, concerning the mean flow time and makespan as well as other performance criteria, like average resource utilisation, average queue length etc. Botta-Genoulaz (2000) considered multistage HFS with identical parallel machines, when jobs are subject to precedence constraints, several time lags, and due-dates. He addressed six new heuristics to solve the problem of minimising maximum lateness. An approximation algorithm based on the tabu search (TS) approach was proposed by Grabowski and Pempera (2000) to solve the real-life scheduling problem. They considered the production of concrete blocks in a factory of building industry that resembled a HFS environment to minimise maximum completion time. A branch-and-bound algorithm for the HFS scheduling problem was addressed to minimise makespan (Moursli and Pochet, 2000) . They also developed several heuristics to compute the upper bounds.
A branch-and-bound algorithm based on energetic reasoning and global operations was proposed to solve the HFS scheduling problems (Neron et al., 2001) . They developed some benchmark instances to test the performance of the algorithm. Many heuristic algorithms were addressed for a two-stage flowshop scheduling problem with multiprocessor tasks to minimise the makespan (Guz et al., 2003) . A greedy algorithm and a genetic algorithm (GA) were presented to solve a three-stage HFS scheduling problem with recirculation to minimise the weighted number of tardy jobs (Bertel and Billaut, 2004) . HFS scheduling problems under maintenance constraints were addressed to optimise several objectives based on flow time and due date (Allaoui and Artiba, 2004) . They considered setup, cleaning and transportation times. Two heuristic algorithms were proposed to solve the multi-job lot-streaming two-stage HFS scheduling problems to minimise the mean completion time of the jobs (Zhanga et al., 2005) . A GA has been applied to solve a more realistic problem with sequence dependent set-up times, several production stages with unrelated parallel machines at each stage and machine eligibility (Ruiz and Maroto, 2006) . A SA and TS was proposed to solve the HFS scheduling problems (Janiak et al., 2007 ). An ant colony optimisation (ACO) was addressed to solve the HFS scheduling problems (Alaykyran et al., 2007) . A hybrid constructive GA has been addressed to minimise the weighted completion time in proportionate flexible flow shop problems (Shiau et al., 2008) . Two fitness functions and a population trained by TS were incorporated with the hybrid constructive GA. A TS algorithm was proposed to solve the HFS scheduling problems with sequence-dependent setup times (Abiri et al., 2009 ). An effective parallel greedy algorithm (PGA) is suggested to solve the HFS with multiprocessor task (Kahraman et al., 2010) . Some advanced GAs have been developed for complex hybrid flexible flow line problems to minimise makespan (Urlings et al., 2010) . They proposed some new machine assignment rules. A particle swarm optimisation (PSO) algorithm is addressed to solve the flexible flow shop scheduling problems (Singh and Mahapatra, 2011) . A hybrid artificial neural network (ANN) simulation approach is developed for solving multiattribute combinatorial dispatching (MACD) decision problem for scheduling a flow shop with multiple processors environment (Azadeh et al., 2011) . They addressed a case study from a multilayer ceramic capacitor manufacturing plant to illustrate the solution quality and proved that the manufacturing lead times produced by the hybrid ANN simulation model turned out to be superior. An efficient GA has been proposed for solving HFS scheduling with multiprocessor task problems (Engin et al., 2011) . A PSO and bottleneck heuristic is suggested to solve the HFS scheduling problems .
BA is a recent, population-based metaheuristic optimisation algorithm developed by Yang (2010) for solving constrained optimisation problems. BA is based on the echolocation behaviour of microbats with varying pulse rates of emission and loudness. A multi-objective BA was developed to solve design optimisation problems such as welded beam design problems by Yang (2011) . A modified BA was presented for detecting and optimising Phishing websites (Radha and Valarmathi, 2012) . They compared the BA with ACO and PSO algorithms. BA has been applied the BA for neural network training in e-learning context (Khan and Sahai, 2012) . They compared the results with GA, PSO, back propagation and Levenberg-Marquardt algorithms. BA was proposed to solve the brushless DC wheel motor problem (Bora et al., 2012) . A BA inspired algorithm was presented for solving the numerical optimisation problems (Tsai et al., 2012) . There is no addressed application of BA to solve the scheduling problems. Hence, in this paper, we present an improved BA to solve the HFS scheduling problems.
Problem definition
In a HFS scheduling problem, a set of n jobs are available simultaneously to be processed sequentially on different stages as illustrated in Figure 1 . Each job j has its fixed processing time for every stage s, s∈{1,2,,…M} and at each stage there is a set of identical parallel machines m∈{1,2,,…m s } where some production stages may have only one machine, but at least one production stage must have multiple machines. Each job may consist of different operations. These operations will be performed by any one of the machines at different stages. The jobs arrive at first stage where the corresponding operations are to be performed and the jobs are delivered to the next stage for the completion of succeeding operations. The jobs have to pass through all the stages sequentially. The objective of scheduling is to assign jobs to the machines at the corresponding stages and determine the processing sequences on the machines so that the makespan (C max ), i.e., the maximum completion time is minimised. 
Bat algorithm

Bat behaviour
Bats are fascinating animals. They are the only mammals with wings and they also have advanced capability of echolocation. There are about 996 different species. Their size ranges from the tiny bumblebee bat (of about 1.5 to 2g) to the giant bats with wingspan of about 2 m and weight up to about 1 kg. Microbats typically have forearm length of about 2.2 to 11cm. Most bats uses echolocation to a certain degree; among all the species, microbats are a famous example as microbats use echolocation extensively while megabats do not. Microbats use a type of sonar, called, echolocation, to detect prey, avoid obstacles, and locate their roosting crevices in the dark. These bats emit a very loud sound pulse and listen for the echo that bounces back from the surrounding objects. Their pulses vary in properties and can be correlated with their hunting strategies, depending on the species. Most bats use short, frequency-modulated signals to sweep through about an octave, while others more often use constant-frequency signals for echolocation. Their signal bandwidth varies depends on the species, and often increased by using more harmonics.
Echolocation of Microbats
Each pulse only lasts a few thousandths of a second (up to about 8 to 10 ms). However, it has a constant frequency which is usually in the region of 25 kHz to 150 kHz. The typical range of frequencies for most bat species are in the region between 25 kHz and 100 kHz, though some species can emit higher frequencies up to 150 kHz. Each ultrasonic burst may last typically 5 to 20 ms, and microbats emit about 10 to 20 such sound bursts every second. When hunting for prey, the rate of pulse emission can be sped up to about 200 pulses per second when they fly near their prey. Such short sound bursts imply the fantastic ability of the signal processing power of bats. In fact, studies shows the integration time of the bat ear is typically about 300 to 400 μs. As the speed of sound in air is 340 m/s, the wavelength of the ultrasonic sound bursts with a constant frequency. The wavelength is calculated as follows.
where v is the speed of sound in air and f is the frequency. The wavelength is in the range of 2 mm to 14 mm for the typical frequency range from 25 kHz to 150 kHz. Such wavelengths are in the same order of their prey sizes. Studies show that microbats use the time delay from the emission and detection of the echo, the time difference between their two ears, and the loudness variations of the echoes to build up three dimensional scenario of the surrounding. However, here we are only interested in the echolocation and the associated behaviour. Such echolocation behaviour of microbats can be formulated in such a way that it can be associated with the objective function to be optimised, and this makes it possible to formulate new optimisation algorithms.
Bat algorithm
If we idealise some of the echolocation characteristics of microbats, we can develop various bat-inspired algorithms or BAs. The following approximate or idealised rules were used by Yang (2010) .
Another obvious simplification is that no ray tracing is used in estimating the time delay and three dimensional topography. Though this might be a good feature for the application in computational geometry, however, we will not use this feature, as it is more computationally extensive in multidimensional cases.
In addition to these simplified assumptions, we also use the following approximations, for simplicity. In general the frequency f in a range (f min , f max ) corresponds to a range of wavelengths (λ min , λ max ). For example a frequency range of (20 kHz, 500 kHz) corresponds to a range of wave-lengths from 0.7mm to 17mm in reality. Obviously, we can choose the ranges freely to suit different applications.
The basic steps of the BA can be summarised as the pseudo code shown in Figure 2 . 
where β∈[0,1] is a random vector drawn from a uniform distribution. Here x * is the current global best location (solution) which is located after comparing all the solutions among all the n bats at each iteration t. As the product λ i , f i is the velocity increment, we can use λ i (or f i ) to adjust the velocity change while fixing the other factor f i (or λ i ), depending on the type of the problem of interest. In our implementation, we will use f min = 0 and f max = O(1), depending on the domain size of the problem of interest. Initially, each bat is randomly assigned a frequency which is drawn uniformly from [f min , f max ]. For the local search part, once a solution is selected among the current best solutions, a new solution for each bat is generated locally using random walk
where ε is a random number vector drawn from [−1, 1], while
is the average loudness of all the bats at this time step.
The update of the velocities and positions of bats have some similarity to the procedure in the standard PSO, as f i essentially controls the pace and range of the movement of the swarming particles. To a degree, BA can be considered as a balanced combination of the standard PSO and the intensive local search controlled by the loudness and pulse rate.
Loudness and pulse emission
Furthermore, the loudness A i and the rate r i of pulse emission have to be updated accordingly as the iterations proceed. As the loudness usually decreases once a bat has found its prey, while the rate of pulse emission increases, the loudness can be chosen as any value of convenience. For example, we can use A o = 100 and A min = 1. For simplicity, we can also use A o = 1 and A min = 0, assuming A min = 0 means that a bat has just found the prey and temporarily stop emitting any sound. Now we have 
where α and γ are constants. In fact, α is similar to the cooling factor of a cooling schedule in the SA. For any 0 < α < 1 and γ > 0, we have 0, , as .
In the simplest case, we can use α = γ, and we have used α = γ = 0.9 in our simulations.
BA for HFS scheduling
Preliminary studies by Yang (2010) suggested that BA is very promising for solving non-linear global optimisation problems. However, the major drawback of applying BA to combinatorial problems is due to its continuous nature. In order to enable the continuous BA to be applied to the discrete scheduling problems, we apply the smallest position value (SPV) proposed by Bean (1994) . The SPV rule is presented to convert the continuous position values to a discrete job permutation. In the BA for the HFS scheduling problems, parameters were initialised and a population was generated randomly. Each bat is initialised with some random position. The SPV rule applies to each bat to find its corresponding permutation. Thus, each bat will be evaluated by using the permutation to compute the objective function for the HFS scheduling problems with makespan criterion.
Computational results and comparisons
Benchmark selected
We considered the benchmark problems studied by Singh and Mahapatra (2011) . The size of the problem ranges from five jobs and two stages to 100 jobs and eight stages. The processing times are generated randomly in the range (1, 100). There are two types of problem namely, P and Q types. In type P problems, the number of processors available at various stages is randomly selected from the set (m s = 2…5), whereas in type Q problems, it is fixed with m s = 5 for all stages. We consider only P type problems in this paper. The P10S2T03 problem is a P-type problem defined as ten jobs, two stages, and 03 problem index. In P1HS2T05 problems, 1HS represents 100 jobs.
Result and analysis
The BA discussed in Section 3 was coded in C++ and ran on a PC Pentium 4 processor with 3 GHz and 1 GB memory. Each problem is replicated 20 times with different random solutions. The minimum makespan (C max ) value is the best makespan (Best C max ). The performance of the proposed BA for the benchmark problems is compared with the results reported in the literature (Oguz and Ercan, 2005; Kahraman et al., 2010; Engin et al., 2011; Singh and Mahapatra, 2011) . The performance of the proposed BA is represented in terms of percentage deviation (PD) from the lower bound (LB). The LB of the makespan was proposed by Oguz et al. (2004) . The PD is defined as follows:
The result comparison of different algorithm is presented in Table 1 . Table 1 Comparison of results
PD
Problems GA (Oguz and Ercan, 2005) PGA (Kahraman et al., 2010) GA (Engin et al., 2011) PSO (Singh and Mahapatra, 2011) BA P10S2T01 (Oguz and Ercan, 2005) PGA (Kahraman et al., 2010) GA (Engin et al., 2011) PSO (Singh and Mahapatra , (Oguz and Ercan, 2005) PGA (Kahraman et al., 2010) GA (Engin et al., 2011) PSO (Singh and Mahapatra, 2011 (Oguz and Ercan, 2005) PGA (Kahraman et al., 2010) GA (Engin et al., 2011) PSO (Singh and Mahapatra, 2011 (Oguz and Ercan, 2005) for 66% of test instances. For 28% of problems, the BA yields similar results to that of GA (Oguz and Ercan, 2005) . The BA generates worse results than the GA (Oguz and Ercan, 2005) results only for 2%. Similarly, the BA obtains 32% better and 2% worse results than the PGA (Kahraman et al., 2010) . The BA results and PGA results are similar for 66% of test problems. Also, compared to the GA (Engin et al., 2011) , the BA results are better for 37.5% of test problems. But, GA (Engin et al., 2011) gives only 2% better results than the BA. Moreover, 60.5% similar results are obtained by BA and GA (Engin et al., 2011) . The result table also indicates that the proposed BA and PSO (Singh and Mahapatra, 2011) results are similar for 44% of problem instances. The 34% BA results are better than PSO and 22% PSO results are better than the BA.
Managerial implications
The proposed BA can be implemented to any type of scheduling problems in production or service sectors. This algorithm would be useful in determining the optimal or nearoptimal solutions. The proposed algorithm is very simple and it reduces the time to obtain the optimal schedule. This would be very useful to the managers.
Conclusions
In this paper, we have proposed an improved version of BA to solve the HFS scheduling problems. The optimality criterion is the minimisation of makespan. To the best of our knowledge, this is the first attempt which represents a BA approach in order to solve the HFS scheduling problems. We have used a set of 120 problem instances taken from the literature to evaluate the performance of the proposed algorithm. The proposed algorithm has also been compared with many other metaheuristic algorithms in the literature.
Computational results showed that the proposed BA is an efficient tool for solving HFS scheduling problems to minimise makespan. Though the results are encouraging, it would be interesting to note the comparison of computational time too. Future work needs to be focused on improving the efficiency of the BA. In fact, a new hybrid BA can be proposed to solve the HFS scheduling problems for further studies. Moreover, a second research opportunity that requires investigation is the implementation of the BA for other complex scheduling problems by considering the setup times. The research can also be extended to solve the multi-objective scheduling problems.
