Abstract-To achieve high recognition performance for a wide variety of noise and for a wide range of signal-to-noise ratio, this paper presents the integration of four noise reduction algorithms: spectral subtraction with smoothing of time direction, temporal domain SVD-based speech enhancement, GMM-based speech estimation and KLT-based comb-filtering. In this paper, we investigated the optimal suppression method for each noise condition, and then also developed the method of choosing the optimal method automatically for unknown noise. Recognition results on the AURORA-2J task show the effectiveness of our proposed method .
I. INTRODUCTION
In recent years, the performance of automatic speech recognition has been improved drastically by applying statistical approaches. However, most speech recognizers still have the serious problem that their recognition performance degrades in noisy environments. It is necessary to realize robust speech recognition under noisy environments for the improvement of accuracy of recognition system. A variety of noise suppression methods are proposed as a front-end of speech recognition. The effect of these methods greatly depends on the noise condition. There are strong and weak points by the kind and SNR of the noise. In general, it is thought that there are no method which can suppress various noises over SNRs in the wide range effectively. Therefore, it may be effective to select a method appropriate to each noise condition.
To this problem, a method for dealing with diversity of noise SNR using Multi-SNR models [10] , and a hypothese's combination method which combines hypotheses generated by multiple recognition systems using feature streams obtained from multiple noise suppression methods [11] have been proposed. But they need huge computational cost. In addition because of the processing of the back end, they can not be applical for distributed speech recognition as they are.
The method proposed by Fukuda et al. [12] is a front-end processing, but it uses not conventional MFCC but original distinctive features. In this paper, we propose a method to select an appropriate noise suppression method by using GMM for each speech input. The effect of the suppression methods on various noises is investigated first, and then we made a GMM from which are suppressed by a noise suppression method. Using these GMMs, the front-end processor first selects a suppression method, applies the method to an input speech, and sends the feature to the back end recognizer. We used AURORA-2J [6] for evaluation of our method. AURORA-2J is a Japanese version of AURORA-2 [2] , a common evaluation framework for the noisy connected English digit speech recognition task.
II. NOISE SUPP RESSI OND ALGORITHMS
In this paper, as noise suppression methods, spectral subtraction with smoothing of time direction [3] , the temporal domain SVD based speech enhancement [4] , GMM based speech estimation [4] Pitch symchronous KLT [5] . The above four methods are used individually, or combined sequentially.
A. Spectral subtraction with smoothing of time direction [3]
The observation signal x is assumed to be the sum of speech signal s and noise n, namely, x = s + n. Spectral subtraction in the power spectral domain is defined as below:
where |S i (t)| 2 , |X i (t)| 2 are the i-th components of the estimated power spectrum of speech and the power spectrum of observed signals at the time t, respctively, while |Ñ i | 2 is the i-th component of apriori estimated power spectrum of noise, and α is the overestimation factor. We can express |X i (t)| 2 as:
where |S i (t)| and |N i (t)| are the true values for speech and noise, and θ i (t) is the phase difference between speech and noise. We suppose that the speech and the noise do not correlate to each other. The difinition of (1) stands on the fact that the expectation value of cos θ i (t) in (2) equals zero. However, considering cos θ i (t) as a random variable ranging 1 to 1 and assuming that θ i (t) distributes uniformly, the probability density function(pdf) of φ = cos θ i (t) becomes f(φ) = 1/(π 1 − φ 2 ), a concave function with sole minimum at at φ=0. Therefore, the term including cos θ i (t) in (2) cannot be removed even if the noise power can be accurately estimated.
Here, we define the smoothing method as follows [1] :
where τ = 0,1,...,T-1, r β r = 1. Using(2),(3) it becomes
Assuming phase differences between speech and noise of successive frames don't correlate to each other, the pdfs of φ has the peak at zero and the variance of this term becomes smaller than the original one. Thus, we can assume the third term of (4) is almost zero, and (4) becomes
Replacing |X i (t)| 2 in (1) with |X i (t)| 2 , (1) becomes
Therefore, we can estimate the speech signal more accurately if we can estimate |Ñ i | accurately.
B. Temporal domain SVD-based speech enhancement [4]
At the i-th windowed short time frame, the observed noisy speech signal x i (t) is assumed to consist of a clean speech signal s i (t) and an additive noise n i (t) as follows:
Therefore, (7) can be represented as (8) in terms of Toeplitz matrices.
By applying SVD to X i , X i is decomposed into three matrices and reconstructed as
. As a result, the singular value matrix is obtained. Here, the singular value can be represented as (9) under the assumption that s i (t) is uncorrelate with n i (t):
Ni m (9) where m = 0, ..., M − 1. In (9), if n i (t) is white noise, it can be assumed that the distribution of σ 
By using estimatedσ Si , the Toeplitz matrixŜ i is estimated as (11) 
In ( 
From this fact the averaged singular value is estimated as follows:σ
C. GMM based seech estimation [4] At the i-th frame, the logarithmic output energy of a Mel filter bank of observed noisy speech is represented as follows:
where X log (i), S log (i) and N (i) denote the vectors that have logarithmic output energy of a Mel filter bank of observed noisy speech, clean speech and noise, respectively In (15), G log (i) is equvalent to the mismatch factor between X log (i) and S log (i). First, suppose that S log (i) can be modeled by GMM with K mixture distributions,
where p(S log (i)) denotes the output probability of S log (i), and P (k), µ S,k and σ S,k denote the mixture distributions as well as S log (i). When GMM of S log (i) is given, X log (i) is also represented by GMM using the following description. Let µ N denote the mean vector of N log (i), which is estimated using the first 10 frames of the observed noisy speech X log (i).
Then the mean mean vector of X log (i) at the k-th Gaussian distribution is estimated as follows based on (15,16):
On the other hand, the covariance matrix of X log (i) can be estimated as (19):
In (18), µ G,k corresponds to the mean vector of the mismatch factor at k-th Gaussian distribution. Therefore, the expectation of G log (i) is estimated as weighted average of µ G,k by using a posterior probability P (k|X log (i)) as follows:
From the procedure described above, the clean speechŜ log (i) is estimated by subtractingĜ log (i) from X log (i) as (22).
D. KLT-based comb-filtering [5]
In KLT-based comb-filtering, each sample of the clean speech s(t) of the t-th frame is reconstructed from the extimation of (2T + 1) dimensional vectors S p (t, i) at the t-th frame, where
and i is from 1 to L which is the frame length. Assuming that noise is additive, we have the noisy input signal:
where N p (t, i) is a (2T + 1) dimensional noise vector. Now, let H be a(2T + 1) × (2T + 1) linear estimator of the clean speech vector as follows:
The error signal obtained in this estimation is given by
where r s = (H − I)S p represents signal distortion and r n = HN p represents residual noise. We define the energies of signal distortion ε 2 S and residual noise ε 2 n , respectively, as follows:
where R s and R n are covariance matrices of the clean signal and the noise vector, respectively. Now, assuming R s and R n are provided, the linear estimator is obtained from
where σ 2 n is a positive constant. H is a stationary feasible point if it satisfies the gradient equation of the Lagrangian
where µ is the Lagrange multiplier. From (27,28), we obtain:
Now, let eigenvalue decomposition of R S be defined as follows:
where Λ S is a diagonal (2T +1)×(2T +1) matrix that contains clean signal covariance matrix eigenvalues and U contains its eigenvectors. U is called the inverse KLT and the unitary U T is called KLT. Substituting (33) into (32), we obtain
Assuming that noise is white, we can rewrite the estimator as
where
The signalŜ p = HX p is obtained by applying the KLT to the noisy signal. We conducted noisy speech recognition experiments using AURORA-2J database, which is a Japanese connected-digit string corpus. Two training conditions (crean condition/multicondition) and three testing sets (sets A/B/C) were defined by AURORA-2J.
The training data consists of 8440 utterances. The cleancondition training has acoustic models trained by clean speech only. Because a clean speech is not contaminated with the noise, the noise suppression methods is not applied to clean training data.
The multi-condition training has models trained by a corpus with both clean and noisy speech. In the multi-training set, speech data is contaminated with four kinds of noises by SNR in five variations (clean,20dB,15dB,10dB,5dB). The noise suppression methods are applied to the multi-training data as well as the test data.
The testing set A includes four different types of noise which were used in the multi-condition training, while the testing set B includes another four different types of noise not used in the multi condition training. The testing set C then includes noise types from both sets A and B, plus additional convolutional noise. Speech is analyzed using 25 ms frames with a shift of 10ms. Each word-based HMM had 18 states and 20 Gaussian mixture per state. The feature vectors consist of MFCC features (MFCC E D A) of dimension 39.
IV. SELECTION OF NOISE SUPPE RESSION METHODS

AUTOMATICAL LY
A. Potential of automatic selection of noise suppression
Yamada et al. [7] showed the effectiveness of the selection algorithms from various noise suppression methods and their combinations strongly depends on noise conditions. These methods were compared for each noise condition (the kind and the SNR of the noise), and the best recognition rate for the condition was manually selected. We define the accuracy of the target methods X m and accuracy of the baseline X b , respectively, as follows:
Tables II-IV show the recognition performance based on the manual selection. A, B, and C express to the test sets. The values in the table are means of the relative performance for all kinds of noises at SNR 20dB-0dB in the test set. Table I shows the word recognition acuracy based on a baseline system. Table II shows the relative performance of the manual selection in the clean training and the multi-training, and Table III shows the relative performance of a method(GMM-KLT), whose relative performance was the highest in clean training. Table IV shows the relative performance of the method (SS), whose relative performance was the highest in the multi-training. Comparing these performance, selecting the best method for each noise condition obtains the performance improvement than the case to apply the best single method. Table V shows noise condition of the training data. The speech data was contaminated with four kinds of noises by five variatious of SNRs. Thus there are 20 kinds of noise conditions in the training data. The best suppression method for each noise condition is applied to all the speech under each condition.
B. Speech recognition based on selection of automatic noise supperession methods
The suppression method applyed to a noisy speech is selected by using GMM. Figure 1 shows the procedure of the GMM training. In the experiments in the paper, we used first 10 frame of each speech file in AURORA-2J training data as the noise data. We gathered all the noise data of the noise conditions for which a certain suppression method works best and trained a GMM for the method using the noise data. In the recognition stage, the system applied the noise preceding to the utterance to the GMMs. After selecting one of the suppression methods corresponding to the GMM with maximum likelihood, we applied the method to the input speech and recognized it. We used GMMs with 64 diagonal covariance matrices. The first 10 frames of each speech data were used as the noise. Each noise feature consisted of 12 dimensional MFCC and a log energy. Figure 2 describes the procedure of the noise suppression using selection of noise suppression methods. In this figure, SS is selected as the best method. The advantage of this method is to be able to select an appropriate suppression method robustly even if the noise is unknown. GMM is trained only using the noises in the training data. Thus, the noise that does not exist in the training data is an unknown noises. We expect that the system selects the method for noises similar to the unknown one and the method is effective for the noise.
C. Iterative training of acoustic model 1) Iterative training:
The proposed method is for the noise suppression only by the front-end and we do not modify the back end expect the acoustic models. In clean training, only the test data is applied the suppression methods. Therefore, there is no modification on the acoustic models even if the front end applies a different method to each input speech. However, the acoustic models can be retrained by using the training data compensated by various suppression mehods in the multi-training. Retraining tends to lead the improvment of recognition performance, but the method appropriate for every noise condition may change. So we select the best suppression method for every noise condition and make GMM Fig. 1 . Training procedure of GMMs for selecting noise suppression methods for each noise condition again(strictly speaking, for every noise condition group). Then we can obtain new acoustic models from the training data applied the selected noise suppression method using the new GMMs. We iterate this procedure and stop it when all the correspondences between conditions and suppression methods are saturate. Figure 3 shows the procedure of the iterative training. First we uses an appropriate acoustic models (HMMs) as initial models. We conduct recognition experiments on training data for all the suppression methods with these HMMs, and then select a method with the best accuracy for each noise condition. GMM for each the suppression method is trained according to the recognition result. The recognition experiments conducted with these HMMs, and the best suppression method for each noise condition is selected again. If all the correspondences between noise conditions and the suppression method are same as the correspondense just before the last HMM training, the iteration terminates. If not, we conduct the above precedure again. V. EXPERIMENT We evaluated the method described in Section 4 on the AURORA-2J. Whole the noise suppression procedure is done in the front-end, so all methods are categorized as category 0 [2] .
2) Algorithm of iterative training:
A. Result of clean training
We evaluated three noise suppression methods: GMM-KLT, which was the best single suppression method among all, the proposed method, and the manual selection of suppression method for each noise condition (ideal result). The proposed method obtained the relative performance improvement of 67.7% as compared to the baseline, which was in proved by 3% compared to "GMM-KLT"(recognition accuracy of 67.7% from 64.7%). That is to say, we could obtain better performance with the proposed method than all the individed method included in the selection of the proposed method. Figure 4 shows the reslts in improvement relative to the baseline (result with our noise suppression method)
The improvement of the recognition accuracy of test set B speech contaminated with unknown noises is not inferior to the improvement of the recognition accuracy of test set A (speech contaminated with known noise). Therefore, we found that the proposed method could suppress not only known but also unknown noises robustly.
B. Result of multi training
We used the HMMs trained from the speech applied with "SVD-GMM", which is the best combination method for multi-conditional training among the 20 methods. The changes of the correspondenses between noise conditions and the suppression method decreseased as the process iterated and no change occured after the fifth iteration. Figure 5 shows the result of the acoustic models obtained at every iteration steps. The bars and the lines show the word accuracies and the performance relative to the baseline, respectively. The best performance were obtained by the HMMs trained at the fourth iteration. So. we used these HMMs for the comparison below. Compared with an initial model, the improvement of 0.8%(recognition accuracy of 89.6% from 88.8%) in word accuracy and the improvement of 5.4% in relative performance were obtained. SS gave the best relative performance among all individual methods in the multi-training. Figure 6 shows the recognition experiment results for SS, the proposal method, and the ideal method. The proposed method obtained the relative performance improvement of 30.5% as compared to the baseline. We also obtained the relative performance improvement of 2.9% from "SS"(recognition accuracy of 30.5% from 27.6%). So. the proposed method could obtain better relative performance than all the individual method worked well even for unknown noises from the result on test set B.
VI. CONCLUS ION
We proposed an automatic selection of noise suppression method using GMM corresponding to each noise suppression method. We also proposed an iterative training of HMMs and GMMs for multi-conditional training. We evaluated the proposed method using AURORA-2J Japanese noisy connected digit speech recognition task and reveraled that the method suppressed not only the known noises but also the unknown noises effectively.
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