Abstract
Introduction
Alterations in gene expression underlie all disease states, although until recently it was not possible to determine all gene activity in clinical samples. Recent advances in transcriptional profiling technology (microarrays) have made this a reality, but mining complex datasets for relevant insights is one of the major challenges in translational biology. The selection of genes most relevant to disease classification (biomarkers) is a challenging task in high dimension space such as microarrays, where the expression profile of thousands of genes is measured simultaneously. Biomarkers are typically selected by measuring the power of their expression profiles to discriminate between different disease states as well as their ability to provide useful diagnostic, mechanistic and prognostic information [1] . Biomarker discovery can be modelled as a feature selection problem that aims to find the most discriminating features (genes) for accurate disease classification.
Feature selection methods can be broadly categorized into filter and wrapper methods [2] . In filtering methods, a gene list is ranked according to pre-defined criteria, and the discriminatory power of each gene is considered separately. The most frequently used ranking criteria are: t-test, relative entropy, Bhattacharyya distance, Wilcoxon test and foldchange. Wrapper methods identify a small subset of r out of n features that minimize the classification error where n r  . As r may be predefined, a straightforward approach to select the best r features out of n is to try all possible combinations C where:
For example, if we want to select the most informative subset of 10 out of 100 genes with a minimum classification error (r=10, and n=100), then 13 
10
1.731 classification attempts are required. However, as genes assayed in a typical microarray experiment number in the tens of thousands, wrapper methods are very computationally-demanding even when using state-of-the-art algorithms such as branch and bound search, sequential forward/backward selection, or sequential forward/backward floating searching [3, 4, 5] . Although filtering methods are classifier-independent and fast compared to wrapper methods, their main deficiency is that each gene is examined individually and relationships between groups of genes are ignored. As consequence of being classifier-dependent and computationally-expensive wrapper methods are not widely used in biomarker discovery research, unlike filter methods, which have been extensively reported [2] .
Biologists have gone to great lengths in recent years to classify genes in the context of discrete biological processes (pathways) in order to facilitate the rational analysis of large and complex microarray expression datasets. This has generated a vast repository of biological information, which is curated in publicly-available databases. Classification has taken different forms, including categorizing genes according to narrowly-defined descriptive terms (cellular component, biological process and molecular function) by the Gene Ontology (GO) consortium [6] , or by grouping genes that act in concert to effect particular outcomes (cellular pathways), such as in the database maintained by the Kyoto Encyclopedia of Genes and Genomes (KEGG) [7] . Recently, methods to effectively interrogate microarray data in the context of pathways have emerged as enriching for coordinated groups of genes is more informative to biologists, compared to considering unsorted lists of genes whose expression changes in a pathological condition. [8] A number of sophisticated statistical methods are described in the literature to identify those processes whose constituent members showed a greater number of gene expression changes than would be expected by chance, including Fisher exact and Chi-squared tests [9] . Others methods, such as gene set enrichment analysis (GSEA) [10] and z-score [11] assign each pathway a statistical score representing its contribution to the phenotype under analysis. Tools such as GenMapp [12] , Gene-Sifter [13] , and Pathway Miner [14] use z-scores in evaluating either GO term or pathway enrichment (reviewed in [9] ). Until recently, the identification of biomarkers relied on correlating individual genes to specified clinical states or outcomes (for example event-free survival). However, several recent papers describe biomarker discovery methods that exploit pathway information. Guo et al [15] used an arithmetic mean and median of all the gene expression values in each category defined by GO to capture the activity of that category, represented as a vector. Rapaport et al [16] and Chen et al [17] relied on Principal Component Analysis (PCA) to summarize all genes in every pathway in a compact representation. Su et al [18] computed the log-likelihood ratio comparing different disease phenotypes based on the expression level of each gene. The activity of a given pathway was inferred by combining the log-likelihood ratios of the constituent genes. Tai et al [19] used all genes in a pathway with no transformation. Others, such as Chuang et al [20] and Hwang et al [21] applied a greedy search algorithm to find a subset(s) of discriminating genes in each pathway. Each subset of genes was then summarized using the mean [21] or sum of z-scores [20] . Although these approaches have demonstrated classification accuracies that are comparable to conventional gene selection algorithms, they are subject to the following limitations: 1) treating all pre-defined pathways or functional categories (GO terms) equally, regardless of their enrichment levels, results in the inclusion of pathways not relevant to the phenotype; 2) these methods treat all genes in a pathway equally, irrespective of gene expression levels and pathway topology; and 3) although summarizing a set of genes by one or more values such as mean, median, sum of log-likelihood ratio, or first principal component(s) of PCA might lead to satisfactory disease classification accuracy, they do not facilitate the identification of those genes germane to our understanding of disease pathogenesis.
Herein, we describe a gene selection method incorporating prior biological knowledge of biological pathways in order to identify groups of strongly-correlated genes able to accurately discriminate complex as well as simple pathological states. In addition to using static predefined pathways knowledge, our method is adaptive in the sense that it involves a pathways ranking process to identify the most relevant pathways perturbed in a given pathological state.
Methods

Enriching biological pathways by z-score
An overview of our method is shown in Figure 1 . A total of 108 signalling pathways, whose description files are written in KEGG mark-up language (KGML), were imported from KEGG into Matlab 7.10.0 in a logical structure. Raw microarray data were preprocessed using Robust Multiarray Averaging (RMA) as standard, and a simple fold-change value for each gene calculated. Every transcript was then tested for significance as follows: (2) Differentially-expressed genes are assigned absolute fold-change values upon achieving two criteria: the fold change must exceed a specified threshold h (we used 1.5 fold for all datasets in this study), and the p-value yielded by comparing expression values from replicated datasets using a simple t-test must be below a threshold p 1 (we used 0.05 throughout). Genes that may be active, but do not meet fold change or t-test criteria are assigned the value 1. A matrix of all expressed microarray genes values was mapped on to pathway structures before the top z-scoring pathways were identified.
The z-score is a standard statistical test under the hypergeometric distribution. It is used as a measure of relative pathway perturbation after superimposing microarray gene expression data on a curated pathway structure. The z-score value was calculated simply by subtracting the expected number of genes meeting the defined criteria from the total number of genes in the pathway, then dividing by the standard deviation of the total number of genes as follows: (3) Where:  N is the total number of expressed genes in the dataset.  R is the total number of significant genes meeting foldchange and t-test criteria.  n is the total number of expressed genes in a pathway p i .  r is the number of significant genes meeting the criteria (fc>= threshold, p-value < threshold) in the pathway p i
A positive value indicates that the pathway is likely to contribute to the phenotype as the number of constituent genes whose expression level changes is greater than that expected by a chance. After ranking pathways by z-score, all expressed genes contained within the top n pathways were combined in a group. Genes were sorted in descending order by fold change, and the first m genes where m= {2, 3,.., 25} were selected for disease classification.
Pathway-based principal component analysis (PCA)
PCA is used to reduce the number of variables in a space by transforming them into another space. We used this method to reduce the number of candidate genes selected from the top n pathways ranked by z-score into a smaller number of discriminating meta-genes. A built-in function in MatLab 7.9.0 was used for this purpose.
Evaluation of classification accuracy
Cross-validation was used to calculate classification accuracy (measured as % error rate, calculated from the number of misclassified samples) by repeatedly partitioning a given microarray data set into two subsets: the training subset and the test subset. K-fold cross-validation (k=10 in our experiments) is selected to partition datasets into k subsets. Training is performed on k-1 subsets and testing on the remaining subset. This process is repeated 10-times as each subset is taken to be a test set in turn (a leave one out method). Two of the most frequently used classifiers, K Nearest Neighbour [22] (KNN with K=1, i.e. 1-NN) and Support Vector Machine (SVM) [23] were selected for our experiments and applied using built-in functions in MatLab 7.9.0. These two classifiers perform in two distinct ways: KNN measures the distance (in this case the Euclidean distance) between a sample and all training samples to assign it the class of the closest neighbour. SVM uses the training samples to construct an N-dimensional hyperplane that separates the data into two categories, before assigning the test sample to one of these categories.
We tested three conditions. In the first, our Pathwaybased Differentially Expressed Genes (PDEGs) method was compared to five well-known feature ranking and selection algorithms: t-test, relative entropy (also known as KullbackLeibler distance or divergence), Bhattacharyya distance, Wilcoxon test, and fold-change (see [2] for a review of these approaches). The top m genes were selected for classification where m= {2, 3,.., 25}. In the second group of experiments, we considered classification accuracy when using genes identified from different pathways, either singly or in combination. Finally, we compared our PDEGs method to another pathway-based gene selection method (PCA).
Datasets
Acute Myeloid Leukaemia
Acute myeloid leukaemia (AML) is a malignancy of blood cells of the myelocytic lineage. Microarray studies have been used to identify gene expression changes that characterise AML cells in order to identify causative mechanisms and novel therapeutic targets. We re-analysed an Affymetrix GeneChip U133A dataset describing a comparison between normal haematopoietic cells isolated from 38 healthy donors and leukemic blasts from 26 AML patients [24] (GEO accession GSE9476 [25] ).
Psoriatic lesions
Psoriasis is a common skin condition arising from inappropriate keratinocyte activation leading to thickened, inflamed skin. Mechanisms of pathogenesis and the influence of potential immune mediators were investigated in a report using Affymetrix® whole genome U133 plus v2.0 arrays (GEO accession GSE14905, [25] ). Gene expression was profiled in 28 paired samples of lesional and nonlesional skin from psoriatic patients [26] .
Glioma
Glioma is a tumour arising from glial cells and a number of histological grades are described. We analysed Affymetrix Human Genome U133B Array data derived from 85 tumours: 26 grade III and 59 grade IV [27] (GEO accession GSE4412 [25] ).
Results and Discussion
PDEGs vs. other feature selection methods
For each of the three datasets, z-scoring produced a list of top-down ranked pathways. Tables 1, 2 and 3 present the top five impacted pathways in AML, psoriasis and glioma respectively. In these tables, r represents the number of significant (i.e. changing) genes in each pathway and n is the total number of expressed genes in each pathway. Figure 2 compares classification accuracies using genes derived from critical pathways to other feature selection methods. Figure 2A and Figure 2B compare classification accuracies based on KNN and SVM methods applied to the AML dataset, using between two and 25 genes. The method described herein outperformed the other selection methods. Moreover, this was achieved using a small number of strongly-correlated genes. For example, using just two genes (FHL2 and FCGR3A), our algorithm achieved a 3.1% classification error rate with both KNN and SVM methods, whereas the lowest error rates achieved by the other five methods using two genes only were 12.5% and 14% based on KNN and SVM respectively. Table 2 shows the top five scoring pathways in psoriasis and Figure 2C and Figure 2D compare classification accuracies achieved using KNN and SVM respectively. The two charts again show that our algorithm achieves better classification accuracy when compared to the five other feature selection methods. Notably, our method achieves perfect classification accuracy (i.e. a 0% error rate) using 15 and 11 genes based on KNN and SVM classifiers respectively. Furthermore, using two genes only (STAT1 and PPIF), the algorithm achieves a 3.5% classification error rate with either classifier, whereas the lowest error rates achieved by previous methods using two genes only are 8.9% and 7.1% using KNN and SVM respectively. Table 3 shows the top five glioma pathways ranked by z-score, and Figure 2E and Figure 2F compare classification accuracies as before. Once more, we achieved superior performance in comparison to the five feature selection methods. Using two genes only (SOCS3 and TGFB2), our algorithm achieves 14.1% and 10.5% classification error rates based on the two classifiers, whereas the lowest error rate achieved by the other five methods using two genes is 22.3%. Glioma represents a more complex classification problem compared to the previous two datasets, in which healthy and pathological states were compared. However, PDEGs method consistently outperforms existing methods. 
Improved accuracy by combining pathways
We went on to investigate the effect of combining several pathways towards identifying a more informative set of disease-correlated genes. The top five pathways ranked by z-scores were pooled and typical results of glioma classification are shown in Figure 3A (using the KNN classifier) and Figure 3B (using the SVM classifier). Figure 3 reveals a number of interesting observations. It is clear that combining pathways provides higher accuracy compared to single pathways. More importantly, even in the challenging glioma dataset, our method was able to achieve zero classification error based on SVM, whereas genes derived from the most informative single pathway achieved minimally a 9% error rate.
Comparison of pathway-based gene selection methods
We compared our PDEGs method to PCA. In both cases, gene lists were populated by all expressed genes in the top five pathways. In the PDEGs method, genes were ranked by fold-change and the top m genes were used for classification. Alternatively, the list of genes was transformed to m meta-genes by PCA before classification. In both methods, a different number of discriminating genes m={2,4,…,24} was selected for disease classification. Herein, we use the term meta-genes to emphasise the fact that PCA applies a transformation to the original genes. Critically, the DEGs method has an advantage over PCA in as much as it outputs a group of identifiable genes rather than an abstracted group of metagenes. Figure 5 compares the two methods using all the three sample datasets, based on KNN and SVM classifiers. Figure  5A and Figure 5B illustrates the superiority of PCA over the DEGs method in discriminating normal from AML blasts when using fewer than 18 genes with either classifier. Similarly, in the psoriasis dataset, PCA has a lower error rate when fewer than 11 genes were selected using KNN and 13 genes using SVM ( Figure 5C and Figure 5D ). Using a larger group of genes, the classification error rate increases when PCA is used and decreases when the DEGbased method is deployed. In the third dataset, grade III and grade IV glioma, it can be seen from Figure 5E and Figure  5F that PCA more effectively discriminates grade III from grade IV glioma compared to the DEGs method using KNN.
Performance is more comparable with SVM, particularly when the number of genes exceeds 12.
Conclusions
Traditionally, number of clinical indicators (for example patient age, white blood cell count etc) are used when a new case presents to provide the physician with insight into the possible natural history of the disease. Although this information may be important in stratifying therapeutic protocols, such indicators are limited at predicting, for example, the risk of metastatic disease in those with cancer. Molecular medicine has long promised the early identification of those individuals at risk of an aggressive disease course, and herein we describe a method to more effectively isolate clinically-relevant information from genetic data. We compared the ability of a novel gene selection method (using either pathway-based DEGs or PCA) to classify disease states in comparison to existing methods. We exploited prior knowledge of biological relationships to rank cellular processes perturbed in a microarray dataset in order to create a minimal set of discriminating genes. The DEGs method uses fold-change and t-test criteria to identify the most effective genes whose expression discriminates various conditions. PCA reduces the dimension of the gene candidates' space to generate a more informative list of discriminating meta-genes. This method is powerful when whole genome data is available, although the identification of a small subset of informative genes facilitates the development of relatively inexpensive diagnostic assays. Although both approaches provide increased discriminatory power compared to existing methods, we are in the process of developing DEG-based methods to isolate a minimal gene set able to provide costeffective and accurate cancer staging at diagnosis. This will ultimately lead to improved disease outcomes by informing the management of disease and facilitating individualised treatment. 
