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Abstrak— Teknologi pengenal suara (speech recognition) 
merupakan teknologi yang berkembang pesat dalam bidang 
kecerdasan buatan (artificial intelligent). Saat ini, teknologi 
pengenal suara menjadi hal yang komersil melalui berbagai 
media teknologi seperti smartphone dan komputer. Salah 
satu pembentuk struktur pengenal suara agar dapat bekerja 
pada perangkat tersebut adalah model statistik pengenal 
suara Hidden Markov Model (HMM). Penerapan HMM pada 
berbagai kasus menunjukkan bahwa model ini cocok dengan 
berbagai macam data. Tulisan ini merupakan sebuah 
tinjauan untuk model HMM yang bertujuan untuk 
memberikan gambaran dan pemahaman terhadap kinerja 
HMM melalui rangkuman sejumlah penelitian yang 
digunakan dalam berbagai data. Penerapan HMM tersebut 
menunjukkan optimalisasi kinerja HMM dan tinjauan 
terhadap sejumlah penelitian menunjukkan bahwa tingkat 
keberhasilan HMM dalam mengenali data mencapai 
71.43%. 
Kata kunci— Speech recognition, artificial intelligent, model 
statistik, hidden markov model, media teknologi 
I. PENDAHULUAN 
Automatic Speech Recognition (ASR) dibangun dari 
bemacam-macam model statistik yakni model Akustik, 
model Bahasa, model Leksikon dan model Hidden 
Markov. Model Hidden Markov atau dikenal dengan 
Hidden Markov Model (HMM) adalah model yang umum 
digunakan untuk menyelesaikan berbagai kesulitan dalam 
pengenalan suara [1]. Keluaran HMM adalah sekuens dari 
simbol atau kuantitas, dimana sebuah sinyal dari 
pengucapan bisa dilihat seperti piecewise stationary signal 
atau short-time stationary signal [2]. HMM dikenal dapat 
diujikan secara otomatis, sederhana dan secara komputasi 
layak untuk digunakan[3],[4].  
Tinjauan tentang kinerja HMM menjadi tujuan tulisan 
ini dijabarkan. Sejumlah alasan HMM digunakan, 
tergambar pada berbagai penelitian yang telah dilakukan 
hingga sekarang. Pada penelitian [5], HMM membantu 
mengenali emosi manusia melalui suara. Percakapan yang 
diubah menjadi teks dan sebaliknya, merupakan hasil 
penggunaan HMM dengan program dinamik [6] dan 
kombinasi HMM dengan beberapa sinyal audio [7]. HMM 
juga sangat membantu dalam pengenalan suara di bidang 
akademik dan industri sejak tahun 2012 [8], [9], [10] serta 
mengenali wajah [11]. 
Pada beberapa penelitian yang membutuhkan database 
suara dengan jumlah besar, HMM sering dikombinasikan 
atau digabungkan dengan model atau algoritma berbeda 
untuk memperoleh hasil suara yang lebih jelas dan 
dipahami. Penelitian [12] memperlihatkan bagaimana 
HMM dikembangkan yang disebut dengan utterance. 
Utterance adalah pengucapan satu kata, beberapa kata, 
kalimat bahkan beberapa kalimat. Artinya, kemungkinan 
HMM dapat bekerja lebih baik bila digabungkan dengan 
metode atau model atau algoritma lainnya.  
Selain itu, HMM juga dapat mendeteksi berbagai 
kegiatan dalam dunia bisnis, seperti fraud [13], perkiraan 
harga minyak mentah [14], dan prediksi peluang kenaikan 
harga saham [15].  Tidak hanya itu, HMM turut 
membantu menghasilkan penelitian yang mampu 
mendeteksi noise saat HMM beroperasi [16] dan 
mengubah nilai threshold seperti teta [17]. 
II. MATERI DAN METODE PENELITIAN 
A. Unsur dan Arsitektur HMM 
HMM merupakan pengembangan dari teorema Bayes 
dan proses Markov [18]. HMM bertujuan untuk 
menentukan atau merepresentasikan parameter (state) 
tersembunyi berdasarkan sejumlah data observasi yang 
ada. Penerapan ASR melalui model HMM menjadi dasar 
berkembangnya HMM pada berbagai kasus pengenalan 
suara. Secara umum, model HMM memiliki unsur-unsur 
sebagai berikut [19]:  
1)  N:  yaitu jumlah state dalam model. Secara umum 
state saling terhubung satu dengan yang lain, dan suatu 
state bisa mencapai semua state yang lain dan sebaliknya 
(disebut model ergodic). Namun hal tersebut tidak mutlak, 
terdapat kondisi lain dimana suatu state hanya bisa 
berputar ke diri sendiri dan berpindah ke satu state 
berikutnya, hal ini bergantung pada implementasi dari 
model. 
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2)  M:  yaitu jumlah observasi simbol secara unik pada 
tiap state, misalnya: karakter dalam alfabet, dimana state 
adalah huruf dalam kata.  
3)  State Transition Probability: yaitu kemungkinan 
perubahan kata dengan ketentuan A= {aij} 
4)  Observation Symbol Probability pada State:  yaitu 
kegiatan observasi pada kemungkinan perubahan setiap 
state j, B={bj(k)} 
5)  Initial State Distribution:  yaitu inisialisasi state 
yang telah didistribusikan π = { πi} 
Dengan memberikan nilai pada N, M, A, B, dan π, HMM 
dapat digunakan sebagai generator untuk menghasilkan 
urutan observasi.  
HMM sangat berpotensi untuk dikembangkan sesuai 
dengan kasus pengenalan suara yang hendak dibangun 
[12]. Hal ini dikarenakan HMM memiliki framework yang 
dibagun dari unsur matematis, mudah diterapkan dan 







Gambar. 1 Arsitektur HMM 
Gambar 1 menunjukkan bahwa arsitektur umum HMM 
yang terdiri dari arbitrary variable yang mampu 
menerima sejumlah nilai. Artinya, HMM merupakan 
model yang mudah dimodifikasi. 
Semua kasus ASR yang menggunakan HMM 
membentuk suatu diagram kerja yang menggambarkan 
sistematika HMM. Gambar 2 merupakan arsitektur HMM 













Gambar. 2 Arsitektur HMM berdasarkan prinsip pengenal suara 
Berdasarkan Gambar 2, unsur HMM terletak pada blok 
feature extraction dimana setiap kata atau ucapan yang 
ditangkap, dikenali terlebih dulu sebelum diubah ke teks 
yang dikenali. 
B. Konsep Kerangka Pemikiran 
Tulisan dalam bentuk tinjauan kasus ini disusun 
menggunakan metode penelitian Systematic Mapping 
Study karena metode ini sesuai dengan penelitian yang 
berbasis tinjauan kasus. Adapun konsep yang dibangun 
untuk memperoleh kesimpulan yang diinginkan, terdapat 
















Gambar. 3 Konsep kerangka pemikiran 
Langkah awal studi dilakukan melalui pemilihan 
referensi yang bersesuaian dengan topik pembahasan 
yakni ASR dan HMM. Ruang lingkup yang dibahas 
adalah berbagai macam kasus yang menggunakan HMM, 
termasuk pengembangannya. Referensi terpilih dikaji dan 
disimpulkan. Hasilnya berupa klasifikasi dari temuan 
sesuai topik. Diharapkan hasil tersebut menjadi informasi 
yang bermanfaat bagi pengguna dalam memahami kinerja, 
khususnya HMM. 
III. HASIL DAN ANALISIS 
HMM telah diterapkan pada bermacam- macam kasus. 
Tidak sedikit pula pengembangan dan modifikasi terhadap 
HMM dilakukan. Data uji umumnya diambil dari database 
yang disiapkan peneliti karena umumnya speech 
recognizer mempunyai kemampuan terbatas untuk 
mengenali kata yang diujikan. Berikut dijabarkan berbagai 
hasil penelitian yang menerapkan HMM dalam konsep 
ASR yang terangkum dalam Tabel 1 dan 2. 
TABEL I 




































































p(t-1) p(t) p(t+1) 
q(t-1) q(t) P(t+1) 
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Speech to text 
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Tabel 1 dan 2 memperlihatkan hasil sebagian penelitian 
menggunakan HMM yang dijadikan referensi dalam 
tulisan ini. Berdasarkan analisis terhadap 21 penelitian 
yang dipilih, peneliti menilai bahwa HMM dapat 
diklasifikasikan ke dalam tiga bidang penerapan, seperti 
terdapat pada Tabel 3. 
TABEL III 
BIDANG PENERAPAN HMM 
Bidang Penelitian (nomor) 
Pendidikan 2, 3, 4, 22, 30, 32, 36, 37 
Ekonomi 23, 25 
Bisnis dan Industri 6, 19, 24, 26, 27, 28, 29, 
31, 33, 34, 35 
 
Penerapan HMM di bidang pendidikan lebih banyak 
mengarah pada pengenalan bahasa. HMM pada ekonomi 
digunakan untuk mendeteksi kecurangan perbankan, 
sedangkan bidang industri dan bisnis, HMM lebih 
ditujukan kepada aplikasi yang memiliki nilai komersil.   
Untuk melihat tingkat keberhasilan eksekusi HMM, 
terdapat pada Tabel 4. 
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Penerapan Jumlah Berhasil 
Tingkat 
Keberhasilan 
Pendidikan 8 4 50% 
Ekonomi 2 2 100% 
Bisnis dan Industri 11 9 81,82% 
Total 21 15 71,43% 
 
Berdasarkan Tabel 4, penerapan HMM pada bidang 
pendidikan serta bisnis dan industri, memiliki peluang 
yang besar untuk dikembangkan, sedangkan untuk 
penerapan HMM di bidang ekonomi memiliki tingkat 
keberhasilan yang sempurna. Secara keseluruhan, 
keberhasilan HMM dalam mendeteksi atau mengenali 
data mencapai 71,43%. Capaian tersebut dapat terus 
ditingkatkan melalui penelitian dalam bentuk prediksi dan 
klasifikasi. Hal ini juga membuktikan bahwa HMM  
merupakan bagian dari data mining dan soft computing 
[38] yang mudah dikembangkan ke semua bidang 
pekerjaan.   
IV. KESIMPULAN 
Hidden Markov Model (HMM) merupakan model 
speech recognition yang sangat fleksibel. Struktur yang 
komputasi memungkinkan perubahan nilai yang dapat 
disesuaikan dengan permasalahan. Kesesuaian faktor 
pendukung seperti kriteria masalah, ukuran data, jumlah 
data, jarak data, metode atau algoritma kombinasi, sangat 
menentukan ketepatan pengenalan data baik berupa suara, 
teks ataupun gambar oleh HMM. Hasil penelitian 
menunjukkan bahwa tidak semua kasus dapat diselesaikan 
dengan sempurna oleh HMM. Namun pengujian dengan 
HMM dalam tulisan ini memperlihatkan tingkat 
keberhasilan hingga 71,43%.  
Pengukuran statistik sangat mendominasi analisis hasil 
HMM. Hal ini memungkinkan HMM dikembangkan ke 
arah kombinasi dengan metode klasifikasi dalam data 
mining. Klasifikasi memang sudah terbentuk, namun 
secara fundamental dan konsep, belum menghasilkan 
sebuah model yang sesuai. Tulisan ini diharapkan dapat 
memberikan dan menambah informasi tentang kinerja 
HMM secara luas untuk memudahkan pemahaman dan 
pengembangan penelitian di masa yang akan datang. 
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