ABSTRACT Integrating hashing into collaborative filtering (CF) has been a promising solution to address the efficiency problem of large-scale recommender systems, i.e., hashing users and items into binary codes and then making recommendations in Hamming space. However, most of the existing hashing methods for CF solely focus on modeling the user-item similarity (a.k.a. preference) but omit the user-user and item-item similarities, which cannot well preserve the original geometry in the vector space. Another tough issue is how to effectively tackle the encoding loss from the continuous vector space to the discrete Hamming space. In this paper, we propose a neural binary representation (NBR) learning approach by combining hashing with a neural network for the large-scale CF tasks. Our NBR problem is formulated as a Hamming similarity loss plus two anchor smoothing terms, which jointly preserve the intrinsic user-item, user-user, and item-item similarities. To compensate the encoding loss introduced by hashing, the anchors for users and items are pre-learned using both user-item interactions and the side-information of users and items through an AutoEncoder model. In particular, to solve the NBR problem, we develop a computationally efficient algorithm, which learns the binary codes in a fast bit-by-bit way and achieves less quantization deviation than the conventional CF hashing schemes. The extensive experiments on three benchmarks validate the superiority of our NBR approach in comparison to the state-of-the-art CF hashing methods.
I. INTRODUCTION
With the boom of Web services such as YouTube, WeChat and Taobao, recommender systems [1] play a growing important role in helping us to filter the massive, complex and dynamic online information. However, the sharply increasing scales of users and items within such Web service platforms make the task of recommendation more challenging than it used to be. Therefore, how to design a high-efficient recommender system scaling well with the large numbers of users and items has aroused a wide concern from both academia and industry.
Collaborative Filtering (CF) [2] , more specifically, Matrix Factorization (MF) [3] , has been demonstrated to achieve the state-of-the-art performance in various recommendation tasks [4] - [6] . Such a method embeds both users and items into a shared latent space, and then the preference of users
The associate editor coordinating the review of this manuscript and approving it for publication was Fabio Gasparetti. over items can be estimated by inner products between the corresponding user and item vectors. In this way, the task of recommendation by CF can be viewed as a similarity search problem, i.e. looking for the top-k similar items which are queried by a given user. When the number of users/items reaches a certain quantity, the efficiency of similarity search will become a serious bottleneck in the real-world recommendation systems.
Hashing technique is a promising solution to the problem of fast similarity search from massive datasets [7] . Through hashing, data points are encoded in the form of binary codes that preserve the original affinities among data points, so that the similarity search can be efficiently completed in the Hamming space. Recently there have emerged a few tentative studies [8] - [12] which apply hashing to CF towards efficient recommendations. Those works mainly concentrate on modeling the user-item similarity, but ignore the user-user and item-item similarities. Such methods oversimplify the data geometry in the original vector space, leading to a large encoding loss from the continuous vector space to the discrete Hamming space. Moreover, little is known in how to offset the encoding loss from continuous space to discrete space. As a result, the inaccurate binary codes will degenerate the recommendation performance.
Meanwhile, a surge of efforts have been made in utilizing neural representation learning (or deep learning) [13] to improve the recommendation quality [14] . Those mentioned techniques have the capability in learning features with multiple levels of abstraction from the heterogeneous data which are often mixed by the user-item interactions and the abundant side-information of users and items. Some recent works along this direction [15] - [19] make recommendations based solely on deep learning, while others integrate deep learning with traditional CF [20] - [23] . Despite these achievements, to our best knowledge, there has no comprehensive work on the neural binary representation learning towards efficient recommendations.
In this paper, we intend to address the aforementioned challenges, by proposing a Neural Binary Representation (NBR) learning approach based on a preliminary work [24] . Towards the large-scale CF tasks, our NBR combines the idea of hashing for compact representation with the idea of neural networks for abstract representation. The NBR problem is formulated as a Hamming similarity loss plus two anchor smoothing terms to preserve user-item, user-user and item-item similarities simultaneously. Furthermore, the anchors for users and items are pre-learned from the user-item interactions in conjunction with the side-information of users and items through an AutoEncoder model. Particularly, we devise a bit-wise gradient descend algorithm to solve the NBR problem, which splits a multi-dimensional optimization problem into a series of one-dimensional optimization problems and thus converges fast. We summarize the main contributions of this work in three folds:
• To reduce the encoding loss of CF hashing, we propose a neural binary codes learning approach to fine model the original data geometry of the continuous vector space, which combines the idea of hashing for compact representation with idea of neural network for heterogeneous features fusion.
• An efficient algorithm is exploited to solve the proposed problem. Different from the popularly used ''two-stage'' schemes, our algorithm puts the code learning and quantization stages together and updates the codes bit-by-bit, thus, it has lower time complexity.
• Through extensive experiments on three real-world datasets, we demonstrate that the proposed algorithm consistently outperforms the state-of-the-art CF hashing methods.
The rest of this paper is organized as follows. The related work is briefly surveyed in Section II. Then our proposed NBR approach is elaborated in Section III. The corresponding solution of NBR is introduced in Section IV. Experimental evaluations and discussions are presented in Section V, and the concluding remarks are in Section VI.
II. RELATED WORK
We give a brief review of the related work from four dimensions: the general hashing methods, the CF hashing methods, the neural CF and the side-information based CF methods.
A. HASHING METHODS
Hashing has been recognized to accomplish highly efficient storage and search for big data. It is a widely used approach to solve the problem of efficient similarity search [7] , aiming at transforming the high-dimensional data into low-dimensional discrete hash codes. Roughly speaking, hashing algorithms can be grouped into two categories: the data-independent hashing methods [25] - [28] , and the data-dependent hashing methods(a.k.a. learning to hashing) [29] - [32] . Due to the exploitation of latent information of data, learning to hash achieves better performance than data-independent methods in general and it has been widely applied in various information retrieval tasks [33] - [40] . Beyond information retrieval, in this paper, we are interested in applying hashing to CF towards efficient recommendations.
B. HASHING BASED CF METHODS
CF hashing aims at improving the efficiency of recommendation tasks. As one of the pioneer works, CF-Budget [8] directly utilizes the local sensitive hashing (LSH) based on an item-sharing similarity to generate binary codes for Google news and users. It is essentially a data-independent hashing manner with the purpose of reducing the storage cost. Zhou and Zha [9] propose the first real sense of CF hashing method which formulates the CF hashing problem via presenting a Hamming similarity loss and solving the formulation by relaxing the discrete optimization. In particular, they adopt the iterative quantization (ITQ) technique to derive binary codes from rotated continuous representations of users and items, which could make it achieve a 110 times prediction speedup. Zhang et al. [11] hold the view that the inner product is not a suitable measure for binary codes. They utilize the cosine similarity between users and items in formulation first, and then quantize the relaxed representations via thresholding the magnitudes and phases respectively. In essence, such methods mentioned above are the ''two-stage'' learning scheme that firstly relax the discrete optimization problem to the continuous space and then quantize the results which are solved from the relaxed problem. As mentioned before, such a ''two-stage'' scheme inevitably introduces extra quantization errors into the binary encoding process. To this end, Zhang et al. [12] propose a discrete CF hashing algorithm that can directly solve the discrete optimization problem rather than relaxed solution, thus, it yields more high-quality codes. Despite these success, most of the existing CF hashing methods oversimplify the original data geometry and suffer VOLUME 7, 2019 from a large encoding loss which is a major challenge we try to tackle in this paper.
C. NEURAL CF METHODS
Neural networks aim at learning representations of data with multiple levels of abstraction, in either supervised or unsupervised setting [13] . Due to its excellent capability in capturing the intricate relationships within the mixed data source consisting of user-item interactions as well as their side-information such as the social connections among users and the textual/visual information around items, various neural network models including Multilayer Perceptron (MLP), AutoEncoder, Convolutional Neural Network (CNN), Recurrent Neural Network (RNN) are frequently applied into recommender systems [14] - [23] , [41] .
AutoEncoder is an unsupervised model that attempts to reconstruct its input data in the output layer, thus, it is more flexible than the supervised models in the practical recommendation tasks. There are two general ways for applying AutoEncoder into recommender systems: 1) employing AutoEncoder to learn lower-dimensional representations at the bottleneck layer [42] , [43] ; and 2) filling blanks of rating matrix directly in the reconstruction layer [16] , [44] , [45] . Different from the existing AutoEncoder based recommendation methods, in this work, we treat AutoEncoder as a feature abstractor which exploits both user-item interactions and the side-information of users/items to pre-learn the anchor representations that are further used to constrain the binary codes learning.
D. SIDE-INFORMATION BASED CF METHODS
Besides the user-item interactions, there exists rich side-information around users and items, which is useful to improve the recommendation accuracy [46] . The popularly used side-information includes the attributes of users and items [47] , the geo-tag information [5] or visual information [23] , [48] , [49] of items, the social networks among users [6] , [50] - [53] , and the textual reviews [22] , [54] - [57] produced by users on items. However, most of the existing side-information based CF methods concentrate on learning the real-valued representations for users/items and little attention is paid on the recommendation efficiency when exploring various side-information for CF. Differently, we try to take both effectiveness and efficiency of CF into consideration when side-information is available.
III. THE PROPOSED NBR APPROACH
In this section, we start with some necessary preliminaries, then illustrate the formulation of our NBR method. For clarity, we present the important notations throughout this paper in Table 1 .
A. PRELIMINARIES
Denote the sets of users and items U = {u 1 , · · · , u m } and I = {i 1 , · · · , i n }, where m and n are the numbers of users and items. The interaction between U and I forms a User-Item (UI) matrix R ∈ [0, 1] m×n whose element r ui denotes the preference (rating) of user u on item i. 1 For a given UI matrix R, the essential purpose of CF is to factorize R into two latent factor matrices P ∈ R f ×m and Q ∈ R f ×n for users and items, where f min{m, n} is the factor dimension, and R = P T Q is anticipated to recovery the observed ratings as well as predict the unobserved ones. By doing so, both users and items are embedded into a joint latent vector space, where the user-item similarity (or preference) can be calculated by inner product between user and item vectors. Formally, let p u ∈ R f and q i ∈ R f be the user and item factor vectors, which actually correspond to the u-th column of P and the i-th column of Q respectively. Subsequently, the preference of user u on item i can be estimated byr ui = p T u q i . A typical objective of the CF problem is defined as arg min
where is a set composed of the observed entries' indices, and λ > 0 is a hyper-parameter. More details about CF techniques based on matrix factorization can be found in [3] . In this way, a recommendation task naturally falls into a similarity search problem. Concretely, given a ''query'' user p u , we recommend items by ranking the predicted ratings Q T p u ∈ R n . When n is large, however, such a similarity search will become an efficiency bottleneck for recommender systems. To this end, we will study the scheme of executing similarity search in the Hamming space in the next subsection.
B. PROBLEM FORMULATION
Our NBR approach is designed based on an key intuition that the binary codes learned from the Hamming space should preserve the original data geometry in the vector space as much as possible.
f ×n be the f -length user and item binary codes respectively, and the problem of NBR can be formulated as arg min
where L, S and R respectively denote the loss, smoothness and regularization term, and we separately explain them as follows.
At first, the loss term is defined as a squared loss between the observed ratings and the reconstructed ones
where
is the Hamming similarity between b u and d i , which is same with [9] .
Next, the smoothness term S is designed to preserve the user-user and item-item similarities in the original vector space, i.e.,
where W U uv (or W I ij ) is the similarity between user u and v (or item i and j) which is measured in the original vector space, and N u (or N i ) is the set of nearest neighbors of the user u (or item i). Note that a nearest neighbor search in the vector space is required by (4), which may be time-consuming when the number of users/items is large. Hence, we expect to find some anchors to approximate the similar users or items. Each of the anchors represents a group of similar users/items. Towards this end, we run K-means on users and items separately and choose the centroid of each cluster as the anchor of a few users/items within the same cluster. As a result, S can be redefined as
where a U u ∈ R f and a I i ∈ R f are the anchors of user u and item i. In this way, we replace the K NN search with a K -means clustering procedure, which successfully reduces the complexity of S from square to sub-linear.
Last but not least, the regularization term is defined as
The effect of (6) is to balance the binary codes, which could make each bit of the codes has equal chance to be 1 or −1.
Putting everything together, the final objective of the NBR is given as arg min
where α 1 , β 1 and λ are several hyperparameters. The loss term is to model the user-item similarity, and the anchor smoothness term is to preserve the user-user and item-item similarities. By the joint action of the loss and the anchor smoothness terms, the learned binary codes can maintain the original geometry in the vector space as much as possible.
Note that the selection of anchors for users and items is fundamental to our NBR approach. A direct manner is to run K-means clustering on the original representations of users and items (i.e., rows and columns of the UI matrix), however, it is challenging to cluster data points in such high-dimensional and sparse feature spaces. Hence, we will discuss how to learn more reliable representations for users and items to facilitate the clustering on them in the next subsection.
C. ABSTRACT REPRESENTATION LEARNING FOR USERS AND ITEMS
In essence, MF can be regarded as a representation learning technique. We can get the low-dimensional latent representations {p u } m u=1 and {q i } n i=1 for users and items by solving (1). However, such latent representations are learned from pure UI matrix. Besides, there exists a lot of side-information of users and items, e.g., in the MovieLens datasets, the movie genres are available. We can explore such information to further enhance the representations of users and items.
For the items (movies), we can easily use the movie genres to construct auxiliary representations for them. The process is illustrated in Fig. 1 , we first construct a vocabulary of K genres V = {v 1 , · · · , v K }, then, each item can be represented by a Bag-of-Genres(BoG) q i = [q i1 , · · · , q iK ] T whose element q ik = 1 if a genre v k is tagged on item i, otherwise q ik = 0. For the users, 2 we can link the users with the movie genres through the UI matrix, and employ similar method to build auxiliary representations for users. As shown in Fig. 2, FIGURE 1 . The illustration of deriving auxiliary features for items. To amplify the important aspects of representations and suppress the irrelevant variations, we conduct the feature transforming on [p u ; p u ] and [q i ; q i ] through AutoEncoders which reconstruct the input data in the output layers and their bottleneck layers are always regarded as the transformed representations of the inputs. Concretely, we construct two AutoEncoder Representation Learning (ARL) models for user and item separately, both of which are with the same neural network architecture that is illustrated in Fig. 3 . Take the item for instance, given [q i ; q i ], the reconstruction is defined as
where f (·) and g(·) are the activation functions, θ = {W I , V I , s I , b I } are the parameters. The objective is formulated as arg min
whereλ > 0 is a hyper parameter. Such an objective can be optimized by the resilient propagation algorithm which converges faster and produces comparable results. After the ARL training stage, we treat the hidden-layer outputs as the enhanced representations for items, i.e., g(V I [q i ; q i ] + s I ). Likewise, we can also train another ARL for users, and get the corresponding enhanced representations for users g(V U [p u ; p u ] + s U ).
IV. SOLUTION
It is noteworthy that our NBR problem is defined in the hamming space, which makes the problem difficult to be solved. A popular solution is the ''two-stage'' scheme which first relaxes the problem by discarding the discrete constraints and then quantifies the real-valued solutions to derive binary codes. Differently, aiming at decreasing the quantization deviations and speeding up the binary codes learning. We expect that the quantization stage could be integrated into the optimization process, and the binary codes could be generated bit-by-bit. Concretely, we first relax the solution space from {±1} f to [−1, +1] f , and then embed the quantization stage into a dimension-wise gradient descend process. In each iteration, we only need to solve an one-dimension optimization problem. We directly apply sgn(·) function to derive one bit of the code. In this way, each bit of the binary code is optimized independently, thus, the accumulated quantization deviations among different bits can be effectively avoided. In appearance, such a process is similar to the discrete optimization [12] , [58] , so we term it as the Discretization-like Bit-wise Gradient Descend (DBGD) algorithm. In essence, DBGD is a coordinate-style solution that converges very fast.
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DBGD is summarized in Algorithm 1. Note that we initialize b u and d i by solving the regular MF problem in (1), hoping to speed up the algorithm convergence.
V. EXPERIMENTS
In this section, we first introduce some essential experimental settings, and then demonstrate and analyze the experimental results of the proposed approach in comparison to the stateof-the-art CF hashing methods.
A. EXPERIMENTAL SETUPS
We adopt three real-world datasets to evaluate the performance of our proposed method, the statistics of which are described by Table 2 . For each dataset, we select 80% of ratings for training and the remaining 20% for testing. For each dataset, we randomly generate 5 splits and report the averaged performance.
In experiments, we treat movie genres and movie tags as the side-information for items. However, there is no more useful side-information for users. MovieLens datasets' movie genres are selected from the following 18 genres: ''Action, Adventure, Animation, Children, Comedy, Crime, Documentary, Drama, Fantasy, Film-Noir, Horror, Musical, Mystery, Romance, Sci-Fi, Thriller, War, and Western''. Because Douban dataset only contains the ratings, we cannot inject more additional information, therefore, we only use the ratings for learning in Douban dataset.
We aim at evaluating whether the users' preferences to items are accurately preserved in the binary codes. Recently, a lot of studies [59] , [60] treat the recommendation problem as a learning to rank problem. Considering this, we choose the Normalized Discounted Cumulative Gain (NDCG) [61] as our evaluation metric, which focuses on whether the obtained binary codes can accurately preserve the original relevance orders of items for different users. In details, we exclude the ratings used for training and only use the testing data to calculate NDCG@10. We set the code length within {10, 15, 20, 25, 30, 35}. Furthermore, in order to evaluate the performance of using binary codes for recommending top-K items, we apply the same precision evaluation metric in [9] . In details, for each user, his/her nearest neighbor items (i.e. the Hamming distance between user codes and item codes is less than a threshold) are retrieved, and then the precision of the relevant items whose ratings equal to 5 in the retrieved item set is calculated. We term this metric as the Po5 in short.
We compare our NBR approach with several baselines and the state-of-the-art CF hashing methods:
This is a classic CF algorithm, which learns user and item real-valued latent representations in Euclidean space. We utilize MF to show the performance gap between real-valued and binary representations.
• MFB: This is the MF results with median binary quantization. We use this method to show the performance degradation due to the quantization.
• BCCF [9] : This is a ''two-stage'' CF hashing method. At the relaxation stage, it imposes a balanced code regularization; at the quantization stage, it applies different quantization methods to the real-valued user and item features.
• PPH [11] : This is another ''two-stage'' CF hashing method. At the relaxation stage, it adopts a hashing-friendly cosine similarity to replace the inner product which is widely used by MF methods for the purpose of preference preserving; at the quantization stage, it respectively quantizes the latent representations into (f-2)-bit phase codes and 2-bit magnitude codes.
• DCF [12] : Different from BCCF and PPH, this is a discrete method to CF hashing. It directly tackles a discrete optimization problem, subject to the de-correlated and balanced constraints, for seeking informative and compact binary codes for user and items.
• BCFE [24] : This is a preliminary work of our NBR approach that is a transitional method between the ''twostage'' and discrete methods. It also relaxes the formulation, yet packs the feature learning and quantization processes within a unified framework. • LSHCF: This is a LSH-based data-independent CF method. We directly apply LSH to the original UI rating matrix to obtain the binary codes for users and items. Moreover, to verify whether each component used by NBR is useful or not, a series of degenerate variants of NBR are also included in the comparisons:
• NBRn: This method is a degenerate variant of NBR. The difference between NBRn and NBR is that the former does not use the anchor smoothness terms.
• NBRv: This variant applies the same formulation with NBR, but removes the concatenation of auxiliary information when abstracting the anchors.
• BR: This variant is almost same with NBR, but the anchors are derived only by MF rather than ARL.
• NBR-GD: This variant also applies the same formulation with NBR, but NBR-GD employs a regular GD solution to the relaxed formulation at first, then it followed by a median binary quantization.
• NBR-KNN & NBR-Anchor: These two variants are very similar to NBR. Concretely, NBR-KNN uses KNN to deal with the user-user and item-item similarities, while NBR-Anchor utilizes anchor strategy to accelerate the similarity calculation. We employ regular GD solution to both of them. For fairness, we utilize median quantization for all ''twostage'' approaches. The parameters are turned by 5-fold cross validation and grid search technique. We set the parameters α 1 = 10, β 1 = 3.5, α 2 = 5.5, β 2 = 3.5, λ = 0.002 for the three datasets. The suitable user and item cluster centroids are (25, 50) , (46, 62) , (35, 100) for the MovieLens100k, MovieLens-1M and Douban datasets separately. For the ARL network setting, we set the activation functions f (·) and g(·) as tanh(·) and identity function respectively. We take the Adam to optimize ARL model.
B. RESULT ANALYSIS 1) COMPARISON WITH THE STATE-OF-THE-ART METHODS
We firstly compare NBR with several the state-of-the-art CF hashing methods, i.e. BCCF, PPH, DCF, BCFE, and LSHCF. The corresponding quantitative results in terms of NDCG@10 and Po5 are shown in Fig. 4 and Table 3 respectively. Several observations can be drawn from the experimental results.
At first, all the data-dependent CF hashing methods (BCCF, PPH, DCF, BCFE and NBR) outperform the data-independent LSHCF method, which is consistent with the observations from the information retrieval domain. Second, the performances of PPH and DCF fluctuate significantly in different datasets. One possible reason is that both of them only model the user-item similarity and ignore the user-user and item-item similarities, which makes such a scheme unstable to different datasets. In contrast, the performances of BCFE and NBR are more stable on all three datasets because of their finer modeling on the geometrical structure dwelling in datasets. Furthermore, NBR and BCFE achieve much better performance than others, which demonstrates the effectiveness of the proposed smoothing mechanism. Finally, by comparing NBR with BCFE, the performance of NBR is always better than BCFE, which validates the usefulness of the side-information to binary codes learning.
2) IMPACT OF ANCHOR STRATEGY
In order to show the efficiency of anchor strategy, we compare NBR with its two variants NBR-KNN and NBR-Anchor. The training time cost and NDCG@10 performance are shown in Fig. 5 . From Fig. 5 (a) , we can see that the anchor strategy could significantly accelerate the training time by about 3-6 times and the boost ratio will become larger with the growth of the code length. Also, as illustrated by Fig. 5  (b) , although we utilize anchors to approximate the similar users and items, the NDCG@10 values of NBR-KNN and NBR-Anchor are nearly same. In some special code length, NBR-Anchor even better than NBR-KNN, which may due to the noise effect of the KNN computation. All of these results indicate that our anchor strategy can significantly improves the training efficiency, meanwhile, the anchors would not affect the accuracy in essence.
To further verify whether the anchor smoothness term is useful or not, we compare the performances of our NBR approach with its degenerate variant NBRn. The NDCG@10 and Po5 performance on three datasets are shown in Fig. 6 and Table 4 respectively. As can be seen, the performance of NBR is much better than NBRn on all datasets, which verifies the usefulness of the anchors. Even so, NBRn still achieves better performance than BCCF. Note that NBRn and BCCF are with the same formulation. The unique difference between them is that NBRn integrates the quantization stage into optimization while BCCF applies a traditional ''two-stage'' solution, which indirectly verifies the effectiveness of our DBGD solution.
3) IMPACT OF ABSTRACT REPRESENTATION AND AUXILIARY CODING
In order to demonstrate the advantage of the abstract representations and auxiliary coding, we compare the performances of our NBR approach with its variant BR and NBRv. Fig. 7 and Table 5 show the NDCG@10 and Po5 performances of these three methods on different datasets. Note that Douban does not have any side-information, therefore, we only compare NBR with BR on it. As we can see from the results, NBR significantly outperforms BR, which confirms the usefulness of the abstract representations that could capture more potential relationships in the original space. Compared with NBRv on MovieLens datasets, we find that there still has an obvious improvement, which verifies the exploitation of side-information is beneficial to the binary codes learning.
4) COMPARISON WITH REAL-VALUED REPRESENTATION
We compare our NBR with the regular MF and MFB to show the performance gap between real-valued features and binary codes. As shown in Fig. 8 , it is not surprising that the real-valued representation has better performance which is due to its better express ability. However, if we simply VOLUME 7, 2019 FIGURE 7. The NDCG@10 performance of NBR compared with its two variants (using different representations), separately evaluated on MovieLens-100k, MovieLens-1M and Douban datasets. quantize MF results to binary codes (MFB), there has a significantly performance degradation, which is due to the quantization loss caused by ''two-stage'' learning scheme. In contrast, our NBR achieves much better performance than MFB, which verifies the effectiveness of the anchor smoothness as well as the DBGD optimization algorithm in offsetting the binary encoding loss.
5) COMPARISON WITH DIFFERENT OPTIMIZATION SOLUTIONS
In order to illustrate the superiority of the DBGD optimization solution to (7), we compare the performance of our NBR approach with its variant NBR-GD and the discrete method DCF. Fig. 9 and Table 6 show the NDCG@10 and Po5 performances of these three methods on different datasets. We find that NBR significantly outperforms NBR-GD and DCF. A main reason is that NBR derives each bit of binary codes independently, which introduces less quantization deviation than NBR-GD. In addition, both NBR and NBR-GD achieve better performance than DCF, which again demonstrates the importance of finer modeling on the data geometry.
6) IMPACT OF HYPERPARAMETERS
At last, we investigate the impact of the hyperparameters. We report the performance of NBR measured by NDCG@10 with respect to different numbers of user/item cluster centroids and different values of other parameters (α 1 , β 1 ) in Fig. 10 and Fig. 11 . We can see that in the 3D plot, it has a highest point on the surface which could make NBR perform better. From Fig. 10 , it can be seen that the performance of NBR first increases and then decreases in most cases. All of the results indicate that the proper values of the tradeoff parameters and a good number of user/item cluster centroids can enhance the learning process and improve the accuracy of learned binary codes. 
7) EFFICIENCY STUDY
After demonstrating the superior recommendation performance of the proposed method, we further study its efficiency on the MovieLens-100K dataset (with ''10-bit'' code length), and show the results in Table 7 and Fig. 12 . Here, we compare the efficiency of our NBR with the state-ofthe-art methods including BCCF, PPH, and DCF. In order to observe the quantitative improvement of our DBGD algorithm in comparison to the traditional ''two-stage'' solution to CF hashing problem, we also include NBR-GD and BCFE in the efficiency comparison. From Fig. 12 , we can see that the convergency curves of BCFE, DCF and NBR drop much faster, which indicates that our DBGD algorithm is as efficient as the discrete optimization solution and both of VOLUME 7, 2019 them are much more efficient than NBR-GD, BCCF and PPH which utilize regular GD solution. Moreover, NBR is a little faster than DCF, which is due to that the SVD processing in DCF is more complicated and time-consuming. Finally, the efficiency of NBR and BCFE are almost the same, but no matter we consider the ranking quality (NDCG@10) or the recommendation precision (Po5), NBR is much better.
VI. CONCLUSIONS
In this paper, we have proposed a Neural Binary Representation (NBR) learning approach for making large-scale recommendations efficiently. In sharp contrast to the existing CF hashing methods which solely focus on modeling the user-item similarity, our NBR approach also takes the user-user and item-item similarities into account by imposing anchor smoothing on the binary codes learning, in order to preserve the original geometry in the vector space as much as possible. To discover reliable anchors, we further proposed to utilize AutoEncoder to learn the abstract representations for users and items from the mixtures of user-item interactions and their side-information. Furthermore, we devise a Discretization-like Bit-wise Gradient Descend (DBGD) algorithm for higher accuracy and faster convergence. Extensive experiments demonstrate that our NBR approach could achieve better performance than several the state-of-the-arts and it has better convergence and stability as well.
As moving forward, we are going to study more complex architecture of deep neural networks to exploit more different kinds of side-information as well as to find better anchor representations. Moreover, as indicated by [62] , providing explainable recommendation is essential in improving the users' experience. Hence, the visualization of the recommendation results for users is another interest issue to be explored in the future. 
