Algorithmic Information Theory [9, 7] uses various measures of descriptional complexity to define and study various classes of ''algorithmically random'' finite strings or infinite sequences. This theory, based on the existence of a universal Turing machine (of various types), is very elegant and has produced many important results, as one can see from the latest monographs on the subject [17, 14] .
a b s t r a c t
In this paper we develop a version of Algorithmic Information Theory (AIT) based on finite transducers instead of Turing machines; the complexity induced is called finite-state complexity. In spite of the fact that the Universality Theorem (true for Turing machines) is false for finite transducers, the Invariance Theorem holds true for finite-state complexity. We construct a class of finite-state complexities based on various enumerations of the set of finite transducers. In contrast with descriptional complexities (plain, prefix-free) from AIT, finite-state complexity is computable and there is no a priori upper bound for the number of states used for minimal descriptions of arbitrary strings. Upper and lower bounds for the finite-state complexity of arbitrary strings, and for strings of particular types, are given and incompressible strings are studied.
Computations with finite transducers are used in [13] for the definition of finite-state dimension of infinite sequences. The NFA-complexity of a string [10] can be defined in terms of finite transducers that are called in [10] ''NFAs with advice''; the main problem with this approach is that NFAs used for compression can always be assumed to have only one state.
In this paper we define the finite-state complexity of a finite string x in terms of an enumeration of finite transducers and the input strings used by transducers which output x.
The main obstacle in developing a version of AIT based on finite transducers is the non-existence of a universal finite transducer (Theorem 3.1). To overcome this negative result we show that the set of finite transducers can be enumerated by a computable (even a regular) set (Theorems 2.1 and 2.2), and, based on this, we prove the Invariance Theorem (Theorem 3.2) for finite-state complexity. The finite-state complexity is computable and examples of finite-state complexities of some strings are presented.
Our notation is standard [4, 7] . If X is a finite set then X ε and for any q ∈ Q and i ∈ {0, 1} there exists a unique q ′ ∈ Q and v ∈ {0, 1} * such that (q, i, v, q ′ ) is a transition of T . The set of transitions of a deterministic sequential transducer is fully represented by a function ∆ : Q × {0, 1} → Q × {0, 1} * .
(
For a transducer all states are considered to be final. Hence a transducer can be given by a triple (Q , q 0 , ∆) where ∆ is as in (1) .
Let π 1 (respectively, π 2 ) denote the projection from Q × {0, 1} * to Q (respectively, to {0, 1} * ). In details, the function T : {0, 1} * → {0, 1} * computed by the transducer (Q , q 0 , ∆) is defined by T (ε) = ε, T (xa) = T (x) · µ(δ(q 0 , x), a), where δ(q, a) = π 1 (∆(q, a)), µ(q, a) = π 2 (∆(q, a)), q ∈ Q , x ∈ {0, 1} * , a ∈ {0, 1}. Here the extension of δ,δ : Q × {0, 1} * → Q is defined by settingδ(q, ε) = q,δ(q, xa) = δ(δ(q, x), a), q ∈ Q , x ∈ {0, 1} * .
Sometimes we use · to denote the concatenation of strings; that is the concatenation of strings x and y can be denoted either as xy or x · y.
Regular enumerations of transducers
We use binary strings to encode transducers and prove that the set of all legal encodings of transducers is a computable, in some cases even regular, language. We encode a transducer by listing for each state q and input symbol a ∈ {0, 1} the output and target state corresponding to the pair (q, a), that is, ∆(q, a). Thus, the encoding of a transducer is a list of (encodings of) states and output strings.
By bin(i) we denote the binary representation of i ≥ 1. Note that for all i ≥ 1, bin(i) always begins with 1; bin(1) = 1, bin(2) = 10, bin(3) = 11, . . .; by string(i) we denote the binary string obtained by removing the leading 1 from bin(i), i.e. bin(i)
. . , m, we use the following functions producing self-delimiting versions of their inputs (see [7] ): v Ď = v 1 0v 2 0 · · · v m−1 0v m 1 and v = (1v) Ď , where is the negation morphism given by 0 = 1, 1 = 0. It is seen that |v Ď | = 2|v|, and |v | = 2|v| + 2.
In Table 1 we present the encodings of the first binary strings.
Consider a transducer T with the set of states Q = {1, . . . , n}. The transition function ∆ of T (as in (1)) is encoded by a binary string
where ∆(j, k) = (i 2j−1+k mod n, string(i
. . , n, k ∈ {0, 1}. We denote by m mod n the smallest positive integer congruent with m modulo n.
The transducer T encoded by σ is called T S 0 σ , where S 0 is the set of all strings (2) where 1 ≤ bin(i j ) ≤ n for all j = 1, . . . , 2n.
1 In (2) we use i t instead of i t mod n in order to guarantee that the set of legal encodings of all transducers is regular, cf. Theorem 2.1. ε   00  2  2  10  1001  0  0110  4  3  11  1011  1  0100  4  4  100  100001  00  011110  6  5  101  100011  01  011100  6  6  110  101001  10  010110  6  7  111  101011  11  010100  6  8  1000  10000001  000 
The languages X and Y are regular, hence S 0 is regular by (3).
The claim (a) follows from (2) . For (b) we note that in view of the construction it is clear that every string σ ∈ S 0 has a unique factorisation of the form σ = (2) . First assume that x s ̸ = ε. There are two possibilities depending on s being odd or even. If Table 2 . The first example is the smallest transducer; the last example is the identity transducer.
The encoding used in Theorem 2.1 is regular but not too compact as the pair (i, string(j)) is coded by bin(i) Ď · string(j) , a string of length 2(Log(i) + Log(j)) + 4.
By using the encoding
we obtain a more compact one. Indeed, instead of Table 1 use the encoding in Table 3 , where
and the pair (i, string(j)) is coded by bin
By iterating the formula (4) we can indefinitely improve almost everywhere the encoding of the pairs (i, string(j)) obtaining more and more efficient variants of Theorem 2.1. for every transducer T one can compute a code σ ∈ S n such that T = T S n σ , (c) the difference in length between the encodings of the pair (i, string(j)) according to S n and S n+1 tends to ∞ with n.
Finite-state complexity
Transducers are used to ''define'' or ''represent'' strings in the following way. First we fix a computable set S as in Based on the above, we define the finite-state complexity (with respect to the enumeration S) of a string x ∈ {0, 1} * by the formula: 
Comment 3.2.
In analogy with AIT one could define the conditional finite-state complexity of a string x relative to a string p as the smallest encoding length of a transducer that on input p outputs x. We leave the study of conditional finite-state complexity to a future paper.
How ''objective'' is the above definition? First, finite-state complexity depends on the enumeration S; if S and S ′ are encodings then C S ′ = f (CS ), for some computable function f .
Secondly, finite-state complexity is defined as an analogue of the complexity used in AIT, whose objectivity is given by the Invariance Theorem, which in turn relies essentially on the Universality Theorem [7] . Using the existence of a universal (prefix-free) Turing machine one can obtain a complexity which is optimal up to an additive constant (the constant ''encapsulates'' the size of this universal machine). For this reason the complexity does not need to explicitly include the size of the universal machine. In sharp contrast, the finite-state complexity has to count the size of the transducer as part of the encoding length, 2 but can be more lax in working with the pair (σ , p). The reason for this is that there is no ''universal'' transducer; still, the Invariance Theorem holds true.
Thirdly, our proposal does not define just one finite-state complexity, but a class of ''finite-state complexities'' (depending on the underlying enumeration of transducers). At this stage we do not have a reasonable ''invariance'' result relating every pair of complexities in this class. In the theory of left-computable ε-randomness [8] , the difference between two prefix complexities induced by different ε-universal prefix-free Turing machines can be arbitrarily large. In the same way here it is possible to construct two enumerations S ′ , S ′′ satisfying Theorem 2.2 such that the difference between C S ′ and C S ′′ is arbitrarily large.
Below we establish in a slightly more general way that no finite generalised transducer can simulate a transducer on a given input-not an unexpected result. For this we note the following two lemmas, and also that the pair (σ , w) can be uniquely encoded into the string σ Ď w.
Lemma 3.1 ([4], Corollary 6.2). Any rational relation can be realised by a transducer where the transitions are a subset of
Q × (X ∪ {ε}) × (Y ∪ {ε}) × Q .
Lemma 3.2. For any functional generalised transducer T there exists a constant M T such that every prefix of an accepting computation of T that consumes input x ∈ {0, 1}
+ produces an output of length at most M T · |x|.
Proof. The statement follows from the observation that no functional generalised transducer can have a cycle where all transitions have input label ε. σ ∈ S and w ∈ {0, 1} * , U(σ
Proof. For the sake of contradiction assume that U exists and without loss of generality we assume that the transitions of U are in the normal form of Lemma 3.1. Let M U be the corresponding constant given by Lemma 3.2.
Let σ i ∈ S, i ≥ 1, be the encoding of the single-state transducer where the two self-loops are labeled by 0/0 i and 1/ε, i.e.
Let D i be an accepting computation of U that corresponds to the input σ i
Let q i be the state of U that occurs in the computation D i immediately after consuming the prefix σ i Ď of the input. Since U is in the normal form of Lemma 3.1, q i is defined. 
The last inequality follows from the definition of the function g. Hence the output produced by the computation D is longer
correctly. For the rest of this section we fix an enumeration S satisfying Theorem 2.2. In spite of the negative result stated in Theorem 3.1 the Invariance Theorem from AIT is true for C . To this aim we define the complexity associated with a transducer T S σ by we have: In Tables 4 and 5 we present a few initial values of C S 0 and C S 1 , respectively. ''Complementary'' strings are omitted. A plot containing the values of C S 0 and C S 1 appears in Fig. 1 . [3, 15] .) Tables 4 and 5   Table 4 Finite-state complexity (w.r.t. S 0 ) of all strings in lexicographic order from ε to 01111.
Conjecture 3.2. The computational complexity of testing whether the finite-state complexity of a string x is less or equal to n is in NP; it is open whether this decision problem is NP-hard. (See also
(0000, ε) 
Quantitative estimates
Here we establish basic upper and lower bounds for the finite-state complexity of arbitrary strings, as well as for strings of particular types. For the rest of this section we use the enumeration S 0 and we write T σ and C instead of T S 0 σ and C S 0 .
Proof. It is sufficient to establish that
where α is a constant.
For the upper bound we note that 0 
Using a more detailed analysis, the upper and lower bounds of (5) could be moved closer to each other. Because the precise multiplicative constants depend on the particular enumeration S 0 , it may not be very important to try to improve the values of the multiplicative constants. The argument used to establish the lower bound in (5) gives directly the following:
Recall that H denotes the prefix-complexity in AIT [7] . The bounds (5) 
In Corollary 4.3 we require only that α is independent of x, that is, the value α could depend on the transducer T . As in Theorem 4.1 we get estimations for the finite-state complexity of powers of a string.
Proposition 4.1. For u ∈ {0, 1} * and n ≫ |u|,
where α is a constant independent of u and n.
Proof. Let T be the single state transducer with two self-loops labeled, respectively, by 0/u 
Note that, when encoding self-loops, the state name is not part of the encoding and a self-loop with output string w contributes 2|w| + 2 to the length of the encoding. The claim follows from the upper bounds for y and z.
The upper bound (6) is useful only when n is larger than |u| 2 because using a single state transducer with self-loop 0/u we get an upper bound C (u n ) ≤ 2 · |u| + n + α, with α constant. 
Corollary 4.4.
We have: C (0
Proof. The lower bound follows from Corollary 4.1. The string 0 n 1 n has description
n⌉ and T is the transducer given in Fig. 2 . Note that unlike the construction used in Theorem 4.1, the transducer in Fig. 2 begins by outputting strings 0
. This is done in order to guarantee that z 1 can be chosen to be at least 1 also when n is a perfect square.
Comment 4.1. From Corollary 4.4 we note that the finite-state complexity of 0 n 1 n is within a constant factor of its automatic complexity, as defined in [22] . This can be viewed merely as a coincidence since the two descriptional complexity measures are essentially different and have, in general, very different upper and lower bounds. For example, the automatic complexity of 0 n is constant (independent of n), while, in line with AIT, the finite-state complexity of 0 n is not constant, as we shave
The following result gives an upper bound for finite-state complexity of the catenation of two strings. 
Proposition 4.2. For any
It remains to verify that the size of the encoding of W is, roughly, at most four times the size of T plus the size of R. First assume that (*) the states of W could have the same length encodings as the encodings used for states in T and R.
We note that the part of W simulating the computation of T has simply doubled the number of states and for the new states of Q ′ T the outgoing transitions have edge labels of minimal length (0/ε and 1/ε). An additional increase in the length of the encoding occurs because each self-loop of T is replaced in W by two transitions that are not self-loops. It is easy to establish, using induction on the number of states of T , that if all states of T are reachable from the start state and T has t non-self-loop transitions, the number of self-loops in T is at most t + 2.
Thus, by the above observations with the assumption (*), C (xy) The proof of Proposition 4.2 relies on an estimation that the part of the transducer W simulating the computation of R has an encoding at most 4 times the size of the encoding of R. The additional increase is caused by the complication that each self-loop is simulated by two non-self-loops and the encoding of transitions that are not self-loops needs to include the state names. Using a more detailed analysis the constant 4 could likely be improved.
It is known that deterministic transducers are closed under composition [4] , that is, for transducers T δ and T γ there exists The composition of T γ and T δ is computed by a transducer
* is defined by setting for q ∈ Q , p ∈ P, a ∈ {0, 1},
The number of states of T σ is upper bounded by |δ| · |γ |. 4 An individual output of T σ consists of the output produced by T δ when it reads an output produced by one transition of T γ (via the extended function∆). Thus, the length of the output produced by an individual transition of T σ can be upper bounded by |δ| · |γ |. These observations imply that
The above estimate was obtained simply by combining the worst-case upper bound for the size of the encoding of the states of T σ and the worst-case length of individual outputs of the transducers T δ and T γ . The worst-case examples for these two bounds are naturally very different, as the latter corresponds to a situation where the encoding of individual outputs 'contributes' a large part of the strings δ and γ . The overall upper bound could be somewhat improved using a more detailed analysis.
Comment 4.2.
Intuitively, the following property would probably seem natural or desirable. If u is a prefix of v, then C (u) ≤ C (v) + α where α is a constant independent of u and v. However, the finite-state complexity of v does not, at least not directly, give an upper bound for the finite-state complexity of prefixes of v because the minimal description of v may involve a transducer where an individual transition t produces a very long output, and there seems no straightforward way to replace a prefix of the last application of t without increasing the length of the encoding by a nonconstant amount.
Open problem 4.1. Obtain a reasonable upper bound for C (u) in terms of C (v) when u is a prefix of v.
Incompressibility and lower bounds
As in the case of incompressibility in AIT we define a string x to be finite-state i-compressible 
Grammar-based compression of a string x may result in exponential savings compared to the length of x. Comparing this to Corollary 4.1, we note that the size of the smallest grammar generating a given string may be exponentially smaller than the finite-state complexity of the string. Conversely, any string x can be generated by a grammar with size O(C (x)). 
Proof. The construction outlined in [10] for simulating an ''NFA with advice'' by a grammar is similar. For the sake of completeness we include here a construction.
Assume x is encoded as a transducer-string pair (T σ , p), where p = p 1 · · · p n , p i ∈ {0, 1}. The initial nonterminal of the grammar G x has a production with right side (p 1 ,
where s i j is the state of T σ reached by the transducer after consuming the input string p 1 · · · p j−1 , 1 ≤ j ≤ n. After this the rules for nonterminals (p i , s) simply simulate the output produced by T σ in state s on input p i . 4 Strictly speaking, this could be multiplied by (log log |δ|)·(log log |γ |) log |δ|·log |γ | to give a better estimate.
Let Q be the set of states of T σ and, as usual, denote the set of transitions by ∆ : Q × {0, 1} → Q × {0, 1} * . The size of G x , that is the sum of the lengths of right sides of the productions of G x , is size(G x ) = |p| + − q∈Q ,i∈{0,1} |π 2 (∆(q, i))|.
Note that size(G x ) is defined simply as the sum of lengths of productions of G x while C (x) uses a binary encoding of a transducer T . In cases where minimal representations use transducers with fixed length outputs for individual transitions and large numbers of states, size(G x ) is less than a constant times C (x) · (log C (x)) −1 .
A binary de Bruijn word of order r ≥ 1 is a string w of length 2 r + r − 1 over alphabet {0, 1} such that any binary string of length r occurs as a substring of w (exactly once). It is well known that de Bruijn words of any order exist, and have an explicit construction [11, 23] . Proof. It is known that any grammar generating a de Bruijn string of order r has size Ω( 2 r r ) [2] . Grammars generating a singleton language are called string chains in [2] , see also [12] . The claim follows by Lemma 5.2. 
Conclusion
In this paper we have developed the first steps of a variant of AIT based on finite transducers. The finite-state complexity, central to the new theory, is computable and satisfies a strong form of Invariance Theorem. In contrast with descriptional complexities from AIT, there is no a priori upper bound for the number of states used for minimal descriptions of arbitrary strings.
We have studied finite-state complexity from a theoretical point of view. In some sense the compression capabilities of finite transducers are weak, as indicated by the fact that the complexity of unary strings of length n is Θ( √ n). It remains to be seen whether this complexity measure could be useful in applications, as has been the case for grammar based compression.
Some open questions have been discussed throughout the paper. There are many possible continuations; for example, it will be interesting to check whether finite-state random strings are Borel normal [7] . A natural extension of the work could consider an analogous descriptional complexity measure based on two-way finite transducers and its relationship to the current measure.
