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Abstract 
Automated Model Extraction Rules take as input requirements (in natural language) to 
generate domain models. Despite the existing work on these rules, there is a lack of 
evaluations in industrial settings. To address this gap, we conduct an evaluation in an 
industrial context, reporting the extraction rules that are triggered to create a model from 
requirements and their frequency. We also assess the performance in terms of recall, precision 
and F-measure of the generated model compared to the models created by domain experts of 
our industrial partner.  Results enable us to identify new research directions to push forward 
automated model extraction rules: the inclusion of new knowledge sources as input for the 
extraction rules, and the development of specific experiments to evaluate the understanding of 
the generated models. 
Keywords: Conceptual Models, Natural Language Requirements, Model Extraction. 
1. Introduction  
Software requirements specifications are prevalently expressed using Natural Language (NL) 
[13]. The transition from requirements expressed in NL to a domain model is an important 
step to obtain a precise and analyzable specification [20]. Automated model extraction from 
NL requirements has been studied for a long time, with a large body of literature already 
existing in the area such as [7], [8], [11], [14], [18], [21].  
 Automated model extraction applies model extraction rules. Nevertheless, crucial aspects 
about the existing Automated Model Extraction Rules (AMER) remain under-explored such 
as the AMER that are triggered to build a domain model, and the differences between the 
model generated by applying the AMER and the models generated by domain experts for a 
given NL requirements specification. These differences can be accentuated in many industrial 
situations [4]. 
 However, the large majority of existing work on model extraction is evaluated over 
exemplars and in artificial settings. Evaluations on model extraction in real settings remain 
scarce. This work, which is conducted in an industrial context, takes a step towards 
addressing this gap by assessing the performance of the AMER. This allows us to evaluate 
whether the result obtained from the AMER is closer to the results obtained from the domain 
experts. 
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 In this work, we design a process made up of four steps in order to compare the model 
generated according to the AMER with the models generated by the domain experts of our 
industrial partner, which is a worldwide provider of railway solutions. First, the NL 
requirements specification is taken as input to generate a model by applying the AMER. 
Second, each of the domain experts of our industrial partner takes as input the requirements 
specification to generate a model aligned with the given NL requirements specification. Third, 
Natural Language Processing (NLP) techniques (e.g., Parts-Of-Speech Tagging and root 
reduction) are applied to homogenize the words used in both the model generated according 
to the AMER and the model generated by the domain experts. Finally, we obtain as results 
both a report with the occurrences of each AMER triggered by the requirements, and a report 
with the performance measurement in terms of precision, recall and F-measure values. 
 Our results show that 10 of 18 AMER are triggered, providing insights about the rules 
that are capable of deriving a model from NL requirements in realistic settings. 
Moreover, our results of performance show an average value of 78.75% in terms of recall and 
75.55% in terms of precision. Furthermore, results enable us to identify new research 
directions to push forward the AMER: It is necessary to consider new knowledge sources that 
can play the role of tacit knowledge, and it is necessary to perform specific experiments to 
evaluate the understanding of models generated by the AMER.  
 The paper is structured as follows: Section 2 provides the required background on the 
AMER. Section 3 describes our process. Section 4 shows the results, and Section 5 presents a 
discussion of the results. Section 6 deals with the threats to validity. Section 7 summarizes the 
works related to this paper. Finally, Section 8 concludes the paper. 
2. Background 
Automated extraction of software models from NL requirements has been widely studied [5], 
[15], [18], [21]. In [5], the authors summarize the literature on model extraction from 
unrestricted NL requirements and identify a set of extraction rules. These AMER are shown 
in Figure 1. These AMER are organized into four categories based on the nature of the 
information they extract: concepts, associations and generalizations, cardinalities, and 
attributes. These categories are defined as follows: 
 
• Concepts are the items in the real world that the domain experts are trying to 
discover for building a domain model. 
 
• Associations and generalizations describe a naturally occurring relationship 
between specific concepts. 
 
• Cardinalities are measures of the number of links between one concept and another 
concept in a relationship. 
 
• Attributes are defined as descriptive pieces of information about concepts. 
 
 The above AMER have two limitations: (1) they do not cover link paths [2], these rules 
enable the extraction of relations between concepts that are only indirectly related, and (2) 
they do not fully exploit the results from NLP tools, these tools provide detailed information 
about the dependencies between different segments of sentences. 
 
 There is a large body of literature about the automated extraction of models from NL 
requirements, the large majority of existing work on model extraction is evaluated over no 
real environments. Thus, there is a need to conduct evaluations in industrial contexts. For this 
reason, our work aims to cover the lack of evaluations to analyze the models generated from 
requirements specifications written in NL in real contexts. Our aim is to compare the models 
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Figure 1. Automated Model Extraction Rules. 
3. Process 
In order to compare the model generated according to the AMER with the models generated 
by the domain experts, we design a process made up of four steps, marked I-IV in Figure 2. 
First, the requirements specification in NL is taken as input to generate a model by applying 
the AMER. Second, the domain experts take as input the requirements specification to 
generate a model for each domain expert. Third, NLP techniques (e.g., Parts-Of-Speech 
Tagging and root reduction) are applied to homogenize the words used in both the model 
generated according to the AMER and the model generated by the domain experts. Finally, 
we obtain as results both a report with the occurrences of each extraction rule triggered by the 
requirements, and a report with the performance measurement in terms of precision and recall 
values by comparing the natural language processed model obtained from the AMER with the 
natural language processed model obtained from each domain expert. 
3.1. Model generated by the AMER  
To generate the model by applying the AMER (see Figure 1) it is necessary to provide as 
input a requirements specification. In this work, the requirements specification provided as 
input was stated by a domain expert, who is not involved in this paper. The requirements 
specification is made up of four requirements, which have an average length of 28 words. In 
general, requirements are expressed using NL text in a large number of software projects, and 
the railway domain is no exception [16]. NL is used to specify requirements due to its high 







All NPs in the requirements 
are candidate concepts. 
Recurring NPs are concepts.
Subjects in the requirements 
are concepts. 
Objects in the requirements 
are concepts. 
Gerunds in the requirements 
are concepts. 
Requirement in Fig. 3:: PLC, 
and pantograph
Requirement in Fig. 3:: 
pantograph
Requirement in Fig. 3:: PLC
“The PLC changes the 
pantograph”:: pantograph 








Transitive verbs are 
associations.
A verb with a preposition is 
an association.
<R> in a requirement of the 
form “<R> of <A> is <B> is 
likely to be an association.
“contain”, “include”, […] 
suggest aggregations / 
compositions.
“is a”, “may be”, “kind of”, 
[…] suggest generalizations.
Requirement in Fig. 3::
“The signal is sent to PLC”::
“The control of the doors is 
PLC”::
“The PLC contains a circuit”:: 
“The door may be automatic 












If the source concept of an 
association is plural / has a 
universal quantifier and the 
target concept has a unique  
existencial quantifier, then 
the association is many-to-
one.
An explicit number before a 
concept suggests a 
cardinality
“All arriving trains shall 










“identified by”, “recognized 
by”, “has”, [..] suggest 
attributes.
Genetive cases suggest 
attributes.
The adjective of an 
adjectivally modified NP 
suggests an attribute.
An intransitive verb with an 
adverb suggests an attribute.
“A door is identified by the 
door id”:: Door id is an 
attibute of Door.
Door’s side:: Side is an 
attribute of Door.
“large train”:: Size is an 
attribute of Train
“The train arrives in the 
morning at 10 AM”:: Arrival 
time is an attribute of Train.
* 1
If the source concept of an 
association is singular and 
the target concept is plural / 
quantified by a define 
article, then the association 
is one-to-many.




If the source concept of an 
association is singular and 
the target concept is singular 
then the association is one-
to-one.
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Figure 2. Process overview. 
 In the requirements, we identify the units of interest that are noun phrases and verbs. A 
noun phrase (NP) is a unit that can be the subject or the object of a verb. A verb (VB) appears 
in a verb phrase (VP) alongside any direct or indirect objects, but not the subject. Verbs can 
have auxiliaries and modifiers (typically adverbs) associated with them. After the NPs and 
VBs are identified, we find grammatical dependencies between individual words in a 
sentence, e.g., the subject and the object. Finally, we apply the AMER shown in Figure 1, 
which are organized in four categories (concepts, associations and generalizations, 
cardinalities, and attributes), in order to construct the model. The model obtained as a result of 
applying the AMER to the requirements specification has 67 elements. 
 The upper part of Figure 3 shows an example of a simplified requirement in which the 
main units of interest to apply the AMER are highlighted (e.g., nouns and verbs), whereas the 
lower part of Figure 3 shows the model obtained as a result of applying the AMER. 
 
 
Figure 3. Example of model generation by applying the AMER. 
3.2. Models generated by domain experts 
To generate models by domain experts, this step involved 19 domain experts from our 
industrial partner. They are experts in developing software and requirements. In their daily 
work, these experts develop software from requirements. They have spent a mean of 6.65 
years working as software engineers. The domain experts stated that they spent a mean of 
3.36 hours per day interpreting requirements. 
 We involved 19 domain experts rather than one because it would not be fair to consider 
only one domain expert as the oracle (the ground truth). According to the literature [12], [22], 
several different solutions (models) can be provided for the same problem (requirements 
specification). Hence, we compare the model generated by several domain experts with the 
model generated by the AMER. This comparison will allow us to evaluate whether the result 
of the AMER is close to some of the models generated by the domain experts. In addition, we 
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the existing gap of obtaining results in an industrial context (the large majority of existing 
work on model extraction is evaluated over samples or artificial settings). 
 In this step, each domain expert had to interpret each of the requirements in NL provided 
as input. As a result of this interpretation, the subjects had to build a software model that 
captures all the ideas articulated in the requirements. To avoid a possible ceiling effect, there 
was no time limit in interpreting requirements. As a result of this step, 19 different software 
models were obtained. These models required an average of 62 minutes to be built and they 
have an average of 72.94 elements. The requirements and the software models generated by 
domain experts are available at http://svit.usj.es/requerimentinfluenceexperiment. 
3.3. Natural Language Processing 
Once the models generated by the AMER and the models generated by domain experts are 
obtained, we apply to them NLP techniques to homogenize the words used in the models with 
the aim of comparing them. 
 The whole compendium of NLP techniques used in this work are syntactical analysis, 
root reduction, and human in the loop as follows: 
1) Syntactical Analysis. Syntactical Analysis (SA) techniques split the words used in the 
models, analyzing the specific roles of each one of them and determining their 
grammatical load. In other words, these techniques determine the grammatical function of 
each word (e.g.: nouns, verbs, adjectives, adverbs, etc.). These techniques, often referred 
to as Parts-Of-Speech Tagging (POS Tagging) techniques allow engineers to implement 
filters for words that fulfill specific grammatical roles in a sentence, usually opting for 
nouns, since these words are the ones that carry the relevant information about 
descriptions of features and actions [6]. Words like verbs, adverbs, and adjectives are 
often filtered out and disregarded. For example, some of the POS Tagged Tokens 
obtained as outcome of syntactically analyzing a model are the nouns PLC, seconds, 
button and doors; and the verbs pushed and close. 
2) Root Reduction. Through the usage of semantic techniques such as Lemmatizing, words 
can be reduced to their semantic roots or lemmas. Thanks to lemmas, the language of the 
models is unified, avoiding verb tenses, noun plurals, and strange word forms that 
interfere negatively with the comparison process. Prior to carrying out Root Reduction 
(RR) techniques, it is imperative to use SA techniques, due to the fact that RR techniques 
are based on word dictionaries that are built upon the grammatical role of words in a 
sentence. The unification of the language semantics is an evolution over pure syntactical 
role filtering that allows for a more advanced filtering of words in models. For example, 
some of the Root-Reduced tokens obtained as outcome of the previously POS Tagged 
tokens are the nouns PLC, second, button and door; and the verbs push and close. 
3) Human-In-The-Loop. The inclusion of domain experts is a widely discussed topic 
within the SE community since it is often regarded as beneficial to have some sort of 
domain knowledge embedded. Some of the techniques derived from humans are Domain 
Terms Extraction, Stopwords Removal and Equivalence of Terms. In order to carry out 
these techniques, domain experts provide three separate lists of terms: one list of terms 
(both single-word terms and multiple-word terms) that belong to the domain and that 
must be always kept for analysis, a list of irrelevant words that can appear throughout the 
models and that have no value whatsoever for the analysis, and a list of words that are 
equivalent and can be unified in models. Both kinds of terms can be automatically filtered 
in or out of the final query, depending on the needs of the domain experts. For example, 
the domain experts provide the word door as a word that belong to the domain and must 
be always kept for analysis, the word second as irrelevant word, and the word system as a 
equivalent term of PLC that must be unified for analysis. 
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3.4. Comparison of models  
The model generated by the AMER and the models generated by the domain experts are then 
compared in order to get a confusion matrix. A confusion matrix is a table that is often used to 
describe the performance of a classification model on a test data (the model generated by the 
AMER) for which the true values are known (from each model generated by a domain 
expert). In our case, each solution outputted is a model composed of a subset of the model 
elements. Since the granularity will be at the level of model elements, each model element 
presence or absence for each category of the AMER (concepts, associations and 
generalizations, cardinalities, and attributes) will be considered as a classification. The 
confusion matrix distinguishes between the predicted values and the real values classifying 
them into four categories: 
 
• True Positive (TP): values that are predicted as true (in the model generated by the 
AMER) and are true in the real scenario (the model generated by a domain expert). 
 
• False Positive (FP): values that are predicted as true (in the model generated by the 
AMER) but are false in the real scenario (the model generated by a domain expert). 
 
• True Negative (TN): values that are predicted as false (in the model generated by the 
AMER) and are false in the real scenario (the model generated by a domain expert). 
 
• False Negative (FN): values that are predicted as false (in the model generated by the 
AMER) but are true in the real scenario (the model generated by a domain expert). 
 
Then, some performance metrics are derived from the values in the confusion matrix. 
Specifically, we create a report including three performance metrics (recall, precision, and F- 
measure) of the model generated by the AMER and each model generated by a domain expert 
for each category of the AMER (concepts, associations and generalizations, cardinalities, and 
attributes). 
Recall measures the number of elements of the solution that are correctly retrieved by the 







Precision measures the number of elements from the model generated by the AMER that 
are correct according to the ground truth (the model generated by the domain expert) and is 







F-measure corresponds to the harmonic mean of precision and recall and is defined as 
follows: 
 









Recall values can range between 0% (which means that no single model element of a 
given extraction rule category obtained from the model generated by the domain expert is 
present in the model generated by the AMER) to 100% (which means that all the model 
elements of a given extraction rule category from the model generated by the domain expert 
are present in the model generated by the AMER). 
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Precision values can range between 0% (which means that no single model element of a 
given extraction rule category from the model generated by the AMER is present in the model 
generated by the domain expert) to 100% (which means that all the model elements of a given 
extraction rule category from the model generated by the AMER are present in the model 
generated by the domain expert). A value of 100% precision and 100% recall for a category 
of the AMER implies that both the model generated by the AMER and the model generated 
by a domain expert are the same. 
4. Results 
In this section, we present both the results with the occurrences of each extraction rule from 
the requirements, and the results of performance measurement in terms of precision and recall 
values for each domain expert and for each category of the AMER (Concepts, Associations 
and Generalizations, Cardinalities, and Attributes). 
Figure 4 shows a chart with the 18 different the AMER in the x axis and the occurrences 
of each extraction rule in the y axis that have been triggered to obtain the model generated by 
the AMER. As the graph shows, 10 rules from the four categories have been triggered in total. 
The rules with more occurrences since they have been triggered in all the requirements are: 
A1 (all NPs in the requirements are candidate concepts), A3 (subjects in the requirements are 
concepts), and B1 (transitive verbs are associations). This makes the category Concepts as the 
most applied in requirements even it is achieved by using only 40% of the rules. By contrast, 
the categories that have triggered the maximum number of different rules (75%) are 
Cardinalities and Attributes. 
 
 
 Figure 4. Automated Model Extraction Rules (AMER) in requirements. 
 
Figure 5 shows four charts with the results of the performance measurement in terms of 
recall and precision values after comparing the model obtained by the exaction rules with 
each model obtained by a domain expert. Each chart represents a category of the AMER 
(Concepts, Associations and Generalizations, Cardinalities, and Attributes), whereas each 
point in the charts represents the value of the two performance indicators (recall on the y axis 
and precision on the x axis) for each domain expert. 
Table 1 shows the mean values of recall, precision and F-measure of the graphs for each 
category of the AMER. The category Concepts obtains the best results in recall and precision, 
providing an average value of 79.26% in precision and 89.02% in recall. In recall, the next 
best result is obtained by Associations & Generalizations (83.17%) followed by Cardinalities 
(81.08%) and Attributes (61.72%). In precision, the next best result is obtained by Attributes 
(75.56%) followed by Associations & Generalizations (74.81%) and Cardinalities (72.56%). 






















Concepts Associations & Generalizations Cardinalities Attributes Categories
Automated Model 
Extraction Rules (AMER)
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Figure 5. Recall and Precision values for each category and domain expert. 
Table 1. Mean Values and Standard Deviations for Precision, Recall, and the F-Measure. 
 Recall±(σ) Precision±(σ) F-measure±(σ) 
Concepts 89.02±11.95 79.26±8.40 83.53±8.66 
Associations & Generalizations 83.17±16.64 74.81±9.02 78.07±11.10 
Cardinalities 81.08±16.73 72.56±9.15 75.90±11.19 
Attributes 61.72±17.96 75.56±9.32 66.75±13.37 
 
5. Discussion 
The recall values of 100% (see the points in the 100% line of Figure 5) indicate that the 
AMER has fully covered the model elements created by a domain expert. However, recall 
values lower than 100% indicate that the AMER has not covered all the model elements of the 
domain expert. By analyzing these results, we detected that in cases where the AMER does 
not reach 100% of recall it is because the domain experts create the models using as input 
both the requirements specification and their own tacit knowledge about the domain. 
 Domain experts leverage tacit knowledge to specify: concepts in 12/19 models, 
associations in 14/19 models, cardinalities in 17/19 models, and attributes in 19/19 models. 
Especially in the case of attributes, research in the AMER should consider as input to its rules 
other knowledge sources (such as domain ontologies or reference architectures) in order to 
achieve the performance of domain experts. 
 For the same requirements specification, several different models may be considered 
solutions equally valid by different domain experts [12], [22]. For example, the same domain 
expert can use more model elements than another domain expert to specify the same 
requirement. Precision values below 100% may reveal that models created by the AMER 
have a different modeling style than domain experts. However, precision values lower than 
100% may also reveal that the models created by the AMER specify aspects that domain 
experts considered non-relevant to be specified. 
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 By analyzing the comparisons between the model created by the AMER and the models 
created by domain experts, we detected that precision values lower than 100% were produced 
by differences in modeling style. Neither concepts (79.26%), associations (74.81%), 
cardinalities (72.56%), nor attributes (75.56%) can exactly match the modeling style of any of 
the 19 domain experts. 
 Achieving that the modeling style of the AMER is aligned with the modeling style of a 
domain expert can be beneficial to facilitate the domain expert's understanding. However, in 
industrial environments, the same model is consumed by multiple actors (such as domain 
experts, engineers or testers) and each actor may have different modeling preferences. 
Therefore, it is necessary to perform specific experiments in order to evaluate the 
understanding of the AMER modeling style for the different actors that consume the models 
in an industrial environment. 
6. Threats to Validity 
This section describes the threats that we have avoided, the threats that we could not avoid but 
that we mitigated, and the threats that we could not tackle. We use the classification of threats 
to validity of  [17]; this classification distinguishes four aspects of validity: 
Construct validity: The first identified threat of this type was the author bias, this threat 
means that the people that define the artifacts can subjectively influence the obtainment of the 
results that they are looking for. In order to mitigate this threat, the requirements specification 
was designed by a domain expert who was external to the design of the experiment and who 
was not involved in this paper. The second threat was the task design, this threat appears 
when the tasks can be correctly performed just by chance. To mitigate this threat the 
requirements specification did not have a true/false answer; the domain experts had to 
generate a model; this is very difficult for them to answer correctly if they do not understand 
the requirements. The third identified threat was the hypothesis guessing, this threat means 
that the subject may guess the hypotheses and work to fulfill them. To mitigate this, we did 
not talk with the domain experts about the evaluation goals. 
Internal validity: The first identified threat of this type was the history, this threat 
appears when different treatments are applied to the same object at different times. We 
mitigated this threat by applying the AMER to the requirements specification without 
knowledge about the models generated by domain experts. The second identified threat was 
the subject motivation, this threat appears when the subjects are not motivated to participate in 
the experiment. The experiment was affected by this threat since the domain experts were 
recruited as part of their daily work (they were not volunteers). 
External validity: The first identified threat of this type was the statistical power, this 
threat appears when the number of subjects is not enough to generalize results. Our 
experiment was affected by this threat, because the number of subjects (19) was not high 
enough to generalize results. However, it is important to note that the role of the subjects 
(domain experts in an industrial environment) makes an interesting contribution in an area 
where most experiments are conducted with students or artificial problems. The second 
identified threat was the object dependency, this threat appears when the results may depend 
on the objects used in the experiment and they cannot be generalized. We mitigated somewhat 
by using requirements specification were real requirements that were extracted from the 
company's catalog. 
Reliability: The first identified threat of this type was the data collection, the data 
collection was not always done in the same way. This was mitigated by applying the same 
mechanized procedure. In addition, we tested the data coherence when the domain experts 
finished each generated model. Finally, the last identified threat was the reliability of 
measures, this threat appears when there is no guarantee that the outcomes will be the same if 
a phenomenon is measured twice. To mitigate this threat, we used measurements accepted by 
the research community such as precision and recall. 
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7. Related Work 
Several works have dealt with processing requirements specifications for model building. 
These works aim to extract conceptual models from texts with NL requirements. One example 
of these works was developed by Robeer et al. [15], who propose to automatically derive 
conceptual models from user stories that are written in NL. Bhala and Abirami [18] also 
proposed an automatic transformation from functional specifications in NL to conceptual 
models. The proposal is based on the analysis of grammatical constructs. The result of the 
transformation is the construction of an entity-relationship diagram with notations. Ferrari et 
al. [10] conducted an evaluation of a tool (named  CAR) that supports a textual definition of 
requirements. The evaluation was done using metric completeness, where the experiments 
compare the completeness of requirements using CAR versus using no tool. The authors of 
that paper are also the subjects of the study. These empirical studies had not been conducted 
in an industrial context involving real domain experts as our work does. 
In [5] Arora et al. present an automated approach based on NLP for extracting domain 
models from unrestricted requirements. This approach is developed by bringing together 
existing extraction rules in the software engineering literature, extending these rules with 
complementary rules from the information retrieval literature, and proposing new rules to 
better exploit results obtained from modern NLP dependency parsers. In [3] Ambriola et al. 
present the tool CIRCE, an environment for the analysis of NL requirements. The tool is 
based on a transformational paradigm. The result of all the transformations is a set of models 
for the requirements document, for the system described by the requirements, and for the 
requirements writing process. Furthermore, Yue et al. [21] propose a method and a tool called 
aToucan to automatically generate a UML analysis model comprising class, sequence and 
activity diagrams from a use case requirements and to automatically establish traceability 
links between model elements of the use case requirements and the generated analysis model. 
Even though these works provide empirical data on building models from textual 
requirements, they do not address the performance of the AMER as our work does. 
Ben Abdessalem Karaa et al. [1] explain their vision of an approach for class diagram 
generation from user requirements expressed in NL. Their approach amalgamates the 
statistical and pattern recognition properties of NLP techniques. To validate their approach 
the authors implemented a tool named ABCD. Elbendak et al. [8] present a tool, Class-Gen, 
which can partially automate the identification of objects/classes from NL requirements 
specifications for object identification. Ibrahim et al. [11] propose a method and a tool to 
facilitate requirements analysis process and class diagram extraction from textual 
requirements supporting NLP techniques. They propose a tool (named RACE) that assists 
analysts by providing a way to produce the class diagram from their requirements. Thakur et 
al.  [19] propose a systematic, automated approach to identify the domain elements from 
textual specifications. The approach uses a language model to interpret the sentences, and 
identifies the domain elements using the semantic relationships between the words in the 
sentences obtained from Type Dependencies. These works do not evaluate their approach in a 
real context with real requirements as our work does. 
8. Concluding Remarks 
The transition from a requirements specification expressed in NL to a domain model is an 
important step that can be performed using the AMER. However, crucial aspects remain 
under-explored in real settings. To address this gap, we have designed a process to assess the 
AMER performance in terms of recall, precision and F-measure by comparing the model 
generated by the AMER with the model generated by different domain experts of our 
industrial partner. 
 In contrast to current research efforts in the AMER (which develop more and more rules 
to create models by means of processing the NL of requirements), our results suggest new 




• Especially in the case of attribute extraction, it is necessary to consider new 
knowledge sources (such as domain ontologies or reference architectures) that can 
play the role of tacit knowledge about the domain, which is not explicit in the 
requirements. 
 
• It is necessary to perform specific experiments to evaluate the understanding of the 
AMER modeling style for the different actors (such as domain experts, engineers or 
testers), who consume the models in an industrial environment. 
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