We present a strengthened version of a lemma due to Bondy and Lovász. This lemma establishes the connectivity of a certain graph whose nodes correpond to the spanning trees of a 2-vertex-connected graph, and implies the k = 2 case of the Győri-Lovász Theorem on partitioning of k-vertex-connected graphs. Our strengthened version constructively proves an asymptotically tight O(|V | 2 ) bound on the worst-case diameter of this graph of spanning trees.
The Győri-Lovász Theorem [1, 3] asserts that a k-vertex-connected graph G = (V, E), for any distinct u 1 , . . . , u k ∈ V and n 1 + · · · + n k = |V |, can be partitioned into k vertex-disjoint connected subgraphs where the i-th subgraph consists of exactly n i vertices including u i . In the case k = 2, Lovász [3] provided an elegant proof based on a lemma due to Bondy and Lovász that proves a certain graph (of exponential size) is connected. The vertices of the graph correspond to spanning trees of G; for a specified vertex a ∈ V , two spanning trees are adjacent if their intersection contains a tree on n − 1 vertices including a. The proof in [3] establishes only an exponential upper bound on the diameter of this graph, although the method of proof implies * anhc@cs.cornell.edu. a polynomial-time algorithm for solving the graph partitioning problem in the case k = 2. Nevertheless, it is of interest to know whether the graph has polynomial diameter, particularly since Lovász's proof in the k > 2 case relies on a simplicial complex generalizing the graph constructed in the k = 2 case, but no polynomial-time algorithm for constructing the partition is known when k > 3.
Throughout this note we assume that G = (V, E) is a connected undirected graph with n ≥ 2 vertices. Proof. We will consider spanning trees as rooted at a. Recall that n = |V | ≥ 2.
Recall that an st-numbering of a graph G with respect to an edge (s, t) is a numbering of the vertices of G as v 1 , . . . , v n such that s = v 1 , t = v n , and every vertex v i = s, t has two neighbors v j , v k such that j < i < k. It is well-known that every 2-vertex-connected graph has an st-numbering with respect to every one of its edges [2] . Let us choose any edge incident to the distinguished vertex a, and let v 1 , v 2 , . . . , v n be an st-numbering with respect to this edge, such that v 1 = a.
Let T + be the "canonical" spanning tree where v n is a child of v 1 , and every vertex other than v 1 , v n is a child of its highest-numbered neighbor. It is easy to verify that T + is a uniquely defined spanning tree. It suffices to prove the theorem only for T = T + . In constructing a sequence of spanning trees beginning with T + and ending with an arbitrary spanning tree T ′ , we identify "milestones"
where each pair of consecutive milestones are joined by a sequence of O(n) spanning trees, each adjacent to the next one in the sequence. We first define S 1 , . . . , S n that are connected subgraphs of T ′ containing a. Note that the vertex set of S k , V (S k ), uniquely determines S k . LetS k denote V \ V (S k ). Our construction will satisfy S 1 ⊂ · · · ⊂ S n , where S 1 is the singleton set {a}, S k+1 contains S k and one other vertex, and
k , we detach v from its current parent and attach it to its lowest-numbered neighbor. Note that v = v n in the second case. Then, for every vertex v that was reattached in the first loop, except for the last one v * k , in the reverse order (i.e., descending order of the numbering), detach v from its current parent and attach it to its highest-numbered neighbor. The algorithm outputs the snapshot of the current spanning tree after each reattachment.
We claim that every vertex that was reattached during this process was a leaf at the time of detachment; then, this algorithm produces a sequence of O(n) spanning trees where every pair of consecutive spanning trees are adjacent. All of these spanning trees contain S k , because the vertices in S k are never detached by the algorithm. In the second loop, every detached vertex is attached back to its parent in T + , except for v * k that is now attached to u * k ; thus, the last spanning tree produced by the algorithm is T k+1 . To complete the proof, it remains to verify the claim that every vertex v that was reattached during this process was a leaf at the time of detachment. We implicitly use induction on the number of iterations of the algorithm.
In an iteration of the first loop, suppose v i was not a leaf. Let v j be its arbitrary child. Observe that v j / ∈ S k , since v i / ∈ S k , S k is a connected tree, and S k is contained in all the spanning trees. Suppose j > i; then v j has not been considered by the algorithm yet and therefore its parent in T k also is v i . Since v i = a, v j = v n . Since v j / ∈ S k , from the definition of T k , v i is the highest-numbered neighbor of v j : i > j, leading to contradiction. Now suppose i > j; then v j ∈S k has already been reattached by the algorithm to its lowest-numbered neighbor: i < j, yielding contradiction again.
In the second loop, reattachments are undone in the exactly opposite order, except for v * k ; thus, if v is not a leaf in an iteration of the second loop, the only possibility is because v * k is its child. However, u * k , the new parent of v * k , is in S k , whereas v ∈S k . Now we exhibit a family of graphs for which the diameter of the graph of spanning trees is Ω(|V | 2 ). 
is a graph with 4k + 1 vertices and specified vertex a = v 0 , defined as follows:
T A k and T B k are its two spanning trees defined as:
It is easy to observe that G k is 2-vertex-connected. Proof. Let t i be the smallest t such that e i ∈ T t and e i / ∈ T t+1 ; if there is no such t then t i := ∞. For i = j, t i = t j or t i = t j = ∞ since otherwise the intersection of T t i and T t i +1 contains at most n − 3 edges. We claim that min{t 0 , . . . , t i } = t i : suppose t * = min{t 0 , . . . , t i } = ∞. Then t i = t * since {e 0 , . . . , e i } ⊂ T t * and therefore every endpoint of e 0 , . . . , e i−1 either has degree at least 2 or is v 0 , implying {e 0 , . . . , e i−1 } ⊂ T t * +1 . We have t 1 < ∞ because e 1 ∈ T 1 and e 1 / ∈ T ℓ ; thus, t 4k−1 < · · · < t 1 < ∞. For 0 ≤ i < k, consider T t 4i+3 . Since t 4i+2 > t 4i+3 , v 4i+3 is not a leaf in T t 4i+3 ; v 4i+4 is a leaf with parent v 4i+3 . Thus, every vertex v j with j > 4i + 4 is connected to v 0 through v 4i+3 ; the subtree rooted at v 4i+3 contains at least 4k − (4i + 4) vertices excluding v 4i+3 itself. On the other hand, in T t 4i+2 , v 4i+3 is a leaf; observing that the number of vertices in the subtree rooted at v 4i+3 decreases by at most one between each consecutive pair of spanning trees in the sequence, t 4i+2 − t 4i+3 ≥ 4k − (4i + 4).
We have ℓ ≥ k−1 i=0 [4k − (4i + 4)] = Ω(k 2 ).
