Construction and classification of minimal representations of semi-separable kernels  by Peeters, G
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 137, 264-287 (1989) 
Construction and Classification of 
Minimal Representations of Semi-separable Kernels 
G. F%ETERS 
K. U. Leuven, Departement Wiskunde, Celestijnenlaan 200B. 
B-3030 Leuven, Belgium 
Submitted by A. Schumitzky 
Received November 21. 1986 
An algorithm to construct a minimal lower separable representation out of a 
lower separable representation of a kernel of an integral operator is given. The 
minimal lower separable representations of a kernel are classified. The number of 
non-similar minimal lower separable representations of a kernel is discussed. 
:r: 1989 Academic Press, Inc. 
0. INTRODUCTION AND PRELIMINARIES 
Recently, in [6], the simplest separable representations of kernels k of 
integral operators on upper and lower triangular parts of a square 
[a, b] x [a, b] in iw2 were analysed. The discussed operators were 
defined by 
K: U [a, bl, Z) + L,(Ca, bl, Y), 
(Kv)(t) = j” k(f, 3) 44~) 4 ” 
where Z and Y are finite dimensional inner product spaces and 
L2( [a, b], U) denotes the space of L, functions on [a, b] to U, for a finite 
dimensional inner product space U. The pair {F, G} is called a lower 
(upper) separable representation of the kernel k, when F(t): X -+ Y and 
G(t): 2 --f X for t in [a, b], where X is a finite dimensional inner product 
space; the entries of the matrices of F and G are square integrable and 
finally: 
k(t, s) = F(t) G(s) for u<s<t<b(u<t<s<b), a.e. 
The space X is called the internal space and its dimension is the order of 
(F, G}. If k has a lower (upper) separable representation, then we call k 
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lower (upper) separable. A lower (upper) separable representation {F, G} of 
k is minimal, when the representation {F, G} has the smallest possible 
order among all lower (upper) separable representations. The order of a 
minimal lower (upper) separable representation is the lower (upper) order 
of k, notation l(k) (u(k)). The condition that the operators, 
h 
li 
F(t)‘:F(t) dt, 
s 
’ G(s) G(s)” dt, 
a 
(0.1) 
are invertible for some y in (a, b), is sufficient for {F, G} to be a minimal 
lower separable representation. To classify the various separable represen- 
tations the concepts of similarity and reduction are used. Two separable 
representations of k, {F, , G1 } and {F,, G,} with internal spaces X, and 
X,, respectively, are similar if there exist an invertible operator S: X, + X1, 
such that 
f-,(t) = F*(t) s, a d t < b, a.e. 
G,(s) = S-l G2(s), a d s < b, a.e. 
The pair {F,, G,}, with internal space X0, is called a reduction of {F, G} 
with internal space X and {F, G} a dilation of {Fob, G, }, if there exist 
spaces X,, X, c X such that 
and relative to this decomposition F(t) and G(s) have the following form: 
F(t)= [O F,(t) ::I, a 6 t < 6, a.e. :: G(s) = G,(s) > [ 1 a < s < b, a.e. 0 
The pair {F, G} is said to be irreducible when it has no proper reduction; 
i.e., {F, G} has no reduction {FO, G, } such that the order of {F,, GO } is 
strictly smaller than the order of {F, G}. 
When the kernel k has a lower separable representation, it is possible to 
construct an irreducible one (see [6], the remark following Theorem 1.1). 
But an irreducible lower separable representation is not necessarilly 
minimal too (cf. [6]). In the first section, we describe a way to construct a 
minimal lower separable representation out of an irreducible one. In 
Section 2 we study the connection between two minimal lower separable 
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representation of a semi-separable kernel and in the third section the 
number of such representations of a kernel. Both Section 1 and Section 3 
are dealing with the questions posed in Section 6 of [6]. The final section 
concerns the consequences for time varying linear systems with separable 
boundary conditions. 
Finally we make some remarks about kernels of finite rank integral 
operators 
K: L,(Q, Z) -+ L,(& Y), 
where Q and ,Y are Lebesgue measureable areas in R with strictly positive 
Lebesgue measure. If K has finite rank, its kernel k, say, is called a finite 
rank kernel. In that case, k has a separable representation {F, G}, i.e., 
k(t, s) = F(t) G(s), (2, s) E c x Q. 
As before, irreducibility and minimality of representations of k can be 
defined, but in this case they are equivalent properties. Further, (F, G} is 
minimal if and only if the operators 
s F(t):: F(t) dc, z 
s G(s) G(s)“ds R 
are invertible. 
The results in the sequel are all for minimal lower separable represen- 
tations. By making some adjustments, it’s easy to rewrite them in terms of 
minimal upper separable representations. 
1. CONSTRUCTION OF A MINIMAL LOWER SEPARABLE REPRESENTATION 
1.1. The Problem 
When a kernel k has a lower separable representation it is possible to 
reduce it to an irreducible one {F, G}, say. But, as mentioned in the 
Introduction, {I;, G} need not be minimal. Our aim is to construct a 
minimal lower separable representation, given an irreducible lower 
separable representation. 
1.2. The Method 
After extending the notion minimal representation, we search for such a 
representation of k on a part of the lower triangle of [a, b] x [a, b]. This 
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part is enlarged systematically and we find after a finite number of steps a 
minimal lower separable representation of k. 
1.3. Elementary Parts of the Lower Triangle 
In this section, L is the lower triangle of the square [a, b] x [a, b], i.e., 
L:={(t,s)E[a,b]x[a,b]lt>s) 
and for y in (a, b), we define 
k, :=kl CY. bl x Ca, rl . 
As mentioned, {F, G} is an irreducible representation of k. As before X is 
the internal space. Its dimension is denoted with n. Define for y in (a, b) the 
operators .4,,: X+ L,( [y, b], Y) and f.,,: L,( [a, y], Z) -+ X by 
(+)(t): F(t) x, 
T,(cp) := Jr G(s) q(s) ds. 
u 
We now construct for k elementary parts of L, whereon we can easily 
classify the separable representations of k. We need the points from the 
next definition. 
DEFINITION 1.1. (a) The point ai is the unique point in (a, 61 with the 
property: the rank of r, is greater than or equal to i if y > ai and smaller 
than i if y < ai. 
(b) The point bi is the unique point in [a, b) with the property: the 
rank of Aj is greater than or equal to i if y < bi and smaller than i if y 2 b,. 
(c) Put a,=b,+,=a and bo=a,+,=b. 
Remark. The points ai and bi, i = 0, 1, . . . . n + 1, are well defined. To see 
this, we consider the functions 
defined as 
P, q: (a, b) + (0, 1, . . . . n}, 
p(y) := rank /1,, 
q(y) := rank r,. 
The function p is monotonically decreasing and right continuous, while q is 
monotonically increasing and left continuous. We prove the former asser- 
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tion. It is clear that Ker A, c Ker /1,. if y <y’. So, p is monotonically 
decreasing, because 
p(y) = n -dim Ker /i,. 
To show that p is right continuous in yO~ (a, 6), we prove that there exist a 
yi E (a, 6) such that y, > y,, and p(y) =p(yO) for every y E (y,, yr). First, we 
see that there exist a yr, strictly greater than y,,, such that 
P(Y1)=max{p(y)Iy>yo}. 
Because p(y) <p(yO) for y > y0 and the set Im p is finite. But if 
F(t) x=0, for y < t d b, a.e. 
for each y > y,,, then also 
F(t)x=O, for y0 -C t d 6, a.e. 
and thus 
Since 
n Ker A, c Ker A,,,. 
Y < YO 
0 Ker/i,IKer/1,,, 
Y < YO 
it follows that p(yr) >p(y,,), hence p(yr) =p(yO), which proves the assertion. 
A more general version of this remark is given in the proof of Lemma 3.1 
of [lo]. 
We order the points ai and bi, i= 0, . . . . n + 1, and call them 
co, Cl 9 ...> cl+ I, where co=a and c,+,=b. 
The elementary parts of L are 
L n CCi, bl X CG Cz + I I, i = 0, 1, . ..) 1. 
1.4. Representation on the Elementary Parts 
First, we extend the notion minimal separable representation. 
DEFINITION 1.2. Let Sz be a Lebesgue measurable area in R2 with strict 
positive measure. The pair {F, G) is a minimal separable representation of 
k on 52 if and only if 
(i) k(t, s) =F(t). G(s), for (t, S)EQ a.e., i.e., {F, G} is a separable 
representation of k 
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(ii) the order of {F, G) is minimal in the set of separable represen- 
tations of k. 
We consider the separable representations of k on 52 = L n [ci, 61 x 
[a, ci+ i] departing from the given irreducible representation {I;, G} of k on 
L. Put Ker /1,, = X,, let X,, be the orthogonal complement of Ker A,, n 
Im rc,+l in Im rC,+, and let X, be the orthogonal complement of X, @ X0 in 
X. With respect to the decomposition X= X, @ X0 @ X2 
F<;,, = [0 F, ::I, :: 
G = (,+I [ 1 Go > 0 
where, for 6 E (a, b), Fd and Gd are defined by 
F, = FI [a, bl 
G,=Gl,,,,,. 
Then, the pair {Fo, Go } is a separable representation of k on R. But for y 
in (ci, ci+ i) we have that rank /1, =rank A,; and rank ry =rank rC1+,, 
hence Ker L!? = Ker /i,., and Im r, = Im r‘,+, . Analogously as before we 
define the operators A,,?: X0 + L,( [y, b], Y) and r,: L,( [a, y], Z) + A’,, as 
(&y(x))(t) = Fdt) x, 
r,,cp= yGo(l)~(t)df. 
I u 
Because of the construction Ker nay = 0 and Im r, = X0 and it follows 
that {F,, G, } is a minimal separable representation of k,. The order of 
{F,, Go } and the order of {F,,,,, G,, } are equal, so {F,, G, } is a minimal 
separable representation of k on Q. It is also the only one up to similarity. 
Suppose that (Fh, Gb} is another minimal separable representation of k on 
$2, then {Fey , G, } and {F&, G&, } are similar for every y in (ci, ci+ i) and 
we call the similarity operator S. For y, < y2, both in (ci, ci+ i) and t > y2 
we have 
F,(f) Sy, = F,(t) S,, 
= F;(t). 
By multiplying with F,(t)“, integrating from y2 to b, and using the inver- 
tibility of 
F,(r)‘: F,,(t) dt. 
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we get S,, = SY2, so S, does not depend on y and the representations 
{F,, G, } and { F’A, Gb } are similar. 
1.5. First Step 
The first step is to construct a minimal separable representation of k on 
Ln [a, h] x [a, c,] with the procedure as described in 1.4. 
1.6. Induction Step 
We use the following notations: 
A = [a, b] x [a, ci] n L, 
B=[cj,b]x[a,c,+,]nL, 
C=AnBB. 
The pair { FA, G, } is a minimal separable representation of k on A. When 
restricted to C, { FA, G, } is a dilation of a minimal separable represen- 
tation of k on C, {F,, G,}, say. Hence 
FA= [F:, F;], 
GA= C-i [ 1 G; ’
where FJ,(t)=F,(t) for t>ci a.e., F:(t)=0 for t<ci a.e., and 
G>(s) = G,(s) a.e. 
With the procedure of 1.4 and if necessary with using a similarity we 
construct a minimal separable representation of k on B, { FB, G, }, such 
that 
FB= [F; F;;], 
G,= G3 [ 1 G;; ’
where FL(t) = F&t) a.e., G;(s) = G,(s) for s < ci a.e., and G;(s) = 0 for 
s < ci a.e. 
We call the order of {F,, GA}, {F,, G,}, and {F,, G,}, nA, n,, and 
n,, respectively. We extend Fjj and G; to [a, b], respectively [a, ci+,], by 
putting them equal to zero on [a, c,), respectively (ci, ci+, 1. We glue the 
representations on A and B together: 
P:=[F; F:, F;], 
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We obtain a separable representation {F, G} of k on A u B, with order 
nA + n, - n,. It is also minimal. If not, there would exist another represen- 
tation (p, c} with order q < nA + n, - n,. 
If necessary, we take a representation similar to {F, c}, such that, when 
restricted to B, it’s a dilation of {FB, G, }. Hence we may suppose that 
where p’(t) = F,(t) for t > ci a.e. But 
G&Y) = Gf) , [ 1 for s < ci a.e., 
so, when {F, c} is restricted to A and the zero part of G, plus the 
corresponding part of F is deleted, we become a representation of k on A 
with order q+nr-n,. This number is smaller than nA, which is 
impossible. We may conclude that {$‘, G} is a minimal separable represen- 
tation of k on A v B. 
Starting with the minimal separable representation on [a, 61 x 
[a, c, ] n L, we can apply the procedure, as described above, successively 
for i= 1, 2, . . . . I. In the last step, i= I, we obtain A v B= L. So, the 
corresponding {f, 6’) is a minimal lower separable representation of k. 
Remark. Now, we are able to compute the number l(k), the lower order 
of k. Therefore, we adjust the used notations as 
Ai=[ayb]x[a,ci]nLy 
Bi=[ci,6]~[u,c,+,]nL, 
Ci= Ain Bi, i = 1, . . . . 1. 
As above the numbers nA,, nB,, and n,! are the orders of minimal separable 
representations on the areas Ai, Bi, and Ci, respectively. It is easy to see 
that 
l(k) = (n.+ + i (nB, -nd) . 
i=l 
This expression is a special case of a general “lower order” formula, which 
is derived by H. J. Woerdeman (cf. [12]). 
1.7. Example 
To illustrate the method, introduced in this section we give an example. 
PutL={(t,s)E[O,l]x[O,l]lt>S)and 
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1 1 1 
F(t)= [ 1 011) 0 0 1 
i 1 1 1 0 1 I 1 = 1 ) 
z 
<t<l, 
0 
0 0 
J 1 1 
=Oll, [ 1 -0 0 1 +1. 
We consider the kernel 
k(f, s) IF(f) G(f), O<S<f,<l, 
= 0, O<tts<l. 
The pair {F, G) is an irreducible lower separable representation of k. The 
number 1 equals 1 and the points ci, i = 0, 1, 2, are 0, t, and 1, while the 
areas A, B, and C are given by 
1 
A=[O,l]x o,- r-IL, [ 1 2 
B= ;,I x[O,l]nL, 
[ 1 
The corresponding minimal separable representations can be computed: 
1 2 
FA(t)= [ 0 2 1 , 0<t<;, 
0 1 
1 2 
=02, [ 1 1 -<t<1, 0 0 2 
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G,(s) = 
1 1 1 [ 1 0 1 1’ o<s<;, 
1 0 
F,(t)=F,(t)= 0 1 , [ 1 0 0 
1 1 1 
GA) = [ 1 0 2 2 ’ 
The pair {,S, S-‘GA}, where S is given by 
1 0 
s= [ 1 0 ; ’ 
restricted to C, is a dilation of {F,, G,}, because F,SI c,,z. i, = F, and 
S-‘G, =G 
Finally, Ge are able to construct a minimal lower separable represen- 
tation {F, G} with the procedure of this section: 
1 1 
= [ 0 1 , 
0 0 
 +1, 
G(s) = [ 1 1 1  0 2 2’ 
1 1 1 
=012’ [ 1 1 5 <s< 1. 
The lower order of k is two. 
2. CLASSIFICATION OF MINIMAL LOWER SEPARABLE 
REPRESENTATIONS OF A KERNEL 
In this section, we study the set of minimal lower separable represen- 
tations of a kernel k. If all the minimal lower separable representations of k 
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are similar, k is called lower unique (e.g., kernels with uniform lower order, 
cf. [6, Sect. 51). In the general case we will also give a link between two 
such representations with the help of an invertible operator, only, the 
description is more complicated. 
Let {F, G} be a minimal lower separable representation of k, let X be the 
internal space, and let n be the lower order of k. We define two sets of sub- 
spaces of X, which will be used in the discussion. The operators A,, fy, 
y E (a, b), and the points ai, b;, i = 0, . . . . n + 1, are as in the first section. For 
our convenience, we use the notations 
A, := b,+,> j = 0, . ..) n, 
ri := r,,+,, i=O n. 7 . . . . 
The spaces Xi, i = 0, . . . . n, are defined as 
x0:= {O}, 
xi := Xi& 1 if ai=ai+i, 
Xj:=ImTjOKerAi if ai#ajcl, 
where in the last equation j is the smallest number such that bj+ 1 d a,. The 
spaces Y,, j = 0, . . . . n, are defined as 
Y, := {O}, 
yj:= Yj-, if bj=bj,l, 
Yj := Im fi 0 Ker Aj if bj#bj+l, 
where in the last equation i is the smallest number such that LI~+ i 3 6,. We 
denote with Pi, respectively Qi, the orthogonal projection of X on Xi, 
respectively Yi, i = 0, . . . . n. 
To verify that these spaces are well-defined, the next lemma is necessary. 
LEMMA 2.1. Let O<i<n andO<j<n. 
lfbj+, <ai+,, then Ker Ai c Im Ti. 
Proox Let 
and let X3 be a subspace of X, such that 
x=x,0x,0x,. 
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We rewrite F and G, relative to this decomposition: 
F= CF, Fz F31, G, 
G= G, [ 1 G3 
Because of the construction, we have that 
F*(t) = 0, for b,, L d t < 6, a.e., 
G,(s) = 0, for a <s < ai+ i, a.e., 
and hence 
F2( t) . G,(s) = 0 for a < s -C t d b, a.e. 
If X, is not the zero space, then the pair 
{ CF, Fsl, [:I]} 
is a lower separable representation of k, with order strictly smaller than the 
order of (F, G}. But this is impossible, because {F, G} has minimal order, 
hence 
Ker Aj c Im Ti. 1 
If {F,, G, } is another minimal lower separable representation of k and 
X0 its internal space, one can define the maps Aoi, Toi, the spaces Xoi, Yoi, 
and the projections Poi, Q,i, i = 0, . . . . n, analogously as for (F, G}. In the 
sequel, we introduce other spaces and maps connected with {F, G}. The 
analogous notations for the pair {I;,, Go } will not be defined, but when we 
use them, we add a nought to the original notation. 
The maps A,, r,,, Aoy, ray, y E (a, b), have the surprising property that 
rank A, = rank A,, 
rank r, = rank A,, 
for each y in (a, b). This is proven by H. J. Woerdeman for a more general 
case in [12, Sect. 61. It follows that the points ai, bi, i= 0, . . . . n + 1, are 
independent of the chosen minimal lower separable representation. 
We are now able to state the main result of this section. 
THEOREM 2.2. Let {F, G} and {F,,, Go } be minimal lower separable 
representations of a kernel k, with internal spaces X, respectively A’,. Let the 
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spaces Xi, Xoi, Y,, Yoj and the projections Pi, Poi, Qi, Q,i, i= 0, . . . . n, be 
defined as above. 
There exists an invertible operator R: X0 + X, such that 
F,(t)I,,=F(t)l,(P,RI,,), ai < t < 6, a.e., i = 0, . . . . n; (2.1) 
QNGo(S) = (QiR I ~0,) -’ QiG(s)t a<sdbi,a.e., i=O ,..., n. (2.2) 
Before proving the theorem we give some partial results in four lemmas. 
LEMMA 2.3. Let {F, G} and {F,, G, } be minimal lower separable 
representations of a kernel k and let X,, Xoi, Pi, P,i, i = 1, . . . . n, be defined as 
above. There exists an invertible operator Ri: Xoi -+ X, such that 
Fo(t)l,,=F(t)lx,& a, < t Q b, a.e., (2.3) 
P,,G,(s) = RF’ P,G(s), a<s<min{a,+,, b,}, a.e., (2.4) 
where j is the smallest number such that bj+ , 6 a,. 
Proof: From the method as described in part 1.4 of this paper, it 
follows that 
F,(t)l,,=F(t)I,R,, for 6 < t < b, a.e., 
P,,G,(s) = R,;’ PiG(s), for a <s < 6, a.e., 
where 6 E (a,, min{ai+ 1, b, )) and R, is an invertible operator. Again as in 
part 1.4 one shows that Ri6 does not depend on 6, which proves the lemma. 
The next lemma is similar to Lemma 2.4. So, we can delete the proof. 
LEMMA 2.4. Let {F, G} and {F,, G, } be minimal lower separable 
representations of a kernel k and let Yj, Y,,j, Qj, Q,, j= 1, . . . . n, be defined 
as above. There exists an invertible operator Sj: Yj + Y,,., such that 
Qo~Go(s) = SjQjG(S), a < s < bi, a.e., (2.5) 
F,(t) I Y,,, = F(t) I y, S,:', max{bj+,,ai}<t<b,a.e., (2.6) 
where i is the smallest number such that ai+ 1 > bj. 
With the notations of Lemma 2.3 and Lemma 2.4, Theorem 2.2 says that 
there exist an invertible operator R such that 
P;RIXO,=Ri, 
(QiRl,,)-‘=Si 
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for i = 1, . . . . n. In our proof we construct the operator R by sticking the 
operators Ri, i= 1, . . . . n, together. For this purpose we use the fact that the 
restriction of two operators Ri, R,, 1 < i, j Q n, to the common part of their 
domains, are equal up to a projection in some cases. This is the subject of 
Lemma 2.5. 
LEMMA 2.5. Let 1 < i 6 j< n, such that there exists a number m, with 
b ,+1daj<b, and b,+,Gai+, and let Ri, Rj as in Lemma 2.3. Let 
D = Xi n X,, D, = XOj n X0,. and let P be the orthogonal projection of Xi on 
D. Then 
PR,l,,=Rjlo,. 
Proof: From Lemma 2.3, we know that 
Fo(t)Ixo,=F(t)l,Ri, ai < t 6 b, a.e., 
F~(t)l~,=F(t)l~,Rj, aj < t < b, a.e. 
By restricting both members of both equations to D,, we get that 
F(t)l,R,I,,=F(t)l,,RjI,,, aj < t < b, a.e. 
Since b,+,<a,<b,, we get 
Xj=ImZjOKerA,. 
We have also that b,, , <a;+ 1, so, Ker A, c Im f, and hence 
D=ImZiOKerA,. 
Since Xi c Im Zi, we obtain 
Xi@DcKerA,, 
thus F(t) 1 x,(Z- P) = 0 for aj Q t Q 6, a.e. It follows that 
F(t)lx,RiIo,=F(t)lx,PR,ID, 
=F(t)lD PRil,, 
=F(t)l~,PRiI,, aj < t < b, a.e. 
With this result and (2.8), we get that 
F(t)lx,PR,ID,=F(t)I.Rjl,,, a, < t < b, a.e. 
(2.7) 
(2.8) 
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Using the same method as at the end of part 1.4, we obtain (2.10) from this 
equation and from the injectivity of the operator 
42, Ix,. I 
The next lemma can be proved analogously. 
LEMMA 2.6. Let 1 < i, j G n be such that ai < bj < a,, , , Let R,, 
respectively S,, be as in Lemma 2.3, respectively 2.4, then 
S,:’ = QjRil ro,. 
Proof of Theorem 2.2. The operator is constructed inductively. For 
j = 1, . ..) n, we denote with i(j) the largest number such that a,(,) < bj. We 
Put 
B, := Im Tic”) 
and we define the operator T,,: B, + B, as 
Clearly, T, is invertible. For j= n - 1, . . . . 1, we consider two cases, If 
b,, , > ai( then we put 
Aj := {0}, 
Bj := B,,,, 
T, := T,,,. 
If bj + , < a,( jl, we define 
Aj := XiCjJ 0 Bj+ 1 n XiCj,, 
Bj:=Bj+,@Aj. 
The operator P, denotes the projection of B, on B,, i along A, and the 
operator Tj: B, + Bj is defined as 
TjXo := Tj+ 1 POX, + R,(j,(l- PO) X0, 
where X,,E B, and finally 
R := T,. 
First we want to prove that the domain of R, which is Bol, equals the 
whole space X0. We will show that 
B, = Im r,,ic j, (2.9) 
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for j = n, . . . . 1 and hence 
B,, = Im Zoi(i) = Im Z,, = X0. 
The second equation follows from the fact that a, < b,, because if not, the 
lower order of k would be strictly smaller than n. 
Equation (2.9) is true for j x n, because of the definition B,. Suppose that 
(2.9) is true for an arbitrary j, 1 <j < n, then 
B g-1- - Bo, 
if bj>aicjp,) and if b,<uaicjpl) we have 
In the former case a,(, _ ,) = aicj,. So, (2.9) is true for j - 1. In the latter case, 
since 
xOi(j- 1) = Im Zoi(j- iJOKer A,+ 1 
and we know from Lemma 2.1 that 
Ker A,_ , c Im Zoic j) = B,, 
because b, < aic jl + 1, we obtain that (2.9) is true for j- 1. This proves 
Eq. (2.9) for j= 1, . . . . n. 
Next we will prove that R is invertible, by showing that T, is injective for 
each j= 1, . . . . n. Surely, T,, is invertible, thus injective. Suppose that Tj is 
injective for a number j, 1 <j < n. If 6, > uicj- i), then it follows immediately 
that Tj-, is injective. So, let b,< uicj- i) and let x0 E B,- i, such that 
Tj- 1xo = 0, i.e., 
TjPoxo+Ri(j- ,)(I-PO) X0=0, 
where PO is the projection of B,- i on Bj along A, _, . If we can prove that 
(I- PO) x0 = 0, then TiPox = 0 and from the hypothesis, it would follow 
that POxo= 0, hence x0 = 0. Let P be the projection of Bj- i on Bj along 
A,-i and let C=Xi~j~nXi~j-l~, then - 
0= (Z-P) T,- 1xo= (Z-P) Ricj- ,,(Z- P,) x0 
and from Lemma 2.5 it follows that 
Im Ri(jp,,Ico=C’. 
So, there exists an element of Co, x,, say, such that 
Ri(j- 1) XI = -P,Ri(j- ~)(Z-PO)XO, 
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where P, is the orthogonal projection of XiciP ,) on C. But then we have 
that 
R,,,- ,)@I + (I- PO) xo) = 0 
and hence xi = (I- P,) x0 = 0. 
We will show Eq. (2.1), by first proving the following subresult: 
pj T’ I ho, = R,(j) 7 j = 1, . ..) n. (2.10) 
Here pj is the orthogonal projection of B, on Xi,j,. Clearly (2.10) is true for 
j= n. Suppose that (2.10) is true for a number Z, 1 < I< n. If b, > aicrP ,), 
then (2.10) for j = I - 1, follows trivially. So, we assume that b, < ai+ 1 ). 
Let x0 E Xoi(,- ,) and let P, be the projection of B,,- , on B,, along A,- , . 
From the definition of T,-, we get that 
P r-,T,~,x,=P,_,T,P,x,+R,(,~,,(Z-P,)x,. (2.11) 
We also have that Pox0 E X0,+ , ), because (I- PO) x0 E Xoi+ 1j. For x E B,, 
we may write x = x, + x2 relative to the decomposition B, = (B,Q 
KerA,-,)@KerA,_,. But KerA,_, is orthogonal to Xi+i), hence 
P,&,x=x,=Qx, 
where e is the orthogonal projection of B, on the space 
Xi(l- I) n Xi(l) = xi(l- 1) nB,=Imr,(,,@KerA,-,. 
We factorize Q as follows: Q = Qi Q,, where & is the orthogonal projec- 
tion of B, on Xicr, and & is the orthogonal projection of Xi(,) on 
Xi(,) n Xi(/- 1). Then 
because of the induction-hypothesis and Lemma 2.5. If we use this result 
in (2.11) we get (2.10) for j=Z-1. Now, suppose that l<i<-n and 
%,+ I) < ai 4 aicj). Then Xi = Im r, 0 Ker Aj and hence Xi is a subspace of 
Xicj,. We also have that bj+ , <~~<a,(~, < b,. So, if we let is be the 
orthogonal projection of Xicj, on Xi, it follows from (2.10) and Lemma 2.5 
that 
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Finally, we prove (2.2) briefly. If 1 <:j 6 n and b,, , < aiCj), we have that 
Yj=XiCj,=Im fiCj,@Ker Aj 
and it is easy to see that 
s,-’ = Ri(,) = QjR 1 vO,. 
If b,+, > aiCj), then we let I be the number such that ai~,~=aicj~, and 
b ,+ 1 <a,(,). From Lemma 2.6., it follows that 
S,’ ’ = QjRi(r) I ~0,’ 
If pi(,) is as above and Q is the orthogonal projection of Xi(!) on Y,, then 
QjRl~o,= QjT,I ~0, 
= @?,,, T,I uo, 
= Q R,(l) I ~0, 
= S;‘, 
which proves (2.2) in this case. 1 
From the discussion above, we can derive necessary and sufficient con- 
ditions for a pair (F,, G,} to be a minimal separable representation of a 
kernel k. We notice that it is always possible to find such a representation 
for k, with the construction method of Section 1. 
COROLLARY 2.1. Let {F, G} be a minimal lower separable representation 
of a kernel k and let (F,, G, } be another pair of operator valued functions 
with internal space X0 and order n. Let the points ai, bi, i= 0, . . . . n + 1, 
respectively a,;, hoi, i = 0, . . . . n + 1, be as in Definition 1.1 for ( F, G}, respec- 
tively {F,, Go 1. 
The pair {F,, G,} is a minimal lower separable representation of k if and 
only if 
(a) a,=qj, bi=b,ifor i=O, . . . . n+ 1 
(b) there exists an invertible operator R: X,+X such that conditions 
(2.1) and (2.2) are fulfilled. 
Proof: The only if part follows from Theorem 2.2 and from the remark 
before it. 
To prove the if part, we have to show that 
F,(t) G,(s) = F(t) G(s), for a Q s c t < 6, a.e. 
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Suppose that a < s < t < 6. Take 6 E (s, t) and let i and j be the numbers 
such that a,<6<ai+, and b,,, d 6 <b,. With the method as explained in 
part 1.4, we get 
F,(t) Go(s) = F,(t) I ,vo Q,G&). 
Here x0 = Im Ti 0 Ker Aj and Q0 is the orthogonal projection of X0 on 
I0 . Since To c Y,, c XoiCjj, we obtain 
J’,(t) Go(s) = F,(t) I ho, QojGdS) = F(f) Pi(j) R I xo,c,l(QjRl yo,) p1 QjG(s), 
where we used (2.1) and (2.2). From Lemma 2.6 it follows that 
‘i(j)Rxo,c,, I Y, = QjR I r,T 
and hence 
F,(t) GO(~) = F(t) lx,(,) QjG(s) = F(t) G(t), 
where the last equation again follows from the method of part 1.4. i 
Using the notations of the preceding corollary one proves analogously 
that a pair {F,, G, } is a minimal lower separable representation of k if and 
only if 
(a) aoi = ai and b,, = bi for i = 0, . . . . n + 1; 
(b’) for i= 1, . . . . n, there exist operators Ri, Si such that 
~o(~)I,,=I;(~)lx,Ri, ai 6 t d b, a.e., 
P,,G,(s) = R;’ P,G(s), a < s < ai, a.e., 
QoiG,(s) = SiQiG(s), a <s < bi, a.e., 
I;,(t)l,,=F(t)l,S;’ bi < t < b, a.e. 
This gives us a criterion for {F,,, G, } to be a minimal lower separable 
representation. First, one has to search for the points wherein the functions 
y + rank(A,) and y + rank(rO, ) are discontinuous and compair them with 
ai, bi, i = 0, . . . . n + 1. Then, one has to check 2n times whether or not two 
pairs of operator-valued functions are similar. 
3. THE NUMBER OF NON-SIMILAR MINIMAL LOWER 
SEPARABLE REPRESENTATIONS 
We already know from [6] that a minimal lower separable represen- 
tation {F, G} of k is the only one up to similarity if 
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s b F(t)>< F(t) dt, (3.1) ‘J 
1 ‘G(s) G(s)” ds a (3.2) 
are invertible for each y in (a, b). Then, the kernel k is called lower-unique. 
We intend to prove the reverse of this statement; i.e., if either one of the 
operators (3.1) or (3.2) is not invertible for a y in (a, b), then k is not lower 
unique. More, k has even uncountable non-similar minimal lower separable 
representations. We split the proof into two propositions. We use the 
notations of the Introduction. 
PROPOSITION 3.1. Let (F, G} be a minimal lower separable representation 
of a kernel k. Suppose that for some y the operator 
I 
b 
F(t)” F(t) dt (3.1) 
Y 
is not invertible. Then k has uncountable many non-similar minimal lower 
separable representations. 
Proof With the notations of the first section, (3.1) equals A;/‘?, so 
(3.1) is invertible if and only if /i, is injective. Suppose that the operator 
(3.1) is not invertible for y = y,,. Choose a nonzero vector z in Z and let M 
be a subspace of Z such that {z} 0 M= Z. Define for x E Ker L&, the 
operator dx: Z -+ X by dx(z) =x and dx(m) = 0 for m E M. Here X is the 
internal space of the pair {F, G}. Further, let H,(t): Z + X, a < t < b, be 
defined by 
H,(t) = 
0 a<t<y,, 
4.X 
yo < t Q b. 
Then, since F(t) H,(s) = 0 for ads < t Q b, a.e. and the order of 
{I;, G + H, } equals the order of {F, G}, we get that {F, G + H, } is a 
minimal lower separable representation of k. Furthermore, it is easy to 
check that {F, G + H,, > and {F, G + H,,} are similar if and only if x, = x2. 
So, since ker /1,, # {0} the set { (F, G + H,} 1 x E ker /i,, } gives an uncoun- 
table set of non-similar minimal lower separable representations of k. 1 
Analogously one proves the following proposition. 
PROPOSITION 3.2. Let {F, G} be a minimal lower separable represen- 
tation of a kernel k. Suppose that for some y the operator 
s 
’ G(s) G(s)” ds 
(I 
(3.2) 
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is not invertible. Then k has uncountable many non-similar minimal lower 
separable representations. 
Another characterization of lower uniqueness can be found in [lo], 
Theorem 0.1, where it was showed that the kernel k is lower unique if and 
only if for each y in (a, b) the rank of k, is independent of y (cf. part 1.3 for 
the definition of k,). 
4. SB SYSTEMS 
A motivation for researching semi-separable kernels is the study of 
minimalization of linear time-varying systems. In this section, we give the 
corresponding consequences for linear time-varying systems with separable 
boundary conditions (SB systems) (cf. [6, Sect. 71). In the state space 
representation an SB system has the following form: 
i: 
x(t) = A(t) x(t) + B(t) u(t), adtdb, 
0 y(t) = C(t) x(t) + at) u(t), a<tdb, 
(I- P) x(a) = 0, PU(b) ~ ’ x(b) = 0, 
which we shall abbreviate by 
8 = (4th B(t), C(t), D(t), f% 
Here UE L2( [a, b], Z), y E L2( [a, b], Y), x is an absolute continuous 
function, with values in X, where the spaces X, Y, Z and L2( [a, b], U) are 
as above. Further, for each t in [a, b] 
A(t): x-r x, B(t): z -+ x, C(t): x+ Y, D(t): z+ Y 
are operators where the entries of (the matrix of) A(t) are integrable, the 
entries of Z?(t) and C(t) are square integrable and the entries of D(t) are 
measurable and essentially bounded on [a, b]. The operator-valued 
function U(t) denotes the fundamental operator of the system, i.e., the 
unique solution of 
U(f) = A(t) U(t), adt<b, 
u(a) = I,, 
where I, is the identity operator on X (cf. [l, 21). The space X is called the 
state space of 8. 
The operator P is assumed to be a projection on X. This property 
is expressed in the word “separable” in the description of the boundary 
conditions. The system 8 has a well-defined input-output operator, 
To: LA CQ, bl, -3 + LA Ca, 61 Y), 
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which is the integral operator, 
(TflcpNt) = D(t) dr) + jb k(4 s) ds) & a<t<b, 
0 
where the kernel k is given by 
k(t, s) = 
i 
C(t) U(t)(I- P) U(s)-’ B(s), a<s<t<b 
-C(t) U(t) Pzqs)-’ B(s), a<t-=cs<b. 
Clearly k is semi-separable, which is equivalent to saying that k has a lower 
and an upper separable representation (see [4, Sect. 1.41). Conversely, any 
integral operator with a semi-separable kernel is the input-output operator 
of an SB system (see [4, Sect. 1.41). 
If T= TO, then 8 is called a realization of T. An SB system 8 is 
SB minimal if among all SB systems with input-output operator TO the 
dimension of the state space of 8 is as small as possible. 
Two SB systems 
and 
with state spaces X, and X,, are said to be similar if and only if there exist 
an operator-valued function s(t), such that 
S(t): x, + x2 
is invertible for each t in [a, b], the entries of s(t) are absolute continuous, 
and 
A,(t)=S(t)-‘A,(t)S(t)+S(t)-‘S(t), a < t < b, a.e., 
B,(t) = s(f) B,(t), a < t < b, a.e., 
C,(l) = C,(t) s(f)-‘, a < t < b, a.e., 
Dl(l) = Qf), a < t < b, a.e., 
P, = S(a)-’ P*S(a). 
For more information about linear systems and linear systems with 
boundary conditions see [ 3, 7-9, 11). 
We describe briefly the consequences for SB systems. The results are 
clear, but the second is long-winded to write down exactly. 
With the construction method of Section 1 and its analogous version for 
minimal upper separable representations, we are able to construct a 
409/137/l-19 
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minimal SB realization for an integral operator T: &([a, 61, Z) -+ 
&([a, b], Y), which is defined as 
(W)(t) = D(r) v(f) + 1‘” 4~ s) P(S) ds. 
a 
The assumptions on D, cp, and k are as above. Let us construct two pairs 
(Fly G,}, respectively {F,, G, >, with internal spaces X,, respectively X,, 
which are a minimal lower, respectively upper, separable representation of 
k. As in Section I.4 of [4], we construct the following SB realization of T: 
,L-Fdt)-Fu(t)l, D(t), ; ; [ 11 
b 
3 (4.1) 
XII u 
where X, @ X, is the state space of 8. The system ~9 is SB minimal because 
of Theorem 7.1 of 161. 
Any SB system is always similar to one as in (4.1) (cf. [S, Sect. 1.1; 6, 
Sect. 71). So, we can describe the connection between two minimal 
SB systems with the help of Theorem 2.2 and its upper separable represen- 
tation version. One can also derive necessary and sufficient conditions for 
an SB system to be minimal with Proposition 2.6 and its upper separable 
representation version. 
It is easy to check that, if we use similar, respectively non-similar, 
minimal lower or upper separable representations of k to construct SB 
systems as in (4.1), then the resulting SB systems are similar, respectively 
non-similar. So, the number of non-similar minimal SB-realizations of T is 
either one or uncountable. 
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