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a b s t r a c t
The filled function method is an efficient approach for finding global minimizers of multi-
dimensional and nonlinear functions in the absence of any restrictions. In this paper, we
give a new definition of filled function and the idea of constructing a new filled function,
and then a new class of filled functions with one parameter on the basis of the new
definition, which possesses better quality, is presented. Theoretical properties of the new
class of filled functions are investigated. A new algorithm is developed from the new
filled function method. The implementation of the algorithm on seven test problems with
dimensions up to 30 is reported, and comparisons with other filled function methods
demonstrate that the new algorithm is more efficient.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Optimizationproblemsof nonlinear andnon-convex functions arewidespread in applications such as engineering design,
molecular biology, and neural network training. Recently, a study of global optimization problems has become a highly
popular topic. The problem of global optimization can be expressed in the form:
min f (x) : x ∈ Rn, (1.1)
where f : Rn → R1 is a continuously differentiable function.
Suppose that f (x) is coercive, i.e., f (x) → +∞, as ‖x‖ → +∞. This assumption implies the existence of a robust
compact setΩ ⊂ Rn, whose interior contains all global minimizers of f (x). It also guarantees that there exists a closed and
bounded domain X ⊂ Rn, such that X contains all global minimizers of f (x). Therefore, the global optimization problem
(1.1) can be converted into this form:
min f (x) : x ∈ X . (1.2)
We also assume that the number of minimizers of f (x) is finite. The number may be infinite; we do not deal with this case
in this paper.
During the past four decades, rapid progress has been made both in theory and in application for global optimization.
Generally, this can be classified into two categories: probabilistic and deterministic. The former includes the well-known
simulated annealing method [1] and genetic algorithms [2], while the latter is represented by the tunneling method [3],
integral level set method and filled function method [4,5]. These methods have their merits; however, we prefer to use
the deterministic method. Among deterministic algorithms, the filled function algorithm is considered as an effective and
practical method.
In this paper, we will concentrate on the filled function method. The concept of the filled function was introduced by
Ge [4]. The basic idea of the filled function is to find a global minimizer of a multi-dimensional function f (x) on Rn via a
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two-phase cycle: in phase 1, we start from an initial point and use any effective local minimizationmethod such as the BFGS
method to find a local minimizer x∗1 of f (x); in phase 2, we construct a filled function P(x
∗
1, x) at x
∗
1 and then, by minimizing
P(x∗1, x), we identify a point x′, such that f (x′) < f (x
∗
1). Then, we return to phase 1 and use x
′ as an initial point to find a
better minimizer x∗2 of f (x), such that f (x
∗
2) < f (x
∗
1). This process repeats until a global minimizer is found.
The initial definition of filled function is proposed by Ge [4]; the definition is as follows.
Definition 1.1. A function P(x∗1, x) is said to be a filled function of f (x) at the local minimizer x
∗
1 if it satisfies the following
properties:
(F1) x∗1 is a maximizer of P(x
∗
1, x) and the whole basin B
∗
1 of f (x) at x
∗
1 become a part of a hill of P(x
∗
1, x).
(F2) P(x∗1, x) has no minimizer or saddle point in any higher basin of f (x) than B
∗
1 .
(F3) If f (x) has a lower basin than B∗1 , then, there is a point x′ in such a basin that minimizes P(x
∗
1, x) on the line through x
and x∗1 .
For the definitions of basin and hill, refer to Ge [4].
Different kinds of filled functions have been proposed on the basis of this definition. In general, The filled functions have
been proposed in the literature can be classified into two categories. One is that the filled functions contain two adjustable
parameters, see [6–9]. The other is that the filled functions have only one parameter, see [5]. The filled function with two
parameters by Ge [4] is like this:
P(x, r, ρ) = 1
r + f (x) exp

−‖x− x
∗
1‖2
ρ2

. (1.3)
This filled function strongly depends on two parameters r and ρ. If they were appropriately chosen, the adjusting process
would be short. However, at present, we are not able to know the appropriate values of r and ρ before the numerical
experiments.
To overcome this disadvantage, one way is that decreasing the number of parameters. The first filled function with one
parameter has been proposed by Ge and Qin [5] as follows.
Q (x, x∗1, A) = −[f (x)− f (x∗1)] exp(−A‖x− x∗1‖2). (1.4)
Although this filled function (1.4) has only one parameter, A is not easy to be adjusted because of the unknown higher
basins or lower basins [1].
Moreover, the filled function (1.3) and (1.4) have a common disadvantage that they contain the factor exp(− ‖x−x∗1‖2
ρ2
) or
exp(−A‖x − x∗1‖2). When the feasible domain is so large and ρ is so small that exp(− ‖x−x
∗
1‖2
ρ2
) tends to infinity, similarly,
when the feasible domain is so large and A is also so large that exp(−A‖x − x∗1‖2) tends to infinity, the computer cannot
identify the change of the filled function. Thus we may not find the global minimizer in the last.
The remainder of this paper is organized as follows: A new definition of filled function and the idea of constructing novel
filled function are given in Section 2. Then a new class of filled functions is presented and its properties are analyzed in
Section 3. In Section 4, we identify several searching directions in minimizing the filled function and a new algorithm is
presented. In Section 5, results of numerical experiments are reported. Finally, some conclusions are drawn in Section 6.
2. A new definition of the filled function and the idea of constructing novel filled function
We have known that the basic idea of filled function method is as follows: Firstly, we need to obtain a local minimizer
x∗1 of objective function f (x) from an initial point using any effective local minimization method such as BFGS method;
Secondly, we construct a filled function P(x∗1, x) at x
∗
1 and minimize it to identify a point x
′ satisfying f (x′) < f (x∗1). Then,
return to the first step and use x′ as an initial point to find a better minimizer x∗2 of f (x) such thatf (x
∗
2) < f (x
∗
1). This process
repeats until a global minimizer is found. Through the basic idea of filled function method, we crucially need to find a point
x′ satisfying f (x′) < f (x∗1) in minimizing the filled function P(x
∗
1, x). Assume we have obtained a local minimizer x
∗
1 of f (x),
a new definition of filled function is as follows:
Definition 2.1. P(x∗1, x) is called a filled function of f (x) at a local minimizer x
∗
1 if P(x
∗
1, x) satisfies the following properties:
(1) x∗1 is a local maximizer of P(x
∗
1, x).
(2) P(x∗1, x) always exits descent direction d in set S1, i.e. dT∇P(x∗1, x) < 0, where
S1 = {x|f (x) > f (x∗1)}.
(3) The value of P(x∗1, x) at x ∈ S2 is greater than the value of P(x∗1, x) at x ∈ S1, where
S2 = {x|f (x) ≤ f (x∗1)} \ {x∗}.
Through the new definition of filled function, we can easily find the point x′ satisfying f (x′) ≤ f (x∗1) in minimizing the
filled function P(x∗1, x). The detailed explanation is as follows: After obtaining a local minimizer x
∗
1 of f (x), we construct
a filled function P(x∗1, x) satisfying the definition, and then minimize P(x
∗
1, x) along a descent direction. Because P(x
∗
1, x)
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always exits descent direction in set S1, and the value of P(x∗1, x) at x ∈ S2 is greater than the value of P(x∗1, x) at x ∈ S1, once
the point xk+1 satisfying P(x∗1, xk) < P(x
∗
1, xk+1) during iteration, we can prove that the point xk+1 is in S2, i.e., the point xk+1
meets the condition of f (xk+1) ≤ f (x∗1). The proof why the point xk+1 is in S2 will appear in Section 3. Next, we use xk+1 as
an initial point to find a better minimizer x∗2 of f (x) such that f (x
∗
2) < f (x
∗
1). This process repeats until a global minimizer
is found. From the whole process, it can be seen that we need not to minimize the filled function in S2, thus the number of
iterations reduces correspondingly.
The idea of constructing new filled function is based on the new definition of filled function. We can obtain the local
maximizer of P(x∗1, x) at x
∗
1 through −f (x). Therefore the basins (the hills) of f (x) become the hills (the basins) of −f (x).
Correspondingly, the local minimizers (the local maximizers) of f (x) become the local maximizers (the local minimizers)
of −f (x). However, how to modify −f (x)makes it satisfy the other properties is very vital. The second property needs the
filled function is downhill in S1, it can be satisfied through subtracting a very great function term on −f (x) in S1. While in
S2, we let the filled function be−f (x), obviously, maxx∈S1 P(x∗1, x) < minx∈S2 P(x∗1, x), thus the property (3) can be satisfied.
So, we obtain a new class of filled functions with one parameter on the basis of this idea.
3. A new class of filled functions and its properties
On the basis of the idea of constructing the new filled function, we propose a new class of improved oneswhich preserves
the advantages and overcomes the drawbacks of some other filled functions. The new class of filled functions with one
parameter is defined as follows:
P(x, x∗1, A) = −f (x)− Aη[f (x)− f (x∗1)]β(‖x− x∗1‖), (3.1)
where η(t) is a constant function like this:
η(t) =

1, when t > 0
0, when t ≤ 0.
A is a positive real number used as a parameter, x∗1 is a current local minimizer, and β : R∗ → R∗, where R∗ means non-
negative real number, with the following properties:
1. β is continuously differentiable in R∗;
2. β(t) ≥ 0;
3. β ′(t) ≥ 0, only when t = 0, β ′(t)may be 0;
4. limt→+∞ β(t) = +∞.
The particular form of β(t), for example, tp, arctan(tp) and exp(tp), where p is a positive integer.
The fundamental properties of the new class of filled functions can be exhibited by a number of basic theorems. Before
proving the function (3.1) is filled functions, we will analysis the behaviors of these functions. At first, we will give a
definition.
Definition 3.1. Let L be a set of points defined by L = {x|f (x) = f (x∗1), x ≠ x∗1}.
Theorem 3.1. P(x, x∗1, A) is continuously differentiable on X \ L.
Proof. If x ∈ {x|f (x) > f (x∗1)}, then
P(x, x∗1, A) = −f (x)− Aβ(‖x− x∗1‖),
∇P(x, x∗1, A) = −∇f (x)− Aβ ′(‖x− x∗1‖)
(x− x∗1)
‖x− x∗1‖
.
If x ∈ {x|f (x) < f (x∗1)}, then
P(x, x∗1, A) = −f (x),
∇P(x, x∗1, A) = −∇f (x).
Thus P(x, x∗1, A) is continuously differentiable on X \ L. 
Theorem 3.2. If y ∈ L, then y is a discontinuous point of P(x, x∗1, A).
Proof. If y ∈ L, that is f (y) = f (x∗1). Suppose {xk} → y as k →∞, if {xk} ⊂ S1, then
lim
k→∞ P(xk, x
∗
1, A) = limk→∞−f (xk)− Aβ(‖xk − x
∗
1‖)
= −f (y)− Aβ(‖y− x∗1‖),
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while if {xk} ⊂ S2, then
lim
k→∞ P(xk, x
∗
1, A) = limk→∞−f (xk)
= −f (y).
Obviously, y is a discontinuous point of P(x, x∗1, A), since Aβ(‖y− x∗1‖) ≠ 0. 
Through the basic idea of filled function method and the property of the new class of filled functions in our paper, we
can easily obtain the point x′ satisfying f (x′) < f (x∗1) during minimizing the filled function in S1. We need not to minimize
the filled function in S2. So the gradient of the filled function at y ∈ L is not necessary. Thus these discontinuous points will
not impact the execution of the algorithm.
After analyzing the characters of the filled function defined by (3.1), we give the following basic theorems to prove the
properties of the filled function.
Theorem 3.3. Suppose that x∗1 is a known local minimizer of f (x) and P(x, x
∗
1, A) is defined by (3.1), then x
∗
1 is a local maximizer
of P(x, x∗1, A), regardless of the value of A.
Proof. x∗1 is a known local minimizer of f (x), then there exits a neighborhood O(x
∗
1, δ), where δ > 0, such that f (x) ≥ f (x∗1),
for all x ∈ O(x∗1, δ).
P(x, x∗1, A) = −f (x)− Aη[f (x)− f (x∗1)]β(‖x− x∗1‖)
≤ −f (x)
≤ −f (x∗1)
= P(x∗1, x∗1, A).
Thus, x∗1 is a local maximizer of P(x, x
∗
1, A). 
Theorem 3.4. Suppose that f (x) is differentiable and d is a direction satisfying the following condition:
dT (x− x∗1) > 0. (3.2)
If f (x) > f (x∗1), then d is a descent direction of P(x, x
∗
1, A) at x
∗
1 , when A > 0 is satisfactorily large.
Proof. Since f (x) > f (x∗1), η[f (x)− f (x∗1)] = 1, and P(x, x∗1, A) is differentiable in S1 = {x|f (x) > f (x∗1)}. Therefore, we can
obtain the following form from (3.1) that
dT∇P(x, x∗1, A) = −dT∇f (x)− Aβ ′(‖x− x∗1‖)
dT (x− x∗1)
‖x− x∗1‖
. (3.3)
Since f (x) is continuously differentiable on X , and X is a bounded and closed set, thus −dT∇f (x) is bounded. Moreover,
x ∈ S1, ‖x− x∗1‖ > 0, then β ′(‖x− x∗1‖) > 0, so β ′(‖x− x∗1‖) d
T (x−x∗1)
‖x−x∗1‖ > 0 through (3.2), so when A is satisfactorily large,
dT∇P(x, x∗1, A) < 0.
Thus, d is a descent direction of P(x, x∗1, A) at x
∗
1 . 
The Theorem 3.4 shows that P(x, x∗1, A) is downhill in S1 = {x|f (x) > f (x∗1)}. So the function P(x, x∗1, A) satisfies the filling
property (2) of filled function.
Theorem 3.5. Suppose that x∗1 is not a global minimizer of f (x), then
max
x∈S1
P(x, x∗1, A) < minx∈S2
P(x, x∗1, A),
where S1 and S2 are defined as above.
Proof. Since x∗1 is not global minimizer of f (x), i.e. S2 is not an empty set. When x ∈ S1,
P(x, x∗1, A) = −f (x)− Aβ(‖x− x∗1‖),
while x ∈ S2,
P(x, x∗1, A) = −f (x),
since
max
x∈S1
−f (x) < min
x∈S2
−f (x),
thus
max
x∈S1
−f (x)− Aβ(‖x− x∗1‖) < minx∈S2 −f (x),
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i.e.
max
x∈S1
P(x, x∗1, A) < minx∈S2
P(x, x∗1, A). 
The Theorem 3.5 shows that P(x, x∗1, A) satisfies the filling property (3) of the filled function.
We can see the advantages of the new filled function proposed in our paper. Firstly, parameter A can be easily chosen,
because A is chosen sufficiently large when f (x) > f (x∗1), however, A is arbitrary when f (x) ≤ f (x∗1). Secondly, we can
easily find a point x′ in S2 satisfying f (x′) < f (x∗1) during minimizing P(x, x
∗
1, A) in S1, so we need not to minimize the filled
function in S2, correspondingly, the number of iterations reduces greatly. The following theorem further shows that the
filled function satisfies the second advantage.
Theorem 3.6. If x1, x2 ∈ Ω and satisfy the following conditions:
1. f (x1) > f (x∗1) and f (x2) > f (x
∗
1), i.e., x1, x2 ∈ S1,
2. ‖x2 − x∗1‖ ≥ ‖x1 − x∗1‖ + ε, where ε > 0.
Then, when A > 0 is satisfactorily large,
P(x1, x∗1, A) > P(x2, x
∗
1, A).
Proof. Since x ∈ S1, so
P(x, x∗1, A) = −f (x)− Aη[f (x)− f (x∗1)]β(‖x− x∗1‖),
= −f (x)− Aβ(‖x− x∗1‖).
Consider the following two cases:
Case 1. If f (x∗1) < f (x1) < f (x2), then it is obvious that the result follows.
Case 2. If f (x∗1) < f (x2) < f (x1), we will show P(x1, x
∗
1, A) > P(x2, x
∗
1, A) also holds.
P(x1, x∗1, A) = −f (x1)− Aη[f (x1)− f (x∗1)]β(‖x1 − x∗1‖),= −f (x1)− Aβ(‖x1 − x∗1‖),
P(x2, x∗1, A) = −f (x2)− Aη[f (x2)− f (x2∗)]β(‖x2 − x∗1‖),= −f (x2)− Aβ(‖x2 − x∗1‖),
P(x1, x∗1, A)− P(x2, x∗1, A) = −f (x1)− Aβ(‖x1 − x∗1‖)+ f (x2)+ Aβ(‖x2 − x∗1‖),= (f (x2)− f (x1))+ A(β(‖x2 − x∗1‖)− β(‖x1 − x∗1‖)).
Since f (x) is continuously differentiable in Ω , f (x2) − f (x1) is bounded, moreover, when t > 0, β ′(t) > 0, i.e., β(t) is
a increasing function in R+. So β(‖x2 − x∗1‖) − β(‖x1 − x∗1‖) > 0 through the second condition. Thus when A > 0 is
satisfactorily large,
P(x1, x∗1, A) > P(x2, x
∗
1, A).
The Theorem 3.6 shows that when x1 and x2 are in S1, if ‖x2 − x∗1‖ ≥ ‖x1 − x∗1‖ + ε, where ε > 0, then P(x1, x∗1, A) >
P(x2, x∗1, A), when A > 0 is satisfactorily large. Thus once the point xk+1 satisfying P(xk, x
∗
1, A) < P(xk+1, x
∗
2, A) during
iteration, then the point xk+1 is in S2, i.e., the point xk+1 meets the condition of f (xk+1) ≤ f (x∗1). 
4. Algorithm
As we all know, the filled function method for global optimization contains two phases. In phase 1, minimizing the
objective function, we can use steepest descent method, BFGS method and other local search methods. In phase 2, we only
need to find such point that f (x′) < f (x∗1) or dT∇P(x, x∗1, A) ≥ 0. We need not identify the minimizer of the filled function.
However, how to decide search direction in minimizing the filled function is very vital. In this section, firstly, we discuss the
good search directions in phase 2, secondly, we give a new algorithm developed from the new filled function.
4.1. Searching descent directions in minimizing the filled function
For discussing conveniently, we make some hypothesis as follows.
Let x∗k be the current local minimizer, x
(i)
k the current iterative point, λ and µ are two given constants with 0 < λ < µ,
and d(i)k the search direction at x
(i)
k such that λ ≤ ‖d(i)k ‖ ≤ µ.
Theorem 4.1. Let x(i)k ∈ X and x(i+1)k = x(i)k + d(i)k ∈ X, if d(i)k is chosen to satisfy (d(i)k )T (x(i)k − x∗k) ≥ 0, then
‖x(i)k − x∗k‖2 ≥ iλ2 + ‖x(0)k − x∗k‖2.
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Proof. If (d(j)k )
T (x(j)k − x∗k) ≥ 0, ∀j = 0, 1, . . . i− 1, then
‖x(i)k − x∗k‖2 − ‖x(0)k − x∗k‖2 = (‖x(i)k − x∗k‖2 − ‖x(i−1)k − x∗k‖2)+ (‖x(i−1)k − x∗k‖2 − ‖x(i−2)k − x∗k‖2)
+ · · · + (‖x(1)k − x∗k‖2 − ‖x(0)k − x∗k‖2)
= (‖x(i−1)k − x∗k + d(i−1)k ‖2 − ‖x(i−1)k − x∗k‖2)+ (‖x(i−2)k − x∗k + d(i−2)k ‖2 − ‖x(i−2)k − x∗k‖2)
+ · · · + (‖x(0)k − x∗k + d(0)k ‖2 − ‖x(0)k − x∗k‖2)
= [2(x(i−1)k − x∗k)T d(i−1)k + ‖d(i−1)k ‖2] + [2(x(i−2)k − x∗k)T d(i−2)k + ‖d(i−2)k ‖2]
+ · · · + [2(x(0)k − x∗k)T d(0)k + ‖d(0)k ‖2]
≥ ‖d(i−1)k ‖2 + ‖d(i−2)k ‖2 + · · · + ‖d(0)k ‖2
≥ iλ2. 
From Theorem 4.1, we can conclude that if a search direction d(i)k is chosen to satisfy (d
(i)
k )
T (x(i)k − x∗k) ≥ 0, the search
will reach the boundary of X when the number of iterations is sufficiently large provided no better point in a lower basin is
found before that happens.
Theorem 4.2. Let d ≠ 0 be a search direction at x ∈ X where f (x) > f (x∗1) suppose A > 0. Then dT∇P(x, x∗1, A) < 0 if and only
if one of the following conditions holds.
(1) dT (x− x∗1) > 0, and dT∇f (x) > 0;
(2) dT (x− x∗1) > 0, dT∇f (x) < 0, and A > −d
T∇f (x)‖x−x∗1‖
β ′(‖x−x∗1‖)dT (x−x∗1)
;
(3) dT (x− x∗1) = 0, and dT∇f (x) > 0;
(4) dT (x− x∗1) < 0, dT∇f (x) > 0, and A < −d
T∇f (x)‖x−x∗1‖
β ′(‖x−x∗1‖)dT (x−x∗1)
.
Proof. We have
0 > dT∇P(x, x∗1, A) = −dT∇f (x)− Aβ ′(‖x− x∗1‖)
dT (x− x∗1)
‖x− x∗1‖
,
since A > 0, obviously if one of the four lists is satisfied, then dT∇P(x, x∗1, A) < 0. 
Theorem 4.2 lists all possible circumstances for descent directions of P(x, x∗1, A). It is easy to see that these search
directions d satisfying dT (x − x∗1) < 0 are more restrictive than those with dT (x − x∗1) ≥ 0. So the search direction d
such that dT (x− x∗1) ≥ 0 is chosen, we chose the search d = −∇P(x, x∗1, A) or d = − ∇f (x)‖∇f (x)‖ −
∇P(x,x∗1,A)
‖∇P(x,x∗1,A)‖ in algorithm.
4.2. A new algorithm
In the above section, we have already proposed a new class of filled functions and investigated the filling properties.
Without loss of generality, we give a particular form of the new class of filled functions P(x, x∗1, A) = −f (x) − Aη[f (x) −
f (x∗1)]‖x− x∗1‖2. Thus a new algorithm is as follows.
Initial Step
(a) Choose ε1 and ε2 as the tolerance parameters for terminating the minimizations of f (x) and P(x, x∗1, A), respectively.
(b) Choose directions ei, i = 1, 2, . . . , k0 and k0 ≥ 2n, where n represents the number of variable. We set k0 = 2n in the
following experiments.
(c) Choose A sufficiently large, e.g., A = 10.
(d) Let k = 1, represents the number of iteration.
(e) Choose an initial point x01 ∈ X .
Main Step
I Starting from the initial point x01, minimize f (x) by a local search method, we obtain a local minimizer x
∗
1 .
II Construct
P(x, x∗1, A) = −f (x)− Aη[f (x)− f (x∗1)]‖x− x∗1‖2.
Let i = 1, turn to the Inner Loop.
Inner Loop
1 If i ≤ k0, then set x = x∗1 + δei, where δ is a small positive real number, and go to 2; otherwise, increase A by A = 10A. If
A > 108, stop.
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Table 1
Computational results for Problem 1.
k x0k x
∗
k f (x
∗
k )
1 (−1.00000000,−2.00000000) (−1.00000000, 0.00000000) 1.00000000
2 (−1.25500000, 0.00000000) (−2.00000000, 0.00000000) 5.6843419× 10−12
2 If f (x) < f (x∗1), then use x as initial point x
0
1 and go to Main step I, otherwise, go to 3.
3 If all the following conditions hold, select d1 = − ∇f (x)‖∇f (x)‖ −
∇P(x,x∗1,A)
‖∇P(x,x∗1,A)‖ as the search direction and go to 4, otherwise, go
to 5.
(a) ‖∇f (x)‖ ≥ ε.
(b) ‖d1‖ ≥ ε.
(c) dT1(x− x∗1) ≥ 0.
(d) ∇f (x)∇P(x, x∗1, A) > 0.
4 find a new point x in the direction d such that both P(x, x∗1, A) and f (x) can reduce to certain extents, if x attains the
boundary of X during minimization, then set i = i+ 1 and go to 1, otherwise, go to 2.
5 Let d2 = −∇P(x, x∗1, A) and find a new point x in the direction d2 such that P(x, x∗1, A) can reduce to certain extent, if x
attains the boundary of X during minimization, then set i = i+ 1 and go to 1, otherwise, go to 2.
There are two circles in the algorithm. One is outer circle which minimizes the original function f (x) in the Main Step,
the other is inner circle which minimizes the filled function P(x, x∗1, A) in the Inner Loop. Some steps in the inner loop are
explained as follows: Step 3 guarantees that ∇P(x, x∗1, A) ≠ 0 when f (x) > f (x∗1). If ∇P(x, x∗1, A) = 0, it can be concluded
that A is not chosen large enough, so the algorithm then enlarge A by A = 10A. Step 4 checks if d1 is a more desirable
search direction than d2. 3(a)–(b) ensure that d1 is definite, guarantees that the search will reach the boundary of X when
the number of iterations is sufficiently large provided no better point in a lower basin is found before that happens, 3(d)
ensures that the angle between ∇f (x) and ∇P(x, x∗1, A) is acute, this implies that d1 should not be used as a direction to
escape from a basin. So we should choose d2 as a better search direction, then the algorithm goes to (5).
5. Numerical experiment
In this section, the proposed algorithm is applied to seven test examples. A series of Fortran program corresponding to
the algorithm is written on windows XP system with core duo 2.0 GHz CPU and 2.0 GB RAM. Numerical results show that
the method is efficient.
Problem 1 (Treccani Function).
min f (x) = x41 + 4x31 + 4x21 + x22,
s.t. − 3.0 ≤ x1 ≤ 3.0,−3.0 ≤ x2 ≤ 3.0.
The proposed algorithm succeeds in identifying a global minimum solution: x∗ = (−2.0, 0.0) and f (x∗) = 0. The compu-
tational results are summarized in Table 1.
Problem 2 (Six-Hump Camel Back Function).
min f (x) = 4x21 − 2.1x41 +
1
3
x61 − x1x2 − 4x22 + 4x42,
s.t. − 3.0 ≤ x1 ≤ 3.0,−3.0 ≤ x2 ≤ 3.0.
Two initial points x = (1.0, 2.0), (−1.0,−2.0) are used. The proposed algorithm succeeds in locating the global minimum
solutions:
x∗ = (0.08985572, 0.71270370) or (−0.08981325,−0.71267414)
where f (x∗) = −1.031628. The computational results which identifies from the initial point x = (1.0, 2.0) are summarized
in Table 2.
Problem 3 (Two-Dimensional Shubert Function).
min f (x) =

5−
i=1
i cos[(i+ 1)x1 + i]

5−
i=1
i cos[(i+ 1)x2 + i]

,
s.t. 0.0 ≤ x1 ≤ 10.0, 0.0 ≤ x2 ≤ 10.0.
The proposed algorithm succeeds in locating the global minimum solutions: x∗ = (5.48286390, 4.85805559) and f (x∗) =
−186.7309. The computational results are summarized in Table 3.
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Table 2
Computational results for Problem 2 with the initial point x = (1.0, 2.0).
k x0k x
∗
k f (x
∗
k )
1 (1.00000000, 2.00000000) (1.10924435, 0.76824492) 0.5437188
2 (0.89790308, 0.71426672) (0.08985572, 0.71270370) −1.031628
Table 3
Computational results for Problem 3.
k x0k x
∗
k f (x
∗
k )
1 (4.00000000, 4.00000000) (3.99025273, 3.99025273) 1.9083462×10−8
2 (5.63235092, 5.11603698) (5.48286390,4.85805559) −186.7309
Table 4
Computational results for Problem 4 with c = 0.2.
k x0k x
∗
k f (x
∗
k )
1 (1.00000000,−1.00000000) (1.08610332,1.02683282) 4.891699
2 (0.46844935, 1.10689867) (−0.57619965,0.43163541) 0.3557752
3 (0.04138662, 0.51206630) (1.01788390,0.05674847) 7.5914903×10−7
Table 5
Computational results for Problem 5.
k x0k x
∗
k f (x
∗
k )
1 (0.60000000,0.60000000) (0.69382548,0.69382942) −1.031207
2 (0.00882667,0.69394070) (0.00001935, 0.69384015) −1.515604
3 (−0.00012392, 0.00884222) (−0.00000017,−0.00000106) −2.000000
Problem 4 (Two-Dimensional Function).
min f (x) = [1− 2x2 + c sin(4πx2)− x1]2 + [x2 − 0.5 sin(2πx1)]2 ,
s.t. 0.0 ≤ x1 ≤ 10.0,−10.0 ≤ x2 ≤ 0.0, where c = 0.2, 0.05.
The proposed algorithm succeeds in locating the global minimum solutions: f (x∗) = 0 for all c. The computational results
for c = 0.2 are summarized in Table 4.
Problem 5 (Rastrigin Function).
min f (x) = x21 + x22 − cos(18x1)− cos(18x2),
s.t. − 1.0 ≤ x1 ≤ 1.0,−1.0 ≤ x2 ≤ 1.0.
The proposed algorithm succeeds in locating a global minimum solution: x∗ = (0.0, 0.0) and f (x∗) = −2.0. The computa-
tional results are summarized in Table 5.
Problem 6 (Matyas Function).
min f (x) = 0.26(x(1)2 + x(2)2)− 0.48x(1)x(2),
s.t. − 3.0 ≤ x1 ≤ 3.0,−3.0 ≤ x2 ≤ 3.0.
The proposed algorithm succeeds in locating a global minimum solution: x∗ = (0.0, 0.0) and f (x∗) = 0. The computational
results are summarized in Table 6.
Problem 7 (n-Dimensional Function).
min f (x) = π
n

10 sin2(πx1)+
n−1
i=1
[(xi − 1)2(1+ 10 sin2(πxi+1))] + (xn − 1)2

.
s.t. − 10.0 ≤ xi ≤ 10.0, i = 1, 2, . . . , n.
The proposed algorithm succeeds in locating the global minimum solutions: x∗ = (1, 1, . . . , 1) and f (x∗) = 0 for all n.
we compute the optimal minimizer for n = 5, 10, 15, 20, 25, 30, respectively. The computational results for n = 30 are
summarized in Table 7.
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Table 6
Computational results for Problem 6.
k x0k x
∗
k f (x
∗
k )
1 (−3.00000000,−2.00000000) (−0.00000158, 0.00000131) 2.0838645× 10−12
Table 7
Computational results for Problem 7 with n = 30.
k x0k x
∗
k f (x
∗
k )
1

2.00000000, 2.00000000
2.00000000, 2.00000000
2.00000000, 2.00000000
2.00000000, 2.00000000
2.00000000, 2.00000000
2.00000000, 2.00000000
2.00000000, 2.00000000
2.00000000, 2.00000000
2.00000000, 2.00000000
2.00000000, 2.00000000
2.00000000, 2.00000000
2.00000000, 2.00000000
2.00000000, 2.00000000
2.00000000, 2.00000000
2.00000000, 2.00000000


1.98982847, 1.00003397
1.00003397, 1.00003397
1.00003397, 1.00003397
1.00003397, 1.00003397
1.00003397, 1.00003397
1.00003397, 1.00003397
1.00003397, 1.00003397
1.00003397, 1.00003397
1.00003397, 1.00003397
1.00003397, 1.00003397
1.00003397, 1.00003397
1.00003397, 1.00003397
1.00003397, 1.00003433
1.00002384, 1.00019252
0.99854916, 1.00018084

0.1036694
2

0.99999058, 0.99996996
0.99996996, 0.99996996
0.99996996, 0.99996996
0.99996996, 0.99996996
0.99996996, 0.99996996
0.99996996, 0.99996996
0.99996996, 0.99996996
0.99996996, 0.99996996
0.99996996, 0.99996996
0.99996996, 0.99996996
0.99996996, 0.99996996
0.99996996, 0.99996996
0.99996996, 0.99996960
0.99997908, 0.99999171
1.00126851, 0.99999321


1.00000787, 1.00002503
1.00002503, 1.00002503
1.00002503, 1.00002503
1.00002503, 1.00002503
1.00002503, 1.00002503
1.00002503, 1.00002503
1.00002503, 1.00002503
1.00002503, 1.00002503
1.00002503, 1.00002503
1.00002503, 1.00002503
1.00002503, 1.00002503
1.00002503, 1.00002503
1.00002503, 1.00002539
1.00001740, 1.00000691
0.99894148, 1.00000572

1.1966809× 10−7
3

1.00000024, 1.00000095
1.00000095, 1.00000095
1.00000095, 1.00000095
1.00000095, 1.00000095
1.00000095, 1.00000095
1.00000095, 1.00000095
1.00000095, 1.00000095
1.00000095, 1.00000095
1.00000095, 1.00000095
1.00000095, 1.00000095
1.00000095, 1.00000095
1.00000095, 1.00000095
1.00000095, 1.00000095
1.00000072, 1.00000024
0.99995959, 1.00000024


0.99999982, 0.99999923
0.99999923, 0.99999923
0.99999923, 0.99999923
0.99999923, 0.99999923
0.99999923, 0.99999923
0.99999923, 0.99999923
0.99999923, 0.99999923
0.99999923, 0.99999923
0.99999923, 0.99999923
0.99999923, 0.99999923
0.99999923, 0.99999923
0.99999923, 0.99999923
0.99999923, 0.99999923
0.99999940, 0.99999982
1.00003231, 0.99999982

1.1114649× 10−10
Table I gives every test problem computational result and initial values of parameter A (A, A0) by our algorithm. The
meanings of the symbols used in Table I are as follows:
No. The order of the problems;
n The number of variables;
k0 The number of directions;
A The initial value of parameter;
A0 The value of parameter when stops;
iter The total number of iterations;
total time The total running time (millisecond);
total hits The total evaluations including function evaluations and gradient evaluations of
f (x) and P(x, x∗1, A) and direction evaluations so on.
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Table I
General computational results by the new filled function algorithm.
No. n k0 Initial A A0 Iter Total hits Total time
1. 2 4 10 108 2 3303 8.450
2. 2 4 20 108 2 3527 6.715
2 4 20 108 3 3675 8.628
3. 2 4 10 108 2 60577 15.491
4. 2 4 10 108 3 7651 6.898
2 4 100 108 2 26252 9.782
5. 2 4 10 108 3 6579 7.511
6. 2 4 10 108 1 3403 8.868
7. 5 10 10 108 2 155820 18.085
10 20 10 108 6 861652 78.472
15 30 10 108 6 1870404 132.067
20 40 10 108 6 3293807 252.970
25 50 10 108 6 5130235 393.320
30 60 10 108 7 13992237 899.878
Table II
Comparison of the results.
No. n Ge’s filled function New filled function
Iter Total time Total hits Iter Total time Total hits
1. 2 6 19.261 45585 2 8.450 3303
2. 2 4 26.556 58375 2 6.715 3527
4 16.849 45506 3 8.628 3675
3. 2 2 21.659 130641 2 15.491 60577
4. 2 – – – 3 6.898 7651
38 20.439 412534 2 9.782 26252
5. 2 5 17.890 95525 3 7.511 6579
6. 2 2 13.807 31912 1 8.868 3403
7. 5 26 90.326 881979 2 18.085 15820
10 29 198.198 2431013 6 78.472 861652
15 27 421.871 4539936 6 132.067 1870404
20 30 663.767 7257645 6 252.970 3293807
25 27 1065.311 11042109 6 393.320 5130235
30 29 1285.727 14639603 7 899.878 13992237
Table III
Comparison of the results.
No. n Wang’s filled function New filled function Ft Gt
Iter Total time Ft Gt Iter Total time
1. 2 2 70.276 2544 569 2 8.450 214 38
2. 2 3 38.833 6295 655 2 6.715 199 38
3 70.258 2931 641 3 8.628 229 44
3. 2 3 281.522 8061 438 2 15.491 1389 102
4. 2 5 327.351 903 366 3 6.898 227 49
4 182.347 11476 1051 2 9.782 588 1012
5. 2 4 52.634 11097 338 3 7.511 240 156
7. 5 3 9079.710 329956 17228 2 18.085 1899 3066
10 35 17449.033 276386 32993 7 78.472 4689 8911
Table II gives a comparison of the results obtained by the new filled function algorithm and the Ge’s filled function
algorithm respectively.
Table III gives a comparison of the results obtained by the new filled function algorithm and the filled function algorithm
by Wang [9] respectively. The meanings of the symbols used in Table III are as follows:
Ft : The total function evaluations of f (x) and P(x, x∗1, A);
Gt : The total gradient evaluations of f (x) and P(x, x∗1, A).
All the algorithms, we use the same local algorithm. In the local minimization of the function f (x) and filled function
P(x, x∗1, A), we use the BFGS method.
In the Ge’s filled function algorithm process of debugging, we find that the function value at local minimum point is
not strictly reduced, that means the function value will rebound, it wastes a lot of time and computation. And we also find
that the process frequently stuck at a stationary point or a local minimizer, so it may not find the global minimum point.
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However, in the Wang’s filled function algorithm, we find the adjusting process of the two parameters would be difficult.
Moreover, the cost of the total function evaluations and gradient evaluations of f (x) and P(x, x∗1, A) is expensive.
Tables II and III show that in most cases the new filled function algorithm works better than other two filled function
algorithms.
6. Conclusions
In this paper, we give a new definition of filled function and the idea of constructing novel filled function, then a new
class of filled functions with one parameter on the basis of the new definition is proposed. From the theoretical analysis
and computational results, we can conclude that the new class of filled functions is effective to find the global minimizer.
Compared to those multiple parameters filled function, a large number of time is saved in adjusting parameters. Moreover,
we can easily identify the point satisfying f (x′) < f (x∗1) during minimizing the filled function in S1, so we need not to
minimize the filled function in S2, correspondingly, the number of iterations reduces greatly. So, there is no doubt that it is
an efficient and practical filled function algorithm for global optimization.
The symbols used in Tables 1–7 are shown as follows:
x0k The k-th initial point;
k The iteration number in finding the k-th local minimizer;
x∗k The k-th local minimizer;
f (x∗k) The function value of the k-th local minimizer.
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