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Generalized mode-coupling theory of the glass transition: schematic results at finite
and infinite order
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We present an extensive treatment of the generalized mode-coupling theory (GMCT) of the glass
transition, which seeks to describe the dynamics of glass-forming liquids using only static structural
information as input. This theory amounts to an infinite hierarchy of coupled equations for multi-
point density correlations, the lowest-order closure of which is equivalent to standard mode-coupling
theory. Here we focus on simplified schematic GMCT hierarchies, which lack any explicit wavevector-
dependence and therefore allow for greater analytical and numerical tractability. For one particular
schematic model, we derive the unique analytic solution of the infinite hierarchy, and demonstrate
that closing the hierarchy at finite order leads to uniform convergence as the closure level increases.
We also show numerically that a similarly robust convergence pattern emerges for more generic
schematic GMCT models, suggesting that the GMCT framework is generally convergent, even
though no small parameter exists in the theory. Finally, we discuss how different effective weights on
the high-order contributions ultimately control whether the transition is continuous, discontinuous,
or strictly avoided, providing new means to relate structure to dynamics in glass-forming systems.
I. INTRODUCTION
Understanding the behavior of supercooled liquids and
the process of glass formation represents one of the ma-
jor challenges in condensed matter physics [1–3]. Glass-
forming systems exhibit a dramatic slowdown of the dy-
namics upon mild supercooling or compression, but at
the same time undergo only subtle structural changes at
the atomic level. The question how such marginal dif-
ferences in structure can be accompanied by an orders-
of-magnitude change in the relaxation dynamics lies at
the heart of the glass-transition problem. While several
plausible theoretical frameworks have been developed to
rationalize this behavior [3–7], there is still no fully mi-
croscopic theory available that can accurately describe
the dynamics of supercooled liquids over all relevant time
and temperature scales.
Among the various frameworks proposed in the last few
decades, the mode-coupling theory (MCT) of the glass
transition stands out as the only theory of glassy dynam-
ics based entirely on first principles [8, 9]. MCT seeks
to predict the dynamics of the time-dependent density-
density correlation function F (k, t) at wavelength k and
time t using only time-independent structural proper-
ties, such as the static structure factor S(k) ≡ F (k, 0),
as input. Within the MCT framework, the dynamics of
F (k, t) is governed by a memory function involving (pro-
jected) dynamic four -point correlation functions, which
probe correlations between pair-density modes. The cru-
cial MCT approximation is to factorize these four-point
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correlations into products of F (k, t)’s, thus rendering a
closed, self-consistent theory. The most notable success
of MCT is that it correctly predicts the growth of a
plateauing region in F (k, t) upon supercooling, and it of-
fers a simple physical picture for the initial phase of the
dynamic slow-down in terms of the cage effect [9, 10].
With rescaling of temperature or density, the theory can
also be made quantitatively successful in the weakly to
moderately supercooled regime [11]. However, the un-
controlled nature of the factorization approximation ulti-
mately breaks down, leading to the prediction of a spuri-
ous dynamical transition at temperatures well above the
experimentally observed glass transition (see for reviews
e.g. [10, 12, 13]).
A promising approach to improve upon standard MCT
was first introduced by Szamel in 2003 [14]. This ap-
proach, which we refer to as generalized mode-coupling
theory (GMCT), relies on the fact that the exact time
evolution of the four-point correlations is governed by
six-point correlations, which in turn are controlled by
eight-point correlations, and so on. This leads to a hier-
archy of coupled equations that makes it possible to delay
the uncontrolled factorization approximation to a later
stage. Szamel [14] and Wu and Cao [15] showed that ap-
plying the factorization at the level of six- or eight-point
correlations indeed systematically improves the predicted
location of the dynamical transition. In a subsequent
proof-of-principle study, two of us [16] extended this
approach to infinite order using a simplified schematic
(wavevector-independent) model. Remarkably, it was
found that this infinite hierarchy of schematic GMCT
equations admits an analytical solution that rounds off
the MCT transition completely, and converts the power-
law divergences of transport coefficients into activated-
like behavior. More recently, we found that infinite-order
schematic GMCT can in fact account for both strictly
avoided and sharp standard-MCT-like transitions, de-
pending on the choice of the level-dependent schematic
2parameters [17]. We also identified a class of schematic
hierarchies out of which the concept of fragility, i.e. the
degree to which the relaxation-time growth deviates from
Arrhenius behavior [18], emerges naturally. This is to
be contrasted with standard MCT, which can only pre-
dict ”fragile” relaxation and hence fails to distinguish be-
tween materials with different fragilities. Finally, it was
recently shown that the fully microscopic version of the
theory, which contains no free parameters and takes only
static structural information as input, already gives un-
precedented accuracy for the time-dependent dynamics of
a realistic quasi-hard sphere system when only the low-
est few levels of the hierarchy are considered [19]. More
specifically, full quantitative agreement could be obtained
between GMCT and computer simulations in the mildly
supercooled regime, without having to resort to density
or wavevector rescaling. These studies all suggest that
GMCT offers a promising and highly versatile framework
to describe the behavior of glass-forming matter. Since
GMCT can systematically correct upon standard MCT
by incorporating increasingly many higher-order correla-
tions, the theory thus poses an appealing and potentially
pragmatic route towards an ultimately fully quantitative
and fully microscopic description of glassy dynamics over
all relevant time and temperature domains.
Despite these encouraging results, it is not a priori
clear that the GMCT approach, which seeks to system-
atically defer the uncontrolled MCT factorization, is in
itself controlled. Indeed, a justified concern is whether
the GMCT hierarchy converges at all, since there ex-
ists no small parameter in the theory that would war-
rant higher-order contributions less important. In this
work, we seek to address this question using both ana-
lytical and numerical arguments. For simplicity, we will
restrict our discussion to the case of schematic GMCT
hierarchies, but we expect our qualitative results and
conclusions to apply to the microscopic theory as well.
The model of Ref. [16], which we will refer to here as
the Mayer-Miyazaki-Reichman model, offers an ideal test
ground for this purpose, since a unique analytic solution
is at hand for the infinite-order limit. For completeness,
we shall first present the full derivation of this highly
non-trivial solution (the final result of which was pre-
sented in Ref. [16]), and subsequently consider various
finite-level closures of this hierarchy. It will be shown
rigorously, through a rather lengthy derivation, that the
finite-order solutions converge systematically towards the
analytic infinite-order result as the closure level tends
to infinity. We then provide numerical evidence that a
similar convergence pattern also applies to more generic
GMCT hierarchies, such that the inclusion of more hier-
archical levels directly translates into accurate dynamics
over increasingly long time scales. This suggests that the
GMCT approach is indeed controlled in the sense that,
independent of closure method, the dynamics described
by a finite level of the hierarchy coincides with that of
the complete hierarchy for an ever increasing time dura-
tion. Finally, we seek to provide more physical insight
into how the influence of higher-order correlations dissi-
pates through the GMCT hierarchy to ultimately control
the dynamics of F (k, t). To this end, we will make a con-
nection between infinite schematic hierarchies and the
standard-MCT F2 model [20, 21], and discuss how the
functional forms of the level-dependent schematic param-
eters control whether the transition is continuous (”type-
A”), discontinuous (”type-B”), or strictly avoided. Over-
all, this work can help to assess the success of GMCT as
a first-principles-based theory of the glass transition.
The layout of this paper is as follows. We first re-
view the fully microscopic GMCT equations in Sec. II
and subsequently describe how the theory may be re-
duced to more tractable schematic models. In Sec. III, we
then give an extensive treatment of the Mayer-Miyazaki-
Reichman model of Ref. [16], which constitutes one of
the simplest possible schematic GMCT hierarchies. We
will first present the general solution to this model in Sec.
III A, and then rigorously derive its analytic solution in
the infinite-order limit (Sec. III B). Next, we provide
a detailed discussion of so-called mean-field closures to
close the Mayer-Miyazaki-Reichman hierarchy at finite
order (Sec. III C), and subsequently consider alternative
ways to truncate the hierarchy (Sec. III D). In Sec. IV, we
then consider more generic functional forms of schematic
GMCT hierarchies, which allow for more flexibility in the
choice of schematic parameters and which can account for
a much broader pallet of glassy relaxation behaviors. We
first discuss their general convergence patterns in Sec.
IVA, and finally explore how the higher-order correla-
tions may ultimately control the physical nature of the
predicted glass transition in Sec. IVB. Concluding re-
marks are given in Sec. V.
II. GENERALIZED MODE-COUPLING
THEORY EQUATIONS
In this section, we provide the physical and mathe-
matical background for the infinite hierarchy of GMCT
equations. We first summarize the results of the
full wavevector-dependent, time-dependent theory [19],
which contains no free parameters and is based entirely
on first principles. Next, we discuss how these fully mi-
croscopic equations may be reduced to simpler schematic
models that allow for more analytical and numerical
tractability, and that form the basis for the remainder
of this paper.
A. Microscopic (k-dependent) equations of motion
The microscopic GMCT equations with full time-
and wavevector-dependence were first derived in Ref.
[19], and here we briefly recall the main results of this
theory. We consider the dynamics of the normalized
2n-point density correlation functions Φn(k1, . . . , kn, t),
3which probe particle correlations over n distinct k-values,
Φn(k1, . . . , kn, t) =
〈ρ−k1(0) . . . ρ−kn(0)ρk1(t) . . . ρkn(t)〉
〈ρ−k1(0) . . . ρ−kn(0)ρk1(0) . . . ρkn(0)〉
.
(1)
Within the GMCT framework, these correlators obey the
general equations of motion
Φ¨n(k1, . . . , kn, t) + ζΦ˙n(k1, . . . , kn, t)
+Ω2n(k1, . . . , kn)Φn(k1, . . . , kn, t)
+
∫ t
0
Mn(k1, . . . , kn, τ)Φ˙n(k1, . . . , kn, t− τ)dτ = 0. (2)
The label n (n = 1, . . . ,∞) thus specifies the level of the
hierarchy. In Eq. (2), the dots denote time derivatives,
ζ represents an effective friction coefficient that accounts
for the short-time dynamics, and the bare frequencies are
given by
Ω2n(k1, . . . , kn) =
kBT
m
[
k21
S(k1)
+ . . .+
k2n
S(kn)
]
. (3)
Here kB is the Boltzmann constant, T is the temperature,
and m is the particle mass. For the memory functions
we have
Mn(k1, . . . , kn, t) =
ρkBT
16mπ3
n∑
i=1
Ω21(ki)
Ω2n(k1, . . . , kn)
×
∫
dq|V˜q,ki−q|2S(q)S(|ki − q|)
×Φn+1(q, |k1 − qδi,1|, . . . , |kn − qδi,n|, t),
(4)
where ρ is the total density, δi,j is the Kronecker delta
function, and V˜q,ki−q are static vertices that represent
wavevector-dependent coupling strengths for the higher-
order correlations. These vertices are defined as
V˜q,k−q = (kˆ · q)c(q) + kˆ · (k− q)c(|k − q|), (5)
where kˆ = k/k and c(q) denotes the direct correlation
function, which is related to the static structure factor
as c(q) ≡ [1 − 1/S(q)]/ρ [22]. The latter serves as the
only input to the theory (aside from trivial system pa-
rameters such as ρ and T ). Clearly, the hierarchical na-
ture of the GMCT equations arises from the memory
kernel: for any given level n, the memory function con-
tains n different dynamic 2(n + 1)-point correlators. It
should be noted that the time dependence of these dy-
namic 2(n + 1)-point correlators occurs in a subspace
orthogonal to the n-point density-mode basis that spans
the 2n-point correlation functions. However, one may
always project the n-point density components out of
the multilinear (n + 1)-point density basis, so that the
2(n+1)-point correlation functions evolve in the orthog-
onal subspace by construction [23]. Hence, it is sensible
to treat the evolution with “normal” dynamics. The re-
maining approximations in our framework are the neglect
of the off-diagonal dynamic 2n-point correlation func-
tions 〈ρ−k1(0) . . . ρ−kn(0)ρk′1(t) . . . ρk′n(t)〉 with ki 6= k′i,
and the use of Gaussian and convolution approximations
for the statics. Note that these approximations are also
commonly invoked at the standard-MCT level. In prin-
ciple, one could relax both of these approximations, i.e.,
incorporate more off-diagonal dynamic correlators and
keep all static correlators in their explicit multi-point
form. Such higher-order statics would then serve as ad-
ditional input to the theory. The GMCT equations of
motion of Eq. (2) are subject to the boundary conditions
Φn(k1, . . . , kn, 0) = 1 and Φ˙n(k1, . . . , kn, 0) = 0 for all n.
B. Schematic equations of motion
Our schematic GMCT equations involve several sim-
plifications of the microscopic hierarchy presented in the
previous section. Following Refs. [16, 17], we drop the
wavevector indices and treat all wavevectors on an equal
footing. That is, Φ1(k, t) 7→ φ1(t), Φ2(k1, k2, t) 7→
φ2(t), . . . , and Ω
2
n(k1, . . . , kn) 7→ µn. We also replace
ρkBT
16mpi3
∑n
i=1
∫
dq|V˜q,ki−q|2S(q)S(|ki − q|) by a level-
dependent constant nλn, which represents the effective
weight of the memory kernel at level n. This brings the
memory functions into the formMn(t) 7→ λnφn+1(t). Fi-
nally, we assume that the density correlation functions
decay so slowly that the second time-derivatives can be
neglected (i.e., overdamped dynamics), and we set the
friction constant ζ to 1. Note that the latter simply
amounts to a rescaling of time. Under these assump-
tions, we arrive at the generic schematic hierarchy
φ˙n(t) + µnφn(t) + λn
∫ t
0
φn+1(τ)φ˙n(t− τ)dτ = 0. (6)
This concludes our description of the schematic GMCT
equations which, although microscopically motivated,
lack any explicit k-dependence. It is evident that Eq. (6)
represents an infinite hierarchy of coupled equations, i.e.,
the time evolution of any φn(t) is governed by φn+1(t),
which in turn is governed by φn+2(t), etc. Equation (6)
is subject to the initial conditions φn(0) = 1 for all n.
In the remainder of this paper, we shall consider sev-
eral different choices for the µn and λn parameters, and
discuss the solutions of the corresponding hierarchies at
both finite and infinite order.
III. THE MAYER-MIYAZAKI-REICHMAN
MODEL: µn = n AND λn = constant
In the work of Ref. [16], which constitutes the first
study of schematic GMCT, the authors considered the
infinite hierarchy (6) with µn = µn and λn = Λ (i.e., a
constant). The linear form of µn follows naturally from
the microscopic frequencies [Eq. (3)], provided that no
4explicit distinction is made between different wave vec-
tors. Setting µ = 1 then yields:
φ˙n(t) + nφn(t) + Λ
∫ t
0
dτ φn+1(t− τ) φ˙n(τ) = 0. (7)
We will refer to this hierarchy as the Mayer-Miyazaki-
Reichman model. Note that µ = 1 merely involves a
rescaling of time, while the condition λn = Λ implies
a level-independent coupling of the higher-order density
modes. The control parameter Λ may be physically inter-
preted as e.g. an inverse-temperature-like or density-like
parameter.
In this section, we will first explicitly derive the ana-
lytic solution of the Mayer-Miyazaki-Reichman model in
the infinite-order limit – the final result of which is given
in Eq. (47) –, and subsequently discuss the solutions un-
der various finite-order closures. To this end, we first
introduce a generic closure function C that terminates
the hierarchy at level N ≥ 2,
φN (t) = C({φn(t)}, t). (8)
Equations (7) and (8) thus constitute a closed system of
integro-differential equations governing the time evolu-
tion of the functions {φn(t)} = {φ1(t), φ2(t), . . . , φN (t)}.
Note that for N = 2 and the closure φ2(t) = φ
2
1(t), we
essentially recover the standard-MCT schematic model
of Leutheusser [20].
A. General solution
Equation (7) relates any function φn(t) in the hierar-
chy to φN (t). In this subsection we analyze this relation
and derive its explicit form. We first Laplace transform
Eq. (7) as it is thereby reduced to an algebraic equation.
We use the standard Laplace transform fˆ(s) = L{f(t)}
defined by
L{f(t)} =
∫ ∞
0
dt f(t) e−st,
L−1{fˆ(s)} =
∫ c+i∞
c−i∞
ds
2πi
fˆ(s) est. (9)
For the inversion integral, c must be chosen such that the
integration contour is contained in the half-plane where
fˆ(s) = L{f(t)} converges and is analytic. Using stan-
dard properties of Laplace transforms and the initial con-
ditions φn(0) = 1, one shows that Eq. (7) turns into
φˆn(s) =
1
s+
n
1 + Λφˆn+1(s)
. (10)
By iteration of Eq. (10) we can, in principle, express any
function φˆn(s) in terms of φˆN (s). However, this gen-
erates a continued-fraction type expression which is not
suitable as such for further analysis. A transformation
that corresponds to resolving nested fractions is
φˆn(s) =
1
s
[
1− n ϕn+1(s)
ϕn(s)
]
, (11)
which defines the new set of functions {ϕn(s)} =
{ϕ1(s), ϕ2(s), . . . , ϕN+1(s)}. In fact, since Eq. (11) de-
pends on ratios of the ϕn(s) these are only defined up to
an overall factor. Via substitution of Eq. (11) into Eq.
(10) one verifies that the ϕn(s) satisfy the linear second-
order recursion
ϕn(s)− (s+n+Λ)ϕn+1(s)+Λ(n+1)ϕn+2(s) = 0. (12)
The task of deriving solutions φn from φN is now re-
duced to solving the recursion (12). Because the latter
has non-constant coefficients this remains a challenging
problem. A systematic approach consists in utilizing the
Z transform
Z{fn} =
∞∑
n=0
fnz
−n,
Z−1{f(z)} =
∮
dz
2πi
f(z) zn−1. (13)
The transform f(z) = Z{fn} is defined in the domain
|z| > r with r the radius of convergence of the sum in
Eq. (13). Conversely, for inverting the transform one in-
tegrates over some closed counter-clockwise contour that
is contained in the domain of convergence of f(z).
It turns out that direct Z transformation of the se-
quence ϕn(s) is not useful for various reasons. First,
specification of φˆN (s) puts constraints on ϕN (s) and
ϕN+1(s). In Z space these translate into conditions on
the N and (N+1)-fold derivatives of ϕ(s; z) = Z{ϕn(s)}
with respect to 1/z, which is inconvenient. This problem
is easily avoided by renumbering the sequence ϕn(s) ac-
cording to ϕ˜n(s) = ϕN+1−n(s). We note that a priori
this defines the ϕ˜n(s) only for n = 0, 1, . . . , N . It is
useful, however, to formally extend the definition of the
ϕ˜n(s) over all integers n ≥ 0 based on Eq. (12). The
second problem regards convergence of the Z transform.
Let us consider the trivial limit case Λ = 0 where the dif-
ferent levels of the hierarchy (7) decouple. The recursion
(12) now reduces to a first-order one, yielding
ϕ˜n(s)|Λ=0 =
n−1∏
k=0
(s+N − k). (14)
As is conventionally done, we define empty products to
give unity so that ϕ˜0(s) = ϕN+1(s) = 1. The Z trans-
form (13) of Eq. (14) generally diverges for all z ∈ C;
exceptions occur when s is an integer. Therefore, in or-
der to use the Z transform for analyzing Eq. (12) we have
to normalize the ϕ˜n(s) appropriately. We introduce the
sequence ψn(s) = ϕ˜n(s)/n! or
ψn(s) =
ϕN+1−n(s)
n!
. (15)
5At Λ = 0, where ϕ˜n(s) is given by Eq. (14), the Z trans-
form ψ(s; z) = Z{ψn(s)} converges for |z| > 1. Via a
Taylor expansion in 1/z one shows that in fact
ψ(s; z)|Λ=0 =
(
1 +
1
z
)s+N
. (16)
Expression (16) also gives an analytic continuation of
ψ(s; z) into the region |z| ≤ 1. For general s ∈ C there
is a branch-cut singularity in ψ(s; z) in the z-plane over
z ∈ [−1, 0].
We now use the sequence ψn(s) for analyzing the re-
cursion (12) in the non-trivial case Λ > 0. Expressing
ϕn(s) in terms of ψn(s) via Eq. (15) gives
(n+ 1)(n+ 2)ψn+2(s)
−(s+ Λ+N − n− 1)(n+ 1)ψn+1(s)
+Λ(N − n)ψn(s) = 0. (17)
By taking the Z transform of the latter equation, which
we expect to exist for Λ > 0, and using standard identi-
ties like Z{nfn} = −z ∂zZ{fn} we obtain
(1 + w)∂2wψ(s; z) + ΛNψ(s; z)
−[s+N − 1 + Λ(1 + w)]∂wψ(s; z) = 0, (18)
where w = 1/z. This is a linear but non-trivial differ-
ential equation for ψ(s; z). We know from the foregoing
discussion that at Λ = 0 its solution is given by Eq. (16);
this is easily verified by integration of Eq. (18). To ac-
count for general Λ > 0 we consider a product-ansatz of
the form
ψ(s; z) =
(
1 +
1
z
)s+N
f(s; ξ) where ξ = Λ
(
1 +
1
z
)
.
(19)
The change of variable from z to ξ absorbs the explicit
Λ-dependence in Eq. (18). Altogether, the substitution
(19) turns Eq. (18) into
ξ∂2ξf(s; ξ)+ (s+N+1− ξ)∂ξf(s; ξ)− sf(s; ξ) = 0. (20)
This equation is of the type z ∂2zf(z) + (b − z)∂zf(z) −
a f(z) = 0, which is known as Kummer’s differential
equation. Two linearly independent solutions are given
by the functions [24]
Φ(a, b; z) =
1
Γ(a)Γ(b − a)
∫ 1
0
du ua−1(1− u)b−a−1euz,
(21)
Ψ(a, b; z) =
1
Γ(a)
∫ ∞
0
du ua−1(1 + u)b−a−1e−uz, (22)
where Γ(x) denotes the gamma function. The func-
tion Φ(a, b; z) is a regularized confluent hypergeometric
function, which may also be expressed as Φ(a, b; z) =
1F1(a, b; z)/Γ(b), while the hypergeometric function
Ψ(a, b; z) is sometimes denoted U(a, b; z). We note that
the integral representations (21) and (22) do not con-
verge for all parameters a, b and arguments z; however,
Φ(a, b; z) and Ψ(a, b; z) are well defined on a, b, z ∈ C.
The regularized function Φ(a, b; z) is in fact analytic over
z ∈ C while Ψ(a, b; z) has a branch-cut along the negative
real axis z ∈ ]−∞, 0]. We will quote further properties of
Φ and Ψ as needed; see [24] for a comprehensive discus-
sion. Altogether we have from Eqs. (19) and (20) that
the general solution of Eq. (18) is
ψ(s; z) = (1 + w)s+N
×
[
uN(s)Φ(s, s+N + 1; ξ)
+
1
N
vN (s)Ψ(s, s+N + 1; ξ)
]
, (23)
with uN (s) and vN (s) arbitrary but z-independent func-
tions. These account for the initial conditions of the re-
cursion (12). The factor 1/N in Eq. (23) was introduced
for later convenience.
Similar to the case Λ = 0, we have from Eq. (23) that
ψ(s; z) has a branch-cut singularity in the z-plane over
z ∈ [−1, 0] but is analytic elsewhere. We may there-
fore use a circular contour containing the unit disk for
inverting the Z-transform according to Eq. (13). The
functions ϕn(s) then follow via Eq. (15) as ϕn(s) =
(N +1− n)!ψN+1−n(s). From Eq. (23) the resulting ex-
pression is of the form ϕn(s) = uN(s) I + (1/N) vN (s)J
with
I = (N + 1− n)!
∮
dw
2πi
w−(N+2−n)(1 + w)s+N
×Φ(s, s+N + 1; ξ), (24)
J = (N + 1− n)!
∮
dw
2πi
w−(N+2−n)(1 + w)s+N
×Ψ(s, s+N + 1; ξ). (25)
In these integrals the substitution w = 1/z was made,
mapping the integration contour onto a clockwise cir-
cle contained within the unit disk; we have reverted di-
rectionality of the contour in Eqs. (24) and (25). The
branch-cut z ∈ [−1, 0] becomes w ∈ ]− ∞,−1] in the
w-plane. Therefore the only singularity within the unit-
disk – and thus within the integration contour – in both
integrals is the pole w−(N+2−n). For calculating the cor-
responding residues we use the following representations
of the hypergeometric functions,
Φ(s, s+N + 1; ξ) =
∞∑
k=0
(s)k
Γ(s+N + k + 1)
ξk
k!
, (26)
Ψ(s, s+N + 1; ξ) =
N∑
k=0
(
N
k
)
ξ−s−k
k−1∏
i=0
(i + s).(27)
Equation (26) follows from Φ(a, b; z) = 1F1(a, b; z)/Γ(b)
and the series representation [24] 1F1(a, b; z) =∑
n≥0[(a)n/(b)n] z
n/n! where a, b, z ∈ C and (a)n =
6a(a+1) · · · (a+n− 1). The expression (27), on the other
hand, applies for s, ξ ∈ C but integer N ≥ 0, which is
sufficient for our purposes. It is obtained from Eq. (22)
by expanding (1+u)N which leads to integrals producing
gamma functions [24]. When substituting Eqs. (26) and
(27) into Eqs. (24) and (25), one readily finds the residues
of the integrands at w = 0. These turn out to be of the
form of Eqs. (26) and (27) themselves and simply give
I = Φ(s, s+ n; Λ), (28)
J = N !
(n− 1)! Ψ(s, s+ n; Λ). (29)
This completes inversion of the Z transform and thus fur-
nishes us with the general solution ϕn(s) of the recursion
formula (12). Explicitly we have
ϕn(s) = uN(s)Φ(s, s+n; Λ)+
Γ(N)
Γ(n)
vN (s)Ψ(s, s+n; Λ).
(30)
The desired solutions φˆn(s) of our hierarchy of GMCT
equations are obtained from the ϕn(s) using Eq. (11).
For simplifying the resulting expression we use the iden-
tities [24]
sΦ(s+ 1, s+ n+ 1;Λ) = Φ(s, s+ n; Λ)
−nΦ(s, s+ n+ 1;Λ),(31)
sΨ(s+ 1, s+ n+ 1;Λ) = −Ψ(s, s+ n; Λ)
+Ψ(s, s+ n+ 1;Λ). (32)
These are easily verified based on Eqs. (26) and (27).
Our result becomes
φˆn(s) =
[
Γ(n)uN(s)Φ(s + 1, s+ n+ 1;Λ)
−Γ(N)vN (s)Ψ(s+ 1, s+ n+ 1;Λ)
]
×
[
Γ(n)uN (s)Φ(s, s+ n; Λ)
+Γ(N)vN (s)Ψ(s, s+ n; Λ)
]−1
. (33)
It remains to work out the functions uN(s), vN (s) in
terms of the initial condition φˆN (s) of the recursion (10).
This is done by setting n = N in Eq. (33). As for ϕn(s)
the uN (s) and vN (s) are determined only up to an overall
factor. Using this freedom we may choose
uN(s) = Ψ(s+ 1, s+N + 1;Λ) + φˆN (s)Ψ(s, s+N ; Λ),
(34)
vN (s) = Φ(s+ 1, s+N + 1;Λ)− φˆN (s)Φ(s, s+N ; Λ).
(35)
Then, for n = N , Eq. (33) obviously reduces to φˆN (s).
Using identities similar to Eqs. (31) and (32), one
also verifies that Eq. (33) indeed satisfies the recursion
formula (10), as it should. Therefore Eqs. (33)-(35)
constitute the general solution of the Mayer-Miyazaki-
Reichman model, Eq. (7), expressing all functions φˆn(s)
with 1 ≤ n ≤ N in terms of φˆN (s). Remarkably it
turns out that rearranging Eq. (33) for φˆN (s) effectively
amounts to exchanging n↔ N . This symmetry becomes
obvious when expressing Eq. (33) in the form
Ωn(s) = ΩN(s) with Ωn(s) = Γ(n)
vn(s)
un(s)
. (36)
As a consequence we may drop the restriction n ≤ N and
Eq. (33) in fact applies for all n,N ; the solutions at any
two levels of the hierarchy are connected via Eq. (33).
Furthermore Ωn(s) = ΩN (s) for all n,N implies that
the expression Ωn itself is n-independent. We abbreviate
Ω(s) ≡ Ωn(s), which is an invariant of the recursion (10)
and thus of our hierarchy of GMCT equations [Eq. (7)].
B. Infinite-order solution
The general solution of the Mayer-Miyazaki-Reichman
model derived in the previous section establishes an ex-
plicit connection between the functions φˆn(s) on all levels
n. These are only determined completely, however, once
the closure condition (8) is taken into account. Let us
now analyze the behavior of the hierarchy (7) in the limit
where the closure level N is taken to infinity. Here the
invariant Ω(s) introduced in Eq. (36) plays a key role.
Substituting Eqs. (34) and (35) for uN (s) and vN (s) we
may express the invariant Ω(s) in terms of the closure
function φN (t) = C({φn(t)}, t) as
Ω(s) = Γ(N)
×Φ(s+ 1, s+N + 1;Λ)− φˆN (s)Φ(s, s+N ; Λ)
Ψ(s+ 1, s+N + 1;Λ) + φˆN (s)Ψ(s, s+N ; Λ)
.
(37)
This, in turn, determines the functions φˆn(s) on all levels
1 ≤ n ≤ N of the hierarchy. According to Eq. (36) we
replace N by n in the latter equation and rearrange for
φˆn(s) to obtain the explicit representation
φˆn(s) =
[
Γ(n)Φ(s+ 1, s+ n+ 1;Λ)
−Ω(s)Ψ(s+ 1, s+ n+ 1;Λ)
]
×
[
Γ(n)Φ(s, s+ n; Λ)
+Ω(s)Ψ(s, s+ n; Λ)
]−1
, (38)
where all information about the type and level of closure
are absorbed in Ω(s). Therefore solutions φˆn(s) on finite
levels n ≥ 1 of an infinite hierarchy are of the form of
7Eq. (38) if the N → ∞ limit of Ω(s) [Eq. (37)] exists.
We show in the following that a sufficient condition for
this is boundedness of the sequence of closure functions
φN (t) over t ≥ 0 and also derive the actual form of the
solutions.
Let s ∈ C arbitrary but fixed with Re(s) > ǫ for some
ǫ > 0. From the triangular inequality one easily shows
that boundedness of φN (t) over t ≥ 0 implies that |φˆN (s)|
is in turn bounded in the right half-plane Re(s) > ǫ. This
is all we need to know about φˆN (s) for taking the N →∞
limit in Ω(s). To see this we rewrite (37) in the form
Ω(s) = lim
N→∞
Γ(N)
Γ(s+N)
1F1(s, s+N ; Λ)
Ψ(s, s+N ; Λ)
XN (s)
YN (s)
, (39)
where
XN (s) =
1
s+N
1F1(s+ 1, s+N + 1;Λ)
1F1(s, s+N ; Λ)
− φN (s),
(40)
YN (s) =
Ψ(s+ 1, s+N + 1;Λ)
Ψ(s, s+N ; Λ)
+ φN (s). (41)
We have substituted Φ(a, b; z) = 1F1(a, b; z)/Γ(b) to sim-
plify the discussion of the N → ∞ limit. Indeed, from
the series expansion [24]
1F1(s, s+N ; Λ) =
∞∑
k=0
(s)k
(s+N)k
Λk
k!
= 1+
s
s+N
Λ+ . . . ,
(42)
and convergence of the series in the right half-plane one
has 1F1(s, s + N ; Λ) → 1 as N → ∞ since each but the
first term in (42) vanishes. Obviously the same is true
for 1F1(s+ 1, s+N + 1;Λ) which only differs in s being
replaced by s+1. The scaling of Ψ(s, s+N ; Λ) is not so
obvious. From the integral representation (22), which is
convergent for s in the right half-plane, we have
Ψ(s, s+N ; Λ) =
1
Γ(s)
∫ ∞
0
du us−1(1+u)N−1 e−Λu. (43)
It is useful to notice that with increasing N the function
(1+u)N−1 e−Λu develops a growing peak in u. A change
of the integration variable u = [(N−1)/Λ]v−1 and some
rearranging produces
Ψ(s, s+N ; Λ) =
Γ(N)
Γ(s)
eΛ
ΛN
(
N − 1
Λ
)s−1
×
∫ ∞
Λ
N−1
dv
(
v − Λ
N − 1
)s−1
δN (v), (44)
with
δN (v) =
(N − 1)N
Γ(N)
vN−1e−(N−1)v. (45)
One shows that δN (v) ≥ 0 for v ≥ 0, also
∫∞
0 dv δN (v) =
1 and, for all v ≥ 0 except v = 1, δN (v)→ 0 as N →∞.
Consequently δN (v) is a representation of the Dirac δ-
distribution δ(v − 1). In the limit N → ∞ the integral
in Eq. (44) becomes
∫∞
0 dv v
s−1δ(v − 1) = 1. Therefore
we have asymptotically
Ψ(s, s+N ; Λ) ∼ Γ(N)
Γ(s)
eΛ
ΛN
(
N
Λ
)s−1
. (46)
With the above in mind the N →∞ limit of Ω(s) is eas-
ily obtained: in XN(s), Eq. (40), the first term vanishes
due to the 1/(s+ N) factor. Hence |XN (s)| is bounded
because |φˆN (s)| is. The first term in YN (s), see Eq. (41),
on the other hand, diverges like N/(sΛ) according to Eq.
(46). This means thatXN (s)/YN (s) vanishes in the right
half-plane Re(s) > ǫ for any bounded φˆN (s). The re-
maining factor in Eq. (39) also vanishes on its own so
that the invariant Ω(s) → 0 for N → ∞. Consequently,
from Eq. (38) the explicit solution of the infinite hierar-
chy is
φˆn(s) =
Φ(s+ 1, s+ n+ 1;Λ)
Φ(s, s+ n; Λ)
. (47)
This is a highly non-trivial result. As the closure
level N is taken to infinity, the functions φˆn(s) on all
finite levels n ≥ 1 become independent of the partic-
ular closure used. Intuitively we can understand this
in the following way: at large N and for sufficiently
small times t the significant terms in Eq. (7) at level
N − 1 are ∂tφN−1(t) + (N − 1)φN−1(t) ≈ 0. Therefore
φN−1(t) ≈ e−(N−1)t initially drops rapidly with t. The
closure function φN (t) only becomes relevant in Eq. (7)
once φN−1(t) has dropped to a tiny fraction of its initial
value φN−1(0) = 1. Our result (47) shows that as we
descend to lower levels N − 2, N − 3, . . . contributions
of φN (t) are washed out. In the limit N → ∞, where
we have to descend through infinitely many levels of the
hierarchy in order to reach a finite level n, residual con-
tributions of φN (t) disappear. More precisely, Eq. (47)
is an attractor for downward-recursion of Eq. (10). The
attraction basin comprises at least all bounded closure
functions.
Let us now investigate the predictions of Eq. (47). To
do so we have to invert the Laplace transform of φˆn(s).
We use that the regularized hypergeometric functions Φ
appearing in the numerator and denominator of Eq. (47)
are analytic in s. Therefore the only singularities of φˆn(s)
are poles located at the zeros {sk} of the denominator in
Eq. (47), i.e.,
Φ(sk, sk + n,Λ) = 0. (48)
It turns out that all sk lie on the negative real axis.
Consider, for a moment, the trivial case Λ = 0. Then
Φ(sk, sk + n, 0) = 1/Γ(sk + n) = 0 has solutions sk =
−n − k with k = 0, 1, 2, . . .. Numerical analysis of Eq.
(48) shows that for Λ > 0 the sk shift toward the origin,
however, we always have that s0 < 0 and sk+1 ≤ sk − 1.
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FIG. 1: The solutions φ1(t) of the infinite Mayer-Miyazaki-
Reichman hierarchy for Λ = 1, 2, . . . 10 from left to right,
respectively. The function φ1(t) shows beta-relaxation for
t = O(1), has a plateau in the range 1 ≪ t ≪ τα, and even-
tually decays exponentially in t/τα.
Thus, the inverse Laplace transform of Eq. (47) is
φn(t) =
∞∑
k=0
rk e
skt with rk = Res
(
φˆn(s), s→ sk
)
.
(49)
The roots {sk} and residues {rk} of course depend on
Λ and n; however, we omit these arguments for brevity.
Because the difference between successive sk’s is at least
one there is only a single slow mode r0e
s0t in the system.
The remaining sum
∑
k≥1 rke
skt in Eq. (49) is O(e−t)
and only contributes to fast beta-relaxation processes.
Consequently there is exponential alpha-relaxation in the
infinite hierarchy with alpha-relaxation time
τα = − 1
s0
. (50)
Numerical evaluation of Eqs. (48) and (49) is straightfor-
ward. In particular it turns out that the sum in Eq. (49)
converges rapidly, but with the number of relevant terms
(for beta-relaxation) increasing with Λ. Plots of the time
dependence of φ1(t) in the infinite hierarchy and for var-
ious Λ are shown in Fig. 1.
In fact, analysis of Eq. (48) allows us to deduce
the scaling of the alpha-relaxation time τα of φ1(t) for
Λ ≫ 1. From Eq. (21) we have Φ(s, s + 1;Λ) =
[1/Γ(s)]
∫ 1
0 du u
s−1 eΛu. This integral representation con-
verges for Re(s) > 0, however, the alpha-relaxation time
is determined by the root −1 ≤ s0 < 0. We use that via
integration by parts Φ(s, s + 1;Λ) = [1/Γ(s + 1)][eΛ −
Λ
∫ 1
0
du us eΛu], which provides an analytic continuation
down to Re(s) > −1. This expression vanishes for a
−1 ≤ s0 < 0 satisfying Λ
∫ 1
0 du u
s0 eΛu = eΛ. Chang-
ing the integration variable v = Λ(1 − u) turns this into
∫ Λ
0
dv (1− v/Λ)s0e−v = 1 which is suitable for a Λ→∞
asymptotic expansion: due to the e−v factor the integral
is dominated by contributions from finite v. We may thus
Taylor expand (1− v/Λ)s0 in v/Λ and, by truncating at
first order, obtain via Eq. (50)
τα ∼ e
Λ
Λ
for Λ→∞. (51)
Clearly there is no divergence of τα at any finite Λ in
the infinite-order solution. In cases where Λ ∝ 1/T , for
instance, the result (51) essentially predicts Arrhenius
behavior of the alpha-relaxation time. The emergence
of such a relaxation time scale that depends exponen-
tially on the coupling, which is a hallmark of activated
behavior, is remarkable. This is to be contrasted with the
results of standard MCT or, as shown below, any level of
”mean-field closure”, which always predicts a relaxation
time that diverges as a power law at a finite value of the
control parameter. Hence, the infinite-order construct
of GMCT gives rise to a fundamentally new relaxation
behavior. This concludes our explicit derivation of the
infinite-order solution of the Mayer-Miyazaki-Reichman
model, the result of which will serve as a benchmark for
the finite-order closures discussed in the following sub-
sections.
C. Mean-field closures at finite order
We will now consider solutions of the Mayer-Miyazaki-
Reichman model for specific closure conditions [Eq. (8)]
at finite closure levels N . We will first look at so-called
“mean-field closures” of the form
φN (t) = C({φn(t)}, t) = φm1n1 (t)φm2n2 (t) · · ·φmknk (t). (52)
The simplest example of this type is the classical factor-
ization φ2(t) = φ
2
1(t), i.e., the Leutheusser model [20];
others would be φ3(t) = φ
3
1(t) or φ3(t) = φ1(t)φ2(t)
and so on. We introduce the notation MF-N for
mean-field closures at level N , or more specifically MF-
N(ni
mi) to precisely reflect Eq. (52). The examples listed
above would correspond to MF-2(12), MF-3(13) and MF-
3(1121), respectively. Any mean-field closure should sat-
isfy
N = n1m1 + n2m2 + . . .+ nkmk, (53)
where 1 ≤ n1 < n2 < . . . nk < N andm1,m2, . . .mk ∈ N.
This constraint expresses that the total order of correla-
tions on the right hand side of Eq. (52) is required to
match with φN (t). From Eq. (53) the number of differ-
ent mean-field closures at level N grows rapidly with N
– namely as the number of integer partitions of N . The
first few numbers for N = 2, . . . , 6 are 1, 2, 4, 6, 10.
For mean-field closures (52) it is not possible to de-
rive the exact time dependence of solutions {φn(t)}. On
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FIG. 2: Solutions φ1(t) for the Mayer-Miyazaki-Reichman
model under various low-order MF-N closures. The critical
points for the different closures are Λc = 4 for MF-2(1
2),
Λc ≈ 4.4922 for MF-2(1
3), and Λc ≈ 4.8284 for MF-2(2
111).
the one hand, we have a Laplace transformed represen-
tation of the general solution (33) which cannot be in-
verted explicitly, while on the other, Laplace transfor-
mation of the closure (52) yields multiple complex con-
volution integrals and is not useful either. We thus limit
the analysis in this section to the identification of features
of the solutions {φn(t)}, in particular the appearance of
a dynamical transition and scaling near the transition.
The discussion will be along the lines of usual schematic
MCT [20, 21]. Data for the time dependence of {φn(t)}
is obtained numerically. We use an adaptation of the al-
gorithm introduced in Ref. [25] which is directly based
on Eqs. (7) and (8). Representative examples of solu-
tions φ1(t) are shown in Fig. 2 for several low-order MF
closures.
It may be seen that for all mean-field closures con-
sidered in Fig. 2, the dynamics slows down considerably
with increasing Λ, and for sufficiently high Λ undergoes a
discontinuous transition that is reminiscent of the transi-
tion predicted by Leutheusser’s MF-2(12) model. Indeed,
the numerical data in Fig. 2 suggests that any mean-field
closure has a critical parameter Λc at which a dynamical
transition occurs: for Λ < Λc all φn(t) vanish at long
times t → ∞, whereas for Λ ≥ Λc the functions φn(t)
approach a plateau 0 < qn < 1,
qn = lim
t→∞
φn(t). (54)
Note that qn may serve as an order parameter for the
transition, and is sometimes referred to as the nonergod-
icity parameter. A bifurcation analysis of the fixed-point
equation for qn, which we derive in the following, will
allow us to determine the critical parameter Λc. First
we utilize the general solution (33) to express all φˆn(s)
in terms of φˆ1(s). It is convenient to introduce functions
An(s), Bn(s), Cn(s) and Dn(s) such that
φˆn(s) = − Cn(s)−Dn(s) φˆ1(s)
An(s)−Bn(s) s φˆ1(s)
. (55)
Substituting Eqs. (34) and (35) into Eq. (33) and com-
paring coefficients with Eq. (55) defines An(s), . . . Dn(s).
Explicit expressions are given in Eqs. (A1)-(A4) in the
Appendix. From Eq. (55) one obtains the qn’s in terms
of q1 using the general identity for Laplace transforms
lim
t→∞
φn(t) = lim
s→0
s φˆn(s). (56)
We discuss in the Appendix that An(s), . . . Dn(s) are en-
tire functions of s (this is somewhat non-trivial for Bn(s)
[Eq. (A2)], which contains a factor s−1 that compensates
for the explicit s introduced in the denominator of Eq.
(55) above). Thus, the s → 0 limit of An(s), . . . Dn(s),
which we denote An, . . . Dn, exists. From the discussion
in the Appendix
An =
1
Λ
eΛ, (57)
Bn =
1
Λ
eΛ
n−2∑
k=0
k!
Λk
, (58)
Cn =
(n− 1)!
Λn
eΛ
n−2∑
k=0
Λk
(k + 1)!
, (59)
Dn =
(n− 1)!
Λn
eΛ. (60)
When expanding Eq. (55) by s, and considering the ex-
plicit factor s introduced in the denominator, the φˆn(s)
only appear in the combination s φˆn(s). According to
Eqs. (54) and (56) this reduces to qn for s → 0 and
therefore Eq. (55) produces
qn =
Dn q1
An −Bn q1 . (61)
This specific expression for the long time limits qn of
the functions φn(t) is a consequence of our hierarchy
of GMCT equations (7). Combining Eq. (61) with the
mean-field closure (52), which for t→∞ simply reduces
to
qN =
k∏
i=1
qmini , (62)
yields the fixed-point equation for q1. Via substitution of
Eqs. (61) and (57)-(60) and rearranging, keeping in mind
Eq. (53), we rewrite Eq. (62) in the form P (q1) = 0 with
P (q) =
k∏
i=1
[
1
Λ(ni − 1)!
(
1
q
−
ni−2∑
n=0
n!
Λn
)]mi
− 1
Λ(N − 1)!
(
1
q
−
N−2∑
n=0
n!
Λn
)
. (63)
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FIG. 3: Plateau height qc of φ1(t) at criticality versus the
predicted critical point Λc for various MF-N closures of the
Mayer-Miyazaki-Reichman hierarchy.
Equation (63), which is a polynomial of degree
∑
imi
in 1/q, is our key to locate the dynamical transition for
generic MF-N mean-field closures. Such transitions are
characterized by the appearance of a real root qc ∈ ]0, 1[
as Λ is raised to the critical value Λc. We have analyzed
Eq. (63) numerically for all MF-N closures up to level
N = 6. Figure 3 shows corresponding numerical data.
For each closure there is a Λc such that for Λ ∈ ]0,Λc[
Eq. (63) has no real roots q ∈ ]0, 1[. Consequently, Eqs.
(61) and (62) only admit the trivial solution q1 = 0 and
the φn(t) vanish at long times. At Λ = Λc a pair of
complex conjugate roots merges into the quadratic root
q = qc, however, and the φn(t) do not relax anymore
but approach the plateau qc as t → ∞. Plots of critical
solutions φ1(t) are contained in Fig. 2 above. For Λ > Λc
the pair of real roots of Eq. (63) separates: one decreases
towards q → 0 while the other increases q → 1 as Λ
grows Λ → ∞. The larger of the two is the physically
relevant root [21] and defines the plateau height in φ1(t)
at Λ > Λc. Note that we find the general trend that
closing at a higher level N increases Λc and qc. Moreover,
among the various closures possible at any given level N ,
the MF-N(1N) closure always seems to yield the lowest
Λc.
In order to investigate in more detail the dependence
of Λc on the closure level N as N becomes large, we
specialize to MF-N(1N ) closures. In that case Eq. (63)
is particularly simple. Setting k = 1, n1 = 1,m1 = N
and some rearranging allows us to rewrite Eq. (63) in the
form
P (q1) = 0 with P (q) = q
N
N−2∑
n=0
n!
Λn
−qN−1+(N − 1)!
ΛN−1
.
(64)
Clearly P (0) > 0 and P (q) has a single local extremum,
which is in fact a minimum, in the range q > 0 for any
N ≥ 2 and Λ > 0. These facts and the actual form
of Eq. (64) make it easy to derive an equation for Λc:
the polynomial ∂qP (q)|qx = 0 can be solved for the loca-
tion qx(Λ) of the extremum. At criticality we then have
P
(
qx(Λc)
)
= 0, or explicitly
N
N − 1
N−2∑
n=0
n!
Λnc
=
Λc
N−1
√
N !
. (65)
From this, one extracts the leading asymptotic form
Λc ∼ N/e at large N , using that N
√
N !/N → 1/e for
N → ∞ and dominance of the first term in the sum in
Eq. (65). The plateau height qc = qx(Λc) at the criti-
cal point Λ = Λc is found to be qc =
N−1
√
N !/Λc and
approaches unity qc → 1 as N → ∞. Hence, in MF-
N(1N) closures the critical parameter Λc scales linearly
with the level N of closure of the hierarchy. For N →∞
we have Λc →∞ and the mode-coupling transition disap-
pears completely, conform the infinite-order result of Eq.
(51). This highlights an important and non-trivial result:
closing the hierarchy at increasingly higher order yields a
critical point that converges systematically towards the
exact infinite-order solution Λc →∞. This uniform con-
vergence thus emerges naturally from our GMCT model,
even though no small perturbation parameter is present
in the theory.
Having determined the critical points Λc of generic
MF-N(nmii ) closures we next focus our attention on the
time dependence of the corresponding solutions φn(t).
We isolate the known plateau values qn via the ansatz
φn(t) = qn + µn(t), (66)
consequently µn(t) → 0 for t → ∞. Our aim in the
following will be to determine the asymptotic shape of
the beta-relaxation functions µn(t). Using the Laplace
transformed representation φˆn(s) = qn/s+ µˆn(s) of Eq.
(66), Eq. (55) may be rearranged in the form
µˆn(s) =
En(s) + [Dn(s) + qnBn(s)]µˆ1(s)
An(s)−Bn(s)[q1 + s µˆ1(s)] . (67)
Here we have introduced the new function
En(s) = −Cn(s) + [q1Dn(s)− qnAn(s) + q1qnBn(s)] s−1.
(68)
Note that in the limit s → 0 the coefficient of s−1 in
Eq. (68) vanishes like O(s). This follows from Taylor
expansion of An(s), Bn(s), Dn(s) and the fact that the
qn satisfy Eq. (61). Therefore the s
−1 singularity in Eq.
(68) is lifted and En(s) is an analytic function of s ∈ C.
In analogy to Bn(s) we define En(s) at s = 0 via the
limit En = En(s→ 0).
As usual we complement Eq. (67) with the mean-field
closure (52) to determine the functions φn(t) and thus
µn(t). Plugging our ansatz (66) into Eq. (52) produces
qN + µN (t) = [qn1 + µn1(t)]
m1 [qn2 + µn2(t)]
m2
· · · [qnk + µnk(t)]mk . (69)
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By expanding binomials and products and using the fact
that the qn satisfy Eq. (62), we may rewrite this expres-
sion in the form
µN (t) = qN
k∑
i=1
mi
qni
µni(t) + B(t), (70)
where B(t) contains bilinear and higher order terms in
µn(t). From Eq. (69), explicitly writing out B(t) to bi-
linear order amounts to
B(t) = qN
[
k∑
i=1
mi(mi − 1)
2q2ni
µ2ni(t)
+
∑
1≤i<j≤k
mimj
qniqnj
µni(t)µnj (t)
]
+ . . . (71)
The difficulty of solving the system of equations (67),
(70) and (71) lies in the fact that B(t) as given in Eq. (71)
is non-linear in the functions µn(t). A useful expression
for the Laplace transform Bˆ(s) = L{B(t)} can only be
derived from Eq. (71) if the µn(t) are known explicitly.
In order to proceed we now focus on asymptotic behavior
and make the ansatz
µ1(t) ∼ c t−β for t→∞, (72)
with c > 0 some amplitude and β the exponent for beta-
relaxation; in the mode-coupling literature this exponent
is usually denoted a; however, we follow here the more
appropriate notation of [26]. We shall prove in the fol-
lowing that µ1(t) indeed displays power-law relaxation
for any mean-field closure and determine the value of the
exponent β. We assume that β satisfies 13 < β <
1
2 which
will turn out to be the case. The asymptotic power-law
behavior (72) implies for µˆ1(s) = L{µ1(t)},
µˆ1(s) ∼ cΓ(1− β) sβ−1 for s→ 0. (73)
To leading order the Laplace transform µˆ1(s) has power-
law divergence at the origin. From Eq. (67) it follows
that in fact all µˆn(s) are singular at s = 0. Using
that An(s), . . . , En(s) have finite s → 0 limits and that
s µ1(s)→ 0 for s→ 0 we obtain from Eq. (67)
µˆn(s) ∼ Dn + qnBn
An − q1Bn µˆ1(s) =
qn
q1
An
An − q1Bn µˆ1(s), (74)
for s→ 0. Here Eq. (61) was used to simplify the prefac-
tor of µˆ1(s). Via inversion of the Laplace transform we
have in turn
µn(t) ∼ qn
q1
An
An − q1Bn µ1(t) for t→∞. (75)
Thus, all functions µn(t) decline asymptotically like t
−β.
Consequently, B(t) has t−2β asymptotics from bilinear
contributions in Eq. (71). This, in turn, implies a s2β−1
divergence – since β < 12 is assumed – of the Laplace
transform Bˆ(s) for s→ 0. Higher order terms in Eq. (71)
are O(t−3β) at large t which, as we assume β > 13 , leads
to a convergent Laplace integral (9) for s → 0 and thus
subdominantO(1) contributions to Bˆ(s). Altogether, the
leading asymptotics of Bˆ(s) = L{B(t)} for s→ 0 are ob-
tained by substituting Eq. (75) in Eq. (71) and retaining
bilinear terms only. The identity
AN
AN − q1BN =
k∑
i=1
mi
Ani
Ani − q1Bni
, (76)
which only applies at Λ = Λc, is useful for simplifying the
result. It follows from Eq. (63) and the fact that at criti-
cality qc is a quadratic root of P (q), i.e., ∂qP (q)|q=qc = 0.
We finally rewrite the two-dimensional sum in Eq. (71)
as the square of Eq. (76) to find the s→ 0 scaling
Bˆ(s) ∼ c2 Γ(1− 2β) qN
2q21
[(
AN
AN − q1BN
)2
−
k∑
i=1
mi
(
Ani
Ani − q1Bni
)2 ]
s2β−1. (77)
The coefficient in the square brackets is related to
∂2qP (q)|q=qc and should be non-zero. This s → 0 scal-
ing is a consequence of the power-law ansatz (72) and
Eqs. (67) and (71).
In order for the power-law ansatz (72) to apply, how-
ever, the result (77) must be consistent with the scaling
of Bˆ(s) as determined by Eqs. (67) and (70). From rear-
ranging Eq. (70), we have
Bˆ(s) = µˆN (s)− qN
k∑
i=1
mi
qni
µˆni(s). (78)
If we substitute the leading s → 0 scaling (74) for the
µˆn(s), then the right hand side of Eq. (78) vanishes; this
is seen from the identity (76). Therefore, in order to
derive the leading s → 0 scaling of Bˆ(s) from Eq. (78),
we need an expansion of the µˆn(s) to first sub-dominant
order. Contributions of En(s) to µˆn(s) in Eq. (67) are
O(1) near s = 0 as s µˆ1(s) vanishes while An(s), . . .En(s)
have finite s→ 0 limits. Thus,
µˆn(s) =
Dn(s) + qnBn(s)
An(s)−Bn(s)[q1 + s µˆ1(s)] µˆ1(s)+O(1). (79)
Next consider the fraction in this expression: for ob-
taining an expansion to first subleading order we re-
call that the functions An(s), . . . Dn(s) are analytic and
therefore admit Taylor expansions at s = 0. We have
An(s) = An +O(s) etc. On the other hand, the denom-
inator contains a term s µˆ1(s) which is O(sβ). As β < 1
the first subdominant correction near s = 0 originates
from the latter term alone and we get
µˆn(s) =
Dn + qnBn
An − q1Bn
[
1 +
Bn
An − q1Bn s µˆ1(s) + . . .
]
µˆ1(s).
(80)
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According to Eq. (73) the functions µˆ1(s) and s µˆ
2
1(s) di-
verge like sβ−1 and s2β−1 for s→ 0, respectively. Higher
order corrections in Eq. (80), which diverge slower than
that or remain O(1), are irrelevant. Simplifying the pref-
actor in Eq. (80) as in Eq. (74) above, substitution into
Eq. (78) and making use of the identity (76) to cancel
the leading contribution from Eq. (80) leaves us with
Bˆ(s) ∼ c2 Γ2(1− β) qN
q21
[(
AN
AN − q1BN
)2
−
k∑
i=1
mi
(
Ani
Ani − q1Bni
)2 ]
s2β−1. (81)
Equations (77) and (81) produce a consistent result for
the s→ 0 scaling of Bˆ(s). Our ansatz (72) for the asymp-
totic form of µ1(t) is therefore valid. The beta-relaxation
exponent β is determined by matching the coefficients of
s2β−1 in (77) and (81). This simply requires
2 Γ2(1− β) = Γ(1− 2β), (82)
which has a numerical solution β = 0.395 . . ., satisfying
our assumption 13 < β <
1
2 . This is a remarkable re-
sult because it applies for arbitrary MF-N mean-field
closures. The MF-2(12) closure corresponding to the
Leutheusser model, where this exponent was first derived
[20, 21], is just a special case of our general result. The
fact that the closure-dependent factors in Eqs. (77) and
(81) – i.e. the ratio qN/q1 and the expression in the square
brackets – turn out to be the same is non-trivial.
In summary, beta-relaxation in the Mayer-Miyazaki-
Reichman model [Eq. (7)], subject to an arbitrary mean-
field closure [Eq. (52)], is always of the form µ1(t) ∼ c t−β
at long times, with a unique exponent β defined by
Eq. (82). The location of the critical point Λ = Λc at
which this occurs, however, does depend on the partic-
ular mean-field closure used. From Fig. 3 and the fore-
going discussion, Λc increases as we apply MF-N(ni
mi)
closures at higher levels N . Correspondingly, if we inter-
pret Λ as an inverse-temperature-like control parameter,
we find that the critical temperature decreases as the clo-
sure level increases. Ultimately, as we take N → ∞, we
find that all possible mean-field closures converge toward
the infinite-order result [Eq. (47)], and we have Λc →∞.
D. Exponential closures at finite order
Within the standard-MCT framework, the microscopic
(non-schematic) mode-coupling equations are usually
solved using a MF-2(12) mean-field closure. The main
reason for this is that treatment of the full hierarchy is
generally an intractable problem. Mean-field solutions
constitute an approximation to the exact solution of the
hierarchy. Here we discuss the possibility to use an al-
ternative closure for finding approximate solutions and
discuss its advantages.
We have seen above that as we close the hierarchy
of the Mayer-Miyazaki-Reichman model [Eq. (7)] at in-
creasingly higher levels N , the type of closure used be-
comes irrelevant. In the limit N →∞ and under a weak
boundedness constraint there is a unique solution [Eq.
(47)] for the full hierarchy of GMCT equations. This is
the basis for our freedom to propose alternative closures
φN (t) = C({φn(t)}, t). Let us consider the shape of the
exact solutions at high levels n in order to get a clue for a
good choice of the closure. From Eq. (49) solutions at all
levels n are of the form φn(t) =
∑
k≥0 rke
skt. Numerical
analysis suggests that for sufficiently large n and at any
fixed Λ we have sk → −n− k for k ≥ 0 and rk → 0 for
k ≥ 1 but r0 → 1, therefore φn(t) ≈ e−nt. But if we had
φn+1(t) = 0, then φn(t) = e
−nt would actually be exact
according to Eq. (7). This suggests that a natural closure
for our hierarchy of GMCT equations consists in termi-
nating it at some finite level N by setting φN+1(t) = 0.
We will refer to this type of truncation as an exponential
closure exp-N , since it implies that φN (t) ∼ e−Nt.
A great advantage of exp-N closures is that it is al-
most trivial to derive the corresponding solutions φn(t).
We recall Eqs. (10)-(12), which apply in general and for
any closure. For the exp-N case, where φN (t) = e
−Nt
and hence φˆN (s) = 1/(s + N), Eq. (11) defines the ra-
tio ϕN+1(s)/ϕN (s) = 1/(s + N). Because the ϕn(s)
are only determined up to an overall factor we may
set ϕN+1(s) = 1 and ϕN (s) = s + N . Via iteration
of the recursion formula (12) the whole set {ϕn(s)} =
{ϕ1(s), . . . , ϕN+1(s)} follows. Clearly the ϕn(s) are poly-
nomials of degree N +1−n in s. While this implies that
Q(s) = ϕ1(s) is a polynomial of degree N one shows that
R(s) = 1
s
[ϕ1(s)−ϕ2(s)] is in fact a polynomial of degree
N − 1. Therefore, according to Eq. (11),
φˆ1(s) =
R(s)
Q(s)
=
N−1∑
k=0
rk
s− sk . (83)
Here we have assumed that the N roots {sk} ofQ(sk) = 0
are distinct and performed a partial fractions decompo-
sition of R(s)/Q(s); the coefficients {rk} satisfy rk =
Res(φˆ1(s), s → sk). Inversion of the Laplace transform
in Eq. (83) produces φ1(t) =
∑N−1
k=0 rk e
skt which is anal-
ogous to Eq. (49), but with the infinite sum replaced by
a finite one. We order the roots sk+1 < sk as before
such that the slow mode in φ1(t) is r0 e
s0t with alpha-
relaxation time τα = −1/s0.
Let us now investigate the results obtained from exp-N
closures. The simplest case is exp-1 and gives φ1(t) = e
−t
independently of Λ. The first non-trivial closure that
predicts two-step relaxation is exp-2. Here φ1(t) =
r0 e
s0t + r1 e
s1t where {s0, s1} are the roots of Q(s) =
(s + 1)(s + 2) + Λ s. At Λ = 0 we obviously have
s0 = −1, s1 = −2 which gives r0 = 1, r1 = 0 and the
exact solution φ1(t) = e
−t is recovered. In contrast to
exp-1, however, the exp-2 solution starts to develop a
plateau as Λ > 0 is increased. The exp-2 alpha-relaxation
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time is given by
τα =

3 + Λ
2
−
√(
3 + Λ
2
)2
− 2


−1
. (84)
At small Λ it grows like τα = 1 + Λ + O(Λ2), which
agrees to linear order in Λ with the alpha-relaxation time
for the infinite hierarchy defined by Eq. (48). However,
at large Λ the infinite hierarchy yields essentially expo-
nential growth of τα [Eq. (51)] while for the exp-2 clo-
sure τα ∼ Λ/2 from Eq. (84). Numerical analysis of
Eq. (83) leads to a similar picture for exp-N closures at
higher levels N ≥ 3. With increasing closure level N
the range in Λ over which the exp-N solutions give a
good approximation to the exact result (49) grows. At
sufficiently large Λ, however, exp-N closures always un-
derestimate the alpha-relaxation time. Conversely, the
solutions for MF-N mean-field closures tend to overes-
timate the alpha-relaxation time. We have illustrated
this in Fig. 4, which shows the solution φ1(t) of the in-
finite hierarchy at Λ = 5 and various MF-N(1N) and
exp-N solutions. Consider first the mean-field solutions:
for N = 2, 3, 4 we have Λc < 5 from Fig. 3 such that
these MF-N(1N ) solutions have τα = ∞. Only when
we close the hierarchy at levels N ≥ 5 does Λc exceed 5
and the corresponding solutions φ1(t) relax. According
to the data in Fig. 4 the solution of the infinite hierarchy
with Λ = 5 is well approximated by MF-N(1N) solutions
with N ≥ 10. Now, on the other hand, consider the exp-
N solutions: these underestimate the alpha-relaxation
time and hence relax too quickly. From Fig. 4 the exp-2
alpha-relaxation time at Λ = 5 is by about a factor 10
too small. But as we raise the closure level N the exp-N
solutions quickly converge to the exact one. According
to Fig. 4, the exp-8 closure produces an approximation
just as good as the MF-10(110) one.
The data in Fig. 4 summarizes various interesting fea-
tures of our hierarchy (7) of GMCT equations. Most
importantly we have a unique solution φ1(t) for N →∞
regardless of the (bounded) closure. Mean-field closures
at finite order, such as the standard MF-2(12) closure,
constitute one possibility to obtain approximations to the
solution of the full hierarchy. Simple truncation of the hi-
erarchy represents another alternative for obtaining such
approximations. Regardless of the closure type, good
approximations are only obtained if the level of closure
N is chosen sufficiently large. With increasing coupling
Λ between different levels of the hierarchy, more levels
contribute to φ1(t), and hence the closure level N must
be increased for accurate results over increasingly long
time scales. Whether one applies a mean-field closure or
just terminates the hierarchy at level N only has a sec-
ondary effect on the result. From a pragmatic point of
view, truncation of the hierarchy appears to be the favor-
able option: on the one hand, it does not introduce extra
nonlinearities which makes an analytical approach possi-
ble, and on the other hand, it also simplifies numerical
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FIG. 4: Solutions φ1(t) for the Mayer-Miyazaki-Reichman
model with Λ = 5 under exp-N (red curves) and MF-N(1N )
(blue curves) closures. The black curve in the center is the
solution of the infinite hierarchy.
methods because Eq. (7) is no longer a self-consistency
problem.
IV. MORE GENERIC SCHEMATIC MODELS:
CONTINUOUS, DISCONTINUOUS, AND
AVOIDED TRANSITIONS
The Mayer-Miyazaki-Reichman model discussed in the
previous section represents the simplest case of an infi-
nite schematic GMCT hierarchy, with constant coupling
constants λn = Λ. It is plausible, however, that realis-
tic glass-forming systems will conform to more intricate
functional forms of the λn (and µn) parameters, such
as the models discussed in Ref. [17]. Here we turn our
attention to these more generic schematic GMCT hierar-
chies, which are characterized by e.g. a linear or power-
law growth of the λn parameters as a function of level
n. As was already shown in Ref. [17], these models can
give rise to a rich pallet of glass transitions, ranging from
sharp MCT-like (continuous or discontinuous) to strictly
avoided transitions, and with different types of alpha-
relaxation-time and plateau-height scaling behaviors. In
this section, we seek to provide more insight into these
models and identify general links between the {µn, λn}
parameters and the type of glass transition. Specifically,
we will focus on infinite hierarchies of the form (6) with
parameters
{µn = n, λn = Λ(n+ c); c ≥ 0} , (85){
µn = n, λn = Λn
1−ν ; ν > 0
}
, (86){
µn =
n−1∏
i=1
(2i+ 2)(i+ b)
(2i− 1)(i+ a) , λn = Λµn
(2n+ 2)
2n− 1
}
. (87)
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The latter model with a ≈ 0.527 26 and b ≈ −0.237 72
has been chosen such that it numerically reproduces the
results of the F2 model, i.e., Eq. (87) represents a numer-
ically accurate mapping of an infinite schematic GMCT
hierarchy onto the 2-level hierarchy of Leutheusser [17].
We will refer to this infinite hierarchy as ”F2-GMCT”.
Also note that the Mayer-Miyazaki-Reichman model of
Ref. [16] is a special case of the hierarchy (86) with ν = 1.
A. General convergence of the hierarchy
We first address the convergence pattern of the mod-
els (85)-(87) as a function of closure level N . Unlike
the Mayer-Miyazaki-Reichman model, an analytic time-
dependent solution for these more generic hierarchies is
not at hand, but it is fairly straightforward to generate
numerical results for φn(t) up to arbitrary order. By con-
sidering both mean-field closures MF-N and truncations
exp-N , we can investigate numerically how the predicted
dynamics for φ1(t) evolves over time as N increases.
In Fig. 5, we show representative examples for the
generic hierarchies of Eqs. (85)-(87) for closure levels
N = 2, 5, 10, 100, 1000, and 10000. The latter serves as
our numerical representation of the infinite-order result.
It may be seen that the exponential closures always yield
a lower bound to the dynamics, analogous to what was
found for the Mayer-Miyazaki-Reichmanmodel. This can
be understood by considering that a truncation of the
hierarchy rigorously removes the memory effects from
n > N , resulting in faster decay for the φn(t) at the
lower-lying levels. For any given mean-field closure level
N , we find that the MF-N((N −1)111) closures generally
follow the infinite-order solution more closely than the
MF-N(1N ) results. This is also consistent with the obser-
vations made for the Mayer-Miyazaki-Reichman model.
However, Fig. 5 indicates that the mean-field closures do
not always give an upper bound to the dynamics. For ex-
ample, for the hierarchy of Eq. (85) with c = 2, the MF-
2(12) closure gives relatively fast decay, while the infinite-
order solution predicts an ergodicity-breaking transition
with a φ1(t) that remains finite for all times t. Increas-
ing the mean-field closure level does systematically yield
slower relaxation, and ultimately reproduces the infinite-
order result as N tends to infinity. For the hierarchy of
Eq. (86) with ν = 1/2, the MF-N convergence pattern
is more complex: the lowest-order MF-2(12) closure pre-
dicts a sharp transition at Λc = 4, with a plateau height
of φ1(t → ∞) = 0.5. Note that this case is completely
identical to the F2 model. As N increases, the plateau
height first increases (shown here for MF-5), thus imply-
ing a more strongly arrested glass state. For sufficiently
large N , however, the MF-N closure brings the system
back into the ergodic phase (shown here for MF-10), and
yields faster relaxation as N increases. Ultimately, the
series of MF-N closures converges onto the infinite-order
solution, which in the present example occurs for MF-
100. The F2-GMCT hierarchy of Eq. (87) represents an
even more extreme case: since this model is designed to
reproduce the MF-2(12) result (i.e., the F2 model) in the
infinite-order limit, the MF-2(12) closure is numerically
exact, and any higher finite-order closure will yield only
an approximate solution. In fact, as is evident from the
lower panel of Fig. 5, any MF-N closure with N > 2
yields a lower bound to the exact solution of the F2-
GMCT model, similar to the exponential closure series.
Overall, these results demonstrate that mean-field clo-
sures of infinite GMCT hierarchies do not constitute a
rigorous upper bound to the exact solution; the Mayer-
Miyazaki-Reichman model of the previous section, for
which MF-N closures do always yield an upper bound,
is only a special case.
There is, however, also an important general conver-
gence pattern that emerges from the data in Fig. 5,
namely: regardless of the type of closure, an increasing
closure level yields results that are accurate (i.e., agree
with the full hierarchy) over longer time scales. More
explicitly, for the examples considered here, the shortest
time scales up to O(1) are already well reproduced by an
N = 2 closure, an N = 10 closure gives accurate results
up to times O(10), N = 100 closures give quantitative
accuracy up to times O(102), and N = 1000 closures
follow the infinite-order solution up to O(104). In other
words, rather than setting an upper or lower bound to
the true dynamics, the closure level implicitly sets a max-
imum on the time range that can be accurately described.
This is a general trend that is observed across the various
models considered here, and implies that a perturbative
approach is warranted: by systematically incorporating
more higher-order contributions, the predicted dynam-
ics systematically converges, over increasingly long time
scales, upon a single infinite-order solution that is exact
up to infinite times. We note that a similar notion of con-
vergence was also recently found in microscopic GMCT
calculations of a quasi-hard sphere system, which could
be performed up to closure level N = 4 with all rele-
vant wavevectors included [19]. Altogether, these results
provide compelling evidence that GMCT hierarchies are
generally convergent, even though no small parameter ex-
ists in the theory.
B. Relation between the {µn, λn} parameters and
the type of glass transition
As a final part of our discussion, let us elaborate on
how the choice of {µn, λn} parameters governs the nature
of the predicted glass transition within the infinite-order
framework. As already discussed in Ref. [17] on general
grounds, the asymptotic behavior of the parameters in
the n → ∞ limit determines whether the transition is
sharp or avoided: if there is a sharp transition at a finite
critical point Λ = Λc, we have limn→∞ λn/µn+1 > 1,
so that the series for τα diverges at Λc. Conversely, if
the transition is rigorously avoided so that the correla-
tion functions ultimately decay to zero for all Λ, we have
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FIG. 5: The solutions φ1(t) for different schematic GMCT
models under both exponential and mean-field closures. The
top panel shows the results for the model of Eq. (85) for Λ = 1
and c = 2, the middle panel shows the hierarchy of Eq. (86) for
Λ = 4 and ν = 1/2 (here the data for N = 100 and N = 1000
are indistinguishable from N = 10000), and the lower panel
shows the results for the F2-GMCT hierarchy of Eq. (87) for
Λ = 1. Note that the latter model is designed such that the
infinite-order solution is identical to its MF-2(12) closure.
limn→∞ λn/µn+1 < 1. Furthermore, for sharp transi-
tions at finite Λc, we may distinguish between type-A and
type-B transitions, which are characterized by continuous
and discontinuous growth of the nonergodicity parameter
qn [Eq. (54)] at the critical point, respectively. Contin-
uous transitions obey limn→∞ µn/λn > 1 at Λc so that
the 1/qn series diverges, while discontinuous transitions
have limn→∞ µn/λn < 1. Below we seek to provide more
physical insight into these mathematical arguments.
It is important to first recall from Ref. [17] that the in-
finite hierarchies of Eqs. (85) and (87) give rise to a sharp
type-B transition at Λc = 1. Conversely, the model of Eq.
(86) always yields an avoided transition with Λc → ∞,
and the value of ν (ν > 0) determines whether the cor-
responding relaxation time grows in an Arrhenius, sub-
Arrhenius, or super-Arrhenius fashion as a function of
the control parameter Λ. Hence, ν may be interpreted
as a fragility parameter [17]. Note that the case ν = 0
would recover the hierarchy (85) with c = 0, which thus
represents a ”transitional” scenario between avoided and
sharp type-B transitions.
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Figure 6 shows the ratios λn/µn+1 and µn/λn for the
various models (85)-(87) as a function of n. For simplicity
we will restrict our discussion to the case Λ = 1, which
is the critical point at which hierarchies (85) and (87)
undergo a discontinuous transition. The plot of the ratio
λn/µn+1 immediately reveals the nature of sharp (type-
A or type-B) glass transitions: the coupling constants λn
remain of the same order of magnitude as the bare fre-
quencies µn (or µn+1) as n tends towards infinity. That
is, when a system is driven into the glass state through
a sharp transition, all higher-order memory terms, up
to n → ∞, contribute approximately equally at critical-
ity (after normalizing with respect to the bare frequen-
cies). This, however, also raises a seeming paradox when
considering finite hierarchies: the F2 model, for exam-
ple, which contains only an n = 1 contribution, with
λ1 = 4µ1Λ and mean-field closure φ2(t) = φ1(t)
2, also
yields a sharp type-B transition at Λc = 1. How can
this be united with the scenario of Fig. 6 for the infinite
F2-GMCT hierarchy, which suggests that all n > 1 play
an important role in the F2 model? The answer is sim-
ple: all n > 1 contributions in the F2-GMCT model are
necessary to ultimately yield a φ2(t) that behaves numer-
ically exactly as φ1(t)
2. In other words, the F2 model
effectively captures all non-zero high-order (1 < n <∞)
contributions of a non-trivial infinite GMCT hierarchy
into a single, simple MF-2(12) closure ansatz. In this
sense, one may argue that the true underlying physics
of the F2 model is in fact governed by infinitely many
high-order correlations, rather than by two-point density
correlations alone.
From the foregoing discussion and the results in Fig. 6,
it is also clear how the F2-GMCT model may be corrected
to improve upon the predictions of the F2 model, which
generally overestimates a system’s tendency to form a
glass. By damping the higher-order λn parameters, or
increasing the µn at high n, the sharp transition can be
converted into a weakly avoided transition for which the
asymptotic series limn→∞ λn/µn+1 becomes smaller than
1, and limn→∞ µn/λn becomes larger than 1. Such cor-
rections essentially make the system more ”liquid-like”,
since they yield faster decay patterns for the highest-n
correlation functions φn(t), which subsequently serve as
faster-decaying memory kernels for the lower-n correla-
tors. Indeed, in the case that we rigorously damp all
high-order contributions by setting λn = 0 above a cer-
tain level N , we recover the exponential closure exp-N
and ultimately get full temporal relaxation to zero for all
φn(t) at long times, thus removing the sharp transition.
Continuing this correction scheme up to the extreme case
of an exp-1 closure, for which all higher-order correla-
tions rigorously vanish, we simply obtain fast exponen-
tial decay for φ1(t) and thus recover the normal-liquid
regime.
Finally, let us recall that the relative importance of the
higher-order correlations can also control the degree of
fragility: the smaller the value of ν in the hierarchy of Eq.
(86), the more fragile (or more strongly Λ-dependent) the
relaxation-time growth [17]. Hence, it is plausible that
glass-forming materials with different degrees of fragility
are governed by different effective strengths of the higher-
order memory terms. In the fully microscopic version
of the theory, this would have to be realized implicitly
through the static structural input, since the microscopic
framework admits no free parameters. This would conse-
quently provide a means to directly relate the structure
to the dynamics. The extent to which the GMCT equa-
tions of Eqs. (2)-(4) can account for different degrees of
fragility on strictly first-principles grounds, i.e., by tak-
ing only static structure factors as input, will be tested
in future work.
V. CONCLUSIONS
In summary, we have provided an extensive discussion
of various models based on the generalized mode-coupling
theory of the glass transition. This first-principles the-
ory amounts to an infinite hierarchy of coupled equations
for dynamic multi-point density correlations, which can
be made formally exact if all relevant correlations are
taken into account. The theory corrects upon the well-
established standard mode-coupling theory by delaying
and ultimately rigorously avoiding the ad hoc MCT fac-
torization of the dynamic four-point correlator that gov-
erns the lowest-order memory kernel. Within the con-
fines of schematic infinite GMCT hierarchies, which ig-
nore any wavevector dependence, the theory greatly sim-
plifies and becomes tractable both analytically and nu-
merically. This simplification, however, necessitates the
introduction of new schematic parameters for the bare
frequencies and the memory kernels, which serve to cap-
ture, at least in a qualitatively sense, the full wavevector-
dependent expressions.
We have first discussed in detail the so-called Mayer-
Miyazaki-Reichman model of Ref. [16], which consti-
tutes one of the simplest infinite schematic GMCT mod-
els. Remarkably, the infinite-order construct of this
model admits an analytic but highly non-trivial solution,
which provides an excellent benchmark for finite-level
closures of the hierarchy. It could be shown rigorously
that so-called mean-field closures, which factorize a high-
order multi-point correlation function in terms of lower-
order ones (thus essentially generalizing the standard-
MCT factorization to arbitrary order), uniformly con-
verge upon the infinite-order solution as the closure level
increases. Such mean-field closures always approach the
time-dependent infinite-order solution from above, thus
providing an upper bound to the exact alpha-relaxation
time. Alternatively, one may also truncate the hierarchy
at an arbitrary level by simply setting the highest-order
correlator to zero (”exponential closure”). This approach
leads to ultimately full relaxation of all dynamic den-
sity correlation functions, and the corresponding alpha-
relaxation times always yield a lower bound to the exact
result. As the closure or truncation level tends to infin-
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ity, however, both closure types systematically converge
upon the exact infinite-order solution: the more levels are
included in the hierarchy, the longer the time scale that is
accurately reproduced. Generally, one expects the mean-
field closures to converge faster onto the exact result in
the strongly supercooled regime where the dynamics is
significantly slowed down, while the exponential closures
converge more rapidly in weakly supercooled and normal-
liquid regimes.
Next, we have explored the more generic classes of in-
finite schematic GMCT hierarchies of Ref. [17], which
allow for more flexible functional forms of the schematic
parameters. While an analytic infinite-order solution for
these models is not available, we have found numeri-
cally that all possible models considered here exhibit
the same uniform convergence pattern as the Mayer-
Miyazaki-Reichman model: regardless of the type of clo-
sure, the systematic inclusion of more higher-order corre-
lations yields results that quantatively reproduce the dy-
namics of the infinite-order solution over systematically
increasing times. It thus appears that infinite GMCT hi-
erarchies are generally convergent, even though no small
parameter exists in our theory that would motivate such
a perturbative approach. This finding also provides hope
for fully microscopic GMCT calculations, for which it
may be computationally challenging to include many hi-
erarchical levels. Indeed, we recently found [19] that full
wavevector-dependent GMCT applied to a quasi-hard
system up to closure level N = 4 yields a convergence
pattern that is consistent with the results of the present
study.
Finally, we have sought to provide more insight into
the role of higher-order correlations by investigating how
the various functional forms of the schematic parameters
affect the nature of the predicted dynamical glass transi-
tion. It was found that sharp transitions, which occur at
a finite value of the control parameter, are governed by
contributions from all higher-order contributions, up to
the infinite-order level of the hierarchy. Conversely, for
avoided transitions the higher-order correlations become
less important as the hierarchical level increases. A sharp
transition may thus be rounded off and converted into an
avoided transition by reducing the relative contributions
of higher-order correlations. Overall, these insights can
help to gain a better understanding of the physical mech-
anisms that underlie the glass transition, and allow for
new means to elucidate the role of structure in dynamical
arrest.
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Appendix A: The functions An(s), . . . , Dn(s)
The functions An(s), . . . , Dn(s) were introduced in
(55). Here we summarize relevant facts about them.
First, their explicit form is
An(s) = Φ(s+ 1, s+ 2;Λ)Ψ(s, s+ n; Λ)
+Γ(n)Φ(s, s+ n; Λ)Ψ(s+ 1, s+ 2;Λ), (A1)
Bn(s) = s
−1[Φ(s, s+ 1;Λ)Ψ(s, s+ n; Λ)
−Γ(n)Φ(s, s+ n; Λ)Ψ(s, s+ 1;Λ)], (A2)
Cn(s) = Φ(s+ 1, s+ 2;Λ)Ψ(s+ 1, s+ n+ 1;Λ)
−Γ(n)Φ(s+ 1, s+ n+ 1;Λ)Ψ(s+ 1, s+ 2;Λ),
(A3)
Dn(s) = Φ(s, s+ 1;Λ)Ψ(s+ 1, s+ n+ 1;Λ)
+Γ(n)Φ(s+ 1, s+ n+ 1;Λ)Ψ(s, s+ 1;Λ).(A4)
The hypergeometric functions Φ and Ψ appearing in
these expressions are analytic with respect to s ∈ C.
It therefore follows immediately that An(s), Cn(s) and
Dn(s) are analytic, too. Regarding Bn(s) we will see
below that the term in the square brackets vanishes at
s = 0. It is thus O(s) around s = 0 from analyticity and
a Taylor expansion. Consequently the s−1 singularity in
(A2) is lifted and Bn(s) is likewise an entire function of
s ∈ C. The s → 0 limits of An(s), . . . , Dn(s), which
we denoted An, . . . , Dn, were used in Section III C. Ex-
pressions for An, Cn and Dn are readily obtained from
(A1), (A3) and (A4). Based on the series expansions
(26) and (27) one verifies that Φ(0, n+ 1;Λ) = 1/n! and
Ψ(0, n+1;Λ) = 1 for integer n ≥ 0. Similarly one shows
that
Φ(1, n+ 2;Λ) =
1
Λn+1
(
eΛ −
n∑
k=0
Λk
k!
)
, (A5)
Ψ(1, n+ 2;Λ) =
n!
Λn+1
n∑
k=0
Λk
k!
. (A6)
By setting s = 0 in (A1), (A3) and (A4) and using these
identities one immediately obtains An, Cn and Dn as
given in (57), (59) and (60). Equation (A2), however, is
less trivial to deal with since it is indeterminate, i.e. 0/0,
at s = 0. We also want to avoid s-derivatives for taking
the limit s → 0 because these are no hypergeometric
functions anymore. Instead we integrate the identity [24]
∂xΦ(a, b;x) = aΦ(a+ 1, b+ 1;x) to rewrite
Φ(s, s+n; Λ) =
1
Γ(s+ n)
+s
∫ Λ
0
dxΦ(s+1, s+n+1;x).
(A7)
Here Φ(s, s+ n; 0) = 1/Γ(s+ n) was used. When substi-
tuting this representation in (A2) we find Bn = Bn(s→
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0),
Bn = lim
s→0
1
s
[
1
Γ(s+ 1)
Ψ(s, s+ n; Λ)
− Γ(n)
Γ(s+ n)
Ψ(s, s+ 1;Λ)
]
+Ψ(0, n; Λ)
∫ Λ
0
dxΦ(1, 2;x)
−Γ(n)Ψ(0, 1; Λ)
∫ Λ
0
dxΦ(1, n+ 1;x).
In the last two lines of this equation the 1/s factors can-
celed against the explicit s from (A7) such that we were
able to take the limit s → 0 immediately. The first
two lines, however, are still of the form 0/0. Here we
pull out an overall factor Γ(n)/Γ(s+ n) from the square
bracket – which reduces to unity for s → 0 – and use
Γ(x+ 1) = xΓ(x) to simplify Γ(s+ n)/Γ(s+ 1),
Bn = lim
s→0
1
s
{
1
(n− 1)!
[
n−1∏
k=1
(s+ k)
]
Ψ(s, s+ n; Λ)
−Ψ(s, s+ 1;Λ)
}
+
[∫ Λ
0
dxΦ(1, 2;x)− (n− 1)!
×
∫ Λ
0
dxΦ(1, n+ 1;x)
]
. (A8)
The factors Ψ(0, 1; Λ), Ψ(0, n; Λ) in the last two lines
dropped out since they equal unity as discussed above.
For taking s→ 0 we now express Ψ(s, s+ n; Λ) via (27),
where in particular Ψ(s, s+1;Λ) = Λ−s, and remove the
overall factor Λ−s → 1 for s → 0. The curly brackets
then just contain a polynomial in s with a root at s = 0
and hence the s→ 0 limit is straightforward. We further
simplify Bn using
∫ Λ
0
dxΦ(1, n+ 1;x) = − Λ
n− 1 Φ(1, n+ 1;Λ)
+
1
n− 1
∫ Λ
0
dxΦ(1, n;x).
One verifies this identity by substituting (A5) and an
integration by parts. Applying it recursively in the latter
expression for Bn eventually leads to cancellation of the
non-elementary integral
∫ Λ
0
dxΦ(1, 2;x). Altogether one
arrives at the expression (58) for Bn given in the main
text.
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