A possible method for hardware implementation of multilayer neural networks with the back-propagation learning algorithm employing memristor cross-bar matrices for weight storage is modeled. The proposed approach offers an efficient way to perform both learning and recognition operations. The solution of several arising problems, such as the representation and multiplication of signals as well as error propagation is proposed.
Introduction
Deep learning techniques, which imply the use of computational models composed of multiple processing layers to learn the representation of data, have proven themself as powerful tools for pattern classification, visual objects detection, speech recognition, etc. [1] . For years, the implementation of the artificial neural networks has been in the form of software run on conventional von Neumann computers, but such simulations lack inherent parallelism and are inefficient in terms of speed and energy efficiency. Even the neural networks based on the purpose-built integrated circuits using CMOS technology are far inadequate for implementation of the neural learning algorithms. A further, pivotal, step in applying deep learning neural networks to real-life problems would be their implementation in hardware, since circuit operations [30] . In [28] , an alternative Random Weight Change learning algorithm is used. Although its convergence is theoretically proven, it appears to be very slow. For each synaptic weight in this work four memristors in a bridge configuration are used. Besides, there is an independent random number generator in each model neuron. The scheme in [29] uses standard backpropagation scheme and two memristors for each synapse. Unfortunately, the learning is implemented there using an external training unit, and this part of the network learning uses MatLab, while the other part of the modeling is performed via SPICE simulator. A significant advantage of the work [30] is the clearly formulated problem of non-local calculation of the signal and error product at the opposite contacts of a memristor. However, the particular solution, which the authors propose, critically depends on the linearity of of the memristor resistance as a function of the passed current, and this condition does not hold for the majority of the current memristor implementations.
Despite the salient progress in using deep learning techniques for applications in artificial neural networks, the issue of realistic implementation of backpropagation scheme and related technologies in CMHNN is far from being successfully solved. Here, we propose a simple and effective way to solve this problem.
Back propagation
In this section, we give a short sketch of the backpropagation technique. The task of a multilayer perceptron is to get the desired output to the inputs of certain types. With this goal in mind, the learning of perceptron is performed. The pairs of inputs and desired outputs are loaded to the scheme and the error of the response is determined. The parameters of the scheme (the weights of inter-neuronal connections) are changed with each load so as to diminish the difference between the desired and the real output (Fig. 1 ). Let us denote the desired output of the neurons as t j , and its actual output as y j . We will further use two measures of network error -the mean-squareerror M SE and the cross-entropy CE :
Let w ij be the weight of the connection between j-th neuron of the last layer and i-th neuron of the previous layer (Fig. 1) . The derivateve of error with respect to this variable can be written as:
where
Figure 2: Error back propagation: a) forward propagation of signals; b) error propagation in the backward direction using the same bonds as in a, but in the opposite direction.
Let the output neurons have a sigmoidal activation function f (z) = 1 1+exp(−z) , and we use equation (2) for the error calculation. Then, for the equation (3) we get:
Let us assume that the layers of neurons are numbered from 0 to L, and the weights of connections from the layer i − 1 to the layer i have the upper index i. Then, for all intermediate layers we can obtain expressions similar to (4) .
where δ
are input signals and
so that error terms δ
are propagated backwards using transposes of weight matrices and the derivative of the activation function. Thus, the back-propagation algorithm is the pair of equations (5) and (6) with an additional rule for the weight update. Figure 2 shows how signal propagates forward and backward in the network.
Alternatively, the error can backpropagate using another weight matrix B (k) , which is different from W (k) and is kept constant during the learning process. Such method was devised in the work [36] , where elements of matrix B were choosen randomly. Formula (6) in this case can be rewritten as:
3 Multiplication using memristors
In order to use formula (5) in optimization algorithms of gradient descent, the weight update should be proportional to the product of two variables:
The values x i and δ j are obtained in different neurons (Fig. 1) , located in different layers of the neural network. It is desirable for them to interact only via the synaptic memristor. This interaction presents the main difficulty for hardware implementation of multilayer neural networks with back propagation learning.
To deal with this problem, we use the following approach: taking high nonlinearity of metal oxide memristors as an advantage, we choose such a a voltage u + > V on , which results in the change of the memristor state (resistance) (Fig. 3) , while half of that value does not lead to any changes (u + /2 < V on ). By applying voltage pulses with amplitudes u + , one can change the synapse resistivity in small steps. Similarly, we choose voltage pulses of amplitude u − < V of f to change conductivity in the the opposite direction. [31] . Bottom: the schematic drawing of the memristor switching cycles.
Let us assume firstly that both of x i and δ j are positive. Their values can be represented by two series of pulses, both with the amplitude u + /2, so that pulses for x i an δ j have opposite polarities and their numbers are proportional to the absolute values of the signals (Fig. 4) . With such representation, the voltage drop across the memristor ecceeds the threshold V on only for those pulses, which simultaneously arrive to the opposite electrodes of the device.
With this procedure, the weight change ∆w ij is proportional to the minimum between x i and δ j ∆w ij ∝ min(x i , δ j ).
In the case when x i and δ j have opposite signs, ∆w ij should decrease. This can be achieved by changing the pulse polarity. In the general case, when x i and δ j can be either positive or negative, (9) should be modified to:
In fact, expression (10) approximates (8) quite satisfactory for network learning purposes (see Results), as it yieldes correct direction for a gradient descent process. The reason for this can be seen on Figure 5 . This update rule will be used below in computational experiments. In principle, the learning cycle should be divided into four subcycles for each combination of signs of x i and δ j . However, in this work we consider only non-negatively valued activation functions, and thus x i ≥ 0. In this case, sign(x i · δ j ) depends only on δ j and only two subcycles are required for the system to function.
The first subcycle for the positive value of sign(x i · δ j ) has been already described above. We further consider u − to be the voltage below the lower writing threshold V of f , such that by applying it to the memristor one decreases its conductivity, and V of f < u − /2. In order to implement the second phase of the learning cycle (when ∆w ij < 0), let us express the signals x i and δ j in the form of pulses with an amplitude |u − |/2, as shown in Fig. 4(b) . As a result, Figure 5 : The similarity between landscapes of values for a product function xy and sign(xy) · min(|x| , |y|) function; function value color notation increases from violet through blue and yellow to red.
the overall bias on the memristor when pulses coincide is negative, and the weight of memristor will decrease.
In summary, the learning procedure consists of two phases, which go successively one after another and are illustrated in Fig. 4 (a) and (b) . During the first phase, the i-th neuron sends a pulse train of positive polarity and amplitudes |u + |/2 to the first electrode of the memristor, with the number of pulses proportional to the value of x i . Simultaneously, in case of δ j > 0 the j-th neuron sends to the second elecrode of the memristor a pulse train of negative polarity and amplitudes of |u + |/2, with the number of pulses proportional to the value of delta j , and the j-th neuron is inactive in case of δ j < 0. In the second phase, the i-th neuron sends to the first electrode of the memristor a pulse train of negative polarity and amplitudes |u − |/2, with the number of pulses proportional to the value of x i . Simultaneously, in case of δ j < 0 the j-th neuron sends to the second electrode of the memristor a pulse train of positive polarity and amplitudes of |u − |/2, with the number of pulses proportional to the value of δ j , and the j-th neuron is inactive in case of δ j > 0.
Results
In all the experiments, a standard two-layer network with [784-110-10] architecture was trained on the MNIST data set, with the batch size 100 to speed up calculations. The initial weights were selected randomly from the uniform distribution, so that w
is the number of neurons in the (k − 1)-th layer.
Three parameters, such as the method of multiplication, the matrix of error propagation, and the "continuality" or "discretness" of variables in the implementation of equation (8), were varied. Each of three described parameters has two possible options. In particular: 1) As described in Section 3, two options of the multiplication method were examined. First of all, we used a regular mathematical multiplication procedure in accordance with (8) . We refer to this procedure as the the method times. The second option was to to u the approximation (9), the method called absmin.
2) As described in Section 2, two options for the the error propagation to the connection matrices were considered: (a) when the error is "backpropagated" across the same neuron connection weights, which workss for the forward signal propagation (method transpose), and (b) when the error is conferred to the connection weights via the randomly chosen constant connection matrix, as has been specified in the the equation (7) and in [32] .
3) Also, two cases in the the implementation of (9) were considered: in the first one the values of x i and δ j were continuos, while in the second one these variables were made discrete before multiplication, as in the case illustrated in Fig. 4 . On the vertical axis is the the percentage of incorrectly recognized digits; on the horizontal axis is is the number of epochs.
As can be seen from Fig. 6 , irrespective of the learning method, the learning process converges to the satisfactory final state. However, there are meaningful differences, in particular:
1. "True" backpropagation ultimately yields the smallest error for the training test.
2. The replacement of the times method for the absmin leads to a slight downgrade. Perhaps, this is related to the high constant learning rate (η = 0.02) in this particular experiment, since in other experiments with values of η equal to each other (see below) the results were very close.
3. When the error is propagated across a constant matrix (const B), the algorithm still converged after a few epochs, but there is a kind of a delay in the process of convergence. As that has been stated in [32] , the learning process in case of const B might have at least two stages: slow and fast.
4. Less impressive results were obtained with the constant B matrix in combination with absmin.
Up to that point, for the neurons we were using the sigmoidalal activation function of the following type:
In the the further experiments, we used another neuron activation function called relu (rectified linear unit):
The reason for the use of such activation function lies in the simplicity of its implementation in hardware. Despite the simplicity and the discontinuity of the derivative of (12) at x=0, this function is widely used in machine learning and yields excellent results. For the weights update we used the equation (6) .
When implemented in chip, the learning rate depends on the frequency of pulses (see Fig. 4 ), and therefore it can be easilily varied by changing the pulse generator frequency in the whole network. In the experiment, we dynamically changed the learning rate depending on the training set error: if the error decreases, the epoch learning rate increases by 10%; if the error increases, the learning rate decreases by 30%. However, actually, in the experiment the learning rate remained almost constant at a level close to 0.0035.
The results are shown in Fig. 7 . The test error smoothly decreases to about 2.5% for both true backpropagation and upon replacing the times by absmin (black and red solid lines, respectively). The results obtained for x i and δ j discrete values are shown by dotted and dashed lines representing ≤ 100 and ≤ 20 pulses, respectively. One can see that for 100 discrete values 
Conclusion
In this work, several issues arising in deep neural network implementation in hardware by employing memristor crossbars have been considered. The key issue addressed in the work is how to convert signals x i and δ j at opposite electrodes of a memristor in a crossbar to the voltage drop across the crossbar that would change the memristor conductivity proportional to the product x i × δ j . We have proposed a mechanism based on a pulsed representation of signals x i and δ j and implementing the absmin operation instead of the product. The use of relu for the neuron transfer function also simplifies the implementation of neural networks as compared to the traditional sigmoidal transfer functions. Our results demonstrate that the memristor based implementation of error-based learning, including deep learning, is possible and can be efficient.
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