Introduction to the Bayesian approach
The quotation above sounds like a joke and is actually a joke. But does anyone know the correct answer? The bitter truth is that there is no the correct answer. Everyone can have his/her opinion about the requested probability. This opinion (estimate of the likelihood for the hypothesis of meeting a dinosaur in the streets of New York) will be based solely on personal beliefs, background, and experience. Although, no opinion prevails, most people will suggest a small probability for the meeting. But can they justify their choices for the actual number? And yet, dealing with rare events is an essential part of risk assessment in insurance companies. Are you prepared to insure someone against meeting a dinosaur for the benefit of 100 billion dollars? What should be the premium? And before making any unreasonable commitment, think about the following. Crocodiles have shared this planet with dinosaurs for about 150 million years and they managed to survive the disaster event (whatever it was). What makes them so different from the dinosaurs that it is so impossible to imagine a small dinosaur survived?
And do not forget that birds are technically dinosaurs.
It is perhaps an unexpected parallel, but logical analysis of experiments with single-molecules also requires a due attention to rare events. This will be considered in the following sections but first we want to establish other motivations for writing/reading this chapter.
Irrespective of your choice for the probability, once a prior opinion is expressed and experimental results and observations are gathered, then there are certain rules how the prior probabilities should change to avoid logical inconsistencies. These rules provide also the best possible use for the available information. Since the data supplied by experiments with single molecules are usually restricted due to the limits set by the survival time of the molecules and other experimental difficulties, it is very important to process the obtained information most efficiently. Therefore the rules which turn out to be rules of Bayesian statistics should be learned.
Although Bayesian methods are getting more and more popular in general, surprisingly they have had a limited attention in relation to single-molecule data, although several recent publications (see, for example, [1, 2, 3] ) are starting to fill the gap.
The subject we want to discuss necessarily involves some math which is moved partially to Appendixes. The Appendixes also minimize the need for external references and provide some information beyond the narrow scope of this chapter. However, the available space limits the coverage and those who are interested in other related topics should refer to an excellent introduction to Bayesian statistics by Sivia [4] or a comprehensive account on the subject written by Jaynes [5] which, in my opinion, stands somewhere between science and fiction taking best from the two. Hypothesis making, model testing, and evaluation of their posterior likelihoods given experimental data make the essence of modern science and can be conveniently formalized using the following expression called the Bayes's theorem It appears that the problem of lacking alternatives can be resolved by considering the possibility that 1 M is false as an alternative. Unfortunately, in many important cases this leads an uncertainty or to ( ) 
where σ stands for the standard deviation of the measurements and the use of ( )
ρ the probability density function (PDF) instead of ( )
refers to a continuous variable. The probability density and the probability are related as
, where dD is a small interval around D. In the future, we will not distinguish between the probability density and the probability and will use P to label any of them. Actually, one may think of a continuous variable as being discreet and countable and therefore all the integrations (which still will be used in equations for briefness) can be thought as summations over an index labeling the discreet values of the corresponding variable. The difference between the probability density and the probability is thus just a normalization factor. This factor is of no importance if only a ratio of two probabilities depending on the same normalization factor affects the analysis.
We will frequently use the proportionality sign instead of equality in the following equations and will omit all irrelevant constants. NOT M means that V may be with a uniform probability any number from a large in comparison to σ but finite interval of length L (the interval must include the point V D = , otherwise ( )
The limit L → ∞ reflects our inability to present a well defined set of alternatives for 1 M and therefore ( ) 
When a scientific publication discusses data exploiting only one model (this happens more frequently in the physical sciences, where a sufficient number of established theories exists), the probability ( ) 
shows the problem. Even if each data point is close to the value predicted by the model, a large number of factors on the right hand side of Eq. (4) can make it much smaller than 1.
Some texts on the data analysis suggest comparison of the probability 
where the integration runs over all possible values of α . If there is also a factor β which affects the value of ( ) P D M , this can be taken into account by adding one integration on the right hand side of Eq. (6)
The last two terms under the integral have been obtained by applying the product rule to ( ) 
All factors under the integral in Eqs. (7) and (8) 
In the view of Eq. (1), the posterior probability for the model to be valid depends on the product of two factors: the prior probability of the fitted value of parameter α and the data likelihood integrated over the valid range of α . Although the data likelihood depends explicitly only on α , parameter β still plays a role because it affects the prior probability of 0 α . We will elaborate on this remarkable observation in the section discussing an experiment where the outcome predicted by a model explicitly depends on the exact distance between molecules but implicitly on their concentration.
Finding quasi stationary states
Now we are prepared to tackle the problem of finding the quasi stationary states and answer the following questions. Is there any reason for believing that the number of different values of
is not 600? What are the factors that limit the number of parameters in a model? What does the chi-squared test actually prove?
To find the most probable number of states in the frequency trace we begin with the Bayes's theorem
where S is the number of states in a model and the denominator is omitted because it is the same for all the models and therefore does not affect the outcome of the analysis. If we have no prior preference to the total number of states, ( ) P S is independent of S and can be omitted too. Setting the problem a bit more generally, we will not require ( ) t υ to be periodic and assume that the values of υ are uncorrelated, that is the probability of getting a particular υ depends only on its value. This probability can be related to a set of microscopic parameters { } 
where s A is the relative population of state s and s ν is the value of υ in that state. Eq.
(6) when applied to the situation described above reads We now need to specify the prior probability { } ( ) Because the events { } n υ are independent, the probability of observing N events in an experiment equals the product of probabilities for each event and therefore
follows from Eq. (11). The final result for the posterior
where σ is considered to have a definitive value. Otherwise, one has to specify a prior distribution for σ and has to add integration over σ to the right hand side of Eq. (14 
and
We conclude that the choice between the two hypothesizes depends on their prior likelihoods on ∆ may look disturbing for some because it makes the judgment about the two competing hypothesis sensitive to a "subjective" parameter ∆ which was not measured but is determined exclusively by the personal background of the researcher.
However, the truth is that the approach discussed here is actually more objective than traditional statistical approach founded on chi-squared statistics and similar techniques where the outcome of the analysis depends on the choice of the statistics. The it is impossible that both of you will become richer after the exchange. The paradox is easily resolved if you define a prior PDF for the total amount of the money in the two envelops. For example, you can assume that this PDF is uniform between 0 and X . In this case, you keep the money if the amount is larger than / 3 X (note that it is not possible that both envelopes have more than / 3 X ). Otherwise you exchange it for the amount in the second envelope. Of course, the choice of the prior PDF is subjective but the following conclusions are logically consistent.
The analysis of a long frequency trace is computationally involved but can be done numerically. The multidimensional integration can be accelerated if we replace the time trace with a histogram of υ . Because the probability of each value υ is assumed to be uncorrelated with others, such a histogram will not erase any information but only reduce the significance of small fluctuations of the data points when these fluctuations are smaller than the width of the bins in the histogram. The probability for observing such a histogram is calculated in Appendix 4.
For illustration purposes, 600 data points were generated by adding normally distributed noise to υ which was either constant or randomly jumping between two or three equally spaced states. The corresponding histograms of the data sets are shown in Fig. 4 . The variance of the noise was used as a normalization factor for the data or, in other words, the variance of the noise was 1. The populations of all states were set equal and the spacing between the states was 1.5. Note that because the stochastic wandering between the quasi stationary states is less deterministic than the periodic variation discussed at the beginning of this chapter, a better data quality is needed to make a meaningful conclusion. Therefore the splitting between the quasi stationary states in these simulations is larger than for the data presented in Fig. 1 . Bayesian statistics has been applied to infer the number of quasi stationary states from the noisy data and the results are presented in Table 1 . The sensitivity of the analysis to the prior information is apparent from Table 1 .
Generally, more prior information makes the distinction between different models easier. 
where ( ) indicates that the data are in a good agreement with the prior probability ( ) P σ . Note, that the alternative "periodic" hypothesis discussed earlier actually confirms the same value for sigma. Therefore it is not at all surprising that the chi-squared criterion was not able to tell the difference between the two alternatives.
Finding distances between molecules
In this section, we analyze an experiment whose outcome depends on the distance between the studied molecule and its closest neighbor. Although interesting effects are most frequently observed when two molecules are separated by 10 nm or less [6, 7] , such a short distance can be an unlikely situation if concentration is low or moderate. The average concentration of molecules is assumed to be defined by a sample preparation procedure. However it is very hard or even impossible to control exact positions of every single molecule. Therefore, the distance between each molecule and its closest neighbor will be a fitting parameter in a model.
The Bayesian analysis proves (see Eqs. (8) and (9) If the concentration C of the molecules has been measured with an independent trustable method and the probability distribution ( ) P C has been obtained, then we can use Eq. (8) to find the ratio
The following general comment is appropriate before proceeding with mathematical evaluation of this equation. Strength and the most valuable feature of the single-molecule technique is that it allows examination of each molecule. Therefore it is sometimes possible to find a rare event in a large sample of data. A rare event can also be selected subconsciously because rare events look interesting. However, one should be extremely cautious about making conclusion solely on the basis of such an event even if it fits a theory very well. One should keep in mind that if the data were obtained for an ensemble, the rare events would be buried under the noise. The single-molecule approach amplifies the rare events making them a standing out observation. However the noise of ensemble measurements does not disappear without a trace. It is indirectly replaced by the parameter likelihood function. To see this, we will use the approximations described when Eq. (9) is derived from Eq. (8) and obtain 
, exp 2 
as shown in Appendix 3. This relation suggests using the conventional chi-squared criteria (see Eq. (4) and the following discussion) but does not tell the whole story.
If the molecules are chosen at random, one expects that { } ( )
the prior probability for the set { } 
The second equality can be expressed in the form
which represents the simplest form of Bayes' theorem.
The marginalization rule states that
where { } n C is a set of mutually exclusive but exhaustive possibilities (this means that one of these possibilities but only one is true).
Appendix 2. Chi-squared distribution
Consider a probability density function
The probability distribution for ( )
The function on the right hand side of (A5) is not normalized chi-squared distribution with N degrees of freedom. The normalization constant can be determined using the identity ( )
In a more general case when the standard deviation is not the same for all data points, the definition for the chi-squared is ( ) 
Appendix 3. Gaussian integrals
The integration is simplified due to the following identity ( )
In a special but important case when 
Appendix 4. Probability of a histogram
The probability of getting a chronologically ordered sequence of measurements { } n b (n runs from 1 to N and n b is the bin number to which the result of n-th measurement belongs) is ∏ permutations of this kind). Therefore the probability of a histogram reads
The right hand side of this equation can be approximated by a product of Poisson or Gaussian distributions applying the following approximations and identities ( ) ( ) ( ) ( )
where
, then the Poisson distribution can be approximated by a Gaussian [4] .
Appendix 5. Probability distribution for the distance to the nearest molecule
The probability to have n molecules at concentration C in a sphere of radius r (volume V)
is described by a Poissonian distribution ( )
The probability to have zero molecules in the sphere is ( ) Therefore the probability to have one molecule at the distance between r and r dr + and no molecules within the sphere of radius r is ( ) ( ) ( )
With the assistance of Eq. (A14), which is assumed to be of a Gaussian shape. Dashed line is the prior probability density for the intermolecular distance given a known concentration of molecules (scaled up vertically for a better visibility).
Solid line is the resulting probability density for r . 
