Abstract
Introduction
interval. This provides a time discretization usually referred as "binning". The spike-state ω i (n), 114 takes the value 1 whenever the i-th neuron emits a spike at the time bin n, otherwise is zero. The is the spike-state of the entire network at time n. The spike block 116 ω t 2 t 1 = {ω(n) t 1 ≤n≤t 2 } represents the activity of the whole network between time bins t 1 and t 2 . The 117 length of a spike block is the number of time steps t 2 −t 1 +1. Experimental data consist of a spike-block 118 of finite size T , denoted by ω T 1 . In this paper we also consider infinite spike sequences ω 
121

Observables and Monomials
122
We call observable a function f : Ω → R, that associates a real number to a spike-train. We say that f has range R, if for every pair of spike trains ω, ω ∈ Ω we have that f (ω) = f (ω ) if and only if ω
, that is, f only depends on the first R spike patterns of the spike-train. An important class of observables are the monomials, which are binary observables consisting of finite products of spike states, given by:
If one fixes a finite set of pairs {(i k , t k )} q k=1 = l (neuron index, time index), there are finitely many 123 such possible monomials, which can be indexed by an index l in one-to-one correspondence with the 124 set of pairs (i k , t k ). The observable m l (ω) = 1, if and only if neuron i k spikes at time t k , ∀k ∈ {1, . . . , q} 125 in the spike-train ω, where q is the number of spike states in the observable, and m l (ω) = 0 otherwise.
126
In a range R ≥ 1 monomial, the firing times t k are constrained within the interval {0, . . . , R − 1}.
127
Inference of the spike train statistics via Maximum Entropy principle
128
A generalized version of the maximum entropy approach can be framed rigorously using the ther- ) is the conditional probability 136 or the transition matrix elements. The goal of the inference problem is to estimate the transition 137 matrix P .
138
Entropy Rate
139
If the spike train ω is characterized by a stationary ergodic Markov measure denoted by µ(p, P ) taking 140 values in A R N with homogeneous transition matrix P and unique stationary distribution p, the entropy 141 rate of ω is referred as Kolmogorov-Sinai entropy (KSE) of µ(p, P ) and takes the simple form [39] :
where P ij = P (j|i). It is easy to see that when the stochastic process is i.i.d (P ij = p j ) we recover the 143 classical definition of Shannon entropy.
144
Variational Principle
145
We now introduce the maximum entropy principle (MEP) in the context of Markov chains (it extends
146
to chain with infinite memory). In comparison to the standard statistical physics formulation of 147 MEP, the present formalism extends to time-dependent interactions including with an infinite range
148
(requiring then appropriate summability conditions [37] . 
where M inv is the set of translational invariant measures (stationary). Since the function ν → S KS [ν ] 155 is strictly concave, there is a unique maximizing Markov measure µ(p, P ) given the constraints c l . This 156 probability is uniquely defined by the potential :
This is a linear combination of the monomials m l associated with constraints. The coefficients h l field -monomials of type ω i (0)).
162
Equation (2) is equivalent to the following unconstrained problem, which is a particular case of 
Susceptibility matrix
176
Let φ be the shift map φ : ω → ω, defined by φ i (ω) = ω ∞ i+1 . Let m l be an arbitrary observable. We 177 may consider the sequence {m l • φ i (ω)} as a random variable whose statistical properties depend on 178 those of the process producing the samples of ω. For a pair m l , m l of monomials, the time covariance
179
of order r of the stationary processes {m l • φ n ; n ≥ 0} and {m l • φ n ; n ≥ 0} is defined as:
In particular, the auto-covariance of order r is:
For a pair of finite range observables m l , m l , the susceptibility can be obtained from the free energy 182 as follows:
It is also a standard result in ergodic theory (Green-Kubo formula) that the elements of the matrix χ
184
can be obtained via time correlations:
Especially, for the diagonal term:
Remark 1: The matrix χ is at the core of our analysis and can be computed directly from data,
187
assuming that µ is the empirical measure, that is without fitting the maximum entropy parameters. Properties of the susceptibility matrix
193
Our method relies on the analysis of this matrix, which has the following properties: χ is a linear response matrix.
197
(ii) It is symmetric and positive, thus with real positive eigenvalues, which can be arranged increas-
is a vector of L dimensions, which can be seen as a point in E = R L . The set
200
of eigenvectors v k of χ constitute an orthogonal basis of this space, where the k-th eigenvector 201 v k is the k-th direction in the space E.
202
(iv) The closest two points are in E, the closest are the statistics they predict. we can apply again the MEP to infer a new set of parameters h fromω T 1 , which is expected to be 220 different from h due to finite size sampling. Thus, the MEMC specified by H h and H h cannot be 221 distinguished on the basis of a dataset of finite length. However, increasing the sample size, one ex-222 pects the MEMC specified by the potential H h to get "closer" to the one characterized by H h . This 223 idea can be rigorously formulated using large deviations techniques (see appendix).
225
Definition Consider two MEMC specified by H h and H h within the same family of observables.
226
Then, given a dataset of length T and empirical averages sampled from the model specified by H h 227 and tolerance > 0, we say that the MEMC with parameters h and h are -indistinguishable if:
The notation ≈ stands for "inside a ball of radius δ, for some small δ > 0, as explained in 229 the supplementary material. This last property identifies an approximatively elliptical region of -
230
indistinguishable models around each MEMC specified by h, whose volume can be easily calculated 231 in the large T limit [41, 36] .
232
Volume of indistinguishable models
233
Following Balasubramanian [41] two distributions µ (1) , µ (2) are indistinguishable with tolerance if is:
6 Therefore log V ∝ − subspace spanned by the k first eigenvectors of χ. We have:
with:
where the eigenvalues λ i are ordered decreasingly. In eq. (14), the second term, log Γ( the only term which depends on the statistical model (here characterized by the potential H) is S H (k).
248
In particular, it depends on the number of neurons N and the range R of the potential.
249
As stated above, the inverse of the eigenvalues tells us how much a small variation in the estimation novelty. Thus, using χ as a metric to distinguish between models, we can find the optimal number of 257 dimensions of a MEM given data, which is the main goal in this paper.
258
Dimensionality reduction
259
In information geometry, one extends a family of parametric probability distributions to a manifold
260
M such that the points in M are in a one to one relation with the probability distributions. The 261 parameters of the distributions can thus also be used as coordinates on M.
262
For a fixed potential form (3),the MEMC parametrized by the coefficients h, corresponds to a constrained by dynamics [13] . In this case, the MEMC spans a manifold M in E, of (presumably) 267 quite lower dimension.
268
To estimate the dimension of M, i.e, the dimension of the manifold of E sufficient to explain the 269 data with a minimal redundancy we use the following argument. Considering the equation (15) as 270 the eigenvalues λ k increases, there will be one or more ks at which S H (k) is expected to become 271 bigger than the sum of the other two terms of (14), which are both negative. This means that, for 272 increasing k, log V(k) will first decrease then it will increase, yielding at least one minima on the 
General Method Description and Applications to Synthetic Data
280
In order to test the method in a context where the ground truth is known, we artificially generated . Green square shows a slice of this raster. For this raster 2 types of pairwise interactions are defined: spatial interactions (blue) and temporal interactions with R = 2, i.e. one time-step between spikes (red). Spatial interaction is exemplified as ω3(0)ω4(0) (both neurons firing at the same time) and ω3(1)ω4(0) (neuron 3 firing one bin after neuron 4). B: Susceptibility matrix eigenvalue spectrum in log-log scale for Independent (green), Ising (orange) and Pairwise Range=2 (PWR2, red). Black vertical dashed line denotes the network size (N = 20). Indep. raster has a sharp cut-off close to the network size; Ising has a cut-off few eigenvalues beyond the network size (kc = 29); PWR2 shows a monotonic decay of the eigenvalues magnitude, without a clear cut-off. C: First eigenvector absolute projections for Independent (green), Ising (orange) and Pairwise Range=2 (PWR2, red) rasters. Left-most vertical dashed line is the limit between spike rates and spatial interactions monomials while the right-most is the limit between spatial and temporal interactions monomials. Indep. raster projects only on rates monomials, while Ising projects on rates and spatial interactions, but not ont temporal ones. PWR2 projects on the tree types of monomials. D: Log of the volume of indistinguishable models, log V(k, ) as the degrees of freedom (k) increases. The volume reaches a minimum (blue dot) for k = kc. Increasing k beyond kc makes the volume explode. Increasing/decreasing the error ( ) one order of magnitude yields to strictly increasing or decreasing functions, where volume minimization is trivial and uninformative. parameters. The potential for this model reads: parameters (temporal self-interactions are not considered).
293
The potential for this model reads:
Note that, in contrast to J ij s, J ij are not symmetric.
295
4. Scaled PWR2: We multiply the potential H by a factor (corresponding to an "inverse tempera-296 ture"). In our experiments we use β = {0.4, 0.6, 0.8, 1.2, 1.4}.
297
Results
298
We apply our method to study the critical dimension (k c ) of synthetic spike trains of size (N = 20, 299 T = 10 6 ) generated from random potentials corresponding to the Independent, Ising and PWR2 300 models. We generate 100 different rasters of each using the same set of parameters for each MEM. For 301 each spike train, we compute the χ matrix using the observables of the PWR2 model, that is, we over 302 fit when data are generated by an Independent or an Ising and, then, obtain the respective eigenvalue 303 spectra.
304
We show in Fig . In all cases, the dimension of χ is the same, but, in the independent and Ising case,
308
we are overfitting the estimation, as for the independent model firing rates are enough to fit the data,
309
and for the Ising model rates and pairwise interactions are enough.
310
The difference in the three cases is clearly seen in the spectrum of χ. Moving along the spectrum 311 from left to right (increasing index k, decreasing the magnitude of the eigenvalue λ k ) we observe a 312 first sharp decrease (cut-off ) at k = N , for the Indep. (Fig 1B, black) and Ising rasters.
313
In addition to the differences on the eigenvalue spectrum, the functional relationships between the 314 monomials change depending on the underlying statistics, as exemplified by the first eigenvector of projections on all the monomials, reflecting in part its underlying statistics. Thus, the differences on 320 the energy function are captured both by the eigenvalues spectrum and also by the structure of the 321 corresponding eigenvectors.
322
In order to illustrate the volume of indistinguishable MEM, V(k, ), we computed it at different 323 and k finding some functions with non trivial minima, suggesting a reducible
presence of a cut-off on the eigenvalue spectrum shows that there is a value of k where the confidence 325 volume is minimal (Fig 1D) , i.e., where the model is more accurately determined. This point is highly 326 non trivial and captures somewhat the role of spatio-temporal interactions on second order statistics 1 . There are many convex functions and corresponding kc that we could use, but given that we are looking for a cut-off, the actual kc used is the last kc before the inflection point (blue square) on the log V(kc, ) vs kc curve, representing a trade-off between maximal number of dimensions, the highest accuracy and the minimal volume as possible. This is the method used to choose the kc for all the data analyzed.
k c values on the independent and spatio-temporal correlated cases
334
Using the synthetic data, we evaluated how the optimal dimension given by k c depends on the un-335 derlying statistics of neural data. Considering the k biggest eigenvalues, we computed the log of the 336 volume V(k, ) (14) and compute its minimal value obtaining k c ( Fig 3A) . The values of the parame-
337
ters of the underlying MEM related to firing rates and to pairwise interactions were randomly chosen 338 from a normal distribution with mean -5 and -1, respectively, and 1 standard deviation. We took one 339 set of parameter for a PWR2 MEM and to obtain the Independent and Ising rasters, we kept only 340 the parameters related to firing rates in the former and the ones relates to firing rates and spatial 341 interaction in the latter. For this example we observe the following:
342
In the case of independent statistics, the value of k c is closely related to the network size (k c = 343 19 ± 0). In this example, one neuron has a very low firing rate (∼ 10 −5 ) compared to the others 344 (> 10 −4 ). This explain the sharp cut-off at this neuron value. On the opposite, in the case of PWR2 345 the number of optimal dimension is k c = 447 ± 7.00 (see Fig 3B) . The minimum of this function (squares) is the optimal number of dimensions capturing the raster statistics at the given accuracy, i.e. kc. Inset shows a zoom-in on the first 100 dimensions, focusing on the Indep and Ising. minima. B: Summary of the number of dimensions for both statistical models. We found a close relationship between the underlying model dimensionality and the number of dimensions required for an optimal model. In this example, kc is 19 ± 0 for Indep., 29.16 ± 0.37, and 447 ± 7.00 (mean ± std) for Indep. and PWR2, respectively. Inset: kc as a percentage of the underlying model dimensionality. Indep case show almost 100%, while Ising has ± 14% of reduction and PWR2 ± 75%.
Fixing the neural population size (N = 20), we first varied the recording length from T = 10 2 362 up to T = 2 · 10 6 bins and observed the effect obtained (see Fig 4A) on the χ spectrum for the 363 Independent (left) and PWR2 (right) cases. In the independent case, the first cut-off of the spectrum 364 is increased while the value of T increases. On the opposite, in the case of PWR2 the cut-off is 365 not observed, indeed, the separation in the spectrum of dimensions related to neuron firing rates or 366 combined activation is less evident than the Indep. case. Additionally, we obtained the k c value for 367 each value of T as shown in Fig 4B . In both cases, we can consider that the estimation of k c converges 368 for values of T over 10 6 bins.
369
Fixing now the value of T = 10 6 , we evaluated the effect of the network size N on the estimation 
377
The fact that a larger number of neurons N requires longer recording lengths brings as consequence 378 a value of k c departing from L. As either the simulated or real data has a finite length T , increasing
379
N generate an increasing number of unobserved monomials, or, monomials with very low occurrence 380 probability, reducing the effective χ matrix rank. The effect of unobserved or very low empirical 381 probability events on χ and, consequently, on k c estimation is detailed in the next subsection. A measure of "code compressibility"
383
We now relate k c to a notion of "neural code compressibility". We start from an important remark: 384 as a sum of covariance matrices, χ is non negative. Nevertheless, it can have many zero eigenvalues 385 for two distinct reasons: 386 1. There are hidden linear dependencies between the coefficients h l . This is typically due to an 387 hidden structure in the dynamics which has generated the data. An explicit example is provided 388 in [13] where the h l of a neuronal network model are computed as a function of the W ij s (synaptic 389 weights) and stimulus. These eigenvalues are intrinsic to the dynamics and constitute somewhat 390 the redundant part of the information that we want to remove to "explain" data. We note d N 391 the number of these eigenvalues. 2. χ is computed from finite rasters. Here, some monomials have zero empirical value when the 393 corresponding event do not appear in the empirical raster. If m l is one of these unobserved 394 monomials we have π(m l ) = 0 and, ∀l , π(m l m l ) = 0, where π is empirical probability. We call 395 this type of events Unobserved Events (U E ). As a consequence, χ ll = 0, ∀l and the row l of χ 396 has zero entries. Consequently, this row generates, in the spectrum of χ, a zero eigenvalue.
397
We have therefore R + d N + U E = L where R is the dimension of the image of χ. In general k c < R 398 because, after the cut-off there are eigenvalues, small, but nevertheless positive. If the cut-off is sharp, 399 as we observe, R is very close to k c though. On this basis we define the "compressibility" of the code 400 as:
For sharp cut-off it is very close to d N which precisely reflects the irrelevant dimensions in the space 402 of parameters, corresponding to hidden dependencies.
403
How do k c and C depend on the raster density.
404
Using the aforementioned approach to dissect the relevant from the irrelevant dimensions, we aim to 405 study the dependency between the raster density and code compressibility given a spatio-temporal
406
MEM imposed to data. We consider neural density (or, conversely, sparsity) as the number of spikes synthetic data with different levels of density and estimated k c under these different regimes.
413
We generated different synthetic sets of neural data where the density of the response varies. To The effect of increasing the parameter β has therefore a tendency to spread the distribution of Similarly, monomial probabilities are also affected by the β parameter (see Fig 5B) . As expected, therefore the probability of occurrence of those monomials whose h l value is negative while it increases 425 the probability of monomials (spike events) with a positive h l .
426
Increasing β value causes two main effects on the eigenvalue spectrum of the χ matrix (see Fig 5C) :
427
(i) the spectrum is flatter as β decreases, (ii) there are more zero eigenvalues, i.e. U E increases. Both 428 effects come from the fact that the raster sparsity decreases with β, decreasing the events probabilities 429 as well. Thus, this low probability events are reflected on the increase of U E due to finite sampling 430 and also on the flatness of the spectrum, given that the few observed events have similar probabilities. case, for β > 1 many events have very low probability, increasing U E , which will decrease k c . This 438 difference is illustrated on figure 5E ), where larger values of β generates responses with large U E .
439
For values of β < 1 we see almost no difference between Fig 5D and firing rates (blue) and pairwise interactions (red). The bigger the scaling factor β, the more negative the rates parameters and the wider the interactions parameters distribution. β = 1 is the original PWR2 raster. The first column show the Independent raster as a reference. B: Corresponding monomials probabilities for the scaled rasters, split between firing rates and interactions, as in A. We see that increasing β has the effect of decreasing both rates and pairwise interactions probabilities, reaching the point where many pairwise interactions vanish (β > 1). C: Corresponding χ eigenvalue spectra (average out of 10 rasters for the scaled rasters). Increasing β flattens the spectrum, the spectrum offset and the number of eigenvalues above the minimal observed probability (1/T ). D: kc values for the scaled rasters. None of the scaled rasters shows kc value as the one obtained for the original PWR2 raster. Dots represent the average of kc over 10 different rasters with the same underlying parameters. Error bars represent 1 s.d. E: Average kc values plus the number of unobserved events (UE). For β > 1 adding the unobserved events yields values close to the original PWR2 raster, showing that the dimensionality reduction obtained for those rasters is given mainly by the unobserved effects. For β < 1 we have less unobserved events, so the dimensionality reduction obtained for those cases is given mainly by the increased density of the raster.
Dimensionality reduction on retina data
449
We are now interested in verifying if the properties found in synthetic data are scalable to real neural 450 data. We did it on retina data obtained for three different conditions: photopic spontaneous activity 451 (PSA), white noise (WN) and natural movie (NM). don't expect big differences on monomials empirical probabilities, but we do expect differences on the 461 linear dependencies between them. Also from Fig 6 we observe that the highest activity, both for 462 firing rates and spatio-temporal interactions, is obtained for NM, followed by WN and then by PSA.
463
Thus, we modify both the raster density and the hidden dependencies of the neural activity by means
464
of stimuli, where, in this case, the raster density increases with the stimuli high-order correlations.
465
Experimental versus shuffled spectrum
466
We computed the χ eigenvalue spectrum of 30 random sub-networks (i.e. sub-samples of the entire under the 3 stimuli conditions. According to our synthetic rasters experiments, for N = 50 and
469
T ∼ 10 6 we can get reliable k c estimates (Fig 4D) , which fits with our experimental recordings. Same
470
procedure was applied to shuffled data.
471
Similar to what we obtained for scaled synthetic rasters (Fig 5C) , we see that the spectrum is 472 flatter, and the vanishing eigenvalues (below 1/T) of χ spectrum increases with the raster density, which is driven by the stimuli (Fig 7A) . shuffled version (see Fig 7B) . Specially, NM shows a smooth decay of the spectrum, similar to the 478 observed for PWR2, which is highly modified when the raster is shuffled, having a sharp cut-off close 479 to N . So, even when the distribution of the probabilities of firing rates and pairwise interaction remain 480 the same after the shuffling procedure (Fig 6) , the linear dependencies between them are modified, . Given the absence of prior knowledge about the relevant timescales the brain uses to integrate retinal signals, we studied several bin sizes. For example, for 1ms, kc is higher for shuffled data in all bin sizes, under all conditions. Stimuli high-order correlations significantly increases kc. Also, neither of both type of rasters reaches the kc values obtained for a PWR2 rasters, which shows almost no dimensionality reduction. For fast time scales (1 and 5ms), kc increases with the stimuli-high order correlations, but at 10ms WN and NM are not significantly different and for 20 ms WN is larger than NM. D: Same as C, but corrected by the number of unobserved events. Now for all bin sizes the shuffled data has bigger values than the empirical one. Shuffled data has values almost a half than a PWR2 raster of the same size, regardless of the absence of linear dependences by construction. The effect of stimuli high-order correlations on the effective dimensionality remains.
to binarize the data: 1, 5, 10 and 20ms. As a global picture, the value of k c in the real and shuffled 486 data increases as the activity of the network does (Fig 7C) . This behavior is replicated for all the bin 487 sizes.
488
The k c analysis on retinal data reveals that the RGC activity is not random, showing almost the and not to unobserved event, we did the correction k c + U E as it was shown in Fig 7D. PSA has 500 the larger U E values, showing a big difference between k c and k c + U E . In general, k c corrected by
501
U E decreases with the bin size, because the larger the bin, the more likely is to observe two spikes 502 on the same bin and less likely is to haver unobserved events. As a consequence, this increases the 
513
On the other hand, the shuffled data show higher k c values for almost all the bin sizes and conditions
514
(Mann-Whitney test, P < 10 −4 ), except for 1ms where is significantly small (Mann-Whitney test, 515 P < 10 −4 ) and for PSA at 5ms, where they are not significantly different (Mann-Whitney test, 516 P > 0.1). However, when corrected by the number of unobserved events (Fig 7D) , the picture is 517 the same for all bin sizes: shuffled data have always higher k c values than the real ones (Mann-
518
Whitney test, P < 10 −6 and P < 0.01 for WN at 1ms). This confirms that the RGC neural code has 519 interdependences that can be mapped onto a lower dimensional space (i.e. compressed), compared 520 to the shuffled version, that lacks of interdependences by construction. Yet, the k c obtained for 521 the shuffled raster is still very small (almost a half) compared to the random PWR2 raster, which
522
suggests that just the firing rates distribution, i.e. the diversity of firing rates, introduces some non- shuffled data.
529
In sum, the density of the RGC rasters increases with the stimuli high-order correlations. Also,
530
RGC neural code is highly compressible compared to a random raster of same network size. Even 531 compared to shuffled data, the RGC neural code is more compressible. Furthermore, a significant 532 compression can be achieved considering just the firing rates distribution of empirical data, suggesting 533 an effect of the diversity of firing rates on the code compressibility. Although stimuli high-order 534 correlations increases the raster density, this activity can be compressed on a lower dimension for 535 NM than WN using a bin of 20ms. Thus, an increased raster density induced by stimuli does not 536 imply necessarily more coding channels. Instead, an increased raster density could be mapped onto 537 a low-dimensional hidden structure, as in the case of concomitance of dense activity and oscillations.
538
Regarding the time scales, k c + U E is inversely proportional to the bin size for all stimuli. On the one 539 hand, this could be due to the specific time scales at which more redundancy is present on the neural 540 activity. On the other hand, this could be due to artifactual correlations induced by binning. Both 541 scenarios are possible and not mutually excluding, however, the problem of binning neural data is far 542 from being solved.
543
Discussion
544
In this paper we have proposed a method to reduce the dimensionality of MEM on artificial and 545 biological spiking networks. It is grounded on information geometry via the matrix χ, which charac-546 terizes how a small variation of parameters impacts the statistical estimations. The χ matrix captures 547 the interdependences between the neural code variables. After an eigen-decomposition process, the 548 eigenvalue spectrum of χ exhibit two cut-offs. The first one shows that, both in synthetic as well as 549 in retina data, a large part is "explained" by the firing rates of the neurons. Conversely, the second 550 cut-off (here called k c ) reflects a non trivial effect associated with higher order statistics. As the 551 eigendirections on the right part of the second cut-off correspond to noise, the spectrum lying between 552 the two cut-off contains a relevant information associated to statistics of higher order.
553
The reduction of the MEM dimensionality is directly linked with data compression, obtained from parameters, characterizing the population activity by a set of independent dimensions representing 564 the inner structure of the network activity.
565
Limits of the method
566
The first limitation of our method comes from the numerical approximation used to compute χ matrix, is the best approach we found to work with medium size networks and spatio-temporal constrains. Instead, we focus on exploring the geometrical properties of the MEM and its meaning in terms of 587 the neural code redundancy and compressibility. As we presented here, these geometrical properties 588 can be directly extracted from the χ matrix without fitting a MEM. 
614
To this end, we found two set of stiff dimensions: the ones before the first cut-off, related mainly to 615 neuron firing rates and the second set, after the first cut-off, related to spatio-temporal interactions.
616
According to our framework, the sloppy dimension would be the ones beyond k c , but we could also we need them to "explain" data, while we consider the irrelevant dimensions as noise. Stimuli-induced changes on RGC population activity
637
Retina data has significant high-order correlations, including pairwise spatial [2, 3] can be preserved just fixing the firing rates distribution.
659
Finally, as a main conclusion, our method suggest that RGC activity has significant high-order 660 statistics that are modified by stimuli, compared to shuffled data. Thus, this significant interactions 661 on RGC data are the base of the increased compressibility compare to shuffled data.
662
Compressibility of the RGC code
663
In order to study the compressibility of the RGC code, we studied χ spectrum and k c for RGC under 664 three stimuli conditions, finding that RGC population code adapts to stimuli conditions by changing 665 the number of independent channels.
666
The first difference we found between stimuli was on χ spectrum, which shows an increase on the 667 offset, i.e. the eigenvalues increase their magnitude as the stimuli high-order correlation increases.
668
We recall that the stimuli-high order correlation increases the raster density. But given the way χ 669 is computed (see Eq. 11), the shape of the spectrum comes not only from the increased monomials 670 probabilities, but also from the dependence between the set of MEM monomials, all of them cap-671 tured by the matrix. On the one hand, shuffled data also exhibit these differences on the eigenvalue 672 magnitudes (Fig 7B) , showing that eigenvalues magnitude are closely related to the raster density
673
(also shown for synthetic data on Fig 5C) . On the other hand, the differences between the cut-off for 674 empirical and shuffled data would be related to the linear dependences between the monomials, that 675 in the latter case are destroyed. Then, using shuffled data as a control, we suggest that the magnitude 676 of the eigenvalue spectrum highly depends on the monomials probability (raster density) while the 677 cut-off depends on the hidden linear dependencies between them.
678
The second difference we found between stimuli is on k c and C i.e. our approximation to the 679 compressibility of the neural code. As expected from the stimuli statistics and retinal stimuli inte- with more independent components (less redundant), thus, optimizing the metabolic resources.
685
However, for bin sizes of 1 and 5ms we observe that k c is higher for NM than for WN. 
719
It is easy to see that the classical Boltzmann-Gibbs distribution is a particular case of (17), when 720 M = 1 and H is a potential of range 1.
722
Ruelle-Follmer theorem: Suppose µ is a Gibbs measure for some potential H h , and µ is another
723
Gibbs measure. Then the relative entropy density:
if d(µ | µ ) = 0, we obtain the variational characterization of Gibbs measures (4).
725
Following [36] , consider the potential H h = L l=1 h l m l associated with an ergodic Markov Chain 726 µ(P, π). Consider a sample of µ(P, π) of length n and the observables {m l } L l=1 . We may obtain 727 from the sample new maximum entropy parameters h . The probability that the maximum entropy 728 parameters h associated with an ergodic Markov Chain µ (P , π ) get close to h follow the asymptotic 729 relationship:
where ∆δ = [−δ, δ] K . Choosing ∆δ close to 0 we may formally rewrite the above relationship in the 731 form:
Thus, for large n, Meaning that close-by parameters index very similar distributions [41] .
734
Consider two maximum entropy Markov chains µ(P, π) and µ (P , π ) specified by H h and H h respec- projected onto the recording array.
786
Generation of Synthetic Data
787
Synthetic rasters (T = 2.10 6 time-points, N = 20 neurons) were generated using different underlying same procedure was applied, but using 10 temporal subsamples.
799
Shuffling
800
In order to destroy the dependencies between the empirical raster monomials, we have generated 801 random rasters where the number of neurons and firing rates was exactly the same than observed Olivares and Michael Pizarro to help in the experiments.
