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We develop a Hamiltonian that describes the time-dependent formation of a molecular Bose–
Einstein condensate (BEC) from a Bardeen–Cooper–Schrieffer (BCS) state of fermionic atoms as
a result of slowly sweeping through a Feshbach resonance. In contrast to many other calculations
in the field (see e.g. [1–4]), our Hamiltonian includes the leading post-adiabatic effects that arise
because the crossover proceeds at a non-zero sweep rate. We apply a path integral approach and a
stationary phase approximation for the molecular k = 0 background, which is a good approximation
for narrow resonances (see e.g. [5, 6]). We use two-body adiabatic approximations to solve the atomic
evolution within this background. The dynamics of the k 6= 0 molecular modes is solved within a
dilute gas approximation and by mapping it onto a purely bosonic Hamiltonian. Our main result is a
post-adiabatic effective Hamiltonian in terms of the instantaneous bosonic (Anderson–)Bogoliubov
modes, which holds throughout the whole resonance, as long as the Feshbach sweep is slow enough
to avoid breaking Cooper pairs.
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I. THE BCS-BEC CROSSOVER PROBLEM
The ground state of a gas of weakly attractively in-
teracting fermions is a BCS state, in which most of the
fermions behave ideally, but some of those near the Fermi
surface form something like a Bose condensate of Cooper
pairs. As the extreme example of a gas of protons and
electrons shows, however, stronger attractions instead
produce a true condensate, of tightly bound composite
bosons. Current laboratory techniques exploit the atomic
physics of collisional Feshbach resonances [7] to produce
real ultracold gases in which attractions can be varied
dramatically, admitting experimental study of the entire
BCS-BEC crossover [8–11]. Several labs can now produce
molecular condensates from weakly interacting degener-
ate Fermi gases, by adiabatically changing a control pa-
rameter (typically a magnetic field). Prospects for more
precise and detailed measurements of this process and its
products are good.
Theoretical studies of this problem have so far focused
mainly on equilibrium properties of systems with various
fixed (instantaneous) values of the interaction parame-
ter [1–4]. Up-to-date reviews can be found for example
in [10, 12, 13]. Along with wide tunability of equilib-
rium parameters, however, controllable and observable
non-equilibrium dynamics are a major advantage of cold
quantum gases as experimental systems.
The dynamics of cold, dilute quantum gases are of
course comparatively simple. On the one hand, this
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dynamical simplicity may ultimately allow mesoscopic
quantum gas systems to shed light on problems, such
as the emergences of irreversibility and classicality, that
are even more fundamental than the issue of which ef-
fective Hamiltonian is correct. On the other hand, even
for cold dilute gases, quantum many body theory can be
difficult enough that understanding will require compar-
isons among experiments, phenomenological models, and
first-principles calculations for simple cases.
In the present work we therefore develop a rigorous
theory for weakly non-adiabatic evolution of a dilute
quantum gas from BCS to BEC regimes, via a time-
dependent Feshbach resonance, in the tractable limit of
a narrow resonance. We show that for a finite effective
resonance width (e.g. created by a sufficiently large back-
ground scattering length), adiabaticity can in principle
be maintained, as far as two-body dynamics are con-
cerned, through the entire evolution. Long-wavelength
collective excitations will still be generated, as perfect
many-body adiabaticity is not expected to be possible in
an infinite system. Our main result is a post-adiabatic
Hamiltonian that can describe the excitation of the (An-
derson-)Bogoliubov modes: Anderson-Bogoliubov exci-
tations on the BCS side and Bogoliubov excitations on
the BEC side.
Excitation of these modes in a time-dependent BCS-
BEC crossover is an example of the general phenomenon
of (quasi-)particle production in a time-dependent back-
ground. Similar situations can also be found in quite dif-
ferent contexts as, e.g. in cosmology, where Hawking ra-
diation [14] is produced in the classical space-time back-
ground of a star collapsing into a black hole. We will
describe the former effect in our context with a post-
adiabatic effective Hamiltonian. Post-adiabatic effective
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2Hamiltonians are also common in other physical contexts.
Perhaps the best known example describes the effect of
‘geometric magnetism’ [15–17] and its higher order cor-
rections [17–19]. The present paper may thus also be of
value in expanding the application of post-adiabatic con-
cepts to experimentally tractable many-body systems.
A. Structure of this paper
This paper is organized as follows:
In Section II we introduce the BCS-BEC crossover
model and explain how we model the background scatter-
ing differently from the standard BCS theory approach.
In order to simplify our analysis we introduce Fermi units
and work in momentum space.
It is important to keep in mind that we will deliberately
use path integral language in Section III and Section IV,
but only as a convenient tool to show the equivalence of
two systems before we revert to operator language.
In Section III we consider molecules and atoms as inter-
acting subsystems. The molecular subsystem is treated
by a path integral approach whereas the atomic part is
treated algebraically by means of a dilute gas approxi-
mation. In this context, the choice of initial and final
conditions has to be adressed. After solving the atomic
dynamics, the results for the molecular dynamics are non-
local in time and inconvenient for practical calculations.
Therefore, they are mapped onto a familiar quadratic
bosonic system in Section IV. This is achieved by in-
troducing new virtual bosons which mimic the fermionic
subsystem. Afterwards we can leave the path integral
language for the molecular subsystem in favor of an ef-
fective Hamiltonian operator.
The newly obtained dummy Hamiltonian is then di-
agonalized instantaneously in Section V by means of a
Bogoliubov transformation. We discuss the properties of
mode functions and mode frequencies in general and es-
pecially in the case of low-energy excitations, and show
some numerical results.
In Section VI we then use the mode functions and
mode frequencies to rewrite the dummy Hamiltonian in
terms of instantaneous eigenmodes (normal modes). The
coupling between these eigenmodes is the leading post-
adiabatic effect, and constitutes the main result of this
paper.
Finally, we address the validity and consequences of
our results in VII.
Appendix A contains a detailed derivation of the clas-
sical molecular background that populates the k = 0
Fourier mode in the adiabatic limit we assume for it. All
our results explicitly depend on this classical molecular
background.
II. A BCS-BEC CROSSOVER MODEL
A. The model Hamiltonian
We use here a Hamiltonian similar to those described
in [2, 3, 20–25], which is based on a delta-like pseudopo-
tential for a collisional interaction in which two fermionic
atoms unite into a bosonic molecule (or conversely, in
which a molecule splits into two atoms). So our many-
body Hamiltonian appears in second-quantized notation
as
Hˆ =
∫
V
d3x
[
h¯2
2M
(
∇cˆ†↑(x) · ∇cˆ↑(x) +∇cˆ†↓(x) · ∇cˆ↓(x)
)
− g cˆ†↓(x)cˆ†↑(x)cˆ↑(x)cˆ↓(x) +
h¯2
2(2M)
∇aˆ†(x) · ∇aˆ(x)
+
∆
2
(
cˆ†↑(x)cˆ↑(x) + cˆ
†
↓(x)cˆ↓(x)
)
+ h¯ γ
(
cˆ↑(x)cˆ↓(x)aˆ
†(x) + aˆ(x)cˆ†↓(x)cˆ
†
↑(x)
)
− h¯ ω
2
(
cˆ†↑(x)cˆ↑(x) + cˆ
†
↓(x)cˆ↓(x) + 2 aˆ
†(x)aˆ(x)
)]
(1)
where M is the fermion mass, ∆(t) is the external con-
trol parameter that is slowly ramped up in time (usually
linearly as ∆(t) := h¯ ν2t for some slow rate ν), and γ is
an interaction strength, determined by atomic collision
physics, and indicating the width of the Feshbach reso-
nance. Finally, g > 0 is the strength of the scattering
among the fermions, defining the BCS ground state as
∆ → −∞. It is important to state at this point that
it is not crucial for our calculations that γ and g are
time-independent or that ∆ has a linear behavior. In-
stead, these could all be functions depending adiabat-
ically slowly on time, as long as the first two can be
approximated as constant, and the last as linearly time-
dependent, within the period of significant non-adiabatic
excitation.
The annihilation and creation field operators aˆ(x) and
aˆ†(x) are bosonic, whereas cˆ↑↓(x) and cˆ
†
↑↓(x) are the field
operators of the fermions, with two spin states denoted
by ↑, ↓. Although the last term proportional to ω(t)
makes the Hamiltonian look similar to a free energy, we
still have the Hamiltonian dynamics of a closed system.
This term commutes with the rest of the Hamiltonian at
any time and does not affect the dynamics of the initial
states considered here, apart from a trivial global phase.
Note that the Hamiltonian (1) is an example of an
effective field theory and as such has to be understood
as correctly renormalized. As always, the logic behind
renormalization is the following: the Hamiltonian is a
model, anyway; it must be tuned to yield the correct en-
ergy shifts. Since these include higher order corrections,
the bare Hamiltonian parameters need counter terms.
These sometimes (as in our case) turn out to be infi-
nite. The only quantity which needs to be renormalized
3here in order to avoid an ultraviolet divergence is ∆. We
always assume that an extra counterterm ∆ct has been
added to ∆, i.e. the substitution ∆→ ∆ + ∆ct has been
done in order to maintain the physical meaning of ∆/2
as the fermionic energy shift compared to a free fermion.
This is a standard procedure in field theories. In our cal-
culations, we will usually transform the fermionic energy
shift resulting from the counterterm into a purely bosonic
energy shift by adding a term proportional to the con-
served total number of particles to the Hamiltonian. This
is the same as replacing ω → ω + ∆ct/h¯.
For large negative ∆, the ground state consists mainly
of the standard BCS ground state; for large positive ∆,
bosons dominate low energy states. For small ∆, how-
ever, the mediated interactions of either species alone
formally diverge in strength. What this means is that
the dynamics involves both species non-trivially; if γ is
small enough, no truly strong interactions are necessar-
ily involved. We will therefore consider this small-γ limit,
which is not typical for experiments so far conducted, but
is also attainable with current techniques. (Many differ-
ent atomic species are trappable today, and each typi-
cally has several collisional Feshbach resonances, some of
which are very narrow.)
B. Modeling background scattering
1. The Hubbard–Stratonovich transformation in BCS theory
The fermionic background scattering is the crucial in-
gredient in the conventional BCS theory, which is also
the ∆ → −∞ limit of our model. In derivations of the
BCS theory, the dynamics is often described within a
Grassmann variables path integral. In this framework,
the interaction among fermions is mimicked by the inter-
action with a Hubbard–Stratonovich field, introduced by
the Hubbard–Stratonovich transformation.
2. An alternative approach: adiabatic elimination
Rather than reviewing the Hubbard–Stratonovich ap-
proach, we emphasize that we take a somewhat different
approach here which leads to the same kind of simplifica-
tions. We will mimic the fermionic background scatter-
ing with interaction with an off-resonant bosonic dummy
field which can always be adiabatically eliminated. The
fermion-fermion interaction term of the Hamiltonian is
then equivalent to:
lim
ε→0
∫
V
d3x
[
h¯ γ
ε
(
cˆ↑(x)cˆ↓(x)bˆ
†(x) + bˆ(x)cˆ†↓(x)cˆ
†
↑(x)
)
+
(
h¯2γ2
g ε2
− h¯ ω
)
bˆ†(x)bˆ(x) +
h¯2
2(2M)
∇bˆ†(x) · ∇bˆ(x)
]
.
(2)
This approach has an especially nice physical interpre-
tation: the backgroud scattering originates from the in-
teraction of the fermions with a second Feshbach res-
onance that would create molecules in the bˆ(x)-modes.
This second resonance, however, remains detuned during
the whole BCS-BEC crossover. For ε → 0, the leading
order effect of this interaction is just the fermion-fermion
interaction in the Hamiltonian (1). Note that this lead-
ing order behavior mimicked by just one extra resonance
could actually originate from a superposition of the lead-
ing order behavior of many different resonances, which
would have the same effect.
Considering only the ε → 0 limit, the kinetic term
and the finite energy shift − h¯ ω in equation (2) be-
come so small compared to the detuning that they
could be neglected completely in the following, making
the whole procedure fully equivalent to the usual Hub-
bard–Stratonovich approach. However, it is useful to
maintain the finite energy shift formally, since all terms
proportional to ω reflect the gauge freedom due to the
conservation of the total boson number plus one-half the
fermion number. In contrast, keeping the kinetic term of
the bˆ(x)-modes would lead to unnecessary complications,
so we neglect it henceforth, as being small compared to
the h¯2γ2/(g ε2) term.
3. Connection of the two approaches
The connection to the Hubbard–Stratonovich field is
seen in the coherent state path integral representation
for bˆ(x) and bˆ†(x): Let us introduce new fields that are
proportional to the c-number fields for bˆ(x) and bˆ†(x)
by a prefactor of order ε−1 and let us perform the limit
ε→ 0 afterwards. The resulting action of the path inte-
gral would now show the familiar Hubbard–Stratonovich
field terms of the BCS action, but written in terms of our
newly defined fields. This rescaling is the reason why the
operators bˆ(x) and bˆ†(x) can be interpreted as physical
bosonic modes whereas the Hubbard–Stratonovich field
cannot.
The Hubbard–Stratonovich field thus corresponds to
ε−1bˆ(x), up to a finite prefactor, as ε→ 0. In this limit,
the expectation value of bˆ†(x)bˆ(x) tends to 0, whereas
that of ε−2bˆ†(x)bˆ(x) remains finite.
C. Momentum space representation
Since we deal with fermions in the absence of an exter-
nal spatial potential, it is very convenient to change into
momentum space where the description of the fermions
simplifies significantly.
41. Momentum space operators
We transform to k-space using periodic boundary con-
ditions in a symmetric cube of volume V , kV
1
3 = 2pi z
with z ∈ Z by replacing
aˆ(x) =
∑
k
aˆk√
V
eikx , cˆ↑↓(x) =
∑
k
cˆ↑↓,k√
V
eikx (3)
and by replacing bˆ(x) following the same logic. The vol-
ume V is assumed to tend to infinity. The resulting mo-
mentum space Hamiltonian reads now
Hˆ
(
t
tF
)
EF
=
∑
q
(
q2
k2F
+
∆F
2
− ωF
2
)(
cˆ†↑,qcˆ↑,q + cˆ
†
↓,qcˆ↓,q
)
+
γF√
Nm
∑
q,k
(
cˆ↑,qcˆ↓,k−q
(
aˆ†k +
bˆ†k
εF
)
+ H.c.
)
+
∑
k
(
1
2
k2
k2F
− ωF
)
aˆ†kaˆk
+
∑
k
(
γ2F
gF
1
ε2F
− ωF
)
bˆ†kbˆk . (4)
We use the Fermi momentum kF := (6pi
2Nm/V )
1/3,
the Fermi energy EF := h¯
2k2F /(2M) as
well as the Fermi time tF := h¯/EF in or-
der to define γF (t/tF ) :=
√
Nm/V h¯ γ(t)/EF ,
gF (t/tF ) := (Nm/V ) (g(t)/EF ), ωF (t/tF ) := tF ω(t),
∆F (t/tF ) := ∆(t)/EF and εF (t/tF ) := ε(t). In general,
we consider here most of these quantities as time-
independent. The conserved quantity Nm is the total
number of bosons, plus one-half the total number of
fermions. In the case of a linear time dependence as
described in the beginning, we have ∆F (t/tF ) = ν
2
F t/tF
with νF := h¯ ν/EF .
2. Fermi units
The Fermi momentum kF , the Fermi energy EF and
the corresponding Fermi time tF are natural scales of the
system. From now on, we will therefore use the dimen-
sionless quantities k/kF , E/EF , Hˆ/EF and t/tF , and
relabel them as k, E, Hˆ and t respectively. Furthermore
we will relabel again ωF as ω, ∆F as ∆, γF as γ, νF as
ν, gF as g and εF as ε.
III. MOLECULES AND ATOMS AS
INTERACTING SUBSYSTEMS
Our Hamiltonian involves two different interacting
species, molecules and atoms. This suggests that we
consider these as two subsystems, each of which can be
treated with a different approach. This picture is es-
pecially useful since we can also adopt it in Section IV
where the fermionic subsystem is replaced by a subsys-
tem of virtual bosons.
A. Molecular subsystem: a path integral approach
Apart from their interaction, the molecular and
the atomic subsystem both have quadratic Hamiltoni-
ans. Furthermore, even the interaction term would be
quadratic as well, if the molecular operators were re-
placed with classical fields. Since path integrals treat
quantum fields as classical fields, this suggests a con-
venient hybrid approach to the problem, in which the
molecule dynamics is described with a path integral over
classical molecular fields, while the quadratic Hamilto-
nian for the fermionic atoms is treated with canonical
operator methods.
1. The coherent state path integral
We will formulate the time evolution of the molecules
in terms of a coherent state path integral, which we will
only begin to evaluate after solving the atomic problem
with canonical operator methods. This will offer us an
effective description of the molecular subsystem:
〈α¯f , β¯f , F¯f |Uˆ(tf , ti)|αi,βi, Fi〉 =
α¯(tf )=α¯f
β¯(tf )=β¯f∫
α(ti)=αi
β(ti)=βi
∏
k
Dαk Dα¯k Dβk Dβ¯k
[
eα¯(ti)αi+β¯(ti)βi
· e
∫ tf
ti
˙¯α(τ)α(τ)+ ˙¯β(τ)β(τ)dτ e−i
∫ tf
ti
HMO dτ 〈F¯f |UˆAT |Fi〉
]
.
(5)
With Uˆ we always denote the time evolution operator
of the corresponding Hamiltonian Hˆ. The atomic initial
and final states at ti and tf are denoted as |Fi〉 and 〈F¯f |,
respectively. The bar ¯ denotes complex conjugation. We
use here unnormalized coherent states in a notation that
highlights the property of the bra and ket states as eigen-
states of the creation and annihilation operator, respec-
tively:
|α〉 :=
∞∑
n=0
αn√
n!
|n〉 and 〈α¯| :=
∞∑
n=0
α¯n√
n!
〈n| . (6)
Moreover, this notation makes it possible to read off the
amplitudes for a creation and annihilation of excitations
directly from an expansion of the transition matrix ele-
ment in powers of α and α¯.
52. The coherent state Hamiltonian
Within the path integral, the Hamiltonian Hˆ contains
the molecules merely as driving fields αk(t), α¯k(t) and
βk(t), β¯k(t). The Hamiltonian can then be split into two
parts: The atomic part HˆAT , which contains fermionic
operators and the molecular part HMO, which is a c-
number whose non-trivial effect will be in the path inte-
gral:
HˆAT := HˆTL + HˆPT , (7)
HMO :=
∑
k
((
1
2
k2 − ω
)
α¯kαk +
(
γ2
g
1
ε2
− ω
)
β¯kβk
)
.
(8)
Note that the fermionic operators make the construction
of the path integral slightly more involved: Unlike for
the molecular mode path integration variables, for the
fermionic operators the time ordering within the path
integral really matters. This makes it necessary to cal-
culate the time evolution operator UˆAT as seen in equa-
tion (5). The atomic Hamiltonian splits again into two
parts of different character: The part HˆTL, which de-
scribes atoms that couple just to k = 0 molecular modes,
and the part HˆPT , which describes the coupling between
atoms and all k 6= 0 molecular modes:
HˆTL :=
∑
q
Hˆq , (9)
HˆPT :=
γ√
Nm
∑
k6=0
q
(
cˆ↑,qcˆ↓,k−q
(
α¯k + ε
−1β¯k
)
+ H.c.
)
.
(10)
As the label PT suggests HˆPT will turn out to be only
a relatively small perturbation compared to other terms
in Hˆ. This is understandable if one considers slower and
slower sweep rates: The small k molecular modes will
become more and more dominant, whereas the higher
k-modes will become less and less populated. Thus,
the Hamiltonian HˆTL, containing the k = 0 molecular
modes, is the important part for slow sweep rates. This
Hamiltonian HˆTL has a special feature: It can be de-
composed into infinitely many two-level systems Hˆq, as
indicated by the label TL. The Hamiltonians of these
two-level systems are defined by
Hˆq :=
(
q2 +
∆
2
− ω
2
)(
cˆ†↑,qcˆ↑,q + cˆ
†
↓,−qcˆ↓,−q
)
+
γ√
Nm
(
cˆ↑,qcˆ↓,−q
(
α¯0 + ε
−1β¯0
)
+ H.c.
)
(11)
and fullfil the commutation relation[
Hˆq(t), Hˆq′(t
′)
]
= 0 for q 6= q′ . (12)
The latter is a sufficient condition for the dynamics to
factorize and ensures that our decomposition is mean-
ingful.
B. Initial and final states of the coupled
subsystems
At this point, we have to address the choice of the ini-
tial and final bosonic and fermionic states in (5): We are
interested in transition amplitudes of the full system be-
tween the ground state at t = ti and some arbitrary low
energy state at t = tf . As ∆(ti)→ −∞ the ground state
tends to the purely fermionic BCS state as defined in Ap-
pendix A. Note that despite βi → 0 as ε→ 0, the value
of ε−1βi tends to its self consistent value proportional to
the BCS order parameter.
Up to a global phase, the instantaneous ground state at
t = ti follows from the BCS ground state with ∆ = −∞
by an infinitely slow adiabatic ∆-sweep up to ti. There-
fore, it is sufficient to calculate the transition amplitude
from ti = −∞ with ∆(ti) = −∞ to some arbitrary low
energy state at tf .
As ∆ → ∞, all low energy states turn into purely
bosonic free molecules due to the high detuning of the
fermions. This means a low energy state at tf can be
evolved adiabatically by an infinitely slow adiabatic ∆-
sweep into a state without fermions at t =∞. Since the
calculation of adiabatic time evolution is straightforward,
we choose tf =∞ with ∆(∞) =∞ for convenience, such
that the low energy states are in fact bosonic.
Note that the coherent states (6) are an over-complete
basis: the coherent states |α〉 = |r eiϕ〉 with fixed r > 0
but arbitrary phase ϕ are sufficient to represent any num-
ber state |n〉 by means of the identity
1
2pi
√
n!
rn
∫ 2pi
0
eiϕn |r e− iϕ〉 dϕ = |n〉 . (13)
It is therefore sufficient to choose an in principle arbitrary
modulus |α¯f | for our final state. However, we make the
choice |α¯f | =
√
Nm since this is also the mean field value
one would expect if all fermions have been converted into
Nm molecules. This choice will let the dominant transi-
tion amplitudes be given in a simple semiclassical ap-
proximation, rather than as high order corrections after
many cancellations of detuned path integral paths.
In summary we have |αi,βi, Fi〉 = |0,0,BCS〉
and ∆(ti) = −∞ at ti = −∞ as well as
〈α¯f , β¯f , F¯f | = 〈α¯f ,0, vac| with |α¯f | =
√
Nm and
∆(tf ) =∞ at tf =∞.
C. Atomic subsystem: an algebraic solution
Our strategy here is to solve the fermionic dynamics
first, before we start to evaluate the bosonic path inte-
gral. To this end, the atomic Hamiltonians HˆTL and
HˆPT deserve different treatments, as explained in the
following paragraphs.
61. Procedure for HˆTL: fermionic two-level systems in a
bosonic background
As mentioned before, the general time evolution of a
balanced mixture of fermions evolving under HˆTL factor-
izes into a commuting product of the evolution of two-
level systems Uˆq. If we had no terms involving k 6= 0
molecules in the Hamiltonian, we would have the same
situation as described in [26] apart from our current in-
clusion of background scattering. In this case the clas-
sical path for α0, α¯0 and β0, β¯0 shows a total conver-
sion from the BCS state at ti = −∞, into molecules at
tf =∞ as long as the sweep rate ν2 is small enough to
avoid leaving fermionic excitations at tf =∞. As we
will see, this adiabaticity condition requires only that ν
be small compared to the BCS gap; it is the condition for
adiabaticity of the two-body problem of resonant associ-
ation into molecules. Our focus in this paper, in contrast,
is on non-adiabaticity of low-frequency collective excita-
tions in the time-dependent many-body system. We will
therefore assume that the two-body dynamics is indeed
perfectly adiabatic, so that the final state contains no
fermions.
We denote the classical path of the scenario without
k 6= 0 molecular terms in the Hamiltonian by αcl, α¯cl and
βcl, β¯cl. Since the k = 0 molecular modes are the ones
which will mainly be occupied even for the Hamiltonian
including the full k 6= 0 molecular terms, we actually do
not evaluate the path integral for them. Instead we eval-
uate the integrand on αcl, α¯cl and βcl, β¯cl, as a kind of
classical approximation. Although αcl, α¯cl and βcl, β¯cl
are not the exact saddlepoint paths of the full system
(including k 6= 0 molecular terms), they are a good and
self-consistent approximation to it, since the depletion
into the other molecular modes turns out to be very small
compared to this adiabatic classical background [27].
Note that, because of analytic continuation of the
path integral variables, for the classical path the bar ¯
does not in general denote complex conjugation any
more, but instead denotes independent functions (see Ap-
pendix A). Nevertheless, the classical paths we find in
Appendix A for |α¯0,f | =
√
Nm are indeed still complex
conjugate pairs. This means, for the class of classical
paths considered in this paper, we can still use the bar ¯
as complex conjugation. Similar statements hold for all
quantities which depend on the classical path.
Hence, the time evolution of a general balanced
fermionic state |F 〉 and of its dual 〈F¯ | under HˆTL,cl (HˆTL
on the classical path) are in general not the Hermitian
conjugate of each other any more — but they are for our
class of classical paths. The general time-evolution along
them can be written as
|F (t)〉 := UˆTL,cl(t, ti)|F 〉
=
∏
q
(
y|q|cˆ
†
↓,−qcˆ
†
↑,q + z|q|
)
|vac〉 (14)
where y|q|, y¯|q| and z|q|, z¯|q| are general solutions to the
fermionic two-level problems Hˆq,cl (Hˆq on the classical
path). The factors of the product in brackets are the Uˆq,cl
(Uˆq on the classical path) of the single two-level systems.
The initial conditions at t = ti = −∞ of the atomic two-
level systems in our specific case follow immediately from
the foregoing discussion in Section III B. In order to meet
|F 〉 = |Fi〉 = |BCS〉, we need
|F 〉 = eipiNm ei θ Nm
·
∏
q
(
Y|q|(ti) cˆ
†
↓,−qcˆ
†
↑,q + Z|q|(ti)
)
|vac〉 (15)
with the instantaneous eigenstate of the two-state sys-
tem Y|q|, Z|q| (A35) and the phase θ (A27) of the molec-
ular classical path. These quantities are defined in Ap-
pendix A. The fermionic ground state (15) still holds for
finite ti when imposing also the self-consistent molecular
initial conditions
α0,i = αcl(ti) =
√
Nm r e
−i θ , (16)
β0,i = βcl(ti) = − g ε ω
γ2 − g ε2 ω
√
Nm r e
−i θ (17)
with θ, r and ω as defined in Appendix A and evaluated
at ti. For ti → −∞ the values α0,i and β0,i both tend
to zero, while ε−1β0,i becomes proportional to the usual
BCS order parameter as explained before. If one would
turn off the interaction among the fermions, i.e. g → 0,
the state |F 〉 (15) would asymptotically approach a non-
interacting Fermi gas.
There is a non-arbitrary parameter θ appearing in the
initial state |F 〉 (15), which is the initial phase of the spe-
cific classical path considered. This is due to the fact that
in general, the number conserving ground state |NCGS〉
of the system would look like
|NCGS〉 ∝∫ 2pi
0
ei θ Nm
∏
q
(
Y|q|cˆ
†
↓,−qcˆ
†
↑,q + Z|q|
)
|αcl, βcl, vac〉 dθ
(18)
with θ, αcl and βcl as defined in Appendix A. Thus, the
phase of the fermionic state and the phase of the coher-
ent state are necessarily related to insure number con-
servation. Consequently, when the stationary phase ap-
proximation chooses the phase of the classical path giv-
ing the main contribution to the transition amplitude, it
also chooses automatically the fermionic phases within
the BCS state.
In Appendix A we compute the classical path for αcl,
α¯cl and βcl, β¯cl as well as the adiabtic solution of the
atomic two-level systems on the classical path. The rea-
soning why the general solutions y|q|, y¯|q| and z|q|, z¯|q|
depend only on the modulus of q can also be found there.
72. Procedure for HˆPT : a dilute gas approximation
As explained before, we are interested here in the sce-
nario that avoids fermionic excitations at tf =∞. This
means 〈F¯f | ∝ 〈F¯ (tf )|, because in the adiabatic solution
under HˆTL,cl no fermions remain. To include the k 6= 0
molecular modes, we have to include HˆPT . However, it
would be very hard to treat HˆPT analytically exactly.
To simplify our calculations, we will perform a dilute gas
approximation (DGA).
The idea behind the DGA is the following: Up to a
prefactor (irrelevant for the argumentation), the transi-
tion amplitude we calculate can be written as an expo-
nential function. The function in the exponent is a power
series in terms of molecular modes with k 6= 0. Since the
occupation of all k 6= 0 molecular modes is expected to be
small, we can stop this series at the leading order, which
is the quadratic one in our case. It is thus the diluteness
of the gas and the weak occupation of modes that makes
the approximation good. After the approximation, the
exponent is equivalent to the term one would obtain by a
second order time-dependent perturbation theory. This
is just because the powers of an expansion must natu-
rally agree. However, the dilute gas approximation is
by far better than the second order time-dependent per-
turbation theory, since there are no restrictions on the
time interval in which it is valid. Note that the DGA is
especially more than just putting the second order per-
turbation theory into the exponent: All the extra terms
that the DGA contains compared to the time-dependent
perturbation theory are actually there — its just that
some other terms have been neglected. In this sense the
DGA is the resummation of a perturbation series.
One can also take another point of view in order to see
why the DGA works so well: At late times, the Dyson
series of the system’s time evolution operator might actu-
ally involve large contributions from terms of high order
in k 6= 0 moleclular fields. But among these, by far the
largest contributions are those in which many different
modes are each occupied only slightly — because there
are very many ways to distribute a few particles over
many modes. Including all of these large contributions,
and neglecting all the ones that have the same order in
occupation number, but are smaller by a factor of the
order of the number of modes, we find we have written
nothing but the exponential of the quadratic result.
For the time evolution operator UˆAT , the identity
i
d
dt
[
Uˆ†TL,cl UˆAT
]
=
[
Uˆ†TL,cl HˆPT UˆTL,cl
] [
Uˆ†TL,cl UˆAT
]
(19)
enables us to write a Dyson series for Uˆ†TL,cl UˆAT . The
resummation of this series in the way described above
leads then to the DGA in HˆPT . Finally, the atomic time
evolution under HˆAT reads
〈F¯f |UˆAT |Fi〉
DGA≈ F exp
[
−
∫ tf
ti
dt2
∫ t2
ti
dt1
〈F¯ (t2)|HˆPT (t2) UˆTL,cl(t2, t1) HˆPT (t1)|F (t1)〉
]
(20)
where
F := 〈F¯f |F (tf )〉 = eipiNm ei θ Nm (21)
is the semiclassical amplitude of the fermions evolv-
ing under the k = 0 adiabatic, classical molecular back-
ground. It is just a phase factor for self-adjoint Hamil-
tonians, reflecting the creation of Nm molecules. The
transition amplitude in the exponent is computed with
the atomic states given in equation (14):
〈F (t2)|HˆPT (t2) UˆTL,cl(t2, t1) HˆPT (t1)|F (t1)〉
=
γ2
Nm
∑
k6=0
q
[
y¯|q|(t2)y¯|k−q|(t2)
[
α−k(t2) + ε−1β−k(t2)
]
− z¯|q|(t2)z¯|k−q|(t2)
[
α¯k(t2) + ε
−1β¯k(t2)
]]
[
y|q|(t1)y|k−q|(t1)
[
α¯−k(t1) + ε−1β¯−k(t1)
]
− z|q|(t1)z|k−q|(t1)
[
αk(t1) + ε
−1βk(t1)
]]
e−i
∫ t2
t1
q2+(k−q)2+∆ dτ . (22)
Later on, we will use the adiabatic solutions for y|q|, y¯|q|
and z|q|, z¯|q| as derived in Appendix A.
Note that effects of back-reaction onto the classical
path have been ignored here, since the k = 0 molecular
mode has not been included in the DGA. This is justified,
since the depletion into k 6= 0 molecular modes turns out
to be small [27].
In summary, we have formally solved the atomic sub-
system’s dynamics in this section by means of a DGA.
The point of our exercise has been to show that, for slow
but not perfectly adiabatic sweeps through the Feshbach
resonance, the leading order effect of the fermionic sec-
tor on the molecular modes is an effective action that
is non-local in time, but quadratic in molecular fields.
Since equation (20) is non-local in time, it needs to be
simplified. The idea is to find a transition amplitude, cal-
culated with a simple Hamiltonian, but matching equa-
tion (20). Since it is only the transition amplitude which
matters, we can actually replace the fermionic, atomic
subsystem by a different, even bosonic one. The follow-
ing Section IV is devoted to this subject: The form of
influence functional in (20) is in general equivalent to
that induced by an array of harmonic oscillators, linearly
coupled. We can therefore use this result to construct an
effective bosonic quadratic Hamiltonian, i.e. a linear sys-
tem that will reproduce the leading non-adiabatic effects
of the slow Feshbach sweep on the final molecular modes.
8IV. MAPPING TO A FAMILIAR SYSTEM:
MOLECULES AND VIRTUAL BOSONS AS
INTERACTING LINEAR SUBSYSTEMS
In the previous section we have solved the fermionic
subsystem (20): By perturbing around the non-trivially
time-dependent mean field solution for k = 0, and ap-
plying the dilute gas approximation, we have obtained
an effective action that describes the quantum dynamics
of the molecular field under driving by the associating
fermions. The essential feature is that this effective ac-
tion is quadratic, and its effective quantum dynamics is
linear. We will therefore be able to solve this dynam-
ics without assuming equilibrium. The assumptions that
have justified our linearization are self-consistent in the
limit of a slow crossing of the Feshbach resonance: the
variation in time of the molecular path integral variables
is either slow, compared to the BCS gap time scale, or
else small, compared to the nonlinearity, on all paths that
contribute significantly to the path integral.
By not assuming equilibrium, however, we have ac-
quired one significant complication in our linear dynam-
ics. Our effective action is non-local in time, in the sense
that it is a double time integral. The saddlepoints of such
actions are determined by integro-differential equations,
and these bring many technical difficulties.
We will therefore return to the more familiar context
of purely differential equations, by deliberately undoing
some steps we have so far done — except for our lineariza-
tion. The fermionic subsystem of the previous section
will, however, be replaced by a new subsystem, which
yields the same effect due to its linear coupling to the
actual molecular bosons. Maintaining the effective linear
dynamics that we have derived, we will restore the elim-
inated fermionic subsystem, in an alternative but equiv-
alent form, as a subsystem of virtual bosons. In general,
we follow the same strategy as before: We consider the
system to consist of two subsystems of which one is the
molecular subsystem.
Even though the strategy in this section is the same as
in the previous one, the procedure is somewhat reversed:
In continuation of equation (20) we start out in Section
IV A within a path integral description for the molecular
modes. We show that equation (20) is the very same as
calculating a transition amplitude for the virtual bosons
under a certain Hamiltonian. Having represented our
system with a tractable model of coupled oscillators, we
will even abandon the path integral of the molecular sub-
system in Section IV B. Thus, we will present our final
result as a canonical Hamiltonian operator that incor-
porates the post-adiabatic effects of the time-dependent
BCS-BEC crossover, obtained in Section III.
A. Virtual bosons as effective atomic subsystem:
an algebraic solution
The integrand (22) in the double time integral of equa-
tion (20) shows the creation and annihilation of molecules
at t1 and their subsequent annihilation and creation at
t2. This is a signature for the elimination of a virtual
fermionic intermediate state between t1 and t2. This in-
sight offers an option to simplify the double time inte-
gral: We can consider equation (20) as a transition am-
plitude for a dummy subsystem under its Hamiltonian.
This means putting in bosonic modes Γˆk,q by hand which
serve as intermediate states. Because of their nature as
intermediate states we call them virtual bosons. The
right-hand side of quation (20) turns out to be equiva-
lent to
F
∏
k 6=0
q
〈Γ¯k,q,f | Tˆ e−i
∫ tf
ti
HˆPIV,k,q dτ |Γk,q,i〉 (23)
with the obligatory boundary conditions Γ¯k,q,f = 0 and
Γk,q,i = 0 (in the notation of unnormalized coherent
states (6)).
The Hamiltonian HˆPIV,k,q denotes the path integral rep-
resentation (in this case, aˆk- and bˆk-modes are just re-
placed with their path integral variables) of HˆV,k,q de-
fined as
HˆV,k,q :=
[
W|k−q| +W|q|
]
Γˆ†k,qΓˆk,q
+ Γˆk,q
[
γ Y¯|q|Y¯|k−q|
(
aˆ−k + ε
−1bˆ−k
)
N−1/2m
− γ Z¯|q|Z¯|k−q|
(
aˆ†k + ε
−1bˆ†k
)
N−1/2m
]
+ Γˆ†k,q
[
γ Y|q|Y|k−q|
(
aˆ†−k + ε
−1bˆ†−k
)
N−1/2m
− γ Z|q|Z|k−q|
(
aˆk + ε
−1bˆk
)
N−1/2m
]
. (24)
The fact that HˆV,k,q contains the interaction with virtual
excitations, motivates the index V. Consequently, the full
Hamiltonian of virtual bosons reads:
HˆV :=
∑
k6=0
q
HˆV,k,q . (25)
The result obtained by the dilute gas approximation is
thus represented by means of the transition amplitudes
between |Γk,q,i〉 and 〈Γ¯k,q,f | that are calculated with a
time evolution under HˆPIV,k,q.
The coefficients Y|q|, Y¯|q| and Z|q|, Z¯|q| as well as W|q|
are derived in Appendix A in the course of the derivation
of an adiabatic solution for y|q|, y¯|q| and z|q|, z¯|q|. They
are all explicitly time-dependent via ∆ (or ν2t in the
linear case).
Because the operators appear only quadratically in
HˆPIV,k,q, the transition amplitudes in equation (23) can
for instance be checked by a simple algebraic calculation
9to agree with equation (20). This is especially simple be-
cause the dynamics for the subsystem of virtual bosons
factorizes within the path integral for (k,q) 6= (k′,q′) by
means of the commutation relation[
HˆPIV,k,q(t) , Hˆ
PI
V,k′,q′(t
′)
]
= 0 . (26)
Surprisingly, we have thus replaced originally fermionic
intermediate states with virtual bosons. Furthermore
the Hamiltonian for the virtual bosons is just quadratic.
Both features are direct consequences of the fact that we
went only up to the second order in molecular modes with
k 6= 0 when calculating their action in Section III. This is,
however, sufficient for the leading effect of non-adiabatic
excitations, since for a very slow Feshbach sweep, these
excitations will be weak.
B. Molecular subsystem: leaving the path integral
framework
It is important to notice that it is only solving the
dynamics of the fermionic subsystem or the subsystem
of virtual bosons before the molecular one that produces
the double time integral in (20). While it was only by
solving the fermions first that we could see that their
effect on the molecules was the same as that of virtual
bosons, now that this has been established, the two-step
procedure itself is not necessary. None of our results for
the molecules will be altered if we in fact solve the en-
tire system of molecular and virtual bosons all at once.
Instead of calculating the dynamics of the Γˆk,q-modes
before the one of the aˆk- and bˆk-modes, the whole dy-
namics is then calculated at the same time. This has
the important technical advantage that we will not have
to deal with non-local effects in time, for which calcula-
tional techniques are less familiar, and can instead use
standard linear differential equation techniques, for the
enlarged dynamical system.
1. Restoring operators
In fact, since the entire bosonic system that we are
now using turns out to be quadratic, it is quite straight-
forward to solve it all at once, with canonical operator
methods. The only reason to use the path integral was
in order to solve for the fermions first, and leave the
molecules for later; now that we have used the path inte-
gral to establish the virtual boson model, we are free to
abandon the path integral for the k 6= 0 molecular modes
entirely, and revert to canonical methods.
Leaving the path integral for the k 6= 0 molecular
modes, the c-number fields αk, α¯k, βk, β¯k represent-
ing the bosonic modes will now be restored as operators
which do not all commute. It turns out that the transi-
tion amplitude (5) considered originally can be rewritten
with the help of (23) as
〈α¯f , β¯f , F¯f |Uˆ(tf , ti)|αi,βi, Fi〉 =
F
∏
k 6=0
k3>0
〈α¯k,f , α¯−k,f , 0, 0,0,0|UˆB,k(tf , ti)|0, 0, 0, 0,0,0〉
(27)
where the full unnormalized coherent state in (27) is writ-
ten as |αk, α−k, βk, β−k,Γk,Γ−k〉. The index q of Γk,q
has been absorbed into the vector notation of Γk. The
k3 > 0 (assuming V →∞) condition in equation (27)
avoids a double counting in the product as explained be-
low.
Replacing the fermionic subsystem with virtual bosons
in (27), we also replace the initial and final fermionic
states with the equivalent initial and final states of virtual
bosons as obtained in (23).
A new Hamiltonian HˆB,k, creating the time evolution
UˆB,k has been introduced here. Its properties will be
discussed in the following section.
2. A Hamiltonian for molecules and virtual bosons
The new Hamiltonian HˆB,k appearing in UˆB,k of (27)
when leaving the path integral for the k 6= 0 molecular
modes is defined as
HˆB,k :=
(
1
2
k2 − ω
)(
aˆ†kaˆk + aˆ
†
−kaˆ−k
)
+
(
γ2
g
1
ε2
− ω
)(
bˆ†kbˆk + bˆ
†
−kbˆ−k
)
+
∑
q
(
HˆV,k,q + HˆV,−k,q
)
. (28)
The Hamiltonian for the full system reads now
HˆB :=
∑
k6=0
k3>0
HˆB,k . (29)
The Hamiltonian HˆB simply restores to HˆV from (24),
(25) the self-energy terms of our two molecular modes:
It includes the kinetic energy term of the aˆk-modes (the
actual molecules forming the final condensate) and the
total detuning of the bˆk-modes (the ‘dummy’ molecules
that mediate the interactions among the fermions). Pre-
viously these were absorbed in the path integral’s HMO,
but with our return to the canonical operator formalism,
they must be made explicit.
The Hamiltonian HˆB contains only bosonic operators
and is entirely quadratic. Due to the commutation rela-
tion [
HˆB,k(t) , HˆB,k′(t
′)
]
= 0 for k′ 6= ±k (30)
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the dynamics in (27) factorizes into a time evolution un-
der the HˆB,k(t) which contain as few molecular modes as
possible. In contrast, within the path integral (see (23)),
the smallest system factorizing the dynamics was HˆV,k,q.
The physical meaning of HˆB,k is that it describes the
complete dynamics of a pair of molecular modes with mo-
menta ±k, in terms of time-dependent, linear couplings
among three different types of bosonic fields.
The fact that only opposite momentum molecular
modes with ±k need to be coupled in HˆB,k is due to our
assumption that, to leading non-adiabatic order, only the
k = 0 molecular mode will be macroscopically populated
in the BCS-BEC crossover. This preserves translational
symmetry for the post-adiabatic excitations.
Note that the symmetry offered by
HˆB,k(t) = HˆB,−k(t) implies also the symmetry
UˆB,k(t, ti) = UˆB,−k(t, ti). Due to these symmetries,
a double counting in the product over k in equation (27)
is avoided by restricting the third component of k, k3 to
k3 > 0, assuming that the volume V tends to infinity.
A double counting in the sum over k in equation (29) is
avoided in the same way.
C. Initial and final conditions of the coupled
subsystems
The post-adiabatic analysis of the effective Hamilto-
nian HˆB in Section VI will be the main contribution of
this paper. Before proceeding with it, however, we pause
here to note that the mapping from the physical fermionic
subsystem to the effective subsystem of virtual bosons is
not only a mapping between formal Hamiltonians. It also
includes the mapping between initial and final quantum
states of the physical and effective systems. This has
been done in (27) for the states at infinitely early and
late times: the BCS state at t = ti and the fermion vac-
uum at t = tf are both mapped onto the vacuum of
virtual bosons.
Beyond computing the final results of slow but non-
adiabatic evolution over infinite times, however, we would
like to be able to use our effective model to describe low-
frequency excitations at arbitrary intermediate times as
well. And indeed we can do this, but the sense in which
we can do it is a bit subtle. The necessary technical steps
have in principle already been laid out in Section III B
and in the mapping (27) of initial and final states.
Our construction of the virtual boson model, as repro-
ducing the effective action from fermions in the molecule
path integral, showed that the virtual boson model cor-
rectly yields all effects on the molecules, as long as all
dynamics is slow compared to the BCS gap. The fact
that we succeed in computing the molecular excitations
at late times shows that we must be accurately comput-
ing the intermediate dynamics that yields them, and this
is the full low frequency dynamics of the entire system.
What we are really describing, therefore, are the low fre-
quency collective modes of the entire system. Since both
the actual fermionic excitations and the effective exci-
tations of our virtual bosons are separated from the low
frequency collective modes by the BCS gap, in both cases
the high frequency modes adiabatically dress the low fre-
quency excitations. It is thus in principle a straight-
forward exercise in adiabatic theory, to explicitly deter-
mine exactly what virtual fermionic excitations are really
dressing the slow molecular excitations at intermediate
times, in terms of the virtual boson excitations that dress
them in our effective model.
We will not pursue that adiabatic exercise in this pa-
per, but instead focus on the post-adiabatic collective
excitations that arise when the BCS-BEC crossover is ef-
fected at any finite speed. We will express the slow but
possibly non-adiabatic evolution of the full system in the
time-dependent basis of its instantaneous normal modes.
And we will represent these instantaneous energy eigen-
states within the effective model in which our virtual
bosons have replaced the physical fermions. For many
practical purposes, the expression in terms of instanta-
neous normal modes is sufficient in itself. Spectroscopic
measurements, for example, measure normal modes di-
rectly. In any case, it will only be adiabatic mappings
that we leave implicit; our theory will provide the lead-
ing post-adiabatic effects explicitly.
D. The mean field approximation
As explained earlier, the path integral of the k = 0
modes had been approximated by evaluating it along its
classical path. There is still a further step necessary in
order to obtain a mean field theory in the common sense
which does not depend on specific molecular boundary
conditions, i.e. specific phases. Looking at the transition
amplitude (27), there appears the phase of the classical
molecular background θ in F as well as in UˆB,k (through
terms in HˆB,k (28), i.e. HˆV,k,q (24) which create and
destroy molecular excitations). This is nothing but the
particle number conservation: if we changed from coher-
ent states to number states, the θ integration would de-
fine the allowed particle numbers. The approach we take
here is to redefine the phases of the fermionic creation
and annihilation operators such that they just cancel the
phase terms within the Hamiltonian HˆB (29). The lat-
ter depends now only on the mean field values r and ω
as defined in Appendix A. This finally makes HˆB (29)
a Hamiltonian for perturbations around a classical mean
field background.
V. INSTANTANEOUS NORMAL MODES
The Hamiltonians HˆB,k (28) defined in the previous
section let the dynamics factorize. Moreover, they are
simply quadratic. As is well known, any quadratic Hamil-
tonian can be diagonalized (i.e. , reduced to the standard
11∑
ξ ωk,ξ Dˆ
†
k,ξ Dˆk,ξ form for some set of canonical quasi-
particle destruction operators Dˆk,ξ) by means of a Bo-
goliubov transformation. Unfortunately, the diagonal-
ization of the Hamilton does not in general imply the
diagonalization of the time evolution operator. The lat-
ter is only true for time-independent Hamiltonians, for
which the Bogoliubov transformation identifies the fun-
damental excitations, which are constant for all times.
In the time-dependent case we can still get the funda-
mental excitations of the system at any instant in time
by diagonalizing the Hamiltonian instantaneously. This
will however make the diagonalizing Bogoliubov trans-
formation time-dependent. This implies a post-adiabatic
coupling between the instantaneous fundamental excita-
tions in the system’s dynamics. We will come back to
this issue in Section VI.
Instantaneously diagonalizing HˆB is still the first step
towards our goal of describing these post-adiabatic exci-
tations. To zeroth post-adiabatic order, the system will
simply remain in an instantaneous quasiparticle number
eigenstate at all times. In this section we will therefore
perform the instantaneous diagonalization of the Hamil-
tonian HˆB,k (28) in order to get the instantaneous fun-
damental excitations. The latter excitations are usu-
ally called Bogoliubov excitations on the BEC side and
Anderson-Bogoliubov excitations on the BCS side. On
the BCS side of the problem, the lowest energy eigen-
modes of the fundamental excitations are also called
sound modes due to the nature of their dispersion re-
lation.
Along with the eigenmodes, we derive the equations
for the eigenfrequencies of the fundamental excitations.
It will turn out that the lowest energy eigenmodes
of HˆB,k (28) have eigenfrequencies within the gap of
fermionic excitations. We focus especially on the low
energy excitations in this section.
A. Compact notation
Since various sums are involved in the course of a Bo-
goliubov transformation, it is notationally inefficient for
this purpose to denote modes by using different charac-
ters. Instead, we switch to the following notation involv-
ing just one basic character for all modes:
dˆk,a := aˆk , dˆk,b := bˆk and dˆk,q := Γˆk,q . (31)
The original modes are distinguished now by different
subindices. Consequently, the subindex can be either a
vector, denoting the old Γˆk,q, or a character, denoting
the old aˆk and bˆk. As a joint notation which does not
specify either of both possibilities, we will dedicate greek
subindices like η or ξ. Thus, an unspecified operator is
given for example by dˆk,η. Consequently, sums over greek
indices are taken over all momenta as well as over a and b.
B. Bogoliubov transformation to Dˆk,ξ
As mentioned before it is well known that a quadratic
Hamiltonian can be diagonalized by means of a Bogoliu-
bov transformation. We can thus assume that our Hamil-
tonian HˆB,k (28) can be rewritten as
HˆB,k =
∑
ξ,±
ω±k,ξ Dˆ
†
±k,ξ Dˆ±k,ξ
−
∑
ξ,η,±
ω±k,ξ v¯±k,ξ,η v±k,ξ,η (32)
where the transformed operators are defined as
Dˆk,ξ :=
∑
η
uk,ξ,η dˆk,η + vk,ξ,η dˆ
†
−k,η , (33)
Dˆ †−k,ξ :=
∑
η
u¯−k,ξ,η dˆ
†
−k,η + v¯−k,ξ,η dˆk,η (34)
and fulfill the canonical commutation relations. For small
|k|, we will numerically find real, positive low-frequency
solutions for ωk,ξ. We assume that no further, negative
or even complex ωk,ξ exist in the low-frequency regime.
It is easily seen that the c-number term in the Hamil-
tonian (32) is necessary to compensate for an operator
reordering: If we insert equations (33) and (34) into the
Hamiltonian (32) and reorder the operators as in (28),
we get extra terms due to the canonical commutation re-
lations. No c-number additions to the Hamiltonian will
affect the probabilities, however, and so all of those may
simply be ignored.
1. Completeness relations for mode functions
The above definitions of the Bogoliubov transforma-
tion need to imply compliance with the canonical com-
mutation relations. As a consequence of this constraint,
the following conditions become part of the definition:∑
η
(uk,ξ,η u¯k,ξ′,η − vk,ξ,η v¯k,ξ′,η) = δξ,ξ′ (35)
is necessary in order to satisfy the commutation relation[
Dˆk,ξ , Dˆ
†
k′,ξ′
]
= δk,k′ δξ,ξ′ , whereas the commutation re-
lation
[
Dˆk,ξ , Dˆk′,ξ′
]
= 0 requires∑
η
(uk,ξ,η v−k,ξ′,η − vk,ξ,η u−k,ξ′,η) = 0 (36)
to hold. The commutation relation among the creation
operators adds a further condition, which is the barred
version of (36), written here for −k instead of k:∑
η
(u¯−k,ξ,η v¯k,ξ′,η − v¯−k,ξ,η u¯k,ξ′,η) = 0 . (37)
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2. The inverse Bogoliubov transformation
In view of a later requirement in Section VI, we in-
troduce here also the inverse Bogoliubov transformation
defined by
dˆk,η =
∑
ξ′
u¯k,ξ′,η Dˆk,ξ′ − v−k,ξ′,η Dˆ †−k,ξ′ , (38)
dˆ†−k,η =
∑
ξ′
u−k,ξ′,η Dˆ
†
−k,ξ′ − v¯k,ξ′,η Dˆk,ξ′ . (39)
The validity of (38) and (39) is easily checked by inserting
it into the definitions (33) and (34) and applying the
identities (35), (36) and (37).
In order for the dˆk,η to obey canonical commutation
relations, the necessary and sufficient conditions are a
set of orthonormality relations among the uk,ξ,η, vk,ξ,η,
similar to those obtained for the original transformation
(35), (36), (37). It can be shown, however, that the con-
ditions for the original and the inverse transformation
imply each other [28], and so the normalization problem
for the uk,ξ,η, vk,ξ,η is not overconstrained.
C. Instantaneous eigenmodes: mode functions and
frequencies
We want the Bogoliubov transformation (33), (34) to
instantaneously diagonalize the Hamiltonian HˆB,k (28)
as (32). To this end we need the appropriate mode func-
tions uk,ξ,η, vk,ξ,η of the eigenmodes and their eigenfre-
quencies ωk,ξ, respectively. The correct choice of both
in order to diagonalize the Hamiltonian (32) implies that
the time-independent Heisenberg equation
[
Dˆk,ξ , HˆB,k
]
!
= ωk,ξ Dˆk,ξ (40)
must hold. If we insert here the definitions (33) and (34)
of the Bogoliubov transformed modes Dˆk,ξ and Dˆ
†
k,ξ, we
can sort the terms by the various dˆk,ξ and dˆ
†
k,ξ. Since
the coefficient of each of these operators must vanish,
we get separate equations for the mode functions. The
coefficient in front of dˆk,a reads:
0 =
(
1
2
k2 − ω − ωk,ξ
)
uk,ξ,a
−
∑
q
γ Z|q|Z|k−q|N−1/2m uk,ξ,q
−
∑
q
γ Y¯|q|Y¯|−k−q|N−1/2m vk,ξ,q . (41)
The coefficient in front of dˆk,b reads:
0 =
(
γ2
g
1
ε2
− ω − ωk,ξ
)
uk,ξ,b
−
∑
q
γ Z|q|Z|k−q|N−1/2m ε
−1 uk,ξ,q
−
∑
q
γ Y¯|q|Y¯|−k−q|N−1/2m ε
−1 vk,ξ,q . (42)
The coefficient in front of dˆk,q reads:
0 =
(
W|k−q| +W|q| − ωk,ξ
)
uk,ξ,q
− γ Z¯|q|Z¯|k−q|N−1/2m
(
uk,ξ,a + ε
−1 uk,ξ,b
)
− γ Y¯|q|Y¯|k−q|N−1/2m
(
vk,ξ,a + ε
−1 vk,ξ,b
)
. (43)
The coefficient in front of dˆ†−k,a reads:
0 =
(
− 1
2
k2 + ω − ωk,ξ
)
vk,ξ,a
+
∑
q
γ Y|q|Y|k−q|N−1/2m uk,ξ,q
+
∑
q
γ Z¯|q|Z¯|−k−q|N−1/2m vk,ξ,q . (44)
The coefficient in front of dˆ†−k,b reads:
0 =
(
− γ
2
g
1
ε2
+ ω − ωk,ξ
)
vk,ξ,b
+
∑
q
γ Y|q|Y|k−q|N−1/2m ε
−1 uk,ξ,q
+
∑
q
γ Z¯|q|Z¯|−k−q|N−1/2m ε
−1 vk,ξ,q . (45)
The coefficient in front of dˆ†−k,q reads:
0 =
(−W|−k−q| −W|q| − ωk,ξ) vk,ξ,q
+ γ Y|q|Y|−k−q|N−1/2m
(
uk,ξ,a + ε
−1 uk,ξ,b
)
+ γ Z|q|Z|−k−q|N−1/2m
(
vk,ξ,a + ε
−1 vk,ξ,b
)
. (46)
With respect to the final index η, the mode functions
uk,ξ,η and vk,ξ,η are the components of an eigenvector of
a linear mapping with the eigenfrequency ωk,ξ. Together
with the completeness relation (35), this defines the mode
functions.
Remember that the mode functions as well as the fre-
quencies defined here are time-dependent via the time
dependence of the classical background αcl, α¯cl and βcl,
β¯cl which appears in Y|q|, Y¯|q| and Z|q|, Z¯|q|.
D. Symmetry properties of mode frequencies and
mode functions
As one may check by inspection, the equations (41),
(42), (43), (44), (45) and (46) offer certain symmetries,
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which are especially useful for our calculation. For the
following reasoning it is important that we always think
of the system’s volume as going to infinity. This leads to
continuous momenta and we can define an arbitrary rota-
tion Rˆ in momentum space. Let us replace k by k′ = Rˆk
and q by q′ = Rˆq everywhere in the above equations.
Realizing that the sums over Rˆq and q are identical,
we find that the new set of equations is the same linear
mapping as for the original mode functions and mode
frequency. We thus have the identities ωk′,ξ = ωk,ξ,
(uk,ξ,a, uk,ξ,b, uk,ξ,q) = (uk′,ξ,a, uk′,ξ,b, uk′,ξ,q′) and
(vk,ξ,a, vk,ξ,b, vk,ξ,q) = (vk′,ξ,a, vk′,ξ,b, vk′,ξ,q′). As an im-
mediate consequence, the mode functions uk,ξ,a, uk,ξ,b
and vk,ξ,a, vk,ξ,b as well as the mode frequency ωk,ξ can
only depend on the modulus |k| since the rotation Rˆ is
arbitrary. One rotation which is especially useful is the
rotation mapping k into −k and q into −q.
E. Low-energy (Anderson-)Bogoliubov modes
In this section, we will reduce the equations for the
mode functions and mode frequencies as far as possible.
We will restrict ourselves to low frequency excitations.
1. Elimination of uk,ξ,b and vk,ξ,b for appropriate ωk,ξ
Comparing the equations (41) and (42) as well as (44)
and (45), we can express uk,ξ,b and vk,ξ,b in terms of
uk,ξ,a and vk,ξ,a
uk,ξ,b = ε f(ωk,ξ)uk,ξ,a , (47)
vk,ξ,b = ε f(−ωk,ξ) vk,ξ,a (48)
by means of the function
f(ωk,ξ) =
(
1
2
k2 − ω − ωk,ξ
)(
γ2
g
− ε2 (ω + ωk,ξ)
)−1
.
(49)
This will help us in the following to eliminate uk,ξ,b and
vk,ξ,b from the equations. Of course, the above denom-
inator should not become zero. Since we consider ε as
going to zero anyway, we restrict our further analysis to
cases where the combination of ξ and ε fulfills the condi-
tion
ωk,ξ <
γ2
g
1
ε2
− ω . (50)
For an appropriate choice of ε, this holds for ξ = a or if
ξ equals q for a small value of |q|. However, as ε tends
to zero, more and more q-values meet this criterion and
the upper bound for ωk,ξ tends to infinity.
2. Elimination of uk,ξ,q and vk,ξ,q for appropriate ωk,ξ
We would also like to eliminate the mode functions
uk,ξ,q and vk,ξ,q. This is easily done by rewriting equa-
tion (43) as
uk,ξ,q =
[
γ Z¯|q|Z¯|k−q|N−1/2m (1 + f(ωk,ξ))uk,ξ,a
+ γ Y¯|q|Y¯|k−q|N−1/2m (1 + f(−ωk,ξ)) vk,ξ,a
]
(
W|k−q| +W|q| − ωk,ξ
)−1
(51)
and equation (46) as
vk,ξ,q =
[
γ Y|q|Y|−k−q|N−1/2m (1 + f(ωk,ξ))uk,ξ,a
+ γ Z|q|Z|−k−q|N−1/2m (1 + f(−ωk,ξ)) vk,ξ,a
]
(
W|−k−q| +W|q| + ωk,ξ
)−1
. (52)
Equation (51) is at least well defined as long as its de-
nominator does not become zero. Thus, to avoid unnec-
essary complications, we restricts us to mode frequencies
satisfying
ωk,ξ < min
q
(
W|k−q| +W|q|
)
(53)
with W|q| as defined in Appendix A.
As long as ∆− ω < 0 holds, not all atoms
of the atomic background solution have al-
ready gone through the resonance. In this case
we have min
q
(
W|k−q| +W|q|
)
= 2 γ
√
neff for all
|k| ≤ 2√(ω −∆)/2 (see [29]) with neff as defined
in Appendix A. The minimal value is achieved for q
laying on a circle defined by the intersection of the
spheres q2 = (ω −∆)/2 and (k− q)2 = (ω −∆)/2.
In all other cases, the lower bound is given by
min
q
(
W|k−q| +W|q|
)
= 2W|k/2| (see [29]) and is
achieved for q = k/2.
2W|k/2| is bounded from below by 2 γ
√
neff . The lat-
ter is thus the overall lower bound with respect to k
on the BCS side, where the value 2 γ
√
neff is just the
minimal width of the energy gap in the two-level sys-
tems of the atomic background solution as described in
Appendix A. This gap separates paired from unpaired
atomic (fermionic) states. Finally, this means that the
above condition for ωk,ξ is nothing else than the re-
quirement that the excitations considered here must have
frequencies much lower than the frequencies involved in
breaking pairs of atoms.
We will focus in the following on excitations which are
energetically well separated from the dummy molecular
mode (condition (50)) and from the atomic pair breaking
threshold (condition (53)). It will turn out that this class
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of instantaneous normal modes agrees with low-energy
free molecular modes dˆk,a at late times. Therefore, we
use from now on the index a instead of the general in-
dex ξ.
3. A simple matrix equation for uk,a,a and vk,a,a
From equations (41) and (44) we get uk,a,a and vk,a,a,
respectively. In order to close the system of equations,
we eliminate uk,a,q and vk,a,q by means of (51) and (52).
Finally, we end up with a linear mapping
ωk,a
(
uk,a,a
vk,a,a
)
=
(M11 M12
M21 M22
)(
uk,a,a
vk,a,a
)
(54)
where the componenets of the matrix M are defined as
M11 := 1
2
k2 − ω − (1 + f(ωk,a))A(k, ωk,a) , (55)
M12 := − (1 + f(−ωk,a))B(k, ωk,a) , (56)
M21 := (1 + f(ωk,a)) B¯(k, ωk,a) , (57)
M22 := − 1
2
k2 + ω + (1 + f(−ωk,a))A(k,−ωk,a) .
(58)
The functions A(k, ωk,a) and B(k, ωk,a) are defined after
some appropriate relabeling of the summation indices as
A(k, ωk,a) :=
γ2
Nm
∑
q
[
Z|q|Z|k−q|Z¯|q|Z¯|k−q|
W|k−q| +W|q| − ωk,a
+
Y¯|q|Y¯|k−q|Y|q|Y|k−q|
W|k−q| +W|q| + ωk,a
]
(59)
and
B(k, ωk,a) :=
γ2
Nm
∑
q
[
Z|q|Z|k−q|Y¯|q|Y¯|k−q|
W|k−q| +W|q| − ωk,a
+
Y¯|q|Y¯|k−q|Z|q|Z|k−q|
W|k−q| +W|q| + ωk,a
]
. (60)
Similar functions appear in the time-independent treat-
ment of single-channel and two-channel models as, e.g.
in [3, 4].
We have thus reached an eigenvector equation, which
will deliver us uk,a,a and vk,a,a. The mode functions
uk,a,q and vk,a,q can then be derived trivially from equa-
tions (51) and (52). The mode functions uk,a,b and vk,a,b
follow from equations (47) and (48). Please keep in mind
that after all the manipulations in this section, we as-
sume small ε or even ε → 0. The matrix equation (54)
then only depends on the small-ε-limit of f(ωk,ξ) (49).
Note that the above calculation could be generalized
to excitations which are energetically not well separated
from the dummy molecular mode (condition (50)): One
could eliminate uk,a,q and vk,a,q as well, but would end
up with a four-by-four matrix instead of M. These four
equations would then also depend linearly on uk,a,b and
vk,a,b. The strategy would just be to solve (43) and (46)
for uk,a,q and vk,a,q and to apply the result in the other
eigenvalue equations (41), (42), (44) and (45). How-
ever, we do not follow this approach here, since for a
true multi-channel Feshbach resonance with finite ε it
would have been necessary to keep the kinetic energy
term of the second resonance, which we neglected right
in the beginning. Moreover, it would have been neces-
sary to specify the precise position of the resonance in
the Hamiltonian (2).
F. Frequencies of the low-energy
(Anderson-)Bogoliubov modes
According to equation (54), the low-energy mode fre-
quency ωk,a can be found straightforwardly by setting the
determinant det(M− ωk,a) to zero (compare the single
channel model [4]):
(M11 − ωk,a) (M22 − ωk,a)−M12M21 = 0 . (61)
Note that this equation involves ωk,a not just polynomi-
ally but in a very non-trivial way, because the matrix
elements Mij all depend on ωk,a, as given by (55), (56),
(57), (58). Numerical solution is necessary to find the
explicit frequencies.
For sufficiently small |k|, the possible mode frequencies
of HˆB,k (as the volume tends to infinity) will appear as
follows: There exists one isolated solution ωk,a for each
HˆB,k and a continuum of possible frequencies above some
threshold value. The existence of continuous mode fre-
quencies becomes clear by realizing that[
HˆB,k , Γˆ
†
k,q′ − Γˆ†k,k−q′
]
=
(
W|q′| +W|k−q′|
)
·
(
Γˆ†k,q′ − Γˆ†k,k−q′
)
. (62)
This means that, when applied onto an eigenstate, the
operator Γˆ†k,q′−Γˆ†k,k−q′ creates excitations with frequen-
cies W|q′| + W|k−q′|. As the example shows, there ex-
ist excitations with frequencies of the uncoupled virtual
molecules. For fixed k, they are bounded from below by
the very same minimum discussed in the previous Sec-
tion V E 2.
On the BCS side ∆− ω < 0, the k-dependence of
ωk,a for moderate |k|-values shows a special feature: It
tends to the threshold line associated with the onset
of the continuous frequency spectrum. The threshold
value is 2 γ
√
neff for |k| ≤ 2
√
(ω −∆)/2 and 2W|k/2|
for |k| ≥ 2√(ω −∆)/2, where neff and W|k| are de-
fined in Appendix A. This behavior has been stated for a
single-channel model in [29] and is shown in Figure 2
therein. We recover exactly this figure at ti = −∞,
∆(ti) = −∞, where our two-channel model has turned
assymptotically into a single-channel model. This hap-
pens as follows:
15
Since in the above limit (∆→ −∞) only the quanti-
ties g, (∆− ω) /2 and 2 γ√neff appear in the equation
for ωk,a as well as in the two equations of motion for the
classical background (see Appendix A), the only free un-
determined parameter which is left is g. The parameter γ
alone becomes arbitrary since it can be compensated by
an appropriate choice of neff . Thus, we are essentially
left with a BCS model that involves only the parameter g.
‘1/kFa’ in [29] g (∆− ω) /2 2 γ√neff
− 1/2 8/(3pi) − 0.849490 0.804175
− 1 4/(3pi) − 0.953983 0.416835
TABLE I. Parameters matching Figure 2 in [29] for t = ti.
The parameters for which our two-channel model
asymptotically (∆→ −∞) agrees with the single-
channel model of Figure 2 in [29] are given in table I,
where the second and third row correspond to the upper
and lower thick lines in the cited figure.
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FIG. 1. Frequency dispersion relation ωk,a (solid line) and
its k-dependent threshold (dashed line) as ∆→ −∞. Shown
are the two cases given in table I. The ∆→ −∞ limit re-
covers a single-channel model as considered in [29]. We
chose the parameters such that our results are in agreement
with Figure 2 therein. The threshold line is 2 γ
√
neff for
|k| ≤ 2√(ω −∆)/2 and 2W|k/2| for |k| ≥ 2√(ω −∆)/2. To
simplify numerics, ωk,a is only calculated up to values slightly
below the threshold line.
Figure 1 shows the k-dependence of our two-channel
model on the BCS side for ti = −∞, where ∆(ti) = −∞.
A similar situation is also found for finite times t on the
whole BCS side. The approach of the threshold line is
the same as in the single-channel case [29].
As discussed in [29] for the single-channel case, the be-
havior of these curves at higher frequencies is non-trivial.
On the BCS side ∆− ω < 0, the dispersion curve for
Anderson-Bogoliubov modes most probably merges into
the continuum for a certain |k| with |k| > 2√(ω −∆)/2
as it does in the single-channel case; the seemingly
asymptotic approach to the continuum that one sees in
Figure 1 here and in Figure 2 of [29] changes at high
|k|. As the BCS-BEC crossover proceeds, the disper-
sion curve is expected to cross into the continuum be-
fore entering the BEC regime ∆− ω > 0. There, the dis-
persion curve gradually turns into the parabola of non-
interacting bosons. On the BEC side, we expect no spe-
cial behavior of the dispersion curve at the threshold of
the Γˆk,q-continuum. This is simply because the molecu-
lar frequency in the extreme BEC limit, k2/2, is always
smaller than the continuum threshold on the BEC side,
min
q
(
W|k−q| +W|q|
)
= 2W|k/2| (see Appendix A for def-
inition).
In a single-channel model, [29] considers collective
modes of all frequencies, for time-independent Fesh-
bach detuning ∆. Our interest here, however, is in
the non-adiabatic effects of time-dependent ∆ in a two-
channel model. Feshbach sweep rates high enough to in-
duce non-adiabatic behavior at frequencies approaching
the BCS gap will also produce more complicated non-
adiabatic evolution, including the non-perturbative two-
body fermion dynamics that we have here treated adi-
abatically. We thus restrict our attention to Feshbach
sweeps slow compared to the gap, so that our treatment
of the fermions with a mixture of adiabatic and perturba-
tive approximations is valid. We therefore also focus only
on collective modes with frequency well below the con-
tinuum threshold, since only these will show significant
non-adiabatic evolution in the limit of a slow BCS-BEC
crossover. For low frequencies, wave numbers are also
low, and the linear dispersion curve indicates that we
deal with sound modes.
The time dependence of instantaneous, low ωk,a is
￿4 ￿3 ￿2 ￿1 0 1 2
0
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FIG. 2. Frequency dispersion relation ωk,a versus ∆ for dif-
ferent |k| (103 |k| = 2, 6, 10, 14, 18, lower to upper line). The
linear |k|-dependence for small |k| in the early BCS regime is
obvious. The parameters are γ = 0.1 and g = 0.2.
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FIG. 3. Same situation as in Figure 2, but focussing onto
another region. The free particle dispersion relation k2/2 is
asymptotically approached in the late BEC regime.
shown in Figures 2 and 3. In Figure 2, the linear |k|-
dependence of ωk,a for small |k| becomes obvious. Since
the system does not change very much as long as the
atoms are not resonant with the molecules yet (i.e. be-
fore ∆ ≈ −2), the frequencies do not change very much
in this region, either. For the parameters chosen, the fre-
quencies drop quite rapidly as soon as the first atoms on
the Fermi surface become resonant with the molecules,
just before ∆ ≈ −2. However, the frequencies plotted
here still show a very linear |k|-dependence up to ∆ ≈ 0,
i.e. almost in the full BCS regime ∆− ω < 0.
The mode frequencies are shown in Figure 3 for the late
BEC regime, i.e. ∆− ω > 0. Evidently, the molecules
turn into free particles since their frequencies asymptot-
ically approach k2/2. In the transition region between
BCS and BEC, i.e. for ∆− ω ≈ 0, the frequency disper-
sion changes smoothly from linear into quadratic.
VI. POST-ADIABATIC NORMAL MODES
HAMILTONIAN
In this section we will derive the central result of
this paper, namely a post-adiabatic Hamiltonian HˆI for
which the subscript indicates that it is expressed in terms
of the instantaneous normal modes. The post-adiabatic
effects will thus be expressed as non-diagonal couplings
among these modes. Within the approximations and con-
straints made in the previous sections and in the following
paragraph, this Hamiltonian is equivalent to our original
problem.
We will derive the coupling among normal modes,
which is of order ∆˙ and originates from time dependence
of the Bogoliubov transformation Bˆk. Note that in gen-
eral, there are also corrections to Y|q| and Z|q| of the order
∆˙ contained in y|q| and z|q| due to the adiabatic time
evolution of the fermions in the molecular background
(see Appendix A). This contribution could be expressed
in terms of normal modes as well, leading to additional
couplings among these. However, we neglect these cou-
plings, since we are mainly interested in the dynamics of
low energy normal modes located at the lower end within
the fermionic gap. For these low energy normal modes,
the situation is as follows: compared with the coupling
terms of order ∆˙ which result from the time dependence
of the Bogoliubov transformation Bˆk, the coupling terms
resulting from the time dependence of the fermionic sub-
system are roughly speaking at least smaller by the ratio
of ωk,a and the fermionic gap. Since we will finally con-
sider momenta k for which this ratio tends to be small,
we will neglect these coupling terms.
A. Time evolution of the smallest factorizing part
Our procedure was exactly the same as the famil-
iar Bogoliubov diagonalization of a quadratic Hamilto-
nian, but since the Hamiltonian in question was time-
dependent, the resulting quasiparticle operators were also
time-dependent, and not only in the trivial sense of hav-
ing time-dependent phase pre-factors. Our Bogoliubov
transformation was itself non-trivially time-dependent,
with each of the instantaneously diagonalizing operators
being time-dependent combination of time-independent
creation and destruction operators.
In this sense our time-dependent Bogliubov transfor-
mation simply has not yet gone quite far enough. For any
given time t, we have a convenient set of instantaneously
diagonalizing operators; but this is still a different set of
operators for every t. We do not yet have a single set
of operators that provides a simple description of excita-
tions at all times.
The easiest way to explain exactly what we still need
to do is probably just to do it. We introduce a time-
dependent change of basis in the many-body Hilbert sub-
space of modes with fixed k, such that for all states
|Ψk(t)〉, the new-basis representation |Ψ˜k(t)〉 is given by
|Ψk(t)〉 =: Bˆk(t)|Ψ˜k(t)〉 , (63)
where Bˆk(t) is the unitary operator that effects the time-
dependent Bogoliubov transformation which instanta-
neously diagonalizes HˆB,k:
Dˆk,ξ := Bˆk dˆk,ξ Bˆ
†
k . (64)
We usually omit the argument of Bˆk(t) whenever it is t.
In general Bˆk is the exponential of a bilinear mapping
in terms of the old creation and annihilation operators
appearing in HˆB,k (28).
The effect of this change of basis is simple, and very
convenient: it re-labels states so that they count as the
same, at different times, if they are the same modulo adi-
abatic time evolution. So, for example, the instantaneous
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ground state of the k-subspace at any time t was defined
in our original basis by
Dˆk,ξ(t)|0(t)〉 = 0 . (65)
This implies that, in the new basis, the ground state is
determined by
Dˆk,ξ(t) Bˆk(t)|0˜〉 ≡ Bˆk(t) dˆk,ξ|0˜〉 = 0
⇐⇒ dˆk,ξ|0˜〉 = 0 . (66)
Since all the operators dˆk,ξ are time-independent, the
ground state |0˜〉 is now also time-independent. A sim-
ilar property holds for all instantaneous eigenstates of
HˆB,k: their eigenvalues are time-dependent, but the
states themselves are now time-independent, in this new
time-dependent basis, because the adiabatic time evolu-
tion (up to phases) has been built into the basis itself.
Exactly this change of many-body Hilbert space ba-
sis is normally made implicitly at the same time as one
diagonalizes a quadratic Hamiltonian with a Bogoliubov
transformation. In the case of a time-independent Bogol-
iubov transformation, diagonalizing a time-independent
Hamiltonian, the basis transformation is trivial enough
that it needs no explicit attention. In the general case
of a time-dependent transformation, however, the basis
change is time-dependent, and some non-trivial effects
are involved. For where the time evolution in the origi-
nal basis was given by
|Ψk(t)〉 = UˆB,k(t, ti)|Ψk(ti)〉 , (67)
now in the new basis the time evolution is
|Ψ˜k(t)〉 = UˆI,k(t, ti)|Ψ˜k(ti)〉 , (68)
UˆI,k(t, ti) := Bˆ
†
k(t) UˆB,k(t, ti) Bˆk(ti) , (69)
with
HˆI,k = Bˆ
†
k HˆB,k Bˆk − i Bˆ†k
(
d
dt
Bˆk
)
(70)
where we have also used the identity Bˆ†k(t) Bˆk(t) ≡ 1.
The first term in HˆI,k represents strictly adiabatic evo-
lution. It is a sum of rather trivial terms ωk,ξ(t) dˆ
†
k,ξ dˆk,ξ
where the time-dependent instantaneous eigenfrequen-
cies ωk,ξ(t) are those of Section V above, and the op-
erators dˆk,ξ and dˆ
†
k,ξ are time-independent. The second
term in HˆI,k is less trivial, but because the Bogoliubov
transformation Bˆk only varies on the slow time scale ∆,
it will be a post-adiabatic correction that is small if the
crossover sweep is slow. It can be considered a second-
quantized analog to first post-adiabatic correction terms
in single-particle quantum mechanics, such as so-called
geometric magnetism and other artificial gauge fields.
We would also like this second term to be expressed
in terms of the time-independent operators dˆk,ξ. As we
will see, this term couples different eigenmodes of the
instantaneous Hamiltonian. Its representation at hand is
still not very practical, however, since it contains Bˆ†k and
the time derivative of Bˆk. To compute the coupling term
directly would thus require an explicit representation of
Bˆk. We will take a simpler approach in the following
section.
Keep in mind that due to the transformation into the
normal modes basis, the physical meaning of dˆk,ξ has
changed; instead of describing the basic excitations of
molecules and virtual bosons, it now describes the ex-
citation in terms of normal modes. Here ‘in terms of ’
means that dˆk,ξ is still not time-dependent itself, since the
time-dependence (up to phases) of the normal modes has
been absorbed in Bˆ†k(t) within the definition of UˆI,k (69).
B. Coupling of instantaneous eigenmodes
In order to derive the coupling term among normal
modes in HˆI,k (70) without using an explicit representa-
tion for Bˆk, we take the following approach. We calcu-
late the commutator of the coupling term, with all the
operators it contains, in terms of the time-independent
operators dˆk,ξ. It is then possible to reconstruct an op-
erator leading to the same commutation relations. The
coupling term reconstructed by this method is just de-
fined up to c-number terms, which we freely choose to be
zero.
Following this strategy, we first of all calculate the com-
mutator of the coupling term (omitting the prefactor)
with dˆk,ξ[
dˆk,ξ , Bˆ
†
k
(
d
dt
Bˆk
)]
= dˆk,ξ Bˆ
†
k
(
d
dt
Bˆk
)
+
(
d
dt
Bˆ†k
)
Bˆk dˆk,ξ
= Bˆ†k Dˆk,ξ
(
d
dt
Bˆk
)
+
(
d
dt
Bˆ†k
)
Dˆk,ξ Bˆk
=
d
dt
(
Bˆ†k Dˆk,ξ Bˆk
)
− Bˆ†k
(
d
dt
Dˆk,ξ
)
Bˆk
= − Bˆ†k
(
d
dt
Dˆk,ξ
)
Bˆk . (71)
In the first step of this derivation we use the identity
d
dt
(
Bˆ†k Bˆk
)
= Bˆ†k
(
d
dt
Bˆk
)
+
(
d
dt
Bˆ†k
)
Bˆk = 0 (72)
and in its last step we use the inverse Bogoliubov trans-
formation
dˆk,ξ = Bˆ
†
k Dˆk,ξ Bˆk . (73)
The expression for the commutation relation (71)
− Bˆ†k
(
d
dt
Dˆk,ξ
)
Bˆk (74)
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might not look very useful at first sight, but in fact it
is. If we had the time derivative of Dˆk,ξ in terms of
Dˆk,ξ-modes, the inverse Bogoliubov transformation in
the above equation would map them into dˆk,ξ-modes,
giving the desired result.
Thus we calculate the time derivative of Dˆk,ξ in terms
of Dˆk,ξ-modes by using its explicit definition (33)
d
dt
Dˆk,ξ =
∑
η
(
dˆk,η
d
dt
uk,ξ,η + dˆ
†
−k,η
d
dt
vk,ξ,η
)
(75)
and by replacing the dˆk,ξ-modes therein with the explicit
inverse Bogoliubov transformation (38), (39). We obtain
an equation which contains only the various operators
Dˆk,ξ′ and Dˆ
†
−k,ξ′ . The desired result is then[
dˆk,ξ , Bˆ
†
k
(
d
dt
Bˆk
)]
= ∆˙
∑
ξ′
Gk,ξ,ξ′ dˆk,ξ′
− ∆˙
∑
ξ′
Ik,ξ,ξ′ dˆ
†
−k,ξ′ (76)
giving the commutator of dˆk,ξ with the coupling term in
terms of the time-independent modes dˆk,ξ′ . The com-
mutator of the coupling term with dˆ†k,ξ can be found
straightforwardly by taking the Hermitian conjugate of
this equation (76) and using the identity (72).
In the above equation (76), the coupling between the
operators involves the newly defined functions
Gk,ξ,ξ′ :=
∑
η
(
u¯k,ξ′,η
d
d∆
uk,ξ,η − v¯k,ξ′,η d
d∆
vk,ξ,η
)
,
(77)
Ik,ξ,ξ′ :=
∑
η
(
v−k,ξ′,η
d
d∆
uk,ξ,η − u−k,ξ′,η d
d∆
vk,ξ,η
)
(78)
where we should keep in mind the properties of the mode
functions as discussed in Section V D. Since the mode
functions only depend on time via ∆ in our case, the
above definitions immediately imply that the same also
holds for Gk,ξ,ξ′ and Ik,ξ,ξ′ .
The functions Gk,ξ,ξ′ and Ik,ξ,ξ′ offer some symmetries:
If we take the time derivative of the completeness rela-
tion (35), we find (note the position of the prime)
Gk,ξ,ξ′ = − G¯k,ξ′,ξ . (79)
This means that Gk,ξ,ξ′ is a purely imaginary function.
By taking the time derivative of the orthogonality rela-
tion (36), we find (note the position of the prime)
Ik,ξ,ξ′ = I−k,ξ′,ξ . (80)
However, one might already guess from the rotational
symmetry of our system as the volume tends to infinity,
that Gk,ξ,ξ′ and Ik,ξ,ξ′ depend on k just via the mod-
ulus |k|. More rigorously, this can also be seen as fol-
lows: If the system’s volume tends to infinity, we can
replace k by rotated k′ = Rˆk everywhere in (77) and
(78). We also replace the part of the η-sum over q by a
sum over the rotated q′ = Rˆq. Using the identities de-
rived in Section V D and realizing that the sums over Rˆq
and q are identical, we find that Gk,ξ,ξ′ = Gk′,ξ,ξ′ and
Ik,ξ,ξ′ = Ik′,ξ,ξ′ . Since the rotation Rˆ is arbitrary, both
functions depend only on the modulus |k|.
C. The Hamiltonian in instantaneous eigenmodes
In this section, we will calculate HˆI,k, the Hamiltonian
in terms of instantaneous eigenmodes (equivalently de-
noted as normal modes). Since the first part of HˆI,k (70)
is already diagonal in the time-independent dˆk,ξ-modes,
all we need to do is to reconstruct the second remaining
part. This is achived by stating an operator which has
the correct commutation relation with dˆk,ξ (76), as well
as with dˆ†k,ξ, dˆ−k,ξ and dˆ
†
−k,ξ. This is done in general up
to a c-number term which we choose to be zero, since it
leads only to a global phase in the dynamics.
For fixed k the following Hamiltonian satiafies the re-
quired conditions for dˆk,ξ, dˆ
†
k,ξ, dˆ−k,ξ and dˆ
†
−k,ξ:
HˆI,k =
∑
ζ
ωk,ζ
(
dˆ†k,ζ dˆk,ζ + dˆ
†
−k,ζ dˆ−k,ζ
)
− i ∆˙
∑
ζ,ξ′
Gk,ζ,ξ′
(
dˆ†k,ζ dˆk,ξ′ + dˆ
†
−k,ζ dˆ−k,ξ′
)
+ i ∆˙
∑
ζ,ξ′
(
Ik,ζ,ξ′ dˆ
†
k,ζ dˆ
†
−k,ξ′ − I¯k,ζ,ξ′ dˆk,ζ dˆ−k,ξ′
)
.
(81)
This is checked by inspection using the properties (79)
and (80) of Gk,ξ,ξ′ and Ik,ξ,ξ′ as well as the k ↔ −k
symmetry of all c-number coefficients in (81). Further-
more, the latter properties ensure that the Hamiltonian
is Hermitian (assuming the frequencies are real) and sat-
isfies HˆI,k = HˆI,−k. The full Hamiltonian in terms of
instantaneous eigenmodes reads then
HˆI =
∑
k6=0
k3>0
HˆI,k (82)
where the summands HˆI,k can be used to factorize the
dynamics by means of the commutation relation[
HˆI,k(t) , HˆI,k′(t
′)
]
= 0 for k′ 6= ±k . (83)
The restriction to k3 > 0 (assuming V →∞) in (82)
avoids a double counting in k.
Let us consider the post-adiabatic effects in HˆI,k (81)
created by the time-dependent functions Gk,ζ,ξ′ and
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Ik,ζ,ξ′ . The effect of the diagonal elements of Gk,ζ,ξ′ ,
Gk,ζ,ζ is to cause corrections to the instantaneous eigen-
frequencies. More interestingly, the terms in HˆI,k (81)
containing the couplings Ik,ζ,ξ′ and I¯k,ζ,ξ′ create and de-
stroy pairs of quasiparticles. This is an example of quan-
tum field theoretical pair production in a time-dependent
background, such as typically occurs in cosmology.
The Hamiltonians HˆI,k (81) and HˆI (82) as well as the
definitions of their coefficients are the main result of this
paper. We will focus on the low energy excitations of this
system in a subsequent publication [27].
D. Numerical results
For the present we show some numerical results illus-
trating the qualitative character of Ik,a,a over the course
of a crossover sweep.
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FIG. 4. Matrix element Ik,a,a versus ∆ for different |k|
(103 |k| = 2, 10, 18, solid lines with decreasing peak size and
limit |k| → 0, dashed line). Characteristic peaks appear when
the first atoms become resonant for ∆ <∼ −2 and when the
last atoms leave the resonance for ∆ ≈ 0. The parameters
are γ = 0.1 and g = 0.2.
As Figure 4 shows, there are two regions where the ma-
trix element Ik,a,a shows a characteristic behavior for the
given parameters. One characteristic peak appears when
the first atoms become resonant around ∆ <∼ −2 and the
other characteristic peak appears when the last atoms
leave the resonance around ∆ ≈ 0. Between these peaks,
the matrix element crosses zero, meaning that there is
one instance in time without molecular pair production
for any slow crossing speed.
Figure 4 also shows the k-dependence of the matrix
element Ik,a,a for small |k|. It is important to notice
that the matrix element considered is bounded even in
the limit |k| → 0. The peak around ∆ <∼ −2 is almost
constant in the considered k-regime, whereas the peak at
∆ ≈ 0 is lowered for increasing |k|, especially for ∆ >∼ 0,
i.e. mainly on the BEC side. Consequently, the latter
peak becomes sharper with increasing |k|.
In summary, Figure 4 immediately implies that the
non-adiabatic quasiparticle production can be expected
to occur most strongly at the beginning and at the end
of the Fermi sphere’s sweep through the Feshbach reso-
nance.
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FIG. 5. Matrix element Ik,a,a versus ∆ in the limit |k| → 0
for g = 0.2 and different γ. The solid, the dashed and the
dotted line show γ = 0.05, 0.1 and 0.2. Characteristic peaks
appear when the first atoms become resonant for ∆ <∼ −2 and
when the last atoms leave the resonance for ∆ ≈ 0.
Figure 5 shows the matrix element Ik,a,a in the limit
|k| → 0 for different values of γ. With decreasing γ, the
peaks at ∆ <∼ −2 and ∆ ≈ 0 become both continuously
amplified, whereas their maxima are shifted continuously.
For increasing γ, the peak at ∆ <∼ −2 is shifted to smaller
∆-values while the peak at ∆ ≈ 0 is shifted to higher
∆-values.
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FIG. 6. Matrix element Ik,a,a versus ∆ in the limit |k| → 0 for
γ = 0.1 and different g. The solid, the dashed and the dotted
line show g = 0.1, 0.2 and 0.4. Characteristic peaks appear
when the first atoms become resonant for ∆ <∼ −2 and when
the last atoms leave the resonance for ∆ ≈ 0.
In contrast, Figure 6 shows the matrix element Ik,a,a
in the limit |k| → 0 for different values of g. Here, the
situation is different from the γ-behavior in Figure 5.
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The peak around ∆ <∼ −2 increases with decreasing g.
Its minimum gets shifted to the right for increasing g.
With increasing g, the maximum around ∆ ≈ 0 is also
slightly shifted to the right while the peak size increases.
VII. DISCUSSION
In this paper, we have addressed the post-adiabatic
dynamics of a two-channel model, describing the transi-
tion from a BCS ground state of fermionic atoms through
a Feshbach resonance into a possibly excited state of
bosonic molecules.
A. Summary of results
Throughout this paper, we have mimicked the effect
of background scattering by the adiabatic elimination of
off-resonant bound states. In comparison with the stan-
dard Hubbard–Stratonovich approach, this offers an es-
pecially physical interpretation of the mathematical sim-
plifications.
The basic intermediate result continuously used in the
calculations is the classical path for k = 0 molecular
modes as derived in Appendix A and shown in Figure 7.
It serves as a background field within all our calculations.
In the course of this paper we have introduced virtual
bosonic modes in order to mimic the effects derived be-
fore by a dilute gas approximation. The common idea of
both descriptions is that the system can be interpreted as
consisting of two subsystems. The order of solving them,
one after another, or both at once, is the key step in sim-
plifying the systems description. We have finally mim-
icked the leading effects of the subsystem of fermionic
atoms by means of a subsystem of virtual bosons, while
the subsystem of molecular bosons is treated in terms
of a coherent state path integral. Instead of solving the
dynamics of one subsystem within the path integral, we
left the path integral in order to solve the dynamics of
both subsystems simultaneously. This led us to a purely
bosonic, quadratic Hamiltonian, which should be an ex-
cellent approximation to the original problem in the pa-
rameter range we are looking at. The latter Hamiltonian
HˆB,k (28) is an important intermediate result of this pa-
per since all our following main results are based on it.
1. Instantaneous diagonalization
As a main result, we have diagonalized the quadratic
Hamiltonian HˆB,k (28) instantaneously and thus ob-
tained equations for the spectrum of instantaneous eigen-
frequencies ωk,ζ as well as for the instantaneous mode
functions uk,ξ,η and vk,ξ,η. The equations obtained can
be used for a numerical analysis as shown in the Figures
1, 2 and 3. Thus, we have described the instantaneous
(Anderson-)Bogoliubov excitations completely.
2. The post-adiabatic Hamiltonian
The most important result of this paper is the post-
adiabatic Hamiltonian HˆI,k (81). It describes the Hamil-
tonian HˆB,k (28) in terms of its instantaneous, time-
dependent normal modes. As an effect of the time depen-
dence, there appear various coupling terms, quadratic in
the normal mode’s creation and annihilation operators
with prefactors Gk,ζ,ξ′ , Ik,ζ,ξ′ and I¯k,ζ,ξ′ . These prefac-
tors which introduce new couplings among the modes are
the main post-adiabatic effect. The different prefactors
can be obtained numerically as the examples in Figures 4,
5 and 6 show for various, significant cases.
3. Validity of results
The main restriction on the validity of our result is
the constraint on ν. The validity of almost all other
assumptions are immediate self-consistent consequences
of the latter one: the smaller ν is, the fewer modes are
expected to become excited. Thus, the total depletion
out of the system’s adiabatic ground state is expected to
decrease. As the total depletion decreases, the quality
of the dilute gas approximation (DGA) is expected to
increase. Furthermore, a small depletion justifies also
the neglect of back-reaction on the classical background.
There is another restriction on ν, originating from the
derivation of the underlying classical background: the
adiabaticity condition for the atomic two-level systems
ν as well as the slow time-dependence of the molecular
classical path are both self-consistent. Both hold as long
as ν is small compared to the energy gaps of all atomic
two-level systems (i.e. the BCS gap on the BCS side).
This condition ensures that we end up in a state without
remaining fermionic excitations.
Small sweep rates ν2 also suggest low energy modes
to be involved. Focussing on the dynamics of low en-
ergy normal modes located at the lower end within the
fermionic gap, we can neglect higher order adiabatic cor-
rections to the time evolution of the fermions in the
molecular background.
Apart from the restrictions on ν, the classical ap-
proximation for the k = 0 molecular modes has to hold.
This is ensured by the choice of a small γ (see [5, 6]):
as γ decreases, the coupling between the fermionic and
the bosonic subsystem decreases and the eigenstates of
the whole system approach product states out of either
Hilbert space more closely. Since the classical approxima-
tion approximates the system’s ground state by a prod-
uct of an (unnormalized) coherent state and a fermionic
squeezed state it improves as γ decreases. Note that ac-
cording to its definition, γ decreases with increasing Nm.
Several assumptions have been made in the deriva-
tion of the classical path which turn out to be fulfilled
self-consistently. Despite this, these assumptions might
in principle have ruled out some possible further classi-
cal paths. However, we consider this extremely unlikely,
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since the obtained classical path shows the expected ba-
haviour.
B. Relation to experiments
In comparison with real experiments, our results have
surely to be adapted in so far as all experiments are con-
ducted in traps, whereas we deal with a potential-free
Hamiltonian. However, potentials with nice momentum
space representations might be tractable within our cal-
culations as well. Numerical results which can be com-
pared with experimental results at least qualitatively will
be presented in a future publication [27].
C. Squeezing and quasiparticle production
The basic implication of our analysis is that the lead-
ing post-adiabatic effect of a finitely slow BCS-BEC
crossover, through a narrow Feshbach resonance, is the
excitation of opposite-momenta squeezed states of the
low-frequency collective modes of the molecular quan-
tum gas. This is a typical form of non-adiabatic exci-
tation in systems described by quantum fields in time-
dependent backgrounds. It occurs, for example, in cos-
mology, where excitations of long-wavelength modes in
cosmic fields during expansion of the universe have been
considered as sources of non-uniformity in the spatial dis-
tribution of energy and matter.
As in cosmology, one may expect that subsequent non-
linear interactions will drive the non-adiabatically excited
squeezed state into a more typical thermal distribution.
In this sense the coherent non-adiabatic excitations are a
source of thermal fluctuations, and represent an essential
initial stage of entropy production. Our results in this
paper can thus be considered as an analysis of the first
roots of entropy in chemical reactions, as they appear
in molecule production under the most tightly controlled
conditions of full quantum coherence.
Appendix A: Adiabatic, classical molecular and
atomic background solution
Our main strategy in dealing with the path integral is
to consider a slow but possibly large classical background
and small but possibly fast perturbations around it. For
small enough sweep rates, the depletion into other modes
will be small in general, and we can restrict completely on
the k = 0 classical molecular background, which we treat
non-perturbatively. For the k = 0 molecular modes the
decomposition into classical path αcl, βcl and fluctuations
δα0, δβ0 is done formally by writing α0 = αcl + δα0 with
δα0 := α0 − αcl and β0 = βcl + δβ0 with δβ0 := β0 − βcl.
Consequently, we consider in this appendix the sys-
tem (4) in the case where only k = 0 molecular modes
are present as discussed in Section III C 1. This imme-
diately implies HˆAT = HˆTL, meaning that the atomic
Hamiltonian consists out of many fermionic two-level sys-
tems. We derive the adiabatic classical background solu-
tion, i.e. the classical path αcl, α¯cl and βcl, β¯cl for k = 0
molecules and small ∆˙. Simultaneously, we derive the
adiabatic classical background solution for atoms |F (t)〉,
〈F¯ (t)|, i.e. the evolution of the fermionic atoms under
HˆTL,cl (HˆTL on the classical path).
As for all classical path calculations, we need to ex-
tremize the molecular action by linearizing it for small
fluctuations and setting the first variation to zero. To this
end, we formally set up the general classical atomic prob-
lem for the time evolution under HˆTL,cl. Subsequently,
we can construct the first variation of the system’s ac-
tion, set it to zero and get the molecular equation of
motion for the molecular classical path. Together with
the time-dependent Schro¨dinger equation for the atomic
evolution under HˆTL,cl, the equations at hand are a suffi-
cient set to determine the classical molecular and atomic
background solution. Their solution is found by an ap-
propriate ansatz for the adiabatic limit, i.e. for small ∆˙
or, strictly speaking, for ∆˙→ 0.
Note that making the action stationary means in gen-
eral to go into the complex plane with both, the real and
imaginary parts of the path integral variables. Conse-
quently, the bar ¯ does in general not mean complex con-
jugation any more but denotes independent functions.
However, we will only consider classical path for which
the bar in fact means complex conjugation, since we ex-
pect the latter to give the most important contribution
to the path integral.
1. The classically driven fermionic problem HˆTL,cl
As described in Section III A 2 and Section III C 1, the
Hamiltonian HˆTL (9)
HˆTL :=
∑
q
Hˆq (A1)
can be decomposed into a sum over Hˆq (11)
Hˆq :=
(
q2 +
∆
2
− ω
2
)(
cˆ†↑,qcˆ↑,q + cˆ
†
↓,−qcˆ↓,−q
)
+
γ√
Nm
(
cˆ↑,qcˆ↓,−q
(
α¯0 + ε
−1β¯0
)
+ H.c.
)
. (A2)
The latter can be used in order to factorize the dynamics
created by HˆTL since they fulfill the commutation rela-
tion (12). The time-dependent Schro¨dinger equation for
the whole atomic state |F (t)〉 (14) on the classical path,
i
d
dt
|F (t)〉 = HˆTL,cl |F (t)〉 , (A3)
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can therefore also be separated into time-dependent
Schro¨dinger equations for the two-level systems
i
d
dt
(
y|q|
z|q|
)
= Hq,cl
(
y|q|
z|q|
)
(A4)
where the atomic Hamiltonian matrix Hq,cl is given by
Hq,cl =
(
2 q2 + ∆− ω γ√
Nm
(
αcl + ε
−1βcl
)
γ√
Nm
(
α¯cl + ε
−1β¯cl
)
0
)
.
(A5)
These two-level systems have to fulfill the initial condi-
tions stated in Section III C 1. The initial conditions as
well as Hq,cl only depend on q by means of |q|, as antic-
ipated by our notation.
2. The general atomic problem HˆTL and the first
variation
While fully performing the path integral is impossi-
ble, since the atomic problem cannot be solved explicitly
for arbitrary molecular fields, it is possible to construct
the saddlepoint approximation to the path integral, by
considering linear fluctuations around a sufficiently slow
classical molecular path. We could compute the classical
action explicitly, but do not, since it is not necessary for
quantities computed within this paper.
The Hamiltonian HˆTL can be rewritten as
HˆTL,cl + δHˆTL, where the term δHˆTL := HˆTL − HˆTL,cl
is linear in the deviations from the molecular classical
path δα0, δβ0 and its barred counterparts. The Hamil-
tonian HˆTL,cl is independent of the latter deviations. We
calculate the first variation of the part of the molecular
action which is caused by fermionic time evolution. This
reads
δ ln(〈F¯f |UˆTL|Fi〉) = δ〈F¯f |UˆTL|Fi〉〈F¯f |UˆTL,cl|Fi〉
=
〈F¯f |δUˆTL|Fi〉
F
(A6)
where we have used the definition
F := 〈F¯f |F (tf )〉 = 〈F¯f |UˆTL,cl|Fi〉 . (A7)
We assume |F| ≡ 1, meaning |Ff 〉 is proportional to
UˆTL,cl|Fi〉 up to a phase factor. Since we chose 〈F¯f | as
the state without remaining fermions, any fermionic dy-
namics along a slowly growing molecular path will fulfill
this condition. Using this fact, we can simplify the above
equation (A6) by means of
〈F¯f |δUˆTL|Fi〉 ≡ − iF
∫ tf
ti
dt 〈F¯ (t)|δHˆTL(t)|F (t)〉 .
(A8)
The matrix element in the variation (A8) is given by
〈F¯ (t)|δHˆTL(t)|F (t)〉
=
∑
q
γ√
Nm
[
y¯|q|z|q|
(
δα0 + ε
−1δβ0
)
+ y|q|z¯|q|
(
δα¯0 + ε
−1δβ¯0
)]
. (A9)
By linearizing the other terms of the action as well around
αcl, α¯cl, βcl, β¯cl and by setting the first variation to zero,
we obtain the equations of motion for the molecular clas-
sical path as
d
dt
αcl = iω αcl − i
∑
q
γ√
Nm
y|q|z¯|q| , (A10)
d
dt
βcl = iω βcl − i γ
2
g
ε−2βcl − i ε−1
∑
q
γ√
Nm
y|q|z¯|q|
(A11)
and
d
dt
α¯cl = − iω α¯cl + i
∑
q
γ√
Nm
y¯|q|z|q| , (A12)
d
dt
β¯cl = − iω β¯cl + i γ
2
g
ε−2β¯cl + i ε−1
∑
q
γ√
Nm
y¯|q|z|q|
(A13)
for the corresponding barred quantities. As discussed
in Section III B, the boundary conditions to the above
differential equations are αcl(ti) = 0, βcl(ti) = 0 and
α¯cl(tf ) =
√
Nm e
iϕf , β¯cl(tf ) = 0. Together with the dif-
ferential equations (A4), their barred versions and the
initial conditions for both (see Section III C 2), these dif-
ferential equations determine the classical background.
Since all the equations of motion have the structure of
complex conjugate pairs, they lead to complex conjugate
αcl, α¯cl, as soon as the boundary conditions allow this.
We assume this and will find self-consistently that the
assumption is true.
In the following, the equations (A10), (A11), (A12)
and (A13) will be mapped onto another set of four equa-
tions by a superposition. The new equations are equiv-
alent to the old ones as long as the determinant of the
linear mapping is not zero. This condition is fulfilled as
long as Neff 6= 0 holds (Neff as defined below in (A18)).
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3. The molecular equations of motion
a. Number conservation
The first new equation
d
dt
(
α¯cl αcl + β¯cl βcl
)
= i
∑
q
γ√
Nm
y¯|q|z|q|
(
αcl + ε
−1βcl
)
− i
∑
q
γ√
Nm
y|q|z¯|q|
(
α¯cl + ε
−1β¯cl
)
(A14)
we find is a first integral of motion and in general exact.
We rewrite it with the help of the fermionic equations of
motion (A4) as
d
dt
(
α¯cl αcl + β¯cl βcl +
∑
q
y¯|q|y|q|
)
= 0 . (A15)
Integration of this equation leads to(
α¯cl αcl + β¯cl βcl +
∑
q
y¯|q|y|q|
)
= Nm . (A16)
This is nothing but the conservation of the number of
bosons plus twice the number of fermions. We determine
the integration constant from the fact that as t→ ti and
ε→ 0, the number of bosons tends to zero whereas the
expectation value for the number of atom pairs tends to
Nm in the pure BCS state. On the other hand, as t→ tf ,
the left hand side of the equation tends to α¯cl αcl = Nm,
the mean field value at tf .
b. Choice of the free parameter ω
The second new equation reads
2 ε2
√
neff
1 + ε2
(ω + θ˙)−
∑
q
γ
Nm
(
e− i θ y¯|q|z|q| + ei θ y|q|z¯|q|
)
− γ
2√neff
g (1 + ε2)
(
1− α¯clαcl
Neff
+
β¯clβcl
ε2Neff
)
= 0 (A17)
where θ is the phase of α¯cl + ε
−1β¯cl and with
Neff :=
(
α¯cl + ε
−1β¯cl
) (
αcl + ε
−1βcl
)
, (A18)
neff :=
Neff
Nm
(A19)
where Nm is the exact constant of motion. Next we
examine the evolution of the variable θ which is the
phase corresponding to this conserved number. Our basic
Hamiltonian (4) involves the arbitrary parameter ω ∈ R.
We will use this freedom and make a choice which we
expect to simplify our calculations. Looking at the equa-
tions of motion for molecules (A10), (A11), (A12), (A13)
and for fermionic atoms (A4), (A5), we realize that the
solution for ω 6≡ 0 can be obtained out of the solution for
ω ≡ 0 by the transformation
(αcl, βcl, y|q|) = (αcl, βcl, y|q|)
∣∣
ω≡ 0 e
i
∫ t
ti
ω dτ
,
(A20)
(α¯cl, β¯cl, y¯|q|) = (α¯cl, β¯cl, y¯|q|)
∣∣
ω≡ 0 e
− i ∫ t
ti
ω dτ
,
(A21)
z|q| = z|q|
∣∣
ω≡ 0 and z¯|q| = z¯|q|
∣∣
ω≡ 0 . (A22)
As this transformation shows, we can and will choose
ω such that the phase θ of α¯cl + ε
−1β¯cl is a constant,
simplifying equation (A17) a lot. The motivation for
this choice is the following: since we would like to per-
form an adiabatic approximation to the system (A4) in
the following Section A 4, we would prefer for this pur-
pose an αcl + ε
−1βcl without phases that vary rapidly in
time. More generally, we also want the complete function
αcl + ε
−1βcl to depend only adiabatically slowly on time
through ∆˙ as explained in the next section. At this point
it is not clear whether the above choice of ω will lead to
the desired adiabatic behavior of the complete function
αcl + ε
−1βcl in time. This has to be checked later self-
consistently.
Keep in mind that the choice of the in principle arbi-
trary ω ∈ R is only determined by our goal of simplify-
ing the adiabatic approximation for the atomic two-level
system (A4) and is not a further assumption or approxi-
mation.
c. Adiabatic dragging of βcl
The third and forth new equation are
d
dt
βcl − i
(
ω − γ
2
g
ε−2
)
βcl = ε
−1
(
d
dt
αcl − iω αcl
)
(A23)
and its complex conjugate. This equation relates αcl and
βcl and can be formally solved for βcl as
βcl =
∫ t
ti
ei
∫ t
τ
(ω− γ2g−1ε−2) dτ ′ε−1
(
d
dτ
αcl − iω αcl
)
dτ .
(A24)
However this does not help very much in solving all equa-
tions of motion. Further assumptios are necessary before
we proceed: As long as the sweep rate ∆˙ is small enough,
we expect the Hamiltonian (A5) to depend only adiabat-
ically slow on time by means of ∆. From now on, we
assume that αcl and βcl as well as ω and consequently
Hq,cl (A5) are a power series in terms of ∆˙ = ν2 the co-
efficients of which depend on time only via ∆ = ν2t. We
will determine these quantities up to corrections of the
order O(∆˙2). The advantage of this notation is that we
can make clear statements about the scaling for asymp-
totically small ∆˙ (i.e. ν2) independent of the size of ∆
(i.e. ν2t).
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Equation (A24) can then be adiabatically approx-
imated by an asymptotic expansion for ∆˙→ 0 (i.e.
ν2 → 0). This expansion strategy is called integration
by parts (see e.g. [30]) which is systematic in orders of
∆˙ (i.e. ν2). The smaller ε is, the better it works, since
this will increase the frequency in the integrand more and
more. The result is
βcl =− g ε ω
γ2 − g ε2 ω αcl − i
g ε γ2
(γ2 − g ε2 ω)2 α˙cl
− i g
2 ε3 γ2
(γ2 − g ε2 ω)3 ω˙ αcl +O(∆˙
2) . (A25)
This equation by construction solves (A23) up to terms of
the kind O(∆˙2) or ν4. Obviously, the assumption made
before that βcl is a power series in ∆˙ is an immediate
consequence of αcl having this property and is not an
extra condition.
Using the ansatz
αcl =
√
Nm r e
− iϕ (A26)
we can now calculate the leading orders of the phase θ of
α¯cl + ε
−1β¯cl, which has to be constant by construction
θ = i ln
αcl + ε
−1βcl√
Neff
≡ const . (A27)
Together with the assumption (see also (A51) and follow-
ing discussion)
ω <
γ2
g (1 + ε2)
(A28)
this leads us immediately to θ ≡ ϕf and to an equation
for ϕ
ϕ = ϕf − g γ
2 r˙
r (γ2 − g ε2 ω) (γ2 − g (1 + ε2)ω)
− g
2 γ2 ε2 ω˙
(γ2 − g ε2 ω)2 (γ2 − g (1 + ε2)ω) +O(∆˙
2) .
(A29)
Furthermore, we are now able to rewrite Neff as
Neff =
(
γ2 − g (1 + ε2)ω)2
(γ2 − g ε2 ω)2 α¯clαcl
− 2 g γ
2
(
γ2 − g (1 + ε2)ω)
(γ2 − g ε2 ω)3 α¯clαcl θ˙ +O(∆˙
2)
(A30)
and β¯clβcl as
β¯clβcl =
g2 ε2 ω2
(γ2 − g ε2 ω)2 α¯clαcl
+
2 g2 γ2 ε2 ω
(γ2 − g ε2 ω)3 α¯clαcl θ˙ +O(∆˙
2) (A31)
where in both equations (A30) and (A31)
θ˙ =
i
2
(
α˙cl + ε
−1β˙cl
αcl + ε−1βcl
− ˙¯αcl + ε
−1 ˙¯βcl
α¯cl + ε−1β¯cl
)
≡ 0 (A32)
has to be zero by construction.
4. The fermionic equations of motion
We need to find a solution which satisfies the differ-
ential equations for y|q|, z|q|, αcl and βcl simultaneously.
This is a priori a difficult task, but can be simplified in
general by seeking for the solutions y|q| and z|q| under the
assumption that αcl, βcl, ω and thus Hq,cl (A5) depend
on time in the special adiabatic way discussed before:
These quantities are power series in terms of ∆˙ = ν2 with
coefficients that depend on time only through ∆ = ν2t.
Thus, a general adiabatic asymptotic series reads
f(∆) = f(ν2t) =
∞∑
n=0
ν2nfn(ν
2t) =
∞∑
n=0
∆˙nfn(∆) .
(A33)
Consequently, we can solve the fermionic equations of
motion adiabatically in the following.
Given the solutions for y|q| and z|q| we can solve for
αcl and βcl in the following sections. Finally we need to
check whether the latter molecular classical path αcl and
βcl fulfills self-consistently the assumptions made when
deriving y|q| and z|q|. This can of course not be done
to all orders but is usually done up to terms of the kind
O(∆˙2) in our case. If the self-consistency criterion holds,
we obtained the desired solution for the case of slow time
dependence, i.e. small ∆˙ or ν2. As will become clear
at the end of our calculations, the adiabaticity criterion
indeed holds for the solution we will find.
a. Adiabatic atomic two-level systems
Under the assumptions made in the previous section,
the adiabatic approximation holds and the general so-
lution to the fermionic two-level problem (A4) can be
replaced by the adiabatic one(
y|q|
z|q|
)
:=
[(
Y|q|
Z|q|
)
+ i
Z|q|Y˙|q| − Y|q|Z˙|q|
2W|q|
(
Z¯|q|
− Y¯|q|
)
+O(∆˙2)
]
e
− i ∫ t
ti
E|q|(τ) dτ + iG0,|q|+ iG1,|q|
(A34)
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where the instantaneous lowest energy eigenvector of the
matrix (A5) is given by(
Y|q|
Z|q|
)
:=
h|q|√
E2|q| + γ
2 neff
(
e− iϕf E|q|
γ
√
neff
)
+O(∆˙2)
=
h|q|√
2W|q|
(
− e− iϕf√−E|q|√
E|q| + 2W|q|
)
+O(∆˙2) .
(A35)
The respective lowest instantaneous energy E|q| is given
by
E|q| :=
(
q2 +
∆− ω
2
)
−W|q| +O(∆˙2) , (A36)
W|q| :=
√(
q2 +
∆− ω
2
)2
+ γ2 neff +O(∆˙2) . (A37)
The prefactor h|q| satisfying h¯|q|h|q| = 1 has been chosen
as
h|q| =
{
− eiϕf for |q| ≤ 1
1 for |q| > 1 (A38)
such that the instantaneous eigenvector at t = ti would
tend to a Fermi gas
(
Y|q|
Z|q|
)
=

(
1
0
)
for |q| ≤ 1(
0
1
)
for |q| > 1
(A39)
if the interaction among the fermions would be tuned
down.
Note that the choice of the lower energy branch of the
fermionic two-level system will automatically lead to a
self-consistent molecular and atomic BCS state solution,
making it unnecessary to worry about the initial bound-
ary conditions.
The functions G0,|q|, G1,|q| are geometric phases start-
ing with powers of ∆˙0 and ∆˙1 respectively. They explic-
itly read
G0,|q| := i
∫ t
ti
(
Y¯|q|Y˙|q| + Z¯|q|Z˙|q|
)
dτ +O(∆˙2) , (A40)
G1,|q| :=
∫ t
ti
Z|q|Y˙|q| − Y|q|Z˙|q|
2W|q|
·
(
Z¯|q| ˙¯Y|q| − Y¯|q| ˙¯Z|q|
)
dτ +O(∆˙2) (A41)
and have the properties G0,|q| = G¯0,|q| and
G1,|q| = G¯1,|q|. The former of these identities results
from the conservation of the norm Y¯|q|Y|q| + Z¯|q|Z|q| = 1.
Note that since we chose ω such that θ˙ ≡ 0, we have
G0,|q| = 0 along the classical path. Furthermore, the
knowledge of G1,|q| is never necessary in the derivation
of the main result of this paper and we will not compute
it explicitly. Also the time integral over the energy E|q|
is never needed explicitly, such that it is enough to com-
pute E|q| up to O(∆˙2) instead of O(∆˙3). Consequently,
the adiabatic solution (A34) simplifies to(
y|q|
z|q|
)
:=
[(
Y|q|
Z|q|
)
+
i
2W|q|
(
Y˙|q|
Z˙|q|
)
+O(∆˙2)
]
· e− i
∫ t
ti
E|q|(τ) dτ +O(∆˙1) (A42)
where we have also simplified the equation using norm
conservation.
5. A self-consistent adiabatic solution
Inserting the adiabatic solution y|q| (A34) into the in-
tegral of motion (A16) we find that the notation can be
shortened by writing
α¯cl αcl
Nm
+
β¯cl βcl
Nm
− ∂f(ω + θ˙, neff )
∂ ω
= 1 +O(∆˙2)
(A43)
and then using θ˙ ≡ 0. The function f(ω, neff ) is defined
by
f(ω, neff ) :=
∑
q
E|q|
Nm
(A44)
where it is assumed that W|q| has been substituted into
E|q| in order to let the latter depend on neff .
In the same way, we can insert the adiabatic solutions
y|q|, z|q| (A34) into the molecular equation of motion
(A17). It turns out that we can also shorten the notation
here by writing
2 ε2
√
neff
1 + ε2
(ω + θ˙)− 2√neff ∂f(ω + θ˙, neff )
∂ neff
− γ
2√neff
g (1 + ε2)
(
1− α¯clαcl
Neff
+
β¯clβcl
ε2Neff
)
= O(∆˙2)
(A45)
and then applying θ˙ ≡ 0.
a. The continuum limit
The sum appearing in the definition of f(ω, neff ) can
be approximated by means of the integrals
∑
q
b(|q|) ≈ V k
3
F
(2pi)3
∫
R3
d3q b(|q|) = 3Nm
∫ ∞
0
dq q2 b(q)
(A46)
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where the approximate sign turns into an equal sign as
V →∞. We can thus rewrite f(ω, neff ) as
f(ω, neff ) = 3 γ
5/2 n
5/4
eff Φ
(
∆− ω
2 γ
√
neff
)
(A47)
with the integral
Φ(x) =
∫ ∞
0
dq q2(q2 + x)− q2
√
1 + (q2 + x)2 +
1
2
.
(A48)
In order to make the integral converge, an extra term
is added. This is a standard renormalization procedure
when dealing with an effective Hamiltonian, as we do.
Finally, we express the partial derivatives of f(ω, neff )
as
∂f(ω, neff )
∂ ω
= − 3
2
γ3/2 n
3/4
eff Φ
′ , (A49)
∂f(ω, neff )
∂ neff
= − 3
4
(∆− ω) γ3/2 n−1/4eff Φ′
+
15
4
γ5/2 n
1/4
eff Φ (A50)
where Φ and Φ′ are evaluated at (∆− ω)/(2 γ√neff ).
b. Adiabatic solution for αcl
In order to make further simplifications, we assume
that
ω <
γ2
g (1 + ε2)
. (A51)
An assumption which has also to be checked in the end
for self-consistency. This assumption implies that
0 <
γ2 − g (1 + ε2)ω
γ2 − g ε2 ω (A52)
and enables us to rewrite
√
Neff from (A30). Especially
for
√
neff , we get
√
neff =
γ2 − g (1 + ε2)ω
γ2 − g ε2 ω r +O(∆˙
2) . (A53)
Now we replace the partial derivatives in the integral
of motion (A43) and in the second remaining molecular
equation of motion (A45) by (A49) and (A50). Moreover,
we express β¯clβcl and Neff as well as some neff in terms
of α¯clαcl = r
2 by means of (A31) and (A30). Applying
θ˙ ≡ 0, we finally obtain
r2 +
g2 ε2 ω2 r2
(γ2 − g ε2 ω)2 +
3
2
γ3/2 n
3/4
eff Φ
′ = 1 +O(∆˙2)
(A54)
and
2 r ω +
3
2
(∆− ω) γ3/2 n1/4eff Φ′
− 15
2
γ5/2 n
3/4
eff Φ = O(∆˙2) (A55)
where Φ and Φ′ are evaluated at (∆− ω)/(2 γ√neff ).
The last three equations (A53), (A54), (A55) define r and
ω. If we find a solution satisfying all assumptions made so
far, we finally have the desired classical path. Note that,
since the latter equations do not depend on ∆˙, i.e. ν2
explicitly, we will get r(∆) +O(∆˙2) and ω(∆) +O(∆˙2).
This is only true provided that the functional determi-
nant of the two equations of motion (definition of neff
plugged in) with respect to r and ω is not zero.
c. The function Φ
For real x, the integrand∫ q
0
dq˜ q˜2(q˜2 + x)− q˜2
√
1 + (q˜2 + x)2 +
1
2
(A56)
reads
1
2
q +
x
3
q3 +
1
5
q5 − 1
15
q
(
3q2 + 2x
)√
1 + (q2 + x)
2
+
2 q
(
3− x2)√1 + (q2 + x)2 (q2 −√1 + x2)
15 (1− q4 + x2)
+
2
15
(
3− x2) (1 + x2)1/4(2 E[1
2
− x
2
√
1 + x2
]
− E
[
arccos
(
q2 −√1 + x2
q2 +
√
1 + x2
)
,
1
2
− x
2
√
1 + x2
])
+
1
15
(
1 + x2
)1/4 (
3− x
(
x+
√
1 + x2
))
(
F
[
arccos
(
q2 −√1 + x2
q2 +
√
1 + x2
)
,
1
2
− x
2
√
1 + x2
]
− 2 K
[
1
2
− x
2
√
1 + x2
])
(A57)
where neff > 0 ensures that we always have
0 <
1
2
− x
2
√
1 + x2
< 1 (A58)
as long as ∆− ω 6= ±∞. With considerable effort, the
integrand (A57) can be found with the help of similar
integrals (see, e.g. [31]). The functions F[ϕ,m] and K[m]
are the incomplete and complete elliptic integral of the
first kind, respectively. They are defined for 0 < m < 1
as
F[ϕ,m] :=
∫ ϕ
0
dϕ
(
1−m sin2(ϕ))−1/2 , (A59)
K[m] := F
[pi
2
,m
]
. (A60)
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The functions E[ϕ,m] and E[m] are the incomplete and
complete elliptic integral of the second kind, respectively.
They are defined for 0 < m < 1 as
E[ϕ,m] :=
∫ ϕ
0
dϕ
(
1−m sin2(ϕ))1/2 , (A61)
E[m] := E
[pi
2
,m
]
. (A62)
Taking the q →∞ limit of the integrand (A57) leads to
Φ(x) =
4
15
(
3− x2) (1 + x2)1/4 E[1
2
− x
2
√
1 + x2
]
− 2
15
(
3− x
(
x+
√
1 + x2
)) (
1 + x2
)1/4
·K
[
1
2
− x
2
√
1 + x2
]
. (A63)
At this point the asymptotic expansions of the elliptic
integrals might be of interest in order to get an idea of
the behavior of Φ. The asymptotic expansions for m→ 0
from above and for m→ 1 from below are especially help-
ful and comparably simple as well. They read for the
complete elliptic integral of the first kind
K[m] ≈ pi
2
+
pi
8
m+O(m2) , (A64)
K[m] ≈ − 1
2
ln(1−m) + 2 ln(2)
−
(
1
4
− ln(2)
2
+
1
8
ln(1−m)
)
(1−m)
+O((1−m)2) (A65)
and
E[m] ≈ pi
2
− pi
8
m+O(m2) , (A66)
E[m] ≈ 1−
(
1
4
− ln(2) + 1
4
ln(1−m)
)
(1−m)
+O((1−m)2) (A67)
for the complete elliptic integral of the second kind. One
may check with these expansions that the condition for
the upper bound of ω (A51) holds at late times where it
is not obvious from just plotting the numerical solution.
6. Results for ε→ 0
We are mainly interested in the limit ε→ 0 which we
use in the main part of this paper. Thus, we take this
limit for αcl (A26), βcl (A25) and
√
neff (A53) leading
to
αcl =
√
Nm
(
r − i g r˙
g ω − γ2
)
e− iϕf +O(∆˙2) , (A68)
βcl = ε
√
Nm
(
− g ω
γ2
r + i
g r˙
g ω − γ2
)
e− iϕf +O(∆˙2)
(A69)
and
√
neff =
(
1− g ω
γ2
)
r +O(∆˙2) (A70)
where the imaginary parts of αcl and βcl are just the
expansion of the slow phase terms. The leading linear
ε-order of βcl is kept, since βcl appears as βcl/ε in many
equations.
The ε→ 0 limit of the molecular equations of motion
(A54) and (A55) simplifies to
r2 +
3
2
γ3/2
(
1− g ω
γ2
)3/2
r3/2 Φ′ = 1 +O(∆˙2) , (A71)
2 r ω +
3
2
(∆− ω) γ3/2
(
1− g ω
γ2
)1/2
r1/2 Φ′
− 15
2
γ5/2
(
1− g ω
γ2
)3/2
r3/2 Φ = O(∆˙2) . (A72)
Here, γ (∆− ω)/(2 (γ2 − g ω) r) is the argument of Φ and
of Φ′. The number conservation (A71) and the molec-
ular equation of motion (A72) together finally define
r(∆) +O(∆˙2) and ω(∆) +O(∆˙2). It is important to
notice, that both, r and ω have no terms of first order
in ∆˙.
a. Numerical results
￿4 ￿3 ￿2 ￿1 0 1 2 3 4
￿2
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FIG. 7. Square root of the classical relative molecule number
(and density), r (solid line), square root of the relative effec-
tive density,
√
neff (dashed line), frequency ω (dash-dotted
line) and (∆− ω) /2 (dotted line) as functions of ∆. At late
times ω approaches γ2/g. Parameters are γ = 0.1 and g = 0.2.
Numerical results for γ = 0.1 and g = 0.2 are given in
Figure 7. The square root of the relative molecule num-
ber (and density), r, starts to grow significantly as soon
as the atomic part of the system becomes resonant with
the molecular part around ∆ ≈ −2. Around this point ω
changes its behavior and approaches asymptotically the
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value γ2/g. The value (∆− ω) /2 can be interpreted as
half the negative chemical potential of an atom pair. Its
almost constant behavior at early times reflects the deep
BCS regime. The square root of the relative effective
density,
√
neff , is also almost constant within the deep
BCS regime, ensuring that the instantaneous energy gaps
of the atomic two-level systems have a lower bound. As
discussed before, this makes an adiabatic approximation
for these two-level systems possible. The results obtained
here agree with our previous results presented in [26] and
generalize them for background scattering g 6= 0.
b. Early and late time limits
As t→ tf we get r → 1 already very early. In con-
trast, the asymptotic values ω → γ2/g and √neff → 0
are approached more slowly.
As t→ ti, the number conservation (A71) and the
molecular equation of motion (A72) tend to
3
2
(
γ
√
neff
)3/2
Φ′ = 1 +O(∆˙2) (A73)
and
3
2
g
(
∆− ω
2
)(
γ
√
neff
)−1/2
Φ′
− 15
4
g
(
γ
√
neff
)1/2
Φ = 1 +O(∆˙2) (A74)
both written in terms of
√
neff (A70) instead in terms
of r since the latter really tends to zero at early
times. The functions Φ as well as Φ′ are evaluated at
(∆− ω)/(2 γ√neff ). These equations (A73), (A74) are
obtained by taking the leading order when ω → −∞.
At ti, the system of equations depends only on
(∆− ω)/2 and γ√neff , which are the new variables to
solve for in dependence of the background scattering pa-
rameter g. Using the asymptotic expansions of the com-
plete elliptic integrals (A65), (A67), we find the leading
order solution to be
∆− ω
2
≈ − 1 , (A75)
γ
√
neff ≈ 8
e2
e− 2/(3 g) (A76)
for sufficiently small g. This is the familiar scaling of the
BCS order parameter.
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