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Transmission-phase of an electron in a quantum point contact
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(Dated: October 29, 2018)
For the first time we calculate the electron transmission phase through a quantum point contact
(QPC). The QPC is considered in the saddle point approximation in the single-electron picture. We
show that when the electron energy is close to the height of the potential barrier the transmission-
phase depends linearly on the energy. The coefficient in the linear dependence is logarithmically
enhanced by the ratio of the height over the curvature of the barrier potential. We compare the
calculated transmission phase with the first experimental measurements of the phase.
PACS numbers: 73.23.Ad, 73.40.Lq, 73.63Rt, 73.21.Hb
The conductance of a quantum point contact (QPC)
- a one dimensional constriction in a two dimensional
electron gas - has been known to be quantized in units
of G0 = 2e
2/h since 19881,2. The observed conductance
plateaus can be understood in the single-electron picture
and the saddle point potential model of the QPC3,4.
The transmission probability of a saddle point poten-
tial was first calculated in Ref.4. The transmission prob-
ability describes conductance of a QPC. However, to the
best of our knowledge the transmission phase has never
been calculated. This may be because the transmission
phase is much more difficult to experimentally measure
compared to the transmission probability. However the
QPC transmission phase has been recently measured for
the first time5 and therefore it is important to provide
a theoretical basis for this property as more experiments
are performed and the field expands. In the present work
we calculate the transmission phase and compare it with
experiment5. The linear relationship of the transmission
phase in Ref.5 is attributed to many-body effects how-
ever in this paper we show that, amazingly, the linear
relationship is logarithmically robust and only a conse-
quence of the saddle point potential in a single electron
model. Although it is not the focus of this paper, we
will also mention how we expect electron correlations to
affect the transmission phase in the 0.7 regime.
We consider the single-electron picture of the QPC
within the saddle point potential approximation. Essen-
tially we use the same approach as Buttiker in his seminal
paper4, this approach is certainly valid for higher conduc-
tance steps and according to Refs.6–8 at zero temperature
and at zero potential bias the single electron approach is
justified even for the lowest conductance step since in-
elastic scattering channels are closed.
We assume that far from the QPC the potential is zero,
this is the reference level. Near the QPC the potential
has a saddle point shape
V = V (0)− 1
2
mω2xx
2 +
1
2
mω2yy
2 , (1)
where m is effective mass of the electron. The electric
current flows in the x-direction. In an adiabatic approxi-
mation the variables in the two-dimensional Schrodinger
equation are separated and the transmission problem is
reduced to the solution of one dimensional Schrodinger
equation with an effective potential U(x)4
(
p2x
2m
+ U(x)
)
ψ(x) = Eψ(x) . (2)
The potential is peaked at x = 0 and in the vicinity of
this point the potential is
U(x) ≈ U0 − 1
2
mω2xx
2 (3)
U0 = V (0) + ~ωy(n+ 1/2),
where n = 0, 1, 2, 3... indicates a transverse channel. The
potential of a QPC is sketched in Fig. 1 by a solid line
and the parabolic approximation is the dashed line.
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Figure 1: The effective potential is sketched by the solid line.
The horizontal dashed-dotted line indicates the energy level.
The dashed line shows the parabolic approximation to the
potential, U(x).
The parabolic approximation (3) deviates from the real
potential at large distances, the approximation is valid
at |x| ≪ x1, see Fig. 1. Within the parabolic region the
electron wave function is proportional to the function of
the parabolic cylinder Dν
9
ψ(x) ∝ Dν(
√
2ξe−iπ/4)
ξ = x/x0
x0 =
√
~
mωx
ν = −1
2
+ iǫ
ǫ =
E − U0
~ωx
. (4)
2Here we assume that the electron is incident from the left.
Asymptotically, x1 ≫ |x| ≫ x0, the wave function (4)
consists of the incident (I), reflected (R), and transmitted
(T) waves9
x < 0, ψ = ψI + ψR :
ψI =
√
2πe−πǫ/4
Γ
(
1
2 − iǫ
) 1√
2|ξ| exp
(−iξ2
2
− iǫ
2
ln
(
2ξ2
)
+
iπ
8
)
ψR = e
−3πǫ/4 1√
2|ξ| exp
(
iξ2
2
+
iǫ
2
ln
(
2ξ2
)
+
3iπ
8
)
x > 0, ψ = ψT :
ψT = e
πǫ/4 1√
2|ξ| exp
(
iξ2
2
+
iǫ
2
ln
(
2ξ2
)
+
iπ
8
)
. (5)
It is important to note that the phases in these wave
functions (5) contain the logarithmic term,
iǫ
2
ln
(
2ξ2
)
,
somewhat similar to the logarithmic phase in the Ruther-
ford scattering from a Coulomb field10. The logarithmic
term is the origin of the logarithmic enhancement of the
linear energy dependence in the transmission phase, see
below. The wave functions (5) immediately give the well
known transmission probability of the parabolic barrier9
T =
eπǫ
2π
Γ
(
1
2 − iǫ
)
Γ
(
1
2 + iǫ
)
=
1
1 + e−2πǫ
. (6)
Conductance of the QPC is G = G0T , where the trans-
mission coefficient is taken at energy equal to the Fermi
energy, see Ref.4.
While the wave function (4),(5) is sufficient to deter-
mine the transmission probability, it is not sufficient to
determine the transmission phase. The point is that the
transmission phase is defined at x ≫ x1, while the wave
function (4),(5) is valid only at |x| ≪ x1, see Fig. 1. We
use semiclassical approximation to propagate (5) to the
distances |x| ≫ x1. Let us first do the transmitted wave.
At any x ≫ x0 the transmitted wave function can be
represented as
ψT (x) ∝ eiφT e
i
~
∫
x
0
p(x)dx
p(x) =
√
2m[E − U(x)] , (7)
where φT is a phase. To determine φT we calculate (7)
at x0 ≪ x≪ x1. A straightforward integration gives
ψT (x) ∝ eiφT exp
(
iξ2
2 +
iǫ
2 ln
(
2ξ2
)− iǫ2 ln ǫ+ iǫ2
)
. (8)
Comparing this with ψT from (5) we find φT ,
φT =
ǫ
2
(ln ǫ− 1) + π
8
. (9)
Now, using (7) we can calculate ψT at x ≫ x1. The
integral
∫ x
0
p(x)dx depends on the exact shape of the po-
tential at x ∼ x1. However, the shape dependent contri-
bution to the phase is almost independent of the electron
energy while we are interested only in the energy depen-
dent part of the phase. Therefore, we assume that the
parabolic approximation (3) is valid up to x = x1 and we
also assume that U(x) = 0 at x > x1, see the dashed line
in Fig. 1. We will discuss this assumption again later.
Using (7) and (9) we find the transmitted wavefunction
at x > x1
ψT ∝ eiδT +ik0x
δT =
ǫ
2
ln (4U) + U + π
8
− ik0x1 . (10)
Here k0 =
√
2mE/~ and U = U0
~ωx
.
Now we perform a similar calculation for the incident
wave, note that x is negative, x = −|x|. In semiclassical
approximation the incident wave is
ψI(x) ∝ eiφI e−
i
~
∫ |x|
0
p(x)dx
, (11)
where φI is a phase. To determine φI we calculate (11)
at x0 ≪ |x| ≪ x1. A straightforward integration gives
ψI(x) ∝ eiφI exp
(
−iξ2
2 − iǫ2 ln
(
2ξ2
)
+ iǫ2 ln ǫ− iǫ2
)
.(12)
Comparing this with ψI from (5) we find φI ,
φI = − ǫ
2
(ln ǫ− 1) + π
8
+ arg
[
Γ
(
1
2 + iǫ
)]
. (13)
Now, using (11) we can calculate ψI at x < −x1. Again,
we assume that the parabolic approximation (3) is valid
at −x1 < x < 0 and U(x) = 0 at x < −x1. Using (11)
and (13) we find the incident wavefunction at x < −x1
ψI ∝ eiδI +ik0x (14)
δI = − ǫ
2
ln (4U)− U + π
8
+ arg
[
Γ
(
1
2 + iǫ
)]
+ ik0x1 .
Having (10) and (14) we calculate the QPC transmission
phase
∆ = δT − δI
= −2U + ǫ ln (4U)− 2ǫ− arg [Γ ( 12 + iǫ)]
→ −2U + ǫ ln (4U) . (15)
Here we take into account that at |ǫ| . 1 the argu-
ment of the gamma-function is arg
[
Γ
(
1
2 + iǫ
)] ≈ −(C+
2 ln 2)ǫ = −1.9635ǫ ≈ −2ǫ, see Ref.11, C is the Euler
constant.
We already pointed out that the energy independent
part of the transmission phase is sensitive to the un-
known behaviour of the potential far from the saddle
point. Therefore, the constant part of the transmission
phase can be different from that in (15). However, the
energy dependent part of the transmission phase is not
sensitive to the details of the potential. In essence the
energy dependent part is calculated with logarithmic ac-
curacy, ln (4U) ≫ 1, the logarithm enhances the energy
dependence of the transmission phase. In an experi-
ment the height of the potential is approximately equal
to the Fermi energy in two-dimensional leads, therefore
we rewrite the transmission phase (15) as
∆ = const+ ǫ ln
(
4EF
~ωx
)
. (16)
3Contrary to the expectation in Ref.5 there is a signifi-
cant linear energy dependence of the transmission phase
without accounting for electron-electron interactions.
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Figure 2: Transmission probability versus the gate voltage.
The solid black line shows the data from Ref.5. The red
dashed line shows our theoretical fit at ~ωx = 0.2meV. The
blue dashed-dotted line shows our theoretical fit at ~ωx =
0.5meV.
The first attempt to measure the transmission phase
was performed by Kobayashi et al. in Ref5. In their
paper they measure the transmission phase of a QPC
with two different conductance profiles. After the first
measurement the QPC was put through a thermal cy-
cle (heated to room temperature and cooled back down
to 200 mK) before performing the second set of mea-
surements. According to the authors this thermal cycle
changes the randomly trapped charged impurities in the
2DEG which in turn changes the conductance profile of
the QPC.5
In their second set of measurements (after the thermal
cycle) the QPC conductance profile exhibits a resonance-
like structure in the 0.7 regime ( Fig. 3 in Ref.5). This
structure is significantly stronger than in all previous
measurements of various groups 1,2,8,12–14. It is not clear
if the structure observed after the thermal cycle is in-
trinsic or due to the trapped impurities. Therefore, in
this paper, we use only the data from before the thermal
cycle (Fig. 2 in Ref.5) for comparison with theory.
In Fig.2 the solid black line is the experimen-
tal transmission probability, T = GG0 and in Fig.3
the solid black line is the corresponding experi-
mental transmission phase (units of π) from Ref.5.
The Fermi energy in the experiment is EF = 7.8meV
5.
The value of ωx is not known, but for all QPCs it is typi-
cally a fraction of meV. We perform fits for ~ωx = 0.2meV
and for ~ωx = 0.5meV. Fortunately the precise value of
ωx is not very important since it appears only under log-
arithm in Eq.(16). The experimental probability and the
phase in Figs.2,3 are given versus the gate voltage, while
theoretically these quantities are calculated as functions
of ǫ = (E − U0)/~ωx, see Eqs. (6) and (16). The only
fitting we need to perform concerns a relation between ǫ
(dimensionless) and the gate voltage V (electron volts).
Figure 3: Transmission phase versus the gate voltage. The
solid black line shows the data from Ref.5. The red dashed
line shows our theoretical fit at ~ωx = 0.2meV. The theoretical
fit at ~ωx = 0.5meV coincides with the red dashed line within
the line width.
Naturally we assume a linear relation
ǫ =
V − V0
α
. (17)
The value V0 = −0.658V immediately follows from Fig. 2.
This is the gate voltage where the transmission is 50%. so
we are left with only one fitting parameter α to fit black
solid curves in Figs. 2,3 using Eqs. (6) and (16). The
fit with ~ωx = 0.2meV gives α = 0.045, the fit is shown
in Figs.2,3 by the red dashed lines. The fit with ~ωx =
0.5meV gives α = 0.037, the probability fit is shown in
Fig.2 by the blue dashed-dotted line. In Fig. 3 the α =
0.037 theoretical line practically coincides with the red
dashed line. Overall fits are very good indicating a good
agreement between the theory and the experiment.
Since the original experimental discovery of the quan-
tized conductance, a consistent anomaly at approxi-
mately G = 0.7G0 has been noted, commonly referred to
in literature as the “0.7 anomaly” it was first explored in
Refs.12,13 where the authors concluded that the anomaly
is due to many body correlation between electrons. For a
recent review of experiments related to the 0.7 anomaly
see Ref.14. We believe that the 0.7 anomaly is due to the
enhanced inelastic electron-electron scattering on the top
of the potential barrier. Analytic theory for this result
has been developed in Refs.6,7 and functional renormali-
sation group (FRG) calculations strongly supporting this
approach has been performed in Ref.8. There are also al-
ternative theoretical models of the 0.7 anomaly based on
various assumptions, see e.g. Refs.15–19.
In the present work we do not address the issue of elec-
tron correlations in our model. Nevertheless, we would
like to comment briefly how, in our opinion, the correla-
tions can influence the present results. It is well known
that due to the Coulomb screening the correlations are
not important for higher conductance steps. Therefore,
the results are certainly valid for higher steps. The situa-
tion with the first step is more complex. According to the
understanding of the 0.7 anomaly developed in Refs.6–8
the correlations are irrelevant at zero temperature. This
4implies that the results of the present work are valid at
T = 0 even for the lowest step. At a nonzero temperature
inelastic conductance channels are open and it gives rise
to the 0.7 anomaly which scales at T 2, see Refs.6–8. Due
to the unitarity condition an opening of inelastic scat-
tering always influences the elastic scattering10. This
implies that the elastic transmission phase might non-
trivially depend on temperature. However, this problem
is beyond the scope of the present work.
In conclusion, using a single-electron picture and the
saddle point approximation we have calculated the elec-
tron transmission phase through a quantum point con-
tact. Surprisingly, the transmission phase depends lin-
early and very significantly on energy of the electron. The
phase agrees with recent measurements. Further studies
of the transmission phase, both theoretical and exper-
imental (temperature and bias dependence), can shed
more light on electron correlations within a QPC and
further expand the field. We would like to acknowledge
important discussions with A. I. Milstein, T. Li and O.
Klochan and thank them for their helpful insight.
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