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Abstract
In this article, a notion of viscosity solutions is introduced for second order path-dependent
Hamilton-Jacobi-Bellman (PHJB) equations associated with optimal control problems for path-
dependent stochastic differential equations. We identify the value functional of optimal control
problems as unique viscosity solution to the associated PHJB equations. We also show that our
notion of viscosity solutions is consistent with the corresponding notion of classical solutions,
and satisfies a stability property. Applications to backward stochastic Hamilton-Jacobi-Bellman
equations are also given.
Key Words: Path-dependent Hamilton-Jacobi-Bellman equations; Viscosity solutions; Op-
timal control; Path-dependent stochastic differential equations; Backward stochastic Hamilton-
Jacobi-Bellman equations
2000 AMS Subject Classification: 93E20; 60H30; 49L20; 49L25.
1 Introduction
The notion of viscosity solutions for Hamilton-Jacobi-Bellman (HJB) equations, first introduced in
1983 by Crandall and Lions [11], has become an indispensable tool in optimal control theory and
numerous subjects related to it. We refer to the survey paper of Crandall, Ishii and Lions [10] and
the monographs of Fleming and Soner [19] and Yong and Zhou [39] for a detailed account for the
theory of viscosity solutions. For viscosity solutions in infinite dimensional Hilbert spaces, we refer
to Gozzi, Rouy and S´wie¸ch [20], Lions [22], [23], [24], S´wie¸ch [37] and Fabbri, Gozzi and S´wie¸ch
[18].
Dupire in his work [12] introduced horizontal and vertical derivatives in the path space and
provided a functional Itoˆ formula (see Cont and Fournie´ [8], [9] for a more general and systematic
research). Soon after, Dupire’s functional Itoˆ formula was applied to second order path-dependent
HJB (PHJB) equations. Peng [33] proposed a notion of viscosity solutions for nonlinear path-
dependent partial differential equations (PPDEs) on right continuous paths. By the left frozen
maximization principle, the comparison principle is proved in the sense of his definition. Tang and
Zhang [38] improved Peng [33] and proposed a notion of viscosity solutions for path-dependent
Bellman equations by restricting semi-jet on a space of α-Ho¨lder continuous paths. The authors
∗This work was partially supported by the National Natural Science Foundation of China (Grant No. 11401474),
Shaanxi Natural Science Foundation (Grant No. 2017JM1016) and the Fundamental Research Funds for the Central
Universities (Grant No. 2452019075).
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identified the value functional of optimal control problems as a viscosity solution to the path-
dependent Bellman equations. Ekren, Keller, Touzi & Zhang [14] introduced a notion of viscosity
solutions for semi-linear PPDEs in the space of continuous paths in terms of a nonlinear expectation.
In the subsequent works, Ekren, Touzi & Zhang [15] and [16], Ekren [13] and Ren [35] extended
the notion to fully nonlinear case when the Hamilton function H is uniformly nondegenerate. Ren,
Touzi and Zhang [36] considered the degenerate case and established the comparison principle
when the nonlinearity H is dp-uniformly continuous in the path function. We also mention that
Luyakonov [27] developed a theory of viscosity solutions to fully non-linear path-dependent first
order Hamilton-Jacobi equations when Hamilton functionH is dp-locally Lipschitz continuous with
respect to the path function.
In this paper, we consider the following controlled path-dependent stochastic differential equa-
tion (PSDE):{
dXγt,u(s) = F (Xγt ,us , u(s))ds +G(X
γt ,u
s , u(s))dW (s), s ∈ [t, T ],
Xγt,ut = γt ∈ Λt.
(1.1)
In the above equation, Λt denotes the set of all continuous R
d-valued functions γ defined over [0, t],
and let Λ =
⋃
t∈[0,T ] Λt; {W (t), t ≥ 0} is an n-dimensional standard Wiener process; the unknown
Xγt,u(s), representing the state of the system, is an Rd-valued process; the control process u takes
values in some compact metric space (U, d1) and the coefficients F and G are assumed to satisfy
Lipschitz conditions with respect to appropriate norms.
We wish to maximize a cost functional of the form:
J(γt, u) := Y
γt,u(t), (t, γt) ∈ [0, T ]× Λ, (1.2)
over all admissible controls U [t, T ], where the process Y γt,u is defined by backward stochastic
differential equation (BSDE):
Y γt,u(s) = φ(Xγt,uT ) +
∫ T
s
q(Xγt,uσ , Y
γt,u(σ), Zγt,u(σ), u(σ))dσ
−
∫ T
s
Zγt,u(σ)dW (σ), a.s., all s ∈ [t, T ]. (1.3)
Here q and φ are given real functionals on Λ × R × Rn × U and ΛT , respectively. We define the
value functional of the optimal control problem as follows:
V (γt) := ess sup
u∈U [t,T ]
Y γt,u(t), (t, γt) ∈ [0, T ] × Λ. (1.4)
The goal of this article is to characterize this value functional V . We assume that q and φ satisfy
suitable conditions and consider the following PHJB equation:{
∂tV (γt) +H(γt, V (γt), ∂xV (γt), ∂xxV (γt)) = 0, (t, γt) ∈ [0, T )× Λ,
V (γT ) = φ(γT ), γT ∈ ΛT ;
(1.5)
where
H(γt, r, p, l) = sup
u∈U
[(p, F (γt, u))Rd +
1
2
tr[lG(γt, u)G
⊤(γt, u)]
+q(γt, r,G
⊤(γt, u)p, u)], (t, γt, r, p, l) ∈ [0, T ] × Λ×R×R
d × Γ(Rd).
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Here we let G⊤ the transpose of the matrix G, Γ(Rd) the set of all (d× d) symmetric matrices and
(·, ·)Rd the scalar product of R
d. The definitions of ∂t, ∂x and ∂xx will be introduced in subsequent
section.
The primary objective of this article is to develop a concept of viscosity solutions to PHJB
equations on the space of continuous paths (see Definition 3.2 for details). We shall show that the
value functional V defined in (1.4) is unique viscosity solution to the PHJB equation given in (1.5)
when the coefficients F,G, q and φ only satisfy d∞-Lipschitz conditions with respect to the path
function.
The main challenge for our path-dependent case comes from the both facts that the path space
ΛT is an infinite dimensional Banach space, and that the maximal norm || · ||0 is not smooth.
Since ΛT is not a separable Hilbert space, the standard techniques for the comparison principle
in Hilbert space introduced by Lions [22], [23] and [24], which contain a limiting procedure based
on the existence of a countable basis, are not applicable in our case. On the other hand, noticing
that the value functional is only d∞-Lipschitz continuous with respect to the path function, the
auxiliary functional in the proof of uniqueness should include the term || · ||0 or a functional which
is equivalent to || · ||0. The lack of smoothness of || · ||0 makes it more difficult to define the viscosity
solutions and to prove its uniqueness.
In this paper we want to extend the theory of viscosity solutions to the second order path-
dependent case. We adopt the natural generalization of the well-known Crandall-Lions definition
in terms of test functions. Since we assume the coefficients F,G, q and φ only satisfy d∞-Lipschitz
conditions with respect to the path function and do not impose uniformly nondegenerate require-
ment on the coefficients, none of these results in Peng [33], Ekren, Touzi & Zhang [15] and [16],
Ekren [13] and Ren [35], Ren, Touzi and Zhang [36] and Luyakonov [27] are directly applicable to
our case.
The main contribution of this paper is the introduction of an appropriate notion of viscosity
solutions and the proof of uniqueness. The uniqueness property is derived from the comparison
theorem. For the proof of the comparison theorem, we generalize the classical methodology in [10]
to the path-dependent case. We find a functional S1(·, ·) on Λ × Λ such that S1(·, atˆ) ∈ C
1,2
p (Λtˆ)
for every fixed tˆ ∈ [0, T ) and atˆ ∈ Λtˆ, and S1(γt,0) + |γt(t)|
8
8 is equivalent to ||γt||
8
0,8 (see Lemma
2.4). This functional is the key to prove the stability and uniqueness of viscosity solutions. Then
we can define an auxiliary function Ψ which includes the functional S1(·, ·) (see Step 1 in the proof
of Theorem 4.1). More importantly, we can use S1(·, ·) to define a smooth gauge-type function and
apply a modification of Borwein-Preiss variational principle (see Lemma 2.3) to get a maximum of
a perturbation of the auxiliary function Ψ. Unfortunately, the second spatial derivative ∂xxS1(·, atˆ)
is not equal to 0 (see Lemma 2.4), in order to apply Theorem 8.3 of [10], a stronger convergence
property of auxiliary functional is needed. Thanks to the Step 2 in the proof of Theorem 4.1,
we can find the expected convergence property of auxiliary functional and prove the uniqueness
of viscosity solutions. Regarding existence, we prove that the value functional V defined in (1.4)
is a viscosity solution to the PHJB equation given in (1.5) under our definition by functional Itoˆ
formula and dynamic programming principle.
Backward stochastic partial differential equation (BSPDE) is another interesting topic. Peng
[31] obtained the existence and uniqueness theorem for the solution to backward stochastic HJB
(BSHJB) equations in a triple. The relationship between forward backward stochastic differential
equations and a class of semi-linear BSPDEs was established in Ma and Yong [28]. For viscosity
solutions of stochastic partial differential equations, we refer to Lions [25], [26], Buckdahn and Ma
[4], [5], [6], [7] and Boufoussi et al. [2]. As an application of our results, we given a definition
of viscosity solutions to BSHJB equations, and characterize the value functional of the optimal
stochastic control problem as unique viscosity solution to the associated BSHJB equation.
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The outline of this article is as follows. In the following section, we introduce the framework of
[9] and [12], and preliminary results on path-dependent stochastic optimal control problems, and
prove Lemmas 2.3, 2.4, 2.5 and 2.6 which are the key to prove the stability and uniqueness results of
viscosity solutions. In Section 3, we define classical and viscosity solutions to our PHJB equations
and prove that the value functional V defined by (1.4) is a viscosity solution to PHJB equation
(1.5). We also show the consistency with the notion of classical solutions and the stability result.
In Section 4, the uniqueness of viscosity solutions for (1.5) is proved and Section 5 is devoted to
applications to BSHJB equations.
2 Preliminary work
Let T > 0 be a fixed number. For each t ∈ [0, T ], define Λˆt := D([0, t];R
d) as the set of ca`dla`g
Rd-valued functions on [0, t]. We denote Λˆt =
⋃
s∈[t,T ] Λˆs and let Λˆ denote Λˆ
0.
A very important remark on the notations: as in [12], we will denote elements of Λˆ by lower case
letters and often the final time of its domain will be subscripted, e.g. γ ∈ Λˆt ⊂ Λˆ will be denoted
by γt. Note that, for any γ ∈ Λˆ, there exists only one t such that γ ∈ Λˆt. For any 0 ≤ s ≤ t, the
value of γt at time s will be denoted by γt(s). Moreover, if a path γt is fixed, the path γt|[0,s], for
0 ≤ s ≤ t, will denote the restriction of the path γt to the interval [0, s].
For convenience, define for x = (x1, x2, . . . , xd) ∈ R
d, γt ∈ Λˆ, 0 ≤ t ≤ t¯ ≤ T ,
|x|m :=
( d∑
i=1
xmi
) 1
m
, m ∈N;
γxt (s) := γt(s)1[0,t)(s) + (γt(t) + x)1{t}(s), s ∈ [0, t];
γt,t¯(s) := γt(s)1[0,t)(s) + γt(t)1[t,t¯](s), s ∈ [0, t¯].
We define norms and metrics on Λˆ as follows: for any 0 ≤ t ≤ t¯ ≤ T and γt, γ¯t¯ ∈ Λˆ,
||γt||0,m := sup
0≤s≤t
|γt(s)|m, d∞,m(γt, γ¯t¯) := |t− t¯|+ ||γt − γ¯t¯||0,m, m ∈ N. (2.1)
Here and in the sequel, for notational simplicity, we use ||γt − γ¯t¯||0,m to denote ||γt,t¯ − γ¯t¯||0,m. We
also denote | · |2, || · ||0,2 and d∞,2(·, ·) by | · |, || · ||0 and d∞(·, ·), respectively. Then, for every m ∈ N,
(Λˆt, || · ||0,m) is a Banach space and (Λˆ
t, d∞,m) is a complete metric space. Following Dupire [12],
we define spatial derivatives of u : Λˆ → R, if exist, in the standard sense: for the basis ei of R
d,
i, j = 1, 2, . . . , d,
∂xiu(γs) := lim
h→0
1
h
[
u(γheis )− u(γs)
]
, ∂xixju := ∂xi(∂xju), (s, γs) ∈ [0, T ]× Λˆ, (2.2)
and the right time-derivative of u, if exists, as:
∂tu(γs) := lim
h→0,h>0
1
h
[
u(γs,s+h)− u(γs)
]
, (s, γs) ∈ [0, T ) × Λˆ. (2.3)
For the final time T , we define
∂tu(γT ) := lim
t<T,t↑T
∂tu(γT |[0,t]), γT ∈ Λˆ.
We take the convention that γs is column vector, but ∂xu denotes row vector and ∂xxu denotes
d× d-matrix.
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Definition 2.1. Let t ∈ [0, T ) and u : Λˆt → R be given.
(i) We say u ∈ C0(Λˆt) if u is continuous in γs on Λˆ
t under d∞.
(ii) We say u ∈ C1,2(Λˆt) ⊂ C0(Λˆt) if ∂tu, ∂xiu, ∂xixju exist in [t, T ]× Λˆ and are in C
0(Λˆt) for all
i, j = 1, 2, . . . , d.
(iii) We say u ∈ C1,2p (Λˆt) ⊂ C1,2(Λˆt) if u and all of its derivatives grow in a polynomial way.
For each t ∈ [0, T ], let Λt := C([0, t], R
d) be the set of all continuous Rd-valued functions defined
over [0, t]. We denote Λt =
⋃
s∈[t,T ] Λs and let Λ denote Λ
0. Clearly, Λ :=
⋃
t∈[0,T ] Λt ⊂ Λˆ, and each
γ ∈ Λ can also be viewed as an element of Λˆ. For every m ∈ N, (Λt, || · ||0,m) is a Banach space,
and (Λt, d∞,m) is a complete metric space. u : Λ→ R and uˆ : Λˆ→ R are called consistent on Λ if
u is the restriction of uˆ on Λ.
Definition 2.2. Let t ∈ [0, T ) and u : Λt → R be given.
(i) We say u ∈ C0(Λt) if u is continuous in γs on Λt under d∞.
(ii) We say u ∈ C1,2(Λt) if there exists uˆ ∈ C1,2(Λˆt) which is consistent with u on Λt.
(iii) We say u ∈ C1,2p (Λt) if there exists uˆ ∈ C
1,2
p (Λˆt) which is consistent with u on Λt.
The following functional Itoˆ formula is needed to prove the existence of viscosity solutions.
Theorem 2.1. Suppose X is a continuous semi-martingale and u ∈ C1,2p (Λtˆ) for some fixed
tˆ ∈ [0, T ). Then for any t ∈ [tˆ, T ]:
u(Xt) = u(Xtˆ) +
∫ t
tˆ
∂tu(Xs)ds+
1
2
∫ t
tˆ
∂xxu(Xs)d〈X〉(s) +
∫ t
tˆ
∂xu(Xs)dX(s), P -a.s. (2.4)
The proof is similar to Theorem 4.1 in Cont & Fournie [9] (see also Dupire [12]). For the
convenience of readers, here we give its proof.
Proof. For every n > ||Xtˆ||0, define
σn = inf{t; |X(t)| > n},
then {σn} is a sequence of stopping times and σn ↑ ∞ a.s.. If, for every n > ||Xtˆ||0, (2.4) is proved
for the stopped process Xσn , then letting n→∞, we get the (2.4) holds true for X. Therefore, we
can assume that X is bounded.
Denote Xn = X1[0,tˆ) +
∑2n−1
i=0 X(ti+1)1[ti,ti+1) + X(t)1{t}. Here ti = tˆ +
i(t−tˆ)
2n . For every
(s, γs) ∈ [0, T ] × Λˆ, define γs− by
γs−(θ) = γs(θ), θ ∈ [0, s), and γs−(s) = lim
θ↑s
γs(θ).
We start with the decomposition
u(Xnt1−)− u(X
n
t0−) = u(X
n
t1−)− u(X
n
t0
),
u(Xnti+1−)− u(X
n
ti−) = u(X
n
ti+1−)− u(X
n
ti
) + u(Xnti)− u(X
n
ti−), i ≥ 1. (2.5)
Let ψ(l) = u(Xnti,ti+l), we have u(X
n
ti+1−)−u(X
n
ti
) = ψ(h)−ψ(0), where h = t−tˆ2n . Since u ∈ C
1,2
p (Λtˆ),
the right derivative of ψ denoted by ψt+ is continuous, therefore,
u(Xnti+1−)− u(X
n
ti
) = ψ(h) − ψ(0) =
∫ h
0
ψt+(l)dl =
∫ ti+1
ti
∂tu(X
n
ti,l
)dl, i ≥ 0.
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The term u(Xnti)−u(X
n
ti−) in (2.5) can be written φ(X(ti+1)−X(ti))−φ(0), where φ(l) = u(X
n
ti−+
l1{ti}). Since u ∈ C
1,2
p (Λtˆ), φ is a C2 function and φ′(l) = ∂xu(X
n
ti− + l1{ti}), φ
′′(l) = ∂xxu(X
n
ti− +
l1{ti}). Applying the Itoˆ formula to φ between 0 and h and the the continuous semimartingale
(X(ti + s)−X(ti))s≥0, yields:
u(Xnti)− u(X
n
ti−) = φ(X(ti+1)−X(ti))− φ(0) =
∫ ti+1
ti
∂xu(X
n
ti− + (X(s)−X(ti))1{ti})dX(s)
+
1
2
∫ ti+1
ti
tr[∂xxu(X
n
ti− + (X(s)−X(ti))1{ti})]d〈X〉(s), i ≥ 1. (2.6)
Summing over i ≥ 0 and denoting i(s) the index such that s ∈ [ti(s), ti(s)+1), we obtain
u(Xnt )− u(Xtˆ) = u(X
n
t )− u(X
n
tˆ
)
=
∫ t
tˆ
∂tu(X
n
ti(s) ,s
)ds+
∫ t
t1
∂xu(X
n
ti(s)−
+ (X(s)−X(ti(s)))1{ti(s)})dX(s)
+
1
2
∫ t
t1
tr[∂xxu(X
n
ti(s)−
+ (X(s)−X(ti(s)))1{ti(s)})]d〈X〉(s). (2.7)
u(Xnt ) converges to u(Xt) almost surely. Since all approximations of X appearing in the various
integrals have a || · ||0-distance from Xs less than ||X
n
s −Xs||0 → 0, u ∈ C
1,2
p (Λtˆ) implies that the
integrands appearing in the above integrals converge respectively to ∂tu(Xs), ∂xu(Xs), ∂xxu(Xs)
as n → ∞. By X is bounded and u ∈ C1,2p (Λtˆ), the integrands in the various above integrals are
bounded. The dominated convergence and the dominated convergence theorem for the stochastic
integrals (see [34], Chapter IV, Theorem 32) then ensure that the Lebesgue-Stieltjes integrals
converge almost surely, and the stochastic integral in probability, to the terms appearing in (2.4)
as n→∞. ✷
Let Ω := {ω ∈ C([0, T ], Rn) : ω(0) = 0}, the set of continuous functions with initial value
0, W the canonical process, P the Wiener measure, F the Borel σ-field over Ω, completed with
respect to the Wiener measure P on this space. Then (Ω,F , P ) is a complete space. Here and
in the sequel, for notational simplicity, we use 0 to denote vectors or matrices with appropriate
dimensions whose components are all equal to 0. By {Ft}0≤t≤T we denote the filtration generated
by {W (t), 0 ≤ t ≤ T}, augmented with the family N of P -null of F . The filtration {Ft}0≤t≤T
satisfies the usual conditions.
We introduce the admissible control. Let t, s be two deterministic times, 0 ≤ t ≤ s ≤ T .
Definition 2.3. An admissible control process u = {u(r), r ∈ [t, s]} on [t, s] is an Fr-progressing
measurable process taking values in some compact metric space (U, d1). The set of all admissible
controls on [t, s] is denoted by U [t, s]. We identify two processes u and u˜ in U [t, s] and write u ≡ u˜
on [t, s], if P (u = u˜ a.e. in [t, s]) = 1.
Now, we describe some continuous properties of the solutions of state equation (1.1) and cost
equation (1.3). First we assume that functionals F : Λ × U → Rd, G : Λ × U → Rd×n, q :
Λ×R×Rn × U → R and φ : ΛT → R satisfy the following assumption.
Hypothesis 2.4. (i) For every fixed (t, γt, y, z) ∈ [0, T ] × Λ × R × R
n, F (γt, ·), G(γt, ·) and
q(γt, y, z, ·) are continuous in u.
(ii) There exist constant L > 0 such that, for all (t, γt, ηT , y, z, u), (t
′, γ′t, η
′
T , y
′, z′, u) ∈ [0, T ] ×
Λ× ΛT ×R×R
n × U ,
|F (γt, u)|
2 ∨ |G(γt, u)|
2 ≤ L2(1 + ||γt||
2
0),
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|F (γt, u)− F (γ
′
t′ , u)| ∨ |G(γt, u)−G(γ
′
t′ , u)| ≤ Ld∞(γt, γ
′
t′),
|q(γt, y, z, u)| ≤ L(1 + ||γt||0 + |y|+ |z|),
|q(γt, y, z, u) − q(γ
′
t′ , y
′, z′, u)| ≤ L(d∞(γt, γ
′
t′) + |y − y
′|+ |z − z′|),
|φ(ηT )− φ(η
′
T )| ≤ L||ηT − η
′
T ||0.
Lemma 2.1. Assume that Hypothesis 2.4 holds. Then for every u ∈ U [0, T ], (t, γt) ∈ [0, T ] × Λ
and p ≥ 2, PSDE (1.1) admits a unique strong solution Xγt,u, and BSDE (1.3) admits a unique pair
of solutions (Y γt,u, Zγt,u). Furthermore, let Xγ
′
t,u and (Y γ
′
t,u, Zγ
′
t,u) be the solutions of PSDE (1.1)
and BSDE (1.3) corresponding (t, γ′t) ∈ [0, T ] × Λ and u ∈ U [0, T ]. Then the following estimates
hold:
E sup
t≤s≤T
|Xγt,u(s)−Xγ
′
t,u(s)|p ≤ Cp||γt − γ
′
t||
p
0; (2.8)
E||Xγt ,uT ||
p
0 ≤ Cp(1 + ||γt||
p
0); (2.9)
E||Xγt,ur − γt||
p
0 ≤ Cp(1 + ||γt||
p
0)(r − t)
p
2 , r ∈ [t, T ]; (2.10)
and
E sup
t≤s≤T
|Y γt,u(s)− Y γ
′
t,u(s)|p ≤ Cp||γt − γ
′
t||
p
0; (2.11)
E sup
t≤s≤T
|Y γt,u(s)|p +
(∫ T
t
|Zγt,u(s)|2ds
) p
2
≤ Cp(1 + ||γt||
p
0). (2.12)
The constant Cp depending only on p, T and L.
Proof. We refer to Theorem 2.1 of Chapter II in [29] for existence and uniqueness of the
solution of equation (1.1). Existence and uniqueness of the solution of the backward equation (1.3)
follows from the classical result [30].
Using the classical martingale inequalities (Theorems 3.28 and 2.9 in [21]), we derive by classical
techniques that, for each 0 ≤ t ≤ r ≤ T and γt ∈ Λ, there exists Cp > 0 such that (2.8), (2.9) and
(2.10) hold true. Using inequality (2.9), the priori estimate (see Proposition 2.1 in [17]), and the
fact that q and φ satisfy linear growth condition, we obtain inequality (2.12). From the inequality
(2.8), the priori estimates (see Proposition 2.1 in [17]), and the fact that q and φ are Lipschitz with
respect to γt ∈ Λ and ηT ∈ ΛT , respectively, we get inequality (2.11). ✷
Formally, under the assumptions Hypothesis 2.4, the value functional V (γt) defined by (1.4) is
Ft-measurable. However, we have
Theorem 2.2. Suppose the Hypothesis 2.4 holds true. Then V is a deterministic functional.
The proof is similar to the case without path-dependent (see Proposition 3.3 in Buckdahn and
Li [3]). For the convenience of readers, here we give its proof.
Proof. Let H denote the Cameron-Martin space of all absolutely continuous elements h ∈ Ω
whose derivative h˙ belongs to L2([0, T ], Rd). For any h ∈ Ω, we define the mapping τh : Ω → Ω
by τhω = h + ω, ω ∈ Ω. Obviously, τh is a bijection, and its law is given by P ◦ [τh]
−1 =
exp{
∫ T
0 h˙(s)dB(s) −
1
2
∫ T
0 |h˙(s)|
2ds}P . Let (t, γt) ∈ [0, T ] × Λ be arbitrarily fixed, and put Ht =
{h ∈ H|h(·) = h(· ∧ t)}.
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For every h ∈ Ht, we apply the Girsanov transformation to PSDE (1.1) and compare the
obtained equation with the PSDE obtained from (1.1) by substituting the transformed control
processes u(τh) for u. Then from the uniqueness of the solution of (1.1) we get X
γt,u(s, τh(·)) =
Xγt,u(τh)(s, ·) for any s ∈ [t, T ], P -a.s. Furthermore, by a similar Girsanov transformation argument
we get from the uniqueness of the solution of BSDE (1.3) that Y γt,u(s, τh(·)) = Y
γt,u(τh)(s, ·) for
any s ∈ [t, T ], P -a.s., and Zγt,u(s, τh(·)) = Z
γt,u(τh)(s, ·), ds× dP P -a.e. on [t, T ]×Ω. That means
J(γt, u)(τh) = J(γt, u(τh)), P -a.s.
With the notation I(γt) = ess supu∈U [t,T ] J(γt, u), we have I(γt) ≥ J(γt, u), and thus I(γt)(τh) ≥
J(γt, u)(τh), P -a.s., for all u ∈ U [t, T ]. On the other hand, for any random variable ζ satisfying
ζ ≥ J(γt, u)(τh), and hence also ζ(τ−h) ≥ J(γt, u), P -a.s., for all u ∈ U [t, T ], we have ζ(τ−h) ≥ I(γt),
P -a.s., i.e., ζ ≥ I(γt)(τh), P -a.s. Consequently,
[ess sup
u∈U [t,T ]
J(γt, u)](τh) = I(γt)(τh) = ess sup
u∈U [t,T ]
[J(γt, u)(τh)], P -a.s.
Then, for any h ∈ Ht,
V (γt)(τh) = ess sup
u∈U [t,T ]
[J(γt, u)(τh)] = ess sup
u∈U [t,T ]
[J(γt, u(τh))] = V (γt), P -a.s., (2.13)
where we have used {u(τh)|u(·) ∈ U [t, T ]} = U [t, T ] in order to obtain the last equality. Since V (γt)
is Ft-measurable, V (γt, ω), ω ∈ Ω depends only on the restriction of ω to the time interval [0, t].
Then, we have (2.13) for all h ∈ H. The result combined with Lemma 3.4 in [3] completes the
proof. ✷
The following property of the value functional V which we present is an immediate consequence
of Lemma 2.1.
Lemma 2.2. Assume that Hypothesis 2.4 holds, then V ∈ C0(Λ) and there exists a constant
C > 0 such that, for all (t, γt, γ
′
t) ∈ [0, T ]× Λ× Λ,
|V (γt)− V (γ
′
t)| ≤ C||γt − γ
′
t||0; |V (γt)| ≤ C(1 + ||γt||0). (2.14)
We now discuss a dynamic programming principle (DPP) for the optimal control problem (1.1),
(1.3) and (1.4). For this purpose, we define the family of backward semigroups associated with
BSDE (1.3), following the idea of Peng [32].
Given the initial condition (t, γt) ∈ [0, T )×Λ, a positive number δ ≤ T−t, an admissible control
u(·) ∈ U [t, t+ δ] and a real-valued random variable η ∈ L2(Ω,Ft+δ , P ;R), we put
Gγt,us,t+δ[η] := Y˜
γt,u(s), s ∈ [t, t+ δ], (2.15)
where (Y˜ γt,u(s), Z˜γt,u(s))t≤s≤t+δ is the solution of the following BSDE with the time horizon t+ δ:{
dY˜ γt,u(s) = −q(Xγt,us , Y˜ γt,u(s), Z˜γt,u(s), u(s))ds + Z˜γt,u(s)dW (s),
Y˜ γt,u(t+ δ) = η,
(2.16)
and Xγt,u(·) is the solution of PSDE (1.1).
Theorem 2.3. (see Theorem 3.4 in [38]) Assume Hypothesis 2.4 holds true, the value functional
V obeys the following DPP: for any (t, γt) ∈ [0, T )× Λ and 0 < δ ≤ T − t,
V (γt) = ess sup
u∈U [t,t+δ]
Gγt,ut,t+δ [V (X
γt,u
t+δ )]. (2.17)
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In Lemma 2.2, the value functional v is Lipschitz continuous in γt, uniformly in t. Theorem 2.3
implies the following regularity for the value functional.
Theorem 2.4. Under Hypothesis 2.4, there is a constant C > 0 such that, for every 0 ≤ t ≤ t′ ≤ T
and γt, γ
′
t′ ∈ Λ,
|V (γt)− V (γ
′
t′)| ≤ C[||γt − γ
′
t′ |||0 + (1 + ||γt||0)(t
′ − t)
1
2 ]. (2.18)
Proof. From Theorem 2.3 it follows that for any ε > 0 there exists an admissible control
uε ∈ U [t, T ] such that
Gγt,u
ε
t,t′ [V (X
γt,u
ε
t′ )] + ε ≥ V (γt) ≥ G
γt,u
ε
t,t′ [V (X
γt,u
ε
t′ )], P -a.s. (2.19)
Therefore,
|V (γt)− V (γ
′
t′)| ≤ |I1|+ |I2|+ ε, (2.20)
where
I1 = E[G
γt ,u
ε
t,t′ [V (X
γt,u
ε
t′ )]−G
γt,u
ε
t,t′ [V (γ
′
t′)]],
I2 = EG
γt ,u
ε
t,t′ [V (γ
′
t′)]− V (γ
′
t′).
By the priori estimates (see Proposition 2.1 in [17]) and Lemmas 2.1 and 2.2 we have that, for some
suitable constant C independent of the control uε that may vary from line to line,
|I1| ≤ C[E|V (X
γt,u
ε
t′ )− V (γ
′
t′)|
2]
1
2 ≤ C[E||Xγt,u
ε
t′ − γ
′
t′ ||
2
0]
1
2
≤ C[||γt − γ
′
t′ ||0 + (1 + ||γt||0)(t
′ − t)
1
2 ].
From the definition of Gγt,u
ε
t,t′ [·] we get that the second term I2 can be written as
|I2| =
∣∣∣∣E
[
V (γ′t′) +
∫ t′
t
q(Xγt,u
ε
s , Y
γt,u
ε
(s), Zγt,u
ε
(s), uε(s))ds −
∫ t′
t
Zγt,u
ε
(s)dW (s)
]
− V (γ′t′)
∣∣∣∣
≤ E
∫ t′
t
|q(Xγt,u
ε
s , Y
γt,u
ε
(s), Zγt,u
ε
(s), uε(s))|ds,
where (Y γt,u
ε
(s), Zγt,u
ε
(s))t≤s≤t′ is the solution of (2.16) with the terminal condition η = V (γ
′
t′)
and the control uε. We then have
|I2| ≤ C(1 + ||γt||0)(t
′ − t)
1
2 .
Since ε > 0 is arbitrary, we get that (2.18) holds true. The proof is complete. 
We conclude this section with the following four lemmas which will be used to prove the uniqueness
and stability of viscosity solutions.
Definition 2.5. Let t ∈ [0, T ] be fixed. We say that a continuous functional ρ : Λt×Λt → [0,+∞)
is a gauge-type function provided that:
(i) ρ(γs, γs) = 0 for all (s, γs) ∈ [t, T ]× Λ
t,
(ii) for any ε > 0, there exists δ > 0 such that, for all γs, ηl ∈ Λ
t, we have ρ(γs, ηl) ≤ δ implies
that d∞(γs, ηl) < ε.
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The following lemma is a modification of Borwein-Preiss variational principle (see Theorem
2.5.2 in Borwein & Zhu [1]). It will be used to get a maximum of a perturbation of the auxiliary
function in the proof of uniqueness.
Lemma 2.3. Let t ∈ [0, T ] be fixed and let f : Λt → R be an upper semicontinuous functional
bounded from above. Suppose that ρ is a gauge-type function and {δi}i≥0 is a sequence of positive
number, and suppose that ε > 0 and (t0, γ
0
t0
) ∈ [t, T ]× Λt satisfy
f(γ0t0) ≥ sup
(s,γs)∈[t,T ]×Λt
f(γs)− ε.
Then there exist (tˆ, γˆtˆ) ∈ [t, T ]× Λ
t and a sequence {(ti, γ
i
ti
)}i≥1 ⊂ [t, T ]× Λ
t such that
(i) ρ(γ0t0 , γˆtˆ) ≤
ε
δ0
, ρ(γiti , γˆtˆ) ≤
ε
2iδ0
and ti ↑ tˆ as i→∞,
(ii) f(γˆtˆ)−
∑∞
i=0 δiρ(γ
i
ti
, γˆtˆ) ≥ f(γ
0
t0
), and
(iii) f(γs)−
∑∞
i=0 δiρ(γ
i
ti
, γs) < f(γˆtˆ)−
∑∞
i=0 δiρ(γ
i
ti
, γˆtˆ) for all (s, γs) ∈ [tˆ, T ]× Λ
tˆ \ {(tˆ, γˆtˆ)}.
The proof is similar to Theorem 2.5.2 in Borwein & Zhu [1]. For the convenience of readers,
here we give its proof.
Proof . Define sequences {(ti, γ
i
ti
)}i≥1 and {Si}i≥1 inductively starting with
S0 := {(s, γs) ∈ [t0, T ]× Λ
t0 | f(γs)− δ0ρ(γs, γ
0
t0
) ≥ f(γ0t0)}. (2.21)
Since (t0, γ
0
t0
) ∈ S0, S0 is nonempty. Moreover it is closed because both f and −ρ(·, γ
0
t0
) are upper
semicontinuous functions. We also have that, for all (s, γs) ∈ S0,
δ0ρ(γs, γ
0
t0
) ≤ f(γs)− f(γ
0
t0
) ≤ sup
(s,γs)∈[t,T ]×Λt
f(γs)− f(γ
0
t0
) ≤ ε. (2.22)
Take (t1, γ
1
t1
) ∈ S0 such that
f(γ1t1)− δ0ρ(γ
1
t1
, γ0t0) ≥ sup
(s,γs)∈S0
[f(γs)− δ0ρ(γs, γ
0
t0
)]−
δ1ε
2δ0
, (2.23)
and define similarly
S1 :=
{
(s, γs) ∈ S0 ∩ [t1, T ]× Λ
t1
∣∣∣∣ f(γs)−
1∑
k=0
δkρ(γs, γ
k
tk
) ≥ f(γ1t1)− δ0ρ(γ
1
t1
, γ0t0)
}
. (2.24)
In general, suppose that we have defined (tj , γ
j
tj
), Sj for j = 1, 2, . . . , i− 1 satisfying
f(γjtj )−
j−1∑
k=0
δkρ(γ
j
tj
, γktk ) ≥ sup
(s,γs)∈Sj−1
[
f(γs)−
j−1∑
k=0
δkρ(γs, γ
k
tk
)
]
−
δjε
2jδ0
, (2.25)
and
Sj :=
{
(s, γs) ∈ Sj−1 ∩ [tj , T ]× Λ
tj
∣∣∣∣ f(γs)−
j∑
k=0
δkρ(γs, γ
k
tk
) ≥ f(γjtj )−
j−1∑
k=0
δkρ(γ
j
tj
, γktk)
}
. (2.26)
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We choose (ti, γ
i
ti
) ∈ Si−1 such that
f(γiti)−
i−1∑
k=0
δkρ(γ
i
ti
, γktk ) ≥ sup
(s,γs)∈Si−1
[
f(γs)−
i−1∑
k=0
δkρ(γs, γ
k
tk
)
]
−
δiε
2iδ0
, (2.27)
and we define
Si :=
{
(s, γs) ∈ Si−1 ∩ [ti, T ]× Λ
ti
∣∣∣∣ f(γs)−
i∑
k=0
δkρ(γs, γ
k
tk
) ≥ f(γiti)−
i−1∑
k=0
δkρ(γ
i
ti
, γktk)
}
. (2.28)
We can see that for every i = 1, 2, . . ., Si is a closed and nonempty set. It follows from (2.27) and
(2.28) that, for all (s, γs) ∈ Si,
δiρ(γs, γ
i
ti
) ≤
[
f(γs)−
i−1∑
k=0
δkρ(γs, γ
k
tk
)
]
−
[
f(γiti)−
i−1∑
k=0
δkρ(γ
i
ti
, γktk)
]
≤ sup
(s,γs)∈Si−1
[
f(γs)−
i−1∑
k=0
δkρ(γs, γ
k
tk
)
]
−
[
f(γiti)−
i−1∑
k=0
δkρ(γ
i
ti
, γktk)
]
≤
δiε
2iδ0
,
which implies that
ρ(γs, γ
i
ti
) ≤
ε
2iδ0
, for all (s, γs) ∈ Si. (2.29)
Since ρ is a gauge-type function, inequality (2.29) implies that sup(s,γs)∈Si d∞(γs, γ
i
ti
) → 0 as
i→∞, and therefore, sup(s,γs),(l,ηl)∈Si d∞(γs, ηl)→ 0 as i→∞. Since Λ
t is complete, by Cantor’s
intersection theorem there exists a unique (tˆ, γˆtˆ) ∈
⋂∞
i=0 Si. Obviously, we have d∞(γ
i
ti
, γˆtˆ) → 0
and ti ↑ tˆ as i→∞. Then (tˆ, γˆtˆ) satisfies (i) by (2.22) and (2.29). For any (s, γs) ∈ [tˆ, T ]× Λ
tˆ and
(s, γs) 6= (tˆ, γˆtˆ), we have (s, γs) /∈
⋂∞
i=0 Si, and therefore, for some j,
f(γs)−
∞∑
k=0
δkρ(γs, γ
k
tk
) ≤ f(γs)−
j∑
k=0
δkρ(γs, γ
k
tk
) < f(γjtj )−
j−1∑
k=0
δkρ(γ
j
tj
, γktk ). (2.30)
On the other hand, it follows from (2.21), (2.28) and (tˆ, γˆtˆ) ∈
⋂∞
i=0 Si that, for any q ≥ j,
f(γ0t0) ≤ f(γ
j
tj
)−
j−1∑
k=0
δkρ(γ
j
tj
, γktk) ≤ f(γ
q
tq
)−
q−1∑
k=0
δkρ(γ
q
tq
, γktk)
≤ f(γˆtˆ)−
q∑
k=0
δkρ(γˆtˆ, γ
k
tk
). (2.31)
Letting q →∞ in (2.31), we obtain
f(γ0t0) ≤ f(γ
j
tj
)−
j−1∑
k=0
δkρ(γ
j
tj
, γktk) ≤ f(γˆtˆ)−
∞∑
k=0
δkρ(γˆtˆ, γ
k
tk
), (2.32)
which verifies (ii). Combining (2.30) and (2.32) yields (iii). ✷
Define S1 : Λˆ× Λˆ→ R by, for every (t, γt), (s, γ
′
s) ∈ [0, T ]× Λˆ,
S1(γt, ηs) =


(||γt−ηs||80,8−|γt(t)−ηs(s)|
8
8)
3
||γt−ηs||160,8
, ||γt − ηs||0,8 6= 0;
0, ||γt − ηs||0,8 = 0.
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For every M > 0, define ΥM and Υ
M
by
ΥM(γt, ηs) = S1(γt, ηs) +M |γt(t)− ηs(s)|
8
8, (t, γt), (s, ηs) ∈ [0, T ]× Λˆ,
and
Υ
M
(γt, ηs) = Υ
M (γt, ηs) + |s− t|
2 (t, γt), (s, ηs) ∈ [0, T ]× Λˆ.
For simplicity, we let ΥM (γt) denote Υ
M(γt, ηs) when ηs(l) ≡ 0 for all l ∈ [0, s]. The following
lemma is the key to prove the uniqueness and stability of viscosity solutions.
Lemma 2.4. For every fixed (tˆ, atˆ) ∈ [0, T )× Λˆtˆ, define S
atˆ
1 : Λˆ
tˆ → R by
S
atˆ
1 (γt) := S1(γt, atˆ), (t, γt) ∈ [tˆ, T ]× Λˆ
tˆ.
Then S
atˆ
1 (γt) ∈ C
1,2
p (Λˆtˆ). Moreover, for every M ≥ 1,
8
27
||γt||
8
0,8 ≤ Υ
M (γt) ≤ (M + 1)||γt||
8
0,8, (t, γt) ∈ [0, T ] × Λˆ. (2.33)
Proof . First, by the definition of S
atˆ
1 (γt), it is clear that S
atˆ
1 (γt) ∈ C
0(Λˆtˆ) and ∂tS
atˆ
1 (γt) = 0
for (t, γt) ∈ [tˆ, T ]× Λˆ
tˆ. Second, we consider ∂xiS
atˆ
1 (γt). For every (t, γt) ∈ [tˆ, T ]× Λˆ
tˆ,
∂xiS
atˆ
1 (γt) = lim
h→0
S
atˆ
1 (γ
hei
t )− S
atˆ
1 (γt)
h
= lim
h→0
(||γ
hei
t −atˆ||
8
0,8−|γt(t)+hei−atˆ(tˆ)|
8
8)
3
||γ
hei
t −atˆ||
16
0,8
−
(||γt−atˆ||
8
0,8−|γt(t)−atˆ(tˆ)|
8
8)
3
||γt−atˆ||
16
0,8
h
.
For every (t, γt) ∈ [0, T ] × Λˆ, let ||γt||
8
0− = sup0≤s<t |γt(s)|
8
8 and (γt)i(t) = γt(t)ei, i = 1, 2, . . . , d.
Then, if |γt(t)− atˆ(tˆ)|
8
8 < ||γt − atˆ||
8
0−,
∂xiS
atˆ
1 (γt) = lim
h→0
(||γt − atˆ||
8
0,8 − |γt(t) + hei − atˆ(tˆ)|
8
8)
3 − (||γt − atˆ||
8
0,8 − |γt(t)− atˆ(tˆ)|
8
8)
3
h||γt − atˆ||
16
0,8
= −
24(||γt − atˆ||
8
0,8 − |γt(t)− atˆ(tˆ)|
8
8)
2((γt)i(t)− (atˆ)i(tˆ))
7
||γt − atˆ||
16
0,8
; (2.34)
if |γt(t)− atˆ(tˆ)|
8
8 > ||γt − atˆ||
8
0− ,
∂xiS
atˆ
1 (γt) = 0; (2.35)
if |γt(t)− atˆ(tˆ)|
8
8 = ||γt − atˆ||
8
0− 6= 0, since
||γheit − atˆ||
8
0,8 − |γt(t) + hei − atˆ(tˆ)|
8
8
=
{
0, |γt(t) + hei − atˆ(tˆ)|
8
8 ≥ |γt(t)− atˆ(tˆ)|
8
8,
|(γt)i(t)− (atˆ)i(tˆ)|
8 − |(γt)i(t) + h− (atˆ)i(tˆ)|
8, |γt(t) + hei − atˆ(tˆ)|
8
8 < |γt(t)− atˆ(tˆ)|
8
8,
(2.36)
we have
0 ≤ lim
h→0
∣∣∣∣S
atˆ
1 (γ
hei
t )− S
atˆ
1 (γt)
h
∣∣∣∣
12
≤ lim
h→0
∣∣∣∣(|(γt)i(t)− (atˆ)i(tˆ)|8 − |(γt)i(t) + h− (atˆ)i(tˆ)|8)3
h||γheit − atˆ||
16
0,8
∣∣∣∣ = 0; (2.37)
if |γt(t)− atˆ(tˆ)|
8
8 = ||γt − atˆ||
8
0− = 0,
∂xiS
atˆ
1 (γt) = 0. (2.38)
From (2.34), (2.35), (2.37) and (2.38) we obtain that, for all (t, γt) ∈ [tˆ, T ]× Λˆ
tˆ,
∂xiS
atˆ
1 (γt) =

−
24(||γt−atˆ||
8
0,8−|γt(t)−atˆ(tˆ)|
8
8)
2((γt)i(t)−(atˆ)i(tˆ))
7
||γt−atˆ||
16
0,8
, ||γt − atˆ||
8
0,8 6= 0,
0, ||γt − atˆ||
8
0,8 = 0.
It is clear that ∂xiS
atˆ
1 (γt) ∈ C
0(Λˆtˆ).
We now consider ∂xjxiS
atˆ
1 . If |γt(t)− atˆ(tˆ)|
8
8 < ||γt − atˆ||
8
0− ,
∂xjxiS
atˆ
1 (γt)
= lim
h→0
[
−24(||γt − atˆ||
8
0,8 − |γt(t) + hej − atˆ(tˆ)|
8
8)
2((γt)i(t)− (atˆ)i(tˆ) + h1{i=j})
7
h||γt − atˆ||
16
0,8
+
24(||γt − atˆ||
8
0,8 − |γt(t)− atˆ(tˆ)|
8
8)
2((γt)i(t)− (atˆ)i(tˆ))
7
h||γt − atˆ||
16
0,8
]
=
384(||γt − atˆ||
8
0,8 − |γt(t)− atˆ(tˆ)|
8
8)((γt)i(t)− (atˆ)i(tˆ))
7((γt)j(t)− (atˆ)j(tˆ))
7
||γt − atˆ||
16
0,8
−
168(||γt − atˆ||
8
0,8 − |γt(t)− atˆ(tˆ)|
8
8)
2((γt)j(t)− (atˆ)j(tˆ))
61{i=j}
||γt − atˆ||
16
0,8
; (2.39)
if |γt(t)− atˆ(tˆ)|
8
8 > ||γt − atˆ||
8
0− ,
∂xjxiS
atˆ
1 (γt) = 0; (2.40)
if |γt(t)− atˆ(tˆ)|
8
8 = ||γt − atˆ||
8
0− 6= 0, by (2.36), we have
0 ≤ lim
h→0
∣∣∣∣∂xiS
atˆ
1 (γ
hej
t )− ∂xiS
atˆ
1 (γt)
h
∣∣∣∣
≤ lim
h→0
24
∣∣∣∣ (|(γt)i(t)− (atˆ)i(tˆ)|8 − |(γt)i(t)− (atˆ)i(tˆ) + h|8)2((γt)i(t)− (atˆ)i(tˆ) + h1{i=j})
h||γ
hej
t − atˆ||
16
0,8
∣∣∣∣
= 0; (2.41)
if |γt(t)− atˆ(tˆ)|
8
8 = ||γt − atˆ||
8
0− = 0,
∂xjxiS
atˆ
1 (γt) = 0. (2.42)
Combining (2.39), (2.40), (2.41) and (2.42) we obtain, for all (t, γt) ∈ [tˆ, T ]× Λˆ
tˆ,
∂xjxiS
atˆ
1 (γt) =


384(||γt−atˆ||
8
0,8−|γt(t)−atˆ(tˆ)|
8
8)((γt)i(t)−(atˆ)i(tˆ))
7((γt)j(t)−(atˆ)j(tˆ))
7
||γt−atˆ||
16
0,8
−
168(||γt−atˆ||
8
0,8−|γt(t)−atˆ(tˆ)|
8
8)
2((γt)j(t)−(atˆ)j(tˆ))
6
1{i=j}
||γt−atˆ||
16
0,8
, ||γt − atˆ||
8
0,8 6= 0,
0, ||γt − atˆ||
8
0,8 = 0.
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It is clear that ∂xjxiS
atˆ
1 (γt) ∈ C
0(Λˆtˆ). By simple calculation, we can see that S
atˆ
1 and all of its
derivatives grow in a polynomial way. Thus, we have show that S
atˆ
1 ∈ C
1,2
p (Λˆtˆ).
Now we prove (2.33). It is clear that, for every M ≥ 1,
ΥM(γt) ≤ (M + 1)||γt||
8
0,8, (t, γt) ∈ [0, T ]× Λˆ.
On the other hand, for all (t, γt) ∈ [0, T ]× Λˆ and every M ≥ 1,
ΥM (γt) ≥
M
3
||γt||
8
0,8, if ||γt||
8
0,8 − |γt(t)|
8
8 ≤
2
3
||γt||
8
0,8,
and
ΥM (γt) ≥
8
27
||γt||
8
0,8, if ||γt||
8
0,8 − |γt(t)|
8
8 >
2
3
||γt||
8
0,8.
Thus, we have (2.33) holds true. The proof is now complete. ✷
Remark 2.1. (i) From the above lemma, we can apply functional Ito formula to S
atˆ
1 (·).
(ii) Since ||γt−atˆ||
8
0,8 is not belongs to C
1,2(Λˆtˆ), it cannot appear as an auxiliary functional in the
proof of the uniqueness and stability of viscosity solutions. However, by the above lemma,
we can replace ||γt − atˆ||
8
0,8 with its equivalent functional Υ
M (γt, atˆ) ∈ C
1,2(Λˆtˆ).
(iii) It follows from (2.33) that Υ
M
is a gauge-type function. We can apply it to Lemma 2.3 to
get a maximum of a perturbation of the auxiliary function in the proof of uniqueness.
In the proof of uniqueness of viscosity solutions, in order to apply theorem 8.3 in [2], we also
need the following lemma.
Lemma 2.5. For M ≥ 3, we have
ΥM (γt + γ
′
t) ≤ 2
7(Υ(γt) + Υ(γ
′
t)) (t, γt), (t, γ
′
t) ∈ [0, T ] × Λˆ. (2.43)
Proof . If one of ||γt||0,8, ||γ
′
t||0,8 and ||γt + γ
′
t||0,8 is equal to 0, it is clear that (2.43) holds.
Then we may assume that all of ||γt||0,8, ||γ
′
t||0,8 and ||γt+γ
′
t||0,8 are not equal to 0. By the definition
of ΥM , we get, for every (t, γt, γ
′
t) ∈ [0, T ] × Λˆ× Λˆ,
ΥM(γt + γ
′
t) =
(||γt + γ
′
t||
8
0,8 − |γt(t) + γ
′
t(t)|
8
8)
3
||γt + γ′t||
16
0,8
+M |γt(t) + γ
′
t(t)|
8
8
= ||γt + γ
′
t||
8
0,8 −
|γt(t) + γ
′
t(t)|
24
8
||γt + γ′t||
16
0,8
+ 3
|γt(t) + γ
′
t(t)|
16
8
||γt + γ′t||
8
0,8
+ (M − 3)|γt(t) + γ
′
t(t)|
8
8.
Letting x := ||γt + γ
′
t||
8
0,8 and y := |γt(t) + γ
′
t(t)|
8
8, we have
ΥM (γt + γ
′
t) = f(x, y) := x−
y3
x2
+ 3
y2
x
+ (M − 3)y.
By
fx(x, y) = 1 + 2
(
y
x
)3
− 3
(
y
x
)2
=
(
2y
x
+ 1
)(
y
x
− 1
)2
≥ 0,
fy(x, y) = −3
y2
x2
+ 6
y
x
+ (M − 3) ≥ 0,
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||γt + γ
′
t||
8
0,8 ≤ (||γt||0,8 + ||γ
′
t||0,8)
8 ≤ 27(||γt||
8
0,8 + ||γ
′
t||
8
0,8),
and
|γt(t) + γ
′
t(t)|
8
8 ≤ (|γt(t)|8 + |γ
′
t(t)|8)
8 ≤ 27(|γt(t)|
8
8 + |γ
′
t(t)|
8
8),
we have
2−7ΥM (γt + γ
′
t) ≤ ||γt||
8
0,8 + ||γ
′
t||
8
0,8 −
(|γt(t)|
8
8 + |γ
′
t(t)|
8
8)
3
(||γt||80,8 + ||γ
′
t||
8
0,8)
2
+ 3
(|γt(t)|
8
8 + |γ
′(t)|88)
2
||γt||80,8 + ||γ
′
t||
8
0,8
+(M − 3)(|γt(t)|
8
8 + |γ
′
t(t)|
8
8).
On the other hand,
ΥM (γt) + Υ
M (γ′t) = (||γt||
8
0,8 + ||γ
′
t||
8
0,8)−
(
|γt(t)|
24
8
||γt||160,8
+
|γ′t(t)|
24
8
||γ′t||
16
0,8
)
+ 3
(
|γt(t)|
16
8
||γt||80,8
+
|γ′t(t)|
16
8
||γ′t||
8
0,8
)
+(M − 3)(|γt(t)|
8
8 + |γ
′
t(t)|
8
8),
then we obtain
ΥM(γt) + Υ
M (γ′t)− 2
−7ΥM (γt + γ
′
t)
≥ −
(
|γt(t)|
24
8
||γt||160,8
+
|γ′t(t)|
24
8
||γ′t||
16
0,8
)
+ 3
(
|γt(t)|
16
8
||γt||80,8
+
|γ′t(t)|
16
8
||γ′t||
8
0,8
)
+
(|γt(t)|
8
8 + |γ
′
t(t)|
8
8)
3
(||γt||80,8 + ||γ
′
t||
8
0,8)
2
− 3
(|γt(t)|
8
8 + |γ
′
t(t)|
8
8)
2
||γt||80,8 + ||γ
′
t||
8
0,8
.
Let a =
|γt(t)|88
||γt||80,8
, b =
|γ′t(t)|
8
8
||γ′t||
8
0,8
, x = ||γt||
8
0,8 and y = ||γ
′
t||
8
0,8, without loss of generality, we may assume
0 ≤ c := b
a
≤ 1, we get that
(||γt||
8
0,8 + ||γ
′
t||
8
0,8)
2[ΥM (γt) + Υ
M (γ′t)− 2
−7ΥM (γt + γ
′
t)]
≥ a2[(3(x + c2y)− a(x+ c3y))(x+ y)2 + a(x+ cy)3 − 3(x+ cy)2(x+ y)]
= a2[(6c2 + 3− 3c2 − 6c+ 3ac2 − 2ac3 − a)xy2 + (−2a− ac3 + 3ac− 6c− 3 + 3c2 + 6)x2y].
Let f(c) = 6c2 + 3 − 3c2 − 6c + 3ac2 − 2ac3 − a and g(c) = f ′(c) = −6ac2 + 6(a + 1)c − 6, by
g′(c) = −12ac+ 6(a+ 1) ≥ 0, we get
f ′(c) = g(c) ≤ g(1) = 0,
then
f(c) ≥ f(1) = 0.
Let f(c) = −ac3 + 3c2 + 3(a − 2)c + 3 − 2a and g(c) = f ′(c) = −3ac2 + 6c + 3(a − 2), by
g′(c) = −6ac+ 6 ≥ 0, we get
f ′(c) = g(c) ≤ g(1) = 0,
then
f(c) ≥ f(1) = 0.
From above all we obtain (2.43) holds true. The proof is now complete. ✷
We also define
S(γt) =
(||γt||
2
0 − |γt(t)|
2)3
1 + ||γt||40
, (t, γt) ∈ [0, T ] × Λˆ.
The following lemma will be used to prove the uniqueness of viscosity solutions.
15
Lemma 2.6. S ∈ C1,2p (Λˆ). Moreover,
S(γt) + |γt(t)|
2 ≥
1
4
((||γt||
2
0 − 1) ∨ 0), (t, γt) ∈ [0, T ] × Λˆ. (2.44)
Proof . It is clear that S ∈ C0(Λˆ) and ∂tS = 0 for all (t, γt) ∈ [0, T ] × Λˆ. By the similar
proving process of the above lemma, we can show that
∂xiS(γt) =
−6(||γt||
2
0 − |γt(t)|
2)2(γt)i(t)
1 + ||γt||40
, (t, γt) ∈ [0, T ]× Λˆ;
and
∂xjxiS(γt) =
24(||γt||
2
0 − |γt(t)|
2)(γt)i(t)(γt)j(t)− 6(||γt||
2
0 − |γt(t)|
2)21{i=j}
1 + ||γt||40
(t, γt) ∈ [0, T ] × Λˆ.
It is clear that ∂xiS, ∂xjxiS ∈ C
0(Λˆ). By simple calculation, we can see that S and all of its
derivatives grow in a polynomial way. Thus, we have show that S ∈ C1,2p (Λˆ).
Now we prove (2.33). It is clear that, for every (t, γt) ∈ [0, T ]× Λˆ,
S(γt) + |γt(t)|
2 ≥
1
3
||γt||
2
0, if ||γt||
2
0 − |γt(t)|
2 <
2
3
||γt||
2
0,
and
S(γt) + |γt(t)|
2 ≥
8||γt||
6
0
27(1 + ||γt||40)
≥
8
27
||γt||
2
0 −
4
27
≥
1
4
||γt||
2
0 −
1
4
, if ||γt||
2
0 − |γt(t)|
2 ≥
2
3
||γt||
2
0.
Noting S(γt) + |γt(t)|
2 ≥ 0 for every (t, γt) ∈ [0, T ] × Λˆ, we have (2.44) holds true. The proof is
now complete. ✷
Remark 2.2. We can also apply S1(·,0) to prove the uniqueness of viscosity solutions, however,
for convenience of calculation, we replace S1(·,0) by S(·).
3 Viscosity solutions to PHJB equations: Existence theorem.
In this section, we consider the second order path-dependent Hamilton-Jacobi-Bellman (PHJB)
equation (1.5). As usual, we start with classical solutions.
Definition 3.1. (Classical solution) A functional v ∈ C1,2(Λ) is called a classical solution to the
PHJB equation (1.5) if it satisfies the PHJB equation (1.5) point-wisely.
We will prove that the value functional V defined by (1.4) is a viscosity solution of PHJB
equation (1.5). We give the following definition for the viscosity solutions. For every (t, γt) ∈
[0, T ]× Λ and w ∈ C0(Λ), define
J+(γt, w) :=
{
ϕ ∈ C1,2p (Λ
t) : 0 = (w − ϕ)(γt) = sup
(s,ηs)∈[t,T ]×Λ
(w − ϕ)(ηs)
}
,
and
J−(γt, w) :=
{
ϕ ∈ C1,2p (Λ
t) : 0 = (w + ϕ)(γt) = inf
(s,ηs)∈[t,T ]×Λ
(w + ϕ)(ηs)
}
.
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Definition 3.2. w ∈ C0(Λ) is called a viscosity subsolution (resp., supersolution) to (1.5) if
the terminal condition, w(γT ) ≤ φ(γT )(resp., w(γT ) ≥ φ(γT )) for all γT ∈ ΛT is satisfied, and
whenever ϕ ∈ J+(γs, w) (resp., ϕ ∈ J
−(γs, w)) with (s, γs) ∈ [0, T ) × Λ, we have
∂tϕ(γs) +H(γs, ϕ(γs), ∂xϕ(γs), ∂xxϕ(γs)) ≥ 0,
(resp., −∂tϕ(γs) +H(γs,−ϕ(γs),−∂xϕ(γs),−∂xxϕ(γs)) ≤ 0).
w ∈ C0(Λ) is said to be a viscosity solution to equation (1.5) if it is both a viscosity subsolution
and a viscosity supersolution.
Remark 3.1. Assume that the coefficients F (γt, u) = F (t, γt(t), u), G(γt, u) = G(t, γt(t), u), V (γt) =
V (t, γt(t)), q(γt, y, z, u) = q(t, γt(t), y, z, u), φ(ηT ) = φ(ηT (T )) for all (t, γt, y, z, u) ∈ [0, T ] × Λ ×
R×Rn × U and ηT ∈ ΛT . Then PHJB equation (1.5) reduces to the following HJB equation:{
V t+(t, x) +H(t, x, V (t, x),∇xV (t, x),∇
2
xV (t, x)) = 0, (t, x) ∈ [0, T ) ×R
d,
V (T, x) = φ(x), x ∈ Rd;
(3.1)
where
H(t, x, r, p, l) = sup
u∈U
[(p, F (t, x, u))Rd +
1
2
tr[lG(t, x, u)G
⊤
(t, x, u)]
+q(t, x, r,G
⊤
(t, x, u)p, u)], (t, x, r, p, l) ∈ [0, T ]×Rd ×R×Rd × Γ(Rd).
Here and in the sequel, ∇x and ∇
2
x denote the standard first and second order derivatives with respect
to x. However, slightly different from the HJB literature, V t+ denotes the right time-derivative of
V .
The following theorem show that our definition of viscosity solutions to PHJB equation (1.5) is
a natural extension of classical viscosity solution to HJB equation (3.1).
Theorem 3.1. Consider the setting in Remark 3.1. Assume that V is a viscosity solution of
PHJB equation (1.5) in the sense of Definition 3.2. Then V is a viscosity solution of HJB equation
(3.1) in the standard sense (see Definition 5.1 on page 190 of [39]).
Proof. Without loss of generality, we shall only prove the viscosity subsolution property.
First, from V is a viscosity subsolution of equation (1.5), it follows that, for every x ∈ Rd,
V (T, x) = V (γT ) ≤ φ(γT ) = φ(x),
where γT ∈ Λ with γT (T ) = x.
Next, let ϕ ∈ C1,2([0, T ] ×Rd) and (t, x) ∈ [0, T ) ×Rd such that
0 = (V − ϕ)(t, x) = sup
(s,y)∈[0,T ]×Rd
(V − ϕ)(s, y).
We can modify ϕ such that ϕ ∈ C1,2p ([0, T ]×Rd). Define ϕ : Λˆ→ R by
ϕ(γs) = ϕ(s, γs(s)), (s, γs) ∈ [0, T ] × Λˆ,
and define γˆt ∈ Λt by
γˆt(s) = x, s ∈ [0, t].
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It is clear that,
∂xϕ(γs) = ∇xϕ(s, γs(s)), ∂xxϕ(γs) = ∇
2
xϕ(s, γs(s)), (s, γs) ∈ [0, T ] × Λˆ,
∂tϕ(γs) = ϕt+(s, γs(s)), (s, γs) ∈ [0, T )× Λˆ,
and
∂tϕ(γT ) = lim
s<T,s↑T
∂tϕ(γT |[0,s]) = lim
s<T,s↑T
ϕt+(s, γT (s)) = ϕt+(T, lim
s<T,s↑T
γT (s)), γT ∈ ΛˆT .
Thus we have ϕ ∈ C1,2p (Λ) ⊂ C
1,2
p (Λt). Moreover, by the definitions of V and ϕ,
0 = (V − ϕ)(γˆt) = (V − ϕ)(t, x) = sup
(s,y)∈[0,T ]×Rd
(V − ϕ)(s, y) = sup
(s,γs)∈[t,T ]×Λ
(V − ϕ)(γs).
Therefore, ϕ ∈ J+(γˆt, V ) with (t, γˆt) ∈ [0, T ) × Λ. Since V is a viscosity subsolution of PHJB
equation (1.5), we have
∂tϕ(γˆt) +H(γˆt, ϕ(γˆt), ∂xϕ(γˆt), ∂xxϕ(γˆt))] ≥ 0.
Thus,
ϕt+(t, x) +H(t, x, ϕ(t, x),∇xϕ(t, x),∇
2
xϕ(t, x)) ≥ 0.
By the arbitrariness of ϕ ∈ C1,2([0, T ] × Rd), we see that V is a viscosity subsolution of HJB
equation (3.1), and thus completes the proof. ✷
We are now in a position to give the existence proof for the viscosity solutions.
Theorem 3.2. Suppose that Hypothesis 2.4 holds. Then the value functional V defined by (1.4)
is a viscosity solution to equation (1.5).
Proof. We let ϕ ∈ J+(γˆtˆ, V ) with (tˆ, γˆtˆ) ∈ [0, T )×Λ. For 0 < δ ≤ T− tˆ, we have tˆ < tˆ+δ ≤ T ,
then by the DPP (Theorem 2.3), we obtain the following result:
0 = V (γˆtˆ)− ϕ(γˆtˆ) = ess sup
u∈U [tˆ,tˆ+δ]
G
γˆtˆ,u
tˆ,t+δ
[V (X
γˆtˆ,u
tˆ+δ
)]− ϕ(γˆtˆ). (3.2)
Then, for any ε > 0 and 0 < δ ≤ T − tˆ, we can find a control uε(·) ≡ uε,δ(·) ∈ U [tˆ, tˆ+ δ] such that
the following result holds:
−εδ ≤ G
γˆtˆ,u
ε
tˆ,tˆ+δ
[V (X
γˆtˆ,u
ε
tˆ+δ
)]− ϕ(γˆtˆ). (3.3)
We note that G
γˆtˆ,u
ε
s,tˆ+δ
[V (X
γˆtˆ,u
ε
tˆ+δ
)] is defined in terms of the solution of the BSDE:
{
dY γˆtˆ,u
ε
(s) = −q(X
γˆtˆ,u
ε
s , Y γˆtˆ,u
ε
(s), Z γˆtˆ,u
ε
(s), uε(s))ds + Z γˆtˆ,u
ε
(s)dW (s), s ∈ [tˆ, tˆ+ δ],
Y γˆtˆ,u
ε
(tˆ+ δ) = V (X
γˆtˆ,u
ε
tˆ+δ
),
(3.4)
by the following formula:
G
γˆtˆ,u
ε
s,tˆ+δ
[V (X
γˆtˆ,u
ε
tˆ+δ
)] = Y γˆtˆ,u
ε
(s), s ∈ [tˆ, tˆ+ δ].
Applying functional Itoˆ formula (2.4) to ϕ(X
γˆtˆ ,u
ε
s ), we get that
ϕ(X
γˆtˆ,u
ε
s ) = ϕ(γˆtˆ) +
∫ s
tˆ
(Lϕ)(X
γˆtˆ ,u
ε
σ , u
ε(σ))dσ −
∫ s
tˆ
q(X
γˆtˆ,u
ε
σ , ϕ(X
γˆtˆ ,u
ε
σ ), [∂xϕ(X
γˆtˆ ,u
ε
σ )]
⊤
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×G(X
γˆtˆ,u
ε
σ , u
ε(σ)), uε(σ))dσ +
∫ s
tˆ
[∂xϕ(X
γˆtˆ ,u
ε
σ )]
⊤G(X
γˆtˆ,u
ε
σ , u
ε(σ))dW (σ), (3.5)
where
(Lϕ)(γt, u) = ∂tϕ(γt) + (∂xϕ(γt), F (γt, u))Rd +
1
2
tr[∂xxϕ(γt)G(γt, u)G(γt, u)
⊤]
+q(γt, ϕ(γt), (∂xϕ(γt))
⊤G(γt, u), u), (t, γt, u) ∈ [0, T ]× Λ× U.
Set
Y 2,γˆtˆ,u
ε
(s) := ϕ(X
γˆtˆ ,u
ε
s )− Y
γˆtˆ,u
ε
(s), s ∈ [tˆ, tˆ+ δ],
Z2,γˆtˆ,u
ε
(s) := [∂xϕ(X
γˆtˆ ,u
ε
s )]
⊤G(X
γˆtˆ,u
ε
s , u
ε(s))− Z γˆtˆ,u
ε
(s), s ∈ [tˆ, tˆ+ δ].
Comparing (3.4) and (3.5), we have, P -a.s.,
dY 2,γˆtˆ,u
ε
(s) = [(Lϕ)(X
γˆtˆ ,u
ε
s , u
ε(s))− q(X
γˆtˆ,u
ε
s , ϕ(X
γˆtˆ ,u
ε
s ), [∂xϕ(X
γˆtˆ ,u
ε
s )]
⊤G(X
γˆtˆ,u
ε
s , u
ε(s)), uε(s))
+q(X
γˆtˆ,u
ε
s , Y
γˆtˆ,u
ε
(s), Z γˆtˆ,u
ε
(s), uε(s))]ds + Z2,γˆtˆ,u
ε
(s)dW (s)
= [(Lϕ)(X
γˆtˆ ,u
ε
s , u
ε(s))−A(s)Y 2,γˆtˆ,u
ε
(s)− (A¯(s), Z2,γˆtˆ,u
ε
(s))Rn ]ds + Z
2,γˆtˆ,u
ε
(s)dW (s),
where |A| ∨ |A¯| ≤ L. Therefore, we obtain (see Proposition 2.2 in [17])
Y 2,γˆtˆ,u
ε
(tˆ) = E
[
Y 2,γˆtˆ,u
ε
(t+ δ)Γtˆ(tˆ+ δ) −
∫ tˆ+δ
tˆ
Γtˆ(σ)(Lϕ)(X
γˆtˆ ,u
ε
σ , u
ε(σ))dσ
∣∣∣∣Ftˆ
]
, (3.6)
where Γtˆ(·) solves the linear SDE
dΓtˆ(s) = Γtˆ(s)(A(s)ds + A¯(s)dW (s)), s ∈ [tˆ, tˆ+ δ]; Γtˆ(tˆ) = 1.
Obviously, Γtˆ ≥ 0. Combining (3.3) and (3.6), we have
−ε ≤
1
δ
E
[
− Y 2,γˆtˆ,u
ε
(tˆ+ δ)Γtˆ(tˆ+ δ) +
∫ tˆ+δ
tˆ
Γtˆ(σ)(Lϕ)(X
γˆtˆ ,u
ε
σ , u
ε(σ))dσ
]
= −
1
δ
E
[
Y 2,γˆtˆ,u
ε
(tˆ+ δ)Γtˆ(tˆ+ δ)
]
+
1
δ
E
[ ∫ tˆ+δ
tˆ
(Lϕ)(γˆtˆ, u
ε(σ))dσ
]
+
1
δ
E
[ ∫ tˆ+δ
tˆ
[(Lϕ)(X
γˆtˆ ,u
ε
σ , u
ε(σ)) − (Lϕ)(γˆtˆ, u
ε(σ))]dσ
]
+
1
δ
E
[ ∫ tˆ+δ
tˆ
(Γtˆ(σ)− 1)(Lϕ)(X
γˆtˆ ,u
ε
σ , u
ε(σ))dσ
]
:= I + II + III + IV. (3.7)
Since the coefficients in L satisfy linear growth condition, combining the regularity of ϕ ∈ C1,2p (Λtˆ),
there exist a integer p¯ ≥ 1 and a constant C > 0 independent of u ∈ U such that, for all (t, γt, u) ∈
[0, T ]× Λ× U ,
|ϕ(γt)| ∨ |(Lϕ)(γt, u)| ≤ C(1 + ||γt||0)
p¯. (3.8)
In view of Lemma 2.1, we also have
sup
u∈U [tˆ,tˆ+δ]
E[ sup
tˆ≤s≤tˆ+δ
|Γtˆ(s)− 1|2] ≤ Cδ.
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Thus, by ϕ ∈ J+(γˆtˆ, V ),
I = −
1
δ
E
[(
ϕ(X
γˆtˆ ,u
ε
tˆ+δ
)− Y γˆtˆ,u
ε
(tˆ+ δ)
)
Γtˆ(tˆ+ δ)
]
=
1
δ
E
[(
V (X
γˆtˆ,u
ε
tˆ+δ
)− ϕ(X
γˆtˆ ,u
ε
tˆ+δ
)
)
Γtˆ(tˆ+ δ)
]
≤ 0; (3.9)
II ≤
1
δ
[ ∫ tˆ+δ
tˆ
sup
u∈U
(Lϕ)(γˆtˆ, u)dσ
]
= ∂tϕ(γˆtˆ) +H(γˆtˆ, ϕ(γˆtˆ), ∂xϕ(γˆtˆ), ∂xxϕ(γˆtˆ)). (3.10)
Now we estimate higher order terms III and IV . By (3.8) and the dominated convergence
theorem, we have
lim
σ→tˆ
E|(Lϕ)(X
γˆtˆ ,u
ε
σ , u
ε(σ))− (Lϕ)(γˆtˆ, u
ε(σ))| = 0,
then
limδ→0|III| ≤
1
δ
∫ tˆ+δ
tˆ
E|(Lϕ)(X
γˆtˆ ,u
ε
σ , u
ε(σ)) − (Lϕ)(γˆtˆ, u
ε(σ))|dσ = 0; (3.11)
and, for some finite constant C > 0,
|IV | ≤
1
δ
∫ tˆ+δ
tˆ
E|Γtˆ(σ)− 1||(Lϕ)(X
γˆtˆ ,u
ε
σ , u
ε(σ)|dσ
≤
1
δ
∫ tˆ+δ
tˆ
(E(Γtˆ(σ)− 1)2)
1
2 (E((Lϕ)(X
γˆtˆ ,u
ε
σ , u
ε(σ))2)
1
2dσ
≤ C(1 + ||γˆtˆ||0)
p¯δ
1
2 . (3.12)
Substituting (3.9), (3.10), (3.11) and (3.12) into (3.7), we have
−ε ≤ ∂tϕ(γˆtˆ) +H(γˆtˆ, ϕ(γˆtˆ), ∂xϕ(γˆtˆ), ∂xxϕ(γˆtˆ))
+
1
δ
∫ tˆ+δ
tˆ
E|(Lϕ)(X
γˆtˆ ,u
ε
σ , u
ε(σ)) − (Lϕ)(γˆtˆ, u
ε(σ))|dσ + C(1 + ||γˆtˆ||0)
p¯δ
1
2 . (3.13)
Sending δ to 0, we have
−ε ≤ ∂tϕ(γˆtˆ) +H(γˆtˆ, ϕ(γˆtˆ), ∂xϕ(γˆtˆ), ∂xxϕ(γˆtˆ)).
By the arbitrariness of ε, we show V is a viscosity subsolution to (1.5).
In a symmetric (even easier) way, we show that V is also a viscosity supsolution to equation
(1.5). This step completes the proof. ✷
Now, let us give the result of classical solutions, which show the consistency of viscosity solutions.
Theorem 3.3. Let V denote the value functional defined by (1.4). If V ∈ C1,2p (Λ), then V is a
classical solution of (1.5).
Proof . First, using the definition of V yields V (γT ) = φ(γT ) for all γT ∈ ΛT . Next, for fixed
(t, γt, u) ∈ [0, T )× Λ× U , from the DPP (Theorem 2.3), we obtain the following result:
0 ≥ Gγt,ut,t+δ [V (X
γt,u
t+δ )]− V (γt), 0 ≤ δ ≤ T − t. (3.14)
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Thus
0 ≥
∫ t+δ
t
q(Xγt,us , Y
γt,u(s), Zγt,u(s), u)ds + V (Xγt,ut+δ )−
∫ t+δ
t
Zγt,u(s)dW (s)− V (γt).
Applying functional Itoˆ formula (2.4) to V (Xγt,ut+δ ), the inequality above implies that, for all 0 ≤
δ ≤ T − t,
0 ≥
∫ t+δ
t
q(Xγt,us , Y
γt,u(s), Zγt,u(s), u)ds +
∫ t+δ
t
(LV )(Xγt,us , u)ds,
−
∫ t+δ
t
q(Xγt,us , V (X
γt,u
s ), (∂xV (X
γt ,u
s ))
⊤G(Xγt,us , u), u)ds,
+
∫ t+δ
t
(∂xV (X
γt,u
s ))
⊤G(Xγt ,us , u)− Z
γt,u(s)dW (s),
=
∫ t+δ
t
[(LV )(Xγt,us , u)ds −A(s)Y
2(s)− (A¯(s), Z2(s))Rn ]ds+
∫ t+δ
t
Z2(s)dW (s),
where
Y 2(s) := V (Xγt,us )− Y
γt,u(s), s ∈ [t, t+ δ],
Z2(s) := (∂xV (X
γt,u
s ))
⊤G(Xγt ,us , u)− Z
γt,u(s), s ∈ [t, t+ δ],
and |A| ∨ |A¯| ≤ L. Therefore, we obtain (see Proposition 2.2 in [17])
Y 2(t) = E
[
Y 2(t+ δ)Γt(t+ δ)−
∫ t+δ
t
Γt(σ)(Lϕ)(Xγt ,uσ , u(σ))dσ
∣∣∣∣Ft
]
, (3.15)
where Γt(·) solves the linear SDE
dΓt(s) = Γt(s)(A(s)ds + A¯(s)dW (s)), s ∈ [t, t+ δ]; Γt(t) = 1.
Obviously, Γt ≥ 0. Combining (3.14) and (3.15), we obtain that
0 ≥
1
δ
E
[ ∫ t+δ
t
(LV )(γt, u)dσ
]
+
1
δ
E
[ ∫ t+δ
t
[(LV )(Xγt ,uσ , u)− (LV )(γt, u)]dσ
]
+
1
δ
E
[ ∫ t+δ
t
(Γt(σ)− 1)(LV )(Xγt ,uσ , u)dσ
]
.
By the proving process of the above theorem, letting δ → 0, we have
0 ≥ (LV )(γt, u).
By taking the supremum over u ∈ U , we get that
0 ≥ ∂tV (γt) +H(γt, V (γt), ∂xV (γt), ∂xxV (γt)). (3.16)
On the other hand, let (t, γt) ∈ [0, T ) × Λ be fixed. Then, by (2.17), there exists an u˜ ≡ u
ε,δ ∈
U [t, t+ δ] for any ε > 0 and 0 ≤ δ ≤ T − t such that
−εδ ≤ Gγt,u˜t,t+δ [V (X
γt,u˜
t+δ )]− V (γt). (3.17)
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Thus we have
−εδ ≤
∫ t+δ
t
q(Xγt,u˜s , Y
γt,u˜(s), Zγt,u˜(s), u˜(s))ds + V (Xγt,u˜t+δ )−
∫ t+δ
t
Zγt,u˜(s)dW (s)− V (γt).
Applying functional Itoˆ formula (2.4) to V (Xγt,u˜t+δ ), the inequality above implies that, for all 0 ≤
δ ≤ T − t,
−εδ ≤
∫ t+δ
t
q(Xγt,u˜s , Y
γt,u˜(s), Zγt,u˜(s), u˜(s))ds+
∫ t+δ
t
(LV )(Xγt,u˜s , u˜(s))ds
−
∫ t+δ
t
q(Xγt,u˜s , V (X
γt,u˜
s ), (∂xV (X
γt,u˜
s ))
⊤G(Xγt,u˜s , u˜(s)), u˜(s))ds
+
∫ t+δ
t
(∂xV (X
γt,u˜
s ))
⊤G(Xγt,u˜s , u˜(s))− Z
γt,u˜(s)dW (s),
=
∫ t+δ
t
[(LV )(Xγt ,u˜s , u˜(s))ds −A1(s)Y˜
2(s)− (A¯1(s), Z˜
2(s))Rn ]ds+
∫ t+δ
t
Z˜2(s)dW (s),
where
Y˜ 2(s) := V (Xγt,u˜s )− Y
γt,u˜(s), s ∈ [t, t+ δ],
Z˜2(s) := (∂xV (X
γt,u˜
s ))
⊤G(Xγt ,u˜s , u)− Z
γt,u˜(s), s ∈ [t, t+ δ],
and |A1| ∨ |A¯1| ≤ L. Therefore, we obtain (see Proposition 2.2 in [17])
Y˜ 2(t) = E
[
Y˜ 2(t+ δ)Γ˜t(t+ δ)−
∫ t+δ
t
Γ˜t(σ)(Lϕ)(Xγt ,u˜σ , u˜(σ))dσ
∣∣∣∣Ft
]
, (3.18)
where Γ˜t(·) solves the linear SDE
dΓ˜t(s) = Γ˜t(s)(A1(s)ds+ A¯1(s)dW (s)), s ∈ [t, t+ δ]; Γ˜
t(t) = 1.
Obviously, Γ˜t ≥ 0. Combining (3.17) and (3.18), we get that
−ε ≤ ∂tV (γt) +H(γt, V (γt), ∂xV (γt), ∂xxV (γt))
+
1
δ
E
[ ∫ t+δ
t
[(LV )(Xγt,u˜σ , u˜(σ)) − (LV )(γt, u˜(σ))]dσ
]
+
1
δ
E
[ ∫ t+δ
t
(Γ˜t(σ)− 1)(LV )(Xγt,u˜σ , u˜(σ))dσ
]
.
By the proving process of the above theorem, letting δ → 0, we obtain
−ε ≤ ∂tV (γt) +H(γt, V (γt), ∂xV (γt), ∂xxV (γt)).
The desired result is obtained by combining the inequality given above with (3.16). ✷
We conclude this section with the stability of viscosity solutions.
Theorem 3.4. Let F,G, q, φ satisfy Hypothesis 2.4, and v ∈ C0(Λ). Assume
(i) for any ε > 0, there exist F ε, Gε, qε, φε and vε ∈ C0(Λ) such that F ε, Gε, qε, φε satisfy Hypothesis
2.4 and vε is a viscosity subsolution (resp., supsolution) of PHJB equation (1.5) with generators
F ε, Gε, qε, φε;
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(ii) as ε→ 0, (F ε, Gε, qε, φε, vε) converge to (F,G, q, φ, v) uniformly in the following sense:
lim
ε→0
sup
(t,γt,x,y,u)∈[0,T ]×Λ×R×Rd×U
sup
ηT∈ΛT
[(|F ε − F |+ |Gε −G|)(γt, u)
+ |qε − q|(γt, x,G
⊤(γt, u)y, u) + |φ
ε − φ|(ηT ) + |v
ε − v|(γt)] = 0. (3.19)
Then v is a viscosity subsoluiton (resp., supersolution) of PHJB equation (1.5) with generators
F,G, q, φ.
Proof . Without loss of generality, we shall only prove the viscosity subsolution property.
First, from vε is a viscosity subsolution of equation (1.5) with generators F ε, Gε, qε, φε, it follows
that
vε(γT ) ≤ φ
ε(γT ), γT ∈ ΛT .
Letting ε→ 0, we have
v(γT ) ≤ φ(γT ), γT ∈ ΛT .
Next, we let ϕ ∈ J+(γˆtˆ, v) with (tˆ, γˆtˆ) ∈ [0, T ) × Λ. Denote ϕ1(γt) := ϕ(γt) + Υ
1
(γt, γˆtˆ) for all
(t, γt) ∈ [0, T ] × Λ. By Lemma 2.4, we have ϕ1 ∈ C
1,2
p (Λtˆ). For every ε > 0, since vε − ϕ1 is a
upper semicontinuous functional and Υ
1
is a gauge-type function, from Lemma 2.3 it follows that,
for every (t0, γ
0
t0
) ∈ [tˆ, T ]× Λtˆ satisfy
(vε − ϕ1)(γ
0
t0
) ≥ sup
(s,γs)∈[tˆ,T ]×Λtˆ
(vε − ϕ1)(γs)− ε, and (v
ε − ϕ1)(γ
0
t0
) ≥ (vε − ϕ1)(γˆtˆ),
there exist (tε, γ
ε
tε
) ∈ [tˆ, T ]× Λtˆ and a sequence {(ti, γ
i
ti
)}i≥1 ⊂ [tˆ, T ]× Λ
tˆ such that
(i) Υ
1
(γ0t0 , γ
ε
tε) ≤ ε, Υ
1
(γiti , γ
ε
tε) ≤
ε
2i
and ti ↑ tε as i→∞,
(ii) (vε − ϕ1)(γ
ε
tε)−
∑∞
i=0Υ
1
(γiti , γ
ε
tε) ≥ (v
ε − ϕ1)(γ
0
t0
), and
(iii) (vε − ϕ1)(γs)−
∑∞
i=0 ϕ1(γ
i
ti
, γs) < (v
ε − ϕ1)(γ
ε
tε
)−
∑∞
i=0Υ
1
(γiti , γ
ε
tε
) for all (s, γs) ∈ [tε, T ] ×
Λtε \ {(tε, γ
ε
tε
)}.
We claim that
d∞(γ
ε
tε
, γˆtˆ)→ 0 as ε→ 0. (3.20)
Indeed, if not, by (2.33), we can assume that there exists an ν0 > 0 such that
Υ
1
(γεtε , γˆtˆ) ≥ ν0.
Thus, we obtain that
0 = (v − ϕ)(γˆtˆ) = lim
ε→0
(vε − ϕ1)(γˆtˆ) ≤ lim
ε→0
[
(vε − ϕ1)(γ
ε
tε
)−
∞∑
i=0
Υ
1
(γiti , γ
ε
tε
)
]
= lim
ε→0
[
(vε − ϕ)(γεtε)−Υ
1
(γεtε , γˆtˆ)−
∞∑
i=0
Υ
1
(γiti , γ
ε
tε)
]
≤ lim
ε→0
[
(v − ϕ)(γεtε) + (v
ε − v)(γεtε)−
∞∑
i=0
Υ
1
(γiti , γ
ε
tε)
]
− ν0 ≤ (v − ϕ)(γˆtˆ)− ν0 = −ν0,
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contradicting ν0 > 0. We notice that, by the property (i) of (tε, γ
ε
tε
),
2
∞∑
i=0
(tε − ti) ≤ 2
∞∑
i=0
(
ε
2i
) 1
2
≤ 8ε
1
2 ;
|∂xΥ
1(γεtε , γˆtˆ)| ≤ 32|γˆtˆ(tˆ)− γ
ε
tε
(tε)|
7
14, |∂xxΥ
1(γεtε , γˆtˆ)| ≤ 720|γˆtˆ(tˆ)− γ
ε
tε
(tε)|
6
6;
∣∣∣∣∂x
∞∑
i=0
Υ1(γiti , γ
ε
tε)
∣∣∣∣ ≤ 32
∞∑
i=0
|γiti(ti)− γ
ε
tε(tε)|
7
14 ≤ 32d
1
3
∞∑
i=0
|γiti(ti)− γ
ε
tε(tε)|
7
6
≤ 32d
1
3
∞∑
i=0
(
ε
2i
) 7
6
≤ 64d
1
3 ε
7
6 ;
and ∣∣∣∣∂xx
∞∑
i=0
Υ1(γiti , γ
ε
tε)
∣∣∣∣ ≤ 720
∞∑
i=0
|γiti(ti)− γ
ε
tε(tε)|
6
6 ≤ 720
∞∑
i=0
ε
2i
≤ 1440ε.
Then for any ̺ > 0, by (3.19) and (3.20), there exists ε > 0 small enough such that
tˆ ≤ tε < T, 2|tε − tˆ|+ 2
∞∑
i=0
(tε − ti) ≤
̺
4
,
and
|∂tϕ(γ
ε
tε)− ∂tϕ(γˆtˆ)| ≤
̺
4
, |I| ≤
̺
4
, |II| ≤
̺
4
,
where
I = Hε(γεtε , v
ε(γεtε), ∂xϕ2(γ
ε
tε), ∂xxϕ2(γ
ε
tε))−H(γ
ε
tε , v
ε(γεtε), ∂xϕ2(γ
ε
tε), ∂xxϕ2(γ
ε
tε)),
II = H(γεtε , v
ε(γεtε), ∂xϕ2(γ
ε
tε
), ∂xxϕ2(γ
ε
tε
))−H(γˆtˆ, ϕ(γˆtˆ), ∂xϕ(γˆtˆ), ∂xxϕ(γˆtˆ)),
ϕ2(γ
ε
tε) = ϕ1(γ
ε
tε) +
∞∑
i=0
Υ
1
(γiti , γ
ε
tε),
and
Hε(γt, r, p, l) = sup
u∈U
[(p, F ε(γt, u))Rd +
1
2
tr[lGε(γt, u)G
ε⊤(γt, u)]
+qε(γt, r,G
ε⊤(γt, u)p, u)], (t, γt, r, p, l) ∈ [0, T ] × Λ×R×R
d × Γ(Rd).
Since vε is a viscosity subsolution of PHJB equation (1.5) with generators F ε, Gε, qε, φε, we have
∂tϕ2(γ
ε
tε
) +Hε(γεtε , v
ε(γεtε), ∂xϕ2(γ
ε
tε
), ∂xxϕ2(γ
ε
tε
)) ≥ 0.
Thus
0 ≤ ∂tϕ(γ
ε
tε) + 2(tε − tˆ) + 2
∞∑
i=0
(tε − ti) +H(γˆtˆ, ϕ(γˆtˆ), ∂xϕ(γˆtˆ), ∂xxϕ(γˆtˆ)) + I + II
= ∂tϕ(γˆtˆ) +H(γˆtˆ, ϕ(γˆtˆ), ∂xϕ(γˆtˆ), ∂xxϕ(γˆtˆ)) + ̺.
Letting ̺ ↓ 0, we show that
∂tϕ(γˆtˆ) +H(γˆtˆ, ϕ(γˆtˆ), ∂xϕ(γˆtˆ), ∂xxϕ(γˆtˆ)) ≥ 0.
Since ϕ ∈ C1,2p (Λtˆ) is arbitrary, we see that v is a viscosity subsolution of PHJB equation (1.5)
with generators F,G, q, φ, and thus completes the proof. ✷
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4 Viscosity solutions to PHJB equations: Uniqueness theorem.
This section is devoted to a proof of uniqueness of viscosity solutions to (1.5). This result, together
with the results from the previous section, will be used to characterize the value functional defined
by (1.4).
We assume without loss of generality that, there exists a constant K > 0 such that, for all
(t, γt, p, l) ∈ [0, T ]× Λ×R
d × Γ(Rd) and r1, r2 ∈ R such that r1 < r2,
H(γt, r1, p, l)−H(γt, r2, p, l) ≥ K(r2 − r1). (4.1)
We now state the main result of this section.
Theorem 4.1. Suppose Hypothesis 2.4 holds. Let W1 ∈ C
0(Λ) (resp.,W2 ∈ C
0(Λ)) be a viscosity
subsolution (resp., supsolution) to equation (1.5) and let there exist constant L > 0 such that, for
any (t, γt), (s, ηs) ∈ [0, T ]× Λ,
|W1(γt)| ∨ |W2(γt)| ≤ L(1 + ||γt||0); (4.2)
|W1(γt)−W1(ηs)| ∨ |W2(γt)−W2(ηs)| ≤ L(1 + ||γt||0 + ||ηs||0)|s − t|
1
2 + L||γt − ηs||0. (4.3)
Then W1 ≤W2.
Theorems 3.2 and 4.1 lead to the result (given below) that the viscosity solution to PHJB
equation given in (1.5) corresponds to the value functional V of our optimal control problem given
in (1.1), (1.3) and (1.4).
Theorem 4.2. Let Hypothesis 2.4 hold. Then the value functional V defined by (1.4) is the
unique viscosity solution to (1.5) in the class of functionals satisfying (4.2) and (4.3).
Proof . Theorem 3.2 shows that V is a viscosity solution to equation (1.5). Thus, our
conclusion follows from Theorems 2.4 and 4.1. ✷
Next, we prove Theorem 4.1. Let W1 be a viscosity subsolution of PHJB equation (1.5). We
note that for δ > 0, the functional defined by W˜ := W1 −
δ
t
is a subsolution for{
∂tW˜ (γt) +H(γt, W˜ (γt), ∂xW˜ (γt), ∂xxW˜ (γt)) =
δ
t2
, (t, γt) ∈ [0, T ) × Λ,
W˜ (γT ) = φ(γT ), γT ∈ ΛT .
As W1 ≤ W2 follows from W˜ ≤ W2 in the limit δ ↓ 0, it suffices to prove W1 ≤ W2 under the
additional assumption given below:
∂tW1(γt) +H(γt,W1(γt), ∂xW1(γt), ∂xxW1(γt)) ≥ c, c :=
δ
T 2
, (t, γt) ∈ [0, T ) × Λ.
Proof of Theorem 4.1 The proof of this theorem is rather long. Thus, we split it into
several steps.
Step 1. Definitions of auxiliary functionals.
We only need to prove that W1(γt) ≤W2(γt) for all (t, γt) ∈ [T − a¯, T )× Λ. Here,
a¯ =
1
128(2L2 + L)
∧ T.
Then, we can repeat the same procedure for the case [T − ia¯, T − (i − 1)a¯). Thus, we assume the
converse result that (t˜, γ˜t˜) ∈ [T − a¯, T )× Λ exists such that m˜ :=W1(γ˜t˜)−W2(γ˜t˜) > 0.
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Consider that ε > 0 is a small number such that
W1(γ˜t˜)−W2(γ˜t˜)− 2ε
νT − t˜
νT
(S(γ˜t˜) + |γ˜t˜(t˜)|
2)−
ε
t˜− T + a¯
>
m˜
2
,
and
ε
νT
≤
c
2
, (4.4)
where
ν = 1 +
1
128T (2L2 + L)
.
Next, we define for any (t, γt, ηt) ∈ (T − a¯, T ]× Λ× Λ,
Ψ(γt, ηt) = W1(γt)−W2(ηt)− βΥ
3(γt, ηt)− β|γt(t)− ηt(t)|
6
6
−ε
νT − t
νT
(S(γt) + |γt(t)|
2 + S(ηt) + |ηt(t)|
2)−
ε
t− T + a¯
.
Define a sequence of positive numbers {δi}i≥0 by δi =
1
2i
for all i ≥ 0. Since Ψ is a upper
semicontinuous function bounded from above and Υ
3
is a gauge-type function, from Lemma 2.3 it
follows that, for every (t0, γ
0
t0
, η0t0) ∈ [t˜, T ]× Λ
t˜ × Λt˜ satisfy
Ψ(γ0t0 , η
0
t0
) ≥ sup
(s,γs,ηs)∈[t˜,T ]×Λt˜×Λt˜
Ψ(γs, ηs)−
1
β
, and Ψ(γ0t0 , η
0
t0
) ≥ Ψ(γ˜t˜, γ˜t˜) >
m˜
2
,
there exist (tˆ, γˆtˆ, ηˆtˆ) ∈ [t˜, T ]× Λ
t˜ × Λt˜ and a sequence {(ti, γ
i
ti
, ηiti)}i≥1 ⊂ [t˜, T ]× Λ
t˜ × Λt˜ such that
(i) Υ3(γ0t0 , γˆtˆ) + Υ
3(η0t0 , ηˆtˆ) + |tˆ − t0|
2 ≤ 1
β
, Υ3(γiti , γˆtˆ) + Υ
3(ηiti , ηˆtˆ) + |tˆ − ti|
2 ≤ 1
β2i
and ti ↑ tˆ as
i→∞,
(ii) Ψ(γˆtˆ, ηˆtˆ)−
∑∞
i=0
1
2i
[Υ3(γiti , γˆtˆ) + Υ
3(ηiti , ηˆtˆ) + |tˆ− ti|
2] ≥ Ψ(γ0t0 , η
0
t0
), and
(iii) for all (s, γs, ηs) ∈ [tˆ, T ]× Λ
tˆ × Λtˆ \ {(tˆ, γˆtˆ, ηˆtˆ)},
Ψ(γs, ηs)−
∞∑
i=0
1
2i
[Υ3(γiti , γs) + Υ
3(ηiti , ηs) + |s− ti|
2]
< Ψ(γˆtˆ, ηˆtˆ)−
∞∑
i=0
1
2i
[Υ3(γiti , γˆtˆ) + Υ
3(ηiti , ηˆtˆ) + |tˆ− ti|
2]. (4.5)
We should note that the point (tˆ, γˆtˆ, ηˆtˆ) depends on β and ε.
Step 2. There exists M0 > 0 such that
||γˆtˆ||0 ∨ ||ηˆtˆ||0 < M0, (4.6)
and for every m ∈ N, the following result holds true:
β||γˆtˆ − ηˆtˆ||
8
0,m + β|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
4
m||γˆtˆ − ηˆtˆ||
2
0 → 0 as β →∞. (4.7)
Let us show the above. First, noting ν is independent of β, by the definition of Ψ, there exists an
M0 > 0 that is sufficiently large that Ψ(γt, ηt) < 0 for all t ∈ (T − a¯, T ] and ||γt||0 ∨ ||ηt||0 ≥ M0.
Thus, we have ||γˆtˆ||0 ∨ ||ηˆtˆ||0 ∨ ||γ
0
t0
||0 ∨ ||η
0
t0
||0 < M0.
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Second, by (4.5), we have
2Ψ(γˆtˆ, ηˆtˆ)− 2
∞∑
i=0
1
2i
[Υ3(γiti , γˆtˆ) + Υ
3(ηiti , ηˆtˆ) + |tˆ− ti|
2]
≥ Ψ(γˆtˆ, γˆtˆ)−
∞∑
i=0
1
2i
[Υ3(γiti , γˆtˆ) + Υ
3(ηiti , γˆtˆ) + |tˆ− ti|
2]
+Ψ(ηˆtˆ, ηˆtˆ)−
∞∑
i=0
1
2i
[Υ3(γiti , ηˆtˆ) + Υ
3(ηiti , ηˆtˆ) + |tˆ− ti|
2]. (4.8)
This implies that
2βΥ3(γˆtˆ, ηˆtˆ) + 2β|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
6
6
≤ |W1(γˆtˆ)−W1(ηˆtˆ)|+ |W2(γˆtˆ)−W2(ηˆtˆ)|+
∞∑
i=0
1
2i
[Υ3(ηiti , γˆtˆ) + Υ
3(γiti , ηˆtˆ)]. (4.9)
On the other hand, by Lemma 2.5,
∞∑
i=0
1
2i
[Υ3(ηiti , γˆtˆ) + Υ
3(γiti , ηˆtˆ)]
≤ 27
∞∑
i=0
1
2i
[Υ3(ηiti , ηˆtˆ) + Υ
3(γiti , γˆtˆ) + 2Υ
3(γˆtˆ, ηˆtˆ)] ≤
28
β
+ 29Υ3(γˆtˆ, ηˆtˆ). (4.10)
Then we have
(2β − 29)Υ3(γˆtˆ, ηˆtˆ) + 2β|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
6
6 ≤ |W1(γˆtˆ)−W1(ηˆtˆ)|+ |W2(γˆtˆ)−W2(ηˆtˆ)|+
28
β
≤ 2L(2 + ||γˆtˆ||0 + ||ηˆtˆ||0) +
28
β
≤ 4L(1 +M0) +
28
β
. (4.11)
Letting β →∞, we get
Υ3(γˆtˆ, ηˆtˆ) + |γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
6
6 → 0 as β → +∞.
Noting the norm || · ||0,8 is equivalent to the norm || · ||0, from (2.33) it follows that
||γˆtˆ − ηˆtˆ||0 ∨ ||γˆtˆ − ηˆtˆ||0,8 → 0 as β → +∞. (4.12)
Combining (2.33), (4.3), (4.9), (4.10) and (4.12), we see that
β||γˆtˆ − ηˆtˆ||
8
0,8 + β|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
6
6 ≤ 4βΥ
3(γˆtˆ, ηˆtˆ) + 4β|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
6
6
≤ 4L||γˆtˆ − ηˆtˆ||0 +
29
β
+ 212||γˆtˆ − ηˆtˆ||
8
0,8 → 0 as β → +∞. (4.13)
Then we have
β|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
4
6||γˆtˆ − ηˆtˆ||
2
0,8 = β
1
12β
2
3 |γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
4
6β
1
4 ||γˆtˆ − ηˆtˆ||
2
0,8
≤ (4Lβ
1
11 ||γˆtˆ − ηˆtˆ||0 +
29
β
β
1
11 + 212β
1
11 ||γˆtˆ − ηˆtˆ||
8
0,8)
11
12 as β → +∞. (4.14)
27
Noting that, for every m ∈ N, the norms | · |6 and || · ||0,8 are equivalent to the norms | · |m and
|| · ||0,m, respectively, then (4.13) and (4.14) imply (4.7) holds.
Step 3. There exists N > 0 such that tˆ ∈ (T − a¯, T ) for all β ≥ N .
By (4.12), we can let N > 0 be a large number such that
L||γˆtˆ − ηˆtˆ||0 ≤
m˜
4
,
for all β ≥ N . Then we have tˆ ∈ (T − a¯, T ) for all β ≥ N . Indeed, if say tˆ = T , we will deduce the
following contradiction:
m˜
2
≤ Ψ(γˆtˆ, ηˆtˆ) ≤ φ(γˆtˆ)− φ(ηˆtˆ) ≤ L||γˆtˆ − ηˆtˆ||0 ≤
m˜
4
.
Step 4. Completion of the proof.
From above all, for the fixed N > 0 in step 3, we find (tˆ, γˆtˆ), (tˆ, ηˆtˆ) ∈ [t˜, T ] × Λ
t˜ satisfying
t˜ ∈ (T − a¯, T ) for all β ≥ N such that
Ψ1(γˆtˆ, ηˆtˆ) ≥ Ψ(γ˜t˜, γ˜t˜) and Ψ1(γˆtˆ, ηˆtˆ) ≥ Ψ1(γt, ηt), (t, γt, ηt) ∈ [tˆ, T ]× Λ
tˆ × Λtˆ, (4.15)
where we define
Ψ1(γt, ηt) := Ψ(γt, ηt)−
∞∑
i=0
1
2i
[Υ3(γiti , γt) + Υ
3(ηiti , ηt) + |tˆ− ti|
2], (t, γt, ηt) ∈ [t˜, T ]× Λ
t˜ × Λt˜.
We put, for (t, γt, ηt) ∈ (T − a¯, T ]× Λ× Λ,
W ′1(γt) =W1(γt)− ε
νT − t
νT
(S(γt) + |γt(t)|
2)− εΥ
3
(γt, γˆtˆ)−
ε
t− T + a¯
−
∞∑
i=0
1
2i
Υ
3
(γiti , γt),
W ′2(ηt) = W2(ηt) + ε
νT − t
νT
(S(ηt) + |ηt(t)|
2) + εΥ
3
(ηt, ηˆtˆ) +
∞∑
i=0
1
2i
Υ3(ηiti , ηt).
Now we can define, for (t, x0, y0, γ
1
t , γ
2
t ) ∈ [tˆ, T ]×R
d ×Rd × Λtˆ × Λtˆ,
W˜1(γt, x0) = sup
ξt∈Λtˆ,ξt(t)=x0
[
W ′1(ξt)− 2
7βΥ3(γt, ξt)
]
;
W˜2(ηt, y0) = inf
ξt∈Λtˆ,ξt(t)=y0
[
W ′2(ξt) + 2
7βΥ3(ηt, ξt)
]
.
Then by Lemma 2.5 we obtain that, for all (t, x0, y0, ξt) ∈ [tˆ, T ]×R
d ×Rd × Λ,
W˜1(ξt, x0)− W˜2(ξt, y0)− β|x0 − y0|
6
6
= sup
γt,ηt∈Λtˆ,γt(t)=x0,ηt(t)=y0
[
W ′1(γt)− 2
7βΥ3(ξt, γt)−W
′
2(ηt)− 2
7βΥ3(ξt, ηt)− β|γt(t)− ηt(t)|
6
6
]
≤ sup
γt,ηt∈Λtˆ,γt(t)=x0,ηt(t)=y0
[
W ′1(γt)−W
′
2(ηt)− βΥ
3(γt, ηt)− β|γt(t)− ηt(t)|
6
6
]
≤ W ′1(γˆtˆ)−W
′
2(ηˆtˆ)− βΥ
3(γˆtˆ, ηˆtˆ)− β|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
6
6, (4.16)
28
where the last inequality becomes equality if and only if t = tˆ, γt = γˆtˆ, ηt = ηˆtˆ and x0 = γˆtˆ(tˆ), y0 =
ηˆtˆ(tˆ). The previous inequality becomes equality if ξt =
γt+ηt
2 . Then we obtain that, for all
(t, x0, y0, ξt) ∈ [tˆ, T ]×R
d ×Rd × Λ,
W˜1(ξt, x0)− W˜2(ξt, y0)− β|x0 − y0|
6
6 ≤W
′
1(γˆtˆ)−W
′
2(ηˆtˆ)− β|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
6
6,
and the equality holds at tˆ, γˆtˆ(tˆ), ηˆtˆ(tˆ), ξˆtˆ =
γˆtˆ+ηˆtˆ
2 .
Define, for (t, x0, y0) ∈ [0, T ]×R
d ×Rd
W¯1(t, x0) =
{
W˜1(ξˆtˆ, x0)− (tˆ− t)
1
2 , t ∈ [0, tˆ),
W˜1(ξˆtˆ,t, x0), t ∈ [tˆ, T ];
W¯2(t, y0) =
{
W˜2(ξˆtˆ, y0) + (tˆ− t)
1
2 , t ∈ [0, tˆ),
W˜2(ξˆtˆ,t, y0), t ∈ [tˆ, T ];
(4.17)
and
W˘1(t, x0) = lim
s↓t
W¯1(s, x0), (t, x0) ∈ [0, T )×R
d, and W˘1(T, x0) = W¯1(T, x0), x0 ∈ R
d;
W˘2(t, y0) = lims↓tW¯2(t, y0), (t, y0) ∈ [0, T )×R
d, and W˘2(T, y0) = W¯2(T, y0), y0 ∈ R
d. (4.18)
Thus by Lemma 4.1, W˘1(t, x0)−W˘2(t, y0)−β|x0 − y0|
6
6 has a maximum at (tˆ, γˆtˆ(tˆ), ηˆtˆ(tˆ)) on [0, T ]×
Rd ×Rd. Then, by Lemmas 4.1 and 4.2, the Theorem 8.3 in [10] can be used to obtain sequences
(xk0 , y
k
0 ) ∈ R
d × Rd, lk, sk ∈ [0, T ] such that (lk, x
k
0) → (tˆ, γˆtˆ(tˆ)), (sk, y
k
0) → (tˆ, ηˆtˆ(tˆ)) as k → +∞
and the sequences of functions ϕk, ψk ∈ C
1,2((T − a¯, T )×Rd) such that
W˘1(t, x0)− ϕk(t, x0) ≤ 0, W˘2(t, x0) + ψk(t, x0) ≥ 0,
equalities only hold true at (lk, x
k
0), (sk, y
k
0 ), respectively,
(ϕk)t(lk, x
k
0)→ b1, (ψk)t(sk, y
k
0 )→ b2,
∇xϕk(lk, x
k
0)→ 6β(γˆtˆ(tˆ)− ηˆtˆ(tˆ))
5,
−∇xψk(sk, y
k
0 )→ 6β(γˆtˆ(tˆ)− ηˆtˆ(tˆ))
5,
∇2xϕk(lk, x
k
0)→ X, ∇
2
xψk(sk, y
k
0 )→ Y,
where b1 + b2 = 0 and X,Y satisfy the following inequality:
−30(1 + 4|A|)β
(
I 0
0 I
)
≤
(
X 0
0 Y
)
≤ 30β
(
A+ 2A2 −A− 2A2
−A− 2A2 A+ 2A2
)
. (4.19)
Here x5 := (x5i , x
5
2, . . . , x
5
d) for x = (x1, x2, . . . , xd) ∈ R
d, and A = (aij)d×d, aij = ((γˆtˆ(tˆ) −
ηˆtˆ(tˆ))i)
41{i=j}.
We claim that we can assume the sequences {lk}k≥1 ∈ [tˆ, T ) and {sk}k≥1 ∈ [tˆ, T ). Indeed, if
not, for example, there exists a subsequence of {lk}k≥1 still denoted by itself such that lk < tˆ for
all k ≥ 0. Since W˘1(t, x0)− ϕk(t, x0) has a maximum at (lk, x
k
0) on [0, T )×R
d, we obtain that
(ϕk)t(lk, x
k
0) =
1
2
(tˆ− lk)
− 1
2 → +∞, as k → +∞,
which is contradict to (ϕk)t(lk, x
k
0)→ b1, (ψk)t(sk, y
k
0 )→ b2 and b1 + b2 = 0.
29
We may without loss of generality assume that ϕk, ψk grow quadratically at∞. Now we consider
the function, for (t, γt), (s, ηs) ∈ (T − a¯, T ]× Λ,
Γk(γt, ηs) = W
′
1(γt)−W
′
2(ηs)− 2
7β(Υ3(γt, ξˆtˆ) + Υ
3(ηs, ξˆtˆ))
−ϕk(t, γt(t))− ψk(s, ηs(s)). (4.20)
Define a sequence of positive numbers {δi}i≥0 by δi =
1
2i
for all i ≥ 0. For every k and δ > 0, from
Lemma 2.3 it follows that, for every (tˇ0, γˇ
0
tˇ0
), (sˇ0, ηˇ
0
sˇ0
) ∈ [tˆ, T ]× Λtˆ satisfy
Γk(γˇ
0
tˇ0
, ηˇ0sˇ0) ≥ sup
(t,γt),(s,ηs)∈[tˆ,T ]×Λtˆ
Γk(γt, ηs)− δ,
there exist (tˇ, γˇtˇ), (sˇ, ηˇsˇ) ∈ [tˆ, T ] × Λ
tˆ and two sequences {(tˇi, γˇ
i
tˇi
)}i≥1, {(sˇi, ηˇ
i
sˇi
)}i≥1 ⊂ [tˆ, T ] × Λ
tˆ
such that
(i) Υ
3
(γˇ0
tˇ0
, γˇtˇ) + Υ
3
(ηˇ0sˇ0 , ηˇsˇ) ≤ δ, Υ
3
(γˇi
tˇi
, γˇtˇ) + Υ
3
(ηˇisˇi , ηˇsˇ) ≤
δ
2i
and tˇi ↑ tˇ, sˇi ↑ sˇ as i→∞,
(ii) Γk(γˇtˇ, ηˇsˇ)−
∑∞
i=0
1
2i
[Υ
3
(γˇi
tˇi
, γˇtˇ) + Υ
3
(ηˇisˇi , ηˇsˇ)] ≥ Γk(γˇ
0
tˇ0
, ηˇ0sˇ0), and
(iii) for all (t, γt, s, ηs) ∈ [tˇ, T ]× Λ
tˇ × [sˇ, T ]× Λsˇ \ {(tˇ, γˇtˇ, sˇ, ηˇsˇ)},
Γk(γt, ηs)−
∞∑
i=0
1
2i
[Υ
3
(γˇi
tˇi
, γt) + Υ
3
(ηˇisˇi , ηs)] < Γk(γˇtˇ, ηˇsˇ)−
∞∑
i=0
1
2i
[Υ
3
(γˇi
tˇi
, γˇtˇ) + Υ
3
(ηˇisˇi , ηˇsˇ)].
By Lemma 4.3, we have
tˇ→ lk, γˇtˇ(tˇ)→ x
k
0, sˇ→ sk, ηˇsˇ(sˇ)→ y
k
0 as δ → 0; (4.21)
and
lim
k→∞
limδ→0[Υ
3(γˇtˇ, γˆtˆ) + Υ
3(ηˇsˇ, ηˆtˆ)] = 0. (4.22)
From (lk, x
k
0)→ (tˆ, γˆtˆ(tˆ)), (sk, y
k
0 )→ (tˆ, ηˆtˆ(tˆ)) as k → +∞ and tˆ < T for β > N , it follows that, for
every fixed β > N , constant Kβ > 0 exists such that
|lk| ∨ |sk| < T, for all k ≥ Kβ .
For every fixed k > Kβ , by (4.21), there exists constant ∆k,β > 0 such that
|tˇ| ∨ |sˇ| < T, for all 0 < δ < ∆k,β.
Now, for every β > N , k > Kβ and 0 < δ < ∆k,β, from the definition of viscosity solutions it
follows that
(ϕk)t(tˇ, γˇtˇ(tˇ))−
ε
νT
(S(γˇtˇ) + |γˇtˇ(tˇ)|
2) + 2ε(tˇ− tˆ)− ε(tˇ− T + a¯)−2 + 2
∞∑
i=0
1
2i
[(tˇ− tˇi) + (tˇ− ti)]
+H(γˇtˇ,W1(γˇtˇ),∇x(ϕk)(tˇ, γˇtˇ(tˇ)) + 2
7β∂xΥ
3(γˇtˇ, ξˆtˆ) + ε∂xΥ
3(γˇtˇ, γˆtˆ) + ε
νT − tˇ
νT
(∂xS(γˇtˇ) + 2γˇtˇ(tˇ))
+∂x[
∞∑
i=0
1
2i
Υ3(γˇtˇ, γˇ
i
tˇi
) +
∞∑
i=0
1
2i
Υ3(γˇtˇ, γ
i
ti
)],∇2x(ϕk)(tˇ, γˇtˇ(tˇ)) + 2
7β∂xxΥ
3(γˇtˇ, ξˆtˆ) + ε∂xxΥ
3(γˇtˇ, γˆtˆ)
30
+ε
νT − tˇ
νT
(∂xxS(γˇtˇ) + 2I) + ∂xx[
∞∑
i=0
1
2i
Υ3(γˇtˇ, γˇ
i
tˇi
) +
∞∑
i=0
1
2i
Υ3(γˇtˇ, γ
i
ti
)]) ≥ c; (4.23)
and
−(ψk)t(sˇ, ηˇsˇ(sˇ)) +
ε
νT
(S(ηˇsˇ) + |ηˇsˇ(sˇ)|
2)− 2ε(sˇ − tˆ)− 2
∞∑
i=0
1
2i
(sˇ− sˇi) +H(ηˇsˇ,W2(ηˇsˇ),
−∇x(ψk)(sˇ, ηˇsˇ(sˇ))− 2
7β∂xΥ
3(ηˇsˇ, ξˆtˆ)− ε∂xΥ
3(ηˇsˇ, ηˆtˆ)− ε
νT − sˇ
νT
(∂xS(ηˇsˇ) + 2ηˇsˇ(sˇ))
−∂x[
∞∑
i=0
1
2i
Υ3(ηˇsˇ, ηˇ
i
sˇi
)−
∞∑
i=0
1
2i
Υ3(ηˇsˇ, η
i
ti
)],−∇2x(ψk)(sˇ, ηˇsˇ(sˇ))− 2
7β∂xxΥ
3(ηˇsˇ, ξˆtˆ)− ε∂xxΥ
3(ηˇsˇ, ηˆtˆ)
−ε
νT − sˇ
νT
(∂xxS(ηˇsˇ) + 2I)− ∂xx[
∞∑
i=0
1
2i
Υ3(ηˇsˇ, ηˇ
i
sˇi
)−
∞∑
i=0
1
2i
Υ3(ηˇsˇ, η
i
ti
)]) ≤ 0. (4.24)
Here and in the sequel, for notational simplicity, we use ∂xΥ
3(·, ·) and ∂xxΥ
3(·, ·) to denote the first
and second spatial derivatives with respect to the first variable, respectively. We notice that, by
the property (i) of (tˇ, γˇtˇ, sˇ, ηˇsˇ),
2
∞∑
i=0
1
2i
[(sˇ− sˇi) + (tˇ− tˇi)] ≤ 4
∞∑
i=0
1
2i
(
δ
2i
) 1
2
≤ 8δ
1
2 ;
|∂xΥ
3(γˇtˇ, γˆtˆ)|+ |∂xΥ
3(ηˇsˇ, γˆtˆ)| ≤ 48|γˆtˆ(tˆ)− γˇtˇ(tˇ)|
7
14 + 48|γˆtˆ(tˆ)− ηˇsˇ(sˇ)|
7
14;
|∂xxΥ
3(γˇtˇ, γˆtˆ)|+ |∂xxΥ
3(ηˇsˇ, γˆtˆ)| ≤ 720|γˆtˆ(tˆ)− γˇtˇ(tˇ)|
6
6 + 720|γˆtˆ(tˆ)− ηˇsˇ(sˇ)|
6
6;
∣∣∣∣∂x[
∞∑
i=0
1
2i
Υ3(γˇtˇ, γˇ
i
tˇi
)]
∣∣∣∣+
∣∣∣∣∂x[
∞∑
i=0
1
2i
Υ3(ηˇsˇ, ηˇ
i
sˇi
)]
∣∣∣∣ ≤ 48
∞∑
i=0
1
2i
[|γˇi
tˇi
(tˇi)− γˇtˇ(tˇ)|
7
14 + |ηˇ
i
sˇi
(sˇi)− ηˇsˇ(sˇ)|
7
14]
≤ 48d
1
3
∞∑
i=0
1
2i
[|γˇi
tˇi
(tˇi)− γˇtˇ(tˇ)|
7
6 + |ηˇ
i
sˇi
(sˇi)− ηˇsˇ(sˇ)|
7
6] ≤ 32d
1
3
∞∑
i=0
1
2i
(
δ
2i
) 7
6
≤ 64d
1
3 δ
7
6 ;
and ∣∣∣∣∂xx[
∞∑
i=0
1
2i
Υ3(γˇtˇ, γˇ
i
tˇi
)]
∣∣∣∣ +
∣∣∣∣∂xx[
∞∑
i=0
1
2i
Υ3(ηˇsˇ, ηˇ
i
sˇi
)]
∣∣∣∣
≤ 720
∞∑
i=0
1
2i
[|γˇi
tˇi
(tˇi)− γˇtˇ(tˇ)|
6
6 + |ηˇ
i
sˇi
(sˇi)− ηˇsˇ(sˇ)|
6
6] ≤ 240
∞∑
i=0
1
2i
δ
2i
≤ 480δ.
Combining(4.23) and (4.24), and letting δ → 0 and k →∞, we obtain
c+
ε
νT
(S(γˆtˆ) + |γˆtˆ(tˆ)|
2 + S(ηˆtˆ) + |ηˆtˆ(tˆ)|
2) ≤ H1(W1(γˆtˆ))−H2(W2(ηˆtˆ)) + 2
∞∑
i=0
1
2i
(tˆ− ti), (4.25)
where
H1(W1(γˆtˆ)) = H(γˆtˆ,W1(γˆtˆ), 6β(γˆtˆ(tˆ)− ηˆtˆ(tˆ))
5 + 27β∂xΥ
3(γˆtˆ, ξˆtˆ) + ε
νT − tˆ
νT
(∂xS(γˆtˆ) + 2γˆtˆ(tˆ))
31
+∂x[
∞∑
i=0
1
2i
Υ3(γˆtˆ, γ
i
ti
)],X + 27β∂xxΥ
3(γˆtˆ, ξˆtˆ) + ε
νT − tˆ
νT
(∂xxS(γˆtˆ) + 2I)
+∂xx[
∞∑
i=0
1
2i
Υ3(γˆtˆ, γ
i
ti
)]);
H2(W2(ηˆtˆ)) = H(ηˆtˆ,W2(ηˆtˆ), 6β(γˆtˆ(tˆ)− ηˆtˆ(tˆ))
5 − 27β∂xΥ
3(ηˆtˆ, ξˆtˆ)− ε
νT − tˆ
νT
(∂xS(ηˆtˆ) + 2ηˆtˆ(tˆ))
−∂x[
∞∑
i=0
1
2i
Υ3(ηˆtˆ, η
i
ti
)],−Y − 27β∂xxΥ
3(ηˆtˆ, ξˆtˆ)− ε
νT − tˆ
νT
(∂xxS(ηˆtˆ) + 2I)
−∂xx[
∞∑
i=0
1
2i
Υ3(ηˆtˆ, η
i
ti
)]).
On the other hand, by (4.1) and a simple calculation we obtain
H1(W1(γˆtˆ))−H2(W2(ηˆtˆ)) ≤ H1(W2(ηˆtˆ))−H2(W2(ηˆtˆ)) ≤ sup
u∈U
(J1 + J2 + J3), (4.26)
where
J1 = (F (γˆtˆ, u), 6β(γˆtˆ(tˆ)− ηˆtˆ(tˆ))
5 + 27β∂xΥ
3(γˆtˆ, ξˆtˆ) + ε
νT − tˆ
νT
(∂xS(γˆtˆ) + 2γˆtˆ(tˆ))
+∂x[
∞∑
i=0
1
2i
Υ3(γˆtˆ, γ
i
ti
)])Rd − (F (ηˆtˆ, u), 6β(γˆtˆ(tˆ)− ηˆtˆ(tˆ))
5 − 27β∂xΥ
3(ηˆtˆ, ξˆtˆ)
−ε
νT − tˆ
νT
(∂xS(ηˆtˆ) + 2ηˆtˆ(tˆ))− ∂x[
∞∑
i=0
1
2i
Υ3(ηˆtˆ, η
i
ti
)])Rd
≤ 6βL|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
5
10||γˆtˆ − ηˆtˆ||0 + 48β|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
7
14L(2 + ||γˆtˆ||0 + ||ηˆtˆ||0)
+48L
∞∑
i=0
1
2i
[|γiti(ti)− γˆtˆ(tˆ)|
7
14 + |η
i
ti
(ti)− ηˆtˆ(tˆ)|
7
14](1 + ||γˆtˆ||0 + ||ηˆtˆ||0)
+16ε
νT − tˆ
νT
L(2 + ||γˆtˆ||
2
0 + ||ηˆtˆ||
2
0); (4.27)
J2 =
1
2
tr[(X + 27β∂xxΥ
3(γˆtˆ, ξˆtˆ) + ε
νT − tˆ
νT
(∂xxS(γˆtˆ) + 2I)
+∂xx[
∞∑
i=0
1
2i
Υ3(γˆtˆ, γ
i
ti
)])G(γˆtˆ, u)G
⊤(γˆtˆ, u)]−
1
2
tr[(−Y − 27β∂xxΥ
3(ηˆtˆ, ξˆtˆ)
−ε
νT − tˆ
νT
(∂xxS(ηˆtˆ) + 2I) + ∂xx[
∞∑
i=0
1
2i
Υ3(ηˆtˆ, η
i
ti
)])G(ηˆtˆ, u)G
⊤(ηˆtˆ, u)]
≤ 30(|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
4
4 + 2|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
8
8)β|G(γˆtˆ, u)−G(ηˆtˆ, u)|
2 + (720β|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
6
6
+16ε
νT − tˆ
νT
)× (|G(γˆtˆ, u)G
⊤(γˆtˆ, u)|+ |G(ηˆtˆ, u)G
⊤(ηˆtˆ, u)|)
+720
∞∑
i=0
1
2i
|γiti(ti)− γˆtˆ(tˆ)|
6
6|G(γˆtˆ, u)G
⊤(γˆtˆ, u)|+ 720
∞∑
i=0
1
2i
|ηiti(ti)− ηˆtˆ(tˆ)|
6
6|G(ηˆtˆ, u)G
⊤(ηˆtˆ, u)|
≤ 30(|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
4
4 + 2|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
8
8)L
2β||γˆtˆ − ηˆtˆ||
2
0 + (720β|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
6
6 + 16ε
νT − tˆ
νT
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+720
∞∑
i=0
1
2i
[|γiti(ti)− γˆtˆ(tˆ)|
6
6 + |η
i
ti
(ti)− ηˆtˆ(tˆ)|
6
6])L
2(2 + ||γˆtˆ||
2
0 + ||ηˆtˆ||
2
0); (4.28)
J3 = q(γˆtˆ,W2(ηˆtˆ), G
⊤(γˆtˆ, u)(6β(γˆtˆ(tˆ)− ηˆtˆ(tˆ))
5 + 27β∂xΥ
3(γˆtˆ, ξˆtˆ) + ε
νT − tˆ
νT
(∂xS(γˆtˆ) + 2γˆtˆ(tˆ))
+∂x[
∞∑
i=0
1
2i
Υ3(γˆtˆ, γ
i
ti
)]), u) − q(ηˆtˆ,W2(ηˆtˆ), G
⊤(ηˆtˆ, u)(6β(γˆtˆ(tˆ)− ηˆtˆ(tˆ))
5 − 27β∂xΥ
3(ηˆtˆ, ξˆtˆ)
−ε
νT − tˆ
νT
(∂xS(ηˆtˆ) + 2ηˆtˆ(tˆ))− ∂x[
∞∑
i=0
1
2i
Υ3(ηˆtˆ, η
i
ti
)]), u)
≤ L||γˆtˆ − ηˆtˆ||0 + 6βL
2|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
5
10||γˆtˆ − ηˆtˆ||0 + 48βL
2|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
7
14(2 + ||γˆtˆ||0 + ||ηˆtˆ||0)
+16ε
νT − tˆ
νT
L2(2 + ||γˆtˆ||
2
0 + ||ηˆtˆ||
2
0) + 48L
2
∞∑
i=0
1
2i
[|γiti(ti)− γˆtˆ(tˆ)|
7
14 + |η
i
ti
(ti)− ηˆtˆ(tˆ)|
7
14]
×(1 + ||γˆtˆ||0 + ||ηˆtˆ||0); (4.29)
We notice that, by the property (i) of (tˆ, γˆtˆ, ηˆtˆ),
2
∞∑
i=0
1
2i
(tˆ− ti) ≤ 2
∞∑
i=0
1
2i
(
1
2iβ
) 1
2
≤ 4
(
1
β
) 1
2
,
∞∑
i=0
1
2i
[|γiti(ti)− γˆtˆ(tˆ)|
7
14 + |η
i
ti
(ti)− ηˆtˆ(tˆ)|
7
14]
≤ d
1
3
∞∑
i=0
1
2i
|[|γiti(ti)− γˆtˆ(tˆ)|
7
6 + |η
i
ti
(ti)− ηˆtˆ(tˆ)|
7
6] ≤ d
1
3
∞∑
i=0
1
2i
(
1
2iβ
) 7
6
≤ 2d
1
3
(
1
β
) 7
6
,
and
∞∑
i=0
1
2i
[|γiti(ti)− γˆtˆ(tˆ)|
6
6 + |η
i
ti
(ti)− ηˆtˆ(tˆ)|
6
6] ≤
∞∑
i=0
1
2i
1
2iβ
≤
2
β
.
Combining (4.25)-(4.29), and letting β →∞, by (4.6) and (4.7) we obtain
c ≤ lim
β→∞
[
−
ε
νT
(S(γˆtˆ) + |γˆtˆ(tˆ)|
2 + S(ηˆtˆ) + |ηˆtˆ(tˆ)|
2)
+ 16ε
νT − tˆ
νT
(2L+ 1)L(2 + ||γˆtˆ||
2
0 + ||ηˆtˆ||
2
0)
]
. (4.30)
Recalling ν = 1+ 1
128T (2L2+L)
and a¯ = 1
128(2L2+L)
∧T , by (2.44) and (4.4), the following contradiction
is induced:
c ≤
ε
νT
≤
c
2
.
The proof is now complete. ✷
To complete the previous proof, it remains to state and prove the following lemmas.
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Lemma 4.1. The functions W˘1 and −W˘2 defined by (4.18) are upper semicontinuous in (t, x0) ∈
(0, T ) × Rd, and W˘1(t, x0) − W˘2(t, y0) − β|x0 − y0|
6
6 has a maximum at (tˆ, γˆtˆ(tˆ), ηˆtˆ(tˆ)) on [0, T ] ×
Rd ×Rd. Moreover,
W˘1(tˆ, γˆtˆ(tˆ)) = W¯1(tˆ, γˆtˆ(tˆ)), W˘2(tˆ, ηˆtˆ(tˆ)) = W¯2(tˆ, ηˆtˆ(tˆ)). (4.31)
Proof . For every tˆ ≤ t ≤ s ≤ T and x0, y0 ∈ R
d satisfying |x0| ∨ |y0| ≤M1 for some constant
M1 > 0, there exists a constant C > 0 depending only on M1 such that
W¯1(t, x0)− W¯1(s, y0)
= sup
γt∈Λtˆ,γt(t)=x0
[
W ′1(γt)− 2
7βΥ3(γt, ξˆtˆ)
]
− sup
ηs∈Λtˆ,ηs(s)=y0
[
W ′1(ηs)− 2
7βΥ3(ηs, ξˆtˆ)
]
≤ sup
γt∈Λtˆ,γt(t)=x0
[
W ′1(γt)− 2
7βΥ3(γt, ξˆtˆ)−W
′
1(γt,s + (y0 − x0)1[0,s])
+ 27βΥ3(γt,s + (y0 − x0)1[0,s], ξˆtˆ)
]
≤ C(|x0 − y0|+ (s− t)
1
2 ).
Clearly, if 0 ≤ t ≤ s ≤ tˆ, we have
W¯1(t, x0)− W¯1(s, y0) ≤ C|x0 − y0|,
and, if 0 ≤ t ≤ tˆ ≤ s ≤ T , we have
W¯1(t, x0)− W¯1(s, y0) ≤ W¯1(tˆ, x0)− W¯1(s, y0) ≤ C(|x0 − y0|+ (s− t)
1
2 ).
Then we have
W¯1(tˆ, γˆtˆ(tˆ)) ≤ lims↓tˆ,y0→γˆtˆ(tˆ)
[W¯1(s, y0) + C(|γˆtˆ(tˆ)− y0|+ |s− tˆ|
1
2 )] = lims↓tˆ,y0→γˆtˆ(tˆ)
W¯1(s, y0); (4.32)
|W¯1(t, y0)− W¯1(t, x0)| ≤ C|x0 − y0|, t ∈ [0, T ];
and
W˘1(t, x0) = lim
s↓t
W¯1(s, x0) ≥ lim
s↓t
[W¯1(t, x0)− C(s− t)
1
2 ] = W¯1(t, x0), (t, x0) ∈ [0, T )×R
d. (4.33)
Similarly,
−W¯2(tˆ, ηˆtˆ(tˆ)) ≤ lims↓tˆ,y0→γˆtˆ(tˆ)
[−W¯2(s, y0)]; (4.34)
and
−W˘2(t, x0) ≥ −W¯2(t, x0), (t, x0) ∈ [0, T )×R
d. (4.35)
In particular,
W˘1(tˆ, γˆtˆ(tˆ) ≥ W¯1(tˆ, γˆtˆ(tˆ)), −W˘2(tˆ, ηˆtˆ(tˆ) ≥ −W¯2(tˆ, ηˆtˆ(tˆ)). (4.36)
Therefore,
W˘1(tˆ, γˆtˆ(tˆ))− W˘2(tˆ, ηˆtˆ(tˆ))− β|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
6
6 ≥ W¯1(tˆ, γˆtˆ(tˆ))− W¯2(tˆ, ηˆtˆ(tˆ))− β|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
6
6. (4.37)
34
On the other hand, for every (t, x0, y0) ∈ [0, T ) ×R
d ×Rd,
W˘1(t, x0)− W˘2(t, y0)− β|x0 − y0|
6
6 = lim
s↓t
[W¯1(s, x0)− W¯2(s, y0)− β|x0 − y0|
6
6]
≤ sup
(l,x,y)∈[0,T ]×Rd×Rd
[W¯1(l, x)− W¯2(l, y)− β|x− y|
6
6].
Thus we have
W¯1(tˆ, γˆtˆ(tˆ))− W¯2(tˆ, ηˆtˆ(tˆ))− β|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
6
6
= sup
(t,x0,y0)∈[0,T ]×Rd×Rd
[W¯1(t, x0)− W¯2(t, y0)− β|x0 − y0|
6
6]
≥ sup
(t,x0,y0)∈[0,T ]×Rd×Rd
[W˘1(t, x0)− W˘2(t, y0)− β|x0 − y0|
6
6]
≥ W˘1(tˆ, γˆtˆ(tˆ))− W˘2(tˆ, ηˆtˆ(tˆ))− β|γˆtˆ(tˆ)− ηˆtˆ(tˆ)|
6
6,
combining with (4.36) and (4.37), we obtain that (4.31) holds true, and W˘1(t, x0) − W˘2(t, y0) −
β|x0 − y0|
6
6 has a maximum at (tˆ, γˆtˆ(tˆ), ηˆtˆ(tˆ)) on [0, T ] ×R
d ×Rd.
We shall only prove that the function W˘1 is an upper semicontinuous function in (t, x0) ∈
(0, T ) × Rd, the proof for −W˘2 being similar. For every (t, x0) ∈ (0, T ) × R
d, by the definition of
W˘1,
lims↑tW˘1(s, x0) = lims↑tliml↓sW¯1(l, x0) ≤ lims↑tliml↓s[W¯1(t, x0) + C(t− l)
1
2 ]
= W¯1(t, x0) ≤ lim
s↓t
[W¯1(s, x0) + C(s− t)
1
2 ] = W˘1(t, x0). (4.38)
Moreover, for every ε > 0, there exists a constant δ > 0 such that
W˘1(t, x0) ≥ W¯1(s, x0)− ε for all s ∈ (t, (t+ δ) ∧ T ]
Then
W˘1(t, x0) ≥ lims↓tliml↓sW¯1(l, x0)− ε = lims↓tW˘1(s, x0)− ε.
By the arbitrariness of ε > 0, combining with (4.38), we obtain that
W˘1(t, x0) ≥ lim
s→t
W˘1(s, x0), for all (t, x0) ∈ (0, T ) ×R
d.
Therefore,
lim(s,y0)→(t,x0)W˘1(s, y0) = lim(s,y0)→(t,x0)[W˘1(s, y0)− W˘1(s, x0) + W˘1(s, x0)]
≤ lim(s,y0)→(t,x0)C|x0 − y0|+ W˘1(t, x0) = W˘1(t, x0), (t, x0) ∈ (0, T ) ×R
d.
The proof is now complete. ✷
Lemma 4.2. The functions W˘1 and −W˘2 defined in (4.17) satisfy condition (8.5) of Theorem
8.3 in [10].
Proof . We only prove W˘1 satisfies condition (8.5) of Theorem 8.3 in [10]. The same result
for −W˘2 can be obtained by a symmetric way.
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Set r = 12 |T − tˆ|, for a given L > 0, let ϕ ∈ C
1,2((T − a¯, T ) × Rd) be a function such that
W˘1(t, x0)−ϕ(t, x0) has a maximum at (t¯, x¯0) ∈ (T − a¯, T )×R
d, moreover, the following inequalities
hold true:
|t¯− tˆ|+ |x¯0 − γˆtˆ(tˆ)| < r,
|W˘1(t¯, x¯0)|+ |∇xϕ(t¯, x¯0)|+ |∇
2
xϕ(t¯, x¯0)| ≤ L.
We can modify ϕ such that ϕ ∈ C1,2p ((T − a¯, T )×Rd), W˘1(t, x0)−ϕ(t, x0) has a strict maximum at
(t¯, x¯0) ∈ (T − a¯, T )×R
d and the above two inequalities hold true. If t¯ < tˆ, we have b = ϕt(t¯, x¯0) =
1
2(tˆ− t¯)
− 1
2 ≥ 0. If t¯ ≥ tˆ, we consider the functional
Γ(γt) =W
′
1(γt)− 2
7βΥ3(γt, ξˆtˆ)− ϕ(t, γt(t)), (t, γt) ∈ [tˆ, T ]× Λ.
We may assume that ϕ grow quadratically at ∞. By Lemma 2.3 we have that, for every (t0, γ
0
t0
) ∈
[t¯, T ]× Λtˆ satisfy
Γ(γ0t0) ≥ sup
(s,γs)∈[t¯,T ]×Λt¯
Γ(γs)− δ ≥ W˘1(t¯, x¯0)− ϕ(t¯, x¯0)− δ,
there exist (t˘, γ˘t˘) ∈ [t¯, T ]× Λ
t¯ and a sequence {(t˘i, γ˘
i
t˘i
)}i≥1 ⊂ [t¯, T ]× Λ
t¯ such that
(i) Υ
3
(γ0t0 , γ˘t˘) ≤ δ, Υ
3
(γ˘i
t˘i
, γ˘t˘) ≤
δ
2i
and ti ↑ t˘ as i→∞,
(ii) Γ(γ˘t˘)−
∑∞
i=0
1
2i
Υ
3
(γ˘i
t˘i
, γˆtˆ) ≥ Γ(γ
0
t0
), and
(iii) for all (s, γs) ∈ [t˘, T ]× Λ
t˘ \ {(t˘, γ˘t˘)},
Γ(γs)−
∞∑
i=0
1
2i
Υ
3
(γ˘i
t˘i
, γs) < Γ(γ˘t˘)−
∞∑
i=0
1
2i
Υ
3
(γ˘i
t˘i
, γ˘t˘).
Then
W˘1(t˘, γ˘t˘(t˘))− ϕ(t˘, γ˘t˘(t˘)) ≥ W¯1(t˘, γ˘t˘(t˘))− ϕ(t˘, γ˘t˘(t˘)) ≥W
′
1(γ˘t˘)− 2
7βΥ3(γ˘t˘, ξˆtˆ)− ϕ(t˘, γ˘t˘(t˘))
≥ Γ(γ0t0) ≥ W˘1(t¯, x¯0)− ϕ(t¯, x¯0)− δ.
Letting δ → 0, we obtain
t˘→ t¯, γ˘t˘(t˘)→ x¯0 as δ → 0; (4.39)
Since t¯ ≤ tˆ + |T−tˆ|2 , we get t¯ < T . Then, by (4.39), we have t˘ < T provided by δ > 0 be small
enough. Thus, the definition of the viscosity subsolution can be used to obtain the following result:
ϕt(t˘, γ˘t˘(t˘))−
ε
νT
(S(γ˘t˘) + |γ˘t˘(t˘)|
2) + 2ε(t˘− tˆ)− ε(t˘− T + a¯)−2 + 2
∞∑
i=0
1
2i
[(t˘− ti) + (t˘− t˘i)]
+H(γ˘t˘,W1(γ˘t˘),∇xϕ(t˘, γ˘t˘(t˘)) + 2
7β∂xΥ
3(γ˘t˘, ξˆtˆ) + ε∂xΥ
3(γ˘t˘, γˆtˆ) + ε
νT − t˘
νT
(∂xS(γ˘t˘) + 2γ˘t˘(t˘))
+∂x[
∞∑
i=0
1
2i
Υ3(γ˘t˘, γ˘
i
t˘i
) +
∞∑
i=0
1
2i
Υ3(γ˘t˘, γ
i
ti
)],∇2xϕ(t˘, γ˘t˘(t˘)) + 2
7β∂xxΥ
3(γ˘t˘, ξˆtˆ) + ε∂xxΥ
3(γ˘t˘, γˆtˆ)
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+ε
νT − t˘
νT
(∂xxS(γ˘t˘) + 2I) + ∂xx[
∞∑
i=0
1
2i
Υ3(γ˘t˘, γ˘
i
t˘i
) +
∞∑
i=0
1
2i
Υ3(γ˘t˘, γ
i
ti
)]) ≥ c. (4.40)
Letting δ → 0, by the definition of H, it follows that there exists a constant c¯ such that b =
ϕt(t¯, x¯0) ≥ c¯. The proof is now complete. ✷
Lemma 4.3. The maximum points (tˇ, γˇtˇ, sˇ, ηˇsˇ) of Γk(γs, ηs) −
∑∞
i=0
1
2i
[Υ
3
(γˇi
tˇi
, γs) + Υ
3
(ηˇi
tˇi
, ηs)]
defined by (4.20) in [tˇ, T ]× Λtˇ × [sˇ, T ]× Λsˇ satisfy conditions (4.21) and (4.22).
Proof . By the definitions of W¯1 and W¯2 and (4.33), we get that
W˘1(tˇ, γˇtˇ(tˇ))− W˘2(sˇ, ηˇsˇ(sˇ))− ϕk(tˇ, γˇtˇ(tˇ))− ψk(sˇ, ηˇsˇ(sˇ))
≥ W¯1(tˇ, γˇtˇ(tˇ))− W¯2(sˇ, ηˇsˇ(sˇ))− ϕk(tˇ, γˇtˇ(tˇ))− ψk(sˇ, ηˇsˇ(sˇ))
≥ W ′1(γˇtˇ)−W
′
2(ηˇsˇ)− 2
7β(Υ3(γˇtˇ, ξˆtˆ) + Υ
3(ηˇsˇ, ξˆtˆ))− ϕk(tˇ, γˇtˇ(tˇ))− ψk(sˇ, ηˇsˇ(sˇ))
≥ Γk(γˇ
0
tˇ0
, ηˇ0sˇ0) ≥ sup
(t,γt),(s,ηs)∈[tˆ,T ]×Λtˆ
Γk(γt, ηs)− δ
≥ W˘1(lk, x
k
0)− W˘2(sk, y
k
0 )− ϕk(lk, x
k
0)− ψk(sk, y
k
0 )− δ.
Letting δ → 0, we obtain (4.21) and
W ′1(γˇtˇ)−W
′
2(ηˇsˇ)− 2
7β(Υ3(γˇtˇ, ξˆtˆ) + Υ
3(ηˇsˇ, ξˆtˆ))− ϕk(tˇ, γˇtˇ(tˇ))− ψk(sˇ, ηˇsˇ(sˇ))
→ W˘1(lk, x
k
0)− W˘2(sk, y
k
0 )− ϕk(lk, x
k
0)− ψk(sk, y
k
0 ) as δ → 0.
Letting δ → 0 and k →∞, by (4.16), (4.32), (4.33), (4.34) and (4.35) we show that
limk→∞ lim
δ→0
[
W ′1(γˇtˇ)−W
′
2(ηˇsˇ)− 2
7β(Υ3(γˇtˇ, ξˆtˆ) + Υ
3(ηˇsˇ, ξˆtˆ))
]
= limk→∞
[
W˘1(lk, x
k
0)− W˘2(sk, y
k
0 )
]
≥ limk→∞
[
W¯1(lk, x
k
0)− W¯2(sk, y
k
0 )
]
≥ W¯1(tˆ, γˆtˆ(tˆ))− W¯2(tˆ, ηˆtˆ(tˆ)) =W
′
1(γˆtˆ)−W
′
2(ηˆtˆ)− βΥ
3(γˆtˆ, ηˆtˆ). (4.41)
On the other hand, if sˇ ≤ tˇ,
W ′1(γˇtˇ)−W
′
2(ηˇsˇ)− 2
7β(Υ3(γˇtˇ, ξˆtˆ) + Υ
3(ηˇsˇ, ξˆtˆ))− β|γˇtˇ(tˇ)− ηˇsˇ(sˇ)|
6
6
≤ Ψ1(γˇtˇ, ηˇsˇ,tˇ)−W2(ηˇsˇ) +W2(ηˇsˇ,tˇ)− ε[Υ
3
(γˇtˇ, γˆtˆ) + Υ
3
(ηˇsˇ,tˇ, ηˆtˆ)]
≤ Ψ1(γˆtˆ, ηˆtˆ) + 2L(1 + ||ηˇsˇ||0)(tˇ− sˇ)
1
2 − ε[Υ3(γˇtˇ, γˆtˆ) + Υ
3(ηˇsˇ, ηˆtˆ) + 2|tˇ− tˆ|
2];
if sˇ > tˇ,
W ′1(γˇtˇ)−W
′
2(ηˇsˇ)− 2
7β(Υ3(γˇtˇ, ξˆtˆ) + Υ
3(ηˇsˇ, ξˆtˆ))− β|γˇtˇ(tˇ)− ηˇsˇ(sˇ)|
6
6
≤ Ψ1(γˇtˇ,sˇ, ηˇsˇ) +W1(γˇtˇ)−W1(γˇtˇ,sˇ)− ε[Υ
3
(γˇtˇ,sˇ, γˆtˆ) + Υ
3
(ηˇsˇ, ηˆtˆ)]
≤ Ψ1(γˆtˆ, ηˆtˆ) + 2L(1 + ||γˇtˇ||0)(sˇ − tˇ)
1
2 − ε[Υ3(γˇtˇ, γˆtˆ) + Υ
3(ηˇsˇ, ηˆtˆ) + 2|sˇ − tˆ|
2].
Then letting δ → 0 and k →∞, we obtain
limk→∞limδ→0
[
W ′1(γˇtˇ)−W
′
2(ηˇsˇ)− 2
7β(Υ3(γˇtˇ, ξˆtˆ) + Υ
3(ηˇsˇ, ξˆtˆ))
]
≤ W ′1(γˆtˆ)−W
′
2(ηˆtˆ)− βΥ
3(γˆtˆ, ηˆtˆ)− εlimk→∞limδ→0[Υ
3(γˇtˇ, γˆtˆ) + Υ
3(ηˇsˇ, ηˆtˆ)].
Combining with (4.41), we get (4.22) holds true. The proof is now complete. ✷
37
5 Application to BSHJB equations.
In this section, we show that our PHJB equations includes backward stochastic HJB (BSHJB)
equations as a special case (see also Example 4.5 in [38] ). In the following, we let n = d.
We consider the controlled state equation:
X¯t,x,u(s) = x+
∫ s
t
F¯ (Wσ, X¯
t,x,u(σ), u(σ))dσ +
∫ s
t
G¯(Wσ, X¯
t,x,u(σ), u(σ))dW (σ), s ∈ [t, T ], (5.1)
and the associated BSDE:
Y¯ t,x,u(s) = φ¯(WT , X¯
t,x,u(T )) +
∫ T
s
q¯(Wσ, X¯
t,x,u(σ), Y¯ t,x,u(σ), Z¯t,x,u(σ), u(σ))dσ
−
∫ T
s
Z¯t,x,u(σ)dW (σ), s ∈ [t, T ], (5.2)
with F¯ : Λ × Rm × U → Rm, G¯ : Λ × Rm × U → Rm×d, q¯ : Λ × Rm × R × Rd × U → R and
φ¯ : ΛT ×R
m → R. The value functional of the optimal control is defined by
V¯ (t, x) := ess sup
u∈U [t,T ]
Y¯ t,x,u(t), (t, x) ∈ [0, T ]×Rm. (5.3)
This problem is path dependent on ωt and state dependent on X¯(t). Now we transform this problem
into the path dependent case.
In this section, for each t ∈ [0, T ], define Λd+mt as the set of continuous R
d+m-valued functions
on [0, t]. We denote Λd+m =
⋃
t∈[0,T ] Λ
d+m
t . For any (ωt, ξt), (ωT , ξT ) ∈ Λ
d+m, (y, z) ∈ R ×Rd and
u ∈ U , we define F : Λd+m ×U → Rd+m, G : Λd+m ×U → R(d+m)×d, q : Λd+m ×R×Rd ×U → R
and φ : Λd+mT → R as
F ((ωt, ξt), u) :=
(
0
F¯ (ωt, ξt(t), u)
)
, G((ωt, ξt), u) :=
(
I
G¯(ωt, ξt(t), u)
)
,
q((ωt, ξt), y, z, u) := q¯(ωt, ξt(t), y, z, u), φ(ωT , ξT ) := φ¯(ωT , ξT (T )).
We assume F,G, g, φ satisfy Hypothesis 2.4, then following (1.1), (1.3) and (1.4), for any (ωt, ξt) ∈
Λd+m and u(·) ∈ U [t, T ] we can define X(ωt,ξt),u, Y (ωt,ξt),u and V (ωt, ξt) := ess supu∈U [t,T ] Y
(ωt,ξt)(t).
Noting V (ωt, ξt) only depends on the state x = ξt(t) of the path ξt at time t, we can rewriteX
(ωt,ξt),u,
Y (ωt,ξt),u and V (ωt, ξt) into X
ωt,x,u, Y ωt,x,u and V (ωt, x), respectively. Then, in view of Theorem
4.2, V (ωt, x) is a unique viscosity solution to the PHJB equation:

∂tV (ωt, x) + supu∈U [(∇xV (ωt, x), F (ωt, x, u))Rd +
1
2tr(∇
2
xV (ωt, x)G¯(ωt, x, u)G¯
⊤(ωt, x, u))
+12tr∂γγV (ωt, x) + tr(G¯
⊤(ωt, x, u)∂xγV (ωt, x)) + q¯(ωt, x, V (ωt, x), ∂γV (ωt, x)
+G¯⊤(ωt, x, u)∇xV (ωt, x), u)] = 0, (t, x, ω) ∈ [0, T )×R
m × Ω,
V (ωT , x) = φ¯(ωT , x), (x, ω) ∈ R
m × Ω.
(5.4)
Here, ∂γ and ∂γγ are the spatial derivatives in γt ∈ Λ, and ∇x and ∇
2
x are the classical partial
derivatives in the state variable x.
If V (ωt, x) is smooth enough, applying functional Itoˆ formula to V (Wt, x), we obtain
dV (Wt, x) = [∂tV (Wt, x) +
1
2
tr∂γγV (Wt, x)]dt+ ∂γV (Wt, x)dW (t), P -a.s., (t, x) ∈ [0, T ] ×R
m.
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Define the pair of Ft-adapted processes
(V¯ (t, x), p(t, x)) := (V (Wt, x), ∂γV (Wt, x)), (t, x) ∈ [0, T ]×R
m, (5.5)
and combine with (5.4), we have

dV¯ (t, x) = − supu∈U [(∇xV¯ (t, x), F (Wt, x, u))Rd +
1
2 tr(∇
2
xV¯ (t, x)G¯(Wt, x, u)G¯
⊤(Wt, x, u))
+ tr(G¯⊤(Wt, x, u)∇xp(t, x)) + q¯(Wt, x, V¯ (t, x), p(t, x)
+ G¯⊤(Wt, x, u)∇xV¯ (t, x), u)] + p(t, x)dW (t), (t, x) ∈ [0, T ]×R
m, P -a.s.,
V¯ (T, x) = φ¯(WT , x), x ∈ R
m, P -a.s.
(5.6)
Thus we obtain that
Theorem 5.1. If the value functional V ∈ C1,2p (Λd+m), then the pair of Ft-adapted processes
(V¯ (t, x), p(t, x)) defined by (5.5) is a classical solution to (5.6).
Notice that (V¯ (t, x), p(t, x)) is only dependent on V which is a unique viscosity solution to
PHJB equation (5.4), then we can give the definition of viscosity solutions to BSHJB equation
(5.6).
Definition 5.1. If V ∈ C0(Λd+m) is a viscosity solution to PHJB (5.4), then we call Ft-adapted
process V¯ (t, x) := V (Wt, x) defined by (5.5) is a viscosity solution to BSHJB equation (5.6).
By Theorem 4.2, we obtain that
Theorem 5.2. Let F,G, g, φ satisfy Hypothesis 2.4. Then the Ft-adapted process V¯ (t, x) :=
V (Wt, x) defined by (5.5) is a unique viscosity solution to BSHJB equation (5.6).
Remark 5.1. If the coefficients in (5.6) are independent of x and u, the BSHJB equation (5.6)
reduces to a BSDE:{
dV¯ (t) = −q¯(Wt, V¯ (t), p(t))dt + p(t)dW (t), t ∈ [0, T ),
V¯ (T ) = φ¯(WT ),
P -a.s. (5.7)
We refer to the seminal paper by Pardoux and Peng [30] for the wellposedness of such BSDEs.
Moreover, for any (t, γt) ∈ [0, T ]× Λ, by [30] the following BSDE on [t, T ] has a unique solution:{
dV¯ γt(s) = −q¯(W γts , V¯ γt(s), pγt(s))ds + pγt(s)dW (s), s ∈ [0, T ),
V¯ γt(T ) = φ¯(W γtT ),
P -a.s, (5.8)
where
W γts (σ) =
{
γt(σ), σ ∈ [0, t],
γt(t) +W (σ)−W (t), σ ∈ (t, T ].
Define V (γt) := V¯
γt(t), in the similar (even easier) process of the proof of Theorem 3.2, we show
that V (Wt) is a viscosity solution to BSDE (5.7) in our definition. On the other hand, it is easy
to show that, for any t ∈ [0, T ]
V (Wt) = V¯ (t), P -a.a.
Thus, the viscosity solution to BSDE (5.7) coincidences with its classical solution. Therefore, our
definition of viscosity solution to BSHJB equation (5.6) is a natural extension of classical solution
to BSDE (5.7).
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