A fourth order compact nite di erence scheme and a multigrid method are employed to solve the two dimensional convection di usion equations with boundary layers. The computational domain is rst discretized on a nonuniform (stretched) grid to resolve the boundary layers. A grid transformation technique is used to map the nonuniform grid to a uniform one. The fourth order compact scheme is applied to the transformed uniform grid. A multigrid method is used to solve the resulting linear system. We show how the grid stretching a ects the computed accuracy of the solutions from the fourth order compact scheme and how the grid stretching in uences the convergence rate of the multigrid method. Numerical experiments are used to show that a graded mesh and a grid transformation are necessary to compute high accuracy solutions for the convection di usion problems with boundary layers and discretized by the fourth order compact scheme.
Introduction
Numerical simulation of the convection di usion equation plays a very important role in computational uid dynamics to simulate ow problems. A two dimensional convection di usion equation satisfying Dirichlet boundary conditions can be written in the form of u xx + u yy + p(x; y)u x + q(x; y)u y = f(x; y); (x; y) 2 ; u(x; y) = g(x; y); (x; y) 2 @ :
The convection coe cients p(x; y) and q(x; y) are functions of the independent variables x and y and are assumed to be su ciently smooth. Here is a convex domain consisting of a union of rectangles and @ is the boundary of . The magnitude of p(x; y) and q(x; y) may be referred to as the Reynolds number (Re) and it determines the ratio of the convection to di usion. In many problems of practical interest, the convective terms dominate the di usion. Many numerical simulations of the Equation (1) based on iterative solution methods become increasingly di cult (converge slowly or even diverge) as the ratio of the convection to di usion increases 32]. Traditional nite di erence discretization schemes such as the second order central di erence scheme and the rst order upwind scheme have the drawbacks of either lack of stability (central di erence) or lack of accuracy (upwind). There is considerable literature in developing improved nite di erence discretization schemes for the convection di usion equations in one, two, and three dimensions 1, 16, 18, 19] . Recently, the class of higher order compact discretization schemes with superconvergent properties have attracted considerable attentions and have been applied to the one, two, and three dimensional convection di usion equations 6, 8, 13, 14, 17, 29, 39, 40] .
In the various ways of di erencing the Equation (1), the most familiar schemes are the central di erence scheme and the upwind di erence scheme. These two schemes yield a linear system with a ve point sparse matrix of the form Au = f: (2) In the case of the central di erence scheme, classical iterative methods for solving the resulting linear system (2) do not converge when the convective terms dominate and the cell Reynolds number is greater than a certain constant. Conventional upwind di erence approximation is computationally stable, but is only rst order accurate; and the resulting solution exhibits the e ect of arti cial viscosity 23, 27] . The second order upwind methods su er from similar problems. The higher order nite di erence methods of conventional types are complicated to implement and are computationally ine cient.
After a continuous problem is discretized, it is important that the resulting discrete problem be solved e ciently. The last few decades have seen a tremendous amount of work in devising computational methods for solving sparse systems of linear equations. Existing solution methods fall into two large categories: direct methods and iterative methods. Direct methods, of which Gaussian elimination is the prototype, compute a solution exactly (up to the machine accuracy) in a nite number of arithmetic steps. However, they are rather specialized and can be applied primarily to systems which arise from separable selfadjoint boundary value problems. Relaxation methods, such as the Jacobi and Gauss-Seidel iterations, are easy to implement and may be successfully applied to more general linear systems. However, these relaxation methods also su er from some inherent limitations and are not robust for many problems of practical interest. Multigrid methods were developed from the attempts to correct these limitations. Used in a multigrid method, relaxation methods are competitive with the fast direct methods when applied to the model problems. In addition, the multigrid/relaxation methods have more generality and a wider range of applications than the specialized direct methods do.
For the two dimensional convection di usion equation, Gupta et al. 12, 13] proposed a fourth order nine point compact nite di erence formula, which was shown to be computationally e cient and stable and to yield highly accurate numerical solutions. The resulting linear system can be solved by classical iterative methods for large values of the Reynolds number 13]. Zhang 33, 34, 36] and others 11] proposed a few multigrid methods with acceleration schemes and special intergrid operators to solve the linear systems arising from the fourth order compact discretization of the Equation (1) with high Reynolds numbers.
Although considerable amount of work has been done in the past, there is still lack of a completely satisfactory computational (discretization and solution) scheme that is suitable for all types of convection di usion equations 32]. Most applications of practical interest require some form of mesh grading or local mesh re nement 10, 27] and the problem of constructing high order compact schemes on nonuniform grids has remained open until very recently 14, 30] . Due to the limitations on the solution techniques used by the authors of 14, 30] , the potential advantages of applying the fourth order compact scheme to solving boundary layer problems with high Reynolds numbers have not been fully investigated. The convergence behavior of multigrid method for solving the resulting linear system (with grid stretching) has not been studied.
In this paper, we solve the Equation (1) with boundary layers and with Reynolds numbers up to 10 7 using a fourth order compact scheme on a graded mesh with a coordinate transformation technique and a multigrid method. We discuss the fourth order compact discretization scheme for transformed convection di usion equation in Section 2. In Section 3, we brie y introduce the multigrid method and outline its advantages to solve the relevant sparse linear systems. Numerical experiments are conducted in Section 4 to show the necessity of the graded mesh and a grid transformation for computing high accuracy solutions of the convection di usion equation with boundary layers. Some concluding remarks are summarized in Section 5.
Fourth Order Compact Di erence Scheme
Fourth order nine point compact nite di erence schemes for the Equation (1) on a rectangular uniform grid have been designed by a few authors 8, 13, 17, 28, 29] . It is believed that these schemes are mathematically equivalent, although they were derived with di erent approaches. We mainly focus on the particular formula given by Gupta et al. 13 ] since we will use their technique on a nonuniform grid in the present work 14]. Let be discretized on a uniform grid in both x and y dimensions. The approximate value of a function u(x; y) at a reference mesh point (x; y) is denoted by u 0 . The approximate values at its eight immediate neighboring mesh points are denoted by u i ; i = 1; 2; : : :; 8 The compact nite di erence formula for the mesh point (x; y) involves the nearest eight neighboring mesh points with the uniform mesh size h. Since we will not use this fourth order compact scheme directly on the Equation (1) with boundary layers, for the sake of saving space, we refer readers to the original paper for the details of the formula and the derivation procedure 13]. This discretization scheme has been shown to be computationally e cient and numerically stable with respect to the application of iterative techniques, in addition to producing high accuracy approximate solution for smooth functions 14, 37, 36, 41] . The unconditional stability of the fourth order compact scheme makes it very attractive in use with multigrid method 36]. Since the iterations on all coarse grids converge, they provide su cient corrections to the ne grid iteration. In other words, there is no cell Reynolds number e ect on the coarse grids 32]. This is an advantage that is not shared by the central di erence scheme.
Transformed Convection Di usion Equation
For many convection di usion problems encountered in practical applications, the computational domain usually contains steep boundary layers in which the solution uctuates rapidly. For problems with steep boundary layers, the numerical solution from the central di erence scheme may exhibit nonphysical oscillations if the mesh size is not ne enough. Although such oscillations can be suppressed by the use of the upwind di erence scheme, the accuracy of the computed solution from this scheme is reduced to the rst order. Very ne discretization has to be used to yield an approximate solution of acceptable accuracy. Such a ne discretization results in very large linear systems that demand a large computational power.
It has been shown that the fourth order compact scheme can suppress the nonphysical oscillations to a certain degree 32]. For one dimensional model problems, it can be shown that the computed solution with the fourth order compact scheme is nonoscillatory 28]. However, numerical and analytic studies indicate that the order of the computed solution from the fourth order compact scheme may be reduced to O(h 2 ) when the Reynolds number is large 32]. For problems with boundary layers, the accuracy of the computed solutions from the three di erence schemes in question is undesirable 32] . The advantages of the fourth order compact scheme may be lost if there is no mesh points inside the boundary layers. In other words, to obtain a high accuracy solution to the boundary layer problems, suitable techniques must be utilized to place a certain number of mesh points inside the boundary layers. To avoid too many grid points in the computational domain and to reduce the total computational cost, the smooth region of the domain should be placed with relatively few grid points. This leads to the requirement of graded mesh techniques or local mesh re nement strategies 10, 27]. However, the existing fourth order compact scheme and the high order compact methodology can only work on a uniform grid. A typical solution to such a con ict is to use a coordinate transformation technique to map a graded mesh to a uniform mesh, so that the fourth order compact scheme can be applied on the transformed uniform grid. This is the approach that will be used in our study. Similar approaches have been used by Gupta et al. 14] and by Spotz and Carey 30] .
Consider a nondegenerate map x = x( ; ); y = y( ; );
which transforms the Equation (1) from a graded mesh on 0 < x < 1; 0 < y < 1 to a uniform mesh on 0 < < 1; 0 < < The di erence between the transformed equation (3) and the original equation (1) is the variable coe cients ; and c of the second order derivative terms appeared in the transformed equation, but not in the original equation. In particular, the second order cross derivative term u in the Equation (3) may present some problems to the fourth order compact formulation 30]. Fortunately, for the orthogonal grids used in our current study, the coe cient c( ; ) is identically zero throughout . Hence, the Equation (3) 
Fourth order approximation for transformed equation
To derive a fourth order compact nite di erence approximation, we assume that the solution u( ; ) of the Equation (4) (4) and by obtaining the representation for u in the Equation (4) to obtain a nite di erence formula of order 4. This is achieved by truncating the Taylor series up to order 4 (by setting all the Taylor series coe cients of u ij to zero for i + j > 4). The derivation procedure is straightforward but tedious. We omit the details and refer interested readers to the original paper of Gupta et al. 14].
We mention that a di erent procedure was proposed by Spotz and Carey in which the property of the mapping function is also considered 30].
The nine point compact nite di erence approximation of the Equation (4) The Equation (5) utilizes partial derivatives of the functions , , , and f. A double subscript \ij" on any of these functions denotes the (i + j)th partial derivative de ned by
In this formulation, we require that the partial derivatives in question exist analytically. It is also possible to approximate these partial derivatives by nite di erence formulas. However, as Spotz and Carey showed in 30], the nite di erence approximations for the partial derivatives must be of fourth order accuracy in order for the entire approximation scheme to maintain its fourth order accuracy.
Multigrid Method
Multigrid method is among the fastest and most e cient algorithms for solving linear systems arising from discretized elliptic partial di erential equations 3, 5, 31]. The multigrid algorithm iterates on a hierarchy of successively coarser grids until the convergence is reached (the residual equations are approximately solved on the coarse grids); considerable computational time is saved by doing major computational work on the coarse grids. One iteration of a simple multigrid cycling algorithm consists of smoothing the error using a relaxation technique (e.g., Gauss-Seidel and Jacobi methods, which are called smoothers in the multigrid literature); projecting (restricting) the smooth residuals to the coarse grid; solving an approximation to the smooth error equation on the coarse grid; interpolating (prolongating) the coarse grid error correction back to the ne grid; and nally adding the error correction into the approximation. An important aspect of the multigrid method is that the coarse grid solution can be approximated by recursively using the multigrid idea. That is, on the coarse grid, relaxation is performed to reduce the high frequency errors followed by the projection of the residuals on yet another coarser grid, and so on. Thus, the multigrid method requires a series of (di erent) problems to be solved on a hierarchy of grids with di erent mesh sizes. A multigrid V-cycle is the computational process that goes from the nest grid down to the coarsest grid and back from the coarsest up to the nest. A common variation of the V-cycle is to do two correction cycles at each level before returning to the next ne level; this is the W-cycle. A V( 1 ; 2 )-cycle is a multigrid V-cycle algorithm which performs 1 relaxation sweeps at each level before projecting the residuals to the coarse grid space (presmoothing sweeps), and performs 2 relaxation sweeps after interpolating the coarse grid correction back to the ne grid space (postsmoothing sweeps).
A W( 1 ; 2 )-cycle can be de ned similarly. For more details on the motivation, philosophy, and processes of multigrid method, readers are referred to 3, 4, 5, 31] and the references therein. For the speci c multigrid methods used to solve the convection di usion equation with a fourth order compact discretization scheme, see 11, 15, 20, 33, 34, 36, 41] . In general, standard multigrid method works well with the fourth order compact scheme for Re 10 3 . For convection dominated problems, acceleration scheme, such as the minimal residual smoothing technique 35], and special intergrid transfer operators, have to be employed to achieve reasonable convergence rates.
For convection di usion equations discretized by the upwind type schemes, some forms of algebraic multigrid approaches have been shown to be e cient 7, 22, 24] . An ILU preconditioning technique has also been used to solve the sparse linear systems arising from discretized convection di usion equations with the central di erence, upwind di erence, and the fourth order compact schemes 32].
In the present work, we use a standard multigrid approach with an alternating line GaussSeidel relaxation 31]. Smoothing analyses in 41] show that the alternating line Gauss-Seidel relaxation is a robust smoother for the convection di usion equation discretized by the fourth order compact scheme, although the point Gauss-Seidel relaxation also has smoothing e ect for all Reynolds numbers. Experience from our numerical experiments also showed that the convergence rate of the alternating line Gauss-Seidel relaxation is much higher than that of the point GaussSeidel relaxation and is robust for some convection di usion equations even with very high Reynolds numbers. Hence, results with the point Gauss-Seidel relaxation method are not reported in this paper. One presmoothing and one postsmoothing sweep is performed on each level in a V-cycle algorithm. In addition, standard bilinear interpolation operator and full weighting restriction operator are used as the intergrid transfer operators 31].
We mention a recent work of Ramage 21 ] to develop a multigrid preconditioner to solve the two dimensional convection di usion equation discretized by a streamline di usion scheme for up to the equivalent Reynolds number of 10 3 . She used a semi-algebraic multigrid method, similar to that of de Zeeuw 7] , with an operator dependent interpolation operator, Galerkin coarse grid operator, alternating line Gauss-Seidel relaxation, and a Krylov subspace accelerator (GMRES). However, it is our experience that, for a convection di usion equation discretized by the fourth order compact scheme, it is not necessary to use a very specialized multigrid method if the Reynolds number is below 10 3 36].
Numerical Results
Two test problems were solved using the discretization and solution techniques discussed in previous sections. The rst two subsections report the accuracy of the computed solutions of the fourth order compact scheme with respect to the grid stretching, assuming that the linear systems were solved successfully by the multigrid method. The third subsection discusses the e ect of grid stretching on the convergence of the multigrid method used.
Problem 1
We rst consider a constant coe cient convection di usion equation This problem represents a convection dominated ow and was used as one of the test problems by Gupta et al. 14] , who tested it with as small as 0:01. It was also considered by Gartland 9] who derived a discrete weighted mean approximation for its solution. The coe cient of the convective term is a constant. The top picture of Figure 1 is the exact solution of the Equation (6) with = 0:001 and is shown on a uniform mesh in the original coordinate system. For most part of the domain, the exact solution exhibits smooth values, but it has a steep boundary layer of . This sparse linear system is then solved by a multigrid method. For the standard (geometric) multigrid method, we actually discretized the Equation (8) on all coarse meshes (on transformed grids) with a reduction ratio of 2 between the successive meshes, until the coarsest mesh has only one internal grid point. (This is the standard coarsening technique used in geometric multigrid method 31]). We computed the numerical solutions of the Equation (8) for several values of the perturbation parameter and the mesh stretching parameter . Sample results for 0:001 are given in Table 1 . The errors reported are the maximum absolute error over all of the discrete grid points. In Table 1 , the parameter controls the amount of grid stretching; = 1 implies no stretching was used. The last column shows the order of accuracy of the discretization scheme and the data were computed by order = log 2 error h=64 error h=128 : It can be seen that the fourth order compact scheme indeed yields solution of O(h 4 ) when the Equation (6) Table 1 , row 16 and column 7). However, when the mesh was stretched, the fourth order accuracy is recovered even with = 50. Within a certain range of grid stretching, the larger the stretching ratio , the more accurate the computed solution.
However, too much stretching may have a negative e ect. This is demonstrated by the results in rows 7 and 8 with = 0:1; the use of the stretching ratios = 20 and = 100 yielded computed solution with a lower accuracy than that with a stretching ratio = 10. This is because, in these cases, the boundary layer is not too steep. A larger stretching ratio puts too many grid points along the boundary x = 1 and too few along the boundary x = 0. Thus the maximum absolute error was actually found close to the boundary x = 0, not close to the boundary layer at x = 1, as one would expect.
We also show in Figure 1 the exact solution ( = 0:001, h = 1=32) on the original grid with a uniform mesh, the computed solution on the transformed grid, and the computed solution on the original grid with a stretched mesh. We can see that there is no grid point inside the boundary layer on the original uniform grid. The middle picture of the Figure 1 gives an impression that the transformation of the stretched grid to a uniform grid has the e ect of smoothing the boundary layer so that a few grid points can be placed into the region near = 1. In fact, the boundary layer almost disappeared on the transformed grid. It seems that the solution on the stretched grid is smooth and the fourth order compact approximation is thus applicable. The bottom picture of the Figure 1 shows that with a mesh stretching ratio = 10 3 , the grid points are clustered along the boundary layer at = 1. There are a few grid points placed inside the boundary layer and the computed solution is shown to be in good agreement with the exact solution.
With a nonuniform grid, we can solve a boundary layer problem with large values of Re (small ). Table 2 lists the results of the maximum absolute errors of the computed solution when the di usion coe cient is very small. This table indicates that the steeper the boundary layer, the larger the stretching ratio is needed. Most importantly, it shows that the fourth order accuracy rate is achieved even when the problem is highly convection dominated. Simply put, the high order accuracy of the fourth order compact scheme is recovered by the use of grid stretching strategy. Figure 2 shows the solution pro les at = 1 ? h when di erent mesh size was used, the other parameters were set as = 0:001, = 5. The solution accuracy is rapidly improved with the increase in the number of grid points. The comparison of the computed solutions with di erent stretching ratios is given in Figure 3 where the parameters were set as = 0:001; h = 1=64 and the stretching ratios were set at 1; 5; 10 and 100, respectively. 1 Once again, the more severe the grid stretching, the more accurate the computed solution. When = 100, we had the most accurate solution. In this case, the computed solution is graphically indistinguishable with the exact solution. Figure 4 shows how the location of the maximum absolute errors changes with di erent stretching ratios and with di erent mesh size. For = 0:1, we obtained the highest accuracy at = 5. When the stretching ratio increased, the maximum absolute error increased due to the dominance of the errors at near x = 0, which is in agreement with the results of the Table 1 . For a medium thickness boundary layer with = 0:01, the maximum absolute errors keep as a constant after = 0:01. For a much steeper boundary layer; e.g., for = 0:001, the maximum absolute errors keep as a constant after a much larger stretching ratio. Figure 5 is the error distribution contours in the computational domain. It gives results similar to those in the Table 1 and in the Figure 4 . It is clear that a di erent stretching ratio results in the maximum absolute error being found in di erent locations. 
Problem 2
For the second test problem, we chose in the Equation (1) where is the grading parameter. The mapping function is invertible for j j < 1. > 0 corresponds to a compression (clustering) to the right (x = 1) and similarly to the left (x = 0) for < 0. In the present calculation, we select = 0:0; ?0:2; ?0:5; ?0:7; ?0:9 to compare the e ect of the grid stretching ratio on the accuracy of the computed solution. The test problem was computed on a sequence of uniformly re ned grids with h = 1=16; 1=32; 1=64; 1=128 for several Reynolds number Re = 1; 50; 100; 250; 500; 1000. Figure 6 shows the exact solution on the original uniform grid, the computed solution on the transformed grid, and the computed solution on the original stretched grid, respectively. The parameters were chosen as Re = 50, = 0:9, and h = 1=32. Due to the high stretching ratio, we obtain a very accurate computed solution (see the bottom picture of the Figure 6 ). The comparison of the maximum absolute errors with di erent mesh size and several stretching ratios ( = 0:0; ?0:2; ?0:5; ?0:7; ?0:9) are depicted in Figure 7 .
For the computed solution with di erent stretching ratios, the Figure 7 shows that the maximum absolute errors decreased rapidly when either the mesh size decreased or the mesh stretching ratio increased. Such a behavior is what we would normally expect for a good numerical scheme for solving the convection di usion equations. It can be observed that the di erence between the computed solution and the exact solution was reduced quickly as the amount of the grid stretching was increased. With a su cient grid stretching, the computed solution is graphically indistinguishable from the exact solution. 
Multigrid convergence
In this subsection, we show how the grid stretching a ects the convergence of the multigrid method that we used to solve the sparse linear systems arising from the discretized transformed convection di usion equations. The multigrid iteration was stopped when the nest grid residual in 2-norm was reduced by 10 10 order of magnitude. A total of 40 multigrid iterations were allowed in each test run. We used some random vectors as the initial guess. A symbol \{" in a table indicates lack of convergence. It is argued by Botta and Wubs 2] that the stretched grids have a dramatic in uence on the convergence behavior of classical iterative methods. Since classical iterative methods are usually used as smoothers in multigrid method, it is interesting to know if the convergence rate of the multigrid method will be a ected by the stretching ratio of the stretched grid.
We rst tested the multigrid method with an alternating line Gauss-Seidel (ALGS) smoother for solving the Problem 1 with h = 64. The number of multigrid iterations with respect to di erent di usion parameter and di erent grid stretching ratio are listed in Table 3 . Some comments on the results in Table 3 are helpful.
We can see that the degree of the grid stretching did a ect the convergence of the multigrid iterations. From left columns to right columns, the magnitude of the stretching ratio increased, and the number of multigrid iterations required to converge increased too. For certain stretching ratios, the multigrid algorithm did not reach convergence, most likely because of some strange data generated by the stretched grids. One possible explanation is that for The data in the upper left corner of the Table 3 indicate that the multigrid algorithm converged extremely fast when the problem was convection dominated with very small values of and when the degree of the grid stretching was not too severe. This phenomenon is not surprising since in this case, the ALGS smoother was a direct solver 31]. What has been missing in literature on this topic is that the computed solution has no accuracy due to the very steep boundary. Thus, an extremely fast solver yields useless (inaccurate) solution in such situations.
The data in the lower right corner imply that unnecessary grid stretching deteriorated the convergence rate of the multigrid method.
The data in the upper left corner show that the number of multigrid iterations increased as the stretching ratio increased. However, in these cases, the computed solution obviously has a certain degree of accuracy and the iteration numbers are reasonable.
The data in the lower left corner represent the cases in which no grid stretching or only It is our experience that a computed solution of reasonable quality will entail a reasonable amount of computational cost. The quality of a computed solution obtained too cheaply or too costly is questionable. In most cases, this is an indication of unreasonable grid stretching ratio, either too much or too little.
The best known property of geometric multigrid method is probably its grid independent convergence rate when applied to elliptic problems. We also tested the e ect of the grid stretching on the convergence dependence with respect to the grid size. Our test was conducted for the Problem 1 with = 10 ?3 . The results are listed in Table 4 . We nd that grid independent convergence rate was achieved when the grid was not stretched. With a grid stretching, the multigrid convergence rate is dependent on the grid size. However, the very nature of such a dependence is interesting. With a light stretching, the convergence rate was higher when the mesh was re ned. With a severe stretching, the convergence rate was deteriorated when the mesh was re ned.
The test results in Table 4 do not imply that our multigrid algorithm is not as e cient as the multigrid preconditioned GMRES solver 21]. In fact, it is trivial to see that, if we apply our multigrid method as a preconditioner for a Krylov subspace accelerator, such as GMRES 26] (a exible variant of GMRES, FGMRES 25] , is actually needed in such applications), and if we allow the multigrid preconditioner to provide a constant preconditioning accuracy in each preconditioning step, the multigrid preconditioned Krylov subspace method will yield a grid independent convergence rate. However, it is not clear if such an iteration scheme is more e cient in terms of computational cost.
We also tested our multigrid iteration algorithm for solving the Problem 2. Since this problem has a stagnation point in its domain, we can only obtain multigrid convergence for Re 10 3 . For larger Reynolds number cases, special intergrid transfer operators, such as the scaled residual injection technique, are needed to recover reasonable convergence rate for a multigrid method 36, 38, 42] . Such topics are beyond the scope of this paper. Figure 9 shows the e ect of the stretching ratio on the convergence rate of the multigrid iterations for solving the Problem 2 with di erent Reynolds numbers. We note that the multigrid convergence rate was not a ected substantially by the e ect of the grid stretching when Re 100. However, the solid line in the Figure 9 indicates that the grid stretching did a ect the multigrid convergence substantially when Re = 1000. It is interesting to point that too much and too little grid stretching made the multigrid algorithm converge slightly faster in the case of Re = 1000.
Concluding Remarks
We have investigated the use of a multigrid solution technique with a fourth order nine point compact nite di erence scheme to solve the two dimensional convection di usion equation with boundary layers. The boundary layers are rst resolved by using a nonuniformly discretized grid so that a few grid points can be placed into the boundary layers. An orthogonal coordinate transformation is then employed to transform the nonuniform grid into a uniform grid, on which Table 3 : Number of multigrid iterations with ALGS relaxation for the Problem 1 (h = 1=64) with respect to the di usion parameter and the grid stretching ratio . The e ect of the stretching ratio on the accuracy of the computed solution is demonstrated by solving two test problems. The numerical results indicate that a nonuniform grid is necessary for solving convection di usion problems with boundary layers. Without a mesh grading technique, the fourth order compact scheme is hopeless with respect to a boundary layer, since there is no grid point inside the boundary layer if the boundary layer is thin. However, with a mesh grading technique and a suitable coordinate transformation strategy, the high order accuracy of the computed solution from the fourth order compact scheme can be recovered. We have shown that the fourth order accuracy can be obtained for highly convection dominated problems at the so-called high Reynolds number limit, if a suitable grid stretching is utilized.
In order to reduce computational cost, a multigrid method is employed to solve the resulting sparse linear systems. The multigrid method has been shown to be very powerful to solve certain discretized boundary layer problems. For the present two test problems, the transformed equations have variable coe cients, the multigrid method with the alternating line Gauss-Seidel relaxation works just ne. However, we did observe the negative e ect of the grid stretching on the convergence rate of the multigrid iterations. On the other hand, we nd that, in order to solve a convection di usion problem with boundary layers, a reasonable degree of grid stretching is necessary and a reasonable computational cost is needed. A multigrid iteration that converges too fast or too slow indicates a certain problem with the discretization scheme and the accuracy of the computed solution is usually not the best. 
