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El presente trabajo realiza un estudio para el diseño de una Red de Distribución de 
Contenido (CDN) basaba principalmente en equipos robustos que permita brindar a los 
usuarios de la red actual del Proveedor de Servicios menor latencia en las conexiones a 
Internet más frecuentes específicamente hacia los servidores de Google, Akamai y Netflix 
que actualmente el proveedor de servicios posee en su Datacenter local. 
Con la utilización de equipos más robustos que los que se tiene en el Proveedor de 
Servicios, se pretende aumentar la capacidad de transporte en el Core, para poder brindar a 
los usuarios una menor latencia dando prioridades al servicio de Internet que generalmente se 
lo tiene como el de menor esfuerzo y logrando alcanzar una mínima perdida de información. 
En el desarrollo de este proyecto se estudiara los nuevos equipos de diferentes marcas 
viendo cuál de todos cubren las necesidades planteadas para manejo de grandes cantidades de 
trafico donde se puede proporcionar Calidad de Servicio e Ingeniería de Tráfico para los 
servicios que se propongan sean los prioritarios en el desarrollo de este caso de estudio. 
Al finalizar el proyecto se tendrá una Red de Distribución de Contenido basada 
principalmente en equipos de gran capacidad y robustos, disminuyendo la latencia hacia los 
servidores de Caching locales y abarcando todas las necesidades de la red actual para mejorar 









Debido al incremento del uso de redes sociales y en general al uso de Internet, se 
presenta una solución que permita a los usuarios de un Proveedor de Servicios puedan 
acceder a las páginas más utilizadas en un menor tiempo haciendo que la percepción de los 
usuarios sea que se está conectando a una red con mayor velocidad y estabilidad, ajustándose 
a las actuales demandas de conexión. 
El uso del Internet ha venido generado un comportamiento creciente de tipo 
exponencial, debido a la oferta y la demanda de nuevos y sofisticados servicios que tienen la 
posibilidad de conectarse a varios dispositivos. 
Con el uso de IPv6 se está combatiendo el limitado número de direcciones IPv4, esta 
socialización hace una mayor cantidad de equipos puedan soportar IPv6, y en su gran 
mayoría los dispositivos fijos y móviles ya tienen la capacidad de usar este direccionamiento, 
por lo que esta RED de Distribución de Contenido tendrá la opción para ser compatible para 
ambos direccionamientos en caso de que algún cliente así lo desee por lo que se propone 
tener una red Dual Stack. 
Por otro lado, el tráfico generado hacia el Internet cada vez exigen mayores garantías 
para la conexión como son: autenticidad, seguridad, confiabilidad y movilidad, por lo que era 
necesario complementar en el Core de los Backbones para que se pueda brindar a los usuarios 
el servicio con todas las exigencias planteadas.   
Actualmente en la mayoría de proveedores de Servicios, se han implementado 
Caching que se alojan en los Core de estos. Con esta ventaja de poseer Caching en los Core 
de los proveedores, al implementar una Red de Distribución de Contenido, se puede lograr un 
equilibrio entre los costos en que se incurren y la calidad de servicio de los usuarios finales. 
En el primer capítulo se desarrollara un pequeño análisis y estudio de una Red de 
Entrega de Contenido, viendo su arquitectura y los servicios que sobre esta se pueden 
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implementar, se verificará el funcionamiento del Core del Proveedor de Servicios, sus 
configuraciones y requerimientos actuales para mejorar los servicios de conexión hacia el 
Caching local. 
En el segundo capítulo se analizaran todos los requerimientos del Proveedor de 
Servicios para la implementación del diseño de la red CDN verificando que estos estén 
enfocados hacia los servidores de Caching e interconexión con los Peering locales. 
En el tercer capítulo se dimensionarán los enlaces para el diseño de la red CDN en 
base a un análisis de tráfico para poder usar los recursos necesarios y no 
sobredimensionarlos. 
En el cuarto capítulo se desarrollará el diseño de la red CDN en base a los 
requerimientos y a los recursos disponibles, logrando garantizar obtener una red escalable y  
que cumpla con todos los requerimientos planteados; así también se verificará una propuesta 
















El internet y las redes inalámbricas se encuentran en auge, es por esto que las personas 
quieren permanecer siempre conectadas, ya que por las diferentes redes sociales se puede 
conocer los avances en ciencia, tecnología y noticias que hacen que se tenga siempre una 
información de los últimos acontecimientos al instante de los sucesos. 
Pero para que todas estas aplicaciones funcionen correctamente necesitan siempre de 
una conexión a Internet, provocando que las personas busquen permanecer siempre 
conectadas, y que esta conexión sea lo más rápida posible para poder aprovechar el tiempo de 
la manera más adecuada. 
Una arquitectura de una Red de distribución de Contenido, con un hardware que 
permita alcanzar grandes velocidades, disminuyendo los tiempos de latencia para los 
servicios y sitios más visitados permite a los usuarios de un proveedor de servicio mantener 
la conformidad respecto al servicio y aprovechar todos los recursos dispuestos tratando de 
mantener bajos costos. 
Ante todas las necesidades ya indicadas grandes empresas internacionales han hecho 
hincapié en una solución para los usuarios creando Redes de Distribución de Contenido 
ayudando a los proveedores de servicios a solucionar en gran parte sus necesidades de alta 
conectividad, pero al tener una propia CDN dentro de su Core, y que este sea de gran 
capacidad ayuda a mejorar en gran manera lo que las grandes industrias han hecho de manera 









Diseñar una Red de Distribución de Contenido (CDN) dentro de un proveedor de 
servicios de la ciudad de Quito con equipos de alto performance y gran capacidad, para 
disminuir la latencia hacia los Caching que este almacena en su datacenter local y sus 
interconexiones con los Peering locales, permitiendo a los usuarios acceder a los servidores 
más visitados: Google, Akamai, Facebook y Netflix; que son lo que el Proveedor de Servicios 
ofrece en la actualidad. 
Objetivos Específicos: 
1. Realizar el levantamiento de información del Core del Proveedor de Servicios, 
verificando configuraciones específicas, problemas existentes y escalabilidad, para elaborar 
el diseño de la red CDN, así también verificar como se encuentran las conexiones de los 
Caching del DataCenter local como sus interconexiones con los Peering locales. 
2. Verificar la demanda de los usuarios de los servicios hacia los Caching locales, 
identificar los requisitos del proveedor de servicios; así como de los usuarios e integrar la  
solución con la demanda. 
3. Realizar un estudio de tráfico sobre el Core del Proveedor de Servicios para 
dimensionar los enlaces que formaran parte del diseño. 
4. Realizar el diseño de la red CDN, de acuerdo a las necesidades y requisitos del 
Proveedor de Servicios  y proponer los equipos que mejor se acoplen a esta. 






5. Desarrollo Caso de Estudio 
En el presente estudio se presentará toda la información de una Red de Entrega de 
Contenido (CDN) que es lo más importante de este desarrollo para poder entender el diseño, 
así también se indicaran las necesidades que un Proveedor de Servicios especifico necesita 
para mantener la calidad del servicio que ofrece frente a los nuevos requerimientos de los 
usuarios finales.  Se presentará un diseño práctico y escalable para que el proveedor de 
servicios pueda seguir creciendo tanto en capacidad como en servicios adicionales que así lo 
requiera. 
5.1. CDN, Redes de Entrega de Contenido (Content  Delivery Network) 
Una Red de Entrega de Contenido es una red grande de servidores especializados, es 
decir es una red de capa aplicación,  distribuidos geográficamente en las cercanías de los 
clientes y permite acelerar la distribución de contenido WEB y multimedia a todos los 
dispositivos conectados al Internet, disminuyendo las latencias percibidas por los usuarios 
finales. 
Las Redes de Entrega de Contenido son parte de las Overlay Network, que son redes 
virtuales de nodos y enlaces lógicos que se colocan por sobre una red, con el propósito de dar 
un servicio de red diferente al que esté disponible sobre la infraestructura que se posea. 
Una de las Redes de Entrega de Contenido más grande es la de Akamai, posee más de 
175000 servidores distribuidos  en más de 100 países del mundo 
El principal objetivo al plantearse una red CDN es direccionar las peticiones de los 
clientes a los servidores más cercanos disponibles que tengan los contenidos solicitados con 
una mayor disponibilidad. 
“Los servidores que almacenan estos contenidos se los conoce como surrogante o 
servidor replica, y son controlados por los proveedores de contenidos, por lo tanto los 
proveedores de contenido serán los que disponen y colocan los contenidos más populares 
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como contenido estático de texto, imagen, audio y video, es decir si un usuario desea acceder 
a un contenido popular la ruta más corta será este servidor surrogante, mientras que si se 
desea acceder a un contenido menos popular se accederá a un servidor origen que se 
encuentre posiblemente en una ubicación geográfica diferente y con un tiempo de respuesta 
mayor.  Para acceder a un contenido web que no esté almacenado en cache de un surrogante, 
se puede usar varias técnicas como la optimización de rutas, optimización de conexiones TCP 
y búsqueda anticipada, así lo hace Akamai.” («SWDC_CDN.ppt - Tema3-CDN.pdf», s. f.) 
 
Figura 1: Esquemático explicativo de una red CDN(«SWDC_CDN.ppt - Tema3-CDN.pdf», s. f.) 
Entre las ventajas más importantes de una Red de Entrega de Contenido es que no es 
necesaria la implementación de nuevo equipamiento, o la modificación de la estructura de red 
montada sobre algún proveedor, estas redes se las puede implementar sobre una ya existente 
sin que existan problemas.  Así también se puede verificar que no se debe implementar sobre 
toda la red, ya que depende principalmente de las funcionalidades planteadas para la mejora 
del servicio sobre el que se va a pasar. 
Generalmente los servidores CDN se colocan al borde de la red de acceso, para que 
los usuarios sientan que se ha minimizado el retardo y las pérdidas en las conexiones a estos. 
Existen algunos tipos de Redes de Distribución de Contenido como: 
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CDN Localizada: en esta red el servidor substituto se localiza más cerca del usuario 
dependiendo de los siguientes criterios: zona geográfica, topología, retardo y carga de los 
servidores. 
CDN Redirección: esta red redirecciona la petición que le llega del cliente al servidor 
CDN más cercano de una manera transparente al usuario utilizando balanceo de carga como: 
Redirección DNS, reescritura de URL y combinación de redirección y reescritura. 
En la redirección DNS (Domain Name Service), los servidores DNS autoritativos son 
controlados directamente por el CDN, cuando resuelve un nombre se resuelve en una IP u oro 
servidor CDN, generalmente se establecen tiempos de valides de mapeo coros, en donde se 
puede hacer un balanceo de acuerdo a las condiciones de la red y de los servidores. 
En la reescrita de URL (Uniform Resourse Locator), el servidor origen reescribe 
dinámicamente las URL de las páginas de acuerdo a la disponibilidad de los recursos y las 
condiciones de red para direccionarlos al cliente en diferentes servidores. 
Para la combinación de redirección y reescritura, se puede colocar el nombre del DNS 
en lugar de la IP, de tal manera que todo sea manejado por los servidores de CDN. 
5.1.1 Arquitectura de una CDN. 
Una Red de Distribución de Contenido consta de siete componentes que son: clientes, 
surrogates, servidor origen, sistema de tarificación, sistema de encaminamiento, sistema de 
distribución de contenidos y sistema de contabilidad. 
“El servidor origen coloca todas las direcciones URL hacia el  sistema de 
encaminamiento, este  publica el contenido que es compartido por la CDN al sistema de 
distribución. 
El sistema de distribución pasa todo su contenido a los servidores surrogates, quienes 




El cliente solicita un contenido WEB al servidor origen, pero la solicitud es 
redireccionada al sistema de encaminamiento. 
El sistema de encaminamiento coloca esta solicitud a un surrogante de la CDN, 
escogiendo el  más adecuado. 
El surrogante elegido envía el contenido al cliente, e interactúa con el sistema de 
contabilidad. 
El sistema de contabilidad procesa y comprime la información obtenida convirtiendo 
esta en estadísticas para el uso de contenido, facilitando al servidor origen y al sistema de 
tarificación o facturación, las estadísticas también se mandan a modo feedback al sistema de 
encaminamiento. 
El sistema de tarificación usa estos registros indicados anteriormente para ajustar 
cuentas con cada una de las partes involucradas en la distribución de contenido, este sistema 
se lo usa específicamente para las CDNs comerciales.” (Congreso de Ingeniería en Software 
y Nuevas Tecnologías de Ingeniería en Sistemas, 13:41:51 UTC) 
A continuación se presenta una gráfica de cómo es la estructura de una CDN. 
 
Figura 2: Arquitectura y funcionamiento de una CDN(Congreso de Ingeniería en Software y Nuevas Tecnologías de Ingeniería en 




5.1.2 Beneficios del CDN 
Los beneficios de las CDN son tanto para los usuarios finales, como para los 
propietarios de los contenidos y para el proveedor de servicios. 
Para los usuarios de las redes CDN, se benefician al disfrutar de cortos tiempos de 
carga y acceso a páginas más rápido que si estuviera en una red sin CDN en donde tiene que 
viajar por varias redes para llegar al destino. 
Los dueños de los servidores de contenido, mejoran su imagen debido a que los 
usuarios experimentan  reducción en las tasas de transferencia. 
Para los proveedores de servicios, se ven en la necesidad de desplegar sus propias 
redes de distribución de contenido, que puede reducir la tasa de abandono de los usuarios, 
facilitando el desarrollo de los servicios de valor agregado, reduciendo el tráfico hacia el 
internet e incrementando el tráfico a nivel local, con lo que se disminuye también los costos. 
5.2 Infraestructura actual del proveedor de servicios 
Introducción  
El proveedor de servicios sobre el que se realizará el diseño de la red CDN, tiene un 
Core levantado en tecnología MPLS, del cual se puede identificar que tiene dos Ps 
distribuidos estratégicamente dentro del Distrito metropolitano de Quito, de estos Ps salen 6 
PEs, de los mismo se puede decir que para su ubicación se buscó los lugares donde existían 
mayor concentración de clientes y que sean zonas de alto comercio ya que el proveedor está 
enfocado para proveer servicios de Internet y transmisión de datos. 
De cada PE salen dos equipos de distribución conocidos como agregadores, estos 
concentran a manera de pétalo los nodos cercanos, proporcionando a los clientes mantener 
enlaces con altas redundancia en caso de cortes.  Todas las conexiones entre los equipos del 
Core son mediante fibra óptica. 
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Las grandes empresas como Netflix, Google, Akamai, entre otras, realizan un análisis 
de las peticiones que tiene desde todo el mundo y verifican cuales son los proveedores y los 
países que más peticiones hacen hacia sus servidores, y mediante negociaciones, estos 
proveedores de contenido colocan sus servidores surrogates en los proveedores de servicio 
que más tráfico generen hacia ellos, es así como en el Datacenter del proveedor se tiene un 
grupo de servidores de Netflix, Google, Facebook y Akamai, los mismos que se encuentran 
conectados directamente al Core para poder proveer los contenidos aquí almacenados de una 
manera más conveniente.  
A continuación se presenta un esquemático del Backbone del Proveedor de servicios, 
sobre el cual se trabajara para el diseño de la red CDN, este esquemático básicamente está 
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Figura 3: Diagrama esquemático del Proveedor de Servicios 
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5.2.1 Estructura física del proveedor de servicios. 
De acuerdo a lo indicado, el proveedor de servicios a diseñado su Core de tal manera 
que este sea redundante ante cualquier tipo de falla, todas las conexiones de los equipos son 
realizadas con Fibra Óptica, lo que permite manejar grandes capacidades de tráfico. 
Todos los PEs están conectados físicamente a los dos Ps, a su vez los dos Ps tiene un 
doble enlace redundante por diferentes rutas para garantizar los servicios en caso de fallas, 
los agregadores así como los nodos están también conectados a través de fibra óptica 
formando anillos. Todos los equipos del Core del proveedor de servicios son Cisco, debido a 
las prestaciones que estos han dado en el momento de la implementación y crecimiento de la 
red. 
5.2.2 Estructura lógica del proveedor de servicios. 
Los dos Ps del Core para comunicarse entre si se tiene levantado el protocolo de 
enrutamiento dinámico OSPF, entre los PEs para el intercambio de etiquetas que es la manera 
en la que trabaja MPLS, se lo hace a través del protocolo LDP propietario de MPLS, así 
también para la comunicación entre todos los PEs, se tiene levantado MP-BGP, para 
optimizar las rutas aprendidas por las diferentes VRFs de los clientes. 
Los anillos que forman los nodos que se concentran a los agregadores tienen 
levantado STP Spanning Tree, para evitar la formación de lazos y la duplicidad de rutas 
aprendidas para llegar al destino. 
Todos los servidores de contenido que se encuentran en el Datacenter, están 
directamente conectados al PE que se encuentra ahí a través de port-channels, y mediante 
BGP, se propagan las redes de los mismos, para que los clientes pueda acceder a estos sin 
necesidad de tener que salir al mundo para acceder a los contenidos más visitados de estos.  
Cabe recalcar que todos estos servidores son administrados por los proveedores de contenido 
y que el proveedor de servicio solo provee la conectividad y alojamiento de estos en su red.  
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Cada grupo de servidores que los proveedores de contenido colocan se los conoce 
como nodos, el proveedor de servicios tiene dos nodos de Google, un nodo de Akamai, uno 
de Netflix y uno de Facebook. 
Así también dentro del Datacenter se tiene dos router que son los que permiten la 
conexión a Internet que se tiene directamente conectado a los proveedores de la salida 
Internacional. 
5.2.3 Problemas existentes 
Uno de los principales problemas que el Backbone del proveedor está presentando, es 
la alta congestión que se está presentando hacia las rutas que llevan a los servidores de 
contenido, esto se produce por la gran demanda que se tiene hacia estos, haciendo que los 
usuarios comiencen a experimentar tiempos de respuesta más altos y desconexiones 
constantes, esta percepción de los usuarios finales es debido a que por la alta congestión hacia 
el Datacenter, se comienzan a encolar las peticiones y en algunos casos estas peticiones son 
enviadas al mundo provocando que los tiempos de respuesta sean más elevados. 
De lo que se explicó anteriormente la red MPLS que se tiene en el proveedor fue 
diseñada de tal manera que en caso de crecimiento se pueda implementar mejores soluciones 
sin que el diseño como tal sufra cambios significativos ni en topología ni en configuraciones 
lógicas 
Dentro del Core del proveedor se tiene también una interconexión con los Peering 
locales, los cuales proveen la interconexión hacia otros proveedores locales e ISPs, y 
Asociaciones de Proveedores, a través de esta conexión permite que los usuarios lleguen a 




5.3 Requerimientos del proveedor de servicios para la migración 
El proveedor de servicios tiene actualmente unos 13200 usuarios con contrato de 
Internet  (dato extraído del informe mensual del Departamento Regulatorio del Proveedor al 
Arcotel, Octubre 31 del 2016), en su gran mayoría estos usuarios tienen servicio WIFI que les 
permite movilidad y conexiones de todos los dispositivos inteligentes que posean. 
De acuerdo a la demanda actual se ha contratado con el proveedor internacional de 
Internet una conexión troncal de 100G, tomando en cuenta que actualmente se están 
consumiendo aproximadamente el 95% de la totalidad contratada, como se puede visualizar 
en el gráfico adjunto, y se tiene una proyección de crecimiento del 20% anual de acuerdo a 
los análisis realizados por el área de Ingeniería. 
A continuación se muestra el consumo del Internet total del proveedor de servicios en 
los 3 últimos meses. 
 
Figura 4: Consumo de ancho de banda de la salid a Internet del proveedor de servicios 
El proveedor verificando la demanda que se tiene hacia los Caching locales, ha 
logrado disminuir las conexiones hacia el Internet, aumentando las conexiones locales, pero 
estas conexiones locales actualmente se encuentran saturadas, ya que no se tiene realizado 
ningún tipo de Ingeniería de tráfico para mejorar el servicio de Internet de los usuarios 
finales.   
También se verifica que no se tiene planificado la contratación de mayor capacidad 
hacia el Internet con el proveedor internacional, por lo que aquí surge otro requerimiento del 
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Proveedor de servicios, para mantener la capacidad contratada y aumentar el tráfico hacia los 
Caching locales evitando el tráfico hacia el Internet por el proveedor internacional. 
Todo el tráfico que cursa por la red va por la misma cola sin distinción alguna por lo 
que para ciertas aplicaciones se pueden apreciar que existen retardos o incluso perdidas de 
conexión provocando reconexiones y retransmisiones que hacen que las aplicaciones se 
vuelvan lentas. 
Ante todas estas necesidades, se tiene como requerimientos principales, separar las 
conexiones recurrentes a los Caching locales que son los que más consumen las troncales del 
Core del proveedor de servicios. 
Google a través de su portal, al cual se tiene acceso como proveedor de servicios, 
tiene una proyección de tráfico hacia su granja de servidores, como se muestra en el siguiente 
gráfico. 
 
Figura 5: Proyección de consumo hacia los servidores de Google 
Como se puede apreciar se estima que para el siguiente año se tenga un tráfico hacia 
los servidores de Google de aproximadamente 80Gbps, y para la actualidad se tiene un tráfico 
de 61,4Gbps, este valor es debido a que el proveedor de servicio tiene dos nodos de Google 
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en Quito y 3 nodos de Google en Guayaquil, y la suma del tráfico de todos estos nodos es lo 
que se presenta en el análisis y proyección de tráfico hacia los servidores de Google. 
5.3.1 Estudio de tráfico 
Para realizar el estudio se tomará como muestra el tráfico cursante en los últimos 3 
meses (Agosto, Septiembre y Octubre) de los enlaces troncales donde se puede evidenciar el 
paso de tráfico hacia los Caching locales, Peering locales y la interconexión con el proveedor 
Internacional de internet, de donde se podrá verificar las necesidades para el diseño de la red 
CDN, esta información será extraída del Cacti local que tiene el proveedor de servicios. 
Los servidores de Caching que actualmente se encuentran en el Datacenter del 
proveedor de servicios, tienen interfaces Gigaethernet y se interconectan al Core del 
proveedor formando port-channels para poder soportar el tráfico que actualmente está 
cursando. 
A continuación se muestra el consumo total de los dos nodos del Caching de Google. 
 
Figura 6: Consumo de tráfico hacia los servidores de Google 
Como se puede apreciar se tiene un tráfico total y casi constante de 20Gbps en los 








Figura 7: Consumo de tráfico de los últimos 30 días hacia el Nodo A de Google 
 
Figura 8: Consumo de tráfico de los últimos 30 días hacia el Nodo B de Google 
Como se indica cada nodo tiene aproximadamente 12Gbps de tráfico cursante, y a la 
vez es balanceado entre los dos nodos, en el portal de Google solo se almacena la 
información de los últimos 30 días pero por el Cacti del proveedor se puede apreciar que el 




Figura 9: Consumo de tráfico de los últimos 3 meses hacia los servidores de Netflix 
El tráfico que ha cursado hacia los servidores de Netflix ha sido variante, por lo que se 
puede evidenciar que inicialmente se tenía un tráfico de 15Gbps luego por una semana 
decremento el tráfico a 8Gps y luego incrementa a 18Gbps, si la tendencia persiste se 
estimaría que el tráfico hacia estos servidores sería de 20Gbps con un incremento de 5Gbps 
cada 2 meses, esta estadística se la obtiene del portal de Netflix, a diferencia de Google, en 
Netflix no se tiene una proyección gráfica del crecimiento de tráfico. 
 
Figura 10: Consumo de tráfico de los últimos 3 meses hacia los servidores de Akamai 
Inicialmente se tenía bastante tráfico cursante hacia los servidores de Akamai, pero 
desde que se colocaron los servidores de Facebook, el tráfico ha disminuido constantemente, 
así también se tiene una proyección de crecimiento de 2G cada 3 meses, por lo que se 
estimaría que el tráfico se mantendrá estable hacia estos servidores y con un valor de 10Gbps 




Figura 11: Consumo de tráfico de los últimos 3 meses hacia los servidores de Facebook 
El Caching de Facebook es uno de los que se va incrementando constantemente, desde 
su implementación que fue hace 3 meses aproximadamente hasta la actualidad se ha 
mantenido en 15Gbps, pero en el portal de Facebook se tiene una proyección de crecimiento 
de 5Gbps cada 3 meses, al igual que el portal de Netflix, no se tiene esta proyección gráfica, 
solo se la mantiene como informativo cuando se ingresa a esta.  
 
Figura 12: Consumo de tráfico de los últimos 3 meses hacia el Peering local 
El tráfico hacia el Peering local en relación a los Caching es menor, ya que se tiene 
principalmente las conexiones hacia las paginas gubernamentales entre otros, por lo que no se 
tiene una proyección de crecimiento como en los caching. 
Para el Peering local se lo realizará bajo demanda el momento en el que se necesite, 
por el momento se tiene cursando un tráfico de 5Gbps con una capacidad máxima por el port-
channel que posee de 10Gbps. 
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5.4 Diseño de la red CDN 
En base a los requerimientos descritos anteriormente, se puede verificar que el tráfico 
que se genera de los usuarios hacia los Caching es grande, y la proyección de Google sobre el 
proveedor va creciendo considerablemente, por lo que si se incrementa la capacidad en el 
Core del Proveedor de servicios se puede mantener la capacidad contratada con el Proveedor 
internacional de Internet e incrementar el tráfico interno hacia los Caching con la red CDN 
que se va a plantear. 
El diseño de la red CDN se dividirá en dos aspectos importantes que son: 
 Diseño físico de la red 
 Diseño Lógico de la red 
5.4.1 Diseño físico de la red CDN. 
Como se había indicado anteriormente, los enlaces del Core del Proveedor de 
Servicios son de 1 gigabit, por lo que ante los aumentos de capacidades contratadas se ha 
configurado port-channels para poder abastecer a los usuarios. 
Para el diseño de la red CDN se ha considerado colocar un equipo robusto junto al PE 
de cada pétalo del Core, y que este por un lado directamente conectado al PE y por otro lado 
tendrá una doble conexión redundante hacia el Datacenter que es donde se encuentra la granja 
de servidores de todos los Caching ya disponibles. 
Se tienen un total de 6 PEs en el Core, por lo tanto deberá colocarse 6 routers 
adicionales a los que se nombra routercdn, por ser parte de la red CDN, estos router deben 
tener interfaces Tengiga, para poder abarcar la mayor capacidad necesitada y con proyección 
hacia un crecimiento de la misma. 
También se debe tender dos rutas distintas con fibra óptica desde cada routercdn hacia 
el Datacenter donde se encuentra la granja de servidores de Caching con el fin de que se 
tenga una conexión redundante en caso de falla. 
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Para optimizar las conexiones de todos los servidores Caching y disminuir la 
congestión de tráfico hacia estos, se colocara un switch robusto que debe tener interfaces 
Tengiga, el mismo que concentrará todas las conexiones de los Caching locales y se 
conectara con un routercdn por donde recibirá todo el tráfico generado hacia los Caching.  Se 
debe considerar que el routercdn que se coloque en el Datacenter deberá ser más robusto en 
comparación al resto de equipos colocados en el CORE, ya que este concentrará  más tráfico 
que el resto de equipos de igual funcionamiento. 
El routercdn colocado en Datacener, también deberá tener la conexión hacia el 
Peering local, con el fin de optimizar los tiempos de respuesta y concentrar en un solo lugar 
todas las conexiones críticas, al encontrarse en el Datacenter se garantiza los respaldos 
eléctricos y físicos, ya que se mantiene el concepto de alta redundancia para los equipos más 
críticos. 
5.4.2 Diseño lógico de la red CDN. 
Como se indicó la red del proveedor de servicios es una red MPLS pura, y de acuerdo 
a esto los equipos routercdn que se colocará también deberán estar en MPLS para mantener el 
esquema inicial y así evitar cambios de configuración que puedan alterar el funcionamiento 
actual de la red. 
La conexión lógica entre los PEs y los routercdn será a través de MP-BGP, para el 
intercambio de las rutas de las redes. 
Para llegar a los servidores de contenido que actualmente se tiene, se ha asignado un 
Poll de IPs públicas pertenecientes al proveedor de servicios, donde la primera IP válida que 
viene a ser el Gateway de todos se encuentra en la actualidad en el P al que están conectados, 
para nuestro diseño, se deberá mover esta IP hacia el routercdn que está en Datacenter para 
que se mantenga el esquema inicial. 
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Para poder direccionar el tráfico desde los clientes hacia los servidores de contenido 
que se tiene, se configuraran preflix-list con el Pool de redes de los servidores, para que en el 
intercambio de redes en el BPG de interconexión entre el PE y el routercdn sea direccionado 
directamente por este nuevo esquema, dejando libre el resto de canales del Core para el uso 
del resto de servicios que brinda el proveedor a sus usuarios. 
Así también estas nuevas conexiones son de 10Gbps con enlaces redundantes y 
mediante el MP-BGP que se tiene armado levantar una contingencia en caso de que un canal 
falle entre en funcionamiento el otro proporcionando mayor disponibilidad. 
Así también el routercdn que se encuentra en el Datacenter está directamente 
conectado a los Ps, quienes a su vez tienen una conexión lógica hacia los routers de borde de 
conexión al proveedor internacional, y con la propagación de las rutas a través de BGP 
permitirá a los servidores surrogates comunicarse con los servidores Origen y poder 
descargar más contenido y actualizaciones que así lo requieran. 
Cabe indicar que la red actual está configurada como Dual Stack, para permitir la 
conexión con IPv6, entonces este nuevo equipamiento que se colocará también deberá estar 
configurado con Dual Stack para el paso de IPv6. 
Se debe considerar que también se debe aplicar criterios de calidad de servicio para el 
servicio de Internet que va dirigido hacia los servidores subrogantes con la finalidad de evitar 
las retransmisiones en caso de encontrar canales saturados, colocando las peticiones hacia los 
servidores surrogates en la cola principal del QoS y sin dropeo de paquetes, colocando al 
resto de servicios en colas secundarias dando prioridad a todas las redes de los servidores 
surrogates. 
Así también para garantizar la rapidez de la navegación hacia los servidores de 
Google, Netflix, Facebook y Akamai, se va a realizar una pequeña ingeniería de tráfico, 
donde se armará túneles entre todos los routerscdn que se encuentran atachados a los PEs 
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hacia el routercdn que está en el Datacenter, con la finalidad de priorizar todas las peticiones 
que vengan desde los clientes hacia estos servidores surrogates. 
Así también se deberá configurar un túnel de ingeniería de tráfico entre el routercdn 
del Datacenter hacia el router que da la conexión con los proveedores internacionales, con la 
finalidad de dar mayor ancho de banda y menor intermitencia a los servidores surrogates el 
momento que deseen tomar actualizaciones de los servidores origen que se encuentran fuera 
del país. 
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Figura 13: Diagrama esquemático de la solución planteada.
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5.4.3 Equipos adaptables para la red CDN. 
Como se indicó en el diseño y de acuerdo al trafico cursante por los servidores 
subrogantes, se deberá colocar un total de 8 equipos, 7 routers con capacidad de manejo de 
trafico de 10Gbps y un switch concentrador con interfaces de la misma capacidad, de tal 
manera que la red sea de mayor capacidad que la que está operando actualmente para evitar la 
latencia en la conexión a los servidores de contenido. 
De los 7 routers, se deberá colocar un router que tenga un mayor performance que el 
resto, debido a que este es el concentrador de todas las conexiones de los routercdn que están 
junto a cada PE, y que a su vez también tiene una conexión directa hacia el Peering local y 
una conexión lógica hacia la conexión de borde con el proveedor Internacional de Internet. 
Como se indicó la red actual está formada por equipamiento Cisco, pero por su diseño 
es compatible con otras marcas de equipos ya que tanto lógica como físicamente es una red 
escalable. 
5.4.4 Verificación del performance de los equipos que se adapten al diseño planteado. 
Para verificar el equipamiento que mejor se acople al diseño se planteará una matriz 
donde se identificará los requerimientos y se comparará entre varias marcas para poder 












CISCO HP HUAWEI 
ASR 9010 ASR 12010 
HSR6800 (FlezNetwork 
HSR6800 Router) 
NE5000(NetEngine5000E  Core 
Router) 
Puertos 
Número de Slots 
Chasis de 8 Slots con 
dos RSP de Respaldo 
Chasis de 8 Slots con dos RSP de 
Respaldo 
Chasis de 8 slots con 2 slots 
MPU 
* NE5000E CLC: Chasis de 16 slots 
que incluyen 2 SRU.                                              
*NE5000E-X16 CLC: Chasis de 16 
slots que incluyen 2 SRU 
Tipos de Interfaces 
Interfaces Gigabit 
Ethernet, 10 Gigabit 
Ethternet 
Interfaces 10 Gigabit Ethernet, 100 
Gigabit Ethernet 
8 Puertos SAP, 16 Puertos HIM, 
32 Puertos MIN 
Puertos GE, 10GE, 155M POS, 
622M POS, 2.5G POS, 10G POS, 
40G POS, 10GE, 100GE 
Modulares Si Si Si Si 
Interfaces Adicionales 
  
4 HP 6600, 1 puerto 10GbE XFP 
HIM Router Module, 8 HP X120 
1 G SFP LC SX Transceiver 
8 Puertos ópticos OC-3c/stm-64c, 
1 PUERTO 10GBase LAN-XFP 
Rendimiento 
Throughput 880 Gbps por Slot 4 Tbps 420 Mbps 819 Tbps 
Capacidad de envió 14 Tbps 64 Tbps 120 Gbps 400 Gbps 
Memoria  y Procesamiento 
Capacidades de 
memorias y buffers 
4 GB de memoria flash 10 GB de memoria flash 
2GB DDR2 SDRAM, 4 GB DDR2 
SDRAM, 1 GB de memoria 
flash, tamaño del buffer de 
paquetes 128 MB 
128 MB de memoria flash, 






dinámico y estático 
como: OSPF, IS-IS, 
MPLS Enrutamiento 
estático y protocolos 
de enrutamiento 
dinámico: OSPF, IS-IS y 
BGP-4 
Soporta enrutamiento estático y 
dinámico como: OSPF, IS-IS y BGP 
Soporta enrutamiento estático 
y dinámico como: RIP, OSPF, IS-
IS y BGP-4 
Soporta enrutamiento estático y 
dinámico como: RIP, OSPF, IS-IS y 
BGP-4 
IPv6 
Soporta la migración 
de IPv4 a IPv6, con 
configuraciones de: 
túnel 4/6, GRE y dual 
Stack; incluye 
enrutamiento estático 
IPv6 y enrutamiento 
dinámico: OSPFv3, IS-
IS y BGPv3, incluye 
soporte para ACLs en 
Ipv6 
Soporta la migración de IPv4 a 
IPv6, con configuraciones de: túnel 
4/6, GRE y dual Stack; incluye 
enrutamiento estático IPv6 y 
enrutamiento dinámico: OSPFv3, 
IS-IS y BGPv3, incluye soporte para 
ACLs en Ipv6 
Soporta enrutamiento 
dinámico, estático, Dial Stack, 
RIP, OSPFv3, IS-ISv6 y túneles 
en IPv6 
Soporta la migración de IPv4 a 
IPv6, con configuraciones de: 
túnel 4/6, GRE y dual Stack; 
incluye enrutamiento estático IPv6 
y enrutamiento dinámico: OSPFv3, 
IS-IS y BGPv3, incluye soporte para 
ACLs en Ipv6 
Soporte MPLS 
Aplicaciones 
Soporta LDP, MPLS, 
Ingeniería de tráfico, 
Calidad de Servicio, 
MPLS VPNs. 
Soporte de LDP, MPLs Traffic 
Engineering, MPLS QoS, VPLS, 
HVPLS, FRR y MPLS VPNs 
Soporte de LDP, MPLs Traffic 
Engineering, MPLS QoS, VPLS, 
HVPLS, FRR y MPLS VPNs 
Soporte de LDP, MPLs Traffic 
Engineering, MPLS QoS, VPLS, 
HVPLS, FRR y MPLS VPNs 
Calidad de Servicio 
QoS 
Calidad de Servicio 
IEEE 802,1p 
Calidad de Servicio IEEE 802,1p Calidad de Servicio IEEE 802,1p 
Diffserv e InterServ,Calidad de 
Servicio IEEE 802,1p 
Costo 
sin IVA 
202.1240,00 USD 260.482,17  USD 188.526,74 USD 161.124,45 USD 
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De acuerdo a la matriz presentada, se puede verificar que los equipos Cisco poseen un 
mayor performance y througput en comparación a HP y Huawei pero también son más costos, 
por lo que cualquiera de los equipos expuestos se pueden usar en la red propuesta, si se desea 
mantener el esquema del proveedor de servicios en tener equipos únicamente Cisco se puede 
escoger el Router ASR 9010, el mismo que trabajaría por algunos años soportando las 
capacidades proyectadas, pero si se desea cambiar de marca una buena opción es el router 
Huawei NE5000 que mantiene un alto performance con un costo aceptable bajo en comparación 
a los equipos HP 6800.  Adicional el equipo Huawei es compatible con la red del proveedor. 
Hay que indicar que los precios referenciales colocados en la matriz presentada, son 
costos aproximados, ya que todos los routers indicados son modulares, es decir tienen un chasis 
sobre el cual se van colocando los elementos requeridos de acuerdo a las funcionalidades que se 
vayan a presentar, es por esto que en todos se escogió las FAN suficientes para que el equipo 
trabaje con redundancia, se colocó 2 tarjetas supervisoras, y dos tarjetas adicionales para 
conexiones del Core establecido,  la lista de precios se la obtuvo del área de ingeniería del 
Proveedor de Servicios, y es información confidencial por lo que no se puede presentar en el 
presente proyecto. 
En el diseño también se habla de colocar un switch de gran performance en donde se 
concentren las conexiones de los servidores surrogates, en el mercado existen dos equipos con 
interfaces Giga y Tengiga que se puede acoplar en Cisco se tiene el modelo 3750E (48 puertos 
Giga en cobre, 2 Tengiga ópticos, 7600 USD sin IVA) y en HP el modelo 5130(24/48 puertos 
Giga y 4 puertos Tengiga, 5700 USD sin IVA), por especificaciones y costos la mejor opción 




6. Conclusiones y Recomendaciones 
6.1 Conclusiones 
 Con la implementación de una Red de Contenido privada dentro de un proveedor de 
servicios, se proporciona a los usuarios una satisfacción respecto a la calidad de servicio, 
ya que la percepción de estos respecto al servicio prestado mejoraría considerablemente, 
al tener conexiones rápidas hacia los servidores más visitados que actualmente se 
encuentran en el Datacenter. 
 El proveedor de servicios posee clientes corporativos, bancarios, pymes entre otros y sin 
dejar de dar importancia hasta al más pequeño, al poseer una mejor navegación en el 
servicio de Internet que generalmente está catalogado como el del mayor esfuerzo, los 
clientes tendrán una mayor satisfacción al servicio obtenido al verificar que se posee una 
mínima latencia específicamente hacia el servicio de Internet específicamente hacia las 
redes sociales y descargas de videos. 
 Al considerar una red como la planteada dentro del Core del Proveedor de Servicios, se 
puede analizar la posibilidad de agregar otros servicios diferentes a los planteados para 
que cursen por esta red de alto rendimiento y alta redundancia, mejorando de esta manera 
las necesidades que se pueda tener respecto a todo el Catálogo de servicios que este 
posee. 
 Los clientes que comiencen a usar esta red propuesta comenzaran a tener conformidad 
con el servicio ofrecido haciendo una publicidad entre clientes, lo que ocasionara que la 
imagen de la empresa mejore y exista una mayor demanda de clientes. 
 La implementación de esta red de alta velocidad implica una inversión alta, ya que se 
requiere equipos de alto costo, así como tendidos de fibra de muchos kilómetros y que 
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sean redundantes, pero la rentabilidad de esta inversión traerá un costo beneficio al 
proveedor de servicios, permitiendo ampliar el mercado actual y mantener la nueva 
inversión por mucho tiempo antes de llegar al límite de operación de equipos. 
 En una Red de Entrega de Contenido, las retransmisiones es uno de los factores que más 
alteran la disponibilidad de los servidores surrogates, debido a que estos pierden 
sincronización con los servidores origen, al mantener una infraestructura de acceso de 
alta disponibilidad y baja latencia, se evitaran estas desincronizaciones que afectan tanto 
la disponibilidad de estos. 
6.2 Recomendaciones 
 Una buena opción para reducir el punto de falla que en este diseño es en el Datacenter, es 
colocar los servidores surrogates geográficamente distribuidos en la red del Core, puede 
ser en donde se encuentran los PEs y los routercdn, ya que estos nodos poseen 
redundancias eléctricas y físicas que ayudarían a mantener estable la red en caso de falla 
del Datacenter, pero para esto se deberá tener más servidores surrogates que se pueda 
colocar en los diferentes nodos. 
 El proveedor de servicios al tener una red robusta y redundante debería colocar sus 
propios servidores de contenido, realizando un estudio de las páginas más visitadas y bajo 
todos los aspectos legales colocar servidores de música, y comercializando el contenido 
con esto los clientes reciben un servicio de valor agregado de entretenimiento que ayuda 
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