We study how to nd relevant questions in community forums when the language of the new questions is di erent from that of the existing questions in the forum. In particular, we explore the Arabic-English language pair. We compare a kernel-based system with a feed-forward neural network in a scenario where a large parallel corpus is available for training a machine translation system, bilingual dictionaries, and cross-language word embeddings. We observe that both approaches degrade the performance of the system when working on the translated text, especially the kernel-based system, which depends heavily on a syntactic kernel. We address this issue using a cross-language tree kernel, which compares the original Arabic tree to the English trees of the related questions. We show that this kernel almost closes the performance gap with respect to the monolingual system. On the neural network side, we use the parallel corpus to train cross-language embeddings, which we then use to represent the Arabic input and the English related questions in the same space. e results also improve to close to those of the monolingual neural network. Overall, the kernel system shows a be er performance compared to the neural network in all cases.
INTRODUCTION
In this paper, we study the problem of question re-ranking, which is an important task of the more general problem of community estion Answering (cQA). In particular, we address question reranking in a cross-language (CL) se ing, i.e., where the language of the new question is di erent from the language of the candidate questions. We explore alternative ways to adapt kernel-based systems for English into this se ing, when the query language is Arabic. is is an interesting scenario because state-of-the-art cQA models rely upon relational syntactic/semantic structures, using Tree Kernels (TKs) [9] , and these might be di cult to port across translation-based models. We compare the kernel machines to feed-forward neural networks (FNN), which have been known to perform well for cQA [21] .
We rst explore a standard approach in CLIR: translating the input questions and applying our monolingual systems on the English-translated text. Our second approach, which is novel, is based on a CL TK -which does not require any translation-as it is applied directly to pairs of Arabic and English trees. is tree kernel makes use of a statistical bilingual dictionary extracted from a parallel corpus. e FNN system can also make use of the parallel corpus by learning cross-language embeddings, which we further use in order to compare the Arabic and the English input representations directly.
We tested our approaches on the benchmark datasets from the SemEval-2016 task 3 on cQA [22] , which we enriched with Arabic new questions. e results show that machine translation does not drastically degrade the ranking performance, probably because of the robustness of our similarity features. Most importantly, the use of the cross-language tree kernels almost lls the gap with respect to the monolingual system.
RELATED WORK
estion re-ranking can be approached from several di erent angles. Cao et al. [6] tackled it by comparing representations based on topic term graphs, i.e., by judging topic similarity and question focus. Jeon, Cro , and Lee [15] and Zhou et al. [33] dodged the lexical gap between questions by assessing their similarity on the basis of a (monolingual) translation model. Wang et al. [31] computed a similarity function on the syntactic-tree representations of the questions. A di erent approach using topic modeling for question retrieval was introduced by Ji et al. [16] and Zhang et al. [32] , who used LDA topic modeling to learn the latent semantic topics in order to retrieve similar questions. Dos Santos et al. [8] used neural networks for the same purpose.
Cross-language approaches have mainly focused on estion Answering (QA). is has been fostered by multiple challenges such as the Multilingual QA Challenge at CLEF 2008 [10] , NTCIR-8's Advanced Cross-lingual Information Access (ACLIA) [20] , and DARPA's Broad Operational Language Technologies (BOLT) IR task [26] . Usually, the full question is translated using an out-of-thebox system in order to address CL-QA [14, 17] . Ture and Boschee [29] proposed supervised models to combine di erent translation se ings. Some approaches translate only keywords [24] . To the best of our knowledge, no research has been carried out on CL question re-ranking before. Regarding cross-language tree kernels, the only previous study relates to mapping natural language to an arti cial language (SQL) [11, 12] . We use a similar cross-language tree kernel along with the new idea of deriving relational links [25] using cross-language dictionaries.
TASK AND CORPORA
We experiment with data from the SemEval-2016 Task 3 on Community estion Answering [22] , which we further augment with translations as described below. We focus on subtask B, which targets question-question similarity (QS). Given a new question q o and the set of ten related questions from the QatarLiving forum q 1 , q 2 , . . . , q 10 , retrieved by a search engine, the goal is to re-rank the related questions according to their similarity with respect to the new question.
e relationship between q o and q i , i ∈ {1, 2, . . . , 10}, is described with a label: P M , R , and I . e goal is to rank the questions with the rst two labels higher than those with the la er label. Note that the questions in this dataset are generally long multi-sentence stories which are wri en in informal English; full of typos and ungrammaticalities. e SemEval data has 267 new questions for training, 50 for development, and 70 for testing, and ten times as much q o -q i pairs: 2,670, 500, and 700, respectively.
Based on this data, we simulated a cross-language cQA setup. We rst got the 387 new train+dev+test questions translated into Arabic by professional translators. 1 en, we used these Arabic versions of the questions as input with the goal of re-ranking the ten related English questions.
We also used an Arabic-English parallel corpus, which includes the publicly available TED and OPUS corpora [28] . We used this corpus in order to train an in-house phrase-based Arabic-English machine translation (MT) system, 2 and also to extract a bilingual dictionary in order to learn cross-language embeddings, as described in Sections 4 and 5 below.
A KERNEL-BASED SYSTEM
We address the re-ranking task described in Section 3 by using the scoring function of a binary ({P M ∪ R } vs. I ) classi er based on support vector machines (SVM):
in order to rank all the related questions q i with respect to their corresponding new question q o . Here K(·) is a kernel function assessing how similar two pairs of questions are. We use a combination of kernels on tree pairs and features as described below.
Tree Kernels
Given a pair of syntactic trees of the questions and a kernel for trees K T , we de ne the following kernel applied to
where t(x, x ) is a string transformation method that returns the parse tree for the text x, further enriching it with RELational tags computed with respect to the syntactic tree of x . Typically, REL tags are assigned to the matching words between x and x , and they are propagated to the parent and grand-parent nodes (i.e., up to 2 levels). is kernel in the monolingual se ing is described in [4] . Note that Eq. (1) can be applied to pairs (q o , q i ) in which q o and q i are texts in di erent languages, since in Eq. (1) the new (resp. related ) questions are only compared to new (resp. related ) questions: this produces the kernel space of tree fragment pairs as shown in [11, 12] , where the pair members are in di erent languages. Moreover, the de nition of t(x, x ) is more complicated in case x and x are in di erent languages as, in addition to using separate Arabic and English parsers, we need to de ne methods for matching words in di erent languages. Given the rich morphology of Arabic, this is not a trivial task. Cross-Language Tree Matching. In order to match the lexical items from both trees, we created a word-level Arabic-to-English statistical dictionary using IBM's Model 1 [5] over our bilingual corpus, which we pre-processed using Farasa [7] in order to share the segmentation and diacritization of the Arabic syntactic parser.
Feature Vectors
We combined the above tree kernels linearly with RBF kernels applied to the following four feature vectors: ConvKN features. We used the 21 features proposed in [4] computing similarities between the new and related questions such as: longest common subsequences, Jaccard coe cient, word containment, cosine similarity. Since such similarities can be only computed when the two texts are in the same language, we use the English translation to obtain them for the cross-language system. Embedding features. We used three types of vector-based embeddings in order to encode the text of a question: (1) G : 300-dimensional embedding vectors, pre-trained on Google News [19] ; (2) QL : we trained domain-speci c vectors using 2 on all available QatarLiving data, both annotated and raw (as provided for SemEval-2016 Task 3). (3) S : we parsed the questions using the Stanford neural parser [27] , and we used the nal 25-dimensional vector that is produced internally as a by-product of parsing. We did not use the embeddings themselves, but the cosines between the embeddings of a new and of a related question. MTE features. We used the following MT evaluation metrics, which compare the similarity between the new and a related question as in [13] : (1) B ; (2) NIST; (3) TER v0.7.25; (4) M v1.4; (5) Unigram P ; (6) Unigram R . We further used various components involved in the computation of B , as features: n-gram precisions, n-gram matches, total number of n-grams (n=1,2,3,4), lengths of the related and of the new questions, length ratio between them, and B 's brevity penalty. Task-speci c features. We computed various task-speci c features, most of them introduced in the SemEval-2015 Task 3 on cQA [23] . is includes some question-level features: (1) number of URLs/ images/emails/phone numbers; (2) number of tokens/sentences; (3) average number of tokens; (4) type/token ratio; (5) number of nouns/verbs/adjectives/adverbs/ pronouns; (6) number of positive/negative smileys; (7) number of single/double/triple exclamation/interrogation symbols; (8) number of interrogative sentences (based on parsing); (9) number of words that are not in 2 's Google News vocabulary. Also, some question-question pair features: (10) count ratio in terms of sentences/tokens/nouns/verbs/ adjectives/adverbs/pronouns; (11) count ratio of words that are not in 2 's Google News vocabulary. Finally, we also have one meta feature: (12) reciprocal rank of the related question.
A NEURAL NETWORK SYSTEM
Given the small size of the training set, we used a simple Feedforward Neural Network (FNN), depicted in Figure 1 . e input is a pair (q o , q i ). We map the input elements to xed-length vectors (z q o , z q i ) using their syntactic and semantic embeddings (described in Section 4.2). e network then models the interactions between the input embeddings by passing them through two nonlinear hidden layers (recti ed linear units, ReLU). Additionally, the network also considers pairwise features ϕ(q o , q i ) between the two input elements that go directly to the output layer, and also through the second hidden layer. In our case, ϕ(q o , q i ) is the concatenation of the MTE and the task-speci c features described in Section 4.2, which are also used by the kernel-based system. e following equations describe the transformation:
, where U and V are the weight matrices in the rst and in the second hidden layer.
e output layer of the neural network computes a sigmoid on the output layer weights and on the pairwise features in order to determine whether q i is relevant with respect to the new question q o . We train the models by minimizing the cross-entropy between the predicted distributions and the target distributions, i.e., the gold labels. Cross-language embeddings. Using our parallel Arabic-English corpus, we trained cross-language embeddings using the bivec method by Luong et al. [18] , a bilingual extension of word2vec, which has reported excellent results on semantic tasks close to ours [30] . Using these CL embeddings allows us to compare directly representations of the Arabic q o and the English q i input questions. In particular, we trained 200-dimensional word embeddings using the parameters described in [30] , with a context window of size ve and iterating for ve epochs. 
EXPERIMENTS
We consider three scenarios: (i) Original, i.e., the SemEval 2016 setup, (ii) Translated, in which q o are originally in Arabic and machine-translated into English, and (iii) Arabic, in which q o are in Arabic. In all se ings, we apply the tree kernel in Eq. (1). However, we distinguish when the kernel is applied to the original English trees q o (TK), the translated ones (TK MT ), and the Arabic ones (TK C L ). In all experiments, we kept the default parameters for the kernels and we selected the C parameter of SVM on the development set, trying {0.01, 0.1, 1, 10}. For the FNN models, we used the development set for early stopping based on MAP as well as for parameter optimization. Table 1 shows Mean Average Precision (MAP) on the development and on the test datasets. e rst block contains the reference results on the original English test set (rows 1-5). IR rank corresponds to the Google-generated ranking, which is a hard-to-beat baseline. UH-PRHLT and ConvKN are the two best-performing systems at SemEval-2016 Task 3 (see [22] for details). SVM + TK is the kernel-based system presented in this paper, which reproduces ConvKN and adds our extra features (cf. Section 4.2). Finally, FNN is the neural network model presented in this paper.
Our SVM model (row 4) shows a sizable improvement over ConvKN on the test set, which means that our extra features are strong. Actually, the SVM results are also be er than the best system at SemEval-2016 (+0.71 MAP). e FNN model shows also competitive performance, but below the SVM system (-1.15 MAP).
e monolingual result from SVM (77.41 MAP) is the upper bound performance when considering the results in the CL scenario.
e second block (rows [6] [7] [8] shows the results of our systems in the "translated" se ing. One concern about applying the TK approach in this se ing was that the translated text might be grammatically broken and the parser could produce low-quality parse trees. Still, the SVM system degrades its performance only to 76.67 MAP when applied a er machine-translating the Arabic new questions (i.e., -0.74 MAP points below the upper bound).
Row 7 shows the result for SVM without TK. Its MAP score is 76.36, which is slightly below the previous score of 76.67 obtained with TK; this shows that the two kernels provide complementary information. Comparatively, the FNN model degrades the performance even less when working with the translated Arabic query (75.73, row 8 vs. 76.26, row 5). is indicates again that the features we use are robust to translation. e last block in the table (rows 9-10) shows the results of the systems using the CL kernels and representations. e SVM system scores 77.14 MAP when using the CL kernel.
is is above the results with TK MT . is nal MAP value is very close to the upper bound system (77.41). In conclusion, achieving a similar ranking quality to that of the monolingual se ing is possible by departing from Arabic text and using the novel cross-language tree kernel together with a robust feature set computed on the translated texts. Finally, the FNN system achieves slightly improved results when we add the input representation based on cross-language embeddings (row 10), reaching a MAP score, 76.06, that is very close to the monolingual FNN (76.26).
CONCLUSIONS AND FUTURE WORK
We studied the task of cross-language question re-ranking in community question answering. We rst explored the possibility of using MT for translating an Arabic query question and then applying an English monolingual system. e results of two alternative systems for question re-ranking (kernel-and FNN-based) show a relatively small degradation in performance with respect to the monolingual se ing on a well-established SemEval dataset. Furthermore, we showed that the performance gap in the SVM system can be almost closed by using a novel cross-language tree kernel, which compares directly the source and the target language trees. A cross-language input representation can also help the FNN system to close the gap with respect to the monolingual case. Finally, the performance of the SVM system is always superior to that of the FNN system in our se ing. We conjecture that this is due to the relatively small size of the training set, and due to the information provided by the tree kernel (relations between syntactic sub-structures).
Our work enables interesting future research lines, e.g., (i) designing more accurate cross-language TKs using be er Arabic structures and cross-language word matching and embeddings, (ii) combining the SVM and the FNN models, and (iii) exploring how far a system can go without machine translation.
