Abstract-This Aiming at improving the lossless compression ratio of hyperspectral image, a three-dimensional LMS (3DLMS) algorithm is first deduced and applied into the field of hyperspectral image compression. A novel adaptive prediction model based on 3DLMS algorithm for lossless compression of hyperspectral image is proposed and optimized by the local casual set mean subtraction method. Experimental results on AVIRIS images show that the proposed algorithm can remove both the spatial and spectral redundancy of hyperspectral image and achieve higher image compression ratios than other state-ofthe-art compression algorithms. The feasibility of 3DLMS algorithm in three-dimensional signal processing is also verified in this paper.
INTRODUCTION
With the developments of remote sensing platforms and imaging spectrometers, the acquired hyperspectral image has higher and higher spectral and spatial resolution, which leads to data volume increasing quickly. Such situations constitute great challenges to on-board memory devices having limited capacity and narrow transmission bandwidth. Studying the efficient compression algorithms of hyperspectral image is an important and difficult topic that needs to be solved urgently in the field of remote sensing.
There are two types of hyperspectral image compression algorithms: a lossless method can guarantee full reconstruction of the image, and a lossy method which generally gives higher compression ratio but incurs distortion in the reconstruction image. Between the two, lossless compression is a mature technology that has been used extensively in a variety of onboard applications as well as can alleviate the transmission bandwidth and on-board storage burdens without compromising data fidelity.
Prediction based lossless compression is an efficient compression method. In which, only the difference between the pixel and its prediction is compressed. Generally, the difference always belongs to the laplacian distribution and its entropy is much lower than that of the original image. Thus, it is better for compression and transmission. For hyperspectral image, prediction coding can be classified into intra-band, inter-band, and hybrid prediction coding. In which, hybrid prediction coding is a favorable choice because it exploits both the spatial and the spectral similarity [1] [2] [3] [4] . However，the applicability of prediction coding is always limited because the predictors must take account into the standoff between the prediction accuracy and prediction computational complexity. Whereas, if a predictor with good prediction accuracy but high computational complexity, an outstanding and concise error entropy coding algorithm can be adopt to decrease the whole complexity. Therefore, this paper will focus on how to optimize the prediction model to improve the prediction performance.
Least mean square (LMS) algorithm is one of the most popular adaptive filter algorithms due to its robustness, simplicity and ease of implementation, and has been applied in image compression. Early in 1985, LMS algorithm was used to adapt the coefficients of an adaptive prediction filter for lossy image compression, and better compression gain was obtained compared with DPCM algorithm [5] . A straightforward extension of LMS algorithm to 2D image was described in [6] . This article proposed the TDLMS adaptive algorithm. Later the same authors analyzed the effect of a nonzero mean in images and found that it had a detrimental effect on the LMS algorithm [7] . Two-dimensional LMS algorithm has also been applied into lossless prediction image compression [8] and the temporal prediction in video coding [9] . LMS algorithm first adopted in hyperspectral image restoration and prediction was proposed in [10] , but no detailed algorithm analysis was provided. Recently, an adaptive and efficient prediction method for lossless compression of hyperspectral data via adaptive filtering is presented in [11] . However, the choice of the step is determined based on the constant decline of a sequence, so such method is lack of convergence, adaptivity or robustness. Generally speaking, LMS algorithm has been successfully used in two-dimensional image processing, but merely has some initial applications in three-dimensional image compression. Up to now, no systematic researches on 3DLMS algorithm and no unified prediction model based on 3DLMS algorithm that can be directly applied into hyperspectral image compression are reported.
In this paper, we present a 3DLMS algorithm and a novel 3DLMS prediction-based lossless compression method for hyperspectral images. The goal of this paper is to improve the lossless compression ratio of hyperspectral image and widen the application of 3DLMS algorithm in 3D signal processing. The adaptive 3DLMS algorithm is first deduced in Section Ⅱ, and the proposed compression algorithm is introduced in Section Ⅲ. Section Ⅳ reports experimental results on AVIRIS data, and discusses compression performances. Conclusions are drawn in Section Ⅴ. (3); s is the step used to control the convergence rate and the steady state of the LMS based prediction model.
Usually, 3D non-stationary signals, such as hyperspectral images, can be transformed into 1D signal, and then processed by the 1DLMS algorithm. However, the correlation among three directions of 3D signal will be lost or covered up. Subsequently, this paper proposes an adaptive 3DLMS algorithm based on 1DLMS algorithm in the next section. 
B. Adaptive 3DLMS Algorithm
Where j is the iteration number given
, and (4) can be written as
The error signal j e at the jth iteration is then defined as
The objective of the 3DLMS filter is to obtain the weight coefficients such that the MSE in (6) is minimized, that is
We compute the weight cube with the steepest descent method as stated in [12] . The next weight matrix is equal to the current weight matrix plus a change proportional to the negative gradient of the error power. According to this, the 3D adjustment algorithm is given as follows: 
The matrix element of the true 3D instantaneous gradient of the MSE during the jth iteration in formula (8) 
Then which can be abbreviated as
Substituting (9) into (7) we get
This can be rewritten as
Equations (10) and (11) give the 3D weight updating algorithm for the 3DLMS algorithm. Equations (4), (6) , and (11) give the whole 3DLMS algorithm. There are no averaging or differentiation operations in this algorithm. In addition, because the cost function of this algorithm is to minimize MSE, the algorithm convergence does not depend on the initial conditions and it will converge for any arbitrarily initial value. Hence, this algorithm can provide good nonstationary performance and directly process 3D nonstationary signals.
III. THE PROPOSED COMPRESSION ALGORITHM
As illustrated in Fig. 2 , this algorithm consists of a module of band combination to make original images into the group with high correlation and subsequently adopts different prediction algorithms for different combinations to de-correlate data redundancy. Lastly, RICE algorithm is used to compression difference images. Decoding is the inverse of the compression process.
A. Band Combination
In order to improve the prediction accuracy, we classified the image data acquired by the special sensor into different band groups according to their spectral correlation coefficients. The local spatial-spectral hybrid prediction is applied to the groups with higher spectral correlation whereas the independent spatial prediction is adopted. In this paper, we perform simulations on several sets of hyperspectral images acquired by AVIRIS. After computing the correlation coefficients of adjacent bands, 0.95 is designed as the coefficient threshold to make all the bands into seven groups. The combinations are as follows: 1～4（spatial）, 5～106（ spectral）, 107～114（spatial）, 115～153（spectral）, 154 ～166（spatial）, 167～220（spectral）, 221～224（spatial ） , where "spatial" denotes taking the spatial prediction whereas "spectral" denotes taking the spatial-spectral hybrid prediction. Essentially, the combination method is determined by the radiation characteristics of the wavelength. The imaging feature is similar within a certain range of wavelength. Hence, the combination of image bands is also similar if the images are obtained by the same spectrometer. During the on-board realtime image processing, the order of band combination can be set up off-line, and all the combinations are in parallel processing, reducing the on-board computing time. In addition, each band combination is coded and decoded independently, having no affection on other combinations if data loss is in the current combination. Obviously, the band combination has the ability of preventing error diffuse. 
B. 3DLMS Prediction Model
After the band combination, adaptive 3DLMS prediction is used to predict bands with strong spectral correlation and 2D-CALIC [13] prediction is used to predict the reference band. The other bands with high spatial correlation are predicted by the MED [14] predictor. In the following section, we will make a detailed description for the proposed 3DLMS prediction model including the choice of the casual set, the optimization of the casual set, and the determination of the step for the model.
The causal set of 3DLMS prediction
For the prediction coding, we usually choose several adjacent pixels to form the casual set to predict the current pixel. Thus, the causal set is also considered as the context prediction model of the current pixel. With more pixels having high correlation, the prediction accuracy will be more precise, but the computational complexity will also be higher. In this paper, we choose the pixels at locations of (-1, 0, 0), (0,-1, 0), (-1,-1, 0), (0, 0,-1) and (0, 0,-2) as the elements of the casual set. Pixels in this model not only have more spatial and spectral similarity to the current pixel but also reduce the computational complexity and storage resource of on-board buffer. For BSQ data format, only two bands and one line of pixels are stored in the cache memory each iteration; for BIL data format, we just store nearly four lines of pixels. If we select ) , , ( k j i x as the current pixel, then the prediction model (i.e. the causal set) of it is as follows:
Optimization of the causal set
Unfortunately, the above causal set does not work very well, yielding long prediction time and large MSE. Therefore, we optimize each input pixel by adopting a local mean subtraction method [11] and propose an optimal 3DLMS prediction model.
In such optimal prediction model, we compute a preliminary estimation for each pixel by using a fixed, causal, linear predictor only involving pixels from the same band and then predict error pixel using 3DLMS prediction. Let
The current pixel in the 3DLMS prediction model is now defined as
, and the prediction model is as follows: 
In conclusion, the causal set is changeable for different image data acquired by different sensors and different application requirement, which is also in accordance with the basic idea of the adaptive LMS filter, namely, the input of the filter can be adjusted adaptively. Furthermore, the algorithm proposed this paper is mostly oriented to the on-board application, so the model having simple and low computation complexity is preferred.
The determination of the step
In the prediction model, the step is used to adjust the prediction coefficient essentially. Because the number of neighbor pixels is small and fixed, as long as the step s meets the stability condition max 2 λ ≤ s (where max λ is the largest eigenvalue of the correlation matrix of the neighborhood vector) that deduced by the half step theory, this prediction model is stable [12] . However, here only the scope of the step is determined. For special applications, the step is hard to be determined, which can be a constant or variable. Therefore, determining the optimal step of a specific model is still an unsolved issue. In our model, we choose 
C. Coding of difference images
Difference images obtained by the above 3DLMS prediction model are first mapped into nonnegative integers by a mapping function, and then are encoded by the RICE algorithm with low complexity. The selection strategy of the GOLOMB parameter in this algorithm is the same as that of [15] , whereas appropriate adjustments have been done to some other parameters in accordance with the characteristics of AVIRIS images.
IV. EXPERIMENTAL RESULTS
Simulations are implemented on Matlab7.0. We verify our algorithms on four calibrated radiance datasets acquired by the AVIRIS in 1997, namely Cuprite, Jasper Ridge, Lunar Lake, and Low Altitude [16] .AVIRIS covers the 0.45-2.5 m μ spectrum in 10-nm bands. Each original image has 512 lines, 614 pixels, and 224 bands, and each pixel is 16 bits. Fig. 3 is the illustration of single band image of each scene. Because of the limited hardware resource of compute, we make simulation on the images with the size of 256×307×224 and 16 bit per pixel. The proposed algorithm aims at increasing the compression ratio of lossless compression, so we take the bit per pixel (bpp) and the compression ratio (CR) as metrics for performance comparison.
The proposed 3DLMS prediction algorithm has been compared with the following state-of-the-art lossless compression algorithms: 1) 2D-CALIC [13] , which performs 2D lossless compression algorithm on each band using non-linear prediction and rice coding. It can achieve good compression performance but with relatively high complexity.
2) MED [14] , which is a 2D median edge predictor proposed in the JPEG-LS standard . It is simple and easy to hardware implementation.
3) 3D-CALIC [17] ,which is the extension of 2D-CALIC algorithm, and can reduce the spatial and the spectral correlation concurrently.
4) KSP [4]
, which is a new spectral prediction algorithm based on the kalman filter. It first adopts the theory of kalman filter into hyperspectral image compression, and achieves higher compression ratio than that of 3D-CALIC.
5) LP, a simple spectral linear prediction algorithm proposed in [18] , which has rather good compression performance with low complexity.
6) LP-LS [19] , a simple spectral linear predictor that adopted the LS algorithm to optimize the prediction coefficients. Higher compression ratio is achieved by only 4-7 causal pixels. However, the spatial redundancy of hyperspectral images is ignored.
Cuprite Jasper Ridge Lunar Lake Low Altitude Fig. 3 Illustration of single band image of each scene Table 1 reports the bit rates achieved by all algorithms on four group image data of Cuprite. Obviously, because only the spatial correlation is considered, the bit-rates achieved by 2D-CALIC and MED are higher than others. Independent 2D lossless compression algorithms are not well adapted to hyperspectral image compression. Comparing LP-LS and LP, we can see that the former consistently outperforms the latter, mainly due to the use of the LS optimization algorithm. The performance difference between KSP and 3D-CALIC is significant owing to the former taking into account the idea of state space description based on the latter. The proposed 3DLMS prediction algorithm consistently outperforms all other algorithms. The average performance gain with respect to four spectral prediction algorithms is up to 0.47bpp when it is up to 2.05bpp compared with two spatial prediction algorithms. In addition, the compression performance of 3DLMS can be improved further with certain optimizations to the step and the causal set.
Theoretically, images with low entropy are easy to be compressed. The entropy results of error images predicted by five spectral predictors on 102 image bands are shown in Table  2 . The 3DLMS algorithm exhibits the lowest entropy on all images. Undoubtedly, the prediction performance of 3DLMS is best among these algorithms and the lowest average bit-rate is achieved. The proposed 3DLMS algorithm is based on the adaptive filter theory as well as KSP. Fig. 4 illustrates their MSE curves. It can be seen that the MSE tends to decrease with the increase of the band number, which is in accordance with the convergence feature of the adaptive filter. The decreasing rate of MSE of KSP and 3DLMS are both very quick, but the MSE of the latter is much smaller. Therefore, 3DLMS has better prediction performance. The MES curves of other three nonfilter based algorithms are shown in Fig.5 . As can be seen from the figure, some parts of the curve are close to zero whereas some are far away from zero. The MSE curve of 3D-CALIC is farthest away from zero, so it has worst prediction performance. The results in Fig.4 and Fig.5 are almost identical to that in Table 2 . In order to test the effectiveness of the proposed algorithm further, we perform experiments on the first dataset of four different scenes and measure their CR. Table 3 reports the results achieved by five algorithms respectively. As can be seen, the average CR of 3DLMS on all images is up to 2.96. Compared with the others, the maximum CR and the maximum average CR of 3DLMS have increased 0.24 and 0.20, respectively. As a result, the lossless compression algorithm of hyperspectral images based on 3DLMS prediction is effective and feasible, and provides good foundation for 3DLMS algorithm to be extended to the general 3D signal processing. V. CONCLUSIONS This paper proposes a 3DLMS algorithm based on the 1DLMS scheme and a novel 3DLMS-based prediction model combined with the three-dimensional features of hyperspectral images. The prediction model achieves high compression ratio by removing both the spatial and spectral redundancy of hyperspectral images. Furthermore, the prediction model is independent of the prior knowledge of the statistic characteristics of the neighbor pixels, and the model parameter can be modified adaptively with the change of the causal set. As can be seen from the experimental results and theoretical analysis, 3DLMS algorithm and its application in lossless compression of hyperspectral image are valid and feasible. However, to extend the 3DLMS algorithm directly to the general 3D signal processing and establish a complete prediction theory for hyperspectral image compression, much more researches need to be done, such as optimizing the 3D causal set and the prediction parameter further to improve the prediction accuracy.
