Abstract-In this paper, we propose a Loopback approach in a two-level streaming architecture to exploit collaborative client/proxy buffers for improving the quality and efficiency of large-scale streaming applications. At the upper level we use a content delivery network (CDN) to deliver video from a central server to proxy servers. At the lower level a proxy server delivers video with the help of collaborative client caches. In particular, a proxy server and its clients in a local domain cache different portions of a video and form delivery loops. In each loop, a single video stream originates at the proxy, passes through a number of clients, and finally is passed back to the proxy. As a result, with limited bandwidth and storage space contributed by collaborative clients, we are able to significantly reduce the required network bandwidth, I/O bandwidth, and cache space of a proxy. Furthermore, we develop a local repair scheme to address the client failure issue for enhancing service quality and eliminating most required repairing load at the central server. For popular videos, our local repair scheme is able to handle most of single-client failures without service disruption and retransmissions from the central server. Our analysis and simulations have shown the effectiveness of the proposed scheme.
I. INTRODUCTION

S
CALABILITY is one of the key challenges in supporting video-on-demand (VoD) on the Internet. To address this issue, many approaches have been proposed based on three basic streaming architectures: client-server architecture, content distribution networks (CDN's), and recent peer-to-peer (P2P) architecture. To improve the scalability of traditional client-server architecture, many schemes such as batching [1] , patching [2] and periodic broadcast [3] have been investigated. Unfortunately, due to lack of multicast capability in current IP networks, these schemes are difficult to implement, and are so far not suitable for a large-scale operation. A CDN architecture on the other hand, is based on a number of CDN servers placed at the edges of the Internet. The video content is first distributed to these servers and then delivered by each CDN server to clients in its neighborhood. Such an approach requires expensive investment for a broad delivery infrastructure and demands a rather large amount of resources to achieve scalability. Moreover, a CDN has fixed resources which make it difficult to deal with the flash crowd problem [4] . A P2P approach offers a possible solution but also presents some challenges. In a P2P scheme a client not only receives service but also offers service to other clients as a peer. Clients collaborate with one another to reduce the video server load as well as to improve system scalability. Therefore, an increase in demand often raises the capacity of a P2P system, which helps us to address the flash crowd issue. However, the amount of resources contributed by a peer, such as storage space and network bandwidth, is limited. Peers are also willing to participate in video streaming only for a limited amount of time. Moreover, P2P systems are not as reliable as client-server or CDN systems, and usually do not offer quality assurance.
In this paper we propose and analyze a client-collaboration mechanism for VoD streaming, which efficiently utilizes the capacity of peers. We assume that each client dynamically caches a portion of a video and makes it available to other clients. The storage space contributed by a client is limited, e.g., sufficient for caching only a small part of a video. A client is capable of delivering only one stream at a time and is willing to cooperate only during its own video playback and for a short period of time after the playback ends. Furthermore, with a certain probability, a client may fail or choose to leave while delivering the video data to its peers.
Based on the above assumptions we propose a Loopback mechanism to address the challenges posed by a P2P approach. First, we organize client collaboration in a local environment with the help of a CDN server which we refer to as a proxy server. Thus, we assume that there exists a CDN to deliver video from a central server to a number of proxies serving local communities. A proxy server streams videos to the clients in its community with the assistance of a client-collaborative network formed with the Loopback scheme. Hence, we utilize a hybrid CDN-P2P architecture as proposed in [5] but our focus in this paper is on the local client cooperation. Building an overlay for client communication on a large scale is often less efficient due to the difficulties in measuring and utilizing physical connectivity. In a local environment, on the other hand, such problems do not occur. It is the network bandwidth between the central server and a proxy server that may be limited and expensive. Therefore, it is important to utilize CDN bandwidth efficiently.
Since a proxy server often has limited resources and may be unable to cache an entire video, a prefix of a video is usually cached [6] , [7] . In Loopback, we further exploit client collaboration to complement proxy caching. Clients arriving close to each other in time form a forwarding ring with the first client receiving data from a proxy and the last client returning data to the proxy. Thus, we call this group of clients a loop. A video stream is forwarded from one client to another within a loop in the order of their arrivals. Each client dynamically caches only a small portion of a video. If a client buffer fills up before the next client arrives, the video frames are evicted from the buffer by either forwarding them back to the proxy or by simply discarding them.The next client unable to join the existing loop starts a new loop receiving data directly from the proxy or from the central server. We show that Loopback significantly reduces storage space and bandwidth requirements of the proxy and the load of the central server even if the resources provided by each peer are limited. Our scheme is especially efficient for highly popular videos. For such videos, the proxy server needs to cache only a small portion of the video or none and uses only a few streams to service a larger number of clients. We address also the reliability of the Loopback with redundant caching. Our approach does not require any additional resources beyond the amount declared by clients for a regular operation.
The remainder of this paper is organized as follows. In Section II, we summarize the related work on P2P-related approaches for video streaming. In Section III we describe the principles of Loopback operation. In Section IV we present a formal performance analysis of the Loopback approach for serving a single video. In Section V, we extend the analysis to include the performance of Loopback with multiple videos.
In Section VI, we analyze the influence of client failures and develop a local-repair mechanism to deal with the failures of collaborative caches for ensuring service quality. In Section VII, we conclude this paper and discuss our future research.
II. RELATED WORK
The idea of client collaboration has been widely applied to file sharing and application level multicast for both live and on-demand video streaming services. Although collaboration schemes usually utilize client resources to efficiently reduce central server and network load, several issues have to be addressed, such as limited client upstream bandwidth and storage space, short contribution periods, and less reliable services. Several peer collaboration solutions have been proposed under various assumptions of peer capabilities.
In P2Cast [8] , a session is formed by clients arriving close in time, and an application-level forwarding tree is constructed for VoD service. The first client in a session receives a video directly from the server. Subsequent clients receive a base video stream from the server or from one of the preceding clients. In addition, the client also receives a patching stream from other clients within the session. Each client caches an initial portion of a video. A client may serve multiple peers simultaneously but it is only available for the duration of video playback.
In a CDN-P2P hybrid architecture [9] , a client is assumed to transmit data at a fraction of video playback rate. Hence, a client may receive video streams from multiple peers. Furthermore, a client may be available for a multiple of video playback duration so that it may service more peers. However, a client caches an entire video, which is a rather high requirement.
Peer unreliability is another key challenge in client collaboration. An early peer departure may cause playback disruptions that affect many peers. In P2Cast, such disruptions are prevented with playback delays and shifted forwarding. Similarly, in [10] live video playback is protected with time-shifted transmissions for video patching and initial buffering. CoopNet [11] addresses client failures with redundant data and distribution paths. The data redundancy is achieved with multiple description coding. Each client receives multiple description streams from a number of peers. The video content can be reconstructed from a subset of all these streams. Path redundancy is achieved with multiple application-level multicast trees, one for each video description.
Since live streaming systems are often supported through application-level multicast trees, efficient methods for building application-level multicast trees have been investigated in [11] - [15] . In such schemes, the selection of peers to service a request is critical. Given a number of candidates, a set of supplying peers for a new peer is selected based on bandwidth availability and some other network path characteristics, e.g., delay is used in P2Cast [8] . Promise based on CollectCast [16] exploits the properties of the underlying network, topology and performance, for selection of supplying peers. It uses a network tomography method to build a graph representing connectivity between candidate peers and the receiver. Each network segment is characterized by loss rate, available bandwidth and delay. A set of supplying peers and a set of standby peers are selected based on the collected information. The session is continuously monitored and a switch to another peer from a standby set is executed in case of a peer failure.
Our Loopback mechanism further exploits the idea of passing data along clients as proposed in chaining [17] . However, in chaining, a client may have to cache an entire video in the worst case, which is a rather high requirement for a common client. In Loopback, we assume that each client contributes only a limited buffer space for caching. In addition, the extended chaining scheme [17] reduces server resource usage by delaying the client service to extend the chain length. Thus, the improvement is achieved at the cost of an additional delay. In Loopback, each client starts receiving data immediately. The fundamental difference between chaining and Loopback is that not only client collaboration but also proxy servers play the key roles in our Loopback scheme.
III. CLIENT COLLABORATION WITH LOOPBACK
In this section, we describe how client collaboration is organized with the Loopback approach. First, we list the assumptions that we make about a collaborating client. We assume that the client caches only data it receives for playback. The buffer used for caching is sufficient to store a small portion of a video. Data cached in a client buffer is available during the video playback and for a short period of time after the playback. The upstream bandwidth (used for delivering frames to another client or loopback to the proxy) of a client is sufficient for only one transmission at the playback rate. Thus, each client contributes a small storage space and bandwidth. Initially we assume also that each client is reliable. The issue of client failures and quality assurance is addressed in Section VI.
The proxy server in a community of clients is part of a CDN. The proxy caches video data obtained from the central server, delivers video data to the clients in its local community and organizes clients into a collaborative network. The main goal of this collaboration is to reduce the amount of data required from the central server across WANs. The proxy storage space and bandwidth are limited. Therefore, the proxy is not capable of caching all data requested by its clients. We assume that the prefix of a video is cached by proxy server.
All client requests for a video are directed to a proxy so that the proxy can manage clients for efficient data caching. The first client requesting a video receives the video prefix from the proxy and the remaining portion of a video from the central server. The video frames received are played and cached in the client's buffer. If the next client requesting the same video arrives before the first client's buffer fills up, the frames are streamed to the newcomer. The frames that have been already transmitted are removed from the buffer to make room for the subsequent frames. If the next request for the video does not arrive on time and the buffer of the first client becomes full, the oldest frames are passed back to the proxy and evicted from the buffer in this way or simply discarded.
If a video is popular, there are a number of clients whose requests arrive before their respective previous client buffer fills up. Then, each of these clients receives the video from the previous client in the order of their arrivals, and forward the video to the next client. The clients form a forwarding ring with the first client receiving data from the proxy. Eventually the next request for the video arrives after the previous client buffer fills up. Then, the data is passed back to the proxy closing the forwarding loop. The late newcomer starts a new loop and receives the video from the proxy.
We assume that the proxy does not maintain a copy of a frame after transmitting to a client. With multiple loops receiving the same video, the video prefix data is cached by the clients and the proxy has storage space available to accept data beyond the initial prefix. The earliest loop can return extra data to the proxy, as much as the aggregate amount buffered by all subsequent loops. As a result, this additional amount of data is available from the proxy to the subsequent loops. The video prefix available locally becomes larger than the initial prefix and may be equal to the video length. Fig. 1 illustrates two loops formed by six clients. Each square represents a small client buffer. The shaded areas show the distribution of different portions of video data at the clients and at the proxy. The arrows indicate the directions of data flows between the proxy and each loop. The first client in the first loop has already played the prefix and is receiving the subsequent frames from the server. Since the second loop has removed some frames from the proxy buffer and made more buffer space available, the first loop can return data beyond the prefix to the proxy. The amount of this additional data is equal to the amount of data buffered by the second loop. Note that the second loop will not only receive the prefix from the proxy but will also receive the additional amount of data that is deposited in the proxy buffer by the first loop. The amount of data cached by clients depends on the popularity of a video, i.e., the request arrival rate of the video. If the demand is high, there are few long loops containing many clients. Potentially all clients join the same loop for a very popular video. In this case the entire video may be cached by the clients eliminating a need to request any data from the central server and releasing the proxy of storing any part of the video. In addition, the proxy does not use any bandwidth for this video except for bandwidth used to deliver the video to the first client. If the demand for a video is medium, the number of loops is larger and the number of clients in a loop is smaller. The proxy dynamically caches chunks of frames distributed throughout the entire video alternated with the chunks of frames cached by collaborating clients. The proxy only uses the bandwidth needed to forward one stream to each loop and to receive one stream from each loop. Hence, the bandwidth requirement is significantly reduced. Overall, for a popular video, the proxy can use a few streams to service a large number of clients with a low I/O bandwidth and only a small portion of a video or none cached by the proxy.
IV. LOOPBACK ANALYTICAL MODEL
In this section, we analyze the basic properties of Loopback scheme. Our goal is to analyze the resource usage at the proxy and the central server load due to a single video under a given client arrival process. We describe the aggregate storage space contributed by collaborating clients and show its dependency on video popularity. We derive the expected proxy buffer utilization and the expected proxy I/O bandwidth. In this analysis, we assume that there are no client failures. We show that Loopback significantly reduces the server load and further describe the ability of the system to adapt to variable video popularity.
A. Local Data Availability
Let us first introduce the notations used for the performance analysis of Loopback scheme. Let be the buffer size at each client and denote the arrival time of the th client. In order to simplify the notations and without loss of generality, we assume that the transmission rate and the playback rate of a video are equal to 1. We assume that the client inter-arrival time is exponentially distributed with the mean equal to and that the storage space of the proxy dedicated to a given video is equal to , where and is the video length. 
B. Aggregate Loop Buffer Space
The amount of data cached by a proxy for a given video depends on the number of clients receiving the video simultaneously. The proxy bandwidth usage depends on the number of concurrent loops. Thus, in the following, we first analyze the average loop length and the expected number of loops based on the mean client arrival rate.
We consider two types of loops: one-client loops and multiclient loops. The distinction is made due to the fact that the amount of data cached by clients in a multiclient loop is smaller than with the exception of the last client. The last client in each loop, including one-client loops, caches exactly amount of data. The arrival rate of one-client loops is equal to . Therefore, the average number of concurrent one-client loops is , where is the video length. The average amount of data buffered by a one-client loop is . Thus, the average amount of data distributed among one-client loops is equal to . A -client loop caches an amount of data equal to and the average amount of data cached by a multiclient loop is equal to , where is the mean difference between the arrival time of the last and the first client given by (1) The arrival rate of multiclient loops is derived as . Then, the average number of concurrent multiclient loops is equal to and the average amount of data cached by these loops is . Based on the above analysis, the average amount of data cached by the clients at a given time is estimated as (2) Fig. 2 presents the percentage of the video length cached by clients in loops as a function of client arrival rate for three different values of client buffer size . The length of a video is set to 3600 s and the buffer sizes are 30 s, 60 s, and 120 s. We observe that the amount of data cached by the clients increases as the client arrival rate increases. The amount of data cached by clients eventually approaches 100% of the video length when all clients join the same loop and the entire video flows through this loop. Increasing client buffer size naturally increases the aggregate loop buffer space.
We now evaluate how much data is available locally, i.e., cached either by clients or by the proxy, for a given client arrival rate. Let denote the average amount of data buffered by a loop:
, where is the average difference between the arrival time of the last and the first client in a multiclient loop given by (1) . The average loop inter-arrival time is
. Let be the number of loops such that the total amount of data in the proxy buffer (separating the loops as illustrated in Fig. 1 ) is no larger than the reserved buffer space:
. The following condition also has to be satisfied:
. Thus
Then, the aggregate amount of data stored in the proxy buffer and distributed among clients (which does not have to be requested from the central server) is equal to (4) Fig. 4(a) shows the amount of data available locally, , as the function of the client arrival rate for five values of . The video length is set to 3600 s and the client buffer is of the video. The values of are expressed as a percentage of the video length. We observe that as the arrival rate increases, the amount of data available locally increases and eventually reaches 100% of the video length.
C. Proxy Buffer Space Utilization
Recall that the proxy reserves the amount of space equal to in its buffer for a given video. The proxy buffer utilization is equal to 100% for a range of low arrival rates. As the client arrival rate increases, the amount of locally available data increases due to the increased aggregate loop buffer space. Eventually, the total amount of data the proxy needs to cache becomes smaller than the available storage space as presented in Fig. 4(b) and the system becomes independent of the central server, i.e., all video frames are available either at the proxy or at client buffers. Beyond a threshold arrival rate, the proxy has sufficient buffer space, due to the concurrent loops, for each loop to return all received data back to the proxy without discarding any frames.
Given client arrival rate , we can identify the minimum amount of data that the proxy needs to cache to make an entire video available locally. The amount of data buffered by the clients is equal to given by (2) . Thus, the proxy needs to cache the remaining amount . Let denote the minimum amount of proxy buffer space needed for the entire video to be available locally (expressed as a percentage of the video length). Then . Naturally decreases with an increase in the arrival rate since clients provide more and more buffer space.
D. Proxy I/O Bandwidth Requirements
The proxy I/O bandwidth usage is proportional to the number of loops receiving and returning data to the proxy, i.e., the approximate I/O rate is , where is given by (3). Fig. 4(c) shows I/O bandwidth usage for various values of including the case when the proxy can cache the entire video. We first consider this case to explain the I/O bandwidth usage behavior. The I/O bandwidth usage initially increases linearly due to an increase in the number of mostly one-client loops. As the arrival rate increases further the number of clients in a loop increases but also the number of loops increases resulting in further increase in I/O bandwidth usage. The maximum I/O bandwidth usage equal to is reached for . From this point on the average loop length increases and the number of loops decreases. Thus, we observe a decrease in the I/O bandwidth usage. The usage eventually approaches 0. If the proxy can cache only a portion of a video, the I/O bandwidth usage is initially limited by the number of loops that receive video prefix from the proxy. For the arrival rate large enough to make the entire video available locally all loops receive and return data to the proxy and the I/O bandwidth usage is consequently the same for and . We observe in Fig. 4 (c) that the curves for and merge at the point where . The smaller the value of , the later (for a higher arrival rate) the merging takes place.
E. Central Server Load
The central server load is proportional to the number of loops receiving data from the central server:
. Recall that is the total number of loops and is the number of loops that need no data from the central server. Fig. 3 presents central server load as a function of client arrival rate . We see that the load initially increases with the arrival rate and then decreases. The number of loops requesting suffix from the central server initially increases with the arrival rate. However, more loops no longer need data from the central server as the arrival rate increases further and the requested suffix size decreases. The number of loops also eventually decreases with larger arrival rates. Thus, the load reaches a maximum for a certain arrival rate and starts to decrease as the rate increases further. The larger the amount cached by the proxy, the lower the server load peak and the earlier (for a lower arrival rate) it occurs. The server load approaches zero when the entire video becomes available locally, i.e., for that makes .
F. Analysis Validation
In order to evaluate the analysis of the above model, we conducted a number of simulations. The length of a video in these simulations is set to 3600 s and the proxy is capable of caching , 0.4, 0.6, and 1.0 times the video length. The client buffer size is set to 30 s. Fig. 4 shows the simulation results collected for a number of request arrival rates. These results are presented as dots in the figure. The analytical results obtained with the model presented in this section are shown with different types of continuous lines as the functions of the request arrival rate. The comparisons between the simulation results and the analytical results are conducted for the proxy resource usage and the amount of data available locally. The simulation results are averaged over a period of 6 h. Overall, the simulations data are very close to the analytical results obtained.
V. LOOPBACK PERFORMANCE FOR MULTIPLE VIDEOS
In order to evaluate the influence of Loopback on the overall resource usage, we consider a set of videos accessed from a community of users. We assume that the storage space and the I/O bandwidth available at the proxy are limited. Hence, we have to decide what portion of each video should be cached by the proxy so that the proxy resources are utilized in the most efficient way. The goal is to minimize the amount of data requested from the central server by the users under the proxy storage and I/O bandwidth availability constraints.
The portion of a video data cached by the proxy is denoted as previously by , where
. We assume that if some part of a video is cached by a proxy, all users receive that part from the proxy and do not request it from the central server. Thus, caching a portion of a video implies certain I/O bandwidth usage at the proxy. Next, we formulate and solve the problem of selecting a cached amount for each video in the proxy server without Loopback and with Loopback. The resource constraints are the same in both cases. Our goal is to compare the efficiency of both schemes.
A. Problem Formulation
We first formulate an optimization problem for the system without Loopback. The value of the optimization function expresses the amount of data requested from the central server and depends on two factors: the amount of data not cached by the proxy and the popularity of the video. The problem is formally defined as follows: (5) where is the index of the video and is the total number of videos, denotes the available I/O bandwidth and denotes the available disk space at the proxy, respectively. Variable determines the size of the prefix of video that should be cached. The problem formulated in such a way is a linear programming problem. Since it is not possible to cache the entire video set, intuitively, the most popular videos should have the largest prefixes cached. When storage space is the bottleneck, then the largest prefixes are indeed selected for the most popular videos. Such a choice allows us to utilize the available disk space in the most efficient way. However, when I/O bandwidth is the bottleneck, there are a number of possible solutions, each yielding the same minimal value of the optimization function.
Similarly, an optimization problem is formulated for the system utilizing Loopback: (6) where is the number of loops receiving video data only from the proxy and is given by (3) . The value of the optimization function is expressed as a number of loops receiving data from the central server. The I/O bandwidth usage at the proxy is proportional to the number of loops receiving data from the proxy. Problem formulated in such a way is a nonlinear optimization problem with nonlinear constraints. After analyzing solutions obtained using numerical methods for various values of , we concluded that the amount of data cached for the most popular videos is the minimum space required for these videos to be entirely available locally, i.e.,
. Increasing the amount of data cached beyond does not affect the I/O bandwidth usage at the proxy or the value of the optimization function but increases disk space usage. Thus, the solution to the optimization problem can be obtained by choosing value for as many videos as possible starting with the most popular ones, and as large amount as possible for the first video for which cannot be cached.
B. Numerical Test Results
We evaluate the performance of Loopback mechanism with a set of videos through a number of numerical tests. The set consists of 100 videos. We assume that the size of each video is 3600 s and the popularity is generated using Zipf distribution with the shape parameter 0.27,i.e.,
, where is the rank of a video according to its popularity and is a scaling factor ranging from 1/16 to 1. Each user buffers at most 30 s of a video . We compare the resource usage at the proxy: I/O bandwidth and disk space, and the the central server load in both systems.
We set the I/O bandwidth available at the proxy equal to 30% of the amount needed to serve all requests from the proxy without Loopback. Note that as the video popularity increases, the required I/O bandwidth increases and is always kept at 30% level throughout the entire test. Fig. 5(a) presents the disk usage at the proxy as a percentage of the disk space needed to cache the entire video set. We use the most efficient disk-usage choice of prefixes in the system without Loopback in this comparison. We observe that in the system without Loopback the disk usage remains constant and is below 10%. Recall that as the video popularity increases, so does the required I/O bandwidth and the available I/O bandwidth is always equal to 30% of the required bandwidth. The disk space usage in the system with Loopback changes with the popularity. Initially, for low popularities, the disk usage is low. The space needed to make the entire video available locally is large and the amount of I/O bandwidth available allows us to cache enough data to make only a small number of the most popular videos available locally. As the popularity increases the space needed for local availability decreases and the number of videos for which such an amount is cached increases. Thus, we observe an increase in the disk space usage. For some value of popularity the amount cached for each video ensures its local availability. From this point on, the disk space usage starts decreasing as the amount cached decreases. The disk usage with Loopback is lower than that without Loopback for low popularities when most loops contain only one client. Recall that the I/O bandwidth consumption at the proxy due to a loop is twice the I/O bandwidth consumption due to one client without Loopback. Thus, even if both systems use the same amount of I/O bandwidth, system with Loopback caches less. Fig. 5(b) shows the I/O bandwidth usage at the proxy as a percentage of the total amount needed to serve the entire video set from the proxy without Loopback. In the system without Loopback, the I/O bandwidth usage increases linearly with the popularity slope of 0.3. The behavior of the system with Loopback is initially similar. However, when the popularity increases beyond 0.45 and all videos are available locally, the system does not utilize the entire amount of I/O bandwidth. A smaller amount is sufficient to make the system independent of the central server. Fig. 5(c) shows the value of the optimization function, i.e., the central server load resulting from a given proxy caching choice as a function of video popularity and presented as a fraction of the load we would observe without proxy caching. We observe that in the system without Loopback, the central server load increases with the popularity in a linear manner. In the system with Loopback, the load first slightly increases and then decreases reaching 0 for . At that point, all videos become available locally. We see that in the system without Loopback, the ratio is constant and close to 0.7, while in the system with Loopback, the ratio decreases until it reaches 0. We draw the following conclusion from this set of tests. Loopback allows us to reduce the central server load much more than the standard proxy caching mechanism without Loopback. The difference is larger for higher video popularities. Although Loopback uses generally more disk space, it needs less proxy I/O bandwidth at the same time. The results confirm also that Loopback becomes more and more efficient as the popularity increases. Similar conclusions are obtained for the case when proxy storage space is a bottleneck.
VI. LOCAL REPAIR MECHANISM FOR ENHANCING RELIABILITY
In this section, we first discuss how a client failure affects the playback of other clients. (The effect on the resource usage at a central server and a proxy is addressed in [18] ). We then address this issue with redundant caching schemes.
A. Failure Influence on Other Clients
Since a proxy server does not keep frames that have been forwarded to clients, a client failure results in the loss of data buffered at the client. Thus, the lost data has to be obtained from a central server, incurring delays. In Loopback, such a failure may affect the succeeding clients in a loop. The number of affected clients and the length of playback disruptions experienced by these clients depend on the client arrival rate and the buffer size. If the th client in a loop is failed, the th client experiences a playback disruption of seconds, the time needed for it to obtain the lost data from a central server. However, it is still able to transmit its buffered data to the th client. The th client experiences a disruption only if the time needed to transmit data cached by the th client is shorter than delay . The disruption lasts for , where is the buffer occupancy of the th client. Similarly, the th client experiences a disruption only if the amount of data cached by the two preceding clients is not sufficient to play for a duration of . Clients in the subsequent loops may be affected by the failure only if . Typically, is smaller than and we consider only the failure effect on the clients within the same loop.
Generally, the probability that the number of clients affected by the failure within the same loop is equal to or larger than a number , is equal to the probability that at least consecutive clients arrived within a time interval of length (for ):
, where is a random variable representing the client interarrival time distributed exponentially. Fig. 6 shows the probability that the number of clients affected is larger than or equal to for several different values of client arrival rate. In this example the clients buffer no more than 30 s of a video and . The number of clients affected is smaller for a lower arrival rate due to the fact that the client arrivals are more spread in time and each client buffers more data.
These observations show that the higher the demand for a video, the larger the influence of a failure on the performance. This effect of a failure can be limited with redundant caching. Fortunately, clients of a very popular video use only a small portion of their buffer space and the remaining part can be utilized to increase reliability.
B. Enhancing Performance and Reliability With Duplication
In the basic Loopback scheme discussed in the above, when a collaborative client fails, other clients may experience service disruptions and the server has to transmit extra data to repair such failures. To address these issues and further ensure service quality and survivability, we propose a simple caching duplication that exploits collaborative client buffers to cache multiple copies of data to deal with collaboration failures. This simple approach not only significantly reduces server load by locally repairing failures with client collaboration but also shortens the repairing delay caused by transmitting missing data from a central server as in the basic repair scheme.
The basic scheme does not fully utilize the capacity of client buffers. A client starts to buffer and play the video immediately at in order to minimize startup delays. A client stops to buffer more data at , where is the instant that a client starts to collect the data into its cache and is the instant that a client starts to replace the current buffer content with new data. Therefore, the buffer occupancy at client is . Since the mean distance between a pair of arrival is , we know that the average size of data buffered at a client is no more than , where we assume that the CBR video rate is 1. So the buffer utilization is only around . In order to improve the system performance and service availability, we propose a caching duplication that employs a Buffer-immediately-to-maximum Policy. Under this policy, a client starts to buffer data without any delay and buffers as much as possible, i.e.,
, and , where is the given client buffer size. Without failures, for a loop with clients, we have a continuous sequence of units, where units from unit to unit , where is the current time.
can be expressed as given in Section IV. The amount of duplicate data is determined by the client arrival times. The total number of duplicate units is . An important property of this approach is that the higher the client arrival rate (i.e., a video with higher popularity), the better fault-tolerance is provided.
C. Complete-and Partial-Local Repair of Single Failures
In the basic scheme, when a failure occurs at client , i.e., when client fails to pass data to the next client in the loop, we ask the server to send a patching stream of the missing data to client . Therefore, every client downstream in a loop may experience a service disruption of seconds. We consider this type of failures as single failures. Note that multiple single failures may occur at the same time as long as they are not consecutive in a loop. To avoid the data transmission from the central server, we let client directly pass the duplicated data to client in a loop so that only minimum amount of data needs to be delivered from the central server to client in a repair. We name this operation as a local repair. (We further extend the above model for single failures to multiple consecutive failures [18] .) Fig. 9 show the relations between the buffers at consecutive clients. The overlap between client 's buffer and client 's buffer is denoted as , where . The overlap between client 's buffer and client 's buffer is denoted as , where . When client fails, its preceding client may be able to provide all or partial data that are supposed to be passed to client by client in a loop. In particular, as shown in Fig. 9(a) , when , i.e., there is no gap between and , we are able to perform a complete-local repair to fix the failure of client by asking client to pass data directly to client . Otherwise, as shown in Fig. 9(b) , when , there is a gap between and due to the failure of client , where . We then perform a partial-local repair, in which client obtains a portion of missing data (shown as ) from client and the gap from the central server.
In a complete-local repair, client provides all data that client needs, because there is no gap between their buffers, i.e.,
. Given an exponential arrival rate with a mean of , the probability of a successful completelylocal repair for a single failure is equal to the probability that the distance between the arrivals of client and client is no more than in a loop, given as follows:
In a partial-local repair, , client contributes a portion of missing data (as in Fig. 9(b) ) to client , and we need the central server to send the missing data [as gap in Fig. 9(b) ] to client . Since client and client are in the same loop, we also have . Similar to the reasoning of (7), we obtain the probability of a partial-localrepair as follows: (8) Fig. 7 shows the probabilities of successful complete-and partial local repairs. As the mean arrival rate increases, we are more likely to repair a single failure locally with a completelocal repair, shown as the middle curve. In the meantime, a partial local repair is less likely, shown as the bottom curve since the arrivals tend to overlap with each other as shown in Fig. 9(a) . The top curves show the total probability of local repairs. Clearly, we have a good chance to perform local repair and reduce most repair-related load at the central server as presented in the following.
Using local repairs, we can significantly reduce repair-related overheads on central server(s) when the request arrival rate is moderately high. Without a local repair, a central server needs to deliver data to client for a single failure, where . With a local repair, it only needs to deliver data to client for a single failure, . Clearly, . We denote this ratio as , representing the percentage of additional repairrelated load saved by exploiting local repairs, and have , where is the mean distance between clients in a multiclient loop equal to . Fig. 8 shows that we can eliminate most repair-related load at the central server, e.g., three arrivals per , we can save more than 80% of repair-related load.
D. Simulation Evaluation of Caching Duplication
To confirm the above analysis, we use simulations to evaluate the proposed local-repair approaches. In these simulations, we choose the given client buffer size as 2% of the video length, and we examine different arrival rates relative to , i.e, one arrival per to five arrivals per . Furthermore, we use four different client failure probabilities, i.e., , 5%, 10%, and 50%, in our test for covering a broad failure range. The length of simulation is over ten times the video length. 10 shows the probabilities of complete-and partial-local repairs. The upper group of four curves are the probability of complete-local repairs under the four client failure probabilities. Clearly, the trends of these curves are very close to the middle curve in Fig. 7 , which confirms our analysis. The lower group of four curves are the probabilities of partial local repairs under the four client failure probabilities. The trends of these curves are very close to the bottom curve in Fig. 7. Fig. 11 shows the total probabilities of all local repairs under the four client failure probabilities. The trends of these curves are very close to the top curve in Fig. 7 .
VII. CONCLUSIONS AND FUTURE WORK
We have introduced a Loopback mechanism for exploiting client collaboration in a two-level video streaming architecture. We have analyzed the resource usage of the proposed mechanism, namely, server I/O and network bandwidth, proxy I/O and network bandwidth, and proxy storage space. We have shown that even with limited client resources, Loopback can significantly reduce the requirements of network bandwidth, I/O bandwidth and buffer space at proxy servers, for moderately and highly popular videos. We have also analyzed the effect of client failures and developed local repair approaches to minimize playback disruption and the costs of repairs. Finally, we have shown that, even with limited proxy buffer space, the Loopback scheme is still able to significantly reduce the resource requirements at proxy servers.
We are investigating the broad enhancement of the basic Loopback model to allow varying amount of resources committed by each client. In other words, we will consider the case when each client may specify how much disk space can be utilized, how many clients each client is willing to serve, and for what period of time.
