We solve in the affirmative a conjecture of Brylawski, namely that the Tutte polynomial of a connected matroid is irreducible over the integers. If M is a matroid over a set E, then its Tutte polynomial is defined as
Theorem 1. If M is a connected matroid, then T(M; x, y) is irreducible in Z[x, y].
Actually, an analysis of our proof shows that T(M; x, y) is irreducible even in C[x, y]. The main tool in proving our result is the following set of linear equations (B k ) that are satisfied by the coefficients of the Tutte polynomial of any matroid, and that were proved in [1] . We also need the following basic properties [2] : Suppose now M is a connected matroid on a set of m elements, and that there is a non-trivial factorization
where the assumption implies that c 00 ] 0. We will prove that c 00 =0, thus obtaining a contradiction.
Since M is connected, by properties (3) and (4) above, neither x nor y are factors of A(x, y) or C(x, y). Define for a polynomial P(x, y)=
and let
Clearly, from (1) 
Note that we do not assume A(x, y) to be the Tutte polynomial of a matroid, hence we do not know whether equations (A k ) hold or not. In fact, we have the following result.
Lemma 3. With hypothesis as in Lemma 2, there is at least one equation
Note that (A k0 ) is the same equation as (A k ). Now we prove a recurrence relation involving these equations.
Observe that for i > 0 and k > r A (x) the left-hand side of equation
Using the fact that ( 
The last term appears because ( 0 0 ) cannot be decomposed into two binomial coefficients. But by Lemma 2 for this last term we have a k, i − 1 =0, as r A (x) < k. Also, the first and second terms in the second row of the last expression (after a change of variables) are, respectively, the left-hand side of equations (A k − 1, i − 1 ) and (A k − 1, i ). So we can write symbolically
for r A (x) < k [ m(A) and i > 0.
Let us suppose now that all equations (A k ) hold for r A (x) [ k [ m(A) and we will find a contradiction. Consider equation (A r A (x), r A (y) ). By Lemma 2, the only term a ij involved in this equation that is not zero is a 0, r A (y) . Then the left-hand side of (A r A (x), r A (y) ) reduces to ( r A (x)
0 ) a 0, r A (y) = a 0, r A (y) , which is different from zero. On the other hand, using Eq. (4) repeatedly r A (y) times, we can express this nonzero term as a sum of the left-hand sides of equations
, that we are assuming to be all equal to zero. Therefore we obtain a contradiction and we conclude that not all of the 
Then we have the following equalities for the left-hand side of (B k ). 
Each binomial coefficient ( n − s t+i ) is partitioned into exactly n − s − t − i+1 terms, so that the last expression equals
Now it is easy to check that the pth term in the last sum is equal (up to the sign) to the left hand side of equation
Thus we obtain the following relation: Using this result we see from (5) that equation (B k ) reduces to c 00 (A k ) =0. As (A k ) does not hold, c 00 must be zero and the lemma is proved. L The above two lemmas show that c 00 =0 and this establishes the theorem.
Remark. The assumption of characteristic zero is necessary, since otherwise property 2 after Lemma 1 does not hold, that is, b 10 can be zero because of the characteristic. For example, 
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