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Re´sume´ – Nous pre´sentons une boˆıte a` outils Scilab pour l’analyse modale de structures me´caniques. Il s’agit d’un environ-
nement logiciel pour l’identification des caracte´ristiques modales (fre´quences propres et de´forme´es) et le diagnostic des de´fauts
dans le cas ou` les structures sont soumises a` la seule excitation ambiante non controˆle´e, non mesure´e et non-stationnaire. Les
me´thodes sont de type sous-espace applique´es aux covariances des seuls signaux de sortie. Une courte de´monstration sur deux
cas re´els (avion en vol et structure civile) illustrera les diffe´rents dialogues et leur inte´reˆt pour l’analyse modale et la localisation
de de´fauts qui sont difficilement automatisables.
Abstract – We present here a Scilab toolbox for modal analysis of vibrating mechanical structures. It is a complete package
for modal identification (eigenfrequencies and modal shapes) and diagnosis in the case of in operaton structures with the natural
excitation without control and measurement of this non stationary input. The methods are of covariance driven subspace type.
A short demo on two concrete cases (in flight aircraft and civil structure) will illustrate some dialogs and show their use for modal
analysis which cannot be fully automatized.
1 Introduction.
Les applications industrielles de la surveillance des vibra-
tions in situ sont diversifie´es, que ce soit pour des struc-
tures me´caniques complexes (plate-formes offshore, ponts,
barrages, baˆtiments) ou des machines tournantes (turbo-
alternateurs). Ces applications font suite aux e´tudes faites
en laboratoire, a` la conception et en atelier. Un exem-
ple type est celui de la conception d’un nouvel avion dont
l’analyse modale commence avec les mode`les aux e´le´ments
finis, se poursuit par des mesures spe´cifiques lors de vols
d’essais puis par une phase spe´ciale au sol pour la certifi-
cation et ensuite un suivi lors de la vie de l’appareil.
Des outils d’identification de caracte´ristiques vibratoires,
et de de´tection et diagnostic pre´coces de petits change-
ments de ces caracte´ristiques, sont particulie`rement utiles
pour la pre´vention de dysfonctionnements ou d’endomma-
gements.
L’identification et la surveillance sont donc effectue´es
en ambiance de fonctionnement normal : sans ralentisse-
ment ni arreˆt de machine, sans excitation artificielle, sans
mesure de l’excitation naturelle. Le diagnostic, en termes
d’un mode`le (e´le´ments finis) de conception, est effectue´
sans recalage de mode`le, ni re´solution de proble`me inverse.
Nous pre´sentons donc l’outil logiciel qui re´lise ces diffe´-
rentes taˆches : il s’agit d’une boˆıte-a`-outils Scilab inte´grant
essentiellement les e´le´ments contenus dans [10, 9].
2 Me´thodes et re´sultats.
Il s’agit de l’identification aveugle de la structure pro-
pre d’un syste`me line´aire multivariable, par une me´thode
sous-espace consistante applique´e aux matrices de covari-
ances des seuls signaux de sortie, les entre´es e´tant incon-
nues et non-stationnaires. Une variante est utilise´e avec
le couple entre´es-sorties pour les situations ou` les entre´es
sont egalement mesure´es. Une extension de la me´thode
sous-espace a e´te´ de´veloppe´e pour le cas d’enregistrements
non simultane´s, ce qui est un cas classique, y compris avec
mesure des entre´es.
Le proble`me essentiel de la surveillance vibratoire en
fonctionnement est que les structures ou machines surveil-
le´es sont soumises a` la fois a` des variations rapides et non
mesure´es de leur environnement et a` des variations lentes
et faibles de leurs caracte´ristiques vibratoires. Les signaux
mesure´s contiennent donc des non-stationnarite´s rapides
dont la de´tection ne pre´sente aucun inte´reˆt, et des non-
stationnarite´s lentes qu’il s’agit de de´tecter et de diag-
nostiquer. Le proble`me est d’autant moins trivial que les
variations a` surveiller sont petites (e.g., moins de 1% sur
les fre´quences). Une approche pertinente consiste en:
1. l’estimation des caracte´ristiques de re´fe´rence du sys-
te`me surveille´ dans ses conditions de fonctionnement
usuelles, cette estimation e´tant obtenue par identifi-
cation sur des donne´es correspondant a` un e´tat sain;
2. la de´tection pre´coce, et le diagnostic, de de´viations
faibles par rapport a` cette re´fe´rence.
Il est connu [16] que les caracte´ristiques vibratoires (fre´-
quences, appele´es modes, et de´forme´es modales) corres-
pondent a` la structure propre (valeurs et vecteurs propres)
de la matrice de transition d’e´tat d’un syste`me dynamique
line´aire. L’analyse et la surveillance vibratoires sont donc
des proble`mes d’identification et de de´tection qui concer-
nent la dynamique d’un syste`me line´aire (que l’on peut
parame´trer de manie`re invariante par changement de base
sur l’e´tat), ou, de manie`re e´quivalente, la partie ar d’un
processus arma multidimensionnel dont, a` cause des non-
stationnarite´s de l’environnement, la partie ma doit eˆtre
suppose´e non-stationnaire.
L’identification des caracte´ristiques vibratoires (fre´quen-
ces et modes) est effectue´e en ambiance de travail nor-
male (sans excitation artificielle). La me´thode proce`de par
identification de la structure propre d’un syste`me line´aire
multivariable, au moyen d’une me´thode sous-espace ap-
plique´e aux matrices de covariances des seuls signaux de
sortie, les entre´es e´tant inconnues et non-stationnaires.
Cette me´thode est ne´anmoins consistante, et robuste a`
ces non-stationnarite´s.
La me´thode a e´te´ propose´e en [16], analyse´e en [7], et
revisite´e sous forme de fonction d’estimation en [3]. Une
extension, consistante elle aussi, a e´te´ faite pour le cas du
traitement conjoint de signaux enregistre´s a` des moments
diffe´rents, et donc sous excitations diffe´rentes [11, 12]. Il
est en effet d’usage courant, dans ce domaine, de col-
lecter des donne´es en provenance de capteurs – certains
fixes, d’autres mobiles – place´s a` diffe´rents endroits, afin
d’imiter une situation ou` un nombre de capteurs beaucoup
plus important serait disponible.
Cette extension est, de meˆme que la me´thode classique,
base´e essentiellement sur une proprie´te´ de factorisation
de la matrice de Hankel (et des covariances des sorties)
du syste`me [17], et sur une renormalisation du facteur
droit visant a` compenser le fait que les excitations sont
diffe´rentes. L’algorithme propose´ pre´sente la proprie´te´
inte´ressante d’ope´rer par entrelacement des blocs-lignes
et blocs-colonnes des matrices de Hankel construites sur
les covariances des capteurs de re´fe´rence et les covariances
renormalise´es des capteurs mobiles, respectivement. Il ap-
paraˆıt expe´rimentalement que la renormalisation effectue´e
par l’algorithme, jointe a` la moyennisation sous-jacente au
calcul des covariances empiriques, permet effectivement de
se de´barrasser des effets inde´sirables des excitations non-
stationnaires diffe´rentes, et d’obtenir de bons estimateurs
de la structure propre, ce qui est en accord avec le re´sultat
the´orique.
Les bases de cette me´thode sont donc un mode`le me´ca-
nique classique, line´aire et stationnaire :{
M Z¨(s) + CZ˙(s) +KZ(s) = ν(s)
Y (s) = LZ(s) (1)
ou` s de´signe le temps (continu pour le moment), Z est le
vecteur des de´placements et M,C,K sont respectivement
les matrices de masses, amortissements et raideurs.
L spe´cifie quels sont les e´le´ments mesure´s sur la struc-
ture, c’est-a`-dire ou` sont localise´s les capteurs et Y est
donc le vecteur des mesures.
On cherche a` identifier les caracte´ristiques modales de la
structure, c’est a` dire les modes propres (fre´quences pro-
pres et amortissements) et les de´forme´es modales, note´s
respectivement µ et ψµ.
La structure propre observe´e est la solution de :
(Mµ2 + Cµ+K)Ψµ = 0 , ψµ = LΨµ (2)
Apre`s e´chantillonnage en temps (a` la fre´quence 1/δ) le
mode`le pre´ce´dent peut s’e´crire sous la forme du mode`le
d’e´tat suivant : {
Xk+1 = FXk + Vk
Yk = HXk
(3)
avec :
Yk = Y (kδ) , Xk =
[ Z(kδ)
Z˙(kδ)
]
H =
[
L 0
]
F = exp(Aδ)
A =
[
0 I
−M−1K −M−1C
]
E(Vk) = 0
QV (k)
∆
= E(VkV
T
k ) =
∫ (k+1)δ
kδ
exp(As)Q˜(s) exp(AT s)ds
Q˜(s) =
[
0 0
0 M−1Qν(s)M
−T
]
Qν(s) est la matrice de covariance de l’excitation de´finie
ci-dessus.
La structure propre de la matrice F donne les caracte´-
ristiques modales de´finies pre´ce´demment :
(λ,Φλ) de F :
eδµ = λ
ψµ = φλ
∆
= HΦλ (4)
L’algorithme d’identification utilise donc la matrice de
Hankel construite avec les covariances des observations :
Hp,N =


R0 R1 · · · Rp · · · RN
R1 · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
Rp · · · · · · · · · · · · RN+p

 (5)
avec
Rm = E(YkY
T
k−m)
La remarque fondamentale est que cette matrice a le
meˆme espace image que la matrice d’observabilite´ du syste`-
me (associe´e a` la paire (H,F )) qui est :
O =


H
HF
HF 2
·
·
·
HF p


(6)
Cette proprie´te´ re´sulte de la factorisation de la matrice
de Hankel qui s’e´crit :
Hp,N = OC (7)
ou` O est la matrice d’observabilite´ et C est la matrice de
commandabilite´
C = [ G FG F 2G · · · FNG ]
G = E(XkY
T
k )
ces deux matrices e´tant de rang plein.
L’imple´mentation de l’algorithme est donc :
-calcul de la matrice de Hankel empirique
-factorisation par une de´composition en valeurs singulie`res
et troncature , ce qui donne la matrice d’observabilite´
-obtention de la matrice de transition par re´solution aux
moindres carre´s sur 2 de´cale´es de la matrice d’observabilite´
-obtention de la structure propre de la matrice de transi-
tion.
L’ingre´dient algorithmique essentiel a` rajouter est la
re´alisation de ce calcul pour des ordres croissants et d’utili-
ser un diagramme dit de stabilisation sur les caracte´risti-
ques modales identifie´es pour faire la se´lection.
Le proble`me de diagnostic est double. Le diagnostic
modal doit de´terminer quels modes de vibrations ont chan-
ge´, et correspond a` une infe´rence parame´trique dans un es-
pace de meˆme dimension que celui de la re´fe´rence identifie´e
a` partir des mesures. Le diagnostic physique doit remon-
ter a` des causes possibles, et de´terminer quels parame`tres
(e.g., masses, raideurs, amortissements) du mode`le de con-
ception sont les plus affecte´s. Ce proble`me correspond,
au contraire, a` une infe´rence dans un espace de dimension
beaucoup plus grande que celui du parame`tre de re´fe´rence.
Nous avons propose´ en [3] de baser la de´tection sur un
test de type χ2, re´sultant de l’application de l’approche
statistique locale a` des fonctions d’estimation associe´es
aux me´thodes sous-espaces. L’approche locale permet es-
sentiellement de calculer la sensibilite´ d’une fonction d’esti-
mation vis-a`-vis de petites variations de parame`tres, rel-
ativement aux bruits et incertitudes [1]. Cette sensibilite´
est exprime´e a` l’aide d’une matrice Jacobienne, dont deux
expressions analytiques dans le cas pre´sent d’une struc-
ture propre sont donne´es en [3]. Cette me´thode con-
stitue une ge´ne´ralisation de [4]. De nombreux re´sultats
expe´rimentaux, aussi bien sur bancs-tests que donne´es
re´elles, confirment l’inte´reˆt de ces de´tecteurs [15, 13, 14],
qui posse`dent en outre une proprie´te´ d’invariance vis-a`-
vis des pre´- et post-ponde´rations des matrices de Hankel
implique´es [2].
Le diagnostic modal, focalisant sur chaque (groupe de)
mode(s) et de´forme´e(s) modale(s) associe´e(s), est obtenu
par se´lection des (groupes de) colonnes correspondantes
de la matrice Jacobienne mentionne´e plus haut, et calcul
des tests du χ2 qui en re´sultent.
Dans le but de la conception d’une algorithmique em-
barque´e, le diagnostic physique, en termes des parame`tres
d’un mode`le (e´le´ments finis) de conception, n’est pas abor-
de´ par le biais de la re´solution d’un proble`me inverse (mal
pose´). Dans la logique de l’approche locale de de´tection, il
repose lui aussi sur un calcul de Jacobiens, cette fois entre
la parame´trisation modale et la parame´trisation physique.
Le proble`me pose´ par la grande diffe´rence de dimensions
entre ces deux repre´sentations parame´triques est re´solu au
moyen d’une classification de tous les vecteurs de change-
ments possibles dans le gros espace, a` l’aide d’une me´trique
cohe´rente avec celle du test du χ2 qui re´alise la de´tection.
Cette classification est effectue´e une fois pour toutes au
moment de la conception de l’algorithmique, et aboutit
en fait a` la fabrication de Jacobiens synthe´tiques corre-
spondant a` des macro-pannes. Les algorithmes de diag-
nostic embarque´s sont les tests du χ2 correspondant a` ces
Jacobiens [6].
Nous donnons les premie`res bases de la me´thode du
diagnostic. Si θ0 repre´sente le mode`le nominal, il est so-
lution de
ST (θ0)Hp+1,q = 0
(proprie´te´ de la matrice de Hankel et la matrice d’obser-
vabilite´).
Apre`s une pe´riode de fonctionnement si on veut donc
tester si le mode`le est toujours valide, on va donc cal-
culer une “nouvelle” matrice de Hankel empirique avec
les nouvelles mesures et on va tester si l’e´galite´ ci-dessus
est toujours ve´rifie´e. En fait on conside`re le vecteur des
re´sidus :
ζn(θ0) =
√
n vec(ST (θ0)Hˆp+1,q)
pour lequel on doit avoir :
E(ζn(θ0)) = 0 ssi θ = θ0 .
Pour construire un test il faut connaˆıtre les proprie´te´s
statistiques du re´sidu, ce qui impossible dans notre cas.
On va conside´rer les 2 hypothe`ses suivantes :
H0 : θ = θ0 (structure saine) et H1 : θ = θ0 +
Υ√
n
(syste`me en panne) ou` le vecteur Υ est inconnu mais fixe´.
Les re´sidus ont des distributions asymptotiques gaussi-
ennes :
N (0,Σ(θ0) sous H0 et N (M(θ0)Υ,Σ(θ0) sous H1.
La matrice jacobienne et la matrice de covariance sont
donne´es par :
M(θ0) = − 1√
n
∂
∂θ
Eθ0ζn(θ)|θ=θ0
Σ(θ0) = limEθ0(ζnζ
T
n )
Le test entre les hypothe`ses H0 et H1 est donc obtenu
en calculant le χ2 suivant :
χ2n = ζ
T
n Σˆ
−1Mˆ(MˆT Σˆ−1Mˆ)−1MˆT Σˆ−1ζn
que l’on compare a un seuil; ce test est asymptotique-
ment un χ2 a` rang(M) degre´s de liberte´ et sous H1 son
parame`tre de non-centralite´ est : ΥTMT Σ−1MΥ.
3 La boˆıte a` outils
C’est un outil complet dont la mise au point de l’interface
homme-machine a be´ne´ficie´ du traitement du plusieurs ex-
emples concrets (machines tournantes de production d’e´lec-
tricite´, avions civils et militaires, lanceur spatial...). Les
diffe´rents choix se font par les menus en partant du pre´trai-
tement des donne´es (filtrage, sous-e´chantillonnage,...) pour
aboutir au choix final des signatures modales et des zones
Figure 1: Stabilization diagram : focus sur une frequence
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Figure 2: Frequence - damping au de´but du vol
d’endommagement e´ventuel. Nous donnons ci-dessous quel-
ques exemples des re´sultats que l’on peut obtenir.
Ces travaux ont e´te´ et sont mene´s dans le cadre des pro-
jets Eure´ka Sinopsys1 coordonne´ par Lms, et FLITE2
coordonne´ par Sopemea.
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