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Abstract
In this paper, the problem of opportunistic spectrum sharing for the next gen-
eration of wireless systems empowered by the cloud radio access network (C-
RAN) is studied. More precisely, low-priority users employ cooperative spec-
trum sensing to detect a vacant portion of the spectrum that is not currently
used by high-priority users. The design of the scheme is to maximize the overall
throughput of the low-priority users while guaranteeing the quality of service of
the high-priority users. This objective is attained by optimally adjusting spec-
trum sensing time with respect to imposed target probabilities of detection and
false alarm as well as dynamically allocating and assigning C-RAN resources,
i.e., transmit powers, sub-carriers, remote radio heads (RRHs), and base-band
units. The presented optimization problem is non-convex and NP-hard that is
extremely hard to tackle directly. To solve the problem, a low-complex itera-
tive approach is proposed in which sensing time, user association parameters
and transmit powers of RRHs are alternatively assigned and optimized at ev-
ery step. Numerical results are then provided to demonstrate the necessity of
performing sensing time adjustment in such systems as well as balancing the
sensing-throughput tradeoff.
Keywords: Cloud-based radio access network, joint user association and
resource allocation, spectrum sensing, successive convex approximation,
virtual wireless networks.
1. Introduction
The fifth generation (5G) of wireless networks leverages emerging and promis-
ing technologies to revolutionize our lives by offering remarkable services e.g.,
massive IoT [1, 2, 3]. Since 5G provides a variety of different services, the main
concern is how to efficiently allocate and manage the limited network resources
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for these emerging data-hungry services. To confront these challenges, far more
sensible network designs and the introduction of new strategies for enhancing
spectral and energy efficiencies are required.
In this regard, cloud radio access network (C-RAN) is considered as a poten-
tial enabler to allow the realization of the vision of 5G, i.e., very dense deploy-
ments and centralized processing [4, 5]. Compared to the traditional RAN, via
centralizing powerful processing resources i.e., baseband units (BBUs), C-RAN
brings more spectral and energy efficiency that leads to a drastic reduction in
investment and maintenance costs[6]. Also, to improve the flexibility of net-
work resource allocation, physical resources of the network can be virtually
shared between different operators where the concept of virtual wireless net-
works (VWNs), also known as network slicing, has been emerged in this context
[7]. By employing network slicing, in a same physical network, radio resources
can be dynamically allocated to different logical network slices based on the
different quality of services (QoS) demands, hence 5G networks will be tailored
to meet users’ specific QoS requests. Furthermore, extended dynamic spectrum
allocation (eDSA) has been proposed to facilitate flexible and efficient utiliza-
tion of the available radio resources from different spectrum bands in heteroge-
neous networks (HetNets) [8, 9, 10]. Therefore, a new horizon for the effective
employment of spectrum management techniques is opened such as spectrum
aggregation, spectrum pooling, mutual spectrum renting, and licensed-assisted
access (LAA) [11, 12, 13, 14].
However, in a heterogeneous environment, network designers may face formidable
challenges to fulfill certain traffic demands and various licensing schemes due
to strict requirements for protecting high-priority users. More specifically, in a
heterogeneous VWN with a shared spectrum access policy, high-priority VWN
(HVWN) users are able to exclusively access the allocated spectrum while low-
priority VWN (LVWN) users have to sense the spectrum and transmit in an
opportunistic way whenever the HVWN users are in the idle mode and conse-
quently spectrum is vacant. Hence, spectrum sensing has a pivotal role for the
effective implementation of dynamic spectrum sharing scenarios.
There are two key parameters for performing spectrum sensing by LVWN
users: 1) the probability of correctly detecting active HVWN users; 2) the prob-
ability of false alarm, i.e., the probability of misinterpreting the noise as HVWN
user’s signal while the spectrum is actually vacant. From the HVWN user’s per-
spective, the higher the probability of detection, the less radio interference it
receives. On the other hand, from the LVWN user’s perspective, the lower the
false alarm, the more opportunity for the user to utilize the vacant spectrum
and transmit its data. Clearly, there exists a reconciliation between priorities in
determining the values of these parameters. Therefore, for an efficient spectrum
sensing algorithm, the probability of detection should be close to one while the
probability of false alarm should be decremented in the most possible extend
[15]. Since these parameters are directly related to the sensing time, holding
these probabilities in the acceptable criteria induces a sensing-throughput trade-
off where, to meet target values of detection and false alarm probabilities and
to maximize the achievable throughput of the LVWN, the sensing time should
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be incremented and decremented, respectively. Consequently, it is of essential
to consider sensing time as a new optimization variable subject to the target
values of sensing parameters and other system limitations.
From the system-level’s perspective, sensing strategies can be classified into
two categories, i.e., cooperative spectrum sensing and non-cooperative spectrum
sensing. In the cooperative spectrum sensing method, multiple sensing nodes
cooperatively sense the spectrum and report their sensing results to a fusion
center to decide on vacant channel. In the non-cooperative method, each sens-
ing node itself makes a decision on the vacant channel without any cooperation.
It is evident that by employing cooperative spectrum sensing method, the prob-
ability of detection can be greatly increased which leads to a better resource
management scheme in comparison with non-cooperative method [16]. Indeed,
C-RAN can be considered as a potential enabler for the cooperative spectrum
sensing strategies and facilitates their implementation by using BBU pool as a
powerful and centralized fusion center. Obviously, a centralized processing unit
is capable of integrating sensing and opportunistic access to the the spectrum,
and hence, can mitigate interference in the maximum extent.
After performing spectrum sensing, in the transmission phase, efficient re-
source allocation schemes should be exploited to achieve high throughput for the
LVWN users. On this basis and motivated by the sensing-throughput tradeoff,
in our study, we adopt the concept of spectrum sensing and attempt to jointly
optimize sensing time and transmission parameters in an opportunistic-based
spectrum-sharing system which is empowered by network slicing and C-RAN.
1.1. Realated Works
This work can be placed at the intersection of two research areas: 1) dy-
namic resource allocation in VWNs, 2) cooperative spectrum sensing in 5G
networks. Radio resource allocation in C-RAN empowered networks has been
paid many attentions in the literature [17, 18, 19, 20, 21]. For instance, in
[17] user association in C-RAN with massive MIMO configuration is studied to
achieve high rates for cell-edge users. By employing a game-theoretic mechanism
with incomplete information, authors in [18] proposed a framework for resource
allocation problem, where the device-to-device (D2D) links utilize common re-
sources of multiple cells and each player’s transmission parameter (information)
is unknown to other players. Also, in [19], the problem of optimizing sub-
channel assignment and power allocation to maximize the energy efficiency for
the downlink non-orthogonal multiple access (NOMA) network is investigated.
Reference [20] dealt with a joint optimization solution for resource block assign-
ment and power allocation to maximize energy efficiency performances in the
orthogonal frequency-division multiple access (OFDMA)-based CRAN. Authors
in [21] studied dynamic resource allocation for virtualized wireless networks in
Massive-MIMO-aided and fronthaul-limited C-RAN. Moreover, in a comprehen-
sive literature review of [22], some of the works that have already been done to
achieve wireless network virtualization are provided and important aspects of
wireless network virtualization are also presented.
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Due to the importance of spectral efficiency in 5G and its potential solu-
tion, eDSA, a myriad of works are dedicated to study spectrum sharing and
management in 5G networks [12, 23, 24]. Reference [12] addressed the prob-
lem of flexible spectrum sharing by the application of adaptive licensing among
interested stakeholders. Also in [23], a novel best cooperative mechanism for
wireless energy harvesting and spectrum sharing in 5G networks is proposed.
Accordingly, in this scheme, data transfer and energy harvesting are finished
in the designed timeslot mode while secondary users harvest energy from both
ambient signals and primary user’s signals. Moreover, authors in [24] considered
two main scenarios of implementing cognitive radio systems, i.e., underlay and
overlay scenarios and studied how D2D users should access spectrum in such
scenarios. Meanwhile, the problem of wireless resource virtualization with D2D
communication underlaying the LTE network is investigated in [25].
Cooperative spectrum sensing has also been widely regarded in the litera-
ture [26, 27, 28, 29, 30, 31]. In [26], a novel decentralized cooperative spectrum
sensing scheme capable of operating in the absence of dedicated reporting chan-
nels is presented to offer the freedom of using multiple bits for transmitting a
quantized version of the sensing test statistics between secondary user nodes.
In [27], the authors studied spectrum-sharing between a primary licensee and a
group of secondary users. Indeed, in order to enable access to unused licensed
spectrum, a secondary user has to monitor licensed bands and opportunisti-
cally transmit whenever no primary signal is detected. Moreover in [28], a joint
optimization of detection thresholds, sensing time and power allocation over a
multichannel transmission scheme, incorporating the loss due to running a fully
distributed cooperative sensing algorithm is proposed. To improve the sens-
ing performance, ref. [29] proposed cooperative spectrum sensing to combat
shadowing/fading effects which makes distinguishing between deep fade and va-
cant band difficult. In [30], to enhance the capacity of unlicensed users, the
problem of capacity maximization is derived based on optimizing cooperative
spectrum sensing parameters which is a function of the number of cooperative
users and control channel bandwidth. In [31], a capacity maximization prob-
lem of half-duplex (HD) and full-duplex (FD) cognitive OFDM-NOMA systems
is considered where an iterative framework is proposed to jointly optimize the
sensing time, the user assignment on each sub-carrier, and the allocated power
for each user. However, instead of considering the induced interference in each
sub-carrier, the spectrum sensing constraint of [31] is only considered to restrict
a sum of total interference over the whole part of the spectrum band of the pri-
mary network which is less practical, and also its system model does not include
the concept of C-RAN as well as network slicing.
To the best of our knowledge, non of the previous works considers the prob-
lem of joint spectrum sensing time optimization and dynamic resource alloca-
tion in a slice-based 5G system with considering C-RAN constraints. To fill this
gap, we present an opportunistic spectrum sharing approach for a cloud-based
5G system with network slicing, and investigate the problem of joint spectrum
sensing time optimization and dynamic resource allocation where C-RAN and
slicing constraints are taken into account.
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1.2. Contributions and Paper Structure
In this paper, the problem of dynamic resource allocation in a C-RAN em-
powered slice-based 5G network is considered. For this network that includes
users with different priorities, i.e., LVWN users and HVWN users, we attempt
to maximize the overall throughput of the LVWN users while guaranteeing the
QoS of the HVWN users1 via joint sensing time optimization and optimum
resource allocation in terms of the transmit powers of the LVWN users, sub-
carriers, and user association parameters. To hold the QoS of the HVWN users
and also have a high chance of successful use of the available frequency bands
for the LVWN users, we impose target probabilities of detection and false alarm
for spectrum sensing as constraints. Then the problem of joint sensing time
optimization, user assignment and resource allocation is formulated to achieve
overall throughput maximization of the LVWN users.
Our introduced optimization problem is non-convex and NP-hard that is
extremely hard to tackle directly. The original problem is then solved in three
steps which are optimized in alternation: 1) sensing time optimization sub-
problem that is converted to a convex optimization problem by employing some
mathematical simplifications; 2) user association subproblem, and by converting
its constraints into a linear form, this problem leads to an integer linear pro-
gramming (ILP) and can be optimally solved by using internal MOSEK solver
of the CVX package [32]; 3) power allocation subproblem, and after employing
successive convex approximation (SCA), it is converted into a relaxed convex
optimization problem.
The rest of this paper is organized as follows. Section II represents our sys-
tem model and problem formulation. The proposed solutions and corresponding
algorithms are introduced in Section III, followed by computational complex-
ity and convergence analysis in Section IV. Simulation results are provided in
Section V, and finally, the paper is concluded in Section VI.
2. Network Structure and Problem Formulation
We assume that the regional coverage for the LVWN is provided by a C-RAN
structure as shown in Fig. 1. A set of Slices, S = {1, · · · , S}, are served by a set
of remote radio heads (RRHs) R = {1, · · · , R}. Supported by limited-capacity
fronthaul links, RRHs are connected to a set of B = {1, · · · , B} BBUs to process
the baseband signals. Each slice s ∈ S has a set of Ns = {1, · · · , Ns} users and
requires a minimum reserved rate <rsvs to support variable data demands of its
users. To protect the users of the HVWN from interference, by employing coop-
erative spectrum sensing, RRHs can opportunistically access the idle spectrum
band of the HVWN that is divided into a set of sub-carriers K = {1, · · · ,K}.
1Note that, in this paper, when an HVWN user is active, its QoS will be guranteed by
avoiding genreting radio interference from LVWN users through imposing high probabilitby
of detection for the spectrum sensing scheme.
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Figure 1: System model and the structure of sensing-transmission time frames.
Downlink transmission for the set of RRHs is considered where the trans-
mission time is divided into frames with a fixed length T , as depicted in Fig.
1. More specifically, each frame consists of three time slots, i.e., sensing time
slot, reporting and decision time slot, and transmission time slot are incorpo-
rated in each frame. The duration of the sensing time slot for each sub-carrier
and each RRH is denoted by τr,k, which is a variable to be optimized to attain
maximum achievable throughput of the LVWN users subject to the protection
of the HVWN users. In the reporting and decision time slot, each RRH sends
its measurement to a fusion center located in C-RAN and decision can be made
through data fusion [15]. Obviously, it can be seen that the reporting and deci-
sion time slot adds a fixed-time overhead and without loss of generality it will be
ignored in the sequel. Next, the optimization problem considered in this work
will be described in details. Meanwhile, the summary of employed notations in
this work is provided in Table 1.
2.1. Sensing Time Adjustment Problem
Energy detection method is used by RRHs for spectrum sensing due to its
low computational and implementation complexities. Moreover, energy detector
employs blind method to detect signals, i.e., there is no need to know primary
users’ signal and the output of the energy detector is compared with a threshold
that depends on the noise floor. Regarding ([15], (67)), for a target probability
of false alarm, P¯ kfa, detection probability at sub-carrier k can be written as
P kd = (1)
Q
(
1
αk
(
Q−1(P¯ kfa)− γp
R∑
r=1
√
τr,kνsa
∣∣hHUr,k ∣∣2
))
∀k ∈ K,
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Table 1: Summary of Employed Notations
Parameter Definition
S Set of slices
R Set of RRHs
B Set of BBUs
Ns Set of users at each slice s
K Set of sub-carriers
<rsvs Minimum reserved rate at each slice s
T Length of transmission time
τr,k Duration of the sensing time slot
P¯ k Target probability of detection at sub-carrier k
P¯ kfa Target probability of false alarm at sub-carrier k
P kd Detection probability at sub-carrier k
P 1 The probability of a HVWN being active
hHUr,k The channel coefficient between RRH r and the HVWN user at sub-carrier k
hr,k,ns Channel power gain of the link between RRH r and user ns at sub-carrier k
γp Received SNR of the HVWN user measured at the assigned RRH
γ0b,k,ng The SINR of the LVWN user ns (in the absence of HVWN user)
γ1b,k,ng The SINR of the LVWN user ns (in the presence of HVWN user)
Ir,k,ns Induced interference to user ns from the other LVWN users
νsa Sampling frequency
Omax Maximum number of users that each BBU can support
Cmaxr,b Maximum capacity of front-haul link between
RRH r and BBU b
pr,k,ns The allocated power of the link between RRH r
pmaxr Maximum transmit power of RRH r
σ20 Noise variance
fns,b ∈ {0, 1} The association factor between the BBU b
and the user ns
xns,r ∈ {0, 1} The association factor between the RRH r
and the user ns
βr,k,ns ∈ {0, 1} User association variable
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where hHUr,k is the channel coefficient between RRH r and the HVWN user
at sub-carrier k that is zero-mean, unit variance complex Gaussian random
variable. Also, αk =
√
2γp
∑R
r=1
∣∣∣hHUr,k ∣∣∣2 + 1 and Q, γp, and νsa are Q-function,
received signal-to-noise ratio (SNR) of the HVWN user measured at the RRH,
and sampling frequency, respectively. In order to preserve the HVWN user
from the interference generated by LVWN users, the probability of detection
P kd should be larger than a target value P¯d. This constraint can be expressed
as
C1: P kd ≥ P¯d, ∀k ∈ K.
Let denote Mk as the number of samples at the input of the energy detector.
Therefore, for the given pair of target probabilities (P¯d, P¯
k
fa), the minimum
number of required samples to achieve these targets can be obtained as follows
[15]
Mmink = (2)
4
(α2k − 1)2
[Q−1(P¯ kfa)−Q−1(P¯d)αk]2 , ∀k ∈ K.
For each sensing node in the spectrum sensing, at least Mmink samples are re-
quired to insure target probabilities (P¯d, P¯
k
fa). Indeed, if the sample size is not
enough, the target probabilities will not hold. Clearly, in this circumstance re-
ferred to interruption, LVWN users are not able to transmit while the spectrum
is vacant.
Furthermore, sensing time duration of RRH r at sub-carrier k should not
exceed the frame time duration. This practical limitation can be represented as
C2: 0 < τr,k ≤ T, ∀r ∈ R, ∀k ∈ K.
2.2. Resource Allocation Problem
As shown in Fig. 1, users of different slices are served by multiple RRHs
connected to the BBU pool via front-haul links. Due to the cloud-based struc-
ture, a new set of variables, i.e., front-haul assignment parameters should be
defined to mathematically present the structure of this setup. Moreover, the
parameters and constraints of the resource allocation related to the network
slicing and C-RAN are defined in this section.
In this context, each user should be assigned to RRH and BBU. The associ-
ation factor between the BBU b and the user ns is represented by
fns,b =
{
1, if user ns in slice S is supported by BBU b,
0, otherwise,
(3)
and f = [fns,b]∀b,s,ns is the BBU association vector. Practically, each BBU b
can support at most Omax users due to its processing limitations, i.e.,
C3:
∑
s∈S
∑
ns∈Ns
fns,b ≤ Omax, ∀b ∈ B.
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The association factor between the RRH r and the user ns is represented as
xns,r =
{
1, if user ns in slice S is connected to RRH r,
0, otherwise.
(4)
It is assumed that each user ns can only be connected to at most one RRH r at
each transmission frame, i.e.,
C4:
∑
r∈R
xns,r ≤ 1, ∀ns ∈ Ns, ∀s ∈ S.
To jointly consider user assignment to the RRHs and sub-carrier allocation, we
define binary-valued βr,k,ns ∈ {0, 1} as the user association variable (UAV).
The value of UAV will be equal to one if RRH r allocates sub-carrier k to user
ns. OFDMA based sub-carrier allocation should be carried out for each cell
exclusively, and it can be mathematically stated as
C5:
∑
s∈S
∑
ns∈Ns
βr,k,ns ≤ 1, ∀r ∈ R, ∀k ∈ K.
Sub-carrier k is allocated to user ns when that user is assigned to RRH r, this
constraint can be represented by
C6: βr,k,ns ≤ xns,r, ∀ns ∈ Ns, ∀s ∈ S ∀r ∈ R, ∀k ∈ K.
Since each front-haul link between RRH r and BBU b is limited and has a max-
imum capacity of Cmaxr,b , the following practical constraint should be considered
in our setup
C7:
∑
s∈S
∑
ns∈Ns
fns,bxns,r ≤ Cmaxr,b , ∀r ∈ R, ∀b ∈ B.
Moreover, in order to avoid wasting of C-RAN resources and control the BBU
load, each user is supported by only one BBU at each transmission instance, if
and only if, it is assigned to at least one RRH. This constraint can be represented
as
C8:
∑
b∈B
fns,b =
∑
r∈R
xns,r, ∀ns ∈ Ns, ∀s ∈ S.
Considering transmit power limitation of each RRH, we have
C9:
∑
s∈S
∑
ns∈Ns
∑
k∈K
pr,k,ns ≤ pmaxr , ∀r ∈ R,
where pr,k,ns is the allocated power of the link between RRH r and user ns at
sub-carrier k, and pmaxr is the maximum transmit power of RRH r.
It is assumed that the HVWN user is either active with the probability of
P 1, or inactive with the probability of P 0 = 1 − P 1. Therefore, two scenarios
for operating RRHs can be assumed. Indeed, RRHs can transmit when the
HVWN user is either inactive and no false alarm is generated or active but not
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detected. Let γ0r,k,ns and γ
1
r,k,ns
denote the SINR of the LVWN user ns when
the corresponding RRH operates in the absence of HVWN user and when it
operates in the presence of HVWN user, respectively. Therefore, γ0b,k,ng and
γ1b,k,ng can be expressed as
γ0r,k,ns =
(
pr,k,nshr,k,ns
σ20 + Ir,k,ns
)
, (5)
γ1r,k,ns =
(
pr,k,nshr,k,ns
σ20 + Ir,k,ns + Ip
)
, (6)
where hr,k,ns is the channel power gain of the link between RRH r and user ns
at sub-carrier k, and Ir,k,ns =
∑
∀r′∈R,r′ 6=r
∑
∀s∈S
∑
∀n′s∈N ,n′s 6=ns
pr′,k,n′shr′,k,ns is induced
interference to user ns in cell r and sub-carrier k from the other LVWN users.
Also, σ20 and Ip are the noise power and the interference of HVWN user measured
at the LVWN receiver, respectively. Resource allocation process for each RRH r
is performed every T time frame consisting of the sensing time slot at each sub-
carrier k, i.e., τr,k, and the transmission time slot, i.e., T − τr,k. Consequently,
the average throughput in bps/Hz for a LVWN user can be stated as
<r,k,ns(β, τ ,p) = βr,k,ns
T − τr,k
T
× (7)[
P 0log2
(
1 + γ0r,k,ns
)
(1− P kfa)
+P 1log2
(
1 + γ1r,k,ns
)
(1− P kd )
]
,
where β, τ and p are, respectively, the vectors of all βr,k,ns , τr,k, and pr,k,ns
for all r ∈ R, k ∈ K, ns ∈ Ns, and s ∈ S. In practical scenarios, desired
detection probability is chosen to be close to but less than 1 [15]. Also, to
commercial justification for the secondary usage of the spectrum, we assume
that the probability of being active for the HVWN users, i.e., P 1, is small.
Based on the assumptions, the first term of (7) is dominant, and for the different
values of P kfa, the approximation of <r,k,ns , i.e., <˜r,k,ns for all ns ∈ Ns ∀s ∈
S ∀r ∈ R ∀k ∈ K, can be expressed as
<˜r,k,ns(β, τ ,p) = (8)
βr,k,ns
T − τr,k
T
[
P 0log2
(
1 + γ0r,k,ns
)× (1− P kfa)].
To provide isolation between slices and support different throughput demands
for the LVWN users, let us consider the minimum rate requirement of each slice
s ∈ S, <rsvs , which should be supported by RRHs, and therefore, we have the
following constraint:
C10:
∑
r∈R
∑
ns∈Ns
∑
k∈K
<˜r,k,ns(β, τ ,p) ≥ <rsvs , ∀s ∈ S.
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Now, the problem of sensing time optimization, dynamic power and sub-
carrier allocation as well as BBU and RRH assignment in a C-RAN empowered
LVWN with the aim of throughput maximization for the LVWN users can be
formulated as
max
β,τ ,p,f ,x
∑
r∈R
∑
s∈S
∑
ns∈Ns
∑
k∈K
<˜r,k,ns(β, τ ,p)
subject to C1 - C10.
(9)
Due to the combination of continuous variables, e.g., p and τ and the binary
variables e.g., β, x and f , (9) is a non-convex mixed-integer non-linear problem
(MINLP), which is completely NP-hard and difficult to solve in practice [33].
In the following sections, we design an efficient algorithm to find a solution with
reasonable computational complexity.
3. Proposed Algorithm
In order to tackle the computational complexity of (9), a three-step iterative
approach is proposed. Accordingly, sensing time, RRH as well as BBU asso-
ciation parameters, and power allocation are optimized in steps one, two, and
three, respectively. More specifically, in each iteration t, step 1 computes the
optimized value for sensing time τ based on the given values of power alloca-
tion and association parameters from the previous iteration. In step 2, based
on the given value of power allocation and the derived value of sensing time
vector τ (t) from step 1, the association problem is solved and the optimized
values of f , x and β are derived. Then, for given association parameters, i.e.,
f , x and β and sensing time vector, i.e., τ , power allocation problem is solved.
Iterative approaches for all 3 steps are executed in alternation until the current
sensing time, association parameters and power allocation vector solutions lie
in slight deviation from the values obtained in the previous iteration. In other
words, the iterative procedure is stopped when the difference of optimal values
of throughput in two consecutive iterations is less than ε where 0 < ε 1. The
reduction of variables in each subproblem obviously provides both low compu-
tational complexity and more mathematical tractability for solving the original
problem. The proposed analytical solutions for each subproblem are provided
in details in the following subsections.
3.1. Step 1: Spectrum Sensing Problem
Given association parameters i.e., f(t − 1), x(t − 1) and β(t − 1) and also
p(t− 1), at iteration t, (9) is transformed into
max
τ (t)
∑
r∈R
∑
s∈S
∑
ns∈Ns
∑
k∈K
<˜r,k,ns(β(t− 1), τ(t),p(t− 1)),
s.t.: C1-C2,C10,
(10)
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which only consists of τ (t) as an optimum variable vector. While (10) is more
simplified than (9), still suffers from non-convexity. To convert (10) to a convex
form, we define a new variable λr,k =
√
τr,k, νsa and rewrite (10) as
max
λ(t)
∑
r∈R
∑
s∈S
∑
ns∈Ns
∑
k∈K
<˜r,k,ns(β(t− 1), λ(t),p(t− 1)),
s.t.:
Ĉ1:
R∑
r=1
λr,k(t)
∣∣hPUr,k ∣∣2 ≥ 1γ
[
Q−1
(
P kfa
)− αkQ−1(P¯d)],
∀k ∈ K,
Ĉ2: 0 < λr,k(t) ≤
√
Tνsa, ∀r ∈ R, ∀k ∈ K,
Ĉ10:
∑
r∈R
∑
ns∈Ns
∑
k∈K
<˜r,k,ns(β(t− 1), λ(t),p(t− 1)) ≥ <rsvs ,
∀s ∈ S.
(11)
As the objective function and left side of Ĉ10 are concave functions in terms of
λr,k, and the constraints Ĉ1 and Ĉ2 are linear, problem (11) is a convex opti-
mization problem and can be solved optimally using either lagrangian method
or software packages, e.g., CVX [34].
3.2. Step 2: User Association Problem
For a fixed value of τ obtained from Step 1 and given p(t− 1), at iteration
t, (9) is transformed into an integer non-linear problem (INLP) as follows
max
β(t),f(t),x(t)
∑
r∈R
∑
s∈S
∑
ns∈Ns
∑
k∈K
<˜r,k,ns(β(t), τ (t),p(t− 1))
s.t.: C3-C8,C10.
(12)
By converting constraint C7 into a linear form, problem (12) will be transformed
into the integer linear programming (ILP), and can be solved via slover software
packages e.g., CVX with the internal solver MOSEK [32]. Let introduce yb,r,ns =
fns,bxns,r and yb,r,ns ∈ {0, 1}. Therefore, C7 is transformed into
Ĉ7.1 :
∑
s∈S
∑
ns∈Ns
yb,r,ns ≤ Cmaxr,b , ∀r ∈ R, ∀b ∈ B,
Ĉ7.2 : yb,r,ns ≤ fns,b, ∀ns ∈ Ns, ∀s ∈ S, ∀r ∈ R, ∀b ∈ B,
Ĉ7.3 : yb,r,ns ≤ xns,r, ∀ns ∈ Ns, ∀s ∈ S, ∀r ∈ R, ∀b ∈ B,
Ĉ7.4 : yb,r,ns ≥ fns,b + xns,r − 1,
∀ns ∈ Ns, ∀s ∈ S, ∀r ∈ R, ∀b ∈ B.
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As a result, (12) can be rewritten as follows
max
β(t),f(t),x(t),y(t)
∑
r∈R
∑
s∈S
∑
ns∈Ns
∑
k∈K
<˜r,k,ns(β(t), τ (t),p(t− 1))
s.t.: C3-C6, Ĉ7.1-Ĉ7.4,C8,C10
(13)
which belongs to ILP.
3.3. Step 3: Power Allocation Problem
For the fixed values of τ and β obtained from Step 1 and 2, at iteration t,
power allocation problem can be written as
max
p(t)
∑
r∈R
∑
s∈S
∑
ns∈Ns
∑
k∈K
<˜r,k,ns(β(t), τ (t), p(t))
s.t.: C9-C10.
(14)
Since the objective function and C10 are non-concave functions, (14) is a non-
convex optimization problem. Our approach for solving (14) is to convert it
into a convex optimization problem by employing the successive convex ap-
proximation (SCA) algorithm where <˜r,k,ns(p) is converted into a concave
form based on the difference-of-two-concave-functions (D.C.) approximation
method [35]. Accordingly, at each iteration l of the SCA algorithm, we define
<˜r,k,ns(p(l)) = ur,k,ns(p(l))− vr,k,ns(p(l)) where ur,k,ns(p(l)) and vr,k,ns(p(l))
are the concave functions as
ur,k,ns(p(l)) =βr,k,ns
T − τr,k
T
P 0(1− P kfa) (15)
× log2
[
σ20 + Ir,k,ns + pr,k,ns(l)hr,k,ns
]
,
vr,k,ns(p(l)) = βr,k,ns
T − τr,k
T
P 0(1− P kfa)log2
[
σ20 + Ir,k,ns
]
, (16)
where p(l) is the power allocation vector at iteration l. Also, at each iteration
l, vr,k,ns(p(l)) is replaced with its first-order Taylor expansion as
vr,k,ns(p(l)) ≈vr,k,ns(p(l − 1)) (17)
+∇vr,k,ns(p(l − 1))(p(l)− p(l − 1)),
where ∇vr,k,ns(p(l − 1)) is the gradient vector of vr,k,ns(p(l − 1)) with respect
to the vector p(l − 1) and its element, can be obtained by
∇vr,k,ns(p(l − 1)) =
{
0, r = r′, ns = n′s,
hr,k,ns
ln 2(Ir,k,ns+σ
2
0)
, ∀r 6= r′, ns 6= n′s (18)
where r′ 6= r ∈ R. Therefore, at each iteration l, approximated concave through-
put, i.e., <ˆr,k,ns , can be stated as
<ˆr,k,ns(p(l)) ≈ur,k,ns(p(l))− vr,k,ns(p(l − 1)) (19)
−∇vr,k,ns(p(l − 1))(p(l)− p(l − 1)).
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Hence, by substituting <ˆr,k,ns in (14), the convex approximated problem at each
iteration l is derived as follows:
max
p(l)
∑
r∈R
∑
s∈S
∑
ns∈Ns
∑
k∈K
<ˆr,k,ns(p(l))
s.t.: C9:
∑
s∈S
∑
ns∈Ns
∑
k∈K
pr,k,ns(l) ≤ pmaxr , ∀r ∈ R
Ĉ10:
∑
r∈R
∑
ns∈Ns
∑
k∈K
<ˆr,k,ns(p(l)) ≥ <rsvs , ∀s ∈ S.
(20)
Preposition 1: By employing D.C. approximation (17), (20) will finally con-
verge to a locally optimal solution p∗ of (14).
Proof. Please see Appendix.
Algorithm 1 represents an algorithm that solves (9) to find τ(t), f(t), β(t),
x(t) and p(t) in alternation. Also, for solving (14) in Step 3 of Algorithm 1,
Algorithm 1: Alternating algorithm for problem (9)
Initialization: Set 0 < ε 1 and also initial points f(0), β(0), x(0),
p(0) and t = 1;
Repeat:
Step 1: Given f(t− 1), β(t− 1), x(t− 1), p(t− 1), solve (10) to find τ(t);
Step 2: Given τ(t) and p(t− 1), solve (12) to find f(t), β(t) and x(t) ;
Step 3: Given τ(t), f(t), β(t) and x(t), solve (14) to find p(t) ;
Step 4: If
∥∥∥<˜r,k,ns(t)− <˜r,k,ns(t− 1)∥∥∥ ≤ ε, stop. Otherwise, t = t+ 1
and go back to Step 1.
the general DC-based iterative algorithm is given in Algorithm 2 in which the
disciplined convex programming (DCP) problem (20) can be solved by using
the available optimization toolboxes, such as CVX.
Algorithm 2: DC-Based Algorithm For Solving Power Allocation Problem
Initialization: Set 0 < ζ  1, l = 0 and for a given p(l = 0) as any
feasible power vector;
Iterations: For a given p(l), execute three steps below;
Step 1: Compute convex approximation from (19);
Step 2: Solve (20) to obtain an optimal solution of p(l) ;
Step 3: If ‖p(l)− p(l − 1)‖ ≤ ζ, stop. Otherwise, l = l + 1 and go back
to Step 1.
4. Computational Complexity and Convergence
In this section, two important aspects to evaluate the performance of the
proposed algorithm, i.e., the computational complexity and convergence analysis
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are provided.
4.1. Computational Complexity
To analyze total computational complexity of the proposed algorithm, the
complexity order of each step should be investigated. Step 1 consists of the cal-
culation of the detection probability and the comparison of achieved throughput
with the reserved rate for each slice, which has the complexity of O(K + S).
Moreover, in the second and third Steps, CVX is used to solve the binary user as-
sociation problem (13) and the power allocation problem (20) via interior point
method (IPM). The computational complexity for this method is
log
(
c/(i0α)
)
log(µ) ,
where c is the total number of constraints, i0 is the initial point for approxi-
mating the accuracy of the IPM, 0 < α  1 is the stopping criterion for the
IPM, and µ is used for updating the accuracy of the IPM [36]. The number
of constraints in (13) are (NsS(2 + RK + 3RB) + R(B + K) + B + S), where
(20) has (R + S) constraints. Clearly, one can realize that the complexity of
the proposed scheme has polynomial growth which is a major improvement over
direct search methods with exponential complexities.
4.2. Convergence
Our proposed algorithm for solving (9) is based on block coordinate descent
method (BCD) [37]. More specifically in this method, at each iteration, the
objective function of (9) is maximized in respect of a single block of variables
while the other variables are held fixed. The convergence of the BCD method is
guaranteed when the solution of each subproblem at each iteration brings global
optimum. Moreover, in [37], a unified convergence analysis for a general class of
inexact BCD methods is provided when a sequence of approximate versions of
the original problem is solved successively, and the convergence condition of this
alternative inexact BCD approach is provided. In our proposed algorithm, both
sensing and user association problems attain optimal solution while D.C. ap-
proximation of power allocation problem converges to a locally optimal solution.
Thus, the convergence of the proposed algorithm to a local optimal solution is
guaranteed, however, it may not be the global optimum.
5. Simulation Results
To evaluate sensing-throughput tradeoff in our setup as well as verify our
proposed algorithm, simulation results are provided in this section. We consider
a multi-cell VWN with R = 4 RRHs connected to B = 3 BBUs which are serving
Ns = 8 users in S = 2 slices in a 2km×2km square area. We also assume that the
total bandwidth is divided into K = 16 sub-carriers. Using uniform distribution,
the users are placed randomly inside of the square area and the coordinates of
RRHs are: (0.5km, 0.5km), (0.5km, 1.5km), (1.5km, 0.5km), (1.5km, 1.5km).
The channel power gain is modeled by assuming large and small scale fading
as hr,k,ns = ψr,k,nsd
−a
r,ns , where a = 3 is the path loss exponent, dr,ns > 0 is
15
50 100 150 200 250 300
10-2
10-1
100
Figure 2: Interruption Probability for LVWN users versus sensing time and P¯d when Pfa = 0.2
the distance between RRH r and user ns and ψr,k,ns is the exponential random
variable with mean of 0.5 [38]. For the sake of simplicity, when the RRHs
are used to sense the vacant channel, we assume that the received SNRs from
HVWN user at each RRH are all equal, i.e., γp = −15dB [15]. For all of the
simulations ζ and  are set to 10−3. In addition, we set <rsvs = <rsv = 4 ∀s ∈ S,
P¯ kfa = Pfa ∀k ∈ K, and maximum transmission power pmaxr = pmax = 30dBm
∀r ∈ R.
As we mentioned above, the achieved throughput of the LVWN is a function
of sensing time τ . Therefore, sensing time must be choose optimally to increase
the vacant spectrum utilization by increasing the duration of transmission time
slot as much as possible and also avoiding interruption. To investigate this issue,
in Fig. 2, the interruption probability versus τ for different values of P¯d and
Pfa = 0.2 is presented. We notice that the interruption probability decrease
via increasing sensing time, and for a fixed sensing time, because of the lower
number required for samples, the lower target detection probability yields the
less interruption probability.
To obtain more insight into the importance of optimizing τ , the achievable
throughput versus the fixed sensing time allocated to each transmission frame
for the LVWN users is demonstrated in Fig. 3. Obviously, for a given pair
of target probabilities (P¯d, Pfa), one can conclude that there exists an optimal
sensing time in which the value of the achievable throughput for the LVWN
is maximized. Also, it can be seen that the optimum value of sensing time
decreases with decreasing target detection probability P¯d. For instance, for
P¯d = 0.9 and 0.8, the maximum value of achievable throughput is achieved at
τ = 159 ms and τ = 148 ms, respectively. It is worth mentioning that since the
QoS of the HVWN user will be guaranteed by choosing the higher probability
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Figure 3: Average achievable throughput for LVWN versus sensing time for different P¯d when
Pfa = 0.2
of detection, decreasing P¯d results in more throughput for the LVWN at the
expense of more interference with the HVWN. Figures 2 and 3 highlight that
choosing optimal sensing time significantly improves network performance.
To study the effect of P¯d and Pfa as well as other system parameters on the
optimal value of τ , first, in Fig. 4, the optimal values of sensing time versus P¯d
and Pfa is presented. From Fig. 4, we can conclude that at a certain value of
detection probability, the optimal value of sensing time decrease with increasing
Pfa which leads to the shorter transmission time slot, i.e., less throughput for
LVWN users. However, the lower the false alarm, the higher probability of
successful spectrum utilization for the LVWN users. This can also be realized
from (8) which states that the average of achievable throughput for the LVWN
is directly related to (1 − Pfa) and decreasing Pfa yields more throughput for
the network.
Fig. 5 plots the average of achievable throughput of the LVWN versus num-
ber of users for optimal sensing time and the fixed sensing time scenario where
the sensing time has been chosen large enough to ensure the target probabilities
for this case. As we expected from user diversity gain, with increasing the num-
ber of users in LVWN, its total throughput increases. Our proposed approach
to dynamically optimize sensing time outperforms the fixed sensing time sce-
nario considerably. In a nutshell, Figs. 4 and 5 demonstrate sensing-throughput
tradeoff in this setup.
To highlight the importance of deploying C-RAN architecture, we investi-
gate the effect of utilizing cooperative spectrum sensing, on the optimum value
of sensing time. From Fig. 6 we can observe that, at a specified value of
P¯d, the optimal value of sensing time decreases when the number of RRHs in-
creases. Clearly, increasing the number of RRHs helps to mitigate the hidden
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Figure 4: Optimal sensing time versus detection probability for the different values of false
alarm probability
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Figure 5: Average achievable throughput versus the number of users and the different values
of P¯d when Pfa = 0.2
node problem at the expense of increasing processing complexity in terms of
massage passing between nodes. However, in contrast to the traditional RAN,
by using centralized powerful BBUs in C-RAN, this type of massage passing is
significantly decreased.
18
0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9
90
100
110
120
130
140
150
160
Figure 6: Optimal sensing time (ms) for different number of RRHs, Pfa = 0.2
6. Concluding Remarks and Future Direction
In this paper, by utilizing the cooperative spectrum sensing empowered by
C-RAN, we introduce a new approach for opportunistic spectrum sharing. Since
the interests of HVWN users and LVWN users are contradictory, to avoid inter-
ference as well as optimal use of C-RAN resources, we propose the concept of
sensing-throughput tradeoff and present a cloud-based spectrum sensing and dy-
namic resource allocation in a C-RAN empowered slice-based 5G network. We
then formulate the joint sensing time, power and sub-carrier allocation and RRH
assignment for LVWNs in fronthaul-limited C-RAN with the aim of throughput
maximization. To solve this non-convex and NP-hard optimization problem, we
deploy a three-step iterative algorithm where the first and second steps are op-
timally solved and the latter is solved by employing SCA approach. Moreover,
the complexity analysis and convergence behavior of our proposed algorithm
are investigated and the algorithm has been evaluated by the simulation re-
sults. The future directions of this work involve investigating heterogeneous
nodes in terms of their different sensing capabilities and simultaneous multi-
band spectrum sensing.
Appendix A. Proof of Preposition 1
vr,k,ns(p) is a concave function, hence, at each iteration l we have
vr,k,ns(p(l)) ≤vr,k,ns(p(l − 1))
+∇vr,k,ns(p(l − 1))(p(l)− p(l − 1)). (A.1)
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Moreover, by using (19), <˜r,k,ns(p(l)) is approximated to a concave form. Hence,
it follows that
∑
r∈R
∑
ns∈Ns
∑
k∈K
[
ur,k,ns(p(l))− vr,k,ns(p(l − 1))−
∇vr,k,ns(p(l − 1))(p(l)− p(l − 1))
]
≥ <rsvs , ∀s ∈ S. (A.2)
According to (A.1) and (A.2), we have∑
r∈R
∑
ns∈Ns
∑
k∈K
{ur,k,ns(p(l))− vr,k,ns(p(l))} ≥ <rsvs , ∀s ∈ S. (A.3)
Accordingly, optimal solution at each iteration is always feasible. Furthermore,
it can be easily shown that∑
r∈R
∑
s∈S
∑
ns∈Ns
∑
k∈K
ur,k,ns(p
∗(l))− vr,k,ns(p∗(l))
≥
∑
r∈R
∑
s∈S
∑
ns∈Ns
∑
k∈K
[
ur,k,ns(p
∗(l))− vr,k,ns(p(l − 1))
−∇vr,k,ns(p(l − 1))(p∗(l)− p(l − 1))
]
= max
p(l)
∑
r∈R
∑
s∈S
∑
ns∈Ns
∑
k∈K
[
ur,k,ns(p(l))− vr,k,ns(p(l − 1))
−∇vr,k,ns(p(l − 1))(p(l)− p(l − 1))
]
≥
∑
r∈R
∑
s∈S
∑
ns∈Ns
∑
k∈K
[
ur,k,ns(p(l − 1))− vr,k,ns(p(l − 1))
−∇vr,k,ns(p(l − 1))(p(l − 1)− p(l − 1))
]
=
∑
r∈R
∑
s∈S
∑
ns∈Ns
∑
k∈K
ur,k,ns(p(l − 1))− vr,k,ns(p(l − 1)).
Thus, after each iteration l of the proposed SCA approach, the objective value
of (14) is improved (increased) or remains unchanged after iteration l. As a
result, the SCA approach will converge to a locally optimal solution p∗.
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