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1. Introduction
In this paper, we study the existence of time-periodic weak solutions of the three-dimensional viscoelastic system with
Dirichlet boundary condition. We consider a three-dimensional viscoelastic body which is homogeneous and occupies a
bounded domain Ω ⊂ R3 in the reference conﬁguration. Let u(x, t) = (u1(x, t),u2(x, t),u3(x, t)) be the displacement of a
material particle x = (x1, x2, x3) at time t , then the equation of motion with Dirichlet boundary condition is{
utt(x, t) = divx σ (x, t) + f (x, t), (x, t) ∈ Ω ×R,
u(·, t)∣∣
∂Ω
= 0,
(1.1)
(1.2)
where σ = (σi j) is the Piola stress tensor. For viscoelastic materials, the stress at time t depends on all the history of the
deformation gradient up to time t . Here we discuss only the case when the stress is given by a single integral law (see [1,2])
σ (x, t) = p(∇u(x, t))−
∞∫
0
q
(
τ ,∇u(x, t − τ ))dτ , (1.3)
where p(ξ) = (pij(ξ)), q(τ ,η) = (qij(τ ,η)), ξ = (ξi j),η = (ηi j), i, j = 1,2,3.
In the past twenty years, many works on the initial–boundary value problems of (1.1) and (1.3) have been done (see,
for instance, [3] and [4] for the existence of global classical solutions for small data; [5] for the existence of global weak
solutions for large data). Nevertheless, there were only few works dealing with periodic solutions to the boundary problem
(1.1)–(1.3).
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problem (1.1)–(1.3). In [6], using the viscosity regularization and compensated compactness method, Feireisl proved the
existence of periodic weak solutions to the problem (1.1)–(1.3) with q(τ , ξ) = a(τ )p(ξ) for viscoelastic solid materials. For
the linear case, i.e., q(τ , ξ) = a(τ )ξ , Qin in [7] showed that, for viscoelastic solid materials, the problem (1.1)–(1.3) has a
T -periodic solution for any T -periodic function f (x, t), and for viscoelastic materials with a liquid-like behavior, there exists
a T -periodic solution to the problem (1.1)–(1.3) for a T -periodic function f (x, t) if and only if
T∫
0
f (x, t)dt = 0. (1.4)
For the one-dimensional case and q(τ , ξ) = a(τ )q(ξ), assuming that the kernel a(t) in (1.3) has an integral singularity at
t = 0,
a(t) ∼ t−2α, near t = 0, 0< α < 1
2
, (1.5)
Qin [8] obtained similar results as in the linear case.
All these results dealt only with the one-dimensional viscoelastic equation with a special single integral law. In the
present paper, we extend the results to a general three-dimensional nonlinear viscoelastic system.
In Section 2, we state the assumptions and the main results of this paper. Then, we prove the existence of time-periodic
solutions to the problem for viscoelastic solid and liquid models, respectively, in Section 3. At last, we present an application
to a kind of macromolecule polymer.
2. Assumptions and main results
For convenience, we set
g(ξ) = p(ξ) −
∞∫
0
q(τ , ξ )dτ , (2.1)
h(τ , ξ ,η) = q(τ , ξ ) − q(τ ,η). (2.2)
We note that σ (x, t) in (1.3) can be rewritten as
σ (x, t) = g(∇u(x, t))+
∞∫
0
h
(
τ ,∇u(x, t),∇u(x, t − τ ))dτ . (2.3)
In fact, p(ξ) and g(ξ) are the instantaneous elastic response and the equilibrium elastic response, respectively.
Resulting of the new notations, (1.1)–(1.3) can be rewritten as⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
utt(x, t) = divx σ (x, t) + f (x, t), (x, t) ∈ Ω ×R,
σ (x, t) = g(∇u(x, t))+
∞∫
0
h
(
τ ,∇u(x, t),∇u(x, t − τ ))dτ ,
u(·, t)∣∣
∂Ω
= 0.
(2.4)
(2.5)
(2.6)
In this paper, for a tensor (aijkl), the symmetry means that
aijkl = akli j, ∀i, j,k, l = 1,2,3.
Deﬁnition 2.1. If there exists a constant α > 0 such that
3∑
i, j,k,l=1
aijklei jekl  α|E|2 (2.7)
for any symmetric matrix E = (ei j), the tensor A = (aijkl) is said to satisfy the stability condition, where |E|2 =∑3i, j=1 e2i j .
In this paper, we assume that p, q satisfy the following hypotheses:
(H1) p ∈ C1(R3×3;R3×3), q ∈ C1(R+ ×R3×3;R3×3), and
p(0) = q(τ ,0) = 0, ∀τ > 0. (2.8)
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a(τ ) → 0, as τ → ∞ (2.9)
such that∣∣Dξ p(ξ)∣∣ C, ∣∣Dξq(τ , ξ)∣∣ a(τ ), (2.10)
where the module |·| in (2.10) means the maximal absolute value of the components of the tensor.
(H2) There exists a function a1(τ ) with
τa1(τ ) ∈ L1(ρ,∞), ∀ρ > 0; ρ
∞∫
ρ
a1(τ )dτ → 0, as ρ → 0; (2.11)
a1(τ ) ∼ τ−1−2α, near τ = 0, 0< α < 1
2
(2.12)
such that∣∣∂τ Dξq(τ , ξ )∣∣ a1(τ ). (2.13)
(H3) A = (∂pij/∂ξkl) = (aijkl(ξ)) and B = (∂qij/∂ξkl) = (bijkl(τ , ξ)) are symmetric. There exist positive constants k1 and
k2 such that
3∑
i, j,k,l=1
bijkl(τ , ξ)eijekl  k1a(τ )|E|2, ∀τ > 0, ξ ∈R3×3, (2.14)
−
3∑
i, j,k,l=1
∂τbijkl(τ , ξ)eijekl  k2a1(τ )|E|2, ∀τ > 0, ξ ∈R3×3 (2.15)
for any symmetric matrix E = (ei j).
(H4) There exists a constant λ > 0 such that
3∑
i, j,k,l=1
ci jkl(ξ)eijekl  λ|E|2, ∀ξ ∈R3×3 (2.16)
for any symmetric matrix E = (ei j), with C = (∂ gij/∂ξkl) = (ci jkl(ξ)).
(H′4)
g(ξ) = p(ξ) −
∞∫
0
q(τ , ξ)dτ ≡ 0, ∀ξ ∈R3×3. (2.17)
Remark 2.1. A(ξ) and B(τ , ξ) are symmetric, which means that there exist scalar functions P (ξ) and Q (τ , ξ) such that
pij(ξ) = ∂ P (ξ)
∂ξi j
, qij(τ , ξ ) = ∂Q (τ , ξ)
∂ξi j
, ∀τ > 0, ξ ∈R3×3 (2.18)
and
P (0) = 0, Q (τ ,0) = 0, ∀τ > 0. (2.19)
Remark 2.2. There exist G(ξ ) and H(τ , ξ ,η) with
G(ξ) = P (ξ) −
∞∫
0
Q (τ , ξ)dτ , (2.20)
H(τ , ξ ,η) = Q (τ , ξ) + (η− ξ) · q(τ ,η) − Q (τ ,η) (2.21)
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gij(ξ) = ∂G(ξ)
∂ξi j
, hij = ∂H(τ , ξ ,η)
∂ξi j
. (2.22)
According to (H3), we have
∂τ H(τ , ξ ,η) 0, H(τ , ξ ,η) 0,
which means that the single-integral form (2.5) is dissipative (see [9]). And moreover there exists a constant δ > 0 such that
∂τ H(τ , ξ ,η) + δH(τ , ξ ,η) 0.
Remark 2.3. If the assumption (H4) holds, the constitutive relation (2.3) is a viscoelastic solid model. If the assumption (H′4)
holds, (2.3) is a viscoelastic liquid model. This distinction is aroused by both [5] and [8].
Remark 2.4. For speciﬁc examples of functions p(ξ ) and q(τ , ξ) satisfying (H1)–(H4), we can take p(ξ) = 4ξ and
q(τ , ξ) = 1√
τ (τ+1)3 ξ . And for speciﬁc examples of functions p(ξ) and q(τ , ξ) satisfying (H1)–(H
′
4), we can take p(ξ) = 2ξ
and q(τ , ξ) = 1√
τ (τ+1)3 ξ .
Let T > 0 and B be a Banach space. A measurable function u : Rn → B is T -periodic if u(t + T ) = u(t), for almost all
t ∈ R. We denote the subspaces of Ck(R; B), Lp(R; B) and Hsloc(R; B) by CkT (R; B), LpT (R; B) and HsT (R; B), respectively,
which are all composed of T -periodic functions.
Deﬁnition 2.2. A time-periodic weak solution to the boundary value problem (2.4)–(2.6) is a function
u ∈ L∞T
(
R; (H10(Ω))3) (2.23)
for which
ut ∈ L∞T
(
R; (L2(Ω))3), utt ∈ L∞T (R; (H−1(Ω))3), (2.24)
and such that
T∫
0
∫
Ω
utt(x, t) · v(x, t)dxdt +
T∫
0
∫
Ω
g
(∇u(x, t)) · ∇v(x, t)dxdt
+
T∫
0
∫
Ω
∞∫
0
h
(
τ ,∇u(x, t),∇u(x, t − τ )) · ∇v(x, t)dτ dxdt
=
T∫
0
∫
Ω
f (x, t) · v(x, t)dxdt (2.25)
for all v ∈ L2T (R; (H10(Ω))3).
The main results of this paper are the following two theorems.
Theorem 2.1. Let the assumptions (H1), (H2), (H3) and (H4) hold. Then, for any
f ∈ CT
(
R; (L2(Ω))3)∩ HαT (R; (H−1(Ω))3), (2.26)
the problem (2.4)–(2.6) admits a T -periodic weak solution u.
Theorem 2.2. Let the assumptions (H1), (H2), (H3) and (H′4) hold. Then, for any f satisfying (2.26), the problem (2.4)–(2.6) admits a
T -periodic weak solution u if and only if
T∫
0
f (x, t)dt = 0. (2.27)
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Deﬁnition 2.3. Let B be a Banach space, v(x, t) ∈ B , ∀t ∈R, 0 < α < 1. Then we deﬁne
HαT (R; B) =
{
v ∈ L2T (R; B);
T∫
0
∥∥v(·, t)∥∥2 dt +
T∫
0
T∫
0
‖v(·, t) − v(·, τ )‖2
|t − τ |1+2α dτ dt < ∞
}
, (2.28)
where ‖·‖ denotes the norm in B (see, for example, [10]).
3. Proof of the theorems
Let {wk} be a basis of (H10(Ω))3 that is the orthonormal in (L2(Ω))3. We construct Galerkin’s approximations of the
T -periodic solution to the problem (2.4)–(2.6) of the form
un(x, t) =
n∑
i=1
yi(t)w
i(x) (3.1)
from the system∫
Ω
untt(x, t) · wk(x)dx+
∫
Ω
g
(∇un(x, t)) · ∇wk(x)dx
+
∫
Ω
∞∫
0
h
(
τ ,∇un(x, t),∇un(x, t − τ )) · ∇wk(x)dτ dx
=
∫
Ω
f (x, t) · wk(x)dx, k = 1,2, . . . ,n. (3.2)
The relation (3.2) is a system of integro-differential equations in the following form
y¨(t) + g˜(y) +
∞∫
0
h˜
(
τ , y(t), y(t − τ ))dτ = f˜ (t), (3.3)
where y = (y1, y2, . . . , yn)T , g˜ = (g˜1, g˜2, . . . , g˜n)T , and so on,
g˜k(y) =
∫
Ω
g
(
n∑
l=1
yl∇w l(x)
)
· ∇wk(x)dx, (3.4)
h˜k(τ , y, z) =
∫
Ω
h
(
τ ,
n∑
l=1
yl∇w l(x),
n∑
l=1
zl∇w l(x)
)
· ∇wk(x)dx, (3.5)
f˜k(t) =
∫
Ω
f (x, t) · wk(x)dx, k = 1,2, . . . ,n. (3.6)
Let
G˜(y) =
∫
Ω
G
(
n∑
l=1
yl∇wl
)
dx, (3.7)
H˜(τ , y, z) =
∫
Ω
H
(
τ ,
n∑
l=1
yl∇wl,
n∑
l=1
zl∇wl
)
dx. (3.8)
It is easy to see that
G˜(0) = H˜(τ , y, y) = 0, ∀τ > 0, (3.9)
g˜k(y) = ∂ G˜(y)
∂ yk
, h˜k(τ , y, z) = ∂ H˜(τ , y, z)
∂ yk
. (3.10)
For the system (3.3), we ﬁrst give the following lemmas.
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such that∫
Ω
|E|2 dx C0‖u‖2(H10(Ω))3 (3.11)
for all u ∈ (H10(Ω))3 , where
E = (eij), eij = 12
(
∂ui
∂x j
+ ∂u j
∂xi
)
.
Proof. See, for example, Theorem 6.1 in [11]. 
Lemma 3.2. Assume that (H1), (H2), (H3) and (H4) hold. Then there exist constants C , λ0 , δ1 , ρ > 0 such that
H˜(τ , y, z) λ0|y − z|2, (3.12)
∂τ H˜(τ , y, z)−δ1a1(τ )|y − z|2, (3.13)
G˜(y) λ
4
|y|2  C ∣∣ g˜(y)∣∣2, (3.14)
g˜(y) · y  λ|y|2  ρG˜(y). (3.15)
Proof. By use of the Hadamard formula and (3.10), we have
H˜(τ , y, z) =
1∫
0
1∫
0
∫
Ω
n∑
k,l=1
3∑
p,q,r,s=1
bpqrs
∂wlp
∂xq
∂wkr
∂xs
θ(yl − zl)(yk − zk)dxdθ dθ˜ .
Let
w˜ =
n∑
l=1
(yl − zl)wl, E = (eij),
where
eij = 12
(
∂ w˜i
∂x j
+ ∂ w˜ j
∂xi
)
.
According to (2.14) and Lemma 3.1, we know that there exists a positive constant λ0 such that
H˜(τ , y, z) =
1∫
0
1∫
0
∫
Ω
θ
3∑
p,q,r,s=1
bpqrsepqers dxdθ dθ˜  λ0|y − z|2.
This completes the proof of (3.12). We can prove (3.13)–(3.15) similarly. 
Proposition 3.1. Assume that (H1), (H2), (H3) and (H4) hold. Then (3.3) has a T -periodic solution y ∈ C2T (R;Rn), for all f˜ ∈
CT (R;Rn).
Proof. Proposition 3.1 follows from Theorem A in [12]. 
Proposition 3.2. Under the assumptions of Proposition 3.1, the T -periodic solution y ∈ C2T (R;Rn) satisﬁes the following estimate
∣∣ y˙(t)∣∣2 + ∣∣y(t)∣∣2 +
T∫
0
s∫
0
∣∣∂τ H˜(s − τ , y(s), y(τ ))∣∣dτ ds C
T∫
0
∣∣ f˜ (t)∣∣2 dt. (3.16)
Proof. Let
E(t) = 1
2
| y˙|2 + G˜(y) +
∞∫
0
H˜
(
τ , y(t), y(t − τ ))dτ − σ1 y˙ ·
∞∫
0
d(τ )
(
y(t) − y(t − τ ))dτ + σ2 y˙ · y, (3.17)
where σ1, σ2 are positive constants and d(t) =min(t, a˜(t)) with a˜(t) =
∫∞ a1(τ )dτ .t
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∫∞
0 d(τ )(y(t) − y(t − τ ))dτ and y(t), respectively, and through tedious
estimating (a similar idea can be found from the proof of Lemma 3.4 in [12]), we get
d
dt
(
1
2
∣∣ y˙(t)∣∣2 + G˜(y) +
∞∫
0
H˜
(
τ , y(t), y(t − τ ))dτ
)
=
∞∫
0
∂τ H˜
(
τ , y(t), y(t − τ ))dτ + f˜ (t) · y˙(t), (3.18)
d
dt
(
y˙(t) ·
∞∫
0
d(τ )
(
y(t) − y(t − τ ))dτ
)
 dˆ(0)
2
∣∣ y˙(t)∣∣2 + C
∞∫
0
∂τ H˜
(
τ , y(t), y(t − τ ))dτ − μG˜(y)
− C
μ
∞∫
0
H˜
(
τ , y(t), y(t − τ ))dτ − ∣∣ f˜ (t) · v(t)∣∣ (3.19)
and
d
dt
(
y˙(t) · y(t)) ∣∣ y˙(t)∣∣2 − ρ
2
G˜(y) + C
∞∫
0
H˜
(
τ , y(t), y(t − τ ))dτ + ∣∣ f˜ (t) · y(t)∣∣, (3.20)
where dˆ(0) = ∫∞0 d(t)dt .
From the above formulae, for suﬃciently small σ1 and σ2, taking
σ2 = σ1
4
, μ = ρ
16
dˆ(0), 1− Cσ1  1
2
we can obtain
dE(t)
dt
− dˆ(0)σ1
4
∣∣ y˙(t)∣∣2 − ρdˆ(0)
16
σ1G˜(y)
+
(
σ1C − δ
2
) ∞∫
0
H˜
(
τ , y(t), y(t − τ ))dτ + C ∣∣ f˜ (t)∣∣(| y˙| + σ1|v| + σ2|y|).
Then there exists a constant ω > 0, such that
dE(t)
dt
−2ωE(t) + C ∣∣ f˜ (t)∣∣√E(t).
From the periodicity of E(t), we get
E1/2(t) Ce
ωT
eωT − 1
T∫
0
∣∣ f˜ (t)∣∣dt. (3.21)
Integrating (3.18) from 0 to T , together with (3.21), we obtain
T∫
0
s∫
0
∣∣∂τ H˜(s − τ , y(s), y(τ ))∣∣dsdτ  C
T∫
0
∣∣ f˜ (t)∣∣2 dt. (3.22)
From (3.21) and (3.22), we can show that
E(t) +
T∫
0
s∫
0
∣∣∂τ H˜(s − τ , y(s), y(τ ))∣∣dsdτ  C
T∫
0
∣∣ f˜ (t)∣∣2 dt (3.23)
for certain suﬃciently small σ1 and σ2. By virtue of (3.14) in Lemma 3.2, the estimate (3.16) follows from (3.23). 
According to Lemma 3.2 and the singularity of the integral kernel, we can obtain immediately the following result from
Proposition 3.2.
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∥∥unt (·, t)∥∥20 + ∥∥∇un(·, t)∥∥20 +
T∫
0
T∫
0
‖∇un(·, s) − ∇un(·, τ )‖20
|s − τ |1+2α dτ ds C
T∫
0
∥∥ f (·, t)∥∥20 dt, (3.24)
for all f ∈ CT (R; (L2(Ω))3), where ‖·‖♦ denotes the norm of (H♦(Ω))3 or (H♦(Ω))3×3 .
It follows from Proposition 3.3 that∥∥unt (·, t)∥∥20  C, ∥∥un(·, t)∥∥21  C, ∥∥un∥∥HαT (R;(H10(Ω))3)  C . (3.25)
Proposition 3.4. Under the assumptions of Proposition 3.1 and f ∈ CT (R; (L2(Ω))3) ∩ HαT (R; (H−1(Ω))3), we have∥∥untt∥∥HαT (R;(H−1(Ω))3)  C . (3.26)
Proof. Let Pn be the projection mapping from (H10(Ω))
3 to the subspace spanned by {w1, . . . ,wn}. Then
∥∥untt(·, t) − untt(·, s)∥∥−1 = sup
v∈(H10(Ω))3,‖v‖11
∫
Ω
(
untt(x, t) − untt(x, s)
) · (Pnv)(x)dx.
By using (3.2) and (H1), we have
∥∥untt(·, t) − untt(·, s)∥∥−1  C
(∥∥∇un(·, t) − ∇un(·, s)∥∥0 + ∥∥ f (·, t) − f (·, s)∥∥−1
+
∞∫
0
a(τ )
∥∥∇un(·, t − τ ) − ∇un(·, s − τ )∥∥0 dτ
)
. (3.27)
Noting (3.25) and the assumption of f , we have
T∫
0
T∫
0
|t − s|−1−2α
( ∞∫
0
a(τ )
∥∥∇un(·, t − τ ) − ∇un(·, s − τ )∥∥0 dτ
)2
dsdt
 C
T∫
0
T∫
0
|t − s|−1−2α
∞∫
0
a(τ )
∥∥∇un(·, t − τ ) − ∇un(·, s − τ )∥∥20 dτ dsdt
 C
∞∫
0
a(τ )
T−τ∫
−τ
T−τ∫
−τ
‖∇un(·, t) − ∇un(·, s)‖20
|t − s|1+2α dsdt dτ
 C
T∫
0
T∫
0
‖∇un(·, t) − ∇un(·, s)‖20
|t − s|1+2α dsdt
 C . (3.28)
Similarly, we can obtain
T∫
0
∥∥untt(·, t)∥∥2−1 dt  C . (3.29)
According to Deﬁnition 2.3 of HαT (R; (H−1(Ω))3), the estimate (3.26) follows from (3.28) and (3.29). This proposition is
proved. 
From the estimates (3.25) and (3.26), we have∥∥unt ∥∥L2T (R;(L2(Ω))3)  C, ∥∥unt ∥∥Hα−1T (R;(H10(Ω))3)  C,
∥∥unt ∥∥Hα+1T (R;(H−1(Ω))3)  C . (3.30)
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‖v‖
Hθ(α+1)T (R;(H−θ (Ω))3)  C‖v‖
1−θ
L2T (R;(L2(Ω))3)
‖v‖θ
Hα+1T (R;(H−1(Ω))3)
,
1
1+ α < θ < 1, (3.31)
‖v‖Hα−1+2θT (R;(H1−2θ (Ω))3)  C‖v‖
1−θ
Hα−1T (R;(H10(Ω))3)
‖v‖θ
Hα+1T (R;(H−1(Ω))3)
,
1− α
2
< θ <
1
2
. (3.32)
For the proof of this lemma, see, for example, [10,13].
It follows from Lemma 3.3 and (3.30) that
∥∥unt ∥∥Hθ(α+1)T (R;(H−θ (Ω))3)  C, 11+ α < θ < 1,∥∥unt ∥∥Hα−1+2θT (R;(H1−2θ (Ω))3)  C, 1− α2 < θ < 12 .
Noting that the embedding from Hθ(α+1)T (R; (H−θ (Ω))3) into H1T (R; (H−1(Ω))3) and the embedding from Hα−1+2θT (R;
(H1−2θ (Ω))3) into L2T (R; (L2(Ω))3) are compact, there is a subsequence of {un}, for simplicity we denote it still by {un},
such that
unt −→ u∗1 ∈ L2T
(
R; (L2(Ω))3)∩ H1T (R; (H−1(Ω))3), as n → ∞, (3.33)
strongly in both L2T (R; (L2(Ω))3) and H1T (R; (H−1(Ω))3). And therefore
untt −→ u∗1t ∈ L2T
(
R; (H−1(Ω))3), as n → ∞, (3.34)
strongly in L2T (R; (H−1(Ω))3).
In order to obtain the convergence of {∇un} in L2T (R; (L2(Ω))3), we need the following lemma, which is similar to (B.5)
in [5].
Lemma 3.4. Assume that (H2), (H3) and (H4) hold. There exist constants μ and ν such that
−
T∫
0
e−μt
∫
Ω
divx
(
σ
(
u(x, t)
)− σ (v(x, t))) · (u(x, t) − v(x, t))dxdt
 ν
T∫
0
∥∥u(·, t) − v(·, t)∥∥21 dt, ∀u, v ∈ L2T (R; (H10(Ω))3), (3.35)
where
σ
(
u(x, t)
)= p(∇u(x, t))−
∞∫
0
q
(
τ ,∇u(x, t − τ ))dτ .
Proof. Substituting σ (u(x, t)) into the left of (3.35), together with (2.10), (2.14) and (2.16), we can obtain
−
T∫
0
e−μt
∫
Ω
divx
(
σ
(
u(x, t)
)− σ (v(x, t))) · (u(x, t) − v(x, t))dxdt
 γ
T∫
0
e−μt
∥∥u(·, t) − v(·, t)∥∥21 dt − Cε
T∫
0
e−μt
∥∥u(·, t) − v(·, t)∥∥21 dt
− C
4ε
T∫
0
e−μt
∞∫
0
a(τ )
∥∥u(·, t − τ ) − v(·, t − τ )∥∥21 dτ dt.
Let Cε = γ , we have2
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T∫
0
e−μt
∫
Ω
divx
(
σ
(
u(x, t)
)− σ (v(x, t))) · (u(x, t) − v(x, t))dxdt
 γ
2
T∫
0
e−μt
∥∥u(·, t) − v(·, t)∥∥21 dt − C
T∫
0
e−μt
t∫
0
a(τ )
∥∥u(·, t − τ ) − v(·, t − τ )∥∥21 dτ dt
=
T∫
0
e−μt
{
γ
2
− C
T−t∫
0
e−μsa(s)ds
}∥∥u(·, t) − v(·, t)∥∥21 dt.
For suﬃciently large μ, there exists a constant ν > 0 such that (3.35) holds. 
Under the assumption (H1), it is clear that
‖Dξσ‖20  C . (3.36)
And for any v ∈ (H10(Ω))3,
‖Pnv − v‖1 −→ 0, as n → ∞. (3.37)
From (3.2), for any m n, we have∥∥divx(σ (um(x, t))− σ (un(x, t)))∥∥−1
= sup
v∈(H10(Ω))3,‖v‖11
∫
Ω
divx
(
σ
(
um(x, t)
)− σ (un(x, t))) · v dx
 sup
v∈(H10(Ω))3,‖v‖11
∣∣∣∣
∫
Ω
divx
(
σ
(
um(x, t)
)− σ (un(x, t))) · (v − Pnv)dx
∣∣∣∣
+ sup
v∈(H10(Ω))3,‖v‖11
∣∣∣∣
∫
Ω
(
umtt (x, t) − untt(x, t)
) · Pnv dx
∣∣∣∣.
Therefore, it follows from (3.34), (3.36) and (3.37) immediately that∥∥divx(σ (um(x, t))− σ (un(x, t)))∥∥L2T (R;(H−1(Ω))3) −→ 0, asm,n → ∞. (3.38)
Then from Lemma 3.4 and (3.38), we have
un −→ u∗ ∈ L2T
(
R; (H10(Ω))3), as n → ∞ (3.39)
strongly in L2T (R; (H10(Ω))3), and
u∗1 = u∗t , u∗1t = u∗tt . (3.40)
Proof of Theorem 2.1. From the clear estimate∥∥untt(·, t)∥∥−1  C,
together with (3.30), (3.33), (3.34), (3.39) and (3.40), we have
u∗ ∈ L∞T
(
R; (H10(Ω))3)
with
u∗t ∈ L∞T
(
R; (L2(Ω))3), u∗tt ∈ L∞T (R; (H−1(Ω))3).
And it is easy to verify that as n → ∞,
g
(∇un(x, t))−→ g(∇u∗(x, t)) (3.41)
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∞∫
0
h
(
τ ,∇un(x, t),∇un(x, t − τ ))dτ −→
∞∫
0
h
(
τ ,∇u∗(x, t),∇u∗(x, t − τ ))dτ (3.42)
strongly in L2T (R; (L2(Ω))3×3).
Using (3.34), (3.39), (3.41) and (3.42), we can immediately obtain from (3.2) that u∗ is a weak solution to the problem
(2.4)–(2.6). This completes the proof of Theorem 2.1. 
In order to prove Theorem 2.2, it suﬃces to show the following three propositions.
Proposition 3.5. Assuming that the hypotheses (H1), (H2), (H3) and (H′4) hold, for f˜ ∈ CT (R;Rn), the system (3.3) admits a T -peri-
odic solution y ∈ C2T (R;Rn) if and only if
T∫
0
f˜ (t)dt = 0. (3.43)
Proof. Using hypotheses (H1)–(H′4) and Lemma 3.2, we can verify that g˜ and h˜ in nonlinear integro-differential equation
(3.3) satisfy the ﬁve assumptions in [12]. Then this proposition follows from Theorem B in [12]. 
If the condition (3.43) is satisﬁed, we can ﬁnd a T -periodic solution y to the system (3.3) such that
T∫
0
y(t)dt = 0 (3.44)
(see [12]). Hereafter, we always assume that the solution y satisﬁes (3.44).
Proposition 3.6. Under the assumption of Proposition 3.5, if f˜ ∈ CT (R;Rn) satisﬁes the condition (3.43), then the T -periodic solution
y ∈ C2T (R;Rn) of the system (3.3) satisﬁes the estimate
| y˙|2 +
T∫
0
s∫
0
∣∣∂τ H˜(s − τ , y(s), y(τ ))∣∣dsdτ  C
T∫
0
∣∣ f˜ (t)∣∣2 dt. (3.45)
Proof. Let
E(t) = 1
2
| y˙|2 +
∞∫
0
H˜
(
τ , y(t), y(t − τ ))dτ − σ y˙ ·
∞∫
0
d(τ )
(
y(t) − y(t − τ ))dτ , (3.46)
where σ is a positive constant and d(t) =min(t, a˜(t)) with a˜(t) = ∫∞t a1(τ )dτ .
As in the proof of Lemma 3.5 in [12], we have
E(t) +
T∫
0
s∫
0
∣∣∂τ H˜(s − τ , y(s), y(τ ))∣∣dsdτ  C
T∫
0
∣∣ f˜ (t)∣∣2 dt (3.47)
for a suﬃciently small σ . Then (3.45) follows from (3.47). 
Proposition 3.7. Under the assumption of Proposition 3.5, for f ∈ CT (R; (L2(Ω))3) satisfying (2.27), the approximate solution
un(x, t) satisﬁes the estimate (3.24).
Proof. Because of (3.45), to prove (3.24), we only need to show
∥∥∇un(·, t)∥∥20  C
T∫ ∥∥ f (·, t)∥∥20 dt. (3.48)0
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dθ (t) =
{
1/θ, t ∈ (0, θ],
0, t > θ,
we have
θ
∞∫
0
dθ (τ )
∥∥∇un(·, t) − ∇un(·, t − τ )∥∥20 dτ 
∞∫
0
a˜(τ )
∥∥∇un(·, t) − ∇un(·, t − τ )∥∥20 dτ  C
T∫
0
∥∥ f (·, t)∥∥20 dt,
where we have used (3.47) and (3.46).
Let
φ(x, t) = ∇un(x, t) −
t∫
−∞
dθ (t − τ )∇un(x, τ )dτ , (3.49)
then we have
∥∥φ(·, t)∥∥20  C
T∫
0
∥∥ f (·, t)∥∥20 dt. (3.50)
Let rθ (t) be the resolvent kernel of the linear Volterra integral equation (3.49), deﬁned by
rθ (t) =
t∫
−∞
dθ (t − τ )rθ (τ )dτ + dθ (t).
Solving the integral equation (3.49) by rθ (t), we have
∇un(x, t) = φ(x, t) +
t∫
−∞
rθ (t − τ )φ(x, τ )dτ . (3.51)
For the resolvent kernel, we have
rθ (t) = 2
θ
+ O (e−εt) (3.52)
for some ε > 0 (see [5]). From (3.44), we can see that
T∫
0
φ(x, t)dt = 0. (3.53)
Substituting (3.52) into (3.51) and noting (3.50) and (3.53), we have
∥∥∇un(·, t)∥∥20  C
T∫
0
∥∥ f (·, s)∥∥20 ds.
This proves (3.48). 
Then we can prove Theorem 2.2 by Propositions 3.5, 3.6 and 3.7 exactly in the same way as in the proof of Theorem 2.1.
4. Application
In this section, we assume that the integral kernel has a special form, i.e., q(τ , ξ) = a(τ )q0(ξ ). For convenience, we write
q0(ξ) = q(ξ). The assumptions (H1), (H2), (H3) and (H4) can be rewritten as
(A1) p ∈ C1(R3×3;R3×3), q ∈ C1(R3×3;R3×3), and
p(0) = q(0) = 0. (4.1)
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(A2) a ∈ L1(0,∞) ∩ C1(0,∞), a′ ∈ L1(ρ,∞), for all ρ > 0, and a has an integral singularity at τ = 0:
a(τ ) ∼ τ−2α, near τ = 0, 0 < α < 1
2
. (4.3)
And there exists a constant δ0 > 0 such that
a(τ ) 0, a′(τ ) + δ0a(τ ) 0, for all τ > 0. (4.4)
(A3) A = (aijkl(ξ )) and B = (bijkl(ξ)) are symmetric. And (bijkl(ξ)) satisﬁes the stability condition, where bijkl =
∂qij(ξ )/∂ξkl .
(A4) C = (ci jkl(ξ )) satisﬁes the stability condition, where
ci jkl = aijkl − aˆ(0)bijkl, aˆ(0) =
∞∫
0
a(t)dt. (4.5)
(A′4)
g(ξ) = p(ξ) − aˆ(0)q(ξ) ≡ 0, ∀ξ ∈R3×3. (4.6)
For the constitutive relation of a kind of macromolecule polymer (see [14]):
h(τ , ξ ,η) = a(τ )(ξ − η), (4.7)
where
a(τ ) =
∞∑
n=1
e−nβτ , β > 1
2
. (4.8)
It is easy to see
a(τ ) ∼ τ− 1β , as τ → 0. (4.9)
That is, h(τ , ξ ,η) has a singularity at τ = 0.
Therefore, under proper assumptions, the equation of momentum conservation to this macromolecule polymer has a
time-periodic weak solution.
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