We discuss methods for calculating multivariate normal probabilities by simulation and two new Stata programs for this purpose: mvdraws for deriving draws from the standard uniform density using either Halton or pseudo-random sequences, and an egen function mvnp() for calculating the probabilities themselves. Several illustrations show how the programs may be used for maximum simulated likelihood estimation.
Introduction
This article discusses the program mdraws that produces pseudo-random or Halton draws, and the egen function mvnp() that uses the Geweke-Hajivassiliou-Keane (GHK) smooth recursive conditioning simulator to calculate multivariate normal probabilities, and shows how they may be used for maximum simulated likelihood (MSL) estimation. The article is a development of our research on estimation of multivariate probit models (Cappellari and Jenkins, 2003) . In the earlier work, we noted that estimation of these models required evaluation of multivariate normal probability distribution functions but functions for the evaluation of trivariate and higher dimensional normal distributions did not exist in Stata at the time. In the mvprobit program accompanying our 2003 article (updated in this issue), we employed the GHK simulator to do these evaluations, using pseudo-random draws. Because the GHK simulator is applicable in many contexts besides the one in which we originally applied it, we were motivated us to write stand-alone programs that could be applied more generally. The programs mdraws and mvnp(), for Stata version 8.2 or higher, can be used in a variety of MSL estimation applications.
Because simulation estimation is computationally intensive, we sought to reduce computing time. This has been done in two ways. First, and thanks to Bobby Gutierrez of StataCorp, mvnp() has been implemented as a Stata plugin, with an option to use ado code. As we show below, the plugin leads to substantial gains in speed. Second, mdraws allows users to create draws variables based on Halton sequences for use by mvnp() or, indeed, by other programs.
(Variables based on pseudo-random uniform variates, as used by mvprobit, can also be created.) It has been argued that Halton draws are more effective for MSL estimation than pseudo-random draws on the grounds that they can provide the same accuracy with a smaller number of draws, thereby saving computer time (Train, 2003) . However, most evidence to date about this has been based on estimation of mixed logit models rather than of multivariate probit models of the types that we consider in our illustrations.
In this article, the discussion is non-technical and didactic. For more extensive discussion of the principles underlying MSL estimation, the GHK simulator, and drawing from densities, see Greene (2003: 931-3) , Gourieroux and Monfort (1996) , and especially Train (2003) on whom we rely heavily in the exposition that follows. Also see our earlier article (Cappellari Discussion Papers 584 2 Multiple draws from the standard uniform density 2 Multiple draws from the standard uniform density MSL works by simulating a likelihood and then averaging over the simulated likelihoods.
These calculations involve expressions that contain a multivariate density -a multivariate normal density in our case -and, so, to do the simulation, one needs to take draws from this density. The GHK simulator works by taking draws from upper truncated univariate standard normal distributions, and then recursively computing a multivariate probability value using Cholesky factorization. The draws are derived by taking values from a density that is uniform over the interval [0,1), the so-called standard uniform density. The upper truncated standard normal distribution values are generated by inversion of the normal probability function combined with an inversion formula given by, among others, Stern (1997) . The key initial step, then, is taking draws from the standard uniform density.
The most common method of generating these draws has been to use a pseudo-random number generator. In Stata, this means creating variables using the uniform() function. The advantages of this method are that it is straightforward and the independence of the draws facilitates derivation of the statistical properties of the MSL estimator. On the other hand, 'there are ways to take draws that can provide greater accuracy for a given number of draws' (Train, 2003, p. 217) . Train (2003, chapter 9) emphasizes that coverage and covariance are the two important criteria for assessing these methods.
With pseudo-random draws, the values may clump together in particular regions of the domain of the density that we wish to integrate, and this may lead to a poor approximation of the integral. And, because the draws are independent, the covariance across draws for each observation is zero. A negative covariance across draws is better, because this reduces the variance of the simulation compared to the independent draws case: a relatively high value is balanced by a low value. The negative covariance can also lead to greater coverage. Antithetic draws are the most commonly used method for this type of variance reduction, and creation of the most straightforward type is provided as an option in mdraws. For each vector of draws, z, from the standard uniform distribution, the antithetic draw is 1-z.
A second type of covariance is the covariance of the draws across observations. This is zero when independent pseudo-random draws are used but, again, a negative correlation is more desirable. If the average of the draws for one observation is above ½, we want the average for Discussion Papers 584 2 Multiple draws from the standard uniform density another observation to be below ½. As Train (2003, p. 218) explains, the maximand in MSL is a sum across observations of the logs of the simulated probabilities. If draws across observations are negatively correlated, then the variance of the MSL maximand is smaller than the variance with independent pseudo-random draws (the sum of the variances for each observation).
Draws derived from Halton sequences have the advantage of both improving coverage of the domain of integration and inducing a negative correlation between the draws from different observations. Each sequence is defined uniquely by a particular prime number, call it P. Sequence elements are characterised by an iterative process comprising a series of successive rounds. In the first round, the unit interval (the domain of the standard uniform density) is split into P equal-width segments, and P sequence elements with values equal to the P-1 segment cut-points are defined. (If P = 3, the values are 1/3 and 2/3.) In the second round, each segment created in the first round is split into P new segments (9 segments if P = 3).
Then there is a systematic cycling across the segments. In each cycle, P sequence elements are picked, and the cycling continues until all the relevant segments have been exhausted. (If P = 3, the values are, in order, the cut-points from segments #1, #4, and #7, and then the cutpoints from segments #2 #5, and #8.) In the next round, each segment is split P ways again, and the systematic cycling rule is used again, and the rounds and within-round cycles continue for as long as one needs sequence elements. As the number of rounds increases, the unit interval gets more and more filled in by sequence elements.
If P = 3, the first elements of the Halton sequence are 1/3, 2/3 (from the initial round), 1/9, 4/9, 7/9, 2/9, 5/9, 8/9 (from the second round), 1/27, 10/27, 19/27, 4/27, 13/27, 22/27, 7/27, 16/27, 25/27, 2/27, 11/27, 20/27 (from the third round), and so on. The sequence elements for any other prime are defined similarly. For example, if P = 2, the initial elements are 1/2 (from the first round), 1/4, 3/4 (from the second round), 1/8, 5/8, 3/8, 7/8 (from the third round), and so on.
The procedure outlined above defines a single long sequence of numbers from the unit interval. For MSL estimation using data on a sample of observations, we need a set of draws for each observation, with one draw variable used in each simulation. What one does is allocate elements to observations in bunches. With five draws, for example, the first five elements of the sequence are allocated to the first observation, the second five elements are allocated to concerning the correlation between sequences for different primes. The initial elements of any two sequences can be highly correlated, at least during the first cycle over the unit interval (before the different cycle periods for the two primes take effect). It is therefore common practice to drop the initial elements of each Halton sequence before allocating the elements to
observations. There appears to be little guidance available about the optimal number of elements to drop, with the exception that the number of elements to drop is recommended to be greater than the largest prime used to create the sequences (Train 2003, p. 230) . The burn() option in the mdraws program allows users to choose how many elements to drop.
In addition, several authors have pointed to problems of high correlation between the sequences constructed using relatively large primes, i.e. when the number of dimensions is relatively high, and thence poorer multi-dimensional coverage. Polak (2003a, 2003b) Options for mdraws neq(#) specifies M, the number of equations (dimensions of integration). creating Halton sequences. The default is zero, and the option is ignored if the random option is specified. Train (2003, p. 230) recommends that # should be at least as large as the largest prime number used to generate the sequences. hrandom specifies that each Halton sequence should be transformed by a random perturbation. For each dimension, a draw -call it u -is taken from the standard uniform distribution. Each sequence element for that dimension has u added to it: if the sum is greater than 1, the element is transformed to the sum minus 1; otherwise, the element is transformed to the sum. See Train (2003, p. 234) .
shuffle specifies that 'shuffled' Halton draws should be derived, as proposed by Polak (2003a, 2003b) . The Halton sequence for each dimension is randomly shuffled before sequence elements are allocated to observations. Philippe Van Kerm's program _gclsort, available via SSC, must be installed for this option to work.
replace specifies that existing variables named using the prefix specified by the prefix option and the suffix defined by the relevant equation and draw number are replaced.
Saved results

r(type)
Local macro containing "halton" if Halton draws created, else contains "random".
r(seed)
Local macro containing c(seed), if seed option used.
r(prefix)
Local macro containing the string specified by the prefix() option.
r(antithetics)
Local macro containing "yes" if antithetics option specified, else containing "no".
r(n_draws)
Scalar equal to D.
r(n_dimensions)
Scalar equal to M.
Discussion Papers 584 2 Multiple draws from the standard uniform density mdraws in action
We begin by reproducing the Halton draws example given by Train (2003, p. 227) . He has two observations, D = 5, P = 3, and the first 9 elements of the sequence are dropped. (Train refers to dropping 10 initial elements but that is because he uses zero as the first element when illustrating how to construct the sequence.) Using 'z' as the draw variable name prefix, the command is:
. set obs 2 obs was 0, now 2
. matrix p = (3) . . mdraws, prefix(z) dr (5) neq (1) burn (9) prime(p) Created 5 Halton draws per equation for 1 dimensions. Number of initial draws dropped per dimension = 9 . Primes used: 
The values shown in the five draws variables for observation 1 are 10/27, 19/27, 4/27, 13/27, and 22/27; those in the corresponding variables for observation 2 are 7/27, 16/27, 25/27, 2/27, and 11/27 (see earlier). MSL for this sample would be based, at each iteration, on simulation of the sample likelihood using each of the five z variables in turn and then averaging the result across simulations.
Suppose that we now have a more realistic sample size, 1000 observations, and three integration dimensions and require 100 draws. For pseudo-random draws, the command syntax is:
. set obs 1000 obs was 0, now 1000
. mdraws, neq(3) dr(100) prefix(a) random Created 100 pseudo-random draws per equation for 3 equations. Seed = 123456789
For 50 Halton draws plus antithetic draws, using primes 7, 11, and 13, and dropping the first 20 sequence elements in each dimension, the syntax is . mat p1 = (7, 11, 13) . mdraws, neq(3) dr (50) Observe in the last case that D* = 50 (the number specified in the draws() option) but, with antithetics also specified, D = 100. The MSL estimator is consistent, asymptotically normal and efficient, and equivalent to ML if the number of draws tends to infinity faster than the square root of the number of observations does (Train, 2003, p. 259) . When M = 2, and for a 'large' number of random draws, then calculation by mvnp() is asymptotically equivalent to that provided by the built-in function binorm(). Other things being equal, the more draws, the better. In practice, a relatively small number of draws may work well in the sense that the change in calculated probabilities as the number of draws is increased is negligible. It is the responsibility of the user to check that this is the case.
Calculation is numerically intensive, and may be slow if the number of observations is large, if D is large, or especially if M is large.
Discussion Papers 584 3 An egen function for computing multivariate normal probabilities, mvnp() Next we introduce the syntax for the egen function mvnp(), and then illustrate the program.
The first example shows how the program can be used for stand-alone one-off calculations.
The remaining three examples illustrate how the program may be used for MSL estimation. In essence, this means showing how to embed calls to mvnp() within code for likelihood function evaluation by ml.
Syntax for mvnp() egen newvar = mvnp(varlist1) [if exp] [in range] , prefix(string) draws(#) [ chol(matrix_name) signs(varlist2) adoonly ]
where varlist1 refers to a list of existing variables containing upper integration points. The variable names should be separated by spaces, not commas.
Options prefix(string) specifies the prefix common to each of the variables representing draws from a standard uniform density. Specifying this option results in slower-running code, but may be necessary if you run under a platform for which the plugin is not available.
Illustration 1: one-off calculations of multivariate normal probabilities mvnp() may be used to calculate multivariate probabilities in any situation in which one has a set of upper integration points and a variance matrix or, rather, the Cholesky matrix derived from the variance matrix. That is, MSL is not the only application. Let us illustrate how the program can be used in a stand-alone context. Although the first example is artificial, it demonstrates the relevant principles and also compares the calculated probabilities with those generated using the built-in function binorm().
Consider probabilities from a standard bivariate normal distribution with correlation ρ = 0.5.
By assumption, the means of the two variables are zero. The correlation matrix and its Cholesky matrix are created as follows:
. mat r = (1, .5 \ .5, 1)
. mat c = cholesky(r)
Now suppose that we have a set of upper integration points for each of 1000 observations held in variables v1 and v2, and created for illustrative purposes in the following way:
. ge v1 = uniform() . ge v2 = uniform()
We will compare calculations based on 50 and 1000 pseudo-random draws and 100 Halton draws both with and without antithetic draws, creating six sets of draw variables using mdraws.
. . // without antithetics . mdraws, neq (2) dr (50) . mdraws, neq(2) dr(1000) prefix(q) random seed(123456789) Created 1000 pseudo-random draws per equation for 2 equations. Seed = 123456789
. mdraws, neq(2) dr (100) Now compute the probabilities using binorm() and also mvnp() with and without antithetic draws, and then summarize the probabilities in order to compare them.
. * built-in . ge pr_b = binorm (v1,v2,.5) . * egen function with plugin . . egen pr_s1p = mvnp(v1 v2), dr(50) chol(c) prefix(p)
. egen pr_s1q = mvnp(v1 v2), dr(1000) chol(c) prefix(q)
. egen pr_s1h = mvnp(v1 v2), dr(100) chol(c) prefix(h) . . * with antithetics . . egen pr_s1pa = mvnp(v1 v2), dr(25) chol(c) prefix(pa)
. egen pr_s1qa = mvnp(v1 v2), dr(500) chol(c) prefix(qa)
. egen pr_s1ha = mvnp(v1 v2), dr(50) chol(c) prefix(ha)
. su pr_b pr_s* The simulated probabilities have a similar distribution to those calculated using binorm() regardless of the number of draws and whether antithetic draws are used. Nonetheless and unsurprisingly, the mean probability based on 1000 pseudo-random uniform draws is markedly closer than the mean probability based on 50 pseudo-random draws to the mean probability based on binorm(). The mean based on 100 Halton draws, with or without antithetics, gets even closer.
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The second, and perhaps more useful, application of one-off calculations is generation of predicted probabilities of multiple outcome variables after estimation of multivariate probit (and related) models. Our post-estimation program mvppred generates predicted probabilities from multivariate probit estimates derived using mvprobit, but only for the probability that every observed outcome variable equals one, and for the probability that every observed outcome variable equals zero. (Updated versions of these programs are available with this issue.)
With mvnp, the predicted probability of any combination of ones and zeros can be derived.
The multivariate probit model is characterized, for each observation, by M pairs of equations, one describing each latent dependent variable and the other describing the corresponding binary observed outcome. The predicted probability of the observed outcomes for any observation is Φ M (μ ; Ω) where Φ M (.) is the M-variate standard normal cumulative distribution function with arguments μ i and
The κ k are 'signs' variables, being equal to 1 or -1 depending on whether the observed binary outcome equals 1 or 0:
Estimates of the β m and V can be derived using the egen-based code shown in the next illus- 
Illustration 2: MSL estimation of multivariate probit models
Now we show how our program may be used to estimate multivariate probit models. The main advantage of using mvnp() rather than mvprobit is that one may achieve substantial savings in computational time by taking advantage of the plugin and Halton draws. These savings may be particularly valuable when the number of outcome variables is large (four or more, say) and the number of observations is large.
The illustration considers the trivariate probit model. (It is straightforward to generalize the likelihood evaluation code below to estimate multivariate probit models with a larger number of equations.) In order to benchmark the estimates, we create a data set with 5,000 observations from a model with known parameters, using the same methods as in Cappellari and Jenkins (2003) :
. set seed 123456789
. set obs 5000 obs was 0, now 5000 . . matrix R = (1, .25, .5 \ .25, 1, .75 \ .5, .75, 1) . drawnorm u1 u2 u3 , corr(R)
. corr u* (obs=5000) . ge x1 = uniform()-.5
. ge x2 = uniform() + 1/3 . . ge x3 = 2*uniform() + .5
. * Equations . . ge y1s = .5 + 4*x1 + u1
. ge y2s = 3 + .5*x1 -3*x2 + u2
. ge y3s = 1 -2*x1 + .4*x2 -.75*x3 + u3
. ge y1 = y1s>0
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. ge y2 = y2s>0
. ge y3 = y3s>0
The equations for y1s, y2s, y3s correspond to the equations for y im * , i = 1, …, M, given earlier, and those for y1, y2, y3 correspond to those for for y im . The correlations between the error terms (the elements of the matrix V) are shown in the output from the correlate command.
The log-likelihood contribution for each observation, log( Φ 3 (μ ; Ω) ), is what needs to be calculated by the user-written evaluation program that is called by ml. Code for doing this using ml evaluation method lf is set out below and then the key elements are explained. (For a general introduction to ML estimation using Stata, see Gould et al. 2006.) program define myll args lnf xb1 xb2 xb3 c21 c31 c32 tempvar sp k1 k2 k3 quietly { gen double `k1' = 2*$ML_y1 -1 gen double `k2' = 2*$ML_y2 -1 gen double `k3' = 2*$ML_y3 -1 tempname cf21 cf22 cf31 cf32 cf33 C // Following needed since lf evaluator su `c21', meanonly scalar `cf21' = r(mean) su `c31', meanonly scalar `cf31' = r(mean) su `c32', meanonly scalar `cf32' = r(mean) // constraints on diagonal elements
The args statement refers first to lnf, the variable that will contain the observation-specific values of log( Φ 3 (μ ; Ω) ). Cited next are the variables containing the observation-specific values of the linear indices for each of the three model equations (β m ′X m ) and finally there are three variables containing scalar values of the three Cholesky factors associated with correlation matrix V. The first three lines after the quietly statement define the observation-specific signs variables that were introduced earlier. Next, six lines define three Cholesky factor scalars that are used to specify the lower triangular Cholesky matrix (`C') that will be passed to mvnp(). These lines are required because, although the Cholesky factors to be estimated are scalars, each of the arguments of a method lf evaluator is a variable with a value that is the Discussion Papers 584 3 An egen function for computing multivariate normal probabilities, mvnp() same for each observation. The procedure shown avoids problems that may arise if there are any observations with missing values on those variables, e.g. observations excluded using an if qualifier in a subsequent ml model statement.
The lines defining scalars `cf22' and `cf33' place constraints on the Cholesky matrix, `C'.
Recall that for a multivariate probit model, each element of the covariance matrix V equals 1 (the variance of each error is normalized to unity). The off-diagonal elements are correlations. quietly { probit y1 x1 mat b1 = e(b) mat coleq b1 = y1 probit y2 x1 x2 mat b2 = e(b) mat coleq b2 = y2 probit y3 x1 x2 x3 mat b3 = e(b) mat coleq b3 = y3 mat b0 = b1, b2, b3 } All that is now required to fit the trivariate probit model is to choose and set the number of draws and to create the draws variables using mdraws, the ml model statement, specification of the vector containing starting values using ml init, and then, finally, the call to ml maximize. We will use 250 pseudo-random draws combined with antithetic draws (500 draws in total). The ml model statement specifies equations corresponding to the data generation process. . global dr = r(n_draws) . . ml model lf myll (y1: y1=x1) (y2: y2=x1 x2) (y3: y3 = x1 x2 x3) /// > /c21 /c31 /c32 , title("MV Probit by MSL, $dr pseudo-random draws")
Discussion Papers
. ml init b0
. ml maximize
After estimation, the estimates of the cross-equation correlations and their standard errors can be derived using nlcom applying the definition V = CC′. The estimates were as follows: Prob > chi2 = 0.0000 
------------------------------------------------------------------------------
| Coef. Std. Err. z P>|z| [95% Conf.
Interval] -------------+----------------------------------------------------------------
-------------+----------------------------------------------------------------
.09521 -------------+----------------------------------------------------------------
.227354 -------------+----------------------------------------------------------------
-------------+----------------------------------------------------------------
------------------------------------------------------------------------------
------------------------------------------------------------------------------ | Coef. Std. Err. z P>|z| [95% Conf. Interval] -------------+---------------------------------------------------------------- r21
The program provides good estimates of the underlying model, not only of the regression coefficients, but also the correlation matrix. The largest divergences from the 'true' model are for the estimates of correlations r21 and r31 though, even for these, the 95% confidence interval spans the 'true' value.
The gain in estimation speed from using the plugin is substantial. Using a Win XP Pentium P4/1.8Ghz computer, convergence took about 57 minutes with the plugin, whereas the adoonly version of the program and mvprobit each took more than 3.5 hours.
Estimates will vary depending on the number and type of draws used. Cappellari and Jenkins (2003) illustrated this issue for a bivariate probit model estimated with mvprobit, varying the number of pseudo-random draws and also the seed. Here we focus on differences in results for pseudo-random and Halton draws. Train (2003, pp. 231-234) cites several studies including one of his own, each demonstrating that Halton draws are more effective for simulation than pseudo-random draws. All the studies were based on mixed logit models, and so it is of interest to know whether similar conclusions also apply to multivariate probit models.
Our comparisons took the same format as Train's. First, a trivariate probit model was estimated five times using 500 pseudo-random draws plus antithetics, but with a different seed each time, where the seeds were chosen randomly. The 5 seeds were selected, to avoid over- We use data on 1098 working-age employees who responded to the Bank of Italy's Survey of Households' Income and Wealth in a base year (either 1993 or 1995) , and with whom followup interviews were sought two or three years later (1995 or 1998 respectively) . We model the determinants of whether a respondent was low paid in the base year, and also whether the respondent was low paid in the later ('current') year. Low pay in each year is defined as having a wage in the poorest fifth of the earnings distribution of that year. The complication is that not all respondents in the base year provided data in the current year, and so we wish to model current year low pay probabilities controlling for the potential sample selection biases that may arise from differential sample drop-out. (Drop-out here includes either sample attrition or sample retention but not having a job.) In this illustrative data set, 'trial.dta', lph20 = 1 if low paid in the base year and 0 otherwise. For the current year, flph20 is defined similarly, but is observed only if the sample retention indicator retent1 = 1 (retent1 = 0 for the 382 observations who dropped out). Age (eta), age-squared (eta2), and the sex of the employee (female = 1 if a woman) are the only predictor variables used in this simple illustration, and all three are included as regressors in each of the three equations.
The equations for this model have the following form for each observation:
Low pay, base year:
Sample retention:
Low pay, current year:
and is missing otherwise.
The variables denoted by asterisks are the latent outcomes, and those without them are binary indicators summarising the observed outcomes. I(.) is the indicator function equal to one if its argument is true, and zero otherwise. Observe the sample selection condition in the current year low pay equation. We assume the error terms (l, r, f) ~ N 3 (0, V), where V is a symmetric matrix with typical element ρ rs = ρ sr for r, s ∈ {l, r, f } and r ≠ s, and ρ rr = 1, for all r. The errors in each equation are assumed to be orthogonal to the predictors (elements of the vectors W, Y, and Z respectively).
Discussion Papers 584 3 An egen function for computing multivariate normal probabilities, mvnp() Define a set of signs variables κ T = 2T -1 for T ∈ {L, R, F}. The likelihood contribution for an employee who is observed in both the base year and the current year, i.e. with R = 1, is
By contrast, the likelihood contribution for someone who responded only in the first year is
It follows that the log-likelihood contribution to be calculated by the evaluator function for each observation is:
The evaluator function for method lf estimation is coded with a very similar structure to that used for multivariate probit example earlier. Any differences reflect the fact that the three outcome variables are observed only for employees who are retained in the sample; for dropouts, there are only two observed outcomes.
program define myll args lnf x1 x2 x3 c21 c31 c32 tempvar sp2 sp3 k1 k2 k3 quietly { gen double `k1' = 2*$ML_y1 -1 gen double `k2' = 2*$ML_y2 -1 gen double `k3' = 2*$ML_y3 -1 tempname cf21 cf22 cf31 cf32 cf33 C1 C2 su `c21', meanonly scalar `cf21' = r(mean) su `c31', meanonly scalar `cf31' = r(mean) su `c32', meanonly scalar `cf32' = r(mean)
There are two principal differences from the earlier illustration. First, there are now two Cholesky matrices defined, `C1', `C2', with the latter being a sub-matrix of the former. (This ensures that the appropriate parameter constraints hold for all observations, regardless of whether they dropped out or not.) Second, the call to mvnp() differs depending on drop-out status. Although it is not essential to add the if qualifier to the egen command, it is wise to do so, because restricting the number of observations for whom the simulation calculations is undertaken reduces computation time.
Starting values were derived from three independent univariate probit regressions (the same method as for trivariate probit example) and, again, they were stored in a matrix named b0. mdraws was used to create 100 Halton draws with antithetics, and then the calls were made to ml model and ml maximize. Because observations who dropped out of the sample have missing values for the current year low pay status variable flph20, we used the missing option on the ml model statement so that these cases are not dropped from the estimation sample.
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.6659741 -0.39 0.695 -1.566157
. // Derive correlations from cholesky factors . // C is lower triangular, with 1s on the leading diagonal . // r21 = c21, r31 = c31, r32 = c21*c31 + c22*c32 . 
The results suggest that there is a U-shaped relationship between age and the probability of being low paid, whereas the relationship between age and the probability of sample retention is inverse-U shaped. Those with unobserved characteristics favouring sample retention are less likely to have been low paid in the base year (r21 < 0). And low pay propensities in the current and base years are correlated (r32 > 0). A formal test of whether sample selection is ignorable is based on a test of the null hypothesis r21 = 0 = r31. This can be implemented using test after nlcom. Observe the use of the post option to nlcom. This saves the nlcom output as eclass results. With a p-value for the test of 0.067, we cannot reject the null hypothesis of ignorability at the 5% significance level.
Illustration 4: MSL estimation of a probit model for panel data
Our final illustration provides an example of a method d0 estimator applied to panel data.
(The earlier illustrations considered method lf estimators and cross-section data.) File 'long4.dta' contains data on 1,334 men and women aged 50-59 who were respondents to the UK Quarterly Labour Force Survey between 1993 and 2004. Each individual was interviewed for five consecutive quarters ('waves'), providing a balanced panel. We investigate the predictors of the probability of being employed rather than being unemployed or economically inactive.
Because we have repeated observations on the same individuals over time, we can control for unobserved differences in employment probabilities. One common way of doing this is with a random effects probit model (xtprobit in Stata) but this has the disadvantage that it imposes an equi-correlation structure on the error terms for the different time periods, as well as equal variances. We generalize this model to allow for an unrestricted error variance-covariance structure.
More formally, we assume that the model for the latent employment propensity and observed employment outcome for each individual is 
The first piece of code defines, for convenience, a global macro that will hold the names of all the Cholesky matrix elements (cs), together with another global macro containing the corresponding equation names (csbar), to be used on the later ml model statement.
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Because we use a method d0 estimator, the evaluation program has a different format from those used in the earlier illustrations. In particular, the Cholesky factors are not declared on the args statement, but using mleval statements instead. (Each factor is no longer a variable, but a constant term in an equation.) The first lines within the quietly block create the signs variables and the linear indices (β′X t ). Observe the indexing of the variables to each quarter.
And, since only one equation (`theta1') was declared earlier to refer to the regression coefficients, the coefficients are constrained to be the same for each quarter, as required. The next lines specify the Cholesky matrix. No constraints are placed on the elements except that C 11 = 1. (Observe that matrix `C' is first declared as an identity matrix and subsequent lines replace lower triangular elements with Cholesky factors -with the exception of element (1,1) which therefore stays equal to 1.) The call to mvnp() creates the simulated probabilities of the observed employment/non-employment sequence for each respondent. Finally, the mlsum statement sums, for each individual, the log of these probabilities and stores the result in the last data row.
To fit the model, we need to start by declaring starting values and creating the draws variables for a chosen number of draws. The predictor variables used are female (a binary indicator equal to 1 if the individual is a woman, and 0 otherwise) and age (age, in years) . Code for these steps, to specify the ml model statement, and to maximize the model, could be: In practice, we had to use several variations on these statements in order to fit a model that converged satisfactorily. We often experienced non-concavities and non-convergence, and so experimented with different numbers and types of draws, and also with different starting values. One successful strategy was to fit the model with a small number of draws, and to use the resulting estimates as starting values for estimation using a larger number of draws, and then Prob > chi2 = 0.0000 
.0386209 27.79 0.000 .9976932
.0336247 5.25 0.000 . .1815289 -------------+----------------------------------------------------------------c54 | _cons | .1627055 .0317603 5.12 0.000 . 
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Discussion Papers 584 3 An egen function for computing multivariate normal probabilities, mvnp () The results indicate that employment probabilities are lower for women than men and decline with age. The estimate of the covariance matrix of the error terms is as follows, derived by applying nlcom in an analogous manner to before.
- --------------------------------------------------------------------------- ------------+--------------------------------------------------------------- 
The estimates of the variances are close to one, which implies -given the covariance estimates -that each correlation is also close to one. A formal test of the equicorrelation assumptions incorporated in the random effects probit model can be implemented using test after nlcom with the post option. According to the first test, the null hypothesis that each error variance is equal to one cannot be rejected. However, according to the second test, one can reject the null hypothesis of unit Discussion Papers 584 4 Conclusions
Conclusions
In this article, we have extended the range of models that can be estimated in Stata. Users can estimate many types of model by MSL and do so using less computation time than they might otherwise have done. Although our examples have focused on estimation of multivariate and multiperiod probit models, one can also estimate models in which some outcomes are continuous and some are binary. Use of mdraws and mvnp() does place the responsibility on a user to code the appropriate likelihood evaluation function, but the template code used in our illustrations aims to make that task easier.
Effective estimation is also partly a matter of experience. There remain many gaps in our knowledge about the performance of MSL estimators and the different types of draw variables. Most empirical investigations of estimator properties have focused on mixed logit models, and it is not clear yet whether the conclusions derived in that context also apply to the multivariate normal case. Our comparisons of multivariate probit model estimates based on pseudo-random and Halton draws (Table 1 ) underline this point.
Nevertheless some promising evidence is provided by Sándor and András (2004) . They studied the performance of a number of sampling methods for estimation of multivariate normal probabilities using the GHK simulator. Draws variables based on Halton sequences are shown to perform better than those based on pseudo-random draws (with or without antithetic draws). Both are dominated by other more complicated methods such as Niederreiter sequences and those based on orthogonal arrays.
Our programs intentionally separate the tasks of creation of the draws variables from the calculation of the multivariate normal probabilities. This modular approach means that it should be easier to incorporate extensions and innovations. These improvements might also take advantage of Mata. We note, for example, that after the completion of the first draft of this
