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Introduction
In this thesis we deal with so-called linear evolutionary equations, a class of partial differential
equations which was introduced by Picard in 2009, [Pic09]. These equations can be written
as
∂tw +Au = f,
where A is a densely defined closed linear operator on a Hilbert space H, serving as the state
space, and ∂t denotes the time derivative. The right-hand side f is given and w and u are to be
determined. Of course, in order to obtain a solvable problem, we need to link the unknowns
w and u. This is done by a so-called material law M, a suitable linear operator acting in
space-time. The relation is then given as
w =Mu
and thus, eliminating w from our abstract differential equation via the material relation, we
arrive at a problem of the form
(∂tM+A)u = f, (0.1)
where now u is the unknown of interest. Clearly, w can be re-constructed from u via the
material relation.
Well-posedness in the sense of Hadamard of problems of the form (0.1) is our first topic
of interest. This encompasses existence and uniqueness of a solution u and its continuous
dependence on the data f . For attack this question, we need to first define, what we mean
by a solution of (0.1). In the case M = 1, the well established theory semigroups could be
applied. There it is common to write the problem as an ordinary differential equation ∂tu =
−Au+ f in an infinite dimensional state space and to define so-called mild solutions u. These
are continuous functions satisfying the equation in an integrated sense. The existence and
uniqueness of mild solutions is then equivalent to the existence of a C0-semigroup generated by
−A (for the theory of C0-semigroups we refer to the monographs [Eng98, ABHN11, Paz83]).
Here, however, we follow a different approach with the aim to obtain well-posedness of equa-
tions of the general form (0.1). The main idea is to establish the operator sum ∂tM + A as
a suitable operator acting in space-time. Then, the uniqueness and existence of solutions is
equivalent to the bijectivity of this operator and to obtain continuous dependence of u on the
data requires for the continuity of the inverse operator (∂tM + A)−1. In order to establish
the operator sum properly, we need to define the underlying function space and the opera-
tors ∂t and M. As the underlying space we will use the Hilbert space H̺(R;H) consisting of
(equivalence classes of) measurable functions f : R → H, which are square integrable with
respect to the exponentially weighted Lebesgue measure e−2̺t dt with ̺ ∈ R, equipped with
its canonical inner product. Then, the temporal derivative ∂t can be defined as the closure of
the derivative of test functions C∞c (R;H). The so obtained operator, which will be denoted
by ∂0,̺, turns out to be a normal operator which is continuously invertible if and only if ̺ 6= 0.
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The idea to define the derivative in that way goes back to [Pic89]. As a normal operator, ∂0,̺
has a spectral representation, which is given by the so-called Fourier-Laplace transformation.
Using this spectral representation, we will define M to be an operator-valued function of ∂0,̺
denoted by M(∂0,̺). Hence, (0.1) takes the form
(∂0,̺M(∂0,̺) +A) u = f
on H̺(R;H) and well-posedness of this problem can be reformulated as the continuous in-
vertibility of ∂0,̺M(∂0,̺) + A on H̺(R;H). We emphasize that the so obtained solutions are
not continuous in general and the so introduced notion of solutions is weaker than the notion
of mild solutions in the theory of C0-semigroups.
The above mentioned perspective of looking at differential equations as operator equations
involving a sum of two unbounded operators, is by no means new and was indeed successfully
employed earlier and also in the more general setting of Banach space theory. In particular,
when dealing for example with the issue of so-called maximal regularity of evolution equations,
this perspective appears quite natural. We refer here to the seminal paper of da Prato and
Grisvard [dPG75], where the closedness, closability and continuous invertibility of operator
sums are studied in a general Banach space setting. Since we are, however, restricting ourselves
to the Hilbert space setting and since the operators involved have the above mentioned special
structure, these properties can be obtained easily and we do not need to employ the deep and
intricate results of [dPG75]. A further reference is [BH76], where the authors derive abstract
results for the range of the sum of two binary relations and apply them to derive existence
results for differential equations and inclusions. In [FY99] an abstract operator equation of
the form (TM − L)u = f is considered, and conditions on the operators involved are derived
to obtain closability and bounded invertibility of this operator sum. In particular, setting
T = ∂0,̺,M = M(∂0,̺) and L = −A, we end up with an evolutionary equation. However, in
general these operators do not satisfy the constraints imposed on the operators T,M and L
in [FY99].
Beyond the well-posedness in the sense of Hadamard, causality, as a distinguishing property
of evolutionary problems, needs to be addressed. By causality we mean, roughly speaking,
that the solution vanishes as long as the source term does. More precisely, if f is zero on
] − ∞, a] for some a ∈ R, then also u vanishes on the same interval ] − ∞, a]. This can be
seen as a characteristic property of time evolution. The requirement of causality imposes
a strong constraint on admissible material laws, namely that the operator-valued function
describing the material properties needs to be analytic. This is due to a theorem by Paley and
Wiener, which characterizes those L2(R)-functions which are supported on the positive real
axis by properties of their Laplace transform (see [PW34] and Theorem A.7 of this thesis).
For a discussion of causality and the concept of causal differential equations we refer to the
monograph [LLM10].
As it turns out, the framework of evolutionary equations covers a broad class of linear time-
shift invariant (i.e. autonomous) partial differential equations. For instance, most (if not
all) of the linear differential equations of classical mathematical physics can be written as
evolutionary equations in our sense. In particular, coupling phenomena can be conveniently
incorporated and analyzed (see e.g. [MPTW16b, MPTW16a, MPTW15, MP10, PTW15b]).
Moreover, other types of differential equations can be written as evolutionary problems such as
integro-differential equations (see [Tro15c]), fractional differential equations (see [PTW15a])
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or delay differential equations (see [KPS+14]). Also problems with transmission conditions
and complicated boundary conditions, such as impedance boundary conditions, can be treated
within this framework (see [PSTW16, Tro14a]). We also mention that certain generalizations
of evolutionary problems were also already investigated. For instance, replacing the material
law operator M(∂0,̺) by more general operators, which fail to commute with the derivative
∂0,̺, allows for the treatment of certain non-autonomous problems (see [PTWW13, Wau15b]).
Another direction of generalization is to incorporate nonlinear terms by replacing the linear
operator A by a nonlinear operator, or even more general, by a binary relation. The prob-
lem class obtained is referred to as evolutionary inclusions (see [Tro12, Tro13a, TW14]). A
further direction in current research employing the framework of evolutionary problems is
the homogenization of partial differential equations, or, to put it in another perspective, the
continuous dependence of the solution u on the coefficient operators involved (see [Wau12,
Wau13, Wau14b, Wau14a, Wau16b] and in particular the habilitation thesis [Wau16a]).
Having secured well-posedness of an evolutionary problem, it is natural to investigate qualita-
tive properties of its solution u. As a first property of interest of such a solution u, we mention
its long-time asymptotics. More precisely, we ask whether the solution decays to zero with an
exponential rate, provided that the given right-hand side f does. This property is known as
exponential stability and was studied in [Tro13b, Tro14b, Tro15a]. The first difficulty is that
the solutions of evolutionary problems are not continuous, so a classical point-wise estimate
cannot be used. The main idea to overcome this is to relax the notion of exponential stability
by the constraint that the solution should be square integrable with respect to e2µt dt for
some µ > 0, that is u ∈ H−µ(R;H). Hence, the question of exponential stability reduces to
the question whether the solution operator (∂0,̺M(∂0,̺) +A)−1 , which is independent of the
parameter ̺ for large enough ̺, can be extended to H−µ(R;H) for some positive µ. Similar
ideas were already used in the study of exponential stability for evolution equations via semi-
groups, where the exponential stability can be defined in the point-wise sense. As it turns out,
at least in the Hilbert space setting, the extension of the solution operator indeed yields the
exponential decay of solutions in the point-wise sense by the famous Gearhart-Prüß Theorem
(see [Prü84, Gea78, Her83]).
It should be mentioned that in the framework of semigroups a number of other stability re-
sults are well-known. There is for example the celebrated Arendt-Batty-Lyubich-Vu˜ Theorem
[AB88, LV88], giving a criterion for the strong convergence of a C0-semigroup to 0, a recent
result by Borichev and Tomilov [BT10], providing a characterization of polynomial decay of
solutions of evolution equations in Hilbert spaces, or the Theorem of Batty-Duyckaerts [BD08]
for further decay estimates of C0-semigroups, which are obtained by Laplace transform tech-
niques.
We recall that evolutionary equations, i.e. equations of the form (0.1), are operator equations
on H̺(R;H). Hence, the functions involved are supported on the whole real line in general.
However, in the classical theory for evolution equations it is common to consider functions
supported on the positive real line and to add an initial condition for the unknown u. Such
initial value problems can also be incorporated into the framework of evolutionary problems.
First, we note that due to the causality of the solution operator, right-hand sides f supported
on R≥0 also yield solutions supported on R≥0. So, the question is how to incorporate an initial
condition for u. Following the ideas developed in [PM11], this can be done by adding suitable
distributional source terms on the right-hand side of (0.1). More precisely, an initial condition
turns out to be encoded as an impulse at time zero by a Dirac-delta distribution at the initial
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time zero. Indeed, employing a Sobolev embedding theorem and the causality of the solution
operator, one can show that for this modified right-hand side the solution u indeed attains
the initial value. However, in order to do so, one needs to extend the solution operator to
distributional right-hand sides. This can be done easily, using the extrapolation spaces for
the time derivative operator ∂0,̺. For the theory of extrapolation spaces and their application
to partial differential equations we refer to [PM11, Pic00] and to [Nag97] with a focus on
C0-semigroups.
Since evolutionary equations also cover purely algebraic equations (choose for a simple exam-
ple M = ∂−10,̺) or, more generally, differential-algebraic equations, an initial condition for the
unknown u does not make sense for every choice of M. Thus, one has to address the ques-
tion what meaningful initial values are in presence of more complicated material laws. The
discussion of admissible spaces of initial conditions is well-known in the theory of differential-
algebraic equations, see e.g. [KM06, Rei07]. Moreover, since also certain classes of delay
equations are covered by our approach, where it seems to be more natural to prescribe whole
histories instead of initial values at zero, the question arises how those given histories could
be incorporated as data for evolutionary equations.
Once initial value problems for evolutionary equations are settled, one can go further and ask
for more regular solutions, or, more specifically, when and where solutions are continuous in
time. This will be done by associating a C0-semigroup to the given initial value problem,
which of course requires some additional constraints on the operators involved. Having the
C0-semigroup at hand, it is then possible to compare the exponential stability results for
evolutionary equations with the classical exponential stability for the associated semigroup
and to provide a generalization of the Gearhart-Prüß Theorem.
This thesis has three chapters and an appendix. In the first chapter we introduce the frame-
work of evolutionary equations and study their well-posedness. This includes the classical
Hadamard requirements of uniqueness, existence and continuous dependence of solutions as
well as the causality of the solution operator. In Section 1.3 we discuss several examples of
partial differential equations and show that these problems can be written as evolutionary
equations and their well-posedness can be shown using the results provided in Chapter 1.
These examples cover classical linear partial differential equations from mathematical physics
as well as classes of delay equations and integro-differential equations. The second chapter is
devoted to the exponential stability of evolutionary problems. There, we introduce the notion
of exponential stability and derive criteria for the operators involved to obtain exponentially
stable evolutionary problems. In particular, we are focusing on second-order problems, where
we provide a way to reformulate the second order problem as a suitable first order problem,
for which the exponential stability can be shown. Again, at the end of Chapter 2, we discuss
several examples of different classes of partial differential equations, whose asymptotics are
studied with the help of the abstract results of the previous sections. Finally, in Chapter 3 we
address the problem of admissible initial values and histories for a given evolutionary problem
and discuss how these given data could be incorporated into the setting of evolutionary prob-
lems. For doing so, we introduce the extrapolation space H−1̺ (R;H) and generalized cut-off
operators on that space. These operators will then be used to formulate initial value problems
and problems with prescribed histories in Section 3.2. Section 3.3 is devoted to the regularity
of pure initial value problems and provides a Hille-Yosida type result for the existence of an
associated C0-semigroup on a suitable Hilbert space. Moreover, we present a generalization
of the Gearhart-Prüß Theorem to a class of evolutionary problems. In the last section in
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Chapter 3 we discuss several examples to illustrate the results. In the appendix we recall
some well-known theorems, which will be needed in particular in Chapter 3.
We assume that the reader is familiar with basic functional analysis, in particular with Hilbert
space theory. For these topics we refer to the monographs [Yos95, Wei80, Phi59, Rud91].
Throughout, all Hilbert spaces are assumed to be complex and the inner product 〈·|·〉 is
assumed to be linear in the second and conjugate linear in the first argument.
Acknowledgement
First of all, I like to express my gratitude to my PhD-supervisor, co-author and friend Prof.
Dr. Rainer Picard. His clear and mind-opening perspective on partial differential equations
and mathematics in general build the foundation of this thesis. Second, I would like to thank
my friend Dr. Marcus Waurick for carefully reading this manuscript and for uncountable hours
(at least, I can not count them) of scientific discussions and pure nonsense. It is a pleasure
and a great luck to have colleagues and friends like them. Furthermore, I thank Prof. Dr.
Ralph Chill, my mentor for this thesis, for several valuable and helpful comments, remarks
and fruitful discussions.
Moreover, I am grateful to Prof. Dr. Jürgen Voigt, who was my first analysis teacher and
my diploma supervisor. Almost everything I know in analysis, I have learned from him. I
thank Prof. Dr. Stefan Siegmund for supporting my academic career in many ways and the
members of the Institute for Analysis of the TU Dresden for providing such a beautiful and
familiar working atmosphere: Dr. Anke Kalauch, Dr. Eva Fašangová, Dr. Norbert Koksch,
Jeremias Epperlein, Helena Malinowski, Sebastian Mildner, Reinhard Stahn, Lars Perlich and
Markus Hartlapp. Many thanks go to Christine Heinke, Monika Gaede-Samat and Karola
Schreiter for their support and in particular for keeping away from me as much bureaucracy
as possible.
Finally, I like to thank my parents and my whole family for their life-long support and last
but not least my (almost) wife Anja and our daughter Nele for enriching every aspect of my
life in so many ways.
- Warning: May contain nuts1 -
1This warning is stated for the case, that this thesis will be distributed in Ankh-Morpork, see [PSC02].
10

1. The framework of evolutionary problems
In this chapter we introduce the framework of evolutionary equations. The class was intro-
duced by R. Picard in [Pic09] and it turned out that it covers a broad class of different types
of differential equations. The key feature of the framework presented here is the realization
of the time-derivative as an accretive operator on a suitable Hilbert space, which can be seen
as an L2-analogue of the continuous functions equipped with the Morgenstern-norm for the
treatment of ordinary differential equations (see [Mor52]). The idea of introducing the time
derivative in an exponentially weighted L2-space originates from [Pic89], where certain in-
tegral transformations on Hilbert spaces were considered as functions of suitable differential
operators. We begin by introducing this Hilbert space and the time derivative established on
it. After that, we define what we mean by an evolutionary problem and address the question
of well-posedness and causality for this class of problems. In the last section of this chapter
we present some examples.
1.1. The Hilbert space setting and the time derivative
Throughout this section let H be a Hilbert space.
Definition. Let ̺ ∈ R. We define
L2,̺(R;H) :=
f : R→ H ; f measurable,
∫
R
|f(t)|2H e−2̺t dt <∞
 .
Moreover, we introduce the equivalence relation ∼= on L2,̺(R;H) by f ∼= g if f(t) = g(t) for
a.e. t ∈ R with respect to the Lebesgue measure on R. As usual we define
H̺(R;H) := L2,̺(R;H)upslope∼=
which is a Hilbert space with respect to the inner product
〈f |g〉̺ :=
∫
R
〈f(t)|g(t)〉H e−2̺t dt (f, g ∈ H̺(R;H)).
Remark 1.1.1.
(a) If we choose ̺ = 0 in the latter definition, H0(R;H) coincides with the usual Bochner
space L2(R;H).
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(b) For ̺ ∈ R the operator
e−̺m : H̺(R;H)→ L2(R;H)
f 7→ (t 7→ e−̺t f(t))
is obviously unitary. In particular, since e−̺m is a bijection on C∞c (R;H), we derive that
C∞c (R;H) is dense in H̺(R;H).
In fact, we can also show a slightly stronger result than the density of C∞c (R;H) in H̺(R;H).
Lemma 1.1.2. Let ̺, µ ∈ R and f ∈ H̺(R;H) ∩ Hµ(R;H). Then there exists a sequence
(ϕn)n∈N in C∞c (R;H) such that ϕn → f in H̺(R;H) and Hµ(R;H).
Proof. Without loss of generality let ̺ < µ. For n ∈ N we define fn(t) := χ[−n,n](t)f(t) for
t ∈ R and get fn → f in H̺(R;H) and Hµ(R;H) as n →∞ by dominated convergence. For
n ∈ N we find ϕn ∈ C∞c (R;H) with sptϕn ⊆ [−n, n] such that |ϕn−fn|µ < 12n e(̺−µ)n . Hence,
|ϕn − fn|̺ =
 n∫
−n
|ϕn(t)− fn(t)|2H e−2̺t dt
 12 ≤ |ϕn − fn|µ e(µ−̺)n < 1
2n
and thus, we derive
|ϕn − f |µ < 1
2n
e(̺−µ)n+|fn − f |µ → 0,
|ϕn − f |̺ < 1
2n
+ |fn − f |̺ → 0
as n→∞.
We now define the time derivative as an operator acting on H̺(R;H).
Lemma 1.1.3. Let ̺ ∈ R. Then the operator
∂0,̺,c : C
∞
c (R;H) ⊆ H̺(R;H)→ H̺(R;H)
ϕ 7→ ϕ′
is closable.
Proof. Let ϕ,ψ ∈ C∞c (R;H). Then we compute, by using integration by parts,
〈∂0,̺,cϕ|ψ〉̺ =
∫
R
〈ϕ′(t)|ψ(t)〉H e−2̺t dt
= −
∫
R
〈ϕ(t)|ψ′(t)〉H e−2̺t dt+ 2̺
∫
R
〈ϕ(t)|ψ(t)〉H e−2̺t dt
= 〈ϕ| − ∂0,̺,cψ + 2̺ψ〉̺,
which shows ψ ∈ D(∂∗0,̺,c) with ∂∗0,̺,cψ = −∂0,̺,cψ + 2̺ψ. Hence, ∂0,̺,c ⊆ −∂∗0,̺,c + 2̺, which
in particular yields the closability of ∂0,̺,c.
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Definition. Let ̺ ∈ R. We define ∂0,̺ := ∂0,̺,c and H1̺ (R;H) := D(∂0,̺). We equip H1̺(R;H)
with the inner product
〈f |g〉̺,1 := 〈f |g〉̺ + 〈∂0,̺f |∂0,̺g〉̺ (f, g ∈ H1̺(R;H)).
Note that H1̺ (R;H) is a Hilbert space.
Our next goal is to show that ∂0,̺ is normal. For doing so, we show that the Fourier-Laplace
transformation L̺ : H̺(R;H)→ L2(R;H) defined as the unitary extension of
(L̺ϕ) (t) := 1√
2π
∫
R
e−(i t+̺)s ϕ(s) ds (ϕ ∈ C∞c (R;H), t ∈ R)
establishes a spectral representation for ∂0,̺. For a deeper study of the Fourier-Laplace trans-
formation we refer to Appendix A.
Proposition 1.1.4. Let ̺ ∈ R. Then we have
∂0,̺ = L∗̺ (im + ̺)L̺,
where m : D(m) ⊆ L2(R;H) → L2(R;H) is defined as multiplication with the argument with
maximal domain, i.e. (m f) (t) := tf(t) for t ∈ R and f ∈ D(m) with
D(m) := {g ∈ L2(R;H) ; (t 7→ tg(t)) ∈ L2(R;H)} .
Proof. The proof will be done in three steps.
Firstly, we show that S̺(R;H) := {f : R→ H ; e−̺m f ∈ S(R;H)} is a core for ∂0,̺ and
∂0,̺f = f
′ for f ∈ S̺(R;H). Here, S(R;H) denotes the Schwartz-space of rapidly decreasing
smooth functions with values in H. By definition of ∂0,̺, the space C∞c (R;H) ⊆ S̺(R;H) is a
core for ∂0,̺. Thus, it suffices to prove that S̺(R;H) ⊆ D(∂0,̺). For doing so, let f ∈ S̺(R;H).
Moreover, let ψ ∈ C∞c (R) such that ψ = 1 on [−1, 1] and set ψn(t) := ψ(n−1t) for n ∈ N, t ∈ R.
Then, for each n ∈ N we have ψnf ∈ C∞c (R;H) and ψnf → f in H̺(R;H) as n → ∞ by
dominated convergence. Moreover, ∂0,̺(ψnf) = ψ′nf + ψnf ′ → f ′ as n → ∞ in H̺(R;H),
again by dominated convergence. This shows the claim.
Secondly, we show that C∞c (R;H) is a core for m, and thus, also for i m+̺. Let f ∈ D(m)
and set fn(t) := χ[−n,n](t)f(t) for t ∈ R, n ∈ N. Then, clearly fn → f and m fn → m f in
L2(R;H) as n→∞ by dominated convergence. Hence, for ε > 0 we find n ∈ N such that
|f − fn|L2 , |m f −m fn|L2 < ε.
Choose now ϕ ∈ C∞c (R;H) with sptϕ ⊆ [−n− 1, n + 1] and |ϕ− fn|L2 < εn+1 . Then
|m fn −mϕ|L2 ≤ (n+ 1)|fn − ϕ|L2 < ε
and hence,
|f − ϕ|L2 , |m f −mϕ|L2 < 2ε,
which shows the assertion.
Finally, we now show the asserted statement. Let f ∈ S̺(R;H). Then L̺f ∈ S(R;H) ⊆
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D(im+̺) (cp. Proposition A.2) and we compute, using the first step
(L̺∂0,̺f) (t) = 1√
2π
∫
R
e−(i t+̺)s f ′(s) ds
= (i t+ ̺)
1√
2π
∫
R
e−(i t+̺)s f(s) ds
= ((im+̺)L̺f) (t) (t ∈ R).
Since C∞c (R;H) is a core for im+̺ according to the second step, so is S(R;H) and hence,
S̺(R;H) is a core for L∗̺(im+̺)L̺, since L̺ is a bijection from S̺(R;H) to S(R;H) by
Proposition A.2. Since ∂0,̺ and L∗̺(im+̺)L̺ coincide on S̺(R;H), which is a core for both
operators, we derive the assertion.
As an immediate consequence, we obtain the normality of ∂0,̺.
Proposition 1.1.5. Let ̺ ∈ R. Then ∂0,̺ is a normal operator with ∂∗0,̺ = −∂0,̺ + 2̺,
Re ∂0,̺ = ̺ and Im∂0,̺ = i(̺− ∂0,̺). Moreover, σ(∂0,̺) = Cσ(∂0,̺) = CRe=̺.
Proof. The assertion follows immediately from the respective results for the multiplication
operator i m+̺ on L2(R;H) and Proposition 1.1.4.
The latter proposition especially yields that ∂0,̺ is continuously invertible if and only if ̺ 6= 0.
In fact, the formula for ∂−10,̺ differs for ̺ > 0 or ̺ < 0 as the next proposition shows.
Proposition 1.1.6. Let ̺ 6= 0. Then ∂0,̺ is continuously invertible with ‖∂−10,̺‖ = 1|̺| and for
f ∈ H̺(R;H), t ∈ R we have that
(
∂−10,̺f
)
(t) =
{∫ t
−∞ f(s) ds, if ̺ > 0,
− ∫∞
t
f(s) ds, if ̺ < 0.
Proof. The bounded invertibility and the equality ‖∂−10,̺‖ = 1|̺| follow from Proposition 1.1.4.
Let now ϕ ∈ C∞c (R;H). If ̺ > 0 we get that µ :=
(
t 7→ ∫ t−∞ ϕ(s) ds) ∈ H̺(R;H). Indeed,
∫
R
|µ(t)|2H e−2̺t dt =
∫
R
∣∣∣∣∣∣
t∫
−∞
ϕ(s) e−
̺
2
s e
̺
2
s ds
∣∣∣∣∣∣
2
H
e−2̺t dt
≤ 1
̺
∫
R
t∫
−∞
|ϕ(s)|2H e−̺s ds e−̺t dt
=
1
̺
∫
R
|ϕ(s)|2H e−̺s
∞∫
s
e−̺t dt ds
=
1
̺2
∫
R
|ϕ(s)|2H e−2̺s ds
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=
1
̺2
|ϕ|2̺.
Moreover, for each ψ ∈ C∞c (R;H) we have
〈∂0,̺ψ|µ〉̺ =
∫
R
〈ψ′(t)|µ(t)〉H e−2̺t dt
= −
∫
R
〈ψ(t)|ϕ(t) − 2̺µ(t)〉H e−2̺t dt
= 〈ψ| − ϕ+ 2̺µ〉̺
and thus µ ∈ D(∂∗0,̺) = D(∂0,̺) with −ϕ+2̺µ = ∂∗0,̺µ = −∂0,̺µ+2̺µ which gives ∂0,̺µ = ϕ,
i.e. µ = ∂−10,̺ϕ. The statement for ̺ < 0 follows by arguing analogously and thus, we omit
it.
Remark 1.1.7. As ∂0,̺ is continuously invertible if ̺ 6= 0, we may also equip H1̺ (R;H) with
the inner product
〈f |g〉 := 〈∂0,̺f |∂0,̺g〉̺ (f, g ∈ H1̺ (R;H)),
which yields an equivalent norm on H1̺ (R;H).
We conclude this section with a version of the Sobolev embedding theorem.
Proposition 1.1.8 (Sobolev embedding). Let ̺ ∈ R. We define the space
C̺(R;H) :=
{
f : R→ H ; f continuous, sup
t∈R
|f(t) e−̺t |H <∞
}
equipped with the norm
|f |∞,̺ := sup
t∈R
|f(t) e−̺t |H .
Moreover, we define C̺,0(R;H) :=
{
f ∈ C̺(R;H) ; f(t) e−̺t → 0 (t→ ±∞)
}
. Then we have
that H1̺ (R;H) →֒ C̺,0(R;H).
Proof. Let ϕ ∈ C∞c (R;H). For ̺ > 0 we compute
|ϕ(t)|H =
∣∣∣∣∣∣
t∫
−∞
ϕ′(s) ds
∣∣∣∣∣∣
H
≤
 t∫
−∞
|ϕ′(s)|2H e−2̺s ds

1
2
1√
2̺
e̺t
≤ |ϕ|̺,1 1√
2̺
e̺t (t ∈ R),
which yields the continuity of the mapping id : C∞c (R;H) ⊆ H1̺(R;H)→ C̺,0(R;H). Noting
that C̺,0(R;H) is a Banach space, we obtain the asserted embedding by continuous extension.
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If ̺ < 0, we compute
|ϕ(t)|H =
∣∣∣∣∣∣
∞∫
t
ϕ′(s) ds
∣∣∣∣∣∣
H
≤
 ∞∫
t
|ϕ′(s)|2H e−2̺s ds
 12 1√
2|̺| e
̺t
≤ |ϕ|̺,1 1√
2|̺| e
̺t
for each t ∈ R and so the assertion follows as above. For ̺ = 0 we estimate
|ϕ(t)|H ≤
t∫
t−1
|ϕ(t)− ϕ(s)|H ds+
t∫
t−1
|ϕ(s)|H ds
≤
t∫
t−1
∣∣∣∣∣∣
t∫
s
ϕ′(r) dr
∣∣∣∣∣∣
H
ds+ |ϕ|L2
≤
t∫
t−1
 t∫
s
|ϕ′(r)|2H dr

1
2 √
t− s ds+ |ϕ|L2
≤ |ϕ′|L2 + |ϕ|L2
≤
√
2|ϕ|0,1,
which yields the assertion.
Remark 1.1.9. One can show a slightly stronger result than in Proposition 1.1.8. In fact,
H1̺(R;H) is continuously embedded into an (exponentially weighted) space of Hölder contin-
uous functions (see e.g. [Eva10, p. 282] for ̺ = 0, [PM11, Lemma 3.1.59] for ̺ > 0).
1.2. Evolutionary problems
With the Hilbert space setting developed in the previous section at hand, we are now able
to define so-called evolutionary problems. Evolutionary problems, as they were introduced in
[Pic09], consist of two equations with two unknowns u and w belonging to H̺(R;H) for some
̺ ∈ R. First,
∂0,̺w +Au = f,
where f ∈ H̺(R;H) is an arbitrary source term and A : D(A) ⊆ H → H is a linear operator
acting on H, which is extended to H̺(R;H) in the canonical way by (Au) (t) := Au(t) for
t ∈ R and u ∈ {g ∈ H̺(R;H) ; g(t) ∈ D(A) for a.e. t ∈ R, (t 7→ Ag(t)) ∈ H̺(R;H)} . The
first equation is completed by a second one, which links u and w:
w =Mu,
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where M : D(M) ⊆ H̺(R;H) → H̺(R;H) is a linear operator. Substituting the second
equation into the first one, we end up with an equation of the form
(∂0,̺M+A) u = f (1.1)
and we refer to (1.1) as an evolutionary equation. We focus here on operators M = M(∂0,̺),
defined as operator-valued functions of the normal operator ∂0,̺, which in particular implies
thatM commutes with translations in time. Thus, we are dealing with autonomous equations.
The precise definition of M =M(∂0,̺) is as follows.
Definition. Let M : D(M) ⊆ C → L(H) analytic, D(M) open such that CRe>̺0 ⊆ D(M)
for some ̺0 ∈ R. Then we call M a linear material law. Moreover, we define the set
SM := {̺ ∈ R ; i t+ ̺ ∈ D(M) for almost every t ∈ R}
and for each ̺ ∈ SM we define the operator M(im+̺) : D(M(im+̺)) ⊆ L2(R;H) →
L2(R;H) as follows
(M(im+̺)f) (t) :=M(i t+ ̺)f(t) (t ∈ R)
for each f ∈ D(M(im+̺)) := {g ∈ L2(R;H) ; (t 7→M(i t+ ̺)g(t)) ∈ L2(R;H)}. Further-
more, we define the operator M(∂0,̺) : D(M(∂0,̺)) ⊆ H̺(R;H)→ H̺(R;H) by
M(∂0,̺) := L∗̺M(im+̺)L̺
with its natural domain.
We state some elementary properties of linear material laws.
Proposition 1.2.1. Let M : D(M) ⊆ C → L(H) be a linear material law. Then for each
̺ ∈ SM the operators M(im+̺) and M(∂0,̺) are densely defined and closed.
Proof. Let ̺ ∈ SM . By unitary equivalence, it suffices to prove the asserted properties for the
operator M(im+̺). For showing the density of D(M(im+̺)), we set
D := {t ∈ R ; i t+ ̺ ∈ D(M)} ,
which is an open subset of R with λ(R \D) = 0. The latter gives that L2(D;H) = L2(R;H)
(more precisely, the mapping L2(R;H) ∋ f 7→ f |D ∈ L2(D;H) is unitary). Moreover, since
C∞c (D;H) is dense in L2(D;H), we infer the density of C∞c (D;H) in L2(R;H). Finally, using
that M is bounded on compact subsets of D, we have that C∞c (D;H) ⊆ D(M(im+̺)), and
so the density of D(M(im+̺)) follows.
It is left to prove the closedness of M(im+̺). For doing so, let (fn)n∈N in D(M(im+̺)) with
fn → f andM(im+̺)fn → g in L2(R;H) for some f, g ∈ L2(R;H). Passing to a subsequence,
we may assume without loss of generality that fn(t) → f(t) and M(i t + ̺)fn(t) → g(t) for
almost every t ∈ R. Since M(i t + ̺) is bounded, we infer M(i t + ̺)f(t) = g(t) for almost
every t ∈ R, which shows the assertion.
Using the notion of linear material laws, we consider evolutionary equations of the form
(∂0,̺M(∂0,̺) +A) u = f.
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We first address the question of well-posedness of such an equation, which we define as follows:
Definition. Let M : D(M) ⊆ C→ L(H) be a linear material law. Moreover, let A : D(A) ⊆
H → H be a densely defined closed linear operator. For ̺ ∈ SM we call the problem of finding
a solution u ∈ H̺(R;H) of
(∂0,̺M(∂0,̺) +A) u = f
for right-hand sides f ∈ H̺(R;H) an evolutionary problem associated with M and A. We call
such a problem well-posed, if there exists some ̺1 ∈ R such that
(a) for each z ∈ CRe>̺1 ∩D(M) the operator zM(z) +A is boundedly invertible, and
(b) the mapping CRe>̺1 ∩ D(M) ∋ z 7→ (zM(z) + A)−1 ∈ L(H) possesses a bounded and
analytic extension to CRe>̺1 .
Moreover, we define the abscissa of boundedness s0(M,A) of a well-posed problem by
s0(M,A) := inf {̺1 ∈ R ; (a) and (b) are satisfied} .
We now show that the well-posedness definition above indeed yields the unique solvability of
the evolutionary problem and the continuous dependence of the solution on the given right-
hand side.
Proposition 1.2.2. Assume we have a well-posed evolutionary problem associated with M
and A. Then for each ̺ ∈ SM with ̺ > s0(M,A) the operator ∂0,̺M(∂0,̺)+A is closable and
∂0,̺M(∂0,̺) +A is boundedly invertible.
Proof. For ̺ ∈ SM we define the multiplication operator
S̺ : D(S̺) ⊆ L2(R;H)→ L2(R;H)
u 7→ (t 7→ ((i t+ ̺)M(i t+ ̺) +A)u(t))
with maximal domain D(S̺) given by
{u ∈ L2(R;H) ; u(t) ∈ D(A) for a.e. t ∈ R, ((i ·+ ̺)M(i ·+ ̺) +A) u(·) ∈ L2(R;H)} .
Then S̺ is closed. Indeed, let (un)n∈N in D(S̺) with un → u and S̺un → v in L2(R;H) for
some u, v ∈ L2(R;H). Passing to a subsequence (without re-labeling), we infer that un(t) →
u(t) and (S̺un) (t)→ v(t) for almost every t ∈ R. Since M(i t+ ̺) is bounded, we derive that
Aun(t) = (S̺un) (t)− (i t+ ̺)M(i t+ ̺)un(t)→ v(t)− (i t+ ̺)M(i t+ ̺)u(t),
and thus, u(t) ∈ D(A) for almost every t ∈ R, since A is closed. Moreover, (i t+ ̺)M(i t +
̺)u(t) +Au(t) = v(t) for almost every t ∈ R, which shows u ∈ D(S̺) and S̺u = v.
Since clearly
(im+̺)M(im+̺) +A ⊆ S̺,
we infer the closability of (im+̺)M(im+̺)+A and hence, by unitary equivalence we get the
closability of ∂0,̺M(∂0,̺)+A. We show (im+̺)M(im+̺) +A = S̺. By what we have shown
above, we need to verify that S̺ ⊆ (im+̺)M(im+̺) +A. So let u ∈ D(S̺). Then we set
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un(t) := χ[−n,n](t)u(t) for n ∈ N, t ∈ R. By dominated convergence, un → u and S̺un → S̺u
in L2(R;H). Moreover,∫
R
|(i t+ ̺)M(i t+ ̺)un(t)|2 dt ≤ sup
s∈[−n,n]
‖M(i s+ ̺)‖
n∫
−n
(t2 + ̺2)|u(t)|2 dt
≤ sup
s∈[−n,n]
‖M(i s+ ̺)‖(n2 + ̺2)|u|2L2 ,
which yields un ∈ D((im+̺)M(im+̺)) for each n ∈ N. Since also un ∈ D(S̺) it follows that
un ∈ D((im+̺)M(im+̺) +A). Moreover, using that
((im+̺)M(im+̺) +A) un = S̺un → S̺u,
we derive u ∈ D
(
(im+̺)M(im+̺) +A
)
, which yields the assertion.
Using the conditions (a) and (b) in the definition of well-posed evolutionary problems, we
derive that S̺ = (im+̺)M(im+̺) +A and hence, by unitary equivalence, ∂0,̺M(∂0,̺) +A
is boundedly invertible for ̺ > s0(M,A).
Besides the unique existence of a solution and its continuous dependence on the given data, we
want to address the causality of the associated solution operator. Since evolutionary equations
are intended to model some physical phenomenon, where the argument of the unknown u will
be interpreted as time, causality will be one of its crucial properties. In our framework we
define causality as follows.
Definition. Let T : D(T ) ⊆ H̺(R;H) → H̺(R;H) be a mapping for some ̺ ∈ R. We say
T is (forward) causal, if for each u, v ∈ D(T ) with u = v on ]−∞, t] for some t ∈ R we have
that Tu = Tv on ]−∞, t].
For an abstract notion of causality we refer to [Sae70]. Moreover, we note that there is another
notion of causality introduced in [Wau15a], which coincides with the definition above in case
of closed operators and which has the benefit that the closure of a causal operator stays causal
(which is not the case for the definition above).
We begin by stating some equivalent formulations of causality for certain classes of mappings.
In order to fix some notation, we make the following definitions.
Definition. Let ̺ ∈ R.
(a) For t ∈ R we define the cut-off operator χR≤t(m) : H̺(R;H) → H̺(R;H) by setting(
χR≤t(m)f
)
(s) := χR≤t(s)f(s) for f ∈ H̺(R;H), s ∈ R.
(b) For h ∈ R let τh : H̺(R;H)→ H̺(R;H) be the translation operator defined by (τhf) (s) :=
f(s+ h) for f ∈ H̺(R;H), s ∈ R.
(c) A mapping T : D(T ) ⊆ H̺(R;H) → H̺(R;H) is called translation-invariant, if τhT =
Tτh for each h ∈ R.
Lemma 1.2.3. Let ̺ ∈ R.
(a) A mapping T : H̺(R;H) → H̺(R;H) is causal, if and only if χR≤t(m)TχR≤t(m) =
χR≤t(m)T for each t ∈ R.
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(b) A linear mapping T : D(T ) ⊆ H̺(R;H) → H̺(R;H) is causal, if and only if for each
u ∈ D(T ) with u = 0 on ]−∞, t] for some t ∈ R it follows that Tu = 0 on ]−∞, t].
(c) A translation-invariant mapping T : D(T ) ⊆ H̺(R;H)→ H̺(R;H) is causal, if and only
if for each u, v ∈ D(T ) with u = v on ]−∞, 0] it follows that Tu = Tv on ]−∞, 0]. If in
addition D(T ) = H̺(R;H), the latter is equivalent to χR≤0(m)TχR≤0(m) = χR≤0(m)T.
Proof. (a) Let T be causal, u ∈ H̺(R;H) and t ∈ R. Then u = χR≤t(m)u on ]−∞, t] and thus,
Tu = TχR≤t(m)u on ] − ∞, t] which gives χR≤t(m)Tu = χR≤t(m)TχR≤t(m)u. Assume
now that χR≤s(m)TχR≤s(m) = χR≤s(m)T for each s ∈ R and take u, v ∈ H̺(R;H) with
u = v on ]−∞, t] for some t ∈ R. Then,
χR≤t(m)Tu = χR≤t(m)TχR≤t(m)u
= χR≤t(m)TχR≤t(m)v
= χR≤t(m)Tv
and thus Tu = Tv on ]−∞, t].
(b) This is clear, since for u, v ∈ D(T ) we have u − v ∈ D(T ) and u = v and Tu = Tv on
]−∞, t] is equivalent to u− v = 0 and T (u− v) = 0 on ]−∞, t], respectively.
(c) Since χR≤t(m) = τ−tχR≤0(m)τt for each t ∈ R, the first assertion follows. In the case
D(T ) = H̺(R;H) the assertion follows from (a).
For later purposes, we need some further properties of bounded analytic functions on half
planes.
Proposition 1.2.4. Let T : CRe>̺0 → L(H) be bounded and analytic for some ̺0 ∈ R. Then
there exists a unique operator T̺0 ∈ L(L2(R;H)) such that for ϕ ∈ C∞c (R;H) we have that
T (im+̺)L̺ϕ→ T̺0L̺0ϕ (̺→ ̺0)
in L2(R;H). Moreover, ‖T̺0‖ ≤ ‖T‖∞.
Proof. The uniqueness of such an operator is clear, since it is determined on L̺0 [C∞c (R;H)],
which is dense in L2(R;H). Let now ϕ ∈ C∞c (R;H) with sptϕ ⊆ R≥0. Then we have
ϕ̂ ∈ H2(CRe>0;H) by Corollary A.8. Since T is bounded, we have that
(z 7→ T (z)ϕ̂(z)) ∈ H2(CRe>0;H)
and thus, there is f ∈ L2(R≥0;H) such that
L̺f = T (im+̺)L̺ϕ (̺ > ̺0).
Since L̺f → L̺0f in L2(R≥0;H) as ̺ → ̺0 by dominated convergence, the right-hand side
converges in L2(R;H) as well. Let now ϕ ∈ C∞c (R;H). Then we set a := inf sptϕ and thus,
we have that τaϕ ∈ C∞c (R≥0). Moreover, since L̺τaϕ = e(i m+̺)a L̺ϕ, we infer that
T (im+̺)L̺ϕ = e−(i m+̺)a T (im+̺)L̺τaϕ
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and thus,
T̺0L̺0ϕ := lim
̺→̺0
T (im+̺)L̺ϕ
is well-defined. Then, T̺0 is obviously linear and
|T̺0L̺0ϕ|L2(R;H) ≤ ‖T‖∞ lim inf̺→̺0 |L̺ϕ|L2(R;H)
= ‖T‖∞|L̺0ϕ|L2(R;H)
and hence, it extends to a bounded operator T̺0 ∈ L(L2(R;H)) with ‖T̺0‖ ≤ ‖T‖∞.
Definition. Let T : CRe>̺0 → L(H) be bounded and analytic for some ̺0 ∈ R. Then we
define the operator
T (∂0,̺0) := L∗̺0T̺0L̺0 .
Remark 1.2.5. We note that T̺0 = T (im+̺0) for a bounded continuous function T : CRe≥̺0 →
L(H), which is analytic in CRe>̺0 . Indeed, since
T (im+̺)f → T (im+̺0)f (̺→ ̺0)
for each f ∈ L2(R;H) by dominated convergence, it follows that
T (im+̺)L̺ϕ→ T (im+̺0)L̺0ϕ (̺→ ̺0)
for each ϕ ∈ C∞c (R;H), which yields T̺0 = T (im+̺0).
We note that the operator T̺0 in Proposition 1.2.4 does not need to be a multiplication
operator. However, if we assume that H is separable, we get the following statement.
Lemma 1.2.6. Let T : CRe>̺0 → L(H) bounded and analytic for some ̺0 ∈ R and assume
that H is separable. Then there exists h : R → L(H) strongly measurable and bounded such
that
T̺0 = h(m).
Proof. Choose D ⊆ H dense and countable subspace. Let y ∈ D and consider the function
fy ∈
⋂
̺≥̺0 H̺(R;H) given by
fy(t) :=
√
2πχR≥0(t) e
−(1−̺0)t y (t ∈ R).
Then f̂y(z) = 1z+1−̺0 y for z ∈ CRe≥̺0 . Then
T (i t+ ̺)y = (i t+ ̺+ 1− ̺0)T (i t+ ̺) (L̺fy) (t) (t ∈ R)
and since T (im+̺)L̺fy → T̺0L̺0fy in L2(R;H) as ̺→ ̺0, we find a sequence (̺n)n∈N with
̺n → ̺0 a Lebesgue null-set My ⊆ R such that
T (i t+ ̺n)y → (i t+ 1) (T̺0L̺0fy) (t) (n→∞)
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for t ∈ R \My. We set M :=
⋃
y∈DMy and define
h(t)y :=
{
(i t+ 1) (T̺0L̺0fy) (t) if t ∈ R \M,
0 otherwise,
for y ∈ D. Then h(t) : D → H is linear and
|h(t)y|H ≤ ‖T‖∞|y|H (y ∈ D)
for each t ∈ R and hence, it has a unique extension h(t) ∈ L(H). Since h(·)y is measurable
for each y ∈ D we infer that h : R → L(H) is strongly measurable and bounded. It is left to
show T̺ = h(m). For doing so, we take ϕ ∈ C∞c (R;H). Moreover, we choose a subsequence
(without re-labeling) (̺n)n∈N with ̺n → ̺0 such that
T (i t+ ̺n) (L̺nϕ) (t)→ (T̺0L̺0ϕ) (t)
and (L̺nϕ) (t) → (L̺0ϕ) (t) for every t ∈ R \ N, where N is a Lebesgue null-set. Let now
ε > 0, t ∈ R \ (M ∪ N) and choose y ∈ D such that |L̺0ϕ(t) − y|H < ε. We choose n0 ∈ N
such that
|T (i t+ ̺n)y − h(t)y|H < ε,
| (L̺nϕ) (t)− (L̺0ϕ) (t)|H < ε
for each n ≥ n0. Then we have for n ≥ n0
|T (i t+ ̺n) (L̺nϕ) (t)− h(t) (L̺0ϕ) (t)|H
≤ |T (i t+ ̺n) ((L̺nϕ) (t)− (L̺0ϕ) (t))|H + |T (i t+ ̺n) ((L̺0ϕ) (t)− y)|H +
+ |(T (i t+ ̺n)− h(t)) y|H + |h(t)(y − (L̺0ϕ) (t))|H
≤ (3‖T‖∞ + 1) ε,
which yields
(T̺0L̺0ϕ) (t) = h(t)(L̺0ϕ)(t)
for t ∈ R \ (N ∪M) and thus, T̺0 = h(m).
Remark 1.2.7. We note that h /∈ L∞(R;L(H)) in general. The existence of a boundary
function in Lp(R;X) for functions Hp(CRe>0;X) for some Banach space X and 1 ≤ p ≤ ∞
was studied in [Buk81]. Banach spaces allowing such boundary functions are said to have the
analytic Radon-Nikodym property. It was shown that if c0 ⊆ X, then X fails to have this
property and thus, we cannot expect a better measurability than asserted in Lemma 1.2.6.
We note that if X is a Banach lattice, c0 * X is equivalent to the analytic Radon-Nikodym
property [BD82, Theorem 1]. This in particular implies that the analytic Radon-Nikodym
property is weaker than the Radon-Nikodym property, since c0 * L1(0, 1) but L1(0, 1) does
not satisfy the Radon-Nikodym property (see [DU77, p. 61]).
We need a further auxiliary result for bounded analytic functions.
Lemma 1.2.8. Let µ, ν ∈ R with µ < ν and set U := {z ∈ C ; µ < Re z < ν}. Moreover,
let T : U ⊆ C → L(H) be continuous, bounded and analytic in U . Then for f ∈ Hµ(R;H) ∩
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Hν(R;H) we have that
L∗µT (im+µ)Lµf = L∗νT (im+ν)Lνf.
Proof. By Lemma 1.1.2 there exists a sequence in C∞c (R;H) converging to f in both spaces
Hµ(R;H) and Hν(R;H). Thus, due to the boundedness of T it suffices to prove the assertion
for all ϕ ∈ C∞c (R;H). So let ϕ ∈ C∞c (R;H). For t ∈ R we define the function
f(z) := ezt T (z)ϕ̂(z) (z ∈ U).
Then f is analytic in U and so,
i
R∫
−R
f(i s+ µ) ds+
ν∫
µ
f(iR+ κ) dκ− i
R∫
−R
f(i s+ ν) ds−
ν∫
µ
f(− iR+ κ) dκ = 0 (1.2)
for each R > 0. Moreover, f is bounded on U since
|f(z)|H ≤ ‖T‖∞max{eµt, eνt}|ϕ̂(z)|H
≤ ‖T‖∞max{eµt, eνt}C|ϕ|L1 , (1.3)
for each z ∈ U , where C := 1√
2π
sup {e−κs ; κ ∈ [µ, ν], s ∈ sptϕ} . Moreover, since ϕ̂(± iR +
κ)→ 0 as R→∞ for each κ ∈]µ, ν[ by the Riemann-Lebesgue Lemma (see Remark A.1), we
get f(± iR+ κ)→ 0 as R→∞ for each κ ∈]̺, µ[ by the first line of (1.3). Thus, the second
and fourth term in (1.2) tend to 0 as R→∞ by dominated convergence. Moreover
R∫
−R
f(i s+ µ) ds =
R∫
−R
e(i s+µ)t T (i s+ µ) (Lµϕ) (s) ds =
√
2π
(L∗µχ[−R,R](m)T (im+µ)Lµϕ) (t)
and the same for µ replaced by ν. Passing now to a suitable subsequence, (1.2) and the last
equality yield (L∗µT (im+µ)Lµϕ) (t) = (L∗νT (im+ν)Lνϕ) (t) (t ∈ R a.e.),
which gives the assertion.
Theorem 1.2.9. Let ̺0 ∈ R and T : CRe>̺0 → L(H) be analytic and bounded. Then for
each ̺ ≥ ̺0 the operator T (∂0,̺) is translation-invariant, causal and bounded with ‖T (∂0,̺)‖ ≤
‖T‖∞. Moreover, the operator is independent on the choice of ̺ in the sense that T (∂0,̺)f =
T (∂0,ν)f for each f ∈ H̺(R;H) ∩Hν(R;H) and ̺, ν ≥ ̺0.
Proof. First, let ̺ > ̺0. Since L̺τh = e(im+̺)h L̺, we infer the translation-invariance of
T (∂0,̺). For proving the causality, it suffices to prove that for u ∈ H̺(R;H) with u = 0 on
]−∞, 0] it follows that T (∂0,̺)u = 0 on ]−∞, 0] by Lemma 1.2.3. So let u ∈ H̺(R;H) with
u = 0 on ] −∞, 0]. By Corollary A.8 we get that û ∈ H2(CRe>̺;H). As T is analytic and
bounded, we get that (z 7→ T (z)û(z)) ∈ H2(CRe>̺;H), which yields T (∂0,̺)u = 0 on ]−∞, 0]
again by Corollary A.8. The boundedness of T (∂0,̺) and the norm estimate are obvious.
Let f ∈ H̺(R;H)∩Hν(R;H) and ̺ < ν. If ̺ > ̺0 we infer T (∂0,̺)f = T (∂0,ν)f from Lemma
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1.2.8. Assume now ̺ = ̺0. We first prove that T (∂0,̺0)ϕ = T (∂0,ν)ϕ for each ν > ̺0 and
ϕ ∈ C∞c (R;H). We choose a sequence (̺n)n∈N in ]̺0, ν[ such that ̺n → ̺0. Then we have
(T (∂0,ν)ϕ)(t) =
(L∗̺nT (im+̺n)L̺nϕ) (t)
for every n ∈ N and almost every t ∈ R by what we have shown above. Since,(L∗̺nT (im+̺n)L̺nϕ) (t) = e̺nt (F∗T (im+̺n)L̺nϕ) (t)
→ e̺0t (F∗T̺0L̺0ϕ) (t)
= (T (∂0,̺0)ϕ) (t)
for almost every t ∈ R, we derive the assertion. Again, by Lemma 1.1.2 we obtain T (∂0,̺0)f =
T (∂0,ν)f for each f ∈ H̺0(R;H) ∩ Hν(R;H). In particular, we get for each ϕ ∈ C∞c (R;H)
and h ∈ R
T (∂0,̺0)τhϕ = T (∂0,ν)τhϕ = τhT (∂0,ν)ϕ = τhT (∂0,̺0)ϕ,
and thus, the translation-invariance of T (∂0,̺0) follows by continuous extension. Moreover,
for ϕ ∈ C∞c (R>0;H) we have that
sptT (∂0,̺0)ϕ = sptT (∂0,ν)ϕ ⊆ R≥0,
and hence, causality follows again by continuous extension.
The latter theorem shows that analytic and bounded mappings on a right half plane induce
a family of bounded, causal and translation-invariant operators on H̺(R;H), which are inde-
pendent of the particular choice of ̺. In particular, this result applies to the solution operator
of a well-posed evolutionary problem.
Corollary 1.2.10. Consider a well-posed evolutionary problem associated with M and A.
Then for each ̺ ∈ SM with ̺ > s0(M,A), the operator
(
∂0,̺M(∂0,̺) +A
)−1
is causal and
independent of the parameter ̺ in the sense that(
∂0,̺M(∂0,̺) +A
)−1
f =
(
∂0,νM(∂0,ν) +A
)−1
f
for each f ∈ H̺(R;H) ∩Hν(R;H) and ̺, ν ∈ SM with ̺, ν > s0(M,A).
Proof. By assumption there exists a bounded analytic mapping T : CRe>̺0 → L(H) for each
̺0 > s0(M,A) such that T (z) = (zM(z)+A)−1 for each z ∈ D(M). In particular, for ̺ ∈ SM
we derive
T (∂0,̺) =
(
∂0,̺M(∂0,̺) +A
)−1
and hence, the assertion follows from Theorem 1.2.9.
Summarizing, we have shown that our definition of well-posedness yields a bounded solution
operator, which is causal and independent of the particular choice of the parameter ̺ in the
sense of Theorem 1.2.9. The latter two properties strongly rely on the assumption (b) in
the definition of well-posedness. We now show that assumption (b) is not only sufficient for
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causality and independence of ̺, but also necessary, that is, we prove a converse statement of
Theorem 1.2.9. For doing so, we need the following representation result.
Theorem 1.2.11. Let T : L2(R;H) → L2(R;H) a bounded, translation-invariant, causal
linear operator. Then there exists an analytic and bounded mapping N : CRe>0 → L(H)
satisfying ‖N‖∞ ≤ ‖T‖, such that for each f ∈ L2(R≥0;H) one has
T̂ f(z) = N(z)f̂(z) (z ∈ CRe>0).
The latter result is a special case of [FS55, Theorem 2], where also the case L2(Rn;H) for n > 1
is considered and causality is defined with respect to a closed convex cone in Rn. However, for
our purposes it suffices to consider the case n = 1. For proving the latter theorem we follow
the rationale given in [Wei91]. We begin with the following lemma.
Lemma 1.2.12. Let f ∈ L2(R≥0;H). We assume there exists z ∈ CRe>0 such that for each
h ≥ 0 we have that
f(t+ h) = e−zh f(t) (t ∈ R≥0 a.e.).
Then f ∈ L1(R≥0;H) and
f(t) = e−zt z
∞∫
0
f(s) ds (t ∈ R≥0 a.e.).
Proof. We first show that f ∈ L1(R≥0;H). For doing so, we compute
∞∫
0
|f(t)|H dt =
∞∑
n=0
n+1∫
n
|f(t)|H dt
=
∞∑
n=0
1∫
0
|f(t+ n)|H dt
=
∞∑
n=0
1∫
0
e−(Re z)n |f(t)|H dt
≤ |f |L2
1
1− e−Re z <∞.
We define the function F (t) :=
∫∞
t
f(r) dr for t ∈ R≥0, which is well-defined and continuous,
since f ∈ L1(R≥0;H). Then we obtain for each t ≥ 0
F (t) =
∞∫
t
f(s) ds
=
∞∫
0
f(s+ t) ds
= e−zt F (0)
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for each t ∈ R≥0, which proves that F is continuously differentiable with F ′(t) = e−zt(−zF (0)).
On the other hand, Theorem B.5 gives
F ′(t) = −f(t) (t ∈ R≥0 a.e.)
and hence, the assertion follows.
With this preparation we are able to prove Theorem 1.2.11.
Proof of Theorem 1.2.11. Let z ∈ CRe>0, y ∈ H and define
gz,y(t) := χR≥0(t) e
−zt y (t ∈ R).
Then for h ≥ 0 we have (χR≥0(m)τhgz,y) (t) = χR≥0(t)gz,y(t + h) = χR≥0(t) e−z(t+h) y =
e−zh gz,y(t) for t ∈ R. Since T is causal we have χR≤0(m)T = χR≤0(m)TχR≤0(m) by Lemma
1.2.3 and hence,
χR≥0(m)TχR≥0(m) = TχR≥0(m)− χR≤0(m)TχR≥0(m) = TχR≥0(m).
The latter gives χR≥0(m)T
∗χR≥0(m) = χR≥0(m)T
∗ and hence we obtain, by using that T ∗ is
translation-invariant as well,
χR≥0(m)τhχR≥0(m)T
∗gz,y = χR≥0(m)χR≥−h(m)τhT
∗gz,y
= χR≥0(m)T
∗τhgz,y
= χR≥0(m)T
∗χR≥0(m)τhgz,y
= χR≥0(m)T
∗ e−zh gz,y
= e−zh χR≥0(m)T
∗gz,y,
for each h ≥ 0. Thus, the function χR≥0(m)T ∗gz,y satisfies the hypothesis of Lemma 1.2.12
and hence,
(T ∗gz,y) (t) = e−zt z
∞∫
0
(T ∗gz,y) (s) ds (t ∈ R≥0 a.e.). (1.4)
For z ∈ CRe>0 we consider now the mapping
L(z) : H → H
y 7→ z
∞∫
0
(T ∗gz,y) (s) ds.
Then, L(z) is linear, since for w, y ∈ H and λ ∈ C we have that gz,λw+y = λgz,w + gz,y and
hence, the linearity of T ∗ implies the linearity of L(z). Furthermore L(z) is bounded with
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‖L(z)‖ ≤ ‖T‖. Indeed, for y ∈ H Equation (1.4) gives
|T ∗gz,y|2L2(R≥0;H) =
∞∫
0
|(T ∗gz,y) (t)|2H dt
=
∞∫
0
∣∣e−zt L(z)y∣∣2
H
dt
= |L(z)y|2H
1
2Re z
and hence,
1√
2Re z
|L(z)y|H = |T ∗gz,y|L2(R≥0;H)
≤ ‖T ∗‖|gz,y|L2
= ‖T‖ 1√
2Re z
|y|H .
Summarizing, we have shown that the mapping L : CRe>0 → L(H) is well-defined and bounded
with ‖L‖∞ ≤ ‖T‖. Let now f ∈ L2(R≥0;H). Then for z ∈ CRe>0 and y ∈ H we have (note
that Tf = 0 on R≤0 due to causality)
〈y|T̂ f(z)〉H =
〈
y
∣∣∣∣∣∣∣
1√
2π
∫
R≥0
e−zs (Tf) (s) ds
〉
H
=
1√
2π
〈gz∗,y|Tf〉L2(R≥0;H)
=
1√
2π
〈T ∗gz∗,y|f〉L2(R≥0;H)
=
1√
2π
〈L(z∗)y e−z∗m |f〉L2(R≥0;H)
=
〈
L(z∗)y
∣∣∣f̂(z)〉
H
= 〈y|L(z∗)∗f̂(z)〉H ,
and thus
T̂ f(z) = N(z)f̂(z) (z ∈ CRe>0)
with N(z) := L(z∗)∗. It remains to show that z 7→ N(z) ∈ L(H) is analytic. This however
follows easily by applying the latter formula to f =
√
2πg1,y for y ∈ H. Then f̂(z) = 1z+1y for
z ∈ CRe>0 and thus,
N(z)y = (z + 1)T̂ f(z).
As the right-hand side is analytic on CRe>0, so is the left-hand side and hence, the analyticity
of z 7→ N(z) follows from [HP57, Theorem 3.10.1].
Indeed, Theorem 1.2.11 yields the converse of Theorem 1.2.9 in the following sense.
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Proposition 1.2.13. Let ̺0 ∈ R and T :
⋂
̺≥̺0 H̺(R;H) →
⋂
̺≥̺0 H̺(R;H) such that for
each ̺ ≥ ̺0, T has a bounded, translation-invariant and causal extension T̺ ∈ L(H̺(R;H))
and sup̺≥̺0 ‖T̺‖ <∞. Then there exists T : CRe>̺0 → L(H) analytic and bounded such that
T̺ = T (∂0,̺) for each ̺ ≥ ̺0.
Proof. Let ̺ > ̺0. Then, S̺ := e−̺m T̺ (e−̺m)−1 : L2(R;H) → L2(R;H) is bounded, causal
and translation-invariant, where e−̺m : H̺(R;H)→ L2(R;H) is the unitary mapping defined
by (e−̺m f) (t) := e−̺t f(t) for each t ∈ R, f ∈ H̺(R;H). Thus, by Theorem 1.2.11 there is
an analytic function N̺ : CRe>0 → L(H) with ‖N̺‖∞ ≤ ‖S̺‖ = ‖T̺‖ and
Ŝ̺f(z) = N̺(z)f̂ (z) (z ∈ CRe>0)
for each f ∈ L2(R≥0;H). Let u ∈
⋂
̺>̺0
H̺(R;H) with u = 0 on R≤0. Then we obtain
̂(e−̺m T u)(z) = ̂(S̺ e−̺m u)(z) = N̺(z) ̂(e−̺m u)(z) (z ∈ CRe>0),
or in other words (set z = i t+ ν − ̺ for ν > ̺):
LνT u = N̺(im+ν − ̺)Lνu, (1.5)
for each ν > ̺. Let now ̺′ > ̺0 and set u(t) :=
√
2πχR≥0(t) e
̺0t x for some x ∈ H and t ∈ R.
Then the above gives for ν > max{̺, ̺′} and t ∈ R
1
i t+ ν − ̺0N̺(i t+ ν − ̺)x = N̺(i t+ ν − ̺) (Lνu) (t)
= (LνT u) (t)
= N̺′(i t+ ν − ̺′) (Lνu) (t)
=
1
i t+ ν − ̺0N̺
′(i t+ ν − ̺′)x,
which yields
N̺(z − ̺) = N̺′(z − ̺′) (z ∈ CRe>max{̺,̺′}). (1.6)
We define the function
T : CRe>̺0 → L(H)
z 7→ N 1
2
(Re z+̺0)
(
z − 1
2
(Re z + ̺0)
)
.
Then T is bounded, since |T (z)| ≤ ‖N 1
2
(Re z+̺0)
‖∞ ≤ ‖T 1
2
(Re z+̺0)
‖ ≤ sup̺>̺0 ‖T̺‖ for each
z ∈ CRe>̺0 . Moreover, T is analytic. Indeed, for z ∈ CRe>̺0 and r := 12(Re z − ̺0) we have
that
T (z′) = N 1
2
(Re z′+̺0)
(
z′ − 1
2
(Re z′ + ̺0)
)
= NRe z−r(z′ − (Re z − r)) (z′ ∈ BC(z, r))
by (1.6) and so the analyticity of T on BC(z, r) follows from the analyticity of NRe z−r on
CRe>0. It remains to show T̺ = T (∂0,̺) for each ̺ > ̺0. So let ̺ > ̺0 and ϕ ∈ C∞c (R;H).
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We set h := inf sptϕ and get spt τhϕ ⊆ R≥0. Equality (1.5) now gives
L̺T τhϕ = N 1
2
(̺+̺0)
(
i m+̺− 1
2
(̺+ ̺0)
)
L̺τhϕ
= T (im+̺)L̺τhϕ.
Using the translation-invariance of T and the fact that L̺τh = e(i t+̺)h L̺ we get
L̺T ϕ = T (im+̺)L̺ϕ.
Since C∞c (R;H) is dense in H̺(R;H), we get T̺ = T (∂0,̺) for each ̺ > ̺0. Moreover, since
T (∂0,̺0)ϕ = T (∂0,̺)ϕ = T ϕ,
we also get the assertion for ̺ = ̺0.
We conclude this section by giving some examples for operators A and mappings M yielding
a well-posed evolutionary problem. One important class of operators, which will be frequently
used in the forthcoming sections is the class of m-accretive operators, which are defined as
follows.
Definition. Let A : D(A) ⊆ H → H be linear. The operator A is called accretive, if for each
x ∈ D(A) we have
Re〈Ax|x〉H ≥ 0.
Moreover, A is called strictly accretive, if there exists some c > 0 such that A− c is accretive.
Finally, A is called m-accretive, if A is accretive and there is some λ ∈ CRe>0 such that λ+A
is onto.
Remark 1.2.14. The notion of accretive operators has a natural extension to operators on
Banach spaces and also to non-linear operators, or even relations. For a deeper study of
accretive and m-accretive operators we refer to the monographs [Bre71, Sho97, HP97]. The
letter m in the notion m-accretive refers to the word maximal. The reason is, that A is m-
accretive if and only if it is accretive and has no proper accretive extension in the set of binary
relations on H. This equivalence is known as Minty’s Theorem, [Min62].
We now show some useful properties of m-accretive operators.
Proposition 1.2.15. Let A : D(A) ⊆ H → H be m-accretive. Then A is densely defined and
closed. Moreover, µ+A is boundedly invertible for each µ ∈ CRe>0 and ‖(µ +A)−1‖ ≤ 1Reµ .
Proof. Let y ∈ D(A)⊥. By assumption, there is λ ∈ CRe>0 and x ∈ D(A) with y = λx+ Ax.
Then we get
0 = Re〈x|y〉H = Re〈x|λx+Ax〉H ≥ Reλ|x|2H ,
due to the accretivity of A. The latter gives x = 0, and consequently y = 0, which proves the
density of D(A). Let now µ ∈ CRe>0. Then we estimate
Re〈x|µx+Ax〉H ≥ Reµ|x|2H ,
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and thus, µ + A is one-to-one and the inverse (µ + A)−1 : R(µ + A) ⊆ H → H is bounded
with ‖(µ + A)−1‖ ≤ 1Reµ . Moreover, by assumption, there is λ ∈ CRe>0 such that λ + A is
onto. Hence, λ ∈ ̺(A), which in particular implies the closedness of (λ + A)−1 and hence of
A. Furthermore, since λ ∈ ̺(A) we get
B(λ,Reλ) ⊆ B(λ, ‖(λ +A)−1‖−1) ⊆ ̺(A),
which gives CRe>0 ⊆ ̺(A) by induction.
Lemma 1.2.16. Let T ∈ L(H) such that
∃c > 0∀x ∈ H : Re〈Tx|x〉H ≥ c|x|2H .
Then T is boundedly invertible and
Re〈T−1x|x〉H ≥ c‖T‖2 |x|
2
H
for each x ∈ H.
Proof. The strict accretivity of T implies the injectivity of T . Moreover, the same holds for
T ∗ and hence, T has dense range. Furthermore, ‖T−1‖ is bounded by 1
c
and hence, the range
of T is closed, proving the bounded invertibility of T . Let now x ∈ H. Then we estimate
|x|2H = |TT−1x|2H ≤ ‖T‖2|T−1x|2H ≤
‖T‖2
c
Re〈TT−1x|T−1x〉H = ‖T‖
2
c
Re〈T−1x|x〉H .
We also need a simple perturbation result for m-accretive operators.
Proposition 1.2.17. Let A : D(A) ⊆ H → H m-accretive and B ∈ L(H) accretive. Then
B +A is m-accretive.
Proof. The accretivity of B+A is obvious. Moreover, by Proposition 1.2.15 we have CRe>0 ⊆
̺(A). In particular, ‖B‖+ 1 ∈ ̺(A). Let y ∈ H. Then there is x ∈ H with
(‖B‖+ 1 +A)−1 (y −Bx) = x
by the contraction mapping theorem (note that ‖(‖B‖ + 1 + A)−1‖ ≤ 1‖B‖+1 by Proposition
1.2.15). Since the left-hand side belongs to D(A), we infer x ∈ D(A) with
(‖B‖+ 1 +A) x = y −Bx
and thus, (‖B‖+ 1 +B +A)x = y, which shows that ‖B‖+1+(B +A) is onto. Thus, B+A
is m-accretive.
With the help of the latter two proposition, we can provide a class of well-posed evolutionary
problems.
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Proposition 1.2.18. Let M : D(M) ⊆ C → L(H) be a linear material law and A : D(A) ⊆
H → H be m-accretive. Moreover, assume there is ̺0 ∈ R and c > 0 such that
∀z ∈ CRe>̺0 ∩D(M), x ∈ H : Re〈zM(z)x|x〉H ≥ c|x|2H . (1.7)
Then the evolutionary problem associated with M and A is well-posed.
Proof. The estimate (1.7) states that zM(z) − c is accretive for each z ∈ CRe>̺0 ∩ D(M).
Then, by Proposition 1.2.17 zM(z)−c+A is m-accretive for each z ∈ CRe>̺0 ∩D(M). Hence,
by Proposition 1.2.15, zM(z)+A is boundedly invertible with ‖(zM(z)+A)−1‖ ≤ 1
c
for each
z ∈ CRe>̺0 ∩D(M). Choosing now ̺1 ≥ ̺0 such that CRe>̺1 ⊆ D(M) we get that
CRe>̺1 ∋ z 7→ (zM(z) +A)−1 ∈ L(H)
is an analytic and bounded function. Thus, both conditions for well-posedness of the evolu-
tionary problem hold.
Remark 1.2.19. The latter proposition was first formulated in [Pic09, Solution Theory], where
the mapping M was assumed to be bounded and A was skew-selfadjoint.
Finally, we consider a particular class of material laws M , which satisfy (1.7).
Proposition 1.2.20. Let M0,M1 ∈ L(H). Assume that M0 is selfadjoint and that there exist
c0, c1 > 0 with
〈M0x|x〉H ≥ c0|x|2H (x ∈ R(M0)),
Re〈M1x′|x′〉H ≥ c1|x′|2H (x′ ∈ N(M0)).
Then, M : C \ {0} → L(H) defined by M(z) := M0 + z−1M1 is a linear material law, which
satisfies (1.7).
Proof. First, M is obviously a linear material law. We set ̺0 := 1c0
(
c1
2 + ‖M1‖2 2c1
)
and for
y ∈ H we use the decomposition y = x+x′ with x ∈ R(M0), x′ ∈ N(M0) = R(M0)⊥. We note
that the strict accretivity of M0 extends to R(M0). Then we get for z = i t+ ̺ with t ∈ R and
̺ > ̺0
Re〈zM(z)y|y〉H = Re〈(i t+ ̺)M0x|x〉H +Re〈M1x|x′〉H +Re〈M1x′|x〉H +Re〈M1x′|x′〉H
≥ ̺c0|x|2H − 2‖M1‖|x|H |x′|H + c1|x′|2H
≥
(
̺c0 − ‖M1‖2 2
c1
)
|x|2H +
c1
2
|x′|2H
≥ c1
2
|y|2H ,
which shows the assertion.
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1.3. Examples
This section is devoted to several examples of partial differential equations, which fit into the
scheme of evolutionary problems, introduced in the previous section. We start with some
classical partial differential equations from mathematical physics. Then we shortly discuss a
class of delay differential equations and we conclude this section by studying integro-differential
equations with operator-valued convolution kernels.
1.3.1. Classical equations from mathematical physics
Before we can start to give some concrete examples of equations from mathematical physics,
we need to introduce some differential operators, which will be used throughout the text.
Definition. Let Ω ⊆ Rn open. We define the operators grad0,div0 as the closures of the
operators
grad |C∞c (Ω) : C∞c (Ω) ⊆ L2(Ω)→ L2(Ω)n
ϕ 7→ (∂iϕ)i∈{1,...,n}
and
div |C∞c (Ω)n : C∞c (Ω)n ⊆ L2(Ω)n → L2(Ω)
(ϕi)i∈{1,...,n} 7→
n∑
i=1
∂iϕi,
respectively. Similarly, we define the operators Grad0,Div0 as the closures of
Grad |C∞c (Ω)n : C∞c (Ω)n ⊆ L2(Ω)n → L2,sym(Ω)n×n
(ϕi)i∈{1,...,n} 7→
(
1
2
(∂jϕi + ∂iϕj)
)
i,j∈{1,...,n}
and
Div |C∞c,sym(Ω)n×n : C∞c,sym(Ω)n×n ⊆ L2,sym(Ω)n×n → L2(Ω)n
(ϕij)i,j∈{1,...,n} 7→
 n∑
j=1
∂jϕij

i∈{1,...,n}
,
respectively. Here, L2,sym(Ω)n×n :=
{
f ∈ L2(Ω)n×n ; f(x)T = f(x) (x ∈ Ω a.e.)
}
endowed
with the inner product
〈f |g〉L2,sym(Ω)n×n :=
∫
Ω
trace(f(x)∗g(x)) dx (f, g ∈ L2,sym(Ω)n×n)
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and C∞c,sym(Ω)n×n := C∞c (Ω)n×n ∩ L2,sym(Ω)n×n. Then, by integration by parts one gets
grad0 ⊆ − div∗0 =: grad,
div0 ⊆ − grad∗0 =: div,
Grad0 ⊆ −Div∗0 =: Grad,
Div0 ⊆ −Grad∗0 =: Div .
Finally, if n = 3 we define curl0 as the closure of
curl |C∞c (Ω)3 : C∞c (Ω)3 ⊆ L2(Ω)3 → L2(Ω)3
(ϕi)i∈{1,2,3} 7→
 0 −∂3 ∂2∂3 0 −∂1
−∂2 ∂1 0
ϕ1ϕ2
ϕ3
 .
Then, again by integration by parts, we have that
curl0 ⊆ curl∗0 =: curl .
Remark 1.3.1. By the definitions above, the domain of grad0 coincides with the classical
Sobolev space H10 (Ω), while D(grad) is given by H
1(Ω). Hence, the elements in the domains
of the differential operators indexed with 0 satisfy an additional boundary condition, if the
boundary of Ω is smooth enough. These conditions are given as follows:
u ∈ D(grad0)⇒ u = 0 on ∂Ω
u ∈ D(div0)⇒ u · ν = 0 on ∂Ω
u ∈ D(Grad0)⇒ u = 0 on ∂Ω
u ∈ D(Div0)⇒ uν = 0 on ∂Ω
u ∈ D(curl0)⇒ u× ν = 0 on ∂Ω,
where ν denotes the unit outward normal vector field on ∂Ω. However, we will not discuss
the case of smooth boundaries and use the domain description as a suitable generalization of
those boundary conditions, which has the advantage that we can deal with arbitrary open sets
Ω.
The heat equation
Let Ω ⊆ R3 open. The classical heat equation consists of two equations. First, the balance of
momentum, given by
∂0,̺ϑ+ div q = f.
Here, ϑ ∈ H̺(R;L2(Ω)) describes the heat density of the medium Ω, q ∈ H̺(R;L2(Ω)3) stands
for the heat flux, and f ∈ H̺(R;L2(Ω)) is an external heat source. The equation is completed
by Fourier’s law, given by
q = −k grad ϑ,
where k : L2(Ω)3 → L2(Ω)3 is a bounded, strictly accretive operator, modelling the heat
conductivity of the underlying medium Ω. As k is strictly accretive and bounded, so is k−1
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by Lemma 1.2.16. Thus, we may rewrite the two equations as a system of the form(
∂0,̺
(
1 0
0 0
)
+
(
0 0
0 k−1
)
+
(
0 div
grad 0
))(
ϑ
q
)
=
(
f
0
)
.
If we now impose some boundary conditions, say homogeneous Dirichlet boundary conditions,
the operator
(
0 div
grad 0
)
will be replaced by
(
0 div
grad0 0
)
, which is a skew-selfadjoint and
hence, m-accretive operator. Thus, we are in the situation of Proposition 1.2.18 with a material
law as in Proposition 1.2.20.
The wave equation
Similar to the heat equation, we can provide a formulation of the wave equation
∂20,̺u−∆u = f
within the framework of evolutionary equations. We define v := ∂0,̺u and q := − gradu and
obtain a first order formulation of the form(
∂0,̺
(
1 0
0 1
)
+
(
0 div
grad 0
))(
v
q
)
=
(
f
0
)
.
Again, if we choose suitable boundary conditions, yielding an m-accretive realization of the
operator
(
0 div
grad 0
)
, we obtain en evolutionary problem considered in Proposition 1.2.18
with a material law of the form considered in Proposition 1.2.20.
Maxwell’s equation
Maxwell’s equations of electro-magnetism consist of two equations linking the electric field
E ∈ H̺(R;L2(Ω)3) and the magnetic field H ∈ H̺(R;L2(Ω)3) in an open domain Ω ⊆ R3 in
the following way
∂0,̺εE + σE − curlH = f,
∂0,̺µH + curl0E = 0,
where ε, µ ∈ L(L2(Ω)3) are selfadjoint and model the electric permetivity and the magnetic
permeability of the medium Ω, respectively. Moreover, σ ∈ L(L2(Ω)3) stands for the conduc-
tivity of Ω and f ∈ H̺(R;H) is an external current. The first equation results from Ampere’s
law combined with Ohm’s law, while the second equation is Faraday’s law. Writing the two
equations as a system, we end up with(
∂0,̺
(
ε 0
0 µ
)
+
(
σ 0
0 0
)
+
(
0 − curl
curl0 0
))(
E
H
)
=
(
f
0
)
,
which is again of the form studied in Proposition 1.2.18 with a material law as in Proposition
1.2.20. Hence, the well-posedness of the problem follows if µ is strictly accretive, ε is strictly
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accretive on its range and σ is strictly accretive on the kernel of ε. In particular, we can allow
certain regions where the electric permetivity vanishes which provides a way to deal with the
so-called eddy-current approximation (see e.g. [AV10, PP16]).
The equations of visco-elasticity
We denote by u ∈ H̺(R;L2(Ω)) the displacement of an elastic body Ω ⊆ R3 and by σ ∈
H̺(R;L2,sym(Ω)3×3) the stress tensor. Then, the balance of momentum yields
˜̺∂20,̺u−Div σ = f,
where ˜̺ ∈ L(L2(Ω)3) selfadjoint and strictly accretive is the density of the medium and
f ∈ H̺(R;H) is an external source term. The equation is completed by a constitutive relation.
In visco-elasticity a common relation is given by the Kelvin-Voigt model
(∂0,̺C +D)Gradu = σ, (1.8)
with C,D ∈ L(L2,sym(Ω)3×3)modeling the viscosity and the modulus of elasticity, respectively.
Defining v := ∂0,̺u as new unknown, the latter equation can be written as(
C + ∂−10,̺D
)
Grad v = σ.
If we assume that C is strictly accretive, we obtain the bounded invertibility of C + ∂−10,̺D if
we choose ̺ > 0 large enough. Indeed
C + ∂−10,̺D = C(1 + ∂
−1
0,̺C
−1D),
and since ‖∂−10,̺C−1D‖ ≤ 1̺‖C−1D‖, we obtain the bounded invertibility for ̺ > 0 large enough
by the Neumann series. Thus, we can write the equations of visco-elasticity in the following
way (
∂0,̺
( ˜̺ 0
0 ∂−10,̺(C + ∂
−1
0,̺D)
−1
)
+
(
0 Div
Grad 0
))(
v
σ
)
=
(
f
0
)
.
If we choose suitable boundary conditions, say for simplicity homogeneous Neumann boundary
conditions for σ, we obtain an evolutionary equation of the form considered in Proposition
1.2.18 with
M(z) =
( ˜̺ 0
0 z−1(C + z−1D)−1
)
, A =
(
0 Div0
Grad 0
)
.
Moreover, the material lawM satisfies the well-posedness condition (1.7) of Proposition 1.2.18,
since ˜̺ is assumed to be selfadjoint and strictly accretive, C−1 is strictly accretive and
Re〈(C + z−1D)−1x|x〉L2,sym(Ω)3×3 ≥ Re〈C−1x|x〉L2,sym(Ω)3×3 −
1
̺
‖C−1‖2‖D‖
1− 1
̺
‖C−1‖‖D‖|x|
2
L2,sym(Ω)3×3
for z ∈ CRe>̺, x ∈ L2,sym(Ω)3×3, yielding that (C + z−1D)−1 is strictly accretive uniformly in
z ∈ CRe>̺ for ̺ large enough (note that the last summand tends to 0 as ̺ tends to infinity).
Remark 1.3.2. We note that besides the Kelvin-Voigt model there exist other models for visco-
36
1. The framework of evolutionary problems
elasticity. For instance, a common model uses convolution terms in (1.8) (see e.g. [Daf70a,
Daf70b, Tro15c]). More recently, fractional derivatives were used to model elasticity and we
refer to [Pod99, Wau14b] for that topic.
The equations of poro-elastic deformation
To illustrate how systems of coupled partial differential equations can be written as evolution-
ary equations, we treat the equations of poro-elastic deformations, where a diffusion equation
is coupled with the equations of linear elasticity. We discuss the equations of poro-elasticity
as they were proposed in [MC96] and mathematically studied in [Sho00, MP10] given by
˜̺∂20,̺u− grad ∂0,̺λdiv u−DivCGradu+ gradα∗p = f, (1.9)
∂0,̺(c0p+ αdiv u)− div k grad p = g. (1.10)
Here, u ∈ H̺(R;L2(Ω)3) describes the displacement field of an elastic body Ω ⊆ R3 and
p ∈ H̺(R;L2(Ω)) is the pressure of a fluid diffusing through Ω. The bounded operators C ∈
L(L2,sym(Ω)
3×3), k ∈ L(L2(Ω)3) stand for the elasticity tensor and the hydraulic conductivity
of the medium, respectively. The function ˜̺ ∈ L∞(Ω) describes the density of the medium
and the operator α ∈ L(L2(Ω)) generalizes the so-called Biot-Willis constant. Finally, let
c0, λ ∈ L(L2(Ω)), where c0 models the porosity of the medium and the compressibility of the
fluid. We consider the operator
trace : L2,sym(Ω)
3×3 → L2(Ω)
(Ψij)i,j∈{1,2,3} 7→
3∑
i=1
Ψii
and its adjoint given by trace∗ f =
 f 0 00 f 0
0 0 f
 for f ∈ L2(Ω). Then, using the relations
traceGrad ⊆ div and grad = Div trace∗, we can rewrite (1.9) and (1.10) as
˜̺∂20,̺u−Div ((∂0,̺ trace∗ λ trace+C)Gradu− trace∗ α∗p) = f,
∂0,̺ (c0p+ α traceGradu)− div k grad p = g.
We define
v := ∂0,̺u,
T := CGradu,
ω := λ traceGrad v − α∗p,
q := −k grad p
as new unknowns, which yields, assuming that λ is continuously invertible,
traceGrad v = λ−1ω + λ−1α∗p.
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Hence, we end up with the following equations
∂0,̺ ˜̺v −Div (T + trace∗ ω) = f,
∂0,̺c0p+ αλ
−1ω + αλ−1α∗p+ div q = g,
λ−1ω + λ−1α∗p− traceGrad v = 0,
∂0,̺C
−1T −Grad v = 0,
k−1q + grad p = 0,
where we assume that C and k are boundedly invertible.
Thus, as a system, the equations of poro-elasticity have the form∂0,̺M0 +M1 + U∗

0 0 0 −Div 0
0 0 0 0 div
0 0 0 0 0
−Grad 0 0 0 0
0 grad 0 0 0
U


v
p
ω
T
q
 =

f
g
0
0
0
 ,
where U :=

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 trace∗ 1 0
0 0 0 0 1
 and
M0 :=

˜̺ 0 0 0 0
0 c0 0 0 0
0 0 0 0 0
0 0 0 C−1 0
0 0 0 0 0
 , M1 :=

0 0 0 0 0
0 αλ−1α∗ αλ−1 0 0
0 λ−1α∗ λ−1 0 0
0 0 0 0 0
0 0 0 0 k−1
 .
By choosing suitable boundary conditions, say homogeneous Dirichlet boundary conditions
for v and p, we end up with an evolutionary equation of the form discussed in Proposition
1.2.18 with a material law of the form given in Proposition 1.2.20. Hence, the well-posedness
can be derived, by imposing suitable constraints on the coefficients involved in order to satisfy
the hypothesis of Proposition 1.2.20 for M0 and M1.
1.3.2. Differential equations with delay
Let H be a Hilbert space, A : D(A) ⊆ H → H be m-accretive, M0,M1 ∈ L(H) satisfying the
assumptions of Proposition 1.2.20. Moreover, let (hk)k∈N be a strictly monotone increasing
sequence in R>0 with η := inf{|hk+1−hk| ; k ∈ N} > 0 and (Nk)k∈N a sequence in L(H) with
supk∈N ‖Nk‖ <∞. We consider a delay equation of the form(
∂0,̺M0 +M1 +
∑
k∈N
Nkτ−hk +A
)
u = f. (1.11)
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This is indeed an evolutionary equation with a linear material law given by
M(z) =M0 + z
−1M1 + z−1
∑
k∈N
Nk e
−hkz (z ∈ C \ {0}).
We note that the series
∑
k∈NNk e
−hkz converges absolutely for each z ∈ CRe>0. Indeed, we
have that
∑
k∈N
∣∣∣e−hkz∣∣∣ ≤ e−h0 Re z + ∞∑
k=1
1
hk − hk−1
hk∫
hk−1
e−Re zs ds
≤ e−h0 Re z +1
η
∞∫
h0
e−Re zs ds
=
(
1 +
1
ηRe z
)
e−h0 Re z,
and since the sequence (Nk)k∈N is bounded, we derive the absolute convergence of the series
with ∥∥∥∥∥∑
k∈N
Nk e
−hkz
∥∥∥∥∥ ≤ supk∈N ‖Nk‖
(
1 +
1
ηRe z
)
e−h0 Re z (z ∈ CRe>0).
In particular, the norm of
∑
k∈NNk e
−hkz tends to 0 as Re z → ∞. Moreover, we recall that
by Proposition 1.2.20, the material law N(z) :=M0+z−1M1 satisfies (1.7) on some half plane
CRe>̺. Hence, choosing ̺ large enough, we derive that also M satisfies (1.7) and hence, the
well-posedness of (1.11) follows from Proposition 1.2.18.
1.3.3. Integro-differential equations
In this subsection we study integro-differential equations. The results presented here are based
on [Tro15c]. We focus on equations of the form
(∂0,̺(1 + k∗) +A) u = f, (1.12)
as well as (
∂0,̺(1− k∗)−1 +A
)
u = f, (1.13)
where in both cases A : D(A) ⊆ H → H is an m-accretive operator on some Hilbert space
H. The kernel k is a suitable operator-valued function in the space L1,̺(R≥0;L(H)) defined
as follows.
Definition. Let ̺ ∈ R. We call a function k : R≥0 → L(H) admissible, if k is weakly
measurable (i.e., for each x, y ∈ H the mapping t 7→ 〈k(t)x|y〉H is measurable) and t 7→ ‖k(t)‖
is measurable1. We define
L1,̺(R≥0;L(H)) :=
k : R≥0 → L(H) ; k admissible,
∞∫
0
‖k(t)‖ e−̺t dt <∞

1We note that the measurability of t 7→ ‖k(t)‖ follows from the weak measurability of k, if H is separable.
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as well as
L1,̺(R≥0;L(H)) := L1,̺(R≥0;L(H))upslope∼=,
where the relation ∼= is the usual equality almost everywhere. We equip L1,̺(R;L(H)) with
the usual norm defined by
|k|L1,̺ :=
∞∫
0
‖k(t)‖ e−̺t dt (k ∈ L1,̺(R;L(H))).
Remark 1.3.3. We note that L1,̺(R≥0;L(H)) →֒ L1,µ(R≥0;L(H)) for ̺ ≤ µ with |k|L1,µ ≤
|k|L1,̺ for k ∈ L1,̺(R≥0;L(H)).
Lemma 1.3.4. Let ̺0 ∈ R and k ∈ L1,̺0(R≥0;L(H)). Let I ⊆ R a bounded interval and
x ∈ H. Then the mapping
H ∋ y 7→
∞∫
0
〈k(s)x|y〉HχI(t− s) ds ∈ C
is a bounded linear functional for each t ∈ R and we define (k ∗ (χIx)) (t) ∈ H as the element
satisfying
〈(k ∗ (χIx)) (t)|y〉H =
∞∫
0
〈k(s)x|y〉HχI(t− s) ds (y ∈ H).
The so defined mapping k ∗ (χIx) : R→ H is continuous and
|(k ∗ χIx) (t)|H ≤
∞∫
0
‖k(s)‖|χI (t− s)x|H ds (1.14)
for each t ∈ R.
Proof. For t ∈ R and y ∈ H we have that∣∣∣∣∣∣
∞∫
0
〈k(s)x|y〉HχI(t− s) ds
∣∣∣∣∣∣
H
≤
∞∫
0
‖k(s)‖|χI(t− s)x|H ds|y|H
which proves that the functional is indeed bounded. The linearity is trivial. Hence, by the
Riesz representation theorem there exists a unique element (k ∗ (χIx)) (t) ∈ H with
〈(k ∗ (χIx)) (t)|y〉H =
∞∫
0
〈k(s)x|y〉HχI(t− s) ds
for each y ∈ H and the asserted estimate holds. Moreover, for t, t′ ∈ R we have∣∣(k ∗ (χIx)) (t)− (k ∗ (χIx)) (t′)∣∣H = sup
y∈H,|y|H=1
〈(k ∗ (χIx)) (t)− (k ∗ (χIx)) (t′)|y〉H
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= sup
y∈H,|y|H=1
∞∫
0
〈k(s)x|y〉H
(
χI(t− s)− χI(t′ − s)
)
ds
≤
∞∫
0
‖k(s)‖|χI(t− s)− χI(t′ − s)|ds|x|H
→ 0 (t′ → t),
by dominated convergence.
Lemma 1.3.5. Let ̺0 ∈ R and k ∈ L1,̺0(R≥0;L(H)). Then the mapping
k∗ : Sim(R;H) ⊆ H̺(R;H)→ H̺(R;H)
n∑
i=1
χIixi 7→
(
n∑
i=1
k ∗ (χIixi)
)
,
where Sim(R;H) denotes the space of simple functions with values in H, is well-defined. More-
over, k∗ extends to a bounded linear operator on H̺(R;H) for each ̺ ≥ ̺0 with ‖k ∗ ‖L(H̺) ≤
|k|L1,̺ . In particular ‖k ∗ ‖L(H̺) → 0 as ̺→∞.
Proof. By Lemma 1.3.4 we have defined k∗ for functions ϕ = χIx where I ⊆ R is a bounded
interval and x ∈ H. Thus, for ϕ ∈ Sim(R;H), k ∗ ϕ is a continuous function, in particular, it
is measurable. Moreover, choosing pairwise disjoint intervals, we derive from (1.14) that
| (k ∗ ϕ) (t)|H ≤
∞∫
0
‖k(s)‖|ϕ(t − s)|H ds (ϕ ∈ Sim(R;H), t ∈ R).
Hence, for ̺ ≥ ̺0 and ϕ ∈ Sim(R;H) we have that
∫
R
|(k ∗ ϕ) (t)|2H e−2̺t dt ≤
∫
R
 ∞∫
0
‖k(s)‖|ϕ(t − s)|H
2 e−2̺t dt
≤
∫
R
 ∞∫
0
‖k(s)‖ e−̺s ds
 ∞∫
0
‖k(s)‖|ϕ(t − s)|2H e̺s ds
 e−2̺t dt
= |k|L1,̺
∞∫
0
‖k(s)‖ e−̺s
∫
R
|ϕ(t− s)|2H e−2̺(t−s) dt ds
= |k|2L1,̺ |ϕ|2̺,
which shows the first assertion. The second assertion follows from ‖k ∗ ‖L(H̺) ≤ |k|L1,̺ and
|k|L1,̺ → 0 for ̺→∞, by monotone convergence.
In case of a separable Hilbert space H, we have the usual integral expression for the function
k ∗ f as the next lemma shows.
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Lemma 1.3.6. Let ̺0 ∈ R and k ∈ L1,̺0(R≥0;L(H)), H separable. Then for f ∈ H̺(R;H)
with ̺ ≥ ̺0 we have that
(k ∗ f) (t) =
∞∫
0
k(s)f(t− s) ds (t ∈ R a.e.).
Proof. We first prove that
R≥0 ∋ t 7→ k(t)f(t) ∈ H
is measurable. Indeed, first we note that for all x, y ∈ H we have that
t 7→ 〈x|k(t)∗y〉H = 〈k(t)x|y〉H
is measurable, i.e. t 7→ k(t)∗y is weakly measurable for each y ∈ H. By the Theorem of Pettis
(see Theorem B.7), we infer that t 7→ k(t)∗y is measurable for each y ∈ H. Hence,
t 7→ 〈k(t)f(t)|y〉H = 〈f(t)|k(t)∗y〉H
is measurable and thus, again by Theorem B.7 we derive the measurability of t 7→ k(t)f(t).
In particular, the function
R≥0 ∋ s 7→ k(s)f(t− s) ∈ H
is measurable for each t ∈ R. Moreover, ∫∞0 |k(s)f(t − s)|H ds < ∞ for almost every t ∈ R,
since
∫
R
 ∞∫
0
|k(s)f(t− s)|H ds
2 e−2̺t dt ≤ ∫
R
 ∞∫
0
‖k(s)e−̺s‖|f(t− s) e−̺(t−s) |H ds
2 dt
≤ |k|2L1,̺ |f |2̺
by Young’s inequality. Consider now the function g : R→ H defined by
g(t) :=
{∫∞
0 k(s)f(t− s) ds, if
∫∞
0 |k(s)f(t− s)|H ds <∞,
0, otherwise.
Then g is measurable. Indeed, for y ∈ H we have that
∫
R
∣∣∣∣∣∣
∞∫
0
〈k(s)f(t− s)|y〉H ds
∣∣∣∣∣∣
2
e−2̺t dt ≤
∫
R
 ∞∫
0
|k(s)f(t− s)|H ds
2 e−2̺t dt|y|2H
≤ |k|2L1,̺ |y|2H |f |2̺
and since
R≥0 × R ∋ (s, t) 7→ 〈k(s)f(t− s)|y〉H
is measurable, we obtain the measurability of
t 7→ 〈g(t)|y〉H
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by Fubini’s Theorem. Again by Theorem B.7, the measurability of g follows and by the
estimate shown above, we have that
∫
R
∣∣∣∣∣∣
∞∫
0
k(s)f(t− s) ds
∣∣∣∣∣∣
2
e−2̺t dt ≤ |k|2L1,̺ |f |2̺.
Summarizing we have shown that
k˜∗ : f 7→
t 7→ ∞∫
0
k(s)f(t− s) ds

is a well-defined and bounded operator on H̺(R;H). Let now I ⊆ R be a bounded interval
and x ∈ H. Then
∞∫
0
〈k(s)x|y〉HχI(t− s) ds =
〈 ∞∫
0
k(s)χI(t− s)x ds
∣∣∣∣∣∣ y
〉
H
(y ∈ H)
which proves that
(k ∗ (χIx)) (t) =
∞∫
0
k(s)χI(t− s)x ds
for each t ∈ R. Consequently, we have for each ϕ ∈ Sim(R;H) that
(k ∗ ϕ) (t) =
∞∫
0
k(s)ϕ(t− s) ds (t ∈ R),
i.e. k∗ and k˜∗ coincide on the dense set Sim(R;H), which yields the assertion.
Definition. Let ̺0 ∈ R and k ∈ L1,̺0(R≥0;L(H)). Then we define k̂(z) ∈ L(H) for z ∈
CRe≥̺0 by
〈x|k̂(z)y〉H := 1√
2π
∫
R≥0
e−zs〈x|k(s)y〉H ds (x, y ∈ H).
Remark 1.3.7. We note that k̂(z) is well-defined by the Riesz representation theorem. More-
over, the mapping CRe>̺0 ∋ z 7→ k̂(z) ∈ L(H) is bounded by 1√2π |k|L1,̺0 and analytic accord-
ing to [HP57, Theorem 3.10.1].
Lemma 1.3.8. Let ̺0 ∈ R and k ∈ L1,̺0(R≥0;L(H)). Then, k∗ =
√
2πk̂(∂0,̺) for each
̺ > ̺0.
Proof. Since k̂ is bounded on CRe>̺0 , the operator k̂(∂0,̺) is bounded for each ̺ > ̺0 as well.
Moreover, by Lemma 1.3.5 the operator k∗ is bounded on H̺(R;H), too. Thus, it suffices to
show k ∗ ϕ = √2πk̂(∂0,̺)ϕ for ϕ = χIy for some bounded interval I ⊆ R, y ∈ H and ̺ > ̺0.
So, let ̺ > ̺0 and ϕ = χIy for some interval I ⊆ R, y ∈ H. Using that k ∗ ϕ ∈ L1,̺(R;H) by
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(1.14), we can compute
〈x|
√
2πk̂(i t+ ̺) (L̺ϕ) (t)〉H =
∫
R
e−(i t+̺)s〈x|k(s) (L̺ϕ) (t)〉H ds
=
1√
2π
∫
R
∫
R
e−(i t+̺)(s+r)〈x|k(s)ϕ(r)〉H dr ds
=
1√
2π
∫
R
∫
R
e−(i t+̺)r〈x|k(s)y〉HχI(r − s) dr ds
=
1√
2π
∫
R
e−(i t+̺)r〈x| (k ∗ ϕ) (r)〉H dr
= 〈x|L̺(k ∗ ϕ)(t)〉H
for each x ∈ H, t ∈ R. That shows the assertion.
The latter lemma gives that (1.12) and (1.13) are indeed evolutionary problems with M(z) =
1 +
√
2πk̂(z) and M(z) =
(
1 +
√
2πk̂(z)
)
, respectively. We now address the well-posedness
of the problems (1.12) and (1.13). For doing so, we formulate the following conditions.
Condition 1.3.9. Let ̺0 ∈ R and k ∈ L1,̺0(R≥0;L(H)). We say that k satisfies the condition
(a),(b) and (c), respectively, if
(a) For almost every t ∈ R, the operator k(t) is selfadjoint.
(b) For almost every t, s ∈ R we have k(t)k(s) = k(s)k(t).
(c) There exists ̺1 ≥ ̺0 and d ≤ 0 such that
t Im〈k̂(i t+ ̺1)x|x〉H ≥ d|x|2H
for each t ∈ R, x ∈ H.
We first show, that a kernel k satisfying Condition 1.3.9 (a) and (c), also satisfies a similar
inequality like in (c) for all ̺ > ̺1. The precise statement is as follows.
Lemma 1.3.10. Let ̺0 ∈ R and k ∈ L1,̺0(R≥0;L(H)) satisfying Condition 1.3.9 (a) and (c).
Then for each t ∈ R, ̺ ≥ ̺1 (where ̺1 is chosen according to Condition 1.3.9 (c)) and x ∈ H
one has
t Im〈k̂(i t+ ̺)x|x〉H ≥ 4d|x|2H .
Proof. The proof is based on the proof presented in [CS03, Lemma 3.4] in case of scalar-valued
kernels. For x ∈ H we define
f(t) := 〈k(t)x|x〉H (t ∈ R≥0)
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and get f ∈ L1,̺0(R≥0;R) by the selfadjointness of k(t). Moreover, we get
f̂(i t+ ̺) =
1√
2π
∞∫
0
e−(i t+̺)s〈k(s)x|x〉H ds
= 〈k̂(− i t+ ̺)x|x〉H
for each t ∈ R, ̺ ≥ ̺1. Hence, we have to show that t Im f̂(− i t + ̺) ≥ 4d|x|2H for each
t ∈ R, x ∈ H. Moreover, we note that since f is real-valued we have that Im f̂(− i t + ̺) =
− Im f̂(i t + ̺) and hence, we need to prove t Im f̂(i t + ̺) ≤ −4d|x|2H . Using that Im f̂ is a
harmonic function, we employ the Poisson formula for the half-plane (see e.g. [SS03, p.149])
and get
Im f̂(i t+ ̺)
=
1
π
∫
R
̺− ̺1
(t− s)2 + (̺− ̺1)2 Im f̂(i s+ ̺1) ds
=
̺− ̺1
π
 ∞∫
0
1
(t− s)2 + (̺− ̺1)2 Im f̂(i s+ ̺1) ds+
+
∞∫
0
1
(t+ s)2 + (̺− ̺1)2 Im f̂(− i s+ ̺1) ds

=
̺− ̺1
π
∞∫
0
4st
((t− s)2 + (̺− ̺1)2) ((t+ s)2 + (̺− ̺1)2) Im f̂(i s+ ̺1) ds,
where we have used Im f̂(z∗) = − Im f̂(z) for z ∈ CRe≥̺1 . Using Condition 1.3.9 (c) we
estimate
t Im f̂(i t+ ̺) ≤ −4t2 ̺− ̺1
π
d|x|2H
∞∫
0
1
((t− s)2 + (̺− ̺1)2) ((t+ s)2 + (̺− ̺1)2) ds
≤ −4d|x|2H
̺− ̺1
π
∞∫
0
1
(t− s)2 + (̺− ̺1)2 ds
≤ −4d|x|2H .
With this result at hand, we are able to prove the well-posedness of the integro-differential
equations. In fact, we show that the material laws satisfy (1.7) and thus, the well-posedness
follows from Proposition 1.2.18. We start with (1.12).
Proposition 1.3.11. Let ̺0 ∈ R and k ∈ L1,̺0(R≥0;H). Moreover, assume that k satisfies
Condition 1.3.9 (a) and (c). Then, the material law M defined by M(z) := 1 +
√
2πk̂(z)
satisfies (1.7) on CRe>̺ for some ̺ ≥ max{0, ̺0}.
Proof. For x ∈ H and t ∈ R, ̺ ≥ max{0, ̺1} where ̺1 is chosen according to Condition 1.3.9
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(c) we estimate
Re〈(i t+ ̺)M(i t+ ̺)x|x〉H = ̺|x|2H +
√
2πRe〈(i t+ ̺)k̂(i t+ ̺)x|x〉H
= ̺|x|2H +
√
2π
(
̺Re〈k̂(i t+ ̺)x|x〉H + t Im〈k̂(i t+ ̺)x|x〉H
)
≥
(
̺(1− |k|L1,̺) +
√
2π4d
)
|x|2H ,
where we have used Lemma 1.3.10. Thus, choosing ̺ large enough, the assertion follows, since
|k|L1,̺ → 0 as ̺→∞ by monotone convergence.
To deal with (1.13), we additionally need to impose Condition 1.3.9 (b). We start with the
following observation.
Lemma 1.3.12. Let ̺0 ∈ R and k ∈ L1,̺0(R≥0;H) such that |k|L1,̺0 < 1 and assume that k
satisfies Condition 1.3.9 (a) and (b). Let ̺ > ̺0 and t ∈ R. Then the operator |1−
√
2πk̂(i t+̺)|
is boundedly invertible and for each x ∈ H we have
Re〈(i t+ ̺)(1−
√
2πk̂(i t+ ̺))−1x|x〉H
= ̺|D(i t+ ̺)x|2H −
√
2π̺Re〈k̂(− i t+ ̺)D(i t+ ̺)x|D(i t+ ̺)x〉H+
−
√
2πt Im〈k̂(− i t+ ̺)D(i t+ ̺)x|D(i t+ ̺)x〉H ,
where D(i t+ ̺) := |1−√2πk̂(i t+ ̺)|−1.
Proof. We have ‖√2πk̂(i t+ ̺)‖ ≤ ‖k ∗ ‖L(H̺(R;H)) ≤ |k|L1,̺0 < 1 and hence, 1−
√
2πk̂(i t+ ̺)
is boundedly invertible due to the Neumann series. Moreover, by Condition 1.3.9 (a) we
have that k̂(i t+ ̺)∗ = k̂(− i t+ ̺) and thus, we have that (1 −√2πk̂(i t+ ̺))∗ is boundedly
invertible, too. The latter gives that |1 − √2πk̂(i t + ̺)| is boundedly invertible. Moreover,
Condition 1.3.9 (b) yields that k̂(i t + ̺) is normal and so is 1 − √2πk̂(i t + ̺). This implies
that 1−√2πk̂(i t+ ̺),
(
1−√2πk̂(i t+ ̺)
)∗
and D(i t+ ̺) pairwise commute. Thus, we have
(1−
√
2πk̂(i t+ ̺))−1 = (1−
√
2πk̂(i t+ ̺))∗D(i t+ ̺)2
= D(i t+ ̺)(1 −
√
2πk̂(− i t+ ̺))D(i t+ ̺),
where we have used k̂(i t+ ̺)∗ = k̂(− i t+ ̺) again. Hence, we compute
Re〈(i t+ ̺)(1−
√
2πk̂(i t+ ̺))−1x|x〉H
= Re(− i t+ ̺)〈(1 −
√
2πk̂(− i t+ ̺))D(i t+ ̺)x|D(i t+ ̺)x〉H
= ̺|D(i t+ ̺)x|2H −
√
2π̺Re〈k̂(− i t+ ̺)D(i t+ ̺)x|D(i t+ ̺)x〉H+
−
√
2πt Im〈k̂(− i t+ ̺)D(i t+ ̺)x|D(i t+ ̺)x〉H
for each x ∈ H.
Proposition 1.3.13. Let ̺0 ∈ R and k ∈ L1,̺0(R≥0;H). Then there is ̺ ≥ ̺0, such that
1 − √2πk̂(z) is boundedly invertible for each z ∈ CRe>̺. If k satisfies Condition 1.3.9 (a) -
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(c), then there is some ̺ ≥ max{0, ̺0}, such that M(z) := (1−
√
2πk̂(z))−1 satisfies (1.7) on
CRe>̺.
Proof. First we choose ̺2 ≥ ̺1, where ̺1 is chosen according to Condition 1.3.9 (c), such that
|k|L1,̺2 < 1. Hence, by Lemma 1.3.12 we have for each x ∈ H, t ∈ R and ̺ > ̺2
Re〈(i t+ ̺)M(i t+ ̺)x|x〉H = Re
〈
(i t+ ̺)
(
1−
√
2πk̂(− i t+ ̺)
)−1
x
∣∣∣∣x〉
H
= ̺|D(i t+ ̺)x|2H −
√
2π̺Re〈k̂(− i t+ ̺)D(i t+ ̺)x|D(i t+ ̺)x〉H+
−
√
2πt Im〈k̂(− i t+ ̺)D(i t+ ̺)x|D(i t+ ̺)x〉H ,
where D(i t+ ̺) := |1 −√2πk̂(i t+ ̺)|−1. Choosing ̺ > max{0, ̺2} and using Lemma 1.3.10
we infer that
Re〈(i t+ ̺)M(i t+ ̺)x|x〉H ≥
(
̺(1− |k|L1,̺) +
√
2π4d
)
|D(i t+ ̺)x|2H
Moreover, we have that
|x|H = |D(i t+̺)−1D(i t+̺)x|H =
∣∣∣(1−√2πk̂(i t+ ̺))D(i t+ ̺)x∣∣∣
H
≤ (1+|k|L1,̺)|D(i t+̺)x|H ,
and hence,
Re〈(i t+ ̺)M(i t+ ̺)x|x〉H ≥
̺
(
1− |k|L1,̺
)
+
√
2π4d(
1 + |k|L1,̺
)2 |x|2H .
Taking into account that |k|L1,̺ → 0 as ̺→∞, we derive the assertion for large enough ̺.
We conclude this section with some classical examples of kernels, satisfying Condition 1.3.9
(a)-(c).
Example 1.3.14. Let k : R≥0 → R measurable such that
∫∞
0 |k(t)| e−̺0t dt < ∞ for some
̺0 ∈ R. Then clearly, k satisfies Condition 1.3.9 (a) and (b).
(a) Assume that k is absolutely continuous with
∫∞
0 |k′(t)| e−̺1t dt < ∞ for some ̺1 ∈ R.
Then, k satisfies Condition 1.3.9 (c). Indeed, for t ∈ R, ̺ > max{̺0, ̺1, 0} we have that
√
2πk̂(i t+ ̺) =
∞∫
0
e−(i t+̺)s k(s) ds
=
∞∫
0
e−(i t+̺)s
s∫
0
k′(r) dr ds+ k(0)
∞∫
0
e−(i t+̺)s ds
=
1
i t+ ̺
√
2πk̂′(i t+ ̺) +
1
i t+ ̺
k(0)
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and thus, for x ∈ H we can estimate
t Im〈k̂(i t+ ̺)x|x〉H = −t Im k̂(i t+ ̺)|x|2H
≥ −|t||k̂(i t+ ̺)||x|2H
= −|t| 1| i t+ ̺|
(
|k̂′(i t+ ̺)|+ 1√
2π
|k(0)|
)
|x|2H
≥ − 1√
2π
(|k′|L1,̺0 + |k(0)|)|x|2H .
(b) In [Prü09] the kernel is assumed to be non-negative and non-increasing. In fact, this also
yields that k satisfies Condition 1.3.9 (c) with d = 0. Indeed, we can even generalize this
fact to kernels k ∈ L1,̺0(R≥0;L(H)) satisfying Condition 1.3.9(a) such that
〈k(t)x|x〉H ≥ 0
and
〈(k(t)− k(s)) x|x〉H ≤ 0,
for each x ∈ H and almost every t, s ∈ R with s ≤ t. First we note that this implies
〈(e−̺t k(t)− e−̺s k(s))x|x〉H = e−̺t〈(k(t)− k(s)) x|x〉H + (e−̺t− e−̺s)〈k(s)x|x〉H ≤ 0
for each ̺ ≥ 0, x ∈ H and almost every t, s ∈ R with s ≤ t. Hence, for ̺ > max{0, ̺0}, t ∈
R>0 and x ∈ H we obtain
Im〈k̂(i t+ ̺)x|x〉H
= Im
1√
2π
∞∫
0
ei ts〈e−̺s k(s)x|x〉H ds
=
1√
2π
∞∫
0
sin(ts)〈e−̺s k(s)x|x〉H ds
=
1√
2π
∞∑
k=0
 (2k+1)
π
t∫
2k π
t
sin(ts)〈e−̺s k(s)x|x〉H ds+
2(k+1)π
t∫
(2k+1)π
t
sin(ts)〈e−̺s k(s)x|x〉H ds

=
1√
2π
∞∑
k=0
 (2k+1)
π
t∫
2k π
t
sin(ts)〈e−̺s k(s)x|x〉H ds+
+
(2k+1)π
t∫
2k π
t
sin
(
t
(
s+
π
t
))
〈e−̺(s+πt ) k(s + π
t
)x|x〉H ds

=
1√
2π
∞∑
k=0
(2k+1)π
t∫
2k π
t
sin(ts)〈
(
e−̺s k(s)− e−̺(s+πt ) k(s+ π
t
)
)
x|x〉H ds ≥ 0,
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which yields
t Im〈k̂(i t+ ̺)x|x〉H ≥ 0
for t > 0. For t = 0 the inequality holds trivially and for t < 0 we use the fact that
k̂(i t+ ̺) = (k̂(− i t+ ̺))∗ by Condition 1.3.9(a) and hence,
t Im〈k̂(i t+ ̺)x|x〉H = t Im〈x|k̂(− i t+ ̺)x〉H = −t Im〈k̂(− i t+ ̺)x|x〉H ≥ 0.
1.4. Notes
The main idea of evolutionary problems is to look at partial differential equations as operator
equations in time and space. So, the crucial point is to realize the temporal derivative as
an operator itself. Thus, we are actually dealing with the sum of two unbounded operators
B = ∂0,̺M(∂0,̺) and A. However, since we restrict ourselves to the Hilbert space setting and
the operator B has this special form, so that Laplace transform techniques are employable,
the conditions on the closability of B + A and its continuous invertibility are rather easy to
verify. If we are leaving the Hilbert space context or deal with more general operators, the
situation gets much more involved and we refer to the famous paper [dPG75] for that topic.
Moreover, we remark that the well-posedness of an evolutionary problem, as it is defined
above, does not imply the existence of a C0-semigroup, even in the case of Cauchy problems.
Indeed, if A : D(A) ⊆ H → H is a closed densely defined linear operator and M = 1, then
the associated evolutionary problem is well-posed in the sense above, if there is ̺1 ∈ R such
that CRe>̺1 ⊆ ̺(−A) and
CRe>̺1 ∋ z 7→ (z +A)−1 ∈ L(H)
is bounded. Hence, if −A generates a C0-semigroup, then the associated evolutionary problem
is well-posed by the Hille-Yosida theorem (cf. [EN00, Theorem 3.8]). However, the converse
is false in general. Indeed, if we choose H := L2(R>0)⊕ L2(R>0) and set
A :=
(− im − i m
0 − i m
)
on H with maximal domain, then CRe>0 ⊆ ̺(−A) with
(z +A)−1 =
(
(z − i m)−1 i m(z − i m)−2
0 (z − i m)−1
)
(z ∈ CRe>0)
and thus, the associated evolutionary problem is well-posed. Moreover,
(z +A)−k =
(
(z − im)−k im k(z − i m)−(k+1)
0 (z − im)−k
)
(z ∈ CRe>0)
for each k ∈ N and hence,
k‖m(z − i m)−(k+1)‖ ≤ ‖(z +A)−k‖ (z ∈ CRe>0, k ∈ N).
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If −A would generate a C0-semigroup, there would exist M ≥ 1 and ω ≥ 0 such that
‖(λ+A)−k‖ ≤ M
(λ− ω)k (λ > ω, k ∈ N)
and consequently
(λ− ω)kk‖m(λ− im)−(k+1)‖ ≤M (λ > ω, k ∈ N).
Estimating the norm of the multiplication operator from below by
λ√
k
λ−(k+1)|1− i 1√
k
|−(k+1)
we infer that (
λ− ω
λ
)k√
k
1√
(1 + 1
k
)k+1
≤M
for each λ > ω and k ∈ N. Letting λ →∞, we get √k 1√
(1+ 1
k
)k+1
≤ M for each k ∈ N, which
yields a contradiction as the left-hand side tends to infinity as k →∞. This shows, that −A
is not the generator of a C0-semigroup. Hence, in the framework of evolutionary problems,
the property of being the generator of a C0-semigroup is more a regularity property than a
well-posedness condition. We will study C0-semigroups associated with evolutionary problems
in Chapter 3.
Besides the examples treated in Section 1.3, the framework of evolutionary problems was used
in the study for a broad class of partial differential equations, in particular for coupled systems.
We refer to [MPTW16a, MPTW15] for systems occurring in thermo-elasticity, to [MPTW16b]
for thermo-piezo-electricity, to [MP10] for poro-elastic deformations and to [PTW15b] for
so-called micro-polar elasticity models. Moreover, we refer to [KPS+14, PTW14a] for an
approach to delay equations, to [PTW15a] for fractional differential equations and to [PTW13,
PTW16a, PTW14b, Tro15b] for an approach to control systems. Moreover, more complicated
boundary conditions could be treated within the framework of evolutionary equations, see
[Pic12, Tro14a, PSTW16]. Finally, we remark that the general structure of the material law
M(∂0,̺) allows for the treatment of partial differential equations of mixed type. These are
equations which are elliptic in one part of the underlying domain, parabolic in another one and
hyperbolic in a third one. In particular, one does not need to impose transmission conditions,
as these are automatically satisfied by solutions. There exist several approaches for such
mixed type problems beginning with the early work of Friedrichs [Fri58], which introduces a
framework which is nowadays usually referred to as a Friedrichs system. Other approaches,
even in a Banach space setting, were proposed by da Prato and Grisvard [dPG75], Colli
and Favini [CF95, CF96] for parabolic-hyperbolic problems and by Favini and Yagi [FY99].
We also refer to However, all these approaches require certain constraints on the operators
involved, like a Hille-Yosida type condition or certain decay rates for their resolvents, which
do not have to be satisfied by our material laws in general.
We note that for the examples treated in Section 1.3, other approaches can be found in the
literature. For instance, we refer to [Hal71, Web76, BP05, BP01] for semigroup approaches
to delay differential equations and to [GLS90, Prü09] for different approaches to integral and
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integro-differential equations.
The framework of evolutionary problems as it is introduced in the previous sections is not re-
stricted to the autonomous case. In fact, in [PTWW13] a non-autonomous version of Proposi-
tion 1.2.20 was proved, where the operators M0,M1 are replaced by operator-valued functions
M0,M1 : R→ L(H). Hence, the corresponding evolutionary equations takes the form
(∂0,̺M0(m) +M1(m) +A) u = f, (1.15)
where (Mi(m)u) (t) :=Mi(t)u(t) for t ∈ R, which covers a class of non-autonomous problems.
Later on, this result was generalized in [Wau15b], where abstract operator equations of the
form
(∂0,̺M+N +A)u = f
where considered. Here the operators involved act on H̺(R;H) and do not need to commute
with the translation-operator τh. A further generalization in a different direction is the study
of so-called evolutionary inclusions, that is, one replaces the evolutionary equation by an
inclusion of the form
(u, f) ∈ (∂0,̺M(∂0,̺) +A) ,
where A is no longer an operator, but a so-called maximal monotone relation A ⊆ H ⊕ H,
which in particular does not need to be linear. For the topic of maximal monotone relations
and differential inclusions we refer to the monographs [Bre71, HP97, Sho97]. Inclusions of the
above form were studied in [Tro12, Tro13a] and in [TW14], where a nonlinear analogue of the
non-autonomous problem (1.15) was studied.
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2. Exponential stability for evolutionary
problems
This chapter is devoted to the topic of exponential stability of evolutionary problems. We start
to introduce the notion of exponential stability and prove a useful characterization result. In
the second part of this chapter, we focus on a certain class of second-order problems, and
discuss the exponential stability for this class, by using a suitable reformulation as a first-
order problem. We conclude this chapter by studying several examples. The results of this
chapter are based on [Tro13b, Tro14b, Tro15a].
2.1. Exponential stability
There is a well-established definition of exponential stability in the framework of strongly
continuous semigroups. It is simply defined as the property that for each initial value the
corresponding trajectory, which is a continuous function, should decay with a certain expo-
nential rate. Using the variation of constant formula, this yields that exponentially decaying
right-hand sides yield exponentially decaying solutions. However, in the framework of evo-
lutionary equations, as it was introduced in the previous chapter, we cannot expect to have
continuous solutions. Indeed, as evolutionary equations also cover elliptic-type problems, the
solution can not be more regular in time than the given right-hand side. Thus, we need to
introduce an adapted notion of exponential stability. Throughout, let H be a Hilbert space,
A : D(A) ⊆ H → H a densely defined closed linear operator and M : D(M) ⊆ C → L(H) a
linear material law.
Definition. Assume hat the evolutionary problem associated with M and A is well-posed.
We call the problem exponentially stable with decay rate ν0 > 0, if for all ̺ > s0(M,A) with
̺ ∈ SM and f ∈ H̺(R;H) ∩H−ν(R;H) for some 0 ≤ ν < ν0, it follows that(
∂0,̺M(∂0,̺) +A
)−1
f ∈ H−ν(R;H).
The definition of exponential stability states that the causal solution operator of an evolution-
ary problem leaves the spaces H−ν(R;H) invariant. Thus, the exponential decay of a function
is replaced by the condition that the function should belong to an exponentially weighted
L2-space with a positive weighting factor. We emphasize, that it is not enough to assume that
the evolutionary equation is well-posed on the space H−ν(R;H) in the sense that there exists
a unique solution, which depends continuously on the given right-hand side, since then the
causality of the solution operator may not hold as the next simple example will show.
Example 2.1.1. We choose H = C, A = 0 and M(z) = 1. Then the corresponding evolu-
tionary problem reads as
∂0,̺u = f.
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This problem is solvable in H̺(R;H) for each ̺ 6= 0. However, the solution operator ∂−10,̺
is causal if and only if ̺ > 0 (cp. Proposition 1.1.6). And indeed, this problem is not
exponentially stable in the above sense, since for f = χ[0,1] ∈
⋂
µ∈RHµ(R;H) we have that
for ̺ > s0(M,A) = 0
u(t) =
(
∂−10,̺f
)
(t) =

0 if t < 0,
t if 0 ≤ t ≤ 1,
1 if t > 1
and thus, u /∈ Hµ(R;H) for any µ ≤ 0.
Although the solutions of evolutionary problems are not continuous in general, one easy way
to obtain continuity is to deal with more regular right-hand sides. Moreover, it turns out
that then the exponential stability in the sense above really yields an exponential decay of the
solution, as the next lemma shows.
Lemma 2.1.2. Let the evolutionary problem associated with M and A be well-posed. Then,
if f ∈ H1̺ (R;H) for some ̺ > s0(M,A), ̺ ∈ SM , we have that u :=
(
∂0,̺M(∂0,̺) +A
)−1
f ∈
H1̺(R;H) with ∂0,̺u =
(
∂0,̺M(∂0,̺) +A
)−1
∂0,̺f. Moreover, if the evolutionary problem is
exponentially stable with decay rate ν0 > 0 and f ∈ H1̺ (R;H) ∩ H1−ν(R;H) for some ̺ >
s0(M,A), ̺ ∈ SM and 0 ≤ ν < ν0, then
|u(t)|H eνt → 0 (t→∞).
Proof. Let ̺ > s0(M,A) and f ∈ H1̺(R;H). By (∂0,̺M(∂0,̺) +A) ∂0,̺ ⊆ ∂0,̺ (∂0,̺M(∂0,̺) +A)
it follows that ∂−10,̺
(
∂0,̺M(∂0,̺) +A
)−1
=
(
∂0,̺M(∂0,̺) +A
)−1
∂−10,̺ . Thus,
u =
(
∂0,̺M(∂0,̺) +A
)−1
f = ∂−10,̺
(
∂0,̺M(∂0,̺) +A
)−1
∂0,̺f ∈ H1̺(R;H),
which shows the first assertion. Assume now that the evolutionary problem is exponentially
stable with decay rate ν0 > 0. Then for f ∈ H1̺ (R;H) ∩H1−ν(R;H), we have that
u ∈ H−ν(R;H) ∩H1̺(R;H).
Moreover,
∂0,̺u =
(
∂0,̺M(∂0,̺) +A
)−1
∂0,̺f ∈ H−ν(R;H).
The two conditions imply u ∈ H1−ν(R;H). Indeed, for ϕ ∈ C∞c (R;H) we compute
〈u|∂0,−ν,cϕ〉−ν =
∫
R
〈u(t)|ϕ′(t)〉H e2νt dt
=
∫
R
〈u(t)|ϕ′(t) e2(ν+̺)t〉H e−2̺t dt
=
〈
u
∣∣∣∂0,̺,c (ϕ e2(ν+̺)·)− 2(ν + ̺)ϕ e2(ν+̺)·〉
̺
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= 〈∂∗0,̺u− 2(ν + ̺)u|ϕ e2(ν+̺)·〉̺
= 〈−∂0,̺u− 2νu|ϕ〉−ν
which yields u ∈ H1−ν(R;H) with ∂0,−νu = ∂0,̺u. The assertion now follows from Proposition
1.1.8.
We now come to the main result of this section, the characterization of exponential stability
for a class of well-posed evolutionary problems.
Theorem 2.1.3. Let the evolutionary problem associated with M and A be well-posed. More-
over, let ν0 > 0 be such that ]− ν0, 0] ⊆ SM and assume that CRe>−ν ∩D(M) is connected for
each ν0 − ε < ν < ν0 and each ε > 0. Then the evolutionary problem is exponentially stable
with decay rate ν0 if and only if s0(M,A) ≤ −ν0.
Proof. We first show that if s0(M,A) ≤ −ν0, then the evolutionary problem is exponentially
stable with decay rate ν0. So let 0 ≤ ν < ν0, ̺ > s0(M,A) with ̺ ∈ SM and f ∈ H̺(R;H) ∩
H−ν(R;H). Since −ν ∈ SM and −ν > s0(M,A) by assumption, Corollary 1.2.10 yields(
∂0,̺M(∂0,̺) +A
)−1
f =
(
∂0,−νM(∂0,−ν) +A
)−1
f ∈ H−ν(R;H),
which shows the assertion.
Assume now that the evolutionary problem is exponentially stable with decay rate ν0. Let
ε > 0. We show that s0(M,A) ≤ −ν for each ν0 − ε < ν < ν0, which would yield the
assertion. So, let ν0−ε < ν < ν0 and choose ̺ > max{s0(M,A), 0} such that CRe≥̺ ⊆ D(M).
We consider the operator
S : L2(R≥0;H)→ L2(R≥0;H)
given by S := eνm
(
∂0,̺M(∂0,̺) +A
)−1
(eνm)−1 . Indeed, this operator is well-defined since
for f ∈ L2(R≥0;H) we have that (eνm)−1 f ∈ H−ν(R≥0;H) ⊆ H̺(R≥0;H) and hence, Sf ∈
L2(R≥0;H) by exponential stability and causality of
(
∂0,̺M(∂0,̺) +A
)−1
. Now we show
that S is closed. For doing so, let (fn)n∈N in L2(R≥0;H) such that fn → f and Sfn →
g in L2(R≥0;H) for some f, g ∈ L2(R≥0;H). We derive that (eνm)−1 fn → (eνm)−1 f in
H−ν(R≥0;H) and consequently inH̺(R≥0;H). By continuity of
(
∂0,̺M(∂0,̺) +A
)−1
and eνm
we infer Sfn → Sf in H̺+ν(R≥0;H). However, since L2(R≥0;H) →֒ H̺+ν(R≥0;H), it follows
that g = Sf and hence, S is closed. Thus, by the closed graph theorem, S ∈ L(L2(R≥0;H)).
Now, we consider the following operator
T : C∞c (R;H) ⊆ L2(R;H)→ L2(R;H)
again defined by T := eνm
(
∂0,̺M(∂0,̺) +A
)−1
(eνm)−1 . The operator is well-defined, since
for ϕ ∈ C∞c (R;H) and h := inf sptϕ we get τ−hϕ ∈ L2(R≥0;H) and Tϕ = τhSτ−hϕ by
the translation invariance of eνm
(
∂0,̺M(∂0,̺) +A
)−1
(eνm)−1. The latter yields that T is
bounded, since S is bounded. Moreover, T is causal and hence, there is N : CRe>0 → L(H)
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bounded and analytic such that
T̂ f(z) = N(z)f̂(z) (z ∈ CRe>0)
for each f ∈ L2(R≥0;H) by Theorem 1.2.11. Next, we show that
N(z + ν) = (zM(z) +A)−1 (z ∈ CRe>̺). (2.1)
For doing so, let x ∈ H and set f(t) := √2πχR≥0(t) e−t x. Then f̂(z) = 1z+1x for z ∈ CRe>0.
Thus, we have for t ∈ R, µ > ̺+ ν
N(i t+ µ)x = (i t+ µ+ 1)N(i t+ µ)f̂(i t+ µ)
= (i t+ µ+ 1)T̂ f(i t+ µ)
= (i t+ µ+ 1)
(
Lµ eνm
(
∂0,̺M(∂0,̺) +A
)−1
(eνm)−1 f
)
(t)
= (i t+ µ+ 1)
(
Lµ−ν
(
∂0,µ−νM(∂0,µ−ν) +A
)−1
(eνm)−1 f
)
(t),
where we have used (eνm)−1 f ∈ Hµ−ν(R;H) and Corollary 1.2.10. The latter gives
N(i t+ µ)x = (i t+ µ+ 1) ((i t+ µ− ν)M(i t+ µ− ν) +A)−1
(
Lµ−ν (eνm)−1 f
)
(t)
= ((i t+ µ− ν)M(i t+ µ− ν) +A)−1 x,
which shows (2.1). So far, we have shown that CRe>̺ ∋ z 7→ (zM(z) + A)−1 has an analytic
and bounded extension on CRe>−ν given by N(·+ν). Thus, it is left to show that zM(z)+A is
boundedly invertible for each z ∈ D(M)∩CRe>−ν . Note that then (zM(z)+A)−1 = N(z+ν)
for each z ∈ D(M) ∩ CRe>−ν by the identity theorem. We define the set
Ω := {z ∈ D(M) ∩CRe>−ν ; zM(z) +A is boundedly invertible} ⊆ D(M) ∩ CRe>−ν .
We show that Ω is open. Let z ∈ Ω and choose δ > 0 such that B(z, δ) ⊆ D(M) ∩ CRe>−ν
and ∥∥(z′M(z′)− zM(z))(zM(z) +A)−1∥∥ < 1
for each z′ ∈ B(z, δ). Then, for z′ ∈ B(z, δ) it follows that
z′M(z′) +A = z′M(z′)− zM(z) + zM(z) +A
=
((
z′M(z′)− zM(z)) (zM(z) +A)−1 + 1) (zM(z) +A) (2.2)
is boundedly invertible by the Neumann series. So, Ω is open. Consider now the component
C in Ω containing the point ̺ + 1. Since Ω is open, so is C. Moreover, by (2.1) and the
identitiy theorem we have that N(z + ν) = (zM(z) +A)−1 for each z ∈ C. Let now (zn)n∈N
be a sequence in C with zn → z ∈ D(M) ∩ CRe>−ν . Since
sup
n∈N
‖(znM(zn) +A)−1‖ = sup
n∈N
‖N(zn + ν)‖ <∞,
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we infer, using that for each n ∈ N
zM(z) +A =
(
(zM(z) − znM(zn)) (znM(zn) +A)−1 + 1
)
(znM(zn) +A),
that z ∈ Ω. Since Ω is open, we also get z ∈ C, showing that C is closed. Hence, C =
D(M) ∩ CRe>−ν and consequently Ω = D(M) ∩ CRe>−ν , which completes the proof.
Remark 2.1.4. The latter theorem especially applies to the case of evolution equations, i.e.
equations of the form (
∂0,̺ +A
)
u = f,
where −A is the generator of a strongly-continuous semigroup. Indeed, hereM(z) = 1 for each
z ∈ C, and so the assumptions in Theorem 2.1.3 on the material law M are trivially satisfied.
Hence, exponential stability in the sense defined in this section is equivalent to s0(1, A) =
s0(A) < 0. Using now the Theorem of Gearhart-Prüß (see [Prü84] and Theorem 3.3.7 in this
thesis), which states that the growth bound of the associated semigroup equals s0(A), we
derive the exponential stability of the evolution equation in the classical sense. Hence, our
notion of exponential stability coincides with the classical ones for evolution equations. We
will address the relation between semigroups and general evolutionary problems in the next
chapter.
We conclude this section by discussing conditions on the linear material law, which yield
exponential stability of the associated evolutionary problem.
Proposition 2.1.5. Let A : D(A) ⊆ H → H be m-accretive and M : D(M) ⊆ C→ L(H) be
a linear material law. Let ν0 > 0 such that CRe>−ν0 \D(M) is discrete and
∃c > 0 ∀z ∈ D(M) ∩ CRe>−ν0 , x ∈ H : Re〈zM(z)x|x〉H ≥ c|x|2H .
Then the evolutionary problem associated with M and A is well-posed and exponentially stable
with decay rate ν0.
Proof. The well-posedness of the evolutionary problem follows from Proposition 1.2.18. More-
over, the material lawM satisfies the assumptions in Theorem 2.1.3, since CRe>−ν0\D(M) is at
most countable and so ]−ν0, 0] ⊆ SM as well asD(M)∩CRe>−ν = CRe>−ν\(CRe>−ν0 \D(M))
is connected for each ν < ν0. Moreover, for each z ∈ D(M)∩CRe>−ν0 the operator zM(z)+A
is boundedly invertible with
∥∥(zM(z) +A)−1∥∥ ≤ 1
c
by Proposition 1.2.15 and Proposition
1.2.17. Thus, the mapping
D(M) ∩ CRe>−ν0 ∋ z 7→ (zM(z) +A)−1 ∈ L(H)
is bounded and analytic. Since CRe>−ν0 \D(M) is discrete, we find a bounded and analytic
extension to the whole CRe>−ν0 by Riemann’s Theorem on removable singularities. Thus,
s0(M,A) ≤ −ν0 and hence, the problem is exponentially stable with decay rate ν0 by Theorem
2.1.3.
Proposition 2.1.6. Let A : D(A) ⊆ H → H be m-accretive, M : D(M) ⊆ C → L(H)
be a linear-material law and assume that A is boundedly invertible. Let ν0 > 0 such that
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CRe>−ν0 \D(M) is discrete and δ > 0 such that
K := sup
z∈D(M)∩B[0,δ]
‖zM(z)‖ < ‖A−1‖−1
and
∃c > 0 ∀z ∈ (D(M) ∩ CRe>−ν0) \B[0, δ], x ∈ H : Re〈zM(z)x|x〉H ≥ c|x|2H .
Then, the evolutionary problem associated with M and A is well-posed and exponentially stable
with stability rate ν0.
Proof. Again, the well-posedness follows from Proposition 1.2.18. Moreover, for z ∈ D(M) ∩
B[0, δ] the operator
zM(z) +A =
(
zM(z)A−1 + 1
)
A
is boundedly invertible with
‖ (zM(z) +A)−1 ‖ ≤ ‖A
−1‖
1−K‖A−1‖
by the Neumann series and for z ∈ (D(M) ∩ CRe>−ν0) \ B[0, δ] the invertibility follows from
Proposition 1.2.15 and Proposition 1.2.17 with
‖ (zM(z) +A)−1 ‖ ≤ 1
c
.
Hence, the assertion follows again by Riemann’s Theorem for removable singularities and
Theorem 2.1.3.
2.2. Exponential stability for a class of second order
evolutionary problems
In this section, we consider second-order differential equations of the following form(
∂20,̺M(∂0,̺) + C
∗C
)
u = f, (2.3)
where C : D(C) ⊆ H0 → H1 is a densely defined, closed linear operator between two Hilbert
spaces H0,H1, which is assumed to be boundedly invertible, and M : D(M) ⊆ C → L(H) is
a linear material law, which is given by
M(z) :=M0(z) + z
−1M1(z),
where M0,M1 : D(M) ⊆ C → L(H0) are analytic and bounded. We want to reformulate
this problem as a first-order evolutionary problem, which allows us to study the exponential
stability. For doing so, we choose d > 0 and define the new unknowns v := ∂0,̺u + du and
q := −Cu. Then, we obtain
∂0,̺q = −C∂0,̺u = −Cv + dCu = −Cv − dq
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and
∂0,̺M(∂0,̺)v = ∂
2
0,̺M(∂0,̺)u+ d∂0,̺M(∂0,̺)u
= f + C∗q + dM0(∂0,̺)∂0,̺u+ dM1(∂0,̺)u
= f + C∗q + dM0(∂0,̺)v + d (M1(∂0,̺)− dM0(∂0,̺)) u
= f + C∗q + dM0(∂0,̺)v − d (M1(∂0,̺)− dM0(∂0,̺))C−1q,
which can be written as a system of the form(
∂0,̺
(
M(∂0,̺) 0
0 1
)
+ d
(−M0(∂0,̺) (M1(∂0,̺)− dM0(∂0,̺))C−1
0 1
)
+
+
(
0 −C∗
C 0
))(
v
q
)
=
(
f
0
)
(2.4)
Thus, we arrive at an evolutionary problem with a d-dependent material law
Md(z) :=
(
M(z) 0
0 1
)
+ z−1d
(−M0(z) (M1(z)− dM0(z))C−1
0 1
)
(z ∈ D(M)). (2.5)
Our main goal is to derive conditions on the material law M , which yield the exponential
stability of (2.4) for some d > 0.
Remark 2.2.1. We note that, if (2.4) is exponentially stable and v, q ∈ H−ν(R;H) for some
ν > 0, that also u ∈ H1−ν(R;H) →֒ C−ν(R;H), yielding the exponential stability of the
original second-order problem. Indeed, since u = −C−1q we derive u ∈ H−ν(R;H) and hence,
∂0,̺u = v − du ∈ H−ν(R;H).
We first discuss, how condition (1.7) for the material law M carries over to an analogous
estimate for Md.
Lemma 2.2.2. Let z ∈ D(M) and c > 0 such that
Re〈zM(z)u|u〉H0 ≥ c|u|2H0 (u ∈ H0).
Then for each d > 0, it follows that
Re〈zMd(z)(v, q)|(v, q)〉H0⊕H1 ≥ min
{
c− dK(d), 3
4
d+Re z
}
|(v, q)|2H0⊕H1 (v ∈ H0, q ∈ H1),
where K(d) := ‖M0‖∞ + (d‖M0‖∞ + ‖M1‖∞)2 ‖C−1‖2 and Md is given by (2.5).
Proof. Let v ∈ H0, q ∈ H1. Then we estimate
Re〈zMd(z)(v, q)|(v, q)〉H0⊕H1
= Re〈zM(z)v − dM0(z)v + d (M1(z)− dM0(z))C−1q|v〉H0 +Re〈zq + dq|q〉H1
≥ (c− d‖M0(z)‖)|v|2H0 − d
∥∥(M1(z) − dM0(z))C−1∥∥ |q|H1 |v|H0 + (Re z + d) |q|2H1
≥
(
c− d‖M0‖∞ − 1
4ε
d2 (d‖M0‖∞ + ‖M1‖∞)2 ‖C−1‖2
)
|v|2H0 + (Re z + d− ε)|q|2H1 ,
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for each ε > 0. If we choose ε = d4 , we obtain the assertion.
First, we want to check, whether there is some d > 0 such that Md satisfies the assumptions
of Proposition 2.1.5, if M does. We begin with the following proposition.
Proposition 2.2.3. Let c > 0 such that for each z ∈ D(M) and u ∈ H0 we have that
Re〈zM(z)u|u〉H0 ≥ c|u|2H0 .
Then, there exist c˜, d0 > 0 and ̺0 > 0, such that for each z ∈ D(M) ∩ CRe>−̺0 , v ∈ H0 and
q ∈ H1
Re〈zMd0(z)(v, q)|(v, q)〉H0⊕H1 ≥ c˜|(v, q)|2H0⊕H1 ,
where Md0 is given by (2.5).
Proof. Let v ∈ H0, q ∈ H1. By Lemma 2.2.2 we have
Re〈zMd(z)(v, q)|(v, q)〉H0⊕H1 ≥ min
{
c− dK(d), 3
4
d+Re z
}
|(v, q)|2H0⊕H1
for each z ∈ D(M) and d > 0, where K(d) = ‖M0‖∞ + (d‖M0‖∞ + ‖M1‖∞)2 ‖C−1‖2. Since
dK(d) → 0 as d → 0, we may choose d0 > 0 such that d0K(d0) < c. Moreover, we choose
̺0 <
3
4d0. Then, the above estimate yields that
Re〈zMd0(z)(v, q)|(v, q)〉H0⊕H1 ≥ min
{
c− d0K(d0), 3
4
d0 − ̺0
}
|(v, q)|2H0⊕H1
for each z ∈ D(M) ∩ CRe>−̺0 , which proves the assertion.
Corollary 2.2.4. Assume that there exist ν0, c > 0 such that CRe>−ν0 \D(M) is discrete and
for each z ∈ D(M) ∩ CRe>−ν0 and u ∈ H0 we have that
Re〈zM(z)u|u〉H0 ≥ c|u|2H0 .
Then there exists d > 0 such that the evolutionary problem given by (2.4) is well-posed and
exponentially stable.
Proof. By Proposition 2.2.3 there exist d, c˜, ̺0 > 0 such that
Re〈zMd(z)(v, q)|(v, q)〉H0⊕H1 ≥ c˜|(v, q)|2H0⊕H1
for each v ∈ H0, q ∈ H1 and z ∈ D(M) ∩ CRe>−min{ν0,̺0}. Then the assertion follows from
Proposition 2.1.5.
We now come to our second exponential stability result Proposition 2.1.6 and again we want
to find out, how the assumptions on M carry over to Md for some d > 0.
Proposition 2.2.5. We assume that
∀δ > 0∃̺0, c > 0∀z ∈ D(M) ∩ CRe>−̺0 \B[0, δ], u ∈ H0 : Re〈zM(z)u|u〉H0 ≥ c|u|2H0 , (2.6)
59
2. Exponential stability for evolutionary problems
and limz→0M1(z) = 0. Then, there exist c˜, d0, δ0 > 0 and ˜̺0 > 0, such that
sup
z∈D(M)∩B[0,δ0]
‖zMd0(z)‖ < ‖A−1‖−1,
and
∀z ∈ D(M)∩CRe>−˜̺0\B[0, δ0], v ∈ H0, q ∈ H1 : Re〈zMd0(z)(v, q)|(v, q)〉H0⊕H1 ≥ c˜|(v, q)|2H0⊕H1 ,
where A :=
(
0 −C∗
C 0
)
and Md0 is given by (2.5). If, additionally CRe>−ν0 \D(M) is discrete
for some ν0 > 0, we get that the evolutionary problem given by (2.4) is exponentially stable
for d = d0.
Proof. Let d > 0 and z ∈ D(M). Then we have
‖zMd(z)‖ ≤ max {‖zM(z)‖, |z|} +G(d)
≤ max {|z|‖M0(z)‖ + ‖M1(z)‖, |z|} +G(d)
where
G(d) := sup
z∈D(M)
∥∥∥∥d(−M0(z) (M1(z)− dM0(z))C−10 1
)∥∥∥∥ .
Since G(d) → 0 as d → 0 and M1(z) → 0 as z → 0, we may choose d1 > 0 and δ0 > 0 small
enough, such that
sup
z∈D(M)∩B[0,δ0]
‖zMd(z)‖ < ‖A−1‖−1
for each 0 < d < d1. Moreover, by Lemma 2.2.2 we have that
Re〈zMd(z)(v, q)|(v, q)〉H0⊕H1 ≥ min
{
c− dK(d), 3
4
d+Re z
}
|(v, q)|2H0⊕H1 ,
for each z ∈ D(M) ∩ CRe>−̺0 \B[0, δ], d > 0 and v ∈ H0, q ∈ H1, where c, ̺0 > 0 are chosen
according to (2.6) for δ = δ0 and K(d) = ‖M0‖∞ +
(
d‖M0‖∞ + ‖M1‖∞‖C−1‖
)2
. Let now
0 < d0 < d1 such that d0K(d0) < c and 0 < ˜̺0 ≤ ̺0 such that ˜̺0 < 34d0, the latter estimate
gives
Re〈zMd0(z)(v, q)|(v, q)〉H0⊕H1 ≥ min
{
c− d0K(d0), 3
4
d− ˜̺0} |(v, q)|2H0⊕H1
for each z ∈ D(M) ∩ CRe>−̺0 \ B[0, δ0], d > 0. The last assertion is a direct consequence of
Proposition 2.1.6.
2.3. Examples
In this section we illustrate our previous findings by applying them to concrete examples,
which were also studied in the literature but using different methods. We start with a class
of abstract parabolic-type equations.
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2.3.1. Exponential stability for equations of parabolic type
We begin by proving a criterion for exponential stability for a class of parabolic-type problems.
Proposition 2.3.1. Let H0,H1 be Hilbert spaces and C : D(C) ⊆ H0 → H1 densely defined
closed linear and boundedly invertible. Moreover, let M0 ∈ L(H0) selfadjoint and strictly
positive definite and M1 : D(M1) ⊆ C→ L(H1) a bounded linear material law with CRe>−ν0 \
D(M1) discrete for some ν0 > 0, such that
∃c > 0∀z ∈ D(M1), x ∈ H1 : Re〈M1(z)x|x〉H1 ≥ c|x|2H1 .
Then the evolutionary problem associated with
M(z) :=
(
M0 0
0 0
)
+ z−1
(
0 0
0 M1(z)
)
(z ∈ D(M1) \ {0})
and
A :=
(
0 −C∗
C 0
)
is well-posed and exponentially stable with decay rate ν1, where ν1 := min{ν0, c‖M1‖2∞‖M0‖‖C−1‖2}.
Proof. The well-posedness follows from Proposition 1.2.18. For showing the exponential sta-
bility we apply Theorem 2.1.3. We note that M satisfies the assumptions of Theorem 2.1.3,
since CRe>−ν0 \D(M) is discrete. Thus, it suffices to prove s0(M,A) ≤ −ν1. For doing so,
let z ∈ D(M) ∩ CRe>−̺ with 0 < ̺ < ν1 . We need to show that the operator
z
(
M0 0
0 0
)
+
(
0 0
0 M1(z)
)
+
(
0 −C∗
C 0
)
is boundedly invertible and the norm of its inverse is bounded in z. We start by showing that
the operator is onto. So, let f ∈ H0, g ∈ H1. We consider the operator
z
(
C−1
)∗
M0C
−1 +M1(z)−1 ∈ L(H1).
This operator is continuously invertible with∥∥∥∥(z (C−1)∗M0C−1 +M1(z)−1)−1∥∥∥∥ ≤ 1c
‖M1‖2∞ − ̺‖M0‖‖C−1‖2
=: µ.
Indeed, we have
Re〈z(C−1)∗M0C−1x+M1(z)−1x|x〉H1 = Re〈zM0C−1x|C−1x〉H0 +Re〈M1(z)−1x|x〉H1
≥ −̺‖M0‖‖C−1‖2|x|2H1 +
c
‖M1(z)‖2 |x|
2
H1
≥
(
c
‖M1‖2∞
− ̺‖M0‖‖C−1‖2
)
|x|2H1
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for each x ∈ H1, where we have used Lemma 1.2.16. We define
u :=C−1
(
z
(
C−1
)∗
M0C
−1 +M1(z)−1
)−1 (
(C∗)−1 f +M1(z)−1g
)
,
v :=M1(z)
−1(g − Cu), (2.7)
and obtain the estimates
|u|H0 ≤ µ‖C−1‖
(
‖C−1‖|f |H0 +
1
c
|g|H1
)
|v|H1 ≤
1
c
(
|g|H1 + µ
(
‖C−1‖|f |H0 +
1
c
|g|H1
))
. (2.8)
We show that (
z
(
M0 0
0 0
)
+
(
0 0
0 M1(z)
)
+
(
0 −C∗
C 0
))(
u
v
)
=
(
f
g
)
. (2.9)
Indeed, we have u ∈ D(C) by definition and M1(z)v + Cu = g. Moreover,
g − Cu = g −
(
z
(
C−1
)∗
M0C
−1 +M1(z)−1
)−1 ((
C−1
)∗
f +M1(z)
−1g
)
=
(
z
(
C−1
)∗
M0C
−1 +M1(z)−1
)−1 (
z
(
C−1
)∗
M0C
−1g − (C−1)∗ f)
and hence, (
z
(
C−1
)∗
M0C
−1 +M1(z)−1
)
(g − Cu) = (C−1)∗ (zM0C−1g − f) .
Thus, we read off that
v =M1(z)
−1(g − Cu)
=
(
C−1
)∗ (
zM0C
−1g − f)− z (C−1)∗M0C−1(g − Cu)
=
(
C−1
)∗
(zM0u− f),
which shows v ∈ D (C∗) and zM0u− C∗v = f. Hence, the operator
z
(
M0 0
0 0
)
+
(
0 0
0 M1(z)
)
+
(
0 −C∗
C 0
)
is onto.
Moreover, it is one-to-one, since for (u, v) ∈ D(C)×D(C∗) with (2.9) it immediately follows
that u and v are given by (2.7). Summarizing, we have proved that z
(
M0 0
0 0
)
+
(
0 0
0 M1(z)
)
+(
0 −C∗
C 0
)
is boundedly invertible for each z ∈ D(M) ∩CRe>−̺ and the norm of the inverse
is uniformly bounded by (2.8). Hence, since CRe>−̺ \D(M) is discrete, we derive that
D(M) ∩ CRe>−̺ ∋ z 7→
(
z
(
M0 0
0 0
)
+
(
0 0
0 M1(z)
)
+
(
0 −C∗
C 0
))−1
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has a holomorphic and bounded extension to CRe>−̺. Hence, s0(M,A) ≤ −̺ and since 0 <
̺ < ν1 was arbitrary, we infer s0(M,A) ≤ −ν1.
In the forthcoming examples we apply this result to two concrete models for heat conduction.
The classical heat equation
We recall from Subsection 1.3.1 the classical heat equation with homogeneous Dirichlet bound-
ary conditions, which can be written as an evolutionary equation of the form(
∂0,̺
(
1 0
0 0
)
+
(
0 0
0 k−1
)
+
(
0 div
grad0 0
))(
ϑ
q
)
=
(
f
0
)
,
where k ∈ L(L2(Ω)3) is a strictly accretive operator modeling the heat conductivity of a
medium Ω ⊆ R3. We assume that grad0 satisfies the Poincaré inequality, i.e.
∃c > 0∀u ∈ D(grad0) : |u|L2(Ω) ≤ c| grad0 u|L2(Ω)3 , (2.10)
which for instance is satisfied, if Ω is bounded (see e.g. [Bre11, p. 290, Corollary 9.19]). Note
that (2.10) especially implies that grad0 is injective and R(grad0) is closed. We define
ιR(grad0) : R(grad0)→ L2(Ω)3
f 7→ f.
An easy computation then yields that ιR(grad0)ι
∗
R(grad0)
: L2(Ω)
3 → L2(Ω)3 is the orthogonal
projector on R(grad0). We define C := ι
∗
R(grad0)
grad0 : D(grad0) ⊆ L2(Ω) → R(grad0)
and obtain a boundedly invertible closed operator, due to (2.10). Moreover, we have C∗ =
− div ιR(grad0), since ι∗R(grad0) is bounded. Using these operators, we derive from the second
line of the heat equation
ι∗R(grad0)q = −ι
∗
R(grad0)
kιR(grad0)Cϑ.
Hence, defining k˜ := ι∗
R(grad0)
kιR(grad0) and q˜ = ι
∗
R(grad0)
q, we infer k˜−1q˜ + Cϑ = 0. Moreover,
since R(grad0)
⊥ = N(div), we obtain div q = −C∗q˜ and hence, we may modify the heat
equation by writing(
∂0,̺
(
1 0
0 0
)
+
(
0 0
0 k˜−1
)
+
(
0 −C∗
C 0
))(
ϑ
q˜
)
=
(
f
0
)
,
which is now of the form discussed in Proposition 2.3.1. Hence, we derive that the heat
equation is exponentially stable with decay rate c1c
2
‖k˜−1‖2 , where c1 is the accretivity constant
of k. This yields that ϑ and q˜ decay exponentially, if the right-hand side does. We note that
we can also allow a non-vanishing source term in the second coordinate in the modified heat
equation.
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Heat conduction with an additional delay term
As a slight generalization of [KPR15] we replace Fourier’s law by the following expression
q = −k grad0 ϑ− k˜τ−h grad0 ϑ,
for some operators k, k˜ ∈ L(L2(Ω)3) and some h > 0. We assume that
∃d > 0∀p ∈ L2(Ω)3 : Re〈kp|p〉L2(Ω)3 ≥ d|p|2L2(Ω)3 ,
‖k˜‖ < d and that the Poincaré inequality (2.10) is satisfied.
Lemma 2.3.2. Under the above conditions the operator k + k˜ e−hz is uniformly strictly ac-
cretive for each z ∈ CRe>−̺1 with ̺1 > 1h log ‖k˜‖d .
Proof. For z ∈ C we estimate
Re〈
(
k + k˜e−hz
)
p|p〉L2(Ω)3 ≥
(
d− ‖k˜‖e−hRe z
)
|p|2L2(Ω)3
for each p ∈ L2(Ω)3. Since d− ‖k˜‖e−h̺1 > 0, the assertion follows.
Using the latter lemma and the operator ιR(grad0) from the previous example, we end up with
an evolutionary equation of the form(
∂0,̺
(
1 0
0 0
)
+
(
0 0
0 M1(∂0,̺)
)
+
(
0 −C∗
C 0
))(
ϑ
q˜
)
=
(
f
0
)
,
where M1(z) := ι∗R(grad0)
(
k + k˜e−hz
)−1
ιR(grad) for z ∈ CRe>−̺1 with ̺1 > 1h log ‖k˜‖d and
C := ι∗
R(grad0)
grad0 . Hence, Proposition 2.3.1 is applicable and we derive the exponential
stability of the latter evolutionary problem.
Integro-differential equations
We consider the following evolutionary problem
(∂0,̺ + (1− k∗)A) u = f, (2.11)
where A : D(A) ⊆ H → H is strictly m-accretive (e.g. the Dirichlet Laplacian on a bounded
domain) and k ∈ L1,−µ(R≥0;L(H)) for some µ > 0 with |k|L1,−µ < 1 (cp. Subsection 1.3.3 for
the definition). Similar to Subsection 1.3.3 we require that k satisfies Condition 1.3.9 (a) and
(b) and additionally
(c’) There exists 0 < µ0 < µ such that
t Im〈k̂(i t− µ0)x|x〉H ≥ 0
for each t ∈ R, x ∈ H.
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Remark 2.3.3. Note that condition (c’) is Condition 1.3.9 (c) with d = 0.
Since |k|L1,µ < 1 we can employ the Neumann series (note that for each ̺ > 0, ‖k ∗ ‖L(H̺) ≤
|k|L1,̺ ≤ |k|L1,−µ by Lemma 1.3.5) and rewrite (2.11) as(
∂0,̺(1− k∗)−1 +A
)
u = (1− k∗)−1f. (2.12)
Proposition 2.3.4. Let c > 0 and A : D(A) ⊆ H → H such that A−c is m-accretive and k ∈
L1,−µ(R≥0;L(H)) for some µ > 0 with |k|L1,−µ < 1. If k satisfies Condition 1.3.9 (a) and (b)
and condition (c’), then the evolutionary problem associated with M(z) :=
(
1−√2πk̂(z)
)−1
and A is well-posed and exponentially stable with decay rate
µ1 := sup
{
0 ≤ ν ≤ µ0 ; ν
(
1− |k|L1,−ν
)−1 ≤ c} > 0.
Proof. Note that the evolutionary problem associated with N(z) := M(z) + z−1c for z ∈
CRe>−µ \{0} and A−c is the same as the evolutionary problem associated with M and A. We
want to apply Proposition 2.1.5 for the material law N . For doing so, let t ∈ R and ̺ > −µ1.
We note that by Lemma 1.3.10 we have that
t Im〈k̂(i t+ ̺)x|x〉H ≥ 0
for each x ∈ H. We define D(i t+ ̺) := |1 −√2πk̂(i t+ ̺)|−1 and estimate by using Lemma
1.3.12
Re〈(i t+ ̺)N(i t+ ̺)x|x〉H
= Re〈(i t+ ̺)M(i t+ ̺)x|x〉H + c|x|2H
= Re〈(i t+ ̺)(1 −
√
2πk̂(− i t+ ̺))D(i t+ ̺)x|D(i t+ ̺)x〉H + c|x|2H
= ̺Re〈(1−
√
2πk̂(− i t+ ̺))D(i t+ ̺)x|D(i t+ ̺)x〉H+
−
√
2πt Im〈k̂(− i t+ ̺)D(i t+ ̺)x|D(i t+ ̺)x〉H + c|x|2H
≥ ̺Re〈(1−
√
2πk̂(− i t+ ̺))D(i t+ ̺)x|D(i t+ ̺)x〉H + c|x|2H
for each x ∈ H. If ̺ ≥ 0, the latter term can be estimated by c|x|2. For ̺ < 0, we compute
Re〈(1−
√
2πk̂(− i t+ ̺))D(i t+ ̺)x|D(i t+ ̺)x〉H = Re〈(1−
√
2πk̂(i t+ ̺))−1x|x〉H
≤ ‖(1−
√
2πk̂(i t+ ̺))−1‖|x|2H
=
1
1−√2π‖k̂(i t+ ̺)‖
|x|2H
≤ 1
1− |k|L1,̺
|x|2H
≤ 1
1− |k|L1,−µ1
|x|2H
and thus,
Re〈(i t+ ̺)N(i t+ ̺)x|x〉H ≥
(
c+
̺
1− |k|L1,−µ1
)
|x|2H .
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Since c+ ̺1−|k|L1,µ1
> c+ −µ11−|k|L1,−µ1
≥ 0, the assertion follows by Proposition 2.1.5.
The latter proposition shows the exponential stability of (2.12). However, this also yields
the exponential stability of our original problem (2.11) with the same decay rate, since (1 −
k∗)−1f ∈ H−ν(R;H) ∩H̺(R;H) for f ∈ H−ν(R;H) ∩H̺(R;H) for 0 < ν ≤ µ1 and ̺ > 0 by
Theorem 1.2.9.
2.3.2. Exponential stability for equations of hyperbolic type
In this section we study different examples of differential equations of second order with respect
to time. We begin with another variant of the heat equation.
Dual phase lag heat conduction
Let Ω ⊆ R3 such that Poincaré’s inequality (2.10) holds. In the theory of thermodynamics
with dual phase lags, we have the usual balance of momentum equation
∂0,̺ϑ+ div q = f,
where ϑ ∈ H̺(R;L2(Ω)) is the temperature density and q ∈ H̺(R;L2(Ω)3) denotes the heat
flux, but Fourier’s law is replaced by
(1 + τq∂0,̺ +
1
2
τ2q ∂
2
0,̺)q = − grad(1 + τϑ∂0,̺)ϑ,
where τq, τϑ > 0 are the so-called phases (see [Tzo95]). For ̺ large enough, we infer that
1 + τq∂0,̺ +
1
2
τ2q ∂
2
0,̺ = ∂
2
0,̺
(
∂−20,̺ + τq∂
−1
0,̺ +
1
2
τq
)
is boundedly invertible, due to the Neumann series. Hence, we can rewrite the modified
Fourier law as
q = −(1 + τq∂0,̺ + 1
2
τ2q ∂
2
0,̺)
−1(1 + τϑ∂0,̺) grad ϑ.
Hence, the balance of momentum equation gives
∂0,̺ϑ− div(1 + τq∂0,̺ + 1
2
τ2q ∂
2
0,̺)
−1(1 + τϑ∂0,̺) gradϑ = f.
Assuming that f ∈ D(∂0,̺), the latter equation gives
∂0,̺(1 + τq∂0,̺ +
1
2
τ2q ∂
2
0,̺)(1 + τϑ∂0,̺)
−1ϑ− div gradϑ = f˜ ,
where f˜ = (1 + τq∂0,̺ + 12τ
2
q ∂
2
0,̺)(1 + τϑ∂0,̺)
−1f. Assuming homogeneous Dirichlet boundary
conditions, we end up with the following problem
∂20,̺(∂
−1
0,̺ + τq +
1
2
τ2q ∂0,̺)(1 + τϑ∂0,̺)
−1ϑ− div ιR(grad0)ι∗R(grad0) grad0 ϑ = f˜ , (2.13)
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which is of the form (2.3) with C := ι∗
R(grad0)
grad0 : D(grad0) ⊆ L2(Ω) → R(grad0) and
M(z) =
z−1+τq+
1
2
τ2q z
1+τϑz
= τq
1+ 1
2
τqz
1+τϑz
+ z−1 11+τϑz for z ∈ C \ {0,−
1
τϑ
}. Thus, in the framework of
Section 2.2 we have that
M0(z) = τq
1 + 12τqz
1 + τϑz
,
M1(z) =
1
1 + τϑz
,
which are bounded, if we restrict the domain ofM to CRe>− 1
τϑ
+ε\{0} for some ε > 0.We want
to apply Corollary 2.2.4 for showing the exponential stability of the dual-phase lag model. For
doing so, we need to check the uniform accretivity of zM(z) on a suitable right half plane.
Lemma 2.3.5. Assume that τϑ, τq > 0 such that
τq
τϑ
< 2. Then there exists 0 < ν0 <
1
τϑ
and
c > 0 such that
Re〈zM(z)x|x〉L2(Ω) ≥ c|x|2L2(Ω)
for all x ∈ L2(Ω), z ∈ CRe>−ν0 \ {0}.
Proof. Since M(z) is just the multiplication with a complex number, it suffices to compute
Re zM(z) for z ∈ C \ {0,− 1
τϑ
}. Setting µ := τq
τϑ
we compute
zM(z) =
1 + τqz +
1
2τ
2
q z
2
1 + τϑz
=
1
2
zτqµ+ µ(1− 1
2
µ) +
1− µ(1− 12µ)
1 + τϑz
and thus,
Re zM(z) =
1
2
τqµRe z + µ(1− 1
2
µ) +
(
1− µ(1− 12µ)
)
(1 + τϑRe z)
|1 + τϑz|2 .
We note that by assumption 0 < µ(1− 12µ) ≤ 12 and thus,
Re zM(z) ≥ 1
2
τqµRe z + µ(1− 1
2
µ)
for each z ∈ CRe>− 1
τϑ
\ {0}. Hence, for 0 < ν0 < min{2−µτq , 1τϑ } we derive the assertion with
c = µ(1− 12µ)− 12τqµν0 > 0.
As an immediate consequence of the latter Lemma and Corollary 2.2.4, we derive the following
stability result for the dual phase lag model.
Proposition 2.3.6. Let Ω ⊆ R3 open such that Poincaré’s inequality (2.10) holds. Let τq, τϑ >
0 such that
τq
τϑ
< 2. Then the second order problem (2.13) is well-posed and exponentially stable.
Remark 2.3.7. We note that these conditions on τq, τϑ coincide with those imposed in [Qui02],
where the same exponential stability result is stated. For further results on the well-posedness
and asymptotic behaviour for phase lag models in heat conduction we refer to [BQR14, QR08,
QR07] and the references therein.
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Abstract damped wave equation
Let H0,H1 be Hilbert spaces, C : D(C) ⊆ H0 → H1 a densely defined closed linear operator,
which is assumed to be boundedly invertible and M0,M1 ∈ L(H0) such that M0 is selfadjoint
and accretive and M1 is strictly accretive. We consider the second order problem of the form(
∂20,̺M0 + ∂0,̺M1 + C
∗C
)
u = f.
Obviously, this is a problem of the form (2.3) with M(z) =M0 + z−1M1 for z ∈ C \ {0}, and
hence,
M0(z) :=M0, M1(z) :=M1 (z ∈ C \ {0}).
Moreover, we have
Re〈zM(z)x|x〉H0 = Re z〈M0x|x〉H0 +Re〈M1x|x〉H0 (z ∈ C \ {0}, x ∈ H0)
and hence, for 0 < ν0 < c‖M0‖ , where c > 0 denotes the accretivity constant of M1, we have
that
Re〈zM(z)x|x〉H0 ≥ (c− ν0‖M0‖) |x|2H0 (z ∈ CRe>−ν0 \ {0}, x ∈ H0),
which yields the exponential stability according to Corollary 2.2.4.
A particular case of the latter abstract equation is the damped wave equation. Indeed, let
Ω ⊆ Rn open, such that the Poincaré inequality (2.10) holds, H0 = L2(Ω),H1 = L2(Ω)n,
M0 = 1 and choose C := ι∗R(grad0) grad0 . Then C is invertible and(
∂20,̺ + ∂0,̺M1 + C
∗C
)
u =
(
∂20,̺ + ∂0,̺M1 − div grad0
)
u,
which is the classical wave equation. However, we emphasize that the abstract equation covers
a broader class, since M0 is allowed to have a non-trivial kernel. In particular, we also recover
the heat equation by setting M0 = 0. But also mixed type problems are accessible. Indeed,
for instance let M1 = 1 and M0 = χΩ0 for some open subset Ω0 ⊆ Ω. Then the corresponding
equation reads as (
∂20,̺χΩ0 + ∂0,̺ − div grad0
)
u = f,
which is a damped wave equation on Ω0 and the heat equation on Ω \Ω0. Note in particular,
that we do not need to impose any transmission condition explicitly, as these are encoded in
the constraint that u belongs to the domain of ∂20,̺χΩ0 + ∂0,̺ − div grad0.
Integro-differential equations
We conclude this section by discussing the exponential stability of integro-differential equations
of the form (
∂20,̺(1− k∗)−1 + C∗C
)
u = f, (2.14)
where C : D(C) ⊆ H0 → H1 is a densely defined closed linear operator between Hilbert
spaces H0,H1, which is assumed to be boundedly invertible and k ∈ L1,−µ˜(R≥0;L(H0)) for
some µ˜ > 0. We formulate the following conditions for the kernel k:
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Condition 2.3.8.
(a) There exists 0 < µ ≤ µ˜ such that for all z ∈ CRe≥−µ the operator (1 −
√
2πk̂(z)) is
boundedly invertible and
CRe≥−µ ∋ z 7→ (1−
√
2πk̂(z))−1 ∈ L(H0)
is bounded.
(b) For each ̺0 > 0 there is c̺0 > 0 such that
∀t ∈ R, ̺ ≥ ̺0, x ∈ H0 : Re〈(i t+ ̺)(1−
√
2πk̂(i t+ ̺)∗)x|x〉H0 ≥ c̺0 |x|2H0 .
(c) For almost every t ∈ R≥0 the operator k(t) is selfadjoint.
(d) For almost every t, s ∈ R≥0 we have k(t)k(s) = k(s)k(t).
(e) For each δ > 0 there exists 0 < ̺0 ≤ µ˜ and a function gδ : R≥−̺0 → R≥0 continuous in 0
with gδ(0) > 0 such that
∀|t| > δ, ̺ ≥ −̺0, x ∈ H0 : t Im〈k̂(i t+ ̺)x|x〉H0 ≥ gδ(̺)|x|2H0 . (2.15)
Remark 2.3.9. In [Tro15a] we did not impose the conditions (a) and (b), but require the
somehow stronger condition |k|L1 < 1 (see the next lemma). However, since we also want to
cover the kernels considered by the authors in [CS11], we use these slightly weaker conditions
here.
Lemma 2.3.10. Let k ∈ L1,−µ˜(R≥0;L(H)) for some µ˜ > 0.
(a) If |k|L1 < 1 and k satisfies Condition 2.3.8 (e), then k satisfies Condition 2.3.8 (a) and
(b).
(b) If k satisfies Condition 2.3.8 (c), then (2.15) is equivalent to
∀t > δ, ̺ ≥ −̺0, x ∈ H0 : t Im〈k̂(i t+ ̺)x|x〉H0 ≥ gδ(̺)|x|2H0 .
(c) For each ̺ > −µ˜ we have that (t 7→ tk(t)) ∈ L1,̺(R≥0;L(H0)).
Proof. (a) Let |k|L1 < 1 and assume k satisfies Condition 2.3.8 (e). Since the mapping
̺ 7→ |k|L1,̺
is continuous, we find 0 < µ ≤ µ˜ such that |k|L1,−µ < 1. Hence, Condition 2.3.8 (a) follows,
since for z ∈ CRe≥−µ we have
√
2π‖k̂(z)‖ ≤ |k|L1,−µ and thus, the assertion follows by
using the Neumann series. Moreover, Condition 2.3.8 (e) gives that for all x ∈ H0, ̺ ≥ 0
and t ∈ R we have that
t Im〈k̂(i t+ ̺)x|x〉H0 ≥ 0.
Indeed, for t = 0, this inequality is trivial and for t 6= 0, the term on the left-hand side
can be estimated from below by g |t|
2
(̺)|x|2H0 ≥ 0. Let now ̺0 > 0. Then, for ̺ ≥ ̺0, t ∈
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R, x ∈ H0 we estimate
Re〈(i t+ ̺)(1−
√
2πk̂(i t+ ̺)∗)x|x〉H0
= ̺Re〈(1 −
√
2πk̂(i t+ ̺)∗)x|x〉H0 −
√
2πt Im〈k̂(i t+ ̺)∗x|x〉H0
≥ ̺ (1− |k|L1) |x|2H0 +
√
2πt Im〈k̂(i t+ ̺)x|x〉H0
≥ ̺0 (1− |k|L1) |x|2H0 .
(b) Assume that k(t) is selfadjoint for almost every t ≥ 0. Then k̂(− i t+ ̺) = k̂(i t+ ̺)∗ and
hence, the assertion follows.
(c) This is clear, since t e−̺t ≤ 1
̺+µ˜ e
−1 eµ˜t for each t ≥ 0.
Before we come to examples of kernels satisfying Condition 2.3.8, we prove the exponential
stability of the corresponding second-order problem (2.14).
Proposition 2.3.11. Let C : D(C) ⊆ H0 → H1 a densely defined closed linear operator
between Hilbert spaces H0,H1, which is boundedly invertible and k ∈ L1,−µ˜(R≥0;L(H0)) for
some µ˜ > 0. Moreover, assume that k satisfies Condition 2.3.8. Then the evolutionary problem
given by (2.14) is well-posed and exponentially stable.
Proof. We apply Proposition 2.2.5. First, we choose 0 < µ ≤ µ˜ according to (a). Hence,
M(z) := M0(z) := (1 −
√
2πk̂(z))−1 for z ∈ CRe≥−µ is well-defined and bounded. Moreover,
limz→0M1(z) = 0 as M1 = 0. So it suffices to check (2.6). For doing so, let δ > 0. Moreover,
let 0 < ̺0 ≤ min{µ, δ2} to be specified later. Then, for z ∈ CRe>−̺0 \ B[0, δ] and x ∈ H0 we
estimate, using the representation z = i t+ ̺ for ̺ > −̺0, t ∈ R
Re〈(i t+ ̺)M(i t+ ̺)x|x〉H0 = Re〈(i t+ ̺) (1−
√
2πk̂(i t+ ̺))−1x|x〉H0
= Re〈(i t+ ̺)(1−
√
2πk̂(i t+ ̺)∗)D(i t+ ̺)x|D(i t+ ̺)x〉H0
= Re〈̺(1−
√
2πk̂(− i t+ ̺))D(i t+ ̺)x|D(i t+ ̺)x〉H0+
−
√
2πt Im〈k̂(− i t+ ̺)D(i t+ ̺)x|D(i t+ ̺)x〉H0
where D(i t+ ̺) := |1−√2πk̂(i t+ ̺)|−1. We estimate the latter expression in two steps: first
for ̺ ≥ ̺0 and second, for ̺ ∈]−̺0, ̺0[. So let first, ̺ ≥ ̺0. Then, by (b) there is some c̺0 > 0
such that
Re〈(i t+ ̺)M(i t+ ̺)x|x〉H0 ≥ c̺0 |D(i t+ ̺)x|2H0 (̺ ≥ ̺0).
For ̺ ∈]− ̺0, ̺0[, we infer that |t| > δ − ̺0 ≥ δ2 , since | i t+ ̺| > δ by assumption. Hence, we
obtain
Re〈(i t+ ̺)M(i t+ ̺)x|x〉H0 ≥
(
−̺(1 + |k|L1,−̺) +
√
2πg δ
2
(̺)
)
|D(i t+ ̺)x|2H0
≥
(
−̺0(1 + |k|L1,−̺0 ) +
√
2π inf
ν∈[−̺0,̺0]
g δ
2
(ν)
)
|D(i t+ ̺)x|2H0 .
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Since g δ
2
is continuous in 0 we infer(
−̺0(1 + |k|L1,−̺0 ) +
√
2π inf
ν∈[−̺0,̺0]
g δ
2
(ν)
)
→
√
2πg δ
2
(0) > 0 (̺0 → 0)
and thus, we may choose 0 < ̺0 ≤ min{µ, δ2} small enough, such that
c˜ := −̺0(1 + |k|L1,−̺0 ) +
√
2π inf
ν∈[−̺0,̺0]
g δ
2
(ν) > 0.
Summarizing, we have shown that
Re〈(i t+ ̺)M(i t+ ̺)x|x〉H0 ≥ min{c̺0 , c˜}|D(i t+ ̺)x|2H0
for each ̺ > −̺0. Using now |x|H0 ≤ (1 + |k|L1,−̺0 )|D(i t + ̺)x|H0 for t ∈ R, ̺ > −̺0, we
derive
Re〈zM(z)x|x〉H0 ≥ min{c̺0 , c˜}
1(
1 + |k|L1,−̺0
)2 |x|2H0
for each x ∈ H0 and z ∈ CRe>−̺0 \ B[0, δ]. Hence, the assertion follows from Proposition
2.2.5.
We conclude this subsection by providing two examples for classes of kernels, which satisfy
Condition 2.3.8. We start with a class of kernels considered in [Prü09], where the exponential
and polynomial stability of hyperbolic integro-differential equations is studied.
Proposition 2.3.12. Let k ∈ W 11,loc(R>0;R) \ {0} such that k ≥ 0, k′ ≤ 0,
∫∞
0 k(s) ds < 1
and k ∈ L1,−µ(R≥0;R) for some µ > 0. Then k satisfies Condition 2.3.8.
Proof. Since k is assumed to be real-valued, it trivially satisfies (c) and (d). Moreover, since
|k|L1 < 1, it suffices to prove (e) by Lemma 2.3.10 (a). First, we claim that
k(0+) > 0
where k(0+) =∞ is allowed. The limit exists, since
k(t) = −
1∫
t
k′(s) ds+ k(1) (t ∈]0, 1[)
and since the right-hand side converges as t tends to zero by monotone convergence, so does
the left-hand side. Moreover, k(0+) ≥ k(t) for each t ∈ R>0 and thus, k(0+) > 0 since
otherwise k = 0. For showing (e) we fix δ > 0 and consider the function
f : R≥δ × R≥−µ → R
(t, ̺) 7→ t
∞∫
0
sin(ts) e−̺s k(s) ds,
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which is continuous by dominated convergence. Note that
t Im〈k̂(i t+ ̺)x|x〉H0 = −t|x|2H0 Im k̂(i t+ ̺)
= t|x|2H0
1√
2π
∞∫
0
sin(ts) e−̺s k(s) ds
=
1√
2π
f(t, ̺)|x|2H0 (2.16)
for t ≥ δ, ̺ ≥ −µ and x ∈ H0. We follow the strategy presented in [Prü09, Section 5] to show
that there exists 0 < ̺0 ≤ µ, such that
inf
t≥δ
inf
̺∈[−̺0,̺0]
f(t, ̺) > 0 and inf
t≥δ
f(t, ̺) > 0 (̺ ≥ −̺0).
Since k ∈ L1,−µ(R≥0) there exist sequences (an)n∈N and (bn)n∈N in R>0 such that an → 0 and
bn →∞ and eµbn k(bn)→ 0 as well as an eµan k(an)→ 0 as n→∞. The latter gives
∞∫
ε
|k′(s)| eµs ds = lim
n→∞
bn∫
ε
−k′(s) eµs ds = µ
∞∫
ε
k(s) eµs ds+ k(ε) eµε <∞,
for each ε > 0 by monotone convergence. Hence, k′ ∈ L1,−µ(R≥ε) for each ε > 0. Let
t ≥ δ, ̺ ≥ −µ. Then we have
bn∫
an
(cos(ts)− 1) (k′(s)− ̺k(s)) e−̺s ds
= t
bn∫
an
sin(ts) e−̺s k(s) ds+ (cos(tbn)− 1) e−̺bn k(bn)− (cos(tan)− 1) e−̺an k(an)
for each n ∈ N. Since eµbn k(bn) → 0, we infer (cos(tbn)− 1) e−̺bn k(bn) → 0 as n → ∞.
Similarly
|cos(tan)− 1| e−̺an k(an) ≤ t e−̺an ank(an)→ 0 (n→∞)
and thus, monotone and dominated convergence gives
f(t, ̺) = t
∞∫
0
sin(ts) e−̺s k(s) ds
=
∞∫
0
(cos(ts)− 1) (k′(s)− ̺k(s)) e−̺s ds
=
∞∫
0
(cos(ts)− 1) k′(s) e−̺s ds+ ̺
∞∫
0
(1− cos(ts))k(s) e−̺s ds. (2.17)
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First, we prove that inft≥δ f(t, ̺) > 0 for ̺ ≥ −̺0 for some ̺0 > 0. By the latter equality
we see that f(t, ̺) ≥ 0 for ̺ ≥ 0, t ≥ δ. Indeed, it even holds f(t, ̺) > 0 for t ≥ δ, ̺ ≥ 0,
since otherwise k′ = 0 which contradicts k ∈ L1(R≥0) \ {0}. Moreover, we observe that for
̺ ≥ −µ, t ≥ δ
f(t, ̺) ≥
∞∫
ε
(cos(ts)− 1) k′(s) e−̺s ds+ ̺
∞∫
0
(1− cos(ts))k(s) e−̺s ds,
for each ε > 0 since k′ ≤ 0. Since (t 7→ k′(t)χ[ε,∞[(t)) ∈ L1(R), the Lemma of Riemann-
Lebesgue (Remark A.1) yields
lim inf
t→∞ f(t, ̺) ≥ −
∞∫
ε
k′(s) e−̺s ds+ ̺
∞∫
0
e−̺s k(s) ds = k(ε) e−̺ε+̺
ε∫
0
k(s) e−̺s ds
for each ε > 0. Thus, lim inft→∞ f(t, ̺) ≥ k(0+) > 0 for each ̺ ≥ −µ. Moreover, the same
argumentation yields that for each K ⊆ R>−µ compact there is M > δ such that
∀t ≥M, ̺ ∈ K : f(t, ̺) ≥ k(0+)
2
, (2.18)
according to Lemma 2.3.10 (c) and Proposition A.5 applied to t 7→ e−νt(k(t) + χ[ε,∞[(t)k′(t))
for ν := minK. Since f(t, ̺) > 0 for each t ≥ δ, ̺ ≥ 0 and lim inft→∞ f(t, ̺) > 0, we derive,
using the continuity of f(t, ·), that
inf
t≥δ
f(t, ̺) > 0 (̺ ≥ 0).
Furthermore, for ̺ < 0 (2.17) yields
f(t, ̺) ≥ f(t, 0) + 2̺|k|L1,̺ ≥ inf
s≥δ
f(s, 0) + 2̺|k|L1,̺ ,
and since infs≥δ f(s, 0) > 0, we find 0 < ̺0 ≤ µ such that
inf
t≥δ
f(t, ̺) > 0 (̺ ≥ −̺0). (2.19)
Moreover, we note that by (2.18) we find M > δ such that
inf
̺∈[−̺0,̺0]
inf
t≥M
f(t, ̺) > 0.
Since f is continuous and attains positive values on [δ,M ] × [−̺0, ̺0] by (2.19), we get
c := inf
t≥δ
inf
̺∈[−̺0,̺0]
f(t, ̺) > 0.
Hence, setting gδ := χ[−̺0,̺0]
c√
2π
, we infer from (2.16) and (2.19)
t Im〈k̂(i t+ ̺)x|x〉H0 ≥ gδ(̺)|x|2H0 (̺ ≥ −̺0, t ≥ δ, x ∈ H0).
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This yields (e) by Lemma 2.3.10 (b).
Remark 2.3.13. By following the lines of the proof, the latter proposition can easily be gen-
eralized to operator-valued kernels k ∈ L1,−µ(R≥0;L(H0)) with |k|L1 < 1 by assuming that k
satisfies Condition 2.3.8 (c) and (d), k is locally absolutely continuous on R>0 and k(t) and
−k′(t) are accretive for almost every t ∈ R>0.
A second example for kernels covered by our approach are so called kernels of positive type.
Definition. Let k ∈ L1,loc(R>0;R). Then k is said to be of positive type, if for all t > 0 and
f ∈ L2,loc(R>0) we have that
Re
t∫
0
((k∗̂f) (s))∗ f(s) ds ≥ 0,
where
(k∗̂f) (s) :=
s∫
0
k(r)f(s− r) dr (s > 0).
Moreover, k is said to be of strict positive type, if there exists ε > 0 such that t 7→ k(t)− ε e−t
is of positive type.
We recall the following characterization for kernels of positive type originally presented in
[NS76] (in fact for measures). However, we follow the proof given in [GLS90, p. 494].
Proposition 2.3.14. Let k ∈ ⋂̺>0 L1,̺(R≥0;R). Then k is of positive type if and only if
Re k̂(z) ≥ 0 for each z ∈ CRe>0. Furthermore, if k ∈ L1(R≥0;R) then k is of positive type if
and only if Re k̂(i t) ≥ 0 for each t ∈ R.
Proof. Assume that k is of positive type. Let t > 0, z ∈ CRe>0 and define f(s) := e−zs for
s ∈ R≥0. Then we have
0 ≤ Re
t∫
0
((k∗̂f) (s))∗ f(s) ds
= Re
t∫
0
 s∫
0
k(r) e−z(s−r) dr
∗ e−zs ds
= Re
t∫
0
s∫
0
k(r) e−z
∗(s−r) dr e−zs ds
= Re
t∫
0
k(r) ez
∗r
t∫
r
e−2sRe z ds dr.
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Letting t tend to infinity gives
0 ≤ Re
∞∫
0
k(r) ez
∗r
∞∫
r
e−2sRe z ds dr
=
1
2Re z
Re
∞∫
0
k(r) ez
∗r e−2rRe z dr
=
1
2Re z
Re
∞∫
0
k(r) e−zr dr
=
√
2π
2Re z
Re k̂(z),
which shows the first implication. Assume now that Re k̂(z) ≥ 0 for each z ∈ CRe>0. We note
that this implies that k∗ is an accretive operator on H̺(R) for each ̺ > 0 by Lemma 1.3.8.
Let t > 0 and f ∈ L2,loc(R≥0). Then g := χ[0,t]f ∈
⋂
̺≥0H̺(R) and hence,
0 ≤ Re〈k ∗ g|g〉H̺
= Re
t∫
0
((k ∗ g) (s))∗ f(s) e−2̺s ds
= Re
t∫
0
((k∗̂f) (s))∗ f(s) e−2̺s ds
for each ̺ > 0. Letting ̺→ 0 we derive the assertion by dominated convergence.
Assume now that k ∈ L1(R≥0;R). If k is of positive type, we have Re k̂(i t+ ̺) ≥ 0 for each
t ∈ R, ̺ > 0 by what we have shown above. Letting ̺ tend to 0, we get Re k̂(i t) ≥ 0 for t ∈ R.
If conversely, Re k̂(i t) ≥ 0 for each t ∈ R, we may use Lemma 1.3.8 to derive that k∗ defines
an accretive operator on L2(R). Hence, for f ∈ L2,loc(R≥0) and t ≥ 0 we derive that
0 ≤ Re〈k ∗ χ[0,t]f |χ[0,t]f〉L2(R)
= Re
t∫
0
((k∗̂f) (s))∗ f(s) ds,
which shows that k is of positive type.
In [CS11] the authors consider kernels k ∈ L1(R≥0;R), such that the function R≥0 ∋ t 7→∫∞
t
k(s) ds is a kernel of positive type. For those kernels we have the following result.
Lemma 2.3.15 ([CS08, Proposition 2.4]). Let k ∈ L1(R≥0;R). We set
K(t) :=
∞∫
t
k(s) ds (t ≥ 0).
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Then, if K is of positive type, we have that
t Im k̂(i t+ ̺) ≤ 0 (t ∈ R, ̺ ≥ 0).
If K ∈ L1(R≥0), then also the converse implication holds true.
Proof. Assume that K is of positive type. As K ∈ L∞(R≥0;R) we have that Re K̂(z) ≥ 0 for
each z ∈ CRe>0 by Proposition 2.3.14. For z ∈ CRe>0 we have that
K̂(z) =
1√
2π
∞∫
0
K(s) e−zs ds
=
1√
2π
∞∫
0
∞∫
s
k(r) dr e−zs ds
=
1√
2π
1
z
− ∞∫
0
k(s) e−zs ds+
∞∫
0
k(r) dr

=
1
z
 1√
2π
∞∫
0
k(s) ds− k̂(z)
 , (2.20)
which yields that
0 ≤ Re K̂(i t+ ̺)
=
1
| i t+ ̺|2
̺ 1√
2π
∞∫
0
k(s) ds− ̺Re k̂(i t+ ̺)− t Im k̂(i t+ ̺)
 ,
for each t ∈ R, ̺ > 0. Letting ̺ tend to 0, we infer
0 ≤ −1
t
Im k̂(i t)
which yields gives t Im k̂(i t) ≤ 0 for each t ∈ R. The assertion now follows from Lemma 1.3.10
with d = 0. Assume now that K ∈ L1(R≥0) and
t Im k̂(i t+ ̺) ≤ 0 (t ∈ R, ̺ ≥ 0).
In particular we get t Im k̂(i t) ≤ 0 and hence, using (2.20), we obtain
Re K̂(i t) = −Re 1
i t
k̂(i t) = −1
t
Im k̂(i t) ≥ 0 (t ∈ R).
Thus, the assertion follows from Proposition 2.3.14.
In [CS11] the exponential stability of a class of hyperbolic semilinear integro-differential equa-
tions is studied for kernels k ∈ L1,−α(R≥0;R) for some α > 0, satisfying
∫∞
0 k(t) dt < 1 and
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t 7→ ∫∞
t
eαs k(s) ds is a kernel of strict positive type. We show that these kernels are also
covered by our approach. For doing so, we need the following auxiliary results.
Lemma 2.3.16. Let k ∈ L1,−α(R≥0;R) for some α > 0, such that Kα(t) :=
∫∞
t
eαs k(s) ds
for t ≥ 0 is a kernel of strict positive type. Then there is ε > 0 such that
t Im k̂(i t+ ̺) ≤ −ε t
2
t2 + (̺+ α+ 1)2
(t ∈ R, ̺ ≥ −α).
Proof. Since Kα is of strict positive type, we find ε > 0, such that g(t) := Kα(t) − ε e−t =∫∞
t
kα(s) − ε e−s ds is of positive type, where we set kα(s) := eαs k(s). Hence, by Lemma
2.3.15 we have
t Im
(
k̂α(i t+ ̺)− ε 1
i t+ ̺+ 1
)
≤ 0 (t ∈ R, ̺ ≥ 0).
Moreover, using k̂α(z) = k̂(z − α) for each z ∈ CRe≥0, we derive
t Im k̂(i t+ ̺− α) ≤ −ε t
2
t2 + (̺+ 1)2
(t ∈ R, ̺ ≥ 0),
which gives the assertion.
Lemma 2.3.17. Let k ∈ L1(R≥0;R) such that K(t) :=
∫∞
t
k(s) ds for t ≥ 0 is a kernel of
positive type. Then
Re
(
z∗k̂(z)
)
≤ Re z√
2π
∞∫
0
k(s) ds (z ∈ CRe>0).
If in addition,
∫∞
0 k(s) ds < 1, then for each ̺ > 0 there exists c > 0 such that
|1−
√
2πk̂(z)| ≥ c (z ∈ CRe≥̺).
Proof. Since
K̂(z) =
1
z
 1√
2π
∞∫
0
k(s) ds− k̂(z)
 (z ∈ CRe>0),
we derive from Proposition 2.3.14
0 ≤ Re 1
z
 1√
2π
∞∫
0
k(s) ds− k̂(z)

=
1
|z|2
Re z√
2π
∞∫
0
k(s) ds− Re
(
z∗k̂(z)
)
for z ∈ CRe>0, which shows the first assertion. Assume now that
∫∞
0 k(s) ds < 1 and let
̺ > 0. We claim that
√
2πk̂(z) 6= 1 for each z ∈ CRe>0. Indeed, if
√
2πk̂(z) = 1 for some
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z ∈ CRe>0, we would have
Re z√
2π
= Re
(
z∗k̂(z)
)
≤ Re z√
2π
∞∫
0
k(s) ds,
according to what we have shown above. This however contradicts
∫∞
0 k(s) ds < 1 and thus,√
2πk̂(z) 6= 1 for z ∈ CRe>0. Since |k|L1,ν → 0 as ν →∞, we find ν > 0 such that
|1−
√
2πk̂(z)| ≥ 1− |k|L1,ν ≥
1
2
(z ∈ CRe>ν).
Moreover, by Proposition A.5 there exists some M > 0 such that
|1−
√
2πk̂(i t+ µ)| ≥ 1
2
(|t| > M,̺ ≤ µ ≤ ν).
By the continuity of k̂ and the fact that
√
2πk̂(z) 6= 1 for each z ∈ CRe>0, we infer that there
is some c˜ > 0 such that
|1−
√
2πk̂(i t+ µ)| ≥ c˜ (|t| ≤M,̺ ≤ µ ≤ ν).
Thus, the second assertion follows by setting c := min{c˜, 12}.
We can now prove that the kernels considered in [CS11] satisfy Condition 2.3.8.
Proposition 2.3.18. Let k ∈ L1,−α(R≥0;R) such that Kα(t) :=
∫∞
t
eαs k(s) ds for t ≥ 0
defines a kernel of strict positive type. Moreover, assume that
∫∞
0 k(s) ds < 1. Then k
satisfies Condition 2.3.8.
Proof. Obviously, k satisfies (c) and (d) since it is assumed to be real-valued. By Lemma
2.3.16 there is some ε > 0 such that
t Im k̂(i t+ ̺) ≤ −ε t
2
t2 + (̺+ α+ 1)2
(t ∈ R, ̺ ≥ −α).
Hence, setting gδ(̺) := ε
δ2
δ2+(̺+α+1)2 for ̺ ≥ −α and δ > 0, we infer
t Im〈k̂(i t+ ̺)x|x〉H0 = −t Im k̂(i t+ ̺)|x|2H0 ≥ gδ(̺)|x|2H0 (x ∈ H0, |t| ≥ δ, ̺ ≥ −α),
which is (e). Thus, it remains to show (a) and (b). For doing so, we show that for each
µ > −α the kernel Kµ(t) :=
∫∞
t
e−µs k(s) ds is of positive type. First we note that
t Im k̂(i t+ ̺) ≤ 0 (̺ ≥ −µ).
Moreover, Kµ ∈ L1(R≥0) since k ∈ L1,−α(R≥0) and hence, Kµ is of positive type according to
Lemma 2.3.15. Using the continuity of
ε 7→
∞∫
0
eεt k(t) dt,
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we find some 0 < ε < α such that
∫∞
0 e
εt k(t) dt < 1. Let 0 < µ < ε. Since Kε is of positive
type, we can apply Lemma 2.3.17 to find c > 0 such that
|1−
√
2πk̂(z)| ≥ c (z ∈ CRe≥−µ),
which implies (a). Finally, using that K0 is of positive type, we obtain by Lemma 2.3.17
Re
(
z∗k̂(z)
)
≤ Re z√
2π
∞∫
0
k(s) ds (z ∈ CRe>0).
Thus, for ̺0 > 0 we have that
Re〈(i t+ ̺)(1−
√
2πk̂(i t+ ̺)∗)x|x〉H0 =
(
̺−
√
2πRe
(
(− i t+ ̺)k̂(i t+ ̺)
))
|x|2H0
≥
̺− ̺ ∞∫
0
k(s) ds
 |x|2H0
≥ ̺0
1− ∞∫
0
k(s) ds
 |x|2H0 ,
for each x ∈ H0, t ∈ R, ̺ ≥ ̺0, which shows (b).
2.4. Notes
The main idea for the exponential stability of evolutionary problems is to study the Fourier-
Laplace transformed solution operator, which is an H∞-function on some right half plane
and to look for analytic and bounded extensions on a bigger right half plane containing the
imaginary axis. This idea is not new and was broadly applied, especially in the framework of
C0-semigroups. We just mention the famous Gearhart-Prüß Theorem [Prü84], which states
that for a C0-semigroup on a Hilbert space the growth bound and the abscissa of boundedness
coincide. The main reason, why this approach works is that we are dealing with Hilbert space
valued functions, since only in this case the Fourier transform (or the Fourier-Laplace trans-
form) becomes unitary, see [Kwa72]. Indeed, the Gearhart-Prüß Theorem is false for general
Banach spaces, see for instance the example in [GVW81], where a semigroup with growth
bound 0 and abscissa of boundedness −∞ is given. However, under additional assumptions
on the semigroup and/or the underlying Banach space, one can show the equality of growth
and abscissa of boundedness. Examples are: eventually norm continuous semigroups [EN00,
Chapter V, Theorem 1.10], positive semigroups on ordered Banach spaces with normal cone
[Neu86] (see also [ABHN11, Theorem 5.3.1]) and positive semigroups on Lp(Ω) for a σ-finite
measure space Ω [Wei95] (see also [ABHN11, Theorem 5.3.6]). We emphasize once again that
our notion of exponential stability (which means that the abscissa of boundedness is nega-
tive) does not yield an exponential decay for the solutions of evolutionary problems unless the
right-hand side is more regular. So, the main point in the cited theorems is that for suitable
Cauchy problems, where one can associate a C0-semigroup, our notion of exponential stability
indeed yields the exponential decay of the solution. We will address the question whether
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a similar result holds for a class of evolutionary problems in the next chapter. It should be
noted that our notion of exponential stability defined by the invariance of suitable spaces has
a counterpart in the theory of C0-semigroups, namely Datko’s Theorem ([Dat72], see also
[ABHN11, Theorem 5.1.2]). This theorem states that a C0-semigroup with generator A on
a Banach space X is exponentially stable if and only if all solutions u of the corresponding
inhomogeneous Cauchy-Problem
∂tu = Au+ f, u(0) = 0,
belong to Lp(R≥0;X) providing that f ∈ Lp(R≥0;X) for some (or equivalently all) p ∈ [1,∞[.
In other words, the associated solution operator leaves the space Lp(R≥0;X) invariant.
We remark that exponential stability is the perhaps strongest and simplest notion of stability
for evolutionary problems. It would be interesting to study other notions of stability like
polynomial decay of solutions or simply their convergence to 0. In the framework of C0-
semigroups, results in these directions are already known. We mention the famous Arendt-
Batty-Lyubich-Vu˜ Theorem (see [AB88] and [LV88]) for the strong stability of semigroups,
i.e. T (t) → 0 strongly as t → ∞. For the polynomial stability of semigroups on Hilbert
spaces we refer to [BT10], where the polynomial stability is characterized in terms of resolvent
estimates for the generator. A similar result linking resolvent estimates of the generator and
the asymptotic behaviour of the semigroup in a Banach space setting is the Theorem of Batty-
Duyckarts, [BD08]. The question, which arises naturally is whether those or similar results
can be carried over to evolutionary problems. This is not known so far and worthy to be
studied in future.
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In this last chapter we address the question of how to formulate initial value problems in the
framework of evolutionary problems. As evolutionary problems are operator equations, which
should hold on the whole real line as “time horizon”, we need to inspect how initial conditions
could be imposed in this setting. It turns out that particular distributional right-hand sides
and the causality of the solution operators can be used to formulate initial conditions (see
e.g. [PM11]). The distributions, which are needed to formulate initial value problems, will be
introduced in the first section of this chapter. Furthermore, in the theory of delay equations, it
is common to impose histories instead of initial values (see e.g. [Hal71, Web76, BP05]). Since
problems with memories are also covered by evolutionary problems, one needs to inspect how
histories can be formulated within the present framework and what is a suitable class of
histories. We answer these questions in the second section of this chapter. The third section is
devoted to the regularity of initial value problems. In particular, we derive conditions on the
material lawM and the operator A that allows us to associate a strongly continuous semigroup
to the problem under consideration. For the theory of strongly continuous semigroups we refer
to the monographs [EN00, ABHN11]. Moreover, we show that for those evolutionary problems,
where a semigroup can be associated with, the exponential stability presented in Chapter 2
yields the classical exponential stability, as it is introduced in the theory of semigroups under
suitable assumptions on the material law. In the last section we discuss several examples and
study their regularity and exponential stability.
3.1. Extrapolation spaces
Throughout this section let H be a Hilbert space. In this section we recall the concept of
extrapolation spaces, define the space H−1̺ (R;H) and discuss some of its properties. We
begin with the definition of extrapolation spaces associated with an operator C.
Definition. Let C : D(C) ⊆ H → H be a densely defined closed linear operator. We assume
that C is boundedly invertible. Then we define
H1(C) := (D(C), |C · |H) ,
which, due to the closedness of C, is again a Hilbert space with inner product
〈x|y〉H1(C) := 〈Cx|Cy〉H .
Moreover, we define
H−1(C) := ˜(H, |C−1 · |H),
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i.e. the completion of H with respect to the norm x 7→ |C−1x|H . We call (H1(C),H,H−1(C))
the Gelfand triple associated with C.
Remark 3.1.1. Note that by definition C : H1(C)→ H is an isometry and onto by assumption,
hence a unitary operator. Moreover
C : D(C) ⊆ H → H−1(C)
is isometric as well and has a dense range by assumption. Thus, there is a unique extension
of C, which we will again denote by C, such that
C : H → H−1(C)
is unitary. We note that we can continue the process of defining extrapolation spaces by using
powers of C. This results in so-called Sobolev chains, or more general, Sobolev lattices, see
[PM11, Chapter 2].
The following lemma provides another way of defining the space H−1(C).
Lemma 3.1.2. Let C : D(C) ⊆ H → H densely defined closed linear and boundedly invertible.
Then so is C∗ and
U : H−1(C)→ H1(C∗)′
x 7→ (y 7→ 〈C−1x|C∗y〉H)
is unitary, if we equip H1(C∗) with the linear structure
(λϕ+ ψ)(y) := λ∗ϕ(y) + ψ(y) (λ ∈ C, ϕ, ψ ∈ H1(C∗)′, y ∈ H1(C∗)).
Proof. It is clear that C∗ is densely defined closed and linear. Moreover, (C∗)−1 =
(
C−1
)∗
,
which yields that C∗ is boundedly invertible. Let now w, x ∈ H−1(C) and λ ∈ C. Then
U(λx+ w)(y) = 〈C−1(λx+ w)|C∗y〉H
= λ∗U(x)(y) + U(w)(y)
= (λU(x) + U(w))(y),
for each y ∈ H1(C∗), which shows the linearity of U . Moreover, we estimate
‖U(x)‖ = sup
|y|
H1(C∗)=1
∣∣〈C−1x|C∗y〉∣∣
H
≤ |C−1x|H = |x|H−1(C)
and
|x|2H−1(C) = 〈C−1x|C−1x〉H = U(x)((C∗)−1 C−1x) ≤ ‖U(x)‖|C−1x|H = ‖U(x)‖|x|H−1(C),
which gives the isometry of U . For showing that U is onto, let ϕ ∈ H1(C∗)′. By the Riesz
representation theorem there is u ∈ H1(C∗) such that
ϕ(y) = 〈u|y〉H1(C∗) = 〈C∗u|C∗y〉H (y ∈ H1(C∗)).
Hence, setting x := CC∗u ∈ H−1(C), we obtain U(x) = ϕ.
83
3. Initial conditions for evolutionary problems
Remark 3.1.3. The latter lemma also gives that the inner product in H has a natural extension
to a continuous sesquilinearform on H−1(C)×H1(C∗).
Further on, we do not distinguish between the spaces H−1(C) and H1(C∗)′.
Lemma 3.1.4. Let C : D(C) ⊆ H → H densely defined closed linear and let λ, µ ∈ ̺(C).
Then
H1(C − λ) ∼= H1(C − µ)
H−1(C − λ) ∼= H−1(C − µ).
Proof. Obviously H1(C − λ) = D(C) = H1(C − µ) as a set. We need show that id : H1(C −
λ)→ H1(C − µ) is continuous. The latter however is clear, since for x ∈ D(C) we have that
|x|H1(C−µ) = |(C − µ)x|H ≤ |(C − λ)x|H + |λ− µ||x|H ≤ (1 + |λ− µ|‖(C − λ)−1‖)|x|H1(C−λ).
By interchanging λ and µ in the latter computation, we infer H1(C−λ) ∼= H1(C−µ). By what
we have shown so far, we get that H1(C∗ − λ∗) ∼= H1(C∗ − µ∗), since λ∗, µ∗ ∈ ̺(C∗). Thus,
H1(C∗ − λ∗)′ ∼= H1(C∗ − µ∗)′ and hence, H−1(C − λ) ∼= H−1(C − µ) by Lemma 3.1.2.
Example 3.1.5. Let ̺ ∈ R \ {0} and set C = ∂0,̺, which is a densely defined closed linear
boundedly invertible operator on H̺(R;H). We set
H1̺ (R;H) := H
1(∂0,̺),
H−1̺ (R;H) := H
−1(∂0,̺).
Moreover, we set
H10 (R;H) := H
1(∂0,0 + 1),
H−10 (R;H) := H
−1(∂0,0 + 1).
For ̺ > 0 we aim to compute ∂0,̺χR≥tx ∈ H−1̺ (R;H) for t ∈ R, x ∈ H. For doing so, let
y ∈ C∞c (R;H) ⊆ H1(∂∗0,̺). Then
〈∂0,̺χR≥tx|y〉H−1(∂0,̺)×H1(∂∗0,̺) = 〈χR≥tx|∂
∗
0,̺y〉H̺(R;H)
=
∞∫
t
〈x| (−y′(s) + 2̺y(s))〉H e−2̺s ds
= 〈x|y(t)〉H e−2̺t
and thus, by the density of C∞c (R;H) in H1(∂∗0,̺) we get
∂0,̺χR≥tx = e
−2̺t δtx,
where δt denotes the Dirac-Delta distribution in t.
Next, we extend the Fourier-Laplace transform to the space H−1̺ (R;H).
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Proposition 3.1.6. Let ̺ ∈ R \ {0}. Then im+̺ : D(m) ⊆ L2(R;H) → L2(R;H) is
boundedly invertible and
L̺ : H̺(R;H) ⊆ H−1̺ (R;H)→ H−1(im+̺)
has a unitary extension. Moreover, the operator
F : L2(R;H) ⊆ H−10 (R;H)→ H−1(im+1)
has a unitary extension.
Proof. Let ̺ 6= 0. Since i m is skew-selfadjoint, we infer the bounded invertibility of im+̺.
Moreover, we have that
|L̺f |H−1(im+̺) = |(im+̺)−1L̺f |L2(R;H)
= |L̺∂−10,̺f |L2(R;H)
= |∂−10,̺f |H̺(R;H)
= |f |H−1̺ (R;H)
for each f ∈ H̺(R;H). Since L̺ [H̺(R;H)] = L2(R;H) ⊆ H−1(im+̺) is dense, the assertion
follows. The proof for F is completely analogous and is therefore omitted.
Proposition 3.1.7. Let A : D(A) ⊆ H0 → H1 be a densely defined closed and linear operator
between two Hilbert spaces H0 and H1. Then
A : D(A) ⊆ H0 → H−1(|A∗|+ 1)
is bounded and thus, it has a unique continuous extension to H0.
Proof. We use the relation (see e.g. [Wei80, p. 197 ff.])
A|A|x = |A∗|Ax
for all elements x ∈ D(A∗A). Then we have for x ∈ D(A∗A)
|Ax|H−1(|A∗|+1) =
∣∣(|A∗|+ 1)−1Ax∣∣
H1
=
∣∣∣A (|A|+ 1)−1 x∣∣∣
H1
=
∣∣∣|A| (|A|+ 1)−1 x∣∣∣
H0
≤ |x|H0 .
This gives the assertion, since D(A∗A) is dense in H0.
Lemma 3.1.8. Let ̺ > 0, t ∈ R and f ∈ H−1̺ (R;H). Then spt f ⊆ R≥t (here we mean the
usual support of a distribution) if and only if spt ∂−10,̺f ⊆ R≥t.
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Proof. Assume that spt f ⊆ R≥t. By continuous extension we obtain
〈f |g〉H−1(∂0,̺)×H1(∂∗0,̺) = 0
for each g ∈ H1(∂0,̺) with spt g ⊆ R<t. Let now ϕ ∈ C∞c (R;H) with sptϕ ⊆ R<t. Then an
easy computation yields that
((
∂∗0,̺
)−1
ϕ
)
(s) =
∞∫
s
ϕ(r) e−2̺(r−s) dr (s ∈ R)
and consequently spt
(
∂∗0,̺
)−1
ϕ ⊆ R<t. Hence, we obtain
〈∂−10,̺f |ϕ〉H̺(R;H) = 〈f |
(
∂∗0,̺
)−1
ϕ〉H−1(∂0,̺)×H1(∂∗0,̺) = 0,
which gives spt∂−10,̺f ⊆ R≥t. If on the other hand spt ∂−10,̺f ⊆ R≥t, we compute for each
ϕ ∈ C∞c (R;H) with sptϕ ⊆ R<t
〈f |ϕ〉H−1(∂0,̺)×H1(∂∗0,̺) = 〈∂
−1
0,̺f |∂∗0,̺ϕ〉H̺(R;H) = 0,
since spt ∂∗0,̺ϕ ⊆ sptϕ ⊆ R<t.
Our goal is to extend the solution theory for evolutionary problems to the extrapolation space
H−1̺ (R;H). For doing so, we need the following auxiliary results.
Proposition 3.1.9. Let ̺ ∈ R and F : {i t+ ̺ ; t ∈ R} → L(H) be bounded and strongly
measurable. Then F (∂0,̺) leaves the spaces H
1
̺(R;H) invariant and F (∂0,̺) ∈ L(H1̺(R;H)).
Moreover,
∂0,̺F (∂0,̺)g = F (∂0,̺)∂0,̺g (g ∈ H1̺ (R;H))
and the operator
F (∂0,̺) : H̺(R;H) ⊆ H−1̺ (R;H)→ H−1̺ (R;H)
is bounded and thus, it has a unique bounded extension to H−1̺ (R;H). Moreover, we have that
(∂0,̺ − c)−1F (∂0,̺)g = F (∂0,̺) (∂0,̺ − c)−1 g
for each g ∈ H−1̺ (R;H) and c ∈ ̺(∂0,̺).
Proof. Let g ∈ H1̺ (R;H) and set u := F (∂0,̺)g. We need to show that u ∈ H1̺ (R;H), which
is equivalent to
t 7→ (i t+ ̺) (L̺u) (t) ∈ L2(R;H).
Since
(L̺u) (t) = F (i t+ ̺) (L̺g) (t)
for almost every t ∈ R, we infer that
(i t+ ̺) (L̺u) (t) = F (i t+ ̺)(i t+ ̺) (L̺g) (t) (3.1)
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for almost every t ∈ R and thus,∫
R
|(i t+ ̺) (L̺u) (t)|2 dt ≤ sup
s∈R
‖F (i s+ ̺)‖2
∫
R
|(i t+ ̺)L̺g(t)|2 dt <∞,
since g ∈ H1̺ (R;H). Moreover, applying the inverse Fourier-Laplace transform L∗̺ to both
sides of (3.1), we obtain
∂0,̺F (∂0,̺)g = F (∂0,̺)∂0,̺g.
Consider now F (∂0,̺) : H̺(R;H) ⊆ H−1̺ (R;H) → H−1̺ (R;H) and let g ∈ H̺(R;H), c ∈
̺(∂0,̺). Since
F (∂0,̺)g = F (∂0,̺) (∂0,̺ − c) (∂0,̺ − c)−1 g = (∂0,̺ − c)F (∂0,̺) (∂0,̺ − c)−1 g,
by what we have shown above, we get
(∂0,̺ − c)−1 F (∂0,̺)g = F (∂0,̺) (∂0,̺ − c)−1 g. (3.2)
Thus, using Lemma 3.1.4 we estimate
|F (∂0,̺)g|H−1̺ (R;H) ≤ C| (∂0,̺ − c)
−1 F (∂0,̺)g|H̺(R;H)
= C|F (∂0,̺) (∂0,̺ − c)−1 g|H̺(R;H)
≤ C‖F (∂0,̺)‖| (∂0,̺ − c)−1 g|H̺(R;H)
≤ C˜‖F (∂0,̺)‖|g|H−1̺ (R;H),
for suitable constants C, C˜ > 0, which shows the boundedness of F (∂0,̺) on H−1̺ (R;H). The
last equality now follows from (3.2) by continuous extension.
Remark 3.1.10. The latter proposition particularly applies to solution operators of well-posed
evolutionary problems. Indeed, let A : D(A) ⊆ H → H densely defined closed and linear
and M : D(M) ⊆ C→ L(H) a linear material law. Assume that the associated evolutionary
problem is well-posed. Then, for ̺ > s0(M,A) we have that(
∂0,̺M(∂0,̺) +A
)−1
= F (∂0,̺),
where F (i t+ ̺) := ((i t+ ̺)M(i t+ ̺) +A)−1 for t ∈ R and hence, Proposition 3.1.9 applies.
Moreover, the translation operator τh on H̺(R;H) for ̺ ∈ R is another example, since τh =
F (∂0,̺) for F (i t+ ̺) := e(i t+̺)h .
For later purposes we need a way to compare elements of H−1̺ (R;H) and H−1µ (R;H) for
different values µ, ̺ ∈ R. This will be done by the following equivalence relation (see also
[PTW14a]).
Definition. Let f ∈ H−1̺ (R;H), g ∈ H−1µ (R;H) for some ̺, µ ∈ R. Then we set
f ∼ g :⇔ ∃c < min{̺, µ} : (∂0,̺ − c)−1 f = (∂0,µ − c)−1 g.
We state the following useful observations.
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Lemma 3.1.11. Let µ, ̺ ∈ R and f ∈ H−1̺ (R;H), g ∈ H−1µ (R;H).
(a) The following statements are equivalent:
(i) f ∼ g,
(ii) there exists a sequence (ϕn)n∈N in C∞c (R;H) such that ϕn → f in H−1̺ (R;H) and
ϕn → g in H−1µ (R;H) as n→∞,
(iii) For all c < min{̺, µ} we have (∂0,̺ − c)−1f = (∂0,µ − c)−1g.
(b) If f ∈ H̺(R;H), g ∈ Hµ(R;H) then f ∼ g if and only if f = g.
Proof. (a) (i)⇒ (ii): Assume f ∼ g, i.e. there is some c < min{̺, µ} such that (∂0,̺−c)−1f =
(∂0,µ− c)−1g. In particular, (∂0,̺ − c)−1 f ∈ H̺(R;H)∩Hµ(R;H) and thus, there exists a
sequence (ψn)n∈N in C∞c (R;H) such that ψn → (∂0,̺ − c)−1 f in H̺(R;H) and Hµ(R;H)
as n→∞ according to Lemma 1.1.2. We set ϕn := ψ′n− cψn ∈ C∞c (R;H). Then we have,
using Lemma 3.1.4,
|ϕn − f |H−1̺ (R;H) ≤ C|(∂0,̺ − c)
−1ϕn − (∂0,̺ − c)−1 f |H̺(R;H)
= C|ψn − (∂0,̺ − c)−1 f |H̺(R;H) → 0
and
|ϕn − g|H−1µ (R;H) ≤ C|(∂0,µ − c)−1ϕn − (∂0,µ − c)
−1 g|Hµ(R;H)
= C|ψn − (∂0,̺ − c)−1 f |Hµ(R;H) → 0
as n→∞.
(ii) ⇒ (iii): Let (ϕn)n∈N in C∞c (R;H) be a sequence as in (ii) and c < min{̺, µ}. Note
that by Lemma 3.1.4 we have that
(∂0,̺ − c)−1ϕn → (∂0,̺ − c)−1 f in H̺(R;H)
(∂0,µ − c)−1ϕn → (∂0,µ − c)−1 g in Hµ(R;H)
as n→∞. Choosing a suitable subsequence, we assume without loss of generality that the
convergence holds pointwise almost everywhere. Since the function T : CRe>min{̺,µ} → C
defined by T (z) := (z − c)−1 is analytic and bounded, we get by Theorem 1.2.9 that
(∂0,̺ − c)−1ϕn = (∂0,µ − c)−1ϕn
for each n ∈ N and thus, also
(∂0,̺ − c)−1 f = (∂0,µ − c)−1 g.
(iii) ⇒ (i): This is trivial.
(b) Let f ∈ H̺(R;H) and g ∈ Hµ(R;H). If f ∼ g then there is some c < min{̺, µ} such
that (∂0,̺ − c)−1f = (∂0,µ − c)−1 g. We prove the following auxiliary result. For h ∈
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H1µ(R;H) ∩H1̺(R;H) we have ∂0,µh = ∂0,̺h. Indeed, for ϕ ∈ C∞c (R;H) we have that∫
R
〈∂0,̺h(t)|ϕ(t)〉 dt = 〈∂0,̺h| e2̺m ϕ〉H̺(R;H)
= 〈h|∂∗0,̺
(
e2̺m ϕ
)〉H̺(R;H)
= 〈h| − e2̺m ϕ′〉H̺(R;H)
=
∫
R
〈h(t)| − ϕ′(t)〉 dt
and the same computation for µ instead of ̺ yields∫
R
〈∂0,̺h(t)|ϕ(t)〉 dt =
∫
R
〈∂0,µh(t)|ϕ(t)〉 dt.
Since this holds for each ϕ ∈ C∞c (R;H), we infer ∂0,̺h = ∂0,µh. Applying this result to
h := (∂0,̺ − c)−1f ∈ H1̺(R;H) ∩H1µ(R;H), we obtain
f = (∂0,̺ − c)h = (∂0,µ − c) h = g.
If on the other hand f = g, then Theorem 1.2.9 applied to T (z) := (z − c)−1 for z ∈
CRe>max{̺,µ} and some c < max{̺, µ} yields (∂0,̺ − c)−1 f = (∂0,µ − c)−1g, i.e., f ∼ g.
Remark 3.1.12. The latter lemma in particular implies that ∼ is an equivalence relation on the
set
⋃
̺∈RH
−1
̺ (R;H). Indeed, the reflexivity and symmetry are obvious and the transitivity
can easily be obtained by using the equivalence (i)⇔(iii) in Lemma 3.1.11 (a).
With the relation ∼ at hand, we are able to prove the independence on the parameter ̺ of
the operator (∂0,̺M(∂0,̺) + A)−1, established as a bounded operator on H−1̺ (R;H). As in
Section 1.2, we formulate this result for analytic and bounded operator-valued functions.
Proposition 3.1.13. Let ̺0 ∈ R and T : CRe>̺0 → L(H) be analytic and bounded. Let
̺, µ ≥ ̺0 and f ∈ H−1̺ (R;H), g ∈ H−1µ (R;H) with f ∼ g. Then, T (∂0,̺)f ∼ T (∂0,µ)g.
Proof. Let c < ̺0. Then we have h := (∂0,̺ − c)−1f = (∂0,µ − c)−1g ∈ H̺(R;H) ∩Hµ(R;H)
according to Lemma 3.1.11 (a). Hence, by Proposition 3.1.9 and Theorem 1.2.9 we have that
(∂0,̺ − c)−1T (∂0,̺)f = T (∂0,̺)h = T (∂0,µ)h = (∂0,µ − c)−1T (∂0,µ)g,
which shows the assertion.
Classical initial value problems are formulated on R>0 as “time horizon”. Since evolutionary
problems use the whole real line, we need to find a proper way to restrict the “time horizon”
to the positive reals. The key for doing this is the following lemma.
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Lemma 3.1.14. Let ̺ > 0 and t ∈ R. Consider the operators
χR≥t(m) : H̺(R;H)→ H̺(R;H)
f 7→ (s 7→ χR≥t(s)f(s))
and
χR≤t(m) : H̺(R;H)→ H̺(R;H)
f 7→ (s 7→ χR≤t(s)f(s)) .
Then
χR≥t(m)f = ∂0,̺χR≥t(m)∂
−1
0,̺f − e−2̺t
(
∂−10,̺f
)
(t+)δt,
χR≤t(m)f = ∂0,̺χR≤t(m)∂
−1
0,̺f + e
−2̺t
(
∂−10,̺f
)
(t−)δt
for each f ∈ H̺(R;H). Note here, that ∂−10,̺f has a continuous representative by Proposition
1.1.8.
Proof. Let f ∈ H̺(R;H) and set F (t) := (∂−10,̺f)(t) =
∫ t
−∞ f(s) ds for t ∈ R. For g ∈
C∞c (R;H) we then compute using integration by parts
〈∂0,̺χR≥t(m)∂−10,̺f |g〉H−1(∂0,̺)×H1(∂∗0,̺)
= 〈χR≥t(m)F |∂∗0,̺g〉H̺(R;H)
=
∞∫
t
〈F (s)| − g′(s) + 2̺g(s)〉H e−2̺s ds
=
∞∫
t
〈f(s)|g(s)〉H e−2̺s ds+ e−2̺t F (t) g(t)
= 〈χR≥t(m)f |g〉H̺(R;H) + 〈e−2̺t F (t+)δt|g〉H−1(∂0,̺)×H1(∂∗0,̺).
The latter gives
χR≥t(m)f = ∂0,̺χR≥t(m)∂
−1
0,̺f − e−2̺t
(
∂−10,̺f
)
(t+)δt.
The equality for χR≤t(m)f follows by arguing analogously.
The latter representation for the cut-off operators has the advantage that it can be extended
to certain elements in H−1̺ (R;H) in a canonical way.
Definition. Let ̺ > 0, t ∈ R. We define
Pt : D(Pt) ⊆ H−1̺ (R;H)→ H−1̺ (R;H)
f 7→ ∂0,̺χR≥t(m)∂−10,̺f − e−2̺t
(
∂−10,̺f
)
(t+)δt
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with1
D(Pt) :=
{
f ∈ H−1̺ (R;H) ; (∂−10,̺f)(t+) exists
}
,
as well as
Qt : D(Qt) ⊆ H−1̺ (R;H)→ H−1̺ (R;H)
f 7→ ∂0,̺χR≤t(m)∂−10,̺f + e−2̺t
(
∂−10,̺f
)
(t−)δt
with
D(Qt) :=
{
f ∈ H−1̺ (R;H) ; (∂−10,̺f)(t−) exists
}
.
Remark 3.1.15. By Lemma 3.1.14 we have Ptf = χR≥t(m)f and Qtf = χR≤t(m)f for f ∈
H̺(R;H).
We collect some useful properties for the so introduced operators Pt and Qt.
Proposition 3.1.16. Let ̺ > 0 and s, t ∈ R.
(a) We have δs ∈ D(Pt) ∩D(Qt) and
Ptδs =
{
δs if s > t,
0 if s ≤ t, Qtδs =
{
0 if s ≥ t,
δs if s < t.
(b) It holds
PtPs ⊆ Pmax{t,s}
with equality if and only if t ≤ s.
(c) It holds
τsPt = Pt−sτs.
(d) For f ∈ D(Pt) ∩D(Qt) we have that
f = Ptf +Qtf + e
−2̺t
((
∂−10,̺f
)
(t+)−
(
∂−10,̺f
)
(t−)
)
δt.
(e) For f ∈ H−1̺ (R;H) we have that spt f ⊆ R≥t if and only if f ∈ D(Qt) with Qtf = 0.
Moreover, spt f ⊆ R≤t if and only if f ∈ D(Pt) with Ptf = 0.
1For a function f ∈ L2,loc(R;H) we say that a := f(t+) exists for some t ∈ R, if
∀ε > 0∃δ > 0 : |f(s)− a| < ε (s ∈]t, t+ δ[ a.e.).
Similarly, we say that b := f(t−) exists for some t ∈ R, if
∀ε > 0∃δ > 0 : |f(s)− b| < ε (s ∈]t − δ, t[ a.e.).
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Proof. (a) Since ∂−10,̺δs = e
2̺s χR≥s , we infer δs ∈ D(Pt) ∩D(Qt). We compute
Ptδs = ∂0,̺χR≥t(m)∂
−1
0,̺δs − e−2̺t
(
∂−10,̺δs
)
(t+)δt
= ∂0,̺χR≥t(m) e
2̺s χR≥s − e−2̺t
(
e2̺s χR≥s
)
(t+)δt
= e2̺s ∂0,̺χR≥max{t,s} − e−2̺(t−s) χR≥s(t+)δt
= e2̺(s−max{t,s}) δmax{t,s} − e−2̺(t−s) χR≥s(t+)δt.
Hence, we obtain
Ptδs =
{
δs if s > t,
0 if s ≤ t.
The equality for Qtδs follows by arguing analogously.
(b) Let f ∈ D(PtPs). We have that
∂−10,̺Psf = χR≥s(m)∂
−1
0,̺f −
(
∂−10,̺f
)
(s+)χR≥s (3.3)
and since
(
∂−10,̺Psf
)
(t+) exists, we infer that
(
χR≥s(m)∂
−1
0,̺f
)
(t+) exists, too. Conse-
quently, we compute
PtPsf = ∂0,̺χR≥t(m)∂
−1
0,̺Psf − e−2̺t
(
∂−10,̺Psf
)
(t+)δt
= ∂0,̺χR≥max{t,s}(m)∂
−1
0,̺f − ∂0,̺
(
∂−10,̺f
)
(s+)χR≥max{t,s}−
− e−2̺t χR≥s(t+)
(
∂−10,̺f
)
(t+)δt + e
−2̺t
(
∂−10,̺f
)
(s+)χR≥s(t+)δt
= ∂0,̺χR≥max{t,s}(m)∂
−1
0,̺f − e−2̺max{t,s}
(
∂−10,̺f
)
(s+)δmax{t,s}
− e−2̺t χR≥s(t+)
((
∂−10,̺f
)
(t+)−
(
∂−10,̺f
)
(s+)
)
δt.
If t < s, we get
PtPsf = ∂0,̺χR≥s(m)∂
−1
0,̺f − e−2̺s
(
∂−10,̺f
)
(s+)δs
= Psf,
while for t ≥ s we obtain
PtPsf = ∂0,̺χR≥t(m)∂
−1
0,̺f − e−2̺t
(
∂−10,̺f
)
(s+)δt − e−2̺t
((
∂−10,̺f
)
(t+)−
(
∂−10,̺f
)
(s+)
)
δt
= Ptf.
This shows the asserted inclusion PtPs ⊆ Pmax{t,s}. We now prove that equality holds if
and only if t ≤ s. Indeed, if t ≤ s and f ∈ D(Ps) we obtain by (3.3) that(
∂−10,̺Psf
)
(t+) = 0
and hence, f ∈ D(PtPs). Assume now that t > s. We give an example for f ∈ D(Pt) such
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that f /∈ D(PtPs). For doing so, we define
g(x) := χR≥s(x) sin
(
1
x− s
)
.
Then clearly g ∈ H̺(R). We set f := ∂0,̺g ∈ H−1̺ (R). Then f ∈ D(Pt) since
(
∂−10,̺f
)
(t+) =
sin
(
1
t−s
)
. However, f /∈ D(Ps) since limx→s+ sin
(
1
x−s
)
does not exist.
(c) Let f ∈ H−1̺ (R;H). Then we have
f ∈ D(Pt)⇔
(
∂−10,̺f
)
(t+) exists
⇔
(
τs∂
−1
0,̺f
)
((t− s)+) exists
⇔ τsf ∈ D(Pt−s).
Moreover, for f ∈ D(Pt) we have that
τsPtf = τs
(
∂0,̺χR≥t(m)∂
−1
0,̺f − e−2̺t
(
∂−10,̺f
)
(t+)δt
)
= ∂0,̺τsχR≥t(m)∂
−1
0,̺f − e−2̺t
(
∂−10,̺f
)
(t+)τsδt.
Using now τsχR≥t(m) = χR≥t−s(m)τs as well as
τsδt = e
2̺t ∂0,̺τsχR≥t
= e2̺t ∂0,̺χR≥t−s
= e2̺s δt−s,
we derive that
τsPtf = ∂0,̺χR≥t−s(m)∂
−1
0,̺τsf − e−2̺(t−s)
(
∂−10,̺τsf
)
((t− s)+) δt−s
= Pt−sτsf.
(d) Let f ∈ D(Pt) ∩D(Qt). Then we have that
Ptf +Qtf
= ∂0,̺χR≥t(m)∂
−1
0,̺f − e−2̺t
(
∂−10,̺f
)
(t+)δt + ∂0,̺χR≤t(m)∂
−1
0,̺f + e
−2̺t
(
∂−10,̺f
)
(t−)δt
= f − e−2̺t
((
∂−10,̺f
)
(t+)−
(
∂−10,̺f
)
(t−)
)
δt.
(e) Let f ∈ H−1̺ (R;H). We first assume that spt f ⊆ R≥t. Then by Lemma 3.1.8 we have
spt ∂−10,̺f ⊆ R≥t and thus (
∂−10,̺f
)
(t−) = 0.
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Hence, f ∈ D(Qt) and
Qtf = ∂0,̺χR≤t(m)∂
−1
0,̺f + e
−2̺t
(
∂−10,̺f
)
(t−)δt = 0.
If on the other hand f ∈ D(Qt) with Qtf = 0, we compute for ϕ ∈ C∞c (R;H) with
sptϕ ⊆ R<t
〈f |ϕ〉H−1(∂0,̺)×H1(∂∗0,̺) = 〈∂
−1
0,̺f |∂∗0,̺ϕ〉H̺(R;H)
= 〈χR≤t(m)∂−10,̺f |∂∗0,̺ϕ〉H̺(R;H)
= 〈Qtf |ϕ〉H−1(∂0,̺)×H1(∂0,̺) − e−2̺t
(
∂−10,̺f
)
(t−)ϕ(t)
= 0.
This gives spt f ⊆ R≥t.
Assume now that spt f ⊆ R≤t. Consider the space
V :=
{
χR≥tx ; x ∈ H
} ⊆ H̺(R;H).
Then V is closed and for g ∈ H̺(R;H) we have that
g ∈ V ⊥ ⇔ ∀x ∈ H :
∞∫
t
〈g(t)|x〉H e−2̺t dt = 0
⇔
∞∫
t
g(t) e−2̺t dt = 0.
Let now g ∈ V ⊥. Then
〈χR≥t(m)∂−10,̺f |g〉H̺(R;H) = 〈f |
(
∂∗0,̺
)−1
χR≥t(m)g〉H−1(∂0,̺)×H1(∂∗0,̺)
and since ((
∂∗0,̺
)−1
χR≥t(m)g
)
(s) =
∞∫
s
χR≥t(r)g(r) e
−2̺r dr e2̺s = 0
for s ≤ t, we infer that
〈χR≥t(m)∂−10,̺f |g〉H̺(R;H) = 0.
Hence, χR≥t(m)∂
−1
0,̺f ∈ V and thus, there is x ∈ H with
χR≥t(m)∂
−1
0,̺f = χR≥tx.
The latter gives f ∈ D(Pt) and
Ptf = ∂0,̺χR≥t(m)∂
−1
0,̺f − e−2̺t δtx = 0.
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If f ∈ D(Pt) and Ptf = 0 we compute for ϕ ∈ C∞c (R>t;H)
〈f |ϕ〉H−1(∂0,̺)×H1(∂∗0,̺) = 〈∂
−1
0,̺f |∂∗0,̺ϕ〉H̺(R;H)
= 〈χR≥t(m)∂−10,̺f |∂∗0,̺ϕ〉H̺(R;H)
= 〈Ptf |ϕ〉H−1(∂0,̺)×H1(∂0,̺) + e−2̺t
(
∂−10,̺f
)
(t+)ϕ(t)
= 0,
which completes the proof.
3.2. Admissible initial values and histories
It is the aim of this section to provide the “correct” spaces for initial values and histories for
a given well-posed evolutionary problem. Throughout, let H a Hilbert space and assume that
M : D(M) ⊆ C → L(H) is a linear material law and A : D(A) ⊆ H → H is densely defined
closed and linear, such that the evolutionary problem associated with M and A is well-posed.
We first aim to give the following initial value problem a meaningful interpretation in the
framework of evolutionary problems:
(∂0,̺M(∂0,̺) +A) u = 0 on R>0, (3.4)
u|R<0 = g. (3.5)
Here, ̺ > s0(M,A) and g ∈ χR≤0(m)[H1̺ (R;H)], i.e. g = χR≤0(m)w for some w ∈ H1̺(R;H)
and we are seeking for a solution u ∈ H1̺(R;H) satisfying (3.4) and (3.5). We start by
doing some heuristics and ignoring all domain constraints. This will be used to motivate
the definition of the space of admissible histories g. As u is known on R<0 by (3.5), we may
decompose
u = v + g,
where v := χR≥0(m)u ∈ H̺(R≥0;H). Then we have
v − χR≥0g(0−) ∈ H1̺ (R;H). (3.6)
We replace (3.4) by
P0 (∂0,̺M(∂0,̺) +A)u = 0,
where P0 is the cut-off operator defined in the previous section. Using the decomposition of
u we infer
P0 (∂0,̺M(∂0,̺) +A) v = −P0 (∂0,̺M(∂0,̺) +A) g = −P0∂0,̺M(∂0,̺)g,
where we have used P0A = AP0, since A just acts in H. The left-hand side in the latter
equality can be written as
P0∂0,̺M(∂0,̺)v +Av = ∂0,̺χR≥0(m)M(∂0,̺)v − (M(∂0,̺)v) (0+)δ0 +Av
= (∂0,̺M(∂0,̺) +A) v − (M(∂0,̺)v) (0+)δ0.
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Thus, we end up with an evolutionary problem for the unknown v of the form
(∂0,̺M(∂0,̺) +A) v = (M(∂0,̺)v) (0+)δ0 − P0∂0,̺M(∂0,̺)g.
We note that the right-hand side also depends on v as the value of (M(∂0,̺)v) (0+) is unknown.
We replace this term by an arbitrary x ∈ H, which will depend on the history g. Since the
evolutionary problem is assumed to be well-posed, we get that
v = (∂0,̺M(∂0,̺) +A)
−1 (xδ0)− (∂0,̺M(∂0,̺) +A)−1 P0∂0,̺M(∂0,̺)g.
Taking condition (3.6) into account, we get that
(∂0,̺M(∂0,̺) +A)
−1 (xδ0 − P0∂0,̺M(∂0,̺)g)− χR≥0g(0−) ∈ H1̺(R;H)
and this condition will be used for the definition of admissible initial values and histories. In
order to provide slightly shorter formulas, we introduce the notation
S̺ :=
(
∂0,̺M(∂0,̺) +A
)−1
.
We restrict ourselves to a slightly smaller class of material laws, which are defined as follows.
Definition. Let M : D(M) ⊆ C→ L(H) be a linear material law. We call M regularizing, if
there is ̺0 ∈ R>0 such that CRe≥̺0 ⊆ D(M), M |CRe≥̺0 is bounded and
∀̺ ≥ ̺0, x ∈ H :
(
M(∂0,̺)χR≥0x
)
(0+) exists.
Remark 3.2.1. Note that M is regularizing if and only if ∂0,̺M(∂0,̺)χR≥0x ∈ D(P0) for each
x ∈ H, ̺ ≥ ̺0 for some ̺0 > 0.
Lemma 3.2.2. Let M be a linear material law and set
b(M) := inf
{
̺0 ∈ R≥0 ; CRe≥̺0 ⊆ D(M),M |CRe≥̺0 bounded
}
.
Then M is regularizing if and only if b(M) <∞ and
∃̺ > b(M)∀x ∈ H : (M(∂0,̺)χR≥0x) (0+) exists.
Proof. If M is regularizing, then the assertion holds trivially. Assume now that b(M) < ∞
and
∃̺ > b(M)∀x ∈ H : (M(∂0,̺)χR≥0x) (0+) exists.
We need to prove that
∀̺ > b(M), x ∈ H : (M(∂0,̺)χR≥0x) (0+) exists.
However, since M |CRe>b(M) is analytic and bounded on CRe≥b(M)+ε for each ε > 0, we infer
from Theorem 1.2.9 that M(∂0,̺) = M(∂0,ν) on H̺(R;H) ∩Hν(R;H) for each ̺, ν > b(M).
Since χR≥0x ∈
⋂
̺>0H̺(R;H), the assertion follows.
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Next, we show that for a regularizing material law M we have that for large enough ̺
∂0,̺M(∂0,̺)g ∈ D(P0)
for each g ∈ χR≤0(m)[H1̺ (R;H)] . For doing so, we need the following small observation.
Lemma 3.2.3. Let ̺ > 0 and g ∈ H̺(R;H) with spt g ⊆ R≤0. Then g ∈ χR≤0(m)
[
H1̺(R;H)
]
if and only if g(0−) exists and g + χR≥0g(0−) ∈ H1̺(R;H).
Proof. Assume first that g ∈ χR≤0(m)[H1̺ (R;H)]. Then there exists w ∈ H1̺ (R;H) such that
g = χR≤0(m)w. Since w is continuous by the Sobolev embedding theorem (see Proposition
1.1.8), we infer that g(0−) = w(0) exists. Moreover, we have that
∂0,̺
(
g + χR≥0g(0−)
)
= ∂0,̺χR≤0(m)w + δ0g(0−)
= ∂0,̺χR≤0(m)∂
−1
0,̺∂0,̺w + δ0w(0)
= Q0∂0,̺w
= χR≤0(m)w ∈ H̺(R;H)
and thus, g + χR≥0g(0−) ∈ H1̺(R;H).
The reverse implication holds trivially, since χR≤0(m)
(
g + χR≥0g(0−)
)
= g.
Lemma 3.2.4. Let M be a regularizing linear material law and ̺ > b(M). Then for each
g ∈ χR≤0(m)[H1̺ (R;H)] we have ∂0,̺M(∂0,̺)g ∈ D(P0).
Proof. Let g ∈ χR≤0(m)[H1̺ (R;H)]. We need to show that (M(∂0,̺)g) (0+) exists. By Lemma
3.2.3 we have that g(0−) exists and g + χR≥0g(0−) ∈ H1̺ (R;H). Thus, we have that
M(∂0,̺)g =M(∂0,̺)(g + χR≥0g(0−)) −M(∂0,̺)χR≥0g(0−)
and since the first summand on the right-hand side is in H1̺ (R;H) and therefore continuous,
and M is regularizing, we infer that (M(∂0,̺)g) (0+) exists.
With these results at hand, we are now able to define the history space. Throughout, we
assume that M is regularizing and we set
K̺ : χR≤0(m)[H
1
̺ (R;H)]→ H−1̺ (R;H)
g 7→ P0∂0,̺M(∂0,̺)g.
Definition. Let ̺ > max{s0(M,A), b(M)}. We define
His̺(M,A) := {g ∈ χR≤0(m)[H1̺ (R;H)] ; ∃x ∈ H : S̺ (δ0x−K̺g)− χR≥0g(0−) ∈ H1̺ (R;H)}
the space of admissible histories for M and A. Moreover, we define
IV̺(M,A) := {g(0−) ; g ∈ His̺(M,A)},
the space of admissible initial values for M and A.
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We first show that the element x used in the definition of His̺(M,A) is uniquely determined.
Lemma 3.2.5. Let g ∈ His̺(M,A) and x ∈ H such that
S̺ (xδ0 −K̺g)− χR≥0g(0−) ∈ H1̺(R;H).
Then
x =
(
M(∂0,̺)χR≥0g(0−)
)
(0+)
= (M(∂0,̺)g) (0−)− (M(∂0,̺)g) (0+).
Proof. Since
S̺ (xδ0 −K̺g)− χR≥0g(0−) ∈ H1̺(R;H),
we obtain
xδ0 −K̺g − (∂0,̺M(∂0,̺) +A)χR≥0g(0−) ∈ H̺(R;H−1(|A∗|+ 1)).
Since clearly AχR≥0g(0−) ∈ H̺(R;H−1(|A∗|+ 1)) we infer
xδ0 −K̺g − ∂0,̺M(∂0,̺)χR≥0g(0−) ∈ H̺(R;H−1(|A∗|+ 1)).
We note that due to causality ∂0,̺M(∂0,̺)χR≥0g(0−) ∈ N(Q0) and hence, since we have that
∂0,̺M(∂0,̺)χR≥0g(0−) ∈ D(P0) by assumption, Proposition 3.1.16 (d) yields
∂0,̺M(∂0,̺)χR≥0g(0−) = P0∂0,̺M(∂0,̺)χR≥0g(0−) + δ0
(
M(∂0,̺)χR≥0g(0−)
)
(0+)
= K̺χR≥0g(0−) + δ0
(
M(∂0,̺)χR≥0g(0−)
)
(0+).
Thus, we have that
xδ0 −K̺g − ∂0,̺M(∂0,̺)χR≥0g(0−)
= δ0(x−
(
M(∂0,̺)χR≥0g(0−)
)
(0+)) −K̺
(
g + χR≥0g(0−)
) ∈ H̺(R;H−1(|A∗|+ 1)).
Since g+χR≥0g(0−) ∈ H1̺ (R;H) by Lemma 3.2.3, we have that ∂0,̺M(∂0,̺)
(
g + χR≥0g(0−)
) ∈
H̺(R;H) and thus,
P0K̺
(
g + χR≥0g(0−)
)
= χR≥0(m)K̺
(
g + χR≥0g(0−)
) ∈ H̺(R;H).
This, in turn, implies
δ0
(
x− (M(∂0,̺)χR≥0g(0−)) (0+)) ∈ H̺(R;H−1(|A∗|+ 1))
and hence,
x =
(
M(∂0,̺)χR≥0g(0−)
)
(0+).
Moreover, we have that(
M(∂0,̺)χR≥0g(0−)
)
(0+) =
(
M(∂0,̺)
(
g + χR≥0g(0−)
))
(0+)− (M(∂0,̺)g) (0+)
=
(
M(∂0,̺)
(
g + χR≥0g(0−)
))
(0−)− (M(∂0,̺)g) (0+),
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since M(∂0,̺)
(
g + χR≥0g(0−)
) ∈ H1̺ (R;H). Hence, by causality of M(∂0,̺), we end up with
x =
(
M(∂0,̺)χR≥0g(0−)
)
(0+)
= (M(∂0,̺)g) (0−)− (M(∂0,̺)g) (0+).
Definition. We define the operator
Γ̺(M,A) : His̺(M,A)→ H
g 7→ (M(∂0,̺)g) (0−)− (M(∂0,̺)g) (0+).
We now provide a rigorous proof for the heuristics done at the beginning of this section.
Proposition 3.2.6. Let ̺ > max{s0(M,A), b(M)} and g ∈ His̺(M,A). We define
v := S̺
(
Γ̺(M,A)gδ0 −K̺g
)
.
Then, for u := v+ g we have that u ∈ H1̺(R;H) satisfies (3.5). Moreover, u satisfies (3.4) in
the sense that
spt (∂0,̺M(∂0,̺) +A) u ⊆ R≤0.
Proof. We first show that v ∈ H̺(R≥0;H). Indeed, we have that v−χR≥0g(0−) ∈ H1̺(R;H) ⊆
H̺(R;H), which gives that v ∈ H̺(R;H). Moreover, we have that
∂−10,̺v = S̺∂
−1
0,̺
(
Γ̺(M,A)gδ0 −K̺g
)
= S̺∂
−1
0,̺
(
Γ̺(M,A)gδ0 −
(
∂0,̺χR≥0(m)M(∂0,̺)g − δ0 (M(∂0,̺)g) (0+)
))
= S̺
(
Γ̺(M,A)gχR≥0 + (M(∂0,̺)g) (0+)χR≥0 − χR≥0(m)M(∂0,̺)g
)
and thus, due to causality of S̺ we deduce that spt∂
−1
0,̺v ⊆ R≥0. This yields spt v ⊆
R≥0. Hence, u|R<0 = g and since v(0+) = g(0−) we infer u ∈ H1̺(R;H). Let now ϕ ∈
C∞c (R>0;D(A∗)). Then we have that
〈(∂0,̺M(∂0,̺) +A)u|ϕ〉H̺(R;H−1(|A∗|+1))×H̺(R;H1(|A∗|+1))
= 〈u| (∂0,̺M(∂0,̺) +A)∗ ϕ〉H̺(R;H)
= 〈v| (∂0,̺M(∂0,̺) +A)∗ ϕ〉H̺(R;H) + 〈g| (∂0,̺M(∂0,̺) +A)∗ ϕ〉H̺(R;H)
= 〈Γ̺(M,A)gδ0 −K̺g|ϕ〉H−1(∂0,̺)×H1(∂∗0,̺) + 〈g| (∂0,̺M(∂0,̺) +A)
∗ ϕ〉H̺(R;H)
= 〈∂−10,̺
(
Γ̺(M,A)gδ0 −K̺g
)
|∂∗0,̺ϕ〉H̺(R;H) + 〈g| (∂0,̺M(∂0,̺))∗ ϕ〉H̺(R;H),
where we have used sptA∗ϕ ⊆ R≥0 and spt g ⊆ R≤0. Recalling that
∂−10,̺
(
Γ̺(M,A)gδ0 −K̺g
)
= ((M(∂0,̺)g) (0−)− (M(∂0,̺)g) (0+))χR≥0 + (M(∂0,̺)g) (0+)χR≥0 − χR≥0(m)M(∂0,̺)g
= (M(∂0,̺)g) (0−)χR≥0 − χR≥0(m)M(∂0,̺)g,
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we deduce that
〈∂−10,̺
(
Γ̺(M,A)gδ0 −K̺g
)
|∂∗0,̺ϕ〉H̺(R;H)
= 〈(M(∂0,̺)g) (0−)χR≥0 |∂∗0,̺ϕ〉H̺(R;H) − 〈χR≥0(m)M(∂0,̺)g|∂∗0,̺ϕ〉H̺(R;H)
= −〈χR≥0(m)M(∂0,̺)g|∂∗0,̺ϕ〉H̺(R;H)
= −〈M(∂0,̺)g|∂∗0,̺ϕ〉H̺(R;H)
where we have used ϕ(0) = 0 and spt ∂∗0,̺ϕ ⊆ sptϕ ⊆ R>0. Summarizing, we obtain that
〈(∂0,̺M(∂0,̺) +A) u|ϕ〉H̺(R;H−1(|A∗|+1))×H̺(R;H1(|A∗|+1))
= −〈M(∂0,̺)g|∂∗0,̺ϕ〉H̺(R;H) + 〈g| (∂0,̺M(∂0,̺))∗ ϕ〉H̺(R;H)
= 0,
which finishes the proof.
In the case that the evolutionary problem associated with M and A does not have memory,
the space IV̺(M,A) should not depend on the admissible histories. More precisely, we should
have
His̺(M,A) =
{
g ∈ χR≤0
[
H1̺(R;H)
]
; g(0−) ∈ IV̺(M,A)
}
and for x ∈ IV̺(M,A) any two functions g, g˜ ∈ His̺(M,A) with g˜(0−) = g(0−) = x should
yield the same solution of the initial value problem. Before we study this case, we need to
define what we mean by “having no memory”.
Definition. An operator T : D(T ) ⊆ H̺(R;H) → H̺(R;H) is said to be amnesic, if for all
f ∈ D(T ) and a ∈ R
spt f ⊆ R≤a ⇒ sptTf ⊆ R≤a.
Apparently, amnesia and causality are two properties which are strongly related.
Lemma 3.2.7. Let T : D(T ) ⊆ H̺(R;H)→ H̺(R;H) and define
σ−1 : L2,loc(R;H)→ L2,loc(R;H)
f 7→ (t 7→ f(−t)) .
Then T is amnesic, if and only if σ−1Tσ−1 : D(Tσ−1) ⊆ H−̺(R;H)→ H−̺(R;H) is causal.
Proof. The proof is obvious.
With this lemma at hand, we derive the following representation result for amnesic operators.
Proposition 3.2.8. Let ̺ ∈ R and T : H̺(R;H)→ H̺(R;H) bounded, translation invariant.
Then T is amnesic if and only if there exists N : CRe>0 → L(H) analytic and bounded, such
that
T̂ f(z) = N(−z + ̺)f̂(z) (3.7)
for each f ∈ H̺(R≤0;H), z ∈ CRe<̺.
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Proof. Assume that T is amnesic. By Lemma 3.2.7 we know that σ−1Tσ−1 ∈ L(H−̺(R;H))
is causal. Moreover, it is clearly translation invariant and hence, so is
S := e̺m σ−1Tσ−1 (e̺m)−1 : L2(R;H)→ L2(R;H), (3.8)
where e̺m : H−̺(R;H) → L2(R;H) with (e̺m f) (t) = e̺t f(t). Now, by Theorem 1.2.11
there exists an analytic and bounded function
N : CRe>0 → L(H)
such that
Ŝg(z) = N(z)ĝ(z)
for each g ∈ L2(R≥0;H), z ∈ CRe>0. Then we compute
T̂ f(z) =
(
̂σ−1 (e̺m)−1 S e̺m σ−1f
)
(z)
=
(
̂(e̺m)−1 S e̺m σ−1f
)
(−z)
=
(
̂S e̺m σ−1f
)
(−z + ̺)
= N(−z + ̺)
(
̂e̺m σ−1f
)
(−z + ̺)
= N(−z + ̺)f̂(z)
for each f ∈ H̺(R≤0;H) and z ∈ CRe<̺, which gives the assertion. Assume now that
(3.7) holds. We prove that S given by (3.8) is causal, which would yield the assertion. Let
g ∈ L2(R≥0;H). We then have
Ŝg(z) =
(
̂e̺m σ−1Tσ−1 (e̺m)−1 g
)
(z)
=
(
̂Tσ−1 (e̺m)−1 g
)
(−z + ̺)
= N(z)
(
̂σ−1 (e̺m)−1 g
)
(−z + ̺)
= N(z)ĝ(z)
for each z ∈ CRe>0. Hence, Ŝg ∈ H2(CRe>0;H) and thus the assertion follows by Theorem
A.7.
Proposition 3.2.9. Let ̺ > 0 and T : H̺(R;H) → H−1̺ (R;H) bounded and translation
invariant. Then the following statements are equivalent:
(i) For all ϕ ∈ C∞c (R<0;H) we have Tϕ ∈ N(P0).
(ii) The operator
(
∂−10,̺
)∗
T is amnesic2.
2Note that
(
∂−10,̺
)∗
: H−1̺ (R;H) → H̺(R;H) is bounded, since ∂0,̺
(
∂
−1
0,̺
)∗
=
(
−∂∗0,̺ + 2̺
) (
∂∗0,̺
)−1
is
bounded on H̺(R;H) and ∂0,̺ is normal.
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(iii) For all g ∈ χR≤0(m)
[
H1̺ (R;H)
]
we have Tg ∈ N(P0).
Proof. (i) ⇒ (ii): Let ϕ ∈ C∞c (R<0;H). Then by assumption
0 = P0Tϕ = ∂0,̺χR≥0(m)∂
−1
0,̺Tϕ− δ0
(
∂−10,̺Tϕ
)
(0+).
Consequently,
χR≥0(m)∂
−1
0,̺Tϕ = χR≥0x,
where x :=
(
∂−10,̺Tϕ
)
(0+). The latter gives spt
(
∂−10,̺
)∗
Tϕ ⊆ R≤0. Indeed, let ψ ∈ C∞c (R>0;H).
Then we compute
〈
(
∂−10,̺
)∗
Tϕ|ψ〉H̺(R;H) = 〈
(
∂−10,̺
)∗
∂0,̺∂
−1
0,̺Tϕ|ψ〉H̺(R;H)
= 〈
(
∂−10,̺
)∗
∂−10,̺Tϕ|∂∗0,̺ψ〉H̺(R;H)
= 〈∂−10,̺Tϕ|∂−10,̺∂∗0,̺ψ〉H̺(R;H)
= 〈∂−10,̺Tϕ| − ψ + 2̺∂−10,̺ψ〉H̺(R;H)
Setting now ψ˜ := ∂−10,̺ψ ∈ H1̺ (R;H) and noting that due to the causality of ∂−10,̺ we have
spt ψ˜ ⊆ R>0, we infer
〈
(
∂−10,̺
)∗
Tϕ|ψ〉H̺(R;H) = 〈∂−10,̺Tϕ| − ψ˜′ + 2̺ψ˜〉H̺(R;H)
= 〈χR≥0x|∂∗0,̺ψ˜〉H̺(R;H)
= ψ˜(0) = 0.
Using now the density of C∞c (R<0;H) in H̺(R≤0;H) and the boundedness and translation
invariance of
(
∂−10,̺
)∗
T, we derive that
(
∂−10,̺
)∗
T is amnesic.
(ii) ⇒ (iii): Let now g ∈ χR≤0(m)
[
H1̺(R;H)
]
. We show that sptTg ⊆ R≤0. For doing so, let
ϕ ∈ C∞c (R>0;H). Then
〈Tg|ϕ〉H−1(∂0,̺)×H1(∂∗0,̺) = 〈∂
−1
0,̺Tg|∂∗0,̺ϕ〉H̺(R;H)
= 〈∂−10,̺Tg|∂−10,̺∂∗0,̺ϕ′〉H̺(R;H)
= 〈
(
∂−10,̺
)∗
Tg|ϕ′〉H̺(R;H)
= 0,
which gives sptTg ⊆ R≤0. The assertion now follows from Proposition 3.1.16 (e).
(iii) ⇒ (i): This is obvious.
The latter two propositions now provide a characterization of those material laws, where the
history space in fact just depends on the value g(0−) and not on the whole history g.
Proposition 3.2.10. Let ̺ > max{s0(M,A), b(M)}. Then the following statements are
equivalent:
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(i) We have
His̺(M,A) =
{
g ∈ χR≤0
[
H1̺(R;H)
]
; g(0−) ∈ IV̺(M,A)
}
and for each g ∈ His̺(M,A) with g(0−) = 0 we have that
S̺(δ0Γ
̺
(M,A)g −K̺g) = 0.
(ii) There exist M0,M1 ∈ L(H) such that
M(z) =M0 + z
−1M1 (z ∈ D(M) \ {0}).
In this case we have K̺g = 0 for each g ∈ χR≤0(m)
[
H1̺ (R;H)
]
.
Proof. (i) ⇒ (ii): By assumption, we in particular have C∞c (R<0;H) ⊆ His̺(M,A), since
0 ∈ IV̺(M,A). Consequently,
S̺(δ0Γ
̺
(M,A)
ϕ−K̺ϕ) = 0
for each ϕ ∈ C∞c (R<0;H) by assumption. Thus,
δ0Γ
̺
(M,A)ϕ = K̺ϕ
and hence, by Proposition 3.1.16 (b) and (a)
K̺ϕ = P0∂0,̺M(∂0,̺)ϕ = P0δ0Γ
̺
(M,A)ϕ = 0
for each ϕ ∈ C∞c (R<0;H). Thus,
(
∂−10,̺
)∗
∂0,̺M(∂0,̺) is amnesic by Proposition 3.2.9. Hence,
according to Proposition 3.2.8 there exists N : CRe>0 → L(H) analytic and bounded such
that (
̂(
∂−10,̺
)∗
∂0,̺M(∂0,̺)f
)
(z) = N(−z + ̺)f̂(z) (3.9)
for each f ∈ H̺(R≤0;H) and z ∈ CRe<̺. Considering the analytic function
T : {z ∈ C ; b(M) < Re z < 2̺} → L(H)
z 7→ z−z + 2̺M(z)
we get that (
∂−10,̺
)∗
∂0,̺M(∂0,̺) = T (∂0,̺).
Using that T is bounded on {z ∈ C ; b(M) + ε < Re z < 2̺ − ε} for each ε > 0, we can use
Lemma 1.2.8 to derive that
T (∂0,̺)f = T (∂0,µ)f
for each f ∈ H̺(R≤0;H) and b(M) < µ < ̺. Thus, choosing f(t) :=
√
2πχR≤0(t) e
(̺+1)t x for
arbitrary x ∈ H, we infer from (3.9)
1
̺+ 1− zN(−z + ̺)x =
(
̂T (∂0,̺)f
)
(z) =
(
̂T (∂0,Re z)f
)
(z) =
z
−z + 2̺
1
̺+ 1− zM(z)x
103
3. Initial conditions for evolutionary problems
for each z ∈ C with b(M) < Re z < ̺. Hence,
N(−z + ̺) = z−z + 2̺M(z) (b(M) < Re z < ̺).
Thus,
F (z) :=
{
(−z + b(M))M(−z + b(M)) if Re z < 0,
(z + 2̺− b(M))N(z + ̺− b(M)) if Re z ≥ 0,
is an entire function. Moreover
|F (z)| ≤ C|z|+D (z ∈ C)
for some C,D ≥ 0. Hence, the function G(z) := 1
z
(F (z) − F (0)) for z ∈ C \ {0} is bounded,
which yields G(z) = B for some B ∈ L(H) and all z 6= 0 by the Theorem of Liouville. Hence,
F (z) = zB + F (0) (z ∈ C).
For Re z < 0 we thus have
(−z + b(M))M(−z + b(M)) = zB + F (0)
and thus,
M(z) =
b(M)− z
z
B +
1
z
F (0) (z ∈ CRe>b(M)).
Setting M0 := −B and M1 := b(M)B+F (0), the assertion follows from the identity theorem.
(ii) ⇒ (i): Let g ∈ χR≤0(m)
[
H1̺ (R;H)
]
. Then
((
M0 + ∂
−1
0,̺M1
)
g
)
(0+) =
(
∂−10,̺M1g
)
(0+),
which exists, since ∂−10,̺M1g ∈ H1̺(R;H). Thus, ∂0,̺M(∂0,̺)g ∈ D(P0) and we compute
K̺g = P0∂0,̺M(∂0,̺)g
= ∂0,̺χR≥0(m)
(
M0 + ∂
−1
0,̺M1
)
g − δ0
(
M0 + ∂
−1
0,̺M1g
)
(0+)
= ∂0,̺χR≥0(m)∂
−1
0,̺M1g − δ0
(
∂−10,̺M1g
)
(0+)
= P0M1g
= χR≥0(m)M1g
= 0.
Let now x ∈ IV̺(M,A). Then there exists g ∈ His̺(M,A) such that g(0−) = x. Let now
h ∈ χR≤0(m)
[
H1̺(R;H)
]
with h(0−) = x. We compute
S̺(δ0Γ
̺
(M,A)g −K̺g) = S̺δ0Γ̺(M,A)g
= S̺δ0 ((M(∂0,̺)g) (0−)− (M(∂0,̺)g) (0+)) .
Since
(M(∂0,̺)g) (0−)− (M(∂0,̺)g) (0+) =M0g(0−) =M0x
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we infer
S̺(δ0Γ
̺
(M,A)g −K̺g) = S̺(δ0Γ̺(M,A)h−K̺h),
and thus, h ∈ His̺(M,A). Moreover,
S̺(δ0Γ
̺
(M,A)g −K̺g) = 0,
for g(0−) = 0, which gives (i).
The latter proposition shows that material laws of the form M(∂0,̺) = M0 + ∂
−1
0,̺M1 are
precisely those, where it suffices to prescribe an initial value g(0−) and not a whole history g.
3.3. C0-semigroups associated with evolutionary problems
This section is devoted to the regularity of initial value problems as they were introduced in
the previous section. More precisely, we characterize those evolutionary problems which allow
the definition of an associated C0-semigroup on a suitable Hilbert space. The key tool will
be the Widder-Arendt Theorem (see [Are87] and Theorem C.6 of this thesis). First of all, we
recall the definition of a C0-semigroup.
Definition. Let X be a Banach space. A C0-semigroup on X is a mapping T : R≥0 → L(X)
such that
(a) T (0) = 1 and for all t, s ∈ R≥0 we have that T (t+ s) = T (t)T (s).
(b) For all x ∈ X we have that T (·)x is continuous on R≥0.
We want to associate a C0-semigroup with a well-posed evolutionary problem. For this, we
need to find the right Hilbert space X, where the semigroup should act on. Throughout, we
assume thatM : D(M) ⊆ C→ L(H) is a regularizing linear material law, A : D(A) ⊆ H → H
is densely defined closed and linear and the associated evolutionary problem is well-posed.
Again, we set
S̺ := (∂0,̺M(∂0,̺) +A)
−1
for ̺ > s0(M,A). We begin with the following proposition.
Proposition 3.3.1. Let ̺ > max{s0(M,A), b(M)} and g ∈ His̺(M,A). Moreover, we set
v := S̺
(
δ0Γ
̺
(M,A)g −K̺g
)
and u := v + g. For t > 0 we set g˜ := χR≤0(m)τtu and v˜ := χR≥0(m)τtu. Then we have
g˜ ∈ His̺(M,A) and
v˜ = S̺
(
δ0Γ
̺
(M,A)g˜ −K̺g˜
)
.
Proof. We first prove that
spt(∂0,̺M(∂0,̺) +A)τtu ⊆ R≤0. (3.10)
105
3. Initial conditions for evolutionary problems
For doing so, let ϕ ∈ C∞c (R>0;D(A∗)). Then we have
〈(∂0,̺M(∂0,̺) +A)τtu|ϕ〉H̺(R;H−1(|A|+1))×H̺(R;H1(|A|+1))
= 〈τtu| (∂0,̺M(∂0,̺) +A)∗ ϕ〉H̺(R;H)
= 〈u|τ−t e2̺t (∂0,̺M(∂0,̺) +A)∗ ϕ〉H̺(R;H)
= e2̺t〈u| (∂0,̺M(∂0,̺) +A)∗ τ−tϕ〉H̺(R;H)
= e2̺t〈(∂0,̺M(∂0,̺) +A) u|τ−tϕ〉H̺(R;H−1(|A|+1))×H̺(R;H1(|A|+1))
= 0,
by Proposition 3.2.6, since τ−tϕ ∈ C∞c (R>0;D(A∗)). Hence, (3.10) holds and thus, employing
the causality of M(∂0,̺) we derive
(∂0,̺M(∂0,̺) +A)τtu
= χR≤0(m)(∂0,̺M(∂0,̺) +A)τtu
= χR≤0(m)∂0,̺M(∂0,̺)τtu+Ag˜
= ∂0,̺χR≤0(m)M(∂0,̺)τtu+ δ0 (M(∂0,̺)τtu) (0−) +Ag˜
= ∂0,̺χR≤0(m)M(∂0,̺)g˜ + δ0 (M(∂0,̺)g˜) (0−) +Ag˜
= Q0∂0,̺M(∂0,̺)g˜ +Ag˜,
where we implicitly have shown that ∂0,̺M(∂0,̺)g˜ ∈ D(Q0). Since τtu = v˜ + g˜ we infer
∂0,̺M(∂0,̺)τtu+Av˜ = Q0∂0,̺M(∂0,̺)g˜.
Now, we note that ∂0,̺M(∂0,̺)g˜ ∈ D(P0) by Lemma 3.2.4 and hence, Proposition 3.1.16 (d)
together with the equality above yields
∂0,̺M(∂0,̺)v˜ = ∂0,̺M(∂0,̺)(τtu− g˜)
= ∂0,̺M(∂0,̺)τtu− (K̺g˜ +Q0∂0,̺M(∂0,̺)g˜)−
− δ0 ((M(∂0,̺)g˜) (0+) − (M(∂0,̺)g˜) (0−))
= −Av˜ −K̺g˜ + δ0 ((M(∂0,̺)g˜) (0−)− (M(∂0,̺)g˜) (0+)) .
Hence,
(∂0,̺M(∂0,̺) +A) v˜ = −K̺g˜ + δ0 ((M(∂0,̺)g˜) (0−)− (M(∂0,̺)g˜) (0+)) .
The latter gives g˜ ∈ His̺(M,A). Indeed, we have that
S̺ (−K̺g˜ + δ0 ((M(∂0,̺)g˜) (0−)− (M(∂0,̺)g˜) (0+)))− χR≥0 g˜(0−)
= v˜ − χR≥0 g˜(0−) ∈ H1̺ (R;H),
since g˜(0−) = v˜(0+) and v˜ ∈ χR≥0(m)[H1̺ (R;H)]. Hence, we also have that
v˜ = S̺
(
δ0Γ
̺
(M,A)g˜ −K̺g˜
)
.
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We are now able to define a semigroup associated with M and A.
Definition. Let ̺ > max{s0(M,A), b(M)} and g ∈ His̺(M,A). Set
v := S̺
(
δ0Γ
̺
(M,A)g −K̺g
)
and u := v + g. Then, for t ≥ 0 we define the operator
T(M,A)(t) : D̺ ⊆ IV̺(M,A) ×His̺(M,A)→ IV̺(M,A)×His̺(M,A)
with
D̺ := {(g(0−), g) ; g ∈ His̺(M,A)}
by
T(M,A)(t)(g(0−), g) :=
(
v(t+), χR≤0(m)τtu
)
=
(
τtu(0), χR≤0(m)τtu
)
.
Moreover we set
T
(1)
(M,A)(t) (g(0−), g) := v(t+)
T
(2)
(M,A)(t)(g(0−), g) := χR≤0(m)τtu.
Remark 3.3.2. Of course, both operator families T (1)(M,A) and T
(2)
(M,A) can be defined in terms of
the other one. In fact, we have that
T
(1)
(M,A)(t)(g(0−), g) =
(
T 2(M,A)(t) (g(0−), g)
)
(0−)
and (
T
(2)
(M,A)(t) (g(0−), g)
)
(s) =
{
g(t+ s) if s ≤ −t,
T
(1)
(M,A)(t+ s) (g(0−), g) if − t < s ≤ 0,
(s ≤ 0).
We first show that T(M,A) satisfies the properties of a C0-semigroup with respect to the topol-
ogy on H ×Hµ(R≤0;H) for each µ ≤ ̺.
Proposition 3.3.3. Let ̺ > max{s0(M,A), b(M)}, t ≥ 0 and T(M,A)(t) like above. Then,
T(M,A)(t) is linear and we have that
T(M,A)(t)(g(0−), g) → T(M,A)(0)(g(0−), g) = (g(0−), g)
in H ×Hµ(R≤0;H) for all g ∈ His̺(M,A) and µ ≤ ̺ as t→ 0 and
T(M,A)(t+ s) = T(M,A)(t)T(M,A)(s)
for each t, s ≥ 0. In particular, T(M,A)(·)(g(0−), g) : R≥0 → H × Hµ(R≤0;H) is continuous
for each g ∈ His̺(M,A) and µ ≤ ̺.
Proof. The linearity of T(M,A)(t) is obvious since all operators involved are linear. Moreover,
we have that
T(M,A)(0)(g(0−), g) =
(
v(0+), χR≤0(m)u
)
= (g(0−), g)
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for g ∈ His̺(M,A) by Proposition 3.2.6 and
|T(M,A)(t)(g(0−), g) − (g(0−), g)|2H×H̺(R≤0;H)
= |v(t+)− g(0−)|2H + |χR≤0(m)τtu− χR≤0(m)u|H̺(R;H),
≤ |v(t+)− g(0−)|2H + |τtu− u|H̺(R;H) → 0 (t→ 0)
by right continuity of v, v(0+) = g(0−) and the strong continuity of t 7→ τt ∈ L(H̺(R;H)).
Moreover, since H̺(R≤0;H) →֒ Hµ(R≤0;H) for µ ≤ ̺, the convergence also holds in H ×
Hµ(R≤0;H). Let now t, s ≥ 0 and g ∈ His̺(M,A) and u like above. Then we have by
Proposition 3.3.1
χR≥0(m)τsu = S̺
(
δ0Γ
̺
(M,A)χR≤0(m)τsu−K̺χR≤0(m)τsu
)
and thus,
T(M,A)(t)T(M,A)(s)(g(0−), g) =
(
τt+su(0), χR≤0(m)τt+su
)
= T(M,A)(t+ s)g.
The question which arises now is: can we extend the so-defined T(M,A) to a C0-semigroup on
Xµ̺ := D
H×Hµ(R≤0;H)
̺
for some µ ≤ ̺? Before we can answer this question, we need the following pre-requisites.
Lemma 3.3.4. Let ̺ > max{s0(M,A), b(M)} and g ∈ His̺(M,A). We define
rg : R>̺ → H
by
rg(λ) := (λM(λ) +A)
−1
(
1√
2π
Γ̺(M,A)g − (LλK̺g) (0)
)
(λ > ̺).
Then rg ∈ C∞(R>g;H). More precisely
rg(λ) = Lλ
(
T
(1)
(M,A)(·)(g(0−), g)
)
(0) (λ > ̺).
Proof. We set
v := S̺
(
δ0Γ
̺
(M,A)g −K̺g
)
= T
(1)
(M,A)(·)(g(0−), g).
By definition of His̺(M,A) we know that v ∈ H̺(R≥0;H). Thus, by Corollary A.8 we have
that v̂ ∈ H2(CRe>̺;H) and so, in particular, v̂|R>̺ ∈ C∞(R>̺;H). For λ > ̺ we compute
v̂(λ) = (Lλv) (0)
=
(
LλS̺
(
δ0Γ
̺
(M,A)g −K̺g
))
(0).
Using Proposition 3.1.13 we get that
S̺
(
δ0Γ
̺
(M,A)g −K̺g
)
∼ Sλ
(
δ0Γ
̺
(M,A)g −K̺g
)
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and thus,
v̂(λ) = (λM(λ) +A)−1
(
Lλ
(
δ0Γ
̺
(M,A)g −K̺g
))
(0)
= (λM(λ) +A)−1
(
1√
2π
Γ̺(M,A)g − (LλK̺g) (0)
)
,
which yields the assertion.
Lemma 3.3.5. Let ̺ > max{s0(M,A), b(M)}. Assume that for some µ ≤ ̺ and ω ≥ ̺ we
have that
T
(1)
(M,A) : D̺ ⊆ Xµ̺ → Cω(R≥0;H)
is bounded. Then for each ε > 0 the operator
T
(2)
(M,A) : D̺ ⊆ Xµ̺ → Cω+ε(R≥0;Hµ(R≤0;H))
is bounded.
Proof. Let ε > 0 and g ∈ His̺(M,A). Then by Remark 3.3.2 we have that∣∣∣T (2)(M,A)(t)(g(0−), g)∣∣∣2Hµ(R≤0;H)
=
−t∫
−∞
|g(t+ s)|2H e−2µs ds+
0∫
−t
|T (1)(M,A)(t+ s)(g(0−), g)|2H e−2µs ds
=
 0∫
−∞
|g(s)|2H e−2µs ds +
t∫
0
|T (1)(M,A)(s)(g(0−), g)|2H e−2µs ds
 e2µt
≤
|g|2Hµ(R≤0;H) + C|(g(0−), g)|2Xµ̺
t∫
0
e2(ω−µ)s ds
 e2µt
≤ e2µt |g|2Hµ(R≤0;H) + C|(g(0−), g)|2Xµ̺ t e
2ωt
≤ C˜ e2(ω+ε)t |(g(0−), g)|2
X
µ
̺
for all t ≥ 0, where C˜ := 1 + C 12ε e . Using that T
(2)
(M,A)(·) (g(0−), g) : R≥0 → Hµ(R≤0;H) is
continuous by Proposition 3.3.3, we have shown that
T
(2)
(M,A) : D̺ ⊆ Xµ̺ → Cω+ε(R≥0;Hµ(R≤0;H))
is bounded.
We can now prove a Hille-Yosida type result for the semigroup T(M,A).
Theorem 3.3.6. Let ̺ > max{s0(M,A), b(M)} and consider for t ≥ 0 the mapping T(M,A)(t) :
D̺ ⊆ H ×H̺(R≤0;H)→ H ×H̺(R≤0;H). For g ∈ His̺(M,A) we define
rg : R>̺ → H
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by
rg(λ) := (λM(λ) +A)
−1
(
1√
2π
Γ̺(M,A)g − (LλK̺g) (0)
)
(λ > ̺).
Then T(M,A) can be extended to a C0-semigroup on X
µ
̺ := D̺
H×Hµ(R≤0;H) for some µ ≤ ̺ if
and only if there is M ≥ 1, ω ≥ ̺ such that
1
n!
|r(n)g (λ)| ≤
M
(λ− ω)n+1
(
|g(0−)| + |g|Hµ(R≤0;H)
)
(n ∈ N, λ > ω).
In this case we have that
T
(1)
(M,A) : X
µ
̺ → Cω(R≥0;H)
T
(2)
(M,A) : X
µ
̺ → Cω+ε(R≥0;Hµ(R≤0;H))
are bounded for each ε > 0.
Proof. First assume that we can extend T(M,A) to a C0-semigroup on X
µ
̺ for some µ ≤ ̺.
Then there exists M ≥ 1 and ω ∈ R such that
|T(M,A)(t)(g(0−), g)|H×Hµ (R≤0;H) ≤M eωt |(g(0−), g)|H×Hµ(R≤0;H) (t ≥ 0)
for all g ∈ His̺(M,A). In particular, we have that
v := T
(1)
(M,A)(·)(g(0−), g)
satisfies
|v(t)| ≤M eωt |(g(0−), g)|H×Hµ(R≤0;H).
Using Lemma 3.3.4 we derive
rg(λ) = (Lλv) (0)
=
1√
2π
∫
R
e−λs v(s) ds
=
1√
2π
∞∫
0
e−λs v(s) ds
for each λ > max{ω, ̺} and consequently
r(n)g (λ) =
1√
2π
∞∫
0
e−λs (−s)n v(s) ds.
Hence, we have that
|r(n)g (λ)| ≤
1√
2π
M |(g(0−), g)|H×Hµ(R≤0;H)
∞∫
0
e(ω−λ)s sn ds
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=
1√
2π
M |(g(0−), g)|H×Hµ(R≤0;H)n!
1
(λ− ω)n
∞∫
0
e(ω−λ)s ds
=
1√
2π
M |g(0−), g)|H×Hµ(R≤0;H)
n!
(λ− ω)n+1 ,
which gives the desired estimate. Assume now that there is M ≥ 1, ω ≥ ̺ such that
1
n!
|r(n)g (λ)| ≤
M
(λ− ω)n+1 |(g(0−), g)|H×Hµ(R≤0;H) (λ > ω).
Then, the function r˜ : R>0 → H with r˜(λ) = r(λ+ ω) satisfies the conditions of the Widder-
Arendt Theorem C.6 and thus, there is f ∈ L∞(R≥0;H) with |f |L∞ ≤M |(g(0−), g)|H×Hµ(R≤0;H)
such that
r˜g(λ) =
∞∫
0
e−λs f(s) ds (λ > 0).
Hence, we have
v̂(λ) = rg(λ) = r˜g(λ− ω) =
∞∫
0
e−(λ−ω)s f(s) ds (λ > ω)
and by analytic continuation, we infer that
v̂(z) =
∞∫
0
e−zs eωs f(s) ds (z ∈ CRe>ω).
By the injectivity of the Fourier-Laplace transform, we derive
v(t) =
√
2π eωt f(t) (t ∈ R)
and so,
|v(t)|H =
√
2π eωt |f(t)|H ≤
√
2πM eωt | (g(0−), g) |H×Hµ(R≤0;H).
In other words, we have that
T
(1)
(M,A) : D̺ ⊆ Xµ̺ → Cω(R;H)
is bounded and thus, can be extended to a bounded operator defined on Xµ̺ . Moreover, for
each ε > 0 we have by Lemma 3.3.5
T
(2)
(M,A) : D̺ ⊆ Xµ̺ → Cω+ε(R≥0;Hµ(R≤0;H))
is bounded and hence, it can be extended to Xµ̺ . Summarizing, we have shown that T(M,A)
can be extended to a C0-semigroup on X
µ
̺ .
We conclude this section by a result which relates the classical exponential stability of T(M,A)
with the exponential stability of the corresponding evolutionary problem in the sense of Chap-
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ter 2. More precisely, we show that for a certain class of material laws, the growth bound of
the semigroup T(M,A) can be estimated by s0(M,A), which would yield the exponential sta-
bility of the semigroup if the evolutionary problem is exponentially stable by Theorem 2.1.3.
This theorem can be seen as a generalization of the well-known Gearhart-Prüß Theorem and
its proof indeed follows the lines of the proof of the classical version presented in [ABHN11,
Theorem 5.2.1].
Theorem 3.3.7. Let ̺ > max{s0(M,A), b(M)} and s0(M,A) < µ ≤ ̺. We assume that
T(M,A) defines a C0-semigroup on X
µ
̺ , that CRe>µ \D(M) is discrete and for each λ > 0 the
mapping
Φλ : CRe>µ ∩D(M) ∋ z 7→ (zM(z)− (z + λ)M(z + λ)) ∈ L(H)
is bounded, Moreover, assume that
K̺ : His̺(M,A) ⊆ H̺(R≤0;H)→ Hµ(R≥0;H)
is well-defined and bounded. Then ω(T(M,A)) ≤ µ, where ω(T(M,A)) denotes the growth bound
of T(M,A).
Proof. By Datko’s Lemma (see [Dat70] or [EN00, Chapter V, Theorem 1.8]) it suffices to prove
∞∫
0
|T(M,A)(t)(x, f)|2Xµ̺ e
−2(µ+ε)t dt <∞ (3.11)
for each (x, f) ∈ Xµ̺ and each ε > 0. For doing so, let ε > 0. We define
S : CRe>µ → L(H)
z 7→ (zM(z) +A)−1
which is analytic and bounded since µ>s0(M,A). Let g ∈ His̺(M,A). As T(M,A) is a C0-
semigroup on Xµ̺ there exists ω ≥ ̺ such that
T
(1)
(M,A) : X
µ
̺ → Cω(R≥0;H)
is continuous. Hence, we have T (1)(M,A)(·)(g(0−), g) = S̺
(
δ0Γ
̺
(M,A)g −K̺g
)
∈ Cω(R≥0;H) →֒
Hω+1(R≥0;H) and thus,(
z 7→ S(z)
(
1√
2π
Γ̺(M,A)g − K̺̂g(z)
))
∈ H2(CRe>ω+1;H)
with ∥∥∥∥S(·)( 1√2πΓ̺(M,A)g − K̺̂g
)∥∥∥∥
H2(CRe>ω+1;H)
= ‖T (1)(M,A)(·)(g(0−), g)‖Hω+1 (R≥0;H)
≤ C‖(g(0−), g)‖Xµ̺
for some C > 0 by the Theorem of Paley-Wiener (see Corollary A.8). Moreover, since S ∈
H∞(CRe>µ;L(H)) and K̺̂g ∈ H2(CRe>µ;H) (since K̺g ∈ Hµ(R≥0;H) by hypothesis), we
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infer that (
z 7→ S(z)K̺̂g(z)
)
∈ H2(CRe>µ;H) ⊆ H2(CRe>ω+1;H)
and thus, (
z 7→ S(z)Γ̺(M,A)g
)
∈ H2(CRe>ω+1;H).
We estimate for each µ < κ ≤ ω + 1 and λ > 0∫
R
∣∣∣S(i t+ κ)Γ̺(M,A)g∣∣∣2 dt
 12
≤
∫
R
∣∣∣S(i t+ κ+ λ)Γ̺(M,A)g∣∣∣2 dt
 12 +
+
∫
R
∣∣∣(S(i t+ κ)− S(i t+ κ+ λ)) Γ̺(M,A)g∣∣∣2 dt
 12 .
Using
S(i t+ κ)− S(i t+ κ+ λ)
= ((i t+ κ)M(i t+ κ) +A)−1 − ((i t+ κ+ λ)M(i t+ κ+ λ) +A)−1
= − ((i t+ κ)M(i t+ κ) +A)−1 Φλ(i t+ κ) ((i t+ κ+ λ)M(i t+ κ+ λ) +A)−1
= −S(i t+ κ)Φλ(i t+ κ)S(i t+ κ+ λ)
for each t ∈ R, we can estimate the last integral by∫
R
∣∣∣(S(i t+ κ)− S(i t+ κ+ λ)) Γ̺(M,A)g∣∣∣2 dt
 12
≤‖S‖H∞(CRe>µ;L(H))‖Φλ‖∞
∫
R
∣∣∣S(i t+ κ+ λ)Γ̺(M,A)g∣∣∣2 dt
 12
and hence, for λ > ω + 1− µ∫
R
∣∣∣S(i t+ κ)Γ̺(M,A)g∣∣∣2 dt
 12 ≤ C˜|S(·)Γ̺(M,A)g|H2(CRe>ω+1;H),
with C˜ := 1 + ‖S‖H∞(CRe>µ;L(H))‖Φλ‖∞. Since κ was arbitrary, we infer S(·)Γ̺(M,A)g ∈
H2(CRe>µ;H) and thus,(
z 7→ S(z)
(
1√
2π
Γ̺(M,A)g − K̺̂g(z)
))
∈ H2(CRe>µ;H).
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Again, by Paley-Wiener we have that T (1)(M,A)(·)(g(0−), g) ∈ Hµ(R≥0;H) with∣∣∣T (1)(M,A)(·)(g(0−), g)∣∣∣Hµ(R≥0;H)
=
∣∣∣∣S(·)( 1√2πΓ̺(M,A)g − K̺̂g
)∣∣∣∣
H2(CRe>µ;H)
≤ 1√
2π
∣∣∣S(·)Γ̺(M,A)g∣∣∣H2(CRe>µ;H) +
∣∣∣S(·)K̺̂g∣∣∣H2(CRe>µ;H)
≤ 1√
2π
C˜|S(·)Γ̺(M,A)g|H2(CRe>ω+1;H) + ‖S‖H∞(CRe>µ;L(H))|K̺g|Hµ(R≥0;H)
≤ 1√
2π
C˜
∣∣∣S(·)(Γ̺(M,A)g − K̺̂g)∣∣∣H2(CRe>ω+1;H)+
+
(
C˜√
2π
+ 1
)
‖S‖H∞(CRe>µ;L(H))‖K̺‖|g|H̺(R≤0;H)
≤
(
C˜√
2π
C +
(
C˜√
2π
+ 1
)
‖S‖H∞(CRe>µ;L(H))‖K̺‖
)
|(g(0−), g)|H×H̺(R≤0;H)
or in other words
T
(1)
(M,A) : D̺ ⊆ Xµ̺ → Hµ(R≥0;H)
is well-defined and bounded. Thus, using Remark 3.3.2, we obtain
∞∫
0
|T (2)(M,A)(t)(g(0−), g)|2Hµ (R≤0;H) e−2(µ+ε)t dt
=
∞∫
0
 −t∫
−∞
|g(t+ s)|2 e−2µs ds+
0∫
−t
|T (1)(M,A)(t+ s)(g(0−), g)|2 e−2µs ds
 e−2(µ+ε)t dt
=
1
2ε
(
|g|2Hµ(R≤0;H) + |T
(1)
(M,A)(·)(g(0−), g)|2Hµ (R≥0;H)
)
≤ C|(g(0−), g)|2
X
µ
̺
which proves the well-definedness and boundedness of
T
(2)
(M,A) : D̺ ⊆ Xµ̺ → Hµ+ε(R≥0;Hµ(R≤0;H)).
Thus,
T(M,A) : D̺ ⊆ Xµ̺ → Hµ+ε(R≥0;Xµ̺ )
is bounded and hence, (3.11) follows by continuous extension.
3.4. Applications
In this section, we apply the results of the three previous sections to several examples. More
precisely, we discuss how the results can be applied to differential-algebraic equations, delay
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equations and integro-differential equations. Throughout, we assume that A : D(A) ⊆ H → H
is a densely defined closed linear operator and that the evolutionary problem associated with
M and A is well-posed, where the material law M will be specified in each case. For each of
these examples we need to verify certain conditions for the material law in order to apply our
results. For the ease of readability we recall these assumptions in the following.
First of all we recall the definition
b(M) := inf{̺ ≥ 0 ; CRe≥̺ ⊆ D(M),M |CRe≥̺ bounded}
In order to define the space of admissible histories, we assume that M is regularizing, i.e.
(b(M) <∞) ∧ (∀̺ > b(M), x ∈ H : (M(∂0,̺)χR≥0x) (0+)) exists. (REG)
We fix ̺ > b(M) and recall the definitions
K̺ : χR≤0
[
H1̺(R;H)
]→ H−1̺ (R;H)
g 7→ P0∂0,̺M(∂0,̺)g
and
Γ̺
(M,A)
: His̺(M,A)→ H
g 7→ (M(∂0,̺)g) (0−)− (M(∂0,̺)g) (0+),
where we remark that
Γ̺(M,A)g =
(
M(∂0,̺)χR≥0g(0−)
)
(0+) (g ∈ His̺(M,A))
by Lemma 3.2.5. Furthermore, we recall
rg : R>̺ → H
λ 7→ (λM(λ) +A)−1
(
Γ̺(M,A)g − (LλK̺g) (0)
)
,
where M satisfies (REG), ̺ > max{s0(M,A), b(M)} and g ∈ His̺(M,A). By Theorem 3.3.6,
this functions needs to verify the Hille-Yosida type condition, i.e. there exist M ≥ 1, ω > ̺
such that
∀g ∈ His̺(M,A), n ∈ N, λ > ω : 1
n!
|r(n)g (λ)|H ≤
M
(λ− ω)n+1 |(g(0−), g)|H×Hµ(R≤0;H) (HY)
for some µ ≤ ̺ in order to obtain a strongly continuous semigroup T(M,A) on the Hilbert space
Xµ̺ := D̺
H×Hµ(R≤0;H), where
D̺ := {(g(0−), g) ; g ∈ His̺(M,A)} .
Finally, we recall the conditions for the generalized Gearhart-Prüß Theorem Theorem 3.3.7,
which provides an upper bound for the growth-type of the semigroup on Xµ̺ of the form
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ω(T(M,A)) ≤ µ for some s0(M,A) < µ ≤ ̺:
Φλ : CRe>µ ∩D(M) ∋ z 7→ (zM(z)− (z + λ)M(z + λ)) ∈ L(H) is bounded (GP-1)
for each λ > 0 and
K̺ : His̺(M,A) ⊆ H̺(R≤0;H)→ Hµ(R≥0;H) is well-defined and bounded. (GP-2)
3.4.1. Differential-algebraic equations
According to Proposition 3.2.10 evolutionary problems without memory are precisely those,
where the material law M is given by
M(z) :=M0 + z
−1M1 (z ∈ C \ {0})
for some bounded linear operators M0,M1 ∈ L(H). Of course, those operators satisfy (REG).
Indeed, we have that b(M) = 0 and for each ̺ > 0(
M(∂0,̺)χR≥0x
)
(0+) =M0x
and consequently,
Γ̺(M,A)g =M0g(0−)
for all g ∈ His̺(M,A) with ̺ > max{s0(M,A), 0}, which is given by
His̺(M,A) =
{
g ∈ χR≤0(m)
[
H1̺ (R;H)
]
; S̺ (δ0M0g(0−)) − χR≥0g(0−) ∈ H1̺ (R;H)
}
according to Proposition 3.2.10. The latter gives
IV̺(M,A) =
{
u0 ∈ H ; S̺ (δ0M0u0)− χR≥0u0 ∈ H1̺ (R;H)
}
.
Proposition 3.4.1. Assume that M0 has closed range. Denote by ι0 : N(M0)
⊥ → H and by
ι1 : R(M0)→ H the canonical embeddings of the orthogonal complement of the null-space and
the range of M0, respectively. Then, ι
∗
1M0ι0 : N(M0)
⊥ → R(M0) is boundedly invertible and{
u0 ∈ D(A) ; (M1 +A)u0 ∈ R(M0), ι0 (ι∗1M0ι0)−1 ι∗1(M1 +A)u0 ∈ D(A)
}
⊆ IV̺(M,A)
for each ̺ > max{s0(M,A), 0}.
Proof. Note that ι∗1M0ι0 is a bijective closed operator. Thus, the bounded invertibility follows
by the closed graph theorem. Let now u0 ∈ D(A) such that (M1 + A)u0 ∈ R(M0) and
ι0 (ι
∗
1M0ι0)
−1 ι∗1(M1 +A)u0 ∈ D(A). Then we have that
S̺ (δ0M0u0)− χR≥0u0 = S̺
(
δ0M0u0 − (∂0,̺M0 +M1 +A)χR≥0u0
)
= −S̺
(
(M1 +A)χR≥0u0
)
.
Since (M1 +A)u0 ∈ R(M0) we have that
(M1 +A)u0 =M0ι0 (ι
∗
1M0ι0)
−1 ι∗1(M1 +A)u0.
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We set x := ι0 (ι∗1M0ι0)
−1 ι∗1(M1 +A)u0 and derive,
∂0,̺
(
S̺ (δ0M0u0)− χR≥0u0
)
= −S̺
(
∂0,̺ (M1 +A)χR≥0u0
)
= −S̺
(
∂0,̺M0χR≥0x
)
.
Using that x ∈ D(A) by assumption, we conclude
∂0,̺
(
S̺ (δ0M0u0)− χR≥0u0
)
= −χR≥0x+ S̺
(
χR≥0 (M1 +A) x
) ∈ H̺(R;H),
which shows u0 ∈ IV̺(M,A).
Remark 3.4.2.
(a) In the case of a classical evolution equation, i.e. in the case M0 = 1 and M1 = 0, the
latter proposition yields that
D(A2) ⊆ IV̺(M,A).
In case of an ordinary differential-algebraic equation, i.e. A = 0 in our setting, we can
even show more.
(b) Another approach to obtain solutions for a class of differential-algebraic equations is used
in [Weh15], where even nonlinear problems are considered. There, one applies a backward
difference scheme to obtain a discretised version of the equation, which turns out to be
well-posed. Then one shows that these approximating solutions converge to a solution of
the original problem in a suitable sense. Using this approach, a condition for admissible
initial values is derived, even in the case, when R(M0) is not closed.
Proposition 3.4.3. Assume that M0 has closed range. Then
{u0 ∈ H ; M1u0 ∈ R(M0)} = IV̺(M, 0)
for each ̺ > max{s0(M, 0), 0}. In particular, IV̺(M, 0) is closed and independent of ̺.
Proof. According to Proposition 3.4.1 we have that
{u0 ∈ H ; M1u0 ∈ R(M0)} ⊆ IV̺(M, 0).
Assume now u0 ∈ IV̺(M, 0). Then
u := (∂0,̺M0 +M1)
−1 δ0M0u0
satisfies
u− χR≥0u0 ∈ H1̺ (R;H),
by definition of IV̺(M, 0). Thus,
M1u = ∂0,̺M0(u− χR≥0u0) =M0∂0,̺(u− χR≥0u0),
which implies
M1u(t) ∈ R(M0) (t ∈ R a.e.).
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Hence, there is a sequence (tn)n∈N in R>0 such that tn → 0 and M1u(tn) ∈ R(M0) for each
n ∈ N. Since u(tn)→ u0 due to continuity, we infer
M1u0 ∈ R(M0)
by the closedness of R(M0).
Example 3.4.4 (DAEs in finite dimensions ). Assume that H = Cn and M0,M1 ∈ Cn×n and
that s0(M, 0) <∞ with M(z) =M0 + z−1M1. By the previous proposition we know that
IV̺(M, 0) = {u0 ∈ Cn ; M1u0 ∈ R(M0)}
for each ̺ ≥ max{s0(M, 0), 0}. The class of ordinary differential-algebraic equations in finite
dimensions have been widely studied and the set of so-called consistent initial values is well-
known and given as follows: By the Weierstraß normal form for the matrix pair (M0,M1),
there exist regular matrices P,Q ∈ Cn×n such that
PM0Q =
(
1 0
0 0
)
, PM1Q =
(
J 0
0 1
)
,
where J ∈ Cd×d is a Jordan matrix (see e.g. [KM06, Theorem 2.7] and note that s0(M, 0) <∞
implies N = 0). The set of consistent initial values is given by (see [KM06, Theorem 2.12])
B :=
{
u0 ∈ Cn ; Q−1u0 ∈ Cd × {0}
}
.
We show that B = IV̺(M, 0). If u0 ∈ B then
M1u0 = P
−1PM1QQ−1u0 = P−1
(
J 0
0 1
)
Q−1u0 = P−1
(
Jy
0
)
,
where (y, 0) := Q−1u0 ∈ Cd × {0}. Setting x := Q
(
Jy
0
)
we compute
M0x = P
−1
(
1 0
0 0
)
Q−1x = P−1
(
Jy
0
)
=M1u0
and thus, u0 ∈ IV̺(M, 0). Let now u0 ∈ IV̺(M, 0). Then there is x ∈ H such that
M1u0 =M0x
or equivalently, (
J 0
0 1
)
Q−1u0 =
(
1 0
0 0
)
Q−1x,
which yields u0 ∈ B.
In the special setting of differential-algebraic equations we are able to strengthen the Hille-
Yosida type result Theorem 3.3.6 in the following way.
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Proposition 3.4.5. Let ̺ > max{s0(M,A), 0}. Then the following statements are equivalent:
(i) There exists µ ≤ ̺ such that T(M,A) extends to a C0-semigroup on Xµ̺ .
(ii) There exists µ ≤ ̺ such that (HY) holds.
(iii) There exist M ≥ 1 and ω ≥ ̺, such that for each x ∈ IV̺(M,A), n ∈ N we have
1
n!
|s(n)x (λ)|H ≤
M
(λ− ω)n+1 |x|H (λ > ω), (3.12)
where
sx : R>ω → H
λ→ (λM0 +M1 +A)−1(M0x).
(iv) T(M,A) extends to a C0-semigroup on X
µ
̺ for each µ ≤ ̺.
(v) T
(1)
(M,A)(·, 0) extends to a C0-semigroup on IV̺(M,A)
H
.
Proof. (i) ⇒ (ii) holds by Theorem 3.3.6.
(ii) ⇒(iii): There exist µ ≤ ̺, M ≥ 1, ω ≥ ̺ such that
1
n!
|r(n)g (λ)|H ≤
M
(λ− ω)n+1 |(g(0−), g)|Xµ̺ (λ > ω, n ∈ N)
for each g ∈ His̺(M,A). Let x ∈ IV̺(M,A) and define gk(t) := χ[− 1
k
,0](t)(kt + 1)x for
k ∈ N, t ≤ 0. Then gk ∈ His̺(M,A) by Proposition 3.2.10 and gk(0−) = x. Recall that
rgk(λ) = (λM0 +M1 +A)
−1(M0x) = sx(λ) (λ > ω)
by Proposition 3.2.10 for each k ∈ N. Thus, we have that
1
n!
|s(n)x (λ)|H = lim
k→∞
1
n!
|r(n)gk (λ)|H ≤ limk→∞
M
(λ− ω)n+1 |(x, gk)|Xµ̺ =
M
(λ− ω)n+1 |x|H
for every n ∈ N and λ > ω.
(iii) ⇒(iv): Let µ ≤ ̺. We recall that for each g ∈ His̺(M,A) we have that
rg = sg(0−).
Thus,
1
n!
|r(n)g (λ)|H =
1
n!
|s(n)
g(0−)(λ)|H ≤
M
(λ− ω)n+1 |g(0−)|H ≤
M
(λ− ω)n+1 | (g(0−), g) |H×Hµ(R≤0;H)
and hence, the assertion follows from Theorem 3.3.6.
(iv) ⇒(v): Let µ ≤ ̺. We first prove that (x, 0) ∈ Xµ̺ for each x ∈ IV̺(M,A). For doing
so, let x ∈ IV̺(M,A) and choose a sequence (xn)n∈N in IV̺(M,A) such that xn → x as
n→∞. Define gn(t) := χ[− 1
k
,0](t)(kt+1)xn for n ∈ N, t ≤ 0. Then gn ∈ His̺(M,A) and thus,
(xn, gn) ∈ D̺. Since gn → 0 in Hµ(R≤0;H) we infer that (x, 0) ∈ Xµ̺ . Hence, T (1)(M,A)(·, 0) is
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a well-defined semigroup on IV̺(M,A), which is strongly continuous, since T(M,A) is strongly
continuous.
(v)⇒(i): It suffices to prove that the operator T(M,A) : D̺ ⊆ Xµ̺ → Cω(R≥0;H×Hµ(R≤0;H))
is bounded for some ω ∈ R. By assumption, we have that
T
(1)
(M,A)(·, 0) : IV̺(M,A)→ Cω′(R≥0;H)
is bounded for some ω′ ∈ R. We assume without loss of generality that ω′ ≥ ̺ and set
ω := ω′+1. Let g ∈ His̺(M,A) and recall that K̺g = 0 by Proposition 3.2.10. Then we have
that
T
(1)
(M,A)(·)(g(0−), g) = S̺
(
δ0Γ
̺
(M,A)g −K̺g
)
= S̺(δ0M0g(0−)) = T (1)(M,A)(·)(g(0−), 0)
and thus,
T
(1)
(M,A) : D̺ ⊆ Xµ̺ → Cω′(R≥0;H)
is bounded. By Lemma 3.3.5 we infer that
T
(2)
(M,A) : D̺ ⊆ Xµ̺ → Cω(R≥0;H)
is bounded, which gives the assertion.
Remark 3.4.6. (a) An easy computation gives that
s(n)x (λ) = (−1)nn!
(
(λM0 +M1 +A)
−1M0
)n+1
x
for each n ∈ N, x ∈ H,λ ≥ ̺, where sx is given as in Proposition 3.4.5 (iii). Hence, (3.12)
holds if and only if∣∣∣∣((λM0 +M1 +A)−1M0)n+1 x∣∣∣∣
H
≤ M
(λ− ω)n+1 |x|H (λ > ω, n ∈ N, x ∈ IV̺(M,A))
for some M ≥ 1, ω ≥ ̺.
(b) If M0 = 1,M1 = 0 the equivalence (iii)⇔ (v) is the well-known Hille-Yosida Theorem (see
e.g. [EN00, Ch. II, Th. 3.8]). Indeed, we have that
sx(λ) = (λ+A)
−1x
for x ∈ IV̺(M,A) and hence, (iii) in Proposition 3.4.5 gives that
|(λ+A)−nx|H ≤ M
(λ− ω)n |x|H
for some M ≥ 1 and ω ≥ ̺. Using D(A2) ⊆ IV̺(M,A) by Remark 3.4.2 we derive
‖(λ+A)−n‖ ≤ M
(λ− ω)n ,
which is the classical Hille-Yosida condition for −A to be a generator of a C0-semigroup
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which is nothing but T (1)(1,A)(·, 0) on IV̺(M,A) = H.
Proposition 3.4.7. Let ̺ > max{s0(M,A), 0} and assume that (HY) holds. Then ω(T(M,A)) ≤
s0(M,A).
Proof. Let s0(M,A) < µ ≤ ̺. We apply Theorem 3.3.7. First we note that CRe>µ \D(M) ⊆
{0} and hence, it is discrete. Moreover, by Proposition 3.4.5 T(M,A) extends to a C0-semigroup
on Xµ̺ . We have to show that (GP-1) and (GP-2) hold. This, however is clear, since
Φλ(z) = zM(z) − (z + λ)M(z + λ) = −λM0
for each z ∈ CRe>µ \ {0}, λ > 0 and hence, (GP-1) is satisfied. Furthermore, K̺ = 0 by
Proposition 3.2.10 and hence, (GP-2) holds trivially. Thus, Theorem 3.3.7 is applicable and
hence, ω(T(M,A)) ≤ µ. Since µ > s0(M,A) was arbitrary, we infer ω(T(M,A)) ≤ s0(M,A).
Remark 3.4.8. In the case M0 = 1,M1 = 0 we get ω(T ) ≤ s0(1, A), which is the well-known
Gearhart-Prüß Theorem for C0-semigroups on Hilbert spaces (see e.g. [Prü84] or [EN00, Ch.
V,Th. 1.11]).
We conclude this subsection, by discussing an abstract version of the heat equation in the
presented framework.
Example 3.4.9. Let H0,H1 be Hilbert spaces and C : D(C) ⊆ H0 → H1 densely defined
closed and linear. We consider the evolutionary equation(
∂0,̺
(
η 0
0 0
)
+
(
0 0
0 k−1
)
+
(
0 −C∗
C 0
))(
ϑ
q
)
= F,
where η ∈ L(H0), k ∈ L(H1) are selfadjoint, strictly m-accretive operators with
〈ηx0|x0〉H0 ≥ c0|x0|2H0 ,
〈kx1|x1〉H1 ≥ c1|x1|2H1
for some c0, c1 > 0 and each (x0, x1) ∈ H0 ⊕ H1 =: H. Thus, in the setting of differential-
algebraic equations we have
M0 =
(
η 0
0 0
)
, M1 =
(
0 0
0 k−1
)
, A =
(
0 −C∗
C 0
)
.
We note that the evolutionary problem is well-posed by Proposition 1.2.20. We have that
s0(M,A) ≤ 0. Indeed, for ̺ > 0 and z ∈ CRe>̺ we get
Re〈(zM0 +M1)x|x〉H ≥ min
{
̺c0, c
−1
1
} |x|2H
for each x ∈ H. Hence (zM0 + M1) is strictly accretive and by Proposition 1.2.17, so is
zM0 +M1 +A and we get
‖(zM0 +M1 +A)−1‖ ≤ 1
min
{
̺c0, c
−1
1
} .
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This proves s0(M,A) ≤ 0. If C is boundedly invertible, we even obtain s0(M,A) < 0 by
Proposition 2.3.1.
We want to determine IV̺(M,A). For doing so, let ̺ > 0 and u0 = (v,w) ∈ IV̺(M,A). Then
it follows that
S̺ (δ0M0u0)− χR≥0u0 ∈ H1̺(R;H).
We set(
ϑ
q
)
:= S̺ (δ0M0u0) =
(
∂0,̺
(
η 0
0 0
)
+
(
0 0
0 k−1
)
+
(
0 −C∗
C 0
))−1
δ0
(
ηv
0
)
,
which by definition needs to belong to H̺(R;H). The equations read
∂0,̺ηϑ −C∗q = δ0ηv,
k−1q + Cϑ = 0,
and thus, the second equation yields ϑ ∈ D(C). Furthermore, since q(t) → w as t → 0+, we
derive that kCϑ(t) = −q(t)→ −w as t→ 0 + . Since also ϑ(t)→ v as t→ 0+, we infer from
the closedness of C that v ∈ D(C) and w = −kCv. Thus,
IV̺(M,A) ⊆ {(v,−kCv) ; v ∈ D(C)} .
To find an appropriate subset of IV̺(M,A) we apply Proposition 3.4.1. Let u0 = (v,w) ∈
D(A). Then (M1 +A)u0 ∈ R(M0) yields
k−1w + Cv = 0
and hence, w = −kCv. Since w ∈ D(C∗) we infer v ∈ D(C∗kC).Moreover, since we have that
ι0 (ι
∗
1M0ι0)
−1 ι∗1(M1 +A)u0 ∈ D(A), we derive
η−1C∗w ∈ D(C)
and thus, v ∈ D(Cη−1C∗kC). Thus, we have that{
(v,−kCv) ; v ∈ D(Cη−1C∗kC)} ⊆ IV̺(M,A).
Both inclusions yield
IV̺(M,A) = {(v,−kCv) ; v ∈ D(C)} =: G.
If we show that (3.12) is satisfied, the semigroup T (1)(M,A)(·, 0) extends to a C0-semigroup on
G. Let v ∈ D(C), λ > 0 and define(
un
vn
)
:=
((
λη −C∗
C k−1
)−1(
η 0
0 0
))n(
v
−kCv
)
for n ∈ N. Then,
un =
(
(λη + C∗kC)−1 η
)n
v
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vn = −kC
(
(λη + C∗kC)−1 η
)n
v.
First, we estimate un in terms of v. For doing so, we compute
(λη +C∗kC)−1 =
√
η−1
(
λ+
√
η−1C∗kC
√
η−1
)−1√
η−1
and consequently(
(λη + C∗kC)−1 η
)n
=
(√
η−1
(
λ+
√
η−1C∗kC
√
η−1
)−1√
η
)n
=
√
η−1
(
λ+
√
η−1C∗kC
√
η−1
)−n√
η.
Since
√
η−1C∗kC
√
η−1 is a selfadjoint accretive operator on H0, we get that
|un|H0 ≤
‖√η‖
√
c−10
λn
|v|H0 .
Moreover, by the above computations, we have that
−kC
(
(λη + C∗kC)−1 η
)n
= −kC
√
η−1
(
λ+
√
η−1C∗kC
√
η−1
)−n√
η
⊇
√
k(λ+
√
kCη−1C∗
√
k)−n(−
√
kC)
and thus,
vn =
√
k
(
λ+
√
kCη−1C∗
√
k
)−n
(−
√
kCv).
Since
√
kCη−1C∗
√
k is a selfadjoint accretive operator, we infer
|vn|H1 ≤
‖√k‖
λn
|
√
kCv|H1 ≤
‖√k‖|
√
c−11
λn
|kCv|H1 .
Summarizing, we have shown that∣∣∣∣∣
((
λη −C∗
C k−1
)−1(
η 0
0 0
))n (
v
−kCv
)∣∣∣∣∣
H
≤ M
λn
∣∣∣∣( v−kCv
)∣∣∣∣
H
for some M ≥ 1, which is (3.12) according to Remark 3.4.6 (a). Moreover ω(T (1)(M,A)(·, 0)) ≤
s0(M,A) by Proposition 3.4.7.
Remark 3.4.10. If we choose H0 = L2(Ω) and H1 = R(grad0) for some bounded domain
Ω ⊆ R3 and C := ι∗
R(grad0)
grad0, we end up with the heat equation. Thus, we can associate a
C0−semigroup on the Hilbert space G = {(v,−k grad0 v) ; v ∈ D(grad0)} ⊆ L2(Ω)⊕R(grad0),
which is exponentially stable, since C is boundedly invertible due to the Poincare inequality.
We emphasize that the C0-semigroup is not the classical one, since we require the continuity
with respect to time for both unknowns, the temperature and the heat flux. This is why we
need the Hilbert space G instead of the usual space L2(Ω).
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3.4.2. Partial differential equations with finite delay
We generalize the setting of the previous subsection and consider now material laws of the
form
M(z) :=M0 + z
−1(M1 +
n∑
i=2
Mi e
−zhi) (z ∈ C \ {0}),
whereM0,M1,Mi ∈ L(H) and hi > 0, i ∈ {2, . . . , n}. Then, M satisfies (REG) with b(M) = 0
and for ̺ > 0, x ∈ H we get
M(∂0,̺)χR≥0x =
(
t 7→ χR≥0(t)M0x+ tχR≥0(t)M1x+
n∑
i=2
(t− hi)χR≥hi (t)Mix
)
which yields (
M(∂0,̺)χR≥0x
)
(0+) =M0x.
Moreover, we have that
K̺g = P0∂0,̺M(∂0,̺)g
= χR≥0(m)
n∑
i=2
Miτ−hig
for each g ∈ χR≤0(m)
[
H1̺ (R;H)
]
. Thus, a function g ∈ χR≤0(m)[H1̺ (R;H)] for some ̺ >
max{s0(M,A), 0} belongs the space of admissible histories His̺(M,A) if and only if
S̺
(
δ0M0g(0−) − χR≥0(m)
n∑
i=2
Miτ−hig
)
− χR≥0g(0−) ∈ H1̺ (R;H).
Similar to the previous section, we describe a subset of His̺(M,A).
Proposition 3.4.11. Let R(M0) be closed and denote by ι0 : N(M0)
⊥ → H and ι1 : R(M0)→
H the canonical embeddings of N(M0)
⊥ and R(M0), respectively. Then, ι∗1M0ι0 : N(M0)
⊥ →
R(M0) is boundedly invertible and each function g ∈ χR≤0(m)
[
H1̺ (R;H)
]
, ̺ > 0 satisfying
• g(0−) ∈ D(A),
• (M1 +A)g(0−) ∈ R(M0),
• ι0(ι∗1M0ι0)−1ι∗1(M1 +A)g(0−) ∈ D(A),
• Mig(−hi) = 0 for each i ∈ {2, . . . , n},
belongs to His̺(M,A).
Proof. The bounded invertibility of ι∗1M0ι0 follows by the closed graph theorem. Let now
g ∈ χR≤0(m)
[
H1̺(R;H)
]
, ̺ > 0 satisfying the conditions. We need to prove that
S̺
(
δ0M0g(0−) − χR≥0(m)
n∑
i=2
Miτ−hig
)
− χR≥0g(0−) ∈ H1̺ (R;H).
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Since g(0−) ∈ D(A) we get that
S̺
(
δ0M0g(0−)− χR≥0(m)
n∑
i=2
Miτ−hig
)
− χR≥0g(0−)
=− S̺
(
χR≥0(m)
n∑
i=2
Miτ−hig + χR≥0(M1 +A)g(0−) +
n∑
i=2
Miτ−hiχR≥0g(0−)
)
.
Note that by assumption there is x ∈ D(A) such that M0x = (M1 + A)g(0−). Moreover,
spt τ−hiχR≥0g(0−) ⊆ R≥hi and thus,
S̺
(
δ0M0g(0−) − χR≥0(m)
n∑
i=2
Miτ−hig
)
− χR≥0g(0−)
=− S̺
(
χR≥0M0x
)− S̺(χR≥0(m) n∑
i=2
Miτ−hi(g + χR≥0g(0−))
)
.
Note that g+χR≥0g(0−) ∈ H1̺ (R;H) and thus, Miτ−hi(g+χR≥0g(0−)) ∈ H1̺(R;H). Further-
more, by hypothesis we have that(
Miτ−hi(g + χR≥0g(0−))
)
(0) =Mig(−hi) = 0
and hence,
χR≥0(m)
n∑
i=2
Miτ−hi(g + χR≥0g(0−)) ∈ H1̺(R;H).
Thus, it suffices to check that
S̺
(
χR≥0M0x
) ∈ H1̺ (R;H).
This, however, follows by
∂0,̺S̺(χR≥0M0x) = χR≥0x− S̺
(
χR≥0(M1 +A)x+
n∑
i=2
Miτ−hiχR≥0x
)
∈ H̺(R;H),
where we have used x ∈ D(A).
The main difficulty lies in the verification of (HY) in order to obtain a C0-semigroup on X
µ
̺ for
some ̺ > s0(M,A) and µ ≤ ̺. However, if (HY) is satisfied, Conditions (GP-1) and (GP-2)
follow and hence, we can estimate the growth-type of the semigroup by µ.
Proposition 3.4.12. Let ̺ > max{s0(M,A), 0} and s0(M,A) < µ ≤ ̺. Assume that T(M,A)
extends to a C0-semigroup on X
µ
̺ . Then ω(T(M,A)) ≤ µ.
Proof. By Theorem 3.3.7 it suffices to prove (GP-1) and (GP-2). We observe that for z ∈
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CRe>µ and λ > 0 we have
‖Φλ(z)‖ = ‖zM0 +M1 +
n∑
i=2
Mi e
−zhi −
(
(z + λ)M0 +M1 +
n∑
i=2
Mi e
−(z+λ)hi
)
‖
= ‖ − λM0 +
n∑
i=2
Mi e
−zhi(1− e−λhi)‖
≤ λ‖M0‖+
n∑
i=2
‖Mi‖ e−µhi
which shows (GP-1). Moreover, for g ∈ χR≤0(m)
[
H1̺ (R;H)
]
we estimate
 ∞∫
0
|K̺g(t)|2H e−2µt dt
 12 =
 ∞∫
0
|
n∑
i=2
Mig(t− hi)|2H e−2µt dt
 12
≤
n∑
i=2
‖Mi‖ e−µhi
 0∫
−hi
|g(s)|2H e−2µs ds

1
2
≤
n∑
i=2
‖Mi‖2 e−µhi |g|H̺(R≤0;H),
which proves (GP-2). Hence, the assertion follows.
We now discuss a more concrete example.
On a Cauchy-type problem with finite delay
Let A : D(A) ⊆ H → H such that −A is the generator of a C0-semigroup T on H and
Mi ∈ L(H), i ∈ {2, . . . , n}. We consider the following evolutionary problem(
∂0,̺ +
n∑
i=2
Miτ−hi +A
)
u = f,
where hi > 0 for each i ∈ {2, . . . , n}. This problem is well-posed, since for z ∈ CRe>̺ with
̺ > max{0, ω(T )} sufficiently large, we have that
z +
n∑
i=2
Mi e
−zhi +A = (z +A)
(
1 + (z +A)−1
n∑
i=2
Mi e
−zhi
)
,
and
‖(z +A)−1
n∑
i=2
Mi e
−zhi ‖ ≤ M
∑n
i=2 ‖Mi‖ e−Re zhi
Re z − ω(T ) ≤
M
∑n
i=2 ‖Mi‖
̺− ω(T ) e
−̺h,
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for some M ≥ 1, where h := min2≤i≤n hi. Thus, choosing ̺ large enough such that
M
∑n
i=2 ‖Mi‖
̺− ω(T ) e
−̺h < 1, (3.13)
we derive the well-posedness by employing the Neumann-series.
Lemma 3.4.13. For ̺ > max{s0(M,A), 0} we have that
Xµ̺ = H ×Hµ(R≤0;H)
for each µ ≤ ̺.
Proof. We have to prove that D̺ = {(g(0−), g) ; g ∈ His̺(M,A)} is dense in H×Hµ(R≤0;H).
Let v ∈ H and f ∈ Hµ(R≤0;H). For ε > 0 we take x ∈ D(A2) such that
|x− v|H < ε
and ϕ ∈ C∞c (R<0;H) such that
|ϕ− f |Hµ(R≤0;H) < ε.
Moreover, we choose ψ ∈ C∞c (R;H) with |ψ|Hµ(R;H) < ε such that ψ(0) = x and ψ(−hi) =
−ϕ(−hi) for each i ∈ {2, . . . , n}. We define
g := χR≤0(m)(ϕ+ ψ) ∈ χR≤0(m)
[
H1̺(R;H)
]
and show that g ∈ His̺(M,A). For doing so, we apply Proposition 3.4.11 and show that g
satisfies the four conditions stated there. We have that
• g(0−) = ψ(0) = x ∈ D(A),
• (M1 +A)g(0−) = Ax ∈ H = R(M0),
• ι0(ι∗1M0ι0)−1ι∗1(M1 +A)g(0−) = Ax ∈ D(A),
• Mig(−hi) =Mi(ϕ(−hi) + ψ(−hi)) = 0 for i ∈ {2, . . . , n}.
Hence, we indeed have g ∈ His̺(M,A). Moreover,
|g(0−) − v|H = |x− v|H < ε,
|g − f |Hµ(R≤0;H) ≤ |ϕ− f |Hµ(R≤0;H) + |ψ|Hµ(R;H) < 2ε,
which proves the density.
Proposition 3.4.14. Let ̺ > max{s0(M,A), 0} such that (3.13) is satisfied. Then for each
µ ≤ ̺, T(M,A) can be extended to a C0-semigroup on Xµ̺ .
Proof. By Proposition 3.3.3 and Lemma 3.3.5 it suffices to prove that there is some ω ∈ R
such that
T
(1)
(M,A) : D̺ ⊆ Xµ̺ → Cω(R≥0;H)
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is bounded. We observe that for ̺ > ω(T )
(∂0,̺ +A)
−1 : H̺(R≥0;H)→ C̺(R≥0;H) (3.14)
is bounded. Indeed, for f ∈ C∞c (R≥0;H) we estimate
∣∣∣((∂0,̺ +A)−1 f) (t)∣∣∣
H
e−̺t =
∣∣∣∣∣∣
t∫
0
T (t− s)f(s) ds
∣∣∣∣∣∣
H
e−̺t
≤M e(ω(T )−̺)t
t∫
0
|f(s)|H e−ω(T )s ds
≤M e(ω(T )−̺)t
√
e2(̺−ω(T ))t −1
2(̺− ω(T )) |f |H̺(R≥0;H)
≤M 1√
2(̺− ω(T )) |f |H̺(R≥0;H),
which shows the claim. Let now ̺ > ω(T ) satisfying (3.13) and µ ≤ ̺. For (x, g) ∈ Xµ̺ we set
u :=
(
∂0,̺ +
n∑
i=2
Miτhi +A
)−1(
δ0x− χR≥0(m)
n∑
i=2
Miτhig
)
=
(
1 + (∂0,̺ +A)
−1
n∑
i=2
Miτhi
)−1
(∂0,̺ +A)
−1δ0x+
−
(
∂0,̺ +
n∑
i=2
Miτhi +A
)−1
χR≥0(m)
n∑
i=2
Miτhig.
Since (∂0,̺ +A)−1δ0x ∈ H̺(R≥0;H) and
χR≥0(m)τhig = χ[0,hi](m)τhig ∈ Hµ([0, hi];H) →֒ H̺(R;H),
we derive that u ∈ H̺(R≥0;H) and
|u|H̺(R;H) ≤ C|(x, g)|Xµ̺
for some C > 0. We thus have shown that
T
(1)
(M,A) : X
µ
̺ → H̺(R≥0;H)
is bounded. Moreover, we have that(
∂0,̺ +
n∑
i=2
Miτhi +A
)
u = δ0x− χR≥0(m)
n∑
i=2
Miτhig,
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which gives
u = (∂0,̺ +A)
−1δ0x− (∂0,̺ +A)−1
(
χR≥0(m)
n∑
i=2
Miτhig −
n∑
i=2
Miτhiu
)
.
Since−A generates a C0-semigroup, the first term on the right-hand side belongs to C̺(R≥0;H).
Moreover, employing (3.14) we infer that also the second term lies in C̺(R≥0;H) and hence,
so does u. Hence, we have shown
T
(1)
(M,A)
[
Xµ̺
] ⊆ C̺(R≥0;H).
Since T (1)(M,A) ∈ L(Xµ̺ ;H̺(R≥0;H)) ⊆ L(Xµ̺ ;H̺+1(R≥0;H)) and C̺(R≥0;H) →֒ H̺+1(R≥0;H),
we infer that T (1)(M,A) : X
µ
̺ → C̺(R≥0;H) is bounded by the closed graph theorem.
Corollary 3.4.15. Assume that A − c is m-accretive for some c > 0. Moreover, assume
that Mi is selfadjoint and non-negative for each i ∈ {2, . . . , n}. Then s0(M,A) ≤ −c and
consequently, the semigroup T(M,A) on X
µ
̺ for s0(M,A) < µ < 0 is exponentially stable.
Proof. For x ∈ H and z ∈ C we have
Re〈
(
z +
n∑
i=2
Mi e
−zhi +A
)
x|x〉 ≥ (Re z + c) |x|2H
and hence, s0(M,A) ≤ −c. The second assertion follows from Proposition 3.4.12.
3.4.3. Integro-differential equations
A further class we want to inspect with the methods provided in this chapter is a partic-
ular class of integro-differential equations. For simplicity, we restrict ourselves to integro-
differential equations of parabolic-type.
Let H be a Hilbert space and A : D(A) ⊆ H → H an m-accretive operator. Moreover, let
k : R≥0 → L(H) be a given kernel satisfying k ∈ L1,µ(R≥0;L(H)) with |k|L1,µ < 1 for some
µ ∈ R (recall the definitions given in Subsection 1.3.3). We consider an integro-differential
equation of the form (
∂0,̺ (1− k∗)−1 +A
)
u = f, (3.15)
for ̺ ≥ µ. This is an evolutionary equation with a material law given by
M(z) := (1−
√
2πk̂(z))−1 (z ∈ CRe>µ).
To avoid technicalities we assume that H is separable. We first check that M satisfies (REG).
Clearly, we have b(M) ≤ max{0, µ} due to the Neumann series. In order to prove that(
(1− k∗)−1χR≥0x
)
(0+)
exists for each x ∈ H, we need the following lemma.
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Lemma 3.4.16. For ̺ ∈ R consider the space
CH̺(R;H) := C̺(R;H) ∩H̺(R;H)
equipped with the norm
|f |CH̺ := |f |̺,∞ + |f |H̺(R;H) (f ∈ CH̺(R;H)).
Then CH̺(R;H) is a Banach space and for ℓ ∈ L1,̺(R≥0;L(H)) the operator
ℓ∗ : CH̺(R;H)→ CH̺(R;H)
is well-defined and bounded with
‖ℓ ∗ ‖ ≤ |ℓ|L1,̺ .
Proof. If (fn)n∈N is a Cauchy sequence in CH̺(R;H) it converges to f and f˜ in C̺(R;H)
and H̺(R;H), respectively. Then there is a subsequence (fnk)k∈N such that fnk(t) → f˜(t)
for almost every t ∈ R. Since fn(t) → f(t) for each t ∈ R we infer f(t) = f˜(t) for almost
every t ∈ R, which proves that f ∈ CH̺(R;H) is the limit of (fn)n∈N in CH̺(R;H). Let now
ℓ ∈ L1,̺(R≥0;L(H)). We first show that ℓ ∗ f is continuous for f ∈ CH̺(R;H). Recall that
by Lemma 1.3.6
(ℓ ∗ f) (t) =
∞∫
0
ℓ(s)f(t− s) ds (t ∈ R a.e.).
Let t, t′ ∈ R with |t− t′| ≤ 1. Then we have that∣∣∣∣∣∣
∞∫
0
ℓ(s)
(
f(t− s)− f(t′ − s)) ds
∣∣∣∣∣∣
H
≤
∞∫
0
‖ℓ(s)‖ ∣∣f(t− s)− f(t′ − s)∣∣
H
ds.
By continuity of f , we have f(t′ − s)→ f(t− s) for each s ∈ R as t′ → t. Moreover, we have
that
‖ℓ(s)‖ ∣∣f(t− s)− f(t′ − s)∣∣
H
≤ ‖ℓ(s)‖ e−̺s
(
|f(t− s)|H e−̺(t−s)+|f(t′ − s)|H e−̺(t−s)
)
e̺t
≤ ‖ℓ(s)‖ e−̺s
(
1 + e−̺(t−t
′)
)
|f |̺,∞ e̺t
≤ ‖ℓ(s)‖ e−̺s
(
1 + e|̺|
)
|f |̺,∞ e̺t =: g(s)
for each s ∈ R and since g ∈ L1(R≥0) we obtain
∞∫
0
‖ℓ(s)‖ ∣∣f(t− s)− f(t′ − s)∣∣
H
ds→ 0 (t′ → t)
by dominated convergence. Hence
(
t 7→ ∫∞0 ℓ(s)f(t− s) ds) is a continuous representer of
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ℓ ∗ f . Moreover,∣∣∣∣∣∣
∞∫
0
ℓ(s)f(t− s) ds
∣∣∣∣∣∣
H
e−̺t ≤
∞∫
0
‖ℓ(s)‖ e−̺s |f(t− s)|H e−̺(t−s) ds ≤ |ℓ|L1,̺ |f |̺,∞
for each t ∈ R. Together with Lemma 1.3.5 this shows that ℓ∗ : CH̺(R;H) → CH̺(R;H) is
bounded with ‖ℓ ∗ ‖ ≤ |ℓ|L1,̺ .
Proposition 3.4.17. For each x ∈ H we have that(
(1− k∗)−1χR≥0x
)
(0+) = x.
Proof. Let ̺ > max{0, µ} and x ∈ H. We first prove that k ∗ χR≥0x ∈ CH̺(R;H). For
t, t′ ∈ R we have that
∞∫
0
k(s)χR≥0(t
′− s)x ds =
∞∫
0
χ[0,t′](s)k(s)x ds→
∞∫
0
χ[0,t](s)k(s)x ds =
∞∫
0
k(s)χR≥0(t− s)x ds
as t′ → t by dominated convergence. Hence, by Lemma 1.3.6 (t 7→ ∫∞0 k(s)χR≥0(t− s)x ds)
is a continuous representer of k ∗ χR≥0x. Since∣∣∣∣∣∣
∞∫
0
k(s)χR≥0(t− s)x ds
∣∣∣∣∣∣
H
e−̺t ≤
∞∫
0
‖k(s)‖ e−̺s ds|x|H (t ∈ R),
we obtain f := k ∗ χR≥0x ∈ CH̺(R;H). By the Neumann series we have
(1− k∗)−1χR≥0x = χR≥0x+
∞∑
n=0
(k∗)n f.
We note that the series also converges in CH̺(R;H), since by Lemma 3.4.16
| (k∗)n f |CH̺ ≤ |k|nL1,̺ |f |CH̺
for each n ∈ N and CH̺(R;H) is complete. Thus,
∑∞
n=0 (k∗)n f ∈ CH̺(R;H) and since
spt f ⊆ R≥0 and k∗ is causal, we have that spt
∑∞
n=0 (k∗)n f ⊆ R≥0 and hence, using the
continuity ( ∞∑
n=0
(k∗)n f
)
(0+) =
( ∞∑
n=0
(k∗)n f
)
(0−) = 0.
Hence, we get that
(
(1− k∗)−1χR≥0x
)
(0+) = x+
( ∞∑
n=0
(k∗)n f
)
(0+) = x.
Our next goal is to find a suitable subset of His̺(M,A). For doing so, we need to impose more
regularity for the kernel k. More precisely, we assume the following: There exists a kernel
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k′ ∈ L1,µ˜(R≥0;L(H)) for some µ˜ ∈ R such that for each x, y ∈ H, t ∈ R≥0 we have
〈x|(k(t) − k(0))y〉H =
t∫
0
〈x|k′(s)y〉H ds. (3.16)
Lemma 3.4.18. Assume that k satisfies (3.16) and let u ∈ H̺(R;H) for some ̺ ≥ max{µ, µ˜}.
Then k ∗ u ∈ H1̺ (R;H) and ∂0,̺ (k ∗ u) = k′ ∗ u+ k(0)u. Hence,
k∗ : H̺(R;H)→ H1̺(R;H)
is a bounded linear operator with norm less than or equal to |k′|L1,̺ + ‖k(0)‖ and
zk̂(z) = k̂′(z) +
1√
2π
k(0) (z ∈ CRe≥max{µ,µ˜}).
Proof. Let ϕ ∈ C∞c (R;H) and compute
〈k ∗ u|∂∗0,̺ϕ〉H̺(R;H)
= −
∫
R
〈 t∫
−∞
k(t− s)u(s) ds
∣∣∣∣∣∣ (ϕ e−2̺·)′(t)
〉
H
dt
= −
∫
R
∞∫
s
〈k(t− s)u(s)|(ϕ e−2̺·)′(t)〉H dt ds
= −
∫
R
∞∫
s
〈
t−s∫
0
k′(r)u(s) dr|(ϕ e−2̺·)′(t)〉H dt ds−
∫
R
〈k(0)u(s)|
∞∫
s
(ϕ e−2̺·)′(t) dt〉H ds
=
∫
R
∞∫
s
〈k′(t− s)u(s)|ϕ(t) e−2̺t〉H dt ds+
∫
R
〈k(0)u(s)|ϕ(s)〉H e−2̺s ds
= 〈k′ ∗ u+ k(0)u|ϕ〉H̺(R;H).
This yields ∂0,̺(k ∗ u) = k′ ∗ u+ k(0)u. The boundedness of k∗ : H̺(R;H)→ H1̺(R;H) with
the asserted norm bound follows from Lemma 1.3.5, while the last assertion is a consequence
of Lemma 1.3.8.
Proposition 3.4.19. If k satisfies (3.16), then the evolutionary problem associated with A
and M(z) = (1−√2πk̂(z))−1 is well-posed. Moreover, for ̺ ≥ max{µ, µ˜} we have that
K̺ : H̺(R≤0;H)→ Hµ∨µ˜(R≥0;H)
g 7→ P0∂0M(∂0)g
is well-defined and bounded and, for µ ∨ µ˜ ≤ ν ≤ ̺ and g ∈ H̺(R≤0;H) ⊆ Hν(R≤0;H) we
have that
K̺g = Kνg.
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Proof. Since |k|L1,µ < 1 we have that
M(z) = 1 +
∞∑
n=1
(√
2π k̂(z)
)n
, (z ∈ CRe>µ)
due to the Neumann series. From Lemma 3.4.18, we therefore infer that
zM(z) = z +
(√
2πk̂′(z) + k(0)
) ∞∑
n=0
(√
2πk̂(z)
)n
=: z + M˜(z) (z ∈ CRe>max{µ,µ˜}).
Noting that ∥∥∥M˜(z)∥∥∥ ≤ (|k′|L1,µ˜ + ‖k(0)‖) 11− |k|L1,µ =: ̺0
for each z ∈ CRe>max{µ,µ˜} we obtain that
zM(z) +A = z +A+ M˜(z) = (z +A)(1 + (z +A)−1M˜(z))
is boundedly invertible for each z ∈ CRe>max{0,̺0,µ,µ˜} with
‖(zM(z) +A)−1‖ ≤ 1
Re z − ̺0 .
This shows the well-posedness of the evolutionary problem associated with M and A.
Let now g ∈ H̺(R≤0;H) for some ̺ ≥ max{µ, µ˜}. Then we have by Lemma 3.4.18
∂0,̺M(∂0,̺)g = ∂0,̺g + ∂0,̺
∞∑
n=1
(k∗)n g
= ∂0,̺g +
(
k′ ∗+k(0)) ∞∑
n=0
(k∗)ng
and thus,
K̺g = χR≥0(m)
(
k′ ∗+k(0)) ∞∑
n=0
(k∗)ng
= χR≥0(m)
(
k′∗) ∞∑
n=0
(k∗)ng + k(0)χR≥0(m)
∞∑
n=1
(k∗)ng.
By Lemma 1.3.5 we know that k∗, k′∗ : Hµ∨µ˜(R;H) → Hµ∨µ˜(R;H) are bounded opera-
tors. Since by the choice of ̺ we have that H̺(R≤0;H) →֒ Hµ∨µ′(R;H), it follows that
K̺g ∈ Hµ∨µ′(R≥0;H) and that K̺ : H̺(R≤0;H) → Hµ∨µ˜(R≥0;H) is bounded. Moreover,
the computation above yields the independence of ̺ ≥ µ ∨ µ˜.
In order to give a suitable subset of His̺(M,A), we also need to restrict the class of possible
operators A.
Lemma 3.4.20. Let ̺ > max{s0(M,A), 0, µ, µ˜} and assume that (∂0,̺ + A)−1 [H̺(R;H)] ⊆
H1̺(R;H) and that k satisfies (3.16). Then, S̺ : H̺(R;H) → H1̺ (R;H) is well-defined and
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bounded.
Proof. By the closed graph theorem, it suffices to check that S̺ [H̺(R;H)] ⊆ H1̺(R;H). So,
let f ∈ H̺(R;H) and set u := S̺f. Then, using Lemma 3.4.18 we infer that
f = ∂0,̺(1− k∗)−1u+Au
= ∂0,̺u+ ∂0,̺
∞∑
n=1
(k∗)n u+Au
= ∂0,̺u+
(
(k′∗) + k(0)) ∞∑
n=0
(k∗)n u+Au
and hence,
u = (∂0,̺ +A)
−1(f − ((k′∗) + k(0)) ∞∑
n=0
(k∗)n u).
Since u ∈ H̺(R;H), we derive that f − ((k′∗) + k(0))
∑∞
n=0 (k∗)n u ∈ H̺(R;H) and thus,
u ∈ H1̺ (R;H) by assumption.
Remark 3.4.21. The additional assumption imposed on A is called maximal regularity of
the associated semigroup. It was proved in [deS64] that this is equivalent to the fact that
−A generates an analytic semigroup. Note that this characterization is false for Banach
spaces [KL00]. For results in Banach spaces (more precisely UMD-spaces) we refer to [DV87,
Wei01]. For an approach to maximal regularity for a class of evolutionary problems we refer
to [PTW16b].
Corollary 3.4.22. Let ̺ > max{s0(M,A), 0, µ, µ˜} and assume that (∂0,̺+A)−1 [H̺(R;H)] ⊆
H1̺(R;H) and that k satisfies (3.16). Then each g ∈ χR≤0(m)
[
H1̺(R;H)
]
with g(0−) ∈ D(A)
belongs to His̺(M,A). Hence,
Xν̺ = H ×Hν(R≤0;H)
for each ν ≤ ̺.
Proof. Let g ∈ χR≤0(m)
[
H1̺(R;H)
]
with g(0−) ∈ D(A). We compute
S̺ (δ0g(0−)−K̺g)− χR≥0g(0−)
= S̺
(
δ0g(0−) −K̺g − ∂0,̺(1− k∗)−1χR≥0g(0−) − χR≥0Ag(0−)
)
= −S̺
(k′ ∗+k(0)) ∞∑
j=0
(k∗)j χR≥0g(0−) +K̺g + χR≥0Ag(0−)
 .
The assertion now follows from Lemma 3.4.20.
Now we are in the position to prove, that we can associate a C0-semigroup on Xν̺ for suitable
̺ and ν.
Proposition 3.4.23. Let ̺ > max{s0(M,A), 0, µ, µ˜}. Assume that (∂0,̺+A)−1 [H̺(R;H)] ⊆
H1̺(R;H) and that k satisfies (3.16). Then T(M,A) extends to a C0-semigroup on X
ν
̺ =
H ×Hν(R≤0;H) for each max{µ, µ˜} ≤ ν ≤ ̺.
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Proof. Let max{µ, µ˜} ≤ ν ≤ ̺. By Proposition 3.3.3 and Lemma 3.3.5 it suffices to prove
that
T
(1)
(M,A) : D̺ ⊆ Xν̺ → C̺(R≥0;H)
is bounded. So let g ∈ His̺(M,A) and set u := T (1)(M,A)(g(0−), g), i.e.
u = S̺(δ0g(0−) −K̺g) = S̺(δ0g(0−) −Kνg).
We note that according to Proposition 3.4.19 Kν : Hν(R≤0;H)→ Hµ∨µ˜(R≥0;H) →֒ H̺(R;H)
is bounded. By Lemma 3.4.20 we have that S̺ : H̺(R;H)→ H1̺(R;H) is bounded, which in
turn gives that S̺ : H−1̺ (R;H)→ H̺(R;H) is bounded. Thus, u ∈ H̺(R;H) with
|u|H̺(R;H) ≤ C|(g(0−), g)|Xν̺ (3.17)
for some C ≥ 0. Moreover, we have that
(∂0,̺ +A) u+ (k
′ ∗+k(0))
∞∑
n=0
(k∗)nu = (∂0,̺(1− k∗)−1 +A)u
= δ0g(0−)−Kνg
and hence
u = (∂0,̺ +A)
−1
(
δ0g(0−) −Kνg − (k′ ∗+k(0))
∞∑
n=0
(k∗)nu
)
= T−Ag(0−) − (∂0,̺ +A)−1
(
Kνg + (k
′ ∗+k(0))
∞∑
n=0
(k∗)nu
)
,
where T−A denotes the contractive C0-semigroup generated by −A (recall that A is m-
accretive). Since Kνg, u ∈ H̺(R;H) we have that
(∂0,̺ +A)
−1
(
Kνg + (k
′ ∗+k(0))
∞∑
n=0
(k∗)nu
)
∈ H1̺(R;H) →֒ C̺(R;H),
according to Proposition 1.1.8 and thus, u ∈ C̺(R≥0;H) with
|u|C̺(R≥0;H)
≤ |g(0−)|H +M
∣∣∣∣∣Kνg + (k′ ∗+k(0))
∞∑
n=0
(k∗)nu
∣∣∣∣∣
H̺(R;H)
≤ |g(0−)|H +M
(
‖Kν‖|g|Hν (R≤0;H) +
(|k′|L1,µ˜ + ‖k(0)‖) 11− |k|L1,µ |u|H̺(R;H)
)
≤ |g(0−)|H +M
(
‖Kν‖|g|Hν (R≤0;H) +
(|k′|L1,µ˜ + ‖k(0)‖) 11− |k|L1,µC|(g(0−), g)|Xν̺
)
,
where we have used (3.17) and whereM denotes the operator norm of (∂0,̺+A)−1 : H̺(R;H)→
H1̺(R;H).
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We conclude this section by an estimate for the growth bound of T(M,A).
Proposition 3.4.24. Let ̺ > max{s0(M,A), 0, µ, µ˜}. Assume that (∂0,̺+A)−1 [H̺(R;H)] ⊆
H1̺(R;H) and that k satisfies (3.16). Then ω(T(M,A)) ≤ max{s0(M,A), µ, µ˜}.
Proof. We need to show the assumptions of Theorem 3.3.7, that is we need to prove (GP-1)
and (GP-2). We note that (GP-2) was already shown in Proposition 3.4.19 and thus, it suffices
to check (GP-1). For doing so, let λ > 0, ̺ > max{s0(M,A), µ, µ˜} and consider the mapping
Φ : CRe>̺ ∋ z 7→ zM(z) − (z + λ)M(z + λ) ∈ L(H).
We compute
Φ(z)
= z(1−
√
2πk̂(z))−1 − (z + λ)(1−
√
2πk̂(z + λ))−1
=
√
2πz(1−
√
2πk̂(z))−1(k̂(z + λ)− k̂(z))
(
1−
√
2πk̂(z + λ)
)−1
− λ(1−
√
2πk̂(z + λ))−1.
Since
‖(1−
√
2πk̂(z))−1‖ ≤ 1
1− |k|L1,µ
(z ∈ CRe>̺),
it suffices to prove that z 7→ z(k̂(z+λ)− k̂(z)) is bounded on CRe>̺. Using Lemma 3.4.18 we
have that
z(k̂(z + λ)− k̂(z)) = (z + λ)k̂(z + λ)− zk̂(z)− λk̂(z + λ)
= k̂′(z + λ)− k̂′(z) − λk̂(z + λ),
which yields that
‖z(k̂(z + λ)− k̂(z))‖ ≤ 2|k′|L1,µ˜ + λ|k|L1,µ (z ∈ CRe>̺).
This completes the proof.
Remark 3.4.25. The latter proposition yields the exponential stability of T(M,A), provided that
s0(M,A), µ, µ˜ < 0. For sufficient assumptions on the kernel k and the operator A, which yield
s0(M,A) < 0 we refer to Subsection 2.3.1.
3.5. Notes
We have provided a way to incorporate initial values and histories in the framework of evo-
lutionary problems. The key observation was that suitable right-hand sides belonging to the
extrapolation space H−1̺ together with the causality of the solution operator, yield that the
solution indeed satisfies the desired initial conditions. This idea was already used in [PM11],
however just for the case of pure initial values. A similar way to incorporate histories in the
case of delay equations was suggested in [KPS+14]. The main improvement of the strategy
presented here, is that we are able to define a space of “admissible” initial values and histories
for a given evolutionary problem. Here, admissible means that these spaces of initial values
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and histories allow for the definition of a C0-semigroup. To the best of the author’s knowledge,
so far there was no intrinsic way to define such spaces in that generality. Of course, for each
of the classes of differential equations discussed in Section 3.4, suitable choices for those initial
values were known and the theory of C0-semigroups was already established for those.
Indeed, for the case of differential-algebraic equations, the notion of consistent initial values is
well-established (see e.g. [KM06] in finite dimensions or [Rei07] for a class of DAEs in infinite
dimensions). As we have shown in Example 3.4.9, these consistent initial values coincide with
our space IV̺(M,A). It should be noted that in the theory of differential-algebraic equations
it is common to assume that the corresponding evolutionary problem is not well-posed in the
sense that the solution operator S̺ is bounded from H̺ to H̺, but just bounded from H̺
to H−k̺ for some k ∈ N. Thus, those problems are not covered by our abstract results so far
and it is postponed to future studies to investigate, how our results could be generalized to
evolutionary problems whose solution operators are just bounded from H̺ to H−k̺ . Moreover,
we have restricted ourselves to homogeneous problems, i.e. evolutionary problems of the form
(∂0,̺M(∂0,̺) +A) u = 0 on R>0.
It is well-known that in general a non-vanishing source term on the right-hand side has an
influence on the possible choices of initial values. Again, the study of those problems is
postponed to future work.
In the theory of delay equations there are several choices for “admissible” histories. We just
mention [Web76, BP05], where the histories belong to some Lp-space, or [Hal71, HL93] for
histories in the space of continuous functions. Especially in the theory of nonlinear delay
differential equations and equations with state dependent delay, a restriction of admissible
histories is needed to obtain a solution. For this topic we refer to [Rue09] for nonlinear
problems and to [Wal03, Wal09] for state dependent delay equations.
Finally, there exists a large amount of articles considering C0-semigroups associated with
integro-differential equations. We just mention [GLS90] for finite dimensions and [BP05,
KS83, CG82] for infinite dimensions. Another approach to integro-differential equations is
provided in [Prü93], where not a C0-semigroup is associated to the problem but a so-called
resolvent family, which allows for a slightly weaker notion of solutions. This approach was
successfully applied to several problems.
A further class of differential equations, which was not addressed in Section 3.4 is the class
of fractional differential equations. Although, such equations are covered by the framework
of evolutionary problems (see [PTW15a]) they do not seem to fit in the framework developed
in this chapter. The main reason is that the space His̺(M,A) does not seem to be the right
choice for those problems. Indeed, since the Sobolev embedding theorem also holds for Hα̺
with α > 12 one could weaken the definition of His̺(M,A) in the sense that the solution should
belong to some Hα̺ for α >
1
2 . So it would be a valuable project to inspect, how the framework
could be generalized in order to cover fractional differential equations.
We conclude this section by an open problem. In Theorem 3.3.7 we proved that ω(T(M,A)) ≤
s0(M,A) for suitable material laws M. As it was already pointed out, this result reduces
to the famous Gearhart-Prüß Theorem if M = 1. However, in this case it is obvious that
even equality holds, since s0(1, A) ≤ ω(T(1,A)) holds trivially. So the question arises, whether
there are examples of material laws M , where the estimate ω(T(M,A)) < s0(M,A) holds.
There are good reasons to believe that there is such an example, even in the simple case
M(z) = M0 + z
−1M1 with a non-invertible M0, since in this case IV̺(M,A) is not dense in
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H in general. Thus, the corresponding semigroup acts on a proper subspace of H, while the
abscissa of boundedness s0(M,A) is defined using the whole space H, and hence, the growth
bound could be strictly less than the abscissa of boundedness. However, so far the author was
not able to construct an example.
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A. The Fourier-Laplace transform
In this section we briefly recall some well-known facts about the Fourier- and the Fourier-
Laplace transform. We present the statements just for scalar-valued functions, although we will
use them in the Hilbert space-valued case. However, employing the tensor product structure
of L2(R;H,µ) = L2(R, µ)⊗H for a Hilbert space H and a Borel-measure µ, we immediately
get that the results carry over to the Hilbert space case. For the theory of tensor products of
Hilbert spaces and operators we refer to [Wei80, Ber86], where the case of selfadjoint operators
is considered, and to [PM11, Tro11] for the general case.
We start our considerations by studying the Fourier transform.
Definition. Let f ∈ L1(R). Then we define the Fourier transform Ff of f by
(Ff) (x) := 1√
2π
∫
R
e− ixt f(t) dt (x ∈ R).
Remark A.1. Obviously, Ff is continuous (by dominated convergence) and bounded by
1√
2π
|f |L1 , and hence, the Fourier transform F is a bounded linear operator from L1(R) to
Cb(R). Choosing f ∈ C∞c (R) one obtains Ff ∈ C0(R). Indeed, one has
Ff(x) = 1√
2π
∫
R
e− ixt f(t) dt =
1
ix
1√
2π
∫
R
e− i xt f ′(t) dt (x 6= 0)
and hence,
lim sup
|x|→∞
|Ff(x)| ≤ lim sup
|x|→∞
1
|x|
1√
2π
|f ′|L1 = 0.
By continuous extension, we thus get Ff ∈ C0(R) for each f ∈ L1(R). This statement is
known as the Lemma of Riemann-Lebesgue.
Next, we will consider the Fourier transform on a particular subspace of L1(R), namely the
Schwartz space S(R) of rapidly decreasing functions.
Proposition A.2. The Fourier transform is a bijection on S(R), i.e. F|S(R) : S(R)→ S(R)
is bijective. Moreover, for f ∈ L1(R) with Ff ∈ L1(R) we have
f(x) = (F∗Ff) (x) := 1√
2π
∫
R
ei xtFf(t) dt = Ff(−x) (x ∈ R a.e.), (A.1)
and we have for all f, g ∈ L1(R) :∫
R
(Ff) (x)∗g(x) dx =
∫
R
f(x)∗ (F∗g) (x) dx. (A.2)
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Proof. Let φ ∈ S(R). We first show that Fφ ∈ S(R). For doing so, let k, n ∈ N and compute
|x|n
∣∣∣(∂kFφ) (x)∣∣∣ = 1√
2π
∣∣∣∣∣∣
∫
R
(− ix)n(− i t)k e− i xt φ(t) dt
∣∣∣∣∣∣
=
1√
2π
∣∣∣∣∣∣
∫
R
(− i t)k e− i xt φ(n)(t) dt
∣∣∣∣∣∣
≤ 1√
2π
∣∣∣(t 7→ tkφ(n)(t))∣∣∣
L1
for each x ∈ R, where we have used differentiation under the integral and integration by
parts. The latter estimate shows Fφ ∈ S(R). In order to show (A.1), we first prove (A.2).
Let f, g ∈ L1(R). Then we have by Fubini’s theorem
∫
R
(Ff) (x)∗g(x) dx =
∫
R
 1√
2π
∫
R
e− i xt f(t) dt
∗ g(x) dx
=
1√
2π
∫
R
∫
R
ei xt f(t)∗g(x) dt dx
=
∫
R
f(t)∗ (F∗g) (t) dt.
Consider now γ ∈ S(R) given by
γ(x) := e−
x2
2 (x ∈ R).
Then, γ(0) = 1 and γ′(x)+xγ(x) = 0 for each x ∈ R.Moreover, Fγ(0) = 1√
2π
∫
R e
−x2
2 dx = 1
and
(Fγ)′ (x) = 1√
2π
∫
R
(− i t) e− ixt γ(t) dt
=
1√
2π
∫
R
e− i xt i γ′(t) dt
= − 1√
2π
x
∫
R
e− ixt γ(t) dt = −xFγ(x)
for each x ∈ R. Thus, Fγ and γ are both solutions of the initial value problem y′(x)+xy(x) = 0
and y(0) = 1, and so, they coincide. Let now x ∈ R, a > 0 and f ∈ L1(R) with Ff ∈ L1(R).
Since F∗f = Fσ−1f, where (σ−1f) (x) := f(−x), we compute, using (A.2),
1√
2π
∫
R
ei xt γ(at) (Ff) (t) dt = 1√
2π
∫
R
(
e− ixt γ(at)
)∗
(F∗σ−1f) (t) dt
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=
1√
2π
∫
R
(F e− ix· γ(a·)) (t)∗f(−t) dt
=
1
2π
∫
R
∫
R
e− i ty e− i xy γ(ay) dy
∗ f(−t) dt
=
1√
2π
∫
R
1√
2π
∫
R
e− i(t−x)y γ(ay) dy f(t) dt
=
1√
2π
∫
R
f(t)
1
a
Fγ
(
t− x
a
)
dt
=
1√
2π
∫
R
f(az + x)γ (z) dz. (A.3)
By dominated convergence we obtain
lim
a→0
1√
2π
∫
R
eixt γ(at) (Ff) (t) dt = 1√
2π
∫
R
(Ff) (t) ei xt dt. (A.4)
For the term on the right hand side of (A.3), we consider the linear operators
Sa : L1(R)→ L1(R)
f 7→
x 7→ ∫
R
f(az + x)γ (z) dz
 .
Then
|Saf |L1 =
∫
R
∣∣∣∣∣∣
∫
R
f(az + x)γ(z) dz
∣∣∣∣∣∣ dx ≤
∫
R
∫
R
|f(az + x)| dx γ(z) dz ≤ |f |L1 |γ|L1 ,
and so ‖Sa‖ ≤ |γ|L1 for each a > 0. Moreover, since Saψ → ψ|γ|L1 in L1(R) as a→ 0 for each
ψ ∈ C∞c (R), we deduce Saf → f |γ|L1 in L1(R) as a→ 0 for each f ∈ L1(R). Thus, choosing
a suitable sequence (an)n∈N of positive reals with an → 0, we get that∫
R
f(anz + x)γ(z) dz → f(x)|γ|L1 (n→∞)
for almost every x ∈ R. Thus, (A.3), (A.4) and |γ|L1 =
√
2π imply
1√
2π
∫
R
eixt (Ff) (t) dt = f(x)
for almost every x ∈ R, which is (A.1). In particular, we obtain for φ ∈ S(R)
φ(x) = (F∗Fφ)(x) (x ∈ R),
142
A. The Fourier-Laplace transform
which gives that F|S(R) is one-to-one. Moreover,
(FF∗φ) (x) = (FFσ−1φ) (x) = (F∗Fσ−1φ) (−x) = φ(x) (x ∈ R),
which shows that F|S(R) is onto.
The latter proposition yields that F can be established as a unitary operator on L2(R).
Theorem A.3 (Plancherel). The operator F|S(R) : S(R) ⊆ L2(R) → L2(R) has a unique
unitary extension, again denoted by F : L2(R)→ L2(R).
Proof. By Proposition A.2 we have F [S(R)] = S(R), which shows, that F|S(R) has dense
range. Moreover, by (A.2) we have for φ ∈ S(R)
|Fφ|2L2(R) = 〈Fφ|Fφ〉L2(R) = 〈φ|F∗Fφ〉L2(R) = |φ|2L2(R),
which shows, that F|S(R) is an isometry on L2(R). Both things imply that F|S(R) has a unique
unitary extension.
Definition. Let f ∈ L1,̺(R) :=
{
g : R→ C ; g measurable, ∫R |g| e−̺t dt <∞} for some
̺ ∈ R. Then we define
L̺f(t) := F
(
e−̺m f
)
(t) =
1√
2π
∫
R
e−(i t+̺)x f(x) dx (t ∈ R),
the Fourier-Laplace transform of f . Moreover, we introduce the notation
f̂(i t+ ̺) := L̺f(t) (t ∈ R).
Corollary A.4. Let ̺ ∈ R. Then the Fourier-Laplace transform can be established as a unitary
operator L̺ : H̺(R)→ L2(R).
Proof. We note that L̺ = F e−̺m. Since e−̺m : H̺(R) → L2(R) is obviously unitary, we
derive that L̺ is unitary by Theorem A.3.
We also provide an adapted version of the Riemann-Lebesgue Lemma.
Proposition A.5. Let f ∈ L1(R≥0), such that (t 7→ tf(t)) ∈ L1(R≥0). Moreover, let K ⊆ R≥0
compact. Then
∀ε > 0∃M > 0∀|t| ≥M,̺ ∈ K : |L̺f(t)| < ε.
Proof. We first show, that
R≥0 ∋ ̺ 7→ L̺f ∈ Cb(R)
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is Lipschitz-continuous. Indeed, for ̺, ̺′ ∈ R≥0 we have that
|L̺f(t)− L̺′f(t)| ≤ 1√
2π
∫
R≥0
|f(s)|
∣∣∣e−̺s− e−̺′s∣∣∣ ds
≤ 1√
2π
∫
R≥0
|sf(s)| ds |̺− ̺′|
for each t ∈ R, which shows the Lipschitz-continuity. Consequently,
{L̺f ; ̺ ∈ K} ⊆ Cb(R)
is compact. Let now ε > 0 and choose K ′ ⊆ K finite such that
{L̺f ; ̺ ∈ K} ⊆
⋃
̺′∈K ′
B(L̺′f, ε).
According to the Lemma of Riemann-Lebesgue (Remark A.1), there is some M > 0 such that
∀|t| ≥M,̺′ ∈ K ′ : |L̺′f(t)| < ε.
Let now ̺ ∈ K, |t| ≥M. Then there is ̺′ ∈ K ′ such that ‖L̺f −L̺′f‖∞ < ε and we conclude
|L̺f(t)| ≤ ‖L̺f − L̺′f‖+ |L̺′f(t)| < 2ε.
As a further property of the Fourier-Laplace transform we want to state a theorem of Paley and
Wiener, characterizing the L2-functions supported on the positive real axis by their Fourier-
Laplace transform. We begin with the following lemma.
Lemma A.6. Let f ∈ ⋂̺>0H̺(R) with sup̺>0 |f |H̺ < ∞. Then f ∈ L2(R≥0) and |f |L2 =
sup̺>0 |f |H̺ = lim̺→0 |f |H̺.
Proof. We first show that f is supported on R≥0. For doing so, let a < b < 0. Then for each
̺ > 0 we estimate
b∫
a
|f(t)| dt =
b∫
a
e̺t e−̺t |f(t)| dt
≤
 b∫
a
e2̺t dt

1
2
|f |H̺
=
(
1
2̺
(
e2̺b− e2̺a
)) 12
|f |H̺
≤ e̺b
√
(b− a)|f |H̺ ,
by the mean value theorem. Letting ̺→∞ and using that b < 0 as well as sup̺>0 |f |H̺ <∞
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we derive
b∫
a
|f(t)| dt = 0.
As a < b < 0 were chosen arbitrarily, we get spt f ⊆ R≥0. Moreover, we estimate for each
n ∈ N and ̺ > 0
n∫
0
|f(t)|2 dt =
n∫
0
e2̺t e−2̺t|f(t)|2 dt ≤ e2̺n |f |2H̺ ≤ e2̺n sup
µ>0
|f |2Hµ .
Letting ̺ → 0 we derive ∫ n0 |f(t)|2 dt ≤ supµ>0 |f |2Hµ for each n ∈ N and so, f ∈ L2(R≥0)
with |f |L2 ≤ sup̺>0 |f |H̺ . Moreover, since spt f ⊆ R≥0 we get |f |H̺ ≤ |f |Hµ for ̺ > µ ≥ 0,
and hence, |f |L2 ≥ sup̺>0 |f |H̺ = lim̺→0 |f |H̺ , which completes the proof.
We are now able to state the Paley-Wiener Theorem. We mainly follow the proof presented
in [Rud87, 19.2 Theorem].
Theorem A.7 (Paley-Wiener, [PW34]). Let g ∈ H2(C>0). Then there exists f ∈ L2(R≥0)
such that
g(i t+ ̺) = f̂(i t+ ̺) = (L̺f) (t) (t ∈ R, ̺ > 0).
Moreover, |f |L2 = |g|H2 .
Proof. For ̺ > 0 we define g̺ = (t 7→ g(i t+ ̺)) . By assumption, g̺ ∈ L2(R) for each ̺ > 0
and sup̺>0 |g̺|L2 < ∞. For ̺ > 0 we define f̺ := F∗g̺ ∈ L2(R). Moreover, we set f(x) :=
ex f1(x) for x ∈ R. We prove that f ∈
⋂
̺>0H̺(R). For doing so, let ̺ > 0. Moreover we fix
a > 0 and x ∈ R. By Cauchy’s integral theorem we have
i
a∫
−a
e(i t+1)x g(i t+ 1) dt−
1∫
̺
e(i a+κ)x g(i a+ κ) dκ− i
a∫
−a
e(i t+̺)x g(i t+ ̺) dt+ (A.5)
+
1∫
̺
e(− i a+κ)x g(− i a+ κ) dκ = 0.
Moreover, since
∫
R
∣∣∣∣∣∣
1∫
̺
e(± i a+κ)x g(± i a+ κ) dκ
∣∣∣∣∣∣
2
da ≤ |1− ̺||g|2H2
1∫
̺
e2κx dκ <∞
we find a sequence (an)n∈N such that an →∞ and
1∫
̺
e(±ian+κ)x g(± i an + κ) dκ→ 0 (n→∞).
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Hence, (A.5) implies
an∫
−an
e(i t+1)x g(i t+ 1) dt−
an∫
−an
e(i t+̺)x g(i t+ ̺) dt→ 0 (n→∞).
Since on the other hand we have
lim
n→∞
an∫
−an
ei tx g(i t+ µ) dt = lim
n→∞F
∗ (χ[−an,an](m)gµ)→ fµ in L2(R)
for each µ > 0, we may choose a subsequence (again labeled by n), such that
an∫
−an
e(i t+1)x g(i t+ 1) dt−
an∫
−an
e(i t+̺)x g(i t+ ̺) dt→ ex f1(x)− e̺x f̺(x) (n→∞)
for almost every x ∈ R. Thus, we have
f(x) = ex f1(x) = e
̺x f̺(x) (x ∈ R a.e.)
and since f̺ ∈ L2(R) we obtain f ∈ H̺(R). Moreover, the latter equality together with
Theorem A.3 gives
sup
̺>0
|f |H̺ = sup
̺>0
|f̺|L2 = sup
̺>0
|g̺|L2 = |g|H2.
The assertion now follows from Lemma A.6.
As a consequence of the latter theorem we obtain the following corollary.
Corollary A.8. Let ̺0 ∈ R. Then the mapping
L : H̺0(R≥0)→H2(CRe>̺0)
f 7→ f̂
is unitary.
Proof. Let f ∈ H̺0(R≥0). Then
(
t 7→ e−̺t f(t)) ∈ L1(R≥0) ∩ L2(R≥0) for each ̺ > ̺0 and
hence
f̂(z) =
1√
2π
∞∫
0
e−zs f(s) ds (z ∈ CRe>̺0).
From this representation, we see that f̂ is analytic. Moreover, due to Theorem A.3 we have
|f̂(i ·+ ̺)|L2 = | e−̺· f |L2 = |f |H̺ (̺ > ̺0).
Moreover, since spt f ⊆ R≥0 we have that ̺ 7→ |f |H̺ is monotone decreasing and by monotone
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convergence we obtain |f |H̺0 = lim̺→̺0 |f |H̺ = sup̺>̺0 |f |H̺ . Thus, we have
|f̂ |H2 = sup
̺>̺0
|f̂(i ·+ ̺)|L2 = sup
̺>̺0
|f |H̺ = |f |H̺0 ,
which shows that L is isometric. To show that it is onto, let g ∈ H2(CRe>̺0). Then we define
g˜ := g(· + ̺0) ∈ H2(CRe>0) and by Theorem A.7 there is h ∈ L2(R≥0) such that ĥ = g˜ on
CRe>0. Setting f := e̺0· h ∈ H̺0(R≥0) we obtain
f̂(i t+ ̺) =
1√
2π
∞∫
0
e−(i t+̺)s e̺0sh(s) ds
= ĥ(i t+ ̺− ̺0) = g˜(i t+ ̺− ̺0) = g(i t+ ̺) (t ∈ R, ̺ > ̺0),
which finishes the proof.
Using this result, we are able to prove the following statement, which will be used later in the
appendix.
Corollary A.9. Let Λ ⊆ R>0 be a set with an accumulation point. Then the set
{
e−λ· ; λ ∈ Λ}
is total in L1(R≥0).
Proof. Since L1(R≥0)′ = L∞(R≥0), it suffices to show that if f ∈ L∞(R≥0) with
∞∫
0
e−λt f(t) dt = 0 (λ ∈ Λ),
then f = 0. Since L∞(R≥0) ⊆
⋂
̺>0H̺(R≥0), we get by the latter equality f̂(λ) = 0 for each
λ ∈ Λ. Since f̂ is holomorphic on CRe>0 and zero on a set with accumumlation point, it follows
that f̂ = 0 and hence, by Corollary A.8, we obtain f = 0.
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In this section we prove Rademacher’s Theorem for Lipschitz-continuous functions on R with
values in a reflexive Banach space. The theorem, proved by Rademacher in 1919 ([Rad19])
for functions F : U ⊆ Rn → Rm, states that a Lipschitz-continuous function is differentiable
almost everywhere and its derivative is bounded.
First, we begin to prove the scalar-valued case. For doing so, we need Lebesgue’s famous
differentiation theorem, which will be shown in the first part of this appendix. We follow
the argumentation presented in [Rud87, Chapter 7] and we start by stating Vitalis Covering
Lemma. For doing so, we need the following auxiliary result.
Lemma B.1. Let X be a metric space and U ⊆ P(X) a collection of subsets with non-empty
interior. Then there exists a maximal disjoint subcollection S ⊆ U (i.e. all elements in S are
pairwise disjoint). Moreover, if X is separable, then S is at most countable.
Proof. We apply Zorn’s Lemma toM := {S ⊆ U ; ∀U, V ∈ S : U ∩ V 6= ∅ ⇒ U = V } ordered
by inclusion. Clearly, every totally ordered subset ofM has an upper bound given by its union
and hence, the first assertion follows. Assume now that X is separable and let (xn)n∈N be a
dense sequence in X. Then the mapping
F : {xn ; n ∈ N} ∩
⋃
S → S
x 7→ U(x),
where U(x) ∈ S is the unique set with x ∈ U(x) (recall that S consists of pairwise disjoint
sets), is onto. Indeed, for each U ∈ S there exists n ∈ N with xn ∈ U˚ , since U˚ is non-empty
and {xn ; n ∈ N} is dense. Hence, S is at most countable.
Proposition B.2 (Vitali Covering Lemma). Let n ∈ N>0, B ⊆ P(Rn) a collection of non-
empty balls such that
R := sup
U∈B
diamU <∞.
Then there exists an at most countable disjoint subcollection B˜ ⊆ B such that
λ
(⋃
B
)
≤ 5nλ
(⋃
B˜
)
.
Proof. For k ∈ N we define
Bk :=
{
U ∈ B ; 2−(k+1)R < diamU ≤ 2−kR
}
.
We set B˜0 ⊆ B0 as a maximal disjoint subcollection and define recursively B˜k+1 to be a
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maximal disjoint subcollection of
Ck+1 :=
U ∈ Bk+1 ; ∀V ∈
k⋃
j=0
B˜j : U ∩ V = ∅
 .
Then B˜ := ⋃k∈N B˜k is a disjoint subcollection of B, which is at most countable by Lemma B.1.
Moreover, for each U ∈ Bk for some k ∈ N, there exists V ∈
⋃k
j=0 B˜j with V ∩U 6= ∅. Indeed,
if U ∩ V = ∅ for each V ∈ ⋃kj=0 B˜j, then U ∈ Ck and U ∩ V = ∅ for each V ∈ B˜k. Then,
B˜k ∪ {U} would be a disjoint subcollection of Ck, which contradicts the maximality of B˜k. So
for U ∈ Bk there is V ∈
⋃k
j=0 B˜j such that U ∩ V 6= ∅. Then, U ⊆ 5V, where 5V denotes the
ball with the same center as V but with 5 times its radius. Indeed, since diamU ≤ 2−kR and
diamV > 2−(k+1)R, the triangle inequality yields the assertion. Summarizing we get
λ
(⋃
B
)
= λ
(⋃
k∈N
⋃
Bk
)
≤ λ
⋃
k∈N
⋃
V ∈B˜k
5V
 ≤ 5nλ(⋃ B˜) .
We will use Vitali’s covering lemma to prove the weak 1-1 estimate for the Hardy-Littlewood
maximal function, which is defined as follows.
Definition. Let X be a Banach space, n ∈ N>0, f ∈ L1,loc(Rn;X). We denote the collection
of all open and closed balls by B := {B(y, r) ; y ∈ Rn, r > 0} ∪ {B[y, r] ; y ∈ Rn, r > 0}. Then
the Hardy-Littlewood maximal function applied to f is given by
(Mf) (x) := sup
 1λ(B)
∫
B
|f(y)| dy ; B ∈ B, x ∈ B
 (x ∈ Rn).
Lemma B.3. Let X be a Banach space, n ∈ N>0, f ∈ L1,loc(Rn;X). Then Mf is lower-
semicontinuous.
Proof. Let t ≥ 0 and consider the set
U := {x ∈ Rn ; (Mf)(x) > t} .
Let x ∈ U. Then there exists y ∈ Rn, r > 0 with |x− y| ≤ r such that
t <
1
λ (B(y, r))
∫
B(y,r)
|f(z)| dz.
Choose now r′ > r such that
t <
1
λ(B(y, r′))
∫
B(y,r)
|f(z)| dz.
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Then for each x′ with |x′ − x| < r′ − r we have x′ ∈ B(y, r′) and thus,
t <
1
λ(B(y, r′))
∫
B(y,r)
|f(z)| dz ≤ 1
λ(B(y, r′))
∫
B(y,r′)
|f(z)| dz ≤ (Mf)(x′),
hence B(x, r′ − r) ⊆ U. Thus, U is open and hence, Mf is lower-semicontinuous.
Proposition B.4. Let X be a Banach space, n ∈ N>0, f ∈ L1(Rn;X) and t > 0. Then
λ ({x ∈ Rn ; (Mf) (x) > t}) ≤ 5
n
t
|f |L1 .
Proof. Set C :=
{
B ∈ B ; 1
λ(B)
∫
B
|f | > t
}
. Then λ(B) ≤ |f |1
t
for each B ∈ C, which in par-
ticular implies supB∈C diamB < ∞. By Proposition B.2 there exists a countable disjoint
subcollection C˜ of C such that
λ(
⋃
C) ≤ 5nλ(
⋃
C˜).
Hence, we can estimate
λ ({x ∈ Rn ; (Mf) (x) > t}) ≤ λ
(⋃
C
)
≤ 5n
∑
B∈C˜
λ(B)
≤ 5n
∑
B∈C˜
1
t
∫
B
|f |
≤ 5
n
t
|f |L1 .
With the help of the latter estimate we are able to prove the Lebesgue Differentiation Theorem.
Theorem B.5 (Lebesgue Differentiation Theorem). Let X be a Banach space, n ∈ N>0, f ∈
L1,loc(Rn;X). For x ∈ Rn we define Bx := {B ∈ B ; x ∈ B}. Then (Bx,⊇) is a directed set
and for almost every x ∈ Rn
lim
B∈Bx
1
λ(B)
∫
B
|f(y)− f(x)| dy = 0. (B.1)
Proof. As (B.1) is a local property, we may assume without loss of generality that f ∈
L1(Rn;X). It suffices to prove that the set
Mδ :=
x ∈ Rn ; lim supB∈Bx 1λ(B)
∫
B
|f(y)− f(x)| dy > δ

has measure 0 for each δ > 0. For doing so, let ε, δ > 0 and choose g ∈ C∞c (Rn;X) with
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|f − g|L1 < ε. Then for x ∈ Rn we have
lim sup
B∈Bx
1
λ(B)
∫
B
|f(y)− f(x)| dy
≤ lim sup
B∈Bx
1
λ(B)
∫
B
|f(y)− g(y)| dy + lim sup
B∈Bx
1
λ(B)
∫
B
|g(y)− g(x)| dy + |g(x) − f(x)|
≤M(f − g)(x) + |g(x) − f(x)|,
and thus,
λ(Mδ) ≤ λ
({
x ∈ Rn ; M(f − g)(x) > δ
2
})
+ λ
({
x ∈ Rn ; |f(x)− g(x)| > δ
2
})
≤ 5n 2
δ
|f − g|L1 +
2
δ
|f − g|L1
<
2(5n + 1)
δ
ε,
by Proposition B.4, which yields the assertion.
Using the latter theorem, we are able to prove Rademacher’s Theorem in the scalar-valued
case.
Theorem B.6 (Rademacher’s Theorem; scalar-valued). Let F : I ⊆ R → K Lipschitz-
continuous, where I is an (possibly unbounded) interval and K ∈ {R,C}. Then F is differen-
tiable almost everywhere with F ′ ∈ L∞(I) and |F ′|L∞ = |F |Lip. Moreover
F (t)− F (s) =
t∫
s
F ′
for all t, s ∈ I, s < t.
Proof. We define the linear functional ϕ : lin
{
χ[s,t[ ; s, t ∈ I, s < t
} ⊆ L1(I)→ K by
ϕ
(
n∑
i=1
αiχ[si,ti[
)
:=
n∑
i=1
αi (F (ti)− F (si)) ,
for n ∈ N≥1, αi ∈ K, si, ti ∈ I, with si < ti for i ∈ {1, . . . , n}. Then, for pairwise disjoint
intervals [si, ti[, we have∣∣∣∣∣ϕ
(
n∑
i=1
αiχ[si,ti[
)∣∣∣∣∣ ≤ |F |Lip
n∑
i=1
|αi| (ti − si) = |F |Lip
∣∣∣∣∣
n∑
i=1
αiχ[si,ti[
∣∣∣∣∣
L1
and thus, ϕ can be extended to an element in L1(I)′, again denoted by ϕ, with ‖ϕ‖ ≤ |F |Lip.
Since
|F (t)− F (s)| = |ϕ(χ[s,t[)| ≤ ‖ϕ‖|χ[s,t[|L1 = ‖ϕ‖(t − s),
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for s, t ∈ I, s < t, we also obtain |F |Lip ≤ ‖ϕ‖. Since L1(I)′ ∼= L∞(I), there exists f ∈ L∞(I)
with |f |L∞ = ‖ϕ‖ = |F |Lip such that
ϕ(g) =
∫
I
fg (g ∈ L1(I)).
In particular, we have
F (t)− F (s) =
t∫
s
f
for s, t ∈ I, s < t and hence, the assertion follows by Theorem B.5.
In order to prove Rademacher’s Theorem for Banach space-valued functions, we need the
following result due to Pettis ([Pet38]). We follow the proof given in [HP57, Theorem 3.5.3].
Theorem B.7 (Pettis). Let X be a Banach space over K ∈ {R,C}, (Ω,F , µ) a σ-finite
measure space and f : Ω→ X. Then f is measurable1 if and only if
(a) f is weakly measurable, i.e. x′ ◦ f : Ω→ K is measurable for each x′ ∈ X ′, and
(b) f is almost separably valued, i.e. lin f [Ω \N ] is separable for some N ∈ F with µ(N) = 0.
Proof. If f is measurable, then clearly it is weakly measurable. Moreover, as f is the almost
everywhere limit of simple functions, it is almost separably-valued. Assume now conversely
that f satisfies (a) and (b). We define Y := lin f [Ω \N ], which is a separable Banach space
by (b). Thus, there exists a sequence (x′n)n∈N in X ′ such that2
|y| = sup
n∈N
|x′n(y)| (y ∈ Y ).
Thus, by (a) we get that (Ω \N ∋ x 7→ |f(x)| ∈ R) is measurable, as it is the supremum of a
sequence of measurable functions. Hence, the set F := {x ∈ Ω \N ; |f(x)| > 0} is measurable.
Let ε > 0, (yn)n∈N a dense sequence in Y and set
En := {x ∈ F ; |f(x)− yn| < ε} (n ∈ N).
Then En is measurable for each n ∈ N and
⋃
n∈NEn = F by the density of {yn ; n ∈ N}.
Setting F0 = E0 and Fn+1 = En+1 \
⋃n
k=0 Fk for n ∈ N, we obtain a sequence of pairwise
disjoint measurable sets (Fn)n∈N with
⋃
n∈N Fn = F. We set
g :=
∞∑
k=0
ykχFk
and obtain |f(x)− g(x)| < ε for each x ∈ Ω \N. Hence, if g is measurable, then so is f . For
showing the measurability of g, let (Ωk)k∈N be a sequence of pairwise disjoint measurable sets
1Recall that f is called measurable, if there exists a sequence of simple functions, which converge to f almost
everywhere. A simple function is a finitely-valued function g : Ω → X, such that g−1[{x}] ∈ F with
µ
(
g−1[{x}]
)
<∞ for each x ∈ X.
2Choose a dense sequence (yn)n∈N in Y and let x
′
n ∈ X
′ with ‖x′n‖ = 1 and |x
′
n(yn)| = |yn| for n ∈ N.
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such that
⋃
k∈NΩk = Ω and µ(Ωk) <∞ for each k ∈ N. For n ∈ N we set
gn :=
n∑
k,j=0
ykχFk∩Ωj .
Then (gn)n∈N is a sequence of simple functions with gn → g pointwise as n→∞ and thus, g
is measurable.
We are now able to prove Rademacher’s Theorem for Lipschitz-continuous functions with
values in a reflexive Banach space. In fact, one can prove the Theorem for a larger class of
Banach spaces, namely those having the Radon-Nikodym property, see e.g. [DU77, Theorem
2, p. 106]. More precisely, the validity of Rademacher’s Theorem is equivalent to the fact that
X satisfies the Radon-Nikodym property (cf. [Are87, Theorem 1.5]). But since we mainly
deal with Hilbert spaces, we may restrict ourselves to this simpler situation.
Theorem B.8 (Rademacher’s Theorem; Banach space-valued). Let F : I ⊆ R→ X Lipschitz-
continuous, where I is an (possibly unbounded) interval and X is a reflexive Banach space.
Then F is differentiable almost everywhere with F ′ ∈ L∞(I;X) and |F ′|L∞ = |F |Lip. Moreover
F (t)− F (s) =
t∫
s
F ′
for all t, s ∈ I, s < t.
Proof. We consider the separable subspace Y := linF [I], which is reflexive as it is a closed
subspace of a reflexive space. For y′ ∈ Y ′ the function y′ ◦ F : I → K is Lipschitz-continuous
with |y′ ◦ F |Lip ≤ ‖y′‖|F |Lip and hence, there exists a unique fy′ ∈ L∞(I) with |fy′ |L∞ ≤
‖y′‖|F |Lip and
y′(F (t)− F (s)) =
t∫
s
fy′
for each s, t ∈ I with s < t by Theorem B.6. Since Y is reflexive and separable, so is Y ′. Let
A ⊆ SY ′(0, 1) be a linear independent countable subset, which is dense in SY ′(0, 1) and set
Z := linQA. Then Z is dense in Y ′. For each z′ ∈ Z there exists a nullset N (1)z′ ⊆ I such
that |fz′(x)| ≤ |fz′|L∞ ≤ ‖z′‖|F |Lip for each x ∈ I \N (1)z′ . Moreover, for z′ =
∑n
i=1 αiy
′
i with
α1, . . . , αn ∈ Q, y′1, . . . y′n ∈ A,n ∈ N we have that
z′(F (t)− F (s)) =
t∫
s
n∑
i=1
αify′i ,
and hence, there exists a nullset N (2)z′ ⊆ I such that fz′(x) =
∑n
i=1 αify′i(x) for each x ∈
I \N (2)z′ . Thus, setting N :=
⋃
z′∈Z N
(1)
z′ ∪N (2)z′ , we infer that for each x ∈ I \N and z′1, z′2 ∈
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Z, λ ∈ Q we have that
|fz′1(x)| ≤ ‖z′1‖|F |Lip,
λfz′1(x) + fz′2(x) = fλz′1+z′2(x).
Hence, for each x ∈ I \N the mapping
ϕx : Z ⊆ Y ′ → K
z′ 7→ fz′(x)
is a linear bounded functional, which, due to the density of Z, can be extended to an element
in Y ′′ = Y. We define the mapping
f : I → Y
x 7→
{
ϕx if x ∈ I \N,
0 else.
We first show that f is measurable. For doing so, we note that f is separably valued. Moreover,
for each y′ ∈ Y ′ there is a sequence (z′n)n∈N in Z with z′n → y′ in Y ′ as n → ∞. Thus, we
have that (
y′ ◦ f) (x) = lim
n→∞ z
′
n(f(x)) = lim
n→∞ϕx(z
′
n) = lim
n→∞ fz
′
n
(x) (x ∈ I \N),
which implies the measurability of y′ ◦ f. Thus, by Theorem B.7 we derive the measurability
of f . Moreover, we have that
|f(x)| = sup
z′∈A
|z′(f(x))| = sup
z′∈A
|fz′(x)| ≤ |F |Lip (x ∈ I \N),
which shows that f ∈ L∞(I;X) and |f |L∞ ≤ |F |Lip. Furthermore, for z′ ∈ Z we have
z′(F (t)− F (s)) =
t∫
s
fz′(x) dx =
t∫
s
z′(f(x)) dx = z′
 t∫
s
f(x) dx
 ,
which yields
F (t)− F (s) =
t∫
s
f(x) dx
for s, t ∈ I with s < t. The latter implies |F (t) − F (s)| ≤ |f |L∞ |t− s|, which shows |f |L∞ =
|F |Lip. That f is indeed the almost everywhere derivative of F follows from Theorem B.5.
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In this part of the appendix we provide a proof of the Widder-Arendt Theorem. This theorem,
which was proved by Widder for the scalar-valued case ([Wid34],[Wid71, Theorem 8, p. 157])
and generalized by Arendt to the Banach space-valued case ([Are87]), characterizes those
functions, which are representable as the Laplace transform of a bounded measurable function.
We mainly follow the rationale given in [ABHN11, Chapter 2].
Lemma C.1. We define
̺k,t(s) :=
1
k!
(
k
t
)k+1
e−
k
t
s sk (s, t > 0, k ∈ N≥1).
Then for each t > 0 the sequence (̺k,t)k∈N≥1 is a mollifier centered at t.
Proof. Let t > 0. Obviously, ̺k,t ∈ C∞(R>0) and ̺k,t > 0 for each k. Moreover, for k ∈ N≥1,
∞∫
0
̺k,t(s) ds =
1
k!
(
k
t
)k+1 ∞∫
0
e−
k
t
s sk ds
=
k
t
∞∫
0
e−
k
t
s ds
= 1,
by integration by parts. We define gk(s) :=
kk+1
k! s
k e−ks = t̺k,t(st) for k ∈ N≥1, s > 0. Then
t−ε∫
0
̺k,t(s) ds =
1− ε
t∫
0
gk(s) ds,
∞∫
t+ε
̺k,t(s) ds =
∞∫
1+ ε
t
gk(s) ds
for each k ∈ N≥1, ε > 0. So, it suffices to prove that
∫ 1−δ
0 gk(s) ds → 0 (k → ∞) and∫∞
1+δ gk(s) ds→ 0 (k →∞) for each δ > 0. For doing so, we define h(s) := s e1−s for s > 0.
Then, since k
k
k! < e
k, we obtain gk(s) ≤ k (h(s))k for each k ∈ N≥1, s > 0. We observe that h
strictly increases on ]0, 1[. Thus, we derive
1−δ∫
0
gk(s) ds ≤ k
1−δ∫
0
h(1− δ)k ds ≤ kh(1 − δ)k(1− δ)→ 0 (k →∞)
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since h(1− δ) < h(1) = 1. Moreover, we observe that h(s) eas ≤ 11−a for each s > 0, 0 < a < 1.
Hence,
∞∫
1+δ
gk(s) ds ≤ k
(
1
1− a
)k ∞∫
1+δ
e−aks ds
=
(
1
1− a
)k 1
a
e−ak(1+δ) .
Choosing now a := δ1+δ , we derive
∞∫
1+δ
gk(s) ds ≤ (1 + δ)
k+1
δ
e−kδ → 0 (k →∞).
Next we state the Post-Widder inversion formula for bounded continuous functions. We note
that this result also holds for locally integrable functions (see e.g. [ABHN11, Theorem 1.7.7]),
however, as the proof for the more abstract result is rather technical, we stick to the simpler
case.
Lemma C.2 (Post-Widder Inversion Formula). Let X be a Banach space and f ∈ Cb(R≥0;X).
Then, for each t > 0 we have
f(t) = lim
k→∞
(−1)k 1
k!
(
k
t
)k+1√
2πf̂ (k)
(
k
t
)
.
Proof. We have that
f̂ (k)(z) =
1√
2π
∞∫
0
e−zs (−s)k f(s) ds (k ∈ N, z ∈ CRe>0).
In particular, we get for k ∈ N≥1 and t > 0
(−1)k 1
k!
(
k
t
)k+1√
2πf̂ (k)
(
k
t
)
=
∞∫
0
(−1)k 1
k!
(
k
t
)k+1
e−
k
t
s (−s)k f(s) ds =
∞∫
0
̺k,t(s)f(s) ds,
where ̺k,t is given as in Lemma C.1. For ε > 0, t > 0 we choose δ > 0 such that |f(s)−f(t)| < ε
for |s− t| < δ. Then, we obtain∣∣∣∣∣(−1)k 1k!
(
k
t
)k+1√
2πf̂ (k)
(
k
t
)
− f(t)
∣∣∣∣∣ ≤
∞∫
0
̺k,t(s) |f(s)− f(t)| ds
≤ 2|f |∞
 t−δ∫
0
̺k,t(s) ds+
∞∫
t+δ
̺k,t(s) ds
+ ε
≤ 2ε
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for sufficiently large k according to Lemma C.1.
Theorem C.3 (Riesz-Stieltjes representation). Let X be a Banach space and T : L1(R≥0)→
X linear and bounded. We define
F (t) = Tχ[0,t[ (t ≥ 0).
Then F : R≥0 → X is Lipschitz-continuous with F (0) = 0 and |F |Lip = ‖T‖ and for each
continuous g ∈ L1(R≥0), we have1
Tg = lim
t→∞
t∫
0
g(s) dF (s).
Proof. We have
|F (t)− F (s)| = ∣∣T (χ[0,t[ − χ[0,s[)∣∣ ≤ ‖T‖|t− s| (t, s ≥ 0),
and hence, F is Lipschitz-continuous with |F |Lip ≤ ‖T‖. For g =
∑n
j=1 cjχ[αj ,αj+1[, where
c1, . . . , cn ∈ R and 0 ≤ α1 < . . . < αn we have that
Tg =
n∑
j=1
cjTχ[αj ,αj+1[
=
n∑
j=1
cj
(
Tχ[0,αj+1[ − Tχ[0,αj [
)
=
n∑
j=1
cj (F (αj+1)− F (αj))
=
∞∫
0
g(s) dF (s).
In particular, |Tg| ≤ |F |Lip
∑n
j=1 cj |αj+1 − αj | = |F |Lip|g|L1 , and since simple functions are
dense in L1(R≥0), we derive ‖T‖ ≤ |F |Lip. Let now g ∈ L1(R≥0) continuous and t > 0. Then
there exists a sequence of simple functions (gn)n∈N such that gn|[0,t] → g|[0,t] in L1(R) and
point-wise. Thus,
t∫
0
g(s) dF (s) = lim
n→∞
t∫
0
gn(s) dF (s) = lim
n→∞T
(
gn|[0,t]
)
= T
(
g|[0,t]
)
.
Moreover, since g|[0,t] → g in L1(R≥0) as t→∞ we obtain the last assertion.
Before we come to our main result, we need the following technical lemma.
1We note that on a compact interval, we have that F is of bounded variation and hence, the integral∫ t
0
g(s) dF (s) exists for continuous functions g.
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Lemma C.4. Let X be a Banach space, r ∈ C∞(R>0;X) such that
M := sup
k∈N,λ>0
∣∣∣∣∣r(k)(λ)λk+1k!
∣∣∣∣∣ <∞.
Then, for λ > 0 we have
∞∫
0
e−λt(−1)k 1
k!
(
k
t
)k+1
r(k)
(
k
t
)
dt→ r(λ) (k →∞).
Proof. Let λ > 0. We first prove that the integrals exist. For doing so, we estimate
∞∫
0
∣∣∣∣∣e−λt(−1)k 1k!
(
k
t
)k+1
r(k)
(
k
t
)∣∣∣∣∣ dt ≤M
∞∫
0
e−λt dt <∞,
since λ > 0. We compute
∞∫
0
e−λt(−1)k 1
k!
(
k
t
)k+1
r(k)
(
k
t
)
dt = (−1)k 1
(k − 1)!
∞∫
0
e−λ
k
s sk−1r(k)(s) ds
= (−1)k (λk)
k−1
(k − 1)!
∞∫
0
Gk(λk, s)r
(k)(s) ds,
where Gk(x, s) := e
−x
s
(
s
x
)k−1
for x, s > 0. Integration by parts then yields
∞∫
0
e−λt(−1)k 1
k!
(
k
t
)k+1
r(k)
(
k
t
)
dt
=
(−1)k(λk)k−1
(k − 1)!
k−1∑
j=0
(−1)j
(
∂j2Gk
)
(λk, s)r(k−j−1)(s)|∞s=0 + (−1)k
∞∫
0
(
∂k2Gk
)
(λk, s)r(s) ds
 .
We want to compute the derivatives ∂j2Gk. First, we observe that Gk(tx, ts) = G(x, s) for each
x, s, t > 0. Hence,
0 = ∂ (t 7→ Gk(tx, ts)) (1) = x (∂1Gk) (x, s) + s (∂2Gk) (x, s)
or equivalently
1
x
(∂2Gk) (x, s) = −1
s
(∂1Gk) (x, s)
for each x, s > 0. We now prove by induction, that
1
x
(
∂j2Gk
)
(x, s) =
1
s
(−1)j
(
∂j1Gk−j+1
)
(x, s) (x, s > 0, j ∈ {1, . . . , k}).
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The case j = 1 we have proved above. Assume now that the formula holds for j. Then
1
x
(
∂j+12 Gk
)
(x, s)
= ∂2
(
1
m2
(−1)j∂j1Gk−j+1
)
(x, s)
= (−1)j+1 1
s2
(
∂j1Gk−j+1
)
(x, s) +
1
s
(−1)j
(
∂j1∂2Gk−j+1
)
(x, s)
=
1
s
(−1)j+1
(
1
s
(
∂j1Gk−j+1
)
(x, s)−
(
∂j1∂2Gk−j+1
)
(x, s)
)
=
1
s
(−1)j+1
(
1
s
(
∂j1Gk−j+1
)
(x, s) +
(
∂j1
(
m1
m2
∂1Gk−j+1
))
(x, s)
)
=
1
s
(−1)j+1
(
1
s
∂j1Gk−j+1 + ∂
j+1
1
(
m1
m2
Gk−j+1
)
− ∂j1
(
1
m2
Gk−j+1
))
(x, s)
=
1
s
(−1)j+1
(
∂j+11
(
m1
m2
Gk−j+1
))
(x, s)
=
1
s
(−1)j+1
(
∂j+11 Gk−j
)
(x, s),
which proves the assertion. From this we derive∣∣∣∣∣∣
k−1∑
j=0
(−1)j
(
∂j2Gk
)
(λk, s)r(k−j−1)(s)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
k−1∑
j=0
(
∂j1Gk−j+1
)
(λk, s)
λk
s
r(k−j−1)(s)
∣∣∣∣∣∣
= (λk)
∣∣∣∣∣∣
k−1∑
j=0
∂j
(
x 7→ e−xs
(
1
x
)k−j)
(λk)sk−j−1r(k−j−1)(s)
∣∣∣∣∣∣
≤ (λk)M
k−1∑
j=0
∣∣∣∣1s∂j (x 7→ e−xs x−k+j) (λk)(k − j − 1)!
∣∣∣∣ .
Since
∣∣∣∂j (x 7→ e−xs x−k+j) (λk)∣∣∣ ≤ C|p(s−1)| e−λks for some constant C and some polynomial
p we get
k−1∑
j=0
(−1)j
(
∂j2Gk
)
(λk, s)r(k−j−1)(s)|∞s=0 = 0.
Thus, we have that
∞∫
0
e−λt(−1)k 1
k!
(
k
t
)k+1
r(k)
(
k
t
)
dt =
(λk)k−1
(k − 1)!
∞∫
0
(
∂k2Gk
)
(λk, s)r(s) ds
=
(λk)k
(k − 1)!
∞∫
0
(−1)k 1
s
(
∂k1G1
)
(λk, s)r(s) ds
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=
(λk)k
(k − 1)!
∞∫
0
1
sk+1
e−
λk
s r(s) ds
=
(λk)k
(k − 1)!
∞∫
0
tk−1 e−λkt r
(
1
t
)
dt
=
(λk) k
(k − 1)!
∞∫
0
tk e−λkt f (t) dt
=
(λk)k
(k − 1)!
√
2π(−1)k f̂ (k)(λk),
where f(t) := 1
t
r
(
1
t
)
for t > 0. Since f ∈ Cb(R>0;X) we obtain by Lemma C.2 (choose t = 1λ)
(λk)k
(k − 1)!
√
2π(−1)k f̂ (k)(λk) = 1
λ
(λk)k+1
k!
√
2π(−1)kf̂ (k)(λk)→ 1
λ
f(
1
λ
) = r(λ) (k →∞).
Theorem C.5. Let X be a Banach space, r ∈ C∞(R>0;X) such that
M := sup
λ>0,k∈N
∣∣∣∣∣r(k)(λ)λk+1k!
∣∣∣∣∣ <∞.
Then there exists F : R≥0 → X Lipschitz-continuous with F (0) = 0 such that
r(λ) =
∞∫
0
e−λt dF (t) (λ > 0).
Moreover |F |Lip =M.
Proof. For k ∈ N we define the operator Tk : L1(R≥0)→ X by
Tkf :=
∞∫
0
f(t)(−1)k 1
k!
(
k
t
)k+1
r(k)
(
k
t
)
dt (f ∈ L1(R≥0)).
Then Tk is linear and since |Tkf | ≤ M |f |L1 for f ∈ L1(R≥0), it is also bounded. By Lemma
C.4 we have
Tk e
−λ· → r(λ) (k →∞)
for each λ > 0. As
{
e−λ· ; λ > 0
}
is a total set in L1(R≥0) (see Corollary A.9) and supk∈N ‖Tk‖ ≤
M, we derive that there exists a bounded linear operator T : L1(R≥0) → X with ‖T‖ ≤ M
and
Tkf → Tf (k →∞)
for each f ∈ L1(R≥0). In particular,
T e−λ· = r(λ)
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for each λ > 0. Applying now Theorem C.3, we find F : R≥0 → X Lipschitz with F (0) = 0,
|F |Lip = ‖T‖ ≤M and
∞∫
0
e−λt dF (t) = T e−λ· = r(λ) (λ > 0).
It is left to show M ≤ |F |Lip. We observe that
|r(k)(λ)| =
∣∣∣∣∣∣
∞∫
0
e−λt(−t)k dF (t)
∣∣∣∣∣∣
≤ ‖T‖
∞∫
0
tk e−λt dt
= |F |Lipk! 1
λk+1
(k ∈ N, λ > 0)
and thus, M = supλ>0,k∈N
∣∣∣ r(k)(λ)λk+1k! ∣∣∣ ≤ |F |Lip.
Using Rademacher’s Theorem (Theorem B.8), we are now able to prove the Theorem of
Widder-Arendt. Again we just state the theorem for reflexive Banach spaces and note that it
also holds for Banach spaces with the Radon-Nikodym property (in fact, it is even equivalent
to X having the Radon-Nikodym property, see [Are87, Theorem 1.4]).
Theorem C.6 (Widder-Arendt). Let X be a reflexive Banach space and r ∈ C∞(R>0;X)
such that
M := sup
λ>0,k∈N
∣∣∣∣∣r(k)(λ)λk+1k!
∣∣∣∣∣ <∞.
Then there exists f ∈ L∞(R>0;X) such that |f |∞ =M and
r(λ) =
∞∫
0
e−λt f(t) dt.
Proof. By Theorem C.5 there is F : R≥0 → X Lipschitz continuous with F (0) = 0, |F |Lip =M
and
r(λ) =
∞∫
0
e−λt dF (t).
By Theorem B.8, F is differentiable almost everywhere with a bounded derivative f := F ′
with |f |∞ = |F |Lip =M . Moreover,
F (t)− F (s) =
t∫
s
f =
∞∫
0
χ[s,t]f
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for each 0 ≤ s < t. By continuous extension we get
∞∫
0
g dF =
∞∫
0
gf
for each continuous function g ∈ L1(R>0;X) and thus, especially
r(λ) =
∞∫
0
e−λt dF (t) =
∞∫
0
e−λt f(t) dt (λ > 0).
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