Shot profile migration provides a convenient framework for implementation of a differential semblance algorithm for estimation of complex, strongly refracting velocity fields. The objective function minimized in this algorithm may measure either focussing of the image in offset or flatness of the image in (scattering) angle. Velocity estimation based on this measure of data-model consistency uses waveform data directly: it does not require any sort of traveltime picking. We show that the offset variant of differential semblance yields somewhat more reliable migration velocity estimates than does the scattering angle variant, and explain why this is so. We observe that inconsistency with the underlying model (Born scattering about a transparent background) may lead to degraded velocity estimates from differential semblance, and show how to augment the objective function with stack power to enhance ultimate accuracy. A 2D marine survey over a target obscured by the lensing effects of a gas chimney provides an opportunity for direct comparison of differential semblance with reflection tomography. The differential semblance estimate yields a more data-consistent model (flatter angle gathers) than does reflection tomography in this application, resulting in a more interpretable image below the gas cloud.
Introduction the modified algorithm is able to construct a quite accurate velocity model for prestack migration of the full waveform Marmousi data, starting with a quite inaccurate initial guess.
Second, we apply the modified DSVA method to a 2D marine line, in which the deeper reflectors in one portion of the section are strongly distorted by the presence of a gas chimney. This example affords an opportunity to compare the waveform-driven modified DSVA with reflection tomography. A velocity model obtained by reflection tomography removes much of the pullup evident in the image using an initial v(z) model, but leaves the deeper events poorly imaged beneath the gas. Modified DSVA produces more continuous events beneath the chimney, and moreover considerably improves the scattering angle gathers, showing that the modified DSVA model is more kinematically consistent with the data than is the reflection tomography model. This example, similar to one reported recently by Kabir et al. (Kabir et al., 2007) , lends some credence to the concept expressed at the beginning of this introduction, that is, that the use of full waveform data may more effectively constrain the velocity model than does the inevitably sparse selection of events picked for fitting in reflection tomography.
by shot-geophone migration will be denoted by I(x, z, h).
We restrict h to be horizontal, as is appropriate when rays carrying significant energy always make an acute angle with the vertical direction (the "DSR assumption").
We also assume that the data is kinematically complete, i.e. that event slownesses determine raypaths uniquely. This is the case for full 3D (areal) acquisition, also for narrow azimuth acquisition provided that crossline structural heterogeneity is mild.
Under these assumptions, shot-geophone migration using a kinematically correct velocity focusses the prestack common image at the origin in offset (Stolk et al., 2005 ).
An objective measure of focussing in offset is
The differential semblance operator P h = h is a zero order differential operator, meaning that it does not change the wavenumber spectrum of I. An alternative objective function can be posed to measure the flatness of the image in angle.
where R is the Radon transform (Sava and Fomel, 2003) from offset to angle θ, R −1 its inverse. J θ also vanishes when the velocity is kinematically correct, under the standing assumptions (Stolk et al., 2005) .
Shot Profile Algorithm
Introduce source S and receiver R wavefields,
which satisfy the one-way wave equations
Choose a depth step ∆z, set z k = k∆z, k = 0, 1, 2, .... Denote by H(c k ) an (approximate) propagator for the operator k∆z, s, ω) and similarly for R we can write the depth extrapolation scheme as
Initial data at the surface is S 0 (x, s, ω) = δ(x − s) and R 0 (x, s, ω) = drδ(x − r)d(r, s, ω), respectively. Here H(c k ) is a linear operator on the wavefields to be extrapolated from z = k∆z to z = (k + 1)∆z. The superscript is used as the depth index for c, c k = c(·, k∆z), and the downward continued wavefields S, R and the image in offset I as well. We write the image in offset and depth as
For either version of J, the gradient is
in which P = P h or = P θ . For convenience, we defined the image residual DI = P * P I.
A recursive computation of the adjoint derivative (∂I/∂c) * is also possible; this trick is called the "adjoint state method" in the control literature, and in fact all wave equation migration methods can be viewed as instances (Stolk et al., 2005) . See Shen et al. (Shen et al., 2003) for a similar adjoint state computation for DSVA based on DSR migration.
Introduce adjoint state variables DS, DR and Dc. These fields are related to the input residual field DI by the adjoint state evolution equations 
The adjoint derivative of H(c)S with respect to c must be computed, but this is generallly straightforward, as it involves only the formulae for a single step of depth extrapolation. The equations (5), (6) are to be solved in decreasing k with DS Nz = DR Nz ≡ 0, in a loop over source index and frequency. The gradient at depth level k is accumulated during this loop:
Inversion
Successful optimization of the functions defined by equations (1) and (2) requires that the underlying mathematical structure of migration be respected. In particular, the velocities encountered during the iteration must remain smooth on the wavelength scale.
To enforce this smoothness, we use a B-spline representation based on a relatively coarse spacing of spline nodes. Let m be a set of B-spline model parameters and B the B-spline sampling operator (onto the image grid). Restriction to velocities of the form c = Bm gives a gradient in the spline parameters of the form
We use a version of limited BFGS algorithm (Nocedal and Wright, 2000) to minimize J as a function of m. Only J and its gradient with respect m is needed. We have now completely described the computation of these quantities.
Synthetic examples
We constructed data consistent with the model underlying DSVA by smoothing the Marmousi model using a lowpass filter that removes any length scale smaller than 25m.
The difference between the original and smoothed models served as the reflectivity γ.
Synthetic Born data is expressed via the downgoing one-way Green's functions of the
and can also be computed by solving a corresponding depth extrapolation problem.
The simulation is made to acquire the same number of shots as the original Marmousi dataset: the source locations span uniformly from 2.625km to 8.975km at the spacing of 0.025km. The receiver arrays are fixed for each shot and cover the entire surface with spacing 0.01km. The migration is performed using frequencies from 3.3 to 40
Hz on square grids of 0.01km each side. Note that use of this data in an inversion test commits an "inverse crime": the data completely agrees with the model on which the inversion is based. (horizontal by vertical), much coarser than the resolution required for accurate imaging (see Fig.8 ) of the Marmousi data set (Versteeg, 1993) .
Forty seven iterations of BFGS resulted in the models displayed in Figures (13) and ( The reason for this difference in performance lies in the numerical condition of the Hessian operator. The operator P θ is of order 1/2 (in 2D!), meaning that it scales
Fourier components by the square root of frequency. The operator P h , on the other hand, is bounded, i.e. does not enhance high frequency components. As a result, the Hessian (second derivative) operator of J h is better conditioned than the Hessian of J θ (finite vs. infinite condition). Convergence for Newton-like methods is heavily influenced by Hessian condition (Nocedal and Wright, 2000) .
Modified scheme
The mathematical underpinning of DSVA is the same as that of prestack depth migration, namely the asymptotic theory of single or Born scattering about transparent (smooth) background models (Symes, 2008) . Unsurprisingly, the behaviour of the algorithm degenerates as the wave propagation regime moves away from the theoreti- (21)), and do not produce particularly focused gathers. Note that multiple reflection does not appear to be the cause of this pathology: this model, over the time interval (3 s) of simulation, does not produce substantial multiply reflected energy. Instead, the source of the misbehaviour is the attempt to extend the DSVA method to estimate near-wavelength scale heterogeneities, which are not transparent but which are necessary to fully explain the kinematics of single scattering for this model.
On the other hand, the longer-scale structure of these models is improved over that of the initial estimate, which suggests a possible modification of DSVA to extend its domain of validity, by combining the differential semblance objective with one based on image power. In contrast to DSVA, image power maximization makes constructive velocity updates only when the initial velocity is reasonably accurate. However velocities estimated by maximizing image power are relatively insensitive to noise: image power is strongly peaked at kinematically accurate velocities. Maximization of image power was explored by Toldi (Toldi, 1989) , and more recently by Soubaras (Soubaras and Gratacos, 2007) , who illustrates the robustness of the method by application to field data.
These observations suggest that DSVA might be combined with image power analysis to yield a method with the robust global convergence of DSVA (not trapped by local minima far from an optimal velocity) and the robust local convergence of image power analysis (not trapped by local mimina close -but not close enough -to optimal).
Such a combined method has been implemented by Chauris (Chauris and Noble, 2001) using common offset Kirchhoff migration as the underlying imaging method. The first author has introduced a similar method in the context of depth extrapolation migration (Shen and Calandra, 2005) .
Motivated by these considerations, we introduce the modified DSVA objective:
Notice the imaging power term βI(x, 0), β > 0 contains no information of image other than h = 0, whereas the original DSVA term contains all information of image except at h = 0. The combination produces a complete coverage of information of image in all offsets computed.
We compute gradient of the modified objective function using the same adjoint state approach explained above for pure DSVA. All of the formulas explained before hold with one small modification: we need only redefine the image residual to be
We applied this modified DSVA method to the rough Marmousi data with the same starting model (Figure(12) ) and the same set of parameters associated with the differ- 
Real data examples
We have applied this implementation of modified DSVA to a segment of an 2D marine seismic line which covers a distance of about 97 kft. The preprocessing includes first arrival removal and tau-p deconvolution-based free surface multiple removal. Surface offsets range from 900 ft to about 10,000 ft with 81 ft source and receiver spacing.
The challenge of this data lies in the middle of the model where a vertical narrow gas cloud is expected. As shown in Figure ( (29)). Moreover, the images below the gas cloud ( Figure (31) ) show more continuity compared with the tomography result (Figure (30) ).
Once the image gathers in offset are computed, a slant stack (Sava and Fomel, 2003) can be applied to convert them to angle gathers. In general, the flatter the event the closer the velocity model approaches the true one. Figures (32) - (34) The first test demonstrated here used "perfect" data, that is, data corresponding precisely to the theory underlying DSVA. It achieve nearly perfect results. The second test, which transgressed the assumed scale dichotomy underlying the theory, revealed a limitation of DSVA: even absent multiply reflected energy, the method on its own has limited ability to resolve rapidly changing velocity features of kinematic importance.
We showed how to adjoin an image power term to the DSVA objective function; the modified DSVA method so obtained exhibits considerably more stability in the presence of important short-scale velocity variation.
Finally, we applied the modified DSVA method to a gas sag problem for which a reflection tomography velocity estimate is available. The modified DSVA result is more kinematically consistent with the data (more focused image gathers) than is the reflection tomography result, and yields a more interpretable image.
Many open questions remain concerning the sensitivity of the approach to data imperfections, on the one hand, and the possibility of similar approaches based on more sophisticated modeling, on the other. Previous work has shown that DSVA is quite sensitive to the presence of multiply reflected energy (eg. (Verm and Symes, 2006) ). This is hardly surprising, as the method is relies for its theoretical justification (7) with reflecting boundary condition. Events beyond the direct arrivals are muted. Although the amplitudes do not agree with that obtained from the time simulation, the reflection events are modeled at the correct time. 
