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Preface
First introduced by Ore [51] in 1933, skew polynomial rings are one of the ear-
liest examples in the theory of noncommutative algebra. A skew polynomial
ring R = D[t; σ, δ] consists of a unital associative ring D, an injective endomor-
phism σ of D, a left σ-derivation δ of D, and an indeterminate t satisfying the
commutation rule ta = σ(a)t + δ(a) for all a ∈ D. Since their introduction,
skew polynomial rings have been extensively studied, and their properties are
well understood (see for instance [16, Chapter 2] and [32, Chapter 1]).
We now assume D is a division ring. In this case, it is well-known R pos-
sesses a right division algorithm, that is, for all f (t), g(t) ∈ R with f (t) 6= 0
there exist unique q(t), r(t) ∈ R with deg(r(t)) < deg( f (t)) such that g(t) =
q(t) f (t) + r(t). The existence of this right division algorithm allows us to con-
struct a class of nonassociative algebras following a little known paper by Petit
[52]: Let f (t) ∈ R be of degree m ≥ 2 and consider the additive subgroup
Rm = {g ∈ R | deg(g) < m} of R. Then Rm together with the multipli-
cation a ◦ b = ab modr f yields a nonassociative algebra S f = (Rm, ◦) over
F = {c ∈ D | c ◦ h = h ◦ c for all h ∈ S f }. Here the juxtaposition ab denotes
multiplication in R, and modr f denotes the remainder after right division by
f (t). We call these algebras Petit algebras and also denote them R/R f when
we wish to make clear the ring R is used in their construction. After their
introduction by Petit in 1967, these algebras were largely ignored until Wene
[66] and more recently Lavrauw and Sheekey [44] studied them in the context
of finite semifields. Earlier in 1906, the algebra S f with f (t) = t2 − i ∈ C[t;− ],
− complex conjugation, appeared as the first example of a nonassociative divi-
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sion algebra in a paper by L.E. Dickson [18]. The structure of this thesis is as
follows:
In Chapter 1 we state the necessary definitions and notations. We describe
the construction of Petit algebras and discuss how this relates to other known
constructions of algebras. For example, if D is a finite-dimensional central
division algebra over a field C, σ|C is an automorphism of finite order m and
f (t) = tm − a ∈ D[t; σ], a ∈ Fix(σ)×, is right invariant, then the associative
algebra S f = D[t; σ]/D[t; σ] f is called a generalised cyclic algebra and denoted
(D, σ, a) [32, §1.4]. This happens to be the quotient algebra.
A unital finite nonassociative division ring is called a semifield in the litera-
ture. It is well-known that every associative semifield is in fact a field, however,
there are many examples of semifields which are not associative. These are
called proper semifields. An important example of semifields which appear
throughout this thesis are Jha-Johnson semifields (also called cyclic semifields)
[33], which generalise the Hughes-Kleinfeld and Sandler semifields. In a recent
paper, Lavrauw and Sheekey proved that if K is a finite field, σ is an automor-
phism of K and f (t) ∈ K[t; σ] is irreducible, then S f is a Jha-Johnson semifield
[44, Theorem 15]. While each Jha-Johnson semifield is isotopic to some algebra
S f [44, Theorem 16], it is not itself necessarily isomorphic to such an algebra S f .
In this thesis we will focus on those Jha-Johnson semifields which arise from
Petit’s algebra construction.
In Chapter 2 we will move on to study the properties of Petit algebras, and
prove results concerning their nuclei, center, eigenring, zero divisors and asso-
ciativity. We pay particular attention to the question of when Petit algebras are
division algebras, and show this is closely related to whether the polynomial
f (t) ∈ R used in their construction is irreducible. Indeed, we will prove f (t)
is irreducible if and only if S f is a (right) division algebra (Theorems 2.20 and
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2.26). We will also show that when σ is not surjective and f (t) is irreducible,
then S f is a right but not left division algebra (Corollary 2.24 and Example
2.25).
The connection between f (t) being irreducible and S f being a (right) division
algebra motivates the study of irreducibility criteria in skew polynomial rings
in Chapter 3. The results we obtain, in conjunction with Theorems 2.20 and
2.26, immediately yield criteria for some Petit algebras to be (right) division
algebras.
Irreducibility and factorisation in skew polynomial rings have been investi-
gated before and algorithms for factoring skew polynomials over finite fields
and Fq(y) have appeared already in [13], [14], [22], [24] and [46]. We also
mention the papers of Churchill and Zhang [15], and Granja, Martinez and
Rodriguez [26], which employ valuation theory to obtain an analogue of the
Eisenstein criteria for skew polynomial rings. The methods we use in Chapter
3, however, are purely algebraic and build upon the ideas of Lam and Leroy
[40, Lemma 2.4], Jacobson [32, §1.3] and Petit [52, (17), (18), (19)].
In Chapter 4 we investigate isomorphisms between Petit algebras S f and Sg,
with f (t), g(t) ∈ R = D[t; σ, δ] and σ an automorphism of D. We apply these
results to study in detail the automorphism group of Petit algebras in Chapter
5, focussing on the case where S f is a nonassociative cyclic algebra in Chapter
6. Many of the results appearing in Chapter’s 5 and 6 recently appeared in
[11].
One of the main motivations for studying automorphisms of Petit algebras
comes from the question how the automorphism groups of Jha-Johnson semi-
fields look like. We are also motivated by a question by Hering [28]: Given
a finite group G, does there exist a semifield such that G is a subgroup of its
automorphism group?
vIt is well-known that two semifields coordinatize the same Desarguesian pro-
jective plane if and only if they are isotopic, hence semifields are usually classi-
fied up to isotopy rather than up to isomorphism and in many cases their auto-
morphism group is not known. We apply our results to obtain information on
the automorphism groups of some Jha-Johnson semifields in Section 5.3, and
in the special case where S f is a nonassociative cyclic algebra over a finite field
in Section 6.2. In particular, we completely determine the automorphism group
of a nonassociative cyclic algebra of prime degree over a finite field (Theorem
6.19): it is either a cyclic group, a dicyclic group, or the semidirect product of
two cyclic groups.
Next we look at a generalisation of Petit’s algebra construction using the
skew polynomial ring S[t; σ, δ], where S is any associative unital ring, σ is an
injective endomorphism of S, and δ is a left σ-derivation of S. While S[t; σ, δ] is
in general not right Euclidean (unless S is a division ring), we are still able to
right divide by polynomials f (t) ∈ S[t; σ, δ] whose leading coefficient is invert-
ible (Theorem 7.1). Therefore, when f (t) has an invertible leading coefficient,
it is possible to define the same algebra construction. We briefly study some of
the properties of these algebras including their center, zero divisors and nuclei.
Recall that a central simple algebra A of degree n over a field F is a G-crossed
product algebra if it contains a maximal subfield M (i.e. [M : F] = n) that is a
Galois extension of F with Galois group G. Moreover, we say A is a solvable
G-crossed product algebra if G = Gal(M/F) is a solvable group. In Chapter
8, we revisit a result on the structure of solvable crossed product algebras, due
to both Petit [52, §7] and a careful reading of Albert [1, p. 186]. We write
up a proof of Albert’s result using generalised cyclic algebras following the
approach of Petit. We note that none of Petit’s results are proved in [52, §7]. To
do this we extend the definition of classical generalised cyclic algebras (D, σ, d)
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to where D need not be a division algebra. More specifically, we show a G-
crossed product algebra is solvable if and only if it can be constructed as a
finite chain of generalised cyclic algebras satisfying certain conditions. We
describe how the structure of the solvable group, that is its chain of normal
subgroups, relates to the structure of the crossed product algebra. We also
generalise [52, §7] to central simple algebras which need neither be crossed
product or division algebras.
We finish the Chapter by giving a recipe for constructing central division
algebras containing a given finite abelian Galois field extension by forming
a chain of generalised cyclic algebras. This generalises a result by Albert [1,
p. 186], see also [32, Theorem 2.9.55], in which G = Z2 ×Z2.
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P R E L I M I N A R I E S
1.1 some basic definitions
Let F be a field. An algebra A over F is an F-vector space together with a
bilinear map A× A → A, (x, y) 7→ xy, which we call the multiplication of A.
A is associative if the associative law (xy)z = x(yz) holds for all x, y, z ∈ A.
Our algebras are nonassociative in the sense that we do not assume this law
and we call algebras in which the associative law fails not associative. A is
called unital if it contains a multiplicative identity 1. We assume throughout
this thesis that our algebras are unital without explicitly saying so. Given an
algebra A, the opposite algebra Aop is the algebra with the same elements and
addition operator as A, but where multiplication is performed in the reverse
order.
We say an algebra 0 6= A is a left (resp. right) division algebra, if the left
multiplication La : x 7→ ax (resp. the right multiplication Ra : x 7→ xa) is
bijective for all 0 6= a ∈ A and A is a division algebra if it is both a left and
a right division algebra. A finite-dimensional algebra is a division algebra if
and only if it has no non-trivial zero divisors [60, p. 12], that is ab = 0 implies
a = 0 or b = 0 for all a, b ∈ A. Finite division algebras are also called finite
semifields in the literature.
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The associator of three elements of an algebra A is defined to be [x, y, z] =
(xy)z− x(yz). We then define the left nucleus to be Nucl(A) = {x ∈ A | [x, A, A] =
0}, the middle nucleus to be Nucm(A) = {x ∈ A | [A, x, A] = 0} and the
right nucleus to be Nucr(A) = {x ∈ A | [A, A, x] = 0}; their intersection
Nuc(A) = {x ∈ A | [A, A, x] = [A, x, A] = [x, A, A] = 0} is the nucleus of
A. Nuc(A), Nucl(A), Nucm(A) and Nucr(A) are all associative subalgebras of
A. The commutator of A is the set of all elements which commute with every
other element,
Comm(A) = {x ∈ A | xy = yx for all y ∈ A}.
The center of A is Cent(A) = Nuc(A) ∩Comm(A).
If D is an associative division ring, an automorphism σ : D → D is called an
inner automorphism if σ = Iu : x 7→ uxu−1 for some u ∈ D×. The inner order
of an automorphism σ of D, is the smallest positive integer n such that σn is an
inner automorphism. If no such n exists we say σ has infinite inner order.
A left (right) principal ideal domain is a domain R such that every left
(right) ideal in R is of the form R f ( f R) for some f ∈ R. We say R is a principal
ideal domain, if it is both a left and a right principal ideal domain.
Let R be a left principal ideal domain and 0 6= a, b ∈ R. Then there exists
d ∈ R such that Ra + Rb = Rd. This implies a = c1d and b = c2d for some
c1, c2 ∈ R, so d is a right factor of both a and b. We denote this by writing d|ra
and d|rb. In addition, if e|ra and e|rb, then Ra ⊂ Re, Rb ⊂ Re, hence Rd ⊂ Re
and so e|rd. Therefore we call d a right greatest common divisor of a and
b. Furthermore, there exists g ∈ R such that Ra ∩ Rb = Rg. Then a|rg and
b|rg. Moreover, if a|rn and b|rn then Rn ⊂ Rg and so g|rn. We call g the least
common left multiple of a and b.
The field norm NK/F : K → F of a finite Galois field extension K/F is given
by
NK/F(k) = ∏
σ∈Gal(K/F)
σ(k).
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In particular, if K/F is a cyclic Galois field extension of degree m with Galois
group generated by σ, then the field norm has the form
NK/F(k) = kσ(k) · · · σm−1(k).
1.2 skew polynomial rings
Let D be an associative ring, σ be an injective endomorphism of D and δ be a
left σ-derivation of D, i.e. δ : D → D is an additive map and satisfies
δ(ab) = σ(a)δ(b) + δ(a)b,
for all a, b ∈ D, in particular δ(1) = 0. Furthermore, an easy induction yields
δ(an) =
n−1
∑
i=0
σ(a)iδ(a)an−1−i, (1.1)
for all a ∈ D, n ∈ N [25, Lemma 1.1]. The set Const(δ) = {d ∈ D | δ(d) = 0}
of δ-constants forms a subring of D, moreover if D is a division ring, this is a
division subring of D [32, p. 7].
The following definition is due to Ore [51]:
Definition. The skew polynomial ring R = D[t; σ, δ] is the set of left polynomials
a0 + a1t + a2t2 + . . . + amtm with ai ∈ D, where addition is defined term-wise, and
multiplication by ta = σ(a)t + δ(a).
This multiplication makes R into an associative ring [32, p. 2-3]. If δ =
0, then D[t; σ, 0] = D[t; σ] is called a twisted polynomial ring, and if σ is
the identity map, then D[t; id, δ] = D[t; δ] is called a differential polynomial
ring. For the special case that δ = 0 and σ = id, we obtain the usual left
polynomial ring D[t] = D[t; id, 0]. Skew polynomial rings are also called Ore
extensions in the literature and their properties are well understood. For a
thorough introduction to skew polynomial rings see for example [16, Chapter
2], [32, Chapter 1] and [51].
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We briefly mention some definitions and properties of skew polynomials
which will be useful to us: The associative and distributive laws in R =
D[t; σ, δ] yield
tnb =
n
∑
j=0
Sn,j(b)tj, n ≥ 0, (1.2)
and
(btn)(ctm) =
n
∑
j=0
b(Sn,j(c))tj+m, (1.3)
for all b, c ∈ D, where the maps Sn,j : D → D are defined by the recursion
formula
Sn,j = δSn−1,j + σSn−1,j−1, (1.4)
with S0,0 = idD, S1,0 = δ, S1,1 = σ and Sn,0 = δn [32, p. 2]. This means Sn,j is the
sum of all monomials in σ and δ that are of degree j in σ and of degree n− j
in δ. In particular Sn,n = σn and if δ = 0 then Sn,j = 0 for n 6= j.
We say f (t) ∈ R is right invariant if R f is a two-sided ideal in R, f (t) is left
invariant if f R is a two-sided ideal in R, and f (t) is invariant if it is both right
and left invariant. We define the degree of a polynomial f (t) = amtm + . . . +
a1t + a0 ∈ R with am 6= 0 to be deg( f (t)) = m and deg(0) = −∞. We call am
the leading coefficient of f (t). Then deg(g(t)h(t)) ≤ deg(g(t)) +deg(h(t)) for
all g(t), h(t) ∈ R, with equality if D is a domain. This implies that when D is a
domain, D[t; σ, δ] is also a domain.
Henceforth we assume D is a division ring and remark that every endo-
morphism of D is necessarily injective. Then R = D[t; σ, δ] is a left principal
ideal domain and there is a right division algorithm in R [32, p. 3]. That
is, for all f (t), g(t) ∈ R with f (t) 6= 0 there exist unique r(t), q(t) ∈ R with
deg(r(t)) < deg( f (t)), such that g(t) = q(t) f (t) + r(t). Here r(t) is the re-
mainder after right division by f (t), and if r(t) = 0 we say f (t) right di-
vides g(t) and write f (t)|rg(t). A polynomial f (t) ∈ R is irreducible if it is
not a unit and has no proper factors, i.e. there do not exist g(t), h(t) ∈ R
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with deg(g(t)), deg(h(t)) < deg( f (t)) such that f (t) = g(t)h(t). Two non-
zero f (t), g(t) ∈ R are similar if there exist unique h, q, u ∈ R such that
1 = h f + qg and u′ f = gu for some u′ ∈ R. Notice if f (t) is similar to g(t)
then deg( f (t)) = deg(g(t)) [32, p. 14].
If σ is a ring automorphism, then R is also a right principal ideal domain,
(hence a principal ideal domain) [32, Proposition 1.1.14], and there exists a
left division algorithm in R [32, p. 3 and Proposition 1.1.14]. In this case any
right invariant polynomial f (t) is invariant [32, p. 6], furthermore we can also
view R as the set of right polynomials with multiplication defined by at =
tσ−1(a)− δ(σ−1(a)) for all a ∈ D [32, (1.1.15)].
1.3 petit’s algebra construction
In this Section, we describe the construction of a family of nonassociative alge-
bras S f built using skew polynomial rings. These algebras will be the focus of
study of this thesis. They were first introduced in 1966 by Petit [52], [53], and
laregly ignored until Wene [66] and more recently Lavrauw and Sheekey [44]
studied them in the context of semifields.
Let D be an associative division ring with center C, σ be an endomorphism
of D and δ be a left σ-derivation of D.
Definition (Petit [52]). Let f (t) ∈ R = D[t; σ, δ] be of degree m and
Rm = {g ∈ R | deg(g) < m}.
Define a multiplication ◦ on Rm by a ◦ b = ab modr f , where the juxtaposition ab
denotes multiplication in R, and modr f denotes the remainder after right division by
f (t). Then S f = (Rm, ◦) is a nonassociative algebra over F = {c ∈ D | c ◦ h =
h ◦ c for all h ∈ S f }. We also call the algebras S f Petit algebras and denote them by
R/R f if we want to make it clear which ring R is used in the construction.
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W.l.o.g., we may assume f (t) is monic, since the algebras S f and Sd f are
equal for all d ∈ D×. We obtain the following straightforward observations:
Remarks. (i) If f (t) is right invariant, then S f is the associative quotient algebra
obtained by factoring out the two-sided ideal R f .
(ii) If deg(g(t)) + deg(h(t)) < m, then the multiplication g ◦ h is the usual multi-
plication of polynomials in R.
(iii) If deg( f (t)) = 1 then R1 = D and S f ∼= D. We will assume throughout this
thesis that deg( f (t)) ≥ 2.
Note that F is a subfield of D [52, (7)]. It is straightforward to see that
F = C ∩ Fix(σ) ∩Const(δ). Indeed, if c ∈ F then c ∈ D and c ◦ h = h ◦ c for all
h ∈ S f , in particular this means c ∈ C. Furthermore, we have c ◦ t = t ◦ c so
that ct = σ(c)t + δ(c), hence σ(c) = c and δ(c) = 0 and thus F ⊂ C ∩ Fix(σ) ∩
Const(δ).
Conversely, if c ∈ C ∩ Fix(σ) ∩Const(δ) and h = ∑m−1i=0 hiti ∈ S f , then
hc =
m−1
∑
i=0
hitic =
m−1
∑
i=0
hi
i
∑
j=0
Si,j(c)tj =
m−1
∑
i=0
hicti =
m−1
∑
i=0
chiti = ch,
because Si,j(c) = 0 for i 6= j and Si,i(c) = σi(c) = c. Therefore c ∈ F as required.
In the special case where D is commutative and δ = 0 then F = Fix(σ).
Examples 1.1. (i) Let f (t) = tm − a ∈ D[t; σ] where a 6= 0. Then the multiplica-
tion in S f is given by
(bti) ◦ (ctj) =
bσ
i(c)ti+j if i + j < m,
bσi(c)σi+j−m(a)ti+j−m if i + j ≥ m,
for all b, c ∈ D and i, j ∈ {0, . . . , m− 1}, then linearly extended.
(ii) Let f (t) = t2 − a1t− a0 ∈ D[t; σ]. Then multiplication in S f is given by
(x + yt) ◦ (u + vt) = (xu + yσ(v)a0)+ (xv + yσ(u) + yσ(v)a1)t,
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for all x, y, u, v ∈ D. By identifying x + yt = (x, y) and u + vt = (u, v), the
multiplication in S f can also be written as
(x + yt) ◦ (u + vt) = (x, y)
 u v
σ(v)a0 σ(u) + σ(v)a1
 .
(iii) Let f (t) = t2 − a ∈ D[t; σ, δ], then multiplication in S f is given by
(x + yt) ◦ (u + vt) = (x, y)
 u v
σ(v)a + δ(u) σ(u) + δ(v)
 ,
for all x, y, u, v ∈ D.
When σ is an automorphism there is also a left division algorithm in R and
can define a second algebra construction: Let f (t) ∈ R be of degree m and
denote by modl f the remainder after left division by f (t). Then Rm together
with the multiplication a f ◦ b = ab modl f , becomes a nonassociative algebra
f S over F, also denoted R/ f R. It suffices to study the algebras S f , as every
algebra f S is the opposite algebra of some Petit algebra:
Proposition 1.2. ([52, (1)]). Suppose σ ∈ Aut(D) and f (t) ∈ D[t; σ, δ]. The
canonical anti-isomorphism
ψ : D[t; σ, δ]→ Dop[t; σ−1,−δσ−1],
n
∑
i=0
aiti 7→
n
∑
i=0
( i
∑
j=0
Sn,j(ai)
)
ti,
between the skew polynomial rings D[t; σ, δ] and Dop[t; σ−1,−δσ−1], induces an anti-
isomorphism between S f = D[t; σ, δ]/D[t; σ, δ] f , and
ψ( f )S = D
op[t; σ−1,−δσ−1]/ψ( f )Dop[t; σ−1,−δσ−1].
1.4 relation of S f to other known constructions
We now show connections between Petit algebras and some other known con-
structions of algebras.
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1.4.1 Nonassociative Cyclic Algebras
Let K/F be a cyclic Galois field extension of degree m with Gal(K/F) = 〈σ〉
and f (t) = tm − a ∈ K[t; σ]. Then
A = (K/F, σ, a) = K[t; σ]/K[t; σ] f (t)
is called a nonassociative cyclic algebra of degree m over F. The multiplication
in A is associative if and only if a ∈ F, in which case A is a classical associative
cyclic algebra over F.
Nonassociative cyclic algebras were studied in detail by Steele in his Ph.D.
thesis [64]. We remark that our definition of nonassociative cyclic algebras
yields the opposite algebras to the ones studied by Steele in [64]. Moreover, if
K is a finite field, then A is an example of a Sandler semifield [58].
Nonassociative cyclic algebras of degree 2 are nonassociative quaternion
algebras. These algebras were first studied in 1935 by Dickson [19] and subse-
quently by Althoen, Hansen and Kugler [2] over R, however, the first system-
atic study was carried out by Waterhouse [65].
Classical associative quaternion algebras of characteristic not 2 are precisely
associative cyclic algebras of degree 2. That is, they have the form (K/F, σ, a)
where K/F is a quadratic separable field extension with non-trivial automor-
phism σ, char(F) 6= 2 and a ∈ F×. Thus the only difference in defining nonas-
sociative quaternion algebras, is that the element a belongs to the larger field
K.
1.4.2 (Nonassociative) Generalised Cyclic Algebras
Let D be an associative division algebra of degree n over its center C and σ
be an automorphism of D such that σ|C has finite order m and fixed field
F = C ∩ Fix(σ). A nonassociative generalised cyclic algebra of degree mn,
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is an algebra S f = D[t; σ]/D[t; σ] f (t) over F with f (t) = tm − a ∈ D[t; σ],
a ∈ D×. We denote this algebra (D, σ, a) and note that it has dimension n2m2
over F. Note that when D = K is a field, and K/F is a cyclic field extension
with Galois group generated by σ, we obtain the nonassociative cyclic algebra
(K/F, σ, a).
In the special case where f (t) = tm − a ∈ D[t; σ], d ∈ F×, then f (t) is
invariant and (D, σ, a) is the associative generalised cyclic algebra defined by
Jacobson [32, p. 19].
1.4.3 (Nonassociative) Generalised Differential Algebras
Let C be a field of characteristic p and D be an associative central division
algebra over C of degree n. Suppose δ is a derivation of D such that δ|C is
algebraic, that is there exists a p-polynomial
g(t) = tp
e
+ c1tp
e−1
+ . . . + cet ∈ F[t],
where F = C ∩ Const(δ) such that g(δ) = 0. Suppose g(t) is chosen with
minimal e, d ∈ D and f (t) = g(t) − d ∈ D[t; δ], then the algebra S f =
D[t; δ]/D[t; δ] f (t) is called a (nonassociative) generalised differential algebra
and also denoted (D, δ, d) [56]. (D, δ, d) is a nonassociative algebra over F of
dimension p2en2, moreover (D, δ, d) is associative if and only if d ∈ F.
When d ∈ F, then (D, δ, d) is central simple over F and is called the gener-
alised differential extension of D in [32, p. 23].
For the remainder of this Section we consider examples of finite-dimensional
division algebras over finite fields. These are called (finite) semifields in the
literature.
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1.4.4 Hughes-Kleinfeld and Knuth Semifields
Let K be a finite field and σ be a non-trivial automorphism of K. Choose
a0, a1 ∈ K such that the equation wσ(w) + a1w− a0 = 0 has no solution w ∈ K.
In [35, p. 215], Knuth defined four classes of semifields two-dimensional over
K with unit element (1, 0). Their multiplications are defined by
(K1) : (x, y)(u, v) =
(
xu + a0σ−2(y)σ(v), xv + yσ(u) + a1σ−1(y)σ(v)
)
,
(K2) : (x, y)(u, v) =
(
xu + a0σ−2(y)σ−1(v), xv + yσ(u) + a1σ−1(y)v
)
,
(K3) : (x, y)(u, v) =
(
xu + a0yσ−1(v), xv + yσ(u) + a1yv
)
,
(K4) : (x, y)(u, v) =
(
xu + a0yσ(v), xv + yσ(u) + a1yσ(v)
)
.
The class of semifields defined by the multiplication (K4) were first discovered
by Hughes and Kleinfeld [29] and are called Hughes-Kleinfeld semifields.
The classes of semifields defined by the multiplications (K2) and (K4) can
be obtained using Petit’s construction:
Theorem 1.3. ([61, Theorem 5.15]). Let f (t) = t2 − a1t − a0 ∈ K[t; σ] where
wσ(w) + a1w− a0 6= 0 for all w ∈ K.
(i) f S is isomorphic to the semifield (K2).
(ii) S f is isomorphic to the semifield (K4).
There is a small mistake in [61, p. 63 (5.1) and (5.2)] where the multiplication
of two elements of S f is stated incorrectly. We give the full proof to avoid
confusion.
Proof. (i) The multiplication in f S is given by
(x + yt) f ◦(u + vt) = xu + xvt + yσ(u)t + t2σ−2(y)σ−1(v)
= xu + xvt + yσ(u)t + (a1t + a0)σ−2(y)σ−1(v)
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= xu + xvt + yσ(u)t + a1σ−1(y)vt + a0σ−2(y)σ−1(v)
=
(
xu + a0σ−2(y)σ−1(v)
)
+
(
xv + yσ(u) + a1σ−1(y)v
)
t,
for all x, y, u, v ∈ K. Therefore the map ψ : f S → (K2), x + yt 7→ (x, y)
can easily be seen to be an isomorphism.
(ii) The multiplication in S f is given by
(x + yt) ◦ (u + vt) = xu + xvt + yσ(u)t + yσ(v)t2
= xu + xvt + yσ(u)t + yσ(v)(a1t + a0)
=
(
xu + yσ(v)a0
)
+
(
xv + yσ(u) + yσ(v)a1
)
t,
for all x, y, u, v ∈ K. Therefore the map φ : S f → (K4), x + yt 7→ (x, y)
can readily be seen to be an isomorphism.
1.4.5 Jha-Johnson Semifields
Jha-Johnson semifields, also called cyclic semifields, are built using irreducible
semilinear transformations and generalise the Sandler and Hughes-Kleinfield
semifields.
Definition. Let K be a field. An additive map T : V → V on a vector space V = Km
is called a semilinear transformation if there exists σ ∈ Aut(K) such that T(λv) =
σ(λ)T(v), for all λ ∈ K, v ∈ V. The set of invertible semilinear transformations on
V forms a group called the general semilinear group and is denoted by ΓL(V). An
element T ∈ ΓL(V) is said to be irreducible, if the only T-invariant subspaces of V
are V and {0}.
Suppose now K is a finite field.
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Definition ([33]). Let T ∈ ΓL(V) be irreducible and fix a K-basis {e0, . . . , em−1} of
V. Define a multiplication · on V by
a·b = a(T)b =
m−1
∑
i=0
aiTi(b),
where a = ∑m−1i=0 aiei. Then ST = (V, ·) defines a Jha-Johnson semifield.
Let Lt, f denote the semilinear transformation v 7→ tv modr f .
Theorem 1.4. ([44, Theorems 15 and 16]). If σ is an automorphism of K and f (t) ∈
K[t; σ] is irreducible then S f ∼= SLt, f . Conversely, if T is any irreducible element of
ΓL(V) with automorphism σ, ST is isotopic to S f for some irreducible f (t) ∈ K[t; σ].
This means that every Petit algebra S f with f (t) ∈ K[t; σ] irreducible is a
Jha-Johnson semifield, and every Jha-Johnson semifield is isotopic to some S f .
2
T H E S T R U C T U R E O F P E T I T A L G E B R A S
In the following, let D be an associative division ring with center C, σ be an
endomorphism of D, δ be a left σ-derivation of D and f (t) ∈ R = D[t; σ, δ].
Recall S f is a nonassociative algebra over F = C ∩ Fix(σ) ∩Const(δ).
2.1 some structure theory
In this Section we investigate the structure theory of Petit algebras. We begin
by summarising some of the structure results stated by Petit in [52]:
Theorem 2.1. ([52, (2), (5), (1), (14), (15)]). Let f (t) ∈ R be of degree m.
(i) If S f is not associative then
Nucl(S f ) = Nucm(S f ) = D,
and
Nucr(S f ) = {g ∈ R | deg(g) < m and f g ∈ R f }.
(ii) The powers of t are associative if and only if tm ◦ t = t ◦ tm if and only if
t ∈ Nucr(S f ).
(iii) S f is associative if and only if f (t) is right invariant.
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(iv) Suppose δ = 0, then Comm(S f ) contains the set{ m−1
∑
i=0
citi | ci ∈ Fix(σ) and dci = ciσi(d) for all d ∈ D, i = 0, . . . , m− 1
}
.
(2.1)
If t is left invertible the two sets are equal.
(v) Suppose δ = 0 and f (t) = tm − ∑m−1i=0 aiti ∈ D[t; σ]. Then f (t) is right
invariant if and only if σm(z)ai = aiσi(z) and σ(ai) = ai for all z ∈ D,
i ∈ {0, . . . , m− 1}.
The nuclei of S f were also calculated for special cases by Dempwolff in [17,
Proposition 3.3].
Remark. ([55, Remark 9]). If f (t) = tm−∑m−1i=0 aiti ∈ D[t; σ], then t is left invertible
is equivalent to a0 6= 0. Indeed, if a0 = 0 and there exists g(t) ∈ Rm and q(t) ∈ R
such that g(t)t = q(t) f (t) + 1, then the left side of the equation has constant term 0,
while the right hand side has constant term 1, a contradiction.
Conversely, if a0 6= 0 then defining g(t) = a−10 tm−1−∑m−2i=0 a−10 ai+1ti, we conclude
g(t)t = a−10 f (t) + 1, therefore g(t) ◦ t = 1 and t is left invertible in S f .
Corollary 2.2. Suppose σ ∈ Aut(D) is such that σ|C has order at least m or infinite
order, f (t) ∈ D[t; σ] has degree m and t ∈ S f is left invertible. Then Comm(S f ) =
F = C ∩ Fix(σ).
Proof. Comm(S f ) is equal to the set (2.1) by Theorem 2.1(iv), in particular F =
C ∩ Fix(σ) ⊆ Comm(S f ). Let now ∑m−1i=0 citi ∈ Comm(S f ) and suppose, for
contradiction, cj 6= 0 for some j ∈ {1, . . . , m − 1}. Then bcj = cjσj(b) for all
b ∈ D, thus (b− σj(b))cj = 0 for all b ∈ C and so b− σj(b) = 0 for all b ∈ C, a
contradiction since σ|C has order ≥ m. Therefore ∑m−1i=0 citi = c0 and c0 ∈ F by
(2.1).
Proposition 2.3. Let L be a division subring of D such that σ|L is an endomorphism of
L and δ|L is a σ|L-derivation of L. If f (t) ∈ L[t; σ|L, δ|L] then L[t; σ|L, δ|L]/L[t; σ|L, δ|L] f (t)
is a subring of S f = D[t; σ, δ]/D[t; σ, δ] f (t).
2.1 some structure theory 15
Proof. Clearly L[t; σ|L, δ|L]/L[t; σ|L, δ|L] f (t) is a subset of S f and is a ring in its
own right. Additionally L[t; σ|L, δ|L]/L[t; σ|L, δ|L] f (t) inherits the multiplica-
tion in S f by the uniqueness of right division in L[t; σ|L, δ|L] and in D[t; σ, δ].
Given f (t) ∈ R = D[t; σ, δ] of degree m, the idealizer I( f ) = {g ∈ R | f g ∈
R f } is the largest subalgebra of R in which R f is a two-sided ideal. We then
define the eigenring of f (t) as the quotient E( f ) = I( f )/R f . Therefore the
eigenring
E( f ) = {g ∈ R | deg(g) < m and f g ∈ R f }
is equal to the right nucleus Nucr(S f ) by Theorem 2.1(i), which as the right
nucleus, is an associative subalgebra of S f . By Theorem 2.1(i) we obtain:
Corollary 2.4. Let f (t) ∈ R.
(i) E( f ) = S f if and only if f (t) is right invariant if and only if S f is associative.
(ii) If f (t) is not right invariant then Cent(S f ) = F.
Proof. (i) If f (t) is not right invariant then E( f ) = Nucr(S f ) 6= S f by The-
orem 2.1(i). On the other hand if f (t) is right invariant, then R f is a
two-sided ideal, hence f |r f g for all g ∈ Rm and so E( f ) = S f .
(ii) We have
Cent(S f ) = Comm(S f ) ∩Nuc(S f ) = Comm(S f ) ∩ D ∩ E( f )
= F ∩ E( f ) = F,
by Theorem 2.1.
Example 2.5. If K is a finite field, σ is an automorphism of K and f (t) ∈ K[t; σ] is
irreducible of degree m, then
E( f ) = {u modr f | u ∈ Cent(K[t; σ])} ∼= Fqm
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by [44, p. 9].
Theorem 2.6. Let f (t) = tm − ∑m−1i=0 aiti ∈ D[t; σ, δ] be such that f (t) is not right
invariant and aj ∈ Fix(σ) ∩Const(δ) for all j ∈ {0, . . . , m− 1}. Then the set{ m−1
∑
i=0
kiti | ki ∈ F = C ∩ Fix(σ) ∩Const(δ)
}
, (2.2)
is contained in Nucr(S f ).
Proof. Clearly F ⊆ Nucr(S f ), therefore if we can show t ∈ Nucr(S f ), then (2.2)
is contained in Nucr(S f ). To this end, we calculate
tm ◦ t =
( m−1
∑
i=0
aiti
)
◦ t =
m−2
∑
i=0
aiti+1 + am−1
m−1
∑
i=0
aiti,
and
t ◦ tm = t ◦
( m−1
∑
i=0
aiti
)
= t ◦ am−1tm−1 + t ◦
m−2
∑
i=0
aiti
=
(
σ(am−1)t + δ(am−1)
) ◦ tm−1 + m−2∑
i=0
(
σ(ai)t + δ(ai)
)
ti
= am−1
m−1
∑
i=0
aiti +
m−2
∑
i=0
aiti+1,
since a0, a1, . . . , am−1 ∈ Fix(σ) ∩ Const(δ). Therefore tm ◦ t = t ◦ tm, which
yields t ∈ Nucr(S f ) by Theorem 2.1(ii).
If we assume additionally aj ∈ C in Theorem 2.6, i.e. we assume f (t) ∈ F[t],
then we obtain:
Corollary 2.7. Let f (t) ∈ F[t] = F[t; σ, δ] ⊂ D[t; σ, δ] be of degree m and not right
invariant. Then the set (2.2) is a commutative subalgebra of Nucr(S f ). Here (2.2)
equals F[t]/F[t] f (t). Furthermore, if f (t) is irreducible in F[t], the set (2.2) is a field.
Proof. S f contains the commutative subalgebra F[t]/F[t] f (t) which is isomor-
phic to (2.2) because f (t) ∈ F[t]. Now, (2.2) is contained in Nucr(S f ) by Theo-
rem 2.6 and thus if f (t) is irreducible in F[t], then F[t]/F[t] f (t) is a field.
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When σ = id, Corollary 2.7 is precisely [56, Proposition 2].
Remark. Suppose K is a finite field, σ is an automorphism of K and F = Fix(σ).
If f (t) ∈ F[t] ⊂ K[t; σ] is irreducible and not right invariant, then (2.2) is equal to
Nucr(S f ) [66, Theorem 3.2].
2.2 so-called right semi-invariant polynomials
As in the previous Section, suppose D is a division ring with center C, σ is
an endomorphism of D, δ is a left σ-derivation of D and f (t) ∈ R = D[t; σ, δ].
We now investigate conditions for D to be contained in the right nucleus of S f ,
therefore either S f is associative or Nuc(S f ) = D by Theorem 2.1(i). We do this
by looking at so-called right semi-invariant polynomials:
Definition. ([39], [42]). A polynomial f (t) ∈ R is called right semi-invariant if
f (t)D ⊆ D f (t). Similarly, f (t) is left semi-invariant if D f (t) ⊆ f (t)D.
We have f (t) is right semi-invariant if and only if d f (t) is right semi-invariant
for all d ∈ D× [39, p. 8]. For this reason it suffices to only consider monic f (t).
Furthermore, if σ is an automorphism, then f (t) is right semi-invariant if and
only if it is left semi-invariant if and only if f (t)D = D f (t) [39, Proposition
2.7].
For a thorough background on right semi-invariant polynomials we refer the
reader to [39] and [42]. Our interest in right semi-invariant polynomials stems
from the following result:
Theorem 2.8. f (t) ∈ R is right semi-invariant if and only if D ⊆ Nucr(S f ). In par-
ticular, if f (t) is right semi-invariant, then either Nuc(S f ) = D or S f is associative.
Proof. If f (t) ∈ R is right semi-invariant, f (t)D ⊆ D f (t) ⊆ R f (t) and hence
D ⊆ E( f ) = Nucr(S f ). Conversely, if D ⊆ Nucr(S f ) = E( f ) then for all d ∈ D,
2.2 so-called right semi-invariant polynomials 18
there exists q(t) ∈ R such that f (t)d = q(t) f (t). Comparing degrees, we see
q(t) ∈ D and thus f (t)D ⊆ D f (t).
The second assertion follows by Theorem 2.1(i).
The following result on the existence of a non-constant right semi-invariant
polynomial is due to Lemonnier [45]:
Proposition 2.9. ([45, (9.21)]). Suppose σ is an automorphism of D, then the follow-
ing are equivalent:
(i) There exists a non-constant right semi-invariant polynomial in R.
(ii) R is not simple.
(iii) There exist b0, . . . , bn ∈ D with bn 6= 0 such that b0δc,θ +∑ni=1 biδi = 0, where
θ is an endomorphism of D and δc,θ denotes the θ-derivation of D sending x ∈ D
to cx− θ(x)c.
Combining Theorem 2.8 and Proposition 2.9 we conclude:
Corollary 2.10. Suppose σ is an automorphism of D and R is simple. Then there
are no nonassociative algebras S f with D ⊆ Nucr(S f ). In particular there are no
nonassociative algebras S f with D ⊆ Nuc(S f ).
Proof. R is not simple if and only if there exists a non-constant right semi-
invariant polynomial in R by Proposition 2.9, and hence the assertion follows
by Theorem 2.8.
Theorem 2.8 allows us to rephrase some of the results on semi-invariant
polynomials in [39] and [42], in terms of the right nucleus of S f :
Theorem 2.11. ([39, Lemma 2.2, Corollary 2.12, Propositions 2.3 and 2.4], [42, Corol-
lary 2.6]). Let f (t) = ∑mi=0 ait
i ∈ R be monic of degree m.
2.2 so-called right semi-invariant polynomials 19
(i) D ⊆ Nucr(S f ) if and only if f (t)c = σm(c) f (t) for all c ∈ D, if and only if
σm(c)aj =
m
∑
i=j
aiSi,j(c) (2.3)
for all c ∈ D and j ∈ {0, . . . , m− 1}, where Si,j is defined as in (1.4).
(ii) Suppose σ is an automorphism of D of infinite inner order. Then D ⊆ Nucr(S f )
implies S f is associative.
(iii) Suppose δ = 0. Then D ⊆ Nucr(S f ) if and only if
σm(c) = ajσj(c)a−1j (2.4)
for all c ∈ D and all j ∈ {0, . . . , m− 1} with aj 6= 0. Furthermore, S f is associa-
tive if and only if f (t) satisfies (2.4) and aj ∈ Fix(σ) for all j ∈ {0, . . . , m− 1}.
(iv) Suppose δ = 0 and σ is an automorphism of D of finite inner order k, i.e. σk = Iu
for some u ∈ D×. The polynomials g(t) ∈ D[t; σ] such that D ⊆ Nucr(Sg) are
precisely those of the form
b
n
∑
j=0
cjun−jtjk, (2.5)
where n ∈ N, cn = 1, cj ∈ C and b ∈ D×. Furthermore, Sg is associative if
and only if g(t) has the form (2.5) and cjun−j ∈ Fix(σ) for all j ∈ {0, . . . , n}.
(v) Suppose σ = id. Then D ⊆ Nucr(S f ) is equivalent to
caj =
m
∑
i=j
(
i
j
)
aiδi−j(c), (2.6)
for all c ∈ D, j ∈ {0, . . . , m− 1}. Furthermore, S f is associative if and only if
f (t) satisfies (2.6) and aj ∈ Const(δ) for all j ∈ {0, . . . , m− 1}.
Theorem 2.11(iii) provides us with an alternate proof of [64, Corollary 3.2.6]
about the nucleus of nonassociative cyclic algebras:
Corollary 2.12. ([64, Corollary 3.2.6]). Let A = (K/F, σ, a) be a nonassociative
cyclic algebra of degree m for some a ∈ K \ F. Then Nuc(A) = K.
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Proof. Notice A = K[t; σ]/K[t; σ](tm − a) and tm − a is right semi-invariant by
Theorem 2.11(iii). Hence K ⊆ Nucr(A) by Theorem 2.8 since A is not associa-
tive.
Let L be a division subring of D. Then we can look for conditions for L ⊆
Nucr(S f ) by generalising the definition of right semi-invariant polynomials
as follows: We say f (t) ∈ D[t; σ, δ] L-weak semi-invariant if f (t)L ⊆ D f (t).
Clearly any right semi-invariant polynomial is also L-weak semi-invariant for
every division subring L of D. Moreover we obtain:
Proposition 2.13. f (t) is L-weak semi-invariant if and only if L ⊆ E( f ) = Nucr(S f ).
If f (t) is L-weak semi-invariant but not right invariant, then L ⊆ Nuc(S f ) ⊆ D.
Proof. If f (t) ∈ R is L-weak semi-invariant, f (t)L ⊆ D f (t) ⊆ R f (t) and hence
L ⊆ E( f ). Conversely, if L ⊆ E( f ) then for all l ∈ L, there exists q(t) ∈ R
such that f (t)l = q(t) f (t). Comparing degrees, we see q(t) ∈ D and thus
f (t)L ⊆ D f (t).
Hence if f (t) is L-weak semi-invariant but not right invariant, then
L ⊆ Nuc(S f ) = E( f ) ∩ D ⊆ D
by Theorem 2.1, which yields the second assertion.
Example 2.14. Let K be a field, σ be a non-trivial automorphism of K, L = Fix(σj) be
the fixed field of σj for some j > 1 and f (t) = ∑ni=0 ait
ij ∈ K[t; σ]. Then
f (t)l =
n
∑
i=0
aitijl =
n
∑
i=0
aiσij(l)tij =
n
∑
i=0
ailtij = l f (t),
for all l ∈ L and hence f (t)L ⊆ L f (t). In particular, f (t) is L-weak semi-invariant.
It turns out that results similar to Theorem 2.11(i), (iii) and (v) also hold for
L-weak semi-invariant polynomials:
Proposition 2.15. Let f (t) = ∑mi=0 ait
i ∈ D[t; σ, δ] be monic of degree m and L be a
division subring of D.
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(i) f (t) is L-weak semi-invariant if and only if f (t)c = σm(c) f (t) for all c ∈ L, if
and only if
σm(c)aj =
m
∑
i=j
aiSi,j(c) (2.7)
for all c ∈ L, j ∈ {0, . . . , m− 1}.
(ii) Suppose δ = 0. Then f (t) is L-weak semi-invariant if and only if σm(c)aj =
ajσj(c) for all c ∈ L, j ∈ {0, . . . , m− 1}.
(iii) Suppose σ = id. Then f (t) is L-weak semi-invariant if and only if
caj =
m
∑
i=j
(
i
j
)
aiδi−j(c) (2.8)
for all c ∈ L, j ∈ {0, . . . , m− 1}.
Proof. (i) We have
f (t)c =
m
∑
i=0
aitic =
m
∑
i=0
ai
i
∑
j=0
Si,j(c)tj =
m
∑
j=0
m
∑
i=j
aiSi,j(c)tj (2.9)
for all c ∈ L, hence the tm coefficient of f (t)c is Sm,m(c) = σm(c), and
so f (t) is L-weak semi-invariant if and only if f (t)c = σm(c) f (t) for all
c ∈ L. Comparing the tj coefficient of (2.9) and σm(c) f (t) for all j ∈
{0, . . . , m− 1} yields (2.7).
(ii) When δ = 0, Si,j = 0 unless i = j in which case Sj,j = σj. Therefore (2.7)
simplifies to σm(c)aj = ajσj(c) for all c ∈ L, j ∈ {0, . . . , m− 1}.
(iii) When σ = id we have
tic =
i
∑
j=0
(
i
j
)
δi−j(c)
for all c ∈ D by [32, (1.1.26)] and thus
f (t)c =
m
∑
i=0
aitic =
m
∑
i=0
ai
i
∑
j=0
(
i
j
)
δi−j(c)tj =
m
∑
j=0
m
∑
i=j
(
i
j
)
aiδi−j(c)tj (2.10)
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for all c ∈ L. Furthermore f (t) is L-weak semi-invariant is equivalent to
f (t)c = c f (t) for all c ∈ L by (i). Comparing the tj coefficient of (2.10)
and c f (t) = ∑mi=0 cait
i for all c ∈ L, j ∈ {0, . . . , m− 1} yields (2.8).
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In this Section we look at conditions for Petit algebras to be right or left division
algebras. This is closely linked to whether the polynomial f (t) used in their
construction is irreducible.
Given f (t) ∈ R = D[t; σ, δ], recall S f is a right (resp. left) division algebra,
if the right multiplication Ra : S f → S f , x 7→ x ◦ a, (resp. the left multiplication
La : S f → S f , x 7→ a ◦ x), is bijective for all 0 6= a ∈ S f . Furthermore S f is a
division algebra if it is both a right and a left division algebra. If S f is finite-
dimensional over F, then S f is a division algebra if and only if it has no zero
divisors [60, p. 12].
We say f (t) ∈ R is bounded if there exists 0 6= f ∗ ∈ R such that R f ∗ = f ∗R is
the largest two-sided ideal of R contained in R f . The element f ∗ is determined
by f up to multiplication on the left by elements of D×.
The link between factors of f (t) and zero divisors in the eigenring E( f ) is
well-known:
Proposition 2.16. Let f (t) ∈ R.
(i) ([23, Proposition 4]). If f (t) is irreducible then E( f ) has no non-trivial zero
divisors.
(ii) ([23, Proposition 4]). Suppose σ is an automorphism and f (t) is bounded. Then
f (t) is irreducible if and only if E( f ) has no non-trivial zero divisors.
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(iii) ([22, Theorem 3.3]). If D = F is a finite field and δ = 0, all polynomials are
bounded and hence f (t) is irreducible if and only if E( f ) is a finite field.
In general, the statement f (t) is irreducible if and only if E( f ) has no non-
trivial zero divisors is not true. Examples of reducible skew polynomials whose
eigenrings are division algebras are given in [23, Example 3] and [62]. We prove
the following result, stated but not proved by Petit in [52, p. 13-07]:
Proposition 2.17. If f (t) ∈ R is irreducible then E( f ) is a division ring.
Proof. Let EndR(R/R f ) denote the endomorphism ring of the left R-module
R/R f , that is EndR(R/R f ) consists of all maps φ : R/R f → R/R f such that
φ(rh + r′h′) = rφ(h) + r′φ(h′) for all r, r′ ∈ R, h, h′ ∈ R/R f .
Now f (t) irreducible implies R/R f is a simple left R-module [23, p. 15],
therefore EndR(R/R f ) is an associative division ring by Schur’s Lemma [38,
p. 33]. Finally E( f ) is isomorphic to the ring EndR(R/R f ) [23, p. 18-19] and
thus E( f ) is also an associative division ring.
We now look at conditions for S f to be a right division algebra.
Lemma 2.18. If f (t) ∈ R is reducible, then S f contains zero divisors. In particular,
S f is neither a left nor right division algebra.
Proof. Suppose f (t) = g(t)h(t) for some g(t), h(t) ∈ R with deg(g(t)), deg(h(t)) <
deg( f (t)), then g(t) ◦ h(t) = g(t)h(t) modr f = 0.
Notice S f is a free left D-module of finite rank m = deg( f (t)) and let 0 6=
a ∈ S f . Then Ra(y + z) = (y + z) ◦ a = (y ◦ a) + (z ◦ a) = Ra(y) + Ra(z) and
Ra(k ◦ z) = (k ◦ z) ◦ a = k ◦ (z ◦ a) = k ◦ Ra(z),
for all k ∈ D, y, z ∈ S f , since either S f is associative or has left nucleus equal
to D by Theorem 2.1. Thus Ra is left D-linear. We will require the following
well-known Rank-Nullity Theorem:
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Theorem 2.19. (See for example [30, Chapter IV, Corollary 2.14]). Let S be a free left
(resp. right) D-module of finite rank m and φ : S → S be a left (resp. right) D-linear
map. Then
dim(Ker(φ)) + dim(Im(φ)) = m,
in particular, φ is injective if and only if it is surjective.
Theorem 2.20. ([52, (6)]). Let f (t) ∈ R have degree m and 0 6= a ∈ S f . Then Ra
is bijective is equivalent to 1 being a right greatest common divisor of f (t) and a. In
particular, f (t) is irreducible if and only if S f is a right division algebra.
Proof. Let 0 6= a ∈ S f . Since S f is a free left D-module of finite rank m and Ra is
left D-linear, the Rank-Nullity Theorem 2.19 implies Ra is bijective if and only
if it is injective which is equivalent to Ker(Ra) = {0}. Now Ra(z) = z ◦ a = 0
is equivalent to za ∈ R f , which means we can write
Ker(Ra) = {z ∈ Rm | za ∈ R f }.
Furthermore, R is a left principal ideal domain, which implies za ∈ R f if and
only if za ∈ Ra ∩ R f = Rg = Rha, where g = ha is the least common left
multiple of a and f . Therefore za ∈ R f is equivalent to z ∈ Rh, and hence
Ker(Ra) 6= {0}, if and only if there exists a polynomial of degree strictly less
than m in Rh, which is equivalent to deg(h) ≤ m− 1.
Let b ∈ R be a right greatest common divisor of a and f . Then
deg( f ) + deg(a) = deg(g) + deg(b) = deg(ha) + deg(b),
by [32, Proposition 1.3.1], and so deg(b) = deg( f ) − deg(h). Thus deg(h) ≤
m− 1 if and only if deg(b) ≥ 1, so we conclude Ker(Ra) = {0} if and only if
deg(b) = 0, if and only if 1 is a right greatest common divisor of f (t) and a. In
particular, this implies S f is a right division algebra if and only if Ra is bijective
for all 0 6= a ∈ S f , if and only if 1 is a right greatest common divisor of f (t)
and a for all 0 6= a ∈ S f , if and only if f (t) is irreducible.
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We wish to determine when S f is also a left division algebra, hence when it
is a division algebra.
Proposition 2.21. If f (t) ∈ R is right invariant, then f (t) is irreducible if and only
if S f is a division algebra.
Proof. Suppose f (t) is right invariant so that S f is associative by Theorem 2.1.
If f (t) is reducible then S f is not a division algebra by Lemma 2.18. Conversely,
if f (t) is irreducible the maps Rb are bijective for all 0 6= b ∈ S f by Theorem
2.20. This implies the maps Lb are also bijective for all 0 6= b ∈ S f by [12,
Lemma 1B], and so S f is a division algebra.
Lemma 2.22. If f (t) is irreducible then La is injective for all 0 6= a ∈ S f .
Proof. If f (t) is irreducible then La(z) = a ◦ z = Rz(a) = 0 is impossible for
0 6= z ∈ S f , as Rz is injective by Theorem 2.20. Thus La is also injective.
In general La is neither left nor right D-linear. Therefore, when f (t) is irre-
ducible we cannot apply the Rank-Nullity Theorem to conclude La is surjective,
as we did for Ra in the proof of Theorem 2.20. In fact, the following Theorem
shows that La may not be surjective even if f (t) is irreducible:
Theorem 2.23. Let f (t) = tm − ∑m−1i=0 aiti ∈ D[t; σ] where a0 6= 0. Then for every
j ∈ {1, . . . , m− 1}, Ltj is surjective if and only if σ is surjective. In particular, if σ is
not surjective then S f is not a left division algebra.
Proof. We first prove the result for j = 1: Given z = ∑m−1i=0 zit
i ∈ S f , we have
Lt(z) = t ◦ z =
m−2
∑
i=0
σ(zi)ti+1 + σ(zm−1)t ◦ tm−1
=
m−1
∑
i=1
σ(zi−1)ti + σ(zm−1)
m−1
∑
i=0
aiti.
(2.11)
(⇒) Suppose Lt is surjective, then given any b ∈ D there exists z ∈ S f such
that t ◦ z = b. The t0-coefficient of Lt(z) is σ(zm−1)a0 by (2.11), and thus
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for all b ∈ D there exists zm−1 ∈ D such that σ(zm−1)a0 = b. Therefore σ
is surjective.
(⇐) Suppose σ is surjective and let g = ∑m−1i=0 giti ∈ S f . Define
zm−1 = σ−1(g0a−10 ), zi−1 = σ
−1(gi)− zm−1σ−1(ai)
for all i ∈ {1, . . . , m− 1}. Then
Lt(z) = σ(zm−1)a0 +
m−1
∑
i=1
(
σ(zi−1) + σ(zm−1ai
)
ti =
m−1
∑
i=0
giti = g,
by (2.11), which implies Lt is surjective.
Hence Lt surjective is equivalent to σ surjective. To prove the result for all
j ∈ {1, . . . , m− 1} we show that
Ltj = L
j
t, (2.12)
for all j ∈ {1, . . . , m− 1}, then it follows σ is surjective if and only if Lt is sur-
jective if and only if Ljt = Ltj is surjective. In the special case when D = Fq is a
finite field, σ is an automorphism and f (t) is monic and irreducible, the equal-
ity (2.12) is proven in [44, p. 12]. A similar proof also works more generally
in our context: suppose inductively that Ltj = L
j
t for some j ∈ {1, . . . , m− 2}.
Then Ljt(b) = t
jb modr f for all b ∈ Rm. Let Ljt(b) = b′ so that tjb = q f + b′ for
some q ∈ R. We have
Lj+1t (b) = Lt(L
j
t(b)) = Lt(b
′) = Lt(tjb− q f ) = t ◦ (tjb− q f )
= (tj+1b− tq f ) modr f = tj+1b modr f = Ltj+1(b),
hence (2.12) follows by induction.
We can use Theorems 2.20 and 2.23 to find examples of Petit algebras which
are right but not left division algebras:
Corollary 2.24. Suppose σ is not surjective and f (t) ∈ D[t; σ] is irreducible. Then
S f is a right division algebra but not a left division algebra.
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Example 2.25. Let K be a field, y be an indeterminate and define σ : K(y) → K(y)
by σ|K = id and σ(y) = y2. Then σ is an injective but not surjective endomorphism
of K(y) [7, p. 123]. For a(y) ∈ K[y] denote by degy(a(y)) the degree of a(y) as a
polynomial in y.
Let f (t) = t2 − a(y) ∈ K(y)[t; σ] where 0 6= a(y) ∈ K[y] is such that 3 -
degy(a(y)). We will show later in Corollary 3.7 that f (t) is irreducible in K(y)[t; σ],
hence S f is a right, but not a left division algebra by Corollary 2.24.
The following result was stated but not proved by Petit [52, (7)]:
Theorem 2.26. ([52, (7)]). Let f (t) ∈ D[t; σ, δ] be such that S f is a finite-dimensional
F-vector space or a right Nucr(S f )-module, which is free of finite rank. Then S f is a
division algebra if and only if f (t) is irreducible.
Proof. When S f is associative the assertion follows by Proposition 2.21 so sup-
pose S f is not associative. If f (t) is reducible, S f is not a division algebra by
Lemma 2.18. Conversely, suppose f (t) is irreducible so that S f is a right divi-
sion algebra by Theorem 2.20. Let 0 6= a ∈ S f be arbitrary, then La is injective
for all 0 6= a ∈ S f by Lemma 2.22. We prove La is surjective, hence S f is also a
left division algebra:
(i) Suppose S f is a finite-dimensional F-vector space. Then since F ⊆ Nuc(S f ),
we have
La(k ◦ z) = a ◦ (k ◦ z) = (a ◦ k) ◦ z = (k ◦ a) ◦ z = k ◦ (a ◦ z) = k ◦ La(z)
and
La(z ◦ k) = a ◦ (z ◦ k) = (a ◦ z) ◦ k = La(z) ◦ k,
for all k ∈ F, z ∈ S f . Therefore La is F-linear, and thus La is surjective by
the Rank-Nullity Theorem 2.19.
(ii) Suppose S f is a free right Nucr(S f )-module of finite rank, then E( f ) is a
division ring by Proposition 2.17. Furthermore, we have
La(z ◦ k) = a ◦ (z ◦ k) = (a ◦ z) ◦ k = La(z) ◦ k
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for all k ∈ Nucr(S f ), z ∈ S f and so La is right Nucr(S f )-linear. Therefore
La is surjective by the Rank-Nullity Theorem 2.19.
Theorem 2.27. Let σ be an automorphism of D, L be a division subring of D such
that D is a free right L-module of finite rank, and f (t) ∈ D[t; σ, δ] be L-weak semi-
invariant. Then S f is a division algebra if and only if f (t) is irreducible. In particular
if σ is an automorphism of D and f (t) is right semi-invariant then S f is a division
algebra if and only if f (t) is irreducible.
Proof. If f (t) is reducible then S f is not a division algebra by Lemma 2.18.
Conversely, suppose f (t) is irreducible. Then S f is a right division algebra
by Theorem 2.20 so we are left to show S f is also a left division algebra. Let
0 6= a ∈ S f be arbitrary and recall La is injective by Lemma 2.22. Since f (t) is
L-weak semi-invariant, L ⊆ Nucr(S f ) which implies
La(z ◦ λ) = a ◦ (z ◦ λ) = (a ◦ z) ◦ λ = La(z) ◦ λ,
for all z ∈ S f , λ ∈ L. Hence La is right L-linear.
S f is a free right D-module of rank m = deg( f ) because σ is an automor-
phism. Since D is a free right L-module of finite rank then also S f is a free
right L-module of finite rank. Thus the Rank-Nullity Theorem 2.19 implies La
is bijective as required.
2.4 semi-multiplicative maps
Definition. A map of degree m over a field F, is a map M : V → W between two
finite-dimensional vector spaces V and W over F, such that M(αv) = αmM(v) for all
α ∈ F, v ∈ V, and such that the map M : V × · · · ×V →W defined by
M(v1, . . . , vm) = ∑
1≤i1<···<il≤m
(−1)m−l M(vi1 + . . . + vil),
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(1 ≤ l ≤ m) is m-linear over F. A map M : V → F of degree m is called a form of
degree m over F.
Definition. Consider a finite-dimensional nonassociative algebra A over a field F
containing a subalgebra D. A map M : A → D of degree m is called left semi-
multiplicative if M(dg) = M(d)M(g), for all d ∈ D, g ∈ A. Right semi-
multiplicative maps are defined similarly.
As before let D be a division ring with center C, σ be an endomorphism
of D, δ be a left σ-derivation of D, and f (t) ∈ D[t; σ, δ] be of degree m. In
his Ph.D. thesis [64, §4.2], Steele defined and studied a left semi-multiplicative
map on nonassociative cyclic algebras. In this Section, we show that when D is
commutative and S f is finite-dimensional over F = C ∩ Fix(σ)∩Const(δ), then
we can similarly define a left semi-multiplicative map M f for S f .
In the classical theory of associative central simple algebras of degree n, the
reduced norm is a multiplicative form of degree n. The maps M f can be seen
as a generalisation of the reduced norm.
Consider S f as a free left D-module of rank m = deg( f (t)) with basis
{1, t, . . . , tm−1}, and recall the right multiplication Rg : S f → S f , h 7→ h ◦ g
is left D-linear for all 0 6= g ∈ S f by the argument on page 23. Define
λ : S f → EndD(S f ), g 7→ Rg,
which induces a map
λ : S f → Matm(D), g 7→Wg,
where Wg ∈ Matm(D) is the matrix representing Rg with respect to the basis
{1, t, . . . , tm−1}. If we represent h = h0 + h1t + . . . + hm−1tm−1 ∈ S f as the row
vector (h0, h1, . . . , hm−1) with entries in D, then we can write the product of two
elements in S f as h ◦ g = hWg.
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When D is commutative, define M f : S f → D by M f (g) = det(Wg). Notice
this definition does not make sense unless D is commutative, otherwise Wg is
a matrix with entries in the noncommutative ring D, and as such we cannot
take its determinant.
Proposition 2.28. Suppose f (t) is right invariant, i.e. S f is associative, then WgWh =
Wg◦h for all g, h ∈ S f . In particular, if D is commutative then M f is multiplicative.
Proof. We have
yWg◦h = y ◦ (g ◦ h) = (y ◦ g) ◦ h = (yWg)Wh = y(WgWh)
for all y, g, h ∈ S f , where we have used the associativity in S f and the associa-
tivity of matrix multiplication. This means WgWh = Wg◦h for all g, h ∈ S f . If D
is commutative, then
M f (g ◦ h) = det(Wg◦h) = det(WgWh) = det(Wg)det(Wh) = M f (g)M f (h)
for all g, h ∈ S f , therefore M f is multiplicative.
In general, Wg◦h 6= WgWh for g, h ∈ S f unless S f is associative since the map
g 7→Wg is not an F-algebra homomorphism. Nevertheless we obtain:
Proposition 2.29. WdWg = Wd◦g for all d ∈ D, g ∈ S f . In particular, if D is
commutative and S f is finite-dimensional over F, then M f is left semi-multiplicative.
Proof. Consider d ∈ D as an element of S f so that d = d + 0t + . . . + 0tm−1.
When S f is associative the assertion follows by Proposition 2.28, otherwise
D = Nucm(S f ) by Theorem 2.1 and so
yWd◦g = y ◦ (d ◦ g) = (y ◦ d) ◦ g = (yWd)Wg = y(WdWg)
for all d ∈ D, y, g ∈ S f . Thus WdWg = Wd◦g.
If D is commutative and S f is finite-dimensional over F, then
M f (d ◦ g) = det(Wd◦g) = det(WdWg) = det(Wd)det(Wg) = M f (d)M f (g)
for all d ∈ D, g ∈ S f and so M f is left semi-multiplicative.
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Examples 2.30. (i) Let f (t) = t2 − a1t− a0 ∈ D[t; σ, δ]. Given g = g0 + g1t ∈
S f with g0, g1 ∈ D, the matrix Wg has the form g0 g1
σ(g1)a0 + δ(g0) σ(g0) + σ(g1)a1 + δ(g1)
 .
(ii) Let f (t) = tm − a ∈ D[t; σ], then given g = g0 + g1t + . . . + gm−1tm−1 ∈ S f ,
gi ∈ D, the matrix Wg has the form
Wg =

g0 g1 g2 · · · gm−1
σ(gm−1)a σ(g0) σ(g1) · · · σ(gm−2)
σ2(gm−2)a σ2(gm−1)σ(a) σ2(g0) · · · σ2(gm−3)
σ3(gm−3)a σ3(gm−2)σ(a) σ3(gm−1)σ2(a) · · · σ3(gm−4)
...
...
...
...
σm−1(g1)a σm−1(g2)σ(a) σm−1(g3)σ2(a) · · · σm−1(g0)

.
In other words, Wg = (Wij)i,j=0,...,m−1, where
Wij =
σ
i(gj−i) if i ≤ j,
σi(gm−i+j)σj(a) if i > j.
If D is a finite field, the matrix Wg is the (σ, a)-circulant matrix Mσa in [21]. In
this case, Proposition 2.29 is [21, Remark 3.2(b)].
We now look at the connection between M f and zero divisors in S f :
Theorem 2.31. Suppose D is commutative.
(i) Let 0 6= g ∈ S f . If g is not a right zero divisor in S f then M f (g) 6= 0.
(ii) S f has no non-trivial zero divisors if and only if M f (g) 6= 0 for all 0 6= g ∈ S f ,
if and only if S f is a right division algebra.
(iii) If S f is a finite-dimensional left F-vector space or a free of finite rank right
Nucr(S f )-module, then S f is a division algebra is equivalent to M f (g) 6= 0
for all 0 6= g ∈ S f .
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Proof. (i) If Wg is a singular matrix, then the equation
h ◦ g = (h0, . . . , hm−1)Wg = 0,
has a non-trivial solution (h0, . . . , hm−1) ∈ Dm, contradicting the assump-
tion that g is not a right zero divisor in S f .
(ii) Suppose M f (g) 6= 0 for all 0 6= g ∈ S f . If g, h ∈ S f are non-zero and
h ◦ g = hWg = 0 then h = 0W−1g = 0, a contradiction. Hence S f has no
non-trivial zero divisors. Conversely, if S f has no non-trivial zero divisors
then M f (g) 6= 0 for all 0 6= g ∈ S f by (i).
Additionally, S f contains no non-trivial zero divisors if and only if the
right multiplication map Rg : S f → S f , x 7→ x ◦ g is injective for all non-
zero g ∈ S f , if and only if S f is a right division algebra by the proof of
Theorem 2.20.
(iii) Follows from (ii) and Theorem 2.26.
3
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Let D be a division ring with center C, σ be an endomorphism of D and δ
be a left σ-derivation. Throughout this Chapter we assume without loss of
generality f (t) ∈ R = D[t; σ, δ] is monic.
In Section 2.3, we saw that whether S f is a division algebra or not is closely
linked to whether the polynomial f (t) used in its construction is irreducible.
For instance, S f is a right division algebra if and only if f (t) is irreducible
by Theorem 2.20. This motivates the study of factorisation and irreducibility
of skew polynomials which we do in the present Chapter. The results we
obtain, in conjunction with Theorems 2.20 and 2.26, yield criteria for some
Petit algebras to be (right) division algebras.
It is well-known that a skew polynomial can always be factored as a product
of irreducible skew polynomials. This factorisation is in general not unique,
however, the degrees of the factors are unique up to permutation:
Theorem 3.1. ([51, Theorem 1]). Every non-zero polynomial f (t) ∈ R factorises as
f (t) = f1(t) · · · fn(t) where fi(t) ∈ R is irreducible for all i ∈ {1, . . . , n}. Fur-
thermore, if f (t) = g1(t) · · · gs(t) is any other factorisation of f (t) as a product of
irreducible gi ∈ R, then s = n and there exists a permutation pi : {1, . . . , n} →
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{1, . . . , n} such that fi is similar to gpi(i). In particular, fi and gpi(i) have the same
degree for all i ∈ {1, . . . , n}.
We first restrict our attention to the case where δ = 0.
3.1 irreducibility criteria in R = D [ t ; σ ]
Let f (t) = tm − ∑m−1i=0 aiti ∈ R = D[t; σ]. In order to study when f (t) is irre-
ducible, we first determine the remainder after dividing f (t) on the right by
(t− b), b ∈ D. By [32, p. 15] we have the identity
ti − σi−1(b)σi−2(b) · · · b
=
(
ti−1 + σi−1(b)ti−2 + . . . + σi−1(b) · · · σ(b)
)
(t− b),
(3.1)
for all i ∈N. Multiplying (3.1) on the left by ai and summing over i yields
f (t) = q(t)(t− b) + Nm(b)−
m−1
∑
i=0
aiNi(b),
for some q(t) ∈ R, where Ni(b) = σi−1(b) · · · σ(b)b for i > 0 and N0(b) = 1.
Therefore the remainder after dividing f (t) on the right by (t− b) is Nm(b)−
∑m−1i=0 aiNi(b), and we conclude:
Proposition 3.2. ([32, p. 16]). (t− b)|r f (t) is equivalent to
amNm(b)−
m−1
∑
i=0
aiNi(b) = 0.
When σ is an automorphism of D, we can also determine the remainder
after dividing f (t) on the left by (t− b), b ∈ D: Similarly to (3.1) we have the
identity
ti − bσ−1(b) · · · σ1−i(b) = (t− b)
(
ti−1 + σ−1(b)ti−2
+ σ−1(b)σ−2(b)ti−3 + . . . + σ−1(b)σ−2(b) · · · σ1−i(b)
) (3.2)
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for all i ∈N. Multiplying (3.2) on the right by σ−i(ai), and using aiti = tiσ−i(ai)
gives
aiti − bσ−1(b) · · · σ1−i(b)σ−i(ai)
= (t− b)
(
ti−1 + σ−1(b)ti−2 + . . . + σ−1(b)σ−2(b) · · · σ1−i(b)
)
σ−i(ai).
Summing over i, we obtain
f (t) = (t− b)q(t) + Mm(b)−
m−1
∑
i=0
Mi(b)σ−i(ai),
for some q(t) ∈ R where Mi(b) are defined by M0(b) = 1, M1(b) = b and
Mi(b) = bσ−1(b) · · · σ1−i(b) for i ≥ 2. We immediately conclude:
Proposition 3.3. Suppose σ is an automorphism of D. Then (t− b)|l f (t) if and only
if Mm(b)−∑m−1i=0 Mi(b)σ−i(ai) = 0.
A careful reading of Propositions 3.2 and 3.3 yields the following:
Corollary 3.4. Suppose σ is an automorphism and f (t) = tm − a ∈ D[t; σ]. Then
f (t) has a left linear divisor if and only if it has a right linear divisor.
Proof. Let b ∈ D, then (t − b)|r f (t) is equivalent to σm−1(b) · · · σ(b)b = a by
Proposition 3.2, if and only if cσ−1(c) · · · σ1−m(c) = a where c = σm−1(b), if
and only if (t− c)|l f (t) by Proposition 3.3.
Using Propositions 3.2 and 3.3 we obtain criteria for some skew polynomials
of degree two or three to be irreducible. The following was stated but not
proven by Petit in [52, (17), (18)]:
Theorem 3.5. (i) Suppose σ is an endomorphism of D. Then f (t) = t2 − a1t−
a0 ∈ D[t; σ] is irreducible if and only if
σ(b)b− a1b− a0 6= 0,
for all b ∈ D.
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(ii) Suppose σ is an automorphism. Then f (t) = t3 − a2t2 − a1t− a0 ∈ D[t; σ] is
irreducible if and only if
σ2(b)σ(b)b− σ2(b)σ(b)a2 − σ2(b)σ(a1)− σ2(a0) 6= 0,
and
σ2(b)σ(b)b− a2σ(b)b− a1b− a0 6= 0,
for all b ∈ D.
Proof. (i) Since deg( f (t)) = 2, we have f (t) is irreducible if and only if (t−
b) -r f (t) for all b ∈ D, if and only if
N2(b)− a1N1(b)− a0N0(b) = σ(b)b− a1b− a0 6= 0,
for all b ∈ D by Proposition 3.2.
(ii) Here deg( f (t)) = 3 and so f (t) is irreducible if and only if (t− b) -r f (t)
and (t− b) -l f (t) for all b ∈ D, if and only if
σ2(b)σ(b)b− a2σ(b)b− a1b− a0 6= 0,
and
bσ−1(b)σ−2(b)− bσ−1(b)σ−2(a2)− bσ−1(a1)− a0 6= 0, (3.3)
for all b ∈ D by Propositions 3.2 and 3.3. Applying σ2 to (3.3) we obtain
the assertion.
When f (t) has the form f (t) = t3 − a ∈ D[t; σ], we obtain the following
simplification of Theorem 3.5(ii):
Corollary 3.6. Suppose σ is an automorphism of D, then f (t) = t3 − a ∈ D[t; σ] is
irreducible is equivalent to σ2(b)σ(b)b 6= a for all b ∈ D.
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Proof. Recall f (t) has a right linear divisor if and only if it has a left linear
divisor by Corollary 3.4. Therefore f (t) is irreducible if and only if (t− b) -r
f (t) for all b ∈ D, if and only if σ2(b)σ(b)b 6= a for all b ∈ D by Proposition
3.2.
Corollary 3.7. Let K be a field, y be an indeterminate and define σ : K(y)→ K(y) by
σ|K = id and σ(y) = y2. For a(y) ∈ K[y] denote by degy(a(y)) the degree of a(y)
as a polynomial in y. Let f (t) = t2 − a(y) ∈ K(y)[t; σ] where 0 6= a(y) ∈ K[y] is
such that 3 - degy(a(y)). Then f (t) is irreducible in K(y)[t; σ].
Proof. Note that σ is an injective but not surjective endomorphism of K(y) by
[7, p. 123]. We have f (t) is irreducible is equivalent to σ(b(y))b(y) 6= a(y) for
all b(y) ∈ K(y) by Theorem 3.5. Given 0 6= b(y) ∈ K(y), write b(y) = c(y)/d(y)
for some non zero c(y), d(y) ∈ K[y].
If σ(b(y))b(y) /∈ K[y] then σ(b(y))b(y) 6= a(y) because a(y) ∈ K[y]. Con-
versely suppose σ(b(y))b(y) ∈ K[y] and let c(y) = ∑li=0 λiyi, d(y) = ∑nj=0 µjyj
for some λi, µj ∈ K with λl, µn 6= 0. Then σ(c(y)) = ∑li=0 λiy2i, σ(d(y)) =
∑nj=0 µjy
2j, and so
σ(b(y))b(y) =
σ(c(y))c(y)
σ(d(y))d(y)
=
∑li=0 λiy
2i ∑lk=0 λky
k
∑nj=0 µjy2j ∑
n
s=0 µsys
=
∑li=0∑
l
k=0 λiλky
2i+k
∑nj=0∑
n
s=0 µjµsy2j+s
.
This means degy
(
σ(b(y))b(y)
)
= 3l− 3n is a multiple of 3, thus if 3 - degy(a(y))
then σ(b(y))b(y) 6= a(y) and f (t) is irreducible.
Consider the field extension C/R where Gal(C/R) = {id, σ} and σ denotes
complex conjugation. By [54, Corollary 6], any non-constant g(t) ∈ C[t; σ] de-
composes into a product of linear and irreducible quadratic skew polynomials,
in particular, every polynomial of degree ≥ 3 is reducible. As a Corollary of
Theorem 3.5(i) we now give some irreducibility criteria for f (t) ∈ C[t; σ] of
degree 2:
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Corollary 3.8. (i) Let f (t) = t2 − a ∈ C[t; σ], then f (t) is irreducible if and only
if a ∈ C \R or a ∈ R− = {r ∈ R | r < 0}.
(ii) [5, Corollary 2.6] Let f (t) = t2 − a1t − a0 ∈ C[t; σ] with a0, a1 ∈ R, then
f (t) is irreducible in C[t; σ] if and only if a21 + 4a0 < 0 if and only if f (t) is
irreducible in R[t]. Moreover, if f (t) is reducible, then the factorisation of f (t)
into monic linear polynomials is unique when a1 6= 0, whereas f (t) factors an
infinite number of ways into monic linear factors when a1 = 0.
(iii) Let f (t) = t2 − a1t − a0 ∈ C[t; σ] where a0 ∈ R and a1 = λ + µi for some
λ, µ ∈ R×. Then f (t) is irreducible if and only if a0 < −(λ2 + µ2)/4. In
particular, if a0 ≥ 0 then f (t) is reducible.
Proof. (i) We have f (t) is reducible is equivalent to σ(b)b = a for some b =
c + di ∈ C by Theorem 3.5, which is equivalent to c2 + d2 = a for some
c, d ∈ R. Therefore if 0 > a ∈ R or a ∈ C \ R, then f (t) must be
irreducible. On the other hand, if 0 < a ∈ R then setting b = √a gives
σ(b)b = b2 = a as required.
(iii) We have f (t) is reducible if and only if σ(b)b − a1b − a0 = 0 for some
b = c + di ∈ C by Theorem 3.5, if and only if
c2 + d2 − λc + µd− a0 − (λd + µc)i = 0,
if and only if c2 + d2−λc+ µd− a0 = 0 and λd+ µc = 0 for some c, d ∈ R.
Therefore f (t) is reducible if and only if(
1+
µ2
λ2
)
c2 +
(
− λ− µ
2
λ
)
c− a0 = 0,
for some c ∈ R, if and only if(
− λ− µ
2
λ
)2
+ 4a0
(
1+
µ2
λ2
)
≥ 0,
if and only if a0 ≥ −(λ2 + µ2)/4.
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Lemma 3.9. Let f (t) ∈ R = D[t; σ] and suppose f (t) = q(t)g(t) for some q(t), g(t) ∈
R. Then f (bt) = q(bt)g(bt) for all b ∈ F = C ∩ Fix(σ).
Proof. Write q(t) = ∑li=0 qit
i, g(t) = ∑nj=0 gjt
j, then
f (t) = q(t)g(t) =
l
∑
i=0
n
∑
j=0
qitigjtj =
l
∑
i=0
n
∑
j=0
qiσi(gj)ti+j,
and so
q(bt)g(bt) =
l
∑
i=0
qi(bt)i
n
∑
j=0
gj(bt)j =
l
∑
i=0
n
∑
j=0
qiσi(gj)bi+jti+j
=
l
∑
i=0
n
∑
j=0
qiσi(gj)(bt)i+j = f (bt),
for all b ∈ F.
The following result was stated as Exercise by Bourbaki in [9, p. 344] and
proven in the special case where σ is an automorphism of order m in [16, Propo-
sition 3.7.5]:
Theorem 3.10. Let σ be an endomorphism of D, f (t) = tm − a ∈ R = D[t; σ] and
suppose F = C ∩ Fix(σ) contains a primitive mth root of unity. If g(t) ∈ R is a monic
irreducible polynomial dividing f (t) on the right, then the degree d of g(t) divides m
and f (t) is the product of m/d polynomials of degree d.
Proof. Let g(t) ∈ R be a monic irreducible polynomial of degree d dividing f (t)
on the right, and ω ∈ F be a primitive mth root of unity.
Define gi(t) = g(ωit) for all i ∈ {0, . . . , m− 1}. Then ⋂m−1i=0 Rgi(t) is an ideal
of R, and since R is a left principle ideal domain, we have
Rh(t) =
m−1⋂
i=0
Rgi(t), (3.4)
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for a suitably chosen h(t) ∈ R. Furthermore, we may assume h(t) is monic,
otherwise if h(t) has leading coefficient d ∈ D×, then Rh(t) = R(d−1h(t)).
We show f (t) ∈ Rh(t): As g(t) right divides f (t), we can write f (t) =
q(t)g(t) for some q(t) ∈ R. In addition, we have (ωt)i = ωiti for all i ∈
{0, . . . , m− 1} because ω ∈ F, therefore
f (ωit) = ωmitm − a = tm − a = f (t) = q(ωit)g(ωit),
by Lemma 3.9 and so gi(t) right divides f (t) for all i ∈ {0, . . . , m − 1}. This
means
f (t) ∈
m−1⋂
i=0
Rgi(t) = Rh(t),
in particular, Rh(t) is not the zero ideal.
We next show h(ωit) = h(t) for all i ∈ {0, . . . , m− 1}: For simplicity we only
do this for i = 1, the other cases are similar. Notice h(t) ∈ ⋂m−1j=0 Rgj(t) by (3.4)
and thus there exists q0(t), . . . , qm−1(t) ∈ R such that h(t) = qj(t)gj(t), for all
j ∈ {0, . . . , m− 1}. Therefore
h(ωt) = qm−1(ωt)gm−1(ωt) = qm−1(ωt)g0(t),
and
h(ωt) = qj(ωt)gj(ωt) = qj(ωt)gj+1(t) ∈ Rgj+1(t),
for all j ∈ {0, . . . , m− 2} by Lemma 3.9, which implies
h(ωt) ∈
m−1⋂
j=0
Rgj(t) = Rh(t).
As a result h(ωt) = k(t)h(t) for some k(t) ∈ R, and by comparing degrees, we
conclude 0 6= k(t) = k ∈ D. Suppose h(t) has degree l and write
h(t) = a0 + . . . + al−1tl−1 + tl, aj ∈ D,
here Rg(t) ⊇ Rh(t) and f (t) ∈ Rh(t) which yields deg(g(t)) = d ≤ l ≤ m.
Since h(ωt) = kh(t), we have ktl = (ωt)l =
(
∏l−1j=0 σ
j(ω)
)
tl = ωltl which
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implies k = ωl. Clearly, the coefficients aj must be zero for all j ∈ {1, . . . , l− 1},
otherwise aj(ωt)j = kajtj = ωlajtj giving ω j = ωl, a contradiction as ω is a
primitive mth root of unity. This means h(t) = tl + a0, and with
ωltl + a0 = h(ωt) = kh(t) = ωl(tl + a0) = ωltl +ωla0,
we obtain ωl = 1. This implies l = m and k = ωm = 1, hence h(ωt) = h(t).
We next prove h(t) = f (t): Now f (t) ∈ Rh(t) implies f (t) = tm − a =
p(t)(tm + a0) for some p ∈ R. Comparing degrees we see p ∈ D×, thus tm− a =
p(tm + a0) = ptm + pa0 which yields p = 1 , a0 = −a and f (t) = h(t).
Finally,
⋂m−1
i=0 Rgi(t) = R f (t) is equivalent to f (t) being the least common
left multiple of the gi(t), i ∈ {0, . . . , m− 1} [32, p. 10]. As a result, we can write
f (t) = qir(t)qir−1(t) · · · qi1(t),
by [51, p. 496], where i1 = 0 < i2 < . . . < ir ≤ m − 1 and each qis(t) ∈ R
is similar to gis(t). Similar polynomials have the same degree [32, p. 14] so
r = m/d, and f (t) factorises into m/d irreducible polynomials of degree d.
Theorem 3.10 implies the following result, which improves [52, (19)] by mak-
ing σm−1(a) 6= σm−1(b) · · · σ(b)b for all b ∈ D a superfluous condition:
Theorem 3.11. Suppose m is prime, σ is an endomorphism of D and F contains a
primitive mth root of unity. Then f (t) = tm − a ∈ D[t; σ] is irreducible if and only if
it has no right linear divisors, if and only if
a 6= σm−1(b) · · · σ(b)b
for all b ∈ D.
Proof. Let g(t) ∈ D[t; σ] be an irreducible polynomial of degree d dividing f (t)
on the right. Without loss of generality g(t) is monic, otherwise if g(t) has
leading coefficient c ∈ D×, then c−1g(t) is monic and also right divides f (t).
Thus d divides m by Theorem 3.10 and since m is prime, either d = m, in which
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case g(t) = f (t), or d = 1, which means f (t) can be written as a product of m
linear factors. Therefore f (t) is irreducible if and only if (t− b) -r f (t) for all
b ∈ D, if and only if a 6= σm−1(b) · · · σ(b)b, for all b ∈ D by Proposition 3.2.
Lemma 3.12. Let K be a field, y be an indeterminate, and σ be the automorphism of
K(y) such that σ|K = id and σ(y) = qy for some 1 6= q ∈ K×. Let b(y) ∈ K(y)
and write b(y) = c(y)/d(y) for some c(y), d(y) ∈ K[y] with d(y) 6= 0. Then
σj(b(y)) = c(qjy)/d(qjy) for all j ∈N.
Proof. Write c(y) = λ0 + λ1y + . . . + λlyl and d(y) = µ0 + µ1y + . . . + µnyn for
some λi, µj ∈ K, then
σj(b(y)) =
σj(c(y))
σj(d(y))
=
σj(λ0) + σ
j(λ1y) + . . . + σj(λlyl)
σj(µ0) + σj(µ1y) + . . . + σj(µnyn)
=
λ0 + λ1σ
j(y) + . . . + λlσj(yl)
µ0 + µ1σj(y) + . . . + µnσj(yn)
=
λ0 + λ1qjy + . . . + λl(qjy)l
µ0 + µ1qjy + . . . + µn(qjy)n
= b(qjy).
For a(y) ∈ K[y] denote degy(a(y)) the degree of a(y) as a polynomial in y.
Corollary 3.13. Let K(y) and σ be as in Lemma 3.12. Suppose m is prime, K contains
a primitive mth root of unity, and f (t) = tm − a(y) ∈ K(y)[t; σ] where 0 6= a(y) ∈
K[y] is such that m - degy(a(y)). Then f (t) is irreducible in K(y)[t; σ].
Proof. We have f (t) is irreducible if and only if
Nm(b(y)) = σm−1(b(y)) · · · σ(b(y))b(y) 6= a(y)
for all b(y) ∈ K(y) by Theorem 3.11. Given b(y) ∈ K(y), write b(y) = c(y)/d(y)
for some c(y), d(y) ∈ K[y] with d(y) 6= 0, then
Nm(b(y)) =
c(qm−1y) · · · c(qy)c(y)
d(qm−1y) · · · d(qy)d(y)
by Lemma 3.12. If Nm(y) /∈ K[y], we immediately conclude Nm(b(y)) 6= a(y)
because a(y) ∈ K[y]. Conversely if Nm(b(y)) ∈ K[y], then
degy(Nm(b(y))) = mdegy(c(y))−mdegy(d(y))
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for all 0 6= b(y) ∈ K(y). Therefore degy(Nm(b(y))) is a multiple of m, thus
Nm(b(y)) 6= a(y) for all b(y) ∈ K(y), and so f (t) is irreducible.
Recall NK/F(K×) ⊆ F× for any finite field extension K/F, therefore we obtain
the following Corollary of Theorem’s 3.5 and 3.11:
Corollary 3.14. Let K/F be a cyclic Galois field extension of degree m with Gal(K/F) =
〈σ〉.
(i) If m = 2 then f (t) = t2 − a ∈ K[t; σ] is irreducible for all a ∈ K \ F.
(ii) If m = 3 then f (t) = t3 − a ∈ K[t; σ] is irreducible for all a ∈ K \ F.
(iii) If m is prime and F contains a primitive mth root of unity then f (t) = tm − a ∈
K[t; σ] is irreducible for all a ∈ K \ F.
Proof. We have σm−1(b) · · · σ(b)b = NK/F(b) ∈ F, for all b ∈ K, hence the result
follows by Corollary 3.6 and Theorems 3.5 and 3.11.
Recently in [5, Theorem 3.1], it was shown that in the special case where K
is an algebraically closed field and σ is an automorphism of K of order n ≥ 2,
that every non-constant reducible skew polynomial in K[t; σ] can be written as
a product of irreducible skew polynomials of degree less than or equal to n.
Notice that in this case, the Artin-Schreier Theorem implies char(K) = 0 and
n = 2 [38, p. 242]. Therefore we can immediately improve [5, Theorem 3.1] to
the following:
Theorem 3.15. Let K be an algebraically closed field and σ be an automorphism of K
of order n ≥ 2. Then char(K) = 0, n = 2 and every non-constant reducible skew
polynomial in K[t; σ] can be written as a product of linear and irreducible quadratic
skew polynomials.
We now extend some of our previous arguments to find criteria for skew
polynomials of degree 4 to be irreducible. We will see that the conditions for
f (t) to be irreducible become complicated when f (t) has degree 4.
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Suppose σ is an automorphism of D and f (t) = t4 − a3t3 − a2t2 − a1t −
a0 ∈ R = D[t; σ]. Then either f (t) is irreducible, f (t) is divisible by a linear
factor from the right, from the left, or f (t) = g(t)h(t) for some g(t), h(t) ∈ R
of degree 2. In Propositions 3.2 and 3.3 we computed the remainders after
dividing f (t) by a linear polynomial on the right and the left. In order to obtain
irreducibility criteria for f (t), we wish to find the remainder after dividing f (t)
by t2 − ct− d , (c, d ∈ D) on the right. To do this we use the identities
t2 = (t2 − ct− d) + (ct + d), (3.5)
t3 = (t + σ(c))
(
t2 − ct− d)+ (σ(d) + σ(c)c)t + σ(c)d, (3.6)
and
t4 =
(
t2 + σ2(c)t + σ2(d) + σ2(c)σ(c)
)(
t2 − ct− d)
+
(
σ2(c)σ(c)c + σ2(d)c + σ2(c)σ(d)
)
t + σ2(d)d + σ2(c)σ(c)d.
(3.7)
If we define
M0(c, d)(t) = 1, M1(c, d)(t) = t, M2(c, d)(t) = ct + d
M3(c, d)(t) =
(
σ(d) + σ(c)c
)
t + σ(c)d,
M4(c, d)(t) =
(
σ2(c)σ(c)c + σ2(d)c + σ2(c)σ(d)
)
t + σ2(d)d + σ2(c)σ(c)d,
then multiplying (3.5), (3.6) and (3.7) on the left by ai and summing over i
yields
f (t) = q(t)
(
t2 − ct− d)+ M4(c, d)(t)− 3∑
i=0
ai Mi(c, d)(t)
for some q(t) ∈ R. This means the remainder after dividing f (t) on the right
by (t2 − ct− d) is
M4(c, d)(t)−
3
∑
i=0
ai Mi(c, d)(t),
which evidently implies:
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Proposition 3.16. (t2 − ct− d)|r f (t) is equivalent to
σ2(c)σ(c)c + σ2(d)c + σ2(c)σ(d)− a3
(
σ(d) + σ(c)c
)− a2c− a1 = 0,
and
σ2(d)d + σ2(c)σ(c)d− a3σ(c)d− a2d− a0 = 0.
Together Propositions 3.2, 3.3 and 3.16 yield:
Theorem 3.17. f (t) is irreducible if and only if
σ3(b)σ2(b)σ(b)b + a3σ2(b)σ(b)b + a2σ(b)b + a1b + a0 6= 0, (3.8)
and
σ3(b)σ2(b)σ(b)b + σ3(b)σ2(b)σ(b)a3
+ σ3(b)σ2(b)σ(a2) + σ3(b)σ2(a1) + σ3(a0) 6= 0,
(3.9)
for all b ∈ D, and for every c, d ∈ D, we have
σ2(c)σ(c)c + σ2(d)c + σ2(c)σ(d) + a3(σ(d) + σ(c)c) + a2c + a1 6= 0, (3.10)
or
σ2(d)d + σ2(c)σ(c)d + a3σ(c)d + a2d + a0 6= 0. (3.11)
i.e., f (t) is irreducible if and only if (3.8) and (3.9) and ((3.10) or (3.11)) holds.
Proof. f (t) is irreducible if and only if (t− b) -r f (t) for all b ∈ D, (t− b) -l f (t)
for all b ∈ D and (t2 − ct − d) -r f (t) for all c, d ∈ D. Therefore the result
follows from Propositions 3.2, 3.3 and 3.16.
We briefly consider the special case where f (t) has the form f (t) = t4 − a ∈
R:
Lemma 3.18. Let f (t) = t4 − a ∈ R. Suppose (t− b)|r f (t), then
f (t) = (t + σ3(b))(t2 + σ2(b)σ(b))(t− b),
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and
f (t) = (t2 + σ3(b)σ2(b))(t + σ(b))(t− b),
are factorisations of f (t). In particular (t + σ(b))(t − b) = t2 − σ(b)b also right
divides f (t).
Proof. Multiplying out these factorisations gives t4 − σ3(b)σ2(b)σ(b)b which is
equal to f (t) by Proposition 3.2.
Lemma 3.18 implies that if f (t) = t4− a has a right linear divisor then it also
has a right quadratic divisor. Therefore in this case Theorem 3.17 simplifies to:
Theorem 3.19. f (t) = t4 − a ∈ R is reducible if and only if
σ2(c)σ(c)c + σ2(d)c + σ2(c)σ(d) = 0 and σ2(d)d + σ2(c)σ(c)d = a,
for some c, d ∈ D.
Proof. Recall f (t) has a right linear divisor if and only if it has a left linear
divisor by Corollary 3.4. Moreover if f (t) has a right linear divisor then it
also has a quadratic right divisor by Lemma 3.18, therefore f (t) is reducible if
and only if (t2 − ct− d)|r f (t) for some c, d ∈ D. The result now follows from
Proposition 3.16.
3.2 irreducibility criteria in skew polynomial rings over fi-
nite fields
Let K = Fph be a finite field of order p
h for some prime p and σ be a non-
trivial Fp-automorphism of K. This means σ : K → K, k 7→ kpr , for some
r ∈ {1, . . . , h− 1} is a power of the Frobenius automorphism. Here σ has order
n = h/gcd(r, h). Algorithms for efficiently factorising polynomials in K[t; σ]
exist, see [22] or more recently [14], however our methods are purely algebraic
and employ the previously developed theory. All of our previous results from
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Section 3.1 hold in K[t; σ]. In this Section we focus on polynomials of the form
f (t) = tm − a ∈ K[t; σ].
We will require the following well-known result:
Lemma 3.20. gcd(ph − 1, pr − 1) = pgcd(h,r) − 1.
Proof. Let d = gcd(r, h) so that h = dn. We have
ph − 1 = (pd − 1)(pd(n−1) + . . . + pd + 1),
therefore ph− 1 is divisible by pd− 1. A similar argument shows (pd− 1)|(pr−
1). Suppose that c is a common divisor of ph − 1 and pr − 1, this means ph ≡
pr ≡ 1 mod (c). Write d = hx + ry for some integers x, y, then we have
pd = phx+ry = (ph)x(pr)y ≡ 1 mod (c)
which implies c|(pd − 1) and hence pd − 1 = gcd(ph − 1, pr − 1).
Given k ∈ K×, we have k ∈ Fix(σ) if and only if kpr−1 = 1, if and only if k
is a (pr − 1)th root of unity. It is well-known there are gcd(pr − 1, ph − 1) such
roots of unity in K, see for example [36, Proposition II.2.1], thus
|Fix(σ)| = gcd(pr − 1, ph − 1) + 1 = pgcd(r,h)
by Lemma 3.20 and so Fix(σ) ∼= Fq where q = pgcd(r,h).
Proposition 3.21. (i) Suppose n ∈ {2, 3}, then f (t) = tn − a ∈ K[t; σ] is irre-
ducible if and only if a ∈ K \ Fix(σ). In particular there are precisely ph − q
irreducible polynomials in K[t; σ] of the form tn − a for some a ∈ K.
(ii) Suppose n is a prime and n|(q− 1). Then f (t) = tn − a ∈ K[t; σ] is irreducible
if and only if a ∈ K \ Fix(σ). In particular there are precisely ph − q irreducible
polynomials in K[t; σ] of the form tn − a for some a ∈ K.
Proof. Here σ has order n and K/Fix(σ) is a cyclic Galois field extension of
degree n with Galois group generated by σ.
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(i) f (t) is irreducible if and only if ∏n−1l=0 σ
l(b) = NK/Fix(σ)(b) 6= a for all
b ∈ K by Theorem 3.5 or Corollary 3.6, where NK/Fix(σ) is the field norm.
It is well-known that as K is a finite field, NK/Fix(σ) : K× → Fix(σ)× is
surjective and so f (t) is irreducible if and only if a /∈ Fix(σ). There are
ph − q elements in K \ Fix(σ), hence there are precisely ph − q irreducible
polynomials of the form tn − a for some a ∈ K.
(ii) Notice Fix(σ) ∼= Fq contains a primitive nth root of unity because n|(q− 1)
[36, Proposition II.2.1]. The rest of the proof is similar to (i) but using
Theorem 3.11.
Let a, b ∈ K and recall (t− b)|r(tm − a) is equivalent to
a = σm−1(b) · · · σ(b)b = bs
by Proposition 3.2 where s = ∑m−1j=0 p
rj = (pmr − 1)/(pr − 1). Suppose z is a
primitive element of K, that is z generates the multiplicative group K×. Writing
b = zl for some l ∈ Z yields (t− b)|r(tm− a) if and only if a = zls. This implies
the following:
Proposition 3.22. Let f (t) = tm − a ∈ K[t; σ] and write a ∈ K as a = zu for some
u ∈ {0, . . . , ph − 2}.
(i) (t− b) -r f (t) for all b ∈ K if and only if u /∈ Zs mod (ph − 1).
(ii) If m ∈ {2, 3} then f (t) is irreducible if and only if u /∈ Zs mod (ph − 1).
(iii) Suppose m is a prime divisor of (q− 1), then f (t) is irreducible if and only if
u /∈ Zs mod (ph − 1).
Proof. (i) (t− b) -r f (t) for all b ∈ K if and only if a = zu 6= zls for all l ∈ Z,
if and only if u /∈ Zs mod (ph − 1).
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(ii) f (t) has a left linear divisor if and only if it has a right linear divisor by
Corollary 3.4. Therefore if m ∈ {2, 3} then f (t) is irreducible if and only
if (t− b) -r f (t) for all b ∈ K and so the assertion follows by (i).
(iii) If m is a prime divisor of (q− 1) then Fix(σ) ∼= Fq contains a primitive
mth root of unity. Therefore the result follows by (i) and Theorem 3.11.
Corollary 3.23. (i) There exists a ∈ K such that (t− b) -r (tm − a) for all b ∈ K
if and only if gcd(s, ph − 1) > 1.
(ii) [52, (22)] Suppose m ∈ {2, 3} or m is a prime divisor of (q− 1). Then there
exists a ∈ K× such that tm− a ∈ K[t; σ] is irreducible if and only if gcd(s, ph−
1) > 1.
Proof. There exists u ∈ {0, . . . , ph − 2} such that u /∈ Zs mod (ph − 1), if and
only if s does not generate Zph−1, if and only if gcd(s, ph − 1) > 1. Hence the
result follows by Proposition 3.22.
When p ≡ 1 mod m, it becomes simpler to apply Corollary 3.23:
Corollary 3.24. Suppose p ≡ 1 mod m.
(i) There exists a ∈ K such that (t− b) -r (tm − a) for all b ∈ K.
(ii) If p is an odd prime, then there exists a ∈ K× such that t2 − a ∈ K[t; σ] is
irreducible.
(iii) If m = 3, then there exists a ∈ K× such that t3 − a ∈ K[t; σ] is irreducible.
(iv) Suppose m is a prime divisor of (q − 1), then there exists a ∈ K× such that
tm − a ∈ K[t; σ] is irreducible.
Proof. We have
s mod m =
m−1
∑
i=0
(pri mod m) mod m = (
m−1
∑
i=0
1) mod m = 0,
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and ph ≡ 1 mod m. This means m|s and m|(ph − 1), therefore gcd(s, ph − 1) ≥
m and so the assertion follows by Corollary 3.23.
3.3 irreducibility criteria in R = D [ t ; σ , δ ]
Let D be a division ring with center C, σ be an endomorphism of D and δ be
a left σ-derivation of D. In this Section we investigate irreducibility criteria in
R = D[t; σ, δ] generalising some of our results from Section 3.1.
Let f (t) = tm − ∑m−1i=0 aiti ∈ R and define a sequence of maps Ni : D →
D, i ≥ 0, recursively by
Ni+1(b) = σ(Ni(b))b + δ(Ni(b)), N0(b) = 1,
e.g. N0(b) = 1, N1(b) = b, N2(b) = σ(b)b + δ(b), . . .
Let r ∈ D be the unique remainder after right division of f (t) by (t− b), then
r = Nm(b)−
m−1
∑
i=0
aiNi(b),
by [40, Lemma 2.4]. This evidently implies:
Proposition 3.25. (t− b)|r f (t) is equivalent to Nm(b)−∑m−1i=0 aiNi(b) = 0.
Now suppose σ is an automorphism of D. We wish to find the remainder
after left division of f (t) by (t− b). Define a sequence of maps Mi : D → D,
i ≥ 0, recursively by
Mi+1(b) = bσ−1(Mi(b))− δ(σ−1(Mi(b))), M0(b) = 1,
for example M0(b) = 1, M1(b) = b, M2(b) = bσ−1(b)− δ(σ−1(b)), . . .
Recall from page 5 that since σ is an automorphism, we can also view R as
a right polynomial ring. In particular this means we can write f (t) = tm −
∑m−1i=0 ait
i ∈ R in the form f (t) = tm −∑m−1i=0 tia′i for some uniquely determined
a′i ∈ D.
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Proposition 3.26. (t − b)|l f (t) is equivalent to Mm(b) − ∑m−1i=0 Mi(b)a′i = 0. In
particular, (t− b)|l(tm − a) if and only if Mm(b) 6= a.
Proof. We first show tn −Mn(b) ∈ (t− b)R for all b ∈ D and n ≥ 0: If n = 0
then t0 − M0(b) = 1 − 1 = 0 ∈ (t − b)R as required. Suppose inductively
tn −Mn(b) ∈ (t− b)R for some n ≥ 0, then
tn+1 −Mn+1(b) = tn+1 − bσ−1(Mn(b)) + δ(σ−1(Mn(b)))
= tn+1 + (t− b)σ−1(Mn(b))− tσ−1(Mn(b)) + δ(σ−1(Mn(b)))
= tn+1 + (t− b)σ−1(Mn(b))−Mn(b)t− δ(σ−1(Mn(b))) + δ(σ−1(Mn(b)))
= (t− b)σ−1(Mn(b)) + (tn −Mn(b))t ∈ (t− b)R,
as tn −Mn(b) ∈ (t− b)R. Therefore tn −Mn(b) ∈ (t− b)R for all b ∈ D, n ≥ 0
by induction.
As a result, there exists qi(t) ∈ R such that ti = (t− b)qi(t) + Mi(b), for all
i ∈ {0, . . . , m}. Multiplying on the right by a′i and summing over i yields
f (t) = (t− b)q(t) + Mm(b)−
m−1
∑
i=0
Mi(b)a′i,
for some q(t) ∈ R.
Using Propositions 3.25 and 3.26 we obtain criteria for skew polynomials of
degree 2 and 3 to be irreducible:
Theorem 3.27. (i) Suppose σ is an endomorphism of D, then f (t) = t2 − a1t−
a0 ∈ R is irreducible if and only if σ(b)b + δ(b)− a1b− a0 6= 0 for all b ∈ D.
(ii) Suppose σ is an automorphism of D and f (t) = t3 − a2t2 − a1t − a0 ∈ R.
Write f (t) = t3 − t2a′2 − ta′1 − a′0 for some unique a′0, a′1, a′2 ∈ D, then f (t) is
irreducible if and only if
Nm(b)−
2
∑
i=0
aiNi(b) 6= 0, (3.12)
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and
Mm(b)−
2
∑
i=0
Mi(b)a′i 6= 0, (3.13)
for all b ∈ D.
Proof. (i) We have f (t) is irreducible if and only if it has no right linear
factors, if and only if
N2(b)− a1N1(b)− a0N0(b) = σ(b)b + δ(b)− a1b− a0 6= 0,
for all b ∈ D by Proposition 3.25.
(ii) We have f (t) is irreducible if and only if it has no left or right linear
factors, if and only if (3.12) and (3.13) hold for all b ∈ D by Propositions
3.25 and 3.26.
We now prove an analogous result to Theorem 3.11:
Theorem 3.28. Suppose σ is an endomorphism of D, m is prime, Char(D) 6= m and
C ∩ Fix(σ) contains a primitive mth root of unity ω. Then f (t) = tm − a ∈ R is
irreducible if and only if Nm(b) 6= a for all b ∈ D.
Proof. Recall
δ(bn) =
n−1
∑
i=0
σ(b)iδ(b)bn−1−i,
for all b ∈ D, n ≥ 1 by (1.1) and so
0 = δ(1) = δ(ωm) =
m−1
∑
i=0
σ(ω)iδ(ω)ωm−1−i =
m−1
∑
i=0
ωiδ(ω)ωm−1−i
=
m−1
∑
i=0
δ(ω)ωm−1 = δ(ω)ωm−1m,
where we have used ω ∈ C∩Fix(σ). Therefore ω ∈ Const(δ) because Char(D) 6=
m, hence also ωi ∈ Const(δ) and so (ωt)i = ωiti for all i ∈ {1, . . . , m}. Further-
more if b ∈ D, then (t− b) -r f (t) is equivalent to Nm(b) 6= a by Proposition
3.25. The proof now follows exactly as in Theorem’s 3.10 and 3.5.
3.4 irreducibility criteria in D [ t ; δ ] where Char(D) = p 53
Setting m = 3 and σ = id in Theorem 3.28 yields:
Corollary 3.29. Suppose Char(D) 6= 3, σ = id and C contains a primitive 3rd root
of unity. Then f (t) = t3 − a ∈ D[t; δ] is irreducible if and only if
N3(b) = b3 + 2δ(b)b + bδ(b) + δ2(b) 6= a,
for all b ∈ D.
3.4 irreducibility criteria in D [ t ; δ ] where Char(D) = p
Suppose Char(D) = p 6= 0, σ = id and
f (t) = tp
e − a1tpe−1 − . . .− aet− d ∈ D[t; δ].
In D[t; δ] we have the equalities
(t− b)p = tp −Vp(b), Vp(b) = bp + δp−1(b) + ∗ ∈ D, (3.14)
for all b ∈ D, with ∗ a sum of commutators of b, δ(b), . . . , δp−2(b) [32, p. 17-18].
E.g. V2(b) = b2 + δ(b) and V3(b) = b3 + δ2(b) + δ(b)b− bδ(b). In particular, if
D is commutative or b commutes with all of its derivatives, then ∗ = 0 and the
formula simplifies to
Vp(b) = bp + δp−1(b). (3.15)
We can iterate (3.14) to obtain
(t− b)pi = tpi −Vpi(b), (3.16)
for all i ∈ N where Vpi(b) = Vip(b) = Vp(Vp(· · · (Vp(b)) · · · ). We thus have
aitp
i
= ai(t− b)pi + aiVpi(b) and by summing over i we conclude:
Proposition 3.30. ([32, Proposition 1.3.25]). (t− b)|r f (t) is equivalent to
Vpe(b)− a1Vpe−1(b)− . . .− aeb− d = 0. (3.17)
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Looking instead at left division of f (t) by a linear polynomial gives:
Proposition 3.31. (t− b)|l f (t) is equivalent to
Vpe(b)−
(
Vpe−1(b)a1 − δp
e−1
(a1)
)− . . .− (Vp(b)ae−1 − δp(ae−1))
− (bae − δ(ae))− d = 0.
Proof. We have tp
k
a = (t− b)pk a + Vpk(b)a, for all a, b ∈ D and k ≥ 1 by (3.16).
Moreover, iterating the relation ta = at + δ(a) yields
tp
k
a =
pk
∑
i=0
(
pk
i
)
δp
k−i(a)ti,
for all a ∈ D, k ≥ 1 [32, (1.1.26)]. This implies tpk a = δpk(a) + atpk for all a ∈ D,
k ≥ 1 because (pki ) = 0 for all i ∈ {1, . . . , pk − 1}. Therefore
atp
k
= (t− b)pk a +Vpk(b)a− δp
k
(a),
and hence
f (t) = tp
e − a1tpe−1 − . . .− aet− d
= (t− b)q(t) +Vpe(b)−
(
Vpe−1(b)a1 − δp
e−1
(a1)
)
− . . .− (Vp(b)ae−1 − δp(ae−1))− bae + δ(ae)− d.
Corollary 3.32. Suppose Char(D) = p 6= 0 and f (t) = tp − a1t − a0 ∈ D[t; δ],
where a1 ∈ C ∩Const(δ). Then (t− b)|r f (t) if and only if (t− b)|l f (t).
Proof. Recall (t − b)|r f (t) if and only if Vp(b) − a1b − a0 = 0 by Proposition
3.30, and (t− b)|l f (t) if and only if Vp(b)− ba1 + δ(a1)− a0 = 0 by Proposition
3.31. When a1 ∈ C ∩Const(δ), these two conditions are equivalent.
When p = 3, Propositions 3.30 and 3.31 yield the following:
Corollary 3.33. Let Char(D) = 3 and f (t) = t3 − a1t− a0 ∈ D[t; δ].
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(i) f (t) is irreducible if and only if
V3(b)− a1b− a0 6= 0 and V3(b)− ba1 + δ(a1)− a0 6= 0,
for all b ∈ D.
(ii) Let a1 ∈ C∩Const(δ), then f (t) is irreducible if and only if V3(b)− a1b− a0 6=
0 for all b ∈ D.
(iii) Suppose D is commutative, then f (t) is irreducible if and only if
b3 + δ2(b)− a1b− a0 6= 0 and b3 + δ2(b)− ba1 + δ(a1)− a0 6= 0,
for all b ∈ D.
Proof. Notice f (t) is irreducible if and only if (t− b) -r f (t) and (t− b) -l f (t)
for all b ∈ D and thus (i) follows by Propositions 3.30 and 3.31. (ii) follows
from (i) and Corollary 3.32 and (iii) follows from (i) and (3.15).
Proposition 3.34. Suppose Char(D) = p 6= 0, D is commutative and δ is a non-
trivial derivation of D such that δp = 0. Let f (t) = tp − a ∈ D[t; δ] where a /∈
Const(δ), then
(i) (t− b) -r f (t) and (t− b) -l f (t) for all b ∈ D.
(ii) If p = 3 then f (t) is irreducible.
Proof. (i) Recall (t− b)|r f (t) is equivalent to (t− b)|l f (t) by Corollary 3.32,
and that (t− b)|r f (t) if and only if Vp(b) = a if and only if bp + δp−1(b) =
a by Proposition 3.30. Now bp ∈ Const(δ) for all b ∈ D as D is com-
mutative [37, p. 60], also δp−1(b) ∈ Const(δ) as δp = 0. Therefore if
a /∈ Const(δ) then bp + δp−1(b) 6= a for all b ∈ D.
(ii) If p = 3, then f (t) is irreducible if and only if (t− b) -r f (t) and (t− b) -l
f (t) for all b ∈ D, hence the assertion follows by (i).
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When f (t) has the form f (t) = tp − t− a ∈ D[t; δ], we have:
Theorem 3.35. ([3, Lemmas 4 and 6]). For any a ∈ D, the polynomial f (t) =
tp − t − a ∈ D[t; δ] is either a product of commuting linear factors or irreducible.
Furthermore, f (t) is irreducible if and only if Vp(b)− b− a 6= 0, for all b ∈ D. In
particular, if D is commutative then f (t) is irreducible if and only if
bp + δp−1(b)− b− a 6= 0,
for all b ∈ D.
4
I S O M O R P H I S M S B E T W E E N P E T I T A L G E B R A S
We now investigate isomorphisms between some Petit Algebras. The results
we obtain in this Chapter will then be applied in Chapter 5 to study the auto-
morphism groups of Petit algebras.
Let D be an associative division ring with center C, σ be an automorphism
of D and δ be a left σ-derivation of D. Suppose D′, C′, σ′ and δ′ are defined
similarly. Let f (t) ∈ R = D[t; σ, δ], g(t) ∈ R′ = D′[t; σ′, δ′], and recall S f =
R/R f is an algebra over F = C ∩ Fix(σ) ∩ Const(δ) and Sg = R′/R′g is an
algebra over F′ = C′ ∩ Fix(σ′) ∩ Const(δ′). Denote by ◦ f the multiplication in
S f and by ◦g the multiplication in Sg. If f (t) and g(t) are not right invariant and
F = F′, we have the following necessary conditions for S f to be F-isomorphic
to Sg:
Proposition 4.1. Suppose f (t), g(t) are not right invariant, F = F′ and S f is F-
isomorphic to Sg. Then
(i) D ∼= D′.
(ii) Nucr(S f ) ∼= Nucr(Sg).
(iii) S f is a division algebra if and only if Sg is a division algebra.
(iv) If S f is a finite-dimensional left F-vector space, then deg( f (t)) = deg(g(t)).
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Proof. (i) We have Nucl(S f ) = D and Nucl(Sg) = D′ by Theorem 2.1(i) be-
cause S f and Sg are not associative. Any isomorphism preserves the left
nucleus and so D ∼= D′.
(ii) Any isomorphism also preserves the right nucleus, thus Nucr(S f ) ∼=
Nucr(Sg).
(iii) Let La, f : S f → S f , x 7→ a ◦ f x denote the left multiplication in S f and
Lb,g : Sg → Sg, x 7→ b ◦g x the left multiplication in Sg. Similarly denote
the right multiplication maps Ra, f and Rb,g. Suppose φ : S f → Sg is
an F-isomorphism and S f is a division algebra, so that La, f and Ra, f are
bijective for all non-zero a ∈ S f . Furthermore we have
Lb,g(x) = φ(Lφ−1(b), f (φ
−1(x))) and Rb,g(x) = φ(Rφ−1(b), f (φ
−1(x))),
for all x ∈ Sg, 0 6= b ∈ Sg. These imply Lb,g and Rb,g are bijective for
all non-zero b ∈ Sg because φ, φ−1, Lφ−1(b), f and Rφ−1(b), f are all bijective,
hence Sg is a division algebra. The reverse implication is proven analo-
gously.
(iv) S f and Sg must have the same dimension as left F-vector spaces, and
since D ∼= D′, this implies deg( f (t)) = deg(g(t)).
4.1 automorphisms of R = D [ t ; σ , δ ]
Henceforth we assume D = D′, σ = σ′, δ = δ′ and f (t), g(t) ∈ R = D[t; σ, δ]
have degree m. Automorphisms of R can be used to define isomorphisms
between Petit algebras:
Theorem 4.2. Let Θ be an F-automorphism of R. Given f (t) ∈ R, define g(t) =
lΘ( f (t)) ∈ R for some l ∈ D×. Then Θ induces an F-isomorphism S f ∼= Sg.
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Proof. Θ(t) has degree 1 by the argument in [41, p. 4], therefore Θ preserves
the degree of elements of R and thus Θ|Rm : Rm → Rm is well defined, hence
bijective and F-linear. Let a, b ∈ Rm, then there exist unique q(t), r(t) ∈ R with
deg(r(t)) < m such that ab = q(t) f (t) + r(t). We have
Θ(a ◦ f b) = Θ(ab− q f ) = Θ(a)Θ(b)−Θ(q)Θ( f )
= Θ(a)Θ(b)−Θ(q)l−1lΘ( f ) = Θ(a) ◦g Θ(b),
and so Θ|Rm : S f → Sg is an F-isomorphism between algebras.
When D = K is a finite field and f (t) ∈ K[t; σ] is irreducible, then [44, The-
orem 7] states that an automorphism Θ of K[t; σ] restricts to an isomorphism
between S f and SΘ( f ). Therefore Theorem 4.2 is a generalisation of [44, Theo-
rem 7].
In order to employ Theorem 4.2, we first investigate what the automorphisms
of R look like: Given τ ∈ AutF(D) and p(t) ∈ R, the map
Θ : R→ R,
n
∑
i=0
biti 7→
n
∑
i=0
τ(bi)p(t)i,
is an F-homomorphism if and only if
p(t)τ(b) = τ(σ(b))p(t) + τ(δ(b)), (4.1)
for all b ∈ D by [41, p. 4]. Furthermore, by a simple degree argument we see
Θ is injective if and only if p(t) has degree ≥ 1, and Θ is bijective if and only
if p(t) has degree = 1 [41, p. 4]. Therefore, by (4.1) we conclude:
Proposition 4.3. Let c ∈ D, d ∈ D×, then
Θτ,c,d : R→ R,
n
∑
i=0
biti 7→
n
∑
i=0
τ(bi)(c + dt)i, (4.2)
is an F-automorphism of R if and only if
cτ(b) + dδ(τ(b)) = τ(σ(b))c + τ(δ(b)), (4.3)
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and
dσ(τ(b)) = τ(σ(b))d, (4.4)
for all b ∈ D.
Proof. Let p(t) = c+ dt, then Θτ,c,d : R→ R is bijective because p(t) has degree
1, furthermore Θτ,c,d is an F-automorphism if and only if
(c + dt)τ(b) = cτ(b) + dσ(τ(b))t + dδ(τ(b)) = τ(σ(b))(c + dt) + τ(δ(b)),
by (4.1). Comparing the coefficients of t0 and t yields (4.3) and (4.4) as required.
Looking closely at the conditions (4.3) and (4.4) yields the following:
Corollary 4.4. (i) Suppose c ∈ D, d ∈ D×. Then Θid,c,d is an F-automorphism of
R if and only if d ∈ C× and
cb + dδ(b) = σ(b)c + δ(b)
for all b ∈ D.
(ii) Θτ,0,1 is an F-automorphism of R if and only if σ ◦ τ = τ ◦ σ and δ ◦ τ = τ ◦ δ.
(iii) Let c ∈ D, then Θτ,c,1 is an F-automorphism of R if and only if σ ◦ τ = τ ◦ σ
and
cτ(b) + δ(τ(b)) = τ(σ(b))c + τ(δ(b)), (4.5)
for all b ∈ D.
(iv) Suppose c ∈ D×, 1 6= d ∈ C× and δ is the inner σ-derivation
δ : D → D, b 7→ c(1− d)−1b− σ(b)c(1− d)−1. (4.6)
Then Θid,c,d is an F-automorphism of R.
Proof. (ii) and (iii) follow immediately from (4.3) and (4.4).
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(i) Setting τ = id in (4.4) yields dσ(b) = σ(b)d for all b ∈ D, which is
equivalent to d ∈ C×. The result follows by setting τ = id in (4.3).
(iv) If δ has the form (4.6) and τ = id, then
cb + dδ(b) = cb + d
(
c(1− d)−1b− σ(b)c(1− d)−1)
= (1− d)−1(cb(1− d) + dcb− dσ(b)c) = (1− d)−1(cb− dσ(b)c)
= (1− d)−1(σ(b)c(1− d) + cb− σ(b)c) = σ(b)c + δ(b),
and dσ(b) = σ(b)d, for all b ∈ D because d ∈ C×. Therefore Θid,c,d is an
F-automorphism of R by Proposition 4.3.
We can use Theorem 4.2 together with Proposition 4.3 and Corollary 4.4, to
find isomorphisms between some Petit algebras:
Corollary 4.5. Let f (t) = tm −∑m−1i=0 aiti ∈ R.
(i) Suppose τ ∈ AutF(D) and c ∈ D, d ∈ D× are such that (4.3) and (4.4) hold
for all b ∈ D. Let g(t) = (c + dt)m −∑m−1i=0 τ(ai)(c + dt)i ∈ R, then S f ∼= Sg.
(ii) Suppose τ ∈ AutF(D) is such that σ ◦ τ = τ ◦ σ and δ ◦ τ = τ ◦ δ and define
g(t) = tm −∑m−1i=0 τ(ai)ti ∈ R, then S f ∼= Sg.
(iii) Suppose τ ∈ AutF(D) and c ∈ D are such that σ ◦ τ = τ ◦ σ and (4.5) holds
for all b ∈ D. If g(t) = (c + t)m −∑m−1i=0 τ(ai)(c + t)i ∈ R, then S f ∼= Sg.
(iv) Suppose δ is the inner σ-derivation given by (4.6) for some c ∈ D×, 1 6= d ∈ C×.
If g(t) = (c + dt)m −∑m−1i=0 ai(c + dt)i ∈ R, then S f ∼= Sg.
Proof. In (i), (ii), (iii) and (iv) the maps Θτ,c,d, Θτ,0,1, Θτ,c,1 and Θid,c,d resp. are
F-automorphisms of R by Proposition 4.3 and Corollary 4.4. Applying these
automorphisms to f (t) gives g(t) in each case, thus the assertion follows by
Theorem 4.2.
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4.2 isomorphisms between S f and Sg when f ( t) , g( t) ∈ D [ t ; δ ]
Let D be an associative division ring with center C, δ be a derivation of D and
F = C ∩ Const(δ). We briefly look into the isomorphisms between some Petit
algebras S f and Sg in the special case where f (t), g(t) ∈ R = D[t; δ]. Here
Proposition 4.3 becomes:
Corollary 4.6. Let c, d ∈ D and τ ∈ AutF(D), then the map Θτ,c,d defined by (4.2)
is an F-automorphism of R, if and only if d ∈ C× and
cτ(b) + dδ(τ(b)) = τ(b)c + τ(δ(b)). (4.7)
In particular, if c ∈ C then Θτ,c,1 is an F-automorphism if and only if δ ◦ τ = τ ◦ δ.
Proof. With σ = id, (4.4) becomes dτ(b) = τ(b)d for all b ∈ D, i.e. d ∈ C. Fi-
nally, setting σ = id in (4.3) yields (4.7), hence the result follows by Proposition
4.3.
Recall from (3.14) that when D has characteristic p 6= 0, we have
(t− b)p = tp −Vp(b), Vp(b) = bp + δp−1(b) + ∗
for all b ∈ D, where ∗ is a sum of commutators of b, δ(b), . . . , δp−2(b). An
iteration yields (t− b)pe = tpe − Vpe(b), for all b ∈ D with Vpe(b) = Vep(b) =
Vp(. . . (Vp(b) . . .). We use Corollary 4.6, together with Theorem 4.2 to obtain
sufficient conditions for some Petit algebras to be isomorphic:
Corollary 4.7. (a) Suppose D has arbitrary characteristic and f (t) = tm−∑m−1i=0 aiti ∈
R = D[t; δ].
(i) Let τ ∈ AutF(D) and g(t) = (t − c)m − ∑m−1i=0 τ(ai)(t − c)i ∈ R for
some c ∈ C. If τ ◦ δ = δ ◦ τ, then S f ∼= Sg.
(ii) Let g(t) = (t− c)m −∑m−1i=0 ai(t− c)i ∈ R for some c ∈ C, then S f ∼= Sg.
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(b) Suppose Char(D) = p 6= 0 and f (t) = tpe + a1tpe−1 + . . . + aet + d ∈ R.
(i) Let τ ∈ AutF(D). If τ ◦ δ = δ ◦ τ and
g(t) = tp
e
+ τ(a1)tp
e−1
+ . . . + τ(ae)t + τ(d)−Vpe(c)
− τ(a1)Vpe−1(c)− . . .− τ(ae)c ∈ R
for some c ∈ C, then S f ∼= Sg.
(ii) Let
g(t) = f (t)−Vpe(c)− a1Vpe−1(c)− . . .− aec ∈ R
for some c ∈ C, then S f ∼= Sg.
Proof. (i) The maps Θτ,−c,1 are automorphisms of R for all c ∈ C by Corollary
4.6. In (a) we have g(t) = Θτ,−c,1( f (t)) and so S f ∼= Sg by Theorem 4.2.
In (b), since Char(D) = p 6= 0, we have
Θτ,−c,1( f (t)) = (t− c)pe + τ(a1)(t− c)pe−1 + . . . + τ(ae)(t− c) + τ(d)
= tp
e −Vpe(c) + τ(a1)
(
tp
e−1 −Vpe−1(c)
)
+ . . . + τ(ae)(t− c) + τ(d)
= g(t),
and hence S f ∼= Sg by Theorem 4.2.
(ii) follows from (i) by setting τ = id.
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Let D be an associative division ring with center C and σ be an automorphism
of D. Suppose δ = 0 so that
f (t) = tm −
m−1
∑
i=0
aiti, g(t) = tm −
m−1
∑
i=0
biti ∈ R = D[t; σ],
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then S f and Sg are nonassociative algebras over F = C ∩ Fix(σ). Throughout
this Section, if we assume σ has order ≥ m− 1, we include infinite order. We
begin by looking at the automorphisms of R. Here Proposition 4.3 becomes:
Corollary 4.8. Let c ∈ D, d ∈ D× and τ ∈ AutF(D). Then Θτ,c,d is an F-
automorphism of R if and only if cτ(b) = τ(σ(b))c and dσ(τ(b)) = τ(σ(b))d for all
b ∈ D. In particular, if σ ◦ τ = τ ◦ σ then Θτ,0,d is an F-automorphism if and only if
d ∈ C×.
We employ Corollary 4.8, together with Theorem 4.2, to find sufficient con-
ditions for S f and Sg to be F-isomorphic. When f (t) and g(t) are not right
invariant, σ commutes with all F-automorphisms of D, and σ|C has order at
least m− 1, these conditions are also necessary:
Theorem 4.9. (i) Suppose there exists k ∈ C× such that
ai =
( m−1
∏
l=i
σl(k)
)
bi, (4.8)
for all i ∈ {0, . . . , m− 1}. Then S f ∼= Sg. Furthermore, for every such k ∈ C×
the maps Qid,k : S f → Sg,
Qid,k :
m−1
∑
i=0
xiti 7→ x0 +
m−1
∑
i=1
xi
( i−1
∏
l=0
σl(k)
)
ti, (4.9)
are F-isomorphisms between S f and Sg.
(ii) Suppose there exists τ ∈ AutF(D) and k ∈ C× such that σ commutes with τ
and
τ(ai) =
( m−1
∏
l=i
σl(k)
)
bi, (4.10)
for all i ∈ {0, . . . , m− 1}. Then S f ∼= Sg. Furthermore, for every such τ and k
the maps Qτ,k : S f → Sg,
Qτ,k :
m−1
∑
i=0
xiti 7→ τ(x0) +
m−1
∑
i=1
τ(xi)
( i−1
∏
l=0
σl(k)
)
ti, (4.11)
are F-isomorphisms between S f and Sg.
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(iii) Suppose f (t), g(t) are not right invariant, σ|C has order at least m− 1, and σ
commutes with all F-automorphisms of D. Then S f ∼= Sg if and only if there
exists τ ∈ AutF(D) and k ∈ C× such that (4.10) holds for all i ∈ {0, . . . , m−
1}. Every such τ and k gives rise to an F-isomorphism Qτ,k : S f → Sg and
these are the only F-isomorphisms between S f and Sg.
Proof. (i) Recall Θid,0,k is an F-automorphism of R by Corollary 4.8, moreover
Θid,0,k( f (t)) = (kt)m −
m−1
∑
i=0
ai(kt)i
=
( m−1
∏
l=0
σl(k)
)
tm − a0 −
m−1
∑
i=1
ai
( i−1
∏
l=0
σl(k)
)
ti
=
( m−1
∏
l=0
σl(k)
)(
tm −
m−1
∑
i=0
biti
)
=
( m−1
∏
l=0
σl(k)
)
g(t),
by (4.8) and thus Θid,0,k restricts to an isomorphism between S f and Sg by
Theorem 4.2. This restriction is Qid,k by a straightforward calculation.
(ii) The proof is similar to (i) using that Θτ,0,k ∈ AutF(R) by Corollary 4.8.
(iii) We are left to prove that S f ∼= Sg implies there exists τ ∈ AutF(D) and
k ∈ C× such that (4.10) holds for all i ∈ {0, . . . , m − 1}, and that all
F-isomorphisms between S f and Sg have the form Qτ,k where τ and k
satisfy (4.10).
Suppose S f ∼= Sg and let Q : S f → Sg be an F-isomorphism. f (t) and
g(t) are not right invariant which is equivalent to S f and Sg not being
associative, therefore Nucl(S f ) = Nucl(Sg) = D by Theorem 2.1(i). Since
any isomorphism preserves the left nucleus, Q(D) = D and so Q|D = τ
for some τ ∈ AutF(D). Suppose Q(t) = ∑m−1i=0 kiti for some ki ∈ D, then
we have
Q(t ◦ f z) = Q(t) ◦g Q(z) =
( m−1
∑
i=0
kiti
)
◦g τ(z) =
m−1
∑
i=0
kiσi(τ(z))ti, (4.12)
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and
Q(t ◦ f z) = Q(σ(z)t) =
m−1
∑
i=0
τ(σ(z))kiti (4.13)
for all z ∈ D. Comparing the coefficients of ti in (4.12) and (4.13) we
obtain
kiσi(τ(z)) = kiτ(σi(z)) = τ(σ(z))ki, (4.14)
for all i ∈ {0, . . . m− 1} and all z ∈ D as σ and τ commute. In particular
kiτ(σi(z)) = kiτ(σ(z)),
for all i ∈ {0, . . . m− 1} and all z ∈ C. This means
kiτ
(
σi(z)− σ(z)) = 0,
for all i ∈ {0, . . . m − 1} and all z ∈ C, i.e. ki = 0 or σ|C = σi|C for all
i ∈ {0, . . . , m − 1}. Now, σ|C has order at least m − 1 or infinite order
which means σi|C 6= σ|C for all 1 6= i ∈ {0, . . . , m− 1} and thus ki = 0 for
all 1 6= i ∈ {0, . . . , m− 1}. Therefore Q(t) = kt for some k ∈ D× such that
kτ(σ(z)) = τ(σ(z))k for all z ∈ D by (4.14). Hence k ∈ C×.
Furthermore, we have
Q(zti) = Q(z) ◦g Q(t)i = τ(z)(kt)i = τ(z)
( i−1
∏
l=0
σl(k)
)
ti,
for all i ∈ {1, . . . , m− 1} and all z ∈ D. Thus Q has the form
Qτ,k :
m−1
∑
i=0
xiti 7→ τ(x0) +
m−1
∑
i=1
τ(xi)
( i−1
∏
l=0
σl(k)
)
ti,
for some k ∈ C×. Moreover, with tm = t ◦ f tm−1, also
Q(tm) = Q
( m−1
∑
i=0
aiti
)
=
m−1
∑
i=0
Q(ai) ◦g Q(t)i
= τ(a0) +
m−1
∑
i=1
τ(ai)
( i−1
∏
l=0
σl(k)
)
ti,
(4.15)
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and Q(t ◦ f tm−1) = Q(t) ◦g Q(t)m−1, i.e.
Q(tm) = Q(t) ◦g Q(t)m−1 =
( m−1
∏
l=0
σl(k)
)
tm =
( m−1
∏
l=0
σl(k)
) m−1
∑
i=0
biti.
(4.16)
Comparing (4.15) and (4.16) gives τ(ai) =
(
∏m−1l=i σ
l(k)
)
bi, for all i ∈
{0, . . . , m− 1}, and hence Q has the form Qτ,k where τ ∈ AutF(D) and
k ∈ C× satisfy (4.10).
Remark. Suppose D = Fpn is a finite field of order pn, σ : Fpn → Fpn , k 7→ kp
is the Frobenius automorphism and f (t), g(t) ∈ Fpn [t; σ] are irreducible of degree
m ∈ {2, 3}. Then S f and Sg are isomorphic semifields if and only if there exists
τ ∈ Aut(Fpn) and k ∈ F×pn are such that (4.10) holds for all i ∈ {0, . . . , m− 1} by
[66, Theorems 4.2 and 5.4]. Therefore Theorem 4.9(iii) can be seen as a generalisation
of [66, Theorems 4.2 and 5.4].
We obtain the following Corollaries of Theorem 4.9:
Corollary 4.10. Let f (t) = tm − a ∈ R and define g(t) = tm − kma ∈ R for some
k ∈ F×. Then S f ∼= Sg.
Proof. We have
(
∏m−1l=0 σ
l(k)
)
a = kma and so S f ∼= Sg by Theorem 4.9(i).
We next take a closer look at the equation (4.10) to obtain necessary condi-
tions for some S f and Sg to be isomorphic.
Corollary 4.11. Suppose f (t) and g(t) are not right invariant, σ commutes with all
F-automorphisms of D and σ|C has order at least m− 1. If S f ∼= Sg then ai = 0 is
equivalent to bi = 0 for all i ∈ {0, . . . , m− 1}.
Proof. If ai 6= bi then τ(ai) 6=
(
∏m−1l=i σ
l(k)
)
bi for all τ ∈ AutF(D) and all
k ∈ C× and so S f  Sg by Theorem 4.9(iii), a contradiction.
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Now suppose C/F is a proper field extension of finite degree, D is finite-
dimensional as an algebra over C, and D is also finite-dimensional when con-
sidered as an algebra over F. Let ND/C denote the norm of D considered as an
algebra over C, ND/F the norm of D considered as an algebra over F and NC/F
be the norm of the field extension C/F. We have ND/F(z) = NC/F(ND/C(z))
and ND/F(τ(z)) = ND/F(z), for all τ ∈ AutF(D) and all z ∈ D [47, p. 547, 548].
Corollary 4.12. Suppose f (t) and g(t) are not right invariant, σ commutes with all
F-automorphisms of D and σ|C has order at least m− 1.
(i) If b0 6= 0 and ND/F(a0b−10 ) /∈ F×m then S f  Sg.
(ii) If there exists i ∈ {0, . . . , m− 1} such that bi 6= 0 and ND/F(aib−1i ) /∈ F×(m−i)
then S f  Sg.
Proof. We prove (ii) since setting i = 0 in (ii) yields (i). Suppose, for a contra-
diction, that S f ∼= Sg. Then there exists τ ∈ AutF(D) and k ∈ C× such that
τ(ai) =
(
∏m−1l=i σ
l(k)
)
bi by Theorem 4.9(iii). Applying ND/F we obtain
ND/F(τ(ai)) = ND/F(ai) = ND/F
(( m−1
∏
l=i
σl(k)
)
bi
)
= ND/F(k)m−iND/F(bi).
This implies ND/F(aib−1i ) = ND/F(k)
m−i by the multiplicity of the norm, but
here ND/F(k)m−i ∈ F×(m−i), a contradiction.
In [64], isomorphisms between two nonassociative cyclic algebras were briefly
investigated. We show Theorem 4.9(iii) specialises to [64, Proposition 3.2.8] and
[64, Corollary 6.2.5].
Let K/F be a cyclic Galois field extension of degree m with Gal(K/F) = 〈σ〉
and a, b ∈ K \ F. Then Theorem 4.9(iii) shows when the nonassociative cyclic
algebras (K/F, σ, a) and (K/F, σ, b) are isomorphic:
Corollary 4.13. ([64, Proposition 3.2.8]). (K/F, σ, a) ∼= (K/F, σ, b) if and only if
there exists k ∈ K× and j ∈ {0, . . . , m − 1} such that σj(a) = (∏m−1l=0 σl(k))b =
NK/F(k)b.
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Now suppose additionally K and F are finite fields. It is well-known that the
norm NK/F : K× → F× is surjective for finite extensions of finite fields and so
by Corollary 4.13, we conclude:
Corollary 4.14. ([64, Corollary 6.2.5]). (K/F, σ, a) ∼= (K/F, σ, b) if and only if
σj(a) = kb for some j ∈ {0, . . . , m− 1} and some k ∈ F×.
5
A U T O M O R P H I S M S O F P E T I T A L G E B R A S
Let D be an associative division ring with center C, σ be a ring automorphism
of D, δ be a left σ-derivation of D and f (t) ∈ R = D[t; σ, δ]. Here S f is a
nonassociative algebra over F = C ∩ Fix(σ) ∩ Const(δ). Since S f = Sd f for all
d ∈ D× we assume w.l.o.g. that f (t) is monic, otherwise, if f (t) has leading
coefficient d ∈ D×, then consider d−1 f (t). In this Chapter we study the au-
tomorphism groups of Petit algebras building upon our results in Chapter 4.
We obtain partial results in the most general case where σ is not necessarily the
identity and δ is not necessarily 0, however, most of our attention is given to the
cases where f (t) is either a differential or twisted polynomial (see Sections 5.1
and 5.2 respectively). Later in Chapter 6 we go on to study the automorphism
groups of nonassociative cyclic algebras.
If f (t) ∈ R is not right invariant, then S f is not associative and any auto-
morphism of S f extends automorphisms of Nucl(S f ), Nucm(S f ) and Nucr(S f )
because the nuclei are invariant under automorphisms. Since Nucl(S f ) =
Nucm(S f ) = D and Nucr(S f ) = E( f ) by Theorem 2.1, we conclude:
Lemma 5.1. If f (t) ∈ R is not right invariant, any F-automorphism of S f extends an
F-automorphism of D and an F-automorphism of E( f ).
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By Theorem 4.2, automorphisms Θ : R → R induce isomorphisms between
S f and SΘ( f (t)). This means if Θ( f (t)) = l f (t) for some l ∈ D×, then Θ induces
an isomorphism S f ∼= SlΘ( f (t)) = S f , i.e. Θ induces an automorphism of S f :
Theorem 5.2. If Θ is an F-automorphism of R and Θ( f (t)) = l f (t) for some l ∈ D×,
then Θ(b ◦ c) = Θ(b) ◦Θ(c) for all b, c ∈ S f , i.e. Θ induces an F-automorphism of
S f .
Theorem 5.2 allows us to find automorphisms of Petit algebras which are
induced by automorphisms of R, later focusing on the special cases where R
is a differential or twisted polynomial ring. More generally, when σ is not
necessarily the identity, and δ is not necessarily 0, we can still use Theorem 5.2
to obtain non-trivial automorphisms of S f for some quadratic f (t):
Proposition 5.3. Suppose 1 6= d ∈ C× is such that dσ(d) = 1 and δ is the inner
σ-derivation given by
δ : D → D, b 7→ c(1− d)−1b− σ(b)c(1− d)−1,
for some c ∈ D×. If f (t) = t2 − (c− dσ(c))(1− d)−1t− a ∈ R, then the map
Hid,c,d : S f → S f , x0 + x1t 7→ x0 + x1(c + dt),
is a non-trivial F-automorphism of S f . Moreover, if additionally d is a primitive nth
root of unity for some n > 1, then 〈Hid,c,d〉 is a cyclic subgroup of AutF(S f ) of order
n.
Proof. Recall
Θ : R→ R,
n
∑
i=0
biti 7→
n
∑
i=0
bi(c + dt)i,
is an F-automorphism by Corollary 4.4. We have
Θ( f (t)) = (c + dt)2 − (c− dσ(c))(1− d)−1(c + dt)− a
= dσ(d)t2 +
(
cd + dσ(c) + dδ(d)− (c− dσ(c))(1− d)−1d
)
t
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+
(
c2 + dδ(c)− (c− dσ(c))(1− d)−1c− a
)
= t2 − (c− dσ(c))(1− d)−1t− a = f (t),
where we have used that dσ(d) = 1, hence the first assertion follows by Theo-
rem 5.2.
To prove the final assertion we first show Hnid,c,d has the form
Hnid,c,d(x0 + x1t) = x0 + x1c(1− dn)(1− d)−1 + x1dnt, (5.1)
for all n ∈N by induction: For n = 1 we have
x0 + x1c(1− dn)(1− d)−1 + x1dnt = x0 + x1c + x1dt = Hid,c,d(x0 + x1t)
as required. Assume as induction hypothesis that (5.1) holds for some n ≥ 1,
then
Hid,c,dn+1(x0 + x1t) = Hid,c,d
(
Hnid,c,d(x0 + x1t)
)
= Hid,c,d
(
x0 + x1c(1− dn)(1− d)−1 + x1dnt
)
= x0 + x1c(1− dn)(1− d)−1 + x1dn(c + dt)
= x0 + x1c
n−1
∑
j=0
dj + x1cdn + x1dn+1t = x0 + x1c
n
∑
j=0
dj + x1dn+1t
= x0 + x1c(1− dn+1)(1− d)−1 + x1dn+1t,
and thus (5.1) holds by induction. In particular (5.1) implies Hnid,c,d = id if and
only if dn = 1, therefore if d is a primitive nth root of unity, 〈Hid,c,d〉 is a cyclic
subgroup of AutF(S f ) of order n.
Setting d = −1 in Proposition 5.3 gives:
Corollary 5.4. Suppose Char(D) 6= 2 and δ is the inner σ-derivation given by
δ : D → D, b 7→ c
2
b− σ(b) c
2
,
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for some c ∈ D×. Then for
f (t) = t2 − 1
2
(c + σ(c))t− a ∈ R,
the map Hid,c,−1 is an F-automorphism of S f . Moreover {id, Hid,c,−1} is a subgroup
of AutF(S f ).
Example 5.5. Suppose K = F(i) is a quadratic separable extension of F with non-
trivial automorphism σ and let δ be the inner σ-derivation
δ : K → K, b 7→ c
1− i (b− σ(b)),
for some c ∈ K. Then iσ(i) = −i2 = 1 and i is a primitive 4th root of unity, so for
f (t) = t2 − c− iσ(c)
1− i t− a ∈ K[t; σ, δ],
the map Hid,c,i is an automorphism of S f of order 4 by Proposition 5.3.
Proposition 5.6. Let f (t) = tm − ∑m−1i=0 aiti ∈ F[t] = F[t; σ, δ] ⊂ R, then for all
τ ∈ AutF(D) such that σ ◦ τ = τ ◦ σ and δ ◦ τ = τ ◦ δ, the maps
Hτ,0,1 : S f → S f ,
m−1
∑
i=0
biti 7→
m−1
∑
i=0
τ(bi)ti,
are F-automorphisms of S f .
Proof. Let τ ∈ AutF(D), then
Θ : R→ R,
n
∑
i=0
biti 7→
n
∑
i=0
τ(bi)ti,
is an F-automorphism if and only if σ ◦ τ = τ ◦ σ and δ ◦ τ = τ ◦ δ by Corollary
4.4. If all the coefficients of f (t) are contained in F, a straightforward computa-
tion yields Θ( f (t)) = f (t), hence Hτ,0,1 ∈ AutF(S f ) by Theorem 5.2.
Given a nonassociative F-algebra A, an element 0 6= c ∈ A has a left inverse
cl ∈ A if Rc(cl) = clc = 1, and a right inverse cr ∈ A if Lc(cr) = ccr = 1.
We say c is invertible if it has both a left and a right inverse. In [68, p. 233]
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the definition of inner automorphisms of associative algebras is generalised
to finite nonassociative division algebras, also called finite semifields. We can
generalise this definition further to arbitrary nonassociative algebras:
Definition. An automorphism G ∈ AutF(A) is an inner automorphism if there is
an element 0 6= c ∈ A with left inverse cl, such that G(x) = (clx)c for all x ∈ A.
Equivalently, an automorphism G is inner if there is an element 0 6= c ∈ A
with left inverse cl, such that G(x) = Rc(Lcl(x)) for all x ∈ A.
When A is a finite semifield, every non-zero element of A is left invertible
and our definition reduces to the definition of inner automorphisms given in
[68]. Given an inner automorphism G ∈ AutF(A) and some H ∈ AutF(A) then
a straightforward calculation shows H−1 ◦ G ◦ H is the inner automorphism
A→ A, x 7→ (H−1(cl)x)H−1(c).
If c ∈ Nuc(A) is invertible, then cl = cr as Nuc(A) is an associative algebra.
We denote this element c−1. Let Gc denote the map Gc : A → A, x 7→ (c−1x)c
for all invertible c ∈ Nuc(A).
We remark that if c ∈ D and f (t) ∈ D[t; σ, δ] is not right invariant, then
multiplying 1 = clc on the right by cr and using c ∈ Nucm(S f ) yields cr =
(clc)cr = cl(ccr) = cl = c−1.
Proposition 5.7. Q = {Gc | c ∈ Nuc(A) is invertible} is a subgroup of AutF(A)
consisting of inner automorphisms.
Proof. We have
Gc(x)Gc(y) =
(
(c−1x)c
)(
(c−1y)c
)
= (c−1x)[c((c−1y)c)] = (c−1x)[[cc−1y]c]
= (c−1x)(yc) =
(
(c−1x)y
)
c = (c−1(xy))c = Gc(xy),
for all x, y ∈ A, where we have used c−1 ∈ Nuc(A). Hence Gc is multi-
plicative. Now Gc is clearly bijective and F-linear, and so the maps Gc are
F-automorphisms of A for all invertible c ∈ Nuc(A).
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We now prove Q is a subgroup of AutF(A): Clearly idA = G1 ∈ Q. Let
Gc, Gd ∈ Q for some invertible c, d ∈ Nuc(A), then
Gd(Gc(x)) =
(
d−1((c−1x)c)
)
d = (d−1c−1x)cd = (cd)−1xcd = Gcd(x)
for all x ∈ A and so Q is closed under composition. Finally Gc ◦Gc−1 = G1 = id,
therefore Q is also closed under inverses since c−1 ∈ Nuc(A). Thus Q is a
subgroup of AutF(A).
In the case where A is a finite semifield, Proposition 5.7 was proven in [68, 2
Lemma]. By Proposition 5.7 we conclude:
Corollary 5.8. Given f (t) ∈ R = D[t; σ, δ], the maps Gc(x) = (c−1 ◦ x) ◦ c are
inner automorphisms of S f for all invertible c ∈ Nuc(S f ). In particular, if f (t) is
right semi-invariant the maps Gc are inner automorphisms of S f for all c ∈ D×.
Proof. The first assertion follows immediately from Proposition 5.7. We have
f (t) ∈ R is right semi-invariant is equivalent to D ⊆ Nucr(S f ) by Theorem 2.8,
thus either S f is associative or Nuc(S f ) = D ∩Nucr(S f ) = D. Therefore the
maps Gc are inner automorphisms of S f for all c ∈ D×.
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Now suppose D is an associative division ring of characteristic p 6= 0 and
center C, σ = id and 0 6= δ is a derivation of D. In this Section we investigate
the automorphisms of S f in the special case where
f (t) = tp
e
+ a1tp
e−1
+ . . . + aet + d ∈ R = D[t; δ].
Here S f is a nonassociative algebra over F = C ∩Const(δ).
Recall from (3.14) that as D has characteristic p, we can write (t − b)p =
tp − Vp(b), where Vp(b) = bp + δp−1(b) + ∗ for all b ∈ D, with ∗ a sum of
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commutators of b, δ(b), . . . , δp−2(b). In particular, if b ∈ C then ∗ = 0 and
Vp(b) = bp + δp−1(b). An iteration yields (t− b)pe = tpe −Vpe(b), for all b ∈ D
with Vpe(b) = Vep(b) = Vp(. . . (Vp(b) . . .).
The automorphisms of R are described in Corollary 4.6. Together with Theo-
rem 5.2, this leads us to the following result, which generalises [56, Proposition
7] in which τ = id:
Corollary 5.9. Suppose τ ∈ AutF(D) commutes with δ and
f (t) = tp
e
+ a1tp
e−1
+ . . . + aet + d ∈ R,
where a1, . . . , ae ∈ Fix(τ). Then for any b ∈ C such that
Vpe(b) + a1Vpe−1(b) + . . . + aeb + d = τ(d), (5.2)
the map
Hτ,−b,1 : S f → S f ,
pe−1
∑
i=0
xiti 7→
pe−1
∑
i=0
τ(xi)(t− b)i, (5.3)
is an F-automorphism of S f .
Proof. The map
Θ : R→ R,
n
∑
i=0
biti 7→
n
∑
i=0
τ(bi)(t− b)i,
is an F-automorphism for all b ∈ C by Corollary 4.6. Furthermore, a close
inspection of the proof of Corollary 4.7 shows Θ( f (t)) = f (t) if and only if
(5.2) holds, thus the assertion follows by Theorem 5.2.
Let f (t) = tp − t− d ∈ R, then Hτ,−b,1 ∈ AutF(S f ) for all b ∈ C, τ ∈ AutF(D)
such that τ ◦ δ = δ ◦ τ and
τ(d) = b−Vp(b) + d = b + d− bp − δp−1(b)
by Corollary 5.9. In addition, if f (t) is not right invariant, δ commutes with all
F-automorphisms of D and F ( C, these are the only F-automorphisms of S f :
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Theorem 5.10. Let f (t) = tp − t− d ∈ R. Then for all τ ∈ AutF(D) and b ∈ C
such that τ commutes with δ and
τ(d) = b + d− bp − δp−1(b), (5.4)
the maps Hτ,−b,1 given by (5.3) are F-automorphisms of S f . Moreover, if f (t) is not
right invariant, δ commutes with all F-automorphisms of D and F ( C, these are all
the automorphisms of S f .
Proof. Suppose f (t) is not right invariant, F ( C and H ∈ AutF(S f ). By Corol-
lary 5.9 we are left to show H has the form Hτ,−b,1 for some τ ∈ AutF(D) and
b ∈ C satisfying (5.4).
Since f (t) is not right invariant, S f is not associative and Nucl(S f ) = D by
Theorem 2.1. Any automorphism of S f must preserve the left nucleus, thus
H(D) = D and so H|D = τ for some τ ∈ AutF(D). Write H(t) = ∑p−1i=0 biti for
some bi ∈ D, then we have
H(t ◦ z) = H(t) ◦ H(z) =
p−1
∑
i=0
biti ◦ τ(z) =
p−1
∑
i=0
i
∑
j=0
(
i
j
)
biδi−j(τ(z))tj, (5.5)
and
H(t ◦ z) = H(zt + δ(z)) = τ(z)
p−1
∑
i=0
biti + τ(δ(z)), (5.6)
for all z ∈ D. Comparing the coefficients of tp−2 in (5.5) and (5.6) we obtain
τ(z)bp−2 = bp−2τ(z) +
(
p− 1
p− 2
)
bp−1δ(τ(z)),
for all z ∈ D. In particular,(
p− 1
p− 2
)
bp−1δ(τ(z)) = 0,
for all z ∈ C, therefore bp−1 = 0 since (p−1p−2) 6= 0 and δ(τ(z)) = τ(δ(z)) 6= 0 for
all z ∈ C with z /∈ Const(δ). Such a z exists because F ( C.
5.1 automorphisms of S f , f ( t) ∈ R = D [ t ; δ ] 78
Similarly, looking in turn at the coefficients of tp−3, . . . , t2, t in (5.5) and (5.6)
yields bp−1 = bp−2 = . . . = b2 = 0, and comparing the coefficients of t0 in (5.5)
and (5.6) we get
τ(z)b0 + τ(δ(z)) = b0τ(z) + b1δ(τ(z)), (5.7)
for all z ∈ D. In particular, this means τ(δ(z)) = b1τ(δ(z)) for all z ∈ C since τ
and δ commute. Hence b1 = 1 as F ( C. We conclude τ(z)b0 = b0τ(z) for all
z ∈ D by (5.7), thus b0 ∈ C and so H(t) = t− b for some b ∈ C.
We now show H has the form (5.3): We have
H(z ◦ ti) = H(z) ◦ H(t)i = τ(z)(t− b)i,
for all i ∈ {1, . . . , m− 1}, z ∈ D, and so H has the form Hτ,−b,1 for some b ∈ C.
Moreover, with tp = t ◦ tp−1, also
H(tp) = H(t + d) = t− b + τ(d), (5.8)
and H(t ◦ tp−1) = H(t) ◦ H(t)p−1, i.e.
H(tp) = H(t) ◦ H(t)p−1 = (t− b)p modr f
= tp −Vp(b) modr f = t + d−Vp(b).
(5.9)
Comparing (5.8) and (5.9) gives
τ(d) = d−Vp(b) + b = b + d− bp − δp−1(b), (5.10)
and thus H has the form Hτ,−b,1, where τ ∈ AutF(D) and b ∈ C satisfy (5.10).
When f (t) = tp − t − d ∈ R, we see Hid,−1,1 ∈ AutF(S f ) by Theorem 5.10.
Additionally, a straightforward calculation shows Hiid,−1,1(t) = t− i for all i ∈
N, therefore since Char(D) = p, we have Hiid,−1,1 6= id for all i ∈ {1, . . . , p− 1}.
Furthermore
Θ : R→ R :
n
∑
i=0
biti 7→
n
∑
i=0
bi(t− 1)i
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is an automorphism of order p [3, p. 90], thus 〈Hid,−1,1〉 is a cyclic subgroup of
AutF(S f ) of order p [56, Lemma 9].
Notice the equation (5.4) in Theorem 5.10 is remarkably similar to (3.17) in
Proposition 3.30. Comparing them yields a connection between the automor-
phisms of S f and factors of certain differential polynomials:
Proposition 5.11. Let τ ∈ AutF(D), f (t) = tp − t− d ∈ R and g(t) = tp − t−
(d− τ(d)) ∈ R.
(i) Suppose τ commutes with δ. If b ∈ C× is such that (t− b)|rg(t), then Hτ,−b,1 ∈
AutF(S f ).
(ii) Given b ∈ C×, if (t− b)|r(tp − t) then Hid,−b,1 ∈ AutF(S f ).
(iii) Suppose f (t) is not right invariant, δ commutes with all F-automorphisms of D
and F ( C. Then Hτ,−b,1 ∈ AutF(S f ) if and only if b ∈ C× and (t− b)|rg(t).
In particular, if b ∈ C× then Hid,−b,1 ∈ AutF(S f ) if and only if (t− b)|r(tp −
t).
(iv) Suppose f (t) is not right invariant, δ commutes with all F-automorphisms of D
and F ( C. If g(t) is irreducible then Hτ,−b,1 /∈ AutF(S f ) for all b ∈ C×.
Proof. (i) We have (t − b)|rg(t) is equivalent to Vp(b) − b − d + τ(d) = 0
by Proposition 3.30. As τ commutes with δ and b ∈ C×, this yields
Hτ,−b,1 ∈ AutF(S f ) by Theorem 5.10.
(ii) follows by setting τ = id in (i).
(iii) If f (t) is not right invariant and F ( C, then Hτ,−b,1 ∈ AutF(S f ) if and
only if τ commutes with δ, b ∈ C× and τ(d) = b − Vp(b) + d by Theo-
rem 5.10. Now (t− b)|rg(t) is equivalent to Vp(b)− b− d + τ(d) = 0 by
Proposition 3.30 and the assertion follows.
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(iv) If g(t) is irreducible then in particular, (t− b) -r g(t) for all b ∈ C× and
the assertion follows by (iii).
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Now suppose D is an associative division ring with center C, Char(D) is arbi-
trary, σ is a non-trivial automorphism of D and f (t) ∈ R = D[t; σ]. Thus S f is
a nonassociative algebra over F = C ∩ Fix(σ). Throughout this Section, if we
assume σ has order ≥ m− 1 we include infinite order. From Theorem 4.9 we
obtain:
Theorem 5.12. Let f (t) = tm −∑m−1i=0 aiti ∈ R.
(i) For every k ∈ C× such that
ai =
( m−1
∏
l=i
σl(k)
)
ai, (5.11)
for all i ∈ {0, . . . , m− 1}, the maps
Hid,k :
m−1
∑
i=0
xiti 7→ x0 +
m−1
∑
i=1
xi
( i−1
∏
l=0
σl(k)
)
ti, (5.12)
are F-automorphisms of S f . Furthermore
{Hid,k | k ∈ K× satisfies (5.11) for all i ∈ {0, . . . , m− 1}}
is a subgroup of AutF(S f ).
(ii) For every τ ∈ AutF(D) and k ∈ C× such that τ commutes with σ and
τ(ai) =
( m−1
∏
l=i
σl(k)
)
ai, (5.13)
for all i ∈ {0, . . . , m− 1}, the maps
Hτ,k :
m−1
∑
i=0
xiti 7→ τ(x0) +
m−1
∑
i=1
τ(xi)
( i−1
∏
l=0
σl(k)
)
ti, (5.14)
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are F-automorphisms of S f . Moreover
{Hτ,k | τ ∈ AutF(D), τ ◦ σ = σ ◦ τ, k ∈ K× satisfies (5.13) for all i}
is a subgroup of AutF(S f ).
(iii) Suppose f (t) is not right invariant, σ commutes with all F-automorphisms of D
and σ|C has order at least m− 1. A map H : S f → S f is an F-automorphism of
S f if and only if H has the form Hτ,k, where τ ∈ AutF(D) and k ∈ C× are such
that (5.13) holds for all i ∈ {0, . . . , m− 1}.
Proof. Note that the inverse of Hτ,k is Hτ−1,τ−1(k−1) and Hτ,k ◦ Hρ,b = Hτρ,τ(b)k.
The rest of the proof is trivial using Theorem 4.9.
The automorphisms Hτ,k in Theorem 5.12 are restrictions of automorphisms
Θ : R→ R,
n
∑
i=0
biti 7→
n
∑
i=0
τ(bi)(kt)i,
by the proof of Theorem 4.9. If f (t) is not right invariant, σ commutes with
all F-automorphisms of D and σ|C has order at least m − 1, then Theorem
5.12(iii) shows that all F-automorphisms of S f are restrictions of automor-
phisms of R. Conversely, when σ|C has order < m− 1 and σ commutes with
all F-automorphisms of D, the automorphisms Hτ,k are restrictions of automor-
phisms of R and form a subgroup of AutF(S f ). Moreover we have:
Proposition 5.13. Suppose f (t) = tm − ∑m−1i=0 aiti ∈ R is not right invariant, σ
commutes with all F-automorphisms of D and σ|C has order n < m − 1. Let H ∈
AutF(S f ) and N = Nucr(S f ). Then H|D = τ for some τ ∈ AutF(D), HN ∈
AutF(N) and H(t) = g(t) with
g(t) = k1t + k1+nt1+n + k1+2nt1+2n + . . . + k1+snt1+sn, (5.15)
for some k1+ln ∈ D.
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Proof. Let H : S f → S f be an automorphism. Then H|N ∈ AutF(N) and
H|D = τ for some τ ∈ AutF(D) by Lemma 5.1.
Suppose H(t) = ∑m−1i=0 kit
i for some ki ∈ D. Comparing the coefficients of
t in H(t ◦ z) = H(t) ◦ H(z) = H(σ(z)t) we obtain ki = 0 or σi(z) = σ(z), for
all i ∈ {0, . . . , m − 1} and all z ∈ C. Now, since σ|C has order n < m − 1,
σi(z) = σ(z) for all z ∈ C if and only if i = 1 + nl for some l ∈ Z. Therefore
ki = 0 for every i 6= 1+ nl, l ∈ N ∪ {0}, i ∈ {0, . . . , m− 1} and hence H(t) has
the form (5.15) for some s with sn < m− 1.
Suppose σ commutes with all F-automorphisms of D and σ|C has order at
least m − 1, then the automorphism groups of S f for f (t) = tm − a ∈ R not
right invariant, are essential to understanding the automorphism groups of all
the algebras Sg, as for all nonassociative Sg with g(t) = tm −∑m−1i=0 biti ∈ R and
b0 = a, AutF(Sg) is a subgroup of AutF(S f ):
Theorem 5.14. Suppose σ commutes with all F-automorphisms of D and σ|C has
order at least m− 1. Let g(t) = tm −∑m−1i=0 biti ∈ R not be right invariant.
(i) If f (t) = tm − b0 ∈ R is not right invariant, then AutF(Sg) is a subgroup of
AutF(S f ).
(ii) If f (t) = tm − ∑m−1i=0 aiti ∈ R is not right invariant and aj ∈ {0, bj} for all
j ∈ {0, . . . , m− 1}, then AutF(Sg) is a subgroup of AutF(S f ).
If additionally all automorphisms of Sg are extensions of the identity, i.e. have the form
Hid,k for some k ∈ C×, then AutF(Sg) is a normal subgroup of AutF(S f ).
Proof. (i) Let H ∈ AutF(Sg), then H has the form Hτ,k where τ ∈ AutF(D)
and k ∈ C× satisfy τ(bi) =
(
∏m−1l=i σ
l(k)
)
bi for all i ∈ {0, . . . , m − 1}
by Theorem 5.12(iii). In particular, τ(b0) =
(
∏m−1l=0 σ
l(k)
)
b0, thus Hτ,k
is also an automorphism of S f , again by Theorem 5.12(iii). Therefore
AutF(Sg) ≤ AutF(S f ).
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Suppose additionally that all automorphisms of Sg are extensions of the
identity. Let Hρ,k ∈ AutF(S f ), Hid,z ∈ AutF(Sg) for some ρ ∈ AutF(D)
and k, z ∈ C×. The inverse of Hρ,k is Hρ−1,ρ−1(k−1), furthermore
Hρ,k
(
Hid,z
(
Hρ−1,ρ−1(k−1)
( m−1
∑
i=0
xiti
)))
= Hρ,k
(
Hid,z
(
ρ−1(x0) +
m−1
∑
i=1
ρ−1(xi)
( i−1
∏
l=0
σl(ρ−1(k−1))
)
ti
))
= Hρ,k
(
ρ−1(x0) +
m−1
∑
i=1
ρ−1(xi)
( i−1
∏
l=0
σl(ρ−1(k−1))
)( i−1
∏
l=0
σl(z)
)
ti
)
= x0 +
m−1
∑
i=1
xi
( i−1
∏
l=0
ρ(σl(z))
)
ti = x0 +
m−1
∑
i=1
xi
( i−1
∏
l=0
σl(ρ(z))
)
ti
= Hid,ρ(z)
( m−1
∑
i=0
xiti
)
,
because σ and ρ commute. Therefore if we show Hid,ρ(z) ∈ AutF(Sg), then
indeed AutF(Sg) is a normal subgroup of AutF(S f ).
As Hid,z ∈ AutF(Sg), Theorem 5.12(iii) implies ∏m−1l=i σl(z) = 1, for all
i ∈ {0, . . . , m− 1} such that bi 6= 0. Applying ρ and using that σ and ρ
commute, we obtain
ρ(1) = 1 = ρ
( m−1
∏
l=i
σl(z)
)
=
m−1
∏
l=i
σl(ρ(z)),
for all i ∈ {0, . . . , m− 1} such that bi 6= 0. Thus
bi =
( m−1
∏
l=i
σl(ρ(z))
)
bi,
for all i ∈ {0, . . . , m− 1} and hence Hid,ρ(z) ∈ AutF(Sg) by Theorem 5.12.
(ii) The proof is analogous to (i).
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5.2.1 Cyclic Subgroups of AutF(S f )
We now give some conditions for AutF(S f ) to have cyclic subgroups of certain
order. In the special case when the coefficients of f (t) are contained in F we
obtain the following:
Proposition 5.15. Let f (t) = tm −∑m−1i=0 aiti ∈ F[t; σ] ⊆ R.
(i) If σ has finite order n, then 〈Hσ,1〉 ∼= Z/nZ is a subgroup of AutF(S f ).
(ii) Suppose D = K is a cyclic Galois field extension of F of prime degree m,
Gal(K/F) = 〈σ〉, a0 6= 0 and not all a1, . . . , am−1 are zero. Then AutF(S f ) =
〈Hσ,1〉 ∼= Z/mZ.
Proof. (i) Since ai ∈ F, we have σ(ai) = ai =
(
∏m−1l=i σ
l(1)
)
ai, for all i ∈
{0, . . . , m− 1} and so Hσ,1 ∈ AutF(S f ) by Theorem 5.12(ii). Furthermore,
Hσj,1 ◦Hσl ,1 = Hσl+j,1 and Hσn,1 = Hid,1, hence 〈Hσ,1〉 = {Hid,1, Hσ,1, . . . , Hσn−1,1} ∼=
Z/nZ is a cyclic subgroup of order n.
(ii) The automorphisms of S f are exactly the maps Hσj,k for some j ∈ {0, . . . , m−
1} and k ∈ K× such that
σj(ai) = ai =
( m−1
∏
l=i
σl(k)
)
ai, (5.16)
for all i ∈ {0, . . . , m− 1} by Theorem 5.12(iii). The maps Hσj,1 are there-
fore automorphisms of S f for all j ∈ {0, . . . , m− 1}. We show that these
are all the automorphisms of S f : We have NK/F(k) = 1 because a0 6= 0,
hence by Hilbert’s Theorem 90, there exists α ∈ K such that k = σ(α)/α.
Let q ∈ {1, . . . , m− 1} be such that aq 6= 0, then
1 =
m−1
∏
l=q
σl(k) =
m−1
∏
l=q
σl
(σ(α)
α
)
=
∏ml=q+1 σ
l(α)
∏m−1l=q σl(α)
=
α
σq(α)
,
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by (5.16). This means α ∈ Fix(σq) = F as m is prime. Therefore k =
σ(α)/α = α/α = 1 as required.
If F contains a primitive nth root of unity for some n ≥ 2, then there exist
algebras S f whose automorphism groups contain a cyclic subgroup of order n:
Theorem 5.16. Let f (t) = tm − a ∈ R. If n|m and F contains a primitive nth root of
unity ω, then AutF(S f ) contains a cyclic subgroup of order n generated by Hid,ω.
Proof. We have ωσ(ω) · · · σm−1(ω) = ωm = 1 and thus Hid,ω ∈ AutF(S f ) by
Theorem 5.12(i). Notice Hid,ω j is not the identity automorphism for all j ∈
{1, . . . , n− 1} and that Hid,ωn = Hid,1 is the identity. Furthermore
Hid,ω j
(
Hid,ωl
( m−1
∑
i=0
xiti
))
= Hid,ω j
( m−1
∑
i=0
xiωliti
)
=
m−1
∑
i=0
xiωliω jiti
= Hid,ω j+l
( m−1
∑
i=0
xiti
)
,
thus Hid,ω j ◦ Hid,ωl = Hid,ω j+l for all j, l ∈ {0, . . . , n− 1}. This implies 〈Hid,ω〉 =
{Hid,1, Hid,ω, . . . , Hid,ωn−1} is a cyclic subgroup.
Proposition 5.17. Suppose F contains a primitive nth root of unity ω and let f (t) =
tnm −∑m−1i=0 aintin ∈ R. Then AutF(S f ) contains a cyclic subgroup of order n gener-
ated by Hid,ω.
Proof. We have ( nm−1
∏
l=in
σl(ω)
)
ain = ωmn−inain = ain,
for all i ∈ {0, . . . , m− 1} which implies Hid,ω ∈ AutF(S f ) by Theorem 5.12(i).
The rest of the proof is similar to Theorem 5.16.
F contains a primitive 2nd root of unity whenever Char(F) 6= 2, namely −1.
Therefore setting n = 2 in Proposition 5.17 yields:
Corollary 5.18. If Char(F) 6= 2 and f (t) = t2m−∑m−1i=0 a2it2i ∈ R, then {Hid,1, Hid,−1}
is a subgroup of AutF(S f ) of order 2.
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5.2.2 Inner Automorphisms
In this subsection we consider the case where σ|C has finite order m, and look
at the inner automorphisms of S f .
Proposition 5.19. Suppose σ|C has finite order m and f (t) = tm − a ∈ R. Then the
maps
Gc : S f → S f ,
m−1
∑
i=0
xiti 7→
m−1
∑
i=0
xic−1σi(c)ti,
are inner automorphisms for all c ∈ C×. Furthermore, {Gc | c ∈ C×} is a non-trivial
subgroup of AutF(S f ).
Proof. Let c ∈ C×, then ∏i−1l=0 σl
(
c−1σ(c)
)
= c−1σi(c) for all i ≥ 1, thus Gc =
Hid,k where k = c−1σ(c). Moreover, we have
m−1
∏
l=0
σl(c−1σ(c)) = c−1σm(c) = c−1c = 1,
and hence Gc = Hid,k ∈ AutF(S f ) by Theorem 5.12(i). A simple calculation
shows Gc
(
∑m−1i=0 xit
i
)
=
(
c−1∑m−1i=0 xit
i
)
c, and so Gc are inner automorphisms
for all c ∈ C×.
A straightforward calculation shows Gc ◦Gd = Gcd for all c, d ∈ C×, therefore
{Gc | c ∈ C×} is closed under composition. Additionally, we have G1 = idS f
and Gc ◦Gc−1 = G1, hence {Gc | c ∈ C×} forms a subgroup of AutF(S f ). Finally,
Gc is not the identity for all c ∈ C \ F which yields the assertion.
Example 5.20. We use the same set-up as in Hanke [27, p. 200]: Let K = Q(α) where
α is a root of x3 + x2 − 2x − 1 ∈ Q[x]. Then K/Q is a cyclic Galois field extension
of degree 3, its Galois group is generated by σ˜ : α 7→ α2 − α+ 1. Let also L = K(β)
where β is a root of x3 +(α− 2)x2− (α+ 1)x+ 1 ∈ K[x]. Then L/K is a cyclic Galois
field extension of degree 3 and there is τ ∈ Gal(L/K) with τ(β) = β2 + (α− 2)β− α.
Define pi = α2 + 2α− 1 ∈ K, then D = (L/K, τ, 2pi) is an associative cyclic division
algebra of degree 3 and σ˜ extends to an automorphism σ of D.
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Suppose f (t) = t3 − a ∈ D[t; σ] and note that Cent(D) = K and σ|K = σ˜ has
order 3. Therefore {Gc | c ∈ K×} is a non-trivial subgroup of AutF(S f ) consisting of
inner automorphisms by Proposition 5.19.
Corollary 5.21. Suppose σ|C has finite order m and f (t) = tm − a ∈ R. Let c ∈ C×
and suppose there exists j ∈ N such that cj ∈ F. Let j be minimal. Then 〈Gc〉 ∼=
Z/jZ is a cyclic subgroup of AutF(S f ) consisting of inner automorphisms.
Proof. The maps Gc, Gc2 , . . . are all automorphisms of S f by Proposition 5.19,
furthermore a straightforward calculation shows Gci ◦Gcl = Gci+l for all i, l ∈N.
Notice Gjc = Gcj is the identity automorphism if and only if c
j ∈ F, then
by the minimality of j we conclude 〈Gc〉 = {Gc, Gc2 , . . . , Gcj−1 , id} is a cyclic
subgroup.
If D is finite-dimensional over C, then since σ|C has finite order m, σ has inner
order m by the Skolem-Noether Theorem. That is σm is an inner automorphism
Iu : x 7→ u−1xu for some u ∈ D×, where we can choose u ∈ D× such that
σ(u) = u [32, Theorem 1.1.22]. Given f (t) = ∑nj=0 aju
n−jtjm ∈ D[t; σ] such that
an = 1 and aj ∈ C, then f (t) is right semi-invariant by Theorem 2.11. Therefore
as a direct consequence of Corollary 5.8, we obtain:
Corollary 5.22. Suppose σ and m are as above, and let f (t) = ∑nj=0 aju
n−jtjm ∈ R
where an = 1 and aj ∈ C. Then the maps
Gc : S f → S f ,
mn−1
∑
i=0
xiti 7→
mn−1
∑
i=0
c−1xiσi(c)ti,
are inner automorphisms for all c ∈ D×.
5.2.3 Necessary Conditions for Hτ,k ∈ AutF(S f )
We next take a closer look at the equality (5.13), to obtain necessary conditions
for τ ∈ AutF(D) to extend to Hτ,k ∈ AutF(S f ). The more non-zero coefficients
f (t) has the more restrictive these conditions become.
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Proposition 5.23. Let σ, τ ∈ AutF(D) and k ∈ C× be such that (5.13) holds for all
i ∈ {0, . . . , m− 1}, i.e. τ(ai) =
(
∏m−1l=i σ
l(k)
)
ai for all i ∈ {0, . . . , m− 1}.
(i) If am−1 6= 0 then
τ(ai) =
( m−1
∏
l=i
σl−m+1
(
τ(am−1)a−1m−1
))
ai
for all i ∈ {0, . . . , m− 1}.
(ii) If two consecutive as, as+1 ∈ Fix(τ)× then k = 1.
(iii) If am−1 ∈ Fix(τ)× then k = 1.
(iv) If there is i ∈ {0, . . . , m− 1} such that ai ∈ Fix(τ)× then 1 = ∏m−1l=i σl(k).
Proof. (i) Since am−1 6= 0, (5.13) implies τ(am−1) = σm−1(k)am−1, hence k =
σ−m+1
(
τ(am−1)a−1m−1
)
. Subbing this back into (5.13) yields the assertion.
(ii) If there are two consecutive as, as+1 ∈ Fix(τ)×, then by (5.13) we conclude
∏m−1l=s σ
l(k) = 1 = ∏m−1l=s+1 σ
l(k), thus cancelling gives σs(k) = 1, i.e. k = 1.
The proof of (iii) and (iv) is similar to [11, Proposition 9], but we need not
assume D is a field:
(iii) Since am−1 ∈ Fix(τ)×, (5.13) yields τ(am−1) = am−1 = σm−1(k)am−1, thus
σm−1(k) = 1 and so k = 1.
(iv) We have τ(ai) = ai = ∏m−1l=i σ
l(k)ai by (5.13), hence 1 = ∏m−1l=i σ
l(k).
The condition (5.13) heavily restricts the choice of available k to k = 1 in
many cases. Therefore in many instances we conclude AutF(S f ) is isomorphic
to a subgroup of AutF(D) or is trivial:
Corollary 5.24. Suppose f (t) = tm − ∑m−1i=0 aiti ∈ R is not right invariant, σ com-
mutes with all F-automorphisms of D and σ has order at least m− 1. Suppose also
that one of the following holds:
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(i) am−1 6= 0 and there exists j ∈ {0, . . . , m− 2} such that
τ(aj) 6=
( m−1
∏
l=j
σl−m+1
(
τ(am−1)a−1m−1
))
aj,
for all id 6= τ ∈ AutF(D).
(ii) am−1 ∈ F× and for all id 6= τ ∈ AutF(D) there exists j ∈ {0, . . . , m− 2} such
that aj /∈ Fix(τ).
(iii) There are two consecutive as, as+1 ∈ F× and for all id 6= τ ∈ AutF(D) there
exists j ∈ {0, . . . , m− 1} such that aj /∈ Fix(τ).
Then AutF(S f ) is trivial.
Proof. Suppose H ∈ AutF(S f ), then H = Hτ,k for some τ ∈ AutF(D) and
k ∈ C× satisfying (5.13) by Theorem 5.12.
(i) We have τ = id by Proposition 5.23(i), therefore (5.13) implies am−1 =
σm−1(k)am−1. This means k = 1 and H = Hid,1 is trivial.
(ii) We have k = 1 by Proposition 5.23(iii), therefore (5.13) implies τ(ai) = ai
for all i ∈ {0, . . . , m − 1} and thus τ = id. Therefore H = Hid,1 and
AutF(S f ) is trivial.
(iii) Proposition 5.23(ii) yields k = 1, therefore by (5.13) we have τ(ai) = ai for
all i ∈ {0, . . . , m− 1}, hence τ = id and H = Hid,1.
Denote by CentAut(D)(σ) the centralizer of σ in AutF(D). If the coefficients
of f (t) are all in F, we have:
Proposition 5.25. Let f (t) = tm −∑m−1i=0 aiti ∈ F[t] = F[t; σ] ⊂ R.
(i) {Hτ,1 | τ ∈ CentAut(D)(σ)} ∼= CentAut(D)(σ) is a subgroup of AutF(S f ).
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(ii) Suppose f (t) is not right invariant, σ commutes with all F-automorphisms of D,
am−1 6= 0 and σ|C has order at least m− 1. Then
AutF(S f ) = {Hτ,1 | τ ∈ AutF(D)} ∼= AutF(D).
Proof. (i) We have τ(ai) = ai =
(
∏m−1l=i σ
l(1)
)
ai, for all i ∈ {0, . . . , m − 1},
τ ∈ CentAut(D)(σ), therefore {Hτ,1 | τ ∈ CentAut(D)(σ)} is a subset of
AutF(S f ) by Theorem 5.12(ii). Furthermore, Hτ,1 ◦ Hρ,1 = Hτρ,1 for all
τ, ρ ∈ CentAut(D)(σ), hence {Hτ,1 | τ ∈ CentAut(D)(σ)} is a subgroup of
AutF(S f ) because CentAut(D)(σ) is a group.
(ii) In this case we prove the subgroup in (i) is all of AutF(S f ): Let H ∈
AutF(S f ), then H has the form Hτ,k for some τ ∈ AutF(D), k ∈ C× such
that τ(ai) = ai =
(
∏m−1l=i σ
l(k)
)
ai, for all i ∈ {0, . . . , m− 1} by Theorem
5.12(iii). In particular, am−1 = σm−1(k)am−1 which implies k = 1 since
am−1 6= 0. Thus H = Hτ,1 as required.
Now suppose C/F is a proper field extension of finite degree, and D is finite-
dimensional as an algebra over C and over F. Let ND/C denote the norm of D
considered as an algebra over C, ND/F denote the norm of D considered as an
algebra over F, and NC/F denote the norm of the field extension C/F. Recall
ND/F(z) = NC/F(ND/C(z)) for all z ∈ D [31, §7.4] and ND/F(τ(z)) = ND/F(z)
for all τ ∈ AutF(D) and all z ∈ D [47, p. 547]. Applying ND/C to (5.13) yields
a necessary condition for Hτ,k to be an automorphism of S f :
Proposition 5.26. Suppose σ commutes with all F-automorphisms of D, σ|C has order
at least m− 1 and f (t) = tm −∑m−1i=0 aiti ∈ D[t; σ] is not right invariant. If Hτ,k ∈
AutF(S f ), then NC/F(k) is a [D : C](m− i)th root of unity for all i ∈ {0, . . . , m− 1}
such that ai 6= 0. In particular, if D is commutative and a0 6= 0 then NC/F(k) is an
mth root of unity.
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Proof. Applying ND/F to (5.13) we obtain
ND/F(τ(ai)) = ND/F(ai) = ND/F
(( m−1
∏
l=i
σl(k)
)
ai
)
= ND/F(k)m−iND/F(ai) = NC/F(k)[D:C](m−i)ND/F(ai),
for all i ∈ {0, . . . , m − 1} since ND/F(k) = NC/F(ND/C(k)) = NC/F(k)[D:C]
for all k ∈ C×. This yields NC/F(k)[D:C](m−i) = 1 or ai = 0 for every i ∈
{0, . . . , m− 1}.
5.2.4 Connections Between Automorphisms of S f , f (t) = tm − a ∈ D[t; σ], and
Factors of Skew Polynomials
Suppose D is an associative division ring with center C, σ is a non-trivial ring
automorphism of D and f (t) = tm − a ∈ R = D[t; σ]. We compare Theorem
5.12 and Proposition 3.2 to obtain connections between the automorphisms of
S f and factors of certain skew polynomials:
Proposition 5.27. (i) Suppose τ ∈ AutF(D) commutes with σ and k ∈ C×, then
Hτ,k ∈ AutF(S f ) if (t− k)|r(tm − τ(a)a−1).
(ii) Suppose (t− k)|r(tm − 1) for some k ∈ C×, then Hid,k ∈ AutF(S f ).
(iii) Suppose f (t) is not right invariant, σ commutes with all F-automorphisms of
D and σ|C has order at least m − 1. If k ∈ C× and τ ∈ AutF(D), then
Hτ,k ∈ AutF(S f ) if and only if (t− k)|r(tm − τ(a)a−1). In particular, Hid,k ∈
AutF(S f ) if and only if (t− k)|r(tm − 1).
Proof. (i) If (t − k)|r(tm − τ(a)a−1) then ∏m−1l=0 σl(k) = τ(a)a−1 by Proposi-
tion 3.2, thus Hτ,k ∈ AutF(S f ) by Theorem 5.12(i).
(ii) follows by setting τ = id in (i).
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(iii) If (t− k)|r(tm− τ(a)a−1) then Hτ,k ∈ AutF(S f ) by (i). Conversely if Hτ,k ∈
AutF(S f ), then τ(a) =
(
∏m−1l=0 σ
l(k)
)
a by Theorem 5.12(iii), and thus (t−
k)|r(tm − τ(a)a−1) by Proposition 3.2.
When D is commutative, Proposition 5.27 shows there is an injective map
between the monic linear right divisors of tm − 1 in R and the automorphisms
of S f of the form Hid,k. If additionally f (t) is not right invariant, σ commutes
with all F-automorphisms of D and σ has order at least m − 1, then there
is a bijection between the monic linear right divisors of tm − 1 in R and the
automorphisms of S f of the form Hid,k.
Corollary 5.28. Suppose σ commutes with all F-automorphisms of D, f (t) is not
right invariant, and σ|C has order at least m− 1.
(i) If all F-automorphisms of S f have the form Hid,k for some k ∈ C×, then (t− b) -r
(tm − τ(a)a−1), for all id 6= τ ∈ AutF(D), b ∈ C×. In addition, if D is
commutative, m is prime and Fix(σ) contains a primitive mth root of unity, then
tm − τ(a)a−1 ∈ R is irreducible for all id 6= τ ∈ AutF(D).
(ii) If tm − τ(a)a−1 ∈ R is irreducible for all id 6= τ ∈ AutF(D), then
AutF(S f ) =
{
Hid,k | k ∈ C× such that
m−1
∏
l=0
σl(k) = 1
}
.
Proof. (i) The first assertion follows immediately from Proposition 5.27. If D
is commutative this means (t− b) -r (tm − τ(a)a−1) for all b ∈ D× and all
id 6= τ ∈ AutF(D). If also Fix(σ) contains a primitive mth root of unity,
then tm− τ(a)a−1 ∈ R is irreducible for all id 6= τ ∈ AutF(D) by Theorem
3.11.
(ii) Suppose tm − τ(a)a−1 ∈ R is irreducible for all id 6= τ ∈ AutF(D), then
in particular, (t− b) -r (tm − τ(a)a−1) for all b ∈ C×, id 6= τ ∈ AutF(D).
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Therefore Hτ,b /∈ AutF(S f ) for all b ∈ C×, and all id 6= τ ∈ AutF(D) by
Proposition 5.27 and so
AutF(S f ) =
{
Hid,k | k ∈ C× such that
m−1
∏
l=0
σl(k) = 1
}
by Theorem 5.12.
5.3 automorphisms of jha-johnson semifields obtained from skew
polynomial rings
In this Section we study the automorphism groups of the Jha-Johnson semi-
fields which arise from Petit’s algebra construction. Let K = Fph be a finite
field of order ph for some prime p and σ be a non-trivial Fp-automorphism
of K, i.e. σ : K → K, k 7→ kpr for some r ∈ {1, . . . , h − 1} is a power of the
Frobenius automorphism. Notice that F = Fix(σ) ∼= Fq where q = pgcd(r,h), σ
has order n = h/gcd(r, h), and σ commutes with all Fq-automorphisms of K.
Suppose f (t) ∈ R = K[t; σ] is monic and irreducible, so that S f is a Jha-
Johnson semifield [44, Theorem 15] (see Theorem 1.4). Recall that when f (t) =
tm − a ∈ K[t; σ] is irreducible, a ∈ K \ F and n ≥ m, then S f is called a Sandler
semifield [58]. The automorphism groups of Sandler semifields are particularly
relevant as for all Jha-Johnson semifields Sg with g(t) = tm−∑m−1i=0 biti ∈ K[t; σ]
irreducible and b0 = a, AutF(Sg) is a subgroup of AutF(S f ) by Theorem 5.14.
We study the automorphisms of Sandler semifields in Section 5.3.1. When
m = n, Sandler semifields are precisely the nonassociative cyclic algebras over
F, and their automorphism groups are studied in detail in Chapter 6.
We remark that the results in this Section hold more generally when f (t) ∈ R
is not necessarily irreducible, here S f is a nonassociative algebra over F, but S f
is not a semifield unless f (t) is irreducible (Theorem 2.26).
Theorem 5.12 becomes:
5.3 automorphisms of some jha-johnson semifields 94
Theorem 5.29. Let f (t) = tm − ∑m−1i=0 aiti ∈ K[t; σ] and define si = (prm −
pri)/(pr − 1).
(i) Suppose k ∈ K× is an sith root of unity for all i ∈ {0, . . . , m− 1} with ai 6= 0.
Then Hid,k ∈ AutF(S f ).
(ii) Suppose k ∈ K× and j ∈ {0, . . . , n − 1} are such that σj(ai) = ksi ai for all
i ∈ {0, . . . , m− 1}, then Hσj,k ∈ AutF(S f ).
(iii) Suppose f (t) is not right invariant and n ≥ m− 1. Then H ∈ AutF(S f ) if and
only if H = Hσj,k for some k ∈ K×, j ∈ {0, . . . , n− 1} such that σj(ai) = ksi ai
for all i ∈ {0, . . . , m− 1}.
Proof. (i) We have
( m−1
∏
l=i
σl(k)
)
ai =
( m−1
∏
l=i
kp
rl
)
ai = ksi ai = ai,
for all i ∈ {0, . . . , m− 1} and thus Hid,k ∈ AutF(S f ) by Theorem 5.12(i).
(ii) Similarly to (i) we have
( m−1
∏
l=i
σl(k)
)
ai =
( m−1
∏
l=i
kp
rl
)
ai = ksi ai = σj(ai)
for all i ∈ {0, . . . , m− 1}, and thus Hσj,k ∈ AutF(S f ) by Theorem 5.12(ii).
(iii) follows by (ii) and Theorem 5.12(iii).
As a direct consequence of Theorem 5.14, we have:
Corollary 5.30. Let n ≥ m− 1 and g(t) = tm −∑m−1i=0 biti ∈ R not be right invari-
ant.
(i) If f (t) = tm − b0 ∈ R is not right invariant then AutF(Sg) is a subgroup of
AutF(S f ).
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(ii) If f (t) = tm − ∑m−1i=0 aiti ∈ R is not right invariant and aj ∈ {0, bj} for all
j ∈ {0, . . . , m− 1}, then AutF(Sg) is a subgroup of AutF(S f ).
Proposition 5.15 becomes:
Corollary 5.31. Let f (t) = tm − ∑m−1i=0 aiti ∈ F[t; σ] ⊆ K[t; σ]. Then 〈Hσ,1〉 ∼=
Z/nZ is a cyclic subgroup of AutF(S f ).
The Hughes-Kleinfeld semifields can be written in the form S f for irreducible
f (t) ∈ K[t; σ] of degree 2 by Theorem 1.3. Setting m = 2 in Theorem 5.29 gives a
description of the automorphisms of Hughes Kleinfeld semifields. In particular
we obtain [64, Proposition 8.3.1] and [64, Corollary 8.3.6] as straightforward
corollaries of Theorem 5.12(iii).
5.3.1 Automorphisms of Sandler Semifields
In this Subsection we study the automorphism group of S f when f (t) = tm −
a ∈ K[t; σ]. In particular, when a ∈ K \ F and σ has order n ≥ m this yields
results on the automorphisms of Sandler semifields. Let
s =
prm − 1
pr − 1 .
Theorem 5.29 implies:
Corollary 5.32. Let f (t) = tm − a ∈ K[t; σ].
(i) The set {Hid,k | k ∈ K, ks = 1} is a cyclic subgroup of AutF(S f ) of order
gcd(s, ph − 1).
(ii) If p ≡ 1 mod m, then there are at least m automorphisms of S f of the form Hid,k.
In particular, AutF(S f ) is not trivial.
(iii) Suppose h is even and at least one of r, m are even. If p ≡ −1 mod m, then there
are at least m automorphisms of S f of the form Hid,k. In particular, AutF(S f ) is
not trivial.
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(iv) Suppose p is an odd prime and m = 2. Then AutF(S f ) is not trivial.
Proof. (i) If k ∈ K× is an sth root of unity then Hid,k ∈ AutF(S f ) by Theo-
rem 5.29(i). Moreover a straightforward calculation shows Hid,k ◦ Hid,l =
Hid,kl ∈ {Hid,k | ks = 1} for all sth roots of unity k, l ∈ K×. This means
{Hid,k | ks = 1} is isomorphic to the cyclic subgroup of K× consisting of
all sth roots of unity. There are precisely gcd(s, ph − 1) sth roots of unity
in K by [36, Proposition II.2.1] which yields the assertion.
(ii) We have gcd(s, ph− 1) ≥ m by the proof of Corollary 3.24, therefore there
are at least m automorphisms of S f of the form Hid,k by (i).
(iii) We have ph ≡ (−1)h mod m ≡ 1 mod m because h is even. If r is even
then pr ≡ 1 mod m and
s mod m ≡
( m−1
∑
i=0
(pri mod m)
)
mod m ≡ ( m−1∑
i=0
1
)
mod m ≡ 0 mod m.
On the other hand, if r is odd then m must be even, therefore pr ≡
−1 mod m and
s mod m ≡
( m−1
∑
i=0
(pri mod m)
)
mod m
≡ ( m−1∑
i=0
(−1)i) mod m ≡ 0 mod m.
In either case, m|(ph − 1) and m|s. Hence gcd(s, ph − 1) ≥ m, so there are
at least m automorphisms of S f of the form Hid,k by (i).
(iv) p is odd so p ≡ 1 mod 2 and the result follows by (ii).
Corollary 5.32(i) implies that if AutF(S f ) is trivial for a single f (t) = tm− a ∈
K[t; σ], then all tm − c ∈ K[t; σ], c ∈ K, are reducible: Indeed if AutF(S f ) is
trivial then gcd(s, ph − 1) = 1 by Corollary 5.32(i), and so tm − c ∈ K[t; σ] is
reducible for all c ∈ K by Corollary 3.23.
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Proposition 5.33. Let f (t) = tm − a ∈ K[t; σ].
(i) If c ∈ K× is a (prm − 1) root of unity, then the map
Gc : S f → S f ,
m−1
∑
i=0
xiti 7→
(
c−1
m−1
∑
i=0
xiti
)
c,
is an inner automorphism of S f .
(ii) If pgcd(rm,h) − pgcd(r,h) > 0, then there exists a non-trivial inner automorphism
of S f of the form Gc for some c ∈ K× which is a (prm − 1) root of unity, but not
a (pr − 1) root of unity.
Proof. Let k = cp
r−1.
(i) We have k(p
rm−1)/(pr−1) = 1 and so Hid,k ∈ AutF(S f ) by Theorem 5.29(i).
Furthermore
Hid,k
( m−1
∑
i=0
xiti
)
= x0 +
m−1
∑
i=1
xi
( i−1
∏
l=0
σl(k)
)
ti = x0 +
m−1
∑
i=1
xi
( i−1
∏
l=0
kp
rl
)
ti
= x0 + x1kt +
m−1
∑
i=2
xik(p
ri−1)/(pr−1)ti =
m−1
∑
i=0
xic−1σi(c)ti
=
(
c−1
m−1
∑
i=0
xiti
)
c,
so we conclude Hid,k = Gc is an inner automorphism.
(ii) Notice Hid,k is the identity if and only if k = 1, i.e. if and only if c is a
(pr − 1)th root of unity. Moreover every (pr − 1)th root of unity c is also
a (prm − 1)th root of unity because (pr − 1)|(prm − 1). Therefore if the
number of (prm− 1) roots of unity in K is strictly greater than the number
of (pr − 1) roots of unity, then there exists a non-trivial automorphism of
S f of the form Gc for some c ∈ K× which is a (prm − 1) root of unity, but
not a (pr − 1) root of unity.
Finally, the number of (prm− 1) roots of unity in K is strictly greater than
the number of (pr − 1) roots of unity if and only if
gcd(prm − 1, ph − 1)− gcd(pr − 1, ph − 1) > 0,
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if and only if
pgcd(rm,h) − 1− (pgcd(r,h) − 1) = pgcd(rm,h) − pgcd(r,h) > 0
by Lemma 3.20.
When K contains a primitive (prm − 1)th primitive root of unity, Proposition
5.33 leads to:
Corollary 5.34. Suppose f (t) = tm − a ∈ K[t; σ] and (rm)|h, then K contains a
primitive (prm − 1) root of unity c and AutF(S f ) contains a cyclic subgroup of inner
automorphisms of order (prm − 1)/(pr − 1) generated by Gc.
Proof. K contains a primitive (prm − 1) root of unity if and only if (prm −
1)|(ph − 1) by [36, Proposition II.2.1], if and only if
prm − 1 = gcd(prm − 1, ph − 1) = pgcd(rm,h) − 1
by Lemma 3.20, if and only if rm = gcd(rm, h) if and only if (rm)|h. Let
c ∈ K× be a primitive (prm − 1) root of unity, then Gc is a non-trivial inner
automorphism of S f by Proposition 5.33. Additionally, notice k = cp
r−1 is
a primitive (prm − 1)/(pr − 1) root of unity and Gc = Hid,k by the proof of
Proposition 5.33. Thus 〈Gc〉 = {Gc, Gc2 , . . . , id} is a cyclic subgroup of AutF(S f )
of order (prm − 1)/(pr − 1).
Proposition 5.35. Let f (t) = tm − a ∈ K[t; σ] and l ∈ N be such that l|m and
l|(pgcd(r,h) − 1). Then F contains a primitive lth root of unity ω and AutF(S f ) con-
tains a cyclic subgroup of order l generated by Hid,ω.
Proof. F contains a primitive lth root of unity is equivalent to l|(pgcd(r,h) − 1),
so the result follows by Theorem 5.16.
6
A U T O M O R P H I S M S O F N O N A S S O C I AT I V E C Y C L I C
A L G E B R A S
Throughout this Chapter, let K/F be a cyclic Galois field extension of degree m
with Gal(K/F) = 〈σ〉, and
A = (K/F, σ, a) = K[t; σ]/K[t; σ](tm − a)
be a nonassociative cyclic algebra of degree m for some a ∈ K \ F. Here A is
not associative by Theorem 2.1(v).
In this Chapter we investigate the automorphisms of nonassociative cyclic
algebras using results in Chapter 5 and those by Steele in [64, §6.3].
In particular, we will prove there always exist non-trivial inner automor-
phisms of a nonassociative cyclic algebra and find conditions for all automor-
phisms to be inner. These conditions are closely related to whether or not the
field F contains a primitive mth root of unity. We pay special attention to the
case where K/F is an extension of finite fields in Section 6.2, and we completely
determine the automorphism group of nonassociative cyclic algebras of prime
degree different from Char(F).
The field norm NK/F : K → F is given by NK/F(k) = ∏m−1l=0 σl(k). Recall
Hilbert’s Theorem 90, which states NK/F(b) = 1 if and only if b = σ(c)c−1 for
some c ∈ K×, thus Ker(NK/F) = ∆σ(1), where ∆σ(l) = {σ(c)lc−1 | c ∈ K×} is
the σ-conjugacy class of l ∈ K× [40].
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In this case Theorem 5.12(iii) immediately becomes:
Corollary 6.1. ([64, Corollary 3.2.9]). A map H : A → A is an F-automorphism
of A if and only if H = Hσj,k for some j ∈ {0, . . . , m − 1} and k ∈ K× such that
σj(a) = NK/F(k)a, where Hσj,k is defined as in (5.14).
Corollary 6.1 leads us to the following Theorem on the inner automorphisms
of nonassociative cyclic algebras:
Theorem 6.2. (i) The maps
Gc : A→ A,
m−1
∑
i=0
xiti 7→
m−1
∑
i=0
xic−1σi(c)ti, (6.1)
are inner automorphisms for all c ∈ K×.
(ii) Let c ∈ K×, then Gc = Hid,k where k = c−1σ(c). Furthermore every Hid,l ∈
AutF(A) is inner and can be written in the form Gc for some c ∈ K×.
(iii) Let c, d ∈ K×, then Gc = Gd if and only if c−1σ(c) = d−1σ(d).
(iv) There exists a non-trivial inner automorphism of A. Therefore the automorphism
group of A is not trivial.
(v) N = {Gc | c ∈ K×} ∼= Ker(NK/F) is an abelian normal subgroup of AutF(A).
In particular, H ◦ Gc ◦ H−1 is inner for all c ∈ K× and all H ∈ AutF(A).
(vi) If σj(a)a−1 /∈ NK/F(K×) for all j ∈ {1, . . . , m− 1} then
AutF(A) = {Gc | c ∈ K×} ∼= Ker(NK/F),
and all automorphisms of A are inner. In particular, AutF(A) is abelian.
(vii) Let c ∈ K \ F and suppose there exists j ∈ N such that cj ∈ F×. Let j be
minimal. Then 〈Gc〉 ∼= Z/jZ is a cyclic subgroup of AutF(A).
automorphisms of nonassociative cyclic algebras 101
Proof. (i) A straightforward calculation shows
Gc
( m−1
∑
i=0
xiti
)
=
(
c−1
m−1
∑
i=0
xiti
)
c,
for all c ∈ K×. Furthermore, D = Nuc(A) by Corollary 2.12 and hence
Gc are inner automorphisms by Corollary 5.8.
(ii) If k = c−1σ(c), then
Hid,k
( m−1
∑
i=0
xiti
)
= x0 +
m−1
∑
i=1
xi
( i−1
∏
l=0
σl(k)
)
ti
= x0 +
m−1
∑
i=1
xic−1σi(c)ti = Gc
( m−1
∑
i=0
xiti
)
,
and thus Gc = Hid,k. Suppose Hid,l ∈ AutF(A) for some l ∈ K×, then
NK/F(l) = 1 by Corollary 6.1 and so there exists c ∈ K× such that l =
c−1σ(c) by Hilbert 90. This means Hid,l = Gc by the above calculation.
(iii) Let k = c−1σ(c) and l = d−1σ(d), so that Gc = Hid,k and Gd = Hid,l by (ii).
Therefore Gc = Gd if and only if Hid,k = Hid,l if and only if k = l.
(iv) Gc is a non-trivial inner automorphism of A for all c ∈ K \ F.
(v) Note N = {Hid,k | k ∈ Ker(NK/F)} by (ii) and Corollary 6.1 and N is a
subgroup of AutF(A) by Theorem 5.12(i). Furthermore, a straightforward
calculation shows Gc ◦ Gd = Gcd = Gdc = Gd ◦ Gc, for all c, d ∈ K×, i.e. N
is abelian. We are left to prove N is a normal subgroup of AutF(A): Let
c ∈ K× and H ∈ AutF(A). Then H = Hσj,k for some j ∈ {0, . . . , m− 1},
k ∈ K× such that σj(a) = NK/F(k)a by Corollary 6.1. Additionally the
inverse of Hσj,k is Hσ−j,σ−j(k−1), and we have
Hσj,k
(
Gc
(
H−1
σj,k
( m−1
∑
i=0
xiti
)))
= Hσj,k
(
Gc
(
σ−j(x0) +
m−1
∑
i=1
σ−j(xi)
( i−1
∏
l=0
σl−j(k−1)
)
ti
))
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= Hσj,k
(
σ−j(x0) +
m−1
∑
i=1
σ−j(xi)
( i−1
∏
l=0
σl−j(k−1)
)
c−1σi(c)ti
)
= x0 +
m−1
∑
i=1
xi
( i−1
∏
l=0
σl(k−1)
)
σj(c−1)σi+j(c)
( i−1
∏
l=0
σl(k)
)
ti
= x0 +
m−1
∑
i=1
xiσj(c−1)σj+i(c)ti = Gσj(c)
( m−1
∑
i=0
xiti
)
,
hence Hσj,k ◦ Gc ◦ H−1σj,k = Gσj(c) ∈ N which yields the assertion.
(vi) Here AutF(A) = {Hid,k | k ∈ Ker(NK/F)} by Corollary 6.1 and hence the
result follows by (ii) and (iii).
(vii) This is just Corollary 5.21.
In some instances, AutF(A) is a non-abelian group:
Proposition 6.3. Suppose Hσj,k ∈ AutF(A) for some j ∈ {1, . . . , m− 1} and k ∈ K×.
If there exists c ∈ K× and i ∈ {1, . . . , m − 1} such that c−1σi(c) /∈ Fix(σj), then
AutF(A) is a non-abelian group.
Proof. We have
Hσj,k(Gc(t
i)) = Hσj,k
(
c−1σi(c)ti
)
= σj
(
c−1σi(c)
)( i−1
∏
l=0
σl(k)
)
ti,
and
Gc(Hσj,k(t
i)) = Gc
(( i−1
∏
l=0
σl(k)
)
ti
)
=
( i−1
∏
l=0
σl(k)
)
c−1σi(c)ti,
for all i ∈ {1, . . . , m − 1}. Thus if there exists i ∈ {1, . . . , m − 1} such that
c−1σi(c) /∈ Fix(σj), then Gc ◦ Hσj,k 6= Hσj,k ◦ Gc and AutF(A) is not abelian.
We now take a closer look at the inner automorphisms in the case where F
does not contain certain primitive roots of unity:
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Theorem 6.4. Suppose a ∈ K× does not lie in any proper subfield of K and F does not
contain a non-trivial mth root of unity. Then
AutF(A) = {Gc | c ∈ K×} ∼= Ker(NK/F),
and all automorphisms of A are inner.
Proof. We first prove every automorphism of A has the form Hid,k, then
AutF(A) = {Gc | c ∈ K×} ∼= Ker(NK/F),
by Theorem 6.2 and all automorphisms of A are inner. Suppose, for a contradic-
tion, that there exists j ∈ {1, . . . , m− 1} and k ∈ K× such that Hσj,k ∈ AutF(A).
This implies H2
σj,k = Hσj,k ◦ Hσj,k ∈ AutF(A), and
H2
σj,k
( m−1
∑
i=0
xiti
)
= σ2j(x0) +
m−1
∑
i=1
σ2j(xi)
( i−1
∏
q=0
σj+q(k)σq(k)
)
ti. (6.2)
Now H2
σj,k must have the form Hσ2j,l for some l ∈ K× by Corollary 6.1, and
comparing (5.14) and (6.2) yields l = kσj(k). Similarly, H3
σj,k = Hσ3j,s ∈ AutF(A)
where s = kσj(k)σ2j(k). Continuing in this manner we conclude the maps
Hσj,k, Hσ2j,l, Hσ3j,s, . . . are all F-automorphisms of A, therefore
σj(a) = NK/F(k)a,
σ2j(a) = NK/F(kσj(k))a = NK/F(k)2a,
...
...
a = σnj(a) = NK/F(k)na,
(6.3)
by Corollary 6.1, where n = m/gcd(j, m) is the order of σj.
Note that σij(a) 6= a for all i ∈ {1, . . . , n − 1} since a is not contained in
any proper subfield of K. Therefore NK/F(k)n = 1 and NK/F(k)i 6= 1 for all
i ∈ {1, . . . , n− 1} by (6.3), i.e. NK/F(k) is a primitive nth root of unity, thus also
an mth root of unity, a contradiction.
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Example 6.5. Let F = Q and K = Q(θ) where θ is a root of T(y) = y3 + y2 −
2y− 1 ∈ F[y]. Then K/F is a cubic cyclic Galois field extension, its Galois group is
generated by σ where σ(θ) = −θ2 − θ + 1 [27, p. 199]. Suppose A = (K/F, σ, a) for
some a ∈ K \ F. As F does not contain a non-trivial 3rd root of unity, Theorem 6.4
implies AutF(A) = {Gc | c ∈ K×} ∼= Ker(NK/F), and all automorphisms of A are
inner.
We now investigate the automorphisms of A in the case when F contains a
primitive mth root of unity. It is well-known that if F contains a primitive mth
root of unity and K/F is cyclic of degree m (where m and Char(F) are coprime),
then K = F(d) where d is a root of the irreducible polynomial xm− e ∈ F[x] for
some e ∈ F× [43, §VI.6].
Lemma 6.6. Suppose F contains a primitive mth root of unity and either F has charac-
teristic 0 or gcd(char(F), m) = 1. Write K = F(d) where d is a root of the irreducible
polynomial xm − e for some e ∈ F×. Then σj(λdi) = ωijλdi, for all λ ∈ F and
i, j ∈ {0, . . . , m− 1} with ω ∈ F× a primitive mth root of unity. Furthermore, if m is
prime then λdi are the only possible eigenvectors of σj.
Proof. When m is prime this is [64, Lemma 6.2.7]. We are left to prove the first
assertion when m is not necessarily prime, this is similar to the first part of the
proof of [64, Lemma 6.2.7]: We have σ(dm) = σ(e) = e = dm, therefore the
action of σ on d is given by σ(d) = ωd where ω is a primitive mth root of unity.
Thus σj(d) = ω jd and σj(di) = ωijdi for all i, j ∈ {0, . . . , m− 1}.
When m is prime, Corollary 6.1 and Lemma 6.6 yield:
Proposition 6.7. Suppose m is prime, F has characteristic not m and contains a
primitive mth root of unity. Write K = F(d) where d is a root of the irreducible
polynomial xm − e ∈ F[x] for some e ∈ F×.
(i) If a 6= λdi for all λ ∈ F×, i ∈ {1, . . . , m − 1} then AutF(A) ∼= Ker(NK/F)
and all automorphisms of A are inner.
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(ii) Suppose a = λdi for some λ ∈ F×, i ∈ {1, . . . , m − 1}. If there exists
j ∈ {1, . . . , m − 1} and k ∈ K× such that NK/F(k) = ωij where ω ∈ F×
is the primitive mth root of unity satisfying σ(d) = ωd, then 〈Hσj,k〉 is a cyclic
subgroup of AutF(A) of order m2. Otherwise AutF(A) ∼= Ker(NK/F) and all
automorphisms of A are inner.
Proof. (i) If a 6= λdi for all λ ∈ F×, i ∈ {1, . . . , m − 1} then σj(a) 6= la
for all l ∈ F×, j ∈ {1, . . . , m− 1} by Lemma 6.6. In particular, this means
σj(a) 6= NK/F(k)a for all k ∈ K× and so Hσj,k is not an automorphism of A
for all j ∈ {1, . . . , m− 1}, k ∈ K× by Corollary 6.1. Therefore AutF(A) =
{Hid,k | NK/F(k) = 1} again by Corollary 6.1 and AutF(A) = {Gc | c ∈
K×} ∼= ker(NK/F) by Theorem 6.2, hence all automorphisms of A are
inner.
(ii) Suppose there exists j ∈ {1, . . . , m− 1} and k ∈ K such that NK/F(k) = ωij
where ω ∈ F× is a primitive mth root of unity. Then
σj(a) = ωija = NK/F(k)a,
by Lemma 6.6 which implies Hσj,k ∈ AutF(A) by Corollary 6.1. Since m
is prime, σj has order m, and Hσj,k ◦ . . . ◦ Hσj,k (m-times) becomes Hid,b
where b = ωij = NK/F(k). As b is a primitive mth root of unity, Hid,b has
order m so the subgroup generated by Hσj,k has order m
2.
On the other hand, if NK/F(k) 6= ωij for all k ∈ K×, j ∈ {1, . . . , m − 1},
then σj(a) 6= NK/F(k)a for all k ∈ K×, j ∈ {1, . . . , m− 1} by Lemma 6.6,
and hence Hσj,k /∈ AutF(A) for all j ∈ {1, . . . , m− 1}, k ∈ K× by Corollary
6.1. Therefore AutF(A) = {Gc | c ∈ K×} ∼= ker(NK/F) by Theorem 6.2.
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6.1 automorphisms of nonassociative quaternion algebras
We now study the automorphisms of nonassociative cyclic algebras of degree
2, i.e. nonassociative quaternion algebras. Suppose Char(F) 6= 2, K/F is a
quadratic separable field extension with non-trivial automorphism σ, and write
K = F(
√
b) for some b ∈ K×. Let A = (K/F, σ, a), a ∈ K \ F, be a nonassociative
quaternion algebra.
Theorem 6.8. (i) A map H is an automorphism of A if and only if H = Hσj,k for
some j ∈ {0, 1} and k ∈ K× such that σj(a) = NK/F(k)a.
(ii) The map Hid,c−1σ(c) = Gc defined as in (6.1) is an inner automorphism of A for
all c ∈ K×. Moreover every automorphism of A of the form Hid,k can also be
written in the form Gc for some c ∈ K×.
(iii) Gc is not trivial if and only if c ∈ K \ F. In particular there exists a non-trivial
inner automorphism of A.
(iv) {Gc | c ∈ K×} are the only inner automorphisms of A.
Proof. (i), (ii) and (iii) follow immediately from Corollary 6.1 and Theorem 6.2.
The proof of (iv) is similar to [67, Lemmas 2 and 3] with α = id:
Suppose, for a contradiction, that {Gc | c ∈ K×} are not the only inner
automorphisms of A. This means there exists an element 0 6= r + st ∈ A with
left inverse u + vt, such that s 6= 0 and
H : A→ A, x0 + x1t 7→ [(u + vt) ◦ (x0 + x1t)] ◦ (r + st),
is an automorphism. We have
1 = (u + vt) ◦ (r + st) = ur + vσ(s)a + (us + vσ(r))t, (6.4)
and comparing the coefficients of t in (6.4) yields
us + vσ(r) = 0. (6.5)
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Any automorphism must preserve the left nucleus, so H(K) = K and H|K = σj
for some j ∈ {0, 1}. This implies
H(k) = [(u + vt) ◦ k] ◦ (r + st) = (uk + vσ(k)t) ◦ (r + st)
= ukr + vσ(k)σ(s)a + (uks + vσ(k)σ(r))t = σj(k)
for all k ∈ K, in particular
kus + σ(k)vσ(r) = 0. (6.6)
Therefore kus = σ(k)us for all k ∈ K by (6.5), (6.6), hence u = 0 since s 6= 0 and
σ is not trivial. Furthermore vσ(r) = 0 by (6.5) which means r = 0 because
σ is injective and v 6= 0. Now A is a division algebra by Corollary 3.14 and
Theorem 2.26 (see also [65, p. 369]), moreover
1
σ(s)a
t ◦ st = 1,
and so the left inverse of st is unique and equal to (1/(σ(s)a))t. We conclude
H has the form
H(x0 + x1t) =
[ 1
σ(s)a
t ◦ (x0 + x1t)
] ◦ st = (σ(x0)
σ(s)a
t +
σ(x1)
σ(s)
)
◦ st
= σ(x0) +
σ(x1)s
σ(s)
t,
that is H = Hσ,b where b = σ(s)−1s, and
σ(a) = σ(s)−1sσ2(s)−1σ(s)a = sσ2(s)−1a = ss−1a = a
by Corollary 6.1, a contradiction because a ∈ K \ F.
Theorem 6.8(i) is also proven by Waterhouse in [65, p. 370-371]. Setting m = 2
in Theorem 6.2(vi) and Proposition 6.7(i) yields:
Corollary 6.9. (i) If a = λ0 + λ1
√
b for some λ0,λ1 ∈ F×, then AutF(A) =
{Gc | c ∈ K×} ∼= Ker(NK/F) and all automorphisms of A are inner.
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(ii) If a = λ
√
b for some λ ∈ F× and NK/F(k) 6= −1 for all k ∈ K×, then
AutF(A) = {Gc | c ∈ K×} ∼= Ker(NK/F) and all automorphisms of A are
inner.
Proof. (i) −1 ∈ F× is a primitive 2nd root of unity so the result follows by
Proposition 6.7(i).
(ii) We have σ(a)a−1 = −aa−1 = −1 so the assertion follows by Theorem
6.2(vi).
Example 6.10. Consider the nonassociative quaternion algebra A = (C/R, σ, a)
where a ∈ C \ R and σ denotes complex conjugation. Given k = k0 + k1i ∈ C,
k0, k1 ∈ R, we have
NC/R(k) = kσ(k) = (k0 + k1i)(k0 − k1i) = k20 + k21 6= −1,
and so AutR(A) = {Gc | c ∈ C×} ∼= Ker(NC/R) by Corollary 6.9. Now since
Ker(NC/R) = {k0 + k1i ∈ C | k20 + k21 = 1}, we conclude AutR(A) is isomorphic to
the unit circle in C.
Recall the dicyclic group of order 4l has the presentation
Dicl = 〈x, y | y2l = 1, x2 = yl, x−1yx = y−1〉. (6.7)
The semidirect productZ/sZoZ/nZ between cyclic groupsZ/sZ andZ/nZ
corresponds to a choice of integer l such that ln ≡ 1 mod s. It can be described
by the presentation
Z/sZol Z/nZ = 〈x, y | xs = 1, yn = 1, yxy−1 = xl〉. (6.8)
Theorem 6.11. Let a = λ
√
b for some λ ∈ F× and suppose there exists k ∈ K× such
that NK/F(k) = −1. For every c ∈ K \ F for which there exists a positive integer j
such that cj ∈ F×, pick the smallest such j.
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(i) If j is even then AutF(A) contains a subgroup isomorphic to the dicyclic group
of order 2j.
(ii) If j is odd then AutF(A) contains a subgroup isomorphic to the semidirect prod-
uct Z/jZoj−1Z/4Z.
Proof. Since σ(a) = −a = NK/F(k)a, Hσ,k ∈ AutF(A) by Corollary 6.1. 〈Gc〉
is a cyclic subgroup of AutF(A) of order j by Theorem 6.2, furthermore, a
straightforward calculation shows that
〈Hσ,k〉 = {Hσ,k, Hid,−1, Hσ,−k, Hid,1}. (6.9)
(i) Suppose j is even and write j = 2l. We prove first that Gcl = Hid,−1. Write
cl = λ+ µ
√
b for some λ, µ ∈ F. Then
cj = c2l = λ2 + µ2b + 2λµ
√
b ∈ F,
which implies 2λµ = 0, i.e. λ = 0 or µ = 0. By the minimality of j, cl /∈ F
thus λ = 0 and hence cl = µ
√
b. We have
Gcl(x0 + x1t) = x0 + x1(µ
√
b)−1σ(µ
√
b)t = x0 + x1µ−1b−1
√
b(−µ
√
b)t
= x0 − x1t = Hid,−1(x0 + x1t),
that is Gcl = Hid,−1.
Next we prove (Hσ,k)−1 ◦ Gc ◦ Hσ,k = G−1c : Simple calculations show
(Hσ,k)−1 = Hσ,−k and G−1c = Gσ(c). Furthermore
Hσ,−k
(
Gc
(
Hσ,k
(
x0 + x1t
)))
= Hσ,−k
(
Gc
(
σ(x0) + σ(x1)kt
))
= Hσ,−k
(
σ(x0) + σ(x1)kc−1σ(c)t
)
= x0 − x1σ(k)σ(c−1)ckt
= x0 + x1σ(c−1)ct = Gσ(c)
(
x0 + x1t
)
,
that is (Hσ,k)−1 ◦ Gc ◦ Hσ,k = G−1c .
We conclude H2σ,k = Hid,−1 = Gcl = G
l
c, G2lc = id and (Hσ,k)−1 ◦ Gc ◦
Hσ,k = G−1c , hence 〈Hσ,k, Gc〉 has the presentation (6.7) as required.
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(ii) Suppose j is odd, then 〈Gc〉 is cyclic of order j so does not contain Hid,−1,
because Hid,−1 has order 2. This implies 〈Hσ,k〉 ∩ 〈Gc〉 = {id} by (6.9).
Furthermore, (Hσ,k)−1 ◦ Gc ◦ Hσ,k = G−1c = Gj−1c = Gcj−1 , similarly to the
argument in (i). Notice that
(j− 1)4 = j4 − 4j3 + 6j2 − 4j + 1 ≡ 1 mod (j),
thus AutF(A) contains the subgroup
〈Gc〉oj−1 〈Hσ,k〉 ∼= Z/jZoj−1Z/4Z
as required.
In particular if we choose c =
√
b in Theorem 6.11 then clearly j = 2 which
means AutF(A) contains the dicyclic group of order 4, which is the cyclic group
of order 4:
Corollary 6.12. If a = λ
√
b for some λ ∈ F× and there exists k ∈ K× such that
kσ(k) = −1 then AutF(A) contains a subgroup isomorphic to Z/4Z.
Examples 6.13. (i) Suppose F = Q(i), K = F(
√−3) and σ : K → K is the
F-automorphism sending
√−3 to −√−3. Let A = (K/F, σ,λ√−3) for some
λ ∈ F×, c = 1+√−3 ∈ K, and notice iσ(i) = i2 = −1. We have c2 = −2+
2
√−3 and c3 = −8 so that c, c2 ∈ K \ F and c3 ∈ F. This means AutF(A)
contains a subgroup isomorphic to the semidirect product Z/3Zo2 Z/4Z by
Theorem 6.11.
(ii) Suppose F = Q(i), K = F(
√−1/12) and σ : K → K the F-automorphism
sending
√−1/12 to −√−1/12. Let
A = (K/F, σ,λ
√−1/12)
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for some λ ∈ F×, c = 1+ 2√−1/12 ∈ K and notice iσ(i) = i2 = −1. Then
c2 =
2
3
+
2i√
3
, c3 =
8i
3
√
3
, c4 =
−8
9
+
8i
3
√
3
,
c5 =
−16
9
+
16i
9
√
3
and c6 =
−64
27
.
Hence c, c2, c3, c4, c5 ∈ K \ F and c6 ∈ F. Therefore AutF(A) contains the
dicyclic group of order 12 by Theorem 6.11.
(iii) Suppose F = Q(i)(
√
5), K = F
(√
2
√
5− 5) and σ : K → K is the F-
automorphism sending
√
2
√
5− 5 to −
√
2
√
5− 5. Let
A = (K/F, σ,λ
√
2
√
5− 5)
for some λ ∈ F×, c = 1+
√
2
√
5− 5 ∈ K and notice iσ(i) = i2 = −1. Then
c2 = −4+ 2
√
5+ 2
√
2
√
5− 5 ∈ K \ F,
c3 = −14+ 6
√
5− 2
√
2
√
5− 5+ 2
√
5
√
2
√
5− 5 ∈ K \ F,
c4 = 16− 8
√
5− 16
√
2
√
5− 5+ 8
√
5
√
2
√
5− 5 ∈ K \ F,
c5 = 176− 80
√
5 ∈ F,
so we conclude AutF(A) contains a subgroup isomorphic to the semidirect prod-
uct Z/5Zo4Z/4Z by Theorem 6.11.
6.2 automorphisms of nonassociative cyclic algebras over fi-
nite fields
In [64, p. 88-92], the automorphisms of nonassociative cyclic algebras over finite
fields were briefly investigated. In this Section we continue this investigation.
In particular, we completely determine the automorphism group of nonasso-
ciative cyclic algebras of prime degree p where Char(F) 6= p, this was done
only for p = 2 in [64].
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Let now F = Fq be a finite field of order q and K = Fqm for some m ≥ 2. Then
K/F is a cyclic Galois extension of degree m, say Gal(K/F) = 〈σ〉. Suppose
A = (K/F, σ, a) is a nonassociative cyclic algebra for some a ∈ K \ F. Let α
be a primitive element of K, i.e. K× = 〈α〉. We recall the well-known fact that
since K and F are finite fields, the field norm NK/F : K× → F× is surjective.
Therefore by Corollary 6.1, the problem of finding for which j ∈ {0, . . . , m− 1}
there exists Hσj,k ∈ AutF(A) for some k ∈ K×, reduces to finding which j ∈
{0, . . . , m− 1} exist such that σj(a)a−1 ∈ F×.
Let s = (qm − 1)/(q− 1) and notice s = ∑m−1i=0 qi.
Lemma 6.14. ([64, Proposition 6.3.1]). For every b ∈ F× there are precisely s elements
k ∈ K× such that NK/F(k) = b. Furthermore, Ker(NK/F) ∼= Z/sZ is a cyclic
subgroup of the multiplicative group K×.
If gcd(m, q− 1) = 1 then F does not contain a non-trivial mth root of unity
by [36, p. 42]. Therefore Theorems 6.2 and 6.4 become:
Theorem 6.15. (i) 〈Gα〉 is a cyclic normal subgroup of AutF(A) of order s. More-
over every automorphism of A of the form Hid,k for some k ∈ K×, is contained
in 〈Gα〉.
(ii) All automorphisms contained in 〈Gα〉 are inner, and if m = 2 these are all the
inner automorphisms of A.
(iii) If gcd(m, q− 1) = 1 and a is not contained in any proper subfield of K, then
AutF(A) = 〈Gα〉 is a cyclic group of order s and all automorphisms of A are
inner.
Proof. (i) If K× = 〈α〉 then F× = 〈αs〉 by [50, p. 303]. This means αs ∈ F× but
αj /∈ F for all j ∈ {1, . . . , s− 1} which implies 〈Gα〉 is a cyclic subgroup of
AutF(A) of order s by Theorem 6.2. Since Ker(NK/F) ∼= Z/sZ by Lemma
6.14, every automorphism Hid,k is contained in 〈Gα〉 by Theorem 6.2.
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(ii) follows by (i) and Theorem 6.2 and (iii) follows by (i) and Theorem 6.4.
Lemma 6.16. Suppose m|(q− 1), then m|s.
Proof. We prove first
(q− 1)|
(( m−1
∑
i=0
qi
)−m) (6.10)
for all m ≥ 2 by induction: Clearly (6.10) holds for m = 2. Suppose (6.10) holds
for some m ≥ 2, then
( m
∑
i=0
qi
)− (m + 1) = ( m−1∑
i=0
qi
)−m + qm − 1 = ( m−1∑
i=0
qi
)−m + ( m−1∑
i=0
qi
)
(q− 1).
(6.11)
Now, (q − 1)|
((
∑m−1i=0 q
i) − m) by induction hypothesis, thus (q − 1) divides
(6.11) which implies (6.10) holds by induction. In particular since m|(q − 1),
(6.10) yields
m|
(( m−1
∑
i=0
qi
)−m),
therefore m divides
(
∑m−1i=0 q
i)−m + m = s as required.
Lemma 6.17. Suppose m|(q− 1).
(i) If m is odd then m2 - (ls) for all l ∈ {1, . . . , m− 1}.
(i) If (q− 1)/m is even then m2 - (ls) for all l ∈ {1, . . . , m− 1}.
Proof. Write q = 1+ rm for some r ∈N, then
qj = (1+ rm)j =
j
∑
i=0
(
j
i
)
(rm)i ≡
1
∑
i=0
(
j
i
)
(rm)i mod (m2)
≡ (1+ jrm) mod (m2)
for all j ≥ 1. Therefore
ls = l
m−1
∑
j=0
qj ≡ l(1+ m−1∑
j=1
(1+ jrm)
)
mod (m2)
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≡
(
lm + lrm
(m− 1)m
2
)
mod (m2),
for all l ∈ {1, . . . , m− 1}. If m is odd or r = (q− 1)/m is even, then
lr(m− 1)
2
∈ Z
and so
lrm
(m− 1)m
2
mod (m2) ≡ 0
for all l ∈ {1, . . . , m− 1}. This means
ls ≡ lm mod (m2) 6≡ 0 mod (m2),
that is, m2 - (ls) for all l ∈ {1, . . . , m− 1}.
Theorem 6.18. Suppose gcd(Char(F), m) = 1 and m|(q− 1). Then we can write
K = F(d) where d is a root of the irreducible polynomial xm − e ∈ F[x] as in Lemma
6.6. Let A = (K/F, σ,λdi) for some i ∈ {1, . . . , m − 1}, λ ∈ F×. If m is odd or
(q − 1)/m is even, then AutF(A) is a group of order ms and contains a subgroup
isomorphic to the semidirect product of cyclic groups
Z/
( s
m
)
ZoqZ/(mµ)Z, (6.12)
where µ = m/gcd(i, m). Moreover if i and m are coprime, then
AutF(A) ∼= Z/
( s
m
)
ZoqZ/(m2)Z. (6.13)
Proof. Let τ : K → K, k 7→ kq, then τ j(λdi) = ωijλdi, for all j ∈ {0, . . . , m− 1}
where ω ∈ F× is a primitive mth root of unity by Lemma 6.6. As τ generates
Gal(K/F), the automorphisms of A are precisely the maps Hτ j,k, where j ∈
{0, . . . , m− 1} and k ∈ K× are such that τ j(λdi) = NK/F(k)λdi by Corollary 6.1.
Moreover there are exactly s elements k ∈ K× with NK/F(k) = ωij by Lemma
6.14, and each of these elements corresponds to a unique automorphism of A.
Therefore AutF(A) is a group of order ms.
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Choose k ∈ K× such that NK/F(k) = ωi so that Hτ,k ∈ AutF(A). As τ has
order m, Hτ,k ◦ . . . ◦ Hτ,k (m-times) becomes Hid,b where b = ωi = NK/F(k).
Notice ωi is a primitive µth root of unity where µ = m/gcd(i, m), therefore
Hid,b has order µ, and thus the subgroup of AutF(A) generated by Hτ,k has
order mµ.
〈Gα〉 is a cyclic subgroup of AutF(A) of order s by Theorem 6.15 where α
is a primitive element of K. Furthermore, m|s by Lemma 6.16 and so 〈Gαm〉 is
a cyclic subgroup of AutF(A) of order s/m. We will prove AutF(A) contains
the semidirect product 〈Gαm〉 oq 〈Hτ,k〉, by showing it can be written in the
presentation (6.8):
The inverse of Hτ,k in AutF(A) is Hτ−1,τ−1(k−1) and so
Hτ,k
(
Gαm
(
H−1τ,k
( m−1
∑
j=0
xjtj
)))
= Hτ,k
(
Gαm
(
τ−1(x0) +
m−1
∑
j=1
τ−1(xj)
( j−1
∏
l=0
σl(τ−1(k−1))
)
tj
))
= Hτ,k
(
τ−1(x0) +
m−1
∑
j=1
τ−1(xj)
( j−1
∏
l=0
σl(τ−1(k−1))
)
α−mσj(αm)tj
)
= x0 +
m−1
∑
j=1
xjτ(α−m)τ(σj(αm))tj = x0 +
m−1
∑
j=1
xjτ(α−m)σj(τ(αm))tj
= Gτ(αm)
( m−1
∑
j=0
xjtj
)
= Gαmq
( m−1
∑
j=0
xjtj
)
,
that is Hτ,k ◦ Gαm ◦ H−1τ,k = Gαmq = (Gαm)q.
Notice qm = qs− s + 1, i.e. qm ≡ 1 mod (s), and so qmµ ≡ 1 mod (s). Then
m|s by Lemma 6.16, hence qmµ ≡ 1 mod (s/m). In order to prove AutF(A)
contains 〈Gαm〉oq 〈Hτ,k〉, we are left to show that 〈Hτ,k〉 ∩ 〈Gαm〉 = {id}.
Suppose, for a contradiction, that 〈Hτ,k〉 ∩ 〈Gαm〉 6= {id}. Then Hid,ωl ∈ 〈Gαm〉
for some l ∈ {1, . . . , m − 1}. Therefore 〈Gαm〉 contains a subgroup of order
m/gcd(l, m) generated by Hid,ωl and so (m/gcd(l, m))|(s/m). This means
m2|(sgcd(l, m)), a contradiction by Lemma 6.17.
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Therefore AutF(A) contains the subgroup
〈Gαm〉oq 〈Hτ,k〉 ∼= Z/
( s
m
)
ZoqZ/(mµ)Z.
If gcd(i, m) = 1 this subgroup has order ms and since |AutF(A)| = ms, this is
all of AutF(A).
We can completely determine the automorphism group of nonassociative
cyclic algebras of prime degree m different from Char(F). If F does not contain
a primitive mth root of unity, i.e. if m - (q− 1), then AutF(A) = 〈Gα〉 ∼= Z/sZ
by Theorem 6.15(iii), and all automorphisms of A are inner. Otherwise we
have:
Theorem 6.19. Suppose m is prime and m|(q − 1). Then we can write K = F(d)
where d is a root of the irreducible polynomial xm − e ∈ F[x] as in Lemma 6.6. Let
A = (K/F, σ, a) for some a ∈ K \ F.
(i) If a 6= λdi for any i ∈ {0, . . . , m − 1}, λ ∈ F×, then AutF(A) = 〈Gα〉 ∼=
Z/sZ and all automorphisms of A are inner.
(ii) ([64, Theorem 6.3.5]). If m = 2 and a = λd for some λ ∈ F×, then AutF(A) is
the dicyclic group of order 2q + 2.
(iii) If m > 2 and a = λdi for some i ∈ {1, . . . , m− 1}, λ ∈ F×, then
AutF(A) ∼= Z/
( s
m
)
ZoqZ/(m2)Z.
Proof. (i) This is [64, Corollary 6.3.3] together with Theorem 6.15(i).
(iii) follows immediately from Theorem 6.18.
7
G E N E R A L I S AT I O N O F T H E S f C O N S T R U C T I O N
Until now, we have studied the construction S f = D[t; σ, δ]/D[t; σ, δ] f in the
case where D is an associative division ring. In this Chapter we generalise this
construction using the skew polynomial ring S[t; σ, δ], where S is any associa-
tive unital ring, σ is an injective endomorphism of S and δ is a σ-derivation of
S. While S[t; σ, δ] is in general neither left nor right Euclidean (unless S is a
division ring), we are still able to right divide by polynomials f (t) ∈ S[t; σ, δ]
whose leading coefficient is a unit. Moreover, if σ is an automorphism we are
also able to left divide by such f (t). Therefore, when f (t) has an invertible
leading coefficient, it is possible to generalise the construction of the algebras
S f to this setting.
In the following, let S be a unital associative ring, σ be an injective endomor-
phism of S and δ be a left σ-derivation of S. An element 0 6= b ∈ S is called
right-invertible if there exists br ∈ S such that bbr = 1, and left-invertible if
there exists bl ∈ S such that blb = 1. An element b which is both left and right
invertible is called invertible (or a unit), and bl = br is called the inverse of
b and denoted b−1 [38, p. 4]. We say a non-zero ring is a domain if it has no
non-trivial zero divisors. A commutative domain is called an integral domain.
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Recall from (1.4) that Sn,j denotes the sum of all monomials in σ and δ that
are of degree j in σ and degree n− j in δ. The equality
(btn)(ctm) =
n
∑
j=0
b(Sn,j(c))tj+m, (1.3)
for all b, c ∈ S, holds more generally for S any unital associative ring by [8,
p. 4].
The degree function satisfies
deg
(
g(t)h(t)
) ≤ deg(g(t)) + deg(h(t)) (7.1)
for all g(t), h(t) ∈ S[t; σ, δ]. In general (7.1) is not an equality unless S is a
domain, or g(t) has an invertible leading coefficient, or h(t) has an invertible
leading coefficient:
Indeed, if S is a domain this is [23, p. 12], and the equality in (7.1) implies
S[t; σ, δ] is also a domain. Suppose now S is not necessarily a domain, g(t) has
degree l and leading coefficient gl and h(t) has degree n and leading coefficient
hn. If hn is invertible then σl(hn) is also invertible and
g(t)h(t) = glσl(hn)tl+n + lower degree terms.
Here glσl(hn) 6= 0 since invertible elements are not zero divisors. Similarly, if
gl is invertible then glσl(hn) 6= 0. In either case (7.1) is an equality.
S[t; σ, δ] is in general neither left nor right Euclidean, nor a left or right
principal ideal domain. Nevertheless, we can still perform right division by
a polynomial whose leading coefficient is a unit. Additionally, when σ is an
automorphism we can also left divide by such a polynomial. When δ = 0 and
σ ∈ Aut(S) this was proven for special cases of S, for instance in [20, p. 4], [34,
p. 4] and [48, p. 391]:
Theorem 7.1. Let f (t) = amtm − ∑m−1i=0 aiti ∈ R = S[t; σ, δ] and suppose am is
invertible.
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(i) For all g(t) ∈ R, there exists uniquely determined r(t), q(t) ∈ R with deg(r(t)) <
m, such that g(t) = q(t) f (t) + r(t).
(ii) Suppose additionally σ is an automorphism of S. Then for all g(t) ∈ R, there
exists uniquely determined r(t), q(t) ∈ R with deg(r(t)) < m, such that
g(t) = f (t)q(t) + r(t).
Proof. Let g(t) = ∑li=0 git
i ∈ R have degree l.
(i) Suppose l < m, then g(t) = 0q(t) + g(t). Moreover, we have
deg(q(t) f (t)) = deg(q(t)) + deg( f (t)) ≥ m,
for all 0 6= q(t) ∈ R as f (t) has an invertible leading coefficient. Therefore
if g(t) = q(t) f (t) + r(t) then q(t) = 0 and so r(t) = g(t) as required.
Now suppose l ≥ m, then
g(t)− glσl−m(a−1m )tl−m f (t) = g(t)− glσl−m(a−1m )tl−m
(
amtm −
m−1
∑
i=0
aiti
)
= g(t)− glσl−m(a−1m )tl−mamtm +
m−1
∑
i=0
glσl−m(a−1m )tl−maiti
= g(t)− glσl−m(a−1m )
( l−m
∑
j=0
Sl−m,j(am)tj
)
tm
+
m−1
∑
i=0
glσl−m(a−1m )
( l−m
∑
j=0
Sl−m,j(ai)tj
)
ti
= g(t)− glσl−m(a−1m )Sl−m,l−m(am)tl
− glσl−m(a−1m ) ∑
0≤j≤l−m−1
Sl−m,j(am)tj+m
+
m−1
∑
i=0
l−m
∑
j=0
glσl−m(a−1m )Sl−m,j(ai)ti+j
= g(t)− glσl−m(a−1m )σl−m(am)tl
− ∑
0≤j≤l−m−1
glσl−m(a−1m )Sl−m,j(am)tj+m
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+
m−1
∑
i=0
l−m
∑
j=0
glσl−m(a−1m )Sl−m,j(ai)ti+j
= g(t)− gltl − ∑
0≤j≤l−m−1
glσl−m(a−1m )Sl−m,j(am)tj+m
+
m−1
∑
i=0
l−m
∑
j=0
glσl−m(a−1m )Sl−m,j(ai)ti+j,
where we have used Sl−m,l−m(am) = σl−m(am). Hence the polynomial
g(t) − glσl−m(a−1m )tl−m f (t) has degree < l and by iteration of this ar-
gument, we find q(t), r(t) ∈ R with deg(r(t)) < m, such that g(t) =
q(t) f (t) + r(t).
We now prove uniqueness of r(t) and q(t). Suppose
g(t) = q1(t) f (t) + r1(t) = q2(t) f (t) + r2(t),
and so
(
q1(t) − q2(t)
)
f (t) = r2(t) − r1(t). If q1(t) − q2(t) 6= 0, then the
left hand side of the equation has degree ≥ m since f (t) has an invert-
ible leading coefficient, while the right hand side has degree < m. Thus
q1(t) = q2(t) and so r1(t) = r2(t).
(ii) If we assume σ is an automorphism, then (ii) is proven similarly to (i)
by showing g(t)− f (t)σ−m(a−1m )σ−m(gl)tl−m has degree < l and iterating
this argument. Uniqueness is proven analogously to (i).
Let modr f denote the remainder after right division by f (t). Since remain-
ders are uniquely determined by Theorem 7.1(i), the skew polynomials of
degree < m canonically represent the elements of the left S[t; σ, δ]-module
S[t; σ, δ]/S[t; σ, δ] f . Similarly, when σ is an automorphism, the skew polyno-
mials of degree < m canonically represent the elements of the right S[t; σ, δ]-
module S[t; σ, δ]/ f S[t; σ, δ].
generalisation of the s f construction 121
Definition. Let f (t) ∈ R = S[t; σ, δ] be of degree m with invertible leading coefficient
am ∈ S and Rm = {g(t) ∈ R | deg(g(t)) < m}.
(i) Then Rm together with the multiplication g ◦ h = gh modr f , becomes a unital
nonassociative ring S f = (Rm, ◦), also denoted R/R f .
(ii) Suppose additionally σ is an automorphism and let modl f denote the remainder
after left division by f (t). Then Rm together with the multiplication g f ◦ h =
gh modl f , becomes a unital nonassociative ring f S = (Rm, f ◦), also denoted
R/ f R.
S f and f S are unital nonassociative algebras over
S0 = {c ∈ S | c ◦ h = h ◦ c for all h ∈ S f } = Comm(S f ) ∩ S,
which is a commutative subring of S. If S is a division ring then this construc-
tion is precisely Petit’s algebra construction given in Chapter 1.
Remarks. (i) Let g(t), h(t) ∈ Rm be such that deg(g(t)h(t)) < m. Then the
multiplication g ◦ h is the same as that in R.
(ii) S f is associative if and only if f (t) is right invariant [55, Theorem 4(ii)].
(iii) We have q f + r = (qd−1)(d f ) + r, for all q, r ∈ R, and all invertible d ∈ S. It
follows that S f = Sd f for all invertible d ∈ S.
(iv) If deg( f (t)) = m = 1 then Rm = S and S f ∼= S.
Henceforth suppose deg( f (t)) = m ≥ 2. We may assume w.l.o.g. again
that f (t) is monic. Similarly to Proposition 1.2, it suffices to only consider the
algebras S f since we still have following anti-isomorphism:
Proposition 7.2. ([55, Proposition 3]). Let f (t) ∈ S[t; σ, δ] where σ ∈ Aut(S) and
f (t) has invertible leading coefficient. The canonical anti-isomorphism
ψ : S[t; σ, δ]→ Sop[t; σ−1,−δσ−1],
n
∑
i=0
biti 7→
n
∑
i=0
( i
∑
j=0
Sn,j(bi)
)
ti,
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between the skew polynomial rings S[t; σ, δ] and Sop[t; σ−1,−δσ−1], induces an anti-
isomorphism between the rings S f = S[t; σ, δ]/S[t; σ, δ] f , and
ψ( f )S = S
op[t; σ−1,−δσ−1]/ψ( f )Sop[t; σ−1,−δσ−1].
We now take a closer look at S f in the special case where δ = 0.
Proposition 7.3. Suppose f (t) = tm − ∑m−1i=0 aiti ∈ R = S[t; σ]. If σm(z)ai =
aiσi(z) and σ(ai) = ai for all z ∈ S, i ∈ {0, . . . , m− 1}, then f (t) is right invariant
and S f is associative.
Proof. We have
f (t)ztj = tmztj −
m−1
∑
i=0
aitiztj = σm(z)tm+j −
m−1
∑
i=0
aiσi(z)ti+j
= σm(z)tjtm −
m−1
∑
i=0
σm(z)aitjti = σm(z)tjtm −
m−1
∑
i=0
σm(z)tjaiti
= σm(z)tj f (t) ∈ R f ,
for all z ∈ S, j ∈ {0, . . . , m− 1} since tjai = σj(ai)tj = aitj and σm(z)ai = aiσi(z).
Therefore by distributivity f R ⊆ R f . This implies b f c ∈ R f for all b, c ∈ R, thus
R f is a two-sided ideal and so S f is associative by [55, Theorem 4(ii)].
Proposition 7.4. Suppose f (t) = tm −∑m−1i=0 aiti ∈ S[t; σ].
(i) ([55, Theorem 8]). Comm(S f ) contains the set{ m−1
∑
i=0
citi | ci ∈ Fix(σ) and bci = ciσi(b) for all b ∈ S
}
. (7.2)
(ii) If S is a domain and a0 6= 0 the two sets are equal.
(iii) If a0 is invertible the two sets are equal.
Proof. (ii) Let c = ∑m−1i=0 cit
i ∈ Comm(S f ), then in particular
t ◦ c = t ◦
( m−1
∑
i=0
citi
)
=
m−2
∑
i=0
σ(ci)ti+1 + σ(cm−1)
m−1
∑
i=0
aiti, (7.3)
generalisation of the s f construction 123
and
c ◦ t =
( m−1
∑
i=0
citi
)
◦ t =
m−2
∑
i=0
citi+1 + cm−1
m−1
∑
i=0
aiti, (7.4)
must be equal. Comparing the t0 coefficient in (7.3) and (7.4) yields
(σ(cm−1)− cm−1)a0 = 0, (7.5)
which implies cm−1 ∈ Fix(σ) because S is a domain and a0 6= 0. Compar-
ing the tj coefficients in (7.3) and (7.4) gives
σ(cj−1) + σ(cm−1)aj = cj−1 + cm−1aj,
for all j ∈ {1, . . . , m− 1}, hence cj−1 ∈ Fix(σ) for all j ∈ {1, . . . , m− 1}
because cm−1 ∈ Fix(σ).
Since c ∈ Comm(S f ) we also have b ◦ c = c ◦ b for all b ∈ S. As a result
b ◦ c =
m−1
∑
i=0
bciti, (7.6)
and
c ◦ b =
m−1
∑
i=0
citib =
m−1
∑
i=0
ciσi(b)ti (7.7)
must be equal. Comparing the coefficients of the powers of t in (7.6) and
(7.7) yields bci = ciσi(b) for all b ∈ S, i ∈ {0, . . . , m− 1} as required.
(iii) The proof is similar to (ii), but (7.5) implies cm−1 ∈ Fix(σ) because a0 is
invertible, hence not a zero divisor.
Corollary 7.5. Suppose S is a central simple algebra over a field C and σ ∈ Aut(S) is
such that σ|C has order at least m. Let f (t) = tm −∑m−1i=0 aiti ∈ S[t; σ] where a0 ∈ S
is invertible. Then Comm(S f ) = C ∩ Fix(σ).
Proof. Comm(S f ) is equal to the set (7.2) by Proposition 7.4, in particular C ∩
Fix(σ) ⊆ Comm(S f ).
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Let ∑m−1i=0 cit
i ∈ Comm(S f ) and suppose, for contradiction, cj 6= 0 for some
j ∈ {1, . . . , m− 1}. Then bcj = cjσj(b) for all b ∈ S, in particular (b− σj(b))cj =
0 for all b ∈ C. We have 0 6= b− σj(b) for some b ∈ C since σ|C has order ≥ m.
Moreover b− σj(b) ∈ C, therefore it is invertible and hence (b− σj(b))cj 6= 0 for
some b ∈ C because invertible elements are not zero divisors, a contradiction.
Thus ∑m−1i=0 cit
i = c0 ∈ C ∩ Fix(σ) by (7.2).
7.1 when does S f contain zero divisors?
We investigate when the algebras S f contain zero divisors. If the ring S contains
zero divisors then clearly so does S f , therefore we only consider the case where
S is a domain. Furthermore, if f (t) = g(t)h(t) for some g(t), h(t) ∈ Rm, then
g(t) ◦ h(t) = 0 and so S f contains zero divisors.
When S is commutative, i.e. an integral domain, it is well-known that we
can associate to S its field of fractions D ⊇ S, so that every element of D
has the form rs−1 for some r ∈ S, 0 6= s ∈ S. On the other hand, if S is
a noncommutative domain then we cannot necessarily associate such a "right
division ring of fractions" unless S is a so-called right Ore domain:
Definition. A right Ore domain S is a domain such that aS ∩ bS 6= {0} for all
0 6= a, b ∈ S. The ring of right fractions of S is a division ring D containing S, such
that every element of D is of the form rs−1 for some r ∈ S and 0 6= s ∈ S.
Any integral domain is a right Ore domain; its right ring of fractions is equal
to its quotient field.
Let now S be a right Ore domain with ring of right fractions D, σ be an
injective endomorphism of S and δ be a σ-derivation of S. Then σ and δ extend
uniquely to D by setting
σ(rs−1) = σ(r)σ(s)−1 and δ(rs−1) = δ(r)s−1 − σ(rs−1)δ(s)s−1, (7.8)
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for all r ∈ S, 0 6= s ∈ S by [25, Lemma 1.3]. We conclude:
Theorem 7.6. Let f (t) ∈ S[t; σ, δ] have invertible leading coefficient and extend σ and
δ to D as in (7.8). If f (t) is irreducible in D[t; σ, δ] then S f = S[t; σ, δ]/S[t; σ, δ] f (t)
contains no zero divisors.
Proof. If f (t) is irreducible in D[t; σ, δ], then D[t; σ, δ]/D[t; σ, δ] f is a right di-
vision algebra by Theorem 2.20, therefore it contains no zero divisors. S f =
S[t; σ, δ]/S[t; σ, δ] f is contained in D[t; σ, δ]/D[t; σ, δ] f , so also contains no zero
divisors.
Let K be a field and y be an indeterminate. Then K[y] is an integral domain
which is not a division algebra. Given a(y) ∈ K[y], denote degy(a(y)) the
degree of a(y) as a polynomial in y. We obtain the following Corollaries of
Theorem 7.6 using Corollaries 3.7 and 3.13 in Chapter 3:
Corollary 7.7. Define the injective endomorphism σ : K[y] → K[y] by σ|K = id and
σ(y) = y2. If f (t) = t2 − a(y) ∈ K[y][t; σ] where 0 6= a(y) ∈ K[y] is such that
3 - degy(a(y)), then S f contains no zero divisors. Here S f is an infinite-dimensional
algebra over S0 = Fix(σ) = K.
Proof. Extend σ to an endomorphism of K(y), the field of fractions of K[y] as
in (7.8). Then f (t) is irreducible in K(y)[t; σ] by Corollary 3.7 and hence S f
contains no zero divisors by Theorem 7.6.
Corollary 7.8. Let σ be the automorphism of K[y] defined by σ|K = id and σ(y) = qy
for some 1 6= q ∈ K×. Suppose m is prime, K contains a primitive mth root of unity and
f (t) = tm − a(y) ∈ K[y][t; σ] where 0 6= a(y) ∈ K[y] is such that m - degy(a(y)).
Then S f contains no zero divisors.
Proof. Extend σ to an automorphism of K(y) as in (7.8). Then f (t) is irreducible
in K(y)[t; σ] by Corollary 3.13, which implies S f contains no zero divisors by
Theorem 7.6.
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Remark. Consider the set-up in Corollary 7.8. If q is not a root of unity then σ(yi) =
qiyi 6= yi for all i > 1, therefore S f is an infinite-dimensional algebra over S0 =
Fix(σ) = K.
Otherwise q is a primitive nth root of unity for some n ∈N, then σ(yi) = qiyi = yi
if and only if i = ln for some positive integer l. Thus S f is an algebra over S0 =
Fix(σ) = K[yn], and since K[y] is finite-dimensional over K[yn], S f is also finite-
dimensional over K[yn].
7.2 the nucleus
In this Section we study the nuclei of S f , generalising some of our results from
Chapter 2.
Theorem 7.9. Let f (t) ∈ R = S[t; σ, δ] be of degree m. Then
S ⊆ Nucl(S f ) , S ⊆ Nucm(S f )
and
Nucr(S f ) = {u ∈ Rm | f u ∈ R f } = E( f ).
Proof. Let b, c, d ∈ Rm and write bc = q1 f + r1 and cd = q2 f + r2 for some
uniquely determined q1, q2, r1, r2 ∈ R with deg(r1(t)), deg(r2(t)) < m. This
means b ◦ c = bc− q1 f and c ◦ d = cd− q2 f . We have
(b ◦ c) ◦ d = (bc− q1 f ) ◦ d = (bc− q1 f )d modr f = (bcd− q1 f d) modr f ,
and
b ◦ (c ◦ d) = b ◦ (cd− q2 f ) = b(cd− q2 f ) modr f = bcd modr f ,
and hence (b ◦ c) ◦ d = b ◦ (c ◦ d) if and only if q1 f d modr f = 0 if and only if
q1 f d ∈ R f .
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(i) If b ∈ S then
deg(bc) ≤ deg(b) + deg(c) ≤ deg(c) < m, (7.9)
but here bc = q1 f + r1 also means q1 = 0, otherwise deg(q1 f + r1) ≥
m as f (t) has invertible leading coefficient, contradicting (7.9). Hence
q1 f d modr f = 0 which implies b ∈ Nucl(S f ).
(ii) S ⊆ Nucm(S f ) is proven similarly to (i).
(iii) If d ∈ E( f ) then f d ∈ R f and thus q1 f d ∈ R f for all q1 ∈ R. This implies
d ∈ Nucr(S f ) and E( f ) ⊆ Nucr(S f ).
To prove the opposite inclusion, let now d ∈ Nucr(S f ) and choose b(t), c(t) ∈
R with invertible leading coefficients bl and cn respectively such that
deg(b(t))+deg(c(t)) = m, so that deg(b(t)c(t)) = m. We have deg(q1(t) f (t)) =
deg(q1(t)) + m, but using that b(t)c(t) = q1(t) f (t) + r1(t), we conclude
deg(q1(t)) = 0, so q1(t) = q1 ∈ S is non-zero. If deg(b(t)) = l then
the leading coefficient of b(t)c(t) is blσl(cn) and the leading coefficient of
q1 f (t) is q1. Therefore q1 = blσl(cn) is invertible in S, being a product
of invertible elements of S. Since d ∈ Nucr(S f ) implies q1 f d ∈ R f , this
yields f d ∈ R f .
By Theorem 7.9(iii) we immediately conclude:
Corollary 7.10. E( f ) = S f if and only if S f is associative.
Proof. Nucr(S f ) = S f if and only if S f is associative so the result follows by
Theorem 7.9(iii).
The following generalises [52, (5)]:
Proposition 7.11. Let f (t) ∈ R = S[t; σ, δ] be of degree m. The powers of t are
associative if and only if t ◦ tm = tm ◦ t if and only if t ∈ Nucr(S f ).
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Proof. Let t ∈ Nucr(S f ). Then also t, . . . , tm−1 ∈ Nucr(S f ) giving [ti, tj, tk] = 0
for all i, j, k < m, i.e. the powers of t are associative. In particular (t ◦ tm−1) ◦ t =
t ◦ (tm−1 ◦ t), that is tm ◦ t = t ◦ tm. We are left to prove tm ◦ t = t ◦ tm implies
t ∈ Nucr(S f ). Suppose tm ◦ t = t ◦ tm, then
tm ◦ t = (tm − f (t)) ◦ t = (tm+1 − f (t)t) modr f , (7.10)
and
t ◦ tm = t ◦ (tm − f (t)) = (tm+1 − t f (t)) modr f = tm+1 modr f , (7.11)
are equal. Comparing (7.10) and (7.11) yields f (t)t modr f = 0, hence f (t)t ∈
R f . This means t ∈ Nucr(S f ) by Theorem 7.9.
When δ = 0 and S is a domain, then either S f is associative or S f has left
and middle nuclei equal to S:
Theorem 7.12. Let S be a domain and f (t) = tm −∑m−1i=0 aiti ∈ S[t; σ]. If S f is not
associative then Nucl(S f ) = Nucm(S f ) = S.
Proof. We have S ⊆ Nucl(S f ) and S ⊆ Nucm(S f ) by Theorem 7.9. Suppose S f
is not associative.
(i) We prove Nucl(S f ) ⊆ S:
Suppose first that σ(ai) = ai for all i ∈ {0, . . . , m − 1}. Let 0 6= p =
∑m−1i=0 pit
i ∈ Nucl(S f ) be arbitrary and j ∈ {0, . . . , m − 1} be maximal
such that pj 6= 0. Suppose towards a contradiction j > 0. Then
(p ◦ tm−j) ◦ c = ( j∑
i=0
piti ◦ tm−j
) ◦ c = ( j−1∑
i=0
piti+m−j + pj
m−1
∑
i=0
aiti
) ◦ c
=
j−1
∑
i=0
piσi+m−j(c)ti+m−j +
m−1
∑
i=0
pjaiσi(c)ti,
and
p ◦ (tm−j ◦ c) =
j
∑
i=0
piti ◦ σm−j(c)tm−j
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=
j−1
∑
i=0
piσi+m−j(c)ti+m−j +
m−1
∑
i=0
pjσm(c)aiti,
must be equal for all c ∈ S. Comparing the coefficients of ti yields
pj(aiσi(c)− σm(c)ai) = 0
for all c ∈ S, i ∈ {0, . . . , m − 1}, thus aiσi(c) − σm(c)ai = 0 since S is a
domain and pj 6= 0. This implies S f is associative by Proposition 7.3, a
contradiction. Thus p = p0 ∈ S.
Now suppose al /∈ Fix(σ) for some l ∈ {0, . . . , m − 1}. As before let
0 6= p = ∑m−1i=0 piti ∈ Nucl(S f ) be arbitrary and j ∈ {0, . . . , m − 1} be
maximal such that pj 6= 0. Suppose towards a contradiction j > 0.
If j = 1 then
(p ◦ tm−1) ◦ t = (p0tm−1 + p1 m−1∑
i=0
aiti
) ◦ t
= p0
m−1
∑
i=0
aiti +
m−2
∑
i=0
p1aiti+1 + p1am−1
m−1
∑
i=0
aiti
and
p ◦ (tm−1 ◦ t) = p0
m−1
∑
i=0
aiti + p1
m−2
∑
i=0
σ(ai)ti+1 + p1σ(am−1)
m−1
∑
i=0
aiti
must be equal. Comparing the coefficients of t0 yields
p1am−1a0 = p1σ(am−1)a0, (7.12)
and comparing the coefficients of ti yields
p1ai−1 + p1am−1ai = p1σ(ai−1) + p1σ(am−1)ai, (7.13)
for all i ∈ {1, . . . , m− 1}.
If am−1 ∈ Fix(σ) then (7.13) implies p1(ai−1 − σ(ai−1)) = 0, that is ai ∈
Fix(σ) for all i ∈ {0, . . . , m− 2} because S is a domain and p1 6= 0, a con-
tradiction since al /∈ Fix(σ). Therefore am−1 /∈ Fix(σ). Let k ∈ {0, . . . , m−
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1} be minimal such that ak 6= 0. If k = 0 then p1 = 0 by (7.12) as S is a do-
main, a contradiction. Otherwise (7.13) implies p1(am−1−σ(am−1))ak = 0,
therefore p1 = 0 as S is a domain and am−1 /∈ Fix(σ), a contradiction.
Suppose now j ≥ 2, then
(p ◦ tm−j) ◦ t = ( j−1∑
i=0
piti+m−j + pj
m−1
∑
i=0
aiti
) ◦ t
=
j−2
∑
i=0
piti+m−j+1 + pj−1
m−1
∑
i=0
aiti + pj
m−2
∑
i=0
aiti+1 + pjam−1
m−1
∑
i=0
aiti
and
p ◦ (tm−j ◦ t) =
j
∑
i=0
piti ◦ tm−j+1
=
j−2
∑
i=0
piti+m−j+1 + pj−1
m−1
∑
i=0
aiti + pj
m−2
∑
i=0
σ(ai)ti+1 + pjσ(am−1)
m−1
∑
i=0
aiti
must be equal. Comparing them gives
pjam−1a0 = pjσ(am−1)a0, (7.14)
and
pjai−1 + pjam−1ai = pjσ(ai−1) + pjσ(am−1)ai. (7.15)
This yields a contradiction similar to the j = 1 case. Therefore p = p0 ∈ S
and so Nucl(S f ) ⊆ S.
(ii) The proof that Nucm(S f ) ⊆ S is similar to (i), but we look at (tm−j ◦ p) ◦
c = tm−j ◦ (p ◦ c) and (tm−j ◦ p) ◦ t = tm−j ◦ (p ◦ t) instead.
When S is a domain and δ is not necessarily 0, we can prove a similar result
to Theorem 7.12 for polynomials of degree 2:
Proposition 7.13. Let S be a domain and f (t) = t2 − a1t− a0 ∈ S[t; σ, δ] be such
that one of the following holds:
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(i) a1 ∈ Fix(σ) and a0 /∈ Const(δ).
(ii) a1 ∈ Fix(σ), a0 ∈ Fix(σ) and a1 /∈ Const(δ).
(iii) a1 ∈ Fix(σ) ∩Const(δ) and a0 /∈ Fix(σ).
(iv) a1 /∈ Fix(σ) and a0 ∈ Const(δ).
(v) a1 /∈ Fix(σ), a0 ∈ Fix(σ) and a1 ∈ Const(δ).
Then Nucl(S f ) = Nucm(S f ) = S.
Proof. Recall S ⊆ Nucl(S f ) by Theorem 7.9. We prove the reverse inclusion:
Suppose p = p0 + p1t ∈ Nucl(S f ) for some p0, p1 ∈ S, then
(p ◦ t) ◦ t = (p0t + p1(a1t + a0)) ◦ t
= p0(a1t + a0) + p1a1(a1t + a0) + p1a0t
= p0a0 + p1a1a0 +
(
p0a1 + p1a21 + p1a0
)
t,
and
p ◦ (t ◦ t) = (p0 + p1t) ◦ (a1t + a0)
= p0a1t + p0a0 + p1(σ(a0)t + δ(a0)) + p1(σ(a1)t + δ(a1)) ◦ t
= p0a1t + p0a0 + p1σ(a0)t + p1δ(a0) + p1σ(a1)(a1t + a0) + p1δ(a1)t
= p0a0 + p1σ(a1)a0 + p1δ(a0) +
(
p0a1 + p1σ(a1)a1 + p1δ(a1) + p1σ(a0)
)
t,
must be equal. Comparing the coefficients of t yields
p1a1a0 = p1σ(a1)a0 + p1δ(a0), (7.16)
and
p1a21 + p1a0 = p1σ(a1)a1 + p1σ(a0) + p1δ(a1). (7.17)
It is a straightforward exercise to check using (7.16) and (7.17) that in each of
our five cases we must have p1 = 0 so p = p0 ∈ S.
We prove S ⊆ Nucm(S f ) similarly but consider instead (t ◦ p) ◦ t = t ◦ (p ◦
t).
8
S O LVA B L E C R O S S E D P R O D U C T A L G E B R A S A N D
A P P L I C AT I O N S T O G - A D M I S S I B L E G R O U P S
In this Chapter, we show that for every finite-dimensional central simple alge-
bra A over a field F, which contains a maximal subfield M with non-trivial
G = AutF(M), then G is solvable if and only if A contains a finite chain of
subalgebras, which are generalised cyclic algebras over their centers, satisfy-
ing certain conditions. This chain of subalgebras is closely related to a normal
series of G which exists when G is solvable. In particular, we obtain that a
crossed product algebra is solvable if and only if it has such a chain.
Recall from Section 1.4.2, that when D is a finite-dimensional central division
algebra over C, σ|C has finite order m and f (t) = tm − a ∈ D[t; σ], d ∈ Fix(σ)×
is right invariant, the associative quotient algebra D[t; σ]/D[t; σ] f is also called
a generalised cyclic algebra and denoted (D, σ, a). For this Chapter, we extend
the definition of a generalised cyclic algebra, to where we do not require D be
a division algebra:
Definition. Let S be a finite dimensional central simple algebra of degree n over C
and σ ∈ Aut(S) be such that σ|C has finite order m. We define the generalised cyclic
algebra (S, σ, a) to be the associative algebra of the form S f = S[t; σ]/S[t; σ] f where
f (t) = tm − a ∈ S[t; σ], a ∈ Fix(σ)× is right invariant. (S, σ, a) is a central simple
algebra over F = Fix(σ) ∩ C of degree mn [10, p. 4].
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Definition. Let F be a field and A be a central simple algebra over F of degree n. A is
called a G-crossed product algebra or crossed product algebra if it contains a field
extension M/F which is Galois of degree n with Galois group G = Gal(M/F).
Equivalently we can define a (G)-crossed product algebra (M, G, a) over F via factor
sets starting with a finite Galois field extension as follows: Suppose M/F is a finite
Galois field extension of degree n with Galois group G and {aσ,τ | σ, τ ∈ G} is a set of
elements of M× such that
aσ,τaστ,ρ = aσ,τρσ(aτ,ρ), (8.1)
for all σ, τ, ρ ∈ G. Then a map a : G× G → M×, (σ, τ) 7→ aσ,τ, is called a factor
set or 2-cocycle of G.
An associative multiplication is defined on the F-vector space
⊕
σ∈G Mxσ by
xσm = σ(m)xσ, (8.2)
xσxτ = aσ,τxστ, (8.3)
for all m ∈ M, σ, τ ∈ G. This way ⊕σ∈G Mxσ becomes an associative central simple
F-algebra that contains a maximal subfield isomorphic to M. This algebra is denoted
(M, G, a) and is called a G-crossed product algebra over F. If G is solvable then A is
also called a solvable G-crossed product algebra over F.
8.1 crossed product subalgebras of central simple algebras
Let M/F be a field extension of degree n and G = AutF(M) be the group of
automorphisms of M which fix the elements of F. Let A be a central simple
algebra of degree n over F and suppose M is contained in A, this makes M a
maximal subfield of A [6, Lemma 15.1]. Such maximal subfields do not always
exist for a general central simple algebra [6, Remark 15.4], however they always
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exists for example when A is a division algebra [6, Corollary 15.6]. We denote
by A× the set of invertible elements of A, and for a subset B in A, denote
CentA(B) the centralizer of B in A.
Some of the results in this Chapter, namely Lemma 8.3, Corollary 8.4 and
Theorems 8.1, 8.7, are stated for central division algebras A over F by Petit
in [52, §7], and none of them are proved there. The following generalises [52,
(27)] to central simple algebras with a maximal subfield M as above. The result
was before only stated for division algebras and also not in terms of crossed
product algebras:
Theorem 8.1. (i) A contains a subalgebra M(G) which is a crossed product algebra
(M, G, a) of degree |G| over Fix(G) with maximal subfield M.
(ii) A is equal to M(G) if and only if M is a Galois extension of F. In this case A is
a G-crossed product algebra over F.
(iii) For any subgroup H of G, there is an F-subalgebra M(H) of both M(G) and A,
which is a H-crossed product algebra of degree |H| over Fix(H) with maximal
subfield M.
Proof. (i) Define M(G) = CentA(Fix(G)), then M(G) is a central simple al-
gebra over Fix(G) by the Centralizer Theorem for central simple algebras
[6, Theorem III.5.1]. Furthermore, since M is a maximal subfield of M(G)
and M/Fix(G) is a Galois field extension with Galois group G, we con-
clude M(G) is a G-crossed product algebra.
(ii) Notice [M : F] = n, A has dimension n2 over F, and M(G) has a basis
{xσ| σ ∈ G} as a vector space over M. If M is not a Galois extension of F,
then |G| < n and thus {xσ | σ ∈ G} cannot be a set of generators for A
as a vector space over M. Conversely, if M/F is a Galois extension, then
|G| = n and since {xσ | σ ∈ G} is linearly independent over M, counting
dimensions yields M(G) = A. The rest of the assertion is trivial.
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(iii) For any subgroup H of G, let M(H) = CentA(Fix(H)). Since Fix(G) ⊆
Fix(H), we have M(H) = CentA(Fix(H)) is contained in M(G) = CentA(Fix(G))
The proof now follows exactly as in (i).
Remark. When A has prime degree over F and M/F is not a Galois extension
then M(G) = M: M(G) is a simple subalgebra of A by Theorem 8.1(i), therefore
dimF(M(G)) divides dimF(A) = n2 by the Centralizer Theorem for central simple
algebras [6, Theorem III.5.1]. Now M(G) contains M and M(G) is equal to A if and
only if M/F is a Galois extension by Theorem 8.1(ii). As n is prime and M/F is not
Galois, this means M(G) = M.
A close look at the proof of Theorem 8.1 yields the following observations:
Lemma 8.2. (i) Given any subgroup H of G, M(H) is a H-crossed product algebra
over its center with M(H) = (M, H, aH), where aH denotes the factor set of the
G-crossed product algebra M(G) = (M, G, a) restricted to the elements of H.
(ii) For any subgroup H of G, M(H) is the centralizer of Fix(H) in A.
The following generalises [52, (26)] to any central simple algebra A with a
maximal subfield M as above. Again it was previously only stated and not
proved for central division algebras:
Lemma 8.3. (i) For any σ ∈ G there exists xσ ∈ A× such that the inner automor-
phism
Ixσ : A→ A, y 7→ xσyx−1σ
restricted to M is σ.
(ii) Given any σ ∈ G, we have {x ∈ A× | Ix|M = σ} = M×xσ.
(iii) The set of cosets {M×xσ | σ ∈ G} with multiplication given by
M×xσM×xτ = M×xστ,
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is a group isomorphic to G, where σ and M×xσ correspond under this isomor-
phism.
Proof. A contains the G-crossed product algebra M(G) by Theorem 8.1, thus (i)
and (iii) follows from (8.2) and (8.3). For (ii) we have
Imxσ(y) = (mxσ)y(mxσ)
−1 = (mxσ)y(x−1σ m−1) = mσ(y)m−1 = σ(y)
for all m, y ∈ M×, and thus M×xσ ⊂ {x ∈ A× | Ix|M = σ}.
Suppose u ∈ {x ∈ A× | Ix|M = σ}. Then as u and xσ are invertible, we can
write u = vxσ for some v ∈ A×. We are left to prove that v ∈ M×. We have
σ(y) = Iu(y) = (vxσ)y(vxσ)−1 = vxσyx−1σ v−1 = vσ(y)v−1,
for all y ∈ M, and so σ(y)v = vσ(y) for all y ∈ M, that is mv = vm for all
m ∈ M since σ is bijective. Therefore v is contained in the centralizer of M in
A, which is equal to M because M is a maximal subfield of A.
The following generalises [52, (28)]:
Corollary 8.4. If H is a cyclic subgroup of G of order h > 1 generated by σ, then
there exists c ∈ Fix(σ)× such that
M(H) ∼= (M/Fix(σ), σ, c) = M[t; σ]/M[t; σ](th − c),
is a cyclic algebra of degree h over Fix(σ).
Proof. M(H) is a H-crossed product algebra of degree h over Fix(σ) by Theo-
rem 8.1. Moreover H is a cyclic group and so M(H) is a cyclic algebra of degree
h over Fix(σ) (see for example [57, p. 49]). This means there exists c ∈ Fix(σ)×
such that M(H) ∼= (M/Fix(σ), σ, c).
In particular, we conclude that if a central division algebra A over F contains
a maximal subfield M and non-trivial σ ∈ AutF(M) of order h, then it contains
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a cyclic division algebra of degree h, (though not necessarily with center F).
This is the case even if A is a noncrossed product (i.e. if A is not a crossed
product algebra):
Theorem 8.5. ([10, Theorem 4]). Let A be a central division algebra of degree n over F
with maximal subfield M and non-trivial σ ∈ AutF(M) of order h. Then A contains
a cyclic division algebra (M/Fix(σ), σ, c) of degree h over Fix(σ) as a subalgebra.
Proof. This follows immediately from Corollary 8.4.
It is well-known that a central division algebra of prime degree over F is
a cyclic algebra if and only if it contains a cyclic subalgebra of prime degree
(though not necessarily with center F) [49, p. 2]. Together with Theorem 8.5
this yields the following:
Corollary 8.6. ([10, Corollary 6]). Let A be a central division algebra over F of prime
degree p. Then either A is a cyclic algebra or each of its maximal subfields M has
trivial automorphism group AutF(M).
Proof. Suppose G = AutF(M) is non-trivial, then there exists a non-trivial
σ ∈ AutF(M) of finite order h. Thus A contains a cyclic division algebra of
degree h over Fix(σ) as a subalgebra. Looking at the possible intermediate
field extensions of M/F yields [M : Fix(σ)] is either 1 or p. Since G is not triv-
ial, [M : Fix(σ)] = h = p, thus A contains a cyclic subalgebra of prime degree
and so is itself a cyclic algebra.
8.2 central simple algebras containing a maximal subfield M
with solvable F -automorphism group
Suppose G is a finite solvable group, then there exists a chain of subgroups
{1} = G0 < G1 < . . . < Gk = G, (8.4)
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such that Gj is normal in Gj+1 and Gj+1/Gj is cyclic of prime order qj for all
j ∈ {0, . . . , k− 1}, i.e.
Gj+1/Gj = {Gj, Gjσj+1, . . .}, (8.5)
for some σj+1 ∈ Gj+1. Theorem 8.1, Corollary 8.4 and Lemma 8.3 lead us to the
following generalisation of [52, (29)]. As before, the result was previously only
stated (and not proved) for central division algebras over F, and also without
the connection to crossed product algebras:
Theorem 8.7. Let M/F be a field extension of degree n with non-trivial solvable
G = AutF(M), and A be a central simple algebra of degree n over F with maximal
subfield M. Then there exists a chain of subalgebras
M = A0 ⊂ A1 ⊂ . . . ⊂ Ak = M(G) ⊆ A, (8.6)
of A which are Gi-crossed product algebras over Zi = Fix(Gi), and where
Ai+1 ∼= Ai[ti; τi]/Ai[ti; τi](tqii − ci), (8.7)
for all i ∈ {0, . . . , k− 1}, such that
(i) qi is the prime order of the factor group Gi+1/Gi in the chain (8.4),
(ii) τi is an F-automorphism of Ai of inner order qi which restricts to σi+1 ∈ Gi+1
which generates Gi+1/Gi, and
(iii) ci ∈ Fix(τi) is invertible.
Note that the inclusion M(G) ⊆ A in (8.6) is an equality if and only if M/F
is a Galois extension by Theorem 8.1. In this case A is a solvable G-crossed
product algebra.
Proof. Define Ai = M(Gi) for all i ∈ {1, . . . , k}. Ai is a Gi-crossed product
algebra over Fix(Gi) by Theorem 8.1.
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G1/G0 ∼= G1 is a cyclic subgroup of G of prime order q0 generated by some
σ1 ∈ G. Let τ0 = σ1, then there exists c0 ∈ Fix(τ0)× such that A1 = M(G1) is
F-isomorphic to
M[t0; τ0]/M[t0; τ0](t
q0
0 − c0),
by Corollary 8.4, which is a cyclic algebra of prime degree q0 over Fix(τ0).
Now G1 / G2 and G2/G1 is cyclic of prime order q1 with
G2/G1 = {(G1σ2)i | i ∈ Z} = {G1, G1σ2, . . . , G1σq1−12 }, (8.8)
for some σ2 ∈ G2. Hence we can write G2 = {hσi2 | h ∈ G1, 0 ≤ i ≤ q1 − 1} and
thus the crossed product algebra A2 = M(G2) has a basis
{x
hσj2
| h ∈ G1, 0 ≤ j ≤ q1 − 1},
as an M-vector space. Recall M×x
hσj2
= M×xhxσj2
= M×xhx
j
σ2 for all h ∈ G1 by
Lemma 8.3, and {1, xσ2 , . . . , xq1−1σ2 } is a basis for A2 as a left A1-module, i.e.
A2 = A1 + A1xσ2 + . . . + A1x
q1−1
σ2 . (8.9)
We have G2G1 = G1G2 as G1 is normal in G2 and so for every h ∈ G1, we get
σ2h = h′σ2 for some h′ ∈ G1. Choose the basis {xh | h ∈ G1} of A1 as a vector
space over M. By (8.3) we obtain
xσ2 xh = aσ2,hxσ2h = aσ2,hxh′σ2 = aσ2,h(ah′,σ2)
−1xh′xσ2 . (8.10)
Recall xσ2 ∈ A× by Lemma 8.3. The inner automorphism
τ1 : A→ A, z 7→ xσ2zx−1σ2
restricts to σ2 on M. Moreover,
τ1(xh) = xσ2 xhx
−1
σ2
= aσ2,h(ah′,σ2)
−1xh′xσ2 x
−1
σ2
= aσ2,h(ah′,σ2)
−1xh′ ∈ A1,
(8.11)
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for all h ∈ G1, i.e. τ1|A1(y) ∈ A1 for all y ∈ A1 and so τ1|A1 is an F-
automorphism of A1. Furthermore, xσ2 xh = τ1|A1(xh)xσ2 , for all h ∈ G1 by
(8.10), (8.11), and
xσ2m = σ2(m)xσ2 = τ1|A1(m)xσ2 ,
for all m ∈ M. We conclude that
xσ2y = τ1|A1(y)xσ2 (8.12)
for all y ∈ A1 by distributivity. Define c1 = xq1σ2 , then σq12 ∈ G1 by (8.8) which
implies c1 ∈ A1. Furthermore c1 is invertible since xσ2 is invertible. Also,
τ1|A1(c1) = xσ2 xq1σ2 x−1σ2 = c1 which means c1 ∈ Fix(τ1|A1)×. Since
x
σ
−q1
2
x
σ
q1
2
= a
σ
−q1
2 ,σ
q1
2
xid ∈ M×,
it follows that c−11 = x
−1
σ
q1
2
∈ M×x
σ
−q1
2
∈ A1 as σ−q12 ∈ G1. Hence τ1|A1 has inner
order q1, as indeed (τ1|A1)q1 : A1 → A1, z 7→ c1zc−11 , is an inner automorphism.
Consider the algebra
B2 = A1[t1; τ1|A1 ]/A1[t1; τ1|A1 ](tq11 − c1)
with center
Cent(B2) ⊃ {b ∈ A1 | bh = hb for all h ∈ B2} = Cent(A1) ∩ Fix(τ1) ⊃ F.
Now, using (8.9) and (8.12), the map
φ : A2 → B2, yxiσ2 7→ yti1 (y ∈ A1),
can readily be seen to be an isomorphism between F-algebras. Indeed, it is
clearly bijective and F-linear. In addition, we have
φ
(
(yxiσ2)(zx
j
σ2)
)
= φ
(
yτ1|iA1(z)xiσ2 x
j
σ2
)
=
φ
(
yτ1|iA1(z)x
i+j
σ2
)
if i + j < q1,
φ
(
yτ1|iA1(z)x
q1
σ2 x
i+j−q1
σ2
)
if i + j ≥ q1,
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=
yτ1|
i
A1
(z)ti+j if i + j < q1,
yτ1|iA1(z)c1ti+j−q1 if i + j ≥ q1,
by (8.12), and
φ(yxiσ2) ◦ φ(zx
j
σ2) = (yt
i) ◦ (ztj) =
yτ1|
i
A1
(z)ti+j if i + j < q1,
yτ1|iA1(z)ti+j−q1c1 if i + j ≥ q1,
=
yτ1|
i
A1
(z)ti+j if i + j < q1,
yτ1|iA1(z)c1ti+j−q1 if i + j ≥ q1,
for all y, z ∈ A1, i, j ∈ {0, . . . , q1 − 1}. By distributivity we conclude φ is also
multiplicative, thus an isomorphism between F-algebras. Continuing in this
manner for G2 / G3 etc. yields the assertion.
Remarks. (i) If A is a division algebra, the algebras Ai in Theorem 8.7 are also
division algebras, being subalgebras of the finite-dimensional algebra A.
(iii) The algebras Ai in Theorem 8.7 are associative being subalgebras of the asso-
ciative algebra A. Therefore tqii − ci ∈ Ai[ti; τi] are right invariant for all
i ∈ {0, . . . , k− 1} by [55, Theorem 4].
We obtain the following straightforward observations about Theorem 8.7:
Corollary 8.8. Let M/F be a field extension of degree n with non-trivial solvable
G = AutF(M), and A be a central simple algebra of degree n over F with maximal
subfield M. Consider the algebras Ai = M(Gi) as in Theorem 8.7.
(i) Ai = CentA(Fix(Gi)) for all i ∈ {0, . . . , k− 1}.
(ii) Ai is a crossed product algebra over Zi = Fix(Gi) of degree |Gi| = ∏i−1l=0 ql for
all i ∈ {1, . . . , k− 1}.
(iii) M = Z0 ⊃ . . . ⊃ Zk−1 ⊃ Zk ⊃ F.
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(iv) Zi−1/Zi has prime degree qi−1 for all i ∈ {1, . . . , k}.
(v) M/Zi is a Galois field extension and M is a maximal subfield of Ai for all
i ∈ {0, . . . , k}.
(vi) [10, Corollary 10] Ai is a generalised cyclic algebra over Zi for all i ∈ {0, . . . , k}.
(vii) A contains the cyclic algebra
(M/Fix(σ1), σ1, c0) ∼= M[t0; σ1]/M[t0; σ1](tq00 − c0),
of prime degree q0 over Fix(σ1).
Proof. (i) This is Lemma 8.2.
(ii) Ai has degree [M : Fix(Gi)] which is equal to |Gi| by the Fundamental
Theorem of Galois Theory.
(iii) Follows from the fact that {1} = G0 ≤ G1 ≤ . . . ≤ Gk = G and Zi =
Fix(Gi).
(iv) We have n = [M : F] = [M : Zi][Zi : F] = |Gi|[Zi : F] for all i by the
Fundamental Theorem of Galois Theory, therefore
[Zi−1 : Zi] =
[Zi−1 : F]
[Zi : F]
=
|Gi|
|Gi−1| = qi−1,
for all i ∈ {1, . . . , k} as required.
(v) M/Fix(Gi) is a Galois field extension with Galois group Gi by Galois
Theory. The rest of the assertion is trivial by Theorem 8.7.
(vii) G1 = 〈σ1〉 is a cyclic subgroup of G of order q0, therefore the result follows
by Corollary 8.4.
Corollary 8.9. ([10, Corollaries 9, 11]). Let A be a central division algebra over F
containing a maximal subfield M with non-trivial solvable G = AutF(M).
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(i) There is a non-central element t0 ∈ A such that tq00 ∈ Fix(σ1)× and tm0 /∈
Fix(σ1) for all m ∈ {1, . . . , q0 − 1}.
(ii) A contains a chain of generalised cyclic division algebras Ai over intermediate
fields Zi = Fix(Gi) of M/F as in (8.6).
Our next result generalises [53, (9)] and characterises all the algebras with a
maximal subfield M/F that have a non-trivial solvable automorphism group
G = AutF(M):
Theorem 8.10. Let M/F be a field extension of degree n with non-trivial G =
AutF(M), and A be a central simple algebra of degree n over F containing M. Then
G is solvable if there exists a chain of subalgebras
M = A0 ⊂ A1 ⊂ . . . ⊂ Ak ⊆ A (8.13)
of A which all have maximal subfield M, where Ak is a G-crossed product algebra over
Fix(G), and where
Ai+1 ∼= Ai[ti; τi]/Ai[ti; τi](tqii − ci), (8.14)
for all i ∈ {0, . . . , k− 1}, with
(i) qi a prime,
(ii) τi an F-automorphism of Ai of inner order qi which restricts to an automorphism
σi+1 ∈ G, and
(iii) ci ∈ Fix(τi)×.
Proof. Suppose there exists a chain of algebras Ai, i ∈ {0, . . . , k} satisfying the
above assumptions. Put Gk = G. Each Ai has center Zi = Zi−1 ∩ Fix(τi−1) by
Corollary 7.5, so that by induction
Zi = Fix(τ0) ∩ Fix(τ1) ∩ · · · ∩ Fix(τi−1) ⊃ F,
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in particular Zi ⊆ M.
M/Zi is a Galois extension contained in Ai: Let Hi be the subgroup of G
generated by σ1, . . . , σi, i ∈ {1, . . . , k}. Then
Zi = Fix(τ0) ∩ Fix(τ1) ∩ · · · ∩ Fix(τi−1)
= M ∩ Fix(τ0) ∩ Fix(τ1) ∩ · · · ∩ Fix(τi−1)
= Fix(σ1) ∩ · · · ∩ Fix(σi) = Fix(Hi),
so M/Zi is a Galois field extension by Galois theory. Put Gi = Gal(M/Zi),
then each Ai is a Gi-crossed product algebra. In particular, Gi is a subgroup of
Gi+1.
We use induction to prove that each Gi, thus G, is a solvable group. For
i = 1,
A1 ∼= M[t0; σ1]/M[t0; σ1](tq00 − c0)
is a cyclic algebra of degree q0 over Fix(σ1). G1 = 〈σ1〉 is a cyclic group of
prime order q0 and therefore solvable.
We assume as induction hypothesis that if there exists a chain
M = A0 ⊂ . . . ⊂ Aj
of algebras such that (8.14) holds for all i ∈ {0, . . . , j − 1}, j ≥ 1, then Gj is
solvable. For the induction step we take a chain of algebras M = A0 ⊂ . . . ⊂
Aj ⊂ Aj+1,
Ai+1 ∼= Ai[ti; τi]/Ai[ti; τi](tqii − ci)
where τi is an automorphism of Ai of inner order qi which induces an automor-
phism σi+1 ∈ G, ci ∈ Fix(τi) is invertible and qi is prime, for all i ∈ {0, . . . , j}.
By the induction hypothesis, Gj is a solvable group.
We show that Gj+1 is solvable: tj is an invertible element of
Aj+1 ∼= Aj[tj; τj]/Aj[tj; τj](tqjj − cj),
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with inverse c−1j t
qj−1
j . Aj is a Gj-crossed product algebra over Zj with maximal
subfield M. The F-automorphism τj on Aj satisfies tjl = τj(l)tj for all l ∈ Aj
which implies the inner automorphism
Itj : A→ A, d 7→ tjdt−1j
restricts to τj on Aj and so also restricts to σj+1 on M.
For any σ ∈ G there exists an invertible xσ ∈ A such that the inner automor-
phism
Ixσ : A→ A, y 7→ xσyx−1σ
restricted to M is σ by Lemma 8.3. Hence we have xσj+1 = tj with xσj+1 as
defined in Lemma 8.3. We know that {1, tj, . . . , tjqj−1} is a basis for Aj+1 as
a left Aj-module. By (8.3) we have xσ2j+1 = a1tj
2, xσ3j+1 = a2tj
3, . . . for suitable
ai ∈ M×, so that w.l.o.g. {1, xσj+1 , . . . , x
σ
qj−1
j+1
} is a basis for Aj+1 as a left Aj-
module.
Since Aj is a Gj-crossed product algebra, it has {xρ | ρ ∈ Gj} as M-basis, and
hence Aj+1 has basis
{xρxσij+1 | ρ ∈ Gj, 0 ≤ i ≤ qj − 1}
as a vector space over M.
Additionally, xρxσij+1 ∈ M
×xρσij+1 by Lemma 8.3 (iii) and thus Aj+1 has the
M-basis
{xρσij+1 | ρ ∈ Gj, 0 ≤ i ≤ qj − 1}.
Now Aj+1 is a Gj+1-crossed product algebra and thus also has the M-basis
{xσ | σ ∈ Gj+1}. We use these two basis to show that Gj+1 = Gj〈σj+1〉: Write
xρσij+1 = ∑
σ∈Gj+1
mσxσ
for some mσ ∈ M, not all zero. Then
xρσij+1m = ∑
σ∈Gj+1
mσxσm = ∑
σ∈Gj+1
mσσ(m)xσ,
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and
xρσij+1m = ρσ
i
j+1(m)xρσij+1 = ρσ
i
j+1(m) ∑
σ∈Gj+1
mσxσ,
for all m ∈ M. Let σ ∈ Gj+1 be such that mσ 6= 0, then in particular
mσσ(m)xσ = ρσij+1(m)mσxσ,
for all m ∈ M, that is σ = ρσij+1. This means that {ρσij+1 | ρ ∈ Gj, 0 ≤ i ≤
qj− 1} ⊆ Gj+1. Both sets have the same size so must be equal and we conclude
Gj+1 = Gj〈σj+1〉.
Finally we prove Gj is a normal subgroup of Gj+1: the inner automorphism
Ixσj+1 restricts to the F-automorphism τj of Aj. In particular, this implies
xσj+1 xρx
−1
σj+1
∈ Aj, for all ρ ∈ Gj. Furthermore,
xσj+1ρσ−1j+1
∈ M×xσj+1 xρxσ−1j+1 = M
×xσj+1 xρx
−1
σj+1
⊂ Aj,
for all ρ ∈ Gj by Lemma 8.3.
Hence σj+1ρσ−1j+1 ∈ Gj because Aj is a Gj-crossed product algebra. Similarly,
we see σrj+1ρσ
−r
j+1 ∈ Gj for all r ∈ N. Let g ∈ Gj+1 be arbitrary and write
g = hσrj+1 for some h ∈ Gj, r ∈ {0, . . . , qj − 1} which we can do because
Gj+1 = Gj〈σj+1〉. Then
gρg−1 = (hσrj+1)ρ(hσ
r
j+1)
−1 = h(σrj+1ρσ
−r
j+1)h
−1 ∈ Gj,
for all ρ ∈ Gj so Gj is indeed normal.
It is well-known that a group G is solvable if and only if given a normal
subgroup H of G, both H and G/H are solvable. It is clear now that Gj+1/Gj
is cyclic and hence solvable, which implies Gj+1 is solvable as required.
8.3 solvable crossed product algebras
We now focus on the case when M/F is a Galois field extension:
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Suppose M/F is a finite Galois field extension of degree n and A is a central
simple algebra of degree n over F with maximal subfield M. i.e. now A is a
G-crossed product algebra where G = Gal(M/F). We obtain the following as
a special case of Theorem 8.7 and Corollary 8.8:
Theorem 8.11. Let A be a G-crossed product algebra of degree n over F with maxi-
mal subfield M such that M/Fis a Galois field extension of degree n with non-trivial
solvable G = Gal(M/F). Then there exists a chain of subalgebras
M = A0 ⊂ A1 ⊂ . . . ⊂ Ak = M(G) = A
of A which are generalised cyclic algebras
Ai+1 ∼= Ai[ti; τi]/Ai[ti; τi](tqii − ci),
of degree ∏i−1l=0 ql over Zi = Fix(Gi) for all i ∈ {0, . . . , k− 1}, such that
(i) qi a prime,
(ii) τi an F-automorphism of Ai of inner order qi which restricts to an automorphism
σi+1 ∈ G,
(iii) ci ∈ Fix(τi)×, and
(iv) Zi/Zi−1 has prime degree qi−1 and Ai is the centralizer of Fix(Gi) in A.
Theorem 8.12. In the set-up of Theorem 8.11, A is a division algebra if and only if
bτi(b) · · · τqi−1i (b) 6= ci, (8.15)
for all b ∈ Ai, for all i ∈ {0, . . . , k− 1}.
Proof. Suppose Ak = A is a division algebra, then every subalgebra of A must
also be a division algebra as A is finite-dimensional. Therefore Ai are division
algebras for all i ∈ {0, . . . , k}. In particular this means tqjj − cj ∈ Aj[tj; τj] are
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irreducible by Theorem 2.26, thus (8.15) holds for all b ∈ Ai by [32, Theorem
1.3.16].
Conversely suppose (8.15) holds for all b ∈ Ai, for all i ∈ {0, . . . , k− 1}. We
prove by induction that Aj is a division algebra for all j ∈ {0, . . . , k}, then in
particular A = Ak is a division algebra:
Clearly A0 = M is a field so in particular is a division algebra. Assume as
induction hypothesis Aj is a division algebra for some j ∈ {0, . . . , k− 1}. By the
proof of Theorem 8.7, τ
qj
j is the inner automorphism z 7→ cjzc−1j on Aj and τj
has inner order qj. Then Aj+1 ∼= Aj[tj; τj]/Aj[tj; τj](tqjj − cj) is a division algebra
if and only if t
qj
j − cj ∈ Aj[tj; τj] is irreducible, if and only if
bτj(b) · · · τqj−1j (b) 6= cj,
for all b ∈ Aj by [32, Theorem 1.3.16]. Thus Ai is a division algebra for all
i ∈ {0, . . . , k} by induction.
The following result follows immediately from Theorem 8.10:
Corollary 8.13. Let A be a G-crossed product algebra of degree n over F with maximal
subfield M such that M/Fis a Galois field extension of degree n with non-trivial G =
Gal(M/F). Then G is solvable if there exists a chain of subalgebras
M = A0 ⊂ A1 ⊂ . . . ⊂ Ak = A
of A which all have maximal subfield M, and are generalised cyclic algebras
Ai+1 ∼= Ai[ti; τi]/Ai[ti; τi](tqii − ci),
over their centers for all i ∈ {0, . . . , k− 1}, where qi a prime, τi an F-automorphism of
Ai of inner order qi which restricts to an automorphism σi+1 ∈ G, and ci ∈ Fix(τi)×.
Remark. Let M/F be a finite Galois field extension with non-trivial solvable Galois
group G and A be a solvable crossed product algebra over F with maximal subfield
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M. Careful reading of [1, p. 182-187] shows that Albert constructs the same chain of
algebras
Ai+1 = Ai[ti; τi]/Ai[ti; τi](t
qi
i − ci)
inside a solvable crossed product A as we do in Theorem 8.11. However they are not
explicitly identified as quotient algebras of skew polynomial rings. We also obtain the
converse of Albert’s statement in Corollary 8.13. Furthermore, neither Theorems 8.7,
8.10, nor Corollaries 8.8 and 8.9 require M/F to be a Galois field extension, unlike
Albert’s result which requires M/F to be Galois.
8.4 some applications to G -admissible groups
The following definition is due to Schacher [59]:
Definition. A finite group G is called admissible over a field F, if there exists a
G-crossed product division algebra over F.
Suppose G is a finite solvable group, then we have a chain of normal sub-
groups {1} = G0 ≤ . . . ≤ Gk = G, such that Gj / Gj+1 and Gj+1/Gj is cyclic of
prime order qj for all j ∈ {0, . . . , k− 1}. If G is admissible over F, then Theorem
8.7 implies that the subgroups Gi of G in the chain, are admissible over suitable
intermediate fields of M/F:
Theorem 8.14. Suppose G is a finite solvable group which is admissible over a field
F. Then each Gi is admissible over the intermediate field Zi = Fix(Gi) of M/F.
Furthermore [Zi : F] = ∏k−1j=i qj for all i ∈ {1, . . . , k}. In particular Gk−1 is admissible
over Zk−1 = Fix(Gk−1) which has prime degree qk−1 over F.
Proof. As G is F-admissible there exists a G-crossed product division algebra
D over F. By Theorem 8.11, there also exists a chain of Gi-crossed product
division algebras Ai over Zi with maximal subfield M, and M/Zi is a Galois
field extension with Gi = Gal(M/Zi). This means Gi is Zi-admissible.
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Example 8.15. Let G = S4, then G is Q-admissible [59, Theorem 7.1], so there
exists a finite-dimensional associative central division algebra D over Q, with maximal
subfield M such that M/Q is a finite Galois field extension and Gal(M/Q) = G.
Furthermore, G is a finite solvable group, indeed we have the subnormal series
{id}C 〈(12)(34)〉CKCA4 C S4,
where K is the Klein four-group and A4 is the alternating group. We have
S4/A4 ∼= Z/2Z, A4/K ∼= Z/3Z,
K/〈(12)(34)〉 ∼= Z/2Z and 〈(12)(34)〉/{id} ∼= Z/2Z.
By Theorem 8.11, there exists a corresponding chain of division algebras
M = A0 ⊂ A1 ⊂ A2 ⊂ A3 ⊂ A4 = D
over Q, such that
Ai+1 ∼= Ai[ti; τi]/Ai[ti; τi](tqii − ci),
for all i ∈ {0, 1, 2, 3}, where τi is an automorphism of Ai, whose restriction to M is
σi+1 ∈ G, ci ∈ Fix(τi)× and τi has inner order 2, 2, 3, 2 for i = 0, 1, 2, 3 respectively.
Moreover q0 = q1 = q3 = 2 and q2 = 3, and Ai has degree ∏i−1l=0 ql over its center Zi
for all i ∈ {1, 2, 3, 4} by Corollary 8.8. In addition, by Theorem 8.14 we conclude:
(i) A4 is admissible over Z3, where Z3 ⊂ M is a quadratic field extension of Q.
(ii) K is admissible over Z2 ⊂ M, where Z2 is a simple field extension of Z3 of degree
q2 = 3. Therefore Z2 is a simple field extension of Q of degree q2q3 = 6 as any
finite field extension of Q is simple.
(iii) 〈(12)(34)〉 is admissible over Z1 ⊂ M, where Z1 is a simple field extension of Z2
of degree q1 = 2. Therefore Z1 is a simple extension of Q of degree q1q2q3 = 12.
Schacher proved that for every finite group G, there exists an algebraic num-
ber field F such that G is admissible over F [59, Theorem 9.1]. Combining this
with Theorem 8.11 we obtain:
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Corollary 8.16. Let G be a finite solvable group. Then there exists an algebraic number
field F and a G-crossed product division algebra D over F. Furthermore, there exists a
chain of crossed product division algebras
M = A0 ⊂ A1 ⊂ . . . ⊂ Ak = D
over F, such that
Ai+1 ∼= Ai[ti; τi]/Ai[ti; τi](tqii − ci),
for all i ∈ {0, . . . , k− 1}, and satisfying
(i) qi is the prime order of the factor group Gi+1/Gi in the subnormal series (8.4)
which exists because G is solvable,
(ii) τi is an automorphism of Ai of inner order qi which restricts to σi ∈ G on M,
(iii) ci ∈ Fix(τi) is invertible.
Proof. Such a field F and division algebra D exist by [59, Theorem 9.1]. The
assertion then follows by Theorem 8.11.
In [63, Theorem 1], Sonn proved that a finite solvable group is admissible
over Q if and only if all its Sylow subgroups are metacyclic, i.e. if every Sylow
subgroup H of G has a cyclic normal subgroup N, such that H/N is also cyclic.
Combining this with Theorem 8.11 yields:
Corollary 8.17. Let G be a finite solvable group such that all its Sylow subgroups are
metacyclic. Then there exists a G-crossed product division algebra D over Q, and a
chain of crossed product division algebras
M = A0 ⊂ A1 ⊂ . . . ⊂ Ak = D
over Q, such that
Ai+1 ∼= Ai[ti; τi]/Ai[ti; τi](tqii − ci),
for all i ∈ {0, . . . , k− 1}, such that
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(i) qi is the prime order of the factor group Gi+1/Gi in the subnormal series (8.4)
which exists because G is solvable,
(ii) τi is an automorphism of Ai of inner order qi which restricts to σi ∈ G on M,
(iii) ci ∈ Fix(τi) is invertible.
Proof. Such a division algebra D exists by [63, Theorem 1]. The assertion then
follows by Theorem 8.11.
8.5 how to construct crossed product division algebras con-
taining a given abelian galois field extension as a maximal
subfield
Let M/F be a Galois field extension of degree n with abelian Galois group
G = Gal(M/F). We now show how to canonically construct crossed product
division algebras of degree n over F containing M as a subfield. This gener-
alises a result by Albert in which n = 4 and G ∼= Z2×Z2 [1, p. 186], cf. also [32,
Theorem 2.9.55]: For n = 4 every central division algebra containing a quartic
abelian extension M with Galois group Z2 ×Z2 can be obtained this way [1,
p. 186], that means as a generalised cyclic algebra (D, τ, c) with D a quaternion
algebra over its center.
Another way to construct such a crossed product algebra is via generic alge-
bras, using a process going back to Amitsur and Saltman [4], described also in
[32, §4.6].
As G is a finite abelian group, we have a chain of subgroups
{1} = G0 ≤ . . . ≤ Gk = G,
such that Gj / Gj+1 and Gj+1/Gj is cyclic of prime order qj > 1 for all j ∈
{0, . . . , k− 1}. We use this chain to construct the algebras we want:
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G1 = 〈σ1〉 is cyclic of prime order q0 > 1 for some σ1 ∈ G. Let τ0 = σ1.
Choose any c0 ∈ F× that satisfies zτ0(z) · · · τq0−10 (z) 6= c0 for all z ∈ M and de-
fine f (t0) = t
q0
0 − c0 ∈ M[t0; τ0]. Since τ0 has order q0, we have τq00 (z)c0 = zc0 =
c0z for all z ∈ M, and so f (t0) is right invariant by Theorem 2.1. Therefore we
see that
A1 = M[t0; τ0]/M[t0; τ0](t
q0
0 − c0)
is an associative algebra which is cyclic of degree q0 over Fix(τ0). Moreover,
f (t0) is irreducible by [32, Theorem 2.6.20(i)] and therefore A1 is a division
algebra.
Now G2/G1 is cyclic of prime order q1, say G2/G1 = {σi2G1 | i ∈ Z} for
some σ2 ∈ G2 where σq12 ∈ G1. As σq12 ∈ G1 we have σq12 = σµ1 for some
µ ∈ {0, . . . , q0 − 1}. Define c1 = l1tµ0 for some l1 ∈ F× and define the map
τ1 : A1 → A1,
q0−1
∑
i=0
miti0 7→
q0−1
∑
i=0
σ2(mi)ti0,
which is an automorphism of A1 by a straightforward calculation.
Denote the multiplication in A1 by ◦. Then
τ1(c1) = σ2(l1)t
µ
0 = l1t
µ
0 = c1.
We have
τ
q1
1
( q0−1
∑
i=0
miti0
)
◦ c1 =
q0−1
∑
i=0
σ
q1
2 (mi)t
i
0 ◦ l1tµ0 =
q0−1
∑
i=0
l1σ
µ
1 (mi)t
i
0 ◦ tµ0
and
c1 ◦
q0−1
∑
i=0
miti0 = l1t
µ
0 ◦
q0−1
∑
i=0
miti0 =
q0−1
∑
i=0
l1σ
µ
1 (mi)t
µ
0 ◦ ti0
for all mi ∈ M. Hence τq11 (z) ◦ c1 = c1 ◦ z for all z ∈ A1 and τ1(c1) = c1, thus
f (t1) = t
q1
1 − c1 ∈ A1[t1; τ1] is right invariant by Proposition 7.3 and
A2 = A1[t1; τ1]/A1[t1; τ1](t
q1
1 − c1)
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is a finite-dimensional associative algebra over
Comm(A2) ∩ A1 = Fix(τ1) ∩Cent(A1) = Fix(τ1) ∩ Fix(τ0) ⊃ F
by Proposition 7.4(iii).
Again, G3/G2 is cyclic of prime order q2, say G3/G2 = {σi3G2 | i ∈ Z} for
some σ3 ∈ G with σq23 ∈ G2. Write σq23 = σλ12 σλ01 for some λ1 ∈ {0, . . . , q1 − 1}
and λ0 ∈ {0, . . . , q0 − 1}. The map
Hσ3 : A1 → A1,
q0−1
∑
i=0
miti0 7→
q0−1
∑
i=0
σ3(mi)ti0,
is an automorphism of A1 by a straightforward calculation. Define
τ2 : A2 → A2,
q1−1
∑
i=0
xiti1 7→
q1−1
∑
i=0
Hσ3(xi)t
i
1 (xi ∈ A1).
Then a straightforward calculation using that Hσ3 commutes with τ1 and Hσ3(c1) =
c1 shows that τ2 is an automorphism of A2. Define c2 = l2t
λ0
0 t
λ1
1 for some
l2 ∈ F×. Denote the multiplication in Ai by ◦Ai and let xi = ∑q0−1j=0 yijtj0 ∈ A1,
yij ∈ M, i ∈ {0, . . . , q1 − 1}. Then
τ2(c2) = τ2(l2t
λ0
0 t
λ1
1 ) = Hσ3(l2t
λ0
0 )t
λ1
1 = l2t
λ0
0 t
λ1
1 = c2.
Furthermore we have
τ
q2
2
( q1−1
∑
i=0
xiti1
)
◦A2 c2 =
q1−1
∑
i=0
Hq2σ3 (xi)t
i
1 ◦A2 l2tλ00 tλ11
=
q1−1
∑
i=0
q0−1
∑
j=0
σ
q2
3 (yij)t
j
0t
i
1 ◦A2 l2tλ00 tλ11
=
q1−1
∑
i=0
q0−1
∑
j=0
σλ12 (σ
λ0
1 (yij))t
j
0t
i
1 ◦A2 l2tλ00 tλ11
=
q1−1
∑
i=0
( q0−1
∑
j=0
σλ12 (σ
λ0
1 (yij))t
j
0 ◦A1 τi1(l2tλ00 )
)
ti1 ◦A2 tλ11
=
q1−1
∑
i=0
( q0−1
∑
j=0
l2σ
λ1
2 (σ
λ0
1 (yij))t
j
0 ◦A1 tλ00
)
ti1 ◦A2 tλ11 ,
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and
c2 ◦A2
q1−1
∑
i=0
xiti1 = l2t
λ0
0 t
λ1
1 ◦A2
q1−1
∑
i=0
xiti1 =
q1−1
∑
i=0
(
l2t
λ0
0 ◦A1 τλ11 (xi)
)
tλ11 ◦A2 ti1
=
q1−1
∑
i=0
q0−1
∑
j=0
(
l2t
λ0
0 ◦A1 σλ12 (yij)tj0
)
tλ11 ◦A2 ti1
=
q1−1
∑
i=0
( q0−1
∑
j=0
l2σ
λ0
1 (σ
λ1
2 (yij))t
λ0
0 ◦A1 tj0
)
tλ11 ◦A2 ti1.
Hence τq22 (z) ◦A2 c2 = c2 ◦A2 z for all z ∈ A2 and τ2(c2) = c2, therefore f (t2) =
tq22 − c2 ∈ A2[t2; τ2] is right invariant by Proposition 7.3 and thus
A3 = A2[t2; τ2]/A2[t2; τ2](t
q2
2 − c2)
is a finite-dimensional associative algebra over
Comm(A3) ∩ A2 = Fix(τ2) ∩Cent(A2) = Fix(τ0) ∩ Fix(τ1) ∩ Fix(τ2) ⊃ F
by Proposition 7.4(iii). Continuing in this manner we obtain a chain M = A0 ⊂
. . . ⊂ Ak of finite-dimensional associative algebras
Ai+1 = Ai[ti; τi]/Ai[ti; τi](t
qi
i − ci)
over
Fix(τi) ∩Cent(Ai) = Fix(τ0) ∩ Fix(τ1) ∩ · · · ∩ Fix(τi) ⊃ F,
for all i ∈ {0, . . . , k − 1}, where τ0 = σ1 and τi restricts to σi+1 on M for all
i ∈ {0, . . . , k− 1}. Moreover,
[Ai : M] = [Ai : Ai−1] · · · [A1 : M] =
i−1
∏
l=0
ql
hence
[Ak : F] =
( k−1
∏
l=0
ql
)
n = n2,
and Ak contains M as a subfield.
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Let us furthermore assume that each ci above, i ∈ {0, . . . , k − 1}, is succes-
sively chosen such that
zτi(z) · · · τqi−1i (z) 6= ci (8.16)
for all z ∈ Ai, then using that τi has inner order qi and f (ti) = tqii − ci ∈ Ai[ti; τi]
is an irreducible twisted polynomial, we conclude Ai+1 is a division algebra by
[32, Theorem 1.3.16].
Lemma 8.18. For all i ∈ {0, . . . , k− 1}, τi : Ai → Ai has inner order qi.
Proof. The automorphism τ0 = σ1 : M→ M has inner order q0.
Fix i ∈ {1, . . . , k − 1}. Ai is finite-dimensional over F, so it is also finite-
dimensional over its center Cent(Ai) ⊃ F. Recall that τqii (z)ci = ciz for all z ∈
Ai, in particular τ
qi
i |Cent(Ai) = id. As qi is prime this means either τi|Cent(Ai) = id
or τi|Cent(Ai) has order qi > 1.
Assume that τi|Cent(Ai) = id, then τi is an inner automorphism of Ai by the
Theorem of Skolem-Noether, say τi(z) = uzu−1 for some invertible u ∈ Ai,
for all z ∈ Ai. In particular τi(m) = σi+1(m) = umu−1 for all m ∈ M. Write
u = ∑
qi−1−1
j=0 ujt
j
i−1 for some uj ∈ Ai−1, thus
σi+1(m)u = σi+1(m)
qi−1−1
∑
j=0
ujt
j
i−1 =
qi−1−1
∑
j=0
ujt
j
i−1m
=
qi−1−1
∑
j=0
ujτ
j
i−1(m)t
j
i−1 =
qi−1−1
∑
j=0
ujσ
j
i (m)t
j
i−1.
for all m ∈ M. Choose ηi with uηi 6= 0 then
σi+1(m)uηi = uηiσ
ηi
i (m), (8.17)
for all m ∈ M.
If i = 1 we are done. If i ≥ 2 then we can also write uηi = ∑qi−2−1l=0 wltli−2 for
some wl ∈ Ai−2, therefore (8.17) yields
σi+1(m)
qi−2−1
∑
l=0
wltli−2 =
qi−2−1
∑
l=0
wltli−2σ
ηi
i (m) =
qi−2−1
∑
l=0
wlτli−2(σ
ηi
i (m))t
l
i−2
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=
qi−2−1
∑
l=0
wlσli−1(σ
ηi
i (m))t
l
i−2,
for all m ∈ M. Choose ηi−1 with wηi−1 6= 0, then
σi+1(m)wηi−1 = wηi−1σ
ηi−1
i−1 (σ
ηi
i (m)),
for all m ∈ M.
Continuing in this manner we see that there exists s ∈ M× such that
σi+1(m)s = sσ
η1
1 (σ
η2
2 (· · · (σηii (m) · · · ),
for all m ∈ M, hence
σi+1(m) = σ
η1
1 (σ
η2
2 (· · · (σηii (m) · · · ),
for all m ∈ M where ηj ∈ {0, . . . , qj−1 − 1} for all j ∈ {1, . . . , i}. But σi+1 /∈ Gi
and thus
σi+1 6= ση11 ◦ ση22 ◦ · · · ◦ σηii ,
a contradiction.
It follows that τi|Cent(Ai) has order qi > 1. By the Skolem-Noether Theorem
the kernel of the restriction map Aut(Ai) → Aut(Cent(Ai)) is the group of
inner automorphisms of Ai, and so τi has inner order qi.
Proposition 8.19. Cent(Ak) = F.
Proof. F ⊂ Cent(Ak) by construction. Let now
z = z0 + z1tk−1 + . . . + zqk−1−1t
qk−1−1
k−1 ∈ Cent(Ak)
where zi ∈ Ak−1. Then z commutes with all l ∈ Ak−1, hence lzi = ziτik−1(l)
for all i ∈ {0, . . . , qk−1 − 1}. This implies z0 ∈ Cent(Ak−1) and zi = 0 for all
i ∈ {1, . . . , qk−1− 1}, otherwise zi is invertible and τik−1 is inner, a contradiction
by Lemma 8.18. Thus z = z0 ∈ Cent(Ak−1). A similar argument shows z ∈
Cent(Ak−1) and continuing in this manner we conclude z ∈ M = Cent(A0).
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Suppose, for a contradiction, that z /∈ F. Then ρ(z) 6= z for some ρ ∈ G. Since
the σi+1 were chosen so that they generate the cyclic factor groups Gi+1/Gi, we
can write ρ = σi01 ◦ σi12 ◦ · · · ◦ σik−1k for some is ∈ {0, . . . , qs − 1}. We have
ti00 t
i1
1 · · · tik−1k−1z = σi01 (σi12 (· · · (σ
ik−1
k (z) · · · )ti00 ti11 · · · t
ik−1
k−1
= ρ(z)ti00 t
i1
1 · · · tik−1k−1 6= zti00 ti11 · · · t
ik−1
k−1,
contradicting that z ∈ Cent(Ak). Therefore Cent(Ak) ⊂ F.
This yields a recipe for constructing a G-crossed product division algebra
A = Ak over F with maximal subfield M provided it is possible to find suitable
ci’s satisfying (8.16).
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