We study the problem of estimating the distribution of effect sizes (the mean of the test statistic under the alternate hypothesis) in a multiple testing setting. Knowing this distribution allows us to calculate the power (type II error) of any experimental design. We show that it is possible to estimate this distribution using an inexpensive pilot experiment, which takes significantly fewer samples than would be required by an experiment that identified the discoveries. Our estimator can be used to guarantee the number of discoveries that will be made using a given experimental design in a future experiment. We prove that this simple and computationally efficient estimator enjoys a number of favorable theoretical properties, and demonstrate its effectiveness on data from a gene knockout experiment on influenza inhibition in Drosophila.
Introduction
Designing scientific experiments is something of a chicken and egg problem. In order to design an experiment with a specified power (type II error), we need to know the effect size (the mean of the test statistic under the alternate hypothesis). The effect size determines the required accuracy of each measurement, which increases with the number of experimental replicates (samples). Unfortunately, this effect size is typically unknown, and estimating the effect size for a single hypothesis test is as sample intensive as performing the original experiment. In the case of single hypothesis testing, this presents a fundamental barrier to efficient experimental design. By contrast, in the setting of multiple hypothesis testing, we show that it is possible to estimate the distribution of effect sizes present in the data using an inexpensive pilot experiment, which takes significantly fewer samples than would be required for the full experiment.
For example, suppose a scientist would like to test 10,000 genes using an experimental measurement that is distributed N (µ i , 1 t ) when the effect size is µ i and t replicates are performed. Without knowledge of the likely effect sizes, it is unclear how to choose an experimental design. An experiment with too many replicates per hypothesis is wasteful; one with too few will lack the statistical power to identify alternate hypotheses. In this paper, we seek to facilitate experimental design in the multiple testing setting by answering the question "How many hypotheses have an effect size of at least γ?" using significantly fewer samples than would be needed to identify all discoveries with that effect size. These estimates suggest a trade-off between the cost of an experiment (as measured by the number of experimental replicates required to achieve a certain power) and the number and effect sizes of the discoveries that will be made. Figure 1 illustrates the application of our estimator to an inexpensive pilot study, allowing a scientist to evaluate possible experimental designs. The application to experimental design motivates an important property of our estimator: it must Figure 1 : When applied to the results of a pilot experiment, our estimator can estimate the cost and number of discoveries guaranteed by different experimental designs. In this example, the original experiment design (Option 1) is expensive, with no guarantee on the number of discoveries that will be made. Our method suggests two alternatives to the original experimental design (B); the same guarantee on discoveries could be made at lower cost (C), or additional discoveries could be made at higher cost (A).
produce a conservative estimate of the number of hypotheses above a given effect size. If the scientist designs a costly experiment based on the results of this estimator, it is important to ensure that this experiment will generate at a minimum the estimated number of discoveries.
As a baseline, one approach to this estimation problem is to use a plug-in estimator, which estimates the entire distribution of effect sizes and then "plugs in" this estimate as if it were the true distribution. The plug-in estimator could start with the maximum likelihood estimate (MLE) of the distribution of effect sizes given the observed test statistics. The estimate for the fraction of hypotheses above some effect size γ would simply be the fraction of this distribution that exceeded γ. Unfortunately, such a plug-in estimator based on the MLE may vastly overestimate this fraction, as two distributions can have similar likelihoods but very different amounts of mass above some threshold.
In this work, we design an estimator for the fraction of hypotheses with effect sizes above a given threshold, for all thresholds simultaneously. Our estimator operates in the spirit of the Kolmogorov-Smirnov test, first creating an ∞ ball around the empirical CDF to define plausible distributions, and then finding the element of the ball with the smallest amount of probability mass above γ. With high probability, this amount of mass does not exceed the true fraction of hypotheses with mean at least γ. We prove that this simple and computationally efficient estimator enjoys a number of favorable theoretical properties, including finite-sample upper and lower bounds on the value of the estimate.
where f µ is a known distribution parameterized by the effect size µ. For example, if the test statistics are Z-scores, we would have f µ = N (µ, 1). While our estimator is well defined for any parametric f (e.g., any single-parameter exponential family), we focus on Gaussian test statistics for exposition. In the setting of Figure 1 , ν * represents the distribution of effect sizes and X i are the observations.
Our goal is to estimate the probability that the effect size of an observation is greater than γ, ζ ν * (γ) := P ν * (µ > γ),
(1) simultaneously for all γ ∈ R.
The problem of counting the non-null hypotheses is most interesting when γ is small. For example, consider the case when the test statistics X i are Z-scores. Under the hypothesis that all effect sizes are zero, the expected maximum Z-score is E[max i X i ] ≈ √ log n. Therefore, if we want to avoid any false discoveries, we cannot reject any hypotheses with test statistic less than Θ( √ log n). If the effect sizes are at least this large, then we will be able to identify the alternate hypotheses through a standard Bonferroni correction [Dun61] . In this regime, counting is no more difficult than identification. However, if the effect sizes are much smaller than this threshold (say, if all µ i 1), identification could be impossible. Our estimator, by contrast, detects the existence of discoveries even in this low signal-to-noise regime.
Contributions
Our contributions are as follows:
• Given a parameterization f µ , we propose an estimator that provides a conservative estimate of the fraction of effect sizes above a given threshold, simultaneously for all thresholds (Section 2).
• We provide finite-sample bounds on the error of our estimator (Theorem 2.1).
• In the low signal-to-noise regime and the setting of Gaussian mixtures, we compare our estimator's sample complexity to known lower bounds for hypothesis testing (detecting the presence of the alternate hypothesis), and we give a novel lower bound for the sample complexity of estimation (estimating the fraction of means from the alternate hypothesis). We show that our method matches finite-sample and asymptotic rates for these problems, even though it is designed for more general distributions than the ones in these lower bounds (Section 2).
• We describe how to use this estimator to design pilot studies for scientific experimentation (Section 3). When testing n hypotheses in the low signal-to-noise regime, our technique detects treatments with positive effect sizes using a factor of n fewer replicates than it would take to identify them. Additionally, the results of the pilot experiment can be used to upper bound the cost of identifying the discoveries at each effect size.
Related Work
The problem of estimating the number of null hypotheses has been studied extensively in the statistics literature. Our goal in this work is to provide a conservative estimate of the number of hypotheses with effect size above some threshold (Eqn (1)). There are several lines of work related to this goal.
Simple Null Hypotheses A different but related problem is to estimate the number of non-null hypotheses, regardless of their effect sizes, i.e., P ν * (µ = 0). In this setting -also known as the simple null hypothesis -it is possible to compute p-values that are uniformly distributed under the null. For example, when observations are drawn X i ∼ N (µ i , 1), the p-value is p i = 1 − Φ(X i ), where Φ is the standard normal CDF. The graphical estimator of Schweder & Spjøtvoll [SS82] was the first technique to estimate the number of nulls, using the principle that p-values are distributed uniformly under the null hypothesis and skewed toward zero under the alternate. Their technique estimates the density of the p-value distribution at 1. This same idea was improved in the context of estimating the number of nulls for adaptive control of the false discovery rate (FDR) [BH00, Sto02] . These later works provide finite-sample guarantees on overestimating the number of nulls in order to make non-asymptotic guarantees on FDR control. However, none of these results provide lower bounds on the estimated number of non-nulls. Motivated by adaptive FDR control, techniques for counting the number of non-null hypotheses have been extended to incorporate prior knowledge about the dependence structure of the hypotheses or the likelihood that each test will result in a discovery. See Li LB19] or assume a gap between 0 and the smallest alternate effect size [LV19] . These works estimate the quantity P ν * (µ > 0). This problem is a special case of ours, because subuniformity holds only for the threshold of γ = 0.
Composite Null Hypotheses
We seek to estimate the number of hypotheses with an effect size above some threshold. Here, p-values are neither subuniform nor necessarily well defined, so much of the previous work is not applicable. The Fourier transform technique [Jin08] can be extended to address composite null hypotheses [Che19] . However, this extension only provides asymptotic results, which are insufficient since we seek a conservative estimator.
Adapting the Generalized Likelihood Ratio Test Jiang & Zhang [JZ16] develop asymptotic power statements for the generalized likelihood ratio test for Gaussian observations. We discuss in Section 5 how this work could be used to create an estimator for our problem, and highlight the limitations that make this approach impractical.
Plug-in Estimation
As discussed in Section 1, another approach to this problem is plugin estimation, where an estimate ν of the distribution ν * is used to form an estimator ζ n (γ) = P ν (µ > γ). When f µ is Gaussian, the task is to learn a mixture of Gaussians. In this setting, much effort has been devoted to recovering the mixture parameters [Pea94, BS10, KMV10, HP15] or learning a mixture that is close to the original distribution in some metric, such as total variation (TV) distance [MV10, DK14] . Outside of the Gaussian setting, recent works have provided guarantees for learning mixtures of binomial distributions in terms of the Wasserstein-1 distance [LRSS15, TKV17, VKVK19]. These types of theoretical guarantees do not lend themselves easily to guarantees on our problem, since two distributions can be close in TV or Wasserstein distance but have very different amounts of mass above some threshold γ. We note that some past works have been motivated by questions such as, "What fraction of the population has at least a 50% chance of contracting the flu next year?" These questions are better aligned with the guarantees provided by our estimator, and not the Wasserstein or TV distance guarantees provided by previous works.
Empirical Bayes Methods Our estimator takes advantage of multiple hypothesis testing by using the empirical distribution of the X i to learn something about the latent distribution ν * . The same idea can be seen in empirical Bayes methods, where the empirical distribution of X i is used as the prior over X. Several papers have taken an empirical Bayes approach to multiple testing, but none address our exact problem. Efron [E + 07] uses an empirical Bayes method to estimate the distribution of X under the alternate hypothesis, which is distinct from our goal of estimating ν * (note we cannot simply deconvolve Efron's estimate to get ν * , as it is not guaranteed to have any parametric form). Stephens [Ste17] uses empirical Bayes methods and a strong unimodality assumption on ν * to produce estimates and confidence intervals for each µ i . While these confidence intervals could theoretically be used to estimate (1), the fact that Stephens' method produces a confidence interval for individual µ i suggests that they will be too loose to compete with our method. Furthermore, this method only works for Gaussian and t-distributed observations.
Estimating Effect Sizes
Recall our goal, to estimate ζ ν * (γ) from Eqn (1). Let F n (t) = 1 n n i=1 1{X i ≤ t} be the empirical CDF of the test statistics X i and
be the true CDF of test statistics under latent distribution ν. For any γ ∈ R, our estimator is given by
where the estimator is conservative with probability at least 1 − α, and τ α,n = log(2/α) 2n .
The intuition for this estimator is as follows. To conservatively estimate the amount of mass ζ above threshold γ, we look for the distribution with the smallest amount of mass above γ that could have plausibly generated the observations X i . Our measurement of plausibility is based on high probability bounds on the deviation between the empirical CDF and its expectation. If F n was in fact drawn from F ν , then with high probability the ∞ distance between F n and F ν will not exceed τ α,n . By restricting our search space to the ∞ ball around F n (seen in the constrained optimization from Eqn (2)), we do not overestimate the true amount of mass above γ, with high probability. Moreover, using different values of γ traces a curve for ζ ν * (γ) (see the middle panel of Figure 1 ). We note that this estimator can be implemented as an efficient convex program. We simply discretize x over some range, and the estimator becomes a convex program in the vector x. It can then be solved using off-the-shelf software (see Appendix D for details).
Main Results
Our estimator underestimates the true mass ζ ν * (γ) for all γ simultaneously with high probability. Furthermore, we provide a finite sample bound on how much we underestimate ζ ν * (γ) at every γ.
Theorem 2.1. For i = 1, . . . , n, let µ i ∼ ν * and X i ∼ f µ i where each draw is iid. Let our simultaneous estimator be given by (2). Then, the probability of overestimating the fraction of hypotheses with effect size above any threshold γ is bounded by α:
Furthermore, with probability at least 1 − δ, for all γ ∈ R and ε ∈ (0, ζ ν * (γ)] we have
This guarantee, that our estimator is conservative, is critical in the use of pilot studies to guide experimental design. The key quantity in this sample complexity result is the minimum ∞ distance between the true CDF F ν * and the set of CDFs corresponding to mixing distributions with less than ζ mass above γ. We call this set of mixing distributions S,
Specifically, consider S(ζ ν * (γ) − ε, γ), which appears in Eqn (3). If ε = 0, then we have ν * ∈ S(ζ ν * , γ), so the minimum ∞ distance to F ν * , min ν∈S(ζν * (γ),γ) ||F ν − F ν * || ∞ , would be zero, implying that no finite sample can guarantee ε = 0. This reflects the fact that ζ n (γ) is an underestimate at every γ; therefore, in order for ε to be zero, we must have estimated ζ ν * (γ) exactly. As ε increases, S(ζ ν * (γ) − ε, γ) shrinks, and the distance to F ν * increases, decreasing the required number of samples n.
To interpret the sample complexity in Theorem 2.1, we consider a simple model where test statistics are drawn from a mixture of two Gaussians. In this setting, which we denote X i ∼ P (ζ * , γ * ), we have
where δ x is the Dirac delta function at x. There are two natural questions we might ask: How many samples are necessary to determine the existence of the mixture component at γ * > 0, and how many samples are required to estimate the weight of this component? We call these the testing and estimation problems respectively. In the following sections, we address our algorithm's sample complexity for the testing and estimation problems, and compare to lower bounds. For ease of exposition, let α = δ, although the results hold for the more general case.
The Testing Problem
In the testing problem, we observe X i according to (5), and we want to determine whether ζ * > 0 (i.e., testing H 0 : P ν * (µ > 0) = 0 vs H 1 : P ν * (µ > 0) > 0). Our test declares H 1 if ζ n (0) > 0, and H 0 if ζ n (0) = 0. Clearly this test erroneously declares H 1 with probability at most δ (it has type I error at most δ), since ζ n (0) ≤ ζ * with probability at least 1 − δ. The next corollary bounds the sample complexity that guarantees a probability of detection of at least δ (i.e., that bounds the type II error by δ).
Corollary 2.1.1. Let {X i } n i=1 be drawn according to (5). Consider the simultaneous estimator ζ n defined by (2). Then, with probability at least 1 − δ, we have ζ n (0) ≤ ζ * and ζ n (0) > 0 whenever
where Φ σ is the CDF of the distribution N (0, σ 2 ). Furthermore, if γ * < σ, then the above can be simplified to
Comparison to finite sample lower bounds
The finite-sample lower bound arises from the "most biased coin problem" [CK14, JHR16] . In this problem, the algorithm draws N observations X i as per (5), where N is potentially a random variable, according to either H 0 :
When γ * and ζ * are known and γ * ≤ σ, Theorem 2 of Jamieson et al. [JHR16] states that any (potentially randomized) procedure that decides between these hypotheses with probability of error at most δ requires at least
samples. To facilitate comparison with the sample complexity of our estimator, we show in Lemma B.3 that the small-γ * sample complexity from Corollary 2.1.1 matches the stated lower bound up to constants both when δ is fixed and as δ → 0.
Comparison to asymptotic lower bounds
Next, we compare our estimator to known results for the hypothesis test deciding between H 0 : X i ∼ N (0, 1) and H 1 :
where the alternate hypothesis is parameterized by ζ n = n −β , γ n = 2r log n (6) and σ 2 = 1. The higher criticism work of Donoho & Jin [DJ04] defines various regimes of β.
In the so-called dense regime, when β ∈ (0, 1 2 ), the alternate is detectable (i.e., there is a test with asymptotically vanishing type 1 and type 2 errors) for all r > 0. Our test has the same power in this regime, as stated in the following lemma.
Proposition 2.2. Consider the hypothesis test defined by H 0 : X i ∼ N (0, 1) and H 1 : X i ∼ P (ζ n , γ n ), parameterized by (6) with σ = 1. If 0 < β < 1 2 , then our test has asymptotically full power in the detectable region, i.e.,
for any r > 0.
We emphasize that our test matches lower bounds in this highly restricted setting of known one-or two-spike Gaussians, even though our estimator is more general and does not assume the given hypothesis parameterization.
We also note that the dense regime (many small effects) is of interest for our setting; we are interested in detecting arbitrarily small effect sizes, which is possible in the dense regime but not in the sparse regime. For detection in the sparse regime, that is, when β > 1/2, the effect size must be large, on the order of Θ( √ log n) [DJ04] . Section 5 describes a potential modification to this test using an empirical Bernstein bound, which may enable it to detect in the sparse regime. Figure 2 : Our estimator applied to pilot studies. (a) After observing X i ∼ N (µ i , 1) for i = 1, . . . , n with n = 10 4 , only 0.3% of null hypotheses are rejected via a Bonferroni corrected test (indicated by the FWER critical value). However, the Z-scores appear skewed positive, suggesting additional discoveries exist. (b) Our estimator ζ KS indicates that there are many discoveries to be made; for example, at least 9% of treatments have effect size at least 1, and at least 4% have effect size at least 2. Note that our estimator also counts more discoveries at each threshold than are identified by Bonferroni correction ( ζ F W ER ), without exceeding the true value ζ * . (c) The experimenter designs an experiment to identify the effects greater than 2, and allocates γ −2 log(n) log(1/ ζ(γ)) = 8 replicates per hypothesis. Now, 14% of the null hypotheses can be rejected.
The Estimation Problem
In the estimation problem, we observe X i according to (5), and we estimate ζ * using our estimator ζ(0). Since ζ(0) ≤ ζ * with high probability, it remains to understand the magnitude of this underapproximation − the dependence of ε from Theorem 2.1 on the number of samples n. The following corollary describes the number of samples needed to guarantee an error bound ε ≤ 1 2 ζ * with high probability. Corollary 2.2.1. Let X i ∼ N (µ i , 1) and µ i ∼ ν * , with ν * = (1 − ζ * )δ 0 + ζ * δ γ * . Let ζ * > 0 and γ * ∈ (0, σ]. Then, with probability at least 1 − δ, our estimate ζ n from (2) satisfies ζ n (0) ∈ ( 1 2 ζ * , ζ * ] as long as
We present a novel lower bound for the estimation problem which matches our result up to constants, the proof of which can be found in Appendix C.2.
2 ) and γ ∈ (0, σ) according to our canonical two-spike model (5). Fix a parameterization (ζ * , γ * ). For any ε ∈ (0, 2 3 ζ * ), define the set A ε of nearby parameterizations as
Suppose ζ n (X) is an estimator of ζ satisfying P | ζ n (X) − ζ| ≥ ε < 1 4 for any (ζ, γ) ∈ A ε . Then the estimator requires at least n σ 4 ε 2 γ 4 * samples on the instance (ζ * , γ * ).
Instantiating Lemma 2.3 with ε = 1 2 ζ * , we see that the sample complexity in Corollary 2.2.1 matches the lower bound.
Finally, we remark that estimating the fraction of observations with mean γ * to constant multiplicative error requires a factor of σ 2 γ 2 * more samples than testing whether any observations have mean γ * .
Applications to Pilot Experiments
In this section, we consider the task of analyzing a pilot experiment to count the number of discoveries when the effect sizes are small, say µ < 1 for the case of Gaussian N (µ, 1) observations. Figure 2 illustrates this process. First, the scientist allocates a small number of replicates to a large number of hypotheses in order to obtain many noisy estimates of effect sizes (Fig. 2(a) ). The scientist then uses our estimator to obtain a guarantee on the number of discoveries to be made at each effect size ( Fig. 2(b) ). Finally, the scientist calculates the cost of identifying the discoveries that have been detected using a choice of fixed and sequential experimental designs. When the full experiment is run, it results in at least as many discoveries as our estimator has guaranteed (Fig. 2(c) ).
The following proposition describes our estimator's performance on pilot data in the low signal-to-noise regime. In particular, if the pilot study design allocates its replicates equally across all n hypotheses, our estimator detects the alternate hypotheses using a factor of n fewer total replicates than it would take to identify these discoveries.
Proposition 3.1. Consider a pilot experiment for n hypotheses, where an initial budget of B = mt will be used to uniformly allocate t replicates to each of m ≤ n randomly chosen hypotheses. Suppose the true distribution of effect sizes is ν * = (1 − ζ * )δ 0 + ζ * δ γ * and f µ = N (µ, 1 t ), as when computing Z-scores from t replicates. Assume that γ * < 12 √ t . Then,
i.e., we detect the presence of positive effects with high probability, as long as
Remark 3.1. Consider the setting where the budget is constrained, say B n, and let ζ * be constant (so that the proportion of discoveries does not vanish with n). Proposition 3.1 suggests maximizing m: either taking m = n if B ≥ n or taking t = 1 if B < n. With this budget allocation, our estimator detects the existence of alternate effects with just B ≈ log( 1 δ )γ −2 * total replicates. Note that distinguishing observations from N (0, 1) and N (γ * , 1) with probability 1−δ requires log( 1 δ )γ −2 * samples, so identifying all of the discoveries requires at least n log( 1 δ )γ −2 * replicates total. We conclude that, in this instance, any identification procedure requires n times more total replicates than our estimator requires for detection.
Since our estimator provides information about the number of hypotheses exceeding each effect size γ, it can also be used to estimate the cost of identifying discoveries with different experimental designs. The experimenter can choose between either a fixed experimental design (in which case, the number of replicates in the design determines both the cost and the discoveries that will be made), or a sequential design as in Jamieson & Jain [JJ18] . A sequential design can be more difficult to implement, but could result in significant savings if the effect sizes are very diverse (for example, if some effects are large and others are small). Our estimator can quantify the advantage of using a sequential experimental design.
Experiments
Details of our implementation can be found in Appendix D. 0), where ν * = (1 − ζ * )δ 0 + ζ * δ γ * , for various γ * . As n increases, for a constant ζ * = 0.1, our estimator ζ n (0) converges to ζ * without overestimating. As expected, the estimates are lower (have more error) when the alternate effect size γ * is small.
Experimental Results on Simulated Data
We evaluate our estimator on both real and simulated data. We begin with the mixture of two Gaussians ν * = (1 − ζ * )δ 0 + ζ * δ γ * . Figure 3 shows the rate of convergence of our estimator for different values of the effect size under the alternate, γ * . Note that the estimate never exceeds the true value ζ * , and that it improves as n increases. The variance of our estimator, shown with bootstrapped 90% confidence intervals, can be large for small n but decreases as n increases.
For a fixed value of n, we are interested in the probability that our estimator detects at least half of the discoveries, P ν * ζ n (0) ≥ 1 2 ζ * , which is a function of the fraction of discoveries ζ * and their effect size γ * . Our estimator exhibits a sharp transition between detecting fewer than half of the hypotheses and detecting more than half, as shown in Figure 4 .
We also demonstrate that our method works on distributions other than Gaussians by applying it to synthetic Poisson and binomial data ( Figure 5 ). Details of the experiments can be found in Appendix D; we note that our test detected the presence of the alternate hypotheses even when no alternates were identifiable via Bonferroni-corrected multiple testing.
Experimental Results on Real Data
We evaluated our estimator on Z-scores from an experiment to identify which genes contribute to influenza replication in Drosophila, described by Hao et al. [HSW + 08]. The data, available in our supplementary material, consisted of Z-scores from two replicates for each of 13,071 genes. Figure 6 (a) shows the empirical distribution of the 13,071 averaged Z-scores, which are the observations X i . The theoretically motivated distribution X i ∼ N (µ, 1 2 ) is a poor fit to this data, perhaps due to undocumented pre-processing steps not annotated in the dataset, so we began by estimating the variance of these observations. We found that σ 2 = 1 4 provided a good fit to the data; we used this value for the rest of our computations. Testing for significant effect sizes using Bonferroni correction at the 0.05 level (critical value shown in Figure 6 Figure 6 : Two Z-scores were averaged for each of 13,071 Drosophila genes. Even though (a) indicates that very few discoveries could be made, (b) shows that the MLE suggests, and our estimator confirms, many discoveries exist. We note that the MLE provides no guarantee of a conservative estimate, and may drastically overestimate the true fraction at any point. performed in this experiment, we might suspect that there are more discoveries with smaller effect sizes. Figure 6 (b) shows the results of the plug-in MLE estimator ζ M LE , our estimator ( ζ KS ), and identification with Bonferroni correction ( ζ F W ER ). The fitted MLE suggests that there are around 2600 discoveries to be made (20% of genes), with most effect sizes around 1. As discussed previously, the MLE can overestimate the true number of discoveries and their effect sizes. Our conservative estimator guarantees that there are at least 1400 genes (11% of all genes) with positive effects, including at least 190 genes (1.5%) with effect size of at least 0.5. Our estimator generally detected more discoveries than ζ F W ER , excluding the influence of the 23 genes (0.2%) with X i > 3. These observations fall into the sparse regime (Section 2.2.2), where our estimator has less power. These results could facilitate the design of an experiment to identify genes with effect sizes exceeding some threshold, or upper bound the cost of a sequential experiment to identify the top 200 genes.
Discussion and Future Work
We have presented an algorithm that estimates the fraction of a mixing distribution that lies above some threshold, subject to the constraint that the estimate does not exceed the true fraction with high probability. Our algorithm can be generalized to the following template:
1. Choose some distance metric on CDFs.
2. Find the set A of "plausible" F ν given observation F n , which are the CDFs such that d(F ν , F n ) < τ α,n .
3. Choose τ α,n such that P(d( F n , F ν * ) > τ α,n ) ≤ α.
Returning the minimum amount of mass above the threshold, over the set of plausible distributions A, guarantees with high probability that we do not overestimate the true mass. Our algorithm instantiates this template with the ∞ norm as the distance metric.
Another natural choice of metric is the likelihood of F n given F ν . In order to use this in our template, we need finite sample bounds on the likelihood of F n given F ν * . Asymptotic versions of these results are worked out by Jiang & Zhang [JZ16] for the case of Gaussian X i , and it would be easy to extend these to finite sample bounds. Extensions of Jiang & Zhang's results should show that the resulting estimator is optimal throughout the sparse and dense regimes. Unfortunately, their value of τ α,n depends on unknown constants, and therefore it would require extensive simulations with thousands of repetitions for each (ζ, γ) pair to obtain a reliable estimate of the critical values for pilot study analysis. In addition, using the likelihood-based approach for a new distribution f µ requires an entirely new proof of the high-probability bound on the likelihood ratio.
We believe it would be possible to modify our estimator in order to improve its performance in the sparse regime, where effect sizes are rare but large. Our estimator uses the DKW inequality [Mas90] to measure the plausibility of a latent distribution ν, but the DKW inequality is not tight where the empirical CDF has low variance. Such points occur in the sparse regime, for example at F ν * ( 1 2 γ * ). Applying a bound that uses variance information, such as an empirical Bernstein DKW as in Lemma 9 of [JJ18] , could address this lack of power.
Any algorithm for this problem necessarily makes some assumptions about the data generating process, otherwise all observations could come from the alternate, with X ∼ P 1 having density F n . As discussed in Section 1.3, previous works have used various assumptions, such as unimodality of ν * or "purity" of p-values around zero. Our key assumption is the parametric form of X i , under both the null and the alternate. In practice, in order to decrease our reliance on this assumption, we could learn some parameter of the test statistic distribution from the observations themselves. This was our approach with the Drosophila data, when we fit the variance σ 2 of the Z-score. This approach is also taken by Efron [E + 07]. Even more ambitiously, we could learn the conditional distribution f (X|µ) by fitting it jointly with the means µ, and then use this conditional distribution to generate F ν from a candidate distribution ν. 
A Proof of Theorem 2.1
In this section, we provide the proof of Theorem 2.1.
Proof. We begin with the first part of the theorem, which bounds the probability of overestimating ζ * . Let A be the event that F n stays within its Dvoretzky-Kiefer-Wolfowitz (DKW) confidence interval, i.e.,
By the DKW inequality [Mas90], we have P (A c ) ≤ α. If we assume that event A holds, then ζ n (γ) = max ζ ≥ 0 : min
where (a) holds because S(ζ, γ) ⊆ S(ζ , γ) for all ζ ≤ ζ , and (b) is true because, by event A, ζ * (γ) is a member of the set. We note that on event A, this argument holds for all γ. We conclude that, with probability at least 1 − α, we have ζ n (γ) ≤ ζ * (γ) for all γ.
To prove the power statement, let B be as follows
Suppose that B holds. Then, ζ n (γ) = max ζ ≥ 0 : min
where (a) is the triangle inequality and (b) applies event B. We can rewrite the assumption on n in the theorem statement as min ν∈S(ζ * −ε,γ)
n which gives us ζ n (γ) ≥ ζ * − ε, simultaneously for all γ, whenever B holds. Since B holds with probability at least 1 − δ, this completes the proof.
B Proofs of testing results for mixtures of two Gaussians

B.1 Useful Lemmas
In this section of the appendix, we will provide proofs of the results for hypothesis testingi.e., determining whether there is any mass above 0 -in the two-spike Gaussian setting. This is the simplest setting we consider.
In order to extend our lower bound in Theorem 2.1 to the case of two Gaussian spikes, we need to compute the quantity min ν∈S(0,0) ||F ν − F ν * || ∞ for this setting. 
where Φ σ is the CDF of the normal distribution N (0, σ 2 ). Furthermore, if γ * < σ, then min ν∈S(0,0)
Proof. First, we lower bound this minimax problem by a minimization at a specific point,
where the inequality follows by the constraint ν ∈ S(0, 0), so ν can have no mass above 0. We use this bound, as well as the exact value of F ν * 1 2 γ * , to lower bound the minimum, min ν∈S(0,0)
which proves the first claim. For the second claim, when γ * < σ, we use the second order Taylor series approximation to the Gaussian density. We have
for X ∼ N (0, σ 2 ). Taking a quadratic approximation to the normal density yields
. This is minimized for c = 0, which gives us
We can now lower bound (7) as follows,
Since γ * < σ, this is always positive. We can also use that fact to bound this by
which completes the proof.
Next, we state and prove another lemma that will be useful later. This result bounds the probability that our estimator ζ(0) returns 0. This is related to the probability of detecting the existence of alternate hypotheses. || F n − F ν || ∞ > τ α,n = 0 (9) = P min
≤ P min
Next, we apply the DKW inequality, along with Lemma B.1 P ζ(0) = 0 ≤ 2 exp −2n min
This concludes the proof.
B.2 Proof of Corollary 2.1.1
Proof. Corollary 2.1.1 This corollary follows immediately from Theorem 2.1 with α = δ, ε = ζ ν * (0) = ζ * and min ν∈S(0,0) ||F ν − F ν * || ∞ bounded as in Lemma B.1.
B.3 Comparison to finite-sample lower bounds
In this section, we prove the statements in Section 2.2.1.
To show that the sample complexity for our hypothesis test matches the lower bound of [JHR16] up to constants, it is helpful to write our sample complexity as a maximum of two quantities.
Lemma B.3. Let δ ≤ 1, ζ * ≤ 1, and σ 2 > γ 2 * . Then
Proof. We will prove this by showing that the first term of the max is always smaller than the second. We have
which concludes the proof.
We see that our test matches the lower bound given in [JHR16] up to constants, as long as δ is bounded away from 1 (so that the first term in the lower bound cannot be arbitrarily small).
B.4 Comparison to Asymptotic Lower Bounds
Next, we prove Proposition 2.2.
Proof. Proposition 2.2 Let our test be as specified in the proposition. We can bound the sum of the type 1 error (Theorem 2.1) and type 2 error (Lemma B.2) where in the last line we have taken α = 1/n. Note that Φ( √ 2r log n) − Φ(− √ 2r log n) increases to 1 as n → ∞, provided that r = 0. We know that β < 1 2 . Therefore, for any r > 0, there is some n large enough that
so we can remove the max in the limit of large n, to get
Now, we take the limit. Since
we have that
B.5 Proof of Proposition 3.1
Proof. Proposition 3.1 Recall that m denotes the number of genes we will test. By Corollary 2.1.1 with α = δ, we have that
We consider two cases. First, if γ * < σ, then Corollary 2.1.1 states that the sample size must be at least m ≥ 16σ 2 log( 2 δ ) ε 2 γ 2 * to guarantee ζ(0) > 0 with high probability. We can use the relationship σ 2 = 1 t to get the first requirement of the lemma.
The second requirement comes from the case of large γ * . When γ * ≥ σ, we can use a table of values of Φ to find
We see that in this case, as long as
(from Corollary 2.1.1), then we have ζ(0) > 0 with high probability. If both of these requirements hold, then we have ζ n (0) > 0 with high probability, regardless of the value of γ * .
Finally, we prove the statements in Remark 3.1: that identifying these alternate hypotheses requires at least nB total replicates (while our estimator only takes B total replicates to count them) as long as the budget satisfies B = O(n), and the fraction of alternates is constant.
Proof. Remark 3.1 Identifying the alternates takes at least order nγ −2 * log(1/δ), even without correcting for multiple testing, because we require at least order γ −2 * log(1/δ) samples to estimate the mean of a Gaussian within additive error γ * , with probability 1 − δ.
Our test, by contrast, takes the larger of
If ζ * is constant, and if t is constant (which occurs when B = O(n) and we allocate replicates equally across all n hypotheses), then our estimator can count half of the alternates using
, which is n times fewer than the number of samples required to identify the discoveries.
C Proofs of Corollary 2.2.1 and Lemma 2.3 (Estimation results for mixtures of two Gaussians)
In this section, we provide proofs of the upper and lower bounds for estimating the amount of mass above the threshold 0 when the data is drawn from a mixture of two Gaussians.
C.1 Estimation upper bound (Corollary 2.2.1)
Corollary 2.2.1 is a consequence of Lemma C.1, which bounds the minimum ∞ distance between F ν * and any CDF with less than 1 2 ζ * mass above zero, and Theorem 2.1, which relates this quantity to the sample complexity of estimating the true amount of mass with accuracy ε = 1 2 ζ * . We begin by stating this key lemma, and then we establish a series of technical lemmas necessary for the proof.
The key proof idea is that the quantity bounded in Lemma C.1 is the solution to a convex optimization problem, and we can identify the optimal point:
In this section, we follow the conventions of Boyd & Vandenberghe [BV04] (p 127) to describe the optimal value and optimal point of an optimization problem. In particular, the optimal value of a minimization problem is the minimum value of the objective function over the constraint set, while an optimal point is a point ν OP T in the constraint set that achieves the optimal value. We depart from the notation of Boyd & Vandenberghe in one significant respect: we denote the optimal point by ν OP T , and not ν * (as we will be using the subscript * to denote the reference distribution in our optimization problem). The first task is to establish the optimality of this solution. We proceed using the standard machinery of convex optimization, as described by Boyd & Vandenberghe [BV04] : our problem satisfies strong duality, so we exhibit a dual feasible solution with corresponding primal point given by (28). Once we have established optimality of this guess, we use several Taylor series approximations to bound the optimal value by a polynomial in γ * and ζ * . After establishing this series of technical lemmas, we will prove Lemma C.1.
Lemma C.1. Let X i ∼ N (µ i , 1) and µ i ∼ ν * , with ν * = (1 − ζ * )δ 0 + ζ * δ γ * . Let ζ * > 0 and γ * ∈ (0, 1]. Then
In order to show that our solution (28) to the optimization problem (29) is optimal, we need to demonstrate certain properties of the subgradient of the objective function. In order to analyze the subgradient of an ∞ norm, it is first necessary to characterize the value(s) of t for which the supremum in this sup-norm is attained. Our first technical lemma computes these maximizing values of t when ν is our conjectured optimal value, ν OP T . Then
with sign(f (t + )) = 1 and sign(f (t − )) = −1.
Proof. We begin by arguing that we only need to consider the points at whichf (t) = 0. To find the argsup, we examine the critical points of f (t). Note that the critical points of f (t) include all critical points off (t), as well as points at which f (t) = 0. Since we are interested in finding the supremum of f (t), and since f (t) > 0 for some t (because the argument to the integral is not identically zero), we can discard any critical point at f (t) = 0. We conclude that it suffices to examine the critical points off (t).
We begin by noting that lim t→∞f (t) = lim t→−∞f (t) = 0, so the supremum is not found at extreme values of t. This means we only need to inspect the values of t where the derivative f (t) = 0. We compute this derivative,
2π e −(t−γ * ) 2 /2 by the fundamental theorem of calculus. Next, we set the derivative to zero. Due to the specific coefficients in the definition of f (t), the derivative is quadratic in t and can be solved exactly,
Solving with the quadratic equation gives
We have found the two extreme values off (t), which we denote t − = 3 2 γ * + 1 γ * log 1 + 1 − e −γ 2 * t + = 3 2 γ * + 1 γ * log 1 − 1 − e −γ 2 * It remains to show that they are both suprema; that is, that they attain the same value. We will show thatf (t − ) = −f (t + ). To do this, first define g(x) := 1 2 e −x 2 /2 + 1 2 e −(x−2γ * ) 2 /2 − e −(x−γ * ) 2 /2 so thatf
The result will follow from three facts: (1) That g is symmetric about x = γ * , (2) That f (γ * ) = 0, and (3) That 1 2 (t − + t + ) = γ * . We will prove each of these facts, and then use them to show thatf (t − ) = −f (t + ).
The function g is symmetric. To show that g is symmetric about x = γ * , we will show that g(γ * + x) = g(γ * − x) for all x. The functionf is zero at γ * . We computef (γ * ). Our first step is a u-substitution
Recall that Φ(0) = 1 2 , and that Φ(−t) = 1 − Φ(t) for any t. This gives us
The average of roots t − and t + is γ * . We will show this fact via direct computation,
Conclusion: the two critical points t − and t + are both suprema. We will now show thatf (t − ) = −f (t + ). We begin by relating both quantities tof (γ * ). Recall that t − > γ * > t + . We havef
Since t − − γ * = γ * − t + and g is symmetric about γ * , we conclude that
The last thing we need to show is thatf (t + ) is positive (and, consequently, thatf (t − ) is negative). This is a direct consequence of the facts thatf (t) only has two critical points, that lim t→∞f (t) = lim t→−∞f (t) = 0 (so we know the function crosses zero at most once, at γ * ), and thatf
by the concavity of Φ for x > 0. Since 0 < γ * , this tells us thatf is positive for all t < γ * , including t + . This completes our proof.
In order to show the optimality of our conjectured ν OP T , we will write down the KKT conditions for the optimization problem (29) and find points that satisfy them. The following lemmas establish certain properties of the dual points. The statements of Lemmas C.3 and C.4 are motivated by computations in Lemma C.5. Readers may wish to skip these two lemmas on their first reading, and review them after understanding how they are used in the argument of Lemma C.5.
Then,
We note that this implies c ∈ (0, 1).
Proof. We will prove this result by first breaking the function h into its numerator and denominator,
We begin by noting that, for both f and g,
which follows from the fact that the normal CDF Φ is strictly increasing.
We will show that h(x) > k when x > 2γ * , and that h(x) < k when x < 2γ * . This is equivalent to showing that
(to show the equivalence, recall that g(x) < 0 for x < 2γ * ). In order to show Eqn (30), it suffices to show two things: That a(2γ * ) = 0 (31) and that
Condition (31) is satisfied because f (2γ * ) = g(2γ * ) = 0. To show that constraint (32) is satisfied, we will take the derivative of a(x),
Our goal is to prove (32), which only requires information about the sign of a (x). Since the leading factor in (34) is positive, we can ignore it, and it suffices to show that
Rearranging the terms of the expression, we see that this is equivalent to showing that
We have b(2γ * ) = 0, so it suffices to show that its derivative is nonnegative. We take the derivative with respect to x,
Since t − > t + for γ > 0, we see that b (x) > 0. We conclude that b(x) satisfies (35), which implies (30). This shows the desired result, with c such that
Solving for c yields c = k 1+k , as claimed. Finally, we see that c 1−c > 0, so c ∈ (0, 1), which completes the proof.
Lemma C.4. Let γ * > 0 and definẽ
where Φ is the standard normal CDF. Theñ
for c defined by
Proof. This proof proceeds similarly to the proof of Lemma C.3. We begin by rewriting the functionh,h
We begin by noting thatg 
Now, we realize that the previous equation is the same as Equation (33), the derivative of a(x) in Lemma C.3. We showed in that proof that a (x) ≥ 0 for all x < 2γ * , so we conclude that a (x) ≥ 0 for all x < 0. The proof is complete.
The next lemma is the crux of the proof of Lemma C.1. In this lemma, we find the optimal point for the optimization problem (29).
Lemma C.5. Let ζ * ∈ (0, 1], γ * ∈ (0, 1], and
where ν is a probability distribution over R. Then the optimal point for the optimization problem (29) is given by
Proof. We will prove this statement for the case where ν is a vector in the simplex d ; the continuous case can be recovered by taking the limit as d → ∞.
Let ν ∈ d be a distribution over a discrete set of points x i , with x ∈ R d , and 0, γ * , 2γ * ∈ x. We will prove the conclusion of the lemma using the tools of convex optimization: We will write down the Lagrange dual of problem (29), and present a solution that optimizes the dual.
We begin by writing this problem in standard form,
Since we will be relying on strong duality, we note that our problem satisfies Slater's condition. For example, one interior feasible point for this problem distributes 1 4 ζ * mass equally across entries where x i > 0, and the remaining 1 − 1 4 ζ * mass on the remaining entries. Since ζ * > 0, this is an interior point of the feasible region.
To apply strong duality, we begin by writing the Lagrangian:
Next, we differentiate with respect to ν,
We begin by noting that the gradient ∇ ν f (ν) is not always defined, but that the subgradient is. 1 In this case, the KKT conditions say that an optimal point ν OP T must satisfy the following conditions:
To show that ν OP T is indeed an optimal primal point, we will present a feasible set of dual variables that, along with ν OP T , satisfy conditions (37)-(44). By strong duality, this corresponds to an optimal primal point. We use the following ν OP T and dual variables.
where we define constants depending only on γ * ,
It remains to show that these variables satisfy the KKT conditions. We address each category of KKT condition below. 
(note the equivalence holds because the denominator of the right hand side is positive). By Lemma C.3, with x = 0, this condition is satisfied. For condition (41), the constraint is clearly satisfied when x i = 0, so it remains to consider the two cases x i < 0 and x i > 0. When x i < 0, the constraint λ 0,OP T [i] ≥ 0 is equivalent to
By Lemma C.4, this constraint is satisfied for our chosen value of c. When x i > 0, the constraint is clearly satisfied for x i = 2γ * (since λ 0,OP T = 0 in that case). Otherwise, the constraint is equivalent to
which implies the following system of inequalities for the value of c Zero is in the subgradient of the Lagrangian The KKT conditions require that zero must be in the subgradient of the Lagrangian, evaluated at the optimal set of variables. Recall that the gradient of the Lagrangian is given by
We therefore start by computing the subgradient of the objective function f . Recall that, if f (ν) = sup t f t (ν) for functions f t 
C.2 Estimation lower bound (Lemma 2.3)
In this section, we prove our finite sample estimation lower bound, Lemma 2.3. We begin by stating and proving the main technical lemma we need for this lower bound, a KL divergence calculation for two ε-separated hypotheses. Then, we will prove the lower bound itself, using elements of the standard reduction from estimation to hypothesis testing.
Lemma C.6. Let distributions P 0 and P 1 be mixtures of standard Gaussians defined as P 0 : (1 − ζ * )N (0, 1) + ζ * N (γ * , 1) P 1 : (1 − ζ)N (0, 1) + ζN (γ, 1)
where the parameters for P 0 satisfy γ * ∈ (0, 1), ζ * ∈ (0, 1 2 ), and the parameters for P 1 are given by ζ = ζ * − ε γ = γ * ζ * ζ so that the free parameters are γ * , ζ * and ε. Let ε < 2 3 ζ * . Then the KL divergence between P 0 and P 1 is bounded above by KL(P 1 , P 0 ) ε 2 γ 4 * Proof. We begin by bounding the KL divergence by the χ 2 divergence, KL(P 1 , P 0 ) ≤ χ 2 (P 1 , P 0 ) = dP 1 − dP 0 dP 0 2 dP 0
We proceed to bound both the numerator and the denominator of the fraction. If φ(t) = 1 √ 2π e −t 2 /2 is the standard normal PDF, then the denominator is bounded by
where we have used the fact that ζ * ∈ (0, 1 2 ). The numerator is bounded by dP 1 − dP 0 = (ζ − ζ * )φ(t) + ζ * φ(t − γ * ) − ζφ(t − γ) = φ(t) (ζ − ζ * ) + ζ * e tγ * − 1 2 γ 2 * − ζe tγ− 1 2 γ 2 .
The factor of φ(t) is now common to both the numerator and the denominator, so they cancel. The KL divergence is now bounded by KL(P 1 , P 0 ) ≤ 4 (ζ − ζ * ) + ζ * e tγ * − 1 2 γ 2 * − ζe tγ− 1 2 γ 2 2 dP 0 =: 4Ψ(t) 2 dP 0
The next step is to bound both of these expectations. To do this, we first expand Ψ(X) 2 . We have Algorithm 1 Binary search to return ζ n Input: Confidence level α, n samples {X i } n i=1 , and threshold γ Result: ζ n , a lower bound estimate on the number of discoveries above threshold γ Initialize i min = 0, i max = n, τ α,n = log(2/α) 2n while i max − i min > 1 do i avg = i min +imax 2 ζ = i avg /n Compute test statistic T (X; ζ, γ) = min ν∈S(ζ,γ) || F n − F ν || ∞ if T (X; ζ, γ) > τ α,n then // Reject the null hypothesis; conclude there is at least ζ mass above γ i min = i avg else i max = i avg end if end while ζ n = i min /n return ζ n This bound holds for any choice of (ζ 0 , γ 0 ) in the ranges described above. But note that, for every (ζ 0 , γ 0 ) in this range, the bound is of the same order, specifically inf ζn sup (ζ,γ)∈Aε P ζ n (X) − ζ ≥ ε εe −nε 2 γ 4 * .
We conclude that any estimator claiming, with constant probability, to estimate ζ with accuracy better than ε over A ε , and in particular on the instance (ζ * , γ * ), must take at least n 1 ε 2 γ 4 * samples.
D Experimental Details and Algorithm Implementation D.1 Implementation
We implemented our estimator in Python. Instead of directly optimizing Eqn (2), which we found lacked robustness, we determined the value of ζ n (γ) via binary search on the unit interval. The algorithm is shown below. At each stage of binary search, the algorithm performs a hypothesis test to decide whether there is ζ mass above γ. The hypothesis test is identical to the constraint in Eqn (2) and the set S(ζ, γ) ⊆ S(ζ , γ) for ζ ≤ ζ , so this method yields the same results as direct optimization. The optimization was solved using CVXPY [DB16, AVDB18] , with the ECOS solver and default parameters.
D.2 Code availability and computing infrastructure
Code implementing our estimator in Python, including a Jupyter notebook to reproduce Figure  2 , is available online at https://github.com/jenniferbrennan/CountingDiscoveries/. We also provide the data from Hao et. al [HSW + 08] as a tab-delimited file, to facilitate experiments on their data. Please see the associated README file for an explanation of the data, and an example of loading the data into Python. Experiments were run on an Ubuntu server with 56 cores and 64 GB of RAM.
D.3 Experimental details for Poisson and Binomial experiments
In the Poisson experiment, we took µ = 1 as the null hypothesis and drew n = 100, 000 examples with mean parameters λ i ∼ 0.8δ 1 + 0.2(β(a = 2, b = 5) * 5 + 2) (i.e., the alternates means were from a scaled and shifted Beta distribution). In the binomial experiment, we took n = 100, 000 examples with means drawn from 0.9δ 0.5 + 0.1(β(a = 2, b = 5) * 0.5 + 0.5) and generated test statistics with t = 20 trials per binomial random variable. Given that P(X i = 20) = 9 · 10 −7 , while the Bonferroni-adjusted critical value for a test at the 0.05 level is 5 · 10 −7 , none of the alternate hypotheses in the binomial could be rejected under a FWER guarantee.
