Abstract. In this paper we present a computer assisted proof of the correctness of a partial derivative automata construction from a regular expression within the Coq proof assistant. This proof is part of a formalization of Kleene algebra and regular languages in Coq towards their usage in program certification.
Introduction
The use of proof assistants has gained increasing importance in mathematics and computer science. Their value in the assurance of theorem and algorithm correctness is obvious, since all the steps and intricacies involved in the proof process are formally and mechanically checked.
The use of the Coq proof assistant [BC04] for program verification is specially attractive because correctness proofs can be compiled as proof certificates, and the constructive components of the specification and proof development can be extracted into functional programs.
In this paper we describe a formalization of regular languages in Coq. Our main result is the proof of the correctness of a partial derivative automata construction from a regular expression. This result is a step towards the implementation of a proved terminating, and correct, decision procedure for regular expression equivalence based on the notion of (partial) derivatives. From such implementation it is possible to extract a correct-by-construction functional program, and it is also possible to develop proof tactics that automate the construction of proofs.
Kleene algebra can be used to capture several properties of programs. In this setting, testing Kleene algebra terms equivalence can correspond to proving partial correctness of programs. Defining and proving the correctness of a decision procedure within a proof assistant that features proof objects 4 allows to obtain certificates that facilitate the automations of formal software verification.
The paper is organised as follows. In Section 2 we review some definitions about regular languages and finite automata. The partial derivative automaton and Mirkin's construction are reviewed in Section 3. Section 4 presents a small introduction to the Coq proof assistant. In Section 5 we describe the formalization of regular languages in Coq and present the main result. In Section 6 we comment on related work. Finally, in Section 7 we draw some conclusions and point some future work.
Regular languages can be associated to sets of languages equations. Given an automaton A = (Q, Σ, δ, q 0 , F ) with |Q| = n + 1 we can consider Q = [0, n] and q 0 = 0. Let L i be the language recognized by the automaton ([0, n], Σ, δ, i, F ), for i ∈ [0, n] and L(A) = L 0 . Then, the following language equations are satisfied:
Conversely any set of languages {L 0 , . . . , L n } that satisfies the set of equations (1) defines an NFA with initial state L 0 . In particular if L i are represented by regular expressions α ≡ α 0 , . . . , α n the following set of equations holds:
Given α ∈ RE, to find a set of re's that satisfies (2) is tantamount to find an NFA equivalent to α.
Partial Derivative Automata
There are several constructions to obtain NFA from re's. Based on the notion of derivative, Brzozowski [Brz64] established a construction of a DFA from a re. The partial derivative automaton (A pd ), introduced by V. Antimirov [Ant96] , is a non-deterministic version of the Brzozowski automaton.
For a re α ∈ RE and a symbol a ∈ Σ, the set ∂ a (α) of partial derivatives of α w.r.t. a is defined inductively as follows:
where the operator ⊙ is defined as follows. Let S ⊆ RE and β ∈ RE. Then S ⊙ β = {αβ | α ∈ S} if β = ∅, and S ⊙ ∅ = ∅ otherwise. Analogously, one defines
The definition of partial derivative can be extended to sets of regular expressions, words, and languages. Given α ∈ RE and a ∈ Σ,
Lemma 1 can be extended to words w ∈ Σ ⋆ . The set of partial derivatives of α is defined by P D(α) = ∂ Σ ⋆ α. An important fact is that |P D(α)| ≤ |α| Σ + 1. Given a regular expression α, the partial derivative automaton A pd (α) is thus defined as
where δ pd (q, a) = ∂ a (q), for all q ∈ P D(α) and a ∈ Σ.
Champarnaud and Ziadi [CZ01] proved that partial derivatives and Mirkin's prebases [Mir66] lead to identical constructions of non-deterministic automata. We now review Mirkin's construction. Given α ≡ α 0 ∈ RE, the set π(α) = {α 1 , . . . , α n }, where α 1 , . . . , α n are non-empty re's, is called a support of α if it satisfies the set of equations (2), where α ij , for i ∈ [0, n] and j ∈ [1, k], is a summation of elements of π(α). If π(α) is a support of α, then the set π(α) ∪ {α} is called a prebase of α. B. Mirkin provided an algorithm for the computation of a support of a re for which Champarnaud and Ziadi gave an elegant inductive definition 5 .
Proposition 2 (Mirkin/Champarnaud&Ziadi). Let α ∈ RE. Then, the set π(α), inductively defined by
is a support of α.
In his original paper Mirkin showed that |π(α)| ≤ |α| Σ . Furthermore, Champarnaud and Ziadi established that P D(α) = π(α) ∪ {α}. This fact can be proved noticing that A pd (α) verifies equations (1) which lead exactly to a language based version of equalities (2) when considering α ij = ∂ aj α i , for i ∈ [0, n] and j ∈ [1, k]. To prove Proposition 1 is then equivalent to prove Proposition 2. The main result presented in this paper is the formalization of Proposition 2 in Coq.
The Coq Proof Assistant
The Coq proof assistant is an implementation of the Calculus of Inductive Constructions (CIC) [PM93] , a typed λ-calculus that features polymorphism, dependent types and very expressive (co-)inductive types. Coq provides users with the means to define data-structures and functions, as in standard functional languages, and also allows to define specifications and to build proofs in the same language, if we consider the underlying λ-calculus as an higher-order logic under the Curry-Horward isomorphism programs-as-proofs principle (CHi) [SU98, How80] .
In CHi, any typing relation t : A can either be seen as a value t of type A, or as t being a proof of the proposition A. Any type in Coq is in the set of sorts S = {Prop} ∪ {Type(i) | i ∈ N}. The Type(0) sort represents computational types, while the Prop type represents logical propositions.
An inductive type is introduced by a collection of constructors, each with its own arity. A value of an inductive type is a composition of such constructors. As an example, natural numbers are encoded as follows: Coq automatically generates induction and recursion principles for each new inductive type. More complex type families can be defined by combining inductive constructions and dependent types in Coq. We now introduce the subset types since they are used further ahead in this paper.
A subset type (or Σ-type) is a dependent type that combines datatypes with predicates over these types, thus determining a subset of the original datatype. In Coq, a subset type is defined as and has the special notation {x:A | P}. The constructor exist takes two arguments: a value x of type A and a term of type P(x) which is a proof that x verifies the logical properties of P. This last argument is usually called a certificate. Coq also provides nested subset types through the type which can be denoted {x:A & P}, with P being either a sig or a sigS type. This type permits one to consider the value of x from which we build values y such that Q(x,y) holds, for a given predicate Q, thus resulting in certified pairs/tuples of values.
In Coq, functions must be provably terminating. Termination is ensured by a guard predicate that checks that recursive calls are always performed on structurally smaller arguments. As an example, consider the function plus that adds two natural numbers. The basic way of the Coq proof construction process is to explicitly build CIC terms. However, proofs can be built more conveniently and interactively in a backward fashion. This step by step process is done by the use of proof tactics.
Another appealing feature of Coq is the possibility to extract the constructive parts of proof development into correct by construction functional programs. Since the underlying logic of Coq is constructive, any value, proof included, can be seen as a (functional) program. The extraction mechanism keeps the computational counterparts and translate them into standard funcional programs. On the other hand, purely logical subterms are discarded since they are computationally non-informative.
Our formalization uses Coq module system, which allows to define both module types, and the usual notion of modules. A module type is a signature of a theory, that specifies its parameters and axioms. In an implementation of a module type, computational interpretations must be provided for parameters, and proofs must be given that assert the validity of the specified axioms. Modules are collections of components that form an implementation of a theory.
In this paper we use the Coq libraries Ensembles and FSets that formalize sets. The Ensembles library formalizes the notion of set as a characteristic predicate. The base type is Ensemble (X:Type) := X → Prop. Set operations are also provided. As an example, consider the singleton and the union: D e f i n i t i o n I n (U : Type ) ( P : E ns e m ble U ) ( x : U) := P x .
I n d u c t i v e S i n g l e t o n (U : Type ) ( x : U) : E ns e m ble U := | I n _ s i n g l e t o n : I n U ( S i n g l e t o n x ) x .
I n d u c t i v e U nio n (U : Type ) ( B C : E ns e m ble U) : E ns e m ble U := | U n i o n _ i n t r o l : ∀ x : U , I n U B x → I n U ( U nio n B C ) x | U n i o n _ i n t r o r : ∀ x : U , I n U C x → I n U ( U nio n B C ) x .
The FSets library provides a rich implementation of finite sets over decidable and/or ordered types.
Formalization in Coq
This section describes the main parts of our formalization in Coq. First we present the formalization of regular languages and re's.
Formal Languages and Regular Expressions
An alphabet sigma (Σ) can be specified as a non-empty list of symbols of a type A. We also require that the type A is ordered, using the type Compare for defining the axiom compare_sy, that ensures that any two elements of type A can be compared. Words are lists whose elements have type A, and that belong to sigma. A word w is a valid word if w ∈ Σ ⋆ which correspond to the IsWord predicate. Languages are sets of words, that is, terms of type Ensemble word. The languages ∅, {ǫ}, {a} for a ∈ Σ, and language union are defined using the corresponding Ensembles definitions. Concatenation and Kleene's star are formalized as the predicates · and ⋆ as presented below. Equivalence of languages is denoted by = L which is the standard set equivalence, and is represented by the predicate Same_set.
