




































































the	 University	 Complutense	 and	 Principal	 Investigator	 of	 CertificaRSE	 Project,	
organized	a	workshop	on	“Self-coaching	tools	for	conducting	responsible	research	and	
innovation	 (RRI)	with	 social	 robots”	within	 the	Eleventh	 International	Conference	on	
Social	Robotics	(ICSR2019).	
	
Currently,	 there	 is	 a	 growing	 awareness	 on	 the	 importance	 of	 RRI.	 The	 European	
institutions	 are	 trying	 to	boost	 its	 implementation	 through	 several	 research	projects	
(e.g.	 INBOTS	 and	 RRING).	 Other	 international	 organizations	 such	 as	 UNESCO	 are	
working	in	this	field	too	at	a	global	scale.	After	years	of	discussion,	the	concept	of	RRI	





useful	 hints	 on	 different	 ways	 to	 advance	 the	 solution,	 mainly	 by	 self-learning,	 or	
learning	by	doing.	Tools	like	coaching,	even	the	sound	application	of	tax	incentives,	or	
the	 adaptation	 of	 business	 structure	 to	 compliance	 are	 venues	 to	 explore.	 Some	
experiences	 showing	 us	 the	 attempts	 for	 global	 reach	 and	 the	 care	 for	 the	 most	
vulnerable	can	inspire	other	future	efforts	always	welcome	in	this	ambit.		
	





conducting	 responsible	 research	 and	 innovation	 (RRI)	 with	 social	 robots”	 by	 Eduard	
Fosch-Villaronga,	 Marie	 Sklodowska-Curie	 Postdoctoral	 Researcher	 at	 Leiden	
University;	“Responsible	Research	and	Innovation	for	Global	Sustainability”	by	Juliana	
Chaves	 Chaparro,	member	of	 the	RRING	project,	 environmental	 scientist	working	as	
consultant	 on	 STI	 policies	 and	 Responsible	 Research	 and	 Innovation	 in	 UNESCO;	
“Towards	 a	 governance	 of	 Artificial	 Intelligence	 and	 Robotics”	 by	 Helena	 Ancos	
Franco,	 INBOTS	 -	Ansari	 Innovación	Social;	 and	 “Tax	 incentives	as	 a	way	 to	promote	
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RRI	 in	 robotics”	 by	 Álvaro	 Falcón	 Pulido,	 INBOTS	 -	 PhD	 Candidate	 at	 Universidad	
Complutense	de	Madrid	on	Tax	and	Robots.	
	
The	Second	 Panel	was	 composed	of	 the	 following	presentations:	 “Towards	 inclusive	
design,	 exploring	 dementia-friendly	 hospital	 design	 in	 Canada”	 by	Mohamad	 Nadim	
Adi,	 member	 of	 the	 RRING	 project,	 Department	 of	 Interior	 Architecture	 and	
Environmental	Design	at	Bilkent	University;	“Self-guidance	techniques	to	conduct	RRI	
based	 on	 auto-coaching:	 The	 art	 of	 asking	 the	 right	 questions	 to	 find	 the	 right	
answers”	and	a	Group	Brainstorming	sesion:	“Roadmap	for	RRI	&	social	robots”,	which	
was	 based	 on	 the	 previous	 technique,	 by	 Laura	 Aymerich-Franch,	 a	 Ramón	 y	 Cajal	
Researcher	at	Pompeu	Fabra	University.	
	









































This	 action	 received	 funding	 from	 the	 Programa	 de	 Ayudas	 Ramón	 y	 Cajal	 (Ref.	
RYC2016-19770),	 Agencia	 Estatal	 de	 Investigación	 (AEI),	 Ministerio	 de	 Ciencia,	
Innovación	 y	 Universidades	 and	 the	 European	 Social	 Fund,	 through	 Dr.	 Aymerich-
Franch.	
	
This	 action	 also	 received	 funding	 from	 the	 European	Union’s	Horizon	 2020	 research	
and	 innovation	programme	under	 the	Marie	 Skłodowska-Curie	Grant	 agreement	No.	
707404,	through	Dr.	Fosch-Villaronga.	
	





“Legal-Financial	 Effects,	 And	 Control	 Of	 The	 Social	 Impact	 For	 Sustainable	
Development:	 The	 Role	 Of	 Labels	 In	 The	 Investment	 And	 In	 The	 Public	 Contracts'	
(DER2015-65374-R	MINECO-FEDER)”	through	Prof.	Grau	Ruiz.	
	
































11:15	 Towards	 inclusive	 design,	 exploring	 dementia-friendly	 hospital	 design	 in	
Canada		
Mohamad	Nadim	Adi	 (Virtual	 Talk),	 RRING,	 Department	 of	 Interior	 Architecture	 and	
Environmental	Design	at	Bilkent	University	
11:35	 Self-guidance	 techniques	 to	 conduct	 RRI	 based	 on	 auto-coaching:	 The	 art	 of	
asking	the	right	questions	to	find	the	right	answers		





















Self-coaching	 tools	 for	 conducting	 responsible	 research	 and	 innovation	 (RRI)	 with	
social	robots	
Innovating	 is	 about	 creating	 and	 transforming	 the	 future	 of	 society.	 However,	 to	
ensure	 a	 desirable	 future	 for	 humanity,	 innovation	 needs	 to	 be	 responsible.	 In	 this	
respect,	there	are	frameworks	such	as	the	Responsible	Research	and	Innovation	(RRI)	
that	guide	all	 the	societal	actors	 involved	 in	research	and	 innovation	 (R&I)	processes	
towards	reflecting	upon	the	consequences	of	their	research	for	society.	
	
In	 this	 sense,	 responsible	 innovation	 is	 “an	 approach	 that	 anticipates	 and	 assesses	




R&I	 processes	 conducted	 from	 the	 lens	 of	 RRI	 are	 guided	 by	 the	 principles	 or	
dimensions	 of	 inclusion,	 anticipation,	 reflection,	 responsiveness,	 and	 transparency.	




Dr.	 Laura	 Aymerich	 Franch,	 Ramón	 y	 Cajal	 Fellow	 at	 Pompeu	 Fabra	 University,	
laura.aymerich@upf.edu.		









At	 the	 European	 level,	 the	 Responsible	 Research	 and	 Innovation	 approach	 tries	 to	
foster	social	engagement,	ethics,	open	access,	science	education,	and	gender	equality	
through	 better	 governance	 of	 Science,	 Technology,	 and	 Innovation	 (STI).	 The	 RRING	
project	tries	to	monitor	RRI	advancements	in	all	regions	adding	to	these	pillars	cultural	
and	 contextual	 aspects	 to	 link	 up	 RRI	 to	 the	 global	world.	 It	 also	 aims	 at	 building	 a	
knowledge	database	 supporting	RRI	 competitive	advantage	 in	 the	4	 targeted	 sectors	
(including	 ICTs)	 and	 efficiency	 towards	 SDG´s	 attainment	 (WP	 6	 lead	 by	 UNESCO).	
However,	the	translation	from	policy	to	practice,	grounding	RRI	approach	in	research	
institutions	is	not	a	simple	task	as	it	requires	transforming	mindsets	of	researchers	and	
innovators.	 The	 GRRIP	 project	 will	 self-assessed	 institutions,	 co-develop	 and	








Ms.	 Juliana	 Chaves-Chaparro,	 Environmental	 scientist	 working	 as	 consultant	 on	 STI	















The	 assumption	 that	 the	 design,	 deploying	machine	 learning	 systems,	 development	
and	use	of	responsible	technology	is	a	shared	responsibility	by	the	States	and	private	
actors	has	 led	 to	 the	 setting	of	Codes	of	Ethics	and	 standards	under	 the	auspices	of	
several	 organizations,	 such	 as	 the	Toronto	Declaration.	However,	 the	more	effective	













Tax	 incentives	are	often	used	 for	extra-fiscal	purposes,	 and	 can	be	used	 to	promote	
responsible	research	and	innovation	in	robotics.	We	have	to	explore	the	possibility	of	
conditioning	 tax	 incentives	 for	 research	 and	 development	 to	 an	 obligation	 to	 carry	
them	out	with	an	approach	that	anticipates	and	assesses	their	potential	implications	in	
line	with	societal	expectations.	These	fiscal	tools	can	be	a	sort	of	transitional	measures	

















is	 more	 than	 a	 container	 protecting	 users	 from	 the	 elements.	 It	 is	 a	 place	 that	
influences	the	state	of	mind	and	productivity	of	those	within	it.	With	the	advancement	
of	 technology,	 it	 is	 now	 possible	 to	 use	 virtual	 reality	 to	 investigate	 the	 impact	 of	
different	designs	on	users’	performance	and	safety;	without	compromising	the	safety	
of	 its	users	or	 incurring	 the	expense	of	 a	building.	 Simulation	 in	 architectural	design	
can	assess	the	effect	of	different	design	aspects	on	users’	responses	and	performance	
by	 exposing	 test	 subjects	 to	 different	 design	 scenarios	 using	 virtual	 reality.	 Virtual	
reality	can	be	used	in	different	building	and	design	types	ranging	from	workspaces	to	
hospitals	by	reviewing	existing	literature	and	performing	live	experiments	to	assess	the	


















First,	we	will	 hear	 the	experience	 from	 the	participants:	How	do	you	 implement	 the	
RRI	goals	in	your	research	project?	
Self-Coaching	techniques	
Following	 the	basic	Coaching	principle	 that	 finding	 the	 right	 answers	 is	 about	 asking	
the	 right	 questions,	 we	 provide	 a	 hands-on	 approach	 half-day	 workshop	 session	 in	
which	participants	will	first	learn	a	series	of	self-coaching	techniques	that	can	be	used	
as	 self-guidance	 tools	 to	 lead	 R&I	 processes	 throughout	 all	 the	 stages,	 from	 the	
conception	 of	 the	 project	 to	 the	 final	 implementation	 or	 publication.	 These	 self-
guidance	 tools	 that	participants	will	 learn	and	practice	during	 the	session	have	been	
designed	by	the	organizers	themselves.	
Shared	Guidelines	
Next,	 participants	 and	 organizers	 will	 together	 produce	 a	 series	 of	 guidelines	 for	
conducting	responsible	research	and	innovation	in	the	area	of	social	robots	based	on	
the	 learnt	 techniques.	 We	 expect	 that	 the	 guidelines	 will	 be	 useful	 not	 only	 to	























































































¡ AI is likely to be the best or worst thing to happen to humanity
Stephen Hawking
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¡ The use of algorithms and big data in automation processes and decision making can have a significant impact 
on people's lives. The high level of feedback of technologies linked to artificial intelligence, makes 
them gradually acquire more technical autonomy and, consequently, increase their capacity for 
action and decision within the parameters established by the algorithms.
¡ The main danger posed by the development of artificial intelligence is to give the illusion that the 
future is controlled by calculation and algorithmic procedures respond to an uninterrupted 
sequence of direct responsibility of the human being.
¡ In this context, the main task of the future regulation in the development of artificial intelligence is that it be 
placed at the service of the human being, promoting inclusive and equitable social progress, and also 
avoiding supremacist positions of some individuals against others and situations of abuse and manipulation
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BUT NOTWITHSTANDING THE NEED TO REGULATE THE FUTURE 
IMPACTS OF ARTIFICIAL INTELLIGENCE
¡ Asymmetries in their knowledge and awareness of their impacts among society, experts, government authorities 
and industry, 
¡ the objective of not diminishing innovation and competitiveness of a sector still in an incipient phase in many 
states, 
¡ the lack of flexibility and agility of the regulatory mechanisms and processes, and the different capacity of 
advocacy of the stakeholders, 
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BUT WHY DO WE NEED REGULATION? WHAT ARE THE ETHICAL 
IMPLICATIONS OF BIG DATA, MACHINE LEARNING AND ARTIFICIAL 
INTELLIGENCE)
¡ First, although the availability of the computing infrastructure with which to train AI models is no longer 
a significant barrier as before, several studies suggest that the application of AI could be uneven, with the 
division between countries and companies which in turn would have consequences on the short-term impact of 
AI on work, creating an even wider gap, not only between high and low income workers, high and 
low technological qualification but also displacing many professions from the labor market 
¡ Another concern is the use of covert artificial intelligence systems that increase the risk of manipulation 
and control of the human being. 
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ENDOGENEITY OF DATA AND CONFLICT OF INTEREST
¡ Thirdly, the endogeneity of data, that is, that economic data exists because someone, with adequate access 
and some type of model in mind, considered them worthy of being captured. 
¡ The endogeneity of the data also involves reflection on conflicts of interest. In other words, in data capture 
processes, data must represent unbiased observations of an independent "real" world. 
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ACCESIBILITY OF DATA FOR SOCIAL PURPOSES
¡ A particularly critical aspect related to the above is the accessibility of the data and its application for 
social purposes, which may constitute an important barrier to the use of AI for the common good. 
¡ Much of the data that is essential or useful for applications for the social good is in private hands or 
in public institutions with little willingness to share data. Obtaining access to this type of data sets 
by social entrepreneurs and NGOs can be difficult due to its commercial and strategic use, 
regulations on data use, privacy, or bureaucratic inertia. 
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IMBALANCE BETWEEN SUPPLY AND DEMAND IN AI PROFESSIONALS
¡ The Mckinsey report, Notes from the Frontier. Applying AI for Social Good, points to another bottleneck: the 
imbalance between supply and demand between AI professionals working for the commercial and social 
sectors. The commercial sector has a greater capacity to attract talent in AI,  this has consequences not only 
in research but also in the resulting AI applications. 
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THE DOMINANCE OF A MODEL CAN CONDITION THE FUTURE OF
DATA
¡ the dominance of a given economic model can condition the future use of the data and condition 
the potential of new 'species' of models (and the data they use) to penetrate the economic 
ecosystem. 
¡ This leads to ask the following question: how (if it can) data science produce models that retain validity 
when used to shape the predominant behavior on which the data is based?
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COUNTER-SERENDIPITY
¡ AI can perpetuate, amplify or ossify the social status quo. And this due to what has been called "counter-
serendipity", the result of the fact that AI systems are trained to replicate decision-making patterns. 
¡ To the extent that an AI replicates past patterns of human decision-making, it also necessarily 
perpetuates existing social prejudices. 
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AI CAN INCREASE LABOR PRODUCTIVITY AND EXACERBATE
INEQUALITIES
¡ From a sociological and wealth distribution point of view, the AI ​​Now Labor Primer report describes how 
automation based on machine learning and robotics have the potential both to increase labor productivity and to 
exacerbate existing inequalities in distribution of the same. 
¡ In an economic context characterized by low productivity and high levels of inequality, a priority will be to find 
ways for the use of AI to promote equality and shared prosperity.




¡ On the other hand, the AI ​​will also have other repercussions in the management of the work and to 
the extent that the data that it produces gives the businessmen increasing and often invasive data on 
the behaviors of their employees at work. 
¡ And as the data increases, so will the surveillance practices and control over the workers. This 24/7 
surveillance has the potential to transform basic characteristics of management systems, in an unthinkable way for 
workers. Employers can easily use machine learning techniques to identify patterns of behavior both in working 
hours and outside of them, and take advantage of this data to increase benefits and manipulate behaviors, with the 
potential negative effect on workers.
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DISCRIMINATION
¡ Indeed, within the social impacts of Artificial Intelligence, the rights of equality and non-
discrimination are two of the most likely rights to be affected by the use of algorithms and machine learning 
systems, and they are also determinants for access and enjoy many others: privacy, data protection, 
freedom of expression, participation in cultural life, meaningful access to resources, provision of services and 
opportunities, medical care and education.
¡ For example, in cases where a member of an ethnic minority is less likely to be summoned to a job interview 
because the algorithm was "trained" based on data in which their particular group performs worse, that is, it has 
worse results than other groups.
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WHAT SHOULD BE THE MAIN PILLARS OF A GOVERNANCE OF 
ARTIFICIAL INTELLIGENCE ?
¡ The challenges posed by artificial intelligence are so broad in their thematic coverage, so complex in their 
implications and so unpredictable in the depth of their impacts, that many of the existing formal and 
informal institutions are not adequate to address the challenges posed by AI .
¡ Thus, we need a certain degree of institutional innovation to guarantee the governance of these 
technologies in society and to provide adequate accountability.
¡ While international human rights law has been invoked as a universally accepted framework for considering, 
evaluating and, ultimately, correcting the impacts of artificial intelligence on individuals and society, its low 
effectiveness and flexibility to adapt to a rapidly changing system, requires the participation of the 
private sector and other mechanisms.
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¡ In some countries such as France or the United Kingdom, multidisciplinary commissions are already 
being created to open a political debate on the social and political implications of artificial intelligence.
¡ The contribution of the private sector to the debate has borne fruit in a wide panoply of declarations of 
principles that cover both the research phase in AI, algorithm design and commercialization, as well as its 
exploitation. 
¡ From the Asilomar Declaration for an ethical investigation in Artificial Intelligence, through the FAT / 
ML Principles for Responsible Algorithms, the IEEE Global Initiative on Ethics of Autonomous and 
Intelligent Systems, the Montreal Declaration for a responsible development of Artificial Intelligence; 
until the recent Guide to ethical principles in AI prepared by the group of high experts of the European 
Commission, a soft law corpus has been established with a minimum consensus on the principles that 
will govern the life cycle of artificial intelligence.
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¡ As common characteristics to these statements, we can highlight the following:
¡ Concern about the possible negative impacts of the development of artificial super-intelligence that may 
exceed the limits of human control, on the one hand, and the possible harmful uses of particular 
developments, such as lethal weapons or the indiscriminate use of data beyond knowledge and human consent.
¡ Some of them represent a more advanced stage, halfway between the declarations of principles and the 
regulation, establishing some tests or check-lists that operate as compliance or risk management 
systems in artificial Intelligence.
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BUT…
¡ However, despite acquiescence about basic elements such as human responsibility, transparency, 
auditability, or the search for the common good, there are two worrying elements:
¡ On the one hand, the eviction of an effective development of the precautionary principle as a 
colorarium of the principle of human control and supremacy of man over the machine. 
¡ Secondly, the absence of any intention to regulate even critical aspects such as contingency plans for 
damages arising from the misuse of AI, prior declarations of impact before the product is placed on 
the market, minimum transparency requirements or some exceptions to voluntariness.
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. THE EVOLUTION TOWARDS A GOVERNANCE SYSTEM BASED ON 
CO-RESPONSIBILITY
¡ The first step towards effective governance would be marked by a system of shared responsibility where 
public and private actors will observe the principle of due diligence.
¡ The principle of diligence is a principle of private law that refers to the performance with a certain standard of 
care but which has been generalized especially in relation to respect for human rights by companies following its 
introduction by the United Nations Guiding Principles on Business and Human Rights ("UNGP" or "Guiding 
Principles")
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¡ Due diligence in the field of human rights is generally understood in relation to those tools or measures 
through which companies can identify, prevent, mitigate and account for the negative impacts on human 
rights of their activities or those derived from its business relationships, which usually include the activities of its 
subsidiaries, subcontractors, suppliers and other series of actors with whom the company establishes economic 
transactions.
¡ The application of due diligence in both companies and government entities implies:
¡ • The analysis of the activities, products and services of the entity in order to identify possible risks 
to human rights. That is, the entity must assess whether its operations, of whatever type, pose a risk to human 
rights. This analysis will include not only direct activities (those carried out by the entity itself) but also indirect 
activities (those carried out by others linked to it).
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¡ Once these risks have been identified, the entity must implement a series of measures so that 
those risks do not materialize, for example, offering specific training in human rights to those employees who 
have more capacity to influence them negatively, establish analysis of compliance with a series of social standards 
to suppliers prior to hiring, the imposition of certain behavioral obligations on employees and third parties.
¡ Once these measures are implemented, the entity must review and ensure compliance with 
evaluation processes such as audits, review of compliance with social contractual clauses, etc.
¡ Depending on the results of these reviews, the entity must take measures to improve the processes and 
to eliminate the risks it has detected.
¡ The entity must have measures in place to repair possible negative impacts on human rights that may 
occur, including, and as a pre-repair measure, the company must establish operational mechanisms that allow 
anyone to channel a claim or a complaint about certain corporate behavior that is causing a violation of your 
rights.




¡ The Toronto Declaration represents a qualitative step in defining the protection framework in the field of AI, and 
an instrument halfway between voluntariness and regulation and the application to artificial intelligence of 
the foundations of the United Nations Guiding principles on Business and Human Rights.
¡ The center of the declaration is the shared responsibility in its protection by States and companies: all 
actors, public and private, must prevent and mitigate the risks of discrimination in the design, 
development and application of machine learning technologies. They must also ensure that there are 
mechanisms that allow access to an effective solution before implementation and throughout the system life 
cycle.
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¡ Alongside this, corporate responsibility is justified by the fact that the research and development of 
machine learning systems are largely driven by the private sector, in practice states often rely on private 
contractors to design and Implement these technologies in a public context. 
¡ In such cases, states not only must not give up their own obligations around preventing 
discrimination and guaranteeing responsibility and reparation for damages to human rights in the 
provision of services but also must maintain relevant supervision and control on the use of the AI 
system, and require the third party to execute due diligence in the field of human rights to identify, prevent and 
mitigate discrimination and harm to other human rights, and render public accounts for their efforts in this 
regard.
¡ In line with this co-responsibility, the declaration distinguishes between state obligations and private 
sector obligations.
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RESPONSIBILITIES OF PUBLIC SECTOR ACTORS
¡ States must adopt mechanisms to mitigate and reduce the damages of machine learning discrimination 
in public sector systems:
¡ 1. Identify risks. Any state that implements machine learning technologies should thoroughly investigate possible 
discrimination and other rights risks, before development or acquisition, when possible; before use, and 
continuously throughout the life cycle of technologies, in the contexts in which they are deployed.
¡ Perform regular impact assessments before public procurement, during development, at regular 
milestones, and throughout the deployment and use of machine learning systems to identify potential sources of 
discriminatory results or other rights harms (for example , in the design of an algorithmic design model or in data 
processing).
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¡ 2. Ensure transparency and accountability
¡ 3. Enforce supervision
¡ States must take measures to ensure that public officials know and are sensitive to the risks of discrimination and 
other damage to rights in machine learning systems. In this way, states must:
¡ a) Proactively adopt hiring practices and participate in consultations to ensure diverse perspectives, so that those 
involved in the design, implementation and review of machine learning represent a variety of backgrounds and 
identities.
¡ b) Ensure that public bodies carry out training in human rights and data analysis for officials involved in the acquisition, 
development, use and review of machine learning tools.
¡ c) Create mechanisms for independent supervision, including by judicial authorities when necessary.
¡ d) Ensure that decisions supported by machine learning comply with accepted international standards for due process.
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¡ The due diligence process, established in the United Nations Guiding Principles on Business and Human 
Rights, implies that private sector actors who develop and implement machine learning systems must adopt 
proactive and reactive measures to ensure that they do not cause or contribute to abuse against human rights 
through the use of their systems.
¡ There are three basic steps in the due diligence process regarding human rights:
¡ i. Identify possible discriminatory results
¡ ii. Take effective measures to prevent and mitigate discrimination and monitor responses
¡ iii. Ensure transparency in efforts to identify, prevent and mitigate discrimination in machine learning systems and 
identify possible discriminatory outcomes
¡ Along with this, and in line with the Guiding Principles, the statement establishes the precautionary principle: that 
is, when the risk of discrimination or other rights violations is considered too high or impossible to mitigate, 
private sector actors They should not implement a machine learning system in that context.
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¡ The right to an effective remedy.
¡ Finally, companies and private sector actors who design and implement machine learning systems must take 
measures to ensure that individuals and groups have access to significant and effective resources and 
repairs. This may include, for example, the creation of clear, independent and visible processes for reparation 
after individual or social adverse effects, and the designation of roles in the entity responsible for the timely 
remedy of such problems subject to accessible judicial reviews and appeals. and effective.




¡ Artificial Intelligence needs a governance system based on a shared responsibility by States and 
private actors, that could 
¡ i. Strengthen the legitimacy of proposals for responsible artificial intelligence, by incorporating the initiatives of 
private actors;
¡ ii. Collectively arbitrate ethical and social controversies about AI when conceived as open, revisable and adaptable 
processes according to the evolution of knowledge and techniques, and feedback on the use of artificial 
intelligence in society.
¡ iii.  improve the quality of thinking about responsible artificial intelligence by presenting the vision of experts and 
specialized groups.
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The era of our intelectual superiority is ending. As a species, we need to plan for this paradigm
shift.
Whether intelligent machines will learn from the darkest parts of our human nature, or the
noblest, remains to be seen.
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Self-guidance	 techniques	 to	 conduct	RRI	based	on	auto-coaching:	The	art	of	asking	
the	right	questions	to	find	the	right	answers		
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