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Introduction 59
Our visual environment is complex and rapidly changing, making visual perception a 60 challenging task. In order to quickly parse visual input and deliver a stable percept of the world, the 61 visual system is thought to employ principles of operation that allow an efficient sensory 62 representation of the most likely current state of the visual world (Rao and Ballard, 1999 ; Lee and 63 Mumford, 2003; Friston, 2005 ; Meyer and Olson, 2011; Summerfield and de Lange, 2014). By 64 consequence, the amount of experience the visual system has had with a particular object can 65 influence how much resources are allotted to processing that object. For instance, viewing an object 66 image repeatedly results in reduced spiking activity in inferior temporal (IT) cortex in monkeys 67 (Miller et al., 1991) (fMRI). These findings suggest that familiar items require fewer neural resources than unfamiliar 70
items. 71
Structure in visual information can also affect visual processing. If images are regularly 72 presented in a specific temporal sequence, it becomes possible to predict which image will be 73 presented next. Studies find that expected object images elicit reduced spiking activity compared to 74 unexpected items in monkey IT (Meyer and Olson, 2011; Kaposvari et al., 2016) , while evidence is 75 more mixed in human studies (Puri et al., 2009; Egner et al., 2010; Turk-Browne et al., 2010; Davis 76 and Hasson, 2016), possibly due to differences in task demands (St. John-Saaltink et al., 2015) . 77
Recently, Meyer et al. (2014) observed that image familiarization does not only lead to an 78 activity reduction but also results in sharpening of the dynamics of neuronal visual responses in 79 monkey IT: the sensory response to familiar images was truncated, leaving IT neurons in a state of 80 readiness for ensuing images and thereby enhancing their ability to track rapidly changing displays. 81
A similar temporal truncation has been seen for expected, compared to unexpected, images (Meyer 82 and Olson, 2011). Temporal sharpening may complement neural activity suppression in representing 83 the visual world in a maximally efficient manner. 84
While the effects of familiarity and expectation on the sensory response in monkey IT are 85 relatively well described separately, it is uncertain whether and how these modulatory factors 86
interact. Familiarity and expectation have to date been examined in distinct experimental paradigms, 87 but since the two tend to go together (when we see a familiar image repeatedly, we come to expect 88 it), their effects are easily confounded. Moreover, these processes have not been investigated 89 extensively in humans using electrophysiological measures, and evidence from non-invasive 90 recordings in humans is mixed. It is important to note that there is a nested relationship between 91 familiarity and expectation, such that we must be familiar with an object before we can expect to see 92
it. Because of this, expected and unexpected items are by necessity familiar, but, crucially, expected 93 and unexpected items are equally familiar. 94
In the current study, we set out to study how image familiarity and expectation jointly 95 determine the sensory response to object stimuli in humans by manipulating familiarity and 96 expectation separately. We measured neural activity using magnetoencephalography (MEG) while 97 participants viewed images that were familiar or novel and expected or unexpected. To preview, we 98 found a reduction of activity for familiar compared to novel images in LOC. Within the class of familiar 99 items, there was a further reduction of activity for expected compared to unexpected images in LOC. 100
Moreover, we found a sharpening of response dynamics for familiar compared to novel images that 101 was most prominent in early visual areas. For the behavioral training session as well as for the MEG testing session, each trial began 137 with a fixation dot (see Figure 1A for the trial structure). The fixation dot was presented for a 138 randomly selected period between 500 and 750 ms. Then, six images were shown, each lasting for 139 180 ms and presented back-to-back. At the end of a trial, if an oddball was presented during the trial 140 and a response was given, the fixation dot turned green for 500 ms. If the response was incorrect, the 141 fixation dot turned red for 500 ms. A response was considered incorrect on three occasions: if the 142 participant pressed the button during a trial with an oddball stimulus but before the oddball was 143 presented; if the participant pressed the button on a trial where no oddball was presented; or if the 144 participant did not press the button on a trial where an oddball was presented. If no oddball was 145 presented and no response was given, the fixation dot did not change color and the white-and-black 146 fixation dot remained on the screen for 750 ms. At the end of each trial, a blank screen was presented 147 for 1250 ms, and participants were encouraged to blink during this period. First, participants completed a behavioral training session in which they were familiarized 152 with two sets of six images, one set with predictable structure and one set with no predictable 153 structure. More specifically, they observed the predictable images always in the same order, while 154 the unpredictable images were shown in a randomly shuffled order on each trial ( Figure 1B) . 155 Importantly, the order for the predictable images was circular, i.e., each of the six images could be 156 presented first. Predictable images comprised 50% of trials, and unpredictable images comprised the 157 other 50%. Participants performed an oddball detection task by pressing the spacebar when they 158 saw an image of a rubber duck. Images of duckies were presented on 10% of trials as one of the six 159 images in the sequence. The duckies were of eight different colors and there were two viewpoints 160 per color for a total of sixteen images of duckies. Multiple images of duckies were used to reduce the 161 possibility that participants may attend selectively to a particular color (e.g., yellow) or shape. The 162 oddball task was chosen such that participants were required to maintain their attention on the 163 visual stream. 164
During the behavioral training session, participants completed 10 blocks of 80 trials each for 165 a total of 800 trials. Each block lasted 4.9 minutes, leading to a total training session duration of 166 approximately one hour. At the end of the behavioral training session, participants' knowledge of the 167 order of predictable images was assessed with a sequence identification task. Participants were 168
shown one of the six images from the sequenced set, and they had to indicate which of the other five 169 was most likely to follow it. This was done for each of the six images in the predictable set. The 170 assessment took about three minutes. 171
One or two days later, participants completed the MEG testing session in which they saw 172 familiar (i.e., those presented during the behavioral session) and novel (never seen before) images 173 (see Figure 1B , C, and D for a depiction of the conditions). In contrast to the training session, the 174 predictable images were now sometimes presented in the learned order (expected, 50% of 175 sequenced trials) and sometimes in a shuffled order (unexpected, 50% of sequenced trials). The 176
shuffled sequences for unexpected trials were chosen in such a way that each image in the sequence 177 was followed by an unpredicted image; in other words, none of the images were followed by the 178 image they predicted (see Figure 1C ). The unpredictable images were shown in shuffled orders, as 179 during the training session. Unpredictable images comprised one third of trials, and predictable 180 images also comprised one third of trials. The remaining third of trials was comprised of novel images 181 that the participants had not seen before (see Figure 1D ). Unique novel images were used for every 182 trial, so each novel image was only shown once during the experiment. Participants performed the 183 same oddball task as during the training session: they had to respond when they saw a ducky, and 184 duckies were presented on 10% of trials. During the MEG testing session, participants completed 8 185 were then formed separately by grouping spatially and temporally adjacent data points whose 206 corresponding p-values were lower than 0.05 (two-tailed). Cluster-level statistics were calculated by 207 summing the t-values within a cluster, and a permutation distribution of this cluster-level test 208 statistic was computed. The null hypothesis was rejected if the largest cluster in the considered data 209 was found to be significant, which was the case if the cluster's p-value was smaller than 0.05 as 210 referenced to the permutation distribution. The standard error of the mean was computed using a 211 correction that makes it suitable for within-subject comparisons (Cousineau, 2005; Morey, 2008) . 212
We also applied cluster-based permutation tests in order to statistically assess MEG activity 213 differences between conditions in the frequency domain (see Data Analysis). The tests were carried 214 out on the log10-transformed data for the frequency of interest (stimulus presentation frequency: 5.6 215 Hz), over all sensors, and with 10,000 permutations per contrast. Adjacent sensors with nominal p-216 values lower than 0.05 (two-tailed) were grouped into clusters. The t-values within a cluster were 217 summed, yielding a cluster-level statistic. If the largest cluster's p-value was smaller than 0.05, the 218 difference across the compared conditions was considered statistically significant. 219
To determine whether our data offered evidence for surprise enhancement or expectation 220 suppression (or both), we compared familiar unexpected trials with unpredictable trials, as well as 221 familiar expected with unpredictable trials. For these comparisons, the time domain data were 222 averaged per condition over a time period from 500 until 900 ms after the onset of the visual 223 sequence, since this was previously identified as the time period of the largest difference between 224 expected and unexpected stimulus streams. Next, two paired-samples t-tests were carried out, to 225 statistically compare the amplitude of unexpected and unpredictable trials, as well as the amplitude 226 of expected and unpredictable trials. 227
Finally, in order to assess whether explicit knowledge of the sequence immediately after 228 training influenced the activity modulation by expectation, we divided participants based on whether 229 their performance was above or below chance level (20%) on the sequence identification task. This 230 division resulted in two groups of 14 participants each. We averaged each participant's data per 231 condition from 500 ms to 900 ms and over the sensors that contributed to the significant difference 232 for expected vs. unexpected sequences. We examined whether there were differences between the 233 groups using an independent-samples t-test. Source reconstruction on time-domain data 277 We performed source reconstruction in order to facilitate interpretation of the ERFs. Source 278 reconstruction was done for 27 of the participants for whom we were able to acquire a structural 279 MRI scan. We created volume conduction models, based on a single shell model of the inner surface 280 of the skull, and subject-specific dipole grids, which were based on a regularly spaced 6-mm grid in 281 For visualization as well as interpretation, we reduced these two-dimensional moments to a 290 scalar value by taking the norm of the vector. This value reflects the degree to which a particular 291 source location contributes to (differences in) activity measured at the sensor level. Critically, this 292 value was obtained from the difference ERF between two conditions, rather than from each condition 293 individually and subtracted afterwards. In this way, differences in dipole orientation are also 294 captured, instead of only magnitude, which would presumably correspond to different neural 295 populations within the same source location. 296
One problem with taking the norm of the vector is that this is always a positive value and will 297 therefore, due to noise, suffer from a positive bias. To counter this bias, we employed a permutation 298 procedure, in which the condition labels were shuffled across trials. A total of 1000 permutations 299 were performed, the average of which was taken as an estimate of the noise. Specifically, the average 300 was calculated over the square of the dipole's norm (i.e., after squaring and summing in the 301 from the (square of) the true data, after which the data were divided by the noise estimate in order 303 to counter the depth bias. The resulting values were then averaged over participants and negative 304 values were set to zero. Finally, the square root was taken, resulting in a group-level estimate of the 305 contributions of each source location. 306 307 Spectral analysis 308 We conducted a spectral analysis for all frequencies between 1 and 30 Hz. We applied the fast 309 Source reconstruction on frequency-domain data 316 We also applied source reconstruction analysis in order to facilitate interpretation of the 317 power spectra. The source models and lead fields were obtained as described before and for the same 318 27 participants. Source activity was obtained by applying spatial filters based on partial canonical 319 correlations (PCC; Schoffelen et al., 2008) from the power data described above. The PCC method 320 allows for the efficient extraction of the source-level power for single trials. The regularization 321 parameter was 0.01, and the frequency of interest was 5.6 Hz. This procedure resulted in an 322 estimated three-dimensional dipole moment per grid point. For each grid point, we calculated the 323 mean across each of the three spatial dimensions, computed its absolute value, and squared it. Then, 324
we summed the resulting values for the three dimensions, which produced a single value per grid 325 point. This analysis was carried out separately for each condition, and afterwards we averaged the 326 resulting values across participants. 327 328
Results

329
Behavioral results 330 The participants' task was to press a button whenever they saw an oddball stimulus, in this 331 case an image of a ducky. Participants were at near ceiling level in their performance on the oddball 332 task (mean accuracy = 94.9%, SD = 2.9%). Participants' accuracy was not significantly affected by 333 whether duckies appeared in familiar vs. novel sequences (t27 = -0.75, p = 0.46), or in expected vs. 334 unexpected sequences (t27 = 0.40, p = 0.69). Furthermore, participants' reaction times to oddball 335 trials were not significantly different between duckies embedded in familiar vs. novel sequences (t27 336 = -1.74, p = 0.09) or expected vs. unexpected sequences (t27 = -0.04, p = 0.97). 337
At the end of the behavioral training session, participants' knowledge of the order of the 338 predictable images was assessed. On average, when participants were shown an image and had to 339 report which image followed it, they selected the correct image 25% of the time (SD = 19.7%), with 340 chance level performance at 20%. This suggests that subjects were largely unaware of the sequence, 341 in agreement with their verbal reports. 342
At the end of the MEG session, participants' knowledge of image familiarity was assessed. On 343 average, when participants had to report whether an image was familiar or novel, they correctly 344 identified the familiar images in 91.9% of trials (SD = 5.8%), showing that they were clearly aware of 345 the image familiarity manipulation. 346
347
MEG results
348
Familiar items lead to reduced activity in LOC 349
To investigate the difference in amplitude between familiar and novel items without any 350 influence of the expectation manipulation, we compared the familiar unpredictable and novel 351 conditions since participants did not learn a sequence for the images in the unpredictable condition. 
Unexpected items lead to enhanced activity in LOC 364
To examine the difference in amplitude between expected and unexpected items when 365 familiarity was held constant, we compared the expected and unexpected conditions, both of which 366 consisted of familiar images. A significant difference (p = 0.008) across conditions was observed, 367 which was driven by the cluster of sensors shown in Figure 3A from approximately 500 ms until 900 368 ms. The black asterisks in the figure denote sensors that contribute to this cluster for at least half of 369 the time period from 500 ms to 900 ms. The timecourse for the sensors contributing to the cluster is 370 plotted in Figure 3C ; the black line at the bottom shows that at least one of the selected sensors 371 contributes to a significant difference at that time point. Evidently, unexpected items lead to 372 significantly more activity than expected ones. Source analysis demonstrated that the difference 373 between expected and unexpected items could be localized to the right inferior occipital gyrus and 374 to a lesser degree to the left inferior occipital gyrus ( Figure 3B, Table 1 ), corresponding to right and 375 left LOC. 376
Moreover, we asked whether our data provided support for surprise enhancement or 377 expectation suppression. To this end, we compared familiar unpredictable to both familiar 378 unexpected and familiar expected items, respectively, since the former contrast illustrates the effect 379 of a violated expectation and the latter demonstrates the effect of a confirmed expectation. 380
Unexpected trials showed stronger activity than familiar unpredictable trials (t28 = -3.01, p = 0.006), 381 demonstrating an activity increase for violated expectations. Expected trials, on the other hand, did 382 not show a robust difference to familiar unpredictable trials (t28 = -1.53, p = 0.14). 383 384
Familiarity sharpens the dynamics of the sensory response 385
Sharper response dynamics include a truncated sensory response, which leads to higher dynamic 386 range (peak-to-trough excursion) of the response (Meyer et al., 2014) . The dynamic range of the 387 signal can be approximated by the power at the driving frequency. To investigate the difference in 388 power at the stimulus frequency, we compared the novel and familiar conditions. A significant 389 difference (p = 0.016) emerged for the driving frequency of 5.6 Hz in the cluster of sensors shown in 390 Figure 4A . The black asterisks in the figure denote sensors that contribute to the significant cluster, 391 and the power spectrum for these sensors is plotted in Figure 4C . Familiar items led to significantly 392 more power at the stimulus frequency of 5.6 Hz than novel items. Source reconstruction revealed 393 that the largest difference in power between the familiar and novel conditions was in a medial 394 posterior location belonging to early occipital cortex ( Figure 4B , Table 1) . 395 396
Expectation does not significantly sharpen the dynamics of the sensory response 397
To examine whether expectation likewise sharpened the neural response dynamics, we 398 compared the difference in power at the stimulus frequency between the unexpected and expected 399
conditions. There was no significant difference (p = 0.700) for the driving frequency of 5.6 Hz, as 400
shown in Figure 5A . The power spectrum for all sensors is plotted in Figure 5C . It suggests that 401 expected items may lead to more power at the stimulus frequency of 5.6 Hz than unexpected items, 402 but this difference was not significant. Source analysis demonstrated that the largest difference in 403 power between the expected and unexpected conditions was in early visual areas ( Figure 5B , Table  404 1), but it is difficult to interpret this outcome since the effect is not statistically significant. 405 406
Explicit knowledge of sequence immediately after training does not modulate the expectation effect 407
We wanted to determine whether the extent to which participants could report the order of 408 the stimuli influenced the expectation effect. Thus, we compared the expectation effect in the group 409 which performed above chance on the sequence identification task to that in the group performing 410 below chance. Although expectation modulated the amplitude of MEG activity in each group 411 separately (t13 = -3.28, p = 0.006 for the above-chance group and t13 = -2.83, p = 0.01 for the below-412 chance group), this modulation did not differ significantly between the two groups (t26 = -0.27, p = 413 0.79). This suggests that the effect of expectation on the magnitude of the neural response is not 414 related to participants' explicit knowledge of the stimulus structure. 415 416 20
Discussion
417
The sensory response to a stimulus can be modulated by whether a stimulus has been seen 418 before (i.e., stimulus familiarity), as well as by whether a stimulus is expected or unexpected in the 419 current context (i.e., stimulus expectation). In this study, we manipulated stimulus familiarity and 420 expectation separately, which allowed us to examine the independent and shared effects of 421 familiarity and expectation on brain activity in the visual system, using MEG. We found that familiar 422 images elicited markedly less neural activity than novel images in early visual and object-selective 423 lateral occipital (LOC) cortex. Similarly, expected images were also associated with reduced neural 424 activity compared to unexpected images in LOC. The independent manipulation of familiarity and 425 expectation in our study allows us to conclude that these distinct types of sensory knowledge jointly 426 determine the amount of neural resources dedicated to object processing in the visual ventral stream. 427
Familiar items, when compared to novel items, were also associated with a temporally 428 truncated (i.e., temporally sharpened) sensory response. In the context of our paradigm, in which 429 stimuli rapidly followed each other, this led to an increased dynamic range of the signal. This was 430 visible as increased power in the stimulus frequency, which was most prominent in early visual 431 cortex. A similar trend, albeit non-significant, was present for expected vs. unexpected items. The 432 sharper response dynamics for familiar than novel stimuli we observed replicate earlier findings by 433 Meyer et al. (2014) , although we observe the strongest contribution in early, rather than later, visual 434 regions. While an increase in attention can also lead to an increase of power in the stimulus frequency 435 for visually entrained stimuli (Ding et al., 2006) , it is unlikely that this underlies the sharpened 436 response for familiar items, for two reasons. Firstly, given that participants' task was to detect 437 oddball ducky stimuli, both familiar and novel items were equally relevant to the observer, 438 precluding the need for stronger attentional engagement by the familiar items. Secondly, if anything, 439 familiarity would rather be associated with a reduction in attention, given that novel items are more 440 salient and have stronger capacity to attract attention (Escera et al., 1998) . 441
21
The experimental effects of familiarity and expectation had distinct time courses. The 442 reduction in activity for familiar (compared to novel) items was apparent already 200 ms after the 443 onset of the visual sequence, while the activity reduction for expected items only was visible after 444 500 ms. This is likely due to the fact that familiarity is already defined for the first image -which may 445 have been seen before (familiar) or not (novel). With respect to expectation, the first image of a 446 sequence could never be predicted; only after observing the first image, a prediction could be made 447 about the subsequent images. This may explain why expectation effects are visible only later in the 448 visual sequence. Apart from this, it is conceivable that activity modulation due to familiarity is the 449 Our data suggest that activity modulations by expectation may mainly be caused by surprise 455 enhancement rather than expectation suppression, since unexpected images elicited significantly 456 larger activity than unpredictable items, whereas expected images were not statistically different 457 from unpredictable images in terms of neural activity. In line with this, Kaposvari et al. (2016) found 458 that expectation suppression was of smaller magnitude than surprise enhancement, which opens the 459 possibility that expectation suppression may be a weaker signal and therefore we did not observe it 460 in our data. A recent study by Ramachandran et al. (2017) , on the other hand, found strong evidence 461 for expectation suppression and only limited evidence for surprise enhancement. As argued by these 462 authors, the apparent discrepancy between these studies may relate to the rate of presentation of the 463 visual stimuli. Rate of presentation in both our study and the study by Kaposvari et al. (2016) was 464 markedly faster than in the study by Ramachandran et al. (2017) , potentially resulting in a weaker 465 phasic response to the image and thereby less potential for expectation suppression. 466
Interestingly, we observed an effect of expectation although many participants could not 467 explicitly report the sequence for the predictable images. During debriefing, participants reported 468 that they did not notice any specific order for the images. The behavioral assessment of sequence 469 knowledge also showed that participants' performance was on average near chance level when they 470 were shown an image and had to report which image should follow. Nevertheless, the neural 471 response showed a distinct difference between expected and unexpected conditions, suggesting that 472 the neural effects of expectation are likely due to implicit predictions that occur outside the 473 awareness of the observer. This is in line with previous studies showing that subjects can learn 474 transitions without becoming aware of them (Reber, 1967; Clark and Squire, 1998; Alamia et al., 475 2016) . 476
While we isolated neural effects of familiarity and expectation by independent manipulation, 477 usually these concepts are heavily intertwined. In our everyday environments, we become familiar 478 with images because they appear more often, which means that we also expect to see them more 479 often. In this sense, familiarity can be viewed as one form of expectation. A noteworthy difference 480 remains between the two, however: familiarity refers to the fact that the system has knowledge of 481 certain past visual input, while expectation implies that the system is making predictions about 482 upcoming visual information. In spite of this conceptual distinction, the neural consequences of these 483 two processes appear similar in terms of neural activity modulation as well as the regions involved. 484 However, it is quite possible that the underlying neural mechanisms differ between 485 familiarity and expectation. The time courses for the two manipulations differ, with a later 486 modulation by expectation than by familiarity. Therefore, even though the resulting modulation in 487 target regions appears rather similar, it is possible that the underlying sources are distinct. This could 488 be the topic of future study using methods that allow to simultaneously map out the network of active 489 regions, such as functional magnetic resonance imaging (fMRI). In one condition, images were always presented in a specific circular sequence (left). In another 569 condition, images were presented in any sequence (right). (C) For the condition with a specific 570 sequence, images were sometimes presented in the expected order (left), while on other occasions 571 images were presented in an unexpected order (right). (D) New images were presented during novel 572 trials, and each unique image was only shown once during the whole experiment. 573 Source reconstruction of familiar vs. novel. Activity was averaged over the time period of 200 to 1200 577 ms and interpolated onto a cortical surface. Plotted activity was thresholded at 80% of peak value for 578 illustration purposes. (C) Activity over time for the familiar unpredictable (blue) and novel (red) 579 conditions. Activity was averaged over sensors highlighted in (A). Shaded areas are error bars 580 illustrating within-subject SEM for the familiar (light blue) and novel (light red) conditions. 581
Horizontal black bar at the bottom shows that at least one of the selected sensors contributes to the 582 significant cluster at this time point. Dotted vertical lines denote the onset of each image. 583 
