Some statistics in common use take a form of a ratio of two statistics such as sample correlation coefficient, Pearson's coefficient of variation and so on. In this paper, obtaining an asymptotic representation of the ratio statistic until the third order term, we will discuss asymptotic mean squared errors of the ratio statistics. We will also discuss bias correction of the sample correlation coefficient and the sample coefficient of variation. Mean squared errors of the corrected estimators are also obtained.
Introduction
Let X 1 , . . . , X n be independently and identically distributed random vectors with distribution function F . Let T n = T n (X 1 , . . . , X n ) and S n = S n (X 1 , . . . , X n ) be statistics related to parameters t n and s n . Some statistics in common use take a form of a ratio of two statistics, T n /S n , such as the sample correlation coefficient, the Pearson's coefficient of variation, odds ratio, etc. In this paper we will obtain an asymptotic representation of the ratio statistic with remainder term o p (n −3/2 ) which satisfies lim sup n→∞ P {|n 3/2 o p (n −3/2 )| ≥ ε} = 0 for any ε > 0. Using this asymptotic representation, an asymptotic mean squared error with remainder term o(n −2 ) is established and we will discuss asymptotic mean squared errors of the sample correlation coefficient and the Pearson's coefficient of variation. Let us assume that
and and δ T and δ S are constant biases. C n,k indicates that the summation is taken over all integers i 1 , . . . , i k satisfying 1 ≤ i 1 < i 2 < · · · < i r ≤ n. Many statistics satisfy these assumptions, and Lai and Wang (1993) called them asymptotic Ustatistics. Since some parameters depend on n, such as the variance and the central third moment of U -statistics etc., we assume that A typical example of the ratio statistic T n /S n is the sample correlation coefficient r n which is constituted from a covariance estimator and variance estimators. Using computer program package, Knott and Frangos (1983) calculated an asymptotic variance n Var(r n ) when the underlying distribution F is bivariate normal. Here applying the asymptotic representation to the sample correlation coefficient, we will obtain general form of the asymptotic representation and asymptotic mean squared error without assuming the normality. We also discuss the bias correction of the sample coefficient and its asymptotic mean squared error. Another example of the ratio statistic is the sample coefficient of variation. We will obtain asymptotic representation and mean squared error of the coefficient, and discuss the bias correction.
In Section 2, we will obtain the asymptotic representation of T n /S n with remainder term o p (n −3/2 ) and we will discuss the asymptotic mean squared error of T n /S n . In Sections 3 and 4, we will consider the applications to the sample correlation coefficient and Pearson's coefficient of variation, and also discuss bias corrections of them.
Asymptotic representation and mean squared error
Using H-decomposition and the moment evaluation of them, we will obtain the asymptotic representation of T n /S n . Let us assume the following moment conditions
Let us define
Then we have the following representation. 
Proof. See Appendix.
U n is an approximation of the ratio statistic T n /S n until the third order term and using the form U n , we can study the asymptotic properties of the statistic T n /S n . Here we will consider the asymptotic mean squared error of U n . It follows from the conditions (1.3), (1.4) and (1.5) that
Thus we can obtain the asymptotic mean squared error AM SE(T n /S n ) as follows.
Theorem 2. Under the same assumptions of Theorem 1, we have
Proof. From Theorem 1, we have
From the equations (2.4) and (2.5), we have
and E(n −3 A 3 ) 2 = O(n −3 ). Thus we have the equation (2.6).
Then from the direct computations, we can obtain an explicit form as follows. 
In the following sections, we will discuss applications of the above results.
Correlation coefficient
Let us consider the estimation of the correlation coefficient ρ. Define
is a sample correlation coefficient. Assuming that the underlying distribution is bivariate normal and using a computer program package, Knott and Frangos (1983) calculated an asymptotic variance n Var(r n ). Here applying the Theorems 1 and 2, we will obtain an asymptotic representation of r n , without assuming the normality. Let us define
Further let us define
Then we have following representations.
Note that τ 0 (x 1 ) = τ 2 (x 1 , x 2 , x 3 ) = 0 and
Thus from Theorem 1, we have the asymptotic representation of the correlation coefficient r n and from Theorem 2, we can obtain the asymptotic mean squared error of r n . The n −1 term of the asymptotic mean squared error is given by
For the n −2 term, it follows from the equation (2.8) and direct computation that Further using Theorems 1 and 2, we can discuss the bias correction and its asymptotic mean squared error. It is easy to see that
Using the moment method, we can obtain estimators of {µ k } as followŝ
Thus an estimator of the bias δ is given bŷ
Then we can obtain the bias corrected estimator r * n = r n −δ/n. Since each term ofδ is a ratio statistic again, using Theorem 1, we can obtain an asymptotic representation ofδ/n as
Thus we have
and so
Using this equation, we can obtain a mean squared error of r * n . From direct computation, we have Using these results, we will discuss the asymptotic mean squared errors of r n and r * n when the underlying distribution is the bivariate normal and elliptical distributions.
[Bivariate normal]
Here we consider the case of the bivariate normal distribution
substituting these values, we have the asymptotic mean squared error
Since the bias δ = ρ(ρ 2 − 1)/2, we have the asymptotic variance of r n
This coincides with the result of Knott and Frangos (1983, p. 502) , who have obtained it backed by the computer program package.
Further we can show that
Thus from (2.7), we have the asymptotic mean squared error of r *
if the underlying distribution is normal and |ρ| ≥ 2/ √ 13(= 0.555), r * n is superior to r n from viewpoint of unbiasedness and asymptotic mean squared error. It is possible to correct the bias by another methods like jackknife correction. But those corrected estimators may coincide with r * n until the remainder term o p (n −3/2 ). Thus the asymptotic mean squared error takes the same one of r * n .
[Elliptical distributions]
Let us consider the case of the elliptical distribution E 2 (µ, Λ). The density and characteristic functions are
for some function g and constant c, and
for some function ψ. Note that
It follows from Maruyama and Seo (2003) that
Thus we have the asymptotic mean squared error of r n as follows
And the difference of AM SE(r n ) and AM SE(r * n ) is
If the distribution is the bivariate normal, ψ(t) = exp(−t/2) and so
For the bivariate t-distribution which has the density function
we have (see Maruyama and Seo (2003) )
.
In the case of ν = 8, we have
and if ρ > 0.6963, r * n is superior to r n from viewpoint of unbiasedness and asymptotic mean squared error. In the case of ν = 20, we have
and if ρ > 0.4601, r * n is superior than r n .
For the contaminated bivariate normal distribution which has the density function
In the case of γ = 3, ω = 0.1, we have
and if ρ > 0.6362, r * n is superior than r n from viewpoint of unbiasedness and asymptotic mean squared error. In the case of γ = 3, ω = 0.7, we have
and if ρ > 0.3878, r * n is superior than r n .
Coefficient of variation
Here we will consider the Pearson's coefficient of variation. For mean µ = E(X 1 ) = 0 and variance σ 2 = V (X 1 ), the coefficient of variation is given by σ µ .
Using the sample mean X and the unbiased sample varianceσ 2 = (n − 1) −1 (X i − X) 2 , we have the sample coefficient of variation
Thus we can apply the results of Theorems 1 and 2. Let us define
Further define
Note that δ S = ζ 0 (x 1 ) = ζ 2 (x 1 , x 2 ) = ζ 3 (x 1 , x 2 , x 3 ) = 0 and
Thus from Theorem 1, we have the asymptotic representation of the coefficient of variation V n , and from Theorem 2, we can obtain the asymptotic mean squared error of V n . n −1 term of the asymptotic mean squared error of V n is
For n −2 term, using the equation (2.8), we can show that Here we consider the case of the normal distribution N (µ, σ 2 ). Since
substituting these values for (4.2) and (4.3), we have the asymptotic mean squared error
Further using Theorems 1 and 2, we can discuss the bias correction and its asymptotic mean squared error. It is easy to see that
Using the moment method, we can obtain an estimator of δ
4). Thus we have the bias corrected estimator
Since each term ofδ is a sum of ratio statistics again, using Theorem 1, we can obtain an asymptotic representation ofδ/n as
where
Using this equation, we can obtain a mean squared error of V * n . From direct computation, we have
[Normal distribution]
If the underlying distribution is normal, we can show that
Thus we have the asymptotic mean squared error of
if the underlying distribution is normal and σ/µ ≥ 1/ √ 28 = 0.19, V * n is superior than V n from viewpoint of unbiasedness and asymptotic mean squared error.
[Gamma distribution]
Similarly we can obtain the difference of the asymptotic mean squared errors AM SE(V n ) and AM SE(V * n ) when the underlying distribution is the gamma one. The density function is
for α > 0. In this case we have that µ = α and σ 2 = α, and
Thus if the underlying distribution is gamma, V n is always superior than V * n from viewpoint of asymptotic mean squared error.
[Double exponential]
If the density function is
where a > 0, we have E(X 1 ) = µ, Var(X 1 ) = 2a 2 and
If the underlying distribution is double exponential and σ/µ = √ 2a/µ > 1.33, V * n is superior than V n from viewpoint of unbiasedness and asymptotic mean squared error.
[Chi-square distribution]
When the density function is
we have E(X 1 ) = m, Var(X 1 ) = 2m and
Thus if the underlying distribution is chi-square, V n is always superior than V * n from viewpoint of asymptotic mean squared error.
From the above discussion, if the underlying distribution is symmetric, V n and V * n are comparable, but if the underlying distribution is not symmetric, V n is superior than V * n from viewpoint of asymptotic mean squared error. In the next section, we will compare V n and V * n by simulation.
Simulation
In this section, we simulate the mean squared errors of the variation of coefficient based on the 1,000,000 times replications. Table 1 lists the average mean squared errors when the underlying distribution is normal, and sample sizes are 30, 50 and 100. Since the mean squared errors are O(n −1 ), these estimated values are multiplied by the sample size n. Table 2 . Estimated mean squared errors for Exponential distribution. Table 3 . Estimated mean squared errors for Double exponential distribution. When θ is large, the estimated mean squared errors of V * n are smaller than those of V n . This coincides with the result of the asymptotic mean squared errors in Section 4.
Similarly, Table 2 lists the average mean squared errors when the underlying distribution is exponential, and sample sizes are 30, 50 and 100. These estimated values are also multiplied by the sample size n.
The estimated mean squared errors of V n are always smaller than those of V * n and this coincides the theoretical result in Section 4. Table 3 lists the average mean squared errors when the underlying distribution is double exponential, and sample sizes are 30, 50 and 100.
When θ is large, the estimated mean squared errors of V * n are smaller than those of V n . This coincides with the result of the asymptotic mean squared errors in Section 4. Table 4 lists the average mean squared errors when the underlying distributions are chi-square distribution with 2 (1st row) and 4 (2nd row) degrees of freedom. The sample sizes are 30, 50 and 100, and the estimated values are also multiplied by the sample size n. The estimated mean squared errors of V n are always smaller than those of V * n and this coincides with the theoretical result in Section 4.
Appendix
First we review the H-decomposition or AN OV A-decomposition, which is a basic tool of the studies of the analysis of variance, the jackknife inference, etc. Let ν(x 1 , . . . , x r ) be a function which is symmetric in its arguments and
Then we can show that
The above decomposition is due to Hoeffding (1961) and called H-decomposition. If λ k satisfies the equation (A.1), using the moment evaluations of martingales (von Bahr and Esséen (1965) , and Dharmadhikari et al. (1968) ), we have upper bounds of the absolute moments of Λ k as follows.
(
Hereafter in order to obtain evaluations of moments, we use the H-decomposition and the inequalities (A.2) and (A.3). It follows from Markov's inequality that if
for some β ≥ 1 and ε > 0, we have R = o p (n −3/2 ). It is trivial that cn −2 = o p (n −3/2 ) for constant c.
Since we need an approximation of the product of two statistics, we prepare the following lemma. Hereafter for the purpose of simplicity, we use abbreviations
Assume that the conditions (1.1)∼(1.7) and (2.1)∼(2.3) are satisfied. Then we have
where X is an independent copy of X i .
Proof. Here we will prove the equations (A.4) and (A.5). It follows from (A.3) that
Thus we get the equation (A.4) . From direct computation, we have
From the equation (A.3) we get
Applying the H-decomposition to the second term, it follows from (A.3) that
Thus we have the equation (A.5). We can similarly prove the others.
Using this lemma, we will obtain the asymptotic representations.
Proof of Theorem 1. Using Taylor expansion of (c + x) −1 , we have
where 0 ≤ |ϑ| ≤ |S n − s n |. It is easy to see that
It follows from Lemma A that under the moment conditions (2.1)∼(2.3),
Using this representation, it follows from Lemma A that
Again using Lemma A, we have
Using Markov's inequality, we can show that Similarly, using Lemma A, we can show that
{τ 1 (i)ν 1 (j) + τ 1 (j)ν 1 (i)} +n −3
{ν 1 (i)τ 2 (j, k) + ν 1 (j)τ 2 (i, k) + ν 1 (k)τ 2 (i, j)} + o p (n −3/2 ),
{τ 1 (i)ν 2 (j, k) + τ 1 (j)ν 2 (i, k) + τ 1 (k)ν 2 (i, j)} + o p (n −3/2 ) and
Combining the above equations, we have the desired result.
Proof of Lemma 1. Applying H-decomposition, we have
and (n − 1)
Using Lemma A, we can show that
