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Abstract
For a given weakly stationary random ﬁeld indexed by the integer lattice of an arbitrary
ﬁnite dimension, a necessary and sufﬁcient condition is given for the existence of a continuous
spectral density. The condition involves the covariances of pairs of sums of the random
variables, with the two index sets being ‘‘separated’’ from each other (but possibly
‘‘interlaced’’) by a certain distance along a coordinate direction.
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1. Introduction
There is an extensive literature on the estimation of spectral density under various
conditions of weak dependence. See for example the books by Rosenblatt [19],
Zhurbenko [20], Ivanov and Leonenko [10], or the paper by Miller [13]. For such
estimation, an important role is played by certain basic properties of the spectral
density itself, such as continuity. There is an extensive literature on the connections
between certain conditions of weak dependence and various properties of spectral
density. In addition to the references cited above, see for example [1–9,11,12,
14–16,18] and the references therein.
Much of that literature deals with ‘‘linear’’ weak dependence conditions, based on
linear combinations of the random variables, with the coefﬁcients being complex
numbers. In connection with a related topic, the rate of growth of variances of
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partial sums, Peligrad [17] pointed out that certain known results involving those
‘‘linear’’ weak dependence conditions still hold if the coefﬁcients in the linear
combinations are restricted to the two values 0 and 1. (For details, see [2, Theorem
2.4].) It turns out that Peligrad’s comment extends to certain results on spectral
density; in particular, it leads to a characterization of certain classes of random ﬁelds
that have a continuous spectral density. The purpose of this note is to bring that fact
to light and clarify it. The main result will be given in Theorem 1.4, after some
deﬁnitions. The ‘‘linear dependence coefﬁcients’’ given in (1.4) and (1.5) are
motivated by Peligrad’s comment.
Deﬁnition 1.1. Suppose d is a positive integer.
A random ﬁeld X :¼ ðXk; kAZdÞ is said to be ‘‘centered, complex, weakly
stationary,’’ or CCWS, if the random variables Xk are complex valued, EjXkj2oN
and EXk ¼ 0 for all kAZd ; and there exist complex numbers cðkÞ; kAZd ; such that
for all j; kAZd ; EXkXj ¼ cðk  jÞ:
Let T denote the unit circle in the complex plane. Let mT denote (one-dimensional)
normalized Lebesgue measure on T (i.e. normalized so that mTðTÞ ¼ 1). Let mdT :¼
mT ? mT denote the d-dimensional product measure on Td :
For each t :¼ ðt1;y; tdÞATd ; we shall let l :¼ ðl1;y; ldÞ denote the element of
ðp; pd such that tu :¼ expðiluÞ for uAf1;y; dg: The letters t and l will always be
related in this way.
Suppose X :¼ ðXk; kAZdÞ is a CCWS random ﬁeld. A Borel nonnegative
integrable function f on Td is said to be a ‘‘spectral density’’ for the random ﬁeld
X if
8kAZd ; EXkXð0;y;0Þ ¼
Z
Td
eiklf ðtÞ dmdT ðtÞ: ð1:1Þ
Here of course ð0;y; 0Þ denotes the origin in Zd ; and k  l denotes the dot product.
(The notation Xð0;y;0Þ will often be abbreviated X0:)
Notations 1.2. The following notations and conventions will be used:
The cardinality of a set S will be denoted ðcard SÞ: In Deﬁnition 1.3, the fraction
0/0 is interpreted as 0.
Suppose d is a positive integer. For a given element k :¼ ðk1;y; kdÞAZd ;
let jjkjj :¼ ðk21 þ?þ k2dÞ1=2 denote the usual Euclidean norm. For a given pair
of nonempty, disjoint sets Q; SCZd ; one deﬁnes the ‘‘distance’’ distðQ; SÞ :¼
minqAQ;sAS jjq  sjj: Except for Remark 1.8, this will be used only for d ¼ 1: It is
understood that the sets Q and S can be ‘‘interlaced’’; that is, elements of each set
can be between elements of the other set.
In Deﬁnition 1.3, in the formulation of the relevant ‘‘linear dependence
coefﬁcients,’’ the notations may appear to be somewhat strange. Those notations
are chosen to be consistent (in both letter and spirit) with, or at least to avoid
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conﬂicting with, the notations for some closely related ‘‘linear dependence
coefﬁcients’’ already in the literature in references such as [1,4,7–9].
Deﬁnition 1.3. Suppose d is a positive integer, and X :¼ ðXk; kAZdÞ is a (not
necessarily stationary) random ﬁeld, with the random variables Xk being complex
valued, such that EjXkj2oN and EXk ¼ 0 for each kAZd : For each positive integer
n; deﬁne the following three ‘‘linear dependence coefﬁcients’’: First,
r0ðnÞ ¼ r0ðX ; nÞ
:¼ sup E
X
kAQ
akXk
 ! X
kAS
akXk
 !

" , X
kAQ
akXk




2
X
kAS
akXk




2
0
@
1
A
3
5;
ð1:2Þ
where the supremum is taken over all pairs of nonempty, ﬁnite, disjoint sets
Q; SCZd ; and all choices of complex numbers ak; kAQ,S; such that Q and S have
the following property:
There exist uAf1;y; dg and nonempty; finite; disjoint
sets Q0; S0CZ with distðQ0; S0ÞXn; such that
QCfk :¼ ðk1;y; kdÞAZd : kuAQ0g and
SCfk :¼ ðk1;y; kdÞAZd : kuAS0g:
9>>>=
>>;
ð1:3Þ
Next,
q0ðnÞ ¼ q0ðX ; nÞ
:¼ sup E
X
kAQ
Xk
 ! X
kAS
Xk
 !

" , X
kAQ
Xk




2
X
kAS
Xk




2
0
@
1
A
3
5; ð1:4Þ
where the supremum is taken over all pairs of nonempty, ﬁnite, disjoint sets
Q; SCZd such that (1.3) holds. Finally,
zðnÞ ¼ zðX ; nÞ :¼ sup E
X
kAQ
Xk
 ! X
kAS
Xk
 !

" ,
ðcardðQ,SÞÞ
#
; ð1:5Þ
where the supremum is taken over all pairs of nonempty, ﬁnite, disjoint sets
Q; SCZd such that (1.3) holds.
Here is the main result:
Theorem 1.4. Suppose d is a positive integer, and X :¼ ðXk; kAZdÞ is a CCWS
random field. Then the following two conditions are equivalent:
(a) zðX ; nÞ-0 as n-N;
(b) X has a continuous spectral density on Td :
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There is a history of theorems which assert that, for a given CCWS random
sequence or CCWS random ﬁeld, a given ‘‘linear’’ weak dependence condition
implies a continuous spectral density. One such theorem is due to Ibragimov [7,
Lemma 2; 8, Lemma 5.1] (see [9, Lemma 17, p. 182]). A later one is due to Bradley [1,
Theorem 1]. (To state these results here would require more notations.) Both of these
results were generalized (see [4, Theorems 3 and 4]) by the following formulation
from [4, Theorem 1]: If a CCWS random ﬁeld X :¼ ðXk; kAZdÞ satisﬁes r0ðnÞ-0 as
n-N; then X has a continuous spectral density on Td : By Remark 1.6, that result in
turn follows from Theorem 1.4. Some related results are proved by Miller [14]. A key
insight behind Theorem 1.4 came from the original result and argument of
Ibragimov [7,8] cited above.
The main point of Theorem 1.4 is that limn-N zðnÞ ¼ 0 is a ‘‘minimal’’ sufﬁcient
condition for the existence of a continuous spectral density function, and that
condition is strictly weaker than the conditions (such as limn-N r
0ðnÞ ¼ 0) in the
earlier results cited above. (See Remark 1.6 and Example 1.7.)
In both [1,4], necessary and sufﬁcient conditions were also given for a CCWS
random ﬁeld (indexed by Zd) to have a positive continuous spectral density function.
Moore [16] and Bradley [3] have established (for CCWS random ﬁelds indexed by
Zd ) conditions that are necessary and sufﬁcient for the existence of a (not necessarily
continuous) spectral density function that is bounded away from both 0 andN: As a
trivial corollary, in [3], one of those conditions is combined with Theorem 1.4 here to
produce a new necessary and sufﬁcient condition for the existence of a positive
continuous spectral density function. Examples are given in [3] to show that new
condition is (among combinations of simple linear dependence conditions) quite
‘‘minimal’’ for that purpose.
Theorem 1.4 will be proved in Section 2. In Theorem 3.1 in Section 3, a result on
uniform convergence of spectral densities will be established, as a by-product of
Theorem 1.4 and the arguments in Section 2. The rest of Section 1 here is devoted to
material that will help give further perspective on Theorem 1.4.
Lemma 1.5. Suppose d is a positive integer, and X :¼ ðXk; kAZdÞ is a (not necessarily
stationary) random field, with the Xk’s being complex valued, with EjXkj2oN and
EXk ¼ 0 for all kAZd : Suppose N is a positive integer and q0ðX ; NÞo1:
Then for any nonempty, finite set SCZd ; one has that
E
X
kAS
Xk


2
pNd ½1þ q0ðX ; NÞd ½1 q0ðX ; NÞd
X
kAS
EjXkj2: ð1:6Þ
If also C0 is a nonnegative number and EjXkj2pC0 for all kAZd ; then for every
positive integer n;
zðX ; nÞpNd ½1þ q0ðX ; NÞd ½1 q0ðX ; NÞdC0q0ðX ; nÞ: ð1:7Þ
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To prove (1.6) for the case N ¼ 1; simply apply the argument in [2, Proof of
Lemma 4.1, p. 35], with the fractions ½1 r0ð1Þ=½1þ r0ð1Þ there replaced by ½1þ
q0ðX ; 1Þ=½1 q0ðX ; 1Þ; and with both X’s in the displayed equations there replaced
byp: Then, to extend (1.6) to general NX1; one can apply a d-dimensional version
of the argument in [2, Proof of Corollary 2.3, pp. 25–26], similar to the proof of
Lemma 2.3 in Section 2. Eq. (1.7) follows from (1.4), (1.6), and simple algebra.
Remark 1.6. Suppose d is a positive integer and X :¼ ðXk; kAZdÞ is a CCWS
random ﬁeld. Then q0ðnÞpr0ðnÞ (trivially) for each nX1; and hence if r0ðnÞ-0 as
n-N; then q0ðnÞ-0 as n-N: Also, if q0ðnÞ-0 as n-N; then zðnÞ-0 as n-N;
by Lemma 1.5 (Eq. (1.7), with C0 :¼ EjXð0;y;0Þj2 and with NX1 ﬁxed such that
q0ðNÞo1). In Example 1.7, a CCWS random sequence (the case d ¼ 1) will be
constructed such that zðnÞ-0 as n-N and q0ðnÞ ¼ r0ðnÞ ¼ 1 for all nX1:
Example 1.7. Deﬁne the positive number C :¼PNn¼1 n3=2: Deﬁne the function
f : T-R as follows: For each tAT ; letting lAðp; p be such that t ¼ eil (as in
Deﬁnition 1.1), let
f ðtÞ :¼ 1 ð2CÞ1
XN
n¼1
n3=2½ðeilÞn þ ðeilÞn
¼ 1 C1
XN
n¼1
n3=2 cosðnlÞ: ð1:8Þ
The sums converge uniformly, absolutely. The function f is real, continuous,
nonnegative, and ‘‘symmetric’’ in that f ðeilÞ ¼ f ðeiðlÞÞ for each lA½p; p:
Let X :¼ ðXk; kAZÞ be a real stationary, mean-zero, Gaussian sequence with
spectral density f on T : By (1.1), (1.8), and a simple calculation, EX 20 ¼ 1 and for
each nX1; EX0Xn ¼ ð2CÞ1n3=2: Hence
PN
k¼N EX0Xk ¼ 0 (with the sum
converging absolutely).
Hence for each nX1;
EðX1 þ?þ XnÞ2 ¼
Xn1
k¼nþ1
ðn  jkjÞEX0Xk
¼
XN
k¼N
nEX0Xk 
XN
k¼N
ðminfn; jkjgÞEX0Xk
¼ 0þ
X
kAZf0g
ðminfn; jkjgÞð2CÞ1jkj3=2: ð1:9Þ
Since
P
ka0 jkjð2CÞ1jkj3=2 ¼N; one has by monotone convergence that EðX1 þ
?þ XnÞ2-N as n-N: However, by (1.9), for each nX1; n1EðX1 þ?þ XnÞ2 ¼P
ka0 ðminf1; jkj=ngÞð2CÞ1jkj3=2; and hence by dominated convergence,
n1EðX1 þ?þ XnÞ2-0 as n-N: Hence by Bradley [2, Theorem 2.4(2)], one
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cannot have q0ðX ; nÞo1 for any nX1: (Note that in the case d ¼ 1; as in the example
here, the notation q0ðX ; nÞ here coincides with the notation qnðnÞ in [2].) Since
q0ðX ; nÞpr0ðX ; nÞp1 for all nX1 by (1.2), (1.4), and Cauchy’s inequality, it follows
that in this example, q0ðX ; nÞ ¼ r0ðX ; nÞ ¼ 1 for all nX1:
To complete Example 1.7, the remaining task is to show that zðX ; nÞ-0 as n-N:
Suppose nX1: Let Q and S be arbitrary nonempty ﬁnite sets CZ such that
distðQ; SÞXn: Then
E
X
jAQ
Xj
 ! X
kAS
Xk
 !

¼
X
jAQ
X
kAS
EXjXk

 ¼
X
jAQ
X
kAS
½ð2CÞ1jj  kj3=2


pð2CÞ1
X
jAQ
X
jcjXn
jcj3=2 ¼ C1ðcard QÞ
XN
c¼n
c3=2:
Hence zðX ; nÞpC1 PNc¼n c3=2 by (1.5). It follows that zðX ; nÞ-0 as n-N: This
completes Example 1.7.
Remark 1.8. Other equivalent conditions could be added to Theorem 1.4. For
example, in the context of Theorem 1.4, deﬁne for each real sX1;
kðsÞ ¼ kðX ; sÞ
:¼ sup E
X
kAQ
akXk
 ! X
kAS
akXk
 !

" ," X
kAQ
jakj2
 !1=2 X
kAS
jakj2
 !1=2##
;
where the supremum is taken over all pairs of nonempty, ﬁnite, disjoint sets Q and
SCZd such that distðQ; SÞXs; and all choices of complex numbers ak; kAQ,S: If
kðsÞ-0 as s-N; then by (1.5) and a trivial calculation, condition (a) (in Theorem
1.4) holds. On the other hand, if condition (b) (in Theorem 1.4) holds, then kðsÞ-0
as s-N; by a trivial modiﬁcation of the proof (given at the end of Section 2, and in
turn adapted trivially from arguments in [11,19]) that (b) ) (a). Hence by Theorem
1.4 itself, the condition kðsÞ-0 as s-N is equivalent to conditions (a) and (b) in
Theorem 1.4.
Remark 1.9. It is easy to adapt Theorem 1.4 (and Remark 1.8 as well as Theorem 3.1
in Section 3) to the setting of an abstract (real or) complex Hilbert space H—that is,
to a collection ðhk; kAZdÞ of elements of H such that /hj ; hkS (the inner product)
depends only on j  k: Suppose one deﬁnes the numbers zðnÞ; nX1; as in (1.5) but
with jEðPkAQ XkÞðPkAS XkÞj there replaced by j/PkAQ hk;PkAS hkSj (where
/:; :S denotes the inner product on H). Suppose one deﬁnes ‘‘spectral density’’ f (if
it exists) as in (1.1) but with EXkXð0;y;0Þ there replaced by /hk; hð0;y;0ÞS: Then the
array ðhk; kAZdÞ of elements of H (with /hj; hkS depending only on j  k) has a
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continuous ‘‘spectral density’’ on Td if and only if it satisﬁes zðnÞ-0 as n-N: The
proof is exactly analogous to that of Theorem 1.4 (given in Section 2). Alternatively,
one could derive the result for ðhk; kAZdÞ as a corollary of Theorem 1.4 itself via a
Hilbert-space isometry.
Remark 1.10. If in a given random ﬁeld X :¼ ðXk; kAZdÞ; the Xk’s are multiplied by
a positive constant, the linear dependence coefﬁcients zðX ; nÞ are multiplied by the
square of that constant. For a nondegenerate CCWS random ﬁeld X :¼
ðXk; kAZdÞ; it may be natural to ‘‘normalize’’ the zðX ; nÞ’s by deﬁning *zðX ; nÞ :¼
zðX ; nÞ=EjX0j2 for nX1: The conditions *zðX ; nÞ-0 (as n-N) and zðX ; nÞ-0 are
equivalent.
2. Proof of Theorem 1.4
Much of the proof of Theorem 1.4 will be adapted from arguments in references
cited after Theorem 1.4 and in Remark 1.8. In particular, Lemmas 2.1–2.3 are
adapted from [1, Lemmas 1 and 2; 4, p. 106]. Lemmas 2.7–2.8 and 2.10 are adapted
from [1, Lemmas 3 and 4], which in turn are adapted from arguments of Ibragimov
[8]. The ﬁnal derivation of Theorem 1.4, given at the end of Section 2, is adapted
from arguments of Ibragimov [8], Kolmogorov and Rozanov [11], and Rosenblatt
[19, p. 77]. However, because of the extra complications and the differences of the
contexts, most of the proof of Theorem 1.4 will be given in detail here.
Lemma 2.1. Suppose Y1; Y2;y; Yn ðnX2Þ are complex-valued random variables such
that for each kAf1;y; ng; EjYkj2oN: Then
E
Xn
k¼1
Yk


2

Xn
k¼1
EjYkj2 p 4
2n
X
QCf1;y;ng

E
X
kAQ
Yk
 ! X
kAf1;y;ngQ
Yk
0
@
1
A

:
ð2:1Þ
In the right-hand side of (2.1), the outer sum is being taken over all subsets Q of
f1;y; ng; and the notation f1;y; ng  Q simply means the complement of Q in
f1;y; ng:
Proof. Enlarging the probability space if necessary, let e1; e2;y; en be independent,
identically distributed random variables taking only the values 1 and 1; with
Pðe1 ¼ 1Þ ¼ Pðe1 ¼ 1Þ ¼ 1=2; with this random vector ðe1;y; enÞ being indepen-
dent of ðY1;y; YnÞ:
Deﬁne the random set SCf1;y; ng by S :¼ fkAf1;y; ng : ek ¼ 1g: Deﬁne the
random variables W :¼PkAS Yk and W n :¼PkAf1;y;ngS Yk:
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Now W þ W n ¼Pnk¼1 Yk: Also, W  W n ¼Pnk¼1 ekYk; and hence by a simple
calculation, EjW  W nj2 ¼Pnk¼1 EjYkj2: Hence by a simple calculation,
E
Xn
k¼1
Yk


2

Xn
k¼1
EjYkj2

 ¼ jEjW þ W nj2  EjW  W nj2j
¼ j4Re EWW njp4jEWW nj: ð2:2Þ
In the sums below, Q ranges over all subsets of f1;y; ng; and Qn :¼ f1;y; ng 
Q (the complement). Note that for a given set QCf1;y; ng; the random vector
ðPkAQ Yk;PkAQn YkÞ is independent of the random set S: Hence
jEWW nj ¼
X
Q
EðWW njS ¼ QÞPðS ¼ QÞ


¼
X
Q
E
X
kAQ
Yk
 ! X
kAQn
Yk
 ! S ¼ Q

!
1=2n

p 2n
X
Q
E
X
kAQ
Yk
 ! X
kAQn
Yk
 !
:
Hence by (2.2), Eq. (2.1) holds. This completes the proof of Lemma 2.1.
Lemma 2.2. Suppose d is a positive integer, and X :¼ ðXk; kAZdÞ is a (not necessarily
stationary) random field such that for each kAZd ; Xk is complex valued, EjXkj2oN;
and EXk ¼ 0: Suppose zðX ; 1ÞoN: Suppose S is a nonempty finite set CZd :
Then
E
X
kAS
Xk


2

X
kAS
EjXkj2

p4dzðX ; 1Þðcard SÞ: ð2:3Þ
Proof. The proof will be broken into two steps.
Step 1: The case d ¼ 1: For each subset QCS; letting Qn :¼ S  Q; one has by
(1.5) that jEðPkAQ XkÞðPkAQn XkÞjpzðX ; 1Þðcard SÞ: Hence by Lemma 2.1 (and
the fact that there are 2ðcard SÞ subsets QCS), Eq. (2.3) holds with d ¼ 1:
Step 2: The case dX2: Use induction. Suppose DAf2; 3; 4;yg; and (2.3) holds for
the case d ¼ D  1: We shall show that (2.3) holds for the case d ¼ D:
Suppose X :¼ ðXk; kAZDÞ satisﬁes the assumptions in the statement of Lemma
2.2, and S is a nonempty, ﬁnite subset of ZD: For each integer c; let SðcÞ denote the
set of all k :¼ ðk1;y; kDÞAS such that k1 ¼ c: Let L denote the (ﬁnite) set of all cAZ
such that SðcÞ is nonempty. The sets SðcÞ; cAL; partition S:
For each cAL; deﬁne the (complex-valued, centered, absolutely square integrable)
random variable Yc :¼
P
kASðcÞ Xk: By the inductive assumption of (2.3) for
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d ¼ D  1; one has that for each cAL;
EjYcj2 
X
kASðcÞ
EjXkj2

p4ðD  1ÞzðX ; 1Þðcard SðcÞÞ: ð2:4Þ
Also, for each subset QCL; letting Qn :¼ L Q; one has that the sets ScAQ SðcÞ
and
S
cAQn SðcÞ are complements in S (satisfying (1.3) for n ¼ 1), and hence by (1.5),
jEðPcAQ YcÞðPcAQn YcÞjpzðX ; 1Þðcard SÞ: SincePkAS Xk ¼PcAL Yc; one has by
(2.4) and Lemma 2.1 that
E
X
kAS
Xk


2

X
kAS
EjXkj2


p E
X
cAL
Yc


2

X
cAL
EjYcj2

þ
X
cAL
EjYcj2 
X
kAS
EjXkj2


p4=2ðcard LÞ
X
QCL
zðX ; 1Þðcard SÞ þ
X
cAL
EjYcj2 
X
kASðcÞ
EjXkj2
2
4
3
5


p4zðX ; 1Þðcard SÞ þ
X
cAL
4ðD  1ÞzðX ; 1Þðcard SðcÞÞ
¼ 4zðX ; 1Þðcard SÞ þ 4ðD  1ÞzðX ; 1Þðcard SÞ:
Thus (2.3) holds for the case d ¼ D: This completes step 2 and the proof of
Lemma 2.2.
Lemma 2.3. Suppose d is a positive integer, and X :¼ ðXk; kAZdÞ is a (not necessarily
stationary) random field such that for each kAZd ; Xk is complex valued, EjXkj2oN;
and EXk ¼ 0: Suppose J is a positive integer and zðX ; JÞoN: Suppose S is a
nonempty finite set CZd : Then
E
X
kAS
Xk


2
pJd
X
kAS
EjXkj2
" #
þ Jd4dzðX ; JÞðcard SÞ: ð2:5Þ
Proof. For any j :¼ ðj1;y; jdÞAf1;y; Jgd ; the random ﬁeld ZðjÞ :¼ ðXJkþj; kAZdÞ
satisﬁes zðZðjÞ; 1ÞpzðX ; JÞ: For each j :¼ ðj1;y; jdÞAf1;y; Jgd ; let SðjÞ be the
(possibly empty) set of all k :¼ ðk1;y; kdÞAS such that ku  ju mod J for all
uAf1;y; jg: These sets SðjÞ; jAf1;y; Jgd ; partition S: In the sums below, j ranges
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over f1;y; Jgd : By Lemma 2.2, one has that
X
kAS
Xk




2
p
X
j
X
kASðjÞ
Xk




2
p
X
j
X
kASðjÞ
EjXkj2
0
@
1
Aþ 4dzðX ; JÞðcard SðjÞÞ
2
4
3
5
1=2
p Jd=2
X
j
X
kASðjÞ
EjXkj2
0
@
1
Aþ 4dzðX ; JÞðcard SðjÞÞ
2
4
3
5
2
4
3
5
1=2
:
Hence (2.5) holds. This completes the proof of Lemma 2.3.
Lemma 2.4. Suppose d is a positive integer, and X :¼ ðXk; kAZdÞ is a (not necessarily
stationary) random field such that for each kAZd ; Xk is complex valued, EjXkj2oN;
and EXk ¼ 0: Suppose n is a positive integer and zðX ; nÞoN; and suppose Q and S are
nonempty, finite, disjoint subsets of Zd such that (1.3) holds.
If akA½0; 1 for each kAQ,S; then
E
X
kAQ
akXk
 ! X
kAS
akXk
 !
pzðX ; nÞðcard Q,SÞ: ð2:6Þ
Suppose that for each kAQ,S; ck is a complex number such that jckjp1; then
E
X
kAQ
ckXk
 ! X
kAS
ckXk
 !
p16zðX ; nÞðcard Q,SÞ: ð2:7Þ
Proof. Proof of (2.6): For each positive integer L and each kAQ,S; let bðLÞk denote
the element of the set f0; 1=L; 2=L;y; 1g such that bðLÞk pakobðLÞk þ 1=L: For each
positive integer L; deﬁne the random variables VL :¼
P
kAQ b
ðLÞ
k Xk and WL :¼P
kAS b
ðLÞ
k Xk:
For each positive integer L; one has that
X
kAQ
akXk
 !
 VL




2
¼
X
kAQ
ðak  bðLÞk ÞXk




2
p
X
kAQ
ðak  bðLÞk ÞjjXkjj2
p
X
kAQ
ð1=LÞjjXkjj2:
Hence jjðPkAQ akXkÞ  VLjj2-0 as L-N: Similarly jjðPkAS akXkÞ  WLjj2-0 as
L-N: Hence, to complete the proof of (2.6), it sufﬁces to show that for every
positive integer L;
jEVLWLjpzðX ; nÞðcard Q,SÞ: ð2:8Þ
Let L be an arbitrary, ﬁxed positive integer. For each cAf0; 1;y; Lg; let QðcÞ ¼
QðLÞðcÞ (resp. SðcÞ ¼ SðLÞðcÞ) denote the (possibly empty) set of all kAQ (resp. all
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kAS) such that bðLÞk ¼ c=L: For each cAf0;y; Lg; deﬁne the sets
GðcÞ :¼ QðcÞ,Qðcþ 1Þ,?,QðLÞ
and
LðcÞ :¼ SðcÞ,Sðcþ 1Þ,?,SðLÞ:
One has that VL¼ L1
PL
c¼0
P
kAQðcÞ cXk; and hence VL ¼ L1
PL
c¼1
P
kAGðcÞ Xk:
Similarly WL ¼ L1
PL
c¼1
P
kALðcÞ Xk: Hence
jEVLWLjpL2
XL
c¼1
XL
m¼1
E
X
kAGðcÞ
Xk
0
@
1
A X
kALðmÞ
Xk
0
@
1
A


pL2
XL
c¼1
XL
m¼1
zðX ; nÞðcard GðcÞ,LðmÞÞ:
Hence (2.8) holds. This completes the proof of (2.6).
Proof of (2.7): For each kAQ,S; one can represent ck by ck ¼ að1Þk  að2Þk þ iað3Þk 
ia
ð4Þ
k where a
ðuÞ
k A½0; 1 for each uAf1; 2; 3; 4g: (For example, ð0:6Þ  ð0:7Þi ¼
ð0:6Þ  0þ i  0 i  ð0:7Þ:) Hence (2.7) follows from (2.6) by a simple calculation.
Deﬁnition 2.5. Suppose d is a positive integer and X :¼ ðXk; kAZdÞ is a random
ﬁeld, with the Xk’s being complex-valued. For each positive integer n and each
j :¼ ðj1;y; jdÞAZd ; deﬁne the (complex-valued) random variable
S
ðnÞ
j ¼ SðnÞj ðXÞ :¼
X
k
Xk;
where the sum is taken over all k :¼ ðk1;y; kdÞAZd such that ju  n þ 1pkupju for
all uAf1;y; dg:
That is, S
ðnÞ
j is the sum of n
d of the Xk’s—an n  n ? n ‘‘cube’’ of Xk’s with
the ‘‘upper right corner’’ being the index j itself.
Remark 2.6. At this point, we turn our attention to CCWS (centered, complex,
weakly stationary) random ﬁelds. Suppose d is a positive integer and X :¼
ðXk; kAZdÞ is a CCWS random ﬁeld. The following standard comments will be
useful later on: (1) If n is any positive integer, then ðSðnÞj ðX Þ; jAZdÞ is a CCWS
random ﬁeld. (2) If m is any positive integer, then ðXmk; kAZdÞ is a CCWS random
ﬁeld. (3) If lAðp; pd ; and for each kAZd ; one deﬁnes the (complex-valued) random
variable Yk :¼ eklXk (where k  l denotes the dot product), then Y :¼ ðYk; kAZdÞ
is a CCWS random ﬁeld. (In particular, EYkYj ¼ eiðkjÞlEXkXj depends only on
k  j:) Also, EjY0j2 ¼ EjX0j2:
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Lemma 2.7. Suppose d is a positive integer, e40; and y :¼ ðyð1Þ; yð2Þ; yð3Þ;yÞ is a
nonincreasing sequence of numbers in ½0;N such that yðnÞ-0 as n-N: Then there
exist positive integers M ¼ Mðd; e; yÞ and N0 ¼ N0ðd; e; yÞ such that the following
holds:
Suppose X :¼ ðXk; kAZdÞ is a CCWS random field such that EjX0j2p1 and
zðX ; nÞpyðnÞ for all nX1: Then for every integer NXN0; one has that
NdE SðNÞð0;y;0ÞðX Þ
 2MdE SðMÞð0;y;0ÞðX Þ 2

pe: ð2:9Þ
Here of course ð0;y; 0Þ denotes the origin in Zd :
Proof. Let J and m be positive integers such that
yðJÞp1=ð4dÞ and yðm þ 1Þpe=ð12dÞ: ð2:10Þ
(The redundancy is allowed here in order to help avoid confusion later on.) Let
dAð0; 1Þ be a number sufﬁciently small that
16dJ2ddpe2=9 and ½ð1 dÞd  12Jdpe=3: ð2:11Þ
Let M and K0 be positive integers such that
m=Mpd=2 and 2=K0pd=2: ð2:12Þ
Deﬁne the positive integer
N0 :¼ ðM þ mÞK0: ð2:13Þ
Note that M and N0 depend only on d; e; and the sequence y:
Now suppose X :¼ ðXk; kAZdÞ is a CCWS random ﬁeld such that
EjX0j2p1 and zðX ; nÞpyðnÞ for all nX1: ð2:14Þ
Suppose N is an integer such that NXN0: To complete the proof of Lemma 2.7, it
sufﬁces to prove (2.9) for this N:
Let K be the integer such that
ðM þ mÞKpNoðM þ mÞðK þ 1Þ: ð2:15Þ
Then by (2.13) and the fact that NXN0; one has that KXK0 (and hence K is
positive). Some simple calculations will be useful later on. First, MK=No1 by (2.15).
Also M4m by (2.12) and the fact dAð0; 1Þ: Hence by (2.15), NoMK þ mK þ 2M;
or N  MKomK þ 2M: Putting these facts and (2.12) together, one has that
0o1 MK=NomK=N þ 2M=NoðMK=NÞðm=MÞ þ 2=K
o 1ðm=MÞ þ 2=K0pdo1: ð2:16Þ
Hence by (2.11) and the simple inequality 1 xdpdð1 xÞ for xAð0; 1Þ; one has
that
16J2d ½1 ðMK=NÞd p16dJ2d ½1 MK=Np16dJ2ddpe2=9;
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and hence
4Jd ½1 ðMK=NÞd 1=2pe=3: ð2:17Þ
Also by (2.16), MK=NX1 d; hence N=ðMKÞpð1 dÞ1; and hence by (2.11),
ð½N=ðMKÞd  1Þ2Jdp½ð1 dÞd  12Jdpe=3: ð2:18Þ
Eqs. (2.17) and (2.18) will be used later on.
For each jAZd ; deﬁne the (complex-valued) random variable
Yj :¼ SðMÞðMþmÞjðXÞ: ð2:19Þ
Deﬁne the random ﬁeld Y :¼ ðYj; jAZdÞ: By Remark 2.6(1) and (2) (in that order),
Y is a CCWS random ﬁeld.
Suppose uAf1;y; dg; and Q0 and S0 (also written as Qð0Þ and Sð0Þ) are
nonempty, ﬁnite, disjoint subsets of Z; and Q and S are nonempty, ﬁnite subsets of
Zd such that for each j :¼ ðj1;y; jdÞAQ (resp. AS), one has that juAQ0 (resp. AS0).
For each j :¼ ðj1;y; jdÞAQ; Yj is the sum of Md random variables Xk; k :¼
ðk1;y; kdÞ; such that ðM þ mÞju  M þ 1pkupðM þ mÞju: Hence
P
jAQ Yj is the
sum of Mdðcard QÞ random variables Xk; k :¼ ðk1;y; kdÞ; such that
kuAQn :¼
[
hAQð0Þ
fðM þ mÞh  M þ 1; ðM þ mÞh  M þ 2;y; ðM þ mÞhg:
Similarly,
P
jAS Yj is the sum of M
dðcard SÞ random variables Xk; k :¼ ðk1;y; kdÞ;
such that
kuASn :¼
[
hASð0Þ
fðM þ mÞh  M þ 1; ðM þ mÞh  M þ 2;y; ðM þ mÞhg:
These sets Qn and Sn ðCZÞ satisfy distðQn; SnÞXm þ 1 (since Q0 and S0 are
disjoint). Hence
E
X
jAQ
Yj
 ! X
jAS
Yj
 !
pzðX ; m þ 1Þ½Mdðcard QÞ þ Mdðcard SÞ:
Since uAf1;y; dg was arbitrary, it follows that
zðY ; 1ÞpMdzðX ; m þ 1Þ: ð2:20Þ
Deﬁne the set L :¼ f1;y; Kgd : Then by (2.20), Lemma 2.2, and the fact that Y is
CCWS,
E
X
jAL
Yj


2
KdEjYð0;y;0Þj2

p 4dzðY ; 1ÞðcardLÞ
p 4dðKMÞdzðX ; m þ 1Þ:
R.C. Bradley / Journal of Multivariate Analysis 86 (2003) 108–125120
Hence by (2.19), (2.14), (2.10), and the fact that Y is CCWS,
ðKMÞdE
X
jAL
Yj


2
MdE SðMÞð0;y;0ÞðX Þ
 2


p4dzðX ; m þ 1Þp4dyðm þ 1Þpe=3: ð2:21Þ
Now by (2.15) and (2.19),
P
jAL Yj is the sum of ðMKÞd of the random variables
Xk; kAf1;y; Ngd ; and SðNÞðN;y;NÞðXÞ 
P
jAL Yj is the sum of the other N
d  ðMKÞd
random variables Xk; kAf1;y; Ngd : By Lemma 2.3 (Eq. (2.5)), (2.14), and (2.10),
one has that
E
X
jAL
Yj


2
p Jd ½ðMKÞd  1 þ Jd4dzðX ; JÞðMKÞd
p JdðMKÞd ½1þ 4dyðJÞp2JdðMKÞd ; ð2:22Þ
and similarly,
E S
ðNÞ
ðN;y;NÞðX Þ 
X
jAL
Yj


2
p2Jd ½Nd  ðMKÞd ; ð2:23Þ
and also
EjSðNÞðN;y;NÞðX Þj2p2JdNd : ð2:24Þ
By (2.22), (2.15) ðMKoNÞ; and (2.18),
NdE
X
jAL
Yj


2
ðKMÞdE
X
jAL
Yj


2

p jNd  ðKMÞd j2ðJMKÞd
p ½ðKMÞd  Nd 2JdNdpe=3: ð2:25Þ
Next, by (2.22), (2.23), (2.24), and (2.15) ðKMoNÞ; one has that
EjSðNÞðN;y;NÞðX Þj2  E
X
jAL
Yj


2


¼ jjSðNÞðN;y;NÞðXÞjj2 þ
X
jAL
Yj




2
" #
jjSðNÞðN;y;NÞðX Þjj2 
X
jAL
Yj




2


pð2JdÞ1=2½Nd=2 þ ðMKÞd=2 SðNÞðN;y;NÞðXÞ 
X
jAL
Yj




2
p½81=2Jd=2Nd=2½21=2Jd=2½Nd  ðMKÞd 1=2
¼ 4JdNd ½1 ðMK=NÞd 1=2:
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Hence by (2.17),
NdEjSðNÞðN;y;NÞðX Þj2  NdE
X
jAL
Yj


2

pe=3: ð2:26Þ
Since EjSðNÞðN;y;NÞðXÞj2 ¼ EjSðNÞð0;y;0ÞðX Þj2 by stationarity, one has by (2.21), (2.25),
and (2.26) that (2.9) holds. This completes the proof of Lemma 2.7. &
Lemma 2.8. Suppose d is a positive integer, and X :¼ ðXk; kAZdÞ is a CCWS random
field such that zðX ; nÞ-0 as n-N: Then limn-N ndEjSðnÞð0;y;0ÞðXÞj2 exists in ½0;NÞ:
Proof. Multiplying the Xk’s by an appropriate positive constant if necessary, we
assume without loss of generality that EjX0j2p1: (This will change the numbers
zðX ; nÞ only by a constant factor.) Deﬁne the sequence y :¼ ðyðnÞ; nX1Þ of
numbers in ½0;N by yðnÞ :¼ zðX ; nÞ: Then by Lemma 2.7, for any given e40;
there exists a positive integer M such that lim infn-N n
dEjSðnÞð0;y;0ÞðXÞj2 and
lim supn-N n
dEjSðnÞð0;y;0ÞðXÞj2 are each within e of MdEjSðMÞð0;y;0ÞðX Þj2: Hence the
lim inf and lim sup are ﬁnite, and for a given e40; they differ by at most 2e: Lemma
2.8 follows. &
Deﬁnition 2.9. Suppose d is a positive integer and X :¼ ðXk; kAZdÞ is a CCWS
random ﬁeld such that zðX ; nÞ-0 as n-N: For each nX1; deﬁne the nonnegative
real number FðX ; nÞ :¼ ndEjSðnÞð0;y;0ÞðX Þj2: Referring to Lemma 2.8, deﬁne the
nonnegative real number
FðXÞ :¼ lim
n-N
FðX ; nÞ:
Lemma 2.10. Suppose d is a positive integer, e40; and y :¼ ðyð1Þ; yð2Þ; yð3Þ;yÞ is a
nonincreasing sequence of numbers in ½0;N such that yðnÞ-0 as n-N: Then there
exists a positive integer L ¼ Lðd; e; yÞ such that the following holds:
Suppose X :¼ ðXk; kAZdÞ is a CCWS random field such that EjX0j2p1 and
zðX ; nÞpyðnÞ for all n; then for all nXL; jFðXÞ  FðX ; nÞjpe:
Proof. Let M ¼ Mðd; e=2; yÞ and N0 ¼ N0ðd; e=2; yÞ be as in Lemma 2.7, and let
L :¼ N0: Then for cXN0; nXN0;
jFðX ; cÞ  FðX ; nÞjpjFðX ; cÞ  FðX ; MÞj þ jFðX ; MÞ  FðX ; nÞjpe=2þ e=2:
Now let c-N and apply Deﬁnition 2.9. &
Proof of Theorem 1.4. Suppose d is a positive integer and X :¼ ðXk; kAZdÞ is a
CCWS random ﬁeld. Multiplying the Xk’s by an appropriate positive constant if
necessary, we assume without loss of generality that EjX0j2p1: (This will change the
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numbers zðX ; nÞ only by a constant factor, and will not affect either of conditions (a)
and (b) in Theorem 1.4.)
(a)) (b): We adapt arguments in [8]. Suppose condition (a) in Theorem 1.4 holds.
Refer to the notations in Deﬁnition 1.1. For each t :¼ ðt1;y; tdÞATd ; letting l :¼
ðl1;y; ldÞAðp; pd be such that tu ¼ expðiluÞ for each uAf1;y; dg; deﬁne the
random ﬁeld X ðtÞ :¼ ðX ðtÞk ; kAZdÞ by X ðtÞk :¼ eiklXk (where k  l denotes the dot
product). For each tATd ; by Remark 2.6(3), the random ﬁeld X ðtÞ is CCWS, and
EjX ðtÞ0 j2 ¼ EjX0j2p1: Also, by Lemma 2.4, for each tATd ; one has that for all nX1;
zðX ðtÞ; nÞp16zðX ; nÞ:
Let us apply Lemma 2.10 with yðnÞ :¼ 16zðX ; nÞ for nX1: By that lemma, for each
e40; there exists a positive integer L such that for all tATd and all cXL; jFðX ðtÞÞ 
FðX ðtÞ; cÞjpe: Hence FðX ðtÞ; nÞ converges to FðX ðtÞÞ uniformly in tATd as n-N:
Also, by a simple argument, for each nX1; the mapping t/FðX ðtÞ; nÞ ¼
ndEjSðnÞð0;y;0ÞðX ðtÞÞj2 is continuous on Td : Hence the function f : Td-½0;NÞ deﬁned
by f ðtÞ :¼ FðX ðtÞÞ; is continuous on Td :
To complete the proof that (a)) (b), all that remains is to show that this function
f is a spectral density function of X—that is, that (1.1) holds. The argument is an
old, standard one; one detailed reference for it is [1, p. 365, ﬁrst paragraph]. This
completes the proof that (a) ) (b).
(b) ) (a): We adapt arguments in [11,19]. Suppose condition (b) in Theorem 1.4
holds. Let f : Td-½0;NÞ denote the continuous spectral density there.
Suppose e40: By the Stone–Weierstrass theorem, there exists a trigonometric
polynomial p on Td (that is, a linear combination, with complex coefﬁcients, of
ﬁnitely many of the functions eikl; kAZd) such that jf ðtÞ  pðtÞjpe for all tATd : Let
n be a positive integer such that
R
eiklpðtÞ ¼ 0 for all kAZd such that jjkjjXn: Here
and below, integrals are taken over Td ; with respect to the measure mdT ; and l is
related to t as in Deﬁnition 1.1. If Q and S are nonempty, ﬁnite subsets of Zd such
that (1.3) holds, then deﬁning the complex functions g and h on Td by gðtÞ :¼P
kAQ e
ikl and hðtÞ :¼PkAS eikl; one has that R eiðjkÞlpðtÞ ¼ 0 for all jAQ; kAS;
and hence
E
X
jAQ
Xj
 ! X
kAS
Xk
 !
 ¼
Z
gðtÞhðtÞf ðtÞ

 ¼
Z
g %hðf  pÞ


p e
Z
jgj2
 1=2 Z
jhj2
 1=2
¼ eðcard QÞ1=2ðcard SÞ1=2
p eðcard Q,SÞ:
Hence zðX ; nÞpe: Hence lim supc-N zðX ; cÞpe (since the numbers zðX ; cÞ are
nonincreasing as c increases). Since e40 was arbitrary, zðX ; cÞ-0 as c-N: This
completes the proof that (b) ) (a). Theorem 1.4 is proved. &
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3. Uniform convergence of spectral densities
Theorem 3.1, involving uniform convergence of spectral densities, is an immediate
by-product of Theorem 1.4 and arguments in Section 2. Analogous results were
proved earlier, under other (stronger) linear dependence assumptions, by Falk [6]
(for the case d ¼ 1) and by Miller [12, Theorem 3.1] (for general dX1). The proof of
Theorem 3.1 given below is adapted from their arguments.
Miller [12, p. 879] applied his version of the result in proving a multivariate central
limit theorem for kernel-type estimators of probability density under a certain strong
mixing condition. Falk [6] had pointed out an analogous application.
Theorem 3.1. Suppose d is a positive integer. Suppose that for each cAf1; 2; 3;yg;
X ðcÞ :¼ ðX ðcÞk ; kAZdÞ is a CCWS random field. Suppose that ZðnÞ :¼
supcX1zðX ðcÞ; nÞ-0 as n-N: Suppose also that for every kAZd ; ck :¼
limc-NEX
ðcÞ
k X
ðcÞ
ð0;y;0Þ exists in C:
Referring to Theorem 1.4, for each cX1; let fc : Td-½0;NÞ be the continuous
spectral density function of the random field X ðcÞ: Then there exists a continuous
function f :Td-½0;NÞ such that fnðtÞ-f ðtÞ uniformly in tATd as n-N: Further, for
each kAZ; ck ¼
R
eiklf ðtÞ dmdTðtÞ; where the integral is taken over Td ; and l is related
to t as in Definition 1.1.
Proof. Multiplying the random variables by a small ﬁxed positive constant, we may
assume without loss of generality (see Remark 1.10) that EjX ðcÞ0 j2p1 for all cX1:
Refer to Remark 2.6(3). For each cX1 and each tATd ; deﬁne the CCWS random
ﬁeld X ðc;tÞ :¼ ðX ðc;tÞk ; kAZdÞ by X ðc;tÞk :¼ eiklX ðcÞk ; where l is related to t as in
Deﬁnition 1.1. For each cX1; each tATd ; and each nX1; zðX ðc;tÞ; nÞp16ZðnÞ by
Lemma 2.4 and the hypothesis of Theorem 3.1. Referring to Lemmas 2.8 and 2.10
and Deﬁnition 2.9, one has that jFðX ðc;tÞÞ  FðX ðc;tÞ; nÞj-0 uniformly in cAN and
tATd as n-N: From the proof of Theorem 1.4, one can also see that fcðtÞ ¼
FðX ðc;tÞÞ for each cX1 and each tATd :
Suppose e40: Let N be a positive integer such that jfcðtÞ  FðX ðc;tÞ; NÞjpe=3 for
all cX1 and all tATd : Refer again to Deﬁnition 2.9. By the hypothesis of Theorem
3.1 and a simple calculation, as c-N; FðX ðc;tÞ; NÞ converges uniformly in tATd to a
continuous function (a ‘‘d-dimensional trigonometric polynomial’’). Hence there
exists an integer LX1 such that for all cXL; all mXL; and all tATd ; jFðX ðc;tÞ; NÞ 
FðX ðm;tÞ; NÞjpe=3: Thus for all cXL; all mXL; and all tATd ; jfcðtÞ  fmðtÞjpe:
Since e40 was arbitrary, the sequence fc; c ¼ 1; 2;y of (continuous) functions
is Cauchy in the sup norm. Hence it converges uniformly to a continuous
function f on Td : Since each fc is nonnegative, so is f : The last sentence of Theorem
3.1 now follows from (1.1) and dominated convergence. This completes the
proof. &
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