An extension of Nosofsky and Palmeri's (Psychol. Rev. 104 (1997a) 266) exemplar-based random-walk (EBRW) model of categorization is presented as a model of the time course of categorization of separable-dimension stimuli. Nosofsky and Palmeri (1997a) assumed that the perceptual encoding of all stimuli was identical. However, in the current model, we assume as in Lamberts (J. Exp. Psychol.: General 124 (1995) 161) that the inclusion of individual stimulus dimensions into the similarity calculations is a stochastic process with the probability of inclusion based on the perceptual salience of the dimensions. Thus, the exemplars that enter into the random-walk change dynamically during the time course of processing. This model is implemented as a Markov chain. Its predictions are compared with alternative models in a speeded categorization experiment with separable-dimension stimuli. r
A fundamental issue in cognitive psychology concerns the nature of perceptual categorization. Much of the past modeling work in this area has concentrated primarily on the prediction of choice probabilities. Recently, a number of researchers have focused on the time course of processing and the modeling of reaction times (Ashby, 2000; Ashby, Boynton, & Lee, 1994; Lamberts, 1995 Lamberts, , 1998 Lamberts & Freeman, 1999a, b; Nosofsky & Alfonso Reese, 1999; Nosofsky & Palmeri, 1997a) . One of the major contributions to the study of the time course of classification has been the exemplarbased random-walk (EBRW) model of Nosofsky and Palmeri (1997a) . The general idea of the model is that when an object is presented to be classified, category exemplars stored in memory race to be retrieved (Logan, 1988; Marley & Colonius, 1992) with rates that depend on how similar the exemplars are to the object. These retrieved exemplars then enter into a random-walk process for making classification decisions (Busemeyer, 1985; Link, 1992; Ratcliff, 1978) . The EBRW has been very successful at accounting for the time course of classification decision making and at generating predictions of classification response times.
An important limitation of the EBRW, however, is that in its current form it accounts for classification performance only in domains involving integral-dimension stimuli, which are stimuli in which the dimensions combine into relatively unanalyzable, integral wholes. By contrast, many stimuli are composed of separable dimensions, which are dimensions that remain psychologically distinct when in combination (Garner, 1974; Shepard, 1964) . In applying the EBRW to account for response times involving integral-dimension stimuli, a reasonable simplifying assumption was that the stimuli were perceived and encoded holistically (Lockhead, 1972) . To provide an account of response times involving separable-dimension stimuli, the EBRW needs to be extended by modeling the time course with which each of the individual dimensions is processed.
The key idea involves integrating the exemplarretrieval and decision-making processes that form the core of the EBRW with the dimensional perceptual sampling ideas advanced by Lamberts (1995 Lamberts ( , 1998 Lamberts ( , 2000 in his alternative exemplar-based model of speeded classification. Extending the EBRW in this manner allows the model to account for classification response times in a far wider range of stimulus domains, and forces deeper considerations regarding the intricate relations between perceptual and decision-making processes in classification. The main theoretical and empirical goals of this paper are, first, to develop this extended version of the EBRW that will enable the model to account for the speeded classification of separable-dimension stimuli; and, second, to test this new model by comparing its predictions to the data from an individual-participant classification experiment.
The remainder of this article is organized as follows. First, we briefly describe Lambert's (2000) EGCM-RT which introduces the idea of stochastic sampling of stimulus dimensions. Second, we present an extension of the EBRW that incorporates perceptual encoding (EBRW-PE). The EBRW-PE is described both as a random-walk and as a Markov chain. Third, we present a speeded classification experiment involving separabledimension stimuli and compare the modeling results of the EBRW-PE to those of alternative models. Finally, we look at the predictions of the EBRW-PE for the response-signal paradigm.
The extended generalized context model for response times (EGCM-RT)
Lamberts' (2000) EGCM-RT is a model of classification reaction time that builds on Nosofsky's (1986) generalized context model (GCM). The EGCM-RT borrows the equations for computing similarity from the GCM, but extends them by making them timedependent. The EGCM-RT is a complex model and the reader is referred to Lamberts (2000) for details. Here we sketch only the key ideas behind the model.
According to the EGCM-RT, perceptual categorization involves the gradual construction of a stimulus representation through a process of information accumulation. In particular, there is a stochastic process that determines which of the M perceptual dimensions of an object have been encoded at any given point in time. The similarity between the object and the exemplars stored in memory changes systematically depending on this stochastic perceptual encoding process. Early in processing, few dimensions will have been encoded, so the object will be similar to numerous distinct exemplars stored in memory. With unlimited processing time, all dimensions will be encoded, and the definition of similarity is identical to the one found in the standard GCM (Nosofsky, 1986) .
At every point in processing, an observer sums the current similarity of an item to the exemplars of the alternative categories. The probability that information accumulation stops after a certain period of time is a function of the evidence for category membership at that time. When processing does stop, the classification decision is based on the relative magnitude of the summed similarities to each alternative category.
The exemplar-based random-walk model with perceptual encoding (EBRW-PE)
The EBRW-PE combines the random-walk accumulation of category evidence of the EBRW (Nosofsky & Palmeri, 1997a) with the gradual accumulation of stimulus information of the EGCM-RT (Lamberts, 2000) . As in the EBRW, the EBRW-PE assumes that people store category examples in memory along with their category labels. These exemplars are represented as points in a multidimensional psychological space. During a classification judgment, all of the exemplars race to be retrieved. How fast an exemplar races is determined by its similarity to the test item. The winning exemplar adds incremental evidence to a random-walk process. The race is then repeated and a response occurs when the random-walk counter reaches a category boundary.
The EBRW assumes that an entire exemplar is processed, stored, and retrieved at once, that is, the EBRW treats all stimuli as integral wholes. The key contribution of the EBRW-PE over the EBRW is that the similarity relations of the exemplars can change based on the stimulus information available at a particular time. As in the EGCM-RT, we assume that each stimulus dimension is stochastically included in the similarity computation. Specifically, at each step of the random-walk, there is some probability that a stimulus dimension will be encoded and thus enter into the similarity computation.
Formal properties
The individual item exemplars are represented as points in an M-dimensional psychological space. Let x im denote the coordinate of exemplar i on dimension m. At time t, the distance between exemplars i and j depends on the subset of dimensions, f t , that have been processed by t. Formally,
where w m ð0pw m ; Sw m ¼ 1Þ is the attention weight given to dimension m (Nosofsky, 1986 (Nosofsky, , 1987 and i m ðf t Þ is a binary-valued function of the dimensions encoded at time t (Lamberts, 1995 (Lamberts, , 1998 ) such that Lamberts (1995 Lamberts ( , 1998 Lamberts ( , 2000 assumed an exponential inclusion function, such that the probability that dimension m is encoded at time t and therefore included in the distance computation is given by q m expðÀq m tÞ; where q m is a free parameter that represents the rate of inclusion for stimulus dimension m. Because the time steps in a random-walk are discrete, in what follows, we assume a discrete analog of this function. In particular, we assume that, on every step of the random-walk, there is some fixed probability, r m , that dimension m will be included in the distance computation (assuming that it was not included in the previous steps). Once a dimension is included in the distance calculation, it is never removed. Thus, the probability that dimension m is included in the distance calculation by step n of the random-walk is geometrically distributed, 1 À ð1 À r m Þ n : The geometric distribution is the discrete analog of the exponential.
The similarity of exemplar i to exemplar j at time t is an exponential decay function of the distance between the two objects at time t,
where c is an overall sensitivity parameter used to scale distances in the space (Shepard, 1987) . When a test item is presented, all the exemplars in memory race to be retrieved with a rate based on their level of activation. The activation of exemplar j in memory at time t given the presentation of exemplar i is given by
where M j is the memory strength of exemplar j. The memory strength of an exemplar may vary because of factors such as presentation frequency, recency of presentation, and so forth. For simplicity, however, in the present article we set all memory strengths equal to one. All exemplars in memory race exponentially to be retrieved with rate given by their activation at time t. Specifically, the probability density that exemplar j finishes the race at time t is given by f ðtÞ ¼ a ij ðf t Þ expðÀa ij ðf t Þ Á tÞ:
If exemplar j wins the race, then it is retrieved and enters the random-walk process. The random-walk is changed by unit value towards the category boundary associated with the winning exemplar. If the random-walk reaches one of the category boundaries, the appropriate response is given. Otherwise, a new race is initiated, another exemplar is retrieved (possibly the same exemplar as in the previous step), and the process continues. Let S iA (f t ) denote the summed activation at time t of all exemplars from category A given exemplar i, that is,
Given the processing assumptions outlined above and the mathematical properties of the exponential distribution, it can be shown (Nosofsky & Palmeri, 1997a ) that for two categories, A and B, the probability that the random-walk takes a step towards category A at processing time t is
and the probability of moving towards the B boundary is given by
Following Nosofsky and Palmeri (1997a) , it can also be shown that the expected time to take a step at processing time t given exemplar i is given by
where a is a constant term associated with each step. If all M dimensions are always included in the distance measure (i m ðf t Þ ¼ 1; 8m; t) this model reduces to the standard EBRW of Nosofsky and Palmeri (1997a) . However, the analytic predictions are more complex when the time-dependent distance measure is involved. We now turn to the derivation of these predictions.
A Markov chain implementation
There is a straightforward route to deriving analytic predictions from the EBRW-PE, which is necessary if the model is to be studied with reasonable efficiency. The key idea is to conceive of the EBRW-PE as a Markov chain. The states in the model are the set of dimensions that have been encoded on each step of the random-walk together with the location of the randomwalk counter. For example, if on step n of the walk, the observer has encoded dimensions 1 and 3 but not 2 and 4 of a four-dimensional stimulus, and the random-walk counter is now at +3 units away from the starting point of 0, then the process is in state (+3, {1, 3}). Given the assumptions in the model, the probability that on step n+1 the process makes a transition to state (+4, {1, 3, 4}) would be given by ð1 À r 2 Þr 4 p A i ðf1; 3; 4gÞ; i.e., the joint probability that the participant fails to encode dimension 2, successfully encodes dimension 4, and that, given the new similarity relations defined on the present set of encoded dimensions, an exemplar from category A is retrieved. The absorbing states in the Markov chain are those states in which the random-walk counter reaches either one of the response criteria (A or ÀB).
Given such a Markov chain, there are well-known techniques for deriving the expected number of steps to reach an absorbing state, the probability that a given absorbing state is reached, and so forth (Diederich, 1997) . Thus, it becomes straightforward to derive analytic predictions of mean response times and choice probabilities for the EBRW-PE. We now turn to a formalization of the EBRW-PE as a Markov chain and the derivation of these measures. Diederich (1997) (see also Busemeyer & Townsend, 1992 , 1997 has proposed similar ideas about shifting attention to dimensions within a random-walk model of preferential choice; however, there are no notions involving stimulus similarity or retrieval of stored exemplars in her dynamic decision-making model.
Let O be the state space for the EBRW-PE randomwalk. The EBRW-PE has A þ B þ 1 randomwalk positions, where A and ÀB are the criteria for categories A and B, respectively. However, the state space must also take into account the set of dimensions, f, included in the distance calculations at any time t.
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For a stimulus set with M dimensions, f is one of N sets, where
gives all possible combinations of M or fewer dimensions. Let F be the set of all possible f. Then, O has (A+B+1)N elements, O ¼ ÀB; ÀB þ 1; :::; À1; 0; 1; :::
The set O contains all possible states of the Markov chain, where each state includes a random-walk position and a set of encoded dimensions. In what follows, we define ðl; fÞ as position l of the random-walk with the set f of dimensions included in the distance computation.
State ðl; fÞ is absorbing if and only if there is probability zero that the random-walk leaves ðl; fÞ once it has been reached. The EBRW-PE has 2N absorbing states, fA; ÀBg Â F: State ðl; fÞ is transient if and only if there is a non-zero probability that the random-walk may not return to ðl; fÞ once it has been reached. In the EBRW-PE, all O À ðfA; ÀBg Â FÞ non-absorbing states are transient.
State ðl; fÞ is a starting state if and only if at time t ¼ 0; the random-walk is in state ðl; fÞ: We assume here that the starting state of the EBRW-PE is ð0; |Þ; where | is the set of zero dimensions. Let Z be an NðA þ B À 1Þ column vector that represents the starting state of the random-walk over the transient states, then Z contains a 1 on state ð0; |Þ and zeros elsewhere. Z can be thought of as a probability distribution over the states at t = 0.
Let r m be the probability of adding dimension m to the distance calculation on any step of the random-walk given that it was not included on the previous step. Then
gives the probability of processing the dimensions in f on the current step of the random-walk, given that the dimensions in f 0 were processed on the previous step. For example, for a four-dimensional stimulus, the probability of adding dimensions 1 and 2 and not adding dimension 4 given that dimension 3 is already included in the similarity computation is hðf3g; f1; 2; 3gÞ ¼ r 1 Â r 2 Â ð1 À r 4 Þ:
Suppose that exemplar i is presented and that the observer was in transient state (l, f 0 ) on the preceding step. Then Q f 0 ;f ; as developed in Eq. 13, is a matrix representation of the EBRW-PE randomwalk transition probabilities to the states in which the set of dimensions f is processed on the current step and the random-walk moves towards the A or B boundaries. The matrix entries give the probabilities of moving from the current position, the row labels, to the next position, the column labels. Q f 0 ;f is an ðA þ B À 1Þ Â ðA þ B À 1Þ matrix containing the transition probabilities from Eqs. (7) and (8). The probability of the random-walk remaining at the same position is zero. The elements of Q f 0 ;f are multiplied by h to incorporate the probability
of moving to the new set of encoded dimensions during that time step. In a complete transition matrix, the row probabilities must sum to one. Even if the absorbing boundaries were included, the rows of Q f 0 ;f do not sum to one because it is a submatrix of a larger matrix Q that holds the overall transition probabilities for all elements of F. The probability of moving from any transient state to any other transient state is given by the NðA þ B À 1Þ Â NðA þ B À 1Þ matrix
for all f, f 0 , and f 00 where the submatrices are given as in Eq. (13).
2
The transition probabilities of moving from a transient state ðl; f 0 Þ to an absorbing state is given by 
The random-walk can move to an absorbing state only from an adjacent position. Given that the system starts with the set of dimensions f 0 ; the two sums in Eq. (15) matrix give the probability that the system processes the dimensions in f and then moves to an absorbing state. The first column of R f 0 gives the probability of moving to the category B boundary. The second column gives the probability of moving to the category A boundary.
The probability of moving from any transient state to an absorbing state is given by the NðA þ B À 1Þ Â 2 matrix
where the submatrices are given as in Eq. (15) 3 . Recall that the first and second columns of Eq. (16), R B and R A , give the probability of moving from a transition state to the absorbing state for categories B and A, respectively.
The benefit of using a Markov chain to implement the EBRW-PE is that analytic solutions for choice probabilities and reaction times are well known. The probability of choosing category A after n steps of the random-walk is given by Pðnumber of steps ¼ n and choose AÞ
where Z, Q, and R A are defined above. Q is multiplied nÀ1 times because the nth step occurs with the postmultiplication by R A . The overall probability of choosing category A is derived by letting n range over all possible values. Following Diederich (1997) ,
where I is the identity matrix. Given an outcome of category A, the mean time spent in the random walk is
where a is a parameter that gives the average time for a random-walk step. Similar equations exist for category B by replacing R A with R B in Eqs. (18) and (19). The predicted overall choice time is given by
where m is a parameter that represents the mean of any residual response-execution and encoding times. In summary, Eqs. (18) and (20) give the analytic predictions of choice probability and mean response time from the EBRW-PE.
Submodel
To evaluate the utility of the additional encoding assumptions of the EBRW-PE, we also tested a model 2 Note that f, f 0 , and f 00 here are simply specific elements of F. Note also that the number of submatrices in Q is a function of the number of stimulus dimensions. For example, for a four-dimensional stimulus, Q will contain 2 4 Â 2 4 submatrices, one row and one column for every possible subset of dimensions. The ellipses in Eq. (14) are fillers for additional submatrices. See Diederich (1997) for an explanation of why the row probabilities of Q sum to one. without these additional processes. Thus, in the restricted model, EBRW-R, at time t ¼ 0; f is the full set of stimulus dimensions. This restriction is equivalent to requiring all r m ¼ 1: Recall that in the standard EBRW, the time for each individual step in the random-walk is a constant a plus the time to retrieve the winning exemplar (see Eq. (9)). Thus, the standard EBRW is technically not a special case of the EBRW-PE because the latter model does not include the exemplar-retrieval component. However, because a is generally much larger than the expected retrieval time of the exemplars, this difference is a minor one. Thus the EBRW-R is essentially identical to the EBRW. In fact, although we do not report fits of the EBRW in the current article, the EBRW and EBRW-R make nearly identical predictions for the fits reported below. 
Experiment
In several studies, Nosofsky and colleagues (e.g., Nosofsky & Alfonso Reese, 1999; Nosofsky & Palmeri, 1997a, b) have demonstrated that the standard EBRW successfully predicts mean choice probabilities and reaction times for integral-dimension stimuli. Recently, Lamberts (2000) successfully applied the EGCM-RT to predict classification response times for separabledimension stimuli. The purpose of this experiment was to replicate Lamberts (2000) and to obtain a rich set of RT data suitable for quantitative fitting by the EBRW-PE, EBRW-R, and EGCM-RT. We hoped to gain evidence for the utility of the added perceptual encoding assumptions of the EBRW-PE by comparing its fits to those of its special case, the EBRW-R. We were also interested in comparing the ability of the EBRW-PE and EGCM-RT to account for the data.
During a training phase, participants first learned to classify nine stimuli into two categories. In a 9-day transfer phase, participants then made speeded classifications of the nine training stimuli and seven transfer stimuli. The stimuli were composed of four, separable dimensions.
Method

Participants
Eight Indiana University graduate and undergraduate students participated in this 10-day study. Each was paid $7 a day, plus a bonus for good performance. None of the participants was familiar with the issues under investigation.
Stimuli
Following Lamberts (2000) , the stimuli were computer-generated images of lamps displayed on a black background (see Fig. 1 ). The lamps varied along four binary-valued, separable dimensions: top (curved or flat); shade (curved or angular); upright (fat or thin); and base (two or one sections). For coding purposes, the first value for each dimension is labeled 0 and the second value is labeled 1. The stimuli were approximately 11.5 cm high and 5.5 cm wide and were viewed from a distance of about 60 cm.
Design and procedure
The category structure is shown in Table 1 . This category structure was taken from Medin and Schaffer (1978) and was used by Lamberts (2000) . To minimize any stimulus-specific effects, the assignment of each physical stimulus dimension (top, shade, base, and upright) to the logical stimulus dimensions (D1-D4 of Table 1 ) was different for each participant. The assignments are given in Table 9 of Appendix A.
On day 1, participants learned the category structure by induction over exemplars. On each trial, a training stimulus (stimuli 1-9 in Table 1 ) was shown and the participant judged its category assignment. Feedback was given after each trial. There were 35 training blocks, but participants could leave early if they achieved perfect performance for eight blocks in a row. During each block, each training stimulus was seen once. The order of presentation was randomized within blocks. Learning the category structure was emphasized over fast responding. Days 2-10 were identical to one another. The experiment proceeded much as on day 1; however, all 16 training and transfer stimuli were included in each block. Order of stimulus presentation was randomized within each block. Participants still received feedback after each training trial and a message of ''Thank You'' was given after each transfer trial. There were 29 blocks each day. Participants were urged to respond as quickly as possible without sacrificing accuracy. On each day, twice during the experiment and once afterwards, participants were apprised of their average percent correct and mean reaction time for the training stimuli.
Results
Trials with an RT of less than 150 ms or greater than 4000 ms were excluded from further analysis (less than 1% of the data). Both accuracy and reaction times had generally leveled off by day 3. Because we were interested in asymptotic classification performance, our subsequent analyses are based only on the data from day 3 to day 10. Furthermore, because we are interested in modeling the performance of only those participants who learned the category structure, participants who achieved less than 60% correct on any of the nine training stimuli are not reported. Three of the eight participants did not meet this criterion. The individual participant data for the remaining five participants are reported in Tables 2-6.
Modeling results
We used the logical dimension coding of Table 1 to fit the EBRW-PE, EBRW-R, and EGCM-RT to each individual participant's mean RT and accuracy data for each stimulus. The free parameters in the Markov implementation of the EBRW-PE are the dimensional attention weights, w 1 , w 2 , and w 3 (with w 4 ¼ 1 À w 1 À w 2 À w 3 ; Eq. (1)); the dimension encoding probabilities, r 1 , r 2 , r 3, and r 4 (Eq. (12)); the scaling parameter, c (Eq. (3)); the step time, a (Eqs. (9), (19) and (20)); the residual time, m (Eq. (20)); and the category criteria, A and B (Eqs. (11), (13) and (15)). The EBRW-R adds the restriction that r m ¼ 1; m=1-4. The EGCM-RT uses four utility values, u 1 , u 2 , u 3 (with u 4 ¼ 1 À u 1 À u 2 À u 3 ); four-dimensional inclusion rates, q 1 , q 2 , q 3 , and q 4 , a generalization parameter, c * ; a residual time, t res ; a bias parameter, b; and y, a response-scaling parameter. 
Note. The assignment of each physical dimension (top, shade, base, and upright) to each logical stimulus dimension (D1-D4) was different for each participant. See the text for details. Note: For each stimulus, the top row holds choice proportions for category A and the bottom row holds reaction times. EBRW-PE is the exemplar-based random walk with perceptual encoding, EBRW-R the restricted exemplar-based random walk, and EGCM-RT the extended generalized context model for response times.
Some of the EGCM-RT parameters serve functions similar to the EBRW-PE parameters. Both w and u are dimension weights as in Eq. (1). As stated above, the r and q parameters determine the probability of including a dimension in the similarity computation. Unequal category criteria, A and B, and a b different from 0.5 result in a bias for one of the categories. Increasing A and B or y will produce more deterministic responses. Both c and c * scale the similarity space as in Eq. (3) and m and t res are both residual times. See Lamberts (2000) for a more thorough discussion of the parameters. The EBRW-PE has 12 free parameters, the EBRW-R has 8 free parameters, and the EGCM-RT has 11 free parameters. A single set of parameters was used to simultaneously fit both the RT and accuracy data. A different set was used for each participant.
There is currently no ideal method for combining goodness of fit measures for reaction times and choice proportions. Following Lamberts (2000) , the models were fitted to the data by maximizing the sum of the proportions of variance accounted for in the reaction time and choice probability data (32 data points). Tables  2-6 show the model-fitting results for each participant. The summary measures of fit are reported in Table 7 . The best-fitting parameters for the EBRW-PE, EBRW-R, and EGCM-RT are reported in Tables 10-12 respectively of Appendix A.
In general, all three models did a reasonably good job of describing the data. In particular, the EBRW-PE provided a good account of both the choice probabilities and reaction time data for all of the individual participants. Note that most of the fit variability resides in the reaction times. Fig. 2 provides an illustration of the reaction time fits for each model and participant. Direct comparisons between models are difficult because of the difference in the number and nature of the free Note: For each stimulus, the top row holds choice proportions for category A and the bottom row holds reaction times. EBRW-PE is the exemplar-based random walk with perceptual encoding, EBRW-R the restricted exemplar-based random walk, and EGCM-RT the extended generalized context model for response times. Notes: For each stimulus, the top row holds choice proportions for category A and the bottom row holds reaction times. EBRW-PE is the exemplar-based random walk with perceptual encoding, EBRW-R the restricted exemplar-based random walk, and EGCM-RT the extended generalized context model for response times.
parameters, but a few modeling trends deserve notice. First, the fits of the EGCM-RT and the EBRW-PE are very similar. Although the EGCM-RT accounts for more of the data variability for participants 1 and 2, the EBRW-PE still captures the main trends in these reaction time data. The EBRW-PE not only accounts for more of the data variability for participant 3, but, as can be seen in Fig. 2 , it also does a better job of accounting for the fine-grain differences in the reaction times. Both models do an excellent job for the relatively less variable data from participants 4 and 5. It appears that more diagnostic experiments will be required to sharply distinguish these two models.
Recall that the EBRW-R is a submodel of the EBRW-PE with all inclusion rates set to one. To the extent that the additional perceptual encoding assumptions of the EBRW-PE are useful, they will manifest themselves in a better fit of the EBRW-PE over the EBRW-R. For participants 1 and 2, these two models provide almost identical fits. However, the EBRW-PE does provide a better account of the data for participants 3, 4, and 5. For these three participants, it appears that there is indeed a benefit of the extra processing assumptions.
A cross-validation analysis (Browne, 2000) was also performed to determine the extent to which the models are capturing random noise in the data. In a crossvalidation analysis, a model is fit to a subset of the data, the calibration sample, and then tested on the remaining data, the validation sample. If a model is fitting noise in the calibration sample, it will perform relatively poorly on the validation sample. For example, according to the fits reported in Table 7 , the EGCM-RT is clearly fitting the data of participant 1 better than the EBRW-PE. If the EGCM-RT is simply fitting the noise in the data, then the EGCM-RT will fit the calibration sample better than the EBRW-PE, but it will fit the validation sample Note: For each stimulus, the top row holds choice proportions for category A and the bottom row holds reaction times. EBRW-PE is the exemplar-based random walk with perceptual encoding, EBRW-R the restricted exemplar-based random walk, and EGCM-RT the extended generalized context model for response times. Note: For each stimulus, the top row holds choice proportions for category A and the bottom row holds reaction times. EBRW-PE is the exemplar-based random walk with perceptual encoding, EBRW-R the restricted exemplar-based random walk, and EGCM-RT the extended generalized context model for response times.
worse. All three models were fitted to the data obtained by collapsing across all the even-numbered trials. Then, holding the best-fitting parameters fixed, the models were evaluated on the data from the odd-numbered trials. The results are given in Table 13 of Appendix A. For all three models, all five participants, and both the choice probabilities and reaction times, the pattern of results mimic those of Table 7 . That is, the relative performance across the calibration and validation samples was nearly identical. Thus, the relative performance of the models does not appear to be attributable to their ability to fit random noise in the data.
Modeling signal-to-respond data with the EBRW-PE
Both the EBRW-PE and the EGCM-RT appear to do a good job of fitting both the choice probabilities and reaction times in a speeded classification task involving separable-dimension stimuli. In numerous experiments, Lamberts has demonstrated that his dynamic model of similarity also successfully predicts classification choice probabilities that are observed under conditions of time pressure. The design of one particularly diagnostic experiment (Lamberts & Freeman, 1999a ) is presented in Table 8 . As illustrated in the table, the stimuli were composed of four binary-valued dimensions. Stimuli with values of 0 along each dimension tend to belong to category A, whereas stimuli with values of 1 along each dimension tend to belong to category B. However, Stimulus 5 (1111) is an exception stimulus that belongs to category A. Following an initial learning phase, participants engaged in a response-signal paradigm, in which a signal was presented at either 150 or 300 ms following the stimulus presentation. Participants were instructed to respond immediately to the response signal. Trials on which no signal was presented were also included in the design. The key result of interest is displayed in Fig. 3 . For the 300 ms signal, participants classified the exception stimulus into the wrong category; whereas on the no-signal trials, there was a crossover in which participants classified the exception stimulus into the correct category.
Importantly, as pointed out by Lamberts and Freeman (1999a) , the standard EBRW is unable to predict this crossover in classification that is observed with increased processing time. The reason is that the EBRW assumes a fixed probability that the counter moves in the direction of category A on each individual step of the random-walk. Therefore, increasing the amount of processing time can only increase the expected distance of the random-walk counter from the starting point of zero, it cannot change the expected direction of the random-walk counter. However, with the addition of perceptual encoding, the EBRW-PE can predict this crossover effect. Both the EBRW-PE and the EGCM-RT correctly predict this pattern of results for similar reasons. For the very early response signal, performance is near chance because no perceptual dimensions have been encoded. For the 300 ms signal, only a subset of the perceptual dimensions has been encoded, and so the exception stimulus will have a greater summed similarity to category B than to category A. Finally, on no-signal trials, all dimensions are encoded, and the exception stimulus will have greater summed similarity to the exemplars of its own category, in particular to itself, than to the exemplars of the contrast category.
Here we derive the analytic predictions of the EBRW-PE for the response-signal paradigm. Let R + be an NðA þ B À 1Þ column vector such that each element of R + represents a transition state ðl; fÞ in the same order as the elements of R A . Then,
and similarly for R À and R 0 with the condition on l appropriately changed. The probability that the EBRW-PE will respond A after n steps is given by
where r is the base-rate of category A. The first term gives the probability of hitting the A absorbing boundary at or before n steps. We assume that if the random-walk hits a boundary before the signal, then the participant waits until the signal and then gives that Note: EBRW-PE is the exemplar-based random walk with perceptual encoding, EBRW-R the restricted exemplar-based random walk, and EGCM-RT the extended generalized context model for response times.
response. The second term gives the probability of being in a positive, transient random-walk position after n steps. The final term gives the probability that the random-walk is in position 0 after n steps, where we assume the participant guesses according to category base-rates, r. We applied Eq. (22) of the EBRW-PE to the response-signal paradigm of Lamberts and Freeman (1999a) . In the present example, we set the encoding probabilities, r m , of all dimensions to 0.20. The attention weights, w m , were set to 0.25, and the overall sensitive parameter was set at c = 10.0. The results for the critical exception stimulus and two of the non-exception stimuli are shown in the top panel of Fig. 4 . Here we focus on the exception stimulus, i.e., Stimulus 5. As can be seen from the figure, in the very initial steps of the random-walk the counter is near the starting point of zero, so responding would be near chance. As processing continues, the counter moves in the direction of the category B response criterion, i.e., towards the wrong category. With still more processing time, however, the counter begins to switch directions and move towards category A boundary, i.e., the correct category choice for the exception. Thus, the EBRW-PE captures the key qualitative pattern of results reported by Lamberts and Freeman (1999a) . The model behaves in this manner because early in processing, when relatively few dimensions have been encoded, the exception stimulus has greater summed similarity to the exemplars of category B than to category A, so the exemplars of category B are the ones that tend to be retrieved. As processing continues, all dimensions are eventually encoded, and the exception stimulus starts to retrieve its own memory trace, driving the random-walk in the direction of the correct category.
The bottom panel of Fig. 4 shows the same fits with the encoding probabilities, r m , set at 1.0, i.e., the EBRW-R model. With these encoding probabilities, all Note: D1-D4 are stimulus dimensions 1-4, respectively. Fig. 4 . Probability that the EBRW-PE classifies a stimulus into category A when applied to the response-signal paradigm of Lamberts and Freeman (1999a) . w m is the dimension attention weights, r m the inclusion rates, c the sensitivity parameter, and A and B are categories A and B criterion, respectively. The fits in the upper panel had inclusion rates less than one. The inclusion rates in the lower panel were fixed at one, which is equivalent to the EBRW-R. Stimulus 1111 is the exception stimulus.
dimensions are encoded on the very first step of the random-walk. The important aspect of this figure to note is that the choice probability of the exception stimulus moves consistently towards category A, the correct category, without the dip towards category B as in the EBRW-PE. Thus, although the EBRW-R did a good job of fitting the data from the speeded-classification experiment, it cannot predict the qualitative pattern of results demonstrated in the response-signal paradigm of Lamberts and Freeman (1999a) . The additional perceptual encoding assumptions of the EBRW-PE allow that model to account for such data.
Discussion
Summary
In this article, we proposed a new model of speeded classification that integrates the random-walk process of Nosofsky and Palmeri's (1997a) EBRW and the stochastic sampling of stimulus dimensions of Lamberts' (2000) EGCM-RT. As in the EBRW, the EBRW-PE represents exemplars as points in a multidimensional psychological space. When a test object is presented, all exemplars in memory race to be retrieved. How fast an exemplar races is based on its similarity to the test object. The winning exemplar adds incremental evidence to a random-walk process. A response occurs when the random-walk counter reaches a criterion. The main advance of the EBRW-PE over the standard EBRW is the inclusion of stochastic perceptual encoding. As in the EGCM-RT, on each step of the random-walk, there is a chance that a particular stimulus dimension will be encoded and the similarity of two objects depends on the set of encoded stimulus dimensions at the time of comparison. To derive analytic predictions, the EBRW-PE was implemented as a Markov chain.
In a speeded classification experiment involving separable-dimension stimuli, we demonstrated that the EBRW-PE is capable of producing accurate quantitative predictions of classification choice probabilities and mean response times for individual participants. Although further tests are needed to clearly demarcate the need for the perceptual encoding assumption in this task, there was some evidence that the perceptual encoding assumptions do indeed benefit the model. Also, because the standard EBRW does not involve the time-extended accumulation of stimulus information, it is not able to predict the crossover effect observed in the Lamberts and Freeman (1999a) response-signal paradigm. With the added assumption of stochastic perceptual encoding, the EBRW-PE can predict this crossover. The idea is that early in the random-walk, few dimensions have been included in the similarity computation, so the summed similarity of the exception stimulus is actually higher to the incorrect category and so the random-walk will move in the wrong direction. However, as time progresses, more dimensions will be included and the summed similarity to the correct category will eventually become greater, allowing the random-walk to move in the correct direction.
Benefits of the EBRW-PE
Based on the present results, we conclude that the EBRW-PE provides another viable account of the time course of categorization of separable-dimension stimuli. However, the data of the current experiment do not allow us to sharply discriminate between the EBRW-PE and the EGCM-RT. The main potential advantage of the EBRW-PE is that it maintains a traditional randomwalk formalism whereas the EGCM-RT uses a lessstudied stopping-rule decision mechanism. A vast amount of research suggests that random-walk models are consistent with detailed aspects of reaction time data such as the form of the reaction time distributions and both error and correct reaction times (Ratcliff, 1978) . However, future work is needed to contrast the EBRW-PE and EGCM-RT.
Variable criteria
A limitation of the version of the EBRW-PE developed in this article is that it assumed fixed and integer-valued response criteria. The discrete values of the response criteria are required in the Markov-chain implementation of the random-walk and undoubtedly place limits on the degree of quantitative accuracy that the model can achieve in its predictions. A straightforward approach to extending the model is to make allowance for variable criterion settings across different trials of an experimental session (Laming, 1968; Ratcliff & Rouder, 1998; Rouder, 1996; Van Zandt & Ratcliff, 1995) . For any given setting of the response criteria, the Markov-chain model would be used to generate predictions of choice probability and mean response time. The overall predictions would be obtained by averaging across a probability distribution of the individual Markov-chain model predictions. An additional virtue of this approach is that it would allow the model to account for speed-accuracy tradeoffs in which error responses are made more rapidly than are correct responses (see Van Zandt & Ratcliff, 1995 , for a more detailed discussion). Ratcliff's (1978) 
Relations to
diffusion model
Ratcliff's diffusion model is arguably the most successful of all response time models, accounting for choice probabilities, means and distributions of reaction times, and error latencies that well describe experimental data across a large range of experimental paradigms. A diffusion process is basically a random-walk in which the information that drives a decision process is accumulated continuously over time instead of in discrete steps. In a diffusion process, the rate at which information accumulates, that is, the mean amount of information accumulated per unit of time, is called the drift rate, n, analogous to p A i or p B i of Eqs. (7) and (8). In Ratcliff's (1978) diffusion model, the drift rate is not constant, but rather varies within a particular trial. The variability is assumed to be normally distributed with standard deviation s.
The relationship between n and s can account for differences in stimulus reaction times and error rates. Each stimulus or stimulus type can have its own drift rate. For example, if a particular stimulus has a large, positive drift rate, then, on average, the diffusion process will move consistently towards the positive boundary. It will reach the positive boundary rapidly and rarely reach the negative boundary regardless of the amount of noise in the drift. However, noise will have a much larger effect on a stimulus with a lower positive drift rate. In this case, the diffusion process will waver back and forth, resulting in a much longer time to reach the correct boundary and a much higher probability of hitting the incorrect boundary. Thus, ''easy'' stimuli can be modeled as having extreme mean drift rates, they move quickly and accurately towards the correct boundary. ''Difficult'' stimuli can be modeled as having drift rates closer to zero, they move more slowly towards the correct boundary and there is a much higher chance of an incorrect response (Ratcliff & Rouder, 1998) . Note: Only the data from participants 1-5 were analyzed. Note: P1-P5 the participants 1-5, respectively; EBRW-PE the exemplar-based random walk with perceptual encoding; w 1 -w 4 the attention weights; r 1 -r 4 the encoding probabilities; c the sensitivity parameter; a the step-time constant; m the reaction time intercept; A the category A criterion; and B the category B criterion. Note: P1-P5 are the participants 1-5, respectively; EBRW-R the restricted exemplar-based random walk; w 1 -w 4 attention weights; c the sensitivity parameter; a the step-time constant; m the reaction time intercept; A the category A criterion; and B the Category B criterion. Note: EGCM-RT is the extended generalized context model for reaction times; u 1 -u 4 are the utility values; q 1 -q 4 are the inclusion rates; c * the generalization parameter; t res the residual time; b the bias; y the response-scaling parameter. See Lamberts (2000) for a discussion of these parameters.
To account for differences in stimulus performance across different trials, mean drift rates are assumed to be normally distributed across trials with standard deviation, Z. Thus, not only does n vary within a trial, it can also vary across trials. However, within a trial, the mean of the drift rate for a particular stimulus, n, is always assumed constant. This is not the case in the EBRW-PE, where p A i and p B i change within a trial based on the set of dimensions that have been encoded at a particular time. Thus, the EBRW-PE gives a process account of how a diffusion process or random-walk mean drift rate may change systematically within a trial. Table 13 Fit summaries for the EBRW-PE, EBRW-R, and EGCM-RT as measured by choice probability and reaction time proportion of variance accounted for (PVAF) for each participant when the models were trained on the even trial data and tested on the odd trial data Note: EBRW-PE is the exemplar-based random walk with perceptual encoding, EBRW-R the restricted exemplar-based random walk, and EGCM-RT the extended generalized context model for response times. The calibration and validation samples were the even-and odd-numbered trials, respectively.
