Abstract. Salient regions of an image are the parts that differ significantly from their neighbors. They tend to immediately attract our eyes and capture our attention. Therefore, they are very important regions in the assessment of image quality. For the sake of simplicity, region saliency hasn't been fully considered in most of previous image quality assessment models. PSNRHVS and PSNRHVSM are two new image quality estimation methods with promising performance.
Introduction
Subjective image quality assessment procedure is a costly process which requires a large number of observers and takes lots of time. Therefore, it cannot be used in automatic evaluation programs or in real time applications. Hence it is a trend to assess image quality with objective methods. Usually image quality assessment models are set up to approximate the subjective score on image quality. Some referenced models 2 had been proposed such as in VQEG. 2 Some methods have gotten better results than PSNR and MSE, including UQI, SSIM, LINLAB, PSNRHVS, PSNRHVSM, NQM, WSNR, VSNR etc. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] But it has been demonstrated that considering the wide range of possible distortion types no existing metric performance will be good enough. PSNRHVS and PSNRHVSM are two new methods with high performance on noise, noise2, safe, simple and hard subsets of TID2008, which makes them appropriate for evaluating the efficiency of image filtering and lossy image compression. 1 But PSNRHVS and PSNRHVSM show very low performance on
Exotic and Exotic2 subset of TID2008 database. With PSNRHVS and PSNRHVSM, images are divided into fixed size blocks. Moreover, every block is processed independently in the same way with the same weights. Such way of comparing images is contradictory with the way our HVS proceeds. Dividing an image into blocks of equal size irrespective of its content is definitely counterproductive since it breaks large objects and structures of the image into semantically non-meaningful small fragments. Additionally it introduces strong discontinuities that were not present in the original image. Furthermore, it is proven that our HVS is selective in its handling/processing of the visual stimulus. Thanks to this selectivity of our visual attention mechanism, human observers usually focus more on some regions than another irrespective of their size. Therefore, it is intuitive to think that an approach that treats the image regions in the same way, disregarding the variation of their contents will never be able to faithfully estimate the perceived quality of the visual media. Therefore, we propose to use the saliency information to mimic the selectivity of the HVS and integrate it into existing objective image quality metrics to give more importance to the contribution of salient regions over those of non-salient regions.
Image saliency map could be used as weights on the results of SSIM, VIF etc. 17 , but the saliency map used in this study was in fact the image reconstructed by phase spectrum and inverse Fourier transform which could reflect the presence of contours. This may not be enough, since the contour of an image is far from containing all information in the image. The detection order of region saliency was used to weight the difference between reference and distorted images. 18 For every image, there are 20 time steps to find the saliency region. If a salient region is found first, it is assigned the largest weight and vice versa. For pixels in the detected salient region, same weighting and simple linear weighting were used. In this paper, we propose to consider additional information computed from the image contents that affects region saliency. We will consider not only the saliency value of every pixel but also the relative saliency degree of the current pixel to its neighboring field and to the global image. Furthermore, non-salient regions contribution to image quality score will be reduced by assigning lower weights to them. Face plays an important role in recognition and can focus much of our attention. 19 Face should thus be used as a high-level feature for the saliency map analysis in addition to low-level features such as those used in Itti's model 20 based on color, intensity and orientations. In this paper, we propose a mixed saliency map model based on Itti's model and a face detection model. This paper is organized as follows: PSNRHVS and PSNRHVSM are reviewed in section 2. An example about the distortion in salient region is then given to show that salient regions contribute more to the perceived image quality which has not been considered in PSNRHVS and PSNRHVSM models. In section 3, an image quality assessment model based on a mixed saliency map is proposed. Experimental results using images from TID2008 database are presented and discussed in section 4. Section 5 concludes the paper.
Analysis of Previous Work and Primary Conclusion
PSNR and MSE are two common methods used to assess the quality of the distorted image defined by,
Where (i,j) is the current pixel position; ) , ( j i a and ) , ( j i a  are the original image and the distorted image respectively, and M and N are the height and width of the image. Neither image content information nor HVS characteristics were taken into account by PSNR and MSE when they are used to assess image quality. Consequently PSNR and MSE can't achieve good results when compared to subjective quality scores, especially for images such as those in noise, noise2, Exotic and Exotic2 subsets which include images corrupted with additive Gaussian noise, high frequency noise, impulse noise, Gaussian blur etc.. Since PSNR is only depended on the absolute difference between the original image and the distorted image, there is no additional factor, such as saliency information, that might affect our visual perception. For some distorted images with the same PSNR, they look much different in image quality. 6 And on TID2008 database, PSNR
gives the worst results according to Spearman's correlation and Kendall's correlation.
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PSNRHVS and PSNRHVSM are two models which had been designed to improve the performance of PSNR and MSE. The PSNRHVS divides the image into 8x8 pixels non-overlapping blocks. Then the
difference between the original and the distorted blocks is weighted for every 8x8 block by the coefficients of the Contrast Sensitivity Function (CSF). So equation (3) can be rewritten as follows,
is calculated using DCT coefficients.
PSNRHVSM is defined in similar way to the PSNRHVS, but the difference between the DCT coefficients is further multiplied by a contrast masking metric (CM) for every 8x8 block. The result is then weighted by the CSF Cof as follows:
where (I,J) is the position of an 8x8 block in the image and (i,j) is the position of a pixel in the 8x8 block.
PSNRHVSM MSE
can be defined in the same way. Then PSNRHVS or PSNRHVSM can be computed by replacing the MSE in equation (1) 
Analysis
For PSNRHVS and PSNRHVSM, images are processed with non-overlapping 8x8 blocks. Every 8x8 block is considered to contribute equally to the image quality metric. According to human visual perception, 8*8 block size are not optimal considering the variability of image content. In fact, the size of the salient region is not fixed. Independent blocks with fixed size might result in blockness or sudden change that affects greatly the subjective quality perception. As an illustration the following figures show that different parts of an image 4 contribute differently to the perceived image quality and that degradation in salient regions may be more prominent and hence should contribute more to the final quality measure. The image 'I18' and its corresponding saliency map are respectively illustrated in Figure 1and Figure 4 is another distorted image of 'I18' with noise on the non-saliency region. The objective image quality of this second distorted image is equal 41.6 db with PSNR, 32.4 db with PSNRHVS and 35.8 db with PSNRHVSM. Here a local smoothing filter was used to filter the corresponding parts in saliency map with noise. The objective image quality metric values show that the quality of Figure 3 is better than that of Figure 4 . But it is easy to see that the image quality of Figure 4 is better than that of Figure 3 as the filter operation was added on the non-saliency region of Figure 4 . All the distorted parts in Figure 4 are not perceptibly noticeable unless they were carefully observed pixel by pixel. In Figure 5 , the non-saliency regions with noise in Figure 4 are marked out with blue circles. 5 Figure 5 . 'I18' with distortion in four non-salient regions.
The above example might be considered as a case of study artificially constructed. For this reason, we propose another image, the image 'I14' of TID2008 (see Figure 6 (a)) as another example where noise was added in equal quantity to different parts of the image. In the Figure The subjective score of 'I14-17-2' is lower than that of 'I14-17-3', but PSNRHVS and PSNRHVSM are higher for 'I14-17-2' than that of 'I14-17-3', this is consistent with data provided by TID2008. For 'I14-17-2', 6 the value of PSNRHVS and PSNRHVSM are respectively 23.3 db, 23.95db. For 'I14-17-3', the value of PSNRHVS and PSNRHVSM are respectively 19.3db and 19.87 db. In subjective experiments, the attention of observers is focused on saliency regions, such as face, hands etc. (see Figure 6 (d)). These parts can be considered as contributing more to image quality. If the quality of these salient regions were acceptable, the final image quality should be considered as good. For each case of study while PSNR scores were relatively close the image quality scores computed were different. This result confirms our initial expectation according with quantitatively equal distortions yield different image quality scores. Each part of an image contributes differently to the image quality perceived. Furthermore, distortions in salient regions affect more profoundly image quality than those in non-salient regions.
Image Quality Assessment Based on Region Saliency
In this section, saliency map of an image will be calculated using Itti's saliency map model or the following mixed saliency map model when faces are present in the image. First, a simple and fast face detection program in OpenCV based on Haar like features was used to decide if the current image contains human faces. 21 Then according to that decision, Itti's model or the mixed model will be used to calculate saliency map. The flowchart of the method that we propose is shown in Figure 7 . Figure 7 . Flowchart of the method based on region saliency used to assess the image quality.
The first step of the process consists to compute the region saliency map of the input image; next the region saliency map is used to enhance the performance of the method used to assess the image quality (e.g. the PSNRHVS) of the original image.
Itti's Saliency Map Model
The saliency map model that we propose is mainly based on Itti's visual attention model. Considering that faces play an important role in our daily social interaction and thus easily focus our visual attention, we propose a mixed saliency map model based on Itti's visual attention model and face detection. Itti's salient map model is defined as a bottom-up visual attention mechanism which is based on color, intensity and orientation features. Each feature is analyzed using Gaussian pyramid and multi-scales. This model is based on 7 feature maps including one intensity, four orientations (at 0°, 45°, 90° and 135°) and two color opponencies (red/green and blue/yellow) conspicuous maps. After a normalization step, all those feature maps are summed to 3 conspicuous maps including intensity conspicuous map i C , color conspicuous map 
As an example, let us consider the image 'I01' in TID2008 (see Figure 8 (a)), its saliency map (Figure 8  (b) ) computed using Itti's model. The more reddish a region of the saliency map is, the more salient it's corresponding image region is. This concords with the selectivity of the HVS which focuses only on some parts of the image instead of the whole content. 
Saliency Map Model based on Face Detection
Faces are features which focus more attention than other features in many images. Psychological tests have proven that face, head or hands can be perceived prior to any other details. 20 So faces can be used as high level features for saliency map. One drawback of Itti's visual attention mechanism model is that its saliency map model is not well adapted for images with faces. Several studies in face recognition have shown that skin hue features could be used to extract the face information. To detect heads and hands in images, we have used the face recognition and location algorithm used by Walther et al. 22 . This algorithm is based on a Gaussian model of the skin hue distribution in the (r ), the model's hue response is then defined by the following equation: 
Mixed Saliency Map Model based on Face Detection
The mixed saliency analysis model that we propose is a linear combination model which combines both Itti's model and the Gaussian face detection model as follows:
Where  is a constant. The best results that we obtained in our study has been achieved for  = 7 3 .
For most of images containing faces, heads or hands, the mixed model with skin hue detection gives better results than the Itti's model, i.e. more accurate saliency maps. The two examples given in this paper show the difference between Itti's model and the mixed model for face images. The first example corresponds to the reference image 'I18' in TID2008 which contains a face with eyes and hands. Figure 9 (a) shows the saliency map computed from the mixed model. Figure 9 (b) shows the saliency map computed from Itti's model. Another interesting example is the reference image 'I23' which is a non-human face image in figure 10 . The original reference image is shown in Figure 10 
Mixed Saliency Map Model based on Salient Region
We usually focus on the salient regions instead of salient points. That means that the saliency value of every pixel in the region should be a weighted function of the saliency value of pixels belonging to the neighboring field or of the saliency value of the region it belongs to. For each pixel belonging to a salient region, we propose to enlarge the area of neighboring field as if we are wearing a magnifying glass. For each pixel belonging to a non-salient region, we propose to give less weight to the neighboring field. We used a metric to define the salient regions and the neighboring field associated with a given pixel.
First we computed the binary mark metric, 
Where T 2 is an experimental threshold and the average of the current block was used as T 2 , (i,j) is the pixel position in the Block(I,J).
Then, as salient regions focus more the attention of the observers than non-salient regions, we gave less weight to pixels belonging to non-salient regions. This means that the saliency value of every pixel is weighted by a function of the saliency values of the pixels belonging to its neighboring area. We considered several variables to compute the relative saliency of the current neighboring area, current block and current pixel. 
Finally, to decrease the influence of non-salient regions, we computed a weighted saliency map ) , ( j i w s as follows:
Where T 3 is a threshold computed experimentally (see Appendix).
Thus, if we consider for example the saliency map of reference 'I18' given by Figure 9 (a), we get the weighted saliency map 
Image Quality Assessment weighted by Salient Region
In order to improve the efficiency of image quality metrics taking into account the human visual attention mechanism, we propose to weight the image differences from the salient regions instead of salient point.
Considering that human observers are unable to focus on several areas at the same time and that they assess the quality of an image firstly/mainly from the most salient areas, we propose to weight image differences metrics by the weighted saliency map Then we have chosen in the grid points set the best grid point (i.e. the values T 3 , T 4 , T 5 ) with the highest performance in regards to the dataset considered.
Experimental Results and Analysis
In this paper, the images in TID2008 database were used to test our image quality assessment model. TID2008 is the largest database of distorted images intended for verification of full reference quality metrics. 23 We used the TID2008 database as it contains more distorted images, types of distortion and subjective experiments than the LIVE database. 24 The TID2008 database contains 1700 distorted images (25 reference images x 17 types of distortions x 4 levels of distortions). LIVE contains 779 distorted images with only 5 types of distortion and 161 subjective experiments. The MOS (Mean Opinion Score) of image quality was computed from the results of 838 subjective experiments carried out by observers from Finland, Italy, and Ukraine. The higher the MOS is (0 -minimal, 9 -maximal, MSE of each score is 0.019), the higher the visual quality of the images is. In our experiments, the both two databases have been used to compare results from different image quality metrics. All the distorted images are grouped together in a full subset or into different subsets including Noise, Noise2, Safe, Hard, Simple, Exotic, Exotic2 with different distortions. For example, in Noise subset there are several types of distortions such as high frequency noise distortion, Gaussian blur etc. Table 1 shows every subset and its corresponding distortion type.
// for the pixels in a target block with 8x8 for i=1:8 for j=1:8 
Experiment results from TID2008
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In order to compare the accuracy of the image quality metrics weighted by salient regions with those of non-weighted metrics, we compute the Spearman correlation and Kendall correlation coefficients. Spearman correlation and Kendall correlation coefficients are two indexes used in image quality assessment to compute the correlation of objective measures with human perception. Compared with the original PSNRHVS and PSNRHVSM metric, the method based on region saliency greatly enhances the performance on Exotic and Exotic2. In Table 2 and Table 3 , PSNRHVS_S and PSNRHVSM_S are respectively the new modified PSNRHVS and PSNRHVSM based on weighted saliency map. The original PSNRHVS and PSNRHVSM are based on image differences metrics which assess the image quality by independent blocks without taking into account that salient regions contribute more in the image quality score. (%)  is the enhancement of performance of PSNRHVS and PSNRHVSM. Considering Spearman correlation coefficients, PSNRHVS and PSNRHVSM perform well on Noise, Noise2, Safe, Hard and Simple subsets of TID2008. But they don't perform well on Exotic and Exotic2 subset. With the weighted saliency map, the Spearman coefficients of PSNRHVS and PSNRHVSM on full subsets are enhanced although there is reduction on Noise2 subset. On Exotic and Exotic2 distorted subsets, the performance of the modified PSNRHVS and PSNRHVSM based on saliency map are remarkably enhanced. For PSNRHVS, the Spearman correlations on Exotic and Exotics2 are enhanced individually nearly 69.1% and 16.4 %, and Kendall correlations are enhanced individually nearly 60.5% and 6.7 % respectively. For PSNRHVSM, the Spearman correlations are enhanced individually nearly 61.3% and 15.3 % respectively, and Kendall correlations are enhanced individually nearly 51.55% and 4.8 % respectively. Exotic and Exotic2 are two subsets with contrast change, mean shift distortions. PSNRHVS and PSNRHVSM only used the intensity
information, but for our proposed method, color contrast, intensity and other information will be detected in the image quality assessing. So our method can reflect the attribute of our visual attention more effectively than PSNRHVS or PSNRHVSM.
Furthermore besides the comparison between the algorithm that we propose and the original PSNRHVS, other image quality assessing metrics have been included to make the result more creditable. 9 other image quality assessing metrics including SSIM UQI, SNR, PSNR, WSNR, LINLAB, PSNRHVS, PSNRHVSM, IFC had been also used for results comparison. The results computed from all the quality metrics considered are arranged from small to large value according to the correlation value on full subset. The methods that we propose are also listed at the right of the Table 4 and Table 5 for comparison. Figure 14 and Figure 15 show the results obtained from different image quality metrics on different subsets of TID2008. SSIM almost get the best performance on full subset considering spearman correlation, however according to Figure 14 and Figure 15 SSIM performance on Noise, Noise2, simple etc are much lower than that of the method that we propose. The high value of spearman and Kendall correlation computed from the original methods PSNRHVS_S and PSNRHVSM_S is preserved by the modified PSNR-HVS and PSNR-HVS-M on noise, safe, hard and simple subsets, while the performance on Exotic and Exotic2 subsets is improved remarkably. The method PSNRHVS_S that we propose almost gets the highest value on every subset. Figure 16 illustrates the scatter plots of the MOS for different models including PSNR, LINLAB, WNSR, PSNRHVS and PSNRHVS_S, etc. Usually we hope the scatter plot should define a cluster, that means the subjective score and objective assessing value are tightly correlative since the ideal image quality metric should accurately reflect the subjective score, i.e. the MOS. The plot from the method that we propose, PSNRHVS-S and PSNRHVSM-S are effectively better clustered than that of original models, PSNRHVS and PSNRHVSM, except for only few extreme points. Figure 16 . Scatter plots of the image quality assessment models, the plots with blue points are the results from the image quality assessment model based on weighted saliency map.
Experiment on LIVE database
Besides the TID2008 database, LIVE database (release 1) used for image quality assessing from UTexas has also been used to test the methods that we propose. Since LIVE database was first setup with popular SSIM and UQI metrics, we also test the metric that we propose on LIVE database and compare our results with them. Besides SSIM and UQI, we also compared our proposed methods with IFC, WSNR, SNR, PSNR etc. Metrix'Mux toolbox was used in our experiments to compute image quality with SSIM and UQI 25 . The results show that the method that we propose with region saliency PSNRHVS_S and PSNRHVSM_S almost get the highest value on Spearman correlation and Kendall correlation on LIVE database.
Conclusions and further research
In this paper, saliency map has been introduced to improve image quality assessment based on the observation that salient regions contribute more to the perceived image quality. The saliency map is defined by a mixed model based on Itti's model and face detection model. Salient region information including local contrast saliency and local average saliency etc. were used instead of salient pixel information as weights of the output of previous methods. The experimental results from TID2008 database show that weighted saliency map can be used to remarkably enhance the performance of PSNRHVS, PSNRHVS-M on specific subsets.
Further research involves extending the test database and analyzing the extreme points in scatter plots for which the distance between objective and MOS is large. That means for some images the image quality assessment models do not work accurately. The performance of image quality assessment models will be enhanced by reducing the number of these extreme points. Besides that, some machine learning method such as neural network might be involved to acquire well-chosen coefficients in mixed saliency map and thresholds although much more complexity could be involved by that.
