relate the impinging sources thereby removing the effects due to correlation. In beamforming, however, any residual correlation between the sources will affect the performance. It is shown in [7] that this correlation decreases to zero only asymptotically with the number of subarrays.
Weighted spatial smoothing schemes have been recently suggested, wherein the smoothed matrix is obtained by taking a weighted average of the subarray covarianws. The weights are chosen such that the sources are perfectly decorrelated. Two such methods are the Toeplitzization method of Takao et af. [l] and the adaptively weighted subarray covariance averaging scheme of Paulraj et af.
PI. Both of these methods force the smoothed covariance matrix to Toeplitz form, since for a uniform linear array, the array covariance matrix is in Toeplitz form when the sources are uncorrelated.
while both methods achieve the same result, the formulation of the schemes is different. In the method of Paulraj et of. [2] it is assumed that the directions of arrival (DOA's) of all the correlated sources are known a priori. Their simulation results, however, show that the approximate knowledge of the DOA's is good enough to give sufficiently accurate solutions. Further, in this method the excess degrees of freedom are utilized to minimize the norm of the weighting coefficients. The method of T h o et af. [l] , on the other hand, works only with the subarray covariance matrices and requires no knowledge of the DOA's. In their method too, as we show later in Section IV, any available excess degrees of freedom are utilized to control the norm of the weight vector, though this fact was not brought out explicitly in [ 1 1. Though the value of the norm has no bearing in the asymptotic case (i.e., the case with infinite data or true covariance), it influences the performance of both MUSIC and the minimum variance beamformer when only a finite number of snapshots are available for estimating the array covariance matrix.
In this communication, we first suggest an alternative formulation of the same problem and then show that the solutions obtained by all three methods, i.e., methods of [l], [2] and the alternative method, are equivalent. We may point out here that our results are given for the asymptotic case. where S is the source covariance matrix and u,' is the noise variance, and the superscript plus sign denotes the complex conju-0018-926X/92$03.00 0 1992 IEEE gate transpose. We may point out here that when S is diagonal, i.e., when the impinging sources are uncorrelated, R will assume Toeplitz form.
Let the array size be increased by adding more sensors and group them into K overlapping subarrays, each of size m. The first subarray is formed from the sensors 1, 2, * * , m and the second subarray from 2, 3;-., m + 1 and so on. 
and 4 is a diagonal matrix Note that s is the smoothed source covariance matrix. With progressive smoothing, the nondiagonal terms of this matrix decrease and tend to zero asymptotically. (The overbar is used to denote quantities corresponding to the smoothed matrix.)
A. Toeplitzization Algorithm of Takao et al. [I]
In this weighted spatial smoothing scheme, the weights are chosen so as to make the smoothed matrix Toeplitz, and thus ensure perfeg decorrelation of the sources. Deviation of the smoothed matrix R from the Toeplitz form is defined as the_sum of the squares of the absolute deviations of each element in R ffom the along diagonal mean, parallel to the main diagonal. Since R is Hermitian, only the main-and subdiagonals need be considered. The total deviation is thus given by B. Scheme of Paulraj et al. 1.1 In this method the sources are decorrelated by directly making the smoothed source covariance matrix s diagonal. The smoothed source covariance matrix, when we weight the subarray covariances with weights f,, is given by 
The solution to this linearly constrained minimization problem is given by 
III. ALTERNATE FORMULATION
We now suggest an alternate formulation for the above problem where we do not require a priori knowledge of the DOA's of the impinging sources and simultaneously use any excess available degrees of freedom to minimize the norm of the weighting coefficients. Thus, the alternate formulation is given as min f Tf, subject to f TEf , = 0 and fZU = 1 .
(26) E is a real symmetric matrix. Using spectral decomposition, we can write The solution to this problem is given by
Note the similarity of this to the solution (24). Using block matrix inversion, (31) can be simplified to
Now this looks similar to the solution (16).
We may point out here that when the impinging sources are uncorrelated, E reduces to the null matrix and the coefficients given by (16) correspond to the uniform weighting. We obtain a similar result from (32) if we note that Y is a null matrix when E is. We now explore the relationship between the weighting coefficients of the three methods (cf. (16), (24), and (32)).
IV. RELATIONSHIP BETWEEN THE THREE METHODS
From the definition of E (cf. 
Combining ( 
This shows that the rank of E is same as the rank of 9, which has d2 -d independent columns and hence a rank of d2 -d. Also, since the space spanned by E is the same as the one spanned by its eigenvectors, we finally have
In view of (40), the orthogonality constraints in ( 
(43)
Using eigendecomposition as in (27), we have 
(45)
Now, using simple manipulations we can show that
Since 9 is a small quantity, it is reasonable to assume that hi 1, i = 1; . ., d2 -d. Neglecting the first term in the brackets and using (30), we get 
It is interesting to note that the weights given by the alternate formulation are essentially the same as those of the algorithm in [I], though the formulation in [l] does not explicitly minimize the norm of the weighting coefficients. To examine this, consider the weight vector given by (16). This is the solution of the minimization of f,?Elf, subject to the unity constraint on the sum of the weighting coefficients. Thus, the minimization of
also involves the minimization of the norm of the weighting coefficients when excess degrees of freedom are available. This, however, requires that 7 be small. If t is large, the norm of the weight vector will be minimized at the expense of the lower decorrelation.
V. CONCLUSION
In this communication, we have briefly introduced two recently proposed weighted subarray covariance averaging schemes [ 11, [2] and suggested an alternative formulation for the same problem. We have brought out the relationship between all the three methods and shown that they yield the same solution vectors.
APPENDIX
In this Appendix, we give the steps involved in the derivation of (34). The nth subarray covariance matrix can be written as From the definition of (9), we have S , ( P , 4 ) = S ( P , +;, I where
I. INTRODUCTION
The theoretical focused near-field adaptive nulling performance of phased array antennas has been studied recently, taking into account Manuscript received February 25, 1991; revised December 23, 1991. 
