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We consider a flexible semiparametric quantile regression model
for analyzing high dimensional heterogeneous data. This model has
several appealing features: (1) By considering different conditional
quantiles, we may obtain a more complete picture of the conditional
distribution of a response variable given high dimensional covariates.
(2) The sparsity level is allowed to be different at different quan-
tile levels. (3) The partially linear additive structure accommodates
nonlinearity and circumvents the curse of dimensionality. (4) It is
naturally robust to heavy-tailed distributions. In this paper, we ap-
proximate the nonlinear components using B-spline basis functions.
We first study estimation under this model when the nonzero com-
ponents are known in advance and the number of covariates in the
linear part diverges. We then investigate a nonconvex penalized esti-
mator for simultaneous variable selection and estimation. We derive
its oracle property for a general class of nonconvex penalty functions
in the presence of ultra-high dimensional covariates under relaxed
conditions. To tackle the challenges of nonsmooth loss function, non-
convex penalty function and the presence of nonlinear components,
we combine a recently developed convex-differencing method with
modern empirical process techniques. Monte Carlo simulations and
an application to a microarray study demonstrate the effectiveness of
the proposed method. We also discuss how the method for a single
quantile of interest can be extended to simultaneous variable selection
and estimation at multiple quantiles.
1. Introduction. In this article, we study a flexible partially linear ad-
ditive quantile regression model for analyzing high dimensional data. For
the ith subject, we observe {Yi,xi,zi}, where xi = (xi1, . . . , xipn)′ is a pn-
dimensional vector of covariates and zi = (zi1, . . . , zid)
′ is a d-dimensional
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vector of covariates, i = 1, . . . , n. The τ th (0 < τ < 1) conditional quantile
of Yi given xi, zi is defined as QYi|xi,zi(τ) = inf{t : F (t|xi,zi) ≥ τ}, where
F (·|xi,zi) is the conditional distribution function of Yi given xi and zi.
The case τ = 1/2 corresponds to the conditional median. We consider the
following semiparametric model for the conditional quantile function
QYi|xi,zi(τ) = x
′
iβ0 + g0(zi),(1.1)
where g0(zi) = g00 +
∑d
j=1 g0j(zij), with g00 ∈ R. It is assumed that g0j
satisfy E(g0j(zij)) = 0 for identification purposes. Let εi = Yi −QYi|xi,zi(τ),
then εi satisfies P (εi ≤ 0|xi,zi) = τ and we may also write Yi = x′iβ0 +
g0(zi)+ εi. In the rest of the paper, we will drop the dependence on τ in the
notation for simplicity.
Modeling conditional quantiles in high dimension is of significant impor-
tance for several reasons. First, it is well recognized that high dimensional
data are often heterogeneous. How the covariate influence the center of the
conditional distribution can be very different from how they influence the
tails. As a result, focusing on the conditional mean function alone can be
misleading. By estimating conditional quantiles at different quantile levels,
we are able to gain a more complete picture of the relationship between
the covariates and the response variable. Second, in the high dimensional
setting, the quantile regression framework also allows a more realistic in-
terpretation of the sparsity of the covariate effects, which we refer to as
quantile-adaptive sparsity. That is, we assume a small subset of covariates
influence the conditional distribution. However, when we estimate different
conditional quantiles, we allow the subsets of active covariates to be different
[Wang, Wu and Li (2012); He, Wang and Hong (2013)]. Furthermore, the
conditional quantiles are often of direct interest to the researchers. For ex-
ample, for the birth weight data we analyzed in Section 5, low birth weight,
which corresponds to the low tail of the conditional distribution, is of di-
rect interest to the doctors. Another advantage of quantile regression is that
it is naturally robust to outlier contamination associated with heavy-tailed
errors. For high dimensional data, identifying outliers can be difficult. The
robustness of quantile regression provides a certain degree of protection.
Linear quantile regression with high dimensional covariates was investi-
gated by Belloni and Chernozhukov [(2011), Lasso penalty] and Wang, Wu
and Li [(2012), nonconvex penalty]. The partially linear additive structure
we consider in this paper is useful for incorporating nonlinearity in the model
while circumventing the curse of dimensionality. We are interested in the
case pn is of a similar order of n or much larger than n. For applications in
microarray data analysis, the vector xi often contains the measurements on
thousands of genes, while the vector zi contains the measurements of clinical
or environment variables, such as age and weight. For example, in the birth
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weight example of Section 5, mother’s age is modeled nonparametrically as
exploratory analysis reveals a possible nonlinear effect. In general, model
specification can be challenging in high dimension; see Section 7 for some
further discussion.
We approximate the nonparametric components using B-spline basis func-
tions, which are computationally convenient and often accurate. First, we
study the asymptotic theory of estimating the model (1.1) when pn diverges.
In our setting, this corresponds to the oracle model, that is, the one we ob-
tain if we know which covariates are important in advance. This is along
the line of the work of Welsh (1989), Bai and Wu (1994) and He and Shao
(2000) for M -regression with diverging number of parameters and possi-
bly nonsmooth objective functions, which, however, were restricted to linear
regression. Lam and Fan (2008) derived the asymptotic theory of profile
kernel estimator for general semiparametric models with diverging number
of parameter while assuming a smooth quasi-likelihood function. Second, we
propose a nonconvex penalized regression estimator when pn is of an expo-
nential order of n and the model has a sparse structure. For a general class
of nonsmooth penalty functions, including the popular SCAD [Fan and Li
(2001)] and MCP [Zhang (2010)] penalty, we derive the oracle property of
the proposed estimator under relaxed conditions. An interesting finding is
that solving the nonconvex penalized estimator can be achieved via solving
a series of weighted quantile regression problems, which can be conveniently
implemented using existing software packages.
Deriving the asymptotic properties of the penalized estimator is very chal-
lenging as we need to simultaneously deal with the nonsmooth loss function,
the nonconvex penalty function, approximation of nonlinear functions and
very high dimensionality. To tackle these challenges, we combine a recently
developed convex-differencing method with modern empirical process tech-
niques. The method relies on a representation of the penalized loss function
as the difference of two convex functions, which leads to a sufficient local op-
timality condition [Tao and An (1997), Wang, Wu and Li (2012)]. Empirical
process techniques are introduced to derive various error bounds associated
with the nonsmooth objective function which contains both high dimen-
sional linear covariates and approximations of nonlinear components. It is
worth pointing out that our approach is different from what was used in the
recent literature for studying the theory of high dimensional semiparametric
mean regression and is able to considerably weaken the conditions required
in the literature. In particular, we do not need moment conditions for the
random error and allow it to depend on the covariates.
Existing work on penalized semiparametric regression has been largely
limited to mean regression with fixed p; see, for example, Bunea (2004),
Liang and Li (2009), Wang and Xia (2009), Liu, Wang and Liang (2011), Kai,
Li and Zou (2011) and Wang et al. (2011). Important progress in the high
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dimensional p setting has been recently made by Xie and Huang [(2009),
still assumes p < n] for partially linear regression, Huang, Horowitz and Wei
(2010) for additive models, Li, Xue and Lian [(2011), p= o(n)] for semivary-
ing coefficient models, among others. When p is fixed, the semiparametric
quantile regression model was considered by He and Shi (1996), He, Zhu
and Fung (2002), Wang, Zhu and Zhou (2009), among others. Tang et al.
(2013) considered a two-step procedure for a nonparametric varying coeffi-
cients quantile regression model with a diverging number of nonparametric
functional coefficients. They required two separate tuning parameters and
quite complex design conditions.
The rest of this article is organized as follows. In Section 2, we present the
partially linear additive quantile regression model and discuss the proper-
ties of the oracle estimator. In Section 3, we present a nonconvex penalized
method for simultaneous variable selection and estimation and derive its
oracle property. In Section 4, we assess the performance of the proposed
penalized estimator via Monte Carlo simulations. We analyze a birth weight
data set while accounting for gene expression measurements in Section 5.
In Section 6, we consider an extension to simultaneous estimation and vari-
able selection at multiple quantiles. Section 7 concludes the paper with a
discussion of related issues. The proofs are given in the Appendix. Some of
the technical details and additional numerical results are provided in online
supplementary material [Sherwood and Wang (2015)].
2. Partially linear additive quantile regression with diverging number of
parameters. For high dimensional inference, it is often assumed that the
vector of coefficients β0 = (β01, β02, . . . , β0pn)
′ in model (1.1) is sparse, that
is, most of its components are zero. Let A = {1 ≤ j ≤ pn : β0j 6= 0} be the
index set of nonzero coefficients and qn = |A| be the cardinality of A. The
set A is unknown and will be estimated. Without loss of generality, we
assume that the first qn components of β0 are nonzero and the remaining
pn− qn components are zero. Hence, we can write β0 = (β′01,0′pn−qn)′, where
0pn−qn denotes the (pn− qn)-vector of zeros. Let X be the n× pn matrix of
linear covariates and write it as X = (X1, . . . ,Xpn). Let XA be the submatrix
consisting of the first qn columns of X corresponding to the active covariates.
For technical simplicity, we assume xi is centered to have mean zero; and
zij ∈ [0,1], ∀i, j.
2.1. Oracle estimator. We first study the estimator we would obtain
when the index set A is known in advance, which we refer to as the oracle
estimator. Our asymptotic framework allows qn, the size of A, to increase
with n. This resonates with the perspective that a more complex statistical
model can be fit when more data are collected.
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We use a linear combination of B-spline basis functions to approximate
the unknown nonlinear functions g0(·). To introduce the B-spline functions,
we start with two definitions.
Definition. Let r≡m+ v, where m is a positive integer and v ∈ (0,1].
Define Hr as the collection of functions h(·) on [0,1] whose mth derivative
h(m)(·) satisfies the Ho¨lder condition of order v. That is, for any h(·) ∈Hr,
there exists some positive constant C such that
|h(m)(z′)− h(m)(z)| ≤C|z′ − z|v ∀0≤ z′, z ≤ 1.(2.1)
Assume for some r ≥ 1.5, the nonparametric component g0k(·) ∈Hr. Let
pi(t) = (b1(t), . . . , bkn+l+1(t))
′ denote a vector of normalized B-spline basis
functions of order l+1 with kn quasi-uniform internal knots on [0,1]. Then
g0k(·) can be approximated using a linear combination of B-spline basis
functions in Π(zi) = (1,pi(zi1)
′, . . . ,pi(zid)
′)′. We refer to Schumaker (1981)
for details of the B-spline construction, and the result that there exists
ξ0 ∈RLn , where Ln = d(kn+ l+1)+1, such that supzi |Π(zi)′ξ0− g0(zi)|=
O(k−rn ). For ease of notation and simplicity of proofs, we use the same num-
ber of basis functions for all nonlinear components in model (1.1). In prac-
tice, such restrictions are not necessary.
Now consider quantile regression with the oracle information that the last
(pn − qn) elements of β0 are all zero. Let
(βˆ1, ξˆ) = argmin
(β1,ξ)
1
n
n∑
i=1
ρτ (Yi − x′Aiβ1 −Π(zi)′ξ),(2.2)
where ρτ (u) = u(τ − I(u < 0)) is the quantile loss function and x′A1 , . . . ,x′An
denote the row vectors of XA. The oracle estimator for β0 is (βˆ
′
1,0
′
pn−qn)
′.
Write ξˆ = (ξˆ0, ξˆ
′
1, . . . , ξˆ
′
d)
′ where ξˆ0 ∈ R and ξˆj ∈Rkn+l+1, j = 1 . . . , d. The
estimator for the nonparametric function g0j is
gˆj(zij) = pi(zij)
′ξˆj − n−1
n∑
i=1
pi(zij)
′ξˆj ,
for j = 1, . . . , d; for g00 is gˆ0 = ξˆ0 + n
−1
∑n
i=1
∑d
j=1pi(zij)
′ξˆj . The centering
of gˆj is the sample analog of the identifiability condition E[g0j(zi)] = 0. The
estimator of g0(zi) is gˆ(zi) = gˆ0 +
∑d
j=1 gˆj(zij).
2.2. Asymptotic properties. We next present the asymptotic properties
of the oracle estimators as qn diverges.
Definition. Given z= (z1, . . . , zd)
′, the function g(z) is said to belong
to the class of functions G if it has the representation g(z) = α+∑dk=1 gk(zk),
α ∈R, gk ∈Hr and E[gk(zk)] = 0.
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Let
h∗j (·) = arg inf
hj(·)∈G
n∑
i=1
E[fi(0)(xij − hj(zi))2],
where fi(·) is the probability density function of εi given (xi,zi). Letmj(z) =
E[xij |zi = z], then it can be shown that h∗j (·) is the weighted projection of
mj(·) into G under the L2 norm, where the weights fi(0) are included to
account for the possibly heterogeneous errors. Furthermore, let xAij be the
(i, j)th element of XA. Define δij ≡ xAij − h∗j(zi), δi = (δi1, . . . , δiqn)′ ∈Rqn
and ∆n = (δ1, . . . ,δn)
′ ∈Rn×qn . Let H be the n× qn matrix with the (i, j)th
element Hij = h
∗
j (zi), then XA =H +∆n.
The following technical conditions are imposed for analyzing the asymp-
totic behavior of βˆ1 and gˆ.
Condition 1 (Conditions on the random error). The random error εi
has the conditional distribution function Fi and continuous conditional den-
sity function fi, given xi, zi. The fi are uniformly bounded away from 0
and infinity in a neighborhood of zero, its first derivative f ′i has a uniform
upper bound in a neighborhood of zero, for 1≤ i≤ n.
Condition 2 (Conditions on the covariates). There exist positive con-
stants M1 and M2 such that |xij| ≤M1, ∀1≤ i≤ n,1≤ j ≤ pn and E[δ4ij ]≤
M2, ∀1≤ i ≤ n,1≤ j ≤ qn. There exist finite positive constants C1 and C2
such that with probability one
C1 ≤ λmax(n−1XAX ′A)≤C2, C1 ≤ λmax(n−1∆n∆′n)≤C2.
Condition 3 (Condition on the nonlinear functions). For r =m+ v >
1.5 g0 ∈ G.
Condition 4 (Condition on the B-spline basis). The dimension of the
spline basis kn has the following rate kn ≈ n1/(2r+1).
Condition 5 (Condition on model size). qn =O(n
C3) for some C3 <
1
3 .
Condition 1 is considerably more relaxed than what is usually imposed on
the random error for the theory of high dimensional mean regression, which
often requires Gaussian or sub-Gaussian tail condition. Condition 2 is about
the behavior of the covariates and the design matrix under the oracle model,
which is not restrictive. Condition 3 is typical for the application of B-splines.
Stone (1985) showed that B-splines basis functions can be used to effectively
approximate functions satisfying Ho¨lder’s condition. Condition 4 provides
the rate of kn needed for the optimal convergence rate of gˆ. Condition 5 is
standard for linear models with diverging number of parameters.
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The following theorem summarizes the asymptotic properties of the oracle
estimators.
Theorem 2.1. Assume Conditions 1–5 hold. Then
‖βˆ1 − β01‖=Op(
√
n−1qn),
n−1
n∑
i=1
(gˆ(zi)− g0(zi))2 =Op(n−1(qn + kn)).
An interesting observation is that since we allow qn to diverge with n, it
influences the rates for estimating both β and g. As qn diverges, to investi-
gate the asymptotic distribution of βˆ1, we consider estimating an arbitrary
linear combination of the components of β01.
Theorem 2.2. Assume the conditions of Theorem 2.1 hold. Let An be
an l× qn matrix with l fixed and AnA′n→G, a positive definite matrix, then√
nAnΣ
−1/2
n (βˆ1 −β01)→N(0l,G)
in distribution, where Σn = K
−1
n SnK
−1
n with Kn = n
−1∆′nBn∆n, Sn =
n−1τ(1− τ)∆′n∆n, and Bn = diag(f1(0), . . . , fn(0)) is an n×n diagonal ma-
trix with fi(0) denoting the conditional density function of εi given (xi,zi)
evaluated at zero.
If we consider the case where q is fixed and finite, then we have the
following result regarding the behavior of the oracle estimator.
Corollary 1. Assume q is a fixed positive integer, n−1∆′nBn∆n→Σ1
and n−1τ(1−τ)∆′n∆n→Σ2, where Σ1 and Σ2 are positive definite matrices.
If Conditions 1–4 hold, then
√
n(βˆ1 −β01) d→N(0q,Σ−11 Σ2Σ−11 ),
n−1
n∑
i=1
(gˆ(zi)− g0(zi))2 = Op(n−2r/(2r+1)).
In the case qn is fixed, the rates reduce to the classical n
−1/2 rate for
estimating β and n−2r/(2r+1) for estimating g, the latter which is consistent
with Stone (1985) for the optimal rate of convergence.
3. Nonconvex penalized estimation for partially linear additive quantile
regression with ultra-high dimensional covariates.
3.1. Nonconvex penalized estimator. In real data analysis, we do not
know which of the pn covariates in xi are important. To encourage sparse
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estimation, we minimize the following penalized objective function for esti-
mating (β0,ξ0),
QP (β,ξ) = n−1
n∑
i=1
ρτ (Yi − x′iβ−Π(zi)′ξ) +
pn∑
j=1
pλ(|βj |),(3.1)
where pλ(·) is a penalty function with tuning parameter λ. The L1 penalty
or Lasso [Tibshirani (1996)] is a popular choice for penalized estimation.
However, the L1 penalty is known to over-penalize large coefficients, tends
to be biased and requires strong conditions on the design matrix to achieve
selection consistency. This is usually not a concern for prediction, but can be
undesirable if the goal is to identify the underlying model. In comparison,
an appropriate nonconvex penalty function can effectively overcome this
problem [Fan and Li (2001)]. In this paper, we consider two such popular
choices of penalty functions: the SCAD [Fan and Li (2001)] and MCP [Zhang
(2010)] penalty functions. For the SCAD penalty function,
pλ(|β|) = λ|β|I(0≤ |β|< λ) + aλ|β| − (β
2 + λ2)/2
a− 1 I(λ≤ |β| ≤ aλ)
+
(a+1)λ2
2
I(|β|> aλ) for some a > 2,
and for the MCP penalty function,
pλ(|β|) = λ
(
|β|− β
2
2aλ
)
I(0≤ |β|< aλ)+ aλ
2
2
I(|β| ≥ aλ) for some a > 1.
For both penalty functions, the tuning parameter λ controls the complexity
of the selected model and goes to zero as n increases to ∞.
3.2. Solving the penalized estimator. We propose an effective algorithm
to solve the above penalized estimation problem. The algorithm is largely
based on the idea of the local linear approximation (LLA) [Zou and Li
(2008)]. We employ a new trick based on the observation |βj | = ρτ (βj) +
ρτ (−βj) to transform the approximated objective function to a quantile re-
gression objective function based on an augmented data set, so that the pe-
nalized estimator can be obtained by iteratively solving unpenalized weighted
quantile regression problems.
More specifically, we initialize the algorithm by setting β = 0 and ξ = 0.
Then for each step t≥ 1, we update the estimator by
(βˆ
t
, ξˆ
t
) = argmin
(β,ξ)
{
n−1
n∑
i=1
ρτ (Yi− x′iβ−Π(zi)′ξ) +
pn∑
j=1
p′λ(|βˆt−1j |)|βj |
}
,(3.2)
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where βˆt−1j is the value of βj at step t− 1.
By observing that we can write |βj | as ρτ (βj) + ρτ (−βj), the above min-
imization problem can be framed as an unpenalized weighted quantile re-
gression problem with n + 2pn augmented observations. We denote these
augmented observations by (Y ∗i ,x
∗
i ,z
∗
i ), i= 1, . . . , (n+2pn). The first n ob-
servations are those in the original data, that is, (Y ∗i ,x
∗
i ,z
∗
i ) = (Yi,xi,zi),
i = 1, . . . , n; for the next pn observations, we have (Y
∗
i ,x
∗
i ,z
∗
i ) = (0,1,0),
i= n+1, . . . , n+ pn; and the last pn observations are given by (Y
∗
i ,x
∗
i ,z
∗
i ) =
(0,−1,0), i= n+ pn+1, . . . , n+2pn. We fit weighted linear quantile regres-
sion model with the observations (Y ∗i ,x
∗
i ,z
∗
i ) and corresponding weights w
t∗
i ,
where wt∗i = 1, i= 1, . . . , n; w
t∗
n+j = p
′
λ(|βˆt−1j |), j = 1, . . . , pn; and wt∗n+pn+j =
−p′λ(|βˆt−1j |), j = 1, . . . , pn.
The above new algorithm is simple and convenient, as weighted quantile
regression can be implemented using many existing software packages. In
our simulations, we used the quantreg package in R and continue with the
iterative procedure until ‖βˆt − βˆt−1‖1 < 10−7.
3.3. Asymptotic theory. In addition to Conditions 1–5, we impose an
additional condition on how quickly a nonzero signal can decay, which is
needed to identify the underlying model.
Condition 6 (Condition on the signal). There exist positive constants
C4 and C5 such that 2C3 <C4 < 1 and n
(1−C4)/2min1≤j≤qn |β0j | ≥C5.
Due to the nonsmoothness and nonconvexity of the penalized objective
function QP (β,ξ), the classical KKT condition is not applicable to analyzing
the asymptotic properties of the penalized estimator. To investigate the
asymptotic theory of the nonconvex estimator for ultra-high dimensional
partially linear additive quantile regression model, we explore the necessary
condition for the local minimizer of a convex differencing problem [Tao and
An (1997); Wang, Wu and Li (2012)] and extend it to the setting involving
nonparametric components.
Our approach concerns a nonconvex objective function that can be ex-
pressed as the difference of two convex functions. Specifically, we consider
objective functions belonging to the class
F= {q(η) : q(η) = k(η)− l(η), k(·), l(·) are both convex}.
This is a very general formulation that incorporates many different forms
of penalized objective functions. The subdifferential of k(η) at η = η0 is
defined as
∂k(η0) = {t : k(η)≥ k(η0) + (η − η0)′t,∀η}.
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Similarly, we can define the subdifferential of l(η). Let dom(k) = {η : k(η)<
∞} be the effective domain of k. A necessary condition for η∗ to be a
local minimizer of q(η) is that η∗ has a neighborhood U such that ∂l(η) ∩
∂k(η∗) 6=∅,∀η ∈ U ∩ dom(k) (see Lemma 7 in the Appendix).
To appeal to the above necessary condition for the convex differencing
problem, it is noted that QP (β,ξ) can be written as
QP (β,ξ) = k(β,ξ)− l(β,ξ),
where the two convex functions k(β,ξ) = n−1
∑n
i=1 ρτ (Yi−x′iβ−Π(zi)′ξ)+
λ
∑pn
j=1 |βj |, and l(β,ξ) =
∑pn
j=1L(βj). The specific form of L(βj) depends
on the penalty function being used. For the SCAD penalty function,
L(βj) = [(β
2
j + 2λ|βj |+ λ2)/(2(a− 1))]I(λ≤ |βj | ≤ aλ)
+ [λ|βj | − (a+ 1)λ2/2]I(|βj |> aλ);
while for the MCP penalty function,
L(βj) = [β
2
j /(2a)]I(0≤ |βj |< aλ) + [λ|βj | − aλ2/2]I(|βj | ≥ aλ).
Building on the convex differencing structure, we show that with probabil-
ity approaching one that the oracle estimator (βˆ
′
, ξˆ
′
)′, where βˆ = (βˆ
′
1,0
′
pn−qn)
′,
is a local minimizer of QP (β,ξ). To study the necessary optimality condi-
tion, we formally define ∂k(β,ξ) and ∂l(β,ξ), the subdifferentials of k(β,ξ)
and l(β,ξ), respectively. First, the function l(β,ξ) does not depend on ξ and
is differentiable everywhere. Hence, its subdifferential is simply the regular
derivative. For any value of β and ξ,
∂l(β,ξ) =
{
µ= (µ1, µ2, . . . , µpn+Ln)
′ ∈Rpn+Ln :
µj =
∂l(β)
∂βj
,1≤ j ≤ pn;µj = 0, pn +1≤ j ≤ pn +Ln
}
.
For 1≤ j ≤ pn, for the SCAD penalty function,
∂l(β)
∂βj
=


0, 0≤ |βj |< λ,
(βj − λ sgn(βj))/(a− 1), λ≤ |βj | ≤ aλ,
λ sgn(βj), |βj |> aλ,
while for the MCP penalty function,
∂l(β)
∂βj
=
{
βj/a, 0≤ |βj |< aλ,
λ sgn(βj), |βj | ≥ aλ.
ULTRA-HIGH DIMENSIONAL PLA QUANTILE REGRESSION 11
On the other hand, the function k(β,ξ) is not differentiable everywhere. Its
subdifferential at (β,ξ) is a collection of (pn +Ln)-vectors:
∂k(β,ξ) =
{
κ= (κ1, κ2, . . . , κpn+Ln)
′ ∈Rpn+Ln :
κj =−τn−1
n∑
i=1
xijI(Yi − x′iβ−Π(zi)′ξ > 0)
+ (1− τ)n−1
n∑
i=1
xijI(Yi − x′iβ−Π(zi)′ξ < 0)
− n−1
n∑
i=1
xijai + λlj, for 1≤ j ≤ pn;
κj =−τn−1
n∑
i=1
Πj−pn(zi)I(Yi − x′iβ−Π(zi)′ξ > 0)
+ (1− τ)n−1
n∑
i=1
Πj−pn(zi)I(Yi − x′iβ−Π(zi)′ξ < 0)
− n−1
n∑
i=1
Πj−pn(zi)ai, for pn +1≤ j ≤ pn +Ln
}
,
where we writeΠ(zi) = (1,Π1(zi), . . . ,ΠLn(zi))
′; ai = 0 if Yi−x′iβ−Π(zi)′ξ 6=
0 and ai ∈ [τ − 1, τ ] otherwise; for 1 ≤ j ≤ pn, lj = sgn(βj) if βj 6= 0 and
lj ∈ [−1,1] otherwise.
In the following, we analyze the subgradient of the unpenalized objec-
tive function, which plays an essential role in checking the condition of the
optimality condition. The subgradient s(β,ξ) = (s1(β,ξ), . . . , spn(β,ξ), . . . ,
spn+Ln(β,ξ))
′ is given by
sj(β,ξ) =− τ
n
n∑
i=1
xijI(Yi− x′iβ−Π(zi)′ξ > 0)
+
1− τ
n
n∑
i=1
xijI(Yi− x′iβ−Π(zi)′ξ < 0)
− 1
n
n∑
i=1
xijai for 1≤ j ≤ pn,
sj(β,ξ) =− τ
n
n∑
i=1
Πj−pn(zi)I(Yi − x′iβ−Π(zi)′ξ > 0)
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+
1− τ
n
n∑
i=1
Πj−pn(zi)I(Yi − x′iβ−Π(zi)′ξ < 0)
− 1
n
n∑
i=1
Πj−pn(zi)ai for pn + 1≤ j ≤ pn +Ln,
where ai is defined as before. The following lemma states the behavior of
sj(βˆ, ξˆ) when being evaluated at the oracle estimator.
Lemma 1. Assume Conditions 1–6 are satisfied, λ = o(n−(1−C4)/2),
n−1/2qn = o(λ), n
−1/2kn = o(λ) and log(pn) = o(nλ
2). For the oracle es-
timator (βˆ, ξˆ) there exists a∗i with a
∗
i = 0 if Yi − x′iβˆ −Π(zi)′ξˆ 6= 0 and
a∗i ∈ [τ − 1, τ ] otherwise, such that for sj(βˆ, ξˆ) with ai = a∗i , with probability
approaching one
sj(βˆ, ξˆ) = 0, j = 1, . . . , qn or j = pn +1, . . . , pn +Ln,(3.3)
|βˆj | ≥ (a+1/2)λ, j = 1, . . . , qn,(3.4)
|sj(βˆ, ξˆ)| ≤ cλ ∀c > 0, j = qn +1, . . . , pn.(3.5)
Remark. Note that for κj ∈ ∂k(β,ξ) and lj as defined earlier
κj = sj(β,ξ) + λlj for 1≤ j ≤ pn and
κj = sj(β,ξ) for pn + 1≤ j ≤ pn +Ln.
Thus, Lemma 1 provides important insight on the asymptotic behavior
of κ ∈ ∂k(βˆ, ξˆ). Consider a small neighborhood around the oracle estimator
(βˆ, ξˆ) with radius λ/2. Building on Lemma 1, we prove in the Appendix
that with probability tending to one, for any (β,ξ) ∈Rpn+Ln in this neigh-
borhood, there exists κ= (κ1, . . . , κpn ,0
′
Ln
)′ ∈ ∂k(βˆ, ξˆ) such that
∂l(β,ξ)
∂βj
= κj , j = 1, . . . , pn and
∂l(β,ξ)
∂ξj
= κpn+j , j = 1, . . . ,Ln.
This leads to the main theorem of the paper. Let En(λ) be the set of lo-
cal minima of QP (β,ξ). The theorem below shows that with probability
approaching one, the oracle estimator belongs to the set En(λ).
Theorem 3.1. Assume Conditions 1–6 are satisfied. Consider either the
SCAD or the MCP penalty function with tuning parameter λ. Let ηˆ ≡ (βˆ, ξˆ)
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be the oracle estimator. If λ= o(n−(1−C4)/2), n−1/2qn = o(λ), n
−1/2kn = o(λ)
and log(pn) = o(nλ
2), then
P (ηˆ ∈ En(λ))→ 1 as n→∞.
Remark. The conditions for λ in the theorem are satisfied for λ =
n−1/2+δ where δ ∈ (max(1/(2r + 1),C3),C4). The fastest rate of pn allowed
is pn = exp(n
α) with 0 < α < 1/2 + 2δ. Hence, we allow for the ultra-high
dimensional setting.
Remark. The selection of the tuning parameter λ is important in prac-
tice. Cross-validation is a common approach, but is known to often result in
overfitting. Lee, Noh and Park (2014) recently proposed high dimensional
BIC for linear quantile regression when p is much larger than n. Motivated
by their work, we choose λ that minimizes the following high dimensional
BIC criterion:
QBIC(λ) = log
(
n∑
i=1
ρτ (Yi− x′iβˆλ −Π(zi)′ξˆλ)
)
(3.6)
+ νλ
log(pn) log(log(n))
2n
,
where pn is the number of candidate linear covariates and νλ is the degrees
of freedom of the fitted model, which is the number of interpolated fits for
quantile regression.
4. Simulation. We investigate the performance of the penalized partially
linear additive quantile regression estimator in high dimension. We focus on
the SCAD penalty and referred to the new procedure as Q-SCAD. An al-
ternative popular nonconvex penalty function is the MCP penalty [Zhang
(2010)], the simulation results for which are found to be similar and re-
ported in the online supplementary material [Sherwood and Wang (2015)].
The Q-SCAD is compared with three alternative procedures: partially linear
additive quantile regression estimator with the LASSO penalty (Q-LASSO),
partially linear additive mean regression with SCAD penalty (LS-SCAD)
and LASSO penalty (LS-LASSO). It worth noting that for the mean regres-
sion case, there appears to be no theory in the literature for the ultra-high
dimensional case.
We first generate X˜ = (X˜1, . . . , X˜p+2)
′ from the Np+2(0p+2,Σ) multi-
variate normal distribution, where Σ = (σjk)(p+2)×(p+2) with σjk = 0.5
|j−k|.
Then we set X1 =
√
12Φ(X˜1) where Φ(·) is distribution function of N(0,1)
distribution and
√
12 scales X1 to have standard deviation one. Furthermore,
we let Z1 = Φ(X˜25), Z2 = Φ(X˜26), Xi = X˜i for i= 2, . . . ,24 and Xi = X˜i−2
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for i= 27, . . . , p+2. The random responses are generated from the regression
model
Yi =Xi6β1 +Xi12β2 +Xi15β3 +Xi20β4 + sin(2piZi1) +Z
3
i2 + εi,(4.1)
where βj ∼ U [0.5,1.5] for 1≤ j ≤ 4. We consider three different distributions
of the error term εi: (1) standard normal distribution; (2) t distribution with
3 degrees of freedom; and (3) heteroscedastic normal distribution εi = X˜i1ζi
where ζi ∼N(0, σ = 0.7) are independent of the Xi’s.
We perform 100 simulations for each setting with sample size n= 300, and
p= 100, 300, 600. Results for additional simulations with sample sizes of 50,
100 and 200 are provided in the online supplementary material [Sherwood
and Wang (2015)]. For the heteroscedastic error case, we model τ = 0.7 and
0.9; otherwise, we model the conditional median. Note that at τ = 0.7 or
0.9, when the error has the aforementioned heteroscedastic distribution, X1
is part of the true model. At these two quantiles, the true model consists of
5 linear covariates. In all simulations, the number of basis functions is set
to three, which we find to work satisfactorily in a variety of settings. For
the LASSO method, we select the tuning parameters λ by using five-fold
cross validation. For the Q-SCAD model, we select λ that minimizes (3.6)
while for LS-SCAD we use a least squares equivalent. The tuning parameter
a in the SCAD penalty function is set to 3.7 as recommended in Fan and
Li (2001). To assess the performance of different methods, we adopt the
following criteria:
1. False Variables (FV): average number of nonzero linear covariates
incorrectly included in the model.
2. True Variables (TV): average number of nonzero linear covariates
correctly included in the model.
3. True: proportion of times the true model is exactly identified.
4. P: proportion of times X1 is selected.
5. AADE: average of the average absolute deviation (ADE) of the fit of
the nonlinear components, where the ADE is defined as n−1
∑n
i=1 |gˆ(zi)−
g0(zi)|.
6. MSE: average of the mean squared error for estimating β0, that is,
the average of ‖βˆ− β0‖2 across all simulation runs.
The simulation results are summarized in Tables 1–4. Tables 1 and 2
correspond to τ = 0.5, N(0,1) and T3 error distribution, respectively. Tables
3 and 4 are for the heteroscedastic error, τ = 0.7 and 0.9, respectively. Least
squares based estimates of βˆ for τ = 0.7 or 0.9 are obtained by assuming
εi ∼N(0, σ), with estimates of σ being used in each simulation. An extension
of Table 3 for p = 1200 and 2400 is included in the online supplementary
material [Sherwood and Wang (2015)]. We observe that the method with
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Table 1
Simulation results comparing quantile (τ = 0.5) and mean regression using SCAD and
LASSO penalty functions for ε∼N(0,1)
Method n p FV TV True P AADE MSE
Q-SCAD 300 100 0.20 4.00 0.88 0.00 0.16 0.03
Q-LASSO 300 100 12.88 4.00 0.00 0.13 0.16 0.13
LS-SCAD 300 100 0.32 4.00 0.85 0.00 0.13 0.02
LS-LASSO 300 100 11.63 4.00 0.00 0.12 0.13 0.07
Q-SCAD 300 300 0.04 4.00 0.96 0.00 0.15 0.02
Q-LASSO 300 300 15.93 4.00 0.00 0.07 0.16 0.14
LS-SCAD 300 300 0.33 4.00 0.78 0.00 0.12 0.02
LS-LASSO 300 300 15.00 4.00 0.00 0.04 0.13 0.09
Q-SCAD 300 600 0.06 4.00 0.94 0.00 0.15 0.02
Q-LASSO 300 600 21.86 4.00 0.01 0.06 0.16 0.16
LS-SCAD 300 600 2.57 4.00 0.69 0.01 0.13 0.06
LS-LASSO 300 600 17.11 4.00 0.00 0.04 0.13 0.09
the SCAD penalty tends to pick a smaller and more accurate model. The
advantages of quantile regression can be seen by its stronger performance at
the presence of heavy-tailed distribution or heteroscedastic errors. For the
latter case, the least squared based methods perform poorly in identifying
the active variables in the dispersion function. Estimation of the nonlinear
terms is similar across different error distributions and different values of p.
Table 2
Simulation results comparing quantile (τ = 0.5) and mean regression using SCAD and
LASSO penalty functions for ε∼ T3
Method n p FV TV True P AADE MSE
Q-SCAD 300 100 0.07 4.00 0.95 0.00 0.16 0.03
Q-LASSO 300 100 13.09 4.00 0.01 0.17 0.17 0.15
LS-SCAD 300 100 1.08 3.99 0.45 0.02 0.19 0.11
LS-LASSO 300 100 10.15 3.94 0.02 0.08 0.19 0.31
Q-SCAD 300 300 0.05 4.00 0.97 0.00 0.17 0.03
Q-LASSO 300 300 18.42 4.00 0.00 0.08 0.18 0.18
LS-SCAD 300 300 1.22 4.00 0.46 0.00 0.20 0.11
LS-LASSO 300 300 15.15 3.99 0.01 0.08 0.21 0.26
Q-SCAD 300 600 0.06 3.98 0.94 0.00 0.16 0.04
Q-LASSO 300 600 20.81 4.00 0.01 0.03 0.18 0.23
LS-SCAD 300 600 1.33 4.00 0.45 0.00 0.19 0.14
LS-LASSO 300 600 17.40 4.00 0.01 0.01 0.20 0.28
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Table 3
Simulation results comparing quantile (τ = 0.7) and mean regression using SCAD and
LASSO penalty functions for heteroscedastic errors
Method n p FV TV True P AADE MSE
Q-SCAD 300 100 0.21 4.84 0.70 0.84 0.17 0.05
Q-LASSO 300 100 13.86 4.97 0.00 0.97 0.24 0.15
LS-SCAD 300 100 1.09 4.06 0.01 0.06 0.16 0.69
LS-LASSO 300 100 11.48 4.13 0.00 0.13 0.17 0.78
Q-SCAD 300 300 0.20 4.77 0.61 0.77 0.20 0.06
Q-LASSO 300 300 18.54 4.97 0.00 0.97 0.27 0.18
LS-SCAD 300 300 3.28 4.00 0.00 0.00 0.16 0.68
LS-LASSO 300 300 15.85 4.08 0.00 0.08 0.16 0.79
Q-SCAD 300 600 0.16 4.59 0.48 0.59 0.26 0.08
Q-LASSO 300 600 23.26 4.89 0.00 0.89 0.31 0.24
LLS-SCAD 300 600 6.31 4.02 0.00 0.02 0.16 0.69
LS-LASSO 300 600 18.50 4.09 0.00 0.09 0.16 0.83
5. An application to birth weight data. Votavova et al. (2011) collected
blood samples from peripheral blood, cord blood and the placenta from 20
pregnant smokers and 52 pregnant women without significant exposure to
smoking. Their main objective was to identify the difference in transcriptome
alterations between the two groups. Birth weight of the baby (in kilograms)
was recorded along with age of the mother, gestational age, parity, measure-
ment of the amount of cotinine, a chemical found in tobacco, in the blood
and mother’s BMI. Low birth weight is known to be associated with both
Table 4
Simulation results comparing quantile (τ = 0.9) and mean regression using SCAD and
LASSO penalty functions for heteroscedastic errors
Method n p FV TV True P AADE MSE
Q-SCAD 300 100 0.06 4.93 0.91 0.98 0.24 0.30
Q-LASSO 300 100 12.94 5.00 0.00 1.00 0.49 0.73
LS-SCAD 300 100 1.09 4.06 0.01 0.06 0.16 4.72
LS-LASSO 300 100 11.48 4.13 0.00 0.13 0.17 4.73
Q-SCAD 300 300 0.26 5.00 0.81 1.00 0.19 0.24
Q-LASSO 300 300 16.33 5.00 0.00 1.00 0.62 0.92
LS-SCAD 300 300 3.28 4.00 0.00 0.00 0.16 4.63
LS-LASSO 300 300 15.85 4.08 0.00 0.08 0.16 4.67
Q-SCAD 300 600 0.34 4.94 0.77 1.00 0.21 0.29
Q-LASSO 300 600 19.79 4.97 0.00 1.00 0.74 1.15
LS-SCAD 300 600 6.31 4.02 0.00 0.02 0.16 4.64
LS-LASSO 300 600 18.50 4.09 0.00 0.09 0.16 4.74
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short-term and long-term health complications. Scientists are interested in
which genes are associated with low birth weight [Turan et al. (2012)].
We consider modeling the 0.1, 0.3 and 0.5 conditional quantiles of infant
birth weight. We use the genetic data from the peripheral blood sample
which include 64 subjects after dropping those with incomplete informa-
tion. The blood samples were assayed using HumanRef-8 v3 Expression
BeadChips with 24,539 probes. For each quantile, the top 200 probes are
selected using the quantile-adaptive screening method [He, Wang and Hong
(2013)]. The gene expression values of the 200 probes are included as lin-
ear covariates for the semiparametric quantile regression model. The clinical
variables parity, gestational age, cotinine level and BMI are also included
as linear covariates. The age of the mother is modeled nonparametrically as
exploratory analysis reveals potential nonlinear effect.
We consider the semiparametric quantile regression model with the SCAD
and LASSO penalty functions. Least squares based semiparametric models
with the SCAD and LASSO penalty functions are also considered. Results
for the MCP penalty are reported in the online supplementary material
[Sherwood and Wang (2015)]. The tuning parameter λ is selected by min-
imizing (3.6) for the SCAD estimator and by five-fold cross validation for
LASSO as discussed in Section 4. The third column of Table 5 reports the
number of nonzero elements, “Original NZ,” for each model. As expected,
the LASSO method selects a larger model than the SCAD penalty does.
The number of nonzero variables varies with the quantile level, providing
evidence that mean regression alone would provide a limited view of the
conditional distribution.
Next, we compare different models on 100 random partitions of the data
set. For each partition, we randomly select 50 subjects for the training data
and 14 subjects for the test data. The fourth column of Table 5 reports the
Table 5
Quantile (τ = 0.1, 0.3 and 0.5) and mean regression analysis of birth weight based on the
original data and the random partitioned data
τ Method Original NZ Prediction error Randomized NZ
0.10 Q-SCAD 2 0.07 (0.03) 2.27
0.10 Q-LASSO 10 0.08 (0.02) 3.09
0.30 Q-SCAD 7 0.18 (0.04) 6.74
0.30 Q-LASSO 22 0.16 (0.03) 12.39
0.50 Q-SCAD 5 0.21 (0.04) 5.80
0.50 Q-LASSO 6 0.20 (0.04) 14.25
Mean LS-SCAD 12 0.20 (0.04) 5.43
Mean LS-LASSO 12 0.20 (0.04) 3.77
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prediction error evaluated on the test data, defined as 14−1
∑14
i=1 ρτ (Yi− Yˆi);
while the fifth column reports the average number of linear covariates in-
cluded in each model (denoted by “Randomized NZ”). Standard errors for
the prediction error is reported in parentheses. We note that the SCAD
method produces notably smaller models than the Lasso method does with-
out sacrificing much prediction accuracy.
Model checking in high dimension is challenging. In the following, we con-
sider a simulation-based diagnostic plot to help visually assess the overall
lack-of-fit for the quantile regression model [Wei and He (2006)] to assess
the overall lack-of-fit for the quantile regression model. First, we randomly
generate τ˜ from the uniform [0,1] distribution. Then we fit the proposed
semiparametric quantile regression model using the SCAD penalty for the
quantile τ˜ . Next, we generate a response variable Y˜ = x′βˆ(τ˜)+ gˆ(z, τ˜ ), where
(x, z) is randomly sampled from the set of observed covariates, with z denot-
ing mother’s age and x denoting the vector of other covariates. The process
is repeated 100 times and produces a sample of 100 simulated birth weights
based on the model. Figure 1 shows the QQ plot comparing the simulated
and observed birth weights. Overall, the QQ plot is close to the 45 degree
line and does not suggest gross lack-of-fit. Figure 2 displays the estimated
Fig. 1. Lack-of-fit diagnostic QQ plot for the birth weight data example.
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Fig. 2. Estimated nonlinear effects of mother’s age (denoted by z) at three different
quantiles.
nonlinear effects of mother’s age gˆ(z) at the three quantiles [standardized
to satisfy the constraint
∑n
i=1 gˆ(zi) = 0]. At the 0.1 and 0.3 quantiles, the
estimated mother’s age effects are similar except for some deviations at the
tails of the mother’s age distribution. At these two quantiles, after age 30,
mother’s age is observed to have a positive effect. The effect of mother’s age
at the median is nonmonotone: the effect is first increasing (up to age 25),
then decreasing (to about age 33), and increasing again.
We observe that different models are often selected for different random
partitions. Table 6 summarizes the variables selected by Q-SCAD for τ =
0.1, 0.3 and 0.5 and the frequency these variables are selected in the 100
random partitions. Probes are listed by their identification number along
with corresponding gene in parentheses. The SCAD models tend to produce
sparser models while the LASSO models provide slightly better predictive
performance.
Gestational age is identified to be important with high frequency at all
three quantiles under consideration. This is not surprising given the known
important relationship between birth weight and gestational age. Premature
birth is often strongly associated with low birth weight. The genes selected
at the three different quantiles are not overlapping. This is an indication of
the heterogeneity in the data. The variation in frequency is likely due to the
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Table 6
Frequency of covariates selected at three quantiles among 100 random partitions
Q-SCAD 0.1 Q-SCAD 0.3 Q-SCAD 0.5
Fre- Fre- Fre-
Covariate quency Covariate quency Covariate quency
Gestational age 82 Gestational age 86 Gestational age 69
1,687,073 (SOGA1) 24 1,804,451 (LEO1) 33 2,334,204 (ERCC6L) 57
1,755,657 (RASIP1) 27 1,732,467 (OR2AG1) 52
1,658,821 (SAMD1) 23 1,656,361 (LOC201175) 31
2,059,464 (OR5P2) 14 1,747,184 (PUS7L) 5
2,148,497 (C20orf107) 6
2,280,960 (DEPDC7) 3
relatively small sample size. However, examining the selected genes does pro-
vide some interesting insights. The gene SOGA1 is a suppressor of glucose,
which is interesting because maternal gestational diabetes is known to have a
significant effect on birth weight [Gilliam et al. (2003)]. The genes OR2AG1,
OR5P2 and DEPDC7 are all located on chromosome 11, the chromosome
with the most selected genes. Chromosome 11 also contains PHLDA2, a gene
that has been reported to be highly expressed in mothers that have children
with lower birth weight [Ishida et al. (2012)].
6. Estimation and variable selection for multiple quantiles. Motivated
by referees’ suggestions, we consider an extension for simultaneous variable
selection at multiple quantiles. Let τ1 < τ2 < · · ·< τM be the set of quantiles
of interest, where M > 0 is a positive integer. We assume that
QYi|xi,zi(τm) = x
′
iβ
(m)
0 + g
(m)
0 (zi), m= 1, . . . ,M,(6.1)
where g
(m)
0 (zi) = g
(m)
00 +
∑d
j=1 g
(m)
0j (zij), with g
(m)
00 ∈R. We assume that func-
tions g
(m)
0j satisfy E[g
(m)
0j (zij)] = 0 for the purpose of identification. The non-
linear functions are allowed to vary with the quantiles. We are interested
in the high dimensional case where most of the linear covariates have zero
coefficients across all M quantiles, for which group selection will help us
combine information across quantiles.
We write β
(m)
0 = (β
(m)
01 , β
(m)
02 , . . . , β
(m)
0pn
)′, m = 1, . . . ,M . Let β¯
0j
be the
M -vector (β
(1)
0j , . . . , β
(M)
0j )
′, 1 ≤ j ≤ pn. Let A¯ = {j : ‖β¯0j‖ 6= 0,1 ≤ j ≤ pn}
be the index set of variables that are active at least one quantile level
of interest, where ‖ · ‖ denotes the L2 norm. Let q¯n = |A¯| be the cardi-
nality of A. Without loss of generality, we assume A¯ = {1, . . . , q¯n}. Let
XA¯ and x
′
A¯1
, . . . ,xA¯n be defined as before. By the result of Schumaker
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(1981), there exists ξ
(m)
0 ∈ RLn , where Ln = d(kn + l+ 1) + 1, such that
sup
zi
|Π(zi)′ξ(m)0 − g(m)0 (zi)|=O(k−rn ), m= 1, . . . ,M .
We write the (Mpn)-vector β = (β
(1)′, . . . ,β(M)
′
)′, where for k = 1, . . . ,M ,
β(k) = (β
(k)
1 , . . . , β
(k)
pn )
′; and we write the (MLn)-vector ξ = (ξ
(1)′, . . . ,ξ(M)
′
).
Let β¯
j
be the M -vector (β
(1)
j , . . . , β
(M)
j )
′, 1≤ j ≤ pn. For simultaneous vari-
able selection and estimation, we estimate (β
(m)
0 , ξ
(m)
0 ), m = 1, . . . ,M , by
minimizing the following penalized objective function
Q¯P (β,ξ) = n−1
n∑
i=1
M∑
m=1
ρτm(Yi− x′iβ(m) −Π(zi)′ξ(m))
(6.2)
+
pn∑
j=1
pλ(‖β¯j‖1),
where pλ(·) is a penalty function with tuning parameter λ, ‖ · ‖1 denotes
the L1 norm, which was used in Yuan and Lin (2006) for group penalty;
see also Huang, Breheny and Ma (2012). The penalty function encourages
group-wise sparsity and forces the covariates that have no effect on any of
the M quantiles to be excluded together. Similarly penalty functions have
been used in Zou and Yuan (2008), Liu and Wu (2011) for variable selection
at multiple quantiles. The above estimator can be computed similarly as in
Section 3.2.
In the oracle case, the estimator would be obtained by considering the
unpenalized part of (6.2), but with xi replaced by xA¯i . That is, we let
{βˆ(m)1 , ξˆ(m) : 1≤m≤M}
(6.3)
= argmin
β
(m)
1 ,ξ
(m),1≤m≤M
n−1
n∑
i=1
M∑
m=1
ρτm(Yi− x′A¯iβ
(m)
1 −Π(zi)′ξ(m)).
The oracle estimator for β
(m)
0 is βˆ
(m)
= (βˆ
(m)′
1 ,0
′
pn−qn)
′, and across all quan-
tiles is ˆ¯β = (βˆ
(1)
, . . . , βˆ
(M)
) and ˆ¯ξ = (ξˆ
(1)
, . . . , ξˆ
(M)
). The oracle estima-
tor for the nonparametric function g
(m)
0j is gˆ
(m)
j (zij) = pi(zij)
′ξˆj
(m) − n−1×∑n
i=1 pi(zij)
′ξˆ
(m)
j for j = 1, . . . , d; for g
(m)
00 is gˆ
(m)
0 = ξˆ
(m)
0 + n
−1
∑n
i=1×∑d
j=1 pi(zij)
′ξˆ
(m)
j . The oracle estimator of g
(m)
0 (zi) is gˆ
(m)(zi) = gˆ
(m)
0 +∑d
j=1 gˆ
(m)
j (zij). As the next theorem suggests, Theorem 3.1 can be extended
to the multiple quantile case. To save space, we present the regularity con-
ditions and the technical derivations in the online supplementary material
[Sherwood and Wang (2015)].
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Theorem 6.1. Assume Conditions B1–B6 in the online supplementary
material [Sherwood and Wang (2015)] are satisfied. Let E¯n(λ) be the set
of local minima of the penalized objective function Q¯P (β, γ). Consider ei-
ther the SCAD or the MCP penalty function with tuning parameter λ. Let
ˆ¯η ≡ ( ˆ¯β, ˆ¯ξ) be the oracle estimator that solves (6.3). If λ = o(n−(1−C4)/2),
n−1/2q¯n = o(λ), n
−1/2kn = o(λ) and log(pn) = o(nλ
2), then
P (ˆ¯η ∈ E¯n(λ))→ 1 as n→∞.
A numerical example. To assess the multiple quantile estimator, we ran
100 simulations using the setting presented in Section 4 with εi ∼ T3, and
consider τ = 0.5, 0.7 and 0.9. We compare the variable selection performance
of the multiple-quantile estimator (denoted by Q-group) in this section with
the method that estimates each quantile separately (denoted by Q-ind). For
both approaches, we use the SCAD penalty function. Results for the MCP
penalty are included in the online supplementary material [Sherwood and
Wang (2015)]. We also report results from the multiple-quantile oracle esti-
mator (denotes by Q-oracle) which assumes the knowledge of the underlying
model and serves as a benchmark.
Table 7 summarizes the simulation results for n = 50, p = 300 and 600.
As in Zou and Yuan (2008), when evaluating the Q-ind method, at quantile
level τm, we define Am = {j : βˆ(m)j 6= 0} be the index set of estimated nonzero
coefficients at this quantile level. Let
⋃M
m=1Am be the set of the selected
variables using Q-ind. As the simulations results in Section 4, we report FV,
TV and TRUE. We also report the error for estimating the linear coefficients
(L2 error), which is defined as the average ofM
−1
∑M
m=1(βˆ
(m)−β(m)0 )2 over
all simulation runs. The results demonstrate that comparing with Q-ind, the
new method Q-group has lower false discovery rate, higher probability of
identifying the true underlying model and smaller estimation error.
Table 7
Comparison of group and individual penalty functions for multiple quantile estimation
with ε∼ T3
Method p FV TV True L2 error
Q-group-SCAD 300 1.01 4 0.49 0.14
Q-ind-SCAD 300 0.98 4 0.45 0.17
Q-oracle 300 0 4 1 0.06
Q-group-SCAD 600 1.2 4 0.56 0.15
Q-ind-SCAD 600 1.51 3.99 0.34 0.17
Q-oracle 600 0 4 1 0.07
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7. Discussion. We considered nonconvex penalized estimation for par-
tially linear additive quantile regression models with high dimensional lin-
ear covariates. We derive the oracle theory under mild conditions. We have
focused on estimating a particular quantile of interest and also considered
an extension to simultaneous variable selection at multiple quantiles.
A problem of important practical interest is how to identify which co-
variates should be modeled linearly and which covariates should be modeled
nonlinearly. Usually, we do not have such prior knowledge in real data anal-
ysis. This is a challenging problem in high dimension. Recently, important
progresses have been made by Zhang, Cheng and Liu (2011); Huang, Wei
and Ma (2012); Lian, Liang and Ruppert (2015) for semiparametric mean
regression models. We plan on addressing this question for high dimensional
semiparametric quantile regression in our future research.
Another relevant problem of practical interest is to estimate the condi-
tional quantile function itself. Given x∗, z∗, we can estimate QYi|x∗,z∗(τ)
by x∗′βˆ1 + gˆ(z
∗), where βˆ and gˆ are obtained from penalized quantile re-
gression. We conjecture that the consistency of estimating the conditional
quantile function can be derived under somewhat weaker conditions in the
current paper, as motivated by the results on persistency for linear mean
regression in high dimension [Greenshtein and Ritov (2004)]. The details
will also be further investigated in the future.
APPENDIX
Throughout the appendix, we use C to denote a positive constant which
does not depend on n and may vary from line to line. For a vector x, ‖x‖
denotes its Euclidean norm. For a matrix A, ‖A‖=
√
λmax(A′A) denotes its
spectral norm. For a function h(·) on [0,1], ‖h‖∞ = supx |h(x)| denotes the
uniform norm. Let In denote an n× n identity matrix.
A.1. Derivation of the results in Section 2.
A.1.1. Notation. To facilitate the proof, we will make use of the theo-
retically centered B-spline basis functions similar to the approach used by
Xue and Yang (2006). More specifically, we consider the B-spline basis func-
tions bj(·) in Section 2.1 and let Bj(zik) = bj+1(zik)− E[bj+1(zik)]E[b1(zik)] b1(zik) for
j = 1, . . . , kn+ l. Then E(Bj(zik)) = 0. For a given covariate zik, let w(zik) =
(B1(zik), . . . ,Bkn+l(zik))
′ be the vector of basis functions, andW(zi) denote
the Jn-dimensional vector (k
−1/2
n ,w(zi1)
′, . . . ,w(zid)
′)′, where Jn = d(kn +
l) + 1.
By the result of Schumaker [(1981), page 227], there exists a vector γ0 ∈
RJn and a positive constant C0, such that supt∈[0,1]d |g0(t) −W(t)′γ0| ≤
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C0k
−r
n . Let
(cˆ1, γˆ) = argmin
(c1,γ)
1
n
n∑
i=1
ρτ (Yi− x′Aic1 −W(zi)′γ).(A.1)
We write γ = (γ0,γ
′
1, . . . ,γ
′
d)
′, where γ0 ∈ R, γj ∈ Rkn+l, j = 1, . . . , d; and
we write γˆ = (γˆ0, γˆ
′
1, . . . , γˆ
′
d)
′ the same fashion. It can be shown that (see
the supplemental material) cˆ1 = βˆ1. So the change of the basis functions
for the nonlinear part does not alter the estimator for the linear part. Let
g˜j(zi) = w(zij)
′γˆj be the estimator of g0j , j = 1, . . . , d. The estimator for
g00 is g˜0 = k
−1/2
n γˆ0. The estimator for g0(zi) is g˜(zi) =W(zi)
′γˆ = g˜0 +∑d
j=1 g˜j(zi). It can be derived that (see the supplemental material) gˆj(zi) =
g˜j(zi)−n−1
∑n
i=1 g˜j(zi) and gˆ0 = g˜0+n
−1
∑n
i=1
∑d
j=1 g˜j(zi). Hence, gˆ = gˆ0+∑d
j=1 gˆj = g˜. Later, we will show n
−1
∑n
i=1(g˜(zi)− g0(zi))2 =Op(n−1(qn +
dJn)).
Throughout the proof, we will also use the following notation:
ψτ (εi) = τ − I(εi < 0),
W = (W(z1), . . . ,W(zn))
′ ∈Rn×Jn ,
P =W (W ′BnW )
−1W ′Bn ∈Rn×n,
X∗ = (x∗1, . . . ,x
∗
n)
′ = (In −P )XA ∈Rn×qn,
W 2B =W
′BnW ∈RJn×Jn ,
θ1 =
√
n(c1 −β10) ∈Rqn,
θ2 =WB(γ − γ0) +W−1B W ′BnXA(c1 −β10) ∈RJn ,
x˜i = n
−1/2
x
∗
i ∈Rqn ,
W˜(zi) =W
−1
B W(zi) ∈RJn,
s˜i = (x˜
′
i,W˜(zi))
′ ∈Rqn+Jn ,
uni =W(zi)
′γ0 − g0(zi).
Notice that
n−1
n∑
i=1
ρτ (Yi− x′Aic1 −W(zi)′γ) = n−1
n∑
i=1
ρτ (εi − x˜′iθ1 − W˜(zi)′θ2 − uni).
Define the minimizers under the transformation as
(θˆ1, θˆ2) = argmin
(θ1,θ2)
n−1
n∑
i=1
ρτ (εi − x˜′iθ1 − W˜(zi)′θ2 − uni).
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Let an be a sequence of positive numbers and define
Qi(an)≡Qi(anθ1, anθ2) = ρτ (εi − anx˜′iθ1 − anW˜(zi)′θ2 − uni),
Es[Qi] =E[Qi|xi,zi].
Let θ = (θ′1,θ
′
2)
′. Define
Di(θ, an) =Qi(an)−Qi(0)−Es[Qi(an)−Qi(0)]
(A.2)
+ an(x˜
′
iθ1 + W˜(zi)
′θ2)ψτ (εi).
Noting that ρτ (u) =
1
2 |u|+ (τ − 12 )u, we have
Qi(an)−Qi(0) = 12 [|εi − anx˜′iθ1 − anW˜(zi)′θ2 − uni| − |εi − uni|]
(A.3)
− an(τ − 12)(x˜′iθ1 + W˜(zi)′θ2).
Define
Q∗i (an) =
1
2 [|εi − x˜′iθ1an − W˜(zi)′θ2an − uni| − |εi − uni|].
Then by combining (A.2) and (A.3),
Di(θ, an) =Q
∗
i (an)−Es[Q∗i (an)] + an(x˜′iθ1 + W˜(zi)′θ2)ψτ (εi).(A.4)
A.1.2. Some technical lemmas. The proofs of Lemmas 2–4 below are
given in the supplemental material [Sherwood and Wang (2015)].
Lemma 2. We have the following properties for the spline basis vector:
(1) E(‖W(zi)‖) ≤ b1, ∀i, for some positive constant b1 for all n suffi-
ciently large.
(2) There exists positive constant b2 and b
∗
2 such that for all n sufficiently
large E(λmin(W(zi)W(zi)
T ))≥ b2k−1n and E(λmax(W(zi)W(zi)T ))≤ b∗2k−1n .
(3) E(‖W−1B ‖)≥ b3
√
knn−1, for some positive constant b3, for all n suf-
ficiently large.
(4) maxi ‖W˜(zi)‖=Op(
√
kn
n ).
(5)
∑n
i=1 fi(0)x˜iW˜(zi)
′ = 0.
Lemma 3. If Conditions 1–5 are satisfied, then:
(1) There exists a positive constant C such that λmax(n
−1X∗′X∗) ≤ C,
with probability one.
(2) n−1/2X∗ = n−1/2∆n+op(1). Furthermore, n
−1X∗′BnX
∗ =Kn+op(1),
where Bn and Kn are defined as in Theorem 2.2.
Lemma 4. If Conditions 1–5 hold, then n−1
∑n
i=1(g˜(zi) − g0(zi))2 =
Op(dn/n).
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Lemma 5. Assume Conditions 1–5 hold. Let θ˜1 =
√
n(X∗′BnX
∗)−1×
X∗′ψτ (ε), where ψτ (ε) = (ψτ (ε1), . . . , ψτ (εn))
′, then:
(1) ‖θ˜1‖=Op(√qn).
(2) AnΣ
−1/2
n θ˜1
d→N(0,G), where An, Σn and G are defined in Theorem
2.2.
Proof. (1) The result follows from the observation that, by Lemma 3,
θ˜1 = (Kn + op(1))
−1[n−1/2∆′nψτ (ε) + n
−1/2(H −PXA)ψτ (ε)],
and n−1/2‖H − PXA‖= op(1).
(2)
AnΣ
−1/2
n θ˜1 =AnΣ
−1/2
n K
−1
n [n
−1/2∆′nψτ (ε)](1 + op(1))
+AnΣ
−1/2
n K
−1
n [n
−1/2(H − PXA)]ψτ (ε)(1 + op(1)),
where the second term is op(1) because n
−1/2‖H − PXA‖= o(1). We write
AnΣ
−1/2
n K−1n [n
−1/2∆′nψτ (ε)] =
∑n
i=1Dni, where
Dni = n
−1/2AnΣ
−1/2
n K
−1
n δiψτ (εi).
To verify asymptotic normality, we first note that E(Dni) = 0 and
n∑
i=1
E(DniD
′
ni) =AnΣ
−1/2
n K
−1
n SnK
−1
n Σ
−1/2
n A
′
n =AnA
′
n→G.
The proof is complete by checking the Lindeberg–Feller condition. For
any ε > 0 and using Conditions 1, 2 and 5
n∑
i=1
E[‖Dni‖2I(‖Dni‖> ε)]
≤ ε−2
n∑
i=1
E‖Dni‖4
≤ (nε)−2
n∑
i=1
E(ψ4τ (εi)(δ
′
iK
−1
n Σ
−1/2
n A
′
nAnΣ
−1/2
n K
−1
n δi)
2)
≤Cn−2ε−2
n∑
i=1
E(‖δi‖4) =Op(q2n/n) = op(1),
where the last inequality follows by observing that λmax(A
′
nAn) = λmax(AnA
′
n)→
c for some finite positive constant c. 
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Lemma 6. If Conditions 1–5 hold, then
‖θˆ1 − θ˜1‖= op(1).
Proof. Proof provided in online supplementary material [Sherwood
and Wang (2015)]. 
A.1.3. Proof of Theorems 2.1, 2.2 and Corollary 1. By the observation
gˆ = g˜, Lemma 4 implies the second result of Theorem 2.1. The first result of
Theorem 2.1 follows by observing cˆ1 = βˆ1 and Lemmas 5 and 6. The proof
of Theorem 2.2 follows from Lemmas 5 and 6. Set An = Iq, then the proof
of Corollary 1 follows from the fact that q being constant and Theorems 2.1
and 2.2.
A.2. Derivation of the results in Section 3.3.
Lemma 7. Consider the function k(η) − l(η) where both k and l are
convex with subdifferential functions ∂k(η) and ∂l(η). Let η∗ be a point that
has neighborhood U such that ∂l(η)∩∂k(η∗) 6=∅,∀η ∈ U ∩dom(k). Then η∗
is a local minimizer of k(η)− l(η).
Proof. The proof is available in Tao and An (1997). 
A.2.1. Proof of Lemma 1.
Proof of (3.3). By convex optimization theory 0 ∈ ∂∑ni=1 ρτ (Yi −
x
′
iβ −Π(zi)′ξ). Thus, there exists a∗j as described in the lemma such that
with the choice aj = a
∗
j , we have sj(βˆ, ξˆ) = 0 for j = 1, . . . , qn or j = pn +
1, . . . , pn + Jn. 
Proof of (3.4). It is sufficient to show P (|βˆj | ≥ (a + 1/2)λ, for j =
1, . . . , qn)→ 1 as n,p→∞. Note that
min
1≤j≤qn
|βˆj | ≥ min
1≤j≤qn
|β0j | − max
1≤j≤qn
|βˆj − β0j |.(A.5)
By Condition 6, min1≤j≤qn |β0j | ≥C5n−(1−C4)/2. By Theorem 2.1 and Condi-
tions 5 and 6, max1≤j≤qn |βˆj −β0j |=Op(
√
qn
n ) = op(n
−(1−C4)/2). (3.3) holds
by noting λ= o(n−(1−C4)/2). 
Proof of (3.5). Proof provided in the online supplementary material
[Sherwood and Wang (2015)]. 
28 B. SHERWOOD AND L. WANG
A.2.2. Proof of Theorem 3.1. Recall that for κj ∈ ∂k(β,ξ)
κj = sj(β,ξ) + λlj for 1≤ j ≤ pn,
κj = sj(β,ξ) for pn + 1≤ j ≤ pn + Jn.
Define the set
G = {κ= (κ1, κ2, . . . , κpn+Jn)′ : κj = λ sgn(βˆj), j = 1, . . . , qn;
κj = sj(βˆ, ξˆ) + λlj , j = qn +1, . . . , pn;
κj = 0, j = pn +1, . . . , pn + Jn,},
where lj ranges over [−1,1] for j = qn + 1, . . . , pn. By Lemma 1, we have
P (G ⊂ ∂k(βˆ, ξˆ))→ 1.
Consider any (β′,ξ′)′ in a ball with the center (βˆ
′
, ξˆ
′
)′ and radius λ/2.
By Lemma 7, to prove the theorem it is sufficient to show that there exists
κ∗ = (κ∗1, . . . , κ
∗
pn+Jn
)′ ∈ G such that
P
(
κ∗j =
∂l(β,ξ)
∂βj
, j = 1, . . . , pn
)
→ 1;(A.6)
P
(
κ∗pn+j =
∂l(β,ξ)
∂ξj
, j = 1, . . . , Jn
)
→ 1.(A.7)
Since ∂l(β,ξ)∂ξj = 0 for j = 1, . . . , Jn, (A.7) is satisfied by Lemma 1. We out-
line how κ∗j can be selected to satisfy (A.6).
1. For 1≤ j ≤ qn, we have κ∗j = λ sgn(βˆj) for βj 6= 0. For either SCAD or
MCP penalty function, ∂l(β,ξ)∂βj = λ sgn(βj) for |βj | > aλ. By Lemma 1, we
have
min
1≤j≤qn
|βj | ≥ min
1≤j≤qn
|βˆj | − max
1≤j≤qn
|βˆj − βj | ≥ (a+1/2)λ− λ/2 = aλ,
with probability approaching one. Thus, P (∂l(β,ξ)∂βj = λ sgn(βj))→ 1. For any
1 ≤ j ≤ qn, ‖βˆj − β0j‖ = Op(n−1/2q1/2n ) = o(λ). Therefore, for sufficiently
large n, βˆj and βj have the same sign. This implies P (
∂l(β,ξ)
∂βj
= κ∗j ,1≤ j ≤
qn)→ 1 as n→∞.
2. For j = qn + 1, . . . , pn, βˆj = 0 by the definition of the oracle estimator
and κj = λlj with lj ∈ [−1,1]. Therefore,
|βj | ≤ |βˆj |+ |βˆj − βj |<λ/2.
For |βj |< λ, ∂l(β,ξ)∂βj = 0 for the SCAD penalty and
∂l(β,ξ)
∂βj
= βj/a for MCP,
j = qn+1, . . . , pn. Note that for both penalty functions, we have | l(β,ξ)∂βj | ≤ λ,
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j = qn+1, . . . , pn. By Lemma 1, |sj(βˆj)| ≤ λ/2 with probability approaching
one for j = qn+1, . . . , pn. Therefore, for both penalty functions, there exists
l∗j ∈ [−1,1] such that P (sj(βˆ, ξˆ)+λl∗j = ∂l(β,ξ)βj , j = qn+1, . . . , pn)→ 1. Define
κ∗j = sj(βˆ, ξˆ) + λl
∗
j . Then P (
∂l(β,ξ)
∂βj
= κ∗j , qn +1≤ j ≤ pn)→ 1 as n→∞.
This completes the proof.
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