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ON THE DISCRETE SPECTRUM OF A PSEUDO-RELATIVISTIC
TWO-BODY PAIR OPERATOR
SEMJON VUGALTER AND TIMO WEIDL
ABSTRACT. We prove Cwikel-Lieb-Rosenbljum and Lieb-Thirring type
bounds on the discrete spectrum of a two-body pair operator and calcu-
late spectral asymptotics for the eigenvalue moments and the local spec-
tral density in the pseudo-relativistic limit.
1. INTRODUCTION
1.1. Statement of the problem. In this paper we consider the behaviour of
two particles with the masses m+ and m− in the absence of external fields.
The non-relativistic Hamiltonian of such a system is given by
− 1
2m+
∆+ − 1
2m−
∆− − V (x+ − x−) on L2(R2d),(1)
where x+, x− ∈ Rd denote the spatial coordinates and −V stands for the
interaction between the particles. Due to translational invariance, this oper-
ator is unitary equivalent to the direct integral
∫ ⊕
Rd
h(P )dP , where
h(P ) = − M
2m+m−
∆y − V (y) + p
2
2M
, p = |P |,
acts on L2(Rd). The parameter M = m+ + m− is the total mass of the
system and P ∈ Rd is the total momentum. The spectrum of (1) is the union
of the spectra of the pair operators h(P ) for all P ∈ Rd. Notice that h(P )
depends on P only by a shift of p2
2M
, and the spectra of all h(P ) coincide
modulo the respective shift. In other words, the fundamental properties
of the pair operator do not depend on the choice of the inertial system of
coordinates.
On the other hand, if we consider the pseudo-relativistic Hamiltonian
[H, LSV] √
−∆+ +m2+ +
√
−∆− +m2− − V (x+ − x−),
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the corresponding decomposition into a direct integral
∫ ⊕
Rd
hrel(P )dP gives
rise to the pair operators
hrel(P ) =
√
|µ+P − i∇y|2 + µ2+M2 +
√
|µ−P + i∇y|2 + µ2−M2 − V (y),
(2)
where µ± = m±M−1. Obviously these operators show a much more in-
volved dependence on the total momentum P ∈ Rd. This implies a non-
trivial behaviour of the spectra of hrel(P ) in P . For example, if −V is
a smooth, compactly supported attractive well, the essential spectrum of
hrel(P ) coincides with the interval [(p2+M2)1/2,∞) and the discrete spec-
trum is finite. However, the distribution of the negative eigenvalues of
qrel(P ) = hrel(P )−
√
p2 +M2, p = |P |,(3)
depends on P . Even if the attractive force −V is too weak to induce nega-
tive bound states for small p, eigenvalues will appear as p grows and their
total number tends to infinity as p →∞. Our paper is devoted to the study
of this phenomenom.
More precisely, we shall study the following quantities. First, for given
P we chose the system of coordinates such that P = (p, 0, . . . , 0) and we
stretch the spatial variables by the factor p−1. Obviously p−1qrel(P ) is uni-
tary equivalent to the operator
Q(i∇, y) = Hp(i∇)− Vp(y),(4)
where Vp(y) = V (yp−1) and
Hp(ξ) = T+(ξ) + T−(ξ)−
√
1 +M2p−2
for
T±(ξ) =
√
|(η ∓ µ±)2 + |ζ |2 + µ2±M2p−2,
with ξ ∈ Rd, ξ = (η, ζ) for ξ1 = η ∈ R and (ξ2, . . . , ξd) = ζ ∈ Rd−1,
µ± > 0, p > 0. Throughout this paper we focus on the case of higher
dimensions d ≥ 3. We will discuss the behaviour of the total number of
negative eigenvalues (including multiplicities)1
Np(V ) = tr χ(−∞,0)(Qp(i∇, y))
and the sum of the absolute values of the negative eigenvalues2
Sp(V ) = tr (Qp(i∇, y))−
1 By χ(0,∞) we denote the characteristic function of the negative semiaxes.
2 For real x we put 2x− = |x| − x.
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of the operator Qp(i∇, y). In particular, we shall compare these spectral
quantities with their classical counterparts
Ξp = Ξp(V ) = (2π)
−d
∫ ∫
Qp<0
dξdy,(5)
Σp = Σp(V ) = (2π)
−d
∫ ∫
(Qp(ξ, y))−dξdy.(6)
1.2. The classical picture. Already the initial analysis of the phase space
averages (5) and (6) shows somewhat unexpected results. Put V ≥ 0. It is
not difficult to see, that Ξp is finite if and only if V ∈ L d2 (Rd) ∩ Ld(Rd),
while Σp is finite if and only if V ∈ L d2+1(Rd) ∩ Ld+1(Rd). However,
within these classes of potentials the quantities Ξp and Σp show various
asymptotical orders in p as p→∞. Indeed, we have3
Ξp(V ) =
ωdp
d+1
2 (1+o(1))
2
3d+1
2 πd
∫
V
d−1
2 dy if V ∈ L d−12 ∩ Ld,(7)
Σp(V ) =
ωdp
d−1
2 (1+o(1))
(d+1)2
3d−1
2 πd
∫
Rd
V
d+1
2 dy if V ∈ L d+12 ∩ Ld+1(8)
as p→∞.4 On the other hand, consider the model potentials
Vθ(y) = min{1, v|y|−d/θ}.(9)
If d−1
2
< θ < d then Vθ ∈ Lθw ∩ Ld ⊂ (L
d
2 ∩ Ld)\L d−12 and it holds
Ξp(Vθ) = c1(d, θ, µ±)p
θ+1vθMd−1−2θ(1 + o(1)),
d− 1
2
< θ < d,(10)
as p → ∞, see also (104). Similarly, if d+1
2
< θ < d + 1 then we have
Vθ ∈ Lθw ∩ Ld+1 ⊂ (L
d
2
+1 ∩ Ld+1)\L d+12 and
Σp(Vθ) = c2(d, θ, µ±)p
θ−1vθMd+1−2θ(1 + o(1)),
d+ 1
2
< θ < d+ 1,
(11)
as p → ∞, cf. (107). Obviously formulae (10) and (11) differ from (7)
and (8) not only in the leading order of p, but also in the character of the
dependence of the asymptotic constants on V . For the benefit of the reader
we attach the calculation of these formulae in Appendix I.
To discuss the difference in character of (7)-(8) and (10)-(11) it is useful
to consider the massless limit case. Put
Q˜p(ξ, y) = H˜(ξ)− Vp(y),(12)
3 Below ωd is the volume of the d-dimensional unit ball.
4 We point out that the powers of V in (7), (8) are typical for the phase space behaviour
of Schrödinger operators in the spatial dimension d− 1.
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where
H˜(ξ) = lim
M→0
Hp(ξ) = |e+ − ξ|+ |e− − ξ| − 2, e± = (±µ±, 0, . . . 0).
Let Ξ˜p(V ) and Σ˜p(V ) be the analogs of (5) and (6), if we replace Qp by Q˜p.
Then Ξ˜p(V ) and Σ˜p(V ) are finite, if and only if V ∈ L d−12 ∩ Ld or V ∈
L
d+1
2 ∩ Ld+1, respectively. For these classes of potentials the asymptotics
(7) and (8) can be carried over to the case M = 0 as well. For potentials (9),
corresponding to the cases (10) or (11), the quantities Ξ˜p(Vθ) and Σ˜p(Vθ)
are infinite for all p > 0.
1.3. Estimates on the counting function. In section 3 we start the spec-
tral analysis of the operators (4) and develop Cwikel-Lieb-Rosenbljum type
bounds on the counting function Np(V ). The strong inhomogeneity of the
symbol prevents us from using ready standard versions of Cwikel inequality
[C, BKS]. Instead we apply a modification [W1, W2], where the estimate
follows the phase space distribution as close as possible even for compli-
cated symbols. In particular, we show that for p ≥M > 0
Np(V ) ≤ c
(
p2
(
1 + ln pM−1
) ‖V ‖L1 + ‖V ‖3L3) , d = 3,(13)
Np(V ) ≤ c
(
p
d+1
2 ‖V ‖
d−1
2
L
d−1
2
+ ‖V ‖dLd
)
, d ≥ 4,(14)
Np(V ) ≤ c
(
p1+θMd−1−2θ ‖V ‖θθ,w + ‖V ‖dLd
)
, d ≥ 3,(15)
where d−1
2
< θ < d in (15)5, whenever the respective r.h.s. is finite. The
leading terms in the bounds (14) and (15) reduplicate the correct asymptotic
order in p in (7) and (10).
The appearance of some mass dependence in (13) is natural, since one
expects that the massless operator Q˜p has generically infinite negative spec-
trum for d = 3 and all p > 0. Indeed, the massless kinetic energy H˜(ξ) van-
ishes on the interval between e+ and e−, the first coordinate of the momen-
tum will not contribute in this region and we experience practically a d− 1
dimensional kinetic behaviour. Hence, to establish (13) for d = 3 we have
to deal with problems resembling spectral estimates for two-dimensional
Schrödinger operators. In the massless case virtual bound states will pre-
vent any estimates on Np(V ). The inclusion of a finite mass supresses this
effect to some extend, but leads with our method of proof to the additional
factor (1 + ln pM−1) in (13) compared to (7).
If the potential V has a repulsive tail at infinity, the bound (13) can be
complemented by the estimate
Np ≤ c(V )p2, p ≥M > 0, d = 3.
5 Here ‖·‖θ,w stands for the “weak” norm of the Lorentz space Lθw.
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This is carried out in Theorem 7 in Appendix II. Moreover, combining the
techniques of Appendix II and inequality (13) it is possible to show that
N = o(p2 ln pM−1) as p → ∞ for arbitrary V ∈ L1(R3) ∩ L3(R3). Nev-
ertheless it remains an open problem, up to what extend the logarithmic
increase in p can be removed from (13) in general.
1.4. Estimates on the eigenvalue moments. In section 4 we integrate the
estimates (13)-(15) according to the Lieb-Aizenman trick [AL] to obtain
Lieb-Thirring type bounds on the sums of the negative eigenvalues and find
that for p ≥M > 0
Sp(V ) ≤ c
(
p
(
1 + ln pM−1
) ‖V ‖L2 + p−1 ‖V ‖4L4) , d = 3,(16)
Sp(V ) ≤ c
(
p
d−1
2 ‖V ‖
d+1
2
L
d+1
2
+ p−1 ‖V ‖d+1Ld+1
)
, d ≥ 4,(17)
Sp(V ) ≤ c
(
p1−θMd+1−2θ ‖V ‖θθ,w + p−1 ‖V ‖d+1Ld+1
)
, d ≥ 3,(18)
where d+1
2
< θ < d in (18). The bounds (16) and (17) are immediate
consequences of (13) and (14), respectively. The estimate (16) carries again
an additional logarithmic factor. Since eigenvalue moments behave usually
more regular than counting functions, the question on the essence of this
term stands even more pressing in this situation. The derivation of (18)
from (15) is somehow more involved, because bounds with Lorentz norms
cannot be handled in the same way as in [AL].
1.5. Spectral asymptotics and coherent states. In section 5 we state in
Theorems 5 and 6 the main asymptotic results of this paper. In a first step
we obtain the formula
Sp(V ) = (1 + o(1))Σp(V ) as p→∞,(19)
if for d = 3 the potential V has uniformly bounded, continuous second
derivatives and V ∈ Lθ(R3)∩L4(R3) for some θ < 2; or if V ∈ L d+12 (Rd)∩
Ld+1(Rd) for d ≥ 4. This result, which is obtained by means of coherent
states, corresponds essentially to the case of the phase space asymptotics (8)
and relates to the bounds (16), (17). In section 5 we provide the necessary
background information on Berezin-Lieb inequalities. In sections 6 and 7
we implement these methods for the specific symbol at hand. The proof of
Theorem 5 is finally given in section 8. We point out that our methods do
not avail for spectral asymptotics in the case (11).
While the coherent state method works well for traces of convex func-
tions of the operator, such as Sp(V ), the application to counting functions
is more subtle. Essentially one has to differentiate the asymptotic formula
(19), what requires special attention. In section 9 we avail to the extend,
that we can give asymptotics of the local spectral density. Assume that
5
U, V ≥ 0, U, V ∈ Lθ ∩ Ld+1 for some θ < d+1
2
and that U and V possess
uniformly bounded second derivatives. Put U(y; p) = U(p−1y). Then
lim
p→∞
p−
d+1
2 tr U(y; p)χ0(Qp(i∇, y)) = ωd
2
3d+1
2 πd
∫
U(x)V
d−1
2 (x)dx.
The function U has to decay at infinity and one cannot put U = 1 and
deduce an asymptotic for Np(V ) itself. However, it is clear that
lim inf
p→∞
p−
d+1
2 Np(V ) ≥ ωd
2
3d+1
2 πd
∫
V
d−1
2 dx.
This sharp lower bound complements the estimates from above (13) and
(14). We follow an approach similar to [ELSS]. Our methods do not provide
sharp asymptotics in the setting of (10).
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2. NOTATION
Let Lp(Rd) be the space of p-integrable functions with respect to the
Lebesgue measure ν = dx onRd equipped with the standard norm ‖·‖Lp(Rd).
We shall omit the spaces from our notation where possible.
If f is a real-valued function on Rd and measurable with respect to the
Lebesgue measure ν, then put
f±(x) = (|f(x)| ± f(x))/2,(20)
νf(s) = ν ({|f(x)| > s}) , s > 0,(21)
f ∗(t) = inf
νf (s)≤t
s, t > 0.(22)
Note that
∫ |f |qdν = ∫ (f ∗)qdt and that |f1(x)| ≥ |f2(x)| for a.e. x ∈ Rd
implies f ∗1 (t) ≥ f ∗2 (t) for all t > 0. We say that f ∈ Lqw(Rd) if
‖f‖q,w = sup
t>0
t−q
−1
f ∗(t)
is finite. Beside the quasi-norm ‖·‖q,w we shall also use the asymptotical
functionals
δq(f) = lim inf
t→∞
t−q
−1
f ∗ν (t),
∆q(f) = lim sup
t→∞
t−q
−1
f ∗ν (t),
which are continuous on Lqw(Rd).
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The function χM will denote the characteristic function of the set M . If
M = (−∞, t) ⊂ R we write in shorthand χt = χ(−∞,t). Let ωd stand for
the volume of the unit ball in Rd.
Finally, by c or cj.k we denote various constants where we do not keep
track of their exact values. In particular, the same notion c in different
equations does not imply that these constants coincide.
3. UNIFORM ESTIMATES ON THE NUMBER OF NEGATIVE
EIGENVALUES: CWIKEL’S INEQUALITY REVISED
3.1. Statement of the result. In this section we discuss a priori bounds on
the counting function of the discrete spectrum of the operator
Qp(i∇, y) = Hp(i∇)− Vp(y).
Our goal is to find estimates, which reproduce the behaviour of the phase
space
Ξp = Ξp(V ) = (2π)
−d
∫ ∫
Qp<0
dξdy
in general, and the asymptotics of Ξp for p→∞ in particular, as closely as
possible. In particular, we shall obtain the following two statements.
Theorem 1. Assume that V ≥ 0, V ∈ L d−12 (Rd)∩Ld(Rd) and p ≥M > 0.
Then there exists a finite constant c = c(d), which is independent on p, M
and V , such that
Np(V ) ≤ c
(
p2
(
1 + ln pM−1
) ‖V ‖L1 + ‖V ‖3L3) , d = 3,(23)
Np(V ) ≤ c
(
p
d+1
2 ‖V ‖
d−1
2
L
d−1
2
+ ‖V ‖dLd
)
, d ≥ 4.(24)
Remark 1. Note that for d = 3 in contrast to the asymptotical behaviour of
the phase space volume Ξp ≍ p2 ‖V ‖L1 as p → ∞ for V ∈ L1(R3) ∩
L3(R3), the bound (23) contains an additional logarithmic factor. This
underlines, that formula (23) has in fact a two-dimensional character, see
[W2].
Remark 2. We point out, that in the case M = 0 in the dimension d = 3
one expects infinite many negative eigenvalues for any non-trivial attractive
potential V ≥ 0. In contrast to that in higher dimensions the bound (24)
holds true in the massless case as well.
Theorem 2. Assume that d ≥ 3, V ≥ 0 and V ∈ Lθw(Rd) ∩ Ld(Rd) for
d−1
2
< θ < d
2
. Then there exist finite constants c1(θ) and c2(θ) independent
on p, M and V , such that
Np(V ) ≤ c1(θ)p1+θMd−1−2θ ‖V ‖θθ,w + c2(θ) ‖V ‖dLd(25)
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for all 0 < M ≤ p.
Remark 3. The corresponding asymptotics shows that for large p the r.h.s.
of (25) is of the same order in p as Ξp(V ), if the potential V satisfies
δθ(V ) = ∆θ(V ) = v > 0.
The remaining part of this section is devoted to the proof of Theorem 1
and Theorem 2.
3.2. A modification of Cwikel’s inequality. Let QA,B be an operator of
the type
QA,B = B(i∇)− A(x)
on L2(Rd), where A = a2 and B = b−2 with a, b ≥ 0. Assume that the
operator
Ea,b = a(x)b(i∇)
is compact in L2(Rd) and let {sn(Ea,b)}n≥1 be the non-increasing sequence
of the singular values (approximation numbers) of Ea,b. According to the
Birman-Schwinger principle [B, S] the total multiplicity of the negative
spectrum of QA,B equals to the number of singular values sn(Ea,b) exceed-
ing one, that is
NA,B := tr χ0(QA,B) = card {n : sn(Ea,b) > 1} .
Hence, spectral estimates on the operators QA,B can be found in terms of
estimates on the sequence {sn(Ea,b)}n≥1. In particular, if a and b satisfy
a ∈ Lr(Rd) and b ∈ Lrw(Rd) for some 2 < r < ∞, then according to [C]
Ea,b ∈ S∞(L2(Rd)) and
sn(Ea,b) ≤ c3.1(r, d)n−1/r ‖a‖Lr ‖b‖r,w for all n ∈ N.(26)
The bound (26) is of particular interest if b(ξ) = |ξ|−d/r ∈ Lrw(Rd), since
then the factor ‖a‖rLr is proportional to the volume of the portion of the
classical phase space given by
{(x, ξ) ∈ Rd × Rd|a(x)b(ξ) > 1}.
For functions b(ξ) which are not “optimal” members of the weak class
Lrw(R
d), the right hand side of (26) does not capture the respective phase
space volumina. We are therefore in need for a suitable generalisation of
(26), which is applicable to a sufficiently wide class of symbols b and which
reflects the phase space character of the estimate even for non-homogeneous
symbols. Corresponding results can be found in [W1, W2]. For the problem
at hand we shall use the following statement from [W2].
Consider the function q(x, ξ) = a(x)b(ξ) on Rd × Rd and assume that
q ∈ L2(R2d)+L∞0 (R2d). Here L∞0 (R2d) stands for the subspace of bounded
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functions q satisfying q(x, ξ) → 0 as |x| + |ξ| → ∞. Let q∗ be the non-
increasing rearrangement of q, see (22) and put
〈q〉 (tˆ) =
(
tˆ−1
∫ tˆ
0
(q∗(t))2dt
)1/2
,(27)
which is finite for any tˆ > 0. If ν = dxdξ is the Lebesgue measure on
R
2d and the distribution function νq is defined according to (21), then using
integration by parts the quantity (27) can also be rewritten as follows
〈q〉 (tˆ) =
(
(q∗(tˆ))2 +
2
tˆ
∫ ∞
q∗(tˆ)
sνq(s)ds
)1/2
, tˆ > 0.(28)
The following proposition holds true:
Proposition 1. ([W2]) Assume that q(x, ξ) = a(x)b(ξ) ∈ L2(R2d)+L∞0 (R2d).
Then Ea,b ∈ S∞(L2(Rd)) and the inequality
sn(Ea,b) ≤ 5 〈q〉 ((2π)dn)(29)
holds true for all n ∈ N.
Remark 4. In conjunction with the Birman-Schwinger principle the bound
(29) implies
1
5
≤ 〈q〉 ((2π)dNA,B) .(30)
3.3. Cwikel´s inequality for the operator Hp(ξ) − Vp(y). Preliminary
estimates. Now we apply Proposition 1 to the particular symbol qp(x, ξ) =
ap(x)bp(ξ) with Ap(x) = a2p(x) = Vp(x) ≥ 0 and Bp(ξ) = b−2p (ξ) =
Hp(ξ). We start with some basic observations. Obviously it holds
νqp(s) = ν
{
(x, ξ) ∈ Rd × Rd|qp(x, ξ) > s
}
= Ξp(s
−2V ), s > 0.
The behaviour of the quantity Ξp is analysed in Appendix I. We establish
there that according to (98) and (100) for p ≥M the two-sided bound
νqp(s) ≍ νqp,1(s) + νqp,2(s) + νqp,3(s)(31)
holds true, where
νqp,1(s) =
p
d
2
+1
sdM
∫
Ω1(p,s)
V
d
2dx(32)
νqp,2(s) =
p
d+1
2
sd−1
∫
Ω2(p,s)
V
d−1
2 dx,(33)
νqp,3(s) = s
−2d
∫
Ω3(p,s)
V ddx,(34)
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and
Ω1(p, s) = {x|V (x) ≤ s2M2p−1},(35)
Ω2(p, s) = {x|s2M2p−1 < V (x) ≤ s2p},(36)
Ω3(p, s) = {x|V (x) > s2p}.(37)
Moreover, note that from (31) and (35), (36) one concludes
νqp(s) ≥ c3.2
pd+1
s2dMd+1
∫
Ω1(p,s)
V ddx+ c3.3s
−2d
∫
Ω2(p,s)∪Ω3(p,s)
V ddx, s > 0.
Since we assume p ≥ M , the bound νqp(s) ≥ c3.4s−2d ‖V ‖dLd holds true.
Hence, for the inverse q∗p of νqp we have
q∗p(t) ≥ c3.5t−
1
2d ‖V ‖1/2
Ld
, t > 0.(38)
3.4. Potentials V ∈ L d−12 (Rd) ∩ Ld(Rd). For this class of potentials (31)
and (35) imply
νqp(s) ≤ c3.6max
{
s1−dp
d+1
2 ‖V ‖
d−1
2
L
d−1
2
, s−2d ‖V ‖dLd
}
,
or
q∗p(t) ≤ c3.7max
{
t−
1
d−1p
d+1
2(d−1) ‖V ‖1/2
L
d−1
2
, t−
1
2d ‖V ‖1/2
Ld
}
.(39)
Assume now that d ≥ 4. Then (39), (27) and (30) imply
1 ≤ c3.8(Np(V ))−
2
d−1p
d+1
d−1 ‖V ‖
L
d−1
2
+ c3.9(Np(V ))
− 1
d ‖V ‖Ld .(40)
The analogous bound for the case d = 3 requires some more attention.
For this we insert each of the three summand (32)-(34) in (31) into the
integral in (28) and obtain
1
tˆ
∫ ∞
q∗p(tˆ)
sν1,qp(s)ds ≤ c3.10tˆ−1M−1p
5
2
∫
R3
dxV
3
2 (x)
∫ ∞
M−1
√
pV (x)
s−2ds
≤ c3.11tˆ−1p2 ‖V ‖L1 ,(41)
1
tˆ
∫ ∞
q∗p(tˆ)
sν2,qp(s)ds ≤ c3.12tˆ−1p2
∫
R3
dxV (x)
∫ M−1√pV (x)
√
p−1V (x)
s−1ds
≤ c3.13 ‖V ‖L1 tˆ−1p2 ln pM−1,(42)
as well as
1
tˆ
∫ ∞
q∗p(tˆ)
sν3,qp(s)ds ≤ c3.14tˆ−1
∫
R3
dxV 3(x)
∫ ∞
q∗p(tˆ)
s−5ds
≤ c3.15tˆ−1(q∗p(τ))−4 ‖V ‖3L3 .
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By (38) the last bound implies
1
tˆ
∫ ∞
q∗p(tˆ)
sν3,qp(s)ds ≤ c3.16tˆ−1/3 ‖V ‖L3 .(43)
If we insert (39)-(43) into (28) and (30) we arrive at
1 ≤ c3.17max
{
(Np(V ))
−1 ‖V ‖L1 p2
(
1 + ln pM−1
)
, (Np(V ))
−1/3 ‖V ‖L3
}
.
(44)
The relations (40) and (44) imply Theorem 1.
3.5. Potentials V ∈ Lθw(Rd) ∩ Ld(Rd), d−12 < θ < d2 . First observe, that(34) implies
ν3,qp(s) ≤ c3.18s−2d ‖V ‖dLd , s > 0.(45)
Furthermore, by (32) and (33) we have
ν1,qp(s) + ν2,qp(s)
≤ c3.19
∫
Rd
min
{
p
d
2
+1
sdM
V
d
2 (x),
p
d+1
2
sd−1
V
d−1
2 (x)
}
dx.(46)
Assume now ‖V ‖Lθw ≤ v, that is V ∗(t) ≤ vt−
1
θ for all t > 0. Passing from
integration in space to integration of rearrangements (46) turns into
ν1,qp(s) + ν2,qp(s) ≤ c3.20
∫ ∞
0
min
{
p
d
2
+1
sdM
v
d
2 t−
d
2θ ,
p
d+1
2
sd−1
v
d−1
2 t−
d−1
2θ
}
dt
≤ c3.21(θ)p
d
2
+1
sdM
v
d
2 t
1− d
2θ
c + c3.22(θ)
p
d+1
2 v
d−1
2
sd−1
t
1− d−1
2θ
c
with tc = M−2θs−2θvθpθ, and
ν1,qp(s) + ν2,qp(s) ≤ c3.23(θ)vθMd−1−2θs−2θp1+θ.
Together with (45) this gives
νqp(s) ≤ c3.24(θ)max
{
p1+θMd−1−2θs−2θ ‖V ‖θθ,w , s−2d ‖V ‖dLd
}
, s > 0,
and
q∗p(t) ≤ c3.25(θ)max
{
p
1
2
+ 1
2θM
d−1
2θ
−1 ‖V ‖
1
2
θ,w t
− 1
2θ , ‖V ‖
1
2
Ld
t−
1
2d
}
, t > 0.
From (30) we conclude Theorem 2.
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4. UNIFORM ESTIMATES ON THE EIGENVALUE MOMENTS:
LIEB-THIRRING INEQUALITIES REVISED.
4.1. Statement of the results. Alongside with estimates on the number
of negative eigenvalues we shall make use of estimates on the moments of
eigenvalues. Given a bound on the counting function Np(V ), estimates on
eigenvalue sums can be deduced from the identity
Sp(V ) =
∫ ∞
0
Np(V − pu)du.(47)
We shall obtain the following estimates.
Theorem 3. Assume that V ≥ 0, V ∈ L d+12 (Rd)∩Ld+1(Rd) and 0 < M ≤
p. Then there exist finite constants c = c(d) independent on V , M and p,
such that
Sp(V ) ≤ c
(
p
(
1 + ln pM−1
) ‖V ‖2L2 + p−1 ‖V ‖4L4) , d = 3,(48)
Sp(V ) ≤ c
(
p
d−1
2 ‖V ‖
d+1
2
L
d+1
2
+ p−1 ‖V ‖d+1Ld+1
)
, d ≥ 4.(49)
Remark 5. The respective asymptotics in section 4 show that the r.h.s. of
(49) captures the correct asymptotical order of the phase space average
Σp(V ) as p→∞, while (48) carries an additional logarithmic factor similar
to (23).
Theorem 4. Assume that d ≥ 3, V ≥ 0 and V ∈ Lθw(Rd) ∩ Ld(Rd) for
d+1
2
< θ < d
2
+1. Then there exist finite constants c1(θ) and c2(θ) indepen-
dent on p, M and V , such that
Sp(V ) ≤ c1(θ)pθ−1Md+1−2θ ‖V ‖θθ,w + c2(θ) ‖V ‖d+1Ld+1(50)
for all 0 < M ≤ p.
Remark 6. The asymptotics in section 4 show that the r.h.s. of the second
estimate has the same asymptotical order in p as Σp(V ) for p → ∞, if the
potential V ≥ 0 satisfies δθ(V ) = ∆θ(V ) = v > 0.
4.2. Potentials V ∈ L d+12 (Rd) ∩ Ld+1(Rd). First put d = 3. Standard
variational arguments and the Aizenman-Lieb integration [AL] of the bound
(23) give
Sp(V ) ≤ c4.1p
(
1 + ln pM−1
) ∫ ∞
0
du
∫
Rd
(V − pu)+dx
+c4.2
∫ ∞
0
du
∫
Rd
(V − pu)3+dx,
which implies (48). In higher dimensions a similar integration of (24) im-
plies (49).
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4.3. Potentials V+ ∈ Lθw(Rd) ∩ Ld+1(Rd) with d+12 < θ < d2 + 1. The in-
equality (25) contains a term with a weak Lθw-norm. In contrast to the usual
Lp-norms, these weak norms in the bound for the counting function cannot
be carried over a respective weak norm in the Lieb-Thirring inequality via
the Aizenman-Lieb trick. In fact, for the proof of our results below it shows
to be necessary to refine (25) for potentials V = (W − pu)+.
Using the same notation as in the previous section in analogy to (45) we
first find that
νqp,3(s) ≤ c4.3s−2d
∫
Rd
(W (x)− pu)d+dx.(51)
On the other hand, in analogy to (46) passing to the integration of rearrange-
ments we find
νqp,1 + νqp,2 ≤ c4.4
∫
Ω1∪Ω2
min
{
p
d
2
+1
Msd
(W − pu)
d
2
+,
p
d+1
2
sd−1
(W − pu)
d−1
2
+
}
dx
≤ c4.5
∫ ∞
0
min
{
p
d
2
+1
Msd
(W ∗ − pu)
d
2
+,
p
d+1
2
sd−1
(W ∗ − pu)
d−1
2
+
}
dt.
Put W ∈ Lθw and ‖W‖w,θ ≤ v, that is W ∗(t) ≤ vt−
1
θ for t > 0. Then we
see that
νqp,1(s) + νqp,2(s) ≤ c4.6
p
d
2
+1
Msd
∫ ∞
tc
(vt−
1
θ − pu)
d
2
+dt
+c4.7
p
d+1
2
sd−1
∫ tc
0
(vt−
1
θ − pu)
d−1
2
+ dt,
where tc = vθ(pu+ p−1s2M2)−θ. The later integral transforms into
νqp,1(s) + νqp,2(s) ≤ c4.8
vθp
d
2
+1
Msd
∫ p−1s2M2
0
(t+ pu)−θ−1t
d
2dt
+c4.9
vθp
d+1
2
sd−1
∫ ∞
p−1s2M2
(t + pu)−θ−1t
d−1
2 dt.(52)
Notice that for d+1
2
< θ < d
2
+ 1 we have∫ a
0
(t + u˜)−θ−1t
d
2dt ≤ c4.10min
{
a
d
2
+1u˜−θ−1, u˜
d
2
−θ
}
,(53) ∫ ∞
a
(t+ u˜)−θ−1t
d−1
2 dt ≤ c4.11min
{
u˜
d−1
2
−θ, a
d−1
2
−θ
}
,(54)
where the minimum is taken for the first elements of the respective sets if
0 < a ≤ u˜, and for the second elements if 0 < u˜ ≤ a. From (52) and (53),
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(54) we conclude that
νqp,1(s) + νqp,2(s) ≤ c4.12vθ
(
s2Md+1p−θ−1u−θ−1 + s1−dpd−θu
d−1
2
−θ
)
≤ c4.13vθs1−dpd−θu d−12 −θ
if s2M2p−2 ≤ u, and
νqp,1(s) + νqp,2(s) ≤ c4.14vθ
(
pd+1−θM−1s−du
d
2
−θ + p1+θMd−1−2θs−2θ
)
for s2M2p−2 ≥ u. These two bounds in conjunction with (51) give
νqp(s) ≤ c4.15s−2d ‖(W − pu)+‖dLd + c4.16vθ min
{
s1−dpd−θu
d−1
2
−θ,
pd+1−θM−1s−du
d
2
−θ + p1+θMd−1−2θs−2θ
}
, s > 0.
The inverse q∗p of νqp satisfies then the bound
q∗p(t) ≤ c4.17t−
1
2d ‖(W − pu)+‖dLd + c4.18min
{
t
1
1−d v
θ
d−1p
d−θ
d−1u
1
2
− θ
d−1 ,
t−
1
dv
θ
dp1+
1−θ
d M−
1
du
1
2
− θ
d + t−
1
2θ v
1
2p
1+θ
2θ M
d−1
2θ
−1
}
for all t > 0. Hence, if d ≥ 4 we get
〈qp〉 (t) ≤ c4.19t− 12d ‖(W − pu)+‖dLd + c4.20min
{
v
θ
d−1p
d−θ
d−1
t
1
d−1u
θ
d−1
− 1
2
,
v
θ
d p1+
1−θ
d u
1
2
− θ
d
t
1
dM
1
d
+
v
1
2p
1+θ
2θ M
d−1
2θ
−1
t
1
2θ
}
for all t > 0, while for the dimension d = 3 we obtain
〈qp〉 (t) ≤ c4.21t− 16 ‖(W − pu)+‖
1
2
L3 + c4.22min
{
v
1
2p
1
2θ
+ 1
2
t
1
2θM1−
1
θ
+
+
v
θ
3p
4−θ
3 u
1
2
− θ
3
t
1
3M
1
3
,
v
θ
2p
3−θ
2 u
1−θ
2
t
1
2
(
1 + ln+
(
tuθpθ−1
vθM2
))}
as t > 0. In view of (30) we conclude, that it holds either in higher dime-
sions
Np(W − pu) ≤ c4.23 ‖(W − pu)+‖dLd + c4.24vθmin
{
pd−θu
d−1
2
−θ,
pd+1−θM−1u
d
2
−θ + p1+θMd−1−2θ
}
, d ≥ 4,(55)
or
Np(V − pu) ≤ c4.25 ‖(W − pu)+‖dLd + c4.26vθ min
{
M−1p4−θu
3
2
−θ+
+M2−2θp1+θ, u−θM2p1−θf(C
√
upM−1)
}
if d = 3,(56)
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where C is some fixed finite positive constant and y = f(x) is the inverse
function to x = √y/(1 + ln+Cy) on R+.
Inserting (55) into (47) we obtain immediately (50) for d ≥ 4. To settle
the case d = 3 we first note that f(x) ≤ cx2(1 + ln+
√
Cx)2 if c is chosen
such that
√
c ≥ (1 + ln+ t)
(
1 + ln+
t
1+ln+ t
)−1
for all t > 0. Hence, the
bound (56) can be developed as follows
Np(V − pu) ≤ c4.27
{
vθM−1p4−θu
3
2
−θ + vθM2−2θp1+θ for u ≤ M2
Cp2
vθp3−θu1−θ(1 + ln+(
√
CupM−1))2 for u > M2
Cp2
.
(57)
For θ > 2, the following identity holds true∫ ∞
a−2
u1−θ(1 + ln(a
√
u))2du
=
(
1
θ − 2 +
1
(θ − 2)2 +
1
2(θ − 2)3
)
a2θ−4(58)
for any a > 0. If we integrate (57) in u for 2 < θ < 5
2
and take (58) into
account, we arrive at (50).
5. ASYMPTOTICS OF THE EIGENVALUE MOMENTS AND THE
COUNTING FUNCTION
5.1. Statement of the main results. We turn now to the calculation of the
asymptotical behaviour of Σp(V ) andNp(V ) for certain cases. In particular,
we shall obtain the following two formulae:
Theorem 5. Assume that V ∈ Lθ(R3) ∩ L4(R3) for some θ < 2 and that
V has uniformly bounded, continuous second derivatives if d = 3, or that
V ∈ L d+12 (Rd) ∩ Ld+1(Rd) if d ≥ 4. Then the asymptotical formula
Sp(V ) = (1 + o(1))Σp(V ) =
(1 + o(1))p
d−1
2 ωd
(d+ 1)2
3d−1
2 πd
∫
Rd
V
d+1
2
+ (y)dy(59)
holds true as p→∞.
Remark 7. For d = 3 the assumptions on the potential V in Theorem 5
are more restrictive than the natural one V ∈ L2 ∩ L4. The additional
logarithmic factor in (48) prevents one to use this bound to close formula
(59) to the natural class of potentials. It remains an open problem, whether
(59) holds actually for all V ∈ L2 ∩ L4 if d = 3.
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Theorem 6. Assume that U, V ≥ 0, U, V ∈ Lθ ∩ Ld+1 for some θ <
d+1
2
and that U and V possess uniformly bounded second derivatives. Put
U(y; p) = U(p−1y). Then
lim
p→∞
p−
d+1
2 tr U(y; p)χ0(Qp(i∇, y)) = ωd
2
3d+1
2 πd
∫
U(x)V
d−1
2 (x)dx.(60)
We mention the following obvious consequence of Theorem 6:
Corollary 1. If V ≥ 0 has uniformly bounded second derivatives and V ∈
L
d−1
2 ∩ Ld+1 then
lim inf
p→∞
p−
d+1
2 Np(V ) ≥ ωd
2
3d+1
2 πd
∫
V
d−1
2 dx.
The remaining part of this paper is devoted to the proof of Theorem 5
and Theorem 6. Our approach is based on the methods of coherent states.
Therefore we first give a short survey of the necessary general material from
this subject.
5.2. Coherent States and Berezin-Lieb Inequalities: Preliminaries. Fix
some spherically symmetric, smooth, non-negative function f with compact
support in Rd, such that ‖f‖L2(Rd) = 1. Put fǫ(x) = ǫd/2f(ǫx) where ǫ > 0.
For given γ = {y, ξ} with y, ξ ∈ Rd we define the coherent states
Πǫγ(x) = e
−iξxfǫ(x− y).(61)
For any fixed γ and ǫ it holds
∥∥Πǫγ∥∥L2(Rd) = 1.
Let J be a non-negative, locally integrable function on Rd with not more
than polynomial growth at infinity. We define the operator J(i∇) = Φ∗JΦ
in the usual way with Φ being the unitary Fourier transformation. Put fˆ =
Φf . In view of our choice of coherent states it is associated with the symbol
function
jǫ(γ) = jǫ(ξ) = (J(i∇x)Πǫγ(x),Πǫγ(x))L2(Rd,dx) = (J ⋆ |fˆǫ|2)(ξ).(62)
The operator of multiplication by a locally integrable real-valued function
W on R3 corresponds to the symbol
wǫ(γ) = wǫ(y) = (W (x)Π
ǫ
γ(x),Π
ǫ
γ(x))L2(Rd,dx) = (W ⋆ f
2
ǫ )(y),
Here (·, ·)L2(Rd,dx) is the scalar product in L2(Rd) with respect to the vari-
able x and u ⋆ v denotes the convolution
(u ⋆ v)(x) =
∫
u(x− x′)v(x′)dx′.
If now W = W1 + W2, where W1 is uniformly bounded and W2 is form
compact with respect to J(i∇), the operator sum J(i∇) + W (x) can be
defined in the form sense. Let ψ be some non-negative convex function
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on R, such that ψ(J(i∇) + W (x)) is trace class. Then the Lieb-Berezin
inequality states that ([Be], see also [LS])∫
R2d
ψ(jǫ(ξ) + wǫ(y))dγ ≤ tr ψ(J(i∇) +W (x)).(63)
Moreover, if the average of ψ(J(ξ) +W (y)) in R2d with respect to dγ is
finite, then ψ(jǫ(i∇) + wǫ(x)) is trace class and
tr ψ(jǫ(i∇) + wǫ(x)) ≤
∫
R2d
ψ(J(ξ) +W (y))dγ(64)
Let us finally assume that in addition to this J or W are twice continuously
differentiable with the following uniform bounds on the matrix norms of
the respective Hessians
ϑ(J) = max
ξ∈Rd
∥∥∥∥∥
{
∂2J
∂ξl∂ξk
}d
k,l=1
∥∥∥∥∥ and ϑ(W ) = maxξ∈Rd
∥∥∥∥∥
{
∂2W
∂ξl∂ξk
}d
k,l=1
∥∥∥∥∥ .
Put
ψ(x) = x− =
{ −x for x < 0
0 for x ≥ 0 .
We also recall that χ−t is the characteristic function of the interval (−∞,−t).
Under the above conditions we have
Lemma 1. The two-sided bound∫
(J(ξ) +W (y) + κ)−dγ ≤ tr (J(i∇) +W (x))−,(65)
tr (J(i∇) +W (x))− ≤
∫
(J(ξ) +W (y))−dγ +Θκ(66)
holds true, where
κ = 2
√
ϑ(J)ϑ(W ) ‖xf(x)‖ ‖∇f‖
and
Θκ =
∫ κ
0
tr χ−t(J(i∇) +W (x))dt.
Proof. Indeed, by Taylors formula we have
J(ξ − ξ′) = J(ξ)− ξ′ · ∇J(ξ) +
∑
k,l
∂2J(ξ˜(ξ, ξ′))
∂ξk∂ξl
ξ′kξ
′
l,
where ξ˜ is some point on the line segment connecting ξ and ξ′. Inserting
this into the integral expression for (62), because of
∥∥∥fˆǫ∥∥∥
L2(Rd)
= 1 one
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finds that
jǫ(ξ)− J(ξ) = −∇J(ξ) ·
∫
ξ′|fˆǫ(ξ′)|2dξ′ +
∑
k,l
∫
∂2J(ξ˜)
∂ξk∂ξl
ξ′kξ
′
l|fˆǫ(ξ′)|2dξ′.
Since fˆǫ is spherically symmetric, the first integral on the r.h.s. vanishes
and
|jǫ(ξ)− J(ξ)| ≤ ϑ(J)
∫
|ξ′|2|fˆǫ(ξ′)|2L2(Rd)dξ′
≤ ϑ(J)ǫ2 ‖∇f‖2L2(Rd) .(67)
In a similarly way we get
|wǫ(y)−W (y)| ≤ ϑ(W )ǫ−2 ‖xf(x)‖2L2(Rd) .(68)
Now (63), (67) and (68) for the optimal choice of ǫ give the first inequality
of Lemma 1. On the other hand (67) and (68) imply
J(i∇) +W (x) + κ ≥ jǫ0(i∇) + wǫ0(x)
and
tr (J(i∇) +W (x))− ≤ tr (jǫ0(i∇) + wǫ0(x))− + tr gκ(J(i∇) +W (x))
with gκ(x) = min {κ,−x} for x < 0 and gκ(x) = 0 for x ≥ 0. Since
gκ(x) =
∫ κ
0
χ−t(x)dt,
the bound (64) implies the second statement of the Lemma.
6. MOMENTS OF NEGATIVE EIGENVALUES. AN ESTIMATE FROM
BELOW.
6.1. Summary. We turn here to the study of the asymptotics of eigenvalue
moments
S(p) = tr (Qp(i∇, y))−, Qp(i∇, y) = Hp(ξ)− Vp(y).
Because of the divergence of the second derivatives of Hp(ξ) near the points
e± = (±µ±, 0, . . . , 0) ∈ Rd as p→∞, a straightforward application of the
bound (65) in Lemma 1 will not lead to the desired results. Therefore we
have to implement a suitable smoothing procedure of the symbol first. In
this section we consider the bound from below.
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6.2. Basic properties of the symbol Hp(ξ). Consider the functions
T±(ξ) =
√
(η ∓ µ±)2 + |ζ |2 + µ2±M2p−2,
with ξ ∈ Rd, ξ = (η, ζ) for ξ1 = η ∈ R and (ξ2, . . . , ξd) = ζ ∈ Rd−1,
M = m+ +m−, µ± = m±M
−1
. Here m± and p are positive parameters.
We have
Hp(ξ) = T+(ξ) + T−(ξ)−
√
1 +M2p−2.
This is a convex non-negative function, which is rotational symmetric with
respect to the η-axes. It achieves a unique, non-degenerate minimum at the
point ξ = 0 where Hp(0) = 0.
The gradient and the Hessian of T± calculate as follows
∇T±(ξ) = T−1± (ξ)
(
η ∓ µ±, ζ t
)t
,
(∇∇t)T± = T−1±
(
I− (∇T±)(∇T±)t
)
.
Hence, ∣∣∣∣∂Hp(ξ)∂ξk
∣∣∣∣ ≤ 2 and ∣∣∣∣∂2Hp(ξ)∂ξk∂ξl
∣∣∣∣ ≤ T−1+ (ξ) + T−1− (ξ)(69)
for all ξ ∈ Rd, p,M > 0 and l, k = 1, . . . , d.
6.3. Smoothing of the symbol. Let g be a smooth, spherically symmet-
ric non-negative function on Rd supported within the unit ball, such that∫
g(x)dx = 1. If σ > 0 we put gσ(x) = σ−dg(σ−1x), for σ = 0 we set
g0(x) = δ(· − x) and define
Hp,σ(ξ) =
∫
Rd
Hp(ξ − y)gσ(ξ)(y)dy(70)
=
∫
Rd
Hp(ξ − σ(ξ)t)g(t)dt.
It holds
Lemma 2. The functions Hp(ξ) and Hp,σ(ξ) satisfy the pointwise estimate
Hp(ξ) ≤ Hp,σ(ξ), ξ ∈ Rd.(71)
Proof. Note that Hp is convex and the spherically symmetric weight gσ has
the total mass 1. If we represent in (70) the term Hp(ξ−y) in a Taylor series
at the point ξ of order one with a positive quadratic form as remainder term,
the inequality (71) follows immediately.
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Put τ± = τ±(ξ) = |ξ − e±|. Below we chose
σ(ξ) = σr(ξ) =

0 if ξ 6∈ B+r ∪B−r
reς−(ξ,r) if ξ ∈ B−r
reς+(ξ,r) if ξ ∈ B+r
,(72)
where 0 < r < min{µ+, µ−}/2, B±r = {ξ : τ±(ξ) < r} and
ς±(ξ, r) =
−1
1− r−2τ 2±(ξ)
.
Lemma 3. One can find an appropriate finite constant c, which is indepen-
dent on p,M, r > 0, ξ ∈ Rd and k, l = 1, . . . d, such that∣∣∣∣∂Hp,σ∂ξk
∣∣∣∣ ≤ c,(73) ∣∣∣∣∂2Hp,σ∂ξk∂ξl
∣∣∣∣ ≤ c(1 + r−1).(74)
Proof. Obviously it holds
∂Hp,σ(ξ)
∂ξk
=
∫ d∑
j=1
∂νj
∂ξk
∂Hp(ν)
∂νj
g(t)dt, νj = ξj − σ(ξ)tj,(75)
and
∂2Hp,σ(ξ)
∂ξk∂ξl
=
∫ { d∑
j=1
∂2νj
∂ξk∂ξl
∂Hp(ν)
∂νj
+
d∑
j,i=1
∂νj
∂ξk
∂νi
∂ξl
∂2Hp(ν)
∂νj∂νi
}
g(t)dt.
(76)
Since ∣∣∣∣∂σr∂ξk
∣∣∣∣ ≤ c6.1 and ∣∣∣∣ ∂2σr∂ξk∂ξl
∣∣∣∣ ≤ c6.2r−1,(77)
from (75) and the first estimates in (69), (77) we conclude (73).
To estimate the second derivatives we note , that by (69) and (77) the first
part of the integral on the r.h.s. of (76) can be estimated by c6.3(1 + r−1),
while the second term in (76) does not exceed
c6.4
∫
(T−1+ (ν) + T
−1
− (ν))g(t)dt.
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Note that T±(ν) ≥ |τ± − σrt| and because g is bounded and of compact
support we have∫
Rd
g(t)dt
T±(ν)
≤ c6.5 τ
d−1
±
σdr
∫
Sd−2
dφ
∫ π
0
dθ sin θ
∫ σr
τ±
0
td−1dt√
1 + t2 − 2t cos θ
≤ c6.6 τ
d−1
±
σdr
∫ σr
τ±
0
td−2(t+ 1− |t− 1|)dt
≤ c6.7min{τ−1± , σ−1r }.
For 0 ≤ τ± ≤ r/2 the function σr can be estimated by σr ≥ e−4/3r. Hence,∫
g(t)dt
T±(ν)
≤ c(1 + r−1)
and we conclude (74).
6.4. The estimate from below. We are now in the position to obtain the
main result of this section. Put
Qp,σr(ξ, y) = Hp,σr(ξ)− Vp(y),
Qp,σr(i∇, y) = Hp,σr(i∇)− Vp(y).
By Lemma 2 we find that
tr (Qp(i∇, y))− ≥ tr (Qp,σr(i∇, y))−.(78)
Next we apply the first part of Lemma 1 with J = Hp,σr and W = Vp to
this bound. By (74) we have ϑ(Hp,σr) ≤ cr−1 for 0 < r < min{µ+, µ−},
while ϑ(Vp) ≤ p−3ϑ(V ). Then (65) implies that
tr (Qp,σr(i∇, y))− ≥
∫
(Qp,σr(ξ, y) + κ)−dγ,(79)
where κ ≤ c6.8
√
ϑ(V )r−1p−3. From (78) and (79) we finally conclude
Lemma 4. The inequality
S(p) ≥
∫
(Qp,σr(ξ, y) + κ)−dγ(80)
holds true for some κ ≤ c√ϑ(V )r−1p−3, where the constant c in the esti-
mate for κ can be chosen to be independent on V , p, M and r, 0 < r <
min{µ+, µ−}.
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7. MOMENTS OF NEGATIVE EIGENVALUES: AN ESTIMATE FROM
ABOVE
7.1. Summary. We shall now accompany Lemma 4 by a corresponding
estimates from above. As in the previous section we smooth the symbol
before applying (66) from Lemma 1. But in the absence of a replacement
of Lemma 2 we have to modify the symbol additionally.
7.2. Modification of the symbol. We put δ ∈ (0, 1/2), ξ = (η, ζ) with
ξ1 = η ∈ R and (ξ2, . . . , ξd) = ζ ∈ Rd−1, and set
Gp,δ(ξ) = Hp((1− δ)η, ζ),
Gp,δ,σ(ξ) =
∫
Rd
Gp,δ(ξ − y)gσ(ξ)(y)dy
=
∫
Rd
Gp,δ(ξ − σ(ξ)t)g(t)dt.(81)
In analogy to (72) let the function σ(ξ) = σr,δ(ξ) be given by
σ(ξ) = σr,δ(ξ) =

0 if ξ 6∈ B+r,δ ∪B−r,δ
reς−,δ(ξ,r) if ξ ∈ B−r,δ
reς+,δ(ξ,r) if ξ ∈ B+r,δ
,(82)
where 0 < r < min{µ−, µ+}, B±r,δ = {ξ : |ξ − e±,δ| < r}, e±,δ =
(1− δ)−1e± and
ς±,δ(ξ, r) =
−1
1− r−2|ξ − e±,δ|2 .
Similar to the proof of Lemma 3 one can show that the derivatives ofGp,δ,σ(ξ)
satisfy the bounds ∣∣∣∣∂Gp,δ,σ∂ξk
∣∣∣∣ ≤ c,(83) ∣∣∣∣∂2Gp,δ,σ∂ξk∂ξl
∣∣∣∣ ≤ c(1 + r−1).(84)
The constant c in (83), (84) can be chosen to be independent on p, M , r, ξ,
k, l, and δ ∈ (0, 1/2) as well.
Lemma 5. There exists a finite positive constant C = C(µ+, µ−), such that
the bound
Gp,δ,σr(ξ) ≤ Hp(ξ), ξ ∈ Rd,(85)
holds true for all r ≤ min{µ−, µ+, Cδ}, 0 < δ < 1/2 and all p ≥M > 0.
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Proof. Let r ≤ min{µ−, µ+}. Since
Gp,δ,σr(ξ) = Hp((1− δ)η, ζ) if ξ 6∈ B+r,δ ∪ B−r,δ,
the bound (85) for that case is an obvious consequence of the local mono-
tonicity of Hp(η, ζ) in η for fixed p, M and ζ .
On the other hand, by (69) it holds |∂Hp/∂η| ≤ 2 and |∂Gp,δ/∂η| ≤ 2.
Hence, if
r ≤ r(δ) = (Hp(e±,δ)−Gp(e±,δ))/4
we have
min
ξ′∈B±
r,δ
Hp(ξ
′) ≥ max
ξ′′∈B±
r,δ
Gp,δ(ξ
′′).(86)
For any ξ ∈ B±r,δ and t ∈ Rd, |t| ≤ 1 it holds
|(ξ − tσr,δ(ξ))− e±,δ| ≤ |ξ − e±,δ|+ σr,δ(ξ) ≤ r.
The later inequality follows from the fact that x + e−(1−x2)−1 ≤ 1 for all
0 ≤ x < 1. Thus, the argument ξ′′ = ξ − tσr,δ(ξ) of Gp,δ in (81) satisfies
ξ′′ ∈ B±r,δ on the support of g, and we conclude (85) from (86) and the
normalisation of g.
It remains to estimate r(δ) from below. Note that Mp−1 ≤ 1 and 0 <
δ < 1/2. Then
4r(δ) = Hp(e±,δ)−Hp(e±)
≥ ∓ δµ±
1 − δ minµ±≤η≤µ±(1−δ)−1
∂
∂η
Hp(η, 0, 0)
≥ δ
1− δ
1√
µ2∓(1 + (1− δ)−1)2 + 1
≥ C(µ+, µ−)δ.
This completes the proof.
7.3. The estimate from above. We put now
Qp,δ,σ(ξ, y) = Gp,δ,σ(ξ)− Vp(y),
Qp,δ,σ(i∇, y) = Gp,δ,σ(i∇)− Vp(y).
From (85) it follows that for σ = σr,δ
tr(Qp(i∇, y))− ≤ tr(Qp,δ,σr,δ(i∇, y))−
if r ≤ min{µ−, µ+, C(µ+, µ−)δ}. For the eigenvalue sum on the right hand
side we can apply (66) in Lemma 1 and we conclude
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Lemma 6. Assume that 0 < r ≤ min{µ−, µ+, C(µ+, µ−)δ} and 0 < δ <
1/2. Then the inequality
S(p) ≤
∫
(Qp,δ,σr,δ(ξ, y))−dγ +
∫ κ
0
tr χ−t(Qp,δ,σr,δ(i∇, y))dt(87)
holds true for some κ ≤ c√ϑ(V )r−1p−3, where the constant c in the esti-
mate for κ can be chosen to be independent on V , p, M , r and δ.
8. THE PROOF OF THEOREM 5
We are now in the position to complete the proof of formula (59). In the
beginning we shall assume that V has uniformly bounded second deriva-
tives and that V ∈ Lθ(Rd) ∩ Ld+1(Rd) for some θ < d+1
2
and d ≥ 3.
8.1. The estimate from above. First note that Gp,δ is convex and conse-
quently Gp,δ(ξ) ≤ Gp,δ,σr(ξ) for all ξ ∈ Rd. Thus,∫
(Qp,δ,σr,δ(ξ, y))−dγ ≤
∫
(Gp,δ(ξ)− Vp(x))−dγ
≤ (1− δ)−1
∫
(Qp(ξ, x))−dγ =
1
1− δΣp(V ).
Simultaneously we have
tr χ−t(Qp,δ,σr,δ(i∇, y)) ≤ tr χ−t(Gp,δ(i∇)− Vp(y))
≤ Np((V ((1− δ)x1, x2, x3)− tp)+)
for all t ≥ 0. Hence, relations (87), (23) and (24) imply that
(1− δ)Sp(V ) ≤ Σp(V ) + c8.1p(1 + ln p
M
)
∫
min
{
V 2+, κV+
}
dx+
c8.2
p
‖V+‖4L4
in the dimension d = 3, or
(1− δ)Sp(V ) ≤ Σp(V ) + c8.3p d−12
∫
min
{
V
d+1
2
+ , κV
d−1
2
+
}
dx+
c8.4
p
‖V+‖d+1Ld+1
if d ≥ 4, hold true for all p ≥M with κ = c√ϑ(V )r−1p−3. Since V ∗+(t) ≤
c8.5 ‖V+‖Lθ t−θ
−1
we find that∫
min
{
V
d+1
2
+ , κV
d−1
2
+
}
dx =
∫ ∞
0
min
{
(V ∗+)
d+1
2 , κ(V ∗+)
d−1
2
}
dt
≤ c8.6 ‖V+‖θLθ κ
d+1
2
−θ,
and consequently
Sp(V ) ≤ Σp(V )
1− δ + c8.7
p
(
1 + ln p
M
)
ϑβ(V ) ‖V+‖θLθ
(1− δ)p3βrβ + c8.8
‖V+‖4L4
(1− δ)p(88)
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as 0 < M ≤ p with β = 2−θ
2
> 0 if d = 3 and
Sp(V ) ≤ Σp(V )
1− δ + c8.9
p
d−1
2 ϑβ(V ) ‖V+‖θLθ
(1− δ)p3βrβ + c8.10
‖V+‖d+1Ld+1
(1− δ)p(89)
as 0 < M ≤ p with β = d+1
4
− θ
2
> 0 if d ≥ 4.
Pick now δ(p) = p−ǫ and r = r(p) = min{µ+, µ−, C(µ+, µ−)δ} with
0 < ǫ < 3. Since Σp(V ) is of order p
d−1
2 for large p, we claim
lim sup
p→∞
p−1Sp(V ) ≤ lim
p→∞
p−1Σp(V ).
8.2. The estimate from below. On the other hand, from (80) and from the
identity Hp(ξ) = Hp,σr(ξ) for ξ ∈ Rd\(B+r ∪ B−r ) it follows that
Sp(V ) ≥
∫
(Qp,σr + κ)−dγ
≥ Σp(V − pκ)−
∫
y∈B+r ∪B
−
r
(Qp + κ)−dγ.
Next note that at least
[
µ±−r
2r
]
disjoint balls of radius r can be placed into
the domains [r− µ−, 0]× (−r, r)2 and [0, µ+− r]× (−r, r)2, respectively.
Because of Hp(η, ζ) ≥ Hp(η′, ζ) for all |η′| ≤ |η| we can conclude that[
µ± − r
2r
] ∫
y∈B±r
(Qp + κ)−dγ ≤
∫
ξ∈[r−µ−,1−µ+]×(−r,r)2
(Qp + κ)−dγ
≤ Σp(V − pκ)
and
Sp(V ) ≥
(
1− 1[µ−−r
2r
] − 1[µ+−r
2r
])Σp(V − pκ).(90)
Put now r = r(p) = p−α with 0 < α < 1. Then r → 0 and simultaneously
pκ = c8.11ϑ
1/2(V )r−1/2p−1/2 → 0 as p→∞. Thus, it holds
Σp(V − pκ) ≥ Σp(V − δ)
for arbitrary δ > 0 if p is large enough. Because of the given class of
potentials this means
lim inf
p→∞
Sp(V ) ≥ lim
p→∞
Σp(V − δ)
≥ ωd
(d+ 1)2
3d−1
2 πd
∫
Rd
(V (x)− δ)
d+1
2
+ dx.
Since V ∈ L d+12 we can pass to the limit δ → 0.
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8.3. The closure of the asymptotical formula. If d ≥ 4, we finally apply
inequality (49) in a standard manner to close asymptotics (59) to all poten-
tials V+ ∈ L d+12 ∩ Ld+1. However, for d = 3 the appropriate Lieb-Thirring
inequality (48) contains the logarithmic factor 1 + ln p
M
, which prevents us
from carrying out the same procedure in that case.
9. THE PROOF OF THEOREM 6
For the proof of Theorem 6 we follow the main strategy of [ELSS] and
apply the bounds (88), (89)and (90) of the previous section in a more subtle
way. For the shortness of notation we shall write
Yp = U(y; p)χ0(Qp(i∇, y)) = pUpχ0(Qp(i∇, y)),
where in agreement with our previous notation Up(y) = p−1U(yp−1).
9.1. The estimate from above. Let {ψp,n} be an o.n. system of eigen-
functions corresponding to the negative part of Qp(i∇, y). Then for any
ǫ ∈ (0, 1) it holds
tr p−1Yp =
∑
n
∫
Up(x)|ψp,n(x)|2dx
≤ 1
ǫ
(tr (Qp(i∇, y)− ǫUp)− − tr (Qp(i∇, y))−) .
Here we make use of the variational property
tr (Qp(i∇, y)− ǫUp)− ≥ tr D(ǫUp −Qp(i∇, y))
for any operator 0 ≤ D ≤ 1. Put Vǫ = V + ǫU . Then (88) - (90) imply that
tr p−1Yp ≤ 1
ǫ
(Σp(Vǫ)− Σp(V − pκ) +R(p, ǫ, µ±, δ, V, U)) ,
for all 0 < M ≤ p and ǫ ∈ (0, 1), where
R(p, ǫ, µ±, δ, V, U) =
δ
1− δΣp(Vǫ) + c9.1
‖Vǫ‖d+1Ld+1
(1− δ)p
+c9.2
p
d−1
2 zd(p)ϑ
β(Vǫ) ‖Vǫ‖θLθ
(1− δ)p3βrβ + c9.3rΣp(V − pκ)
with β = d+1
4
− θ
2
, z3(p) = 1 + ln
p
M
and zd(p) = 1 for d ≥ 4.
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Pick now δ(p) = p−α and r = r(p) = min{µ−, µ+, C(µ−, µ+)δ(p)}
with 0 < α < 1. Fix ǫ ∈ (0, 1). Then r → 0, pκ→ 0 and the limits
p−
d−1
2 Σp(Vǫ) → ωd
(d+ 1)2
3d−1
2 πd
∫
V
d+1
2
ǫ dx,
p−
d−1
2 Σp(V ) → ωd
(d+ 1)2
3d−1
2 πd
∫
V
d+1
2 dx,
p−
d−1
2 Σp(V − pκ) → ωd
(d+ 1)2
3d−1
2 πd
∫
V
d+1
2 dx
hold true as p→∞. From this we conclude that
lim sup
p→∞
p−
d+1
2 tr Y p ≤ ǫ
−1ωd
(d+ 1)2
3d−1
2 πd
(∫
V
d+1
2
ǫ dx−
∫
V
d+1
2 dx
)
.
Note that for non-negative U, V ∈ L d+12 and all ǫ ∈ (0, 1) we have
ǫ−1|V
d+1
2
ǫ − V d+12 | ≤ d+ 1
2
U(V + U)
d−1
2 ,
where the function on the r.h.s. is integrable. Hence, by Lebegues’ ma-
jorization theorem we can pass to the limit ǫ→ +0 and find
lim sup
p→∞
p−
d+1
2 Yp ≤ ωd
2
3d+1
2 πd
∫
UV
d−1
2 dx.
9.2. The estimate from below. Reversely, it holds
tr p−1Yp ≥ 1
ǫ
(tr (Qp(i∇, y))− − tr (Qp(i∇, y) + ǫUp)−) .
Let V−ǫ = V − ǫU with ǫ ∈ (0, 1). Then
tr p−1Yp ≥ 1
ǫ
(
Σp(V )− Σp(V−ǫ − pκ) + R˜(p, ǫ, µ±, δ, V, U)
)
,
for all 0 < M ≤ p and ǫ ∈ (0, 1), where
R˜(p, ǫ, µ±, δ, V, U) =
δ
1− δΣp(V ) + c9.4
‖V ‖d+1Ld+1
(1− δ)p
+c9.5
p
d−1
2 zd(p)ϑ
β(V ) ‖V ‖θLθ
(1− δ)p3βrβ + c9.6rΣp(V−ǫ − pκ)
with β = d+1
4
− θ
2
, z3(p) = 1 + ln
p
M
and zd(p) = 1 for d ≥ 4. Passing to
p→∞ as above we obtain
lim inf
p→∞
p−
d+1
2 tr Y p ≥ ǫ
−1ωd
(d+ 1)2
3d−1
2 πd
(∫
V
d+1
2 dx−
∫
(V−ǫ)
d+1
2
+ dx
)
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and for ǫ→ +0 by a majorized convergence argument this turns into
lim inf
p→∞
p−
d+1
2 Yp ≥ ωd
2
3d+1
2 πd
∫
UV
d−1
2 dx.
10. APPENDIX I: PHASE SPACE ESTIMATES FOR THE SYMBOL
Qp(ξ, y) = Hp(ξ)− Vp(y).
10.1. Preliminaries. Let V be a real function onRd. Set Vp(y) = p−1V (p−1y)
and
Qp(ξ, y) = Hp(ξ)− Vp(y),
where
Hp(ξ) = T+(ξ) + T−(ξ)−
√
1 +M2p−2
for
T±(ξ) =
√
|(η ∓ µ±)2 + |ζ |2 + µ2±M2p−2,
with ξ ∈ Rd, ξ = (η, ζ) for ξ1 = η ∈ R and (ξ2, . . . , ξd) = ζ ∈ Rd−1,
M = m+ + m−, µ± = m±M
−1 > 0, p > 0. Below we shall study
properties of the phase space averages
Σp = Σp(V ) = (2π)
−d
∫ ∫
(Qp(ξ, y))−dξdy,(91)
Ξp = Ξp(V ) = (2π)
−d
∫ ∫
Qp<0
dξdy.(92)
Set
Λp(y;V ) = (2π)
−d
∫
Qp<0
dξ.(93)
Lemma 7. Assume that τ = Mp−1 ≤ 1. Then for any y ∈ Rd it holds
Λp(y) =
ωdW
d
2 (W + υ) (W + 2υ)
d
2 (W 2 + 2Wυ + τ 2(1− 4µ˜2)) d2
(4π)d (W 2 + 2Wυ + τ 2)
d+1
2
,
(94)
where W = W (y) = (Vp(y))+ and υ =
√
1 + τ 2.
Proof. Fix some point y ∈ Rd. Since Hp(ξ) ≥ 0 we have Qp(ξ, y) ≥ 0 if
Vp(y) ≤ 0, what settles the statement in that case. Assume now Vp(y) ≥ 0.
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Put µ˜ = (µ− − µ+)/2 and η˜ = η + µ˜. Then Qp(ξ, y) < 0 is equivalent to
2
√(
|ζ |2 + η˜2 + 1
4
+
(
µ˜2 +
1
4
)
τ 2
)2
− (η˜ − µ˜τ 2)2
< A2 − 2
(
|ζ |2 + η˜2 + 1
4
+
(
µ˜2 +
1
4
)
τ 2
)
,(95)
where A = Vp +
√
1 + τ 2. Thus, in particular, the condition
|ζ |2 + η˜2 < B, B = A
2
2
−
(
µ˜2 +
1
4
)
τ 2 − 1
4
(96)
has to be satisfied. The bound (95) transforms into
|ζ |2 + A
2 − 1
A2
(
η˜ +
µ˜τ 2
A2 − 1
)2
< B − A
2
4
+
µ˜2τ 4
A2 − 1 ,(97)
subject to the additional condition (96). For Vp(y) ≥ 0 we have A ≥√
1 + τ 2 and inequality (97) describes an ellipsoid with symmetry semi-
axes of the length
l1 =
A√
A2 − 1
√
B − A
2
4
+
µ˜2τ 4
A2 − 1
l2 = · · · = ld =
√
B − A
2
4
+
µ˜2τ 4
A2 − 1 .
It is not difficult to see that l2j ≤ B for j = 2, . . . , d and τ ≤ 1, while
l1 ≤ B1/2− µ˜τ2A2−1 . Thus the ellipsoid given by (97) is a subset of the sphere
(96), and the volume of all admissible ξ is given by ωdl1 . . . ld, what by
B − A
2
4
+
µ˜2τ 4
A2 − 1 =
(A2 − 1− τ 2)(A2 − 1− 4µ˜2τ 2)
4(A2 − 1)
implies the second statement of the Lemma 7.
Let us now assume that τ = Mp−1 ≤ 1 and m± > 0. Then µ˜2 < 1/4 and
by (94) the quantity Λp permitts the following two-sided estimate
Λp(y;V ) ≍

τ−1(Vp(y))
d/2
+ on Ω1 = {y|Vp(y) ≤ τ 2}
(Vp(y))
d−1
2
+ on Ω2 = {y|τ 2 ≤ Vp(y) ≤ 1}
(Vp(y))
d
+ on Ω3 = {y|Vp(y) ≥ 1}
,
(98)
or equivalently,
Λp(y;V ) ≍ min
{
τ−1(Vp(y))
d
2
+, (Vp(y))
d−1
2
+
}
+ (Vp(y))
d
+,(99)
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which for fixed µ˜ is uniform for all p and M satisfying τ ≤ 1. Hence,
V+ ∈ Ld/2(Rd) ∩ Ld(Rd) is sufficient and necessary for
Ξp(V ) =
∫
Λp(y;V )dy = p
d
∫
Λp(px;V )dx(100)
to be finite.
10.2. Potentials V+ ∈ L d−12 (Rd) ∩ Ld(Rd). For this class of potentials by
(98) the function p d−12 Λp(p·) has an integrable majorant, and by Lebesgues’
limit theorem it holds
lim
p→∞
p−
d+1
2 Ξp = lim
p→∞
∫
p
d−1
2 Λp(py)dy =
ωd
2
3d+1
2 πd
∫
(V+(y))
d−1
2 dy.
(101)
10.3. Potentials V+ ∈ L d+12 (Rd) ∩ Ld+1(Rd). We find that the integrand
on the r.h.s. of
p
1−d
2 Σp(V ) = p
1−d
2
∫ ∞
0
Ξp(V − sp)ds =
∫ ∞
0
∫
Rd
p
d−1
2 Λp(py;V − t)d3ydt
is for fixed µ˜ bounded by a uniform multiple of
max{(V (y)− t)
d−1
2
+ , (V (y)− t)d+},
which is integrable on [0,∞)× Rd for V+ ∈ L d+12 (Rd) ∩ Ld+1(Rd). Thus,
lim
p→∞
p−
d−1
2 Σp(V ) =
∫ ∞
0
dt
∫
Rd
lim
p→∞
(
p
d−1
2 Λp(py;V − t)
)
dy
=
ωd
2
1+3d
2 πd
∫ ∞
0
dt
∫
Rd
(V (y)− t)
d−1
2
+ dy
=
ωd
(d+ 1)2
3d−1
2 πd
∫
Rd
V
d+1
2
+ (y)dy.(102)
10.4. Potentials V+ ∈ Lθw(Rd)∩Ld(Rd) with d−12 < θ < d2 . For potentials
V where V+ is “strictly between” L
d−1
2 (Rd)∩Ld(Rd) and L d2 (Rd)∩Ld(Rd)
the phase space volume shows a different behaviour in p. Let us study the
model potential
V (y) = min{1, v|y|−d/θ},(103)
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where d−1
2
< θ < d
2
. Then V = V+ ∈ Lθw(Rd) and ‖V ‖θ,w = c(θ, d)v. The
preliminary estimate (98) shows that
Ξp ≍ p 1−d2
∫
p1−
θ
d v
θ
d≤|y|≤pv
θ
d
dy
+v
d−1
2 p
(d−1)(d−θ)
2θ
∫
pv
θ
d≤|y|≤p1+
θ
d v
θ
dM−
2θ
d
|y|− d(d−1)2θ dy
+v
d
2p1−
d
2
+ d
2
2θM−1
∫
|y|≥p1+
θ
d v
θ
dM−
2θ
d
|y|− d
2
2θ dy
≍ pθ+1vθMd−1−2θ(1 + o(1))
as p→∞. After one has established the order of Ξp in p, the same estimate
now shows that
Ξp = (1 + o(1))
∫
|y|>p1+c
Λp(y)dy, 0 < c <
θ
d
,
as p→∞. Hence, for d−1
2
< θ < d
2
it holds
Ξp = (1 + o(1))
∫
|y|>p1+c
Λp(y)dy
= (1 + o(1))
ωd
(4π)d
∫
|y|>p1+c
W
d
2
2
d
2 (2W + τ 2µˆ)
d
2
(2W + τ 2)
d+1
2
dy,
where µˆ = 1−4µ˜2 ∈ (0, 1] andW (y) = p−1min
{
1, vp
d
θ |y|− dθ
}
as p→∞.
This implies
Ξp = (1 + o(1))
2
d
2ωdp
d+1
(4π)dM
∫
|x|>pc
(
v
p
) d
2
|x|− d
2
2θ
(
2 vp
M2
|x|− dθ + µˆ
) d
2
(
2 vp
M2
|x|− dθ + 1
)d+1
2
dx
or
Ξp = (1 + o(1))
2θθω2d
(4π)d
vθMd−1−2θL(d, θ, µˆ)pθ+1 as p→∞(104)
with
L(d, θ, µˆ) =
∫ ∞
0
(t+ µˆ)
d
2 t
d
2
−θ−1dt
(t+ 1)
d−1
2
= µˆd−θB
(
d
2
− θ, θ − d− 1
2
)
2F1
(
d
2
− θ, d+ 1
2
;
1
2
, 1− µˆ
)
,
where 2F1 is Gauss´ hypergeometric function ([PBM] 2.2.6.24 p.303).This
result can be generalised to all potentials V with V+ ∈ Lθw ∩ Ld for d−12 <
θ < d
2
and ∆θ(V+) = δθ(V+) = c(θ, d)v.
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10.5. Potentials V+ ∈ Lθw(Rd) ∩ Ld(Rd) with d+12 < θ < d+22 . A similar
calculation can be carried out for the average Sp(V ) if the potential (103)
satisfies d+1
2
< θ < d
2
+1 and is therefore “strictly” between L d+12 ∩Ld and
L
d
2
+1 ∩ Ld. First, from (98) one concludes in general that
Σp =
∫ ∞
0
∫
Rd
Λp(y;V − sp)dyds(105)
≍
∫
Rd
Θp(y;V )dy,(106)
for sufficient large p, where
Θp(y;V ) = (Vp(y))
d+1
+ + τ
d+1χΩ2∪Ω3(y) + τ
−1(Vp(y))
d
2
+1
+ χΩ1(y)
with χ being the characteristic functions of (unions of) the respective sets
Ωj defined in (98). For the potential V (y) = min{1, v|y|− dθ } at hand this
gives the preliminary estimate
Σp ≍ pθ−1Md+1−2θvθ as p→∞.
Moreover, the integration in (106) and therefore in (105) can be reduced to
|y| > p1+c, 0 < c < θ
d
, without changing the asymptotical behaviour of the
integrals. Hence, if d+1
2
< θ < d
2
+1, φ = (1+o(1))2
d
2 (4π)−dωd as p→∞
and a = 1 + cdθ−1, we have
Σp = φ
∫ ∞
0
∫
|y|≥p1+c
(Vp − s)
d
2
+(2(Vp − s)+ + τ 2µˆ)
d
2dyds
(2(Vp − s)+ + τ 2) d+12
= φdωdpd
∫ ∞
0
∫ ∞
pc
(v
p
r−
d
θ − s)
d
2
+(2(
v
p
r−
d
θ − s)+ + τ 2µˆ) d2 rd−1drds
(2(v
p
r−
d
θ − s)+ + τ 2) d+12
= φθωdvθpd−θ
∫ ∞
0
∫ vp−a
0
(t− s)
d
2
+(2(t− s)+ + τ 2µˆ)
d
2 t−θ−1dtds
(2(t− s)+ + τ 2) d+12
.
The later integral can be simplified as follows
Σp = φθω
dvθpd−θ
∫ vp−a
0
dtt−θ−1
∫ t
0
x
d
2 (2x+ τ 2µˆ)
d
2
(2x+ τ 2)
d+1
2
dx
= φ2−
d+3
2 θωdvθτd+1pd−θ
∫ vp−a
0
dtt−θ−1
∫ 2tτ−2
0
u
d
2 (u+ µˆ)
d
2
(u+ 1)
d+1
2
du
= φ2θ−
d+3
2 θωdvθτd+1−2θpd−θ ×
×
∫ 2vM−2p2−a
0
dww−θ−1
∫ w
0
u
d
2 (u+ µˆ)
d
2
(u+ 1)
d+1
2
du.
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For a < 2 and θ > d+1
2
we finally claim
Σp = (1 + o(1))
2θ−
3
2 θω2d
(4π)d
vθMd+1−2θpθ−1K(d, θ, µˆ),(107)
where K(d, θ, µˆ) denotes the finite positive constant
K(d, θ, µˆ) =
∫ ∞
0
dww−θ−1
∫ w
0
u
d
2 (u+ µˆ)
d
2
(u+ 1)
d+1
2
du.
In fact, this asymptotics holds true for all V+ ∈ Lθw ∩ Ld, d+12 < θ < d2 + 1,
with ∆θ(V+) = δθ(V+) = c(θ, d)v.
11. APPENDIX II: AN ESTIMATE Np(V ) ≤ c(V )p2 IN THE DIMENSION
d = 3.
11.1. Statement of the result. In this appendix we show, that for certain
short-range potentials with some repulsive tail at infinity the counting func-
tion Np(V ) in the dimension d = 3 is bounded by a multiple of p2. This
complements the estimate (13). As above we concentrate on the case of
positive masses m± > 0.
Theorem 7. Assume that d = 3, m± > 0 and that the bounded potential V
satisfies the condition
V (x) ≤ −a(1 + |x| − b)−γ, x ∈ R3, |x| ≥ b,(108)
for appropriate positive finite constants a, b and γ. Then
Np(V ) ≤ C(b+ 1)3p2, p ≥M,(109)
where C = C(a, γ, ‖V ‖L∞) does not depend on p and b.
11.2. A localization estimate in spatial coordinates. Consider the oper-
ator
T =
√
−∆+ 1 on L2(R3).
Let (·, ·) and ‖·‖ be the scalar product and the norm in L2(R3). For positive
b and γ set ςγ,b(x) = (1 + |x| − b)−γ/2, x ∈ R3. The proof of Theorem 7 is
based on the following improved localization estimate:
Lemma 8. For any given positive number b one can find spherically sym-
metric functions χ1, χ2 ∈ C2(R3), which are monotone w.r.t. the radial
variable and satisfy
χ1(x) = 1 if |x| ≤ b, χ1(x) = 0 if |x| ≥ b+ 1, χ21 + χ22 = 1,
(110)
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such that for any ǫ > 0 and γ > 0 the estimate∣∣∣∣∣(Tu, u)−
2∑
j=1
(Tuχj, uχj)
∣∣∣∣∣ ≤ c ‖uχ1‖2 + ǫ ‖uχ2ςγ,b‖2(111)
holds true for all u ∈ C∞0 (R3) with some appropriate finite constant c =
c(γ, ǫ).
Proof. For given b > 0 we can obviously chose spherically symmetric cut-
off functions χ1, χ2 ∈ C2(R3), which are monotone in the radial variable
and satisfy (110) as well as
χ1(x)χ2(x) > 0 for b < |x| < b+ 1.(112)
According to formula (3.8) in [LY] the localization error of the operator T
is given as follows
(Tu, u)−
2∑
j=1
(Tuχj, uχj) = (Lu, u),(113)
where L is an integral operator with the kernel
L(x, y) =
K2(|x− y|)
∑2
j=1(χj(x)− χj(y))2
(2π)2|x− y|2 .
Here K2 stands for the modified Bessel function and satisfies the estimate
|K2(|x− y|)| ≤ α|x− y|−2e−κ|x−y|(114)
for appropriate α, κ > 0.
We shall now estimate the quadratic form on the r.h.s. of (113). Be-
cause of symmetry it suffices to estimate the respective integrals over the
region |x| ≤ |y| only. Let δ ∈ (0, 1/2) be a positive number, which will be
specified later. Put
bδ = b+ 1− δ
and define
O1 = {(x, y)| |x| ≤ |y| ≤ bδ},
O2 = {(x, y)| |x| ≤ b2δ, |y| ≥ bδ},
O3 = {(x, y)| |x| ≤ |y|, |x| ≥ b2δ, (x, y) 6∈ O1 ∪ O2}.
Then
(Lu, u)L2(R3) = 2Re(I1 + I2 + I3),(115)
where
Ik =
∫∫
Ok
L(x, y)u(y)u¯(x)dxdy, k = 1, 2, 3.
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To estimate I1 we notice that
|χj(x)− χj(y)| ≤ min {1, c11.1|x− y|} for all x, y ∈ R3.(116)
From (114) and (116) we conclude
|L(x, y)| ≤ c11.2|x− y|−2min{1, |x− y|−2} for all (x, y) ∈ O1.
Hence, it holds
|I|1 ≤ 2−1
∫∫
(x,y)∈O1
(|u(x)|2 + |u(y)|2)|L(x, y)|dxdy
≤ c11.3
∫
|x|≤bδ
|u(x)|2dx
∫
R3
|x− y|−2min{1, |x− y|−2}dy.
This gives
|I1| ≤ c11.4
∫
|x|≤bδ
|u(x)|2dx ≤ c11.5(δ) ‖uχ1‖2L2(R3) .(117)
In the last step we used that χ1(x) ≥ c11.6(δ) > 0 for all |x| ≤ bδ, what on
its turn follows from (112) and the radial monotonicity of χ1.
We study now the integral I2 and observe that
|L(x, y)| ≤ c11.7δ−2e−κ|x−y| for (x, y) ∈ O2.(118)
In view of
|u(y)u(x)| ≤ 4−1ǫ−11 |u(x)|2 + ǫ1|u(y)|2, ǫ1 > 0,
we find from (118) that for any given γ > 0 and ǫ1 > 0 the bound
|I2| ≤ c11.8δ−2ǫ−11
∫
|x|≤b2δ
dx|u(x)|2
∫
|y|≥bδ
e−κ|x−y|dy
+c11.9
ǫ1
δ2
∫
|y|≥bδ
dy|u(y)|2
e
κ
2
(|y|−b2δ)
∫
|x−y|≥δ
e−
κ
2
|x−y|dx(119)
holds true. By (112) and by the radial monotonicity of χ1 and χ2 we have
χ1(x) ≥ c11.10(δ) > 0 for |x| ≤ b2δ,
χ2(y) ≥ c11.11(δ) > 0 for |y| ≥ bδ > b.
Moreover, it holds
e−
κ
4
(|y|−b2δ) ≤ c11.12(γ, δ)ςγ,b(y), |y| ≥ bδ.
Hence, the inequality (119) implies
|I2| ≤ c11.13(δ, ǫ1) ‖uχ1‖2L2(R3) + c11.14(γ, δ)ǫ1 ‖uχ2ςγ,b‖2L2(R3) .(120)
Estimating I3 we recall that
χ1(x) ≡ 0 and χ2(x) ≡ 1 for all |x| ≥ b+ 1.(121)
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Since χ1, χ2 ∈ C2(R2), for any given ǫ2 > 0 we can find an appropriate
δ = δ(ǫ2) ∈ (0, 1/2) such that
|∇χ1(x)|2 + |∇χ2(x)|2 ≤ ǫ2, b2δ ≤ |x| ≤ b+ 1.(122)
With this value of δ the relations (121) and (122) imply
2∑
j=1
(χj(x)− χj(y))2 ≤ ǫ2min
{
4δ2, |x− y|2} , b2δ ≤ |x| ≤ |y|.(123)
Moreover, from (118), (121) and (123) we conclude that
|L(x, y)| ≤ ǫ2c11.15|x− y|−2min
{
4δ2|x− y|−2, 1}min{e−κ(|y|−b−1), 1}
for b2δ ≤ |x| ≤ |y| and L(x, y) = 0 for b + 1 ≤ |x| ≤ |y| . Therefore it
holds
|I3| ≤ 2−1
∫∫
(x,y)∈O3
(|u(x)|2 + |u(y)|2)|L(x, y)|dxdy
≤ ǫ2c11.16
∫
|x|≤b+1
|u(x)|2dx
∫
R3
|x− y|−2min{4δ2|x− y|−2, 1}dy
+ǫ2c11.17
∫
|y|≥b2δ
|u(y)|2dy
eκ(|y|−b−1)
∫
R3
min{4δ2|x− y|−2, 1}
|x− y|2 dx.
Since e−κ2 (|y|−b−1) ≤ c11.18(γ, δ)ςγ,b(y) for |y| ≥ b2δ and δ ∈ (0, 1/2), we
conclude that
|I3| ≤ ǫ2c11.19(γ, δ)(‖uχ1‖2L2(R3) + ‖uχ2ςγ,b‖2L2(R3)).(124)
We proceed now as follows. For given ǫ > 0 chose ǫ2 > 0 such that
the total constant in front of the bracket in (124) for given b and γ does not
exceed ǫ/4. Fix the corresponding δ(ǫ2) > 0 for (122) and subsequently
(124) to be satisfied. Finally, fix ǫ1 > 0 such that the total constant in front
of the term ‖uχ2ςγ,b‖2L2(R3) in (120) for given b, γ and δ(ǫ2) does not exceed
ǫ/4. Then (113) together with (116), as well as (117), (120) and (124) yield
(111).
Remark 8. Let trel = trel(P ) be the regularized kinetic part of the operator
(2) on L2(R3), that is
trel =
√
|µ+P − i∇|2 +m2+ +
√
|µ−P + i∇|2 +m2− −
√
p2 +M2,
(125)
where M > 0, µ± = m±M−1 > 0, and P ∈ R3, p = |P |. As an immediate
consequence of (110) in Lemma 8 we find that for arbitrary positive ǫ and
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γ it holds
∣∣∣∣∣(trelu, u)−
2∑
j=1
(treluχj, uχj)
∣∣∣∣∣ ≤ c(γ, ǫ, µj,M) ‖uχ1‖2 + ǫ ‖uχ2ςγ,b‖2 .
(126)
The constant c(γ, ǫ, µj,M) can be chosen to be independent on P and b.
11.3. A local estimate in momentum space. Let
trel(ξ, P ) =
√
|µ+P − ξ|2 +m2+ +
√
|µ−P + ξ|2 +m2+ −
√
p2 +M2
be the symbol of the operator (125) where M > 0, µ± = m±M−1 > 0
and P, ξ ∈ R3. Put ξ = (η, ζ) with η ∈ R and ζ ∈ R2. We recall that
P = (p, 0, 0) and µ+ + µ− = 1.
Lemma 9. Assume that p ≥ ν ≥M and that ξ = (η, ζ) satisfies
ξ ∈ W (ν, p) = {ξ|(|η| ≥ 3p)} ∪ {ξ|(|ζ |2 ≥ νp)}.(127)
Then
trel(ξ, P ) ≥ 2−13−1/2ν.(128)
Proof. Assume first |η| ≥ 3p ≥ 3ν ≥ 3M . Then
trel(ξ, P ) ≥
√
4p2 +M2 −
√
p2 +M2 ≥ 3(
√
5 +
√
2)−1ν.(129)
If instead |ζ |2 ≥ νp from ν ≥M it follows that
trel(ξ, P ) ≥
√
p2 + |ζ |2 +M2 −
√
p2 +M2
≥ 2−1|ζ |2(p2 + |ζ |2 +M2)−1/2
≥ 2−1ν(1 + νp−1 + ν2p−2)−1/2.
Since p ≥ ν we conclude trel(ξ, P ) ≥ 2−13−1/2ν. Together with (129) this
completes the proof.
11.4. The proof of Theorem 7. Let
qrel(P ) = trel(P )− V (y), P = (p, 0, 0),
be the operator (3) for d = 3. Obviously the total multiplicity of the neg-
ative eigenvalues of this operator coincides with Np(V ). To verify (109) it
suffices to construct a subspace G in L2(R3) of finite dimension dimG ≤
Cb3p2 such that
(qrel(P )u, u)L2(R3) ≥ 0 for all u ∈ G⊥0 ,(130)
where G⊥0 is a qrel(P )-form dense subset of G⊥ = L2(R3)⊖G.
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For given b construct the cut-off functions χ1, χ2 from Lemma 8. Set
n = (n1, n2, n3) for nj ∈ N+ and x = (x1, x2, x3) with xj ∈ R, j = 1, 2, 3.
Let b′ = b+ 1. We define
un(x) =
{
b′−
3
2
∏3
j=1 sin πnj
(
1
2
+
xj
b′
)
for |xj| ≤ b′, j = 1, 2, 3,
0 otherwise.
Let G˜ = G˜(τ1, τ⊥) be the linear span of all un where
n1 ≤ τ1b′p, n2,3 ≤ τ⊥b′p1/2,
and the positive real numbers τ1, τ⊥ will be specified below. We put
G = G(τ1, τ⊥) = {u|u = u˜χ1, u˜ ∈ G˜}.
Obviously we have
dimG = dim G˜ ≤ τ1τ 2⊥b′3p2.
To verify (130) we first notice, that from the boundedness of V , (108)
and (126) it follows that
(qrel(P )u, u)L2(R3) ≥ (trel(P )uχ1, uχ1)L2(R3) − c˜ ‖uχ1‖2L2(R3)(131)
for all u ∈ C∞0 (R3). For fixed χ1 the constant c˜ = c˜(a, γ, ‖V ‖L∞) does not
depend on p, b′ or u. Let W (ν, p) be the set defined in (127) of Lemma 9 for
the choice ν = 2331/2c˜. Below we shall show, that for appropriate constants
τ1 = τ1(c˜) and τ⊥ = τ⊥(c˜), which do not depend on p, the bound
‖ûχ1‖W (ν,p) ≥ 2−1 ‖ûχ1‖L2(R3) , u⊥G(τ1, τ⊥),(132)
holds true. From (132) and (128) we conclude that
(trel(P )uχ1, uχ1)L2(R3) ≥ (trel(ξ, P )ûχ1(ξ), ûχ1(ξ))L2(W (ν,p))
≥ 4c˜ ‖ûχ1‖2L2(W (ν,p))
≥ c˜ ‖uχ1‖2L2(R3) ,
where u⊥G(τ1, τ⊥) and u ∈ C∞0 (R3). Together with (130) and (131) the
later bound settles the proof.
In the remaining part of this section we establish (132). Consider some
function u⊥G. Then uχ1⊥G˜ and consequently uχ1 =
∑3
j=1 σj , where
σj =
∑
n∈Υj
cnun and
Υ1 = {n|n1 ≥ τ1b′p},
Υ2 = {n|(n1 < τ1b′p)} ∩ {n|(n2 ≥ τ⊥b′p1/2)},
Υ3 = {n|(n1 < τ1b′p)} ∩ {n|(n2 < τ⊥b′p1/2)} ∩ {n|(n3 ≥ τ⊥b′p1/2)}.
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Put W˜ = R3\W (ν, p). Since
‖ûχ1‖L2(W˜ ) ≤
3∑
j=1
‖σˆj‖L2(W˜ ) ,
for (132) it suffices to show that
‖σˆj‖L2(W˜ ) ≤ 6−1 ‖ûχ1‖L2(R3) , j = 1, 2, 3.(133)
We shall verify (133) for j = 1. The proof for the cases j = 2, 3 is
similar. Obviously we have σˆ1 =
∑
n∈Υ1
cnuˆn where
uˆ1(ξ) = b
′− 3
2
3∏
j=1
eiπ(nj+
1
2
)πnj
b′
sin(ξjb
′ − πnj
2
)
ξ2j −
π2n2j
4b′2
.
Since
‖σˆj‖2L2(W˜ ) ≤
∫
|ξ1|<3p
|σˆ1(ξ)|2dξ,
after integration in ζ = (ξ2, ξ3) and using the notation η = ξ1, we find that
‖σˆj‖2L2(W˜ ) ≤
π2
b′3
∫
|η|<3p
∑
n2, n3 ∈ N+
n1, n
′
1 ≥ τ1b′p
|c(n1,n2,n3)c(n′1,n2,n3)|n1n′1dη∣∣∣η2 − π2n214b′2 ∣∣∣ ∣∣∣η2 − π2n′214b′2 ∣∣∣ .
(134)
Let us assume that τ 21 ≥ 72π−2. Then we have π
2n21
8b′2
≥ 9p2 ≥ η2 and
π2n′21
8b′2
≥ 9p2 ≥ η2 in the denominator in the previous sum and thus∫
|η|≤3p
dη∣∣∣η2 − π2n214b′2 ∣∣∣ ∣∣∣η2 − π2n′214b′2 ∣∣∣ ≤
8b′2
π2n21
· 8b
′2
π2n′21
· 6p.(135)
Applying Schwarz inequality in the summations over n1 and n′1 together
with (135) to (134) we obtain
‖σˆj‖2L2(W˜ ) ≤
384b′p
π2
( ∑
n1≥τ1b′p
n−21
) ∑
n∈N3+
|cn|2.
Since
∑
n1≥τ1bp
n−21 ≤ 2(τ1b′p)−1 and
∑
n∈N3+
|cn|2 = ‖ûχ1‖2L2(R3) a choice
of τ1 = 2 · 36 · 384 · π−2 ≥ 72 · π−2 will yield (133) for j = 1.
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