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012.12.0Abstract A hybrid grid generation technique and a multigrid/parallel algorithm are presented in
this paper for turbulence ﬂow simulations over three-dimensional (3D) complex geometries. The
hybrid grid generation technique is based on an agglomeration method of anisotropic tetrahedrons.
Firstly, the complex computational domain is covered by pure tetrahedral grids, in which aniso-
tropic tetrahedrons are adopted to discrete the boundary layer and isotropic tetrahedrons in the
outer ﬁeld. Then, the anisotropic tetrahedrons in the boundary layer are agglomerated to generate
prismatic grids. The agglomeration method can improve the grid quality in boundary layer and
reduce the grid quantity to enhance the numerical accuracy and efﬁciency. In order to accelerate
the convergence history, a multigrid/parallel algorithm is developed also based on anisotropic
agglomeration approach. The numerical results demonstrate the excellent accelerating capability
of this multigrid method.
ª 2013 CSAA & BUAA. Production and hosting by Elsevier Ltd.
Open access under CC BY-NC-ND license.1. Introduction
The initial phase of any numerical simulations in computa-
tional ﬂuid dynamics (CFD) begins with the generation of suit-
able mesh. Although long recognized as a major pacing item, it
is still a difﬁcult task to generate high-quality grids for three-Laboratory of Aerodynamics,
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02dimensional (3D) complex geometries in CFD, especially for
turbulence ﬂow simulations with high Reynolds number. In or-
der to deal with this problem, many grid generation tech-
niques, such as multi-block composite or patched structured
grids,1,2 overlapping or chimera grids3 and unstructured grids,4
have been proposed in the last decades. More recently, mixed
or hybrid grids including many different cell types have gained
popularity,5 because they integrate the advantages of both
structured and unstructured meshes to improve efﬁciency
and accuracy. For example, hybrid prism/tetrahedral grids,6,7
mixed grids including tets/prism/pyramid/hex cells,8 and adap-
tive Cartesian grid methods,9,10 Cartesian/tetrahedral/pris-
matic grids11 have been used in many applications.
It is relatively easier to use unstructured grids over complex
conﬁgurations, even for viscous ﬂow simulations, where the
anisotropic tetrahedrons are used in boundary layer.td. Open access under CC BY-NC-ND license.
48 L. Zhang et al.Generally, the anisotropic tetrahedrons can be automatically
generated by an advancing front method.12 However, the enor-
mous total grid number will reduce the efﬁciency of the viscous
ﬂow simulations over complex geometries. More importantly,
the forfeiture of orthogonality will inﬂuence the simulation
accuracy of boundary layer. Therefore, the prism grids, even
unstructured hexahedral grids, may be a better choice in the
boundary layer. The traditional prism grid generation method
is the advancing layer method,6,7 in which the prism grids are
generated layer-by-layer in the normal direction from the sur-
face triangular grids on the solid wall. Alternatively, the idea
of solving the hyperbolic equations to generate structured grids
has been introduced to generate prism grids.13,14 However, for
some real-world conﬁgurations, these methods will fail in the
concave and/or convex regions, because the marching vector
may be invisible from some of the nodes in its node-mani-
fold.15 Examples include the trailing edge of an airfoil, the
tip of a sharp nose, the wing-body conjunction, the tail of a
store and the nacelles of aircraft. So it is still difﬁcult to auto-
matically generate viscous grids in the boundary layer. Since
the anisotropic tetrahedrons can be generated fully automati-
cally, we can agglomerate them into prisms in the boundary
layer and then improve the grid quality of the pure anisotropic
tetrahedron grids. That is the basic idea of present work.
On the other hand, the computation efﬁciency is another
key issue for turbulence ﬂow simulations over complex conﬁg-
urations, because the total grid number may be several ten mil-
lions, even up to hundreds of millions, for a real-life aircraft.
The high aspect ratio grids in boundary layer will bring about
very strong stiffness during time-iteration, resulting in lower
converging efﬁciency. The multigrid algorithm is an effective
method to improve the efﬁciency. After Fedorenko’s develop-
ment of the method in the 1960s, 16 it was discovered, further
developed and popularized by Brandt in the 1970s.17 Multigrid
was applied to the transonic small-disturbance equation by
South and Brandt18 and to the full potential equation by Jame-
son.19 Subsequently, the idea of agglomeration multigrid has
been extended to unstructured grids (Smith,20 Lallemand
et al.,21 Venkatakrishnan and Mavriplis22; see also Mavri-
plis23,24). Despite considerable progress towards improving
the convergence performance of multigrid algorithm based
on cell-vertex ﬁnite volume schemes, the performance of these
methods for viscous ﬂow simulations is not satisfying for
cell-centered ﬁnite volume schemes. The key issue is how to
generate high-quality coarser grids using the agglomeration
approach. In other words, how to ensure the ‘‘convex’’ prop-
erty for the coarser grids, especially in the boundary layer.
The work of Refs.25–27 gave us some inspirations. They
agglomerate the grids in boundary layer with a normal-direc-
tion restriction. This idea can be extended to improve the coar-
ser grid quality in boundary layer.
In this paper, a hybrid grid generation technique is pre-
sented for turbulence ﬂow simulations over 3D complex con-
ﬁgurations, which is based on an anisotropic agglomeration
of pure tetrahedral grids. Firstly, pure unstructured grids are
generated over a given complex geometry, and anisotropic tet-
rahedral elements with high aspect ratio are adopted in the
boundary layer. Then, the anisotropic tetrahedrons are
agglomerated to generate the prismatic grids in the boundary
layer, while the isotropic tetrahedrons in the outer ﬂow ﬁeld
keep alone. To validate the method, the hybrid grids over some
complex geometries are generated, including the DLR-F6wing-body conﬁguration, a ﬁghter and a human body, which
demonstrate the robustness of the present hybrid grid genera-
tion technique.
Furthermore, a multigrid computing algorithm based on
semi-structured agglomeration method is developed to im-
prove the convergence performance and couple with the paral-
lel computing based on computational domain decomposition.
The semi-structured agglomeration means that the agglomera-
tion is mainly limited to the normal direction of the solid wall
to keep the orthogonality of hybrid grids in the boundary
layer. This multigrid computing algorithm matches the present
hybrid grid generation technique, because both of them are
based on the anisotropic agglomeration approach. Some typi-
cal cases are tested to validate the robustness and efﬁciency of
the present multigrid computing method for viscous ﬂow sim-
ulations over complex geometries. The numerical results are
compared with the experimental data and other numerical re-
sults, which demonstrate the efﬁciency and accuracy of the
present method.
The remainder of this paper is organized as follows. In the
next section, a hybrid grid generation technique based on
anisotropic agglomeration approach is discussed for 3D com-
plex conﬁgurations, together with illustration examples. After
that, a multi-level coarser grid generation method based on
semi-coarsening method in the boundary layer is developed
in Section 3 to improve the multigrid method. In Section 4,
applications for several typical conﬁgurations are carried
out. Conclusions from this study are summarized ﬁnally in
Section 5.2. Hybrid grid generation technique based on anisotropic agglom-
eration approach
As mentioned in the introduction, despite considerable pro-
gress towards facilitating the grid generation process itself,
the high-quality grid generation over 3D complex real-world
conﬁgurations, especially for turbulence ﬂow simulations, is
still an open issue for producing accurate CFD solutions
and, thus, require further attention. Fortunately, the unstruc-
tured grid generation method is currently at a stage of maturity
that allows discretization of complex, 3D, real-world conﬁgu-
rations with relative ease and a reasonable amount of time and
effort. Generally, the pure unstructured grids mean triangles in
2D and tetrahedrons in 3D. Thanks to many advances by a
number of researchers in the science/art of grid generation, this
crucial step no longer represents an obstacle for the routine use
of CFD in the context of large-scale (industrial) applications.
Some pieces of commercial grid generation software are avail-
able in the market, such as Gridgen, ICEM-CFD, etc. Also,
there are some in-house grid generation software, such as
VGrid in NASA and Centaur in Europe. The unstructured
grids can be generated by the advancing front method,12 Del-
aunay method28 and/or the modiﬁed Quadtree/Octree meth-
ods.29 Actually, in the commercial grid generation software,
the integrated strategy is adopted to improve the grid quality
and the grid generation efﬁciency.
For viscous ﬂow simulations, the anisotropic tetrahedrons
are generally adopted in the boundary layer. However, the
enormous total grid number will reduce the efﬁciency. More
importantly, the forfeiture of orthogonality will inﬂuence the
simulation accuracy of boundary layer. A possible better
Fig. 3 The third-round agglomeration.
Fig. 4 Interface agglomeration procedure.
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main advantage of the so-called hybrid grids. However, the
prism grid generation is still not a routine task due to the geo-
metric complexity. Since the pure anisotropic tetrahedrons can
be generated automatically and easily using the available com-
mercial grid generation software, is it possible to generate
prisms based on the anisotropic tetrahedrons? The answer is
possible, because the prisms can be cut into three tetrahedrons
inversely. Actually, in most of the commercial grid generation
software (for example, Gridgen), the anisotropic tetrahedrons
are generated by reﬁning the temporary prisms. The reason of
generating pure anisotropic tetrahedrons is that it is difﬁcult to
ensure the uniﬁed prism structure in the whole boundary layer
due to the geometric complexity, although it is relatively easier
for simple conﬁgurations. Following this idea, we develop a
hybrid grid generation technique based on the anisotropic
agglomeration.
2.1. Prism grid generation method based on anisotropic agglom-
eration approach
The prism grid generation is the key step in the present hybrid
grid generation technique. The details are listed as follows,
including the volume agglomeration and the interface
agglomeration.
2.1.1. Volume agglomeration
Step 1: Extract the geometric characteristics of all the cell
interfaces and label each cell as anisotropic or
isotropic.
Step 2: Agglomerate two anisotropic cells into a pyramid (see
Fig. 1).
Step 3: Agglomerate the third aniotropic cell and the pyra-
mid into a prism (see Fig. 2).
Step 4: For all the non-agglomerated anisotropic cells, ﬁnd
out a neighbor prism and agglomerate them into a
polyhedron (see Fig. 3).
The purpose of the Step 2 and Step 3 is to agglomerate
three anisotropic tetrahedrons into a prism. But for the real-
world conﬁgurations, some isolated anisotropic tetrahedrons
may exist in the concave and/or convex regions. If we allow
these cells to exist, the ratio of the volume of two neighboring
cells may be 1:3, so the smoothness of grids in boundary layer
is not satisﬁed. Hence, the agglomeration of Step 4 combines
the isolated tetrahedrons into the neighboring prisms to im-
prove the smoothness of grids in boundary layer (The volumeFig. 1 The ﬁrst-round agglomeration.
Fig. 2 The second-round agglomeration.ratio of two neighboring cells is about 3:4). In practice, only a
small number of isolated anisotropic tetrahedrons are found.
2.1.2. Interface agglomeration
After the volume agglomeration, the interface agglomeration is
carried out to reduce the number of interfaces between two
neighboring prisms. The two triangles shared by two neighbor-
ing prisms are agglomerated into a quadrilateral (see Fig. 4).The above hybrid grid generation technique has some dis-
tinguished properties:
(1) Once the pure tetrahedral grids have been generated, the
hybrid grids can be generated fully automatically, with-
out any user interference. Generally speaking, the tetra-
hedral grids may also be generated automatically using
advancing front method or Delaunay method.
(2) The grid quality, especially in the boundary layer, is
much better than that of pure unstructured grids, which
is very crucial for viscous ﬂow simulations.
(3) The smoothness of grids from the boundary layer to the
outer ﬂow ﬁeld is much better.
2.2. Examples for 3D complex conﬁgurations
In order to validate the performance of the present hybrid grid
generation technique, the hybrid grids over several complex
geometries are generated using this technique.
The ﬁrst test case is the DLR-F6-WBNP conﬁguration. The
model (see Fig. 5(a)) is downloaded from the second drag pre-
diction workshop (DPW-II),30 which is a fuselage-wing-na-
celle-pylon conjunction conﬁguration. Fig. 5(b) shows the
surface triangular grids near the wing-nacelle-pylon. Fig. 6
shows the hybrid grids over DLR-F6-WBNP at a longitudinal
cross-section. Note that the grids are very smooth from the
boundary layer to the outer ﬁeld. The number of initial pure
unstructured grids is 17.43 million, including 34.96 million
faces and 2.95 million nodes. After agglomeration, the number
of hybrid grids is about 7.8 million, including 20.80 million
faces. The total number of cells and faces is reduced by 50%
and 33%, respectively. The close-up views near the nacelle-py-
lon are shown in Fig. 7. The distribution of grids is quite well.
The second test case is a ﬁghter, which is downloaded from
internet. The conﬁguration is very complex, including the fuse-
lage, the main wings, the horizontal tails, the vertical tail and
the caudal ﬁn. In Fig. 8, the surface triangular grids (see
Fig. 8(a)), the pure tetrahedral grids before agglomeration
Fig. 5 Conﬁguration and surface triangular grids of DLR-F6-WBNP.
(a) Bottom view (b) Top view
Fig. 6 Hybrid grids over DLR-F6-WBNP at a longitudinal cross-section.
Fig. 7 Close-up views of hybrid grids after agglomeration.
50 L. Zhang et al.(see Fig. 8(b)), the hybrid grids after agglomeration (see
Fig. 8(c) and (d)) and some close-up views (see Fig. 8(e) and
(f)) are shown, respectively. The total number of hybrid grid
is about 5 millions compared with 10 millions before agglom-
eration. Note that the orthogonality of prism grids in the
boundary layer and the smoothness in the whole ﬂow ﬁeld is
very well.
The third test case is a human body, which is very compli-
cated. The body surface triangular grids (see Fig. 9(a) and (b)),
the hybrid grids after agglomeration (see Fig. 9(c)) and some
close-up views (see Fig. 9(d)–(f)) are shown in Fig. 9, respec-tively. It can be seen that the orthogonality of prism grids
keeps well.
3. Parallel/multigrid algorithm based on anisotropic agglomera-
tion approach
3.1. Governing equations and basic cell-centered second-order
ﬁnite volume method
The time-dependent Reynolds-averaged Navier-Stokes equa-
tions can be written in the integral form as follows:
(a) Surface triangular grids (b) Pure unstructured grids before agglomeration 
(c) Hybrid grids after agglomeration (front view) (d) Hybrid grids after agglomeration (top view) 
(e) Close-up view (front view) (f) Close-up view (back view) 
Fig. 8 Hybrid grids over a ﬁghter.
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QdVþ
I
S
FiðQÞdS ¼
I
S
FvðQÞdS ð1Þ
where S is the surface surrounding the control volume V, Q the
vector of conservative variables, Fi the inviscid and Fv the vis-
cous ﬂux vectors. The eddy viscosity for turbulent ﬂow is cal-
culated with the Spalart-Allmaras (S-A) turbulence model31 or
the k-x shear stress transport (SST) turbulence model.32
If we integrate Eq. (1) in a polygonal control volume Vi, we
obtain
@
@t
ðQViÞ þ
X
f
ðFiðQÞÞfdSf ¼
X
f
Fvf ðQÞdSf ð2Þ
where the summation index f represents all the faces surround-
ing control volume Vi. Here we adopt a cell-centered second-
order ﬁnite volume scheme. The inviscid ﬂux is calculated
using Roe’s approximate Riemann solver33 with reconstructedprimitive variables at both sides of a face to obtain the second-
order accuracy in spatial discretization. The ﬁrst-order deriva-
tives of variables in a cell are computed by Green’s theorem.
Venkatakrishnan’s limiter34 is employed to make the scheme
monotone. For the viscous term, a second-order central
scheme is used here. For time-iteration for a steady case, a
block lower-upper symmetric Gauss-Seidel (LU-SGS) implicit
scheme is adopted here. More details can be found in Refs.35,36
3.2. Multigrid/parallel algorithm
In order to further accelerate the convergence history, the mul-
tigrid computing approach is adopted and further improved in
this section. The basic idea of the multigrid method is to carry
out early iterations on a ﬁne grid and then progressively trans-
fer these ﬂow ﬁeld variables and residuals to a series of coarser
grids. On the coarser grids, the low frequency errors become
(a) Body surface triangular grids (b) Pure unstructured grids before agglomeration 
(c) Hybrid grids after agglomeration (front view) (d) Close-up view (front view) (top view) 
(e) Close-up view (front view) (f) Close-up view (back view) 
Fig. 9 Hybrid grids over a human body.
52 L. Zhang et al.high frequency ones and they can be easily eliminated by a
time stepping scheme. The ﬂow equations are then solved on
the coarser grids and the corrections are then interpolated
back to the ﬁne grid. The process is repeated over a sufﬁcient
number of times until satisfactory convergence on the ﬁne grid
is achieved. In this paper, the V-type cycle is adopted for easy
implementation.
Eq. (2) can be discretized as the following algebraic
equation:
LhðQÞ ¼ fh ð3Þ
where superscript h indicates the initial ﬁne grids. The approx-
imation to this system is deﬁned as Qh. The error between this
approximation solution Qh and the true solution Qh is deﬁned
as vh, i.e.,vh ¼ Qh Qh ð4Þ
Deﬁning the residual Resh as
Resh ¼ fh  LhðQhÞ ð5Þ
then we can rewrite Eq. (5) into
LhðQh þ vhÞ  LhðQhÞ ¼ Resh ð6Þ
Introducing restriction operators for the conservative vari-
ables (unknowns) and the residual (IHh and I
0H
h , respectively)
from the ﬁner grid (h) to the coarser grid (H), we have the sim-
ilar system on the coarser grid (H):
LHðIHh Qh þ vHÞ  LHðIHhQhÞ ¼ I0Hh Resh ð7Þ
In this work, a simple volume weighted averaging is used
for the conservative variables restriction operator IHh ; and the
A 3D hybrid grid generation technique and a multigrid/parallel algorithm 53restriction operator I0Hh for residual is deﬁned as a summing
operator.
Deﬁning the unknowns on coarser grid QH ¼ IHhQh þ vH,
then Eq. (7) can be rewritten as
LHðQHÞ ¼ I0Hh Resh þ LHðIHh QhÞ ð8Þ
From Eq. (8), the unknowns on coarser grid QH can be cal-
culated, then we can obtain
vH ¼ QH QH ¼ QH  IHhQh ð9Þ
Interpolating the error vH from the coarser grid to the ﬁner
grid, we have
vh ¼ RhHvH ð10Þ
where RhH is the interpolation operator.
After calculating the variables on the coarsest grid, the cor-
rections are evaluated and interpolated back level-by-level to
the ﬁnest grid. This correction is transferred to the ﬁner grid
and added to the solution on that grid. Substituting Eq. (10)
into Eq. (4), the unknowns on ﬁner grid can be calculated,
Qh ¼ Qh þ vh ¼ Qh þ RhHvH ð11Þ
The restriction operators (IHh and I
0H
h ) are deﬁned as:
QH ¼ IHhQh ¼
1PN
i¼1Vi
XN
i¼1
ViQ
h ð12Þ
ResH ¼ I0Hh Resh ¼
XN
i¼1
Resh ð13ÞFig. 10 Initial hybrid grwhere N is the ﬁner grid number in a coarser grid.
The most popular interpolation operator is
dQh ¼ RrHðdQHÞ ¼ dQH ð14Þ
where dQ is the correction of the variable Q. To enhance the
robustness of multigrid iteration, here we adopt the following
improved interpolation operator:
dQh ¼ RrHðdQHÞ ¼
1
Ncg
XNcg
i¼1
1
2
ðdQH;0 þ dQH;iÞ ð15Þ
where Ncg is the number of neighboring coarser cells, and the
superscript ‘‘0’’ denotes the target coarser cell itself.
To improve efﬁciency for the simulation of viscous ﬂows,
the viscous terms are only evaluated on the initial ﬁnest grid
but not evaluated on the coarser grids. Since the coarser grids
are only used to cancel the dominating low frequency errors,
this treatment does not affect the accuracy of the solution.
The upwind-biased interpolation scheme is also set to ﬁrst-or-
der at the coarser levels.
In order to deal with complex conﬁgurations including mil-
lions of cells, the parallelization strategies based on geometric
domain decomposition technique should be adopted. In this
paper, message passing interface (MPI)37 is employed as the
communication library, and the open source software ‘ME-
TIS’,38 which is based on the multi-level method, is used to
decompose the ﬂow domain into a set of sub-domains that
may be allocated to a set of processors. The nodes and cells
that are allocated uniquely to a processor are referred to as 
ids and coarsen grids.
54 L. Zhang et al.core mesh components and each processor calculates the ﬂow
ﬁeld variables and cell gradients for it. Nodes and cells are sep-
arately renumbered as a result of the use of the single pro-
gramme multiple data (SPMD) approach, i.e., each partition
is treated as a separate ﬂow domain and copies of the same
code are used for all these domains for calculations. Each
sub-domain is enclosed by a layer of ghost nodes and cells,
which overlap the neighboring sub-domains along the inter-
partition boundaries and provide the necessary boundary con-
ditions obtained from its neighbors. These outer cells in the
layer are called ghost cells because they lie in the neighboring
domains and their ﬂow variables are obtained by transferring
the ﬂow conditions from their corresponding images (core cells
in the neighbors) to them. Communication between these core
and ghost cells is based on MPI and proper synchronization
between the computations in neighboring partitions ensures
that the necessary boundary conditions are correctly ex-
changed between them. In the case of multigrid computing,
the geometric domain decomposition is carried out ﬁrstly
and then the multi-level coarser grids are generated in each
sub-domain.Fig. 11 Singular case in which the two triangles cannot be
agglomerated.3.3. Multi-level coarser grid generation based on anisotropic
agglomeration approach
Before multigrid computing, a series of coarser grids should be
generated. As mentioned in the introduction, the agglomera-
tion approach from the initial ﬁnest grids is the most popular
method. Traditionally, the ‘isotropic’ agglomeration approach
is adopted in inviscid ﬂow simulations, but it is not suitable for
viscous ﬂow simulations because the isotropic agglomeration
may generate ‘singular’ coarser polyhedron grids due to the
isotropic randomicity, as illustrated in Fig. 10(b) in a 2D case
(whose initial ﬁne grid is shown in Fig. 10(a)). The word ‘sin-
gular’ means that the agglomerated grids may be an ‘L’ shape
or even ‘U’ and ‘S’ shape, and the geometric centers of these
singular coarser grids will be located out of the cell faces them-
selves. This kind of ‘singular’ situation will deteriorate in 3D
cases, which will result in failure of multigrid computing, be-
cause the interpolation operator should be carried out during
V-type iterations. If we use an anisotropic agglomeration ap-
proach, the quality of coarser grids will be improved very well
(see Fig. 10(c)) to beneﬁt the viscous ﬂow simulation with mul-
tigrid computing algorithm.Fig. 12 Some singular caseThe concept of anisotropic agglomeration is introduced by
Mavriplis24 for cell-vertex ﬁnite volume method and further
developed by Refs.25–27 for cell-centered ﬁnite volume method.
However, for arbitrary hybrid grids, we still meet some prob-
lems because the multigrid iteration is so sensitive to the shape
of multi-level coarsen grids. If the quality of coarser grid is not
good enough, the accelerating performance of multigrid itera-
tion will be attenuated. In order to improve the quality of coar-
ser grid by agglomeration, an improved anisotropic
agglomeration approach is developed in this paper.
The details are listed as follows:
Step 1: Check the cell property (isotropic or anisotropic
cells). The checking criterion is the same as that of Step 1
in hybrid grid generation above (see Section 2.1).
Step 2: Agglomerate the surface triangles in a pseudo-2D
manner. The surface triangles are agglomerated with a
node-based agglomeration approach. In order to ensure
the smoothness and the quality of coarser surface grids,
the following two criteria are considered:s duri(1) If two triangles are located on the two separated
sides of a sharp edge (For example, the trailing
edge of a wing, the joint-line of fuselage and wing,
as shown in Fig. 11), the two triangles cannot be
agglomerated.
(2) If there are some isolated non-agglomerated trian-
gles after ﬁrst-round agglomeration, they should
be agglomerated into the neighboring cells to i-
mprove the smoothness.ng agglomeration.
Fig. 13 Initial hybrid grids and coarsening grids over 30P30N airfoil.
Fig. 14 Pressure coefﬁcient distribution on solid wall.
A 3D hybrid grid generation technique and a multigrid/parallel algorithm 55Step 3: Agglomerate the anisotropic prism grids layer-by-
layer with an analogy ‘advancing layer’ method. Advancing
in the normal direction from each agglomerated surface
coarser grids (Two initial layers are integrated into one
layer), then the prism grids in the boundary layer are
agglomerated layer-by-layer to ensure the semi-structured
property as the initial ﬁnest grids.
Step 4: Agglomerate the isotropic grids in the outer ﬂow
ﬁeld. In this step, we use a node-based agglomeration
approach, which means agglomerating all the non-agglom-
erated cells connecting to a node. However, there are some
special or ‘singular’ cases during agglomeration, as shown
in Fig. 12. For these cases, the agglomeration is not
permitted.
4. Applications and discussions
Based on the above method, a cell-centered ﬂow-solver named
USTAR was developed by the authors. The code is written by
C++ language and can be run in different computer plat-
forms, such as desk-top computer, PC-cluster or work-station.
In order to save the CPU time during multigrid iteration, the
inviscid model and the ﬁrst-order scheme are adopted only
on the coarser grids.
In order to validate the performance of present multigrid/
parallel computing algorithm, several typical cases are tested
in this section. Calculations are carried out on a PC-cluster
platform running the Linux operator system. The cluster con-sists of 64 dual nodes Xeon EM64T/3.6 GHz, with 2 GB of
DDRAM, interconnected by an Ethernet 1000 Mbit/s switch.
4.1. Subsonic turbulence ﬂow over 2D 30P30N airfoil
The ﬁrst test case is subsonic turbulence ﬂow over the 2D
30P30N airfoil. The main purpose of this simple test case is
to validate the multigrid computing algorithm. The initial ﬁn-
est hybrid grids and the second-level and the forth-level coars-
ening grids are shown in Fig. 13. The incoming ﬂow conditions
are the Mach number Ma1= 0.2, the angle of attack
a= 19.0, the Reynolds number Re= 9.0 · 106. The SST
(a) Residual of density vs iteration cycle (b) Residual of density vs CPU time
Fig. 15 Convergence history of turbulence ﬂow simulation over 30P30N airfoil.
56 L. Zhang et al.two-equation turbulence model is adopted in this simulation.
The numerical results (pressure coefﬁcient Cp distribution on
the solid wall) are plotted in Fig. 14, in which the results by sin-
gle-level (non-multigrid) and forth-level multigrid approach
are compared with the experimental data.39 Note that they
agree with each other very well. The convergence history isFig. 16 Initial hybrid grids and coarseplotted in Fig. 15. It can be seen that for the same CPU time
there is signiﬁcant improvement in residual reduction using
the multigrid computing, i.e., improvement in real convergence
rate. Also, the third-level multigrid computing is sufﬁcient and
more level is unnecessary. So in the following applications,
only third-level multigrid computing is carried out.ning grids over ONERA M6 wing.
A 3D hybrid grid generation technique and a multigrid/parallel algorithm 574.2. Transonic turbulence ﬂow over ONERA M6 wing
The second application is the transonic turbulence ﬂow simu-
lation over ONERA M6 wing, a typical validation case. The
incoming ﬂow conditions are Ma1= 0.8395, a= 3.06,
Re= 1.172 · 107. For this case, the Spalart-Allmaras one-Fig. 17 Pressure coefﬁcient distributio
Fig. 18 Convergence history of turbulenceequation turbulence model is employed. The initial ﬁnest hy-
brid grids and the second coarser grids are shown in
Fig. 16(a) and (b), and the close-up view near the boundary
layer before and after agglomeration is plotted in Fig. 16(c).
Note that the quality of the coarser grid in boundary layer is
very well (keeping the semi-structured grid structure). Then on three different cross-sections.
ﬂow simulation over ONERA M6 wing.
(a) Initial hybrid grids (after METIS decomposition) (b) Coarsening grids on the surface and symmetric plane
(c) Close-up view of coarsening grids
Fig. 19 Hybrid grids over DLR-F6-WBNP conﬁguration.
Fig. 20 Aerodynamic force coefﬁcients for different angles of attack (Ma1= 0.75).
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Fig. 21 Pressure coefﬁcient distributions at three typical sections (Ma1= 0.75, a= 1.0).
A 3D hybrid grid generation technique and a multigrid/parallel algorithm 59total number of the initial hybrid grids is about 2 millions, so
the serial computing is only carried out for this case.
The calculated pressure coefﬁcient distributions on three
cross-sections (g= z/b= 20%, 80% and 90%, respectively,
where b is the span length of the wing in z-direction) are plot-
ted in Fig. 17, which agree with the experimental data40 much
better than those by inviscid ﬂow simulation. In Fig. 18, the
convergence history is plotted, including the iteration steps
vs residual (see Fig. 18(a)) and the CPU time vs residual (see
Fig. 18(b)). Once again, the multigrid computing demonstrates
excellent efﬁciency improvement.
4.3. Transonic turbulence ﬂow over DLR-F6 wing-body conﬁgu-
ration
The last application is transonic turbulence ﬂow simulation
over the DLR-F6-WBNP conﬁguration. It is the typical test
case in DPW-II. The computational conditions are chosen as
Ma1= 0.75, Re= 3.0 · 106. The angle of attack is set from
3.0 to 1.5. For this case, the SST turbulence model is ap-
plied. The initial hybrid grids are shown in Figs. 5–7. The ini-
tial and the coarsening grids on surface and symmetric plane
are shown in Fig. 19. The close-up view near the boundary
layer is given in Fig. 19(c). The total number of the initial hy-
brid grids over the half-model is about 7.8 million. So themultigrid/parallel computing strategy is adopted for this case.
The computational domain is decomposed into 32 sub-do-
mains (see Fig. 19(a)) using the METIS approach.
Fig. 20 shows the aerodynamic force coefﬁcients for differ-
ent angles of attack, in which the experimental data30 and the
numerical results by other solvers (USM3D, FUN3D,
NSU3D)41–43 are also plotted. In the same ﬁgure, the results
on pure unstructured grids before agglomeration is presented
(marked as ‘Unstructured’). Note that the present numerical re-
sults (marked as ‘Hybrid Grid’) are in good agreement with the
experimental data, which are slightly better than others’ numer-
ical results. The drag polar on hybrid grids is much better than
that on pure unstructured grids. Furthermore, the CPU time is
saved greatly because the number of hybrid grid is only half of
the pure unstructured grids. These results demonstrate that the
hybrid grid technique is superior indeed to the pure unstruc-
tured grid approach. When Ma1= 0.75 and a= 1.0, the
pressure coefﬁcient distributions at three typical sections (see
Fig. 21(a)) are shown in Fig. 21(b)–(d), where z/b= 15.0%,
33.1% and 63.8%, respectively. The present results are marked
as USTAR. The results by others41,42 are also plotted in the
same ﬁgures. It can be seen that the present results are very sim-
ilar to the best results by USM3D. The ﬂow separation pattern
on the leeward surface of the wing is shown in Fig. 22(a), mean-
while the results by UG344 and the experimental oil-ﬂow
Fig. 22 Flow separation pattern compared with other computational and experimental results.
Fig. 23 Convergence history of residual over the DLR-F6-WBNP conﬁguration.
60 L. Zhang et al.pattern (from Ref.45) are shown in Fig. 22(b) and (c). The size
of the separation zone is still larger than those by experiment45
but is slightly better than that by UG3.In Fig. 23, the convergence history of averaged density
residual is plotted with respect to iteration steps and CPU
time. Note that the convergence history with third-level multi-
(a) Lift coefficient vs iteration cycles (b) Drag coefficient vs iteration cycles
Fig. 24 Convergence history of lift and drag coefﬁcients over DLR-F6-WBNP conﬁguration.
Table 1 Comparison of parallel efﬁciency.
CPU number First-level Second-level Third-level
CPU time (s) Speedup ratio CPU time (s) Speedup ratio CPU time (s) Speedup ratio
4 1.12 · 104 1.26 · 104 1.68 · 104
8 5.02 · 103 2.23 6.06 · 103 2.07 7.31 · 103 2.29
16 2.49 · 103 4.49 3.54 · 103 3.55 3.50 · 103 4.80
32 2.09 · 103 5.35 1.77 · 103 7.11 2.47 · 103 6.80
A 3D hybrid grid generation technique and a multigrid/parallel algorithm 61grid computing is indeed faster than those with single and sec-
ond-level computing, but the CPU time is slightly more than
that with second-level computing, since more multigrid sub-
iteration will consume more CPU time. However, as shown
in Fig. 24, the aerodynamic force coefﬁcients, especially for
the drag coefﬁcients, can converge faster with third-level mul-
tigrid computing.
In order to demonstrate the parallel efﬁciency of the present
parallel/multigrid method, the CPU time and speedup ratio are
listed in Table 1 for the three cases (run 100 iteration steps).
Because the total number of grid cells is about 8 millions, the
single and two zones cannot run on a single or two CPU-cores,
so we start the computing with four zones. Note that the par-
allel computing shows satisfactory parallel for different multi-
level computations.
5. Concluding remarks
An effective hybrid grid generation technique and a multigrid/
parallel algorithm based on anisotropic agglomeration are pre-
sented for viscous ﬂow simulations over complex
conﬁgurations.
(1) The hybrid grid generation technique can improve the
quality of grids in boundary layer over the pure unstruc-
tured grids. For real-world complex geometries, the
prism grids in boundary layer can be automatically gen-
erated from the initial pure tetrahedral grids.
(2) The multigrid/parallel computing algorithm based on
anisotropic agglomeration can improve the convergence
performance, especially for high Reynolds number vis-
cous ﬂow simulations.(3) Applications for complex 3D conﬁgurations have dem-
onstrated the robustness of present method. In the
future work, we will extend this method to unsteady ﬂow
simulations.Acknowledgements
This work is supported partially by National Basic Research
Program of China (Grant No. 2009CB723800) and National
Natural Science Foundation of China (Grant Nos: 91016001
and 10872023).
References
1. Jochem H, Peter E, Yang X, Cheng ZM. Parallel multiblock
structured grids. In: Thompson JF, Soni BK, Weatherill NP,
editors.Handbook of grid generation. CRC Press; 1999 chapter 12.
2. Sebastien E. Numerical simulation and drag extraction using
patched grid calculations. AIAA Paper 2003-1238; 2003.
3. Benek A, Buning PG, Steger JL. A 3-D Chimera grid embedding
technique. AIAA Paper 1985-1523; 1985.
4. Weatherill NP. Unstructured grids: procedures and applications.
In: Thompson JF, Soni BK, Weatherill NP, editors. Handbook of
grid generation. CRC Press; 1999 chapter 26.
5. Baker TJ. Mesh generation: art or science? Prog Aerosp Sci
2005;41(1):29–63.
6. Kallinderis Y, Khawaja A, McMorris H. Hybrid prismatic/
tetrahedral grid generation for complex geometries. AIAA J
1996;34(2):291–8.
7. Pirzadeh S. Three-dimensional unstructured viscous grids by the
advancing-layers method. AIAA J 1996;34(1):43–9.
8. Coirier WJ, Jorgenson PCE. A mixed volume grid approach for the
Euler and Navier–Stokes equations. AIAA Paper 96-0762; 1996.
62 L. Zhang et al.9. Coirier WJ, Powell KG. Solution-adaptive Cartesian cell approach
for viscous and inviscid ﬂows. AIAA J 1996;34(5):938–45.
10. Wang ZJ, Chen RF. Anisotropic solution-adaptive viscous
Cartesian grid method for turbulent ﬂow simulation. AIAA J
2002;40(10):1969–78.
11. Zhang LP, Yang YJ, Zhang HX. Numerical simulations of 3D
inviscid/viscous ﬂow ﬁelds on Cartesian/unstructured/prismatic
hybrid grids. In: Proceedings of the fourth Asian CFD conference,
Mianyang, Sichuan, China; September 2000.
12. Lohner R, Parikh P. Generation of three-dimensional unstruc-
tured grids by the advancing front method. Int J Numer Method
Fluids 1988;8(10):1135–49.
13. Chan WM, Steger JL. Enhancements of a three-dimensional
hyperbolic grid generation scheme. Appl Math Comput
1992;51(2):181–205.
14. Matsuno K. High-order upwind method for hyperbolic grid
generation. Comput Fluids 1999;28(7):825–51.
15. Kannan R, Wang ZJ. Overset adaptive Cartesian/prism grid
method for stationary and moving-boundary ﬂow problems.
AIAA J 2007;45(7):1774–8.
16. Fedorenko R. The speed of convergence of one iterative process.
USSR Comput Math Math Phys 1964;4(3):227–35.
17. Brandt A. Multi-level adaptive solutions to boundary value
problems. Math Comput 1977;31(138):333–90.
18. South JJC, Brandt A. Application of a multi-level grid method to
transonic ﬂow calculations. In: Adamson Jr TC, Platzer MF,
editors. Transonic ﬂow problems in turbomachinery. Washing-
ton: Hemisphere; 1977. p. 180–207.
19. Jameson A. Acceleration of transonic potential ﬂow calculations
on arbitrary meshes by the multiple grid method. In: Proceedings
of the AIAA fourth computational ﬂuid dynamics conference.Vir-
ginia: Williamsburg; 1979. p. 122–46.
20. Smith WA, Multigrid solutions of transonic ﬂow on unstructured
grids. In: Baysal O, editor. Recent advances and applications in
computational ﬂuid dynamics. In: Proceedings of the ASME winter
annual meeting, 1990. p. 93–103.
21. Lallemand M, Steve H, Dervieux A. Unstructured multigridding
by volume agglomeration: current status. Comput Fluids
1992;21(3):397–433.
22. Venkatakrishnan V, Mavriplis D. Agglomeration multigrid for the
three-dimensional Euler equations. AIAA J 1995;33(4):633–40.
23. Mavriplis DJ. Unstructured grid techniques. Annu Rev Fluid Mech
1997;29(1):473–514.
24. Mavriplis DJ. Viscous ﬂow analysis using a parallel unstructured
multigrid solver. AIAA J 2000;38(11):2067–76.
25. Daniel G, Sreenivas K. Parallel FAS multigrid for arbitrary Mach
number, high Reynolds number unstructured ﬂow solver. AIAA
Paper 2006-2821; 2006.
26. Nishikawa H, Diskin B. Critical study of agglomerated multigrid
methods for diffusion. AIAA J 2010;48(4):839–47.
27. James L, Nishikawa H. A critical study of agglomerated multigrid
methods for diffusion on highly stretched grids. Comput Fluids
2011;41(1):82–93.
28. Waston DF. Computing the n-dimensional Delaunay tessellation
with application to voronoi polytopest. Comput J
1981;24(2):167–72.
29. Merry MA, Shephard MS. Automatic three-dimensional mesh
generation by the modiﬁed-Octree technique. Int J Numer Methods
Eng 1984;20(11):1965–90.30. Second AIAA CFD Drag Prediction Workshop.<http://aaac.larc.-
nasa.gov/tsab/cfdlarc/aiaa-dpw/>; June 2003.
31. Spalart PR, Allmaras SR. A one equation turbulence model for
aerodynamic ﬂows. AIAA Paper 92-0439; 1992.
32. Hellesten A. Some improvements in Menter’s j-x SST turbulence
model. AIAA Paper 98-2554; 1998.
33. Roe PL. Approximate Riemann solvers, parameter vectors, and
difference schemes. J Comput Phys 1981;43(2):357–72.
34. Venkatakrishnan V. Convergence to steady-state solutions of the
Euler equations on unstructured grids with limiters. J Comput
Phys 1995;118(1):120–30.
35. Chen RF, Wang ZJ. Fast, block lower–upper symmetric Gauss-
Seidel scheme for arbitrary grids. AIAA J 2000;38(12):2238–45.
36. Zhang LP, Wang ZJ. A block LU-SGS implicit dual time-stepping
algorithm for hybrid dynamic meshes. Comput Fluids
2004;33(7):891–916.
37. Gropp W, Lusk E, Skjellum A. Using MPI: portable parallel
programming with the message-passing interface. Cambridge, MA:
MIT Press; 1994.
38. Karypis G, Kumar V. METIS: a software package for partitioning
unstructured graphs, partitioning meshes, and computing ﬁll-reduc-
ing orderings of sparse matrices, Version 4.0, University of
Minnesota, Department of Computer Science; September 1998.
39. Spaid FW, Lynch FT. High Reynolds number multi-element airfoil
ﬂowﬁeld measurements. AIAA Paper 96-0682; 1996.
40. Schmitt V, Charpin F. Pressure distributions on the ONERA-M6-
Wing at transonic Mach numbers, experimental data base for
computer program assessment. Report of the Fluid Dynamics Panel
Working Group 04, AGARD AR-138; May 1979.
41. Mavriplis DJ. Drag prediction of DLR-F6 using the turbulent
Navier-Stokes calculations with multigrid. AIAA Paper 2004-397;
2004.
42. Lee-Rausch EM, Mavriplis DJ. Transonic drag prediction on a
DLR-F6 transport conﬁguration using unstructured solvers. AIAA
Paper 2004-554; 2004.
43. Sclafani AJ, Dehaan MA. OVERFLOW drag prediction for the
DLR-F6 transport conﬁguration: a DPW-II case study. AIAA
Paper 2004-393; 2004.
44. Yamamoto K, Ochi A. CFD sensitivity of drag prediction on DLR-
F6 conﬁguration by structured method and unstructured method.
AIAA Paper 2004-398; 2004.
45. Laﬂin KR, Brodersen O. Summary of data from the second AIAA
CFD drag prediction workshop. AIAA Paper 2004-0555; 2004.
Zhang Laiping received B.S. degree from University of Science and
Technology of China in 1990, and M.S. and Ph.D. degrees from China
Aerodynamics Research and Development Center in 1993 and 1997
respectively. His main research interests include hybrid grid generation
techniques, numerical methods, ﬂow mechanism and CFD
applications.
Zhao Zhong is a Ph.D. student at graduate school of China Aerody-
namics Research and Development Center. He received his B.S. degree
from Xi’an Jiaotong University in 2008. His area of research includes
grid generation techniques and CFD applications.
