The instrumental distortions due to adjustable parameters of the SR250 boxcar integrator/averager system and a pulsed-laser luminescence spectrometer on the excited-state lifetime decay waveforms were investigated. A theoretical model which takes into account the exponential moving average for this instrument and also RC distortion on the time-dependent luminescence signal is presented. An analytical expression relating the sample's excited-state lifetime and the adjustable instrumental parameters such as laser repetition rate, gate scan time, gate width, scan width, number of samples averaged, and RC time constants from cables, termination, and other coupled instruments was obtained. Computer simulation using this expression was performed, and the good agreement found between the simulated and the experimental decay curves showed that the proposed mathematical equation can be applied to the optimization of instrumental parameters as well as in least-squares data reduction methods for luminescence kinetics measurements.
INTRODUCTION
Boxcar integrators and averagers have been widely used to recover signals entirely buried in noise. The basic requirements for this approach are that the signal must be repeatable and the reference trigger must accompany the signal source. This signal-to-noise enhancement technique is often identified as signal averaging because, as one averages many noisy samples of a signal, the average will converge to the mean value of the signal, and the noise, being random, will average to zero.
Operation of the boxcar integrator and averager as a processing unit for pulsed signals requires the specification of a gate width and a delay time (fixed or variable) after the reference trigger is received. The variable gate delay time operation mode can be employed to record the entire waveform of a lifetime decay curve in luminescence kinetic measurements. The extraction of a sample's decay time can be performed by data reduction methods; for an accurate lifetime measurement, the experimental decay curves must be obtained with a maximization of the signal-to-noise ratios by using large RC time constants on the instrument, while the distortions (and consequent losses in accuracy) must be minimized or kept within acceptable limits. The signal-to-noise enhancement feature of the boxcar integrator/averager, 1-3 linear instrumental distortions, 4,5 and data reduction methods ~-7 have been widely studied by several authors; for more information about these subjects, we direct the reader to the recommended literature.
During the last years, our laboratory has made a great effort to optimize the adjustable parameters of the SR250 Received boxcar integrator/averager, the SR200 gate scanner, and the SR235 analog processor system for obtaining undistorted photoluminescence decay curves. The goal of this work was to deduce useful mathematical expression relating the excited-state lifetime of a luminescent sample and the adjustable parameters of a pulsed-laser luminescence spectrometer coupled to a boxcar-based detection system. Therefore, it was not our purpose to do a thorough study of the signal-to-noise ratio related to the decay curves but to get the most accurate and undistorted waveforms. From this viewpoint, the results reported in this paper involve the proposition of a theoretical model that accounts for the exponential moving average process for that boxcar. An analytical expression relating the sample's excited-state lifetime and the adjustable instrumental parameters (such as laser repetition rate, gate scan time, gate width, number of samples averaged, internal RC time constants from cables, termination, etc. and the external time constants of other coupled instruments) is presented. Finally, this expression is used in computer simulations of the decay curves, and the results are compared and discussed with respect to the experimental results.
EXPERIMENTAL
The decay waveforms were obtained with the following instruments: A 10-ns-FWHM Lambda-Physik laser (Model EMG 102MSC) filled with 60 mbar of nitrogen/ 940 mbar of helium and operated at 21 kV was used as the excitation source. A Jarrell-Ash Model 82-405 (1Ameter focal length) emission monochromator with 25-~m entrance/exit bayonet slits and a GG375 Schott color filter glass to block the scattered laser light was placed at 90 ° to the excitation light beam. A 2.2-ns-rise-time, side-on Hamamatsu photomultiplier tube (Model R928), operated at 570 V from a well-regulated power supply, and a photodiode were employed for luminescence detection and for triggering, respectively. The time-dependent emission signal was acquired by a SR250 gated boxcar integrator/averager coupled to both the SR200 gate scanner and the SR235 analog processor modules from Stanford Research Systems. A two-channel Nicolet digital oscilloscope (Model 2090III-A) was used to achieve signal optimization and to check the decay time scale. The decay curves were recorded on an ECB X-Y recorder, Model RB400.
Powder p.a. uranyl nitrate hexahydrate from J. T. Baker placed in a Wilmad clear fused-quartz sample tube was used as a luminescent sample to get the experimental lifetime decay curves.
A BASIC program to run on an IBM-PC compatible microcomputer was developed for computer simulations and is available upon request.
RESULTS AND DISCUSSION
Theoretical Considerations. The instrumental parameters investigated in this work are defined in Table I , and the following assumptions are made in the theoretical model throughout this paper:
1. The excitation pulse is assumed to be a delta function, due to the short laser pulse width in comparison to the sample's excited-state lifetime; 2. The laser repetition period is greater than the excitedstate lifetime (1If >> r). Thus, the luminescence emission intensity approaches zero volts at t d > 5r; 3. The time-dependent luminescence signal is distorted by RC time constants from cables, load resistor, etc., before the detection by the boxcar module. The RC modified signal at the input of this module can be given by: 5
where V~ is the instantaneous signal voltage at the gate delay time td, assuming RC < r; 4. The SR200 gate scanner module continuously scans the sampling gate, independently of the N samples selected for averaging on the SR250 gated integrator2 Therefore, the number of gate positions through the S W interval where the signal is measured by the gated integrator is given by the product [. ST. As a result, the gate moves by Ate = SW/(f.ST) delay time increments even during the effective time (N/f) for the averaging process; 5. The averaging process over many triggers is given by an exponential moving average, 8,9 which can be described by the following convolution integral:
where n is the nth trigger, V(x) is the trigger-dependent voltage, and N > 0. The number of samples (N) over which averaging takes place is treated as a time constant, similar to the time constant in an RC cir-cuit2 Figure 1 shows the signal response in both the real time scale (t) and the delay time scale (td) based on this theoretical model. Thus, the following expressions can be achieved:
where n ranges from zero to f.ST.
For obtaining an equation relating the instrumental parameters and the sample's lifetime, the following mathematical treatment is necessary: 
3. The Vav averaged output response can be later distorted by any time constant (TC) external to the boxcar module, such as the argument filter (AF) from the analog processor, that arising from the X-Y recorder, etc. The TC effect over the averaged output voltage can be evaluated by the following convolution integral:
where Vrec is the recorded output voltage in the X-Y recorder as a function of the real time scale t. By changing the variable td to t in Eq. 4 and then solving Eq. 5, we can obtain the following expression in the delay time scale:
where 
and V~ is the recorded luminescence decay waveform in the delay time scale. Equation 6 includes the sample's excited-state lifetime (r) and all the adjustable instrumental parameters (RC, tg, f, ST, SW, N, and TC) and shows that the distortions come from the interdependence of these parameters, as
given by the pre-exponential factors and mainly by the last three exponential terms. This mathematical expression was used in computer simulations described in the next part of this paper.
Test of the Theoretical Model. In order to test Eq. 6, the passive high-pass filter supplied with this boxcar system was used as an exponential signal generator at the signal input of the gated integrator. This filter was excited by the busy output at a given repetition rate determined by the internal rate generator of the boxcar module, as shown in Fig. 2 . The decay curves generated by this filter were appropriate for a quantitative and cleaner comparison with the computer simulated ones, eliminating noise that could be present when a pulsed laser and the detection system are employed in an actual experiment. Linear least-squares analysis on semilogarithmic (semilog) plots of the signal intensity (in volts) vs. gate delay time showed that the filter's decay signal is a pure exponential, V(td) = Vo'exp(-tJrf), with Vo = 1.87 V, vl = 0.854 #s, and a coefficient of correlation = -0.9999.
The distortions introduced by the instrumental parameters on the high-pass filter's decay curves were investigated by setting the boxcar module to a delay scale of 1 #s, signal sensitivity to 1 V/0.5 V, and dc coupling. The gate scanner module was set to scan a delay multiplier from 0 to 2.9, thus yielding SW = 2.90 ~s. The analog processor module was set to Argument-x = A, Function = x, Output Gain = 1; and the X-Y recorder to 0.5 and 0.2 V/cm for the x-axis and y-axis, respectively. The internal trigger rate adjustment was previously calibrated by using an oscilloscope. A baseline adjustment 
SR2501
SR23 5 was performed through the input offset pot, by holding the sampling gate over 10 #s, where the signal intensity is zero volts. This baseline adjustment was carefully repeated before the recording of each waveform. Initially, the experiments were run by recording a decay curve with minimum instrumental distortion (curves labeled A in Figs. 3, 4 and 5), setting the following parameters (initial settings): N = 1, f = 30.6 Hz, ST = 100 s, tg = 30 ns, and AF = 0.3 ms. Then, one of these parameters was systematically changed while the remaining were kept fixed. To establish compatibility between the experiments and the developed theoretical model, we immediately reset the exponential moving average before recording each curve. The obtained waveforms are shown as heavy lines in Figs. 3 to 6. In all these experiments, there was a good reproducibility of the curves obtained under the initial settings, a consequence of the high stability of the signal at the input of the boxcar module. Equation 6 could not be directly applied to computer simulations in this kind of experiment because the RC time constant from cables has no more meaning. Therefore, assuming RC -~ 0 and r = T I in this equation, the following expression can be obtained:
td/(SW" TC)]} (7) . 
_. 2.o-A
This expression was used for high-pass filter decay curve computer simulations, by evaluating V~ec(td) on 0 to SW delay time interval at At, = SW/(f.ST) increments, as the boxcar's module operation. The simulated curves were obtained by using r = 0.854 ~s, V0 = 1.87 V, and TC = AF, holding the remaining parameters identical to those used for obtaining the corresponding experimental curves. In all simulations, the X-Y recorder's time constant was neglected, by assuming TC = AF. The simulated waveforms are shown as broken lines in Figs. 3 to 6. There:is a good agreement between the experimental and the corresponding simulated curves, showing that the theoretical model successfully describes the instrumental parameter effects on the shape of the recorded decay curves. Therefore, Eq. 6 (or sometimes Eq. 7, if RC << r) can be used for the optimization of the equipment in actual luminescence kinetic experiments.
In order to investigate the way the parameters can be optimized to obtain a decay curve under low instrumental distortion and to minimize errors in the determination of r from semilog plots, it is important to define the following Z factors: 4,5
where ZRc, ZN, and Zrc must be less than 1. These factors relate the three time constants derived from the theoretical model with the sample's decay time r to be measured. ZRC is defined for the time constant RC coming from cables and termination at the signal input of the boxcar module, ZN is defined for the expo-
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Volume 46, Number 5, 1992 The deviation from a pure exponential decay V(td) = Vo'exp(--td/r t) in Eq. 7 depends on the F} v and Ff c preexponential factors as well as on the corresponding exponential terms. The first control the magnitude of the distortion due to N or TC parameters, while the latter determine the temporal range where the distortion effect can be sensed. Found in Table II are the pre-exponential and the Z factors calculated for some experimental curves. The importance of the Z factors can be seen in the case of the decay curves obtained under the initial settings of the instrumentation. The data in Table II show that these curves have F s = 0.98 and F} v = 0.99, indicating that the magnitude of the distortion due to the N parameter is close to the signal. If this single result is analyzed, a big distortion coming from the N parameter is expected for the decay curve. However, linear leastsquares analysis of the experimental decay curve shows single exponential behavior. This apparent conflict can be explained by the small value of ZN; i.e., the distortion is present only from zero to td ~ IO'N'SW/(f'ST) ~. 10 ns. Therefore, pure exponential behavior, VIrec(td) = 0.98" Vo'exp(--td/rr), is expected after 10 ns for the decay curves obtained under the initial settings. For this case, the decay time rf can be achieved with high accuracy, but V(t, -~ 0), obtained through the linear coefficient of semilog plots, is only 98% from the original value, V 0. This is an example of the usefulness of Eq. 6 for the optimization of the instrumental parameters in luminescence kinetic measurements. The following discussions are supported by the relative magnitude of these Z factors.
The TC Effect. The effects due to time constants external to the boxcar module are shown in Fig. 3 . Curves B-D illustrate the distortions arising from a systematic increase of the argument filter (AF) in the analog processor module. The good agreement between the experimental and simulated curves shows that the X-Y recorder's time constant can be neglected, and this was done by assuming TC = AF in the simulations. The very small values of F~ and ZN, in comparison to Ff c and Zrc, in Table II , show that the observed distortions are due only to the TC parameter. In the case of the decay curve obtained under ZTc = 0.03, the decay time can be extracted with an error less than 1%, while an error as big as 22 % is included if the curve obtained under Zrc = 0.34 is used for this purpose.
The N Effect. The effect caused by the time constant of the boxcar's averaging circuit is shown in Fig. 4 . The distortion due to an increase in the number of samples (N) for averaging is given by curves B-D. As can be seen, there is a good agreement between the experimental and the simulated waveforms. The very small values of FTc and Zrc to F~ and ZN, in Table II , show that the observed distortions are due only to the N parameter. For the waveform obtained under Zrc = 0.03, the decay time can be calculated with an error less than 1%, while an error as big as 22 % is included if the curve obtained under Zrc = 0.33 is used for this purpose.
The tg Effect. This effect was investigated by increasing the sampling gate width (tg), as shown in Fig. 5 , and a good agreement is found between the experimental and simulated decay curves. The very small values of FT c and ZTC in comparison to F~ and ZN, in Table II , show that no distortion is introduced by the TC parameter. The magnitude of both the distortion introduced by the N parameter and the signal is similar because F s ~ F~. However, due to the small value of the ZN factor, curves B-D have single exponential behavior, Vfec(td) = Vo'F s" exp(-tJrf), after t d ~" IO.N.SW/(f.ST) ~ 10us, similar to the curve obtained under the initial settings (curve A). Therefore, the increase in the sampling gate width modifies mainly the magnitude of the F s factor while keeping unchangeable the original exponential behavior of curves B-D, with only an attenuation on the waveform's intensity being observed. Thus, the decay time can be extracted from each of these curves with good accuracy (error less than 1% ), giving the same value rf = 0.854 its as for curve A.
The f.ST Effect. The trigger repetition rate and the gate scan time parameters were investigated in this experiment by setting N = 100, as shown in Fig. 6 . For N < 100, the resulting distortions were too small to be clearly observed. The curves A-C illustrate the distortions arising from a systematic decrease in the ST parameter, while curves C and D show the decrease in the [ parameter. A good agreement is found between the experimental and simulated decay curves. The very small values of F~ c and ZTC in comparison to F} v and ZN, in Table II , show that f.ST has a stronger effect on the exponential moving average process (determined by ZN) than on the recording one (determined by Zvc). The ST parameter is included in either the ZN = [N.SW/(f. ST)]/r and Zrc = [TC'SW/(ST + SW)]/r term. In these experiments, TC was kept too small (TC = AF = 0.3 ms) compared to N/f, and thus ZN becomes more important than Zrc. Therefore, the ST parameter has a stronger effect on the averaging time constant than on external time constants. The errors involved in the decay time extracted from curves obtained under ZN = 0.11 and 0.37 are ~2.5% and ~28%, respectively. The waveform obtained under ZN = 1.63 is strongly distorted by the exponential moving average process, and the signal follows the decay of the averaging circuit's time constant.
Optimization of the Adjustable Parameters. Supported by the previous discussions, Eq. 6 can be applied to actual luminescence kinetic measurements. Thus, the optimization of the instrumental parameters should be directed to get ZRc, ZN, and Zrc values less than 0.2 and 0.1, in order to obtain r with error less than 10% and 3%, respectively. To do this, all the following relationships should be satisfied: to obtain less than 3 % error in r. These relationships clearly show the proportionality between three scales assumed in this proposed model-the gate delay time scale (td), the number of samples scale (n), and the real-time scale (t)--and they are very useful for estimation of the best values for RC, N, and TC parameters. Sometimes it may happen that both the lifetime and the quantum yield of a sample are too small to allow these adjustments to be accomplished. In these cases, there is a considerable distortion of the waveforms, and then Eq. 6 can be successfully employed to minimize errors in lifetime measurements using data reduction methods. Finally, it should be emphasized that this equation cannot be applied when ZRc, ZN, or Zrc is mathematically equal to 1.
Luminescence Kinetic Measurements. The uranyl nitrate hexahydrate was used for actual luminescence kinetic experiments. The lifetime decay curves of this sample were obtained at room temperature by using the instrument schematized in Fig. 7 . The emission wavelength in the monochromator was positioned at 508 nm and the boxcar module was set to a delay scale = 100 ~s, signal sensitivity = 1 V/20 mV, and dc coupling. The signal output was terminated into 10 k~, and the module was externally triggered by the laser beam used as the excitation source. The gate scanner module was set to scan a delay multiplier from 0 to 10, thus yielding SW = 1 ms. The analog processor module was set to Argument-x = A, Function = x, Output Gain = 1, and the X-Y recorder to 0.5 and 0.2 V/cm for the x-axis and toring the intensity of the luminescence signal for a long period (~ 15 min). The observed variation in the emission intensity was within 1.59 to 1.71 V, and we could estimate a fluctuation of _+ 4 % for the laser intensity, in agreement with _+4% variation observed for V0. Thus, this result shows that in our experiments the long-term laser intensity fluctuations can introduce a _+ 7 % error in r determination, even under optimized instrumental conditions. The luminescence decay curves obtained for this sample at different instrumental settings are shown as heavy lines in Fig. 8 . The simulated curves, shown as broken lines in this figure, were calculated by using Eq. 6 with RC = 1.89 ~s, r = 563 #s, and V0 = 1.66 V for curves A and C, and RC = 1.89 ~s, r = 509 ~s, and Vo = 1.75 V for curve B. The ~ and V0 values employed for simulations were those extracted from a decay curve obtained under optimized instrumental conditions, immediately before the recording of curves A, B, or C in Fig. 8 . The RC time constant of cables and termination was obtained by recording the luminescence decay curve of Rhodamine 6G. This dye has a lifetime of several nanoseconds, and, for our purposes, its fluorescence can be considered to decay with the RC time constant from cables and termination.
The simulated waveforms in Fig. 8 were calculated through Eq. 6, and therefore they illustrate the behavior of a decay curve obtained under constant excitation conditions. Curves A and C show a very low ZN value (6 × 10 -4) and ZTC equal to 0.02 and 0.2, respectively. Thus, the deviation from the original single exponential behavior is only due to the increase of AF time constant from 1 s to 10 s. Curve B in this figure shows ZN = 0.06 and a very low ZTC value (6 × 10-5), indicating a distortion due to the averaging process. A comparison between each experimental curve and its corresponding simulated one in that figure shows general good agreement. However, one can detect a small variable difference between their amplitudes that can be explained by the estimated _+4% fluctuation in the laser intensity and the T and Vo values used in simulations, as mentioned earlier. According to the proposed theoretical model, laser intensity fluctuations could be minimized or smoothed by increasing the time constants N.SW/(f.ST) and TC.SW/(ST + SW), in order to average the signal intensity on several triggers. However, this increase can introduce unwanted instrumental distortions on the recorded decay curves, unless the optimization is conducted by Eq. 6. An even better way to reduce the fluctuations, which we could not realize, can be achieved by normalizing the fluorescence signal to laser intensity. In this case, a second boxcar module is employed to integrate the output of an energy meter. Normalization is then achieved by coupling the output of this boxcar to the channel-B input in the analog processor, and setting Argument-x = 10. A/B. Finally, the gate width effect was investigated by increasing the sampling gate width (tg) and holding the remaining instrumental parameters under that optimized condition. We have found that the exponential behavior is unchangeable, and only a slight attenuation of the intensity was observed. This can be explained by the small value of tg in comparison to ~, thus allowing a change only from 1.00 to 0.986 in the pre-exponential F s factor when tg is increased from 30 ns to full scale (15 us), respectively.
C O N C L U S I O N S
The use of a boxcar-based system for obtaining luminescence kinetic measurements has revealed that optimization of instrumental parameters is very important when one wishes to obtain a decay lifetime through a simple semilog plot. As can be seen from this paper, strong RC time constant distortions are introduced on the luminescence decay curve if no attempt is made to optimize the instrumentation. The theoretical model proposed in this paper, and mathematically represented by Eq. 6, can successfully describe the RC distortion effects coming from inappropriate instrumental settings. Basically, three sources of RC distortions are present in this instrument: the first one is due to cables, termination, and photomultiplier load resistor (RC parameter); the second is due to time constants external to the boxcar module (AF and TC parameters), and the third one comes from the boxcar module. The latter is due to the lack of synchronism between the boxcar integrator/averager and the gate scanner modules: the gate continuously scans while data are being taken, independently of the number of samples averaged, s In this way, the distortions arising from this module are due to the exponential moving average process and the product f.ST, which gives the number of gate positions in the SW delay time interval where the signal is measured by the gated integrator. Finally, no distortion is introduced by the increase of the gate width, which causes only an attenuation on the intensity of the decay curve. Equation 6 successfully describes the strong interdependence of the adjustable instrumental parameters on the lifetime decay curves. This is a useful mathematical expression since one can find in advance the best settings for the parameters and, in this way, minimize distortions on the luminescence decay curve to be obtained in similar experiments. Furthermore, Eq. 6 can also be employed in mathematical reduction techniques 5-7 in order to extract r and Vo parameters when a decay curve is obtained under strong instrumental distortion.
