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ANTECEDENTES                        xi
Antecedentes
La  teoría  de  los  polinomios  ortogonales  es  de  creciente  interés  para  físicos,
ingenieros  y  matemáticos,  ya  que  constituye  uno  de  los  casos  más  simples  de
sistemas  ortogonales,  con  importantes  repercusiones  en  teoría  de  representación
de  grupos  cuánticos,  entropía  de  información,  teoría  de  códigos,  combinatoria,
teoría  de  predicción  lineal  de  series  temporales,  análisis  armónico  y  teoría  de
aproximación,  entre  otros.
Una  aplicación,  de  las más  interesantes,  es  sobre  las condiciones  de convergen
cia  del desarrollo  de  Fourier  de una  función  f  dada  en términos  de  una  sucesión
de  polinomios  ortogonales.
También  aparecen  éstos  en  el contexto  de  la  aproximación  racional.  Dada  una
función  holomorfa  en  un  dominio  del  plano  complejo,  la  intentamos  aproximar
por  una  sucesión  de  funciones  racionales,  esto  es,  fracciones  donde  el numerador
y  el  denominador  son  polinomios.
Históricamente  este  tipo  de  aproximación  tiene  su  origen  en  el  desarrollo  en
fracciones  continuas  de  números  reales.  Por  ejemplo  Euler  expresó  el  número
trascendente  e en  la  forma
e=2+            1
1+         1
2+       1
1+       1
1+
4+...
Objetivos  de la  aproximación  racional  son  la  modelización  del tipo  de  singula
ridades  de la función  dada,  la  construcción  explícita  de prolongaciones  analíticas,
la  aproximación  en  dominios  más  amplios  y,  por  último,  mejorar  resultados  de
convergencia  (aceleración).
Cuando  estos  aproximantes  racionales  se  construyen  con  polos  libres  aparece
la  noción  de  aproximante  de Padé.  Se demuestra  que  los denominadores  de éstos
(los  denotamos  por  Q)  constituyen  una  familia  ortogonal  respecto  a  un producto
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escalar  de  tipo  no  hermitiano,  de  tal  manera  que  vienen  definidos  por
fQn(z)z”a(z)dz=O  ‘=O,...,n—l,
donde  ‘y representa  una  curva  cerrada  de  Jordan,  frontera  de  un  entorno  del
punto  del  infinito,  y  a  es  una  función  holomorfa  en este  entorno.
Es,  pues,  importante  para  resolver los problemas  anteriores,  conocer  el compor
tamiento  asintótico  de estas  familias  de  polinomios  ortogonales.
Otro  tipo  de ortogonalidad  es la  hermitiana,  y aquí  los polinomios  ortogonales
surgen  como  solución  al  problema  extremal
f  IQ()I2p()IdI = Ti  f IT()I2P()IdeI,
donde  1’ es  un  arco  o  curva  de  Jordan,  p()    O, es  una  función  peso  y  dI
representa  el  elemento  diferencial  de longitud  del  arco.
El  polinomio  extremal  verifica la  siguiente  relación
fQn(P()Id0  u=O,...,n-1.
Los  primeros  resultados  sobre  comportamiento  asintótico  fueron  obtenidos  por
Bernstein  y  G.  Szeg6  (véase  [75]).  Estos  autores  consideran  polinomios  ortogo
nales  mónicos,  esto  es,  con  coeficiente  conductor  unidad,  en  la  circunferencia
unidad
J  q5(e°)dv(O)=O,  k=O,...,n—1,
o
respecto  a medidas  dv cuya  parte  absolutamente  continua  p(6)dO satisface  (condi
ción  de  Szegí%)
2ir/  lnp(9)d9>  —00,
Jo
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en  particular  también  verifican que p>  O a.e.  Esta  condición  puede  ser enunciada
de  forma  equivalente
In(0)I2  <
Para  este  tipo  de  medidas  (que  denominamos  de  la  clase  de  Szegf3), podemos
definir  la  siguiente  función
D(z)  =  exp  { -  f21  :-ln(O)dO}
llamada  función  de Szegó  que  verifica
a)  D(z) E H2
b)  D(e°)  =  limr.+l— D(re°)  existe  a.e.  y  D(e°)I2  =i(9)
c)  D(z) O,  zI  < 1,D(O) >0
De  la  teoría  desarrollada  por  Szeg6 en  [75] son de particular  importancia  para
nosotros  los siguientes  resultados  relativos  a la  asintótica  fuerte  para  {4}  (véase
[75],  Teoremas  12.1.2 y  12.1.4)
a)  Enlaregión{zEC:zI>1}
D(0)f  [1 +  o(1)].                (0.1)
D  (1 /z)
Este  límite  se  verifica  uniformemente  en compactos  de esta  región.
b)  Enelsoportedelamedida
4(e1  ) =  _______e”  + o(1)
D(e  )
donde  o(1)  es  entendido  en el  sentido  de  convergencia  en
Además,  el  que  la  medida  dv  satisfaga  la  condición  de  Szegó es  equivalente  a
que  los  polinomios  no  son  densos  en  L.  Si  denotamos  por  H  la  clausura  de
este  conjunto  en  L,  podemos  caracterizarlo  como funciones  integrables  respecto
a  dv  que  son valores frontera  de funciones  holomorfas  en  el círculo  unidad,  (véase
[34,  58]).
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Estos  resultados  de comportamiento  asintótico  en la circunferencia  unidad  han
sido  generalizados  por H.  Widom,  [76] a  curvas  del plano  complejo.  La condición
de  Szeg6 tomaría  la  forma
f1np(e)I’(e)IIdI  >  —
donde   es la aplicación  conforme  que lleva el exterior  de la  curva  U en el exterior
de  la  circunferencia  unidad.
Otro  hecho  a  destacar  y  que  aparece  en  la  literatura,  [27,  75] es  la  relación
entre  los  polinomios  ortogonales  en  la  circunferencia  unidad  y  los  ortogonales
en  un  intervalo  acotado  de  la  recta  real.  A  partir  esta  relación  obtenemos  el
comportamiento  asintótico  de los segundos  en  función  de  los primeros.
Posteriormente  se  han  conseguido  ciertas  extensiones  de  los resultados  ante
riormente  expuestos.  En  [68, 69], E.  Rakhmanov  obtuvo  para  medidas  dv  en la
circunferencia  unidad,  una  condición  suficiente  u’ >  0,  de  forma  que
hm                        (0.2)
q5(z)
se  cumpla,  uniformemente  en compactos  de la  región  {z  E C:  Izi >  1}.
P.  Nevai  [56] da  una  condición  necesaria  y suficiente  sobre  los  coeficientes  de
reflexión  {ç5 (0) }
iimq(0)=O                         (0.3)
de  manera  que  (0.2)  se  verifique,  uniformemente  en  compactos  de  la  región
{z  E C:  Izi   1}.  A la  clase  de medidas  dv  cuya  sucesión  {}fl>  de  polinomios
ortogonales  mónicos  verifica  (0.3)  la  vamos  a  denotar  por  1/  (clase  de  Nevai).
Estos  resultados  también  son  llevados  a  intervalos  acotados  de  la  recta  real.
Un  problema  abierto  es  extender  este  tipo  de resultados  a  curvas  arbitrarias  del
plano  complejo.  La  dificultad  estriba  en  que  todavía  no  se  ha  encontrado  una
demostración  de  (0.2)  que  no  dependa  estrechamente  del  hecho  de  ser  z’  =  1
sobre  la  circunferencia  unidad.
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Otra  forma  de  interpretar  (0.1),  siguiendo  la  natación  anterior,  es  como
,2(z)    D(0)
lim      =     —,  lnpEL,
z’     D(1/z)
donde  {z’}>o  es la  sucesión  de  polinomios  ortogonales  mónicos  asociados  a  la
medida  de  Lebesgue  en  la  circunferencia  unidad.
Una  posible  extensión  del resultado  anterior  es
hm  çb(hdv,z)  =  Dh(0)     lnh EL’
n-+co  (dv,z)    Dh(l/)  ‘
donde  {(hdi,  z)}  y  {di’,  z)}  denotan  la  sucesión  de  polinomios  ortogonales
mónicos  con respecto  a las  medidas  hdu  y du,  respectivamente.  Se han  obtenido
resultados  parciales,  imponiendo  restricciones  a  la  función  h  [52, 53].
El  caso  de  intervalos  no  acotados  en  la  recta  real  también  ha  sido  estudiado
[39,  70].  Se  introduce  un  cambio  de  variable  para  considerar  el  problema  en  el
círculo  y  aparecen  medidas  complejas  y  variantes.  Recientemente,  esta  técnica
ha  servido  para  extender  los  resultados  de  Rakhmanov  en  la  circunferencia  a  un
arco  de ella,  [12]. En  este  trabajo  se propone  como extensión  de la clase  de Nevai,
la  clase  de los  polinomios  cuyos  coeficientes  de reflexión  verifican
hm  I(0)I  =  a,   hm  +(O)  =  b,                (0.4)
n—+            n—4ø0 q(0)
donde  a  € (0, 1].  Bajo  condiciones  más  restrictivas
limq(0)=a  0<Ia<1
n—
ha  sido  determinado  el  soporte  de  la  medida  asociada  a  esta  sucesión  de  poli
nomios  (véase  [28, Teoremas  6 y  10]).  Concretamente,  si
I(0)—cI  —O(r’)r<  1
entonces  el soporte  de la medida  asociada  consiste  en  un arco  y de la  circunferen
cia  unidad  y un  número  finito  de puntos  de masa,  (véase  [63, 64] y  [65, Teoremas
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4.1  y  4.2]).  Posteriormente,  en  [8] se  ha  probado  la  equivalencia  de  (0.4)  y  el
siguiente  comportamiento  asintótico  relativo
hm        = [(z + b) +  J-b)+4zba2]
hm
n-+  k+1
donde  la convergencia  es uniforme en cada subconjunto  compacto  de C  supp  u,  la
determinación  de la raíz es tal  que  =  1 y el conjunto  de puntos  de acumulación
de  supp u  es  un  arco  de  la  circunferencia  unidad.  En  [8] también  se  generaliza
este  tipo  de  resultado  a  medidas  cuyo conjunto  de  puntos  de  acumulación  de  su
soporte  lo  constituyen  una  unión  de arcos de  la  circunferencia  unidad.
Aportaciones  y  Estructuración
En  esta  Tesis  vamos  a  estudiar  el  comportamiento  asintótico  de  sucesiones
ortogonales  respecto  a generalizaciones  de los productos  escalares  antes  descritos.
•  Estos  nuevos productos  escalares  son los llamados  productos  escalares  de Sobolev.
Podemos  distinguir  entre
•  Caso  Sobolev  continuo
=  L f(z)g(z)dao(z)
+  f  f’(z)g’(z)dai(z)  +  ...  +  f  f(m)(z)g(m)(z)da(z)
donde  da0,.  .  .  ,  dam  son medidas  positivas  de soporte  infinito  y ‘yo,.  .  ,  ‘Ym
son  curvas  frontera  de un  entorno  del  punto  del  infinito,  o bien.
=
+  f f’()gp1()IdI  +  + Jm  f(m)((m)pm(d,
donde  Po,  .  .  ,  f3  son  funciones  de  peso  absolutamente  continuas  de  so
porte  infinito  y  Fo,.  .  .  ,  rm son curvas  o  arcos de  Jordan.
•  Caso  Sobolev  discreto
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(f, g) =  f f(z)g(z)a(z)dz  + f(Z)Ag(Z)T,
o  bien,
(f,g)  =  f f(Tp()IdeI  +f(Z)Ag(Z)H,
donde
f(Z)  =  (f(zi),. .  ,f(”(zi),.  ,f(Zm),..  ,f(tm)(Zm))
g(Z) =  (g(zi),...  ,g(Zm),.   g(lm)(Zm)).
Durante  los diez últimos  años se ha asistido  a un  notable  desarrollo  de la  teoría
de  polinomios  ortogonales  respecto  a  dichos  modelos  de  productos  escalares  no
estándar.  Unas  adecuadas  visiones  de  conjunto  son  [41] y  [54].
En  el  primero  de  ellos,  se  presenta  el  estado  del  arte  hasta  1991 y  se  hace  un
especial  énfasis en el caso discreto  con medida  a  soportada  en la recta  real.  En esa
dirección  se  han  analizado  relaciones  de recurrencia  de orden  superior  a  tres,  que
satisfacen  los correspondientes  polinomios  ortogonales  así como  representaciones
de  los  mismos  en  función  de  los  polinomios  estándar  ortogonales  respecto  a  la
medida  a.  Básicamente,  satisfacen  propiedades  de cuasi-ortogonalidad  lo que  se
traduce  en  resultados  relativos  a  la  distribución  de  los  ceros.  Esta  distribución
está  ligada  a  la  localización  de los  puntos  de masa  aunque,  salvo en  un  número
prefijado,  para  cada  ri estos  ceros se encuentran  en el soporte  de la medida  (véase
[1,  2,  67]).  Asímismo,  se  ha  analizado  el  comportamiento  asintótico  relativo  de
dichos  polinomios  respecto  a los estándar,  en un  caso de partida  con una  sóla masa
localizada  en  el  soporte,  en  su  frontera  y  en  el  exterior,  respectivamente  ([49])
para  medidas  regulares  (también  llamadas  de  Nevai—Blumenthal)  y  extendidas
para  medidas  complejas  y varias  masas  en  [40].
Asímismo,  y  en  casos  particulares  de  medidas  de  Jacobi,  se  han  obtenido
estimaciones  de dichos polinomios en el intervalo  [—1, 1] tanto  respecto  a la norma
del  supremo  como  de  carácter  puntual  (véase  [23] y  [44] en  el  caso  Gegenbauer
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con  masas  iguales  en los extremos  del intervalo  y  [5] para  una  sóla masa  pero  en
el  caso  Jacobi  general).
En  [54] se  analiza  el  concepto  de  coherencia  en  el  caso  continuo  introducido
en  [30] desde  una  perspectiva  computacional.  De este  modo,  es posible  presentar
una  teoría  unificada  respecto  a  los diferentes  casos  existentes  en la  literatura.
El  objetivo  de esta  Memoria  consiste  en:
1.  Analizar  propiedades  asintóticas  de polinomios  ortogonales  respecto  a  pro
ductos  de Sobolev  discretos  con  tres  modelos  diferentes  de soporte:  la  recta  real,
la  circunferencia  unidad  y  arcos  o curvas  de  Jordan.  En  el  primer  caso  hemos
obtenido  resultados  novedosos relativos  a
•  Comportamiento  asintótico  de  los  polinomios  de  Sobolev  en  el  interva
lo  [—1,1] con  respecto  a  la  norma  L2(w(cosü)I sinüld0,  [—ir,ir]), donde
w(cos  8)1 sin l  satisface  la  condición  de Szeg6.
•  Comportamiento  asintótico  de  los  polinomios  ortogonales  de  Sobolev  en
los  puntos  aislados  del soporte.  Este  resultado  extiende  el obtenido  por
Nikishin  en  [57, (17), p.  2691] enun  caso  de ortogonalidad  estándar.
El  segundo  caso constituye  una  presentación  global sobre  la circunferencia  unidad
y  unifica  resultados  previos  en casos  sencillos  analizados  [15, 38].
El  tercer  caso es  una  aproximación  a  la teoría  iniciada  por  Kaliaguine  en  [31, 32],
en  el  caso hermitiano  y  que  hemos  resuelto  sin  necesidad  de  utilizar  expresiones
de  los  núcleos  a  través  de  fórmulas  de  Christoffel—Darboux que  constituyen  el
elemento  clave en  la  demostración  de la  aportación  anterior.
2.  Estudiar  el concepto  de coherencia  eel  marco  más  general posible,  estable
ciendo  cúal  es  la  idea  base  de  la  coherencia  (propiedades  relativas  a  coeficientes
de  conexión).  Asímismo se prueba  por  mi procedimiento  alternativo  un  resultado
de  A.  Martínez  [50] en  el  caso  de  la  coherencia  para  medidas  de  soporte  com
pacto  en  IR. Finalmente  se  analiza  la  coherencia  sobre  la  circunferencia  unidad
y  se obtiene  un  resultado  relativo  a  los  compañeros  coherentes  de  medidas  de
Bernstein—Szeg.
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3.  Analizar  problemas  de  ajuste  por  mínimos  cuadrados  respecto  a  normas
de  Sobolev  en  dos  casos  particulares  (medida  de  Lebesgue  y  de  Laguerre)  que
extienden,  respectivamente,  una  contribución  previa  de  E.  A.  Cohen  [16] y  re
sultados  relativos  a  intervalos  no  acotados  en  el  pionero  trabajo  de  D.  C.  Lewis
[37].  Finalmente  estudiamos  el  comportamiento  de  los  coeficientes  de  Fourier
para  funciones  definidas  en  espacios  de  Sobolev  con  ciertos  pesos  vinculados  a
medidas  clásicas.
Notación  y  Nomenclatura
Como  regla  general,  utilizaremos  {pn}  para  denotar  las  sucesiones  de  poli
nomios  ortonormales  y  {P}  cuando  nos refiramos  a  las sucesiones  de polinomios
ortogonales  mónicos  (esto  es,  P,  =  x’  +  términos  de  menor  grado).  Además  de
esto,  denotaremos  por  II,,  el  conjunto  de  polinomios  con  coeficientes  complejos,
de  grado  menor  o igual  que  u.
El  sistema  de  numeración  usado  será  el  usual,  es  decir,  numeración  Romana
para  los  capítulos  e Indo—árabe para  las secciones.  Cuando  nos  refiramos  a  las
ecuaciones,  escribiremos  siempre  su  referencia  entre  paréntesis  y  para  la  nu
meración  referente  a  Definiciones,  Teoremas,  Corolarios,  Lemas,  Proposiciones
y  Problemas  presentaremos  la  referencia  tal  cual  aparece  ella  en  el  enunciado.
Así,  si  deseamos  referirnos  a  la  ecuación  tercera  de  la  segunda  sección,  dentro
del  capítulo  III  al  cual  pertenece  esta  sección  referida,  escribiremos  (2.3).  Si nos
encontrásemos  en  otro  capítulo  nos  referiremos  a  esta  ecuación  por  (111.2.3).
Adoptaremos  el símbolo de Halmos•  para  denotar  el final  de una  demostración.
Vamos  representar  el  conjunto  de  los  números  naturales  por  N,  el  conjunto
de  los  números  enteros  por  Z,  el  conjunto  de  los  números  reales  por  IR y  el
conjunto  de  los  números  complejos  por  C.  Denotaremos  además  los  números
enteros  positivos  por  Z  =  {1, 2,.  .
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En  este  capítulo,  vamos  a estudiar  el comportamiento  asintótico  de la  sucesión
de  los polinomios  ortogonales,  respecto  a  un  producto  de Sobolev  discreto  con so
porte  en  la  recta  real.  La  medida  relativa  a  las derivadas  es  atómica  e  soportada
fuera  del  intervalo  de ortogonalidad.  Hemos obtenido  en  [22] el  comportamiento
asintótico  de  los  polinomios  ortogonales  que  depende  de  la  localización  de  los
puntos  de  soporte  anteriores.  En  ese  sentido  generalizamos  el  resultado  de  Nik
ishin  [57, (17),  p.  2691] para  productos  escalares  estándar,  donde  considera  una
medida  con  parte  absolutamente  continua  y  parte  discreta.
La  técnica  de esta  demostración  está  inspirada  en el trabajo  de A.  1. Aptekarev
y  E.  M.  Nikishin  [7].  En  este  trabajo,  los  autores  estudian  el  comportamiento
asintótico,  de  las  sucesiones  de  polinomios  ortogonales  respecto  a  medidas  ma
triciales,  con  una  parte  absolutamente  continua  que  verifica  una  extensión  de  la
condición  de  Szegó  y con  una  parte  discreta.  En  este  caso  los coeficientes  de  es
tos  polinomios  son a  su  vez matrices  y estos  autores  llegan  a  fórmulas  asintóticas
análogas  a  las que  se  obtienen  en  el  caso  escalar.  Hemos  intentado  establecer
una  conexión  entre  este  estudio,  y el  trabajo  de A.  Durán  y W.  Van Assche  [19],
en  donde  los  polinomios  ortogonales  respecto  a  productos  discretos  de  Sobolev
en  la  recta  real,  son  a  su  vez ortogonales  respecto  a  una  medida  matricial  con
una  parte  absolutamente  continua  y  con  parte  discreta.  Sin  embargo  no  hemos
podido  establecer  esta  relación  ya que  la parte  absolutamente  continua  de la  me
dida  matricial  que  obtenemos  es  degenerada,  en  el  sentido  que  su  determinante
es  idénticamente  nulo,  por  lo que  no  satisface  la  condición  de  Szeg6  propuesta
en[7].
También  incluimos  el estudio  de un  producto  de Sobolev  discreto,  en el  que  la
medida  que aparece  es la  asociada  a los polinomios  Gegenbauer  (o ultraesféricos).
En  este  caso,  fundamentalmente,  vamos a  transponer  para  los nuevos  polinomios
Gegenbauer—Sobolev,  los  resultados  ya  conocidos  que  verifican  los  polinomios
Gegenbauer,  (véase  [23]).
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1.  Comportamiento  Asintótico  en  el  Soporte  de  la  Medida
DEFINICIÓN  1.1.  Sea  j  una  medida  positiva  de  Borel,  cuyo  soporte  $
contiene  un  número  infinito  de números  reales  (Se, c IR). Un  producto  de Sobolev
discreto  viene  dado  por:
m  N
(h,  g)  =  f h(x)g(x)dji(x)  +   Mh  (c)g  (ca)
3=1  i=O
donde  e  E    0,m,N  E Z.
En  [40], ha  sido  considerada  una  generalización  de  este  producto  discreto  de
Sobolev
m  N5
(h,g)  =  f h(x)g(x)d/.L(x) +          (1.1)
j=1  i=O
donde  L  (g; e.)  es la actuación  del operador  diferencial  de coeficientes constantes
 sobre  la  función  g,  particularizado  en e  E Cy  £j,NJ   0, j  =  1,.  . .  ,m.
Dado  j  =  1,..  .  ,  m,  denotemos  por  J,  el orden  mayor  de  los operadores  diferen




Para  cada  j  ,  consideramos   =   i  =  0,..  .  ,  N,  k  =  0,..  .  ,J,  la  matriz
cuyos  elementos  son  los  coeficientes  del  operador  £.  Denotemos  por   la
matriz  obtenida  a  partir  de  jt  suprimiendo  todas  las  filas  y  columnas  de ceros.
Siguiendo  [40] decimos  que  (1.1)  es  regular  si para  cada  j  =  1,..  .  ,  m,  la  matriz
es  una  matriz  cuadrada  con  determinante  diferente  de  cero..  Denotamos  el
tamaño  de  ¡i  por  I  y  1 =   I.
Una  motivación  para  esta  definición  viene  de  la  siguiente  relación  de  ortogo
nalidad
m  N3
O =  f p(x)Q(x)d,a(x)  +   p E n—l
j=1  i=O
donde   pueden,  eventualmente,  ser números  complejos.
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Los  polinomios  {Q}>0  son  los denominadores  de  la  diagonal  principal  de  la
sucesión  de  los aproximantes  de Padé  de  la  función  meromorfa  de  tipo  Stieltjes
mNj
f(z)  =f’  +Aii(     )i+1’  A,N1  0.
j=1  t=O             3
Si  denotamos  por  {L}>o  la  sucesión  de polinomios  ortogonales  mónicos  aso
ciados  a  p,  Gonar  ([29])  demuestra  el  siguiente  resultado.  Supongamos  que
S,  C  [—1, 1] y p  es  tal  que
L+i(z)  z)  C [—1  1]
L(z)  2’
entonces
m  /            2NJ+1Q(z)   ‘  ((z)—(c))           r
 2(z)(z—c)  )    ‘
donde  (z)  =  z  + ./z2  —  1,  -s/x2 —  1  >  O cuando  lxi >  1.
Denotemos  por  S,  n  E Z,  el polinomio  mónico  de menor  grado  tal  que
(p,S)=O            VPEIPni.
Si  el producto  escalar  es definido positivo,  entonces  el grado  de S,  es n y todos  los
polinomios  S,, son distintos.  En general,  esto  no  es  cierto  y para  valores  distintos
de  n  podemos  tener  el mismo  Sr,.
A  pesar  de  un  gran  esfuerzo  para  investigar  las propiedades  de  los polinomios
ortogonales  tipo  Sobolev  (véase  [48] con  más de  100 referencias  en este  campo)  no
se  ha  avanzado  mucho  en  la  obtención  de resultados  asintóticos  bajo  condiciones
generales  en  el producto  escalar  (esto  es, en  la  medida  y en  los puntos  de masa).
La  primera  contribución  esencial  ha  sido  realizada  en  [40].  En  dicho  trabajo  se
introduce  una  nueva  clase  de medidas
DEFINICIÓN  1.2.  Sea  p  una  medida  compleja.  Debido  a  que  el  produc
to  escalar  asociado  a  este  tipo  de  medidas  no  tiene  carácter  definido  positivo,
denotamos  por  Q  el polinomio  mónico  de menor  grado  que  verificaf Q(z)z’d/1(z)  =0,  0  k  n—  1
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y  denotamos  por
Qn
q  -  (fQ(z)di(z))’12
el  n-ésimo  polinomio  ortonormal,  donde  (f Q(z)d(z))”2  denota  una  de las dos
raíces  complejas.  Decimos  que  p  E Mc(O, 1) si se cumple
xqn(x) =  niqnir)  + /3q(x)  + aqn_i(x),  n    n0•, c,/3  E C
con
(i)
hm  a  =  ,  hm  /3,-, =  0                    (1.2)
2
(u)
f  qn(x)qn+m(x)Idj(x)I C <00
donde  el  soporte  de  p  es  [—1, 1] u E,  y  E  es  un  conjunto  contable  de  puntos
aislados  en  C{—1, 11, con  E’  c  [—1, 1],  (véase  [91)•
La  sucesión  {qn}no  tiene  el  siguiente  comportamiento  asintótico
(1.’)  (   
  K  C CSL                   (1.3)
qn  (z)
donde
=  z + /—  1,  •./x2  — 1 >  1 con  IxI> 1.
y
1  (+‘)()      1
 q(z)  /z2_1’  KcCS
Para  esta  clase  de  medidas,  se  ha  desarrollado  un  método  para  el  análisis  de
asintótica  relativa  de  los  polinomios  ortogonales  tipo  Sobolev  con  respecto  a
los  polinomios  ortogonales  estándar.  Más  concretamente,  ha  sido  probado  el
siguiente  Teorema  [40, Teorema.  4].
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TEOREMA  1.1.  Consideremos  un  producto  escalar  regular del  tipo  (1.1)  tal
que  p  E  M(0,1)  j  C1,.  .   E  CS.  Sea  {L},,>0  la  sucesión  de  polinomios
ortogonales  mónicos  con  respecto  a  i  y  sea  {S}>o  la  sucesión  de  polinomios
ortogonales  mónicos  con  respecto  a  (1.1).  Para  n  suficientemente  grande,  el
grado  de S,,  es n  y  se  cumple,  para  cada u E Z÷
S(v)        (o())2  ‘1
Ln(v)(z)Ji(2W(z)(z_cj))  ,  KcS            (1.4)
Usando el Teorema de Rouché, podemos deducir de (1.4), que cualquier n
torno de S  contenido en un compacto de la región C {c1,. . , c,} tiene, para
n  suficientemente grande, n — 1 ceros de S, (1 =  I),  (de forma breviada
diremos que n—I ceros de S,-, se acumulan e  Su), mientras que cualquier ntorno
de c,  para j  = 1,. .. , m, contiene, para n suficientemente grande, xactamente
ceros de S, (en este caso de forma breviada iremos que c, atrae I  ceros de
S,,).
Podemos destacar el siguiente Corolario de [40, Cor.2]
COROLARIO 1.1. Bajo las hipótesis del teorema nterior, para n suficien
temente grande se cumple (S,,, S,,)  0. Sea ii,, el coeficiente principal de l,  el
n-ésimo polinomio ortonormal con respecto a .  Entonces -y,, = (S,,, S,,)  puede
definirse de forma que
7n    .    1lim — =n— r/,,    .
y,  en particular,
hm  “‘  = 2
n-4  _yn
La ventaja de este tipo de resultado es ló siguiente. Supongamos que cono
cemos el comportamiento asintótico de la sucesión de polinomios rtogonales,
entonces podremos deducir el comportamiento asintótico de la sucesión de poli
nomios ortogonales tipo Sobolev. Para ilustrar esto con un ejemplo, podemos
considerar d(x)  = w(x)dx dónde w(x) es una función positiva e integrable en
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Denotamos  por  {l}>,  con 1(x)  =  r,x’+  términos  de menor  grado,   >  O, la
sucesión  de  polinomios  ortonormales  con  respecto  al  peso w(x)
ío  nm
¡  ln(X)lm(X)W(X)dX  =
J—i                  11 n=rri
Es  bien  sabido  [75] que  la función:
D(z)  =  exp  {— f2 1±  ln[w(cost)I  sen tI]dt}         (1.5)
llamada  función  de  Szeg6 verifica
a)  D(z)  E H2
b)  D(e°)  =  limrl-  D(re°)  existe  a.e.  y  ID(e°)I2 =  w(cose)jsen(9)I
c)  D(z)   O, IzI <1  y D.,(O)  >  O.
Tenemos  el  siguiente  comportamiento  asintótico  para  {l}>  (véase  [75, Teore
mas  12.1.2,12.1.4]
a)  Fueradelsoportedelamedida’
1     1      11    1
i((z+  ;))  —   ±o(1)],  IzI <1,
b)  Enelsoportedelamedida
1(cosO)  =   D(e°)    + D,.,(ej8)e    + o(1),
donde  o(1)  debe  ser  entendido  enei  sentido  de la  convergencia  en
c)  Elcoeficienteprincipal
=  -,=2’D’(O)  [1 +  o(1)].
Si  conectamos  estos  resultados  con  el  Teorema  1.1 obtenemos,  como  consecuen
cia  inmediata,  la  asintótica  fuerte  de  la  ucesión  de  polinomios  ortogonales  tipo
Sobolev  fuera  del  soporte  de  la  medida
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COROLARIO  1.2.  Para  n  suficientemente  grande,  s,  =   Entonces,
para  Izi <  1
1     1  —  1  1  fl18(z)’  1     1
—   D,(z)      +o()]
uniformemente  para  z E  K  c {z  e C:  Izi < 1}   {z}1,  donde
zi  —  z
¡3j(z)    (1 —  zzj)
ç,(x)=x+Vx2_1  k(x)I>1
Debemos  destacar  que  el  Teorema  1.1 no  nos permite  concluir  nada  acerca  de
la  asintótica  de  la  sucesión  de polinomios  ortogonales  tipo  Sobolev  en  el  soporte
de  la  medida.  Esto  no  es  de  extrañar  porque  los  elementos  de  la  matriz  j  no
aparecen  en  este  Teorema  pero,  como  mostraremos  más  adelante,  la  asintótica
en  los  puntos  de  masa  depende  estrechamente  de ellos.  Así,  la  investigación  de
propiedades  de  asintótica  fuerte  requiere  desarrollar  una  técnica  más  específica.
En  este  capítulo  trataremos  de ello.  Hemos probado:
TEOREMA  1.2.  Sea w una función  positiva  e integrable que verifica  la condi
ción  de  Szegó,  f±1 -4dx  >  —oo.  Consideremos  un  producto  escalar  (1.1)  en
el  caso regular  {c}1  E  CSIL,  donde  d(x)  =  w(x)dx.  Para  N  E  N suficiente
mente  grande,  sea  {S}>N  con  S(x)  =  x’2+  términos  de  menor  grado,  la suce
Sión  de polinomios  ortogonales mónicos  con respecto a  (1.1),  y ‘y, =  (Sa,  S)1”2.
Sea  s,  =   entonces  tenemos  el  siguiente  comportamiento  asintótico  para
{ 5fl}N
a)  Enelintervalo[—1,1]
s(cosO)  -   ___e  +  {D.9)]  eme]  = o(1)
donde  11.11 es la norma  en L2(w(cos9)IsenOId9,[—ir,ir])  y
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m
/3(z):=fl  1[z—z
=1    —  zz,
b)  Enlospuntosdemasa{c}1,enelcasoqueJ=N=I—1( s(c)
s(c)  ) =  (G)1               [1+o(1)J,
donde
h(x)    n(),  (x)  =  x+ x2  1,
m  (—1)2(Jk+1)
(z)  1  fl—M  II—  2M—1 D     —
z        k=1      Zk
son  matrices  de tamaño  J  + 1 x J  + 1, para j =  1,..  , m,  que vienen
descritas  de  la siguiente  manera{ o                           ,J+2—k>l,G(k,  1)            —‘ ) (J3 + 1  k)’  (t—(J+2—k))
—  .g         (ci) ,  Jj +2  —  k    1,
m
g(x) :=  fl(x  — c.)Ji+j=1ii
Para  ilustrar  este  resultado  hemos  incluído  los siguientes  corolarios
COROLARIO  1.3.  Si  N  =  O y J  O, esto  es,
1                  m
(h,g)  =  h(x)g(x)w(x)dx  +  c  E I1,   >  O
1                            j=1
y  usamos  la siguiente  normalización,  para  el coeficiente  principal
2fl  IZI[  +o(1)],
obtenemos ,
1            2ZZk                n—m m  (zzk—1)2
k=1(z  — Zk)(ZjZk —1)  2m_lZjZ±  1/zi      IZkIIIkj
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Si  denotamos
D(z)F(z)=     ____
rIm  (z—zk)IzkIllk=1  (zzk—1)zk)
se  cumple
s(c)  =  ZRes  F(z)[1  + o(1)].
Este  resultado,  que  obtenemos  como  un  caso particular  de nuestro  estudio,  ha
sido  anteriormente  obtenido  por  E.  M.  Nikishin  en  [57, (17),  p.  2691].
COROLARIO  1.4.  Si  considámos
(h,  g)  =  /  h(x)g(x)w(x)dx  +  yooh(c)g(c) + y11h’(c)g’(c),  c  E C [—1, 1]
J—1
en  este  caso F(z)  =  (D(Z?Z (zz1 — 1)2 y
(  s(c)  ‘  — V’zj.(  O  Yu
 s(c)  )  —  YooYn   7oo  O
(            4’Res1((z—zi)F(z))              1+(1)
 -Res1  F(z)  + [(n  —1)—  -j}Res=1((z  — zi)F(z))  °
El  método  desarrollado  en  la demostración  del  Teorema  1.2 se  basa  en  la  in
vestigación  del comportamiento  asintótico  de los coeficientes  de una  modificación
polinomial  del  polinomio  ortogonal  tipo  Sobolev  en  términos  de  los polinomios
ortogonales  estándar
WM(X)Sfl(X)  =  Lfl+M(x)  +  afl,Lfl+M_(x),
donde  WM(X) =  [J(x  — cj)’  y  M  = gradowM.
Como  paso  intermedio,  interesante  en  sí,  probamos
LEMA  1.1.  Consideremos  un producto  escalar regular de tipo  (1.1)  tal que ji
Mc(O,1)  yc,...  ,Cm E CS.  Para  todo n  lo suficientemente  grande,  sea  S(x)
el  polinomio  ortogonal  mónico  Sobolev  de grado  u  con  respecto  a  este  producto
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escalar.  Sea  {L}>N  con L(x)  =  x+  términos  de menor  grado,  el polinomio
ortogonal  mónico  de grado n  con  respecto a dji(x).  Se  cumple  que
WM(X)Sfl(X)  =  Lfl+M(x)  + a,Lfl+M_(x)            (1.6)
donde  WM(X)  =  [J(x  —  c)si+l,  grado WM(x)  =  M.  Además,  existen  los  límites
hm   para  1   j   rn.
Este  lema  proporciona  un  análogo  de  la  condición  (1.2)  de  Mc(O, 1)  en  el
sentido  que  existen  los  límites  de los  coeficientes  de uná  relación  de recurrencia.
El  caso  particular  del lema  anterior  cuando  J  =  N  =  O fue  probado  por  E.  M.
Nikishin  en  [57].  La  próxima  sección  está  dedicada  a  la  demostración  del  Le
ma  1.1 y  del Teorema  1.2.
1.1.  Demostración  de  los  Resultados  Principales.
DEMoSTRACIÓNDELLEMA1.1.  La demostración se estructura  en dos etapas.
1.Es  fácil ver que el polinomio S,  verifica las condiciones de ortogonalidad de
tipo  Sobolev si y sólo si
O =  (WM(z)p(z), S(z))  =  f  P(z)wM(z)Sfl(z)d/1(z), gradop    n — M — 1  (1.7)
y
O=(zJc,S(z)),  k=0,...,M—1.                (1.8)
Tomamos
a,OL+M(z)+aL+si_(z)
Pn(Z) =            WM(Z)
Podemos  encontrar coeficientes adecuados de modo de p  sea un polinomio. Es
to  significa que tenemos un sistema  lineal homogéneo de M  ecuaciones en los
coeficientes  j  =  O,...  , 2M.  Tal polinomio evidentemente satisface (1.7).
Supongamos además que estos coeficientes sean tales que (1.8) tenga lugar.  Esto
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da  otro  sistema  lineal  homogéneo  de  M  ecuaciones  en   j  =  O,...  , 2M.
Como  tenemos  2M +  1 incógnitas,  el  sistema  completo  tiene  solución  no  trivial.
Entre  todas  las posibles  soluciones  tomemos  una  cualquiera  de  grado  mínimo.
Como  S,- corresponde  al polinomio  de  grado  mínimo  y mónico,  tenemos  que
S,,  =  cxpn.
Pero  para  n    n0  sabemos  que  grado S  =  n  (pues  (Sa, S)   O, véase  Coro
lario  1.1),  luego  a,0   O y
WM(Z)Sfl(Z)  =  L+M(z)  +  Ean,íLn+M_j(z)
con   =
2.  Para  probar  la  existencia  del límite  de   para  j  =  1,.  ..  ,  2M,  seguimos  la
técnica  usada  en  [4O.  Sea
WM(Z)Sfl(Z)  =  Lfl+M(z)  +
Podemos  considerar,
WM(Z)Sfl(Z)      *         1
=  -      ,     y  a,  =       2M
Lln_Mt..Z)           1+  j=1  Ia,l
Definimos
=   =   +                           (1.9)
donde    Esta  nueva  sucesión  {a,}  está  uniformemente  acotada.
Sea  A un  subconjunto  de N  tal  que  para  j  1,...  , 2M
hm  a*  =  a*  y    hm  a* =  a.
n—+oo,nEA     
Tomando  límites  en  (1.9),  cuando  n  -4  oo,nE  A y  usando  (1.3)  y  (1.4)
m                                   M—I
a  II (z —  c)Ni+l_hi  ((z)  —  (c))21  
2M   2M           2M—j
=a  ())  ±a  ())
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para  z  E  CSL.  Si  tenemos  en  cuenta  que  Ia  +   a  =  1,  se  Sigue  que
aI  +   1a1 =  1,  lo  que  implica  que  al  menos  uno  de  los  coeficientes  a;,
j  =  O,. ..  ,  2M  es distinto  de  cero.
Ahora,  el  hecho  que  {0k}  para  k  O,. .  .  ,  2M,  es  un  conjunto  de  funciones
linealmente  independientes  (ya  que   es  una  función  analítica  e  inyectiva)  y  la
relación  anterior  implican  que  a   O.
En  particular,  esto  implica  que  {a,}  para  j  =  1,...  ,  2M  está  uniformemente
acotada  en  n,  de  forma  que  para  probar  la  existencia  de límite  sólo necesitamos
demostrar  la  unicidad  de  los puntos  de acumulación  para  cada  j  =  1,...  , 2M.
Sea  A un subconjunto  deN  tal  que para  j  =  1,...  ,  2M,  los límites  hm   =  a
n—,nE  A
existen.  Tomando  hm  fh(z)  obtenemos
n—+oo,nEA
m                                   M—I       2M    2M           2M—j
fl(z_c)”  ((z)  —(c))21   =  (0)  +a  ())
para  z  E CSJ.  Como el  segundo  miembro  no  depende  de  la  subsucesión  consi
derada,  de  esta  última  ecuación  se sigue la  unicidad  de los valores  límite  a•,  para
j=1,...,2M.
De  esta  última  ecuación  se  sigue la  unicidad  para  los  a.                  U
DEMOSTRACIÓNDELTEOREMA1.2.  En primer  lugar  vamos a deducir  el compor
tamiento  asintótico  en el  intervalo  [—1, 1].
Sea
WM(Z) =  f[(z  — c)Ni+1.
Expresamos  SWM  en términos  de  {L}>o.
S(z)wM(z)  =  Lfl+M(z) +  Eafl,jLfl+M_j(z).            (1.10)
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Dividimos  por  S
L+M(z)  2M    Lfl+M_(z)
WM(Z)      S(z)           S(z)*    2M L+M_(z)L(z)
L+M(z)Lz)  +
—   L(z)  S(z)      L(z)  S(z)
Ahora,  si tomamos  límite  en un conjunto  compacto  fuera  del soporte  de i,  usando
(1.4)  así  como  la  existencia  de  lima,  =  a,  (Lema  1.1)
WM(Z)  =  fl (2ço(z)(z—c.)‘‘  [(o(z)  M  2M        M—jl
      (z)  — (c))2J        )       2  )    j
O  sea,
m
J  ((z)  — (c))21’  (z  — c)’’”
i=1
=        (w(z)  +aj  2  )Mi]2’cp’(z)  [    \M  2M  ((z)
Ahora  si  denotamos  (z)  t,  obtenemos  la ecuación  que  verifican  los  aj,  j  =
1,...  ,2M,
1     N,+1—I,
fi(t_(c))21i  (  (+  _)
i=1
2’t’  [    M  2M    t  M—jl=     ()  +Eaj  ()    ] .  (1.11)
i=1
Si  volvemos  a  (1.10)  y  hacemos  z  = cosO tenemos
2M
S(cos  O)wi  (cos O) = Ln+M (cos O) + >  afl,L+M_  (cos O).
i=’
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Ahora,  usando  el  comportamiento  asintótico  fuerte  de  L  en [—1, 1] deducimos
S(cos  9)WM(COS  O)
1  F  1  e_i(+M)O  +  1  ei(n+M)91
=  D(e°)J
1D(O)
2M  D(O)  Í  1                  1
+a2fl+M_  LDw(e°)           D(e°) i(n+M_)O]  +o(1)+       e
j=1
—  D(O)  í1e_iM)9  +    1eiM)0l
—  2n+M   LD-’ei0           D(e°)       j
2M   D(O)  í   1e_i(tM_j)O      1
+  a2fl+M_  LDeio             D(e°)í(n+M_)O]  +  o(1)+       e
i=1
—  D(O)  Íe°  r 1  —iMO  2M  1
-  D(e°)  L 2  L  +a 2Mj
D,(O)   Í 1  iMO  2M
+  D(e9)  L    + a  1  ei(M_9]]  +o(1).3M-j
j=1   2
Usando  la  notación
{ei9  =  z
=  Z
+  -)  =  c
entonces,  por  (1.11)
D(o)                2Ijfl




fl  (z  +  )  -  (z  +
D,(O)  [m  [         2I   1
D(z)  2     1     j]     rrJ
+                                   +o(1)
U71   ,
zi
1    m
nn[    z•—z=    D(z)  [2     j=1  z(1—zz)}  ]
+               II       1+0(1).D(O)  [fl m  r1    ‘ji
D(z)    2’  •  iz(z  —  z)    j
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Si  denotamos
a(z)   [Z(l  -zz)J
tenemos  que
D(O)  1   D(O)  1
S(cosO)  =  D(e8)  2e    +  D(e°)1  2e  + o(1).         (1.12)
[a(e9)  j
Para  n  suficientemente  grande,  el  coeficiente  principal  de  s  lo  denotamos  por
‘ya.  Usando  el  Corolario  1.1, se  sigue
12n  11
 D(O)fl1(c)’i  +o(1).
Junto  con  (1.12)  tenemos
s(cos9)  =     fl z/  D(ei8   +    1emfb]  + o(1).




1  Í       +     e]  + o(1)
________         ÍD,(ea)  1s(cosO)  =                 [í(ej
donde  o(1) es con  respecto  a  la  norma  L2,(,.
Como  último  paso  vamos  a  deducir  el comportamiento  asintótico  de   (e3), O 
k<  J,,1  j  <m.
Consideramos
2M
S(x)wM(x)  =  Lfl+M(x) +
j=1
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De  la propiedad  de ortogonalidad,  con respecto  al  producto  escalar  Sobolev,  para
n>  M  — 1  obtenemos
O =  (g(x)(x —  c),S(x))
/  S(c)   
=  f  wM(x)Sn(x) d(x) + ( O,  ...,  O,  Jj!g(c)  ) j  f
—1  X  —                              .S”)  (ci)  1
O =  (g(x)(z — c)’1,  S(x))
fi  W(X)Sfl(X)
=  1-1  (x —  c)2  d(x)
/  S(c)  ‘ 
+  ( O, ...,  O,  (J — 1)!g(c), (L1)(J —  i)!g’(c)   (  :
.  g(hi)(.) /
O  =  (g(x),S(x))
ç1  WM(X)Sfl(X)
=  J-i  (  —  ci’  dp(z) (  S,(c)
+  ( g(c),  g(cj),  ...,   ) jij
.  S$)(c)
Teniendo  en  cuenta  la  matriz  G  que  aparece  en  el  enunciado  del  Teorema,
podemos  expresar,  para  cada  j,  1  <   m,  las  ecuaciones  anteriores  en  for
ma  matricial.
/  .s(c)         f’1      a,(x)dx \ 
 f         = —y                   .       (1.13)
.  s)(c)  1        f±1 jSJw(x)dx  )
Para  obtener  el  comportamiento  asintótico  es  entonces  suficiente  estudiar  el
comportamiento  asintótico  del  segundo  miembro  de  la  ecuación  (1.13).
Utilizando  el  cambio  de  variable   (z +  )  =  ).,  el  comportamiento  asintótico  de
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L  en  {—1, 1] así como  (1.11),  tenemos
W(X)S,(X)
_i  (x—c)  w(x)dx
L,1(x)          2M        Lfl+M_j(x)d1
=  U-       w(x)dx +  a,  f1  (x —                 (x  —     i 
M   2M        Mz        fz[  [() +aj     -1 f
j=1           j      (cosO—) j    [1+o(1)}
z=zi
D(z)D     n—M m  /
=   —           (O)+M fl (z  —              [1+  o(1)],{     z                       k=1     Zk)
donde  hemos  usado  que
r1  L,(x)  (x)dx =  1    f L,(x)j    —         L)  J_i   —
Du(o)               1w(cosO)Isen9I
=   2  D(z)z  f  D(e°)I2  cosO —   dO [1 + o(1)J.
Si  denotamos  por
1           m  —i)2(+1)h(z)  =  _2_1j),(z)      1 z7_M  H           Jk+1
Z             k=1     Zk
se  cumple
1[  WM(x)Sn(x)  Ud  =  h(zj)[1  + o(1)].
J_1  (x—c)
Para  las otras  coordenadas  del  segundo  miembro  de  (1.13)  usamos  otra  vez  el
hecho  que  si f,  =  g[1  + 0(1)],  donde  f,,  g,  son funciones  analíticas  y  la  sucesión
g,  está  uniformemente  acotada,  se cumple  que  f,  =  g[1  +  0(1)]  y
J1  WM(X)S(X)          1dk
—   —1  (x — ))k+1  w(x)dx  =   [h(z)].  [1 +  o(1)].
Teniendo  esto  en cuenta,  obtenemos( s(c)    /    h(z)  X=cj
.s’ (c
Gp      :       1h(z)I       [1+o(1)].
si)(c)         iT57ThnCz)  )
u
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OBSERVACIÓN.  Queremos hacer  notar  que, para  obtener  el comportamien
to  asintótico  en el intervalo  [—1, 1], no hemos  usado  la condición  I  —1  J  =  N.
En  los puntos  {c},  j  =  1,...  , m,  esta  condición  es necesaria,  al menos para  poder
aplicar  la  técnica  desarrollada  en la  demostración
2.  Polinomios  Gegenbauer—Sobolev
En  [10], H. Bavinck  y H. G. Meijer  introducen  un producto  escalar  no estándar,
en  el  que  aparecen  derivadas
(f, g) =  j  fgdpa + M [f(1)g(1) + f(—1)g(—1)]
—1
+  N [f’(l)g’(l)  + f’(—l)g’(—l)]  (2.1)
donde  M    0,N    O y
/         r(2a+2)   .       2’cdfix)  =  2(2+1)F2(a  +  1)  —  X  )  d.  ,  &>  —1
es  la  medida  de  probabilidad  asociada  a  los  polinomios  Gegenbauer  (o  ultra-
esféricos).
(2.1)  representa  un  caso particular  del  caso simétrico  analizado  en  [3].
En  [10], los  autores  estudian  la  representación  de  los polinomios  ortogonales
con  respecto  a  (2.1)  en  términos  de  los  polinomios  ulti’aesféricos,  su  expresión
como  funciones  hipergeométricas  4F3 así como obtienen  una  ecuación  diferencial
lineal  de  segundo  orden  que  satisfacen  dichos  polinomios.
En  un  segundo  artículo  [11], estos  autores  han  probado  que  los  ceros  de estos
polinomios  son  reales  y  simples.  Para  1&>  O y  el  grado  del  polinomio  sufi
cientemente  grande,  prueban  que  existe  exactamente  un par  de  ceros reales  tp
fuera  del intervalo  (—1, 1).  Además,  obtienen  una  relación  de recurrencia  a cinco
términos  que  satisfacen  estos  polinomios  En  el caso  que  N  =  0,  como  recaemos
en  el  caso  de  ortogonalidad  estándar,  los  ceros  de  los  polinomios  son  reales  y
simples,  pertenecen  al  intervalo  (—1, 1)  y  estos  polinomios  verifican  una  relación
de  recurrencia  a  tres  términos.
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El  objetivo  que  nos  proponemos  es el  de obtener  estimaciones  para  tales  poli
nomios  de  Sobolev,  tanto  desde  el  punto  de  vista  de  comportamiento  puntual,
como  con  respecto  a  la  norma  uniforme.  De  hecho,  generalizamos  un  trabajo
previo  a  éste  (a  =  0),  [45].
La  estructura  de  esta  sección  es  la  siguiente.  En  la  subsección  2  resumimos
algunos  resultados  sobre  los polinomios  ultraesféricos  que  vamos  a  necesitar  así
como  algunas  propiedades  básicas  de  los  polinomios  ortogonales  con  respecto  a
(2.1).  En  la  subsección  3 obtenemos  una  estimación  para  la  norma  de  los  poli
nomios  {)}  ortogonales  con  respecto  a  (2.1).  En  la  subsección  4  encon
n>O
tramos  estimaciones  para  tales  polinomios  en el  intervalo  (—1, 1),  para  la  norma
uniforme,  así  como para  su  comportamiento  en  los extremos  del  intervalo.  Tam
bién  encontramos  una  estimación  uniforme  para  el  comportamiento  asintótico  de
estos  polinomios  en subconjuntos  compactos  de la  región  C [—1, 1].
En  las  próximas  subsecciones  vamos  a  denotar  f(n)   g(n)  cuando  existan
constantes  universales  C, D  E IR  tales  que  Cf(n)   g(n)   Df(n)  para  ri sufi
cientemente  grande.
2.1.  Polinomios  G egenbauer:  Propiedades  Básicas.
Si  consideramos  el  polinomio  ultraesférico  ri-ésimo  dado  por  la  fórmula  de
Rodrigues
R(x)  =              (1- x2)D  ((1  -  x2))
a>  —1, es entonces  bien  conocido  que
J R(x)R(x)(1  —  x2)dx  =
para  m  n.
Además  R)(1)  =  1.
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Por  otro  lado,  para  k  =  0, 1,...,
DkR(x)  =  (_1)k(n+2a+1)k(_n)kR(+k)(X)            (2.2)
Aquí  (a)  viene  definido  por
(a)  :=  a(a+1)...(a+n—l)
—  F(a+n)
r(a)
para  n    1.
Teniendo  en  cuenta  la  representación  de  los polinomios  de  Gegenbauer  como
una  función  hipergeométrica,
R)(x)=2Fl(_n,n+2a+1;a+1;l2X)
deducimos  que  el  coeficiente principal  ka(a)  de  es
(n+2a+1)  —    F(2n+2a+1)F(cY+1)ka(a)  .—           —
2(a  +  1)     2r(n +  a  +  1)I’(n +  2a  +  1)
Esto  significa  que  el  cuadrado  de  la  norma  de  en el  espacio  Ll_2)  es
IRII  :=  f  R(x)I2(1  -  x2)dx  =  (222’F2(a±1)n+1)  (2.3)
(véase  [75, fórmula  (4.7.15), p.  81]).
Además,
IIRII
y,  como consecuencia,  para  k    1,
(c+2k)  2   __  —(2c+4k+1)
1n—2k  a+2k  
Este  tipo  de  estimación  va  a  ser  muy  útil  en  lo  que  vamos  a  exponer  a  contin
uación.  Los  polinomios  de  Gegenbauer  satisfacen  una  relación  de  recurrencia  a
tres  términos
xR(x)  =  /3R1(x)  +yR21(x)
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donde
  n+2a+12ri+2a+1
na)       ______________________
2n+2o+1
También  vamos  a  usar  (véase  [75, fórmula  (8.21.10),  p.  196])
R(cos9)  =  1a+1)1)k(O)  cos(N9  + )  +                (2.5)
donde




La  cota  para  el  término  de  error  se  cumple  uniformemente  en  el  intervalo  [€, ir—€].
Finalmente,  teniendo  en  cuenta  la  normalización  que  hemos  impuesto  en  la
sucesión  {R)}>0,  se sigue
max  (1 —  x2)klD2!R)(x)J  <can2v.               (2.6)
—1<x<1
En  términos  de  los polinomios  ultraesféricos  {R)   H. Bavinck  y H.G.  Meijer
encontraron  la  siguiente  representación  para  los  polinomios  {B)  }flO  ortogona
les  con  respecto  a  (2.1).
LEMA  2.1.
B(x)  =  (a,x2D2  +  bxD  + c)  R)(x)                      (2.7)
B(x)  =  (4((+.a+3)(1  -.-x2)2D4 +d(1  —x2)D2 +e)  R)(x)  (2.8)
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donde
=  MN4(2a+3)(2a+3)n—2  N2(2a+3)_  (2.9)(a+1)(a+2)n!(n—2)!  +  (+  1)(  1)!’
=  _MN4(2a+3)(2a+3)_2(n2+(2a+1)n—3a—3)(a+1)(a+2)(a+3)n!(n—2)!
+2)_  — N(2a+3)_1(n2+(2a+1)n—4a—4)  21O)(a+  1)(n  —1)!
(2a  + 3)+j(2c  + 3)_
c=1+MN (n  — 1)!(n  — 3)!(a  + 1)(a  + 2)2(a  + 3)
+3)_  + N(2a+3)1(n—2)(n+2a+3)(n—1)!      2(a+1)(a+2)(a+3)(ri—1)!
((a  + 2)n2 + (cx + 2)(2a  + 1)n  + 2a  -I- 2),              (2.11)
—    N (2cx+3)_1(n—2)(n+2a+3)  — 21,1(2a+3)..2     (2.12)
—     (cx+1)(cz+3)(n—1)!            n!
N       (2a+3)+j
e  =  B(1)  =  1                                   (2.13)(cx+1)(a+2)(a+3)(ri—3)!
Como  una  consecuencia  directa  de  la representación  anterior,  deducimos  que
el  coeficiente  principal  de   es
un(a)  =k(a)  [n(n_1)(n_2)(n_3)  n(nl)d+e]
4(cx + 2)(cx + 3)
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2.2.  Estimaciones  para  la  norma  de  los  polinomios  Gegenbauer—
Sobolev.
Si  denotamos  pol  {()l  la sucesión  de  polinomios  ortonormales  con  re
n  j0
specto  al producto  escalar  (2.1),  esto  es
F(2o+2)       1
6n,m  =  22+’F2(a  + 1   B(X)Bfl(x)(1  —
J-1
+  vi  {)(1)Ñ)(1)  +




=   r(2a+2)  [1  [B$,(x)J2  (1 —  x2)dx
22a+1r2(a  + 1)1—1
+2M{B(1)]2+2N[{B)}’(1)]2
En  primer  lugar  vamos  a  calcular  esta  integral.  De  hecho,  usando  (2.8)
 {B(x)}2  (1-  :c2)dx
1  a(1—x2)4[DR)(x)]2  (1 —  x2)’dx
=11    16(a+2)2(+3)2
+    d(1 -  x2)2  [D2R(a)(X)]2  (1-  x2 )adx  +    e [R)(x)]2  (1-  x2)dx
2ad,,         1
+  4(  +  2)(a  +3)  f(i  —  x2)3D4R(x)D2R(x)(1  —  x2)dx
2ae,.          1[(1  —  x2)2D4R(x)R(x)(1  —  x2)adx+  4(  +  2)(a  + 3) J_1
+  2d,e,.  /  (1 —  x2)D2R(z)R(x)(1  —  x2)dx
J—1
11+12+13+14+15+16.  (2.14)
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Teniendo  en  cuenta  (2.2)
a(—n)(n+2a+1)        1               2R(a+4)
—  163(  +  2)2(  +  3)2(a  +  1)  L1 {  x)]  (1  —  x2)4dx
2
—   a(—n)(n+2c+1)4    jR4)  112
—  163(a  +  2)2(a  +  3)2(c  +  1)     n-4  a+4
—   a(—n)(n+2a+1)2229F2(a+5)(n—4)!4
—  163(c  +  2)2(a  +  3)2(a  +  1)  (2n + 2c1 + 1)F(rt +  2a  +  5)
De  forma  similar,  usando  (2.2)
1      +2)      2‘2  =  d(—n)(n  + 2c1 +1)  [R_2 (x)J(1 — x2)2dx16(c1)    —1= d1(—n)(n+2c+1), ljR+2)Ij216(a+1)      n—2+2d2(—ri)(ri+2a+1)2225r2(+3)(n—2)!2— n
—  16(a + 1)     (2n + a + 1)F(n + 2c + 3)’
22’’F2(c + 1)n!2    2________________________________13 = ellRI1 =efl(2+2+l)F(+9a+l)
14 — ad(—n)2(n+2c+1)2 “
   8(a + 2)2(a + 1)2 J(1 — x2) [D4R4()] Rt22(x)(1 — 2)”2dx
adn(n—1)(n—2)(n—3)(—n)2(n+2a+1)2k(c) lR±2) c+2=   2(cl+2)2            4(a+1)2           k..2(cx+2)  —
adn2(n — 1)2(n—2)(n—3)(n+2c+ 1 2
=   8(cx+2)2(a+1)2k(cx)    22--5r2( + 3)(n — )!k_2(c + 2) (2n + 2a + 1)r(n + 2a + 3)’2ae                     12=             n(n-1)(n-2)(n-3)I [R x)] (1_x2)4(a+2)(a+3)2ae
=             n(n—1)(n— 2)(n — 3) IlR 112.04(a+2)(c+3) 22’F2(cl + 1)n!2ae                 ____________________________
=             n(n —1)(n— 2)(n — 3) (2n + 2 + 1)F(n + 2a + 1)’4(a+2)(o+3)
‘6 = —2den(n — 1)llRll22F2(a + 1)n!
=  —2den(n — 1) (2n + 2 + 1)r(n + 2a + 1)
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Como  conclusión,  (2.14)  se puede  expresar
2  n2(n—1)2(n—2)2(n—3)2(n+2a+1)  IR  4) 112
IIa+4=  a  163(a +  2)2(a  + 3)2(a  +  l)
n2(n—l)2d  í(n+2a+1)d  (n—2)(n—3)aka(a)1  R(a+2) 2
+ (a  +  1)2   1 16(a +  1)2   —    8(a  +  2)2    k_2(a  +  2)j     n-2  IL÷2
-  +  e,  [en  —  2n(n  —  1)d  +  n(n—1)(n—2)(n—3)  1 IiRi’22(a+2)(a+3)    an] n  la
— {n(n—1)(n—2)(n—3)(n+2a+1)4
—           16(a+2)2(a+3)2
16n(n_1)(a+1)(a+2)d  ídn(n+2a+1)  — (n—2)(n—3)ak(cr)1
+  (n + 2a + 1)(n + 2a +2)   L16(a + 1)(a +2)    8(a + 2)(a +3) k_2(a + 2)]
n(n—i)(n—2)(n—3) 1) iiRIi2aI  +e  [e11_2n(n_1)d+    2(a+2)(a+3)    ji
Por otro lado
B)(1)  =  ,                                      (2.15)
{B)}’(1)  =  —2d{R)}”(1) + en{R}’(1)
=  {R’}(1)+      (2a+3)(a+1)(al2)(n_2)!M
—  n(n+2a+1)R+1)(l)+      (2a+3)(a+1)(a+2)(n_2)!M—  2    a+1
—  n (n±2a+1)        (2a+3)M.       (2.16)
+
—    Ty-f
Así pues,
(n(n+2a+1)        (2a+3)         2—  2Me+2N            +
—               2(a+1)    (a+1)(a+2)(n_2)!M)
F(2a+2)n!        ín(ri—1)(n---2)(ri—3)(n+2a+1)4 2+  (2n+2a+1)F(n+2a+1)1         16(a+2)2(a+3)2
+  n(n — 1)(n + 2a + 1)(n + 2a + 2)d — 2n(n—1)(n—2)(n—(a+2)(a+3)
n(n—1)(n—2)(n—3)}             (2.17)
+  e — 2n(n — 1)endn +    2(a+ 2)(a+3)
Para estimar )ç2, vamos a distinguir los siguientes tres casos.




a  =  4MNn(n—1)2a+n+22+9r(a+1)(a+2)2a+n+1      a+1
N  n(n—2)(n+2a+3)n_2M2+’+ian
d=-— 2  (a+1)(a+3)
=     Nn(n_l)(n—2)(n+2cx+3)(n±2a+2)





Pero,  de acuerdo  con  el comportamiento  asintótico  de  la  función  Gamma  (véase




n                             (2.18)
y
4Q+4a   n    ,                         (2.19)
d   2a+4                          (2.20)
2+6
en   n    .                         (2.21)
Por  consiguiente,
—  2Me+2N(n+2c1)  (n+2a+2/2(’n—1) Mcrfl)
   2(a+1)    +    (+1)(ü+2)n   —
1n+2c+l  1  n(n.—1)(n—2)(n—3)(n+2a+1)4  2
2a+22n+2a+l  {         16(a+2)2(+3)2+
+  n(n  — 1)(n +  2  +  1)(n  + 2  +  2)d  — 2n(n—1)(n  — 2)(n—  3ad(a+2)(a+3)
n(n—1)(ri—2)(n—3)     )
+   e  — 2n(  — 1)ed  +  2(  +  2)(a  +3)  anenj
(2.22)





N  n(n—2)d  =  ——             (n+2cr+3)c,2  (a+1)(a+3)
—  1Nn(n—1)(n—2)(n+2a+3)(n+2cr+2)
e  —      2         (+1)(a+2)(a+3)
Así  pues,
a,,   72c+2                          (2.23)
d,,                                 (2.24)
e,,                                 (2.25)
y
2c+ll                      (2.26)
3.  M>0,N=0
Entonces
a,,  =  0,                             (2.27)
d,,     —2Ma  ,                (2.28)
2o+ri+1
e,,  =  1.                        (2.29)
Por  tanto,
,  n2’+3.                  (2.30)
Como  conclusión
PROPOSICIÓN  2.1.
í     M>0  N>0
=  IIBII’     M  =  0  N  >0
M>0  N=0
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COROLARIO  2.1.  El  coeficiente principal  v(o)  of  )  (x)  verifica
vn(a)2’.
DEMOSTRACIÓN.  El  coeficiente principal  de ÉÇa)(x) es
rn(n—1)(n—2)(n—3)
4(a+2)(+3)    a—n(n— l)d+e.
Vamos  a distinguir los siguientes tres casos.
1. M >0,  N>0
v(o)   n_3_2n+2  n_c_ri48  =
2.M=O,N>0
v(c)    
3.  M  >0,  N  =0
va(a)    =  2h1+2.
1
2.3.  Comportamiento  Asintótico  de  los  polinomios  de  Gegenbauer—
Sobolev.  Vamos a  deducir  una  fórmula  similar  a  (2.5)  para  los polinomios  
Usando  (2.2)  y  (2.8)  se  cumple
Bx  —       a(n+2c+1)4(—n)4   —  2
‘  /  —  4(  + 2)(a + 3)  2(  + 1)4     
+  dr1 (n+2a±1)2(—n)2  (1  —  x2)Rt(x)
+  eR(x).
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Haciendo  x  =  cosO  y teniendo  en  cuenta  que  1 —    =  2 sen  cos ,  tenemos
B(cosO)
—  a(n+2a+1)4(—n)4  í(n—4)!I’(a+l)k(8)cos(N9+’y)+0((1))]
—  4(a  + 2)(a  +  3)(a  +  1)4  —  4)u/2F(n  +  a  +  1)
—d  (n+2a+1)2(—n)9  [(n—2)!I’(a+1)22(a +  1)2    L(n —  2)’/2F(n  + a  + 1)k(9)cos(NO  + ‘y) +
n!I’(a  +1)k(9)cos(NO  + ‘y) +
+  e  Lflh,2r(n + a  +1)
Vamos  a  distinguir  los  siguientes  tres  casos.
1.  M  > O, N  >  O. Usando
=  4MN(2a+3)(2a+3)n—2  +  O(n22)(a  +  1)(a  +  2)n!(ri  —  2)!
d  
obtenemos  que
(2a  + 3)(2a  +  3)n—2   (n + 2a  +  1)4(—n)4
B(cosO)  =  MN(  +  1)(a+2)n!(n  —2)! (a+2)(a+3)(a+  1)4




la+    —1<a<—
y  N, ‘y son las  mismas  constantes  que  aparecen  en  (2.5).  La  cota  para  el término
de  error  se  cumple  uniformemente  en  el intervalo  [€, ir — E].
2.  M  O, N  >  O. Haciendo  el mismo  tipo  de  cálculos  se  cumple
N  F(a+1)(2a+3)_  
—                         nB)(cosO)   F(n+a+1)(a+1)
—4)_1/2    (n—2)_h/2
(a’  +  1)4  +  (a  +  1)  — n  /2)  k(O)cos(N9  + ‘y) +  0(n)
y  N,’y  son las  mismas  constantes  que  aparecen  en  (2.5).  La  cota  para  el término
de  error  se  cumple  uniformente  en  el intervalo  [c, ir — E].
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3.  M>  O, N  =  O. En  este  caso  tenemos
B(cos  O)  =  2Mr(  +1)1)  (2a±  3)-:(n  +  2+  1)2 n5k(O)cos(NO +
+  O(n)
donde
1                 1
—(c+)  —1<c—
y  N, ‘y son las  mismas  constates  que  aparecen  en  (2.5).  La  cota  para  el  término
de  error  se  cumple  uniformemente  en el  intervalo  [e, 7r —  e].
Como  los polinomios  {D4R)}>4  son  ortogonales  con  respecto  a  la  función
peso  (1 —  x2)4,  usando  (2.5)  obtenemos
(1  —  x2)2ID4R(x)I  <Cn(1  —  x2)_           (2.31)
donde  la  constante  C,  es independiente  de  n  E  N y  x  E  (—1, 1).  De  la  misma
forma
(1  —  x2)ID2R(x)I  <can(1  —  x2)_)           (2.32)
donde,  otra  vez,  la constante  Ca > O es  independiente  de fl  E  N y X  E  (—1,1).
Usando  (2.8),  (2.31),  (2.32),  secumple  la  siguiente  estimación
PROPOSICIÓN  2.2.
IB(x)l    c  { (& + 2)(a  +  fl2  +  IdhIn  +           (1—
donde  la  constante  Ca  >  O es independiente  de n  E N y x  E  (—1, 1).
A  continuación,  vamos  a  deducir  una  estimación  para  los  polinomios  ortonor
males  {a)  }  respecto de la norma  uniforme.  Teniendo  en cuenta  la expresión
nO
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de  {Ñ)}    en términos  de  {B$}>0
=  IB(x)I
<  ,                 max (1  X2)2D4R(c)(X)I
14(a+2)(a+3)—1x1
+IdI  max  (1_x2)ID2R(x)
—1<x<1
+  el   IR(x}.
Pero,  de  (2.6),  obtenemos
l(x)l  <Ca)tn  {an  +  klnIrj2 + kI}
Además
PROPOSICIÓN  2.3.
max   ,nEN
—1<x<1
DEMOSTRACIÓN.  Como  en  las  proposiciones  anteriores,  vamos  a  distin
guir  los siguientes  tres  casos.
1.  M  > O, N  > O, entonces
           {4c+8  +  26}
=
2.  M  =  O, N  > O, entonces
inax  ‘(x)I  <  Cnn26
—1<x<1
=  Cafl.
3.  M  > O, N  =  O, entonces
rnax  I(x)l  <  Cn_+n22
—1<x<1
=  Cc,fl’.
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Finalmente,  la  comparación  de la  anteriores  dos estimaciones  nos lleva al  análisis
del  comportamiento  de  j.’4(1)I así como del de  I{}’(1)I.
PROPOSICIÓN  2.4.
       siM>  0,N  > 0,or  1ví >  0,N  =  O
  siM=0,N>0
Jn  siM>  O,N  >  0,or  M  =  0,N  >01  fl     I   si 0,N=0
Vamos  a  destacar  que  para  a  =  O recuperamos  la  Proposición  3.4  de  [45].
DEMOSTRACIÓN.  Teniendo  en  cuenta  (2.15),  y  (2.16),
I(’)I  —  e
{)}‘(i)       n(n+  2a  +1)  +      (2a+ 3)M
—     2(a +  1)      (a +  1)(a  +  2)(n  —  2)!
Así
(i)  Si M  >  0,  N  >  0,  entonces
 
I{ñ}’(1)I     
(u) Si M  =  0,  N  >  0,  entonces
I(1)I  
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Como  último  paso,  vamos  a  deduçir  el comportamiento  asintótico  de  la  sucesión
{ B)}>0  uniformemente  en  conjuntos  compactos  de  la  región  C [—1, 1].
Definimos    y  dividiendo  (2.7)  por  IIRIIa  tenemos
B)(x)  =  a(ri+2c+11)2n(n—1)
lIRIIc,              22(a+1)2        IIRlIa
b  (n+2c+1)nIR2hI1a+2  j(a+1)+      2(a +  1)  IIR  a  x   (x
+  cl(x).
Es  bien  conocido,  usando  (1.5),  e1iguiente  comportamiento  asintótico  para  {l)}
i((z+  ))  =  ==2_D)[1+o(1)]  IzI  <1        (2.33)
donde  o(1)  se  verifica  uniformemente  en  la  región  interior  de  la  circunferencia
unidad  y  D,  es  la  función  de  Szeg$.
Si  usamos  (2.33)  vamos  a  distinguir  los  siguientes  tres  casos,  y  para  cada  uno
de  ellos  el  resultado  se  verifica  uniformemente  en  los  subconj  untos  compactos  de
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3.  M=O,N>O
B(a)  (x





Sobolev  Discreto  en  la  Circunferencia  Unidad

1.  INTRODUCCIÓN                       39
1.  Introducción
Hemos  tratado  de completar  los resultados  obtenidos  para  polinomios  ortogo
nales  Sobolev  en  la  recta  real  haciendo  un  estudio  en  el  caso  que  el  soporte  de
la  medida  de  ortogonalidad  sea  la  circunferencia  unidad.  Estamos  recorriendo  el
camino  en  sentido  inverso  a  como fue  tratado  este  tipo  de  problemas  en  el  caso
de  ortogonalidad  estándar  aunque,  como  se  verá  en  el  desarrollo  del  Capítulo,
el  estudio  se  hace  de  manera  totalmente  independiente,  ya  que  no  tenemos  una
fórmula  que  nos  conecte  polinomios  ortogonales  Sobolev  en  un  intervalo  de  la
recta  real,  con  polinomios  ortogonales  Sobolev  en  la  circunferencia  unidad.  De
hecho  estamos  convencidos  que  tal  fórmula  es  poco  probable  que  exista,  ya  que
si  observamos  la  relación  que  establece  E.  M.  Nikishin  en  {57, pag.  2702] vemos
que  parte  de  una  medida  con  parte  absolutamente  continua  y  parte  discreta  y
obtiene  una  fórmula  del  tipo  estándar,  pero  para  ello  tiene  que  considerar  un
producto  escalar  indefinido  en  la  circunferencia  unidad,  por  lo  que  se  ve que  la
transposición  del  caso estándar  al  caso  Sobolev  parece  poco  natural.
Vamos  a  comenzar  definiendo  el tipo  de  producto  escalar  con  el  que  vamos  a
trabajar.
DEFINICIÓN  1.1.  Sea  i  una  medida  de  probabilidad  cuyo  soporte  es  un
subconjunto  infinito  del intervalo  [0, 2ir].  Un  producto  escalar  Sobolev  en  el caso
discreto,  con soporte  en  la  circunferencia  unidad  viene  dado  por
(f,g)  =  f  f(eiO)g(ei0)di(O) +f(Z)Ag(Z)H             (1.1)
donde  f(Z)  =  (f(zi),.  ..  ,f(”)(z1),...  ,f(Zm),..  .  ,f(lm)(Zm)),  A  es  una  matriz
Mx  M  hermitiana  definida  positiva  o una  matriz  diagonal  por  bloques  hermitiana
semidefinida  positiva,  donde  el bloque  i-ésimo es  una  matriz  de  tamaño  1 +  1 x
.l+1,M=l1+.+1.1+myIzI>1,  i=1,2,...,m.
Debido  al carácter  definido positivo  o semidefinido  positivo  de la matriz  A, exis
te  una  sucesión  de  polinomios  {&fl}fl>Q  con  ‘y,z”+  términos  de  menor
grado,  yn >  0, ortonormal  con  respecto  a  (1.1).
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Como  primer  problema,  estamos  interesados  en  estudiar  el  comportamiento
asintótico  de  esta  sucesión  con  respecto  a  la  sucesión   cuando  la  medida
j  E .Af (véase  [24]).
Como  segundo  problema,  consideraremos  el estudio  del comportamiento  asin
tótico  fuerte  de la  sucesión de los polinomios  ortogonales  Sobolev  en el soporte  de
la  medida,  cuando  díz =  p(O)dO pertenezca  a la  clase  de Szeg6  (véase  [25]). Para
abordar  este  estudio  hemos tenido  que solventar  dificultades  surgidas  del carácter
hermitiano  del producto  escalar,  por  lo que hemos  necesitado  un  nuevo  conjunto
de  polinomios  para  considerar  en  él  el  desarrollo  de  la  modificación  polinómica
del  polinomio  ortogonal  de Sobolev.
El  estudio  del  primer  problema  ha  sido  considerado  en  casos  particulares  de
productos  Sobolev  discretos.  Queremos,  en  primer  lugar,  destacar  ejemplos  de
este  estudio  en la  recta  real,  que  ya han  sido mencionados  en el anterior  Capítulo,
tales  como  [49] porque  en ese trabajo,  que trata  un  caso muy  concreto  podemos,
ver  que  los  autores  aplican  una  técnica  algebraica  que  puede  ser  extendida  a
nuestro  caso.  Otro  trabajo  que  queremos  mencionar  es  [4];  de  él  obtenemos
algunas  expresiones  con  determinantes  que  nos serán  muy  útiles.  Los resultados
que  vamos  a  obtener  en  este  trabajo  son  análogos  a  los  obtenidos  en  [40], pero
usando  una  técnica  analítica  completamente  diferente.  Si  suponemos  que  los
polinomios  ortogonales  Sobolev  son  de  grado  n  para  ri suficientemente  grande,
podemos  obtener  el caso  no regular  que  ha  sido enunciado  en  el comentario  final
de  [39] y  que  estos  autores  no  demuestran.
Casos  concretos  de  productos  escalares  de  Sobolev  en  el  caso  discreto  con
soporte  en la circunferencia  unidad  también  han  sido estudiados  con  anterioridad.
En  [15] ha  sido  analizado  el  caso  m  =  1  y  l  =  1  cuando  jt  E H  y  Izil =  1.  La
asintótica  del  cociente  y  el  comportamiento  del  coeficiente  principal  fueron  los
problemas  considerados.  Otro  trabajo  que  queremos  destacar  es  [38], donde  se
analiza  el caso  de  una  derivada  en m  puntos  distintos.
2.  ENUNCIADO DE  RESULTADOS DE ASINTÓTICA RELATIVA     41
2.  Enunciado  de  Resultados  de  Asintótica  Relativa
Sea  i  una  medida  de probabilidad  cuyo soporte  es  un  subconjunto  infinito  del
intervalo  [O, 2ir], denotemos  por  {ço}>0  con  çoa(z) =  kz’+  términos  de  grado
menor,  k  >  O, la  sucesión  de  polinomios  ortonormales  con  respecto  a   y  por
{}n>O  con  (z)  =  z’(1/),  la  sucesión  de  polinomios  recíprocos  asociados
a  ésta.  Sea  {1’fl}n>Q  con  (z)  =  ‘yz’  +  términos  de grado  menor,   >  O, la
sucesión  de polinomios  ortonormales  con  respecto  a  (1.1).  Vamos  a  enunciar  los
siguientes  resultados.
TEOREMA  2.1.  Consideremos  un  producto  escalar del tipo  (1.1)  tal  que ji  e
y  la matriz  A  es  herínitiana  definida  positiva.  Se  cumple
hm  =  [J zj’                       (2.1)
n—+oo .v
‘fl  i=1
1(k)!     “  /  —f          li+1
(k)—4ll( ziz_Zi;)    jzI>1,k=O,1,...,        (2.2)ÇOn (z)  i=1  z  kZZi —
IzI  <1.
COROLARIO  2.1.  Como  consecuencia  inmediata  de  este  Teorema  y  usando
(2.8)  obtenemos
p(k+l)(z  1
(k)  :i—  , {z   C  zj  > 1}   {z}1  , k  = 0, 1
n’çb  (z)  Z
TEOREMA  2.2.  Sea  un  producto  escalar  del  tipo  (1.1)  tal  que  p  E .1V y  la
matriz  A  es  hermitiana  semidefinida  positiva  y  diagonal  por  bloques,  de  tamaño
(l  + 1)  x  (l  +  1),  que  denotamos  por  A  para  i  =  1,..  . , m,  donde  cada  uno  de
ellos  es  una  matriz  seniidefinida  positiva  de rango ni.  Se  cumple
hm  =fiIZI,                    (2.3)
fl—*QO ‘V
‘  i=1
1 (k) (      “ /  —(       
(k)—4H(ziz_zi))  Izj>lk=O1,        (2.4)ÇOn (z)     z zz  —
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izi <1.
COROLARIO  2.2.  Como  consecuencia  inmediata  de  este  Teorema y usando
(2.8)  obtenemos
.p(k+l)(z  1
(k)“/  u:  —    ,  {z  E  C:  Izi  >  1}    {z}1,  k  =  0,  1
 (z)  Z
2.1.  Notación  y  Resultados  Auxiliares.  Para  facilitar  la  lectura  de  los
resultados  vamos  a  utilizar  una  notación  que  simplifica  enormemente  las  ex
presiones  que  siguen.  Para  una  función  f(z)  de  una  sola  variable  y  el  vector
X  =  (x1,0,...  ,Xi,11,...  ,Xm,O,..  .  ,Xm,j,,),  denotamos  por:
f(X)  =  (f(x1,o),.  ..  ,  f(li)  (x1,,1),..  .  ,  f(Xm,0),  ...  ,  ft  (Xm,ij).
Así  por  ejemplo,  si  Z  =  (zi,...  ,Zi,...  ,Zm,...  ,Zm)
—  —
li+l
K(z,Z)  (K(z,zi),.  ..  ,K°”  (z,zi),.  ..  ,K(Z,Zm),.  ..  ,K(Olm)(Z,Zm)),
donde  K(z,  w)  es  una  función  de  dos  variables.
 (z,  Z)




Esta  notación  la  vamos  a  mantener  para  capítulos  posteriores.
A  continuación,  vamos  a  recordar  la  relación  de  recurrencia  que  verifican  los
polinomios  ortogonales  en  la  circunferencia  unidad,  la  fórmula  de  Christoffel—
Darboux,  y  algunos  resultados  sobre  el  comportamiento  asintótico  de  los  poli
nomios  ortogonales  respecto  a  medidas  pertenecientes  a  la  clase  de  Nevai,  que
vamos  a  necesitar  en  las  siguientes  secciones,  además  de  enunciar  resultados  au
xiliares  a  los  cuales  recurriremos  para  la  demostración  de  los  Teoremas  2.1  y
2.2.
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Sea  z  una  medida  de  probabilidad  cuyo  soporte  es  un  subconjunto  infinito
del  intervalo  [O, 27r]. Sa  {ço}>0  con  cp(z)  =  kz’  +  términos  de  grado  menor,
k  >  O, la  sucesión  de  polinomios  ortonormales  con  respecto  a  esta  medida.  Es
bien  conocido  que  estos  polinomios  verifican  una  relación  de  recurrencia  de  la
siguiente  forma
k+1(z)  =  k+1zço(z)  +  +1(O)(z),              (2.5)
o,  equivalentemente,
k1(z)  =  k1o(z)  + çoj(O)zço(z).
Sean
K(z,i)
los  polinomios  núcleos  asociados  a  p.  Denotamos  por
K’(z,)
Haciendo  uso  de  (2.5).  podemos  expresar  K(z,  i)  de  la  siguiente  forma,  que  es
conocida  en  la  literatura  como  Identidad  de  Christoffel—Darbonx
K(z,w)  =  (z)(w)—Ç0n(z)Pn(w)                (2.6)
1  -wz
Supongamos  que   E A/.  Es bien  conocido el siguiente  comportamiento  asintótico
(véase  [69])
(k)  (   
   ,IzI>1,k=O,1,...  ,                (2.7)
(z)
(k+1)(z’    1fl(k    ,IzI >1,  k=O,1(2.8)
np,  (z)    Z
También  queremos  destacar  el siguiente  resultado  que aparece  en la demostración
de  [52, Teorema  4]
*(  çonzJ__4.n        —1
1     ÇOZ)
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o,  equivalentemente,
,IzI <1.                    (2.10)
Ahora  vamos  a  incluir  algunos  resultados  auxiliares.
LEMA  2.1.  Si  a  E J,T se  verifica
K)(z,)_÷  1
(i)     (j)    —  —         ,IzI,I4I >1,  i,  0,1
ÇOn (z)çOn ()    z—1
DEMOSTRACIÓN.  En  primer  lugar,  de  (2.8),  tenernos
IzI>1,p>q.                     (2.11)
.(v)    -çon(z)
Para  p,  q  0,  1, 2,...,  se  cumple
IzI  >  1,  p    q.                    (2.12)
(p)    -ÇOn (z)
Sólo  necesitamos  demostrar
IzI  >1.                       (2.13)
(y)    —*ÇOn (z)
Para  p  =  1 tenemos  (2.9).  Supongamos  que  para  p  =  k  se  cumple  la  hipótesis  de
inducción;  entonces  de
*(k+1)(z)  —  ça)(z)  (ço(z)’    ‘(z)
(k+1)     — (k+1) /    1    (k)     ) +   (k)p,    (z)     n    z)     (z)  /     ç  (z)
deducimos  que  para  p  =  k  +  1  también  se  cumple.  De  ésto  se  sigue  (2.13).  A
continuación,  usando  (2.6),  veamos  que  para  s,t  =  0,  1,...
5t   3s   =
K,’(z,w)  =                     1—Fz          )
s  t        O(t—r)0(8—1)1
_____________________________                            (r)
8   Dw(t-r)  Dw(8_l) 1 —  {W)*(r)()  —  (Z)n  (w)  ,(2.14)ctcr
¡=0
usando  (2.11)  y  (2.12)  concluimos  la  demostración  del  Lerna.
Como  corolario  del  Lema  anterior  y  usa4do  (2.11)  obtenemos  el  siguiente  resul
tado.
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COROLARIO  2.3.
K’i)(z,),  lzI,II >1,
 (z)ço ()
parapi,q>jóp>i,qj.
LEMA 2.2. Si E  jV entonces
iç°’  (z 
:“o     , < ijj  >i,  j =,iÇOZ)ÇOn c,
DEMOSTRACIÓN. Es consecuencia de (2.10) y (2.14).                    1
LEMA 2.3. Si  E Aí,tenemos
--  —.n               nl(•i)    U      Z.— i,  1 —
n  (z)
DEMOSTRACIÓN. Es una consecuencia inmediata de
(i)  (  (pn+1 sz) ._(i)           —ÇOn (z)
1
El siguiente l ma, que aparece en [4] nos erá de gran utilidad
LEMA 2.4. Sea Q una matriz M x M invertible  o regular ), y u,x dos
vectores columna de tamaño M. Se cumple a siguiente igualdad
A+rr  —T
1 — xTQ_1r1 — eu    — tLXdetQ
DEMOSTRACIÓN. Consideramos las siguientes igualdades matriciales
(  )  (TT  ‘)  = [  Q       U)]
sT  1 — 5TQ_1
(oTTo  )(  )[QxT  (fl]
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Tomando  determinantes  en  ambos  miembros  de  las  igualdades  obtenemos  el re
sultado.                                                         U
Para  terminar  esta  sección  de  resultados  auxiliares,  nos  gustaría  incluir  el  si
guiente  resultado,  que  prueba  el  carácter  definido  positivo  de lÇ  {Z], matriz  que
usaremos  en  la  demostración  de  los  Teoremas  2.1  y  2.2.  Para  probar  esta  afir
mación  calculamos  el  valor  de  un  determinante  que  puede  ser  visto  como  una
generalización  del  determinante  de Van  der  Monde,  apelando  a  técnicas  de  va
riable  compleja.
TEOREMA  2.3.  Sea  11Ç[Z] la  matriz  de  tamaño  M  x  M  definida  de  la si
g’uiente forma
Kn(zi,zi)      K’’°(z1,z1)                 j((lmO)(Zm,Zi)
K,°”(zi,zi)                     K’(Zm,Zi)   IC(t 1)(Zm,Zi)
::: K”’(z,,z,)  ::: K°h1)(Zm,Zi)
(2.15)
K,(zi  zm)     K” °(zi  z,,)     K,(zm  zm)       j(Im  O)(z  Zm)
Kt’(Zj,Zm)    K,Ç1)(zm,zm)
K$.Im)(Zi,Zm)   Kh1Im)(zi,Zm)    ::i J(!mm)(Zm,Zm)
Esta  matriz  es  definida  positiva,  para n    M,  cuando  los puntos  z,  i  =  1,...  ,m
son  distintos.
DEMOSTRACIÓN. Consideremos  la  siguiente  matriz
o(zi)    i(zi)    ...
(zj)      (zi)   . .  .
(p(ll)(z)    cp”(z)   . .  .  ç21(z1)
o(zm)     Pi(Zm)    ..
ÇO(Zm)     ÇO’jZm)    ...
(Lm)(Z)     (Zm)()  ...
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de  modo  que  se  cumple
1lÇ[2] =GT.
Usando  esta  descomposición,  si  denotamos  por  x  un  vector  fila  de  M  compo
nentes,  se  cumple  que
GTxT  =x.d(xG)T    O.
Por  tanto,  para  demostrar  que  1EÇ[]  es  definida  positiva,  basta  ver  que
(xG)T  =  o =  x  o
y  esto  último,  es  equivalente  a  probar  que  las  filas de  la  matriz  G  forman  un
conjunto  de  vectores  liucalmente  independiente.
Teniendo  en cuenta  que  dado  n  E  Z  podemos  encontrar  coeficientes   para
Ojn_l,deforrnaque
(z)  =  kz  +  L an,jWj(z).
Haciendo  operaciones  elementales  por  columnas,  podemos  reducir  el  problema  a
demostrar  que  las filas  de  la  matriz
1  zj  Z    z
o  i  2zj  3z        (n—1)zr2
o  o  o   o        (._i)!    n—Ij—l(,—ii—1)!  i
G:=
lZm  Z  Z
o  i  2Zm  3z  (n_1)z2
o   o  o
forman  un  conjunto  liiiealmente  independiente.  Para  ello vamos  a  seleccionar  el
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menor  principal  de orden  M  x  M,  que  denotaremos  por
1  Z1  Zi2  Zl3  ...
o  i  2zj  3z  ...  (M—1)z2
(M—1)!   M—(i  —1
o  o   o   o       (M_,l_l)!Zl
Am
zn   
o  1  2z,  3z  (M—1)z
¿  o   o   o        (M_l)!zM_!,,  —1
y  vamos  a  considerar  la  siguiente  función  analítica
1  z1    z12                 Z1M1
o  i     2z1  3z        (M—1)”2
(M—I)!  _i  —lj—1o  o    o    o           (Mij1) 
2      3                   M—J1  m—1  Z,_1  Zm_1
f(z)  :=  0  1  2Zm_i  3z_       (M_1)zA                (2.16)
‘  o   ‘    o           (M—1)!    1U—,,_j—1
1   z    z2                        ZM_1
o  i    2z  3z2        (M—1)’
‘     o         (M—1)! _tfm1(Mim  —1)
Se  cumple  que  det Am  =  f(Zm),  luego  basta  probar  que  f(Zm)   O.
Para  ello vamos  a  probar  por  inducción  que  toda  función  f  definida  de forma
análoga  a  (2.16), se  puede  factorizar  de la  siguiente  forma
m-1
f(z)  =  C  fl (z —
i=1
donde  C  es  una  constante  en  IR. Comenzamos  probando  el  caso  m  =  1.  En este
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caso  definimos  la  siguiente  función  analítica
1  zj  Z  Z  ...
o  1  2zi  3z  ...  (M—1)z’2
(M—1)!    M—j  —1
f(z      OO  O   O      (M_ll_l)IZl
 ‘  ‘       1 z  z2  z3  ...         zM_l
o  i  2z  3z2  ...    (M_1)zM_2
o  o  o        (M—1)! zM_t21(M—12  —1)!
donde  M  =  l  + 12 +  2.  Además  podemos  suponer,  sin  pérdida  de  generalidad,
que  11   12.  Calculemos  el  desarrollo  de  Taylor  de  este  polinomio  en  el  punto
z  =  z1. Usando  la  regla  de derivación  de los determinantes  tenemos  que
f(k)(z)  O      O  k    (1 + 1)(12 +  1)  —  1
Además,  esta  función  no  es  idénticamente  nula  ya  que
1  Zi  ...    Z1  ...
o  1  ...  (1i+1)z1  ...  (M—1)zr2
f((hl+1)(12+fl)  (z)  =  C    ...  (li+1)’(Af—I1_3)!  
Ó O ...     O   ...     (M—1)!z
O  O  ...  O  ...  (M—1)!
donde  C E R es  una  constante  no  nula.
Esto  implica  que  f((l1+l)(la+l))(zi)   O, y  además  si  tenemos  en  cuenta  que
f((li+l)(12+l))+l  (z)   O
concluimos  que  f(z)  =  C(z  —  z1)(u1+X12+1),  donde  C  E  I  es  una  constante  no
nula.
Usando  este  mismo  razonamiento  vamos  a  suponer  que  la  hipótesis  de  induc
ción  es  cierta  para  m  =  k  y vamos  a  probar  que  también  lo es  para  m  =  k + 1.
Sin  pérdida  de  generalidad  podemos  suponer  que  1    12   ...    1k    1k+1•
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Denotamos  la  función  analítica
1  z  z12  z13         z1M_1
o  i  2z1  3z      (M—1)z2
o  o  o
lZk  Z  Zf  (z)      01  2Zk  3z      (M—1)z
(M_1)!  M—IkO  O  O  O
1  z  z2            M_1
o  1  2z  3z2      (M_1)zM_2
o  o  o  o     (M—1)!             —1(M_I+1  )
Usando  de  nuevo  la  regla  de  derivación  de los  determinantes,  tenemos  para  j  =
f(z)=0      Ol(lj+l)(lk±+l)l
y  usando  la  hipótesis  de inducción  podemos  garantizu:  que
 0      1 =  (l+  1)(lk+J +  1).
De  esto  podemos  concluir  que
f(z)  =  k  —  zj)(hi+h1+g(z),
donde  g  es  una  función  analítica  g(z)   0.  De  la  expresión  de  f  como  de
terminante  deducimos  que  esta  función  es  un  polinomio  de  grado  a  lo  más
+  1)(lk+1  +  1), por  lo que  g(z)  constante   O y obtenemos  el  resultado.
OBSERVACIÓN.  Hay que destacar  que en la demostración  anterior  no hemos
usado  la  propiedad  de  ortogonalidad  de  la  sucesión   sólo el  hecho  que
Vn    0,  grado  =  n.
.
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2.2.  Demostración  de  Resultados  Principales  de  Asintótica  Relativa.
En  primer lugar vamos  a  deducir  algunas  expresiones  algebraicas  que  usaremos
en  la  demostración  de  ambos  teoremas.
Expresamos   en  términos  de
=        +a,nçok(z).                (2.17)
Parak=O,...,n—1
p2ir      ________
ak,  =  j  p,1(eiO)ço(ei9)d/2(O) =  _,j.,fl(z)Acpk(Z)H.
Sustituyendo  esta  expiesión  en  (2.17)
=  wn(z)  _.,1(Z)Açak(Z)”Çok(z)
=  !(z)  —  (Z)AK(z,  Z)T.  (2.18)
A  continuación  derivarnos  sucesivamente  y  sustituímos  z =  z1,...  , z  =  zm,  para
eliminar  (Z).  De la  expresión  anterior
!(zj)  
pa  i  =  1,.  ..  ,  m,  s =  O, 1,l.  De  esta  forma  obtenemos
=  !(Z)  — ,p(Z)AK[Z],                (2.19)
donde  IIÇ[Z] es  la  matriz  definida  en  (2.15).
De  (2.19)  obtenemos
b(z)  [IMxM + A1K[Z]]  =
donde  ‘MXM denota  la  matriz  identidad  M  xM.  Dado  que  K[Z]  es  una  matriz
definida  positiva  (Teorema  2.3),  si  usamos  además  que  la  matriz  A  es  definida
o  semidefinida  positiva,  esto  es  suficiente  para  garantizar  que  la  matriz  ‘MXM +
AIIÇ [Z} tiene  inversa,  por  lo que
5(Z)  =  ço(Z)[IMM  +  AIIÇ[Z]]’.
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Sustituímos  esta  expresión  en  (2.18), multiplicamos  poi  y  dividimos  por  çon(z).
De  esta  forma  obtenemos
k  (z)  =  1 —  (Z)  [IMxM  +  AK{Z]}1  4K(z,  Z)T        (2.20)
Por  otro  lado,  también  tenemos
=  f   +(z)A(z)H,
=  +  (Z)A(Z)”
‘yn    n
Ahora,  multiplicando  por  y sustituyendo  ‘(Z),  obtenemos
(k)2  =  1+  (Z)  {IMXM + Aç[z]r’  A(Z)H.        (2.21)
Vamos  a  expresar  (2.20)  y  (2.21)  como  cociente  de  determinantes  usando  el
Lema  2.4.  Así
kb(z)  —  det[iMM+  ATFÇ{Z]—Á1Tço(Z)]       (22 )
yn  (z)  —       det [IMXM + AK[Z]]
2  — det[IMA+AK[ZJ+A(Z)Tço,(Z)]
—       det[IMXM+AIIÇ[Z]]
— detEIMXM+A1lÇ11[Z]]             (223)
yn)  —  det[IMXM+AIÇ[Z]]
Ahora,  usando (2.22) y  (2.23), vamos a deducir el comportamiento asintótico de
y  para Izi > 1.
Si  denotamos por  =  .  para i = 1....  ,m,  y (=  (,..  .
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vamos  a  considerar  IEÇ [] como la  siguiente  matriz  M  x  M
       ‘°(i,i,  i.o)               ,i.o)
I’  ‘‘(i,ij  ,i,i)      K°’(m,o,ei,i)      K”’’(mg,,  ‘e’.’)
:::  .«(‘t,          K’rn,gm  i.t,)
o  m  o)       O)  ¿j  m  o)     K(e.  o m  o)     K”” O)(m  ‘m  m  o)
K°”(ei.o,,i)     IC’’”(,,  ,m,i)      K°’(m,o,em,i)     K1’”1(m,t,  ,m,1)
KIm)(l,O,mlm)  1::   II: KOim)(rn,o,m,,)  :1: Klm)(rn,im  
Usando  la  notación  introducida  anteriormente,  esta  matriz  puede  ser  descrita  de
la  siguiente  forma
çEI  =  ( K(1,o,T  ...  Kh1)(1,i1,T  ...   ...  Kgm)(m,,T).
Podemos  afirmar  que  esta  matriz,  cuando    a,,, para (i, j)  $ (k, 1), siguiendo
una  técnica  de demostración  totalmente  análoga  a  la  que  usamos  para  probar  el
Teorema  2.3,  es  definida  positiva  para  n   N,  donde  N  depende  del  orden  de
derivadas  que  aparecen  en esta  deficinión.  Si usamos  además  que  la  matriz  A  es
definida  o semidefinida  positiva,  esto  es  suficiente  para  garantizar  que  la  matriz
‘MxM  +  AK  [e], para r  >  N  tiene  inversa.  Notemos  que  cuando   =  (z,  . .  .  , z)
para  i =  1,...  , m,  entonces  1EÇ{]  1lÇ [Z]. Denotamos  mediante   =  (z,  .  .  ,  z)
el  ivector  fila  para  i=  1,.  ..  , m.
•  Demostración  del  Teorema  2.1.
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Vamos  a  analizar  el  comportamiento  asintótico  de  
(k    det[A’+1Ç+,[ZJ]
1im(—  =limyJ  n-400  det[A1  +1lÇ[Z]]
det[A—’+1EÇ1[e]]
=  hm  hm
°°    det  [A’  + lK]]
i=1..,rn
jt
Si  introducimos  la  matriz  diagonal
A=
diag(1       1           1            1            i






=  hm  hm                                ___
det  [A_1A  +IFÇ[]A72]      det {A+1A+1}ni=1
i,ji,I
jl
Podemos  intercambiar  los límites  porque  tenemos  convergencia  uniforme.
det{A÷1A1A+1+A1IFÇ,[]A,+1Jdet[ÇA]
=  hm  hm                               ___
det  [XA1A  +1E[]A]      det [A+1A+1]
i1fl2
it
Usando  los  Lemas 2.3  y  2.1 consideramos
hm  det  [A+1A1A+1  +   []A+1]
n—*  00
=  hm  det  [A+1iI+1  []A+1]
n-.+00
1              1                    1
Iei,o12—’      i,iET—’    .    ET—i
1              1                    1
 —1       Ii.1 12_1             TT—i
1            1                        1
i,Om,Im  —1      i,iern,,m   1       I1
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Este  determinante  es distinto  de  cero  como  fue  probado  en  [38, Lema  5}.
Teniendo  esto  en  cuci ita.  y  usando  (2.7)  tenemos
,,(rn                             2
hiit           lun
i=i   m
i=1  ...,m  •
m
nn            l.+1hm  —=     z
n—+oo  ‘Y1  j=1
Usando  el mismo  tipo de  argumentos,  y con la notación  anterior,  vamos  a deducir
el  comportamiento  as)iit6tico  de
Determinaremos,  en  rimer  lugar,
clct[A’+IÇ{Z]—KZ)T(z)]
det  [A-’  + K[Z]]  (2.24)
Sea
  -    (T
de  manera  que  (2.24’  es  igual  a
det[A’+T[]]
‘o  ¿-  det  [A-’  + 1K[]]
j=1
i1
Si  multiplicamos  y  dividimos  por  det[ÇA]
det  [A’A  +
=  lirri  Ihu
d—  det [IMXMAfl  +[ZJA]
.-4C.
Podemos  intercambiar  los límites  porque  tenemos  convergencia  uniforme
det
=   hm  lun
1L400  det  {ÇIlç[Z]A








     (z)        (z—z))+hm  =H(
n-+oo  ‘(z)        — 1)
lo  que  coincide  con  (2.2)  para  k  =  0.  Para  cualquier  /  el resultado  se  sigue  por
inducción,  teniendo  en cuenta  la  siguiente  igualdad
donde  p y  q son funciones  derivables.  Podemos  den iosi  ar  también  que
nz—_+r1
‘f_n  /
k  (z)  —  _____
___  ___  -  (Z)  [IMxM  AÇ[Z][
z)  —  ____
4K71(z,Z)T
z)




—  (z)  —  1 +
 (z)
det  [IMXM  1- AIIÇI[Z] —  A
det  [IMM  + 1II•  [Z]]
K,,(z,Z)T  (7)]det  {A1  +  Ç[Z]  .  (z)  ‘Pl
hm
det  [A1   [Z]]
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i        i  _____
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De  (2.20)  se  sigue que
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det[A-’  + K[]  -K;(ZT)]
=lim  hm




Usando  el mismo tipo  de argumentos  que  antes  y  teniendo  en cuenta  el Lema  2.2
det[A_1+llÇ[Z}—K(z)T(z)]   <1
det[A’+K[Z}]               ,zI
De  este  modo  queda  probado  el  Teorema  2.1.
•  Demostración  del  Teorema  2.2
En  este  caso  A  es  una  M  x M  matriz  diagonal  por  bloques  semidefinida  posi
tiva.  Denotemos
AL       O11+1x12+1 .  ..  0i1+IXL+1
A       012±lxti+1     A2              °12+lXIm+1
°lrn+1XL1+1  °lm+lxlZ+1  ...     Am
donde  A  es una  (l  +  1) x  (l  + 1) matriz  semidefinida  positiva.  Denotemos  por
n  el  rango  de  esta  matriz  y N  =  rq.  Existe  una  matriz  M  x  M,  invertible
y  diagonal  por  bloques
PL      °1j+1X12+1   ..  O1i+lxl,,.+1
p        °12+lxli+1     P2      .   °12+lXIm+1
°1+lXLj+1   °lm+1X12+1        Pm
donde  P  es  una  matriz  triangular  superior,  tal  que  A  =  P’AP  y  A  es  la
matriz  canónica  equivalente  a  A,  es decir  una  matriz  diagonal,  con  n  elementos
iguales  a  1 y 1 +  1 —  ri  igitales  a  cero.  Esta  matriz  siempre  la  podemos  conseguir
haciendo  operaciones  eleitientales  en la  matriz  inicial,  las  que  hacemos  por  filas,
hacemos  las  conjugadas  de  éstas  por  columnas  y en  este  caso  debido  a  que  A
es  semidefinida  positiva,  podemos  garantizar  que  no  necesitamos  permutar  filas,
puesto  que  si  nos  aparece  un  pivote  igual  a  cero  todos  los elementos  debajo  de
él  también  serán  iguales  a  cero.  La  matriz  P  es invertible  ya  que  es el  resultado
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de  hacer  transformaciones  elementales  sucesivas  a  la  u tatriz  identidad.  De  este
modo  tenemos  que
,4C
l1+1  x12+1  .  .  .   ‘Ji  +
AC
“12+1  xli+i       t12     . .  .    ‘-0+  xl,,.+1
°Lm+lXll+1    °tm+1X12+1
y  A  =  PHACP.  Teniendo  en  cuenta  la  estructura  de  la  matriz  P  así  como  las
propiedades  de los  determinantes,  se cumple
det  [IMxM  +  A1Ç[Z]]
=  det[P’]  det       +ACPKn  [Z1] =  det  {I  ,  +  ACPJIÇI [Z]PHJ
=  det  [INXN + ÁP1lÇ[z]Pt]  dr  [INXN  +  PIEÇ[Z]P”]
donde  A  es ahora  una  matriz  N  x  M
Á     Of, X121                >‘,±1
—     On2xli+1    A     . .   O,
_t&c  —      .
°flmXtl+1   °nrnxl2+1
es  la matriz  n  x  (l  + 1) que  resulta  de A  cuando  ii  ihiamos  las filas  de ceros
y  es  una  matriz  N  x  M  diagonal  por  bloques
On, x(12+1)  .  .  .  O,o x
°fl2  x(1,+1)          •..  O,,. <  J  +1)
°flmX(1i+1)   °nmx(12+1)  ...    P,,,
siendo   la matriz  de tamaño  n  x (l+l)  que obteneuio-: de P, cuando  eliminamos
la  fila  k-ésima  si  hemos  eliminado  de  A  la  fila  k-ésiin  Por  ejemplo,  si hemos
eliminado  de A  la  segunda  y cuarta  fila entonces  eliuiiwimos  de  P  la  segunda  y
cuarta  fila.
Denotemos
a’0  a’1  . .
a’0  a’1  . .    a’1
a°  a”  ...
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Para  la  fila  j-ésima  de 1  ,  j  =  1,..  ,n,  denotamos  por  Pi,j  el índice  tal  que
 O  j,k  =  O,  Pi,j  <  k    Li.
Usando  esta  notación  tenemos  que
L[Z]  :
es  una  matriz  N  x  N  que  podernos  describir  por  bloques.  El  elemento  (k, 1) de
esta  matriz  es  de  tamaño  k  x  njpra  k, 1 =  1,...  ,  m,  y lo  podemos  escribir  de
la  siguiente  forma
,  aK’(zj,  zk)a’3
•j=O, ..j                    r=1flk
s=1fi
Ahora  introducirnos  una  nueva  matri’z  de  tamaño  N  x  N  que  denotamos  por
con  la  misma  estructura  por  bloques  que  la  anterior  irÇ{Z]. Describimos
el  bloque  (k, 1) de tamaño  k  x  u  para  k, 1 =  1,...  , ni,  de  la  siguiente  forma
.:   riK(í,i)   k,r—1)’
i=Op,.
j=í  ..,                            r=ifj0
-                                  s=1fi
Siguiendo  una  notación  similar  al  caso  anterior   =    .  .  .  ,  i)  para
i  =  1,...  , m,  notemos  que  cuando   =  (z,  ...  ,  z)  para  i  =  1,...  , m,  entonces
=  L[Z].  Denotaumos  pom i  =  (zj,...  ,z)  el  vector  fila  de  dimensión  ni
parai=l,...,rn.
También  consideramos  la  siguiente  matriz  diagonal
F  =  diag  ( JP1.1)(10)                     ...   P,m)(nm_l)  )
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Ahora  podemos  obtener  el  comportamiento  asintótico  de
.   (k  —  Y  det[IMxM+A1lÇ1  [Z]]
‘sa)  —  no  det[IMM  +AIFÇ1[Z]]
det[INXN+PIFÇ1[Z]PF’]              det{INXN+I22+1 []J
= hm                    =hinliiiidet [INXN + PKrL[Z]PH]            óet [INXN +IEÇ[e]]1iIdet[F+1F+1+F+1&±[IF+i]det[F]
= hm hm                             _______det     + 1K7, []F]     det [F+1F+1]j1Podemos intercambiar los lím tes porque tenemos convergencia uniforme y la
anterior expresión queda de la siguiente forma
det[F+1F+1+F1Ñ.,11[]Fn+i]Iet[PF]hm hm                            __det [FnFTI + IFÇ []F]     deL [F+1F+1]1=1 ,...mj1Teniendo  cuenta el Corolario 2.3
hm det [F + iiL {]F} = hm deL [ 1. []F]n—oo                   1i—400
1’Pl,l 2     1.P112’ l 2       1 ‘P1.1“,Fm.n‘la11     a1a         a1li,ol2_1    i,iio—1         _________2.P1,2 1.P1,1     2,P1,22        ‘.P”‘Pm,rna1a       a11       aaS,,i,oi,i—1    li,i2_1           —
aPmma1,1 Pm,ma12     _____________
 t1,1em,m—il  1Este determinante es distinto de c ro c mo ha sido probado en [38, Lema 5].Teniendo  cuenta el anterior resultado y usando (2.7) tenemos
hm (k)2 = hm    fj Ii,I2n-+oo         -‘i=oni—]i1
hm =flIz.V’.n—oo ‘-Y‘  i=1
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Usando  el mismo tipo  de argumentos  vamos  a calcular  el comportamiento  asintótico
d  e
Para  comenzar,  vamos  a  :alcular
hm  det+A—Kfl(zZ)T(z)]]
det   + AÇ{Z}]
=  hm  det  {INXN  +  P  [ç[z} -‘‘T(Z)]  H]
det  [INXN  +  P11Ç{Z]PH]
Consideramos
 [zi  -  Kflz  Z)T  (Z)]  H
una  matriz  de  tamaño  N  x  N  que  puede  ser  descrita  por  bloques.  El  (k,  1)
elemento  de  esta  matriz  .s  de  tamaño  rik  x  n1  para  k,  1 =  1,...  ,m  y  lo  podemos
escribir  de  la  siguiente  forma
a’  (K(zzk)  -  K0Mzzk)  U)())  )
Consideramos  una  matriz  de  tamaño  N  x  N  que  denotamos  por  t[],  que  tiene
la  misma  estructura  por  bloques  que  t[Z].  Describimos  el  bloque  (k,1)  de
diménsión  k  x  n1  para  k,  1 =  1,.  ..  , m,  de  la  siguiente  forma
a’  (ii(1,  k,r-1)  — K°Zr_i)   (e_i))  )
r=1
81n
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Siguiendo  una  notación  similar  a  la  del caso  anterior
det[INXN+P[iiç[z]—KdzZ)Tço(z)]P’]
hm
det  [INXN  +  Pç  [z]PH]
det[IirXN  +
=lim  hm
—i  det  [IXN  +  L[Z]]
det[iIArXNFfl+
=lim  hm
 det  [7IivXNF7i  +IEÇ[Z]FnJ
m
Si  intercambiamos  los  límites,  usando  la  convergeiuia  uniforme,  y  simplificamos
las  constantes  que  aparecen  en  el  numerador  y  deiioinimidor.  obtenemos
det+íI’n  [1i]
=limlim
det  [INXNF72  +  1iÇ  [Z]C72]
¡=1
=              z_ii)=flÇ7(z_zi))




Junto  con  (2.3)  y  (2.22)  deducimos  de  forma  inmediata
hm  (z)  =  fj  ((z—z))
çon(z)  i=1  IzI(zz  —  1)
que  coincide  con  (2.4)  para  k  =  O.  Para  cualquier  k  el  resultado  se  sigue  por
inducción  como  en  el  Teorema  2.1.  Usando  el  mismo  tipo  de  argumentos  obte
nemos
72  Z
,,*(      Z
‘Y-Ti’z)
OBSERVACIÓN.  La  asintótica  relativa  de  b,  con  respecto  a   implica  que
los  puntos  z  para  i  =  1,.  ..  ,  m,  dependiendo  en  qué  caso  estemos,  atraen  l  +  1  o
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n  ceros  de  b,  para  n  suficientemente  grande.  El resto  de los ceros  se  acumulan
en  el  disco  unidad.
3.  Enunciado  de  Resultados  de  Asintótica  Fuerte
Vamos  a  considerar  d1i(O) =  p(O)dO donde  p(O) es una  función  positiva  e  inte
grable  en  el intervalo  [0. 2r]  que  satisface  la  condición  de  Szeg6:
p2ir/   lnp(O)dG>—oo.
J
Denotamos  por  {ço}>0  con  çon(z) =  kz’  +  términos  de  menor  grado,  k  >  0,
la  sucesión  de polinomios  ortonormales  con respecto  a  la  función  de peso  p(O)j2 n  °)m(e9)P(0)d0  =  0  u  m
o                      n=m
Para  facilitar  la  lectura,  vamos  a  enunciar  algunos  resultados  de  asintótica
conocidos  para  esta  sucesión  de  polinomios  y de  los  cuales  vamos  a  hacer  uso.
Es  bien  conocido  que podemos  definir la  siguiente  función  [75] (llamada  función
de  Szegó):
D(z)  =  cxp  {  f2   ::1lnP(9)dO}
que  verifica
a)  D(z)  E H2
b)  D(e°)  =  lim..+1-  D(re°)  existe  casi  siempre  y  ID(e°)I2 = p(O)
c)  D(z)   0,     z <  1,D(0)  >0
Tenemos  la  siguiente  asiiitótica  fuerte  para  {}  (ver  [75], Teoremas  12.1.2  y
12.1.4)
a)  Enlaregión{z,>1}
=    Z—[1  +  o(1)]  (3.1)
D  (1 /z)
Donde  o(1)  se cuiiiple  uniformemente  en subconjuntos  compactos  de  esta
región.
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b)  Enelsoporte
e”’0(e9)  =  _______  +  ()(1)                  (3.2)
D(e  )
donde  o(1)  debe  ser  entendido  en  el  sentido  (le la  convergencia  de L.
c)  Elcoeficienteprincipal
k=D(O)+o(1).
Si  combinamos  estos  resultados  con  los  Teoremas  2.1  y  2.2,  obtenemos  como
consecuencia  inmediata  la  asintótica  fuerte  de  los polinomios  ortogonales  Sobolev
fuera  del soporte  de la  medida  de  ortogonalidad.
COROLARIO  3.1.  Suponiendo  que estamos  emi tus  hipótesis  del  Teorema  2.1
y  la  medida  d,  =  p(O)dO satisface  la condición  de Szegó,  se  cumple
b(z)  =                D(1/) [ +  o(1)]
uniformemente  para z  E K  c  [{z:  Izi >  1}   {zj}!t].
COROLARIO  3.2.  Suponiendo  que estamos  emi. tus  hipótesis  del  Teorema  2.2
y  la medida  da  =  p(9)dO  satisface  la condición  de  S:cgó’, se  cumple
(z)  =[J (I))n  D(i/:)  [1+o(1)]
uniformemente  para z  E K  c {z:  IzI > 1}   
Además,  obtenemos  el siguiente  resultado  acerca  del comportamiento  asintótico
fuerte  en  el  soporte  de la  medida  para  la  sucesión  de  polinomios  ortogonales  de
Sobolev
TEOREMA  3.1.  Sea  p(O) una función  positivo,  e  integrable  en  el  intervalo
[O, 2ir]  que  verifica  la  condición  de Szeg/i
/   lnp(O)dO> —oc.
Jo
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Sea  {?/‘n}fl>O  con  (z)  =  yz’  +  términos  de menor  grado,  ‘y  >  O,  la  suce
Sión  de  polinomios  ortonormales  con  respecto  a  (1.1).  Se  cumple  el  siguiente
comportamiento  asintótico  para  {n}n>o:
a)  Enelsoportedelamedida
mO
kfl(emO)  -  /3(z) D(em0)  =  o(1)
donde  11.11 denota la norma  en L2(p(O)dO,{—ir,r])  y
 miz  —  z/3(z):=ll(.(z_--)
=1
donde  m  =  1  + 1 si  A  es  una  matriz  hermitiana  definida  positiva  y  m  =  n  si
A  es una  matriz  hermitiana  semidefinida  positiva  y  diagonal por  bloques.
b)  Enlospuntosdemasa{z}1  (si  A  es  una  matriz  hermitiana  definida
positiva).
h    ‘‘
‘)(Zj)          m         (l1)!h()




hflk(w)  =  2irwn_M  D(’w)  [J(w  —
y  se  define  la matriz  G  de  la siguiente  forma
G{Gi,G2,...,Gm]
donde  G  es  una  matriz  de  dimensión  M  x  (l  + 1)  dada por
(i)  G(r,s)  :=O
sil   r    ‘(l+1)  +l+  1 —s
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(u)
G(r,  s)  :=  (1    ) (l +  1 —




j=1                     -
El  método  de la  demostración  del  Teorema  3.1 está  basado  en  la  investigación
de  los coeficientes  de una  modificación  polinómica  de los polinomios  ortogonales
de  Sobolev  en  términos  de los  polinomios  ortogonales
LEMA  3.1.  Consideremos  {L}  ,  la  sucesión  de  polinomios  ortogonales
n>O
mónicos  con  respecto  al  producto  escalar  (1.1).  Sea  {q},>0’  la  sucesión  de
polinomios  ortogonales  mónicos  con  respecto a z.  Se  cumple
WM(Z)fl(Z)  =  +M(z)  +Eafl,jfl+M_j(z)  +b,zM_(z)     (3.3)
donde  WM(Z)  =  IJ(z —  )1+1  y  el grado de WM  es  igual  a M
Además,  existen  los  l(mites
1im.   para  1  j    M,
lim,0  b  =  O  para  1 <j  <M.
3.1.  Demostración  de  Resultados  Principales.
DEMOSTRACIÓNDELLEMA3.1.  La demostración viene dada  en tres  pasos.
1.  {zMçb(z),  ...  ,  (z),  zM_lç(z),...  ,  «(z)},  para  n>  M,  es un  conjunto  une
almente  independiente.  En  efecto,  consideremos  la  siguiente  identidad
azq5(z)  ±    bzq5(z)  =  O,
o,  de forma  equivalente,( aniz)  (z)  =  -  ( bnZM)
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Teniendo  en  cuenta  que  {}  y  {}  no poseen  raíces  comunes  se  sigue el  resul
tado.  También  se  cumple
f2lr  ( a,jei(MOçb(eO)  +  >2 bn,iei(M_i  (ei8))  p(O)dO  =  0  (3.4)
para  M    k  <n.
2.  Imponemos  que
qn(z)  =  +                         (3.5)WM(Z)
sea  un  polinomio.  Para  hacer  esto  tenemos  M  ecuaciones  lineales  homogéneas
en  las variables   j  =  0,..  .  ,  M  y   j  1,...  , M.
También  imponemos  que
k0,...,M1.               (3.6)
Podemos  garantizar  una  solución  no trivial  para  (3.5)  y  (3.6) porque  tenemos  2M
ecuaciones  lineales  homogéneas  y  2M +  1 variables.  Esta  solución,  usando  que
{  ,    ,  zM_l(z)}  es linealmente  independiente,  nos da
un  polinomio  no  nulo  qn.  Usando  (3.4),  también  se  cumple
m                   2ir           m
(qn,   II(  —  z)’1)  =  f  q(e°)eik0  [J(eio  —  z)ui+lp(9)dO
j=1              o
=     q(e)  H(1 —  eiO)h’eM)9p(6)dO  =  O
O
para  M  <  k + M  <n.  Esto  implica  que  q  es,  salvo  un  factor  constante,   y
así  a,o   O. Tomando  la normalización   =  1  y usando  (2.5)  se  cumple  (3.3).
3.  Para  probar  la  existencia  de  límite  para  las  sucesiones    para  j  =
1,  .  .  .  ,  M,  seguimos  la  técnica  usada  en  [39].  En  primer  lugar,  probemos  que  la
sucesión    para  j  =  1,...  , M,  está  acotada  uniformemente.  Suponga
mos  que  esto  no  es  cierto  y  consideremos
—          1
n,O         M1  +  >r1  (Ian,iI  +  jb,I)
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y
           WM(Z)1,1’,-(Z)
‘  /           Øn(Z)
—  ______     M      +M_j(Z)     M  b
—           a,,3 ,(z)  +  j1  fl,3Z  4(z)
Sea
(3.7)
—     +M()      -j-M_j(Z).j  ‘-M  b   M—j
—  a,0  (z)  +   afl, Ø,(z)  1  L-j1  fl,jZ    (z)
donde  a,j  =   y    para  j  =  1,..  .  ,  M.
Esta  nueva  sucesión    para  j  =  1,...  ,  M  está  uniformemente  acotada.
Sea  A  un  subconj unto  infinito  de N  tal  que  para  j  =  1,.  ..  ,  M,
hm  a•  =
n—oo,nEA  ‘‘
hm  b.  =n-+oo,nEA    
hm  4  =  O.
n-+oo,nEA
Tomando  el límite  en  (3.7),  para  IzI >  1 cuando  n —+  oo,n  E A,
O =             IzI>1.
Consideremos,  a  continuación,




—     ..+M(Z)        N+M_I(Z)      ¡j   M—j
—  a,0  (z)  +  L.j=1   (z)       ‘ L..ijl  
Tomando  el  límite  en  (3.8)  cuando  n —  00,  n  E A, para  IzI <1
M
O  =  bzMj  Izi <1.
i=1
Si  tenemos  en  cuenta  que
Ia,oI +  (iaLi ±Jb,I) = 1,
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entonces  está  claro  que
(11+11)  =1,
lo  que  nos da  una  contradicción.
Concretamente,  esto  implica  que  {a},   para  j  =  1,...  , M,  están  uni
formemente  acotadas.  Para  probar  la  existencia  de estos  límites  sólo necesitamos
probar  la  unicidad  de  los puntos  de  acumulación  para  cada  j  =  1,...  ,  M.
Sea  A un  subconjunto  de  N  tal  que  para  j  =  1, ...  ,  M,  existen  los  límites




Tomando  hm  l(z)  para  zi >  1 y  hm  H(z)  para  zi <  1 se  obtiene
n-400,nEA                               n—*oo,nEA
m                                    M[J (z —          — z)m’    =  zM  +  >         (39)
j=1      2                                    n=1
O  =  bzM_1             (3.10)
donde  m  =  1. +  1 si A  es una  matriz  hermitiana  definida  positiva  y  rn  =  n  si
A  es una  matriz  hermitiana  semidefinida  positiva  y  diagonal  por  bloques.  Estas
dos  ecuaciones  determinan  unívocamente  {a,  b,}  para  j  =  1,.  .  .  ,  M.  1
DEMOSTRACIÓNDELTEOREMA3.1.  En  primer  lugar  vamos  a  deducir  la  a
sintótica  fuerte  en  el  intervalo  [O, 2ir].  Volvemos a  la  ecuación  (3.3)  y  haciendo
z  =  e8  tenemos
wM(ezO)fl(eO)  =n+M(etO)  +  Eafl,jfl÷Mj(e°)  +
Ahora,  si usamos  la  asintótica  fuerte  de çb en  el intervalo  [O, 2ir] donde  o(1) es en
el  sentido  de  la  norma  asociada  a  L2,(o)do, así  como  la  existencia  de  los  límites
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lima,  =  a,  y limb,  =  0,(Lema  3.1),  entonces  se  cumple
e’9     
fl(e°  —  i)i+1n(ei6)  =  eiMO  +  aiei(M_i)0)  (D(O)D(CiO))  +0(1).(        m         ___
j=1                                       j=1
Ahora  si usamos  (3.9)  se  cumple
—  m     e9     + o(1).
=  u (cio  —  i-  D(0)D(e9)
Como  último  paso,  vamos  a deducir  el comportamiento  asintótico  para  )(z),  O <
k  <li,  1 <j  <m,  cuando  la matriz  A que aparece  en  (1.1) es hermitiana  definida
positiva.
Consideremos
M             M
WM(Z)’Çb(Z)  =  n+M(Z)  +   +  b,zM_içb(z)
j=1                     j=1
donde  estamos  usando  la  notación  introducida  en el Lema  3.1.  Si denotamos  por
(1
g.(z):=  _(zj_z))
1               /
ii
de  la  propiedad  de  ortogonalidad  para  el  producto  escalar  de  Sobolev,  para  n>
M  —  1,  obtenemos
fi
0=  (n(Z),Yí(Z)  —(z  -  z))  )
zi
2ff  wM(e°)(e°)  eiB(M)p(O)d9L      e=
zi
fiO =  ((z),gj(z)  (—(z  -  z))    )
«zi
o
2ff  wM(ei0)n(ei9)  ie(M_2)p(o)do  + (Z)A      (z—1)!()’i1g(z)
=  L    (eie—  1)2  e                               o
o
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0  =  (n(z),gj(z))                                _________
o
g(z)ç2ir  wM(e°)?1bfl(e’°) ei9(M_11)p(O)dO + (Z)A       1
=  Jo    (6i0 —  l)L+1                              1‘(z)zi
O)
o
Teniendo  en cuenta  la matriz  G que aparece  en el enunciado  del teorema,  podemos
expresar  las ecuaciones  anteriores  én forma  matricial
f2lT WM (e°),  (e°)  ie(Ml)p(O)dO
 (zi) O        e—   e
O     (ei9—)1i+’  e
1GHAT                                         .(3.11)•               wM(e)(e°)  iG(M-li-1)p(O)dO
o      eiB(M_l)p(O)dO  1‘í’n(Zm)
__________                                    1
m)  (Zm)                 f2lrWM (e(e)  eO(M_I_l)p(O)dO  ,
O     (e—
Para  obtener  una  fórmula  asintótica  nos  quedaría  estudiar  el  comportamiento
asintótico  del  segundo  miembro  de  (3.11).
Consideremos
___                        Ml1    2ir
o    e0—w                WJoJ2R Q5n+M_i(°)ei8(M_1)p(O)d9  = — [     (e°)  e9e9j9°  (3.12)
Usando
2ir           íei9M(n_j()—(e°))         =o,
[  n+M_j(&°
L
tenemos  que  (3.12)  es
1     1      2ir            íei9M_j(ei0)l
f  fl+Mi(e)
°              L      jP(0)d0.
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Del  comportamiento  asintótico  de  c/  (3.1),  (3.2),  para  1w! <  1, se  sigue
w’   1 D(w)  ç2ir  dO=  - _____  /     1     . [1 +  o(1)],r(O)  Jo  ;  —
para  1w! <1  y, por  tanto,J 2ir 1          /j9  __________
n+M_je)  eiO(M_l)p(O)dO =  2w’  D(w)  [1 +  o(1)].
o     e9 — w                        Dr(O)
En  general,  este  tipo  de  argumentos  conduce,  para  lwI  <1,
2,r           _________f  qfl+M_(e°)  ei8(M_k)p(O)dO =  2irwn_j+k_l  D9(w)  rl  +
e9—w
Usando  este  resultado  y  (3.9),  tenemos  que
2,r              _________[  WM (e9 )  (eiO) eiO(M_)p(O)dO
Jo zi
M
fl+M(e)  +  afl,Jfl+M_(e°)2ir                            _________
—  L             j=1&G(M)p(O)dO
—               e9—1
M
2ir   (b,ei(M_i)9)  /,*(CiO)
+  [  ‘eiO(M)p(O)dO
Jo
D(w)        M
=  2wn_M  Dr(O)  [wM  +   aiwM_i]   [1+  o(1)]
=  h,0(1)[1  + o(l)]
donde
MDP(w)  fl(w  —h,o(w)  =  27rw
Dr(O)  j
Vamos  a  calcular  ahora
f27r  wM(e°)fl(e°)  eiO(M_2)p(O)dO
J0     (eiO — 1)2
d   2,r              _________
—  —  i  [  wM(e°)fl(e°}.O(M2)
—  dw            —w          P(O)dO] w=*
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Si  denotamos  por
D(w)
h,i(w)  =  2wn_M  Dr(O) fl(w  —  z)hi+
entonces
2,r                   _________f  WM(eio)n(eto)eio(M_2)p(O)dO  =  h,1(w)[1  + o(1)].
e9—w
Si  f  =  g[1  +  o(1)],  donde  f,, g,  son  funciones  analíticas  y  gn está  acotada
uniformemente,  entonces  f,  =  g[1  +  o(1)],  así
[2?r  wM(&°)bfl(e°)  eiO(M_2)p(9)dO =  h,1(---)[1 + o(1)].
.‘o  (eiO —  1)2
En  general,
ei0(M_(k_1p(O)dO  =           +o(1)]
o    (e° —  1)k+1
donde
hfl,k(w)  =  2n_M+k’(   fl(w  —  z)”.
Teniendo  esto  en  cuenta,  obtenemos
CHAT  Í                        1 [1+o(l)].z1ij’)(zi)  j    (l1)!h()  1
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1.  Sobolev  Discreto  en  Arcos  y  Curvas  de  Jordan
Consideremos  el problema  de estudiar  el comportamiento  asintótico  de la  suce
Sión  de  polinomios  P, (z)  =  z’  +  términos  de menor  grado,  que  son  ortogonales
en  E,  conjunto  infinito  de  puntos  del  plano  complejo,  con  respecto  a  la  medida
p()ldI
k=O,1,...,ri—1,
donde  p()  es una  función  peso.  Este  problema  ha  sido estudiado  en los trabajos
de  P.  Korovkin  [35], P.  K.  Suetin  [74] en  el  caso que  E  sea  una  curva  de  Jordan
rectificable.  El  caso más  general,  cuando  E  es el conjunto  de  los puntos  del plano
complejo  formado  por  la  unión  finita  de  arcos  y  curvas  rectificables  de  Jordan,
ha  sido  estudiado  por  H.  Widom  [76].  Posteriormente  A.  1. Aptekarev  [6], ha
dado  una  expresión  más explícita  para  las fórmulas  de comportamiento  asintótico
obtenidas  en  [76].
A  continuación  vamos  a exponer  los resultados  relativos  a  su  comportamiento
asintótico  y  para  ello  vamos  a  seguir  las  ideas  desarrolladas  en  [76],  donde  la
propiedad  extrema!  de los  polinomios  P,.
L IP(e)l2p(dl = T1...  L IT(e)I2p()IdI            (1.1)
se  traslada  a  una  nueva  familias  de  funciones  en  el  espacio  funcional  H2(í,  p),
cuya  definición  damos  más  adelante.
Para  simplificar  la  notación  y dejar  las  ideas  más  claramente  expuestas  vamos
a  restringirnos  al  caso  que  E  sea  un  arco  o una  curva  de  Jordan  rectificable.
Comenzaremos,  pues,  por  definir  el  espacio  funcional  H2 (í,  p).  Supongamos
que  E  sea  un  arco  o  una  curva  de  Jordan  rectificable  en  el  plano  complejo  y  f
la  región  exterior  a  E.  Denotemos  por  G  la  región  exterior  a  la  circunferencia
unidad,  esto  es,  G  =  {z  E C:  Izi >  1).  Por  el  teorema  de  Riemann  podemos
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garantizar  la  existencia  de  una  aplicación  conforme   : l  —÷ G  tal  que
(oo)=oo,
___     1hm        =      >0,
z    C(E)
donde  C(E)  se denomina  la  capacidad  de  E.  Estas  dos condiciones  determinan
unívocamente  la  función  1.  Denotemos  por  ‘Ji :  G  —  í  la  aplicación  inversa  de
.  Si  E  es una  curva  rectificable  podemos  extender  por  líimites  no  tangenciales
a  E  y en  este  caso se cumple  que  ()I  =  1 para   E E.  De hecho  IE  es  una
biyección  entre  E  y la  circunferencia  unidad.  Cuando  E  sea  un  arco rectificable
denotaremos  por  +  ()  y _  ()  las  prolongaciones  por  límites  no  tangenciales,
a  ambos  lados  de  este  arco.
Denotemos  por  H2(G) el  espacio  de  Hardy  de  funciones  holomorfas  en  G,  y
tales  que
sup  f  If(z)J2IdzI <o
1(r<oo  D
donde  Dr =  {z  E C:  IzI  r}.  Este  espacio  ha  sido  ampliamente  estudiado  [34].
Si  la  medida  p)del verifica la  condición  de  Szegó
jlogp()I’()IIdI  >  —oo                    (1.2)
podemos  construir  la llamada  función de Szegó  D  con las siguientes  propiedades:
(1)  D  es holomorfa  en  í,  D(z)   O en  íh y  D(oc)  >  0.
(2)  Existen,  en casi  todo  punto,  los valores  frontera  y  se  cumple
fl  ft  —2  ¿.i  (t  —
-‘-‘p±k1’J        P
(En  el  caso que E  sea una  curva  D_  no tiene  sentido  y sólo nos referiremos  a
D  
DEFINICIÓN  1.1.  Una  función  f  se dice  que  pertenece  al  espacio  de  Hardy
H2(í,  p)  si f  es holomorfa  en   y fo’I’/Do’I’  pertenece  a  H2(G)
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Toda  función  f  E H2(í,  p) admite  una  prolongación  porlímites  no  tangenciales
en  E,  que  pertenece  a  L2(p).  Cuando  E  es un  arco  denotamos  por  f+ y  f  los
valores  a  cada  uno  de  los lados.  Definimos  la  norma  en  el  espacio  H2(,  p)  por
(  ,,
IIfIIH2(o,p) =   /  If()2p()Idl
LJE
cuando  E  es una  curva  y cuando  es  un  arco  por
1/2
IfIIH2(O,p) =   f()I2p()IdIÍ
E
donde  tomamos  la integral  a  ambos  lados de E.  Esta  distinción  en la definición  de
la  norma  en el  espacio  H2(1,  p)  la  tendremos  siempre  en  cuenta  aunque  usemos
la  misma  notación  IIfiIH2(c,p) en  ambos  casos.  Vamos  a  enunciar  el  siguiente
Lema,  cuando  E  es una  curva,  que  aparece  en  {31, Lema  2.2] y  nos  será  útil  en
la  demostración  posterior  de  resultados
LEMA  1.1.  Sea  {f,.j  una  sucesión  de  funciones  que  pertenecen  al  espacio
H2  (í,  p)  y  tal  que  verifica  las siguientes  condiciones
;  1  —+  ff   jZj4j  ZJ,
ILfnhIH2(o,p)   C,          fl E N
donde  C  es una  constante  positiva.  Con estas  hipótesis  se  cumple  que
fE  H2(í,p)
y
IfIIH2(O,p)   iirnIIfnIIH2(oP).                    (1.3)
La  propiedad  extremal  de la  sucesión  P,-, anteriormente  enunciada  (1.1)  puede
ser  reformulada  de la  siguiente  manera.  Denotamos  por
:=  L lP(e)I2p()IdI
[C(E]  entonces  se cumple  que
____  =  f   =  mmf  l()I2p(e)IdeI.
C(E)  E  E
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Estas  funciones  ç67, pertenecen  a  un  sub espacio  H2 (í!, p),  si en  este  espacio  con
sideramos  el problema  extremal
:=   112H2(O,p) =  EH2(Op)  lJ(P1112(O,p)                (1.4)
(oo)=1
Esta  función  extrema!   es  exactamente  D)’  y  queremos  destacar  que  si
K(z,oo)  :=      entonces para  toda   E H2(,p)  se cumple
«oc)  :=
donde  f  es tomada  a ambos  lados en el caso que  E  sea  un  arco.  En  [76] se prueba
el  siguiente  resultado
TEOREMA  1.1.  Supongamos  que  E  E  C2+  es una  curva  o  arco de  Jordan
rectificable  y  que  la función  peso  p()  verifica  la  condición  de Szegó’  (1.2).  Se
cumple
m
noC(E)2I1                       (1.5)
P(z)  =  [C(E)(z)]*(z)  {1 +  c(z)]  z  E íI,            (1.6)
L IC(EYP()  -  H(2  p()Id  -  o,              (1.7)
donde
H  ‘  “  —  f(*()            , E E  es  una  curva
—    +  (()  ,   E E  es  un  arco
y  e72 —+  O uniformemente  en los  subconjuntos  compactos  de ft
A  la  vista  de  los resultados  de asintótica  re!ativa  que  se  han  enunciado  en los
dos  capítulos  anteriores  y  de  los  resulta1os  obtenidos  por  Widom,  era  natura!
intentar  encuadrar  esos  resultados  dentro  de  una  perspectiva  más  general.  Así
comenzamos  definiendo  el siguiente  producto  escalar
=   +f(Z)Ag(Z)H              (1.8)
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donde  E  es  un  arco  o  curva  de  Jordan  rectificable  en  el  plano  complejo,
f(Z)  =  (f(z1),..  .  ,  f)(zj),.  ..  ,  f(Zm),..  .  ,  f(lm)(Zm)),
A  es una  matriz  M  x M  hermitiana  definida  o semidefinida  positiva,  M  l+.  +
lm+7fl,  IdI denota  la longitud  de arco  y z• e ,  i  =  1,2,...  ,  rn,  donde  í  es la re
gión  exterior  a E.  Debido  al carácter  positivo  o semidefinido  positivo  de la matriz
siempre  existe  una  sucesión de polinomios  Q(z)  = z’+términos  de  menor  grado,
tal  que
(Q,zk)=O  k=O,1,...,n—1.
Vamos,  pues,  a intentar  estudiar  el comportamiento  asintótico  de esta  sucesión  de
polinomios.  Comencemos  por  destacar  que,  de  forma  análoga  al  caso  estándar,
podemos  considerar  Q, como solución  al problema  extremal
L IQ()I2p()Ide + Q(Z)AQ(Z)H
=   L T()I2p(e)IdI  +  T(Z)AT(Z)H  (1.9)
V.  A.  Kaliaguine  [31, 32],  siguiendo  esta  interpretación,  analiza  dicho  prob
lema  cuando  1  =  O para  i  =  1,...  , m,  y  A  es  una  matriz  diagonal,  es  decir
estudia  el  problema  de la  asintótica  cuando  tenemos  una  ortogonalidad  estándar
respecto  de una  medida  con parte  absolutamente  continua  p y  una  parte  discreta.
Para  llevar  a  cabo  este  estudio  utiliza  una  modificación  polinómica  de  la  medi
da  p  para  recaer  en  una  medida  absolutamente  continua  sin  parte  discreta.  En
nuestro  caso, esta  técnica  no  resulta  natural  de aplicar,  puesto  que  las  derivadas
por  un  lado  y  la  estructura  no  diagonal  de  la  matriz  A dificultan  enormemente
el  análisis  de  la  situación.  Esto  nos  ha  llevado  a  intentar  transponer  el  método
desarrollado  en  el  capítulo  II  y  para  ello  hemos  tenido  que  deducir  el  compor
tamiento  para  los  polinomios  núcleo,  de  los que  en  esta  situación  general  no  se
conoce  una  fórmula  tipo  Christoffel—Darboux.  Si  denotamos  por  {p}>0  con
p(z)  =  kz  +  términos  de  menor  grado,  k  >  O, la  sucesión  ortonormal  de
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polinomios  con  respecto  a  p()dj.
f  pn()pm()p()IdI  0  n
E                   11 7l=Tfl
entonces  definimos  los  polinomios  núcleos  asociados  a  p()Id
K(z,w)  := Pk(z)pk(W).
Si  denotamos  por
K,”(z,w)  =
hemos  probado  el  siguiente  resultado
TEOREMA  1.2.  Supongamos  que  E  E  C2+  es  una  curva  o  arco de  Jordan
rectificable  y  que p  verifica  la  condición  de Szegó  (1.2),  usando  la  anterior  no
tación  se  cumple  que
K’i)(z,w)         1        ,z,w E  ,  i,j  =0,1,....      (1.10)
p(z)p(w)  (z)(w)  —  1
DEMOSTRACIÓN.  Comencemos  probando  (1.10)  para  i,j  =  0.  Se  cumple,
usando  (1.5)  y (1.6),
Pn(Z)  [(z)]  [fE  *(2)IdI1l/2  [1 + €(z)]  ,z  E        (1.11)
donde  €(z)  —+ O uniformemente  en  subconjuntos  compactos  de  .  A  continua
ción,  considérese  la  siguiente  identidad
K(z,w)  —  K(z,w)
Pn(2)Pn(t0)  —  (z)(w)’   (z)(w)’   Pn(Z)Pn(W)
De  (1.11)  se sigue  que
(zYI(w).+  [ço*(z)ço*(w)]‘  ,  ,,‘  E  f.
Pn(Z)Pn(W)    fEko  ()I  p()d
Además
1     ,  z,wE.
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Por  otro  lado,
K(z,w)       :pk(z)pk;(w)
=   fE*)I;p)de  z)(w)k(l  +yk(z,w)),
donde  denotamos
Yk(Z,W)  :=  Ek(Z)  +  Ek(W)  +  Ek(Z)€k(W).
Por  tanto,
K(z,  w)
—    ,*(z),*(w)     1        I(z)(w)kyk(z,w)
-  fEI*()I2)  +
A  continuación,  probemos  que
z)(w)’yk(z,w)+0   E  ft             (1.12)
Teniendo  en  cuenta  que
(z)(wYcyk(z,w)  —  (z)(w)kyk(z,w)(Z)’(W)
—          _____
Para  probar  (1.12)  sólo  es  necesario  probar  que
(z)(w)kyk(z,w)0   E  .
Dados  K1,  K2  conjuntos  compactos  en  la  región   y  E>  O,  existe  un  n0  tal  que
para  z  E  K1,  w  E  K2  y  n    no
ly(z,w)I  <  E.
Para  z  E  K1  y  w  E  K2
>I(z)(w)kyk(z,w)
z)I(w)kyk(z,w)  +     O(z)1I(w)1cyk(z,w)
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Tomando  valores  absolutos
(z)(w)kyk(z,w)
Fo1(z)k(w)kyk(zw)  + k=fb  I(z)I(w)IkIyk(z,w)I
—                               I(z)II(w)I  _____
<    M(no)    0H)IH)I
—                  I4(z)I”j(w)I
donde  M(no)  es una  constante  positiva  que  depende  de  n0.  Si tomamos  límite
superior  en  ambos  miembros  de la  desigualdad  tenemos  que
(z)(w)kyk(z,w)  <        1
im        (Z)(W)      — CI(z)(W)I
Por  último  podemos  tomar  € arbitrariamente  pequeño  y  obtenemos  el resultado.
Para  i  =  1, j  =  O usamos  la siguiente  identidad  que  se cumple  para  f, g, funciones
derivables.
 (e-Y =   -  .                      (1.13)
q’’qJ    q’  q
Si  tenemos  en  cuenta  que
Pz)o  zEl.
se  cumple
K,Ç’°)(z,w)      1
p’,,(Z)pn(W)   (z)(w)   1
De  la misma  manera  obtenemos  (1.10) para  valores arbitrarios  i, j  E {0, 1, 2,...  }.  •
También  hemos  necesitado  probar  el siguiente  resultado  auxiliar,  que enunciamos
con  condiciones  menos  restrictivas  que  aquellas  que  la  sucesión  {pn}n>o  cumple,
en  el  caso  que  la  función  peso p(e),  verifique  la  condición  de  Szegó  (1.2).
LEMA  1.2.  Sea  {p}>0  una  sucesión  de polinomios  de grado n,  tales  que
Pn+1(Z)_(Z)  ,zEíl,                    (1.14)
p1,  (z)
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donde   y Ç  han sido  definidos  anteriormente,  y  suponemos  que para  cada com
pacto  K  c  ,  los  ceros  del polinomio  n,  para  n  lo  suficientemente  grande,  no
están  en K.  Se  cumple  que
(k+1)(    lpnz,_+  z
(k)   -+f(   
npn  (z)     Zj
DEMOSTRACIÓN.  Comenzamos  probando  el caso k  =  O. Tenemos  que  {    }
________________                                     n>O
es  una  sucesión  de  funciones  holomorfas  en  .  Se  cumple  que
z  E ft
Por  tanto,
pn--1(Z)  ______  —  p(z)]  i’(z)        ,z E  l.
PnC)  p1(z)    pn(Z)
De  este  modo  obtenemos
p(z)  p(z)..’(z)
_____  —              ,zE
pi(z)  pn(Z)   (z)
Esto  implica  que
p1(z)      ,zE,             (1.16)
pn+i(Z)    p(z)    ‘I(z)
y
p1(z)  —  p(z)  ‘(z)      E  í
pn+i(2)    p(z)  1(z)
donde  Rz  y  z  denotan  la parte  real  e imaginaria  de  z,  respectivamente.  Usando
(1.16)  obtenemos
expl’       _____
p+l(z)  .....÷     ______
‘(z   ÷expexp-’--—p,.(z)
Si  aplicamos  [72, Teorema  3.37] se  cumple  que
‘(z)  “°(exp  R())     exp  (z)     zE  
lo  que  es  equivalente  a
p(z)‘(z)     zE.
np(z)  I(z)
p
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Para  la parte  imaginaria  procedemos  de la misma forma  y obtenemos  el resultado
para  k  0.  Para  un  k  arbitrario  usamos  (1.13).                         U
Una  vez que hemos probado  estos  resultados  y siguiendo  una  línea de demostración
totalmente  análoga  a la del Teorema  2.1 del capítulo  II,  si denotamos  por  {q}>0
con  qn(z)  =  z’  +  términos  de menor  grado,  -y, >  0,  la  sucesión  de  polinomios
ortonormales  con  respecto  a  (1.8),  obtenemos
TEOREMA  1.3.  Consideremos  un producto  escalar del tipo (1.8)  tal  que E  E
es  un  arco o una  curva  de Jordan  rectificable,.p  es una función  integrable no
negativa  en E  que verifica la  condición  de Szegó  (1.2)  y A  es  una  matriz  M  x  M
definida  positiva.  Se  cumple  que
hm     = fl I(zi)11                     (1.17)
fl-400  ‘Y
‘     i=1
q(k)(z)   ((z)((z)  -  (z))                   (118)
(k)—41J.   —1))
De  este  teorema  se  sigue  de  forma  inmediata,  usando  (1.6),  (1.17)  y  (1.18),  el
siguiente  resultado
COROLARIO  1.1.
Q(z)  =  [C(E)(z)1i&*(z)  [1  +  €(z)]            (1.19)
donde  e,  —+  O  uniformemente  en  subconjuntos  compactos  de  la  región   y
B(z)ço*(z),                  (1.20)
m  /
B(z)  J•J  (  4(z)((z)—(z))  ‘               (1.21)
i=1  (z)I’(z)—1  )
es  un  producto  de  Blaschke  y   viene  definida  en  (1.4).
Dentro  del  marco  de  un  problema  extremal  podemos  deducir  (1.4),  (1.6)  y  (1.7)
para  los  polinomios  ortogonales  mónicos  en  el  caso  estándar.  El  resultado  enun
ciado  en  el  Corolario  1.1  también  se  puede  obtener  siguiendo  una  interpretación
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de  este  tipo.  Si  usamos  (1.4) y  (1.20), podemos  considerar  ,*  como  solución  del
siguiente  problema  extreinal
fi  :=  Í?JJ*II2(o,p)  =                 (1.22)
donde  Ñ =  {  E H2(f,p):  (oo)  =  1,(1(z)  =  0,  0  1   1,1   j    m}  y
=  II  (z)2(hJ)p.                     (1.23)
Recordamos  que  p  :=
La  demostración  de este  hecho  se efectúa  de  forma  similar  a  como  fue  llevada
a  cabo  en  [31, Lema  4.2].
Siguiendo  esta  interpretación  obtenemos  de forma  inmediata,  usando  (1.17)  y
(1.20),
íflhm       =ji.                      (1.24)
n—*oo  C(E)2
El  siguiente  teorema  completa  estos  resultados.
TEOREMA  1.4..  Consideremos  un  producto  escalar del tipo  (1.8)  tal que E  E
es  un  arco  o una  curva  de  Jordan  rectificable,  p  es  una  función  integrable
no  negativa  en E  que verifica  la condición  de Szegó  (1.2)  y A  una  matriz  M  x  M
definida  positiva.  Se  curnplé
 L C(E)Q()  —  Ñ(e)I2 p(dI  =  o
donde  *  es  la función  que  aparece en  (1.20)  y
E  E  es una  curva
+   ,  E  E  es un  arco
DEMOSTRACIÓN.  Sea
/        Qn
De  (1.19)  se  sigue que
1im,)(z)=0,i1...,m,j0,...,li.            (1.25)
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Para  demostrar  el teorema  vamos a  comenzar  suponiendo  que E  es una  curva  de
Jordan.  Se tiene
/2<   rn
ÇVfl   —
donde
=  L 12I  + Q(z)AQ(z)H.
Además  usando  (1.24) se  deduce
2hm  IkbII   p.
Esto  implica  que  la sucesión  de funciones  {  (‘çb, + /)  } de H2 (,  p) está  acotada
uniformemente  en  L2(p).  Usando  (1.19)  obtenemos  que
 /*.4  /*
2  ‘  m (,tJ  /  _••4J
Ahora,  si aplicamos  el Lema  1.1 a  esta  sucesión  podemos  afirmar  que
4ft  S iirnIII  +
Usando  la  identidad  del paralelogramo  llegamos  a
iiiII,fl  —  /,*()2    + 2lI*I!  —  4i    O
y  de  aquí  se  sigue el  enunciado  del  teorema.
Vamos  a  analizar  ahora  el caso  que  E  sea  un  arco.  Consideramos
L C(E)Q()  —
=  L IC(E)Q()I2p()IdeI + L IL()I2p()IdI
-  2f  
y  vamos  a  estimar  cada  uno  de estos  sumandos
L Ic(     Q()I2p()IdI  C(E)2’  =  +
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L IL()I2p()k’I
=  II  tí2(0,p)  +  2  L  (1.26)
El  segundo  término  tiende  a  O cuando  n  —+  00,  basándonos  en  [76, Lema  12.1,pg
218].  De  este  modo
L Ift()I2p(e)ldI =  +
Ahora  vamos  a  usar  las relaciones  &*(z)  =  B(z)*(z),  *(z)  =  K(z,  oo), siendo
K  el  núcleo  reproductor,  /  =  fJ   y  ()  =   para   E E,
en  las siguientes  transformaciones
2f  
=  2f  
=  2R   oo)p()  dj
 
=  2iRy  B()K(00)P(e)1de1.
Si  tenemos  en  cuenta  que,  usando  (1.25),  podemos  escribir
/       m l    fli,ky.,,Z)  v-’v  ri
—  L1  L       k••  rzB(z)    i=lk=O(z2j)
donde  1im  A  =  O ,  r1(oo)  =  1  ,  r  E H2(íl, p),  y  utilizando  la  propiedad
reproductora  del  núcleo  tenemos  que
21R L c(E)Q(e)L(e)p(e)Idl  =  2j  +  o(1)
de  donde  se  concluye  el enunciado  del teorema.                          U
Este  tipo  de  resultado  también  se puede  obtener  cuando  la matriz  A que aparece
en  la  definición  del  producto  escalar  no  es  definida  positiva.  A  diferencia  de  los
resultados  obtenidos  en el  capítulo  II,  vamos  a poder  dar  respuesta  al  comporta
miento  asintótico  cuando  la matriz  es semidefinida  positiva,  sin tener  que imponer
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que  además  sea  diagonal  por  bloques.  Esto  es natural  ya  que la  clase  de medidas
que  estamos  considerando  nos  da  información  del  comportamiento  de  los poli
nomios  en  cada  uno  de  los  puntos  z•.  Sin  embargo  vamos  a  imponer  además,
la  restricción  (zj  >  I(z2)I >  >  I(z)I,  que en  el  caso  que  la  matriz
A  sea  diagonal  por  bloques  semidefinida  positiva,  puede  suprimirse  y  solamente
impondremos  que  z  E í,  i  =  1,2,...  , m.
Incluimos  la  demostración  del  siguiente  teorema  pero  no  de  los  siguientes
porque  son  análogos  a  los ya  enunciados
TEOREMA  1.5.  Consideremos  un producto  escalar del tipo (1.8)  tal  que E  e
es  un  arco o  una  curva  de Jordan  rectificable,  p  es  una función  integrable
no  negativa  en E  que verifica  la condición  de Szegó  (1.2)  y  A  una  matriz  M  x M
semidefinida  positiva.  Sabemos  que  existe  una  matriz  P  de  tamaño  M  x  M,
invertible,  que  describimos  por  bloques
Pi,rn
=     °12+lxli+1                 P,m
°lm+1XII+1   °lm+1X12+1       Pm,m
P  triangular  superior,  tal  que verifica  A  =  PHACP  donde
AC                                  fl
‘l,+1x12+1            “1j+1Xl+1
AC           fl
A            “12+lXli+1                             ‘!2+1X1m+1
.tlc  .—      .
AC
“lm+lXll+l    ‘1m+1X12+1
es  la  matriz  canónica  equivalente  a  A,  es  decir,  una  matriz  diagonal,  donde
A,c  tiene  ni  elementos  iguales  a  1  y  l  +  1 —  u  iguales  a  cero.  Denotemos  por
N  i1n.  Suponemos  que  I(zi)I  >  (z  > ...>  I(zm)I>  1.  Se  cumple
que
hm    = fl  (z)I  ,                    (1.27)
n—oo  -v
     i=1
q(k)(z)  f’j- ((z)((z)—(z))l         —oi      128
(k)11  I(zi)I((z)(zi)  -1))     ze    -   (.  )
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DEMOSTRACIÓN. Deducimos  las  siguientes  igualdades  de  forma  totalmente
análoga  a  como  fue  realizado  en el  capítulo  II
k,q(z)  —  det[IMXM+AK[Z]—AK;Tpn(Z)         (129)
YnPn(Z)  —         det{IMXM +A1EÇ[Z]}
(k 2  — det[IMxM+  AÇ[Z}+Ap(Z)Tp(Z)]
y)  —        det[IMXM+AIEÇ[Z]]
(k2  — det [IMXM+AIEÇ1[Z]]                 130)
—  det [IMXM +  AITLÇ[Z]]
donde  IÇ [Z]  denota  la  matriz  M  x  M  definida  positiva
K,(zi,zi)                  K,.(zm,Zi)    KmO)(Zm,Zi)
K°1(zi,zj)        K°’(z,,,zi)    KEm’)(z,zi)
K°”(zj,zi)  :::              K°”(ZmZi)
K,(zj  z,,)     Ih1 O)(  Zm)     K,(zm zm)     K.!’” 0)(zm zm)
K°”(zi,zm)    I11)(zl,zm)    K01(z,zm)    K$m(zm,Zm)
K$°Im)(Zi,Zm) :1: I((1l  (Zj,Zm) .:: Km)(Zm,zm)  K”’”(Zm,Zm)
De  las  expresiones  (1.29) y  (1.30) vamos  a  deducir  el comportamiento  asintótico
de   y  para  z  E ft
Siguiendo  la  notación  del enunciado  del teorema  y teniendo  en cuenta  la estruc
tura  de la  matriz  P  y ‘MxJ,  como también  las propiedades  de los determinantes
se  cumple
det  {IMXM +  AK[Z}]
det[PH]  det       + ACPIEÇ[Z}J =  det  {IMXM +  APIÇ[Z]P”]
=  det  [INXN +               det [INXN +
donde  Á  es  ahora  una  matriz  N  x M
A1     °niXI2+1       °niXlm-4-1
—    °x1i+1               °fl2Xlm+1
4_1c —       .         .
°nmXli+1  °flmXI2+1
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es  la matriz  n• x  (l  +1)  que  resulta  de A  cuando  eliminamos  las filas de ceros
y  ÁP,  matriz  de tamaño  N  x  M,  dada  por
Pi,m
On2x(ij+1)    P;,2    ...   P,m
°flmx(li+1)  °flmX(12+1)       Prn,m
Sea
a  a  ...   
-   =  a  a  ...  
a’  a1  : : : a”
Para  la  fila j-ésima  de  1  ,  j  =  1,..  .  ,  ni,  denotamos  por  Pi,j el  índice  tal  que
a”’   O  ak  =  O,  Pi,j <  k   l.
Usando  esta  notación  tenemos  que
[Z]  :=
es  una  matriz  N  x N  que  podemos  describir  por  bloques.  El  elemento  (k, 1) de
esta  matriz  es  de tamaño  nk  x  u1 para  k, 1 =  1,  m,  y  lo podemos  escribir  de






Ahora  introducimos  una  nueva  matriz  de  tamaño  N  x  N  que  denotamos  por
Ii,.  [e], con  la misma  estructura  por  b1oque.s que  la  anterior  1,  [ZJ.  Describimos
el  bloque  (k, 1) de  tamaño  nk  x  n1 para k, t  =  1,...  , ni,  de la  siguiente  forma
m  m        , ..
uk  v=1 irOj=O1                    r1
s=1flj
Siguiendo  una  notación  similar  al  caso anterior   =   .  para
i  =  1,...  ,m,  notemos  que  cuando   =   ,z)  para  i  =  1,...  ,m,  entonces
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=  1Ç[Z}.  Denotamos  por   =  (z,.  ..  ,z)  el vector fila de tamaño n para
i=1,...,m.
También  consideramos  la  siguiente  matriz  diagonal  que  denotamos  por  F
(1              1               1                1
diagi               ,...1  (P11)  (       ‘  (pi.,1)  (        ‘    ‘  (pm,i)  (         (pm,rrn)ftPn      Çi,O)    n            n    Çm,O)                 m,nm—1
De  aquí deducimos el comportamiento asintótico de
(k   2  —   det[IM x M+AIFÇ÷1[Z]]hm  i—i  — hin
n-co  det [IMxM + AK,1{Z]}
det[INXN+Piç+1  [Z]]           det[INXN+In+i {]}
hin                   =lun  lun.
detIINXN+PKfl[Z]P”i    °°  Éi-  detIINN+IÇ[]L             J       i=im    L
det[F+1F+i+F+i1÷i{]F+1]det[F]
=  hm  hm               -
det  ÍF  + 1FÇ{]F1    det ÍF+1F+1t17)1       1.            J
jL
Podemos intercambiar los límites porque tenemos convergencia uniforme de for
ma  que la anterior expresión es
det[F,1+1F+1+Fn÷ilfÇ1+i[e}Fn+i]det
hm  hin              —
clet {F  +  []Fn]    det [F+1F+1]
Usando (1.6)
hm  det [F  + III1  []F]  =  hm det [o(1)INN +  []F]fl-400                  11-400
1.P1,1 2        1’PI.l 2’Pl,Z          1.P1 1 m,pm Ia1        aa1           a1am
J4(1,o)I2_1      Z’(i.i )I( ,o)—1       ‘‘(m,,m j)1’(i,o)_4
2,pl,2 ‘.‘i,i        2.P1,2 2           2.P1,2 m,pm ma1a1          a1             a1am
I’(1,o)’1’(l,1 )_      l’(i.i )12 —1
rn,pm,m a11               Ialmm2
1,0)4(em,,_)1  (i,i)4(m,nm_i)1  . . .    l(m,,m_i)I2_1
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Este  determinante  es  distinto  de  cero  {38, Lema  5].
Teniendo  en  cuenta  el  anterior  resultado  y usando  (1.6)  tenemos
hm  (k)2     lim  II  V’,)I2




‘    i=1
Usando  el mismo tipo  de argumentos,  y de forma análoga  a como hemos procedido
en  el  capítulo  anterior  se  determina  el  comportamiento  asintótico  de  U
Para  terminar  incluímos  el  siguiente  teorema  que  presenta  los  resultados  de
comportamiento  asintótico  para  la  sucesión  de  polinomios  mónicos  {Q}>  de
forma  análoga  a como fueron enunciados  este  tipo de resultados  en el Teorema  1.1.
TEOREMA  1.6.  Si suponemos  que se  cumplen  las hipótesis  del Teorema  1.5,
se  cumple
Q(z)  =  [C(E)I(z)]I,*(z)  [1 +  C72(Z)],
 C(Ey’Q()  —  Ñ(2p()IdI  =  O,
rnn
C(E)2  =                        (1.31)
donde
e E  es una  curva
+   ,  e E  es un  arco
:=  II*()II2(o,p) =  mm IF’()III2(o,)              (1.32)
y  Ñ  es el subconjunto  de funciones  í’  del espacio H2(í1, p)  tales  que çb(oo)  1 y
‘((z)=OparaOlnj1,  1jm.
CAPÍTULO IV
Pares  Coherentes  en  Curvas  y  Arcos  de  Jordan
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1.  Pares  Coherentes  en  Curvas  o  Arcos  de  Jordan
Sean  p,  pi  medidas  positivas  de  Borel  soportadas  en E0  y  E1  arcos  o curvas
rectificables  de  Jordan,  respectivamente.
Considérese  el  producto  escalar
(f,g)s  =  (f,g)o  +  (f’,g’)i,  )  E 
donde
=  L,. f()(dpk(),  k  =  0,1.
Denotaremos  por  {Q(  ; )}n>O’  {}05  {R}>0,  las  sucesiones  de polinomios
ortogonales  mónicos  respecto  a  (, )s,  (, )o  (, ),  respectivamente.  Es  bien  cono
cido  que,  en  el  caso  que  E0  y  E1  sean  la  circunferencia  unidad,  la  matriz  de
momentos  respecto  al  producto  escalar  (, ),  tiene  una  estructura  Toeplitz  que
no  conserva  la  matriz  de  momentos  asociada  a  (,  )s  dado  que  el  operador  de
multiplicación  por  z  no  es  unitario.
Por  otra  parte,  en  general  denotamos
/rfl  n Z  Z  /s
=  C°m,n  +  )‘iflflC’m_i,n_i
donde          son los  momentos  respecto  a  las  medidas  dpk  para  k  =  0, 1,
respectivamente.
Teniendo  en  cuenta  la  anterior  expresión,  se obtiene  la siguiente  representación
en  forma  de  determinante  para  los polinomios  Q(z;  )).
o               o                                     Oco,0             c1,0         .. .              cn,o
c,1       c,i +  )c,0      ...      c,1  +  Xnc_1,0
c_1  c?,  +  (n  —  1)c,_2  ...  c_1  +  n(n  —  1)c_1,_2
1             z         ...
co,0           c1,o        . .  .            cn_1,0
cg.1        c?1 +  )c,0      ...     c_1,1  +  X(n  —
c_1  c_1  +  (n  —  1)c,_2  ...  c_1,_1  +  (n  —  1)2c_2,_2
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o,  equivalentemente,
o          o                  oc0,0        c1,0                   cn,o
o      o              oCOI         11     i           i      i
—5:—      —5:-- +  co,0    ...    —--  +  ncn_1,o
o      o  o
    i,ni  i  1               __   1
)(n—1)    )n—1)   C,fl_2        )(n—1) T  flC_1,,2_2
1        z
Q(z;Á)=  0              O  —
c0,0       c1,0      . .  .            cn_1,O
+  c    ...       Cj1.1  +  (n—  1)c_2,0
c,,_1   c?,,,_1   1               j  1     1  1
(n—1)    )(n—1)   C0,fl_2          Á(n—1) T  ,,T1
Dado  que  los  coeficientes  del  polinomio  son funciones  racionales  en  ),  por  paso
al  límite  para  )  —+  00,  se  obtiene  un  polinomio
o     o            oc0,0   c1,0   . .  .    c,0
o    c,0  ...    ncLi,o
A      1                1
“    ‘-‘O,n—2         Ibtn_1,n_2
1  z    ...
S(z)  =             0  0      —             (1.1)
c0,0   c1,0  .  .  .      cn_1,o
A       1              (_i
‘       0,0                U n—2,0
A      1        1 _i
u     ...   fl    i)C,_2,,_2
que  es  mónico  y de grado  n.
PROPOSICIÓN  1.1.  El  polinomio  S(z)  satisface  las  dos  condiciones  sigu
ientes
(i)  (S,1)0  =0,   n  1
(ii)(S,zk)i=0,   0kn—2,n2
DEMOSTRACIÓN. Se sigue de  manera  inmediata  de  (1.1).                1
Obsérvese  que  de la  condición  (u) deducimos  que  S(z)  =  nR_1(z).
Por  otra  parte,  dado  que  R1(z)  =   l,kA-)-  se  tiene  que
‘1S(z)  -..      Pk(z)
   L,n—1j  k
k=1
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e  integrando
S(z)       ‘      Pk(z)
=-Xn1,k       +n—1,O.
k=1        k
Pero,  de acuerdo  con la  condición  (i)  de la  Proposición  1.1, a_,o  =  O. Por  tanto
S(z)        Pk(z)
=
k=1        k
esto  es,
S(z)  =  a_1,kPk(z)                      (1.2)
donde  los  a_1k  an_1,k  son  coeficientes  de  conexión  para  las  sucesiones
{R}>o  y  {P,}>0.
Por  otra  parte,  del  desarrollo  en  serie  de  Fourier  de  S,  respecto  de  los  poli
nomios  {Q(z;  ))}>  se sigue
S(z)  =
=  Q(z;)  
donde,  para  O <j    n — 1,
—  (S(z),Q(z;)t))s  —  ________________
  —  (Q(z;),Q1(z;))s  —
En  principio  no  podemos  obtener  más  información.  Sin  embargo,  si  en  (1.2)
imponemos  que  a_1,k  =  O para  k  <n—s  (con s prefijado), se  sigue que 3,(A)  =
O  para  k  <  n—s  y, por  tanto,  Para  s
>   afl_l,kPk(z)  =   í3,))Q(z;  )).  (1.3)
Jc—n—S                      j—fl—8
Cuando  s = 1,  por  analogía  al  caso en el  que  las medidas  p,  ii  estén  soportadas
en  la  recta  real,  estas  medidas  se  dice  que  forman  un  par  coherente.  De  este
modo  podemos  considerar  los  dos problemas  siguientes,
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Problema  1.  Describir  las  medidas   ¡i1  tales  que  las  correspondientes  suce
siones  de  polinomios  ortogonales  mónicos  {P}  y  {R}  están  relacionadas  me
diante
R_1(z)   P(z)  +an_i,n_i_i(Z).                (1.4)
u
Problema  2.  Una  vez resuelto  el  apartado  anterior,  deducir  el comportamiento
asintótico  de  la sucesión  {Q,( ; ))}, sabiendo  que
P(z)  +  n                       =Q(z;  ) +  ),     (1.5)
donde
—    n
  —  u  —  lafl1,fl1  (Q(;  ),  Q_i  ( ;
—    u        ___________
—     1 afl_i,_  rl  (.      2                (1.6)
n_1,A)  S
Ahora  bien
   i.  2  _iç    I.  n
(n_1,A)  s  —
=  IIPn-lII +Á(Q1(;Á),P1)j
=  IIPn_i II + (Q1  ( ; ),  (u  —  1)R_2  —  1  n-2,n-2_2)1
=  IIPiII  + (n  -  1)2IIR2II  -   1 2an2,n2(Ql(  ),  P2)
=  IIn-i  II  + A(n —  1)2IIR2II  +  n-2,n-2(Qn-1  ( ; A), P_2)0
=   + )(n — 1)2IIR.2II
+  fl1an_2,n_2(Pn_i +  12a_2,_2P_2 — _1,fl_2(A)Qfl_2( , A), Pn—)o
IIn—lII + X(n — 1)2IIR.2II
u—1      n—1            1
+  n — 2_2n_2 u — 22,n_2 — n_1n_2(A)j IP2II
Por tanto, sustituyendo en (1.6), y utilizando la flotación precedente tenemos
=  D  I    
— #-‘n1,n—2V)
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donde
A  —  a_i,_iIIP_iIIfl  —                  2afl_2,fl_2IIPfl_2Io
—  IIPniIl+)(n—1)2IIR_2IIB  —  a_2,_2  +                       2
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y  B  es  un  polinomio  de  grado  1 en  ).  De  esta  forma,  una  vez  determinados
los  pares  coherentes  se puede  deducir  una  representación  para  los ¡3,,,,,_i   que
son  funciones  racionales  de  ), y, finalmente,  obtener  de  (1.5)  una  representación
simple  para  los  Q,( ;
A  continuación  vamos  a  considerar  estos  problemas  en  los  casos  particulares
que  las medidas   i  estén  soportadas  en  la  recta  real  así como  en  el caso  que
estén  soportadas  en  la  circunferencia  unidad.
1.1.  Pares  Coherentes  en  la  Recta  Real.
Sean  Po, i  medidas  positivas  de Borel soportadas  en la recta  real.  En este  caso
los  problemas  formulados  anteriormente  ya  han  sido  completamente  resueltos.
Nosotros  aquí  haremos  una  exposición  de  los resultados  a  los que  se  llega  dando
una  demostración  alternativa  del  comportamiento  asintótico  de  los  polinomios
de  Sobolev  en  este  caso.
Queremos  destacar,  en  primer  lugar,  que  el  concepto  de  medidas  cuyos  poli
nomios  ortogonales  asociados  verifican  la  relación  (1.4)  fue  introducido  por  A.
Iserles  et  al.  [30].  Estas  medidas  constituyen  un  par  coherente,  y  en  [30] los
autores  prueban  que  si expresamos
Q(z;  )  =    (Pm(Z),   =  1,2,
entonces  podemos  renormalizar  estos  polinomios  de  manera  que  las  constantes
sean  independientes  de  n,  salvo  el  coeficiente  principal   Si  reescribimos
‘ym0t)  =  yÁ)  para  1    m    n  —  1,  entonces  y()  es  un  polinomio  en  Á de
grado  m  y  estos  polinomios  ‘yI)  satisfacen  una  relación  de  recurrencia  a  tres
términos.  Además  si (po,  es un par  coherente,  Q(z;  Á) verifica una  relación  de
recurrencia  a  cuatro  términos  y para  ). suficientemente  grande  y n    2 podemos
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decir  que  Q(z;  A) tiene  n  ceros diferentes  que  se entrelazan  con los ceros de P,_1
y  los  de R_1  (véase  [14]).
A  la vista  de estos  resultados,  que se pueden  deducir  de forma  genérica para  los
pares  de  medidas  coherentes,  se  ha  intentado  describir  de modo  completo  dichos
pares  coherentes.  La  respuesta  ha  sido  dada  por  H.  G.  Meijer  en  [55], donde
prueba  que  al menos  una  de las dos medidas  que  componen  el par  coherente  tiene
que  ser  clásica  (Laguerre  o Jacobi).  Vamos a  dar,  a  continuación,  la  clasificación
de  todas  los  pares  de  medidas  coherentes  (salvo  una  transformación  afín),  cuyo
soporte  es  un  compacto  de  la  recta  real.
PROPOSICIÓN  1.2.  Sean w0,w1  dos funciones  peso  no  negativas  en  [—1, 1]
tales que
w1(x)     1—x2
Wú(X)  —  Iz—I
para   €        1).  Sean Po,Pi  dos  medidas  cuyo  soporte  es  [—1,1].  Estas





w0(x)  =  p’”(x)  ó  w1(x)  =  p(x)
pa(x)  :=  (1 —  x)a(1  +  x).
2  Puntodemasaenlaprimeramedida.
da0 =wo(x)dx+M8,  dp2 =w2(x)dx,  M  >0,
donde
w1(x) =  p°’(x),  =  1  ó w1(x) =  p’°(x),  =  —1.
3  Puntodemasaenlasegundamedida.
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di0  =wo(x)dx,  dp1 =wi(x)dx+M8,  M>0,     1,
donde
w0(x)  =  p’(x).
Las  constantes  a,  ¡3 E IR pueden  tomar  aquellos valores tales  que w0, wi  E L1 [—1, 1].
OBSERVACIÓN.  Para  este  tipo  de medidas  vamos  a  destacar  los siguientes
hechos
•  En  cada  uno  de los  casos  descritos  en  la  Proposición  anterior,  la  medida
dt0  pertenece  a  la  clase  de  Szeg6.  Por  tanto  sabemos,  usando  (11.1.6)
P1(z)  íC(E)’I(z),  z  E C [—1, 1]                (1.7)
P(z)  ‘(z)     ECrl  1                 18
Z         L
donde(x)=x+yx2_1,conv’x2_1>0paraIxI>1YC(E)=l/2.
•  Podemos  garantizar,  usando  los resultados  que  aparecen  en  [49, 40], que
existe  una  función  holomorfa,  no  idénticamente  nula,  tal  que
zC [—1,1],                  (1.9)
donde  F  va  a  tomar  un  valor  distinto,  dependiendo  en  qué  caso  de  los
indicados  en  la  Proposición  anterior  nos encontremos.
A  continuación  y  como respuesta  al  Problema  2 planteado  en  la  sección  ante
rior,  vamos  a  enunciar  el  siguiente  teorema  que  aparece  en  [50] sobre  el compor
tamiento  asintótico  de  la  sucesión  de  polinomios  de  Sobolev  {Q,( ;
TEOREMA  1.1.  Sean  jt0,p  un  par  de  medidas  coherentes  cuyo  soporte  es
el  intervalo  [—1, 1].  Sean  {Q( ; ))}>,  {P}0>0,  {R}>0,  las  sucesiones  de
polinomios  ortogonales  mónicos  respecto a (, )s,  (, )o, (, ),  respectivamente.  Se
cumple
______  1 ________     EC_1  1R(z)  C(E)’(z)’  Z     
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donde  (x)=x+Vx2—l,  /x2—1>0,lxI>1  yC(E)=1/2.
Antes  de  proceder  a  la  demostración  del  teorema  vamos  a  dar  los  siguientes
resultados  auxiliares  que  aparecen  demostrados  en  [50j.
LEMA  1.1.  La  sucesión  {/3n+1,n)}flEN  definida  en  (1.6)  verifica
hm  ¡31,(Á)  =  0.
LEMA  1.2.  Se  cumple  que  {Q}    es una  familia  normal  en  la  región
“     nEN
del  plano  complejo C [—1, 1].
OBSERVACIÓN.  Nos  gustaría  destacar  que  para  la  demostración  de  estos
resultados,  no  ha sido preciso  tratar  de forma  discriminada  cada  uno  de los casos
de  medidas  enunciadas  en la  Proposición  1.2
A  continuación,  usando  estos Lemas,  (1.7) y (1.9) vamos a dar  una  demostración
unificada  del  teorema,  frente  a  la  que  aparece  en  [501.
DEMOSTRACIÓN.  Consideremos  (1.4)
P(z)         P1(z)R_i(z)  —      + n—1,n—1
n  ‘        n—1
Si  dividimos  esta  ecuación  por  P,-_1  obtenemos
R_1(z)  —  P(z)             P,1(z)
P_1(z)  —  nP_1(z)      fl_1fl_1(_  1)P_i(z)           (1.10)
Si  tenemos  en  cuenta,  usando  (1.9),
Rn1(z)F(Z)  zE C [—1,1]
P_1(z)
y  usamos  el  mismo  tipo  de  razonamiento  que  el  llevado  a  cabo  en  el  Lema  1.1
del  capítulo  1, podemos  garantizar  que  existe  a  E C tal  que
hm   =  a.
Además,  si tomamos  límite  cuando  n  —+ oo en  (1.10),  llegamos  a
F(z)(z)  =C(É(z)+a                   (1.11)
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Ahora,  si tenemos  en  cuenta
P(z)  +  1a_i,_iP0_i(z)  =  Q(z;  )¼)  +  ¡3,_1(Á)Q_i(z;  ))
y  dividimos  por  P,  obtenemos
n        P_i(z) —  Q(z;))        Q,_1(z;))       1121  +      1_1n_1  P(z)  —  P(z)  +,n_1(   P(z)
Dado  que  la  sucesión  {  } es normal  en  la  región  C [—1, 1], para  demostrar
que  converge  uniformemente  a  una  cierta  función  sólo  necesitamos  probar  que
dado  un  conjunto  infinito  de índices  A c N, si se  verifica que
zEC [—1,1]                (1.13)
entonces  la  función  HA es independiente  en su  definición  de A.
Supongamos,  pues,  que  n  E A,  conjunto  infinito  de  índices,  y  que  se  verifica
(1.13).  Tomamos  límite,  n  E A, n —*  oo  en  (1.12),  y obtenemos
a          C” 11
P(z)     + C(E)(z)’  Z  E  
de  donde,  usando  (1.11) llegamos  a
Q(z;)).  F(z)       EC [—1 ]
P(z)  ‘(z)C(E)’  Z
y  de  esta  última  expresión  obtenemos  la  unicidad  del  límite.  Ahora,  si multipli
camos  y  dividimos  la  expresión  anterior  por  R  obtenemos
Q(z;X)R(z)  F(z)        —11
R(z)  P(z)  z)C(E)’  Z  E   [  ,  1
lo  que  es  equivalente,  usando  (1.9),
Q(z;X)     1         EC”1 1
R(z)    ‘(z)C(E)’  Z     
y  con  esto  concluímos  la  demostración  del teorema.                      U
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1.2.  Pares  Coherentes  en  la  Circunferencia  Unidad.
Procederemos  analizando  algunos  casos  particulares  siguiendo  las pautas  es
tablecidas  en el  caso  real.
Comenzamos  suponiendo  que  la sucesión  {}>0  sea  Clásica,  esto  es, P(z)  =
z’.  De  (1.4)  se  sigue que
D    1  _  n—1   i             n2
—  z     -i
Si  deseamos  que  {R}>0  sea  una  sucesión de polinomios  mónicos ortogonales  en
la  circunferencia  unidad,  se  sigue que  ha  de satisfacer  una  relación  de recurrencia
de  Szeg6
zR_i(z)  + R(0)R_1(z)  =  R(z),                (1.14)
n        n—1 —  n           n—1z    —z  +cx_i,_iz
esto  es,   afl....1,n..4  =  a2,  =  c.  Por  tanto
R(z)  =  z’(z  + c),
esto  es,  se trata  de una  familia  de la  clase Bernstein-Szeg6.  En  este  caso,  usando
el  mismo  tipo  de  razonamiento  que  en  la  sección  anterior,  podemos  concluir  el
siguiente  comportamiento  asintótico  para  la  sucesión  Q, ( ;
ze{zeC:Izj>1},
ya  que  cuando  la  curva  es  la  circunferencia  unidad  tenemos  que  (z)  =  z  y
C(E)  =1.
Vamos  a  suponer  que  la  sucesión  de  polinomios  mónicos  ortogonales  {P}>0
viene  definida  por  P(z)  =  z?2_kPk(z) para  n    k,  donde  suponemos  que  Pk  es
un  polinomio  mónico  de grado  k  y tal  que  Pk(0)   0.  Tenemos  que
P,(z)  =  (ri —  k)z’’’Pk(z)  + z’P,(z)
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De  (1.4)  se  sigue  que




Ín—k+1       n—k1           ____
R(z)  =  zn_k_lPk(z)  1        z+      + zP(z)  [  i  + —j
L  n+1                flj
Imponemos  de  nuevo  (1.14),  dado  que  R(0)  =  O para  n    k + 2, tenemos
R(z)=zR_i(z),  nk+2
esto  es,
ín—k+1        ri—kl          ____
zn_k_lPk(z)  1       z± a,      +zn_kP(z)  [  1  +
n+1           Tij
fn—k         n—k—11              ______
=  zn_k_lPk(z)  [     z+a_i,_i    —1 j +zn_kP(z)  [           _i—i1__                                 +     j,
n     n—1n              Ti
r(n—k+1  n_k)    n—k       n—k—11
z’Pk(z)  1 (        —      z +        —      1  jTi          fl—L  n+1      n
+zn  kp:(Z)  [(1     1     a,  —  cn_in_i]-  ___                        =0,
n+1  n      n     n—1
Pk(Z){(          n_k)    n—k      n—k—1      ]_________  —        z +     —
n+1       n         n          n—1
____  —  —   +     — ______  =  ü.  (1.15)
__   1          ____
Ti,        Ti     ri—1
Obsérvese  que  el  término  independiente,
ín—k      n—1—k
Pk(O)  1        — _______        = O,  n    k +2.
L  Ti         n—1
Si  tenemos  en cuenta  que  Pk(O)  0,  llegamos  a  la  siguiente  ecuación  para  n  
k+2,
n—k      n—1—k
_____    —      1  ai,i  =  0,
n        n—
2             1
k  +  2+2,1c+2  —  k  +   =  O
k+21
ak+2,k+2  —  k  + 1 k+1,k+1  =  O
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k+31          k+31
ak+3,k+3  =  k  +  23  +2,k+2  =  k  +  =
En  general,  para  n    k + 2 tenemos
n     1
afl  =  k  + 1 (n  —  k)!+11
Sustituyendo  esta  expresión  en  (1.15),
In—k+1  n—k 0=Pk(z)          —     )z
n+1      u
f     z      (11        1        1
fn—k+1  n—k 
0=Pk(z)          —     )z
n+1      n
z         11—n+k
+zP(z)  n(n+1)  +  (k+1)  (n—k)!  ak+1,k+1
k                z  1rz—k—1
O=fl(fl+l)Pk(z)_Pk(z)  n(n+1)+k+1  (n—k)!’’
n(n+1)n—k—1
0=kPk(z)—zPk(z)  Z+  k+1  (n—k)!  ak+1,k+1
Si  tenemos  en cuenta  que esta  última  ecuación  se verifica Vn   k + 2,  esto  implica
que
R=  n+1,  n>k+2.
n+1     —
Esto  implica  que  la  sucesión  {P}>0  es  clásica,  esto  es,  P(z)  =  z.
Por  tanto,  la  única  familia  de  Bernstein— Szegó  que  admite  una  compañera
coherente  es  la  asociada  a  la  medida  de  Lebesgue.
CAPÍTULO  V
Aproximación  en  Espacios  de  Sobolev
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1.  Polinomios  de  Laguerre-Sobolev
En  el  capítulo  anterior  hemos  hablado  de  la  noción  de polinomio  límite.  Esta
aparece  en  la  literatura  por  primera  vez  en  [16], donde  se  analiza  el  comporta
miento  de  la  mejor  aproximación  polinómica  a  la  función  f (x)  absolutamente
continua  y  con  derivada  integrable  respecto  a  la  norma
=  f2(x)dx  +  L’1 f’2(x)dx
donde  )  es cualquier  número  positivo.  Las propiedades  de la  mejor  aproximación
son  contrastadas  con  las  de la  mejor  aproximación  en la  norma
IIfII  f2(1)  +  f  f’2(x)dx.
Nosotros  vamos  a  hacer  un  estudio  paralelo.  Vamos  a  considerar  el  siguiente
producto  de  Sobolev  continuo
(f,g)i  f  f(x)g(x)edx  + ff’(x)g’(x)edx
+...  +  f  f(m)(x)g(m)(x)e_zdx  +       f(m+1)(x)g(m+l)(x)e_zdx  (1.1)
donde  )  es  cualquier  número  positivo.  Denotamos
W’1  [[O, oo]); e_x dx,...  ,edx]
{f:  [O,oo)  C: f  lf(x)I2e_xdx  <+oo,  O   k    m+  i}.  (1.2)
Consideremos  también  el producto  escalar
(f,g)2  =  f(O)g(O)  +  ...  f(m)(o)g(m)(o)  +ff(m+1)g(m+1)e_xdx.    (1.3)
Vamos  a  enunciar  el  siguiente  Teorema
TEOREMA  1.1.  Sea  fe  W’  [[O,oo]);edx,..  .  ,edx].  Supongamos  que
n    2m  + 1.  Si   es  la mejor  aproximación  polinómica  de grado a lo  más  n  a
f  en  (1.1)  entonces  existe  lim   Si  denotamos  este  polinomio  límite  por
q  entonces  se  cumple  que  q  es  la mejor  aproximación  polinómica  a f  respecto
a  (1.3).
112          V. APROXIMACIÓN EN ESPACIOS DE  SOBOLEV
DEMOSTRACIÓN.  La  demostración  de que existe   qn,., =  q,- la  podemos
hacer  de forma  análoga  a  como fue  llevada  a  cabo  en  el capítulo  anterior.
Vamos  a  probar  la  segunda  afirmación  del  Teorema.  Por  definición  de  mejor
aproximación  se cumplen  las siguientes  condiciones de ortogonalidad  para  f —  q
(f—q,),,x”)1=O,  O<k<n.                  (1.4)
Si  dividimos  por  A  las  ecuaciones  anteriores  en  las  que  aparece  A  y  hacemos
A  —*  oc  obtenemos  para  f — q  las  condiciones  de ortogonalidad  siguientes,  donde
hemos  impuesto  en el  enunciado  del Teorema  la  condición  n    2m +  1 para  que
el  subíndice  j  pueda  alcanzar  el valor  m.
O   =  f(f_qn)edx,                                                (1.5)
O  =        — qn)xe_xdx  +  —  qn)e_xdx,
O   =  f  (f —  qn)x2  e_xdx  +2  f  (f —  qnxedx  +2  f  (f —  q)”edx,
o  =  f(f  — q)xke_Xdx  + k       —q)lxk_le_XdX  +  ...  +  k! f000(f —
O   =  f(f  — q)xrne_xdx  + m f(f  — q)Ixm_l  edx  +  + m! f(f  —  qn)(m)e_xdx,
O  =  f(f  — q)(m+zie_xdx,  O  j  n  —  (m  +  1).                       (1.6)
También  usaremos  la  notación  siguiente
x  = (U -  q)(O), (f -qn(O),...  ,(f -  q)(m)(o))T
y  vamos  a  demostrar  que  X  =  (O, ...  ,  o)T.  Este  hecho,  junto  con  (1.6)  es  su
ficiente  para  demostrar  que  q  es  la  mejor  aproximación  polinómica,  de  grado
menor  o  igual  a  n,  a  f  respecto  a  (1.3).  Vamos a  probar  que
X=(O,...,O)T.                    (1.7)
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Tomamos  (1.5)  e integrando  por  partes  obtenemos
f(f  —  q)edx  =  (f  —  q)(O)+      — qe_xdx
=  (f—q)(O) +...+(f_qn)(m)(O)+f (f_qn)(m+)e_xdx.
Si  usamos  (1.6)  para  j  =  O obtenemos
O =  (f  —  q)(O)  +...  +  (f  —  q)(m+l)(O).
Si  expresamos  esta  última  ecuación  vectorialmente  llegamos  a
•         ..O=(1,...,1)X.                        (1.8)
Consideremos
f(f  —  q)xedx  = f(f  — q)edx  + f(f  — q)’xedx
=   =  f(f— q)edx  + f(f  —  q)le_zdx
+...  +  f  (f —  q)  e_xdx + f  (f —  qn)(m+l)xe_zdx.
Usando  (1.6)  para  j  =  1 y  la  notación  vectorial  llegamos  a
f(f  —  qn)xe_xdx
=(1,2,3,...,rn+1)X.
En  general  para  1  j   m se cumple
f(f  —  q)xedx  =  j  f(f  — q)x’edx  ± f(f  — q)’xedx
=  i  [f (f —  qn)xi_le_Xdx  +  ...  +  f  (f —  qn)(m)x(i_1)e_xdx]
+  f(f  — qn)(m+xie_xdx.
Si  usamos  (1.6),  teniendo  en  cuenta  que  m   n — (rn  +  1)  llegamos  a
f(f  — q)xedx  =  j  f(f  — q)  x1  e_xdx  +f(f  — q)’x&dx
=  j  {f (f —  qn)xi_le_xdx  +...  +  f  (f —  qn)(m)x_1)e_xdx]
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De  esta  última  ecuación  y  usando  que
f(f  — q)edx  =  (1,...  , 1)X
podemos  concluir  que  existen  a,..  .  ,  a  E II tales  que
-j  f(f  — qn)xe_Zdx  =  (ah,...  ,  a)X.




=  (j  _  1)!  fo x’(f  —  qn)  e_X dx +  f(f  — q)’xedx.
Expresando  esta  ecuación  vectorialmente  llegamos  a  la  siguiente  relación
     (1.9)
de  donde  de forma  inmediata  se  desprende  que  =  1,  1   j    m.
Vamos  a  reescribir  de  nuevo  las condiciones  de ortogonalidad,  donde  ahora  la
ecuación  k-ésima  la  dividimos  por  (k  —  1)!.  Así tenemos
O   =  f(fq)e_xdx
o  =       — q)xe_Xdx  + f      q)’edx,
O   =  f  (f —  q)x2edx  + f (f —  q)’xedx  +  f  (f —  q)1exdx,
=   f     _qn)xke_xdx +  (k  1)!      —q)’x1&dx  +  ••  +  L:(f —  q)e_Zdx,
(k  +  1)! L (f —  q)xle_Xdx  +  f  (f —  qn)Ixkedx  +  ..  +  f  (f —  qn)e_xdx,
o  =  f°°(f  —  q)xme_Xdx  +  (m  1)! f°° — qn)Ixm_l  e_xdx  +...  +  fu  — qn)(m)e_xdx
O   =  f  (f —  qn)(m+xie_xdx,  O   j    n — (m + 1).
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Expresando  este  sistema  de ecuaciones  vectorialmente  llegamos  a
o      (1,1,1,...,1)X,
o     (1,2,3,...,m+1)X+(O,1,1,...,1)X,
O   = (1,3,6,..., (m+1)(m+2))X+(O,l,2,...,m_1)X+(0,O,1,...,1)X,
O   = 
o   =  
k+  1
O   =  





dondeA=A1  +••+Am  yA  es unamatriz  de tamaño  (m+1)  x  (m+1).
Vamos  a  describir  estas  matrices
1    1     1     1                 00       0
1    2     3     4                 01       1
1    3     6    10                01 2     3
,A2:=   .  a’  a1
1     k+1     k+1     k+1                       ni    k      k
.  a1    a2    a3               ., ±   a1    a2
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Debido  a  la  estructura  de  estas  matrices,  si  demostramos  que  la  matriz  A1  es
definida  positiva,  esto  implicará  que  las matrices  A  para  i  =  2,...  , m  son  semi
definidas  positivas,  de  lo  que  podremos  concluir  que  la  matriz  A1  es  definida
positiva.  De  esto  último  y  teniendo  en  cuenta  que  las  matrices  definidas  positi
vas  son  invertibles  concluimos  que  X  =  (O,.. . ,  0).
Vamos  a  probar  que  A  es una  matriz  simétrica.  Sabemos  que  la  primera  fila
es  la  transpuesta  de  la  primera  columna  de  esta  matriz.  Vamos  a  suponer  por
hipótesis  de inducción  que  la fila k-ésima  es la transpuesta  de la columna  k-ésima,
esto  es
(1,a,...,a,)=(1,a,...,a7’),0jk—1           (1.10)
donde  por  definición  a? =  1, para  i  =  1,...  ,  m.  Vamos a  probar  que,  en  ese caso,
(1  k       k_(1 1     ini,a1,.  .   —  .L,ak,. . .  ,a
Directamente  de  (1.10)  se  sigue que
u  k     k_j1  1     k
,ak) —  i,ak,... ,ak
Además  usando  (1.9)  se  cumple,  para  1  j   m  —  k,
k   —  k—1    k
—  +  ak+_l,
k+j  —  k+j—1  k+j
ak   —ak      —1-ak_l.
De  (1.10)  se cumple  que  at  =  a  por  tanto
k  —  k+j_  k        k+j—1
ak+  ak  —  ak+  ak
Para  j  =  1 tenemos
k       k+1_ k    k_ak+l—ak  —ak—ak—
De  forma  sucesiva vamos  obteniendo  que  a+j  —   =  O para  j  =  2,.  ..  ,  m.
Para  ahora  probar  que  A1  es  definida  positiva,  usamos  de  nuevo  la  relación
(1.9).  Hacemos  operaciones  elementales  qüe  consisten  en restar  sucesivamente  a
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la  fila  k-ésima  la  fila  (k .—  1)-ésima  y  a  la  columna  k-ésima  la  columna  (k  —  1)-
ésima  y, de  esta  forma,  llegamos  a  la  matriz  identidad  I(m+1)x(m+1)  Expresando
esto  matricialmente,  existe  P  una  matriz  de  tamaño  (m  +  1)  x  (m +  1)  tal  que
PA1PT  I(m+1)x(m+1)
lo  que  es  suficiente  para  probar  que  A1 es una  matriz  definida  positiva.
Si  consideramos  f  :=  x,  por  el  Teorema  anterior  sabemos  que
P+1(x)  :=     — qn(x),  u   2m  +  1               (1.11)
es  el polinomio  mónico  ortogonal  respecto  al  producto  escalar
(f,g)  =  f(O)g(O)  +...  +  f(m)(O)g(m)(O) + f°° f(m+l)g(m+l)e_xdx.
Además,  si usamos  (1.6)
O=fP1)xie_xdx,Oj  <n—(m+1)
llegarnos  a  que
p(m+l)  —  (n+1)!L
n+1  —  (u  +  1 —También  se  cumple  que
       —  (n+1)!L
n+1  )     —  (n+1—m)!
Si  ahora  usamos
•  P,1  (O) =  O para  O  k   ni  (de  las  condiciones  de  ortogonalidad)
•      — (—1)’””(n--m)l  m+1  rm+l(n+1)!     X    n—m-P
obtenemos  que
=  L’,n+l    2(m+  1).
Este  resultado  no  contradice  el  obtenido  en  [36] donde  se  determina  exacta
mente  el  producto  escalar  respecto  del  cual  la  sucesión  de  polinomios  de  La
guerre,  {L4í1}>0  es ortogonal,  ya que  en  este  caso  sólo tenemos  la  propiedad
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de  ortogonalidad  a  partir  de  un  momento.  Sin  embargo  el resultado  no  es  rele
vante  porque  tenemos  perfectamente  determinado  para  n suficientemente grande
el  polinomio  límite.  Vamos  a  enunciar  el siguiente  Teorema  que  aparece  en  [36].
TEOREMA  1.2.  Los  polinomios  mónicos  de Laguerre  {L;.(m+1)}°>0  forman
una  sucesión  ortogonal  respecto del producto  escalar




B  .+1)  .=  f0(_1)8+i()(T:)  para  O j  <s  m3,3                  =o(1I)2        para j—sm
Para  terminar  vamos  a  incluir,  en el  caso  que  m =  O, el  siguiente  Teorema
TEOREMA  1.3.  Sea  f   W2’ [[O,oo]);edx].  Supongamos  que  n    1.  Si
denotamos  por  qn,Á  la  mejor  aproximación  polinómica  de grado  a  lo  más  n  a f
en  (1.1)  y por q  la  mejor  aproximación  polinómica  de grado a lo  más  n  a f  en
(1.3)  (estamos  considerando  m  =  O)  entonces  se  cumple
 — qn(x) = 3P,(x)
donde
r°°t:    D  —z7
—  J0J—q)1uX
ID
  n)t  nX/1
‘          eslasucesión de polinomios mónicos ortogonales respecto  a  (1.1).
DEMOSTRACIÓN.  Vamos  a  denotar
Teniendo  en  cuenta  (1.4)  y  (1.5)  se cumplef  r(x)edx  =  O.
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Si  tenemos  en cuenta  (1.6),  integramos  por  partes,  y  usamos  (1.7),  para  O   j  
n  —  1,  se  cumple
O  =
=  f  
o
Si  usamos
f(f  —  q)edx  = O,
de  forma  recursiva  obtenemos,  para  O   j    n —  1
f°°    NJ  (f —:q)x2edx = O.
o
Esto  implica  que  para  1  j    n —  1  se cumple
(f—q,x)i=0,  Ojn—1.
Si  además  tenemos  en  cuenta  (1.4),  podemos  concluir
(r,x)i=O,  ‘Ojn—1.
De  esta  última  afirnación  obtenemos  que  existe  un  E I1 tal  que
qn, — q  = I3T,Pn,
donde
= (Pn,Á,  n,))1
y  podemos  calcular
=  (f  —  q,P)1  = f(f  —  qn)Pn,edx.
Este  resultado  evidencia  de  forma  explícita  cómo  difiere  la  mejor  aproximación
polinómica  a f  respecto  a  (1.1)  de la mejor  aproximación  polinómica  a  f  respecto
a  (1.3).  Se  sigue  de  lo  anterior  que  cuando  desarrollamos   y  q  en  la  base
{P}>0,  sólo van  a  diferir  en  el último  coeficiente  de  Fourier.
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En  el  caso  particular  que  f  =  x,  si  usamos  la  notación  (1.11)  tenemos
entonces  que
‘fl+l  =  n+1,Á  + 
donde  recordamos  que  P+i  =  L1,  polinomio de  Laguerre.  Propiedades  alge
braicas,  relación  diferencial  que  verifican  y  estudio  de  ceros  de  los  polinomios
han  sido estudiadas  en  [46, 66].
2.  Condiciones  de  Sumabilidad  en  coeficientes  de  Fourier
En  esta  última  sección  queremos  incluir  un  resultado  sobre  condiciones  de
sumabilidad  de  los  coeficientes  de  Fourier  de  desarrollos  de funciones  en  la  base
de  los polinomios  Clásicos.  Este  resultado,  aunque  parcial  y aparentemente  dis
conexo  con  el  resto  de los trabajos  lo hemos  incluido  porque  constituyó  el  punto
de  partida,  a  nivel  personal,  hacia  los  demás  trabajos  de  investigación  realiza
dos.  Este  trabajo  surgió  como resultado  del  estudio  del  capítulo  IX  de  [75} y del
intento  de  trasponer  los  resultados  sobre  desarrollos  de  funciones  en  la  base  de
los  polinomios  Clásicos  al  caso  Sobolev.
2.1.  Introducción.  Es  bien  conocida  la  relación  que  existe  entre  los  coefi
cientes  de Fourier
1  
c=  —J f(O)e’°dO                     (2.1)
2ir  
y  propiedades  de  derivabilidad  e  integrabilidad  de  funciones  en  varios  espacios
funcionales  F.  Como  ejemplo,  y siguiendo  la  notación  habitual,
(i)  feF=L1[0,2ir]    .    Jcj<oo
(u) f  E F  = Cm[0, 2ir]       IcI <r
(iii)  f  E .F  = L2[O, 2ir]     > IcI2 <oc
Vamos a considerar las funciones f  que pertenecen al espacio de Sobolev
W  [[0,2ir};dO,...  ,dO] =  {í  : [0,2ir] —*  C:  fE  Cml[0,27r],  f(m) E L2[0,2ir]}
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en  el  que  definimos  el  producto  escalar
(f,g)  1  f  f(9)d9  +...  +   f21T (m)  (9)g(m)  (O)  dO.
Este  espacio  de Sobolev  ha sido estudiado  en  [17], donde  el autor  de  este  trabajo
analiza  el  problema  de  encontrar  una  base  del  mismo.  De  hecho  se  demuestra
que
TEOREMA  2.1.  En  el espacio  de Sobolev  W,  m    1,  la sucesión
xm_l,xm_2,...,1,senx,cosx,...,senkx,coskx,...
no  es  completa.  Sin  embargo podemos  afirmar  que  la sucesión
mm_l,.  ,1,senx,cosx,...  ,senkx,coskx,...
sí  es  completa.
El  siguiente  Teorema  que  incluimos  también  lo  podemos  encontrar  en  [17],
aunque  enunciado  usando  la sucesión  1, sen x, cos x,..  .  ,  sen  kx,  cos kxNosotros
lo  vamos  a  interpretar  como  un  resultado  que  caracteriza  los elementos  de tal  es
pacio  en  términos  de los  coeficientes  de  Fourier  (2.1)
TEOREMA  2.2.  Sea  f  :  [O, 2ir]  —÷ C  una  función  m  veces  derivable  tal  que
f(O)  =  f(2ir),  f’(O)  =  f’(2ir),...  ,  f(”—1)(O)  =  f(m_)(2ir)   f()  E L2[O, 2ir].
f  E   =  W2m [[O, 2ir]; dO,..  . , dO]   fl2mlCI2  <
donde  c  vienen  definidos  por  (2.1).
DEMosTRAcIÓN.  Para  probar  que  la  condición  es  necesaria  vamos  a  consi
derar  en  primer  lugar  el  caso  m  =  1  como  muestra.  Sea  f  :  [O, 2ir]  —+  C  una
función  tal  que  f(O)  =  f(27r)  y f  E W  [[O, 2ir]; dO, do].  El conjunto  {e’°}  EZ  es
una  base  ortonormal  en  el  espacio  de  Hilbert  L2[O, 2ir]  .  También  podemos  ver
que  {e_i0   es  un  conjunto  ortonormal  en el espacio  W2’ [(O, 2ir); dO, do].
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Vamos  a considerar  el desarrollo  de f  en ambas  bases  y a comparar  los coeficientes
de  Fourier  en  cada  una  de ellas.  Por  definición
d  =  —  f27 f(O)  dO + —  f2lr  f’(O)(e°)’  dO
e  integrando  por  partes  obtenemos  d  =  /iin2c.  Si  hacemos  uso  de  la  de
sigualdad  de  Bessel  para  {dfl}flEz  obtenemos  que
(1+n2flcI2<oo
y  concluímos  esta  parte  de la  demostración.
.
Inspirados  en  este  resultado,  si  consideramos  funciones  en  determinados  es
pacios  de  Sobolev,  vamos  a  dar  condiciones  necesarias  que  verifican  los  coefi
cientes  de  Fourier  del  desarrollo  de  estas  funciones  con  respecto  a  familias  de
polinomios  clásicos.  En  general  no  hemos  podido  probar  que  estas  condiciones
sean  suficientes  ya  que  no  se  puede  garantizar  que  los  espacios  funcionales  que
consideramos  y en los que definimos  un producto  escalar  sean espacios  de Hulbert.
La  idea  principal  que  usamos  va a  ser  la  de  comparar  coeficientes  de  Fourier
de  una  función  dada,  cuando  desarrollamos  esta  función  en  espacios  funcionales
diferentes.  Esta  técnica  puede  ser  aplicada  a  las familias  de polinomios  llamados
Clásicos.
Consideremos  la  sucesión  de  polinomios  {}>0  gradop  n,  que  son  orto
normales  con  respecto  a  la  función  peso  w(x),  esto  es
fpn()pm(2)t1’()  dx  Sn,m
donde  por  1  denotamos  el  soporte  de  w(x)  dx.  Esta  sucesión  de  polinomios  se
denomina  Clásica  cuando  w(x)  satisface  una  ecuación  tipo  Pearson,  es  decir,
existen  polinomios  4  O, con  grado   2,  y b,  con  grado  =  1,  tales  que
(w)’  =  çbw.                         (2.2)
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1  —  x2
—2x
a  + 1 —  x
¡3—  a
—(a  + ¡3 + 2)x
C_X2
xe_x






n(n  + a  + ¡3+ 1)
TABLA V.1
Esto  es  equivalente  al  hecho  que  {p}>0  verifique  una  ecuación  diferencial  de
Sturm-Liouville  de  segundo  orden
  nO              (2.3)
Estas  familias  de  polinomios  han  sido  estudiadas  en  profundidad  [42, 75].  Pre
sentamos  un esquema  sumario  para  ellas  (Tabla  V.1),  donde  H,  L,  P”3  reciben
el  nombre  de polinomios  de Hermite,  Laguerre  y  Jacobi,  respectivamente.
Estas  sucesiones  de polinomios,  en cada  caso,  son base  ortonormal  del  espacio
de  Hilbert  L2,(I)  asociado  a  la  función  peso w(x)  [33, 18].
Denotemos  el  espacio  de  Sobolev
W’  [1; w(x)  dx,  «x)w(x)  dx,...  , mw(x)  dx]
=  {í  :1    E L2,(I),j  =  O,...  ,m}
en  el  que  definimos  el producto  escalar
(f,g)  =  f f(x)g(x)w(x)  dx +.•.  +  f f(m)(x)g(m)(x)m(x)w(x)  dx
Para  esta  familia  de  espacios  de  Sobolev  se  cumple  el  siguiente  resultado.
TEOREMA  2.3.  Sea  w(x)  una función  peso que  verifica  (2.2)  y sea  {p}>0
la  sucesión  de polinomios  ortonormales  con  respecto a  esta función  peso.  Si
f  E W  [1; w(x)  dx,  4(x)w(x)  dx,...  ,  m()  dx]
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entonces
o<oo
donde   ha  sido  definido  en  (2.3)  y
=  f f(x)p(x)w(x)  dx.                    (2.4)
De  este  resultado  se  sigue el  siguiente  Corolario
COROLARIO  2.1.  Teniendo  en  cuenta  el  comportamiento  asintótico  de los
)fl,  dados  en  la  Tabla V.1,  obtenemos  las siguientes  condiciones  necesarias
(i)  nmc2  <oc  en  el caso de los polinomios  de  Hermite;
(u) nmc  <  oc  en  el caso de los polinomios  de  Laguerre;
(iii)  722m2  <oc  en  el caso de los polinomios  de Jacobi;
2.2.  Demostración  de  los  Resultados.  Si  aplicamos  la  regla  de Leibniz  a
la  ecuación  (2.3),  se  sigue
 (p(m))”  +  (‘m+)  (p(m))l  +  (Á+m’  +  m(rn—l)ii)p(m)  o  (2.5)
para la derivada m -ésima de (2.3) y usando (2.2) llegamos a
(m+1)’ = (  + q5m)                    (2.6)
Esto significa que la sucesión {p(m)} > es ortogonal con respecto a la función
peso 4m(x)w(x).
Multiplicando (2.5) por çbmw y usando (2.6) obtenemos
(p(m+1)qm+1w)’ =                (2.7)
donde n,m+1 =  + m,b’ + m(rn-1)
Ahora, si consideramos
(Pk,Pj) = f  pk(x)pj(x)w(x)dX+ +fpm)(x)pm)(x)m(x)w(x) dx
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e  integramos  por  partes,  usando  (2.7)  obtenemos
(PkPj)  =  6k,j  (1 +  13k,1 +  /3k,1/k,2  +    + ¡3k,113k,2  .  .  .  13k,m)
Si  denotamos por
‘Y/c  =  1 + /3k,1  +  /3k,1/k,2  +    + /3k,1í3k,2    í3k,m




es  ortonormal  en el  espacio  de  Sobolev
W  [1; w(x)  dx,  q(x)w(x)  dx,...  ,  qm(x)w(x)  dx].
Si  f  es una  función  que  pertenece  a  este  espacio  de  Sobolev,  podemos  calcular
los  coeficientes  de Fourier  de f  en el  conjunto  ortonormal  (2.8)
(f,  =  ff(x)w(x)  dx+••  +  f f(m)(x)1ff)q5m(x)w(x)  dx.
Si  integramos  por  partes  y usamos  (2.7)  obtenemos
U,       =      f(x)p(x)w(x)  dx.
La  desigualdad  de  Bessel  se  cumple  para  estos  coeficientes  de  Fourier  y  de  este
modo  se sigue
donde  ¿  vienen  dados  por  (2.4).
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