Motivation: Structured non-coding RNAs (ncRNAs) have a very important functional role in the cell. No distinctive general features common to all ncRNA have yet been discovered. This makes it difficult to design computational tools able to detect novel ncRNAs in the genomic sequence. Results: We devised an algorithm able to detect conserved secondary structures in both pairwise and multiple DNA sequence alignments with computational time proportional to the square of the sequence length. We implemented the algorithm for the case of pairwise and three-way alignments and tested it on ncRNAs obtained from public databases. On the test sets, the pairwise algorithm has a specificity greater than 97% with a sensitivity varying from 22.26% for Blast alignments to 56.35% for structural alignments. The three-way algorithm behaves similarly. Our algorithm is able to efficiently detect a conserved secondary structure in multiple alignments.
INTRODUCTION
Genomic sequences transcribed in the cell but not coding for proteins, referred to as non-coding RNA (ncRNA), have a very important functional role (Erdmann et al., 2001; Kumar et al., 1998; Ambros, 2001) . Unlike protein coding genes, however, no distinctive general features common to all ncRNA have yet been discovered. Therefore it has been difficult to design computational tools and systematic experimental methodologies able to detect ncRNAs (Wasserman et al., 2001; Huttenhofer et al., 2001; Argaman et al., 2001) .
So far many successful algorithms have been implemented to predict the secondary structure of sequences known to contain ncRNAs (Eddy and Durbin, 1994; Rivas and Eddy, 1999 ; * To whom correspondence should be addressed. Durbin et al., 1998; Zuker and Stiegler, 1981; Sankoff, 1985; Mathews and Turner, 2002; Hofacker et al., 1998; Luck et al., 1996) . However, algorithms based on this approach cannot detect novel ncRNAs in the genomic sequence (Rivas and Eddy, 2000) . The algorithm presented in (Gorodkin et al., 2001) can be used to detect stem-loop motifs in unaligned short sequences, but it is computationally intensive.
Recently Rivas and Eddy (2001) proposed a new powerful and complex algorithm (computational time proportional to the cube of the sequence length) that uses both comparative analysis and computational secondary structure prediction to identify possible structured ncRNAs in pairwise alignments.
Motivated by their work, we devised a new algorithm able to detect conserved secondary structures in both pairwise and multiple alignments, with a computational time proportional to the square of the sequence length.
METHODS
Our algorithm applies, in an original way, the well-known technique (Pace et al., 1989) of looking for compensatory mutations that conserve the stem structure in multiple alignments (i.e. a compensatory mutation for a GC pair in a stem is a AT, TA, CG or TG pair).
Test data set for pairwise alignments
To test the performance of our algorithm we generated test data sets and computed the sensitivity as the number of true positives divided by the sum of true positives + false negatives, the specificity as the number of true negatives divided by the sum of true negatives + false positives and the Matthews correlation coefficient (Matthews, 1975) .
Structural alignments
We downloaded from curated RNA databases (Szymansk et al., 2002; Wuyts et al., 2002; Brown, 1999; Lowe and Eddy, 1997) multiple structural alignments of 58 tRNA, 64 5s RNA, 51 PRNA and 63 SRP RNA (alignments for tRNA were obtained from http://rna.wustl.edu/tRNAdb/ created by Lowe, TM and Eddy, SR) . For each set we generated pairwise alignments to obtain 1653 tRNAs alignments, 2010 5s RNAs, 1275 PRNAs and 1875 SRP RNAs, for a total of 6813 pairwise alignments, following the same methodology of Rivas and Eddy (2001) . The alignments had percentage identity between 0 and 100%.
This data set can be used to test only the sensitivity of the algorithm, since there are no true negatives. Hence, to test the specificity, we generated a shuffled alignment for each alignment in the data set. A shuffled alignment is obtained by randomly swapping the columns of the original alignment. Therefore, it has the same base composition, the same base pair composition and the same number of mutations as the original alignment, but the secondary structure is scrambled. Mutations that were compensatory in the original alignment (i.e. that conserved the secondary structure) can turn into 'simple' mutations in the shuffled alignment, if the stem structure in which they were found is destroyed by the shuffling.
Blast alignments
To test the performance of the algorithm for more realistic situation, we blasted each RNA from the multiple alignment data set in Section 2.1.1 against the whole set, following Rivas (Rivas and Eddy, 2001 ). We obtained 2503 tRNA blast alignments, 1039 5s, 1469 SRP and 988 PRNAs for a total of 5999 blast alignments. The alignments had percentage identity between 60 and 100%.
Again, as a negative set to test the specificity of the algorithm, we generated a shuffled alignment for each alignment in the data set.
Genomic negative sets
The specificity of the algorithm computed on data sets obtained from shuffled alignments could be biased since the algorithm uses shuffled alignments to decide whether a secondary structure is conserved or not. Therefore, we generated two additional unbiased data sets to further test the specificity of the algorithm.
The first data set consisted of an alignment of a syntenic human and mouse region of 1 MB (BRCA2 region) (di Bernardo and Hubbard, 2001 ). This set contained coding, intergenic and intronic regions. We scanned the alignment with a window of 200 bp shifted by 50 bp at a time (Rivas and Eddy, 2001) .
It is possible that some real RNA genes were contained in this region, however, if present, they cover only a small fraction of the whole region. We are therefore justified in using this region as a negative set to test for specificity.
The second data set was obtained by selecting 125 exons in human and the corresponding 125 exons in the mouse BRCA2 syntenic region and using blastn to generate pairwise alignments to obtain 462 blast alignments.
Scanning mode set
We generated a data set to test the ability of the algorithm to detect ncRNAs in a genomic context. We selected clone 46H23 containing gene 46H23.2 in the human BRCA2 region (129 098 bp) which is syntenic to gene dM544J17.1 in clone AL354805 (103 922 bp) in mouse. We inserted randomly in introns and intergenic regions of the human clone, 12 human tRNAs, and in the mouse clone 12 mouse tRNAs. The two clones were aligned using blast2seq (NCBI website: www.ncbi.nlm.nih.gov/). We then scanned the alignment with a window of 200 bp, shifting the window by 50 bases each time (Rivas and Eddy, 2001 ).
Test data set for multiple alignments
2.2.1 Three-way structural alignments We used the curated multiple alignments described in Section 2.1 to generate alignments of three sequences. Our data set consisted of 1102 three-way alignments of tRNA, 1059 of 5s RNA, 1250 of SRP and 850 of PRNA for a total of 4542 structural alignments.
CLUSTALW alignments
To test a realistic situation we followed the approach described in Section 2.1, but this time we generated three-way alignments using CLUSTALW (Higgins et al., 1994) with default parameters. We generated 812 tRNA, 684 5s RNAs, 961 SRP RNAs and 600 PRNAs for a total of 3232 alignments.
Negative set
We used the 125 exons in human BRCA2 and the corresponding 125 in mouse BRCA2 (refer Section 2.1) and searched with each set the NCBI other_est database. The sequences so obtained (human-mouse-other) were aligned using ClustalW. We thus obtained 187 three-way alignments. Another negative set consisted of 176 multiple alignments of untranslated regions of protein-coding genes (Duret and Bucher, 1997) .
ALGORITHM
The algorithm looks for compensatory mutations in every possible stem-loop that is conserved in all the sequences of the alignment. The number of possible compensatory mutations is computed and compared to the average number of compensatory mutations obtained by shuffling the alignment.
To decide whether the alignment contains a real conserved secondary structure, we run the algorithm on S different shufflings of the original alignment. If the number of possible compensatory mutations in the original alignment is greater than the average number of compensatory mutations in the shuffled alignments plus K standard deviations, then the alignment is classified as containing a conserved secondary structure.
Our algorithm does not use bases that are aligned to gaps, since they cannot be compensatory mutations. Therefore alignments used as inputs for our algorithm are preprocessed by removing those bases that align to a gap from all the sequences in the alignment. Figure 1 describes schematically the implementation of the algorithm. For each sequence of length N in the alignment, we build one N × N matrix containing the reverse complement of the sequence in the first row. The ith row contains the reverse complement of the sequence shifted by i − 1 position Fig. 1 . Implementation of the algorithm. Example: two sequences of length 6 with a conserved secondary structure are aligned as shown in figure (top right). Mutated bases are surrounded by boxes. The algorithm forms one 6 × 6 matrix for each sequence (FORM MATRICES) containing in the first row the reverse complement of the sequence, shifted by one position to the right in each of the remaining rows. The sequence in each row is compared to the original sequence (in italics in the figure) to find all the possible Watson-Crick base pairs that can be formed by folding the sequence on itself. If the base in column j of row i of the matrix is equal to the base in position j in the original sequence, then a 1 is put in the i, j element of the matrix (FIND BASE PAIRS). The base pairs occurring in the same position in both the sequences in the alignment are selected by multiplying element by element the two matrices (CONSERVED BASE PAIRS). A window of length L = 2 (dashed box with arrow) is used to scan each row and to detect the conserved stem-loops. A flag for each element of the matrix is set to 1 if the at least two elements (M = 2) in the window are equal to 1 (FLAGS). A FLAG SEQUENCE of six elements is generated with a 1 in position j if at least one element of column j of the FLAGS matrix is equal to 1. The mutations in the alignment that correspond to 1s in the FLAG SEQUENCE are the compensatory mutations.
IMPLEMENTATION
to the right (circular right shift). Each row is then compared to the original sequence and 1 is put in the i, j element of the matrix, if base j of the sequence in row i is equal to base j of the original sequence. In this way we detect all the positions in the original sequence where possible Watson-Crick base pairs can be formed by folding the sequence on itself. (We could have used upper triangular matrices to detect all possible base pairs, rather than a full square matrix.) We then select only the possible Watson-Crick base pairs that occur in the same position in all the sequences in the alignment. This can be easily done by multiplying the matrices of the sequences in the alignment element by element. The resulting matrix is then parsed row by row to identify all the possible conserved stem-loops in the alignment. This is obtained by scanning each row of the matrix with a window of fixed length L and assigning a flag to each element of the matrix. Initially all the flags are set to 0. The window is shifted along the sequence one base at a time. If the number of 1s in the window is greater than or equal to M (with M ≤ L), then the flags of all the elements within that window are set to 1 (i.e. we found a possible stem-loops consisting of canonical, i.e. WatsonCrick, and non-canonical base pairs). The final step of the algorithm is to reduce the problem to one dimension by joining all the rows in the matrix. We generate a single sequence of N elements with a 1 in position j if at least one element in column j of the matrix has a flag equal to 1. This flag sequence Table 1 . Sensitivity, specificity and MCC on pairwise structural alignments will have ones in those positions where possible stem-loops can be formed by all the sequences in the alignment. We then count the number of mutations in the alignment which occur in positions corresponding to 1 in the flag sequence. This is the number of possible compensatory mutations.
Algorithm for pairwise and three-wise alignments
For the pairwise alignment, we chose a window length L equal to 6, a value for M (number of possible compensatory mutations) equal to 5, and a number of shufflings, S, equal to 20. We tested our algorithm on pairwise alignments for different values of K. We compared its performance with QRNA, using the parameters suggested by the authors (RNA model log odds ratio>5 bit) (Rivas and Eddy, 2001 ). For the three-wise alignment, all the parameters were chosen as in the pairwise alignment version of the algorithm. The parameter K, the factor multiplying the standard deviation, was chosen to be equal to 4.
The algorithm was implemented in Java using the BioJava framework (www.biojava.org). It consists of an executable jar file with a set of user-selectable options. The program will run on the Java 2 standard edition platform. The executable jar file, instructions and the test data set used in this study can be requested free of charge from the authors (dibernardo@tigem.it).
RESULTS

Test data set for pairwise alignments
Results for the structural alignments (see Section 2.1.1) for values of K = 3 and K = 4 were compared with QRNA and are reported in Table 1. Table 2 shows the results obtained from the Blast alignment test set (see Section 2.1.2). In both cases (blast and structural alignments) QRNA did not detect the set of 5s RNA genes (sensitivity < 1.0%), while our algorithm showed a sensitivity > 85% with a specificity > 97% for both values of K. The overlap between QRNA predictions and those of our algorithm for both structural and blast alignments was of ∼50%. A difference between the two algorithms is that the sensitivity level of QRNA increases as PI increases, while the sensitivity of our algorithm drops. This should be the correct behaviour, since for high level of PI there are very few or no compensatory mutations and therefore no secondary structure can be detected by both the algorithms.
For the BRCA2 negative set (see Section 2.1.3), we obtained a specificity of 97.06% for K = 3 and 98.96% for K = 4, while QRNA had a specificity of 98.78%, which increased to 99.1% for alignments with a percentage identity between 60 and 80%.
For the exons set, the specificity of our algorithm was 97.62% for K = 3 and 99.51% for K = 4. QRNA specificity was 96.54%. This increased to 97.87% for alignments with percentage identity between 60 and 80%.
For the data set in Section 2.1.4, out of 104 pairwise alignments, 15 were identified as RNA. Fourteen out of the 15 hits classified as RNAs, overlapped a tRNA in both human and mouse sequences. All 12 tRNAs were detected (with one tRNA covered by three different blast hits). One of the hits did not overlap any tRNA and was found between 125 698 and 126 178 in the intron of gene 46H23.2. QRNA identified 14 hits as tRNA and all 12 tRNAs were detected. 
Test data set for three-way alignments
Results for the structural alignments in Section 2.2.1 are reported in Table 3 . Table 4 reports the result for the alignments obtained using Clustalw (see Section 2.2.2). Two additional independent measures of specificity were obtained running the algorithm on the set of 187 exons alignments (see Section 2.2.3) where the specificity was equal to 98.4%, and for the genomic negatives set (see Section 2.2.3) where the specificity was 98.9%.
DISCUSSION AND CONCLUSIONS
We devised a new algorithm able to detect conserved secondary structures in multiple alignments. Our algorithm is simple, it requires no training set and is fast, with a time complexity of the order O(N 2 ), making it suitable for whole genome scans. The limitations of the algorithm are evident. First, no secondary structure is predicted. Second, no information on the location of the secondary structure within the alignment is provided. However, once our algorithm finds a multiple alignment containing a conserved secondary structure, then it is possible to compute and visualize the secondary structure with RNA folding algorithms such as Pfold (http://www.daimi.au.dk/compbio/rnafold/) (Knudsen and Hein, 1999) . A third limitation is due to the comparison with shuffled alignments that we use to classify alignments. Due to the limited number of randomizations we use, for some alignment which are borderline, we can obtain different classifications for different runs of the algorithm on the same alignment. The algorithm, however, reports the average number of compensatory mutations and the standard deviation, so this borderline sequences can be identified. Some of these limitations may be overcome by characterizing the probabilistic distribution of the number of compensatory mutations in the given alignment. A disadvantage of this method is the dependence on prior sequence alignment, thus limiting its applicability because high sequence homology is needed for a good alignment, but low homology is necessary to find compensatory mutations. Our algorithm is not based on machine learning techniques, hence no training data set is required. For this reason and because we make use of shuffled alignments, our algorithm is very general and robust. It is easily extended from pairwise alignment to multiple alignments, and it is able to detect a conserved secondary structure in multiple alignments.
