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A METHOD OF COMPOSITION ORTHOGONALITY AND NEW SEQUENCES OF
ORTHOGONAL POLYNOMIALS AND FUNCTIONS. THE SQUARE OF MACDONALD
FUNCTION WEIGHT CASE
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ABSTRACT. A new method of composition orthogonality is introduced. It is applied to generate new sequences
of orthogonal polynomials and functions. In particular, classical orthogonal polynomials are interpreted in the
sense of composition orthogonality. Finally, new sequences of orthogonal polynomials with respect to the weight
function xα ρ2ν (x),ρν (x) = 2x
ν/2Kν (2
√
x), x > 0,ν ≥ 0,α > −1, where Kν (z) is the modified Bessel function
or Macdonald function, are investigated. Differential properties, recurrence relations, explicit representations,
generating functions and Rodrigues-type formulae are obtained. The corresponding multiple orthogonal polyno-
mials are exhibited.
1. INTRODUCTION AND PRELIMINARY RESULTS
In studying Prudnikov’s sequence of orthogonal polynomials (see [10]) with the weight function xα ρν(x),
where ρν(x) = 2x
ν/2Kν(2
√
x), x> 0,ν ≥ 0, α >−1 and Kν (z) is the Macdonald or modified Bessel func-
tion [1], Vol. II the author interpreted this sequence in terms of the Laguerre composition orthogonality,
involving the differential operator θ = xDx, where D = d/dx. The main aim of this paper is to extend the
method, employing classical orthogonal polynomials (Hermite, Laguerre, Jacobi) [1] to find new sequences
of orthogonal polynomials with non-classical weights such as, for instance, the square of Macdonald func-
tion and other hypergeometric functions. In fact, we will define the composition orthogonality in the follow-
ing way.
Definition 1. Let ω(t),ϕ(t) t ∈ [a,b], −∞ ≤ a < b ≤ ∞ be nonnegative functions, θ = tDt. Let f ,g
be complex-valued functions such that the product of two operators f (θ )g(θ ) commutes. Then f , g are
compositionally orthogonal with respect to the measure ω(t)dt relatively to the function ϕ if∫ b
a
f (θ )g(θ ){ϕ(t)}ω(t)dt = 0. (1.1)
We will see in the sequel that this definition suits well with the vector space of polynomials over R, when
the composition orthonormality of the sequence {Pn}n≥0 is defined by
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∫ b
a
Pn(θ )Pm(θ ){ϕ(t)}ω(t)dt = δn,m, (1.2)
where δn,m, n,m ∈ N0 is the Kronecker symbol. Moreover, for some class of functions ϕ it is possible to
transform the left-hand side of the equality (1.2) to the usual orthogonality with respect to a new weight
function. Then since the n-th power of the operator θ satisfies the Viskov-type identity [8]
θ n = (xDx)n = xnDnxn, n ∈ N0, (1.3)
we can get via integration by parts new properties of the sequence {Pn}n≥0 and its relationship, for instance,
with classical orthogonal polynomials. In fact, let us consider a class of functions ϕ representable by the
modified Laplace transform of some nonnegative function ψ
ϕ(t) =
1
t
∫ ∞
0
e−x/tψ(x)dx, t ∈ [a,b]⊂ (0,∞). (1.4)
Hence it is easily seen that
θ k
{
t−1e−x/t
}
= (tDt)k
{
t−1e−x/t
}
= xkt−1e−x/t , k ∈N0, (1.5)
and therefore, differentiating under the integral sign in (1.4), we derive
θ k {ϕ(t)}= 1
t
∫ ∞
0
e−x/txkψ(x)dx, k ∈ N0. (1.6)
It is indeed allowed, for instance, due to the assumed convergence of the integral∫ ∞
0
e−x/bxkψ(x)dx< ∞, k ∈ N0. (1.7)
Consequently, returning to (1.2) we write its left-hand side in the form
∫ b
a
Pn(θ )Pm(θ ){ϕ(t)}ω(t)dt =
∫ b
a
∫ ∞
0
e−x/tPn(x)Pm(x)ψ(x)ω(t)
dxdt
t
. (1.8)
The interchange of the order of integration on the right-hand side in (1.8) is permitted by Fubini’s theorem
under the imposed condition
∫ b
a
∫ ∞
0
e−x/txkψ(x)ω(t)
dxdt
t
< ∞, k ∈N0, (1.9)
and, combining with (1.2), we find the equalities
∫ b
a
Pn(θ )Pm(θ ){ϕ(t)}ω(t)dt =
∫ ∞
0
Pn(x)Pm(x)ψ(x)Ω(x)dx= δn,m, (1.10)
where
Ω(x) =
∫ b
a
e−x/tω(t)
dt
t
, x> 0. (1.11)
Thus we see that the sequence {Pn}n≥0 is orthonormal over (0,∞) with respect to the measure Ω(x)dx.
Moreover, one can consider the left-hand side of the first equality in (1.10) as an inner product on the vector
space of polynomials over R (a pre-Hilbert space)
〈p,q〉=
∫ b
a
p(θ )q(θ ){ϕ(t)}ω(t)dt, (1.12)
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inducing the norm by the equality
||p||=
√
〈p, p〉=
(∫ ∞
0
p2(x)ψ(x)Ω(x)dx
)1/2
. (1.13)
2. THE USE OF CLASSICAL ORTHOGONAL POLYNOMIALS
2.1. Laguerre polynomials. We begin to consider sequences of orthogonal polynomials which are compo-
sitionally orthogonalwith respect to the measure tνe−tdt overR+ related to Laguerre polynomials {Lνn}n≥0, ν >
−1. In fact, letting ω(t) = tνe−t , t > 0 in (1.2), we get
∫ ∞
0
Pn(θ )Pm(θ ){ϕ(t)}tνe−tdt = δn,m. (2.1)
The corresponding integral (1.11) is calculated in [1], Vol. II, and we obtain
Ω(x) =
∫ ∞
0
e−x/t−ttν−1dt = 2xν/2Kν
(
2
√
x
)≡ ρν(x), x> 0, (2.2)
where Kν (z) is the modified Bessel function or Macdonald function [9]. The function ρν has the Mellin-
Barnes integral representation in the form (cf. [10])
ρν(x) =
1
2pi i
∫ γ+i∞
γ−i∞
Γ(ν + s)Γ(s)x−sds , x,γ ∈ R+, ν ∈ R, (2.3)
where Γ(z) is Euler’s gamma-function [1], Vol. I. The asymptotic behavior of the modified Bessel function at
infinity and near the origin [1], Vol. II gives the corresponding values for the function ρν , ν ∈ R. Precisely,
we have
ρν(x) = O
(
x(ν−|ν|)/2
)
, x→ 0, ν 6= 0, ρ0(x) = O(logx), x→ 0, (2.4)
ρν(x) = O
(
xν/2−1/4e−2
√
x
)
, x→+∞. (2.5)
Therefore, if the condition (cf. (1.9))
∫ ∞
0
xkρν(x)ψ(x)dx< ∞, k ∈ N0 (2.6)
holds valid, we arrive at the following proposition.
Proposition 1. Let ν >−1,ϕ ,ψ be nonnegative functions defined on R+ which are related by the modi-
fied Laplace transform (1.4). Then under condition (2.6) the finiteness of the integral
∫ ∞
0
xke−x/Mψ(x)dx< ∞, k ∈ N0 (2.7)
for some M > 0 the sequence {Pn}n≥0 of orthogonal polynomials with respect to the measure ρν(x)ψ(x)dx
over R+ is compositionally orthogonal in the sense of Laguerre relatively to the function ϕ , i.e.∫ ∞
0
Pn(θ )Pm(θ ){ϕ(t)}tνe−tdt =
∫ ∞
0
Pn(x)Pm(x)ρν(x)ψ(x)dx= δn,m. (2.8)
Proof. Since via (2.7) the integral
1
t
∫ ∞
0
e−x/txkψ(x)dx, k ∈ N0
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converges uniformly with respect to t ∈ [1/M,M],M > 0, the consecutive differentiation under the integral
sign is allowed, and we derive, recalling (1.6)
Pn(θ )Pm(θ ){ϕ(t)}= Pn(θ )Pm(θ )
{
1
t
∫ ∞
0
e−x/tψ(x)dx
}
=
1
t
∫ ∞
0
e−x/tPn(x)Pm(x)ψ(x)dx.
Then
∫ ∞
0
Pn(θ )Pm(θ ){ϕ(t)}tνe−tdt = lim
M→∞
∫ M
1/M
∫ ∞
0
e−x/tPn(x)Pm(x)ψ(x)tν−1e−tdxdt
=
∫ ∞
0
Pn(x)Pm(x)ρν (x)ψ(x)dx= δn,m,
where the latter equality is guaranteed by condition (2.6) and Fubini’s theorem.

Remark 1. Letting ν ≥ 0,ψ(x)= xα , α >−1, we find the sequence {Pν,αn }n≥0 of Prudnikov’s orthogonal
polynomials studied in [10]∫ ∞
0
Pν,αn (x)P
ν,α
m (x)ρν(x)x
αdx= Γ(α + 1)
∫ ∞
0
Pn(θ )Pm(θ ){tα}tνe−tdt = δn,m. (2.9)
2.2. Hermite polynomials. Other interesting case is the Hermite orthogonality with respect to the measure
e−t2dt over R. Our method will work on the following even extension of the modified Laplace transform
(1.4)
ϕ(|t|) = 1|t|
∫ ∞
0
e−x/|t|ψ(x)dx, t ∈R\{0}. (2.10)
Hence when the Parseval identity for the Mellin transform [6] suggests the equality
∫ ∞
0
e−x/t−t
2 dt
t
=
1
4pi i
∫ γ+i∞
γ−i∞
Γ
( s
2
)
Γ(s) x−sds, x,γ > 0. (2.11)
Invoking the duplication formula for the gamma function [1], we get the right-hand side of (2.11) in the form
1
4pi i
∫ γ+i∞
γ−i∞
Γ
( s
2
)
Γ(s) x−sds=
1
4pi3/2i
∫ γ/2+i∞
γ/2−i∞
Γ2 (s)Γ
(
1
2
+ s
) ( x
2
)−2s
ds
=
1√
pi
ρ1/2,2
(
x2
4
)
, (2.12)
where by ρν,k(x) we denote the ultra-exponential weight function introduced in [10]
ρν,k(x) =
1
2pi i
∫ γ+i∞
γ−i∞
Γk (s)Γ(ν + s)x−sds, x,ν,γ > 0, k ∈ N0. (2.13)
Proposition 2. Let t > 0, x ∈R, ϕ(t),ψ(x) be nonnegative functions which are related by (2.10). If ψ is
even then under conditions (2.7) and
∫ ∞
−∞
|x|kρ1/2,2
(
x2
4
)
ψ(x)dx< ∞, k ∈ N0 (2.14)
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the sequence {Pn}n≥0 of orthogonal polynomials with respect to the measure pi−1/2ρ1/2,2
(
x2/4
)
ψ(x)dx over
R is compositionally orthogonal in the sense of Hermite relatively to the function ϕ(|t|), i.e.
∫ ∞
−∞
Pn(θ )Pm(θ ){ϕ(|t|)}e−t2dt =
∫ ∞
−∞
Pn(x)Pm(x)ρ1/2,2
(
x2
4
)
ψ(x)
dx√
pi
= δn,m. (2.15)
Proof. Indeed, since∫ ∞
−∞
Pn(θ )Pm(θ ){ϕ(|t|)}e−t2dt =
∫ ∞
0
[Pn(θ )Pm(θ )+Pn(−θ )Pm(−θ )]{ϕ(t)}e−t2dt
we have due to (1.4), (1.6), (2.7)
[Pn(θ )Pm(θ )+Pn(−θ )Pm(−θ )]{ϕ(t)}= 1
t
∫ ∞
0
e−x/t [Pn(x)Pm(x)+Pn(−x)Pm(−x)]ψ(x)dx. (2.16)
Thus appealing to (2.11), (2.12), (2.14) and Fubini’s theorem, we obtain finally from (2.16)
∫ ∞
0
∫ ∞
0
e−x/t−t
2
[Pn(x)Pm(x)+Pn(−x)Pm(−x)]ψ(x)dxdt
t
=
∫ ∞
0
[Pn(x)Pm(x)+Pn(−x)Pm(−x)]ρ1/2,2
(
x2
4
)
ψ(x)
dx√
pi
=
∫ ∞
−∞
Pn(x)Pm(x)ρ1/2,2
(
x2
4
)
ψ(x)
dx√
pi
= δn,m.

2.3. Jacobi polynomials. Themodified sequence {Pα ,βn (2t−1)}n≥0 of these classical polynomials is ortho-
gonal with respect to the measure (1− t)α tβdt, α,β > −1 over the interval [0,1]. Therefore the kernel
Ω(x), x> 0 (1.11) is calculated accordingly, and we obtain
Ω(x) =
∫ 1
0
(1− t)αtβ−1e−x/tdt = e−x
∫ ∞
0
tα (1+ t)−α−β−1e−xtdt = Γ(1+α)e−xU(1+α,1−β ,x), (2.17)
whereU(a,b,z) is the Tricomi function [4]. Hence we arrive at
Proposition 3. Let α >−1,β > 0,ϕ ,ψ be nonnegative functions defined on R+ which are related by the
modified Laplace transform (1.4). Then under the condition∫ ∞
0
xke−xψ(x)dx< ∞, k ∈ N0 (2.18)
the sequence {Pn}n≥0 of orthogonal polynomials with respect to the measure e−xU(1+α,1−β ,x)ψ(x)dx
over R+ is compositionally orthogonal in the sense of Jacobi relatively to the function ϕ , i.e.
∫ 1
0
Pn(θ )Pm(θ ){ϕ(t)}(1− t)αtβdt = Γ(1+α)
∫ ∞
0
Pn(x)Pm(x)e
−xU(1+α,1−β ,x)ψ(x)dx= δn,m. (2.19)
Proof. Indeed, since
Pn(θ )Pm(θ ){ϕ(t)}= Pn(θ )Pm(θ )
{
1
t
∫ ∞
0
e−x/tψ(x)dx
}
=
1
t
∫ ∞
0
e−x/tPn(x)Pm(x)ψ(x)dx,
where the consecutive differentiation under the integral sign is permitted owing to the estimate
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1
t
∫ ∞
0
e−x/txkψ(x)dx≤ 1
δ
∫ ∞
0
e−xxkψ(x)dx, 0< δ ≤ t ≤ 1, k ∈ N0,
and the latter integral by x is finite via (2.18). Hence, taking into account (2.17),
∫ 1
0
Pn(θ )Pm(θ ){ϕ(t)}(1− t)αtβdt = lim
δ→0+
∫ 1
δ
Pn(θ )Pm(θ ){ϕ(t)}(1− t)αtβdt
= lim
δ→0+
∫ 1
δ
∫ ∞
0
e−x/tPn(x)Pm(x)ψ(x)(1− t)αtβ−1dxdt
=
∫ 1
0
∫ ∞
0
e−x/tPn(x)Pm(x)ψ(x)(1− t)αtβ−1dxdt
= Γ(1+α)
∫ ∞
0
Pn(x)Pm(x)e
−xU(1+α,1−β ,x)ψ(x)dx= δn,m,
where the interchange of the order of integration is possible by Fubini’s theorem due to (2.18) and an ele-
mentary estimate of the Tricomi function
Γ(1+α)U(1+α,1−β ,x)=
∫ ∞
0
tα (1+ t)−α−β−1e−xtdt ≤
∫ ∞
0
tα (1+ t)−α−β−1dt = B(1+α,β ),
where B(a,b) is the Euler beta function [1], Vol. I.

3. PROPERTIES OF PRUDNIKOV’S WEIGHT FUNCTIONS AND THEIR PRODUCTS
In this section we will exhibit properties of the weight functions ρν+1(x)ρν(x), ρ
2
ν(x), x> 0, where ρν(x)
is defined by (2.2), (2.3), in order to involve them in the sequel to investigate the corresponding orthogonal
and multiple orthogonal polynomials. In particular, we will establish their differential properties, integral
representations and differential equations. Concerning the function ρν , we found in [10] the following
integral representation in terms of Laguerre polynomials
(−1)nxn
n!
ρν(x) =
∫ ∞
0
tν+n−1e−t−x/tLνn (t)dt, n ∈N0. (3.1)
It has a relationship with the Riemann-Liouville fractional integral [9]
(
Iα− f
)
(x)≡ (Iα− f (x))= 1Γ(α)
∫ ∞
x
(t− x)α−1 f (t)dt, Reα > 0, (3.2)
namely, we get the formula
ρν(x) =
(
Iν−ρ0
)
(x), ν > 0. (3.3)
Further, the index law for fractional integrals immediately implies
ρν+µ(x) =
(
Iν−ρµ
)
(x) =
(
I
µ
−ρν
)
(x). (3.4)
The corresponding definition of the fractional derivative presumes the relation D
µ
− = −DI1−µ− . Hence for
the ordinary n-th derivative of ρν we find
Dnρν(x) = (−1)nρν−n(x), n ∈ N0. (3.5)
The function ρν possesses the following recurrence relation (see [10])
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ρν+1(x) = νρν(x)+ xρν−1(x), ν ∈ R. (3.6)
In the operator form it can be written as follows
ρν+1(x) = (ν − xD)ρν(x). (3.7)
Now we will derive the Mellin-Barnes representations for the product of functions ρν+1ρν and for the
square ρ2ν . In fact, it can be done, using the related formulas for the product of Macdonald functions. Thus,
appealing to Entries 8.4.23.31, 8.4.23.27 in [5], Vol. III, we obtain
ρν+1(x)ρν (x) =
4−ν
2i
√
pi
∫ γ+i∞
γ−i∞
Γ(s+ 2ν + 1)Γ(s+ν)Γ(s)
Γ(s+ν + 1/2)
(4x)−sds, x,γ > 0, (3.8)
ρ2ν(x) =
4−ν
i
√
pi
∫ γ+i∞
γ−i∞
Γ(s+ 2ν)Γ(s+ν)Γ(s)
Γ(s+ν + 1/2)
(4x)−sds, x,γ > 0. (3.9)
Immediate consequences of these formulas are relationships of the products of Prudnikov’s weight functions
ρν+1ρν , ρ
2
ν with ρ2ν+1, ρ2ν , correspondingly. Indeed, it can be done via Entry 8.4.2.3 in [5], Vol. III and
the Parseval equality for the Mellin transform. Hence we deduce from (3.8), (3.9), respectively,
ρν+1(x)ρν (x) = 4
−ν
∫ 1
0
(1− t)−1/2tν−1ρ2ν+1
(
4x
t
)
dt
=
xν
√
pi
Γ(ν + 1/2)
∫ 1
0
(1− t)ν−1/2t−ν−1ρν+1
(
4x
t
)
dt, (3.10)
ρ2ν(x) = 2
1−2ν
∫ 1
0
(1− t)−1/2tν−1ρ2ν
(
4x
t
)
dt
=
2xν
√
pi
Γ(ν + 1/2)
∫ 1
0
(1− t)ν−1/2t−ν−1ρν
(
4x
t
)
dt. (3.11)
An ordinary differential equation for the function ρν+1ρν is given by
Proposition 4. The function uν = ρν+1ρν satisfies the following third order differential equation
x2
d3uν
dx3
+ x(2− 3ν)d
2uν
dx2
+ 2(ν(ν− 1)− 2x)duν
dx
+ 2(2ν− 1)uν(x) = 0. (3.12)
Proof. Differentiating uν with the use of (3.5), we have
duν
dx
=−ρ2ν(x)−ρν+1(x)ρν−1(x). (3.13)
Multiplying both sides of (3.13) by x and employing the recurrence relation (3.6), we get
x
duν
dx
=−xρ2ν(x)+νρν+1(x)ρν(x)−ρ2ν+1(x).
Differentiating both sides of the latter equality, using (3.6), (3.13) and the notation uν = ρν+1ρν , we obtain
d
dx
(
x
duν
dx
)
=−(1+ 2ν)ρ2ν(x)+ν
duν
dx
+ 4uν(x). (3.14)
Differentiating (3.14) and multiplying the result by x, we recall (3.6) to find
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x
d2
dx2
(
x
duν
dx
)
=−2ν(1+ 2ν)ρ2ν(x)+νx
d2uν
dx2
+ 4x
duν
dx
+ 2(1+ 2ν)uν(x). (3.15)
Hence, expressing (1+2ν)ρ2ν(x) from (3.14) and fulfilling the differentiation on the left-hand side of (3.15),
we get (3.12).

Concerning the differential equation for the function ρ2ν , we prove
Proposition 5. The function hν = ρ
2
ν satisfies the following third order differential equation
x2
d3hν
dx3
+ 3x(1−ν)d
2hν
dx2
+(2ν2+ 1− 3ν− 4x)dhν
dx
+ 2(2ν− 1)hν(x) = 0. (3.16)
Proof. Since x
(
ρ2ν(x)
)′
= −2xρν−1(x)ρν (x) = 2νρ2ν(x)− 2ρν+1(x)ρν(x) = 2νhν(x)− 2ρν+1(x)ρν(x) we
derive, owing to (3.5), (3.6)
x
d
dx
(
x
dhν
dx
− 2νhν(x)
)
=−2x d
dx
(ρν+1(x)ρν (x))
= 2x hν(x)− 2νρν+1(x)ρν(x)+ 2ρ2ν+1(x) = 2
(
x−ν2)hν(x)+νxdhν
dx
+ 2ρ2ν+1(x).
Hence one more differentiation yields
d
dx
(
x
d
dx
(
x
dhν
dx
− 2νhν(x)
))
=
d
dx
(
2
(
x−ν2)hν(x)+νxdhν
dx
)
− 4ρν+1(x)ρν(x).
But from the beginning of the proof we find
2ρν+1(x)ρν(x) = 2νhν(x)− xdhν
dx
. (3.17)
Therefore, substituting this expression into the previous equality, we fulfil the differentiation to arrive at
(3.16) and to complete the proof.

Corollary 1. The following recurrence relations between functions uν , hν hold
uν = νhν + xuν−1, (3.18)
hν+1 = ν
2hν + 2xνuν−1+ x2hν−1 = 2νuν + x2hν−1−ν2hν . (3.19)
Proof. Equality (3.18) is a direct consequence of (3.17) and (3.5). Equalities (3.19), in turn, are obtained,
taking squares of both sides of (3.6) and employing (3.18).

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4. ORTHOGONAL POLYNOMIALS WITH ρ2ν WEIGHT FUNCTION
The object of this section is to characterize the sequence of orthogonal polynomials {Pn}n≥0, satisfying
the orthogonality conditions
∫ ∞
0
Pm(x)Pn(x)ρ
2
ν (x)dx= δn,m, ν >−
1
2
. (4.1)
Clearly, up to a normalization factor conditions (4.1) are equivalent to the equalities
∫ ∞
0
Pn(x)ρ
2
ν (x)x
mdx= 0, m= 0,1, . . . ,n− 1, n ∈ N. (4.2)
The moments of the weight ρ2ν (x) can be obtained immediately from the Mellin-Barnes representation (3.9),
treating it as the inverse Mellin transform [6]. Hence we get
∫ ∞
0
ρ2ν (x)x
µdx=
√
pi
Γ(1+ µ + 2ν)Γ(1+ µ+ν)Γ(1+ µ)
21+2(ν+µ) Γ(µ +ν + 3/2)
, µ >max{−1,−1−ν, 1− 2ν}. (4.3)
Furthermore, the sequence {Pn}n≥0 satisfies the 3-term recurrence relation in the form
xPn(x) = An+1Pn+1(x)+BnPn(x)+AnPn−1(x), (4.4)
where Pν−1(x)≡ 0, Pn(x) = ∑nk=0 an,kxk, an,n 6= 0 and
An+1 =
an
an+1
, Bn =
bn
an
− bn+1
an+1
, an ≡ an,n, bn ≡ an,n−1.
Basing on properties of the functions ρ2ν , ρν+1ρν and orthonormality (4.1), we establish
Proposition 6. Let ν >−1. The following formulas hold
∫ ∞
0
P2n (x)ρν+1(x)ρν (x)dx=
1
2
+ν + n, (4.5)
∫ ∞
0
P2n (x) xρν(x)ρν−1(x)dx=
1
2
+ n, (4.6)
∫ ∞
0
P2n (x) x
2ρν(x)ρν−2(x)dx= Bn− (ν− 1)
(
1
2
+ n
)
, (4.7)
∫ ∞
0
P2n (x)ρν+2(x)ρν(x)dx= Bn+(ν + 1)
(
1
2
+ν + n
)
. (4.8)
Proof. In fact, recurrence relation (3.6) and orthonormality (4.1) implies
∫ ∞
0
P2n (x)ρν+1(x)ρν(x)dx= ν +
∫ ∞
0
P2n (x) xρν(x)ρν−1(x)dx. (4.9)
Hence, integrating by parts in the latter integral and eliminating integrated terms by virtue of the asymptotic
behavior (2.4), (2.5) , we find
∫ ∞
0
P2n (x) xρν(x)ρν−1(x)dx=
∫ ∞
0
(
1
2
P2n (x)+ xPn(x)P
′
n(x)
)
ρ2ν(x)dx. (4.10)
Therefore, we have from (4.9), (4.10) and orthogonality (4.1)
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∫ ∞
0
P2n (x)ρν+1(x)ρν (x)dx=
1
2
+ν + n,
which proves (4.5). Concerning equality (4.6), it is a direct consequence of (3.6), (4.1). The same idea is to
prove (4.7), (4.8), employing (4.3) as well.

The composition orthogonality which is associated with the sequence {Pn}n≥0 is given by
Theorem 1. Let ν >−1/2. The sequence {Pn}n≥0 is compositionally orthogonal in the sense of Laguerre
relatively to the function tνetΓ(−ν, t), where Γ(µ ,z) is the incomplete gamma function, i.e.
∫ ∞
0
tνe−tPn (θ )Pm (θ )
(
tνetΓ(−ν, t))dt = δn,m
Γ(1+ν)
. (4.11)
Proof. Writing Pn explicitly, we appeal to the integral representation (3.1) for ρν(x) to write the left-hand
side of (4.2) in the form
∫ ∞
0
Pn(x)ρ
2
ν (x)x
mdx= (−1)mm!
n
∑
k=0
an,k(−1)kk!
∫ ∞
0
∫ ∞
0
tν+k−1e−t−x/tLνk (t)dt
×
∫ ∞
0
yν+m−1e−y−x/yLνm(y)dydx. (4.12)
The Fubini theorem allows to interchange the order of integration in (4.12) due to the convergence of the
following integral for all r1,r2 ∈ N0∫ ∞
0
∫ ∞
0
tν+k+r1−1e−t−x/tdt
∫ ∞
0
yν+m+r2−1e−y−x/ydy dx
=
∫ ∞
0
∫ ∞
0
tν+k+r1yν+m+r2e−t−y
dtdy
t+ y
≤ 1
2
∫ ∞
0
∫ ∞
0
tν+k+r1−1/2yν+m+r2−1/2e−t−ydtdy
=
1
2
Γ(ν + k+ r1+ 1/2)Γ(ν +m+ r2+ 1/2).
Therefore after integration with respect to x we find from (4.12)
∫ ∞
0
Pn(x)ρ
2
ν(x)x
mdx= (−1)mm!
n
∑
k=0
an,k(−1)kk!
∫ ∞
0
∫ ∞
0
tν+kyν+me−t−yLνk (t)L
ν
m(y)
dtdy
t+ y
. (4.13)
However the Rodrigues formula for Laguerre polynomials and Viskov-type identity (1.3) suggest to write
the right-hand side of (4.13) as follows
(−1)mm!
n
∑
k=0
an,k(−1)kk!
∫ ∞
0
∫ ∞
0
tν+kyν+me−t−yLνk (t)L
ν
m(y)
dtdy
t+ y
= (−1)m
n
∑
k=0
an,k(−1)kk!
∫ ∞
0
tν+ke−tLνk (t)
∫ ∞
0
θm
(
yνe−y
) dydt
t+ y
. (4.14)
The inner integral with respect to y on the right-hand side of the latter equality can be treated via integration
by parts, and we obtain
∫ ∞
0
θm
(
yνe−y
) dy
t+ y
= (−1)m
∫ ∞
0
yνe−yθm
(
1
t+ y
)
dy. (4.15)
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Working out the differentiation, we find
θm
(
1
t+ y
)
= ym
dm
dym
(
m
∑
k=0
(
m
k
)
(−1)m−ktm−k(t+ y)k−1
)
= (−1)mtmym d
m
dym
(
1
t+ y
)
=
m! tmym
(t+ y)m+1
.
Consequently, combining with (4.14), (4.15), equality (4.13) becomes
∫ ∞
0
Pn(x)ρ
2
ν (x)x
mdx= m!
n
∑
k=0
an,k(−1)kk!
∫ ∞
0
tν+k+me−tLνk (t)
∫ ∞
0
yν+me−y
(t+ y)m+1
dydt. (4.16)
Meanwhile, the integral with respect to y in (4.16) is calculated in (2.17) in terms of the Tricomi function up
to a simple change of variables. Thus we get
∫ ∞
0
Pn(x)ρ
2
ν (x)x
mdx=m!Γ(ν+m+1)
n
∑
k=0
an,k(−1)kk!
∫ ∞
0
t2ν+k+me−tLνk (t)U(ν+m+1,1+ν, t)dt. (4.17)
But appealing to the differential formula 13.3.24 in [4] for the Tricomi function, we have
m! Γ(ν +m+ 1)tν+mU(ν +m+ 1,1+ν, t)= Γ(ν + 1)θm (tνU(1+ν,1+ν, t))
= Γ(ν + 1)θm
(
tνetΓ(−ν, t)) , (4.18)
where Γ(a,z) is the incomplete gamma function
Γ(a,z) =
∫ ∞
z
e−uua−1du. (4.19)
Hence, plugging this result in (4.17), recalling the Rodrigues formula for Laguerre polynomials and inte-
grating by parts on its right-hand side, we combine with (4.2) to end up with equalities∫ ∞
0
Pn(x)ρ
2
ν (x)x
mdx= Γ(ν + 1)
×
∫ ∞
0
tνe−tPn (θ )θm
(
tνetΓ(−ν, t))dt = 0, m= 0,1, . . . ,n− 1, n ∈ N, (4.20)
which yield (4.11) and complete the proof of Theorem 1.

Further, the right-hand side of the first equality in (4.20) can be rewritten via integration by parts as
follows ∫ ∞
0
tν+me−tLνm(t)Pn (θ )
(
tνetΓ(−ν, t))dt = 0, m= 0,1, . . . ,n− 1, n ∈ N. (4.21)
Then we expand the function Fn(t) = θ
n (tνetΓ(−ν, t)) in a series of Laguerre polynomials
Fn(t) =
∞
∑
r=0
cn,rL
ν
r (t), (4.22)
where the coefficients cn,r are calculated in terms of the 3F2-hypergeometric functions at unity with the aid
of Entry 3.31.12.1 in [2]. Precisely, we get via (4.18)
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cn,r =
r!
Γ(1+ν + r)
∫ ∞
0
tνe−tLνr (t)θ
n
(
tνetΓ(−ν, t))dt
=
r!n!(1+ν)n
Γ(1+ν + r)
∫ ∞
0
t2ν+ne−tLνr (t)U(ν + n+ 1,1+ν, t)dt
=
(1+ν)n
Γ(1+ν)
[
n!r! Γ(ν)
(1+ν)r
3F2 (n+ 1,r+ 1,ν + n+ 1;1−ν,1; 1)
+Γ(2ν + n+ 1)Γ(−ν) 3F2 (ν + r+ 1,ν + n+ 1,2ν+ n+ 1;1+ν,1+ν; 1)] , (4.23)
where (a)z is the Pochhammer symbol [1], Vol. I and it is valid for nonnegative integers ν by continuity.
Hence after substitution the series (4.22) into (4.21) these orthogonality conditions take the form
∫ ∞
0
tν+me−tLνm(t)
n
∑
k=0
an,k
2m
∑
r=0
ck,rL
ν
r (t)dt = 0, m= 0,1, . . . ,n− 1, n ∈ N. (4.24)
Calculating the integral in (4.24) via relation (2.19.14.8) in [5], Vol. II we obtain
dm,r =
∫ ∞
0
tν+me−tLνm(t)L
ν
r (t)dt =
(−1)r
r!
(1+ν)r Γ(1+ν +m)
×3F2 (−r,ν +m+ 1,m+ 1;1+ν,1; 1) . (4.25)
Hence, equalities (4.24) become the linear system of n algebraic equations with n+ 1 unknowns
n
∑
k=0
an,k fk,m = 0, m= 0,1, . . . ,n− 1, n ∈ N, (4.26)
where
fk,m =
2m
∑
r=0
ck,rdm,r. (4.27)
Consequently, explicit values of the coefficients an,k, k = 1,2, . . . ,n can be expressed via Cramer’s rule in
terms of the free coefficient an,0 as follows
an,k =−an,0
Dn,k
Dn
, k= 1, . . . ,n, (4.28)
where
Dn =
∣∣∣∣∣∣∣∣∣∣∣
f1,0 f2,0 . . . . . . fn,0
f1,1 . . . . . . . . . fn,1
. . . . . . . . . . . . . . .
...
. . .
. . .
. . .
...
f1,n−1 . . . . . . . . . fn,n−1
∣∣∣∣∣∣∣∣∣∣∣
, (4.29)
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Dn,k =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
f1,0 . . . fk−1,0 f0,0 fk+1,0 . . . fn,0
f1,1 . . . fk−1,1 f0,1 fk+1,1 . . . fn,1
. . . . . . . . . . . . . . . . . . . . .
...
. . .
. . .
...
. . .
. . .
...
...
. . .
. . .
...
. . .
. . .
...
...
. . .
. . .
...
. . .
. . .
...
f1,n−1 . . . fk−1,n−1 f0,n−1 fk+1,1 . . . fn,n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (4.30)
The free coefficient can be determined, in turn, from the orthogonality conditions (4.1), (4.2), which imply
the formula
∫ ∞
0
Pn(x)ρ
2
ν (x) x
ndx=
1
an,n
. (4.31)
Therefore from (4.28) and (4.3) we derive
1
an,n
=−an,0
√
pi
Dn
Γ(1+ 2ν)Γ(1+ν)
21+2ν Γ(ν + 3/2)
n
∑
k=0
Dn,k (n+ k)!
(1+ 2ν)n+k(1+ν)n+k
4n+k (ν + 3/2)n+k
, (4.32)
where Dn,0 ≡−Dn. Hence
an,0 =± Dn
[Dn,n]1/2
[
√
pi
Γ(1+ 2ν)Γ(1+ν)
21+2ν Γ(ν + 3/2)
n
∑
k=0
Dn,k (n+ k)!
(1+ 2ν)n+k(1+ν)n+k
4n+k (ν + 3/2)n+k
]−1/2
, (4.33)
where the sign can be chosen accordingly, making positive expressions under the square roots. Assuming
also the positivity of the leading coefficient an,n we have its value, correspondingly,
an,n =∓ [Dn,n]1/2
[
√
pi
Γ(1+ 2ν)Γ(1+ν)
21+2ν Γ(ν + 3/2)
n
∑
k=0
Dn,k (n+ k)!
(1+ 2ν)n+k(1+ν)n+k
4n+k (ν + 3/2)n+k
]−1/2
. (4.34)
Theorem 2. Let ν >−1/2. The sequence of orthogonal polynomials {Pn}n≥0 can be expressed explicitly,
where the coefficients an,k, k= 1,2, . . . ,n are calculated by relations (4.28) and the free term an,0 is defined
by the equality (4.33). Besides, it satisfies the 3-term recurrence relation (4.4), where
An+1 =
an,0 Dn+1 Dn,n
an+1,0 Dn Dn+1,n+1
, Bn =
Dn,n−1
Dn,n
− Dn+1,n
Dn+1,n+1
. (4.35)
An analog of the Rodrigues formula for the sequence {Pn}n∈N0 can be established, appealing to the integral
representation of an arbitrary polynomial in terms of the associated polynomial of degree 2n (see [10]).
Hence, employing (2.2), we deduce
Pn(x) =
1
ρν(x)
∫ ∞
0
tν−1e−t−x/tq2n(t)dt =
1
ρ2ν(x)
∫ ∞
0
uν−1e−u−x/udu
∫ ∞
0
tν−1e−t−x/tq2n(t)dt
=
(−1)n
ρ2ν (x)
dn
dxn
∫ ∞
0
∫ ∞
0
(ut)ν+n−1e−u−t−x(1/u+1/t)q2n(t)
dtdu
(u+ t)n
, (4.36)
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where
q2n(x) =
n
∑
k=0
an,k(−1)kk!xkLνk (x) (4.37)
and the k-th differentiation under the integral sign is permitted due to the estimate
∫ ∞
0
∫ ∞
0
(ut)ν+k−1e−u−t−x(1/u+1/t) |q2n(t)| dtdu
(u+ t)k
≤ 2−k
∫ ∞
0
uν+k/2−1e−udu
∫ ∞
0
tν+k/2−1e−t |q2n(t)|dt
= 2−kΓ
(
ν +
k
2
)∫ ∞
0
tν+k/2−1e−t |q2n(t)|dt < ∞, k = 1, . . . ,n.
Then writing
(ut)n
(u+ t)n
=
1
(n− 1)!
∫ ∞
0
e−(1/u+1/t)yyn−1dy,
we get from (4.36)
Pn(x) =
(−1)n
(n− 1)! ρ2ν (x)
dn
dxn
∫ ∞
0
∫ ∞
0
∫ ∞
0
yn−1(ut)ν−1e−u−t−(x+y)/u−(x+y)/tq2n(t)dtdudy
=
(−1)n
(n− 1)! ρ2ν(x)
dn
dxn
∫ ∞
0
∫ ∞
0
yn−1tν−1e−t−(x+y)/tq2n(t)ρν(x+ y)dtdy. (4.38)
Then, expressing q2n in terms of the Laguerre polynomials
q2n(x) =
2n
∑
k=0
h2n,kL
ν
k (x), (4.39)
where the coefficients h2n,k are calculated by virtue of (4.28), (4.37) and relation (2.19.14.15) in [5], Vol. II,
namely,
h2n,k =
k!
Γ(1+ν + k)
∫ ∞
0
tνe−tLνk (t)q2n(t)dt
=− k! an,0
Dn Γ(1+ν + k)
n
∑
r=0
Dn,r(−1)rr!
∫ ∞
0
tν+re−tLνk (t)L
ν
r (t)dt
=−an,0
Dn
n
∑
r=0
Dn,r r! (1+ν)r 3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1) .
So,
h2n,k =−
an,0
Dn
n
∑
r=0
Dn,r r! (1+ν)r 3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1) , (4.40)
and the values of the generalized hypergeometric function can be simplified via relations (7.4.4; 90,91,92,93)
in [5], Vol. III. Precisely, we get for k = 0,1 . . . ,n
3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1) = 0, k > 2r, (4.41)
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(1+ν)r 3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1) = (2r)!
r!
, k = 2r,
(1+ν)r 3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1) =− (2r− 1)!(ν + 3r)
(r− 1)! , k= 2r− 1,
(1+ν)r 3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1) = (2(r− 1))!
2 r!
(
2r2(2r+ν− 1)(2r− 1)
+r(r− 1)(r+ν− 1)(r+ν)) , k= 2(r− 1).
Therefore, returning to (4.38) and minding (4.39), (4.40), (4.41), (3.1), (3.2) we find
Pn(x) =
(−1)n+1an,0
Dn (n− 1)! ρ2ν (x)
dn
dxn
2n
∑
k=0
n
∑
r=0
Dn,r r! (1+ν)r 3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1)
×
∫ ∞
0
∫ ∞
0
yn−1tν−1e−t−(x+y)/tLνk (t)ρν(x+ y)dtdy
=
(−1)n+1an,0
Dn (n− 1)! ρ2ν (x)
dn
dxn
2n
∑
k=0
1
k!
n
∑
r=0
Dn,r r! (1+ν)r 3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1)
×
∫ ∞
0
yn−1
dk
dxk
(
(x+ y)kρν(x+ y)
)
ρν(x+ y)dy
=
(−1)n+1an,0
Dn (n− 1)! ρ2ν (x)
dn
dxn
2n
∑
k=0
1
k!
n
∑
r=0
Dn,r r! (1+ν)r 3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1)
×
∫ ∞
x
(y− x)n−1 d
k
dyk
(
ykρν(y)
)
ρν(y)dy=− an,0
Dn ρν(x)
2n
∑
k=0
dk
dxk
(
xkρν(x)
) n
∑
r=0
Dn,r r!
× (1+ν)r
k!
3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1)
=− an,0
Dn ρν(x)
n
∑
r=0
Dn,r r! (1+ν)r
2r
∑
k=0
dk
dxk
(
xkρν(x)
) 1
k!
3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1) .
Thus it proves
Theorem 3. Let ν >−1/2, n ∈ N0. Orthogonal polynomials Pn satisfy the Rodrigues-type formula
Pn(x) =− an,0
Dn ρν(x)
n
∑
r=0
Dn,rr!(1+ν)r
2r
∑
k=0
1
k!
dk
dxk
(
xkρν(x)
)
3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1) , (4.42)
where an,0 is defined by (4.33) and Dn, Dn,r by (4.29),(4.30), respectively.
Corollary 2. Orthogonal polynomials Pn have the following representation
Pn(x) =−an,0
Dn
n
∑
r=0
Dn,rr!(1+ν)r
[
r
∑
k=0
Ak,k−1(x)
(2k)!
3F2 (−2k, 1+ν + r, 1+ r; 1+ν, 1; 1)
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+
r−1
∑
k=0
Ak,k(x)
(2k+ 1)!
3F2 (−2k− 1, 1+ν + r, 1+ r; 1+ν, 1; 1)
]
, (4.43)
where Ak,k−1,Ak,k are the type 1 multiple orthogonal polynomials of degree k, associated with the vector of
weight functions (ρν ,ρν+1) .
Proof. In fact, we write (4.42) in the form
Pn(x) =− an,0
Dn ρν(x)
n
∑
r=0
Dn,rr!(1+ν)r
[
r
∑
k=0
1
(2k)!
d2k
dx2k
(
x2kρν(x)
)
3F2 (−2k, 1+ν + r, 1+ r; 1+ν, 1; 1)
+
r−1
∑
k=0
1
(2k+ 1)!
d2k+1
dx2k+1
(
x2k+1ρν(x)
)
3F2 (−2k− 1, 1+ν + r, 1+ r; 1+ν, 1; 1)
]
. (4.44)
Meanwhile, appealing to the Rodrigues formulas for the type 1 multiple orthogonal polynomials associated
with the vector of weight functions (ρν ,ρν+1) (see in [7]), it gives
d2k
dx2k
(
x2kρν(x)
)
= Ak,k−1(x)ρν(x)+Bk,k−1(x)ρν+1(x),
d2k+1
dx2k+1
(
x2k+1ρν(x)
)
= Ak,k(x)ρν (x)+Bk,k(x)ρν+1(x),
where Ak,k−1,Bk,k−1 are polynomials of degree k,k−1, respectively, and Ak,k,Bk,k are polynomials of degree
k. Therefore, substituting these expressions into (4.44), we obtain
Pn(x) =−an,0
Dn
n
∑
r=0
Dn,rr!(1+ν)r
[
r
∑
k=0
Ak,k−1(x)
(2k)!
3F2 (−2k, 1+ν + r, 1+ r; 1+ν, 1; 1)
+
r−1
∑
k=0
Ak,k(x)
(2k+ 1)!
3F2 (−2k− 1, 1+ν + r, 1+ r; 1+ν, 1; 1)
]
−an,0 ρν+1(x)
Dn ρν(x)
n
∑
r=0
Dn,rr!(1+ν)r
[
r
∑
k=0
Bk,k−1(x)
(2k)!
3F2 (−2k, 1+ν + r, 1+ r; 1+ν, 1; 1)
+
r−1
∑
k=0
Bk,k(x)
(2k+ 1)!
3F2 (−2k− 1, 1+ν + r, 1+ r; 1+ν, 1; 1)
]
.
But the existence of a multiple orthogonal polynomial sequence with respect to the vector of weight functions
(ρν ,ρν+1) implies the identity
r
∑
k=0
Bk,k−1(x)
(2k)!
3F2 (−2k, 1+ν + r, 1+ r; 1+ν, 1; 1)
+
r−1
∑
k=0
Bk,k(x)
(2k+ 1)!
3F2 (−2k− 1, 1+ν + r, 1+ r; 1+ν, 1; 1)≡ 0,
which drives to (4.43) and completes the proof.

Composition orthogonality and new sequences of orthogonal polynomials and functions 17
Remark 2. In a similar manner orthogonal polynomials with the weight function ρν+1(x)ρν(x) can be
investigated. We leave this topic to the interested reader.
Finally, in this section we establish the generating function for polynomialsPn, which is defined as usually
by the equality
G(x,z) =
∞
∑
n=0
Pn(x)
zn
n!
, x> 0, z ∈ C, (4.45)
where |z| < hx and hx > 0 is a convergence radius of the power series. To do this, we employ (3.1), (4.36)
and (4.39), having the following equality from (4.45)
G(x,z) =
1
ρν(x)
∞
∑
n=0
zn
n!
2n
∑
k=0
h2n,k
k!
dk
dxk
[
xkρν(x)
]
=
1
ρν(x)
∞
∑
n=0
zn
n!
2n
∑
k=0
h2n,k
k
∑
j=0
(
k
j
)
(−1) j
(k− j)! x
jρν− j(x).
Meanwhile, the product x jρν− j(x) is expressed in [3] as follows
x jρν− j(x) = x j/2r j(2
√
x;ν)ρν(x)+ x
( j−1)/2r j−1(2
√
x;ν − 1)ρν+1(x), j ∈ N0,
where r−1(z;ν) = 0,
x j/2r j(2
√
x;ν) = (−1) j
[ j/2]
∑
i=0
(ν + i− j+ 1) j−2i( j− 2i+ 1)ix
i
i!
. (4.46)
Therefore this leads to the final expression of the generating function for the sequence (Pn)n∈N0 , namely,
G(x,z) =
∞
∑
n=0
2n
∑
k=0
k
∑
j=0
(
k
j
)
(−1) j h2n,k
n! (k− j)! x
j/2r j(2
√
x;ν)zn
+
ρν+1(x)
ρν(x)
∞
∑
n=0
2n
∑
k=0
k
∑
j=0
(
k
j
)
(−1) j h2n,k
n! (k− j)! x
( j−1)/2r j−1(2
√
x;ν − 1)zn, (4.47)
where coefficients h2n,k are defined by (4.40).
5. NOTE ON THE MULTIPLE ORTHOGONAL POLYNOMIALS
In this section we will exhibit two types of multiple orthogonal polynomials for the vector of weight
functions (ρ2ν , ρ
2
ν+1, ρνρν+1), ν > −1/2 over R+ with an additional factor xα , α > −1. Precisely, we
consider the type 1 polynomials (Aαn , B
α
n−1, C
α
n−1), n ∈ N of degree n, n− 1, respectively, satisfying the
orthogonality conditions
∫ ∞
0
[
Aαn (x)ρ
2
ν (x)+B
α
n−1(x)ρ
2
ν+1(x)+C
α
n−1(x)ρν(x)ρν+1(x)
]
xα+mdx= 0, m= 0,1, . . . ,3n− 1. (5.1)
So, we have 3n linear homogeneous equationswith 3n+1 unknown coefficients of polynomialsAαn , B
α
n−1, C
α
n−1.
Therefore we can find type 1 polynomials up to a multiplicative factor. Let us denote the function qαn,n−1,n−1
for the convenience
qαn,n−1,n−1(x) = A
α
n (x)ρ
2
ν (x)+B
α
n−1(x)ρ
2
ν+1(x)+C
α
n−1(x)ρν(x)ρν+1(x). (5.2)
Type 2 polynomials pαn+1,n,n are monic polynomials of degree 3n+1 which satisfy the multiple orthogonality
conditions
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∫ ∞
0
pαn+1,n,n(x)ρ
2
ν (x)x
α+mdx= 0, m= 0,1, . . . ,n, (5.3)
∫ ∞
0
pαn+1,n,n(x)ρ
2
ν+1(x)x
α+mdx= 0, m= 0,1, . . . ,n− 1, (5.4)
∫ ∞
0
pαn+1,n,n(x)ρν(x)ρν+1(x)x
α+mdx= 0, m= 0,1, . . . ,n− 1. (5.5)
This gives 3n+ 1 linear equations with 3n+ 1 unknown coefficients since the leading coefficient is equal to
1. Hence it can be uniquely determined.
When |ν|< 1/2 the uniqueness of the representation (5.2) is validated by the following
Theorem 4. Let n,m, l ∈N0, |ν|< 1/2, fn, gm, hl be polynomials of degree at most n, m, l, respectively.
Let
fn(x)ρ
2
ν (x)+ gm(x)ρ
2
ν+1(x)+ hl(x)ρν (x)ρν+1(x) = 0 (5.6)
for all x> 0. Then fn ≡ 0, gm ≡ 0, hl ≡ 0.
Proof. As is known (cf. [10]) the quotient ρν/ρν+1 is represented by the Ismail integral
ρν(x)
ρν+1(x)
=
1
pi2
∫ ∞
0
s−1ds
(x+ s)(J2ν+1(2
√
s)+Y2ν+1(2
√
s))
, (5.7)
where Jν ,Yν are Bessel functions of the first and second kind, respectively [5], Vol. II. In fact, let r ≥
max{n,m+ 1, l+ 1}. Hence, dividing (5.6) by ρν(x)ρν+1(x) and using (3.6), we find
fn(x)
ρν(x)
ρν+1(x)
+ xgm(x)
ρν−1(x)
ρν(x)
+νgm(x)+ hl(x) = 0. (5.8)
Then, differentiating r times, it gives
dr
dxr
[
fn(x)
ρν(x)
ρν+1(x)
]
+
dr
dxr
[
xgm(x)
ρν−1(x)
ρν(x)
]
= 0. (5.9)
Assuming fn(x) =∑
n
k=0 fn,k x
k and employing (5.7), the first term on the left-hand side of (5.9) can be treated
as follows
dr
dxr
[
fn(x)
ρν(x)
ρν+1(x)
]
=
1
pi2
dr
dxr
n
∑
k=0
fn,kx
k
∫ ∞
0
e−xydy
∫ ∞
0
e−sy s−1ds
J2ν+1(2
√
s)+Y 2ν+1(2
√
s)
=
1
pi2
n
∑
k=0
fn,k(−1)k d
r
dxr
∫ ∞
0
dk
dyk
[
e−xy
]
dy
∫ ∞
0
e−sy s−1ds
J2ν+1(2
√
s)+Y2ν+1(2
√
s)
=
1
pi2
n
∑
k=0
fn,k(−1)k
∫ ∞
0
∂ k+r
∂yk∂xr
[
e−xy
]
dy
∫ ∞
0
e−sy s−1ds
J2ν+1(2
√
s)+Y 2ν+1(2
√
s)
=
1
pi2
n
∑
k=0
fn,k(−1)k+r
∫ ∞
0
dk
dyk
[
yre−xy
]
dy
∫ ∞
0
e−sy s−1ds
J2ν+1(2
√
s)+Y2ν+1(2
√
s)
,
where the differentiation under the integral sign is possible via the absolute and uniform convergence. Now,
we integrate k times by parts in the outer integral with respect to y on the right-hand side of the latter equality,
eliminating the integrated terms due to the choice of r, and then differentiate under the integral sign in the
inner integral with respect to s owing to the same arguments, to obtain
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dr
dxr
[
fn(x)
ρν(x)
ρν+1(x)
]
=
1
pi2
∫ ∞
0
yre−xy
∫ ∞
0
e−sy s−1
J2ν+1(2
√
s)+Y2ν+1(2
√
s)
(
n
∑
k=0
fn,k(−1)k+rsk
)
ds. (5.10)
In the same fashion the second term in (5.9) is worked out to find (gm(x) = ∑
m
k=0 gm,k x
k )
dr
dxr
[
xgm(x)
ρν−1(x)
ρν(x)
]
=
1
pi2
∫ ∞
0
yre−xy
∫ ∞
0
e−sy
J2ν(2
√
s)+Y2ν (2
√
s)
(
m
∑
k=0
gm,k(−1)k+r+1sk
)
ds. (5.11)
Substituting (5.10), (5.11) into (5.9) and cancelling twice the Laplace transform via its injectivity for inte-
grable and continuous functions [6], we arrive at the equality
xgm(−x)
[
J2ν+1(2
√
x)+Y 2ν+1(2
√
x)
]
+ fn(−x)
[
J2ν(2
√
x)+Y 2ν (2
√
x)
]
= 0, x> 0. (5.12)
The sum of squares of Bessel functions in brackets is called the Nicholson kernel, which has the Mellin-
Barnes representation by virtue of Entry 8.4.20.35 in [5], Vol. III
xk
[
J2ν(2
√
x)+Y 2ν (2
√
x)
]
=
21−2k cos(piν)
2pi7/2i
∫ γ+i∞
γ−i∞
Γ(s+ k)Γ(s+ k+ν)Γ(s+ k−ν)
×Γ
(
1
2
− s− k
)
(4x)−sds, |ν|− k< γ < 1
2
− k. (5.13)
Then, using on the right-hand side of (5.13) the reflection formula for gamma function [1], Vol. I, it can be
written as follows
21−2k cos(piν)
2pi7/2i
∫ γ+i∞
γ−i∞
Γ(s+ k)Γ(s+ k+ν)Γ(s+ k−ν)Γ
(
1
2
− s− k
)
(4x)−sds
=
21−2k(−1)k cos(piν)
2pi7/2i
∫ γ+i∞
γ−i∞
Γ(s+ k)Γ(s+ k+ν)Γ(s+ k−ν)Γ(1/2− s)
(1/2+ s)k
(4x)−sds. (5.14)
Our goal now is to shift the contour to the right to make integration along the straight line with |ν|< Res<
1/2. To do this we should take into account the residues at k simple poles sm =−1/2−m, m= 0,1, . . . ,k−1
which have the values
Ress=sm
(
Γ(s+ k)Γ(s+ k+ν)Γ(s+ k−ν)Γ(1/2− s)
(1/2+ s)(3/2+ s) . . .(s+ k− 1/2) (4x)
−s
)
=
Γ(sm+ k)Γ(sm+ k+ν)Γ(sm+ k−ν)Γ(1/2− sm)
(1/2+ sm)(1/2+ sm+ 1) . . .(1/2+ sm+m− 1)(1/2+ sm+m+ 1) . . .(1/2+ sm+ k− 1)(4x)
−sm
=
(−1)m(4x)1/2+m
(k−m− 1)! Γ(k−m− 1/2)Γ(k−m− 1/2+ν)Γ(k−m−1/2−ν).
Therefore we get from (5.14)
21−2k cos(piν)
2pi7/2i
∫ γ+i∞
γ−i∞
Γ(s+ k)Γ(s+ k+ν)Γ(s+ k−ν)Γ
(
1
2
− s− k
)
(4x)−sds
=
21−2k(−1)k cos(piν)
2pi7/2i
∫ µ+i∞
µ−i∞
Γ(s+ k)Γ(s+ k+ν)Γ(s+ k−ν)Γ(1/2− s)
(1/2+ s)k
(4x)−sds
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−4
1−k√xcos(piν)
pi5/2
k−1
∑
m=0
(−1)k+m(4x)m
(k−m− 1)! Γ(k−m− 1/2)Γ(k−m− 1/2+ν)Γ(k−m−1/2−ν), (5.15)
where |ν| < µ < 1/2. Now, recalling Parseval’s equality for the Mellin transform and Entries 8.4.2.5,
8.4.23.27 in [5], Vol. III, we derive from (5.13), (5.15)
xk
[
J2ν(2
√
x)+Y 2ν (2
√
x)
]
=
23−2k(−1)k√x
pi3
cos(piν)
∫ ∞
0
K2ν (
√
t)
tk−1/2
4x+ t
dt
− 4
1−k√xcos(piν)
pi5/2
k−1
∑
m=0
(−1)k+m(4x)m
(k−m− 1)! Γ(k−m− 1/2)Γ(k−m− 1/2+ν)Γ(k−m−1/2−ν). (5.16)
Analogously, we find
xk+1
[
J2ν+1(2
√
x)+Y2ν+1(2
√
x)
]
=
21−2k(−1)k√x
pi3
cos(piν)
∫ ∞
0
K2ν+1(
√
t)
tk+1/2
4x+ t
dt
− 4
−k√xcos(piν)
pi5/2
k
∑
m=0
(−1)k+m+1(4x)m
(k−m)! Γ(k−m+ 1/2)Γ(k−m+ 1/2+ν)Γ(k−m+1/2−ν). (5.17)
Substituting expressions (5.16), (5.17) in (5.12), we derive after straightforward simplifications
∫ ∞
0
K2ν+1(2
√
t) gm(t)
√
t
x+ t
dt+
∫ ∞
0
K2ν(2
√
t) fn(t)
dt√
t(x+ t)
+
√
pi
m
∑
k=0
k
∑
j=0
(−x) j
4k− j(k− j)! Γ(k− j+ 1/2)Γ(k− j+ 1/2+ν)Γ(k− j+ 1/2−ν)
−√pi
n−1
∑
k=0
k
∑
j=0
(−x) j
4k− j(k− j)! Γ(k− j+ 1/2)Γ(k− j+ 1/2+ν)Γ(k− j+1/2−ν)= 0, x> 0. (5.18)
Last two terms in (5.18) are polynomials of degree m,n− 1, respectively. Hence, differentiating through
r1 ≥max{n,m+ 1} times by x, we obtain
dr1
dxr1
∫ ∞
0
K2ν+1(2
√
t) gm(t)
√
t
x+ t
dt+
dr1
dxr1
∫ ∞
0
K2ν (2
√
t) fn(t)
dt√
t(x+ t)
= 0. (5.19)
The left-hand side of (5.19) is the r1-th derivative of the sum of two Stieltjes transforms which are, in turn,
two fold Laplace transforms. Consequently, fulfilling the differentiation under the integral sign in (5.19)
as above owing to the absolute and uniform convergence by x ≥ x0 > 0, we cancel Laplace transforms of
integrable functions via the injectivity. Then with (2.2) it yields the equality
fn(x)ρ
2
ν (x)+ gm(x)ρ
2
ν+1(x) = 0, x> 0. (5.20)
Comparing with (5.6), we see that hl ≡ 0. Further, identity (5.20) implies that fn, gm have the same positive
roots, if any. Let x> 0 be not a root of gm. Then dividing (5.20) by gm and making a differentiation, we get
−2ρν(x)ρν−1(x) fn(x)
gm(x)
+ρ2ν(x)
f ′n(x)gm(x)− fn(x)g′m(x)
g2m(x)
− 2ρν+1(x)ρν (x) = 0.
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Since ρν(x)> 0, we divide the previous equation by ρν , multiply by x,g
2
m and employ (3.6) to find
−2gm(x)ρν+1(x)( fn(x)+ xgm(x))+ρν(x)
(
2ν fn(x)gm(x)+ x
(
f ′n(x)gm(x)− fn(x)g′m(x)
))
= 0. (5.21)
However, the existence of the type 1 multiple orthogonal polynomials with respect to the vector of weight
functions (ρν ,ρν+1) suggests the equalities
gm(x)( fn(x)+ xgm(x)) ≡ 0, 2ν fn(x)gm(x)+ x
(
f ′n(x)gm(x)− fn(x)g′m(x)
)≡ 0. (5.22)
So, if gm ≡ 0, it proves the theorem. Otherwise fn(x)+ xgm(x) ≡ 0, and with the second equation in (5.22)
we have x(2ν + 1)g2m(x)≡ 0. Thus gm ≡ 0 and fn ≡ 0 from (5.20). Theorem 4 is proved.

Remark 3. The choice of ν is important. For instance, for ν =−1/2 the theorem fails. This can be seen,
taking fn(x)≡−x, gm(x)≡ 1, hl(x)≡ 0.
Theorem 5. Let ν ∈ [0,1/2). For every α > 0
d
dx
[
xαqαn,n−1,n−1(x)
]
= xα−1qα−1n,n−1,n(x) (5.23)
and the following differential recurrence relations hold
Aα−1n (x) = (α + 2ν)A
α
n (x)+ x[A
α
n (x)]
′− xCαn−1(x), (5.24)
Bα−1n−1 (x) = αB
α
n−1(x)+ x[B
α
n−1(x)]
′−Cαn−1(x), (5.25)
Cα−1n (x) = (α +ν)C
α
n−1(x)+ x[C
α
n−1(x)]
′− 2Aαn (x)− 2xBαn−1(x). (5.26)
Proof. From (5.1), (5.2) and integration by parts we get
∫ ∞
0
qαn,n−1,n−1(x)x
α+mdx=− 1
m+ 1
∫ ∞
0
d
dx
[
xαqαn,n−1,n−1(x)
]
xm+1dx= 0,
where the integrated terms vanish for every α > −1 via asymptotic behavior (2.4), (2.5). Hence (5.1)
suggests the equality
∫ ∞
0
d
dx
[
xαqαn,n−1,n−1(x)
]
xmdx= 0, m= 1, . . . ,3n.
But, evidently,
∫ ∞
0
d
dx
[
xαqαn,n−1,n−1(x)
]
dx= 0, α > 0.
Therefore
∫ ∞
0
d
dx
[
xαqαn,n−1,n−1(x)
]
xmdx= 0, m= 0, . . . ,3n. (5.27)
Now, working out the differentiation in (5.27), involving (3.5), (3.6), we find
d
dx
[
xαqαn,n−1,n−1(x)
]
=α xα−1qαn,n−1,n−1(x)+x
α−1 (x[Aαn (x)]′ρ2ν (x)+ x[Bαn−1(x)]′ρ2ν+1(x)+ x[Cαn−1(x)]′ρν(x)ρν+1(x)
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+2Aαn (x)ρν (x)(νρν(x)−ρν+1(x))− 2xBαn−1(x)ρν+1(x)ρν(x)
−xCαn−1(x)ρ2ν (x)+Cαn−1(x)ρν+1(x)(νρν (x)−ρν+1(x))
)
.
Thus
d
dx
[
xαqαn,n−1,n−1(x)
]
= xα−1
[
Aα−1n (x)ρ
2
ν (x)+B
α−1
n−1 (x)ρ
2
ν+1(x)+C
α−1
n (x)ρν(x)ρν+1(x)
]
, (5.28)
where Aα−1n (x), B
α−1
n−1 (x), C
α−1
n (x) are polynomials of degree at most n,n−1,n, respectively, being defined
by formulas (5.24), (5.25), (5.26). The linear homogeneous system (5.27) of 3n+ 1 equations contains
3n+ 2 unknowns. Therefore up to a constant, choosing to be one, the left-hand side of (5.28) is equal to
xα−1qα−1n,n−1,n(x), and the representation (5.28) is unique by virtue of Theorem 4. This proves (5.23) and
completes the proof of Theorem 5.

Remark 4. The same analysis for the function qαn,n−1,n(x) does not work. In fact, in this case we derive
analogously
∫ ∞
0
d
dx
[
xαqαn,n−1,n(x)
]
xmdx= 0, m= 0, . . . ,3n+ 1.
However, working out the differentiation, we will get polynomials of degree at most n+1,n,n, respectively,
which implies 3n+ 4 unknowns for 3n+ 2 equations (the so-called quasi multiple orthogonal case.)
Finally, we establish the differentiation property for the type 2 multiple orthogonal polynomials pαn+1,n,n
(or 3-orthogonal polynomials).
Theorem 6. For every ν ≥ 0, α >−1
d
dx
pαn+1,n,n(x) = (3n+ 1)p
α+1
n+1,n−1,n(x). (5.29)
Proof. Recalling (3.5), (3.6) and asymptotic behavior of the weight functions (2.4), (2.5), we integrate by
parts in (5.3), eliminating the integrated terms, to deduce
∫ ∞
0
d
dx
[
pαn+1,n,n(x)
]
ρ2ν(x)x
α+1+mdx= 0, m= 0,1, . . . ,n− 1. (5.30)
Concerning equalities (5.4), (5.5), it corresponds the following ones
∫ ∞
0
d
dx
[
pαn+1,n,n(x)
]
ρ2ν+1(x)x
α+1+mdx= 0, m= 0,1, . . . ,n− 2, (5.31)
∫ ∞
0
d
dx
[
pαn+1,n,n(x)
]
ρν(x)ρν+1(x)x
α+1+mdx= 0, m= 0,1, . . . ,n− 1. (5.32)
Now
[
pαn+1,n,n(x)
]′
is a polynomial of degree 3n with leading coefficient 3n+ 1 and by equalities (5.30),
(5.31), (5.32) it satisfies orthogonality conditions (5.3), (5.4), (5.5) for the type 2 multiple orthogonal poly-
nomial pα+1n+1,n−1,n(x). Hence we get (5.29) by unicity. Theorem 6 is proved.

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