We investigate by means of a simulation study whether standard structural equation modeling techniques are suitable for estimating an unrestricted Thurstonian model to: (a) multiple judgment paired comparisons data, and (b) ranking data. We point out that Thurstone's (1927) original model is not a proper model for multiple judgment paired comparisons data as it assigns zero probability to all intransitive paired comparisons patterns. To fit multiple judgment paired comparisons data one must employ Takane's (1987) extension of Thurstone's original model, or alternatively, a Thurstonian correlation structure model, which we introduce. We found that for some models as few as 100 observations suffice to obtain accurate parameter estimates, standard errors and goodness of fit tests when 7 stimuli are modeled (21 binary variables). For other models, however, sample sizes of 1000 observations are needed. All in all, the procedure investigated appears to be an attractive choice to estimate these models.
Introduction
In 1927 Thurstone suggested a class of models for fitting paired comparison data that has been highly influential in the literature (see Bock & Jones, 1968) . In 1931 Thurstone suggested his model could also be suitable for ranking data (after rankings are transformed into paired comparisons). Thurstone's model is simply a multivariate normal density with an structured mean vector and covariance matrix that has been dichotomized. Thus, it is somewhat natural to consider its estimation using existing procedures for structural equation modeling for dichotomous variables (Muthén, 1978 (Muthén, , 1993 .
In this paper we investigate how well an unrestricted Thurstonian model for paired comparisons and ranking data can be estimated using structural equation modeling procedures for dichotomous variables. To do so, we first introduce Thurstone's original model using matrix notation. Using this notation, it is easy to see that Thurstone's original model is a proper model for ranking data but it is not a proper model for multiple judgment paired comparisons data. Next, we introduce two modifications of Thurstone's model that address this problem. We conclude our presentation with some simulation results to illustrate the performance of structural equation modeling procedures to estimate these models. Thurstone (1927) introduced a model for paired comparisons characterized by three assumptions: 1. Whenever a pair of stimuli is presented to a subject it elicits a continuous preference (utility function, or in Thurstone's terminology, discriminal process) for each stimulus. 2. The stimulus whose value is larger at the moment of the comparison will be preferred by the subject. 3. These unobserved preferences are normally distributed in the population.
Thurstone's model
We assume each individual from a random sample responds to all possible ( ) 1 2 n n n − = paired comparisons, where n denotes the number of stimuli being compared. This has been termed multiple judgment sampling procedure (Bock & Jones, 1968) . Thus, we obtain a ñ-dimensional vector of binary variables y from each respondent such that , 1 if object is chosen 0 if object is chosen
for all pairs {i, j}. Then, letting t denote the n-dimensional vector of continuous preferences in Thurstone's model such that ( )
where A is a ñ × n design matrix where each column corresponds to one of the stimuli, and each row to one of the paired comparisons. For example, when n = 4, A is 1 1 0 0 1 0 1 0 1 0 0 1 0 1 1 0 0 1 0 1 0 0 1 1
Finally, , ,
These equations describe in matrix notation Thurstone's (1927) model applied to multiple judgment sampling paired comparisons data. To analyze ranking data, Thurstone (1931) suggested transforming each ranking pattern into a vector of ñ binary variables using , 1 if object is ranked above object 0 if object is ranked below object
and applying his model for paired comparisons data to these data. Under Thurstone's model the probability of any paired comparisons pattern is
Pr
: , 
, 0 if 0
We can perform a change of variable of integration in (6) and standardize y * using ( )
As a result, * z µ = 0 and
where τ denotes a vector of thresholds τ i,j , and the off-diagonal elements of * z Ρ are tetrachoric correlations. As a result, (6), can be equivalently rewritten as
where R is now a multidimensional rectangular region formed by the product of intervals ( )
Equations (10), (11), and (12) define in fact a class of models as µ t and Σ t can be restricted in various ways. Takane (1987) provides an excellent overview of restricted Thurstonian models. Here we shall concentrate on the unrestricted Thurstonian model, a model where only minimal identification restrictions are imposed on µ t and Σ t .
A very interesting feature of Thurstone's original model is that since A is of rank n -1, * y Σ has rank n -1. As a result, Thurstone's model assigns zero probabilities to all the 2 ñ -n! intransitive paired comparisons patterns (those patterns that do not correspond to ranking patterns). Thus, Thurstone's model is not a plausible model for multiple judgment paired comparisons data, but it may be a suitable model for ranking data (Maydeu-Olivares, 1999).
Thurstonian models appropriate for multiple judgment paired comparisons
We now describe two different solutions to the problem of specifying a Thurstonian model that assigns non-zero probabilities to all 2 ñ binary patterns.
The Thurstone-Takane model
Takane (1987) proposed adding a random error to each paired comparison so that * = + y A t e. Furthermore, he assumed that
where Ω 2 is a diagonal matrix with elements
Under this model, the probability of any paired comparisons pattern is given also by (6) and (8) 
performing the change of variable of integration (9), we can write these pattern probabilities as (11) and (12) where instead of (10) we have
Takane (1987) also proposed an interesting special case of this model in which it is assumed that 2 2 Ω = I ω .
Thurstonian correlation structure models
The Thurstone and Thurstone-Takane models are mean and covariance structure models in the sense that they impose constraints on the mean vector and covariance matrix of y * . However, as only the binary choices are observed, the covariance matrix of y * can only be estimated from a correlation matrix. Moreover, to estimate the parameters of these models one must resort to pre and post-multiply the covariance structure by the inverse of a diagonal matrix of model-based standard deviations. This results in complex non-linear restrictions on the thresholds and tetrachoric correlations.
An alternative solution to the problem of specifying a proper model for multiple judgment paired comparison data within a Thurstonian framework is to specify restrictions on the means and correlations of y * while leaving the structure for the variances of y * unspecified. Now, the mean and covariance structures for y 
where now the pattern probabilities are given by (11), (12) and (16). This model is more restrictive than the Thurstone-Takane model. However, unlike (14), the restrictions in (16) are linear.
Limited information estimation and testing
We shall now discuss minimal identification restrictions for the models just described. These minimal identification restrictions yield unrestricted models.
Given the comparative nature of the data, in all cases it is necessary to set the location of the elements of µ t and the location of the elements in each of the rows (columns) of Σ t . Arbitrarily, we set µ n = 0 and t t Σ Ρ = (a matrix with ones along its diagonal). In addition, in the Thurstonian ranking model it is necessary to fix one of the elements of Ρ t (Dansie, 1986) . Arbitrarily, we set , 1 0 n n− = ρ . Also, in the Thurstone-Takane model, if Ω 2 is assumed to be diagonal it is necessary to set the location for its elements; arbitrarily we set . Now, we collect the observed paired comparisons patterns in a ñ-way binary contingency table. We have seen that the models under consideration assume that the contingency table arises by dichotomizing a ñ-dimensional multivariate standard normal density according to a set of thresholds while imposing constraints -given by Eq. (10), (14), and (16)-on the thresholds and tetrachoric correlations. Muthén (1978 Muthén ( , 1993 has proposed well established methods for estimating dichotomized multivariate normal structural models from the univariate and bivariate marginals of the contingency table. Here, we investigate whether Muthén's (1993) approach is suitable for these type of models by means of a simulation study.
In this estimation procedure, first each threshold is estimated separately from the univariate marginals of the contingency table via. Then, each of the tetrachoric correlations of the contingency table is estimated separately from the bivariate marginals of the contingency table given the estimated thresholds. Finally, the model parameters are estimated from the estimated thresholds and tetrachoric correlations using an unweighted least squares (ULS) function. His method yields asymptotically correct standard errors and tests of the structural restrictions imposed by the model on the thresholds and tetrachoric correlations. The latter are obtained by adjusting the minimum of the ULS fitting function by its mean (T s ) or by its mean and variance (T a ). Recently, Maydeu-Olivares (2001) has proposed a similar adjustment to the sum of squared residuals to the univariate and bivariate margins of the table, which gives us a limited information test of the overall restrictions imposed by the model on the contingency table. The degrees of freedom available for testing when fitting paired comparisons models is We provide in Table 1 the simulation results obtained in estimating a model for 7 stimuli. Hence ñ = 21 binary variables were modeled. Sample size was 500. The true parameters were ( ) ( ) 0.5, 0, 0.5, 0, 0.5, 0.5, 0 , 0.8, 0.7, 0.6, 0.8, 0.7, 0.6, , 0.8, 0.7, 0.6 
where ρ t denotes the elements below the diagonal in Ρ t . In the Thurstone-Takane model where Ω 2 was assumed to be diagonal, we used as true values Ω 2 = I. 1000 replications were used for each of the three models estimated.
In this table we point out the largest relative bias (in %) observed in the parameter estimates and standard errors. We also provide the empirical rejection rates for the test statistics at α = 0.05. They should be as close as possible to 0.05. Finally, we also provide the value of D KS , the Kolmogorov-Smirnov one-sample test. The null hypothesis of a chi-square distribution for the empirical distribution of the test statistic is rejected at α = 0.05 if D KS > 1.35.
As can be seen in this were obtained for all models but for the Thurstone-Takane model when Ω 2 is assumed to be diagonal. Additional simulation studies with these true generating values reveal that accurate parameter estimates, standard errors and goodness of fit tests can be obtained for model (B) with 1000 observations, with model (A) with 300 observations, and with models (C) and (D) with as few as 100 observations.
Discussion and conclusions
Classical estimation procedures for Thurstonian models (e.g., Bock & Jones, 1968) estimate the model parameters using only the univariate means of the binary variables. These procedures are clearly unsatisfactory because: 1. The sample means are not independent. Standard errors and tests of the goodness of fit of the model computed under an independence assumption will be incorrect. 2. Unrestricted Thurstonian models and many restricted models are not identified from univariate information only. However, any Thurstonian model can be identified as soon as bivariate information is employed. We have shown that using univariate and bivariate information it is possible to obtain accurate parameter estimates, standard errors and tests of goodness of fit to Thurstonian models for paired comparisons and ranking data with very small samples, even in large models. We have also pointed out that Thurstone's original model is suitable for ranking data, but that it is not a proper model for multiple judgment paired comparisons data. We have discussed two classes of classes of Thurstonian models suitable for these data: a correlation structure model, and a covariance structure model (the Thurstone-Takane model). These two models are not equivalent because the Thurstone-Takane model is not scale invariant. Although the choice between a Thurstonian covariance vs. a correlation structure model should be substantively motivated, it is also important to consider model fit and estimation issues in choosing between these models.
