This study analyzes the political agenda of the European Parliament (EP) plenary, how it has evolved over time, and the manner in which Members of the European Parliament (MEPs) have reacted to external and internal stimuli when making plenary speeches. To unveil the plenary agenda and detect latent themes in legislative speeches over time, MEP speech content is analyzed using a new dynamic topic modeling method based on two layers of Non-negative Matrix Factorization (NMF). This method is applied to a new corpus of all English language legislative speeches in the EP plenary from the period 1999-2014. Our findings suggest that two-layer NMF is a valuable alternative to existing dynamic topic modeling approaches found in the literature, and can unveil niche topics and associated vocabularies not captured by existing methods. Substantively, our findings suggest that the political agenda of the EP evolves significantly over time and reacts to exogenous events such as EU Treaty referenda and the emergence of the Euro-crisis. MEP contributions to the plenary agenda are also found to be impacted upon by voting behaviour and the committee structure of the Parliament.
Introduction
The plenary sessions of the European Parliament (EP) are one of the most important arenas in which European representatives can air questions, express criticisms and take policy positions to influence European Union (EU) politics. The plenary thus represents the most visible venue where the content and evolution of the policy agenda of the EP can be examined. As a result, understanding how Members of the European Parliament (MEPs) express themselves in plenary, and investigating how the policy agenda of the EP evolves and responds to internal and external stimuli is a fundamentally important undertaking.
In recent years, there has been a concurrent explosion of online records capturing MEP speeches, and the development of data-mining techniques capable of extracting latent patterns in content across sets of these speeches. This allows us for the first time to investigate the plenary agenda of the EP in a holistic and rigorous manner. One approach to tracking the political attention of political figures has been to apply topic-modeling algorithms to large corpora of political texts, such as parliamentary speeches of the U.S. Senate (Quinn et al., 2010) . These algorithms seek to distill the latent thematic patterns in a corpus of speeches (Blei et al., 2003) , and can be used to improve the transparency of the policy agenda by providing a macro-level overview of the political debate in a time-and resourceefficient manner.
This study takes up the challenge of extracting latent thematic patterns in political speeches by developing a dynamic topic model 1 to investigate how the plenary agenda of the EP has changed over three parliamentary terms (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) .
The method applies two layers of Non-negative Matrix Factorization (NMF) topic modeling (Lee and Seung, 1999) to a corpus of 210,247 speeches from 1,735
MEPs across the 28 EU member states in the EU during that period.
Our proposed topic modeling methodology reveals the breadth of the policy agenda discussed by MEPs in the EP, and the results presented in Section 6 indicate that the agenda has evolved significantly over time. By examining a number of case studies, ranging from the Euro-crisis to EU treaty changes, we identify the relationship between the evolution of these dynamic topics and the exogenous events driving them. By using external data sources, we can also confirm the semantic and construct validity of these topics. In order to explain some of the patterns we observe in speech making, we conclude the study with an exploration of the determinants of MEP speech-making behavior on the detected topics. 2 . Our results relate to the burgeoning literature on political attention, agenda formation, and agenda diversity (Baumgartner et al., 2009; Downs, 1972; Jones and Baumgartner, 2005; Jennings et al., 2011) 2 Related Work
Major efforts to track and explain policy agendas have been developed in recent years. Beginning in the early 1990s, the Policy Agendas Project (PAP) and the Comparative Agendas Project (CAP) have tracked policy agendas across different political systems, including the EU. The major claim in both of these projects is that the variation in the attention that political figures pay to different issues across time can be described by a punctuated equilibrium dynamic, whereby issue attention is stable for long periods of time, but these periods are punctuated by short bursts of increased attention (Baumgartner and Jones, 1993) . The sudden punctu-ations in political attention have been explained by factors including the bounded rationality of the political figures involved (Jones, 1994) , (re-)framing of policy choices (Jones and Baumgartner, 2005) , and the influence of exogenous shocks on political priorities (Jones and Baumgartner, 2012; John and Bevan, 2012) , all of which lead to abrupt spikes in issue attention. Despite some conceptual and measurement challenges (Dowding et al., 2015) , evidence for the existence of this type of agenda dynamic is found across a multitude of political systems (Baumgartner et al., 2009 ).
In the EU context, and building upon the techniques developed by the PAP/CAP to capture the aforementioned punctuated-equilibrium dynamic, most academic work has focused on the evolving policy agenda of the European Council (Alexandrova et al., 2012) . Similar to what has been found in other contexts, a punctuated equilibrium dynamic appears to be in play in the European Council, with long periods of agenda stability interrupted with sharp spikes in issue attention. Institutional, contextual and issue-specific factors are found to explain these punctuations. To date, the policy agendas of other EU institutions have been neglected due to the challenges associated with capturing the diverse, diffuse, and multifaceted nature of the policy agendas found in institutions like the Commission, Council of Ministers, and EP.
Despite the fact that policy agenda dynamics in the EP have to date been under-explored, MEP behaviour within the Parliament has been well studied. The most prominent forms of MEP behavior to receive academic attention are plenary speeches and roll-call voting, both of which can be expected to affect the EP policy agenda. Political institutions have been found to shape these forms of MEP behavior. For instance, the formal committee structure of the EP has been shown to provide committee members with strategic advantages due to privileged access to information, and opportunity to shape the EP's policy choices. This has led
MEPs to self-select into committees dealing with salient issues with a view to influencing policy outcomes of interest to them (Bowler and Farrell, 1995) . Within committees, holding roles such as the Chair and Rapporteur have also been shown to affect speech-making and voting behavior (Hix, Simon et al., 2007) .
Strict institutional rules also govern the allocation of MEP speaking time in the EP plenary . The total amount of speaking time for any particular issue is limited and divided between time reserved for actors with formal plenary duties such as rapporteurs, and time proportionally divided between party groups based upon their share of MEPs elected. Speaking time limits lead to competition between MEPs, and party-group leaders allocate scarce speaking time between MEPs for maximum impact .
MEP speech content has been shown to reflect latent ideological conflict between MEPs . Using text-analysis techniques based upon word-frequency distributions, these authors demonstrate the correspondence between the content of legislative speeches and other measures of ideological positions found in the literature based upon roll-call votes and expert surveys. To our knowledge, topic models have yet to be applied to the EP plenary.
Topic models aim to discover the latent semantic structure or topics within a text corpus, which can be derived from co-occurrences of words across documents. These models date back to the early work on latent semantic indexing by Deerwester et al. (1990) , which proposed the decomposition of term-document matrices for this purpose using Singular Value Decomposition. Considerable research on topic modeling has focused on the use of probabilistic methods, where a topic is viewed as a probability distribution over words, with documents being mixtures of topics, thus permitting a topic model to be considered a generative model for documents (Steyvers and Griffiths, 2006) . The most widely-applied probabilistic topic modeling approach is Latent Dirichlet Allocation (LDA) proposed by Blei et al. (2003) . Following on from static LDA methods, authors have subsequently developed analogous probabilistic approaches for tracking the evolution of topics over time in a sequentially-organized corpus of documents, such as the dynamic topic model (DTM) of Blei and Lafferty (2006) .
Alternative algorithms, such as Non-negative Matrix Factorization (NMF) (Lee and Seung, 1999) , have also been effective in discovering the underlying topics in text corpora (Wang et al., 2012) . NMF is an unsupervised approach for reducing the dimensionality of non-negative matrices, which seeks to decompose the data into factors that are constrained so as to not contain negative values. By modeling each object as the additive combination of a set of non-negative basis vectors, a readily interpretable clustering of the data can be produced without requiring further post-processing. When working with text data, these clusters can be interpreted as topics, where each document is viewed as the additive combination of several overlapping topics. One of the advantages of NMF methods over existing LDA methods is that there are fewer parameter choices involved in the modelling process. Another advantage that is particularly useful for the application presented in this paper is that NMF is capable of identifying niche topics that tend to be under-reported in traditional LDA approaches (OCallaghan et al. 2015) . In the context of the EP plenary, this is an especially useful attribute of a topic model, as discussions are likely to include a mixture of broader general topics and more specific topics with specialized vocabularies, given the technocratic nature of some EU politics. (Quinn et al., 2010) .
This study found that a rich political agenda emerged, where topics evolved over time in response to both internal and external stimuli.
Bayesian hierarchical topic models have also been used to capture the political priorities expressed in Congressional press releases (Grimmer, 2010) , and structural topic models have been used to incorporate text "metadata" in the form of document-level covariates. Such covariates can include information about a document itself such as when and where it was created, alongside information about the creator of the document (Roberts et al., 2014) .
In conclusion, the current literature provides some interesting insights into the factors that affect MEP speech-making and voting behavior, and the introduction of topic models to the study of political agendas has allowed researchers to consider larger and more complete datasets of political activity across longer time periods than has previously been possible.
Methods
In this section we describe a two-layer strategy for applying topic modeling in a non-negative matrix factorization framework to a timestamped corpus of political speeches. We first describe the application of NMF topic modeling to a single set of speeches from a fixed time period, and then propose a new approach for combining the outputs of topic modeling from successive time periods to detect a set of dynamic topics that span part or all of the duration of the corpus.
Topic Modeling Speeches
While work on topic models often involves the use of LDA, NMF can also be applied to textual data to reveal topical structures (Wang et al., 2012) . The ability of NMF to account for how important a word is to a document in a collection of texts, based on weighted term-frequency values, is particularly useful. Specifically, applying a log-based term frequency-inverse document frequency (TF-IDF) weighting factor to the data prior to topic modeling has shown to be advantageous in producing diverse but semantically coherent topics which are less likely to be represented by the same high-frequency terms. This makes NMF suitable when the task is to identify both broad, high-level groups of documents, and niche topics with specialized vocabularies (O'Callaghan et al., 2015) . In the context of political speech in parliaments, this is a particularly desirable attribute of the model, as it can differentiate between broad procedural topics relating to the day-to-day running of plenary and more focused discussions on specific policy issues. This claim is demonstrated concretely in the analysis below.
Applying NMF
Given a corpus of n speeches, we first construct a document-term matrix A ∈ IR n×m , where m is the number unique terms present across all speeches (i.e. the corpus vocabulary). Applying NMF to A results in a reduced rank-k approximation in the form of the product of two non-negative factors A ≈ WH, where the objective is to minimize the reconstruction error between A and WH. The rows of the factor H ∈ IR k×m can be interpreted as k topics, defined by non-negative weights for each of the m terms in the corpus vocabulary. Ordering each row provides a topic descriptor, in the form of a ranking of the terms relative to the corresponding topic. Essentially, the ordered row entries of the matrix H allow us to identify the most common terms characterizing each topic, thus allowing for substantive interpretation. The columns in the matrix W ∈ IR n×k provide membership weights for all n speeches with respect to each of the k topics. The columns in matrix W can be used to associate individual speeches with the topic they are related to, and when we know from meta-data what MEP makes a given speech, we can thus capture MEP contributions to a given topic.
NMF algorithms are often initialized with random factors, which can lead to unstable results where the algorithm converges to a variety of local minima of poor quality. To improve the quality of the resulting topics, we generate initial factors using the Non-negative Double Singular Value Decomposition (NNDSVD) initialization approach (Boutsidis and Gallopoulos, 2008) .
Parameter Selection
A key parameter selection decision in topic modeling pertains to the number of topics k. Choosing too few topics will produce results that are overly broad, while choosing too many will lead to many small, highly-similar topics. One general strategy proposed in the literature has been to compare the topic coherence of topic models generated for different values of k (Chang et al., 2009 (Mikolov et al., 2013) to compute a set of vector representations for all of the terms in a large corpus. We can assess the extent to which the two corresponding terms share a common meaning or context (e.g. are related to the same topic) by measuring the similarity between pairs of term vectors. Topics with descriptors consisting of highly-similar terms, as defined by the similarity between their vectors, should be more semantically coherent.
For the purpose of assessing the coherence of topic models, TC-W2V operates as follows. The coherence of a single topic t h represented by its t top ranked terms is given by the mean pairwise cosine similarity between the t corresponding term vectors in the word2vec space:
An overall score for the coherence of a topic model T consisting of k topics is given by the mean of the individual topic coherence scores:
An appropriate value for k can be identified by examining a plot of the mean TC-W2V coherence scores for a fixed range [k min , k max ] and selecting a value corresponding to the maximum coherence.
Dynamic Topic Modeling
Layer 1 When applying clustering to temporal data, authors have often proposed dividing the data into time windows of fixed duration (Sulo et al., 2010) . Therefore, fol- From the window topic models we construct a new condensed representation of the original corpus, by viewing the rows of each factor H i coming from each window topic model as "topic documents". Each topic document contains nonnegative weights indicating the descriptive terms for that window topic. We expect that window topics that come from different windows, but share a common theme, will have similar topic documents. We then construct a topic-term matrix B as follows:
1. Start with an empty matrix B.
For each window topic model
(a) For each window topic within M i , select the t top-ranked terms from the corresponding row vector of the associated NMF factor H, set all weights for all other terms in that vector to 0. Add the vector as a new row in B.
3. Once vectors from all topic models have been stacked in this way, remove any columns with only zero values (i.e. terms from the original corpus which did not ever appear in the t top ranked terms for any window topics).
The matrix B has size n × m , where n = τ i=1 k i is the total number of "topic documents" and m << m is the subset of terms remaining after Step 3.
The use of only the top t terms in each topic document allows us to implicitly incorporate feature selection into the process. The result is that we include those terms that were highly descriptive in each time window, while excluding those terms that never featured prominently in any window topic. This reduces the computational cost for the second factorization procedure described below.
Having constructed B, we now apply a second layer of NMF topic modeling to this matrix to identify k dynamic topics that potentially span multiple time windows. The process is the same as that outlined previously, where B is substituted for the matrix A when applying NMF as described in Section 3.1. Here the TC-W2V coherence measure is used to detect number of dynamic topics k .
The resulting factors B ≈ UV can be interpreted as follows: the top ranked terms in each row of V provide a description of the dynamic topics; the values in the columns of U indicate to what extent each window topic is related to each dynamic topic.
We track the evolution of these topics over time in the following manner.
Firstly, we assign each window topic to the dynamic topic for which it has the maximum weight, based on the values in each row in the factor U. We define the temporal frequency of a dynamic topic as the number of distinct time windows in which that dynamic topic appears. The set of all speeches related to this dynamic topic across the entire corpus corresponds to the union of the speeches assigned to the individual time window topics, which are in turn assigned to the dynamic topic.
The resulting outputs of the two-layer topic modeling process are 1) A set of τ window topic models, each containing k i window topics. These are described using their top t terms and the set of all associated speeches; 2) A set of k dynamic topics, each with an associated set of window topics. These are described using their top-t terms and the set of all associated speeches; and 3) A ranking of every
MEPs contributions relative to all window and dynamic topics in the corpus. In terms of coverage of speeches from MEPs from the member states, this ranges from 100% for the United Kingdom, through 87% for Germany, down to 66.2%
for Romania. However, the most recent state to accede to the EU, Croatia, represents an outlier in the sense that only 2.6% of speeches were available in English at the time of retrieval due to EP speech translation issues. 2. Find all unigram tokens in each speech, through standard case conversion, tokenization, and lemmitization.
3. Remove short tokens with < 3 characters, and tokens corresponding to generic stop words (e.g. "are", "the"), parliamentary-specific stop words (e.g. "adjourn", "comment"), and names of politicians.
4. Remove tokens occurring in < 5 speeches. , 2015) . In the context of EU politics where technocratic issues are often discussed, being able to detect these niche topics should be an advantage. To illustrate this idea, Table 2 shows the top-5 terms associated with a topic relating to the Eurocrisis for a selection of consecutive time window as produced by competing NMF and LDA approaches. Terms in bold are unique to a topic produced by a given approach, while terms in italics are found in both sets of terms. As can be seen, the vocabulary produced by NMF to describe the Eurocrisis are much more rich and varied compared to those produced by LDA.
If we were interested in the content and dynamics of the debate surrounding the Eurocrisis, then NMF appears to produce a more informative and time-variant picture of debate evolution.
In order to more systematically compare NMF and LDA topic models, we apply topic coherence methods (Stevens et al., 2012) to assess model performance. used to represent a topic (i.e. the topic descriptors). We apply these measures to each of our 60 time window data sets described in Section 4 for different numbers of topics k ∈ [10, 50]. We apply NMF as described in Section 3.1 and use LDA as implemented in the MALLET toolkit (McCallum, 2002) , with hyper-parameter values α = 0.01 and β = 50/k as recommended by Steyvers and Griffiths (2006) .
In our experiments, we calculate topic coherence using two different measures to evaluate the top 10 terms for each topic in all 300 models produced by each algorithm (i.e. 60 datasets for 5 different values of k). Following Röder et al.
(2015), we report the median value to provide a more robust score summarising each model. which was identified by Röder et al. (2015) as being particularly appropriate for evaluating topic quality, based on a large empirical comparison of different coherence measures. The C v measure retrieves co-occurrence counts from a background corpus for a set of topic terms using a sliding window approach. These counts are then used to calculate the normalized point-wise mutual information (NPMI) for all pairs of terms within a topic descriptor. The intuition behind such an approach is that more coherent topics will have topic descriptors that co-occur more often together across the corpus. As our background corpus for each timewindow dataset, we use the full set of 210,247 English EP speeches. Results for k = 10 and k = 50 topics are shown in Figures 1a and 1b respectively. We observed that NMF achieves higher topic-coherence scores across all of the time window data sets for all values of k. Inspecting the results suggests that this is largely due to the ability of NMF to uncover more niche and specific topics on the data, compared to the more broad and ultimately less semantically coherent topics extracted by LDA (i.e. the term descriptors are not distinctive).
To further investigate the differing topic coherence resulting from LDA and NMF models, we repeated the process using the TC-W2V coherence measure described previously in Section 3.1. As described in Section 3.1, this measure is based on a Word2Vec model, which provides a computationally efficient and effective method for quantifying the semantic relatedness of terms in a large corpus (Mikolov et al., 2013) . Again as our reference corpus we use the full corpus of English speeches. Representative results are shown in Figures 1c and 1d . As with the C v measure, we observe that NMF consistently achieves high coherence scores, with a higher score than LDA in the case of 94.7% of all 300 experiments.
We also observe that the TC-W2V measure is generally more sensitive to changes in the top terms used to represent topics, highlighting time windows where topics have a greater or less level of coherence for both algorithms. These results provide our rationale for the use of NMF in the remainder of this paper.
6 Experimental Results
Experimental Setup
After pre-processing the data, the first task was to identify k, the number of topics in each window. To do this, we applied NMF with parameter selection as described in Section 3.1. Given the relatively specialized vocabulary used in EP debates, when building the word2vec space for parameter selection, we used the complete set of English language speeches as our background corpus. We used the same word2vec settings and number of top terms per topic (t = 10) as de- Callaghan et al. (2015) . At each time window, we generated window topic models containing k ∈ [10, 25] topics, and then selected the value k that produced the highest mean TC-W2V coherence score (Eqn. 2). The illustration of the number of topics per window in Fig. 2a shows that there is considerable variation in the number of topics detected for each window, which does not correlate with the number of speeches per quarter (Pearson correlation 0.006). This suggests our results are not driven by the volume of speeches, but rather variation in topics being discussed across different windows.
The process above yielded 1,017 window topics across the 60 time windows.
We subsequently applied dynamic topic modeling as described in Section 3.2.
For the number of terms t representing each window topic, we experimented with values from 10 to the entire number of terms present in a time window. However, values t > 20 did not result in significantly different dynamic topics. Therefore, to minimize the dimensionality of the data, we selected t = 20. This yielded a matrix of 1,017 window topics represented by 2,710 distinct terms. Figure 2: Identifying optimal number of topics using TC-W2V topic coherence.
Our next task was to identify a value for the parameter k for the dynamic part of the model, i.e.-the number of dynamic topics in the corpus. To do this, we calculated TC-W2V coherence scores for a set of topic models with a range k ∈ [25, 90] and then compared these coherence scores to identify the appropriate parameter value. The resulting plot (see Fig. 2b ) indicated a maximal value at k = 57, although a number of close peaks exist in the range [62, 80] . When we manually inspected the results of the most coherent topic models for these values of k', they were highly similar in terms of the topics detected, with minor variations corresponding to merges or splits of strongly-related topics.
Case Studies
In order to investigate the construct validity of our topics, we focus on three case studies to demonstrate how our topic modeling strategy captures variation in the EP policy agenda over time.
6
Financial/Euro-crisis Our first case study, illustrated in Fig. 3a , relates to two topics covering the financial and Euro-crisis respectively. This is an interesting case study, as the initial financial crisis peaked in 2008, and the Euro-crisis that followed has gone through a number of phases starting in 2009. These events can be thought of as exogenous shocks to the policy agenda, and their exogenous nature provides a way to externally validate the dynamic topic modeling approach in use here. Draghi's statement that the ECB was "ready to do whatever it takes to preserve the euro" (July 2012). Draghi's statement temporarily at least reassured markets, thus explaining why fewer speeches relating to this topic are observed after Point D. In effect, it appears that both the financial and Euro crises had the effect of punctuating a rather low-level equilibrium of attention to issues relating to the common 
Treaty Reform
Our second case study (Fig. 3b) to Treaty changes in the EP is low, but this equilibrium is disturbed with spikes in attention when major exogenous events relating to Treaty change occur. The EP appears to be reactive rather than proactive in this regard (attention spikes after an event), which is not surprising given its limited formal role in Treaty negotiations.
Fisheries Policy
Our final case study relates to fisheries policy. Fisheries is an interesting policyagenda item for the dynamic topic modeling approach to detect, because it relates to the day-to-day functioning of the EU as a fisheries industry regulator, rather than more headline-making policies and events already discussed. As a result one would expect a more constant level of attention to this agenda item with fewer punctuations. Fig. 3c demonstrates the prevalence of the fisheries topic over time.
As can be seen, MEPs pay a reasonably stable level of attention to fisheries be- introducing a set of legislative proposals designed to reform the common fisheries policy in a speech to the EP in July 2011. This is highly consistent with the patterns in agenda change described in punctuated equilibrium theory.
In general, the fact that the variation over time that we observe in MEP attention to these case-study topics appears to be driven by exogenous events provides a form of construct validity for our topic modeling approach, and support for the idea that political agendas are relatively stable, but experience punctuations due to exogenous events (John and Bevan, 2012; Jones and Baumgartner, 2012) .
Explaining MEP Speech Counts
We now focus our attention on the 7th EP term that sat between 2009 and 2014, as a set of interesting covariates are available at the MEP level that can help us explain MEP contributions to a given agenda item. We aim to explore the de- the Gaussian family with a log-link function is appropriate for our analysis.
In constructing our second dependent variable, we assume that each speech belongs to one topic alone by allocating each speech to a topic based on the maximum topic weight observed for that speech. 7 Substantively it is reasonable to assume single-topic memberships for each speech, given that MEP speaking time is limited, thus focusing MEP attention on particular agenda items rather than allowing speeches addressing multiple issues. Making such an assumption has the advantage of providing a more readily interpretable analysis, as the resulting variable captures each MEP's contribution to each topic in terms of a speech count rather than a sum of NMF weights. We employ a negative binomial regression model suitable for analyzing count data with over-dispersion on the resulting variable (Cameron and Trivedi, 2013) . In both Model 1 and Model 2 we cluster standard errors by MEP. more often, while the committee system is also a significant driver of MEP attention, with committee chairs and Rapporteurs making significantly more speeches on topics relevant to their official committee roles.
Turning to the Model 2, we see mostly similar substantive results, but this time we are presented with more directly interpretable odds ratios (exponentiated model coefficients) that capture the effects of our chosen independent variables on the odds of observing a speech relating to a given topic. The results suggest that the odds of MEPs who vote against their EP party groups in favor of their national party making a speech on a given topic are reduced by a factor of 0.86.
The results also further reinforce our expectations that MEP positions within the EP committee system impact upon how much attention they pay to a particular topic. When an MEP holds a committee chair, Rapporteurship, or committee membership relevant to a particular topic, the odds that said MEP will make a speech on that topic increase by a factor of 1.169, 2.283, and 2.126 respectively.
These results reinforce the idea that the committee system fundamentally shapes speech-making activities and the policy agenda of the EP plenary. The variable accounting for EP leadership positions is no longer significant in the count model, probably due to the fact that speeches belong to a single topic in this model rather than having multiple memberships, thus reducing the impact of EP leaders.
Conclusions
In this study, we propose a new two-layer NMF methodology for identifying topics in large political speech corpora over time, designed to identify both niche topics with specific and specialised vocabularies, and broader topics with more general vocabularies. Firstly, we demonstrate that topic modeling via NMF can lead to the identification of topics that are semantically more coherent in a corpus of political speeches, when compared with a probabilistic method such as LDA.
Subsequently, we apply this method to a new corpus of all ≈ 210k English language plenary speeches from the EP between 1999-2014. In terms of providing substantive insight into EP politics, the topic modeling method allows us to unveil the political agenda of the EP, and the manner in which this agenda evolves over the time period considered. By considering three distinct case studies, we demonstrate the distinctions that can be drawn between the day-to-day political work of the EP in policy areas such as fisheries on the one hand, and the manner in which exogenous events such as economic crises and failed treaty referenda can give rise to new topics of discussion between MEPs on the other. With the EP agenda in hand, we explore the determinants of MEP attention to particular topics in the 7th sitting of the EP. We demonstrate how MEP voting behavior and institutional position affect whether or not they choose to contribute to an agenda topic.
The insights provided by the dynamic topic modeling approach presented here demonstrate how these methods can uncover latent dynamics in MEP speechmaking activities and supply new insights into how the EU functions as a political system. Much remains to be explored in terms of the patterns in political attention that emerge from our topic modeling approach. For instance, one would expect that political attention might well translate into influence over policy outcomes decided upon in the EP. Tracing influence to date has been difficult, as a macrolevel picture of where and on what topics MEP attention lays has been unavailable.
Linking political attention to political outcomes would help to unveil who gets what and when in European politics, which is a central concern for a political system often criticized for lacking democratic legitimacy.
Outside the European context, our method can be applied to any political situation in which policy agendas are captured in text form. Plenary debates in other political systems are a prime candidate for analysis, but legislative agendas, media agendas and other contexts where large corpora of text exist and are available digitally also lend themselves to analysis using our method.
Appendix A: Baseline Comparison
Here we compare NMF and LDA 9 when applied for topic modeling. Figures 1   and 2 show a full comparison of the coherence of the models generated by NMF and LDA on 60 time window datasets, for numbers of topics k ∈ [10, 50]. 
Appendix B: Topic Model Validation Intra-Topic Validity
To examine the intra-topic semantic validity of the dynamic topics produced by our approach, we examined the distribution of TC-W2V coherence values for all dynamic topics, when evaluated in the word2vec space built from the complete speech corpus. These coherence values correspond to the mean of the pairwise cosine similarities between the top-10 terms for each topic in the word2vec space.
As evidenced by the coherence values reported in Table 3 , the most coherent topics often correspond to core EU competencies. Unsurprisingly, broad administrative topics prove to be least coherent (e.g. 'Commission questions', 'Council Presidency', 'Plenary administration'). Overall the mean topic coherence score of 0.36 is considerably higher than the lower bound for TC-W2V (i.e. minimum value = −1), suggesting a high level of semantic validity.
Inter-Topic Validity
To assess the inter-topic semantic validity of the results, we examine the extent to which any meaningful higher-level grouping exists among the 57 dynamic topics.
To do this we apply average linkage agglomerative clustering to the topics. Using the approach described in Greene et al. (2008) , we re-cluster the row vectors from the second-layer NMF factor H using normalized Pearson correlation as a similarity metric. Here the vectors correspond the weights of each dynamic topic with respect to the 2,710 terms noted above. The dendrogram for the hierarchi- Table 3 : List of top 20 dynamic topics, ranked by their TC-W2V topic coherence. For each dynamic topic, we report a manually-assigned short label, the top 10 terms, coherence, and frequency (i.e. number of windows in which it appeared).
cal clustering is shown in Fig. 7 . Following the interpretation provided in Quinn et al. (2010) , the lower the height at which any two topics are connected in the dendrogram, the more similar their term usage patterns in EP sessions.
We observe a number of higher-level groupings of interest, which are highlighted in Fig. 7 . These includes groups specifically related to transport, ('Trans- semantic validity for the model presented, where topics we would expect to be related are found to be correlated in the NMF factor H (i.e. they share similar terms). The presence of these higher-level associations between topics provide semantic validity for the results presented, where topics that one might expect to be related are found to be correlated with respect to rows in their NMF factor H (i.e. similar terms appear in the set of topic descriptors (words) that define them as topics).
External Validation
The data analysis task performed in this paper is inherently unsupervised, in the sense that our corpus does not contain any annotated tags or labels indicating the nature of the content of speeches. Therefore, to assess the extent to which the dynamic topics identified correspond to EU policy areas, and thus provide evidence of construct validity, we compare the 57 dynamic topics to an existing taxonomy of subjects used by Europarl to classify legislative procedures. The taxonomy retrieved from the EP website has several different levels, ranging from broad toplevel subjects (e.g. '3 Community policies'), to highly-specific low-level subjects (e.g. '3.10.06.05 Textile plants, cotton'). We compare our results to the second level of the taxonomy, containing 48 subjects (e.g. '3.10 Agricultural policy and economies', '3.20 Transport policy in general'). For each subject code, we create a "subject document" consisting of the description of the subject and all lowerlevel subjects within that branch of the taxonomy. We then identify the most similar dynamic topic by comparing the top 10 terms for that topic with subject documents, based on cosine similarity. Table 4 shows the best matching subjects and topics identified using this approach. To give a couple of examples, the topic hand-coded as relating to 'Tax' from our topic model was correctly matched with the Europarl subject code '2.70 Taxation' broadly defined at level-2 of the taxonomy, and with '2.70.01 Direct taxation' and '2.70.02 Indirect taxation' defined separately at level-3 of the taxonomy. When looking at the topic manually labeled as relating to 'Drugs', cosine similarity matches this with the level-2 subject '4.20 Public health', which has a level-3 sub-category relating to '4.20.04 Pharmaceutical products and industry'.
When taken in the context of the matches shown in Table 4 , this indicates that our Table 4 : Top 10 legislative procedure subjects with corresponding matching dynamic topics, ranked by cosine similarity of the match. is produced independently based only on the data present in that window. As a result, the top terms for each topic are far more indicative of the trends related to that topic at a given point in time. Table 5 shows a representative example, corresponding to the dynamic topics related to climate change found by both methods, when broken down to their window topics across five quarterly time windows. We see that the top 10 terms for the NMF-based topics are far more diverse, reflecting the changing nature of discussion items around climate change in the European Parliament, such as the Cancun Agreements reached on at the 2010 United Nations Climate Change Conference in Mexico. To examine this difference quantitatively, for both topic modeling methods we look at the agreement between the top ranked terms consecutive pairs of window topics in each of the k = 50 dynamic topics. We quantify the agreement between two term rankings using the Jaccard coefficient, which is the size of the intersection of the term sets divided by the size of their union. A score of 1 indicates that the term sets are identical (not considering rank order), while a score of 0 indicates that the sets share no terms in common. For each dynamic topic generated by the two methods, we calculate the mean agreement between the consecutive window topics form which it is composed. Fig. 9 shows the distribution of Jaccard agreement scores for the dynamic topics produced by both methods. We see a stark difference between the extent to which the terms associated with each topic change over time -the overall mean Jaccard score across all dynamic topics for the NMF-based approach is 0.166, reflecting the fact that the top terms change frequently over time. In contrast, the overall mean score is 0.921 for the probabilistic approach indicates that the top terms often remain fixed and do not change frequently over time. Therefore, although the descriptors for the overall dynamic topics are relatively similar in terms of their coherence, when we wish to explore the time windows from which they are assembled, the NMF-based approach yields topics that more closely reflect the parliamentary discussions during each window, thereby supporting the interpretation of the topics.
Notes
1 A Python implementation of the proposed dynamic topic model approach is available online:
https://github.com/derekgreene/dynamic-nmf 2 To provide access to the results of the project to interested parties, we make a browsable version available online: http://erdos.ucd.ie/europarl 3 It is of course possible to have overlapping time windows that would smooth the transition between time periods in the model. We avoid this specification of the model as it has a smoothing effect which makes it more difficult to identify when topic evolution takes place. 4 The speech texts used can be found here: http://europarl.europa.eu.
5 A number of sample-selection issues arise from the variable availability of speeches in English. The first is that MEPs from countries with less speeches in English will be systematically under-represented in the corpus, and our substantive results should be interpreted with this in mind.
There is unfortunately little that can be done about this until such time as English translations are made available. 6 We present extensive topic external and internal validation exercises in the appendix. 7 We also experimented with other alternatives for allocating speeches to topics including allocating a speech to a topic if it is in any way related to a topic (i.e. any non-zero weight observation in the speech-topic matrix counts), and allocating any speech with an above-average weight in the topic window to a given topic. Both of these measures are problematic as they make strong assumptions about very small NMF weights indicating a speech is fully relevant to a topic. 8 Alternative model specifications including a zero-inflated model were also experimented with, with similar results. We present the negative binomial model here as it is the simpler model and the substantive results are broadly similar to these other models. 9 We use the LDA implementation provided by the MALLET toolkit: http://mallet.cs.
umass.edu
10 http://www.cs.princeton.edu/˜blei/topicmodeling.html
