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１. はじめに 
近年, 情報技術やメディアの発達により, 人々の情報への
関わり方は変化し, ごく当たり前のように情報に触れ, 活用
する社会へと変貌を遂げている. さらに, 消費者は膨大な情
報に触れることにより興味や嗜好に多様性を持つようになっ
た. そのため, 消費者のニーズは大量生産による画一, 標準
的な商品から消費者自身の嗜好や身体的特徴, 価値観などと
いった一人ひとりの感性に合わせて商品が変化した. 結果, 
消費者のニーズ, 商品は多様化, 細分化された. こうした消
費者市場の飽和により, マーケティングの世界では, 消費者
の動向が掴みにくくなっている現状にある. このような様々
な消費者ニーズに応えるために, 近年Amazonを代表としたネ
ットショッピングサイトにより, 消費者の購買履歴や検索履
歴を利用した個々の消費者に向けた情報配信サービスが行わ
れ,  消費者は自分のニーズに合った商品を容易に見つけられ
るようになり始めている[1]. しかし, ネットショッピングの
利用率は年々上昇してきてはいるが, 年代によっても利用率
にばらつきがあり, 実空間の店舗を利用する消費者ほうが多
い[2]. その肝心の実店舗での, 現状消費者ニーズの対応方法
を確立できていないが, 実店舗内における消費者の購買行動
の理解が,消費者ニーズへの対応方法であり, その水準を高め
る事が重要な手段, 情報だと考えられている[3]. そこで, 
我々は従来研究として図１の実店舗空間(Smart Shop)を構築し, 
その中で消費者の購買行動を観測することで, 消費者の嗜好
をモデル化する研究を行ってきた. WEBカメラや, RFIDタグを
用いて, 消費者が普段行うであろう自然な購買行動(商品を
「見る：Look」, 「触る：Touch」, 「手に取る：Take」)を観
測することで, 嗜好推定を行い, 消費者に負担をかけること
なく一人ひとりに合った商品を提供することを目指してきた. 
この研究により, 消費者が店舗内で行う行動に対して, より
深い理解のためのアプローチができると考えてきた[4].  
 
図1：Smart Shopの概要と仕組み 
 
２. 従来研究の問題点 
我々の従来の研究では,ユーザが商品に対して起こす行動
Look, Touch, Takeの行動時間を観測（以降,パッシブセンシン
グと定義）した. 次に, 商品に対する嗜好の評価を目的変数と
し, Look, Touch, Takeのそれぞれの行動時間を説明変数とし
て重回帰分析を行った. 回帰式のモデルは以下の式である.  
                          (1)  
得られた(1)のモデル式に行動時間を代入し, 閾値より大きい
かどうかで嗜好の推定を行ってきた. しかし, このセンシン
グの手法では, ユーザが商品に対して行動するのを待つこと
しかできないため, 嗜好推定を行えるまでの行動データを取
り貯めることに時間がかかるという問題点があげられる. パ
ッシブセンシングは, 実際の店舗でショップの店員がユーザ
の行動を見て, その人の嗜好や動向を掴むことと同等の方法
である. しかし, ショップ店員が消費者の嗜好・動向を掴む方
法は行動観測だけで行っている訳ではない. 実際には, 消費
者とのコミュニケーションを通し, 消費者の反応を見ること
で, その人の嗜好・動向を読み取っている.  
そこで本研究では, ユーザの行動を待つことしかできない
一方的なパッシブセンシングの手法に変わり, ショップ店員
と消費者の間で行われるようなコミュニケーションを通した
ニーズ探索と同等な手法を提案する. システム側から能動的
にユーザにとって負担にならない程度のアクションを起こし, 
そのアクションに対する反応を観測するデジタルサイネージ
によるセンシング手法（以下, アクティブセンシングと定義）
を取り入れる. アクティブセンシングにより, ユーザが行動
をとっていない商品への行動を能動的に起こさせることがで
き, ユーザの嗜好を効率よく推定することが可能になると考
えた. ただし, ユーザに与えるアクションはあくまでユーザ
に負担をかけずに, 買い物中の自然な行動の一部（行動するこ
とを強制しないもの）として観測できる. そのため, 消費者に
負担をかけないというSmart Shopのコンセプトに沿っていると
考えられる. 図2は, アクティブセンシングにおける嗜好推定
の考え方である.  
 
図2：アクティブセンシングの興味推定方法 
 
  
３. アプローチ 
アクティブセンシングでは, 「人がどのレコメンド商品に興
味を持っているか」を注視行動により判定を行う.しかし,その
情報のみではレコメンドサービスを行うことは困難である.ユ
ーザが行動を起こした商品についての情報しか得られず,レコ
メンデーションを行うべきユーザが未知の商品についての予
測はできない.そのため, 未知の商品の予測とその予測から次
にどのようなレコメンドをユーザに提示するのか選出するシ
ステムが必要である. そこで, 本研究では,そのアクティブセ
ンシングによる嗜好学習, レコメンド選出方法を確立してい
くことを目的とする. 図3はアクティブセンシングの概要であ
り, 赤く囲った部分が嗜好学習, レコメンド選出システム部
分である.  
 
図3：アクティブセンシングの嗜好学習 
本研究では, 嗜好学習の部分には逐次学習の中のNaive 
Bayes(以下,NB)とPassive-Aggressive(以下,PA)を用いて比較
し有効性を検証する. 逐次学習には入力データから, 特定の
クラスに属するように識別する手法と入力データから確率モ
デルを生成してクラス分けをする手法に大別される.PAは前者
であり,後者としてNBが挙げられる.レコメンド選出の部分に
はエントロピ （ー平均情報量）を用いて, 次に提示すべきレコ
メンドを選出する. エントロピーは各商品好きか嫌いかどれ
ほど曖昧かを数値として表す尺度である. これを用いる事で
素早く学習でき, 嗜好推定率の収束が早いと考えられる.  
本研究では, 嗜好の逐次学習におけるNB,PAのそれぞれの有効
性と比較とエントロピーによるレコメンドの選出の有効性を
検証する.  
４. Naive Bayes（単純ベイズ分類器） 
 NBは独立仮定とベイズの定理に基づいたシンプルな確率的
分類器である[5]. NBの中心となる理論式はベイズの定理を
応用した単純ベイズ確率モデルである.なお,説明のために,分
類クラス,分類対象,属性値の名前をそれぞれClass, sample, 
wordとして表現する.  
                                          (2)  
分類クラスを推定したい未知のサンプルは左辺の事後確率
P(Class｜sample)がもっとも高いクラスへ分類される. ま
た,sampleは互いに独立と仮定したwordの集合{word1, …
wordi}であることから,式(2)における尤度P(sample|Class)は
wordの条件付確率の相乗とみなせるため, 次の式(3)のよう
になる.  
                                       
∏                                (3)  
よってまとめると以下の式(4), (5), (6) により未知のサンプ
ルがどのクラスに分類されるかを推定することができる.  
     𝑚𝑎𝑝    𝑔         ∏                𝐶𝑙𝑎𝑠𝑠
𝑚𝑎𝑥   (4) 
         
  𝐶𝑙𝑎𝑠𝑠 
  𝑠𝑎𝑚𝑝𝑙  
             (5)  
               
  𝐶𝑙𝑎𝑠𝑠      
∑  𝐶𝑙𝑎𝑠𝑠     
      (6)  
また,ゼロ頻度問題というものがある.例えば,ある sampleを
ある Classに分類する際にそのClassに一度も観測されなか
った（頻度ゼロの）wordが sampleに含まれていた場合に上
記式(3)にそのまま当てはめると単語の条件付確率
P(word|Class)が 0 となることで,結果的に事後確率
P(sample|Class)が 0  となってしまう,といったものである. 
そのような頻度ゼロのデータを含めた計算をしなければな
らない際に使われる考え方としてスムージングがある.スム
ージングの方法としてはいくつかあるが,本研究では本研究
で用いたラプラススムージングを挙げる.ラプラススムージ
ングは全ての単語の出現回数に1を加えることで頻度０の属
性値をなくしてしまうといったものである.よって式(6)を
拡張した以下の式(7)となる. 
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５. Passive-Aggressive 
PAは,あらかじめ教師データを学習させ,入力データを与えた
際に教師データを基に予測分類を行う逐次学習法である[6]. 
予測する方法は,学習データの各属性値に対して,学習させる
たびに属性の重みを更新し,その結果から,予測分類を出力す
る.予測分類が次回の入力データと一致している場合は重みの
値を変更しません(Passive). しかし, 次回の入力データと予
測分類が異なっていた場合, 正しく分類できるように各属性
の重みを変化させ予測分類を変更する(Aggressive).  
図4では左(Passive)では, 入力データが正しく分類できてい
るので, 超平面は動かさず, 右(Aggressive)では, 入力デー
タが正しく分類できなかったため, 正しく分類ができる最小
限だけ超平面を動かす. 
 
図4：PAの学習アルゴリズム 
xを入力データ, yを分類クラスとすると重みベクトルwは次の
式(8)になる.  
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つまり,新しい入力データを学習する際に,損失がないような
一番変化の少ない重みwに更新する. Lossにはヒンジ損失を用
  
いている.  
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６. エントロピー（平均情報量） 
エントロピーはある事象が起きた際, それがどれほど起こ
りにくいかを表す尺度であり, 曖昧度を表すものである[7].  
分類クラスが２つの場合の分類クラスと曖昧度の関係は図5の
通りである.  
 
図5：エントロピーによる分類と曖昧度の関係 
ClassⅠかClassⅡにすべきか曖昧な真ん中でエントロピーが
最大になっている. 事後確率をPとすると, エントロピ Hーは
以下の式(9)表せられる.  
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また, 分類クラスをClassⅠ, ClassⅡとし属性値をWordとし求
めたい属性値のエントロピ Hー_Wordは以下の式(10)となる.  
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このエントロピーをレコメンド選出のための尺度に用いる事
で嗜好学習システムが好きか嫌いかまだ把握できていない商
品をレコメンドとして選出する事により学習をより少ない学
習回数により嗜好推定を高める事ができると考えている. 
７. 実験 
7.1 実験方法 
被験者に, 104枚の洋服をデジタルサイネージに一枚ずつ表示
した. デジタルサイネージ上に表示した洋服に対して, 被験
者nに「好き/好きじゃない」の二値に分類してもらった.  
2値評価を用いて分類を行った理由は, 我々の従来研究であ 
るSmart Shopでの嗜好推定ではユーザが行動を起こした商品を
「好き/好きじゃない」の2値を推定するためである 
7.2 実験条件 
推定する際に, データに属性を付与させる必要があるため, 
表示する洋服に属性を割り当てた. 属性は「色相」「明度」「彩
度」「襟」「柄」「袖」の５つとし, 属性値はそれぞれ以下の
ようにする.  
色相：PCCS表色系を用いて商品に合う15色 
明度：0～5の5段階で表し数値が高いと白に近づく.  
彩度：0～5の5段階で表し数値が高いと鮮やかな色に近づく.  
襟：Uネック, Vネック, ポロ, ハイネック,  
柄：無地, ボーダ  ー
袖：半袖・長袖・7分袖・タンクトップ 
これらを属性データとして使用した.  
８. 嗜好学習方法の分析 
8.1 分析方法 
分析で嗜好推定に用いるデータは実験で用いた104着の洋服
を使用し, 被験者の「好き/好きじゃない」の分類結果と属性
データを学習データと分類後の評価データとして使用した. 
これらの学習データを NBとPAにかけて有効性を検証する. 学
習させるレコメンドはランダムに選出し,104着を1着ずつ学習
させる, その時の嗜好推定率の収束までの差で有効性を検証
する.  
8.2 結果 
被験者10名分の実験の評価データを用いNBとPAにより嗜好学
習を行い, ランダムでレコメンド選出した場合での嗜好推定
率を求める, またこれを20回の平均を算出したものを図6に示
す. さらに, 被験者全員を平均したものを図7に示す.  
 
図6：各被験者のNBとPAによる嗜好指定率の推移 
 
図7：被験者全員のNBとPAによる嗜好指定率の平均推移 
図6, 7の縦軸は,被験者ごとの嗜好データとPA, NBを用いて推
  
定した結果との正答率（嗜好推定率）.横軸は学習させたレコ
メンドの商品数を表す. 赤い線は,NBにより嗜好学習した結果
である. また, 青い線はPAにより嗜好推定した結果である. 
表1：NBとPAの学習回数と嗜好推定率の関係 
 
各被験者のNBで嗜好学習した場合とPAで嗜好学習した場合
を嗜好推定率の差に対してt検定を行うと被験者10人全員で1%
の有意水準で有意差が認められた. 
8.3 考察 
結果より, NBよりPAの嗜好推定率が高い事がわかる.それは, 
NBが確率モデルを生成することで嗜好学習を行っている点と
PAが超平面により分類し嗜好学習を行っている点の違いだと
考えられる. そのため, 学習が進むにつれNBの各被験者の嗜
好の確率モデルが構築されPAとの嗜好推定率の差を縮めたと
考えられる. そのため、前半での嗜好推定率, 最終的な嗜好推
定率が高い点よりアクティブセンシングにマッチした嗜好学
習はPAだと考えられる. 
９. レコメンド選出方法の分析 
9.1 実験方法 
先ほど, 嗜好推定率が良かったPAを用いてエントロピーの
有効性を検証する. エントロピーでのレコメンド選出の有効
性はPAの学習においてランダムでのレコメンド選出での嗜好
推定率とエントロピーでのレコメンド選出の嗜好推定率の収
束の差で有効性を検証する.  
9.2 結果 
被験者10名分の実験の評価データを用いPAにより嗜好学習
を行い, エントロピーを用いてレコメンド選出したものとラ
ンダムでレコメンド選出した場合での嗜好推定率を求める, 
またこれを20回の平均を算出し, 被験者全員の平均したもの
を図8に示す.  
 
図8：ランダム, エントロピー選出による嗜好指定率の平均推移 
各被験者のエントロピーを用いてレコメンド選出したもの
とランダムでレコメンド選出した場合での嗜好推定率の差に
対してt検定を行うと被験者10人全員で有意差は認められなか
った.  
9.3 考察 
結果より, エントロピーを用いてレコメンド選出した場合
とランダムでレコメンド選出した場合でのPAでの嗜好推定率
の推移には差が表れない事がわかる. これは, PAでの嗜好学習
においてレコメンドの順番により嗜好推定率の推移に影響受
けない事が考えられる. しかし, 理論的にレコメンド学習順
が異なるとクラスを分断する超平面の構成も異なってくると
考えられる. そのため, 属性, 属性値の種類が本分析では少
なかったためと考えられる.  
１０．まとめと今後の展望 
本研究は, アクティブセンシングによる嗜好学習, レコメン
ド選出方法を確立していくことを目的としNBとPAによる嗜好
学習の比較, またエントロピーによるレコメンドの選出の有
効性の検証を行いました.  
 今回行った実験Ⅰにより, PAはNBより嗜好学習の収束が早く
また約90％の嗜好推定率で嗜好推定を行えることが明らかに
なった. そのため2値での嗜好学習にはPAのような入力データ
から, 特定のクラスに属するように識別する手法が有効だと
考えられる. また, 実験ⅡにおいてPAではエントロピーによ
るレコメンド選出を行っても嗜好学習には影響がない事が示
された. そのため, 嗜好学習の収束を早めるは難しいと考え
られる.  
 今後の課題として本研究はアクティブセンシングを実現す
るための研究の一環であるが,今回センシングをせず学習に注
目して実験を行った. 実際にセンシングを行う場合, ノイズ
等により嗜好学習に影響が出てくると考えられる. 今後はセ
ンシングと嗜好学習を合わせ実験しアクティブセンシングの
有効性を検証していく必要がある.  
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学習回数 10 20 30 40 50 60 70 80 90 100 max
NB 44% 57% 67% 72% 76% 79% 81% 82% 83% 84% 84%
PA 71% 75% 78% 82% 84% 86% 88% 88% 89% 89% 89%
