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ABSTRACT
METHODS FOR HIGH-DIMENSIONAL SPATIAL DATA: DIMENSION
REDUCTION AND COVARIANCE APPROXIMATION
PAUL MAY
2021
In spatial statistics, because quantities are correlated based on their relative po-
sitions in space, data is modeled as a single realization of a multivariate stochastic
process. Spatial data can be high-dimensional either through a large number of ob-
served variables per location, or through a large number of observed locations. The
two are often handled differently, with the former addressed through dimension reduc-
tion and the latter addressed through appropriate modeling of the spatial correlation
between locations. The main body of this dissertation is a three-part work. Parts 2
and 3 pertain to the “many variables” problem, proposing novel methods of dimen-
sion reduction for spatial data. Part 4 pertains to the “many locations” problem,
using state-of-the-art techniques to analyze a massive satellite data set, improving on






The assumption of independent and identically distributed (iid) observations is com-
mon throughout statistics. By assuming iid observations, much of the theoretical
mathematics and practical computation is made easier by allowing factorization of
the data likelihood, application of the central limit theorem, and many other conve-
niences. However, this assumption is not always appropriate; not considering corre-
lated data leads to ignoring many important statistical problems in modern sciences,
such as ecology (Fortin et al., 2012), agriculture (Plant, 2018), geology (Hohn, 1998)
and public health (Waller and Gotway, 2004).
Spatial data is defined as a set of observations that occur at specific locations in
space. The set of locations is important because observations may be correlated with
each other based on their proximity. Stephan (1934) warned of the danger of mod-
eling spatial data with classical techniques that were developed under assumptions
of independent observations. R. A. Fisher acknowledged the importance of spatial
correlation in his analysis of agricultural field experiments, but focused on designing
experiments to avoid the correlation, rather than modeling it (Fisher, 1935, Chap-
ter 4). It was not until Whittle (1954) studied random processes on the plane that
spatially correlated processes were directly modeled.
Spatial statistics is characterized by spatially referenced observations, meaning
every observation is associated with the location at which the observation occurred
(Cressie, 2015). Often it is assumed that locations closer together are more correlated
than locations further apart. This assumption represents Waldo Tobler’s First Law
of Geography, which states “Everything is related to everything else, but near things
are more related than distant things” (Tobler, 1970; Sui, 2004). For instance, the
temperatures in Sioux Falls, South Dakota and Brookings, South Dakota are more
likely to be similar than the temperatures in Sioux Falls and Beijing, China. Effec-
tive statistical models capture phyisical realities of the data, and acknowledging the
3
correlation of spatial phenomenon fosters appropriate analysis of spatial data.
1.1.1 Random Fields
Random fields are the mathematical structure underpinning most of spatial statistics
(Whittle, 1954; Stein, 2012; Cressie, 2015). A random field is a family of random
variables, indexed by a topological space.
Definition 1 (Random Field). Given a probability space (Ω,F , P ), a random field is
a set of random variables indexed by a topological space D:
{Z(s) : s ∈ D},
where Z(s) is a random variable on the probability space for all s ∈ D.
In spatial statistics, the topological space D is often some subset of Euclidean
space Rd, or the surface of a sphere S2, modeling the surface of the Earth. Adler
and Taylor (2009) give a detailed exposition on random fields and their geometry and
characterization.
A mean function µ(s) and covariance function C(s, s′) can be assigned to a random
field, describing the first two moments of the random variables within the field. The
mean function provides the expected value of the random variable, given the indexing
location,
µ(s) = E[X(s)],
and the covariance function is a positive-definite function providing the covariance
between two random variables, given their locations,
C(s, s′) = Cov[X(s), X(s′)].
Function C(s, s′) is positive-definite if and only if for any set of n locations s1, . . . , sn ∈
4
D, the n × n matrix Cn, where [Cn]ij = C(si, sj), is a positive-definite matrix. In
later parts of this dissertation, when there can be no confusion about the dimension
of Cn, the subscript n is dropped. The positive-definite condition assures the covari-
ance function generates valid covariance matrices. Genton (2001) provides a summary
and discussion of many possible positive-definite functions. Positive-definite function
ρ(s, s′) is a correlation function if it instead gives the correlation between two loca-
tions: ρ(s, s′) ∈ [−1, 1]. A common assumption is that C(s, s′) = σ2ρ(s, s′), where
σ2 > 0 controls the total variance of the process. The correlation function is assumed
to depend on some finite set of parameters, ρθ(s, s
′), where θ is a set of parameters
estimated from the data.
Correlation function ρθ(s, s
′) and its parameters θ are of particular interest in
spatial statistics, as they describe how variables are correlated over space. A common
assumption is that ρθ(s, s
′) is isotropic (Williams and Rasmussen, 2006), depending
only on the distance between locations: ρθ(s, s
′) = ρθ(‖s− s′‖). A popular isotropic









where θ > 0 is a ‘range’ parameter. The exponential correlation function is monotone
decreasing with distance, achieving a maximum of 1 at s = s′ and decreasing to 0 as
‖s − s′‖ → ∞. The range parameter θ controls the speed at which the correlation
decays with distance.
A key aspect of spatial statistics is that observed data Z(s1), . . . , Z(sn) are not
modeled as repeat observations from some fixed distribution, but rather a single
observation of a multivariate distribution with dimension n. This concept of expand-
ing information and dimension with growing sample size, as opposed to the usual
statistical paradigm of expanding information and fixed dimension, has profound im-
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plications both mathematically and computationally in the analysis of spatial data.
For instance, because data is modeled as a single multivariate observation, regardless
of the sample size, direct application of the central limit theorem to data statistics is
not possible, and maximum likelihood estimates (MLEs) of model parameters are not
guaranteed their usual properties of consistency and asymptotic normality (Mardia
and Marshall, 1984).
1.1.2 Gaussian Processes
For a generic random field, a mean and covariance function alone are not enough for a
complete characterization. Random field Z(s) with mean function µ(s) and covariance
function C(s, s′) is a Gaussian process, written as Z(s) ∼ GP(µ(s), C(s, s′)), if for any
finite set of locations s1, . . . , sn, the distribution of Z(s1), . . . , Z(sn) is multivariate
normal with mean vector ~µ = [µ(s1), . . . , µ(sn)]
T and covariance matrix Cn (Williams
and Rasmussen, 2006). Aside from being fully defined by the first two moments,
Gaussian processes are ubiquitous in spatial statistics because the data distribution
is algebraically tractable:







(~Z − ~µ)TC−1n (~Z − ~µ)
}
. (1.1)
Mardia and Marshall (1984) provide an introduction to maximum likelihood estima-
tion for Gaussian processes. For non-normal spatial data, the standard approach is
to link the non-normal variable Y (s) to a latent Gaussian process Z(s) through some
link function g(·) (Zhang, 2002; Banerjee et al., 2003). Specifically, assume
Y (s)|Z(s) ∼ h(·|µY (s))
µY (s) = E[Y (s)|Z(s)] = g (Z(s)) ,
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where h(·|µY (s)) is some non-normal probability density dependent on mean param-
eter µY (s), g(·) is the link function, and Z(s) is a latent Gaussian process. It is
assumed that Y (s) is spatially independent given the latent Gaussian process Z(s).
In this way, all spatial associations between variables are confined to the Gaussian
process.
Evaluation of the data distribution, or likelihood, of Equation 1.1 requires compu-
tation of the inverse and determinant of n×n matrix Cn, both of which are O(n3) op-
erations. Naive computation of these quantities becomes infeasible with large sample
sizes. This has motivated a massive body of research on covariance approximations,
where covariance function C(s, s′) is approximated by some function C̃(s, s′), designed
so that matrix C̃n has a computational ‘backdoor’, allowing fast computation of |C̃n|
and C̃
−1
n . These approximations can be incredibly effective, providing nearly identical
inference at a small fraction of the computational cost. These models can be viewed
as approximations of a Gaussian process with covariance function C(s, s′), or valid
Gaussian processes in their own right, with covariance function C̃(s, s′). An overview
and comparison of such methods is given in Heaton et al. (2019).
A common goal in spatial statistics is to make predictions of the process at un-
observed locations. Given n observations of a Gaussian process Z(s1), . . . , Z(sn) and
desired prediction locations s∗1, . . . , s
∗
N , the conditional expectation yields the lowest
expected quadratic error:
E[~Z∗|~Z] = ~µ∗ + KTC−1n (~Z − ~µ)
Var[~Z∗|~Z] = C∗N −KTC−1n K,
where ~µ∗ = [µ(s∗1) · · ·µ(s∗N)]T , matrix K is n×N with [K]ij = C(si, s∗j), and matrix
C∗N is N ×N , with [C∗N ]ij = C(s∗i , s∗j). The conditional expectation formula is called
the kriging equation in spatial statistics. It can be shown that for any random field,
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the kriging equation is the best linear predictor, giving the lower bound for expected
prediction variance for all predictors that are linear with respect to the observed data
~Z. An excellent treatise on Gaussian processes and kriging is given in Stein (2012).
Note that the kriging equation also requires inversion of Cn.
1.1.3 Nearest Neighbor Gaussian Process
Solving for the inverse and determinant of a generic n × n covariance matrix Cn
is computationally prohibitive for large sample sizes, motivating the construction of
covariance functions C̃(s, s′) with desirable computational properties. The Nearest
Neighbor Gaussian Process (NNGP; Datta et al., 2016) assumes that spatial loca-
tions are conditionally independent given the m nearest neighbors in some reference
set. The NNGP is an extension of the likelihood approximation of Vecchia (1988),
called the Vecchia approximation. Let Z(s) ∼ GP(µ(s), C(·, ·)) be a Gaussian process
observed at finite set of locations s1, . . . , sn, resulting in a realization of a multivari-
ate normal distribution. Using basic properties of distributions, the joint density of
Z(s1), . . . , Z(sn) can be written as a product of conditional distributions
f(Z(s1), . . . , Z(sn)) = f(Z(s1)) f(Z(s2)|Z(s1)) · · · f(Z(sn)|Z(s1), . . . , Z(sn−1)).
Because covariance functions typically decay with distance, Vecchia (1988) approxi-
mated the joint distribution by replacing the conditioning of si on s1, . . . , si−1 with
a conditioning on Nm(si), the set of m nearest neighbors of si in s1, . . . , si−1. If
i ≤ m+ 1, then N(si) = {s1, . . . , si−1}. The approximate joint distribution f̃ is then




Vecchia (1988) showed that the difference between the approximation and true distri-
bution is insignificant for modest m (typically m > 20). Furthermore, the precision
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matrix of the approximation C̃
−1
n is sparse, with at most m non-zero entries per row,
and can be explicitly solved for, along with the determinant, with O(m3n) computa-
tional complexity. This allows extremely fast evaluation of the data likelihood and
estimation of model parameters.
The Vecchia approximation models the Gaussian process on a finite set of observa-
tion locations, but not on a continuous spatial domain D, which is necessary to make
kriging predictions at new locations. The NNGP extends the Vecchia approximation
to a well-defined Gaussian process on D by labeling the observation locations as a
reference set S = {s1, . . . , sn}. Let U = {u1, . . . , ut} be any finite set of locations
outside the reference set, and let Nm(ui) be the set of m nearest neighbors to ui






implying the locations are conditionally independent given their m nearest neighbors
within the reference set. The resulting approximation is a valid Gaussian process,
preserving the computational advantages of the Vecchia approximation and allowing
kriging predictions at new locations. In fact, the reference set S can be any finite set
of locations in D; the observation locations are simply a convenient choice.
1.1.4 Multivariate Gaussian Processes
Variable ~Z(s) follows a multivariate random field of dimension r if for every s ∈ D,
~Z(s) is a r × 1 random vector. A multivariate Gaussian process is a multivari-
ate random field such that for n locations s1, . . . , sn ∈ D, the joint distribution
of ~Z(s1), . . . , ~Z(sn) is multivariate normal of dimension nr. The difficulty arises in
defining valid multivariate covariance functions (Genton and Kleiber, 2015). Function
Cr(s, s
′) = Cov[~Z(s), ~Z(s′)] is a valid covariance function if for any set of n locations
9
s1, . . . , sn ∈ D, the nr × nr covariance matrix Cnr is positive-definite. Devising
functions that satisfy this condition is not trivial.
The simplest multivariate covariance function is the separable covariance func-
tion (Mardia and Goodall, 1993). Let Σ be a r × r positive-definite matrix and
ρθ(s, s
′) be a univariate correlation function. Then
Cr(s, s
′) = ρθ(s, s
′) ·Σ (1.2)
is a separable covariance function. The separable covariance function is positive-
definite, and therefore valid. Given n locations s1, . . . , sn ∈ D, define the n × r
observation matrix Z, where the ith row of Z is ~Z(si)
T , and define n× n correlation
matrix ρn(θ), where [ρn(θ)]ij = ρθ(si, sj) Then the covariance matrix Cnr is
Cnr ≡ Var[vec(Z)] = Σ⊗ ρn(θ),
where vectorization operator vec(·) concatenates the columns of n × r matrix Z to
form a vector of length nr and ⊗ is the Kronecker product. Seber (2008), Chapter
11, gives a summary of the vectorization operator and the Kronecker product. The
separable covariance function is computationally convenient, because (Σ⊗ρn(θ))−1 =
Σ−1 ⊗ ρn(θ)−1 and |Σ ⊗ ρn(θ)| = |Σ|n|ρn(θ)|r, requiring operations only on n × n
and r × r matrices, not an nr × nr matrix.
A potential shortcoming of the separable covariance function is all marginals Zj(s)
have the same spatial correlation, determined by ρθ(s, s
′). The linear coregionalization
model (LCM) is a more flexible class of multivariate random fields that can be viewed
as a linear combination of univariate random fields, independent from each other and
each with a potentially unique correlation function (Goulard and Voltz, 1992; Gelfand
et al., 2002; Schmidt and Gelfand, 2003). Let A be a full-rank r × r matrix and
ρθj(s, s
′), j = 1, . . . , r be univariate correlation functions, each dependent on unique
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parameters θj. Then ~Z(s) is an LCM if
~Z(s) = A~δ(s)
Cov[δj(s), δj(s
′)] = ρθj(s, s
′)








where ~Aj is the jth column of A. Covariance function Cr(s, s
′) is positive-definite,
and therefore valid. By allowing marginals of ~Z(s) to place different weights on
component processes δj(s), they can posses different spatial correlations. Given n







where ρn(θj) is the n × n correlation matrix for correlation function ρθj(s, s′). For
generic A, no convenient computational formula exists for C−1nr and |Cnr|, forcing
operations on the full nr × nr matrix.
1.1.5 Spatial Linear Regression
Let ~Y (s) be a r-dimensional Gaussian process with r ≥ 1. Assume the mean function
is a linear combination of some p-dimensional spatial predictor ~X(s), i.e. ~µ(s) =
βT ~X(s), where β is a p× r matrix of regression coefficients. The regression equation
is then
~Y (s)| ~X(s) = βTX(s) + ~εY |X(s), s ∈ D, (1.4)
where error term ~εY |X(s) is a r-dimensional, mean-zero Gaussian process. For con-
venience of notation, we temporarily assume there is no constant intercept term in
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the regression equation, though its introduction is otherwise trivial. Inference on
regression coefficients β may be desired to assess the relationship between the two
variables or facilitate predictions of ~Y (s). Mardia and Marshall (1984) derived MLEs
for model parameters, assuming a univariate response r = 1 and covariance function
C(s, s′) = σ2ρθ(s, s
′) for the error, dependent on a set of correlation parameters θ.
Mardia and Goodall (1993) extended this to multivariate process, assuming a sep-
arable covariance for the error (Equation 1.2), again assuming correlation function
ρθ(s, s
′). In either case, for fixed correlation parameters θ, the MLEs for β are the
generalized least squares (GLS) coefficients
β̂GLS(θ) = (X
Tρ(θ)−1X)−1XTρ(θ)−1Y ,
where X,Y are n× p and n× r matrices of observation at locations s1, . . . , sn, and
ρ(θ) is the n × n correlation matrix where [ρ(θ)]ij = ρθ(si, sj). These estimates are
substituted into the likelihood, and then the likelihood is numerically optimized over
θ for MLE θ̂, so that the MLEs for β are
β̂GLS = β̂GLS(θ̂).
Next, assume the error term ~ε(s) follows the more flexible LCM of Gelfand et al.
(2002); Schmidt and Gelfand (2003) (Equation 1.3):
~εY |X(s) = A~δ(s), s ∈ D,
where ~δj(s); , j = 1, . . . , r are independent, mean-zero univariate Gaussian processes
with correlation function ρθj(s, s
′), each dependent on unique parameters θj. In this
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case, the MLEs for β for fixed A and θ1, . . . , θr is







where ~A−1(j) is the jth row vector of A
−1 and ~Aj is the jth column vector of A. Again,
this value can be substituted into the likelihood, followed by numerical optimization
of A and θ1, . . . , θr. The MLEs for the LCM, β̂LCM, can be viewed as a weighted sum
of GLS coefficients β̂GLS(θ̂j), with weights determined by coregionalization matrix
A. Part 2 derives and implements such estimates, with the addition of dimension
reduction on β.
1.2 Envelope Dimension Reduction
Dimension reduction is the mapping of data from a high-dimensional space to a lower-
dimensional space while attempting to preserve the information of interest (Burges,
2010). Part of the motivation for this originates from the “curse of dimensionality”
(Bellman, 1966). As the dimension of the random variables increases, the number of
observations required to cover the space increases exponentially. This is a problem
of ‘not enough’ variation within the observed data. In linear regression, this problem
can manifest itself with a large number of predictors. If the predictors are correlated,
their sample covariance may contain small eigenvalues, indicating dimensions with
low coverage and resulting in high variance of parameter estimates (Neter et al.,
1996, Section 7.6). Mapping the data onto a space with lower dimension can result
in better coverage of the space and more accurate inference. However, an opposite
problem can also occur. If certain dimensions contain large amounts of variation that
is irrelevant to the quantities of interest, the large amounts of extraneous variation
can cloud the data, obscuring the quantities of interest. In linear regression with a
multivariate response, this can manifest itself if dimensions of the response contain
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large amounts of variation that are invariant to the predictors (Cook et al., 2010). In
this case, dimension reduction that omits large amounts of variation may be desirable.
Envelope methods, first introduced by Cook et al. (2010), are likelihood-based
methods for dimension reduction that partition data variation into ‘material’ and
‘immaterial’ variation. By projecting the data onto the envelope, the smallest linear
subspace that contains all the material variation, substantially better inference on
model parameters can be achieved. Since their original introduction for multivariate
response regression, many other envelope models for various scenarios have been
developed. A review of existing envelope models is given in Lee and Su (2020). The
majority of envelope models have been developed for independent data, often an
untenable assumption for spatial data. The focus of this dissertation will be response
envelopes Cook et al. (2010) and predictor envelopes Cook et al. (2013), giving novel
extensions of these methods for spatial data.
1.2.1 Response Envelopes
Consider the linear regression of an r × 1 response ~Y on a p× 1 predictor.
~Y | ~X = βT ~X + ~εY |X , (1.5)
where β is a p × r matrix of regression coefficients and ~εY |X is a r × 1 multivariate
normal error term with mean zero and covariance ΣY |X . The goal is to make infer-
ence on the regression coefficients β. For ease of notation, we temporarily assume
there is no constant intercept term in the regression equation. Given n independent
observations of the response, ~Yi, ~Xi, i = 1, . . . , n, the MLEs for β are the ordinary




where X,Y are n× p and n× r observation matrices with rows ~XTi , ~Y Ti respectively.




(XTX)−1 ⊗ΣY |X ,
The variance of the OLS estimates is inversely proportionate to the magnitude of
XTX and proportionate to the magnitude of ΣY |X . If ΣY |X contains dimensions with
large amounts of variation, this results in high variance of the regression estimates.
If these dimensions are invariant to changes in the predictors, and therefore contain
no information on β, it is desirable to omit them.
Let [Γ1 Γ0] be an r × r orthogonal matrix, where Γ1 is the first u < r columns.
Then the response envelope is introduced with the parameterization





βT = Γ1η, (1.7)
where Ω1 is a u × u covariance matrix, Ω0 is a (r − u) × (r − u) covariance matrix,
and η is a u× p matrix. Equation 1.6 separates the covariance into two independent
sources of variation. Equation 1.7 places the regression coefficients within the space
of the first source of variation, E = span(Γ1), a u-dimensional subspace called the
envelope. This parameterization omits immaterial variation Ω0 from the estimation
of β. If the immaterial variation is large, ‖Ω0‖  ‖Ω1‖, this results in dramatic
improvements in the estimation of β.
Cook et al. (2010) derived the MLEs for the response envelope parameters as-
suming independent observations. Envelope dimension u is selected via BIC, AIC,
or some other model selection technique (Ding et al., 2018). Rekabdarkolaee et al.
(2020) developed a response envelope for spatial data, assuming the error term follows
a Gaussian process with separable covariance.
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1.2.2 Predictor Envelopes
Again assume the linear regression of Equation 1.5. The variance for the MLE of
β is inversely proportionate to the magnitude of XTX, the sample variance of the
predictors. If the sample variance contains small eigenvalues, this will result in high
variance for β̂OLS. If variation in the predictors along dimensions associated with
small eigenvalues have no effect on the response, it is desirable to omit these dimen-
sions.
Because envelope models are a likelihood-based method for dimension reduction,
predictor envelopes require joint modeling of the predictors. Assume ~Y , ~X are jointly
multivariate normal, where Var[ ~X] = ΣX . Let [Φ1 Φ0] be a p× p orthogonal matrix,







β = Φ1ηX , (1.9)
where ∆1 is a u×u covariance matrix, ∆0 is a (p−u)×(p−u) covariance matrix and
ηX is a u×r matrix. Equation 1.8 separates the covariance of ~X into two independent
sources of variation. Equation 1.9 places the regression coefficients within the space
of the envelope E = span(Φ1). This parameterization omits the immaterial variation
of ~X, given by ∆0, from the estimation of β. Contrary to response envelopes, if the
immaterial variation is small, ‖∆0‖  ‖∆1‖, this results in dramatic improvements
in the estimation of β.
Cook et al. (2013) derived MLEs for the predictor envelope parameters assuming
independent observations. Envelope dimension u is selected via BIC, AIC, or some
other model selection technique. Prior to this dissertation, there has been no work
expanding predictor envelopes to spatial data.
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1.3 Outline of the Dissertation
The rest of this dissertation is composed of three self-contained parts. Part 2 develops
and studies the LCM response envelope, expanding the response envelope method
to a flexible class of spatial models. It is shown how the response envelope can
be introduced into the LCM. Maximum likelihood estimates for the parameters are
derived and the potential advantages over the traditional LCM discussed. The method
is further studied through simulation and the analysis of an agricultural data set.
Part 3 develops and studies the spatial predictor envelope, an adaptation of the
predictor envelope for spatial data. The predictor envelope is introduced into a pop-
ular spatial model. Maximum likelihood estimates for the model parameters are de-
rived, and the potential advantages over the original spatial model discussed. Asymp-
totic distributions of the parameter estimates are derived. The method is further
studied through simulation and the analysis of a geochemical data set.
Part 4 presents some of the work completed during my internship at the USGS
Earth Resources Observation and Science (EROS) Center. A massive satellite data
set, originating from the Global Ecosystem Dynamics Investigation (GEDI) instru-
ment aboard the International Space Station, is analyzed, with the goal of making
spatially complete predictions of canopy height across the Black Hills of South Dakota.
Using the Nearest Neighbor Gaussian Process (Datta et al., 2016), the spatial corre-
lation of observations is leveraged to improve upon the currently favored technique
for utilizing GEDI data.
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Part 2
Response Envelopes for Linear
Coregionalization Models
Abstact
Dimension reduction provides a useful tool for statistical analysis of high-
dimensional data. In this paper, we develop a parsimonious multivariate
spatial regression model with a non-separable covariance function. The
efficacy of this new solution is illustrated through simulation studies and
a real data analysis. Our simulation study shows that for cases where the
marginal spatial correlations are different from each other, the proposed
non-separable model outperforms the related separable model.
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2.1 Introduction
Advances in technology provide access to high-dimensional data sets, leading to many
theoretical and computational challenges in statistics. Dimension reduction is a valu-
able tool that maps high-dimensional data to a lower dimension while preserving
information of interest, which can improve estimation efficiency, ease of interpreta-
tion/visualization and computation. Cook et al. (2010) proposed envelope methods
for dimension reduction with multivariate linear regression models. Envelopes assume
certain linear combinations of the multivariate random variables of interest are imma-
terial to estimation of the regression coefficients. The method has been expanded to
other areas of statistics, including multivariate predictors for linear regression models
(Cook et al., 2013), simultaneous reduction of response and predictor variables (Cook
and Zhang, 2015b), generalized linear models (Cook and Zhang, 2015a), discriminant
analysis (Zhang and Mai, 2019), and tensor regression (Li and Zhang, 2017).
Most of the models and methods for estimation developed around envelopes as-
sume independent observations. However, for spatial data where observations are
correlated based on their relative positions in space, this assumption is not appropri-
ate (Cressie, 2015). Adapting the envelope methodology to the spatial setting evokes
a difficult problem in spatial statistics: modeling multivariate spatial processes. De-
vising models that describe the spatial correlation between locations as well as the
correlation between the marginal variables is not a trivial task (Genton and Kleiber,
2015). Rekabdarkolaee et al. (2020) developed a response envelope for spatial regres-
sion with an r-dimensional response that assumes the error term is a multivariate
Gaussian process with a separable covariance function (Mardia and Goodall, 1993).
The separable covariance function assumes the spatial correlation is identical for all
marginal distributions. Although this assumption is convenient, there are cases where
a separable covariance function is too restrictive.
The Linear Coregionalization Model (LCM; Matheron, 1982) provides a more gen-
19
eral spatial model. The LCM assumes the spatial process is a linear combination of
independent Gaussian processes. The marginals are allowed to have different spa-
tial correlations by placing different weights on the component Gaussian processes.
The LCM is sometimes assumed to be a sum of independent multivariate Gaussian
processes, each with separable covariance; see for example Goulard and Voltz (1992)
and Zhang (2007). The number of components is taken to be less than or equal
to the dimension of the multivariate process of interest, r. This method requires
the estimation of an r × r covariance matrix for every additional spatial component.
In this paper, we employed the LCM formulation proposed by Gelfand et al. (2002);
Schmidt and Gelfand (2003) which assumes the process is a linear transformation of r
independent univariate Gaussian processes. This formulation allows r distinct spatial
components but requires the estimation of only a single r× r covariance matrix. The
response envelope structure of Cook et al. (2010) is introduced into the LCM, yielding
a new spatial envelope model that addresses the non-separability of the multivariate
spatial process and contains the separable spatial envelope of Rekabdarkolaee et al.
(2020) as a special case. The proposed model excludes immaterial variation in the
response to improve estimation of the regression coeffecients while modeling complex
spatial behavior in the error. Maximum likelihood estimates (MLEs) for the model
parameters are derived.
The rest of the paper is organized as follows: Section 2.2 contains a brief review of
response envelopes and the separable spatial envelope method. The proposed LCM
response envelope method and its theoretical properties are detailed in Sections 2.3
and 2.4. Section 2.5 provides a simulation study that compares the finite sample
performance of the proposed method with other approaches. Section 2.6 gives an
example analysis on an agricultural data set. We conclude the paper with a short
discussion in Section 2.7.
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2.2 Brief Review
In this section, we briefly review the envelope and separable spatial envelope models.
2.2.1 Response Envelopes
Consider a linear regression with an r-dimensional response ~Y = [Y1 · · ·Yr]T , and
p-dimensional non-stochastic predictors ~X = [X1 · · ·Xp]T ,
~Y = ~µ+ β ~X + ~ε,
where ~µ is an unknown intercept, β is an unknown r × p matrix of regression coeffi-
cients and ~ε ∼ N(~0,Σ) is a normal error term. The goal is to make inferences about
the regression coefficients β. Suppose there exists linear combinations of the response
with distributions invariant to changes in the predictors. Specifically, let E ⊂ Rr be
the linear subspace of minimal dimension such that
QE ~Y | ~X = ~x1 ∼ QE ~Y | ~X = ~x2 (2.1)
(PE ~Y ⊥ QE ~Y )| ~X, (2.2)
where PE is a projection onto E andQE is a projection onto the orthogonal complement
of E . Space E is called the envelope. Condition 2.1 requires that the marginal
distribution of QE ~Y be invariant to changes in ~X, while Condition 2.2 prevents QE ~Y
from being affected by changes in ~X through correlation with PE ~Y . These conditions
serve to divide the variation of ~Y | ~X into variation that is ‘material’ to the regression
and variation that is ‘immaterial’ to the regression (Cook et al., 2010). Response
envelopes provide the greatest gains in efficiency when the response variables are
highly correlated and the magnitude of the immaterial variation is large relative to
the material variation. If a small fraction of the variation is material to the regression,
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then by incorporating this into the model we can estimate β with a proportionally
small fraction of the variation.
Let u be the dimension of E , Φ1 be an r× u orthogonal basis for E and Φ0 be an
r×(r−u) orthogonal basis for the orthogonal complement, E⊥. By a orthogonal basis,
it is meant ΦT1 Φ1 = Iu. By orthogonal complement, it is meant ~v1 ∈ E and ~v2 ∈ E⊥
implies ~vT1 ~v2 = 0. Conditions 2.1 and 2.2 are equivalent to the parameterizations






where α is the u × p matrix of coordinates for β with respect to basis Φ1 and ∆1
and ∆0 are positive-definite covariance matrices for the envelope and the orthogonal
complement respectively, relative to the choice of bases Φ1, Φ0. Because the linear re-
lationship of ~Y and ~X, described by β, occurs in dimensions spanned by Φ1, variation
that is orthogonal to this relationship, Φ0∆0Φ
T
0 , can be excluded from the estimation
of β. The gains in estimation efficiency from this exclusion are proportional to the
magnitude of ∆0.
For fixed u, Cook et al. (2010) developed an objective function for maximum
likelihood estimation of the envelope parameters. The dimension of the envelope, u,
can be chosen using AIC, BIC or likelihood ratio testing (Ding et al., 2018). Cook
et al. (2016) developed an efficient procedure for parameter estimation for the envelope
models that does not require Grassmannian optimization techniques. A more detailed
description of the methodology and theory of envelopes can be found in Cook (2018),
Lee and Su (2020), and references therein.
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2.2.2 Separable Response Envelopes for Spatial Data
The assumption of independent observations is often inappropriate for spatial data,
where observations may be correlated with each other based on their relative position
in space (Cressie, 2015). Rekabdarkolaee et al. (2020) developed a spatial response
envelope that is defined as follows: Let D be some spatial domain on which the
process is observed, typically a subset of Euclidian space, Rd. For s ∈ D, let ~Y (s) be
an r×1 spatial response and ~X(s) a p×1 spatial predictor. The assumed multivariate
spatial regression model is
~Y (s) = β ~X(s) + ~ε(s), (2.5)
where ~ε(s) follows a multivariate Gaussian process with mean zero and covariance
function Cov [~ε(s),~ε(s′)] = ρ(‖s−s′‖; θ)·Σ, where ρ(‖·‖; θ) is a valid spatial correlation
function depending on unknown parameters θ and ‖ · ‖ is the Euclidean distance. For
convenience of notation, we temporarily assume there is no constant intercept in the
regression equation. Using the envelope methodology, this model can be written as
~Y (s) = Φ1α ~X(s) + ~ε(s)










where envelope parameters Φ1,Φ0,∆1,∆0,α are defined in Equations 2.3 and 2.4.
Model 2.6 assumes that all response variables have the same marginal spatial corre-
lation function, ρ(‖s−s′‖; θ). This is called separable spatial covariance (Mardia and
Goodall, 1993; Wackernagel, 2013). We will refer to the model in Equation 2.6 as the
Separable Envelope. Given n observations of the process described in Equation 2.6
at locations s1, . . . , sn, let X and Y be n×p and n×r matrices formed by rows of ob-
servations ~X(si)
T and ~Y (si)
T respectively, and let ρ(θ) be the n×n matrix formed by
[ρ(θ)]ij = ρ(‖si−sj‖; θ). The maximum likelihood estimate of β is β̂SE = Φ̂1Φ̂T1 β̂GLS,
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are the generalized least squares (GLS)
estimates. Parameter estimates Φ̂1 and θ̂ are obtained by minimizing the following
objective function
Φ̂1, θ̂ = argmin
G,λ
{
n log |GTSY |X(λ)G|+ n log |GTSY (λ)−1G|+ r log |ρ(λ)|
}
,
where G and λ are stand-in variables during the optimization for Φ1 and θ respec-
tively, and where SY (λ) is the sample variance of the decorrelated response ρ(λ)
− 1
2Y







The estimation procedure is in essence estimation of the range parameter θ while si-





2X. This allows the use of the efficient algo-
rithm of Cook et al. (2016), making the procedure computationally fast. More details
can be found in Rekabdarkolaee et al. (2020) and the references therein.
2.3 Response Envelopes for Linear Coregionaliza-
tion Models
In this section, we present the proposed method and MLEs of the parameters of
interest.
2.3.1 Method
The separability assumption in Rekabdarkolaee et al. (2020) can be too restrictive
for some applications, particularly when the spatial correlations of the marginal vari-
ables Yk(s), for k = 1, . . . , r, are quite different. This motivates the development of
multivariate spatial response envelopes with more flexible covariance functions. We
propose to combine the Linear Coregionalization Model (LCM; Matheron, 1982) with
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the envelope conditions. The LCM assumes the process is a linear combination of
independent spatial processes. Gelfand et al. (2002); Schmidt and Gelfand (2003)
formulate the LCM assuming the multivariate process is a linear transformation of
r univariate, independent Gaussian processes of unit variance. This formulation is
written as
~Y (s) = ~µ+ β ~X(s) +A~ε(s), (2.7)
where ~µ denotes the intercept, ~ε = [ε1(s) · · · εr(s)]T with εk(s) ∼ GP(0, ρk(·)) for valid
correlation functions ρk(·) for k = 1, . . . , r, andA = [ ~A1 · · · ~Ar] is an r×r matrix called
the coregionalization matrix. The LCM corresponds with a separable model when
all of the correlation functions are identical, i.e. ρ1(·) = ρ2(·) = · · · = ρr(·). Note





k , which depends only on crossproducts
of the columns of A. Furthermore, since Var[A~ε(s)] = Σ = AIrA
T = AAT , there
are r(r+ 1)/2 parameters required to define the covariance at a single fixed location.
Gelfand et al. (2002); Schmidt and Gelfand (2003) assumed A to be a lower trian-
gular matrix. We assume A = ΓΩ1/2, where Γ = [~Γ1 · · · ~Γr] is an orthogonal matrix
and Ω = diag(ω1 . . . ωr) is a diagonal matrix. Matrices Γ and Ω are the spectral de-
composition of Σ, providing the eigenvectors and eigenvalues respectively. Gaussian
processes εk(s) are assumed to have zero mean and unit variance with Matérn cor-
relation functions (Genton, 2001, Equation 12), possibly with the addition of white
noise. We assume each εk(s) has individual range parameter θk and shared smooth-
ness parameter ν. However, any set of r valid correlation correlation functions could
potentially be assigned to the errors εk(s). Thus, the LCM presented in Equation 2.7
is rewritten as
~Y (s) = ~µ+ β ~X(s) + ΓΩ1/2~ε(s). (2.8)
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The model (2.8) can be viewed as a rotation of r independent Gaussian processes
ω
1/2
k εk(s). If Γ = Ir, then the response marginals Yk(s) remain independent. However,
a rotation off of the canonical axes Γ 6= Ir will correlate some marginals with others.
The process can be decorrelated by rotating backwards
ΓT ~Y = ΓT~µ+ ΓTβ ~X(s) + Ω1/2~ε(s),
yielding r independent univariate processes, ~ΓTk
~Y (s).
While the orthogonal formulation of Equation 2.8, the lower triangular formulation
of Schmidt and Gelfand (2003), and an LCM with unconstrained coregionalization
matrix A can produce any single-location covariance Var[A~ε(s)] = Σ and any set of
correlation functions for the latent processes ~εk(s), the possible covariances between
distinct locations Cov[A~ε(s),A~ε(s′)] can be algebraically different. All simulations
in Section 2.5 were repeated using lower triangular A, where A was set to be the
Cholesky decomposition of Σ = ΓΩΓT . The results are indistinguishable, suggesting
that only Σ and the spatial parameters θk are important for the estimation of β.
The envelope structure can be introduced to the LCM by making the following
partitions
Γ = [Γ1 Γ0], Ω =
Ω1 0
0 Ω0




and assuming β = Γ1η, where Γ1, Ω1 and ~ε1(s) are arbitrarily chosen to be the first
u dimensions of Γ, Ω and ~ε(s). The LCM presented in Equation 2.8 can then be
rewritten as
~Y (s) = ~µ+ Γ1η ~X(s) + Γ1Ω
1/2




which we call the LCM Envelope. Note that β = Γ1η is contained within the
span of Γ1. Therefore, latent errors Ω
1/2
0 ~ε0(s), which vary along eigenvectors Γ0,
represent variation that is orthogonal to the relationship of ~Y (s) and ~X(s), and
therefore omitted from the estimation of β.
If u = r, Equation 2.9 corresponds with a full LCM. If u = 0, Equation 2.9
corresponds to an LCM with no predictor effects, i.e. β = 0. Note that the backward-
rotated process can be written as
~ΓTk ~Y (s) =

αk + ~ηk ~X(s) + ω
1/2
k εk(s) for k = 1, . . . u
αk + ω
1/2
k εk(s) for k = u+ 1, . . . r
, (2.10)
where ~ηk is the kth row of η and αk is the scalar ~Γ
T
k ~µ.
Specification of Σ requires r(r + 1)/2 parameters. There are u · p parameters
needed to specify η, r parameters to specify the intercept ~µ, r parameters to estimate
the ranges θ = {θ1, · · · , θk}, and 1 parameter for smoothness. If a white noise term
is included for every εk(s), that adds another r parameters to fully specify the model.
The above parameter count is a (r−u) · p reduction in parameters over the full LCM
of Equation 2.8. It is, however, an additional r − 1 parameters over the Separable
Envelope of Equation 2.6 for identical u.
Model parameters can be estimated using maximum likelihood estimation, as
described in Section 2.3.2. Envelope dimension u can be estimated via BIC, AIC,
or some other model selection technique. Inferences about the estimated parame-
ters, particularly confidence intervals for β̂, can be made using parametric bootstrap.
Given the estimated parameters η̂, Γ̂, Ω̂, θ̂ from the original data, data can be re-
peatedly simulated according to Equation 2.9, re-estimating the parameters for each
simulation.
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2.3.2 Maximum Likelihood Estimation
Temporarily assume the envelope dimension u is known. The parameters to be es-
timated are Γ, Ω, η, θ1, . . . , θr, and ν. Given n observations at locations s1, . . . , sn
of the process described in Equation 2.9, let X,Y be n × p and n × r matrices
formed by rows of observations ~X(si)
T , ~Y (si)
T , respectively. Let X̃ = [~1n X] with
the first column corresponding to the intercept and ρ(θk) be an n× n matrix formed
by [ρ(θk)]ij = ρ(‖si − sj‖; θk). The MLEs of Γ and θ = {θ1, . . . , θr} are given by
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where O and λ = {λ1, . . . , λr} are stand-in variables during the optimization for Γ












































Recall from Equation 2.10 that αk = ~Γ
T
k ~µ and ~ηk is the kth row of η. The MLEs for
αk and ~ηk for k = 1, . . . , r are


















, for k = u+ 1, . . . , r. (2.14)
Then the MLE for β is β̂LCME = Γ̂1η̂. The remaining parameter estimates are
the intercept ~̂µ = Γ̂~̂α, variances ω̂k = ~̂Γ
T
kSY |X(θ̂k)
~̂Γk for k = 1, . . . , u, and ω̂k =
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~̂ΓTkSY (θ̂k)
~̂Γk for k = u + 1, . . . , r. Details on the optimization of Objective Function
2.11 and derivations of the estimates can be found in Appendix 2.8.1 and 2.8.2. In
practice, the LCM Envelope is fit to the data for u = 0, . . . , r. The envelope dimension
is then selected via BIC, AIC, or some other model selection technique.
2.4 Theoretical Results
In this section, we present the theoretical properties of the proposed LCM Envelope
model. All proofs are in Appendix 2.8.3. The first proposition states that the LCM
Envelope is the unique LCM of Equation 2.8 that satisfies the envelope conditions.
Proposition 1. Every LCM of Equation 2.8 satisfying the envelope conditions, 2.1
and 2.2, can be written according to Equation 2.9
The next proposition shows that the Separable Envelope is a special case of the
LCM Envelope
Proposition 2. The LCM Envelope with ρ1(·) = ρ2(·) = · · · = ρr(·) is equivalent to
the Separable Envelope.
Finite-sample variances for the LCM Envelope estimates of β are not readily avail-
able. However, by assuming some of the nuisance parameters are known, finite-sample
variances can be derived that are instructive as to when the LCM Envelope estimates
β̂LCME may provide gains over the full LCM estimates β̂LCM with no dimension re-
duction (u = r). We temporarily assume there is no intercept term in the model,
as this eases notation without changing the qualitative conclusions of the following
proposition.
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Proposition 3. Assume r× u envelope basis Γ and spatial parameters θ1, . . . , θr are
known. Then















Var[vec(β̂TLCME)] = (Γ1 ⊗ Ip)D1(Γ1 ⊗ Ip)T . (2.16)
Furthermore,















The potential gains in efficiency over the LCM are proportional to the magnitude





for k = u+1, . . . , r relative to the variation within
the envelope. In a deviation from standard envelope theory, this depends not only on
the magnitude of the variance parameters ωk but also on the spatial parameters θk,







In this section, the finite sample performance of the proposed LCM Envelope is com-
pared with marginal generalized least squares (GLS), the full LCM, and the Separa-
ble Envelope. The GLS method is where a univariate spatial regression (Mardia and
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Marshall, 1984) is performed on each marginal response variable Yk(s). The following
simulations are presented to provide insight to when the LCM Envelope, and spatial
envelopes in general, can be expected to perform well.
For all simulations, data is generated according to the model presented in Equation
2.9 with four response variables, r = 4, one independent variable, p = 1, and envelope
dimension u = 2. The observation locations are randomly generated on a 200 × 200
square region. The regression coefficients are β = Γ1η, where η = [0.5 − 0.5]T , and
Γ1 =


















The variances are Ω1 = diag(ω1, ω1) and Ω0 = diag(ω0, ω0), so that scalar param-
eters ω1, ω0 control the material and immaterial variation. Specifically, if ‖ · ‖ is
the spectral norm, then ‖Ω1‖ = ω1 and ‖Ω0‖ = ω0. The error terms, εk(s), k =
1, . . . , 4, have Matérn correlation functions, shared smoothness ν = 0.5, and ranges
θ = {θshort, θlong, θshort, θlong}, giving an even mixture of ‘short’ and ‘long’ spatial
ranges. The proportions of material and immaterial variation, and the gap between
the short and long spatial ranges, is changed across the different simulation scenarios.
We assumed three simulation scenarios that are detailed below. Each simulation sce-
nario is repeated 1000 times for n = 50, 100, 200. For each simulation, the dimension
of the envelope u is selected via minimum BIC score. The average of ‖β̂−β‖2 is used
to compare different models.
First Scenario: The first scenario is for cases where there is little correlation between
the response variables, the material variation is similar to the the immaterial variation,
and the marginal spatial ranges are similar. Specifically, we set ‖Ω1‖ = 4, ‖Ω0‖ = 6
and θshort = 40, θlong = 60. Table 2.1 provides the results. Because the material and
immaterial variation are comparable in magnitude, the spatial envelope models offer
no benefit over GLS and the full LCM. This finding is in line with existing knowledge
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on envelopes. Furthermore, because the marginal spatial ranges are similar, the LCM
Envelope and Separable Envelope perform similarly.
Table 2.1: Estimation accuracy comparison based on the mean (standard deviations
in parentheses) of ‖β̂ − β‖2 for different methods, with ‖Ω1‖ = 4, ‖Ω0‖ = 6 and
θshort = 40, θlong = 60. Smaller errors show better performance.
Model n = 50 n = 100 n = 200
Marginal GLS 0.928 (0.023) 0.303 (0.007) 0.104 (0.003)
Full LCM 0.916 (0.023) 0.319 (0.008) 0.108 (0.003)
Separable Envelope 0.927 (0.022) 0.327 (0.008) 0.108 (0.003)
LCM Envelope 0.928 (0.023) 0.338 (0.008) 0.113 (0.003)
Second Scenario: The second scenario is for cases where the response variables
are highly correlated with each other, the material variation is small relative to
the immaterial variation, and the marginal ranges are similar. Specifically, we set
‖Ω1‖ = 1, ‖Ω0‖ = 10 and θshort = 40, θlong = 60. Table 2.2 provides the results.
Because the material variation is relatively small, both spatial envelope models out-
perform the full LCM and GLS. However, because the marginal spatial ranges are
similar, the LCM Envelope and Separable Envelope perform similarly.
Table 2.2: Estimation accuracy comparison based on the mean (standard deviations
in parentheses) of ‖β̂ − β‖2 for different methods, with ‖Ω1‖ = 1, ‖Ω0‖ = 10 and
θshort = 40, θlong = 60. Smaller errors show better performance.
Model n = 50 n = 100 n = 200
Marginal GLS 0.986 (0.030) 0.325 (0.010) 0.118 (0.004)
Full LCM 0.988 (0.030) 0.340 (0.010) 0.118 (0.003)
Separable Envelope 0.391 (0.027) 0.093 (0.008) 0.032 (0.003)
LCM Envelope 0.410 (0.028) 0.091 (0.008) 0.031 (0.003)
Third Scenario: The third scenario is for cases where the response variables are highly
correlated with each other, the material variation is small relative to the immaterial
variation, and the marginal ranges are quite different. Specifically, we let ‖Ω1‖ =
1, ‖Ω0‖ = 10, and θshort = 10, θlong = 100. Table 2.3 provides the results. In this
scenario, the LCM Envelope performs the best, reflecting its ability to model diverse
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marginal spatial ranges. However, it should be noted that even under such differing
marginal ranges, the Separable Envelope does quite well and offers significant gains
in efficiency over GLS and full LCM.
Table 2.3: Estimation accuracy comparison based on the mean (standard deviations
in parentheses) of ‖β̂ − β‖2, for different methods, with ‖Ω1‖ = 1, ‖Ω0‖ = 10 and
θshort = 10, θlong = 100. Smaller errors show better performance.
Model n = 50 n = 100 n = 200
Marginal GLS 1.753 (0.064) 0.742 (0.025) 0.249 (0.009)
Full LCM 1.751 (0.065) 0.692 (0.023) 0.249 (0.009)
Separable Envelope 1.018 (0.065) 0.344 (0.025) 0.078 (0.007)
LCM Envelope 0.764 (0.056) 0.268 (0.021) 0.055 (0.006)
For all simulations, the full LCM performs similar to marginal GLS. This suggests
the LCM provides flexibility for modeling the marginal distributions, but does not
provide any advantages alone for estimating β. Both spatial envelope models out-
perform the the full LCM and marginal GLS when the material variation is small
relative to the immaterial variation. Furthermore, the LCM Envelope can provide
more accurate inference than the Separable Envelope in situations when there are er-
ror terms εk(s) with very different ranges relative to the density of points, especially
when some of the error terms have effective spatial ranges shorter than the distance
between observations. This is due to some improvements in the estimation of the
envelope space, E = span(Γ1), but in our experience, the more significant differences
arise in the estimation of ~ηk. The LCM Envelope and Separable Envelope perform
similarly in selecting dimension u. Figure 2.1 shows a frequency plot of the selected
dimension u via BIC for the third scenario and n = 200.
General recommendations for using spatial envelopes are as follows: First fit the
Separable Envelope to the data and examine the magnitudes of ‖Ω0‖ and ‖Ω1‖
and/or compare the asymptotic variances to that of the full model with u = r. If
‖Ω0‖ << ‖Ω1‖ and/or the asymptotic variance compare favorably for the envelope,
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Figure 2.1: Selected dimension u via BIC for LCM Envelope and Separable Envelope
over 1000 simulations.
then a spatial envelope model seems appropriate. Furthermore, if the variables appear
to have different spatial ranges, fit the LCM Envelope as well and compare likelihood
scores to the Separable Envelope. Conclude by computing bootstrap samples with
the chosen envelope.
2.6 Real Data
In this section, we apply the proposed method to an agricultural data set. The main
purpose of this data analysis is to provide an insight to how the proposed approach
can be used to find the reduced response space in multivariate spatial data analysis.
The data set analyzed was received from the South Dakota State University De-
partment of Agronomy, Horticulture and Plant-Science. After removing incomplete
observations, the data set contains n = 471 observations of different soil components
that have been shown to be important to prediction of crop yields. The response
variables are phosphorous, potassium, zinc, the PH level of the soil, nitrate, and am-
monium. The goal of the study is to find the effects of soil’s nitrogen and carbon in
grams per kilogram on the response variables after the harvesting season. Figures 2.2
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Figure 2.2: Plots of the response variables over the study area.
and 2.3 shows the maps of the response variables and independent variables over the
study area.
Both the Separable and LCM Envelope models estimate the dimension of the
envelope to be 4. The negative log-likelihood for Separable Envelope model and LCM
Envelope model are 7233 and 7177, and the BIC for the two models are 14589 and
14478, respectively. Therefore, using BIC and negative log-likelihood, the proposed
LCM Envelope outperforms the Separable Envelope in terms of the fit. Table 2.4
shows the estimated values for the regression coefficients using the LCM Envelope
model. Based on the estimated values, after harvesting season, nitrogen has a larger
effect on phosphorous and potassium while carbon only effects the potassium. The
negative relationship between nitrogen levels and the nitrate and ammonium levels
could be due to the soil samples being taken after harvest and the soil carbon and
nitrogen content being depleted after use. These results supports the agricultural
findings of Clay et al. (1997).
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Figure 2.3: Plots of the predictors over the study area.
Table 2.4: Estimates of the regression coefficients using LCM Response Envelope
(u = 5) and Separable Response Envelope (u = 5).
LCM Response Envelope Separable Response Envelope
Nitrogen Carbon Nitrogen Carbon
Phosphorous 6.724 0.001 6.706 -0.008
Potassium 25.002 2.651 26.028 2.472
Zinc 0.659 0.003 0.808 0.002
PH -0.408 0.008 -0.286 0.008
Nitrate -0.605 0.025 -0.593 0.024
Ammonium -0.160 -0.003 -0.156 -0.002
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2.7 Conclusion
Due to advances in data collection, multivariate spatial data are becoming increas-
ingly available in different areas of science. In this paper, we presented a parsimonious
multivariate spatial regression with non-separable covariance. The presented formu-
lation of the LCM is novel, interesting in its geometric interpretation, and has some
advantages over existing likelihood approaches. Our method does not require an EM
algorithm, such as Zhang (2007), which suffers from the repeated inversion of nr×nr
matrices that can be slow to converge. It also has the advantage that for large n,
covariance approximations such as those described in Heaton et al. (2019) for the
inverse and determinant of ρ(θk) can be easily applied.
The emphasis of this work is providing a flexible multivariate spatial regression
that can provide more efficient estimation for the regression coefficients compared
to the traditional maximum likelihood estimators. The proposed methodology can
characterize complex dependency and cross-dependency structures of the response
variables. We compared the estimation accuracy of the proposed LCM spatial en-
velope with other popular approaches and have shown the cases that it is beneficial
to use this model. The presented formulation of the response LCM Envelope model
can be expanded to other settings such as the predictor envelope, simultaneous en-
velopes, and envelopes for discriminant analysis. The investigation for these more
general cases is under way. Devising efficient algorithms for estimating Γ when the




Let Y and X be observation matrices for the response and predictors respectively,
and without loss of generality assume |Γ| = 1 where |·| denotes the determinant of the
matrix. Every orthogonal matrix has determinant 1 or −1, and if Γ had determinant
−1, this could be rectified by switching the sign of one column ~Γk → −~Γk. The









Then the distribution of Y |X can be written as
fY |X(Y ) = fY |X(Y Γ)/|Γ| = fY |X(Y Γ) (2.18)
using well known theory on transformation of random variables and the fact that the
determinant of the orthogonal matrix is one. Thus, the formulation of Equation 2.10
provides a tractable way to write the log-likelihood
















Y ~Γk − αk~1−X~ηk for k = 1, . . . , u
Y ~Γk − αk~1 for k = u+ 1, . . . , r
.
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Let X̃ = [~1 X]. Differentiating with respect to [αk ~ηk] for k = 1, . . . , u and αk for
k = u+ 1, . . . , r and equating to zero shows that


















, for k = u+ 1, . . . , r.
Substituting back into the log-likelihood yields the partially maximized
























































for k = u+ 1, . . . , r
(2.19)






Substituting back into the likelihood yields the partially maximized
L2(Γ, θ) = −
nr
2











The MLEs of Γ, θ are given by










The MLE of β is then
β̂LCME = Γ̂1η̂ (2.21)
2.8.2 Objective Function Optimization
The constraint ΓΓT = Ir gives a unique aspect to the problem. The set of all r × r
orthogonal matrices is called the orthogonal group, O(r) ⊂ Rr2 , a Lie group containing
two connected components, the set of elements with determinant 1 and the set of
elements with determinant −1. The set of orthogonal matrices with determinant 1
is a subgroup called the special orthogonal group SO(r). Without loss of generality,
we can assume that parameter Γ ∈ SO(r).
Local extremum of objective functions Q with respect to Γ need not have zero
derivative ∂Q
∂Γ
= 0. For a local minimum, it necessary that ∂Q
∂Γ
vanishes in the tangent
space to SO(r), which at point Γ ∈ SO(r) is the linear subspace of B ∈ Mr×r(R)
defined by
TΓSO(r) = {ΓB : BT + B = 0}.





(Γ∗) is the gradient evaluated at Γ∗ (Wen and Yin, 2013, Lemma 1). Any
optimization algorithm needs to preserve orthogonality each iteration. One option
is to maximize with respect to Γ using an algorithm with orthogonality constraints,
such as Wen and Yin (2013). The algorithm can alternate between maximizing with
respect to Γ (constrained) and maximizing with respect to θ (unconstrained) until
some convergence criterion is met. An alternate method is to parameterize Γ with
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the Cayley Transform
Γ = (I−B)−1(I + B)
for skew-symmetric matrix B. Matrix B is fully defined by the unconstrained lower
triangular elements, excluding the diagonal, b1, . . . , br(r−1)/2. Therefore, Equation 2.11
can be optimized over the r(r+1)/2 unconstrained parameters b1, . . . , br(r−1)/2, θ1, . . . , θr
using an off-the-shelf optimization routine.
Simulations have shown that Equation 2.11 has an abundance of local minima
with respect to Γ. However, using the estimated values from the Separable Envelope
as the initial values seems to consistently yield ‘good’ local minima.
2.8.3 Theoretical Properties
Proof of Proposition 1
Assume the envelope conditions, 2.1 and 2.2, are satisfied. Cook et al. (2010) proved




























where orthogonal matrices Γ1 = Φ1Ψ1 and Γ0 = Φ0Ψ0 and Ω1 and Ω0 are diagonal
matrices. Letting Γ = [Γ1 Γ0],
β = Φ1α = ΓΓ
TΦ1α.
Orthogonal matrices Γ0 and Φ1 span orthogonal subspaces, so Γ
T






where η = ΓT1 Φ1α, thus deriving a diagonalizing parameterization for the envelope.
Letting Ω = diag{Ω1, Ω0}, the spectral decomposition of Σ is ΓΩΓ. Because the
spectral decomposition is unique up to permutations of the rows of Γ and correspond-
ing diagonal entries of Ω, assuming the LCM of Equation 2.8 then implies the LCM
Envelope of Equation 2.9.
Proof of Proposition 2














Because β = Γ1η, the first two moments are equivalent to the Separable Envelope.
A Gaussian process is fully defined by the first two moments, implying the models
are equivalent.
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Proof of Proposition 3
Because latent errors εk(s) are independent form each other, by the formulation in
Equations 2.10 the columns of Y Γ, which are equal to Y ~Γk, are independent from
each other with variance ωkρ(θk). The rows of η, represented as ηk, are the regression






T ] = ωk(X
Tρ(θk)X)
−1.
Because the columns Y ~Γk are independent from each other, the off-diagonal blocks
of Var[vec(η̂T )] are zero, proving Equation 2.15. Then
Var[vec(β̂T )] = Var[vec(η̂TΓT1 )]
= Var[(Γ1 ⊗ Ip)vec(η̂T )]
= (Γ1 ⊗ Ip)D1(Γ1 ⊗ Ip)T
proving Equation 2.16.
For the full LCM estimates, we apply the same reasoning as above, but for k =
1, . . . , r, to achieve






(Γ1 ⊗ Ip) (Γ0 ⊗ Ip)
]D1 0
0 D0
[(Γ1 ⊗ Ip) (Γ0 ⊗ Ip)]T
= (Γ1 ⊗ Ip)D1(Γ1 ⊗ Ip)T + (Γ0 ⊗ Ip)D0(Γ0 ⊗ Ip)T .
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Subtracting Var[vec(β̂T )] gives Equation 2.17. Because D0 is semi-positive-definite,





Predictor envelopes are a method of dimension reduction for regression
that assumes there exists linear combinations of the predictors which are
immaterial to the regression. The method can result in substantial gains
in estimation efficiency and prediction accuracy over traditional maxi-
mum likelihood and least squares estimates. While predictor envelopes
have been developed and studied for independent data, no work has been
done on predictor envelopes for spatial data. In this work, the predictor
envelope is adapted to popular spatial model to form the spatial pre-
dictor envelope (SPE). Maximum likelihood estimates for the SPE are
derived, along with asymptotic distributions for the estimates given cer-
tain assumptions. The model is further studied through simulation and




Spatial linear regression is a popular model for spatial data, used either to estimate
and interpret the relationship between different spatial variables, as is common in
the analysis of agricultural trials (Lambert et al., 2004; Begueŕıa et al., 2013), or to
use the linear predictors to assist the interpolation/prediction of a spatial response,
as in the regression-kriging procedure (Hengl et al., 2007; Stein, 2012, Section 1.5).
Estimates of the regression coefficients are often the generalized least squares (GLS)
estimates, which are the maximum likelihood estimates for many spatial models Mar-
dia and Marshall (1984). A large number of correlated predictors can result in high
variance of the GLS estimates and subsequent poor prediction of the response. This is
often addressed through dimension reduction, where the response is regressed on the
predictors projected onto a lower dimensional space. Many proposed methods for pre-
dictor dimension reduction for spatial regression are purely algorithmic. For example,
Junttila and Laine (2017) used principal component regression, while Sampson et al.
(2013) and Wijewardane et al. (2016) used partial least squares. These methods use
algorithms for dimension reduction designed for independent data, only addressing
the spatial correlation on the back-end, when regressing the response on the reduced
predictors. Others have used a Bayesian approach: Taylor-Rodriguez et al. (2019)
used a spatial factor model, where the response is linked to the predictors through a
small number of latent spatial variables. In this paper, we propose a likelihood-based
approach, called the Spatial Predictor Envelope.
Predictor envelopes (Cook et al., 2013) are a likelihood-based method of dimension
reduction for regression that assume certain linear combinations of the predictors
are immaterial to the regression and therefore can be excluded. This can result in
massive gains in efficiency for parameter estimation and prediction accuracy. Along
with predictor envelopes, many other envelope models have been developed. Lee and
Su (2020) provide an extensive review of advances in envelope methods.
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Predictor envelopes have only been developed and studied assuming independent
observations, an assumption that is often untenable for spatial data (Cressie, 2015;
Rekabdarkolaee et al., 2020). Rekabdarkolaee et al. (2020) developed a spatial adap-
tation to the response envelope (Cook et al., 2010) that provides substantial advantage
over the original response envelope for spatial data, as well as over other contemporary
spatial models.
In this paper, we propose the Spatial Predictor Envelope (SPE), providing a
likelihood-based method for estimating the reduced predictor space and remaining
model parameters. The model is an adaptation of the popular ‘separable’ multivari-
ate spatial model (Mardia and Goodall, 1993), where the covariance between the
response and predictors is of reduced rank via the predictor envelope. Maximum like-
lihood estimates (MLEs) are derived and the model and corresponding estimates are
studied through simulation and a data analysis. The simulations and data analysis
are carried out with a univariate response, performing envelope dimension reduction
on a multivariate predictor. However, the theory remains the same for a multivari-
ate response, with meaningful changes only in notation. Therefore, the theoretical
developments of this paper allow for a multivariate response to keep the notation as
general as possible.
The rest of the paper is organized as follows: Section 3.2 gives a brief review of
predictor envelopes and spatial regression. Section 3.3 presents the SPE model and
parameter MLEs. Section 3.4 discusses the potential gains over the original spatial
regression model and asymptotic distributions of the parameter estimates. Section 3.5
provides simulation studies and Section 3.6 gives a real data analysis on a geochemical
data set. Some technical details and proofs are given in the Appendix.
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3.2 Brief Review
In this section, the predictor envelope and spatial regression are briefly reviewed.
3.2.1 Predictor Envelopes
Consider the linear regression model
~Y | ~X = ~µY |X + βT ~X + ~εY |X , (3.1)
where ~Y is an r×1 response, ~X is a p×1 predictor, ~µY |X is an r×1 intercept vector,
β is an p × r matrix of regression coefficients and ~εY |X is an r × 1 error term with
zero mean and constant variance. Under normality and iid assumptions, the MLE for
β is the ordinary least squares estimate. Predictor envelopes assume certain linear
combinations of the predictors are invariant to changes in the response (Cook et al.,
2013). Let ~Y and ~X be jointly multivariate normal. The envelope, E ⊂ Rp, is the
smallest subspace of the predictor space such that
QE ~X|~Y = ~y1 ∼ QE ~X|~Y = ~y2 (3.2)
PE ~X ⊥ QE ~X, (3.3)
where PE and QE are projections onto the envelope and orthogonal complement E⊥
respectively. Orthogonality is with respect to the dot product, i.e. ~A ∈ E , ~B ∈
E⊥, =⇒ ~AT ~B = 0. The first condition declares the distribution of QE ~X to be
invariant to changes in ~Y . The second condition prevents QE ~X being affected by ~Y
through correlation with PE ~X. Assume the envelope E is of dimension u ≤ p. The
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previous conditions are equivalent to the parameterization:
β = Γ1η (3.4)





where Γ1 is a p × u orthogonal basis for E , Γ0 is a p × (p − u) orthogonal basis for
the orthogonal complement, η is a u × r matrix of coordinates for β with respect
to Γ1, and Ω1 and Ω0 are covariance matrices representing the variation within the
envelope and orthogonal complement respectively. If u = p, no dimension reduction
is performed and the model reverts to ordinary regression. If u = 0, then β = 0 and
no correlation exists between ~Y and ~X. Although particular bases Γ1 and Γ0 are
not identifiable, the spaces they span are. Parameters Ω1, Ω0 and η are identifiable
given a particular choice of basis for the envelope and its orthogonal complement. For
fixed u, the model parameters are estimated from the data via maximum likelihood.
The estimated dimension û is selected via AIC, BIC or some other model selection
technique.
Predictor envelopes improve estimation of β over ordinary least squares by re-
ducing the parameter count and excluding small eigenvalues of ΣX associated with
dimensions within the orthogonal complement of E that are therefore immaterial to
the regression and needlessly inflating the variance of estimates. Predictor envelopes
deliver the greatest gains when ‖Ω0‖  ‖Ω1‖, where ‖ · ‖ is the spectral norm. More
information on predictor envelopes can be found in Cook et al. (2013), along with
comparisons to other predictor reduction techniques.
Cook et al. (2013) derived MLEs for the predictor envelope parameters assuming
independent observations. For spatial data, the assumption of independent observa-
tions is often untenable, as observations may be correlated based on their positions
in space. Rekabdarkolaee et al. (2020) developed a spatial response envelope model,
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showing improvement over the traditional response envelope model of Cook et al.
(2010) for spatially correlated data.
3.2.2 Spatial Regression
Let ~Y (s) be an r× 1 response and ~X(s) a p× 1 predictor, indexed by location s ∈ D,
where D is a spatial domain, typically a subset of R2. Assume the linear regression
~Y (s)| ~X(s) = ~µY |X + βT ~X(s) + ~εY |X(s), s ∈ D. (3.6)
Let the error term ~εY |X(s) be a Gaussian process with mean zero and separable
covariance (Mardia and Goodall, 1993), i.e.
Cov[~εY |X(s),~εY |X(s
′)] = ρθ(s, s
′)ΣY |X , s, s
′ ∈ D, (3.7)
where ΣY |X is an r × r covariance matrix and ρθ(s, s′) is a valid univariate corre-
lation function (Genton, 2001), dependent on finite set of parameters θ. Given n















 , X̃ = [~1n X] (3.8)
be n×r, n×p and n×(p+1) matrices respectively, and ρ(θ) be an n×n matrix where
[ρ(θ)]ij = ρθ(si, sj). The MLEs for the intercept ~µY |X and regression coefficients β
are the generalized least squares (GLS) coefficients
[µ̂Y |X β̂GLS] = (X̃
Tρ(θ̂)−1X̃)−1X̃Tρ(θ̂)−1Y , (3.9)
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where θ̂ is the maximum likelihood estimate for θ. The variance of β̂GLS is inversely
proportionate to the magnitude of the eigenvalues of (X̃Tρ(θ̂)−1X̃) (see Theorem
1 in Section 3.4.1). Small eigenvalues can result in poor estimation and inaccurate
prediction of the response. Projecting the predictors onto a subspace not associated
with some of these small eigenvalues while preserving information relevant to the
regression results in improved estimation of the regression parameters and prediction
of the response.
Predictor envelopes estimate a reducing subspace for the predictors through the
likelihood, requiring joint modeling of the predictors. Let the joint process of ~Y (s), ~X(s)




 = ~µZ + ~εZ(s), s ∈ D, (3.10)





T and ~εZ(s) is a mean-zero Gaussian process with covariance
Cov[~εZ(s),~εZ(s
′)] = ρθ(s, s




where ΣXY = ΣXβ. Note that this assumes ~X(s) has the same spatial correlation
function as ~Y (s). The MLE for β is still the GLS coefficients of Equation 3.9, however
the MLE for θ will be effected by the joint modeling of ~X(s).
3.3 Spatial Predictor Envelopes
In this section, we present the SPE model and MLEs for the model parameters.
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3.3.1 Model
While the assumption of independent observations is convenient, it is problematic for
data correlated over space (Cressie, 2015). The predictor envelope can be adapted to
spatial data by assuming the data follows the joint spatial model in Equation 3.10,





0 and ΣXY = Γ1Ω1η
=⇒ β = Γ1η,
(3.12)
where the the envelope parameters are the same as those defined in Section 3.2.
Throughout the paper, the model presented in Equation 3.10 that satisfies Conditions
3.12 is called the Spatial Predictor Envelope (SPE). If u = p, no dimension
reduction is performed and the model is equivalent to the unconstrained, full spatial
regression of Equation 3.10. If u = 0, then ΣXY = β = 0, implying ~Y (s) and
~X(s) are independent Gaussian processes. But if 0 < u < p, then ΣXY and β
are of reduced rank, with column vectors contained within the envelope space E =
span(Γ1). In this case, efficiency gains in estimation of β are possible through a
reduced parameter count and omission of small eigenvalues of ΣX (see Section 3.4.1).
If spatial parameters θ and envelope dimension u < p are known, then the SPE is
always asymptotically efficient versus the full spatial regression (see Section 3.4.2).
The conditional distribution ~Y (s)| ~X(s) provides a more typical spatial regression
format for the SPE
~Y (s)| ~X(s) = ~µY |X + βT ~X(s) + ~εY |X(s)
= ~µY |X + (Γ1η)
T ~X(s) + ~εY |X(s),
(3.13)
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where ~εY |X(s) is a mean-zero Gaussian process of dimension r with covariance
Cov[~εY |X(s),~εY |X(s
′)] = ρθ(s, s
′)ΣY |X
ΣY |X = ΣY −ΣTXY Σ−1X ΣXY
= ΣY − ηTΩ1η.
(3.14)
While this conditional formulation is useful for interpretation and prediction, the
joint formulation of Equation 3.10 is used for parameter estimation, as the envelope
parameters affect the distribution of ~X(s).
3.3.2 Maximum Likelihood Estimation
Let Y , X, X̃, and ρ(θ) be the observation matrices defined in Equation 3.8, and let
Ỹ = [~1 Y ]. For fixed envelope dimension u, the maximum likelihood estimates for
the SPE are
Γ̂1, θ̂ = argmin
G1,φ
{n log |GT1SX|Y (φ)G1|+ n log |GT1S−1X (φ)G1|
+ n log |SX(φ)|+ n log |SY (φ)|+ (r + p) log |ρ(φ)|},
(3.15)
where G1 is a p×u orthogonal matrix representing Γ1 during the optimization, φ is a





























SX|Y (φ), SX(φ) and SY (φ) being sample covariances adjusted for parameters φ. The
remaining parameter estimates are then
[µ̂Y |X β̂GLS*] = (X̃
Tρ(θ̂)−1X̃)−1X̃Tρ(θ̂)−1Y , η̂ = Γ̂T1 β̂GLS*, β̂ = Γ̂1η̂,
Ω̂1 = Γ̂
T




An asterisk is included in β̂GLS* to distinguish it from the traditional MLE, β̂GLS,
because the estimate for θ is affected by joint estimation of Γ1. Derivation of the
MLEs can be found in Appendix 3.8.1. Estimated dimension û can be chosen via
AIC, BIC or cross-validation. It is suggested that BIC or cross-validation be used
when prediction of the response is the goal, and AIC when a more conservative
dimension reduction is desired.
Objective Function 3.15 requires optimization over p × u orthogonal G1. The
reparameterization of Cook et al. (2016) can be applied for an unconstrained opti-
mization: Without loss of generality, let the rows of G1 be ordered such that the
u× u matrix G11 formed by the first u rows is non-singular. Such an ordering must







G11 = CAG11, (3.18)
where A = G12G
−1
11 is an unconstrained (p − u) × u matrix and CA = [Iu AT ]T .
Note that since the columns of G1 are linear combinations of the columns of CA, and
vice-versa, the two matrices have the same column space. Making the substitution
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given by Equation 3.18 in Objective Function 3.15 yields
Â, θ̂ = argmin
A,φ
{n log |CTASX|Y (φ)CA|+ n log |CTAS−1X (φ)CA| − 2n log |C
T
ACA|
+ n log |SX(φ)|+ n log |SY (φ)|+ (r + p) log |ρ(φ)|}.
(3.19)
Then any off-the-shelf optimization routine can be applied over the unconstrained
{φ,A}, applying any necessary transformation to ensure φ is unconstrained. Typi-
cally the spatial correlation parameters are strictly positive, so a log-transformation
will suffice. To reclaim the orthogonal parameterization Γ̂1 after the optimization is
complete, take any orthogonal basis for the column space of CÂ, for example, the
eigenvectors with non-zero eigenvalues of CÂC
T
Â
. The original, constrained Objec-
tive Function 3.15 can also be optimized using routines with orthogonality constraints,
such as Wen and Yin (2013) which is implemented in ‘R’ package ‘rstiefel’ (Hoff and
Franks, 2019; R Core Team, 2019).
3.4 Theoretical Results
In this section we present theoretical properties of the SPE model and parameter
estimates, including potential gains over the original spatial regression and asymptotic
distributions of parameter estimates.
3.4.1 Potential Gains
General finite sample variances of β̂ are not readily available for the SPE model.
However, if we assume some of the nuisance parameters are known, finite sample
variances can be derived that are instructive to the potential gains of the SPE model
over the full spatial regression.
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Theorem 1. Assume the envelope and corresponding basis Γ1 are known, as well as






ΣY |X ⊗ Γ1Ω−11 ΓT1 . (3.20)
Proof of Theorem 1 can be found in Appendix 3.8.2. The following corollary
provides the potential gains over the full spatial regression.
Corollary 1. Given the assumptions of Theorem 1, the variance of the full spatial






ΣY |X ⊗Σ−1X , (3.21)











ΣY |X ⊗ Γ0Ω−10 ΓT0 .
(3.22)
By the previous corollary, the potential gains of the SPE over GLS are propor-
tionate to the parameter reduction and inversely proportionate to the magnitude of
Ω0. While gains made through parameter reduction can be significant, especially for
relatively small sample sizes, the greatest gains are possible via the omission of small
eigenvalues in Ω0.
3.4.2 Asymptotic Distributions
In this section, it is assumed that spatial parameters θ are known, and the asymptotic
distributions of the SPE parameter estimates are studied and compared to that of
the unconstrained, full spatial regression model of Equation 3.10 with no dimension
reduction. Under the assumption of known θ, the asymptotic variances of the SPE
56
are equivalent in form to those of the traditional predictor envelope.
Asymptotic variance of the estimates are not directly available through inversion
of the Fisher Information matrix because Γ1 is over parameterized: there are multiple
possibilities for the p · u entries in matrix Γ1 that lead to an orthogonal basis for the
same space, and therefore give equivalent models. The techniques of Cook et al. (2010,
2013) are followed, applying the results of Shapiro (1986) for deriving asymptotic















Intercept ~µZ is omitted because its estimates are asymptotically independent of the
others. Let H be the gradient matrix [H]ij =
∂hi
∂ψj
and let JF be the Fisher Infor-
mation matrix of h(ψ) under the unconstrained model of Equation 3.10. Under the
assumption of known θ, the parameter estimates for the unconstrained model are
consistent and asymptotically normal with variance J−1F (more details in Appendix
3.8.3). Then by (Shapiro, 1986, Proposition 4.1) the following theorem results





nh(ψ)] ≡ J−1SPE = H(H
TJFH)
†HT , (3.23)
where † is the Moore-Penrose inverse. In particular, the asymptotic variances for
parameter estimates β are
avar[
√
nvec(β̂)] = ΣY |X ⊗ Γ1Ω−11 ΓT1 + (ηT ⊗ Γ0)M−1(η ⊗ ΓT0 ), (3.24)
where
M = ηΣ−1Y |Xη
T ⊗Ω0 + Ω1 ⊗Ω−10 + Ω−11 ⊗Ω0 − 2Iu ⊗ Ip−u.
These asymptotic variances are the same as those of the traditional predictor
envelope (Cook et al., 2013). Note that when these formulae are used in practice, the
plug-in estimates of the asymptotic variance will use the MLEs for the SPE model,
which can differ greatly than those of the traditional predictor envelope model.
The next theorem declares the SPE estimates are asymptotically efficient com-
pared to the full spatial regression (GLS) estimates.
Theorem 3. Let J−1F be the asymptotic variance for the full regression model and




Proof of Theorem 3 is in the Appendix. In Section 3.5, the asymptotic distri-
butions for β̂ given by Equation 3.24 are compared to the empirical distribution of
simulation estimates of β, where θ is estimated from the data for every sample. The
two distributions match each other well, suggesting the above asymptotic variances
are useful in practice.
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3.5 Simulations
Simulations 1 and 2 present scenarios advantageous to the SPE, where Simulation
1 assumes envelope dimension u is known and fixed to study estimation of Γ1 and
Simulation 2 assumes u is unknown to study dimension selection and estimation of
β. Simulations 3 and 4 present scenarios where the SPE provides no advantage over
traditional spatial regression (GLS). Simulation 5 compares the asymptotic distribu-
tions of Equation 3.24 to the empirical distribution of the SPE regression estimates
β̂.
Simulation 1: The accuracy of envelope subspace estimation from objective func-
tion 3.15 is compared to the envelope subspace estimation in Cook et al. (2013,
2016). The response ~Y (s) and predictors ~X(s) are simulated at n locations s1, . . . , sn
according to the SPE model, given by Equation 3.10 subject to the envelope condi-
tions 3.12. For this first simulation, envelope dimension u is assumed to be known.
The data dimensions are p = 10, u = 3, r = 1, and the model parameters are Ω1 =
diag{exp(−12/3), exp(−22/3), exp(−32/3}, Ω0 = diag{exp(−42/3,−52/3, . . . ,−102/3},
η = [1 1 1]T , ΣY |X = 0.05. These particular data dimensions are chosen to mir-
ror the data analysis in Section 3.6 and parameters Ω1,Ω0 are chosen such that
‖Ω0‖  ‖Ω1‖, presenting a scenario advantageous to predictor envelopes. Basis Γ1
is randomly generated every iteration according to the methods of Mezzadri (2006)
using the ‘R’ package ‘pracma’ (Borchers, 2019; R Core Team, 2019), and spatial co-
ordinates are randomly generated according to a uniform distribution on [0, 1]× [0, 1]
every iteration. An exponential correlation function with white noise is used







where τ ∈ [0, 1] controls the proportion of noise relative to the spatial variation and
λ ∈ R+ is a range parameter. We used τ = 0.1 and λ = 0.3, giving the data sub-
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stantial spatial correlation. The simulation is repeated 500 times for n = 50, 100, 200
respectively. Models are compared by the angle between the estimated and true en-
velope space, ∠{span(Γ̂1), span(Γ1)}, and the squared Euclidean distance between
the estimated and true regression coefficients ‖β̂−β‖2 . The angle between two sub-
spaces of equal dimension with orthogonal bases A and B respectively is computed
as the arc-cosine of the largest singular value of ATB, which is equivalent to the
largest principal angle between the subspaces (Björck and Golub, 1973). Simulation
results are provided in Table 3.1. The SPE improves estimation of span(Γ1) and β
over the traditional predictor envelope by accounting for the spatial correlation. The
SPE improves estimation of β̂ over the full spatial regression by excluding the small
eigenvalues in Ω0.
Table 3.1: Average error between estimated and true subspace,
∠{span(Γ̂1), span(Γ1)}, and average squared error of regression coefficients,
‖β̂ − β‖2. Standard deviations of the average are in parentheses.
n Error Metric SPE PE GLS
50 ∠{span(Γ̂1), span(Γ1)} 0.082 (0.001) 0.130 (0.003) NA
‖β̂ − β‖2 0.144 (0.009) 0.361 (0.018) 0.530 (0.017)
100 ∠{span(Γ̂1), span(Γ1)} 0.054 (< 0.001) 0.114 (0.002) NA
‖β̂ − β‖2 0.047 (0.002) 0.237 (0.012) 0.206 (0.006)
200 ∠{span(Γ̂1), span(Γ1)} 0.038 (< 0.001) 0.108 (0.002) NA
‖β̂ − β‖2 0.022 (< 0.001) 0.175 (0.007) 0.093 (0.003)
Simulation 2: Data is simulated according to the same parameters as Simulation 1,
but u is estimated via BIC. Table 3.2 gives average errors ‖β̂−β‖2 and Figure 3.4 in
Appendix 3.8.4 gives histograms of selected envelope dimension û. The SPE improves
estimation of β̂ over the traditional predictor envelope and the full spatial regression,
and improves selection of û over the traditional predictor envelope. It appears that
as n → ∞, the SPE selects to true dimension via BIC with probability approaching
one.
Simulation 3: Data is simulated according to the same parameters as Simulations
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Table 3.2: Average error ‖β̂−β‖2 with standard deviations in parentheses. Simulation
scenario where u < p and ‖Ω0‖  ‖Ω1‖.
n SPE PE GLS
50 0.221 (0.015) 0.625 (0.030) 0.530 (0.017)
100 0.075 (0.004) 0.443 (0.020) 0.206 (0.006)
200 0.029 (0.002) 0.370 (0.014) 0.093 (0.002)
1 and 2, but u = p = 10, Ω1 = diag{exp(−12/3), exp(−22/3), . . . , exp(−102/3} and
η = [1 · · · 1]T , meaning ΣX has small eigenvalues, but there is no proper envelope
subspace. Envelope dimension is unknown and estimated via minimum BIC, giving
the SPE an opportunity to falsely estimate a reducing subspace. Table 3.3 gives
average errors ‖β̂−β‖2 and Figure 3.5 in Appendix 3.8.4 gives histograms of selected
envelope dimension û. The SPE and GLS estimates perform similarly. The SPE often
falsely estimates a reducing subspace via minimum BIC, but apparently not to the
detriment (on average) of the regression estimates β̂.
Table 3.3: Average error ‖β̂−β‖2 with standard deviations in parentheses. Simulation
scenario where u = p.
n SPE PE GLS
50 0.517 (0.018) 0.970 (0.031) 0.530 (0.017)
100 0.213 (0.007) 0.629 (0.021) 0.206 (0.006)
200 0.091 (0.003) 0.475 (0.015) 0.093 (0.002)
Simulation 4: Data is simulated according to the same parameters as Simulations 1
and 2, but Ω1 = diag{ω1, ω2, ω3} and Ω0 = diag{ω4, . . . , ω10}, where ωj, j = 1, . . . , 10
are randomly generated according to a uniform distribution of [0, 1] every iteration.
In this way, the magnitudes of ‖Ω1‖ and ‖Ω0‖ are on average comparable. Table 3.4
gives average errors ‖β̂ − β‖2 and Figure 3.6 in Appendix 3.8.4 gives histograms of
selected envelope dimension û. The SPE provides no significant advantage over the
GLS estimates in this scenario, due to the comparable magnitudes of ‖Ω1‖ and ‖Ω1‖.
Simulation 5: The asymptotic distributions for β̂ given by Equation 3.24 are com-
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Table 3.4: Average error ‖β̂−β‖2 with standard deviations in parentheses. Simulation
scenario where u < p and ‖Ω1‖ ≈ ‖Ω0‖.
n SPE PE GLS
50 0.105 (0.015) 0.189 (0.025) 0.122 (0.016)
100 0.040 (0.004) 0.115 (0.013) 0.042 (0.003)
200 0.019 (0.003) 0.151 (0.037) 0.020 (0.002)
pared to the empirical distribution of simulation estimates of β where θ is estimated
from the data for every sample. The model parameters are the same as Simulations
1 and 2, except that the basis Γ1 and the spatial coordinates are randomly generated
once and held fixed throughout all 500 simulation iterations. In this way, the variance
of β̂ for a fixed model can be studied. For the same reason, u is considered known and
fixed. The simulation is repeated for n = 50, 100, 200. Figure 3.1 gives histograms
for the first estimated regression coefficient β̂1 with the asymptotic normal density
given by Equation 3.24 plotted over-top. The empirical distributions and asymptotic
distributions agree well, suggesting that the asymptotic distributions are useful in
practice.
Figure 3.1: Histograms for the first estimated regression coefficient β̂1 across 500




The data set contains 53 samples of the concentrations of 11 major chemical elements
and 17 rare earth elements (REEs) at 14 different locations across an oil and gas
reserve in Wyoming (Quillinan et al., 2016). The data was collected to assess how
rock type / major chemical concentrations affected concentration of REEs. REEs
are critical to many modern technologies and industrial applications, but economi-
cally viable concentrations of REEs are uncommon and tend to occur in uncommon
rock types (Van Gosen et al., 2019). There is interest in identifying general mineral
characteristics that are correlated with high REE concentrations and using these cor-
relations to identify REE mining prospects; see for example Lands (2014). We used
the SPE to asses how the relative log-concentrations of the major chemical elements
affect the total log-concentrations of the REEs.
We follow the techniques of Aitchison (1982) for compositional data, analyzing the
log-ratios of the components. More on the data transformation and processing can
be found in Appendix 3.8.5. The log-concentrations of the REEs are highly positively
correlated, with over 95% of the variation explained by the first principal component.
With few exceptions, REEs do not occur individually but vary in unison (Hoshino
et al., 2016). Therefore the total log-concentration of REEs is chosen as the univariate
response, as it simplifies the model and remains in line with the data analysis goals.
Figure 3.2 gives the locations and a heatmap of REE log-concentrations.
An exponential correlation function with white noise (Equation 3.25) was used for
all correlation functions. The SPE was fit to the data for u = 0, . . . , p and the BIC
scores were compared. Figure 3.3 gives a plot of BIC scores against dimension u. The
SPE achieves a minimum BIC of 792 at u = 3. The BIC for the full spatial regression
model is 817. For reference, the traditional predictor envelope of Cook et al. (2013),
designed for independent observations, achieves a minimum BIC of 1197, also at
u = 3. The substantially higher BIC score of the traditional predictor envelope when
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Figure 3.2: Locations and REE log-concentrations.
compared to the spatial models suggests accounting for the spatial correlation in this
data is crucial. Table 3.5 gives the estimated coefficients, asymptotic standard errors
and Z-scores β̂i/
√
avar[β̂i] for the SPE model with u = 3. Significant relationships
are indicated between a number of the major chemical concentrations and the REE
log-concentrations, for example a positive relationship for potassium oxide (K2O)
and phosphorus pentoxide (P2O5) and a negative relationship for magnesium oxide
(MgO) and silicon dioxide (SiO2). Alkaline igneous rocks are enriched in potassium
and known to be hosts of REE deposits, providing an explanation for the strong
positive relationship between potassium oxide and REE log-concentrations (Dostal,
2017).
Table 3.5: Estimated coefficients, asymptotic standard errors and Z-scores
β̂i/
√
avar[β̂i] for each of the major chemical components.
Chemical CaO Fe2O3 K2O LOI MgO MnO Na2O P2O5 SiO2 TiO2
β̂i -0.10 -0.12 0.36 -0.05 -0.21 0.03 0.02 0.22 -0.29 0.10√
avar[β̂i] 0.08 0.09 0.08 0.09 0.07 0.07 0.06 0.09 0.10 0.10
Z-score -1.28 -1.35 4.50 -0.58 -3.13 0.38 0.45 2.57 -2.73 1.03
To compare the predictive performance of the SPE against traditional spatial
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Figure 3.3: BIC scores for the SPE for u = 0, . . . , p. The SPE achieves a minimum
of 792 at u = 3.
regression (GLS), a cross-validation study was performed on the data. A hundred
iterations of 10-fold cross-validation was performed, with predictions of the test data
performed using the conditional expectation
Ŷtest = E[Ytest|Ytrain, β̂, θ̂] = Xtestβ̂ + E[εtest|εtrain, θ̂]
where the conditional expectation of the error terms is given by the kriging equa-
tion (Matheron, 1982; Cressie, 2015). The predictions were compared by their mean







where N is the number of predicted observations. The average MSPE for the SPE and
spatial regression were 0.09 and 0.16 respectively, showing significant improvement in
prediction through the dimension reduction of the predictors. For context, the sample
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variance of the response, 1
n
∑n
i=1(Yi − Ȳ )2, is 1.31, meaning both methods predicted
a substantial portion of the variation in the response.
3.7 Discussion
The proposed spatial predictor envelope provides an effective tool for multivariate
spatial data. By reducing the dimension of the predictors through a likelihood-based
approach, the SPE can improve estimation of the regression coefficients and predic-
tion of the response over traditional spatial regression. The SPE improves estima-
tion/prediction over the original predictor envelope for spatial data by accounting for
spatial correlation.
In this paper, the asymptotic distribution for the estimable parameters is given
for known spatial correlation parameters θ. The difficulty in deriving asymptotic
distributions for unknown θ are two-fold. First, to apply the results of Shapiro (1986),
a discrepancy function satisfying certain regularity conditions must be devised such
that the parameters that minimize the discrepancy function are equivalent to the
parameters that maximize the likelihood. Second, the results of Shapiro (1986) hinge
upon the parameter estimates of the full, unconstrained model being consistent and
asymptotically normal. This is a difficult problem in spatial statistics, where the
answer often depends on the sampling scheme of the locations s1, . . . , sn and the
spatial correlation function (Mardia and Marshall, 1984; Zhang, 2004).
The assumption of normality may be too restrictive for some applications. Cook
and Zhang (2015c) discuss envelope models in a generalized linear model context.
Generalized linear mixed models are popular for modeling non-Gaussian spatial data,
see for example Zhang (2002). Expanding spatial envelopes to the general linear
mixed model setting would be a worthy task.
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3.8 Appendix
3.8.1 Maximum Likelihood Estimation
Let Y and X be n× r and n× p matrices of observations at locations s1, . . . , sn and
ρ(θ) be the n×n correlation matrix where ρ(θ)ij = ρθ(si, sj). Let ~1 be a n×1 vector
of ones and Ỹ = [~1 Y ], X̃ = [~1 X]. Assume the envelope dimension u is known.
Derivation of the estimates is easiest if the joint log-likelihood L(X,Y ) is decom-
posed into L(X,Y ) = L(X|Y ) + L(Y ). First, see that







0 − Γ1Ω1ηΣ−1Y (Γ1Ω1η)
T
= Γ1(Ω1 − (Ω1η)Σ−1Y (Ω1η)
T )ΓT1 + Γ0Ω0Γ
T
0
≡ Γ1Ω∗1ΓT1 + Γ0Ω0ΓT0 ,
showing that ΣX|Y has the same decomposition as ΣX , but the material variation
Ω∗1 = Ω1 − (Ω1η)Σ−1Y (Ω1η)T has been reduced by the variation explained by Y .
Next, given the regression equation ~X(s)|~Y (s) = ~µX|Y + βTX ~Y + ~εX|Y (s) the reverse









where ηX = Ω1ηΣ
−1
Y , showing that βX has the same form as β.
Using properties of the Kronecker product, |ΣX|Y ⊗ ρ(θ)| = |ΣX|Y |n|ρ(θ)|p. Fi-
nally, because Γ1, Γ0 are orthogonal, |ΣX|Y | = |Ω∗1||Ω0|.
Now prepared to embark, the log-likelihood can be written as
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vec(Y −~1~µTY )T (ΣY ⊗ ρ(θ))−1vec(Y −~1~µTY ).
Let ~µ1 = Γ1~µX|Y and ~µ0 = Γ0~µX|Y . Taking derivatives and equating to zero shows













Ω̂∗1 = (XΓ1 − Ỹ B̂
T
1 )




Ω̂0 = (XΓ0 −~1µ̂T0 )Tρ(θ)−1(XΓ0 −~1µ̂T0 )
= ΓT0SX(θ)Γ0
Σ̂Y = (Y −~1µ̂TY )Tρ(θ)−1(Y −~1µ̂TY )
= SY (θ),
where SX|Y (θ), SX(θ) and SY (θ) are the sample covariance matrices defined in Equa-



















To arrive at objective function 3.15, make the substitution
log |ΓT0SX(θ)Γ0| = log |ΓT1SX(θ)−1Γ1|+ log |SX(θ)|,













log |SY (θ)| −
p+ r
2
log |ρ(θ)| − n(p+ r)
2
(log(2π) + 1).
Still left to be estimated are the regression coordinates η. Here, reverse the condi-
tioning L(X,Y ) = L(Y |X) + L(X). Parameter η appears only in L(Y |X), so the
second term can be dropped. Differentiating with respect to η and equating to zero
gives η̂ = Γ̂T1 β̂GLS*, where GLS coeffecients β̂GLS* are given in Equations 3.17.
3.8.2 Potential Gains
The results 3.21 and 3.20 are proven here. For convenience of notation, we tem-
porarily assume the intercept term is zero in the regression ~Y (s)| ~X(s) and the spatial
parameter θ is dropped from ρ(θ). Recall it is assumed that Γ1 and θ are known.
To prove 3.21, the law of total variance is first applied
Var[vec(β̂GLS)] = Var[E[vec(β̂GLS)|X]] + E[Var[vec(β̂GLS)|X]].
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= E[ΣY |X ⊗ (XTρ−1X)−1].
Since Var[vec(X)] = ΣX ⊗ ρ, matrix X∗ = ρ−1/2X is equivalent to a matrix of
n independent observations of a multivariate normal distribution with variance ΣX .




X , proving 3.21.




Tρ−1Y . Matrix ρ−1/2XΓ1 is equivalent to a matrix of
n indpendent observations of a multivariate normal distribution with variance Ω1.


















Proof of Theorem 2
Let Ep be the p
2 × p(p + 1)/2 expansion matrix (sometimes called the duplication
matrix) such that for any symmetric p×p matrix M, we have Epvech(M) = vec(M).
Similarly, let Cp be the p(p+ 1)/2× p2 contraction matrix (elimination matrix) such
that Cpvec(M) = vech(M).
Assume spatial parameters θ are known. Let L be the log-likelihood of the full
spatial model with no dimension reduction defined by Equations 3.10 and Z be the
n×k observation matrix for ~Z(s), where k is the dimension of ~Y (s) plus the dimension
of ~X(s):
L(ΣZ , µZ |Z) = −
n
2






vec(Z−~1~µTZ)T (ΣZ ⊗ ρθ)−1vec(Z−~1~µTZ).
With some linear algebra, this can be rewritten as
L(ΣZ , µZ |Z) = −
n
2


















RTρ−1θ R. Rewriting the log-likelihood with this replacement gives
L(ΣZ , µZ |Z) = −
n
2












θ E[R] = 0,
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and that
Var[vec(Rθ)] = Var[(Ik ⊗ ρ−1/2θ )vec(R)]




= (ΣZ ⊗ In).
Therefore the n rows of Rθ are equivalent to n independent observations of the mul-
tivariate normal distribution N(0,ΣZ) and E[Sθ] = ΣZ . The term −k2 log |ρθ| in the
log-likelihood disappears upon differentiation with respect to vech(ΣZ), leading to
the same information matrix for vech(ΣZ) as the multivariate normal distribution









The parameters of h(ψ) are functions of ΣZ and have the same information matrix
JF as in Cook et al. (2013). Additionally, the mapping ψ → h(ψ) is the same as in
Cook et al. (2013). Therefore the derivation of the asymptotic distributions follows
Cook et al. (2013) exactly, yielding Theorem 2.




















F ≥ 0. (3.27)
Matrix P∗ is the orthogonal projection onto the orthogonal complement of the column
space of J1/2H. Since P∗ = P∗P∗, we have |P∗| = |P∗|2 implying |P∗| ≥ 0. Matrix P∗




F semi-positive definite. This
proves the envelope estimator is asymptotically efficient versus the full GLS estimator.
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3.8.4 Simulation Results
(a) n = 50 (b) n = 100 (c) n = 200
Figure 3.4: Histograms of estimated envelope dimensions for Simulation 2: u < p and
‖Ω0‖  ‖Ω1‖.
(a) n = 50 (b) n = 100 (c) n = 200
Figure 3.5: Histograms of estimated envelope dimensions for Simulation 3: u = p.
(a) n = 50 (b) n = 100 (c) n = 200




Traditional multivariate techniques cannot be directly applied to compositional data
because of the variable constraints, with all variables for a given observation summing
to unity. Thus, it has become common to analyze the log-ratios of the components.
Let ~Z = [Z1, . . . , Zk] be a k dimensional composition (or subcomposition). Then the
k − 1 dimensional transformed variable
~X = [log(Z1/Zk) log(Z2/Zk) · · · log(Zk−1/Zk)]T
is unconstrained. Furthermore, if the composition ~Z is assumed to follow a logistic
normal distribution, then ~X follows a multivariate normal distribution. The choice of
denominator in the ratio, given above as the last component of the composition, is ar-
bitrary, and equivalent inference is obtained for any choice of denominator (Aitchison,
1982, Chapter 5).
For the data analysis in this paper, the predictors were chosen to be the relative
log-concentrations of the major chemical elements. Let MCE1, . . . ,MCE11 represent






normalizing so that the relative proportions of the major chemical elements are stud-
ied. Variables Zj are represented as a percentage, between 0 and 100. To remove the
constraints on the predictors, a log-ratio transformation is applied
Xj = log(Zj/Z11), j = 1, . . . , 10
leaving p = 10 predictor variables, with major chemical element aluminum oxide
(Al2O3) arbitrarily chosen as the denominator. The REE element concentrations are
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represented in parts per million, between 0 and 106. The regression response is chosen
to be the log-concentration of REEs relative to all other parts of the composition
Y = log(REE/(106 −REE)).
a monotone increasing transformation that gives a response that is unconstrained,
interpretable and congruent with the goals of the analysis.
The major chemical elements are normalized as a separate subcompositon in order
to remove any trivial, compositional relationships between the predictors and the
response, for example, an increase in potassium oxide concentration causes a decrease
in REE concentration simply by leaving less room in the composition. Rather, the
goal is to analyze the effect of the relative proportions of major chemical elements on
the REE concentration, for example, in increase in potassium oxide relative to the
other major chemical elements makes higher REE concentrations likely.
Some of the observations had chemical element concentrations below the detection
threshold of the instrument used to analyze the sample. Specifically, three samples
had a major chemical element titanium dioxide (TiO2) below the detection threshold
and ten samples had at least one rare earth element below the detection threshold.
Rather than omit these samples, the values were replaced with half of the detection
threshold. Because so few samples had a major chemical element below the detection
threshold, and any REE below the detection threshold will have little impact on the
total REE concentration, this choice of replacement had little impact when compared






Spatially complete predictions of vegetation structure are useful for many
ecological studies. The NASA Global Ecosystem Dynamics Investigation
(GEDI) is space-borne instrument that makes direct, but spatially sparse,
measurements of vegetation structure. The dominant approach in the
literature has been to train predictive models using spatially complete
optical data to make predictions at unobserved locations. This approach
is extended here by leveraging the spatial correlation of GEDI observations
to refine predictions and uncertainty estimates made with optical data. A
case study is performed over the Black Hills of South Dakota, creating a
spatially complete map of forest canopy height and showing improvement
in prediction accuracy over the use of optical data alone.
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4.1 Introduction
High-resolution maps of vegetation structure are crucial for land managers to make
informed decisions (Pierce et al., 2009). Vegetation structure is a key variable of
ecosystem status, affecting habitat suitability (Camprodon and Brotons, 2006), wild-
fire vulnerability/recovery (Andersen et al., 2005), water quality (Dosskey et al.,
2010), timber valuation (Moe et al., 2020) and many other important attributes. In-
formation on ecosystem vegetation has traditionally been gathered with field data,
which is labor intensive and therefore limited in spatial and temporal scope and den-
sity. This has motivated the increasing use of remote sensing data, particularly light
detection and ranging (lidar) data (Lefsky et al., 2002). Lidar instruments make
direct measurements of the 3-dimensional structure of vegetation using laser pulses
to measure ranges between the instrument and targeted surfaces. Airborne lidar is
often used for measuring vegetation structure, but is still expensive to collect over
large areas. A third option is given by spaceborne lidar instruments, which are capa-
ble of gathering data on a global scale, but at the expense of observation resolution
and sampling density. Popescu et al. (2011) provides a comparison of airborne and
spaceborne lidar. In this paper, a method is presented for using spaceborne lidar to
generate high-resolution maps of predicted vegetation structure along with predic-
tion uncertainties, using auxiliary optical data and the spatial correlation of the lidar
observations to overcome the limited sampling density of the spaceborne lidar.
The NASA Global Ecosystem Dynamics Investigation (GEDI) is a spaceborne
lidar instrument aboard the International Space Station (ISS) that has been collecting
data since April 2019 with the goal of providing high resolution observations of the
3D structure of Earth’s vegetation (Dubayah et al., 2020). While the scope and
density of GEDI’s sampling is novel and unparalleled, GEDI is still only expected
to cover 4% of the Earth’s surface during its tenure, motivating the use of ancillary
data to extrapolate and make predictions at new locations and times. Potapov et al.
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(2021) combined GEDI data with optical imagery from Landsat 8 to make predictions
of forest canopy height. Landsat data is wall-to-wall and has a long data history,
allowing for spatially complete predictions and historical analyses. This method fits
into a general framework often employed in the literature, where spatially sparse
direct measurements of vegetation structure are combined with spatially complete
ancillary data. A predictive model is trained where the direct measurements and
ancillary data overlap, then the spatial completeness of the ancillary data is used to
make predictions at locations without direct measurements.
If temporally local predictions are desired, the spatial correlation of GEDI ob-
servations can be used in addition to the ancillary data to interpolate and refine
predictions at locations unobserved by GEDI. The current paper proposes the use
of kriging to interpolate the errors of the predictive models. This results in more
accurate predictions and theoretical uncertainties tailored to the location of predic-
tion. High resolution maps of forestry variables are important because land managers
require high resolution information, and predictions at such a granular scale are less
useful if they are not accompanied by estimates of prediction confidence that match
their granularity.
The rest of this paper is organized as follows. Section 4.2 gives a short description
of GEDI, Landsat 8, and their data. Section 4.3 describes the current methods in
the literature and then describes the development proposed in this work. Section 4.4
employs the proposed method to predict canopy height across the Black Hills of South
Dakota, giving a thorough presentation of results and a comparison to an existing
method. Section 4.5 discusses the results and their practical implications and gives
recommendations for future work. A conclusion is given in Section 4.6.
78
4.2 Data
This section provides an overview of the GEDI and Landsat 8 data used in this work.
4.2.1 GEDI
GEDI is a full waveform instrument onboard the ISS designed to take 3D measure-
ments of Earth’s vegetation. GEDI units of observation are waveforms returned from
a 25 meter diameter circular footprint on the Earth’s surface. The waveforms can
be interpreted as the vertical distribution of plant matter within the footprint. Im-
portant metrics such as relative height and canopy cover can be derived from the
waveforms. As the ISS orbits, GEDI produces 8 tracks of observations traversing the
Earth, with 600 meters between tracks and 60 meters between footprints along the
track. More information on the GEDI project and data can be found in Dubayah
et al. (2020).
GEDI data products are available for free download at different stages of pro-
cessing, ranging from raw, geolocated waveforms to gridded products of high-level
metrics derived from the GEDI waveforms. Information about the different products
can be found at https://gedi.umd.edu/data/products/ and information about
downloading at https://gedi.umd.edu/data/download/.
For the analysis performed in this paper, the GEDI L2A Data Product was used,
which gives geolocated elevation and relative height metrics at the footprint level.
From this data, the 95% relative height metric (95% of the waveform mass is below
this height) was used as a measure of canopy height. Potapov et al. (2021) showed
strong agreement between this metric and airborne lidar derived canopy height. The
built-in quality flag was used to filter for usable observations, resulting in 677,117




Landsat 8 is a satellite that collects optical imagery of the Earth as part of the long-
standing Landsat program. The satellite completes an orbit of the Earth every 99
minutes with a 16 day repeat cycle. The Operational Land Imager (OLI) instrument
aboard collects images at a 30 × 30 meter pixel resolution, each pixel consisting of
intensities within 9 spectral bands, the last two bands consisting of a panchromatic
band and a cirrus band. Landsat imagery is available for free download via the USGS
Earth Explorer https://earthexplorer.usgs.gov/.
For the analysis performed in this paper, a Landsat 8 tile observed on September
4th, 2020 was used. This tile was selected due to its complete coverage of the study
area, negligible cloud cover, temporal proximity to peak growing season and temporal
proximity to the GEDI observations.
4.3 Methods
In this section an overview is provided of the methods employed in this paper, in-
cluding data fusion with Landsat, kriging for spatial interpolation, and the proposed
method.
4.3.1 Canopy Prediction with Landsat
Due to the importance of high-resolution vegetation maps, there exists a rich body of
literature on combining spaceborne lidar data with spatially complete optical data.
Potapov et al. (2021) employed regression tree models (Breiman et al., 2017) using
GEDI and Landsat data for wall-to-wall predictions of canopy height. Similar meth-
ods were used with GLAS and Landsat data (Hudak et al., 2002; Hansen et al., 2016)
and GLAS and MODIS data (Chi et al., 2015; Baccini et al., 2008; Simard et al.,
2011).
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The above methods can be characterized as follows. Assume the forest variable of
interest at a particular location is equal to a predictive function of the optical data
at that location, plus error:
forest variable = f (optical data) + error. (4.1)
The model is calibrated where overlap exists between the spaceborne lidar and optical
data. This entails computing an estimated predictive function f̂() out of the chosen
class of functions f(). Generally, f̂() is chosen from all possible f() such that the
error for the overlapping data is minimized, but with some care taken to avoid model
overfitting. Using the estimated predictive function, predictions of the forest variable
can be achieved at locations/times where optical data is present, but not necessarily
lidar data. Various predictive functions have been used, including regression trees
(Hansen et al., 2016; Potapov et al., 2021), random forests (Matasci et al., 2018) and
neural networks (Wang et al., 2018; Shah et al., 2020). These predictive functions
compete with each other through their ability to minimize prediction error and their
computational feasibility. This work does not seek to compare possible predictive
functions, but rather propose an extension that can be used to improve all of the above
methods for temporally local predictions. It will only be said that the authors cannot
distinguish a clear “winner” among the predictive functions currently employed in
the literature, and therefore choosing a method that the analyst is most comfortable
with is a reasonable choice.
4.3.2 Kriging
All the predictive functions currently employed in the literature have substantial
error when predicting at the 30 × 30 meter resolution of Landsat, as demonstrated
by the results of the aforementioned references. While it is foreseeable that better
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predictive functions could be developed for this particular task, it is unlikely that
any near-perfect relationship between optical data and 3-dimensional forest variables
exists, meaning significant error will always be present with such procedures. This
motivates exploiting patterns in the error to further refine predictions.
Tobler’s First Law of Geography states that everything is usually related to all
else but those which are near to each other are more related when compared to those
that are further away. This is visually and intuitively evident with forest variables.
Two locations 60 meters apart are likely to have similar canopy heights, whereas two
locations 60 kilometers apart have far less relation. This is a phenomenon known in
statistics as ‘spatial correlation’ (Cressie, 2015). Spatial correlation exists not only in
the forest variables themselves, but the remaining error left behind by the predictive
functions. The predictive functions will on average overestimate the forest variable
within one locale and underestimate the forest variable within another locale. The
areas for which such grouping of errors exist can be quite small, less than 100× 100
meters, so fitting individual models at a resolution dense enough to overcome this is
not feasible.
The spatial correlation in the error is useful in that it can be used to interpolate.
For example, if the predictive function is on average underestimating within a par-
ticular locale, all predictions within that locale can be refined by adding a positive
adjustment proportionate to the degree of underestimation of the nearby error terms
and to the proximity of the prediction location to the nearby error terms.
The adjustment can be calculated as a weighted average of the error terms, giving
larger weights to error terms closer to the desired prediction location. Let s1, s2, . . . , sn
be the n locations of the training data, y(s1), y(s2), . . . , y(sn) be the observed forest
variables at the n locations, X(s1), X(s2), . . . , X(sn) be the observed optical data at
the n locations, and ε(s1), ε(s2), . . . , ε(sn) be the resulting errors from the calibrated
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prediction function f̂() at the n locations:
y(si) = f̂ (X(si)) + ε(si), i = 1, . . . , n. (4.2)
If prediction is desired at location s∗, the adjustment term ε̂(s∗) can be estimated as





where w1, . . . , wn are the weights. The predicted forest variable at the location, ŷ(s∗)
is then
ŷ(s∗) = f̂ (X(s∗)) + ε̂(s∗). (4.4)
The weights can be calculated as a function of the distance between the training
data location and the desired prediction location. Error terms for locations closer
to the prediction location are given larger weights than those further away. This
frees the analyst from needing to define specific locales, rather just estimate the
rate at which the spatial correlation decays with distance. This can be done with
a spatial correlation function, which receives two locations as inputs and outputs
the correlation between the two locations. A correlation value of 1 implies perfect
correlation while a correlation of 0 implies no correlation. The function will depend on
some parameter(s) that controls the rate at which the spatial correlation decays with
distance, often called a ‘range’ parameter. A popular example is the the exponential
correlation function







where ‖s − s∗‖ is the distance between location s and s∗, and θ > 0 is the range
parameter. Larger values of θ mean slower decay of spatial correlation. Often, the
presence of white noise, or a ‘nugget effect’ is accounted for in the correlation function.
For example,






where 0 ≤ τ ≤ 1, and δ(s, s∗) = 1 if s = s∗ and δ(s, s∗) = 0 otherwise. The term
τδ(s, s∗) represents the proportion of variation in the process that is completely spa-
tially uncorrelated and has no relationship to locations even immediately adjacent.
The spatial correlation parameters can be estimated from the data using either em-
pirical variograms (Cressie, 2015) or maximum likelihood estimation (Mardia and
Marshall, 1984).
Given known spatial correlation parameters, the weights w1, . . . , wn that produce
the lowest expected squared prediction error are the kriging weights. Theoretical
prediction uncertainty estimates can be straight-forwardly computed alongside the
kriging predictions, providing not only predictions but some measure of prediction
confidence. A detailed discussion on kriging and estimation of correlation parameters
can be found in Stein (2012). The accuracy of a kriging prediction is proportionate
to the density of nearby observations. The precise meaning of “nearby” is dependent
on the range of the spatial correlation. If the distance between a desired prediction
location and the nearest observation far exceeds the range of the spatial correlation,
then all the weights of Equation 4.3 will be approximately zero, and the prediction
will revert to that of the predictive function f̂() alone, and therefore the prediction
variance will revert to that of the predictive function. However, if the desired predic-
tion location is close to observations relative to the range of the spatial correlation,
there will be significant reduction of prediction variance.
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Traditionally, the use of kriging has been limited by its computational complex-
ity. Computation of the kriging weights (and estimation of the spatial correlation
parameters via maximum likelihood estimation) has O(n3) computational complex-
ity, meaning for a training sample size of n, the computer must perform on the scale
of n3 operations. Cubic growth of the required operations, and therefore computa-
tion time, renders naive computation of the kriging weights infeasible for sample sizes
greater than 105, which is troubling for many remote sensing applications. However,
over the past two decades many methods have been developed for fast estimation
of the spatial correlation parameters and computation of the kriging weights. These
methods usually entail approximating the original spatial correlation function in such
a way that computation is fast while the difference in the approximation and origi-
nal correlation function is negligible. Heaton et al. (2019) provides a summary and
comparison of many such methods. In this work, the Nearest Neighbor Gaussian
Proccess, or NNGP, (Datta et al., 2016) is used. The NNGP reduces the compu-
tational complexity to O(n), meaning linear growth in the required operations with
sample size. Furthermore, the NNGP is “embarrassingly parallelizable”, so that the
complexity can be O(n/c), where c is the number of computing cores dedicated to
the task. This allows for fast analysis and prediction with massive spatial data sets,
especially on high performance clusters where an abundance of cores are available.
4.3.3 Proposed Method
The objective of this method can be summarized as follows: there exists spatially
sparse direct measurements of the forest variable of interest, such as spaceborne or
airborne lidar measurements, and spatially complete optical measurements correlated
with the forest variable of interest. Predictions of the forest variable at locations not
directly measured are desired. Both the optical and direct measurements are believed
to be representative of the desired time and location of prediction, so data gathered
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before a large wildfire, for instance, should not be used to predict biomass at a location
post-wildfire. Then the proposed method can be described as follows:
1. Choose a predictive function f() that relates the optical data to the direct
measurements (Equation 4.1). This can be a regression tree, random forest,
neural network, linear regression, or many other predictive functions.
2. Calibrate the predictive function where the optical data and direct measure-
ments overlap, i.e. the training data, to obtain estimated predictive function
f̂().
3. Choose a spatial correlation function dependent on some parameter(s).
4. Using the resulting error terms εi in the training data (Equations 4.2), estimate
the spatial correlation parameters using maximum likelihood estimation or the
empirical variogram.
5. Use Kriging to interpolate the error terms at the desired prediction location(s)
(Equation 4.3). Also compute uncertainties, if desired.
6. The final prediction is the prediction from the estimated function f̂() plus the
interpolated error (Equation 4.4). Prediction uncertainties are given by the
previous step, if computed.
4.4 Results
The Black Hills of South Dakota was used as a study area to test the ability of the
proposed method to predict canopy height at unobserved locations. The Black Hills
provide a challenging forested ecosystem due to the high variability between dense
forest and exposed grassland. The chosen area spans approximately 12,000 km2 and
contains 677,117 quality GEDI observations to date, meaning there is approximately
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56 GEDI observations per square kilometer and 2.6% of the area observed by GEDI.
The 95% relative height metrics from the GEDI waveform were taken as the mea-
surements of canopy height.
A regression tree (Breiman et al., 2017) was used as the predictive function, using
‘R’ package ‘rpart’ for model fitting (Therneau and Atkinson, 2019; R Core Team,
2019). The regression tree model was chosen because it is a commonly used method
in the existing literature, though near identical performance was obtained using linear
regression and random forests as the predictive function. Slightly better performance
was obtained on smaller sample areas using artificial neural networks, but the model
complexity required to achieve improvements would be computationally prohibitive
on the entire study area.
For optical data, a Landsat 8 tile covering the study area, observed on September
4th, 2020, was used. This particular tile was selected for its negligible cloud cover,
temporal proximity to peak growing season and temporal proximity to the GEDI
observations. The first seven bands were used as predictor variables (Coastal aerosol,
blue, green, red, near infrared, SWIR 1, SWIR2). No improvements in performance
were seen by also incorporating band composites, such as NDVI, so they were not
used in the final model.
To validate the predictive performance of the proposed method, 10% of the data
was withheld from the training data as test data. Figure 4.1 gives plots of the co-
ordinate locations for the training and test data for the entire Black Hills and for a
sample 10× 10 km sample area.
A regression tree was calibrated on the training data. An exponential correlation
function with nugget effect (Equation 4.6) was fit to the resulting training errors using
maximum likelihood estimation. Predictions were made at the test locations using
the calibrated regression tree alone and also using the calibrated regression tree in
addition to the interpolated errors using kriging. To facilitate fast computation on
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Figure 4.1: Top Left: Coordinates for training data across entire Black Hills. Top
Right: Coordinates for test data across entire Black Hills. Bottom Left: Coordinates
for training data across a 10 × 10 km sample area. Bottom Right: Coordinates for
test data across the same 10× 10 km sample area.
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such a large data set, the Nearest Neighbor Gaussian Proccess (Datta et al., 2016)
was used for both the estimation of the correlation function parameters and the
subsequent interpolation, with computation executed on a high performance cluster
across 40 cores. Estimation of the correlation parameters took 592 seconds and the
subsequent interpolation took 4 seconds. Figure 4.2 gives plots of the predicted
canopy height at the test locations using the regression tree, the regression tree and
kriging, as well as the true canopy height of the test set.
Performance was assessed using mean squared error (the average squared differ-
ence between predictions and true values) and median absolute error (the median
value of the absolute difference between predictions and true value). The regression
tree alone yielded a mean squared error of 20.23 m2, while the regression tree with
kriging yielded a mean squared error of 11.63 m2. The total variance of canopy height
(the average squared difference between the canopy height and mean canopy height)
was 37.61 m2, meaning the regression tree alone gave a relative accuracy of 46% while
the regression tree with kriging gave a relative accuracy of 69%, a 23% improvement
in relative accuracy. The median absolute error for the regression tree alone was 2.44,
whereas the median absolute error for the regression tree with kriging was 0.84. The
median absolute difference between the canopy heights and mean canopy height was
5.39, implying a relative accuracy, by this error metric, of 55% for the regression tree
alone and 84% for the regression tree with kriging, a 29% improvement in relative
accuracy.
For a final product, predictions of canopy height were made at the resolution of
Landsat 8 for all 30× 30 m pixels within the Black Hills, a total of ∼ 13× 106 loca-
tions. Corresponding uncertainty estimates were also computed for all locations. A
regression tree was calibrated on all observations within the study area, and an expo-
nential correlation function with nugget effect (Equation 4.6) was fit to the resulting
training errors using maximum likelihood estimation. Using the same computational
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resources as before, estimation of the correlation parameters took 593 seconds and
computation of the interpolated errors and associated uncertainties took 266 seconds.
The estimated correlation parameters were a spatial range of θ̂ = 59 meters and a
nugget proportion of τ̂ = 0.002. Figure 4.3 provides a plot of the canopy height
prediction raster for the Black Hills. Figure 4.4 provides a plot of the canopy height
prediction raster for a 10× 10 km sample area alongside a plot of the GEDI observa-
tions within this same sample area. Figure 4.5 provides a plot of theoretical prediction
uncertainties for a 1 × 1 km sample area, as well as a plot of theoretical prediction
uncertainties versus the distance between the prediction location and nearest GEDI
observation.
4.5 Discussion
The validation study performed across the Black Hills shows that using kriging in
addition to a predictive function can significantly improve canopy height prediction
accuracy. Improvements are obtained by leveraging the spatial correlation of nearby
observations to attenuate the error of the predictive function. The precise definition
of ‘nearby’ is dependent on the value of the spatial correlation parameters. For the
study area, the estimated proportion of nugget effect was τ̂ = 0.002 and the estimated
spatial range was θ̂ = 59 meters. While the proportion of variation in the process
that is spatially correlated is estimated to be very high, the spatial correlation decays
rapidly with distance. This is consistent with the terrain of the Black Hills, where
the land cover oscillates rapidly between forest and grassland. Figure 4.5 shows that
if the distance between the prediction location and the nearest GEDI observation is
greater than 100 meters, the prediction variance is not significantly improved over
using the predictive function alone. The relatively distant observations hold little
information about the desired prediction location, and therefore the prediction is not
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Figure 4.2: Top Left: Predicted canopy height at test locations using regression tree
alone. Top Right: Predicted canopy height at test locations using regression tree and
kriging. Bottom: True observed canopy height at test locations.
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Figure 4.3: Prediction of canopy height using regression tree and kriging at the 30×30
m resolution of Landsat 8.
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Figure 4.4: On the left, GEDI observed canopy heights for a 10× 10 km sample area.
On the right, predicted canopy height at the 30 × 30 m resolution of Landsat 8 for
the same 10× 10 km sample area.
Figure 4.5: On the left, a heat-map of the theoretical variance for predictions within
a 1 × 1 km sample area. On the right, a plot of the theoretical variance versus the
distance between the prediction location and the nearest GEDI observation. As this
distance increases, the variance reverts to the original variance of the regression tree.
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significantly changed from the original predictive function.
In the validation study performed in this work, the test data was randomly se-
lected from the GEDI observations, meaning that the test locations were along the
GEDI orbital tracks. This places the test locations close to the training locations,
with an average distance to the nearest training location of 38 meters, providing a
scenario particularly advantageous to the use of kriging. The mean squared error for
the regression tree with kriging was 11.63, which agrees nicely with the theoretical
variances versus nearest-neighbor distance given in Figure 4.5. Figure 4.6 gives a
quantile plot of the theoretical prediction variances for all Landsat pixels within the
study area. Specifically, only 50% locations within the Black Hills are close enough to
GEDI observations to have a significant reduction in variance from the use of kriging
in addition to the regression tree. However, due to the ease of implementation, there
seems to be little reason not to interpolate errors with kriging and take the gains
where they are to be had.
The estimated spatial correlation parameters for a given area should reflect how
the land cover varies over space for that given study area. It is reasonable to expect
that for areas where land cover varies more smoothly and slowly, such as densely
forested regions in the Pacific North West of the Continental United States, the
estimated correlation range will be much larger and kriging uncertainties will inflate
much slower with distance.
If a given study area encompasses multiple diverse regions with different spatial
patterns of forestry variables, and therefore different appropriate spatial correlation
parameters, it is not necessary to divide the regions and analyze them separately,
which would create discontinuities at the region borders and force the analyst into
the potentially ad-hoc procedure of drawing borders in the first place. Many “non-
stationary” correlation functions have been developed, such as Nychka et al. (2002);
Paciorek and Schervish (2006); Jun et al. (2008), where the spatial correlation pa-
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Figure 4.6: A quantile plot of the theoretical prediction variance. The y-axis gives
the prediction variance and the x-axis gives the percentage of prediction locations
with prediction variance lower than that prediction variance.
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rameters can vary over space and this variation organically estimated from the data.
The kriging predictions and associated theoretical uncertainties are then tailored to
the local environment of the prediction locations. Fuglstad et al. (2015) provide a
discussion of when such non-stationary correlation functions are actually necessary.
The goal of this work was to make temporally local predictions. Although the
Landsat image was taken September 2020 and the GEDI observations spanned be-
tween April 2019 and August 2020, it was assumed that the environment was in
stasis and that no significant changes in canopy height occured over the course of this
observation period. This assumption can be relaxed by adopting a spatial-temporal
model (Cressie and Wikle, 2015), where changes across time in addition to space
are modeled. Such a procedure would be useful for modeling environmental changes,
especially if a longer spaceborne lidar data history develops.
GEDI footprints are geolocated with some error, an expected standard deviation
of 7-8 meters, which has a negative effect on model training, predictions and valida-
tions (Milenković et al., 2017). Hancock et al. (2019) provide an open-source tool for
reducing the geolocation error of GEDI footprints, but the method requires coinciding
airborne lidar data. If geolocation accuracy is improved for GEDI, or future space-
borne lidar instruments, this may raise an interesting discussion about reconciling the
differing resolutions of the lidar and optical data. For instance, Landsat 8 data takes
the form of 30 meter square pixels, whereas GEDI footprints are 25 meter diameter
circles. The technique often employed in the literature is to reference the GEDI foot-
print with the Landsat pixel that contains the center of the GEDI footprint, even
though the GEDI footprint likely overlaps multiple Landsat pixels. In this work, the
values for the optical data were taken to be a weighted average of the overlapping
Landsat pixels, with the weights proportional to each pixels area of overlap. This
resulted in no significant difference in performance over the original approach, likely
because the geolocation error renders such attention to detail moot.
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In this work, the 95% relative height metrics of GEDI were taken to be true ob-
servations of canopy height, and the only sources of uncertainty originating from the
predictive function and kriging. This assumption is not strictly true, though Potapov
et al. (2021) showed strong agreement between the 95% relative height metrics of
GEDI and airborne lidar derived canopy heights. However, there is interest in pre-
dicting forestry variables that are not directly available from the GEDI waveforms,
such as above-ground biomass. In this case, error originates not only from relating the
optical data to the GEDI data, but relating the GEDI data to the true forest variable
of interest, requiring a hierarchical statistical model to make efficient predictions and
give accurate estimates of prediction uncertainty.
4.6 Conclusion
This study demonstrated the efficacy of leveraging the spatial correlation in GEDI
observations to make spatially complete predictions of canopy height, providing sig-
nificant improvements in accuracy over the status quo when the desired prediction
location is within the spatial correlation range of GEDI observations. The method
used can be expanded to make predictions of canopy cover, leaf area index, biomass,
or any other metrics generated from GEDI waveforms. Importantly, these predictions
can be computed alongside prediction variances specific to the prediction location,
quantifying how much faith can be placed in a particular estimate.
Future work includes expanding the method to forest variables not directly avail-
able from the GEDI waveforms and developing similar spatial-temporal models to
describe environmental changes with spaceborne lidar data.
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