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ABSTRACT 
LINKING MULTIPLE-CHOICE AND CONSTRUCTED-RESPONSE ITEMS 
TO A COMMON PROFICIENCY SCALE 
FEBRUARY 2000 
Ir., B BASTARI, BOGOR AGRICULTURAL UNIVERSITY, INDONESIA 
M.A., THE UNIVERSITY OF IOWA 
Ed.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Professor Ronald K. Hambleton 
Tests consisting of both multiple-choice and constructed-response items have 
gained in popularity in recent years. The evidence shows that many assessment programs 
have administered these two item formats in the same test. However, linking these two 
item formats on a common scale has not been thoroughly studied. Even though several 
methods for linking scales under item response theory (IRT) have been developed, many 
studies have addressed multiple-choice items only and only a few studies have addressed 
constructed-response items. No linking studies have addressed both item formats in the 
same assessment. 
The purpose of this study was to investigate the effects of several factors on the 
accuracy of linking item parameter estimates onto a common scale using the combination 
of the three-parameter logistic (3-PL) model for multiple-choice items with the graded 
response model (GRM) for constructed-response items. Working with an anchor-test 
design, the factors considered were: (1) test length, (2) proportion of items of each format 
in the test, (3) anchor test length, (4) sample size, (5) ability distributions, and (6) method 
Vll 
of equating. The data for dichotomous and polytomous responses for unique and anchor 
items were simulated to vary as a function of these factors. 
The main findings were as follows: the constructed-response items had a large 
influence in parameter estimation for both types of item formats. Generally, the slope 
parameters were estimated with small bias but large variance. Threshold parameters were 
also estimated with small bias but large variance for constructed-response items. 
However, the opposite results were obtained for multiple-choice items. For the guessing 
parameter estimates, the recovery was relatively good. The coefficients of transformation 
were also relatively well estimated. 
Overall, it was found that the following conditions led to more effective results: (1) 
a long test, (2) a large proportion of multiple-choice items in the test, (3) a long anchor 
test, (4) a large sample size, (5) no ability differences between the groups used in linking 
the two tests, and (6) the method of concurrent calibration. At the same time, more 
research will be necessary to expand the conditions, such as the introduction of 
multidimensional data, under which linking of item formats to a common scale is 
evaluated. 
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CHAPTER 1 
INTRODUCTION 
1.1 Background 
In recent years, using multiple item formats in the same assessment has become 
popular with test developers. For achievement tests, these assessments often consist of 
multiple-choice and a variety of constructed-response items (Wainer & Thissen, 1993; 
Ercikan et al., 1998). The National Assessment of Educational Progress (NAEP) (see, 
Campbell et al., 1997) and the Massachusetts Comprehensive Assessment System 
(MCAS) have applied these mixed formats to assess students as have many other state 
departments of education. The program for the Test of English as a Foreign Language 
(TOEFL) anticipates administering and analyzing such instruments for TOEFL 2000 
(Tang & Eignor, 1997). It seems likely that the trend to combine items with different 
formats will be widely implemented. 
Multiple-choice items are commonly scored as either right or wrong 
(dichotomous response), while constructed-response items, in general, are scored as the 
number of steps completed or the degree of correctness of the answer (i.e., polytomous 
«• 
response scoring). In some types of constructed-response items, however, such as short- 
answer or open-ended questions the response may be scored dichotomously. What 
makes this response different from the response of multiple-choice items is that, in 
multiple-choice items, the likelihood of guessing is present, and therefore guessing needs 
to be accounted for in any modeling of the data. Consequently, the same dichotomous 
scoring cannot be modeled in the same way. 
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For analyzing dichotomous and polytomous response data, models from item 
response theory (IRT) seem especially useful (Hambleton, 1989; Hambleton & 
Swaminathan, 1985; Hambleton, Swaminathan, & Rogers, 1991; van der Linden & 
Hambleton, 1997). IRT modeling, when model fit is good, leads to item and examinee 
parameter invariance, and other attractive features that are valued by test developers (see, 
for example, Hambleton, Swaminathan, & Rogers, 1991). There are several models that 
can be used. For dichotomous response data from multiple-choice test items, the one-, 
two-, and three-parameter logistic (1-PL, 2-PL, and 3-PL) models are widely 
investigated. The one-parameter model is commonly called the “Rasch model.” For 
polytomous responses, many IRT models have been developed. Among the popular ones 
are the graded response model (GRM) (Samejima, 1969), the nominal response model 
(NRM) (Bock, 1972), the partial credit model (PCM) (Masters, 1982), and the 
generalized partial credit model (GPCM) (Muraki, 1992). In this polytomous response 
model group, if the responses consist of two categories with an assumption that the 
influence of guessing is minimal, the models reduce to the Rasch or 2-PL models. 
When dichotomous and polytomous responses are combined, it is reasonable that 
several mixed models mentioned above can be applied. The evidence has shown that, as 
long as model assumptions hold, the analyses can be done. The availability of current 
software packages such as MULTILOG (Thissen, 1991), PARSCALE (Muraki & Bock, 
1993), and others, can be used for the intended purpose (see, for example, Lukhele et al., 
1994; Donoghue, 1994; Fitzpatrick et al., 1996; Tang & Eignor, 1997; Ercikan et al., 
1998). The Rasch model has been combined with the PCM, while the 2-PL and 3-PL 
models have been combined with the GRM, NRM, and GPCM. The combination of the 
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Rasch model with the PCM has typically led to less than satisfactory results. The 
combination of the 3-PL model with the GRM as well as the 3-PL model with the GPCM 
appears more promising. At the same time, the practical consequences of model misfit 
have not been thoroughly studied. 
1.2 Statement of the Problem 
The success of simultaneous analyses for mixed response data illustrates that 
multiple-choice and constructed-response items can be calibrated on a common scale. A 
common scale itself is of fundamental importance for test developers. However, a 
common scale based on a single test is not sufficient. Test developers almost always 
construct several forms. There is a need to collect technically-sound calibrated items in 
an item bank in terms of both content and statistical characteristics (Choppin, 1968, 1969, 
1976; Wright & Bell, 1984; van der Linden & Eggen, 1986). Constructing tests from an 
item bank has many potential advantages (see, for example, Choppin, 1981; Millman & 
Arter, 1984; Hambleton & Swaminathan, 1985). If the number of items is large enough 
covering a well-defined domain, test developers and test users alike can select items from 
the bank to match closely with their test specifications. In addition, if the bank is built 
nationally and centrally maintained, the students’ achievement across region and time can 
be evaluated. But, before the evaluation can be done, a common scale must be clearly 
established for both new and old test items and that permits the combining of statistical 
data obtained from examinee groups that may differ in ability. The main question is as 
follows: How can the items from several forms, parallel or non-parallel, be calibrated on 
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a common scale? The problem of “linking” item parameters to a common scale requires 
resolution for item banks to have practical utility. 
For calibrating multiple-choice and constructed-response items on a common 
scale, there are at least three approaches. However, as will be discussed below, there has 
been no comprehensive study that investigates the approaches. Since mixing item 
formats is gaining popularity, linking procedures can borrow from those already in the 
measurement literature for the particular item formats: (1) multiple-choice items only, (2) 
constructed-response items only, or (3) multiple-choice and constructed-response items at 
the same time. 
From the discussion above, it is not surprisingly that problems encountered during 
the initial and ongoing process when developing an item bank will also be found in 
linking procedures. Among these technical problems are (1) the choice of linking design, 
(2) the number of linking or anchor items, (3) the choice of sample size, and (4) the 
method for equating or transforming the scale. The distributions of item parameters, test 
length, and ability scores must also be considered. All of these factors will determine the 
success in putting item parameter estimates on a common scale. Therefore, research is 
needed to investigate the extent to which these factors will influence the psychometric 
quality of linking multiple forms of a test with multiple item formats to a common scale. 
1.3 Purpose of the Study 
The purpose of this study was to investigate the effects of several factors on the 
accuracy of linking item parameter estimates using the combination of the three- 
parameter logistic (3-PL) model with the graded response model (GRM). Working with 
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an anchor-test design, the factors considered in this study were: (1) test length, (2) 
proportion of items of each format in the test, (3) anchor test length, (4) sample size, (5) 
ability distribution differences, and (6) method of equating. The data for dichotomous 
and polytomous responses for unique and anchor items were simulated to vary as a 
function of these factors. 
1.4 Importance of the Study 
The evidence has shown that item banks are used by many test developers. The 
quality of an item bank, however, is better if the bank is constructed within an IRT 
framework because IRT has valuable features that facilitate placing different items from 
several forms onto a common scale. These features cannot be obtained within a classical 
test theory (CTT) framework. Given that testing practices will be going on over time, 
and combining multiple-choice with constructed-response item formats will be widely 
implemented, linking test items to a common proficiency scale will be challenging. The 
present study addressed this important issue. 
1.5 Organization of the Study 
This research study is presented in five chapters. In Chapter 1, the background, 
the problem, the purpose, and the importance of the study have been addressed. In 
Chapter 2, a review of relevant literature will be presented. In Chapter 3, the 
methodology for the study is explained. In Chapter 4, the results of the study are 
reported. Finally in Chapter 5, conclusions and recommendations are drawn. 
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CHAPTER 2 
REVIEW OF THE LITERATURE 
2.1 Introduction 
The purpose of this chapter is to review relevant literature dealing with the 
problem of linking items to a common scale with items of several formats. Four areas are 
reviewed. First, an introduction to mixed item response theory (IRT) models is 
presented. Second, linking designs are discussed. Third, methods of transforming or 
equating the scales are described. Fourth, research on linking or equating is addressed. 
Finally, a summary is presented that links the literature review to the purpose of the 
study. 
2.2 Mixed Item Response Theory (IRT) Models 
Originally, item response theory (IRT) models were developed to handle 
dichotomously scored items (Rasch, 1960; Lord & Novick, 1968). For mathematical 
convenience, the logistic model was commonly used. The three models available are the 
one-, two-, and three-parameter logistic (1-PL, 2-PL, and 3-PL) models. The concepts, 
assumptions, and features of IRT models as well as the advantages and disadvantages of 
IRT over classical test theory (CTT) have been well-documented in the educational 
testing literature (Hambleton, 1989; Hambleton & Swaminathan, 1985, Hambleton, 
Swaminathan, & Rogers, 1991). The unidimensional 3-PL model (Birnbaum, 1968) is 
formulated as: 
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(2.1) PJ(0) = cJ+(l-c;) 
Da^O-bj) 
l + e Dojie-bj) 
where 
Pj(0) is the probability of an examinee with proficiency level 0 correctly responding to 
item ;; 
6 is the proficiency level of an examinee; 
D is a scaling factor; 
cij is the discrimination (slope) parameter for item 
bj is the difficulty (threshold) parameter for item j; 
cj is the guessing or pseudo-chance level parameter for item;'. 
When the c-parameter in the model is set to 0, the model reduces to the 2-PL model. 
Further, when the a-parameter in the model is set to 1, the model reduces to the 1-PL or 
the Rasch model. For these dichotomous models, considerable study has addressed 
applications to many fields (e.g., Wright & Stone, 1979). 
The IRT models for dichotomously scored items have potentially important roles 
to play in the advancement of measurement practices, and judgments about which models 
to use in particular situations should depend on model fit to the test data. There is 
substantial evidence that the testing field has many outstanding examples of successful 
applications of multi-parameter models (Hambleton, 1994). More specifically, for 
typical multiple-choice items that show a range in difficulty and discrimination levels, the 
3-PL model is more appropriate than the Rasch and the 2-PL models (Traub, 1983). In 
addition, the relative attractiveness of incorrect alternatives for each multiple-choice item 
can be handled with additional model parameters (Lord, 1980). Several well-known 
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assessment programs have applied the 3-PL model to multiple-choice items, e.g., the 
National Assessment of Educational Progress (NAEPL the Comprehensive Tests of Basic 
Skills (CTBS), the Armed Services Vocational Aptitude Battery (ASVAB), the Law 
School Admissions Test (LSAT), the Graduate Management Admissions Test (GMAT), 
the Scholastic Assessment Test (SAT), the Graduate Record Exam (GRE), and the Tests 
of English as a Foreign Language (TOEFL). Model-data fits for these examples have 
been excellent (Hambleton, 1994). 
For polytomously scored items, basically, parallel IRT models have been 
developed extending the IRT models for dichotomously scored items. With the growing 
interest in performance assessment or authentic measurement, models that can handle 
non-dichotomous scoring of examinee performance have drawn special attention from 
educators and psychologists (Hambleton, 1995). 
Several models have been proposed. For unidimensional models, they are the 
graded response model (GRM) (Samejima, 1969), the nominal response model (NRM) 
(Bock, 1972), the rating scale model (Andersen, 1977; Andrich, 1978), the partial credit 
model (PCM) (Masters, 1982), the multiple-choice model (Thissen & Steinberg, 1984), 
the generalized partial credit model (GPCM) (Muraki, 1992), the steps model (Verhelst et 
al., 1997), and the sequential models (Tutz, 1997). These models can be categorized as 
either nominal or ordinal depending upon assumptions about the characteristics of the 
data. The features of these models along with the introduction to many other models 
have been well-documented and discussed (van der Linden & Hambleton, 1997). In this 
study, the graded response model (GRM) was considered because it has become popular 
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in the analysis of performance assessment data. The mathematical expression for the 
homogeneous case of this model is as follows: 
pAe)=pNhK^(e) 
where 
Pjk (i9) is the probability of an examinee with proficiency level 0 responding to item j in 
score category k; 
Pjk (0) is the probability of an examinee with proficiency level 0 receiving a score 
category k or higher on item y; 
0 is the proficiency level of an examinee. 
The Pjk (O) is given by the equation 
e^j{e-bjk) 
k = 0,1, 2,..., m 
= 1.0, P* 
m+1 = 0.0 
where 
Pj+k (0) and 0 are defined as above; and 
D is a scaling factor; 
m is the highest score category; 
cij is the discrimination (slope) parameter for itemy; 
bjk is the category boundary (threshold) parameter for category k of itemy. 
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Maydeu-Olivares et al. (1994) compared the GRM with the GPCM for 
polytomously scored items. They determined that both models fit equally well to the 
data. Therefore, basically the two models are comparable and they both can be used from 
a practical point of view. Several other studies have come to the same conclusion (e.g., 
Tang & Eignor, 1997). 
The GRM has been investigated in different areas. In terms of parameter 
estimation, a study by Reise and Yu (1990) recommended that at least 500 examinees 
were needed to achieve an adequate calibration for as low as 25 items. Several studies 
have used the model with medical tests, attitude scales, and achievement tests. These 
studies can be categorized as an implementation either in calibration technique, in 
computerized adaptive testing, or in differential item functioning (see, for example, 
Roche et al. 1975; Koch, 1983; Thissen & Steinberg, 1988; Dodd et al., 1989; Muraki, 
1990: Cohen, et al., 1993; Lane et al., 1995; Thissen, et al., 1995, Kim & Cohen, 1998). 
When dichotomously and polytomously scored items are combined in one test or 
assessment, it seems reasonable that several combinations of the two groups of models 
above can be applied. Since the 1-PL and 2-PL models are special cases of polytomous 
models, implementing only polytomous models with a different number of categories 
seems sufficient. However, the 3-PL model is not directly derived from the polytomous 
models because the guessing parameter is present (Thissen & Steinberg, 1986; 
Mellenberg, 1994). Therefore, mixing the 3-PL model with one of the ordered or 
unordered polytomous models (e.g., GRM, NRM, or GPCM) could be possible in many 
practical situations. 
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In many testing situations, simultaneous dichotomous and polytomous scoring has 
been applied. The most common one is when the multiple-choice (MC) and a variety of 
constructed-response (CR) items are combined. In this study, the term “constructed- 
response item”, in general, refers to the items that require examinees to write an answer 
in any way other than selecting an answer from several alternatives. They range from 
short-answer, open-ended response, and problem solving, to essay or long written 
response items. 
There is a growing interest in implementing this mixture of multiple item formats 
(Wainer & Thissen, 1993; Ercikan, et al., 1998). Even though there are some critics from 
the economist’s point of view (Kennedy & Walstad, 1997) or there is evidence of gender 
differences (DeMars, 1998; Garner & Engelhard, 1999), it seems likely that both formats 
will be widely implemented. In addition, Hambleton (1996) noted that educational 
assessment in the 1990s and beyond looks quite different from assessment practices of 
the past couple of decades. The objective forms of assessment such as multiple-choice 
tests most likely will be balanced by more direct measures of assessment such as 
performance assessments, writing tasks, hands-on projects, and portfolios of work. 
In terms of calibrating mixed response data with mixed IRT models, several 
studies have been conducted. Lukhele et al. (1994) evaluated the items of Advanced 
Placement (AP) in chemistry and history. The study was complex: not only did the tests 
consist of both MC and CR items, but also the examinees had choices in the selection of 
CR items. They applied the 2-PL, 3-PL, GRM, and NRM in order to match with the type 
of items and responses. In one case, MC and CR items were calibrated simultaneously. 
In the other case, MC and CR items were calibrated separately. The software package 
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MULTILOG (Thissen, 1991) was used. On average, they found that the CR items 
yielded little more information than was provided by MC items. 
On the other hand, a study by Donoghue (1994) found that, in general, CR items 
yielded substantially more information than MC items. He applied the 3-PL model in 
combination with the 2-PL model and GPCM with and without response 
dichotomization. The data were taken from the National Assessment of Educational 
Progress (NAEP) reading parts and calibrated using the software package PARSCALE 
(Muraki & Bock, 1993). Another study was conducted by Ercikan et al. (1998). They 
calibrated several achievement tests in different grades and subject matters. Using the 
software package PARDUX, the 3-PL model and the equivalent of the GPCM were 
calibrated separately and simultaneously. They found that simultaneous calibration led to 
loss of information for CR items. In most studies, however, the differences were 
negligible and the large differences were due to local dependencies in the data. 
In terms of comparison between mixed IRT models, Fitzpatrick et al. (1996) 
evaluated real data from several state assessments. They compared the equivalence of 
GPCM with the PCM for CR items. They called the models the two-parameter partial 
credit (2PPC) and the one-parameter partial credit (1PPC) models, respectively. When 
MC items were present, the models above, respectively, were simultaneously calibrated 
with the 3-PL and the 1-PL models. In addition to the real data, they also generated sets 
of simulated data. Using the software package PARDUX, they found that the 2PPC 
model, alone or combined with 3-PL model, had better fit to the data than 1PPC, alone or 
combined with 1-PL model. The more general models yielded model-data fit that was 
better than the restricted ones (Samejima, 1997). 
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Tang and Eignor (1997) attempted to compare different mixed models for data 
sets from the Test of English as a Foreign Language (TOEFL) program. The new tests 
are assumed to integrate different sections into a single score. Some sections consisted of 
MC items while the others are CR items. In their study, the combination of the 3-PL 
model with GRM was compared with that of the 3-PL model and GPCM. Using 
PARSCALE (Muraki & Bock, 1993), they found that both combinations fit the data well. 
All the studies on mixed IRT models described above were concerned either with 
the information contributed by each type of item, or with model-data fit. However, a 
study dealing with linking multiple-item formats, more specifically, MC and CR items, 
does not appear in the literature. This study investigated the issues dealing with these 
mixed types of items. 
2.3 Linking Designs 
The term “linking” is a generic one. Many words have been associated with it, 
such as anchoring, benchmarking, calibration, equating, prediction, projection, scaling, 
statistical moderation, social moderation, verification, and auditing. Some have well- 
established technical meanings and associated technical requirements, and others do not 
(Mislevy, 1992, Linn, 1993). The term of linking will be used throughout this study. 
This term was also preferred by Feuer et al. (1999) in a recent important study from the 
National Academy of Science. 
There are a number of linking designs. Angoff (1971) and Petersen et al. (1989) 
discussed several designs each with advantages and disadvantages such as single-group, 
counterbalanced random-groups, equivalent-groups, anchor-test-random-groups, anchor- 
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test-nonequivalent-groups, and pre-equating designs. In addition to these designs. Vale 
(1986) discussed double-anchor and interlaced designs. However, Hambleton (1986) 
noted that these later designs are less desirable in practice. The most common design is 
the anchor-test design and this is used in both CTT and IRT. In this study, an anchor-test 
design was implemented. 
For the anchor-test design, as already stated above, there are two types of groups 
involved. The test forms might be administered to random or equivalent groups or they 
might be administered to non-equivalent groups. However, it should be noted that the 
term “non-equivalent groups” is not intended to be used for vertical linking or equating in 
this study. Vertical linking or equating is used in the construction of achievement test 
batteries. The procedure allows the development of a proficiency scale across grade 
levels (Slinde & Linn, 1977, 1978; Loyd & Hoover, 1980; Harris & Hoover, 1987). In 
this study, the term “non-equivalent groups” refers to alternate forms in a horizontal 
linking or equating. If there is no prior information or there is a practical concern about 
group differences being present, the term “non-equivalent groups” is used. 
In both types of anchor-test designs, a set of common items called the “anchor- 
test”, usually a short selection of test items representative of content and psychometric 
properties of the total test (Vale, 1986; Cook & Petersen, 1987), is included in several 
alternate or parallel test forms. The number of anchor items and their placement as well 
as the total length of the test will affect the accuracy of linking results. In addition, in 
administering the test and estimating parameters, the anchor-test could be as a separate 
test form (external anchor) or as a part of the test form (internal anchor). Principally, 
however, the estimates from anchor items are used to link the item parameter estimates 
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and ability estimates onto a common scale. Several methods have been proposed for this 
purpose and will be addressed in the next section. 
Under a conventional test administration, in deciding the number of items as well 
as the number of anchor items within a test form, test developers usually refer to 
available testing time, type of item formats, type of subject matter, and the speededness 
of examinees to response to the items. When a test is composed of MC and CR items, the 
proportion of item types included in the test becomes a constraint. The proportions 
commonly applied, respectively, are 50% - 50% and 75% - 25% (e.g., the National 
Assessment of Educational Proeress); 80% - 20% (e.g., the Voluntary National Test; the 
Massachusetts Comprehensive Assessment System); and 87.5% - 12.5% and 90% - 10% 
(e.g., the Indonesian Achievement Tests). Since anchor items are a small test that should 
mirror the total test, the proportion of anchor items of each format within a test should 
also reflect the tests being linked both in terms of content and statistical characteristics. 
For the purpose of this study, only the statistical characteristics will be of concern. 
2.4 Methods of Transforming or Equating the Scales 
According to Lord (1980), there are three important requirements for equating or 
linking two unidimensional tests that measure the same ability. They are equity, 
invariance, and symmetry. Further, he noted that for an equating or linking to be 
considered equitable, the choice of particular version or form of a test must be of a matter 
of indifference to all concerned. In developing an item bank, however, once the base 
scale or form is established, the scales from other test forms are linked to the base scale 
by means of the anchor items. 
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Under IRT, a variety of methods are available for transforming or equating the 
scales of other test forms to the base form. At least they can be categorized as two 
classes of techniques depending upon how the response data are calibrated: (1) 
simultaneous and (2) separate. All methods can be applied during the initial and ongoing 
process when developing an item bank. They are described below. 
2.4.1 Simultaneous or Concurrent Calibration 
Included in this class are the methods of fixed parameters and concurrent 
calibration. The two methods differ in the ways the item parameter estimates for anchor 
items are treated. When item parameter estimates for anchor items are fixed during the 
new calibration of other forms, the method is called “fixed parameters” (Lord, 1980; 
Mislevy & Bock, 1990). The fixed parameters are the estimates treated as parameters 
and these values are taken from known items that were previously calibrated, e.g., from 
the existing bank. When one or more forms are linked or anchored, the item parameter 
estimates for new items are brought to the same scale. This method assumes that fixed 
parameter estimates have good model-data fit and would calibrate in the same way with 
other forms. 
On the other hand, when several test forms are concurrently calibrated and the 
item parameter estimates for anchor items are not known and they will be estimated, all 
estimates for unique and anchor items that are fit to the data are already automatically 
linked to a common scale (Wright & Stone, 1979; Mislevy and Bock, 1990). There is 
only one set of estimates of anchor items obtained. There is no need to link the scales. 
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The method of fixed parameter and concurrent calibration can be combined. For 
example, an anchor-test with known item parameter estimates is put into one or more 
new test forms, then two or more of these forms are calibrated simultaneously. In this 
case, whether the two methods are combined or applied separately, depends on the 
treatment of item parameter estimates during the calibration phase. 
2.4.2 Separate Calibration 
As the name implies, the response data resulting from two or more test forms are 
calibrated separately. To link the scales by means of anchor items, several methods 
based on moments and test response functions have been proposed (see, for example, 
Lord, 1980). Basically, all methods try to find the best linear equation to transform the 
scales from one form to the other. In other words, the main task is to determine the slope 
(a) and intercept (p) or the equating coefficients of the linear equation. The ability and 
item parameter estimates are then transformed from the scale used with one form to the 
scale used by the other (Marco, 1977; Lord, 1980): 
6* = a9t + p 
a* = dj/cc (2-4) 
b* = abj + P 
where the symbol * indicates the transformed value in the base or target test metric. 
Guessing parameter estimates need not be transformed because they are already in the 
probability metric (Marco, 1977; Stocking & Lord, 1983; Vale 1986). 
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For the moment methods, there are at least three formulas that can be applied: the 
ordinary mean-sigma, the robust mean-sigma, and the mean-mean (see, for example, 
Baker & Al-Karni, 1991). The mean-sigma method is calculated from the statistical 
distribution of estimates (see, for example, Marco, 1977) while the robust mean-sigma 
method is proposed to take additional information from the standard error of the 
parameter estimates (see, for example, Linn, et al., 1981). Items with larger errors 
associated with the parameter estimates are given less weight in the calculations. These 
two methods are based on a consideration of only one item parameter - difficulty. There 
is another method that take into account the discrimination index (see, for example, Loyd 
& Hoover, 1980). The equating coefficients are a variant of the mean and sigma formula. 
However, it can be called a mean and mean method because the formula does not involve 
sigma or standard deviation but only the means of the estimates. 
For the test response function methods, information available from both item 
difficulty and discrimination estimates is used. There are two methods that can be 
applied. One is the minimum/2 method due to Divgi (1985) and extended by Kim and 
Cohen (1995) and Cohen and Kim (1998). The other is the test characteristic curve 
method due to Haebara (1980), refined by Stocking and Lord (1983), and extended by 
Baker (1992, 1997). Only the second method will be discussed here. Using this method, 
obtaining the two equating coefficients is based on the quadratic loss function. 
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where N is the number of examinees who were administered the anchor test. The true 
scores, Tt for the target or base test and T* for the transformed test, are defined as 
T, =S^(0() 
7=1 
T‘=tpJ(^) 
7=1 
and n is the number of anchor items. In practice, the true scores are computed from an 
arbitrary set of points along an ability scale (Stocking & Lord, 1983; Baker & Al-Karni, 
1991; Baker, 1992, 1996, 1997). The coefficients of the linear equation are obtained by 
minimizing the loss function (F, in equation 2.5). 
As a representative for each class of techniques, the method of concurrent 
calibration from the first class and the method of test characteristic curves from the 
second class were implemented in this study. These two methods are considered to be 
the best methods in their classes. 
2.5 Research in Linking or Equating 
Several studies have been conducted dealing with the concept of linking in terms 
of national and statewide assessments (see, for example, Bloxom, et al., 1995; Linn & 
Kiplinger, 1995; Ercikan, 1997; Waltman, 1997; Yen & Ferrara, 1997; Williams, et al., 
1998). All these studies applied the less technical requirements of linking procedures, 
i.e., via projection and statistical moderation. In summarizing the studies along with 
other relevant studies, Feuer et al. (1999) concluded that there are still many challenges to 
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generalize the findings. Differences in content coverage, item formats, test 
administration, and test use lead to the statement that it is not feasible, through 
development of a single linking scale, to compare different types of assessments. 
In terms of the most technical requirement of linking procedures, i.e., equating 
and calibration, many studies have been carried out. Two of the leading educational and 
psychological measurement journals, i.e.. Applied Psychological Measurement (Brennan, 
1987) and Applied Measurement in Education (Dorans, 1990) published special issues to 
address the topic. Many studies also compared different types of transformation methods 
(see, for example, Kolen, 1981; Kolen & Whitney, 1982; Petersen, et al., 1983; Skaggs & 
Lissitz, 1986; Skaggs & Lissitz, 1988). In addition, Skagg and Lissitz (1986) extensively 
review the literature dealing with equating under IRT. Still, there are two books 
specifically dealing with test equating (Holland & Rubin, 1982; Kolen & Brennan, 1995). 
To date, the discussion has focused on dichotomously scored items. It must be 
mentioned that there is no best method. Different methods depend on the specific 
purposes and situations. In general, however, methods under IRT tend to yield better 
results compared with those under CTT. More specifically, for dichotomously scored 
items, relevant findings are presented below: 
1. Linking design. The anchor-test design is feasible and popular in practice. Many 
studies have addressed and discussed this design (Angoff, 1971; Hulin & Rubin, 
1982; Petersen, et. al., 1989; Kolen & Brennan, 1995). There are no complications in 
administering the test forms. They can be administered in a typical manner. 
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2. Test length. Different studies used different test lengths. For example, one study 
used 40 items (Baker, 1996) while another study applied 50 items (Kim & Cohen, 
1998). There are no clear conclusions that can be drawn. 
3. Anchor length. Likewise, different studies used different anchor lengths. Some 
studies used all items as anchor items (see, for example, Kim & Cohen, 1998). On 
the other hand, even two anchor items were used in some studies and led to good 
results (see, for example, Wingersky & Lord, 1984; Vale, 1986). However, the 
results should be interpreted with caution (Hambleton, 1986). Other things being 
equal, in general, the larger the number of anchor items the better the results. As a 
rule of thumb, 20% of the total number of items might be used as anchor items 
(Angoff, 1971). 
4. Sample size. There is no agreement about this issue. Different studies apply different 
sample sizes. One study used a real sample size of about 3000 examinees (see, for 
example, Han et. al., 1997) while others proceeded with 1000 examinees (see, for 
example. Baker, 1996), and 500 examinees (see, for example, Kim & Cohen, 1998). 
In general, however, a larger sample size is needed to obtain reasonable accuracy for 
the item parameter estimation. 
5. Ability distribution. When alternate test forms are administered to random or 
equivalent groups, the results are more accurate and different procedures work well. 
When the forms are administered to non-equivalent groups, the anchor-test design 
should be preferred (Vale, 1986; Kolen, 1990). In general, tests designed on target to 
the ability distribution of examinees will give more accurate estimates for both item 
and ability parameters. 
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6. Method of transforming or equating the scales. Stocking and Lord (1983) compared 
the test characteristic curve method with the robust mean and sigma method. They 
found that the test characteristic curve method yielded better results. Baker and Al- 
Karni (1991) compared the test characteristic curve method with the mean, and mean 
s. 
method. When the data were troublesome to calibrate, the test characteristic curve 
method yielded accurate results. Petersen et. al., (1983) compared the concurrent 
calibration method, the fixed b’s method, and the test characteristic curve method. 
They revealed that, overall, the concurrent calibration method is the best method. On 
the other hand, Kim and Cohen (1998) found that when the number of anchor items is 
small, the test characteristic curve method yielded better results than the concurrent 
calibration method. 
As already mentioned previously, in sum, the findings addressed above might or 
might not be generalized to other situations and conditions. Since each study is related to 
a particular context, the conclusions might not be the same across studies. In addition, 
some studies used real data and other studies are based upon simulation data. 
For polytomously scored items, more specifically under the GRM, there are only 
a few studies in the literature. There are only two kinds of methods developed. Baker 
(1992) extended the test characteristic curve method. Under this method and using a 
simulation study, he found that the coefficients for transformation were very similar to 
the known values used for generating them. Therefore, this method can likely be 
implemented for non-dichotomous response data. 
Baker (1997) further evaluated the test characteristic curve method in different 
situations: item parameter recovery, equating to a baseline, and pairwise equating. As in 
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the previous study, the anchor-test design and matched distribution were applied. In 
addition, the data were replicated using sufficient sized samples. It was found that, under 
all conditions investigated, the empirical sampling distributions of the coefficients 
produced by the method were approximately well behaved. 
Kim & Cohen (1995) extended the minimum %2 method. Unlike the test 
characteristic curve method that minimizes the loss function derived from the true scores 
on the anchor items contained in two tests, the minimum^2method incorporates the 
covariance matrix of sampling error. In addition to extending the method, they compared 
the method with the test characteristic curve method. They found that the 
minimum 2 method was much less demanding computationally and yielded coefficients 
that differed little from those results with the test characteristic curve method. 
Further, Cohen & Kim (1998) investigated several different methods. They 
evaluated the test characteristic curve method, the minimum %2 method, and three mean 
and sigma methods. An anchor-test design was simulated with different numbers of 
anchor items. Sample sizes were generated with matched or unmatched distributions. 
They found that for longer anchors, a large sample size, and matched distributions, all 
methods yielded similar results. 
Like those results for dichotomously scored items, the results from the 
polytomous cases might or might not be generalized to other situations. Even though all 
studies are simulations, the ideal choices of test length, number of anchor items, and 
sample size might be different in other contexts. In addition, the focus of these studies 
was on the coefficients of transformation. Cohen and Kim (1998), however, 
recommended that the estimates for unique items might be evaluated for further study. 
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Other methods such as the concurrent calibration and the fixed parameters have not been 
evaluated. 
In conclusion, all studies reviewed investigated the results of linking or equating 
based on separately analyzing data from dichotomously or polytomously scored items. 
For a mix of item types, no studies were found. Since the unidimensional response data 
from the mixed items can be calibrated using current software packages, the extension of 
the available methods seems justifiable. 
2.6 Summary 
In this chapter, popular models for linking or equating dichotomously and 
polytomously scored items were introduced. Various IRT models were also reviewed 
along with their applicability in calibrating unidimensional data that resulted from 
examinee responses to multiple-choice and constructed-response item formats. 
Combining these formats in a single assessment has gained in popularity in recent years. 
Linking research has been focused mainly on dichotomously scored items. A few 
studies have been conducted for polytomously scored items. A brief review was also 
addressed in this chapter along with a review of the most common designs applied in 
practice (i.e., the anchor-test design). In addition, several promising methods of 
transforming or equating scales were described. 
Little is known, however, about linking dichotomously and polytomously scored 
items at the same time, more specifically, for unidimensional multiple-choice and 
constructed-response items, from several test forms (e.g., for banking items). This 
important gap in our psychometric knowledge was the subject of the study. 
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CHAPTER 3 
METHODS OF INVESTIGATION 
3.1 Introduction 
In this chapter, the methods by which the study was conducted are described. The 
chapter is divided into four sections. Section 3.2 contains a description of factors and the 
levels of factors that were used. A step-by-step listing of the procedures for generating 
data and parameter estimates is provided in Section 3.3. Section 3.4 presents the criteria 
for evaluating the results. 
3.2 Description of Factors 
In order to investigate the accuracy of the linking results, a simulation study was 
conducted. Using a simulation study, the effects of different factors can be clearly 
assessed. The levels of the factors chosen for the simulations approximate levels that 
have been found in real situations (e.g., the Massachusetts Comprehensive Assessment 
System (MCAS) and the Indonesian Achievement Tests). Six factors were of interest in 
the study. 
Test length. Two levels of test length were considered: (1) 30 items and (2) 50 
items. These are typical lengths of state assessments (e.g., MCAS). 
Proportion of items in the test in each item format. Since each test form in many 
new assessments consists of multiple-choice (MC) and constructed-response (CR) items, 
the portion of each becomes an interesting variable to study. Two levels were 
investigated: (1) 80% MC - 20% CR and (2) 90% MC - 10% CR. 
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Anchor length. When developing an item bank, one of the needs is to obtain as 
many new items as possible while keeping the items on a common scale. Anchor length 
is an important variable because it will directly impact on the quality of linking new 
items. Two levels were considered: (1) 10% and (2) 20%. The 20% rule (i.e., the length 
of the anchor should be 20% of the test length) is often used in practice. 
Sample size. Three popular sample sizes were considered: (1) 400, (2) 1000, and 
(3) 3000 examinees. These numbers can be considered to be small, moderate, and large, 
respectively, especially in the context of mixing MC and CR items in the same test forms. 
Ability distribution. For this factor, two levels were considered. All distributions 
chosen were normal distributions with a standard deviation of unity. The levels 
manipulated were the differences in the means of the distributions. They were (1) 0.0 
and (2) 1.0, respectively. For the last difference, approximately 62% of the examinees 
were overlapping in the two distributions. 
Method of transforming the scale. Two methods were investigated: (1) the 
concurrent calibration, and (2) the test characteristic curve (TCC). As already stated in 
the previous chapter, these methods are considered to be the best methods in their classes 
by many researchers in the psychometric methods field (Lord, 1980; Stocking & Lord, 
1983). 
In summary, 96 combinations of levels of the variables were investigated (2 x 2 x 
2 x 3 x 2 x 2). The response data for MC and CR items were generated 50 times to 
enable 50 replications of the various analyses. For convenience, item parameters for 
generating data were taken from the estimates of the 1998 MCAS test forms for Science 
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in grade 10. These values were treated as the parameters to be estimated with various 
linking designs. 
3.3 Generating Data and Parameter Estimation 
As already mentioned in Chapters 1 and 2, the unidimensional models applied 
were a mixture of the three-parameter logistic (3-PL) model for MC items and the 
homogenous case of the graded response model (GRM) for CR items while the linking 
design implemented was the anchor-test design. In the remainder of this section, a step 
by step listing of the procedures used in generating and analyzing data is described. 
First, there are three groups of items: the base (B), anchor (A), and other (O). The 
item parameters in the logistic metric scale are shown in Appendix A. From these 
parameters, two test forms with 50 items each, denoted as test form BA and test form 
OA, were constructed. The test form BA consisted of items sampled from groups B and 
A, and the test form OA consisted of items sampled from group O and the same items 
previously taken from group A. These two tests were constructed to be nearly parallel, 
especially in the mean difficulty of MC items. Therefore, for the test length of 50 items 
with the differences in proportion of items in the test in each format and the proportion of 
the anchor length, there were four pairs of test forms, BA and OA. When analyzing 
simulated data later, the purpose was to link the estimates of item parameters from test 
form O to those from test form B through the estimates of anchor item parameters of test 
form A. In total, there were eight designs: two test lengths, two proportions of MC-CR 
mixes, and two anchor test lengths (2 x 2 x 2). 
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Second, these eight pairs of tests (BA and OA) were administered to groups of the 
same ability distribution or different ability distributions (differing by a mean of 1.0). 
Finally, these eight designs with two variations on the ability distributions (2 x 2 x 2 x 2) 
were implemented with three sample sizes and two approaches to equating BA and OA. 
Fifty replications of data for each test design and ability distribution were carried out to 
determine the stability of the results. 
Using MULTILOG (Thissen, 1991), each set of data (for test form BA and test 
form OA) was calibrated either simultaneously or separately. When the data were 
calibrated simultaneously or concurrently, the estimates of item parameters were obtained 
directly. Obtaining directly these estimates is known as the method of concurrent 
calibration. When the same data are calibrated separately, the estimates of item 
parameters from the test form OA are linked to the estimates of item parameters from the 
test form BA according to the test characteristic curve method. For each method, the 
estimates were compared with the true parameters using two criteria discussed in the next 
section. 
3.4 Criteria for Evaluation 
Two criteria were used to evaluate the results in the study. One (or, more 
correctly, one set of criteria) is the mean square differences (MSD), bias, and variance for 
each parameter estimate (Gifford & Swaminathan, 1990). The other is the difference 
between the item characteristic curves calculated from the parameters and those from the 
estimates (Hulin et al., 1982). The second criterion takes, simultaneously, all item 
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parameter estimates into account. Both criteria were computed from the unique items in 
each form only. 
With the first criterion, across replications, the square differences between the 
estimate and the parameter are decomposed as: 
where 
r = number of replications 
tk = the estimate for replication k 
t = the mean of estimates over r replications 
r = the parameter. 
On the left side of the equation above is the mean square differences (MSD), 
while on the right side is bias and the variance of the estimates, respectively. With this 
criterion, the smaller the MSD, the more accurate the results. In this study, in order to 
summarize the information, the square roots of the values averaged across number of 
items for each type of estimate were reported. 
For the second criterion, an index based on the differences between the item 
characteristic curve (ICC) calculated from the item parameters and the ICC from the 
estimates was used. The root mean squared error (RMSE) was computed according to 
the formula: 
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RMSE = J-Eh(0.)-^(0.)]2 
V n i=i 
(3.2) 
where n is the number of intervals. For convenience, 810 values were chosen at equal 
intervals from -4.00 to +4.00. As with the first criterion, to summarize the information, 
the index used is the averages of RMSE across the number of items in a test and 
replications. 
In order to implement the procedures described above, FORTRAN programs were 
developed. Related subroutines, source codes, and algorithms are based on Press et al. 
(1995) and Chapman (1998). 
CHAPTER 4 
RESULTS 
4.1 Introduction 
This chapter contains the results of the studies for assessing the accuracy of 
various scaling and linking procedures. In Section 4.2, the results for the root mean 
square error (RMSE) criterion, for comparing the estimated and the true test 
characteristic curves are presented. In Section 4.3, a comparison of the true and the 
estimated item parameters in terms of root mean square differences (RMSD), bias, and 
variance or standard deviation criteria is provided. In Section 4.4, the true and estimated 
coefficients of transformation are compared. 
4.2 Results for Root Mean Square Error (RMSE) 
In order to obtain a general impression of the effects of the factors manipulated in 
this study on the accuracy of linking, analyses of variance (ANOVA) were conducted. 
Since there was only one datum in each cell for all combinations of levels, the interaction 
effects were incorporated into the error term for statistical testing. All interaction effects 
were, therefore, suppressed and only the main effects were examined. In addition, one 
dependent variable (univariate) was analyzed at a time using an alpha level of .05. 
Table 1 presents the p-values for the main effects with RMSE as the dependent 
variable for the multiple-choice (MC) and constructed-response (CR) items. 
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Table 1 
P-values of ANOVA Results for RMSE 
Source df MC CR 
Test Length 1 .000* .002* 
Proportion of Items 1 .549 .000* 
Anchor Length 1 .068 .000* 
Sample Size 2 .000* .000* 
Ability Differences 1 .000* .141 
Method of Transformation I .000* .000* 
df = degree of freedom 
* = significant at the .05 level 
As can be seen in Table 1, the main effects, with the exception of the factors 
Proportion of Items and Anchor Length for the MC items and Ability Differences for the 
CR items, were significant. To facilitate the interpretation of these results, the average 
RMSE is presented in Figure 1. The original values are presented in Table B.l in 
Appendix B. From Figure 1, overall, it is seen that RMSE for MC items was smaller than 
RMSE for CR items. The effects of the factors manipulated are discussed next: 
Test Length. Test Length had a significant effect on linking. As can be expected, 
RMSE decreased with increasing test length for MC items; the RMSE in a long test (50 
items) was smaller than in a short test (30 items). This expected trend was not observed 
for the CR items. Further analyses are needed to determine the reasons for this counter¬ 
intuitive finding. 
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Proportion of Items. This factor refers to the proportion of MC and CR items in 
the test. The two combinations that were studied were: 80% MC and 20% CR and 90% 
MC and 10% CR. The RMSE for MC items was not affected by the proportion of CR 
items. However, for the CR items, the proportion of CR items in the test affected the 
accuracy of linking. Tests with a smaller proportion of CR items (10% CR items) 
resulted in smaller RMSE than tests with a larger proportion, i.e., 20%, of CR items. 
Anchor Length. Anchor Length had no effect on the accuracy with which the MC 
items were linked. However, for CR items, a longer anchor test resulted in more accurate 
linking, i.e., smaller RMSE, than a short anchor test. 
Sample Size. It can be anticipated that the larger the sample size, the more 
accurate the estimation process, and hence more accurate linking. This was indeed the 
case. A larger sample size resulted in more accurate linking as indicated by a smaller 
RMSE. The accuracy of linking, as reflected by the RMSE, increased with increasing 
sample size. This expected result lends credibility to the accuracy of the simulations. 
Ability Differences. Ability difference had an effect on the accuracy of linking 
for the MC items; As the ability difference between the groups increased from 0.0 (no 
difference) to 1.0 (a difference of one standard deviation unit), the RMSE increased. 
Ability difference did not have an effect on the accuracy of linking of the CR items. 
Method of Transformation. The accuracy of linking was affected by the method 
used for linking. The Concurrent Calibration Method resulted in smaller RMSE for the 
MC and CR items than its competitor, the Test Characteristic Curve (TCC) Method. 
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Pro. Items 
Met Trans. 
Figure 1. Average RMSE 
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4.3 Results for Root Mean Square Differences (RMSD), Bias, and Variance 
Unlike the root mean square error (RMSE) criterion that takes into account all 
item parameters simultaneously, the root mean square differences (RMSD) provide 
information regarding the accuracy of linking in terms of the type of item parameter. In 
addition, the squared RMSD, MSD, can be decomposed into bias and variance (or 
standard deviation) components. Hence RMSD indices are computed for each type of 
item parameter. Analyses of variance (ANOVA) were conducted to examine the overall 
trends in the results. These are reported as in Section 4.2. 
4.3.1 Slope Parameter 
Table 2 presents the p-values of ANOVA results for RMSD, bias, and standard 
deviation for multiple-choice (MC) and constructed-response (CR) items. Figures 2, 3, 
and 4 supplement the information provided in the ANOVA tables. The data are provided 
in Tables B.2, B.3, and B.4 of Appendix B. 
As can be seen from Table 2, for MC items. Sample Size and Ability Difference 
affected the accuracy of linking as reflected by RMSD. Test Length, Sample Size, 
Ability Difference, and the Method of Transformation affected the bias in the linked 
parameter estimates. 
With respect to RMSD, large sample size yielded smaller RMSD than a small 
sample size. This, of course, was to be expected. The same trends were obtained for bias 
and standard deviation. For ability differences, the results were somewhat different. The 
three criteria, RMSD, bias, and standard deviation, were smaller for a mean ability 
difference of 1.0 than for a mean ability difference of 0.0. This is indeed a counter 
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intuitive result since it can be expected that the parameters will be estimated poorly when 
there is an ability difference, and in turn, this will result in less accurate linking. 
With respect to other factors, only Test Length and the Transformation method 
significantly affected the bias for the MC items. The bias in linked item parameter 
estimates decreased with a longer test and the Concurrent Calibration method yielded less 
biased linking than the Test Characteristic Curve method. 
With CR items, more main effects were significant. Except for test length, all 
other factors significantly affected RMSD, bias, and standard deviation. In general, a 
large proportion of CR items, a long anchor, a large sample size, no ability differences, 
and concurrent calibration method produced a small RMSD. A large proportion of CR 
items, a large sample size, no ability differences, and concurrent calibration method 
produced smaller bias in the linked item parameter estimates. A long anchor, a large 
sample size, and concurrent calibration method produced a small standard deviation in 
the linked item parameter estimates. 
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Table 2 
P-values of ANOVA Results for RMSD, Bias, and Standard Deviation 
for the Slope Parameter 
Source df MC CR 
RMSD Bias Std. RMSD Bias Std. 
Test Length 1 .169 .013* .195 .138 .361 .065 
Proportion of Items 1 .377 .575 .320 .033* .042* .065 
Anchor Length 1 .203 .891 .170 .001* .115 .000* 
Sample Size 2 .000* .000* .000* .000* .000* .000* 
Ability Differences 1 .001* .045* .001* .029* .000* .386 
Method of Transformation 1 .492 .012* .594 .000* .000* .000* 
df = degree of freedom 
* = significant at the .05 level 
Pro. Items 
Figure 2. Average RMSD for the Slope Parameter 
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Figure 3. Average Bias for the Slope Parameter 
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Pro. Items 
Figure 4. Average Standard Deviation for the Slope Parameter 
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4.3.2 Threshold Parameter 
Table 3 and Figures 5, 6, and 7 provide the results for the threshold parameter. 
The data corresponding to the figures are given in Tables B.5, B.6, and B.7 in Appendix 
B. 
For MC items, in general, main effects due to Test Length, Sample Size, Ability 
Differences, and Method of Transformation were significant. A long test, a large sample 
size, no ability differences, and concurrent calibration method yielded smaller RMSD, 
bias, and variance than their counterparts. 
For CR items, in general, there were main effects due to Test Length, Proportion 
of Items, Anchor Length, and Sample Size. A short test, however, yielded smaller 
RMSD, bias, and variance than a long test. With respect to the other factors, a small 
proportion of CR items, a long anchor, and a large sample size yielded smaller RMSD, 
bias, and variance than their counterparts. 
Unlike the slope parameters, however, the threshold parameters, in general, 
exhibited larger bias for the MC items than for CR items. However, RMSD and the 
standard deviation were smaller for the MC items than for the CR items. Since MSD is 
sum of variance and squared bias components, it appears that while the MC items are 
linked more accurately than the CR items, the CR items exhibit smaller bias than the MC 
items. 
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Table 3 
P-values of ANOVA Results for RMSD, Bias, and Standard Deviation 
for the Threshold Parameter 
Source df MC CR 
RMSD Bias Std. RMSD Bias Std. 
Test Length 1 .000* .000* .000* .000* .001* .000* 
Proportion of Items 1 .557 .954 .541 .000* .000* .000* 
Anchor Length 1 .535 .481 .951 .041* .004* .124 
Sample Size 2 .000* .000* .000* .000* .000* .000* 
Ability Differences 1 .000* .047* .000* .682 .234 .288 
Method of Transformation 1 .000* .112 .000* .534 .738 .459 
df = degree of freedom 
* = significant at the .05 level 
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Pro. Items 
Figure 5. Average RMSD for the Threshold Parameter 
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Figure 6. Average Bias for the Threshold Parameter 
44 
Figure 7. Average Standard Deviation for the Threshold Parameter 
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4.3.3 Guessing Parameter 
The guessing parameter is only relevant for MC items. Table 4 presents the 
ANOVA results. Figure 8 contains the plots of the cell means. The data from which 
these means were computed are provided in Table B.8 in Appendix B. 
Test Length, Proportion of Items, Sample Size, and Ability Difference affect 
RMSD. From the figures, it appears that the effect due to increasing test length and 
increasing the proportion of MC items was modest. Increasing the sample size and 
decreasing the ability difference decreased RMSD more noticeable. 
With respect to bias and standard deviation, overall there was more bias but less 
variance in the c-parameter estimates. Even though some main effects are statistically 
significant, it seems that the differences do not reach practical significance. An 
explanation for the above findings is that the c-parameters are invariant and are not 
affected by the scale set for estimating the threshold and the discrimination parameters. 
The fluctuations found in the estimates of the c-parameters are solely due to sampling 
error and not due to linking. 
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Table 4 
P-values of ANOVA Results for RMSD, Bias, and Standard Deviation 
for the Guessing Parameter 
Source df RMSD Bias Std. 
Test Length 1 .022* .001* .645 
Proportion of Items 1 .008* .113 .015* 
Anchor Length 1 .774 .506 .901 
Sample Size 2 .000* .000* .000* 
Ability Differences 1 .000* .000* .052 
Method of Transformation 1 .082 .933 .017* 
df = degree of freedom 
* = significant at the .05 level 
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Figure 8. Average RMSD, Bias, and Standard Deviation for the Guessing Parameter 
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4.4 Coefficients of Transformation 
This section is only applicable for the separate calibration when implementing the 
test characteristic curve (TCC) method. In addition, unlike the discussion for the 
previous two sections that focused on unique items, in this section the focus is only 
applicable for anchor-test items. For the TCC method, it should be mentioned that for 
ability differences of 0.0, theoretically, the value of alpha (slope) is one while the value 
for beta (intercept) is zero. For ability differences of 1.0, the value of alpha is the same 
while the value of beta is one. However, one of the advantages of using MULTILOG is 
that the mean of the ability distribution can be set to a mean of one and standard 
deviation of one. Therefore, for ability differences of 1.0, the expected value of beta is 
zero. 
Table 5 presents descriptive statistics for the estimates of the coefficients of 
transformation and minimum F-values. It can be seen that with a long test, a large 
proportion of CR items, a long anchor, a large sample size, and no ability differences, 
respectively, the estimates of the alpha coefficient are very close to one. In addition, each 
of these levels had an estimate of the beta coefficient that was close to zero. The 
minimum F-values were also small. In sum, all of the findings are exactly as predicted. 
On the surface, all of these findings seem to suggest that the linking, regardless of test 
design, ability differences, method of equating, or sample size, produced good to 
excellent results. 
In relation to the variables of (1) proportion of items in each item format and (2) 
anchor length, particularly relative to the variable of test length, anchor-items can be 
based on MC items only or MC and CR items at the same time. 
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Table 5 
Descriptive Statistics for the Coefficients of Transformation and Minimum F-value 
Factor Level Alpha Beta F-value 
Mean Std. Mean Std. Mean Std. 
Test Length (1)30 .975 .041 .022 .020 .004 .002 
(2) 50 .981 .030 .001 .018 .007 .004 
Proportion of (1) 80:20 .987 .019 .008 .015 .005 .003 
Items (2) 90:10 .969 .045 .016 .026 .005 .004 
Anchor Length (1) io .974 .046 .013 .024 .003 .002 
(2) 20 .982 .021 .011 .018 .007 .004 
Sample Size (1) 400 .969 .044 .013 .028 .007 .004 
(2) 1000 .978 .036 .016 .021 .005 .003 
(3) 3000 .988 .023 .006 .012 .003 .003 
Ability (1) 0.0 1.003 .008 .000 .016 .004 .003 
Differences (2) 1.0 .953 .035 .025 .018 .006 .004 
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CHAPTER 5 
CONCLUSIONS AND RECOMMENDATIONS 
5.1 Introduction 
In the previous chapter, the results of the study were presented in detail. This 
chapter is organized into two main sections. In Section 5.2, the conclusions of the study 
are presented. In Section 5.3, several recommendations for future research are 
introduced. 
5.2 Conclusions 
This study has investigated six factors that were considered to affect the linking 
results with mixed item response theory (IRT) models. The models considered were the 
three parameter logistic (3-PL) model for dichotomous data and the graded response 
model (GRM) for polytomous data. These types of response data have gained popularity 
in recent years, i.e., for mixing multiple-choice (MC) and constructed-response (CR) 
items in the same assessments. 
The six factors investigated were (1) test length, (2) proportion of items in each 
item format, (3) anchor length, (4) sample size, (5) ability differences, and (6) method of 
transformation of scales. Four different but complement criteria to each other, i.e., root 
mean square error (RMSE), root mean squared difference (RMSD), bias, and variance or 
standard deviation, were used to interpret the findings. In addition, analysis of variance 
(ANOVA) was used to obtain some general findings prior to more detailed 
investigations. 
From the previous chapter, it can be seen that the results show that different 
criteria yielded different results. Since it was found that the guessing parameter for 
multiple-choice (MC) items was relatively well estimated and not subject to errors in 
linking, the discussion of the findings will be confined to a consideration of the slope and 
threshold parameters. 
In general, the analyses of variance (ANOVA) results for the root mean square 
error (RMSE) were similar to those for the root mean square differences (RMSD) for the 
threshold parameters. This implies that the difference between the linked threshold 
parameters, as reflected by RMSD, affects the difference in the test characteristic curves, 
i.e., RMSE. 
The RMSD criterion basically is composed of bias and variance or standard 
deviation. Despite this relationship among the criteria, no consistent patterns were 
observed for these criteria with respect to the factors that affected them. In some cases, 
the bias criterion was significant while in another case the standard deviation criterion 
was significant. This is not a contradiction. Since MSD is the sum of square of bias and 
variance, a large RMSD may be the result of bias in the estimation, in which case the 
standard deviation of the estimate will be small. Consequently, certain main effects will 
be significant for the bias criterion and not for the standard deviation criterion. 
Considering all of the results, the most important effects appear to be those due to 
Sample Size and the Method of Transformation. A large sample size produced less 
RMSE, less RMSD, less bias, and less variance for each item type. The same situation 
was obtained for the concurrent calibration method. The effects due to the other factors, 
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i.e.. Test Length, Proportion of Items, Anchor Length, and Ability Differences, were less 
clear and appear to be situation specific. 
With respect to the threshold parameters in the MC items, the trends observed for 
Test Length with RMSE were similar to those observed with RMSD, bias, and variance. 
A longer test produced smaller values for these indices than for a short test. The findings 
for the CR items were opposite to those of the MC items. An explanation of this result 
may be found upon an examination of the item parameters used in data generation 
(Tables A.l and A.3). The threshold parameters of the unique CR items are considerably 
larger than the MC threshold parameters (the average threshold parameters for the MC 
items was .097 while that for the CR items was 1.546). The CR test, being considerably 
more difficult relative to the examinee population than the MC test, would have yielded 
poorly estimated item parameters; this in turn would have resulted in large errors in 
linking. The difficulty level of the CR items also explain why Proportion of Items and 
Anchor Length affected the linking accuracy of only the CR items and not the MC items. 
For the Ability Difference factor, an apparently anomalous result was obtained. 
There was a smaller linking error when the ability difference in the groups increased. An 
explanation for this finding again rests on the structure of the CR item parameters used in 
generating the data. The average threshold value for the CR items was 1.546. For 
examinees with mean ability of zero, the CR items were too difficult, resulting in poor 
estimation of the CR parameters. When examinees with mean ability of 1.0 were 
included, the CR items parameters were more accurately estimated for at least one group 
and this resulted in smaller linking errors. For the MC items with a mean threshold of 
.096, accurate estimates were obtained when the examinee ability distribution was 
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centered at 0.0. Hence the condition where there was no ability difference, yielded more 
accurate linking of the MC items than the condition where the ability difference was 1.0 
standard deviation unit. 
5.3 Recommendations for Future Research 
There are several follow-up studies that would be useful to carry out: 
Composition of Item Parameters. When generating data, this study is based on 
the composition of item parameters as already addressed in the previous chapters. In 
ideal situations and under simulation studies for comparing multiple levels within 
i 
different factors, other compositions perhaps can be applied too. Even though there are 
not many studies that focus on the mixture of multiple-choice (MC) and constructed- 
response (CR) items, the item parameters can be anticipated to be approximately close 
between two item formats and to a particular ability distribution. 
Model Combination. There are many models for CR items. Besides the graded 
response model (GRM) applied in this study, it seems that the generalized partial credit 
model (GPCM) is popular. In other words, the mixed models between the three 
parameter logistic (3-PL) model and the GPCM can be implemented too. Probably, the 
current versions of software packages such as PARSCALE and PARDUX can be used. 
As long as the method of concurrent calibration and the group mean ability differences 
can be set, the results can be compared with the results of this study. 
Method of Transformation the Scales. Only two methods were applied in this 
study. Each is considered to be the best method in their classes, respectively. As already 
mentioned in Chapter 2, there are many methods. To date, there is no comprehensive 
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study to compare all these methods, more specifically under mixed item response theory 
(IRT) models. As a follow-up to this study, all these methods can be investigated. 
Number of Categories for CR Items. This study was based on the same number 
of categories for CR items, i.e., five categories. Therefore, there are four thresholds and 
one slope parameter to be estimated for each CR item. It is not known yet the effect of 
increasing or decreasing the number of categories or threshold parameters. 
Dimension. When generating data, the mixed IRT models assume 
unidimensionality. It seems useful to investigate violations of the unidimensionality 
assumption on the quality of linking. 
55 
APPENDIX A 
ITEM PARAMETERS 
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Table A.1 
Item Parameters for the Base (B) Test Forms (in the Logistic Metric Scale) 
Multiple-choice (MO 
Item a b c 
1 2.280 0.178 0.208 
2 1.140 -0.930 0.146 
3 1.050 -0.381 0.164 
4 1.480 1.020 0.267 
5 1.430 -0.581 0.195 
6 1.260 0.045 0.164 
7 1.220 -0.760 0.129 
8 1.090 0.208 0.228 
9 1.490 0.946 0.276 
10 0.502 1.181 0.164 
11 1.360 1.662 0.291 
12 1.250 0.650 0.233 
13 0.436 -0.537 0.132 
14 0.524 -1.263 0.130 
15 0.922 -0.913 0.156 
16 1.220 0.666 0.214 
17 1.480 0.629 0.301 
18 1.850 -0.323 0.228 
19 1.030 -0.649 0.100 
20 1.060 -0.391 0.135 
21 1.980 -1.571 0.164 
22 1.360 0.294 0.216 
23 1.170 0.530 0.177 
24 0.538 -0.199 0.201 
25 1.060 -0.538 0.184 
26 0.967 1.075 0.203 
27 1.540 -0.179 0.226 
28 1.440 0.743 0.333 
29 0.803 0.460 0.119 
30 1.100 1.264 0.346 
31 1.410 -0.599 0.147 
32 1.500 0.083 0.218 
33 0.948 1.139 0.146 
34 0.982 0.201 0.203 
Continued next page 
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Table A.1 continued 
35 1.440 -0.692 0.192 
36 0.444 -0.709 0.177 
37 1.180 1.059 0.244 
38 1.530 -0.467 0.199 
39 1.470 0.844 0.142 
40 1.470 0.166 0.157 
Constructed response (CIO 
Item a bi b2 b3 b4 
1 1.530 -0.244 1.090 2.310 3.540 
2 1.480 0.335 1.710 3.010 3.910 
3 1.550 -0.030 1.460 2.770 4.170 
4 1.900 -0.798 0.257 1.280 2.420 
5 1.970 -1.260 0.224 1.520 2.440 
6 2.350 0.214 1.350 2.570 3.940 
7 1.680 0.629 1.490 2.230 3.130 
8 1.710 0.403 1.500 2.650 4.160 
9 2.190 0.394 1.230 2.310 3.410 
58 
Table A.2 
Item Parameters for the Anchor (A) Test Forms (in the Logistic Metric Scale) 
Multiple-choice (MO 
Item a b c 
1 1.800 0.441 0.177 
2 1.380 -1.225 0.209 
3 1.260 0.130 0.141 
4 1.020 -0.217 0.219 
5 1.400 0.115 0.270 
6 1.160 0.630 0.182 
7 1.250 -0.408 0.154 
8 1.290 -0.614 0.126 
9 1.080 1.213 0.195 
Constructed response (CR3 
Item a bi b2 b3 b4 
1 1.930 -0.892 0.062 1.430 2.630 
2 1.750 -0.829 0.476 1.490 2.880 
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Table A.3 
Item Parameters for the Other (O) Test Forms (in the Logistic Metric Scale) 
Multiple-choice (MO 
Item a b c 
1 1.470 0.837 0.288 
2 0.902 0.837 0.158 
3 0.594 -0.291 0.131 
4 1.670 0.209 0.206 
5 1.700 -0.095 0.188 
6 1.620 0.100 0.199 
7 1.580 1.342 0.302 
8 0.790 0.553 0.136 
9 1.950 -0.749 0.231 
10 1.250 0.391 0.218 
11 1.080 0.098 0.196 
12 1.480 0.653 0.154 
13 0.877 0.316 0.179 
14 1.860 0.367 0.289 
15 1.810 1.144 0.177 
16 1.920 -0.179 0.338 
17 1.690 -0.052 0.178 
18 0.957 -0.931 0.143 
19 1.090 0.754 0.212 
20 0.697 -0.350 0.154 
21 1.240 -0.734 0.273 
22 0.619 0.028 0.201 
23 1.810 0.059 0.231 
24 1.450 -0.821 0.148 
25 0.739 -0.429 0.130 
26 0.833 0.774 0.167 
27 1.980 1.202 0.216 
28 1.520 -0.253 0.269 
29 1.530 0.974 0.297 
30 1.880 -0.212 0.301 
31 1.610 0.745 0.206 
32 0.728 0.361 0.184 
33 0.963 -0.621 0.137 
Continued next page 
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Table A.3 continued 
34 2.230 -0.906 0.267 
35 1.150 0.149 0.255 
36 1.380 -0.222 0.203 
37 1.350 -0.393 0.230 
38 2.630 0.932 0.254 
39 1.140 -1.333 0.144 
40 1.300 0.165 0.208 
Constructed response fCIO 
Item a bi b2 b3 b4 
1 1.530 -0.817 0.370 1.380 2.600 
2 1.920 0.074 0.925 1.970 3.110 
3 2.370 -0.323 0.747 1.780 2.600 
4 1.870 -0.081 1.080 2.140 3.490 
5 1.700 -0.280 1.480 2.120 3.090 
6 1.700 -0.066 1.060 2.350 3.540 
7 2.180 0.748 1.420 2.390 3.830 
8 1.550 -0.820 0.364 1.350 2.560 
9 1.940 -0.859 0.250 1.440 2.590 
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APPENDIX B 
MAIN EFFECTS 
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Table B.l 
Average RMSE 
Factor Level MC CR 
Test Length (1)30 .0497 .0587 
(2) 50 .0484 .0637 
Proportion of (1) 80:20 .0492 .0645 
Items (2) 90:10 .0490 .0579 
Anchor Length (1) io .0493 .0649 
(2) 20 .0488 .0575 
Sample Size (1) 400 .0646 .0926 
(2) 1000 .0482 .0580 
(3) 3000 .0345 .0330 
Ability (1) 0.0 .0467 .0624 
Differences (2) 1.0 .0515 .0600 
Method of (1) Concurrent .0483 .0560 
Transformation (2) TCC .0498 .0664 
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Table B.2 
Average RMSD for the Slope Parameters 
Factor Level MC CR 
Test Length (1) 30 .4668 .1376 
(2) 50 .3991 .1294 
Proportion of (1) 80:20 .4547 .1276 
Items (2) 90:10 .4112 .1394 
Anchor Length (1) io .4016 .1432 
(2) 20 .4643 .1239 
Sample Size (1) 400 .8694 .2059 
(2) 1000 .2803 .1243 
(3) 3000 .1491 .0704 
Ability (1) 0.0 .5160 .1275 
Differences (2) 1.0 .3499 .1396 
Method of (1) Concurrent .4161 .1138 
Transformation (2) TCC .4498 .1533 
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Table B.3 
Average Bias for the Slope Parameters 
Factor Level MC CR 
Test Length (1)30 .1565 .0398 
(2) 50 .1351 .0344 
Proportion of (1) 80:20 .1434 .0311 
Items (2) 90:10 .1482 .0432 
Anchor Length (1) 10 .1464 .0418 
(2) 20 .1452 .0325 
Sample Size (1) 400 .2534 .0586 
(2) 1000 .1203 .0341 
(3) 3000 .0637 .0187 
Ability (1) 0.0 .1544 .0251 
Differences (2) 1.0 .1372 .0491 
Method of (1) Concurrent .1349 .0220 
Transformation (2) TCC .1567 .0522 
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Table B.4 
Average Standard Deviation for the Slope Parameters 
Factor Level MC CR 
Test Length (1)30 .4367 .1295 
(2) 50 .3728 .1232 
Proportion of (1) 80:20 .4292 .1232 
Items (2) 90:10 .3803 .1295 
Anchor Length (1) io .3709 .1340 
(2) 20 .4386 .1186 
Sample Size (1) 400 .8279 .1952 
(2) 1000 .2519 .1172 
(3) 3000 .1345 .0666 
Ability (1) 0.0 .4900 .1248 
Differences (2) 1.0 .3195 .1278 
Method of (1) Concurrent .3917 .1115 
Transformation (2) TCC .4178 .1411 
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Table B.5 
Average RMSD for the Threshold Parameters 
Factor Level MC CR 
Test Length (1) 30 .2701 .2389 
(2) 50 .2465 .3583 
Proportion of (1) 80:20 .2579 .3869 
Items (2) 90:10 .2587 .2103 
Anchor Length (1) io .2587 .3227 
(2) 20 .2579 .2745 
Sample Size (1) 400 .3087 .5208 
(2) 1000 .2535 .2751 
(3) 3000 .2127 .0999 
Ability (1) 0.0 .2524 .3034 
Differences (2) 1.0 .2642 .2938 
Method of (1) Concurrent .2546 .2913 
Transformation (2) TCC .2619 .3058 
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Table B.6 
Average Bias for the Threshold Parameters 
Factor Level MC CR 
Test Length (1)30 .2089 .1034 
(2) 50 .1855 .1606 
Proportion of (1) 80:20 .1972 .1793 
Items (2) 90:10 .1973 .0846 
Anchor Length (1) io .1978 .1562 
(2) 20 .1966 .1077 
Sample Size (1) 400 .2129 .2639 
(2) 1000 .2008 .1060 
(3) 3000 .1780 .0260 
Ability (1) 0.0 .1954 .1221 
Differences (2) 1.0 .1990 .1418 
Method of (1) Concurrent .1958 .1292 
Transformation (2) TCC .1986 .1347 
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Table B.7 
Average Standard Deviation for the Threshold Parameters 
Factor Level MC CR 
Test Length (1) 30 .1688 .2109 
(2) 50 .1604 .3158 
Proportion of (1) 80:20 .1641 .3387 
Items (2) 90:10 .1651 .1880 
Anchor Length (1) io .1646 .2778 
(2) 20 .1645 .2489 
Sample Size (1) 400 .2230 .4434 
(2) 1000 .1546 .2509 
(3) 3000 .1163 .0957 
Ability (1) 0.0 .1584 .2732 
Differences (2) 1.0 .1708 .2534 
Method of (1) Concurrent .1606 .2564 
Transformation (2) TCC .1686 .2702 
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Table B.8 
Average RMSD, Bias, and Standard Deviation for the Guessing Parameters 
Factor Level RMSD Bias Std. 
Test Length (1)30 .0688 .0574 .0376 
(2) 50 .0676 .0563 .0373 
Proportion of Items (1) 80:20 .0689 .0571 .0382 
(2) 90:10 .0675 .0566 .0366 
Anchor Length (1) io .0681 .0567 .0375 
(2) 20 .0682 .0570 .0374 
Sample Size (1) 400 .0757 .0645 .0395 
(2) 1000 .0696 .0579 .0384 
(3) 3000 .0592 .0482 .0344 
Ability Differences (1) 0.0 .0665 .0544 .0381 
(2) 1.0 .0699 .0593 .0368 
Method of Transformation (1) Concurrent .0677 .0569 .0367 
(2) TCC .0686 .0568 .0382 
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