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Abstract
Cracking of rocks and rock-like materials exhibits a rich variety of patterns where tensile (mode I) and shear (mode
II) fractures are often interwoven. These mixed-mode fractures usually involve microcracking and frictional sliding.
Nevertheless, computational models that can efficiently simulate a combination of cohesive and frictional fractures
remain scarce. In this work, we develop a double-phase-field formulation that employs two different phase-fields
to describe cohesive tensile fracture and frictional shear fracture individually. The formulation rigorously combines
the two phase-fields through three approaches: (i) crack-direction-based decomposition of the strain energy into the
tensile, shear, and pure compression parts, (ii) contact-dependent calculation of the potential energy, and (iii) energy-
based determination of the dominant fracturing mode in each contact condition. The proposed model is validated,
both qualitatively and quantitatively, with experimental data on mixed-mode fracture in rocks. A standout feature
of the double phase-field model is that it can simulate, and naturally distinguish between, tensile and shear fractures
without complex algorithms.
Keywords: Phase-field modeling, Mixed-mode fracture, Cohesive fracture, Frictional fracture, Rocks, Quasi-brittle
materials
1. Introduction
Rocks and rock-like materials (e.g. concrete and stiff soils) commonly fail in a quasi-brittle manner, characterized
by progressive softening during the post-peak stage. During the softening process, numerous microcracks develop,
grow, and coalesce to form localized macroscopic fractures. The region of pervasive microcracking—commonly re-
ferred to as a fracture process zone—in these materials has a non-negligible size, violating the premise of linear elastic
fracture mechanics. For this reason, a number of non-linear fracture mechanics approaches have been developed and
widely used for modeling the failure process in quasi-brittle materials. Representative examples are cohesive zone
models (e.g. [1–4]) and damage-type models (e.g. [5–8]).
Apart from its quasi-brittleness, the cracking behavior of rocks and rock-like materials exhibits a few important
characteristics. First, these materials are fractured under compression, showing a rich variety of cracking patterns that
emanate from preexisting flaws. These rock cracking patterns often involve complex combinations of tensile (mode I)
and shear (mode II) fractures, which have attracted a large number of experimental and numerical studies for decades
(e.g. [9–18]). Second, a sliding fracture under compressive stress entails marked friction along the crack surface. This
friction plays an important role not only in the kinematics of fracture but also in the propagation dynamics [19, 20].
Last but not least, the shear fracture energy of rock is usually much greater than the tensile fracture energy of the same
material [21, 22]. All these characteristics should be properly considered to accurately model cracking processes
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in rock. Unfortunately, however, computational models that can efficiently simulate a combination of cohesive and
frictional fractures remain scarce.
Over the past several years, phase-field modeling has gained increasing popularity for rock fracture simulation,
mainly due to its ability to capture complex crack patterns without the need for algorithmic tracking of evolving crack
geometry. The majority of phase-field simulations of rock fracture have used models that are theoretically equivalent
to LEFM for brittle materials (e.g. [23–26]). However, these brittle phase-field models are not fully appropriate for
rocks and rock-like materials for the reasons described above.
Meanwhile, a few studies have proposed phase-field models tailored to rocks and similar geologic materials. The
work of Zhang et al. [27] may be the first endeavor to modify a standard phase-field formulation for brittle fracture to
distinguish between the mode I and mode II fracture energies of rock-like materials. The key idea of their modification
is to adopt the F -criterion proposed by Shen and Stephansson [22], whereby the energy release rates of mode I and
mode II fractures are normalized by their corresponding fracture energies. Bryant and Sun [28] later used the same idea
to develop a phase-field formulation for mixed-mode fracture in anisotropic rocks. However, these models are limited
to purely brittle, pressure-insensitive fracture, neglecting softening behavior and friction effects. Alternatively, Choo
and Sun [29] proposed a coupled phase-field and plasticity modeling framework for pressure-sensitive geomaterials.
While this modeling framework can well simulate brittle, quasi-brittle, and ductile failures and their transitions, it
does not explicitly distinguish between tensile and shear fractures. Also importantly, the phase-field formulations
underpinning all these models, which originate from brittle fracture theory, inevitably suffer from a drawback that the
material strength is sensitive to the length parameter for phase-field regularization. For this reason, previous studies
usually calibrated the fracture energy in conjunction with the length parameter such that their combination gives a
prescribed peak stress. However, this calibration is undesirable because the fracture energy is a material property,
whereas the length parameter emanates from geometric regularization in phase-field modeling.
In recent years, a new class of phase-field models has emerged for cohesive tensile fracture. Drawing on the gra-
dient damage models of Lorentz and coworkers [30–32], these phase-field models have incorporated one-dimensional
softening behavior through careful design of functions for geometric regularization and material degradation. Notable
examples are the phase-field cohesive zone models advanced by Wu and coworkers [33–37], as well as the phase-field
model for dynamic cohesive fracture by Geelen et al [38]. Apart from the explicit treatment of softening behavior,
these models commonly have the feature that the material behavior is virtually insensitive to the phase-field length
parameter, allowing one to use the fracture energy as a pure material parameter. These models are thus robust and
effective for simulating tensile fracture in quasi-brittle materials; however, they are not suited for shear fracture which
is common in rocks.
Very recently, the first phase-field model for frictional shear fracture has been developed for geologic materi-
als [39]. Built on the phase-field method for frictional interfaces [40], the new model has been derived and verified to
be insensitive to the length parameter like the phase-field models of cohesive tensile fracture. Remarkably, the new
phase-field model explicitly incorporates the frictional energy into the crack propagation mechanism, in a way that
is demonstrably consistent with the celebrated theory of Palmer and Rice [19] for frictional shear fracture. However,
the previous work restricted its attention to shear fracture, leaving its extension to mixed-mode fracture as a future
research topic.
In the present work, we propose a new phase-field formulation for mixed-mode fracture in rocks and rock-like
materials, employing two different phase-fields to describe cohesive tensile fracture and frictional shear fracture indi-
vidually. The use of two phase-fields—a different approach from previous single-phase-field formulations for mixed-
mode fracture [27, 28]—is motivated by that each of the phase-field formulations for cohesive tensile fracture and
frictional shear fracture has been derived to simulate the softening behavior of the corresponding fracture mode. In
the literature, multi-phase-field modeling has been used for fracture in anisotropic materials and composites (e.g. [41–
44]), and Bleyer et al. [43] have briefly suggested that its application to mixed-mode fracture in brittle materials. To
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our knowledge, however, no previous work has successfully developed a multi-phase-field formulation for mixed-
mode fracture in brittle materials, not to mention for mixed cohesive tensile/frictional shear fracture in quasi-brittle
materials.
A unique challenge for double-phase-field modeling of mixed-mode-fracture is how to rigorously combine the
two phase-fields—one for mode I fractures and the other for mode II—within a single formulation. Here we address
this challenge through three approaches. First, we decompose the strain energy into the tensile, shear, and pure
compression parts, based on the direction of crack at the material point. This approach unifies the phase-field method
for frictional contact [40] with the phase-field formulation for opening fracture proposed by Steinke and Kaliske [45].
Second, we formulate the incremental potential energy of the material point depending on its contact condition—open,
slip, or stick. This approach extends the derivation procedure of the phase-field model of frictional shear fracture [39]
to double-phase-field modeling of mixed-mode fracture. Third, we determine the dominant fracturing mode in each
contact condition based on the F -criterion for mixed-mode fracture [22]. Note that this approach is different from the
way the F -criterion is used in the previous single phase-field models of mixed-mode fracture (e.g. [27, 28]). While
the previous models used the criterion to calculate an weighted average of modes I and II crack driving forces, here
we apply it to find the governing fracture mode and direction based on the current contact condition. Consequently,
unlike the previous single-phase-field models, the double-phase-field model clearly distinguishes between modes I
and II fractures.
The paper is organized as follows. In Section 2, we develop a double-phase-field formulation for mixed-mode
fracture in quasi-brittle materials, in which one phase-field describes cohesive tensile fracture and the other phase-field
describes frictional shear fracture. This section describes the main contributions of this work. Subsequently, Section 3
presents discrete formulations and algorithms for numerical solution to the proposed model using the standard finite
element method. The double-phase-field model is then validated in Section 4, both qualitatively and quantitatively,
with experimental results on various mixed-mode fractures in rocks. We conclude the work in Section 5.
2. Double-phase-field formulation for mixed-mode fracture
In this section, we develop a double-phase-field formulation for mixed-mode fracture in rocks and rock-like ma-
terials. Without loss of generality, we restrict our attention to an isotropic and linear elastic material, infinitesimal
deformation, rate-independent fracture, and quasi-static conditions.
2.1. Double-phase-field approximation of tensile and shear fractures
Consider the domain Ω with boundary ∂Ω. The boundary is decomposed into the displacement (Dirichlet) bound-
ary ∂uΩ and the traction (Neumann) boundary ∂tΩ, satisfying ∂uΩ ∩ ∂tΩ = ∅ and ∂uΩ ∪ ∂tΩ = ∂Ω. The domain may
have two mutually exclusive sets of mode I and mode II fractures, which are denoted by ΓI and ΓII , respectively.
To approximate the discontinuous surfaces of ΓI and ΓII , we introduce two different phase-fields: (i) dI for the
mode I fractures in ΓI , and (ii) dII for the mode II fractures in ΓII . Figure 1 illustrates this double-phase-field ap-
proximation of mixed-mode fracture. Each of the two phase-fields is defined in between 0 and 1, i.e. dI ∈ [0, 1] and
dII ∈ [0, 1], such that 0 denotes an intact (undamaged) region and 1 denotes a discontinuous (fully damaged) region
for the corresponding mode of fracture.
The use of two phase-fields results in two crack density functions: (i) ΓdI for the mode I fractures, and (ii) ΓdII for
the mode II fractures. For both crack density functions, we adopt the general form proposed by Wu [33] for phase-field
modeling of cohesive fracture. Specifically,
ΓdI (dI ,∇ dI) =
1
piL
[
(2dI − d2I ) + L2(∇ dI)2
]
, (1)
3
Original discrete problem Double-phase-field approximation
dI
1.0
0.0
1.0
dII
∂tΩ
∂uΩ
ΓI
ΓII
Ω
∂tΩ
∂uΩ
Ω
dI(x , t)
dII(x , t)
Figure 1: Double-phase-field approximation of the discontinuous geometries of mode I (in red) and mode II (in blue) fractures.
ΓdII (dII ,∇ dII) =
1
piL
[
(2dII − d2II) + L2(∇ dII)2
]
. (2)
Here, L is the length parameter for phase-field approximation, which is assumed to be the same for both mode I and
mode II fractures.
2.2. Potential energy density
To derive equations that govern the evolutions of the two phase-fields, we should formulate the potential energy
density of a material point. The potential energy density, denoted by ψ, is decomposed into four terms [39]
ψ = ψe + ψf + ψd − ψb . (3)
Here, ψe is the strain energy stored from elastic deformation, ψf is the frictional energy dissipated by sliding along a
crack, ψd is the fracture energy dissipated by generation of a new crack surface, and ψb is the external energy from
body force. Expressions for these four terms are described below.
Strain energy
For double-phase-field modeling of fracture, we need to derive a new form of strain energy in which the two phase-
fields coexist. To begin, let us use the term “effective” to refer to quantities of an undamaged material, following the
standard terminology in damage mechanics. Then the effective strain energy can be written as
W(ε) =
1
2
ε : C¯ : ε , (4)
where ε is the infinitesimal strain tensor and C¯ is the effective stress-strain tangent tensor. As the undamaged region
is assumed to be isotropic and linear elastic, C¯ can be written specifically as
C¯ = K1⊗ 1 + 2G
(
I − 1
3
1⊗ 1
)
, (5)
where K and G are the bulk modulus and the shear modulus, respectively, 1 is the second-order identity tensor, and I
is the fourth-order symmetric identity tensor.
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To model mixed-mode fracture, we additively decompose the effective strain energy into three parts: (i) the tensile
(mode I) part, W+I , (ii) the shear (mode II) part, W
+
II , and (iii) the pure compression (non-fracturing) part, W
−(ε), i.e.
W(ε) = W+I (ε) + W
+
II(ε) + W
−(ε) . (6)
This decomposition of the effective strain energy gives rise to the following three partial effective stress tensors:
σ¯+I :=
∂W+I (ε)
∂ε
, σ¯+II :=
∂W+II(ε)
∂ε
, σ¯− :=
∂W−(ε)
∂ε
. (7)
By definition, the sum of the three partial effective stress tensors should be equal to the total effective stress tensor, i.e.
σ¯+I + σ¯
+
II + σ¯
− =
∂W(ε)
∂ε
≡ σ¯ . (8)
To calculate the specific forms of the partial effective stress tensors, we decompose the stress tensor with respect
to the direction of the crack. The purpose of this directional decomposition is to accommodate the phase-field model
of frictional shear fracture [39], which uses the same decomposition scheme. The directional decomposition scheme
is also compatible with opening fracture, as proposed by Steinke and Kaliske [45] for brittle tensile fracture.
When the directional decomposition is used, the partial effective stress tensors are expressed differently depending
on the contact condition of the crack: open, stick, or slip. The contact condition can be identified following the phase-
field method for frictional cracks [40]. Let us denote by n the unit normal vector of the crack, by m the unit vector in
the slip direction, and by s the unit vector mutually orthogonal to n and m. The crack is open if
εnn := ε : (n⊗ n) > 0 , (9)
which corresponds to the gap condition in contact mechanics. Equivalently, we can use the contact normal component
of the effective stress tensor as
σ¯nn := σ¯ : (n⊗ n) > 0 . (10)
If the above condition is unsatisfied, the crack is closed (in contact), and it may be either in a stick or a slip condition.
To distinguish between the stick and slip conditions, we introduce a yield function of the following form:
f := |τ| − τY ≤ 0 , (11)
where
τ :=
1
2
σ : α , with α := m⊗ n+ n⊗m , (12)
is the resolved shear stress in the crack, and τY := pN tan φ is the yield strength, which is a function of the contact
normal pressure, pN, and the friction angle, φ. The yield function gives f < 0 in the stick condition and f = 0 in the
slip condition.
Depending on the contact condition, σ¯+I and σ¯
+
II are calculated as follows:
σ¯+I =

σ¯nn(n⊗ n) + (λ/M)σ¯nn[(m⊗m) + (s⊗ s)] if open ,
0 if stick ,
0 if slip ,
(13)
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σ¯+II =

τ¯α if open ,
0 if stick ,
τ¯α if slip ,
(14)
where M := K +(4/3)G is the 1D constrained modulus, λ := K−(2/3)G is Lame’s first parameter, and τ¯ := (1/2)σ¯ : α
is the effective resolved shear stress. Also, regardless of the contact condition, σ¯− is given by
σ¯− = σ¯ − σ¯+I − σ¯+II . (15)
Using these partial effective stress tensors, we write the (damaged) stress tensor, σ, as
σ(ε, dI , dII) = gI(dI)σ¯+I (ε) + gII(dII)σ¯
+
II(ε) + σ¯
−(ε) . (16)
Here, gI(dI) ∈ [0, 1] and gII(dII) ∈ [0, 1] are the degradation functions for mode I and mode II fractures, respectively.
Their specific expressions will be presented later in this section. Note that we have multiplied gI(dI) to σ¯+I only, and
gII(dII) to σ¯+II only. Also importantly, the stress–strain relationship is incrementally nonlinear, because σ¯
+
I , σ¯
+
II and
σ¯− are dependent on the contact condition. Due to this incremental nonlinearity, we write the strain energy density as
a rate form as
ψ˙e =
[
gI(dI)σ¯+I + gII(dII)σ¯
+
II + σ¯
−] : ε˙ . (17)
Frictional energy
Although open cracks are frictionless, sliding cracks may involve significant friction. This friction plays an impor-
tant role in shear fracture propagation, as formally shown by Palmer and Rice [19]. Therefore, the frictional energy
dissipated along a sliding crack should also be incorporated into the phase-field formulation.
The frictional energy density is also an incrementally nonlinear function because frictional energy only dissipates
during slip. So we write the frictional energy density as a rate form
ψ˙f =
[
1 − gII(dII)]σfriction : ε˙ , (18)
where σfriction denotes the stress tensor at the crack associated with frictional slip. Its specific expressions, which
depend on the contact condition, are given by [40]
σfriction =

0 if open ,
0 if stick ,
τrα if slip .
(19)
Here, τr is the residual shear strength of the fracture, which equals τY during slip. Inserting Eq. (19) into Eq. (18), we
obtain the rate form of frictional energy density as
ψ˙f =

0 if open ,
0 if stick ,[
1 − gII(dII)] τrγ˙ if slip ,
(20)
where γ := ε : α denotes the shear strain at the crack.
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Fracture energy
Since we consider two different modes of fracture, the fracture energy dissipation is additionally decomposed into
two terms as
ψd = ψdI + ψ
d
II , (21)
where ψdI and ψ
d
II correspond to energy dissipation densities associated with modes I and II fractures, respectively. Let
GI and GII denote the critical fracture energies for mode I and II fractures. Then the two terms can be expressed as
ψdI = GIΓdI =
GI
piL
[
(2dI − d2I ) + L2(∇ dI)2
]
, (22)
ψdII = GIIΓdII =
GII
piL
[
(2dII − d2II) + L2(∇ dII)2
]
. (23)
External energy
The external energy, which is due to gravitational force, can be written as
ψb = ρg · u , (24)
where ρ is the mass density, g is the gravitational acceleration vector, and u is the displacement vector.
2.3. Governing equations
According to the microforce argument [46], the governing equations of the problem are obtained as follows:
∇ ·
(
∂ψ(ε, dI ,∇ dI , dII ,∇ dII)
∂ε
)
− ∂ψ(ε, dI ,∇ dI , dII ,∇ dII)
∂u
= 0 (momentum balance) , (25)
∇ ·
(
∂ψ(ε, dI ,∇ dI , dII ,∇ dII)
∂∇ dI
)
− ∂ψ(ε, dI ,∇ dI , dII ,∇ dII)
∂dI
= −pir,I (mode I microforce balance) , (26)
∇ ·
(
∂ψ(ε, dI ,∇ dI , dII ,∇ dII)
∂∇ dII
)
− ∂ψ(ε, dI ,∇ dI , dII ,∇ dII)
∂dII
= −pir,II (mode II microforce balance) . (27)
Here, pir,I and pir,II are reactive microforces introduced to ensure the irreversibility of modes I and II fracture processes,
respectively. Their specific expressions will be presented later in this section, after other terms become derived.
Substituting the previously derived expressions for the potential energy into Eqs. (25), (26), and (27), we get more
specific forms of the governing equations as
∇ · σ + ρg = 0 , (28)
−g′I(dI)HI −
GI
piL
(
2L2 ∇ ·∇ dI − 2 + 2dI
)
= −pir,I , (29)
−g′II(dII)HII −
GII
piL
(
2L2 ∇ ·∇ dII − 2 + 2dII
)
= −pir,II . (30)
Here, HI and HII are the (effective) crack driving forces for modes I and II fractures, respectively, which are related
to the derivatives of the potential energy with respect to the two phase-fields. Because the potential energy has been
formulated differently according to the contact condition, the crack driving forces must be dependent on the current
contact condition.
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2.4. Modes I and II crack driving forces under different contact conditions
A unique challenge for double-phase-field modeling of mixed mode fracture is to prevent overlapping of modes I
and II within the same material point. This requires careful determination of the modes I and II crack driving forces,
HI andHII at every material point. To this end, here we adapt the F -criterion proposed by Shen and Stephansson [22]
to the double-phase-field modeling of mixed-mode fracture. Defining θ as the angle between the crack normal direc-
tion and the major principal direction in the slip plane, we rephrase the idea of the F -criterion as:
θ = arg max
θ
[F (θ)]|ε , with F (θ) := HI(ε, θ)GI +
HII(ε, θ)
GII . (31)
In other words, the mixed-mode fracture propagates such that the value of F is maximized. It is noted that the strain
tensor, ε, in the argument may be replaced by the effective stress tensor, σ¯, as ε = C¯−1 : σ¯.
Based on the foregoing derivations of the potential energy and the F -criterion, we derive specific forms of the
modes I and II crack driving forces in the following four cases: (i) the intact (undamaged) condition, (ii) the open
condition, (iii) the stick condition, and (iv) the slip condition.
Intact condition
Let us first consider an intact material point in which neither mode I nor II fracture has yet developed. To prevent
fracturing in the elastic region, we set HI and HII as their threshold values defined as the crack driving forces at the
peak tensile and shear strengths, respectively. LetHI,t denote the threshold forHI . By definition,HI,t corresponds to
the effective tensile strain energy, W+I , when σ¯nn equals the tensile strength. Thus we get
HI,t := W+I |σ¯nn=σp =
1
2
σ¯+I |σ¯nn=σp : ε =
1
2M
σ2p , (32)
where σp denotes the tensile strength. The derivation of HII,t is more complex and long due to the existence of
frictional energy dissipation in shear fracture. Referring to Fei and Choo [39] for a detailed derivation of HII,t, we
adopt
HII,t := 12G (τp − τr)
2 , (33)
where τp is the peak shear strength. Because the threshold values are assigned as the crack driving forces of an intact
material point,
HI = 12Mσ
2
p
HII = 12G (τp − τr)
2
 if intact . (34)
In this work, we treat σp as a constant material property, but consider τp a function of the contact normal pressure.
Specifically, we set τp = c0 + pN tan φ, where c0 and φ denote the cohesion and the friction angle, respectively.
Assuming that the peak and residual friction angles are the same, we calculate the residual shear strength as τr =
pN tan φ.
Open condition
Next, we consider the case in which a crack develops under an open contact condition. To determine the dominant
fracturing mode in this case, we need to evaluate the value of F given in Eq. (31), and henceHI andHII therein. To
this end, we only have to consider the strain energy density, ψe, because an open crack is frictionless (ψf = 0) and
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other energy terms (ψd and ψb) are unrelated to the crack driving forces. To compute ψe during post-peak fracturing,
we integrate its rate form in Eq. (17) from the peak stresses, as
ψe =
1
2
σ¯− : ε + gI(dI)
[
W+I
∣∣∣
tp,I
+
1
2
(
σ¯+I : ε
)∣∣∣t
tp,I
]
+ gII(dII)
[
W+II
∣∣∣
tp,II
+
1
2
(
σ¯+II : ε
)∣∣∣t
tp,II
]
. (35)
Here, tp,I and tp,II denote the time instances when σp and τp are reached, respectively, and
W+I |tp,I =
1
2M
σ2p , W
+
II |tp,II =
1
2G
τ2p , (36)
are the strain energies relevant to modes I and II fracturing, respectively, at the corresponding peak stresses. Plugging
the above expressions and Eqs. (13), (14), and (15) into Eq. (35), we obtain
ψe =
1
2
σ¯ : ε − [1 − gI(dI)] 12M σ¯
2
nn − [1 − gII(dII)]
1
2G
τ¯2 . (37)
By definition,HI andHII must be the terms multiplied to [1 − gI(dI)] and [1 − gII(dII)], respectively. Therefore,
HI = 12M σ¯
2
nn , (38)
HII = 12G τ¯
2 . (39)
Substituting Eqs. (38) and (39) into the F -criterion (31), we get
F (ε, θ) = σ¯
2
nn
2MGI +
τ¯2
2GGII . (40)
In terms of the principal strains and θ, the above equation can be re-written as
F (ε, θ) =
[
λ
(
ε1 sin2 θ + ε3 cos2 θ
)
+ M
(
ε1 cos2 θ + ε3 sin2 θ
)]2
2MGI +
2G (ε1 − ε3)2 cos2 θ sin2 θ
GII , (41)
where ε1 and ε3 denote the major and minor principal strains. Then, to find θ that maximizes F , we take the partial
derivative of F with respect to θ as
∂F (ε, θ)
∂θ
=
2G (λ + G)
MGI
(
ε23 − ε21
)
sin 2θ + G(ε1 − ε3)2 sin 4θ
(
1
GII −
G
MGI
)
. (42)
This derivative becomes zero when θ = 0. This means that under an open condition, the crack should develop such
that the crack normal direction is the same as the major principal direction. When the crack direction is determined in
this way,HII = 0 because no shear stress exists on the principal plane, i.e. τ¯ = 0 when θ = 0. Therefore,
HI = 12M σ¯
2
nn
HII = 0
 if open . (43)
In other words, a mode II crack does not grow (i.e. d˙II = 0) under open conditions. Note that in this case, σ¯nn should
be equal to the major principal effective stress, σ¯1, because θ = 0.
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Stick condition
We now shift our focus to a material point that has a closed crack under a stick condition. In this case, σ¯+I = σ¯
+
II =
0, thus ∂ψe/∂dI = ∂ψe/∂dII = 0. The frictional energy is zero as well (i.e. ψf=0). Therefore,
HI = 0
HII = 0
 if stick . (44)
So neither mode I nor mode II crack grows (i.e. d˙I = 0 and d˙II = 0) when there is no relative motion between the two
crack surfaces. This result is also physically intuitive because a material with a perfectly sticky crack behaves like an
undamaged material.
Slip condition
Lastly, we consider the case when the material point has a closed crack undergoing slip. In this case, it can be
easily shown thatHI = 0, because ∂ψe/∂dI = 0 and ∂ψf/∂dI = 0 when the crack is sliding. Therefore, maximizing F
in Eq. (31) is equivalent to maximizing HII in slip conditions. This means that HII can be derived in the exact same
way as in the phase-field model of shear fracture [39]. Below we briefly recap the derivation of HII , referring to Fei
and Choo [39] for details. We first evaluate the strain energy and frictional energy densities by integrating their rate
forms given in Eqs. (17) and (20), and get
ψe = ψe|tp +
∫ t
tp
σ¯− : ε˙ dt +
∫ t
tp
gII(dII)σ¯+II dt , (45)
ψf =
∫ t
tp
[1 − gII(dII)]τrγ˙ dt , (46)
Taking the partial derivatives of ψe and ψf with respect to dII , we obtainHII as
HII = HII,t +Hslip , with Hslip :=
∫ γ
γp
(τ¯ − τr) dγ . (47)
Here, Hslip denotes the crack driving force accumulated during the post-peak slip process, and γp is the shear strain
in the slip direction when τ = τp. We note that Hslip is expressed as an integral form because τr is a function of the
contact normal pressure. Now, we determine the crack propagation direction by maximizing F , equivalently, HII , in
this case. As derived in Fei and Choo [39], it eventually boils down to find θ such that
θ = arg max
θ
[τ¯(θ) − τr(θ)] . (48)
When τr = pN tan φ, we get
θ = 45◦ − φ
2
, (49)
see Fei and Choo [39] for details. Note that this value of θ is necessary to calculate τ¯ and γ inHslip. To summarize,
HI = 0
HII = 12G (τp − τr)
2 +
∫ γ
γp
(τ¯ − τr) dγ
 if slip . (50)
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As opposed to the previous case of open fracture, a mode I crack does not grow (i.e. d˙I = 0) in the slip case. This
result also agrees well with our physical intuition.
2.5. Crack irreversibility
Having derived the modes I and II crack driving forces under all contact conditions, we can now specify expres-
sions for the modes I and II reactive microforces, pir,I and pir,II , which prevent spurious crack healing. Assuming that
both modes I and II cracks do not heal at all, here we set the reactive microforces following the approach proposed by
Miehe et al. [47] whereby the crack driving force is replaced by the maximum crack driving force in loading history.
The reactive forces for modes I and modes II fracture are then defined as
pir,I =

0 if d˙II > 0 ,
−g′I(dI) maxt∈[0,t]HI(t) + g
′
I(dI)HI if d˙II = 0 ,
(51)
pir,II =

0 if d˙II > 0 ,
−g′II(dII) maxt∈[0,t]HII(t) if d˙II = 0 .
(52)
where t denotes the current time instance. Note that the last term in Eq. (51) is added because HI can be positive
under an open condition. Eq. (52) the same as that in the phase-field model of frictional shear fracture [39].
2.6. Degradation functions for modes I and II fractures
To complete the formulation, we introduce specific forms to the degradation functions for modes I and II frac-
tures, gI(dI) and gII(dII), respectively. Particularly, we adopt gI(dI) from the phase-field model of cohesive tensile
fracture [33], given by
gI(dI) =
(1 − dI)n
(1 − dI)n + mIdI (1 − pdI) , with mI :=
GI
piL
1
HI,t , (53)
and gII(dII) from the phase-field model of frictional shear fracture [39], given by
gII(dII) =
(1 − dII)n
(1 − dII)n + mIId (1 − pdII) , with mII :=
GII
piL
1
HII,t . (54)
Here, n and p are parameters controlling post-peak softening responses. We use a standard choice of n = 2 and
p = −0.5.
3. Discretization and algorithms
In this section, we describe how to numerically solve the proposed double-phase-field formulation using the stan-
dard finite element method.
3.1. Unified expressions for crack driving forces considering crack irreversibility
To simplify the succeeding formulations, let us first unify the expressions for the crack driving forces and the
reactive microforces under different contact conditions. We begin this by merging the intact condition into either the
open or the stick condition. When σ¯nn > 0, the intact condition can be combined with the open condition, because
HI = HI,t initially. Likewise, when σ¯nn ≤ 0, the intact condition can be integrated with the stick condition, as
HII = HII,t initially. These intact and stick conditions can be distinguished from the slip condition based on the value
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of f , by setting τY in f as follows: τY = τp for an intact material, and τY = τr for a damaged material. This way
allows us to identify all possible conditions based on the values of σ¯nn and f .
Then, we define the combined crack driving and reactive forces for mode I and II fractures, H+I and H+II , respec-
tively, as
H+I =

max
HI,t, 12M
[
max
t∈[0,t]
σ¯nn(t)
]2 if σ¯nn > 0 ,
max
t∈[0,t]
HI(t) if σ¯nn ≤ 0 and f < 0 ,
max
t∈[0,t]
HI(t) if σ¯nn ≤ 0 and f = 0 ,
(55)
H+II =

max
t∈[0,t]
HII(t) if σ¯nn > 0 ,
max
t∈[0,t]
HII(t) if σ¯nn ≤ 0 and f < 0 ,
HII,t +Hslip if σ¯nn ≤ 0 and f = 0 .
(56)
Note that we updateH+I only when σ¯nn > 0, andH+II only when σ¯nn ≤ 0 and f = 0.
3.2. Problem statement
Let us denote by uˆ and tˆ the prescribed displacement and traction boundary conditions, respectively, and by u0,
dI0 and dII0 the initial displacement field and the initial mode I and II phase fields, respectively. The time domain is
denoted by T := (0, tmax]. The strong form of the problem can then be stated as follows: find u, dI and dII that satisfy
∇ ·σ + ρg = 0 in Ω × T , (57)
−g′I(dI)H+I +
GI
piL
(
2L2 ∇ ·∇ dI − 2 + 2dI
)
= 0 in Ω × T , (58)
−g′II(dII)H+II +
GII
piL
(
2L2 ∇ ·∇ dII − 2 + 2dII
)
= 0 in Ω × T , (59)
subject to boundary conditions
u = uˆ on ∂uΩ × T , (60)
σ · v = tˆ on ∂tΩ × T , (61)
∇ dI · v = 0 on ∂Ω × T , (62)
∇ dII · v = 0 on ∂Ω × T , (63)
with v denoting the outward unit normal vector at the boundary, and initial conditions
u|t=0 = u0 in Ω , (64)
dI |t=0 = dI0 in Ω , (65)
dII |t=0 = dII0 in Ω , (66)
where Ω := Ω ∪ ∂Ω.
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3.3. Finite element discretization
To begin finite element discretization, we define the trial function spaces for u, dI and dII as
Su =
{
u | u ∈ H1, u = uˆ on ∂uΩ
}
, (67)
SdI =
{
dI | dI ∈ H1
}
, (68)
SdII =
{
dII | dII ∈ H1
}
, (69)
where H1 denotes a Sobolev space of order one. Accordingly, the weighting function spaces are defined as
Vu =
{
η | η ∈ H1, η = 0 on ∂uΩ
}
, (70)
VdI =
{
φI | φI ∈ H1
}
, (71)
VdII =
{
φII | φII ∈ H1
}
. (72)
Applying the standard weighted residual procedure, we obtain the following variational equations:
−
∫
Ω
∇s η : σ dV +
∫
Ω
ρη · g dV +
∫
∂tΩ
η · tˆ dA = 0 , (73)∫
Ω
φIg′I(dI)H+I dV +
∫
Ω
GI
piL
(
2L2 ∇ φI · ∇ dI − 2 + 2φI
)
= 0 , (74)∫
Ω
φIIg′II(dII)H+II dV +
∫
Ω
GII
piL
(
2L2 ∇ φII · ∇ dII − 2 + 2φII
)
= 0 . (75)
The rest of the finite element procedure is straightforward; so we omit it for brevity. The standard linear elements are
used in this work.
To solve the discrete versions of variational equations (73), (74), and (75), we use a staggered scheme which was
originally proposed by Miehe et al. [47] and has become common in phase-field modeling of fracture. Specifically,
we first solve Eq. (73) for u fixing dI and dII , then update the crack driving forcesH+I andH+II , and finally solve (74)
and (75) for dI and dII fixingH+I andH+II . This staggered scheme significantly improves the robustness of numerical
solution, without much compromise in the solution accuracy as long as the load step size is sufficiently small.
3.4. Material point update
Algorithm 1 presents a procedure to update internal variables at a material/quadrature point during a solution step.
Here, quantities at the previous time step tn are denoted with subscript n, while those at tn+1 are written without an
additional subscript for brevity. The procedure essentially extends the predictor–corrector algorithm of the phase-field
model of shear fracture [39] to accommodate the open contact condition. Importantly, one can see that the present
model treats all the contact conditions without any algorithm for imposing contact constraints. This feature is the
main advantage of the double-phase-field model from the numerical viewpoint.
Several aspects of the algorithm may deserve elaboration. First, the crack driving forces, H+I and H+II , of an ini-
tially intact material point (dI0 = dII0 = 0) should be initialized by their threshold values,HI,t andHII,t, respectively,
to prevent fracturing in the elastic region. Second, because the potential fracture direction is unknown a priori, we first
evaluate θ using the effective major principal stress, σ¯1 (Line 2), considering that σ¯1 = σ¯nn under an open condition.
Third, the stress tensor under a slip condition is obtained by enforcing f = 0 (Line 20), similar to the return mapping
algorithm in plasticity. Fourth, in Line 20, the residual strength, τr, is evaluated explicitly from the previous time step,
as in the frictional shear fracture model [39]. This semi-implicit update greatly simplifies the stress–strain tangent,
C, without much compromise in accuracy. Lastly, unlike the original algorithm for shear fracture [39], gII(dII) is not
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updated when dII = 0 and f < 0. This is because the friction angle for the peak and residual strengths are assumed to
be the same in this work. If the peak and residual friction angles are considered different, gII(dII) needs to be updated
as explained in Fei and Choo [39]. This modification is straightforward.
Algorithm 1 Material point update procedure for the double-phase-field model of mixed-mode fracture
Input: ε, dI and dII at tn+1.
Output: σ, C,H+I andH+II at tn+1.
1: Calculate σ¯ = C¯ : ε and σ¯1.
2: Set θ = 0◦ if σ¯1 > 0; otherwise, set θ = 45◦ − φ/2.
3: Calculate n, m, and s from θ.
4: Calculate α from n and m.
5: Calculate σ¯nn = σ¯ : (n⊗ n).
6: if σ¯nn > 0 then
7: Open condition.
8: Update σ = σ¯ − [1 − gI(dI)] {σ¯nn(n⊗ n) + (λ/M)σ¯nn[(m⊗m) + (s⊗ s)]}.
9: Update C = C¯ − [1 − gI(dI)] {(n⊗ n) + (λ/M) [(m⊗m) + (s⊗ s)]} ⊗ {M (n⊗ n) + λ[(m⊗m) + (s⊗ s)]}.
10: UpdateH+I = max
[
σ¯2nn/(2M),
(
H+I
)
n
]
.
11: SetH+II =
(
H+II
)
n
.
12: else
13: Calculate τ¯ = (1/2)σ¯ : α and pN = −σ¯nn.
14: Set τY = c0 + pN tan φ if dII = 0; otherwise, set τY = pN tan φ.
15: Evaluate f = |τ¯| − τY.
16: if f < 0 then
17: Stick condition.
18: Update σ = σ¯.
19: Update C = C¯.
20: SetH+II =
(
H+II
)
n
.
21: else
22: Slip condition.
23: Update σ = σ¯ − [1 − gII(dII)][τ¯ − (τr)n]α, where (τr)n := (pN)n tan φ.
24: Update C = C¯ − [1 − gII(dII)]G(α⊗α).
25: UpdateH+II =
(
H+II
)
n
+ (τ¯ − τr)∆γ, where τr = pN tan φ and ∆γ := (ε − εn) : α.
26: end if
27: SetH+I =
(
H+I
)
n
.
28: end if
4. Validation
In this section, we validate the proposed phase-field model with experimental data on mixed-mode fracture in
rocks. Before simulating mixed-mode fracture, we have verified that the double-phase-field model degenerates into
a cohesive tensile model and a frictional shear model under pure mode I and mode II problems, respectively. These
verification results are omitted for brevity. Also, we do not repeat discussions pertaining to the numerical aspects of
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the original phase-field models combined in this work (e.g. mesh and length sensitivity); we refer to Wu et al. [33]
and Fei and Choo [39] for discussions on such topics. Instead, we fully focus on new aspects that arise from the
double-phase-field formulation for mixed-mode fracture.
For validation, we simulate the uniaxial compression tests of Bobet and Einstein [10] on gypsum specimens with
two preexisting flaws, where various mixed-mode cracking patterns are characterized under different flaw configura-
tions. Emulating the experimental setup, we consider 76.2 mm wide and 152.4 mm tall rectangular specimens with
two open flaws, as depicted in Fig. 2. In every specimen, the two flaws have the same length and aperture, 12.7 mm
and 0.1 mm, respectively, with the continuity (c) of 12.7 mm. By contrast, their inclination angle (α) and spacing (w)
are varied by specimens to trigger different types of cracking patterns under compression. In this work, we particularly
consider two cases of the inclination angle, α = 45◦ and α = 60◦, which manifested mixed-mode cracking patterns in
the experiments. Within the case of α = 45◦, we consider three sub-cases of flaw spacings: w = 0, w = a, and w = 2a,
where a denotes the half flaw length, 6.35 mm. Within the case of α = 60◦, we consider two sub-cases: w = 0 and
w = a. As a result, we simulate a total of five cases.
α
76.2 mm
15
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wligament length
Figure 2: Cracking from two preexisting flaws: problem geometry and boundary conditions. The ligament length stands for the distance between
the two flaws.
Table 1 presents the material parameters used in the simulation. Among these parameters, the elasticity parameters
(K and G) and the tensile strength (σp) are directly adopted from their values measured from the gypsum specimens
in Bobet and Einstein [10]. The cohesion strength (c0) and the friction angle (φ) are unavailable from the original
experiment, so they are assigned referring to other experiments on molded gypsum specimens [48]. The tensile
and shear fracture energies (GI and GII) are calibrated to match the coalescence stresses measured in Bobet and
Einstein [10]. The calibrated values and the mode mixity ratio (GII/GI) lie within the ranges of their typical values
for rocks [22].
For finite element simulation, we set the phase-field length parameter as L = 0.2 mm, and refine elements near the
preexisting flaws such that their size h satisfies L/h ≥ 5. The simulation begins by applying a constant displacement
rate of 2 × 10−3 mm on the top boundary. The bottom boundary is supported by rollers except for the left corner
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Parameter Symbol Units Value
Bulk modulus K GPa 2.84
Shear modulus G GPa 2.59
Tensile strength σp MPa 3.2
Cohesion strength c0 MPa 10.7
Friction angle φ deg 28
Mode I fracture energy GI J/m2 16
Mode II fracture energy GII J/m2 205
Table 1: Cracking from preexisting flaws: material parameters.
which is fixed by a pin for stability. The lateral boundaries are traction free. Gravity is ignored. The finite element
solutions are obtained using a parallel finite element code for geomechanics [49–51], which is built on the deal.II
finite element library [52, 53], p4est mesh handling library [54], and the Trilinos project [55].
In what follows, we compare our simulation results with the qualitative and quantitative data from Bobet and
Einstein [10]. For the cases of zero spacing (w = 0), Wong and Einstein [12] later clarified the natures of cracks
developed in gypsum specimens with the same flaw spacing. For these cases, we will complement the qualitative
experimental data by those provided in Wong and Einstein [12].
Figure 3 presents the simulation and experimental results when α = 45◦ and w = 0 mm. Tensile wing cracks
first develop from the tips of the preexisting flaws in a stable manner, and then shear damages grow in between the
tips of the two flaws. Eventually, the two preexisting flaws are coalesced by a mixed-mode crack, which consists of
two coplanar shear cracks bridged by a tensile crack. One can find that the simulation and experimental results are
remarkably consistent in terms of the locations, shapes, and modes of the cracks.
￿￿○
Tensile 
crack
External 
tensile crack
Internal 
tensile crack
Shear 
cracks
Shear 
crack
Experiment
dI
1.0
0.0
1.0
dII
Simulation
uˆy = −￿.￿￿mm
Figure 3: Cracking from two preexisting flaws with α = 45◦ and w = 0 mm: simulated cracking processes using the double-phase-field model
(left), and experimental observations redrawn from Bobet and Einstein [10] and Wong and Einstein [12] (right).
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Next, Fig. 4 shows and compares results from the simulation and the experiment when the spacing of the two
flaws is increased to the half crack width, a = 6.35 mm. The overall cracking process is similar to that in the previous
case: tensile wing cracks followed by shear cracks and a secondary tensile crack which coalesce the two preexisting
flaws. Unlike the previous case, however, the coalescence crack in this case exhibits a zig-zag pattern. This difference
is also fully consistent with the experimental observations.
￿￿○ Shear 
cracks
Internal 
tensile crack
Tensile 
crack
External 
tensile crack
Shear 
crack
ExperimentSimulation
dI
1.0
0.0
1.0
dII
uˆy = −￿.￿￿mm
Figure 4: Cracking from two preexisting flaws with α = 45◦ and w = a = 6.35 mm: simulated cracking processes using the double-phase-field
model (left), and experimental observations redrawn from Bobet and Einstein [10] (right).
In Fig. 5, we show the simulation and experimental results when the spacing is further increased to the crack width,
2a = 12.7 mm. The growth sequence of tensile wing cracks and shear cracks is the same as those in the previous
two cases. In the current case, however, the preexisting flaws are finally coalesced when a shear crack generated from
one flaw links an internal wing crack from the other flaw. This type of crack coalescence, which was not observed
when w/c < 1, is also highlighted in the experimental study of Bobet and Einstein [10]. As can be seen, the proposed
phase-field model can well capture this pattern transition as observed from the experiments.
Figures 6 and 7 present how the simulation and experimental results become different as the flaw inclination angle
is increased to 60◦, when w = 0 mm and w = a = 6.35 mm, respectively. The geometrical features of the secondary
tensile cracks are changed, while the overall cracking patterns and sequences remain analogous to those of the cases
of α = 45◦. The simulated coalescence crack in the case of w = 0 mm (Fig. 6) is consistent with the experimental
finding of Wong and Einstein [12], in that it is a mixed-mode crack consisting of two shear cracks developed from the
inner flaw tips and a tensile crack bridging the shear cracks. Also in the case of w = a = 6.35 mm (Fig. 7), a zig-zag
coalescence pattern has emerged in both our simulation and the experiment of Bobet and Einstein [10]. Therefore, the
simulation results are fully consistent with the experimental observations—from the geometry of cracks to the natures
of tensile/shear cracks—under all of the flaw configurations.
Further, for quantitative validation, Fig. 8 compares the coalescence stresses in the simulations and those measured
in the experiments of Bobet and Einstein [10]. In all cases, the simulation results show excellent agreement with
the experimental data. Remarkably, the simulation results can well capture the increasing/decreasing trends of the
coalescence stresses as observed from the experiments.
The numerical results in this section have demonstrated that the proposed phase-field model can not only reproduce
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Figure 5: Cracking from two preexisting flaws with α = 45◦ and w = 2a = 12.7 mm: simulated cracking processes using the double-phase-field
model (left), and experimental observations redrawn from Bobet and Einstein [10] (right).
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Figure 6: Cracking from two preexisting flaws with α = 60◦ and w = 0 mm: simulated cracking processes using the double-phase-field model
(left), and experimental observations redrawn from Bobet and Einstein [10] and Wong and Einstein [12] (right).
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Figure 7: Cracking from two preexisting flaws with α = 60◦ and w = a = 6.35 mm: simulated cracking processes using the double-phase-field
model (left), and experimental observations redrawn from Bobet and Einstein [10] (right).
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Figure 8: Cracking from two preexisting flaws: comparison of the coalescence stresses in the phase-field simulations with the experimental data of
Bobet and Einstein [10]. (See Fig. 2 for the definition of the ligament length.)
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mixed-mode fracture in the individual cases but also capture the transition of cracking patterns according to change
in the flaw configurations. These results fully validate the proposed model.
Besides validation, the foregoing numerical results have demonstrated that the double-phase-field model allows
us to naturally distinguish between tensile and shear cracks. This feature is invaluable to develop a better understand-
ing of mixed-mode cracking processes in rocks. One main reason is that accurate experimental characterization of
rock cracking processes requires a sophisticated technique (e.g. high speed imaging [56]) which is difficult, or even
impossible, to be applied to rocks under in-situ stress conditions. The capability of providing physical insight into
mixed-mode fracture without a sophisticated technique is a unique advantage of the double-phase-field formulation.
5. Closure
We have developed a double-phase-field formulation for mixed-mode fracture in rocks and rock-like materials,
employing two different phase-fields to describe mode I and mode II fractures individually. The formulation rigorously
combines the two phase-fields through three approaches: (i) crack-direction-based decomposition of the strain energy
into the tensile, shear, and pure compression parts, (ii) contact-dependent calculation of the potential energy, and
(ii) energy-based determination of the dominant fracturing mode in each contact condition. In this way, we have
successfully coupled two types of phase-field models—one for cohesive tensile fracture and the other for frictional
shear fracture—to model mixed-mode fracture in quasi-brittle rocks. The double-phase-field model has been validated
to reproduce a variety of mixed-mode fracturing processes in rocks, in both qualitative and quantitative senses.
A standout feature of the double phase-field model is that it can simulate, and naturally distinguish between, tensile
and shear fractures without complex algorithms. This feature offers an exceptional opportunity to better understand
rock cracking processes that are challenging, or even impossible, to be characterized by experiments alone. Examples
include crack growth and coalescence in rocks under true-triaxial stress conditions, which are much more difficult to
be investigated experimentally than those under uniaxial/biaxial stress conditions. We thus believe that the model is
an attractive option for both understanding and predicting mixed-mode fracture in rocks.
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