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a b s t r a c t
In this paper, the semicontinuities of the solution set map are investigated for a parametric
generalized vector quasivariational inequality in locally convex Hausdorff topological
vector spaces. The upper semicontinuity and closedness of the solution set map are
obtained. A parametric gap function is proposed by using a nonlinear scalarization function.
By virtue of the parametric gap function and a key assumption, the Hausdorff lower
semicontinuity of the solution set map is established.
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1. Introduction
Since the concept of the vector variational inequality (VVI, for short) was first introduced by Giannessi [1], many
important results of various kinds of vector variational inequalities (VVIS , for short), especially, the existence of solutions to
(VVIS), have been established, for example, see [2–9] and the references therein.
Questions concerning the semicontinuity of the solution set maps for the perturbed (VVIS) are of considerable interest.
But to the best of our knowledge, there were few results concerning the direct study of the semicontinuity of the solution
set maps for parametric (VVIS), especially, there was nearly no general lower semicontinuity result for parametric (VVIS) in
the literature, see [10–13]. Generally speaking, the lower semicontinuity of the solution set map for a parametric (VVI) is
much stronger than upper semicontinuity, and consequently, it is much more difficult to derive conditions that guarantee
lower semicontinuity. It is worth noting that there were some lower and upper semicontinuity results for parametric
vector equilibrium problems, see [14–22] and the references therein. Although a parametric vector equilibrium problem
is a generalization of the corresponding parametric (VVI), a general one is not necessarily better than a special one, as (VVIS)
possess amore refined structure, so it is still or evenmore difficult to study the semicontinuity results for a parametric (VVI)
directly. Based on these reasons, recently, by virtue of a parametric gap function and a key assumption, Li and Chen [23]
discussed the Hausdorff lower semicontinuity and continuity (H-continuity) of the solution set map for a parametric single-
valued weak vector variational inequality (PWVVI) in finite dimensional spaces. In [24], Chen and Li further studied the
upper semicontinuity, closedness and Hausdorff lower semicontinuity of the solution set map for a parametric set-valued
weak vector variational inequality (PSWVVI) in Banach spaces. We shall mention that our approach used to deal with lower
semicontinuity in [23,24] is totally different from the ones used in the above related papers.
✩ Project No. CDJZR10 10 00 04 supported by the Fundamental Research Funds for the Central Universities.∗ Corresponding author.
E-mail addresses: chencr1981@163.com (C.R. Chen), lisj@cqu.edu.cn (S.J. Li), fangzhimiao1983@163.com (Z.M. Fang).
0898-1221/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2010.08.036
2418 C.R. Chen et al. / Computers and Mathematics with Applications 60 (2010) 2417–2425
It is interesting to find in [23,24] that the sufficient conditions for the Hausdorff lower semicontinuity of the solution set
map to a parametric (VVI) obtained by using key assumptions are also ones for the upper semicontinuity and closedness.
Thus, the theorems concerning Hausdorff lower semicontinuity are essentially sufficient conditions for the continuity of the
solution setmap in [23,24], respectively. However, for a parametric vector quasivariational inequality, we find that the above
property with respect to the parametric (VVI) may not hold, i.e., the theorem concerning Hausdorff lower semicontinuity
may not be a sufficient condition for the continuity of the solution set map in this paper. In addition, we notice that most
of the results concerning semicontinuities in the literature, including also our papers were discussed under the cases of
fixed ordering cones. Whence, it is necessary to further study the semicontinuity, especially the lower semicontinuity, of
the solution mapping to a parametric vector quasivariational inequality with moving cones, by using our ideas [23,24].
Motivated by the work reported in [11,23–27], this paper aims to establish some semicontinuity results for the solution
set map of a parametric generalized vector quasivariational inequality (PGVQVI) in locally convex Hausdorff topological
vector spaces, which is a generalization of the models discussed in [23,24]. We first discuss the upper semicontinuity and
closedness of the solution set map for (PGVQVI). In order to prove the Hausdorff lower semicontinuity of the solution set
map, we propose a parametric gap function for (PGVQVI) in virtue of a nonlinear scalarization function introduced by Chen
et al. [28]. By virtue of the parametric gap function and the idea of hypothesis (H1) in [25,26], we introduce a key assumption
(Hg). Thus the Hausdorff lower semicontinuity of the solution set map is established under the main assumption (Hg).
Simultaneously, we use an example to explain that the theorem concerning Hausdorff lower semicontinuity may not be
a sufficient condition for the upper semicontinuity of the solution set map. We also show that the solution set map is H-
continuous if the compactness of the space X is imposed.
The rest of the paper is organized as follows. In Section 2, we introduce the problem (PGVQVI), recall some definitions
and some of their properties. In Section 3, we discuss the upper semicontinuity and closedness of the solution set map for
(PGVQVI). In Section 4, we investigate the Hausdorff lower semicontinuity of the solution set map for (PGVQVI) and present
a continuity property of the solution set map for a special case of (PGVQVI).
2. Preliminaries
Let X and Y be two locally convex Hausdorff topological vector spaces, and Λ (the space of parameters) be a Hausdorff
topological space. Let C : X → 2Y be a set-valued mapping such that for any x ∈ X, C(x) is a proper closed and convex cone
in Y with int C(x) ≠ ∅. Let L(X, Y ) be the set of all linear continuous operators from X to Y . The value of a linear operator
t ∈ L(X, Y ) at x ∈ X is denoted by ⟨t, x⟩. We always assume that ⟨·, ·⟩ : L(X, Y )× X → Y is continuous.
The generalized vector quasivariational inequality problem (GVQVI) is to find x0 ∈ K(x0) and t0 ∈ T (x0) such that
⟨t0, y− x0⟩ ∈ Y \ −int C(x0), ∀y ∈ K(x0),
where K : X → 2X and T : X → 2L(X,Y ) are set-valued mappings.
When the mappings K and T are perturbed by a parameter u ∈ Λ, for a given u, we define the parametric generalized
vector quasivariational inequality problem (PGVQVI) of finding x0 ∈ K(x0, u) and t0 ∈ T (x0, u) such that
⟨t0, y− x0⟩ ∈ Y \ −int C(x0), ∀y ∈ K(x0, u),
where K : X ×Λ→ 2X and T : X ×Λ→ 2L(X,Y ) are set-valued mappings.
For each u ∈ Λ, let E(u) := {x ∈ X | x ∈ K(x, u)}, we denote the solution set map of (PGVQVI) by S(u), i.e.,
S(u) = {x0 ∈ E(u) | ∃t0 ∈ T (x0, u), s.t. ⟨t0, y− x0⟩ ∈ Y \ −int C(x0), ∀y ∈ K(x0, u)}.
When X and Y are Banach spaces, Λ is a subset of a Banach space, and for any (x, u) ∈ X × Λ, K(x, u) = K(u) and
C(x) ≡ C , where C is a fixed closed and convex cone, (PGVQVI) reduces to a parametric set-valued weak vector variational
inequality (PSWVVI) considered in [24]. The upper semicontinuity, closedness and Hausdorff lower semicontinuity of the
solution set map for (PSWVVI) were studied therein. Furthermore, if T : X ×Λ→ L(X, Y ) is a vector-valued mapping, then
(PSWVVI) reduces to a parametric weak vector variational inequality (PWVVI). When Y = Rp and C = Rp+, the Hausdorff
lower semicontinuity and continuity (H-continuity) of the solution set map for (PWVVI) were discussed in [23].
Throughout the paper, we always assume that S(u) ≠ ∅ for all u in a neighborhood of u0 ∈ Λ. In this paper, we discuss
the semicontinuity of S(·), especially, the Hausdorff lower semicontinuity of S(·). Now we recall some basic definitions and
their some properties. The symbol 0X denotes the origin of X .
Let F : Λ→ 2X be a set-valued mapping, and given λ¯ ∈ Λ.
Definition 2.1. (a) F is called Hausdorff lower semicontinuous (H-l.s.c) at λ¯ if for each neighborhood B of 0X , there is a
neighborhood N(λ¯) of λ¯ such that for every λ ∈ N(λ¯), F(λ¯) ⊂ F(λ)+ B.
(b) F is called Hausdorff upper semicontinuous (H-u.s.c) at λ¯ if for each neighborhood B of 0X , there is a neighborhood N(λ¯)
of λ¯ such that for every λ ∈ N(λ¯), F(λ) ⊂ F(λ¯)+ B.
(c) F is called lower semicontinuous (l.s.c) at λ¯ if for any open set Q ⊂ X with F(λ¯) ∩ Q ≠ ∅, there exists a neighborhood
N(λ¯) of λ¯ such that F(λ) ∩ Q ≠ ∅, for all λ ∈ N(λ¯). Remark that F is l.s.c at λ¯ if and only if for any net {λα} ⊂ Λ with
λα → λ¯ and any x¯ ∈ F(λ¯), there exists xα ∈ F(λα) such that xα → x¯.
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(d) F is called upper semicontinuous (u.s.c) at λ¯ if for any open set Q ⊂ X with F(λ¯) ⊂ Q , there exists a neighborhood N(λ¯)
of λ¯ such that F(λ) ⊂ Q , for all λ ∈ N(λ¯).
(e) F is called closed at λ¯ if for each net (λα, xα) ∈ graph F := {(λ, x) | x ∈ F(λ)}, (λα, xα) → (λ¯, x¯), it follows that
(λ¯, x¯) ∈ graph F .
We say F is H-l.s.c (resp. H-u.s.c, l.s.c, u.s.c, closed) on Λ, if it is H-l.s.c (resp. H-u.s.c, l.s.c, u.s.c, closed) at each λ¯ ∈ Λ. F is
said to be H-continuous onΛ if it is both H-l.s.c and u.s.c onΛ. Moreover, we say that F has compact (resp. closed) values,
if F(λ) is a compact (resp. closed) set for each λ ∈ Λ.
Proposition 2.1 ([29,30]).
(i) If F is u.s.c with closed values, then F is closed.
(ii) If F has compact values, then F is u.s.c at λ¯ if and only if for any net {λα} ⊂ Λ with λα → λ¯ and for any xα ∈ F(λα), there
exist x¯ ∈ F(λ¯) and a subnet {xβ} of {xα}, such that xβ → x¯.
Let e : X → Y be a vector-valued mapping and for any x ∈ X , e(x) ∈ int C(x).
Definition 2.2 ([7,28]). The nonlinear scalarization function ξe : X × Y → R is defined by
ξe(x, y) = inf{λ ∈ R : y ∈ λe(x)− C(x)}, ∀(x, y) ∈ X × Y .
In the special case where Y = Rp and for any x ∈ X, C(x) = Rp+ and e(x) = e, let e = (1, 1, . . . , 1)⊤ ∈ int Rp+, the
nonlinear scalarization function can be expressed in the following equivalent form [7, Corollary 1.46]:
ξe(y) = max
1≤i≤p
{yi}, ∀y = (y1, y2, . . . , yp)⊤ ∈ Rp. (1)
Proposition 2.2. For each r ∈ R, x ∈ X and y ∈ Y ,
(i) ξe(x, y) < r ⇐⇒ y ∈ re(x)− int C(x);
(ii) ξe(x, re(x)) = r, especially, ξe(x, 0) = 0.
Proof. (i) holds by virtue of Proposition 2.3 of [28]. We only prove (ii). By the definition of ξe(·, ·) and e(·) ∈ int C(·),
ξe(x, re(x)) = inf{λ ∈ R : re(x) ∈ λe(x)− C(x)}
= inf{λ ∈ R : (r − λ)e(x) ∈ −C(x)}
= inf{λ ∈ R : r − λ ≤ 0}
= r.
In particular, letting r = 0, we get ξe(x, 0) = 0. 
Proposition 2.3 ([28, Theorem 2.1]). Let X and Y be two locally convex Hausdorff topological vector spaces, and let C : X → 2Y
be a set-valued mapping such that, for each x ∈ X, C(x) is a proper, closed, convex cone in Y with int C(x) ≠ ∅. Furthermore,
let e : X → Y be a continuous selection from the set-valued map int C(·). Define a set-valued mapping V : X → 2Y by
V (x) = Y \ int C(x), for x ∈ X. Then, it holds that
(i) If V (·) is u.s.c on X, then ξe(·, ·) is upper semicontinuous on X × Y .
(ii) If C(·) is u.s.c on X, then ξe(·, ·) is lower semicontinuous on X × Y .
3. Upper semicontinuity
In this section, we discuss the upper semicontinuity and closedness of the solution set map S(·).
Theorem 3.1. Suppose that the following conditions are satisfied:
(i) E(·) is u.s.c with compact values onΛ;
(ii) K(·, ·) is l.s.c on X ×Λ;
(iii) T (·, ·) is u.s.c with compact values on X ×Λ;
(iv) W (·) := Y \ −int C(·) is closed on X.
Then, S(·) is both u.s.c and closed onΛ.
Proof. Suppose that there exists some u0 ∈ Λ such that S(·) is not u.s.c at u0. Then there exists an open set V satisfying
S(u0) ⊂ V , and nets uα → u0 and xα ∈ S(uα), such that xα ∉ V ,∀α.
Since xα ∈ E(uα) and E(·) is u.s.c with compact values at u0, there is an x0 ∈ E(u0) such that xα → x0 (here we can take
a subnet {xβ} of {xα} if necessary).
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Now we suppose that x0 ∉ S(u0). By xα ∈ S(uα), there exists tα ∈ T (xα, uα), such that
⟨tα, zα − xα⟩ ∈ Y \ −int C(xα), ∀zα ∈ K(xα, uα). (2)
Since T (·, ·) is u.s.c with compact values on X × Λ, for tα ∈ T (xα, uα), there exists t0 ∈ T (x0, u0) such that tα → t0. By
x0 ∉ S(u0), for t0 ∈ T (x0, u0), there exists y0 ∈ K(x0, u0) such that
⟨t0, y0 − x0⟩ ∈ −int C(x0). (3)
It follows from the lower semicontinuity of K(·, ·) at (x0, u0) that there exists yα ∈ K(xα, uα) such that yα → y0.
Especially, by (2), we have
⟨tα, yα − xα⟩ ∈ Y \ −int C(xα). (4)
On the other hand, we have ⟨tα, yα − xα⟩ → ⟨t0, y0 − x0⟩. SinceW (·) := Y \ −int C(·) is closed at x0, this together with
(4) implies that
⟨t0, y0 − x0⟩ ∈ Y \ −int C(x0),
which contradicts (3). Hence, x0 ∈ S(u0).
Thus x0 ∈ S(u0) ⊂ V , which leads to a contradiction, since xα ∉ V ,∀α, xα → x0 and V is open. Consequently, S(·) is u.s.c
at each u0 ∈ Λ.
Now we show that S(·) is closed at each u0 ∈ Λ. Take xα ∈ S(uα) with uα → u0 and xα → x0. Since xα ∈ E(uα), by the
assumption (i), we obtain that x0 ∈ E(u0). Then by virtue of the same proof as above, we get that x0 ∈ S(u0). 
Remark 3.1. The set-valued mapping E : Λ→ 2X is defined in terms of K . If we assume that K is an upper semicontinuous
set-valuedmapping with closed values and X is a compact space, then E is upper semicontinuous. In fact, it follows from the
definition of the closed mapping, the upper semicontinuity of K with closed values and Proposition 2.1(i), we can readily
get that E is a closed set-valued mapping. Furthermore, since X is a compact space, by Corollary 9 of [29, Chapter 3, Section
1], E is upper semicontinuous. In the sequel, from Example 4.4, we will see that the compactness of X is necessary.
Remark 3.2. If we merely prove the closedness of S(·) in Theorem 3.1, by Proposition 2.1(i), we only require that E(·) has
closed values in the assumption (i) of Theorem 3.1.
Remark 3.3. By Proposition 3.1(i) of [14], since E(·) and T (·, ·) are compact valued, if we use H-u.s.c instead of u.s.c in the
assumptions (i) and (iii) of Theorem 3.1, then the corresponding result still holds.
Remark 3.4. In [11], Khanh and Luu, in fact, proposed respectively the following two parametric set-valued vector
quasivariational inequalities (PQVIu) and (PSQVIu),
(PQVIu): finding x0 ∈ K(x0, u) such that ∀y ∈ K(x0, u), ∃t0 ∈ T (x0, u),
⟨t0, y− x0⟩ ∈ Y \ −int C(x0);
(PSQVIu): finding x0 ∈ K(x0, u) such that ∀y ∈ K(x0, u),∀t0 ∈ T (x0, u),
⟨t0, y− x0⟩ ∈ Y \ −int C(x0);
and proved the closedness of the solution setmaps. It is easy to see that the solution set of (PSQVIu) is included in the solution
set of (PGVQVI), and the solution set of (PGVQVI) is included in the solution set of (PQVIu). However, the converse is not true
in general. Hence, our model (PGVQVI) is different from (PQVIu) and (PSQVIu).
4. Hausdorff lower semicontinuity
In this section, we discuss the Hausdorff lower semicontinuity of the solution set map S(·). Now we introduce the
following important function.
Assume that both K(x, u) and T (x, u) are compact sets for each (x, u) ∈ X × Λ. We also suppose that both V (·) =
Y \ int C(·) and C(·) are u.s.c on X . We define a function g : Λ× X → R as follows:
g(u, x) = max
z∈T (x,u)
min
y∈K(x,u)
ξe(x, ⟨z, y− x⟩), ∀x ∈ E(u).
By Proposition 2.3, ξe(·, ·) is continuous on X × Y . Furthermore, since both K(·, ·) and T (·, ·) have compact values, g(·, ·) is
well-defined.
Proposition 4.1. (i) g(u, x) ≤ 0,∀x ∈ E(u);
(ii) g(u0, x0) = 0 if and only if x0 ∈ S(u0).
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Proof. We define a function g1 : X × L(X, Y )→ R as follows:
g1(x, z) = min
y∈K(x,u)
ξe(x, ⟨z, y− x⟩), x ∈ E(u), z ∈ T (x, u).
(i) It is easy to see that g1(x, z) ≤ 0. Suppose to the contrary that there exist x0 ∈ E(u) and z0 ∈ T (x0, u) such that
g1(x0, z0) > 0. Then,
0 < g1(x0, z0) ≤ ξe(x0, ⟨z0, y− x0⟩), ∀y ∈ K(x0, u),
which is impossible when y = x0, since ξe(x0, 0) = 0 by Proposition 2.2(ii). Thus,
g(u, x) = max
z∈T (x,u)
g1(x, z) ≤ 0, ∀x ∈ E(u).
(ii) Since the function ξe(·, ⟨·, ·⟩) is continuous, g(u0, x0) = 0 if and only if there exists z0 ∈ T (x0, u0) such that
g1(x0, z0) = 0, i.e.,
min
y∈K(x0,u0)
ξe(x0, ⟨z0, y− x0⟩) = 0, x0 ∈ E(u0),
if and only if, for any y ∈ K(x0, u0),
ξe(x0, ⟨z0, y− x0⟩) ≥ 0,
by Proposition 2.2(i), if and only if, for any y ∈ K(x0, u0),
⟨z0, y− x0⟩ ∉ −int C(x0),
that is, x0 ∈ S(u0). 
We call the function g a parametric gap function for (PGVQVI) if the properties of Proposition 4.1 are satisfied.
Remark 4.1. When Y = Rp and C(x) ≡ Rp+, let e = (1, 1, . . . , 1)⊤ ∈ int Rp+, by (1), the parametric gap function g can be
expressed in the form:
g(u, x) = max
z∈T (x,u)
min
y∈K(x,u)
max
1≤i≤p
(⟨z, y− x⟩)i, x ∈ E(u),
where (⟨z, y− x⟩)i is the ith component of ⟨z, y− x⟩, i = 1, 2, . . . , p.
Motivated by the hypothesis (H1) of [26,25], by virtue of the parametric gap function g , we introduce the following key
assumption:
(Hg) Given u0 ∈ Λ. For any open neighborhood B of 0X , there exists α > 0 and a neighborhood N(u0) of u0, such that for
all u ∈ N(u0) and x ∈ E(u) \ (S(u)+ B), one has g(u, x) ≤ −α.
Geometrically, the hypothesis (Hg) means that, given a small open neighborhood B of 0X , we can find a small positive
number α and a neighborhood of the parameter u0, such that for all u in the neighborhood of u0, if a feasible point x is not
in the set S(u)+ B, then a ‘‘gap’’ by an amount of at least−α will be yielded.
As mentioned in [25], the above hypothesis (Hg) is characterized by a common theme used in mathematical analysis.
Such a theme interprets a proposition associated with a set in terms of other propositions associated with the complement
set. Instead of looking for restrictions within the solution set, our hypothesis (Hg) puts restrictions on the behavior of the
parametric gap function on the complement of solution set. We shall mention that although the hypothesis (Hg) may be
strong, it seems to be reasonable in establishing the Hausdorff lower semicontinuity of S(·) because of the complexity of the
problem structure.
To understand this assumption (Hg), consider the following example.
Example 4.1. Let X = Y = R,Λ = (0, 1), C(x) ≡ R+, K(x, u) =

0, u+x2

and T (x, u) = [1, 1+ ux2]. Consider the problem
(PGVQVI) of finding x ∈ K(x, u) and t ∈ T (x, u) such that
t(y− x) ≥ 0, ∀y ∈ K(x, u).
From K(x, u) = 0, u+x2 , we have E(u) = {x | x ∈ K(x, u)} = [0, u]. It follows from a direct computation that
S(u) = {0}, ∀u ∈ Λ. Now we show the assumption (Hg) holds. By Remark 4.1, taking e = 1, we have
g(u, x) = max
z∈T (x,u)
min
y∈K(x,u)
max{z(y− x)}, x ∈ E(u).
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Thus,
g(u, x) = max
z∈T (x,u)
min
y∈K(x,u)
z(y− x)
= max
z∈T (x,u)
z(0− x)
= max
z∈T (x,u)
−xz
=

0, x = 0,
−x, x ∈ (0, u].
Clearly, g(·, ·) is a parametric gap function for (PGVQVI).
Given u0 ∈ Λ. For any open neighborhood Bε(0) := (−ε, ε), where 0 < ε < u0, take α = ε and the neighborhood
Nδ(u0) := [u0 − δ, u0 + δ], where 0 < δ < min{u0 − ε, 1− u0}, it holds that
g(u, x) = −x ≤ −ε, ∀u ∈ Nδ(u0), ∀x ∈ E(u) \ (S(u)+ Bε(0)) = [ε, u].
Hence, the assumption (Hg) holds.
In the sequel, we first establish some lemmas.
Lemma 4.1. Let any u0 ∈ Λ be given. Suppose that
(i) E(u0) is a compact set;
(ii) K(·, ·) is l.s.c on X × {u0};
(iii) T (·, ·) is u.s.c with compact values on X × {u0};
(iv) W (·) := Y \ −int C(·) is closed on X.
Then, S(u0) is a closed set. Moreover, S(u0) is a compact set.
Proof. It is clear that the closedness of S(u0) is a special case of Theorem 3.1 by taking Λ = {u0}. Thus, it follows from
S(u0) ⊂ E(u0) and the compactness of E(u0) that S(u0) is a compact set. 
Lemma 4.2. Assume that E(u) is nonempty for each u ∈ Λ and
(i) K(·, ·) is u.s.c with compact values on X ×Λ;
(ii) T (·, ·) is l.s.c on X ×Λ;
(iii) C(·) is u.s.c on X and e(·) ∈ int C(·) is continuous on X.
Then, g(·, ·) is a lower semicontinuous function.
Proof. Define the function g0 : L(X, Y )×Λ× X → R by
g0(z, u, x) = min
y∈K(x,u)
ξe(x, ⟨z, y− x⟩), x ∈ E(u).
Now we prove that g0(·, ·, ·) is a lower semicontinuous function.
For any z ∈ L(X, Y ), u ∈ Λ and x ∈ E(u), since ξe(·, ·) is a finite function, g0(z, u, x) > −∞.
Let any a ∈ R. Suppose that {(zα, uα, xα)} ⊂ L(X, Y )×Λ× X satisfying
g0(zα, uα, xα) ≤ a, ∀α,
and
(zα, uα, xα)→ (z0, u0, x0).
It follows that
min
yα∈K(xα ,uα)
ξe(xα, ⟨zα, yα − xα⟩) ≤ a, xα ∈ E(uα). (5)
Since K(·, ·) is u.s.c with compact values at (x0, u0), we have x0 ∈ K(x0, u0). From (5), because of the compactness of K(·, ·)
and the lower semicontinuity of ξe(·, ·), there exists y¯α ∈ K(xα, uα) such that
ξe(xα, ⟨zα, y¯α − xα⟩) ≤ a. (6)
It follows from the upper semicontinuity of K(·, ·) at (x0, u0) and the compactness of K(x0, u0) that there exists y0 ∈
K(x0, u0) such that y¯α → y0 (taking a subnet {y¯β} of {y¯α} if necessary). Since ξe(·, ·) is lower semicontinuous, taking the
lower limit in (6), we have
ξe(x0, ⟨z0, y0 − x0⟩) ≤ a.
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Thus,
g0(z0, u0, x0) = min
y∈K(x0,u0)
ξe(x0, ⟨z0, y− x0⟩) ≤ ξe(x0, ⟨z0, y0 − x0⟩) ≤ a.
This proves that for any a ∈ R, the level set {(z, u, x) | g0(z, u, x) ≤ a} is closed. Hence, g0 is lower semicontinuous on
L(X, Y )×Λ× X .
Since
g(u, x) = max
z∈T (x,u)
min
y∈K(x,u)
ξe(x, ⟨z, y− x⟩) = max
z∈T (x,u)
g0(z, u, x), x ∈ E(u),
and T (·, ·) is l.s.c on X × Λ, by virtue of Proposition 19 in [29, Chapter 3, Section 1], g(·, ·) is lower semicontinuous on
Λ× X . 
A set B ⊂ X is said to be balanced if αB ⊂ B for every α ∈ Rwith |α| ≤ 1.
The following lemma is a well-known fact (e.g., see [31, Chapter IX, Section 2]).
Lemma 4.3. For each neighborhood U of 0X , there exists a balanced open neighborhood V of 0X such that V + V + V ⊂ U.
Now we state our main result by virtue of the assumption (Hg).
Theorem 4.1. Suppose that (Hg) holds and the following conditions are satisfied:
(i) E(·) is l.s.c with compact values onΛ;
(ii) K(·, ·) is both l.s.c and u.s.c with compact values on X ×Λ;
(iii) T (·, ·) is both l.s.c and u.s.c with compact values on X ×Λ;
(iv) C(·) is u.s.c on X and e(·) ∈ int C(·) is continuous on X;
(v) W (·) := Y \ −int C(·) is closed on X.
Then, S(·) is H-l.s.c onΛ.
Proof. Suppose to the contrary that there exists some u0 ∈ Λ such that S(·) is not H-l.s.c at u0. Then, there exists a
neighborhood B0 of 0X , nets {uα} ⊂ Λwith uα → u0 and {xα} such that
xα ∈ S(u0) \ (S(uα)+ B0). (7)
By Lemma 4.1, S(u0) is a compact set. Hence, we can assume that xα → x0 ∈ S(u0).
For B0, in virtue of Lemma 4.3, there exists a balanced open neighborhood U0 of 0X such that U0 + U0 + U0 ⊂ B0.
It is clear that for any given ϵ > 0, (x0 + ϵU0) ∩ E(u0) ≠ ∅. Since E(·) is l.s.c at u0, there exists some β1 such that
(x0 + ϵU0) ∩ E(uβ) ≠ ∅ for all β ≥ β1.
For a given ϵ ∈ (0, 1], suppose that yβ ∈ (x0 + ϵU0) ∩ E(uβ). We claim that yβ ∉ S(uβ) + U0. Otherwise, there exists
zβ ∈ S(uβ) such that yβ − zβ ∈ U0. Without loss of generality, we may assume that xβ − x0 ∈ U0 whenever β is sufficiently
large. Consequently, we get
xβ − zβ = (xβ − x0)+ (x0 − yβ)+ (yβ − zβ)
∈ U0 + (−ϵU0)+ U0
⊂ U0 + U0 + U0
⊂ B0.
This implies that xβ ∈ S(uβ) + B0, which contradicts (7). Thus, we have yβ ∉ S(uβ) + U0. By the assumption (Hg), there
exists δ > 0 such that g(uβ , yβ) ≤ −δ. By Lemma 4.2, g(·, ·) is lower semicontinuous. So, for any θ > 0,
g(uβ , yβ) ≥ g(u0, x0)− θ.
We can take θ such that−δ + θ < 0. Thus,
g(u0, x0) ≤ g(uβ , xβ)+ θ ≤ −δ + θ < 0,
i.e.,
max
t∈T (x0,u0)
min
y∈K(x0,u0)
ξe(x0, ⟨t, y− x0⟩) < 0.
So, for any t ∈ T (x0, u0), there exists y0 ∈ K(x0, u0) such that
ξe(x0, ⟨t, y0 − x0⟩) < 0.
By Proposition 2.2(i), we have
⟨t, y0 − x0⟩ ∈ −int C(x0).
This contradicts that x0 ∈ S(u0). Hence, S(·) is H-l.s.c at each u0 ∈ Λ. 
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Remark 4.2. By Proposition 3.1(i) of [14], if we useH-u.s.c instead of u.s.c of K(·, ·) in Lemma 4.2 and Theorem 4.1, similarly,
if we use H-u.s.c instead of u.s.c of T (·, ·) in Lemma 4.1 and Theorem 4.1, the corresponding results still hold.
The following example shows that the lower semicontinuity of E(·) in the condition (i) of Theorem 4.1 cannot be implied
by the condition (ii) of Theorem 4.1.
Example 4.2. Let X = R,Λ = [0, 1] and
K(x, u) =
u[x,−x], if x ≤ −1,
u[−1, 1], if − 1 < x < 1,
u[−x, x], if x ≥ 1.
Clearly, K(·, ·) is both l.s.c and u.s.c with compact values on X ×Λ. However,
E(u) = {x ∈ X | x ∈ K(x, u)} =

R, if u = 1,
[−u, u], if 0 ≤ u < 1.
It follows that E(·) is not l.s.c at u = 1.
Now we give the following simple example to illustrate Theorem 4.1.
Example 4.3. Let X = Y = R,Λ = (0, 1), C(x) ≡ R+, T (x, u) = {−u} and K(x, u) =
−u+x
2 , 1− u

. Consider the problem
(PGVQVI) of finding x ∈ K(x, u) such that
⟨T (x, u), y− x⟩ = u(x− y) ≥ 0, ∀y ∈ K(x, u).
We have E(u) = {x | x ∈ K(x, u)} = [−u, 1− u]. It follows from a direct computation that
S(u) = {1− u}, ∀u ∈ Λ.
Obviously, the conditions (i)–(v) of Theorem 4.1 are satisfied. Now we check the assumption (Hg). By Remark 4.1, taking
e = 1, we have
g(u, x) = min
y∈K(x,u)
u(x− y) = u(x− (1− u)) = ux− u+ u2, x ∈ E(u).
Clearly, (i) ∀x ∈ E(u), g(u, x) ≤ u(1− u)− u+ u2 = 0; (ii) x0 ∈ S(u0) if and only if g(u0, x0) = u0(1− u0)− u0 + u20 = 0.
So, g(·, ·) is a parametric gap function for (PGVQVI).
Given u0 ∈ Λ. For any open neighborhood Bε(0) := (−ε, ε), where 0 < ε < 1, take the neighborhood Nδ(u0) :=
[u0 − δ, u0 + δ], where 0 < δ < min{u0, 1− u0}, and α = (u0 − δ)ε, it holds that
g(u, x) ≤ −α, ∀u ∈ Nδ(u0), ∀x ∈ E(u) \ (S(u)+ Bε(0)) = [−u, 1− u− ε].
Hence, the assumption (Hg) is valid. Therefore, S(·) is H-l.s.c onΛ by Theorem 4.1.
Remark 4.3. In [23,24], we have noted that the upper semicontinuity and closedness of the solution setmap for two cases of
parametric vector variational inequalities are implied in theorems concerningHausdorff lower semicontinuity under the key
assumptions, respectively. Thus, theorems concerning Hausdorff lower semicontinuity are essentially sufficient conditions
for the continuity of the solution set map in [23,24], respectively. However, for a parametric vector quasivariational
inequality, when the assumptions in Theorem 4.1 are satisfied, ones in Theorem 3.1 may be not satisfied. The following
example explains this case.
Example 4.4. Let X = R,Λ = [−1, 1] and K(x, u) = u[−x2, x2]. Clearly, K(·, ·) is both l.s.c and u.s.c with compact values
on X ×Λ. However,
E(u) = {x | x ∈ K(x, u)} =

{0}, if u = 0,
−∞,− 1|u|
]
∪ {0} ∪
[
1
|u| ,+∞

, if u ≠ 0.
It follows that E(·) is l.s.c, but not u.s.c at u = 0.
It follows from Remark 3.1, Theorems 3.1 and 4.1, that we readily get the following continuity result.
Corollary 4.1. Suppose that the conditions of Theorem 4.1 are satisfied. In addition, assume X is a compact space. Then, S(·) is
both H-continuous and closed onΛ.
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Now we consider a special case of the problem (PGVQVI). Suppose that K(x, u) = K(u) for every (x, u) ∈ X × Λ. Then,
E(u) = K(u) and the problem (PGVQVI) reduces to the parametric generalized vector variational inequality problem (PGVVI)
of finding x0 ∈ K(u) and t0 ∈ T (x0, u) such that
⟨t0, y− x0⟩ ∈ Y \ −int C(x0), ∀y ∈ K(u),
where K : Λ→ 2X and T : X ×Λ→ 2L(X,Y ) are set-valued mappings.
For each u ∈ Λ, by I(u)we denote the solution set map of (PGVVI), i.e.,
I(u) = {x0 ∈ K(u) | ∃t0 ∈ T (x0, u), s.t. ⟨t0, y− x0⟩ ∈ Y \ −int C(x0),∀y ∈ K(u)}.
From Theorems 3.1 and 4.1, the following conclusion obviously holds. Thus, the H-continuity and closedness of the
solution set map I(·) for (PGVVI) is established.
Corollary 4.2. Suppose that
(H
′
g) Given u0 ∈ Λ. For any open neighborhood B of 0X , there exist α > 0 and a neighborhood N(u0) of u0, such that for all
u ∈ N(u0) and x ∈ K(u) \ (I(u)+ B), one has g1(u, x) := maxz∈T (x,u)miny∈K(u) ξe(x, ⟨z, y− x⟩) ≤ −α.
holds and the following conditions are satisfied:
(i) K(·) is both l.s.c and u.s.c with compact values onΛ;
(ii) T (·, ·) is both l.s.c and u.s.c with compact values on X ×Λ;
(iii) C(·) is u.s.c on X and e(·) ∈ int C(·) is continuous on X;
(iv) W (·) := Y \ −int C(·) is closed on X.
Then, I(·) is both H-continuous and closed onΛ.
We remark that Corollary 4.2 includes Theorem 3.2 of [23], Corollary 1 and Theorem 4.3 of [24] as special cases.
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