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ABSTRACT
End-to-End Full-Page Handwriting Recognition
Curtis Michael Wigington
Department of Computer Science, BYU
Master of Science
Despite decades of research, offline handwriting recognition (HWR) of historical documents remains a challenging problem, which if solved could greatly improve the searchability
of online cultural heritage archives. Historical documents are plagued with noise, degradation,
ink bleed-through, overlapping strokes, variation in slope and slant of the writing, and
inconsistent layouts. Often the documents in a collection have been written by thousands of
authors, all of whom have significantly different writing styles. In order to better capture the
variations in writing styles we introduce a novel data augmentation technique. This methods
achieves state-of-the-art results on modern datasets written in English and French and a
historical dataset written in German.
HWR models are often limited by the accuracy of the preceding steps of text detection
and segmentation. Motivated by this, we present a deep learning model that jointly learns
text detection, segmentation, and recognition using mostly images without detection or
segmentation annotations. Our Start, Follow, Read (SFR) model is composed of a Region
Proposal Network to find the start position of handwriting lines, a novel line follower network
that incrementally follows and preprocesses lines of (perhaps curved) handwriting into
dewarped images, and a CNN-LSTM network to read the characters. SFR exceeds the
performance of the winner of the ICDAR2017 handwriting recognition competition, even
when not using the provided competition region annotations.

Keywords: Handwriting Recognition, Document Analysis, Historical Document Processing,
Text Detection, Text Line Segmentation, Data Augmentation.
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Chapter 1
Introduction

Large collections of document archives are being imaged faster than can be manually
transcribed. Currently, organizations transcribe the records manually through large, paid
or volunteer efforts. These efforts would greatly benefit from a method that automatically
transcribes these records.
In this thesis, we address the problem of full-page handwriting recognition in historical
documents. A system that solves this problem will take as input a photograph of a document
and outputs the transcription of all the handwriting contained on the page. For example,
Figure 1.2 shows a portion of the predictions for Figure 1.1b (see Appendix for full page
recognition results). Consider, for example, the four letters in Figure 1.1. The German letter
in Figure 1.1a is written with a distinctively different style than the French letter in Figure
1.1b. Not only do the styles and languages differ, but so do the colors of the ink and the
paper between the four pages.
Apart from these native differences, historical documents are also plagued with noise,
degradation, ink bleed-through, overlapping strokes, variation in slope and slant of the writing
and a myriad of other problems, as illustrated in Figure 1.1d.

1

(a) 19th century German letter

(b) 19th century French letter

(c) 19th century German letter

(d) 19th century German letter

Figure 1.1: Letters from the ICDAR2017 Competition on Handwritten Text Recognition[38].
Note the variation in writing style, language, bleed-through, slope, and slant that challenge
the automatic handwriting recognition.

2

Figure 1.1 illustrates the difficulty of building automatic handwriting recognition
that is robust to multiple languages, thousands of authors, noise and degradation common
to historical documents. The data shown in Figure 1.1 comes from a recent handwriting
recognition competition [38]. The results from this competition are promising, but also
demonstrate that it is far from a solved problem. Clearly, a general solution to this problem
would have much to offer in unlocking the content of both personal and global archives.
The body of this thesis consists of two papers presented in their entirety in Chapters 2
and 3 respectively. The first paper (Chapter 2) is titled “Data Augmentation for Recognition
of Handwritten Words and Lines using a CNN-LSTM Network,” and was presented at
the International Conference on Document Analysis and Recognition (ICDAR 2017) in
Kyoto, Japan, November, 2017. This paper shows how some simple data normalization and
augmentation techniques can be used to improve the performance of handwriting recognition
in deep learning networks to provide state-of-the-art results on word-level and line-level
recognition.
The second paper (Chapter 3) is titled “Start, Follow, Read: End-to-End Full-Page
Handwriting Recognition.” This paper has been submitted to the European Conference
on Computer Vision and has yet to be published. This work builds on that presented in
Chapter 2 by incorporating the line-level recognition in a full-page recognition model. In
doing so, it introduces (1) a start-of-line network, (2) a line-following network and (3) a

Figure 1.2: Our proposed system takes as input a photograph of a document page and outputs
the transcription of all the handwriting contained on the page. Entire page results are in the
Appendix.

3

line-level recognition network and shows how these can be integrated in a complete, trainable,
end-to-end system.
This chapter consists of four parts: (1.1) character-level recognition, (1.2) word-level
recognition, (1.3) line-level recognition and (1.4) page-level recognition, each of which builds
on previous work.
Section 1.1 cites seminal work in CNN (Convolutional Neural Network) approaches
to character recognition and helps us understand why even handwritten character-level
recognition is difficult given the wide variation of writing styles between authors and even
that of a single author.
Sections 1.2 and 1.3 expands the recognition problem to the word and line-level,
demonstrating both the challenges and the opportunity provided by the context of adjacent
characters in a word. A CNN-LSTM architecture is introduced that use the CTC (Connectionist Temporal Classification) loss function. The CNN provides character-level features that
are used as input into an LSTM (Long Short-Term Memory) Network that learns symbol
(character) sequences, decoding them into words. These sections also serves as an introduction
to Chapter 2.
Section 1.4 serves to introduce some of the concepts that appear in Chapter 3. This
section previews the use of neural networks to (1) find the start of a line, (2) follow the line
and (3) recognize the handwriting in the line, and how these specialized networks can be
integrated in an end-to-end framework, providing a consistent paradigm in a complete neural
solution.

1.1

Character Level Recognition

One of the first applications of Convolutional Network Networks (CNNs) was for single
character recognition on the now popular MNIST dataset [27]. The MNIST dataset contains
70,000 digits, 0 through 9, written by 500 different authors. Even though accuracies on the

4

(a) The three randomly selected from each of the MNIST digit classes.

(b) The three randomly selected samples from 10 IAM character classes.

Figure 1.3: Comparison of the variation between MNIST and IAM characters. The bottom
row is the three instances written by different authors of the same classes superimposed.
Note that not only are there more character classes in the IAM, but there is more variation
in how each character is written.
MNIST dataset are over 99.5% using modern techniques, it is still commonly used as an
initial benchmark for classification networks.
Figure 1.3a shows the variation in the way each digit was written which makes it a
non-trivial task. Elastic distortions to generate more training samples was an early method
to achieve state-of-the-art results on this dataset [42]. Augmentation methods introduce
more variation into the training set and allows the network to better generalize.
Even though there is large variation between digits in the MNIST dataset, there
are only 10 unique classes. In the ICDAR 2017 HWR competition dataset, there are 196
unique characters, including lowercase letters, capital letters, digits, and assorted punctuation
(although some characters only appear once). In the modern handwriting IAM dataset[29],
there are 78 unique characters classes. There is much more variation between characters in
these datasets than is exhibited in MNIST as demonstrated in the last row of Figure 1.3.

5

1.2

Word Level Recognition

Recognizing words as a direct classification problem, as is done for individual character
recognition, is impractical because of the very large vocabulary. Instead, words are recognized
as a sequence of character predictions. Segmenting words into individual characters and
then performing character recognition with a MNIST-like classifier is undesirable because
segmenting cursive or messy handwriting is difficult (Figure 1.4a) and in many cases the
segmentation and classification of the character is ambiguous without the context of the
surrounding characters (Figure 1.4b). The introduction of the CTC loss function produces
an error for both the alignment and classification. The network implicitly learns to segment
the characters without character-level segmentation. This enables recurrent networks such as
a CNN-LSTM to be trained on entire words. The CNN, instead of predicting the characters
directly, outputs a sequence of feature vectors that are then passed to an LSTM. The LSTM
processes the features over the entire length and outputs a sequence of character prediction.
The recurrent (LSTM) part of the network can take into account context from the entire
word (Sec. 2.4).
Performing recognition at the word-level allows for the use of a priori language
knowledge. In the most simple case, a spell checker method is applied. The predicted word is
compared to every word in a lexicon using edit distance. The prediction is corrected to the
word in the lexicon with the minimum edit distance. Rather than standard edit distance,
more sophisticated methods can take into account the networks confidence for each character
prediction (Sec. 2.5.1).
In the MNIST task, characters are normalized to fit in a 20x20 bounding box, while
maintaining their aspect ratio, and are centered according to their center of gravity. Normalization is also important at the word-level. However, words cannot be normalized with such
simple methods. Ascender and descender characters such as “t” or “y” extend upward or
downward from the baseline of the word. Ascender and descender characters occur in some
words and not in others. Figure 1.5a shows how a word with and without ascenders and
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(a) The word “promises” is difficult to segment. The “s” overlaps the “e”. The “r” would not be
recognizable in isolation. Image from IAM database [29]

(b) Character level segmentation of the word “Pamann” is difficult because of the similarity of
individual characters. Image from ICFHR 2016 competition [48]

Figure 1.4: The difficulty of character level segmentation can vary greatly depending on the
handwriting style.
descenders would be normalized using a naive bounding box approach. Ideally, the height
of the “e” should be the same in both images (Figure 1.5b). Normalization becomes more
difficult when trying to apply it across multiple authors where the style can vary significantly.
We introduce a robust height normalization method to improve word and line-level recognition
(Sec. 2.3.1). Our end-to-end system has a component that learns the height normalization
(Sec. 3.3.1).
As was shown at the character level for MNIST, augmentation for word-level recognition
also significantly improves accuracy. We found that significant variations can be seen in the
writing from author to author and instance to instance from a single author (Figure. 1.6).
We show that our augmentation method (Sec. 2.3.2) better improves the generalization of
a neural network compared to other augmentation methods. We believe this is because it
better captures the variation from instance to instance of a single author (See Figure 1.7
and Figure 2.1). Augmentation would not be necessary if we could collect sufficient labeled
samples of writing from an author, but this is generally infeasible.
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(a) Naive bounding box normalization causes undesirable scaling.

(b) Normalizing to the baseline of the character produces more consistent normalization.

Figure 1.5: Correct height normalization can significantly improve the accuracy of the
recognition.

Figure 1.6: Handwriting samples from the IAM dataset[29]. Significant variation is seen in
samples from different authors.
1.3

Line Level Recognition

Instead of performing segmentation at the word-level, a space character is introduced and
the network implicitly learns to delimit words. Given a full line of text, it can be trained
in the exact same way as the word-level recognition. This is preferable because segmenting
individual words can be difficult when there is a significant amount of noise in the document
(see Figure 1.8).
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Figure 1.7: *Top left word used to generate all augmented examples. Our augmentation
method more closely approximates the variation in writing from a single author.

Figure 1.8: Due to noise and ink bleed-through in the document, segmenting individual words
can be difficult. It is preferable to allow the network to implicitly learn the segmentation.
At the word-level, only a lexicon can be used to correct the predictions. However, at
the line-level, additional a priori language knowledge can be used to correct the prediction
based on both the lexicon and the context of the words that came before it. This is done
using a character or word-level language model. Consider the incorrect prediction, “The time
is on o’clock”. A language model trained on a large collection of English text would give a
high probability that a number should proceed “o’clock” and would correct the prediction to
“The time is one o’clock”. In many cases, the visual recognition is ambiguous because of the
nature of historical documents and the language model is necessary to determine a probable
prediction.
Normalization of handwritten lines can be more difficult because curvature and slant
can be more pronounced than at the word-level. When using line-level recognition datasets,
this step can often be ignored because the segmentations are provided as part of the dataset
and the lines are easily dewarped. In most real world applications, this is an important part
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(a) A handwriting before normalization

(b) A handwriting after normalization

Figure 1.9: Normalization of entire handwriting lines is required to perform recognition at
the line-level.
of line-level recognition. Figure 1.9b shows a handwriting line before and after normalization.
We propose an elegant solution to line normalization using a line following network (Sec
3.3.1).

1.4

Page Level Recognition

Unlike from word to line recognition, the extension from line to full-page recognition is not
as simple as introducing a new-line character to delimit lines. At the line-level the next
character is found directly to the right of the previous character. However, at the page level,
determining where the next line begins requires more context than the neighboring characters.
The layout of the letters in Figure 1.1 are simple because the handwriting lines are
stacked vertically; the next handwriting line is found directly below the previous. More
complex layouts of documents violate this assumption such as those shown in Figure 1.12.
Segmenting a page into text lines is usually performed as an independent step in many
methods. The segmentation methods are usually trained and evaluated independently of
HWR performance. This is problematic because an improvement according to a segmentation
metric may not actually result in an improved recognition accuracy. Also, segmentation
annotations are needed to train and evaluate the system. Segmentation annotations are
generally obtained by having a person draw boxes or regions around the individual handwriting
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(a) Sample annotation with both segmentation and transcription annotated. Each transcription is
paired with a bounding region in the image.

(b) Sample annotation with only the transcription annotation. The transcriptions are line delimited,
but they are not paired to a location in the image.

Figure 1.10: A comparison of the two types of annotated data considered in this work.
Our system pretrains on images that are annotated with segmentation and transcription
annotations (a). Then our system trains on a larger collection of images with only the
transcription annotations (b).
lines (Figure 1.10a) and this can be a very time consuming process. Many real world datasets
have only had the transcriptions annotated and not the segmentations (Figure 1.10b). This
means that previous, isolated segmentation methods cannot be trained using this data. Our
proposed system performs both segmentation and recognition. After an initial pretraining,
our networks train entirely on images with only transcription annotations. The transcriptions
must be delimited at the line-level which is often the case. This is a significant contribution
because it unlocks many datasets that previously could not be used for training HWR.
Chapter 3 presents a page-level recognition method. Our method discovers all of the
lines simultaneously and reads each independently. This is accomplished using a three part
neural network. (1) The start-of-line (SOL) network (Sec. 3.3.1, Figure 1.11b) predicts the
starting positions of each handwriting line. (2) Given the SOL predictions (Figure 1.11c)
the line finder (LF) network (Sec. 3.3.1, Figure 1.11d) incrementally follows the path of the
handwriting to normalize for curvature and slant. (3) A line-level HWR network (Sec. 3.3.1,
Figure 1.11g) recognizes the characters over the normalized line. This processes allows it to
handle cases like those shown in Figure 1.12. Our system still struggles to find the vertical
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Figure 1.11: High level overview of the SFR network. The SOL network (b) simultaneously
predicts all of the SOL positions (c). The SOL positions are passed to the LF (d). The
predictions from the LF (e) are used to normalize the handwriting lines. Augmentation is
applied to the normalized lines (f) and then passed to the HWR network (g).
text in cases like Figure 1.12d because there are few samples of vertically written text in the
training data even though the architecture theoretically can handle it.
Even though the three networks are merged into an end-to-end network for performing
recognition, the training through backpropagation happens independently. The three networks
are pretrained on a small collection of images (e.g. 50) which have both segmentation and
transcription annotations. Once the networks have been pretrained, they are trained on a
large collection of images (e.g. 10,000) with only transcription annotations. During this
training phase, there are no annotations provided for the SOL and LF networks. Instead,
these annotations are generated by performing an alignment between the predictions of the
end-to-end network and the transcription annotations (Sec. 3.3.3). The predictions that
align well become the annotations for the SOL and LF networks. Initially, the automatically
generated annotations are noisy. The alignment is performed periodically during training to
generated new annotations. As the networks train, the alignment between the predictions
and annotations improve resulting in better training data. This iterative process allows
the network to leverage the transcriptions to incrementally refining automatically generated
segmentations it uses during training.
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1.5

Overview

Chapter 2 presents a normalization and an augmentation method to improve the generalization
of a handwriting recognition network. This method demonstrates state-of-the-art results on
multiple word and line-level handwriting datasets. The presented method is general to most
word and line-level HWR methods.
In Chapter 3 we present a full page recognition system consisting of three neural
networks outlined in Figure 1.11. The end-to-end system employs the augmentation method
described in Chapter 2 and the integration of the augmentation is shown in Figure 1.11f.
However, it does not make use of the normalization method in Chapter 2 because an equivalent
normalization is automatically learned as part of the SOL network.
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(a) 19th century German letter

(b) 19th century German letter

(c) 19th century German letter

(d) 19th century German letter

Figure 1.12: Letters from the ICDAR2017 Competition on Handwritten Text Recognition[38].
The layouts of these documents make recognition more difficult. Assuming lines span the
width of the page and that they are vertical stack would result in an incorrect segmentation.

14

Chapter 2
Data Augmentation for Recognition of Handwritten Words and Lines using a
CNN-LSTM Network

This work was co-authored with Seth Stewart, Brian Davis, Bill Barrett (BYU), Brian
Price, and Scott Cohen (Adobe Research). It was publish at the International Conference on
Document Analysis and Recognition (ICDAR) 2017.

2.1

Introduction

The need to transcribe archives of handwritten documents has accelerated the development
of Deep Learning networks for automated handwriting recognition (HWR). As shown in
Fig. 2.1, handwriting varies widely from author to author (row a) as well as from instance to
instance for a single author (row b). While modern neural networks show good performance
at HWR, available training data is often not sufficient to capture this variation.
As a result, we introduce a more robust augmentation technique to model the variation
of a given author. This is illustrated in Fig. 2.1 where augmentation is performed by distorting
the boxed instance 3 times (row c) with overlay in the 4th column. This overlay is comparable
to the overlay in row b which shows the natural variation of the single author.
Recently, Convolutional Neural Networks (CNNs) have been shown to produce impressively low error rates for large, multi-author handwritten word datasets [48]. Such networks
have made use of reduced feature representations with deep feature embedding and augmented
training to perform word spotting as well as recognition [26]. Recurrent neural networks
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Figure 2.1: (a) 3 different IAM authors + overlay (4th column) (b) Individual IAM author +
overlay (c) 3 distortions of boxed instance using our approach. Overlaid distortions (row c)
closely model natural variations in row b overlay.

(RNNs) have also been applied successfully to HWR, producing top results in the recent
competition on German handwriting recognition [48].
To improve the state-of-the-art in neural-network-based HWR, we introduce two
novel data augmentation and normalization techniques that should allow any HWR neural
network to improve generalization. We achieve very accurate recognition at both the word
and line level with results that eclipse current best approaches at the word-level: (1) profile
normalization of both word and line images, and (2) distortion of existing words using
random perturbations on a regular grid aligned to the baseline. We apply normalization and
augmentation to both training and test images.
We evaluate our augmentation and normalization techniques using a CNN-LSTM
architecture [41] to perform HWR. Our choice of neural network architecture is motivated by
simplicity and the flexibly to recognize on both word and line images.
We present the lowest Word Error Rates (WER) to date over thousands of authors
and multiple languages written centuries apart. This includes the READ dataset consisting
of historical German documents [48], and large multi-author datasets (IAM [29] and RIMES
[3]).
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2.2
2.2.1

Related Work
Handwriting Recognition

HWR is a long-standing computer vision problem [32, 45, 46]. More recently, deep learning
approaches have yielded very low error rates for large, contemporary multi-author handwritten
datasets.
Poznaski and Wolf [35] perform word-level recognition by employing a fixed-size CNN
architecture that evaluates binary lexical attributes over word images, such as whether a
given portion of the image contains a certain unigram or bigram (PHOC [1]). The correct
transcription is determined by the word in a lexicon closest to this representation. Krishnan et
al. [26] also employ a fixed-size CNN architecture to learn features for the PHOC representation
for embedding the text and images into a common subspace.
Another general approach uses RNNs for HWR. These have been widely adopted with
the introduction of CTC (connectionist temporal classification) [17], particularly using the
popular LSTM (long short-term memory) units. They are capable of being trained on, and
thus recognize, a line of text without any other segmentation information (i.e. they do not
require word-level segmentation), which makes them very appealing for the application of
recognizing handwriting in documents. Doetsch et al. [12] use a 3-layer BLSTM (bidirectional
LSTM) with PCA-based features. Bluche et al. [6] use four systems with ROVER [14]:
deep multi-layer Perceptrons on handcrafted features, deep multi-layer Perceptrons on pixel
values, BLSTM on handcrafted features, and BLSTM on pixels. Both systems have achieved
state-of-the-art results for line level recognition on the IAM and RIMES Databases. In a
recent competition on 14th through 18th century German handwriting [48] (Fig. 2.4), the
top three methods used architectures generally consisting of convolutional layers and LSTM
(bidirectional or multidirectional) layers [31, 41]. We follow this basic approach in the design
of our evaluation network.
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2.2.2

Data Augmentation

Deep learning networks typically require large amounts of data. However, for many datasets,
especially historical documents, the data is fixed, so augmentation must be performed by
modifying the original data.
For image recognition, augmentation is applied using simple transformations such
as flipping images horizontally, scaling, or sampling subwindows of the images [10]. For
handwriting, slight affine transformations are often used [35]. However, affine transformations
over word images fail to capture variations of slant and size that occur at the character level.
Shen and Messina [40] use a corpus of segmented handwritten Chinese characters to
create new line images for line recognition. This is done by concatenating characters, with
variation in spacing and alignment, or replacing characters in a document image with new
(normalized) characters. This augmentation method is effective, but requires a character-level
handwritten dataset to build from.
Krishnan and Jawahar [25] present a method similar to [40] of pretraining a network
using a synthesized dataset of cursive fonts rather than handwriting to synthesize word
images. By varying inter-character spacing, stroke width, and foreground-background pixel
distributions, they create a convincing synthetic dataset, used to train a network that is
later fine-tuned on the real target dataset. This same synthetic dataset and methodology is
applied in the previously discussed work [26]. However, this technique is only effective when
the fonts can closely model the handwriting, which in the case of historical documents may
not be possible. Fonts also fail to fully capture the wide variations in handwriting style such
as those shown in Fig. 2.1.
Our augmentation technique builds upon, but is substantially different from that
described in [42]. Simard et al. [42] show improvements over affine transformations by using
random elastic distortions over single character images. This is done by creating a random
displacement field followed by Gaussian smoothing. This technique was originally used for
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single character recognition on small 28x28 handwritten digit images, and, to our knowledge,
has not been applied to word or line images.
The distortions of [42] are based on two parameters: σ and α. The authors give
recommendations for σ and α values for 28x28 images. However, tuning σ and α is nonintuitive,
and for our higher resolution images (variable width x80) we had to iterate over many possible
values and select from the examples that looked the most plausible.

2.3

Augmentation and Normalization

We introduce novel methods for augmentation and normalization to improve HWR by allowing
the network to be more tolerant of variations in handwriting. Normalization adjusts for
differences in the scale of the handwriting. The augmentation models the natural characterto-character variation and improves the network’s accuracy and ability to learn.

2.3.1

Profile Normalization

Images are normalized to compensate for variations in the size of the handwriting. We
normalize word images using the difference d between the upper and lower baseline provided
in the IAM Database (Fig. 2.2) and the standard deviation σ of their horizontal profiles. We
define ratio r as

|A|
1 X d̄i
d¯
r= =
σ̄
|A| i=1 σ̄i

(2.1)

where d̄i is the average baseline difference for author i, σ̄i is the average standard deviation
of the horizontal profile, and A is the set of authors. r ≈ 1.75 for the IAM Database.
We normalize all images by a scale factor s =

16
σ¯i r

since d̄i ≈ 16 pixels for most of the

authors. Figure 2.2 shows words from two authors with their respective horizontal profiles in
blue. Using s, the top images are scaled to a roughly equivalent size.
Even if author identifiers are not labeled, in many cases same authorship can be easily
inferred (i.e. same sentence, same page, etc.). In RIMES, authors are not labeled, but we
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knew that each page contained only handwriting from a single author, so we treated each
page as a unique author even though the same author may have written multiple pages. In
addition, since no lower and upper baselines are provided for the RIMES Database, these are
also scaled using r from IAM. After height normalization, images are then centered according
to the center of mass.

2.3.2

Novel Grid-Based Distortion Augmentation

Previous methods have sheared or rotated an entire word image to generate augmented
data [35]. However, we observe that naturally occurring variations in handwriting are not
usually manifested as uniform slants across the entire word (an affine transformation), but
more as slight differences in scale and slant from character to character within the word. We
employ a random grid mesh to capture this.
Random warp grid distortion (RWGD) is performed as follows. (1) Place control
points on a regular grid such that they align to the baseline. For IAM/RIMES we used
a 26-pixel interval. (2) Perturb each control point in the x and y direction by randomly
sampling from a normal distribution. For IAM/RIMES we used a standard deviation of 1.7
pixels. (3) Warp the image according to the perturbed control points.
Given the profile normalization and center of mass alignment, the middle row of the
grid approximates the height of the lowercase characters. This allows the distortion grid to
apply the warp over entire characters, minimizing the creation of kinks or creases within a
character, thereby creating a more natural looking distortion. Figure 2.3 shows a word image
being distorted according to the random grid.
Our technique is based on two parameters, the control points placement interval and
standard deviation by which to randomly displace the control points. In our experiments,
we found that adjusting these parameters was intuitive to visualize and tune for the specific
handwriting sets. We place the control points on intervals of 26 pixels (slightly larger than
the average baseline height) and perturbed the points about a normal distribution with a
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Figure 2.2: Image profiles (top, middle) and resulting normalization (bottom) from baseline
b and and standard deviation σ.

Figure 2.3: Word image with uniform grid superimposed. 2nd image (right) with distorted
grid and image distorted accordingly.

standard deviation of 1.7 pixels. These parameters are for images with a height of 80 pixels.
Both values scale linearly with the height of image and would need to be scaled if different
sized images were used.

2.3.3

Test-side Augmentation

Similar to Poznanski and Wolf [35], we employ test-side geometric augmentation using our
described techniques. Test-side augmentation is performed by (1) generating N augmented
examples for each word/line image in the test set (N=20 in our experiments), (2) performing
recognition on the N augmented images, and (3) choosing from the N predictions the one
that produces the lowest CTC loss based on a lexicon. If using lexicon-free decoding, because
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there is not an associated loss, we select the most commonly occurring prediction. In contrast
to [35], our network uses recurrent layers, allowing us to process line images of arbitrary
length. Therefore, instead of averaging feature vectors prior to classification, we use the
predictions for each image variant as described in step 3.

2.4

The CNN-LSTM Network

Our CNN-LSTM network, based on [41], uses 6 convolutional layers: 64, 128, 256, 256, 512,
and 512 (3x3) filters respectively in the forward direction. Batch normalization is applied
after the 4th and 5th layers. Max pooling (2x2 window), stride 2 in both directions are
applied after the 1st and 2nd layers. Max pooling (2x2 window) and vertical stride of 2
and horizontal stride of 1 is applied after the 4th and 6th layer. Two BLSTM layers follow
with 512 and 256 hidden nodes respectively with dropout rate of 0.5 before each. A fully
connected layer reduces the output to the character set size and a softmax is applied. It is
trained using the CTC loss and the ADADELTA optimizer.
Our CNN has w × h input nodes where h is a fixed pixel height dependent on the
dataset (German: 60, RIMES & IAM: 80) and w is the corresponding width where the aspect
ratio of the image is preserved. We use a single input channel (grayscale image) with the
exception of the German dataset where we use two additional binarizations as input channels:
the thresholding scheme specified in [48] and Howe’s binarization [22].

2.5

Results and Discussion

We first present results of our raw network output with and without the use of a lexicon
(Table 2.1). This provides a baseline for comparing our results with prior work and the
improvement obtained using augmentation and lexical correction.
To demonstrate the effectiveness of our augmentation and normalization strategies,
we compare the results of our network with and without augmentation and normalization
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(Table 2.3), and how these results compare with those obtained using more traditional
augmentation methods (Table 2.4).
We also compare our results with prior state-of-the-art methods (Table 2.5). We
evaluate over datasets that vary in language, authorship, content, and general appearance.
These include large multi-author datasets (IAM and RIMES) and historical 14th through
18th century German documents, first featured at ICFHR 2016. Depending on the dataset,
we appropriately report results at word-level and/or line-level.
Because we have found some variation in the evaluation methods used previously, when
comparing our results with prior work, we take careful consideration to report parameters
such as case sensitivity, inclusion of punctuation, what lexicon was used, and what portion of
the testing set was actually used. We do this with the intention of making our comparisons
as clear, fair and accurate as possible.

2.5.1

Lexicon and Lexicon-free Network Decoding

The top line of Table 2.1 gives the results of our network output without the use of a lexicon
(Lexicon Free Decoding). With the use of our augmentation techniques (training and test
augmentation) and without lexical correction, our network yields a WER/CER of 19.07/6.07
for the IAM dataset and 11.29/3.09 for RIMES. Line 2 of Table 2.1 shows results from
augmentation and lexical decoding.
For both lexicon (LD) and lexicon-free decoding (LFD) of the network, we employ
the same method described in [41]. For lexicon-free decoding, at each time step we select the
character with the highest activation. The lexicon-free decoding applies to both line-level and
word-level recognition. We apply lexicon decoding to word-level but not line-level recognition.
We find the word in the lexicon that produces the lowest CTC loss for the output of the
network. We prune the lexicon to words within a certain edit distance of the lexicon-free
decoding to avoid computing the CTC loss for all words in the lexicon.
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Method
Lexicon Free
Lexicon

IAM
WER CER
19.07 6.07
5.71
3.03

RIMES
WER CER
11.29 3.09
2.85
1.36

Table 2.1: Lexicon free decoding vs Lexicon-based decoding
Most previous work compares results after applying some form of lexical correction.
However, we find it useful to compare network output before applying the lexicon, because
variations in the size and the out-of-vocabulary (OOV) rate of the lexicon can significantly
affect performance.

2.5.2

Qualitative Results

Table 2.2 shows an example (IAM) word image after various augmentation techniques have
been applied. The red grid is to help visualize the effects of the augmentation. Profile
normalization has been applied to all of the images. The images in the right-hand column
show five overlaid instances of the specified augmentation techniquesimilar to the three
overlaid instances shown in Figure 2.1 (4th column) where we compare our technique to the
natural variation in handwriting.
Figure 2.4 shows a comparison of each augmentation technique applied to a noisy
historical document. The first example in each group shows one distortion of the original
on the top row. The second shows five similar distortions overlaid, as in Table 2.2. In these
examples the augmentation looks even more convincing because the handwriting already has
significant variation. The last image in Figure 2.4 shows that our method produces more
variation than the other techniques, while the single image is still a plausible exemplar. We
believe the reason we have the lowest WER across all datasets is because our augmentation
more closely models and accounts for the natural variation in handwriting from instance to
instance and from author to author.
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Affine and rotation generates variation for the ascender and descender parts of the
characters, but generates minimal variation along the baseline of the characters, and thus fails
to model the more natural within-character variation that typically occurs in handwriting.
In our experiments we used ±5◦ for shear and rotation.
Given our parameterization, [42] produces localized distortions. However, we found
that σ and α were difficult to tune and discovered these values (σ = 8 and α = 64) only by
iterating through many possible parameterizations and selecting from those that looked most
plausible. In addition, its use up to this point has been limited to single digit images and
its ability to produce natural variation in the sizes of the characters and the inter-character
spacing is limited.
In contrast, our technique uses a warp grid where the control points align with
the height of the baseline characters, producing more natural variation in the sizes of the
characters and inter-character spacing. Also, only a single parameter needs to be tuned: the
standard deviation for perturbation of the control points. This parameter is in units of pixels
so it is simple to conceptualize and select.

2.5.3

Ablation Study: Elastic Distortion; Profile Normalization

Table 2.3 contains ablation results on the IAM and RIMES Databases, showing network
performance without and with varying amounts of augmentation and normalization. All
results in Table 2.3 make use of lexical correction.
The best results are obtained when Random Warp Grid Distortion (RWGD) and
Profile Normalization (PN) are applied to both training and test images. With RWGD and
PN, WER/CER drop to 5.71/3.03 for the IAM dataset and 2.85/1.36 for RIMES.
As can be seen, the drop in error rates is not strictly monotonic. For example, if
RWGD is applied to the Training Set, but not the Test Set, the error increases slightly for
RIMES. Similarly, the error increases if PN is used without RWGD.
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Single Example

Five Overlaid Examples
Original

Shear/Rotation (±5◦ )

Simard et al.[42] (σ = 8, α = 64)

Ours

Table 2.2: Qualitative examples of the augmentation techniques.
RWGD
Train Test
X
X
X
X

PN

X
X

X
X
X

IAM
WER CER
9.27
5.14
7.88
4.39
6.09
3.33
9.87
5.35
7.18
3.93
5.71 3.03

RIMES
WER CER
4.98
2.38
5.12
2.43
4.72
2.23
7.53
3.69
3.84
1.82
2.85 1.36

Table 2.3: Ablation study (without punctuation and case). RWGD = Random Warp Grid
Distortion, PN = Profile Normalization.
However, marked improvements are achieved when RWGD and PN are used together.
The unique combination of mesh-based elastic distortion and baseline centering using profile
normalization achieves state-of-the-art results on these and other datasets. For both IAM
and RIMES, WER and CER drop by about 40%. For IAM, WER decreases from 9.27 to
5.71, and CER from 5.14 to 3.03. For RIMES, WER drops from 4.98 to 2.85 and CER from
2.38 to 1.36.
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Figure 2.4: Augmentation examples for German handwriting. Top: single example. Bottom:
five overlaid examples. Ground truth transcription: ”Zū Abfertig: vnd Contentier”

2.5.4

Random Warp Grid Distortion Compared with Other Geometric Augmentation Techniques

For the IAM and RIMES Databases, we compare our novel random warp grid distortion
augmentations (RWGD) to 36 affine transformations used in the work of [35], where predetermined slight rotation and shear operations are applied to word images. We also compare our
technique to the elastic distortion by Simard et. al. [42]. Profile normalization is used for all
techniques to facilitate comparison. Our technique demonstrates a 12-25% improvement over
the next best approach in Table 2.4, even after our PN has been used with those techniques.
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Method
None
Rotate/Shear
Rotate/Shear
Simard et al.[42]
Simard et al.[42]
Ours
Ours

Train
X
X
X
X
X
X

Test

X
X
X

IAM
WER CER
9.87
5.35
7.63
4.16
6.71
3.56
7.64
4.11
6.57
3.45
7.18
3.93
5.71 3.03

RIMES
WER CER
7.53
3.69
5.09
2.25
3.92
1.97
4.03
1.85
3.78
1.66
3.84
1.82
2.85 1.36

Table 2.4: Comparison of augmentation methods. All evaluations used Profile Normalization.
We believe this is because our RWGD more closely models the natural character-to-character
variation we see in handwriting.

2.5.5

IAM Handwriting Database

The IAM Handwriting Database [29] is a multi-author handwriting recognition database
of 115,320 word-level images from 500 authors. The database provides a standard split
for training, validation, and test sets. The data sets are mutually exclusive with regard to
the authors; each author contributes to only one set. There are two tasks associated with
this dataset: word-level recognition and line-level recognition. We only report results for
word-level recognition.
The IAM test set consists of 17,614 word images. 3,863 of these have ground truth or
segmentation errors, so we discard these from the test set, reducing the test set to 13,751
words. Discarding images with only punctuation further reduces the test set to 11,601 words.
This test set reduction is consistent with prior work.
For word-level recognition, previous work is generally lexicon-based. In some cases the
lexicon is made up of words from the training and test sets, while in other work, the lexicon
contains only words from the test lexicon. When punctuation is not evaluated, it is removed
from the ground truth of word images that contain a combination of alphanumeric characters
and punctuation.
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IAM Word-level Recognition
Our network is trained to recognize punctuation and capitalization, even when not considered
during evaluation. We train on all of the word images, even the ones marked with segmentation
errors. Every word on a line is marked with an error if a single word on the line has an
incorrect segmentation, even if most of the words are segmented correctly. Our system is
robust to these errors and benefits from the additional training data. Previous work reveals
three variations of evaluations on the IAM word-level recognition task. Table 2.5 is divided
into three sections (Top, Middle, Bottom) to compare our results with different evaluation
methods and lexicons. Top: Punctuation and case are considered in the evaluation. However,
images that contain only punctuation are discarded. The lexicon contains words from the
training and test sets. Middle: Punctuation and case are not considered in the evaluation.
The lexicon contains words from the training and test sets. Bottom: Punctuation and case
are not considered in the evaluation. The lexicon contains words only from the test set.
State-of-the-art results are shown in bold.
In Table 2.5, Top, we demonstrate a significant improvement (.72) in WER compared
to [47]. However, our CER is higher by .16. This can mostly be explained by the difference
in technique for applying the lexicon. [47] will reject a word if it is not a close enough match
to a word in the lexicon and then apply an alternative decoding. Our approach, and the
other’s in the results tables, always selects a word from the lexicon. As such, our technique
favors a low WER where [47] favors a low CER.
When punctuation and case are not considered (Table 2.5, Middle and Bottom),
compared to previous state-of-the-art results, our approach yields significant improvement in
both WER and CER, whether the lexicon is comprised of both the test set and the training
set (Middle) or only the test set (Bottom).

29

With Punctuation & Case, Training/Test Set Lexicon
Method
WER
CER
Bruno et al.[47]
6.55
2.99
Ours
5.83
3.15
Without Punctuation & Case, Training/Test Set Lexicon
Method
WER
CER
Poznanski and Wolf[35] 6.45
3.44
Ours
5.71
3.03
Without Punctuation & Case, Test Set Lexicon
Method
WER
CER
Krishnan et al. [26]
6.69
3.72
Ours
4.97
2.82
Table 2.5: IAM Database: word-level recognition
2.5.6

The RIMES Database

The 2011 version of the RIMES Database [3] has over 60,000 French words with over 1,300
authors. A 5,744 word lexicon is used for word-level recognition. In the official competition,
capitalization and punctuation were considered in the WER. CER was not computed in the
official competition.
Results on RIMES (Table 2.6) are divided into 2 sections: where punctuation and
upper/lower case is considered and where it is not. The lexicon originally provided by the
competition is used in both sections.
Section 2 of Table 2.6 provides results when punctuation and case is not considered.
We include the results from [35] in this section, assuming they do not consider punctuation
and case, as in Table 2.5. CER with our approach is about the same as that reported in [47],
even though [47] favors a low CER over WER, as noted in Table 2.5, above.

2.5.7

14th to 18th Century German

This dataset, consisting of 400 pages [48] of handwriting from German authors between 1470
and 1805, is the most challenging dataset because of its antiquity, flourishing writing style,
archaic vocabulary, and significant ink bleed-through.
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With Punctuation & Case, Competition Lexicon
Method
WER
CER
Menasri et al.[19]
4.75
Ours
3.69
1.69
Without Punctuation & Case, Competition Lexicon
Method
WER
CER
Poznanski and Wolf[35] 3.90
1.90
Bruno et al.[47]
3.48
1.34
Ours
2.85
1.36
Table 2.6: RIMES Database: word-level recognition
Method
RWTH
BYU
A2IA
LITIS
Ours

WER
20.9
21.1
22.1
26.1
19.7

CER
4.8
5.1
5.4
7.3
5.0

Average
12.85
13.10
13.75
16.70
12.35

Table 2.7: German Database: line-level recognition
The training set consists of 350 pages, 8,367 lines, and 35,169 running words with a
lexicon of 6,985 words. The test set consists of 50 pages, 1,043 lines, and 3,994 running words
with a lexicon of 1,526 words.
The results of the competition are summarized in Table 2.7 where there is a third
column that represents the average of the WER and the CER. The winner of the competition
was designated as the group that had the lowest average.
Our CNN-LSTM network with image augmentation and normalization produced a
WER of 19.7, 1.2 less than the winner of the competition. Our CER was still .2 greater than
the winner. However, our average (12.35) is 0.5 less than the winner. We believe that using a
German language model (as did the winner) could reduce this error even further.
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2.6

Conclusion

We have introduced two new data augmentation and normalization techniques and have
demonstrated their use with a CNN-LSTM to produce the lowest word error rate (WER) to
date over hundreds of authors, multiple languages, and thousands of documents including
challenging, medieval, historical documents with noise, ink bleed-through, and faint handwriting. Because these techniques are independent of the network used, they could also be
applied to enhance the performance of other networks and approaches to HWR.
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Chapter 3
Start, Follow, Read: End-to-End Full-Page Handwriting Recognition

This work was co-authored with Chris Tensmeyer, Brian Davis, Bill Barrett (BYU),
Brian Price and Scott Cohen (Adobe Research). It is currently pending review at the
European Conference on Computer Vision.

3.1

Introduction

In offline handwriting recognition (HWR), images of handwritten documents are converted
into digital text. Though recognition accuracy on modern printed documents has reached
acceptable performance for some languages [44], HWR for degraded historical documents
remains a challenging problem due to large variations in handwriting appearance and various
noise factors. Achieving accurate HWR in this domain would help promote and preserve
cultural heritage by improving efforts to create publicly available transcriptions of historical
documents. Such efforts are being performed by many national archives and other organizations around the world, but typically use manual transcriptions, which are costly and
time-consuming to produce. While this work focuses discussion on one of the most difficult
HWR domains, i.e. historical documents [15], our proposed methods are equally applicable
to other HWR domains.
For most HWR models, text lines must be detected and segmented from the image
before recognition can occur. This is challenging for historical documents because they may
contain significant amounts of noise, such as stains, tears, uneven illumination, and ink fade,
seepage, and bleed-through. Errors in the detection or segmentation of text propagate to
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Figure 3.1: Start, Follow, Read on two document snippets. Red circles and arrows show the
Start-of-Line finder network’s detected position, scale, and direction. Blue lines show the
path taken by the Line Follower network to produce normalized text lines; three lines are
shown with the HWR network’s transcription.
the recognition stage, and as noted in [38], the majority of errors in complete HWR systems
are due to incorrect line segmentation rather than incorrect character or word recognition.
Despite this, line detection and segmentation are commonly performed by separate algorithms
in an independent fashion and many HWR models are designed, trained, and evaluated only
in the context of ground truth line segmentations [29, 48].
A few works have attempted to combine detection, segmentation, and recognition.
Bluche et al. proposed a recurrent model that detects and recognizes text lines using a
soft-attention mechanism [5]. However, this method is slow because the model processes the
whole image twice to transcribe each text line. Furthermore, the method does not allow for
preprocessing detected lines of text (e.g. normalize text height), which is shown to improve
HWR performance [18]. In contrast, our proposed model detects all text lines in a single pass
and uses learned preprocessing before applying the HWR model.
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In this work, we present Start, Follow, Read (SFR), a novel end-to-end full page
handwriting recognition model comprised of 3 sub-models: a Start-of-Line (SOL) finder, a
Line Follower (LF), a line level HWR model. The SOL finder is a Region Proposal Network
(RPN) where the regions proposed are the start positions and orientations of the text lines in
a given document image. The LF model starts at each predicted SOL position, incrementally
steps along the text line, following curvature, and produces a normalized text image. Finally, a
state-of-the-art HWR model predicts a transcription from the normalized line image. Fig. 3.1
shows how the SOL, LF, and HWR networks process document images.
One main contribution is our novel LF network, which is able to segment and normalize
curved text (e.g. Fig. 3.1 bottom) that bounding box based text line segmentation cannot.
Though [30] has previously used a SOL network, we propose a new architecture, and we are
able to train SOL predictions to optimize recognition performance. Another contribution
is the joint training of the three components on a large collection of images that have
transcriptions only, which allows the SOL finder, LF, and HWR to mutually adapt to, and
supervise, each other. In particular, we demonstrate that the LF and HWR networks can be
used to derive and refine latent targets for the SOL network. Each component does require
pre-training on a smaller number of images (e.g. 50) with additional segmentation labels.
We demonstrate state-of-the-art performance on the ICDAR2017 HWR competition
dataset [38]. This competition represents a common scenario where a collection is manually
transcribed, but segmentations are not annotated. While the best previous result is 71.5
BLEU score using the provided region annotations (57.3 BLEU without), SFR achieves 73.0
BLEU with region annotations, and performs only slightly worse with a 72.3 BLEU score
without regions.

3.2

Related Work

Though both segmentation and recognition are critical components of HWR, most prior
works solve these two problems independently. First text lines are detected, segmented, and
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preprocessed into rectangular image snippets that are then fed to a recognition model to
obtain transcriptions. Errors in the detection, segmentation or preprocessing steps often
lead to poor recognition. In contrast to most prior works, SFR jointly performs detection,
segmentation, preprocessing, and recognition in an end-to-end model.
Text Line Detection/Segmentation. Often, peaks in vertical projection profiles
(summing pixels along rows) are used to detect transitions from dark text to lighter inter-line
space [2, 20, 39]. However, these methods are sensitive to images with noise and curved
handwriting (e.g. the image in Fig 3.1). Additionally, such methods assume that distinct
text lines cannot be horizontally adjacent, an assumption that is violated in practice. The
recursive XY cut algorithm also considers the horizontal projection profile to make vertical
image cuts along detected white space, but requires manually tuning of threshold values [21].
Seam carving [4] based methods improve on projection profile methods because
seams can follow the curves of text lines. Boiangiu et al. use a pixel information measure for
computing an energy map for seam carving [8], while Saabni and El-Sana use a signed distance
transform to compute the energy [37]. The winner of the ICDAR2017 handwriting recognition
competition [38] corrected the output of a seam carving method by using a Convolutional
Neural Network (CNN) to predict if lines were over-segmented or under-segmented.
Tian et al. [50] use a Region Proposal Network (RPN), similar to Faster-RCNN [36],
to predict bounding boxes for text in the wild detection. However, unlike Faster-RCNN,
their RPN predicts many small boxes along the text line in order to follow skewed or curved
lines. These boxes must be clustered in a separate step, which may result in over- or
under-segmentation.
Handwriting Recognition.

Some early handwriting recognition models used

machine learning models such as neural networks and Support Vector Machines (SVM)
to learn whole word, character and stroke classifiers using handcrafted features [28, 51].
However, such methods required further segmentation of text line images into primitives
such as characters or strokes, which itself was error prone. Hidden Markov Model (HMM)
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approaches similar to those used in speech recognition then became popular because they
were able to perform alignment to refine segmentation hypotheses [33]. These approaches are
often combined with a Language Model (LM) or lexicon to refine predictions to more closely
resemble valid natural language [9].
The introduction of the Connectionist Temporal Classification (CTC) loss [17] allowed
recurrent neural network (RNN) character classifiers to perform alignment similar to HMMs,
which led to the current dominance of RNN approaches for HWR. Long-Short Term Memory
(LSTM) networks combined with convolutional networks, CTC, and LM decoding represent
the current state-of-the-art in HWR [18]. Additional improvements, such as Multi-Dimensional
LSTMs [16], neural network LMs [53], and warp based data augmentation [52] have also been
proposed. Preprocessing text lines to deslant, increase contrast, normalize text height, and
remove noise is also a critical component of many HWR systems [18].
Combined Segmentation and Recognition. While previously discussed works
consider segmentation and recognition to be two separate steps, our work, in additional
to a few recent works, integrates these two problems. Moysset et al. proposed a two-part
model that first predicts SOL positions using an RPN and then performs recognition on
axis-aligned bounding boxes that begin at each SOL and end when the recognizer predicts a
stop token [30]. However, the two parts are trained separately and require annotated SOL
positions. Additionally, bounding box segmentation limits this model’s use to text lines
without curve.
RNNs with attention can learn to simultaneously segment text lines in reading order
and perform text recognition, although these methods require pre-training. Attention has been
done at the line level [5] and at the character level [7], though the latter is computationally
expensive due to computing an image-level attention mask for each transcribed character.
Though the line level attention method [5] has been shown to successfully follow lines on
clean datasets of modern handwriting with well-separated text lines, we demonstrate our
work on a more challenging dataset of noisy historical handwritten documents.
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Figure 3.2: The SOL network densely predicts x and y offsets, scale, rotation angle, and
probability of occurrence for every 16x16 input patch. Contrary to left-right segmentation
methods, this allows detection of horizontally adjacent text lines.
3.3

Proposed Model: Start, Follow, Read

In order to jointly learn text detection, segmentation, and recognition, we propose the
SFR model with three components: the Start of Line (SOL) network, the Line Follower
(LF) network, and the Handwriting Recognition (HWR) network. After pre-training each
network (Sec. 3.3.3) individually, we jointly train the models using only ground truth (GT)
transcriptions (with line breaks) (Sec. 3.3.3).

3.3.1

Network Description

Start-of-Line Network
Our Start-of-Line (SOL) network performs text detection by identifying start locations of
text lines using a RPN. We formulate the SOL task similar to [30], but we use an FCN
instead of an MDLSTM architecture. As demonstrated in Fig. 3.2, our FCN is a truncated
VGG-11 architecture [43] used to densely SOL positions. For an image patch, we regress
(x0 , y0 ) coordinates, scale s0 , rotation θ0 , and probability of occurrence p0 . For image patches
with a SOL (e.g. red box in Fig. 3.2), the network should predict p0 = 1, otherwise 0.
We remove the fully connected and final pooling layers of VGG-11 for a prediction
stride of 16x16 and, similar to Faster R-CNN [36], predicted (x, y) coordinates are offsets
relative to the patch center. The scale and rotation correspond to the size of handwriting
and slant of the text line.
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(a) SOL position and first viewing window

(b) Predicted next position

(c) Next viewing window

(d) Resulting LF center line path

(e) Normalized handwriting line

Figure 3.3: The LF begins at a SOL (a) and regresses a new position indicated by the second
blue dot in (b). The next input is a new viewing window (c). This process repeats until
it reaches the image edge. The purple and green lines in (d) show the segmentation that
produces the normalized handwriting line (e).

Figure 3.4: Using the current transformation Wi (a), we resample a 32 × 32 patch (b)
from the input image. A CNN regresses a transform change (d) used to compute the next
transformation (e). Using the upper and lower points (f,g) of the LF path, we resample a
60 × 60 patch to be part of the normalized, segmented line.
Line Follower
After identifying the SOL position, our novel LF network follows the handwriting line in
incremental steps and outputs a dewarped text line image suitable for HWR (see Fig. 3.3).
Instead of segmenting text lines with a bounding box (e.g. [30]), the LF network segments
polygonal regions and is capable of following and straightening arbitrarily curved text.
The LF is a recurrent network that given a current position and angle of rotation
(xi , yi , θi ), resamples a small viewing window (red box in Fig. 3.3a) that is fed to a CNN to
regress (xi+1 , yi+1 , θi+1 ) ( Fig. 3.3b). This process is repeated until the image edge (Figs. 3.3c
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and 3.3d) and during training we use the HWR network to decide where the text line ends.
The initial position and rotation is determined by a predicted SOL. The size of the viewing
window is determined by the predicted SOL scale and remains fixed.
Resampling the input image to obtain the viewing window is done similarly to the
Spatial Transform Network [23] using an affine transformation matrix that maps input image
coordinates to viewing image coordinates. This allows LF errors to be backpropagated through
viewing windows. The first viewing window matrix, W0 = AWSOL , is the composition of
the mapping defined by a transformation SOL matrix WSOL (defined by values of the SOL
network prediction) and a look-ahead matrix A:



1
 s0

WSOL


=
0

0

0
1
s0

0




0 cos(θ0 ) − sin(θ0 ) 0 1 0 −x0 






0
  sin(θ0 ) cos(θ0 ) 0 0 1 −y0  ,



1
0
0
1 0 0 1



0.5 0 −1



A=
 0 0.5 0  (3.1)


0
0
1

The look-ahead matrix gives the LF network enough context to correctly follow lines. For
each step i, we extract a 32 × 32 viewing window patch by resampling according to Wi . When
resampling, the (x, y) coordinates in the patch are normalized to the range (−1, 1). Given
the (i − 1)th viewing window patch, the LF network regresses xi , yi and θi , which are used to
form the prediction matrix Pi . We then compute Wi = Pi Wi−1 with



cos(θi ) − sin(θi ) 0 1 0 −xi 





Pi = 
 sin(θi ) cos(θi ) 0 0 1 −yi 



0
0
1
0 0 1

(3.2)

To obtain the output image for HWR, we first represent the normalized handwriting line
path as a sequence of upper and lower coordinate pairs, pu,i and p`,i (green and purple lines
in Fig 3.3d), which are computed by multiplying the upper and lower midpoints of predicted
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windows by their inverse transformations:

pu,i , p`,i





xu,i x`,i 
 0 0




 = W −1 A −1 1
=
y
y
i
 u,i `,i 






1
1
1 1

(3.3)

We extract the handwriting line by mapping each pu,i , p`,i , pu,i+1 , and p`,i+1 to the corners
of a 60 × 60 patch. We concatenate all such patches to form a full handwriting line of size
60s × 60 where s is the number of LF steps.
The architecture of the LF is a 7-layer CNN with 3x3 kernels and 64, 128, 256, 256,
512, and 512 feature maps on the 6 convolution layers. We apply Batch Normalization (BN)
after layers 4 and 5 and 2x2 Max Pooling (MP) after layers 1, 2, 4, and 6. A fully connected
layer is used to regress the X, Y, θ outputs with initial bias parameters for X initialized to 1
and biases for Y and θ initialized to 0. This initialization is a prior that lines are straight
and read left-to-right.

Handwriting Recognition
After the LF network produces a normalized line image, it is fed to a CNN-LSTM network
to produce a transcription. The CNN part of the HWR network learns high level features
that are vertically collapsed to create a horizontal 1D sequence that is fed to a Bidirection
LSTM model. In the BLSTM, learned context features propagate forward and backwards
along the sequence before a character classifier is applied to each output time step.
The output sequence of character predictions is much longer than the GT transcriptions,
but includes a blank character for use in the CTC decoding step [17]. Decoding is performed
by first collapsing non-blank repeating characters and then removing the blanks, e.g. the
output --hh--e-lll-l----oo-- is decoded as hello. While the CTC loss does not explicitly
enforce alignment between predicted characters and the input image, in practice, we are able
to exploit this alignment to refine SOL predictions (see Sec. 3.3.3).
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The architecture of our HWR network is on a CNN-LSTM HWR network [52] and is
similar to our LF network. The input size is W × 60, where W , can dynamically vary. There
are 6 convolutional layers with 3x3 filters with 64, 128, 256, 256, 512, and 512 feature maps
respectively. BN is applied after layers 4 and 5, and 2x2 MP (stride 2) is applied after layers
1, 2. To collapse features vertically we use 2x2 MP with a vertical stride of 2 and a horizontal
stride of 1 after layers 4 and 6. Features are concatenated vertically to form a sequence of
1024-dimensional feature vectors that are fed to a 2-layer BLSTM with 512 hidden nodes
and 0.5 probability of node dropout. A fully connected layer is applied at each time step to
produce character classifications.
The HWR also serves an additional function. LF always runs to the edge of the
page and in many cases intersects other columns or SOL positions. The HWR implicitly
learns during training when to stop reading and as a result we do not need additional post
processing to determine when the line ends.

3.3.2

Post Processing

We introduce a novel non-maximal suppression method for the SOL and LF networks. Given
any two LF path prediction we consider the first N steps (we used N = 6). We form a
polygon by joining start and end points of the center lines. If the area of the resulting polygon
is below a threshold proportional to its length, we suppress the line with the lowest SOL
probability.
To correct recognitions errors we employ an HMM-based 10-gram character-level
language model (LM) that has been trained on the training set transcriptions using the
Kaldi toolkit [34]. Character-level LMs typically correct out-of-vocabulary words better than
word-level LMs [24].
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Figure 3.5: Our network is first pre-trained on a small training set with segmentation and
transcription annotations. The three phase training process is performed over a much larger
training set that has only transcription annotations.
3.3.3

Training

Fig. 3.5 summarizes the full training process: (1) Networks are pretrained using a small
number of images with GT SOL, segmentations, and line-level transcriptions (Sec. 3.3.3);
(2) Alignment (Sec. 3.3.3) on a large number of training images with only GT transcriptions
produces bootstrapped targets for the SOL and LF networks; (3) Individual networks are
trained using SOL and LF targets from alignment and GT transcriptions for the HWR
network; (4) Validation is performed over the entire validation set using the best individual
weights of each network. Steps 2-4 are repeated until convergence.

Start-of-Line Network
We create the training set for our SOL network by resizing images to be 512 pixels wide and
sampling 256x256 patches, with half the patches containing SOLs. Patches are allowed to
extend outside the image by padding with each edge’s average color.
We use the loss function proposed for the multibox object detection model [13], which
performs an alignment between the highest probability predicted SOL positions and the
target positions.

L(l, p; t) =

N X
M
X

Xnm (αkln − tm k22 − log(pn )) − (1 − Xnm )log(1 − pn )

n=0 m=0

43

(3.4)

where tm is a target position, pn is the probability of SOL occurrence, and ln is a transformation
of the directly predicted (xn , yn , sn , θn ):

ln = (− sin(θn )sn + xn , − cos(θn )sn + yn , sin(θn )sn + xn , cos(θn )sn + yn ),

(3.5)

Xnm is a binary alignment matrix between the N predictions and M target positions,
while α weights the relative importance of the positional loss and the confidence loss. In
our experiments, α = 0.01 and we compute the Xnm that minimizes L given (l, p, t) using
bipartite graph matching as in [13].

Line Follower
While the LF outputs a normalized text line image, the defining image transformation is
piece-wise affine and is parameterized by a sequence of upper and lower coordinate points.
Thus, for supervision we construct pairs of target coordinate points that induce the desired
piece-wise affine transformation and train the LF using a Mean-Square Error (MSE) loss.

loss =

X

kpu,i − tu,i k22 + kp`,i − t`,i k22

(3.6)

i=0

The LF starts at the first target points, tu,0 and t`,0 , and every 4th step resets to the
corresponding target points. This way, if the LF deviates from the handwriting it is able to
recover without introducing large and uninformative errors into the training procedure. To
help the LF be robust to incorrect previous predictions, after resetting to a target position we
randomly perturb the LF position by a translation of ∆x, ∆y ∈ [−2, 2] pixels and a rotation
of ∆θ ∈ [−0.1, 0.1] radians.

Handwriting Recognition
We train the HWR network on (target) line images with the aligned GT transcription using
CTC loss [17]. During training, we apply data augmentation to prevent overfit. Specifically,
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(a) Initial forward steps

(b) Backward steps

(c) Complete forward steps

(d) Refined SOL prediction.

Figure 3.6: SOL refinement process. Note that in (b), the LF does not go backwards to the
initial (incorrect) SOL. It then passes through the correct SOL in (c), which can be identified
using the alignment (d) induced by the CTC decoding in the HWR network.
we apply Random Warp Grid Distortions (RWGD) [52] to model variations in handwriting
shape, contrast augmentation [49] to learn invariance to low and high text/background
contrast, and image hue perturbation to handle different colors of paper and ink.

Pre-training
Before joint training can be effective, each network needs to achieve a reasonable level of
accuracy. Individual networks are pre-trained on a small number of images that have SOL,
segmentation, and line level transcription annotations. This follows the same procedure as
described in the previous three subsections, but the actual GT is used for targets.

Alignment
After the networks are pre-trained, we perform an alignment between SFR predicted line
transcriptions with GT line transcriptions for images with only transcription annotations,
i.e. no corresponding spatial GT information. The main purpose of this alignment is to create
bootstrapped training targets for the SOL and LF networks because the images lack GT
for detection and segmentation. For each GT text line, we keep track of the best predicted
SOL and segmentation points, where best is defined by the accuracy of the corresponding
predicted line transcription produced by the HWR network.
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Alignment and training are alternated (see Fig. 3.5), and as the networks jointly learn,
the quality of these bootstrapped training targets increases, which in turn helps all three
networks continue to improve.
To perform the alignment, we first run the SOL finder on the whole image and obtain
dense SOL predictions. On predicted SOLs with probability above a threshold, we then
apply the LF and HWR networks to obtain a predicted segmentation and transcription. For
each GT line, we find the predicted transcription that minimizes the Character Error Rate
(CER), which is equivalent to string edit distance. If the CER is lower than the best previous
prediction for that GT line, we update that line’s target SOL and segmentation points to be
those predicted by the SOL and LF networks.
The final step in alignment is to refine the SOL position using spatial information
extracted from the LF and HWR networks. In practice, the LF and HWR networks can
compensate for poor SOL predictions, which means that SOL targets produced by alignment
aren’t always accurate.
To refine a SOL target, we run the LF forward s = 5 steps from the current best SOL
(Fig. 3.6a), and then backwards for s + 1 steps (Fig. 3.6b).We then move the current best
SOL up or down to align with the backwards path. This works because even if the LF does
not start on the text line, it quickly finds the text line in the forward steps and then can
follow it back to its start using backwards steps. Next we run the LF and HWR from this
new SOL and find the first non-blank predicted character before the CTC decoding stage
(Fig. 3.6d). This character prediction has a corresponding input image location, so we move
the SOL left or right to where this character occurs.
To find the end of the handwriting line, we find the last non-blank character during
CTC decoding. Once we have identified line ends, we no longer run the LF past the end of
lines, which helps speed training.
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End-to-end Training
Though our SFR model is end-to-end differentiable in that the CTC loss can backpropagate
through the HWR and LF networks to the SOL network, in practice we observed no increase
in performance when using end-to-end training on the dataset used in this work. End-to-end
training is much slower, and the three networks take significantly different amounts of time
to train, with the HWR network taking the most time by far. We have concluded that the
majority of errors made by our SFR model are not likely to be fixed by end-to-end error
backpropagation because (1) the transcription CTC loss cannot fix very bad segmentations and
(2) our joint training provides adequate supervision when predicted SOL and segmentations
are reasonably good.

3.4

Results

We evaluate our SFR model on the 2017 ICDAR HWR competition dataset [38] of 1800s
German handwriting, which has two training sets. The first set has 50 fully annotated images
with line level segmentations and transcriptions. The second set of 10,000 images has only
transcriptions (containing line breaks). This dataset, to our knowledge, is the largest and
most challenging public HWR benchmark with 206,161 handwriting lines and 1,769,195
words. The test data is not public, so we use the BLEU score metric reported by the public
evaluation server1 . The competition test data provides multiple regions of interest (ROIs)
per image to facilitate text line segmentation, and the evaluation server protocol requires
that all predicted text lines be assigned to a ROI.

3.4.1

Quantitative Results

The fully annotated 50 images are used to pre-train the network (see Fig. 3.5). We then
jointly train on 9,000 images (1,000 for validation) by alternating alignment, training, and
validation steps. We then submitted two sets of predictions to the evaluation server: one set
1

https://scriptnet.iit.demokritos.gr/competitions/~icdar2017htr/
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Table 3.1: ICDAR 2017 Handwriting Recognition Competition results compared to our
method.
Method
Start, Follow, Read (ours)
BYU
ParisTech
LITIS

BLEU with regions BLEU without regions
73.0
71.5
48.3
37.2

72.3
57.3
-

exploiting the ROI information and one set without. To exploit ROI information, we mask
out all other parts of the image using the median image color before running SFR.
Though we also evaluate without ROIs, the evaluation server still requires each line to
be assigned to a ROI. After running SFR on full pages (no masking), we simply assign each
line prediction to the region in which it has the most overlap. Predictions mostly outside
any ROI are discarded, though sometimes these are real unannotated text lines that are
completely outside the given ROIs.
The competition systems made predictions over each ROI by first cropping to the ROI
bounding box [38]. The BYU system was evaluated without ROIs using the same process as
SFR except lines are only discarded if they intersect no ROI. This difference was necessary
because their segmentations span the entire image and too many good text lines would have
been discarded.
Table 3.1 compares SFR with the competition results. Our SFR model achieves the
highest BLEU score at 73.0 using ROI annotations, but performance only degrades slightly
to 72.3 without ROIs. This shows that the SOL and LF networks perform well and do
not benefit much from a priori knowledge of text line location. In contrast, the winning
competition system scores 71.5 using the ROIs, but its performance drops significantly to
57.3 without the ROIs.
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(a) LF on warped IAM lines with upper and lower lines as distraction. SOL
positions were provided.

(b) Deskewed line. Upper left

(c) Deskewed line. Lower left

Figure 3.7: Results from warped IAM dataset.
3.4.2

Qualitative Results

We produced a synthetic dataset to test the robustness of the LF on very curved lines. To
generate the data we randomly warped real handwriting lines from the IAM dataset [29] and
added distracting lines above and below. We provided the SOL position and did not employ
the HWR. Fig. 3.7 shows results from the validation set. Even when text lines are somewhat
overlapping (Fig 3.7b), the LF is able to stay on the correct line. Though the synthetic
warping is exaggerated, this suggests the LF can learn to follow less extreme real-world
curvature.
Fig. 3.9 shows some results on our ICDAR2017 HWR dataset validation set. On
clean images, SFR often produces a perfect transcription (Fig. 3.9a), and only minor errors
on noisy handwriting (Fig. 3.9b). The LF performs well on complicated layouts, such as
horizontally adjacent lines (Fig. 3.9c). However, some noisy lines cause the LF to jump
between lines. (Fig. 3.9d).
We also applied the trained SFR model to other image datasets and found that the
SOL and LF networks generalize even to documents in different languages. Fig. 3.8a shows
that SFR correctly segments a document written in Early Modern German and we see similar
results on a English document (Fig. 3.8b). Of course, the HWR network would need to
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(a) Document written in the 1400s from
the 2016 ICFHR HWR competition [48]

(b) English document from the ICDAR
competition on baseline detection[11]

Figure 3.8: Images from other collections applied to our trained model
be retrained to handle other languages, though due to the modularity of SFR, the HWR
network can be retrained while preserving the previous SOL and LF networks.
Additional results can be viewed in the supplementary material.

3.5

Conclusion

We have introduced a novel Start, Follow, Read model for full page HWR and demonstrated
state-of-the-art performance on a challenging dataset of historical handwriting, even when not
exploiting given ROI information. We improved upon a previous SOL method and introduced
a novel LF network that learns to segment and normalize handwriting lines for input to a
HWR network. After initial pre-training, our novel training framework is able to jointly train
the networks on documents using only level level transcriptions. This is significant because
when human annotators transcribe documents, they often do not annotate any segmentation
or spatial information.
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(a) No errors

(b) Noisy lines, few transcription errors

We believe that further improvements can be made by predicting the end-of-line
(EOL), in addition of SOL, and applying the LF backwards. Then, the SOL and EOL
results can mutually constrain each other and lead to improved segmentation. Also, we did
not extensively explore network architectures, so performance could increase with improved
architectures such as Residual Networks.
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(c) Complex layout, few transcription errors

(d) Noisy lines, LF error. HWR stopped reading after the error.

Figure 3.9: Results from the ICDAR 2017 competition dataset. Colored lines represent
different detected lines. Green, red, and purple characters represent insertion, substitution,
and omission errors respectively.
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Chapter 4
Conclusion and Future Work

In this chapter we highlight the important contributions of this thesis. We discuss
extensions to our methods that could overcome some of the current weaknesses. The end-toend differentiable training of the SFR failed to improve the network and this is only briefly
discussed in Chapter 3. We go into more details on why we believe that the end-to-end
training was not successful.

4.1

Review of Normalization and Augmentation

In Chapter 2 we presented a normalization method and an augmentation method to achieve
state-of-the-art results on multiple benchmark datasets. The normalization method uses a
simple projection profile method to consistently scale the height of the handwriting. While
the projection profile technique was not employed in the SFR network, it demonstrated the
importance of scale normalization for the CNN-LSTM and this is a learned property of the
SFR network.
The augmentation method in Chapter 2 models the variation seen from instance
to instance from a particular author. This is done by placing control points on a uniform
grid and randomly displacing the control points. By generating more training samples, the
network is able to better generalize and achieve lower CER and WER. We found the lowest
errors were achieved when applying both the normalization and augmentation methods.
Although not discussed in detail in Chapter 3, our original winning result from the
ICDAR 2017 HWR competition[38] (not the SFR network) normalized hue, brightness,
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and contrast. In SFR, instead of normalizing, we augmented the data by varying the hue,
brightness, and contrast during training. Although we did not perform extensive experiments
to compare error rates, prior work suggests that augmentation is better than normalization
for hue, brightness, and contrast.
However, we still believe scale is an important feature to normalize as opposed to
solving with augmentation. If the handwriting is scaled too large parts of the characters are
clipped on the top and bottom causing a loss of information. If characters are too small
important distinguishing details are lost or blurred together. Also, CNNs specifically are
not known to be strongly invariant to scale, hence the introduction of learned normalization
methods such as spatial transformer networks[23]. Our experiments in Chapter 2 led to the
inclusion of important components found in the SFR network.

4.2

Extensions to the SFR Networks

In Chapter 3 we introduce the Start, Follow, Read network. Our method improves upon previous SOL methods. The novel LF network learns to segment and normalize the handwriting
and a line-level HWR network recognizes the characters. SFR achieves state-of-the-art results
on the ICDAR 2017 HWR competition even without using the provided regions of interest.
A valuable property of the SFR network is that the three components are modular.
For example, different language-specific HWR networks could be applied while using the
same SOL and LF networks. In another use case, a shallow SOL network and a deeper SOL
network could be trained separately. If the network is not confident in the more efficient
shallow SOL predictions, the more accurate deep SOL network could be applied.
Instead of having a modular SFR network, the method could be extended to more
closely couple the components. For example, instead of sampling from the image directly, the
LF network could sample the high-level features from SOL network. The networks would
no longer be modular, but the feature reuse may result in faster execution and give the
LF a larger context area. One weakness of this approach is that the SOL works over a
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down-sampled image and may not have features with fine enough detail for the LF network.
Also, the LF and SOL would then have to be trained together which would result in slower
training.
Given the training method used in the experiments in Chapter 3, the SOL does not
correctly detect handwriting lines that are oriented vertically even though the model has the
capacity to do so. Vertically oriented text rarely occurs in the training data so the network
never learns to handle these cases correctly. Augmenting the SOL training data by rotating
the images could allow for the SOL network to better generalize to recognize text with any
orientation.
Occasionally, the LF network will incorrectly switch to the line above or below as
shown in the example in Figure 3.9d. This could be avoided by using a mutually constraining
method. As all of the lines incrementally step together along the handwriting, there should
be minimal overlap between adjacent lines. Adding an additional constraint to enforce this
would help avoid these kind of problem.
One subtle weakness of the current system is that it requires that the transcription
annotations are line delimited. For example, our current system would not be able to train if
the transcription annotations were recorded as a single, continuous string with no indication
of where the lines start or end. This could be solved by performing a second alignment where
the entire transcription would split into lines based on the predictions of each line.

4.3

Why End-to-end Differentiable Training Failed

The end-to-end differentiable training of the network seems like a desirable property, but
ultimately did not result in any improvement. This is somewhat of a disappointing result
of the system. In this section we give some high-level insight into why it failed and suggest
possible improvements that might result in a more successful end-to-end differentiable training
method. The ideas discussed in this section have not been fully developed and merit a more
extensive exploration in future work.
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The CTC loss used for training is an alignment-based loss function. In order to align
the predictions, the handwriting must be reasonably within the normalized line for the loss
to have a meaningful gradient. Some preliminary experiments suggest that the CTC loss can
have negative effects on the line segmentation. For example, in some cases, predicting blank
characters results in a lower loss than incorrect characters. This property drives the LF and
SOL networks to incrementally move off of the handwriting in favor of the lower loss from
making no prediction.
One regularization method to combat this would be to extend the LF network to
predict in both the forward and backward direction at each step. The prediction in the
backward direction should ideally be identical to the previous position. An additional loss term
would penalize the LF for predicting inconsistently in the forward and backward directions.
This would drive the LF to act consistently in the forward and backwards direction and may
prevent the CTC loss from driving the LF off of the handwriting.
Another issue with the end-to-end training is that the LF network has an exploding
gradient when backpropagating through the recurrent affine transformations (the backpropagation through time). It is not obvious how to reformulate the transformations so that this
does not happen, except to not backpropagate through time. During the LF training, because
we reset the position of the LF network after four steps, the error does not propagate past
the fourth step and the effect of the exploding gradient is minimal.
While it seems reasonable for the LF to only incur the error gradient from its local
window, little to no meaningful error will reach the SOL network. This is because only the
error from the first LF step would reach the SOL network. A simple case of this is shown
in Figure 3.6. The CTC loss would produce a minimal error gradient at the beginning of
the line because there is no handwriting and predicting nothing would be correct. The error
gradient from later in the line would need to be propagated back to the SOL network to
correct the SOL position in the vertical direction.
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Figure 3.6 illustrates another issue with the end-to-end training. Because CTC is
an alignment method, as long as all of the handwriting is contained in the line, it does not
matter how much padding is on the left or the right. If the SOL is too far to the left, as is
shown in Figure 3.6, this produces an identical CTC loss to a SOL position that is more to
the right. There is no meaningful error from the CTC loss to drive SOL prediction to the
correct horizontal position.
Each of the three networks take significantly different amounts of time to train. The
LF only minimally improves after the initial pretraining and is computationally the slowest
part of the network. The SOL network continues to improve after a day or two of training
and the HWR network can take up to three weeks to finish training. To perform end-to-end
differentiable training, it would require running the SOL, LF, and HWR together for at least
as long as it takes for the HWR to converge. Because the end-to-end system is so much slower
than the HWR alone, it would require at least double the training time, but probably longer.
Continually propagating errors through the already-converged LF network, the slowest part
of SFR, would be a waste of computational resources.
Instead of a complete end-to-end training, once all of the networks have converged,
the end-to-end training could be performed as a final fine tuning of the system. We tried
this before we had investigated the exploding gradient and other issues of the end-to-end
training and did not see an improvement. Potentially, once all of the other issues have been
addressed, it might result in an improved fine tuning of the network. However, it is not clear
the remaining errors are correctable by the end-to-end training.
While we have not yet explored all of the ways to extend the SFR network, we believe
it to be a significant step forward in full page handwriting recognition. We also believe
that some of its current limitations can be overcome with additional extensions to the SFR
methods.
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Chapter 5
Appendix

The purpose of this appendix is to show additional results of our Start, Follow, Read
(SFR) network.

5.1

Overview of Figures
• Figure 5.1 shows an example of the regions provided for the test data in the ICDAR 2017
HWR competition. We evaluated our method with and without using these regions.
Detailed steps of SOL and LF networks
• Figures 5.2 through 5.9 show a step by step overview of the complete segmentation
process:
2. Heatmap of SOL probabilities
3. Showing SOL predictions for each 16x16 input patch
4. Thresholding SOL positions based on probability
5. LF initial 5 steps forward from predicted SOL
6. LF 6 steps backwards to correct SOL positions
7. LF forward steps to the image edge
8. Non-maximal suppression of overlapping lines
9. Refining line starts and ends based on output of HWR network
• Figure 5.10 shows 12 recurrent predictions of the LF network.
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Additional Qualitative Results
• Figures 5.11 through 5.16 show results on visually challenging images from the ICDAR
2017 HWR competition. Annotations for the test data are not publicly available, so we
select images from our validation data.
• Figures 5.17 through 5.23 demonstrate how well our trained network generalizes to
other image collections. Images come from the dataset provided as part of the ICDAR
2017 Competition on Baseline Detection. This dataset does not contain transcription
annotations.
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Figure 5.1: Example regions that are provided for the test data in the ICDAR 2017 competition.
We evaluate with and without using these regions. Note that some text is outside of all regions
and thus would be counted as false positive errors if transcriptions were to be submitted for
this text. SFR does find and transcribe these lines, so we made an effort to remove lines
that correspond to none of the given regions (see Sec 4.1 of main text) in order to have
fair evaluation when not utilizing regions when making predictions. The evaluation server
requires that each predicted line be assigned to a given region.
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Figure 5.2: Heat map of the probability of SOL at each 16 × 16 region. Red=1 and Blue=0
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Figure 5.3: All predicted SOL positions. Center of each circle is the predicted position. The
radius of the circle represents the scale. The location of a SOL prediction is not constrained
by its 16 × 16 region. Probability of SOL indicated by the color: Red=1 and Blue=0
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Figure 5.4: Thresholded SOL predictions, keeping only those with p > 0.1. The threshold of
0.1 was determined based on validation set performance. Probabilities of each prediction are
shown.
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Figure 5.5: The LF network takes 5 steps forward from the SOL.
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Figure 5.6: The LF network takes 6 steps backwards from the last LF position. This process
can correct poorly localized SOL locations and is used in our SOL refinement step (Section
3.3 Alignment in the main text).
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Figure 5.7: The LF starts from where the backwards steps ended. It steps until it reaches
the edge of the image.
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Figure 5.8: Non-maximal suppression applied. Lines in red are suppressed
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Figure 5.9: Start and ends of the line are refined based on the output of the HWR network
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(a) The viewing windows given as input to the LF CNN

(b) The extracted viewing window patch given to the LF CNN

(c) The resulting normalized handwriting line

Figure 5.10: Example of the LF for 12 steps.
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Figure 5.11: Results from the ICDAR 2017 HWR competition dataset (validation image).
Character Error: 4.4%. (top) Colored lines represent different detected lines. (bottom) Green,
red, and purple characters represent insertion, substitution, and omission errors respectively.
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Figure 5.12: Results from the ICDAR 2017 HWR competition dataset (validation image).
Character Error: 2.0%. (top) Colored lines represent different detected lines. (bottom) Green,
red, and purple characters represent insertion, substitution, and omission errors respectively.
Gray characters represent lines that were not included in the ground truth annotation.
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Figure 5.13: Results from the ICDAR 2017 HWR competition dataset (validation image).
Character Error: 8.0%. (top) Colored lines represent different detected lines. (bottom) Green,
red, and purple characters represent insertion, substitution, and omission errors respectively.
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Figure 5.14: Results from the ICDAR 2017 HWR competition dataset (validation image).
Character Error: 16.0%. (top) Colored lines represent different detected lines. (bottom)
Green, red, and purple characters represent insertion, substitution, and omission errors
respectively.
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Figure 5.15: Results from the ICDAR 2017 HWR competition dataset (validation image).
Character Error: 2.4%. (top) Colored lines represent different detected lines. (bottom) Green,
red, and purple characters represent insertion, substitution, and omission errors respectively.
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Figure 5.16: Results from the ICDAR 2017 HWR competition dataset (validation image).
Character Error: 5.5%. (top) Colored lines represent different detected lines. (bottom) Green,
red, and purple characters represent insertion, substitution, and omission errors respectively.
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Figure 5.17: This image demonstrates the generalization of our trained network. Image comes
from the ICDAR 2017 Competition on Baseline Detection dataset. Our network was not
trained on images from this collection. No transcription annotations exist for this dataset.
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Figure 5.18: This image demonstrates the generalization of our trained network. Image comes
from the ICDAR 2017 Competition on Baseline Detection dataset. Our network was not
trained on images from this collection. No transcription annotations exist for this dataset.
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Figure 5.19: This image demonstrates the generalization of our trained network. Image comes
from the ICDAR 2017 Competition on Baseline Detection dataset. Our network was not
trained on images from this collection. No transcription annotations exist for this dataset.
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Figure 5.20: This image demonstrates the generalization of our trained network. Image comes
from the ICDAR 2017 Competition on Baseline Detection dataset. Our network was not
trained on images from this collection. No transcription annotations exist for this dataset.
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Figure 5.21: This image demonstrates the generalization of our trained network. Image comes
from the ICDAR 2017 Competition on Baseline Detection dataset. Our network was not
trained on images from this collection. No transcription annotations exist for this dataset.
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Figure 5.22: The network was mostly unable to distinguish the two columns. This image
demonstrates the generalization of our trained network. Image comes from the ICDAR 2017
Competition on Baseline Detection dataset. Our network was not trained on images from
this collection. No transcription annotations exist for this dataset.
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Figure 5.23: Very noisy two column case. The network was unable to distinguish between
the two columns in some cases. This image demonstrates the generalization of our trained
network. Image comes from the ICDAR 2017 Competition on Baseline Detection dataset.
Our network was not trained on images from this collection. No transcription annotations
exist for this dataset.
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Castro-Bleda, Andreas Fischer, and Horst Bunke. Neural network language models for
off-line handwriting recognition. Pattern Recognition, 47(4):1642–1652, 2014.

88

