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Abstract
Golumbic, Kaplan, and Shamir, in their paper [M.C. Golumbic, H. Kaplan, R. Shamir, Graph sandwich problems, J. Algorithms
19 (1995) 449–473] on graph sandwich problems published in 1995, left the status of sandwich problems for strongly chordal
graphs and chordal bipartite graphs open. We prove that the sandwich problem for strongly chordal graphs is NP-complete. We
also give some comments on the computational complexity of the sandwich problem for chordal bipartite graphs.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
We say that a graph G2 = (V, E2) is a supergraph of a graph G1 = (V, E1) if E1 ⊆ E2; and that a graph
G = (V, E) is a sandwich graph for the pair G1, G2 if E1 ⊆ E ⊆ E2. For notational simplicity in the sequel, we let
E3 be the set of all edges in the complete graph with vertex set V which are not in E2. Thus, every sandwich graph
for the pair G1, G2 satisfies E1 ⊆ E and E ∩ E3 = ∅. We call E1 the forced edge set, E2 \ E1 the optional edge set,
E3 the forbidden edge set. The GRAPH SANDWICH PROBLEM FOR PROPERTY Π is defined as follows [15]:
GRAPH SANDWICH PROBLEM FOR PROPERTY Π
Instance: Vertex set V , forced edge set E1, forbidden edge set E3.
Question: Is there a graph G = (V, E) such that E1 ⊆ E and E ∩ E3 = ∅ that satisfies property Π ?
We shall use both forms (V, E1, E3) and (V, E1, E2) interchangably to refer to an instance of a graph sandwich
problem.
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Graph sandwich problems have attracted much attention lately arising from many applications in, and as a natural
generalization of, recognition problems [5,8,10,11,14–16,20,19]. The recognition problem for a class of graphs C is
equivalent to the graph sandwich problem in which the forced edge set E1 = E , the optional edge set E2 \ E1 = ∅,
G = (V, E) is the graph we want to recognize, and property Π is “to belong to class C”.
Golumbic et al. [15] have considered sandwich problems with respect to several subclasses of perfect graphs,
and proved that the GRAPH SANDWICH PROBLEM FOR SPLIT GRAPHS and the GRAPH SANDWICH PROBLEM FOR
COGRAPHS remain in P . On the other hand, they proved several other problems (such as the GRAPH SANDWICH
PROBLEM FOR COMPARABILITY GRAPHS) to be NP-complete. Subsequently, several decompositions arising in
perfect graph theory were considered [5,8,10,11].
A graph is chordal or triangulated if every cycle of length greater than three has a chord. It is well known [23,25]
that chordal graphs can be recognized in polynomial time, which implies that the NP-hardness result for the sandwich
problem makes good sense [15].
The following problem arises in biology in when constructing evolutionary trees:
TRIANGULATING A COLORED GRAPH (TCG)
Instance: Graph G = (V, E), proper vertex coloring c : V → Z .
Question: Does there exist a supergraph G ′ = (V, E ′) of G that is chordal and also properly colored by c?
Bodlaender et al. [2] proved that TCG is NP-complete.
Theorem 1.1 ([2]). Problem TCG is NP-complete even when each color class has exactly two vertices.
As noted by Golumbic et al. [15], the NP-completeness of the GRAPH SANDWICH PROBLEM FOR CHORDAL
GRAPHS follows immediately from the NP-completeness of TCG, since the coloring c defines the forbidden edge set
E3 (pairs of vertices with same color) and E defines the forced edge set E1 for this input.
A sun is a chordal graph on 2n vertices (n ≥ 3) whose vertex set can be partitioned into W = {w1, . . . , wn} and
U = {u1 . . . , un} such that W is an independent set and ui is adjacent to w j if and only if i = j or i = j + 1 (mod n).
A vertex x is simple if N [y] ⊆ N [z] or N [z] ⊆ N [y] for any two vertices y, z ∈ N [x]. A graph is strongly chordal if
it is chordal and does not contain a sun. A sun has also been defined in the literature [3] in such a way that the set of
ui vertices is required to induce a complete graph; such a sun is also referred to as a complete sun [3]. However, it is
well known [3] that every chordal graph that contains a sun must also contain a complete sun. Thus, for the purposes
of defining a strongly chordal graph, the two notions are equivalent. A graph is chordal bipartite if it is bipartite and
does not contain an induced cycle on at least 6 vertices. The following theorem gives a characterization of strongly
chordal graphs.
Theorem 1.2 ([9]). Graph G is strongly chordal if and only if every induced subgraph H of G that is nontrivial has
at least two simple vertices of H.
It is well known [9] that strongly chordal graphs can be recognized in polynomial time.
The goal of the present paper is to consider two sandwich problems posed in the original paper by Golumbic et
al. [15], the sandwich problems for strongly chordal graphs and for chordal bipartite graphs.
In this paper we shall consider the following decision problems:
STRONGLY TRIANGULATING A COLORED GRAPH (STCG)
Instance: Graph G = (V, E), proper vertex coloring c : V → Z .
Question: Does there exist a supergraph G ′ = (V, E ′) of G that is strongly chordal and also properly colored
by c?
GRAPH SANDWICH PROBLEM FOR STRONGLY CHORDAL GRAPHS (STC-SW)
Instance: Vertex set V , forced edge set E1, forbidden edge set E3.
Question: Is there a strongly chordal graph G = (V, E) such that E1 ⊆ E and E ∩ E3 = ∅?
GRAPH SANDWICH PROBLEM FOR CHORDAL BIPARTITE GRAPHS (CBP-SW)
Instance: Vertex set V , forced edge set E1, forbidden edge set E3.
Question: Is there a chordal bipartite graph G = (V, E) such that E1 ⊆ E and E ∩ E3 = ∅?
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Fig. 1. Decision component (a) for the occurrence of variable X in clause i , and clause component (b) for clause (X + Y + Z).
We establish the NP-completeness of STC-SW by proving that STCG is NP-complete. As noted above, the
NP-completeness of STC-SW follows immediately from the NP-completeness of STCG. We reduce to STCG the
following NP-complete problem [12]:
NOT ALL EQUAL 3SAT (NAE-3SAT)
Instance: Set U of variables, collection C of clauses over U such that each clause has exactly three literals.
Question: Is there a truth assignment for U such that in each clause at least one literal is set to true and at least
one literal is set to false?
In Section 2, we present the reduction from NAE-3SAT to STCG. In Section 3, we consider the complexity of
the CBP-SW problem. While there are many connections between the classes of strongly chordal graphs and chordal
bipartite graphs, there exist problems [4] that are NP-complete for one class, but solvable in polynomial time for the
other.
2. Main theorem
In this section we prove that STCG is NP-complete.
Theorem 2.1. Problem STCG is NP-complete even when each color class has exactly two vertices.
Proof of Theorem 2.1. As strongly chordal graphs can be recognized in polynomial time, it is easily seen that
problem STCG is in NP . Given an instance I of NAE-3SAT, we construct in polynomial time a graph G I consisting
of decision components and clause components. We can assume that no clause contains a variable and its negation.
We note that the decision components and clause components that we create are identical to those used in [2], and we
describe them next using the same terminology as in [2]. For each variable X and each clause i containing either X or
X , the decision component shown in Fig. 1 is created. Vertex H is called the head, F is called the foot, SX is called a
true shoulder, SX is called a false shoulder, K
i
X is called a true knee, and K
i
X
is called a false knee.
Corresponding to each variable X , graph G I has the two shoulders SX and SX , and for each occurrence of X or X
in some clause, graph G I has a true knee and a false knee. Therefore, the vertices of G I are H , F , for each variable X





, . . . , K irX , K
ir
X
, corresponding to the r clauses Ci1 , . . . ,Cir in each of
which X or X occurs. Vertices are now colored so that each color class contains exactly two vertices. Vertices H and






the same color class.
Suppose X or X occurs in clause i . It is observed in [2] that there are exactly two ways to turn the corresponding
decision component into a chordal graph that is properly colored: one is by adding the edges HK iX , K
i
X SX , and SX F




SX , and SX F (negative orientation). It is also
pointed out in [2] that in a color respecting triangulation of G I , if a decision component corresponding to variable
X has the positive (negative) orientation, then every decision component corresponding to variable X must have the
positive (negative) orientation. Thus, when the orientation is positive, the variable will be set to true, and when the
orientation is negative, the variable will be set to false.
Let (X + Y + Z) be clause i . The corresponding clause component is created as shown in Fig. 1. Note that no new
vertices are added. The knees that form the triangle are active, and the other knees are inactive. Thus, in a pair K iA,
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Fig. 2. In (a), we depict graph G I obtained from the instance (U = {X, Y, Z},C = {(X +Y + Z), (X +Y + Z)}) of NAE-3SAT. Thin edges depict
edges in Decision components. Thick edges depict edges in Clause components whose drawings are shown in (b) and (c) as they are formerly
defined in Fig. 1.
K i
A
of corresponding knees, one is active while the other is inactive. Also, by the construction, every active knee sees
two vertices of the same color; for instance vertex KX is adjacent to vertices KY and KY .
Note that the same graph G I is constructed in [2]. For a better understanding of the construction, in Fig. 2(a), we
exhibit the graph G I obtained from the instance
(
U = {X, Y, Z}, C = {(X + Y + Z), (X + Y + Z)}) of NAE-3SAT.
In Figs. 2(b) and (c), we show the clause components obtained from clauses (X + Y + Z) and (X + Y + Z).
The following two lemmas will establish the correctness of the transformation. Note that both lemmas require
tools additional to the ones used in [2]. The need for these additional tools is further discussed in the two remarks that
follow the lemmas.
Lemma 2.1. Suppose G I can be made strongly chordal without introducing edges between vertices of the same color.
Then I has a satisfying truth assignment such that in each clause at least one literal is true and at least one literal is
false.
Proof of Lemma 2.1. Let G be the resulting strongly chordal graph. We create a truth assignment for I as follows: if
the decision components corresponding to a variable W have the positive orientation, then W is set to true. Otherwise,
W is set to false. For an arbitrary i , let (X + Y + Z) be clause i . It is shown in [2] that if G is chordal but clause i is
not satisfied, then the subgraph of G induced by the set {H, F, Sa, K ia, K ia | a ∈ {X, Y, Z}} of vertices is not chordal,
a contradiction. Therefore, we can assume that the truth assignment satisfies I . Now suppose each of X , Y , and Z is
set to true by the truth assignment. Let T be the subgraph of G induced by the set {H, F, Sa, K ia, K ia | a ∈ {X, Y, Z}}
of vertices. We will show that T can have at most one simple vertex, and hence cannot be strongly chordal (cf.
Theorem 1.2), contradicting G’s being strongly chordal. First, each of F , SX , SY , SZ , K iX , K
i
Y , and K
i
Z sees two
vertices of the same color in T , and hence cannot even be simplicial in T . Now, consider the subgraph LX induced in
T by the set {K i
X
, K iZ , F, H, K
i
Z
} of vertices. All the adjacencies of LX except the one between the pair K iX , K iZ are




in T , then K i
X
is adjacent in T to the vertices K iZ and K
i
Z
of the same color, and hence cannot even be simplicial. On




in T , then K i
X
is not simple in LX , and hence in T also. Now, consider the subgraph
LY induced in T by the set {K iY , K iX , F, H, K iX } of vertices, and apply the argument to the pair K iY , K iX to rule out
K i
Y
from being simple. Finally, consider the subgraph L Z induced in T by the set {K iZ , K iY , F, H, K iY } of vertices,




to rule out K i
Z
from being simple. Note that as LX does not involve the
vertex K i
Y
, LY does not involve the vertex K
i
X
, and L Z does not involve the vertex K
i
Y
; the three arguments can be
made independent of each other.
Thus, only H can be simple in T , and therefore T is not strongly chordal, contradicting G’s being strongly
chordal. 
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Fig. 3. Two types of clauses: (a) Component for Type-1 clause (X + Y + Z), and (b) Component Type-2 clause (A + B + C).
Lemma 2.2. Suppose I has a satisfying truth assignment such that in each clause at least one literal is true and at
least one literal is false. Then G I can be made strongly chordal without introducing edges between vertices of the
same color.
Proof of Lemma 2.2. Let f be a satisfying truth assignment for I such that in each clause at least one literal is true
and at least one literal is false. First, we rename the literals appropriately so that for any variable X , X is set to true
and X is set to false. Also, we classify the clauses of I into two types (see Fig. 3): a clause in which exactly one literal
is true is of type-1 and a clause in which exactly two literals are true is of type-2.
In [2], the following edges are added to G I to obtain a chordal and properly colored graph:
• to each decision component three edges of positive orientation;
• edges so that true shoulders form a clique;
• edges so that true knees form a clique;
• edges so that each true shoulder sees every knee.
We also add the above sets of edges to G I . Moreover, we make a further addition of edges to obtain a strongly
chordal and properly colored graph G. First, we do the following:
• add edges so that each true knee sees every shoulder.
Let J refer to the set of knees.1 Consider the following subsets of J ; our intended simple elimination scheme for
G will eliminate members of J1 through J5 before the other vertices:
• J1 = {inactive false knees adjacent to an active false knee}.
• J2 = {inactive false knees of type-2 clauses adjacent to an active true knee}.
• J3 = {active false knees of type-1 clauses adjacent to an inactive false knee}.
• J4 = {active false knees of type-1 clauses adjacent to an inactive true knee}.
• J5 = {active false knees of type-2 clauses}.
Finally, the following edges are added to complete the construction of the proposed strongly chordal and properly
colored graph G. Note that each such added edge links a special true knee to a special false knee. Specifically, these
edges are added to ensure that when a false knee w ∈ Ji is considered for elimination, any true knee adjacent to w in
G \ (J1 ∪ · · · ∪ Ji−1) is a universal vertex in G \ (J1 ∪ · · · ∪ Ji−1):
• each active true knee adjacent to an inactive false knee (in a type-2 clause) is made adjacent to every knee in J \ J1;
• each active true knee of type-1 clause is made adjacent to every knee in J \ (J1 ∪ J2);
• each inactive true knee of type-1 clause adjacent to an active false knee is made adjacent to every knee in
J \ (J1 ∪ J2 ∪ J3);
• each active true knee of type-2 clause adjacent to an inactive true knee is made adjacent to every knee in
J \ (J1 ∪ J2 ∪ J3 ∪ J4).
We show in Fig. 4 the strongly chordal supergraph for graph G I (Fig. 2) obtained from the NAE-3SAT instance(
U = {X, Y, Z}, C = {(X + Y + Z), (X + Y + Z)}), plus the satisfying truth assignment X = Y = Z = True.
Note that the following properties hold in G:
(α) For true shoulders Si and S j , NG[Si ] = NG[S j ].
1 In Portuguese, joelho means knee.
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Fig. 4. Strongly chordal supergraph for graph G I (a) obtained from the instance (U = {X, Y, Z},C = {(X +Y + Z), (X +Y + Z)}) of NAE-3SAT
and the satisfying truth assignment X = Y = Z = True. In order to make the drawing clearer, we do not depict some of the edges: the clique
among the true shoulders, the clique among the true knees, the complete bipartite graph between the true shoulders and the knees, and the complete
bipartite graph between the true knees and the shoulders. We also depict the clause components in (b) and (c), and at each suitable vertex the
classification, according to membership of a vertex to its corresponding set Jr .
(β) For a false knee K i
X
and a true shoulder S j , NG[K iX ] ⊆ NG[F] ⊆ NG[S j ].
(γ ) For a true shoulder Si and a true knee K
j
X , NG\J [Si ] ⊆ NG\J [K jX ].
(δ) A true knee K iX is universal in G\J .
Let O refer to the set of false shoulders.2
Our proposed simple elimination scheme for G first eliminates the false knees in J1, J2, J3, J4, J5, placing vertices
of Jr before vertices of J` whenever r < `. In particular, all false knees are eliminated before the other vertices.
Vertices in O are eliminated next. Note that G \ (J1∪ J2∪ J3∪ J4∪ J5∪O) is a complete graph with just one missing
edge, the edge HF , and it is clearly a strongly chordal graph.
It remains to prove that J1, J2, J3, J4, J5, O can be eliminated first and in that order.
We use S to refer to the set of true shoulders. For subsets A and B of vertices in a graph, we use A ≤ B to denote
the fact that every two vertices ofA have the same closed neighborhood, every two vertices of B have the same closed
neighborhood, and also that for u ∈ A and v ∈ B, N [u] ⊆ N [v] holds. When w is a vertex, we use w ≤ A (A ≤ w)
to mean {w} ≤ A (A ≤ {w}).
Let
(
X + Y + Z) and (A + B + C) be, respectively, two clauses of types 1, and 2. Consider K i
X
∈ J1. Its neighbors
in G are K i
Z
, members of S, and F . The neighbors are a clique, and also K i
Z






∈ J1 is seen to be a simple vertex of G also.
Next, we consider K j
B
∈ J2. The neighbors of K jB in G \ J1 are K
j
A, F , all members of S, and possibly members of
U , where U is a set of true knees belonging to components for clauses different from clause j to whom K j
B
is adjacent.
Note that K jA, and every member of U are universal vertices in G \ J1. Thus the neighborhood of K jB in G \ J1 is a
clique, and also F ≤ S ≤ K jA ≤ U in G \ J1. Therefore, K jB is simple in G \ J1.
Next, we consider K i
Z
∈ J3. The neighbors of K iZ in G \ (J1 ∪ J2) are K iX , K iY , F , all members of S, and possibly
members of U , where U is a set of true knees belonging to components for clauses different from clause i , to whom
K i
Z
is adjacent. Note that K iX and every member of U are universal vertices in G \ (J1 ∪ J2). Thus the neighborhood
of K i
Z
in G \ (J1 ∪ J2) is a clique and also K iY ≤ F ≤ S ≤ K iX ≤ U in G \ (J1 ∪ J2). Therefore, K iZ is simple in
G \ (J1 ∪ J2).
Next, we consider K i
Y
∈ J4. The neighbors of K iY in G \ (J1 ∪ J2 ∪ J3) are K iZ , K iX , F , all members of S, and
possibly members of U , where U is a set of true knees belonging to components for clauses different from clause i to
2 In Portuguese, ombro means shoulder.
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whom K i
Y
is adjacent. Note that K iZ , K
i
X and every member of U are universal vertices in G \ (J1 ∪ J2 ∪ J3). Thus,
the neighborhood of K i
Y
in G \ (J1 ∪ J2 ∪ J3) is a clique and also F ≤ S ≤ K iZ ≤ K iX ≤ U in G \ (J1 ∪ J2 ∪ J3).
Therefore, K i
Y
is simple in G \ (J1 ∪ J2 ∪ J3).
Next, we consider K j
C




B , F , all members of S, and
possibly members of U , where U is a set of true knees belonging to components for clauses different from clause j ,
to whom K j
C
is adjacent. Note that K jA, K
j
B and every member of U are universal vertices in G \ (J1 ∪ J2 ∪ J3 ∪ J4).
Thus, the neighborhood of K j
C
in G \ (J1 ∪ J2 ∪ J3 ∪ J4) is a clique, and also F ≤ S ≤ K iA ≤ K iB ≤ U in
G \ (J1 ∪ J2 ∪ J3 ∪ J4). Therefore, K jC is simple in G \ (J1 ∪ J2 ∪ J3 ∪ J4).
Next, we consider a false shoulder SX ∈ O . Note that in G \ (J1 ∪ J2 ∪ J3 ∪ J4 ∪ J5), every true knee is a universal
vertex. The neighbors of SX are H and the true knees. It is clear that SX , as well as every other false shoulder, is
simple in G \ (J1 ∪ J2 ∪ J3 ∪ J4 ∪ J5), and thus they can all be eliminated.
Finally, the remaining graph on the vertices H , F , the true shoulders, and the true knees is isomorphic to the graph
obtained from a complete graph by deleting one edge. It is easily seen that H followed by any ordering of the other
vertices will complete the required simple elimination scheme for G. 
The proof of Theorem 2.1 is now complete. 
The NP-completeness of STC-SW follows immediately from the NP-completeness of STCG.
Corollary 2.1. Problem STC-SW is NP-complete.
The following two remarks highlight the differences between the construction presented in [2] and the one in the
present paper.
Remark 1 (The Need of Using NAE-3SAT). The proof of Theorem 1.1 given in [2] involves a transformation from
3SAT to TCG. Recall that the decision and clause components used here, as well as the logic for the assignment of truth
values, are the same as those used in [2]. However, if an instance I of 3SAT containing only the clause (X + Y + Z)
and a satisfying truth assignment setting all the literals to true, then the proof of Lemma 2.1 demonstrates that the
transformation in [2] can produce a graph that cannot be made strongly chordal. This remark highlights that although
the present paper follows closely the strategy of [2], additional tools are needed in order to prove the NP-completeness
of STCG.
Remark 2 (The Need for the Different Completion). Suppose an instance I of 3SAT contained only the clause
(X+Y+Z) and an NAE-satisfying truth assignment sets literal X to true, literal Y to false, and literal Z to false. Then,
the completion of G I produced in [2] is a chordal graph that is not strongly chordal, as it contains a 3-sun induced by
the set {F, SX , SY , KX , KY , H} of vertices. Therefore, the arguments employed in the proof of Theorem 1.1 given in
[2] do not give a transformation from NAE-3SAT to STCG. Further, this partially justifies the edges that we add to
G I , in the proof of Lemma 2.2, to ensure that a true knee is adjacent to every shoulder.
3. Some implications
The sandwich problem for chordal bipartite graphs asks [15] “Does T = (V, E1, E2) admit a sandwich graph that
is chordal bipartite?”. Let G1 = (V, E1) and G2 = (V, E2). If G1 is not bipartite, then the answer is clearly “no”.
Note that we do not assume that G1 is connected. When G1 is bipartite, let (X, Y ) be any bipartition of V with respect
to G1. Then, we claim that the answer to the original question is “yes” if and only if Q = (X, Y, E1, F2) admits a
sandwich graph that is chordal bipartite where F2 = {xy | xy ∈ E2, x ∈ X and y ∈ Y }. In order to verify this claim,
let V1, . . . , Vk be the vertex-sets of connected components of G1. Suppose Q admits a chordal bipartite sandwich
graph B. Then, the disjoint union of the subgraphs induced by V1, . . . , Vk in B is a chordal bipartite sandwich for T .
Conversely, suppose B ′ is a chordal bipartite sandwich for T . For any given Vi , let Z be an arbitrary part in the unique
bipartition of G1[Vi ]. It is clear that B ′ does not use any edge connecting two vertices in Z (or else B ′ will not be
bipartite). Further, either Z ⊆ X or Z ⊆ Y . Therefore, any edge of B ′ connecting two vertices of Vi connects a vertex
of X and a vertex of Y (B ′ may have edges connecting a vertex of Vi and a vertex of V j , i 6= j ; this is irrelevant to
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us). Then, the disjoint union of the subgraphs induced by V1, . . . , Vk in B ′ is a chordal bipartite sandwich graph for
Q. Thus, we can effectively define the sandwich problem for chordal bipartite graphs as follows:
GRAPH SANDWICH PROBLEM FOR CHORDAL BIPARTITE GRAPHS (CBP-SW)
Instance: Quadruple (X, Y, E1, E2) where (X, Y, E1) and (X, Y, E2) are bipartite graphs and E1 ⊆ E2.
Question: Is there a chordal bipartite graph (X, Y, E) such that E1 ⊆ E ⊆ E2?
Next, we show that the sandwich problem for strongly chordal graphs is at least as hard as the sandwich problem
for chordal bipartite graphs. We need the following known fact [4,7]:
Proposition 3.1 ([7]). Given bipartite graph B = (X, Y, E), let G be the graph obtained from B by adding edges so
that X induces a clique. Then, B is chordal bipartite if and only if G is strongly chordal.
Proposition 3.2. CBP-SW ∝ STC-SW.
Proof of Proposition 3.2. Given Q = (X, Y, E1, E2), construct T = ((X ∪ Y ), E1 ∪ E ′, E2 ∪ E ′) where E ′ =
{xy | x, y ∈ X}. Suppose G is a strongly chordal sandwich graph for T . Then, by Proposition 3.1, the bipartite graph
obtained from G by turning X into an independent set is a chordal bipartite sandwich graph for Q. Similarly, if B is a
chordal bipartite sandwich for Q, then, by Proposition 3.1, the graph obtained from B by turning X into a clique is a
strongly chordal sandwich for T . 
Given matrices M1, M2 with the same dimensions, by M1 ⊆ M2 we mean whenever M1[i, j] 6= 0, M2[i, j] =
M1[i, j]. In a matrix sandwich problem, given matrices M1, M2 such that M1 ⊆ M2 and property Π , we are to
determine whether there exists a sandwich matrix M with property Π such that M1 ⊆ M ⊆ M2. The computational
complexity of several such sandwich problems was studied in [14]. In a 0/1 matrix M , Γ is the 2 × 2 submatrix
induced by rows i and j with i < j and columns k and l with k < l such that M[i, k] = M[i, l] = M[ j, k] = 1 and
M[ j, l] = 0. Matrix M is Γ -free if there is no Γ in M .
We consider the following matrix sandwich problem, which turns out to be equivalent to the sandwich problem for
chordal bipartite graphs.
Γ -FREE MATRIX SANDWICH PROBLEM (GAMMA-FREE-MAT-SW)
Instance: (M1, M2) where M1 and M2 are 0/1 matrices with the same dimension such that M1 ⊆ M2.
Question: Is there a matrix M such that M1 ⊆ M ⊆ M2, and rows and columns of M can be permuted to be
Γ -free ?
Note that we use GAMMA-FREE-MAT-SW to refer to the problem name, and Γ -free to refer to the matrix
property. We need a few definitions and facts first.
The bipartite adjacency matrix M of a bipartite graph B = (X, Y, E) has rows corresponding to members of X ,
columns corresponding to members of Y , with M[x, y] = 1 if and only if xy ∈ E .
Proposition 3.3 ([1,18,21]). A bipartite graph B = (X, Y, E) is chordal bipartite if and only if the rows and columns
of its bipartite adjacency matrix can be permuted to be Γ -free.
Proposition 3.4. Problems CBP-SW and GAMMA-FREE-MAT-SW are polynomially equivalent.
Proof of Proposition 3.4. Given (X, Y, E1, E2), let Bi = (X, Y, E i ), i = 1, 2, be bipartite graphs. Construct
(M1,M2) where Mi is the bipartite adjacency matrix for Bi , i = 1, 2. Then, it follows from Proposition 3.3, that
(X, Y, E1, E2) admits a sandwich graph that is chordal bipartite if and only if (M1,M2) admits a sandwich matrix M
such that rows and columns of M can be permuted to be Γ -free.
Conversely, given (M1,M2) such that M1 ⊆ M2, let Bi = (X, Y, E i ) be bipartite graphs such that Mi is the
bipartite adjacency matrix of Bi , i = 1, 2. Now, construct (X, Y, E1, E2). Again, it is seen via Proposition 3.3 that
(M1,M2) admits a sandwich matrix M such that the rows and columns of M can be permuted to be Γ -free if and only
if (X, Y, E1, E2) admits a sandwich graph that is chordal bipartite. 
Along these lines, we note that a matrix sandwich problem on 0/1 matrices can essentially be thought of as a
sandwich problem for bipartite graphs. For instance, the result in [16] that “given 0/1 matrices M1, M2 such that
M1 ⊆ M2, it is NP-complete to determine whether there exists M such that M1 ⊆ M ⊆ M2 and also columns of M
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can be permuted so that the ones in each row are consecutive” can also be interpreted as “given (X, Y, E1, E2), it is
NP-complete to decide whether there exists a convex bipartite graph (X, Y, E) such that E1 ⊆ E ⊆ E2”; bipartite
graph (X, Y, E) is convex [4] if members of Y can be ordered so that for any x ∈ X , the neighbors of x occur
consecutively in the ordering. We note that every convex bipartite graph is chordal bipartite.
In contrast to Proposition 3.4, next we show that the “symmetric version” of the problem GAMMA-FREE-MAT-
SW is NP-complete. We need some definitions and facts first.
A matrix M is symmetric if its rows and columns are indexed by the same set S such that M(s, t) = M(t, s), for
all s, t ∈ S. A symmetric ordering of such an M is an ordering of S.
The neighborhood matrix of graph G is obtained from its adjacency matrix by making every entry on the main
diagonal a one.
A 0/1 matrix M is in doubly lexical order if rows and columns, when considered as vectors, are in non-decreasing
order. Note that the rightmost column and the lowermost row correspond to the most significant positions of the
vectors.
Proposition 3.5 ([1,18,21]). A 0/1 matrix M admits a Γ -free ordering if and only if a doubly lexical ordering of M
is Γ -free.
Proposition 3.6 ([21]). The neighborhood matrix of a graph admits a symmetric, doubly lexical ordering.
It is known [9,21] that strongly chordal graphs are precisely those whose neighborhood matrices admit a Γ -free
ordering. Thus, the next fact follows from Propositions 3.5 and 3.6.
Proposition 3.7 ([9,21]). The neighborhood matrix of graph G admits a symmetric Γ -free ordering if and only if G
is strongly chordal.
SYMMETRIC Γ -FREE MATRIX SANDWICH PROBLEM (SYM-GAMMA-FREE-MAT-SW)
Instance: (M1, M2) where M1 and M2 are symmetric 0/1 matrices with the same dimension such that M1 ⊆ M2.
Question: Is there a symmetric matrix M such that M1 ⊆ M ⊆ M2 and the rows and columns of M can be
permuted to be Γ -free?
Proposition 3.8. SYM-GAMMA-FREE-MAT-SW is NP-complete.
Proof of Proposition 3.8. We transform STC-SW into SYM-GAMMA-FREE-MAT-SW. Given (V, E1, E2), let
G1 = (V, E1) and G2 = (V, E2). Construct (M1,M2), where Mi is the neighborhood matrix of Gi , i = 1, 2.
Suppose G is a strongly chordal sandwich graph for (V, E1, E2), and let M be the neighborhood matrix of G. It is
clear that M is a symmetric sandwich matrix for (M1,M2). Further, it follows from Proposition 3.5 to 3.7 that the rows
and columns of M can be permuted to be Γ -free. Conversely, let M be a symmetric sandwich matrix for (M1,M2)
such that the rows and columns of M can be permuted to be Γ -free. Let G be the graph whose neighborhood matrix
is M . It is clear that G is a sandwich graph for (V, E1, E2). By Propositions 3.5 and 3.6, M admits a doubly lexical
ordering that is symmetric as well as Γ -free. It then follows from Proposition 3.7 that G is strongly chordal. 
Let PORD-SW be the problem of deciding whether (V, E1, E2) admits a sandwich graph that is perfectly
orderable. As the recognition problem for perfectly orderable graphs is NP-complete [22], it follows that PORD-
SW is also NP-complete. Next, we observe that CBP-SW is equivalent to a restriction of the problem PORD-SW. We
need the following result due to Chva´tal:
Proposition 3.9 ([6]). Let B be a bipartite graph. B is perfectly orderable if and only if B is chordal bipartite.
TWO REQUIRED CLIQUES COVERABLE PERFECTLY ORDERABLE SANDWICH (2RCC-PORD-SW)
Instance: Triple (V, E1, E2) such that (V, E1) is coverable by two cliques.
Question: Is there a perfectly orderable graph G = (V, E) such that E1 ⊆ E ⊆ E2?
Proposition 3.10. Problems CBP-SW and 2RCC-PORD-SW are polynomially equivalent.
Proof of Proposition 3.10. For notational convenience, we use (X, Y, E1, E3) to refer to an instance of CBP-SW
and (V, E1, E3) to refer to an instance of 2RCC-PORD-SW, where E1 is the set of forced edges and E3 is the set of
forbidden edges in the sandwich graph. Given Q = (X, Y, E1, E3), construct T = ((X ∪ Y ), F1 = E3, F3 = E1).
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Fig. 5. Can we reduce from STC-SW to CBP-SW?
In other words, the edges that are forced in Q are forbidden in T , and the edges that are forbidden in Q are forced in
T . It is clear that G1 = (X ∪ Y, F1) can be covered by two cliques. It can then be verified via Proposition 3.9 that if
B is a chordal bipartite sandwich graph for Q, then B is a perfectly orderable sandwich graph for T . Also, if G is a
perfectly orderable sandwich graph for T , then G is a chordal bipartite sandwich graph for Q.
Conversely, suppose we are given T = (V, E1, E3) such that G1 = (V = X ∪ Y, E1) is coverable by the disjoint
cliques X and Y . Construct Q = (X, Y, E3, E1). It is again easy to verify, via Proposition 3.9, that if B is a chordal
bipartite sandwich graph for Q, then B is a perfectly orderable sandwich graph for T . Similarly, if G is a perfectly
orderable sandwich graph for T , then G will be a chordal bipartite sandwich graph for Q. 
A graph G is weakly chordal if neither G nor its complement contains an induced cycle on at least 5 vertices. It is
easily seen that a graph is chordal bipartite if and only if it is weakly chordal and also bipartite. As the class of weakly
chordal graphs is well studied [17] there is some motivation to study the corresponding sandwich problem WC-SW:
the problem of deciding whether (V, E1, E2) admits a sandwich graph that is weakly chordal. It is then seen from the
definition of the problem CBP-SW that the problem WC-SW is at least as hard as the problem CBP-SW.
It is well known that the recognition problems for the classes of strongly chordal graphs and chordal bipartite
graphs are polynomially equivalent [3]. Proposition 3.1 proves that the recognition problem for the class of strongly
chordal graphs is at least as hard as the recognition problem for the class of chordal bipartite graphs. Given a graph
G = (V, E), we define a bipartite graph B(G) = (X, Y, F) where X = {xw | w ∈ V }, Y = {yw | w ∈ V }, and
F = {[xu, yv] | u = v or uv ∈ E}. The required converse [3,4,13] is:
Proposition 3.11 ([3]). A graph G is strongly chordal if and only if B(G) is chordal bipartite.
Proposition 3.11 naturally suggests a reduction from STC-SW to CBP-SW. Given an instance (V, E1, E2) for
STC-SW, construct an instance (X, Y, F1, F2) for CBP-SW, where X = {xw | w ∈ V }, Y = {yw | w ∈ V },
F1 = {xw yw | w ∈ V } ∪ {xs yt , xt ys | st ∈ E1}, F2 \ F1 = {xs yt , xt ys | st ∈ E2 \ E1}.
For the purposes of illustration, consider the instance (V, E1, E2) for STC-SW with V = {v1, v2, v3, v4},
E1 = {v1v3, v2v4}, E2 \ E1 = {v1v2, v2v3, v3v4, v1v4} (see Fig. 5(a)). The derived instance is (X, Y, F1, F2)
for CBP-SW has X = {x1, x2, x3, x4}, Y = {y1, y2, y3, y4}, F1 = {xi yi , 1 ≤ 1 ≤ 4} ∪ {x1y3, x3y1, x2y4, x4y2},
F2\F1 = {x1y2, x2y1, x2y3, x3y2, x3y4, x4y3, x1y4, x4y1} (see Fig. 5(b)). By Proposition 3.11, every feasible solution
G = (V, E) that is strongly chordal, corresponds to a feasible solution H = (X, Y, F) that is chordal bipartite, where
an optional edge uv of G maps to the two optional edges xu yv , xv yu of H . However, the converse is not clear. Consider
the feasible solution H = (X, Y, F), where F = F1∪{x1y2, x3y2, x4y3} (see Fig. 5(c) and (d)). H is chordal bipartite
and, as the edges x2y1, x2y3, x3y4 do not belong to H , it is not clear how to obtain a corresponding strongly chordal
feasible solution G using Proposition 3.11.
Since this paper was submitted, the sandwich problem for chordal bipartite graphs has also been shown to be
NP-complete [24].
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