ABSTRACT We consider a wireless wideband downlink transmission for high-speed railway. In this scenario, the wireless channel is double selective, i.e., multipath and highly time-varying, and involves non-Gaussian noise at the receiver side. Conventional receiver algorithms designed for Gaussian noise and time-invariant channels are inefficient especially for impulsive noise and time-varying multipath channels, which are the main challenges in high-speed railway. They may lead to communication outage and involve large carrier offsets, respectively. Regarding the challenges, a synthesis scheme is proposed to resolve these issues in this paper. First, in order to mitigate the impulsive noise, three impulsive noise detection algorithms are adopted to discriminate impulsive noise from the received signal. The blanking algorithm is used to suppress the discriminated noise. Then, the refined signal goes through a well-designed filtering, which transforms the received signal with varying frequency offsets into an angle domain. The advantage in the angle domain is that the frequency offset in each angle becomes nearly constant. Thus, the frequency offsets can be estimated within each angle to realize accurate estimation. In the simulation, three different impulsive noise models are considered to evaluate the communication reliability in this circumstance. The simulation results show that the proposed scheme significantly improves the reliable performance of the high-speed railway communication systems.
I. INTRODUCTION
With the rapid development of high-speed railways and highways, high mobility scenarios have become one of the crucial application scenarios in the fifth generation mobile communications (5G) [1] - [4] . Multicarrier technologies, such as orthogonal frequency division multiplexing (OFDM), have been widely adopted in 4G systems. However, the sensitivity to the carrier frequency offset (CFO) becomes an obstacle of its utilization for high mobility scenarios. In general, CFOs can be categorized into two classes: one is Doppler frequency offset (DFO) varying with time-varying channels, and the other is oscillator frequency offset (OFO) caused by the mismatch of local oscillators [5] . Due to the presence of rich scattering in the practical wideband communication environment, the frequency offset associated with the multipath timevarying channel may vary significantly which is difficult to be estimated and compensated. It severely degrades the reliable performance of communication systems.
Currently, several schemes have been proposed to estimate the CFOs in high mobility scenarios [6] - [9] , among which an advantageous receiver algorithm for OFDM downlink transmission using a large-scale antenna array was proposed in [9] . In this algorithm, the received signals go through different angular filters individually such that each output of the angular filters has an individual near-constant Doppler shift. Then, the Doppler shift in each angle and the OFO can be jointly estimated, where the conventional CFO compensation for narrowband signals can be applied directly. However, this algorithm was designed particularly for Gaussian noises at the receiver which is a good approximation in most cases for the cumulative effect of random noise [10] .
Some research shows that the noise characteristics in electromagnetic environments, such as the highspeed railways, turn out to be non-Gaussian [11] - [14] . Unfortunately, the optimal receiver designed for Gaussian noise is not incompetent in such environments. The non-Gaussian noise, which is mostly due to the impulsive nature, is mainly induced in strong electromagnetic interference environments, in which many sources of electromagnetic interferences including systems using high power and control communications systems [15] . Some of the sources are being used in a highspeed railway system. The impulsive noise (IN) in the time domain increases the noise level in all OFDM subcarriers, which significantly degrades the accuracy of CFO estimation and the overall system reliable performance.
In this paper, we investigate the reliable communication in the high-speed railways, including the impulsive noise detection and suppression approaches, and the CFO estimation and compensation algorithms. A synthesis scheme is proposed to improve the system performance in impulsive noise under a high-speed scenario. In particular, three detection algorithms to distinguish the impulsive noise from the received signal are adopted, i.e., the Fisher's quadratic discriminant [16] , the Gaussian hypothesis estimation [17] and the Max detector [18] . These detection algorithms aim to determine a threshold to detect the impulsive noise samples from the received signals. Then, the blanking or clipping techniques can be used to suppress the impulsive noise. After that, the beamforming approach using a large-scale antenna array is adopted to jointly estimate both the Doppler shifts and the OFO. The accuracy of the CFO estimation can be significantly improved after properly detecting and suppressing the impulsive noise, which is validated by our simulation results.
The remainder of the paper is organized as follows: Section II introduces the system model and three impulsive noise models. The synthesis scheme is proposed in Section III. Section IV presents the simulation results. Section V concludes this paper.
II. SYSTEM MODEL
In this section, we consider a downlink OFDM transmission for high-speed railway communication. The impulsive noise is involved at the receiver and three impulsive noise models are briefly introduced. Assume that each frame of the system consists of N b OFDM symbols and each OFDM symbol has N subcarriers. The first OFDM symbol is a training one which can be used for the CFO estimation and the channel estimation. Denote the transmit signal in the frequency domain as S = [S (0) , . . . , S (N − 1)]
T . The transmit signal in time domain is obtained by the inverse fast Fourier transform (IFFT) and then adding the cyclic prefix (CP) of length N g . Thus it can be expressed as
Denote N s = N + N g as the length of a time domain OFDM symbol. Then the transmit signal can be represented bỹ
In this paper, we consider a high-speed railway scenario with a large-scale uniform linear array (ULA) deployed on top of the train along the moving direction of the train. Jake's channel model is assumed to characterize this wireless channel [19] . Denote M as the number of the large-scale ULA antennas. Suppose that the multipath channel is composed of L taps with different delays, and then the baseband timevarying channel from the base station to the ath antenna can be expressed as
where τ l is the delay of the lth tap, and g a,l (n) is the channel response of the lth tap at the ath antenna. Assume that each tap consists of P propagation paths which can be modeled by a flat fading channel [19] . Thus, g a,l can be modeled by
where E l is a scaling constant of the lth tap, C l,p , θ l,p and φ a (θ l,p ) are the complex path fading, the angle of arrival (AoA) and the phase at the ath antenna of the pth path in the lth tap, respectively. 
where λ is the wavelength of carrier and d is the antenna element spacing which satisfies d < λ 2 . After passing through the time-varying multipath channel with both additive white Gaussian noise (AWGN) and impulsive noise, the received signal at the ath antenna is given bỹ
where ε denotes the OFO of the system,w a (n) is the complex zero-mean AWGN with the variance σ 2 w , andĩ a (n) is the impulsive noise at the ath antenna. In general,s(n),w a (n) and i a (n) are assumed to be mutually independent, and time synchronization is assumed. Then the nth time domain sample of the mth symbol at the ath antenna is given by
where β m,n (θ l,p ) includes the phase rotation;ŝ m,n (τ l ) is the nth time-domain transmit signal samples of the mth symbol at the delay of τ l ; y a,m,n , w a,m,n and i a,m,n are the nth time-domain received sample, the AWGN sample and the impulsive noise samples of the mth symbol at the ath receiver antenna, respectively, which are expressed as
wheref l,p denotes the overall CFO including both the DFO and the OFO, which is given bŷ
Next, three impulsive noise models are briefly reviewed which are used for evaluating the proposed scheme.
A. GAUSSIAN MIXTURE MODEL (GMM)
Denote the noise sample asũ a (n) =w a (n) +ĩ a (n). The probability density function (PDF) ofũ a (n) is given as [12] 
where g(ũ a (n)|σ 2 k ) is the PDF of the complex Gaussian random variable with the distribution CN (0, σ 2 k ); p k is the weight of the kth Gaussian random variable which satisfies
k is the variance of the kth Gaussian random variable. In this paper, we consider two-component Gaussian mixture model, i.e., K = 2, which can be modeled as a Bernoulli-Gaussian random process [12] . Then, the nth time domain impulsive noise sample in a symbol at the ath receiver antenna is given bỹ
where b n denotes the Bernoulli process which can generate an independent and identically distributed (i.i.d) sequence of zeros and ones with the probability Pr(b n = 1) = p, and µ n is the complex zero-mean white Gaussian noise with variance
B. MIDDLETON CLASS A MODEL
Middleton class A model is a special case of (13) . In [20] , when K → ∞, the model parameters can be obtained as
where A denotes the impulsiveness index and is the Gaussian factor. For large A, the distribution is close to Gaussian, and the distribution is more impulsive for smaller A. is defined as the ratio of the average power of the Gaussian component to the average power of the non-Gaussian component of the noise. In general, A ∈ [10 −2 , 1], ∈ [10 −6 , 1] and the PDF considered in this paper is truncated to the first 10 mixture components [20] .
C. SYMMETRIC α STABLE (SαS) MODEL
From [22] , the PDF of the SαS model is defined via the inverse Fourier transform integral
where α ∈ [0, 2] is the characteristic exponent which is a measure of the heaviness of the tails of the distribution. For the cases of α = 2 and α = 1, the SαS distribution is reduced to the Gaussian and Cauchy distribution, respectively. The location parameter δ is typically set to be zero when the SαS distribution is used to model non-Gaussian noise. The dispersion γ determines the spread of the distribution around the location parameter δ [23] . In this paper, the Cauchy distribution is used to model the impulsive noise.
III. THE PROPOSED SCHEME
Due to the presence of the impulsive noise, it is difficult to accurately estimate the CFOs of the OFDM system in the high-mobility scenario. In order to improve the accuracy of the estimation and the reliable performance, a synthesis receiver algorithm is proposed. The block of the receiver design is shown in Figure 1 . The first procedure is to detect and suppress the impulsive noise. After the impulsive noise detection and suppression, the refined signal then goes through a high-resolution receiver beamforming network in which the signal can be divided by Q parallel steering vectors. The DFO and the OFO are jointly estimated and compensated at the receiver. Next, we introduce the details of the main procedures.
A. IMPULSIVE NOISE DETECTION AND SUPPRESSION
The main purpose of the impulsive noise detection is to determine a threshold that distinguishes the impulsive noise samples from the rest of the signal samples of interest. In this section, we introduce three detectors, namely the Fisher's quadratic discriminant, the Gaussian hypothesis estimation and the Max detector, where the Max detector is a proper combination technique of the Fisher's quadratic discriminant and the Gaussian hypothesis estimation.
1) FISHER's QUADRATIC DISCRIMINANT
The Fisher's quadratic discriminant is used to categorize the received samples into two groups, i.e., ð 1 and ð 2 . One group contains impulsive noise samples with the amplitude larger than a certain threshold. The other group includes the signal samples of interest as well as the noise with the amplitude smaller than the previous threshold. The threshold is determined to satisfy two conditions as follows: 1) to maximize the difference between their expected values of the two groups, and 2) to minimize the variance in each group [18] . The threshold can be obtained by sweeping from the minimum to the maximum value of the received signal. Denotes T as the threshold. If the amplitude of the received signal sample y a,m,n exceeds T , it can be labeled by the group ð 1 ; otherwise, it can be labeled by the group ð 2 . Denote E 1 and E 2 as the expected values in the groups ð 1 and ð 2 , σ 2 1 and σ 2 2 as the variances of the two groups, respectively. From [16] , the test statistic D is given by
where L 1 and L 2 are the numbers of samples in the two groups. The optimal threshold can be obtained by maximizing D.
2) GAUSSIAN HYPOTHESIS ESTIMATION
When the proportion of the impulsive noise samples in the received signal samples is small, the Fisher's quadratic discriminant provides trivial improvement on the reliable performance. Then, we refer to the Gaussian hypothesis estimation proposed in [17] . The technique assumes that the distribution of the received signal is Gaussian when without impulsive noise, and the signal is composed of the transmit OFDM signal and the AWGN. When the number of subcarriers is large, the equivalent low-pass of OFDM signal approaches a complex Gaussian process from the central limit theorem [24] . Therefore, the envelope of the received signal follows a Rayleigh distribution, and its PDF is expressed as
where r denotes the amplitude of the received signal, and the parameterσ 2 can be roughly estimated by r and the number of received samples N t
If no impulsive noise is present, the amplitude of the signal of interest plus the Gaussian noise can exceed the threshold and falsely trigger the impulsive noise detection method. Thus the threshold should be large enough that the probability of the amplitude of the signal of interest plus the Gaussian noise exceeding the threshold is extremely low. Define a random variables x that follows the Rayleigh distribution of the parameterσ , such that
If the random variables x exceeds the threshold T , it is not Gaussian with probability P. That is, if the sample amplitude exceeds T , then the sample is an impulsive noise sample with probability P. In Figure 2 , it shows the PDF with T calculated by P = 0.99. From (19) and (21), we can obtain that
which can be further written as
3) MAX DETECTOR
In order to further improve the probability of correct impulsive noise detection, the Max detector was proposed in [18] . Its block diagram is shown in Figure 3 . The received signal first is sent to the Fisher detector to obtain a threshold T 1 .
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FIGURE 3. The block diagram of the Max detector.
Then, the samples with the amplitudes larger than T 1 are blanked, and it results in a refined signal
where z a,m,n consists of the transmit signal, the AWGN and a small portion of impulsive noise with the amplitudes smaller than T 1 . Next the refined signal passes through a Gaussian hypothesis detector to obtain a new threshold T 2 . The threshold of the Max detector T 3 is obtained by
At last, the refined signal is blanked once again using the new threshold T 3 .
B. CFO ESTIMATION AND COMPENSATION
After the detection and suppression of the impulsive noise, we adopt the CFO estimation algorithm in [9] . First, define the steering vector for the antenna array at the direction θ l,p as (
The refined signal goes through a beamforming network, and the receive beamformer for a general direction θ can be expressed as
The output of the mth OFDM symbol after the receive beamforming is given by symbol. The correlation of the ith beamforming angle can be expressed as
where ρ i and η i are the real coefficient and the normalized noise term for the ith branch, respectively. Then the maximum DFOf d and the OFOε can be estimated bŷ
where
andf d is the unknown maximum DFO that needs to be optimized. At the receiver, the CFO can be estimated byf d cos θ i +ε for the ith branch. Then CFO compensation can be operated at each beamforming branch and the nth time domain sample of the mth OFDM symbol at the ith branch is given bŷ
IV. SIMULATION RESULTS
In this section, we evaluate the performance of CFO estimation and the detection and suppression of impulsive noise over the multipath time-varying channel in high-speed railway. The simulation parameters are listed in Table 1 .
A. CFO ESTIMATION WITH IMPULSIVE NOISE
In order to evaluate the performance of the algorithm, we use the definition of the mean square error (MSE) for the maximum DFO as In Figures 4 and 5 , we evaluate the MSE performance of the DFO and OFO estimation in three velocities, i.e., 120 km/h, 360 km/h and 500 km/h. The impulsive noise model we adopted here is the GMM. When no impulsive noise is present, the velocity has trivial effect on the MSE performance of CFO estimation in the most cases. However, when impulsive noise exists, the MSE performance degrades with the increase of the velocity. Furthermore, we can see that the MSE can only be reduced to 10 −4 when with impulsive noise. In contrast, the MSE can be reduced to 10 −6 when without impulsive noise.
After CFO compensation, the SER performance is shown in Figure 6 . Similarly, the SER performance degrades with the increase of the velocity slightly when without impulsive noise. The SER of the OFDM system can approximately be reduced to 10 −7 in the high SNR region. However, the SER performance tends to a floor of 10 −1 as the SNR increasing and when impulsive noise existing. In this case, the OFDM system fails due to the impulsive noise. Therefore, it is necessary to carry out the detection and suppression of the impulsive noise.
B. IMPULSIVE NOISE DETECTION AND SUPPRESSION
Considering the three impulsive noise models presented previously, we analyze the MSE performance of the CFO estimation and the SER performance of the system with the velocity of 360 km/h after using the three impulsive noise detection algorithms, respectively.
1) GMM
In Figure 7 , when the MSE of maximum DFO is 10 −4 , the required SNR for the Fisher's quadratic discriminant detector and the Gaussian hypothesis estimation detector is almost the same. Both the two algorithms can achieve 10 dB gain compared to the case without impulsive detector. The performance of the two detectors approaches in the low SNR region. However, in the high SNR region, the performance of the Gaussian hypothesis estimation detector is slightly better than the Fisher's quadratic discriminant detector. For the Max detector, the MSE performance is better than those of the two detectors. The Max detector can achieve 2 dB gain compared to the other two detectors. The SER performance of the three detectors on the MSE performance of OFO estimation is shown in Figure 9 . Similarly, the MSE performance of the Max detector is better than the others. It can be seen from the plots in Figures 7 and 8 that using an impulsive detector to detect and suppress impulsive noise can improve the MSE performance of CFO estimation. After CFO compensation, from the SER performance, it also demonstrates that the Max detector outperforms the other two detectors. When the SER is reduced to 10 −2 , the Max detector can achieve about 2 dB gain compared to the Gaussian hypothesis estimation detector and about 12 dB gain compared to the Fisher's Quadratic discriminant detector.
2) MIDDLETON CLASS A
In Figures 10 and 11 , they show that the MSE performance of the maximum DFO and OFO in Middleton class A noise. When the MSE of maximum DFO and OFO estimation are reduced to 10 −4 , the required SNR for the Gaussian hypothesis estimation detector and the Max detector are roughly the same. The estimation performance of the two detectors outperforms the Fisher's quadratic discriminant detector. In the high SNR region, the MSE performance of the Max detector is better than the Gaussian hypothesis estimation detector. The SER performance is shown in Figure 12 . It is shown that the impulsive noise detection and suppression algorithm adopted in this paper significantly improves the SER performance of the sys-VOLUME 6, 2018 tem and the Max detector can achieve the best performance among the three detectors. The SER of the OFDM system can be reduced from 10 −1 to 10 −2 .
3) S α S
Since the SαS model adopted in this paper follows Cauchy distribution whose PDF has heavy tails [21] . The peak of the impulsive noise amplitude is more prominent but sparser compared to the GMM noise and the Middleton class A noise. Therefore, as in Figures 13 and 14 , the SαS noise significantly degrades the MSE performance of the CFO estimation. The three detection and suppression algorithms adopted in this paper can effectively improve the accuracy of the CFO estimation. The MSE performances of the Fisher's quadratic discriminant detector and the Gaussian hypothesis estimation detector approach to each other. However, the plot of the Fisher's quadratic discriminant detector is not smooth due to the unsatisfied performance of the Fisher's quadratic discriminator exhibiting for the sparse noise samples [18] . The Max detector still achieves the best performance in SαS noise. Then, the SER performance in Figure 15 shows that the Max detector can reduce the SER from 5 × 10 −1 to 10 −3 . The SER of the other two detectors can be reduced to around 10 −2 .
V. CONCLUSION
In this paper, we investigated the wideband downlink transmission for high-speed railways, in which impulsive noise and CFO need to be tackled. We proposed a synthesis receiver scheme with two main procedures, i.e., impulsive noise detection and suppression, as well as CFO estimation and compensation. The scheme is validated in two perspectives. First, we verify the effectiveness of the joint DFO and OFO estimation procedure with different velocities. The simulation results show that the SER performance is almost insensitive to the velocities of the high-speed trains. Second, the results also show the impact of impulsive noise on the reliable performance loss. Then, the detection and suppression approaches for the impulsive noise are evaluated in three impulsive noise models. The simulation results indicate that the 
