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1. INTRODUCTION 
The purpose of this article is to present a survey of some aspects of the 
Sturmian theory of elliptic partial differential equations and inequalities of the 
second order. It is based on a series of lectures given by the author at the 
National Taiwan University, Taipei, Taiwan, in the spring of 1971. 
Since the appearance of the hook “Comparison and Oscillation Theory of 
Linear Differential Equations” by C. A. Swanson [S] in 1968, numerous 
articles have followed on this subject, including extensions to higher-order and 
nonlinear equations as well as systems of elliptic equations. Progress has also 
been made in extending Sturm-type theorems to hyperbolic equations. For a 
review of these matters, see Kreith [21, 231 and Swanson [12, 131. 
The first paper on the subject of Sturmian theory of elliptic equations was 
due to Picone [I], who in 1911 obtained an extension of his celebrated identity 
to a self-adjoint elliptic equation of the second order in two independent varia- 
bles. The current interest, however, dates from 1955 with the appearance of the 
paper of Hartman and Wintner [I] in which they proved an n-dimensional 
version of the classical Sturm comparison theorem. 
The starting point of many investigations is usually some generalization of 
Picone’s identity, but a slightly different approach, based on an integral in- 
equality of the Wirtinger type, has been adopted here. Consequently, the proofs 
of a number of results given are different from those found in the literature. 
However, except for a few references to results in ordinary differential equations 
in Sections 2 and 6, we have tried to make this article self-contained. As in 
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ordinary differential equations Wirtinger-type inequalities are useful in generating 
oscillation criteria without the use of comparison theorems. In addition they 
have also proved useful in certain existence theorems for Dirichlet problems, 
but this latter topic is beyond the scope of this paper and will therefore not be 
treated; cf. Calvert [l, 21. 
In Sections 2 through 6 the Sturmian theory of a scalar elliptic inequality is 
developed. In Section 7 we give a brief outline of the corresponding results for 
a matrix system and pairs of first-order quations. 
Throughout this paper we shall consider elliptic partial differential equations 
and inequalities in it real independent variables. A variable point of n-dimen- 
sional Euclidean space Rn will be denoted by x = (x1 ,..., x ) and differentiation 
with respect to xi will be written as Di , i =: I,..., n. Let G be a nonempty 
domain of Rn with boundary 3G. G may be bounded or unbounded, but for 
simplicity, the boundary 8G will always be assumed to be piecewise smooth. 
We denote by 77 = (Q ,..., 7%) the outward unit normal vector on i3G. Of primary 
interest o us will be second-order partial differential inequalities of the form 
Tu = V . (Ah) + 2p . Vu + pu < 0, (1.1) 
where A = (A”j) is a symmetric 71 x n matrix function of class Cl, /3 = (@,..., b”) 
is a continuous vector field, and p is a continuous scalar-valued function. In 
component form (1 .l) is 
i Di(Ai’Dju) + 2 jJ biDiU + PU < 0. 
i&l i=l 
If the coefficients A, /3, and p are given functions of x alone, (1.1) is said to be 
linear; if they depend on the unknown u and VU as well as X, then it is quasi-linear. 
It is of elliptic type if the matrix A is positive definite. We shall assume the 
coefficients o be real valued throughout. By a solution we shall understand a 
real-valued function u E Cl(G) for which all derivatives appearing in (1.1) exist 
and are continuous such that (1.1) is satisfied at all points of G. 
2. RICCATI TRANSFORMATION AND WIRTINGER INEQUALITIES 
In their classic book “Inequalities,” Hardy, Littlewood, and Polya stated the 
following result [I, p. 1851: 
THEOREM 258. If y has period 2~7 and if 
i 
257 
y dx = 0, 
‘0 
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then 
j-2’y’2 dx > s2”y2 dx 
0 0 
(2.1) 
unless y = A cos x + B sin x. 
The above inequality is usually attributed to Wirtinger; cf. MitronoviC [I]. 
In this section we employ a generalization of a Riccati transformation used in 
ordinary differential equations to derive an identity leading to an analog of (2.1) 
for real-valued functions of 11 real variables. The first such identity was stated 
by Beesack [I] in connection with the two-dimensional elliptic equation u,, + 
uy+, + p(x, y)~ := 0. The identity in question is 
ss (uz2 + %I2 G - pu”) dx dy = /j[(uz - g~)~ + (u, - hu)2] dx dy. 
Since the right side is always nonnegative, this leads immediately to a two- 
dimensional analog of (2.1). To illustrate B esack’s method we shall first con- 
sider the linear second-order differential inequality 
Tu =V .(AVu)+2/3.Vu+pu GO, P-2) 
where A = A(x) E P(G), /I = p(x) E C(G), and p = p(x) E C(G). G in this 
case will be a bounded domain of Rn. Suppose u is a solution of (2.2) such that’ 
u(x) > 0 in G. We define the vector field u = (sr ,..., s ) by 
a = u-vu. (2.3) 
Then the following is an analog of a familiar result in ordinary differential 
equations; cf. Wong [l], Hartman [l, p. 3621. 
LEMMA 2.1. Let u be a solution of (2.2) such that u(x) > 0 in G and let u be 
dejined by (2.3). Then 0 satis$es the generalized Riccati inequation 
(2.4) 
Conversely, if u is any solution of (2.4) in G such that 
Disj = Djs, , i,j=l n, ,.*a, (2.5) 
then there exists a solution of (2.2) for which u(x) > 0 in G. 
Proof. The first half of the lemma follows by direct verification. To prove 
the second part we suppose u is a solution of (2.4) for which (2.5) holds. Consider 
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the system of first-order partial diRerentia1 equations Diu = sLu, i -: I,..., n.If 
we assume a solution of the form U(X) = expf(x), then we find that f must 
satisfy 
Dif = si , i = l,..., n. (2.6) 
In other words, we must find a scalar fieldf whose gradient is the given smooth 
vector field u. According to the theorem of Frobenius (cf. Hartman [l]), a 
necessary and sufficient condition for (2.6) is that (2.5) holds. The function u 
so obtained is readily seen to be a positive solution of (2.2). 
For the next result we shall suppose the matrix A(x) to be positive definite in 
G so that the operator T is elliptic in G. 
THEOREM 2.2. Suppose u is any solution of (2.4) in G. Let 
Q = /w E C(G) n Cl(G): J‘, VW . AVW dx < CE/ . 
Then for all w E Q, 
s w~(~ - Au) dS < s [VW . AVw - pw”] dx - 2 s w2,6 . u dx. (2.7) aG G G 
Moreover, if u is a solution of the equation in (2.2) such that u(x) + 0 and u is 
defined by (2.3), th en strict inequality holds in (2.7) for all w E 52 unless w = ku, 
k constant. 
Proof. Consider the quadratic functional M[w] defined on Q by 
M[w] = 5 j A’j(D,w - QW) (D,w - sjw) dx. 
i,j=l G 
(2.8) 
Expanding the right side of (2.8) we see that 
M[w] = 1, [VW . AVw -k w2Aa . D - 2wVw . Au] dx. (2.8’) 
Using the identity 
V . (w2Au) = 2wVw . Au + w2V . (Au) 
and the divergence theorem of Gauss one finds that 
-2JGwVw.Audx=j. w”V.(Au)dx-I‘ w211.AudS. 
G aG 
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Putting this back into (2.8’) and using the Riccati inequation (2.4) we arrive at 
M[w] < jG [VW . AVw - pw2 - 2w”fl . u] dx - j”, w21 . Au dS. (2.9) 
Since A = (A”j) is positive definite in G, (2.8) shows that M[w] > 0 for all 
w E Q so that (2.7) follows. Moreover, if u is a solution of the equation in (2.2) 
for which u(x) # 0, then 0 = u-iVu will satisfy the Riccati equation in (2.4) so 
that we have equality in (2.9) instead of inequality. In this case it is clear that 
equality will hold in (2.7) if, and only if, M[w] = 0; i.e., D,w = (rlDiu)w, 
i = l,..., n. Hence, equality holds in (2.7) if, and only if, w = KU. 
In the particular case where /3 = 0, (2.7) reduces to an inequality of the 
Wirtinger type for functions of n real variables. To state this more precisely 
we shall suppose u to be a solution of 
V*(AVu)+pu=O, x E G, 
u = 0, XErlI, (2.10) 
% = g(x)% XEI+,. 
Here r, and I’, are two disjoint components of aG whose union is aG, and u, 
denotes the conormal derivative 
._ 
u, = c Ai$,Dju. 
i&l 
g is some given continuous function on r,. Note that when r2 is the empty set, 
this reduces to the usual Dirichlet problem with zero boundary data. 
COROLLARY 2.3. Let u be a solution of (2.10) such that u(x) # 0 in G = 
GUI',. ThenforallwEOforwhichw =Oonrl, 
s, w”g(x) dS < s, [VW * A(x) VW - p(x) w”] dx, (2.11) 
where equality holds if, and only if, w = ku. 
When the coefficients of(2.2) d e en p d on u and Vu as well as x, the inequality 
is quasi-linear. To distinguish this from the linear case we shall write 
T’u = V . (A’%) + 2,3’ . Vu + p’u < 0, (2.2’) 
where A’ = A(x, u, VU), p’ = /3(x, u, Vu), and p’ = p(x, u, Vu). We observe 
that if u is a solution of (2.2’) such that u(x) > 0 in G and if u is defined by (2.3) 
as before, then the Riccati inequation (2.4) becomes 
V 9 (A’o) + u . A’u + 215’ * u + p’ < 0. (2.4’) 
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Moreover, Inequality (2.7) remains valid. The Wirtinger-type inequality (2.11) 
can now be extended to solutions of (2.2’). 
THEOREM 2.4. Let u be a solution of T’u < 0 subject to the boundary conditions 
u=o, XE.r1; u, = g(x)u, x E r, . 
If u(x) > 0 in G, then for all w E Q for which w = 0 on I’, , 
w . A’Vw - p’w”) dx - 2 
s 
tr1w2/3’ -Vu dx. (2.12) 
G 
If we further restrict w to be in that subset Q, of !J for which w = 0 on r, and ;f w 
does not vanish on any open subset of G, then equality holds in (2.12) if, and only if, 
T’u E 0 and w EZ Ku. 
We remark that Inequalities (2.7) and (2.12) are necessary conditions for a 
solution to be zero free. In Section 6 we shall rephrase these as criteria for 
oscillation. 
A function u for which T’u < 0 is called a subsolution while one for which 
T’u 2 0 is called a supersolution; cf. Swanson [4]. Theorem 2.4 is stated in 
terms of a subsolution which is positive in G. The same conclusion holds for a 
supersolution which is negative. 
As mentioned earlier Riccati transformation for a partial differential equation 
was first introduced by Beesack [l]. Special instances of Inequalities (2.12) and 
(2.7) were obtained by Benson [l] and Calvert [l]. For Wirtinger-type in- 
equalities associated with fourth-order elliptic inequalities, see Calvert [2], 
Dunninger [2], Wong [3], and Yoshida [3]. 
3. COMPARISON THEOREMS FOR BOUNDED DOMAINS 
With the help of the Wirtinger-type inequality (2.11) it is now possible to 
give a very simple proof of a comparison theorem for self-adjoint elliptic equa- 
tions. In addition to (2.10) we shall consider another system of the same form, 
namely, 
V * [A,(x) VW] + P,,(x)w = 0, x E G, 
w = 0, X4, (3.1) 
71 - &VW = g&h xcr2, 
where A,, = (AZ) is a real symmetric matrix function of class Cl(G) and& E C(G). 
The function g, is assumed to be defined and continuous on I’, . 
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THEOREM 3.1. Suppose there exists a nontrivial solution w of (3.1) such that 
VW) = jG [VW - (A - A,) VW + (~0 - P) ~“1 dx < jr2 (g - g,,) w2 ds. (3.2) 
Then every solution u of (2.10) must have a zero in G = G v I’, unless w = Ku. 
Proof. Suppose the contrary conclusion and let u be a solution of (2.10) 
such that u(x) # 0 in G. Then, by Corollary 2.3, Inequality (2.11) holds for 
all w E Q for which w = 0 on r, . In particular, it holds for the solution w of 
(3.1) given in the hypothesis. If we multiply the equation in (3.1) by w and 
integrate the first erm by means of the divergence theorem, we find that 
j G (p,,w” - VW . A,Vw) dx = - 1 gOw2 dS. 5 
Combining this with (2.11) we arrive at 
which contradicts (3.2) unless equality holds. According to Corollary 2.3, the 
latter occurs if, and only if, w = Ku. This proves the assertion. 
The n-dimensional Sturm separation theorem (Clark and Swanson [l]) now 
follows directly from this result. 
COROLLARY 3.2. Let w be a nontrivial solution of (3.1). Then every other 
solution y of (3.1) must have a zero in G unless y z kw. 
These two results are the n-dimensional analogs of the classical comparison 
and separation theorems of Sturm. When n = 1 Theorem 3.1 reduces to the 
familiar Sturm-Picone-Leighton comparison theorem; cf. Swanson [5]. 
Theorem 3.1 was proved under the stronger assumptions that (A - A,,) is 
positive semidefinite and p, 3 p, by Hartman and Wintner [l] and Kreith [I]. 
The integral condition (3.2) with r2 = @ was first employed in Clark and 
Swanson [I]; see also Kreith [5, lo]. F or other comparison and separation 
theorems, see McNabb [l], Diaz and McLaughlin [l], and Allegretto [l]. 
Our next objective will be to extend Theorem 3.1 to include quasi-linear 
equations and non-self-adjoint elliptic inequalities. We shall do this in two 
stages. 
In what follows I will denote a real interval containing the origin and G as a 
nonempty bounded domain of Rn with piecewise smooth boundary aG, as 
409/72/z-12 
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before. Our first step in generalizing Theorem 3.1 will be a comparison theorem 
between solutions of the following two boundary-value problems: 
and 
T’u = V . (A%) + p’u < 0, 
u = 0, 
17 * A’Vu = g(x) u, 
x E G, 
XErl, (3.3) 
XET2, 
T;w = V . (A;Vw) + p;w > 0, XEG, 
w = 0, xer,, (3.4) 
T/ * A;Vw = go(x) w, XE:r,. 
Here A = (A”i) and A,, = (A?) are real symmetric positive definite matrix 
functions of class C1(e x I x P) and p, p, are real-valued functions of class 
C(G x I x P). The domain of T’ is the set of all function u c c”(G) with 
range in I such that all derivatives appearing in T’u exist and are continuous 
in G. By a solution we shall understand a function u in the domain of T’ for 
which (3.3) holds. Similar definition applies to TA . With the help of Theorem 2.4 
the following result (Allegretto and Swanson [l]) is immediate. 
THEOREM 3.3. Suppose 
(i) w is a nonnegative solution of (3.4) which does not vanish on any open 
subset of G; 
(ii) u is a solution of (3.3) such that u(x) > 0 for some x in G; and 
(iii) E(u, w) < Jr, (g - g,)w2 dS, where 
E(u, w) = 
s 
o{Vw . (A’ - A;) VW + w”[p; - p’]} dx. 
Then u must have a zero in G unless T’u = 0 and w = ku. 
Proof. Should u(x) b e nonpositive for any x E G the theorem is then true 
trivially. It is enough therefore to consider the case where u is a positive solution 
of (3.3) in G. In this case the Riccati transformation (2.3) shows that (J = &Vu 
will satisfy Inequality (2.4’). It follows from Theorem 2.4 that 
jpzgw2 dS < j, [VW . A’Vw - w2p’] dx, 
where w is the given solution of (3.4), and equality holds if, and only if, w = Ku. 
As before, if we multiply the inequation in (3.4) by w and integrate the first erm 
by means of the divergence theorem, we find that 
-j g,w2dS< 
s 
o(p;w’-Vw.A;Vw)dx. (3.6) 
r‘2 
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Combining this with (3.5) we arrive at 
which contradicts (iii) unless equality holds; i.e., unless equality holds in both 
(3.5) and (3.6). A ccording to (i), w E Q, so that by Theorem 2.4, equality holds 
in (3.5) if, and only if, T’u = 0 and w = Ku. This proves the assertion. 
We remark that if equality holds identically in T’u < 0, then we may replace 
(i) by: (i’) w is any nontrivial nonnegative solution of (3.4). Similarly, if either 
Tiw > 0 or strict inequality holds in (iii), then we simply have the conclusion 
that u must have a zero in G. We also note that (iii) requires somewhat more 
information on the solutions u and w than is desirable. However, with additional 
assumptions on the nature of the coefficients of T’ and Td a more useful com- 
parison inequality is available; cf. Swanson [7]. 
COROLLARY 3.4. Let A = A(x), A, = A,(x),p = p(x, u), andp, = p,(x, w), 
wherep(x, u) is a nondecreasing function of u fiw each x E G. Suppose w is a solution 
of (3.4) such that w(x) > 0 in G and that 
E'(w) = jc{Vw * (A - A,) VW + w2[p&, w) - P(X, 41) dx 
G =, (g - go) w2 dS. s 
(3.8) 
Then for every solution u of (3.3), either there exists a subdomain G, C G such 
that u(x) < w(x) in G, or w = ku. 
Proof. It is enough to consider the case of a solution u of (3.3) which is 
positive throughout G. As in the proof of Theorem 3.3 above, Inequality (3.7) 
is valid: 
jr2 k - 8,) w2 ds < JW~ + jG w2[p(x, 4 - p(x, u)] A. 
In view of (3.8) this implies 
0 < s Gw”Mx, 4 - P(X, 41 dx, 
where, as before, equality holds if, and only if, T’u = 0 and w = ku. Otherwise, 
we have strict inequality. Since p is nondecreasing in u, the alternate conclusion 
then follows. 
We remark that without the monotonicity hypothesis, the conclusion of 
Corollary 3.4 is not in general valid as shown by the following example. Let 
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n = 1, G = (0, n), and I = [0, (1 + 7?)/2]. W e consider the pair of ordinary 
differential equations 
where 
24” + H(x, u)u = 0, u(0) = u(77) = 0, 
w* + w = 0, w(0) = w(?T) = 0, 
H(x, u) = 0, 0<24<g, 
= l/u, 4 < u < (1 + n2)/2. 
The second equation obviously has a solution w = sin x which is positive in G. 
Moreover, it is easy to verify that for this particular w, E’(w) < 0 so that all 
the other requirements of Corollary 3.4 are fulfilled. However, u = (1 + r2 -x2)/2 
is a solution such that U(X) > w(x) in G. 
COROLLARY 3.5. Let A, = A,(x) and let w be a solution of (3.4) such that 
p,(x, w, VW) < 0 in G. If w has a positive maximum at an interior point x,, of G, 
then w is constant in some neighborhood of x,, . 
Proof. Consider the equation V . (A,,Vu) = 0, which has the obvious solu- 
tion u I; 1. Now w(xs) > 0 is a maximum, implying that there is a neighborhood 
G,, C G such that w(x) > 0 in Gw and that 7 A,,Vw < 0 on aG, . As before 
we let (3 = u-‘Vu = 0 so that (3 satisfies the Riccati equation (2.4) with A = A,(x) 
and p = p -- 0. According to Theorem 2.2, we have 
o= s,, w2(q - A,,o) dS < J’, VW * A,(x) VW dx 
IL w 
(3.9) 
with equality holding if, and only if, w EZ Ku =.= constant. On the other hand, 
an integration of (3.4) over G, yields 
- j,c, w(‘, . &VW) dS < .5,,” [w2po(x, w, VW) - VW . A,(x) =I dx. 
II 
Combining this with (3.9) we arrive at 
- s,, w(q . &VW) dS < jG w%,(x, w, VW) dx. 
(L 
Since w(x) > 0 in G;, , and since 17 . A,Vw < 0 on aG, , this is clearly absurd 
unless equality holds, i.e., w = const in G, . 
This result is due to Kreith [12]. W e conclude this section by extending the 
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basic comparison theorem, Theorem 3.1, to include the non-self-adjoint quasi- 
linear elliptic inequality (2.2’). To this end we consider 
and 
V . (A%) + 26’ . Vu + p’u < 0, x E G, 
u = 0, XEFl, (3.10) 
7l . A’Vu = g(x) u, xer,, 
V * (A$‘w) + 2/3;, . VW + PAW > 0, x E G, 
w = 0, XFrl, (3.11) 
17 . A;Vw = g,,(x) w, XE:r,. 
As in Theorem 3.3 the coefficients A’, Ai E Cl(e x I x R”) while p’, p;, ,Y, 
and /3; are of class C(G x I x Rn). To apply the techniques used previously 
we shall first derive a modified version of Theorem 2.4 by considering the 
(n + 1) x (n + 1) real symmetric matrix 
Hz A ( 4” 
-$), 
where /3t is the transpose of the column vector p = (bl,..., b”) and h is some 
real-valued function to be determined later. In place of the quadratic functional 
M[w] defined by (2.8) we now consider the quadratic form q(~*) = T* . EL-* 
in the (n + 1) indeterminates T = (or ,..., T,+1) and the quadratic functional 
M*[T*] = s, n(T*) dx = s, T* * Hr* dx. (3.12) 
THEOREM 3.6. Let u be a solution of (3.10) such that U(X) > 0 in G. Suppose 
there is a function h E C(e) for which 
det H(x, u, Vu) 3 0. (3.13) 
Then for all w E Q for which w = 0 on I’, , we have 
I, gw2 ds G J‘, [V w . A’Vw - 2wVw . /3’ + (h - p’) w”] dx. (3.14) 
Proof. Since u is a positive solution of (3.10) the vector 0 = u-% will satisfy 
the Riccati inequation (2.4’) in G. If we take T* in particular to be the (n + l)- 
vector defined by 
7i = D,w - s<w, i = l,..., n
7 nfl = ws 
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where w E Q, then (3.12) yields 
M*[w] = M*[T*] 
i A'%,T~ - 2~,+~ i hi + h(r,+$] dx (3.12’) 
i,j=l i-1 
= M[w] + j- [w2(20 e/3' + h)- 2wVw .p’]dx. 
G 
On the other hand, we have by (2.9) that 
M[w] < s [VW . A’Vw - (p’ + 20 . j?‘) w2] dx - r^, gw’ dS 
G 
so that we get 
M*[w] < / [VW. A'Vw - 2wVw e/3' + (h -p')w2] dx - sr,gw2dS (3.15) 
G 
for all w E Sz. According to a result on symmetric matrices (see Gantmacher 
[l, p. 3061 and Swanson [l]), Condition (3.13) is both necessary and sufficient 
for the quadratic form Q(T*) to be positive semidefinite. Inequality (3.14) then 
follows from (3.15). 
We remark that if we expand the determinant of H by either the last row or 
the last column, then (3.13) is equivalent to 
h(x) det (H) > - f biB, , 
i=l 
(3.13’) 
where Bi denotes the cofactor of - bi in H. This method for treating non-self- 
adjoint equations was first used by Swanson [l]. With the help of the generalized 
Wirtinger inequality (3.14) we can now establish a comparison theorem for 
non-self-adjoint quasi-linear elliptic nequalities; cf. Allegretto and Swanson [l]. 
THEOREM 3.7. Let w be a nontrivial nonnegative solution of (3.11) and let u ’ 
be a solution of (3.10) such that u(xO) > 0 for some x0 E G. Suppose there exists 
a function h E C(G) for which (3.13) holds. If 
I WYg - go) dS r2 
> sG[Vw. (A’ - A;) VW + 2wVw .(/3;, - /?‘) + (h + p;, - p’)w ]dx, 
(3.16) 
then u has a zero in G. 
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Proof. Again it is enough to consider the case of a solution u for which 
U(X) > 0 throughout G. Then according to Theorem 3.6, Inequality (3.14) is 
valid. On the other hand, if we multiply the inequation in (3.11) by w and 
integrate the first erm by means of the divergence theorem, we find that 
- s, g,w= dS < J‘, [VW . A;Vw + 2wVw . /3; + p;w”] dx. 
Combining this with (3.14) we arrive at a contradiction to (3.15) so that u must 
have a zero in G. 
COROLLARY 3.8. Suppose 
(i) A = A(x), A0 = Ao(x), P = Is(x), PO = PO(x), P = P(X, 4, ad 
PO = Po(% 4; 
(ii) p(x, u) is a nondecreasing function of u for each x E G; 
(iii) w is a solution of (3.11) such that w(x) > 0 in G and u is a solution of 
(3.10); and 
(iv) the exists an h E C(c) such that (3.13) holds and 
I (VW - (A - A,) VW + 2447~ * (Bo - 8) + waEh(x) + P,(x, w) - 14x, w)l> dx G 
< r, k - go) w2 ds. I‘ 
Then there exists a subdomain G, C G such that u(x) < w(x) in G, . 
Except for the obvious modifications the proof of this corollary is entirely 
similar to that of Corollary 3.4 and will therefore be omitted. 
4. UNBOUNDED DOMAINS AND DOMAINS WITH SINGULAR BOUNDARY 
In order to apply the comparison theorems of the previous section to generate 
oscillation criteria it is necessary that we extend them to include unbounded 
domains and domains with singular boundary. The latter notion, which is due 
to Kreith [2], will now be described. Consider the quasi-linear operator T’ 
defined by (2.2’). We shall make the following assumptions: 
(a) A’ECr(GxIxRn),/3’andp’EC(G~I~Rn); 
(b) A is real symmetric and positive definite; 
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(c) G can be approximated from within by a sequence {G,} of bounded 
domains each with piecewise smooth boundary aG, such that G, C Ga C 
G,,, C G, Ua G, = G; and 
(d) for each y E aG, there exists a sequence {x,}, x, E aG, , such that 
Iy-xx,i+Oasa-+co. 
If the coefficients of T’ can be extended to a larger domain Gr containing 
(G u aG) such that assumptions (a) and (b) remain valid for (G u aG), then T’ 
is called nonsingular in G. The points of G where such an extension is not 
possible constitute the singular boundary of T’. The following examples are 
helpful: 
EXAMPLE A. 71 = 2, G = ((x, y) E R2: x > 0, 0 < y < 2m/31i2} and 
Lu = u,, + u,, + x-lu, + x-221. 
The vertical edge y = {(x, y) E R2: x = 0, 0 < y < 2rr/31j2} is the singular 
boundary of L. 
EXAMPLE B. Again 7t = 2, G = ((x, y) E R2: x > 0, y > 0}, and 
Lu = X2%, + Y2Urv + P(X, Y)U, 
where p E C(G u aG). In this case A is the diagonal matrix diag(x2, ~2) and 
/3 = (x, y) so that the singular boundary of L is the entire boundary aG. 
Suppose first of all G is unbounded and T’ is nonsingular in G. Then the 
domains G, of (c) may be constructed as follows. For each a > 0, let S, = 
{xcGuaG:jxI =u},y,={x~aG:IxI <a},andG,={xEG:IxI <a}. 
Then aG, = ya u S, and G = U G, . In this case we may in fact suppose A’ 
to be positive definite and of class C1(G u aG x I x R”) and /I’, p’ E C(G u aG 
x I x Rn). Then there exists an a, > 0 such that for all a > a, , the results of 
the previous section are valid in G, . By imposing an additional assumption of 
the behavior of solutions at infinity, one can readily obtain comparison theorems 
for unbounded domains. We shall derive an analog of Theorem 3.7 below. 
First we introduce the family 
Qa = ]w E Cl(G u aG): ;% s,, VW * A’Vw dx < ml . 
THEOREM 4.1. Let G be an unbounded domain of Rn and let T’ be mnsingulur 
in G. Suppose that 
(i) u is a so&ion of (3.10) such that u(xJ > 0 for some x,, E G; 
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(ii) w is a nontrivial nonnegative solution of (3.11) for which 
$i j- wq - (A$‘w - wA’o) dS < 0; 
sa 
(iii) there is an h E C(G u aG) for which (3.13) holds; and 
(iv) J[w, u] = limaem 
w2(h + P; - P’)] dx 
JG, [VW . (A’ - A;) VW + 2w VW * @; - 8’) $ 
- 
s w2(g - go) dS < 0. r2 
Then u must have a zero in G. 
Proof. Suppose there is a solution u of (3.10) such that U(X) > 0 in G. In 
view of (iii), Theorem 3.6 is applicable to G, for all a > a,, . Thus, we have 
j- 
G, 
[VW . A’Vw - 2wVw * 8’ + w2(h - p’)] dx > 1 w2q * A’a dS, 
y2 
where y2 = S, u (I’, n y,J. On the other hand it follows from (3.11) that 
0 = s,. (p;w” + 2wVw + /3; - VW . A;Vw) dx + j wrl . A;w dS. 
y2 
Combining these two relations and taking into account (ii) as a + cc, we arrive 
at J[w, u] >, 0, which contradicts (iv). This proves the assertion. 
The above result is adopted from Swanson [3] and Kreith [14]. 
COROLLARY 4.2. The conclusion of the theorem remains valid ;f we replace (ii) 
and (iv), respectively, by 
(ii’) limaem Js, we . (Aiw - wA’o) dS < 0 and 
(iv’) J[w, u] < 0. 
To treat the case where T’ has a singular boundary y*, we first suppose G 
to be bounded. The unbounded case may be handled by the method of the 
previous theorem. Suppose fGk. is a sequence of bounded domains which 
approximate G from within as described in assumption (c) at the beginning of 
this section. The results of the previous section are then applicable to each G, . 
If, in addition, we impose restrictions on the behavior of the coefficients of T’ 
as we approach y* from within and take a suitably chosen family of admissible 
functions, we can obtain the desired Wirtinger-type inequalitites from which 
comparison theorems will follow. To do this we let a be a solution of (2.4’), let I’* 
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be a component of aG containing the singular boundary y* of T’, and Iet 
r = aG\r*. We define 
Mr[w, U] = lip Mr[w, u: Gk] = lim Alij(D,w - QW) (Djw - sjw) dx, 
M,*[w, u] = lip /ok q(~*) dx 
= lip /M,[w, u: Gk] + joI [w2(2/3’ . u + h) - 2wVw * p’] dcl , 
Ql[w, u] = lip jok [VW . A’Vw - 2wVw * /3’ + (h - p’) w2] dx. (4.1) 
Suppose .Qn, is the family of all functions w E C(G) A Cl(G) such that all the 
limit integrals exist in (4.1), that w = 0 on I’*, and that 
lip 
s 
w2rl - A’a dS = w27 . A’a dS. 
a% s r 
Then Theorem 3.6 yields the following modified Wirtinger-type inequality. 
THEOREM 4.3. Let u be a solution of 
V * (A’Vu) + 26 . Vu + p’u < 0, x E G, 
u = 0, XEl-*, (4.2) 
77 . A’Vzr = g(x)u, x E r, 
such that u(x) > 0 in Gl = G u P. Suppose there is an h E C(c) for which (3.13) 
holds. Then for all w E 52, , we have 
s w2g(x) dS <Q&J, ~1. r (4.3) 
EXAMPLE C. Let n = 2, G = {(x, y) E R2: 0 < x < tl , 0 < y < 2p/31i2), 
where tl denotes the first positive zero of the Bessel function J&b). Let r = 
((x, y) E R‘+ x = tl , 0 < y < 2rr/3112) and let P = aG\r. We consider the 
linear elliptic operator 
Lu = u,, + uyv + x-%4, + x-%4 = 0, 
u = 0, Xd*, 
u, = 0, x E r. 
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Then, as in Example A, the left vertical edge is the singular boundary of L. 
Condition (3.13) in this case is 
which yields h(s) > (1/2~)~. Taking in particular h(x) = (1/2~)~ we see that if w, 
is the set of all functions w E C(G) n Cl(G) having zeros of order ~1 > l/2 on 
r*, then all the integrals in (4.1) will exist. By Theorem 4.3 the following 
inequality is valid for all w E w,: 
0 < s G [(wJ2 + (Q2 - (w/x) w, - 3(~/2x)~] dx. 
THEOREM 4.4. Suppose 
(i) u is a solution of (4.2) such that u(xO) > 0 for some x,, in G; 
(ii) w is a nontrivial nonnegative solution of 
V . (A;Vw) + 28; * VW + p;w 2 0, x E G, 
w = 0, XEP, (4.4) 
?1 . A;Vw = go(x) w, x E P, 
(iii) there is an h E C(G) such that (3.13) holds; and 
(iv) w E Q, and 
lip /ok [VW . (A’ - Ah) VW + 2wVw * (/3; - /3’) + w2(h + p; - p’)] dx 
< .c w2(g - go) dS. r 
Then u must have a zero in G u r. 
COROLLARY 4.5. Let A = A(x) and A, = A,(x) be continuous and positive 
definite in c and let jl = f10 = 0. Suppose that for each y E y* the coejkiients p
andp,areO(Iy-~~(-~)usIy-x~I + 0 as described in assumption (d). If w 
is a nontrivial nonnegative solution of (4.4) such that w has a zero of order TV > l/2 
on r* and that 
j- [VW . (A - A,) VW + (P, - P> ~"1 dx < j-== w2k - go> ds, 
G 
then every solution u of (4.2) must have a zero in G U r. 
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Example C and Corollary 4.5 are in Wong [2]. 
When G is unbounded and T’ has singular boundary y*, we can combine the 
techniques of Theorems 4.1 and 4.4 to produce a comparison theorem. First 
we begin with a sequence {Gk} of unbounded domains such that G, C Gk v 
8G, C G,,, C G and that uk G, = G. Let G,,, = (x E G,: / x 1 < a), Sk,,, =
{x E G, u aG,: j x 1 = a}, and yksa = {x E aG,: 1 x j < u>. Then G,,, = 
ykPa u S,,, and {Gk,,) is a family of bounded domains which approximates G 
from within. In place of the limit integrals in (4.1) we consider 
M2[w, u] = li,m liy Jo, II z AI’~~(D~w - siw) (Djw - sjw) dx, 
. ‘.’ 
M,*[w, u] = lip lip /ox (1 q(~*) dx, (4.5) 
Q2[w, ul = li,m lip J‘,, o [V w . A’Vw - 2wVw . /Y + (h - p’) w”] dx. 
In this case 52, is the family of functions w E C(G u 8G) n C1(G u 8G) such that 
(i) all the limit integrals in (4.5) exist, 
(ii) w = 0 on r*, and 
(iii) lim, lim, Js, a w27 . A’o dS 3 0, lim, lim, Jyk II w27 . A’a dS = 
sr w2q . A’a dS. ’ 
The following results are now immediate. 
THEOREM 4.6. Let u be a positive solution of (4.2) in G u r. Suppose there 
is un h E C(G u 3G) f or which (3.13) holds. Then for all w E Q, , 
s w”g(x) dS < Qdw, 4. r 
THEOREM 4.7. Suppose 
(i) u is a solution of (4.2) such that u(xJ > 0 for some x0 E G; 
(ii) w is a nontrivial nonnegative solution of (4.4) such that w E Sz, and that 
lim liy J we - (A;w - wA’o) dS < 0; 
a %&a 
(iii) there is an h E C(G u 8G) for which (3.13) holds; and 
(iv) J[w, u] = lim, lim,J[w, u: Gk,J < 0. 
Then u must have a zero in G u r. 
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The quantity J[ w, u: GJ is defined as in Theorem 4.1 except that G, is 
replaced by G,,, and that I’, is replaced by I’. For the nonsingular case of 
Theorem 4.7, see Dumringer [I] and Kreith [14]. 
5. EIGENVALUE ESTIMATES 
In ordinary differential equations the Wirtinger-type inequalities are known 
to be closely related to the minimal property of the first eigenvalue of the 
associated Sturm-Liouville problem; cf. Hardy et al. [I]. In fact, Wirtinger’s 
inequality is recognized as the Rayleigh quotient written in a slightly different 
form. This suggests the possibility of using Inequality (2.7) and similar ones to 
obtain bounds for the first eigenvalue of non-self-adjoint problems where 
variational arguments are not applicable. In this section we shall explore some 
of these questions briefly. 
Consider first of all the linear self-adjoint problem 
v * (A(x) Vx) + bP(X) - 4@)lu = 0, XEG, 
u = 0, XETl, (5.1) 
% = g(x)% XEF2, 
where G is a nonempty bounded domain and the operator is nonsingular in G. 
We also suppose p(x) to be positive and continuous in G. Corollary 2.3 then 
yields the well-known upper bound for the first eigenvalue pi of (5.1). 
THEOREM 5.1. Suppose k is the jrst eigenvalue of (5.1) with eigenfumtion u 
suchthatu(x) #OonG=Gvr,. ThenforallwEQforwhichw =Oonr,, 
Pl s,pw2 dx < s, [VW . AVw + qw2] dx - j gw2 dS, (5.2) 
rz 
unless w = Ku. 
To obtain upper and lower bounds for the first eigenvalue of linear non-self- 
adjoint problems we shall consider the formal expression 
Ku = q(x)u - 2/3(x) . Vu - V . [A(x) Vu], XEG. (5.3) 
The lemma below is a slight modification of Theorems 2.2 and 3.6. 
LEMMA 5.2. Suppose 
(i) u, w E Cl(c) n C2(G) such that u = w = 0, on r, and that u and w 
are positive in G; 
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(ii) there is an h E C(e) for which (3.13) hoZds; 
(iii) w, = ga(x)w and u, = g(x)u on rz; and 
I’ 
w2(g - go) dS < 0. 
rz 
Then 
0 < 
.r 
[wKw + (h - &Ku) w”] dx. (5.4) 
G 
Proof. In the quadratic functional M*(T*) defined by (3.12) if we choose 
7*= t t 1 ,..., t,,,) to be 
ti = D,w - siw, i = I,..., 12, 
t w-1 = WY 
then we see from (3.12’) that 
M*[w] = M[w] + j-G [w2(2p * u + h) - 2wVw . ,8] dx, (5.5) 
where u = u-l Vu = (si ,..., s,) and 
Wwl = s, P w . AVw - 2wVw . Ao + w2Ao. a) dx. 
Integrating the first two terms with the help of the divergence theorem and the 
identities 
V~(wAVw)=Vw~AVw+wV~(AVw), 
V . (w2Aa) = 2w VW . Au + w2 V . (Au), 
we find that 
M[w] z j-Gu-lw(uw, - u,w) dS + \ w2[V . (Au) + Ao . u] dx 
‘G 
- j- WV . (AVw) dx. 
G 
Putting this back into (5.5) and rearranging terms with the help of the’identity 
we arrive at 
u-lKu = q(x) - 2/3 - u - Au . u - V . (Au), 
M*[w] = I, u-lw(u,w - uw,) dS + IG [WKW + (h - u-lKu) w2] dx. (5.6) 
In view of (ii) and (iii), the result follows. 
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THEOREM 5.3. Suppose 
(i) U, w E Cl(G) n C’s(G) such that u and w are positive in G and that they 
satisfy the boundary conditions 
(a) u = 0 on r, und n, = g(x)u on r2 , 
(b) w = 0 on r, and w, = gO(x)w on r, , 
whet-e g(x) < go(x) ; 
(ii) there is un h E C(G) for which (3.13) holds; and 
(iii) p1 and A, are theJ(irst eigenvulues of Ku = ppu with boundary conditions 
(a) and (b), respectively. 
Then 
I-L1 1 F < * = sup 
rot 
A, >, v.+ = inf 
i 
Ku h ---. 
XEG PU P 
(5.7) 
Proof. The consitions of Lemma 5.2 are fulfilled so that (5.4) holds for all u 
and w that satisfy (i). In particular, if u is an eigenfunction of /.~i then we see 
from (5.4) that 
p1 Gpw2 dx < s, (WKW + hw2) dx 
s 
= 
s c 
Pw2 
G 
E+$jdx 
<cp” Pw2dx. 
s G 
The first estimate in (5.7) follows. Similarly, if w is an eigenfunction of A, , then 
A, s,pw2 dx > 1, w~(u-~Ku - h) dx >, p* joPw2 dx, 
and the second estimate in (5.7) follows. 
When G is unbounded and K is nonsingular in G, then the above estimates 
remain valid, provided we impose an additional boundary condition at infinity 
of the type required in Theorem 4.1. We state this as 
COROLLARY 5.4. Let G be unbounded and let K be nonsingular in G. If, in 
addition to hypotheses (i), (ii), and (iii) above, we suppose that 
lim 
I a-tm s 
u-lw(uw, - u,w) dS < 0, 
(I 
(5.8) 
then estimates (5.7) remain valid. 
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Lower bounds for the first eigenvalue of the type given in (5.7) were obtained 
earlier by Protter [2] and Protter and Weinberger [l]. For the self-adjoint case 
of Theorem 5.3, see Kreith [7]; for Corollary 5.4, see Swanson [4]. We also 
remark that in the case of the Dirichlet problem (5.1) with r, = 0, sufficient 
condition for (5.8) in terms of the coefficients can be given; cf. Swanson [4]. 
A procedure similar to that used in Theorem 4.7 will likewise permit us to 
extend these estimates to the case where K has singular boundary y*. Finally, 
with the help of (5.4) one can also show that the first eigenvalue pi(G) of K is a 
strictly monotone function of the domain; cf. Kreith [6] and Dunninger [l]. 
6. OSCILLATION CRITERIA 
In this section we shall present some oscillation and nonoscillation criteria 
for the quasi-linear inequality 
T’u = V . (A’ Vu) + 2/Y * Vu + p’u < 0. (6.1) 
As in the case of ordinary differential equations such criteria re obtainable 
directly from the Wirtinger-type inequalities or via Sturmian comparison 
theorems; cf. Swanson [5]. Both of these approaches will be employed in this 
section. 
Let G be an unbounded domain of I+ with piecewise smooth boundary aG. 
For each a > 0, let Ga = {x E R”: r < a} and S, = {x E G u aG: Y = a}, 
where r = j x 1 = [x .x~~]~/~. A nontrivial solution u of (6.1) is said to be weakly 
oscillatory at infinity if u has a zero in Ga for all sufficiently arge a > 0. A 
bounded domain N with WC G is a nodal domain of u if u = 0 on aN. A non- 
trivial solution u of (6.1) is said to be oscillatory at infinity if, for arbitrary 
a > 0, u has a nodal domain N in G”. We remark that in the case of linear 
equations Corollary 3.2 implies that every solution has a zero in Ga if one 
solution is oscillatory; i.e., every solution has infinitely many zeros in G. Thus, 
the existence of one oscillatory solution in the linear case implies every solution 
is weakly oscillatory at infinity. The equation is called oscillatory if it has one 
oscillatory solution. It is nonoscillatory otherwise; cf. Glazman [l, p. 1581. 
We will also be concerned with oscillatory behavior of solutions near singular 
boundaries. Suppose yi is a component of the singular boundary y* of T’. We 
say that a nontrivial solution u is weakly oscillatory at yi if, for each open set U 
containing yi , u has a zero in G n U. The solution u is strongly oscillatory at yi 
if, for each x E yi and every neighborhood U(X), u has a zero in G n U(X). The 
following example is helpful. Let G be the infinite strip {(x, y) E R2: x > 0, 
0 < y < r}. We consider the linear elliptic equation 
Lu = xzu,, + u,,g + $l = 0. 
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The left vertical edge y* = ((x, y): x = 0,O < y < r> is the singular boundary 
of L. It is easy to verify that the function U(X, y) = xr12(sin log x) sin y is a 
solution which is strongly oscillatory at y *. This solution is also oscillatory at 
infinity. The concept of weak and strong oscillation at singular boundaries is 
due to Kreith [2]. Theorem 3.6, which is a necessary condition for a solution 
to be zero free, can now be restated as a criterion for weak oscillation atinfinity. 
THEOREM 6.1. Let G be unbounded. Equation (6.1) is weakly oscillatory at 
infinity if, for all su$iciently large a > 0, there exist 
(i) a nonempty bounded regular domain N with NC G”; 
(ii) a function h E C(m) for which (3.13) holds; and 
(iii) a piecewise dzjerentiable function w with nodal domain N such that for 
every dafferentiable function u which is positive in N, 
I 
[VW - A’Vw - 2wVw . /3’ + (h - p’) w”] dx < 0. (6.2) 
N 
Similarly, Theorem 4.3 leads immediately to the following criterion for 
oscillation at a component yi of the singular boundary y* of T’. 
THEOREM 6.2. Let T’ be singular on y* and let yi be a bounded component of 
the singular boundary y*. Then (6.1) is weakly oscillatory at yi zf, for every bounded 
open set U r> yi , there exist 
(i) a function h E C(G n U) for which (3.13) holds and 
(ii) a piecewise differentiable function w with compact support in G n U 
such that for all positive dt@rentiable u, 
1irkr-r J 
(GknU) 
[VW - A’Vw - 2wVw - j3’ + (h - p’) w”] dx < 0. 
Equation (6.1) is strongly oscillatory at yi zf, for each x E yi and every neighborhood 
U = U(x), there existfunctions h and w for which (i) and (ii) hold. 
As an application of Theorem 6.1 we shall prove a criterion for the self-adjoint 
quasi-linear inequality 
V.(A’Vu)+pu <O (6.3) 
to be weakly oscillatory at infinity; cf. Allegretto and Swanson [2]. 
THEOREM 6.3. Let G = R” and let A’ be bounded above. If 
p+i bl-* 1 p(x, u, Vu) dx = +co 
Kb 
(6.4) 
for all positive dz@entiable u, then (6.3) is weakly oscillatory at inJinity. 
409/72/z-13 
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Proof. To prove this we shall construct a suitable function w with nodal 
domain in G” and apply Theorem 6.1. Consider the annulus region Nab = 
{x E RR”: 0 < a < Y < b}, where b - a > 2, and the function w defined by 
w(x) = Y - a, a<r<a+l, 
= 1, a+1 <r<b-1, 
=b-r, b-l <r<b. 
Then Nab is a bounded domain in Ga and w is piecewise differentiable with 
nodal domain Nab . If w, denotes the area of the (n - I)-dimensional unit sphere 
and Kr is the upper bound of A, then a direct calculation shows that 
I VW . A’Vw dx < KI s (Vw)a dx N,b Nllb 
= + Klwn[(a + 1)” - an + hn - (b - 1)“l 
= K(a) + O(b+l), 
where K(a) is a constant depending on a alone. On the other hand, if K, is a 
lower bound of p’ on Nab , then 
s p/w2 dx N,b 
2 K2% s 
a+1 
a (r - a)2 m-l dr + jaII1pr dx + K,w, 6, (b - Y)~ m-l dr 
= O(bn-I) + jay;pr dx. 
Hence, 
blmn jNaI [VW . A’Vw - p’w2] dx < bl-“K(a) + 0( 1) - bl-” INa, p’ dx. 
By (6.4) the last quantity can be made arbitrarily arge so that we must have 
ultimately 
s 
[VW * A’Vw - p’w2] dx < 0. 
N,b 
According to Theorem 6.1 Inequality (6.3) is weakly oscillatory at infinity. 
In the next result G is any unbounded domain with piecewise smooth boundary 
and we consider the linear equation 
Lu = V . [A(x) VU] + p(+ = 0. (6.5) 
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We further suppose the operator L to be uniformly elliptic nGa for some a > 0; 
i.e., there exists a constant K > 0 such that for all x E G” and x E R”, 
THEOREM 6.4. Equation (6.5) is nonoscillatory in G ;f the ordinary dz&mntiaZ 
equation 
v” + 
n-l 
7 2)’ + q(r) U = 0, 
(6.7) 
is nonoscillatory in (a, a). 
Pyoof. Suppose the contary and let u be an oscillatory solution of (6.5). Then 
for all b > a, u has a nodal domain N with NC Gb. We now compare (6.5) with 
f K(D,w)” + Kg(r) w = 0. 
i=l 
(6.8) 
In view of (6.6) and the definition of q(r), we clearly have 
‘f [P(x) - KW] D,w Djw > 0, 
i,j=l 
Kq(r) > p(x), 
so that by Theorem 3.1, every solution w of (6.8) must have a zero in N and 
hence in Gb. On the other hand if we assume a radially symmetric solution 
W(X) = w(r) to Eq. (6.8), then a simple calculation shows that w(r) must in fact 
satisfy the ordinary differential equation, Eq. (6.7). Since, by hypothesis, (6.7) 
is nonoscillatory in (a, co), there must in fact be at least one solution w(x) = o(r) 
of (6.8) which is zero free in G b. This contradiction proves the theorem. 
Various nonoscillation criteria for (6.5) can now be generated by appealing to 
known nonoscillation criteria for ordinary differential equations. We give a few 
illustrations ofthis below. First of all, if we multiply (6.7) by m-l, we can rewrite 
it as a self-adjoint equation 
(6.9) 
Clearly (6.7) is nonoscillatory if, and only if, (6.9) is. By a familiar result (see 
Willett [I, Corollary 2.2]), we have 
COROLLARY 6.5. Ifn = 2 and if 
q(r) Y log Y dr 
I 
< co, 
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then (6.5) is nonoscillatory in G. If n > 2 and ij 
then (6.5) is nonoscillatory in G. 
Another oscillation-preserving substitution we can apply to (6.7) is to let 
V(T) = Y ‘l-n)&$r). In this case (6.7) yields 
a” + [q(r) - (n - l)(n - 3)(2r)p2]a = 0. (6.10) 
If we let g(r) = q(r) - (2r)-2(n - l)(n - 3), then an obvious majorant for 
(6.10) is 
u” + g+(Y)a = 0, (6.11) 
where g’ = max(g, 0). According to the classical theorem of Sturm, (6.10) is 
nonoscillatory whenever (6.11) is. 
COROLLARY 6.6. If the least eigenvalue p1 of the problem 
2 + pg+(r)u = 0, 
u(a) = u’(b) = 0, 
satisjies p1 > 1 for all b > a, then (6.5) is nonoscillatory in G. 
COROLLARY 6.7. Suppose that 
lim sup r 
s 
vmg+(r) dr < K/4; (6.12) 
then (6.5) is nonoscillatory in G. 
The condition p1 > 1 for all b > a is the well-known necessary and sufficient 
condition of Nehari [l] for (6.11) to be nonoscillatory. Condition (6.12) is due 
to Hille [l]. We also remark that the constant K/4 in (6.12) is the best possible 
in the sense that for every positive integer n, there is an equation, oscillatory in 
Rn, such that the left side of (6.12) is equal to K/4; cf. Headley [2]. 
We conclude with a nonoscillation criterion similar to (6.12) for the self- 
adjoint quasi-linear inequality 
v . [A(x) Vx] + p(x, u)u 3 0. (6.13) 
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Here G is again unbounded and A E P(G u aG),p E C[(G u i3G) x I], where I 
is an interval containing the origin, and (6.6) is assumed to hold in Ga for some 
a > 0. We define 
f(r) = sup{ p(x, u): x E s, , u c1). 
The function p(.~, u) is assumed to be bounded on I for each x E G. Then result 
below is due to Swanson [8]. 
THEOREM 6.8. Suppose that 
lim sup r”f(r) < K(n - l)(n - 3)/4. (6.14) 
Then (6.13) is nonoscillatory in G. 
Proof. Suppose the contrary and let u be an oscillatory solution of (6.13). 
Then for all b > a, u has nodal domain N with NC Gb. By (6.14) there exist 
constants c and r0 such that for all Y > r, , 
?f (r) < c < K(n - l)(n - 3)/4. (6.15) 
Let p(x) = c/r2 and compare (6.13) with 
K i (D,w)” + f(x) w = 0. (6.16) 
i=l 
As in the proof of Theorem 6.4, the definition of p together with (6.6) imply that 
Q(X) > f (r) > Pb 4, 
f [A+) - KW] D,w Djw 2 0. 
i&l 
It follows from Theorem 3.3 that every nonnegative solution w of (6.16) must 
have a zero in Gd, where d = max(a, ro). The substitution W(X) = n(r) now 
leads to (6.10) with q(r) = c/(Kr2). Consequently (6.11) has the form 
u” + h(r)u = 0, 
where h(r) = [c - K(n - l)(n - 3)/4](1/Kr2). By (6.15) h(r) < 0 for all 
Y > r0 so that (6.16) has at least one solution which is positive in Gd. This 
contradiction proves the assertion. 
For additional oscillation criteria, see Allegretto and Swanson [2], Headley 
and Swanson [l], Swanson [4], Allegretto [8], and Kreith and Travis [2]. 
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7. GENERALIZATIONS 
Many of the results of the previous sections for the scalar elliptic equation 
D. (A/Vu) +p’u =0 (7.1) 
are equally valid for pairs of first-order quations of the form 
vu = uci + By,, v,F=---pu+p*v, (7.2) 
wherep and u are scalar-valued functions; 01, /3, and v are n-vector fields; while B 
is an n x 12 matrix function. If a: = p z 0 and B is nonsingular, then (7.2) 
yields (7.1) so that the latter is indeed a generalization of the former. Wirtinger- 
type inequalities and comparison theorems similar to those given for (7.1) have 
been obtained by Kreith [12] and Wong [2]. 
Another generalization of (7.1) is to replace the scalar u by an m-vector or an 
m x m matrix. The first comparison theorem for such a matrix system was 
given by Kuks [l] in 1962, extending the scalar comparison theorem of Hartman 
and Wintner [I]. For recent contributions in this direction, see Allegretto and 
Swanson [2], Diaz and McLaughlin [l], Kreith [8], Swanson [8], Winter and 
Wong [l], and Wong [I]. 
Let G be a bounded domain of Rn with piecewise smooth boundary aG. In 
the paragraphs below we shall outline a few of the results for a matrix-tensor 
system of the form 
(7.3) 
Here P = ( pij) and U = (Q) are m x m matrix functions, cp = porij is an 
n x m x m third-order tensor function, and B = Baiis is an n x m x m x n 
fourth-order tensor function. We will abbreviate (7.3) as 
grad U = Bq, div rp = -PU. (7.3’) 
The coefficients P and B are given continuous functions of x, U, and 9 with P 
and B symmetric, i.e., 
P* = ( Pji) = P = ( PSj), 
B,,, = Boijo, = Bsjio . 
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Furthermore, we shall suppose B to be positive definite; i.e., the m x m matrix 
inequality 
(7.4) 
holds as a form for all aaii with equality, holding if, and only if, aaij is the null 
tensor. If we write CJ = oorij and o* = aaii, then Inequality (7.4) may be ab- 
breviated as o* . Bo > 0. 
Suppose (U, ‘p) is a solution of (7.3) such that U is nonsingular in G and let 
U-l = (sjk). Setting 
a direct calculation shows that Q satisfies the generalized Riccati equation 
(7.5) 
which we abbreviate as 
divo+o.Bo+P=O. (7.5’) 
Of particular interest are those solutions (U, 9) of (7.3) for which U*q = 
(p*U, i.e., 
In this case it is easy to confirm that a* = o. We shall call a solution (U, ‘p) 
of (7.3) for which U*g, = QI*U self-conjugate; cf. Hartman [l, p. 3861. The 
following is immediate. 
LEMMA 7.1. Let (U, ‘p) be a se@conjugate solution of (7.3) szuh that U is 
nonsingular in G. Then TV = cpU-l satisjies the generalized Riccati equation 
div u + o* .Bo+P=O. (7.6) 
We remark that in the case of a matrix system of the form (7.1) a more com- 
plete analog of Lemma 2.1 is possible; see Kuks [l] and Wong [l]. In order to 
discuss boundary-value problems we shall consider boundary conditions of the 
form 
U = 0 on P, , rl - cp =g(Wonr2, (7.7) 
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where g is a given real continuous function on F, and 
Suppose D is the family of all functions WE C(e) n Cl(G) such that W = 0 on 
I’, and that the integral 
I 
VW+B-TWdx 
G 
exists. Then the following two results are generalizations of Corollary 2.3 and 
Theorem 3. I, respectively; cf. Winter and Wong [l]. 
THEOREM 7.2. Let (U, ‘p) be a seEf-conjugate solution of (7.3) such that U is 
nonsingular in G = G v r, . Then for all WE ~2 
/ gW*WdS</o[VW*.B-‘VW- W*PW]dx, 
r% 
(7.8) 
where equality holds if, and only if, W = UK. 
To obtain a comparison theorem we consider another system of the same form, 
namely, 
VW = Er, x E G, w=o on rl, 
V.T=-QW, XEG, 77 - T = h(x) W on r, . 
(7.9) 
As before the coefficients E and Q are symmetric and continuous while E is 
positive definite. 
THEOREM 7.3. Let (U, q) be a self-conjugate solution of (7.3) + (7.7) and let 
(W, T) be a solution of (7.9) such that W f 0 in G. Suppose that 
s r, (g - h) W* W dS 3 Jo [VW* . (B-l - E-l) VW + W*(Q - P) W-J dx; 
then either det U(x,,) = 0 for some x0 E G or W = KU. 
We remark that using the Wirtinger inequality (7.8) one can give an oscillation 
criterion for an elliptic system similar to Theorem 6.3; see Allegretto and 
Swanson [2]. Scalar equations of the fourth order are treated in Allegretto [2], 
Diaz and Dunninger [l], Dunninger [2], and Wong [3]. Sturmian theorems for 
scalar equations of order 2m are found in Diaz and Dunninger [2], Headley [I], 
and Swanson [2]. 
STURM THEORY OF ELLIPTIC EQUATIONS 581 
REFERENCES 
W. ALLEGRETTO 
1. A generalization of Sturm’s separation theorem, Proc. Amer. Math. Sot. 25 (1970), 
151-154. 
2. Oscillation criteria for fourth order elliptic operators, Boll. Un. Mat. Ital. 3 (1970), 
357-361. 
3. Eigenvalue comparison and oscillation criteria for elliptic operators, J. London 
Math. sot. (2) 3 (1971), 571-575. 
4. A Comparison theorem for nonlinear operators, Ann. Scuola Norm. Sup. Pisa 25 
(1971), 41-46. 
5. Oscillation criteria for quasilinear equations, Canad. J. Muth. 26 (1974), 931-947. 
6. On the equivalence of two types of oscillation for elliptic operators, Pacific J. Math. 
55 (1974), 319-328. 
7. Nonoscillation theory of elliptic equations of order 2n, Pacific J. Math. 64 (1976), 
1-16. 
8. Oscillation criteria for semilinear equations in general domains, Canad. Math. Bull. 
19 (1976), 137-144. 
9. Nonoscillation criteria for elliptic equations in conical domains, PYOC. Amer. Math. 
Sot. 63 (1977), 245-250. 
10. A Kneser theorem for higher order elliptic equations, Canad. Math. Bull. 20 
(1977), 1-8. 
11. A note on a comparison result for elliptic equations, Canad. J. Math. 29 (1977), 
1081-1085. 
W. ALLEGRETTO AND C. A.SWANSON 
1. Sturm comparison theorems for elliptic inequalities, Bull. Amer. Math. Sot. 75 
(1969), 1318-1321. 
2. Oscillation criteria for elliptic systems, Proc. Amer. Math. Sot. 27 (1971), 325-330. 
3. Comparison theorems for eigenvalues, Ann. Mat. Pura AppZ. (4) 49 (1974), 81-107. 
F. BARA&KI 
1. The mean value theorem and oscillatory properties of certain elliptic equations in 
three dimensional space, Comm. Math. Prace Mat. 19 (1976), 13-14. 
P. R. BEBACK 
1. INTEGRAL inequalities of the Wirtinger type, Duke Math. J. 25 (1958), 477-498. 
D. C. BENSON 
1. Inequalities involving integrals of functions and their derivatives, J. Math. Anal. 
Appl. 17 (1967), 292-308. 
J. BOCHENEK 
1. On eigenvalues and eigenfunctions of strongly elliptic systems of differential 
equations of second order, Comm. Math. Pram Mat. 12 (1968), 171-182. 
2. Oscillation theorems and nodes of eigenfunctions of certain differential equations 
of the fourth order, Ann. Polon. Math. 27 (1972), 21-28. 
L. B. BUSHARD 
1. A comparison result for a class of quasilinear elliptic partial differential equations 
J. Differential Equations 21 (1976), 439-443. 
J. CALVERT 
1. An integral inequality with applications to the Dirichlet problem, Pacific J. Math. 22 
(1967), 19-29; Correction, ibid. 23 (1967), 631. 
2. Integral inequalities involving second order derivatives, Pacific J. Math. 27 (1968), 
39-47. 
582 PUI-KEI WONG 
c. Y. CHAN 
1. A Sturm theorem for nonselfadjoint elliptic inequalities with mixed boundary 
conditions and its applications, Bull. London Math. Sot. 5 (1973), 225-228. 
C. Y. CHAN AND E. C. YOUNG 
I. Unboundedness of solutions and comparison theorems for time dependent quasi- 
linear differential matrix inequalities, J. Differential Equations 14 (1973), 195-201. 
C. CLARK AND C. A. SWANSON 
1. Comparison theorems for elliptic differential equations, PYOC. Amer. Math. Sot. 16 
(1965), 886-890. 
w. A. COF’PEL 
1. “Disconjugacy,” Lecture Notes in Mathematics No. 220, Springer-Verlag, New 
York, 1971. 
J. B. DIAZ AND D. R. DUNNINCER 
1. Sturmian theorems for a class of elliptic equations of order 4m, Appl. Anal. 3 (1974), 
333-344. 
2. Sturm separation and comparison theorems for a class of fourth order ordinary 
and partial differential equations, Appl. Anal. 4 (1975), 343-352. 
J. B. DIAZ AND J. R. MCLUAGHLIN 
1. Sturm separation and comparison theorems for ordinary and partical differential 
equations, Atti Accad. Naz. Lincei Mem. Cl. Sci. Fis. Mat. Natur. (8) 9 (1969), 
135-194. 
D. R. DUNNINCER 
1. A Picone identity for non-self-adjoint elliptic operators, Atti Accad. Naz. Lincei 
Rend. Cl. Sci. Fis. Mat. Natur. (8) 48 (1970), 133-139. 
2. A Picone identity for fourth order elliptic differential inequalities, Atti Accad. Nag. 
Lincei Rend. Cl. Sci. Fis. Mat. Natur. (8) 50 (1971), 302-313. 
3. Sturmian theorems for parabolic inequalities, Rend. Accad. Sci. Fis. Mat. Napoli (4) 
36 (1969), 406-410. 
D. R. DUNNINGER AND R. J WEINACHT 
1. Separation and comparison theorems for classes of singular elliptic inequalities and 
degenerate elliptic inequalities, Appl. Anal. 1 (1971), 43-55. 
F. R. GANTMACHER 
1. “The Theory of Matrices,” Vol. 1, Chelsea, New York, 1959. 
M. G. P. GARRONI 
1. Una generalizzazione dell’identita di Picone a operatori ellittici de1 second0 ordine 
a coefficienti discontinui, Atti Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur. (8) 
47 (1969), 133-138. 
I. M. GLAZMAN 
1. “Direct Methods of Qualitative Spectral Analysis of Singular Differential Operators,” 
Davey, New York, 1965. 
G. H. HARDY, J. E. LITTLEWOOD, AND G. P~LYA 
1. “Inequalities,” 2nd ed., Cambridge Univ. Press, Cambridge, 1952. 
P. HARTMAN 
1. “Ordinary Differential Equations,” Wiley, New York, 1964. 
P. HARTMAN AND A. WINTNER 
1. On a comparison theorem for self-adjoint partial differential equations of elliptic 
type, Proc. Amer. Math. Sot. 6 (1955), 862-865. 
V. B. HEADLEY 
1. Elliptic equations of order 2m, J. Math. Anal. Appl. 25 (1969), 558-568. 
2. Some oscillation properties of self-adjoint elliptic equations, PYOC. Amer. Math. Sot. 
25 (1970) 824-829. 
STURM THEORY OF ELLIPTIC EQUATIONS 583 
V. B. HEADLEY AND C. A. SWANSON 
1. Oscillation criteria for elliptic equations, Pacific J. Math. 27 (1967), 501-506. 
E. HILLE 
1. Nonoscillation theorems, Trans. Amer. Math. Sot. 64 (1948), 234-252. 
C. KAHANE 
1. Oscillation theorems for solutions of hyperbolic equations, Proc. Amer. Math. Sot. 41 
(1973), 183-188. 
K. KREITH 
1. A new proof of a comparison theorem for elliptic equations, Proc. Amer. Math. 
Sot. 14 (1963), 33-35. 
2. Oscillation theorems for elliptic equations, Proc. Amer. Math. Sot. 15 (1964), 
341-344. 
3. Disconjugacy in En, SIAM J. Appl. Math. 15 (1967), 767-770. 
4. Criteria for positive Green’s function, Illinois j. Math. 12 (1968), 475-478. 
5. A strong comparison theorem for selfadjoint elliptic equations, Proc. Amer. Math. 
Sot. 19 (1968), 989-990. 
8. A Sturm theorem for strongly elliptic systems and applications, Bull. Amer. Math. 
Sot. 75 (1969), 1025-1027. 
9. Sturmian theorems for characteristic initial value problems, Atti Accad. Naz. 
Lincei Rend. Cl. Sci. Fis. Mat. Natur. (8) 47 (1969), 139-144. 
10. A remark on a comparison theorem of Swanson, Proc. Amer. Math. Sot. 20 (1969), 
549-550. 
11. Sturmian theorems and positive resolvents, Trans. Amer. Math. Sot. 139 (1969), 
319-327; Errata 146 (1969), 549. 
12. Sturmian theorems for hyperbolic equations, Proc. Amer. Math. Sot. 22 (1969), 
277-281. 
13. A Picone identity for first order differential systems, J. Math. Anal. Appl. 31 
(1970), 297-308. 
14. Sturmian theory for nonlinear elliptic equations, Atti Accad. Naz. Lincei Rend. 
CZ. Sci. Fiz. Mat. Natur. (8) 48 (1970), 140-144. 
15. A comparison theorem for general elliptic equations with mixed boundary con- 
ditions, J. Dzgerential Equations 8 (1970), 537-541. 
16. Applications of a comparison theorem for elliptic equations Illinois J. Math. 15 
(1971), 47-51. 
17. A Picone identity for strongly elliptic systems, Duke Math. 1. 38 (1971), 473-481. 
18. A class of comparison theorems for nonselfadjoint elliptic equations, Proc. Amer. 
Math. Sot. 29 (1971), 547-552. 
19. Nodal domain theorems for general elliptic equations, Rocky Mountain J. Math. 1 
(1971), 419-425. 
20. Comparison theorems for non-selfadjoint differential equations based on integral 
inequalities, Proc. Amer. Math. Sot. 34 (1972), 105-109. 
21. “Oscillation Theory,” Lecture Notes in Mathematics No. 324, Springer-Verlag, 
New York, 1973. 
22. Comparison theorems for special classes of nonselfadjoint elliptic equations, Proc. 
.4mer. Math. Sot. 43 (1974), 186-191. 
23. Picone’s identity and generalizations, Rend. Mat. (6) 8 (1975), 251-262. 
K. KREITH AND C. C. TRAVIS 
1. On a comparison theorem for strongly elliptic systems, J. Differential Equations 10 
(1971), 173-178. 
2. Oscillation criteria for selfadjoint elliptic equations, Pacific J. Math. 41 (1972), 
743-753. 
584 PUI-KEI WONG 
L. M. KUKS 
1. Sturm’s theorem and oscillation of solutions of strongly elliptic systems, Sooiet 
Math. Dokl. 3 (1962), 24-27. 
A. MCNABB 
1. Strong comparison theorems for elliptic equations of second order, /. ?&f&z. Mech. 10 
(1961), 431-440. 
D. S. MITRINOVIC 
I. “Analytic Inequalities,” Springer-Verlag, New York, 1970. 
T. KUSANO AND N. YOSHIDA 
1. Comparison and nonoscillation theorems for fourth order elliptic systems, Atti 
Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur. (8) 58 (1975), 328-337. 
Z. NEHARI 
1. Oscillation criteria for second-order linear differential equations, Tvam. Amw. Math. 
Sot. 85 (1957), 428-445. 
E. S. NOUSSAIR 
1. Oscillation theory of elliptic equations of order 2m, 1. Diffeventiul Equations 10 
(1971), 100-111. 
2. Comparison and oscillation theorems for matrix differential inequalities, Trans. 
Amer. Math. Sot. 160 (1971), 203-215. 
3. Oscillation of elliptic equations in general domains, Canad. J. Math. 27 (I 975), 
1239-1245. 
E. S. NOUSSAIR AND C. -4. SWANSON 
1. Oscillation theorems for vector differential equations, Utilitas Math. 1 (1972), 97-109. 
2. Comparison theorems for elliptic and parabolic inequalities, Illi?zois J. jath. 18 
(1974), 165-169. 
3. Oscillation theory for semilinear Schrodinger equations, PYOC. Roy. Sot. Edinburgh 
Sect. A 75 (1975/1976), 67-81. 
4. Oscillation of nonlinear vector differential equations, Ann. Mat. Aun Appl. (4) 109 
(1976), 305-315. 
E. S. NOUSSIAR AND N. YOSHIDA 
1. Nonoscillation criteria for elliptic equations of order 2m, Atti Accad. Xaz. Lincei 
Rend. Cl. Sri. Fis. Mat. Natur. (8) 59 (1975), 57-64. 
G. PEGAN 
I. Oscillation theorems for characteristic initial value problems for linear hyperbolic 
equations, Atti Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Nat/w. (8) 55 (1973), 
301-313. 
M. PICONE 
1. Un teorema sulle soluzioni delle equazioni lineari ellitiche autoaggiunte alle derivate 
parziali de1 secondo-ordine, Atti Accad. Nan. Lincei Rend. Cl. Sci. Fis. Mat. Natuu. 
(1) 20 (1911), 213-219. 
J. PIEPENBRINK 
1. Nonoscillatory elliptic equations, J. Differential Epations 15 (I 974), 541-550. 
M. H. PROTTER 
1. A comparison theorem for elliptic equations, Proc. Amer. Math. Sot. lO( 1959), 296-299. 
2. Lower bounds for the first eigenvalue of elliptic equations, Ann. Math. 71 (1960), 
423-444. 
M. H. PROTTER AND H. F. WEINBERCER 
1. On the spectrum of general second order operators, Bull. Amev. JJath. Sot. 72 
(1966), 251-255. 
2. “Maximum Principles in Differential Equations,” Prentice-Hail, Englewood Cliffs, 
N. J., 1967. 
STURM THEORY OF ELLIPTIC EQUATIONS 585 
C. RAVACLIA 
1. Teoremi di confront0 e di separazione per equazioni differenziali alle derivate 
parziali uno spazio di Hilbert, Atti Accad. Naz. Link Rend. Cl. Sci. Fis. Mat. 
Natur. (8) 58 (1975), 675-679. 
R. M. REDHEFFER 
1. A Sturm theorem for partial differential equations, Proc. Amer. Math. Sot. 8 (1958), 
458-462. 
2. Integral inequalities with boundary terms, in “Inequalities, II” (0. Shisha, Ed.) 
pp. 261-291, Academic Press, New York, 1970. 
S. S. SHEN 
1. Oscillation theorems of the second order differential inequalities, Chinese 1. Math. 4 
(1976), 47-58. 
E. SLIW~SICI 
1. On some oscillation problems for the equation d’“‘u - j(r)u = 0 in a three- 
dimensional space, Prace Mat. 8 (1964), 119-120. 
2. On some oscillation problems for elliptic equations of fourth order, Prace Mat. 11 
(1968), 199-203. 
c. A, SWANSON 
1. A comparison theorem for elliptic differential equations, Proc. Amu. Math. Sot. 17 
(1966), 61 l-616. 
2. A generalization of Sturm’s comparison theorem, J. Math. Anal. AppZ. 15 (1966), 
512-519. 
3. Comparison theorems for elliptic equations on unbounded domains, Trans. Amer. 
Math. Sot. 126 (1967), 278-285. 
4. An identity for elliptic equations with applications, Trans. Amer. Math. Sot. 134 
(1968), 325-333. 
5. “Comparison and Oscillation Theory of Linear Differential Equations,” Academic 
Press, New York, 1968. 
6. Nonoscillation criteria for elliptic equations, Canad. Math. Bull. 12 (1968), 275-280 
7. Comparison theorems for quasilinear elliptic differential inequalities, J. Differential 
Equations 7 (1970), 243-250. 
8. Comparison theorems for elliptic differential systems, Pacijic J. Math. 33 (1970), 
445-450. 
9. Remarks on a comparison theorem of Kreith and Travis, J. Differential Equations1 1 
(1972), 624-627. 
10. Strong oscillation of elliptic equations in general domains, Canad. Math. Bull. 16 
(1973), 105-l 10. 
11. A Comparison theoremforeigenfunctions, Proc. Amer. Math. Sot. 37 (1973), 537-540. 
12. Picone’s identity, Rend. Mat. (6) 8 (1975), 373-397. 
13. A dichotomy of PDE Sturmian theory, SIAM Rev. 20 (1978), 285-300. 
C. C. TRAVIS 
1: Comparison and oscillation theorems for hyperbolic equations, Utilitas Math. 6 
(1974), 139-151. 
2. A remark on integral oscillation criteria for selfadjoint elliptic equations, Atti Accad. 
Naz. Lincei Rend. CZ. Sci. Fis. Mat. Natur. (8) 54 (1973), 829-831. 
C. C. TRAVIS AND E. C. YOUNG 
1. Comparison theorems for ultrahyperbolic equations, Internat. J. Math. Sci. 1 (1978), 
31-40. 
E. WACHNICKI 
1. On the oscillatory properties of solutions of certain elliptic equations, Comm. Math. 
Prace Mat. 19 (1976), 165-169. 
586 PUI-KEI WONG 
D. WILLETT 
1. Classifivation of second order linear differential equations with respect to oscillation, 
Advances in Math. 3 (1969), 594-622. 
M. J. WINTER AND P. K. WONG 
1. Comparison and maximum theorems for systems of quasilinear elliptic differential 
equations, J. Math. Anal. Appl. 40 (1972), 634-642. 
P. K. WONG 
1. Wirtinger type inequalities and elliptic differential inequalities, Tohoku Math. 1. 23 
(1971), 117-127. 
2. A Sturmian theorem for first order partial differential equations, Trans. Amer. Math. 
Sot. 166 (1972), 125-131. 
3. Integral inequalities of Wirtinger-type and fourth-order elliptic differential in- 
equalities, Paci’c J. Math. 40 (1972), 739-751. 
4. “Lecture Notes on Sturmian Theory of Ordinary and Partial Differential Equations,” 
Mathematics Research Center, National Taiwan University, Taiwan, 1971. 
E. C. YOUNG 
1. On generalization of Sturm’s comparison theorem for elliptic equations, Boll. Un. 
Mat. ItaZ. (4) 7 (1973), 29-34. 
N. YOSHIDA 
1. Nonoscillation of elliptic differential equations of second order, Hiroshima Math. J. 4 
(1974), 279-284. 
2. Nonoscillation criteria for fourth order elliptic equations, Hiroshima Math. J. 5 
(1975), 23-31. 
3. A Picone identity for elliptic differential operators of order 4”fl with applications, 
Atti Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur. (8) 58 (1975), 306-317. 
4. Nonoscillation and comparison theorems for a class of higher oder elliptic systems, 
Japan J. Math. (N.S.) 2 (1976), 419-434. 
