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1. INTRODUCTION 
Schoenberg [20] introduced a spline approximation method of the form 
V(x) = Cf&) MN where A< x are certain spline functions. This method 1 
was further studied by Marsden and Schoenberg [16] and Marsden [14, 151, 
where uniform convergence theorems, order of convergence estimates, 
variation diminishing properties, and other results analogous to those for 
Bernstein polynomials are obtained. Marsden [ 141 and independently 
Karon [l l] and Karlin and Karon [lo] generalize these ideas to produce 
Tchebycheffian spline approximation methods. Scherer [ 181 exploited the 
approximation properties of these operators to obtain direct and inverse 
theorems as well as saturation results for spline approximation. Using a 
certain modification of Sf he also obtained in [I91 similar results for L, , 
1 <p < co. 
The purpose of this paper is to construct some multidimensional spline 
approximation methods based on the one-dimensional operator S. We 
construct these in two ways: by forming certain tensor products and by 
mimicking the methods in [6-81 for obtaining spline blended interpolation 
schemes. 
We study questions of convergence for continuous and for L, functions, 
rates of convergence for classes of smooth functions, and convergence of 
derivatives. In a later paper we shall discuss Jackson- and Bernstein-type 
theorems for these operators as well as analogs for the multidimensional 
case of the direct, inverse, and saturation theorems of Scherer. 
* Supported in part by USAFOSR 69-1812B. 
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2. SCHOENBERG'S APPROXIMATION METHOD 
We review Schoenberg’s approximation method for functions of one real 
variable (see [14, 16, 201). Let m, n be integers with m > 2, n 2 1, and let 
A=’ 1x0 2 Xl >..'> &+I:, where a = x0 < x1 < .‘. < x,+~ = b. Let x-,,, -= 
X1-m = ... = x0 = a and b = x,(,.~ = ... = x~~+~,+~ . For i = -m ,..., n we 
define 
+iw = (Xi-+n,i-1  Xi) Mmk xi ,..., Xi+m+J, (2.1) 
where 
and M[x; Xi ,..., Xi+m+l ] denotes the (m + l)st divided difference of the 
function M, with respect to the variable y over the points Xi ,..., xi+?,&+1 . 
The q&(x) are normalized B-splines of degree m with knots at the {xi}:“. 
For .j = -m,..., n set 
fi = Xi+1 + *** + Xj+m cj = xj + ‘.. + Xj+n m 3 m+l ’ (2.2) 
g-’ = %+1Xi+2 + ... + xj+,-1xj+m. 
m 
( 1 2 
It is shown in [9, 14, 161 that for a < x < b 
(2.3) 
g 5%(x) = x2, P-6) 
s ,” +j(x) dx = (xj;iI xi) , j = -m ,..., n, (2.7) 
and 
s b 1 +j(x)lp dx < ‘“j+Ll’; 1 xi) , j = -m ,..., n, (2.8) a 
whenever 1 < p < co. 
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From the definition (2.2) it is clear that a = [Pm < .*. < f, = b. Given 
f defined on [a, b], Schoenberg’s approximation method is 
II 
We summarize some of the properties we need (see [14-16, 201). 
LEMMA 2.1. Let S,., be defined as in (2.9). Then 
snJ&) = %W, &,Lld4 = %(X), 
where q,(t) = 1, ul(t) = t; 
fLYfW 3 0 if f(t) 2 0 on [a, bl; 
0 < Sm,,u,(x) - uz(x) < hYm, 4, 
where uz(t) E P, 
h(m, 0) = min 
! 
b-a 
- ) ((m + 1)/12)‘/“a 
1/2m 
and d = max,,cjcn (x~+~ - q); 
llf- &.Ar' - 0 if d/m-+0; 
Ilf - &.,,f IL < (1 + (Cm + ~>/W/“) 4f; 4, 
and 
Ilf - %,Af IL < (1 + q+) w (fi -&). 
where w(f; t) is the modulus of continuity off; 
if f e Cl[u, b], J/m ---f 0, then IlCL,f - f>’ IL -+ 0. 
We also have the following additional (new) properties. 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
LEMMA 2.2. Let S,,, be defined as in (2.9). Then iff E Cl[a, b], 
II S,,q,f -f /Ia < 2 (q)‘la (I + (+)1’2) zdf ‘; A> (2.18) 
and 
II &Of-f l/CO G 2 (&)(l + $y CfJ (f b-&). (2.19) 
26 MUNTEANU AND SCHUMAKER 
Moreoaer, iff E C2[a, b], thetl 
and 
II &of--flla < (b - 4" 117' llc&. (2.21) 
Proof. It is shown in [3] (see also [5, 171) that if L,,, is a sequence of 
positive linear operators which reproduce linear functions, and if f E Cl[a, b], 
then 
pm = II Ln(t - 4” II’,/“; 
and that iff E C2[a, b], then 
II Lf - f IL < 2 Ilf” ilm hp. 
For L, = S,,, , we have by (2.12) that pm < h(m, A), where h is defined in 
(2.13), and the results follow. 
For approximation of functions f E L,[a, b] it is useful to introduce the 
operator 
(2.22) 
(see [19]). 
3. MULTIVARIATE APPROXIMATION METHODS 
In this section we define some multivariate spline approximation methods 
based on the operators S,,, and &,A defined in Section 2. It is convenient 
to consider only the case of two variables. We construct methods which lead 
to tensor product splines and certain spline blended functions (for the use 
of tensor product splines in multivariate interpolation see [I, 41; spIine 
blended interpolating functions were considered by Gordon [6-S]). 
Let I’ = [a, b], I” = [c, d], and R = I’ x I”. Let m, , m2 2 2 be integers, 
and suppose A, = {xi}>+‘, A, = { yi}t2+l are partitions of I’ and I” satisfying 
a = x,, < x1 < -*- < x,,+~ = b 
(3.1) 
c = Yo < Yl < ... < Y,*+~ = d. 
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We define {Ei}?m, and {~~‘r”l,, as in (2.2-3) and the functions {&(x)}“:,, 
as in (2.1). We denote by 9m,,A, 
@I~‘}?~ , {~~(v>>~,, , and %,,A, 
the space spanned by the $i . Let {q,}?,, , 
be defined analogously for the partition 
A, . Let {rJ?,, be the analog of the i’s for A, . 
We consider the following approximation methods for functions f defined 
on R: 
(3.2) 
S m,.Al @ Sm,,A,f = 2 f@i 3 Y) h(X) f f f(X, ‘?i> #i(u) -Sm,,A, OSm,,AJ 
-9 -ma 
(3.4) 
and 
‘%,,A,. @ &n 2, A 
Whenever there is no possibility of ambiguity, we shall write subscripts 
1 and 2 in place of m, , d, and m2, A, in (3.2-5); e.g., we write 
& 8 s, = &,.A, @ &,.A, . 
The operators (3.2-3) map C[R] into the subspace of tensor product 
splines 
:Y&A, @ Y&A, = {f E C(~l-l*mz-“[R]: in each rectangle [xi , xi+& 
[J$ ) JQ+J, fm1+1.0) = p-+1) = 0, 
i = 0, l,..., n, ) j = 0, l,...) I&}. 
The operators (3.4-5) map C[R] into the subspace of spline blended 
functions 
9 ,,+ Al 0 %,. A, = wd(%,, Al @ c[znl) ” (%+A, @ c[z’l))a 
We emphasize that none of the operators (3.2-5) are projections. 
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Finally, we note 
& @&j’-== 2 &[f(&. .jl(y) v&(x) = 2 S,[f(., Q)](X) &(yj. (3.6) 
+X1 -Ill2 
THEOREM 3.1. The operators defined in (3.2-5) are linear. Moreover, 
s1o&?g=g .for all gk Y> = 01 + fix + yy + ~XY (3.7) 
S1 0 S,g = g for all g(x, Y) = m i xh,(y) + yh,Q% h, , h, arbitrary 
(3.8) 
the operators (3.2), (3.3) are positive. (3.9) 
4. APPROXIMATION OF CONTINUOUS FUNCTIONS 
In this section we discuss the behavior of the operators (3.2), (3.4) for 
functions f e C[R] as ml , m2 , A, , A, range over a sequence of values (usually 
the degrees m, or m2 -+ co and/or the partitions A, , A, are refined). We shall 
obtain rates of convergence for smooth functions as well as basic convergence 
results. 
We discuss first the convergence question for the tensor spline method 
(3.2). We base our results on the fact that (by the triangle inequality) 
+ 11 2 2 [fk %I - fG-6 UN vMY> Mx)ll 
-ml -?n2 
< II Slf(., y)(x) - f(x, VII + II &.m, *Ku> -“m YN 
(4.1) 
(See also Schultz [21]). 
We need the following multivariate version of a theorem of Bohman [2]. 
LEMMA 4.1. Suppose L,l,,z , n, , n2 = 1, 2,... is a sequence of operators of 
the form 
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MJwe @i,j,7L,nz(X, Y> are any functions dejned on R and 
a = tL,,,, c **. < L,.,, = b 
c = ~-,n2.n2 < ... < rlnz,n2 = d. 
Then 
II LL,.n,f-f IL -0 for every f E C[R] as n, , n2 - co (4.3) 
implies 
i 
mpx I 5i+l,n, - &.n, I - 0 
mjax I 77j+l,n2 - rlj,n, I + 0. 
(4.4) 
Our main convergence result for tensor splines is 
THEOREM 4.2. Suppose m, , m2, A,, A, range over a sequence of values. 
Then 
llSIOS2f-fllm-+O forall feC[R] (4.5) 
ifs 
JJm, -+ 0 and B.Jm, + 0. 
Proof. The sufficiency follows from (4.1) and (2.14). The necessity is a 
consequence of Lemma 4.1 and the fact that 
4 (Xi+1 - Xi) 
- = m;x 
ml ml 
< max ‘xi+m1 --2 = max(& - &J, 
1 ml 
For the blending spline functions we have 
THEOREM 4.3. Suppose m, , m2, A,, A, range over a sequence of values 
such that A-Jm, -+ 0 or A-,/m, + 0. Then 
II Sl 0 S,f - f Iloo - 0 for all f E C[R]. (4.6) 
Proof. We have 
(Sl 0 &f - f)(x, Y) = 2 4iW[fG 3 Y) - f@, VII 
-ml 
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where 
&(x3 u> = 2 t&(xj[f(& , v> -f(x, ~41 = Gf(~, Y>>(X) -.f(x, yj. 
-In1 
Now 
for some x* E [a, b]. Applying (2.14) shows that AZ/m, + 0 is sufficient for 
(4.6). The sufficiently of ifJrn, follows in a similar way. 
More precise estimates of the rates of convergence of the operators (3.2) 
and (3.4) can be obtained in terms of the smoothness off. Forfc C[R] we 
define (see, e.g., [13]) 
THEOREM 4.4. Let f E C[R]. Then we have 
IIS, O&f -film 
< (I + (yp)l’zj 4f; 4 , 0) + (I + (yg) w(f; 0, a, (4.9) 
II s, 0 &f-f l/m 
( b-a G 1 + 21,2 w f; ) i 
d 2 min [ (1 + r*)“‘j w(f; ii1 , 0), (1 + [*)““j w(A 0, &j], 
(4.11) 
II& O&f-film 
G 2 min [( > ( 
1 
cfJ f;O,~ )I * 
’ (4.12) 
Proof. Applying (2.15) to (4.1) yields (4.9) while (2.16) leads to (4.10). 
To prove (4.1 l), we use (4.7) and (2.15). This yields 
II& 0 Sf -film ,< S",P (1 + (wj"') 4R,(x, .I; &> 
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But 
sup clJ(R,(x, .); ii,) = sup 
x x ,y -syuy<6, I WG u2) - WG Vl>l < 24f; 0, J2). 2 1’ 
Similarly, (4.12) follows from (2.16). 
Using (2.18-19) we may prove in a similar way 
THEOREM 4.5. Letf(l*O),f(OJ) E C[R]. Then 
+ 2 (~)““( 1 + (W)llZ) d2w(f(0J); 0, ;; 13) 
II& OS2f-fllcn G 2 ( c;m,;2)(l + qg) OJ (f(l*O); y&T 0) 
1 
+ 2 ((fmY):' )(l + 
d-c 
p/2 )qosl); 07 +)T 
(4.14) 
/lSI@S2f-fljm < 4min [(%)1”(1 + (~)l’2)~~w(f’1~o’;~~,0), 
(2g2( 1 + (w)l’2) d2w(f(0*f); 0, a,,], 
(4.15) 
II Sl 0 S2f -flL G 4 min [ ( (~m~)172 )( 1 + 
( 
d-c 
(2m2)l12 I( 1+ 
d-c 
2112 1 
(0.1). 1 
~f9qp* ( 0 )I 2 
Similarly, (2.20-21) leads to 
(4.16) 
THEOREM 4.6. Letfc2.0), f’“s”’ E C[R]. Then 
II Sl ($3 S2f -fllcc < 2 llf(2~o)llm (yg 212 4- 2 IIf(0*2)llm (y-g J22, 
(4.17) 
IIS, @S2f-flL < @ - a)211f(2*0)llm/ml + Cd-- ~)~llf(~*~)ll&~, (4.18) 
640/10/1-3 
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In the following theorem we obtain an estimate for S, @ S,f -Sin terms 
of the measure of smoothness 
r(fi 111 2/I,) = max I x.,--x1 I </II i f(x, , !A I-- .f(x, , ~5) - f’tx, , yl) - .f(s, , .I,&, 
I Y~-JJ~! -<h, 
(x,.y,),(xy~,)~R (4.2 1) 
defined for f E C[R], (cf. (4.8)). 
THEOREM 4.7. Let f c C[R]. Then 
11 s, @&f-f 1; < (1 + r+)1’2)(1 + (v)“‘) y(Ji dl, ii2) (4.22) 
(4.23) 
Proof. We have 
where 6, , 6, > 0 are any constants. By the triangle inequality, 
= ru-i Sl, S2)U f %4 2 I x - & I 9%W>(l + 6,’ 2 I 3’ - vi ; $wv)). 
-“1 -9 
But the Holder inequality implies C>,, j x - fi / yi(x) < h(m, , A,) (cf. [15]). 
A similar estimate holds for the other sum. Choosing 6, = AI , 6, = &, 
leads to (4.22), while 6, = l/m:“, 6, = l/mi12 results in (4.23). 
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5. APPROXIMATION OF L, FUNCTIONS 
In this section we discuss the behavior of the operators (3.3), (3.5) for 
functions f E L,[R], 1 < p < co, as the degrees nql, n72 and the partitions 
d, , d, take on a sequence of values. 
We discuss first the tensor spline operator (3.3). 
THEOREM 5.1. Let f s L,[R]. Suppose m, , m2, A,, A, range over a 
sequence of values such that AI/m, + 0, AZ/m, ---f 0. Then 
II s’l 0 &f-flip - 0. (5.1) 
Proof. We use the Banach-Steinhaus theorem and the fact that C[R] is 
dense in L,[R]. First we prove that 3, @ 9, are uniformly bounded (w.r.t. 
m, , rn2, A,, A,) as operators from L,[R] into itself. Since 3, @ L!&f = s,~,f 
if suffices to show that the operators 
(5.2) 
and 
are uniformly bounded from L,[R] into itself. We concentrate on (5.2). 
Let 
h(x) 
K(x, 4 = ci+l - ii ’ ii < u < <i,l , i = -m, ,..., nl. 
It is easily seen that 
&ff(x, Y> = 1" KG, u>fh Y> da fJ 
Applying the Hblder inequality yields 
II s,f lla d 11 [s’ W, 4 I fh YN” du]“’ [j-’ W, 4 du]“’ jly. a n 
But 
(5.3) 
f 
b 
sup K(x, u) du < sup ’ * a 32 
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while 
and 
sup J‘” K(x, u) dx == s;p Jab ,,+t(f) <. 
dx < sup 0% -t l)(Xi+?n,+1 - &J 
, 
u a 1 i (4 + l)(xi+ml+l - Xi) = l. 
Similarly, we have jj $fiI, < iifii,. 
To complete the proof of Theorem 5.1, we show that (5.1) holds for 
f E C[R]. We have 
Et+1 
s s 
VI+1 
X 
ii Yj [f(L , YJ - f(u, 41 du dc (’ ‘P 
< (b - WJ llf - & 0 S2fllm + 4.L myG+l - 5i), m/axh+, - rd). 
Now (L-i+1 - 5i) G C&+1 - L-l) w rc goes to zero by Lemma 4.1. h’ h 
By Theorem 4.2, the properties of modulus of continuity, and the hypoth- 
eses, all of these terms go to zero, and the theorem is proved. 
THEOREM 5.2. Let f E L,[R]. Suppose m, , m, , A,, AZ range ocer a 
sequence of values such that ii1 m, + 0 or APz m2 -+ 0. Then 
ii S, @ S,f -,fii, + 0. (5.4) 
Proof. Clearly 5, @ 3, = 3, j- 3, - $ @ & are uniformly bounded 
operators from LP[R], (see the proof of Theorem 5.1). To complete the proof, 
we show (5.4) holds forfc C[R]. In analogy with (4.7) we have 
where 
(31 0 S,f-fkY> = mx,Y) - eal(x, .)(Y) (5.5) 
Then 
mx, Y) = c%f(~, Y)>(X) - f(x, Y). (5.6) 
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for some x* E [aa, b]. The theorem follows from the fact that for any g E I&“], 
11 $g - g 11: -+ 0 provided d,/rnz -+ 0. (The proof of this proceeds exactly 
as in the multidimensional Theorem 5.1.) 
6. CONVERGENCE OF DERIVATIVES 
To discuss the derivatives of the splines (3.2-3) we need further notation. 
Let d, = {x0, x1 ,..., x ,,+1} be a partition of [a, b] satisfying 
x-,,, = ..* = x0 = a < x1 < -0. < x,~ < b = x,,+~ = *.a : 
Then we define for i = 1 - m, ,..., n, 
hi-(X) = (Xi+m, - Xi> Mm,-l[Xi xi 9***9 Xi+mIlr 
4,- = (Xi+1 + --. + Xi+ml-l) 
z m, - 1 
Similarly we define for i = 2 - m, ,.. ., n, 
4,q = CXi+l + *” + Xi+ml-2) 
I m, - 2 
Xn,+m,+1- 
(6.1) 
(6.2) 
(6.3) 
(6.4) 
We note that tiMI < ti- < .$i and &W1 < ti= < ti-. The $i- and $iX are 
B-splines of degree m, - 1 and m, - 2, respectively. Corresponding to 
a partition A, of [c, d] we define #j-(u), &=( JJ), q.- and Q= analogously. 
Then for example, Sml-l,dl is the operator 
sm,-l, Al Ax) = 2 +iFCx> g(fi-1. 
1-m, 
We discuss the case of the partial derivative with respect to x. 
LEMMA 6.1. Let f(l~o) E C[R]. Then 
[sm,,A, @ Sma,A, f](‘*qx, y) = ,g 2 [f(& ’ g  1 fy ’ %)I qb,-(x) #5(y). 
1 2 
(6.5) 
Moreover, there exists a function r(x, y) E C[R] such that 
m.x I r(x, y)I < df (l*O); mp(&+, - 43,O) (6.6) 
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Proof. To obtain (6.5) we apply Lemma 1 of [14] to the expression (3.6). 
By the mean value theorem 
where tie1 < [i < ti . Thus (6.7) holds with 
r(!i!i-, y/) = .f(l”‘(%i 2 yj) - f”‘“‘(fj-2 qj). (6.8) 
Clearly we can choose u(x, JI) E C[R] satisfying (4.8) such that (6.6) holds. 
THEOREM 6.2. Lel f  (l.O) E C[R]. Suppose mI , m, , d, , A, range over a 
sequence of values such that fil/rn, --j 0 and J.Jm, - 0. Then 
The first term goes to zero by Theorem 4.2. For the second term we have 
II Sm,-l~A, 0 Sm2,A,r IL < I! r /Im < 4f(1,0’; my(6i+l - tJ, 0). (6.11) 
Since the hypotheses of this theorem imply S~,l,,d, @SmzGdqf converges 
uniformly to S, Lemma 4.1 implies max([i+l - ti) - 0, and the proof is 
complete. 
We can also give a rate of convergence result for the derivative. 
THEOREM 6.3. Letf’l-O) E C[R]. Then 
+ (1 + (ygy2) w(p”); 0, Q. (6 *2) 
Proof: We combine (6.1(I), (6.11) and Theorem 4.4, noticing that 
maxi (Ei+l - ti) < 4 . 
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The analogs of Theorem 6.2, 6.3 hold also for the (0, 1)-derivative if 
f(Os” E C[R]. We now consider second derivatives. 
LEMMA 6.4. Let f t2so) E C[R]. Then 
Pl 63 ~2.fP0)k v> = 2 2 ~c”f(& 9 %> +i=G4 MY), 
2%-ml --nlz 
where 
Proof. We apply Lemma 2 of [14, p. 351 to (3.6). 
To prove a convergence result, we need a multivariate version of another 
result of Bohman [2], which we state without proof. 
LEMMA 6.5. Suppose L,19,2, n, , n2 = 1, 2,... is a sequence of operators 
of the form (4.6) with @i,j,nl,nl (x, y) > 0, and suppose (4.3) holds. Then given 
any 5;, ,6, > 0 
c c @i,oL,&~ Y> - 1 (6.14) 
I&,“, --sl<$ I ~i,nz-ul<% 
and 
c c @i,Lnl,&? Y) - 0 (6.15) 
Ifi,vll -“I>% I nf&-vl>% 
uniformly in (x, y) E R as n, , np - co. 
THEOREM 6.6. Let f t2*O) E C[R]. Let m, , m2 be fixed and suppose 
Suppose n, , n2 ---f 00. Then for any compact subset K contained in the interior 
ofR, 
where 11 . IIK denotes the uniform norm on K. 
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Proof. By Lemma 6.4 
E,(x, v) !2 [Sl 0 &f - ff2.0’ 
= ,$ z +i=(x) ~~(.~)[f’“~“‘(~~ 5 qj> Bi - f(‘*‘)(~, Y)I, (6.16) 
1 2 
where Bi = (St - ti-,)/2(ti- - &J. Let l? be a rectangle such that 
KC I? C interior (R). Given E > 0 we show that there exists NI , Nz such 
that I &CT y)l < (ml llf(2*o) IL + 1)~ for (x, y) E R if ni > Ni , i = 1, 2. 
We collect some facts. Since n1 , n2 -+ cc the splines S,1_,,,1 0 Smp,dZf 
converge for every f E C[R]. Thus by Lemma 4.1, tic - (;-I + 0 and 
vi - Tj-1 --j 0 as n, , n2 + co. Moreover, by Lemma 6.5, given 6, , 6, > 0 
there exist NI , N, such that n, > Ni , i = 1, 2, implies 
For i = 1, 2 ,..., q - m, , B< = 1. Also Bi < m, - 1. 
We split the sum in (6.16) into two parts. First 
I ,2-q=,>8, ,y-;zs, I G m1 “f(2’o) urn E* c 
Also if n, is sufficiently large 
1 ,.-,c,<o ,,-;<a 1 
&J (f(‘*‘); max / x - [i 1, 0). 
i- 1 I2 
Now maxi 1 x - [i 1 < 2/n, + 6,. Thus we may choose 6,) a2 sufficiently 
small (and NI , N, sufficiently large) so that 
As in the one dimensional case (see [14, p. 36]), S, 0 S2f(2~0) does not 
converge uniformly to f(“s”) on all of R. Similar results hold for the (0, 2) 
and (1, 1) derivatives. Finally, we state without proof parallel results for 
the operator S, @ S, . 
THEOREM 6.7. Suppose f (l*O) E C[R] and that m, , m2, A, , A, range over 
a sequence of values such that JJm, + 0 or A21m2 --f 0. Then 
ll(S, 0 S,f - f>"*"' IL - 0. 
THEOREM 6.8. Theorem 6.6 holds for S, OS, with either n, + CO or 
n,+ co. 
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7. REMARKS 
1. Schoenberg’s approximation method (2.9) reduces to the mth degree 
Bernstein polynomial in case n = 0. Similarly, we can also define the operator 
(3.2) for n, = n2 = 0 and it will coincide with the (m, , m,)-degree two- 
dimensional Bernstein polynomial (see [12,21]). The operator (3.2) can also 
be defined for m, = m2 = 1, but it reduces to the bilinear interpolating 
spline so we have excluded this case. 
2. The +&) and #Q(Y) in the operators (3.2-5) can be replaced by 
Tchebycheffian B-splines as in [lo, 1 I, 141. Many of our results hold for the 
resulting T-spline operators. 
3. Throughout this paper we have assumed that the points in the partitions 
d, , d, were distinct. This can be replaced by the requirement that at most 
m, x’s coalesce in d, or m2 x’s in d, without difficulty. As in [lo, 11, 141 
the splines & and $j then have multiple knots. 
4. .4s in the one dimensional case, it may be desirable to specify the 
nodes {<i}12’nz, and (Q}?~,, rather than the partitions d, , d, . The question of 
when specified nodes can be achieved by admissible collections of knots 
reduces to the one-dimensional case studied in [lo, 11, 141. 
5. For ease of exposition we have concentrated on the case of two dimen- 
sions Analogous multivariate approximation methods can also be defined 
for an arbitrary dimension d, and our results extend easily. For d > 2 it 
is possible to construct a variety of other operators intermediate between 
the tensor product S, @ S, (which is an analog of the minimal approximation 
methods) and the d-dimensional version of the Boolean sum S, @ S, (which 
is an analog of the maximal approximation methods) [6-81. 
6. Theorem 4.2 can also be based on a multidimensional version of 
Volkov’s Theorem [22] and the fact that /I S, @ S2[t2 + ?](x, JJ) - x2 - y2 11 < 
h2(mI , 4 + h2(m2, 0,). 
7. Theorem 4.7 was suggested by the referee. 
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