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Introduction
The rendezvous search problem for mobile agents is a search optimization problem based on the following question:
How should two mobile agents move along the Ò nodes of a network in order to minimize the time required to meet or rendezvous?
Yu and Yung [23] note that the activities of mobile agents may lead them to networks where, due to faulty nodes, incompatibile naming conventions, or a refusal to provide IDs, the host nodes cannot be uniquely and globally identified. Such problems increase the difficulty of the rendezvous search problem. For example, when the nodes in a network are uniquely numbered, the rendezvous search problem is trivial since identical mobile agents can rendezvous at the node with the lowest identification number. The problem is more difficult if the nodes of the network do not have unique identifiers and becomes even harder if there exists no globally fixed orientation or sense of direction [14] .
Algorithm designers typically break symmetry in the rendezvous search problem either by using randomized algorithms or by having the mobile agents use different deterministic algorithms. (See [1] to [8] , [10] to [12] , [15] , and [17] to [23] ). In fact, Yu and Yung [23] prove that the rendezvous search problem cannot be solved on a general graph if the mobile agents use the same deterministic algorithm. While Baston and Gal [11] mark the starting points of the players, i.e., mobile agents, they still rely on randomization or different deterministic algorithms when solving the rendezvous search problem.
Rather than using randomized algorithms or different deterministic algorithms for various mobile agents, we want to explore how symmetry can be broken with identical tokens. While these tokens are similar to the marked starting points of Baston and Gal [11] , we assume that the mobile agents participating in the rendezvous search problem all run the same deterministic algorithm.
The Network Model
Our model consists of two identical mobile agents that are Ò ¾ nodes apart in an anonymous, synchronous, and possibly oriented Ò node ring. An oriented ring is defined as a ring where all the mobile agents on nodes in the ring share a common orientation, i.e., they agree on the direction considered to be clockwise. A given node requires only enough memory to host a token and at most two mobile agents. Each mobile agent, Å , owns a single identical stationary token, i.e., the tokens are indistinguishable and, once they are positioned in the ring, they cannot be moved.
A token or Å at a given node is visible to all Å s on the same node, but is not visible to any other Å s. The Å s follow the same deterministic algorithm and begin execution at the same time.
Memory permitting, a Å can count the number of nodes visited, the number of nodes between tokens, or the total number of nodes in the network. In addition, a Å might already know the number of nodes in the network, the number of nodes to the nearest token, or some other network parameter and requires sufficient memory to store this information. Since the Å s are identical, they face the same limitations on their knowledge of the network.
Rendezvous occurs when the Å s either meet on a network node or simultaneously cross the same network link while moving in opposite directions. While we are aware of the problems that arise from the latter definition of rendezvous, we defer the study of these problems to a later date. Note that when the number of nodes in the network is odd, rendezvous occurs on a node but when the number of nodes is even, rendezvous occurs on a network link. We assume that rendezvous occurs as soon as possible after the Å s begin travelling in opposite directions, i.e., one Å moves clockwise around the ring, while the other Å moves counterclockwise.
Our Contribution
In this paper, we study the rendezvous search problem for two identical Å s in an anonymous, synchronous, and possibly oriented Ò node ring. Rather than using randomized algorithms or different deterministic algorithms to break symmetry, we use identical stationary tokens to break symmetry so that the Å s can run the same deterministic algorithm. For example, consider an anonymous, synchronous and oriented ring with Ò nodes where two identical Å s are located ½ node apart. If the Å s simultaneously run the same deterministic algorithm, they will not rendezvous since they move in the same direction, at the same speed, and at the same time. Rendezvous is guaranteed, however, if each Å has an identical stationary token that it leaves at its respective starting node. The algorithm directs each Å to walk until a token is reached, reverse direction, and continue walking. Rendezvous will occur after each Å has walked at most three nodes. Consider another example where Ò is even and ¾. Identical tokens cannot be used, in the manner described above, to break symmetry in this case and thus rendezvous is impossible. Our first result is the generalization of this example, i.e., when Ò ¾ it is impossible to construct an algorithm that uses identical stationary tokens to break symmetry and thus solve the rendezvous search problem.
Having established when identical stationary tokens cannot be used to break symmetry, we then consider the ren- To calculate the upper bounds on the time complexity, we present four solutions to the rendezvous search problem when Ò ¾ and identical stationary tokens are used to break symmetry. These solutions, with one exception, prove that the lower bounds in Table 1 
Outline of the Paper
In section 2, we prove that when The results of section 5 imply that finding a Ç´½µ memory solution for the rendezvous search problem requires a change in the model. In section 6, we allow a Å to move a token anytime it resides on the same node as that token.
We present a Ç´½µ memory algorithm that uses these movable tokens to solve the rendezvous search problem when the Å s do not know Ò, , or the orientation of the ring.
The paper concludes with a summary and a short discussion of open problems.
The Feasibility of Rendezvous
Before we construct algorithms that use identical stationary tokens to break symmetry in the rendezvous search problem, we need to identify the conditions under which identical stationary tokens can be used to that end. In Theorem 1 below, we prove that when Ò ¾ , the Å s cannot use identical stationary tokens to break symmetry and thus, if they simultaneously run the same deterministic algorithm, they will not rendezvous. Let the atomic operations in an algorithm be restricted to "release the token", "move one node in a given direction", and "do not move". An algorithm may also contain two constructs. A do-until loop instructs the Å s to perform a finite sequence of operations until a given state occurs, while an if-then statement checks if a given condition holds and, if so, instructs the Å s to perform a finite sequence of operations. The following lemma is needed in the proof of Theorem 1. 
The Time Complexity of Rendezvous
While Theorem 1 proves that identical stationary tokens cannot be used to break symmetry when Ò ¾ , Theorems 2 and 3 below provide the lower and upper bounds for the time complexity of the rendezvous search problem when symmetry can be broken using identical stationary tokens, i.e., Ò ¾ . Proof of Theorem 2. Consider the case where the Å s know . The two Å s begin the rendezvous search problem with the same state. After a Å travels nodes in given direction from its starting node, it has new information because it either finds a token or learns that the token is in the other direction from the starting node. The Å s are still at least nodes apart, however, so a rendezvous will require that the Å s travel at least another ¾ nodes. Since the Å s must travel at least ¿ ¾ nodes for a rendezvous to occur and moving to an adjacent node takes one unit of time, a rendezvous requires at least ¿ ¾ units of time when is known. This proves the lower bound for all cases where is known. Now assume that the Å s do not know but they know Ò, the number of nodes in the ring. One of the Å s may find a token after travelling nodes in a given direction. The other Å , however, will not have any new information until it travels Ò ¾ nodes in the same direction. At that time, the Å s will still be at least nodes apart. Given that the Å s must travel at least Ò· ¾ nodes for a rendezvous to occur, and moving to an adjacent node takes one unit of time, then a rendezvous requires at least Ò· ¾ units of time when Ò is known and is unknown. This proves the lower bound for all cases where Ò is known and is unknown.
Theorem 2 Consider two identical
In the remaining cases, the Å s know neither Ò nor . A Å can count Ñ, the number of nodes from its starting node to the first token, but it cannot tell if Ñ or
adjacent node takes one unit of time, then a rendezvous requires at least Ò · ¾ units of time when Ò and are unknown. This proves the lower bound for all cases where Ò and are unknown.
The upper bounds for the time complexities stated in Table 1 are proven in Theorem 3. They are derived by constructing a solution that ensures a rendezvous under the given conditions, e.g., when and the orientation of the ring are known but Ò is not necessarily known. While the calculation of the lower bounds in Theorem 2 assumes that the Å s have unbounded memory, the memory requirements for the upper bounds are those of the corresponding solution. Proof of Theorem 3. The following four mutually exclusive cases exhaustively describe the subsets of knowledge that a Å may possess about a ring, i.e., Ò, , or the ring's orientation.
Theorem 3 Consider two identical
Case 1: Each mobile agent has memory Ç´ÐÓ µ, knows and the ring's orientation, but may or may not know Ò. With and the orientation known, one of the mobile agents is guaranteed to find a token in steps.
Algorithm for Case 1 1. Release the token. 2. Begin walking around the ring in a counter-clockwise direction. 3. If a token is found within steps, continue walking in the same direction. 4. Otherwise, if no token is found by steps, reverse direction and continue walking.
The mobile agent that finds a token at steps continues walking in the same direction. The other mobile agent reverse its direction and continues walking. Rendezvous will occur in time ¿ ¾ . Case 2: Each mobile agent has memory Ç´ÐÓ µ, knows , does not know the ring's orientation, and may or may not know Ò. Given , a mobile agent needs to walk at most steps before deciding whether to reverse direction.
Algorithm for Case 2 1. Release the token. 2. Choose a direction and begin walking around the ring.
3. If a token is found within steps, continue walking in the same direction. 4. Otherwise, if no token is found by steps, reverse direction and continue walking.
In the worst case, Ò ¿ and the two mobile agents choose opposite directions in step 2 of the algorithm such that they are walking on the ÐÓÒ side of the ring. They each walk steps without reaching a token, so they then reverse direction and walk until rendezvous occurs. At time ¾ , each mobile agent is back at its original position, i.e., where it released its token in step 1, so the mobile agents will rendezvous in an additional ¾ steps. As a result, the algorithm ensures a rendezvous in time ¾ .
Case 3: Each mobile agent has memory Ç´ÐÓ Òµ, knows Ò, does not know and may or may not know the orientation. Given Ò, a mobile agent walks at most Ò ¾ steps before deciding whether to reverse direction.
Algorithm for Case 3 1. Release the token. 2. Choose a direction and begin walking around the ring. 3. If a token is found within Ò ¾ steps, continue walking in the same direction. 4. Otherwise, reverse direction at Ò ¾ steps and continue walking.
In the worst case, the two mobile agents choose the same direction in step 2 of the algorithm. One of the mobile agents walks Ò ¾ steps, finds no token, and thus reverses direction and continues walking. The other mobile agent walks steps, finds a token, maintains the current direction, and continues walking. As a result, rendezvous occurs in time Ò· ¾ . Case 4: Each mobile agent has memory Ç´ÐÓ Òµ and knows the ring's orientation, but does not know Ò or .
Algorithm for Case 4 1. Release the token. 2. Choose a direction and begin walking around the ring. 3. Count the number of steps to the first token, AE ½ , and continue walking. 4. Count the number of steps to the second token, AE ¾ . /*The mobile agent is back at its starting node.*/ 5. If AE ½ AE ¾ , continue walking in the same direction. 6. Otherwise, reverse direction and continue walking.
In the worst case, the two mobile agents choose the same direction in step 2 of the algorithm and thus rendezvous will occur in time Ò · ¾ .
All of the algorithms discussed so far require either Ç´ÐÓ µ or Ç´ÐÓ Òµ memory. In the special case where is known to be less than or equal to Ò ¿ , there exists an algorithm that achieves rendezvous with memory Ç´½µ. In the worst case, the Å s will travel in the same direction. One Å will find a token after travelling nodes in the given direction, and will reverse direction and continue to travel. At time ¾ , this Å will have returned to its original position. 
Memory Tradeoff
With Ç´ÐÓ Òµ memory, the Å s can detect if Let ´Ñµ denote the number of prime numbers less than or equal to Ñ. Apostol [9] states that for any integer Ñ, Construct the following sequence of bits for each node in the ring. Let the first Ñ bits in the sequence for a given node be the Ñ bits stored in the memory of the first Å to visit that node. Every time that a Å visits a node, the Ñ bits stored in the Å 's memory at that time are appended to the sequence. Let Ö denote the number of complete trips around the ring completed by a Å in algorithm . Given a unidirectional ring, the two Å s will complete the same number of rounds when Ò ¾ , otherwise one Å would pass the other and rendezvous would occur. After Ö rounds of algorithm , the resulting sequence of bits for a given node will contain at least ÖÑbits, where ¾ is the number of Å s. The ¾ÖÑbits stored at a given node represent the histories, i.e., the interleaved sequence of states, of the Å s at that node. In a ring with Ò nodes where Ò is sufficiently large, i.e., Ò ¾ÖÑ, two such constructed sequences of bits will be identical, i.e., two distinct nodes will have the same sequence of ¾ÖÑbits. If Ò is large enough, these two nodes will not be separated by a token.
Let ÒÓ and ÒÓ denote the two nodes with identical bit sequences, where ÒÓ precedes ÒÓ in the unidirectional ring. By the construction of the bit sequences, Å ½ is in the same state at ÒÓ as it is at ÒÓ for each of the Ö complete rounds of the algorithm. 
Constant Memory
The preceding theorem indicates that if the Å s have Ç´½µ memory and do not know Ò, , or the orientation of the ring, then the rendezvous search problem cannot be solved in the given model. We need to change the model if we want to solve the rendezvous search problem in such cases. Suppose we change the model so that, upon meeting a token, a Å can move that token to an adjacent node. We prove, in 
Conclusion
After proving that identical stationary tokens cannot be used to break symmetry in the given model when Ò ¾ , we derive the lower and upper bounds on the time complexity of the rendezvous search problem when the mobile agents successfully use such tokens to break symmetry. We then present an algorithm that suggests there is a tradeoff between the mobile agents' memory size and the time complexity of the rendezvous search problem. We prove that this tradeoff is limited, however, by showing that ¢´ÐÓ ÐÓ Òµ memory enables the mobile agents to stop when Ò ¾ and rendezvous otherwise. As a result, constructing a Ç´½µ memory algorithm that solves the rendezvous search problem requires a change in the model. Suppose that the identical tokens are no longer stationary, i.e., upon meeting a token, a Å can move that token to an adjacent node. We present a Ç´½µ memory algorithm that uses such tokens to break symmetry and solve the rendezvous problem.
Our discussion of lower and upper bounds on the time complexity of the rendezvous search problem contains an open problem. If the Å s know but do not know the orientation of the ring, then the lower bound for the time complexity of the rendezvous search problem is ¿ ¾ but the upper bound is ¾ . In future research, it would be interesting to study how changes in the model affect the time complexity of the rendezvous search problem. For example, one might study a network topology that differs from the ring or the case where each mobile agent has more than one token.
