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A Galerkin finite element method that uses piecewise bilinears on a simple
piecewise equidistant mesh is applied to a linear convection-dominated
convection-diffusion problem in two dimensions. The method is shown to be
convergent, uniformly in the perturbation parameter, of order Ny1 ln N in a
global energy norm and of order Ny1r2 ln3r2 N pointwise near the outflow
 2 .boundary, where the total number of mesh points is O N . Q 1997 Academic Press
1. INTRODUCTION
We shall examine a polynomial-based finite element method for the
numerical solution of the singularly perturbed linear elliptic boundary
value problem
Lu ' y«Du q a ? =u q bu s f on V ' 0, 1 = 0, 1 , 1.1a .  .  .
u s g on ­ V , 1.1b .
a s a , a G a , a ) 0, 0 , 1.1c .  .  .  .1 2
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where « is a small positive parameter and the functions a, b, and f are
smooth. The solution u will in general vary rapidly in a layer region of
  ..  . < 4width O « ln 1r« at the outflow boundary x, y g ­ V x s 1 or y s 1
 w x.see, e.g., 4, 10 .
We may also assume without loss of generality that
1
b y div a ) 0 on V 1.2 .
2
and that
b G 0 on V . 1.3 .
 .  .For « sufficiently small, the inequalities 1.2 and 1.3 can always be
 . u  xqy .  .achieved by a transformation of the form u x, y ¬ e ¨ x, y for
some bounded positive constant u .
In Section 2, we shall for simplicity make certain assumptions regarding
the data of the problem. These assumptions effectively exclude internal
layers and layers caused by data incompatibility at the corners of the unit
square. Thus our solution exhibits layers only at the outflow boundaries.
 .These layers are exponential, because 1.1c excludes parabolic boundary
 .  w x.layers from the solution of 1.1 see, e.g., 4, 10 .
For small values of « , it is well known that classical numerical methods
 .for 1.1 are unstable. Methods that use some form of upwinding have
often been used to generate stable numerical solutions. We direct the
w xreader to 4, 10 for a summary and discussion of previous numerical work
on this problem.
w xIn the present paper we use an idea of Shishkin 11 , who proposed a
new numerical method for singularly perturbed differential equations. His
approach is to use upwinded difference schemes on a special mesh that is
refined in regions where boundary layers occur. The difference scheme
generated satisfies a discrete maximum principle, and the analysis that he
presents relies on this property.
 .We shall show that, to obtain an accurate method for 1.1 , one does not
need to upwind the difference scheme; it is sufficient to use Shishkin's
special mesh. Our finite element method is not upwinded and does not in
general satisfy a discrete maximum principle. That is, pro¨ided that the
mesh is suitably chosen, this alone is sufficient to yield a theoretically con¨er-
gent numerical method for this singularly perturbed problem. Results for
w xanalogous methods are known for problems in one dimension 1, 12 , but
the present paper is the first to analyse non-monotone numerical methods
on Shishkin meshes for singularly perturbed two-dimensional problems.
We shall prove two different convergence results for our method. These
estimates are uniform in the singular perturbation parameter « . Methods
w xwith this property are discussed at length in 4, 10 and yield accurate
solutions irrespective of how small « is.
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Our first result, proved in Section 5, is an error bound of order
Ny1 ln N in an «-weighted energy norm that is sensitive to the error on all
  2 . .of V. Here the total number of mesh points is O N . The only previous
 .numerical method for 1.1 that achieved «-uniform convergence in this
w xnorm was the exponentially fitted finite element method of 5, 6, 9 , where
convergence of order Ny1r2 was attained. Thus the method described
below is substantially better; it yields a higher order of convergence while
being less expensive computationally.
In Section 6 our second convergence result shows that our method is
pointwise convergent of order Ny1r2 ln3r2 N, uniformly in « , at those
nodes in the fine part of the Shishkin mesh that lie inside the boundary
layer. Such pointwise convergence can be achieved on an equidistant mesh
w xonly if the scheme has an exponential nature, as shown by Roos 7 . Thus
our polynomial scheme achieves a degree of accuracy comparable with
that attained by more expensive exponentially based schemes.
Notation. Throughout the paper we shall use C sometimes sub-
.scripted to denote a generic constant that is independent of « and of the
mesh.
2. THE CONTINUOUS PROBLEM
 .We need precise bounds on certain derivatives of the solution u x, y of
 .1.1 . To prove such bounds, one must first establish that u is sufficiently
smooth on V. Here and below, R denotes the closure of any subset R of
.V. Conditions that ensure this smoothness are presented in Han and
w xKellogg 3 and its references.
w xRoos 8 assumes that
a , a , b , and f are sufficiently smooth, 2.1a .1 2
g ' 0, 2.1b .
­ iq j f x , y .
s 0, for 0 F i q j F 2, at the corner 0, 0 of V . 2.1c .  .i j­ x ­ y
He then deduces
THEOREM 2.1. We can express u as
u s ¨ q w ,
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where w s w q w q w and1 2 12
iq j­ ¨ x , y .
F C ,i j­ x ­ y
iq j­ w x , y .1 yi ya 1yx .r«F C« e ,i j­ x ­ y
iq j­ w x , y .2 yj ya 1yy .r«F C« e ,i j­ x ­ y
iq j­ w x , y .12 y iqj. ya 1yx .r« ya 1yy .r«F C« e e ,i j­ x ­ y
 .for all x, y g V and 0 F i q j F 2.
Assumption 2.2. From the rest of this paper, we assume that the
 .  .conditions 2.1 hold true. Consequently Theorem 2.1 is valid.
3. A CLASSICAL DISCRETIZATION
ON A SHISHKIN MESH
2 . 5 5DEFINITIONS. We denote the L V norm by ? , and we define an
«-weighted energy norm by
1r22 2 1A A 5 5 5 5¨ ' « =¨ q ¨ for all ¨ g H V , 3.1 4  .  .
1 .where H V is the usual Sobolev space of functions whose first-order
2 . 1 .  1 . < 4partial derivatives lie in L V . We set H V s ¨ g H V : ¨ s 0 .­ V0
 .A weak formulation of problem 1.1 , with homogeneous boundary
conditions, is
find u g H 1 V such that .0
B u , ¨ ' « u , ¨ q « u , ¨ q a.=u q bu, ¨ s f , ¨ .  .  .  .  .x x y y
for all ¨ g H 1 V , 3.2 .  .0
 . 2 .where ?, ? denotes the usual L V inner product.
 .Using 1.2 , we obtain easily the following result.
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1 .  . A A 2THEOREM 3.1. For all ¨ g H V , we ha¨e B ¨ , ¨ G C ¨ .0 1
 .We shall discretize the weak form 3.2 by means of a Galerkin finite
element method on a special rectangular mesh. Our trial space consists of
piecewise bilinears.
The nodes of the rectangular mesh are obtained from the tensor product
of a set of N points in the x direction and a set of N X points in the y
direction. For notational simplicity we shall assume that N s N X; when
this is not the case, it is easy to show that the analysis is still valid, provided
only that the ratios NrN X and N XrN are bounded by some constant C.
Let N be a positive, even integer. Set
s s min 0.5, 2ra « ln N . 4 .
w xThen the parameter 1 y s is the point in 0.5, 1 at which the Shishkin
mesh switches from coarse to fine. We shall in fact assume throughout that
2ra « ln N F 0.5, .
which is reasonable in practice. If this inequality is false, then the analysis
.  .below still holds true after minor modifications. Thus s s 2ra « ln N in
what follows. Set
H s 2 1 y s rN , .
h s 2srN ,
and
iH , for i s 0, 1, . . . , Nr2,
x s y si i  1 y s q h i y Nr2 , for i s Nr2 q 1, Nr2 q 2, . . . , N. .
w xThen the piecewise equidistant Shishkin mesh 11 is obtained by drawing
 .lines parallel to the x-axis and y-axis through the nodes x , y . It is coarsei j
w x w xand equidistant on 0, 1 y s = 0, 1 y s but is much finer near the
outflow boundary of V.
Remark 3.2. The idea of choosing a special mesh a priori goes back at
w xleast to Bakhvalov 2 . Bakhvalov's mesh was later simplified by VulanovicÂ
w x w x13 , but the meshes of 2, 13 are graded, whereas Shishkin uses a simpler
piecewise equidistant mesh. The Bakhvalov]Vulanovic mesh, like thoseÂ
used in adaptive methods, resolves the layer. That is, the mesh is refined
throughout regions where low order derivatives of the solution are large.
The Shishkin mesh is more economical in its use of mesh points since it
resolves only part of such regions. More precisely, even though the
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  ..boundary layer is of width O « ln 1r« , the Shishkin mesh is fine on a
 .region only of width O « ln N . When, as usual in practice, we have
1r« 4 N, the Shishkin mesh is coarse in part of the boundary layer.
We take our trial and test space S N to be the set of all piecewise
bilinears on this mesh that vanish on ­ V, with the usual basis functions
 i, j . 4 i, j .f x, y : 1 F i, j F N y 1 , where for each i and j one has f x , yr s
 .s d d for 0 F r, s F N. Our finite element approximation to u x, y isi r js
N . N Ndenoted by u x, y . We define u g S by
B uN , f s f , f for all f g S N . 3.3 .  . .
Theorem 3.1 implies that uN is uniquely defined.
Here we assume that all integrals can be evaluated exactly. If this is not
the case, then a suitable quadrature rule must be used.
 .  .We shall use the notation z ' z x , y , for various functions z ?, ? .i, j i j
4. L` AND ENERGY NORM INTERPOLATION ERRORS
I .  .Let u x, y denote the bilinear interpolant to u x, y on our mesh.
Using the decomposition of u provided by Theorem 2.1, we obtain a
5 I 5 ` A I Abound on u y u . This bound is then used to estimate u y u .L V .
 .  .LEMMA 4.1. Let R denote the open rectangle x , x = y , y fori j i iq1 j jq1
2 I .some fixed i and j. Let z g C R and let z be its bilinear interpolant oni j
R . Theni j
5 I 5 `z y z L R .i j
xiq12
`5 5F min C x y x z , max z s, y ds .  .L R . Hiq1 i x x xi j 5y FyFy xj jq1 i
yjq12
`5 5q min C y y y z , max z x , t dt . .  .L R . Hjq1 j y y yi j 5x FxFx yi iq1 j
4.1 .
r , s . r , s .Proof. Each bilinear basis function f x, y satisfies f x, y s
 . s . sf x f y , where f and f are piecewise linear basis functions. Forr r
 .x, y g R ,i j
jq1
I sz y z x , y F z x , y y z x , y f y .  .  .  .  . s
ssj
jq1 iq1
sq f y z x , y y z f x . 4.2 .  .  .  . s r s r
ssj rsi
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The standard error estimate for linear interpolation in one dimension
yields
jq1
2sz x , y y z x , y f y F C y y y z x , ? .` .  .  .  .  . w xs jq1 j y y L y , yj jq1
ssj
Alternatively, we may estimate as follows:
jq1 jq1
s sz x , y y z x , y f y s z x , y y z x , y f y .  .  .  .  .  . . s s
ssj ssj
jq1 yjq1sF f y z x , t dt .  . H y
tsyjssj
yjq1
s z x , t dt. .H y
tsyj
<  .We can obtain an analogous pair of estimates for the term z x, y ys
iq1  . <  . z f x . Then combining all four estimates with 4.2 completes thers i r , s r
 .proof of 4.1 .
2 .We set V s 0, 1 y s and V s V _ V . That is, V is the region on0 s 0 0
which the mesh is coarse, while the mesh is fine on V .s
THEOREM 4.2. We ha¨e
y2CN , if x , y g V , . 0Iu y u x , y F .  . y2 2 CN ln N , if x , y g V . . s
Proof. Recall that u s ¨ q w, by Theorem 2.1. We shall repeatedly use
the pointwise bounds stated in this theorem. Writing uI s ¨ I q w I with
the obvious notation, we have
5 I 5 ` y2¨ y ¨ F CNL V .
 .by 4.1 .
< I . . <Now consider w y w x, y . When x y x s h, the boundiq1 i
 .2 5 5 `  .C x y x w from 4.1 is effective; when x y x s H, weL R .iq1 i x x iq1 ii j
x iq1 <  . < ya 1yx iq1.r«use instead max H w s, y ds and note that e Fy F y F y x xj jq1 i
eya s r« s Ny2 . We make an analogous choice of either the w or w termy y y
to complete the argument.
The pointwise bound of Theorem 4.2 is now used to obtain an energy
norm bound on u y uI.
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THEOREM 4.3. We ha¨e
A I A y1u y u F CN ln N.
Proof. By Theorem 3.1,
A I A 2 I IC u y u F B u y u , u y u .1
I I I I Ãs y«D u y u q a.= u y u q b u y u , u y u .  .  . .
Ny1
1 I Iq « u y u x , y I u y dy .  .  .  . .H xi x i
ys0 is1
Ny1
1 I Iq « u y u x , y I u x dx , 4.3 .  .  .  .  . .yH j y j
xs0 js1
 .where denotes integration over D R defined in Lemma 4.1 andÃ i, j i, j
I z y ' z xq, y y z xy, y , .  .  .  .x i ii
I z x ' z x , yq y z x , yy . .  .  .  .y j jj
 .We deal separately with each of the three groups of terms in 4.3 .
I  .As u is piecewise bilinear and u satisfies 1.1 ,
I I I I Ãy«D u y u q a.= u y u q b u y u , u y u .  .  . .
I I I Ãs f y a.=u y bu , u y u .
5 I 5 1 5 I 5 `F C q a.=u u y u , 4.4 . .L V . L V .
5 I 5 ` 5 5 ` since u F u F C the last inequality is implied by Theo-L V . L V .
.rem 2.1 .
Now for each i and j,
yjq1I I Iu s, t ds dt s u x , y y u x , y dy .  .  .H Hx iq1 i
R ysyi j j




I < <u s, t ds dt F y y y u y u .  .  H x jq1 j iq1, m i , m2V js0 msj is0
jq1Ny1 Ny1 x1 iq1
F y y y u s, y ds .  .   Hjq1 j x m2 xijs0 msj is0
F C ,
1 <  . <since H u s, y ds F C for 0 F y F 1 by Theorem 2.1.0 x
Similarly
Iu s, t ds dt F C. .H y
V
It follows that
Ia.=u s, t ds dt F C. 4.5 .  .H
V
 .  .Combining 4.4 , 4.5 , and Theorem 4.2, we obtain
I I I I y2 2Ãy«D u y u q a.= u y u q b u y u , u y u F CN ln N. .  .  . .
4.6 .
 . INext, consider the second group of terms in 4.3 . As u is piecewise
bilinear, we see that
uI x , y y uI x , y uI x , y y uI x , y .  .  .  .iq1 i i iy1II u y s y . .  . .xx i x y x x y xiq1 i i iy1
Consequently
yjq1 I Iu y u x , y I u y dy .  .  .  . .H xi x i
ysyj
« u y u u y uiq1, j i , j i , j iy1, jI
`5 5F y y y u y u y . L V .jq1 j 2 x y x x y xiq1 i i iy1
u y u u y uiq1, jq1 i , jq1 i , jq1 iy1, jq1q y . 4.7 .5x y x x y xiq1 i i iy1
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Now
xu y u 1 iq1iq1, j i , j s u x , y dx F u ?, y .  . `H x j x j  .L x , xi iq1x y x x y x xsxiq1 i iq1 i i
and
x¡ tiq1
u x , y dx dt , if i - Nr2, .H H x x j /tsx xstyHi~u y 2u q u siq1, j i , j iq1, j x tiq1
u x , y dx dt , if i ) Nr2. .H H x x j¢  /tsx xstyhi
Hence, recalling the decomposition u s ¨ q w of Theorem 2.1, we obtain
¡H ¨ ?, y , if i - Nr2, . `x x j  .L x , xiy1 iq1
¨ y ¨ ¨ y ¨iq1, j i , j i , j iy1, j ~2 ¨ ?, y , if i s Nr2, . `y F x j  .L x , xiy1 iq1x y x x y xiq1 i i iy1 ¢h ¨ ?, y , if i ) Nr2, . `x x j  .L x , xiy1 iq1
and
¡2 w ?, y , if i - Nr2, . `x j  .L x , xiy1 iq1
w y w w y wiq1, j i , j i , j iy1, j ~2 w ?, y , if i s Nr2, . `y F x j  .L x , xiy1 iq1x y x x y xiq1 i i iy1 ¢h w ?, y , if i ) Nr2. . `x x j  .L x , xiy1 iq1
Thus, using Theorem 2.1 and eya s r« s Ny2 , we get
u y u u y uiq1, j i , j i , j iy1, jy
x y x x y xiq1 i i iy1
¡ y1 y1C q C« N , if i - Nr2;
y1 y2 a h r«~F C q C« N e , if i s Nr2;¢ y2 ya 1qx .r«iq1Ch q C« he , if i ) Nr2.
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 .Combining these last inequalities with 4.7 yields
N




`5 5F C y y y u y u . L V .jq1 j
js0
jq1
y1 y2 a h r«= N q 1 q N e  /
msj i-Nr2
q Ny1 q «y1 heya 1yx iq1.r« . 5
i)Nr2
jq1Ny1








1y1 a h r« ya 1yx .r«1 q « e e dx , H 5
xs1ysmsj
5 I 5 `F C u y u L V .
F CNy2 ln2 N ,
by Theorem 4.2, where we also used the inequality ea h r« s e4 Ny1 ln N F C.
An analogous argument yields the same upper bound for the third
 .  .  .term in 4.3 . Combining these upper bounds with 4.6 and 4.3 , we are
done.
 . ya 1yx .r«Remark 4.4. Consider z x, y s e , which is a typical boundary
layer function. Writing z I for the bilinear interpolant to z on our mesh, a
calculation shows that
A I A y1z y z s O N ln N . .
Consequently the bound of Theorem 4.3 is optimal.
5. ENERGY NORM ERROR ESTIMATE
A N AIn this section we derive an estimate for u y u .
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THEOREM 5.1. We ha¨e
A N A y1u y u F CN ln N.
Proof. First, Theorem 3.1 yields
A I N A 2 I N I NC u y u F B u y u , u y u .1
s B uI y u , uI y uN q B u y uN , uI y uN .  .
s B uI y u , uI y uN , 5.1 .  .
 .  .using 1.1 and 3.7 . Now
I I NB u y u , u y u .
I I Ns « = u y u , = u y u .  . .
I I I Nq a.= u y u q b u y u , u y u .  . .
I I N I I Ns « = u y u , = u y u y u y u , a.= u y u .  .  . .  .
I I Nq b y div a u y u , u y u .  . .
I I N I I N 22A A A A 5 5F C u y u ? u y u q u y u a.= u y u .  .L VL V . 00
I I N 1`5 5q u y u a.= u y u . 5.2 .  . .L VL V . ss
Applying a standard inverse inequality on the equidistant coarse mesh
yields
I N I N2 25 5a.= u y u F CN u y u . 5.3 .  . .L V L V .0 0
Using the Cauchy]Schwarz inequality,
1r2I N I N1 2a.= u y u F meas V a.= u y u .  .  . .  .L V L Vss s
1r2 1r2 I N 2F C« ln N a.= u y u .  .L V s
1r2 A I N AF C ln N u y u . 5.4 .
 .  .Combining 5.1 ] 5.4 , we obtain
A I N AC u y u1
A I A 5 I 5 2 5 I 5 ` 1r2F C u y u q N u y u q u y u ln N 4L V . L V .0 s
F CNy1 ln N ,
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from Theorems 4.2 and 4.3. The result now follows from a triangle
inequality and Theorem 4.3.
Remark 5.2. Theorem 5.1 and Remark 4.4 show that uN is an optimal
A Aapproximation to u with respect to ? .
Remark 5.3. When « is small, a numerical method that achieves
convergence only with respect to a weak norm may not in fact compute an
accurate approximation of the exponential layers present in the solution of
 .1.1 . For example, although
5 ya 1yx .r« 5 `e s 1,L V .
one has only
ya 1yx .r« ya 1yx .r«’2 15 5 5 5e s O « and e s O « , . .L V . L V .
so convergence in either of these two norms is by itself too weak to ensure
numerical accuracy of a computed solution. On the other hand, the norm
A A? is adequate for measuring accuracy within such layers, since
A ya 1yx .r« Ae s O 1 . .
Thus Theorem 5.1 implies that our Galerkin method computes accurate
approximations of layers of the form eya 1yx .r« and eya 1yy .r«. Neverthe-
less, the corner layer
eya 1yx .r«eya 1yy .r«
is still effectively invisible to this energy norm since
ya 1yx .r« ya 1yy .r« ’A Ae e s O « . .
Consequently, in the next section, we shall derive an L`-norm error
estimate that implies that our Galerkin method does succeed in approxi-
mating the corner layer.
6. A NODAL ERROR ESTIMATE ON THE FINE MESH
 .Suppose that the node x , y lies in V _ ­ V. In this section we use am n s
< N . . <discrete Green's function to estimate u y u x , y .m n
At least one of the inequalities x G 1 y s , y G 1 y s is true. As-m n
sume for the present that
x G 1 y s . 6.1 .m
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N  .Let G g S be the discrete Green's function associated with x , y , i.e.,m n
G satisfies
B ¨ , G s ¨ x , y ;¨ g S N . 6.2 .  .  .m n
Theorem 3.1 implies that G is uniquely defined.
A AWe first obtain a bound on G , under the additional assumption that
y F 1 y s .n
LEMMA 6.1. Assume that x G 1 y s and that y F 1 y s . Thenm n
A A 1r2 1r2G F CN ln N.
 .Proof. Using Theorem 3.1 and 6.2 ,
12A AC G F B G, G s G x , y s y G t , y dt. 6.3 .  .  .  .H1 m n x n
tsxm
Applying an inverse estimate for piecewise linear functions of one variable,
we see that
1
G t , y dt .H x n
tsxm
y1 ny1F C y y y G t , y dy dt .  .H Hn ny1 x
tsx ysym ny1
1r2 1r2 1r2 5 5F C« N ln N G , 6.4 .x
 .y1r2where we have used the Cauchy]Schwarz inequality, y y y sn ny1
y1r2 1r2  .H F CN , and 6.1 .
 .  .Combine 6.3 and 6.4 to complete the argument.
Remark 6.2. If y ) 1 y s , then y y y s h, so the argument ofn n ny1
A A y1r2 1r2Lemma 6.1 yields only G F C« N .
< N . . <We now use Lemma 6.1 to bound u y u x , y .m n
THEOREM 6.3. Assume that x G 1 y s and that y F 1 y s . Thenm n
N y1r2 3r2u y u x , y F CN ln N. .  .m n
 .Proof. Since x , y is a node,m n
u y uN x , y s uI y uN x , y .  .  .  .m n m n
s B uI y uN , G , by 6.2 , .  .
s B uI y u , G , by 1.1 and 3.3 , .  .  .
s « = uI y u , =G q a.= uI y u .  . . 
qb uI y u , G . 6.5 .  ..
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First,
I I y1r2 3r2A A A A« = u y u , =G F u y u ? G F CN ln N , 6.6 .  . .
by Theorem 4.3 and Lemma 6.1.
Furthermore,
I Ia.= u y u q b u y u , G .  . .
Is u y u , ya.=G q b y div a G . .
5 I 5 2 5 5 2 5 I 5 ` 5 5 1F C u y u =G q u y u =G L V . L V . L V . L V .0 0 s s
5 I 5 5 5q u y u ? G 4
1r2y1 y2 25 5 5 5F C N G q N ln N meas V =G .  . s
y2 2 5 5q N ln N G , 6.7 .  .4
5 5 2where we used Theorem 4.2, the standard inverse estimate =G FL V .0
5 5 2CN G , and the Cauchy]Schwarz inequality. Now Lemma 6.1 andL V .0
 .6.7 together imply that
I I y1r2 1r2a.= u y u q b u y u , G F CN ln N. 6.8 .  .  . .
 .  .  .Combine 6.5 , 6.6 , and 6.8 to finish the proof.
The following analogous result clearly holds true also.
COROLLARY 6.4. Assume that y G 1 y s and x F 1 y s . Thenn m
N y1r2 3r2u y u x , y F CN ln N. .  .m n
< N . . <  .We now have a bound on u y u x , y for nodes x , y g V ,m n m n s
 .  .2provided that x , y f 1 y s , 1 . A more complicated approach is usedm n
 .to deal with these remaining nodes in V . See Remark 6.2.s
THEOREM 6.5. Suppose that x ) 1 y s and y ) 1 y s . Then for Nm n
 .sufficiently large independently of the ¨alue of « ,
N y1r2 3r2u y u x , y F CN ln N. .  .m n
 .2Proof. Set V s 1 y s , 1 . Define1
B ¨ , w s « =¨ , =w q a.=¨ q b¨ , w ;¨ , w g H 1 V , .  .  .  .1 11
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 . 2 .where ?, ? denotes the L V inner product. Let1 1
1r2 1A A¨ s « =¨ , =¨ q ¨ , ¨ ;¨ g H V . 4 .  .  .1 1 1 1
Like Theorem 3.1, we have
2 1A AB ¨ , ¨ G C ¨ ;¨ g H V l C V . 6.9 .  .  .  .11 1 0 1
Let S N denote the set of piecewise bilinear functions on V that vanish1 1
on ­ V . Define the piecewise bilinear function ¨ N on V by1 1
B ¨ N , f s f , f ;f g S N , 6.10a .  . .1 1
¨ N x , y s u x , y ; x , y g ­ V . 6.10b .  .  .  .i j i j i j 1
 . N NInequality 6.9 implies that B is coercive over S = S , so the function1 1 1
N  .¨ is well defined, since 6.10 is equivalent to
B ¨ N y uI , f s f , f y B uI , f ;f g S N , . .  .1 1 1
¨ N y uI g S N . . 1
< N . . < < N . . < < N N . . <Clearly u y u x , y F u y ¨ x , y q ¨ y u x , y .m n m n m n
< N . . <We first bound u y ¨ x , y by using the method of Theorem 6.3.m n
Let G g S N satisfy1 1
B ¨ , G s ¨ x , y ;¨ g S N . 6.11 .  .  .1 1 m n 1
We can follow the proof of Lemma 6.1 to obtain
A A y1r2 1r2G F C« N , 6.12 .1
 .y1r2 y1r2  .since now y y y s h see Remark 6.2 .n ny1
The proof of Theorem 4.3 can likewise be modified to yield
A I A 1r2 y1 3r2u y u F C« N ln N. 6.13 .1
Here the main changes are that in two places
Ny1




y y y s s , . jq1 j
jsNr2
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 .and in 4.4 the constant C should be replaced by
5 I 5 1 2 2f y bu F C meas V s C« ln N. .L V . 11
 .  .Finally, using 6.12 and 6.13 in an analogue of the proof of Theorem
6.3, where all integrals are now over V , leads to1
N y1r2 3r2u y ¨ x , y F CN ln N. 6.14 .  .  .m n
 .Note that, to obtain 6.14 , one needs
1r2I I y2 32 `5 5 5 5u y u F u y u meas V F C« N ln N. .L V . L V . 11 1
< N N .To complete the proof of the theorem, we need to bound ¨ y u
 . <x , y .m n
 .  .From 3.3 and 6.10a ,
B ¨ N y uN , f s 0 ;f g S N . 6.15 . .1 1
 .Write the linearly independent equations obtained from 6.15 by taking
f s f r , s for Nr2 - r, s - N, together with the Dirichlet boundary condi-
tions
¨ N y uN x , y s u y uN x , y ; x , y g ­ V , .  .  .  .  .i j i j i j 1
as the matrix-vector equation
TN N NL ¨ y u s h , .
say, where T denotes transpose, and LN is applied to the nodal values of
¨ N y uN.
Consider the entries of the matrix LN. Those associated with y«Du will
 y2 .  y1 .  .be O « h , while a.=u yields O h terms and bu yields O 1 terms.
Since h < « for N sufficiently large and y«Du contributes to each
coefficient in the nine-point scheme generated, the signs of the nonzero
entries will be the same as the signs of the y«Du terms. That is see, e.g.,
w  .x. NWait and Mitchell 14, Eq. 4.42a , the diagonal entries in L will be
positive with all off-diagonal entries nonpositive. We also observe that in
each row, adding the entries associated with y«Du q a.=u will yield a
sum of zero, since the discretization of y«Du q a.=u can be expressed as
 .a sum of divided differences. Furthermore, in each row, 1.3 implies that
adding the entries associated with bu will yield a non-negative total.
UNIFORMLY CONVERGENT GALERKIN METHOD 53
These properties together imply that LN is an M-matrix and satisfies a
discrete maximum principle.
 < N . . <  . 4Set K s max u y u x , y : x , y g ­ V . Let K denote the col-i j i j 1
 .T Nr2q1.2umn vector K, . . . , K g R . Then
TN N NL K " ¨ y u G 0, . /
 . Nfrom 6.15 , the definition of K, and the row properties of L described
 .above. The discrete maximum principle then implies that, for all x , y gi j
V ,1
N N y1r2 3r2¨ y u x , y F K F CN ln N , 6.16 .  .  .i j
 .from Theorem 6.2, Corollary 6.4, and 6.10b .
 .  .Combine 6.14 and 6.16 to complete the proof.
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