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Abstract
In dimensions up to five Belitskiı˘’s algorithm is used to describe the set of canonical forms
for upper triangular matrices under upper triangular similarity.
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The canonical form problem for upper triangular matrices under upper triangular
similarity (see [2,3]) has been solved by Belitskiı˘’s algorithm. Belitskikiı˘’s algorithm
works in a much broader setting, reducing a matrix A to a canonical form under -
similarity, for a reduced t × t algebra (see [2]). The set Tn×n of all upper triangular
n × n matrices is a reduced 1 × 1 algebra, and every A ∈ Tn×n is reduced to Tn×n-
canonical form by Belitskiı˘’s algorithm. Moreover, in this case the algorithm is very
simple and works for any field. Unfortunately, there is no explicit general description
of the set of Belitskiı˘’s canonical forms. It is known (see [1]), that in dimension 6
or more, there are infinitely many upper triangular similarity classes of nilpotent
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matrices if the underlying field is infinite. Using Belitskiı˘’s algorithm we explicitly
describe canonical forms for 5 × 5 upper triangular matrices under upper triangular
similarity.
Definition 1. Let Tn×n be the algebra of n × n upper triangular matrices over a field
F . Two matrices A,B ∈ Tn×n are said to be t-similar if there exists a nonsingular
matrix S ∈ Tn×n such that SAS−1 = B. A transformation A −→ SAS−1 is called a
t-transformation.
Theorem 2. Let A be any 5 × 5 upper triangular matrix with zero diagonal. Then
A is t-similar to exactly one upper triangular matrix that is either a matrix in which
each row and each column have at most one 1 and the other entries are 0, or one of
the following nine matrices:


0 1 1 0 0
0 0 0 0
0 1 0
0 0
0

 ,


0 1 1 0 0
0 0 0 1
0 1 0
0 0
0

 ,


0 1 1 0 0
0 0 0 0
0 1 0
0 1
0

 ,


0 1 0 1 0
0 0 0 0
0 0 0
0 1
0

 ,


0 0 1 1 0
0 0 0 0
0 0 0
0 1
0


,


0 1 1 0 0
0 0 0 0
0 0 1
0 0
0

 ,


0 0 0 0 0
0 1 1 0
0 0 0
0 1
0


,


0 1 0 0 0
0 1 1 0
0 0 0
0 1
0


,


0 0 0 1 0
0 1 1 0
0 0 0
0 1
0


.
Let us first briefly describe Belitskiı˘’s algorithm in the case of upper triangular
matrices. Elements of a matrix A = [aij ] are ordered by following the path from
bottom to top and in each row from left to right:
an,n; an−1,n−1, an−1,n; an−2,n−2, an−2,n−1, an−2,n; . . . (1)
The goal of Belitskiı˘’s algorithm is to simplify the first entry in the sequence, then
the second entry, and so on. By ‘simplifying’ we mean replacing (by a t-similarity
transformation) the entry by 0 if possible. If this is not possible, we want to get the
entry under consideration to be 1. If none of these reductions is possible, then we
continue with the next entry in the sequence. Of course, at each step we take care not
to spoil any of the reductions obtained so far. In our case of upper triangular matrices
there is nothing to do when we arrive at a diagonal entry, as it is already 0.
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Belitskiı˘’s algorithm can be described more formally as follows. We start with a
pair (A(0),(0)), where A(0) = A and (0) = Tn×n. Then we construct inductively
the pairs (A(k),(k)), where A(k) is an upper triangular matrix (the matrix obtained
after the kth step of the algorithm) and (k) is a sub-algebra of Tn×n of so called
admissible transformations (algebra generated by invertible upper triangular matrices
T , such that the t-transformation induced by T does not affect the entries that have
been reduced so far by the algorithm). If there exists an invertible T ∈ (k) such that
the transformation A(k) −→ T A(k)T −1 reduces the next entry ((k + 1)st element
of the sequence (1)) then A(k+1) = T A(k)T −1 and (k+1) is a sub-algebra of (k)
defined as above. Reduction means reducing an entry to 0 and if this is not possible
to 1. The theory developed by Belitskiı˘ ensures that if neither of the two reductions
is possible, then this entry is not affected by any of the admissible t-transformations.
In this case, the entry remains unchanged and the next step of Belitskiı˘’s algorithm
is to move one step further in the sequence (1). This process ends with a certain pair,
which we denote (A∞,∞) and where ∞ = {S ∈  | A∞S = SA∞}. The matrix
A∞ is the -canonical form of A since A and A∞ are t-similar for every A ∈ Tn×n
and two matrices A and B are t-similar if and only if A∞ and B∞ are t-similar.
Proof of Theorem 2. Let A be any upper triangular matrix of dimension 5 × 5 with
zero diagonal. Recall that matrices A and B are t-similar if and only if one reduces
to the other by a sequence of elementary transformations:
(i) Multiply row i by α = 0, then multiply column i by α−1.
(ii) For i < j replace row i by a linear combination of itself plus row j multiplied
by β; then replace column j by the linear combination of itself minus column
i multiplied by β.
If Eij is an elementary matrix, with ij th element equal to 1 and with all other
elements 0, then the elementary transformations can be obtained as A −→ SAS−1,
where S = Id + (α − 1)Eii in the case of (i) and S = Id + βEij in the case of (ii).
Let apq be the first (by the ordering described above) unreduced entry of A. If the
column of apq contains an entry aiq = 1 located under apq (i.e., i > p) and aiq is
the first nonzero entry in the row, then apq can be reduced to 0 by transformation of
type (ii) with S = Id − apqEpi .
Suppose now that the column of apq does not contain such an entry aiq . If apq is
the first nonzero entry of the row, then we reduce it to 1 by a transformation of type
(i) with S = Id + (a−1pq − 1)Epp.
Suppose apr = 1 is the first nonzero entry in the row of apq . We can make apq =
0 with a transformation of type (ii) with S = Id + apqErq . But this transformation
might spoil the row ar∗, which was reduced before. However, this does not happen
if the row aq∗ is zero, and so we make apq = 0 in this case.
If ari = 1 and aqj = 1 are the first nonzero entries of corresponding rows and
i < j , then the above transformation by S = Id + apqErq spoils the row of ari ,
D. Kobal / Linear Algebra and its Applications 403 (2005) 178–182 181
which can be restored by transformation of type (ii) with S = Id + apqEij ; this
transformation does not spoil the reduced entries since the matrix is 5 × 5 (this need
not be true for 6 × 6 matrices).
Finally, if aqj is the first nonzero entry of the row and ari = 0 for all i < j , then
we can make apq = 1 by a transformation of type (i) with S = Id + (apq − 1)Eqq ,
but this transformation spoils row of aqj by changing aqj = 1 into aqj := apq . But
this can be restored by a transformation (i) with S = Id + (apq − 1)Ejj . The latter
transformation does not spoil already reduced entries if j th row is zero. If row j
is not zero, then since the dimension is 5, we have j = 4 and the element a45 = 1
was changed to a45 := apq . This can be restored by a transformation of type (i) with
S = Id + (apq − 1)E55. 
Remark. Using Belitskiı˘’s algorithm on the matrix
A =


0 1 α 0 0 0
0 0 0 1 0
0 1 1 0
0 0 0
0 1
0


,
one sees that there is no t-transformation changing the element α while preserving
all the preceding elements of A. This is an old result that in dimension six or higher,
there are infinitely many t-similarity classes of nilpotents if the underlying field is
infinite [1].
Remark. Theorem 2 describes all the canonical forms of 5 × 5 upper triangular
nilpotent matrices. Of course we have thus obtained also all canonical forms of upper
triangular 2 × 2, 3 × 3 and 4 × 4 upper triangular nilpotent matrices. In fact all we
need to do is to examine the bottom right 2 × 2, 3 × 3 and 4 × 4 corners of the canon-
ical forms of 5 × 5 case. This is so because Belitskiı˘’s algorithm moves from bottom
right corner up (see sequence (1)). Therefore we can quickly obtain also the canoni-
cal forms under t-similarity for all upper triangular matrices whose eigenvalues have
algebraic multiplicity at most 5. This is because every upper triangular matrix A
is t-similar to an upper triangular matrix B with bij = 0 whenever aii = ajj . For
example, every matrix


λ ∗ ∗ ∗ ∗ ∗
λ ∗ ∗ ∗ ∗
µ ∗ ∗ ∗
µ ∗ ∗
λ ∗
λ


,
182 D. Kobal / Linear Algebra and its Applications 403 (2005) 178–182
with λ = µ is similar to a matrix of the form


λ ∗ 0 0 ∗ ∗
λ 0 0 ∗ ∗
µ ∗ 0 0
µ 0 0
λ ∗
λ


.
Thus, the reduction problem in this special case consists of a 4 × 4 reduction problem
for a sub-matrix corresponding to the first, second, fifth, and sixth row and column
and of another 2 × 2 reduction problem. In both of these reduction problems we deal
with matrices of the form λI + N , where N is a nilpotent.
Acknowledgement
The referee’s valuable suggestions considerably simplified and shortened the
paper.
References
[1] D.Ž. Djokovic´, J. Malzan, Orbits of nilpotent matrices, Linear Algebra Appl. 32 (1980) 157–158.
[2] V.V. Sergeichuk, Canonical matrices for linear matrix problems, Linear Algebra Appl. 317 (2000)
53–102.
[3] P. Thijsse, Upper triangular similarity of upper triangular matrices, Linear Algebra Appl. 260 (1997)
119–149.
