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ПЕРЕДМОВА  
Конспект лекцій містить розділи, які відповідають четвертому 
семестру курсу «Вища математика» для студентів напряму підгото-
вки 6.050702 – "Електромеханіка", а також розділи курсу  «Вища 
математика ІІ” для студентів  напрямів підготовки 6.030504 “Еко-
номіка підприємства” і 6.030509 “Облік і аудит”. Теоретичні відо-
мості подаються чітко й аргументовано з опорою на наочність, інту-
їцію та з ілюстрацією на типових прикладах. Частина матеріалу ро-
зрахована на самостійне опрацювання. Згідно з модульною техно-
логією навчання додаються контрольні запитання, а також індиві-
дуальні розрахунково-графічні завдання.  
Конспект лекцій також може використовуватися для самоосві-
ти практикуючих фахівців.  
Критичні зауваження і пропозиції щодо посібника надсилайте 
на кафедру вищої математики за адресою:  
61002, Україна, Харків, вул. Революції, 12, ХНАМГ,  
каф. Вищої математики;  




1. РОЗВ’ЯЗУВАННЯ  ЗАДАЧ  ОБЧИСЛЮВАЛЬНИМИ  
МЕТОДАМИ.   ЗАГАЛЬНІ  ПОНЯТТЯ  
 
1.1. Математична  задача  та  її  розв’язок  
Дослідження того чи іншого соціально-економічного процесу 
математичними методами розпочинається з побудови відповідної 
математичної моделі – його формалізованого опису мовою матема-
тики.  
Під математичною моделлю процесу розуміють систему ма-
тематичних співвідношень (алгебраїчних, диференціальних, інтег-
ральних рівнянь і нерівностей і т.п.), які визначають характеристики 
стану і властивості цього об’єкта і його функціонування залежно від 
параметрів компонентів, вхідних збуджень і часу.  
Детермінована математична модель описує функціональну 
залежність між вихідними залежними змінними, через які відобра-
жається функціонування об’єкта, незалежними (такими, як час) і 
змінюваними змінними (параметри компонентів), а також прикла-
деними вхідними збудженнями. Математична модель повинна відо-
бражати найважливіші характеристики об’єкта та зв’язки між ними.  
Для кожної математичної моделі формулюється математич-
на задача: встановлюють, які характеристики моделі є вхідними 
змінними, які – параметрами, а які – вихідними змінними. Прово-
диться аналіз поставленої задачі з точки зору існування , єдиності та 
стійкості розв’язку.  
Розв’язок задачі називається стійким за вхідними даними, як-
що він неперервно залежить від них, тобто, малій зміні вхідних да-
них відповідає мала зміна розв’язку.  
Математична задача поставлена коректно (правильно), якщо 
виконано наступні три умови:  
1) розв’язок існує при довільних допустимих вхідних даних;  
2) розв’язок єдиний;  
3) розв’язок стійкий по відношенню до малих змін вхідних да-
них. 
Якщо хоча б одна з цих умов не справджується, то задача на-
зивається некоректною. 
Наприклад, задача обчислення визначеного інтеграла – корек-
тна, а задача обчислення похідної – некоректна (не виконується тре-
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тя умова).  
Далі розглядаються такі базові типи математичних задач:  
– розв’язування нелінійних алгебраїчних і трансцендентних 
рівнянь; 
– апроксимація масиву даних або функції набором стандарт-
них, простих функцій; 
– чисельне інтегрування і диференціювання; 
– розв’язування звичайних диференціальних рівнянь.  
 
1.2. Чисельні  методи.  Загальні  поняття  
Для поставленої математичної задачі вибирається метод її 
розв’язування. У багатьох випадках знайти її точний розв’язок до-
сить важко або взагалі не вдається. Складні математичні задачі ве-
ликої розмірності вимагають застосування наближених методів, що 
вивчаються в даному курсі.  
Під чисельними (числовими, обчислювальними) методами 
розуміють наближені процедури, що дозволяють одержувати роз-
в’язок у вигляді набору конкретних числових значень.  
Вивчення чисельних методів сприяє переосмисленню і погли-
бленому розумінню математики в цілому, оскільки вони зводять 
класичні методи вищої математики до виконання простих операцій.  
Розрізняють прямі та ітераційні обчислювальні методи.  
Метод називається прямим, якщо він дозволяє одержувати 
розв’язок після виконання скінченного числа елементарних опера-
цій. Інколи прямі методи називають точними, маючи на увазі, що 
при відсутності похибок у вхідних даних і при виконанні елемен-
тарних операцій результат буде точним. Проте при комп’ютерній 
реалізації методу неминучі похибки заокруглення і, як наслідок, 
наявність обчислювальної похибки.  
Далі розглядатимемо ітераційні методи, суть яких полягає в 
побудові послідовних наближень до розв’язку задачі. Спочатку ви-
бирають одно чи декілька початкових наближень, а потім послідов-
но, використовуючи знайдені раніше наближення і однотипну про-
цедуру розрахунку, будують нові наближення. У результаті такого 
ітераційного процесу теоретично можна побудувати нескінченну 
послідовність наближень. Якщо ця послідовність збігається (що не 
гарантовано), то говорять, що ітераційний метод збіжний. Окремий 
крок ітераційного процесу називається ітерацією.  
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Проте практичні обчислення не можуть тривати нескінченно 
довго. Тому необхідно задати критерій закінчення ітераційного 
процесу, що зв’язаний з вимогами точності наближення.  
Оцінки точності наближення, одержані до проведення обчи-
слень за вибраним методом, називають апріорними, а відповідні 
оцінки, одержані в результаті обчислень, називають апостеріорни-
ми.  
Для вибраного обчислювального методу складається алго-
ритм – послідовність виконання необхідних арифметичних і логіч-
них операцій. Алгоритм, що реалізує ітераційний метод, повинен 
бути рекурсивним і складатися з відносно невеликих блоків, які ба-
гаторазово виконуються для різних вхідних даних.  
Для розв’язування однієї й тієї ж задачі можна використати  
різні чисельні методи і різні їх програмні реалізації, тому треба вмі-
ти оцінювати якість різних методів і ефективність їх застосування 
для даної задачі. Правильність вибору безпосередньо залежить від 
знання і розуміння особливостей і обмежень, властивих чисельним 
методам, що реалізовані у відповідному програмному пакеті.  
Чисельні методи:  
– передбачають проведення великої кількості рутинних ариф-
метичних обчислень за допомогою рекурсивних співвідношень, що 
використовуються для організації ітерацій, тобто повторюваних ци-
клів обчислень зі зміненими початковими умовами для поліпшення 
результату; 
– направлені на локальне спрощення задачі; 
– значно залежать від близькості початкового наближення до 
розв’язку, від властивостей нелінійних функцій, які використо-
вуються в математичних моделях, що накладає обмеження на їх ди-
ференційованість, величину похідної та ін.  
Ітераційний процес називається однокроковим, якщо для об-
числення чергового наближення kx  використовується тільки одне 
попереднє наближення 1−kx ,  і m -кроковим, якщо для обчислення 
чергового наближення kx  використовуються m  попередніх набли-
жень mkx − , 1+−mkx , …, 1−kx .  
Чисельні методи характеризуються: 
– різною швидкістю збіжності, тобто числом ітерацій, вико-
нання яких необхідне для отримання заданої точності розв’язку; 
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– різною стійкістю, тобто збереженням достовірності роз-
в’язку під час подальших ітерацій (при цьому чим точніше задають-
ся числа для обробки, тим точніший одержується результат, і для 
довільної точності результату можна вказати таку точність вхідних і 
проміжних даних, що метод приведе до результату саме з цією за-
даною точністю; 
– різною точністю одержуваного розв’язку в разі виконання 
однакового числа ітерацій або циклів обчислень. 
Чисельні методи розрізняються: 
– за широтою і легкістю застосування, тобто за ступенем своєї 
універсальності та інваріантності для розв’язування різних мате-
матичних задач; 
– за складністю їх програмування;  
– за можливостями використання у разі їх реалізації наяв-
них бібліотек функцій і процедур, створених для підтримки різних 
алгоритмічних мов; 
– за складністю комп’ютерної реалізації з точки зору затрат 
пам’яті і часу;  
– за ступенем чутливості до некоректних задач, коли малим 
змінам вхідних даних можуть відповідати великі зміни розв’язку.  
Говорять, що метод має p -й порядок збіжності, якщо 
p
kk XxCXx |||| 1 −≤− − , де 1−kx  і kx  – послідовні наближення, 
отримані в ході ітераційного процесу, X  – точний розв’язок, C  – 
додатна константа, що не залежить від номера ітерації k .  
Говорять, що метод збігається зі швидкістю геометричної 
прогресії зі знаменником 1<q , якщо для всіх k  справедлива оцін-
ка  kk qCXx ≤− || .  
Побудова алгоритму, що реалізує відповідний метод, може бу-
ти виконана розбиттям задачі на блоки так, щоб вихідні дані попе-
реднього блоку були вхідними для наступного. 
Складність обчислень, передбачених алгоритмом, оцінюється 
сигнальними функціями, що визначають час роботи алгоритму че-
рез кількість n  необхідних елементарних операцій. При цьому роз-
різняють два типи алгоритмів:  
1) поліноміальний алгоритм, сигнальна функція якого зростає 
зі збільшенням n  не швидше, ніж деякий поліном.  
2) Комбінаторний алгоритм, коли сигнальна функція змі-
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нюється зі збільшенням n  як експонента або містить у собі оцінки 
операцій перебору, перестановок, сполучень, знаходження факто-
ріалу і т.п.  
Чисельні методи  забезпечують системний  формалізований  
підхід до розв’язування математичних задач і служать інструмента-
рієм, за допомогою якого задачі формулюються у вигляді, зручному 
для розв’язування на комп’ютері. Для обрання ефективного способу 
розв’язування конкретної задачі потрібні глибокі знання і певні на-
вички. Освоївши такі методи, майбутній фахівець набуде здатності 
до системного аналізу через математичне моделювання складних 
задач зі сфери професійної діяльності. Він ознайомиться зі впливом 
похибок обчислень на результат і навчиться контролювати ці по-
хибки.  
 
2. НАБЛИЖЕНІ  ЧИСЛА.  ПОХИБКИ  ТА  ЇХ  ОБЧИСЛЕННЯ  
Наближеним числом x  називається таке, що несуттєво від-
різняється від точного числа X  і замінює останнє в обчисленнях.  
При розв’язанні прикладних задач, в основному, використо-
вуються дійсні числа. У пам’яті комп’ютера вони зберігаються у 
формі з плаваючою точкою. Десяткове число x  у цій  формі запи-
сується так  nmx 10⋅±= , де m  і n  – відповідно мантиса числа і 
його порядок. Наприклад, число 5,358=x  можна записати в одно-
му з таких виглядів:  1103585 −⋅ , 210585.3 ⋅  чи 3103585.0 ⋅ . Остан-
ній запис, де мантиса подана у вигляді km ααα= ...,,,,0 21 , 01 ≠α , 
називається нормалізованою формою числа з плаваючою точкою. 
Звичайний запис числа у вигляді 5.358  називається формою з фік-
сованою точкою і в комп’ютерах використовується тільки на ета-
пах введення і виведення. Зберігання й обробка дійсних чисел здій-
снюється саме у формі з плаваючою точкою.  
Під час роботи з наближеними величинами обчислювач пови-
нен: 
– давати математичні характеристики точності наближених 
величин; 
– знаючи міру точності вхідних даних, оцінити міру точності 
результату;  
– брати вхідні дані з такою мірою точності, щоб забезпечити 
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задану міру точності результату і позбавитись від марних розрахун-
ків; 
– правильно побудувати обчислювальний процес, щоб позба-
вити його тих викладок, які не будуть чинити вплив на точні цифри 
результату. 
 
2.1. Джерела  похибок.  Класифікація  похибок  
Відхилення дійсного X  значення від наближеного x  нази-
вається похибкою.  
Основна задача теорії похибок – знаходження області неви-
значеності результату.  
Чисельне розв’язування задач супроводжується похибками, 
викликаними наступними причинами:  
1) створенням математичної моделі (будь-яка модель має свій 
ступінь адекватності об’єкту дослідження);  
2) отриманням вхідних даних, оскільки вони є результатом або 
вимірювань (отже, виникають вимірювальні похибки), або розв’язу-
вання деяких допоміжних задач;  
3) застосуванням наближеного методу, оскільки отримання 
точного розв’язку вимагає необмеженої або неприйнятно великої 
кількості елементарних операцій, а в багатьох випадках і просто 
неможливо;   
4) використанням обчислювальної техніки (неточності при 
вводі-виводі даних до комп’ютера і при виконанні математичних 
операцій, що обумовлено обмеженістю його розрядної сітки).  
Відповідно до цих джерел похибки можна поділити на три 
групи:   
1) неусувні похибки, що включають похибки моделі та вхід-
них даних;   
2) похибки методу (наприклад, заміняють інтеграл сумою, за-
тратну для оперування функцію – многочленом, похідну – скінчен-
ною різницею і т.п., обмежують максимальну кількість ітерацій);  
3) похибки обчислень (заокруглювання під час обчислень, ло-
кальні відсікання, похибки зображення чисел у комп’ютері).  
Зауваження 1. Неусувну поохибку і похибку методу необхідно 
контролювати, щоб не здійснювати розрахунки з надмірною точніс-
тю. Похибку методу треба вибирати так, щоб вона була не більш, 
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ніж на порядок менша неусувних, оскільки велика похибка методу 
знижує точність розв’язку, а мала вимагає значного збільшення 
об’єму обчислень.  
Зауваження 2. Обчислювальні похибки тільки накопичуються, 
незалежно від типу виконуваної операції. При цьому частково взає-
мно компенсуються, оскільки мають різні знаки. Точність прове-
дення розрахунків можна регулювати програмно. Наприклад, зро-
бити так, щоб комп’ютер здійснював обчислення з точністю до 
трьох знаків після десяткової коми.  
 
2.2. Абсолютна  та  відносна  похибки  
Нехай X  – точне значення деякої величини, а x  – її відоме 
наближене значення.  
Під похибкою наближеного числа x  розуміють величину, що 
характеризує точність наближення і дорівнює різниці між відповід-
ним точним числом X  та його наближенням x :  xXx −=∆ .  
У більшості випадків знак похибки x∆  невідомий, тому вво-
диться поняття абсолютної похибки x∆  як модуля похибки x∆ :  
|||| xXxx −=∆=∆ .  
Як правило, точне значення X  невідоме й абсолютну похибку 
x∆  знайти неможливо. Тому для оцінки зверху x∆  використову-
ється поняття граничної абсолютної похибки ∗∆ x , яка визначається 
з нерівності  ∗∆≤∆ xx .   
Нехай 0≠X . Важливою характеристикою точності набли-
ження є абсолютна похибка, що припадає на одиницю величини 
числа X , – відносна похибка xδ . Вона дорівнює відношенню аб-
солютної похибки x∆  до модуля точного числа X :   || Xxx ∆=δ .  
Зауваження 1. Для 0=X  відносна похибка невизначена.  
Верхньою оцінкою для xδ  служить гранична відносна похиб-
ка 
∗δx , що визначається з нерівності ∗δ≤δ xx .  
Звідси  ∗δ≤∆ xx X || ;  ∗δ≤∆ xx X || . Отже, можна покласти 
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∗∗ δ=∆ xx X || . Оскільки  xX =  з достатньою для практики точніс-
тю, то звичайно приймають  ∗∗ δ=∆ xx x || . Аналогічно xx x δ=∆ ||  .  
Нехай для визначеності  || Xx <∆∗ . Тоді ≤∆=δ || Xxx  
)|(| ∗∗ ∆−∆≤ xx x . Тобто можна покласти  )|(| ∗∗∗ ∆−∆=δ xxx x . Як 
правило, || xx <<∆∗ , тому на практиці звичайно користуються фор-
мулою  || xxx ∗∗ ∆=δ .  Аналогічно  || xxx ∆=δ .  
Зауваження 2. Абсолютна похибка є розмірною величиною, а 
відносна – безрозмірною, її часто виражають у відсотках.  
 
2.3. Форми  запису  наближених  даних  
Будь-яке додатне число x  можна подати у вигляді скінченно-






mmmx ,  
де  iα , ...,2,1=i  – цифри у запису числа x , причому 01 ≠α ;  m  – 
старший десятковий розряд числа  x .   
Усі десяткові знаки iα , ...,2,1=i  такого подання наближено-
го числа x  називаються його значущими цифрами. Іншими слова-
ми, значущими цифрами наближеного числа називаються всі циф-
ри в його запису, починаючи з першої ненульової зліва, включаючи 
всі нулі справа, що є представниками збережених розрядів. Решта 
нулів, що входять у його запис та служать лише для позначення йо-
го десяткових розрядів, не зараховуються до значущих цифр.  
Наприклад, у числах 4,570315, 0,007214, 0,03105800, 2730000, 
0,30400·106 тільки підкреслені цифри є значущими.  
Точність подання наближеного числа x  залежить від кількості 
його значущих цифр.  
Значуща цифра iα  називається вірною (правильною) у вузь-
кому сенсі, якщо абсолютна похибка ∗∆ x  числа x  не перевищує по-
ловини одиниці ( 1+− im )-го розряду, що відповідає цій цифрі. У 
противному разі цифра iα  називається сумнівною.  
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Якщо цифра nα  вірна, то усі попередні до неї цифри теж вір-
ні. Отже, при умові   
1105,0105,0 +−∗− ⋅≤∆<⋅ nmxnm ,   
за визначенням, перші n  значущих цифр iα , ni ,1=  є вірними у 
вузькому сенсі, а всі інші – сумнівними. При цьому можна покласти  
1105,0 +−∗ ⋅=∆ nmx  .  
Зауваження 1. Якщо додатне наближене число x  має n  вір-
них значущих цифр у вузькому сенсі iα , ni ,1= , то за граничну 
відносну похибку ∗δx  можна взяти  11105,0 α⋅=δ −∗ nx .   
Значуща цифра iα  називається вірною (правильною) у широ-
кому сенсі, якщо абсолютна похибка ∗∆ x  числа x  не перевищує 
одиниці ( 1+− im )-го розряду, що відповідає цій цифрі. При умові   
1101101 +−∗− ⋅≤∆<⋅ nmx
nm
,   
за визначенням, перші n  значущих цифр iα , ni ,1=  є вірними у 
широкому сенсі, а всі інші – сумнівними.  
Точне число X  через його наближення x  можна записати у 
різному вигляді:   
– з використанням межових значень  21 xXx ≤≤ , де 
∗∆−= xxx1   і  
∗∆+= xxx2 , наприклад,  357,1351,1 ≤≤ X ;   
– з використанням абсолютної похибки ∗∆±= xxX , напри-
клад,  003,0354,1 ±=X , тобто  003,0354,1003,0354,1 +≤≤− X ;   
– з використанням відносної похибки )1( ∗δ±= xxX , напри-
клад,  )002,01(354,1 ±=X   або  %)2,01(354,1 ±=X .  
Приклад. Скільки вірних значущих цифр у вузькому і широ-
кому сенсі має дане число x , якщо:  
а) 3820,14=x  і 06,0=∆∗x ;      б) 677193,8=x  і 4103 −∗ ⋅=∆x ;  
в) 046719,0=x  і 008,0=∆∗x ;  г) )000076,01(265,103 ±=x ;  
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д) 096027,0=x  і 006,0=∆∗x ;  е) )00082,01(174,1373 ±=x .  
□  а) Маємо 011 105,0106,0105,0 ⋅≤⋅=∆<⋅ −∗− x . Отже, у вузь-
кому сенсі у числа x  вірними є дві значущі цифри 4,1 , а цифри 
0,2,8,3  – сумнівні. Оскільки  112 101106,0101 −−∗− ⋅≤⋅=∆<⋅ x , то у 
широкому сенсі число x  має три вірні значущі цифри 4,1  і 3 , а 
цифри 0,2,8  – сумнівні.  
б) Оскільки 332 105,0103,0105,0 −−∗− ⋅≤⋅=∆<⋅ x , то x  у вузь-
кому сенсі має вірні три значущі цифри після коми, тобто вірними 
будуть чотири значущі цифри 7,7,6,8 ,  а цифри 3,9,1  – сумнівні. З 
нерівності 334 101103,0101 −−∗− ⋅≤⋅=∆<⋅ x  випливає, що у широ-
кому сенсі число x  також має ті самі чотири вірні значущі цифри 
7,7,6,8 ,  а цифри 3,9,1  – сумнівні.   
в) Маємо  122 105,0108,0105,0 −−∗− ⋅≤⋅=∆<⋅ x . Отже, у вузь-
кому сенсі у числа x  немає ні однієї вірної значущої цифри, всі во-
ни сумнівні. Оскільки  223 101108,0101 −−∗− ⋅≤⋅=∆<⋅ x , то у широ-
кому сенсі число x  має одну вірну значущу цифру 4 , а всі інші 
цифри 9,1,7,6  – сумнівні.  
г) Гранична відносна похибка 000076,0=δ∗x , тоді гранична 
абсолютна похибка 0078,0000076,0265,103|| =⋅=δ=∆ ∗∗ xx x . Ос-
кільки 122 105,01078,0105,0 −−∗− ⋅≤⋅=∆<⋅ x , то у вузькому сенсі 
265,103=x  має чотири вірні значущі цифри 2,3,0,1 ,  а цифри 5,6  
– сумнівні. У широкому сенсі це число x  має п’ять вірних значу-
щих цифр 6,2,3,0,1 , а цифра 5  – сумнівна, що випливає з нерівно-
сті 223 1011078,0101 −−∗− ⋅≤⋅=∆<⋅ x .   
(Завдання д) і е) розв’язати самостійно).  ■  
Зауваження 2. У математичних таблицях усі наведені значущі 
цифри вірні у вузькому сенсі. Надалі, якщо не зазначено інше, по-
няття вірної цифри розглядається у вузькому сенсі.   
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2.4. Похибки  округлення  
В обчислювальному пристрої числа наводять з обмеженою  
кількістю розрядів, максимальне число яких визначається довжи-
ною його розрядної сітки.  
Заокруглюванням називається заміна числа наближеним чис-
лом з меншою кількістю значущих цифр. При цьому виникає по-
хибка округлення. Щоб вона була мінімальною, треба застосовува-
ти наступне правило симетричного заокруглювання:  
якщо цифра старшого розряду, що відкидається, менше 5, то 
попередня до нього цифра не змінюється;   
якщо цифра старшого розряду, що відкидається, дорівнює 
або більше 5, то попередня до нього цифра збільшується на 1.  
При використанні цього правила абсолютна похибка округ-






mmmx   
до p  значущих цифр не перевищує половини одиниці розряду 
останньої залишеної цифри pα , тобто за граничну абсолютну по-
хибку округлення 
∗∆ окрx  можна взяти  
1105,0 +−∗ ⋅=∆ pmокрx .  
Під час заокруглювання наближеного числа 1x  отримуємо но-
ве наближене число 2x , абсолютна похибка 2x∆  якого визначається 
за формулою:    
окрxxx 212
∆+∆=∆
 ,  
де  
1x
∆  – абсолютна похибка числа 1x ;  || 212 xxокрx −=∆  – абсо-
лютна похибка округлення числа 2x . 
Аналогічною формулою зв’язані граничні значення цих похи-
бок:  
∗∗∗ ∆+∆=∆ окрxxx 212  .  
Зауваження 1. Інколи вважають, якщо цифра старшого розря-
ду, що відкидається, дорівнює 5, а попередня до нього цифра парна, 
то вона не змінюється, якщо ж попередня цифра непарна, то вона 
збільшується на 1.  
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Зауваження 2. При заокруглюванні цілого числа відкинуті зна-
ки не можна заміняти нулями, а потрібно застосовувати множення 
на відповідний степінь 10.  
Зауваження 3. У деяких випадках також застосовують заокру-
глювання з недостачею, коли зайві цифри просто відкидаються, і 
заокруглювання з надлишком, коли остання справа залишена цифра 
збільшується на одиницю. Зокрема, такі правила заокруглювання 
можуть використовуватися при знаходженні граничних оцінок точ-
ності наближення.    
Приклад 1. Нехай а) 8497621,71 =x   і  б) 453275,3481 =x .  
Заокруглити ці числа, відкидаючи послідовно t  ( ...,3,2,1=t ) 
останні цифри.  
□  Відповідно дістанемо:   
а) 849762,72 =x  і б) 45328,3482 =x   ( 1=t );  а) 84976,72 =x   
і б) 4533,3482 =x   ( 2=t );  а) 8498,72 =x   
і б) 453,3482 =x   ( 3=t );  а) 850,72 =x  і б) 45,3482 =x   ( 4=t );   
а) 85,72 =x  і б) 5,3482 =x   ( 5=t );  а) 8,72 =x   
і б) 3482 =x   ( 6=t );  а) 82 =x  і б) 22 105,3 ⋅=x   ( 7=t );   
а) 12 101⋅=x  і б) 22 103 ⋅=x   ( 8=t ).     ■  
Приклад 2. Округлити сумнівні цифри даного числа 1x  і знай-
ти абсолютну 
2x
∆  і відносну 
2x
δ  похибки результату 2x :   
а) 021,0124,341 ±=x ;    б) )0000082,01(735,911 ±=x . 
□  а) Наближене число 1x  має три вірні цифри: 3, 4, 1, тому що 
05,0021,0005,0
1
≤=∆< x . Використовуючи правило заокруглю-
вання, знайдемо наближене значення 2x , зберігаючи вірні десяткові 
знаки:  1,342 =x . Обчислимо похибку округлення окрx2∆ , абсолют-
ну 
2x
∆  і відносну 
2x
δ  похибки числа 2x :  
024,0|1,34124,34||| 212 =−=−=∆ xxокрx ;  =∆+∆=∆ окрxxx 212    
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045,0024,0021,0 =+= ;  0013,0|1,34|045,0|| 222 ==∆=δ xxx .  
Оскільки 05,0045,0005,0
2
≤=∆< x , то всі значущі цифри 
числа 2x  вірні. Отже, 045,01,342 ±=x .  
б) Оскільки відносна похибка 0000082,0
1
=δx , то абсолютна 
похибка 00075,00000082,0735,91||
11 1 =⋅=δ=∆ xx x . Значить, 




⋅≤=∆<⋅ x . Знайдемо наближене зна-
чення 2x  з чотирма десятковими знаками, використовуючи правило 
заокруглювання:  74,912 =x . Обчислимо похибку округлення 
окрx2
∆ , абсолютну  
2x
∆  і відносну 
2x
δ  похибки числа 2x :  
005,0|74,91735,91||| 212 =−=−=∆ xxокрx ;   
006,0005,000075,0
212
=+=∆+∆=∆ окрxxx ;   
4




⋅≤=∆<⋅ x , то вірними зна-
чущими цифрами числа 2x  є тільки перші три 9, 1 і 7, а остання 
цифра 4 – сумнівна. Отже, 006,074,912 ±=x .    ■  
 
2.5. Пряма  задача  теорії  похибок.  Похибка  функції.  
Похибки  арифметичних  операцій   
Пряма задача теорії похибок. При оперуванні з наближеними 
числами важливою задачею є оцінка ступеня впливу похибок вхід-
них даних на точність кінцевого результату, що необхідно як для 
правильного врахування похибок, так і для визначення можливих 
шляхів їх зменшення. Зокрема, при обчисленні значень функцій, 
аргументами яких служать наближені числа, постає питання про 
похибку одержаних значень.  
Визначення величини похибки кінцевого результату за відо-
мими похибками вхідних даних складає пряму задачу теорії похи-
бок.  
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Похибка функції. Розглянемо неперервно диференційовну на 
відрізку  ];[ ba  функцію однієї змінної )(xfy = . Припустимо, що 
потрібно знайти наближення y  для її точного значення Y  при 
];[ baX ∈ , що задане наближеним числом ];[ bax ∈  з абсолютною 
похибкою x∆ , і оцінити відповідну абсолютну похибку функції  
|| yYy −=∆ .   
За наближене значення функції )(XfY =  можна взяти 
)(xfy = . При цьому абсолютну похибку y∆  можна розглядати як 
модуль її приросту, викликаного приростом аргументу x∆± . Засто-
совуючи формулу скінченних приростів Лагранжа, для абсолютної 
похибки y∆   дістанемо  xy cf ∆⋅=∆ |)('| , де );( Xxc ∈ .  
Звідси для абсолютної похибки y∆  та її граничного значення 
∗∆ y  випливають співвідношення   
xy B∆≤∆    і   
∗∗ ∆=∆ xy B  ,   де  |)('|max cfB
xx xcx
∗∗ ∆+≤≤∆−
= .  
Оскільки приріст аргументу ( x∆±  чи ∗∆± x ) відносно невели-
кий, то при практичних розрахунках з достатньою точністю можна 
використовувати лінійні оцінки:  
xy xf ∆⋅=∆ |)('|   і  ∗∗ ∆⋅=∆ xy xf |)('|  ,   
що рівносильне заміні приросту функції диференціалом. При цьому 
нехтуються члени другого та вищих порядків мализни порівняно з 
приростом аргументу.   
Ці формули безпосередньо узагальнюються на випадок непе-
рервно диференційовної функції n  змінних ),...,,( 21 nxxxfy = :  
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.   
На основі одержаного наближеного значення функції та ліній-
ної оцінки її абсолютної похибки дістанемо лінійні оцінки відносної 
похибки yδ  та її граничного значення ∗δy .   




















| ,  
тобто      xy dx
xfd
x δ=δ )(ln
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тобто  
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Зауваження 1. За одержаними формулами знаходяться неусув-
ні похибки обчислення функції, породжені похибками аргументів. 
Похибки заокруглювання тут не враховуються.  
Похибки арифметичних операцій. Використовуючи одержані 
формули, можна визначити лінійні оцінки похибок результатів ари-
фметичних операцій як окремих випадків функції двох змінних.  
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а) Похибка суми.  Нехай 2121 ),( xxxxfy +== . Оскільки 
1),( 21 =∂∂ ixxxf  і )(1),(ln 2121 xxxxxf i +=∂∂ , 2,1=i , то діста-
немо   













=δ  .  
Абсолютна похибка суми дорівнює сумі абсолютних похибок 
доданків.  
Аналогічно знаходяться похибки для інших результатів ариф-
метичних операцій.  
б) Похибка різниці.   2121 ),( xxxxfy −== .   













=δ  .  
Абсолютна похибка різниці дорівнює сумі абсолютних похи-
бок зменшуваного і від’ємника.  
в) Похибка добутку.   2121 ),( xxxxfy ⋅== .  
21
|||| 12 xxy xx ∆+∆=∆   і  21 xxy δ+δ=δ  .  
Відносна похибка добутку дорівнює сумі відносних похибок 
співмножників.  











=∆   і  
21 xxy δ+δ=δ  .  
Відносна похибка частки дорівнює сумі відносних похибок ді-
леного і дільника.  
Зауваження 2. При додаванні великої кількості доданків оцін-
ка абсолютної похибки як суми абсолютних похибок доданків вияв-
ляється сильно завищеною. У цьому випадку часто застосовують 
статистичну оцінку:  
p
xxx nn 105,03,,,21 ⋅⋅=∆ +++ ,  де  n  – число 
доданків;  p  – номер десяткового розряду, до якого заокруглюється 
результат. Цю формулу застосовують при 10>n .  
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Зауваження 3. У разі віднімання двох близьких чисел може 
значно зрости відносна похибка результату. А при діленні на досить 
мале за модулем число може значно зрости абсолютна похибка. Та-
ких ситуацій треба уникати, відповідним чином перетворюючи об-
числювальну схему.  
Зауваження 4. При додаванні чи відніманні наближених чисел 
бажано, щоб вони мали однакові абсолютні похибки, тобто однако-
ву кількість вірних знаків після десяткової коми. Наприклад, при 
додаванні двох наближених чисел 417,271 =x  і 2,52 =x , у запису 
яких залишені тільки вірні цифри, одержимо результат 617,32  з 
одним вірним у широкому сенсі знаком після десяткової коми, оскі-





⋅≤∆<⋅ xx . Таким чи-
ном, врахування більшого числа десяткових розрядів в одному до-
данку при меншому в іншому не приводить до підвищення точності 
результату. Підсумування потрібно проводити, починаючи з мен-
ших доданків. У протилежному випадку може мати місце значна 
втрата значущих цифр.  
Зауваження 5. При множенні чи діленні  наближених  чисел 
кількість значущих цифр доцільно вирівнювати відповідно наймен-
шому за модулем з них.   
Правила підрахунку цифр:  
1) При знаходженні суми й різниці наближених чисел у ре-
зультаті слід зберігати стільки десяткових знаків, скільки їх моє 
компонент операції з найменшим числом десяткових знаків.  
2) При знаходженні добутку й частки наближених чисел у ре-
зультаті слід зберігати стільки значущих цифр, скільки їх моє ком-
понент операції з найменшим числом значущих цифр.  
Приклад 1. Знайти абсолютну u∆  і відносну uδ  похибки об-
числення значення функції 32 yzxu = ,  якщо 005,015,0 ±=x , 
01,012,2 ±=y ,  007,016,1 ±=z .  
□  За формулою для лінійної оцінки абсолютної похибки ре-















































4102,300032,000001653,00001163,0 −⋅==++ .  
Знайдемо наближене значення функції:  
 002739,012,216,115,0 32 =⋅=u .     
Тоді    12,0002739,0102,3 4 =⋅=∆=δ −|u|uu .       ■  
Приклад 2. Висота h  та радіус основи R  циліндра виміряні з 
точністю до %2,0 . Яка відносна похибка при обчисленні об’єму V  
циліндра, якщо взято 14,3=pi ?  
□  hRV 2pi= . Для числа pi  більш точне значення 
14159265,3=pi . Тоді 21016,014,314159265,3 −pi ⋅=−=∆ , а 
%05,01005,014,3/1016,0 22 =⋅=⋅=δ −−pi . За формулою відносної 
похибки добутку дістанемо 
%65,0%2,0%2,02%05,02 =+⋅+=δ+δ+δ=δ pi hRV .    ■  
 
2.6. Обернена  задача  теорії  похибок  
На практиці часто необхідно дістати результат обчислень так, 
щоб його похибка знаходилась в певних допустимих межах.  
Обернена задача теорії похибок полягає в наступному: з 




), ni ,1=  потрібно взяти набли-
жені значення аргументів nxxx ,...,, 21 , щоб абсолютна (відносна) 
похибка обчислення значення функції ),...,,( 21 nxxxfy =  не пере-
вищувала заданої величини ∗∆ y  ( ∗δ y ).   
Для функції однієї змінної )(xfy =  граничну абсолютну по-
хибку аргументу можна обчислити за формулою   
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|)('| xfyx ∗∗ ∆=∆ .  
Для функції декількох змінних ),...,,( 21 nxxxfy =  задача ма-
тематично невизначена, оскільки задану похибку ∗∆ y  можна забез-
печити при довільному наборі граничних абсолютних похибок ар-
гументів ∗∆
ix
, ni ,1= , що задовольняють умові  
∑
=
∗∗ ∆⋅∂∂=∆ ni xiy ixf1 .  
У цьому випадку задача розв’язується за допомогою наступ-
них рекомендацій: 
а) принцип рівних впливів:  вважають, що вклади всіх аргу-
ментів у формування абсолютної похибки функції однакові, тобто в 
останній формулі всі доданки ∗∆⋅∂∂=
ixii xfc , ni ,1=  рівні між 
собою. Тоді граничні абсолютні похибки аргументів визначаються 









,  ni ,1=  .  
б) принцип рівних абсолютних похибок:  вважають усі гра-
ничні абсолютні похибки аргументів рівними, тобто покладають   
∑
=
∗∗∗ ∂∂∆=∆=∆ ni iyxx xfi 1 ,  ni ,1=  .  
в) принцип рівних відносних похибок:  вважають усі граничні 
відносні похибки аргументів рівними, тобто покладають   
∑
=
∗∗∗ ∂∂⋅∆=δ=δ ni iiyxx xfxi 1 ,  ni ,1=  .  
Зауваження. Частіше використовують принцип рівних впливів. 
Але може статися таке: похибки окремих аргументів настільки малі, 
що виміряти чи обчислити ці величини з відповідною точністю не-
можливо. Тоді застосовують один з принципів рівних похибок. Ін-
коли відступають від цих принципів, наприклад, допускаючи збіль-
шення граничних абсолютних похибок для одних аргументів за ра-
хунок одночасного зменшення їх для інших.  
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Приклад 1. Сторона квадрата мx 4= . З якою граничною аб-
солютною похибкою ∗∆x  її потрібно виміряти, щоб абсолютна по-
хибка знаходження площі S  не перевищувала  23101,0 мy
−∗
⋅=∆ ?  
□  Оскільки  2xS = , то  xS 2'= ;  842)4(' =⋅=S . Тоді  
)(10125,08101,0|'| 43 мSyx −−∗∗ ⋅=⋅=∆=∆ .    ■   
Приклад 2. З якою кількістю вірних значущих цифр потрібно 
взяти вільний член квадратного рівняння 06lg22 =+− xx , щоб 
отримати корені рівняння з чотирма вірними значущими цифрами?  
□  Корені рівняння  6lg111 −+=x  і 6lg112 −−=x . 
Оскільки 78,06lg ≈ , то 35,06lg1 ≈− , 35,11 ≈x  і 65,02 ≈x . То-








⋅=∆x .  
Позначимо 6lg=t  і розглянемо функцію tx −+= 111 . 
З’ясуємо, з якою точністю потрібно обчислити t  в околі точки 
78,0=t  щоб забезпечити 3105,0
1
−∗
⋅=∆x . Оскільки в цій точці  
4,135,0)2/1(1)2/1('1 −=−=−−= tx , то дістанемо  
333
1 105,01036,04,1105,0|'|1 −−−∗∗ ⋅≤⋅=⋅=∆=∆ xxt .  
Звідси випливає, що для знаходження кореня 1x  з чотирма вір-
ними значущими знаками потрібно обчислити 6lg  з трьома вірни-
ми значущими цифрами після коми, тобто 778,06lg = .   
Аналогічно, розглядаючи функцію tx −−= 112  отримаємо:  
4,135,0)2/1(1)2/1('2 ==−= tx ;   
444
2 105,01036,04,1105,0|'|2 −−−∗∗ ⋅≤⋅=⋅=∆=∆ xxt .  
Отже, для знаходження кореня 2x  з чотирма вірними значу-
щими цифрами потрібно обчислити 6lg  з чотирма вірними значу-
щими знаками після коми, тобто 7782,06lg = .   ■  
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Приклад 3. Знайти граничні абсолютні ∗∆x , 
∗∆ y , 
∗∆ z  і відносні 
∗δx , ∗δ y , ∗δz  похибки аргументів, необхідні для одержання значення 
функції трьох змінних ),,( zyxfu =  з um  вірними значущими ци-
фрами при вказаних значеннях аргументів. Спираючись на знайдені 
абсолютні похибки ∗∆x , 
∗∆ y  і 
∗∆ z , вказати потрібну кількість вірних 
значущих цифр xm , ym  і zm  у заданні аргументів. Задачу розв’яза-
ти трьома способами:  а) за принципом рівних впливів;  б) за прин-
ципом рівних абсолютних похибок;  в) за принципом рівних відно-
сних похибок.    
zyxu cos)( 32 += ;  2,28≈x ;  46,7≈y ;  7855,0≈z ;  5=um .  
□  Обчислимо:    2,7952,28 22 ==x ;  2,41546,7 33 ==y ;   
7070,07855,0coscos ==z ;  4,12102,4152,79532 =+=+ yx ;  
0,17127070,0/4,1210 ==u ,  
де у значенні функції всі залишені 5=um  значущих цифр вважа-
тимемо вірними. Тоді  
11531 105,0105,0105,0 −+−+−∗ ⋅=⋅=⋅=∆ ummu ;   
451
1
1 105,01105,0105,0 −−−∗ ⋅=⋅=α⋅=δ umu .  
Знайдемо похідні:   
77,797070,0/2,282cos2 =⋅==∂∂ zxxu ;  
15,2367070,046,73cos3 22 =⋅==∂∂ zyyu ;   
==+=∂∂ ztguzzyxzu 232 cossin)(   
3,17120002,10,17127855,00,1712 =⋅=⋅= tg .  
а) Використовуючи принцип рівних впливів, дістанемо допус-
тимі абсолютні похибки аргументів:  
( ) ( ) 431 105,0102,077,793105,0|/ −−−∗∗ ⋅≥⋅=⋅⋅=∂∂∆=∆ xu|nux ;  
( ) ( ) 441 105,0107,015,2363105,0|/ −−−∗∗ ⋅≥⋅=⋅⋅=∂∂∆=∆ yu|nuy ;  
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( ) ( ) 541 105,0101,03,17123105,0|/ −−−∗∗ ⋅≥⋅=⋅⋅=∂∂∆=∆ zu|nuz .  
Тоді допустимі відносні похибки аргументів:  
53 107,02,28102,0| −−∗∗ ⋅=⋅=∆=δ x|xx ;  
54 109,046,7107,0| −−∗∗ ⋅=⋅=∆=δ y|yy ;  
44 101,07855,0101,0| −−∗∗ ⋅=⋅=∆=δ z|zz .    
Спираючись на одержані нерівності для абсолютних похибок 
∗∆x , 
∗∆ y  і 
∗∆ z , одержимо потрібну кількість вірних значущих цифр 
xm , ym  і zm  у заданні аргументів:  6=xm ;  5=ym ;  5=zm .  
б) Застосовуючи принцип рівних абсолютних похибок, одер-
жимо допустимі абсолютні похибки аргументів:  
( ) =∂∂+∂∂+∂∂∆=∆=∆=∆ ∗∗∗∗ |/|/|/ zu|yu|xu|uzyx    
( ) 431 105,0102,03,171215,23677,79105,0 −−− ⋅≥⋅=++⋅= ;  
Тоді допустимі відносні похибки аргументів:  
53 107,02,28102,0| −−∗∗ ⋅=⋅=∆=δ x|xx ;  
43 102,046,7102,0| −−∗∗ ⋅=⋅=∆=δ y|yy ;  
33 102,07855,0102,0| −−∗∗ ⋅=⋅=∆=δ z|zz .    
Спираючись на одержану нерівність для абсолютних похибок 
∗∆x , 
∗∆ y  і 
∗∆ z , отримаємо потрібну кількість вірних значущих цифр 
xm , ym  і zm  у заданні аргументів:  6=xm ;  5=ym ;  4=zm .  
в) Використовуючи принцип рівних відносних похибок, одер-
жимо допустимі відносні похибки аргументів:  
,  ( ) =∂∂⋅+∂∂⋅+∂∂⋅∆=δ=δ=δ ∗∗∗∗ |/|/|/ zu|zyu|yxu|xuzyx    
( ) =⋅+⋅+⋅⋅= − 3,17127855,015,23646,777,792,28105,0 1   
( ) 51 109,001,134568,176151,2249105,0 −− ⋅=++⋅= ;;  
Тоді допустимі абсолютні похибки аргументів: 
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435 105,0103,02,28109,0| −−−∗∗ ⋅≥⋅=⋅⋅=δ=∆ xx x| ;  
445 105,0107,046,7109,0| −−−∗∗ ⋅≥⋅=⋅⋅=δ=∆ yy y| ;  
555 105,0107,07855,0109,0| −−−∗∗ ⋅≥⋅=⋅⋅=δ=∆ zz z| .   
Спираючись на одержані нерівності для абсолютних похибок 
∗∆x , 
∗∆ y  і 
∗∆ z , дістанемо потрібну кількість вірних значущих цифр 
xm , ym  і zm  у заданні аргументів:  6=xm ;  5=ym ;  5=zm .   ■  
 
3. ЧИСЕЛЬНІ  МЕТОДИ  ЗНАХОДЖЕННЯ  
ДІЙСНИХ  КОРЕНІВ  СКІНЧЕННИХ  РІВНЯНЬ  
 
3.1. Дослідження  рівняння  і  відокремлення  коренів  
Рівнянням з однією змінною x  називається рівність  
0)( =xf
 ,  
яка справджується при певних значеннях x , що називаються коре-
нями рівняння. Вважають, що корінь ∗x  має кратність k , якщо  
0)(...)('')(')( )1( ===== ∗−∗∗∗ xfxfxfxf k , але 0)()( ≠∗xf k .  
Розв’язування рівняння полягає в знаходженні його коренів.  
Зауваження 1. Рівносильними перетвореннями рівняння 
0)( =xf  можна звести до вигляду )(xx ϕ= . Тим самим знаход-
ження кореня рівняння 0)( =xf  (нуля функції )(xf ) зводиться до 
пошуку нерухомої точки відображення ϕ  − такого значення x , 
яке відображенням ϕ  переводиться само в себе.  
Зауваження 2. Надалі обмежимося розглядом тільки дійсних 
коренів дійсних рівнянь.  
Наближене обчислення кожного з дійсних коренів складається 
з наступних етапів:  
а) дослідження кількості й розташування коренів на числовій 
прямій, з’ясування їх кратності; виділення області пошуку D  коре-
нів, яка відповідає умовам поставленої задачі;  
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б) відокремлення (ізоляція, локалізація) кореня ∗x , тобто 
знаходження як можна меншого відрізку ];[ ba  з області пошуку 
D , в межах якого лежить один і тільки один цей корінь, і вибір йо-
го початкового наближення 0x ;  
в) уточнення значення кореня ∗x , тобто обчислення його з 
необхідною точністю.   
Необхідність проведення попереднього дослідження рівняння 
до його безпосереднього розв’язування обумовлена тим, що при 
відсутності аналітичного розв’язку завчасно важко визначити кіль-
кість коренів і вияснити їх природу − скільки серед них дійсних чи 
комплексних, додатних чи від’ємних, простих чи кратних. Пошук 
коренів “навмання” без попереднього дослідження приводить до 
значних витрат і не гарантує правильність відповіді. Крім того, де-
які корні можуть не мати предметного (геометричного, фізичного і 
т.п.) смислу, тому не треба їх відшукувати.   
Не існує універсального методу локалізації коренів. У деяких 
випадках допомагають фізичні міркування та інші відомості з пред-
метної області, описом якої служить рівняння.  
Найчастіше відокремлення коренів здійснюється аналітичним 
чи графічним способами.  
Основою аналітичного способу служить наступна  
теорема. Якщо функція )(xf  неперервна на відрізку ];[ ba  і 
приймає значення різних знаків на його кінцях, тобто 
0)()( <⋅ bfaf , то усередині цього відрізка міститься хоча б один 
корінь 
∗x  рівняння 0)( =xf . Цей корінь буде єдиним, якщо на ін-
тервалі );( ba  похідна )(' xf  зберігає постійний знак.  
У найпростішому випадку формують таблицю, в яку заносять 
послідовно розміщенні на осі Ox  точки ix , ...,2,1=i  з досить ма-
лим кроком iii xxx −=∆ +1  і обчислені в них значення )( ixf  лівої 
частини рівняння 0)( =xf . Потім у таблиці вибирають ті пари су-
сідніх значень аргументу ix  і 1+ix , між якими функція )(xf  змінює 
знак.  
Зауваження 3. Подібний аналіз таблиці не гарантує відокрем-
лення всіх коренів. Зокрема, корінь парної кратності так локалізува-
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ти не можна, оскільки в околі такого кореня функція )(xf  зберігає 
знак. Крім того, функція )(xf  зберігає знак, якщо на відповідному 
проміжку розміщене парне число простих коренів. Якщо функція 
розривна, то вона може змінювати знак при переході через точку 
розриву.  
При графічному способі будують графік функції )(xfy =  і 
приблизно виявляють ділянки його перетину з віссю Ox . Або, пе-
ретворивши вхідне рівняння 0)( =xf  до вигляду )()( 21 xfxf = , 
будують графіки двох функцій )(1 xfy =  та )(2 xfy =  і приблизно 
визначають проміжки, яким належать абсциси їх точок перетину 
між собою.  
Приклад 1. Графічно знайти проміжки ізоляції коренів рівнян-
ня  01ln2 =−xx .  
ними визначимо кількість коренів та інтервали їх ізоляції.   
З рис. 1 видно, що корінь єдиний і знаходиться на відрізку 
]2;1[ . Якщо взяти по осі Ox  менший крок, то і проміжок локаліза-
ції можна знайти точніше.  ■  
Приклад 2. Для рівняння 022 2 =−+ xx  знайти інтервали ізо-
ляції його коренів, що лежать на проміжку ]2;2[− , аналітичним 
способом (на основі аналізу зміни знаків функції у таблиці значень 
лівої частини 22)( 2 −+= xxf x  рівняння), а потім проконтролю-
вати результат графічним методом.  








xy ln=( )xy 21=
Рис. 1 
□ Областю допустимих 
значень є промінь );0( ∞+ . 
Подамо рівняння у вигляді ( )xx 21ln = . Тоді корені 
можуть бути знайдені як абс-
циси точок перетину ліній 
xy ln=  і ( )xy 21= . Побу-
дуємо ці графіки  (рис. 1)  і  за  
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x  -2 -1 0 1 2 
y  2,25 - 0,5 -1 1 6 
 
З таблиці значень видно, що відрізку ]2;2[−  функція 
)(xfy =  двічі змінює знак, тому можна припустити, що рівняння 




ня у вигляді  
222 xx −=  і побудує-
мо графіки лівої 
xy 2=  та правої 
22 xy −=  частин  
(рис. 2). Перетин гра-
фіків на рис. 2 показує,  
 
Критеріями закінчення ітераційного процесу можуть служи-
ти:  
3.2. Методи  уточнення  наближених  значень  коренів 
На етапі уточнення кореня ∗x  рівняння 0)( =xf  обчислюють 
його наближене значення з заданою точністю.  
Для цього використовують різні ітераційні методи (методи по-
слідовних наближень), суть яких полягає у послідовному обчислен-
ні, виходячи з початкового наближення 0x , за однією й тією ж схе-
мою (за допомогою відповідного рекурентного співвідношення  
),,,( 110 −ϕ= kkk xxxx K , ...,2,1=k   
значень ...,...,,, 21 kxxx , що наближаються до кореня 
∗x :  












що коренів два і вони розміщені на відрізках ]1;2[ −−  і ]1;0[ .  ■  
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а) досягнення заданої точності за аргументом:  δ<− *xxk , де 
0>δ  – задана гранична абсолютна похибка знаходження наближе-
ного значення kx  кореня 
∗x ;  
б) досягнення заданої точності за функцією:  ε<)( kxf , де 
0>ε  – задана гранична абсолютна похибка знаходження наближе-
ного нульового значення )( kxf  функції )(xf ;  
в) досягнення заданого максимально допустимого числа ітера-
цій maxk :  maxkk = .  
Зауваження 1. Найчастіше використовується набір з критеріїв 
а) і в). Ітераційний процес зупиняється при виконанні хоча б одного 
з них.  
Зауваження 2. Позитивною стороною всіх ітераційних методів 
є відсутність накопичення похибок обчислень.  
Далі розглянемо найпоширеніші ітераційні методи уточнення 
наближеного значення кореня.  
 
3.2.1. Метод  поділу  навпіл  (дихотомії,  бісекції) 
Метод дихотомії (бісекції, поділу навпіл) є досить простим і 
надійним способом розв’язування нелінійних рівнянь.  
Нехай з попереднього аналізу відомо, що корінь ∗x  рівняння 
0)( =xf  належить відрізку ];[ 00 ba :  ];[ 00 bax ∈∗ , причому функ-
ція )(xf  неперервна на цьому відрізку і приймає на його кінцях 
різні за знаком значення, тобто  0)()( 00 <⋅ bfaf .  
На першому кроці ( 1=k ) розділимо відрізок ];[ 00 ba  навпіл 
точкою 2)( 001 bax +=  (рис. 3). Якщо 0)( 1 =xf , то 1x  – шуканий 
корінь і задача розв’язана:  1xx =
∗
. Якщо 0)( 1 ≠xf , то треба ви-
значити, на кінцях якого з відрізків ];[ 10 xa  чи ];[ 01 bx  функція при-
ймає різні за знаком значення. Позначимо цей відрізок ];[ 11 ba . 
Оскільки 0)()( 11 <⋅ bfaf , то ];[ 11 bax ∈∗  і довжина відрізка 
];[ 11 ba  удвічі менша, ніж довжина попереднього відрізка ];[ 00 ba .  
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Далі ( 2=k ) зробимо анало-
гічні дії на відрізку ];[ 11 ba  (поді-
лимо його навпіл і т.д.). У резуль-
таті отримаємо корінь ∗x  або його 
відповідне наближення  
2)( 112 bax +=   
і новий відрізок ізоляції ];[ 22 ba  і 
т.д. На k -му кроці обчислення 
проводяться за схемою:   
2)( 11 −− += kkk bax ;  0)()( 11 <−− kk bfaf   ( ...,2,1=k ),  
де kx  – наближення до шуканого кореня 
∗x ; ];[ 11 −− kk ba  – поперед-
ній проміжок ізоляції кореня. Якщо maxkk = , то покласти kxx =
∗
  і 
закінчити обчислення. Якщо 0)( =kxf , то покласти kxx =∗   і за-
кінчити обчислення. Якщо 0)()( 1 >⋅ −kk afxf , то покласти 
kk xa = ; 1−= kk bb , інакше – kkkk xbaa == − ;1 . Далі присвоїти 
1: += kk  і продовжити обчислення.  
На k -му кроці довжина одержаного відрізка ізоляції ];[ kk ba  
дорівнює kab 2)( 00 − . Оскільки  ];[ kk bax ∈∗ , то маємо оцінку   
k
kkk ababxx 2)( 00* −=−≤− ,              
яка характеризує похибку методу ділення відрізка навпіл і вказує на 
швидкість збіжності: метод збігається зі швидкістю геометричної 
прогресії, знаменник якої 2/1=q .  
Оскільки |||| 1* −−=−≤− kkkkk xxabxx , то обчислення за-
кінчують, коли буде виконана нерівність δ<−
−
|| 1kk xx , де 0>δ  – 
задана точність.   
Зауваження 1. Необхідну кількість ітерацій для досягнення за-









одержання кожних 3 вірних десяткових знаків необхідно зробити 
близько 10 ітерацій. На практиці ітераційний процес закінчують, 
коли два рази підряд одержуються однакові з заданою точністю чи-
сла (перестають змінюватися десяткові знаки, які треба зберегти у 
відповіді). Проміжні обчислення здійснюють з одним чи двома за-
пасними десятковими знаками.  
Зауваження 2. Метод дихотомії є досить простим і надійним 
способом розв’язування нелінійних рівнянь. Він не накладає ніяких 
вимог на гладкість функції )(xf :  функція )(xf  може бути неди-
ференційовною, достатньо лише її неперервності. Якщо при локалі-
зації кореня допущена помилка і на відрізку [ ]00;ba  знаходиться 
кілька коренів, то процес дихотомії збігається до одного з них.  
Зауваження 3. До недоліків методу можна віднести невисоку 
швидкість збіжності. Крім того, він не застосовний для знаходжен-
ня коренів парної кратності. Хоча у випадку кореня високої непар-
ної кратності метод збігається, але при цьому має зменшену точ-
ність і невисоку стійкість до похибок обчислень.  
Метод дихотомії застосовують тоді, коли вимагається висока 
надійність, а швидкість збіжності несуттєва.  
Приклад. Знайти наближено 8 2=x  з точністю 01,0=δ . Ма-
ксимально допустиме число ітерацій  10max =k .  
□ Задача еквівалентна відшуканню додатного кореня рівняння 
028 =−x  (знаходженню додатного нуля функції 2)( 8 −= xxf ). 
За початковий проміжок локалізації [ ]00;ba  можна взяти відрізок 
]2;1[ , оскільки на кінцях цього відрізка функція )(xf  приймає зна-
чення з різними знаками:  0)1( <f   і  0)2( >f .  
Для уточнення кореня застосуємо метод дихотомії.  
Оцінимо число k  поділів відрізка ]2;1[ , що необхідні для до-
сягнення заданої точності 01,0=δ :   
( ) ( ) 100log01,0)12(log)(log 22002 =−=δ−> abk ;  7≥k      
Очікуємо, що після сьомої ітерації знайдемо 8 2  з потрібною 
точністю.  
Оскільки 01,0=δ , тобто результат треба знайти з двома вір-
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ними значущими десятковими цифрами після коми, то проміжні 
обчислення виконуємо з чотирма десятковими знаками після коми 
(дві цифри запасні).  
Результати обчислень подані у наступній таблиці:  
 
k  1 2 3 4 5 6 7 
ka  1,0000 1,0000 1,0000 1,0000   1,0625 1,0625  1,0781 
kb  2,0000 1,5000 1,2500    1,1250   1,1250   1,0937 1,0937 
kx  1,5000 1,2500    1,1250    1,0625   1,0937 1,0781 1,0859 
Знак )( kaf  - - - - - - - 
Знак )( kbf  + + + + + + + 
Знак )( kxf  +  + + - + - - 
|| 1−− kk xx  — 0,2500  0,1250 0,0625 0,0312 0,0156 0,0078 
 
Отже,  01,009,12 78 ±=== xx .   ■  
 
3.2.2. Метод  хорд  (пропорційних  частин)  
Як у методі дихотомії, припускаємо, що корінь ∗x  рівняння 
0)( =xf  належить відрізку ];[ 00 ba , причому функція )(xf  непе-
рервна на цьому відрізку і 0)()( 00 <⋅ bfaf .  
Метод хорд (пропорційних частин) полягає в поділі відрізка 
локалізації ];[ 11 −− kk ba  ( ...,2,1=k ) такого, що 0)()( 11 <−− kk bfaf , 
на частини, пропорційні значенням функції на його кінцях:   
)()()()( 1111 −−−− =−− kkkkkk bfafxbxa .  

















ax ;  0)()( 11 <−− kk bfaf ,   
де kx  – наближення до шуканого кореня 
∗x ;  ];[ 11 −− kk ba  – попере-




і закінчити обчислення. Якщо 0)( =kxf , то покласти kxx =∗   і 
закінчити обчислення. Якщо 0)()( 1 >⋅ −kk afxf , то покласти 
kk xa = ; 1−= kk bb , інакше – kkkk xbaa == − ;1 . Далі присвоїти 
1: += kk  і продовжити обчислення.  
Геометрично метод пропорційних частин еквівалентний заміні 
дуги 11 −− kk BA  графіка функції )(xf  хордою, що сполучає її кінці 
))(;( 111 −−− kkk afaA  і ))(;( 111 −−− kkk bfbB , та вибору за наближене 
значення кореня ∗x  точки пере-
тину хорди з віссю Ox  (рис. 4).  
Як у методі дихотомії, об-




|| 1kk xx , де 0>δ  – задана 
точність.  
При умові, що на відрізку 
];[ 11 −− kk ba  перша похідна від-
мінна від нуля 0)(' ≠xf , а друга похідна )('' xf  зберігає знак, 
оцінка абсолютної похибки наближення визначається за формулою  
µ≤− |)(||| * kk xfxx ,  де  |)('|min ];[ 11 xfkk bax −−∈=µ .  
Зауваження 1. Метод хорд аналогічний методу поділу навпіл, 
але забезпечує більш швидку збіжність.  
Приклад. Методом хорд знайти наближено корінь заданого  
рівняння з указаною точністю:     05,023 =+− −xx ;    001,0=δ .   
Максимально допустиме число ітерацій 10max =k .  
□ Маємо  5,02)( 3 +−= −xxxf . Оскільки 05,0)0( <−=f , 
01)1( >=f  і для всіх );( ∞+−∞∈x  похідна зберігає знак 
02ln23)(' 2 >+= −xxxf , то на відрізку ]1;0[  знаходиться єдиний 
корінь ∗x  рівняння.  
Проведемо уточнення кореня методом хорд для ...,2,1=k . 












001,0|| 1 =δ<− −kk xx  або досягнуто максимально допустиме чис-
ло ітерацій 10max =k . Оскільки 001,0=δ , то проміжні обчислення 
виконуємо з п’ятьма десятковими знаками після коми (дві цифри 
запасні).  
Результати обчислень подані у наступній таблиці.  
Отже, шукане значення кореня 001,0562,08 ±==∗ xx  досяг-
нуто після восьми ітерацій.   ■ 
 
k  1 2 3 4 5 
ka  0,00000 0,33333 0,46949 0,52579 0,54804 
kb  1,00000 1,00000 1,00000 1,00000 1,00000 
)( kaf  -0,50000 -0,25666 -0,11873 -0,04922 -0,01935 
)( kbf  1,00000 1,00000 1,00000 1,00000 1,00000 
kx  0,33333 0,46949 0,52579 0,54804 0,55662 
)( kxf  -0,25666 -0,11873 -0,04922 -0,01935 -0,00744 
|| 1−− kk xx  — 0,13616 0,05630 0,02225 0,00858 
 
k  6 7 8 9 10 
ka  0,55662 0,55989 0,56114   
kb  1,00000 1,00000 1,00000   
)( kaf  -0,00744 -0,00108 -0,00108   
)( kbf  1,00000 1,00000 1,00000   
kx  0,55989 0,56114 0,56161   
)( kxf  -0,00108 -0,00108 -0,00041   
|| 1−− kk xx  0,00327 0,00124 0,00047   
 
Зауваження 2. Якщо на відрізку локалізації ];[ 00 ba  друга по-
хідна )('' xf  зберігає знак, то при обчисленнях за методом хорд 
один з кінців відрізків локалізації ];[ kk ba  ( ...,2,1=k ), де знак фун-
кції )(xf  збігається зі знаком другої похідної, залишається неру-
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хомим. При цьому послідовні наближення ...,...,,, 21 kxxx  лежать по 
ту сторону від кореня, де знак функції протилежний знакові )('' xf .  
 
3.2.3. Метод  простих  ітерацій 
Метод простих ітерацій застосовується до розв’язування  
рівняння вигляду )(xx ϕ= .  
Виберемо довільно початкове наближення ];[0 bax ∈  кореня  
∗x  рівняння )(xx ϕ=  й обчислимо послідовно наступні наближен-
ня за схемою:  ...,2,1),( 1 =ϕ= − kxx kk .  
Достатню умову збіжності методу простих ітерацій установ-
лює наступна  
теорема. Якщо в інтервалі, який містить корінь ∗x  рівняння 
)(xx ϕ=  і його послідовні наближення ,...,,...,, 10 kxxx  які обчис-
люються за формулою ...,2,1),( 1 =ϕ= − kxx kk , виконується 
умова  1)(' <≤ϕ qx , то *lim xxkk =∞→ , тобто ітераційний процес 
збігається, і справджується нерівність  
*
0
* xxqxx kk −≤− .  
Оцінка похибки *0
* xxqxx kk −≤−  показує, що метод про-
стих ітерацій збігається зі швидкістю геометричної прогресії зі 
знаменником  q . Швидкість збіжності тим більша, чим менше q . 
Умова 1)(' <ϕ x  є достатньою для збіжності методу простих 
ітерацій:  її виконання гарантує збіжність. Але ця умова не є необ-
хідною:  якщо вона не виконується, то це не означає, що ітерацій-
ний процес обов’язково буде розбігатись.  
Метод простих ітерацій має прозору геометричну інтерпрета-
цію. Побудуємо графіки функцій xy =  і )(xy ϕ= . Коренем рів-
няння )(xx ϕ=  є абсциса точки їх перетину. Від початкового на-
ближення 0x  будуємо ламану, абсциси вершин якої є послідовними 
наближеннями ,...,...,, 21 kxxx  до кореня 
*x . 
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На рис. 5 – 8 показано чотири випадки взаємного розташуван-
ня ліній xy = , )(xy ϕ=  і відповідної ламаної, що описує ітерацій-
ний процес. Рис. 5 і 6 відповідають випадку 1|)('| <≤ϕ qx , коли 
ітераційний процес збігається. Рис. 7 і 8 відповідають випадку 




Зауваження 1. Якщо не виконана ні одна з умов 1|)('| <ϕ x  чи 
1|)('| >ϕ x , то ітераційний процес може зациклюватися.  
Похибка методу і критерій закінчення.  Якщо відома величина 
q  в умові 1)(' <≤ϕ qx , то застосовують оцінку похибки  

















































( ) 1,)1/( 1* ≥−−≤− − kxxqqxx kkk ,  
з якої витікає наступний критерій закінчення ітераційного процесу: 
обчислення необхідно продовжувати до виконання нерівності  
)1/(1 qqxx kk −δ<− − , , де 0>δ  – задана точність.  
Зауваження 2. Якщо 5,0≤q , то можна користуватись більш 
простим критерієм закінчення:  δ<−
−1kk xx .  
Зауваження 3. Надати рівнянню 0)( =xf  вигляду )(xx ϕ=  
можна багатьма способами. Успіх методу простих ітерацій зале-
жить від того, наскільки вдало вибрана функція )(xϕ . Найпростіше 
безпосередньо додати x  до обох частин рівняння 0)( =xf :  
)(xfxx += . Часто застосовується модифікація методу простих 
ітерацій:  )(xfxx α+= , де α  – параметр, значення якого підби-
рається експериментально так, щоб справджувалася умова збіжнос-
ті 1|)('| <ϕ x  (звичайно, з діапазону 11,0|| ÷=α , пам’ятаючи, що 
чим менше значення || α , тим повільніше збігається ітераційна по-
слідовність). Якщо на відрізку ];[ 00 ba  функція )(xf  диференційо-





=  і знак вибирається протилежним знаку по-
хідної )(' xf .  
Приклад. Методом простих ітерацій розв’язати рівняння 
0)( =xf , де 42)( 22 −+= xxxxf , з точністю 001,0=δ  з додат-
ковою вимогою ε<)( kxf , де 01,0=ε . Максимально допустиме 
число ітерацій 5max =k .  
□ Областю допустимих значень даного рівняння є закритий 
промінь );0[ ∞+ .  
Оскільки 01)1( <−=f , а 03,11)2( >=f , тобто функція 
)(xf  на кінцях відрізка ]2;1[  має різні знаки, то всередині цього 
відрізка є корінь ∗x . Так як для всіх );0( ∞+∈x  похідна )(' xf  
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зберігає знак 025)(' >+= xxxxf , то на відрізку ]2;1[  знахо-
диться єдиний корінь ∗x  рівняння. 
Проведемо уточнення кореня методом простих ітерацій.  
Перетворимо рівняння до вигляду  )(xx ϕ= :   
( )1242 += xx ;  122 += xx .  Отже,  122)( +=ϕ xx .  
На рис. 9 показано розташування кореня ∗x . Видно, що корінь 
розміщений значно ближче до лівого кінця відрізка ]2;1[ , ніж до 
правого. Тому за початкове наближення оберемо  1,10 =x .   
Обчислимо першу та другу похідні функції )(xϕ : 
( )
( )














Оскільки на відрізку ]2;1[  
друга похідна )('' xϕ  додатна, то 
перша похідна )(' xϕ  монотонно 
зростає на цьому відрізку і при-
ймає найменше та найбільше зна-






















Таким чином, умова збіжності 1)(' <≤ϕ qx  справджується, 
причому  5,0192,0 ≤=q . Обчислення зупинимо, коли буде задо-
вольнятися система нерівностей 001,0|| 1 =δ<− −kk xx  і 
01,0)( =ε<kxf  або досягнуто максимально допустиме число іте-
рацій 5max =k . Отримані за формулою ...,2,1),( 1 =ϕ= − kxx kk  











k  1 2 3 4 5 
kx  1,13636 1,13011 1,13117 1,13099  
|| 1−− kk xx  0,03636 0,00625 0,00106 0,00018  
)( kxf  0,0444 0,0075 0,0013 0,0002  
 
Оскільки 001,0=δ  і 01,0=ε , то проміжні обчислення вико-
нані з п’ятьма десятковими знаками після коми (дві-три цифри за-
пасні). Характер збіжності відповідає рис. 5.  
Отже, шукане значення кореня 001,0131,14 ±==
∗ xx  досяг-
нуто після чотирьох ітерацій.   ■ 
Зазначимо, що у розглянутому прикладі можна застосувати 
інші способи зведення рівняння до вигляду  )(xx ϕ= , відстежуючи 



























=ϕ  на відрізку ]2;1[  
цю умову не задовольняє. (Переконайтеся самостійно).  
 
3.2.4. Метод  Ньютона  (метод  дотичних,  метод  лінеаризації)  
Найбільш ефективним методом розв’язування нелінійних рів-
нянь є метод Ньютона (метод дотичних або метод лінеариза-
ції). 
 Нехай корінь ];[* bax ∈ , причому 0)()( <⋅ bfaf , а функція 
)(xf  неперервна на відрізку локалізації ];[ ba  і двічі неперервно 
диференційовна на інтервалі );( ba , де друга похідна )('' xf  збері-
гає знак. За початкове наближення 0x  візьмемо той кінець відрізка 
];[ ba , для якого 0)('')( 00 >⋅ xfxf  (знаки функції та другої похід-
ної співпадають).  
Покладемо, для визначеності, 0)('' >xf  і 0)( >bf . Тоді 
bx =0 . Проведемо дотичну до графіка функції )(xfy =  у точці 
))(;( 000 xfxB  (рис. 10). Рівняння цієї дотичної:   
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))((')( 000 xxxfxfy −=− .  
Знайдемо точку перетину дотичної з віссю Ox , абсциса якої 
буде першим наближенням до кореня:  )(')( 0001 xfxfxx −= .  
 
 
У точці ))(;( 211 xfxB  знову проведемо дотичну до кривої й 
отримаємо наступне наближення. Продовжуючи цей процес, отри-
маємо послідовність наближень ,...,,...,, 10 kxxx  де  
)(')( 111 −−− −= kkkk xfxfxx ; ...,2,1=k . 
Це співвідношення є ітераційною формулою методу Ньютона.  
Зауваження 1. Одержану ітераційну формулу можна вивести 
наступним чином. Нехай маємо деяке наближення 1−kx  до кореня 
∗x . Лінеаризуємо функцію )(xf  в околі точки ∗x , застосовуючи 
формулу Лагранжа про скінченні прирости, і дістанемо:   
0))((')()( 1*1* =−ξ+= −− kk xxfxfxf ,  де );( 1* −∈ξ kxx .  




1−kx , звідси знаходимо  )(')( 111 −−−∗ −=≈ kkkk xfxfxxx .  
Зауваження 2. Метод Ньютона можна розглядати як окремий 
випадок методу простих ітерацій, для якого )(')()( xfxfxx −=ϕ . 
Тоді умова збіжності  1)(' <ϕ x  матиме вигляд  2)'('' fff <⋅ .  
Достатню умову збіжності методу дотичних встановлює на-
ступна  
теорема. Нехай ];[ ba  – відрізок, який містить корінь *x  рів-
няння 0)( =xf . Якщо 0)()( <⋅ bfaf , причому )(' xf  і )('' xf  
відмінні від нуля та зберігають знак на ];[ ba , то виходячи з до-
вільного початкового наближення ];[0 bax ∈ , що задовольняє умову 
0)('')( 00 >⋅ xfxf , ітераційний процес методу Ньютона 
)(')( 111 −−− −= kkkk xfxfxx  ( ...,2,1=k ) монотонно збігається до 
єдиного на відрізку ];[ ba  кореня *x , який можна обчислити з будь-
яким ступенем точності.  
Зауваження 3. Збіжність методу Ньютона суттєво залежить від 
того, чи достатньо близько до кореня взято початкове наближення.  
Похибка методу. Для дослідження швидкості збіжності скори-
стаємося поданням функції )(xf  в околі точки 1−kx  за формулою 
Тейлора до членів другого порядку включно й отримаємо:  
0))(('')2/1())((')()( 21*1*11* =−ξ+−+= −−−− kkkk xxfxxxfxfxf , 






11 ))(()2/1())(()( −−−− −ξ′′−−′−= kkkk xxfxxxfxf .  
Підставимо цей вираз у формулу методу Ньютона і дістанемо  
( ) 21*1*1 )()(')('')2/1( −−− −ξ+= kkk xxxffxx . 
Тоді для похибки k -го наближення маємо  





=≠= . Тоді для 
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абсолютної похибки k -го наближення дістанемо оцінку  
( ) 2*1* )2/( xxmMxx kk −≤− − . 
Це означає, що метод Ньютона має квадратичну швидкість 
збіжності, тобто похибка чергового наближення пропорційна до 
квадрата похибки попереднього наближення.  
Зауваження 4. На практиці звичайно користуються  такою  
оцінкою похибки:  |||| 1* −−≤− kkk xxxx . У кращих випадках чис-
ло вірних десяткових знаків у черговому наближенні подвоюється, 
тобто процес збігається дуже швидко.  
Критерій закінчення. Попередня оцінка дозволяє сформулюва-
ти такий критерій закінчення ітерацій:  обчислення треба вести до-
ти, доки не буде виконана нерівність  δ<−
−
|| 1kk xx , де 0>δ  – 
задана точність.  
Зауваження 5. Для підвищення стійкості ітераційного процесу 
застосовується наступна модифікація методу Ньютона:  
)(')( 111 −−− α−= kkkk xfxfxx ; ...,2,1=k ,  
де  α  – параметр, значення якого підбирається експериментально 
(звичайно, з діапазону 11,0 ÷=α ).  
Зауваження 6. Недоліком методу дотичних є необхідність об-
числювати в кожній точці не тільки значення функції, але і значен-
ня похідної. Якщо обчислення похідної складне, то часто застосо-
вують спрощений метод однієї дотичної:  
)(')( 011 xfxfxx kkk −− −= ; ...,2,1=k ,  
що характеризується збіжністю лише зі швидкістю геометричної 
прогресії.  
Приклад 1. Методом Ньютона з точністю 001,0=δ  знайти 
додатний корінь ∗x  рівняння 0)( =xf , де 12)( 2 +−= − xexf x , з 
додатковою вимогою ε<)( kxf , де 0001,0=ε .  Максимально до-
пустиме число ітерацій  5max =k .  
□ Подамо дане рівняння у вигляді 12 2 −=− xe x , дослідимо 
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перетин графіків xey −=  і 12 2 −= xy  при );0[ ∞+∈x . У резуль-
таті одержимо, що додатний корінь ∗x  лежить на відрізку [ ]1;5,0 . 
(Проробіть це самостійно).  
На кінцях відрізка 011,1)5,0( >=f  і 063,0)1( <−=f .  
Обчислимо першу та другу похідні функції )(xf :  
xexf x 4)(' −−= − ;  4)('' −= −xexf .  
 На відрізку [ ]1;5,0  справджуються нерівності 0)(' <xf  і 
0)('' <xf . Оскільки виконується умова 0)1('')1(' >ff , то за по-
чаткове наближення візьмемо 10 =x . Обчислення зупинимо, коли 
буде задовольнятися система нерівностей 001,0|| 1 =δ<− −kk xx  і 
0001,0)( =ε<kxf  або досягнуто максимально допустиме число 
ітерацій 5max =k . Виходячи з того, що 001,0=δ  і 0001,0=ε , 
проміжні обчислення здійснюємо з п’ятьма десятковими знаками 
після коми (одна-дві цифри запасні).  
Результати обчислень наведені у наступній таблиці.  
Отже, шукане значення кореня 001,0845,03 ±==∗ xx  досяг-
нуто після трьох ітерацій.   ■ 
  
k  0 1 2 3 4 
kx  1,00000 0,85528 0,84544 0,84540  
|| 1−− kk xx  — 0,14472 0,00984 0,00005  
)( kxf  -0,63212 -0,03784 -0,00017 -0,00000  
)(' kxf  -4,36788 -3,84628 -3,81113 —  
 
Приклад 2. Методом Ньютона з точністю 001,0=δ  розв’язати 
рівняння 0)( =xf , де 1)1(2)( 32 +−+= xxxf , з додатковою ви-
могою ε<)( kxf , де 0001,0=ε . Максимально допустиме число 
ітерацій  5max =k .  
(Розв’язати самостійно).  Відповідь:  001,0218,1 ±=∗x .  
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3.2.5. Метод  січних  
Метод Ньютона потребує для своєї реалізації обчислення по-
хідної, що обмежує його застосування. Цей недолік усуває наступна 
його модифікація – метод січних.  
Якщо в схемі методу дотичних замінити похідну )(' 1−kxf  її 
різницевим наближенням “назад”:   
( ) ( )21211 )()()(' −−−−− −−≈ kkkkk xxxfxfxf , 
то дістанемо ітераційну формулу методу січних:   
( ))()()()( 211211 −−−−−− −−−= kkkkkkk xfxfxfxxxx ; ...,3,2=k .  
Це означає, що замість дотичних використовуються січні:  на-
ступне наближення kx  отримують як точку перетину з віссю Ox  
січної, що з’єднує дві точки графіка функції )(xf  з координатами 
( ))(; 22 −− kk xfx  і ( ))(; 11 −− kk xfx  (рис. 11).  
 
 
Метод січних є двокроковим:  для обчислення чергового на-
ближення kx  необхідно знати два попередніх 1−kx  і 2−kx . При цьо-
му запуск ітераційного процесу передбачає задання двох початко-




Зауваження 1. Часто вказується тільки одне початкове набли-
ження 0x . Тоді потрібні для запуску m -крокового методу ( 2≥m ) 
інші наближення 1x , 2x , …, 1−mx  попередньо обчислюються за до-
помогою деякого однокрокового методу.  
Збіжність методу січних підтверджує наступна  
теорема. Нехай функція )(xf  двічі неперервно диференційов-
на у деякому околі кореня 
∗x  рівняння 0)( =xf , причому 
0)('' ≠∗xf . Тоді знайдеться такий малий δ -окіл кореня ∗x , що 
при довільному виборі початкових наближень 0x  і 1x  з цього околу 
ітераційна послідовність, яка визначається за формулою  
( ))()()()( 211211 −−−−−− −−−= kkkkkkk xfxfxfxxxx ;  ...,3,2=k ,   
збігається до ∗x  і справджується оцінка  
p
kkk xxCxx 21 −−
∗
−≤− ,  
де  1−δ=C ;  618,1)2/)15(( ≈+=p ;  ...,3,2=k .  
Критерій закінчення у методі січних такий же, як у методі 
Ньютона:  обчислення треба вести доти, доки не буде виконана не-
рівність δ<−
−
|| 1kk xx , де 0>δ  – задана точність.  
Зауваження 2. На відміну від методу дотичних, метод січних 
збігається не так швидко, оскільки 2 <p , причому збіжність може 
бути немонотонною не тільки далеко від кореня, а й поблизу. Проте 
у методі Ньютона на кожній ітерації треба обчислювати як функ-
цію, так і похідну, а у методі січних – тільки функцію. Тому при 
однаковому об’ємі обчислень у методі січних можна зробити при-
близно удвічі більше ітерацій і отримати більш високу точність.   
Зауваження 3. При невдалому виборі початкових наближень 
метод січних, як і метод Ньютона, може розбігатися. Крім того, на-
явність у знаменнику ітераційної формули різниці значень функції 
приводить до втрати стійкості обчислювального процесу поблизу 
кореня, де ця різниця стає досить малою.  
Зауваження 4. Якщо метод січних доповнити додатковою ви-
могою, що шуканий корінь ∗x  локалізований на відрізку ];[ 10 xx , 
причому на кінцях відрізка 0)()( 10 <⋅ xfxf , і в ітераційній форму-
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лі замість 2−kx  взяти sx  – наближення з найбільшим номером s  з 
210 ,...,, −kxxx , яке задовольняє умову 0)()( 1 <⋅ −ks xfxf  (тобто 
корінь ∗x  розміщений між 1−kx  і sx ), то дістанемо розрахункову 
схему  ( ))()()()( 1111 skkskkk xfxfxfxxxx −−−= −−−− , що відпо-
відає методу хорд.  
Приклад. Методом січних з точністю 001,0=δ  знайти додат-
ний корінь ∗x  рівняння 0)( =xf , де xexxf −−= 243)( , з додат-
ковою вимогою ε<)( kxf , де 001,0=ε . Максимально допустиме 
число ітерацій 5max =k .  
□ Подамо дане рівняння у вигляді 243 xex −= , дослідимо пе-
ретин ліній xey =  і 243 xy −=  при );0[ ∞+∈x . Дістанемо, що 
додатний корінь ∗x  лежить на відрізку ]1;0[];[ =ba , причому 
02)0( >=f  і 01)1( <−−= ef . (Проробіть це самостійно). Друга 
похідна функції:  xexf −−= 8)('' . Умова 0)('')( >xfxf  вико-
нується для правого кінця 1=x  відрізка  ]1;0[ , тому за перше по-
чаткове наближення візьмемо 10 =x . За друге початкове значення 
оберемо середину відрізка ]1;0[  – точку  5,01 =x .  
Процес зупинимо, коли буде задовольнятися система нерівно-
стей 001,0|| 1 =δ<− −kk xx  і 001,0)( =ε<kxf  або досягнуто ма-
ксимально допустиме число ітерацій 5max =k . Оскільки 001,0=δ  і 
001,0=ε , проміжні обчислення здійснюємо з п’ятьма десятковими 
знаками після коми (дві цифри запасні).  
Результати обчислень наведені у наступній таблиці.  
Отже, 001,0559,04 ±==∗ xx .   ■ 
 
k  0 1 2 3 4 
kx  1,00000 0,50000 0,54316 0,55997 0,55918 
|| 1−− kk xx  — —  0,04316 0,01681 0,00080 
)( kxf  -3,71828 0,35128 0,09848 -0,00489 0,00006 
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4. АПРОКСИМАЦІЯ  ФУНКЦІЙ 
 
4.1. Загальна  постановка  задачі  апроксимації   
Задача апроксимації (наближення) функцій полягає у тому, 
щоб для заданої функції )(xfy =  побудувати апроксимуючу (на-
ближену) функцію (модель)  )(xFy = , значення якої достатньо 
близькі до значень даної функції. Відхилення )()()( xFxfxR −=  
характеризує якість наближення.  
Наведемо найбільш типові ситуації, коли на практиці виникає 
така задача:   
– функція )(xfy =  задана таблицею значень )( 00 xfy = , 
)( 11 xfy = , …, )( nn xfy =  для скінченної множини точок 
nxxx ,...,, 10 , а обчислення )(xfy =  треба зробити в інших точках;  
– функція )(xfy =  задана аналітично, але обчислювати її за 
відповідними формулами важко. 
Знаходження апроксимуючої функції )(xFy =  включає на-
ступні етапи:  
1) вибір критерію близькості вхідної )(xfy =  і наближеної 
)(xFy =  функцій (вимога збігу значень обох функцій на заданій 
сукупності точок nxxx ,...,, 10  – інтерполяція (колокація), мініміза-
ція середньоквадратичного відхилення – середньоквадратична ап-
роксимація, мінімізація максимального за модулем відхилення – 
рівномірне наближення та ін.);   
2) вибір вигляду наближеної функції )(xFy =  – структурна 
ідентифікація (параметризація моделі – визначення певної пара-
метричної сім’ї функцій )...,,,,( 10 naaaxFy = , де naaa ...,,, 10  – не-
відомі коефіцієнти);  
3) знаходження за вибраним критерієм оптимальних оцінок 
параметрів naaa ...,,, 10  – параметрична ідентифікація (вибір і 
реалізація методу обчислення з заданою точністю найкращих за  
певним критерієм значень коефіцієнтів наближеної функції).  
Нехай на відрізку ];[ ba  зміни аргументу x  задано одновимір-
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ну сітку  }...:{ 1210 bx ...xx xxxax nkkkn =<<<<<<<==ω −  (з 
нерівномірним, у загальному випадку, кроком var1 =−= −kkk xxh , 
nk ,1= ), у всіх вузлах kx , nk ,0=  якої відомі значення 
)( kk xfy = , nk ,0=  вхідної функції )(xfy = . Звичайно припус-
кають, що вузли kx , nk ,0=  визначені точно.   
Якщо знехтувати похибками у значеннях функції )(xfy = , то 
за критерій узгодженості з нею апроксимуючої залежності 
)(xFy =  можна вибрати вимогу, щоб у всіх вузлах сітки обидві 
функції давали однакові результати:  )()( kk xfxF = , nk ,0= .  
Такий спосіб наближення називають інтерполяцією,  відпо-
відну модель )(xFy =  − інтерполяційною функцією, а точки 
nxxx ,...,, 10  − вузлами інтерполяції.  
У вузькому смислі задача інтерполювання полягає у знаход-
женні наближених значень )(xFy =  таблично заданої функції 
)(xfy =  у точках x  проміжку інтерполювання ],[];[ 0 nxxba = , 
що не співпадають з вузловими. Якщо ж x  лежить за межами цього 
проміжку, то відшукання відповідного наближення )()( xFxf ≈  
називають задачею екстраполювання.  
Зауваження 1. До екстраполяційних наближень треба ставити-
ся дуже обережно, оскільки вони стосуються області з невідомою 
поведінкою вхідної функції.   
Якщо похибки задання вузлових значень функції )(xfy =  
суттєві, то вимога обов’язкового збігу з ними відповідних значень 
моделі )(xFy =  втрачає сенс. Тоді апроксимуючу функцію 
)(xFy =  можна вибрати з умови, щоб відхилення (нев’язки) 
)()( xFxf −  у вузлах сітки kx , nk ,0=  були найменшими у пев-
ному розумінні. Маємо більш загальну постановку задачі апрокси-
мації, розв’язання якої в окремих випадках може привести до вико-
нання системи співвідношень 0)()()( =−= kkk xFxfxR , nk ,0= , 
що відповідають умовам інтерполяції.  
Якщо задача передбачає мінімізацію суми квадратів відхилень 
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моделі )(xFy =  від вхідної функції )(xfy =  у всіх вузлах сітки:  
( ) min)()(),( 0 22 →−=ρ ∑ =nk kk xFxfFf , то говорять про серед-
ньоквадратичну апроксимацію (наближення за методом най-
менших квадратів (МНК)).  
Якщо задача передбачає мінімізацію максимального за моду-
лем відхилення моделі )(xFy =  від вхідної функції )(xfy =  у 






xFxfFf , то гово-
рять про рівномірне наближення (чебишовську апроксимацію).  
Зауваження 2. Рівномірне наближення породжує досить скла-
дні обчислювальні процедури. На практиці його застосовують, коли 
треба гарантувати розміщення відхилення )()()( xFxfxR −=  у 
певних жорстких межах:  ε<−= )()()( xFxfxR , де 0>ε . Най-
поширенішою є апроксимація за МНК, несумнівні переваги якої – 
простота реалізації та високі характеристики якості моделі у біль-
шості практичних застосувань. Одним з її недоліків є переважний 
внесок у сумарний критерій більших за модулем відхилень. Для йо-
го подолання вводять у критерій відповідні вагові множники.  
Зауваження 3. Використовують інші критерії близькості, зок-




k kk xFxf0 )()( .  
Структурна ідентифікація, безсумнівно, є ключовим етапом, 
від вдалої реалізації якого визначально залежить якість відновлення 
заданої функції )(xfy =  її наближенням )(xFy = . На жаль, доте-
пер не існує системи обґрунтованих методів ефективного її прове-
дення. Можна сформулювати лише деякі рекомендації:   
– спиратися на апріорну інформацію про змістовну (фізичну, 
економічну і т.п.) суть відновлюваної функції;   
– проводити попередній аналіз геометричної структури вхід-
них даних, на яких базується шукана залежність (наявність асимп-
тот, інтервалів монотонності, екстремумів, проміжків опуклості й 
угнутості, точок перегину і т.п.);  
– застосовувати різні прийоми обробки вхідної інформації 
(згладжування, усереднення, відсів грубих помилок – викидів, лі-
нійні та нелінійні перетворення);  
– використовувати експертні оцінки спеціалістів відповідної 
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предметної області (економіки, фізики, техніки і т.д.).  
Як правило, апроксимуюча функція )(xFy =  будується у ви-
гляді узагальненого полінома ∑
=
ϕ= mi ii xaxF 0 )()( , де { })(xiϕ  – 
деяка фіксована система лінійно незалежних базисних функцій;  
maaa ...,,, 10  – невідомі коефіцієнти. Базисними системами { })(xiϕ  
найчастіше служать:   
– степеневі функції ii xx =ϕ )(   (у цьому випадку 
m
mm xaxaaxPxF +++== ...)()( 10  – алгебраїчний многочлен m -
го степеня з шуканими параметрами maaa ...,,, 10 );  





i ii ixbixaaxF 10 )sincos(2)(  – тригонометричний полі-
ном з шуканими параметрами maaa ...,,, 10 , mbbb ...,,, 21 ).  
Для параметризації апроксимуючої залежності )(xFy =  ви-
користовують також дробово-раціональні, експоненціальні, лога-
рифмічні та інші функції.   
Для реалізації етапу параметричної ідентифікації розроблені 
досить ефективні процедури, що знайшли відображення у сучасних 
програмних пакетах символьних обчислень.  
 
4.2. Інтерполяція  многочленами  
Для практики вельми важливим випадком є наближення функ-
ції )(xf  інтерполяційним многочленом )(xPn . Його застосовують 
не тільки тоді, коли значення функції )(xf  відомі лише в окремих 
точках, але й тоді, коли  )(xf  відома в кожній точці деякого про-
міжку ];[ ba , проте її аналітичний вираз настільки складний, що 
викликає значні труднощі при розв’язуванні конкретної задачі, де 
приймає участь ця функція. Тоді часто доцільно замінити )(xf  її 
інтерполяційним многочленом )(xPn , що співпадає з )(xf  тільки 
на деякій системі точок ];[ baxk ∈ , nk ,0= , а в інших точках 
];[ bax ∈  лише наближено дорівнює )(xf .  
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Нехай значення функції )(xfy =  задані в  1+n   різних точ-
ках ];[ baxk ∈ , причому nxbxa == ,0 ,  і  )( kk xfy =   ( nk ,0= ).  
Розглядається інтерполяційна задача: побудувати многочлен  
)(xPn  (степеня не вище за n ), значення якого в 1+n  різних точках 
nxxx ,...,, 10  співпадали би зі значеннями в них функції )(xf :   
kkn yxP =)( ,   де  )( kk xfy = ,  nk ,0= . 
Геометричний зміст:  знайти такий многочлен )(xPn , графік 
якого проходить через задані точки );( 000 yxM , );( 111 yxM , …, 
);( nnn yxM , що лежать на графіку функції )(xfy =  (рис. 12).  
 
 
Теоретичною базою можливості побудови многочлена )(xPn  
при достатньо великій кількості  1+n   вузлів інтерполяції (і відпо-
відному порядку n  многочлена) так, щоб точність наближення була 
як завгодно високою є  
теорема Вейєрштрасса. Якщо функція  )(xf  неперервна на  
відрізку ];[ ba , то для будь-якого 0. >ε  знайдеться поліном )(xPn  





xPxf nbax . 
Рис. 12 
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Зауваження. З цієї теореми випливає можливість рівномірного 
наближення функцій в класі многочленів. Проте навіть коли вдаєть-
ся побудувати такий многочлен, то, як правило, настільки високого 
порядку, що його практичне застосування стає нереальним. Крім 
того, теорема не дає відповіді на питання про існування прийнятого 
інтерполяційного многочлена для заданої множини точок 
{ }nkkk yx 0; =  і не вказує способи його побудови.   
Якщо інтерполяційний многочлен подати в стандартному ви-
гляді nnn xaxaaxP +++= ...)( 10 , то невідомі коефіцієнти 0a , 1a , 
... , na  можна знайти з системи рівнянь 
k
n
knk yxaxaa =+++ ...10 ;   nk ,0= . 
Оскільки визначник цієї системи при lk xx ≠ , lk ≠ , nlk ,0, =  
відмінний від нуля, то вона має єдиний розв’язок. Знайшовши стан-
дартними процедурами невідомі коефіцієнти 0a , 1a , ... , na  можна 
записати інтерполяційний поліном )(xPn .  
Але така побудова цього єдиного інтерполяційного многочле-
на )(xPn  при великому числі вузлів інтерполяції викликає значні 
труднощі, оскільки потрібно розв’язувати систему високого поряд-
ку. Далі розглянемо більш прості в практичній реалізації методи 
синтезу )(xPn .  
 
4.2.1. Інтерполяційний  многочлен  Лагранжа 
Відомо багато форм запису єдиного інтерполяційного много-
члена )(xPn . Розглянемо побудову так званого інтерполяційного 
полінома Лагранжа.  
Нехай досліджувана функція )(xf  задана на відрізку ];[ ba  
своїми значеннями в 1+n  (у загальному випадку, нерівновіддале-
них) вузлах  bxxxa n =<<<= ...10   і  )( kk xfy = , nk ,0= .  
Наближену функцію )(xFy =  відшукуємо у вигляді інтерпо-




k knkn xPyxLxF 0 , )()()( ,  де )(, xP kn  
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− допоміжний поліном n -го степеня (коефіцієнт Лагранжа) та-











xP jkn    
Оскільки точки nkk xxxxx ,...,,,...,, 1110 +−  є коренями многочле-
на )(
,
xP kn , то його можна записати у формі  
))...()()...()(()( 1110, nkkkkn xxxxxxxxxxAxP −−−−−= +− . 
Приймемо kxx =  і враховуючи, що 1)(, =kkn xP , дістанемо  
))...()()...()((1 1110 nkkkkkkkk xxxxxxxxxxA −−−−−= +− , 
звідки ( )))...()()...()((1 1110 nkkkkkkkk xxxxxxxxxxA −−−−−= +− . 
Тоді коефіцієнт Лагранжа )(
,
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))...()()...()(()( ,  




xP kn  і відповідний інтерполяційний 
























)( .  
Для 1=n  формула Лагранжа має вигляд  
)()()()()( 010110101 xxxxyxxxxyxL −−+−−=   
і називається лінійною інтерполяцією за Лагранжем. 
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Приклад 1. Для функції )(xfy = , що задана таблицею 
k  0 1 2 3 
kx  0 0,5 1 2 
ky  1 2 3 4 
побудувати інтерполяційний многочлен Лагранжа. 
□ Степінь многочлена Лагранжа при 1+n  вузлах дорівнює n . 
Для нашого прикладу 3=n , тобто многочлен Лагранжа має третій 











































































1)6/139()2/63()3/31( 23 ++−= xxx .   ■ 
Коли інтерполяційний многочлен Лагранжа )(xLn  будують 
для відомої функції )(xf , то можна визначити відхилення 
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)()()( xLxfxR nn −=  – залишковий член (похибку) інтерполю-
вання. Якщо функція )(xf   )1( +n  разів диференційовна на відріз-
ку  ];[ ba   і  ];[,...,, 0 baxxx n ∈ , то  
( ) ))...()(()!1()()( 10)1( nnn xxxxxxncfxR −−−⋅+= + ,  
де )(xcc =  – деяка невідома точка з інтервалу );( ba .   
Тоді абсолютна похибка y∆  має таку оцінку:   
( ) ))...()(()!1()( 101 nnny xxxxxxnMxR −−−⋅+≤=∆ + ,  






+ = .  
Зауваження. Аналіз одержаної оцінки показує, що абсолютна 
похибка інтерполяції в середньому буде тим більша, чим ближче 
лежить точка x  до лівого чи правого кінця відрізка ];[ ba . Якщо ж 
використовувати інтерполяційний поліном для наближеного знахо-
дження значення функції поза відрізком ];[ ba  (для екстраполяції), 
то похибка зростає дуже суттєво.  
Приклад 2. З якою точністю можна обчислити 114  за допо-
могою многочлена Лагранжа для функції xxf =)( , вибравши за 
вузли інтерполяції 144,121,100 210 ===== xbxxa ?  












xf =″′−=″=′ . 











Для абсолютної похибки y∆  інтерполювання дістаємо оцінку: 
( ) ×⋅=−−−⋅≤=∆ −521032 10)8/3())()((!3)( xxxxxxMxRy   
3108,1)144114)(121114)(100114()6/1( −⋅≈−−−× .  ■ 
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4.2.2. Інтерполяційний  многочлен  Ньютона  
для  нерівновіддалених  вузлів 
У практичних розрахунках іноді зручніше використовувати 
інтерполяційні многочлени Ньютона, степені яких можна послідов-
но змінювати (шляхом задавання нових вузлів );( 111 +++ nnn yxM , 
);( 222 +++ nnn yxM  і т.д. чи відкидання наявних). На відміну від по-
лінома Лагранжа, де при появі додаткових вузлів треба заново зна-
ходити всі коефіцієнти, у многочлені Ньютона просто з’являються 
нові доданки, а старі залишаються попередніми. Таким чином, фор-
мула Ньютона дозволяє легко зменшувати чи збільшувати число 
вузлів, що використовуються для інтерполяції, без повторення всіх 
обчислень.  
Нехай на відрізку ];[ ba  задано одновимірну сітку (з нерівно-
мірним, у загальному випадку, кроком 1−−= kkk xxh , nk ,1= ), у 
всіх вузлах kx , nk ,0=  якої відомі значення )( kk xfy = , nk ,0=  
вхідної функції )(xfy = . На сітці визначимо розділені різниці m -
го порядку ( nm ,1= ) за допомогою наступних рекурентних спів-
відношень:  
1=m :  )/())()(();( 111 kkkkkk xxxfxfxxf −−= +++ ,  1,0 −= nk ;  
nm ,2= :  ( −= +++++ )...;;;()...;;;( 211 mkkkmkkk xxxfxxxf   
                         ) )()...;;;( 11 kmkmkkk xxxxxf −− +−++ ,  mnk −= ,0 .  
Зауваження 1. )...;;;( 1 mkkk xxxf ++  – розділена різниця m -го 
порядку у точці kx  – дає наближене значення відповідно для m -ї 
похідної функції )(xf  у цій точці.   
































= ,  
тобто розділена різниця першого порядку є симетричною функцією 
двох своїх аргументів kx  і 1+kx .  
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Застосовуючи метод математичної індукції, можна довести  
відповідну властивість для розділеної різниці довільного m -го по-
рядку, зокрема,   
розділену різницю k -го порядку ( nk ,1= ) в точці 0x  можна вира-
зити через значення функції у 1+k  вузлах інтерполяції у вигляді 













)();...;;( .   
Далі розглянемо многочлен Лагранжа, який подамо у вигляді 
)(...)()()()( 112010 −−++−+−+== nnnn LLLLLLLxLxN . 
Різниця 1−− kk LL  обертається в нуль у точках 110 ;...;; −kxxx . 
Тому  ))...()(( 1101 −− −−−=− kkkk xxxxxxALL , де константу kA  
можна знайти, поклавши kxx = . Тоді )( kk xfL =  і дістанемо 
))...()(()()( 1101 −− −−−=− kkkkkkkk xxxxxxAxLxf . Звідси, врахо-
вуючи формулу інтерполяційного многочлена Лагранжа і одержа-
ний вище вираз для розділеної різниці, маємо );...;;( 10 kk xxxfA = .  
Тоді  
))...()()(;...;;( 110101 −− −−−=− kkkk xxxxxxxxxfLL , nk ,1= .  
Підставимо отриманий результат у останній вираз для )(xLn  і 
дістанемо інтерполяційний многочлен (формулу) Ньютона для 
нерівновіддалених вузлів:  
+−−+−+= );;())(();()()()( 210101000 xxxfxxxxxxfxxxfxNn   
                                            
);...;;())...((... 1010 nn xxxfxxxx −−−++ . 
Зауваження 2. Похибка даної формули така ж, як і для поліно-
ма Лагранжа.  
Зауваження 3. Ті з вузлів, які лежать ближче до точки інтерпо-
лювання x , мають більший вплив на інтерполяційний многочлен, 
ніж вузли, що розміщені далеко. Тому доцільно за 0x  і 1x  обрати 
найближчі до x  вузли, розташовані по різні боки від x , і провести 
спочатку інтерполяцію за цими вузлами, а потім поступово залуча-
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ти наступні найменш віддалені вузли таким чином, щоб вони роз-
ташовувались найбільш симетрично відносно точки x .  
Приклад. Для функції )(xfy = , що задана на нерівномірній 
сітці з 1+n  вузлами, де 3=n , наступною таблицею 
k  0 1 2 3 
kx  -1 -0,5 1 2 
ky  1,5 -2 -3,5 1 
побудувати інтерполяційний многочлен Ньютона )(xNn . Обчисли-
ти наближене значення )(xNy n=  функції у точці 5,0=x .   
Вказівка. Обчислення здійснювати з точністю до чотирьох десятко-
вих знаків після коми.  
□ Для розділених різниць складемо таблицю вигляду:   











0 0x  )( 0xf  );( 10 xxf  );;( 210 xxxf  );;;( 3210 xxxxf  
1 1x  )( 1xf  );( 21 xxf  );;( 321 xxxf  – 
2 2x  )( 2xf  );( 32 xxf  – – 
3 3x  )( 3xf  – – – 
 
Дістанемо:   











0 -1 1,5 -7 3 -0,2667 
1 -0,5 -2 -1 2,2 – 
2 1 -3,5 4,5 – – 
3 2 1 – – – 
 





k kkn xxxfxxxxxxxfxN 1 101100 );...;;())...()(()()(   
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для 3=n :  ×−−+−+= ))(();()()()( 1010003 xxxxxxfxxxfxN   
               );;;())()(();;( 3210210210 xxxxfxxxxxxxxxf −−−+× . 
Підставимо значення з таблиці в отриману формулу:  
×+++⋅+++−++= )5,0)(1(3)5,0)(1()7)(1(5,1)(3 xxxxxxN   
1333,47667,48667,22667,0)2667,0)(1( 23 −++−=−−× xxxx . 
Обчислимо наближене значення функції у точці 5,0=x :  
+⋅+⋅−== 233 5,08667,25,02667,0)5,0(Ny  
 0665,11333,45,07667,4 −=−⋅+ .    ■  
 
4.2.3. Інтерполяційний  многочлен  Ньютона   
для  рівновіддалених  вузлів 
Нехай вузли інтерполювання kx , nk ,0=  визначені на відріз-
ку ];[ ba  рівномірно зі сталим кроком 01 >=−= − constxxh kk , 
nk ,1= . Тоді можна записати, що  khxxk += 0 , nk ,1= .  У всіх 
вузлах  kx , nk ,0=  сітки відомі значення  )( kk xfy = , nk ,0=  
вхідної функції  )(xfy = .  
Введемо поняття скінченних різниць.  
Скінченною різницею першого порядку функції )(xfy =  у 
точці kx  (з кроком h ) називають величину  
)()()()()( 1 kkkkk xfxfxfhxfxf −=−+=∆ + . 
Скінченну різницю другого порядку функції )(xfy =  у точці 
kx  визначають зі співвідношення   
=∆−∆=∆∆=∆ + )()())(()( 12 kkkk xfxfxfxf   
)()(2)( 12 kkk xfxfxf +−= ++ . 
У загальному випадку скінченна різниця m -го порядку у точ-
ці kx  визначається за рекурентною формулою:  
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)()())(()( 1111 kmkmkmkm xfxfxfxf −+−− ∆−∆=∆∆=∆ . 
Зауваження 1. Розділена і скінченна різниці m -го порядку у 
точці kx  зв’язані залежністю  
)!()();...;;( 01 mmmkkk hmxfxxxf ∆=++ .  
Для інтерполювання функції в околі точки  0x   введемо без-
розмірну змінну  hxxq /)( 0−= , звідки  qhxx += 0 , і, використо-
вуючи формулу )!()();...;;( 010 kkk hkxfxxxf ∆= , перетворимо ін-












nqqq n∆+−−++ ,  
яка називається інтерполяційним многочленом Ньютона для ін-
терполяції вперед.  
Звідси маємо формули лінійної (для 1=n ) та квадратичної 
(для 2=n ) інтерполяції за Ньютоном, відповідно  
)()()( 001 xfqxfxN ∆+= ;  
( ) )(2/)1()()()( 02002 xfqqxfqxfxN ∆−+∆+= . 
Для інтерполювання функції в околі точки nx  введемо без-
розмірну змінну hxxq n /)( −= , звідки qhxx n += . За допомогою 
аналогічних перетворень інтерполяційного полінома Ньютона для 
нерівновіддалених вузлів, записаного у вигляді  
×−−+−+=
−−
))(();()()()( 11 nnnnnnn xxxxxxfxxxfxN   
);...;;())...(();;( 10112 nnnnn xxxfxxxxxxxf −−+× −− , 
дістанемо інтерполяційний многочлен Ньютона для інтерполя-














nqqq n∆−++++ . 
Похибку формули Ньютона для інтерполяції вперед і назад 
оцінюють за співвідношеннями, відповідно:   
))...(2)(1())!1/(()( 11 nqqqqhnMxR nnn −−−+≤ ++ ;   







+ = .  
Оскільки аналітичний вираз функції )(xfy = , як правило, 
невідомий, то вважаючи, що )(1 xfn+∆  майже сталі, а h  достатньо 
мале, можна припустити, що 10
1)1( /))(()( +++ ∆≈ nnn hxfxf  і 
11)1( /))(()( +++ ∆≈ nnnn hxfxf . Тоді похибки многочленів Ньютона 









≤ ;  
)()!1(







Зауваження 2. Інтерполяцію вперед краще використовувати 
для інтерполяції ближче до лівого кінця відрізка ];[ ba  і для екстра-
поляції лівіше точки ax = , а інтерполяцію назад – для інтерполяції 
ближче до правого кінця відрізка ];[ ba  і для екстраполяції правіше 
точки bx = .   
Приклад 1. Функцію xexfy 2)( ==  задано таблицею значень  
k  0 1 2 3 
kx  1,803 1,808 1,813 1,818 
)( kxf  36,81839 37,18843 37,56218 37,93968 
Обчислити наближене значення  y  функції у точці 805,1=x  за 
формулою квадратичної інтерполяції )(2 xNy =  і оцінити похибку. 
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Вказівка. Похибки заокруглення не враховувати. Обчислення здійс-
нювати з точністю до п’яти десяткових знаків після коми.  
□ Оскільки точка 805,1=x  розміщена ближче до лівого кінця 
відрізка інтерполяції, то знаходимо 4,0/)( 0 =−= hxxq  і застосо-
вуємо формулу квадратичної інтерполяції вперед, використовуючи 
розміщені по різні боки від цієї точки найближчі три вузла 0x , 1x  і 
2x  (вузол 3x  участі не приймає):  
( ) )(2/)1()()()( 02002 xfqqxfqxfxN ∆−+∆+= . 
Обчислимо необхідні скінченні різниці до другого порядку 
включно при 005,0=h  та запишемо їх у таблицю:  
 
k  kx  )( kxf  )( kxf∆  )(2 kxf∆  
0 1,803 36,81839 0,37004 0,00371 
1 1,808 37,18843 0,37375 
− 
2 1,813 37,56218 
− − 
 
Тоді    +⋅+== 37004,04,081839,36)(2 xNy  
( ) 96596,3600371,02/)14,0(4,0 =⋅−⋅+ . 








. Отже, отримаємо 
53636,3 103,0)24,0)(14,0(4,0)005,0)(!3/8( −⋅≈−−⋅⋅≤∆ ey .  
Значить, у відповіді 96596,36=y  всі цифри є вірними.  ■ 
Приклад 2. На відрізку ]2;2[−  задана функція )(xfy =  набо-
ром точок )3;2(0 −−M , )0;1(1 −M , )3;0(2M , )1;1(3M , що нале-
жать її графіку. Користуючись інтерполяційним поліномом Ньюто-
на третього порядку для інтерполяції назад, знайти наближене зна-
чення )(3 xNy =  функції в точці 5,0=x .   
□ (Розв’язати самостійно).  Відповідь:  9375,2=y .    ■  
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4.3. Інтерполяція  поліноміальними  сплайнами  
Якщо вхідна функція має особливості в деяких точках інтер-
валу інтерполяції, то вона погано наближатиметься поліномом на 
всьому цьому проміжку. При роботі з многочленами в процесі об-
числень швидко накопичуються похибки заокруглення, що стають 
значними вже при 20>n . Крім того, графіки поліномів високих 
степенів, як правило, мають осциляції.  
Для подолання вказаних недоліків можна використовувати ку-
сково апроксимуючі функції, сформовані з локальних многочленів. 
При цьому необхідно ставити вимоги достатньої гладкості спря-
ження графіків цих поліномів:  щоб у кожній точці з’єднання сусід-
ніх ділянок многочлени, які належать лівій та правій ділянкам, і по-
хідні від них до певного порядку співпадали. 
Цю задачу розв’язують так звані поліноміальні сплайни. Тер-
мін сплайн походить від англійського spline (планка), що означає 
пружну гнучку лінійку, призначену для проведення гладкої кривої 
через задані точки.  
Сплайн-інтерполяція відрізняється від поліноміальної кращою 
збіжністю та обчислювальною стійкістю.   
Нехай на відрізку ];[ ba  введено одновимірну сітку  
}...:{ 1210 bx ...xx xxxax nkkkn =<<<<<<<==ω − .  
Функцію )(
,
xS ml  називають поліноміальним сплайном сте-
пеня l  дефекту гладкості m  ( lm ≤≤0 ) на ];[ ba , якщо викону-
ються умови:  
1) функція  )(
,
xS ml  має на ];[ ba  неперервні похідні до поряд-
ку ml −  включно;  
2) На кожному елементарному відрізку  ];[ 1 kk xx − , nk ,1=  
функція )(
,
xS ml  є многочленом степеня не вище l .  
Сплайн )(
,
xS ml  можна розглядати як скінченну сукупність 
гладко (до похідних ( ml − )-го порядку) склеєних у вузлах kx , 










−η−−η= nk kklkml xxxxxPxS 1 1, )()()()( ,  
де kia  – сталі коефіцієнти ( nk ,1= , li ,0= );  )(tη  – одинична фун-











t   
Точки kx , nk ,0=  називаються вузлами сплайна )(, xS ml , 
внутрішні з яких kx , 1,1 −= nk  служать його вузлами спряження, 









ml xSxS ;  mli −= ,0 ;  1,1 −= nk ,  
тобто       )()( )( )1()( kiklkilk xPxP += ;  mli −= ,0 ;  1,1 −= nk .  
Зауваження 1. У крайніх вузлах 0x  і nx  звичайно задаються 
деякі додаткові умови. Наприклад, природні крайові (граничні) 
умови:  0)( 0)(, =− xS mlml  і 0)()(, =− nmlml xS , тобто  0)( 0)(1 =− xP mll  і 
0)()( =− nml xPln .  
Зауваження 2. Якщо сплайн використовують для екстраполя-
ції, то покладають:  
)()( 1, xPxS lml = , ),( 0xx −∞∈   і  )()(, xPxS ml ln= , ),( ∞+∈ nxx .  
Зауваження 3. Вибір порядку сплайна, кількості та розміщення 
вузлів відповідає задачі вибору класу апроксимуючих функцій і для 
її розв’язування, на жаль, немає точних процедур для всіх можли-
вих випадків. Рекомендується:    
– використовувати сплайни невисокого степеня;  
– вводити настільки мало вузлів, наскільки це можливо;  
– на кожному елементарному проміжку мати не більше однієї точки 
екстремуму, що лежить поблизу його середини;  
– точки перегину повинні знаходитися в околі вузлів.  
Зауваження 4. На практиці найчастіше застосовуються поліно-
міальні сплайни невисокого непарного степеня дефекту один. Нада-
лі обмежимося тільки такими сплайнами і термін “дефект” будемо 
опускати.   
 66 
4.3.1. Лінійний  інтерполяційний  сплайн  
Нехай функція )(xfy =  задана на відрізку ];[ ba  таблично 
своїми значеннями )( kk xfy = , nk ,0=  у вузлах одновимірної сіт-
ки }:{ 10 bx ...x...xxax nkkn =<<<<<==ω . На кожному з 
елементарних відрізків ],[ 1 kk xx − , nk ,1=  наближено замінюємо 

















xxbaxP ,  nk ,1= .  
У результаті на відрізку ];[ ba  крива )(xfy =  наближається 
ламаною з вузлами );( 000 yxM , );( 111 yxM , …, );( nnn yxM . Таким 
чином, одержуємо інтерполяцію цієї функції лінійним сплайном  
( ) =−η−−η= ∑
= −
n
























з 1−n  вузлами спряження kx , 1,1 −= nk  і крайніми вузлами 
ax =0 , bxn = .  
Зауваження. Кількість вузлів лінійного сплайну дорівнює чис-
лу вузлів інтерполяції, причому всі вони відповідно попарно спів-
падають.  
Приклад 1. Функцію )(xfy = , що задана таблицею  
k  0 1 2 3 
kx  -2 0 2 4 
)( kk xfy =  2,5 1 3,5 -2 
інтерполювати лінійним сплайном  )(1 xSy = .  
 67 
Вказівка. Обчислення здійснювати з точністю до чотирьох десятко-
вих знаків після коми.  
□ Побудуємо лінійний інтерполяційний сплайн )(1 xS . Для 
цього розіб’ємо відрізок інтерполяції ]4;2[−  на 3=n  елементарні 
відрізки, які визначаються сусідніми числами другого рядка табли-
ці, і на кожному з них введемо многочлен першого порядку, тобто 
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xP .   
 
На рис. 13 зображено графік шу-

















xS  ■  
Зауваження 2. Недоліком ліній-
ного сплайну є різка зміна характеру 
монотонності у вузлах. Для його по-
долання можна побудувати квадра-
тичний сплайн )(2 xS , проте )(2 xS  не 
















Приклад 2. На відрізку ]2;4[−  задана функція )(xfy =  набо-
ром точок )5,2;4(0 −M , )1;2(1 −−M , )5,1;0(2M , )1;2(3 −M , що 
належать її графіку. Інтерполювати цю функцію лінійним сплайном  
)(1 xSy = . Користуючись одержаним сплайном, знайти наближене 
значення )(1 xSy =  функції в точці 5,1−=x .   
Вказівка. Обчислення здійснювати з точністю до чотирьох десятко-
вих знаків після коми.  
□ (Розв’язати самостійно).   ■  
 
4.3.2. Кубічний  інтерполяційний  сплайн  
Якщо на кожному з елементарних відрізків ],[ 1 kk xx −  nk ,1=  
між сусідніми вузлами інтерполяції наближено замінити функцію 






113 )()()()( kkkkkkkk xxdxxcxxbaxP   
32
kkkkkkk qdqcqba +++= , 1−−= kk xxq ,  
то дістанемо інтерполяцію функції )(xf  кубічним сплайном  
( )∑
= −
−η−−η= nk kkk xxxxxPxS 1 133 )()()()(   
з вузлами  kx , nk ,0= , що співпадають з відповідними вузлами 
інтерполяції.  
Для сплайну )(3 xS  у вузлах спряження kx , 1,1 −= nk  вико-
нуються умови гладкості:  
)()( )1(33 kkkk xPxP += ; )()(' )1(33 kkkk xPxP +′= ;  
)('')('' )1(33 kkkk xPxP += ,  
а на кінцях відрізка інтерполяції – однорідні граничні умови:   
0)('' 031 =xP ;  0)('' 3 =nn xP . 
Розглянемо процедуру знаходження коефіцієнтів ka , kb , kc  і 
kd  ( nk ,1= ).  
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З умов інтерполяції kk yxS =)(3  та неперервності сплайну 
)()( )1(33 kkkk xPxP +=  маємо   
113 )( −− == kkkk yaxP ;  kkkkkkkkkk yqdqcqbaxP =+++= 323 )( .  
Знайдемо похідні  
2
3 32)(' kkkkkk qdqcbxP ++= ;  kkkk qdcxP 62)('' 3 += .  
З умови неперервності похідних )('3 xS  і )('' 3 xS  маємо  
1
232 +=++ kkkkkk bhdhcb ;  1262 +=+ kkkk chdc , 1−−= kkk xxh .  
З граничних умов одержуємо  02 1 =c   і  062 =+ nnn hdc .  
Таким чином,  1−= kk ya , nk ,1= , а для обчислення інших n3  
коефіцієнтів kb , kc  і kd , nk ,1=  маємо систему з n3  лінійних рів-
нянь. Методом вилучення задача зводиться до знаходження kb  і 
kd , nk ,1=   за рекурентними співвідношеннями:   
3)2()( 11 kkkkkkk cchhyyb +−−= +− ,  1,1 −= nk ;   
32)( 1 nnnnnn chhyyb −−= − ;   
)3()( 1 kkkk hccd −= + ,  1,1 −= nk ;  )3( nnn hcd −=   
після попереднього розв’язання наступного різницевого рівняння 
для kc :   
( −−=+++ ++++++ 112111 )(3)(2 kkkkkkkkkk hyychchhch   
                                                             )kkk hyy )( 1−−− ,  1,1 −= nk    
з різницевими крайовими умовами  
01 =c ;  01 =+nc ,   
де друга рівність 01 =+nc  еквівалентна системі, що включає умову 
03 =+ nnn hdc  і рівняння kkkk hdcc 31 +=+  при nk = .  
Сформульованій різницевій крайовій задачі для kc  відповідає 
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лінійна система з трьохдіагональною матрицею (ненульовими в ній 
є тільки елементи головної і двох найближчих сусідніх діагоналей). 
Такі системи економно розв’язуються методом прогонки – моди-
фікацією методу Гауса, що враховує особливості їх структури.  
Приклад. Функцію )(xfy = , що задана на відрізку ]4;2[−  
таблицею  
k  0 1 2 3 
kx  -2 0 2 4 
)( kk xfy =  2,5 1 3,5 -2 
інтерполювати кубічним сплайном )(3 xSy = . Обчислити значення 
отриманого кубічного сплайна )(3 xSy =  на відрізку ]4;3[−  з кро-
ком 5,0=dh  (тобто, застосувати інтерполяцію на відрізку ]4;2[−  
та екстраполяцію за його межами), скласти відповідну таблицю і 
побудувати графік )(3 xSy = , ]4;3[−∈x . 
Вказівка. Обчислення здійснювати з точністю до чотирьох десятко-
вих знаків після коми.  
□ Вузли інтерполяції kx , nk ,0= , 3=n  розміщені на відрізку 
]4;2[];[ −=ba  з рівномірним кроком 23/)24(/)( =+=−= nabh . 


























113 )()()()( −−− −+−+−+= kkkkkkkk xxdxxcxxbaxP , 3,1=k ,  
одержуємо наступні розрахункові формули для коефіцієнтів:  
1−= kk ya , 3,1=k ;  )15()19246( 01231 hyyyyb −+−= ;   
)15()73122( 01232 hyyyyb −−+−= ;   
)15()21237( 01233 hyyyyb +−+= ;   
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01 =c ;  )5()496( 201232 hyyyyc +−+−= ;   
)5()694( 201233 hyyyyc −+−= ;   
)3(21 hcd = ;  )3()( 232 hccd −= ;  )3(33 hcd −= .  
Обчислимо значення коефіцієнтів:   
5,201 == ya ;  112 == ya ;  5,323 == ya ;   
55,1)215()5,2191245,362(1 −=⋅⋅−⋅+⋅−−=b ;   
85,0)215()5,27135,312)2(2(2 =⋅⋅−⋅−⋅+−⋅−=b ;   
35,0)215()5,221125,33)2(7(3 −=⋅⋅+⋅−⋅+−⋅=b ;  
01 =c ;  2,1)25()5,24195,36)2(( 22 =⋅⋅+⋅−⋅+−−=c ;   
8,1)25()5,2165,39)2(4( 23 −=⋅−⋅+⋅−−⋅=c ;   
2,0)23(2,11 =⋅=d ;  5,0)23()2,18,1(2 −=⋅−−=d ;   
3,0)23()8,1(3 =⋅−−=d .    






















xS   
Обчислимо таблицю значень )(3 xSy = :  
 
k  0 1 2 3 4 5 6 7 
kx  -3 -2,5 -2 -1,5 -1 -0,5 0 0,5 
)(3 xS  3,85 3,25 2,5 1,75 1,15 0,85 1 1,6625 
 
k  8 9 10 11 12 13 14 
kx  1 1,5 2 2,5 3 3,5 4 
)(3 xS  2,55 3,2875 3,5 2,9125 1,65 -0,0625 -2 
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Графік кубічного сплайну )(3 xSy =  на відрізку ]4;3[−  зо-
бражено на рис. 14.   ■ 
 
Зауваження. Кубічні сплайни мають дуже важливу власти-
вість, яка обумовлює високу ефективність сплайн-інтерполяції:   
серед усіх інтерполяційних функцій )(xFy = , які неперервні до дру-
гої похідної включно на відрізку ];[ ba , саме кубічний сплайн 
)(3 xSy =  з однорідними крайовими умовами 0)()( 33 =′′=′′ bSaS  
мінімізує функціонал гладкості ( )∫= ba dxxFFJ 2)('')( , тобто кубіч-
ний сплайн характеризується найменшою (в смислі вказаного функ-
ціоналу) кривиною.   
 
4.4. Апроксимація  за  методом  найменших  квадратів 
Наближення за методом найменших квадратів часто застосо-
вують для згладжування табличних функцій, отриманих у результа-
ті експерименту, а також для зменшення обсягу інформації про таб-
личні функції при невисоких вимогах до точності подання їх зна-
чень.   
Застосування інтерполяції в цьому випадку невиправдане, 
оскільки значення вхідної функції у вузлах )( kk xfy =  є неточни-
ми. Інтерполяційна формула повторить всі похибки в експеримен-
тальних даних. Крім того, збіг значень у вузлах не гарантує близь-
x
y







кості характерів поведінки вхідної )(xfy =  та апроксимуючої 
)(xFy =  функцій.  
Зауваження 1. Грубі похибки, що явно спотворюють експери-
ментальні дані, звичайно зникають при повторенні дослідів. Їх від-
кидають і далі не враховують. Систематичні похибки звичайно да-
ють відхилення в один бік від справжнього значення. Їх можна усу-
нути налагодженням вимірювальної апаратури чи введенням відпо-
відних поправок. Випадкові похибки можуть бути зменшені до як 
завгодно малої величини багатократним повторенням експеримен-
тів. Проте це не завжди доцільно, бо може вимагати великих затрат.  
Нехай вхідна функція )(xfy =  задана таблицею значень 
)( 00 xfy = , )( 11 xfy = , …, )( nn xfy =  для скінченної множини 
точок nxxx ,...,, 10 . Припускаємо, що значення функції ky , nk ,0=  
відомі з похибками.  
Розглянемо застосування методу найменших квадратів у по-
ширеному на практиці випадку лінійної за невідомими параметрами 
апроксимуючої функції )(xFy = . Нехай наближена функція пода-
на у вигляді узагальненого многочлена ∑
=
ϕ= mi ii xaxF 0 )()( , де 
{ })(xiϕ  – деяка фіксована система лінійно незалежних базисних 
функцій;  maaa ...,,, 10  – невідомі коефіцієнти.   
Згідно з МНК оптимальні значення коефіцієнтів maaa ...,,, 10  
визначимо з умови, щоб сума квадратів відхилень (нев’язок) 
),...,,( 102 maaaρ  значень )( kxF , nk ,0=  наближеної функції від 
відповідних значень )( kxf , nk ,0=  вхідної функції – була міні-
мальною:  
( ) =−=ρ ∑
=
n
k kkm xFxfaaa 0 2102 )()(),...,,(   
( ) min)()(0 20 →ϕ−= ∑ ∑= =nk mi kiik xaxf . 
У випадку лінійно параметризованої моделі )(xFy =  сума 
),...,,( 102 maaaρ  є квадратичною функцією відносно шуканих кое-
фіцієнтів, що має єдиний екстремум – мінімум. Оскільки в точці 
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мінімуму всі частинні похідні ja∂ρ∂ 2 , mj ,0=  перетворюються в 
нуль, то, використовуючи цей факт – необхідні умови екстремуму, 
дістанемо систему рівнянь ( 1+m )-го порядку  
( ) 0)()()(0 0 =ϕϕ−∑ ∑= =nk kjmi kiik xxaxf ,  mj ,0=  
або  






k kjki xfxaxx 00 0 )()()()( ,  mj ,0= . 
Точність апроксимації за МНК оцінюється на основі мінімаль-
ного значення суми ),...,,( 102 maaaρ  або відповідного середньоква-
дратичного відхилення  )1(),...,,( 102 +ρ=∆ naaay ms .  
Зауваження 2. У теорії ймовірностей доводиться, що у випад-
ку, коли відхилення розподілені за нормальним законом, МНК-
оцінки параметрів maaa ...,,, 10  є спроможними (при ∞→n  збіга-
ються за ймовірністю до істинних значень), незміщеними (не міс-
тять систематичних похибок), ефективними (при заданому об’ємі 
1+n  вхідних даних мають найменші дисперсії).  
Нехай за апроксимуючу функцію взято звичайний алгебраїч-
ний многочлен m -го степеня   
m
mm xaxaaxPxF +++== ...)()( 10 .  
Тоді після рівносильних перетворень система необхідних умов 
екстремуму відносно матриці-стовпця TmaaaX )...( 10=  шуканих 









































































     
Елементи ija  ( mji ,0, = ) квадратної матриці системи A  і 
компоненти ib  ( mi ,0= ) матриці-стовпця правих частин B  обчис-
 75 












ki xfxb  ( mi ,0= ).   
Після визначення коефіцієнтів і правих частин лінійну систе-
му BAX =  можна розв`язати будь-яким з відомих методів, напри-
клад методом Гауса.  
Зауваження 3. Якщо mmm xaxaaxPxF +++== ...)()( 10  – ал-
гебраїчний многочлен m -го степеня, то при nm = , як окремий ви-
падок, маємо інтерполяцію за 1+n  вузлами kx , nk ,0= . На прак-
тиці для одержання стійкого ефекту згладжування наближену функ-
цію )(xF  вибирають так, що nm <<  (звичайно, 2/3/~ nnm ÷ ).  
Зауваження 4. Коли клас вхідної функції невідомий, то вигляд 
апроксимуючої функції може бути довільним. Перевага віддається 
найпростішим лінійно параметризованим моделям, що забезпечу-
ють достатню точність. Наближені функції, що нелінійно залежать 
від шуканих коефіцієнтів, застосовуються значно рідше, оскільки їх 
параметрична ідентифікація досить складна і вимагає значних зу-
силь.    
Далі розглянемо найбільш поширені випадки поліноміальної 
апроксимації за МНК за допомогою многочленів до третього по-
рядку включно та кубічного сплайну.   
 
4.4.1. Лінійна  апроксимація   
Найпростішою (при 1=m ) є залежність  xaaxF 10)( +=  – 
лінійна регресія. Близькість експериментального розподілу точок 
);( 000 yxM , );( 111 yxM , …, );( nnn yxM  до лінії регресії – прямої 
xaay 10 +=  легко проглядається після їх побудови в одній прямо-
кутній системі координат.  
Зауваження. У ряді випадків до лінійної регресії можна звести 
інші залежності за допомогою заміни змінних ),( yxuu =  і 
),( yxvv = , у результаті якої експериментальні точки );( 000 vuM , 
);( 111 vuM , …, );( nnn vuM  у новій системі координат ),( vu  розмі-
щуються приблизно вздовж деякої прямої.  
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Для лінійної регресії xaaxF 10)( +=  система необхідних 































Розв’язавши цю систему, дістанемо оптимальні МНК-оцінки 
коефіцієнтів 0a  і 1a .  
Приклад. Функція )(xf  задана таблицею 
k  0 1 2 3 
kx  -3 -1 1 3 
)( kk xfy =  -4,5 2,5 -2 -1,5 
Знайти апроксимацію цієї функції )(xf  лінійною регресією 
xaaxF 10)( +=  за методом найменших квадратів. Обчислити зна-
чення отриманої лінійної регресії xaay 10 +=  на кінцях відрізка 
]4;3[− , скласти відповідну таблицю і побудувати графік. Знайти 
середньоквадратичне відхилення sy∆  лінійної регресії від заданих 
значень вхідної функції.  
Вказівка. Обчислення здійснювати з точністю до чотирьох десятко-
вих знаків після коми.  
□ Застосуємо лінійну апроксимацію xaaxF 10)( += . Прове-
демо попередні обчислення і заповнимо таблицю 
k  kx  )( kxf  2kx  )( kk xfx  
0 -3 -4,5 9 13,5 
1 -1 2,5 1 -2,5 
2 1 -2 1 -2 
3 3 -1,5 9 -4,5 
∑  0 -5,5 20 4,5 





































Отже, xy 225,0375,1 +−=  – шукана лінійна регресія.  
Обчислимо значення отрима-
ної лінійної апроксимації та скла-
демо відповідну таблицю і побуду-
ємо графік – лінію регресії 
xy 225,0375,1 +−=  (рис. 15). 
Знайдемо середньоквадрати-
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10 )05,25,4()2/1()()1(1 nk kk xaayn   
) 4584,2)7,05,1()15,12()6,15,2( 2/1222 =+−++−+++ .   ■  
 
4.4.2. Квадратична  апроксимація   
Розглянемо випадок 2=m , коли апроксимуюча функція є 
квадратичним тричленом  2210)( xaxaaxF ++= . Таке наближення 
називають квадратичною регресією. Лінією регресії служить пара-
бола. При цьому система необхідних умов екстремуму суми квадра-
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Розв’язавши цю систему, дістанемо оптимальні значення кое-
фіцієнтів квадратичної апроксимації  2210)( xaxaaxF ++= . 
Приклад. За методом найменших квадратів знайти квадратич-
ну апроксимацію 2210)( xaxaaxF ++=  функції )(xf , що задана 
таблицею 
k  0 1 2 3 
kx  -3 -1 1 3 
)( kk xfy =  -4,5 2,5 -2 -1,5 
Обчислити значення отриманої квадратичної регресії 
2
210 xaxaay ++=  на відрізку ]4;3[−  з кроком 5,0=dh , скласти 
відповідну таблицю і побудувати графік. Знайти середньоквадра-
тичне відхилення sy∆  наближеної функції від заданих значень вхід-
ної функції.  
Вказівка. Обчислення здійснювати з точністю до чотирьох десятко-
вих знаків після коми.  
□ Застосуємо апроксимацію 2210)( xaxaaxF ++= . Прове-
демо попередні обчислення і запишемо результати в таблицю  
k  kx  )( kxf  2kx  )( kk xfx  
0 -3 -4,5 9 13,5 
1 -1 2,5 1 -2,5 
2 1 -2 1 -2 
3 3 -1,5 9 -4,5 
∑  0 -5,5 20 4,5 
 
k  3kx  )(2 kk xfx  4kx  
0 -27 -40,5 81 
1 -1 2,5 1 
2 1 -2 1 
3 27 -13,5 81 
∑  0 -53,5 164 
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Отже, 24063,0225,06563,0 xxy −+=  – шукана квадратична 
регресія. Обчислимо значення 24063,0225,06563,0 xxy −+=  на 
відрізку ]4;3[−  з кроком 5,0=dh  і складемо відповідну таблицю  
k  0 1 2 3 4 
kx  -3 -2,5 -2 -1,5 -1 
y  
-3,6754 -2,4456 -1,4189 -0,5954 0,0250 
 
k  5 6 7 8 9 
kx  -0,5 0 0,5 1 1,5 
y  0,4422 0,6563 0,6672 0,4750 0,0796 
 
k  10 11 12 13 14 
kx  2 2,5 3 3,5 4 
y  
-0,5189 -1,3206 -2,3254 -3,5334 -4,9445 
 
За даними таблиці будуємо 
графік квадратичної регресії  
24063,0225,06563,0 xxy −+=   
(рис. 16).  
Знайдемо середньоквадра-





































) ( +−++−=− 222/1222 )025,05,2()6754,35,4()2/1()kxa     
) 8447,1)3254,25,1()475,02( 2/122 =+−+−−+ .   ■  
 
 
4.4.3. Кубічна  апроксимація   
Розглянемо випадок 3=m , коли апроксимуюча функція є 
многочленом третього порядку 33
2
210)( xaxaxaaxF +++= . Таке 
наближення називають кубічною регресією. Лінією регресії служить 
кубічна парабола. При цьому система необхідних умов екстремуму 




























































































































Розв’язавши цю систему, отримаємо оптимальні значення ко-
ефіцієнтів кубічного наближення  33
2
210)( xaxaxaaxF +++= .  
Приклад. Функція )(xf  задана таблицею 
k  0 1 2 3 4 
kx  -3 -1 0 1 3 
)( kk xfy =  -4,5 2,5 2 -2 -1,5 




210)( xaxaxaaxF +++=  за методом найменших квадратів. 





210 xaxaxaay +++=  на відрізку ]4;3[−  з кроком 5,0=dh , 
скласти відповідну таблицю і побудувати графік. Знайти середньо-
квадратичне відхилення sy∆  наближеної функції від заданих зна-
чень вхідної функції.  
Вказівка. Обчислення здійснювати з точністю до чотирьох десятко-
вих знаків після коми.  
□  Для кубічної апроксимації 33
2
210)( xaxaxaaxF +++=  
проведемо попередні обчислення коефіцієнтів системи необхідних 
умов екстремуму нев’язки і запишемо результати в таблицю:  
 
k  kx  )( kxf  2kx  )( kk xfx  3kx  
0 -3 -4,5 9 13,5 -27 
1 -1 2,5 1 -2,5 -1 
2 0 2 0 0 0 
3 1 -2 1 -2 1 
4 3 -1,5 9 -4,5 27 
∑  0 -3,5 20 4,5 0 
 
k  )(2 kk xfx  4kx  5kx  )(3 kk xfx  6kx  
0 -40,5 81 -243 121,5 729 
1 2,5 1 -1 -2,5 1 
2 0 0 0 0 0 
3 -2 1 1 -2 1 
4 -13,5 81 243 -40,5 729 
∑  -53,5 164 0 76,5 1460 
 


















































Отже, 32 3438,04702,05938,21810,1 xxxy +−−=  – шукана 
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кубічна регресія. Обчислимо значення отриманого наближення на 
відрізку ]4;3[−  з кроком 5,0=dh , складемо відповідну таблицю і 
побудуємо графік кубічної апроксимації (рис. 17).   
 
k  0 1 2 3 4 
kx  -3 -2,5 -2 -1,5 -1 
y  
-4,5520 -0,6451 1,7374 2,8534 2,9608 
 
k  5 6 7 8 9 
kx  -0,5 0 0,5 1 1,5 
y  2,3174 1,1810 -0,1905 -1,5392 -2,6073 
 
k  10 11 12 13 14 
kx  2 2,5 3 3,5 4 
y  
-3,1370 -2,8704 -1,5496 1,0832 5,2858 













k k ayn 0 0()1(1   
) =−−− 2/1233221 )kkk xaxaxa   
( )( ++−= 2)5520,45,4(51   
−+−+ 2()9608,25,2( 2   
++−+− 22 )5392,12()1810,1   
) 4692,0)5496,15,1( 2/12 =+−+ .  ■  
Зауваження. Розглянуті приклади підтверджують, що збіль-
шенням порядку m  апроксимуючого многочлена можна зменшити 
середньоквадратичне відхилення sy∆  і довести його (при nm = ) до 
нуля (отримати інтерполяційний поліном). Проте проведені розра-









-3 -2 -1 






що може привести до наростання похибок прогнозування за одер-
жаною моделлю (причому не тільки при екстраполяції, а навіть при 
інтерполяції).   
 
4.4.4. Апроксимація  кубічним  сплайном   
В обчислювальній математиці та в інженерній практиці все 
частіше застосовується апроксимація сплайнами, коефіцієнти яких 
знаходяться за МНК.   
Знаходження МНК-оцінок параметрів сплайну зводиться до 
розв’язування задачі на умовний екстремум – пошуку мінімуму су-
ми квадратів відхилень при наявності лінійних обмежень-рівностей. 
Це вимагає відповідної модифікації обчислювальних процедур ме-
тоду найменших квадратів. Зокрема, можна з цих рівностей вирази-
ти одні з коефіцієнтів через інші та перейти до задачі безумовної 
оптимізації меншої розмірності.  
Розглянемо середньоквадратичну апроксимацію функції )(xf  
за допомогою кубічного сплайну  )(3 xS  – кубічної  сплайнової  
регресії.  Обмежимося тільки конкретною задачею.  
Приклад. Функція )(xf  задана на відрізку ];[];[ 0 nxxba =  на-
ступною таблицею значень у 1+n  рівновіддалених вузлах ( 3=n ):  
 
k  0 1 2 3 
kx  -3 -1 1 3 
)( kk xfy =  -4,5 2,5 -2 -1,5 
 
Методом найменших квадратів знайти апроксимацію цієї функції 



































з одним вузлом спряження 2/)( baxs += , в якому виконуються 
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умови гладкості:  
)('')('';)(')(';)()( 323132313231 ssssss xPxPxPxPxPxP === , 
доповнені однорідними граничними умовами на кінцях 0xx =  і 
nxx =  відрізка апроксимації:   0)(";0)(" 32031 == nxPxP .  
Обчислити значення отриманої сплайн-апроксимації )(3 xSy =  на 
відрізку ]4;4[−  з кроком 5,0=dh , скласти відповідну таблицю і 
побудувати графік. Знайти середньоквадратичне відхилення sy∆  
наближеної функції від заданих значень вхідної функції.  
Вказівка. Обчислення здійснювати з точністю до чотирьох десятко-
вих знаків після коми.  
□ З додаткових умов у вузлах sx , 0x  і nx  випливають наступ-
ні співвідношення для коефіцієнтів  
21 aa = ;    21 bb = ;    21 22 cc = ;  
02/)(62 11 =−− abdc ;   02/)(62 22 =−+ abdc .   
Введемо позначення  
3/)( abh −= ;  cccbbbaaa ====== 212121 ;; .   


































xS    
За МНК оптимальні значення коефіцієнтів a , b  і c  визна-
чаються як розв’язки системи необхідних умов екстремуму суми 
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Тоді  
46)437374( 3210 yyyya −++−= ;   
)10()33( 3210 hyyyyb ++−−= ; )23()(9 23210 hyyyyc +−−= .    
Проведемо обчислення:  
23/)33(3/)( =+=−= abh ;  02/)33(2/)( =+−=+= baxs :   
( ) 8043,046)5,1(4)2(375,237)5,4(4 =−⋅−−⋅+⋅+−⋅−=a ;    
( ) 275,0)210()5,1(3)2(5,2)5,4(3 =⋅−⋅+−+−−⋅−=b ;   
( ) 6359,0)223()5,1()2(5,25,49 2 −=⋅−+−−−−⋅=c ;   
0707,02)6359,0()9/2()9/2( −=−⋅=hc .      
































Обчислимо значення отриманого наближення )(3 xSy =  на 
відрізку ]4;4[−  з кроком 5,0=dh  і складемо відповідну таблицю   
 
k  0 1 2 3 4 5 
kx  -4 -3,5 -3 -2,5 -2 -1,5 
y  
-5,9453 -4,9167 -3,8349 -2,7529 -1,7237 -0,8004 
 
k  6 7 8 9 10 
kx  -1 -0,5 0 0,5 1 
y  
-0,0359 0,5167 0,8043 0,7917 0,5141 
 
k  11 12 13 14 15 16 
kx  1,5 2 2,5 3 3,5 4 




зображено на рис. 18.   
Знайдемо середньоква-




















( ++++−= 22 )0359,05,2()8349,35,4()2/1(   
      
) 8482,1)1849,25,1()5141,02( 2/122 =+−+−−+ .  ■  
Зауваження 1. Основні рекомендації по вибору порядку l  
сплайну )(
,
xS ml , кількості та розміщенню його вузлів, які наведені 
вище для задачі інтерполяції, залишаються справедливими також у 
більш загальному випадку апроксимації. Їх треба доповнити пора-
дою мати на кожному частинному проміжку між сусідніми вузлами 
не менше  1+l  точок з відомими значеннями вхідної функції, оскі-
льки проблема занадто тісної підгонки сплайн-моделі є реальною 
загрозою.  
Зауваження 2. З точки зору ефективності обчислень краще ви-
користовувати подання сплайну )(
,
xS ml  не через степеневі функції, 
а за допомогою так званих базисних сплайнів ( B -сплайнів). Для 
ознайомлення з ними слід звернутися до спеціалізованої літератури.   
 
4.4.5. Локальне  згладжування  даних   
Якщо дослідні дані містять суттєві похибки, то доцільно про-
вести їх згладжування (фільтрацію) для одержання більш плавного 
характеру залежності.  
Нехай за результатами дослідження функції )(xf  сформована 








-3 -2 -1 
0







nkk x ...xx xx <<<<<< −110 ... . Припускається, що величини ky , 
nk ,0=  мають однакову точність.  
Для знаходження згладженого значення ky  у точці kx  виби-
раємо з обох боків від kx  по m  точок:  mkx − , …, 1−kx  і 1+kx , …, 
mkx + . За 12 +m  значеннями mky − , …, 1−ky , ky , 1+ky , …, mky +  у 
виділених точках будуємо апроксимуючий многочлен l -го порядку, 
користуючись МНК (при цьому ml 2< ). Значення одержаного по-
лінома в центральній точці kx  приймаємо за ky . Процес повто-
рюється для всіх внутрішніх точок. Згладжування значень поблизу 
кінців відрізка ];[ 0 nxx  здійснюється за допомогою крайніх точок.  
Для трьох точок при апроксимації многочленом першого по-
рядку одержуємо  3)( 11 +− ++= kkkk yyyy , 1,1 −= nk .  
Якщо брати по п’ять точок і використовувати середньоквадра-
тичне наближення кубічним поліномом, то дістаємо  
35)31217123( 2112 ++−− −+++−= kkkkkk yyyyyy , 2,2 −= nk .  
При застосуванні середньоквадратичної апроксимації много-
членом п’ятого порядку за “ковзним вікном” з семи точок отримає-
мо   
+++−=
−−− kkkkk yyyyy 13175305)(231/1( 123   
)53075 321 +++ +−+ kkk yyy , 3,3 −= nk .  
Зауваження. Фільтрація приводить до послаблення високочас-
тотних коливань, майже не змінюючи низькочастотну складову  
вхідної залежності )(xfy = . Згладжені величини ky , nk ,0= , як 
правило, достатньою близькі до істинних значень, при цьому сту-
пінь розсіювання їх похибок менша. Проте при цьому сильно зрос-
тає кореляція (взаємозалежність) похибок. Крім того, коли функція 
)(xfy =  не є многочленом l -го порядку, то відбувається “розма-
зування” її графіка, що може привести до суттєвого спотворення 
справжнього характеру залежності )(xfy = . Тому повторна фільт-
рація не рекомендується.   
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5. ЧИСЕЛЬНЕ  ДИФЕРЕНЦІЮВАННЯ  
ТА  ІНТЕГРУВАННЯ  ФУНКЦІЙ 
 
5.1. Чисельне  диференціювання   
При числовому розв’язуванні багатьох практичних задач часто 
виникає потреба в обчисленні похідних різних порядків функції 
)(xfy = , що задана таблично або складним аналітичним виразом, 
безпосередньо диференціювати який досить важко. У таких випад-
ках застосовуються наближені методи диференціювання.  
Нехай на сітці }...:{ 10 bx ...x xxax nkk =<<<<<=  (з нері-
вномірним, у загальному випадку, кроком var1 =−= −kkk xxh , 
nk ,1= ) у всіх вузлах kx , nk ,0=   відомі значення )( kk xfy = , 
nk ,0=  вхідної функції )(xfy = . Необхідно обчислити похідну 
)()( ∗xf m  у точці ];[ bax ∈∗  та оцінити абсолютну похибку ∆ .  
Знайдемо наближення  )()( xFxf ≈ , тобто подамо вхідну  
функцію )(xf  у вигляді )()()( xRxFxf += , де за апроксимуючу 
функцію )(xF  можна взяти, наприклад, часткову суму ряду Тейло-
ра чи інтерполяційний многочлен, а остаточний член )(xR  визначає 
похибку апроксимації.  
Продиференціюємо останню рівність m  разів, покладемо 
∗= xx  і дістанемо   
)()()( )()()( ∗∗∗ += xRxFxf mmm ,  тобто  )()( )()( ∗∗ ≈ xFxf mm .  
Величина )()()( )()()( xFxfxR mmm −= , що характеризує від-
хилення наближеного значення похідної від точного, називається 
похибкою апроксимації похідної.  
Нехай сітка має сталий крок constxxh kk =−= −1 . Тоді по-
хибка )(mR  залежить від h  і її записують у вигляді  )()( rm hOR =  
(тобто rm ChR <)( , де 0>C  і C  не залежить від h ). Показник 
степеня r  називається порядком похибки апроксимації похідної 
(порядком точності апроксимації).   
 89 
5.1.1. Застосування  інтерполяційних  многочленів  
Нехай функція )(xf  задана на рівномірній сітці зі сталим 
кроком h  і може бути апроксимована інтерполяційним многочле-
ном Ньютона (для інтерполяції вперед). Для відшукання похідних у 
вузлі kx  запишемо цей поліном за шаблоном з ( 1+m ) вузлів kx , 
1+kx , 2+kx , …, mkx + :   
( ) +∆−+∆+= )(!2/)1()()!1/()()( 2 kkkm xfqqxfqxfxN    
( ) )(!/)1)...(1(... km xfmmqqq ∆+−−++ ,  hxxq k /)( −= .  
Продиференціюємо одержаний вираз, враховуючи, що для 









== , і дістанемо:  













































Покладемо kxx = , тобто 0=q , і отримаємо наступні форму-













1)(1)( 432 kkkkk xfxfxfxfhxf ;  
( ) ( )...)()12/11()()(1)( 4322 +∆+∆−∆≈′′ kkkk xfxfxfhxf .  
Число доданків у цих співвідношеннях залежить від кількості 
вузлів у вибраному шаблоні.   
Приклад. Функція xshxf 2)( =  задана наступною таблицею 
значень )( kk xfy = , nk ,0=   ( 5=n ) на рівномірній сітці з кроком 
05,0=h :   
 90 
k  0 1 2 3 4 5 
kx  0,00 0,05 0,10 0,15 0,20 0,25 
)( kxf  0,00000 0,10017 0,20134 0,30452 0,41075 0,52110 
Наближено знайти значення похідних ′f  і ′′f  у точці 00,00 =x  за 
шаблоном з п’яти вузлів при заданому кроці 05,0=h . 
□ Складемо таблицю скінчених різниць:   
k  kx  )( kxf  )( kxf∆  )(2 kxf∆  )(3 kxf∆  )(4 kxf∆  
0 0,00 0,00000 0,10017 0,00100 0,00101 0,00003 
1 0,05 0,10017 0,10117 0,00201 0,00104 0,00003 
2 0,10 0,20134 0,10318 0,00305 0,00107 
− 
3 0,15 0,30452 0,10623 0,00412 
− − 
4 0,20 0,41075 0,11035 
− − − 
5 0,25 0,52110 
− − − − 
Запишемо формули для апроксимації першої та другої похід-
них у вузлі 0x , використовуючи шаблон з п’яти вузлів:  
( ))()4/1()()3/1()()2/1()(1)( 04030200 xfxfxfxfhxf ∆−∆+∆−∆≈′ ;  
( ) ( ))()12/11()()(1)( 04030220 xfxfxfhxf ∆+∆−∆≈′′ .  
Тоді дістанемо  
9999,1)0000075,000033667,00005,010017,0(20)0( =−+−⋅≈′f ;  
007,0)0000275,000101,0001,0(400)0( =+−⋅≈′′f .  
Для порівняння наведемо точні значення цих похідних: 
0)0(;24)(;2)0(;22)( =′′=′′=′=′ fxshxffxchxf .   ■  
Застосовуючи інтерполяційний поліном Ньютона, дістаємо 
вирази для похідних через скінченні різниці. Проте на практиці час-
то зручніше обчислювати похідні безпосередньо через значення 
функції )(xf  у вузлах. Для одержання таких формул можна скори-
статися многочленом Лагранжа.  
Знаходження вищих похідних можна звести до послідовного 
обчислення першої похідної )(' xf . Розглянемо побудову наближе-
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них формул для )(' xf  за допомогою інтерполяційного полінома 
Лагранжа з рівномірним розміщенням вузлів.  
Запишемо інтерполяцію многочленом Лагранжа другого по-
рядку (за шаблоном з трьох вузлів 1−kx , kx  і 1+kx )  
( +−−−−−= +−−+ kkkkkk yxxxxyxxxxxL ))((2))(()( 11112   
) )2())(( 211 hyxxxx kkk +− −−+   
з залишковим членом   
( ) ))()(())(('''!31)()()( 1122 +− −−−=−= kkk xxxxxxxcfxLxfxR  .  
Тоді   ( −−−=+=
−+ 1122 )2()(')(')(' kkk yxxxxRxLxf  
) )(')2()2()2(2 221111 xRhyxxxyxxx kkkkkk +−−+−−− +−+− ;  
( ) ( +++−= +− xxxxxxcfxR kkk )(23))(('''!31)(' 1122   
)1111 +−+− +++ kkkkkk xxxxxx   
Як правило, формули чисельного диференціювання застосо-
вують для обчислення похідних у вузлах kx , nk ,0= . Підставляю-
чи в одержані вирази послідовно значення 1−kx , kx  і 1+kx , маємо:  
)(''')3/()2()43()(' 12111 −+−− +−+−= kkkkk cfhhyyyxf ;  
)(''')6/()2()()(' 211 kkkk cfhhyyxf −+−= +− ;   
)(''')3/()2()34()(' 12111 ++−+ ++−= kkkkk cfhhyyyxf ,   
де останні доданки відображають похибку апроксимації похідної;  
1−kc , kc  і 1+kc  – деякі невідомі точки з інтервалу );( 11 +− kk xx .   
Якщо скористатися інтерполяційним поліномом Лагранжа чет-
вертого порядку (за шаблоном з п’яти вузлів 2−kx , 1−kx , kx , 1+kx  і 
2+kx ), то одержимо наступні формули для похідних у вузлах:  
+−+−+−= ++−−− )12()316364825()(' 21122 hyyyyyxf kkkkkk   
                                                                   )()5/( 2)5(4 −+ kcfh ;  
−+−+−−= ++−−− )12()618103()(' 21121 hyyyyyxf kkkkkk   
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                                                                         )()20/( 1)5(4 −− kcfh ;  
)()30/()12()88()(' )5(42112 kkkkkk cfhhyyyyxf +−+−= ++−− ;  
+++−+−= ++−−+ )12()310186()(' 21121 hyyyyyxf kkkkkk   
                                                                         )()20/( 1)5(4 ++ kcfh ;  
++−+−= ++−−+ )12()254836163()(' 21122 hyyyyyxf kkkkkk   
                                                                             )()5/( 2)5(4 ++ kcfh ,   
де  ic , 2,2 +−= kki  – деякі невідомі точки з );( 22 +− kk xx .   
Зауваження. При непарному числі вузлів інтерполяції та пар-
ному степені поліному Лагранжа найбільш прості вирази і наймен-
ші коефіцієнти у залишкових членах одержуються для похідної у 
центральному вузлі. Указані співвідношення є апроксимаціями по-
хідної за допомогою центральних різниць. Такі скінченно-різни-
цеві наближення широко використовуються на практиці.  
 
5.1.2. Уточнення  наближеного  значення  похідної  
Порядок точності скінченно-різницевих апроксимацій похід-
ної зростає зі збільшенням числа вузлів, за якими вони будуються. 
Проте при великому числі використаних вузлів ці співвідношення 
стають досить громіздкими, що обумовлює значне зростання обчи-
слювальних витрат. Крім того, ускладнюється оцінка похибки апро-
ксимації.  
Можна оцінити абсолютну похибку апроксимації похідної й 
уточнити наближене значення останньої, не змінюючи шаблону, 
якщо застосувати метод Рунге (метод подвоєння кроку).  
Нехай  )(' xf  – похідна, наближене значення якої треба знай-
ти;  ),(' hxF  – її скінченно-різницева апроксимація на рівномірній 
сітці з кроком h , що має r -й порядок точності;  ),(' hxR  – похибка 
апроксимації, головний член якої можна подати у вигляді )(xhrϕ , 
тобто )()(),(' 1++ϕ= rr hOxhhxR ,  де 0)( ≠ϕ x . Тоді  
)()(),(')(' 1++ϕ+= rr hOxhhxFxf .  
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Скористаємося цим співвідношенням у тій же точці x  при по-
двоєному кроці h2  і дістанемо  
)2()(2)2,(')(' 11 +++ϕ+= rrrr hOxhhxFxf  
Прирівнюючи праві частини двох останніх рівностей, знахо-
димо вираз для головного члена похибки апроксимації  
( ) )()12()2,('),(')( 1++−−=ϕ rrr hOhxFhxFxh .  
Звідси для абсолютної похибки |),('|1 hxR=∆  апроксимації 
похідної маємо наближену першу формулу Рунге   
)12()2,('),('1 −−≈∆ rhxFhxF .  
Підставляючи вираз для )(xhrϕ  у співвідношення для )(' xf  
при кроці h , дістаємо другу формулу Рунге  
( ) )()12()2,('),('),(')(' 1++−−+= rr hOhxFhxFhxFxf ,  
яка дозволяє за двома наближеннями похідної з кроками h  і h2  з 
r -м порядком точності знайти уточнене значення цієї похідної з 
підвищеним порядком точності 1+r .  
Зауваження. Для підтвердження умови 0)( ≠ϕ x  на практиці 
перевіряють виконання нерівності  
( ) ( ) 1,01)2,('),('),(')2/,('2 <−−− hxFhxFhxFhxFr ,  
лише у випадку справедливості якої рекомендується застосовувати 
метод Рунге.  
Приклад. Функція )(xfy =  задана на відрізку ];[ ba , де 1=a  
і 1,3=b , наступною таблицею значень )( kk xfy = , nk ,0=   
( 7=n ) у рівновіддалених вузлах з кроком 3,0/)( =−= nabh :  
k  0 1 2 3 4 5 6 7 
kx  1 1,3 1,6 1,9 2,2 2,5 2,8 3,1 
ky  -1,15 -1,5 -1,6 -1,8 -1,7 -1,75 -2,05 -2,3 
Знайти наближене значення )(' 3xf  похідної )(' xf  у вузлі 
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9,13 =x  за формулою )2()(),(')(' 11 hyyhxFxf kkkk +− +−=≈ , що 
має порядок точності 2=r :  )(''')6/(),(' 2 kk cfhhxR −= , з кро-
ком 3,0=h . Користуючись методом Рунге, оцінити абсолютну по-
хибку 1∆  апроксимації та уточнити значення похідної )(' 3xf .  
Вказівка. Похибками у вхідних даних і похибками заокруглення 
знехтувати. Обчислення здійснювати з точністю до трьох десятко-
вих знаків після коми.  
□  При кроці 3,0=h  маємо:  
167,0)2()(),(')(' 4233 −=+−=≈ hyyhxFxf .  
Згідно з методом Рунге обчислимо наближене значення 
)(' 3xf  за тією ж формулою при подвоєному кроці 6,02 =h :  
208,0)4()()2,(')(' 5133 −=+−=≈ hyyhxFxf .  
Далі знайдемо оцінку абсолютної похибки 1∆  і уточнене зна-
чення похідної:  
( ) =−−≈=∆ )12()2,('),('),(' 331 rk hxFhxFhxR   
( ) 014,0)12(208,0167,0 2 =−+−= ;   
( ) =−−+≈ )12()2,('),('),(')(' 3333 rhxFhxFhxFxf   
153,0014,0167,0 −=+−= .   ■  
 
5.1.3. Вибір оптимального кроку чисельного диференціювання  
Повна абсолютна похибка ∆  знаходження похідної )(' xf  
складається з абсолютної похибки |),('|1 hxR=∆  власне вибрано-
го методу апроксимації, абсолютної похибки 2∆ , зумовленої на-
ближеним заданням значень )( kk xfy = , nk ,0= , і похибок заок-
руглення. Припустимо, що задані значення )( kk xfy = , nk ,0=  
мають однакові граничні абсолютні похибки ∗∆ , а похибками заок-
руглення знехтуємо.  
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Для визначеності розглянемо наступну скінченно-різницеву 
апроксимацію похідної  
)12()88()(' 2112 hyyyyxf kkkkk ++−− −+−≈ ;   
|)(|)30/(|),('| )5(41 kcfhhxR ==∆ .  
Залишкову абсолютну похибку 1∆  можна оцінити так:  
304511 hM=∆≤∆
∗




= .  
Гранична сумарна абсолютна похибка ∗∆2 , породжена неточ-
ністю вхідних даних )( kk xfy = , nk ,0= , визначається як абсолю-
тна похибка алгебраїчної суми і добутку:  
)2(3)12()88(2 hh ∗∗∗∗∗∗ ∆=∆+∆⋅+∆⋅+∆=∆ .   
Гранична повна абсолютна похибка )(h∗∆  даної формули чи-
сельного диференціювання знаходиться додаванням ∗∆1  і 
∗∆2 :  
)2(330)( 4521 hhMh ∗∗∗∗ ∆+=∆+∆=∆ .  
Перша складова ∗∆1  похибки )(h∗∆  зменшується зі зменшен-
ням кроку h , але при цьому зростає її друга складова ∗∆2 . Опти-
мальна величина кроку ∗h , що забезпечує мінімум повної похибки 
)(h∗∆ , визначається з необхідної умови екстремуму  0)(' =∆∗ h :  
0)2(3152)(' 235 =∆−=∆ ∗∗ hhMh ;  5 5 )4(45 Mh ∗∗ ∆= .  
Приклад. Функція )(xfy =  задана на відрізку ];[ ba , де 
5,0=a  і 1,1=b , наступною таблицею значень )( kk xfy = , 
nk ,0=   ( 6=n ), що вірні в написаних чотирьох десяткових знаках 
після коми, у рівновіддалених вузлах з кроком 1,0/)( =−= nabh :  
k  0 1 2 3 4 5 6 
kx  0,5 0,6 0,7 0,8 0,9 1 1,1 
ky  0,6193 0,6328 0,6402 0,6514 0,6647 0,6705 0,6619 
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Знайти наближене значення )(' 3xf  похідної )(' xf  у вузлі 
8,03 =x  за допомогою скінченно-різницевої апроксимації  
)12()88()(' 2112 hyyyyxf kkkkk ++−− −+−≈ ,  
яка має порядок точності 4=r :  )()30/(),(' )5(4 kk cfhhxR = . Оці-
нити граничну повну абсолютну похибку )(h∗∆  і визначити опти-
мальний крок ∗h  чисельного диференціювання.  
Вказівка. Похибками заокруглення знехтувати. Обчислення здійс-
нювати з точністю до чотирьох десяткових знаків після коми.  
□  За поданим скінченно-різницевим співвідношенням обчис-
лимо наближення для шуканої похідної:  
=−+−≈ )12()88()(' 54213 hyyyyxf    
1319,0)1,012()6705,06647,086402,086328,0( =⋅−⋅+⋅−= .  
Гранична залишкова абсолютна похибка ∗∆1  для даного на-
ближення визначається за формулою  
30451 hM=∆
∗




= .  
Щоб оцінити 5M , складемо для даної функції )(xfy =  таб-
лицю скінченних різниць:  





0 0,5 0,6193 0,0135 - 0,0061 0,0099 - 0,0116 0,0037 
1 0,6 0,6328 0,0074 0,0038 - 0,0017 - 0,0079 0,0106 
2 0,7 0,6402 0,0112 0,0021 - 0,0096 0,0027 – 
3 0,8 0,6514 0,0133 - 0,0075 - 0,0069 – – 
4 0,9 0,6647 0,0058 - 0,0144 – – – 
5 1 0,6705 - 0,0086 – – – – 
6 1,1 0,6619 – – – – – 









Тоді   0035,0301,01060 41 =⋅=∆∗ .  
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З умови задачі випливає, що вхідні дані мають однакові гра-
ничні абсолютні похибки 00005,0=∆∗ . Обчислимо граничну су-
марну абсолютну похибку ∗∆2 , породжену неточністю вхідних да-
них:   
0008,0)1,02(00005,03)2(32 =⋅⋅=∆=∆ ∗∗ h .   
Знайдемо граничну повну абсолютну похибку  
0043,00008,00035,0)( 21 =+=∆+∆=∆ ∗∗∗ h .  
Визначимо оптимальний крок:  
0556,0)10604(00005,045)4(45 55 5 =⋅⋅=∆= ∗∗ Mh .   ■  
 
5.2. Чисельне  інтегрування  функцій  
При математичному моделюванні різноманітних процесів час-




dxxffI )()( , якщо:  а) підінтегральна функція )(xf  за-
дана графічно, таблично чи іншим неаналітичним способом;  б) пер-
вісна )(xF  не є елементарною функцією;  в) первісна )(xF  хоч і є 
елементарною функцією, але знаходження її значень досить гро-
міздке.  
 
5.2.1. Постановка  задачі.  Способи  побудови  
формул  чисельного  інтегрування 
Постановка задачі. Нехай необхідно знайти наближене зна-
чення )( fIn  визначеного інтеграла  ∫=
b
a
dxxffI )()( , де  )(xf  – 
задана функція.  
В основі чисельних наближених методів розв’язування цієї 
задачі лежить подання визначеного інтеграла як границі інтеграль-









)(lim)()( ,   
де  var1 =−= −kkk xxh  – нерівномірний крок сітки (розбиття) 
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}...:{ 10 bx ...xx xax nkkkn =<<<<<==ω − ; ];[ 1 kkk xx −∈ξ , 
nk ,1= , причому точки kx  і kξ  вибираються довільно.   
Якщо наближення )( fIn  до інтеграла )( fI  будувати у ви-
гляді аналогічної суми, тобто лінійної комбінації скінченного числа 
значень підінтегральної функції )(xf , то дістанемо квадратурну 





k kkn xfcfIfI 0 )()()( ,   
де  kx , nk ,0=  – вузли;  kc , nk ,0=  – ваги (коефіцієнти).  
Методи чисельного інтегрування різняться способами вибору 
вузлів kx  і ваг kc , nk ,0= , а також наближень для значень підінте-
гральної функції у вузлах )( kxf . Вибрані значення повинні, по-
перше, мінімізувати (у певному смислі) похибку (залишковий член) 
)()()( fIfIfR nn −=  квадратурної формули, а по-друге, забезпе-
чити достатню швидкість збіжності обчислювальної процедури.   
Зафіксуємо число вузлів n  і будемо підбирати ваги так, щоб 
квадратурна формула була точною для многочленів якнайвищого 
степеня m . Квадратурна формула має m -й порядок алгебраїчної 
точності, якщо вона дає точний результат для всіх поліномів 
)(xPm  m -го степеня, тобто 0)( =mn PR  та існує такий многочлен 
)(1 xPm+  ( 1+m )-го степеня, обчислення якого здійснюється з від-
мінною від нуля похибкою 0)( 1 ≠+mn PR . Указані умови можна по-
дати в більш зручній для перевірки формі:   
0)( =in xR ,  mi ,0= ;    0)( 1 ≠+mn xR .  
Нехай вузли утворюють сітку n∆  зі сталим кроком h . Тоді 
похибка )( fRn  залежить від h  і її можна подати у вигляді  
)()( rn hOfR = , тобто rn ChfR <)( , де 0>C  і C  не залежить від 
h . Показник степеня r  називається порядком точності за кроком 
h  квадратурної формули.  Квадратурна формула повинна бути та-
кою, щоб для довільної інтегровної на відрізку ];[ ba  функції )(xf  
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при ∞→n  наближене значення )( fIn  інтеграла збігалося до його 
точного )( fI . Тобто, щоб виконувалася умова 0>r .   
Основні підходи до побудови квадратурних формул:   
1) Наближено замінити підінтегральну функцію )(xf  інтер-
поляційним многочленом )()( xPxf m≈  по деяких вузлах kx , 
mk ,0= , а потім проінтегрувати одержаний поліном. Ці вузли, як 
правило, фіксовані, причому частина з них може лежати поза відріз-
ком інтегрування ];[ ba . Даний спосіб приводить до квадратурних 
формул інтерполяційного типу.   
2) Зафіксувати число вузлів 1+n , а потім підібрати розмі-
щення вузлів kx , nk ,0=  і значення коефіцієнтів kc , nk ,0=  з 
умови 0)( =in xR ,  mi ,0=  так, щоб формула мала найвищий m -й 
порядок алгебраїчної точності ( nm 2< ).  
3) Якщо відомий клас F  функцій, для яких призначена квад-
ратурна формула, то при фіксованому n  вибір вузлів kx , nk ,0=  і 
коефіцієнтів kc , nk ,0=  можна здійснювати з умови досягнення 




=  – точної верхньої 
грані значень похибок )( fRn  для всіх функцій f  даного класу F . 
Цей спосіб приводить до квадратурних формул найвищої точності 
для даного класу функцій.  
4) Якщо відрізок інтегрування ];[ ba  розбити на окремі части-
ни (наприклад, рівномірно), а потім на кожній ділянці використати  
деяку формулу (невисокого порядку точності), одержану одним з 
вказаних вище способів, то дістанемо квадратурну формулу скла-
деного типу.   
Зауваження 1. Квадратурні формули інтерполяційного типу 
мають алгебраїчний порядок точності nm ≥ .   
Зауваження 2. При застосуванні квадратурної формули основ-
ний об’єм роботи припадає на обчислення значень підінтегральної 
функції )(xf  у вузлах, оскільки значення коефіцієнтів kc , nk ,0=  
табульовані. Тому з формул, які забезпечують задану точність, ре-
 100 
комендується вибирати ту, що використовує найменше число вуз-
лів.  
Зауваження 3. Якщо кожне значення )( kxf  підінтегральної 
функції обчислюється з абсолютною похибкою f∆ , то неусувна 
абсолютна похибка квадратурної формули може досягти величини 
∑
=
∆ nk kf c0 || . Для інтерполяційних формул ця неусувна похибка 
значно збільшується з ростом n , оскільки при підвищенні порядку 
інтерполяційного многочлена ∞→n  маємо ∞→||max kk c  і при 
цьому серед коефіцієнтів kc  зустрічаються числа обох знаків. Тому 
не можна застосовувати інтерполяцію поліномом високого степеня. 
Краще використовувати складені квадратурні формули, що мають 
малі за абсолютною величиною коефіцієнти.  
Зауваження 4. За умови мінімізації впливу похибок значень 
)( kxf  підінтегральної функції всі коефіцієнти kc , nk ,0=  квадра-
турної формули повинні бути невід’ємними.  
Далі розглянемо найбільш прості квадратурні формули, що у 
випадку невід’ємної підінтегральної функції 0)( ≥xf  мають ясний 
геометричний зміст – наближене обчислення площі ∫=
b
a
dxxfS )(  
відповідної криволінійної трапеції при рівномірному розбитті від-
різка ];[ ba , ba <  зі сталим кроком nabhxi /)( −==∆ , ni ,1= . Ці 
співвідношення можна віднести до складених формул інтерполяцій-
ного типу.    
 
5.2.2. Метод  прямокутників 




dxxf )( , де функція )(xf  невід’ємна і неперервна на відрізку 
];[ ba   (рис. 19).  
Будемо спиратися на геометричний зміст інтеграла:  
Sdxxfb
a
=∫ )( . Розіб’ємо відрізок ];[ ba  на n  рівних частин з 
 101 
кроком nabh /)( −=  точками 
ax =0 , hxx kk += −1 , nk ,1= . 
Кожну k -у частинну криволі-
нійну трапецію наближено за-
мінимо прямокутником з осно-
вою hxk =∆  і висотою 
)( 11 −− = kk xfy , що є значен-
ням функції )(xfy =  у крайній лівій точці елементарного відрізка 
];[ 1 kk xx − . Площа цього прямокутника hyS kk 1−=∆ . Тоді площа S  







k k yhhySS 1 11 11 .  
Маємо формулу лівих прямокутників для наближеного обчи-





−∫ )...)(/)(()( 110  ,   
де nR  – похибка.   
Якщо за висоти частинних прямокутників  узяти значення  
функції )(xfy =  у крайніх правих точках елементарних відрізків  




Ryyynabdxxf ++++−=∫ )...)(/)(()( 21  ,   
де nR  – похибка.  
Коли функція )(xf  монотонно зростає на відрізку ];[ ba , то 
формули лівих і правих прямокутників дають наближене значення 
інтеграла відповідно з недостачею і з надлишком.  
Зауваження. Формули прямокутників ґрунтуються на набли-
женні функції )(xf  кусково-сталою.  
Якщо похідна )(' xf  існує й обмежена на відрізку ];[ ba , то 
істинну абсолютну похибку || nn R=∆  обчислення інтеграла за ци-
ми формулами можна оцінити граничною абсолютною похибкою 
y
xO







∗∆n  за допомогою співвідношення:  
1





= .  Тобто, похибка формул прямокутників має 
порядок n/1 . Іншими словами, ці формули характеризуються пер-
шим порядком точності:  )( rn hO=∆∗ , де 1=r .  
 
5.2.3. Метод  трапецій 
Як і в попередньому пункті, розіб’ємо відрізок ];[ ba  на n  рів-
них частин. Сполучимо відрізком кінці кожної частинної дуги даної 
лінії )(xfy = , як показано на рис. 20.  
Кожну k -у частинну криво-
лінійну трапецію наближено замі-
нимо звичайною трапецією з висо-
тою hxk =∆  і основами 
)( 11 −− = kk xfy  та )( kk xfy = , що 
має площу 2/)( 1 hyyS kkk +=∆ − .  
Тоді площа S  всієї криволі-







k k yyhhyySS 1 11 11 2/)(2/)( .  
Дістаємо формулу трапецій для наближеного обчислення ви-





−∫ )2/...2/()/)(()( 110  ,  
де nR  – похибка.  
Зауваження. Формула трапецій  базується на наближенні  фун-
кції )(xf  кусково-лінійною – вписаною ламаною.  
Якщо друга похідна )('' xf  існує й обмежена на відрізку 
];[ ba , то істинну абсолютну похибку || nn R=∆  обчислення інтег-
рала за формулою трапецій можна оцінити граничною абсолютною 





Рис. 20  
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похибкою ∗∆n  за допомогою співвідношення:  
2





= .  Тобто, похибка формули трапецій має 
порядок 2/1 n . Іншими словами, ця формула характеризується дру-
гим порядком точності:  )( rn hO=∆∗ , де 2=r .  
 
5.2.4. Метод  Симпсона  (парабол)  
Розіб’ємо відрізок ];[ ba  на парне число mn 2=  рівних час-
тин з кроком nabh /)( −=  точками ax =0 , hxx += 01 , 
hxx += 12 , ... , hxx ii += −− 2212 , hxx ii += −122 , ... , bxn = , 
mi ,1= .  
Як показано на рис. 21, 
дві сусідні елементарні кри-
волінійні трапеції, що спи-
раються на спарені відрізки 
];[ 1222 −− ii xx   і  ];[ 212 ii xx − , 
наближено замінимо однією 
криволінійною трапецією, 
обмеженою зверху дугою  
вертикальної параболи 
iiiii CxxBxxAy +−+−= −− )()( 12212 . Ця парабола проходить через 
три верхні вершини даних частинних трапецій, що породжує ліній-
ну алгебраїчну систему, з якої однозначно знаходяться невідомі ко-
ефіцієнти iii CBA ,, :   
)2()2( 221222 hyyyA iiii +−= −− ;  )2()( 222 hyyB iii −−= ;  
12 −= ii yC .   
Тоді площа piS∆  елементарної параболічної трапеції:  






   
x
)(xfy =
ax =0 nxb =22 −ix 12 −ix ix2




)4( 21222 iii yyy ++× −− .  
Підсумовуючи piS∆  за всіма mi ,1= , дістаємо наближений 
вираз для площі S  всієї криволінійної трапеції:   




i pi yyyhSS ++=∆≈ −= −= ∑∑ .  
Маємо формулу Симпсона (формулу парабол) для наближе-
ного обчислення визначеного інтеграла:   
++++++⋅−=




nn Ryyy +++++ − ))...(2 242 ,  
де nR  – похибка.  
Зауваження. В основі формули Симпсона лежить неперервне 
кусково-параболічне наближення підінтегральної функції )(xf  
вписаною лінією.  
Якщо на відрізку ];[ ba  існує обмежена четверта похідна 
)(xf IV , то істинна абсолютна похибка || nn R=∆  обчислення інте-
грала за формулою парабол оцінюється граничною абсолютною по-
хибкою ∗∆n  так:  
4





= . Тобто, похибка формули Симпсона має 
порядок 4/1 n . Іншими словами, ця формула характеризується чет-
вертим порядком точності:  )( rn hO=∆∗ , де 4=r .  
Зауваження 4. Усі розглянуті формули тим точніші, чим гу-
стіше розбиття: 0→nR  при ∞→n . При одному й тому ж значен-
ні n  формула Симпсона – найбільш точна з них. При практичному 
застосуванні чисельного інтегрування треба віддати перевагу фор-
мулі парабол, коли підінтегральна функція )(xf  досить гладка, 
тобто має неперервні похідні високих порядків. Якщо ж функція 
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)(xf  має лише кусково-гладку першу похідну, то кращою може 
бути формула трапецій. У загальному випадку, ефективність тієї чи 
іншої квадратурної формули залежить від поведінки функції )(xf  
та її похідних на відрізку інтегрування.   





1)2( dxxI , застосовуючи при 4=n  формули:  а) лівих пря-
мокутників,  б) трапецій,  в) Симпсона. Оцінити допущені абсолют-
ні похибки. Обчислення проводити з округленням до п’ятого десят-
кового знака після коми. Одержані результати порівняти з точним 








− xdxxI .  
□ Розіб’ємо заданий відрізок інтегрування ]1;0[  на 4=n  рів-
них частин точками 00 == aх , 25,01 =x , ..., 14 == bx . Обчисли-
мо значення  0y , 1y , ..., 4y  підінтегральної функції )2/(1 += xy , 
що відповідають указаним точкам, і запишемо результат у таблицю:  
 
k  0 1 2 3 4 
kx  0 0,25 0,5 0,75 1 
ky  0,5 0,44444 0,4 0,36364 0,33333 
 
а) Знайдемо значення інтеграла за допомогою формули лівих 
прямокутників:   
×−=+++−≈ )4/)01(())(4/)(( 3210 yyyyabIn  
42702,04/70808,1)36364,04,044444,05,0( ≈=+++× .  
Знайдемо і порівняємо граничну ∗∆n  та істинну || nn II −=∆  
абсолютні похибки.  
Щоб обчислити граничну абсолютну похибку ∗∆n , знайдемо 
похідну підінтегральної функції:  2)2/(1' +−= xy . Найбільше за 
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модулем значення цієї похідної на відрізку ]1;0[  дорівнює 
25,0|)0('|1 == yM . Тоді 03125,025,0))42/()01(( 2 ≈⋅⋅−=∆∗n .  
Істинна абсолютна похибка ≈−=∆ |42702,040547,0|n  
02155,0≈ . Можемо переконатися, що істинна похибка не переви-
щує граничної:  ∗∆=<=∆ nn 03125,002155,0 .  
б) Обчислимо наближене значення інтеграла за формулою 
трапецій:   
×−=++++⋅−≈ )4/)01(()2/2/()4/)(( 43210 yyyyyabIn   
40619,0)2/33333,036364,04,044444,02/5,0( ≈++++× .  
Знайдемо граничну ∗∆n  та істинну n∆  абсолютні похибки і 
порівняємо їх:   
4)2/(6)('' += xxy ;   25,0|)0(''|2 == yM ;  
0013,025,0))412/()01(( 23 ≈⋅⋅−=∆∗n ;   
00072,0|40619,040547,0| ≈−=∆n ;  ∗∆<∆ nn .  
в) Обчислимо наближене значення визначеного інтеграла за 
формулою Симпсона:   
=++++⋅⋅−≈ )2)(4())43/()(( 23140 yyyyyabIn   
+⋅++⋅⋅−= 44444,0(433333,05,0())43/()01((    
40547,012/86565,4)4,02)36364,0 ≈=⋅++  
Знайдемо граничну ∗∆n  та істинну n∆  абсолютні похибки і 
порівняємо їх:   
5)2/(24 += xy IV ;   75,0|)0(|4 == IVyM ;   
00002,075,0))4180/()01(( 45 ≈⋅⋅−=∆∗n ; 
00000,0|40547,040547,0|0 ≈−=∆ ;  ∗∆<∆ nn .   
Порівнюючи результати обчислень, можна зробити висновок, 
що найближче до точного значення інтеграла, як очікувалося, дає 
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формула парабол.  ■  
Приклад 2. Застосовуючи формулу Симпсона,  обчислити на-
ближено визначений інтеграл ∫=
1
0
3 3 dxexI x  з точністю до 
001,0=ε .  
□ За умовою треба знайти значення інтеграла до третього де-
сяткового знака після коми (з точністю 001,0=ε ). Тому обчислен-
ня будемо проводити з округленням до четвертого (запасного) знака 
після коми. 
Продиференціюємо підінтегральну функцію 
33 xexy = :   
)(3' 253 xxey x += ;  )283(3'' 473 xxxey x ++= ;  += 99(6''' 3 xey x   
)23845 36 +++ xx ;  )12038421627(3 258113 xxxxey xIV +++= .  
Оскільки четверта похідна 0>IVy  і на відрізку інтегрування 
]1;0[  її похідна (п’ята)  
+++= 71013)5( 288094581(3 3 xxxey x 0)2402280 4 ≥++ xx ,  
то IVIV yy =||  монотонно зростає і набуває найбільшого значення 







.   
Отже, гранична абсолютна похибка:   
4
4
45 /8426,33))180/()01(( nMnn ≈−=∆∗ .   
Нерівність ε≤∆∗n  розв’язуємо підбором:  
001,0/8426,33 4 ≤n ;  14=n : 001,00009,014/8426,33 4 << ;   
а при 13=n :  001,00011,013/8426,33 4 >> , отже при 14≥n  ви-
конується нерівність 001,0<∆∗n . 
Візьмемо 20=n . Такий вибір виправданий тим, що при цьо-
му значенні n  крок інтегрування h  буде скінченним десятковим 
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дробом: 05,020/1 ==h . Таким чином, розіб’ємо відрізок інтегру-
вання ]1;0[  на 20=n  рівних частин точками 00 == aх , 05,01 =x , 
1,02 =x , ..., 120 == bx . Обчислимо значення 0y , 1y , ..., 20y  підін-
тегральної функції 
33 xexy =  у відповідних точках і занесемо ре-
зультат у таблицю:  
 
k  0 1 2 3 4 5 
kx  0 0,05 0,1 0,15 0,2 0,25 
ky  0 0,0001 0,001 0,0034 0,0081 0,0159 
 
k  6 7 8 9 10 11 12 
kx  0,3 0,35 0,4 0,45 0,5 0,55 0,6 
ky  0,0277 0,0448 0,0682 0,0998 0,1416 0,1965 0,2681 
 
k  12 13 14 15 16 17 
kx  0,6 0,65 0,7 0,75 0,8 0,85 




Далі за формулою пара-
бол знайдемо наближене зна-
чення інтеграла:  
++++++++⋅⋅−≈ 1197531200 (4())203/()(( yyyyyyyyabIn   
++++++++++++ 141210864219171513 (2) yyyyyyyyyyy
  
++++⋅=++ 0034,00001,0(47183,20()60/1())1816 yy   
++++++++ 1349,16433,03614,01965,00998,00448,00159,0   
+++++⋅++ 1416,00682,00277,00081,0001,0(2)0208,2  
459,0458785,0))5112,18534,04833,02681,0 ≈=++++ .  ■   
k  18 19 20 
kx  0,9 0,95 1 
ky  1,5112 2,0208 2,7183 
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5.2.5. Вибір  кроку  інтегрування  
і  практична  оцінка  похибки  
Величина кроку h  повинна бути такою, щоб забезпечити за-
дану точність ε  обчислення за прийнятою квадратурною форму-
лою, не допускаючи при цьому значних перевитрат обчислюваль-
них ресурсів. Розглянемо основні способи вибору кроку інтегру-
вання. При цьому похибками значень функції у вузлах і похибками 
заокруглення знехтуємо.  
Вибір кроку за аналітичною оцінкою залишкового члена. Не-
хай потрібно обчислити інтеграл з точністю  ε  за квадратурною 
формулою, для якої відомий аналітичний вираз граничної абсолют-
ної похибки ∗∆h , що служить оцінкою залишкового члена nR : 
∗∆≤ hnR || . Вибирають крок h  таким, щоб виконувалась нерівність 
ε<∆∗h .  
Практична оцінка похибки і вибір кроку за правилом Рунге. В 
аналітичні вирази оцінки похибки розглянутих квадратурних фор-




=  ( 1=r  – для формул 
лівих і правих прямокутників,  2=r  – для формули трапецій,  
4=r  – для формули Симпсона), знаходження яких нерідко приво-
дить до громіздких обчислень або взагалі неможливе. Тоді можна 
скористатися методом Рунге (методом подвоєння кроку), який роз-
глянутий вище в пункті 5.1. Згідно з ним обчислюють інтеграл I  за 
вибраною квадратурною формулою два рази: спочатку з кроком 
h2 , потім з кроком h , тобто подвоюють число n . Як результат 
отримують два значення інтеграла hI2  та hI . Для наближеної оцін-
ки граничної абсолютної похибки використовують першу формулу 
Рунге  
)12(2 −−≈∆∗ rhhh II .  
Якщо ε<−−≈∆∗ )12(2 rhhh II , то h  − шукане значення 
кроку. При цьому за другою формулою Рунге знаходять уточнене 
значення інтеграла   
( ) )12(2 −−+≈ rhhhут IIII .  
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Якщо ж ε≥−−≈∆∗ )12(2 rhhh II , то розрахунок повторю-
ють з вдвічі меншим кроком  2/h  і т.д.  
За початковий крок можна прийняти  rh ε≈ .  
Зауваження 1. Для підтвердження можливості застосування 
методу Рунге до прийнятої квадратурної формули на практиці пере-
віряють справедливість нерівності  
( ) ( ) 1,012 22/ <−−− hhhhr IIII .   
Зауваження 2. Розглянуті вище квадратурні формули прямо-
кутників, трапецій і парабол зручні тим, що при зменшенні вдвоє 
кроку h  всі обчислені раніше значення підінтегральної функції мо-
жуть бути використані повторно.   
Приклад. Знайти наближено за формулою Симпсона визначе-







dxxI , поклавши 8=n . Оцінити граничну абсо-
лютну похибку ∗∆h  одержаного наближення hI , користуючись ме-
тодом Рунге (подвоєнням кроку). За цим же методом знайти уточ-
нене наближене значення інтеграла утI . Обчислити абсолютну по-
хибку ут∆  цього наближення утI , одержавши точне значення інте-
грала I  за формулою Ньютона – Лейбниця.  
Вказівка. Похибками заокруглення знехтувати. Обчислення здійс-
нювати з точністю до сьомого десяткового знака після коми.   
□  Розіб’ємо заданий відрізок інтегрування ]1;0[  на 8=n  рів-
них частин з кроком 125,08/)01(/)( =−=−= nabh  точками kx , 
nk ,0=  і обчислимо відповідні значення  )( kk xfy = , nk ,0=    
підінтегральної функції )(xf . Запишемо результат у таблицю:  
 
k  0 1 2 3 4 
kx  0 0,125 0,25 0,375 0,5 
ky  0,0000000 0,2461538 0,4705882 0,6575342 0,8000000 
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k  5 6 7 8 
kx  0,625 0,75 0,875 1 
ky  0,8988764 0,9600000 0,9911504 1,0000000 
Далі за формулою парабол при кроці 125,0=h  дістанемо на-
ближені значення інтеграла hI  і hI2 :  
=++++++++⋅= ))(2)(4()3/( 642753180 yyyyyyyyyhIh   
+++++⋅= 8988764,06575342,02461538,0(410()3/125,0(    
6931682,0))96,08,04705882,0(29911504,0 =++++ ;  
+⋅⋅=++++⋅= 0()3/125,02()2)(4()3/2( 231402 yyyyyhI h   
6935294,0)8,02)96,04705882,0(41 =⋅++++ .  

















.    
Оскільки 4105,00000241,0 −∗ ⋅<≈∆h ,то значення hI  повинно 
бути вірним до четвертого знака після коми.  
Знайдемо уточнене значення інтеграла утI  за другою форму-
лою Рунге:  
( ) ( −+=−−+≈ 6931682,06931682,0)12(2 rhhhут IIII   
) 6931441,0)12(6935294,0 4 =−− .   
За формулою Ньютона – Лейбниця обчислимо точне значення 
















dxxI    
6931472,02ln||ln 21 === u .  
Тоді   
0000031,06931441,06931472,0 =−=−=∆ утут II .   ■  
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5.2.6. Чисельне  інтегрування  методом  Монте-Карло  
Згідно з методом статистичних випробувань (методом 
Монте-Карло) розглядається деяка випадкова величина η , мате-
матичне сподівання якої ][ηM  дорівнює шуканій величині z :  
zM =η][ . Проводиться серія n  незалежних випробувань випадко-
вої величини η  і одержується вибірка – послідовність випадкових 
чисел kη , nk ,1= , за якою обчислюється вибіркове середнє  
∑
=
η=η nk kn n 1)/1(   
– статистична оцінка ][ηM . Тоді за наближене значення nz  шука-
ної величини z  приймається вказана оцінка:     
∑
=
η=η= nk knn nz 1)/1( .   
Зазначимо, що при 10>n  з досить близькою до одиниці ймо-
вірністю P  ( 997,0≈P ) для абсолютної похибки || nn zz −=∆  (за 
відомим правилом “трьох сигм”) справджується нерівність   
nnn σ<∆ 3 ,   де  ∑ = η−η−=σ
n
k nkn n 1
2)())1/(1(     
– статистична оцінка середнього квадратичного відхилення випад-
кової величини η .   




dxxffI )()( . Перейдемо до нової змінної t  за 






,  де ( )tabaft )()( −+=ϕ .  
Розглянемо рівномірно розподілену на відрізку ]1;0[  випадко-











tp   
Тоді функція )(νϕ=η  також буде випадковою величиною. За 
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)(1)()()(][ dttdttdttptM . 
Читаючи цю рівність справа наліво, приходимо до висновку:  
визначений інтеграл ∫ ϕ
1
0
)( dtt  дорівнює математичному сподіван-
ню випадкової величини )(νϕ=η . Тоді за методом Монте-Карло 





k kn nndtt 11
1
0
)()/1()/1()( .    
Звідси для початкового інтеграла ∫=
b
a
dxxffI )()(  одержимо 
наближену рівність  
( )∑∫ = νϕ−≈ϕ−= nk knabdttabfI 110 )(/)()()()(     




k kn xfnabfI 1 )(/)()( ,     
де  kk abax ν−+= )( , nk ,1= ;  kν , nk ,1=  – незалежні реалізації 
рівномірно розподіленої на відрізку ]1;0[  випадкової величини ν .   
Відповідно гранична абсолютна похибка ∗∆n  цього наближен-












13 .  
Зауваження 1. Для генерації послідовності незалежних випад-
кових величин kν , nk ,1=  найчастіше використовуються спеціаль-
ні комп’ютерні процедури – датчики випадкових чисел, що фор-
мують серії псевдовипадкових чисел, які мають властиві випадко-
вим величинам статистичні характеристики.  
Зауваження 2. Перевагою розглянутого методу чисельного ін-
тегрування є те, що його точність не залежить від гладкості підінте-
гральної функції, Недолік такого способу полягає в імовірнісному 
характері результату.  
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Приклад. Поклавши 22=n , за методом Монте-Карло знайти 
наближене значення nI  визначеного інтеграла ( )∫ += 20 2)1(1 dxxI   
і відповідну граничну абсолютну похибку ∗∆n . Обчислити абсолют-
ну похибку n∆  цього наближення nI , одержавши точне значення 
інтеграла I  за формулою Ньютона – Лейбниця.  
Вказівка. Похибками заокруглення знехтувати. Обчислення здійс-
нювати з точністю до чотирьох десяткових знаків після коми.   
□  За допомогою генератора випадкових чисел сформуємо по-
слідовність  kν , nk ,1= , де 22=n , знайдемо відповідні точки 
kkkk abax ν=ν−+=ν−+= 2)02(0)( , в яких обчислимо значен-
ня підінтегральної функції ( )211)( kkk xxfy +== . Складемо таб-
лицю:   
 
k  0 1 2 3 4 5 6 7 
kν  0,158 0,105 0,343 0,918 0,807 0,097 0,168 0,719 
kx  0,316 0,210 0,686 1,836 1,614 0,194 0,336 1,438 
ky  0,909 0,958 0,680 0,229 0,277 0,964 0,899 0,326 
 
k  8 9 10 11 12 13 14 15 
kν  0,945 0,560 0,198 0,420 0,361 0,600 0,964 0,314 
kx  1,890 1,120 0,396 0,840 0,722 1,200 1,928 0,628 
ky  0,219 0,444 0,864 0,586 0,657 0,410 0,212 0,717 
 
k  16 17 18 19 20 21 22 
kν  0,677 0,305 0,273 0,449 0,318 0,033 0,892 
kx  1,354 0,610 0,546 0,898 0,636 0,066 1,784 
ky  0,353 0,729 0,770 0,554 0,712 0,996 0,239 
 
За методом Монте-Карло знаходимо:  




k kn ynabI   
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+++++++++ 864,0444,0219,0326,0899,0964,0277,0229,0   
+++++++++ 770,0729,0353,0717,0212,0410,0657,0586,0   














.       
За формулою Ньютона – Лейбниця обчислимо точне значення 










dxI .    
Знайдемо абсолютну похибку n∆  одержаного наближення nI :  
139,0|246,1107,1||| =−=−=∆ nn II .    ■   
 
6. ЧИСЕЛЬНІ  МЕТОДИ  РОЗВ’ЯЗУВАННЯ  
ЗАДАЧІ  КОШІ  ДЛЯ  ЗВИЧАЙНИХ  
ДИФЕРЕНЦІАЛЬНИХ  РІВНЯНЬ  
 
6.1. Задача Коші  для  звичайного  диференціального  
рівняння  першого  порядку  
Нехай звичайне диференціальне рівняння першого порядку 
0))(),(,( =′ xyxyxF  можна подати у нормальній формі  
))(,()( xyxfxy =′ . 
Його розв’язком є диференційовна функція )(xy , що при під-
становці в рівняння перетворює його у вірну тотожність. На рис. 22 
наведено графік розв’язку диференціального рівняння, який нази-
вається інтегральною кривою.  
Геометричною інтерпретацією похідної )(xy ′  у кожній точці 
),( yx  є тангенс кута α  нахилу дотичної до інтегральної кривої, що 
проходить через цю точку, тобто: ),( yxftgk =α=  (рис. 22).  
Рівняння ))(,()( xyxfxy =′  має цілу сім’ю розв’язків −за-
 116 
гальний розв’язок ),( Сxyy = , де С  − довільна стала. При конк-
ретному значенні С  із загального розв’язку одержуємо частинний 
розв’язок. Щоб виділити один певний частинний розв’язок, дифе-
ренціальне рівняння найчастіше доповнюють початковою умовою 
00)( yxy = , де 0x  − задане початкове значення аргументу, а 0y  − 
відповідно задане початкове значення функції.  
Задача Коші полягає у тому, щоб 
відшукати функцію )(xyy = , яка за-
довольняє рівнянню 
))(,()( xyxfxy =′  і початковій умові 
00)( yxy = . Геометричний зміст цієї 
задачі:  знайти інтегральну криву 
)(xyy = , що проходить через задану 
точку ),( 00 yxМ . Звичайно визна-
чають розв’язок задачі Коші на відріз-
ку, який розташований праворуч від 
початкового значення 0x , тобто для ],[ 0 Xxx ∈ , де 0xX > .  
Теорема. Нехай права частина ),( yxf  диференціального рів-
няння ))(,()( xyxfxy =′  визначена і неперервна при Xxx ≤≤0 , 
+∞<<∞− y  і задовольняє умові Ліпшиця для y   
2121 ),(),( yyLyxfyxf −≤− ,  
де  L − деяка константа (стала Ліпшиця), а 21, yy  − довільні зна-
чення. Тоді для кожного початкового значення 0y  існує єдиний 
розв’язок )(xy  задачі Коші для ],[ 0 Xxx ∈ .   (Без доведення).  
Зауваження 1. Ця теорема про існування та єдиність розв’язку 
задачі Коші неконструктивна − не вказує способу побудови існую-
чого розв’язку.  
Приклад. Розв’язати аналітично задачу Коші: знайти частин-
ний розв’язок диференціального рівняння 2/ yxy =′ , який задо-
вольняє заданій початковій умові 1)0( =y . 










ку )(xy  на відрізку [ ]0;1  у рівновіддалених вузлах hxx kk += −1 ; 
00 =x ; nk ,...,2,1= ; 10=n  зі сталим кроком  0,1h = , скласти ві-
дповідну таблицю і побудувати графік аналітичного розв’язку  
)(xyy = .   
□  Розв’яжемо задану задачу Коші аналітично. Дане рівняння 
допускає відокремлення змінних:  xdxdyy =2 . Далі проінтегруємо 
ліву і праву частини: 3/2/3/ 23 Cxy += . Звідси дістанемо 
3 25,1 Cxy +=  − загальний розв’язок даного диференціального 
рівняння. Підставимо у нього початкову умову 1)0( =y : 31 C=  
⇒  1=C . Тоді 3 2 15,1 += xy  − шуканий частинний розв’язок.  
Обчислимо значення )( kxy  отриманого аналітичного розв’яз-
ку )(xy  на відрізку [ ]0;1  у рівновіддалених вузлах з кроком 
0,1h =  і складемо відповідну таблицю:  
 
k  0 1 2 3 4 5 
kx  0 0,1 0,2 0,3 0,4 0,5 
)( kxy  1 1,005 1,0196 1,0431 1,0743 1,1120 
 
k  6 7 8 9 10 
kx  0,6 0,7 0,8 0,9 1 
)( kxy  1,1548 1,2016 1,2515 1,3035 1,3572 
 
Побудуємо інтегральну криву − 
графік аналітичного розв’язку  
)(xyy =  (рис. 23), сполучивши по-
слідовні точки плавною лінією.   ■   
Зауваження 2. Досі невідомі за-
гальні методи точного аналітичного 
розв’язування диференціальних рів-
нянь. Тому до більшості з них засто-











6.2. Метод  послідовних  наближень.  
Поняття про чисельні методи розв’язування задачі Коші   
Метод послідовних наближень (метод Пікара) відноситься 
до наближених аналітичних способів розв’язування задачі Коші 
для диференціального рівняння першого порядку ),(' yxfy = , 
00 )( yxy = . За цим методом здійснюється перехід до еквівалентно-






))(,()( 0 ,  
яке розв’язується за допомогою послідовних наближень аналогічно 
методу простих ітерацій розв’язування скінченних рівнянь.   
Шуканий розв’язок )(xy  знаходиться як границя послідов-
ності функцій ...),(...,),(),( 10 xyxyxy n  ( ...,2,1,0=n ):  
)(lim)( xyxy n
n ∞→
= ,  
















))(,()( 10  .  
Абсолютна похибка |)()(||)(| xyxyxR nnn −==∆  оцінюєть-
ся за співвідношенням  
)!()(|)()(||)(| nKKCMxyxyxR nnnnn =∆≤−==∆ ∗ ,  
де   Kyf ≤∂∂ ;  Myxf ≤|),(| ;  Axx ≤− || 0 ;  Byy ≤− || 0 ;  
}/,min{ MBAC = .  




)()(max 1];[ 0 xyxy nnXxx ,  де  ];[ 0 Xx  – відрізок, на якому 
розв’язується задача Коші;  ε  – максимально допустима абсолютна 
похибка обчислень.  
Приклад. Методом Пікара знайти третє наближення )(3 xy  до 
розв’язку задачі Коші:  xxyy 4/' 2 −= , 1)1( −=y .  
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−=−+−=−−+−= ∫ ;  
( ) =−−−+−=−−+−= ∫ xx tttdtttxy 1221 32 22)2/(11)42/1(1)(   
22 22)2/(12/7 xxx −−−= ;   (∫ −−+−= x ttxy 0 423 )2/(1)2/(71)(    
) ( ) =−−−+−+−=−−− xtttttdttt
1
23 22||ln2)6/(1)2/(7142/2   
23 22||ln2)6/(1)2/(73/19 xxxxx −−−+−= .    ■  
Зауваження 1. Метод Пікара особливо зручний, коли відповід-
ні інтеграли обчислюються аналітично (в замкненій формі), проте 
для інтегрування можна використовувати також квадратурні фор-
мули. Із-за складності обчислень на практиці цей метод застосо-
вується для знаходження лише декількох перших наближень. 
Навіть для простих диференціальних рівнянь першого порядку 
не завжди можна отримати аналітичний розв’язок. Тому значне за-
стосування мають чисельні методи розв’язування, що дозволяють 
визначити наближені значення шуканого розв’язку )(xy  на відрізку 
],[ 0 Xx  у вузлах kx , nk ,...,1,0=  деякої одновимірної сітки 
{ }Xxxxxx nkkn =<<<<<=ω ......: 10  з нерівномірним, у за-
гальному випадку, кроком 1−−= kkk xxh , nk ,...,1= . При цьому 
наближений розв’язок отримують у вигляді сіткової функції ky , 
nk ,...,1,0= , що задається таблицею, в якій кожному вузлу kx  сітки 
nω  відповідає наближене значення розв’язку )( kk xyy ≈ .  
Чисельні методи розв’язування задачі Коші діляться на: одно-
крокові та багатокрокові, явні та неявні. 
Однокроковий метод використовує дані про розв’язок )(xy  
тільки в одній попередній точці. Проте деякі з них передбачають 
обчислення значень правої частини ),( yxf  у проміжних точках.  
А m -кроковий метод для обчислення поточного значення 
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розв’язку ky  потребує даних про розв’язок у m  попередніх точках 
ikx − , mi ...,,2,1= ,  1≥m .  
В явних методах поточне значення розв’язку виражається в 
явній формі і знаходиться безпосередньо через його відомі значення 
на попередніх кроках за допомогою скінченного числа операцій. (Ці 
методи не потребують ітерацій).  
У неявних методах знаходження поточного значення розв’яз-
ку зводиться до наближеного розв’язування скінченного рівняння. 
Звичайно, для цього застосовують метод простих ітерацій або метод 
Ньютона.  
Нехай )(xy  − точний розв’язок задачі Коші, а ky , nk ,...,1,0=  
− її наближений чисельний розв’язок. Глобальною похибкою (або 
просто похибкою) чисельного методу називають сіткову функцію 
kkk yxyR −= )( , nk ,...,1,0= , задану у вузлах kx  сітки nω , 





=∆ . Локальною похибкою на k -му кроці однокроково-
го методу називають )(~ kkk xyyl −= , де ky~  − чисельний розв’язок, 
отриманий при умові, що за наближення 1−ky  до розв’язку на попе-
редньому кроці взято його точне значення: )( 11 −− = kk xyy . Локаль-
ною похибкою на k -му кроці m -крокового методу називають ве-
личину )(~ kkk xyyl −= ,  де  ky~  − чисельний розв’язок, одержаний 
при умові, що за наближення iky − , mi ...,,2,1=  до розв’язку на m  
попередніх кроках взято його точні значення: )( ikik xyy −− = , 
mi ...,,2,1= .  
Для оцінки якості наближення на відрізку ];[ 0 nxx  також ви-
користовується середньоквадратичне відхилення nσ  наближених 
значень ky  розв’язку від точних )( kxy , яке обчислюється за фор-





k kkn yxyn 1
2))(()/1( . 
Чисельний метод розв’язування задачі Коші називається збіж-
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ним, якщо при необмеженому згущенні сітки nω  абсолютна похиб-
ка n∆  прямує до нуля:  0lim0 =∆→ nh , де knk hh ≤≤= 1max .  
Чисельний метод має r -й порядок точності ( 0>r ), якщо 
для абсолютної похибки n∆  справджується оцінка 
r
n Ch≤∆ ,  де 
C  − деяка додатна стала.  
Зауваження 2. Похибка наближеного розв’язку тим чи іншим 
чисельним методом виражається через похідні шуканого розв’язку, 
які наперед невідомі. Крім того, попередні оцінки похибки, як пра-
вило, є сильно завищеними. Тому на практиці у випадку рівномір-
ної сітки двічі проводять розрахунки за однією й тією ж схемою r -
го порядку точності при кроках h  і h2 . Як результат отримують 
відповідно два наближення ),( hxy  і )2,( hxy  до точного розв’язку 
)(xy . Використовуючи першу формулу Рунге, для оцінки гранич-
ної абсолютної похибки ∗∆n  наближеного розв’язку ),( hxy  на гус-
тішій сітці можна дістати співвідношення  






де максимум береться за всіма співпадаючими вузлами x  обох сі-







6.3. Чисельні  явні  однокрокові  методи  
розв’язування  задачі  Коші  
 
6.3.1. Явний  метод  Ейлера  
Явний метод Ейлера є найпростішим чисельним методом 
розв’язування задачі Коші. 
Нехай треба розв’язати задачу Коші ),( yxfy =′ , 00)( yxy =  
на відрізку ],[ 0 Xxx ∈ , де 0xX > .  Візьмемо сталий крок 
nxXh /)( 0−=  і побудуємо рівномірну сітку з вузлами 
khxxk += 0 ,  nk ,...,2,1,0= . 
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У кожному вузлі 1−kx , nk ,...,1=  замінимо похідну ′y  скін-
ченною різницею вперед hyyy kkk /)( 11 −− −≈′ , а праву частину 
),( yxf  обчислимо в точці ),( 11 −− kk yx . Тоді на кожному елемен-
тарному відрізку ],[ 1 kk xx −  дістанемо наближену рівність  
),(/)( 111 −−− =− kkkk yxfhyy ,   nk ,...,1= .  
Звідси отримаємо  ),( 111 −−− += kkkk yxfhyy   ( nk ,...,1= ) – 
різницеве рівняння, що служить наближенням даного диферен-
ціального рівняння з локальною похибкою другого порядку: 
)( 2hOlk = . Абсолютна похибка має перший порядок:  )(hOn =∆ .  
Додаючи початкову умову )( 00 xyy = , одержимо різницеву 
задачу Коші, що апроксимує відповідну диференціальну задачу.  
Таким чином, метод Ейлера задається розрахунковими форму-
лами:  
kkk yyy ∆+= −1 , ),( 11 −−=∆ kkk yxfhy ,  nk ,...,1=   
і забезпечує перший порядок точності ( 1=r ).  
Геометрична інтерпретація:  якщо кожну пару сусідніх точок 
);( 111 −−− kkk yxM  і );( kkk yxM , nk ,...,1=  сполучити відрізком 
прямої, то шукана інтегральна крива )(xyy = , що проходить через 
точку );( 000 yxM , наближено замінюється ламаною Ейлера 
nMMMM ...210 . Кожна ланка kk MM 1−  цієї ламаної має напрям, 
який співпадає з напрямом дотичної в точці 1−kM  до тієї інтеграль-
ної кривої, що проходить через цю точку.  
Зауваження. Описаний метод Ейлера – явний і однокроковий 
зі сталою довжиною кроку h . Він досить грубий і використовуєть-
ся, в основному, для отримання орієнтовних значень шуканого роз-
в’язку.  
Приклад. Чисельно розв’язати задачу Коші для диференціаль-
ного рівняння 2/ yxy =′  з початковою умовою 1)0( =y  на відрізку 
[ ]0;1  з кроком  0,1h =  методом Ейлера і побудувати графік на-
ближеного розв’язку  )(~~ xyy = . Знайти середньоквадратичне від-
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хилення nσ  наближених значень ky  розв’язку від точних )( kxy . 
За формулою Рунге оцінити граничну абсолютну похибку ∗∆n .  
Вказівка. Обчислення здійснювати з точністю до чотирьох десятко-
вих знаків після коми.   
□  Оскільки 2/),( yxyxf = , 1)0( =y , то за методом Ейлера 
маємо:  
001,0;0),(;1)0()( 10000 =⋅=∆==== yyxfyxyy ;  
01,01,01,0;1,01/1,0),(;1 211101 =⋅=∆===∆+= yyxfyyy ;  
1961,001,1/2,0),(;01,101,01 222212 ===+=∆+= yxfyyy ;  
0196,01961,01,03 =⋅=∆y ;   =+=∆+= 0196,001,1323 yyy    
0296,1= ;  283,00296,1/2,0),( 233 ==yxf ;  =⋅=∆ 283,01,04y   
0283,0= ;   0579,10283,00296,1434 =+=∆+= yyy ;   
3574,00579,1/4,0),( 244 ==yxf ;  0357,03574,01,05 =⋅=∆y ;  
0936,10357,00579,1545 =+=∆+= yyy ;  :5,0),( 55 =yxf   
4181,00936,1: 2 = ;  0418,04180,01,06 =⋅=∆y ;  =∆+= 656 yyy   
1354,10418,00936,1 =+= ;  4654,01354,1/6,0),( 266 ==yxf ;   
0465,04654,01,07 =⋅=∆y ;  =+=∆+= 0465,01354,1767 yyy   
1819,1= ;  5011,01819,1/7,0),( 277 ==yxf ;  =⋅=∆ 5011,01,08y   
0501,0= ;  2320,10501,01819,1878 =+=∆+= yyy ;  
5271,0232,1/8,0),( 288 ==yxf ;  0527,05271,01,09 =⋅=∆y ;   
2847,10527,0232,1989 =+=∆+= yyy ;   
5453,02847,1/9,0),( 299 ==yxf ;  0545,05453,01,010 =⋅=∆y ;   
3392,10545,02847,110910 =+=∆+= yyy .   
Одержані значення запишемо у таблицю: 
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k  0 1 2 3 4 5 
kx  0 0,1 0,2 0,3 0,4 0,5 
ky  1 1 1,01 1,0296 1,0579 1,0936 
),( kk yxf  0 0,1 0,1961 0,283 0,3574 0,4181 
 
k  6 7 8 9 10 
kx  0,6 0,7 0,8 0,9 1 
ky  1,1354 1,1819 1,2320 1,2847 1,3392 
),( kk yxf  0,4654 0,5011 0,5271 0,5453 – 
 
Побудуємо графік наближеного розв’язку (рис. 24), сполучив-
ши послідовно точки плавною лінією.  
Знайдемо середньоквадратичне відхилення nσ  наближених 
значень ky  розв’язку )(xyy =  від точних )( kxy , які візьмемо з 
прикладу пункту 6.1:  
 
( +−=σ 2)1005,1)((10/1(n   
−+−+ 0431,1()01,10196,1( 2  
+−+− 22 )0579,10743,1()0296,1   
−+−+ 1548,1()0936,1112,1( 2  
+−+− 22 )1819,12016,1()1354,1    
−+−+ 3035,1()2320,12515,1( 2  
) 0167,0))3392,13572,1()2847,1 2/122 ≈−+− .   
Аналогічно провівши розрахунки наближеного розв’язку з по-
двоєним кроком  2,02 =h  (зробіть це самостійно), за формулою 
Рунге дістанемо оцінку граничної абсолютної похибки:  
( ) { ,|04,10579,1||,101,1|max)12(1 1 −−−≈∆∗n   












6.3.2. Явний  метод  Рунге − Кутта  
Серед методів високої точності одним з найпоширеніших є 
метод Рунге − Кутта. Він базується на розвиненні шуканого 
розв’язку )(xy  в ряд Тейлора в околі точки kxx =  до членів r -го 
порядку включно. Не відтворюючи громіздкі доведення, приведемо 
розрахункові формули явного методу Рунге − Кутта четвертого 
порядку точності ( 4=r ) для випадку сталого кроку інтегрування:  
kkk yyy ∆+= −1 ,  6)22( 4321 KKKKyk +++=∆ ;   
),( 111 −−= kk yxfhK ;  )2/,2/( 1112 KyhxfhK kk ++= −− ;  
)2/,2/( 2113 KyhxfhK kk ++= −− ;  
),( 3114 KyhxfhK kk ++= −− ,  ...,3,2,1=k .  
Зауваження 1. Метод Рунге − Кутта легко реалізувати, проте 
він потребує додаткових обчислень правих частин ),( yxf  у про-
міжних точках інтервалу ],[ 1 kk xx − . Цей метод є однокроковим, ос-
кільки не використовує інформації про значення розв’язку у попе-
редніх вузлах, крім найближчого.  
Зауваження 2. Метод Ейлера можна розглядати як окремий 
простий варіант методу Рунге − Кутта. 
Зауваження 3. Метод Рунге − Кутта, як і метод Ейлера, можна 
перенести на випадок системи звичайних диференціальних рівнянь.  
Приклад. Чисельно розв’язати вказану задачу Коші на відрізку 
[ ]0;1  з кроком  0,1h =  методом Рунге–Кутта четвертого порядку 
точності та побудувати графік наближеного розв’язку  )(~~ xyy = . 
Знайти середньоквадратичне відхилення nσ  наближених значень 
ky  розв’язку від точних )( kxy .  
а) 2/ yxy =′ ,  1)0( =y ;     б) )1( 22 +=′ xyy ,  1)0( −=y . 
Вказівка. Обчислення здійснювати з точністю до чотирьох десятко-
вих знаків після коми.   
□  а) Проведемо обчислення за методом Рунге − Кутта й одер-
жані значення занесемо у таблицю:  
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k  0 1 2 3 4 5 
kx  0 0,1 0,2 0,3 0,4 0,5 
1K  –  0,0000 0,0099 0,0192 0,0276 0,0347 
2K  – 0,0050 0,0147 0,0236 0,0313 0,0378 
3K  – 0,0050 0,0146 0,0235 0,0312 0,0377 
4K  – 0,0099 0,0192 0,0276 0,0347 0,0404 
ky∆  – 0,0050 0,0146 0,0235 0,0312 0,0377 
ky  1 1,0050 1,0196 1,0431 1,0743 1,1120 
 
k  6 7 8 9 10 
kx  0,6 0,7 0,8 0,9 1 
1K  0,0404 0,0450 0,0485 0,0511 0,0530 
2K  0,0429 0,0469 0,0499 0,0521 0,0537 
3K  0,0428 0,0468 0,0499 0,0521 0,0537 
4K  0,0450 0,0485 0,0511 0,0530 0,0543 
ky∆  0,0428 0,0468 0,0499 0,0521 0,0537 
ky  1,1548 1,2016 1,2515 1,3036 1,3573 
 
Побудуємо графік наближеного 
розв’язку (рис. 25), сполучивши по-
слідовно точки плавною лінією.  
Знайдемо середньоквадратичне 
відхилення nσ  наближених значень 
ky  розв’язку )(xyy =  від точних 
)( kxy , які візьмемо з прикладу пунк-
ту 6.1. Дістанемо    0000,0≈σn .    
б) Розв’язати самостійно. Точний аналітичний розв’язок одер-
жується методом відокремлення змінних і має вигляд  












6.4. Чисельні  багатокрокові  методи  
розв’язування  задачі  Коші  
 
6.4.1. Явний  чотирикроковий  метод  Адамса  
Якщо в диференціальне рівняння ),(' yxfy =  підставити його 
частинний розв’язок )(xyy = , що задовольняє початковій умові 
00 )( yxy = , то одержимо вірну тотожність ))(,(' xyxfy = , де пра-
ва частина є складеною функцією x :  ))(,()( xyxfxF = . Для екс-
траполяції справа в околі кожного вузла kx , ,...2,1,0=k  рівномір-
ної сітки зі сталим кроком h  наближено замінимо цю функцію 
))(,()( xyxfxF =  інтерполяційним многочленом Ньютона для ін-













kqqqyxf kkk ∆−++++∆× −− ,  
де  )( kk xyy = ,  hxxq k /)( −= , ],[ 1 kk xxx −∈ , ,...2,1,0=k .  
Проінтегруємо одержану тотожність на кожному елементар-

















(∫∫ ++=++ −−−−− 10 11110 11 ),()( kkkkk yxfhydqqhxNh     
×++∆++∆+
−−−−
)1)(6/1(),()1()2/1(),( 33222 qyxfqqyxfq kkkk   
) ++=+∆+×
−−−−−
),(...),()2( 111443 kkkkk yxhfydqyxfq   
+∆+∆+
−−−−
),()12/5(),()2/( 3323222 kkkk yxfhyxfh   
...),()8/3( 4434 +∆ −− kk yxfh .  
Якщо обмежитися скінченними різницями третього порядку і 
виразити їх через значення функції, то після зведення подібних чле-
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нів отримаємо розрахункові формули явного чотирикрокового ме-
тоду Адамса  
kkk yyy ∆+= −1 ;   ( ×−=∆ −− 59),(55)24/( 11 kkk yxfhy   
)),(9),(37),( 443322 −−−−−− −+× kkkkkk yxfyxfyxf , ...,5,4=k , 
що має четвертий порядок точності.  
Зауваження 1. Якщо обмежитися двома членами у многочлені 
Ньютона, то отримаємо явний метод Ейлера. 
Зауваження 2. Метод Адамса порівняно з методом Рунге − 
Кутта тієї ж точності є більш економічним, оскільки на кожному 
кроці потрібно обчислювати лише одне значення правої частини, а 
не чотири. Проте цей метод незручний тим, що неможливо розпоча-
ти розрахунки, маючи лише одне відоме значення 00 )( yxy = . Для 
запуску методу Адамса потрібно додатково визначити 1y , 2y  і 3y , 
наприклад, тим же методом Рунге − Кутта. Це суттєво ускладнює 
процедуру. Крім того, на відміну від однокрокових, більшість бага-
токрокових методів, включаючи метод Адамса, не дозволяє легко 
змінювати крок h  у процесі обчислень.  
Приклад. Чисельно розв’язати задачу Коші для диференціаль-
ного рівняння 2/ yxy =′  з початковою умовою 1)0( =y  на відрізку 
[ ]0;1  з кроком  0,1h =  чотирикроковим методом Адамса і побуду-
вати графік наближеного розв’язку )(~~ xyy = . Знайти середньоква-
дратичне відхилення nσ  наближених значень ky  розв’язку від точ-
них )( kxy .  
Вказівка. Необхідні для запуску методу Адамса значення 1y , 2y  і 
3y  попередньо знайти за допомогою методу Рунге – Кутта (викори-
стати результати прикладу з пункту 6.3.2). Обчислення здійснювати 
з точністю до чотирьох десяткових знаків після коми.   
□ З умови задачі маємо 2/),( yxyxf = , 10 =y , а приклад з 
пункту 6.3.2 додатково дає значення 0050,11 =y , 0196,12 =y  і 
0431,13 =y , одержані за методом Рунге – Кутта.  
Далі проведемо обчислення за розрахунковими формулами 
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методу Адамса й отримані значення занесемо у таблицю:  
 
k  0 1 2 3 4 5 
kx  0 0,1 0,2 0,3 0,4 0,5 
ky  1 1,0050 1,0196 1,0431 1,0742 1,1118 
),( kk yxf  0 0,0990 0,1924 0,2757 0,3466 0,4045 
ky∆  − − − − 0,0311 0,0376 
 
k  6 7 8 9 10 
kx  0,6 0,7 0,8 0,9 1 
ky  1,1546 1,2014 1,2513 1,3034 1,3571 
),( kk yxf  0,4501 0,4850 0,5109 0,5298 − 
ky∆  0,0428 0,0468 0,0499 0,0521 0,0537 
 
Побудуємо графік наближеного 
розв’язку (рис. 26), сполучивши по-
слідовно точки плавною лінією.  
Знайдемо середньоквадратичне 
відхилення nσ  наближених значень 
ky  розв’язку )(xyy =  від точних 
)( kxy , які візьмемо з прикладу пунк-
ту 6.1. Дістанемо    0001,0≈σn .  ■  
 
6.4.2. Метод  прогнозування  і  корекції  Хеммінга  
Ідея методів прогнозування та корекції (предиктор – корек-
тор) полягає у тому, що кожний крок розбивається на два етапи:  
спочатку за допомогою явного методу (предиктор) за відомими 
значеннями розв’язку в попередніх вузлах знаходять його грубе на-
ближення )0(ky  в новому k -му вузлі (прогнозування), а потім, вико-
ристовуючи неявний метод (коректор), ітераційно уточнюють от-
римане значення )1(ky , 
)2(
ky , ... (корекція).  











двокроковий метод другого порядку 
),(2 112)0( −−− += kkkk yxfhyy .  
Геометрична інтерпре-
тація: визначаємо нахил інте-
гральної кривої в точці 
),( 11 −− kk yx , а за ним − при-
ріст функції на подвоєному 
кроці h2  (рис. 27). 
Для запуску методу (ви-
значення 1y ) можна викорис-
тати метод Рунге − Кутта. 
Корекцію проведемо за формулою  
( )),(),()2/( )0(111)1( kkkkkk yxfyxfhyy ++= −−− . 
Геометрична інтерпре-
тація: визначаємо нахили ін-
тегральних кривих в точках 
),( 11 −− kk yx  і ),( )0(kk yx . Обчи-
слюємо середній нахил і, ви-
ходячи з точки ),( 11 −− kk yx , 
визначаємо нове наближення 
)1(
ky  (рис. 28). 
Зауваження. Корекцію можна продовжити ітераційним проце-
сом  
( )),(),()2/( )1(111)( −−−− ++= ikkkkkik yxfyxfhyy ,  ...,2,1=i   
до виконання умови ε<−+ )()1( ik
i
k yy , де ε  − наперед задана точ-
ність корекції.  
Дослідимо похибку розглянутого двокрокового методу про-
гнозування і корекції. Розкладемо функцію )(xy  в ряд Тейлора в 

























...)()6/1( 311 +−+ −′′′− kk xxy . 
Поклавши в цьому розкладі kxx =  і 2−= kxx , відповідно дістане-
мо:  
...)6/()2/( 131211 ++++= ′′′−′′ −′ −− kkkkk yhyhyhyy ;  
...)6/()2/( 1312112 +−+−= ′′′−′′ −′ −−− kkkkk yhyhyhyy .  
Віднімемо з першої рівності другу й отримаємо формулу прогнозу-
вання  
...)3/(2 132 ++=− ′′′−′− kkkk yhhyyy   
із залишковим членом (локальною похибкою прогнозування)  
...)3/( 13)( += ′′′−knpk yhl .  











))(,(1 , в якій інтеграл наближено обчи-












що породжує локальну похибку ...)3/( 13)( += ′′′−kkopk yhl .  
Таким чином, даний метод прогнозування та корекції має дру-
гий порядок точності. 
На практиці частіше застосовують більш точний чотирикро-
ковий метод прогнозування і корекції Хеммінга:  
( +−+=
−−−−−
),(),(2)3/4( 22114)0( kkkkkk yxfyxfhyy   
)),(2 33 −−+ kk yxf ;            ×+−= −− )8/3()9()8/1( 31 hyyy kkk   
( )),(),(2),( 2211)0( −−−− −+× kkkkkk yxfyxfyxf ;   ...,6,5,4=k , 
де корекція обмежується однією ітерацією.  
Приклад. Чисельно розв’язати вказану задачу Коші на відрізку 
[ ]0;1  з кроком  0,1h =  чотирикроковим методом прогнозування і 
корекції Хеммінга і побудувати графік наближеного розв’язку 
)(~~ xyy = . Знайти середньоквадратичне відхилення nσ  наближених 
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значень ky  розв’язку від точних )( kxy .  
а) 2/ yxy =′ , 1)0( =y ;  б) yexy x −+=′ −)23( , 1)0( =y .  
Вказівка. Необхідні для запуску методу Хеммінга значення 1y , 2y  і 
3y  попередньо знайти за допомогою методу Рунге – Кутта (викори-
стати результати прикладу з пункту 6.3.2). Обчислення здійснювати 
з точністю до чотирьох десяткових знаків після коми.   
□  а) З умови задачі маємо 2/),( yxyxf = , 10 =y , а додаткові 
значення 0050,11 =y , 0196,12 =y  і 0431,13 =y  дістаємо з прикла-
ду пункту 6.3.2, де вони одержані за методом Рунге – Кутта.  
Далі проведемо обчислення за розрахунковими формулами 
методу прогнозування і корекції Хеммінга й отримані значення за-
несемо у таблицю:  
 
k  0 1 2 3 4 5 
kx  0 0,1 0,2 0,3 0,4 0,5 
ky  1 1,0050 1,0196 1,0431 1,0743 1,1120 
),( kk yxf  0 0,0990 0,1924 0,2757 0,3466 0,4044 
)0(
ky   – – – – 1,0743 1,1120 
),( )0(kk yxf  – – – – 0,3466 0,4044 
 
k  6 7 8 9 10 
kx  0,6 0,7 0,8 0,9 1 
ky  1,1548 1,2016 1,2514 1,3035 1,3572 
),( kk yxf  0,4499 0,4848 0,5109 0,5297 0,5429 
)0(
ky   1,1547 1,2016 1,2514 1,3036 1,3572 
),( )0(kk yxf  0,4500 0,4848 0,5109 0,5296 0,5429 
 
Побудуємо графік наближеного розв’язку (рис. 29), сполучи-
вши послідовно точки плавною лінією.  
Знайдемо середньоквадратичне відхилення nσ  наближених 
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значень ky  розв’язку )(xyy =  від точних )( kxy , які візьмемо з 
прикладу пункту 6.1. Дістанемо     
0000,0≈σn .  
б) Розв’язати самостійно. Точ-
ний аналітичний розв’язок даного 
лінійного диференціального рівняння 
одержується за допомогою підстанов-
ки Бернуллі та має вигляд  
xexxy −++= )13( 2 .   ■  
 
6.5. Поняття  про  неявні  різницеві  методи  
Приклад неявного методу можна отримати, якщо на кожному 
елементарному інтервалі ],[ 1 kk xx −  перейти від диференціального 







dxxyxfyy ,  
де інтеграл наближено обчислити за формулою трапецій. Дістанемо   
( )),(),()2/( 111 kkkkkk yxfyxfhyy ++= −−− . 
Розв’язуючи це скінченне рівняння, можна визначити ky  – набли-
жене значення шуканого розв’язку )( kxy . При цьому за початкове 
наближення )0(ky  розв’язку звичайно приймається його значення у 
попередньому вузлі:  1
)0(
−
= kk yy .  
Цей метод є однокроковим і забезпечує другий порядок точ-
ності. Він дозволяє проводити обчислення з нерівномірним кроком і  
не потребує спеціальних прийомів для початку обчислення.  
Але у нього є серйозні недоліки. По-перше, невідомо, чи має 
рівняння ( )),(),()2/( 111 kkkkkk yxfyxfhyy ++= −−−  дійсний ко-
рінь, тобто чи має задача розв’язки. Наприклад, нехай 
yyyxf −= 2),(  і 2)0( =y , тоді на першому кроці дістаємо квад-











дійсних коренів. Тобто, якщо крок h  − великий, то коренів немає.  
По-друге, якщо корінь існує, то як його знайти? Як правило, 
розв’язати різницеве рівняння аналітично неможливо. Треба засто-
совувати наближені ітераційні методи. Метод Ньютона, як один з 
найефективніших, використовувати небажано, оскільки для цього 
треба диференціювати праву частину ),( yxf . Простий і дуже на-
дійний метод ділення навпіл не узагальнюється на системи рівнянь. 
Тому найчастіше застосовується метод простих ітерацій  
( )),(),()2/( )1(111)( −−−− ++= ikkkkkik yxfyxfhyy ,  ...,2,1=i .   
Але він збігається до кореня тільки при умові 2),( <yxfh , тобто 
при достатньо малому кроці. Якщо ж у процесі обчислень значення 
правої частини ),( yxf  зростають, то ітераційний процес може 
припинити збігатись.  
Від розбіжності ітерацій можна позбавитись і при цьому змен-
шити об′єм обчислень, якщо завчасно зафіксувати число ітерацій 
m  і розглядати співвідношення  
( )),(),()2/( )1(111)( −−−− ++= ikkkkkik yxfyxfhyy ,  mi ,...,2,1=    
як самостійну явну схему. Тоді питання про існування кореня не 
виникає; )(mkk yy =  завжди визначається, навіть якщо різницеве рів-
няння ( )),(),()2/( 111 kkkkkk yxfyxfhyy ++= −−−  дійсного кореня 
не має або такий корінь неєдиний.   
Зауваження 1. Неявні методи з фіксованим числом ітерацій 
мало відрізняються від явних методів Рунге − Кутта і є зручними 
тільки для деяких нестандартних задач.  
Зауваження 2. Для вибору числа ітерацій m  існує емпіричне 
правило:  якщо неявну схему r -го порядку точності розв’язати 
методом послідовних наближень, то при 1=m  одержимо схему 
першого порядку точності, при 2=m  – другого, …, при rm =  – 
r -го порядку точності. Подальше збільшення числа ітерацій m  не 
підвищує порядку точності.   
Приклад. Чисельно розв’язати задачу Коші для диференціаль-
ного рівняння 2/ yxy =′  з початковою умовою 1)0( =y  на відрізку 
[ ]0;1  з кроком  0,1h =  двокроковим неявним методом Адамса, 
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що задається формулою  
( )),(),(8),(5)12/( 22111 −−−−− −++= kkkkkkkk yxfyxfyxfhyy ,   
                                                                                          ...,3,2=k ,   





= kk yy ;    ( ++= −− ),(5)12/( )1(1)( ikkkik yxfhyy   
)),(),(8 2211 −−−− −+ kkkk yxfyxf ,  mi ,...,2,1=   
з фіксованим числом ітерацій 2=m . Побудувати графік наближе-
ного розв’язку )(~~ xyy = . Знайти середньоквадратичне відхилення 
nσ  наближених значень ky  розв’язку від точних )( kxy .  
Вказівка. Необхідне для запуску методу значення 1y  попередньо 
знайти за допомогою методу Рунге – Кутта (використати результати 
прикладу з пункту 6.3.2). Обчислення здійснювати з точністю до 
чотирьох десяткових знаків після коми.   
□ З умови задачі маємо 2/),( yxyxf = , 10 =y , а приклад з 
пункту 6.3.2 додатково дає значення 0050,11 =y , одержане за ме-
тодом Рунге – Кутта.  
Далі проведемо обчислення за розрахунковими формулами 
вказаного двокрокового неявного методу Адамса й отримані зна-
чення занесемо у таблицю:  
 
k  0 1 2 3 4 5 




= kk yy  – – 1,0050 1,0196 1,0431 1,0743 
),( )0(kk yxf  – – 0,1980 0,2886 0,3676 0,4332 
)1(
ky  – – 1,0199 1,0436 1,0752 1,1132 
),( )1(kk yxf  – – 0,1923 0,2755 0,3460 0,4035 
)2(
kk yy =  1 1,0050 1,0196 1,0431 1,0743 1,1119 
),( kk yxf  0 0,0990 0,1924 0,2757 0,3466 0,4044 
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k  6 7 8 9 10 




= kk yy  1,1119 1,1547 1,2015 1,2513 1,3033 
),( )0(kk yxf  0,4853 0,5250 0,5542 0,5748 0,5887 
)1(
ky  1,1562 1,2032 1,2532 1,3053 1,3589 
),( )1(kk yxf  0,4488 0,4835 0,5094 0,5282 0,5415 
)2(
kk yy =  1,1547 1,2015 1,2513 1,3033 1,3569 
),( kk yxf  0,4500 0,4849 0,5109 0,5299 0,5431 
 
Побудуємо графік наближеного 
розв’язку (рис. 30), сполучивши по-
слідовно точки плавною лінією.  
Знайдемо середньоквадратичне 
відхилення nσ  наближених значень 
ky  розв’язку )(xyy =  від точних 
)( kxy , які візьмемо з прикладу пунк-
ту 6.1. Дістанемо    0001,0≈σn .  ■  
 
 
7. Контрольні  запитання  
1. Що таке математична модель об’єкта?  
2. Який розв’язок задачі називається стійким за вхідними дани-
ми?  
3. Що таке коректно (правильно) поставлена математична задача?  
4. Що розуміють під чисельним (числовим, обчислювальним) ме-
тодом?  
5. Який метод називається прямим? Ітераційним?  
6. Дайте означення однокрокового і багатокрокового ітераційного 
методу.  
7. За якими характеристиками розрізняються чисельні методи?  











9. При якій умові ітераційний метод збігається зі швидкістю гео-
метричної прогресії?  
10. Що називається наближеним числом?  
11. Що називається похибкою наближення? Укажіть основні дже-
рела похибок. Дайте класифікацію похибок.  
12. Дайте означення абсолютної та відносної похибки.  
13. У яких формах записуються наближені числа? Що таке значущі 
цифри? Які з них називаються вірними (правильними) у вузь-
кому і широкому сенсі?  
14. Сформулюйте правило симетричного заокруглювання.  
15. Як за записом наближеного числа оцінити його абсолютну та 
відносну похибки?  
16. У чому полягає пряма задача теорії похибок?  
17. Як обчислюються лінійні оцінки похибки функції?  
18. Як обчислюються лінійні оцінки похибок арифметичних опе-
рацій? Наведіть відповідні правила підрахунку цифр.  
19. У чому полягає обернена задача теорії похибок? Сформулюйте 
принципи рівних впливів, рівних абсолютних похибок, рівних 
відносних похибок.  
20. У чому полягає локалізація (відокремлення) дійсного кореня 
скінченного рівняння? Які способи для цього застосовують?  
21. Наведіть основні критерії закінчення ітераційного процесу  
уточнення кореня.  
22. У чому суть методу поділу навпіл (дихотомії, бісекції)? Наве-
діть його переваги та недоліки.  
23. У чому полягає метод хорд (пропорційних частин)? Запишіть 
його розрахункову формулу. Дайте геометричну інтерпретацію.  
24. У чому суть методу простих ітерацій? Запишіть достатню умо-
ву його збіжності. Дайте геометричну інтерпретацію.  
25. У чому полягає метод Ньютона (метод дотичних, метод лінеа-
ризації)? Запишіть його розрахункову формулу. Дайте геомет-
ричну інтерпретацію. Запишіть достатню умову його збіжності.  
26. У чому полягає метод січних?  Запишіть його розрахункову 
формулу. Дайте геометричну інтерпретацію. Порівняйте цей 
метод з методом Ньютона.   
27. У чому полягає задача апроксимації (наближення) функцій?  
28. Який спосіб наближення називають інтерполяцією?  
29. У чому полягає задача екстраполяції?  
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30. Що розуміють під середньоквадратичною апроксимацією (на-
ближенням за методом найменших квадратів)? У чому відмін-
ність цього методу від інтерполяції?  
31. Сформулюйте рекомендації щодо проведення структурної іден-
тифікації моделі.  
32. Як здійснюється інтерполяція многочленами? Запишіть інтер-
поляційний поліном Лагранжа.  
33. Як оцінюється похибка інтерполювання?  
34. Що таке скінченні та розділені різниці. Запишіть інтерполяцій-
ний поліном Ньютона для нерівновіддалених  вузлів. 
35. Запишіть інтерполяційні многочлени Ньютона для інтерполяції 
вперед і назад для випадку рівновіддалених  вузлів. Який з цих 
поліномів треба застосовувати на початку проміжку інтерполя-
ції, а який – у кінці?  
36. Яку функцію називають поліноміальним сплайном степеня l  
дефекту гладкості m ?  
37. У чому переваги сплайн-інтерполяції порівняно з с інтерполя-
ційними многочленами? Дайте геометричну інтерпретацію лі-
нійного і кубічного інтерполяційних сплайнів.  
38. Коли застосовують апроксимацію за методом найменших квад-
ратів? Чому цей метод найбільш ефективний у випадку моделі, 
що лінійна відносно параметрів?  
39. Наведіть приклади поліноміальної апроксимації за методом 
найменших квадратів.  
40. Як здійснюється апроксимація кубічним сплайном за методом 
найменших квадратів?  
41. Як здійснюється згладжування (фільтрація) дослідних даних за 
допомогою апроксимуючого многочлена?  
42. Коли застосовується чисельне диференціювання?  
43. Як наближено знаходяться похідні за допомогою інтерполяцій-
них многочленів?  
44. Як за методом Рунге (методом подвоєння кроку) оцінити по-
хибку апроксимації похідної й уточнити її значення?  
45. Як здійснюється вибір оптимального кроку чисельного дифе-
ренціювання?  
46. Сформулюйте основні підходи до побудови квадратурних фор-
мул.  
47. Запишіть розрахункові формули методу лівих і правих прямо-
кутників.  
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48. Запишіть розрахункову формулу методу трапецій. 
49. Наведіть формулу Симпсона (формулу парабол) чисельного 
інтегрування.  
50. Як здійснюється вибір кроку інтегрування за аналітичною оцін-
кою залишкового члена?  
51. Як практично оцінюється похибка чисельного інтегрування за 
правилом Рунге?  
52. У чому полягає метод статистичних випробувань (метод Мон-
те-Карло)? Як він застосовується для наближеного обчислення 
визначеного інтеграла?  
53. Як ставиться задача Коші для звичайного диференціального 
рівняння першого порядку?  
54. Дайте геометричну інтерпретацію розв’язку задачі Коші та йо-
го похідної.  
55. У чому полягає метод послідовних наближень (метод Пікара) 
наближеного обчислення визначеного інтеграла?  
56. Що таке локальна і глобальна похибки чисельного методу роз-
в’язування задачі Коші?  
57. Як за правилом Рунге практично оцінюється похибка наближе-
ного розв’язку?  
58. Запишіть розрахункову формулу явного методу Ейлера. Який 
його порядок точності? Яка геометрична інтерпретація цього 
методу?  
59. Запишіть розрахункові формули явного методу Рунге − Кутта 
четвертого порядку точності.  
60. Наведіть розрахункові формули явного чотирикрокового мето-
ду Адамса. Порівняйте цей метод з методом Рунге − Кутта тієї 
ж точності.  
61. У чому суть методів прогнозування та корекції (предиктор – 
коректор)?  
62. Запишіть розрахункові формули чотирикрокового методу про-
гнозування і корекції Хеммінга.  
63. Наведіть приклад неявного методу розв’язування задачі Коші.  
64. У чому полягають недоліки неявних методів? Які підходи за-
стосовуються для їх усунення?  
65. На чому ґрунтується вибір числа ітерацій при практичній реалі-
зації неявного методу розв’язування задачі Коші?  
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8. Індивідуальні  завдання  до  самостійної  роботи  
Завдання 1. Знайти абсолютну u∆  і відносну uδ  похибки об-
числення значення даної функції ),,( zyxfu = ,  якщо 




Функція ),,( zyxfu =  №  
в-та  
Функція ),,( zyxfu =  
1 yzxu ln)( 2 +=  16 yarctgzxu )/( 2=  
2 yzxu sin)/( 2=  17 )1ln()3( 2 −−= zxyu  
3 yxzu ln)( 3 −=  18 zarctgyxu )/( 2=  
4 xzyu cos)/( 3=  19 )2(ln)( 3 xyzyu −+=  
5 )(ln)2( 2 yxyzu +−=  20 )(sin)/( 2 yxzyu +=  
6 yxzyu sin2 +=  21 yzzxu 3)/( 32 −=  
7 )1(ln)3( 2 −+= zyxu  22 )2(cos3 yzxyu −+=  
8 )10(cos3 yxxzu −−=  23 )(sin)/( 3 zxzyu +=  
9 )(ln2 yzxyu −+=  24 )(sin3 zxxyu +−=  
10 )/()( 2 zyarctgxzu −=  25 )2ln( 2yzxu −=  
11 zxzyu += 32 )/(  26 )(ln2 xzyxzu +−=  
12 )2(cos3 yzxyu −−=  27 xzyzu 2)/( 32 −=  
13 yzyxu 2)/( 32 −=  28 )3(ln 22 yzxu −=  
14 )/()( 2 yzarctgyxu +=  29 xzyu cos)/( 2=  
15 )2(ln3 yzzxu −=  30 yarctgzxu )( 2 +=  
 
Завдання 2. Дано рівняння 0)( =xf . Виконати наступне:  
1. Подати задане рівняння у вигляді )()( 21 xfxf = . Знайти 
найменший за модулем дійсний корінь ∗x  рівняння наближено 
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графічно як абсцису найближчої до осі Oy  точки перетину графіків 
)(1 xfy =  і )(2 xfy = . Вказати проміжок ізоляції ];[ 00 ba  цього 
кореня, де  0)()( 00 <⋅ bfaf . Уточнити найменший за модулем ко-
рінь ∗x  рівняння  0)( =xf  вказаним далі методом.  
1. Методом поділу навпіл за формулою   
0)()(;...,2,1;2)( 1111 <=+= −−−− kkkkk bfafkbax ,  
де  ];[ 11 −− kk ba  – попередній проміжок ізоляції кореня. Якщо 
0)( =kxf , то покласти kxx =∗   і закінчити обчислення. Якщо 
0)()( 1 >⋅ −kk afxf , то покласти 1; −== kkkk bbxa ; 1: += kk  і 
продовжити обчислення. Якщо 0)()( 1 >⋅ −kk bfxf , то покласти 
kkkk xbaa == − ;1 ; 1: += kk  і продовжити обчислення.  

















ax ;  0)()( 11 <−− kk bfaf , ...,2,1=k ,  
де  ];[ 11 −− kk ba  – попередній проміжок ізоляції кореня. Якщо 
0)( =kxf , то покласти kxx =∗   і закінчити обчислення. Якщо 
0)()( 1 >⋅ −kk afxf , то покласти kk xa = ; 1−= kk bb , інакше – 
kkkk xbaa == − ;1 . Далі присвоїти 1: += kk  і продовжити обчис-
лення.  
3. Модифікованим методом простих ітерацій за формулою   
)( 1−ϕ= kk xx ;   ...,2,1=k ,  
подавши задане рівняння 0)( =xf   у вигляді )(xx ϕ= ,  де  
)()( xfxx α+=ϕ ,  α  – параметр, значення якого підбирається екс-
периментально з умови збіжності 1)(' <ϕ x  (звичайно, з діапазону 
11,0|| ÷=α ). За початкове наближення 0x  кореня ∗x  прийняти 
значення, отримане графічно.  
4 Модифікованим методом Ньютона (методом дотичних) за 
формулою  
 142 
)(')( 111 −−− α−= kkkk xfxfxx ;  ...,2,1=k ,  
де  α  – параметр, значення якого підбирається експериментально 
(звичайно, з діапазону 11,0 ÷=α ). За початкове наближення 0x  
кореня ∗x  прийняти довільне значення x  з проміжку ізоляції 
];[ 00 ba , для якого виконується умова 0)('')( 00 >⋅ xfxf   (зокре-
ма, за 0x  можна взяти значення, отримане графічно, або один з кін-
ців відрізка ізоляції ];[ 00 ba , якщо додержується дана умова).  
Критерій закінчення ітераційного процесу визначається вико-
нанням хоча б однієї з умов:   
– досягнення заданої точності за аргументом δ<−
−1kk xx ,  
де  0>δ  – задана гранична абсолютна похибка знаходження на-
ближеного значення кореня, 01,0=δ ;  
– досягнення заданої точності за функцією:  ε<)( kxf , де 
0>ε  – задана гранична абсолютна похибка знаходження наближе-
ного нульового значення )( kxf  функції )(xf , 001,0=ε ;  
– досягнення заданого максимально допустимого числа ітера-
цій maxk ,  5max =k .  
Вказівка. Усі обчислення проводити з точністю до чотирьох 
десяткових знаків після коми. Усі графіки побудувати в одній сис-









Рівняння  0)( =xf  
1 05,0)1(lg3,05,0 =−+− xxx  16 06,0sin3,04,0 3 =−− xx  
2 05,02,04,0 3 =−− xxarctg  17 05,0sin1,04,0 =−− xxx  
3 07,01,06,0 =−− xxarctgx  18 022,06,05,0 =⋅−− xx  
4 04,0cos1,02,0 3 =−+ xx  19 021,05,04,0 =⋅−− xxx  
5 04,0)1(lg2,03,0 3 =−+− xx  20 06,021,03,0 5 =−⋅− xx x  
6 06,0sin3,05,0 3 =−+ xxx  21 02,03,0cos1,0 =+− xxx  
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7 03,0sin2,02,0 3 =−+ xxx  22 05,022,02,0 =−⋅+ − xx  
8 05,0)1(lg3,05,0 3 =−+− xx  23 04,05,0sin2,0 3 =+− xx  
9 06,0)1(lg2,05,0 =−+− xxx  24 03,0sin2,02,0 =−+ xx  
10 04,0cos1,03,0 3 =−− xxx  25 04,021,03,0 3 =−⋅− xx  
11 04,0)1(lg2,03,0 3 =−+− xx  26 05,0sin2,04,0 5 =−+ xx  
12 05,0)1(lg2,04,0 32 =−+− xx  27 07,0sin2,05,0 3 =−+ xx  
13 05,0)1(lg3,04,0 5 =−+− xx  28 05,0cos2,04,0 5 =−− xx  
14 04,0sin1,03,0 3 =−+ xxx  29 06,021,04,0 5 =−⋅− xx  
15 03,01,02,0 5 =−− xxarctg  30 04,0sin2,03,0 5 =−+ xx  
 
 
Завдання 3. Функція )(xf  задана на відрізку ];[ 0 nxx  своїми 
значеннями в 1+n  рівновіддалених вузлах інтерполяції 
nnn xxxxxx <<<<<< −− 12210 ...  згідно таблиці відповідного ва-
ріанта, де 3=n , крок між вузлами nxxh n )( 0−= . У прямокутній 
системі координат Oxy  побудувати задані в цій таблиці точки 
nkxfyyx kkkk ...,,2,1,0,)(,),( == .  Указаним  далі методом  
визначити функцію  )(xF , яка служить наближенням для вхідної 
функції )(xf :  )()( xFxf ≈ .   
1. Знайти інтерполяцію функції )(xf  многочленом стандарт-
ного вигляду третього порядку  33
2
2103 )( xaxaxaaxP +++= , де 
значення коефіцієнтів 3210 ,,, aaaa  визначаються як розв’язки си-
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2. Знайти інтерполяцію функції )(xf  за допомогою інтерпо-






































+ .  
Обчислити значення інтерполяційного многочлена Лагранжа 
)(3 xL  на відрізку ]4;4[−  з кроком 5,0=dh , скласти відповідну 
таблицю і побудувати графік  )(3 xLy = .  
3. На кожному з елементарних відрізків ],[ 1 kk xx − , 
nk ...,,2,1=  між сусідніми вузлами наближено замінити функцію 















xP   






















xS   
з 21 =−n  вузлами спряження 2,1, =kxk , що співпадають з від-
повідними вузлами інтерполяції.  
Побудувати графік лінійного інтерполяційного сплайна  
)(1 xSy = , сполучивши сусідні вузли відрізком прямої. 
4. На кожному з елементарних відрізків ],[ 1 kk xx − , 
nk ...,,2,1=  між сусідніми вузлами наближено замінити функцію 






113 )()()()( kkkkkkkk xxdxxcxxbaxP   
32
kkkkkkk qdqcqba +++= , 1−−= kk xxq    
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xS   
з 21 =−n  вузлами спряження 2,1, =kxk , що співпадають з від-
повідними вузлами інтерполяції. Розрахункові формули для коефі-
цієнтів:  
1−= kk ya , 3,1=k ;  )15()19246( 01231 hyyyyb −+−= ;   
)15()73122( 01232 hyyyyb −−+−= ;   
)15()21237( 01233 hyyyyb +−+= ;   
01 =c ;  )5()496( 201232 hyyyyc +−+−= ;   
)5()694( 201233 hyyyyc −+−= ;   
)3(21 hcd = ;  )3()( 232 hccd −= ;  )3(33 hcd −= .  
Обчислити значення отриманого кубічного сплайна )(3 xS  на 
відрізку ]4;4[−  з кроком 5,0=dh , скласти відповідну таблицю і 
побудувати графік кубічного інтерполяційного сплайна )(3 xSy = .  
5. Знайти апроксимацію функції )(xf  методом найменших 
квадратів за допомогою лінійної функції (лінійної регресії)  
xaaxF 10)( += ,  де оптимальні значення коефіцієнтів 0a , 1a  ви-






























Обчислити значення отриманої лінійної регресії xaay 10 +=  
на кінцях відрізка ]4;4[− , скласти відповідну таблицю і побудувати 
графік лінійної регресії. Знайти середньоквадратичне відхилення 
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sy∆  лінійної регресії xaay 10 +=  від заданих значень функції  
nkyk ...,,1,0, =  за формулою  
( ) ( )∑
=
+−+=∆ nk kks xaayny 0
2
10 )()1(1 .    
6. Знайти апроксимацію функції )(xf  методом найменших 
квадратів за допомогою квадратичної функції (квадратичної регре-
сії)  22102 )()()( xaxaaxPxFxf ++==≈ , де оптимальні значення 






























































   
Обчислити значення отриманої квадратичної регресії 
21
2
0 axaxay ++=  на відрізку ]4;4[−  з кроком 5,0=dh , скласти 
відповідну таблицю і побудувати графік квадратичної регресії  
2
210 xaxaay ++= . Знайти середньоквадратичне відхилення sy∆  
квадратичної регресії 2210 xaxaay ++=  від заданих значень функ-
ції nkyk ...,,1,0, =  за формулою  
( ) ( )∑
=
++−+=∆ nk kkks xaxaayny 0
22
210 )()1(1 .    
7. Знайти апроксимацію функції )(xf  методом найменших 
квадратів за допомогою кубічного сплайна (кубічної сплайнової 


































xS   
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з одним вузлом спряження 2/)( baxs += .  
Введемо позначення  cccbbbaaa ====== 212121 ;; .  


































xS    
Розрахункові формули для оптимальних  значень коефіцієнтів  
46)437374( 3210 yyyya −++−= ;  
)10()33( 3210 hyyyyb ++−−= ; )23()(9 23210 hyyyyc +−−= .    
Обчислити значення отриманої кубічної сплайнової регресії 
)(3 xSy =  на відрізку ]4;4[−  з кроком 5,0=dh , скласти відповід-
ну таблицю і побудувати графік сплайнової регресії. Знайти серед-
ньоквадратичне відхилення sy∆  сплайнової регресії )(3 xSy =  від 
заданих значень функції nkyk ...,,1,0, =  за формулою  
( ) ( )∑
=
−+=∆ nk kks xSyny 0
2)()1(1 .   
Вказівка. Усі обчислення проводити з точністю до чотирьох 
десяткових знаків після коми. Усі графіки побудувати в одній сис-









k  0 1 2 3 
kx  -2 0 2 4 kx  -4 -2 0 2 1 
ky  3 2 0 -1 
16 
ky  -2 1 0 2 
kx  -3 -1 1 3 kx  -2 0 2 4 2 
ky  -1 -2 3 5 
17 
ky  3 2 0 -2 
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kx  -2 0 2 4 kx  -4 -2 0 2 3 
ky  -1 2 1 0 
18 
ky  -2 -1 0 1 
kx  -4 -2 0 2 kx  -2 0 2 4 4 
ky  -1 2 1 -3 
19 
ky  -3 -2 0 -1 
kx  -3 -1 1 3 kx  -4 -2 0 2 5 
ky  0 2 -2 3 
20 
ky  2 0 1 -1 
kx  -4 -2 0 2 kx  -2 0 2 4 6 
ky  -3 -1 1 0 
21 
ky  3 0 -2 2 
kx  -4 -2 0 2 kx  -3 -1 1 3 7 
ky  0 -2 1 3 
22 
ky  -1 2 0 -2 
kx  -2 0 2 4 kx  -4 -2 0 2 8 
ky  -2 1 -1 2 
23 
ky  3 2 -1 1 
kx  -3 -1 1 3 kx  -2 0 2 4 9 
ky  3 0 -2 -1 
24 
ky  -3 -1 0 2 
kx  -2 0 2 4 kx  -3 -1 1 3 10 
ky  -3 -1 0 1 
25 
ky  2 -2 0 -1 
kx  -4 -2 0 2 kx  -2 0 2 4 11 
ky  -2 1 -1 0 
26 
ky  3 2 -1 0 
kx  -3 -1 1 3 kx  -4 -2 0 2 12 
ky  2 3 0 -1 
27 
ky  3 2 -1 -2 
kx  -2 0 2 4 kx  -3 -1 1 3 13 
ky  -3 -2 0 2 
28 
ky  -2 -3 0 2 
kx  -4 -2 0 2 kx  -2 0 2 4 14 
ky  3 1 -1 0 
29 
ky  2 3 -1 0 
kx  -2 0 2 4 kx  -4 -2 0 2 15 
ky  2 -1 1 -2 
30 
ky  2 0 -1 3 
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Завдання 4. Функція )(xfy =  задана на відрізку ];[ 0 nxx  
своїми значеннями )( kk xfy = , nk ,0=  в 1+n  рівновіддалених 
вузлах nnn xxxxxx <<<<<< −− 12210 ... , 3=n  згідно таблиці від-
повідного варіанта з попереднього завдання 3, крок між вузлами 
nxxh n )( 0−= . Знайти наближене значення )(' ∗xf  похідної 
)(' xf  у відповідній точці ∗x  згідно наступній таблиці  
 
№ в-та 1 2 3 4 5 6 7 8 9 10 
∗
x  -1 -2 -1 -3 -2 -3 -3 -1 -2 -1 
№ в-та 11 12 13 14 15 16 17 18 19 20 
∗
x  -3 -2 -1 -3 -1 -3 -1 -3 -1 -3 
№ в-та 21 22 23 24 25 26 27 28 29 30 
∗
x  -1 -2 -3 -1 -2 -1 -3 -2 -1 -3 
 
використовуючи інтерполяційний многочлен Ньютона третього по-
рядку (для інтерполяції вперед)  
( ) +∆−+∆+= )(2/)1()()()( 02003 xfqqxfqxfxN    
( ) )(6/)2)(1( 03 xfqqq ∆−−+ ,  hxxq /)( 0−= .  
Вказівка. Похибками у вхідних даних і похибками заокруглення 
знехтувати. Обчислення здійснювати з точністю до чотирьох десят-
кових знаків після коми.  
 
 
Завдання 5. Дано визначений інтеграл ∫=
b
a
dxxfI )( .  
1. Обчислити заданий інтеграл аналітично за формулою Нью-
тона – Лейбниця. Прийняти результат аналітичного розрахунку I  
за точне значення інтеграла.  
2. Обчислити значення підінтегральної функції )(xf  на від-
різку інтегрування ];[ ba  у рівновіддалених вузлах hxx kk += −1 , 
ax =0 , nk ,...,2,1= , 8=n  з кроком nabh )( −= . Скласти відпо-
відну таблицю і побудувати графік  )(xfy = .  
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3. Використовуючи отримані значення )( kk xfy = , nk ,0=  
підінтегральної функції, обчислити наближено заданий інтеграл, 
застосовуючи при 8=n  формули:  а) лівих прямокутників,  б) пра-
вих прямокутників,  в) трапецій,  г) Симпсона.  Для кожного вико-
ристаного методу оцінити граничну абсолютну похибку ∗∆h  одер-
жаного наближення hI  і знайти уточнене наближене значення ін-
теграла утI , користуючись методом Рунге (подвоєнням кроку):  
)12(2 −−≈∆∗ rhhh II ;   ( ) )12(2 −−+≈ rhhhут IIII ,     
де  r  – порядок точності відповідного методу ( 1=r  – для формул 
лівих і правих прямокутників, 2=r  – для формули трапецій, 4=r  
– для формули Симпсона). Обчислити абсолютну похибку ут∆  
цього наближення утI :  утут II −=∆ .   
Вказівка. Похибками заокруглення знехтувати. Обчислення здійс-






































































































































































































































































Завдання 6. Поставлена задача Коші:  знайти частинний роз-
в’язок диференціального рівняння  ),( yxfy =′ , який задовольняє 
початковій умові  0)0( yy = . Розв’язати задачу Коші аналітично. 
Прийняти результат аналітичного розрахунку )(xyy =  за точний 
розв’язок. Обчислити значення )( kxy , nk ,0=  отриманого аналі-
тичного розв’язку )(xyy =  на відрізку ]1;0[  у рівновіддалених вуз-
лах hxx kk += −1 , 00 =x , nk ,...,2,1= ; 10=n  з кроком  1,0=h . 
Скласти відповідну таблицю і побудувати графік аналітичного 
розв’язку  )(xyy = . Чисельно розв’язати задачу Коші на відрізку 
]1;0[  з кроком  1,0=h  указаним далі методом. Для кожного вико-
ристаного методу отримані наближені значення ky ; nk ,0= , 
10=n  занести у відповідну таблицю і побудувати графік наближе-
ного розв’язку )(~~ xyy = . Знайти середньоквадратичне відхилення 
nσ  наближених значень ky  розв’язку від точних )( kxy  за форму-




k kkn yxyn 1
2))(()/1( .   
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1. Методом Эйлера за формулами:  
kkk yyy ∆+= −1 , ),( 11 −−=∆ kkk yxfhy ,  nk ,...,1= .   
2. Методом Рунге – Кутта четвертого порядку точності за фор-
мулами:  
kkk yyy ∆+= −1 ,  6)22( 4321 KKKKyk +++=∆ ;   
),( 111 −−= kk yxfhK ;  )2/,2/( 1112 KyhxfhK kk ++= −− ;  
)2/,2/( 2113 KyhxfhK kk ++= −− ;  
),( 3114 KyhxfhK kk ++= −− ,  nk ,...,1= . 
3. Чотирикроковим методом Адамса за формулами:   
kkk yyy ∆+= −1 ;   ( ×−=∆ −− 59),(55)24/( 11 kkk yxfhy   
)),(9),(37),( 443322 −−−−−− −+× kkkkkk yxfyxfyxf , ...,5,4=k .  
4. Чотирикроковим методом прогнозування і корекції Хем-
мінга за формулами:   
( +−+=
−−−−−
),(),(2)3/4( 22114)0( kkkkkk yxfyxfhyy   
)),(2 33 −−+ kk yxf ;            ×+−= −− )8/3()9()8/1( 31 hyyy kkk   
( )),(),(2),( 2211)0( −−−− −+× kkkkkk yxfyxfyxf ;   ...,6,5,4=k .   
Вказівка. Необхідні для запуску чотирикрокових методів Адамса та 
Хеммінга значення 1y , 2y  і 3y  попередньо знайти за допомогою 
методу Рунге – Кутта (використати результати з пункту 1 цього зав-
дання). Обчислення здійснювати з точністю до чотирьох десяткових 












































3 0)0(;6' =−= − yyxey x  18 1)0(;' 42 −== yyxy  
4 2/1)0(;' =−= − yyey x  19 0)0(;' =−= yyey x  
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