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1. Introduction {#sec001}
===============

With the development of the elevator industry, the elevator has become a common mode of transportation in people\'s daily life. Elevators are not only used in residential buildings and shopping malls, but also widely used in industry \[[@pone.0234824.ref001]\]. With the rapid development of China\'s construction industry and economy in recent years, the demand and inventory for elevators has also been augmented. According to relevant statistics, China\'s elevator usage is ranked the first in the world; the elevator brings convenience to people. However, at the same time, elevator breakdowns occur frequently \[[@pone.0234824.ref002]\].

According to statistics from the state administration of quality supervision and administration of China, elevator accidents in China increased from 2015 to 2017. There were 56 major elevator accidents in 2015, 64 in 2016 and 72 in 2017 \[[@pone.0234824.ref003]\]. Consequently, people\'s attention has been drawn to elevator accident prevention. In the past two or three years, as people have become more alert to elevator accidents, elevator accidents are gradually decreasing. But the enhancement of the level of elevator safety and the reduction of accidents are important problems for the whole society, as well as the elevator industry, which need to be solved \[[@pone.0234824.ref004]\]. With the evolution of science and technology, the internet, big data, cloud computing technology, and other new generations of information technology are potentially useful methods for elevator safety monitoring and early warning. On the basis of the relevant elevator data, real-time dynamic monitoring of the elevator is achieved by the use of big data analysis and processing technology. Moreover, an effective elevator abnormality warning mechanism is established to minimize the failure rate and the incidence of elevator accidents. Thus, the comprehensive safety level of the elevator is enhanced. With the improvement of computer performance and the generation of massive data, the environment and data foundation are provided for deep learning, artificial intelligence, and other fields. Thereby, deep learning and artificial intelligence have become popular research topics. A hierarchy similar to that of the brain is established and learned deeply, and simple but nonlinear modules are used to transform data to a more abstract level. With sufficient transformation of this kind, a large amount of data is studied by the neural network \[[@pone.0234824.ref005]\].

In conclusion, to promote the elevator safety factor and reduce the occurrence of elevator accidents, the combination of big data technology and deep learning is adopted. By these means, the safety monitoring of elevator faults is achieved and the problem of abnormality alarms is solved. First, the theory related to elevator safety monitoring technology is described in this study, and then the elevator fault type and running finite state machine are analyzed. The elevator flow data is preprocessed and as fault monitoring algorithm is proposed in this study. Finally, the safety fault monitoring of elevators is evaluated and its effectiveness is assessed. It is expected that this study can show a way to effectively monitor elevator anomalies.

2. Literature review {#sec002}
====================

In recent years, with the widespread use of elevators, extensive attention has been paid all over the world to the frequent occurrence of elevator accidents. Meanwhile, the adoption of monitoring technology is studied by scholars, aiming to achieve to real-time monitoring of elevator safety and reduce the occurrence of accidents; there have now been many studies of elevator safety monitoring \[[@pone.0234824.ref006]\]. Regarding the frequent occurrence of elevator accidents, an elevator safety monitoring system was designed by Ming et al. (2018), based on the internet of things. First, the requirements of an elevator safety monitoring system were analyzed from the perspective of function and performance, and the feasibility of the system was evaluated from the perspective of demand, technology, and practical operation. Then, a design scheme was proposed for the system, combining the browser/server and client/server architectures. As the command and control center, the client communicated and interacted with the front-end monitoring system, while the standard real-time transmission protocol was used for transmission. Therefore, elevator safety monitoring was obtained through simulation \[[@pone.0234824.ref007]\].

Signal processing was adopted by Skog et al. (2017) to achieve elevator safety warning and monitoring. The combination of sensor nodes with an inertial navigation and positioning system was used in this study to monitor the position of the elevator. The characteristics of the operation and health status of the elevator system were calculated by the ride quality of the elevator, together with the influence of vibration on the frequency spectrum and position spectrum. Abnormal stops were identified by monitoring the deceleration of the elevator and the mismatching of the elevator\'s stop position with the height of the target floor. The state of the door system was monitored by tracking changes in the magnetic field generated by the movement of the door, and the number of doors and the time required for closing were estimated \[[@pone.0234824.ref008]\].

Based on a sequential probability ratio test, an elevator fault diagnosis method was proposed by Liu et al. (2017). To verify the effectiveness of this method, a fault diagnosis experiment was designed for the elevator mechanical system. Wavelet transform was used to filter the vibration signals collected in the experiment, and the kurtosis value of the filter signal was extracted to represent the actual state of the elevator. Moreover, faults in the elevator mechanical systems were diagnosed by the sequential probability ratio test (SPRT). The experimental results showed that the method had high accuracy in practical application; it is very important to enhance the fault diagnosis performance of the elevator mechanical system \[[@pone.0234824.ref009]\].

In the study of Wen et al. (2016), particle swarm optimization and BP neural network model were applied to predict the fault of the elevator door system. Some types of failures, such as the excessive vibration of the opened elevator door, and the malfunction of the elevator door at the specified height, were set as the output of the prediction and simulated by the matrix laboratory, MATLAB. The results showed that a particle swarm optimization algorithm and back propagation (BP) neural network algorithm were feasible for predicting faults in the elevator door system \[[@pone.0234824.ref010]\].

In summary, according to previous studies, signal processing method and fault tree method are used in the early warning of elevator faults. The elevator safety monitoring mainly adopts the neural network algorithm and fuzzy reasoning algorithm. However, the elevator safety warning mainly focuses on neural network algorithms and fuzzy reasoning algorithms. With the development of computer technology, big data technology and deep learning technology have been maturely adopted in other fields. Therefore, in this study, big data technology is combined with a deep learning model to study elevator safety monitoring efficiency.

3. Methodology {#sec003}
==============

3.1. Spark-based elevator flow data processing framework {#sec004}
--------------------------------------------------------

Big data analysis refers to the analysis of large quantities of data. In modern society, big data is undoubtedly a hot word in this era and applied in many fields. Big data is an inexhaustible source of potential profits for enterprises, which can help them to understand customer needs and obtain certain resources, plan production according to customer needs, reduce inventory, and further carry out services \[[@pone.0234824.ref011],[@pone.0234824.ref012]\].

### Spark {#sec005}

Spark is a framework for big data parallel computing developed by AMP lab at the University of California, Berkeley. Many different types of big data tasks, such as batch processing, stream processing, and image processing are facilitated by it. The difference from Hadoop (another framework) is that the intermediate results of different calculations are placed in different storage disks by Map Reduce. If Spark has enough memory, all the results are stored in memory; then, Spark\'s computing speed of base memory is 100 times faster than Hadoop Map Reduce. Therefore, Spark has a very strong potential for the operation of iterative algorithms in machine learning and data mining. In addition, Spark can support streaming computing by dividing micro-batches \[[@pone.0234824.ref013]\]. Streaming data is a kind of data set that can grow infinitely with the passing of time. Currently, streaming data is widely used in sensor networks, audio and video monitoring, and other fields \[[@pone.0234824.ref014]\]. Streaming big data has the characteristics of being real-time, time-varying, unlimited, volatile, and sudden \[[@pone.0234824.ref015]\]. Therefore, a framework for big data processing of elevator flow based on Spark is proposed. In Spark, Kafa and Flume are mainly used as data sources, and DStream is used to represent the continuity of data flow (shown in [Fig 1](#pone.0234824.g001){ref-type="fig"}).

![Spark flow data processing.](pone.0234824.g001){#pone.0234824.g001}

3.2. Elevator fault type and running finite state machine {#sec006}
---------------------------------------------------------

The operation of an elevator is composed of a control system, mechanical system, and safety protection system. Failure occurs in the running state of every system. According to the analysis of the elevator operation state recorded by the elevator control system and the sensor, the faults are divided into the following three types through a three-part system: operation system fault, command fault, and door system fault. The main faults of the elevator are shown in [Fig 2](#pone.0234824.g002){ref-type="fig"}.

![Major types of elevator failures.](pone.0234824.g002){#pone.0234824.g002}

In this study, a finite state machine (FSM) is used to model the running state of the elevator and its state transition process \[[@pone.0234824.ref016]\]. In FSM, there are three core sets: State set, input set, and state transition rule set. According to the characteristics of FSM, this study describes the operation state of the elevator as: $$M = \left( S\text{,}\Re\text{,}\delta\text{,}S_{\text{0}}\text{,}F\text{)} \right.$$

In this equation, *S* is the set of operating states of the elevator system; $\Re$ is the input collection for the system; *δ* is the state transfer function; *S*~0~ is the initial state of the elevator system; *F* is a subset of *S*.

In this study, the finite state machine of the elevator is constructed through the running state of the elevator. As shown in [Fig 3](#pone.0234824.g003){ref-type="fig"}:

![Transfer diagram of elevator operation state.](pone.0234824.g003){#pone.0234824.g003}

3.3. Elevator fault warning method based on big data {#sec007}
----------------------------------------------------

It is necessary to preprocess the elevator flow data for monitoring the elevator running state, because the data information transmitted by the elevator data acquisition system is the state at a certain moment, which can't be used to distinguish the continuous running process of the elevator. The stream data is processed by the sliding window mechanism, as shown in [Fig 4](#pone.0234824.g004){ref-type="fig"}. As this figure shows, the sliding window is 2, and the sliding step is 2. It is set to calculate every 3 hours, and the length of the time interval of each sliding is 2 times. The time interval of single monitoring is controlled by setting the window size. According to the data in this time interval, the state change of the elevator is monitored by the fault monitoring algorithm. By sliding the step length, the problem of the elevator running on a time interval is avoided.

![Window sliding mechanism.](pone.0234824.g004){#pone.0234824.g004}

The running state of the elevator is monitored and judged by the Spark Streaming sliding window mechanism in real time. The streaming data is divided into micro batches by the sliding window, and the Spark computing engine is used to perform calculations on the data in the entire sliding window.

According to the running finite state machine, an elevator fault monitoring algorithm is proposed based on flow data. The monitoring flow chart of the algorithm is shown in [Fig 5](#pone.0234824.g005){ref-type="fig"}. The core idea of this algorithm is to monitor the state transition process of the elevator operation by analyzing its flow data. If there is an abnormal transfer process, the corresponding fault is inferred from the abnormal flow data. Moreover, the algorithm can accurately locate the fault type according to the specific abnormal state transition.

![Flow chart of elevator fault monitoring algorithm under flow data.](pone.0234824.g005){#pone.0234824.g005}

3.4. Construction of elevator fault warning model based on deep learning {#sec008}
------------------------------------------------------------------------

The elevator system contains multiple sensors to monitor the real-time running status of the entire system. If the input time series is X = {x~1~, x~2~, ..., x~t~}, the maximum likelihood estimation expression at time t that needs to be predicted is as follows.

![](pone.0234824.e003.jpg){#pone.0234824.e003g}
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In the equation, X represents the time series set; *x* represents the time series; p represents the maximum estimate of the predicted time.

When considering the prediction of elevator failure, the data of a certain time series will also be affected by other conditions. Therefore, a time series of multiple conditions is selected to construct the model. Then, the maximum likelihood estimation expression at time t is as follows.
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In the equation, *y*~*i*~ is the ith extra conditional time series.

In this study, Dilated causal convolution (DCC) is applied to solve the prediction of the time series. The DCC basic structure is shown in [Fig 6](#pone.0234824.g006){ref-type="fig"}. One dimensional expansion convolution is used to obtain the time data features. After stacking, and increasing the expansion rate according to 2^n^, the features of time series of different time interval lengths are finally obtained. As the number of layers increases, the original input sequence is eventually overwritten. The causal convolution can carry out the zero operation at the predicted time, so as to guarantee the order of time series during the convolution calculation.

![The basic structure of DCC.](pone.0234824.g006){#pone.0234824.g006}

In order to improve the prediction accuracy of the model constructed in this study, residual learning is introduced into the model to improve the network \"degradation\" phenomenon caused by an increase in the number of layers. If the mapping in the original hidden layer is represented by H(x), the expression of the residual mapping in the residual connection block by increasing the short-skip connection is as follows.

![](pone.0234824.e005.jpg){#pone.0234824.e005g}
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In the equation, H(x) represents the mapping of the original hidden layer; F(x) represents residual mapping; x represents a short skip connection.

The goal of residual learning is F(x) = 0, then H(x) = x. Finally, in order to solve the problem of difficulty in deep network training, batch normalization (BN) is added to the input of each layer of the residual connection block. If the time input sequence is X = {x~1~, x~2~, ..., x~n~}, then the calculation of mean value and variance is as follows.
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In the equation, m is the mth sample, *μ* represents the mean value of the time series; *σ* represents the variance of the time series.

Normalization of input values based on Eqs ([5](#pone.0234824.e006){ref-type="disp-formula"}) and ([6](#pone.0234824.e007){ref-type="disp-formula"}) is as follows.
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In order to enable the model to restore the data distribution to the original distribution when necessary, parameters γ and β need to be introduced into Batch Normailization. The specific structure of the model framework constructed in this study is shown in [Fig 7](#pone.0234824.g007){ref-type="fig"}.

![Deep learning network model based on DCC.](pone.0234824.g007){#pone.0234824.g007}

This simulation experiment takes the horizontal vibration acceleration of the car in the elevator equipment as the experimental object, and the model and method proposed in this study are verified. Time series modeling is carried out for the data of elevator car\'s vibration acceleration, and the model proposed in this study is used to predict the car\'s horizontal vibration acceleration, to predict whether the horizontal vibration of the car is abnormal in the future, which indicates the potential safety risk of the elevator car. In order to further verify the accuracy of the proposed algorithm, support vector machine (SVM), logistic regression algorithm, naive Bayes, decision tree, k-means, gaussian mixture, and principal component analysis (PCA) are used in this study.

Hardware environment: CPU: Intel E5-2680 v4 GPU: Nvidia TITAN Xp; internal storage: 64G; software environment: operating system: Ubuntu 16.04; PYTHON version: 3.6; machine learning framework: Tensorflow1.4.0.

4. Results {#sec009}
==========

4.1. Results of elevator safety failure monitoring and evaluation {#sec010}
-----------------------------------------------------------------

The experiment was carried out in the Ali cloud server. According to the architecture of the Spark platform, the elevator was monitored in real time and the operation data of the elevator was analyzed. If each elevator needed to send one operation data to the platform every second, the Spark Streaming window size was 30s.

[Fig 8](#pone.0234824.g008){ref-type="fig"} shows 2000 sets of Spark processing delay under the same data entry rate. As shown in [Fig 7](#pone.0234824.g007){ref-type="fig"}, in the process of fault monitoring, the algorithm in this study is based on the fault monitoring algorithm in the process of state transition; thus, any state that runs against a logical rule is detected. The error data disturbance generated in the transmission process is eliminated, and it is proved that the algorithm proposed in this study has a high detection rate. The monitoring results of this algorithm are shown in [Table 1](#pone.0234824.t001){ref-type="table"}.

![Handling of latency and processing time by Spark for 2000 elevators.](pone.0234824.g008){#pone.0234824.g008}

10.1371/journal.pone.0234824.t001

###### FSM algorithm monitoring results.

![](pone.0234824.t001){#pone.0234824.t001g}

  Malfunction ID   Elevator registration number        Fault type                          Error description                Fault monitoring source    Time of failure   Trouble shooting time   The number of rescuers
  ---------------- ----------------------------------- ----------------------------------- -------------------------------- -------------------------- ----------------- ----------------------- ------------------------
  93281            3130331010 2013050012               Unable to raise or lower the door   Algorithm automatic monitoring   FSM Monitoring algorithm   2019-9-24 11:20   \-                      0
  90023            Door ajar                           Algorithm automatic monitoring      FSM Monitoring algorithm         2019-9-24 11:25            \-                0                       
  80734            Abnormal opening                    Algorithm automatic monitoring      FSM Monitoring algorithm         2019-9-24 11:30            \-                0                       
  77687            Unable to raise or lower the door   Algorithm automatic monitoring      FSM Monitoring algorithm         2019-9-24 11:35            \-                0                       
  74541            Door ajar                           Algorithm automatic monitoring      FSM Monitoring algorithm         2019-9-24 11:40            \-                0                       
  52764            Unable to raise or lower the door   Algorithm automatic monitoring      FSM Monitoring algorithm         2019-9-24 11:45            \-                0                       
  39971            Abnormal shutdown                   Algorithm automatic monitoring      FSM Monitoring algorithm         2019-9-24 11:50            \-                0                       

According to [Fig 9](#pone.0234824.g009){ref-type="fig"}, the data processing delay and processing time of each batch are increased with an increase in the amount of monitoring. When the number of monitored elevators is increased to 10,000, the data processing time is about 2s, and the data processing time for monitoring the 10,000 elevators is smaller than that of the sliding window; therefore, the algorithm has a lower delay when monitoring 10,000 elevators. When the number of monitored elevators is 15,000, the data processing delay and processing time both increase sharply, which is caused by the limited capacity of the experimental equipment in this study. However, an extreme case is simulated in this experiment. Data is sent to the platform by every elevator every second, while in the real environment, no data is transmitted to the platform by the elevator equipment because there is no state transition under normal circumstances, thus it is in a dormant state. Moreover, in a real environment, the experimental configuration is sufficient to withstand a large number of elevator equipment monitoring tasks.

![Monitoring of the delay and processing time of different numbers of elevators.](pone.0234824.g009){#pone.0234824.g009}

4.2. Evaluation of the effectiveness of elevator safety monitoring {#sec011}
------------------------------------------------------------------

In order to effectively evaluate the big data technology and deep learning based on the Spark platform for elevator safety monitoring, mutual information, accuracy, false positive rate, and false negative rate are used as evaluation indicators. The calculation equation of each index is as follows. $$I\left( {R,S} \right) = {\sum\limits_{r \in R}{\sum\limits_{s \in S}{p\left( {r,s} \right)}}}\text{log}\frac{p\left( {r,s} \right)}{p\left( r \right)p\left( s \right)}$$ $$Accuracy = \frac{NCAD}{NAD}$$ $$FalseAlarm = \frac{NFAD}{ND}$$ $$Underreport = \frac{NUAD}{NA}$$ Where I is the shared information; NCAD is the correct number of abnormal results detected; NAD is the number of abnormal results; NFAD is the number of errors in detection of abnormal results; ND is the detection quantity; NUAD is the number of missed abnormal results; NA is the number of exceptions, S represents the results set of information, and R represents the evaluation results of mutual information.

The FSM algorithm (no.1) proposed in this study is compared with SVM (no.2), Logistic Regression (no.3), Navie Bayes (no.4), Decision Tree (no.5), k-means (no.6), Principal Component Analysis (no.8) for shared information, accuracy, false positive rate, and false negative rate, as shown in [Fig 10](#pone.0234824.g010){ref-type="fig"}. After comparison, it is found that, compared with other algorithms, the proposed FSM algorithm in this study has the largest shared information (0.1337), the highest accuracy (0.9899), the lowest false positive rate (0.0624), and the lowest false negative rate (0.1126), and presents excellent detection performance on the whole.

![Comparison of mutual information, accuracy, false positive rate, and false negative rate of different algorithms.](pone.0234824.g010){#pone.0234824.g010}

4.3 Test of elevator warning model {#sec012}
----------------------------------

In order to evaluate the reliability of the deep-learning-based elevator fault warning model constructed in this study, when the number of iterations reaches a maximum of 1000, the root mean square error (RMSE), accuracy, Loss value, and convergence time are selected. The RMSE calculation equation is as follows. $$RMSE = \frac{1}{n}{\sum\limits_{i = 1}^{n}\left( {f_{i} - y_{i}} \right)^{2}}$$ Where n is the total number of samples tested; f~i~ is the predicted value of the model; y~i~ is the observation value.

The model constructed in this study is compared with other models, and the results are shown in [Table 2](#pone.0234824.t002){ref-type="table"}. In this study, the RMSE value of the proposed model is the lowest (0.0201), the accuracy is the highest (0.9834), the Loss value is the lowest (0.0012), and the convergence time is the shortest (88.2608s). The RMSE value of the SVM model is the highest (0.0454) and the accuracy is the lowest (0.5997). The Loss value of the LSTM model is the highest (0.0035) and the convergence time is the longest (402.3778s). Since the results of loss rate and convergence time of SVM are very low, there is no reference significance for the comparison between models, so the two values are not discussed.

10.1371/journal.pone.0234824.t002

###### Test results of warning indicators of different models.

![](pone.0234824.t002){#pone.0234824.t002g}

  Models            LSTM       UFCNN      SVM      Our Method
  ----------------- ---------- ---------- -------- ------------
  RMSE              0.0312     0.0266     0.0454   0.0201
  Accuracy          0.8826     0.9134     0.5997   0.9834
  Loss value        0.0035     0.0019     ---      0.0012
  Covergence time   402.3778   153.3987   ---      88.2608

5. Discussion {#sec013}
=============

With the frequent elevator accidents in recent years, fatal elevator incidents increase year by year, and the attention of the whole society and many scholars is drawn to the issue \[[@pone.0234824.ref017],[@pone.0234824.ref018]\]. The improvement of elevator safety monitoring technology is an important means to reduce elevator safety incidents. Meanwhile, with the development of big data technology, comprehensive elevator data information becomes available, and the application of big data technology to elevator safety monitoring is strengthened.

The design and framework of elevator early warning system platform is introduced as described by Lin et al. (2019) \[[@pone.0234824.ref019]\], and the relevant functional model of the system is analyzed. Next, the theory of using big data technology to monitor the processes of elevator equipment is expounded. Some key parameters involved in the early warning system are also analyzed. Through the elevator early warning system, necessary early warning measures are put forward before a malfunction of the elevator occurs to enhance its safety level. This research makes use of big data technology to realize the early warning of elevator, and provides a good idea and support for the research, which is the theoretical support of this research. In this study, the big data technology of Spark platform combined with the method of deep learning is used to realize real-time and effective monitoring during the operation of the elevator. The abnormal operation state is tied with the corresponding fault to determine the fault type of the elevator. it is proved that the proposed elevator safety monitoring efficiency has a good feasibility through three indicators of the mutual information, accuracy, and false positive rates \[[@pone.0234824.ref020]\].

The research results of this study are highly similar to those of Ham et al. (2019). This study collectes a large number of elevator inspection data, and uses the big data analysis and diagnosis method to construct and predict the overall scheme of elevator trouble. By data mining, the characteristic parameters of elevator car vibration are extracted, and the internal connection between the hidden trouble of various elevator mechanical systems and the vibration monitoring signals of elevator running time capsules is found. The results show that the big data analysis method can accurately diagnose and predict the failure of elevator mechanical system \[[@pone.0234824.ref021]\].

The results show that the faults of the elevator mechanical system are accurately diagnosed and predicted by the big data analysis. Then, based on deep learning, the elevator fault warning model is constructed, and the performance of the warning model constructed in this study is compared with other models. The results show that the fault warning model constructed in this study has higher fault warning accuracy (0.0578)and smaller error value(0.8721), loss value(0.0009), and convergence time(85.9376), indicating that the application of deep learning in fault warning can improve the accuracy and reliability of fault warning, which is consistent with the research results of Zhong et al. (2020) \[[@pone.0234824.ref022]\].

6. Conclusions {#sec014}
==============

In order to reduce the occurrence of elevator safety accidents and improve the efficiency of elevator safety monitoring, in the study, big data technology based on Spark platform combined with deep learning model is adopted to improve the efficiency of elevator safety monitoring. First, the design of elevator safety monitoring platform is proposed. According to the characteristics of elevator data and the elevator safety monitoring platform with high performance, high scalability, and high availability, a Spark platform architecture is designed. Then, an elevator fault detection method based on streaming big data is put forward. The FSM is used to model the change process of elevator running state. The algorithm determines the operation state of the elevator according to the operation data of the elevator, and detects whether the abnormal state change process occurs, so as to judge whether the elevator fails. This detection method is based on the operation process of the elevator to detect the fault, so it has a high detection feasibility and accuracy.

The existing big data and artificial intelligence technology are adopted to monitor elevator safety, which provides a good idea for the development of the elevator safety industry in China. However, there are still limitations in this study. However, there are still limitations in this study. Only three evaluation indexes are selected to evaluate the efficiency of elevator monitoring. In the follow-up study, several more indicators can be selected to assess elevator safety monitoring, thereby expanding the depth and breadth of this study.
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Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: Yes

\*\*\*\*\*\*\*\*\*\*

2\. Has the statistical analysis been performed appropriately and rigorously?

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: Yes

\*\*\*\*\*\*\*\*\*\*

3\. Have the authors made all data underlying the findings in their manuscript fully available?

The [PLOS Data policy](http://www.plosone.org/static/policies.action#sharing) requires authors to make all data underlying the findings described in their manuscript fully available without restriction, with rare exception (please refer to the Data Availability Statement in the manuscript PDF file). The data should be provided as part of the manuscript or its supporting information, or deposited to a public repository. For example, in addition to summary statistics, the data points behind means, medians and variance measures should be available. If there are restrictions on publicly sharing data---e.g. participant privacy or use of data from a third party---those must be specified.

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: Yes

\*\*\*\*\*\*\*\*\*\*

4\. Is the manuscript presented in an intelligible fashion and written in standard English?

PLOS ONE does not copyedit accepted manuscripts, so the language in submitted articles must be clear, correct, and unambiguous. Any typographical or grammatical errors should be corrected at revision, so please note any specific errors here.

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: Yes

\*\*\*\*\*\*\*\*\*\*

5\. Review Comments to the Author

Please use the space provided to explain your answers to the questions above. You may also include additional comments for the author, including concerns about dual publication, research ethics, or publication ethics. (Please upload your review as an attachment if it exceeds 20,000 characters)

Reviewer \#1: In the study, the author combined big data technology with deep learning technology based on the Spark platform, to effectively minimize elevator safety accidents. The relevant theories of elevator safety monitoring technology, namely big data technology and deep learning technology were introduced. The fault types that occurred in the running state of the elevator were identified. In addition, a finite state machine model was established. The results showed that the elevator safety monitoring system and elevator fault warning model were feasible. This study established a good direction for elevator safety monitoring efficiency in China.

1\. In abstract, there were \"Compared with other algorithms\" and \"compared with other models\". The author needed to point out other specific algorithms and models here. At the same time, the author mentioned big data technology in the title, but the abstract did not reflect the combination of big data and algorithms. The author should focus on big data and deep learning. FSM algorithm referred to the finite state machine model, which should be given the full spelling, to make it easy to be understood.

2\. \"Running Finite State Machine\" in keyword didin't appear in Abstract. Generally, keywords should be selected from the anstract and the title, please chek and modify it.

3\. There was too much description of elevator faults in introduction section, which can be simply described in a paragraph. The innovation of this research needed to be highlighted. It was suggested that after the introduction of the research background, the existing elevator fault monitoring methods can be summarized, and then the advantages and innovations of the methods used in this research can be introduced.

4\. The literature review part was not logical and the it didin\'t summarize the paper well, which did not highlight the advancement of this research work. The author can summarize from the perspective of big data and deep learning.

5\. For equation 2-equation 7, the meanings of x, p, y, F, μ, σ, and ε should be supplemented. Among them, there was t in the description of equations 2 and 3, however, it was τ in equation, were the two have the same meaning? For description \"parameters γ and β need to be introduced into BN\",what did γ and β represent repectively? Please supplement relevant equations. Waht did r and s in equation 8 mean?

6\. Since big data technology was mentioned, it was necessary to provide the data set and experimental environment for the experiment in the method section.

7\. The results in figure 10 and table 2 were just a presentation of the data, and the author was asked to explain and analyze the reasons for the performance differences. The \"Covergence time\" in table needed lacked the unit. The results of \"Loss value\" and \"Covergence time\" were not included in SVM algorithm, please explain the reason.

8\. In the discussion section, the results of this study should be summarized and compared with those of others. The discussion part of this paper was more like a literature review, which only displayed others\' researches on elevator fault detection without comparing them with the author\'s own research results. It was recommended that the discussion section be rewritten.

9\. The conclusion part needed to be further refined, and there was too much space for the research contents, and the results were too few, so the research results needed to be highlighted.

Reviewer \#2: To effectively minimize elevator safety accidents, big data technology is combined with deep learning technology based on the Spark platform. The results show that real-time and effective monitoring in the process of elevator running state is achieved by this study, and it is possible to judge the elevator fault type by bundling the abnormality in the running state with the corresponding fault. Compared with other algorithms, the proposed FSM algorithm has the largest mutual information (0.1337), the highest accuracy (0.9899), the lowest false alarm rate (0.0624), and the lowest missing alarm rate (0.1126); compared with other models, the elevator fault warning model proposed in this study has the lowest RMSE value (0.0201), the highest accuracy (0.9834), the lowest Loss value (0.0012), and the shortest convergence time (88.2608s). The article had a clear structure and a novel viewpoint, but there were still some deficiencies, which needed to be further modified and improved by the author.

1\. In Abstract, the author pointed out "the proposed FSM algorithm has the largest mutual information (0.1337) ...". The proposed FSM algorithm needed to be explained in the abstract in advance so as to make readers understand the content of the article better.

2\. When all the English abbreviations in this paper appeared for the first time, the English full names should be given, such as FSM and RMSE in the abstract, which needed to be supplemented by the author, and the English abbreviations involved in other parts of the text should be checked.

3\. In the conclusion of literature review, the author showed "In summary, according to previous studies, signal processing and fault trees are mainly used to monitor elevator faults. However, the elevator safety warning mainly focuses on neural network algorithms and fuzzy reasoning algorithms." At the same time, the author mentioned "Signal processing was adopted by Skog et al. (2017) to achieve elevator safety warning and monitoring." Therefore, the conclusion that the elevator safety warning mainly focused on the neural network algorithm and fuzzy reasoning algorithm was not accurate and needed to be written by the author again.

4\. In figure 10, the author compared the algorithm in this paper with the three indexes of other 7 algorithms. Were these 7 algorithms the author\'s own research results or the research results of others? If it was the author\'s own research achievements, the author should also give a detailed explanation in the method introduction; if it was the research achievement of others, the author should mark it with literature citation. The same was true in table 2.

5\. In 4.3 Test of Elevator Warning Model, the author showed "In order to evaluate the reliability of the deep-learning-based elevator fault warning model constructed in this study, when the number of iterations reaches a maximum of 1000, the root mean square error (RMSE), accuracy, Loss value, and convergence time are selected. The RMSE calculation equation is as follows." Where did the maximum number of iterations of 1000 come from? Was the number of test samples in table 2 1000? Why were Loss value and Covergence time values for SVM models missing?

6\. The discussion part was not in-depth enough. Only a few articles were cited, and the similarities and differences between the results obtained in the study and other research achievements were not compared and analyzed. For example, for the description "The results show that the fault warning model constructed in this study has higher fault warning accuracy and smaller error value, loss value, and convergence time, indicating that the application of deep learning in fault warning can improve the accuracy and reliability of fault warning, which is consistent with the research results of Zhong et al. (2020) \[22\]", specific data such as accuracy, error value, loss value, and convergence time in reference 22 should be given for comparison.

7\. The first paragraph of the conclusion had a large similarity with the abstract, and the description of the research method was too verbose and repetitive, and the author was asked to simplify the language, dig deeply into the content of the article, and summarize it. In addition, the author showed "Only three evaluation indexes are selected to evaluate the efficiency of elevator monitoring.", while in Abstract, the author mentioned "Compared with other algorithms, the proposed FSM algorithm has the largest mutual information (0.1337), the highest accuracy (0.9899), the lowest false alarm rate (0.0624), and the lowest missing alarm rate (0.1126)". The number of evaluation indicators Before and after was inconsistent.

Reviewer \#3: This study first introduces the relevant theories of elevator safety monitoring technology, namely big data technology and deep learning technology. Then, the fault types that occur in the running state of the elevator are identified, and a finite state machine model is established. An elevator fault monitoring method based on the Spark platform is proposed, and the results of elevator safety fault monitoring are evaluated. Based on deep learning, an elevator fault warning model is constructed and its early warning performance is evaluated. However, there are still some problems that need further polishing.

1\. Generally, the purpose, methods, results and conclusions of the research should be described in Abstract. This study, however, omitted the important part of the demonstration of the simulation results, and it was suggested the author review the whole research and supplement the quantitative demonstration of the results.

2\. The overall layout of the paper was top-heavy. The introduction, literature review, and design of elevator fault monitoring method based on Spark platform took up a lot of space. It was suggested that the author adjust the layout of the article, or directly add simulation results.

3\. Now that the author started another section to analyze and discuss the structure, the result part only needed to present objective data instead of analysis. It was recommended that the author include an analysis of the results in the discussion section to make the layout clear.

4\. The discussion part of the article only referred to some literature for comparison, but did not analyze the causes of similarities and differences at a deeper level, which was superficial. It was suggested that the author review the full text and conduct in-depth analysis and discussion.

5\. The conclusion part needed to be concise and comprehensive. The conclusion part of this paper was too complicated. In particular, the research content should be simplified to one or two sentences.

6\. For the methods of big data, the author listed three more common big data processing frameworks. It seemed that there was no relationship between these contents and the research in this paper, or what kind of framework was adopted in this paper. It was suggested that the author consider clearly.

7\. In this paper, the finite state machine of the elevator was constructed according to the operation state of the elevator, but the finite state machine was not analyzed in results section. What was the difference between the finite state machine in the paper and the previous finite state machine?

\*\*\*\*\*\*\*\*\*\*

6\. PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/plosone/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: No

Reviewer \#3: Yes: Xin Gao

\[NOTE: If reviewer comments were submitted as an attachment file, they will be attached to this email and accessible via the submission site. Please log into your account, locate the manuscript record, and check for the action link \"View Attachments\". If this link does not appear, there are no attachment files to be viewed.\]

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com/>. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Registration is free. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>. Please note that Supporting Information files do not need this step.
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Reviewer 1:

1\. In abstract, there were \"Compared with other algorithms\" and \"compared with other models\". The author needed to point out other specific algorithms and models here. At the same time, the author mentioned big data technology in the title, but the abstract did not reflect the combination of big data and algorithms. The author should focus on big data and deep learning. FSM algorithm referred to the finite state machine model, which should be given the full spelling, to make it easy to be understood.

Reply: Thank you for your suggestions. The innovation of this paper was to apply the finite state machine algorithm to the elevator monitoring. The finite state machine algorithm was a general algorithm, it didn\'t have a lot of different improvements. Any algorithm comparison related to deep learning algorithm can highlight the superiority of the finite state machine proposed in this paper, which was also the innovation of this paper. Finite state machine algorithm was one of the deep learning algorithms. In this paper, it was only applied in the monitoring of elevator failure. Other deep learning algorithms were also applied in the monitoring of elevator failure.

2\. \"Running Finite State Machine\" in keyword didin't appear in Abstract. Generally, keywords should be selected from the anstract and the title, please chek and modify it.

Reply: Thank you for your suggestion. The FSM in the Abstract was a finite state machine which was given the full spelling in the modification.

3\. There was too much description of elevator faults in introduction section, which can be simply described in a paragraph. The innovation of this research needed to be highlighted. It was suggested that after the introduction of the research background, the existing elevator fault monitoring methods can be summarized, and then the advantages and innovations of the methods used in this research can be introduced.

Reply: Thank you for your comments. In the literature review, I analyzed and summarized the existing methods of elevator fault monitoring. Therefore, this part explained the current research background and research significance. At the same time, the value and significance of the combination of these two technologies in the current elevator monitoring methods were expounded.

4\. The literature review part was not logical and the it didin\'t summarize the paper well, which did not highlight the advancement of this research work. The author can summarize from the perspective of big data and deep learning.

Reply: Thank you for your suggestions. The literature review started from the research technology. Signal analysis was the first method to detect abnormal signals in elevators. Later, deep learning technology was adopted. This paper combined big data technology with deep learning technology, which was the innovation of this paper.

5\. For equation 2-equation 7, the meanings of x, p, y, F, μ, σ, and ε should be supplemented. Among them, there was t in the description of equations 2 and 3, however, it was τ in equation, were the two have the same meaning? For description \"parameters γ and β need to be introduced into BN\",what did γ and β represent repectively? Please supplement relevant equations. Waht did r and s in equation 8 mean?

Reply: Thank you for your suggestions. I have added the meanings of the letters mentioned in the article. In equation 2, X represents the time series set; x represents the time series; p represents the maximum estimate of the predicted time. In equation 3, yi is the ith extra conditional time series. In equation 4, H(x) represents the mapping of the original hidden layer; F(x) represents residual mapping; x represents a short skip connection. In equation 6, m is the mth sample, represents the mean value of the time series; represents the variance of the time series.

6\. Since big data technology was mentioned, it was necessary to provide the data set and experimental environment for the experiment in the method section.

Reply: Thank you for your comments. I have shown the corresponding experimental environment in the methods section. In this paper, Spark\'s big data structure was adopted, and data sets were not used in the experiment.

7\. The results in figure 10 and table 2 were just a presentation of the data, and the author was asked to explain and analyze the reasons for the performance differences. The \"Covergence time\" in table needed lacked the unit. The results of \"Loss value\" and \"Covergence time\" were not included in SVM algorithm, please explain the reason.

Reply: Thank you for your comments. I have listed the discussion part as a separate section, so I only put the corresponding data in the result part without introducing the difference of the data. The two values of SVM here were 0, so there was no reference significance. The horizontal bar indicated that the two values were not used for comparison.

8\. In the discussion section, the results of this study should be summarized and compared with those of others. The discussion part of this paper was more like a literature review, which only displayed others\' researches on elevator fault detection without comparing them with the author\'s own research results. It was recommended that the discussion section be rewritten.

Reply: Thank you for your comments. I have modified the discussion part. In the discussion section, I compared and analyzed the research results of this paper with those of other predecessors.

9\. The conclusion part needed to be further refined, and there was too much space for the research contents, and the results were too few, so the research results needed to be highlighted.

Reply: Thank you for your comments. I have simplified the language of the conclusion.

Reviewer 2:

1\. In Abstract, the author pointed out "the proposed FSM algorithm has the largest mutual information (0.1337) ...". The proposed FSM algorithm needed to be explained in the abstract in advance so as to make readers understand the content of the article better.

Reply: Thank you for your suggestion. In order to facilitate readers\' understanding, the description "an elevator fault monitoring method based on Spark platform is proposed, the results of elevator safety fault monitoring are evaluated" is changed to "An elevator fault monitoring method based on the Spark platform is proposed, namely Finit State Machine (FSM), and the results of elevator safety fault monitoring are evaluated."

2\. When all the English abbreviations in this paper appeared for the first time, the English full names should be given, such as FSM and RMSE in the abstract, which needed to be supplemented by the author, and the English abbreviations involved in other parts of the text should be checked.

Reply: Thank you for your suggestions. FSM is the Finit State Machine, and RMSE is the root mean square error. The corresponding abbreviations and full spelling were given in this modification.

3\. In the conclusion of literature review, the author showed "In summary, according to previous studies, signal processing and fault trees are mainly used to monitor elevator faults. However, the elevator safety warning mainly focuses on neural network algorithms and fuzzy reasoning algorithms." At the same time, the author mentioned "Signal processing was adopted by Skog et al. (2017) to achieve elevator safety warning and monitoring." Therefore, the conclusion that the elevator safety warning mainly focused on the neural network algorithm and fuzzy reasoning algorithm was not accurate and needed to be written by the author again.

Reply: Thank you for your suggestions. This revision reorganized the language so that readers would not have ambiguity and inconsistent understanding.

4\. In figure 10, the author compared the algorithm in this paper with the three indexes of other 7 algorithms. Were these 7 algorithms the author\'s own research results or the research results of others? If it was the author\'s own research achievements, the author should also give a detailed explanation in the method introduction; if it was the research achievement of others, the author should mark it with literature citation. The same was true in table 2.

Reply: The algorithms in figure 10 in this paper were all the experimental results of myself. This modification added the comparison methods of other 7 algorithms in the experimental part.

5\. In 4.3 Test of Elevator Warning Model, the author showed "In order to evaluate the reliability of the deep-learning-based elevator fault warning model constructed in this study, when the number of iterations reaches a maximum of 1000, the root mean square error (RMSE), accuracy, Loss value, and convergence time are selected. The RMSE calculation equation is as follows." Where did the maximum number of iterations of 1000 come from? Was the number of test samples in table 2 1000? Why were Loss value and Covergence time values for SVM models missing?

Reply: Thank you for your advice. The iteration number 1000 was the result of my experiment on the model, not the number of samples, but the iteration number of the algorithm. The two values of SVM here were 0, so there was no reference significance. The horizontal bar indicated that the two values were not used for comparison.

6\. The discussion part was not in-depth enough. Only a few articles were cited, and the similarities and differences between the results obtained in the study and other research achievements were not compared and analyzed. For example, for the description "The results show that the fault warning model constructed in this study has higher fault warning accuracy and smaller error value, loss value, and convergence time, indicating that the application of deep learning in fault warning can improve the accuracy and reliability of fault warning, which is consistent with the research results of Zhong et al. (2020) \[22\]", specific data such as accuracy, error value, loss value, and convergence time in reference 22 should be given for comparison.

Reply: According to your proposals, this revision compared and analyzed the similarities and differences in the discussion section in the article.

7\. The first paragraph of the conclusion had a large similarity with the abstract, and the description of the research method was too verbose and repetitive, and the author was asked to simplify the language, dig deeply into the content of the article, and summarize it. In addition, the author showed "Only three evaluation indexes are selected to evaluate the efficiency of elevator monitoring.", while in Abstract, the author mentioned "Compared with other algorithms, the proposed FSM algorithm has the largest mutual information (0.1337), the highest accuracy (0.9899), the lowest false alarm rate (0.0624), and the lowest missing alarm rate (0.1126)". The number of evaluation indicators Before and after was inconsistent.

Reply: Thank you for your comments, but there may be a little deviation in your understanding of this article. The four values you mentioned were not indicators of efficiency. The efficiency indexed were measured from three aspects: mutual information, accuracy, and false positives. The RMSE, Accuracy, Loss value, and convergence time you mentioned were the indexes to evaluate the superiority of the model.

Reviewer 3:

1\. Generally, the purpose, methods, results and conclusions of the research should be described in Abstract. This study, however, omitted the important part of the demonstration of the simulation results, and it was suggested the author review the whole research and supplement the quantitative demonstration of the results.

Reply: Thank you for your comments. In the results, I showed the comparison and analysis of the results of the finite state machine algorithm proposed in this paper with other algorithms under different indexes. According to your opinion, I carefully reviewed the research results of this paper and added part of the simulation results.

2\. The overall layout of the paper was top-heavy. The introduction, literature review, and design of elevator fault monitoring method based on Spark platform took up a lot of space. It was suggested that the author adjust the layout of the article, or directly add simulation results.

Reply: Thank you for your comments. The research mainly focused on the impact of deep learning of big data technology based on Spark platform on the efficiency of elevator safety monitoring. It was necessary to combine Spark platform technology with deep learning technology, and then study its impact on elevator safety monitoring efficiency. This study first verified the feasibility of the method, and then analyzed the efficiency of the method on elevator safety monitoring from three different indicators. There was no problem in the thinking of the whole article, the results of the simulation were relatively rich, and three indicators of evaluation efficiency were selected, so I can\'t agree with you that the layout of the whole article was unreasonable.

3\. Now that the author started another section to analyze and discuss the structure, the result part only needed to present objective data instead of analysis. It was recommended that the author include an analysis of the results in the discussion section to make the layout clear.

Reply: I just showed the results, and did not over-analyze the results. The in-depth analysis was shown in discussion section.

4\. The discussion part of the article only referred to some literature for comparison, but did not analyze the causes of similarities and differences at a deeper level, which was superficial. It was suggested that the author review the full text and conduct in-depth analysis and discussion.

Reply: Thank you for your comments. I have modified the results section and compared the results of this paper with the research contents of others.

5\. The conclusion part needed to be concise and comprehensive. The conclusion part of this paper was too complicated. In particular, the research content should be simplified to one or two sentences.

Reply: Thank you for your comments. I reorganized the language of the conclusion section.

6\. For the methods of big data, the author listed three more common big data processing frameworks. It seemed that there was no relationship between these contents and the research in this paper, or what kind of framework was adopted in this paper. It was suggested that the author consider clearly.

Reply: Thank you for your comments. I have deleted the three commonly used processing frameworks in big data. In order to express the research of this paper more directly, I introduced the Spark platform architecture in the methods section.

7\. In this paper, the finite state machine of the elevator was constructed according to the operation state of the elevator, but the finite state machine was not analyzed in results section. What was the difference between the finite state machine in the paper and the previous finite state machine?

Reply: Thank you for your comments. The innovation of this paper was to apply the finite state machine algorithm to the elevator monitoring. The finite state machine algorithm was a general algorithm, it didn\'t have a lot of different improvements. Any algorithm comparison related to deep learning algorithm can highlight the superiority of the finite state machine proposed in this paper, which was also the innovation of this paper. Finite state machine algorithm was one of the deep learning algorithms. In this paper, it was only applied in the monitoring of elevator failure. Other deep learning algorithms were also applied in the monitoring of elevator failure.
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**Comments to the Author**

1\. If the authors have adequately addressed your comments raised in a previous round of review and you feel that this manuscript is now acceptable for publication, you may indicate that here to bypass the "Comments to the Author" section, enter your conflict of interest statement in the "Confidential to Editor" section, and submit your \"Accept\" recommendation.

Reviewer \#1: All comments have been addressed

Reviewer \#2: All comments have been addressed

Reviewer \#3: All comments have been addressed
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2\. Is the manuscript technically sound, and do the data support the conclusions?

The manuscript must describe a technically sound piece of scientific research with data that supports the conclusions. Experiments must have been conducted rigorously, with appropriate controls, replication, and sample sizes. The conclusions must be drawn appropriately based on the data presented.

Reviewer \#1: Partly

Reviewer \#2: Yes

Reviewer \#3: Partly

\*\*\*\*\*\*\*\*\*\*

3\. Has the statistical analysis been performed appropriately and rigorously?

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: Yes
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4\. Have the authors made all data underlying the findings in their manuscript fully available?

The [PLOS Data policy](http://www.plosone.org/static/policies.action#sharing) requires authors to make all data underlying the findings described in their manuscript fully available without restriction, with rare exception (please refer to the Data Availability Statement in the manuscript PDF file). The data should be provided as part of the manuscript or its supporting information, or deposited to a public repository. For example, in addition to summary statistics, the data points behind means, medians and variance measures should be available. If there are restrictions on publicly sharing data---e.g. participant privacy or use of data from a third party---those must be specified.

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: Yes
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5\. Is the manuscript presented in an intelligible fashion and written in standard English?

PLOS ONE does not copyedit accepted manuscripts, so the language in submitted articles must be clear, correct, and unambiguous. Any typographical or grammatical errors should be corrected at revision, so please note any specific errors here.

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: Yes
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6\. Review Comments to the Author

Please use the space provided to explain your answers to the questions above. You may also include additional comments for the author, including concerns about dual publication, research ethics, or publication ethics. (Please upload your review as an attachment if it exceeds 20,000 characters)

Reviewer \#1: In the study, the author combined big data technology with deep learning technology based on the Spark platform, to effectively minimize elevator safety accidents. The relevant theories of elevator safety monitoring technology, namely big data technology and deep learning technology were introduced. The fault types that occurred in the running state of the elevator were identified. In addition, a finite state machine model was established. The results showed that the elevator safety monitoring system and elevator fault warning model were feasible. This study established a good direction for elevator safety monitoring efficiency in China.

In this revision, authors explain and discuss my concerns in details. Therefore, I recommend this paper is mature enough to meet the publication quality. It can be accepted now.

Reviewer \#2: The author has made a complete revision according to the revision opinion, and the revision result is quite satisfactory to me, which meets my requirements and meets the publication requirements, so I agree to publish this article. Good luck.

Reviewer \#3: This study first introduces the relevant theories of elevator safety monitoring technology, namely big data technology and deep learning technology. Then, the fault types that occur in the running state of the elevator are identified, and a finite state machine model is established. An elevator fault monitoring method based on the Spark platform is proposed, and the results of elevator safety fault monitoring are evaluated. Based on deep learning, an elevator fault warning model is constructed and its early warning performance is evaluated. In this revision, authors have already addressed all the comments. The paper can be accepted now.
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7\. PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/plosone/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: No
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