In this paper we consider a distributed parameter boundary control system described by a reducible quasilinear hyperbolic system,
Ž . Ž .

2
In the case that the system is linear degenerate, we show that it is globally exactly boundary controllable.
ᮊ 1998 Academic Press
INTRODUCTION
A quasilinear hyperbolic system is said to be reducible if it can be reduced to a system of the diagonal form Ѩ r Ѩ r q r , s s 0,
Ž .
Ѩ t Ѩ x r , s -0 -r , s 1 ' 0 resp. ' 0 ž / Ѩ r Ѩ s Ž . w Ž .x Ž . i.e., s s resp. s r , the characteristic resp. is linear Ž . degenerate. In particular, system 1.1 is said to be genuinely nonlinear if Ž . both and are genuinely nonlinear, while system 1.1 is said to be linear degenerate if both and are linear degenerate. These are two special but important cases of reducible quasilinear hyperbolic systems.
Ž . In this paper we will consider system 1.1 posed on the domain 0 F x F 1, 0 F t -ϱ, on the domain under consideration. Ž . Ž . System 1.1 together with 1.2 is viewed as a distributed parameter boundary control system when boundary value functions h and h are 1 2 considered as control inputs. Our main concern is how this system can be influenced by its boundary control inputs. More precisely, we will study the following problem:
1 w x EXACT BOUNDARY CONTROL PROBLEM. Gi¨en r , s g C 0, 1 and 0 0
1 w x r , s g C 0, 1 , can we find a time T ) 0 and control inputs h , h g 
T T
The study of boundary control problems for hyperbolic systems was w x initiated by D. L. Russell in the 1960s. In 17 , using the characteristic method, he showed that a class of n by n first order linear hyperbolic systems is exactly boundary controllable. This work of Russell led to an Ž . intensive investigation of controllability and stabilizability of linear hyperbolic systems for more than 30 years. The literature pertaining to this study is now absolutely enormous; we refer the reader to the two excellent w x w x review papers of Russell 20 and Lions 15 for a beginning collection of references on this subject. However, while it may be fair to say that the study of boundary control of linear hyperbolic systems is now nearly complete, the study of nonlinear hyperbolic systems is still vastly open. w x Chewning 2 considered the boundary control of a semilinear wave equation. Using controllability of the associated linear system and the classical implicit function theorem, he showed that the system is exactly locally boundary controllable in the sense that both initial data and terminal data w x are required to be small. This approach was used earlier by Fattorini 5 to obtain local exact controllability of a semilinear wave equation with a w x distributive control input. Zuazua 23 considered the boundary control semilinear wave equation
Assuming that the nonlinear term f u is either asymptotic linear, i.e.,
or f Ј g L R , he established the global exact controllability using the Hilbert uniqueness method, a unique continuation property of the wave equation, and Schauder's fixed point theorem. By using global inversion w x Ž . theorems, Lasiecka and Triggiani 11 provided a general global exact controllability theory to abstract semilinear systems. In applying to the w x semilinear wave equation studied in 23 , their theory leads to an affirmaw x tive answer to an open question in 23 . As for boundary control of quasilinear hyperbolic systems, there have been few results so far. The w x only work we are aware of is Cirina's early work in 1969 4 . Motivated bỳ w x Russell's work 20 , he studied boundary control for a class of general quasilinear hyperbolic systems. Using a different approach from that of Russell, he showed that the system is locally exactly boundary controllable in the sense that the C 1 norms of both initial and terminal states are required to be small.
In this paper, we study the boundary controllability of quasilinear hyperbolic systems. Our main concern is the global exact controllability of quasilinear hyperbolic systems. As it is well known that solutions of quasilinear hyperbolic systems may blow up in finite time, a quasilinear hyperbolic system therefore does not possess global exact controllability in general. Hence our attention is to seek some conditions under which a quasilinear hyperbolic system may possess global exact controllability. Our particular interest in this paper is the linear degenerate system 
Several remarks are now in order.
Ž .
i The theorem is proved by constructing the control inputs through solving a forward Cauchy problem, a backward Cauchy problem for system Ž . 1.6 , and two special mixed initial-boundary value problems or Goursat Ž . problems for system 1.6 . This approach is different from that used by w x Cirina 4 , but it can be also applied to the genuine nonlinear case to shoẁ Ž . Ž . that the system 1.1 ᎐ 1.2 possess local exact controllability.
Ž . ii As system 1.6 possesses a finite propagation speed, it takes time to guide the system from a given initial state to a given terminal state. Ž . In Theorem 1.1, it is required that T ) T , where T is given by 1.10 . It is 0 0 optimal in the sense that if T F T , we may find a pair of initial and 0 terminal states such that no matter what control inputs we choose, the system will not go from the given initial state to the given terminal state w x during the time interval 0, T .
iii Using the same approach we may show that Theorem 1.1 holds for
The paper is organized as follows. In Section 2, we recall several technical lemmas regarding solutions of the Cauchy problem, the Goursat problem, and a class of mixed initial-boundary value problem for linear Ž . degenerate system 1.6 . Those lemmas will play important roles in establishing the global exact boundary controllability of the linear degenerate system and the existence of global C 1 solutions to the associated initialboundary value problem. In Section 3 we will consider the initial-boundary Ž . Ž . value problem 1.6 ᎐ 1.8 and show that the problem admits a unique 1 Ž Ž . Ž .. global C solution r x, t , s x, t for given boundary value functions and the initial state. The proof of the main result of the paper, Theorem 1.1, is provided in Section 4.
PRELIMINARIES
First let us consider the Cauchy problem for the linear degenerate ÄŽ . following corollary. 2 1
Next we consider the Goursat problem of system 2.1 . On the angular domain
we prescribe the boundary conditions 
Let D be the region 
INITIAL-BOUNDARY VALUE PROBLEM
In this section we consider the linear degenerate system
with 
Ž .
are satisfied, where the subscripts t, r, and s denote the corresponding partial Ž . 
with the boundary conditions 3.3 at x s 0, and 3.6 on the second characteristic OB. This boundary value problem is known to have a unique 1 Ž w x. Ž Ž . Ž .. local C solution cf. 13 r x, t , s x, t defined on the domain 
Ž . x, t g ⍀ be a given point. Then the first characteristic of system 3.1 T passing through the point Q must intersect with the curve OB. Since Ž . Ž . Ž . r x, t is constant on this characteristic, it follows from 3.6 and 2.3 that
Ž . Similarly, since the second characteristic of 3.1 , on which s x, t is a Ž . constant, passing through the point Q s x, t must intersect with the t Ž . axis, it then follows from the boundary conditions 3.3 at x s 0 that 
A similar computation also shows that Ѩ¨Ѩq r s 0.
Ѩ t Ѩ x Ž . Hence u is constant along any given first characteristic of 3.1 and¨is Ž . constant along any given second characteristic of 3.1 . Consequently, 
It then follows from the boundedness of r t on 0, t and 3.14 that the Ž . at x s 0 and 3. 6 .
Similarly, on the angular domain Finally, we define
Ž . ÄŽ . is a unique C solution to system 3.1 on the domain x, t N 0 F x F 1, 4 Ž . 0 F t F t , which satisfies both the initial condition 3.2 and the boundb Ž . ary conditions 3.3 . Note that t has a lower bound strictly greater than zero that depends 
The proof is complete. O s 0, 0 , A s 1, 0 , B s 1, T , and The same argument yields that we need 1 T )
. min Combining both cases we conclude that it is sufficient to require that 
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