Abstract-To date, optical burst switching (OBS) schemes assume the switch reconfiguration time to be negligible, a part of the processing delay of the control packet, or a fixed value added to the data burst length, regardless of the switch status. In this paper, we show that the switching overhead can have a significant impact on the performance of some OBS channel scheduling schemes. We have also proposed methods to alleviate the problem.
optical packet switching methods, OBS is more feasible. Unlike the connection-oriented wavelength-routed optical networks, the large propagation delay between nodes is no longer a major system performance concern in OBS. Test beds of OBS using technology similar to wavelength-division multiplexing have been demonstrated recently [4] [5] [6] . While these test beds demonstrate the feasibility of OBS, i.e., even with slow optical switches, they also reveal operational requirements for OBS that have been overlooked before.
The basic requirement of the OBS reservation is that the offset time must be larger than the total processing delay of the control packet at the intermediate nodes. We will also have to consider the reconfiguration time of the optical switches at the intermediate nodes if it is not negligible in the offset time computation [2] . So far, however, the switch reconfiguration time has not been handled correctly in the evaluations of OBS performance. The switch reconfiguration time is treated as negligible, part of the processing delay of the control packet [2] , or a fixed value added to the data burst length, regardless of the switch status [7] . Currently, fast optical switches, which have switching time in the nanoseconds or picoseconds range, are only available in small sizes such as 2 × 2 [8] , [9] . Large optical switches (over 100 ports) normally use technologies such as microelectromechanical systems (MEMS) that require a reconfiguration time of milliseconds [10] [11] [12] [13] . Owing to the rapid increase of optical fiber transmission rate-up to hundreds of gigabits per second-and the necessity to keep a reasonable data burst size, the overhead due to optical switch reconfiguration is no longer negligible. Treating the switch reconfiguration time as part of the control packet processing delay is simply inappropriate. For example, a data burst has to be discarded if it wants to go through the switch while the switch is reconfiguring itself. All OBS schemes that treat switch reconfiguration time as part of the control packet processing delay misestimate the system performance of OBS when the switching overhead becomes large. Similarly, treating the switch reconfiguration time as a fixed increment of the data burst length also misestimates the system performance because not all switches in the intermediate nodes need reconfiguration.
In this paper, we investigate the effect of a large switch reconfiguration overhead on the performance of OBS schemes. Unlike other optical packet-switching architectures, it is possible for OBS to determine the required switch configurations before a data burst arrives at the node using the scheduling information from the control packets. We can therefore use prior information of the status of the switch to reduce the negative impact of the large switching overhead. In Section II, we review typical OBS node architectures and investigate the performance degradation caused by the switching overhead on different OBS channel scheduling schemes. We discuss how to make use of the node architectures to alleviate the impact of the large switching overhead in Section III. The main idea is to take advantage of the fast switching performance of the wavelength converter [14] , [15] and prior knowledge of the switch status to decouple the internal path setup and tear down sequences in the optical switch of an OBS node. From the simulation results shown in Section IV, we find that the proposed schemes can significantly improve the OBS performance when the switching overhead is large. We conclude in Section V.
II. OBS WITH LARGE SWITCHING OVERHEAD

A. Node Architectures and Channel Scheduling
Most OBS schemes to date assume that a data burst entering from a wavelength channel at any input port of a node is able to switch to any wavelength channel at any output port provided that the output channel is idle. This requires the node to have full-wavelength conversion capability and an internal nonblocking optical switch (SW). Two typical bufferless N × N OBS nodes are shown in Figs. 1 and 2 . The control packet processing unit is omitted for simplicity. We assume that there are W wavelength channels in each fiber. In Fig. 1 , an incoming optical signal is first wavelength demultiplexed by the demultiplexer (DEMUX) into W optical signals at different wavelengths, which are then sent to one of the input ports of the NW × NW internal nonblocking SW. The optical signals are then sent to the desired outputs of the switch SW. W -to-1 wavelength converters (WCs) are used at the SW output to convert the optical signals to the desired output wavelength channel. The wavelength multiplexer (MUX) then multiplexes the optical signals and sends them to the fiber for the next node. Another typical design is to replace the NW × NW switch with W N × N switches working in parallel and the W -to-1 WCs with 1-to-W WCs at the switch SW output [9] . We can also place the 1-to-W wavelength converters at the node inputs instead, as shown in Fig. 2 . In Appendix I, we show that both architectures have similar system performances if both have the same hardware complexity. In Section III, however, we show that the architecture of Fig. 2 can be easily modified to improve the OBS performance when the switching overhead is significant.
For application in OBS, the SW in either Fig. 1 or 2 needs to handle the data burst exchange between hundreds of input and output wavelength channels. Among the available technologies [8] , [9] , MEMS are suitable for building switches up to a thousand channels, but the switch reconfiguration time is expressed in milliseconds [10] , [11] . Fast switching technologies in the nanoseconds or even picoseconds range are available, but only small switches such as 2 × 2 have been demonstrated to date [8] , [9] . Although the multistage approach has been commonly used to build large electrical switches from small switching units, the rapid accumulation of optical loss through the stages and the high interconnection complexity make it impractical for optical switches [12] , [13] . Since no optical buffers are assumed, the node will discard an incoming data burst if the SW is not available because of switch reconfiguration.
When the switch reconfiguration is taken into account, a node can transfer the data bursts from inputs to outputs if 1) there is sufficient time for the switch to reconfigure itself or 2) no switch reconfiguration is needed. Ideally, a node can memorize all the scheduling records of the switch internal connections. However, the complexity of manipulating the switch internal connection scheduling records is up to O(u × v), where u is the number of scheduled data bursts in the input/output channels and v is the complexity of the switching fabric that is up to O(NW × NW ) [8] , [9] . Note that the number of scheduled data bursts u grows rapidly with the system loading and the average offset time between the control packets and data bursts if justenough-time-type channel scheduling schemes are used [2] , [3] . Processing the switch internal connection scheduling records will become a burden if the offset time is large. It is important to note that the information of the switch configuration is not required, even if we take the switching reconfiguration time into account in channel scheduling. The required information can be easily determined from the scheduling records of the input/output channels. Fig. 3 . Timing requirements of data burst Bx switched from input port I 1 to output port O 1 of the node shown in Fig. 1 . We assume that the optical switch (SW) has a transfer delay of Tt. Only channel λ 1 of input port I 1 is shown. Channel λ 2 of O 1 will be selected if the LAUC-VF scheme is used.
As an illustration, we consider a control packet C x corresponding to a data burst B x , which arrives at a node at input channel λ 1 of I 1 and exits the node at output channel λ 2 of O 1 . Suppose that when control packet C x arrives at the node, data bursts B 1 and B 2 have been scheduled in the input channel λ 1 of I 1 , as shown in Fig. 3 . Similarly, data bursts B c and B d have also been scheduled in output channel λ 2 of O 1 . Note that time flows from left to right in Fig. 3 . If data burst B x is successfully scheduled, T is and T ie will be the time gaps between data bursts B 1 and B x , and data bursts B x and B 2 , respectively. Similarly, T os and T oe will be the time gaps between data bursts B c and B x , and data bursts B x and B d , respectively. Let T sw be the reconfiguration time required for the SW. The criteria for successful data burst scheduling are given as follows. To reify the criteria, we use an example of 3-D-MEMS-based optical switches. In a 3-D MEMS SW, each optical signal is reflected twice to pass through the switch, as shown in Fig. 4 [11] . Each mirror on MEMS mirror array 1 (2) is dedicated to an input (output) channel. To set up a connection between a pair of input and output, the corresponding mirrors on the two mirror arrays are tuned to match each other to form the light path between the input and output. An input (output) mirror has to readjust itself whenever the connected output (input) has been changed, and it requires T sw tuning time. Criteria S 1 and S 2 describe the operation limitation of the mirrors in mirror arrays 2 and 1, respectively. Although we use a 3-D MEMS SW to explain the principle, criteria S 1 and S 2 are applicable to OBS with other types of optical switches, but their relationship to the switching elements may not be as clear. For example, one may use semiconductor optical amplifiers (SOAs) as the wavelength converters at the inputs of a K × K arrayed waveguide grating (AWG) to form a K × K SOA-AWG-based switch [16] , [17] . In such switches, a data burst is converted into a suitable wavelength by the SOA at an AWG input and is routed by the AWG to the desired output accordingly. When two data bursts are sent to the same output from two different input ports of the switch, the SOAs at the two inputs must convert the data bursts into the same wavelength for that AWG output. We have to either change the wavelength settings of the SOAs or power on/off the SOAs in turn. A time gap between the data bursts will be required unless all SOAs are perfect, i.e., criterion S 1 . When two data bursts are sent to different outputs from the same input of the switch, the SOA at that input must convert the two data bursts into different wavelengths for the two AWG outputs. The time to change the wavelength setting of the SOA leads to criterion S 2 . In spite of the different switching technologies, criteria S 1 and S 2 are still applicable. Criteria S 1 and S 2 specify the situations that violate the reconfiguration requirement of the switch at the node. We note that no extra time gap will be required if input channel λ 1 of I 1 has been connected to output channel λ 2 of O 1 before the arrival of data burst B x and if the connection does not need to be torn down immediately after the transmission of data burst B x . Thus, using criteria S 1 and S 2 , we can reserve only the time gaps needed between data bursts.
B. Impact of Switching Overhead
According to the OBS one-way resource reservation principle, the offset time between the transmissions of the control packet and data burst at the source node has to be larger than the total node latency of the control packet on all intermediate nodes on the path. In principle, the node latency of a control packet can be represented as t cp + t sw , where t cp is the time required for the node to process the control packet and t sw is the time required to complete the hardware reconfiguration [2] . For a path with H intermediate nodes n 1 to n H , the minimum offset time between the transmissions of the data burst and control packet T off , however, is often reduced to
sw ) to shorten the data burst latency, where t (i) cp and t (i) sw are the associated t cp and t sw of node n i , respectively. The idea is to overlap the hardware reconfiguration time at a node with the time for the control packet to propagate to and possibly get processed at the subsequent node [2] . Assuming that all nodes have the same time T cp to process the control packet and initiate the reconfiguration of hardware and that T sw is the time required to complete the hardware reconfiguration, T off is commonly written as
While the switching overhead T sw has been separately considered in shortening the data burst transmission latency, it has been neglected in the reported OBS schemes to investigate the system throughput and compute the data burst discarding rate. Basically, the difference between the per-node control latency and the control packet processing time T cp is simply ignored [2] . This is equivalent to either neglecting switching overhead T sw or treating T sw as part of T cp . Neglecting the switching overhead is simply inappropriate if T sw is large. The negative impact of treating T sw as part of T cp is often overlooked. It is commonly believed that the corresponding increase in T cp properly describes the performance degradation caused by the switching overhead. On many occasions, however, this is not correct and leads to overestimating the system performance. The impact caused by the switching overhead highly depends on the OBS schemes applied in the system. For example, there is significant difference in throughput reduction for schemes such as just-in-time (JIT) [4] , [5] , Horizon [1] , and latest available unused channel with void filling (LAUC-VF) [3] . JIT assumes that an OBS node can only reserve the existing idle channels at control packet arrival. Horizon assumes that the OBS node can choose the latest idle channel available to the data burst even if the channel is not available at the moment. LAUC-VF chooses the idle time gap in the channels that can accommodate and has the start time closest to the arrival of the data burst. For control packet C x and data burst B x shown in Fig. 3 , if the switch reconfiguration time is negligible, channels λ 2 , λ 3 , and λ 4 will be selected for LAUC-VF, Horizon, and JIT, respectively. If the switch reconfiguration time is not negligible, criteria S 1 and S 2 will rule out some output channels.
To illustrate the impact of the optical switch reconfiguration time to different OBS schemes, we simulate OBS on an 8 × 8 Manhattan Street Network (MSN) [18] with the node architecture shown in Fig. 1 . We use criteria S 1 and S 2 to determine the time gap constraints between the data bursts. The assumptions and settings of the simulation are listed in Section IV. We set the normalized offered load to be 0.2. If the control packet processing delay T cp is equal to the average data burst transmission time and there is no switching overhead (T sw ), i.e., {T sw = 0, T cp = 1}, the system has throughputs of 0.155, 0.119, and 0.043 for channel scheduling schemes LAUC-VF, Horizon, and JIT, respectively. In Fig. 5 , the lines with crosses, diamonds, and triangles are the throughput curves for OBS with channel scheduling schemes LAUC-VF, Horizon, and JIT, respectively. For comparison, the throughputs of We observe that all throughput curves in Fig. 5 decrease when T sw increases. The throughputs of the LAUC-VF, Horizon, and JIT schemes at T sw = 0.9 are 0.076, 0.064, and 0.036, respectively. Fig. 5 shows that similar channel scheduling schemes suffer similar throughput drops due to the switching overhead, e.g., Random-VF and Random-Fit. We note that the throughputs of both LAUC-VF and Horizon drop by one half when the switching overhead is comparable to the control packet processing time. In contrast, the throughput drop of JIT is only about 16%. Thus, most of the throughput improvement due to sophisticated channel scheduling algorithms evaporates if the switching overhead is large.
A simple way to address the problem of nonnegligible switch reconfiguration time, at the expense of throughput, is to add a fixed guard time (≥ T sw ) between data bursts. Fig. 6 shows the ratio of the throughput of the fixed-guard-time approach to that using criteria S 1 and S 2 shown in Fig. 5 as a function of the switching overhead for different OBS schemes. The guard time is set to T sw in the fixed-guard-time approach. The notations used in Fig. 6 are the same as that of Fig. 5 . The actual throughput of the OBS schemes using the fixed-guard-time approach can be obtained by multiplying the ratio shown in Fig. 6 to the corresponding throughput values in Fig. 5 . Since the JIT scheme reserves the output channel at the moment of the control packet arrival, the time gap between two data bursts is always larger than the offset time of the data burst that arrives later. As the offset time is always larger than T sw [from (1)], no extra guard time between data bursts is required. Thus, as shown in Fig. 6 , JIT does not suffer extra loss in throughput when the fixed-guard-time approach is used. For LAUC-VF and Horizon, however, we observed more than 20% extra throughput loss when the switching overhead is comparable to the control packet processing time.
To illustrate the performance misestimation with original OBS assumptions, we include the switch reconfiguration time as part of the control packet processing time, i.e., the OBS now has a lengthened control packet processing time of T cp = T cp + T sw and ignores the switch reconfiguration requirement. The new offset time T off is lengthened from that of (1) to H × T cp . Again, we fix the required control packet processing time to the average data burst transmission time and vary T sw from 0 to 0.9, i.e., T cp varies from 1 to 1.9. The results are shown in Fig. 7 . The throughputs of LAUC-VF, Horizon, and JIT at T cp = 1.9 are 0.149, 0.072, and 0.024, respectively. The LAUC-VF scheme has only about 4% throughput loss, while Horizon and JIT have more than 40%. In this case, the performance of LAUC-VF is overestimated, while that of JIT is underestimated.
Although its impact has not been properly investigated in the past, switching overhead is known to degrade the OBS system performance. The data burst transmission time has been assumed to be in milliseconds for a reasonable system throughput [2] . The burst-grooming techniques have been proposed to increase the average burst length by combining small data bursts from different sources [19] , [20] . However, burst grooming needs either switchable fiber delay line modules [19] or longer routing paths, and multiple O/E conversions to aggregate traffic from multiple ingress nodes [20] . The advantage of long burst length by the use of burst-grooming techniques is partially offset. Unless the switch reconfiguration time can be reduced in proportion to the continual increase in the fiber transmission speed, the switch reconfiguration time will become increasingly significant in determining the system performance because one cannot lengthen the data burst by much. This is a com- mon difficulty that faces all bufferless optical packet-switched networks.
III. PROPOSED SOLUTIONS
Owing to the resource reservation method, an OBS node can obtain from the scheduled data bursts prior knowledge of the status of the switch. This property differentiates OBS from other bufferless optical packet-switched networks and makes it possible to reduce the impact of a large switching overhead. From the discussion in Section II, devices such as wavelength multiplexers/demultiplexers and the wavelength converters in Figs. 1 and 2 have negligible response time when compared to that of the SW [8] [9] [10] [11] [12] [13] [14] [15] . We will show in the following how to exploit the node architecture to overcome the large switching time of the SW.
A. Output Channel Switching Constraint Resolution (OCS)
Criterion S 1 in Section II states that for a wavelength channel at an output port, a node needs at least T sw time to set up a new connection from a wavelength channel of an input port different from the one currently connected. Note that the switching time T sw consists of two components: 1) switching of the signal from the input to the output of the switch and 2) conversion of the input signal from the input wavelength to the desired output wavelength. For the node architecture shown in Fig. 1 , the optical signal is switched first and then wavelength converted. The data bursts from different wavelength channels at different input ports intending for the same wavelength channel λ i of output O j must use the same wavelength converter dedicated to that wavelength channel. Since that wavelength converter is connected to only one output port of the switch, the existing connection using this wavelength converter must be torn down first before a new connection can be set up. Thus, the time gap between the data bursts at the output must be at least T sw , i.e., criterion S 1 .
A simple way to overcome criterion S 1 is to double the number of switch output ports, inputs of the MUX, and W -to-1 wavelength converters. This approach, however, is expensive when W is large, and one should adopt a more flexible approach. Another method is to use the architecture in Fig. 2 instead. Since the wavelength converters are now placed at the input of the switch, in principle, we can set up a new connection to an output wavelength channel even if one connection already exists between that output wavelength channel and some input wavelength channel. For example, in Fig. 2 , we may set up a new connection w 2 to output wavelength channel λ 2 of O 1 while connection w 1 already exists. Without proper control mechanism, this simultaneous connection is, in general, best avoided to prevent data burst contention. Note that the data bursts in the two connections are spatially separated until they reach the wavelength multiplexer. The output wavelength channel can be shared to the data bursts in the two connections if we can selectively turn on one of the input wavelength converters of the two connections at any time.
Assuming that connection w 1 has carried data burst B c of Fig. 3 and connection w 2 will carry data burst B x , the timeconsuming portion of T sw in principle can be carried out if we can set up the connection w 2 while data burst B c is still transmitting. This is possible in OBS because the resource reservation mechanism gives the node prior information of the switch status and channel connection requirement. The two data bursts B c and B x can therefore be placed as close as the time needed for the wavelength converters to turn off and turn on. The same is true for data bursts B x and B d .
The performance improvement in the proposed method highly depends on the availability of idle outputs at switch SW. In the worst case scenario of a heavily loaded system, we have to double the number of switch outputs, wavelength converters, and inputs of MUXs from NW to 2NW such that even if the W wavelength channels of a node output port are occupied, a wavelength channel from an input port of the node can still set up an internal path to the same node output port to prepare for an arriving data burst. Otherwise, we have to wait for the existing connection to terminate, hence, resulting in blocking. In this paper, we simply assume that there is sufficient additional hardware.
Selective Data Burst Discard: From the previous section, we can send out two data bursts with time separation shorter than T sw . However, this can have a negative impact on the system performance in some occasions. For example, one of the two data bursts will still have to be discarded if they request different output ports at the next node. It is because there will not be sufficient reconfiguration time for the switch at the next node to change the internal path, i.e., criterion S 2 . In such a situation, insistence on sending out the two data bursts does not improve system performance. In contrast, discarding one of them at the current node will save resources for other data bursts and, consequently, will improve the system performance. However, this does not mean that once the time gap between the two data bursts is smaller than T sw in an intermediate node, the two data bursts must use the same output ports at all the nodes in the rest of their paths. The two data bursts can go their own ways if they first request different wavelength channels at Fig. 8 . Possible hardware solutions to the input channel switching constraint. Approach (a) is suitable for the proposed output channel constraint resolution in Section III. Approach (b) may also be used, but a fast on/off switch may be required at each output of the 3-dB couplers, depending on the output channel constraint resolution being used. the same output port at one of the subsequent nodes. The two data bursts can then request different output ports at subsequent nodes. In addition, since a data burst is often assumed to be retrieved and filtered out before the switch at the destination node, there is no need to selectively discard if the next node is the destination of one of the data bursts.
A simple selective data burst discard scheme works as follows: One checks whether a data burst will use the same output as its adjacent data bursts, e.g., the B 1 and B 2 in Fig. 3 . If the data burst does not, one will only choose those wavelength channels that have sufficient time intervals to accommodate the data burst, and the subsequent time gaps between the adjacent data bursts are not smaller than T sw . The data burst will be discarded if only wavelength channels with resulting time gaps between adjacent data bursts smaller than T sw are available.
B. Input Channel Switching Constraint Resolution (ICS)
There is no simple way to overcome the constraint in S 2 . A hardware solution will be to double the number of 1-to-W WCs and the inputs of the switch SW in Fig. 2 . In Fig. 8(a) , the optical signal at each of the outputs of the DEMUXs is splitted into two identical parts using a 3-dB coupler. Alternatively, one can put the 3-dB coupler after the wavelength converter instead, as shown in Fig. 8(b) , provided that the output power of the wavelength converters is sufficiently high and a fast on/off switch is available at each of the coupler outputs. Both approaches provide dual input signals to switch SW such that alternative inputs of the switch can be used for connection setup if criterion S 2 is violated. Apart from the approaches shown in Fig. 8 , one may use a fast s × t switch, if available, to allocate the s input signals to the t inputs of the switch, where s ≤ t < 2s. We do not need to double the switch SW inputs, but this is at the risk of failing to resolve the S 2 constraint in some occasions. In this paper, we assume that either one of the approaches in Fig. 8 is used.
C. Discussion
The methods proposed in Section III-A and B show that it is possible to shorten the time gaps between data bursts by hardware design even if large fast optical switches are not available. The examples shown in Section IV demonstrate that the throughput of the LAUC-VF and Horizon schemes can be made independent of T sw with proper switch architecture. Thus, even slow switches can be used to implement OBS without degrading the throughput performance. Both architectures shown in Figs. 1 and 2 have roughly the same hardware complexity. We used that of Fig. 2 in Section III-A because of its flexibility. When the system loading increases, the switch ports and related hardware in Fig. 2 can be increased gradually, but that of Fig. 1 must be doubled. If the system is heavily loaded, the switch ports and related hardware in both Figs. 1 and 2 will have to be doubled. The two architectures then will have similar hardware complexity and, thus, similar performance. As we have shown in Section III-B, there are other ways to reduce the hardware complexity. For example, we may not use an internal nonblocking 2NW × 2NW switch because at any moment at most NW of the ports of the switch have traffic. Certainly, the channel assignment algorithm has to be tailored for the switch structure and adaptive to traffic pattern. By trading off between throughput and complexity in both hardware and protocols, it is possible to improve the proposed methods further.
IV. PERFORMANCE EVALUATION
We use simulations to investigate the performance of the proposed switching constraint resolutions with channel scheduling schemes LAUC-VF, Horizon, and JIT on an 8 × 8 MSN [18] , as shown in Fig. 9 . Owing to the significant performance overestimate of LAUC-VF, as described in Section II-B, apart from the 8 × 8 MSN, we also simulate the performance of the proposed schemes with LAUC-VF on the network topology of NSFNet (1991) shown in Fig. 10 . We focus on the system throughput performance. The traffic arrival is in the form of data bursts with Poisson distribution. When a new data burst arrives at a node, it randomly chooses a destination from the rest of the nodes in the network and uses minimum-hop routing to determine the paths. The length of each data burst (transmission time) is an exponentially distributed random variable with unit mean. The normalized load offered to a node is the ratio of the average data burst length to the interarrival time normalized by the number of channels per link. In the simulations, we assume eight wavelength channels per link and that all nodes receive the same offered load. The propagation delay of the links is proportional to their lengths, and the shortest link has a propagation delay of 62.5 time units [2] . All simulations are run sufficiently long such that the 95% confidence intervals are less than 1% of the average values of the results.
After a new data burst is generated at a node, a control packet is sent out immediately to reserve the required wavelength channels on the path. The data burst is then transmitted after an offset time according to (1) . If two or more wavelength channels are available, then one of them is chosen according to the channel scheduling schemes. We set T sw = T cp = 0.5 of the average data burst transmission time and apply the proposed schemes on both networks. For comparison, we have also included the channel scheduling schemes LAUC-VF, Horizon, and JIT, with {T sw = 0.5, T cp = 0.5}, {T sw = 0, T cp = 1}, and {T sw = 0, T cp = 0.5}. Figs. 11 and 12 show the throughput of LAUC-VF with the proposed solutions in Section III under different offered loads and network topologies. The curves with pluses, asterisks, and squares are the throughputs of the schemes of LAUC-VF with OCS but no selective data burst discard (LAUC-VF OCS ), LAUC-VF with OCS and selective data burst discard (LAUC-VF OCS/SD ), and LAUC-VF with both ICS and OCS (LAUC-VF ICS+OCS ), respectively. The solid, dashed, and dotted curves are the throughput for the LAUC-VF with {T sw = 0.5, T cp = 0.5} (LAUC-VF 0505 ), LAUC-VF with {T sw = 0, T cp = 1} (LAUC-VF 0010 ), and LAUC-VF with {T sw = 0, T cp = 0.5} (LAUC-VF 0005 ), respectively. In the simulations, all throughput curves with the NSFNet increase monotonically, but those with the 8 × 8 MSN do not. Fig. 12 shows that the throughput curves for the 8 × 8 MSN start to drop when the offered load exceeds 0.2 because the average and maximum path lengths of NSFNet are 2.148 and 3 hops, respectively, while those of an 8 × 8 MSN are 5.016 and 9 hops, respectively. Hence, a data burst, on average, passes one intermediate node in the NSFNet topology network but encounters four intermediate nodes in the 8 × 8 MSN. Moreover, each link in the NSFNet topology network supports on average 9.308 source-destination pairs, while that of the 8 × 8 MSN supports 158. It is therefore more likely for congestion to occur in the 8 × 8 MSN than in the NSFNet topology network.
From Figs. 11 and 12 , we find that the LAUC-VF with {T sw = 0.5, T cp = 0.5} has the worst throughput performance. The throughput of LAUC-VF with both ICS and OCS (LAUC-VF ICS+OCS ) overlaps the LAUC-VF with {T sw = 0, T cp = 0.5} (LAUC-VF 0005 ) and is slightly better than the LAUC-VF with {T sw = 0, T cp = 1} (LAUC-VF 0010 ). All three are better than the rest of the schemes. Because of its largest control packet processing time, LAUC-VF with {T sw = 0, T cp = 1} (LAUC-VF 0010 ) has a throughput that is slightly lower than that of LAUC-VF ICS+OCS (LAUC-VF with both output and input channel switching constraint resolution). In general, an OBS with smaller control packet processing time has better throughput.
The throughput performance of LAUC-VF OCS/SD (LAUC-VF with OCS and selective data burst discard) in Fig. 11 is similar to that of LAUC-VF with {T sw = 0, T cp = 1.0} (LAUC-VF 0010 ), but the throughput performance of the LAUC-VF OCS/SD in Fig. 12 is slightly lower than that of LAUC-VF 0010 . The difference in the performance of LAUC-VF OCS/SD in the two cases is due to the NSFNet having a lower average path length and smaller traffic intensity on each link when compared to that of the 8 × 8 MSN. Although selective data burst discard can reclaim the bandwidth that has been reserved by those data bursts that will be discarded at the next node, the reclaimed bandwidth will remain lost if no other data burst utilizes it. We observe that such throughput loss is not significant in the NSFNet but is not negligible in the 8 × 8 MSN. In both Figs. 11 and 12 , we also observe that the throughput of LAUC-VF OCS/SD is slightly higher than that of LAUC-VF 0010 if the loading is high. In OBS, data bursts with large offset times from their control packets have higher probability to successfully reserve the required resources than those with smaller offset times [2] . From (1), data bursts with long path length inherently have larger initial offset time and can therefore easily win contentions with data bursts that have shorter path length at the initial intermediate nodes in its path. However, data bursts with longer path length are not guaranteed to have higher successful rate to reach their destinations because of the larger number of contentions associated with long path length and the loss of priority of these data bursts at the final intermediate nodes of their paths. Consequently, a large part of the transmission bandwidth is wasted, especially when the system is heavily loaded. Such effect is stronger in LAUC-VF 0010 than in LAUC-VF 0005 and also LAUC-VF OCS/SD because of the larger T cp .
From Figs. 11 and 12 , the throughput performance of LAUC-VF OCS (LAUC-VF with OCS but no selective data burst discard) is lower than that of LAUC-VF with {T sw = 0, T cp = 1.0} (LAUC-VF 0010 ) and LAUC-VF OCS/SD . We observe a significant drop in the throughput performance if the selective data burst discard is not used. In Fig. 12 , LAUC-VF OCS has lower throughput than LAUC-VF 0505 when the offered load is in between 0 and 0.25. Most of the data burst discarded in LAUC-VF OCS under such situation is due to criterion S 2 , i.e., the switch cannot respond fast enough to the switching request of the incoming data bursts. In contrast, this problem is insignificant in LAUC-VF 0505 because criterion S 1 rules out most of the cases in which the inter data burst time gaps are smaller than T sw . There are still cases in which the inter data burst time gaps are smaller than T sw , but they come from the newly arrived data bursts and contribute very little to the data burst discards. We observe that the throughput of LAUC-VF OCS/SD is significantly improved when compared to that of LAUC-VF OCS because of the application of selective data burst discard. As the system loading increases, contentions of the transmission bandwidth become the major reason for data burst discards. The proposed output channel constraint resolution scheme improves the efficiency of using the resource of a node. LAUC-VF OCS therefore has better throughput performance than LAUC-VF 0505 in the high loading situation. In Fig. 12 , the throughput of LAUC-VF OCS converges to that of LAUC-VF 0010 and LAUC-VF ICS+OCS at the high loads because single-hop traffic dominates the network in the highload situation such that there is no significant difference between LAUC-VF OCS , LAUC-VF OCS/SD , LAUC-VF ICS+OCS , and LAUC-VF 0010 . Fig. 13 is the throughput curves of Horizon with the proposed switching constraint resolution schemes on an 8 × 8 MSN network. The notations of the curves are similar to those in Fig. 11 . From Fig. 13 , we observe that Horizon ICS+OCS (Horizon with both ICS and OCS) overlaps with Horizon 0005 and is better than Horizon OCS/SD , Horizon 0010 , and Horizon 0505 at all loads. In the figure, the throughput of Horizon 0010 is close to that of Horizon 0505 when the loading is larger than 0.3 because Horizon schedules only the latest idle channel to the data burst, e.g., channel λ 3 in Fig. 3 , which results in unused idle periods between data bursts when the average offset time is large even if the system is heavily loaded [1] . We observe that the extra unused idle period overhead of Horizon 0010 is comparable with the switching overhead of Horizon 0505 at large loads. In contrast, Horizon ICS+OCS , Horizon OCS/SD , and Horizon OCS have the same unused idle periods overhead as Horizon 0505 , and all provide better throughput at large loads.
Horizon OCS/SD has higher throughput than Horizon OCS when the loading is below 0.4, but unlike LAUC-VF, Horizon OCS has higher throughput than Horizon OCS/SD when the loading is larger than 0.4. The throughput of Horizon OCS then decreases slowly with loading and is even slightly higher than that of Horizon ICS+OCS if the loading is closed to 1. The seemingly strange behavior can be explained as follows: Similar to LAUC-VF but more severe, congestion arises easily in Horizon when the loading increases. The throughput of Horizon ICS+OCS (Horizon 0005 ) drops from 0.15 to 0.05 when the loading is increased from 0.2 to 1. One way to improve the system performance is to limit the system traffic to be under a certain level, e.g., keep the system equivalent loading below 0.2. In both Horizon OCS and Horizon OCS/SD , data bursts discarded due to the switching constraints reduced overall data burst loss caused by output channel contention because of the lower traffic level. At high loading range, such a reduction in data burst loss is more significant in Horizon OCS than in Horizon OCS/SD . When the system loading is close to 1, the loss reduction can even compensate the loss due to the switching constraints. Thus, Horizon OCS has a throughput that is slightly higher than Horizon ICS+OCS . In Appendix II, we will compare the loss performance of Horizon with our proposed schemes in an 8 × 8 MSN. Fig. 14 shows us the throughput of JIT with the proposed switching constraint resolution schemes on an 8 × 8 MSN network. We observe that JIT throughput is sensitive to the total offset time (T off ) only, i.e., the shorter the offset time, the higher the throughput. Changing T cp and T sw in (1) has no impact on the system throughput if the offset time T off is kept constant. Hence, JIT 0005 (JIT with {T sw = 0, T cp = 0.5}) has the highest throughput, while JIT 0010 has the lowest. All others, i.e., JIT ICS+OCS , JIT OCS/SD , JIT OCS , and JIT 0505 , have the same performance. Unlike the cases of LAUC-VF and Horizon, there is no need to apply the switching constraint resolution schemes to JIT.
V. CONCLUSION
In this paper, we have studied the impact of switching overhead on the performance of OBS systems. As the optical fiber transmission rate exceeds hundreds of gigabits per second, the switching overhead will become a significant problem. Evaluation of OBS performance in the past treats the switch reconfiguration time as either negligible, part of the processing delay of the control packet, or a fixed increment to the data burst length regardless of the switch status. This will significantly misestimate the performance of the OBS system when the switching overhead is large. Because of its resource reservation method, an OBS node has prior knowledge of the status of the switch, which is not available in other types of optical packet-switched networks. We use this information to alleviate the negative impact on the system performance due to a large switching overhead.
APPENDIX I COMPARISON OF THE TWO NODE ARCHITECTURES
Intuitively, the node architecture shown in Fig. 2 should have better performance since it has extra flexibility. For example, both connections w 1 and w 2 in Fig. 2 can access the same output channel of O 1 using two MUX 1 inputs at different times, while only one MUX 1 input in Fig. 1 is available because of the W -to-1 wavelength converter. Such flexibility, however, does not guarantee better system performance if both node architectures have similar hardware complexity. Fig. 15 shows the OBS throughput of an 8 × 8 MSN using different node architectures. Adaptive and random methods are used to select the switch outputs and the MUX inputs if the node architecture shown in Fig. 2 is used. The adaptive method prefers the same pair of switch output and MUX input for an output channel. If it is not available, an idle pair of switch output and MUX input is selected according to the index order. The random method selects one pair of idle switch output and MUX input at random. For the node architecture shown in Fig. 1 , only the fixed switch-MUX port selection can be used; the connection is blocked if the predefined pair of switch output and MUX input is not available. We use the LAUC-VF [3] channel scheduling scheme in the simulations.
The solid and dashed lines in Fig. 15 are the OBS with parameter sets of {T sw = 0, T cp = 1} and {T sw = 0.5, T cp = 0.5}, respectively. The results for the node architecture shown in Fig. 2 with adaptive and random switch-MUX port selections are denoted by triangles and hexagrams, respectively. We observe that the random switch-MUX port selection degrades the system performance. The curve for the node architecture of Fig. 2 with adaptive switch-MUX port selection overlaps that of the node architecture of Fig. 1 if {T sw = 0, T cp = 1}. Contrary to expectation, the adaptive switch-MUX port selection also degrades the system performance when the switching overhead is large, i.e., the SW2 0505 -adaptive curve is below curve SW1 0505 . The adaptive approach may temporarily serve more connections, but it increases the switch reconfigurations and, in the long term, degrades the system performance. In conclusion, the node architecture shown in Fig. 2 will have similar performance as that shown in Fig. 1 Fig. 16 plots the loss probability of Horizon with the proposed switching constraint resolution schemes in an 8 × 8 MSN network with T sw = T cp = 0.5. Solid lines with pluses, asterisks, and squares represent the data burst loss curve for Horizon with OCS, Horizon with OCS and selective data burst discard (OCS/SD), and Horizon with both ICS and OCS (ICS+OCS), respectively. Data burst loss in OCS and OCS/SD is due to switching constraints as well as contention of bandwidth. The dotted lines with pluses and asterisks represent the part of loss caused by bandwidth contention in OCS and OCS/SD, respectively. The dashed lines with pluses represent the part of loss in OCS that is caused by the input switching constraint without the selective discard, as we has discussed in Section III-A. The dashed line with asterisks is the part of loss in OCS/SD that is caused by selective discard.
From Fig. 16 , we observe that only resolving the output channel constraint without considering the switching of data bursts in the next node can severely degrade OBS throughput performance. Most data burst discards of OCS at the low loading range (0-0.1) are caused by the input channel switching constraint. After applying selective discard in Section III-A, the system performance improves significantly, e.g., the OCS/SD in Fig. 16 . As the system loading increases beyond 0.2, the loss caused by the input channel constraint in OCS decreases and finally converges to that in OCS/SD caused by selective discard. In the high loading range, bandwidth contention dominates the loss performance. The data burst loss caused by switching constraints in either OCS and OCS/SD can partially reduce the loss caused by bandwidth contention. Such reduction in loss is more significant in OCS than OCS/SD.
