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Reorganization energy of electron transfer processes in ionic fluids:
A molecular Debye-Hückel approach
Tiejun Xiao and Xueyu Song
Department of Chemistry, Iowa State University, Ames, Iowa 50011, USA
(Received 9 November 2012; accepted 25 February 2013; published online 15 March 2013)
The reorganization energy of electron transfer processes in ionic fluids is studied under the linear
response approximation using a molecule Debye-Hückel theory. Reorganization energies of some
model reactants of electron transfer reactions in molten salts are obtained from molecular simula-
tions and a molecule Debye-Hückel approach. Good agreements between simulation results and the
results from our theoretical calculations using the same model Hamiltonian are found. Applications
of our theory to electron transfer reactions in room temperature ionic liquids further demonstrate that
our theoretical approach presents a reliable and accurate methodology for the estimation of reorga-
nization energies of electron transfer reactions in ionic fluids. © 2013 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4794790]
I. INTRODUCTION
As one of the most fundamental reactions in nature, elec-
tron transfer reactions are ubiquitous. Marcus theory provides
a remarkably accurate description for such reactions.1, 2 Ac-
cording to the Marcus picture2 of electron transfer reactions,
a simple relationship between the reaction rate and some fun-
damental quantities of the system reads
ket = 4π
2V 2
h(4πλRT )1/2 e
−(G0+λ)2/4λRT , (1)
where the reorganization energy λ is one of the fundamen-
tal quantities which relates the coupling between the reac-
tant/product with its dielectric environment besides the cou-
pling matrix element V between the donor and acceptor elec-
tronic states. For polar solvents, λ can be related to the elec-
tronic state of reactant/product and the dielectric spectra of
a polar solvent, which is experimental accessible.3 This cor-
relation has been demonstrated using numerous experimental
results for electron transfer reactions in polar solvents.2, 4 But
for electron transfer reactions in electrolyte solutions or any
ionic fluids, the traditional calculation of the reorganization
energy is based upon the conventional Debye-Hückel theory
of electrolyte solutions,5, 6 which is only valid for infinite di-
lute solutions. Thus any reliable theoretical understanding of
electron transfer reactions in ionic fluids requires an accurate
estimate of the reorganization energy theoretically, which is
not yet available in contrast to the well-studied polar solvent
case.
From molecular simulations, the essential assumption in
the Marcus theory on the quadratic dependence of energy
fluctuations along the reaction coordinate had been confirmed
in polar solvents.7–9 From these simulations the reorganiza-
tion energy can be obtained. Similar methodology has been
applied to model electron transfer reactions in ionic fluids10, 11
and the parabolic behavior of free energy dependence on the
reaction coordinate has been confirmed.
On the other hand, accurate theoretical calculations of
the reorganization energy in an ionic fluid are still lacking.
Recently we have developed a molecular Debye-Hückel
(MDH) theory of ionic fluids12, 13 inspired by the dispersion
relation of a dielectric function from electrodynamics14 and
the dressed ion theory.15, 16 In this theory, the solvation energy
of a solute in an ionic fluid can be obtained using the first few
Debye screening lengths and related combination coefficients,
which can be determined from the dielectric function of the
neat ionic fluid. As the reorganization energy calculation of
electron transfer reactions is essentially solvation energy cal-
culations of the reactant/product at two frequencies,6, 17 our
theory provides a natural methodology to calculate the reorga-
nization energies of electron transfer reactions in ionic fluids
beyond the conventional Debye-Hückel approach. The objec-
tive of this study is to extend our theory to the reorganization
energy calculations and to test this methodology against re-
sults from simulations using the same model Hamiltonian.
This paper is organized as follows: In Sec. II, an electron
transfer (ET) process is discussed under the linear response
assumption, from which practical ways to compute the reor-
ganization energy from simulations and our MDH theory are
discussed. Applications of our theory to ET in molten salts are
presented in Sec. III. Applications to ET in room temperature
ionic liquids are discussed in Sec. IV and some concluding
remarks are given in Sec. V.
II. REORGANIZATION ENERGY FROM THE
MOLECULE DEBYE-HÜCKEL THEORY
In order to show how the reorganization energy of an
electron transfer reaction in ionic fluids can be obtained from
our molecular Debye-Hückel theory,13 theoretical develop-
ment of the Marcus free energy parabolas from the linear re-
sponse theory will be presented. Consider an electron trans-
fer reaction in a homogeneous ionic fluid, where the reac-
tant is tagged as a solute. A diatomic molecule, which has
charges qR1 and qR2 at two sites S1 and S2, could be used
as a simple model for the reactant under the donor-accepter
picture.18 After electron transfer the charges at the two sites
0021-9606/2013/138(11)/114105/12/$30.00 © 2013 American Institute of Physics138, 114105-1
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are qP1 and qP2 , and the charge neutrality condition leads to
qR1 + qR2 = qP1 + qP2 .
A. Transition state and free energy profile
of an ET reaction
Before we discuss the reaction rate of an ET reaction, it is
necessary to define the microscopic interaction between vari-
ous particles first. If the pair interaction u(rij) between parti-
cles i and j of the solvent is split into a long ranged Coulomb
interaction qiqj
rij
and a short ranged interaction us(rij), i.e.,
u(rij ) = qiqj
rij
+ us(rij ), (2)
the total energy E(RN; M) for the reactant (M = R) or the
product (M = P) system reads
E(RN ;M) = q
M
1 q
M
2
r12
+ us(r12) + qM1
∑
i
qi
r1i
+ qM2
∑
i
qi
r2i
+
∑
i
us(r1i) +
∑
i
us(r2i) +
∑
i>j
u(rij ), (3)
where subscripts 1, 2 denote two sites of the reactant or prod-
uct, i and j denote solvent particles, and RN = {ri, i = 1,
N} represents configurations of the solvent. It is also assumed
that the short ranged interactions between the reactant and sol-
vents are the same as the one between the product and solvent
particles for simplicity.
It would be convenient to introduce an induced potential
o (o = 1, 2) due to solvent particles at the site o of the reac-
tant or product
o(RN ) =
∑
i
qi
roi
. (4)
The vertical energy gap can be used as a reaction coordinate,19
E(RN ) = E(RN ;P ) − E(RN ;R) = δEi + X(RN ), (5)
with the quantities δEi and X defined as
q = qP1 − qR1 = −
(
qP2 − qR2
)
,
δEi = q(q
R
2 − qR1 ) − (q)2
r12
, (6)
X(RN ) = q(1(RN ) − 2(RN )).
δEi is the energy difference for the solute molecule in the gas
phase. X(RN) is the vertical energy gap due to solvent-solute
interactions, which depend on the solvent configurations. For
brevity we will use X = X(RN) as a reaction coordinate in this
study without explicitly showing the solvent configuration de-
pendence. Note that the charge parameter q could change by
one for an element reaction, we will take q = 1 without loss
of generality throughout this study.
Now with the Hamiltonian of the system defined above,
one can use the reaction coordinate X to study the ET reac-
tion. An ET reaction in a solution is known to be a thermal
fluctuation activated process which is governed by the Frank-
Condon principle. According to this principle, an ET reaction
happens only for solvent configurations where the total ener-
gies of the reactant and product state are the same.1, 2 For the
simple model considered in this study, this condition reads
X = −δEi, (7)
which defines the transition state. When the solvent relaxation
dynamics is fast, the transition state theory could be used to
evaluate the rate of an ET reaction, i.e., the rate constant ket
for the system going from a reactant state to a product state is
proportional to the equilibrium probability that the system in a
reactant state with configurations satisfies the transition state
criterion Eq. (7). Denote p(x; M) as the distribution function
of the reaction coordinate X at the reactant state (M = R) or
the product state (M = P), the rate of an ET reaction R → P
can be written as2
ket = κp(−δEi ;R), (8)
with κ = 2πV 2/h for nonadabatic reactions.
The main idea in the theory of a thermal ET reaction is to
construct the free energy curves for the reactant and product
states, and the cross point of those two curves would natu-
rally satisfy Eq. (7) and defines the transition state. Define a
constrained free energy A(x; M) as a function of the reaction
coordinate X to take a particular value x
A(x;M) = −β−1 ln
[
	−3N
∫
dRNe−βE(RN ;M)δ(X − x)
]
,
(9)
where β = 1/(kBT), T is the temperature, and 	 is the thermal
wavelength. As shown in Fig. 1, this free energy function rep-
resents the energy fluctuations due to the thermal motions of
the solvent in the reactant or product electronic state.
The probability density for X can be written as
p(x;M) = 〈δ(X − x)〉M
=
∫
dRNe−βE(RN ;M)δ(X−x)/
∫
dRNe−βE(RN ;M),
(10)
FIG. 1. Schematic Marcus free energy curves A(x; M) for a reactant (M = R)
and a product (M = P).
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where 〈.〉M is the ensemble average over the equilibrium con-
figurations of the system while it is at the reactant state
(M = R) or the product state (M = P). Using Eq. (9) this
probability distribution can be related to the constrained free
energy as
A(x;M) = −β−1 ln[p(x;M)] + A(M), (11)
which suggests a practical way to construct the free energy
function using the distribution information of X from molec-
ular simulations. The free energy A(M) is defined as
A(M) = −β−1 ln
[
	−3N
∫
dRNe−βE(RN ;M)
]
. (12)
In order to show that the cross point of the two free en-
ergy profiles of the reactant and the product state fulfills the
condition defined in Eq. (7), the following identity can be used
p(x;P ) = 〈δ(X − x)〉P
=
∫
dRNe−β(E(RN ;R)+δEi+X)δ(X − x)/Q(P )
= e−β(x+δEi )(Q(R)/Q(P ))
×
∫
dRNe−βE(RN ;R)δ(X − x)/Q(R)
= e−β(x+δEi−AM )p(x;R), (13)
where Q(M) = ∫ dRNe−βE(RN ;M) is the partition function of
the state M, AM ≡ A(P) − A(R) is the free energy difference
between the reactant and product state. Using Eqs. (11) and
(13), it is straightforward to verify that x+ = −δEi is the cross
point for A(x+; R) = A(x+; P).
According to the Marcus picture of an electron transfer
reaction2 one can define the reorganization energy and the ac-
tivation energy of the reaction given we know the free en-
ergy functions of the reactant and the product. Let x = xR and
x = xP be the location for the minimum of the free energy
functions of the reactant and the product, respectively, and x
= x+ be the cross point for those two functions. The reaction
free energy difference Ar is
Ar = A(xP , P ) − A(xR,R). (14)
The reorganization energy λ(λ′) for the forward process
R → P(or backward) is defined as
λ = A(xP ;R) − A(xR;R), or λ′ = A(xR;P ) − A(xP ;P )
(15)
and the activation energy A(A′) for the forward/backward
process is
A = A(x+;R) − A(xR;R), or
A′ = A(x+;P ) − A(xP ;P ). (16)
In general these free energy functions are complicated func-
tions of the reaction coordinate, thus there is no simple re-
lationship between the reorganization energies and the acti-
vation energies. The remarkable insight from Marcus is that
these free energy functions will take simple quadratic form
under some very general assumptions about the thermal mo-
tions of the solvent.1, 2
B. Linear response assumption and its consequence
for ET processes
As the stochastic variable X is a summation of numer-
ous small fluctuations due to thermal motions of solvent
particles, the central limit theorem states that p(x; M) will
follow a Gaussian distribution in the vicinity of its mean
value. Using the mean xM = 〈X〉M and the standard deviation
σM =
√
〈(X − xM )2〉M , this Gaussian distribution is
p(x;M) = 1√
2πσM
e−(x−xM )
2/(2σ 2M ), (17)
from which we have the free energy function
A(x;M) = β−1 ln(
√
2πσM ) + (x − xM )
2
2βσ 2M
+ A(M), (18)
which is a quadratic function of x. In this case, the minimum
locations of the free energy functions, i.e., xR and xP yield
the equilibrium state of the reactant and the product. If the
fluctuation magnitude of solvent motions σ f = σM is inde-
pendent of M = R or P, the reorganization energy for the for-
ward/backward is the same,
λ = A(xP ;R) − A(xR;R) = A(xR;P ) − A(xP ;P )
= (xP − xR)
2
2βσ 2f
, (19)
thus both the average and the fluctuations are required to eval-
uate the reorganization energy. The Marcus free energy differ-
ence Ar between the reactant and the product is
Ar = A(xP ;P ) − A(xR;R) = A(P ) − A(R) = AM,
(20)
which implies that the Marcus free energy difference equals
the free energy difference AM given the fluctuation in the
two states are the same.
It is noted that the assumption that Eq. (17) being valid
for all values of x is equivalent to the linear response approx-
imation. If X in Eq. (5) is treated as a perturbation to the re-
actant system Hamiltonian, then one can find that the average
and the fluctuation for X are related to each other using the
linear response theory20
xP − xR = −βσ 2f . (21)
Thus a combination of Eqs. (19) and (21) yields that the re-
organization energy λ can be evaluated from the fluctuation
information
λ = (xP − xR)
2
2βσ 2f
= βσ
2
f
2
, (22)
which states that the reorganization energy can be determined
from the curvature of the Marcus parabola.18 If the fluctua-
tion magnitude σ f is determined from molecular simulations,
we will denote the reorganization energy obtained from the
above relation as λEXPF. It should be noted that direct calcula-
tions for the fluctuation magnitude σ f from theoretical meth-
ods are not trivial. In general the calculation of energy fluctu-
ations requires 3-particle distribution function g(3)ijk , 4-particle
distribution function g(4)ijkl as well as 2-particle distribution
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function gij(r).21 Since satisfactory n-particle distribution
function (n > 2) theory in liquids is not well developed as for
the 2-particle case, molecular simulations become the domi-
nant method to obtain σ f from molecular models of a solvent.
On the other hand, using the combination of Eqs. (19)
and (21) the reorganization energy could also be evaluated
from the average information
λ = (xP − xR)
2
2βσ 2f
= xR − xP
2
. (23)
As the calculation of xP or xR only requires the pair distri-
bution function gij(r), Eq. (23) implies that any theoretical
or simulation method that yields accurate pair distribution
functions can be used to calculate the reorganization energy
of electron transfer reactions. If the reaction coordinate aver-
ages xP and xR are determined from molecular simulations we
will denote the reorganization energy obtained from the above
relation as λEXPA. One should note that λEXPA and λEXPF use
different information of X from simulations, the difference be-
tween these two routes can be used to test the validity of the
linear response assumption for the system studied.
At the same time, the free energy difference could be
evaluated using a combination of Eqs. (12) and (20) and the
cumulant expansion which is exact under the Gaussian distri-
bution assumption,
Ar = A(P ) − A(R) = −β−1 ln〈e−β(X+δEi )〉R
= δEi + xR −
βσ 2f
2
= δEi + xR + xP2 , (24)
where Eq. (21) has been used in the last equality. The term
δEi is the contribution from the change of the solute structure,
while xR+xP2 comes from the solute-solvent interaction.
The activation energy can be determined from the free
energy functions defined by Eq. (18). Since x+ is defined as
the cross point for the two free energy functions of the reactant
and the product, A(x+; q) = A(x+; q + 1), we have
A(R) + (x
+ − xR)2
2βσ 2f
= A(P ) + (x
+ − xP )2
2βσ 2f
, (25)
from which the cross point is
x+ = −Ar + xR + xP2 . (26)
According to the definition Eq. (16), the activation energy for
the forward reaction can be evaluated in terms of λ and Ar
as
A = A(x+;R) − A(xR;R) = (x
+ − xR)2
2βσ 2f
= (λ + Ar )
2
4λ
.
(27)
Using the relationship between λ, A and the probability dis-
tribution p(x; M), the reaction rate constant defined by Eq. (8)
could be evaluated in a straightforward manner
ket = κ√4πλ/β e
−βA = κ√
4πλ/β
e−
β(λ+Ar )2
4λ , (28)
which is the conventional Marcus reaction rate expression.1, 2
The above key results Eqs. (22)–(24), (27), and (28) have
been widely used in molecular simulations of electron trans-
fer reactions (for example, see Refs. 7, 9–11, and 22). As for
theoretical calculations of the reorganization energy Eq. (23)
is more convenient since any linear response models can be
directly used when the reactant or product state is used as a
reference state.
From practical point of view, the departure from lin-
ear response may affect the reorganization energy, such that
λEXPF and λEXPA lead to different results of the reorganization
energy. Zhou and Szabo23 had presented a good discussion
about the nonlinear effect on the reorganization energy, which
demonstrated that λEXPA is superior to λEXPF. The main results
relevant to this study of Zhou and Szabo23 are summarized in
Appendix A, which will be used for the discussion of ET re-
organization energies in molten salt.
C. MDH approach to the reorganization energy
in ionic fluids
According to the discussion in Secs. II A and II B, any
linear response models for a solute in an ionic fluid can be
used to calculate the reorganization energy of an electron
transfer reaction in an ionic fluid. For example, extended
Debye-Hückel theories, which could be derived from rig-
orous statistical mechanics formulation of an ionic fluid as
in the dressed ion theory (DIT)15, 24 or from the static limit
of Maxwell equations using dispersion relations,12, 13 can be
used.
In particular, our molecule MDH13 can be used for such
calculations. Consider a solute o immersed in an ionic fluid
with spherical cations and anions, ni and qi are the particle
number density and charge of the ith solvent species, respec-
tively. Assume the pair interaction between o and i particle is
uoi(r) = usoi(r) + qoqis r , where usoi(r) being a short-ranged po-
tential. The mean potential φo(r) around the solute o in the
ionic fluid satisfies the Poisson equation25
−s∇2φo(r) = 4π [ρbo (r) + ρindo (r)], (29)
where s is the dielectric constant of the background,
ρbo (r) = qoδ(r) is the bare charge density of the solute,
ρindo (r) =
∑
i niqihoi(r) is the induced charge density around
the solute, with hoi(r) = goi(r) − 1, the correlation function
between o and i species.
Introducing a separation of the direct correlation function
into a short ranged part and a long ranged part, which is di-
rectly related to long ranged Coulomb interaction potential,
the above Poisson equation can be transformed into an exact
Debye-Hückel-like equation,13, 15, 26
∇2φo(r) = −4π
s
ρ0o (r) +
4π
s
∫
dr′α(|r − r′|)φo(r′)dr′,
(30)
where ρ0o (r ) = ρbo (r) + ρind,0o (r) = ρbo (r) +
∑
i niqih
0
i0(r) is
an effective charge density of the solute, and h0i0(r) is the
short-ranged correlation between the solute and solvent parti-
cles. α(|r − r′|) = β∑i niqiρ0i (r) is related to the dielectric
function of the system.
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Introducing the Fourier transform f (k) = ∫ eik·rf (r)dr
of f (r) with f (r) = φ(r), ρ(r), hij (r), the Poisson equation
in k-space can be obtained as13, 15
k2l(k)φo(k) = ρ0o (k), (31)
where l(k) is the dielectric function of the pure ionic fluid as
the solute is infinite dilute. ρ0o (k) is the Fourier transform of
ρ0o (r) and is an effective charge density of the solute.
In the traditional DIT theory,15 an asymptotic analysis
leads to
φo(r) ∼
∑
n
qeff,on
4πεeff,n
e−knr
r
, (32)
where qeff,on = ρ0o (ikn) is an effective charge, and
εeff,n = 12 [k dεl (k)dk ]k=ikn is an effective dielectric constant
determined from the bulk property l(k), and ikn is the root
with positive imaginary part. The calculation of the mean
potential φo(r), hence thermodynamic properties of the
solvation, will need the full short-ranged correlation function
h0oi(r) and the dielectric function of the solvent l(k). Even
these information are available the series converges slowly,
thus a not very practical theory for solvation.13
Our MDH is a further development of DIT, where only
the bulk property l(k) of the pure solvent is required as
input.13 For a general solvation case, a molecule surface S
separates the solute (denoted by 1) from the solvent (de-
noted by 2). Motivated by the asymptotic expansion of the
electric potential Eq. (32) and the readiness to extend our ap-
proach to an arbitrary shape of a solute it is assumed that the
electric potential can be written as
φo(r) =
∑
l
Colφol(r), (33)
where φol(r) is a Yukawa mode with parameter kl defined via
∇2φol(r) = −4π
s
ρbo (r), r ∈ 1,
(34)
∇2φol(r) = k2l φol(r), r ∈ 2.
Equation (33) as well as Eq. (34) is a reformulation of
Eq. (30), and is the main results of our MDH theory.13 Under
this approach, the solvent is described by a response function
which is parameterized by a set of DH-like response modes
with Debye parameters {kl} determined from the pure solvent
dielectric function l(k).
Our MDH approach is a nontrivial reduction of Eq. (30).
As long as we have a set of {Col} and {kl}, one can pre-
dict the solvation energy of various solute in the solvent.
For the pure solvent case, the coefficient {Col} can be ob-
tained self-consistently using the pure solvent dielectric func-
tion l(k). In general the coefficient {Col} could be solute-
dependent. If the solute is not very different from the solvent
ions, then a reasonable approximation is that Col is indepen-
dent of the solute, e.g., Col ≈ Cl, which is the pure solvent one
as demonstrated from four-component system calculations.13
This strategy will be adopted in our calculations of the reor-
ganization energy in this report.27
Consider the solvation of a diatomic solute in an electron
transfer process, the electrostatic potential ϕk at the kth site of
the solute is defined as
〈k〉 = ϕk ≡ lim
r→rk
[
φk(r) −
∑
k′
qk′
s |r − rk′ |
]
, (35)
the mean potential difference can be evaluated as xM = ϕ1
− ϕ2 . With xM, we could evaluate the reorganization energy
according to Eq. (23).
As one shall see from Secs. III A–III D, our MDH ap-
proach could yield satisfactory results for the reorganization
energy when compared to MD simulations using the same
molecular model, while the conventional DH theory breaks
down.
III. APPLICATIONS TO ET IN A SIMPLE MOLTEN SALT
A. Model description
Consider a mixture of a solute and Ns pairs of salt ions.
An atomic solute or a diatomic solute will be used as a
model of reactants. The background of a simple molten salt
is taken as vacuum and then the dielectric constant s = 1
is used. The pair interaction between two particles is uij (r)
= usij (r) + qiqjr , where where qi is the charge of the ith parti-
cle, and usij (r) is the short-ranged part of the interaction. A
simple model of molten salts (NaCl)28 is used for the sol-
vent, where the short ranged part of the solvent-solvent inter-
action is usss(r) = Ess( σssr )9 with size parameter σss = 2.34 Å
and energy parameter Ess = 65.97 kJ/mol. The short-ranged
interaction between solvent and solute is a Leonard-Jones
potential as usso(r) = 4Eso[( σsor )12 − ( σsor )6], and the short-
ranged interaction for two solute sites also takes the Leonard-
Jones potential as usoo(r) = 4Eoo[( σoor )12 − ( σoor )6]. In the di-
lute limit, the reorganization energy is not sensitive to the
short ranged potential usoo(r) given σ oo is not too small.
Molecule dynamics simulations are performed using the
DL-POLY program.29 NVT ensemble with periodic boundary
conditions at temperature T = 1267 K and total number den-
sity n = 0.0287/Å3 are used. Most of the simulations use a
cell with total number of particles N = 512, from which the
thermodynamics has no significant difference compared with
a larger cell with N = 1000. Time step in the simulations is
about 1.5 fs, and a trajectory of 0.9 ns was collected after an
equilibrium run of 2 ns. Ewald summation is used to find the
induced potential at the charged site of the solute, where parti-
cles in the image cells are treated as part of the solvent, which
contribute to the induced potential of the solute.
B. Input parameters to the MDH approach
Before solving the linearized PB equation (34), the
molecule surface30 and the Debye parameters should be
determined.
The molecule surface is defined as a union of hard
spheres where the size of such spheres is determined from per-
turbation theory methods such as Weeks-Chandler-Anderson
(WCA) or Barker-Henderson (BH) prescription.13, 21 Natu-
rally a better strategy is to use some variational method in
combination with the short ranged contributions to the solva-
tion energy.31 As the electrostatic contribution is not sensitive
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to the choice of the effective size, we will use the Barker-
Henderson prescription due to its simplicity. From BH pre-
scription, the effective size is
σ∗ =
∫ rc
0
(1 − e−βusis (r))dr, (36)
where the truncated parameter rc is determined by βusis(rc)
= 0, In this study the effective size for the pure solvent is
σs = 2.8 Å, and the effective size for the solvent-solute in-
teraction is σ ∗ = 0.74σ os, 0.87σ os when the energy parame-
ter for the LJ potential is Eos = 0.1, 1.0 kJ/mol, respectively.
Using these effective sizes, one could generate the molecule
surface using MSMS code from Sanner.30
The Debye parameters {kl} and {Cl} for Debye modes
could be determined using the dielectric function of the pure
solvent, and one can refer to Ref. 13 for more details. In
this case, a molecule dynamics simulation is performed using
1372 pairs of NaCl in a cubic cell with length d = 45.73 Å
at T = 1267 K, which is the same thermodynamic state as
the solution simulation. The conventional Debye parameter is
kD = 6.9 Å−1. Radial distribution functions are collected and
used to compute the dielectric function l(k). In order to find
the roots of the dielectric function, an empirical function is
used,
χ (k) = a0k
2
k4 + (a1k2 − a2) cos(bk) + a3ksin(bk) + a2 , (37)
with restriction χ (0) = 1. This response function has the
same function form as the one from the mean spherical ap-
proximation, but the coefficients are determined by fitting
the response function χ (k) ≡ 1 − 0/l(k) from simula-
tions. The advantage of such a procedure lies in the fact that
this function form already satisfies some of the limiting be-
haviors of a response function. After the fitting, we could
easily find the Debye parameters kl by solving l(k = ikl)
= 0, or equivalently k4 + (a1k2 − a2)cos (bk) + a3ksin (bk)
+ a2 = 0, from which several pairs of kl can be obtained.
As noted in our previous study,13 generally the first few
(typically 2 or 4) Debye modes are capable of describing
the thermodynamics. In this case we take the first four De-
bye parameters which appear in complex conjugate pairs as
k1,2 = 0.1792 ± 1.7144i and k3,4 = 0.7832 ± 3.8465i , and
the corresponding four coefficients for the solvent are C1,2
= −0.5959 ∓ 1.1599i and C3,4 = 1.0959 ∓ 0.3950i , with
an effective size of the pure solvent particles being σs =
2.8 Å from BH prescription. Using those parameters the
electrostatic part of the excess internal energy for the
pure solvent is estimated as uexele = − q
2
20
∑4
l=1
Clkl
1+klσs =−377.5 kJ/mol, which could be compared with the internal
energy −399.1(±1.0) kJ/mol directly from simulations.
Using the molecule surface generated from the MSMS
code, the boundary element method32–34 is used to solve
Eq. (34) with different Debye parameters, from which the in-
duced potential and hence xM is obtained, and then the reor-
ganization energy could be evaluated from Eq. (23).
C. Results for full reactions
As a test of our MDH approach, we consider a full reac-
tion where the reactant is modeled as a diatomic solute with
charges q1, 2 = ±q at its two sites, and the distance r12 be-
tween the two sites is taken as a control parameter. Three eval-
uations of the reorganization energy, namely, λEXPA from MD
simulations, λDH from the conventional DH theory and λMDH
from our MDH theory, will be presented. The accuracy of the
DH or MDH approach could be tested by comparing with the
reorganization energy, λEXPA, from simulations.
MD simulations are performed with an NVT ensemble
of one solute and 255 pairs of NaCl. LJ parameters used in
the simulations are Eso = Eoo = 1.0 kJ/mol and σso = σoo
= 4.0 Å. The effective hard sphere diameter of each site is
σ∗ = 0.865σso = 3.46 Å according to the BH prescription. In
this case we focused on the charge separation process with
q → q + 1. For certain values of the control parameter r12,
MD simulations are performed both for the reactant state with
charge q and the product state with charge q + 1. The reaction
coordinate X = 1 − 2 is calculated using Ewald summa-
tion for configurations from MD simulations. The block aver-
age method35 had been used to analyze the statistical error of
x and to make sure the results is converged. The typical nu-
merical uncertainty could be reduced to serval kJ/mol when a
large number of configuration are used. For example, using a
total of 200 000 equilibrium configurations for a system with
r12 = 6 Å and q = 1, the error bar for xR and βσ 2f is about
1 kJ/mol and 6 kJ/mol, respectively.
The results for the reorganization energy λ as a function
of the bond length r12 for the solute with the charge fixed as
q = 0 is shown in Fig. 2. For r12 < 2σ∗ = 6.92 Å where the
spheres from the two sites are overlapping, the solvation en-
ergy is obtained from direct calculations using the boundary
element methods. For r12 > 6.92 Å where spheres from the
two sites are not overlapping, an approximate analytical so-
lution, Eq. (B9), is available as shown in Appendix B, and is
used to evaluate the reorganization energy. This analytical ap-
proximation is accurate when comparisons with numerically
exact results from boundary element method is made. As one
can see, the conventional DH theory breaks down, which un-
derestimates the reorganization energy by 40% –60% ; while
our MDH is in very good agreement with the simulation re-
sults, which has a difference smaller than 7%.
The effect from various sizes of the charge on the solute
with r12 = 6 Å is shown in Fig. 3. The reorganization energy
λEXPA from MD is a function of the charge q, e.g., λEXPA for
different q could have a maximum difference of 11%, which
reflect the non-linear response effect. The reorganization en-
ergy from MDH or DH predict is independent of q, and could
not capture the weak charge dependence. Despite of such de-
ficiency, the results from our MDH theory are in good agree-
ment with MD results within 6%; while the DH theory under-
estimates the results by almost 50%. From these observations,
it is clear that our MDH theory can be used to evaluate the
reorganization energies of electron transfer reaction in ionic
fluids.
The validity of the linear response approximation,
Eq. (21), could be tested by comparing xR − xP and βσ 2M .
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FIG. 2. Dependence of reorganization energies λ on the site distance r12 of a
diatomic solute with charge q = 0. Results from average information of MD
simulations (EXPA) (square), our MDH theory (diamond), and DH theory
(star) are presented with symbols. The lines are guides to the eye.
For the parameters used in Figs. 2 and 3, it is noted that xR
− xP differs from βσ 2M (M = R,P ) by 10%, while βσ 2R dif-
fers from βσ 2P by 20%. Using xM and βσ 2M (M = R,P ) for
the reactant and product, one can also calculate λM defined
via Eq. (A4) which had taken the nonlinear response effect
into account. We find that λEXPA differs from λR by 4%, while
λEXPF differs from λR by 10%. Such comparisons demonstrate
that the linear response assumption is satisfactory for full re-
actions, and both λEXPA and λEXPF from simulations could be
used to estimate the reorganization energy.
D. Results for half reactions
The extension of our treatment to half reactions is
straightforward. In fact, Lynden-Bell already gave a good dis-
cussion about using the reaction coordinate X = q0 to
evaluate the reorganization energy from simulations, where
0 is the induced electric potential due to the solvent at an
atomic solute. Readers could refer to Ref. 11 for more details.
FIG. 3. Dependence of reorganization energies λ on the charge q of a di-
atomic solute with site distance r12 = 6 Å. Results from average information
of MD simulations (EXPA) (square), our MDH theory (diamond), and DH
theory (star) are presented with symbols. The lines are guides to the eye.
FIG. 4. Dependence of reorganization energies λ on the solvent-solute di-
ameter σ so. Results from average information of MD simulations (EXPA)
(square), our MDH theory (diamond), and DH theory (star) are presented
with symbols. The lines are guides to the eye.
In this study, we also use this reaction coordinate to study half
reactions, where λEXPA will be used as the benchmark for the
comparison with theoretical predictions.
For a half reaction, a reactant is modeled as an atomic
ion. MD simulations are performed using an NVT ensem-
ble with a pair of solute with charges ±q in 255 pairs of
NaCl, where the LJ parameters used in the simulations are
Eso = Eoo = 0.1 kJ/mol and σoo = 4.5 Å. As the solute is
spherical in this case, the reaction coordinate could be evalu-
ated analytically,13 xM = − qMs
∑
l
Clkl
1+klσ∗ , where σ ∗ is the ef-
fective size from the solute-solvent interaction. In this study,
we focus on the half reaction Oq → Oq + 1 + e− with q = 1.
By fixing the solute charge at q = 0, the dependence of
the reorganization energy λ on the solvent-solute LJ interac-
tion parameter σ so is shown in Fig. 4. Again, the DH theory
breaks down and underestimates the reorganization energy by
about 30%–50%, while the difference between our MDH the-
ory and MD results is only 3%.
By fixing the LJ parameter at σso = 3.5 Å, the depen-
dence of the reorganization energy λ on the solute charge q
is shown in Fig. 5. In this case, λEXPA for various q could dif-
fer by 16%, which is a little bit larger than the 11% difference
in full reactions. Our MDH theory is very accurate for small q,
i.e., the difference between λMDH and λEXPA is smaller than 2%
for q = 0, 1. However, it becomes less satisfactory for large
q, which overestimates the reorganization energy by 16% for
q = 2, 3, 4. The DH theory breaks down for both small and
large q, which underestimates the reorganization energy by
40% for q = 0, 1 and by 30% for q = 2, 3, 4.
The validity of the linear response assumption could also
be tested for half reactions, where it is found that the linear
response works much worse in half reactions than in full re-
actions. For the parameters used in Fig. 4, it is noted that xR
− xP could differ from βσ 2M by 20% while βσ 2R differs from
βσ 2P by 20%–30%. We have also calculated the reorganiza-
tion energy λM for the reactant and product state. It is noted
that λEXPA differs from λR by 5%, however, λEXPF differs from
λR by 20%–30%.
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FIG. 5. Dependence of reorganization energies λ on the reactant charge q.
Results from average information of MD simulations (EXPA) (square), our
MDH theory (diamond), and DH theory (star) are presented with symbols.
The lines are guides to the eye.
In this half reaction, one may wonder why the linear re-
sponse works much worse than in full reactions. In fact, this
is not unexpected by noting the charge distribution differ-
ence in full and half reactions. For a full reaction, the net
charge of a diatomic solute keeps the same in the reactant
and product state, where only a dipole and high order multi-
pole changes; while for half reaction, the net charge of single
ion does change in the initial and final state. Note that the
net charge could have much larger effect to the solute-solvent
interaction compared to a dipole, one can expect that the re-
actant and product state for a half reaction could have much
larger difference than that of the full reaction, and then the
linear response would work much worse for half reactions.
By comparing the reorganization energy from our the-
oretical prediction and MD simulations of full reactions as
well as of half reactions, the λEXPA route provides better es-
timates than the λEXPF route for the evaluation of the reorga-
nization energy when the linear response is not satisfied. Our
MDH theory can provide satisfactory reorganization energies
when comparing with the results from MD simulations, while
the conventional DH theory breaks down for this molten salt
system.
IV. APPLICATION TO ET IN ROOM TEMPERATURE
IONIC LIQUIDS
In addition to ET in simple molten salts, the validation of
our approach is also tested for ET in two room temperature
ionic liquids (RTILs).
As the cations and/or anions for RTILs could be com-
plex molecular ions, a coarse-grained approach is introduced
so that one can apply the MDH theory directly without ex-
tending the MDH theory to molecular solvents.36 To this end,
a complex ion in a RTIL is coarse-grained as a spherical ion
with a net charge at the center, and the background is a contin-
uum with an effective dielectric constant s, which accounts
for the dielectric effect of complex ions, so that the Coulomb
interaction between two coarse-grained ions reads
vCGij (r) =
qiqj
sr
. (38)
At the coarse-grained level, the effective sizes of the ions and
the effective dielectric constant will be extracted from the
equilibrium configurations of the original RTIL system. Us-
ing the configurations of a RTIL from MD simulations, the
radial distribution functions (RDFs) gCGij (r)(i, j = +, −) of
the coarse-grained cations and anions can be obtained. For
this coarse-grained approach, the electrostatic energy of the
RTIL system could be evaluated as
ECGele =
ρ
2
∫ ∞
0
∑
i,j=+,−
xixj vij (r)gCGij (r)4πr2dr
= πρ
2s
∫ ∞
0
(gCG++(r) + gCG−−(r) − 2gCG+−(r))r2dr, (39)
where x± = 1/2 is the mole fraction of the cation and anion,
and ρ is the total number density. Thus, s can be determined
by equating the above electrostatic energy to the electrostatic
energy EMDele directly from MD simulations of the RTIL with
full atomic description.
Introducing a function fs(r):
fs(r) = ρ(gCG++(r) + gCG−−(r) − 2gCG+−(r))/4, (40)
the location r1 of its first peak can be a reasonable estima-
tion of the effective hard sphere size σ s for the RTIL. Such
a strategy is motivated by the fact that for a restricted primi-
tive model, the first peak of the above function yields the size
of the hard sphere. Similarly, we also introduced the coarse-
grained RDF gCGoi (r) between a solute particle o and a solvent
ion i, and the induced charge density around the solute could
be evaluated as
ρindo (r) = ρ
∑
i
qixig
CG
oi (r) = ρ(gCGo+ (r) − gCGo− (r))/2,
(41)
from which the first peak position ro1 is taken as an estimation
of the effective solvent-solute diameter σ ∗.
Hence, a RTIL system can be mapped into a restrictive
primitive model with effective ion sizes and effective dielec-
tric constant at a coarse-grained level, and then the applica-
tion of our MDH approach is straightforward. The following
results indicate that our MDH approach can be used to eval-
uate the reorganization energies of electron transfer reactions
in RTILs at least for two model systems studied.
The first RTIL system, a diatomic solute as a model re-
actant of a full reaction in 1-ethyl-3-methylimidazolium hex-
afluorophosphate (emipf6), was studied by Shim and Kim.10
MD simulations were performed for pure emipf6 using the
same force field as Shim and Kim10 and the coarse-grained
RDFs are obtained from these simulations, from which the
dielectric function l(k) and the effective size of the solvent
could be evaluated. The effective dielectric constant for the
coarse-grained model is calculated to be s = 1.01, which
is almost the same as in vacuum. From the dielectric func-
tion, it is found that the first four Debye parameters are k1, 2
= 0.0555 ± 0.9544i and k3, 4 = 0.2959 ± 2.0677i. From the
first peak position of the function fs(r), an effective size 5.1 Å
for the emipf6 solvent leads to the linear combination coeffi-
cients C1, 2 = −0.5987∓1.2934i and C3, 4 = 1.0987∓0.2175i.
The effective size 4.2 Å for the solute-solvent interaction is
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taken from the first peak of the induced charge density around
the solute. Numerical calculations using the boundary ele-
ment method lead to a reorganization energy 39.7 kcal/mol,
which could be compared with the averaged reorganization
energy 40.8 kcal/mol determined by Shim and Kim10 using
MD simulations. In this case, the DH theory gives a reorgani-
zation energy 12.2 Kcal/mol, which is too low.
The second RTIL system, a spherical solute as the re-
actant of a half reaction in dimethylimidazolium hexafluo-
rophosphate (dmimpf6), was studied by Lynden-Bell.11 For
this system, coarse-grained RDFs from simulations using the
same force field as Lynden-Bell are used to calculate l(k)
and the effective size for the solvent. The effective dielectric
constant for the coarse-grained model is s = 1.48. The first
four Debye parameters are k1, 2 = 0.0676 ± 0.9717i and k3, 4
= 0.3704 ± 1.9677i. An effective size 5.0 Å for the dmimpf6
solvent evaluated from the first peak of the function fs(r) leads
to C1, 2 = −0.4511∓1.3458i and C3, 4 = 0.9511 ± 0.0298i.
An effective size 3.0 Å for the solute-solvent interaction is
obtained from the first peak of the induced charge density
around the solute. The reorganization energy evaluated from
our MDH approach is 280 kJ/mol, which is comparable with
275 kJ/mol (or 285 kJ/mol) for the half reaction with charge
1 → 0 (or 0 → 1) from Lyden Bell’s simulations, while the
DH approach gives 144 kJ/mol, which again is too low.
One should note that the efficiency of the mapping
from an ionic liquid to a primitive model depends on the
short ranged interaction between ions of the ionic liquid. For
ionic liquids with ions close to spheres such as emipf6 and
dmimpf6, this approximation would work reasonably well. As
one can image, charged ellipsoid mixtures or more detailed
molecular models would be a better approximation for ionic
liquid with long side chains. However, such kind of extensions
deserves further studies.
V. CONCLUDING REMARKS
The reorganization energy of electron transfer processes
in ionic fluids is studied under the linear response approxima-
tion using a molecule Debye-Hückel theory. Reorganization
energies of some model reactants of electron transfer reac-
tions in molten salts are obtained from molecular simulations
and a molecule Debye-Hückel approach. Good agreements
between simulation results and the results from our theoreti-
cal calculations using the same model Hamiltonian are found.
Applications of our theory to electron transfer reactions in
room temperature ionic liquids further demonstrate that our
theoretical approach presents a reliable and accurate method-
ology for the estimation of reorganization energies of electron
transfer reactions in ionic fluids. We believe that this study
represents the first attempt to calculate the reorganization en-
ergy of electron transfer reactions in ionic fluids beyond the
conventional Debye-Hückel theory, thus greatly expands our
ability to accurately estimate the electron transfer rate in ionic
fluids.
Naturally there are many possible directions that the cur-
rent work can be improved. One immediate possibility is to
further development of our molecule Debye-Hückel approach
to molecular ionic fluids so that a mapping of molecular ionic
fluids to a primitive model can be avoided. Another possi-
ble extension is to the reorganization energy calculations for
electron transfer processes in an electric cell where simulation
results have appeared recently.37, 38
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APPENDIX A: THE NONLINEAR RESPONSE EFFECT
TO THE REORGANIZATION ENERGY
The discussion of ET reaction in Sec. II B is based on the
assumption of a perfect linear response, from which we have
two evaluation routes of the reorganization energy, namely
λEXPA defined via Eq. (23) and λEXPF defined via Eq. (22) from
molecular simulations. However, it is not clear how accurate
these two evaluations are, and which could be a better choice
when the nonlinear response effect is not negligible. As one
shall see from the following discussion, Eq. (23) is superior
to Eq. (22) especially when the departure from the linear re-
sponse is significant.
To this end, we turn to the results from Zhou and Szabo,23
where a very detailed discussion about the nonlinear response
effect on ET reactions was presented. It is noted that the con-
cept of the reorganization energy λ, reaction energy Ar and
the Marcus reaction rate formula defined in Eq. (28) are still
valid, and the only price we need to pay is to introduce a state-
dependent reorganization energy, e.g., the reorganization en-
ergy for the reactant and the product could be different. In the
following we will summarize the main results from Zhou and
Szabo,23 which are used in the discussion of our simulation
results for λEXPA and λEXPF.
As indicated by Eq. (8), the key to the reaction rate is
to find the probability distribution p(x+; M) at the transition
state. As x+ generally is far way from the mean value of xM,
it is very time consuming to extract the information of p(x+;
M) from direct simulations. An alternative method is to use
the free energy perturbation method with Eq. (13). A charg-
ing parameter ζ is used by Zhou and Szabo23 to construct
the free energy curve for both the reactant and product state.
Let Hζ = ζX denote the solute-solvent interaction energy dif-
ference between the reactant state with charge qR and a state
with charge qζ = qR + ζ , thus ζ = 0 and ζ = 1 correspond
to the reactant and product states, respectively. One can sim-
ulate a series of intermediate state with the charging parame-
ter varying between 0 and 1, and these distributions could be
pieced together to generate p(x; M) over a wide range which
covers x+.
For a state with charge parameter ζ , there is a contribu-
tion Aζ0 to the free energy difference, which could be eval-
uated as
Aζ0 =
∫ ζ
0
dζ ′xζ ′ , (A1)
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where xζ = 〈X〉 ζ , is the mean energy gap for a certain value
of parameter ζ . As noted by Zhou and Szabo,23 this free en-
ergy difference could be used to evaluate the reorganization
energy of the system, where the reorganization energy λM for
the state M(M = R, P) is given by
λP = x0 − A10,
(A2)
λR = A10 − x1.
Especially, Zhou and Szabo23 had developed a simplified
method which could construct p(x; M) with the information
from only the reactant and product state simulations, where
a nonlinear interpolation up to third order is used to evaluate
xζ with the mean information xM and fluctuation σ 2M . The free
energy difference A10 could be calculated explicitly as
A10 = xR + xP2 −
βσ 2R − βσ 2P
12
. (A3)
A combination of Eqs. (A1)–(A3) leads to the following reor-
ganization energy expression:
λP = xR − xP2 +
βσ 2R − βσ 2P
12
,
(A4)
λR = xR − xP2 −
βσ 2R − βσ 2P
12
.
As the derivation of the above equation does not depend
on the validity of the linear response over the whole range,
Eq. (A4) could be a very useful reference to test the efficiency
and accuracy of λEXPF and λEXPA defined by Eqs. (22) and
(23). It is noted that the result λEXPA = (xR − xP)/2 equals
to the averaged value for λR and λP, which means λEXPA al-
ways lies between λR and λP; however, λEXPF = βσ 2M has no
such advantage. Furthermore, one can find that the mean value
xM and the fluctuation σ 2M have different weight in Eq. (A4),
where the weight of βσ 2M is 6 times smaller than that of xM.
Generally, the departure from linear response in ionic fluid is
not too drastic, e.g, as shown in Sec. III, where (xR − xP) dif-
fers βσ 2M about 10%–20%, so (xR − xP) and βσ 2M are roughly
the same as indicated by the fluctuation-dissipation relation
Eq. (21). This observation implies that the reorganization en-
ergy is much less sensitive to the change of βσ 2M . As the dif-
ference between λEXPA and λM could be much smaller com-
pared to the difference between λEXPF and λM, λEXPA route is
superior to λEXPF route. Therefore, the λEXPA route provides a
reasonable estimation for the reorganization energies for both
the reactant and product state even in systems with moderate
nonlinear effect.
APPENDIX B: REORGANIZATION ENERGY OF AN ET
OF TWO SPHERICAL IONS IN AN IONIC FLUID
Consider the electrostatic problem for two spherical ions
immersed in an ionic fluid. In general an ionic fluid could
be described as a mixture of polar species and ionic species.
Since the purpose of this appendix is to study the electrostatic
interaction between two ions rather than to build a model for
the dielectric response of an ionic fluid, we just introduce
the conventional description for ionic fluids. In the simplest
continuum approach, the dielectric response of an ionic fluid
FIG. 6. A schematic diagram for two spherical ions (i = 1, 2) with charge qi
and radius ai in an ionic fluid. R is the center-to-center distance, (r1, θ1) and
(r2, θ2) are the coordinate systems from spheres 1 and 2, respectively.39
could be parameterized with only two parameters, i.e., the
partial screen effect of the polar molecules is described by
a dielectric constant 1 as in the Born model, and the per-
fect screen effect of ion species is characterized by the Debye
screening length κ as in the conventional DH theory.
In order to find the potentials at the center of the two
ions, a similar strategy as in Ref. 39 for the linearized Poisson-
Boltzmann equation is used. The charge and the radius of the
ith ion (i = 1, 2) is denoted by qi and ai, respectively. As
shown in Fig. 6, the space inside in spherical ion i is denoted
by i (i = 1, 2) and the space outside the spheres is denoted
as 3. Under the linearized Poisson-Boltzmann approach, the
electric potentials are given by the following equations:
∇2φi(r) = −4πqiδ(r − ri0)
0
, r ∈ i(i = 1, 2)
(B1)
∇2ψ(r) = κ2ψ(r), r ∈ 3,
where 0 is the dielectric constant of the solute ions. The di-
electric constant outside the solutes is 1, from which we can
introduce the relative dielectric constant as r = 1/0. The
general solution for the above equations reads40
φi(ri) = qi
0ri
+
∞∑
n=0
Ainr
nPn(cos θi), (i = 1, 2) (B2)
and
ψ(r) =
∞∑
n=0
D1nkn(κr1)Pn(cos θ1) +
∞∑
n=0
D2nkn(κr2)Pn(cos θ2),
(B3)
where the unknown coefficients Ain and Din can be determined
by applying the boundary conditions of the potential on the
surfaces of the spheres at ri = ai
ψ |ri=ai = φi |ri=ai ,
(B4)
1
∂ψ
∂ri
∣∣∣∣
ri=ai
= 0 ∂φi
∂ri
∣∣∣∣
ri=ai
.
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These boundary conditions could be simplified by using the
addition theorem41
kn(κr2)Pn(cos θ2) =
∞∑
m=0
Bnmin(κr1)Pm(cos θ1), (B5)
with Bnm =
∑min{m,n}
v=0 A
v
nmkn+m−2v(κR), and Avnm
= (n−v+1/2)(m−v+1/2)(v+1/2)(n+m−v)!(n+m−2v+1/2)
π(m+n−v+3/2)(n−v)!(m−v)!v! , where
in(x) and kn(x) are the modified spherical Bessel functions of
the first and third kind, respectively. Then one can find the
following linear equations from the boundary condition:
∞∑
n=0
D1n(2j + 1)Bnj ij (κa1) + D2j kj (κa1)
= q1
0a1
δ0j + A1nan1 ,
∞∑
n=0
D2n(2j + 1)Bnj ij (κa2) + D1j kj (κa2)
= q2
0a2
δ0j + A2nan2 ,
(B6)
r
∞∑
n=0
D1n(2j + 1)Bnjκi ′j (κa1) + rD2j κk′j (κa1)
= −q1
0a
2
1
δ0j + A1nnan−11 ,
r
∞∑
n=0
D2n(2j + 1)Bnjκi ′j (κa2) + rD1j κk′j (κa2)
= −q2
0a
2
2
δ0j + A2nnan−12 ,
with i ′j (x) = dij (x)dx and k′j (x) =
dkj (x)
dx
. Solving the above lin-
ear equations, one can find the coefficient Ain and Din.
Note that the element of Ain and Din with larger index
generally have smaller contribution as Ai0  Ai1  Ai2  ... ,
one can truncate the Eq. (B6) to a system with a few elements,
which leads to a perturbation solution to the original prob-
lem. To the lowest order, one can take Ain = 0 and Din = 0 for
n ≥ 1 and only keep the zero index elements Ai0,Di0, from
which the zeroth order equation reads
D10k0(κR)i0(κa1) + D20k0(κa1) =
q1
0a1
+ A10,
D20k0(κR)i0(κa2) + D10k0(κa2) =
q2
0a2
+ A20,
(B7)
−rD10k0(κR)κi1(κa1) − rD20κk1(κa1) =
−q1
0a
2
1
,
−rD20k0(κR)κi1(κa2) − rD10κk1(κa2) =
−q2
0a
2
2
.
where B00 = k0(κR) ,i ′0(x) = −i1(x) and k′0(x) = −k1(x) has
been used. This equation could be solved analytically.
The element Ai0 is of special interest since it is closely
related to the reaction field. According to the definition, Ai0
is the potential induced by other ions in the solution (which
also include the charged site j = i). Note the site j has an
electrical potential qj
0R
at site i, the reaction field at site i
due to solvent particles is ϕi = Ai0 − qj0R , which could be
used to evaluate the potential difference xM = ϕ1 − ϕ2, and
hence the reorganization energy λ according to Eq. (23). For
q1 = −q2 = e and dq = ±e, the reorganization energy λ could
be evaluated as
λ = e
2
(
−A10 + A20 −
2e
0R
)
. (B8)
For the simple diatomic model of an electron transfer re-
action with q1 = −q2 = e and a1 = a2 = a, it is noted that
A10 = −A20 and D10 = −D20 due to the charge symmetry, the
reorganization energy has a simple form
λ = e
2
0
{ −k0(κa) + k0(κR)i0(κa)
rκa2[k1(κa) − k0(κR)i1(κa)] +
1
a
− 1
R
}
.
(B9)
It is interesting to note that λ could have an even simpler
asymptotic form in the week coupling limit κai 1 . Note
that k0(x) = e−xx , k1(x) = e
−x (1+x)
x2
, i0(x) = sinh(x)x and i1(x)
= x cosh(x)−sinh(x)
x2
, one can find the asymptotic solution for A1,20
from Eq. (B7) in the large separation limit R ai, and the final
result for the reorganization energy reads
λ = e
2
2
{(
1
0
− 1
1
)(
1
a1
+ 1
a2
− 2
R
)
+ 1
1
(
κ
1 + κa1 +
κ
1 + κa2
)
+ 1
1R
[
e−κ(R−a1)
1 + κa1 +
e−κ(R−a2)
1 + κa2 − 2
]}
, (B10)
which reflects solvent contributions from dipole, ion and
dipole-ion cross effect. In the low coupling limit κ → 0,
Eq. (B10) reduce to the familiar Marcus result as
λ = e22 ( 10 − 11 )( 1a1 + 1a2 − 2R ); while in the molten salt case
where no dipole species are involved so that 1 = 0, we have
λ = e220 { κ1+κa1 + κ1+κa2 + 1R [ e
−κ(R−a1)
1+κa1 + e
−κ(R−a2)
1+κa2 − 2]}.
According to Eq. (B8), one can find the corresponding
reorganization energy λl for a single Yukawa mode with De-
bye parameter κ l. When we apply the MDH approach to the
diatomic model of an electron transfer reaction, the total reor-
ganization energy could be evaluated by a linear combination
of individual Yukawa modes, i.e., λ =∑lClλl.
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