Abstract. Singularity theory is used to study the solution structure of nonlinear differential equations. First, a characterization of the fold, cusp, swallowtail, and butterfly singularities is given in terms of derivatives of the zero eigenvalue of the linearization of the correspondi.ng nonlinear operator. As an application a forced elliptic boundary value problem with cubic nonlinearity is considered: --Au Au q-u 3 f in f, Ou/On 0 on 0n It has been previously shown that, for A1 0 < A < A2/7, the corresponding nonlinear operator has only fold and cusp singularities, and for 0 < A < A2/12 the above equation has at most three solutions. Here we show that for /--(0, 1) higher singularities develop for A above and near A2.2/7r 2. These singularities can be identified as swallowtail and butterfly singularities. This can be interpreted as the appearance of a forced secondary bifurcation, since for certain forcing terms f there now exist at least five solutions.
cessfully applied to the study of bifurcation phenomena in nonlinear differential equations. We refer, e.g., to Cafagna and Donati [5] , [6] , McKean and Scovel [15] , and to the books of Golubitsky and Guillemin [11] , Golubitsky and Schaeffer [12] , and Golubitsky, Stewart, and Schaeffer [13] . Consider a given nonlinear differential equation as an operator equation between suitable Banach spaces E and F, say (I)(u)=f, whereuEE andfEFisgiven;
here it is assumed that the nonlinear mapping (I) E -F is of class Ck(E, F) and Fredholm index zero (see 2 below). We are interested in obtaining information on the number of solutions of (1) in dependence on the forcing term f. Hence, f can be viewed as a bifurcation parameter. In order to obtain a characterization of possible bifurcation points, one determines, in a first step, the set S of singular points of , that is, the points u E in which is not invertible: S (u E; v E\(0} such that (I) '(u) [v] 0}. Then, to obtain a local characterization of the mapping (I) in a singular point, one needs to determine its singularity type (in the Banach space analogue of the classifications of Whitney, Thom, and Arnold) . For the simplest singularities--fold and cusp--the local structure of smooth Fredholm mappings has recently been characterized by Berger and Church [3] and Berger, Church, and Timourian [4] (see also Lazzeri and Micheletti [14] , Cafagna and Donati [6] ).
In this paper we will give the classification of the two subsequent singularities of so-called Morin type, the swallowtail and butterfly singularities.
As an application we will consider the elliptic boundary value problem --A?A-.U -[-U 3 h in D, (2) Ou =0 On on 0.
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Here ft C R n is a bounded and smooth domain, A E R is a parameter, and h E C, (t) with a (0, 1) fixed is a given forcing term. We then consider (I, E F with o 0} and F C,a(ft), and O(u) -Au Au -]- U 3 It is E {u C2,(t); --1o well known that the mapping -Au+u is an isomorphism between E and F. In the case of ft (0, 1) we may choose E {u e C2(0, 1); u'(0) u'(1) 0} and F C(0, 1). The mapping I, is in Ck(E,F) for every k > 0; in fact we have '(u) [v] -Av+3u2v, O"(u) [v,w] 6uvw, O(3)(u) [v,w,z] 6vwz, and O(k)(u)= 0 for k > 4. Equation (2) has been studied in detail in [18] and [19] . To describe these results let A1 0 < A2 <_ .3 _< denote the eigenvalues of the Laplacian on f/with Neumann boundary conditions. It was shown in [18] that, for 0 A1 < A < A2, the set S is a star-shaped smooth manifold of codimension one in the Proof. See [16] , where the division theorem is proved for Banach spaces, and [11] for the proof of the preparation theorem from the division theorem (this proof carries over to the infinite-dimensional situation). We refer also to [6] .
[:]
We now begin with the classification. 
This is equivalent to saying that v(u) _ TuS, where TuS denotes the tangent space to Satu.
We point out that here v v(u) denotes the eigenfunction of (I)' (u) corresponding to the eigenvalue # #(u). Later, the dependence of v(u) and #(u) on the point u E will be important and derivatives with respect to u will be taken. To simplify the notation the argument u will sometimes be suppressed. Now, applying the preparation Theorem 2 we can write (6) In what follows we use the notation 
where (t, s, x):= (t 3 + st; s; x).
Proof. By Lemma 1 and the proof of Proposition 5 we may consider (t,x) (f(t,x);x) with (, ) f (, ) 0, and by (5) and assumption we see that ftt(,3) 0 also. We show that fttt(,3) O.
In fact ,(, ) (()() + 3,,(), + '(), v).
On the other hand, using the fact that O'(g) is symmetric and hence (O"()v2, v.) (14) , (, ) , () # 0.
Again, by translation we assume that (; 5) (0; 0) and f(, 5) 0.
By the preparation theorem we find smooth functions aj RxX R, j 0, 1, 2, vanishing in (0; 0) and such that (15)
Since o a2(f(0, 0), 0) 0, the coordinate change (t; z) (t-1/2a2; z) is a local diffeomorphism, and setting b -5 .a-el and bo .a + 5 .ala2 /co, equation (15) is transformed into (6)
Let L be a one-dimensional subspace of X and let X L (R) Y. Furthermore, let P X --+ Y denote the canonical projection onto Y. Define 
Calculating the third derivative of (16) with respect to t in (0,0) yields 6 b0(0, 0).
(03/Ot3)f(O, 0). Calculating the mixed second derivative of (16) Remark 11. For equation (2) , condition (11) Using the spectral representation of (I) '(u) and (20), CA (u) can be alternatively written
where the sum is extended over all eigenvalues #i(u) #(u) of O'(u) (vi(u) Remark 15. For equation (2) Taking the v-derivative of (25) Using (37), (25), (12), and the assumption that is a butterfly singlarity, we infer (36).
Observe that x e T(,)I and x e T(,5)I,1, since u() 0 , (, ) Finally, we can asssume that (;5) (0; 0) and f(,5) 0.
By the preparation theorem we can now write (38)
where a R X R, For easier reference, we recall here all the conditions that must hold so that a given point u E E is a butterfly singularity for the mapping (I) E --
(bl) u is singular point (i.e., u e S):
(b2) u is 1-transverse (i.e., u e $1):
z e E such that ,(u) 6 f uv2zdw O.
(b3) u is not a fold singularity:
(54) u is 1-1-transverse (i.e., u S,):
w e E with ,(u) 6 f uv2wdw 0 (i.e., w e TS) such that #(u) 6 f wv3dw + 18 f uv2vdw O. (Ai, N, denotes the Neumann eigenvalues of-d2/dx2).
The proof of the theorem proceeds by approximation. It follows from the previous section that the property that u is a butterfly singularity of (I) is definable purely in terms of ('(u) and is given by integral conditions. We set * and (/*/3)1/2 and verify that (I)'(z) satisfies these conditions. Then we show that there are z E with z z in Lp(O, 1), Vp >_ 1, and t -such that the integral conditions are also satisfied in u tz. Thus (I) has a butterfly singularity at u tz We claim that in z the 1-1-transversality condition (b4) is satisfied. In fact, let With this representation for v we clearly obtain f zvdx -fo [vwl dx 7 O, and hence the l-l-transversality condition (b4) is verified in z. 
vv(x)= 3(-(1-x)2+1/4), (1/2) 
Since the right-hand side converges to 0 in L2(0, 1), one concludes that v, --. v in C(0, 1 Proof. Statement (a) follows by Theorem 20 and the "stratified" structure of the sets $1,,1,1 c $1,, C S, c S. Indeed, by the 1-transversality the set $1 is locally a codimension 1 manifold E1 in E containing (by the 1-1-transversality) a codimension 2 (with respect to E) submanifold E2 of higher singularities. This means that E1 \E2 consists of fold singularities. By (bh) and (b6), E2 contains a codimension 3 (with respect to E) submanifold 3 of singularities higher than cusps, and -]3\2 consists of cusp singularities. By (bT) and (bs), E3 contains a codimension 4 submanifold E4 consisting of butterfly singularities and 3\4 consists of swallowtail singularities.
(b) follows from the structure of butterfly singularities; in fact, let denote the normal form mapping for the butterfly singularity given by (t, s, r, q, x) (t 5 + st 3 + rt 2 -qt, s, r, q, x), and suppose that the diffeomorphism R 4 X maps t,zn into the origin in R X (cf. Prop. 18). Choose < 0 and > 0 sufficiently close to zero such that (t 5 + t 3 + t, , 0, , 0) (0, , 0, , 0) has five solutions in a(U). Then, for h-/-(0,,0,, 0) equation (2) 
