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Abstract: In Machine Learning classification tasks, the class imbalance problem is an important one which has
received a lot of attention in the last few years. In binary classification, class imbalance occurs when there are
significantly fewer examples of one class than the other. A variety of strategies have been applied to the problem
with varying degrees of success. Typically previous approaches have involved attacking the problem either algo-
rithmically or by manipulating the data in order to mitigate the imbalance. We propose a hybrid approach which
combines Proportional Individualised Random Sampling(PIRS) with two different fitness functions designed to
improve performance on imbalanced classification problems in Genetic Programming. We investigate the ef-
ficacy of the proposed methods together with that of five different algorithmic GP solutions, two of which are
taken from the recent literature. We conclude that the PIRS approach combined with either average accuracy
or Matthews Correlation Coefficient, delivers superior results in terms of AUC score when applied to either
balanced or imbalanced datasets.
Keywords: Genetic Programming, Binary Classification, Class Imbalance Problem, Over Sampling, Under Sam-
pling
1 Introduction
Each day 2.5 quintillion bytes of data are created. This is a relatively recent phenomenon, such that 90% of
the data in the world today has been created in the last two years alone [1]. This explosion in data offers
tremendous opportunities for knowledge acquisition and decision support, but the potential for unleashing the
power of these insights is balanced by several complex challenges. Aside from the problem of handling the sheer
volume of data, there is the challenge of identifying those instances which may be interesting or useful, in an
environment where such items may be in the minority. From a machine learning perspective, at its simplest,
this can be viewed as a binary classification problem.
In binary classification tasks, the class imbalance problem arises where there is a disparity in the number of
instances of each class in a particular dataset. Greater disparity makes classification tasks more difficult, as there
is an inherent bias towards the class which has greater representation in the dataset. When a machine learning
algorithm, designed for general classification tasks, is confronted with significant imbalance, the “intelligent”
thing for it to do is to classify all instances as belonging to the majority class. Ironically, it is frequently the
case that the minority class is the one which contains the most important or interesting instances. In datasets
from the medical domain, for example, it is generally the case that instances which represent malignancy or
disease are far fewer than those which do not.
The way in which GP, similar to other approaches which adhere to a paradigm of evolutionary computation
is realised: the evolution of a population of individuals over time (generations), means that it facilitates a very
flexible and potentially granular approach for tackling this type of problem. We have chosen to investigate
a hybrid approach which seeks to influence the learning process at both the individual and population levels,
using a strategy which combines sampling and algorithmic techniques. In this work, we propose a new sam-
pling technique which we call Individualised Random Sampling which we combine with Matthews Correlation
Coefficient and balanced accuracy.
2 Previous Work
The class imbalance problem is an important one which has generated a lot of interest in the research community
in recent years. In general, approaches can be divided between those which tackle the imbalance at the data
level, and those which seek an algorithmic solution. There have also been several hybrid techniques proposed
which combine aspects of the other two.
Methods which operate on the data try to repair the imbalance by creating more balanced datasets for
training purposes. This is done by under-sampling the majority class or over-sampling the minority class,
where the former involves removing some examples of the majority class and the latter is accomplished by
adding duplicate copies of minority instances until some predefined measure of balance is achieved. Over or
under-sampling may be random in nature [2] or “informed” [3], where in the latter, various criteria are used to
determine which instances from the majority class should be discarded. An interesting approach called SMOTE
(Synthetic Minority Oversampling Technique) was suggested by Chawla et al. [4] in which rather than over
sampling the minority class with replacement they generated new synthetic examples.
At the algorithmic level Joshi et al. [5] modified the well known AdaBoost [6] algorithm so that different
weights were applied for boosting instances of each class. Akbani et al. [7] modified the kernel function in
a Support Vector Machine implementation to use an adjusted decision threshold. Class imbalance tasks are
closely related to cost based learning problems, where misclassification costs are not the same for both classes.
Adacost [8] and MetaCost [9] are examples of this approach. See [10–12] for detailed reviews of these and
various other approaches found in the literature.
2.1 Genetic Programming (GP)
In the field of GP, much of the work on algorithmic approaches has been undertaken by Bhowan et al. [13–15]
in which they have studied the efficacy of a wide range of different fitness functions on various imbalanced data
sets. In this work we compare with two of those methods: Correlation Ratio based fitness, and Geometric Mean
based fitness, with which the researchers reported good results. These are described in Sections 4.1.4 and 4.1.5.
In other work Patterson and Zhang [16] investigated the use of average accuracy as a fitness function and also
a modified version which used the squares of the individual accuracies for each class. Both methods resulted in
improved performance on the minority class and a more balanced classification overall.
With regard to sampling approaches in GP, Hunt et al. [17] examined several different sampling approaches
including under sampling, over sampling and a combined approach. In each case they maintained equal numbers
of instances from both classes in their training set and sampled the majority class with replacement. While
they found that the various sampling approaches improved the classification accuracy on the minority class,
performance on the majority class decreased. Overall, they reported that the method was not as successful as
algorithmic approaches previously suggested by Bhowan et al. [14].
In other work, Doucette and Heywood [18] proposed a Simple Active Learning Heuristic (SALH): a hybrid
approach which combined a simplified version of the Random Subset Selection algorithm proposed by Gathercole
and Ross [19], together with a modified Wilcoxon-Mann-Whitney statistic. They reported that their hybrid
approach compared favourably with several other machine learning algorithms.
3 A Hybrid Approach: Proportional Individualised Random Sampling (PIRS)
with Matthews Correlation Coefficient or Average Accuracy
There several disadvantages associated with the use of over or under sampling strategies for tackling the the class
imbalance problem. The obvious disadvantage with under-sampling is that it discards potentially useful data.
The main drawback with standard oversampling is that it introduces exact copies of minority instances which
may increase the potential for over-fitting. Also, the use of over-sampling increases the size of the dataset,
thus adding to the computational cost. Here we propose a sampling approach which we call Proportional
Individualised Random Sampling (PIRS) which either eliminates or mitigates these disadvantages.
Firstly, the size of the dataset is exactly the same as the original, so there is no additional computational
cost, as is generally the case with random over sampling. Instead, in a new sampling technique, we vary the
number of instances of each class maintaining the original size of the dataset. At each generation and for each
individual in the population the percentage of majority instances is randomly selected in the range between
the percentages of minority (positive) and majority (negative) instances in the original distribution. Then, that
particular individual is trained on that percentage of majority instances with instances of the minority class
making up the remainder of the data. In both cases, each instance is randomly selected with replacement.
For example, in the case of the Yeast1.5 dataset, where 98.5% of the data makes up the majority class and
1.5% the minority, the training data for a given individual will be divided n percent majority instances where
1.5 <= n <= 98.5 and m percent minority instances, where m = 100 − n. In this way, individuals within the
population are trained with different distributions of the data within the range of the original distribution.
The benefit of this approach from the under sampling perspective is that while the majority class may not
be fully represented at the level of the individual, all of the data for that class is available to the population
as a whole. Because all of the available knowledge is spread across the population the system is less likely to
suffer from the loss of useful data that is normally associated with under sampling techniques. From the under
sampling viewpoint, over-fitting may be less likely as the distribution of instances of each class is varied for
each individual at every generation. Also, as all sampling is done with replacement, there will be duplicates of
negative as well as positive instances.
A useful advantage of our proposed approach is that it is equally applicable to both balanced and unbalanced
datasets. Previous work [20] has shown that aside from the consideration of balance in the distribution of
instances, the use of random sampling techniques may have a beneficial effect in reducing over-fitting. Thus,
we believe that the proposed sampling approach can offer improved performance on a wide range of binary
classification tasks, whether a particular dataset is balanced or not. This important proposition was simply
addressed by Provost [21] in the invited paper for the AAAI 2000 Workshop on Imbalanced Data Sets ..“isn’t
the best research strategy to concentrate on how machine learning algorithms can deal most effectively with
whatever data they are given?”.
We combine the PIRS sampling technique with two different fitness functions which are designed to function
well with either balanced or unbalanced data: Average Accuracy and Matthews Correlation Coefficient. In
Machine Learning, Matthews Correlation Coefficient is widely regarded as a good measure for evaluating the
performance of a given model on binary classification tasks, in part because it has fewer inherent biases than
some other popular methods [22]. But also, because it is considered suitable for both balanced and imbalanced
data sets. Here, rather than using the measure to assess the performance of our model, we investigate its use
in the actual evolution of the model by incorporating it as a fitness function as described in Equation 1.
MCC(P ) =
(TP ∗ TN − FP ∗ FN)√
(TP + FP )(TP + TN)(FP + FN)(TN + FN)
(1)
MCC is regarded as a balanced measure of the quality of a binary classifier, which can be used even if the
classes are of different sizes. It is, in essence, a correlation coefficient between the observed and predicted binary
classifications. MCC returns a value between −1 and +1: where a value of +1 represents a perfect prediction,
a value of 0 no better than random and a value of −1 represents total disagreement between predicted and
observed class labels.
In addition to investigating the use of PIRS with Matthews Correlation Coefficient, we also study the
combination of PIRS and average accuracy also known as balanced accuracy which is a well know performance
measure used in classification. This method modifies the calculation for overall accuracy to better emphasise
the performance on each class as shown in Equation 2.
AV GA(P ) = 0.5 ∗
(
TP
(TP + FN)
+
TN
(TN + FP )
)
(2)
4 Experimental Set-up
4.1 Configurations
In much of the literature on binary classification the classes in question are often identified as being positive
or negative, where instances of the positive class are usually (but not always) in the minority. This situation
is common, for example, in medical diagnosis, where the number of patients with the disease or condition
of interest are generally fewer in number than those without the disease. The results of a classifier can be
represented by a confusion matrix as shown in table 1. Where TP, TN, FP and FN represent the number of
instances which fall into the corresponding category: True Positive, True Negative, False Positive and False
Negative.
Table 1: Confusion Matrix
Prediction
Positive Negative
Truth
Positive TP FN
Negative FP TN
For the purpose of discussing class imbalance, we are interested in the majority and minority classes, where
the majority class corresponds to the negative class and the minority class to the positive class. TP represents
the number of minority class instances correctly classified, TN the number of majority class instances correctly
classified, FP the number of majority class instances which have been incorrectly classified as belonging to the
minority class, and FN the number of minority class instances which have been mis-classified as majority class
instances. In describing the various experimental configurations below, we adhere to the standard nomenclature
for clarity.
4.1.1 Standard GP (StdGP)
The fitness measure used for the standard GP configuration is a commonly used measure of “overall” classi-
fication accuracy. If a program P correctly classifies all instances, its overall accuracy will be 1. The fitness
function for each program P is 1−Accuracy(P ), where Accuracy(P ) is as described in Equation 3.
Accuracy(P ) =
TP + TN
TP + TN + FP + FN
(3)
4.1.2 Standard GP with Average Accuracy (AVGA)
For the second configuration, we use a slight modification of the overall accuracy, which aims to maximise
the average of the accuracy over both classes. The fitness function to be minimised is 1 − AV GA(P ) where
AV GA(P ) is described by Equation 2.
4.1.3 GP with Matthews Correlation Coefficient (MCC)
For this configuration we employ a standard GP implementation with the Matthews Correlation Coefficient as
the fitness function. This fitness function is described in Section 3 and Equation 1.
4.1.4 GP with Correlation Based Fitness (CORR)
Bhowan et al. [13] proposed a correlation ratio fitness measure to mitigate bias introduced by class imbalance
for image classification problems. In this method the correlation ratio is used to measure how well the outputs
of a GP Individual for the minority and majority classes are separated with respect to each other. The higher
the correlation ratio achieved by a particular model, the better the classification performance. This fitness
function is aimed at evolving solutions that perform equally well on both classes with the minimum loss to the
overall classification rate. The correlation ratio ”r” (generalised for M classes) is described in Equation 4.
r(P ) =
√√√√ ∑Mc=1Nc(µ¯c − µ¯)2∑M
c=1
∑Nc
i=1(Pci − µ¯)
2
(4)
Where µ¯c is the mean of the outputs of the program for instances of class c, µ¯ is the mean of the program
outputs over all classes, M is the number of classes, N is the number of total instances, Nc is the number of
examples of class c, and Pci represent the output of a genetic program classifier P when evaluated on the ith
example belonging to class c. This equation returns a value between 0 and 1, where values closer to 1 indicated
better separability.
The researchers also imposed and identity function to guide the evolution such that outputs for instances
of the majority class would be greater than zero, and outputs for instances of the minority class would be less
than zero. Their final fitness function is shown in Equation 5
Correlation(P ) = r + I(µ¯minority, µ¯majority) (5)
Where the indicator function, I returns 1 if the mean of the minority and majority observations are positive
and negative respectively, and 0 otherwise. Thus, the final fitness function returns a value between 0 and 2
where values closer to 2 represent good fitness, and those nearer to 0, poor fitness.
4.1.5 GP with Geometric Mean based Fitness (GMF)
In other work, Bhowan et al. [14] proposed a fitness function using a geometric mean as shown in Equation 6.
GMF (P ) =
√
TP
TP + FN
∗
TN
TN + FP
(6)
This function has the property that if the number of instances of either class correctly classified is zero, then
the geometric mean itself will also be zero, which has the effect of penalising individuals which perform badly
on one or other class.
4.1.6 Individualised Random Sampling with Balanced Fitness Function (PIRS-BAL)
In this configuration, we employ the balanced fitness function defined in Equation 2. But we also randomly
select training instances to train each individual. The data is randomly selected with replacement, varying the
proportions of minority and majority class instances. The detail of our sampling technique is as previously
described in Section 3.
Table 2: GP Parameters
Parameter Value
Strategy Generational
Initialisation Ramped
half-and-half
Selection Tournament
Tournament Size 2
Crossover 80
Mutation 20
Initial Min Depth 1
Initial Max Depth 6
Max Depth 17
Function Set + - * /
ERC -5 to +5
Population 500
Max Gen 60
Table 3: Data Sets [23]
Data Set Acronym Features Instances %Minority
Bupa Liver Disorders BUPA42 7 345 42
Habermans Survival HS36 4 306 36
Yeast Yeast16 8 1484 16
Yeast(1) Yeast1.5 8 1484 1.5
Ecoli Ecoli10 7 332 10
4.1.7 Individualised Random Sampling with MCC (PIRS-MCC)
In this final experimental configuration we investigate Individualised Random Sampling (PIRS) together with
Matthews Correlation Coefficient: an aggregate objective function which represents a particular confusion
matrix as a single value. For the PIRS-MCC configuration, we minimise 1 −MCC(P ) where MCC(P) is as
previously outlined in Equation 1. Here again, the sampling method is as described in Section 3.
4.2 GP Parameters
The Genetic Programming parameters used for this investigation are as described in Table 2 and The datasets
used are detailed in Table 3. The yeast and ecoli datasets were originally multi-class datasets. In order to
experiment with various levels of class imbalance, we have “collapsed” several of the classes into one to create
binary classification tasks. The acronym used for each dataset indicates the % of the minority class in each
dataset. In each case we have used two thirds of the available data from training and the remaining one third
for test. We undertook 50 runs for each configuration, on each dataset, using identical random seeds for each
set of 50 runs.
5 Results and Discussion
For this investigation we have chosen the Area Under the Receiver Operating Curve (AUC) as the primary
measure of classification performance. Values for this measure are calculated using the equivalent [24] Wilcoxon-
Mann-Whitney statistic. We are also interested in the overall classification accuracy (particularly on test data),
performance on the minority and majority classes, the sizes of the evolved classifiers and how early or late in
the evolutionary process the best-of-run individual is discovered.
In the following subsections, we detail for each dataset investigated, run statistics for the best of run
individuals; the AUC measure, average overall %accuracy on training and test data, best individual %accuracy
for training and test data, average %error on the minority and majority classes for both training and test data,
the average size in nodes and the average generation in which the best-of-run individual emerged.
To gain a clearer insight as to which method performed best overall we carried out the non parametric
Friedman test which is regarded as a suitable test for the empirical comparison of the performance of different
algorithms [25]. This resulted in a p-value of 0.003 and indicated that the best performing algorithm in terms
of AUC score was PIRS-BAL closely followed by PIRS-MCC as shown in Figure 5.
5.1 BUPA42
The results shown in Table 4 illustrate that the stdGP method which uses the overall accuracy fitness measure
performs very poorly on the minority class. The best approach overall is the PIRS-BAL method which combines
PIRS with average accuracy. This method delivered a superior AUC measure of 0.80, produced the smallest
programs where the best of run individual was discovered earliest in the evolutionary process. It also exhibits
an absence of over-fitting, where the average test performance for both the minority and majority classes were
actually better than the training results.
5.2 Ecoli10
Looking at the Ecoli10 results in Table 5 we see that both methods which employed PIRS achieved good AUC
scores and performed very well on the minority class, having several runs with perfect classification in the
AVG CORR GMF GP IRS−B IRS−M MCC
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Figure 1: Methods ranked from 1 to 7 based on average AUC, where 1 is best and 7 is worst.
Table 4: Performance of best-of-run Trained Individuals on the BUPA42 data.
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StdGP 0.74 73.68 1.09 76.32 70.96 2.24 75.44 46.97 51.95 22.85 11.75 213.0 50.50
AVGA 0.80 80.99 1.26 83.33 74.75 3.07 78.95 27.79 42.89 10.22 11.93 88.85 48.22
MCC 0.78 76.22 1.36 78.95 74.03 3.66 78.95 34.02 41.02 16.33 14.02 144.72 54.16
CORR 0.76 66.46 5.06 75.43 70.10 6.64 78.94 31.52 31.79 35.00 28.46 114.25 57.08
GMF 0.69 73.32 1.76 77.19 68.28 4.78 76.31 28.12 36.24 25.62 28.31 161.04 56.28
PIRS-BAL 0.83 65.82 3.78 72.80 76.14 3.31 80.70 41.41 37.89 26.72 13.29 63.48 36.16
PIRS-MCC 0.78 80.66 1.39 84.21 73.91 3.06 78.07 22.23 33.46 17.05 20.52 89.76 48.96
training phase. The GMF and AVGA approaches also achieved good training scores on the minority class, but
these did not translate into good test results.
Table 5: Performance of best-of-run Trained Individuals on the Ecoli10 data.
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StdGP 0.52 91.17 0.90 94.54 86.07 3.34 89.29 80.09 91.07 6.58 3.80 79.76 23.44
AVGA 0.72 87.68 2.80 93.18 75.71 9.99 84.82 0.63 36.92 19.07 22.63 198.40 49.00
MCC 0.64 92.92 1.79 95.45 79.79 4.36 85.71 13.81 56.77 6.32 15.42 185.85 49.50
CORR 0.56 73.86 24.53 91.82 70.30 23.65 88.39 27.27 36.15 26.01 28.54 121.00 50.84
GMF 0.74 90.43 1.87 93.64 78.82 6.12 85.72 0.45 43.38 10.58 18.20 164.80 47.96
PIRS-BAL 0.85 99.70 0.26 100 72.24 11.63 83.04 0.00 8.50 2.26 30.32 70.88 34.16
PIRS-MCC 0.86 99.61 0.24 100 71.80 12.18 83.03 0.00 6.61 3.05 31.03 70.16 39.82
5.3 HS36
For the HS36 task, once again both PIRS methods produced the best AUC scores, the best minority performance
and smallest programs. Again these programs were discovered earlier in the evolutionary process.
5.4 Yeast16
For the Yeast16 dataset, the results in Table 7 show that the CORR fitness function resulted in the best AUC
score of 0.83. This method delivered the best accuracy on the minority class and the results were balanced
across both classes. PIRS-BAL PIRS-MCC and MCC each had AUC scores of 0.82. MCC had relatively weak
accuracy on the minority class but very good results for the majority class. Between PIRS-BAL and PIRS-MCC,
the former had the better results on the minority class.
5.5 Yeast1.5
This dataset is the most unbalanced of those tested, and proved to the most difficult from the point of view
of minority classification. The results in Table 8 illustrate that StdGP, MCC and CORR achieved relatively
Table 6: Performance of best-of-run Trained Individuals on the HS36 data.
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StdGP 0.44 78.22 0.73 79.90 75.22 1.72 79.41 75.32 81.77 14.32 4.26 223.60 47.68
AVGA 0.65 72.06 1.61 75.49 76.17 1.99 80.40 34.98 46.07 26.66 15.81 228.32 52.42
MCC 0.73 75.32 2.06 80.39 77.63 1.89 80.40 36.68 41.71 22.37 15.05 167.96 50.38
CORR 0.72 66.81 5.15 77.94 72.61 5.78 80.39 35.58 42.44 27.39 21.97 205.40 58.82
GMF 0.66 72.87 1.39 76.47 76.11 2.14 79.41 32.72 45.26 25.17 16.18 190.88 52.80
PIRS-BAL 0.75 79.74 2.07 83.25 75.63 3.54 80.39 20.85 32.28 24.37 21.38 101.85 46.80
PIRS-MCC 0.75 80.19 1.79 83.82 76.78 3.26 81.37 23.40 34.28 23.21 19.02 104.88 47.66
Table 7: Performance of best-of-run Trained Individuals on the Yeast16 data.
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StdGP 0.71 87.05 0.45 88.63 86.43 0.90 88.16 61.74 58.00 9.05 4.89 166.08 46.32
AVGA 0.80 82.04 2.35 86.12 81.91 2.37 86.33 29.95 32.03 17.26 15.37 141.36 50.04
MCC 0.82 88.80 0.48 90.04 86.14 0.83 87.75 38.65 40.07 5.77 8.74 114.20 53.46
CORR 0.83 74.81 6.89 88.43 75.52 6.13 87.75 26.70 23.42 24.48 24.69 119.76 58.50
GMF 0.80 81.96 2.30 85.41 81.13 2.16 84.28 27.45 31.15 16.16 16.47 150.64 55.12
PIRS-BAL 0.82 83.66 4.26 88.63 82.32 1.77 86.53 24.35 33.42 10.83 14.61 65.56 40.90
PIRS-MCC 0.82 84.73 2.03 90.24 84.18 1.32 86.94 28.99 37.20 7.84 11.64 61.48 42.28
poor results in this respect: correctly classifying fewer than half of the minority examples. In contrast, the
PIRS-BAL method produced relatively good results on both classes and had the highest AUC score.
Table 8: Performance of best-of-run Trained Individuals on the Yeast1.5 data.
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StdGP 0.61 99.30 0.01 99.39 99.15 0.19 99.59 53.69 44.57 0.45 0.21 57.48 18.08
AVGA 0.78 84.83 10.35 98.49 83.67 11.02 97.96 26.46 32.86 15.41 16.09 96.36 38.16
MCC 0.64 99.30 0.02 99.40 99.06 0.22 99.39 53.38 46.57 0.00 0.28 51.36 58.38
CORR 0.75 98.85 1.20 99.30 98.32 1.33 99.38 53.07 33.42 0.46 0.71 151.16 58.30
GMF 0.77 86.86 4.92 96.17 85.39 5.16 95.30 12.61 32.57 13.25 14.34 168.24 56.38
PIRS-BAL 0.80 92.58 6.44 99.59 87.36 13.81 99.18 15.87 29.14 2.47 12.39 71.16 39.32
PIRS-MCC 0.77 99.32 0.19 99.70 99.16 0.08 99.39 25.18 32.85 0.08 0.37 37.25 29.38
6 Conclusion
Looking at trends in the reported results it is clear that the overall accuracy measure commonly used for
classification tasks in GP is inferior to all of the other methods investigated, performing poorly even on the
relatively balanced Bupa42 dataset. In contrast, both of the PIRS methods performed well on all of the tasks,
under each of the criteria examined: either PIRS-BAL or PIRS-MCC achieved or shared the best AUC score for
all but one of the tasks, each delivered competitive results for overall accuracy on training and test data, and
for both minority and majority classification. These configurations also produced the smallest trees on average,
and the best-of-run individuals were discovered on average earlier in the evolutionary process.
These results suggest that Individualised Random Sampling combined with a fitness function that is designed
to operate well with unbalanced datasets can deliver superior results on both balanced and unbalanced data.
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