Abstract. Context-aware recommender systems have been proven to improve the performance of recommendations in a wide array of domains and applications. Despite individual improvements, little work has been done on comparing different approaches, in order to determine which of them outperform the others, and under what circumstances. In this paper we address this issue by conducting an empirical comparison of several pre-filtering, post-filtering and contextual modeling approaches on the movie recommendation domain. To acquire confident contextual information, we performed a user study where participants were asked to rate movies, stating the time and social companion with which they preferred to watch the rated movies. The results of our evaluation show that there is neither a clear superior contextualization approach nor an always best contextual signal, and that achieved improvements depend on the recommendation algorithm used together with each contextualization approach. Nonetheless, we conclude with a number of cues and advices about which particular combinations of contextualization approaches and recommendation algorithms could be better suited for the movie recommendation domain.
Introduction
Recommender systems (RS) suggest items to users relying on preferences -usually expressed in the form of numeric ratings-of similar-minded people. Context-Aware Recommender Systems (CARS) additionally take into consideration contextual information (e.g. time, location, social companion, and mood) associated to the collected preferences. In this way, CARS can discriminate the interest a user may have in a particular item within different contexts and situations.
Several approaches have been proposed to properly deal with contextual information. Adomavicius et al. [1, 2] distinguish three main types of CARS: those based on contextual pre-filtering, which prune the available user preference data according to the target recommendation context, prior to applying a recommendation algorithm; those based on contextual post-filtering, which apply a recommendation algorithm on the original preference data, and afterwards adjust the generated recommendations according to the target recommendation context; and those based on contextual modeling, which incorporate contextual information into the model used for generating recommendations.
In the literature, pre-filtering, post-filtering and contextual modeling have been proven to improve the performance of recommendations in a wide array of domains and applications. Despite individual improvements, little work has been done on comparing different approaches, in order to determine which of them outperform the others, and under what circumstances. In this paper we address this issue by conducting an empirical comparison of several pre-filtering, post-filtering and contextual modeling approaches on the movie recommendation domain. Specifically, we frame the problem as a multi-label classification task, where recommender systems are required to properly classify a given test pattern (composed of user preference, item attribute and/or contextual data) with a class label corresponding to certain rating value. This lets us to directly use well known Machine Learning algorithms for contextual modeling, and compare pre-/post-filtering with context modeling.
A major difficulty for evaluating CARS is the lack of availability of context-enriched datasets. Obtaining contextual information imposes an extra effort from the user to explicitly state or describe the current context, or system/device requirements to automatically infer the current context, e.g. by capturing time and location signals, or by analyzing the user's interactions with the system. This fact makes it difficult to gain access to contextual data really valuable for evaluation. Addressing this problem, in order to acquire confident contextual information, we performed a user study where participants were asked to rate movies, stating the time and social companion with which they preferred to watch the rated movies.
In the study we aimed to address the following research questions: RQ1, which CARS approaches -pre-filtering, post-filtering or contextual modeling-are able to better predict the rating a user would assign to a movie in a particular context? And RQ2, which contextual signal -time or social companion (or a combination of both)-provides more useful information for predicting the above rating?
The results of our evaluation show that there is neither a clear superior contextualization approach nor an always best contextual signal, and that achieved improvements depend on the underlying recommendation algorithm used together with each contextualization approach. Nonetheless, we conclude with a number of cues and advices about which particular combinations of contextualization approaches and recommendation algorithms could be better suited for the movie recommendation domain.
The reminder of the paper is organized as follows. In Section 2 we discuss related work. In Section 3 we describe the analyzed contexts, and the evaluated contextualization and recommendation approaches. In Section 4 we describe the experiments conducted, and report the results obtained. Finally, in Section 5 we provide some conclusions and future research directions of our work.
Related Work
Context is a multifaceted concept that has been studied in different research disciplines, and thus has been defined in multiple ways [2] . Quoting [3] , "context is any information that can be used to characterize the situation of an entity." In the case of RS, an entity can be a user, an item, or an experience the user is evaluating [4] . Hence, any information signal -e.g. location, time, social companion, device, and mood-regarding the situation in which a user experiences an item can be considered as context.
Generally speaking, the recommendation problem relies on the notion of rating as a mechanism to capture user preferences for different items. Two common strategies to RS are content-based (CB) recommendations, which recommends items similar to those preferred by the user in the past, and collaborative filtering (CF), which recommends items preferred in the past by similar-minded people. Hybrid recommenders combine CB and CF in order to overcome particular limitations of each individual strategy. For any of the above strategies, recommendation approaches can be classified as heuristic-based or model-based. Heuristic-based approaches utilize explicit formulas that aggregate collected user preferences to compute item relevance predictions. Model-based approaches, in contrast, utilize collected user preferences to build (machine learning) models that, once built, provide item relevance predictions [5] .
Traditional RS exploit only user and item profile data associated to past ratings in order to predict ratings of unseen items [1] , and they do not take any contextual information into account. Extending the rating notion, Adomavicius et al. [1] incorporate additional dimensions assuming that the context can be represented as a set of contextual dimensions. By using this formulation, CARS can be classified as contextual pre-filtering, contextual post-filtering, and contextual modeling systems [1, 2] . In contextual pre-filtering the target recommendation context -i.e., the context in which the target user expects to consume the recommended items-is used to filter user profile data relevant to such context before rating prediction computation. In contextual post-filtering rating predictions are adjusted according to the target context after being computed (on entire user profiles). In both cases traditional non-contextualized recommendation algorithms can be utilized, as the contextualization involves independent pre-or post-processing computations. On the other hand, contextual modeling incorporates context information directly into the model used to estimate rating predictions.
Different pre-filtering, post-filtering and contextual modeling approaches can be found in the literature. For instance, Adomavicius and colleagues [1] propose a pre-filtering based on pruning all ratings irrelevant to the target context. Baltrunas and Amatriain [6] created contextual micro-profiles, each of them containing ratings in a particular context, as a prefiltering strategy aimed to better detect the user's preferences for specific time contexts. Baltrunas and Ricci [7, 8] proposed a pre-filtering technique called Item Splitting. This technique divides (i.e., splits) preference data for items according to the context in which such data were generated, assuming that there exist significant differences in the user preferences received by items among contexts. Panniello and colleagues [9] present a postfiltering strategy that penalizes the recommendation of items with few ratings in the target context.
One of the first contextual modeling approaches is presented in [10] , where several contextual dimensions including time, social companion, and weather were incorporated into a Support Vector Machine model for recommendation. In [11] Karatzoglou and colleagues used Tensor Factorization to model n-dimensional contextual information. They called their approach as multiverse recommendation because of its ability to bridge data pertaining to different contexts (universes of information) into a unified model. Another example is given in [12] , where Factorization Machines were used to combine different types of contextual information.
Although different approaches and algorithms have been developed for exploiting contextual information, little work has been done on comparing them, in order to better understand the circumstances that affect their performance. As noted by [2] , context-aware recommendation is a relatively unexplored area, and still needs a much better comprehension. The most notable work in comparing CARS approaches correspond to the series of studies from Panniello et al. [9, [13] [14] [15] . They compare CARS approaches using heuristic-based CF algorithms. Differently from that work, we evaluate CARS using modelbased as well as heuristic based CF algorithms, and moreover we include a hybrid approach that exploits CB user preferences in a CF fashion, providing a more diverse set of configurations and enabling a broader analysis of existing CARS approaches.
Evaluating Context-Aware Recommendation
We compare several pre-filtering, post-filtering and contextual modeling RS, using different contextual signals. In this section we describe the analyzed contextual signals and acquired information, and detail the evaluated CARS.
Analyzed Contextual Signals
We focus on two types of contextual signals: Time context and social context (i.e., the user's current companion). Exploiting time context has been proved to be an effective approach to improve recommendation performance, as shown e.g. in the Netflix Prize competition. Additionally, social context has also been found as a source for improving CARS performance [1, 2] .
Among the existing contextual dimensions, time context -i.e., contextual attributes related to time, such as time of the day, day of the week, and current time/date-can be considered as the most versatile one. Time can be represented both as continuum information (e.g. current date/time), and as periodic, discrete information (e.g. day of the week). This lets classify Time-aware Recommender Systems (TARS) according to the way they model time information: continuous TARS -which model time context information as a continuous variable-and categorical TARS -which model time as one or more categorical variables [16] . Interestingly, when timestamps are available, both continuous and categorical context information can be extracted and exploited.
In general, collecting time information of user interactions with a system does not require additional user effort nor impose strict system/device requirements. Moreover, it has been used as a key input for achieving significant improvements on recommendation accuracy [17] . Hence, the timestamps of collected user preferences are valuable, easy-tocollect data for improving recommendations. Due to these benefits, recent years have been prolific in the research and development of TARS. However, it is important to note that if a RS collects ratings instead of usage/consumption data, the collected timestamps do not necessarily correspond to item usage/consumption time, and thus may not be considered as the context in which the user prefers to use/consume the item.
Some other contextual signals can be inferred with appropriated devices, such as location or weather, by means e.g. of mobile devices with GPS. In contrast, for other contextual signals there may not exist devices to automatically infer them (or they may be unfeasible due to cost or physical constraints), such as mood or social (companion) context, but may represent important signals for determining user preferences. In particular, social context has been proved as a key factor for the users' actions [18, 19] . One way to obtain social context signals is to take advantage of online social networks such as Facebook 1 and Twitter 2 , which have given raise to social network-based recommender systems [19] . However, the context information obtained in this way is used to find general preferences of related users (those connected in the social network), and generally does not correspond to the item usage/consumption context of the target user.
Thus, in order to count with confident context signals related to user preferences, we collected a movie ratings dataset, including time and social context information, as described in the next subsection.
Acquired Contextual Information
We collected a dataset of user preferences for movies. Since we were interested in the effect of time and social context on user interests, we built our own Web application, and asked users (recruited via social networks) for using it to provide personal ratings for movies they had watched. Specifically, participants rated a freely chosen set of movies by using a rating scale from 1 to 5 (1 representing no user interest, and 5 for a maximum user interest). The final dataset used in our study consisted of 481 ratings from 67 users given to 174 movies. The rating distribution of the dataset was 2.7%, 7.7%, 19.1%, 44.7%, and 25.8% for ratings values of 1, 2, 3, 4, and 5 respectively. This non-uniform distribution is important to take into account when analyzing the results reported in Section 4.
In addition to ratings, participants stated which time of the day (morning, afternoon, night, and indifferent), which period of the week (working day, weekend, and indifferent), and with whom (alone, with my couple, with my family, with friends, and indifferent) they would prefer to watch the rated movies.
In order to gain a first insight about the context influence on user preference, we analyze the differences in ratings between movie genres and contexts. Figure 1 shows the average movie rating value computed over the different contexts in our study, globally and per movie genre. As shown in the figure, there are important variations in average rating values between different contexts. These results show that time and social context information has an impact on user preferences in the movies domain, and thus, can be useful in the rating prediction task. 
Evaluated Context-Aware Recommender Systems
We evaluated several pre-filtering, post-filtering and contextual modeling approaches. In the pre-filtering case, we used the exact pre-filtering strategy suggested by Adomavicius and colleagues [1] , and the Item Splitting technique proposed by Baltrunas and Ricci [4, 7, 8] . In the post-filtering case, we used the filtering strategy presented by Panniello and colleagues in [9] . Finally, in the contextual modeling case, we evaluated several classifiers developed by the Machine Learning community, including Naïve Bayes, Random Forest, MultiLayer Perceptron (MLP), and Support Vector Machine (SVM) algorithms [20, 21] . All the classifiers were built with vectors of content-based attributes corresponding to user and item genre information, and different contextual signals.
In exact pre-filtering (PeF), only ratings relevant to the target context are used to compute rating predictions with a context-unaware recommendation algorithm. Specifically, the knearest neighbor (kNN) algorithm [22] was used as underlying recommendation algorithm.
Item Splitting (IS) is a variant of context pre-filtering. This method divides (i.e., splits) preference data for items according to the context in which such data were generated, in cases where there exist significant differences in the user preferences received by items among contexts. In order to determine whether such differences are significant, an impurity criterion is used. When an item is split, two new (artificial) items are created, each one with a subset of the preference data from the original item, according to the associated context value. One of these new items corresponds with the preferences generated on one contextual condition, and the other (artificial) item corresponds with the remainder preferences. The original item is removed from the dataset, and afterwards, any non-contextualized recommendation algorithm is performed on the modified dataset.
In order to decide whether to split the set of ratings given to an item , we utilized several impurity criteria, based on Baltrunas and Ricci's findings [4] . An impurity criterion , returns a score of the differences between the ratings given to an item in a split ∈ , where represents the set of possible contextual splits. The selected impurity criteria were: , , which measures the information gain given by to the knowledge of item rating;
, , which estimates the statistical significance of the difference in the means of ratings associated to each context in using the t-test; and , , which estimates the statistical significance of the difference between the proportion of high and low ratings in each context of using the two-proportion z-test. A set of item ratings is split if the corresponding criterion returns a score above certain threshold. If several splits obtain a score above the threshold, the split with highest score is used. Note that by using this heuristic, when more than one context variable is used for splitting (e.g. time of the day and period of the week), the impurity score lets select dynamically the best context variable for performing the split of a given item -the one that maximizes the differences in item rating patterns among contextual conditions. We used kNN and matrix factorization (MF) [17] collaborative filtering algorithms separately as recommendation strategies after IS.
In contextual post-filtering (PoF), rating predictions are generated by a context-unaware algorithm in a first stage, and then the predictions are contextualized according to the target context. We used the same kNN rating prediction algorithm used with pre-filtering approaches. The contextualization of rating predictions was performed by a filtering strategy presented in [9] , which penalizes the recommendation of items that are not relevant in the target context as follows. The relevance of an item i for the target user u in a particular context c is approximated by the probability P u, i, c , , , where is the number of neighbors used by kNN and U , , v ∈ N u |r , , ∅ , that is, the user's neighbors v in the neighborhood of , , who have rated/consumed item i in context c. The item relevance is determined by a threshold value τ (set to 0.1 in our experiments) that is used to contextualize the ratings as follows:
where F , denotes the context-unaware rating prediction given by a RS, and F , , denotes the context-aware rating prediction. The Machine Learning algorithms used for contextual modeling provide a score distribution for a rating (class label) in the space of rating values 1, 2, 3, 4 and 5. These algorithms were trained with a set of patterns composed of attributes describing user and item characteristics, and attributes containing contextual information. The algorithms exploit these patterns to compute score distributions. In this way, preferences of individual users were exploited in a collaborative way. The analyzed user and item characteristics correspond to movie genres. For each user , the value of attribute was the number of 's liked/preferred items with genre . For each item , the value of attribute was 1 if had the genre , and 0 otherwise.
Experiments and Results
To determine which contextualization approach performs the best, we evaluated the CARS described in Section 3.3 on the context-enriched dataset collected in our study, and using the contextual information described in Section 3.2. In this section we detail the followed experimental setting, and discuss the obtained results.
Experimental Setting
We performed 10-fold cross-validation in all the experiments. In the pre-filtering and postfiltering cases, we used the kNN and MF implementations provided by the Apache Mahout project 3 , with 30 and the Pearson Correlation for kNN, and 60 factors for the MF algorithm. To obtain full coverage, in cases where an algorithm was unable to compute a prediction, the average dataset rating was provided as prediction. In the contextual modeling cases, we used the classifier implementations provided in Weka 4 .
We computed the accuracy of the evaluated recommendation approaches in terms of the correct classification rate for each rating value (acc1, acc2, acc3, acc4, and acc5) , and the weighted overall correct classification rate (acc) [23] . We also computed the Area under the Curve (AUC) metric [24] . These metrics allow us to observe the performance of the tested approaches taking the pattern's class distribution into account. Table 1 shows the best results obtained for each of the tested approaches on our contextenriched dataset. The results are grouped according to the contextualization approach (pre-and post-filtering or contextual modeling), and the type of profile data provided to each recommendation algorithm. In the IS approaches, we tested different threshold values for the considered impurity criteria. We finally used 0.8, 2.1 and 1.2 as threshold values for , and respectively. We also tested different settings for specific parameters of each classifier used in contextual modeling, obtaining similar results. For the acc metric, we observe that the contextual modeling approaches in general obtain the best values, although this may be due to the accuracy of the classifiers, as can be observed from the results using only genre profile data. On the other hand, the IS approach is not useful for improving kNN results. We observe that for PeF the good results are related with an almost perfect result on acc4 metric. This is due to the low coverage induced by PeF, which forces to present the dataset average rating (3.83) as prediction in many cases, which is associated to the class label 4, but with near zero accuracy for the other rating values. On the other hand, PoF and contextual modeling approaches show a better balance of accuracy among the different rating values, as contextual modeling approaches also do.
Results
Regarding the contribution of the contextual signals, we observe that the evaluated CARS take advantage differently from each type of context information. IS pre-filtering shows better performance by using all contextual signals. PoF, differently, shows better performance when it uses only time context information. In the case of the contextual modeling approaches, Naïve Bayes and Random Forest algorithms show better AUC when exploiting social context, although acc is not improved when using such contextual signal. SVM, on the other hand, shows better performance when it uses time context information, and MLP obtains only a slight improvement on AUC from using time context information. Interestingly, using all contextual signals does not lead to consistent improvements of the contextual modeling approaches.
One possible reason for the low performance obtained when using all the contextual signals is the increased dimensionality introduced by the additional information that must be handled by the CARS. This higher dimensionality is traduced in increased data sparsity in the case of PeF-based CARS (because PeF uses rating data only from the same context), and overfitting in the case of the Machine Learning-based contextual modeling CARS analyzed here, due to the increased number of pattern attributes.
Summing up, based on the reported results, we could conclude that there is no unique superior CARS for improving rating predictions on the movie domain, and that performance improvements have a strong dependency with the underlying recommendation algorithm used with the contextualization approach. Moreover, no contextual signal seems to be more informative than other for all the evaluated CARS. Similarly to findings in previous research comparing some CARS approaches on e-commerce applications [9] , the identification of the best performing approach requires a time-consuming evaluation and comparison of several CARS on the target data. Finally, we could also conclude that using larger number of contextual signals does not necessarily lead to better CARS performance, and the contribution given to a contextual signal depends on the particular combination of contextualization approach and recommendation algorithm used.
Conclusions and Future Work
In this paper we have compared diverse CARS, including various pre-filtering, post-filtering and contextual modeling approaches. To address the lack of available context-enriched data, we conducted a user study, and collected a dataset of movie ratings and information about the time and the social company preferred by the users for watching the rated movies.
The results obtained in our experiments show that there is not a CARS clearly superior to others, since performance values depend to a large extent on the particular combination of the contextualization approach and the underlying recommendation algorithm used to instantiate the approach. We observed that an Item Splitting pre-filtering using Matrix Factorization, as well as a Random Forest-based contextual modeling had a general good performance on the collected dataset, independently of the contextual information used, and thus, may represent good choices for the movie domain when different contextual signals are available (RQ1).
The analysis of contextual information also showed that the highest contribution is not given consistently by any of the signals alone, nor their combination. Thus, we conclude that using all available context information does not have to be the best solution, due to the higher dimensionality introduced by the context information (the "curse of dimensionality" [20] ). Despite this fact, the Item Splitting-based approach was able to properly deal with the combination of context signals, possibly due to its ability of not discarding rating data, but splitting them according to the context only in cases where a significant difference is observed (RQ2).
The study reported in this paper has some limitations. In particular, the used dataset have a limited number of ratings, and experiments with a much larger dataset (and additional datasets) should be conducted, in order to test whether results obtained in this work are general or not. Nonetheless, we remind that in our dataset (and differently to publicly available datasets with rating timestamps), the contextual information associated to each rating corresponds to the actual context in which users watched movies (at least as informed by them), and thus, represent confident contextual signals.
Apart from using more experimental data, next steps in our research will consider analyzing additional contextual signals, and evaluating more complex contextual modeling strategies, particularly those that are able to take advantage of combinations of contextual signals.
