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Abstract
The paper introduces a new approach to dynamic modeling, using the variation principle, applied to a
functional on trajectories of a controlled random process, and its connection to the process’ information
functional. In [V.S. Lerner, Dynamic approximation of a random information functional, J. Math. Anal.
Appl. 327 (1) (2007) 494–514, available online 5-24-06], we presented the information path functional
with the Lagrangian, determined by the parameters of a controlled stochastic equation. In this paper, the
solution to the path functional’s variation problem provides both a dynamic model of a random process and
the model’s optimal control, which allows us to build a two-level information model with a random process
at the microlevel and a dynamic process at the macrolevel. A wide class of random objects, modeled by the
Markov diffusion process and a common structure of the process’ information functional, leads to a univer-
sal information structure of the dynamic model, which is specified and identified on a particular object with
the applied optimal control functions. The developed mathematical formalism, based on classical methods,
is aimed toward the solution of problems identification, combined with an optimal control synthesis, which
is practically implemented and also demonstrated in the paper’s example.
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Following R. Feynman’s ideology [2], we apply the path functional, found in [1], to uncover
the unknown information regularities of a random process. The considered variation principle’s
mathematical and information formalisms describe the information regularities of creation of the
dynamics from stochastics. The problem consists of modeling (identification) a random object by
a corresponding dynamic model, which discloses the object’s information regularities. This prob-
lem acquires significant importance for a complex object with a wide diversity of superimposing
process’ interactions of a distinct nature, which can be modeled by information interactions,
making the information model’s description a universal language for dynamic modeling [3].
Many years have passed since the remarkable publications [4–9], but new, significant results
have yet to be achieved in this area. Modeling is based on the disclosure of regularities through
the minimization of uncertainties in the observed object, associated with the object’s probabilistic
description and/or with the information, necessary for the object’s measurement and identifica-
tion. This leads to the path functional’s connection to information theory and to developing the
model, obtained by a minimization of such an information functional, which becomes the ob-
ject’s own (eigen)information functional. The described solution of the variation problem is an
exceptional one because of both the targeting of the newly established path functional [1] and
the connection of the microlevel stochastics to information macrodynamics (IMD). No partic-
ularly analogous solutions currently exist in known publications. The paper is organized in the
following sequence. In problem statement (Section 2), we express the extremal problem via
the functional at the macrotrajectories and their proximity to the microprocess’ conditional en-
tropy and then formulate the variation problem as the extreme of the macroprocess’ functional
with the constraint, defined by a maximal closeness of the microprocess’ conditional entropy
to the functional at the macrotrajectories. This constraint establishes a connection between the
micro- and macroprocesses. The functional’s structure and the constraint lead to nontraditional
solutions to both the extremal and the control’s synthesis problems. Using both Pontryagin’s
maximum principle and Lagrange’s methods of eliminating constraints, we find in Section 3 the
solution to the variation problem in the form of a dynamic macromodel and a specified equation
of constraint, connecting the dynamics and stochastics. The solution determines the piece-wise
extremal segments, where the macrodynamics act, and the “windows” between the segments,
where the microlevel’s random information affects the macrolevel. This requires the introduction
(along with an applied regular control) of a special “needle” control, acting between the extremal
segments and joining them. We use the connection of the micro- and macroprocesses to iden-
tify the macromodel’s operator via the observed random processes, in particular, by measuring
and computing the corresponding covariation (correlation) functions. In Section 4 we synthesize
both the optimal regular and needle controls by solving the corresponding Bolza problem. We
obtain a discrete function for the optimal regular control, applied at each extremal segment, and
the optimal “jump” function for the optimal needle control, applied between the segments and
thereby connecting them. These controls allow us to build a procedure for optimal control syn-
thesis combined with macromodel identification. The method brings a concurrent procedure of
the object’s identification under the optimal control’s action along each extremal. Because the
above control also sticks the extremals, they sequentially consolidate the extremals (of an ini-
tially multi-dimensional process) into a process cooperative structure. The paper’s elementary
example illustrates the joint identification and synthesis of optimal control for the random object
of a second dimension during the two discrete time intervals of observation, determined by the
concurrently identified macromodel’s matrix. The example’s phase trajectories show not only
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ues as the synthesis’ attribute to the model’s consolidation. The model’s formalism provides a
tool for developing a computer-based methodology and the IMD program, which has been ap-
plied toward solutions to the problems of dynamic modeling, identification, optimal control, and
consolidation for diverse complex objects [3,10].
2. The problem statements
The variation problem is considered for the two level’s micro- and macrodescriptions of com-
plex object, which is characterized by a controllable random microprocess x˜t and a dynamic
macroprocess xt , both undergo the control ut and disturbances ζt = ζ(t,ω) that depend on a
current randomness ω [1].
The microlevel process, representing the interaction of microlevel stochastic elements, is
modeled by the solution of the n-dimensional controlled stochastic Ito equation [11], which is
considered as an initial object:
dx˜t = a(t, x˜, ut ) dt + σ(t, x˜t ) dξt , x˜s = η, t ∈ [s, T ] = Δ, s ∈ [0, T ] ⊂ R1+, (2.1)
with the standard limitations on function of controllable shift and diffusion, being a continuous,
continuously differentiable everywhere on Δ, excluding maybe the set {τk}mk=1, defined by the
applied control ut [1], which belongs to a space of the piece-wise continuous on Δ functions
KC(Δ,U), u ∈ U . Unknown macroprocess follows from an extremal probabilistic approxima-
tion of the microlevel process with the aid of the applied control
xt
def= xt
(
t, xst
)
, (2.2)
whose starting point xst is observable, that means being averaged by the microprocess’ random
initial conditions x˜s . The extremal approximation of a microlevel processes (x˜t ) by a macrolevel
processes (xt ) we evaluate by the following probability limits, connecting the micro- and macro-
level processes to each other:
P1 = P
{
ρL2(x˜t , xt ) < δ
}→ Sup
xt
, (a)
P2 = P
{
ρL2(ζt , xt ) < δ
}→ Sup
xt
, (b)
P3 = P
{
ρL2(x˜t , ζt ) < δ
}→ Sup
x˜t (u)
, (c) (2.3)
where
ρL2(ϕ,ψ) =
( T∫
0
|ϕ −ψ |2 dt
)1/2
, (ϕ,ψ) ∈ L2, |ϕ −ψ |2 =
n∑
i=1
(ϕi −ψi)2; δ > 0,
(2.4)
is the measure for the above process’ distance in the L2 (or a closeness in the C) metric with an
accuracy δ > 0, Sup
(•)
is a maximum of lowest limit of the considered probabilities, evaluating by
this measure. (Instead of disturbances ζt , a given microprocess x˜1t can be used in (2.3)(b)–(c).)
According to [1] for the considered Markov diffusion processes, we get the following expressions
for the probabilities:
P1  P(Bδ)ε1 exp
{−(S1(xt )+ [2S1(xt )(1 − ε1)−1]1/2)}, (2.5)
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T∫
s
L1 dt, L1 = 1/2
(
x˙ − au(t, xt )
)T (2b(t, xt ))−1(x˙t − au(t, xt )),
a(t, x,u) = au(t, x), (2.5a)
P2  P(Bδ)ε2 exp
{−[S2(xt )+ (2S2(xt )(1 − ε2)−1)1/2]}, (2.6)
S2(xt )=
T∫
s
L2 dt, L2 = 1/2x˙Tt
(
2b(t, xt )
)−1
x˙t , (2.6a)
P3  P ∗s (Dδ)P (Bδ)ε3 exp
{−[S3(x˜t )+ (2S3(x˜t )(1 − ε3)−1)1/2]}, (2.7)
S3(x˜t )=
T∫
s
L3 dt, L3 = Ms,x˜s
[
au(t, x˜t )
T
(
2b(t, x˜)
)−1
au(t, x˜t )
]
,
2b(t, x˜t ) = σ(t, x˜t )σ (t, x˜t )T (2.7a)
where S1, S2 have a meaning of the functionals of actions [12], while S3 represents a condi-
tional entropy of the process x˜t regarding ζt , connected to the theory of information [13]; P(Bδ),
P ∗s (Dδ) are some fixed initial probabilities [1], and ε1, ε2, ε3 are the accuracies of the approxi-
mations for the above probabilities consequently. The relations (2.5)–(2.7a) allow us to express
the functionals and corresponding Lagrangians by the parameters of Eq. (2.1). The functionals
connections to probabilities (2.3)(a)–(c) lead to the extremal principle in the form
S1(xt )→ Inf
xt
, S2(xt )→ Inf
xt
, S2(xt )→ S3(x˜t ). (2.8)
The meaning of the last conditions in (2.8) consists of the equalization of a minimal value for
the macrolevel’s functional S2(xt ) with the microlevel’s functional S3(x˜t ) by the variations of
macrotrajectories xt and microtrajectories x˜t accordingly, using controls ut . Conditions (2.8)
join the micro- and macrolevel’s problems, expressing their unity for the same object. Relations
(2.3)–(2.8) will be satisfied by the synthesis of macromodel x˙t = au(t, xt ), xst = Mt=s[x˜(s)]
(with trajectories (2.2)), which provides an absolute minimum to each of the functionals S1(xt ),
S2(xt ), while the last one approaches the functional S3(x˜t (ut )). The minimum condition of the
functional’s closeness (2.8) leads to the equation of a constraint for the variation problem. Thus
both the model’s macroequation and the constraint will be found in the process of solving the
variation problem.
If the initial problem includes also a programmable trajectory x˜1t , as a model of the mi-
crolevel’s task, defined by the solution of corresponding stochastic equation, then, in addition
to the problems (2.3)(a)–(c), we get
P4 = P
{
ρL2
(
x˜t , x˜
1
t
)
< δ
}→ Sup
x˜t (u)
. (2.9)
This problem is considered in [1], where (at some limitations) it is shown that (2.9) leads to the
maximum for
P ∗4 = P
{
ρL2
(
x˜∗t , xt
)
< δ
}→ Sup
xt
, x˜∗t = x˜t − x˜1t , (2.10)
and finally to the P2 in form (2.6).
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Let us formulate the variation problem (VP) using the Lagrange method of eliminating con-
straints [14] and the Pontryagin maximum principle [15]:
Sp(xt ) =
T∫
0
L0p(t, xt , x˙t , ut ) dt → extr, ut = u(t, xt ), u ∈ Uˆ , Uˆ = intU, (3.1)
Sp = Sp
(
s, T , xt (•)
)
, xt (•, x) ∈ KC1
(
Δ,Rn
)
,
‖xt‖KC1 def= ‖xt‖C = Sup
t∈Δ
(
n∑
i=1
x2i (t,•)
)1/2
, xT = ‖oi‖ni=1, (3.1a)
L0p =
{
Lp = λ0L(t, xt , x˙t )+ pTt (x˙t − au(t, xt )), or (3.2a)
Lup = λ0L(t, xt , au(t, xt ))+ pTt (x˙t − au(t, xt )), (3.2b)
L(t, xt , x˙t ) = 1/2x˙Tt
(
2b(t, xt )
)−1
x˙t , (3.3)
L
(
t, xt , a
u(t, xt )
)= 1/2(au(t, xt ))T (2b(t, xt ))−1au(t, xt ), au(t, x) = 0, (3.4)
ψj
(
τ, xτ , u(τ, xτ )
)= 0, j = 1, . . . ,N, τ ∈ ψ ⊂ Δ, ‖ψi‖ = ψ : (ψ,Rn,U)→ R1,
(3.5)
where Lagrangian L0p is written in both the traditional (3.2a) (for Calculus in Variations) and
the Pontryagin’s (3.2b) forms, and λ0, pt are the Lagrange multipliers: λ0 ∈ R1+, pt = p(•, x) ∈
KC1(Δ,Rn).
Conditions (3.5) are defined by reaching the equalization of S2(xt ) with S3(x˜t ) (follow-
ing (2.8)), and represent the constraint’s equation, imposed by stochastics; ψ is a discrete set
of points t ∈Δ where (3.5) is determined for function ψj = ψj(τ, xτ , u(τ, xτ )), while ψ ⊂ R1+
and N will be found based on the above equalization.
Lemma 3.1. The equations for the field of the functional Sp on the set
Q =
(
Δ
∖( m⋃
k=1
τk ∪ ψ
))
×Rn; Δ0 = Δ∖ m⋃
k=1
τk, (3.5a)
where τk is the point of the control’s discontinuity, follow from the application of the variation
conditions [14,15] for the conjugate vectors Xp(t), pt and the corresponding Hamiltonians Hp ,
Hup accordingly.
Indeed, the field’s equations bring the following relations, which are satisfied ∀t ∈ Δ0 \ ψ :
Xp(t) = ∂Lp
∂x˙t
= λ0Xt + pt , Xt = ∂L(t, xt , x˙t )
∂x˙t
= (2b(t, xt ))−1x˙t , (3.6)
λ0Xt + pt = λ0
(
2b(t, xt )
)−1
x˙t + pt , x˙t = au(t, xt ) = 2b(t, xt )Xt , (3.7)
Hp(t)= x˙Tt Xp(t)−Lp(t)
= λ0x˙Tt
(
2b(t, xt )
)−1
x˙t + x˙Tt pt −
λ0
2
x˙Tt
(
2b(t, xt )
)−1
x˙t − pTt x˙t + pTt au(t, xt ),
(3.8)
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Hp(t, x,X)= λ0XT b(t, x)X + pTt au(t, xt ). (3.8b)
We come to the differential equations of the VP’s extremals:
x˙t = ∂Hp(t, xt ,Xp(t))
∂Xp
= λ02b(t, xt )Xt = λ0au(t, xt ),
∂Hp
∂Xp
= ∂X
∂Xp
∂Hp
∂X
= E∂Hp
∂X
= ∂Hp(t, x,X)
∂X
, (3.9)
pt =
∂Lup
∂x˙t
,
Hup (t)= x˙Tt pt −Lup(t)
= x˙Tt pt −
λ0
2
(
au(t, xt )
)T (2b(t, xt ))−1au(t, xt )+ pTt au(t, xt )− pTt x˙t . (3.10)
From the comparison of (3.7) and (3.9) follows λ0 = 1 and
Hup(t)= −
1
2
(
au(t, xt )
)T (2b(t, xt ))−1au(t, xt )+ pTt au(t, xt ). (3.10a)
The functional’s field on Q= (Δ0 \ ψ)×Rn is determined by the tranversality’s conditions
∂Xi(t, x, a
u(t, x))
∂xj
= ∂Xj (t, x, a
u(t, x))
∂xi
, i, j = 1, . . . , n, (3.11)
dXp(t, xt , a
u(t, xt ))
dt
= −∂Hp(t, xt ,Xp(t))
∂xt
, (3.12)
or is expressed by both relation (3.11) and equation
dpt
dt
= −∂H
u
p
∂xt
= −
(
∂au(t, xt )
∂xt
)T
pt + ∂
∂xt
(
1
2
(
au(t, xt )
)T (2b(t, xt ))−1au(t, xt )
)
,
(3.13)
corresponding to the forms (3.2a) and (3.2b), where (3.12) is the equation for the conjugate
vector in (3.6), related to Lagrangian in form (3.2a), and (3.13) is the equation for the conjugate
vector in (3.10), related to the Hamilton equation for Lagrangian in form (3.2b). Equation (3.13)
is a stationary condition for the maximum principle. These equalities for the functional’s Sp field
should be equivalent on (Δ0 \ ψ) × Rn because both of them are consequences of the same
variation principle, represented in the above two forms.
Corollary 3.1. Function of action Sp(t, x), defined on the extremals, satisfies the Hamilton–
Jacobi (HJ) equations at (t, x) ∈Q in the forms
−∂Sp(t, x)
∂t
= Hup(t, x,Xp),
∂Sp(t, x)
∂x
= Xp(t, x), (3.14)
−∂Sp(t, x)
∂t
= 1
2
(
au(t, x)
)T (2b(t, x))−1au(t, x)+ pTt au(t, x). (3.15)
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of current variables: S˜ = S˜(t, x), which satisfies the Kolmogorov equation (K) [16], applied to
Eq. (3.1) in the form
−∂S˜
∂t
= (au)T ∂S˜
∂x
+
n∑
i,j=1
bij
∂2S˜
∂xi∂xj
+ 1
2
(
au
)T
(2b)−1au,
au = au(t, x), b = b(t, x), (3.16)
and let us have a function S˜p = S˜p(t, x), which satisfies (3.16) at each point (t, x) ∈ Q of the
extremal’s field:
−∂S˜p
∂t
= (au)T ∂S˜p
∂x
+
n∑
i,j=1
bij
∂2S˜p
∂xi∂xj
+ 1
2
(
au
)T
(2b)−1au (3.16a)
and satisfies the HJ equations (3.14), (3.15) on a certain set Q0 ⊂ Q, where holds true the
equation
(
au
)T ∂S˜p
∂x
+
n∑
i,j=1
bij
∂2S˜p
∂xi∂xj
= pT au, au = au(t, x), b = b(t, x). (3.17)
Then, the above function S˜p = S˜p(t, x) exists and satisfies the equation
∂Xp
∂x
= ∂X
∂x
= −2XXT , (3.18)
which determines the N = n2 equations of the constraint in (3.5).
Proof. Applying Eqs. (3.6)–(3.13) and principle of superposition for the continuous and differ-
entiable transformations, we come to existence of Eq. (3.17) and the fulfillment of (3.15) for
S˜p = S˜p(t, x).
Because of that, the following equations
∂S˜p
∂x
= Xp, −∂S˜p
∂t
= Hp (3.18a)
are satisfied on Q0 ⊂ Q. Since (3.17) is a linear elliptic equation solvable under the given bound-
ary conditions (on the right-hand side of (3.17)), function S˜p(t, x) exists.
According to (3.17), (3.18a) and (3.6)–(3.8) we get on Q0 ⊂ Q:
(
au
)T
X + (au)T p + n∑
i,j=1
bij
∂Xpi
∂xj
= pT au, XT 2bX +
n∑
i,j=1
bij
∂Xpi
∂xj
= 0,
n∑
i,j=1
bij
(
∂Xpi
∂xj
+ 2XiXj
)
= 0, (3.19)
ψ =
n∑
i,j=1
bij (∂Xip/∂xj + 2XiXj ) = 0, b > 0; detb = 0,
∂Xp = ∂X = −2XXT . (3.20)
∂x ∂x
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equations of the differential constraints in (3.5). Condition (3.18), being applied, should not
contradict the VP (particularly, in forms (3.14) and (3.11)). Indeed, from (3.14), (3.18) we have
∂Xp
∂t
= −∂Hp
∂x
− ∂Xp
∂x
au, (t, x) ∈Q,
∂
∂x
(
∂Xp
∂t
)
= −2
(
∂X
∂t
XT +X∂X
T
∂t
)
, (t, x) ∈ Q0, (3.20a)
or in other form: ∂
∂t
( ∂X
∂x
+ 2XXT ) = ‖oij‖ni,j=1. This proves the correctness of (3.18), which
satisfies (3.20a). 
Comment 3.1. For the implementation of (3.18), (3.20), and (2.8), the distributions for both
functionals S˜p(t, x) and S˜(t, x), at (t, x) ∈ Q˜, should be considered in the same region by letting
Q = Q˜ in the above HJ and K equations. From that it follows Q = Δ0 × Rn, ψ =⋃mk=1 τk =
Δ0, i.e., set ψ ⊂ R1+, where the constraint (3.5), (3.18) holds true, coincides with the discrete
moments, imposed at a locality of the control’s discontinuity {τk∓0}mk=0. For the fulfillment of
equation (3.18), (3.20) by applying the controls, let us assume
Q0 = Q0− ∪Q0+, Q0± def=
m⋃
k=1
τk∓0 ×Rn, (3.21)
i.e. constraint (3.5), (3.18) at (3.21) is imposed at a vicinity of hyperplanes of space R1+ × Rn,
defined by set ψ =⋃mk=1 τk , which will be selected constructively later on.
Let us represent vector au in a traditional form au = A(t, x)x + u, where A(t, x) is a macro-
model’s differential operator, while the control can be written in the form u= A(t, x)v, where v
is the control vector reduced to a state vector x. Then we formulate the following
Theorem 3.1. Equations for the functional field (3.6), (3.7), (3.15), (3.16) and for the differen-
tial constraint (3.5), (3.18) of the VP are satisfied jointly when the following equations for the
macromodel and controls hold true:
a(t, xt , ut ) = au = A(t)(x + v), A(t) = At, At ∈ KC
(
Δ,L
(
Rn
))∩C1(Δ0,L(Rn)),
(3.22)
(t, x) ∈ (Δ×Rn), Δ0 = Δ∖ m⋃
k=1
τk, vt ∈ KC(Δ,V )∩C1
(
Δ0,L
(
Rn
))
, V ⊂ Rn,
(3.23)
where v = A−1u is the control vector u, reduced to a state vector x.
Proof. Equalities (3.6) and (3.14), (3.15) are the consequences of the same variation principle
with Lagrangians in two forms (3.2a), (3.2b). Therefore, either (3.6), (3.7) or (3.6), (3.14) must
be equivalent at Q= Q˜ = Δ0 ×Rn, (t, x) ∈Q.
This involves a joint consideration of the following equations: the field equations (3.6), (3.7),
the differential equation for the conjugate vector in the field for Hamiltonian (3.10a):
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∂t
= −∂Hp
∂x
− ∂Xp
∂x
au, Xp = X(t, x)+ p(t, x),
∂Xp/∂x = (∂Xp/∂x)T = ∂X/∂x = (∂X/∂x)T , (3.24)
Hp = (Xp − p)T b(Xp − p)+ pT au = XT bX + pT au, au = 2bX, (3.24a)
the equation of the differential constraint in the form (3.18), and the equation
∂(∂Xp/∂t)/∂x = −2
[
(∂X/∂t)XT +X(∂X/∂t)T ], (t, x) ∈Q0. (3.25)
The right side of (3.25), after applying Hp from (3.12), (3.24a) and substituting (3.18), acquires
the forms:
∂Hp
∂x
=
(
∂
∂x
(Xp − p)T b
)
X −
(
∂X
∂x
b
)T
X +
(
∂
∂x
au
)T
p, (3.25a)
∂Hp/∂x = 1/2
(
∂au/∂x
)T
X + 2XXT bX + (∂au/∂x)T p. (3.25b)
After differentiating
∂Xp/∂t = −∂Hp/∂x + 2XXT au = −1/2(∂au/∂x)T X +XXT au − (∂au/∂x)T p,
(3.25c)
Eqs. (3.25) and (3.25c) can be written in the following two forms:
∂
[
1/2
(
∂au/∂x
)T
X −XXT au + (∂au/∂x)T p]/∂x = 2[(∂X/∂t)XT +X(∂X/∂t)T ],
(3.26)
∂
[
1/2
(
∂au/∂x
)T
X −XXT au + (∂au/∂x)T p]/∂x
= 1/2∂(∂au/∂x)T /∂x : (X + 2p)− (∂au/∂x)T XXT −XXT ∂au/∂x + 4XXT (XT au).
(3.26a)
Since functional (3.1) reaches its extreme on the solutions of Eqs. (3.8), (3.9), the variation
conditions of a coordination in the functional field [14] are satisfied in the form:
∂X
(
t, x, au(t, x)
)
/∂t = −∂H (t, x, au(t, x))/∂x,
H(t, x) = 1/2(au)T (2b)−1au = 1/2XT au. (3.27)
Using the last equation and (3.18), we obtain
−∂H/∂x = −1/2[(∂X/∂x)T au + (∂au/∂x)T X]
= −1/2[−2XXT au + (∂au/∂x)T X], (3.27a)
and (3.27), (3.27a) take the form
2
[
(∂X/∂t)XT +X(∂X/∂t)T ]
= 2XXT (au)XT − (∂au/∂x)T XXT + 2X(au)T XXT −XXT ∂au/∂x
= 4X(XT au)XT − (∂au/∂x)T XXT −XXT ∂au/∂x. (3.28)
From the joint consideration of (3.26), (3.26a) and (3.28) we get equality
1/2∂
(
∂au/∂x
)T
/∂x : (X + 2p)= ‖oij‖ni,j=1 = O, (3.29)
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Q =
(
Δ
∖⋃
τk
)
×Rn, if ∂2auk (t, x)/∂xi∂xj ≡ O; i, j, k = 1, . . . , n, (t, x) ∈ Q0.
(3.30)
From that, Eqs. (3.22), (3.23) follow.
Operator A = A(t) does not depend on the microlevel’s randomness (ω ∈ Ω) by its defini-
tion. 
Comment 3.2. The path functional on the extremals, expressed through the parameters of the
object equations (2.1), which satisfies the VP, we call a proper (eigen)functional. This func-
tional, according to (3.13), meets the conditions of the model’s stability, being invariant on each
extremal’s segment between the “punched” points ψ = ⋃mk=1 τk . The eigenfunctional’s La-
grangian:
Lp = −1/2
[
(dx/dt)T
(
2b−1
)
(dx/dt)+ pT (dx/dt − au)], (3.31)
with Eqs. (3.16), (3.18):
pT au = (X + p)T au + bT ∂X/∂x − (2bX)T X, dx/dt = au, 2bX = dx/dt, (3.32)
takes the form
Lp = −1/2
[(
au
)T (2b−1)(au)−XT dx/dt + (dx/dt)T X]. (3.33)
Corollary 3.2. From (3.8), (3.22), (3.23) follow the explicit relations for vector X and the differ-
ential constraint (3.18) in the forms
X(t, x) = (2b(t, x))−1A(t)(x + v), A= AT , b = bT ,
(2b)−1A = A(2b)−1, b = b(t, x), (3.34)
∂X/∂xj = −(2b)−1∂(2b)/∂xj (2b)−1au + (2b)−1∂au/∂xj = 2XXj
= 2(2b)−1auXj , (3.35)
−∂(2b)/∂xj (2b)−1au + ∂au/∂xj = 2auXj ,
−(∂(2b)/∂xjX)i + ∂aui /∂xj = 2aui Xj , i, j = 1, . . . , n, (3.36)
−
n∑
k,m=1
∂(2bij )
∂xj
(2b)−1kma
u
m +
∂aui
∂xj
= 2aui
n∑
k=1
(2b)−1jk a
u
k ,
2bij (t, xj ) = σij (t, xj )σji(t, xj ) = Lijkin, aui = aui (t, xj ), (3.37)
−
n∑
k,ν=1
∂(2bik)/∂xj (2b)−1kν a
u
ν +Aij = 2aui
n∑
k=1
(2b)−1jk a
u
k ,
i, j = 1, . . . , n, (t, x) ∈Q0. (3.38)
Both (3.9), (3.37) [at b = b(t, x)], and (3.22) [at b = b(t)] define the dynamic model of a random
object satisfying the VP. The macroprocess provides the extremal prognosis of an evolution (of
the (2.1) solutions) using the microstate’s math expectation, defined by the averaged microlevel’s
initial conditions. Form (3.7-on the right), (3.34) coincides with the equation of Irreversible
Thermodynamics (IT) [17], where function b = b(t, x) defines the nonlinear kinetic operator Lkin
in (3.37), at 2b = Lkin. Lagrangian (3.33) relates to Onsager–Machlup’s Lagrangian in the IT.
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which, unlike the traditional maximum principle, appears in the conjugate vector’s expression,
and therefore, participates in the constraint’s equation (3.20), (3.36), (3.37). This connects the
functions of drift and diffusion and represents a basic equation for the identification of an un-
known structure of the macromodel operator by measuring a nonlinear matrix of diffusion. At a
known matrix At , this matrix might also be used for the identification of the diffusion matrix b
following (3.34). However, at bt = b(t) the equation of the differential constraint (3.18) acquires
the form
At
[
E + 2(x + v)(x + v)T At (2bt )−1
]= ‖oij‖ni,j=1 = O, (t, x) ∈Q0, (3.39)
which can be satisfied only when At = ‖oij‖ni,j=1 = O, because det[(x + v)(x + v)T ×
At(2bt )−1] ≡ O. Relation (3.39) leads to the fulfillment of dx/dt (t ∈ Δ) = 0 for (3.22), which
contradicts the initial condition (3.4). This means that b = b(t) = bt satisfies (3.38) at the
“punched” points of set Q˜: Q0 = (⋃ τk ×Rn), and function b = b(t, x) satisfies (3.37) within a
“coupled region” of Q˜. Condition
n∑
i,j=1
(2bij )−1xixj  0, xt = 0, x ∈Rn, (3.40)
following from a positivity of both Lagrangian and functional at L2 = 0, S2 = 0 in (2.6a),
requires a nonsingularity of matrix b, which according to (3.37), (3.38) leads also to the non-
singularity of matrix A.
Equations (3.23)–(3.25), (3.38) allow the restoration of the macromodel’s eigenfunctional,
Lagrangian, and Hamiltonian, letting us find the macromodel’s equation directly from the solu-
tion of the VP problem.
Corollary 3.3. Because of the above (3.18) limitations, let us consider the implementation
of (3.5) using relation
∂X
∂x
+ 2XXT = ε, ρ(ε)→ min, (3.41)
where an accuracy ρ(ε) of approximating function ε = ε(t, x) can have the following forms:
ρ(ε)=
(
n∑
i,j=1
ε2ij
)1/2
, (a)
ρ(ε)=
(
n∑
i,j=1
M
[
ε2ij
])1/2
, (b)
ρ(ε)=
n∑
i,j=1
(
M
[
ε2ij
])1/2 = 0. (c) (3.42)
Taking into account (3.41), the coordination of relations (3.17) or (3.20) with the variation prin-
ciple in the forms (3.14), (3.11), accordingly, and Eq. (3.24), lead to equalities
∂Xp = −∂Hp − ∂Xp au, ∂
(
∂X + 2XXT − ε
)
= ‖oij‖ni,j=1 = O, (3.43)∂t ∂x ∂x ∂t ∂x
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∂x
(
∂X
∂t
)
= −2
[
∂X
∂x
XT +X
(
∂X
∂x
)T ]
+ ∂ε
∂t
, (3.43a)
∂
∂t
εij (τ, xτ ) = 0, ∂
∂xν
εij (τ, xτ ) = 0, i, j, ν = 1, . . . , n, τ ∈
m⋃
k=0
τk, (3.44)
from which we get the equation of constraint (3.39) in the form
1/2E + (x + v)XT = A−1bε, (t, x) ∈Q0. (3.45)
Corollary 3.4. Applying estimation (3.42c) to (3.18), we come to equality
M
[
∂X
∂x
+ 2XXT
]
= ‖oij‖ni,j=1 = O. (3.46)
Considering (3.46) jointly with (3.43), we obtain the relation for the identification of At at
t ∈Δ0:
At = −r−1v b = −br−1v , 2b(t, xt ) = σ(t, xt )σ (t, xt )T ,
rv(t) = M
[
(xt + vt )(xt + vt )T
]
, r1(t) = M
[
x˙t (xt + vt )T
] (3.47)
(with the aid of the control, applied at t = τ ), by using the covariation functions rv(t) and r1(t),
which satisfy
b(t) = 1/2r˙v(t), r˙v(t) = r1(t)+ rT1 (t)+M
[
v˙t (xt + vt )T + (xt + vt )v˙Tt
]
. (3.48)
It is seen that the dispersion matrix b is expressed through the derivation of covariation ma-
trix rv(t), defined via the observed variables, while matrices r−1v and b mutually commutate,
satisfying the equations for the functional’s field (3.7) and for constraint (3.46).
Theorem 3.2. Equations of the functional’s field (3.6), (3.7) and the VP’s differential constraints
(3.41), (3.45), (3.46) are consistent if Eqs. (3.22), (3.23) are fulfilled, and the equation for the
identification of the model’s operator on Q0 = (⋃ τk ×Rn) (including the τk±0 = τk(±0) local-
ity) has the forms
A(τk±0)= A± = r1±r−1v± = r−1v±r1±, r1± = r1(τk±0)= rT1 (τk±0), rv± = r1(τk±0),
r1 = M
[
dx/dt (x + v)T ], (3.49)
r˙v±(τk±0) = 2r1(τk±0) = 2rT1 (τk±0),
A(τk±0)= 1/2r˙v±(τk±0)r−1v±(τk±0) = 1/2r−1v±(τk±0)r˙v±(τk±0). (3.49a)
Proof. To prove Theorem 3.2 we use jointly Eqs. (3.24), (3.25a), (3.41) and (3.42c), (3.43),
(3.44).
Following the methodology of proving Theorem 3.1, we write down equations
∂Hp/∂x = 1/2
(
∂au/∂x
)T
X +XXT au − 1/2εT au + (∂au/∂x)T p, (3.50)
∂Xp(t, x)/∂t = −∂Hp/∂x + 2XXT au − εT au
= −1/2(∂au/∂x)T X +XXT au − 1/2εT au − (∂au/∂x)T p. (3.50a)
From that and after substituting (3.50a) into (3.43a) we obtain
V.S. Lerner / J. Math. Anal. Appl. 334 (2007) 441–466 453∂
(
1/2
(
∂au/∂x
)T
(X + 2p)−XXT au + 1/2εau)/∂x
= 2
[
∂X
∂t
XT +X
(
∂X
∂t
)T ]
. (3.50b)
Using (3.41) and (3.50b) we have
∂
(
1/2
(
∂au/∂x
)T )
/∂x : (X + 2p)− (∂au/∂x)T XXT + 1/2(∂au/∂x)T ε −XXT ∂au/∂x
+ 4XXT (XT au)− 2ε(XT au)+ 1/2(∂ε/∂x)T : au + 1/2εT ∂au/∂x, (3.51)
and after applying (3.27) to (3.41) we get
∂X
∂t
= −1/2
[
∂X
∂x
au +
(
∂au
∂x
)T
X
]
= XXT au − 1/2εau − 1/2
(
∂au
∂x
)T
X. (3.51a)
Considering jointly (3.43a), (3.50b), and (3.51a) we come to
2
[
∂X
∂x
XT +X
(
∂X
∂x
)T ]
+ ∂ε
∂t
= 2X(XT au)− εauXT −(∂au
∂x
)T
XXT + 2XXT (XT au)−X(au)T εT
−XXT ∂a
u
∂x
+ ∂ε
∂t
. (3.51b)
From (3.50b), (3.51), (3.51b), and (3.44), we get
∂
(
1/2
(
∂au/∂x
)T )
/∂x : (X + 2p)+ 1/2εT ∂au/∂x + 1/2(∂au/∂x)T ε − 2ε(XT au)
= −εauXT − (εauXT )T . (3.52)
The last relation has to be identical on Q0 ⊂ Q irrespectively of the explicit form for function
ε(t, x).
This condition is fulfilled if both the representation of (3.22) and relations
ε = εT , det ε = 0; ε ∂au/∂x = (∂au/∂x)T ε, εauXT = (εauXT )T (3.53)
hold true on Q0. From Eqs. (3.22), (3.52), (3.53) we obtain the following relations:
2εauXT + ε ∂au/∂x = 2εXT au, A+ 2auXT = 2XT auE, εε−1 = E, (3.54)
(2b)−1A+ 2XXT = (2b)−12XT au, ∂X/∂x + 2XXT = (2b)−12 Sp(auXT ),
ε = b−1Sp(auXT ), (3.54a)
A(2b)−1A−1 + 2au(x + v)T = 2b2A−1(XT au), (3.54b)
A−12bA+ 2(x + v)(au)T = 2A−12b(XT au), b = b(t), (t, x) ∈ Q0. (3.54c)
Relations (3.54a), (3.54b), (3.22), and (3.34) lead to equations
au(x + v)T = (x + v)(au)T , (dx/dt)±(x + v±)T = (x + v±)(dx/dt)T±,
t ∈ τk±0, k = 1, . . . , n. (3.55)
After taking the math expectation and applying (3.48) we arrive at (3.49), (3.49a) for the identifi-
cation of A± on Q0 = (⋃ τk ×Rn) by the covariance function and its derivative at the moments
τk±0 of applying control. 
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the form
Lp = 1/2
(
au
)T
(2b)−1
(
au
)− 1/2(dx/dt)T r−1v (x + v)− (x + v)T (dx/dt). (3.56)
4. The optimal control synthesis
The problem of optimal synthesis for controls (3.23) is solved in the following sequence.
Using the Lagrange principle of eliminating constraints, we formulate the corresponding
Bolza problem to find both regular and special controls. Then, we find the class of an admissible
control function vt from relations (3.11)–(3.13), (3.22), (3.47), and implement the transversal-
ity’s conditions to determine the jump’s value for functions vt , At , and get moments {τk}mk=1
of their occurrences. Finally, we will find the solution of the optimal control problem for vt ,
combined with the problem of identification for At (3.49) under this control.
The above problems are solved at b = bt , V = Rn, using the constraint’s equations in the
forms (3.41), (3.42c).
Applying the method of eliminating the constraints for problems (3.1)–(3.5), (3.45), we have
min
v∈V Spl
(
s, T , xt (x
s, v)
)= min
v∈V
{ T∫
0
L0p dt + l(x, v)
}
= S0pl, xs = xst , xT = ‖oi‖ni=1,
(4.1)
where L0p is defined by Eqs. (3.2a), (3.2b), and l = l(x, v) is the functional’s terminal part that
uses equation of constraint (3.45) at Q0 = (⋃ τk ×Rn) in the form
l =
m∑
k=0
l±k , l
±
k =
n∑
i,j=1
λ±ijkψ
±
ijk, l
±
k ∈Q0±,
Λ±k =
{
λ±ijk
} ∈ L(Rn,Rn), (4.2)
ψ±ijk = 1/2δij +
(
xi(τk)+ vi(τk ± 0)
)
Xj
(
τk ± 0, x(τk)
)
−
n∑
ν=1
(
A−1(τk ± 0)b(τk ± 0)
)
iν
εiν(τk ± 0), (4.3)
where Λ±k are the matrices of Lagrange’s multipliers, indexes ± correspond to the matrices’
values at
t = τk ± 0, δij =
{
1, i = j,
0, i = j. (4.3a)
Lemma 4.1. The joint solution of the constraint’s equations (4.2), (4.3), (4.3a), and (3.44) leads
to the following constraint’s forms:
l±k =
{
n∑
i,ν=1
(
Λ±k (2b)
−1A
)
iν
(x + v)i(x + v)ν
}∣∣∣∣∣
t=τk±0
+ 1/2 Sp(Λ±k )∣∣t=τk±0
−
(
n∑
Λ±k
n∑(
A−1b
)
iν
ενj
)∣∣∣∣∣ , (4.4)
i,j=1 ν=1 t=τk±0
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∂xq
=
(
2
n∑
i,ν=1
(
Λ±k (2b)
−1A
)
iν
(x + v)νδiq
)∣∣∣∣∣
t=τk±0
−
(
n∑
i,j=1
Λ±k
n∑
ν=1
(
A−1b
)
iν
∂ενj /∂xq
)∣∣∣∣∣
t=τk±0
= 2(Λ±k (2b)−1A(x + v))q ∣∣t=τk±0, q = 1, . . . , n, k = 0, . . . ,m, (4.5)
∂l±k
∂xτk
= 2Λ±k X±, X± = X(τk ± 0),
∂l±k
∂τk
= 0, k = 0, . . . ,m. (4.6)
The result follows directly after transforming (4.2), (4.3), (4.3a) to equation:
n∑
i,j=1
Λ±k (x + v±)i
n∑
ν=1
(
(2b±)−1A±
)
jν
(x + v±)ν
=
n∑
i,j=1
(
n∑
j=1
Λ±k
(
(2b±)−1A±
)
jν
)
(x + v±)i(x + v±)ν
=
n∑
i,ν=1
(
Λ±k (2b±)
−1A±
)
jν
(x + v±)i(x + v±)ν (4.6a)
and substituting (4.6a) into (3.44). Equations (4.5), (4.5a), (4.6) define the constraint as a function
of the control for the solution of Bolza’s problem.
Theorem 4.1. Problem (4.1) with constraint (4.4)–(4.6) has a solution under
(1) the class of the piece-wise controls (3.23);
(2) the controls, which are switched at the moments τ ∈⋃mk=1 τk , defined by the conditions of
equalization of the dynamic model’s relative phase speeds:
dxi/dt (τk − 0)x−1i (τk)= dxj/dt (τk − 0)x−1j (τk), i, j = 1. . . . , n; (4.7)
(3) the control’s moments (4.7), changing the model’s matrix from A− = A(τk−0) to its ren-
ovated form A+ = A(τk+0) at a subsequent extremal segment, while both matrices are
identifiable by relations
A− = 1/2r˙−r−1 = 1/2r−1r˙−, r˙− = r˙(τk − 0), r = M−
(
xxT
)
, M− = Mτk−0,
(4.8)
A+ = ±A−
(
1 +μ1v
)−1
, μ1v ∈R1, μ1v = −1, or (4.8a)
A+ = ±1/2r−1r˙−
(
1 +μ2v
)−1 = ±1/2r˙−r−1(1 +μ2v)−1, μ2v ∈R1, μ2v = −1;
(4.8b)
(4) the optimal reduced controls, which are defined by two equations, corresponding to the forms
of A+ in (4.8a), (4.8b) accordingly:
v+ = v− +μ1vE(x + v−), v+ = v(τ + 0), v− = v(τ − 0), μ1v ∈ R1, or (4.9a)
v+ =  2vx, v+ − v− =  2vx − v−,  2v = μ2vE. (4.9b)
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tor X in two forms, one of them is
dX
(
t, x, au(t, x)
)
/dt = −A(2b)−1A(x + v); b = bt , (4.10)
which follows from the Hamiltonian (3.10a) and from Eqs. (3.12), (3.13), (3.15) at
dXp/∂t = dp/dt + dX/dt = −∂Hp/∂x = −
(
∂au/∂x
)T
p,
dX/dt = −∂((1/2au)T (2b)−1au)/∂x, (4.10a)
where the equivalence of conditions (3.12), (3.13) will be reached by the control, applied at
t ∈ (τk−1, τk), k = 1, . . . ,m, τ0 = 0, τm = T . The other form we derive by differentiating the
right-hand side of relation
X = (2b)−1r1r−1v (x + v)= M
[
(2b)−1x˙(x + v)T ]r−1v (x + v),
obtained after substitution of r1 from (3.49). We get
dX/dt = d{M[(2b)−1x˙(x + v)T ]r−1v (x + v)}/dt
+M[(2b)−1x˙(x + v)T ]d(r−1v )/dt (x + v)
+M[(2b)−1x˙(x + v)T ]r−1v d(x + v)/dt. (4.10b)
The first components of the right-hand side of (4.10b) lead to{
M
[(
d(2b)−1x˙
)
(x + v)T ]/dt +M[(2b)−1x˙(x˙ + v˙)T ]}r−1v (x + v)
= {M[(dX/dt)(x + v)T ]+M(Xx˙T )+M(Xv˙T )}r−1v (x + v)
= {M[(dX/dt)(x + v)T ]+M[(2b)−1A(x + v)(x + v)T A]
+M[(2b)−1A(x + v)(v˙)T ]}r−1v (x + v). (4.11)
By substituting (4.11) into the expression, following from (4.10):
M
[
dX
(
t, x, au(t, x)
)
(x + v)/dt]= −A(2b)−1Arv, (4.11a)
we have
d
{
M
[
(2b)−1x˙(x + v)T ]/dt}r−1v (x + v)
= −A(2b)−1A(x + v)+ (2b)−1ArvAr−1v (x + v)
+ (2b)−1AM[(x + v)v˙T ]r−1v (x + v). (4.12)
For the second and third components of (4.10b) we come to the related equalities:{
M
[
(2b)−1x˙(x + v)T ]d(r−1v )/dt}(x + v)
= M[(2b)−1x˙(x + v)T ](−1)r−1v r˙vr−1v (x + v)
= (2b)−1A(−1)r˙vr−1v (x + v)
= −(2b)−1A{r1 +M[v˙(x + v)T ]+M[(x + v)v˙T ]+ rT1 }r−1v (x + v); (4.12a)
M
[
(2b)−1x˙(x + v)T ]r−1v d(x + v)/dt = (2b)−1AA(x + v)+ (2b)−1Av˙. (4.12b)
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dX/dt = −A(2b)−1A(x + v)+ (2b)−1A(v˙ −M[v˙(x + v)T ])r−1v (x + v), (4.13)
using relations
dX/dt = −A(2b)−1A(x + v)+ (2b)−1A(rvAr−1v − (r1 + rT1 )r−1v +A)(x + v)
+ (2b)−1A{M[(x + v)v˙T ]r−1v −M[(x + v)v˙T ]r−1v −M[(x + v)v˙T ]r−1v
−M[v˙(x + v)T ]r−1v (x + v)+ v˙}
= −A(2b)−1A(x + v)+ (2b)−1A(rT1 r−1v − (r1 + rT1 )r−1v + r1r−1v )(x + v)
+ (2b)−1A(v˙ −M[v˙(x + v)T ])r−1v (x + v).
From that, due to the validity of (4.10), we get from (4.13):
(2b)−1A
(
v˙ −M[v˙(x + v)T ])r−1v (x + v)= ‖oij‖ni,j=1 = O. (4.13a)
At the fulfillment of inequalities 2b = ‖oij‖ni,j=1 = O, A = ‖oij‖ni,j=1 = O, when au =
A(x + v) = ‖oij‖ni,j=1 = O, it follows
v˙ = M[v˙(x + v)T ]r−1v (x + v). (4.13b)
Equality (4.13b) can be identically true on (τk, τk−1)×Rn only if the control satisfies dv/dt =
‖oij‖ni,j=1 = O. Due to an arbitrariness of the chosen control’s intervals (τk, τk−1) ∈ Δ0, we
come to the result, which proves Theorem 4.1(1):
v˙t = ‖oij‖ni,j=1 = O, ∀(τk, τk−1) ∈Δ0, k = 1, . . . ,m, vt ∈ KC
(
Δ,Rn
)
. (4.13c)
To prove Theorem 4.1(2) let us apply method [15] for formulating Erdmann–Weierstrass’
condition at the points of control’s discontinuity τ = {τk}, k = 0, . . . ,m, using equations for the
conjugate vector and Hamiltonian:
Xp(τ − 0)− ∂l
∂x
(τ − 0)= Xp(τ + 0)+ ∂l
∂x
(τ + 0), (4.14)
Hp(τ − 0)+ ∂l
∂τ
(τ − 0) = Hp(τ + 0)− ∂l
∂τ
(τ + 0). (4.15)
According to (4.5), (4.6) and because of the arbitrariness of index k in τ = {τk}, we represent
relations (4.14), (4.15) in the forms
X− + p− − 2Λ−X− = X+ + p+ + 2Λ+X+,
X− = Xp(τ − 0), X+ = Xp(τ + 0), p− = p(τ − 0), p+ = p(τ + 0), (4.16)
Hp(τ − 0)= Hp(τ + 0). (4.17)
By introducing auxiliary matrices D± ∈ L(Rn,Rn), ∀X±,p±∃D±, we assume
p± = D±X±. (4.18)
Applying (4.18) for the Hamiltonian and using equation dX/dt = −AX and (3.49), we get at
t ∈ {τk−0}m :k=0
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(
au
)T
p
= (x + v)T A(2b)−1b(2b)−1A(x + v)+ (x + v)T AD(2b)−1A(x + v)
= 1/2
n∑
i,j=1
(
A(2b)−1A
)
ij
(x + v)i(x + v)j +
n∑
i,j=1
(
AD(2b)−1A
)
ij
(x + v)i(x + v)j
= 1/2
n∑
i,j=1
(
A(E + 2D)(2b)−1A)
ij
(x + v)i(x + v)j , (4.18a)
where the mathematical expectation of Eq.’s (4.18a) first component acquires the form
M
[
XT bX
]= 1/2 n∑
i,j=1
(
A(2b)−1A
)
ij
rvij = 1/4
n∑
i,j=1
(
n∑
k=1
(
A(2b)−1r˙v
)
ik
r−1vij
)
rvij
= 1/4
n∑
i,k=1
(
A(2b)−1r˙v
)
ik
n∑
j=1
r−1vkj rvij = 1/4
n∑
i,k=1
(
A(2b)−1r˙v
)
ik
(
r−1v rv
)
ki
= 1/4
n∑
i,k=1
(
A(2b)−1r˙v
)
ik
δik = 1/4
n∑
i=1
(
A(2b)−1r˙v
)
ii
= 1/4 Sp[A(2b)−1r˙v], (4.18b)
or applying (2b)−1 = r˙v from (3.48) we obtain
M
[
XT bX
]= 1/4SpA. (4.18c)
Following the same procedure, we get the math expectations for both the second component and
the Hamiltonian:
M
[
pT au
]= 1/2 Sp[AD(2b)−1r˙v], (4.19a)
M[Hp] = 1/4 Sp
[
A(E + 2D)(2b)−1r˙v
]
. (4.19b)
From that and applying (3.49), (4.18a), (4.18b), and (4.19a), (4.19b) to (4.17) we come to the
following equations:
Hp(τ + 0)−Hp(τ − 0)
= 1/4
n∑
i,j=1
[
(Θ+r˙v+)ij
(
r−1v+(x + v+)(x + v+)T
)
ij
− (Θ−r˙v−)ij
(
r−1v−(x + v−)(x + v−)Tji
)]
,
Θ± = A±
(
E + 2D±)(2b±)−1, (4.19c)
at
rv+ = M−
[
(x + v+)(x + v+)T
]
, rv− = M−
[
(x + v−)(x + v−)T
]
,
M−[•] = Mxτ−1[•] =
∫
n
[•]P ∗τk−1(y) dy, y = xτk−1 , (4.19d)
R
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moment t = τk−1, k = 1, . . . ,m − 1. Substituting the obtained relations into Eqs. (4.16), (4.17),
we get
(E + 2Λ+ +D+)X+ = (E − 2Λ− +D−)X−, (4.20)
n∑
i,j=1
[
(Θ+r˙v+)ij
(
r−1v+(x + v+)(x + v+)T
)
ij
− (Θ−r˙v−)ij
(
r−1v−(x + v−)(x + v−)T
)
ij
]= 0. (4.20a)
Applying operator (4.19d) to (4.20a) and taking into account (4.19b), (4.19c), we come to
Sp(Θ+r˙v+)− Sp(Θ−r˙v−)= 0. (4.20b)
Since a matrix trace (Sp) and a matrix continuity are invariant under the linear transformations,
equality (4.20b) must be satisfiable independently on a selected coordinate system. This is pos-
sible at the fulfillment of equation
A+(E + 2D+)(2b+)−1r˙v+ = A−(E + 2D−)(2b−)−1r˙v−. (4.21)
Relation (4.20b) is a condition of the Hp continuity in Eqs. (4.17), (4.19b)–(4.20b) by the prob-
ability measure, consistent with operator (4.19d). Since D± ∈ L(Rn,Rn) are auxiliary matrices,
which are not imposed by the variation principle, it is expedient to eliminate them from the
subsequent analysis by selecting the Lagrange’s multipliers in Eqs. (4.4), (4.16) according to
relations
(E + 2Λ+ +D+) def= ±(E + 2D+), (E − 2Λ− +D−) def= ±(E + 2D−). (4.22)
From that we get equalities
Λ+ = 1/2D+, Λ+ = −E − 3/2D+,
Λ− = −1/2D−, Λ− = E + 3/2D−, (4.22a)
and condition (4.20) acquires the form
(E + 2D+)X+ = ±(E + 2D−)X−. (4.23)
From Eqs. (4.21), (4.23) we get the following relations:
E + 2D+ = (A+)−1A−(E + 2D−)(2b−)−1
(
(2b+)−1r˙v+
)−1
, (4.24)
X+ = 1/2(2b+)−1r˙v+r−1v+ (x + v+), X− = 1/2(2b−)−1r˙v−r−1v− (x + v−), (4.24a)
(A+)−1A−(E + 2D−)(2b−)−1r˙v−r−1v+(x + v+) = ±(E + 2D−)(2b−)−1r˙v−r−1v−(x + v−).
(4.25)
By multiplying equality (4.25) on (x + v+)T and applying operator (4.19d) we obtain
(A+)−1A− (E + 2D−)(2b−)−1r˙v−
= ±(E + 2D−)(2b−)−1r˙v−r−1v−M−
[
(x + v−)(x + v+)T
]
. (4.26)
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the matrix’s A− transformation, or its renovation at the moment of applying the above controls.
This requires the fulfillment of the following related to D± equalities:
D± def= (D±)T , (E + 2D±)(2b±)−1r˙v± def= ((E + 2D±)(2b±)−1r˙v±)T , (4.27)[
(E + 2D+)(2b+)−1r˙v+
(
(E + 2D−)(2b−)−1r˙v−
)−1]
def= [(E + 2D+)(2b+)−1r˙v+((E + 2D−)(2b−)−1r˙v−)−1]T . (4.27a)
According to Eqs. (4.21), (4.27), (4.27a), the left side of (4.26) represents a symmetric matrix,
which is equal to the product of the underlined symmetric matrices. That is why we come to
equality
A−1+ A−(E + 2D−)(2b−)−1r˙v− = (E + 2D−)(2b−)−1r˙v−A−1+ A−. (4.27b)
From equalities (4.26), (4.25) and (4.27b) follows the identification equation
A+ = ±A−
[
M−
[
(x + v−)(x + v+)T
]]−1
rv− (4.28)
as well as the relation for (4.25) in the form
M−
[
(x + v−)(x + v+)T
]
r−1v+(x + v+) = (x + v−). (4.29)
Let us find a structure of controls (v+, v−), satisfying the accepted assumptions, i.e. (4.29),
(4.20a), (4.21) and the identification equation (4.28) for each of them. The following control’s
functions with coefficients  1v = μ1vE,μ1v ∈ R1 (4.29a):
v+ = v− +  1v(x + v−), (x + v+) =
( 1
v +E
)
(x + v−),
 1
v ∈ L
(
Rn,Rn
)
,  1v
def= (  1v)T , (4.30)
rv+ =
( 1
v +E
)
rv−
( 1
v +E
)T
, r−1v+ =
( 1
v +E
)−1
r−1v−
(( 1
v +E
)−1)T
, (4.30a)
(x + v−)(x + v−)T
( 1
v +E
) def= ( 1v +E)(x + v−)(x + v−)T (4.30b)
satisfy identically (4.29), (4.20a) and are verifiable by a direct substitution, while condi-
tion (4.30b) is fulfilled identically at (4.29a).
By applying the last two equalities (4.30a), (4.30b), Eq. (4.28) acquires the form
A+ = ±A−
( 1
v +E
)−1
, or A+ = ±A−
(
1 +μ1v
)−1
. (4.31)
Considering the following relations with coefficients  2v = μ2vE:
v+ =  2vx, v+ − v− =  2vx − v−,  2v ∈ L
(
Rn,Rn
)
,  2v
def= ( 2v)T , (4.32)
(x + v+) =
( 2
v +E
)
x,
(
xxT
)( 2
v +E
) def= ( 2v +E)(xxT ),
rv+ =
( 2
v +E
)
r
(  2
v +E
)
, r = M−
(
xxT
)
, (4.32a)
we find the second form of control (4.32) with equalities (4.32a), which should also satisfy (4.29).
After the substitution we get relations
M−
[
(x + v−)xT
]( 2
v +E
)( 2
v +E
)−1
r−1
( 2
v +E
)−1( 2
v +E
)
x
= M−
[
(x + v−)xT
]
r−1x = x + v−, (4.33)
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r−1v−(x + v−) = r−1v−
(
M−
[
(x + v−)xT
])
r−1x, (4.33a)(
M−
[
(x + v−)xT
])−1
rv− = r−1M−
[
(x + v−)xT
]
. (4.33b)
From that we obtain the following equation
(dx/dt)− = M−
[
(dx/dt)−xT
]
r−1x. (4.34)
Equalities (4.33), (4.33a), (4.33b), (4.34) are equivalent. By writing the model in the form
dx/dt = Av(t, x)x, Av = A
(
E +
∥∥∥∥vj (τ, .)xi(t, .) δij
∥∥∥∥
n
i,j=1
)
, xi(t) = 0 (4.35)
(where δij is the Kronecker delta) and comparing (4.34) with (4.35), we arrive at equation
M−
[
Av−
(
xxT
)]= [M−(Av−)]r, (4.36)
which is satisfied identically if equality  2v = ‖ 2vij δij‖ni,j=1 is fulfilled. In this case, matrix
Av(τ − 0) = Av(τk − 0) is independent on the initial random conditions xτk−1, k = 1, . . . ,
(m − 1). According to (4.19d), the matrix gets averaged by these variables. From the above
relations and (4.36) follows
M−
(
Av−
)= Av− = M−[(dx/dt)−xT ]r−1, (4.37)
and (4.34) is satisfied identically. Therefore (4.33), (4.33a), (4.33b) are also true. From that fol-
lows the fulfillment of (4.25)–(4.26). After substituting relations (4.21), (4.30a), (4.30b) and
(4.33a), (4.33b) into Eq. (4.19c), we arrive at{
M−
[
(x + v−)xT
]}−1
(x + v−)xT =
{
M−
[
x(x + v−)T
]}−1
x(x + v−)T , (4.38)
which fulfills (4.20a). From that we get the condition which the considered controls should sat-
isfy: [
M−
(
xxT
)](
v−xT + xvT−
)+ [M−(xvT−)−M−(v−xT )]xxT + [M−(xvT−)]v−xT
− [M−(v−xT )]xvT− = ‖oij‖ni,j=1 = O. (4.39)
Both Eqs. (4.38) and (4.39) are satisfied identically if the following equality is valid:
v−xT = xvT−, τ ∈ {τk}, k = 1, . . . ,m. (4.40)
According to (3.55) and from the above equations we get relation
(dxi/dt)−(x + v−)T = (x + v−)(dxi/dt)T− (4.41)
which at xi(τk) = 0, i = 1, . . . , n, can be written in the form
(dxi/dt)−xj (1 + vj−/xj ) = (dxj /dt)−xi(1 + vi−/xi), i, j = 1, . . . , n. (4.42)
This equation with respect to condition (4.40) assumes the form
(dxi/dt)−xj = (dxj /dt)−xi, τ ∈ {τk}, k = 1, . . . ,m. (4.43)
The validity of (4.43) (or (4.40)) is provided by the corresponding selection of the moments {τk},
k = 1, . . . ,m, of the applied control. This proves Theorem 4.1(2).
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Av− = 1/2(dr/dt)−r−1 = 1/2r−1(dr/dt)−. (4.44)
Because equality (4.32a) is satisfied identically if the following relation is true
 2
v = μ2vE, μ2v ∈R1, (4.45)
and taking into account equalities (4.32), (4.32a), Eq. (4.28) acquires the form
A+ = ±1/2
( 2
v +E
)−1
r−1(dr/dt)− = ±1/2
( 2
v +E
)−1
(dr/dt)−r−1, (4.46)
or it can be represented in other form, consistent with relation (4.45):
A+ = ±1/2
(
1 +μ2v
)−1
r−1(dr/dt)− = ±1/2
(
1 +μ2v
)−1
(dr/dt)−r−1. (4.47)
The above relations prove both Theorems 4.1(3) and (4). 
Corollary 4.1. The values of μ2v , μ1v for controls (4.30) or (4.32) are obtainable from the addi-
tional conditions (e.g., μ1v from the condition x(T ) = xT = ‖oij‖ni,j=1 = O). Since the feedback
control is applied to a closed loop system, it is natural to assume the fulfillment of equality
A+ = Av−, which, according to (4.44), (4.47), (4.35), is satisfied at μ2v = (0,−2). The first part
of this option (μ2v = 0) is inconsistent with applying new controls. Hence, the remaining part:
μ2v = −2 brings us to the resulting equalities for the synthesized control:
v+ = −2x(τ), (4.48)
δv = v+ − v− = −2x(τ)− v−, δv = vδt . (4.49)
The last equation determines the control jump (a “needle” control’s action), as the control, ap-
plied to the closed loop system. The model’s operator is identified at the moment τ of applying
control according to formulas
A+ = (A+)T = 1/2r˙−r−1(τ ), r˙− = dr/dt |t=τ−0, r(t) = M
(
xtx
T
t
)
. (4.50)
By choosing μ1v = −2, we get from (4.8a), (4.9a)
A+ = ∓A− and v+ = −2x(τ)− v−, (4.50a)
being an equivalent of control (4.49). Substituting A+ = −A− = Av− and control (4.50a) into
(4.35) we get v− = 0 and the control (4.48). At A+ = A− = Av− we have v− = −2x. Sequen-
tially applying the both controls at the time interval (τ −0, τ ), δτ = o(τ) brings v− = v(τ −0)=
−2x(τ − 0), v+ = v(τ) = −2x(τ) (representing jointly the δv(τ )-control), and sequentially
changes the signs of the above matrices. For an extremal’s segment with a stable process, we
have A− < 0 and A+(v(τ − 0)) > 0. Then A+(v(τ )) < 0, and therefore δv(τ )-control connects
the segments with the stable processes, closing the o(τ) window between them.
Relations (4.30), (4.32) coincide when the control takes the value v− = ‖oij‖ni,j=1 = O. Under
this condition (as it follows from (4.31), (4.44), (4.47)), we have A+ = ±A− ≡ Av−. At the
moments of the control’s actions, the initial macromodel is renovated, and its operator cannot
retain its previous value, i.e., for τ1 = 0 we have A(+0)= −A(−0).
Comments 4.1. Relations (4.7)–(4.9a), (4.9b), (4.48), (4.49), (4.50a) determine the values of the
discrete controls, which initiate both the process of the optimal motion and the identification of
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and identification [3,18]. The time of the identification is a part of the optimal process.
As a distinction from the known discrete systems, the macroprocess’ discrete intervals are
determined by the macromodels operator, identified in the process of optimal motion, and the
operator is not given a priory.
Condition (4.43) corresponds to the equalization of the model’s operator eigenvalues A =
{λi}ni=1: λi(τ −0)= λj (τ −0) at the moments, preceding to the applied controls actions (for the
model, written in the diagonal form):
x˙i = λi(xi + vi), vi = −2xi(τ ), i = 1, . . . , n, (4.51)
where vi is a regular optimal control, reduced to a state vector xi . Each control vi selects the cor-
responding extremal’s segment xi(t, τ − 0). The reduced control presents a projection of control
ui on each of the state macrocoordinates, which is consistent with the object’s controllability and
identifiability. This control specifies the structure of the controllable drift-vector au = A(x + v)
and corresponding identifiable operator (4.8), (4.8a), (4.8b); it provides also the fulfillment of
equality (4.43). The reduced controls in (4.48), (4.49), (4.50a), as the VP solution, are an impor-
tant part of the macrosystem’s structure, reflecting a mechanism of a self-control synthesis, being
a function of the macrocoordinates. These controls are also useful for a direct programming and
prognosis of the macromovement.
At a known reduced control (4.30) or (4.32) and the corresponding identified operator (4.31)
or (4.47) (for example at xT = 0), the initial control ut is found by solving equation (3.22) at
known At, vt .
Comments 4.2. At the given macroprocesses and the corresponding functionals (2.5a)–(2.7a),
we can find εi ∈ (0,1), i = 1,2,3, at which maxε∈(0,1){ε exp−[2Si/(1 − ε)]1/2]} is reached,
using this equation’s solution [10]: (2 − ε)3 = Siε2, i = 1,2,3.
Then, we estimate a lower limit of P0(Bδ) and P ∗s (Dδ) in (2.5)–(2.7), in particular, by formula
P0(Bδ)Kn
∞∫
δ0/(T )12
ρn−1 exp
(−ρ2/2)dρ, δ0 < δ,
K−1n = (n/2)2(n−2)/2, (α),α > 0, (4.52)
where (α) is an Euler’s gamma function, to obtain the numerical evaluations of the probabil-
ities in (2.5)–(2.7). Actually, the control, solving the VP, approximates the random information
functional by the path functional with the maximal probabilities (2.5)–(2.7) [1].
Example 1. Let us illustrate the procedure on a simple and rather formal example for the iden-
tification of unknown nonrandom symmetric matrix A(t) by observing the solution of equation
x˙ = A(t)x via a measurement of the correlation function r = M(x(t)xT (t)). Substituting the so-
lutions into identification equation (4.50) in form: Rin = 1/2r˙r−1 with unknown Rin and using
relations
r˙ = M(x˙(t)xT (t))+M(x(t)x˙T (t))= M(A(t)x(t)xT (t))+M(x(t)xT (t)AT (t))
= Ar + rAT ,
at A = AT , we obtain from this identification equation Rin = A. This means that matrix A is
identified precisely. For a real object, the procedure involves statistical methods and a numerical
computation.
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discrete time of observations (on the macrolevel) at the moments ∀t ∈ (τk−1, τk), k = 1,2, deter-
mined by applied optimal control (4.48).
The initial matrix A(+0) def= ( 2,33,10 ) (previously unknown), is found from the identification
equation (4.50) at a first discrete interval ∀t ∈ (0, τ1) of the optimal control action. Until the
optimal moment t1 = τ1 is unknown, the interval’s end is not fixed. We find it, following relations
(4.43) in the form
x˙1(τ1 − 0)/x1(τ1) = x˙2(τ1 − 0)/x2(τ1), (4.53)
which for this model matrix leads to the solution of equation 5 exp(11t)− 11 exp(10t)+ 1 = 0.
This brings τ1 ∼= 0.7884.
Fig. 1. (a) The phase picture of optimal dynamic model in the initial coordinate system (z1, z2) at a first time interval (τ1);
(b) Location of the transformed coordinate’s system (x1, x2) relatively to the initial coordinates (z1, z2).
Fig. 2. The phase pictures of optimal dynamic model (a–c) and the fulfillment of relation (4.53) (d) at the second discrete
interval (τ2) after the transformation of the initial coordinate system.
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probability distribution for the initial state’s vector) has the view ( 11,00,11 ), while the matrices
r˙(t)r−1(t) = r−1(t)r˙(t) commutate. The moment t2 = τ2 = T of reaching the final state xT = 0
(during the optimal object’s motion) is determined by relation T = τ1 + ln ln 2/11 ∼= 0.881, where
P {xT = 0} = 1. The phase picture of the dynamic model (Fig. 1a) is shown in the coordinate
system (0, z1, z2), chosen according to Fig. 1b. By substituting relations (3.22), (4.51) (for this
example) into (4.53), we get the second order equation for the phase curve, which is transformed
to the canonical form in the coordinate system (0, x′′1 , x′′2 ), where parameters (x′′10, x′′20), (a′′11, a′′22)
are determined by the matrices’ I2, I3 of the transformations on Fig. 2a, b. The dynamic model’s
phase picture at (τ1, T ) represents the family of straight lines, crossing the origin of the coor-
dinate system (Fig. 2c, d). Then, there exists a family of the transformed coordinate systems
(0, z′1, z′2) where the above straight lines are the bisectrices of the first and third coordinate’s an-
gles. In such a coordinate system, the reduced macrovariables (z′1, z′2) become indistinguishable
as a consequence of the eigenvalues’ equalization (4.53) [10]. This result is an attribute of the
combined solution to the control’s and identification’s problems when the matrix A is identi-
fied during the fixed control (4.48), applied at each current segment (the given initial conditions
determine the first of the applied control). The condition of the state’s equalization allows the
characterization of each pair of the state vectors by a single joint vector. The consequent realiza-
tion of this process leads to the state’s cooperation during the optimal control and identification.
Thus, the equalization and cooperation follow from the solution of the optimal problem for the
path functional. The above results have been applied to a wide diversity of complex objects
[19,20].
Comments 4.3. This method’s identification depends on following accuracies: (a) of approxi-
mating the microlevel’s functional by the dynamic path functional, evaluated in Comments 4.2;
(b) of computing the correlations functions (3.47), r˜ij (τk); and (c) of the feed back effect in a
close loop, evaluated in [3]. The identification of the actual object’s operator in a close loop
control is implemented on the electro-technological process [3] using a direct measuring of the
diffusion conductivity according to (3.47), (3.48). It expedites the close-loop dynamics and min-
imizes the related error, compared to statistical method of computing the correlation function.
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