With seismic interferometry, reflections can be retrieved between stations positioned on the Earth's surface. In the classical form, the reflections are retrieved by a crosscorrelation of observations and an integration over subsurface sources. For a specific data set, however, the actual source distribution might not be sufficient to approximate the source integral. Yet, there might be a dense distribution of receivers allowing an integration over the receiver domain. We rewrite the source integral to an integration over receiver pairs and call it receiver-pair seismic interferometry (RPSI). With this formulation, reflections can be retrieved even in the limiting case of only a single source. We illustrate the new relation both with synthetic data and data from the USArray, which is a large grid of stations covering the USA. The field observations are from an earthquake in Mexico. We show that RPSI can be applied both for a line and grid of receivers. When using isolated phases recorded over a line of stations inline with the earthquake, reflections are retrieved from the core-mantle boundary, which reflections can be ascribed to specific virtual source and receiver locations within the USArray. When using full responses as input to RPSI, the retrieved phases are an average over multiple virtual sources and receivers. Location is then only possible when the integrand is spatially windowed or when a clear leading term is identified. When using a grid of receivers, the location of the source does not need to be known, but spatially averaged instead of localized responses are obtained, also when isolated arrivals are used as input to RPSI.
originally recorded wavefields. Consequently, SI makes it possible to obtain higher resolution images without changing the sensor configuration.
When SI is applied to body waves, reflections can be retrieved between station positions. In the classical form (e.g. Wapenaar & Fokkema 2006 ) the reflections are retrieved by crosscorrelating observations and integrating the crosscorrelation results over subsurface sources, Huygens' sources (e.g. Derode et al. 2003) , or normal modes (Lobkis & Weaver 2001) . This processing does not provide new data. However, it enables extraction of conceivable responses from complicated observations. With the goal of retrieving reflections, the correlation integral has been applied for many configurations with sufficient sources to integrate over (e.g. van Manen et al. 2005; Bakulin & Calvert 2006; Draganov et al. 2007; Miyazawa et al. 2008; Zhan et al. 2010; Nakata et al. 2011; Ruigrok et al. 2011; van der Neut et al. 2011; Carrière & Gerstoft 2013) . For specific configurations, however, the actual source distribution is not sufficient to approximate the source integral, nor is there enough scattering or a sufficiently diffuse wavefield. A pragmatic solution has been the application of an additional stacking over the receiver domain. Draganov et al. (2009) applied a so-called brute stack after applying SI, to yield the signal-to-noise (S/N) of exploration-scale reflections. Also Poli et al. (2012) , Nishida (2013) , Lin et al. (2013) and Boué et al. (2013) applied additional stacking over the receiver domain to obtain reflections from the mantle transition zone and core-mantle boundary (CMB). When using multiple sources and applying an additional stacking over receivers, lateral resolution over the receiver domain is lost; averaging takes place over multiple reflection points.
In this paper we show that, for specific settings, it is possible to retrieve reflections using only one source, without averaging over multiple reflection points. We take advantage of the availability of a well-sampled receiver array and write an interferometric relation that employs an integration over receiver pairs instead of over sources. We call this method receiver-pair seismic interferometry (RPSI) . By studying the integrand of the interferometric relation, the retrieved phases can be localized to virtual source and receiver positions within the array.
The method is scale independent and can be applied to dimensions ranging from laboratory setups to global-scale seismology. In the following, we first discuss the underlying correlation integral for isolated phases. Next, we illustrate the method using a regional scale numerical example and consider the use of full wavefields. Subsequently, we apply RPSI to USArray data (Levander et al. 1999) to retrieve reflections from the CMB.
I S O L AT E D -P H A S E R P S I
In this section, we introduce RPSI using isolated phases. The use of isolated phases allows a simple stationary-phase derivation of the interferometric relation (Appendix). Furthermore, it gives the basis for an expansion to full wavefields (Section 3). In Section 2.1, we explain the method and in Section 2.2 we illustrate the method using a regional-scale numerical example.
Methodology
We introduce RPSI using the 2-D configuration as depicted on Fig. 1 . Assume we have one large array of receivers. The receivers are located on a flat free surface and thus their location is given with only a horizontal coordinate. The first receiver is located at x min and the last receiver at x max . We consider a subsurface source at x S , whose wavefield contains reflected travel paths within the array. The precise location of the source is not relevant. Further, we define midpoint m as a location between two receivers and the half-offset h as the distance from m along the array to one of the two receivers. If the medium of consideration is approximately 1-D and m − h ≥ x min and m + h ≤ x max for a range of m, we can evaluate the following interferometric relation
where the asterisk * denotes a temporal convolution and a proportionality sign is used since we have left out the amplitude terms. X(m − h, x S , t) denotes an arrival observed at location m − h (one of the receivers in the array) due to a source at x S and XY is an arrival that includes X and one or more additional free-surface reflected travel paths. The retrieved phase (the one on the right-hand side in
, which is an (reflection) arrival as if there were a source and receiver at the free surface, at locations m o − h and m o + h, respectively. ∂S 0 is the line segment of midpoints over which is integrated and m o is the stationary midpoint ( Fig. 1 ).
In Fig. 1 , relation 1 is illustrated for a half-offset equal to 2.5 receiver spacings, and seismic phases X and XY corresponding to a direct wave and a (primary) ghost reflection, respectively. Ray paths with the same colour denote the direct wave and ghost reflection that are recorded by the first and second receiver in a receiver pair. These are the arrivals that are crosscorrelated, yielding a socalled correlation event. Through integration, the stationary-phase zone of correlation events stacks in constructively, whereas other amplitudes interfere destructively (Snieder 2004 , and Appendix). When we denote the integrand of eq. (1) with I, m o is the stationary point, that is the location where dI/dm = 0. Hence, m o can directly be estimated from the integrand. The largest arrival-time difference for ray paths with the same colour is occurring when the direct wave and the first leg of the ghost reflection overlap, which happens for the cyan rays. The crosscorrelation of these cyan rays gives the stationary contribution to the integral (m = m o ). By stacking the crosscorrelations, −Y(m o + h, m o − h, t) is retrieved, which corresponds here to a primary reflection. This phase is depicted at the right-hand side in Fig. 1 . Note that m o − h and m o + h are within the array of receivers, but do not necessarily collocate with actual receiver positions. In eq. (1), receiver pairs are crosscorrelated with a fixed distance of 2h. For a fixed h, a receiver pair is uniquely defined by its midpoint m. Thus, the integration over midpoint is effectively an integration over receiver pairs. Hence, the name 'receiver-pair seismic interferometry.' RPSI differs from interferometric relations with integration over sources (e.g. Wapenaar 2004) or receivers (e.g. Hong & Menke 2006; Curtis et al. 2009 ). As with other types of SI, with RPSI a response is retrieved between two positions. These positions are located on the free surface, within the array. An additional stationary-phase analysis is required to find the positions of the virtual source: m o − h and the virtual receiver: m o + h. If the retrieved phase is a primary reflection or a turning wave, it has its reflection point or turning point vertically below (or close to) the stationary midpoint m o .
Eq. (1) is derived in Appendix with a stationary-phase approximation, for one choice of X and XY. The same relation can be derived for dipping layers. In this case, the reflection point of the retrieved arrival does not lay vertically below the stationary midpoint, but is deflected updip. In media with triplications, applying the correlation integral (the left-hand side of eq. 1) leads to the retrieval of arrival Y for more than one station pair.
Eq. (1) also holds for finding reflections with midpoints in between two (similarly oriented) arrays of receivers. In this case, a range of m is chosen in between the arrays, for which m − h coincides with locations in array 1 and m + h coincides with locations in array 2.
Numerical illustration
We illustrate eq. (1) using a modification to the regional-scale configuration as depicted in Fig. 1 . The spatial sampling of the array is densified from dx = 2 km to dx = 0.5 km. Furthermore, the array is extended from x = 18 km to x = 23 km, yielding a total of 47 stations. The layer depth d remains at 8 km and also the source remains at x S = (x, z) = (−5.2, 15) km. The velocity v of the first layer is 4 km s −1 . Fig. 2(a) depicts the input data for RPSI, which is the direct wave, labelled X and the ghost reflection XY due to the subsurface source. The traces in Fig. 2 have the same colour coding as in Fig. 1 . To this data we apply eq. (1) for h = 5 km. Thus, first we crosscorrelate traces from stations at 2h distance, yielding Fig. 2(b) , which is the crosscorrelation panel. Subsequently, we stack the crosscorrelations over midpoint, yielding Fig. 2(c) , in which the main pulse is the retrieved reflection Y, with its polarity flipped.
We do not isolate arrivals prior to crosscorrelation. We merely cut-off the response after the relevant ghost reflection. Hence, the crosscorrelation yields all possible cross terms (4: one due to crosscorrelation of XY with X, XY with XY, X with X and X with XY). We call these cross terms correlation events. For this example, only the correlation event arising from a crosscorrelation between X and XY (the highlighted one) gives a stationary contribution. That is, amplitudes sum constructively in a zone of midpoints where the derivative with respect to midpoint becomes zero. The three other correlation events do not reach stationarity. Still, these events give small contributions to the stack (Fig. 2c) due to a sudden cut-off of the integration domain. These edge effects could be suppressed by applying a taper. (Fig. 1) .
Note that we pick the arrival time in the correlation panel. Crosscorrelation removes the phase of the wavelet. Consequently, the timing corresponds with the maximum absolute amplitude of the stationary phase of the correlation event. Alternatively, we could pick the timing from the maximum absolute amplitude of the retrieved arrival (in Fig. 2c ). The latter is less accurate. The integration over the stationary-phase zone leads to a π/4 shift (Appendix) that needs to be taken into account to extract the correct timing. However, the stationary-phase zone might be incompletely sampled, leading to uncertainty in the actual phase shift. Picking the timing directly in the correlation panel circumvents this issue. In case of an incomplete stationary-phase zone, the difference in timing from the pick in the correlation panel and after stacking, could be used to correct the phase of the retrieved arrival.
F U L L -WAV E F I E L D R P S I
In the previous section, we considered RPSI applied to isolated phases (eq. 1). This application of RPSI makes it necessary to time window phases before application. In the numerical example (Section 2.2) we applied only a bottom mute, leading to three more cross terms, and showed that these cross terms stack out destructively. For, for example, noise sources it is not possible to apply this bottom mute. To allow wider applicability, in this section we evaluate RPSI for complete wavefields. With conventional SI, the use of complete responses and integration over subsurface sources yields complete responses (Wapenaar & Fokkema 2006) . This is not the case for RPSI, as we will see.
We find an expression for full wavefields, by first replacing in eq.
(1) the partial responses X and XY by full responses G, where G stands for the impulse response or Green's function. The output of full-wavefield RPSI can be written as a sum of the outputs of isolated-phase RPSI. We need to take the following into account.
(i) The full response contains ghost reflections from multiple layers. Hence, the output of full wavefield RPSI contains a sum of arrivals. These arrivals include primary reflections from the different interfaces and higher order arrivals.
(ii) Due to the limited extent of the receiver array, the retrieved sum of arrivals might not be equal to the complete response; some of the stationary-phase zones might not be captured by the midpoint integration.
(iii) For each retrieved arrival, the stationary midpoint, and hence the virtual source and receiver, may be at a different position. We illustrate this point in Fig. 3 .
(iv) Correlation events with different stationary midpoints may give contributions to the same retrieval. We illustrate this point in Fig. 3 . (v) Cross terms which are not due to X with XY stack out destructively (Fig. 2) . The exception is for input phases with a linear moveout (refractions and surface waves). In this case, the crosscorrelation of X with X (with X being a linear phase) remains stationary for a range of midpoints.
Thus, accounting the above points, the relation for full-wavefield RPSI reads
where Y i denotes a retrieved phase, i is a seismic-phase index and j is a stationary-midpoint index. The output of eq. (2) is a collection of phases. Hence, the sum over n phases. For retrieving phase Y i there might be multiple stationary contributions over the array. Hence, the summation over p i contributions. Fig. 3 shows (left) stationary arrivals within an array of stations that (right) lead to retrieval of different phases, and at different stationary midpoints, but all at the same offset. Only a subset of all possible stationary contributions is shown. When full wavefields are used, the result of RPSI is thus the sum of, among others, all the phases depicted on the right-hand side of Fig. 3 
F I E L D DATA
Since 2006, seismic stations from the USArray transportable array (e.g. Burdick et al. 2012) have covered a large part of the contiguous USA. At each moment in time, a grid of sensors is simultaneously recording, which makes it ideal data for applying RPSI. The continental scale of the array makes a spherical-stratified model a better approximation than a horizontally layered model, as was used for illustrating RPSI in the previous sections. Yet, also for a spherical Earth, eqs (1) and (2) remain valid.
We use recordings of the M w = 7.4 Oaxaja (Mexico) earthquake, which occurred 2012 March 20, on a depth of 20 km. Fig. 4(a) shows a distribution of USArray stations that recorded the earthquake. We apply RPSI to a linear subarray. Hence, from the grid of stations we select a band of receivers that is inline with the earthquake source. In Section 4.1, we apply isolated phase RPSI (Section 2) to retrieve one reflection at a single offset. In Section 4.2, we apply full-wavefield RPSI (Section 3) successively to retrieve multiple reflections for a large offset range.
Single offset
We apply RPSI for the configuration as depicted on Fig. 5 . Thus, in eq. (1) we substitute X and XY by shear-wave core-reflected phases ScS2 and ScS3, respectively. Applying RPSI would in this case yield Y = ScS within the USArray. As preprocessing, we take the data from the purple stations in Fig. 4(a) , apply bandpass filtering between 0.01 and 0.04 Hz and interpolate the data to a regular station spacing. Next, we time-window ScS2 and ScS3 and apply eq. (1) for h = 4
• , yielding Fig. 6(a) . The left-hand panel shows the result after crosscorrelation, at times around the correlation event with (Fig. 4) . Right: the result of applying receiver-pair seismic interferometry (RPSI). ScS, an S-wave reflection from the core-mantle boundary (CMB), is retrieved within the array of stations. a stationary phase. The right-hand graph depicts the retrieved ScS phase with flipped polarity (due to the minus sign on the right-hand side of eq. 1). Note that there is very little moveout of the correlation event (i.e. dt/dm is small). Hence, we enlarge the time axis in order to determine the stationary midpoint m o , yielding Fig. 6(b) . In this panel, the maximum values are picked for each midpoint position. The resulting time-midpoint function (the kinematics of the correlation event) is fitted with a degree 4 polynomial, giving the red line in Fig. 6(b) . This polynomial is used to find an accurate pick of the stationary midpoint: m o = 8.64
• and the two-way traveltime of the retrieved phase: t(h = 4
• , m o ) = 938.63 s. As a last step, m o is used to determine the virtual source (m o − h) and receiver (m o + h) position for the retrieved ScS phase. Fig. 6(c) shows these locations.
In this procedure, the timing of ScS is obtained from the correlation panel (Fig. 6b) . The timing of the retrieved reflection (righthand side of Fig. 6a ) is likely not perfect due to an incomplete stationary-phase region and interference with edge effects.
The two-way traveltime found by raytracing through the iaspei91 model (Kennett & Engdahl 1991 ) is 941.31 s and is a few seconds later than the timing of the retrieved event (938.63 s). This traveltime difference can be largely ascribed to the cratonic setting of the virtual source and receiver (Fig. 6c) Fig. 4(a) . The iaspei91 arrival times of PcS and ScS are denoted with a yellow and red line, respectively. Different preprocessing prior to RPSI is compared: (a) only frequency bandpass filtering, (b) additionally time-domain normalization, (c) additionally wavenumber bandpass filtering.
Multioffset
Using the approach as described in the previous section, we can find ScS for approximately the following offset range: 3
• < h < 5.5
• . We can extend the offset range by not only using contributions from crosscorrelations of ScS2&ScS3, but by also using ScS3&ScS4 and ScS4&ScS5 (Fig. 4b) . If we were to time-window sections around higher order ScS reverberations we would be able to localize the stationary midpoints as we did in the previous section. Instead, in this section we only aim to extract the average ScS reflection response of the subsurface below the purple triangles in Fig. 4a . We use the full recordings until 5000 s after the earthquake and accept that retrievals of ScS might be an average over multiple stationary contributions, as illustrated in Fig. 3 .
To the regularized data, we apply eq. (2) successively for h ranging from 0
• to 8 • , with steps of 0.25 • . Fig. 7 compares three different preprocessing approaches. In Fig. 7 (a) only bandpass filtering is applied to the data prior to crosscorrelation. In this case, the recordings remain dominated by surface waves and thus mainly surface waves are retrieved. In the time window around the expected arrival time of ScS, denoted with the red line, only surface-wave remnants can be distinguished. In Fig. 7(b) running-absolute-mean normalization (Bensen et al. 2007 ) is applied in the time domain, to equalize the amplitudes of the recordings over the duration of the traces. Each sample in a trace is divided by the mean of absolute values of the surrounding samples in a window of 125 s duration. This has a marked effect on the RPSI result: the surface-wave at Delft University of Technology on June 29, 2014 http://gji.oxfordjournals.org/ Downloaded from remnants largely disappear whereas ScS appears above the noise level. Still the (S/N) is limited. This is, amongst others, caused by the fact that the correlation panels are not sufficiently sampled in space for all occurring correlation events. Crosscorrelations of arrivals with large moveout differences lead to correlation events with large moveout. Due to spatial aliasing, not all amplitudes outside the stationary-phase zones interfere destructively. Besides, the edges of the integration give rise to spurious contributions. Fig. 7(c) shows the RPSI result after wavenumber filtering and running-absolutemean normalization. With the filtering, the larger wavenumbers are removed from the input data. Consequently, all arrivals with large moveout, like surface waves, are suppressed. The RPSI result shows a much cleaner ScS retrieval than without wavenumber filtering. The moveout largely follows the red line, which is the raytraced arrival time for iaspei91 (Dziewonski & Anderson 1981; Kennett & Engdahl 1991) . As before, ScS is slightly faster than iaspei91 due to the cratonic setting of the array (Fig. 4a) . After wavenumber filtering, not only ScS is retrieved more cleanly, but also PcS (denoted with the yellow line) is retrieved for the larger offsets. Note the long effective zero-phase source-time functions overlying the reflections, due to the narrow-band of low frequencies ([0.01 0.04] Hz). Besides PcS and ScS there are no other prominent phases in the plotted time window ([600 1200] s). Hence, the remaining amplitudes in Fig. 7c ) are either more complicated arrivals, or remaining edge effects.
3 -D F U L L -WAV E F I E L D R P S I
In this section, we consider a grid of stations as depicted on Fig. 4(a) . This grid consists of 418 receivers (n = 418) and n(n − 1)/2 = 87153 receiver pairs. We define h as an absolute horizontal offset. Unlike in Section 4, there are many station pairs that are not inline with the source. To uniquely describe a station pair, besides midpoint and offset, we add the receiver-pair azimuth θ . For a grid of stations, when we apply the crosscorrelation for one offset, like in eq. (2), and stack the crosscorrelations, implicitly we sum both over midpoint and azimuth. In Ruigrok & Wapenaar (2013) it is shown that the integration over azimuth becomes stationary for the station-pairs that are inline with the source. Hence, the following intuitive relation can be written
where
In the above equations, x A and x B denote the first and second receiver position in a receiver pair, respectively. m o = (m xo , m yo ) and θ S are a stationary midpoint and a stationary azimuth, respectively. x VR and x VS are the virtual receiver and source position, respectively. S 0 spans a surface distribution of midpoints and θ is integrated over a all possible azimuths.
In eq. (3) there are, in comparison with eq. (2), two additional integrations: one over the second midpoint coordinate and one over receiver-pair azimuth θ. The integrand becomes stationary for θ at, or close to, the backazimuth of the source θ S . As in the 2-D case (Section 3) multiple phases are retrieved (hence the sum over n) and for each phase multiple stationary midpoints exist (hence the sum over p i ). In the 3-D case there is a larger amount of stationary midpoints p i than in the 2-D case, as we will see in the following. In summary, evaluating the integral on the left-hand side of eq. (3) for half-offset h yields a collection of phases Y i for which stationarity is achieved at different stationary midpoints m i j o below the array, for receiver pairs with azimuths equal, or close to, θ S .
Due to integrating the azimuth over 2π , for each receiver pair, the one trace is crosscorrelated with the other, but also in reversed order. Consequently, a collection of phases Y i is not only retrieved at positive times, but also at negative times. Hence, the additional time-reversed arrivals at the right-hand side of eq. (3).
Prior to applying eq. (3) to the field data (Fig. 4a) , we apply running-absolute-mean normalization (as in Section 4) to the recorded data. Subsequently, we crosscorrelate the data at all station pairs and group the crosscorrelations in half-offset bins with a size of 0.25
• . Thus, the first bin contains crosscorrelations of station pairs with half-offsets ranging from 0
• to 0.25
• . Next, we stack the crosscorrelations in each bin, yielding Fig. 8(a) . Fig. 8(b) shows the result of 2-D RPSI as discussed in Section 4. Comparing Figs 8(a) and (b) one sees that the same events are retrieved. However, the S/N is higher for the 3-D implementation, especially at the larger offsets. Fig. 8(c) shows the result when using records with a duration of 20 000 s after the earthquake as input to 3-D RPSI, rather than only the first 5000 s, as in Figs 8(a) and (b). Comparing Figs 8(a) and (c) one sees that ScS and ScS2 are retrieved with a more confined wavelet when 20 000 s are used (Fig. 8c) . Thus, it turns out that highorder reverberations (>ScS5, which occur at times larger than 5000 s after the earthquake) still contribute to the retrieval. In Fig. 8(c) , at the near offset, the S/N drops somewhat, probably caused by coherent, non-earthquake related, energy at later times.
For obtaining Fig. 8 we used the East (E) component for all station pairs. As can be seen on Fig. 9 , E is close to the transverse component for the stationary station pairs. In general, though, the source location will be unknown and better results would be obtained when taking the transverse component defined with respect to the station-pair azimuths. Fig. 9 shows an approximation of the 3-D RPSI stationary contributions for retrieving ScS for the offset bin 3.5
• < h < 3.75
• . Figs  9(a) and (b) show the stationary receiver-pair paths and midpoints, respectively. Both for 2-D and 3-D RPSI there are contributions from crosscorrelations of different phases (both from the combination ScS2&ScS3 and ScS3&ScS4 in this case). However, for the 3-D implementation there are lateral spreads of stationary midpoints, whereas for the 2-D implementation there is only a single stationary midpoint for each phase combination. The higher S/N with 3-D RPSI thus stems from averaging over a larger spread of stationary midpoints.
D I S C U S S I O N
We evaluated three different implementations of RPSI:
(i) Isolated phase RPSI (Sections 2 and 4.1, eq. 1). The advantage of this approach is that the retrieved phases can be localized and accurate timing is possible. A disadvantage is that it involves for retrieving ScS at half-offset: 3.5 • < h < 3.75 • , using the response at the receivers (black dots) of one large earthquake (blue dot). Both the crosscorrelation of ScS2&ScS3 (green lines/points) and the crosscorrelation of ScS3&ScS4 (purple lines/points) give stationary contributions. For the computation of the stationary points it is assumed that the earthquake (blue dot) is at zero km depth and that the Earth is radially symmetric. additional processing (time windowing phases) which can only be applied for transient sources with known approximate locations.
(ii) 2-D full-wavefield RPSI (Section 3 and 4.2, eq. 2). The advantage of this approach is that no time windowing is required and hence the method can also be applied for noise sources. A disadvantage is that, as with the previous method, this technique is to be applied to a line of receivers approximately inline with the source (hence the source location needs to be approximately known). When no effort is done to separate different contributions in the correlation panel, an average of responses over the array is obtained. This is clearly undesirable for delineating structure that shows large variation over the array.
(iii) 3-D full wavefield RPSI (Section 5, eq. 3). The advantage of this approach is that the location of the source does not need to be known. However, the structure is averaged over the array. As with the 2-D implementation, different contributions could be separated in the correlation panel to yield localized retrievals, but this will be a tedious exercise when using a grid of receivers.
In the previous sections, RPSI was applied for a single source. The availability of multiple sources allows a successive application of RPSI to retrieve phases at multiple offsets for the same midpoint (with eq. 1). With a straightforward implementation of full-wavefield RPSI (eqs 2 and 3) averaged responses over the array were obtained (e.g. Fig. 8 ). The (S/N) of these averaged responses is improved by stacking in retrievals obtained with different sources. The averaged responses remain localized below the array, irrespective of the earthquake locations and depths. When sufficient sources are available to apply conventional SI, responses can be retrieved that are again localized to specific virtual-source and receiver positions.
In Section 4.1, a procedure was applied to obtain an accurate timing of a retrieved reflection, ScS in this case. This procedure could be repeated for multiple offsets and multiple earthquakes in order to get accurate timing of ScS or other phases over the USArray. After taking into account heterogeneous structure in the crust and mantle, the timings can be used for delineating the CMB topography below the USA.
The timings of phases found with RPSI are not affected by source uncertainties. As with conventional seismic interferometry, the exact location of the source is not relevant and source-timing errors similarly affect different stations and are subtracted in the interferometric process. Non-synchronous recording over the array is an issue and timing mismatches between different stations need to be corrected before applying RPSI.
The stationary-phase zone of RPSI expresses the zone of receiverpair combinations that contribute in phase to a retrieval. For a reflection, the size of the stationary-phase zone is indicative of the size of the sensitivity kernel at the reflection surface. In Fig. 6(a) , it was shown that the stationary-phase zones for retrieving ScS are extensive; at the edges of the correlation panel, the time difference of the correlation event with respect to the stationary-phase point were still less than one-fourth a period. Hence, the sensitivity kernels for ScS are extensive for the low frequencies for which it could be retrieved. This challenges the ability to image the CMB topography with high spatial resolution.
With respect to using directly measured ScS, ScS retrieved with RPSI has a sightly lower frequency content, due to attenuation of the higher order reverberations that were used for retrieving the phase. On the bright side, with RPSI ScS can be retrieved between many station positions within the array and uncover information that was previously hidden in the coda of a response.
Traditional array methods are commonly used to boost the (S/N) of core phases (Rost & Thomas 2002) . When one source is used, amplitudes from the same phase are added up over array elements and noise is suppressed to the cost of lateral resolution (by stacking time-shifted data over offset and azimuth). With RPSI, phases are retrieved from the intrinsic relation between different orders of reverberations, without sacrificing resolution (by stacking crosscorrelated data over midpoint). If desired, also to the result of RPSI, traditional array methods can be applied to boost the (S/N) of the retrieved phases.
For global-scale SI, a dense sampling of sources is required to retrieve complete responses between station positions (Ruigrok et al. 2008) . This dense sampling only exists locally. 3-D RPSI explains why still nearly complete average responses could be obtained (Boué et al. 2013; Lin et al. 2013; Nishida 2013) . In these three references, grids of receivers were used and crosscorrelations between all possible receivers pairs were grouped in offset bins and stacked over the bins. This operation can be described as a successive implementation of eq. (3) for a range of offsets. As input data, recordings of multiple years were utilized. Crosscorrelating long traces with multiple source responses is equivalent to crosscorrelating isolated source responses and stacking over sources [i.e. conventional SI (Wapenaar & Fokkema 2006) ]. Hence, the high S/N ratio achieved can be ascribed to averaging over multiple stationary midpoints in the receiver-pair domain (3-D RPSI) and additionally stacking over stationary sources in the source domain (conventional SI). By doing so, Lin et al. (2013) obtained high-quality global phases averaged over regional arrays and Nishida (2013) and Boué et al. (2013) averaged over the entire globe.
C O N C L U S I O N S
We introduced RPSI, which is a method to retrieve phases within an array of sensors. Unlike other interferometric relations, only observations of a single source are used as input. The method consists of the following steps. First, the observations are grouped in pairs of receivers with the same offset 2h, or within the same offset bin. Secondly, the two observations in each receiver pair are crosscorrelated. Thirdly, the crosscorrelation results in each offset bin are stacked. The above steps yield an estimation of arrivals that are both induced and recorded within the array of sensors, with an offset 2h between the virtual source and receiver position. When isolated phases are used as an input for RPSI, it is possible to localize a retrieved phase. That is, the virtual source and receiver position can be found by determining at which midpoint position the integrand becomes stationary. When full responses are used as an input, the retrieved arrivals are an average over multiple virtual sources and receivers. Unique location is then only possible when the correlation panel is spatially windowed in different contributions, or when a clear leading term is identified.
We illustrated RPSI both with synthetic and field data. The field observations were from an earthquake in Mexico, observed by USArray stations. We showed that RPSI can be applied both with a line and a grid of receivers. When using isolated phases recorded over a line of stations inline with the earthquake, reflections were retrieved from the CMB, which could be ascribed to specific virtual source and receiver locations within the USA. When using full wavefields recorded over a line or grid of receivers, multiple stationary contributions existed. Consequently, average responses over the array were obtained.
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A P P E N D I X A : S TAT I O N A RY-P H A S E A N A LY S I S
In this appendix, we derive eq. (1) with a stationary-phase approximation for a configuration akin to Fig. 1 . We consider 2-D wave propagation in the vertical plane due to a source at x S = (0, z S ).
For sake of simplicity, we assume here that there is only a density contrast between an upper layer and a half-space below and we treat the layer and half-space as lossless homogeneous fluids. For phases X, XY and Y in eq. (1), we choose a direct wave (denoted with u dw ), a ghost reflection (u gh ) and a primary reflection (u r1 ), respectively. In the frequency domain, the direct-wave far-field (kr 1) monopole response at receiver location x = (x, z) = (m − h, 0) can be written as
where j is the imaginary unit, k = ω/v, k is the wavenumber, ω is the angular frequency, v is the propagation velocity and a horizontal position is given as function of a midpoint m and half-offset h. r dw is the distance traversed by the direct wave: r dw = (m − h) 2 + (z S ) 2 ). Similarly, the ghost-reflection response recorded at x = (m + h, 0) can be expressed as 
where r gh is the distance traversed by the ghost reflection: r gh = (m + h) 2 + (z S + 2d) 2 , with d denoting the depth of the interface. R 10 and R 12 are the reflection coefficients between layer 1 and the free surface, and layer 1 and the half-space, respectively. Crosscorrelating eqs (A1) and (A2) and integrating over a line distribution of midpoints m yields 
where ∂S 0 denotes the domain spanned by the midpoint distribution and * denotes complex conjugation.
We split up the phase term in eq. (A3), −k(r gh − r dw ), into k and a phase function:
Moreover, we define the amplitude function:
A(m) = |R 10 |R 12 8π k r dw (m)r gh (m) .
With these substitutions, eq. (A3) can be written as 
