Using small deformations of the total energy, as introduced in [28] , we establish that damped second order gradient systems
Introduction

A global view on previous results
In this paper, we develop some new tools for the asymptotic behavior as t goes to infinity of solutions u : R + −→ R N of the following second order system u ′ ′(t) + γ u ′ (t) + ∇G(u(t)) = 0, t ∈ R + .
(1.1)
Here, γ > 0 is a real number which can be seen as a damping coefficient, N 1 is an integer and G ∈ C 2 (R N ) is a real-valued function. In Mechanics, (1.1) models, among other problems, the motion of an object subject to a force deriving of a potential G (e.g. gravity) and to a viscous friction force −γu ′ . In particular, the above may be seen as a qualitative model for the motion of a material point subject to gravity, constrained to evolve on the graph of G and subject to a damping force, further insights and results on this view may be found in [3, 14] . This type of dynamical system has been the subject of several works in various fields and along different perspectives, one can quote for instance [4] for Nonsmooth Mechanics, [12, 11] for recent advances in Optimization and [43] for pioneer works on the topic, partial differential equations and related aspects [31, 38, 6] .
The aim of this work is to provide a deeper understanding of the asymptotic behavior of such a system and of the mechanisms behind the stabilization of trajectories at infinity (making each bounded orbit approach some specific critical point). Such behaviors have been widely investigated for gradient systems, u ′ (t) + ∇G(u(t)) = 0, for a long time now. The first decisive steps were made by Lojasiewicz for analytic functions through the introduction of the so-called gradient inequality [41, 40] . Many other works followed among which two important contributions: [13] for convex functions and [39] for definable functions. Surprisingly the asymptotic behavior of the companion dynamics (1.1) has only been "recently" analyzed. The motivation for studying (1.1) seems to come from three distinct fields PDEs, Mechanics and Optimization. Out of the convex realm [42, 1] , the seminal paper is probably [28] . Like many of the works on gradient systems the main assumption, borrowed from Lojasiewicz original contributions, is the analyticity of the function -or more precisely the fact that the function satisfies the Lojasiewicz inequality. This work paved the way for many developments: convergence rates studies [30] , extension to partial differential equations [44, 36, 35, 29, 34, 31, 18, 25, 24, 32, 6] , use of various kind of dampings [16, 17] (see also [15, 33, 26, 37] ). Despite the huge amount of subsequent works, some deep questions remained somehow unanswered; in particular it is not clear to see:
-What are the exact connection between gradient systems and damped second-order gradient systems?
-Within these relationships, how central is the role of the properties/geometry of the potential function G?
Before trying to sketch some answers to these questions, we recall some fundamental notions related to these questions; they will also constitute the main ingredients to our analysis of (1.1).
Quasi-gradient fields The notion is natural and simple: a vector field is called quasi-gradient for a function L if it has the same singular point (as ∇L) and if the angle α between the field V and the gradient ∇L remains acute and bounded away from π/2. Proper definitions are recalled in Section 3.1. Of course, such systems have a behavior which is very similar to those of gradient systems (see Theorem 3.2). We refer to [7] and references therein for further geometrical insights on the topic. Liapunov functions for damped second order gradient systems. The most striking common point between (1.1) and gradient systems is that of a "natural" Liapunov function. In our case, it is given by the total energy, sum of the potential energy and the kinetic energy,
The above is a Liapunov function in the phase space, more concretely
Contrary to what happens for classical gradient systems the vector field associated to (1.1) is not strictly Lyapunov for E T : it obviously degenerates on the subspace
. The use of E T is however at the heart of most results attached to this dynamical system. KL functions. A KL function is a function whose values can be reparameterized in the neighborhood of each of its critical point so that the resulting functions become sharp (1) . More formally, G is called KL on the slice of level lines
Proper definitions and local versions can be found in the next section. The above definition originates in [10] and is based on the fundamental work of Kurdyka [39] where it was introduced in the framework of o-minimal structure ( 2 ) as a generalization of the famous Lojasiewicz inequality. KL functions are central in the analysis of gradient systems, the readers are referred to [10] and references therein. Desingularizing functions. The function appearing above, namely ϕ, is called a desingularizing function: the faster ϕ ′ tends to infinity at 0, the flatter is G around critical points. As opposed to Lojasiewicz gradient inequality, this behavior, in the o-minimal world, is not necessarily of a "power-type". Highly degenerate functions can be met, like for instance G(u) = exp − 1/p 2 (u) where p : R N −→ R is any real polynomial function. This class of functions 1 That is, the norms of its gradient remain bounded away from zero. 2 A far reaching concept that generalizes semi-algebraic or (globally) subanalytic classes of sets and functions.
belongs to the log-exp structure, an o-minimal class that contains semi-algebraic sets and the graph of the exponential function [45] . Finally, observe that if it is obvious that ϕ might have an arbitrarily brutal behavior at 0, it is also pretty clear that the smoothness of G is related to a lower-control of the behavior of ϕ, for instance we must have ϕ ′ (0) = +∞ -which is not the case in general in the nonsmooth world (see e.g. [9] ).
Main results
Several auxiliary theorems were necessary to establish our main result, we believe they are interesting for they own sake. Here they are: -An asymptotic alternative for quasi-gradient systems: either a trajectory converges or it escapes to infinity, -A general convergence rate result for gradient systems that bring forward a worst-case gradient dynamical system in dimension one, -Lower bounds for desingularizing functions of C 2 KL functions.
perspective this means that the "complexity", or at least the convergence rate, of the dynamical system is entirely embodied in G when G is smooth. From a mechanical viewpoint, stabilization at infinity is determined by the conditioning of G provided the latter is smooth enough; in other words the intuition that for large time behaviors, the potential has a predominant effect on the system is correct -a fact which is of course related to the dissipation of the kinetic energy at a "constant rate".
Notation. The finite-dimensional space R N (N 1) is endowed with the canonical scalar product . , . whose norm is denoted by . . The product space R N × R N is endowed with the natural product metric which we still denote by . , . . We also define for any u ∈ R N and r > 0, B(u, r) = {u ∈ R N ; u − u < r}. When S is a subset of R N its interior is denoted by int S and its closure by S. If F : R N −→ R is a differentiable function, its gradient is denoted by ∇F. When F is a twice differentiable function, its Hessian is denoted by ∇ 2 F. The set of critical points of F is defined by crit
This paper is organized as follows. In Section 2, we provide lower bound for desingularizing function of C 2 functions under various assumptions (like definability). In Section 3, we recall the behavior of first-order system having a quasi-gradient structure for some KL function and we provide an asymptotic alternative. In Theorem 3.7, the convergence rate of any solution to a first-order system having a quasi-gradient structure is proved to be better than that of a one dimensional worst-case gradient dynamics (various known results are recovered in a transparent way). Finally, we establish that any function which desingularizes G in (1.1) also desingularizes the total energy (and various relevant deformation of the latter). In Section 4, we study the asymptotic behaviour of solutions of (1.1) (Theorem 4.1). Finally, in the last section we describe several consequences of our main results.
2 Structural results: lower-bounds for desingularizing functions of C
functions
To keep the reading smooth and easy, we will not formally define here o-minimal structure. We refer the interested reader to [20, 23, 39, 22] . Let us however recall that the simplest o-minimal structure (containing the graph of the real product) is given by the class of real semi-algebraic sets and functions. A semi-algebraic set is the finite union of sets of the form
where I is a finite set and p, {p i } i∈I are real polynomial functions.
Let us recall a fundamental concept for dissipative dynamical systems of gradient type.
Definition 2.1 (Kurdyka-Lojasiewicz property and desingularizing function).
(i) We shall say that G has the KL property at u ∈ R N if there exist r 0 > 0, η > 0 and ϕ ∈ C([0, r 0 ); R + ) such that
Such a function ϕ is called a desingularizing function of G at u on B(u, η).
(ii) The function G is called a KL function if it has the KL property at each of its points.
The following result is due to Lojasiewicz in its real-analytic version (see e.g. [40, 41] ), it was generalized to o-minimal structures and considerably simplified by Kurdyka in [39] . Theorem 2.2 (Kurdyka-Lojasiewicz inequality [39] ). Let O be an o-minimal structure and let G ∈ C 1 (R N ; R) be a definable function. Then G is a KL function. [23] . They are therefore KL functions. In some o-minimal structures there are nontrivial functions for which all derivatives vanishes on some nonempty set, like G(u) = exp(−1/f 2 (u)) where f is any smooth semi-algebraic function achieving the value 0 and some positive value ( 4 ). For these cases, ϕ is not of power-type -as it is the case when G is semi-algebraic or real-analytic. Other types of functions satisfying the KL property in various contexts are provided in [2] (see also Corollary 5.4).
The following trivial notion is quite convenient.
It is non trivial otherwise. Observe that u is non trivial if, and only if, there exists u n −→ u as n −→ +∞ such that G(u n ) = G(u) for all n ∈ N.
When u is a trivial critical point of G, any function ϕ ∈ C 0 [0, r 0 ) ∩ C 1 (0, r 0 ) such that ϕ ′ > 0 and ϕ(0) = 0 is desingularizing at u. An immediate consequence of the KL inequality is a local and strong version of Sard's theorem.
Remark 2.5 (Local finiteness of critical values). Let
The simplest functions we can think of with respect to the behavior of (1.1) are given by functions with linear gradients, that is quadratic forms
When A = 0, it is easy to establish directly that ϕ(s) = 1 |λ| s (where λ is "a" nonzero eigenvalue with smallest absolute value) provides a desingularizing function. In the subsections to come, we show that the best we can hope in general for a desingularizing function ϕ attached to a C 2 function G is precisely a quantitative behavior of square-root type.
Lower bound for functions having a simple critical point structure
Our first assumption, formally stated below, asserts that points having critical value must be critical points. The assumption is rather strong in general but it will be complemented in the next section by a far more general result for definable functions.
There exists η > 0 such that for any u ∈ B(u, η), 
3) (b) The result of (a) cannot be extended to higher dimensions. Consider for instance
, which is obviously KL. One has ∇G(u) = 0 iff u = 0, yet G(t, −t) = 0 for all t in R. 
in other words (2.2) holds (with η = 2ε). Then there exists c > 0 such that
Proof. Let us proceed in two steps.
Step 1. Let H ∈ C 1,1 B(u, 2ε); R with u ∈ crit H and assume further that H 0. We claim that there exists c > 0 such that
we may assume that L 2 > 0 and L 1 > 0. Let u ∈ B(u, ε). We have for any v ∈ B(0, 2ε),
so that for any v ∈ B(0, 2ε),
Whence the claim.
Step 2. Define for any u ∈ B(u, 2ε),
Denote by L 2 the Lipschitz constant of ∇G on B(u, 2ε). We claim that,
By the mean value Theorem and the assumptions on G, it follows that there exists t ∈ (0, 1) such that for w = (1 − t)u + tv, G(w) = 0 and ∇G(w) = 0. We then infer,
Hence (2.8). It follows that H ∈ C 1,1 B(u, 2ε); R and satisfies the assumptions of Step 1. Applying (2.6) to H, we get (2.5). This concludes the proof. loc (R N ; R) and let u be a non trivial critical point, i.e. u ∈ crit G \ int crit G. Assume that G satisfies the KL property at u and that assumption (2.2) holds at u.
Then there exists β > 0 such that for any desingularizing function of G at u,
Proof. We may assume G(u) = 0. Combining (2.1) and (2.5), we deduce that ϕ ′ (|G(u)|) Remark 2.5 ). Changing G into −G if necessary, there is no loss of generality to assume that there exists u n such that u n −→ u with G(u n ) > 0 (recall u is a non trivial critical point). Since G is continuous, this implies by a connectedness argument that for some ρ there exists r > 0 such that G B(u, ρ) ⊃ (0, r). Using the parametrization s ∈ (0, r) we conclude that ϕ ′ (s) βs −1/2 , for any s sufficiently small.
Lower bound of desingularizing functions for definable C 2 functions
This part makes a strong use of definability arguments, thus in order to avoid making the paper too heavy the technicalities are entirely "hidden" in the proof.
Lemma 2.9 (Lower bound for desingularizing functions of smooth functions).
We assume that 0 is a non trivial critical point (5) and that
Since G is definable it has the KL property (6) that is, there exist η, r 0 > 0 and ϕ : [0,
Proof. Let us outline the ideas of the proof: after a simple reduction step, we show how the squared norm of a/the smallest gradient on a level line increases at most linearly with the value on the line. In the last step we show that this estimate of the increase rate is naturally linked to ϕ itself and to property (2.11).
Changing G in −G we can assume, with no loss of generality, that there exists a sequence
Step 1. We note first that we may assume for simplicity that G is defined on the whole of R N with compact level sets. Indeed for that we simply need to observe that we can build a C 2 semi-algebraic function ρ :
Replacing G by the function
, leaves the set of desingularizing functions at 0 unchanged. But the extension G is defined on R N , has compact lower level sets and is definable in the same structure.
Step 2. For r > 0, we introduce
5 Equivalently we assume that there exists un −→ 0 such that G(un) = 0. 6 See Theorem 2.2.
Since the set of critical values of a definable function is finite and since the level sets are compact, we may choose r 0 so that ψ > 0 on (0, r 0 ) (the fact that 0 is a non trivial critical point excludes the case when ψ vanishes around 0). If we denote by S(r) the nonempty compact set of solutions to (P r ), one can easily sees that
is a definable point-to-set mapping -this follows by a straightforward use of quantifier elimination. Using the definable selection lemma, one obtains a definable curve u : (0, r 0 ) ⇒ R N such that u(r) ∈ S(r) for all r ∈ (0, r 0 ). Finally using the monotonicity lemma repeatedly on the coordinates u i of u, one can shrink r 0 so that u is actually in C 1 ((0, r 0 ); R N ).
Fix now r in (0, r 0 ). Since r is non critical the problem (P r ) is qualified and we can apply Lagrange Theorem for constrained problems. This yields the existence of a real multiplier λ(r) such that
with of course G(u(r)) = r.
Note that ∇G(u(r)) = 0 so that λ(r) is an actual eigenvalue of ∇ 2 G(u(r)). Since G is C 2 , the curve ∇ 2 G(u(r)) is bounded in the space of matrices M N (R). Since eigenvalues depends continuously on operators, one deduces from the previous remarks that there exists λ 0 such that λ(r) λ, ∀r ∈ (0, r 0 ).
(2.14)
, which is nothing else than
Since G(u(r)) = r, one has 1 2
By definability of ∇G and u( . ) and from the monotonicity lemma, the limit ℓ of Let us now conclude. Take r small, by KL inequality one has
and a fortiori
As a consequence, we can use the linear estimate (2.17) above to conclude as follows
Hence (2.11).
Remark 2.10. (a) Note that if G ∈ C 2 then (2.11) does not hold. Indeed, take G(u)
3 Damped second order gradient systems 3.1 Quasi-gradient structure and KL inequalities (i) We say that a first-order system
has a quasi-gradient structure for E on Γ, if there exist a differentiable function E : R N −→ R and α Γ = α > 0 such that
(ii) Equivalently a vector field F having the above properties is said to be quasi-gradient for E on Γ.
The following result involves classical material and ideas, yet, the fact that an asymptotic alternative can be derived in this setting does not seem to be well known (see however [2] in a discrete context).
Theorem 3.2 (Asymptotic alternative for quasi-gradient fields). Let F : R N −→ R N be a locally Lipschitz mapping that defines a quasi-gradient vector field for E on R N , for some differentiable function E : R N −→ R. Assume further that the function E is KL. Let u be any solution to (3.1) with initial data u 0 ∈ R N . Then,
(ii ) or u(t) converges to a singular point u ∞ of F as t −→ +∞.
Moreover, we have the following estimate,
4)
where ϕ is a desingularizing function of E at u ∞ and α is the constant in (3.2).
Proof. We assume that (i) does not hold, so there exists u ∞ ∈ R N and a sequence s n ր ∞ such that u(s n ) → u ∞ . Note that by continuity of E, one has E u(s n ) n−→∞ −−−−→ E(u ∞ ). Observe also that from the angle condition (3.2), one has for any t 0,
and thus the mapping t −→ E(u(t)) is non-increasing, which implies
Note that if E(u(t)) = E(u ∞ ) for some t, one would have d dt E • u (t) = 0 for any t > t, which would in turn implies that ∇E(u(t)) F (u(t)) = 0 by (3.5) for all such t. In view of the rest point equivalence (3.3), this would mean that F (u(t)) = 0, hence by uniqueness of solution curves, that u(t) = u(t) for any t 0. We can thus assume with no loss of generality that
, where α > 0 is the constant in (3.2) [in view of our preliminary comments and of the continuity of E such a t 0 exists]. By continuity of u, there exists τ > 0 such that for any t ∈ [t 0 , t 0 + τ ), u(t) ∈ B(u ∞ , η). So we may define T ∈ (t 0 , ∞] as
By the angle condition (3.2), the Kurdyka-Lojasiewicz inequality (2.1) and the equation (3.1), we have for any t ∈ (t 0 , T ),
It follows from the above estimate that,
for any t ∈ (t 0 , T ). We claim that T = +∞. Indeed, otherwise T < ∞ and (3.8) applies with t = T. Hence,
Then u(T ) ∈ B(u ∞ , η), which contradicts the definition of T. As a consequence the curve u ′ belongs to L 1 (t 0 , +∞; R N ) by (3.8) and the curve u converges to u ∞ by Cauchy criterion. Finally since 0 must be a cluster point of u ′ (t) recall indeed +∞ 0 u ′ < +∞ and u ′ is uniformly continuous by (3.1) , one must have F (u ∞ ) = 0. The announced estimate follows readily from (3.8) and the fact that T = +∞. Corollary 3.3. Let F : R N −→ R N be locally Lipschitz and assume that for any R > 0 the mapping F defines a quasi-gradient vector field for some differentiable function E R : R N −→ R on B(0, R). Assume further that each of the function E R is KL. Let u be any bounded solution to (3.1) with initial data u 0 ∈ R N . Then u(t) converges to a singular point u ∞ of F, u ′ is integrable and converges to 0. In particular, if we take R sup u(t) ; t ∈ [0, +∞) , we have the following estimate,
where ϕ is a desingularizing function of E R at u ∞ and α R is the constant in (3.2), for the ball B(0, R).
Proof. Take R sup u(t) ; t ∈ [0, +∞) and observe that the previous proof may be reproduced as is, just replace E by E R .
Convergence rate of quasi-gradient systems and worst-case dynamics
To simplify our presentation we consider first a proper gradient system:
where E : R N −→ R is a twice continuously differentiable KL function. We assume that u is bounded so, by virtue of our previous considerations, the curve converges to some critical point u ∞ of E. Observe that if u ∞ is a trivial critical point, one actually has u 0 = u ∞ and the asymptotic study is trivial.
We thus assume u ∞ to be non trivial, and we denote by ϕ a desingularizing function of E at u ∞ , we set
whose domain is denoted by [0, a), (with a ∈ (0, +∞]) and we consider the one-dimensional worst-case gradient dynamics (see [8] ):
We shall assume that: (3.12) which implies that solutions to (3.11) are defined for all t ∈ [0, +∞). Radial functions and worst-case dynamics A full justification of the terminology "worst-case dynamics" is to be given further, but at this stage one can observe that E could be taken of the form
provided that ϕ −1 is smooth enough. In that case ϕ is clearly desingularizing and the solutions of the gradient system (3.10) are radial in the sense that they are of the form 
In this case, the dynamics (3.11) exactly measures the convergence rates for (3.10), since one has for all t 0 and all
(3.15)
We are about to see that this behavior in terms of convergence rate is actually the worst we can expect.
7 Just use the formula in (3.10).
Remark 3.4. (a) As can be seen below, the worst case gradient system is introduced to measure rate of convergence for large t. Since any non trivial solution to (3.11) are essentially the same, in the sense that they are of all the form γ 1 (t) = γ(t + t 0 ) where t 0 is some real number, the choice of γ(0) > is made arbitrarily.
(b) The above rewrites γ ′ (t)ϕ ′ (ϕ −1 )(γ(t)) = −1. Thus if µ(s) denotes an antiderivative of ϕ ′ (ϕ −1 )(s), one has γ(t) = µ −1 (t + a) (where a is a constant) for all t. (c) In general, the explicit integration of such a system depends on the integrability properties of ψ and on the fact that ϕ ′ 2 admits an antiderivative in a closed form. For instance if ϕ(s) = ( 
Thus by integration d dt γ
Theorem 3.5 (Worst-case rate and worst-case one dimensional gradient dynamics). We make the above assumptions on E, u and u ∞ . Then there exist constants c, d > 0 such that
for any t is large enough, where γ is a solution to (3.11).
Proof. Without loss of generality, we may assume that E(u ∞ ) = 0. From the previous results, we know that for any t t 0 , we have u(t) ∈ B(0, η) and E(u(t)) ∈ (0, r 0 ), so that KL inequality gives (see Theorem 3.2 and (3.7)):
Consider now the worst case gradient system with initial condition γ(t 0 ) = ϕ E(u(t 0 )) and set z a (t) = ψ(γ(t)) = ϕ −1 (γ(t)), for t t 0 . The system (3.11) becomes ϕ
, it is an increasing function and one has
and µ(z(t 0 )) = µ(z a (t 0 )). As a consequence, µ(z(t)) µ(z a (t)), hence z(t) z a (t) for all t t 0 , which is exactly (3.16). Using (3.4), we conclude by observing that
The theorem is proved.
Remark 3.6. Observe that in the case of a desingularizing function of power type (see Remark 3.4), we recover well-known estimates [30] .
Theorem 3.7 (Worst-case one dimensional gradient dynamics for quasi-gradient systems). Let F : R N −→ R N be a locally Lipschitz mapping that defines a quasi-gradient vector field for some function E ∈ C 2 (R N ; R) on B(0, R), for any R > 0. Assume further that the function E is KL and that for any R > 0, there exists a positive constant b > 0 such that 18) for any u ∈ B(0, R). Assume further that for a given initial data u 0 ∈ R N the solution u to (3.1) converges to some rest point u ∞ . Denote by ϕ some desingularizing function for E at u ∞ . Then there exist some constants c, d > 0, t 0 ∈ R such that
where γ is a solution to (3.11).
Proof. Combining the techniques used in Theorem 3.2 and 3.5, the proof is almost identical to that of Theorem 3.5.
Without loss of generality, we may assume that E(u ∞ ) = 0. We simply need to check the following inequality which is itself a consequence of the assumption (3.18) applied with R = sup t>0 u(t) .
, for all t sufficiently large. Setting z(t) = E(u(t)), one obtains
The conclusion follows as before by using a reparametrization of (3.11).
Remark 3.8. Assumption (3.18) is of course necessary and simply means that the vector field F drives solutions to infinity at least "as fast as ∇E" (see also [19]) 3.3 Damped second order systems are quasi-gradient systems
As announced earlier our approach to the asymptotic behavior of damped second order gradient system is based on the observation that (1.1) can be written as a system having a quasi-gradient structure.
As explained in the introduction the total energy function E T (u, v) = G(u) + 1 2 v 2 (sum of the potential energy and the kinetic energy) is Liapunov for our dynamical system (1.1), formally
From the above we see, that the damped system (1.1) is not quasi-gradient for E T since one obviously has a degeneracy phenomenon
where in general ∇E T (u, v) = 0 and F (u, v) = 0. The idea that follows consists in continuously deforming the level sets of E T , through a family of functions:
so that the angle formed between each of the gradients of the resulting functions E λ , λ > 0 and the vector F remains far away from π/2. In other words we seek for functions making F a quasi-gradient vector field.
Proposition 3.9 (Second order gradient systems are quasi-gradient systems). Let G ∈ C 2 (R N ; R) and let
For any R > 0, there exists λ 0 > 0 satisfying the following property. For any λ ∈ (0, λ 0 ), there exists α > 0 such that
for any λ ∈ [0, λ 0 ).
we obtain by Young inequality, 24) where
Combining (3.25) with (3.24), we deduce that condition the angle condition (3.22) is satisfied. Finally, the rest point equivalence (3.23) follows from (3.24) and (3.25).
Remark 3.10. Note that for λ = 0, we recover the total energy
The following result is of primary importance: roughly speaking it shows that functions which desingularize the potential G at some critical point u, also desingularize the energy function E T and more generally the family of deformed functions E λ at the corresponding critical point (u, 0). This result implies in turn that the decay rate of the energy is essentially conditioned by the geometry of G as one might expect from a mechanical or an intuitive perspective.
In the proposition below one needs the kinetic to be desingularized by ϕ, this explains our main assumption.
Proposition 3.11 (Desingularizing functions of the energy). Let G ∈ C 2 (R N ; R), u ∈ crit G and assume that there exists a desingularizing function ϕ ∈ C 1 (0, r 0 );
Proof. By standard translation arguments, we may assume without loss of generality that G(u) = 0 and u = 0. Then E λ (0, 0) = 0 and (3.26) consists in showing that for some constant c > 0,
,
; u ∈ B(0, η)) and define λ 1 = min 27) and in particular, 28) for any λ ∈ [0,
Let us first find a lower bound on ϕ ′ (|E λ (u, 0)|). Observe that necessarily E λ (u, 0) = G(u) = 0. In particular, ∇G(u) = 0 (Remark 2.5). We then have by (2.1) and (3.28), ∇E λ (u, v) = 0 and
Combining (3.31) with (3.27), we deduce that for any λ ∈ [0,
where c 1 = 1 + λ 1 . By continuity of ∇G, there exists η 1 ∈ (0, η) such that
Using successively the fact that ϕ ′ is decreasing and ϕ ′ (s) O(1/ √ s), it follows from (3.32) that if (u, v) ∈ B(0, r 1 ) × B(0, r 1 ) with E λ (u, v) = E λ (u, 0) then ∇E λ (u, v) = 0 and 
Convergence results
Before providing our last results, we would like to recall to the reader that a bounded trajectory may not converge to a single critical point; finite-dimensional counterexamples for N = 2 are provided in [4, 38] , in each case the trajectory end up circling indefinitely around a disk.
We now proceed to establish a central result whose specialization to various settings will provide us with several extensions of Haraux-Jendoubi initial work [28] . Then, +∞) ; R N ) and in particular u converges to a single limit u ∞ in crit G.
(ii) When u converges to u ∞ , we denote by ϕ the desingularizing function of G at u ∞ . One has the following estimate
where γ(t) is the solution of the worst-case gradient system
) and U = (u, 0). Let F and let E λ be defined in Subsection 3.1 and Proposition 3.9, respectively. Note that if u ∈ crit G then ϕ(t) = ct desingularizes G at u and also E λ at U , for any λ 0 Remark 2.3 (a) and (3.23) . Otherwise, u ∈ crit G and we shall apply Proposition 3.11. Since sup
exp(−γ(t − s))b(s)ds, and by a straightforward calculation,
. Let λ 0 > 0 and 0 < λ 1 < λ 0 be given by Propositions 3.9 and 3.11, respectively. Let us fix 0 < λ ⋆ < λ 1 and let α > 0 be given by Proposition 3.9 for such E λ⋆ and R. By Proposition 3.9, the first order system
has a quasi-gradient structure for E λ⋆ on B(0, R) (Definition 3.1). Finally, since G has the KL property at u, E λ⋆ also has the KL property at U (Proposition 3.11). It follows that Theorem 3.2 applies to U, from which (i) follows.
The estimate part of the proof (ii) will follow from of Theorem 3.7, if we establish that for any R > 0,
for any (u, v) ∈ B(0, R) × B(0, R). First we observe that for each R > 0 and for any (u, v) ∈ B(0, R) × B(0, R), there exists k 1 0 such that
This follows trivially from Cauchy-Schwarz inequality and the fact that ∇ 2 G is continuous hence bounded on bounded sets. Fix α > 0 and recall the inequality 2ab α 2 a 2 + b 2 α 2 for all real numbers a, b. By Cauchy-Schwarz inequality and the previous inequality Remark 4.2. (a) As announced previously convergence rates depend directly on the geometry of G through ϕ.
(b) The fact that the length of the velocity curve u ′ id finite suggests that highly oscillatory phenomena are unlikely.
Consequences
In the following corollaries, the mapping R + ∋ t −→ u(t) is a solution curve of (1.1).
Corollary 5.1 (Convergence theorem for real-analytic functions [28] ). Assume that G : R N −→ R is realanalytic and that u(t) t>0 is bounded. Then, (i) (u, u ′ ) has a bounded length. In particular u converges to a critical point u ∞ .
(ii) When u converges to u ∞ , we denote by ϕ(s) = cs θ (with c > 0, θ ∈ (0, , when θ ∈ (0, (ii) When u converges to u ∞ we denote by ϕ the desingularizing function of G at u ∞ . One has the following estimate
where γ(t) is the solution of the worst-case gradient system γ ′ (t) + (ϕ [27] ). Let G ∈ C 2 (R; R) and assume that u(t) t>0 is bounded. Then u converges to a single point and we have the same type of rate of convergence as in previous corollary.
Proof. We proceed as in [46] . Argue by contradiction and assume that ω(u 0 , u with r 1 and C > 0. Then the solution curve t −→ (u(t), u ′ (t)) has a bounded length, in particular u(t) converges to a minimizer u ∞ of G as t goes to ∞.
Proof. A general result of Alvarez [1] ensures that u is bounded (and even converges). On the other hand it has been shown in [10] that functions satisfying the growth assumption above (5.1), also satisfy Lojasiewicz inequality with desingularizing functions of the form s −→ cs 1−1/r with c > 0. Combining the previous arguments, the conclusion follows readily.
Remark 5.5. An alternative and more general approach to establish that trajectories have a finite length have been developed for convex functions in [42, 21] . But contrary to what happens under growth conditions assumptions approach the reasoning does not extend to infinite dimensional spaces [5] .
