In this paper, we pay our attention to geometric parameters and their applications in economics and finance. We discuss the multiplicative models in which a geometric mean and a geometric standard deviation are more natural than arithmetic ones. We give two examples from Warsaw Stock Exchange in 1995-2009 and from a bid of 52-week treasury bills in 1992-2009 in Poland as an illustrative example. For distributions having applications in finance and insurance we give their multiplicative parameters as well as their estimations. We consider, among others, heavy-tailed distributions such as lognormal and Pareto distribution, applied to modelling of large losses.
Introduction
Two of the most frequently measures used in descriptive statistics are arithmetic means and standard deviation. A geometric mean is used less often, while the parametric standard deviation connected with the geometric mean is used even more rarely.
When is it better to use arithmetic (additive) parameters and when geometric (multiplicative) ones? Lot of time is devoted to these problems in economic and finance literature. One of the firsts papers on this topic was the article [13] . In the consecutive years there appeared a number of papers devoted to applications of the geometric mean. For example [2, 3, 4, 5, 6, 7, 8] . Critical remarks are contained in the paper [9] . A review of basic equalities and inequalities in the context of a gross income from investment in discrete time one can find in the article [1] . Properties of various kinds of means can be found in review paper [11] .
In this paper the issue concerning multiplicative parameters, including geometric mean is extended with interpretations and applications of multiplicative variance and covariance. In Section 2.2 we give definitions and properties of multiplicative parameters. We discuss the multiplicative models in which a geometric mean and a geometric standard deviation are more natural than arithmetic ones. For comparison in Section 2.1 we give a brief description of additive models. In Section 3 we give the most typical distributions for which the multiplicative parameters are more natural than the additive ones. In Section 2.3 we provide estimators of multiplicative parameters considered in Section 2.2and their properties. In Section 4 we give real examples of applications.
Parameters and models
The well known definitions and properties of additive parameters given in Section 2.1 are presented only in order to compare them with introduced in Section 2.2 definitions and properties of multiplicative parameters.
Additive parameters and models
Let X denote the random variable with a cumulative distribution function F (x). Expectation of X is given by
Then the variance is given by 2) and the standard deviation is given by
It is well known that
A (theoretical) median is defined as Me (X) by the formula
For a two-dimensional random vector (X, Y ), the covariance is defined by
5)
where F (x, y) is a cumulative distribution function of (X, Y ). Let (X, Y ) be the two-dimensional random vector. The best linear approximation of a random variable X by random variable Y
Additive econometric linear model with one explanatory variable is of the
where x is an explanatory variable, y is an explained variable and ε is a random component with expectation 0. It is frequently assumed that ε ∼ N (0, σ), where σ is unknown.
Multiplicative parameters and models
Let us define a multiplicative (geometric) mean by E G (X) = e E(ln X) .
(2.7)
From Jensen's inequality it is easy to see that
Below we give some obvious properties of a geometric mean. Equation (2.7) implies the formulae
provided multiplicative expectations of random variables X i exist. Moreover, for every a ∈ R
From (2.9) for a = −1 we obtain
.
(2.10)
Hence from (2.8) and (2.10) we have
Proof. The formula (2.11) is by definition equivalent to e E(ln(X+Y )) ≥ e E(ln(X)) + e E(ln(Y )) .
(2.12)
Dividing both sides of (2.12) by e E(ln(X)) we obtain an equivalent inequality e E(ln(1+Y /X)) ≥ 1 + e E(ln(Y /X)) .
Let us substitute T = Y /X. Then it is sufficient to prove the inequality e E(ln(1+T )) ≥ 1 + e E(ln T ) .
Let us assume that T is a discrete random variable and Pr (T = x i ) = p i . From the inequality (7.1) from the book of D. S. Mitrinovi, J. E. Pečari, A. M. Fink [10] , p. 6, we obtain after the substitution f (x) = ln (1 + e x ) the inequality ln exp
which completes the proof of (2.11) for discrete X and Y . For any X and Y the inequality (2.11) we approximate X and Y by discrete random variables.
The square multiplicative divergence between t and 1 is defined by the following conditions:
3. f (t) is increasing function for t ≥ 1.
Condition 2 means that if any of two numbers u or v is q > 1 times greater than the second one, then
The function f (t) = e ln 2 t = t ln t (2.13) fullfils the above conditions and play the same role for quotients as t 2 for differences. It means that f (u/v) is a square multiplicative deviation of numbers u and v of each other i.e. it is a deviation of their quotient from 1. Apart from function (2.13) a function f (t) = e |ln t| (2.14) also fullfils the above conditions [12] . Note, however that the function defined by (2.14) is a multiplicative counterpart of E |X − EX| not of the variance D 2 (X). We will define a geometric variance as the multiplicative mean of a square multiplicative deviation of random variable X from its geometric mean:
Multiplicative (geometric) standard deviation:
Note that if D 2 G (X) = 0 then σ G (x) = D 2 G (X). A counterpart of (2.4) is given by the equation
(2.16) However, one cannot compare D 2 (X) and D 2 G (X) because σ (X) = D 2 (X) is represented in the same units as X (e.g. in euro or units of weights or sizes) but σ G (X) is dimensionless (may be expressed in percent after multiplying by 100).
Below we give some properties of multiplicative variance. Equation (2.15) implies the formulae
provided multiplicative variances of random variables X i exist and X i are independent. Moreover, for every a ∈ R
Hence if X and Y are independent then from (2.17) and (2.19) we have
A multiplicative variance and standard deviations is a quotient measure of a deviation between a random variable and its multiplicative mean m G = E (X) as well as additive variance and standard deviations is a difference measure of the deviation between the random variable and its additive mean m. Since in the additive case it is useful to define the kth interval of the form
then in the multiplicative case we have the counterpart of the form
Let (X, Y ) be a two-dimensional random vector. We will find the best exponential approximation of a random variable Y by a random variable X. To achieve that we will find a multiplicative counterpart of the equation (2.6). The measure of the distance between a random variable Y and the exponential function of a random variable X of the form e αX+β will be according to the equation (2.13), the geometric expectation of the random variable e ln 2 T , where
Instead of minimizing the expression E (Y − (aX + b)) 2 we will minimize the expression
It comes down to the equation (2.6), but for ln Y instead of Y :
which take place forα
Formulae (2.21) and (2.22) imply that the exponential function which is the best approximation of a random variable Y has the form
If as a criterion of an exponential approximation we will take the expression E Y − e αX+β 2 then instead of explicit formulae forα andβ we will obtain only a system of two equations. Let
To find the minimum of g (α, β) we calculate the partial derivative of the function g (α, β) and compare them to zero. 
Therefore such a criterion is not very useful. Note that in the Equation (2.23), parameters of the random variable X are additive but parameters of the random variable Y are multiplicative. The Equation (2.23) will be transformed in such a way as to obtain the uniform form: additive with respect to X and multiplicative with respect to Y . To achieve this we will introduce a definition of covariance Cov AG (X, Y ) -additive with respect to the first and multiplicative with respect to the second random variable (additive-multiplicative covariance):
(2.27)
Taking such a notation, the formula (2.23) has the form
The multiplicative econometric model with one explanatory variable is of the form
where ε is a random component. It is frequently assumed that ε has a lognormal distribution with parameters m and σ. Let z = ln y. Then
is an additive model with a random component η = ln ε with a normal distribution N (0, σ). We will denote its trend byẐ and
An exponential trend is defined by the formula
The trend in the multiplicative model is given bŷ
The behaviour of the variable y in the multiplicative model is reflected by its geometric mean.
Estimation of multiplicative parameters
Let us define the following empirical parameters: geometric mean
and geometric variances
Therefore, empirical standard deviations are defined by
Now we can derive from Section 2.2 the equations for estimators of the multiplicative parameters and their properties. Let X 1 , X 2 , . . . , X n be a random sample for a population with cdf F (x). Let θ be a multiplicative parameter of F (x), e.g. θ = E G (X) or θ = D 2 G (X). Below we formulate the basic properties of multiplicative estimators of such parameters.
A statistic Z n = f (X 1 , . . . , X n ) is a multiplicative unbiased estimator of θ if E G (Z n ) = θ. The Z n is multiplicative asymptotically unbiased estimator of θ if lim n→∞ E G (Z n ) = θ. Theorem 1. Let X 1 , X 2 , . . . , X n be a random sample with the same multiplicative mean E G X i = m G . The statistics x G is a multiplicative unbiased estimator of m G .
Proof. From (2.9) and (2.7) we have
Moreover one can easily to calculate the following: Property 2. If X 1 , X 2 , . . . , X n are i.i.d. and have the same multiplicative expectations m G and variances σ 2 G , then
. . , X n be a simple random sample. The statisticŝ s 2 G is a multiplicative unbiased estimator of σ G and s 2 G is a multiplicative asymptotically unbiased estimator of σ 2 G . Proof. To prove thatŝ 2 G is a multiplicative unbiased estimator of σ 2 G we have to calculate the term
Let y i = ln x i . In the same as one proves that
is an unbiased estimator of D 2 (X) we can prove thatŝ 2 G is a multiplicative unbiased estimator of σ 2 G . Then we omit details. As a simple conclusion we obtain that s 2 G is a multiplicative asymptotically unbiased estimator of σ 2 G .
The estimator of covariance Cov AG (X, Y ) is given by
Estimators of the parameters a and b given by Equation (2.21) and 
Parameters of selected distributions
In this section we will determine multiplicative parameters of distributions frequently applied to modelling of a finance risk. Especially important are two heavy-tailed distributions, namely lognormal and Pareto distributions used to estimate large losses on financial and insurance markets.
Lognormal distribution
Random variable X has a lognormal distribution if Y = ln X has a normal distribution, Y ∼ N (m, σ), EY = m, D 2 Y = σ 2 . A random variable with a lognormal distribution has the expectation E (X) = e m+σ 2 /2 and the variance D 2 (X) = e 2m+σ 2 e σ 2 − 1 .
Multiplicative parameters are the following:
and they depend respectively, E G (X) on m and D 2 G (X) on σ only. The divergence between means E (X) and E G (X) measured by their relationships d is given by
and increases proportionally to σ G and exponentially with σ 2 .
Exponential distribution
The cumulative distribution function of the exponential distribution is given by
and density 
Then multiplicative parameters are as follows:
Note that the multiplicative variance does not depend on the parameter λ.
The divergence between means E (X) and E G (X) is constant and is equal to
Random variable Y has a negative exponential distribution if density g (x) is of the form
Multiplicative parameters exist only if µ ≥ 0. In this case the distribution is called the left truncated exponential one. Since
where Ei (x) is the exponential integral:
then for µ > 0:
Pareto distribution
In this context, an interesting distribution is Pareto distribution with a cumulative distribution function
and density
where α > 0, β > 0. Additive parameters of the random variable X with density (3.7) are the following:
for α > 1,
Random variable Y = ln X has a negative exponential distribution with density g (x) = αβ α e −αx for x ≥ ln β, 0 for x < ln β.
Then multiplicative parameters are the following:
and exist for any α > 0. Median exists for any α: Graphs of tails 1 − F (x) for both above distributions are presented in Figure 2 Assume X E has the exponential distribution and X P has Pareto distribution with the same multiplicative parameters. If β = 1 then x 0 ≈ 27.21152972326824 is the solution of the equation F P (x) = F E (x). If x > x 0 then Pr (X P > x) > Pr (X E > x). Pareto distribution is a heavy-tailed one contrary to an exponential distribution. Both of those distributions are used in insurance. Therefore we should compare these distribution with the same parameters. Since additive parameters with some values of α do not exists, then we should compare the multiplicative parameters.
Uniform and power distributions
The density of the uniform distribution on the interval [a, b] is given by .
For a = 0
The divergence between means E (X) and E G (X): The power distribution with exponent α > 1 on the interval [0, b] has density
If the random variable Y has a distribution with density (3.11) then X = 1/Y has Pareto distribution with parameters α and β = 1/b. 
Exponentially-uniform distribution
Let us assume that X has an exponential distribution with mean y and y is the value of a random variable Y with a uniform distribution on the interval 
Applications of the multiplicative model
Many applications of the geometric mean in economics can be found in the papers [4, 5] . In the paper [5] the future portfolio of shares and in [4] the expected gross return from investment were estimated by the geometric mean. Interesting considerations about applications of geometric or arithmetic means to the estimation of the discount rate of the planned investments one can find in the paper [2] . However, applications used nearly always the multiplicative mean. Only in [12] the multiplicative dispersion given by (2.14) was applied but, as it was explained in Section 2.2, that dispersion differs from our standard deviation. Let us only point out that also in other fields of science, multiplicative parameters give a better description of some phenomena than additive ones -see for example [14] and references therein.
In the next sections we give two examples of applications of multiplicative parameters. Those examples come from the Polish market and concern the Stock Exchange in Poland.
Return index rates
Return rates i r 100% of indexes WIG20 from Warsaw Stock Exchange in the years 1995-2009 are given in Table 1 , r = 1995 . . . 2009. In the third column the accumulation coefficients a r = 1 + i r are given.
The total return at the end of 2009 of an investing initial capital p = 1 at the beginning of 1995 is given by the formula:
Since a G = 1.0820 then FV = (a G ) 15 = 3.2656.
The mean annual rate of profitability of treasury bills
A multiplicative model will be used here to model the annual market rate with the investment to 52-week treasury bills in Poland. The use of multiplicative models can be justified by the fact that an accumulation of capital is made by the multiplication not by the addition of gross return from investment. Let R -annual rate of 52-week treasury bills, f (t) = ab t -exponential function of trend. Assume that (see Equation (2.30))
where the random component ε has the distribution LN (0, σ). To estimate unknown parameters a and b (see Equations (2.35) and (2.36)) of trend function of the annual rate of interest we take observations of average profitabilities from weekly bids in the years 1992-2009. In the observed years there were from 18 to 56 bids per year. For these particular years as a mean, the arithmetic, geometric means and median were taken -see Table 2 . Since differences between them are were little, for further calculations r i , were taken as r i the arithmetic means from annual profitabilities of bids in a particular year.
In Figure 5 the graph of average annual profitabilities and its exponential approximation are given by (2. The histogram of logarithm of the random component ln ε ( Figure 6 ) suggests that ε has a normal distribution with the mean 0. However, there are too few observations (n = 18) to carry out the verification of this conjecture.
The geometric mean r G = 0.1245 reflects the behaviour of the annual average rate of profitability R. For comparison, the arithmetic mean amounts to r = 0.1661. 
