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ABSTRACT 
!is paper presents MulseBox, a new multisensory 
interactive device, which can propose new percepts of 
interaction and simulate real-life situation to help learning 
and transfer of learning in daily-life. Indeed, multisensory 
interaction is known to improve learning performances. 
MulseBox can easily be enriched with real objects and 
virtual objects. It is evolving. It answers a need highlighted 
by the scientiﬁc literature: the lack of a unique multisensory 
device to work with on common problematics. Indeed, we 
found that eight disciplines at least are investigating 
multisensory with the shared secondary objectives to 
increase users' !ality of Experience and to design for all 
(that is considering disabilities). MulseBox is a device 
allowing researchers to solve identiﬁed problematics. An 
exploratory study showed ﬁrst promising results about 
MulseBox relevance. 
CCS CONCEPTS 
• Hardware → Emerging te!nologies → Analysis and 
design of emerging devices and systems; Information 
systems → Information systems applications → 
Collaborative and social computing systems and tools; 
Human-centered computing; Applied computing. 
KEYWORDS 
Multisensorial interaction, ecological interaction, digital 
device, interaction techniques, cognitive entertainment 
RÉSUMÉ 
Cet article présente MulseBox, un nouveau dispositif 
interactif multisensoriel, capable de proposer des 
nouveaux percepts d’interaction et de simuler des 
situations de la vie réelle pour faciliter l’apprentissage et 
le transfert des acquis dans la vie quotidienne. En eﬀet, 
l'interaction multisensorielle est connue pour améliorer 
les performances neuropsychologiques. MulseBox peut 
facilement être enrichi d'objets réels et d'objets virtuels. Il 
est évolutif. Et il répond à un manque que la li!érature 
scientiﬁque a mis en évidence : l’absence d’un dispositif 
multisensoriel unique perme!ant de résoudre les 
problématiques actuelles. En eﬀet, nous avons recensé 
qu’au moins huit disciplines étudient l’interaction 
multisensorielle avec des objectifs secondaires communs 
qui sont d’augmenter la qualité de l'expérience des 
utilisateurs et de concevoir pour tous (c'est-à-dire qui 
soient accessibles aux personnes en situation de 
handicap). MulseBox se situe comme un dispositif 
perme!ant aux chercheurs de résoudre les problèmes 
identiﬁés dans la li"érature. Une étude exploratoire a 
montré des premiers résultats prome!eurs sur la 
pertinence de MulseBox. 
MOTS CLÉS 
Interaction multisensorielle, interaction écologique, 
dispositif numérique, technique d’interaction, 
entrainement cognitif 
1 INTRODUCTION 
Dans le cadre du projet StimSense, nous voulons vériﬁer 
l’apport d’exercices informatiques multisensoriels lors de 
séances de stimulation cognitive. En eﬀet, la li!érature a 
montré que des personnes récupéraient un meilleur 
équilibre postural, une meilleure humeur et un meilleur 
état cognitif en faisant des exercices multimodaux [1][2]. 
Mais les exercices de stimulation cognitive sont eﬃcaces 
seulement s’ils peuvent être appliqués à la vie 
quotidienne, c’est ce qu’on appelle le transfert des acquis : 
un apprentissage est toujours spéciﬁque à une situation et 
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ne peut pas être généralisé à d’autres [3]. Il est donc 
nécessaire que les exercices soient basés sur les Activités 
de la Vie !otidienne (AVQ), ce qui a aussi l’avantage et 
l’intérêt d’augmenter les performances 
neuropsychologiques [4]. Pour ces raisons, le personnel 
soignant travaille toujours sur les AVQ, personnalisées à 
chaque patient, pour leur donner la possibilité d’appliquer 
leur apprentissage à leur propre vie [3] et en utilisant des 
objets de la vie quotidienne [5]. Ceci est la base de notre 
travail. 
La multisensorialité a déjà montré ses bienfaits dans le 
domaine de la santé depuis les années 60 en aidant des 
personnes ayant des troubles de l’apprentissage [6][7]. 
Ce!e approche, appelée Snoezelen, permet de stimuler la 
vue, l’ouïe, le toucher, le goût et l’odorat pour favoriser le 
bien-être et réduire le déclin cognitif. Entre autre, elle peut 
aider au rappel de mémoire [8][9], à corriger ou à 
améliorer les capacités de lecture ou à améliorer 
l’a!ention sélective [9]. 
L’objectif du projet StimSense est donc de me!re en place 
des exercices multisensoriels aﬁn de mener des 
évaluations à long terme pour mesurer leurs bienfaits sur 
les personnes, en comparaison d’exercices classiques 
utilisant le clavier et la souris. Cet article synthétise la 
première partie du projet StimSense, à savoir la 
conception d’exercices multisensoriels.  
La section 2 de ce papier présente l’état de l’art de notre 
travail qui est double. Après avoir discuté de l’intérêt de la 
multisensorialité pour la santé et de l’intérêt de 
l’interaction multisensorielle plus largement, nous nous 
intéressons d’une part aux outils multimodaux de 
stimulation cognitive et d’autre part aux systèmes 
multisensoriels. Ce!e section met en évidence un manque 
important : il n’existe pas de dispositif multisensoriel 
unique, pourtant nécessaire pour proposer des exercices 
multisensoriels et plus largement pour acquérir des 
connaissances sur les eﬀets de l’interaction 
multisensorielle sur les utilisateurs. En eﬀet, force est de 
constater que le manque évoqué par les chercheurs couvre 
une problématique bien plus vaste et générale que notre 
problématique de départ. 
Nous proposons donc dans ce papier de répondre à ce 
manque, et donc à ce!e problématique plus vaste. La 
section 3 présente donc MulseBox, un dispositif 
multisensoriel qui permet de me!re en place des activités 
multisensorielles et écologiques. La section 4 présente une 
étude exploratoire que nous avons réalisée pour 
confronter notre dispositif à des utilisateurs et recueillir 
les avis des participants. Enﬁn, la section 5 propose une 
discussion et conclut ce papier. 
Ce papier apporte deux contributions importantes : un 
état de l’art qui montre l’importance de l’interaction 
multisensorielle dans le domaine de l’IHM et MulseBox un 
nouveau dispositif d’interaction multisensorielle. 
L’intégralité de notre travail se base sur les résultats de la 
li!érature qui indiquent que les exercices basés sur les 
Activités de la Vie !otidienne utilisant des technologies 
multisensorielles sont naturellement capables d’assurer le 
transfert des acquis. 
2 ETAT DE L’ART 
2.1 Intérêt de la multisensorialité pour la santé 
Les fonctions cognitives diminuent, de diﬀérentes 
manières, que ce soit dans le cadre du vieillissement 
normal ou de la démence, avec une variabilité physique, 
sensorielle et cognitive qui augmente avec l’âge [10]. 
Généralement on observe une diminution de la vitesse de 
traitement, des capacités d’a!ention, de la mémoire, du 
langage, des habilités et constructions spatiales et du 
fonctionnement exécutif [11]. Mener une vie active et 
participer à des activités intellectuelles, physiques et 
sociales semblent  empêcher le déclin cognitif [11].  
La multisensorialité a pour intérêt de proposer 
naturellement des compensations face à certains déclins. 
Par exemple, les personnes peuvent avoir des diﬃcultés à 
voir ce qui apparaît sur les écrans [12][13] (problème de 
vue) ou peuvent perdre leur sensibilité pour les sons purs 
et les sons à haute fréquence et avoir des diﬃcultés à 
localiser les sons [13] (problème d’audition) ou peuvent 
avoir une perte de dextérité manuelle ce qui les empêche 
d’utiliser une souris [14] ou de faire des mouvements 
rapides [13] (problème de toucher). Le déclin de la 
mémoire peut causer des problèmes plus subtils. Par 
exemple les gens peuvent avoir des diﬃcultés à appliquer 
des procédures parce qu’ils ont du mal à se souvenir des 
séquences d’actions à faire ou parce qu’ils peuvent avoir 
des diﬃcultés à comprendre les consignes à cause de 
messages oraux trop longs [12]. 
Il est alors conseillé de fournir des informations 
redondantes avec des modalités multiples et de limiter au 
maximum la charge en mémoire et le traitement cognitif 
[13]. 
2.2 Interaction multisensorielle 
De manière générale, l’être humain, dès la naissance, 
évolue et se développe dans un monde multisensoriel. Ses 
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 modalités sensorielles sont liées. Par exemple, si un sens 
est absent, cela impacte le développement des autres [15]. 
C’est le cas, par exemple, pour les personnes non-
voyantes qui peuvent développer l’audition, le toucher, ou 
même, plus rarement, l’écholocation. Ce processus 
neurologique de développement multissensoriel s’appelle 
l’intégration sensorielle et est responsable du 
développement de l’a!ention, de la mémoire et du langage 
[8].  
L’interaction multisensorielle est basée sur l’intégration 
sensorielle et est une Interaction Humain-Machine 
utilisant des périphériques qui vont agir sur 
l’environnement pour produire des eﬀets sensoriels, par 
exemple du vent avec un ventilateur, de l’eau avec un 
vaporisateur, de la lumière avec une lampe, des 
mouvements avec un siège mobile, etc. L’objectif de 
l’interaction multisensorielle est de solliciter les sens de 
l’humain. Et, pour augmenter l’impact positif de la 
technologie sur l’humain, il faudrait utiliser positivement 
le plus de modalités sensorielles possibles [16].  
L’interaction multisensorielle n’est pas réservée à une 
seule discipline ou à un seul champ d’application. Comme 
le montre notre schéma de synthèse (voir Figure 1), nous 
avons constaté que des disciplines diﬀérentes connaissent 
actuellement des mutations profondes liées à la 
technologie multisensorielle au point même que des 
disciplines changent de nom : Dix parle d’Interaction 
Humain-Technologie [17], Ghinea parle de Mulsemedia 
(Multiple Sensorial Media) [18], d’autres parlent de cinéma 
4D, 7D, 9D, etc. 
La recherche semble s’intéresser principalement aux 8 
disciplines suivantes :  
1. le mulsemedia [16][19][20][21][22][23][24][9][25] 
[26][18][27][28][29],  
2. la santé [8][6][30][31][7],  
3. l’internet des objets [21][32][33][34],  
4. le cinéma [35][36][32][37],  
5. l’IHM [38][39][17],  
6. l’éducation [40][15][41],  
7. la réalité virtuelle [23][42][41], 
8. la conception de produits [43]. 
Nous avons également observé deux objectifs communs à 
toutes ces disciplines : 
• Améliorer la !alité d’Expérience [29][20] 
[22][27][16][24][9][25][31][18][28][40][21] 
• Améliorer l’accessibilité (conception pour tous) 
[16][15][9][31][17][28][19] 
Le mulsemedia, terme introduit par Gheorghita Ghinea en 
2010, semble être la discipline la plus avancée dans la 
recherche sur les impacts de la multisensorialité sur les 
personnes [18][16]. « Les systèmes mulsemedia ont le 
potentiel d’utiliser les capacités perceptuelles et cognitives 
humaines plus eﬃcacement car le cerveau humain évolue 
dans un environnement multisensoriel [9]. 
 
Figure 1 : Champs disciplinaires de la multisensorialité 
2.3 Impact des eﬀets sensoriels 
Nous avons vu que, dans notre contexte, les eﬀets 
sensoriels sont des artefacts produits par la technologie 
pour interagir avec les sens humains. 
Les eﬀets sensoriels peuvent avoir des impacts positifs sur 
les personnes. Par exemple, la musique peut aﬀecter 
l’a!ention et le pouvoir de persuasion [9] ; la sensation du 
toucher dans l’air (mid-air haptic) peut aider à 
communiquer l’état émotionnel [38][44][45] ; et le toucher 
peut inﬂuencer l’évaluation des produits [9] et pousser 
aux achats spontanés [43]. 
La li!érature montre que l’addition d’une seule modalité 
sensorielle à un système existant est déjà suﬃsant pour 
améliorer la perception de l’utilisateur [16] et pour 
augmenter le plaisir à interagir avec la technologie [40]. 
En eﬀet, les eﬀets sensoriels impliquent que les émotions 
(positives ou négatives) sont ressenties de façon plus forte 
[24][21]. 
Cependant, cela signiﬁe que les eﬀets sensoriels peuvent 
également avoir des impacts négatifs. Par exemple, dans le 
cinéma 4D, les picotements (tickler) sur les jambes ou l’eau 
aspergée sur le visage peuvent être mal vécus et associés à 
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une mauvaise expérience, trop invasive, allant jusqu’à 
empêcher les spectateurs de s’immerger dans le ﬁlm [35].  
Une mauvaise synchronisation entre le contenu audio-
visuel et les eﬀets sensoriels implique également une 
mauvaise expérience utilisateur [22][29][21], allant 
jusqu’à produire une perte de concentration et des 
émotions négatives [35]. Ce!e nécessaire synchronisation, 
appelée cross-modal eﬀects, correspondences, ou media 
integration [18], découle directement de l’intégration 
sensorielle, et est de plus en plus étudiée aﬁn de concevoir 
des interactions eﬃcaces et d’augmenter l’engagement et 
l’immersion dans l’interaction [9][38]. 
Mais nous avons peu d’informations concernant les eﬀets 
sensoriels. Hormis ce qui a déjà été cité précédemment, 
nous savons que les utilisateurs apprécient l’ajout d’eﬀets 
de lumière à des contenus audiovisuels [24], et que parmi 
les eﬀets haptiques, olfactifs, et de vents, le plus populaire 
semble être l’haptique, suivi par l’eﬀet de vent [20]. Mais il 
faut être prudent avec ces résultats car ils dépendent du 
type d’eﬀets utilisés et du contexte d’évaluation. Deux 
eﬀets haptiques diﬀérents peuvent avoir des impacts 
diﬀérents.  
Finalement les seules connaissances concrètes que nous 
avons dans ce domaine à l’heure actuelle, c’est que 
l’utilisation d’eﬀets sensoriels a un impact, positive ou 
négatif, sur l’expérience utilisateur. Il reste beaucoup à 
étudier. 
2.4 Recherches récentes et à venir 
Les recherches récentes se focalisent presque 
exclusivement sur l’olfaction et le goût, qui constituent un 
déﬁ important, puisque ce sont avant tout des sens 
subjectifs et chimiques. Plusieurs recherches démontrent 
leur importance pour créer des expériences utilisateurs 
plus riches [38][20][46]. Mais comme l’olfaction et le goût 
ampliﬁent les perceptions sensorielles, ils peuvent avoir 
des impacts positifs mais également négatifs [39][44]. 
L’olfaction et le goût semblent alors être comme des 
variables qui viennent conﬁrmer l’émotion principale de 
l’expérience vécue par l’utilisateur.  
L’olfaction peut inﬂuencer la perception et la cognition 
[9], ce qui peut être positif ou négatif selon le contexte et 
être source « d’inconfort, de sympathie ou même de refus 
inconscient » [24]. Il est alors nécessaire de comprendre 
les limites à l’utilisation d’odeurs dans les interactions 
pour éviter les mauvaises expériences [20]. L’un des 
principaux problèmes soulevés par la li!érature est le fait 
que l’odeur reste un long moment dans l’atmosphère, bien 
après l’action associée [35], et que les utilisateurs peuvent 
se lasser rapidement de ce type de stimulation car cela 
provoque des contradictions dans leurs diﬀérentes 
perceptions [16]. 
Concernant le goût, les informations sont plus rares car il 
est compliqué de me!re en place des expérimentations 
puisqu’elles sont jugées invasives et hygiéniquement 
douteuses. En eﬀet, pour stimuler le goût, il est nécessaire 
de stimuler directement les récepteurs de la langue 
[39][47] avec des stimulations chimiques, électriques et 
thermiques [9]. 
Enﬁn, les recherches se focalisent presque toutes sur les 
cinq sens traditionnels (la vue, l’ouïe, le toucher, 
l’olfaction, le goût) [24][9][25]. Et nous manquons 
actuellement de connaissances concernant les autres sens 
[9], qui impliquent le corps entier et qui sont importants 
pour l’entraînement ou la réhabilitation des fonctions 
cognitives, la rééducation, le niveau de santé générale, les 
inﬁrmités, etc. Nous pensons, à l’équilibrioception (sens de 
l’équilibre), la kinesthésie (conscience de nos 
mouvements), la noniception (sens de la douleur), la 
proprioception (perception de la position et du 
mouvement de notre corps), la thermoception (perception 
de la température), la perception temporelle, et la 
perception viscérale (conscience de l’intérieur de notre 
corps). 
Les utilisateurs peuvent tirer un vrai bénéﬁce à interagir 
avec des systèmes qui engagent leur corps entier en leur 
perme!ant de rester debout et de se mouvoir [23][15]. 
2.5 Outils de stimulation cognitive pour les 
personnes âgées 
Le Tableau 1 présente les systèmes de stimulation 
cognitive multimodaux issus de la li!érature, donc 
perme!ant de proposer une interaction multisensorielle. 
Nous avons exclu les systèmes qui utilisent le clavier et la 
souris et tous ceux qui ont une autre cible que les 
personnes âgées, passant de 100 papiers à 16 papiers. 
Nous observons que les sens pouvant être stimulés dans 
ces systèmes sont la vue, l’ouïe, le toucher et les sens liés 
au corps (en demandant à l’utilisateur de bouger et de 
faire des actions). Ces systèmes ne sont pas généraux et 
sont proposées avec des activités ﬁxes sans possibilité de 
développer de nouvelles activités. 
Enﬁn, la plupart de ces systèmes sont téléonomiques, 
hypertéliques et abstraits au sens de Simondon [48]. Cela 
signiﬁe qu’il n’est pas possible d’utiliser ces systèmes dans 
un autre contexte que celui pour lequel ils ont été prévus. 
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 Ils proposent des exercices de stimulation cognitive à un 
bas niveau d’abstraction, ce qui fait que les gains ne sont 
pas transférables à des situations de vie quotidienne, 
comme expliqué dans l’introduction. 
Tableau 1 : Exemple de systèmes de stimulation cognitive 
Nom Périphériques Activité Ref 
Aware-
Puzzles 
Objets tangibles, écran 
multi-touch, table 
tangible 
Puzzle, Tangram [49] 
Balade à 
l’EHPAD 
Bouton, vélo, projecteur, 
haut-parleur Vélo sur console 
[50] 
 
Co-Brain 
Training 
Tool & 
AlzGame 
NFC, écran multi-touch, 
projecteur, haut-parleur 
Formes et images 
concordantes 
 
[51] 
TraInAb 
Interface tangible, RFID, 
objets tangibles, 
projecteur, haut-parleur 
Jeu de mémoire, 
arithmétique, 
audition 
[52] 
Dual-Task 
Tai Chi Kinect, écran 
Tai chi sur console, 
sudoku 
[53] 
 
E-CoRe 
Objets tangibles, camera 
stéréo, capteur tactile, 
interface tangible 
Fabrication de 
biscuits [54] 
Eldergames Interface tangible 
Jeu de mémoire, 
appariement de 
cartes 
[53] 
Gradior 
 
Souris, écran tactile, 
Wiimote, Wii Balance 
Board, haut-parleur 
Jeu de randonnées 
sur console 
[55] 
 
Kimentia Kinect, Ecran Jeu de mémoire, de mots [56] 
NA TV + télécommande Choix multiple, écriture [57] 
Name !at 
Tune 
Bouton, haut-parleur, 
écran, robot social 
d’assistance 
Jeu de musique [58] 
Cognitive 
AR cube 
system 
Ecran tactile, cubes 
Mots, 
correspondance de 
formes 
[59] 
NA 
Objets tangibles, 
camera, robot social 
d’assistance 
Jeu de cartes [60] 
NA Joystick, casque de visio, haut-parleur 
Orientation, mobilité 
assistée par RV [61] 
HERMES 
Caméra, Microphone, 
Capteurs, écran multi-
touch, haut-parleur 
 
Labyrinthe, cascade [62] 
StimCards 
Cartes de jeu, caméra, 
microphone, écran, 
robot, haut-parleur 
Jeu de quiz par carte [63] 
Hot Plus Capteurs (bandes, tapis), haut-parleur, TV Jeu de sports [64] 
2.6 Systèmes d’interaction multisensorielle 
Le Tableau 2 présente 11 systèmes conçus pour proposer 
une expérience multisensorielle aux utilisateurs. Ils sont 
tous composés de plusieurs dispositifs qui communiquent 
les uns avec les autres. La multisensorialité est a!einte par 
la collaboration entre diﬀérents dispositifs qui utilisent 
souvent un seul sens. Il n’existe aucun dispositif unique 
qui soit multisensoriel (voir également [9]). Nous 
remarquons également que l’olfaction est à peine explorée 
et le goût pas du tout. 
Tableau 2 : Exemple de systèmes multisensoriels 
Système Périphériques composant les systèmes Ref 
Banc d’essai 
d’apprentissage 
Ordinateur, souris vibrante, casque, 
ventilateur, diﬀuseur d’odeur [40] 
Architecture de 
distribution 
Ordinateur, diﬀuseur d’odeur, veste 
haptique, ventilateur USB [20] 
Architecture 
IoT 
Raspberry PI, ventilateur, vaporisateur 
d’ambiance, bande de DEL RGB, vibreur [21] 
Système 
musical 
Environnement de réalité augmentée avec 
cameras, lune!es/casques et objets tangibles [23] 
PlaySEM Mini PC, écran, 2 ventilateurs, moteurs vibrants, bande DEL, Arduino [25] 
Low-cost 4D Dispositif de contrôle, ventilateurs, ampoules, climatiseur, vaporisateur [32] 
Smart spaces 
Passerelle, lumières d’ambiance, son, tapis 
lumineux, capteur de presence et de 
proximité, capteur de couleurs et de niveaux 
de lumière, capteur de qualité d’air 
[31] 
SEVino + 
SESim 
Ordinateur, lumières, ventilateurs, 
générateur de brouillard, haut-parleurs, 
vibreurs, climatisation, pulvérisateur d’eau, 
stores de fenêtres, parfumeurs 
[27] 
Application 
multisensorielle 
Ordinateur, objets dans video, objets dans 
une pièce (rideau, lumière) [28] 
Périphérique 
Mid-Air Haptic  Ecran, périphérique Shimmer2 GSR [37] 
Projet WeDraw  
Architecture qui a pour objectif de 
connecter ensemble des périphériques 
d’entrées/sorties diﬀérents. 
[15] 
La moitié de ces systèmes proposent des architectures 
informatiques perme!ant de connecter diﬀérents 
périphériques ensembles [21][31][15] ou des systèmes 
perme!ant de créer rapidement des médias 
multisensoriels [32][28][27]. Les évaluations de ces outils 
se focalisent sur la ﬁabilité, la transmission des données, le 
stockage et la synchronisation des eﬀets sensoriels. Un des 
papiers a pour objectif d’évaluer le Mid-Air Haptics, un 
dispositif qui permet une interaction sans contact [37].  
Les autres travaux ont pour objectif d’évaluer l’expérience 
utilisateur [20][40][23][25][37]. Mais pour y parvenir, les 
auteurs ont dû préalablement créer une architecture 
informatique pour connecter diﬀérents périphériques 
ensembles. C’est une activité importante mais qui prend 
beaucoup de temps et qui détourne de l’objectif initial : 
comprendre comment maximiser l’expérience utilisateur. 
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2.7 Besoins soulevés par la li!érature 
Comme le montrent le Tableau 1 et le Tableau 2, les 
systèmes existants sont complexes puisque constitués de 
plusieurs dispositifs diﬀérents [26], et cela justiﬁe le 
besoin de créer des architectures informatiques [31]. 
Ainsi, les recherches actuelles se focalisent « sur la 
possibilité pratique d’incorporer des dispositifs 
numériques dans les applications » [20], plutôt que sur 
l’étude du fonctionnement du cerveau aﬁn de produire des 
recommandations pour une conception d’applications 
multisensorielles eﬃcaces. Il nous semble nécessaire 
d’acquérir plus de connaissances sur l’humain pour 
améliorer l’Interaction Humain-Machine et ainsi améliorer 
la !alité d’Expérience. 
De plus, les chercheurs soulignent le manque d’un 
dispositif multisensoriel unique sur le marché avec lequel 
travailler [9], et avec lequel il serait possible de déﬁnir 
“une Killer Application” [24] aﬁn de travailler sur des cas 
d’utilisation communs. 
Concernant le projet StimSense, il n’existe donc pas de 
plateforme informatique nous perme!ant de créer des 
exercices multisensoriels simplement et sans connaissance 
en informatique, ce qui est nécessaire pour que le 
personnel soignant s’approprie le système. Lors du 
précédent projet, Robadom, nous avions fourni une 
plateforme de type plug&play [65] aux personnels 
soignants du laboratoire LUSAGE qui avaient trouvé ce 
système trop compliqué et préféraient l’idée d’un objet 
unique transportable pour faire les premières évaluations. 
C’est la raison pour laquelle nous proposons dans un 
premier temps de créer un objet simple pour pouvoir 
étudier l’apport de la multisensorialité dans la stimulation 
cognitive. 
3 MULSEBOX 
3.1 Objectifs 
Le travail présenté ici se base sur les résultats de la 
li!érature qui indiquent que l’interaction multisensorielle 
améliore les performances neuropsychologiques. Et 
comme l’ont indiqué l’introduction et l’état de l’art, les 
chercheurs et les utilisateurs ont besoin d’un dispositif 
multisensoriel unique et portable, qui permet de simuler 
des situations de la vie quotidienne en stimulant le plus de 
sens possibles (intéroceptifs et extéroceptifs).  
Notre projet compte deux types d’utilisateurs ﬁnaux : les 
personnes qui vont déﬁnir les activités (médecins, 
thérapeutes, aidants, familles, chercheurs, etc.) et les 
personnes qui vont eﬀectuer des activités (patients, élèves, 
apprenants, participants, etc.). 
3.2 Processus de conception 
La conception a été réalisée par une équipe composée de 
médecins, d’ergonomes, de psychologues, de spécialistes 
en IHM, d’ingénieurs, et d’utilisateurs ﬁnaux. Les 
utilisateurs ont été impliqués à toutes les étapes de la 
conception. Les spéciﬁcations de départ ont été déﬁnies 
par l’équipe soignante au regard de leur pratique avec des 
patients a!eints de troubles cognitifs. Un premier 
prototype a été discuté en laboratoire et validé d’un point 
de vue technique et ergonomique. Un deuxième prototype, 
proposant une activité de prise de bus (décrit dans la suite 
de la section), a été testé et évalué auprès d’un médecin et 
d’une équipe de 3 personnes âgées, membres d’une 
association d’expertise de nouveaux objets 
technologiques. Chaque personne a testé l’activité. Le 
prototype et le scénario ont été validés par les 4 
participants. Il s’en est suivi une discussion qui a été 
qualitativement analysée aﬁn de trouver des pistes 
d’amélioration du prototype. La troisième version, qui est 
présentée dans ce papier, a été testée par environ une 
centaine de personnes dans diﬀérents salons 
professionnels avec l’activité présentée dans la section 4.2. 
Elles ont toutes montré un intérêt et un enthousiasme 
pour le dispositif. 
3.3 Concept général : création de nouveaux percepts 
Notre dispositif, MulseBox, est un objet dont 
l’encombrement (30 cm x 30 cm x 7 cm) se veut le plus 
proche possible d’un ordinateur portable aﬁn d’être 
facilement transportable dans un sac d’ordinateur pour ne 
pas changer les habitudes des utilisateurs. MulseBox a 
pour objectif de créer des nouveaux percepts de 
stimulation. D’une part, il utilise des perceptions directes. 
Comme le montre la Figure 2, il est composé de 4 boutons, 
6 diodes, un ventilateur, un écran de 5 pouces, 2 capteurs 
ultrasons, 2 vibreurs, 2 haut-parleurs, et un lecteur RFID. 
Le toucher est stimulé par les boutons, les vibreurs, et le 
ventilateur. La vue est stimulée par l’écran et les diodes, 
l’ouïe par les haut-parleurs et les vibreurs, le corps par les 
capteurs ultrasons et le lecteur RFID. Les deux capteurs 
ultrasons perme!ent de proposer des exercices avec les 
deux mains (par exemple des exercices de percussion). Les 
haut-parleurs, les capteurs ultrasons et les vibreurs 
fonctionnent par paire pour pouvoir produire des stimuli 
spatialisés. D’autre part, MulseBox utilise des perceptions 
indirectes en proposant de simuler des outils de la vie 
quotidienne tels que des distributeurs de billets, des 
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 distributeurs automatiques, des systèmes de paiement, des 
smartphones, etc. Enﬁn, le lecteur RFID permet à 
l'utilisateur d'interagir à l'aide d'objets réels de la vie 
quotidienne contenant une étique!e RFID. Si nous 
imaginons une activité expliquant comment prendre un 
bus, nous pouvons utiliser une fausse carte de transport 
(avec une étique!e RFID). Dans ce cas, l'utilisateur doit la 
placer devant le lecteur RFID, en reproduisant le geste réel 
pour valider le titre de transport. 
MulseBox est contrôlé par un Raspberry Pi 3 et une carte 
Arduino qui peuvent manipuler tous les composants et 
jouer des activités préenregistrées. 
MulseBox contient les composants les plus utilisés dans la 
li!érature et ne contient pas les éléments qui ne sont pas 
assez matures, comme la reconnaissance vocale, le goût et 
l’odorat ou qui ne font pas consensus comme les 
picotements ou la diﬀusion d’eau. Un dispositif générique 
ne peut pas se perme!re de proposer une interaction avec 
un élément qui peut dégrader l’expérience de l’utilisateur. 
 
Figure 2 : Composition de MulseBox 
3.4 Exemples d’activités multisensorielles 
Les activités possibles sont diverses et nombreuses. La 
première activité que nous avons créée et testée sur le 
dispositif plaçait l’utilisateur dans un scénario où il devait 
prendre le bus pour aller au supermarché. Nous utilisions 
les vibreurs pour annoncer l’arrivée d’un bus, le haut-
parleur pour diﬀuser le son du moteur, le lecteur RFID 
pour valider le titre de transport, l’écran pour aﬃcher le 
prochain arrêt, la diode isolée, en rouge, lorsque 
l’utilisateur avait appuyé sur le bouton pour descendre au 
prochain arrêt, le ventilateur lorsque la porte du bus était 
ouverte. MulseBox est une boîte à outil que l’on peut 
utiliser dans n’importe quel contexte. Certains l’imaginent 
pour apprendre le français langue étrangère en plaçant 
l’apprenant dans des situations de vie réelle, pour créer 
des activités pour des personnes en situation de handicap, 
pour proposer des exercices de stimulation cognitive, pour 
aider les élèves en échec scolaire ou au parcours atypique, 
pour proposer des jeux de questions/réponses, pour 
s’entraîner aux rythmes musicaux, pour du storytelling, 
etc. 
Nous pouvons aussi l’imaginer pour apprendre à me!re 
en marche un système d’alarme, pour tester un manuel 
utilisateur, pour apprendre à utiliser une machine 
industrielle. Les questions peuvent être posées avec 
plusieurs sens. !el est le diagnostic si la machine fait ce 
bruit ? !el est l’état de la machine lorsque ces lumières 
s’allument ? Est-ce que ce!e vibration indique un 
démarrage normal ? 
3.5 Choix de conception 
Ecran – L’écran est volontairement petit et décentré aﬁn 
de minimiser son importance et d'orienter les créateurs 
vers de nouvelles interactions avec des composants 
inhabituels. 
Spatialisation – Comme vu précédemment, nous avons 
positionné les haut-parleurs, les vibreurs et les capteurs 
ultrasons de manière à perme!re de spatialiser les stimuli 
car cela apporte des bénéﬁces cognitifs. Par exemple, une 
longue stimulation auditive de 5 Hz augmente la capacité 
de la mémoire verbale immédiate [66], et un son binaural 
peut réduire le niveau d’anxiété et améliorer l’humeur 
[67] 
Dissymétrie – Notre dispositif doit se détourner des règles 
classiques d’ergonomie car ses objectifs sont diﬀérents de 
ceux des interfaces classiques. Par exemple, un haut 
niveau de symétrie a des eﬀets signiﬁcatifs sur l’esthétique 
visuelle perçue et sur les performances des utilisateurs 
[68][69] parce que le cerveau n’a pas besoin d’analyser 
l’interface complète et peut créer des raccourcis. Dans un 
contexte symétrique, si l’utilisateur comprend la moitié de 
l’interface, alors il comprend toute l’interface. Et dans ce 
cas, la charge mentale est minimale et cela augmente le 
confort perçu. De plus, les interfaces classiques sont 
conçues pour s’assurer que chaque objet ou composant est 
toujours utilisé de la même manière aﬁn d’utiliser des 
automatismes [70]. Dans notre contexte, les utilisateurs 
doivent réﬂéchir, être pleinement concentrés, manipuler 
leurs fonctions cognitives. Leur cerveau doit être entraîné 
et il est donc nécessaire d’éviter les habitudes, les 
raccourcis et les automatismes, et de créer surprise et 
curiosité. C’est la raison pour laquelle notre box est 
asymétrique. 
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Boutons – MulseBox contient 4 boutons. Comme le 
montre la Figure 2, il y a deux boutons jumelés (en vert et 
rouge sur la ﬁgure). Ils peuvent exprimer des données 
binaires telles que vrai/faux, gauche/droite, avant/après, 
etc. Un bouton est placé près du ventilateur et de l’écran 
pour donner la possibilité de l’associer à ces composants. 
Ce bouton peut également être utilisé pour les jeux de 
réﬂexe car il est quasiment au milieu du dispositif. Enﬁn, 
un bouton est complètement isolé de façon à être utilisé 
comme un bouton de contrôle. Il peut démarrer une 
activité, demander à répéter la dernière instruction, 
stopper une activité, etc. Enﬁn, l’existence de deux 
boutons distants peut aider les personnes qui souﬀrent de 
problèmes moteurs ﬁns [71]. 
Diodes – Le dispositif contient 6 diodes RGB. Une des 
diodes est complètement isolée aﬁn de servir de diode de 
contrôle. Par exemple, elle peut perme!re de valider une 
action (couleur verte), d’indiquer qu’une action est en 
cours (couleur orange) ou d’informer d’une erreur 
(couleur rouge), etc. Les cinq autres diodes sont alignées 
sur un cercle ayant le même centre que celui du 
ventilateur. Cet alignement suggère que les diodes sont 
corrélées. Leur proximité avec le ventilateur permet de les 
y associer si nécessaire. Les diodes peuvent aussi être 
utilisées ensembles comme une jauge de temps ou de 
quantité, ou pour simuler un processus d’association, etc. 
Nous avons choisi un nombre impair de diodes pour 
pouvoir exprimer une moitié ou une indécision. 
Espaces blancs et marge – L’existence d’une petite marge 
(2.5 cm tout autour de la surface) est importante pour 
reposer les yeux et pour souligner la transition avec les 
autres objets de l’environnement. Il est important d’avoir 
une frontière distincte. La Figure 2 montre un espace vide 
en haut à gauche dont l’objectif est d’alléger la surface et 
d’éviter la symétrie. Enﬁn, la surface du dispositif est 
blanche pour éviter les distractions [71]. 
Composants ca!és – Certains composants sont cachés 
aﬁn d’alléger la surface du dispositif. C’est le cas des haut-
parleurs, du ventilateur, des vibreurs et du lecteur RFID. 
Les capteurs ultrasons sont positionnés au ras de la 
surface de manière à éviter de les confondre avec les 
boutons. 
3.6 Orientations et configurations multiples 
Comme vu précédemment, nous avons conçu MulseBox 
pour éviter les automatismes, sans symétrie et sans 
orientation spéciﬁque. La  Figure 3 montre que le 
dispositif peut être placé dans les quatre diﬀérentes 
orientations pour varier les mouvements de l’utilisateur et 
éviter les habitudes. Mais dans chaque orientation, il y a 
des éléments constants. Pour perme!re la spatialisation, 
les haut-parleurs sont toujours de chaque côté du 
dispositif, un toujours en haut et l’autre toujours en bas, 
l’un toujours à droite et l’autre toujours à gauche, c’est 
également le cas pour les vibreurs. Les ultrasons sont 
également toujours positionnés de part et d’autre du 
dispositif mais restent toujours sur la même ligne. Ils sont 
donc en bas et en haut, ou à gauche et à droite, mais sans 
croisement. Le ventilateur est toujours centré et aligné sur 
le visage de l’utilisateur. 
 
Figure 3 : Plusieurs orientations possibles 
Il est important de stimuler les sens à travers le corps 
entier autant que possible. Avec un seul dispositif, 
l’utilisateur est statique parce qu’il reste debout sans 
bouger (Figure 4, partie a). Notre objectif est de créer du 
mouvement, de créer de la spatialisation. Pour cela, il 
suﬃt de placer deux ou quatre dispositifs à diﬀérents 
emplacements pour avoir des interactions gauche-droite 
(Figure 4, partie b) ou gauche-droite-devant-derrière 
(Figure 4, partie c). Cela force les utilisateurs à bouger 
d’un dispositif à l’autre, à chercher des éléments à 
diﬀérents emplacements et donc à bouger la tête et le 
corps. 
 
Figure 4 : Plusieurs configurations possibles 
Chaque dispositif est placé sur un pupitre (de musicien) 
pour pouvoir adapter la hauteur et l’inclinaison en 
fonction de la taille de l’utilisateur. 
4 ETUDE EXPLORATOIRE 
4.1 Contexte 
Nous avons proﬁté de la présentation de MulseBox (voir 
Figure 5) pendant le R&T day 2018, un salon « Recherche 
& technologie », qui s’est déroulé à la Cité des sciences et 
de l’industrie à Paris pour interroger des participants et 
connaître leur avis sur le dispositif. Le salon a reçu la 
visite de 400 personnes (dont 230 personnes venant de 180 
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 entreprises). Nous avons conçu une activité et un 
questionnaire de recueil d’avis en prenant en compte les 
contraintes suivantes : environnement bruyant, temps de 
participation limité, participants non isolés et soumis au 
regard des autres, environnement distrayant, salon ayant 
pour thème la cognition. 
 
 
Figure 5 : Stand de présentation de MulseBox sur le salon 
4.2 Activité proposée 
En tenant compte des contraintes précédentes, nous avons 
décidé d’adapter le test de Stroop [72] dont l’objectif est 
initialement d’évaluer l’a!ention sélective. Ce test était 
intéressant dans notre contexte parce qu’il concerne la 
cognition (le thème du salon) et qu’il est capable de 
réduire les distractions (une des contraintes du salon) [73]. 
De plus ce test demande beaucoup de ressources 
cognitives ce qui est important pour nous puisque notre 
travail est basé sur le fait que l’interaction multisensorielle 
améliore les performances neuropsychologiques. 
Nous avons créé un jeu de Stroop avec 5 niveaux de 
diﬃcultés séparés par des perturbations. Une partie durait 
au maximum 90 secondes. Au vu du contexte bruyant, le 
jeu n’utilisait ni son ni reconnaissance vocale. L’utilisateur 
devait interagir avec les mains seulement (voir Figure 6). 
A la ﬁn du jeu, le participant pouvait voir le nombre de 
bonnes réponses données. 
Les participants devaient appuyer sur le bouton dont la 
couleur correspondait à une couleur aﬃchée à l’écran 
(couleur d’un mot, d’un objet, de l’écran seul, etc.). !and 
une perturbation apparaissait (les lumières s’allumaient 
pendant 3 secondes), le participant devait placer sa main 
sur le capteur ultrason pour stopper la perturbation. Dans 
le cas contraire, le jeu était perdu et s’arrêtait. 
 
Figure 6 : Exemple d'une partie en cours 
4.3 Participants 
Pendant le salon, 39 participants ont accepté de remplir le 
questionnaire après avoir joué une partie. Nous avons 
retiré 6 questionnaires parce que les participants n’avaient 
pas répondu à toutes les questions. Ainsi, 33 participants 
ont participé à notre recueil d’avis : 10 femmes et 23 
hommes, âgés de 23 à 68 ans (moyenne : 39.84 ; écart-
type : 13.60). 
La familiarité perçue était notée entre 0 et 4 (entre non 
familier et très familier). Les participants se sont plutôt 
perçus comme étant des experts (moyenne : 3.15 ; 
médiane : 3.15 ; écart-type : 1). La réponse la plus 
fréquemment donnée était « très familier ». Les 
participants comptaient 48.5% de programmeurs et 33.3% 
de gamers. 
Deux tiers des participants avaient une activité 
professionnelle, tandis que 27.3% étaient des étudiants. Les 
autres n’ont pas précisé leur activité. Plus de la moitié 
(51.5%) avait un niveau Doctorat, 30.3% un niveau Master 
et 15.2% un niveau Licence. Les autres n’ont pas précisé 
leur niveau d’étude. 
4.4 Recueil d’avis 
Le questionnaire était composé de deux parties : 
« Donnez-nous votre avis » et « Parlez-nous de vous ». 
La partie « Parlez-nous de vous » avait pour objectif de 
comprendre le proﬁl du participant (genre, âge, niveau 
académique, statut professionnel, niveau de familiarité 
avec la technologie) et à savoir si les participants avaient 
regardé la vidéo de présentation du stand. 
La partie « Donnez-nous votre avis » était composée de 12 
questions dont les réponses se situaient sur une échelle de 
Likert (pas du tout, plutôt pas, neutre, plutôt, tout à fait). 
Les questions étaient les suivantes : 
1. MulseBox vous a-t-il stimulé ? 
2. Aimeriez-vous pouvoir l’utiliser plus longuement ? 
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3. Pouvez-vous imaginer MulseBox pour réaliser d’autres 
activités ? 
4. MulseBox est-il facile à prendre en main ? 
5. Pensez-vous que MulseBox est une perte de temps ? 
6. Avez-vous ressenti du plaisir à utiliser MulseBox ? 
7. Avez-vous eu le sentiment de tâches trop complexes ? 
8. Avez-vous été stimulé par la présence du score ? 
9. MulseBox vous paraît-il fragile ? 
10. L’esthétique de MulseBox vous plaît-il ? 
11. Pensez-vous que MulseBox peut s’utiliser à tous les 
âges ? 
12. Pensez-vous que MulseBox peut être utilisé à des ﬁns 
thérapeutiques ? 
Le Tableau 3 et la Figure 7 montrent les réponses qui ont 
été données à ces 12 questions. Les questions 5, 7 et 9 ont 
été inversées. Toutes les questions ont obtenu une 
majorité de réponses positives sauf la question 2 et 10. 
Nous observons que 4 questions ont obtenu une 
proportion importante de réponses négatives : les 
questions 2, 8, 9, et 10.  
 
 
Tableau 3 : Nombre de réponses données par question 
!estion 1 2 3 4 5 6 7 8 9 10 11 12 
Tout à 
fait 10 4 5 18 16 4 17 7 4 1 18 18 
Plutôt 18 7 15 13 9 21 9 13 12 5 13 11 
Neutre 4 17 11 2 7 6 5 4 9 13 2 4 
Plutôt 
pas 1 5 2 0 1 2 2 5 8 11 0 0 
Pas du 
tout 0 0 0 0 0 0 0 4 0 3 0 0 
 
 
Figure 7 : Distribution des réponses aux questions 
4.5 Discussion 
La section précédente montre que quatre questions sont à 
discuter car elles ont obtenu un grand nombre de réponses 
négatives.  
La question 2 a obtenu une majorité de réponses neutres 
ce qui semble normal, l’objet étant inconnu, il est diﬃcile 
de se projeter avec.  
La question 8 comporte des réponses négatives malgré une 
majorité de réponses positives. Et ceci est très intéressant 
car cela veut dire que des participants n’ont pas été 
stimulés par le score mais l’ont bien été par le dispositif 
puisque la question 1 a eu très peu de réponses négatives. 
La question 9 comporte également des réponses positives 
et négatives. Ce qui est intéressant ici c’est de constater 
qu’une majorité de personnes n’ont pas trouvé que le 
dispositif était fragile, donc ont eu conﬁance dans le 
dispositif, alors qu’il s’agit d’un prototype. Cela est très 
encourageant pour la suite du projet. 
La question 10 est la question la moins bien notée. Les 
goûts étant répartis équitablement dans la population, il 
apparaît normal que l’esthétique ne plaise pas à tout le 
monde. Cependant, même si la majorité des réponses sont 
neutres, une grosse proportion de participants n’a pas 
aimé l’esthétique. Il faudra donc retravailler ce point. 
5 CONCLUSION 
Ce papier a présenté deux contributions principales. 
Premièrement, il a montré un nouveau paysage de la 
recherche avec l’émergence de 8 disciplines diﬀérentes 
dans le domaine de l’interaction multisensorielle. Il a 
également montré que deux problématiques sont 
transversales à ces disciplines : l’augmentation de la 
!alité d’Expérience et la conception pour tous 
(accessibilité). 
Deuxièmement, ce papier présente un nouveau dispositif 
numérique multisensoriel, nommé MulseBox, qui permet à 
l’utilisateur d’interagir en utilisant plusieurs sens et 
pouvant être utilisé par plusieurs disciplines. Ce dispositif 
est conçu pour sortir du cadre des interfaces classiques. Il 
est asymétrique et utilise des composants non 
conventionnels car son objectif est de faire travailler le 
cerveau. Il évolue également car il peut être enrichi par 
des objets de la vie quotidienne réels et virtuels. Ainsi, 
MulseBox peut être adapté à plusieurs contextes et peut 
être utilisé dans les travaux futurs de plusieurs disciplines 
pour résoudre les problèmes identiﬁés dans la li"érature. 
Tout est maintenant à imaginer. 
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 Les résultats de notre recueil d’avis sont vraiment 
prome!eurs. Ainsi, cela nous encourage à poursuivre 
notre projet. À titre de perspectives, nous allons d’abord 
travailler sur une quatrième version avec une esthétique 
moderne arrondie et mince (comme celle des table!es ou 
smartphones). Deuxièmement, nous concevrons une 
évaluation en laboratoire pour étudier en profondeur 
MulseBox. Troisièmement, nous allons créer un logiciel 
qui permet de créer des activités sans programmation. 
Enﬁn, nous aimerions poursuivre la mise en place de 
nouveaux percepts d’interaction et aller plus loin que les 
concepts classiques que sont la 3D pour la vue ou les 
vibreurs pour le toucher. 
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