Text extraction from web pages has many applications, including web crawling optimization and document clustering. Though much has been written about the acquisition of content from live web pages, content acquisition of archived web pages, known as mementos, remains a relatively new enterprise. In the course of conducting a study with almost 700, 000 web pages, we encountered issues acquiring mementos and extracting text from them. The acquisition of memento content via HTTP is expected to be a relatively painless exercise, but we have found cases to the contrary. We also find that the parsing of HTML, already known to be problematic, can be more complex when one attempts to extract the text of mementos across many web archives, due to issues involving different memento presentation behaviors, as well as the age of the HTML in their mementos. For the benefit of others acquiring mementos across many web archives, we document those experiences here.
INTRODUCTION
Text extraction of web page content is often done for web crawling optimization [14, 9] and document clustering [11, 15] . This paper documents the experience of comparing the text of archived web pages, hereafter referred to as mementos. We believe that this is an unprecedented attempt at comparing mementos from almost 700, 000 web pages from across much of the lifespan of the web (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) and offers insights into the issues of using the content of different web archives for research purposes.
Using the same data as [13] , we extracted more than 1 million URIs. Because not all pages were archived sufficiently for our experiments (i.e. not enough mementos), we were left with 680,136 references. Mementos from these remaining references come from more than 20 web archives.
Other studies in web page text extraction focused on comparing the text from downloaded live pages. Studies exist that focus on extracting text from mementos in a single web archive [1, 10] , but we are attempting to acquire and extract text from mementos across multiple web archives. As a side-effect, we have discovered that each web archive modifies the content of mementos for the purposes of branding or user experience. In terms of HTML, some mementos for the same live page are not presented consistently across different web archives. These differences in the behavior of web archives with respect to the presentation of mementos and the challenges involved are the focus of this paper.
COMPARING MEMENTOS
When acquiring memento content, the following steps must be completed:
• Acquisition of Web Resource, where the URI of the web resource is dereferenced and the content then downloaded for use.
• Text Extraction, where the tags (for HTML) and control characters (for PDFs) are removed from the content, producing only text for review.
We start with instances where downloading the content, given a URI, turns out to be more complex than anticipated.
Acquisition of Web Resource
Most mementos were easily acquired using cURL 1 and standard HTTP against a given web archive. Upon examination of the content of mementos acquired from some archives, however, it became clear that cases exist where an HTTP GET alone is not sufficient to acquire the content of a memento. For WebCite, none of their mementos were directly accessible by using HTTP GET alone. In addition, the Internet Archive replaces HTTP redirects with special pages that use JavaScript to simulate the redirect in a browser. Also, we encountered pages where the redirection was embedded within the page content itself, noted here as HTML Meta Tag Refresh.
Acquiring Mementos From WebCite
WebCite 2 was created to address the link rot of web at large references and contains quite a few mementos for the URIs in our collection. The first issue we encountered with WebCite was reliability. As seen in the web browser screenshot Listing 1: PhantomJS Script to Acquire Memento Content From WebCite var page = r e q u i r e ( " webpage " ) . c r e a t e ( ) ; var system = r e q u i r e ( " system " ) ; Aside from these temporary errors, we observed that merely using cURL to dereference a WebCite URI does not result in the expected memento content. Dereferencing two different WebCite URIs result in the exact same HTML content, as seen in Appendix A. Based on our observations, the resulting HTML frameset loads the topframe.php and mainframe.php resources, then mainframe.php accepts a cookie containing session information to determine which content to load before redirecting the user to a page just containing the content in mainframe.php.
We turned to PhantomJS
3 to help solve this problem; the script in Listing 1 handles this issue. After developing this script, we then perceived rate limiting from WebCite. We could find no documentation about rate limits, and requests for information from the WebCite webmaster were met with no response. We overcame the rate limits by running several copies of the PhantomJS script from different networks and consolidating the results. Due to the issues of using PhantomJS, which is slower than merely using cURL with HTTP GET, as well as the rate limiting, acquiring almost 100,000 mementos from WebCite took more than 1 month to complete. For comparison, more than 1 million mementos were acquired from the Internet Archive in 2 weeks.
Unresolved JavaScript Redirects
Most mementos from the Internet Archive fully support the expected HTTP status codes and the content from the majority of mementos was captured without incident. Approx-3 http://phantomjs.org imately 84,000 consisted of pages that resembled Figure 2 . Rather than merely issuing an HTTP 302 status code to redirect the web client, the Internet Archive has constructed these web pages that simulate a redirect in a web browser after some delay.
Once we detected these redirects, we used string matching to extract the redirect URIs from each page and then requested the content using that URI instead. Unfortunately, some of these pages were a redirect to a redirect, and so content for almost 8,000 could not be acquired. To solve this issue, one could create a PhantomJS client to download the target content of the chain of redirects. Seeing as less than 1% of mementos had additional JavaScript redirects, we excluded them from our dataset rather than creating this custom client.
HTML Meta Tag Refresh
HTML includes the meta 4 element for representing metadata about a web page. It provides the http-equiv attribute 5 , allowing the web page author to either reload the current page after a certain number of seconds, or load a different page in place of the current page. The use of the httpequiv attribute has been deprecated for this purpose 6 , and is considered a bad practice for redirection because its use interferes with the history capability of some browsers 7 . Seeing as our mementos come from most of the history of the web, some exist from a time when this guidance was not given or well known.
In order to resolve this issue, one would need to load each page in a browser, or simulated browser, such as PhantomJS, and process the HTML on the page before being redirected. Seeing as less than 1% of mementos utilized this tag, we excluded them from our dataset rather than creating this custom client.
Text Extraction
Acquiring memento content from web archives was difficult in some cases, but the resulting mementos contained a large variety of issues, some caused by the age of the pages and others by the web archives themselves.
We are also aware of the capability provided by Wayback installations, that allows access to the original archived content by inserting the _id into a memento URI. Not all archives use Wayback, so the issues encountered here still need to be addressed by anyone engaging in text extraction across archives.
To acquire the content from the mementos, we attempted to use the Python screen-scraping library BeautifulSoup 8 , but found it was unsuccessful in extracting text from some pages, so we instead relied upon the HTML module of the
Listing 2:
BeautifulSoup Code For Removing JavaScript and Stylesheets From Web Pages That Does Not Work In All Cases soup = B e a u t i f u l S o u p ( c o n t e n t , " lxml " )
# rip out JavaScript and CSS
s . e x t r a c t ( ) # extract text t e x t o n l y = soup . g e t t e x t ( ) stricter lxml 9 library. For PDF documents, we used the Python library PyPDF 10 .
Extracting only text was chosen for the following reasons:
1. We were aware that some web archives include additional HTML tags for branding and usability. If two mementos come from different archives, then these additional tags and content could alter the results if compared.
2. When comparing mementos, not all similarity measures function the same way. Some function at the byte level, while others rely upon more semantic constructs, like words and n-grams. Some do not process tags, as seen in HTML, or control characters as found in PDFs.
3. One could extract the contents of PDFs and HTML documents for comparison or topic analysis.
Replacing BeautifulSoup By lxml
We were aware that web archives included additional JavaScript and CSS in memento content for branding and usability purposes. We originally attempted to use the Beautiful Soup code shown in Listing 2 to remove these items, but found that it did not work in all cases, often resulting in output containing no content. An issue report was submitted to the Beautiful Soup maintainers in response to this issue 11 . Instead, we used the HTML module of the more strict lxml library, shown in Listing 3, which was tested by visually inspecting the output of approximately 200 mementos.
Removing Archive-Specific Additions
Once we had confirmed the more reliable behavior of the lxml library, we could then use it to remove items added by specific archives. Using visual inspection and browser tools, we were able to identify specific blocks of HTML code that could be easily stripped from mementos without removing the actual content of the page.
Much of the archive-specific content can be removed by eliminating entire div elements, selected by their id identifier attribute, from the resulting memento. 9 http://lxml.de/lxmlhtml.html 10 http://pybrary.net/pyPdf/ 11 https://bugs.launchpad.net/beautifulsoup/+bug/ 1489208 The PRONI web archive adds a banner and a sidebar, outlined in red in Figure 5 . All of this added content is inside a division named PRONIBANNER. The [ARCHIVED CONTENT] string also must be removed from the beginning of the extracted text.
Archive.is, however is somewhat unique in its approach. Figure 6 shows a memento from the Archive.is archive, which places a header and sidebar on each memento, wrapping the memento content entirely and providing the reader with the ability to quickly scroll through a page by using the 
# extract text
t e x t o n l y = f s . t e x t c o n t e n t ( ) Listing 4: Python Code for Removing Archive-Specific Elements From Web Pages # National Archives -specific stuff f o r e l e m e n t in f s . i t e r ( " div " ) :
i f e l e m e n t . g e t ( " id " ) == " webArchiveInfobox " : e l e m e n t . d r o p t r e e ( ) # Wayback -specific stuff f o r e l e m e n t in f s . i t e r ( " div " ) : i f e l e m e n t . g e t ( " id " ) == "wm -ipp " : e l e m e n t . d r o p t r e e ( ) # PRONI -specific stuff f o r e l e m e n t in f s . i t e r ( " div " ) : i f e l e m e n t . g e t ( " id " ) == " PRONIBANNER " : e l e m e n t . d r o p t r e e ( ) # Archive . is i f '< meta property =" og : site_name " content =" archive . is " ' in c o n t e n t : f o r e l e m e n t in f s . i t e r ( " div " ) : i f e l e m e n t . g e t ( " id " ) == " HEADER " : e l e m e n t . d r o p t r e e ( ) f o r e l e m e n t in f s . i t e r ( " table " ) : i f e l e m e n t . g e t ( " id " ) == " hashtags " : e l e m e n t .
d r o p t r e e ( ) t e x t o n l y = f s . t e x t c o n t e n t ( )

# PRONI adds [ ARCHIVED CONTENT ] # National Archives adds [ ARCHIVED CONTENT ]
i f " PRONIBANNER " in c o n t e n t or " webarchiveInfobox " in c o n t e n t : Example of a memento from the Archive.is archive, URI shown is http://archive.is/ 19961226114737/http://www.rsinc.com/ links on the right. The bar and header are easily removed by eliminating the div elements with the identifiers HEADER and hashtags. Seeing as the original web page content of the memento may use the HEADER identifier, the code shown in Listing 4 only removes these elements if there is a corresponding meta tag identifying the memento as coming from Archive.is. Appendix B contains example HTML snippets showing each of these sections for these archives. In the case of other archives, they are either already covered by these cases, or the removal of all JavaScript and CSS eliminates any additional archive-specific content.
Character Encoding Problems
In order to properly compare the text of documents, they must be rendered properly so that characters can be consistently compared. HTTP provides the Content-Type header [7] to allow web clients to interpret the received content with the appropriate parsing and rendering software. In order to compare documents, we relied upon the ContentType header to indicate which library, lxml for text/html or pyPDF for application/pdf, is used to extract text from the given document. For the content-type text/html, there is an additional charset attribute that helps a client render HTML in the correct character encoding. Many character encodings exist 14 , allowing the browser to render different languages and other symbols. For HTML documents, we additionally used the charset value to decode the content 14 http://www.iana.org/assignments/charactersets/character-sets.xhtml of a given resource so that it would be rendered correctly for comparison. Decoding is necessary for document comparison and topic analysis.
Even though many character sets exist, UTF-8 [6] is currently the most widely used 15 . Even though the world has largely moved to UTF-8 for rendering all symbols, our dataset consists of web pages that exist before UTF-8 was adopted. We observed that, for some of our mementos, web archives did not respond with the correct charset value, resulting in decoding errors.
To address this issue, we used the following algorithm to detect the character encoding 16 for an HTML document.
1. Attempt to extract the character set has been specified by the Content-Type HTTP header Using this algorithm we were able to effectively evaluate most of the mementos. Less than 500 still had decoding errors, but were discarded because they were less than 1% of the whole. It is possible that one could use confidence-based tools 19 , such as the chardet 20 library to guess the character encoding for these few that are left.
Whitespace Inequality
We learned that not all archives faithfully reproduce the archived content as it was originally captured. In addition to adding additional tags and content for branding and usability, archives also do not necessarily preserve the spacing in an HTML document. For example, Archive.is minifies 21 all HTML, removing any additional space or newlines added by the author for legibility. Because Archive.is removes this whitespace, the entire HTML document is presented as a 
Null characters in HTML
In attempting to extract text from mementos, we expected PDFs to contain control characters and noted that the pyPDF library processes them correctly. We did not expect HTML to contain control characters, especially null characters. In some cases, if these characters had not been removed, then individual tags could not be parsed by the lxml library. In one example, a tag such as <html> was actually present in the file as < This issue was resolved by removing all null characters from HTML files prior to parsing them with lxml.
Noscript With HTML-Encoded-HTML
The noscript element 22 is used to provide alternative content for user agents that do not support scripting. Typically they present no issues to parsers, but in trying to process several mementos, we found that the lxml library could not extract text from 5, 674 references due to a problematic combination of HTML elements with the noscript tag.
HTML contains elements consisting of start tags, but no end tags. The standard establishes a finite set of void elements 23 (e.g. img, hr). The p and li tags are also a special case whereby the end tag is optional 24 25 . Even the body end tag can be omitted in some cases 26 . Due to the optional nature of end tags for certain HTML cases, it appears that the lxml library accepts the html tag as the end of the document, even if some tags are not closed, and can arrive in a state where one can remove all content from a page by choosing the wrong element to remove.
This results in problems removing tags and extracting text, as shown in Listing 5. Telling lxml to remove all noscript elements results in the removal of everything from line 7 to the end of the page because the parser ends up in a state where it cannot find the end of this first noscript tag. One could just remove all tags in this example and extract the text, but if comparing the text with other mementos, we have found that some web archives do not present the contents of noscript elements the same way. As seen in Listing 6, some web archives present a memento for the same URI with the < and > replaced by &lt; and &gt;. Because &lt; and &gt; are interpreted as text and not the opening and closing of 22 https://www.w3.org/TR/html-markup/noscript.html 23 https://www.w3.org/TR/html-markup/syntax.html# void-element 24 https://www.w3.org/TR/html-markup/p.html 25 https://www.w3.org/TR/html-markup/li 26 https://www.w3.org/TR/html-markup/body a tag, text extraction returns these "faux tags", thus skewing any comparison one intends to do between mementos coming from archives that exhibit inconsistent presentation behavior.
Considering we encountered this scenario in less than 1% of references, we discarded these items. We did not find a parser that could handle this issue.
CONCLUSIONS
We were surprised to discover these issues during the acquisition and extraction of text from mementos. Seeing as so many others have had success in comparing web pages, we assumed that mementos would be no different.
Instead, we found that acquisition of mementos was problematic in approximately 25% of our data set. We dispelled the assumption that all web archives honor the HTTP protocol in full. We observed that the Internet Archive, instead of preserving the original HTTP 302 status encountered when archiving a web page and creating a memento, generates a specialized HTML page with a JavaScript redirect that can only be followed once the content of the resulting specialized page is downloaded, processed, and executed. We exposed that WebCite, an on-demand archive for preserving references, does not even return the memento content directly to the user, resulting in the need to again download, process, and execute content from a web page in order to acquire the content of a memento. This behavior is not RESTful [8] because it requires content inspection and additional processing outside of HTTP to acquire a resource. The requirement to utilize a web browser, rather than HTTP only, for the acquisition of web content is common for live web content, as detailed by Kelly [12] and Brunelle [3] , but we did not anticipate that we would need a browser simulation tool, such as PhantomJS, to acquire memento content.
The acquisition of mementos is key to the success of many efforts, such as Memento [16] and Hiberlink [4] , that seek to combat link rot and content drift. Most readers of web content are trying to access web archives for a better understanding of the context of the time period in which these resources were archived. Problems accessing mementos by use of HTTP indicates the possibility of potential future issues with web browsers, preventing these readers from achieving their goal.
When processing the content of a memento, we exposed several issues. Some mementos could not be processed by the popular HTML processing library Beautiful Soup, leading us to use lxml instead. We documented how to remove archivespecific content for the archives in our experiment. We found that character encoding can be inaccurate for mementos, resulting in the creation of a special algorithm for acquiring the character encoding, falling back to UTF-8 if that failed. We observed that different web archives present mementos to the user with different levels of faithful reproduction, resulting in differences in whitespace. We encountered mementos containing null characters that made parsing the HTML tags difficult. Finally, we encountered mementos that could not be parsed by lxml at all because the DOM tree was corrupted by the use of noscript elements and unclosed tags. . . . Much o f t h e c o n t e n t f o r t h i s page g o e s h e r e . . . </html> ← lxml assumes t h a t we w i l l n e v e r g e t t o t h e c l o s i n g t a g o f t h e f i r s t n o s c r i p t . . . Much o f t h e c o n t e n t f o r t h i s page g o e s h e r e . . . It is obvious that some issues are a result of poor source material (e.g. the original page had improperly formatted HTML), but others, such as spacing, are introduced by the archives themselves. Studies have been performed using text extraction on web pages, including mementos, but the effectiveness of text extraction is also quite important to the development of efforts for searching [2] and semantic analysis [5] as well as archiving. Without reliable support for text extraction, many of these efforts will be incomplete at best and fail at worse.
We have presented these issues to raise awareness so that future projects may benefit from these experiences and solutions.
