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― ACC を想定した修正エルマンネットによる検証 ― 
 
Simulation of Language Learning in Japanese-English Bilinguals  







This study aims to simulate the language learning process of 
Japanese or English monolinguals and Japanese-English bilinguals. 
Thus far, connectionist researchers have conducted learning 
simulations with neural networks constructed using computer 
software. In this study, one such network, the Elman Net (Elman, 
1991, 1993), was used to successfully simulate the language learning 
process of Japanese or English monolinguals; however, the language 
learning process of Japanese-English bilinguals could not be 
simulated. According to previous neural-imaging studies on 
bilinguals (e.g., Abutalebi & Green, 2008), the brain region called the 
anterior cingulate cortex (ACC) plays a crucial role in the language 
processing of bilinguals. Therefore, in this study, a modified version 
of the Elman Net, which attached the ACC’s function to the 
conventional Elman Net, was employed. Using this network, the 
language learning process of Japanese-English bilinguals was 
successfully simulated.  
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それぞれの項目で 5 から 1 まで最もよく当てはまるもの一つに○を付け
てください。 
 
5 = 強くそう思う 4 = ややそう思う 3 = どちらともいえない  
 2 = あまり思わない  1 = 全く思わない 
 
1. 私は自分の学級で英語を教えることが楽しいと感じている。  
2. 私は自分の英語に自信を持っている。   
3. 私は英語のレッスンプランを立てるのが得意である。  
4. 私は自分自身の英語能力を向上させたいと思う。   
5. 私は自分の授業について他の先生と検討し合いたいと思う。 
6. 私は自分の指導する生徒たちが何を学ぶべきか理解している。 
7. 私はさらに多くの英語の指導法を学びたいと思う。  
8. 私は月数回にセミナーの参加は可能である（週１回程度）。 
9. 私は他人の先生のレッスンを観察したい。   





































Elman (1991, 1993) のように関係詞節を含んだ複雑な英文の統語（語
















前に入力された信号が A であれば AB，A´であれば A´B というよう
に隠れ層において区別できるようになる（Figure 1 を参照）。 
 
 
Figure 1. エルマンネットの構造 



























































































































































































put / an apple / in / the bowl 
put / a glass / in / the window 
put / a lid / on / the Tupperware 















































Table 1. コード変換表 
構成要素 言語 品詞 意味 
ボウル 0 00 000 
窓 0 00 001 
タッパー 0 00 010 
テーブル 0 00 011 
リンゴ 0 00 100 
ガラス 0 00 101 
フタ 0 00 110 
カップ 0 00 111 
を入れる 0 01 000 
をはめる 0 01 010 
を置く 0 01 100 
に 0 10 000 
the bowl 1 00 000 
the window 1 00 001 
the Tupperware 1 00 010 
the table 1 00 011 
an apple 1 00 100 
a glass 1 00 101 
a lid 1 00 110 
a cup 1 00 111 
put 1 01 000 
in 1 10 000 
on 1 10 100 
 









ミュレーションを行う（Plunkett & Elman 1997, McLeod, Plunkett & 
Rolls 1998）。この tlearn は，Windows や Mac といった汎用性の高い
OS 上で動作し，操作性にも優れているのみならずインターネット上で
公開されており，無料でダウンロードすることができる。また，操作方
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対し 10 セットずつ，計 40 セット（計 160 sweeps）用意する。作成した
入力信号ファイルには，これらのセットがランダムに配置されており，











80 セット（計 320 sweeps）を用意し，それらをランダムに配置する必
要がある。また，これらの入力に対応する適切な出力を設定する教師信
号ファイル（ファイル拡張子は“.teach”）については，データファイル
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各文 1 万 1 千回の試行を経た段階で，４つの文を構成する全ての要素に
対して正しい予測ができるようになった（Table 2 を参照）。また，英語




























































   




& Green (2008) によると，バイリンガルが１つの言語で話そうとする











（Figure 4 の囲みの部分が該当）。 
 
 




た tlearn 上のネットワークに組み込むため，設定ファイルを以下のよう   
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に修正する。まず，隠れ層のユニット数を 12 から倍の 24 に増やす。次
に文脈層との結合について，隠れ層ユニットの前半 12 ユニットは文脈
層とは関連付けず，後半 12 ユニットのみを文脈層と関連付けた。この

















トレーニング実施後、各文 1000 回試行するごとに記録しておいたウ 
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& Green (2008) の「バイリンガルが脳内でモノリンガルとは違う言語
処理をしている」という主張を再現することができた。また，モノリン
ガルが各文 1 万 1 千回（日本語）と各文 1 万 2 千回（英語）で学習を達





















ら実施した。また，論文の執筆に当たっては，石﨑が 1，2，4.1 と 5 の，
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