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ABSTRACT 
ESSAYS ON FAMILY STRUCTURE AND MARRIAGE IN SUB-SAHARAN 
AFRICA 
Sophia Y. Chae 
Hans-Peter Kohler 
 
The three essays in this dissertation examine issues related to family structure and 
marriage in Sub-Saharan Africa. The first two essays explore how family structures 
influence children’s outcomes. The third essay focuses on the data quality of marriage 
histories collected in a longitudinal survey.  
The first essay examines whether the timing and type of orphanhood is associated 
with early sexual debut and early marriage among 12-19-year-old adolescents in Burkina 
Faso, Ghana, Malawi, and Uganda. I also test whether education mediates orphans’ risk 
of early sexual initiation and early marriage. Discrete-time event history models suggest 
that female double orphans, regardless of timing of orphanhood, have greater odds of 
early sexual debut than do nonorphans. Education explains little of their increased risk. In 
contrast, male orphans of any type reveal no increased vulnerability to early sexual debut. 
Uganda is the only country where female orphans, specifically double orphans and those 
who are paternal orphans before age 10, have greater odds of early marriage, with 
education accounting for a small portion of the risk. 
The second essay investigates the relationship between parental divorce and 
children’s schooling in rural Malawi. Child fixed effects regression models are used to 
control for unobserved heterogeneity that could affect both parental divorce and 
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children’s schooling. Results suggest that children from divorced marriages have 
completed, on average, fewer grades of schooling than children from intact marriages. No 
differences in current school enrollment and schooling gap (among children currently in 
school) are found by parents’ marriage status.  
The third essay measures the reliability of marriage histories collected in two 
waves of the Malawi Longitudinal Study of Families and Health. Multivariate regression 
analyses are used to examine the characteristics associated with misreporting marriages 
and dates of marriage. Paired and unpaired statistical tests assess whether marriage 
indicators are affected by misreporting. Results indicate that a significant proportion of 
marriages are underreported and that misreporting is not random. Several individual, 
marriage, and survey-related characteristics are associated with underreporting marriages 
and misreporting marriage dates. I also find that misreporting leads to biased marriage 
indicators.  
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CHAPTER 1: INTRODUCTION 
 
In Sub-Saharan Africa, as in many parts of the world, children are raised in a wide 
variety of family structures. Some children live with two parents while other children live 
with one or neither parent. A variety of circumstances can lead to children growing up in 
different types of family structures. For example, children may live with only one parent 
because the other parent, usually the father, has migrated for work reasons. Even if both 
parents are still married, children may live with other relatives because of better access to 
educational opportunities or economic resources. In other cases, they provide a source of 
labor to relatives. Marital instability through death or divorce can also affect family 
structure.  
Children are primarily raised in families where they are given access to physical 
and social resources such as food, shelter, education, care, and support. Family structures 
have the potential to affect the quality of resources provided to children. For example, 
children raised by a single mother may have access to fewer resources than children 
living with both parents. Thus, the type of family structures children live in can impact 
their overall well-being. The first two essays in this dissertation examine the relationship 
between family structures affected by marital instability and child outcomes, including 
those of adolescents.  
The first essay focuses on family structures affected by parental death. The 
HIV/AIDS epidemic, through its effect on adult mortality, has brought increasing 
attention to the welfare of orphans. Although HIV incidence is declining and access to 
life-prolonging antiretroviral (ARV) treatment is increasing, the number of AIDS orphans 
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has increased by two-thirds from 2001 (8.9 million) to 2009 (14.8 million). The fact that 
only 56 percent of HIV-infected adults in need of ARVs are actually receiving treatment 
will, in all likelihood, lead to continued increases in the number of AIDS orphans, of 
which more than half will be adolescents. Studies have shown that orphans in some 
countries are at greater risk of early sexual debut, risky sexual behavior, HIV/STD 
infection, and early marriage. I build upon this literature by investigating whether the 
timing and type of orphanhood influences the timing of sexual debut and marriage in 
Burkina Faso, Ghana, Malawi, and Uganda. In particular, I examine whether losing one’s 
father, mother, or both before age 10 has a greater association with early sexual debut and 
early marriage than does experiencing such a loss during adolescence. In addition, I test 
the hypothesis that education acts as a mediating factor in orphans’ greater risk of early 
sexual debut and early marriage. What sets this study apart from previous studies is the 
use of discrete-time event history models to take into account the ordering of events, 
especially orphanhood, sexual debut, and marriage. I find that female double orphans are 
at increased risk of early sexual debut in all four countries. Whereas timing of 
orphanhood does not matter in Burkina Faso, Ghana, and Malawi, it does matter in 
Uganda, where only double orphans before age 10 are at greater risk. Education explains 
very little of their increased risk. Male orphans, in contrast, are not vulnerable to early 
sexual debut. Uganda is the only country where paternal orphans before age 10 and 
double orphans, regardless of the timing of orphanhood, are at risk of early marriage. 
Education explains a small portion of this risk. 
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The second essay focuses on family structures affected by parental divorce. 
Although divorce rates are high and increasing in many Sub-Saharan African countries, 
very little is known about the effect of parental divorce on children’s schooling. This is 
surprising considering the large body of literature that has examined this topic in Western 
countries. Given the abundance of evidence that children from divorced marriages have 
lower levels of academic achievement than children from intact marriages, it is quite 
possible that this is also the case in Sub-Saharan Africa. In the second essay, I investigate 
whether children from divorced marriages are more likely to suffer poorer schooling 
outcomes, as measured by current school enrollment, grades of schooling attained, and 
schooling gap (among children currently in school), than children from intact marriages 
in rural Malawi. In this setting, divorce rates are high. Approximately half of all women 
are expected to divorce at some point in their lives. Consequently, a significant 
proportion of children will experience a parental divorce. The data are drawn from the 
2006, 2008, and 2010 waves of the Malawi Longitudinal Study of Families and Health. I 
take advantage of fixed effects methods, specifically child fixed effects, to control for 
unobserved heterogeneity that could affect both parental divorce and children’s 
schooling. Despite controlling for unobserved heterogeneity, I find that children from 
divorced marriages have completed, on average, fewer grades of schooling than children 
from intact marriages. Parental divorce is not found to be associated with current school 
attendance or schooling gap.  
The third essay moves away from the topic of family structures and into the realm 
of data quality. Marriage histories are an invaluable source of information on 
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respondents’ past and current marriages. At a minimum, they contain information on 
marriage dates and how the marriage ended (in cases of terminated marriages). Marriage 
histories are often used to calculate divorce and remarriage rates and to study the 
determinants of these events. They have also been used to examine the relationship 
between HIV and marriage as well as the effect of parental divorce on child well-being. 
Though frequently used, they are not without problems. The level of accuracy and 
completeness of collected histories depends largely on the ability and willingness of 
respondents to make the effort to recollect and report this information to interviewers. 
Although researchers typically acknowledge the problems associated with marriage 
histories, it is unknown to what extent they affect our knowledge of marriage patterns and 
trends.  
In the third essay, I evaluate the reliability of marriage histories by comparing 
marriage histories of respondents interviewed in the 2006 and 2010 waves of the Malawi 
Longitudinal Study of Families and Health. Specifically, I examine the characteristics 
associated with misreporting marriages and dates of marriage and test whether 
misreporting affects marriage indicators. In order to conduct these analyses, I 
reconstructed marriage histories for respondents who were interviewed in both the 2006 
and 2010 waves. These histories contain all of the marriages that were reported in at least 
one of the two waves. Since it is unknown whether respondents reported all of their 
marriages in 2006 and 2010, these numbers mark the lower bound of the true number of 
marriages. I find that a significant proportion of marriages are underreported in the 
MLSFH. Specifically, 18.8 percent and 12.9 percent of men’s and women’s marriages, 
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respectively, that began before the 2006 wave were omitted in one of the two waves. I 
also find that misreporting is not random. A number of individual, marriage, and survey-
related characteristics are associated with underreporting marriages and misreporting 
marriage dates. Most importantly, I find that marriage indicators such as number of times 
married and ever divorced are affected by misreporting. Means calculated from marriage 
histories indicate that levels of marriage, divorce, and widowhood are actually higher 
than reports in the 2006 and 2010 waves. Because these levels are lower in 2010 than in 
2006, misreporting appears to be a greater problem in 2010. Therefore, researchers 
should display caution when using marriage histories and should acknowledge that 
misreporting marriages and marriage-related information could possibly bias their 
analyses.  
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CHAPTER 2: TIMING OF ORPHANHOOD, EARLY SEXUAL DEBUT, AND 
EARLY MARRIAGE IN FOUR SUB-SAHARAN AFRICAN COUNTRIES 
 
Introduction 
During the transition to adulthood, adolescents experience a number of important 
life events such as sexual debut, marriage, and childbearing. The timing of these events, 
which is not always under the complete control of adolescents, can place them at 
increased risk of adverse outcomes, which are typically more severe for girls than for 
boys. Early sexual debut—which has been shown to be associated with low educational 
attainment, HIV/STD infection, and an increased number of lifetime sexual partners 
(Cooper, Hoffman et al., 2007, Pettifor, Straten et al., 2004, Biddlecom, Gregory et al., 
2008) — can put girls at risk of unintended pregnancy and childbearing. Schoolgirl 
pregnancies can result in school dropout or seeking illegal and unsafe abortions in order 
to stay in school (Lloyd and Mensch, 2008, Bankole, Singh et al., 1998, Calvès, 2002, 
Mensch, Clark et al., 2001, Lloyd, 2005). Teen pregnancy can lead to early marriage and 
put girls at risk of maternal and child morbidity and mortality (Howson, Harrison et al., 
1996, Zabin and Kiragu, 1998, LeGrand and Mbacké, 1993). Early marriage, once 
believed to protect girls from premarital sex, can result in school dropout, early 
childbearing, HIV infection, and poor maternal and child health outcomes (Lloyd and 
Mensch, 2008, Howson, Harrison et al., 1996, Zabin and Kiragu, 1998, LeGrand and 
Mbacké, 1993, Clark, 2004). 
The HIV/AIDS epidemic in sub-Saharan Africa has brought attention to 
orphanhood as a potential risk factor for early sexual debut and early marriage. Although 
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HIV incidence is declining and access to life-prolonging antiretroviral (ARV) treatment 
is increasing (UNAIDS, 2010), the number of AIDS orphans has increased by two-thirds 
from 2001 (8.9 million) to 2009 (14.8 million) (UNAIDS, 2010). The fact that only 56 
percent of HIV-infected adults in need of ARVs are actually receiving treatment 
(UNAIDS, 2012) will, in all likelihood, lead to continued increases in the number of 
AIDS orphans, of which more than half will be adolescents (UNICEF, UNAIDS et al., 
2004).  
The rapid increase in the number of AIDS orphans living in sub-Saharan Africa 
has been accompanied by a body of research that has found orphans, or at least some 
types of orphans, to be at heightened risk of early sexual debut, risky sexual behavior, 
HIV/STD infection, and early marriage (Gregson, Nyamukapa et al., 2005, Thurman, 
Brown et al., 2006, Operario, Pettifor et al., 2007, Nyamukapa, Gregson et al., 2008, 
Birdthistle, Floyd et al., 2009, Birdthistle, Floyd et al., 2008, Palermo and Peterman, 
2009, Operario, Underhill et al., 2011, Pascoe, Langhaug et al., 2010, Robertson, 
Gregson et al., 2010, Beegle and Krutikova, 2008). The present study builds upon this 
literature by investigating whether the timing and type of orphanhood influences the 
timing of sexual debut and marriage. In particular, this study examines whether losing 
one’s father, mother, or both before age 10 has a greater association with early sexual 
debut and early marriage than does experiencing such a loss during adolescence. This 
study also explores whether education plays a role in orphans’ greater risk of early sexual 
debut and early marriage. Understanding whether certain types of orphans are more 
vulnerable to early sexual debut and early marriage and understanding whether the timing 
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of orphanhood is of consequence will allow policymakers and program designers to 
better target policies and interventions to the most vulnerable groups of orphans. 
 
Literature Review and Hypotheses 
Timing of Orphanhood 
No published studies have explored how timing of orphanhood is associated with 
early marriage. Two studies by Birdthistle and colleagues (2008 and 2009) have 
incorporated the timing of orphanhood into their analyses of early sexual debut, risky 
sexual behavior, and HIV and herpes simplex virus 2 (HSV-2) infection. In their study of 
married and unmarried 15-19-year-old girls in a high-density suburb of Harare, the 
capital of Zimbabwe, Birdthistle and colleagues (2008) used multistate life tables to 
determine that maternal orphans are at greater risk of early sexual debut, regardless of 
age at mother’s death, and paternal orphans are only at risk if their father died before age 
12. When these authors (2009) restricted their analysis to unmarried girls and focused on 
HIV/HSV-2 infection, they reached similar conclusions: multivariate logistic regression 
revealed that maternal orphans, regardless of the timing of the mother’s death, and 
paternal orphans before age 12 are at increased risk of HIV/HSV-2 infection. Neither 
study, however, explained why the timing of orphanhood is critical for the outcomes of 
paternal but not maternal orphans.  
The present study tests the hypothesis that the timing of orphanhood affects the 
transitions to two important life events: early sexual debut and early marriage. This study 
also speculates regarding why timing of orphanhood might matter. One explanation is 
that losing a parent during childhood (before age 10) may have a greater effect on 
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adolescents’ risk of early sexual debut and early marriage than losing a parent during 
adolescence. Younger children, who are more dependent on their parents than are 
adolescents, may receive less support from friends and other adult figures. Rather than 
expressing their grief, they may internalize it or exhibit problematic behaviors such as 
aggression or poor school performance (Dowdney, 2000). Such behaviors could result in 
orphans’ dropping out of school prematurely, which can increase their risk of early sexual 
debut and early marriage. Furthermore, parental loss may not be an isolated event. 
Rather, it can mark the beginning of a series of exposures to economic and emotional 
hardships (Mojola, 2011). For example, parental death can result in new living situations 
(Nyambedha, Wandibba et al., 2003, van Blerk and Ansell, 2006, Mojola, 2011, 
Nyamukapa, Gregson et al., 2010), declines in household income, and remarriage by the 
surviving parent. Studies conducted in the US on the effect of divorce on children’s well-
being indicate that children’s outcomes are adversely affected by multiple moves during 
childhood (Wu and Martinson, 1993). Constant adjustment to new situations could also 
increase levels of psychosocial distress. Analysis of data from a national survey of 12–
17-year-old married and unmarried adolescents in Zimbabwe found that psychosocial 
distress explained part of the increased risk of early sexual debut experienced by paternal 
and maternal orphans (Nyamukapa, Gregson et al., 2008). 
An alternative explanation is that experiencing a parental death during 
adolescence may have a greater effect on the timing of sexual debut and marriage than 
undergoing such a loss during childhood. Adolescence is a difficult period during which 
children transition from childhood to adulthood, undergoing physical, hormonal, 
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emotional, and psychological changes. These changes could make coping with a parental 
death more difficult for adolescents than for younger children. Some adolescents may 
turn to sexual activity as an emotional outlet. Others may view marriage as a means of 
building a new life for themselves (Oleke, Blystad et al., 2006). Moreover, adolescents 
who experienced the loss of a parent before age 10 have had more time to grieve and to 
adjust to life without this parent. 
 
The Role of Education in Early Sexual Debut and Early Marriage 
Studies have produced conflicting findings regarding the relationship between 
educational attainment, as measured at the time of the survey, and early sexual debut 
among girls. Whereas some studies have found that girls with secondary education are 
less likely to initiate sexual activity than are girls who never attended school (Gupta and 
Mahy, 2003, Magnani, Karim et al., 2002), others have not found differences in sexual 
initiation by level of education (Fatusi and Blum, 2008, Meekers and Ahmed, 2000). 
These inconsistent findings could be a result of educational attainment affecting sexual 
debut through opposing mechanisms. More-educated girls may delay sexual activity 
because they fear becoming pregnant, which could lead to school dropout, or they may 
think sexual activity will distract them from achieving educational success (Frye, 2012). 
Other equally well-educated girls, in contrast, may engage in sexual activity with “sugar 
daddies” in order to finance their education (Oleke, Blystad et al., 2007). Luke (2005) 
challenges the “sugar daddy” stereotype by showing that the prevalence of sugar daddies 
is quite low. Moreover, most sexual partners of female adolescents are only a few years 
older than they are (Poulin, 2007). A more likely scenario is that more-educated girls 
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have greater opportunities to interact with potential sexual partners at school, increasing 
their likelihood of engaging in sexual activity (Lam, Marteleto et al., 2013). Although 
exceptions exist (Magnani, Karim et al., 2002), findings tend to be more consistent 
among boys: those with higher educational attainment are at greater risk of sexual 
activity (Gupta and Mahy, 2003, Meekers and Ahmed, 2000, Fatusi and Blum, 2008). 
Several studies have found that current school attendance is associated with 
delays in sexual activity (Magnani, Karim et al., 2002, Lloyd, 2010, Kayembe, Mapatano 
et al., 2008, Lloyd, 2005), and this association is typically much stronger for girls than for 
boys. The cross-sectional nature of these studies, however, leaves unclear whether 
adolescents began sexual activity while attending school or after leaving school (if they 
ever attended). Through the use of event history methods, Biddlecom and colleagues 
(2008) attempted to sort out the temporal ordering of events in a study of adolescents 
who reported being in school at age 12 in Burkina Faso, Ghana, Malawi, and Uganda. 
Although girls were more likely to leave school once they had premarital sex, this was 
not so for boys. In contrast, Clark and Mathur (2012), using survival analysis methods, 
found that the ordering was the reverse: girls who dropped out of school were more likely 
to initiate sexual activity than those who were still in school. As in the study by 
Biddlecom and colleagues (2008), schooling status did not matter for the timing of sexual 
debut among boys. 
Higher educational attainment, as measured at the time of the survey, has been 
consistently found to be associated with later age at marriage (Gyimah, 2009, Ikamari, 
2005, Singh and Samara, 1996, Manda and Meyer, 2005, Mensch, Singh et al., 2006, 
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Lloyd and Mensch, 2008). The effect of education on timing of marriage can work 
through several mechanisms. First, the institution of marriage is incompatible with 
schooling in many countries where school policies and societal expectations imposed 
upon married girls make attending school unlikely. Second, education increases the 
economic opportunities available to young women, and some of these opportunities 
require further education, making these careers incompatible with early marriage. In a 
study of educational aspirations in rural Malawi, many female secondary school students 
reported the desire to finish school and possibly hold a job before entering into marriage 
(Frye, 2012). Finally, better educated girls, including those still in school, are more likely 
to practice modern contraception (Nichols, Woods et al., 1987, Lloyd, 2006), leading to 
fewer unplanned pregnancies and, in turn, lowering the risk of early marriage. 
Whereas little ambiguity exists in the finding that girls with no schooling marry 
earlier than their counterparts having primary or secondary education, the direction of 
this relationship is less clear among girls who have ever attended school. Rather than 
school dropout precipitating marriage, marriage may precipitate leaving school. In a 
study of five francophone African countries, Lloyd and Mensch (2008) found that 
marriage does precipitate school dropout; however, other reasons for dropout far exceed 
marriage. The more common scenario is school dropout preceding marriage. In countries 
where early marriage occurs, few girls are enrolled in school during the years when 
marriage is common (Lloyd, 2006). Moreover, among girls who have ever attended 
school, the gap in years between school dropout and marriage is considerable (Lloyd, 
2006). 
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With few exceptions, studies have found that some types of orphans have poorer 
schooling outcomes than nonorphans (Case and Ardington, 2006, Case, Paxson et al., 
2004, Evans and Miguel, 2007, Nyamukapa and Gregson, 2005, Timaeus and Boler, 
2007, Ardington and Leibbrandt, 2010, Beegle, De Weerdt et al., 2010). Thus, a second 
hypothesis that will be tested is whether any associations found between (a) timing and 
type of orphanhood and (b) early sexual debut and early marriage may be mediated by 
education. Although this hypothesis has not yet been tested in relation to early sexual 
debut and early marriage, it has been tested with regard to HIV/HSV-2 risk among 
unmarried 15-19-year-old girls in Harare, Zimbabwe (Birdthistle, Floyd et al., 2009). The 
researchers found that education explains a small portion of the HIV/HSV-2 risk 
experienced among double orphans but not among paternal or maternal orphans. 
 
Data 
The data for this study are drawn from the 2004 National Survey of Adolescents 
(NSA), a set of four nationally representative household-based surveys of 12-19-year-
olds in Burkina Faso, Ghana, Malawi, and Uganda.
1
 These surveys were collected as part 
of a research project known as “Protecting the Next Generation: Understanding HIV Risk 
Among Youth,” a project designed by the Guttmacher Institute (United States) in 
collaboration with the Institut Supérieur des Sciences de la Population (Burkina Faso), 
the University of Cape Coast (Ghana), the African Population and Health Research 
Center (Kenya), the Centre for Social Research (Malawi), and the Makerere Institute of 
                                                          
1
 For security purposes, enumeration areas in four districts in northern Uganda, comprising 7 percent of all 
enumeration areas, were omitted from the survey. To compensate for the loss of these predominantly Luo 
speaking districts, the survey team collected data from two neighboring Luo-speaking districts (Neema et 
al. 2006). 
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Social Research (Uganda) (Biddlecom, Hessburg et al., 2007). “Protecting the Next 
Generation” seeks to understand adolescents as they transition into adulthood in a context 
where unintended pregnancies and HIV/AIDS are highly prevalent. Though similar in 
design to the Demographic and Health Survey (DHS), these surveys exclusively targeted 
adolescents, including young adolescents aged 12–14 years who are often left out of 
survey research. The four countries, chosen to represent different subregions of sub-
Saharan Africa, vary in levels of HIV prevalence. In 2001, Burkina Faso and Ghana had 
relatively low HIV prevalence (2.1 percent and 2.3 percent, respectively), whereas 
Malawi and Uganda had higher levels (13.8 percent and 7.0 percent, respectively) 
(UNAIDS, 2010). 
All four surveys used a two-stage cluster sampling design. In the first stage, 
enumeration areas were randomly selected. In the second stage, available household 
listings were used to randomly select households from these areas. Interviewers surveyed 
heads of households to determine whether eligible adolescents resided there. All 12-19-
year-old adolescents living in selected households were eligible to be interviewed. After 
obtaining informed consent from parents or caregivers of 12-17-year-olds, interviewers 
asked adolescents to assent to survey participation. Adolescents who were 18-19 years 
old gave their own consent. Interviews were completed with 5,955 adolescents in Burkina 
Faso, 4,430 in Ghana, 4,031 in Malawi, and 5,112 in Uganda. Appendix Table A.1 
contains descriptive statistics of respondents in the analytic sample. Response rates were 
high, ranging from 87 percent in Uganda to 95 percent in Burkina Faso. This survey used 
a standard face-to-face interview mode. Because of the sensitive nature of some of the 
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questionnaire topics, effort was made to match interviewers with respondents of the same 
sex. More detailed information concerning the methodology of each survey is published 
elsewhere (Awusabo-Asare, Biddlecom et al., 2006, Guiella and Woog, 2006, Munthali, 
Zulu et al., 2006, Neema, Ahmed et al., 2006). 
 
Dependent Variables 
This analysis focuses on two outcomes: timing of sexual debut and timing of 
marriage. Timing of sexual debut is constructed from responses to two questions: (1) 
when did the respondent first have sexual intercourse (if at all), and (2) when did the 
respondent first marry or live with a person as if married.
2
 The second question was 
asked if the respondent reported that first sexual intercourse occurred at the time of 
marriage. Timing of marriage is constructed only for female respondents because the 
proportion of boys reporting ever being married is small (ranging from 0.8 percent in 
Ghana to 2.3 percent in Malawi). Timing of marriage is constructed from responses to a 
question that asks when the respondent first lived with her husband/partner. Interviewers 
asked this question among respondents who reported ever being married or ever living 
with a man as if married. 
In all four countries, the proportion of 15-19-year-old girls who have ever had sex 
and who have ever married is lower in the NSA than in the most recent DHS conducted 
before the NSA (Awusabo-Asare, Biddlecom et al., 2006, Guiella and Woog, 2006, 
Munthali, Zulu et al., 2006, Neema, Ahmed et al., 2006). Differences in the proportions 
                                                          
2
 Timing of sexual debut is constructed in the same manner as in the DHS. The questions used to construct 
this variable were designed to match DHS wording.  
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of girls ever having sex are most likely the result of differences in the proportions ever 
married. Munthali and colleagues (2006) note that the discrepancy in the proportion ever 
married may be the result of age heaping, whereby girls are listed as age 20 rather than 
19, which could have occurred with greater frequency in the NSA than in the DHS, 
resulting in fewer ever-married women being included in the sample. 
 
Independent Variables 
The key independent variables pertain to timing of orphanhood. According to 
international guidelines, an orphan is defined as a child younger than age 18 whose father 
or mother (or both) has died (UNICEF, UNAIDS et al., 2004). This definition was 
extended in this study to include respondents up to age 19 because the United Nations’ 
definition of adolescents refers to individuals aged 10-19 years. Respondents who report 
that their fathers or mothers, or both, are no longer alive are defined as orphans.
3
 Rather 
than classify orphan status as a binary variable — orphan versus nonorphan — orphan 
status was disaggregated into three categories: paternal, maternal, and double. Previous 
studies have shown that the risks of early sexual debut and early marriage differ by type 
of orphan (Palermo and Peterman, 2009, Beegle and Krutikova, 2008, Birdthistle, Floyd 
                                                          
3
 Orphan status is determined according to the following question: “Where does your natural father (or 
mother) live, or is he (or she) no longer alive?” If respondents answered “No longer alive,” they are 
classified as orphans. If they live with or reported the location of their parents, then they are classified as 
nonorphans. A small proportion of respondents reported “Don’t know” or had missing data when asked 
about the status of their father (0.2 percent in Burkina Faso, 1.2 percent in Ghana, 0.4 percent in Malawi, 
1.3 percent in Uganda) or mother (0.4 percent in Burkina Faso, 0.4 percent in Ghana, 0.1 percent in 
Malawi, 0.8 percent in Uganda). What respondents meant when they responded “Don’t know” to this 
question is not clear. Two possibilities exist: (1) their father or mother is alive but they don’t know their 
location, or (2) they don’t know whether their father or mother is alive. Because of this uncertainty, these 
respondents were dropped from the analytic sample, as were those with data missing regarding parent’s 
status. 
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et al., 2008, Gregson, Nyamukapa et al., 2005, Nyamukapa, Gregson et al., 2008). A 
paternal orphan is a child whose father is no longer alive. A maternal orphan is a child 
whose mother is no longer alive. A double orphan is a child whose father and mother are 
no longer alive. 
Timing of orphanhood is measured by three sets of variables: disaggregated 
orphan status before age 10, became a single orphan during adolescence, and became a 
double orphan during adolescence. Whereas orphan status before age 10 is time-constant, 
the latter two variables are time-varying. These variables were constructed using data 
drawn from reports of the age of respondents at the time of parental death. The majority 
of respondents recalled their age at the time of this event. A substantial proportion, 
however, ranging from 18.8 percent in Burkina Faso to 22.8 percent in Uganda, did not 
know their age. These respondents were not dropped from the analysis, because doing so 
might bias the analytic sample. Instead, these respondents were presumed to have been 
younger than age 10 when their parent(s) died. These deaths are also assumed to have 
taken place before sexual debut or marriage occurred. 
Two arguments are provided in support of the assumption that orphaned 
respondents who did not know their age at parental death must have been younger than 
age 10 when their parent(s) died. First, the death of a parent is a traumatizing and life-
changing experience. In instances of recent death, affected respondents would most likely 
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know their age at the time of death,
4
 whereas in cases where death occurred during 
childhood, respondents may not recall their age or even remember the death itself, 
especially if they were fostered by another family, which is common after parental death. 
A counterargument could be that many adolescents in these countries do not know their 
age, affecting their ability to recall their age at parental death. Although this is a problem 
in many surveys conducted in sub-Saharan Africa, the problem is more common among 
older populations and should be minimal among adolescents. 
The second argument in support of the assumption concerning age of orphanhood 
is drawn from quantitative evidence presented in Table 2.1. I compare orphan rates for 
children at age 10 using DHS data with orphan rates before age 10 using NSA data. For 
example, orphan rates for 10-year-old children from the 1998 Ghana DHS are compared 
with orphan rates before age 10 for 16-year-old respondents from the 2004 Ghana NSA. I 
use two sets of assumptions to calculate orphan rates using NSA data: (1) orphans who 
do not know their age at parental death became orphaned before age 10, and (2) orphans 
who do not know their age at parental death became orphaned during adolescence. 
Orphan rates calculated using Assumption 1 are closer to those calculated using DHS 
data than are those under Assumption 2. With the exception of Uganda, orphan rates are 
slightly higher when calculated using DHS data. This difference could be the result of the 
rates’ referring to slightly different time periods. DHS calculations are based on children 
at age 10, some of whom may have lost a parent at age 10. In contrast, NSA calculations 
                                                          
4
 Even if they do not know their exact age, they could probably report to the interviewer that their parent 
died “x” number of years ago. Probing for responses in cases in which respondents report “Don’t know” is 
common among survey interviewers, although whether NSA interviewers probed for respondents’ age at 
parental death is not known. 
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are based on children at age “x” who have lost a parent before age 10, excluding deaths 
that occur at age 10. A counterargument could be that the surveys are not representative 
of the same population. Orphan rates among 12–14- year-old children are found to be 
similar in the DHS and the NSA surveys (Appendix Table A.2).
5
 
Education is measured by two variables: ever attended school and currently 
attending school.
6
 Whereas ever attended school is time-constant, currently attending 
school is time-varying and is constructed from a series of education-related questions. 
For respondents who had ever attended school, interviewers asked for their age at school 
entry and exit (if they had left school). Respondents also reported the number of grades of 
schooling they had completed. I combined this information with reports of ages at school 
entry and exit to determine whether respondents were in school from age 10 until the 
time of the survey. For a small proportion of respondents, ranging from 6 percent in 
Burkina Faso to 23 percent in Ghana, not enough information exists to determine 
schooling status at each age. For respondents currently attending school at the time of the 
survey and who reported not knowing their age at school entry, this age is constructed to 
be equal to their current age minus the median number of years taken to finish the 
reported number of grades of schooling completed in their country. Because students 
repeat grades and because withdrawing from school temporarily is not uncommon, I use 
                                                          
5
 Orphan rates are based on 12-14-year-old children because the 2004 Burkina Faso and Ghana DHSs 
limited collection of data concerning orphan status to children aged 14 and younger. 
6
 Although the NSA collected data regarding number of grades of schooling completed and educational 
attainment, coding these variables is not possible at each age that respondents are in the risk set. Thus, these 
variables are not included in the regression models. 
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the median number of years in lieu of the reported number of grades completed.
7
 For 
respondents who dropped out of school and who do not recall their age at either school 
entry or exit, measures are constructed in a similar manner. Respondents who dropped 
out of school and who do not know their age at school entry and exit are excluded from 
the regression analyses. The number of dropped cases range from 22 in Uganda to 46 in 
Ghana. 
The following control variables are included in the regression models: age, age 
squared, urban residence, urban residence before age 12, wealth quintile,
8
 food shortages 
before age 10, religion, and ethnicity. These control variables were selected because the 
literature has shown that they are correlated with early sexual debut and early marriage. 
Note that urban residence and wealth quintile represent characteristics measured at the 
time of the survey. They may not reflect characteristics at the time of sexual debut or 
marriage, especially among older respondents. Thus, urban residence before age 12 and 
food shortages before age 10 are included to act as proxies for childhood characteristics. 
 
                                                          
7
 Sensitivity analyses were conducted to test whether results differ when using the reported number of 
grades of schooling completed rather than median number of years. Odds ratios and significance levels of 
orphanhood and schooling variables remained virtually unchanged. 
8
 For each country, wealth quintiles were generated using a similar methodology to that used by the DHS 
(Filmer and Pritchett, 1999). Interviewers asked household heads whether their household possessed certain 
durable goods. The following assets were used to calculate wealth scores: water source, type of toilet, 
electricity, radio, television, phone, refrigerator, type of cooking fuel, type of floor, number of rooms, 
ox/donkey cart, bike, motorcycle, and car. With this information, principal components analysis was used 
to create wealth scores for each household. Wealth quintiles were constructed based on the weighted 
distribution of the household population rather than the distribution of households. This distribution 
represents the national household population. All household members were ordered by their scores and the 
distribution was divided equally into five sections, representing wealth quintiles. Each adolescent’s 
household wealth quintile was used to represent the adolescent’s wealth quintile.  
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Methods 
Discrete-time event history analysis (Allison, 1982) is used to examine whether 
timing of orphanhood is associated with timing of sexual debut and marriage. This 
method is appropriate because it can handle censored data, time-varying covariates, and a 
substantial number of ties in the age at which outcomes occur. For both timing of sexual 
debut and timing of marriage, censoring occurs at the time of the survey if the respondent 
has not yet experienced the outcome of interest. The time-varying independent variables 
are: became a single orphan during adolescence, became a double orphan during 
adolescence, and currently in school. 
The data are organized into units of time that correspond to a year at a given age 
for each individual. For timing of sexual debut, respondents enter the risk set at age 10. 
This age was chosen on the basis that a nonnegligible proportion of respondents reported 
initiating sexual activity at age 10. Whereas a small proportion of respondents reported 
initiating sexual activity before age 10, some respondents, especially boys, may have 
exaggerated their age at first sex. Moreover, sexual activity at such young ages may not 
have been consensual. Thus, these respondents were omitted from the analyses of sexual 
debut. For timing of marriage, respondents enter the risk set at age 12. This age was 
chosen on the basis of a nonnegligible proportion of respondents reporting marrying at 
age 12. Similar to sexual debut, respondents who reported marrying before age 12 were 
omitted. Upon entering the risk set, respondents contribute annual observations until they 
experience the event of interest or are censored. 
For each country, all person-years of observation are pooled and a logistic 
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regression model by maximum likelihood is estimated using the following specification: 
   [
   
     
]                  
where     represents the probability that an event occurs at time t, given that it has not 
already occurred,     represents a vector of covariates for individual i at time t,         
represents a vector of covariates for individual i at time t–1, and β and δ represent the 
respective coefficients. The following variables are lagged: became a single orphan 
during adolescence, became a double orphan during adolescence, and currently in school. 
These variables are lagged to maintain the temporal ordering of events. For example, an 
individual could become a single orphan at the same age he or she experiences sexual 
debut, making unclear which event took place first. Lagging the orphanhood variables 
ensures that individuals became orphans before events of interest occurred. 
Two sets of models are used for each outcome. Model 1 includes timing of 
orphanhood and control variables (age, age squared, urban residence, urban residence 
before age 12, wealth index, food shortages before age 10, religion, and ethnicity). Model 
2 adds education variables (currently attending school and ever attended school) to 
examine whether education explains the association between timing of orphanhood and 
outcomes of interest. Because each individual contributes multiple person-years, all 
models are adjusted for clustering at the individual level. Survey weights are used in 
estimations of models. 
 
Results 
Table 2.2 provides descriptive statistics for timing and type of orphanhood by 
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country for both sexes combined.
9
 In Burkina Faso and Ghana, fewer than 17 percent of 
respondents are orphans at the time of the survey. This figure is much greater 
(approximately 30 percent) in Malawi and Uganda, where HIV prevalence is higher. In 
all four countries, more than half of all orphans are paternal orphans. Maternal orphans 
are the second most common type of orphan, followed by double orphans, except in 
Uganda, where double orphans outnumber maternal orphans. The pattern of the 
distribution of respondents by orphan status before age 10 is similar to the pattern 
observed for orphan status at the time of the survey. The only exception is in Uganda, 
where the proportion of maternal orphans is greater than that of double orphans before 
age 10. As can be expected, levels of orphanhood are lower before age 10 than at the time 
of the survey in all four countries. 
In Burkina Faso and Ghana, approximately 7-8 percent of respondents reported a 
parental death during adolescence (between ages 10 and 19). The proportions are much 
higher in Malawi and Uganda, where 16 percent and 12 percent, respectively, suffered 
the death of at least one parent. In all four countries, the majority of nonorphans who 
experienced a parental death became single orphans. Only a small proportion became 
double orphans. Whereas 5-8 percent of single orphans in Burkina Faso and Ghana 
became double orphans during adolescence, these figures are much higher in Malawi and 
Uganda, where 16-20 percent became double orphans. 
Table 2.3 presents the age-standardized distribution of respondents by outcome 
                                                          
9
 Chi-squared tests were conducted to examine whether timing of orphanhood differs by sex. Because no 
statistically significant differences were found, both sexes are combined in Table 2.2. 
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and country according to orphan status at the time of the survey.
10
 Not all types of female 
orphans are more likely than nonorphans to report ever having sex. The proportion of 
female double orphans who report having had sexual intercourse is significantly greater 
than the proportion among female nonorphans in all countries expect Uganda. Rates of 
sexual debut among girls with one deceased parent are not significantly different from the 
rates among nonorphans, with the exception of female paternal orphans in Ghana and 
Malawi, where the rates are higher than among female nonorphans. In Malawi, this 
difference is marginally significant (p = 0.06). Uganda is the only country where 
differences in reports of sexual activity are not observed by orphan status. 
Among boys, the proportions of orphans and nonorphans who reported sexual 
initiation are similar. The only exceptions are in Ghana and Malawi, where a greater 
proportion of double orphans (in Ghana) and maternal orphans (in Malawi) than 
nonorphans report experiencing sexual debut. The difference in Ghana is marginally 
significant (p = 0.07). Transitions to marriage are examined among girls. In Malawi and 
Uganda, girls who are maternal orphans are more likely to report marriage than are 
nonorphans. In Uganda, this difference is only marginally significant (p = 0.08). 
 
Event History Analysis 
Table 2.4 displays odds ratios from discrete-time event history models of early 
                                                          
10
 Because orphans are, on average, older than nonorphans, I standardized the age distribution of paternal, 
maternal, and double orphans to match that of nonorphans. I calculated the percentage of orphans who have 
experienced the outcomes of interest — sexual debut and marriage — using the following equation: 
    ∑   
 
   
   
     where  
  equals the age-standardized proportion of orphans (paternal, maternal, or 
double) who have experienced sexual debut or marriage;   
 
is the proportion of orphans at age i who have 
experienced sexual debut or marriage; and   
  is the proportion of nonorphans at age i. 
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sexual debut among girls. In Model 1, in which all socioeconomic characteristics except 
education are controlled for, girls who became double orphans before age 10 in Burkina 
Faso, Malawi, and Uganda have significantly higher odds of early sexual debut than do 
nonorphans. In Ghana, the odds ratio is 1.52 and is close to being significant (p = 0.09). 
The odds ratios for becoming a double orphan during adolescence in Burkina Faso (2.01) 
and Malawi (1.59) are large but not statistically significant, possibly because of low 
statistical power resulting from small numbers of respondents becoming double orphans 
during adolescence. Not shown are results of a test of whether odds ratios of becoming a 
double orphan before age 10 are statistically different from odds ratios of becoming a 
double orphan during adolescence. In Burkina Faso, Ghana, and Malawi, timing of 
orphanhood does not appear to be of consequence. Double orphans, regardless of when 
they were orphaned, are at increased risk of early sexual debut. In Uganda, only girls who 
became double orphans before age 10 are at greater risk of early sexual debut. After 
controlling for education (in Model 2) the strength of the relationship between being a 
double orphan before age 10 and early sexual debut declines slightly in Burkina Faso, 
Ghana, and Uganda, but remains the same in Malawi, suggesting that education explains 
very little of their increased risk. 
Table 2.5 presents odds ratios of early sexual debut among boys. For some types 
of orphans, odds ratios are greater than one, but none are statistically significant. Malawi 
is the only country where a marginally significant association is found. Boys who became 
paternal orphans before age 10 have marginally higher odds of experiencing early sexual 
debut (p = 0.09). 
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Table 2.6 displays odds ratios of early marriage among girls. In Model 1, Uganda 
is the only country that appears to have a positive and statistically significant relationship 
between timing of orphanhood and early marriage. Paternal and double orphans have 74 
percent and more than double the odds, respectively, of early marriage than those of 
nonorphans. Similar to tests conducted for early sexual debut among girls, I tested 
whether becoming a paternal or double orphan before age 10 is statistically different from 
becoming a single or double orphan during adolescence, respectively (results not shown). 
Whereas timing of orphanhood appears to matter for paternal orphans, it does not matter 
for double orphans in Uganda. Ghana is the only country where a negative association 
exists between orphanhood and early marriage. Girls who became paternal orphans 
before age 10 are significantly less likely to marry early than are nonorphans. When 
education is controlled for in Model 2, odds ratios for being a paternal and double orphan 
before age 10 in Uganda decline from 1.7 to 1.6, and 2.2 to 1.8, respectively, indicating 
that education explains a small portion of their increased risk. 
Sensitivity analyses (Appendix Tables A.3-A.5) were conducted to test whether 
results differ when orphans who do not know their age at parental death are dropped from 
the analytic sample. Among girls, the direction of odds ratios for early sexual debut 
generally remained the same. P-values increased, however, resulting in the odds ratio of 
being a double orphan before age 10 no longer being statistically significant in Malawi. 
For boys, the direction of odds ratios and significance levels remained the same. For the 
timing of marriage outcome, minimal differences were found in all countries except 
Burkina Faso, where odds ratios increased and became highly significant for maternal 
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and double orphans before age 10. 
 
Limitations 
This study has a number of limitations. First, it is unable to control for unobserved 
heterogeneity. Childhood conditions such as household poverty could affect both orphan 
status and outcomes of interest, creating ambiguity regarding whether orphan status truly 
affects the timing of sexual debut and marriage. Whereas the National Survey of 
Adolescents did not collect data concerning childhood conditions before parental death, 
information on food shortages before age 10 and urban residence before age 12 was 
collected. These measures cover an extended period of time during which parental death 
could have happened at any age, however. Regardless, these measures are included in the 
regression analyses to act as proxies for childhood household wealth and childhood urban 
residence. When these proxy measures are excluded from the regression analyses, odds 
ratios and significance levels remain relatively stable. 
Second, in the case of most ever-married adolescents, the wealth index variable 
refers to the household adolescents married into, rather than the household from which 
they came. Thus, this measure introduces some bias into the analysis of timing of 
marriage. Although a proxy variable for household wealth — food shortages before age 
10 — is included, this variable may not reflect the household’s economic situation in the 
immediate years before marriage. 
Third, some respondents may not know their exact age, resulting in some degree 
of age misreporting. Although age misreporting is common in surveys conducted in sub-
Saharan Africa, especially in older populations, misreporting would seem to be minimal 
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among adolescents. Even if some age misreporting exists, it would seem to be random 
and to not disproportionately affect orphans. 
Fourth, roughly 20 percent of orphans did not know their age at parental death. 
This poses a major problem because this study examines how the timing of orphanhood is 
associated with early sexual debut and early marriage. Omitting orphans who do not 
know their age at parental death could introduce bias into estimates that are based on the 
analytic sample. Rather than removing these orphans from the analysis, I assumed that 
they must have been younger than age 10 when they lost their parent(s). As described in 
the Methods section, I provide support for this assumption by using data from the 
Demographic and Health Surveys. 
Fifth, a certain amount of measurement error is expected with self-reports of 
sexual debut. As observed in many surveys, social desirability bias can result in boys 
over-reporting and girls under-reporting sexual activity (Luke, Clark et al., 2011, Zaba, 
Pisani et al., 2004, Mensch, Hewett et al., 2003). Whereas boys are expected to engage in 
sexual activity, girls are expected to abstain until marriage. Conforming to social mores 
can even extend to married adolescents because some may alter their reports of the timing 
of sexual activity to coincide with marriage. In regard to this study, results can be biased 
if misreporting of sexual activity differs by orphan status. Adolescents who have at least 
one living parent may be more careful about reporting sexual activity because they fear 
that their parent(s) will find out. This could possibly explain why only female double 
orphans were found to be at increased risk of early sexual debut. 
Sixth, events of interest are reported in years, making it impossible to determine 
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the ordering of events that occurred at the same age. To ensure the temporal ordering of 
events, I lagged orphanhood and schooling variables by one year. Doing so provides 
conservative estimates of associations between lagged variables and timing of sexual 
debut and marriage. Odds ratios may, in reality, be higher if orphans turn to sexual 
activity or marry soon after a parent dies. 
Finally, the survey’s sampling frame is limited to households, excluding street 
children and those living in boarding schools and orphanages, opening up the possibility 
of sample bias. Adolescents not residing in households may be at greater risk of early 
sexual debut and possibly early marriage. Street children, for instance, may engage in 
sexual activity as a survival mechanism, exchanging sex for money and/or food. Thus, 
the generalizability of findings may be limited to adolescents living in households. In 
addition, orphans with stronger family ties and/or wealthier family members may be 
more likely to be placed in households. These matters should not greatly affect the 
analyses, however, because the vast majority of orphans live in households. In a study of 
two large cities — Blantyre (Malawi) and Kingston (Jamaica) — 99 percent of orphans 
and vulnerable children were found to be living in households (UNICEF, 2006). 
 
Discussion 
The present study builds upon previous studies that have examined the 
relationship between orphanhood, sexual debut, and marriage among adolescents in sub-
Saharan Africa. What sets it apart is the use of discrete-time event history models to take 
into account the ordering of events, especially between orphanhood, sexual debut, and 
marriage. Previous studies may have overestimated these associations by failing to 
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exclude respondents who became orphans after the outcome of interest occurred 
(Operario, Pettifor et al., 2007, Gregson, Nyamukapa et al., 2005, Thurman, Brown et al., 
2006, Nyamukapa, Gregson et al., 2008, Palermo and Peterman, 2009, Robertson, 
Gregson et al., 2010). This study also examines a rarely explored aspect of orphanhood—
the timing and type of parental death and their relationship to early sexual debut and early 
marriage. Earlier studies, with the exception of Birdthistle and colleagues (2008), did not 
make this distinction. In instances where differences exist by orphan status, this study 
examines whether education acts as a mediating factor between orphanhood and outcome 
variables, specifically early sexual debut and early marriage. 
In this study, female double orphans were found to be at increased risk of early 
sexual debut. With a few exceptions, this finding conflicts with conclusions reached in 
previous studies that disaggregated orphan status. Robertson, Gregson, and Garnett 
(2010) found that maternal and double orphans are at greater risk of early sexual debut in 
countries with high HIV prevalence (greater than 5 percent) but did not find any 
differences in risk by orphan status in countries with low HIV prevalence. In a study of 
ten sub-Saharan African countries, Palermo and Peterman (2009) reported a finding 
similar to mine for Malawi but found that maternal orphans are at increased risk in 
Uganda. In the remaining eight countries, they did not find a distinct pattern between type 
of orphan and early sexual debut. Other studies have focused specifically on Zimbabwe 
and have shown that paternal and maternal orphans are at greatest risk (Birdthistle, Floyd 
et al., 2008, Nyamukapa, Gregson et al., 2008). To my knowledge, Birdthistle and 
colleagues (2008) were the only other researchers to take into account in their study the 
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timing of orphanhood, finding paternal orphans before age 12 to be at increased risk. The 
researchers, however, used multistate life tables rather than multivariate regression 
models to reach this conclusion, making it questionable whether their finding still holds 
when control variables other than age are taken into account. The present study, in 
contrast, found no difference by timing of orphanhood, except in Uganda, where only 
double orphans before age 10 are at increased risk. This unexpected finding demonstrates 
that, in at least some countries, having a living parent during adolescence is important in 
reducing the risk of early sexual debut. 
This study reveals that education does not explain double orphans’ increased risk 
of early sexual debut. Rather, other causal mechanisms associated with being a double 
orphan could be working to raise their risk. A low level of parental monitoring, by either 
biological parents or caregivers, is associated with an elevated risk of premarital sexual 
activity (Biddlecom, Awusabo-Asare et al., 2009).
11
 In instances where sexual debut 
preceded marriage, lack of parental monitoring could have placed double orphans at 
higher risk. In contrast to double orphans, single orphans may still be under the direct 
supervision of their surviving parent. Even if this is not so, caregivers may do a better job 
of closely supervising them, especially if they had been entrusted into their care by the 
orphans’ surviving parent. Qualitative studies have shown that some, but not all, orphans 
report being treated differently from caregivers’ biological children (Mojola, 2011, 
Abebe and Aase, 2007). Feeling neglected, double orphans, more so than single orphans, 
                                                          
11
 Biddlecom, Awusabo-Asare et al. (2009) created an index of parental monitoring based on how an 
adolescent perceives parent or parent-figure knowledge of three matters: where the adolescent goes at 
night, what the adolescent does with his or her free time, and who the adolescent’s friends are. 
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may turn to sexual activity as a means of gaining love and affection that is not provided 
at home (Mojola, 2011, Juma, Askew et al., 2007, Longfield, Glick et al., 2004). Poverty 
is another mechanism that could explain double orphans’ greater risk of early sexual 
debut. Lack of material goods, such as food and clothing, may lead double orphans to use 
transactional sex as a means of acquiring these goods (Juma, Askew et al., 2007, 
Thurman, Brown et al., 2006, Muula, Misiri et al., 2003, Mojola, 2011, Cluver, Orkin et 
al., 2011). Single orphans, on the other hand, may continue to receive financial and 
material support from their living parent. 
Only a handful of studies have examined the relationship between disaggregated 
orphan status and early sexual debut among boys. Nyamukapa and colleagues (2008), 
combining both boys and girls, found that paternal and maternal orphans are at greater 
risk of early sexual debut in Zimbabwe. Robertson et al. (2010), in contrast, did not find 
male orphans of any type to be at increased risk of early sexual debut in their study of 10 
sub-Saharan African countries. My findings are consistent with those of the latter study. 
Considering that sexual transactions often involve gift-giving, typically from boys to girls 
(Poulin, 2007, Moore, Biddlecom et al., 2007, Swidler and Watkins, 2007), I find it 
surprising that male orphans and nonorphans have similar odds of sexual debut. Orphans 
are more likely to come from poorer households (Case, Paxson et al., 2004), decreasing 
the likelihood that male orphans will have the economic resources to provide gifts in 
exchange for sex. Furthermore, many girls seek romantic and sexual relationships with 
aspirations for marriage (Clark, Poulin et al., 2009). They may perceive male orphans as 
lacking the financial means to provide for them once they are married. Two reasons could 
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explain why no difference exists in the risk of early sexual debut by orphan status. 
Whereas male orphans may be successful in finding girls with whom to have sex, they 
may be engaging in sexual activity less frequently than nonorphans. Moreover, male 
orphans could also be over-reporting their sexual activity because they are “supposed to 
be” having sex (Luke, Clark et al., 2011, Zaba, Pisani et al., 2004, Mensch, Hewett et al., 
2003). They may either misreport engaging in sexual activity or misreport their age at 
sexual debut. 
This study finds that orphanhood is not associated with early marriage, except in 
Uganda, where paternal and double orphans are at increased risk. Whereas Palermo and 
Peterman (2009) found paternal orphans to be at increased risk in Uganda, they also 
found this to be true among maternal orphans. In Malawi, they found that only double 
orphans had greater odds of early marriage. Of the remaining eight countries in their 
analytic sample, the researchers found no distinct pattern between type of orphan and 
early marriage. In a longitudinal study of the Kagera region in Tanzania, Beegle and 
Krutikova (2008) reported a heightened risk among 17-23-year old paternal orphans. 
Although previous findings have shown, for the most part, that some types of 
orphans are more vulnerable to early marriage than nonorphans, this does not appear to 
be so in the data I used, except in Uganda. One possible explanation for my finding could 
be that benefits to caregivers act as incentives to delay early marriage. Adolescents have 
reached the age where they can contribute to both household welfare and income. For 
instance, orphans can carry out household chores such as cleaning and cooking, take care 
of younger children, sell goods in the market, and perform agricultural labor (Ansell and 
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Blerk, 2004, Mojola, 2011). Because of orphans’ potential to contribute to household 
needs, caregivers may agree to take care of them. Furthermore, families taking care of 
orphans may receive financial, food, and material benefits from the government or local 
NGOs (Chirwa, 2002, Oleke, Blystad et al., 2007, Abebe and Aase, 2007, Nyamukapa, 
Gregson et al., 2010). Alternatively, orphans may encounter obstacles that delay early 
marriage. For instance, in countries with high HIV prevalence, orphans may face HIV-
related stigma because of suspicions about their parent’s death (Cluver and Gardner, 
2007, Thupayagale-Tshweneagae and Mokomane, 2012), making them less attractive in 
the marriage market. In instances of recent death, adolescent orphans may be forced to 
migrate to another household (Ansell and Blerk, 2004, van Blerk and Ansell, 2006), often 
in a different village, resulting in more time spent becoming acquainted with potential 
marriage partners. 
Some of my findings are not consistent with conclusions reached in previous 
studies. These discrepancies are most likely a product of methodological differences. 
Unlike previous studies, my study takes into account the temporal ordering of events, 
specifically the timing of parental death in relation to sexual debut and marriage. Not all 
prior studies excluded respondents who became orphaned after sexual debut or marriage 
occurred, likely leading to associations that were overestimated. Alternatively, orphan 
status may not necessarily be a predictor of early sexual debut or early marriage in all 
sub-Saharan African countries because considerable heterogeneity exists in different 
contexts. As the present study has already shown, only one country demonstrates an 
association between orphanhood and marriage. Instead, country-specific mechanisms, 
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associated with cultural norms of orphan care, sexual debut, and marriage, could be 
driving these differences. The literature on orphanhood and child well-being provides 
support for this possibility, and studies have increasingly shown that these relationships 
vary across contexts, differing by orphan type and country (Gregson, Nyamukapa et al., 
2005, Thurman, Brown et al., 2006, Operario, Pettifor et al., 2007, Nyamukapa, Gregson 
et al., 2008, Birdthistle, Floyd et al., 2009, Birdthistle, Floyd et al., 2008, Palermo and 
Peterman, 2009, Operario, Underhill et al., 2011, Pascoe, Langhaug et al., 2010, 
Robertson, Gregson et al., 2010, Beegle and Krutikova, 2008, Case and Ardington, 2006, 
Case, Paxson et al., 2004, Evans and Miguel, 2007, Nyamukapa and Gregson, 2005, 
Timaeus and Boler, 2007, Ardington and Leibbrandt, 2010). 
Results from this study also indicate that timing of orphanhood does have an 
effect on the outcome in some, but not all, countries. Whereas female double orphans, 
regardless of timing of parental death, are at greater risk of early sexual debut in Burkina 
Faso, Ghana, and Malawi, this is not the case in Uganda, where only double orphans 
before age 10 are at increased risk. Furthermore, Uganda is the only country where some 
types of orphans are found to be at risk of early marriage. Double orphans, regardless of 
the timing of parental death, and paternal orphans before age 10 are especially vulnerable 
to early marriage. The inconsistency of these results point to the possibility that context 
probably does matter. As stated earlier, country-specific mechanisms could be driving 
these differences. Future studies examining orphan well-being should consider taking 
into account the timing of parental death. In cases where the timing of orphanhood is of 
consequence, policymakers and program designers can create policies and interventions 
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to better target the most vulnerable groups of orphans. 
 
Conclusion 
This study examines orphans in both high- and low-HIV-prevalence countries. In 
both sets of countries, female double orphans are at greatest risk of experiencing early 
sexual debut. Only in Uganda are girls who became paternal and double orphans more 
likely to marry early. No associations are found between orphan status and early marriage 
in the other three countries. These results thus indicate that female double orphans are a 
vulnerable, high-risk group, regardless of the magnitude of a country’s AIDS epidemic. 
The proportion of double orphans, however, is small in countries with low HIV 
prevalence, less than 2 percent at the time of the survey, and will in all likelihood decline 
as adult mortality improves, unless HIV prevalence increases unexpectedly. Although 
double orphans constitute a relatively small proportion of adolescents in countries with 
high HIV prevalence (less than 8 percent at the time of the survey), the prevalence of 
double orphans will probably increase (Monasch and Boerma, 2004), at least for the time 
being because only 56 percent of all HIV-positive adults in need of ARVs are receiving 
treatment (UNAIDS, 2012). 
This analysis demonstrates that, at least in the four countries studied here, orphans 
as a whole are not necessarily a high-risk group for early sexual debut and early marriage. 
Rather, their risks differ by sex, type of orphan, timing of parental death, and country. 
Whereas female double orphans are at increased risk of early sexual debut and early 
marriage, they constitute fewer than 10 and 25 percent of orphans in low- and high-HIV-
prevalence countries, respectively. More importantly, they comprise only a small fraction 
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of adolescents, making it difficult to specifically target them through policy and 
programming. Further research, possibly looking at other dimensions of orphan care is 
needed to pinpoint the causal mechanisms working to increase double orphans’ 
vulnerability to early sexual debut and early marriage, before substantial efforts are made 
to target them as a high-risk group.
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Table 2.1. Percentage of respondents orphaned by age 10, by country and survey, four sub-Saharan countries, 
1998-2004 
Country/ Survey   Weighted Percentage who were orphans by age 10 
surveya year Assumptionb Age (N) Any type Paternal Maternal Double 
Burkina Faso         
  DHS 2003 na 10 (1,979) 10.5 6.5 2.9 1.2 
  NSA 2004 1 12 (911) 8.5 5.1 3.0 0.4 
  NSA 2004 2 12 (911) 5.2 3.4 1.7 0.1 
Ghana         
  DHS 1998 na 10 (671) 7.5 4.5 2.6 0.4 
  NSA 2004 1 16 (520) 6.1 4.4 1.7 0.0 
  NSA 2004 2 16 (520) 3.4 2.4 1.1 0.0 
Malawi         
  DHS 2000 na 10 (1,788) 18.9 10.1 5.6 3.2 
  NSA 2004 1 14 (571) 14.6 10.0 3.2 1.4 
  NSA 2004 2 14 (571) 9.1 6.0 2.3 0.8 
Uganda         
  DHS 2000 na 10 (1,375) 20.9 11.5 4.7 4.6 
  NSA 2004 1 14 (831) 20.7 12.8 4.6 3.3 
  NSA 2004 2 14 (831) 13.1 7.9 3.6 1.6 
na = Not applicable.     DHS = Demographic and Health Survey.     NSA = National Survey of Adolescents.  
a In the DHS, orphan rates are calculated for children at age 10. In the NSA, orphan rates refer to orphan status before age 
10 for respondents listed as being age “x”. 
b Assumption 1: Orphans who do not know their age at parental death became orphans before age 10. Assumption 2: 
Orphans who do not know their age at parental death became orphans during adolescence. 
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Table 2.2. Percentage of 12-19-year-old respondents, by timing and type of orphanhood, according to country, four 
sub-Saharan African countries, 2004 
Timing of Orphanhood Burkina Faso Ghana Malawi Uganda 
Orphan status at the time of the survey     
     Non-orphan 83.2 87.0 71.3 70.5 
     Paternal orphan 10.8 9.8 15.3 16.3 
     Maternal orphan 4.2 2.6 7.0 5.7 
     Double orphan 1.9 0.6 6.4 7.4 
Orphan status before age 10     
     Non-orphan 90.6 93.8 84.8 80.2 
     Paternal orphan 5.9 4.6 8.5 12.2 
     Maternal orphan 2.7 1.5 4.5 4.2 
     Double orphan 0.8 0.1 2.1 3.4 
Changes in orphan status during adolescence     
     Experienced any change in orphan status 8.1 7.1 16.1 12.3 
     Progressed from non-orphan to single orphan 7.0 6.6 11.9 8.3 
     Progressed from non-orphan to double orphan 0.4 0.2 1.7 1.3 
     Progressed from single orphan to double orphan 7.5 4.7 19.8 16.1 
Adult HIV Prevalence in 2001 (%) 2.1 2.3 13.8 7.0 
Weighted (N) (5,876) (4,268) (3,927) (4,890) 
Sources: National Survey of Adolescents; UNAIDS (2010).  
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Table 2.3. Age-standardized percentage distribution of respondents aged 12-19 who experienced sexual 
debut or marriage, by country, according to orphanhood status at time of survey, four sub-Saharan 
African countries, 2004 
Outcomes Non-orphan Paternal orphan Maternal orphan Double orphan 
Ever had sex (girls)     
     Burkina Faso 25.1 25.1 21.7 40.9* 
     Ghana 15.7 20.2* 12.4 22.3* 
     Malawi 17.3 21.5 22.7 31.2*** 
     Uganda 26.2 28.3 27.3 28.4 
     
Ever had sex (males)     
     Burkina Faso 20.6 22.6 23.6 25.2 
     Ghana 8.9 6.5 11.1 9.9 
     Malawi 37.9 42.9 46.6* 42.1 
     Uganda 29.7 32.2 30.2 30.6 
     
Ever married (females)     
     Burkina Faso 13.4 11.8 16.2 19.3 
     Ghana 4.5 5.9 4.4 1.7 
     Malawi 7.7 9.7 15.6* 11.4 
     Uganda 9.8 11.5 13.0 14.1 
* Difference from nonorphans is significant at p<0.05; *** p<0.001. 
Note: Samples are weighted according to survey weights. Age standardization is based on age distribution of 
nonorphans. 
Source: National Survey of Adolescents.  
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Table 2.4. Odds ratios from discrete-time event history models identifying associations between timing and type of orphanhood and early sexual 
debut among 12-19-year-old girls, by country, four sub-Saharan African countries, 2004 
 Model 1  Model 2 
Timing of orphanhood 
Burkina 
Faso Ghana Malawi Uganda  
Burkina 
Faso Ghana Malawi Uganda 
Orphan status before age 10          
     Non-orphan (r) 1.00 1.00 1.00 1.00  1.00 1.00 1.00 1.00 
     Paternal orphan 1.13 0.96 0.82 1.22  1.12 0.94 0.75 1.20 
     Maternal orphan 1.01 1.11 1.58 1.07  0.97 1.01 1.58 1.02 
     Double orphan 3.17** 1.52 1.95* 1.52*  2.97** 1.33 1.95* 1.47 
Became single orphan during adolescence 1.21 1.30 0.97 0.86  1.25 1.37 0.86 0.88 
Became double orphan during adolescence 2.01 0.79 1.59 0.71  1.97 0.85 1.60 0.71 
Number of person-years of observations 16,251 12,231 10,692 13,319  16,251 12,231 10,692 13,319 
Number of respondents 2,901 2,102 1,934 2,489  2,901 2,102 1,934 2,489 
Pseudo R2 0.27 0.21 0.21 0.17  0.27 0.21 0.22 0.18 
* Significant at p<0.05; ** p<0.01. 
Note: Model 1 includes controls for age, age squared, urban residence, urban residence before age 12, wealth index, food shortages before age 10, religion, 
and ethnicity. Model 2 includes controls from Model 1 plus ever attended school and currently attending school.  
Source: National Survey of Adolescents.  
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Table 2.5. Odds ratios from discrete-time event history models identifying associations between timing and type of orphanhood and early sexual 
debut among 12-19-year-old boys, by country, four sub-Saharan African countries, 2004 
 Model 1  Model 2 
Timing of orphanhood 
Burkina 
Faso Ghana Malawi Uganda  
Burkina 
Faso Ghana Malawi Uganda 
Orphan status before age 10          
     Non-orphan (r) 1.00 1.00 1.00 1.00  1.00 1.00 1.00 1.00 
     Paternal orphan 1.20 0.75 1.33 1.17  1.19 0.76 1.34 1.16 
     Maternal orphan 1.02 1.41 1.36 0.86  1.04 1.35 1.35 0.86 
     Double orphan 0.39 ne 0.73 1.31  0.40 ne 0.76 1.30 
Became single orphan during adolescence 1.11 0.66 0.83 1.19  1.11 0.63 0.84 1.19 
Became double orphan during adolescence 1.80 2.08 0.94 1.16  1.77 2.08 0.91 1.13 
Number of person-years of observations 16,698 12,707 10,280 12,640  16,698 12,707 10,280 12,640 
Number of respondents 2,965 2,140 1,979 2,377  2,965 2,140 1,979 2,377 
Pseudo R2 0.12 0.11 0.10 0.09  0.12 0.12 0.10 0.09 
ne = Not estimated, perfectly collinear. 
Note: Model 1 includes controls for age, age squared, urban residence, urban residence before age 12, wealth index, food shortages before age 10, religion, 
and ethnicity. Model 2 includes controls from Model 1 plus ever attended school and currently attending school. 
Source: National Survey of Adolescents.  
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Table 2.6. Odds ratios from discrete-time event history models identifying associations between timing and type of orphanhood and early 
marriage among 12-19-year-old girls, by country, four sub-Saharan African countries, 2004 
 Model 1  Model 2 
Timing of orphanhood 
Burkina 
Faso 
Ghana Malawi Uganda 
 
Burkina 
Faso 
Ghana Malawi Uganda 
Orphan status before age 10 
         
     Non-orphan (r) 1.00 1.00 1.00 1.00 
 
1.00 1.00 1.00 1.00 
     Paternal orphan 1.18 0.12* 1.16 1.74** 
 
1.07 0.11* 0.98 1.60* 
     Maternal orphan 1.78 0.38 1.74 1.44 
 
1.67 0.36 1.74 1.30 
     Double orphan 2.67 ne 0.66 2.17** 
 
2.12 ne 0.60 1.81* 
Became single orphan during adolescence 0.99 0.94 1.36 0.81 
 
1.08 0.99 1.15 0.80 
Became double orphan during adolescence 2.49 ne 1.21 1.24 
 
2.61 ne 1.25 1.18 
Number of person-years of observations 11,164 8,594 7,357 9,316 
 
11,164 8,594 7,357 9,316 
Number of respondents 2,900 2,118 1,952 2,493 
 
2,900 2,118 1,952 2,493 
Pseudo R2 0.24 0.18 0.16 0.21 
 
0.25 0.21 0.18 0.24 
* Significant at p<0.05; ** p<0.01.     ne = Not estimated, perfectly collinear. 
Note: Model 1 includes controls for age, age squared, urban residence, urban residence before age 12, wealth index, food shortages before age 10, religion, 
and ethnicity. Model 2 includes controls from Model 1 plus ever attended school and currently attending school. 
Source: National Survey of Adolescents.  
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CHAPTER 3: PARENTAL DIVORCE AND CHILDREN’S SCHOOLING IN 
RURAL MALAWI 
 
Introduction 
A body of literature has investigated how family structures affect children’s 
schooling in Sub-Saharan Africa. Previous studies have found that children living in 
female-headed households tend to have better schooling outcomes, including current 
school enrollment and schooling progress, than children living in male-headed 
households (Lloyd and Blanc, 1996, Kyei, 2010, Townsend, Madhavan et al., 2002). 
Living arrangements have also been found to be associated with children’s schooling. 
Children living with both biological parents tend to have better schooling outcomes than 
those living with one or neither parent (Townsend, Madhavan et al., 2002). Of recent 
interest has been the impact of parental death on children’s schooling. Although some 
exceptions exist, numerous studies have shown that orphans, or at least some types of 
orphans, have poorer schooling outcomes than non-orphans (Case and Ardington, 2006, 
Case, Paxson et al., 2004, Evans and Miguel, 2007, Nyamukapa and Gregson, 2005, 
Timaeus and Boler, 2007, Ardington and Leibbrandt, 2010, Beegle, De Weerdt et al., 
2010).  
Absent from the literature on family structures and children’s schooling are 
studies examining the relationship between parental divorce and schooling. In Sub-
Saharan Africa, divorce rates are high (Reniers, 2003, Tilson and Larsen, 2000, Takyi 
and Gyimah, 2007, Arnaldo, 2004) and increasing in many countries (Amoateng and 
Heaton, 1989, Hutchinson, 1990, Locoh and Thiriat, 1995); however, only one published 
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study, to my knowledge, has examined the effect of parental divorce on children’s 
schooling (Oya and Sender, 2009). This is surprising as the literature on this topic is well-
developed in Western countries, where there is a general consensus that parental divorce 
negatively affects children’s schooling (Frisco, Muller et al., 2007, McLanahan and 
Sandefur, 1994, Sun and Li, 2002, Amato, 2001). It is unknown whether these results 
apply to children in Sub-Saharan Africa.  
There are several reasons why parental divorce may affect children’s schooling. 
Studies in the United States have found that children with divorced parents are 
significantly more likely to live in poorer households (McLanahan and Sandefur, 1994, 
Page and Stevens, 2004). Households with limited economic resources may have no 
choice but to delay school enrollment for younger children or remove older children from 
school, resulting in both lower school enrollment and delays in school progression. 
Additionally, parental divorce could lead to psychological and behavioral problems 
among children (Morrison and Cherlin, 1995, Sun and Li, 2002, Amato, 2001, Amato 
and Keith, 1991). These problems could, in turn, result in school dropout or poor school 
performance. Divorce may also cause children to undergo multiple transitions, including 
parental remarriage and new living situations. For example, children may be forced to 
live with a step-parent or step-siblings. Stress from multiple transitions can affect 
children’s school performance. Alternatively, children with divorced parents may have 
lower returns to education than children with continuously married parents. There may be 
a selection effect in which children with divorced parents are inherently different.  
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Understanding the impact of parental divorce on children’s schooling is important 
for several reasons. The relationship between parental divorce and children’s schooling 
has not been a topic of frequent study in the context of Sub-Saharan Africa. If parental 
divorce does negatively affect schooling, then many children will grow up with lower 
levels of human capital and, in all likelihood, have lower standards of living. Given that 
levels of divorce are already high in many African countries, this can slow the pace of 
development in Sub-Saharan Africa. In addition, studies conducted in Western nations 
have found that the consequences of parental divorce are long-lasting, extending into 
adulthood, as adults who experienced a divorce during childhood have lower educational 
attainment, greater levels of depression, lower income levels, worse physical health, and 
a higher likelihood of experiencing divorce during adulthood (Amato and DeBoer, 2001, 
Wolfinger, Kowaleski-Jones et al., 2003, Amato and Sobolewski, 2001, Cherlin, Chase-
Lansdale et al., 1998). If this is also the case in Sub-Saharan Africa, this could lead to 
lower levels of human capital, and potentially continue the intergenerational cycle of 
poverty.  
Since findings from Western nations generally indicate that a negative 
relationship exists between parental divorce and children’s schooling, it is quite possible 
that this is also the case in Sub-Saharan Africa. In this chapter, I investigate the 
relationship between parental divorce and children’s schooling in rural Malawi. I 
examine whether children with divorced parents are more likely to suffer poorer 
schooling outcomes than children with continuously married parents. One of the long-
standing debates in this literature has been over selection effects. While parental divorce 
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may appear to cause poorer schooling outcomes, there may be unobserved child and 
family characteristics that affect both parental divorce and children’s schooling. For 
example, parents may have personality characteristics and/or parenting behaviors that 
could lead to poorer schooling outcomes, as well as divorce. This chapter uses child-level 
fixed effects models to control for unobserved heterogeneity that could affect both 
parental divorce and schooling.  
 
Background 
Divorce in Sub-Saharan Africa 
Divorce rates are not a widely collected statistic in Sub-Saharan Africa (United 
Nations, 2012). Our present knowledge on divorce comes from a handful of studies that 
have found that a significant proportion of African marriages end in divorce (Isiugo-
Abanihe, 1998, Locoh and Thiriat, 1995, Ratcliffe, Hill et al., 2002, Reniers, 2003). For 
example, in Ethiopia, 34 and 45 percent of marriages ended in divorce after 10 and 30 
years, respectively (Tilson and Larsen, 2000), and in Ghana, 32 percent of women 
experienced a divorce after 20 years of marriage (Amoateng and Heaton, 1989). 
Remarriage after divorce is common and occurs relatively quickly, with most individuals 
remarrying within a few years (Tilson and Larsen, 2000, Lesthaeghe, Kaufmann et al., 
1989, van de Walle, 1993, Locoh and Thiriat, 1995). In rural Malawi, for example, 40 
and 75 percent of women remarried within two and five years, respectively (Reniers, 
2003). 
Evidence from the late 1980s and 1990s suggests that divorce rates have been 
increasing in Ghana, Sudan, and Togo (Amoateng and Heaton, 1989, Hutchinson, 1990, 
 48 
 
Locoh and Thiriat, 1995). Whether divorce rates continued to increase in the 2000s, 
especially during the peak of the HIV/AIDS epidemic, is unknown. There is some 
evidence to suggest that divorce rates are increasing and that factors related to the 
HIV/AIDS epidemic may play role. Within marriage, condoms are rarely used (Watkins, 
2004, Chimbiri, 2007), leaving few safeguards against HIV infection, especially for 
women. In cases of suspected spousal infidelity, studies have shown that women are 
increasingly using divorce as a strategy to reduce their own risk of HIV infection (Smith 
and Watkins, 2005, Reniers, 2008, Schatz, 2005). Evidence also indicates that HIV 
prevalence is higher among divorced individuals than among those who are currently 
married or never married (Boileau, Clark et al., 2009, Macro International, 2008, 
Bongaarts, 2007). It is also higher among ever-divorced women compared to their never 
divorced counterparts (Boileau, Clark et al., 2009). Although the direction of causality is 
up for debate, it is likely that HIV positive individuals are at greater risk of divorce. 
Furthermore, the availability of HIV testing has become more widespread in Sub-Saharan 
Africa, providing more opportunities for Africans to learn their HIV status. While 
findings are mixed, a few studies suggest that individuals who learn that they are HIV-
positive are more likely to get divorced (Grinstead, Gregorich et al., 2001, Porter, Hao et 
al., 2004). If this is the case, then divorce rates may rise as more individuals learn their 
HIV status.  
HIV/AIDS-related factors are not the only factors that can influence divorce rates. 
Previous studies have shown that higher education levels and increased labor force 
participation among women are associated with a greater risk of divorce (Takyi and 
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Broughton, 2006, Oya and Sender, 2009, Locoh and Thiriat, 1995, Takyi and Gyimah, 
2007). Higher educated women are more likely to enter the workforce, thus decreasing 
their reliance on husbands for financial support. Urbanization could also play a role in 
rising divorce rates. Urban areas tend to have higher divorce rates than rural areas (Locoh 
and Thiriat, 1995, Takyi, 2001). This could be partly due to women having higher 
education levels and access to more economic opportunities in urban areas. Additionally, 
arranged marriages are becoming less common as more young men and women choose 
their own spouses, although most couples still seek parental approval (Clark, Kabiru et 
al., 2010, Meekers, 1995, Smith, 2001). Consequently, families may have less of an 
interest in keeping marriages intact, which could possibly result in greater marital 
instability.   
 
Divorce and Child Well-Being Around the World  
Only one other study has examined the relationship between parental divorce and 
children’s schooling in Sub-Saharan Africa. Oya and Sender (2009), using data from the 
Mozambican Rural Labor Survey (MRLS), calculated that children of currently divorced 
or separated women have completed, on average, more grades of schooling than children 
of non-divorced/non-separated women. This study, however, did not use multivariate 
regression to control for confounding factors such as mother’s education and income. 
Furthermore, these findings have limited applicability to other contexts since the MRLS 
only collected data from women who were currently employed and earning wages. 
Divorced women who are working may be different than their non-working counterparts. 
While the literature on parental divorce and children’s schooling in Sub-Saharan Africa is 
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scant, there have been a few studies that have examined associations between divorce and 
other child outcomes. Clark and Hamplova (Forthcoming) investigated single 
motherhood and child mortality using marital history calendars collected in five Sub-
Saharan African countries by the Demographic and Health Survey. The authors found 
that children of divorced parents have the highest probabilities of dying before age five. 
In rural Malawi, Grant and Yeatman (2011) used two waves of longitudinal data to study 
how living arrangements are affected by divorce and remarriage in rural Malawi. 
Although divorce does not predict out-fostering of biological children to other 
households during the inter-survey period, maternal remarriage is found to be a 
significant predictor.    
Several studies conducted in developing countries outside of Sub-Saharan Africa 
have also found negative associations between parental divorce and child well-being. For 
example, Pong (1996) found that 15-19-year-old children in Malaysia with divorced or 
separated mothers have significantly higher odds of dropping out of school than children 
in other situations, including married and widowed mothers. Longitudinal data collected 
at the Demographic Surveillance System of the International Centre for Diarrhoeal 
Disease Research in Bangladesh also suggests that parental divorce is strongly associated 
with infant and child mortality (Bhuiya and Chowdhury, 1997).   
The vast majority of studies that have examined parental divorce and child well-
being have been conducted in Western countries. Outcomes examined include, but are 
not limited to, academic achievement, health, behavioral problems, and emotional well-
being. Although many exceptions exist, the general consensus is that divorce is 
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negatively associated with child well-being (Amato and Keith, 1991, Amato, 2001, 
Amato, 2000, Amato, 2010, McLanahan and Sandefur, 1994, Sun and Li, 2002, Frisco, 
Muller et al., 2007, Furstenberg and Kiernan, 2001). The causal mechanisms leading to 
these negative outcomes, however, are still heavily debated. Numerous potential 
mechanisms have been studied, including the divorce-stress-adjustment perspective, 
multiple transition perspective, and selection perspective.  
Divorce, often viewed as a discrete event, is actually a process that can begin 
months or even years before divorce actually occurs and can extend into a “crisis period” 
whereby children are forced to adjust to a new set of circumstances (Amato, 2000, Chase-
Lansdale and Hetherington, 1990). The divorce-stress-adjustment perspective holds that 
the divorce process produces stressors that increase the risk of poor schooling, health, and 
psychological well-being for children (Sun and Li, 2002). The types of stressors differ 
throughout the divorce process. Before divorce occurs, stressors may include watching or 
hearing parents argue, feeling increased tension within the household, not understanding 
what is happening between parents, and constantly worrying about parents. After divorce 
occurs, potential stressors can include adjusting to living with one or neither parent, 
living apart from siblings, changing schools, and experiencing their parents remarry. In 
addition, children may undergo a decline in access to economic resources, especially in 
single mother families, which could lead to poorer outcomes among children.   
Children whose parents divorce will most likely undergo multiple transitions 
during their childhood. In Sub-Saharan Africa, very few divorced individuals remain 
single (Isiugo-Abanihe, 1998) and most remarry within a few years of divorce (Reniers, 
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2003). Thus, children will, in all likelihood, experience their parents remarry. Depending 
on how living arrangements are handled, they may have to adjust to living with new adult 
figures, such as step-parents, and possibly step-siblings. In some cases, children will 
experience their mother or father divorce again. Individuals with a prior history of 
divorce are also at greater risk of subsequent divorce (Takyi, 2001). As a result, some 
children may experience several transitions of divorce and remarriage. The multiple 
transition perspective holds that children who undergo multiple transitions during 
childhood have poorer outcomes than their counterparts in stable families (Wu and 
Martinson, 1993).  
Individuals who divorce may be inherently different from those who remain in 
successful marriages (Amato, 2000, Capaldi and Patterson, 1991). For instance, they may 
differ on personality characteristics, parenting skills, predivorce marital discord, and 
genetic influence. Such differences could increase their risk of divorce. Children with 
divorced parents may have worse outcomes than children with continously married 
parents both before and after divorce because of these differences. The divorce itself may 
not actually be the cause of poorer outcomes.  
 
The Setting: Rural Malawi 
Malawi, a relatively poor, developing country in East Africa, ranks 153 out of 169 
countries according to the Human Development Index and has a gross national income 
(GNI) per capita of US$911 (in purchasing power parity) (UNDP, 2010). More than 80 
percent of its population resides in rural areas (World Bank, 2011) and relies on 
subsistence farming for a living. Like many African countries, Malawi has been 
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particularly hard-hit by the AIDS epidemic. Recent HIV testing conducted by the 
Demographic and Health Survey indicates that an estimated 10.6 percent of adults, ages 
15-49, are HIV-positive (National Statistical Office (NSO) and ICF Macro, 2010). In 
rural areas, HIV prevalence is slightly lower, an estimated 8.9 percent. Life expectancy in 
Malawi is also quite low. After peaking at 52 years in 1996 (World Bank, 2011), it fell 
steadily and reached a low of 50 years in 2003. Life expectancy is now rising, most likely 
as a result of the increasing availability of anti-retroviral therapy.   
Malawi’s education system consists of eight grades of primary school (Standard 
1-8) and four grades of secondary school (Form 1-4). While school fees are no longer 
required to attend primary school,
12
 parents are still responsible for purchasing school 
supplies and uniforms for their children. Despite these expenses, the vast majority of 
children attend school in rural Malawi. According to Figure 3.1, 95.0 percent of children 
are in school at age 10. Even at age 15, 87.5 percent of children are still attending school. 
Such high enrollment rates are not surprising considering that Malawian parents stress the 
importance of education to their children’s future success (van Blerk and Ansell, 2006, 
Grant, 2008). While most children attend primary school, not all children transition to 
secondary school. One reason is that secondary school requires a significant financial 
commitment, as school fees are required. While school fees have the potential to affect 
decisions regarding secondary school enrollment for their children, this involves very few 
children in the analytic sample because a significant proportion of children who have 
reached the age to attend secondary school have not yet completed primary school. For 
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 In 1994, the government of Malawi abolished school fees for primary school.  
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example, among 16-year-old children in the analytic sample, only 24 percent have 
completed eight or more grades of schooling. Many children are not in the appropriate 
grade for their age because of delayed school entry and grade repetition.  
Marital instability is quite common in present-day Malawi. It is not a recent 
phenomenon and has been observed throughout much of the twentieth century (Kaler, 
2001, Tew, 1950, Mitchell, 1956, Reniers, 2003, Vaughan, 1983). Reniers (2003), who 
provides much of our current knowledge about divorce in rural Malawi, calculated 
estimates of the frequency of divorce. He found that life table probabilities of divorce 
ranged from 40 to 65 percent among women living in rural areas in 2001. Of the three 
regions, the North, where the Tumbuka are the dominant ethnic group, has the lowest 
first marriage divorce probabilities (Reniers, 2003). Approximately 14 and 40 percent of 
first marriages end in divorce after 5 and 25 years, respectively. The North is 
predominantly patrilineal and follows mostly patrilocal residence after marriage. The 
Southern region, historically known for its lack of marital stability (Kaler, 2001, Mitchell, 
1956, Tew, 1950), has much higher levels of divorce, 33 and 65 percent of first marriages 
end in divorce after 5 and 25 years, respectively (Reniers, 2003). In the South, the Yao 
are the dominant ethnic group and kinship patterns are mostly matrilineal with most 
couples following matrilocal residence after marriage. Statistics for the Central region lie 
between those of the North and South. In this region, the Chewa are the dominant ethnic 
group, kinship patterns are less rigidly matrilineal, and residence after marriage can be 
either patrilocal or matrilocal. Lastly, while it is not known if divorce rates are rising in 
Malawi, there is some evidence to suggest that women are increasingly using divorce as a 
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strategy to reduce their own risk of HIV infection (Smith and Watkins, 2005, Reniers, 
2008). If this is the case, then it is plausible that divorce rates have also risen, at least in 
the recent past, assuming that a secular decline in divorce has not occurred. 
Consequently, the number of children affected by divorce will have also experienced a 
corresponding increase.   
 
Data 
This study uses data from the Malawi Longitudinal Study of Families and Health 
(MLSFH), formerly known as the Malawi Diffusion and Ideational Change Project 
(MDICP). The MLSFH is a panel survey that interviews men and women in three rural 
districts of Malawi: Rumphi (Northern), Mchinji (Central), and Balaka (Southern). The 
first wave of data collection began in 1998 and interviewed 1,541 ever-married women, 
ages 15-49, and 1,065 of their husbands. In 2001, the MLSFH re-interviewed these 
respondents as well as all new spouses of men and women who remarried between 1998 
and 2001. In 2004, the original sample and their new spouses were re-interviewed, along 
with a sample of approximately 1,000 adolescents, ages 15-24. In 2006, 2008, and 2010, 
all respondents from previous waves were included in the sample, along with spouses of 
2004 adolescents, and any new spouses of respondents. The 2008 wave also added a 
sample of approximately 800 parents of MLSFH respondents, drawn from family listings 
of respondents in the 2006 wave. The present study uses data collected from women in 
the 2006, 2008, and 2010 waves of the MLSFH. These survey waves were chosen 
because of the nature of data collected on the children of respondents in household 
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rosters.
13
 In 2006, the MLSFH expanded the collection of household roster data to 
include all biological children of respondents, regardless of the child’s usual place of 
residence and whether the child is alive. This data continued to be collected in 2008 and 
2010.  
In Table 3.1, I display the steps taken to obtain the analytic sample used in this 
analysis. First, I limit the analytic sample to living biological children who are listed in 
women’s household rosters, have mothers who participated in the main survey 
questionnaire, and are in the appropriate age range (6-15 years in 2006; 6-17 years in 
2008; and 8-17 years in 2010). The use of longitudinal data methods requires that 
children have longitudinal data for at least two consecutive survey waves. Although the 
MLSFH collected information on biological children in 2006, 2008, and 2010, this 
information was not automatically linked across survey waves. After data collection, 
children were manually linked across survey waves on a “case by case” basis. Because 
names are often spelled differently (mostly due to the interpretation of the interviewer) 
and parents do not always report the same names, a computerized algorithm was not used 
to create these linkages. Instead, the child’s name, gender, and age were used to verify 
that a child listed in 2006 is the same as a child listed in 2008. The quality of each linkage 
was assessed and given a score of low, medium, or high. The analytic sample only 
includes children whose linkages are of medium or high quality.  
                                                          
13
 In 2004, the MLSFH began collecting detailed information on household members living with 
respondents at the time of the survey. The MLSFH did not collect information on biological children of 
respondents who were living elsewhere. 
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As a next step, I verify that children are consistently reported as biological 
children across survey waves. I found inconsistencies for approximately 30 children and 
dropped them from the analytic sample. Inconsistencies could have been a result of 
interviewer error in recording responses, data entry error, or respondent error in reporting 
the relationship of the child to the respondent.
14 Children’s ages are not always 
consistently reported across survey waves. Using reports of 2006 and 2008 ages, I 
calculate the projected age of each child in 2010. I use the average projected age as the 
child’s 2010 imputed age. The rationale for using the average 2010 projected age as the 
imputed age is that this age should be closest to the child’s actual age. I use imputed ages 
to determine whether children remain in the analytic sample.  
Next, I restrict the analytic sample to children whose mothers have reconstructed 
marriage histories. Tabulations of respondents’ reports of the number of times married 
reveal that a significant proportion of women reported being married fewer times in the 
later wave. This is a potential problem because this study relies heavily on women’s 
marriage histories to determine which marriages children come from and the status of 
these marriages. Omitting marriages from marriage histories could lead to children’s 
parents’ marriage status being misclassified. To minimize this problem, I reconstructed 
marriage histories for women who were interviewed in at least two survey waves (2006, 
2008, 2010). The algorithm that I followed to reconstruct marriage histories is outlined in 
                                                          
14
 Respondents may change the way they view non-biological children living in their household. In Malawi, 
it is not uncommon for households to foster children. In cases where children have been fostered since they 
were young, some respondents may consider them to be the same as their own biological children. This 
could affect how they are reported in household rosters.  
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Chapter 4 of this dissertation. Reconstructed marriage histories were used to determine 
which marriages children come from and the status of these marriages. After dropping 
children whose mothers lack reconstructed marriage histories, I further exclude children 
who do not have at least two consecutive waves of data. This resulted in a small number 
of children being dropped from the analytic sample.  
This study aims to examine the effect of parental divorce on children’s schooling. 
Several steps are taken to determine whether a child’s parents are divorced. The first step 
involves determining which marriage a child comes from, e.g. first marriage, second 
marriage, etc. I do this by comparing the child’s year of birth to his or her mother’s 
marriage start and end dates (in cases of terminated marriages). If the child’s year of birth 
is between the marriage start and end dates, inclusive of start and end dates, then the child 
is considered to be from this marriage. If the child’s year of birth is after the marriage 
start date and the marriage is current, then the child is considered to be from this 
marriage. For a small proportion of children whose year of birth is earlier than the 
mother’s first marriage start date, I classify these children as premarital births. Children 
for whom I could not determine which marriage they came from are classified as 
indeterminate. After determining which marriage children come from, I use the status of 
marriage, as listed in the reconstructed marriage history, to categorize parents’ marriage 
status (still married, divorced, or widowed) for children who are not already classified as 
a premarital birth or indeterminate. In Table 3.1, I show that the majority of children have 
parents who are continuously married at the time of the survey. Children with divorced 
parents make up the second largest category followed by children with widowed mothers. 
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Given that the aim of this chapter is to examine the effect of parental divorce on 
children’s schooling, I restrict my analytic sample to children with married or divorced 
parents. Because of small numbers of children in the other categories, I do not include 
them in the analysis. As a last step, I exclude children with missing data on either the 
dependent or independent variables. My final analytic sample includes 1998 children, of 
whom 445 children have data for 2006-2008; 655 for 2008-2010; and 898 for 2006-2008-
2010.  
 
Dependent Variables   
The MLSFH collects data on children’s schooling as part of the household rosters. 
For each child, respondents report the highest level of schooling attended (never attended 
school, Standard, Form, or Higher)
15
, including whether the child is in school or finished 
school, and the number of grades of schooling completed at that level. This information is 
used to construct three schooling outcomes that measure different aspects of schooling. 
The first outcome, current school enrollment, measures a recent decision by both parents 
(or one parent if it is a single parent household) to keep children in school. The second 
outcome, grades of schooling attained, represents children’s cumulative educational 
attainment. It is measured for all children regardless of current school enrollment. This 
outcome is calculated using the respondent’s report of the number of grades of schooling 
completed at the highest level of schooling that the child attended. If the child’s highest 
level of schooling is “Form”, then I add eight to the number of grades of schooling 
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 In Malawi, Standard refers to grades 1-8 in primary school and Form refers to grades 1-4 in secondary 
school. Higher refers to any education beyond secondary school.   
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completed. Between survey waves, children should have completed an additional “zero”, 
“one”, or “two” grades. When I tabulate the change in the number of grades of schooling 
completed between waves, I find that some gains are negative or greater than two. 
Between 2006 and 2008, 7.5 percent of children reported a gain of “-1” grades of 
schooling. A similar pattern is observed between 2008 and 2010 (7.2%). In these cases, I 
assume a gain of zero grades. A small proportion of children had reported gains of three 
grades, 3.7% and 6.9% between 2006-2008 and 2008-2010, respectively. In these cases, I 
assume a gain of two grades. If mothers reported that their children gained less than “-1” 
or more than “3” grades of schooling, then I excluded these children from the analysis.16 
The last outcome, schooling gap, is measured among children currently in school and 
reflects children’s progression in school. It is not uncommon for children to experience 
delayed school entry and/or repeat several grades, resulting in a significant proportion of 
children not being in the appropriate grade for their age. The schooling gap is measured 
by taking the difference between the expected number of grades completed for the child’s 
age and the actual number of grades completed. A positive gap indicates that a child is 
not in the appropriate grade for his or her age. In a few cases, children have a negative 
gap, which is likely due to starting school before age 6.  
 
Independent Variables  
The key predictor variable, divorced parents, is time-varying and indicates 
whether a child has divorced parents (1 = divorced; 0 = continuously married). I also 
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 Between 2006-2008, 4.0% of children gained less than “-1” grades and 1.0% gained “4 grades or more”. 
Between 2008-2010, 4.0% of children gained “-1 or less” grades and 1.3% gained “4 grades or more”.  
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include a set of control variables, some of which are time-varying, that are known to 
influence schooling outcomes. Child-level control variables include age, gender, ethnic 
group, general health status, and lives with mother. Of these variables, general health 
status and lives with mother are time-varying. Values of time-constant variables are taken 
from the 2008 wave, unless data are missing, in which case they are taken from the 2006 
or 2010 wave. Ethnic group is classified into four categories: Chewa, Yao, Tumbuka, and 
Other. Ethnic groups such as the Lomwe, Ngoni, Senga, Sena, and Tonga are included in 
the Other category because of small numbers of children in these groups.
17
 Because data 
on child’s ethnicity is not collected in the survey, children are assumed to belong to their 
mother’s ethnic group. General health status, as reported by the mother, is measured by 
the question, “How would you rate (NAME)’s health in general?” Possible responses 
include “Excellent”, “Very good”, “Good”, “Poor”, “Very Poor”, and “Don’t know”. I 
collapsed the categories into “Excellent or Very Good”, “Good”, and “Poor and Very 
Poor”.  
Mother-level control variables are knows HIV positive, number of children under 
age 15 living in the household, household assets (radio, bike, metal), and educational 
attainment. All variables with the exception of educational attainment are time-varying. 
The variable, knows HIV positive, is based on the mother’s HIV status, as measured in 
the previous survey wave, and whether she learned her status at the time. In 2004, 
respondents participating in VCT testing did not receive their HIV results at the time of 
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 I considered using region instead of ethnic group as a control variable. The problem with using region is 
that it refers to the mother’s region of residence and not the child’s current region of residence. Children 
may not be living in the same region as their mother. I also conducted analyses using region instead of 
ethnic group and obtained similar results.  
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testing. If they chose to learn their status, they picked up their results from a centralized 
location several weeks after the test was conducted. In 2006 and 2008, the MLSFH used 
rapid HIV testing, which allowed respondents who wanted to learn their status to receive 
their results immediately after testing. If a respondent tested positive in the previous wave 
and did not pick up her results, she is classified as not knowing she is HIV positive. If a 
respondent tested negative or was not tested in the previous survey wave, she is classified 
as not knowing she is HIV positive. Household assets are measured by variables 
indicating whether the mother’s household possesses a radio, bike, or metal roof. 
Educational attainment, measuring the highest level of schooling attained, consists of 
four categories: no schooling, some primary, completed primary, and secondary. Values 
for this variable are taken from the 2008 wave, unless data are missing, in which case 
they are taken from the 2006 or 2010 wave.  
 
Methods 
This study relies primarily on fixed effects models to examine the effect of 
parental divorce on children’s schooling. Fixed effects models control for unobserved 
heterogeneity that could influence both parental divorce and schooling. Not controlling 
for unobserved characteristics could result in biased estimates of parental divorce on 
schooling. Rather than parental divorce causing poor schooling outcomes, it could be 
unobserved characteristics, i.e. parents’ personality and parenting behaviors, that are the 
cause. Because fixed effects estimates are calculated using within-individual differences, 
the only observations used in producing estimates are those where marital change is 
observed. Between-individual differences are discarded when calculating estimates. One 
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disadvantage of fixed effects models is that they do not provide estimates of time-
constant variables such as age, gender, and ethnic group.  
Current school enrollment is measured using the following specification: 
   (
   
     
)                      
where     refers to the probability of current school enrollment for child i at time t, given 
that the child is not already enrolled;     indicates whether the child’s parents are 
divorced;     represents a vector of covariates for child i at time t;    is a vector of 
unobserved fixed factors that determine current school enrollment by child i (e.g. 
unobserved individual and family characteristics);    is a year-specific effect; and     is a 
random and normally distributed disturbance term.  
Grades of schooling attained and schooling gap are measured using the following 
specification: 
                        
where     is the number of grades of schooling attained or the schooling gap for child i at 
time t;     indicates whether the child’s parents are divorced;     represents a vector of 
covariates for child i at time t;    is a vector of unobserved fixed factors that determine 
current school enrollment by child i (e.g. unobserved individual and family 
characteristics);    is a year-specific effect; and     is a random and normally distributed 
disturbance term.  
For each outcome, I build three sets of models. In Model 1, I include the key 
predictor variable, divorced parents, and a year-specific effect. In Model 2, I add child 
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characteristics (age, male child, ethnic group, general health status, and lives with 
mother). In Model 3, I add mother characteristics (knows HIV positive, number of 
children under age 15 living in household, household assets, and educational attainment). 
Due to sample size restrictions, I am unable to run regression analyses separately by 
gender. Instead, I included an interaction term between parental divorce and gender in the 
final model. I found that the interaction term is only statistically significant for current 
school enrollment. Boys with divorced parents are more likely to be enrolled in school 
than girls. Because the interaction term is not statistically significant for all outcomes, I 
do not include it in the final models. Lastly, I adjust standard errors to take into 
accounting clustering of children within mothers.
18
  
Fixed effects models are preferable over random effects because the former 
controls for unobserved heterogeneity that can influence both parental divorce and 
schooling. In contrast to fixed effects, random effects models assume that unobserved 
characteristics are uncorrelated with observed characteristics. Furthermore, estimates are 
produced using information from both within and between individuals. While fixed 
effects models only produce estimates for time-varying variables, random effects models 
provide estimates for both time-constant and time-varying variables. Although this 
analysis focuses on fixed effects estimates, I also report random effects estimates for 
comparison purposes and to examine the relationship between time-constant variables 
and schooling. I conducted a Hausman test to test the null hypothesis that random effects 
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 For linear outcomes, grades of schooling attained and schooling gap, I adjust for clustering using Hubert-
White standard errors. For the binary outcome, current school enrollment, I adjust for clustering using 
jackknife estimation. Huber-White standard errors are not permitted when using STATA’s “xtlogit” 
command.  
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coefficients are identical to fixed effects coefficients. Results for grades of schooling 
attained and schooling gap indicate that fixed effects results are preferable to those of 
random effects.
19
 For the outcome, current school enrollment, results are borderline 
significant (p=0.10), indicating that random effects estimates may be more efficient.  
 
Results 
Descriptive Statistics 
 In Table 3.2, I present the percentage distribution of parents’ marriage status and 
changes from the child’s perspective. Distributions are based on children who have 
longitudinal data for at least two survey waves, 2006-2008 and/or 2008-2010. The vast 
majority of children, approximately 84 percent, have parents who are continuously 
married across survey waves. The percentage of children with divorced parents is 13 
percent. It can be inferred from Table 3.2 that the majority of children with divorced 
parents have mothers who have remarried. Only a small proportion of children from 
divorced marriages have mothers who have not yet remarried. During the inter-survey 
period, two to three percent of children experienced a parental divorce and only one 
percent experienced their mothers remarry.  
 Table 3.3 presents the background characteristics of children in the analytic 
sample by parents’ marriage status. The vast majority of children are currently attending 
school, regardless of their parents’ marriage status. There is, however, a significantly 
higher percentage of children with married parents attending school. For example, in 
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 For all outcomes, I conducted Hausman tests on estimates that did not adjust standard errors for 
clustering within mothers. STATA 12 does not allow this test to be conducted on estimates that used 
jackknife estimation or clustered estimation.   
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2008, 87.2 percent of children with married parents versus 80.8 percent of children with 
divorced parents are currently in school. The number of grades of schooling attained do 
not differ by parents’ marriage status. This is likely due to the fact that children with 
divorced parents are, on average, one year older than children with married parents (see 
middle panel). Among children currently attending school, children with divorced parents 
have a significantly larger schooling gap, approximately 0.5 grades larger, than children 
with married parents.  
 The middle panel contains descriptive statistics of child characteristics that are 
included in regression analyses. While differences in reported general health status are 
not observed by parents’ marriage status in 2006, they do exist in the latter two waves. In 
2008 and 2010, children with married parents have significantly higher reported general 
health status than their counterparts with divorced parents. Not surprisingly, children 
whose parents are divorced are significantly less likely to be living with their mother. 
They are also, on average, one year older than children from intact marriages. Ethnic 
group differences by parents’ marriage status follow divorce patterns in Malawi. The 
largest proportion of children with married parents belongs to the Tumbuka ethnic group. 
This is expected given that women from the North, who are primarily of Tumbuka 
ethnicity, have the lowest levels of divorce in rural Malawi (Reniers, 2003).  
 In the bottom panel, I present descriptive statistics of mother characteristics. 
Striking differences are observed by parents’ marriage status. A significantly higher 
percentage of divorced mothers know that they are HIV positive than married mothers. 
For example, in 2008, 10.6 percent of divorced mothers know that they are HIV positive 
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compared to 1.6 percent of married mothers. Moreover, married mothers have 
significantly greater numbers of children less than 15 years of age living in their 
household. They are also more likely to live in households that have a radio, bike, and 
metal roof. With the exception of 2006, no differences in educational attainment are 
observed by parents’ marriage status.  
  
Regression Analyses 
 In fixed effects analyses of current school enrollment, only children who 
experienced changes in school enrollment are included. As a result, fixed effects models 
are based on 420 children in contrast to 1,998 children in random effects models (Table 
3.4). Fixed effects estimates indicate that children with divorced parents have similar 
odds of current school enrollment as children with married parents. In Model 2, where I 
add child characteristics, the coefficient for divorced parents becomes slightly positive 
but remains statistically insignificant. Child’s general health status does not appear to 
make a difference in school enrollment. Not surprisingly, children living with their 
mother are more likely to be enrolled in school. When I add mother characteristics in 
Model 3, the coefficient for divorced parents barely changes, indicating that mother 
characteristics have little effect on school enrollment for children affected by divorce. 
Whether a mother knows she is HIV positive makes no difference in current school 
enrollment. Surprisingly, as the number of children less than 15 years of age living in the 
mother’s household increases, the odds of current school enrollment also increase. One 
would expect that school-related expenses such as school supplies and uniforms would 
result in households with greater numbers of children to limit the number of children they 
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send to school. Although owning a radio or bike makes no difference in current school 
enrollment, mothers who have a metal roof are more likely to send their children to 
school. As mentioned in the Methods section, I tested whether the effect of parental 
divorce on current school enrollment differs by gender (not shown). I found that the 
interaction term is large and statistically significant (2.30), indicating that boys with 
divorced parents are significantly more likely to be in school than girls with divorced 
parents. One possible explanation could be that divorce results in declines in household 
income, leading mothers to seek income-generating activities to make up for this loss. As 
a result, girls, more so than boys, may drop out of school to take care of younger children 
or help with household chores.  
Random effects models paint a different picture of the relationship between 
parental divorce and current school enrollment. Random effects estimates indicate that 
children with divorced parents have significantly lower odds of current school 
enrollment. The difference in coefficients is most likely due to unobserved heterogeneity 
affecting both parental divorce and current school enrollment. Even after controlling for 
child and mother characteristics in Models 2 and 3, these differences persist. A 
comparison of coefficients of control variables between fixed and random effects models 
shows that they are generally in the same direction. Random effects estimates, however, 
reveal relationships between time-constant variables and current school enrollment. Age 
and gender of the child does not appear to matter. This is not surprising as the majority of 
children, regardless of gender, are in school at these ages (Figure 3.1). Ethnic group is 
significantly associated with current school enrollment. Whereas the Yao have 
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significantly lower odds of school enrollment than the Chewa, the Tumbuka have higher 
odds. Not surprisingly, mother’s education is associated with current school enrollment. 
Children whose mothers have more education are more likely to be attending school.   
 For the second outcome, grades of schooling attained, I find that children with 
divorced parents have completed 0.20 fewer grades than children from intact marriages 
(Model 1 in Table 3.5). After adding child and mother characteristics in Models 2 and 3, 
the coefficient remains relatively constant. Neither child nor mother characteristics 
explain the gap in grades of schooling attained by parents’ marriage status. While none of 
the child characteristics are associated with grades of schooling attained, all of the mother 
characteristics are significantly associated. Children whose mothers know that they are 
HIV positive have attained, on average, 0.2 more grades of schooling. This is not 
surprising as Grant (2008) has shown that mothers with real and anticipated health shocks 
are more likely to invest in their children’s schooling. I also find that as the number of 
children less than 15 years of age living in the mother’s household increases, children 
have completed fewer grades of schooling. Similar to findings for school enrollment, 
children whose mothers live in households with a metal roof have completed more grades 
of schooling.  
 In contrast to results for current school enrollment, random effects models provide 
similar estimates of parents’ marriage status as in fixed effects models. Although the 
coefficient for divorced parents is smaller and insignificant in Model 1, it is of a similar 
magnitude and becomes statistically significant in Models 2 and 3 after child and mother 
characteristics are added. In Models 2 and 3, random effects estimates are approximately 
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20 percent lower than those of fixed effects estimates. This difference is most likely due 
to unobserved heterogeneity affecting both parental divorce and grades of schooling 
attained. With the exception of knows HIV positive, the relationship between control 
variables and grades of schooling attained are similar in fixed and random effects models. 
Among time-constant variables, I find, not surprisingly, that age and gender are 
significantly associated with grades of schooling attained. As age increases, grades of 
schooling attained increases. Male children have completed, on average, 0.10 fewer 
grades of schooling than girls. This finding is consistent with other studies that have 
reported that girls have better grade attainment than boys (Grant and Behrman, 2010). 
Associations of ethnic group and mother’s education with that of grades of schooling 
attained are similar to those for current school enrollment.  
 In Table 3.6, I present fixed and random effects estimates for schooling gap 
among children currently enrolled in school. In Model 1, fixed effects estimates indicate 
that children with divorced parents have a 0.18 larger schooling gap than children with 
married parents. Although this gap is large, it is not statistically significant. Similar to 
grades of schooling attained, the coefficient for divorced parents barely changes when I 
add child and mother characteristics in Models 2 and 3. None of the child characteristics 
are significantly associated with the schooling gap. Of mother characteristics, only knows 
HIV positive has a statistically significant association. Children whose mothers know 
they are HIV positive have a smaller schooling gap.  
 Random effects models also show that parental divorce is associated with a larger 
schooling gap. In contrast to fixed effects estimates, the coefficient is larger and 
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statistically significant, even after controlling for child and mother characteristics. For the 
first two outcomes, coefficients and significance levels of control variables are similar to 
those found in fixed and random effects models. This is no longer the case for estimates 
of the schooling gap. In the random effects model, a strong association exists between 
lives with mother and schooling gap. Children who live with their mother have a larger 
schooling gap. One possible explanation could be that children with more academic 
potential are sent to live with relatives in towns or cities in order to attend better quality 
schools (van Blerk and Ansell, 2006, Bledsoe, 1990). Moreover, the coefficient for 
knows HIV positive is of a smaller magnitude and is not statistically significant. Not 
surprisingly, I find that number of children less than 15 years of age living in mother’s 
household is positively associated and having a metal roof is negatively associated with 
the schooling gap. Several time-constant variables are found to be associated with the 
schooling gap. Older children have a larger schooling gap, possibly due to delayed school 
entry, grade repetition, and dropping out of school temporarily. I also find that male 
children have a larger schooling gap than female children. This finding is consistent with 
recent studies that have found that girls progress faster in school than boys (Grant and 
Behrman, 2010). Lastly, ethnic group and mother’s educational attainment are associated 
with the schooling gap. Given their associations with current school enrollment and 
grades of schooling attained, these relationships are in the expected direction.  
 
Limitations 
Several limitations of this study are worth mentioning. First, fixed effects 
estimates of parental divorce are based on a small number of children whose parents 
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divorced between survey waves. Consequently, this study possibly suffers from low 
statistical power. For example, regarding estimates of the schooling gap, the coefficient 
for divorced parents is large but not statistically significant. This problem is more severe 
for the outcome, current school enrollment, because fixed effects analyses are restricted 
to children who experienced changes in school enrollment between survey waves, for 
which the numbers are small. Second, this study does not control for father’s 
characteristics that could affect children’s schooling. Whereas it is possible to control for 
father’s characteristics of children in intact marriages, the data are not available to do so 
for children from divorced marriages. Third, this analysis does not examine the 
relationship between divorce and children’s schooling from the perspective of the father. 
While the data are available, the practice of polygamy makes it difficult to determine 
which marriages children come from. Lastly, this analysis relies heavily on respondents’ 
reports of children’s ages, marriage start and end dates, and reason why marriage ended 
(in cases of terminated marriages). These reports are used to determine whether children 
come from divorced or intact marriages. Inaccurate reports can lead to children being 
misclassified, which could potentially affect results. For example, approximately 36 
percent of mothers of children in the analytic sample have experienced at least one 
divorce. Considering that more than one-third of mothers have experienced a divorce, it 
is surprising that only 13 percent of children in the analytic sample come from divorced 
marriages. It is likely that the true percentage is higher. In Chapter 4 of this dissertation, I 
show that women (and men) have a tendency to underreport marriages and misreport 
marriage start and end dates. To ensure that the most complete marriage histories are 
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used in this analysis, I reconstructed marriage histories using data from the 2006, 2008, 
and 2010 waves. Although these histories are more complete than actual data collected in 
these survey waves, marriages that have been consistently underreported are also omitted 
from reconstructed marriage histories.  
 
Discussion 
 The present study investigates the relationship between parental divorce and 
children’s schooling in rural Malawi. Up until now, little has been known about the 
effects of parental divorce on children’s schooling in the context of Sub-Saharan Africa. 
This study takes advantage of three waves of longitudinal data collected as part of the 
Malawi Longitudinal Study of Families and Health. Approximately 13 percent of 
children in the analytic sample come from divorced marriages. This study takes a 
sophisticated approach in analyzing the effect of parental divorce on children’s schooling. 
Rather than using cross-sectional data or comparing data from two points in time and 
controlling for possible confounders, this study uses fixed effects methods to control for 
unobserved heterogeneity that could affect both parental divorce and children’s 
schooling. While this study finds that parental divorce is associated with lower grades of 
schooling attained, it is not associated with current school attendance or schooling gap.  
 Despite controlling for unobserved heterogeneity, this study finds that children 
from divorced marriages have completed, on average, fewer grades of schooling than 
children from intact marriages. As a result, children from divorced marriages begin 
adulthood with lower levels of human capital, which could diminish their chances of a 
successful future. More educated individuals have better chances of finding higher-
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paying jobs, particularly in the formal labor market, which could lead to higher standards 
of living. In addition to access to greater economic opportunities, more educated 
individuals have better health outcomes (Cutler and Lleras-Muney, 2008, Lynch, 2003). 
Education, especially among girls, can also affect the well-being of their future children. 
Previous studies have shown that mother’s education is highly correlated with child well-
being, including health and mortality (Gakidou, Cowling et al., 2010, Bicego and 
Boerma, 1993, Desai and Alva, 1998). Furthermore, women with higher educational 
attainment have lower levels of fertility (Martin, 1995). Thus, there is an abundance of 
evidence pointing to the importance of education as a means of exiting poverty. Since 
this study finds that children from divorced marriages have lower educational attainment, 
as measured by grades of schooling attained, it is likely that children who experienced 
parental divorce will have lower standards of living in the future and continue to 
perpetuate the intergenerational cycle of poverty.  
 Fixed effects estimates indicate that parental divorce has no effect on current 
school enrollment. All children, regardless of their parents’ marriage status, have similar 
levels of school attendance. This is not surprising as the vast majority of children in 
Malawi, at least at the younger ages, attend school. As shown earlier in Figure 3.1, close 
to 90 percent of children are in school between the ages of 8 and 15. Qualitative studies 
also substantiate this finding, providing evidence that Malawian parents stress the 
importance of education to their children’s future success (Grant, 2008, van Blerk and 
Ansell, 2006). Fixed effects estimates also show no association between parental divorce 
and schooling gap (measured among children currently attending school). One possible 
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explanation could be selection. Divorced parents, more so than married parents, may 
select children with the most academic potential to attend school.  
This study does not cover the effect of remarriage on children’s schooling. In 
Malawi, as well as in many parts of Sub-Saharan Africa, most children who undergo a 
parental divorce also experience their parents remarry. Remarriage after divorce is 
common and occurs relatively quickly, with most individuals remarrying within a few 
years (Tilson and Larsen, 2000, Lesthaeghe, Kaufmann et al., 1989, van de Walle, 1993, 
Locoh and Thiriat, 1995). In rural Malawi, 40 and 75 percent of women remarried within 
two and five years, respectively (Reniers, 2003). While this study initially intended to 
also investigate the relationship between remarriage and children’s schooling, the number 
of children from divorced marriages is small, resulting in insufficient statistical power to 
produce meaningful results. Results from these analyses are included in Appendix Tables 
A.6-A.8.  
 In conclusion, this study takes a first step in investigating the relationship between 
parental divorce and children’s schooling. Whereas parental divorce is negatively 
associated with grades of schooling attained, it is not associated with current school 
attendance and schooling gap (among children currently in school). Whether these results 
are applicable to other Sub-Saharan African countries, especially countries with lower 
rates of divorce, is unknown. In countries where divorce is less common, children from 
divorced marriages may experience greater levels of stigma. As a result, parental divorce 
could have a stronger negative effect on children’s schooling. One of the strengths of this 
study is its use of fixed effects models to control for unobserved heterogeneity. Fixed 
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effects estimates, however, are based only on children who experienced parental divorce 
between survey waves. While the number of children with divorced parents in each cross-
section is sufficiently large, the number of marital changes during the inter-survey period 
is small. Therefore, future research should consider conducting analyses on larger 
samples to ensure sufficient statistical power.   
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Table 3.1. Steps taken to obtain analytic sample, 6-17 years, 2006-2010 MLSFH 
 2006a 2008b 2010c 
Living biological children listed in women's household rosterd 2559 3062 2540 
Linked across survey waves 1878 2697 1950 
   Medium & high quality links 1735 2606 1883 
Consistently reported as biological children  1714 2575 1856 
Imputed children’s ages 1710 2601 1877 
Mother has reconstructed marriage history data 1668 2533 1846 
Has longitudinal data 1668 2385 1846 
   2006-2008 539 539  
   2008-2010  717 717 
   2006-2008-2010 1129 1129 1129 
Parent's marriage status    
   Married  1294 1782 1346 
   Divorced 185 298 265 
   Widowede 89 160 128 
   Premarital Birth 40 50 30 
   Indeterminate 60 95 77 
Potential sample (parents are married or divorced) 1456 2074 1611 
Analytic sample (non-missing data)    
   2006-2008 445 445  
   2008-2010  655 655 
   2006-2008-2010 898 898 898 
N 1343 1998 1553 
a Includes 6-15-year-old children. 
b Includes 6-17-year-old children. 
c Includes 8-17-year-old children. 
d Restricted to mothers who participated in the main survey questionnaire. 
e Refers to mothers who have been widowed. 
 
 
 
Table 3.2. Percentage distribution of parents’ marriage status and marital changes from the 
child's perspective, 2006-2010 MLSFH 
  2006-2008 2008-2010 
Parents married in both waves 84.8 83.5 
Parents divorced in both waves 13.5 13.3 
Mother remarried in both waves 11.8 10.2 
Experienced parental divorce between waves 1.7 3.2 
Mother remarried between waves 0.7 1.2 
N 1343 1553 
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Table 3.3. Summary statistics of children by parents' marriage status, 2006-2010 MLSFH 
 2006  2008  2010  
 
Married Divorced 
 
Married Divorced 
 
Married Divorced 
 
Outcome Variables          
Current school enrollment (%) 88.8 79.6 *** 87.2 80.8 ** 89.4 76.7 *** 
Mean grades of schooling 
   attained 
2.9 2.9 
 
3.1 3.3 
 
3.6 3.3 + 
 
(2.1) (2.2) 
 
(2.4) (2.5) 
 
(2.2) (2.0) 
 
Mean schooling gapa 1.2 1.7 *** 1.8 2.3 *** 2.5 2.8 * 
 
(1.7) (1.8) 
 
(1.9) (2.0) 
 
(1.7) (1.7) 
 
          
Child Characteristics 
         
Male (%) 49.3 50.3 
 
49.0 52.1 
 
49.2 49.4 
 
Mean age (years) 10.2 11.1 *** 11.0 12.0 *** 12.3 12.7 + 
 
(2.8) (2.7) 
 
(3.2) (3.2) 
 
(2.8) (2.8) 
 
Ethnic group (%) 
  
*** 
  
** 
  
*** 
   Chewa 25.0 32.0 
 
27.0 26.7 
 
26.9 27.6 
 
   Yao  20.5 26.0 
 
21.0 27.7 
 
19.3 30.0 
 
   Tumbuka 40.3 23.2 
 
37.5 27.4 
 
38.9 27.6 
 
   Other 14.2 18.8 
 
14.4 18.2 
 
14.9 14.8 
 
General health status (%) 
     
** 
  
*** 
   Excellent or Very Good 62.1 68.0 
 
71.3 63.4 
 
67.8 69.7 
 
   Good 31.7 28.2 
 
25.0 34.6 
 
29.7 22.6 
 
   Poor or Very Poor 6.3 3.9 
 
3.7 2.1 
 
2.6 7.8 
 
Lives with mother (%) 95.4 79.6 *** 92.2 69.5 *** 91.4 72.4 *** 
          
Mother Characteristicsb 
         
Knows HIV positive (%) 1.0 4.7 ** 2.0 10.7 *** 1.5 7.7 *** 
Number of children <15  3.5 3.0 *** 3.4 3.0 *** 3.4 2.9 *** 
   years living in household (1.51) (1.32) 
 
(1.50) (1.62) 
 
(1.59) (1.51) 
 
Household amenities (%) 
         
   Radio 78.8 65.4 ** 74.9 54.7 *** 68.7 49.7 *** 
   Bike 64.4 43.9 *** 66.8 42.8 *** 63.6 41.9 *** 
   Metal roof 17.3 10.3 + 21.1 13.2 * 27.7 12.3 *** 
Educational attainment (%) 
  
+ 
      
   Never attended school 29.3 35.5 
 
29.3 33.3 
 
28.4 30.3 
 
   Some primary 55.1 55.1 
 
54.8 54.7 
 
55.3 56.8 
 
   Completed primary 10.3 2.8 
 
9.4 4.4 
 
9.18 4.5 
 
   Secondary or higher 5.3 6.5 
 
6.6 7.6 
 
7.2 8.4 
 
N 1162 181 
 
1706 292 
 
1296 257 
 
*** Significant at p 0.001; ** p 0.01; * p 0.05; + p 0.10. 
Note: Standard deviations are in parentheses. 
a Measured among children currently enrolled in school.  
b Percentage distribution based on the following number of mothers: 697 (2006); 907 (2008); 765 (2010).  
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Table 3.4. Fixed effects and random effects logit models for current school enrollment, 6-17 years, 2006-
2010 MLSFH 
 Fixed Effects Random Effects 
 Model 1 Model 2 Model 3 Model 1 Model 2 Model 3 
Child-level variables       
Divorced parents -0.03 0.06 0.07 -0.87*** -0.50* -0.35 
 (0.42) (0.47) (0.48) (0.20) (0.21) (0.21) 
General health status       
 Good (ref.)  - -  - - 
 Excellent or Very Good  -0.14 -0.13  -0.14 -0.19 
  (0.18) (0.19)  (0.15) (0.15) 
 Fair or Poor  -0.17 -0.08  -0.59 -0.69+ 
  (0.58) (0.59)  (0.42) (0.41) 
Lives with mother  1.56*** 1.46***  1.15*** 1.15*** 
  (0.31) (0.32)  (0.21) (0.21) 
Age     -0.01 0.01 
     (0.02) (0.02) 
Male child     0.16 0.16 
     (0.14) (0.13) 
Ethnic group       
 Chewa (ref.)     - - 
 Yao      -0.88*** -0.43* 
     (0.21) (0.21) 
 Tumbuka     1.05*** 0.52* 
     (0.22) (0.22) 
 Other     0.14 0.11 
     (0.29) (0.27) 
       
Mother-level variables       
Knows HIV positive   -0.05   -0.13 
   (0.86)   (0.52) 
Number of children <15 years    0.19*   0.07 
 living in household   (0.09)   (0.05) 
Household assets       
 Radio   0.01   0.10 
   (0.22)   (0.16) 
 Bike   0.07   0.29+ 
   (0.23)   (0.15) 
 Metal roof   0.82+   0.35+ 
   (0.48)   (0.20) 
Educational attainment       
 No schooling (ref.)      - 
 Some primary      1.07*** 
      (0.20) 
 Completed primary      1.92*** 
      (0.49) 
 Secondary      1.90*** 
      (0.47) 
       
Year       
 2006 (ref.) - - - - - - 
 2008 -0.10 0.07 0.09 -0.12 -0.04 -0.02 
 (0.15) (0.16) (0.17) (0.14) (0.15) (0.15) 
 2010 -0.11 0.18 0.21 -0.02 0.07 0.10 
 (0.20) (0.22) (0.23) (0.17) (0.19) (0.19) 
       
Constant    2.90*** 1.70*** 0.16 
    (0.17) (0.44) (0.50) 
       
N  420 420 420 1,998 1,998 1,998 
*** Significant at p 0.001; ** p 0.01; * p 0.05; + p 0.10. 
Note: Standard errors are in parentheses. 
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Table 3.5. Fixed effects and random effects linear regression models for grades of schooling attained, 6-17 
years, 2006-2010 MLSFH 
 Fixed Effects Random Effects 
 Model 1 Model 2 Model 3 Model 1 Model 2 Model 3 
Child-level variables       
Divorced parents -0.20+a -0.20* -0.21+b -0.11 -0.25** -0.25** 
 (0.10) (0.10) (0.11) (0.09) (0.08) (0.08) 
General health status       
 Good (ref.)  - -  - - 
 Excellent or Very Good  0.00 -0.00  0.01 0.01 
  (0.03) (0.03)  (0.03) (0.03) 
 Fair or Poor  -0.04 -0.04  -0.09 -0.09 
  (0.10) (0.10)  (0.09) (0.09) 
Lives with mother  -0.01 0.01  -0.09+ -0.06 
  (0.05) (0.05)  (0.05) (0.05) 
Age     0.56*** 0.57*** 
     (0.01) (0.01) 
Male child     -0.09 -0.10+ 
     (0.06) (0.06) 
Ethnic Group       
 Chewa (ref.)     - - 
 Yao     -0.60*** -0.38** 
     (0.12) (0.12) 
 Tumbuka     0.91*** 0.58*** 
     (0.10) (0.10) 
 Other     -0.01 -0.03 
     (0.14) (0.13) 
       
Mother-level variables       
Knows HIV positive   0.22*   0.15 
   (0.11)   (0.10) 
Number of children < 15 years   -0.02+   -0.03* 
 living in household   (0.01)   (0.01) 
Household assets       
 Radio   -0.01   0.01 
   (0.04)   (0.04) 
 Bike   -0.06   0.00 
   (0.04)   (0.04) 
 Metal roof   0.14*   0.22*** 
   (0.07)   (0.06) 
Educational attainment        
 No schooling (ref.)      - 
 Some primary      0.52*** 
      (0.11) 
 Completed primary      0.87*** 
      (0.14) 
 Secondary      1.40*** 
      (0.17) 
       
Year       
 2006 (ref.) - - - - - - 
 2008 0.84*** 0.84*** 0.83*** 0.81*** 0.83*** 0.82*** 
 (0.02) (0.02) (0.02) (0.02) (0.02) (0.02) 
 2010 1.85*** 1.84*** 1.82*** 1.78*** 1.83*** 1.80*** 
 (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) 
       
Constant 2.26*** 2.28*** 2.37*** 2.24*** -4.09*** -4.52*** 
 (0.02) (0.06) (0.08) (0.06) (0.15) (0.18) 
       
N 1,902 1,902 1,902 1,902 1,902 1,902 
*** Significant at p 0.001; ** p 0.01; * p 0.05; + p 0.10. 
a Significant at p = .052. 
b Significant at p = .053. 
Note: Robust standard errors are in parentheses. 
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Table 3.6. Fixed effect and random effect linear regression models for schooling gap, 6-17 years, 2006-
2010 MLSFH 
 Fixed Effects Random Effects 
 Model 1 Model 2 Model 3 Model 1 Model 2 Model 3 
Child-level variables       
Divorced parents 0.18 0.20 0.20 0.30** 0.16+ 0.17+ 
 (0.13) (0.13) (0.13) (0.10) (0.09) (0.09) 
General health status       
 Good (ref.)  - -  - - 
 Excellent or Very Good  0.01 0.01  0.01 0.01 
  (0.03) (0.03)  (0.03) (0.03) 
 Fair or Poor  0.01 0.01  0.04 0.02 
  (0.10) (0.10)  (0.09) (0.09) 
Lives with mother  0.07 0.05  0.19*** 0.15** 
  (0.06) (0.06)  (0.05) (0.05) 
Age     0.39*** 0.39*** 
     (0.01) (0.01) 
Male child     0.13* 0.15** 
     (0.06) (0.06) 
Ethnic group       
 Chewa (ref.)     - - 
 Yao     0.45*** 0.34** 
     (0.12) (0.12) 
 Tumbuka     -0.76*** -0.52*** 
     (0.10) (0.09) 
 Other     -0.01 0.01 
     (0.13) (0.13) 
       
Mother-level variables       
Knows HIV positive   -0.26*   -0.12 
   (0.13)   (0.12) 
Number of children <15 years   0.02   0.03* 
 living in household   (0.01)   (0.01) 
Household assets       
 Radio   0.02   0.01 
   (0.04)   (0.04) 
 Bike   0.07   0.02 
   (0.04)   (0.04) 
 Metal roof   -0.10   -0.22*** 
   (0.07)   (0.06) 
Educational attainment       
 No schooling (ref.)      - 
 Some primary      -0.23* 
      (0.11) 
 Completed primary      -0.55*** 
      (0.14) 
 Secondary      -1.09*** 
      (0.17) 
       
Year       
 2006 (ref.) - - - - - - 
 2008 1.12*** 1.12*** 1.13*** 1.09*** 1.13*** 1.15*** 
 (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) 
 2010 2.06*** 2.06*** 2.08*** 2.00*** 2.08*** 2.11*** 
 (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) 
       
Constant 0.74*** 0.67*** 0.57*** 0.75*** -3.67*** -3.50*** 
 (0.02) (0.06) (0.09) (0.05) (0.15) (0.19) 
       
N 1,555 1,555 1,555 1,555 1,555 1,555 
*** Significant at p 0.001; ** p 0.01; * p 0.05; + p 0.10. 
Note: Robust standard errors are in parentheses. 
 
 82 
 
Figure 3.1. Current school enrollment, 6-17 years, 2008 MLSFH 
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CHAPTER 4: FORGOTTEN MARRIAGES? MEASURING THE RELIABILITY 
OF MARRIAGE HISTORIES 
 
Introduction  
Marriage histories, often collected as part of cross-sectional and longitudinal 
surveys, provide an invaluable source of information for researchers investigating topics 
related to nuptiality. At a minimum, marriage histories contain information on 
respondents’ reported marriages, including dates of marriage and how the union ended. 
More detailed marriage histories may collect information on why the union ended, 
number of children produced, and age at marriage. Marriage histories are an appealing 
source of data because they can be collected in a relatively short amount of time and they 
can provide a history of marriages that cover a potentially long period of time.  
Researchers have taken advantage of marriage histories to gain a deeper 
understanding of marriage dynamics. For instance, marriage histories have been 
frequently used to calculate probabilities of divorce and remarriage, and examine the 
sociodemographic factors associated with these events (Amoateng and Heaton, 1989, 
Reniers, 2003, Brandon, 1990, Gage-Brandon, 1992, Hampshire and Randall, 2000, 
Locoh and Thiriat, 1995, Takyi and Gyimah, 2007, Tilson and Larsen, 2000). They have 
also been used to identify respondents who divorced and/or remarried between survey 
waves (Anglewicz and Reniers, 2010).  
In more recent years, researchers have utilized marriage histories to study the 
relationship between marriage and HIV/AIDS, particularly in rural Malawi. The role of 
marriage in the spread of HIV has been a topic of frequent investigation. For example, 
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Boileau, Clark et al. (2009) examined whether sexual and marital trajectories are 
associated with HIV infection among ever-married women in rural Malawi. They used 
marriage histories to determine whether women have ever experienced a marriage ending 
in divorce or widowhood. Reniers and Tfaily (2008) also used marriage histories to 
examine the relationship between polygyny and HIV in rural Malawi. Studies have also 
taken advantage of marriage histories to examine the reverse relationship: the impact of 
HIV/AIDS on marriage patterns. Reniers (2008) investigated whether individuals use 
divorce and remarriage as strategies to reduce their risk of HIV infection and Fedor, 
Kohler et al. (2012) examined whether individuals who learn their HIV status are more 
likely to get divorced. There has also been concern about the effect of marital instability 
on child well-being in Sub-Saharan Africa. Grant and Yeatman (2011) examine the 
effects of divorce and remarriage on children’s living arrangements. The authors used 
marriage histories to determine whether children’s parents were still married, divorced, 
and/or remarried.  
Although marriage histories are often used in research, they are not without 
problems. The level of accuracy and completeness of collected histories depends largely 
on the ability and willingness of respondents to make the effort to recollect and report 
this information to interviewers (Sudman, Bradburn et al., 1996). Several factors may 
affect the accuracy and completeness of marriage histories. First, as with any kind of 
information that is collected retrospectively, there is always the possibility of recall error. 
In the case of marriage histories, respondents may intentionally or unintentionally omit 
early or short duration marriages. Even if respondents successfully recall their marriages, 
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they may fail to remember detailed information such as marriage dates and number of 
children produced during the marriage. Second, determining which unions constitute a 
marriage can be a problem. In many parts of Sub-Saharan Africa, marriage is not 
necessarily perceived as a discrete event (van de Walle, 1993). Rather, in some places it 
is a process composed of multiple stages, including the exchange of gifts, initiation of 
sexual relations, provision of bridewealth, and birth of first child. These stages differ 
greatly across and within countries (Dekker and Hoogeveen, 2002), making it difficult to 
measure and fully capture in demographic surveys. Lastly, a selection problem exists 
with respect to marriage histories. In order to provide reports of past marriages, 
individuals need to be alive and living in the survey area. Individuals who have died or 
migrated may have different marriage histories than those who are still living and present 
in the survey area.  
Despite their limitations, marriage histories continue to be a valuable source of 
information on marriage in Sub-Saharan Africa. While researchers typically acknowledge 
the problems associated with their use, such as the misreporting of dates and omission of 
unsuccessful or short unions (Boileau, Clark et al., 2009, Reniers, 2008), it is unknown to 
what extent these problems occur, and more importantly, how they affect our knowledge 
of marriage patterns and trends. The quality of marriage histories can be assessed by 
measuring their validity and/or reliability. Ideally, the validity of marriage histories 
would be measured by comparing them against public records; however, this is not 
feasible in many parts of Africa because civil marriages are not the norm (van de Walle 
and Meekers, 1994, Enel, Pison et al., 1994).  
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An alternative method is to measure their reliability by comparing marriage 
histories of the same respondent from at least two different points in time. To my 
knowledge, no other study has attempted to evaluate the quality of marriage histories in 
Sub-Saharan Africa using this method. In this chapter, I do this using data from the 
Malawi Longitudinal Study of Families and Health (MLSFH). I investigate whether 
respondents consistently report their spouses (by name), status of marriage, and dates of 
marriage across two survey waves. I examine the characteristics associated with 
misreporting marriages and dates of marriage, including start and end dates, and find 
evidence of underreporting of marriages and inconsistent reporting of marriage dates. I 
then test how underreporting and inconsistent reporting affect marriage indicators.  
 
Literature Review 
Marriage in Sub-Saharan Africa   
Although Sub-Saharan Africa possesses a great deal of regional diversity with 
respect to marriage patterns, marriage can, for the most part, be characterized as universal 
and early, particularly among women (Lesthaeghe, Kaufmann et al., 1989). In West and 
East Africa, most women marry early, although a higher proportion marry before age 18 
in West Africa than in East Africa (Lesthaeghe, Kaufmann et al., 1989, Mensch, Grant et 
al., 2006). In Southern Africa, marriage is not universal and women marry at much older 
ages (Baker, 2003, Lesthaeghe, Kaufmann et al., 1989). Longitudinal data collected in 
KwaZulu-Natal, South Africa indicates that 69 percent of women and 77 percent of men 
reported never being married (Hosegood, McGrath et al., 2009). Among those who 
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reported ever being married, the average age at first marriage was 25 years for women 
(18-49 years) and 31 years for men (18-54 years) (Hosegood, McGrath et al., 2009).  
A significant proportion of African marriages end in divorce (Isiugo-Abanihe, 
1998, Locoh and Thiriat, 1995, Ratcliffe, Hill et al., 2002, Reniers, 2003). In Ethiopia, 34 
and 45 percent of marriages ended in divorce after 10 and 30 years, respectively (Tilson 
and Larsen, 2000), and in Ghana, 32 percent of women experienced a divorce after 20 
years of marriage (Amoateng and Heaton, 1989). Remarriage after divorce is common 
and occurs relatively quickly, with most individuals remarrying within a few years 
(Tilson and Larsen, 2000, Lesthaeghe, Kaufmann et al., 1989, van de Walle, 1993, Locoh 
and Thiriat, 1995). In rural Malawi, 40 and 75 percent of women remarried within two 
and five years, respectively (Reniers, 2003). 
In many African countries, the payment of bridewealth or ‘lobola’, as it is 
commonly referred to in Southern Africa, is an integral part of the marriage process 
(Lesthaeghe, Kaufmann et al., 1989, Ngubane, 1987, Radcliffe-Brown, 1950, Dekker and 
Hoogeveen, 2002). This practice requires the husband’s family to provide cash or gifts, 
often livestock, to the bride’s family. The provision of bridewealth symbolizes the 
transfer of sexual and reproductive rights from the woman to the husband’s family 
(Radcliffe-Brown, 1950). This practice, commonly found in patrilineal societies, is rare 
in matrilineal societies, where kinship patterns dictate that children belong to the 
woman’s lineage.  
Marriage in Sub-Saharan Africa is unlike marriage in other parts of the world. 
While marriage can be characterized as a discrete event in Western societies, this is not 
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always the case in Sub-Saharan Africa, where marriage may be perceived as a process 
composed of multiple stages, including the exchange of gifts, initiation of sexual 
relations, provision of bridewealth, and birth of first child (van de Walle, 1993, Meekers, 
1992). These stages differ greatly across and within countries (Dekker and Hoogeveen, 
2002). The processual nature of marriage can make it difficult to determine when a 
marriage begins because a number of events such as the exchange of gifts, first payment 
of bridewealth, or full payment of bridewealth can mark the start of marriage.  
Adding further to this complexity is the fact that many African societies recognize 
a variety of marriage forms, including free unions, consensual unions, customary 
marriages, and religious and civil marriages (Arnaldo, 2004, Budlender, Chobokoane et 
al., 2004). Surveys and censuses typically categorize all of these unions as marriages (van 
de Walle, 1968). The least formal of these unions, free unions, allows a couple to cohabit 
without undergoing formal ceremonies. Couples often form free unions so that men can 
save enough money to provide bridewealth. Once sufficient funds have been procured, a 
couple may formalize their marriage in a traditional or religious ceremony, and in rare 
cases, through a civil marriage (Meekers, 1992). Customary unions are the most common 
type of union found in Sub-Saharan Africa (van de Walle, 1968). They frequently involve 
payment of bridewealth, at least among ethnic groups that practice this tradition, and/or 
involve the performance of traditional rites, such as the exchange of drinks or kola nuts 
from the man’s family to the woman’s family, which is a common practice in West 
Africa (van de Walle and Meekers, 1994). The most formal marriages are religious and 
civil marriages, which are similar to marriages that occur in Western nations.  
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Perceptions of whether certain unions constitute marriages may change over time, 
especially for unions that have ended (van de Walle, 1993), and may occur with greater 
frequency in cases where bridewealth has not been fully paid. Rather than one single 
payment, bridewealth can be paid over the course of several installments, possibly taking 
years before final payment has been made (Dekker and Hoogeveen, 2002, Nagashima, 
1987). Consequently, there can be ambiguity as to whether marriage began at the time of 
first or last payment (Budlender, Chobokoane et al., 2004). In cases where marriage 
ended in divorce without bridewealth being fully paid, individuals may retrospectively 
report these unions as never having occurred. Furthermore, producing children is 
considered to be an integral part of marriage (Karanja, 1987, Radcliffe-Brown, 1950). In 
patrilineal societies, a woman is formally linked to her husband’s lineage through the 
birth of a child. Childless marriages have a high probability of ending in divorce (Tilson 
and Larsen, 2000, Reniers, 2003, van de Walle, 1968). In such cases, individuals may 
later report these marriages as never having occurred.  
On a final note, it is important to understand which unions are counted as 
marriages in demographic inquiries. Etienne van de Walle best summarizes the 
complexity of counting marriages in the following statement: 
“The multiplicity of marital categories, distinguished by variable 
conditions, poses a dilemma for the census taker. Will he try to establish 
all these distinctions by questions relating to the payment of bridewealth, 
the performance of a ritual, the length of cohabitation, and other topics? 
Will he distinguish free unions from prostitution, stable consensual unions 
from customary marriages, and so on? If he takes this approach, he must 
employ a battery of questions and tabulate marital status in several 
categories – an expensive and perhaps impractical procedure. On the 
other hand, if the census taker attempts a less detailed classification, the 
problem of what one includes under the general heading of marriage is 
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still unsolved. Where, in the gradient of possible situations, will one draw 
the line between union and non-union, and if one distinguishes between 
several categories of unions what will the criteria be? Whatever decision 
is taken, the criteria must be clearly indicated. Although ambiguous and 
unsatisfactory in theory, the simple dichotomy found in many censuses and 
sample inquiries between “married” and “single,” may very well be the 
only practical solution in that type of investigation.” (van de Walle, 1968) 
 
According to van de Walle’s statement, demographers have little choice but to classify 
individuals as either “married” or “single” in demographic inquiries. The complexity and 
fluidity of African unions makes it difficult, if not impossible, to do little else. While 
some of the earlier demographic inquiries, including censuses and the World Fertility 
Survey, attempted to capture the range of African unions in existence, more recent 
inquiries have left out this question. Instead, they rely on individuals to report their 
current marital status (single, married, widowed, or divorced)
20
 since it is assumed that 
most individuals can report this information with a great deal of certainty (van de Walle, 
1993). Thus, it is important to note that many individuals who report themselves as 
married may not have participated in formal marriage ceremonies.  
 
Marriage in Malawi 
In Malawi, marriage is nearly universal, women marry young, polygamy is not 
uncommon, and payment of bridewealth is practiced among patrilineal ethnic groups. 
Marriages also frequently end in divorce: approximately half of all rural women will have 
experienced a divorce at some point in their lives (Reniers, 2003). There is, however, 
considerable variation in marriage and divorce patterns by region (Table 4.1). The 
                                                          
20
 This is probably the most common typology of marital status. Others may include a category for 
cohabitation.  
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Northern region, where Tumbuka are the dominant ethnic group, is largely patrilineal 
with mostly virilocal residence after marriage. Marriages tend to be more formal and 
bridewealth payments are part of the marriage process. Payments, however, are not 
substantial. Despite being predominantly Christian, the North has the highest rates of 
polygyny, approximately 41 percent of women enter into polygynous first marriages. 
Also, women residing in the North have the lowest probabilities of divorce for first 
marriage. Approximately 14 and 40 percent of first marriages end in divorce after 5 and 
25 years, respectively. These rates are high, relative to other African countries 
(Amoateng and Heaton, 1989, Isiugo-Abanihe, 1998, Locoh and Thiriat, 1995, Ratcliffe, 
Hill et al., 2002). The Southern region, where Yao are the dominant ethnic group, is 
primarily matrilineal with mostly uxorilocal residence after marriage. Because the South 
is primarily matrilineal, marriages are not formalized in the same way as they are in the 
North, through the payment of bridewealth. As a result, marriages tend to be more casual 
and informal, ending frequently in divorce (Kaler, 2001). This region is historically 
known for its lack of marital stability (Kaler, 2001, Mitchell, 1956, Tew, 1950) and has 
the highest probabilities of divorce for women, 33 and 65 percent of first marriages end 
in divorce after 5 and 25 years, respectively. Despite being predominantly Muslim, the 
South has the lowest rates of polygyny, approximately 23 percent of women enter into 
polygynous first marriages. The Central region, where the Chewa are the dominant ethnic 
group, observes a mixture of patrilineal and matrilineal kinship structures, and residence 
can be either virilocal or uxorilocal after marriage. Statistics for the Central region lie 
between those of the North and South. 
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Event Misreporting 
 Studies on data quality have generally focused on two types of event 
misreporting. The first type, event omission, occurs when a respondent fails to report, 
either intentionally or unintentionally, an event that is being measured. Event omission 
may occur for several reasons. First, a respondent may have simply forgotten about an 
event because it occurred far back in time or the respondent has experienced many 
similar events, making it difficult to recall a specific event. Second, a respondent may not 
have fully understood the question being asked. For example, an interviewer may ask a 
respondent about the number of live births she has experienced. Even though she has had 
five live births, she may omit the most recent birth because her child died shortly after 
birth. Third, a respondent may intentionally misreport an event because it produces 
embarrassment or pain. For example, an unmarried adolescent may be embarrassed to 
report that she has engaged in sexual activity (Buvé, Lagarde et al., 2001) or a mother 
may not mention the death of a child because it brings up painful memories. Lastly, a 
respondent may exercise agency by being strategic in his or her reporting. In a study of 
married couples in rural Malawi, Miller, Zulu et al. (2001) evaluated the consistency of 
spousal reports on household goods, children, pregnancy, family planning, and AIDS. 
They found that men overreported and women underreported ownership of household 
goods. The authors speculated that men overreported to appear as though they are good 
providers and women underreported in hopes of receiving assistance from the research 
team, government, or donors.  
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 The second type of event misreporting consists of misreporting characteristics of 
a reported event. Studies examining the quality of retrospective data have often focused 
on misreporting event dates (Mitchell, 2010, Hertrich, 1998, Auriat, 1993, Smith and 
Thomas, 2003, Wringe, Cremin et al., 2009, Żaba, Isingo et al., 2009) because of their 
potential to affect analyses. For a number of reasons, a respondent may report that an 
event occurred earlier or later than it actually did, a phenomenon referred to as 
telescoping. Two types of telescoping are possible: forward and backward. Forward 
telescoping occurs when a respondent reports that an event took place more recently than 
it actually did, while backward telescoping, occurs when a respondent reports that an 
event took place farther back in time than it actually did. Misreporting an event date can 
be problematic because it can simultaneously increase and decrease the number of events 
occurring in two adjacent time periods, leading to both under- and over- estimates of 
calculated rates, such as child mortality, during a particular time period. Misreporting 
event dates can also affect analyses attempting to assign causality for an event by 
changing the temporal ordering of events. Lastly, it can possibly lead to the 
misrepresentation of trends, such as age at first sex or marriage. Although several studies 
have found that inconsistent reporting of age at first sex and marriage exists in surveys, 
they have shown that population-level indicators are not necessarily biased (Wringe, 
Cremin et al., 2009, Żaba, Isingo et al., 2009, Cremin, Mushati et al., 2009).  
 
Characteristics Associated with Event Misreporting 
 Studies that have examined the characteristics associated with event misreporting 
typically focus on three sets of characteristics: 1) individual 2) event and 3) survey. 
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Individual characteristics under consideration often include age, gender, and education. 
Since events that took place further back in time are less likely to be remembered 
(Sudman, Bradburn et al., 1996), older respondents may have a greater tendency to 
misreport events than younger respondents (Castro, 2012). Older respondents, by virtue 
of having lived longer, may have also experienced several events of a similar nature, 
making it difficult to recall the particulars of a specific event. Gender is another 
characteristic that is almost always included in examinations of data quality. The 
relationship between gender and event misreporting often depends on the type of event 
under question. While women are generally believed to be better at remembering 
marriage and family-related events (Mitchell, 2010, Auriat, 1993, Poulain, Riandey et al., 
1992), they are often worse than men at recalling periods of unemployment (Jacobs, 
2002). In the data used in the present study, women have been found to be more 
consistent in reporting about family planning, gender,
21
 and partnerships whereas men are 
more consistent in reporting about children (Bignami-Van Assche, 2003). Supplemented 
by additional survey waves, Castro (2012) also examined consistency using the same 
data. The author showed that women were more consistent than men in reporting on a 
wide variety of measures. Lastly, level of education has been found to be negatively 
associated with event misreporting. More educated respondents are better at recalling 
events as well as details surrounding these events (Mitchell, 2010, Smith and Thomas, 
2003, Auriat, 1991, Peters, 1988, Castro, 2012). Schooling may increase a set of skills 
related to the ability to recall information.  
                                                          
21
 Gender questions are related to attitudes towards gender roles.  
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 The second set of characteristics typically included in studies on data quality are 
those related to the event itself, in particular, its duration and saliency. Longer duration 
events tend to be more memorable than those of a shorter duration. This was found to be 
the case in a study on the reliability of migration histories in Malaysia (Smith and 
Thomas, 2003). Saliency of an event refers to the importance of an event in a 
respondent’s life. Important events are more likely to be remembered than those of less 
importance (Sudman, Bradburn et al., 1996). Viewed in many cultures as important 
milestones in life, first marriages and births may be better remembered than higher order 
marriages and births. Studies have also shown that salient events that occur within 
proximity to one another are more likely to be remembered than those that occur 
independently in time. Smith and Thomas (2003), for instance, found that being newly 
married increased the likelihood that female respondents reported a migration event. 
Recalling this event, however, is most likely tied to the fact that one of the spouses 
usually moves to the other spouse’s home at marriage.  
Survey characteristics are the final set of characteristics commonly examined in 
studies on data quality. These characteristics can be divided into two groups: survey 
conditions and interviewer effects. Survey conditions that are often studied include 
survey length and presence of others during the interview. Due to the length and time 
required to answer some surveys, respondents may become fatigued and deliberately 
underreport events as a way to shorten the interview (Murphy, 2009). In addition, many 
interviews take place in the household of the respondent, often within earshot of other 
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household members (Weinreb, 2006). Fearful that others may hear, respondents may 
deliberately choose not to report certain events.     
Interviewer characteristics such as gender, race, education, age, and marital status 
may also affect survey responses. In a survey conducted in Nepal, Axinn (1991) found 
that the gender of the interviewer affects responses to some sensitive questions. For 
example, female respondents are more likely to underreport current pregnancies to male 
interviewers than female interviewers. Bignami-Van Assche et al. (2003) also found that 
interviewer characteristics are associated with response patterns in a survey of ever-
married women in rural Malawi. While the strongest relationships existed for gender and 
fertility status, other variables, including age, marital status, and parents’ place of origin 
were found to be associated with certain responses. Using data for the same survey, but 
from later waves, Anglewicz, adams et al. (2009) continued to find similar associations 
between interviewer characteristics and survey responses. In particular, the gender of the 
interviewer was found to have a greater effect on female responses than male responses. 
Becker et al. (1995), in contrast, found no evidence that the gender of interviewers 
matters when asking respondents sensitive questions as part of a national family planning 
questionnaire in Nigeria. Furthermore, there is evidence to suggest that female 
interviewers may be of lower quality than male interviewers. In an experiment conducted 
in Malawi, whereby a research organization used competitive recruitment and job 
referrals to hire male and female interviewers, Beaman, Keleher et al. (2013) found that 
the quality of female applicants who were referred by conventional applicants (applied 
through competitive recruitment) was considerably lower than that of male applicants. In 
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surveys where sensitive questions such as sex and family planning are asked, attempts are 
often made to match respondents with interviewers of the same gender. Given that female 
applicants, as a whole, are of lower quality and pressure exists to hire female 
interviewers, it is likely that many surveys resort to hiring lower quality female 
interviewers in order to satisfy “quotas”. In addition to sociodemographic characteristics 
of the interviewer, whether the interviewer is a “stranger” or “insider” to the respondent 
may affect survey responses. Weinreb (2006) defined interviewers as “strangers” if they 
claimed to not know the respondent’s family at all and as “insiders” if they reported 
knowing the respondent’s family quite well or very well. Compared to stranger-
interviewers, insider-interviewers had higher response rates and greater response 
reliability across two survey waves. 
Besides these three sets of characteristics, other factors may affect event 
misreporting. Social desirability may influence how respondents answer questions, 
especially those of a sensitive nature. For instance, HIV/AIDS-related stigma may lead 
some respondents to underreport activities, such as sexual activity, because it may be 
seen to affect their own infection or chances of infection. Several studies have shown that 
sensitive questions produce the least reliable responses (Tourangeau and Yan, 2007, 
Bignami-Van Assche, 2003). Additionally, an individual’s ability to provide consistent 
answers may affect his or her responses to sensitive questions. Using the same data that is 
used in the present study, Castro (2012) found a significant relationship between 
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individuals’ consistency scores22 and their responses to sensitive questions (children, 
condoms, HIV, and sexual behavior). For example, men and women who provided more 
consistent responses reported higher ages of first sexual intercourse, higher likelihood of 
marrying their first partner (women only), fewer lifetime partners, and fewer best friends’ 
lifetime partners. Lastly, differences in reliability may also exist depending on the type of 
questions being asked. Individual response consistency is usually higher for factual type 
questions, such as age, education, and place of residence, than for knowledge and attitude 
related questions (Mukherjee, 1975).   
 
Data 
The data for this analysis come from the Malawi Longitudinal Study of Families 
and Health (MLSFH), formerly known as the Malawi Diffusion and Ideational Change 
Project (MDICP). The MLSFH is a panel survey that interviews men and women in three 
rural districts of Malawi: Rumphi (Northern), Mchinji (Central), and Balaka (Southern). 
Begun in 1998, the first wave of data collection, interviewed 1,541 ever-married women, 
ages 15-49, and 1,065 of their husbands. In 2001, the MLSFH re-interviewed these 
respondents as well as all new spouses of men and women who remarried between 1998 
and 2001. In 2004, the original sample and their new spouses were interviewed, along 
with a sample of approximately 1,000 adolescents, ages 15-24. In 2006, 2008, and 2010, 
                                                          
22
 Consistency scores were calculated as the proportion of times where the answers to a series of questions 
stayed constant or varied as expected over time. The questions used to compute the score include year of 
birth, ever been to school, year of first marriage, when that marriage ended, ever been outside the country, 
number of children, languages the respondent speaks, tribe the respondent belongs to, age of the first 
spouse, age of the last spouse, number of marriages, year of last marriage, year of divorce/widowhood, 
main reason for divorce, ever been tested for HIV, ever received the results of an HIV test, ever used any 
method of family planning, ever heard a talk at a clinic, ever heard a radio show about family planning, and 
number of people/relatives known to the respondent who have died from HIV.  
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the sample included all respondents from previous waves, along with spouses of 2004 
adolescents, and any new spouses of respondents. The 2010 wave also added a sample of 
approximately 800 parents of MLSFH respondents who were drawn from family listings 
of respondents in the 2006 wave.    
Before describing in more detail the data used in this study, it is important to note 
the quality of the data collected in the MLSFH. The quality of this data has been 
evaluated in previous studies. Taking advantage of an error that occurred in the collection 
of data in the 2001 wave of the MLSFH, whereby some respondents were interviewed 
twice, Bignami-Van Assche (2003) evaluated the consistency of responses among this 
group of respondents and found that 60 to 80 percent of responses were consistently 
reported. More importantly, the distribution and means of selected variables did not differ 
significantly between the initial interview and the re-interview. Anglewicz, adams et al. 
(2009) reached similar conclusions using data from the 2004 and 2006 waves. In addition 
to evaluating interviewer effects and response reliability, the authors investigated attrition 
and sample representativeness. While re-interviewed respondents were found to be 
different than respondents who were lost to follow-up on a number of characteristics, the 
authors did not find that attrition significantly affected results of multivariate analyses. 
Moreover, they found that characteristics of the MLSFH sample are not similar to those 
of respondents interviewed in the same survey areas by the Malawi Demographic and 
Health Survey (see paper for an explanation of these differences).  
Furthermore, the MLSFH has a history of encountering difficulties tracking down 
and interviewing the correct respondents in follow-up waves. In most cases, respondents 
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were not re-interviewed because they have died, moved away, or refused. In other cases, 
the MLSFH survey team encountered individuals in the community pretending to be 
respondents, usually to receive incentives that are given for participation or to satisfy 
their own curiosity (adams, Anglewicz et al., 2013). This problem is especially severe in 
the South where population density is higher and houses are closer together, making it 
easier to pretend to be a respondent. Aware of this problem, the MLSFH has done its best 
to remove data collected from “imposters” in the dataset (adams, Anglewicz et al., 2013). 
While it is possible that data for a few “imposters” remain, I dropped respondents that I 
found questionable from the analytic sample.  
The present study uses data collected in the 2006 and 2010 waves of the MLSFH. 
These survey waves were chosen because of the nature of marriage histories collected
23
 
and the availability of data on interviewers. The 2006 wave is the first survey wave to 
collect detailed, identifiable information on all reported marriages. Respondents reported 
the names of all spouses to whom they were ever married, starting with the first spouse 
and ending with the current/most recent spouse. Respondents were able to list a 
maximum of 10 marriages
24
. The MLSFH did not provide respondents or interviewers 
with specific criteria, i.e. provision of bridewealth, formal ceremony, or exchange of 
gifts, on how to define marriage in this survey. Rather, respondents determined which of 
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 In 1998, the MLSFH only collected information on current marital status, number of other wives/co-
wives, and year marriage began with current spouse(s). The 2001 wave is the first survey wave to collect 
marriage histories. Data collection, however, did not include spouse names and was limited to marriages to 
the current/most recent spouse, previous spouse, and first spouse. The MLSFH only collected information 
on start and end dates and how marriages ended (if they ended). In 2004, marriage histories were again 
collected but were limited to the first five reported marriages. Spouse names were not collected.   
24
 In both survey waves, fewer than five respondents reported being married more than ten times (one in 
2006 and four in 2010).  
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their past unions constituted marriages. This most likely resulted in the inclusion of both 
formal and informal marriages in marriage histories. For each reported spouse, 
respondents provided information on the year marriage began, how many children they 
had with that spouse (not collected in 2010), and whether or not they were still married to 
the spouse. If the marriage had ended, they reported the year it ended and the main reason 
why it ended. With the exception of not collecting data on the number of children they 
had with the spouse in the 2010 wave, the format of marriage histories remained 
consistent across waves. 
The process of data collection differs between the 2006 and 2010 waves. In 2006, 
three data collection teams, “family listing”,25 “main survey”, and “biomarker 
collection”, had the task of interviewing respondents. The family listing team collected 
detailed information on family members, intergenerational transfers, household mortality. 
The main survey team administered the main questionnaire and the biomarker collection 
team administered a questionnaire on VCT testing and conducted HIV testing. Due to the 
amount of time required to collect information, three separate visits were necessary to 
complete all sections of the survey. In total, 3,662 respondents participated in one or 
more parts of the survey: 3,431 in the family listing, 3,251 in the main survey, and 2,797 
in the biomarker collection. The majority of respondents who did not participate in all 
three parts of the survey either refused or were temporarily away. In 2010, biomarker 
                                                          
25
 While the questionnaire is referred to as a family listing, MLSFH collected data on all regular household 
members as well as family members not usually living in the household. These household members 
included parents of respondents, spouses, and biological children, regardless of whether they were alive or 
dead.   
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collection did not occur, resulting in only the survey team collecting data. In total, 3,790 
respondents were interviewed.  
I restrict my potential sample to 2,016 respondents who participated in the main 
survey questionnaire in both survey waves and have marriage history data. I do this for 
two reasons. First, marriage histories were only collected as part of the main survey 
questionnaire. Second, this study aims to verify the reliability of marriage histories, 
which necessitates comparing marriage histories from two surveys. I further restrict my 
potential sample to respondents whose reports of the number of times married equals 
reports of the number of spouses listed in marriage histories in each survey. Based on this 
restriction, I drop 92 respondents because of possible interviewer error in the collection 
of marriage histories and possible data entry error. This resulted in 1,924 respondents in 
my potential sample.  
 
Methods   
The process used to measure the reliability of marriage histories consists of two 
parts. In the first part, I match marriages across surveys for each respondent in the 
analytic sample. Because names tend to be spelled differently across survey waves, 
mostly due to the interpretation of the interviewer, I visually match marriages on a case-
by-case basis. Spouse name is the primary criteria used to confirm that a marriage listed 
in 2006 is the same as a marriage listed in 2010. With very few exceptions, spouse names 
are similar enough to match without any difficulty. Of 1,924 respondents in my potential 
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sample, I was unable to match marriages for 53 respondents.
26
 These respondents were 
dropped from the analysis, resulting in a total of 1,871 respondents (732 men, 1,139 
women) in the analytic sample. In addition to spouse names, I use dates of marriage to 
verify matches. If a marriage occurred before the 2006 wave and is not listed in both 
2006 and 2010, then this marriage is labeled as “unmatched”. Table 4.2 contains 
descriptive statistics of the matching process. For both men and women, the number of 
marriages reported is greater in 2006 than in 2010. Match rates indicate that most 
unmatched marriages are due to respondents not reporting them in 2010. For instance, 
only 84.8 percent of men’s marriages and 89.5 percent of women’s marriages reported in 
2006 are also reported in 2010. In contrast, a much higher proportion of marriages 
reported in 2010 are also reported in 2006.  
In the second part, I reconstruct marriage histories for all respondents in the 
analytic sample. Table 4.3 displays the items listed in reconstructed marriage histories 
(RMH).
27
 A specific algorithm is followed to reconstruct marriage histories for 
respondents. If reports of items listed in Table 4.3 are consistent across surveys, then 
these reports are used to create RMH. If inconsistent reports are given, then information 
provided in the earlier survey is used, if reported by the respondent. Data from the earlier 
survey are used because the marriage in question would have happened closer in time to 
this survey. Additionally, the literature has shown that reports become less reliable as 
events take place further back in time (Sudman, Bradburn et al., 1996). If a respondent 
                                                          
26
 In most cases, respondents did not report any of the same spouses in marriage histories. This created 
suspicion as to whether the same respondent was interviewed in both waves.  
27
 Since most separations are soon followed by divorce, I combine divorced and separated into the same 
category. Reniers (2003) also combined divorce and separation into the same category. 
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reports “don’t know”, then data from the later survey is used, if this information was 
reported. In cases where marriage dates overlap,
28
 I make corrections to marriage start 
and end dates listed in the RMH. In these cases, I use data from the later survey. 
Corrections are only made for women because they are not allowed to have multiple 
husbands at the same time. Men, on the other hand, are permitted to have multiple wives. 
As a result, men’s RMH probably contain more error in marriage dates than those of 
women. While it is likely that some marriages ended before the next one began, despite 
overlapping marriage dates, it is not possible to determine this from the data. I also made 
corrections for men and women’s marriage dates in cases where there is obvious data 
entry error or it is clear from the marriage history data that the marriage date(s) are 
incorrectly reported. For example, a respondent may report that he is married to spouse 
“A” in 2006 and report in 2010 that he divorced spouse “A” in 2004. The end date of this 
marriage is corrected and changed to “2006-2010”. In total, 55 men’s marriages and 85 
women’s marriages were corrected.  
Table 4.4 presents match statistics of RMH. In total, 1,371 men’s marriages and 
1,729 women’s marriages are listed. Approximately 500 marriages are unmatched 
between the 2006 and 2010 waves. These marriages make up 18.8 percent and 12.9 
percent of men’s and women’s marriages, respectively, listed in the RMH. Since it is 
unknown whether respondents reported all of their marriages in 2006 and 2010, these 
numbers mark the lower bound of the true number of marriages. In Table 4.4, I also 
report match statistics at the individual level. Close to one-quarter of men and one-sixth 
                                                          
28
 For instance, after reconstructing marriage histories for a female respondent, I find that the reconstructed 
dates of her first and second marriage are 1995-2000 and 1999-2006, respectively.  
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of women in the analytic sample omitted at least one marriage. Among those married 
more than once, around 50 percent omitted one or more marriages. Of respondents who 
omitted at least one marriage, approximately 20 percent did not report multiple 
marriages.  
 
Independent Variables 
This study focuses on four sets of independent variables: individual, marriage, 
survey, and interviewer characteristics. Individual characteristics include age, age 
squared, region of residence, education, and inconsistent reporting of survey responses. 
While education can be measured in multiple ways, I create a dichotomous variable 
indicating whether or not a respondent has completed five or more grades of schooling. 
This is chosen as the cutoff point because it represents the median grades of schooling 
completed by respondents in the analytic sample. I include three variables under 
inconsistent reporting of survey responses: level of education, number of children ever 
born, and number of lifetime sexual partners. Respondents are coded as having 
inconsistent reporting of level of education if reports of educational attainment (no 
schooling, primary, secondary) differ between the 2006 and 2010 waves.
29
 A respondent, 
for instance, who reports primary education in 2006 and no education in 2010 is coded as 
having inconsistent reporting of level of education. Inconsistent reporting of number of 
children ever born and number of lifetime sexual partners are coded in a different 
manner. If respondents report declines in the number of children ever born or number of 
                                                          
29
 Three respondents reported that they were still attending school in 2006. I took this into account when 
coding whether respondents reported inconsistent level of education. 
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lifetime sexual partners between 2006 and 2010, then they are coded as having 
inconsistent reporting of these variables. This coding scheme, however, cannot detect 
other types of reporting inconsistencies. For example, a respondent may report having 
four lifetime sexual partners in 2006 and six in 2010 even though he or she may have had 
more sexual partners.   
Marriage characteristics include marriage order, years since marriage began, short 
duration marriage, status of marriage, and ever been in a polygamous marriage (for men 
only). Marriage order is divided into three categories: first, second, and third or higher. I 
combine third and higher order marriages into a single category because they make up 
less than 5 percent of all marriages. Years since marriage began is calculated by 
subtracting the marriage start date from 2006. A short duration marriage is defined as a 
marriage that has lasted five years or less. Among current marriages, I consider a 
marriage to be of short duration if it began after 2000. Status of marriage refers to the 
reconstructed status of marriage in 2010 and includes the following categories: still 
married, divorced, or widowed. I do not include reports of number of children produced 
in marriage because this information was not collected in 2010. Lastly, I include a 
variable indicating whether a respondent was ever in a polygamous marriage. This 
variable is only included for men. Men in polygamous marriages may have a greater 
tendency to omit marriages and/or have more difficulty remembering marriage dates.       
Survey characteristics include interviewer knows respondent’s family (2006), 
degree of cooperation (2006 and 2010), and length of survey time (2010). At the end of 
each questionnaire, interviewers must answer a series of questions about the preceding 
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interview. In 2006, one of the questions asked interviewers “How well do you know the 
respondent’s family?” Possible responses include “not at all”, “by name only”, “quite 
well”, and “very well”. I use these responses to create a dichotomous variable labeled 
“interviewer knows respondent’s family.” If the interviewer reported knowing the 
respondent’s family “by name only”, “quite well”, or “very well”, then the interviewer is 
coded as knowing the respondent’s family. If the interviewer reported “not at all”, then 
the interviewer is coded as not knowing the respondent’s family. This question was not 
asked in 2010. Questions about the respondent’s degree of cooperation were asked in 
2006 and 2010. Possible responses include “bad”, “average”, “good”, and “very good”. 
Because very few interviewers reported “bad” degree of cooperation, I combine “bad” 
and “average” responses into the same category. The other categories are coded “good” 
and “very good”. The data needed to calculate length of survey time is only available in 
2010. I code this variable into three categories: short, middle, and long. Short refers to the 
25 percent shortest survey times; middle refers to the middle 50 percent of survey times; 
and long refers to the 25 percent longest survey times.  
 Interviewer characteristics were collected in both 2006 and 2010. At the end of 
data collection, interviewers completed exit questionnaires, which contained questions 
about their background, work history, thoughts about the MLSFH survey, and 
HIV/AIDS. I merged data from the interviewer exit questionnaires to respondents’ data. 
For unknown reasons, data from the 2006 interviewer exit questionnaires are missing for 
25.6 percent of respondents in the analytic sample. This problem disproportionately 
affects respondents living in the Central region, where 47.2 percent do not have 
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interviewer data. In the Northern and Southern regions, 20.7 percent and 17.5 percent, 
respectively, lack this data. Data from the 2010 interviewer exit questionnaires are, for 
the most part, complete. While 2006 interviewer data are included in regression analyses, 
results are not described. They are, however, presented in the tables. 
 
Analyses 
Multinomial logistic regression is used to determine the characteristics that are 
associated with unmatched marriages. Since current marriages are likely to be listed in 
each survey wave, unmatched marriages should primarily exist among terminated 
marriages. There are, however, four cases where unmatched marriages are found among 
current marriages. In all four cases, respondents were in polygamous marriages and did 
not report one of their current spouses in 2006. I was able to deduce that they were 
married to these spouses in 2006 because they reported being married to them in 2010. I 
ruled out the possibility that these spouses came from recent marriages, occurring after 
2006, because marriage start dates indicate that they had been married for a considerable 
period of time. Although these marriages are not terminated, I include them in the 
category “terminated-unmatched”.  
If this analysis is restricted to terminated marriages, bias could be introduced into 
the analytic sample. Thus, I use multinomial logistic regression because it permits the 
inclusion of both current and terminated marriages in the analysis. The three categorical 
outcomes are: 1) matched-terminated marriage 2) unmatched-terminated marriage and 3) 
current marriage. Because this analysis focuses on characteristics associated with 
unmatched marriages, I select matched-terminated marriages as the base outcome. Three 
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sets of models are built. In Model 1, I include individual and marriage characteristics. I 
do not include status of marriage in this model because current marriages predict current 
marriages perfectly. In Model 2, I add survey and 2010 interviewer characteristics. In 
Model 3, 2006 interviewer characteristics are added. These variables are added last 
because only a subset of respondents has 2006 interviewer data. Since individuals 
contribute multiple marriages, I adjust for clustering at the individual level.  
Logistic regression is used to examine the characteristics associated with 
inconsistent reporting of marriage start and end dates. Because analyses are restricted to 
marriages that were reported in both 2006 and 2010, respondents whose marriages are 
included in this set of analyses may already be better at reporting consistent information 
on their marriages. Separate logistic regressions are run for each outcome: reported 
inconsistent marriage start date and reported inconsistent marriage end date. Status of 
marriage is included in these analyses. For the outcome, reported inconsistent marriage 
start date, I run regressions separately for men and women. Similar to regressions run in 
the first set of analyses, I build three sets of models. For the outcome, reported 
inconsistent marriage end date, only terminated matched marriages are included and 
regressions are run on a pooled sample of men and women because of a substantial 
decline in sample size. Since the variable, ever been in a polygamous marriage, does not 
apply to women, it is not included in this set of analyses. Five models are built. Models 1 
and 2 are the same as those in the previous outcome, unmatched marriage. Because men 
and women are combined in this set of analyses, I test whether the effect of variables 
differs by gender. Model 3 includes statistically significant gender interactions. The 
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variables in Model 4 are similar to those in Model 3 for previous analyses. In Model 5, I 
add statistically significant gender interactions. For all models, I adjust for clustering at 
the individual level because some individuals contribute multiple marriages.  
Lastly, I test whether underreporting marriages and reporting inconsistent 
information in marriage histories affect marriage indicators. I calculate means for age at 
first marriage, number of times married, number of times divorced, ever divorced, and 
ever widowed. I compare results obtained using data from reported marriage histories in 
2006 and 2010 to those using RMH. I do this by conducting both paired and unpaired 
statistical tests. Whereas paired tests measure whether the mean difference between 
paired observations is zero, unpaired tests measure whether the mean difference between 
groups is zero. Implications of these results differ depending on the type of test 
performed. Paired test results can reveal whether marriage indicators are biased at the 
individual level. If this is the case, then biased marriage indicators have the potential to 
affect regression analyses. Unpaired test results, on the other hand, can uncover whether 
marriage statistics are biased at the group level. If biases exist at the group level, then it 
could affect the interpretation of trends in marriage indicators. For paired tests, I use 
either a t-test or Wilcoxon signed rank test, depending on the distribution of the variable, 
to test whether calculated means are statistically different from each other. For unpaired 
tests, I use either a t-test or Wilcoxon Mann-Whitney test.  
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Results 
Number of Times Married in the 2006 and 2010 MLSFH 
I begin my analysis by comparing reports of the number of times married in 2006 
and 2010. For reports to appear consistent, the number of times married should remain 
the same or increase over time. Tables 4.5 and 4.6 contain the reported number of times 
married in 2006 and 2010 for men and women, respectively. The left side of the table 
corresponds to the reported number of times married in 2006 and the top row corresponds 
to the same figure in 2010. According to Table 4.5, 340 men reported being married once 
in 2006 and 2010. From these reports it is assumed that none of these men remarried 
between 2006 and 2010. The shaded areas refer to reported declines in the number of 
times married. Approximately 15.7 percent and 9.9 percent of men and women, 
respectively, reported being married fewer times in 2010 than in 2006. While these tables 
provide evidence that a fair amount of event misreporting exists, they fail to show two 
other possible cases of misreporting. The first case involves respondents who report an 
increase in the number of times married even though a new marriage did not occur 
between 2006 and 2010. The second case involves respondents who report the same 
number of marriages even though a new marriage occurred between survey waves.  
 
Characteristics Associated with Unmatched Marriages 
In Tables 4.7 and 4.8, I present multinomial logistic regression results predicting 
current and unmatched marriages among men and women, respectively. Relative risk 
ratios are relative to terminated-matched marriages. In Model 1, where I control for 
individual and marriage characteristics, I find that marriages where women are older are 
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more likely to be unmatched. The direction of the age squared term indicates that the 
relationship is non-linear and increases with age. Although age predicts unmatched 
marriages among women, it does not do so among men. Marriages where men have 
inconsistent reports of number of children ever born and women have inconsistent reports 
of number of lifetime sexual partners are significantly associated with greater odds of 
being unmatched. Region of residence and education are not significantly associated with 
unmatched marriages for both men and women.  
With respect to marriage characteristics, I find that short duration marriages have 
significantly higher odds of being unmatched for both men and women. Several reasons 
may account for this finding. First, short duration marriages may largely consist of 
unsuccessful marriages, which individuals may prefer to forget. Second, in areas where 
bridewealth is common, mostly in the North, payment may not have been fully made 
before the start of marriage. If a couple separates before bridewealth has been paid, the 
individuals involved may retrospectively view this marriage as never existing. Lastly, 
short duration marriages may not have produced any children. Because children are 
considered to be an integral part of marriage, a childless union may, in retrospect, be 
viewed as never having occurred. As expected, marriages where men have ever been in a 
polygamous marriage are found to predict unmatched marriages. Surprisingly, I find that 
marriage order is not associated with unmatched marriages. Given that earlier events are 
less reliably reported (Sudman, Bradburn et al., 1996), I expected earlier marriages to be 
underreported more often than later marriages. This finding conflicts with an earlier study 
that found that earlier marriages were being omitted by older women in the World 
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Fertility Surveys (Brandon, 1990). The lack of importance of marriage order in the 
present study could be due to respondents consistently omitting earlier marriages across 
survey waves, making it impossible to detect omissions. I also find that the number of 
years since marriage began is not associated with unmatched marriages. This is also 
surprising considering that events that occurred further in the past are less likely to be 
remembered (Sudman, Bradburn et al., 1996).  
In Model 2, where I add survey and 2010 interviewer characteristics, I find that 
inconsistent reporting of level of education becomes a marginally significant predictor of 
unmatched marriages among women but not men. Marriages where women report 
inconsistent level of education have higher odds of being unmatched. Although none of 
the survey characteristics appear to have a strong relationship with the outcome among 
men, length of survey time is associated with unmatched marriages among women. 
Marriages with the shortest survey times have marginally higher odds of predicting 
unmatched marriages (Murphy, 2009). Two possible explanations exist. Some women 
may intentionally or unintentionally omit events, resulting in shorter interview times. 
Alternatively, some interviewers may spend less time probing for answers, which could 
also result in shorter interview times. Other survey characteristics, including interviewer 
knows respondent’s family (2006) and degree of cooperation (2006 and 2010), are not 
associated with marriages being unmatched.  
Regression results indicate that a number of 2010 interviewer characteristics are 
significantly associated with unmatched marriages. While prior interviewing experience 
predicts unmatched marriages, the direction of this relationship differs by gender. Among 
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men, the direction is as expected: prior interviewing experience lowers the odds of an 
unmatched marriage. One likely explanation could be that interviewers with prior 
experience are better at probing for responses than less experienced interviewers. In 
contrast, prior interviewing experience is associated with higher odds of unmatched 
marriages among women. One potential explanation could be that women are less 
receptive to probing by interviewers. They may find it intrusive, decreasing their 
likelihood of providing complete information. Additionally, marriages where men were 
interviewed by a female interviewer are less likely to be unmatched. Although this 
relationship is not statistically significant among women, odds ratios are in the same 
direction. Compared to their male counterparts, female interviewers may be better at 
probing for responses regarding marriage. Other 2010 interviewer characteristics such as 
age, age squared, ever married, and lives in same district as respondent were not found to 
be associated with unmatched marriages.  
 
Discrepancies in Matched Marriages  
Table 4.9 contains descriptive statistics of discrepancies in matched marriages. In 
total, 1,040 men’s marriages and 1,425 women’s marriages were successfully matched 
between the 2006 and 2010 waves. Whereas consistent reporting of marriages measures 
one dimension of data quality, consistent reporting of information about these marriages 
represents another dimension. In this set of analyses, I focus on whether respondents are 
consistent in reporting information about their status of marriage, marriage start date, and 
marriage end date. Among these three items, little discrepancy exists over the status of 
marriage. Less than two percent of men’s marriages and four percent of women’s 
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marriages reported in 2006 and 2010 had discrepancies in status of marriage (row 1.1). 
Because so few discrepancies exist, I focus on discrepancies in marriage start and end 
dates.  
 In Figure 4.1, I present a graphical distribution of discrepancies in marriage start 
dates by gender.
30
 According to Figure 4.1, almost half of all discrepancies are centered 
at zero. A slight negative skew can be observed as the distribution tends to be more 
positive than negative. Section 2 of Table 4.9 presents a quantitative approach to the 
graphical depictions. Row 2.1 confirms that median start date discrepancies are centered 
at zero. I also examine whether telescoping is a factor in the dating of marriage start 
dates. In rows 2.4-2.6, a greater percentage of discrepancies occur where the 2006 date is 
later than the 2010 date, providing preliminary evidence that backward telescoping may 
exist. To test whether discrepancies are statistically significant, I calculate the quartic root 
of the absolute value of differences in start dates.
31
 Results indicate that mean 
discrepancies hover around 1.3 years for men and 1.4 years for women. Discrepancies are 
only statistically significant (p=.05) for women, indicating that backward telescoping 
does not exist among men. 
 In addition, I examine discrepancies in marriage end dates among matched 
marriages that have ended in divorce or widowhood. Figure 4.2 presents a graphical 
                                                          
30
 I removed outliers because they affect the overall presentation of data. I defined outliers as observations 
where the absolute difference in start dates is greater than 10 years. Outliers make up 3.5 percent of men’s 
matched marriages and 5.3 percent of women’s matched marriages.     
31
 This refers to √|              |
 
. This measure is robust to outliers. 
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depiction of the distribution of discrepancies in marriage end dates by gender.
32
 Similar 
to marriage start dates, discrepancies are centered at zero for both men and women. There 
exists, however, a slight negative skew in the distribution of discrepancies in marriage 
end dates for men and women. In Table 4.9, rows 3.4-3.6 indicate that a very small 
degree of forward telescoping may exist. When I calculate the difference in the mean 
quartic root of discrepancies, I find no significant differences in mean discrepancies. This 
suggests that neither men nor women are telescoping marriage end dates.  
 
Characteristics Associated with Inconsistent Reporting of Marriage Start Dates 
Table 4.10 contains logistic regression results predicting inconsistent reporting of 
marriage start dates by gender. Model 1 shows that region of residence is a significant 
predictor. Marriages where respondents reside in the South are significantly more likely 
to have inconsistently reported marriage start dates than marriages in the Central region. 
This relationship differs by gender in the North. While men’s marriages have 40 percent 
higher odds of having inconsistently reported marriage start dates, this is not the case for 
women’s marriages. Compared to the other regions, the South has the highest levels of 
marital disruptions as well as the least formal marriage processes. The combination of 
these two factors could make remembering marriage start dates more difficult. Not 
surprisingly, marriages where respondents have completed five or more grades of 
schooling are significantly less likely to have inconsistently reported marriage start dates. 
This finding is consistent with previous studies that have found more educated 
                                                          
32
 Similar to marriage start dates, I removed outliers where the absolute difference in start dates is greater 
than 15 years. Outliers make up 2.4 percent and 3.6 percent of men’s and women’s terminated matched 
marriages, respectively.  
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respondents to be better at recalling details surrounding events (Mitchell, 2010, Smith 
and Thomas, 2003, Auriat, 1991, Peters, 1988, Castro, 2012). Inconsistent reporting of 
number of children ever born and number of lifetime sexual partners are positively 
associated with the outcome for women but not for men. This finding suggests that 
misreporting by women spills over into several domains, especially those of a sensitive 
nature.  
Several marriage characteristics are found to predict inconsistent reporting of 
marriage start dates. Second marriages are more likely to have inconsistently reported 
marriage start dates, probably because first marriages are more memorable than later 
marriages. Although odds ratios are large and positive for third or higher order marriages 
among men, they are not statistically significant, possibly due to low statistical power 
resulting from a small number of third or higher order marriages. The status of the 
marriage in question is also found to predict inconsistent reporting of marriage start dates. 
Interestingly, only marriages that have ended in widowhood are significantly more likely 
to have inconsistently reported marriage start dates. It is unclear why this is not also the 
case for divorced marriages. Given that I control for respondent’s age and years since 
marriage began, I can rule out the possibility that older respondents who experienced a 
spousal death years ago are more likely to provide inconsistent reports of marriage start 
dates. Additionally, I find that short duration marriages among women have significantly 
higher odds of having inconsistently reported marriage start dates. One possible 
explanation could be that short duration marriages are less memorable than long duration 
marriages, making it more difficult to recall consistent start dates. Since men in 
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polygamous marriages have multiple wives, one would expect that they would have 
greater difficulty remembering marriage dates. Surprisingly, ever being in a polygamous 
marriage does not predict inconsistent reporting of marriage start dates.  
In Model 2, where I add survey and 2010 interviewer characteristics, odds ratios 
and significance levels of previously included variables remain the same, with the 
exception of region of residence (North) for men. Among men, length of survey time, age 
of the interviewer, and interviewer has prior interviewing experience are associated with 
inconsistent reporting of marriage start dates. Shorter interview times display higher odds 
of inconsistent reporting. This could be due to the respondent and/or the interviewer 
rushing through the interview in order to shorten the interview time. Marriages where 
interviewers are older are associated with inconsistent reporting of marriage start dates. 
An obvious explanation of why interviewer’s age might matter is not apparent. Similar to 
results obtained from unmatched marriages, prior interviewing experience is negatively 
associated with the outcome. This is probably due to the ability of experienced 
interviewers to probe for answers. Among women, only degree of cooperation (2010) is 
found to be significantly associated with inconsistent reporting of marriage start dates. 
Marriages where interviewers report average/bad cooperation have higher odds of 
reporting inconsistent marriage start dates. These women may be reported as having 
average/bad cooperation because they are unwilling to share information or they reported 
“don’t know” to many questions.  
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Characteristics Associated with Inconsistent Reporting of Marriage End Dates 
 In Table 4.11, I present odds ratios of reporting inconsistent marriage end dates 
for men and women combined. Model 1 shows that marriages where respondents are 
older are more likely to have marriage end dates reported inconsistently. More education, 
in contrast, predicts significantly lower odds of inconsistent reporting, which is similar to 
findings for marriage start dates. Contrary to prior outcomes, no significant relationship 
exists between inconsistent reporting of survey responses and inconsistent reporting of 
marriage end dates. I also find that gender and region of residence do not matter. Similar 
to marriage start dates, short duration marriages have significantly greater odds of being 
inconsistently reported. Marriage order and marriages that end in widowhood do not 
predict inconsistent reporting of marriage end dates.  
 In Model 2, where I add survey and 2010 interviewer characteristics, I find that 
degree of cooperation (2006) and gender of the interviewer predict inconsistent reporting 
of marriage end dates. Marriages where interviewers reported average/bad cooperation on 
the part of respondents have almost double the odds of inconsistent reporting than 
marriages where interviewers reported good cooperation. Lack of interest and/or 
cooperation on the part of respondents could cause respondents to be less careful about 
their responses. While being interviewed by a female interviewer reduced the likelihood 
of unmatched marriages, it predicts inconsistent reporting of marriage end dates. While 
female interviewers may be better than male interviewers at probing for marriages, they 
may have greater difficulty discussing terminated marriages with respondents. Since men 
and women are pooled in this analysis, I tested for interactions between gender and each 
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of the included variables. Only one interaction was found to be statistically significant. 
Men’s marriages that ended in widowhood are significantly more likely to have marriage 
end dates reported inconsistently than women’s marriages (Model 3).  
 
Marriage Indicators: 2006/2010 MLSFH vs. RMH   
In the next set of analyses, I test whether misreporting marriage history data 
affects marriage indicators. I do this by comparing marriage indicators calculated using 
2006 and 2010 MLSFH data to those calculated using RMH. Tables 4.12 and 4.13 
contain a side-by-side comparison of these results. When comparing indicators calculated 
using RMH to 2006 MLSFH data, I exclude marriages that began after the 2006 survey. 
When comparing statistics calculated using RMH to 2010 MLSFH data, I include all 
marriages listed in RMH.  
Overall, differences in marriage indicators appear to be small (Tables 4.12 and 
4.13). According to paired statistical tests, which take into account mean differences 
within individuals, these differences are statistically significant. Mean age at first 
marriage is significantly lower using data from RMH than 2006/2010 MLSFH data. Men 
and women are also found to underreport the number of times married and divorced in 
the 2006 and 2010 waves of the MLSFH. Underreporting appears to be a greater problem 
in 2010 because the mean number of times married and divorced actually declined over 
time. For example, 2006 and 2010 MLSFH data indicate that the mean number of times 
married among men declined from 1.68 to 1.62. Discrepancies also exist in the 
percentage of respondents ever divorced. While differences are small in 2006, they 
become strikingly large in 2010. The percentage of men who have ever divorced is 12 
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percentage points lower using 2010 MLSFH data than RMH. The gap is smaller among 
women, 8 percentage points. The percentage ever widowed is slightly lower using 
2006/2010 MLSFH data than RMH for men. These differences are statistically 
significant. I find a lower percentage of women who report ever being divorced in 2006 
than in the RMH. This is not the case in the 2010 MLSFH, where the percentage ever 
widowed is slightly higher than in the RMH. This difference, however, is not statistically 
significant.  
According to unpaired statistical tests, which take into account differences in 
means between groups rather than within individuals, marriage indicators are not always 
significantly different. While no significant differences are found in the means of 
marriage indicators calculated using 2006 MLSFH data and RMH, they exist for the 2010 
MLSFH data. Among men and women, means of the number of times married, number 
of times divorced, and ever divorced calculated using 2010 MLSFH data are significantly 
different than those calculated using RMH. I also find that age at first marriage calculated 
using 2010 MLSFH data is not significantly different from that of RMH for men. It is, 
however, significantly different for women.    
RMH-calculated marriage indicators show that levels of marriage, divorce, and 
widowhood are actually higher than what is reported in the 2006 and 2010 MLSFH. 
Underreported marriages most likely consist of marriages that have ended in divorce or 
widowhood. Because most terminated marriages end in divorce, underreporting has a 
more pronounced effect on divorce indicators. Furthermore, discrepancies appear to be 
larger in 2010 than in 2006, indicating that marriage reports are less reliable in 2010.  
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A close look at differences in marriage indicators between the 2006 and 2010 
MLSFH suggests that underreporting is a greater concern in the later wave. For all 
variables, with the exception of age at first marriage, means are lower in 2010 than in 
2006, providing strong evidence of misreporting. Two possible explanations exist: 1) 
marriages are being overreported in 2006 or 2) marriages are being underreported in 
2010. Due to the low likelihood that respondents would report marriages that never took 
place, the first explanation can be safely ruled out. A more likely explanation could be 
that marriages are being underreported in 2010.  
 
Panel Conditioning in the MLSFH 
One possible explanation for why marriages are underreported in 2010 could be 
panel conditioning, which occurs when repeated interviewing affects responses in 
subsequent surveys. The MLSFH is a longitudinal survey that has been in existence in 
rural Malawi since 1998. Although new spouses of respondents were added in each 
survey wave and samples of adolescents and elderly parents were added in 2004 and 
2008, respectively, a significant proportion of respondents have been interviewed in 
multiple waves, increasing their familiarity with survey questions. Since 2001, the 
MLSFH has collected marriage history data from its respondents. The format of these 
marriage histories has, for the most part, remained the same over time. In each survey 
wave, interviewers asked respondents to list their current and past spouses
33
 and to 
answer a series of questions about each marriage. With the exception of 2004, 
respondents were asked an additional series of questions about their current, previous, 
                                                          
33
 In 2004, the MLSFH asked respondents to list their first five spouses.  
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and first spouse. Due to their growing familiarity with the survey format, some 
respondents may have realized that they could answer fewer questions and shorten the 
survey time by reporting fewer marriages.  
To test this possibility, I calculate the percentage of respondents who reported 
inconsistent number of times married across survey waves (Table 4.14). Each row 
corresponds to respondents who have participated in the MLSFH in every survey wave 
since the year listed in the row on the left side of the table. The year 1998 is not included 
because the MLSFH did not collect data on the number of times married in that survey 
year. According to the top panel of Table 4.14, 328 men provided reports of the number 
of times married in every survey wave since 2001. Similarly, 447 men reported this 
information in every survey wave since 2004. The number in each box corresponds to the 
percentage of respondents who reported inconsistent number of times married between 
the earlier and later survey. Inconsistent reports occur if the number of times married in 
the earlier survey is greater than that reported in the later survey. Among men, 7.3 
percent of respondents interviewed since 2001 reported a decline in the number of times 
married between 2001 and 2004. While this figure remained the same in 2006, it doubled 
in 2008 and remained the same in 2010. While a similar pattern is observed among men 
who have been interviewed since 2004, minimal differences in reported inconsistencies 
are observed among men who have been interviewed since 2006. In the bottom panel of 
Table 4.14, I present the same figures for women. These patterns are similar to those 
observed for men.  
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Discussion        
 The present study examines the reliability of marriage histories collected in the 
Malawi Longitudinal Study of Families and Health. Results indicate that a significant 
proportion of marriages are underreported in the MLSFH. Although this study finds 
inconsistent reporting of marriage dates among marriages reported in both 2006 and 
2010, it is not possible to measure the reliability of marriage dates for marriages reported 
in only one wave. This study also finds that misreporting is not random. Regression 
analyses show that a number of individual, marriage, and survey-related characteristics 
are associated with underreporting marriages and misreporting marriage dates. Moreover, 
marriage indicators such as number of times married and age at first marriage are affected 
by misreporting information collected in marriage histories. Means calculated from RMH 
indicate that levels of marriage, divorce, and widowhood are actually higher than reports 
in the 2006 and 2010 waves. Because these levels are lower in 2010 than in 2006, 
misreporting appears to be a greater problem in 2010.  
Previous studies are correct in surmising that short or unsuccessful marriages are 
the marriages that are most likely omitted from marriage histories (Boileau, Clark et al., 
2009, Reniers, 2008). Short or unsuccessful marriages may be omitted because of 
problems in defining marriage and changing perceptions of marriage. Given that fewer 
marriages were reported in 2010 than in 2006, it is likely that some respondents altered 
their perceptions of previous unions, no longer viewing them as marriages. One strategy 
that could minimize changing perceptions of marriage is for surveys to define marriage in 
a manner that follows local norms and to make sure that respondents are aware of this 
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definition. In the case of Malawi, marriage might be defined as any union that was 
perceived, at any point during its duration, as a marriage by the couple and members of 
the community, even if traditional or formal ceremonies were not completed. Marriages 
would include unions that ended before full payment of bridewealth (if bridewealth 
payment is part of the local custom) and unions that did not produce any children. While 
this strategy might be successful in decreasing the number of marriages that are 
underreported because of changing perceptions of marriage, it would not eliminate 
underreporting due to panel conditioning.  
A number of gender differences exist in how marriage histories are reported. 
Although men and women underreport a considerable number of marriages, the problem 
appears to be greater among men. This finding is consistent with previous studies that 
have found that women are generally better at remembering marriage and family-related 
events (Mitchell, 2010, Auriat, 1993, Poulain, Riandey et al., 1992). The practice of 
polygamy could provide one explanation for why men are worse than women at reporting 
marriages. Compared to monogamous men, polygamous men are more likely to marry 
and divorce more frequently, making it more difficult to remember all of their spouses. 
Multivariate regression results substantiate this explanation: marriages where men have 
ever been in a polygamous marriage have double the odds of being unmatched. While 
men and women are equally likely to report inconsistent marriage start dates, women 
have a greater tendency to backward telescope marriage start dates, reporting earlier start 
dates in 2010 than in 2006. Because women are, on average, less educated than men, they 
may have a weaker grasp of dates, affecting their ability to provide consistent dates. 
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Previous studies have shown that more educated respondents are better at recalling events 
as well as details surrounding these events (Mitchell, 2010, Smith and Thomas, 2003, 
Auriat, 1991, Peters, 1988, Castro, 2012). With respect to marriage end dates, men and 
women are equally likely to report inconsistent dates.  
A side-by-side comparison of marriage indicators calculated using 2006/2010 
MLSFH data and RMH indicate that differences are small but statistically significant. 
Depending on how marriage histories are used, the implications of misreporting can 
differ. Results from paired tests indicate that misreporting can affect regression analyses 
because the unit of observation is at the individual level. For example, a study examining 
the relationship between ever being divorced and HIV status could lead to erroneous 
conclusions if marriages and, hence, divorces are underreported. Misreporting marriage 
dates could also bias regression analyses. For example, an investigation of the effect of 
divorce on children’s outcomes relies heavily on parents’ marriage dates. Researchers can 
misclassify parents’ marriage status (still married, divorced, or widowed) if marriage 
dates are misreported. Consequently, researchers using data from marriage histories in 
individual-level regression analyses should be aware that underreporting marriages and 
misreporting marriage dates have the potential to bias results.  
Results from unpaired tests indicate that misreporting does not always bias 
marriage indicators. Although paired tests revealed that 2006 marriage indicators are not 
equal to RMH indicators, unpaired tests found that differences are not statistically 
significant. When data from marriage histories are used to calculate population-level 
indicators, these indicators are not necessarily biased. This finding is consistent with 
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previous studies that have found that inconsistent reporting of age at first sex and 
marriage does not always bias population-level indicators (Wringe, Cremin et al., 2009, 
Żaba, Isingo et al., 2009, Cremin, Mushati et al., 2009). Researchers, however, should 
display caution when calculating population-level marriage indicators from marriage 
history data because 2010 marriage indicators were found to be biased.  
Some respondents may have learned to condition their responses to the survey. In 
order to reduce the amount of time spent answering survey questions, respondents may 
intentionally omit certain marriages. Since the first survey wave, the length of the survey 
has increased and the survey has become more complex. Over the years, modules have 
been added asking respondents to list sexual partners, household members, individuals 
providing actual/potential transfers, and people with whom they have discussed 
HIV/AIDS. For each module, respondents are asked a series of questions about each of 
the listed individuals. In addition, in the 2004, 2006, and 2008 waves, more than one 
survey team visited respondents to administer questionnaires and collect biomarkers, 
resulting in more time spent being interviewed. Considering the amount of time spent 
participating in the MLSFH, respondents, especially those who have been interviewed in 
multiple waves, may feel that they receive little or no benefit for their participation. 
Although they are always given the option to refuse, they may agree to participate for the 
sake of politeness.  
One possible strategy for reducing the effect of panel conditioning is to have 
interviewers stress the importance of respondents’ participation in the survey. 
Interviewers could increase respondents’ awareness of the key role they play in the 
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research process and the potential implications of this research on policies and 
interventions in Malawi and similar contexts. As a result, respondents might spend more 
time reflecting on the questions asked, leading to more accurate and complete answers. 
Although this strategy does not eliminate underreporting due to poor memory, it could 
deter respondents from taking shortcuts to complete the interview faster. A second 
strategy is to order questions in the questionnaire in a manner that does not fatigue or 
bore the respondent. In the MLSFH, certain modules such as the household roster, 
transfers roster, investments in children’s education, sexual partner history, and marriage 
history require respondents to list individuals and answer a series of questions about each 
individual. Even though questions refer to different individuals, the task of repeatedly 
answering the same questions may become tedious and exhausting for some respondents. 
Breaking up the monotony of this task could reduce the number of respondents who try to 
take shortcuts, e.g. list fewer individuals, to shorten the interview time.  
Findings from this study suggest that changing perceptions of marriage and panel 
conditioning might affect the quality of marriage history data collected in the MLSFH. 
Therefore, collecting marriage histories repeatedly may not be the optimal method of 
gathering information on previous and current marriages. Instead, researchers should 
focus on collecting complete and accurate marriage histories only once, preferably in the 
initial round, or if the survey has already collected multiple waves of data, as early as 
possible. In subsequent waves, interviewers should update previously collected marriage 
histories by recording any marital changes that have occurred since the respondent was 
last interviewed. While the aforementioned suggestion of collecting marriage histories is 
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not new and has been implemented in many longitudinal surveys, it would likely reduce 
the effects of changing perceptions of marriage and panel conditioning on misreporting in 
marriage histories, and possibly result in the collection of higher quality marriage 
histories.   
 
Conclusion  
 This is the first study of its kind to examine the reliability of marriage histories 
collected in the context of Sub-Saharan Africa. This study takes advantage of marriage 
history data collected as part of the Malawi Longitudinal Study of Families and Health, a 
longitudinal survey that has interviewed respondents every two to three years from 1998-
2010. Using marriage history data from the 2006 and 2010 waves, this study finds that a 
considerable number of marriages are underreported and, of marriages that are reported 
in both waves, marriage dates are often misreported. Although marriage histories are 
frequently used to study marriage dynamics, no knowledge has existed, until now, on the 
degree of misreporting in marriage histories. How relevant these findings are up-and-
beyond working with the MLSFH is not known and, at best, this study can only 
conjecture at its relevance.  
 The findings in this study are most relevant to longitudinal surveys that have, in a 
similar fashion, collected marriage histories repeatedly. Both shifting perceptions of 
previous marriages and panel conditioning might have led respondents to omit marriages. 
In terms of its relevance to cross-sectional and longitudinal surveys that have collected 
marriage histories only once, the problem of panel conditioning would probably not exist, 
especially in the case of cross-sectional surveys. Instead, these surveys may encounter 
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problems with respondents underreporting marriages because they retrospectively no 
longer view them as marriages. As suggested in the Discussion section, one strategy for 
minimizing this problem is to use context-appropriate definitions of marriage in surveys.  
 The context of this study, rural Malawi, should also be taken into account when 
judging the relevance of findings to other contexts. Compared to many parts of Sub-
Saharan Africa, marriage in Malawi is less formal and highly unstable. Approximately 50 
percent of women will experience a divorce at some point in their lives (Reniers, 2003). 
Although the results of this study are probably most relevant for surveys conducted in 
similar contexts, they could still shed some light on the degree of misreporting in other 
parts of Sub-Saharan Africa. In areas where marriage is more formal and stable, changing 
perceptions of marriage would probably result in the omission of marriages. The 
proportion of marriages omitted, however, would likely be lower, as marital instability 
would be less common. Additionally, the problem of identifying the exact time when 
marriage began would probably lead to misreported marriage dates. Similarly, levels of 
misreporting would likely be lower because respondents have experienced fewer 
marriages, and would, thus, have fewer dates to remember. 
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Table 4.1. Ethnic group, religion, and marriage patterns by region among women, 1998 and 2001 MLSFH 
Characteristic North South Central 
Ethnic Group (dominant)a Tumbuka (90%) Yao (67%) Chewa (79%) 
Religiona  
  
  Catholic 12% 13% 25% 
  Protestant 86% 18% 71% 
  Muslim 0% 69% 0% 
  Other 2% 0% 3% 
Polygynous husband (1st marriage)b 41% 23% 28% 
Type of Lineagec  
  
  Matrilineal 0% 85% - 
  Patrilineal 100% 6% - 
  Bi-lateral/Chief 0% 9% - 
Virilocal residence after 1st marriage b 73% 24% 83% 
Marriage Customs  
  
  Level of formality Formal Informal Formal or informal 
  Bridewealth paid Yes No In some cases 
Ended in divorce (1st marriage) b  
  
  After 5 years 14% 33% 20% 
  After 25 years 40% 65% 43% 
a Author’s own calculations using data from the 2001 MLSFH. 
b Reniers (2003) calculated statistics using data from the 2001 MLSFH. 
c Schatz (2002) calculated statistics using data from the 1998 MLSFH. Schatz did not provide statistics for type 
of lineage in the Central region. 
 
 
Table 4.2. Matching process, by gender, 2006 and 2010 MLSFH 
 Men Women 
Number of marriages reported in 2006 1227 1593 
Number of marriages reported in 2010 1111 1480 
Difference (2006-2010) 116 113 
Match ratesa   
     % marriages reported in 2006 also reported in 2010 84.8 89.5 
     % marriages reported in 2010 also reported in 2006 93.6 96.3 
a Based on marriages that began before the 2006 wave.   
 
 
Table 4.3. Items listed in reconstructed marriage histories (RMH) 
1.  Marriage order 
2.  Year marriage began 
3.  Status 
     - Still married 
     - Separated/divorced 
     - Widowed 
4.  Year marriage ended 
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Table 4.4. Match statistics of reconstructed marriage histories (RMH), 2006 and 2010 
MLSFH 
 Men Women 
Marriage-level   
Unmatched marriages (%) 18.8 12.9 
Number of marriages 1,371 1,729 
   
Individual-level   
Did not report at least one marriage in 2006 or 2010a (%)   
     All respondents 26.1 16.3 
     Married more than onceb 51.8 46.1 
Did not report multiple marriagesc (%) 22.5 15.6 
Number of respondents 732 1139 
a Excludes marriages that began after the 2006 wave.   
b Refers to respondents married more than once by the 2006 wave.     
c Among respondents who did not report at least one marriage in both waves. 
 
 
 
Table 4.5. Reported number of times married among men, 2006 and 2010 MLSFH 
  2010  
  1 2 3 4 5 6 7 Total 
2006 
1 340 51 6 0 0 0 0 397 
2 58 137 19 4 2 0 0 220 
3 13 23 36 9 1 1 1 84 
4 8 4 3 5 1 1 0 22 
5 1 0 3 1 2 0 0 7 
6 0 0 0 0 0 1 0 1 
7 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 
9 0 1 0 0 0 0 0 1 
 Total 420 216 67 19 6 3 1 732 
 
 
 
Table 4.6. Reported number of times married among women, 2006 and 2010 MLSFH 
  2010  
  1 2 3 4 5 6 7 Total 
2006 
1 734 49 3 0 0 0 0 786 
2 70 165 32 2 1 0 0 270 
3 12 21 31 5 0 0 0 69 
4 1 2 4 3 0 0 0 10 
5 2 0 0 0 0 0 1 3 
6 0 0 0 1 0 0 0 1 
 Total 819 237 70 11 1 0 1 1,139 
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Table 4.7. Multinomial logistic regression results (relative risk ratios) predicting current and unmatched marriages 
among men, 2006 and 2010 MLSFH 
 Model 1 Model 2 Model 3 
 Current Unmatched Current Unmatched Current Unmatched 
Individual Characteristics       
Age 0.93+ 0.99 0.92* 0.98 0.78*** 0.87* 
 (0.04) (0.05) (0.04) (0.05) (0.05) (0.06) 
Age squared 1.00* 1.00 1.00** 1.00 1.00*** 1.00* 
 (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 
Region of residence       
 Central (ref.) - - - - - - 
 South 0.92 1.27 0.90 1.43 0.84 1.23 
 (0.20) (0.35) (0.20) (0.41) (0.30) (0.55) 
 North 1.36 0.99 1.38 1.15 2.14* 1.19 
 (0.29) (0.29) (0.31) (0.38) (0.76) (0.63) 
Completed 5+ grades of schooling 1.04 0.93 1.04 0.96 1.12 1.24 
 (0.20) (0.25) (0.21) (0.26) (0.32) (0.45) 
Inconsistent reporting of:       
 Level of education 1.09 1.52 1.05 1.51 2.39* 2.83** 
 (0.30) (0.47) (0.29) (0.48) (0.88) (1.14) 
 Number of children ever born 1.15 1.60+ 1.28 1.67+ 1.06 2.78** 
 (0.29) (0.45) (0.34) (0.46) (0.35) (1.01) 
 Number of lifetime sexual  1.04 1.25 1.02 1.23 0.72 0.99 
 partners (0.18) (0.28) (0.18) (0.27) (0.18) (0.29) 
       
Marriage Characteristics       
Marriage order       
 First (ref.) - - - - - - 
 Second 0.70+ 0.88 0.71 0.86 0.70 0.94 
 (0.14) (0.23) (0.15) (0.22) (0.20) (0.33) 
 Third or higher 0.89 1.38 0.88 1.39 1.20 2.00 
 (0.33) (0.51) (0.35) (0.52) (0.54) (0.90) 
Years since marriage began 0.92*** 1.02 0.91*** 1.02 0.90*** 1.02 
 (0.02) (0.01) (0.02) (0.01) (0.02) (0.02) 
Short duration marriage 0.10*** 3.37*** 0.10*** 3.39*** 0.06*** 3.47** 
 (0.02) (0.90) (0.02) (0.92) (0.02) (1.43) 
Ever in a polygamous marriage 0.64* 1.87** 0.60* 1.96** 0.77 3.72*** 
 (0.13) (0.43) (0.12) (0.45) (0.22) (1.16) 
       
Survey Characteristics       
Interviewer knows respondent’s   0.85 0.72 0.63 0.67 
 family (2006)   (0.22) (0.27) (0.25) (0.41) 
Degree of cooperation (2006)       
 Good (ref.)   - - - - 
 Very good   1.15 1.14 1.40 1.06 
   (0.22) (0.28) (0.38) (0.36) 
 Average/bad   1.29 1.30 1.01 0.91 
   (0.31) (0.45) (0.34) (0.47) 
Degree of cooperation (2010)       
 Good (ref.)   - - - - 
 Very good   0.99 1.05 1.20 1.57 
   (0.21) (0.29) (0.35) (0.59) 
 Average/bad   0.74 1.23 0.69 1.44 
   (0.16) (0.30) (0.20) (0.46) 
Length of survey time (2010)       
 Middle (ref.)   - - - - 
 Short   0.84 0.88 0.87 1.02 
   (0.18) (0.23) (0.25) (0.35) 
 Long   1.19 1.08 1.47 1.18 
   (0.23) (0.28) (0.41) (0.46) 
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Interviewer Characteristics  
 (2010) 
      
Age   0.72+ 1.04 0.76 0.88 
   (0.14) (0.25) (0.16) (0.27) 
Age squared   1.01+ 1.00 1.00 1.00 
   (0.00) (0.00) (0.00) (0.01) 
Female   0.60* 0.61+ 0.74 0.60 
   (0.13) (0.17) (0.21) (0.19) 
Ever married   0.94 1.23 0.84 1.24 
   (0.21) (0.39) (0.31) (0.50) 
Has prior interviewing experience   0.78 0.51* 0.80 0.70 
   (0.21) (0.15) (0.26) (0.26) 
Lives in same district as    1.32 0.81 1.29 0.85 
 respondent   (0.33) (0.25) (0.43) (0.31) 
       
Interviewer Characteristics  
 (2006) 
      
Age     0.89 0.81 
     (0.25) (0.31) 
Age squared     1.00 1.00 
     (0.00) (0.01) 
Female     0.65 0.44+ 
     (0.25) (0.22) 
Ever married     0.63 1.88 
     (0.25) (0.83) 
Has prior interviewing experience     2.31* 1.45 
     (0.76) (0.61) 
Lives in same district as      1.59+ 1.29 
 respondent     (0.42) (0.49) 
       
Pseudo-R2 0.19 0.19 0.21 0.21 0.27 0.27 
N 1,020 1,020 1,020 1,020 573 573 
*** Significant at p<0.001; ** p<0.01; * p<0.05; + p<0.10 
Note: Robust standard errors in parentheses 
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Table 4.8. Multinomial logistic regression results (relative risk ratios) predicting current and unmatched marriages 
among women, 2006 and 2010 MLSFH 
 Model 1 Model 2 Model 3 
 Current Unmatched Current Unmatched Current Unmatched 
Individual Characteristics       
Age 0.92* 1.20*** 0.92+ 1.20*** 0.92 1.17* 
 (0.04) (0.07) (0.04) (0.06) (0.05) (0.08) 
Age squared 1.00 1.00*** 1.00 1.00*** 1.00 1.00* 
 (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 
Region of residence       
 Central (ref.) - - - - - - 
 South 0.80 1.19 0.74 1.20 0.82 1.29 
 (0.14) (0.30) (0.14) (0.32) (0.22) (0.48) 
 North 1.63* 1.34 1.93** 1.35 1.55 1.30 
 (0.33) (0.39) (0.46) (0.46) (0.53) (0.57) 
Completed 5+ grades of schooling 1.21 1.23 1.22 1.33 1.48 1.47 
 (0.22) (0.33) (0.23) (0.37) (0.38) (0.50) 
Inconsistent reporting of:       
 Level of education 1.18 1.55 1.14 1.58+ 1.19 1.61 
 (0.25) (0.42) (0.25) (0.44) (0.35) (0.61) 
 Number of children ever born 1.15 1.09 1.17 1.12 1.48 1.11 
 (0.23) (0.29) (0.24) (0.29) (0.41) (0.39) 
 Number of lifetime sexual  1.17 3.49*** 1.18 3.64*** 1.09 2.87*** 
 partners (0.18) (0.74) (0.19) (0.77) (0.23) (0.79) 
       
Marriage Characteristics       
Marriage order       
 First (ref.) - - - - - - 
 Second 1.08 1.06 1.09 1.09 0.95 0.73 
 (0.23) (0.32) (0.23) (0.34) (0.27) (0.31) 
 Third or higher 0.91 0.96 0.94 0.91 0.91 0.67 
 (0.31) (0.44) (0.33) (0.41) (0.42) (0.42) 
Years since marriage began 0.94*** 1.00 0.94*** 1.00 0.95* 0.99 
 (0.01) (0.02) (0.01) (0.02) (0.02) (0.03) 
Short duration marriage 0.11*** 4.57*** 0.11*** 4.60*** 0.11*** 4.62*** 
 (0.02) (1.15) (0.02) (1.22) (0.03) (1.68) 
       
Survey Characteristics       
Interviewer knows respondent’s   0.46** 0.64 0.72 0.80 
 family (2006)   (0.12) (0.25) (0.24) (0.41) 
Degree of cooperation (2006)       
 Good (ref.)   - - - - 
 Very good   0.97 1.15 1.10 1.13 
   (0.15) (0.25) (0.26) (0.33) 
 Average/bad   0.92 0.79 1.23 0.62 
   (0.18) (0.24) (0.35) (0.27) 
Degree of cooperation (2010)       
 Good (ref.)   - - - - 
 Very good   1.34 0.95 1.21 0.71 
   (0.25) (0.27) (0.30) (0.26) 
 Average/bad   1.10 0.86 1.08 0.76 
   (0.18) (0.21) (0.25) (0.24) 
Length of survey time (2010)       
 Middle (ref.)   - - - - 
 Short   1.12 1.51+ 1.07 1.54 
   (0.19) (0.38) (0.23) (0.46) 
 Long   1.02 1.16 1.04 1.16 
   (0.18) (0.27) (0.26) (0.35) 
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Interviewer Characteristics 
 (2010) 
Age   0.94 0.82 0.90 1.05 
   (0.14) (0.17) (0.18) (0.24) 
Age squared   1.00 1.00 1.00 1.00 
   (0.00) (0.00) (0.00) (0.00) 
Female   0.84 0.77 0.77 0.58+ 
   (0.13) (0.17) (0.16) (0.17) 
Ever married   0.97 1.01 0.89 0.68 
   (0.21) (0.32) (0.27) (0.27) 
Has prior interviewing experience   0.94 1.62+ 1.25 1.23 
   (0.17) (0.43) (0.30) (0.40) 
Lives in same district as    1.04 0.78 0.88 0.68 
 respondent   (0.18) (0.20) (0.20) (0.23) 
       
Interviewer Characteristics 
 (2006) 
      
Age     0.71 0.62 
     (0.17) (0.19) 
Age squared     1.01 1.01+ 
     (0.00) (0.01) 
Female     0.96 0.88 
     (0.23) (0.27) 
Ever married     1.06 0.66 
     (0.39) (0.35) 
Has prior interviewing experience     1.10 1.04 
     (0.34) (0.40) 
Lives in same district as      0.87 0.83 
 respondent     (0.22) (0.28) 
       
Pseudo-R2 0.21 0.21 0.22 0.22 0.22 0.22 
N 1,316 1,316 1,316 1,316 739 739 
*** Significant at p<0.001; ** p<0.01; * p<0.05; + p<0.10 
Note: Robust standard errors in parentheses 
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Table 4.9. Discrepancies in matched marriages by gender, 2006 and 2010 MLSFH 
 
Men Women 
1. Marriage status discrepanciesa 
  
         1.1. % marriages reporting the same status in 2006 and 2010 MLSFH 98.3 96.7 
2. Marriage start date discrepanciesb (2006-2010 in years) 
  
         2.1. Median date discrepancy 0 0 
         2.2. Median date discrepancy (absolute value) 1 1 
         2.3. Interquartile range date discrepancy 1 1 
    Percentage of reported start dates for matched marriagesc 
  
         2.4. 2006 date precedes 2010 date 24.0 22.7 
         2.5. Same 44.1 45.3 
         2.6. 2006 date follows 2010 date 31.9 32.0 
    Date discrepancy and telescoping: mean quartic root date discrepancy 
  
         2.7. 2006 date precedes 2010 date 1.27 1.30 
 
(0.30) (0.33) 
         2.8. 2006 date follows 2010 date 1.30 1.36 
 
(0.34) (0.37) 
         2.9. Difference (row 2.7 - 2.8) -0.02 -0.05 
                (standard error) (0.03) (0.03) 
3. Marriage end date discrepanciesd (2006-2010 date in years)  
  
         3.1. Median date discrepancy 0 0 
         3.2. Median date discrepancy (absolute value) 1 2 
         3.3. Interquartile range date discrepancy 3 4 
    Percentage of reported dates for matched marriages 
  
         3.4. 2006 date precedes 2010 date 35.6 36.6 
         3.5. Same 30.7 28.4 
         3.6. 2006 date follows 2010 date 33.7 35.0 
    Date discrepancy and telescoping: mean quartic root date discrepancy 
  
         3.7. 2006 date precedes 2010 date 1.37 1.32 
 
(0.33) (0.32) 
         3.8. 2006 date follows 2010 date 1.29 1.38 
 
(0.36) (0.36) 
         3.9. Difference (row 3.7-3.8) 0.08 -0.06 
                (standard error) (0.04) (0.06) 
Number of matched marriages 1,040 1,425 
Note: Standard deviations are in parentheses unless otherwise noted. 
a Percentage based on 947 men’s marriages and 1287 women’s marriages. Excludes the following: 13 
men’s marriages and 21 women’s marriages where status of marriage is unknown or not reported; 80 
men’s marriages and 117 women’s marriages that ended between 2006 and 2010 
b Based on 1,012 men's marriages and 1,342 women's marriages. Excludes marriages where marriage 
start dates were not reported in both 2006 and 2010 (28 men's marriages and 82 women's marriages). 
c Percentage based on 1,012 men's marriages and 1,342 women's marriages. 
d Percentage based on 205 men's marriages and 363 women's marriages. Excludes marriages where 
marriage end dates were not reported in both 2006 and 2010 (15 men’s marriages and 54 women’s 
marriages). 
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Table 4.10. Logistic regression results (odds ratios) predicting inconsistent reporting of marriage start dates by gender, 
2006 and 2010 MLSFH 
 Men Women 
 Model 1 Model 2 Model 3 Model 1 Model 2 Model 3 
Individual Characteristics       
Age 0.97 0.97 1.00 1.04 1.05 1.07 
 (0.04) (0.04) (0.06) (0.06) (0.07) (0.06) 
Age squared 1.00 1.00 1.00 1.00 1.00 1.00 
 (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 
Region of residence       
 Central (ref.) - - - - - - 
 South 2.51*** 2.45*** 1.96* 2.23*** 2.47*** 2.35** 
 (0.52) (0.56) (0.63) (0.40) (0.48) (0.61) 
 North 1.40+ 1.21 0.85 1.14 1.15 1.28 
 (0.26) (0.25) (0.26) (0.22) (0.23) (0.38) 
Completed 5+ grades of schooling 0.67* 0.66* 0.63+ 0.47*** 0.49*** 0.52** 
 (0.13) (0.12) (0.17) (0.09) (0.09) (0.12) 
Inconsistent reporting of:       
 Level of education 0.80 0.81 0.56+ 0.76 0.77 0.59+ 
 (0.19) (0.20) (0.18) (0.16) (0.16) (0.17) 
 Number of children ever born 0.91 0.93 1.33 2.04** 2.00** 1.61 
 (0.20) (0.22) (0.41) (0.53) (0.51) (0.60) 
 Number of lifetime sexual  0.92 0.95 0.91 1.43* 1.46* 1.21 
 partners (0.16) (0.17) (0.22) (0.25) (0.25) (0.28) 
       
Marriage Characteristics       
Marriage order       
 First (ref.) - - - - - - 
 Second 1.79** 1.82** 1.81+ 1.50* 1.45+ 1.39 
 (0.37) (0.38) (0.55) (0.30) (0.29) (0.39) 
 Third or higher 1.51 1.53 1.78 1.04 1.03 1.04 
 (0.43) (0.45) (0.71) (0.38) (0.37) (0.50) 
Years since marriage began 0.99 0.98 0.99 0.99 0.98 0.99 
 (0.01) (0.01) (0.02) (0.01) (0.01) (0.02) 
Short duration marriage 1.23 1.21 1.28 1.56* 1.59* 1.71* 
 (0.28) (0.28) (0.43) (0.31) (0.33) (0.44) 
Ever in a polygamous marriage 1.18 1.18 1.42 - - - 
 (0.21) (0.21) (0.35)    
Status of marriage       
Still married (ref.) - - - - - - 
 Divorced 1.21 1.22 0.87 1.33 1.33 1.19 
 (0.24) (0.25) (0.26) (0.24) (0.25) (0.29) 
 Widowed 2.62* 2.85* 2.64 1.68* 1.73* 1.49 
 (1.10) (1.26) (1.70) (0.44) (0.46) (0.52) 
       
Survey Characteristics       
Interviewer knows respondent’s  1.02 0.62  0.94 0.77 
 family (2006)  (0.25) (0.23)  (0.22) (0.26) 
Degree of cooperation (2006)       
 Good (ref.)  - -  - - 
 Very good  1.15 1.19  1.06 0.80 
  (0.19) (0.29)  (0.16) (0.18) 
 Average/bad  1.05 1.08  1.05 0.83 
  (0.28) (0.40)  (0.22) (0.23) 
Degree of cooperation (2010)       
 Good (ref.)  - -  - - 
 Very good  1.00 1.01  0.91 1.00 
  (0.19) (0.27)  (0.16) (0.24) 
Average/bad  1.00 0.93  1.48* 1.71* 
  (0.19) (0.24)  (0.25) (0.41) 
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Length of survey time (2010) 
 Middle (ref.)  - -  - - 
 Short  1.58* 1.51  0.90 0.87 
  (0.32) (0.42)  (0.16) (0.20) 
 Long  1.04 1.06  1.01 1.15 
  (0.19) (0.27)  (0.17) (0.27) 
       
Interviewer Characteristics 
 (2010) 
      
Age  1.33+ 1.11  1.23 1.15 
  (0.20) (0.22)  (0.20) (0.27) 
Age squared  1.00 1.00  1.00 1.00 
  (0.00) (0.00)  (0.00) (0.00) 
Female  1.07 0.99  1.07 0.98 
  (0.21) (0.26)  (0.17) (0.20) 
Ever married  0.80 0.83  0.70 1.03 
  (0.18) (0.28)  (0.16) (0.31) 
Has prior interviewing experience  0.60* 0.73  0.86 0.88 
  (0.13) (0.21)  (0.15) (0.22) 
Lives in same district as  1.00 1.24  0.97 0.98 
 respondent  (0.19) (0.33)  (0.17) (0.24) 
       
Interviewer Characteristics  
 (2006) 
      
Age   1.14   0.81 
   (0.34)   (0.22) 
Age squared   1.00   1.00 
   (0.00)   (0.00) 
Female   0.57   1.17 
   (0.22)   (0.29) 
Ever married   0.94   0.75 
   (0.35)   (0.28) 
Has prior interviewing experience   1.16   1.13 
   (0.32)   (0.31) 
Lives in same district as   1.05   0.97 
 respondent   (0.27)   (0.25) 
       
Pseudo-R2 0.06 0.08 0.10 0.11 0.12 0.12 
N 805 805 438 1,088 1,088 601 
*** Significant at p<0.001; ** p<0.01; * p<0.05; + p<0.10 
Note: Robust standard errors in parentheses 
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Table 4.11. Logistic regression results (odds ratios) predicting inconsistent reporting of marriage end dates 
for men and women, 2006 and 2010 MLSFH 
 Model 1 Model 2 Model 3 Model 4 Model 5 
Individual Characteristics      
Age 1.09+ 1.13* 1.14* 1.30*** 1.48*** 
 (0.06) (0.06) (0.06) (0.09) (0.16) 
Age squared 1.00 1.00+ 1.00* 1.00*** 1.00*** 
 (0.00) (0.00) (0.00) (0.00) (0.00) 
Male 0.75 0.85 0.63+ 0.79 2.52e+11* 
 (0.18) (0.22) (0.18) (0.29) (3.00e+12) 
Region of residence      
 Central (ref.) - - - - - 
 South 1.41 1.12 1.10 1.38 1.43 
 (0.39) (0.34) (0.34) (0.59) (0.67) 
 North 0.86 0.85 0.84 0.72 1.09 
 (0.27) (0.31) (0.31) (0.44) (0.69) 
Completed 5+ grades of schooling 0.51* 0.45** 0.44** 0.39* 0.30** 
 (0.14) (0.13) (0.13) (0.17) (0.14) 
Inconsistent reporting of:      
 Level of education 1.51 1.44 1.46 1.22 0.78 
 (0.56) (0.54) (0.55) (0.65) (0.48) 
 Number of children ever born 1.23 1.28 1.22 1.39 1.22 
 (0.43) (0.44) (0.41) (0.68) (0.61) 
 Number of lifetime sexual 1.23 1.33 1.40 1.51 1.85 
 partners (0.31) (0.35) (0.37) (0.55) (0.71) 
      
Marriage Characteristics      
 First (ref.) - - - - - 
 Second 0.82 0.76 0.85 0.70 0.78 
 (0.25) (0.23) (0.26) (0.27) (0.35) 
 Third or higher 1.12 0.97 1.07 1.09 1.26 
 (0.61) (0.56) (0.62) (0.83) (1.01) 
Years since marriage 1.01 1.01 1.01 0.98 0.96 
 (0.02) (0.02) (0.02) (0.03) (0.03) 
Short duration marriage 2.16** 2.24** 2.27** 2.22+ 3.88* 
 (0.59) (0.63) (0.64) (0.92) (2.07) 
Ended in widowhood 0.68 0.74 0.47* 0.71 0.61 
 (0.17) (0.20) (0.15) (0.27) (0.25) 
Male x Ended in widowhood    5.02**   
   (3.10)   
Male x Short duration marriage     0.21* 
     (0.16) 
      
Survey Characteristics      
Interviewer knows respondent’s  0.87 0.93 0.64 0.70 
 family (2006)  (0.31) (0.33) (0.42) (0.46) 
Degree of cooperation (2006)      
 Good (ref.)  - - - - 
 Very good  0.92 0.92 1.02 0.97 
  (0.22) (0.22) (0.36) (0.38) 
 Average/bad  1.88+ 1.79 4.15* 3.68+ 
  (0.71) (0.67) (2.55) (2.52) 
Degree of cooperation (2010)      
 Good (ref.)  - - - - 
 Very good  1.60 1.65 1.38 1.66 
  (0.53) (0.54) (0.60) (0.85) 
 Average/bad  0.69 0.71 0.54 0.36* 
  (0.19) (0.20) (0.22) (0.15) 
Length of survey time (2010)      
 Middle (ref.)  - - - - 
 Short  1.11 1.14 0.70 0.29** 
  (0.32) (0.34) (0.28) (0.14) 
 Long  1.15 1.11 1.17 0.80 
  (0.32) (0.30) (0.45) (0.42) 
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Male x Short length of survey time   35.63*** 
     (37.41) 
Male x Long length of survey time     4.73+ 
     (4.44) 
      
Interviewer Characteristics 
 (2010) 
     
Age  0.94 0.92 1.04 1.24 
  (0.23) (0.23) (0.37) (0.42) 
Age squared  1.00 1.00 1.00 1.00 
  (0.00) (0.00) (0.01) (0.01) 
Female  1.63+ 1.58+ 1.85+ 1.81+ 
  (0.43) (0.43) (0.67) (0.65) 
Ever married  0.56+ 0.56 0.40+ 0.60 
  (0.20) (0.20) (0.19) (0.29) 
Has prior interviewing experience  0.71 0.72 0.79 0.63 
  (0.21) (0.21) (0.30) (0.27) 
Lives in same district as  0.76 0.76 0.80 0.91 
 respondent  (0.23) (0.23) (0.32) (0.40) 
Malea x Age squared      1.00** 
     (0.00) 
      
Interviewer Characteristics  
 (2006) 
     
Age    0.83 1.96 
    (0.34) (0.97) 
Age squared    1.00 0.99 
    (0.01) (0.01) 
Female    0.58 0.71 
    (0.27) (0.35) 
Ever married    0.61 0.66 
    (0.31) (0.37) 
Has prior interviewing experience    0.49 0.62 
    (0.25) (0.32) 
Lives in same district as    0.38* 0.53 
 respondent    (0.16) (0.25) 
Malea x Age     0.12** 
     (0.10) 
Malea x Age squared     1.04** 
     (0.01) 
      
Pseudo-R2 0.08 0.11 0.13 0.16 0.24 
N 462 462 462 273 273 
*** Significant at p<0.001; ** p<0.01; * p<0.05; + p<0.10 
Note: Robust standard errors in parentheses. 
a Refers to respondent’s gender. 
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Table 4.12. Marriage indicators (means) for men, 2006 and 2010 MLSFH 
 Data Source  Type of Test Data Source  Type of Test 
Variables 2006 RMH N Paired Unpaired 2010 RMH N Paired Unpaired 
Age at first marriage 22.16 21.96 708 *** 
 
22.63 21.98 704 *** * 
 
(4.19) (4.20) 
   
(5.58) (4.21) 
   
Number of times marrieda 1.68 1.77 731 *** 
 
1.62 1.88 731 *** *** 
 
(0.92) (1.02) 
   
(0.89) (1.07) 
   
Number of times divorceda 0.47 0.53 731 *** 
 
0.43 0.64 731 *** *** 
 
(0.80) (0.87) 
   
(0.76) (0.94) 
   
Ever divorced 0.33 0.36 723 *** 
 
0.30 0.42 731 *** *** 
 
(0.47) (0.48) 
   
(0.46) (0.49) 
   
Ever widowed 0.07 0.08 724 ** 
 
0.08 0.10 731 ** 
 
 
(0.26) (0.27) 
   
(0.27) (0.30) 
   
Note: Standard deviations in parentheses. T-tests are used unless otherwise stated. 
a Wilcoxon rank-sum tests are used for paired tests and Wilcoxon Mann-Whitney tests are used for unpaired tests. 
 
  
Table 4.13. Marriage indicators (means) for women, 2006 and 2010 MLSFH 
 Data Source  Type of Test Data Source  Type of Test 
Variables 2006 RMH N Paired Unpaired 2010 RMH N Paired Unpaired 
Age at first marriage 17.79 17.71 1,079 
  
17.34 17.68 1,079 + 
 
 
(3.87) (3.46) 
   
(6.61) (3.43) 
   
Number of times marrieda 1.40 1.45 1,139 *** 
 
1.37 1.52 1,138 *** *** 
 
(0.68) (0.74) 
   
(0.67) (0.81) 
   
Number of times divorceda 0.42 0.45 1,139 *** 
 
0.39 0.54 1,139 *** *** 
 
(0.72) (0.76) 
   
(0.72) (0.84) 
   
Ever divorced 0.32 0.33 1,126 * 
 
0.29 0.37 1,138 *** *** 
 
(0.47) (0.47) 
   
(0.45) (0.48) 
   
Ever widowed 0.09 0.10 1,139 * 
 
0.13 0.12 1,139 
  
  (0.29) (0.30) 
   
(0.33) (0.33) 
   
Note: Standard deviations in parentheses. T-tests are used unless otherwise stated. 
a Wilcoxon rank-sum tests are used for paired tests and Wilcoxon Mann-Whitney tests are used for unpaired tests 
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Table 4.14. Percentage of respondents who reported inconsistent number of times married 
across survey waves, 2001-2010 MLSFH 
  Men  
 
 
Later Survey  
 
2004 2006 2008 2010 Total 
Earlier Survey 
2001 7.3 7.3 14.6*** 15.2*** 328 
2004 - 11.6 15.9** 17.5*** 447 
2006 - - 14.1 15.1 609 
2008 - - - 10.5 608 
    
  Women  
  Later Survey  
  
2004 2006 2008 2010 Total 
Earlier Survey 
2001 9.9 10.2 15.3*** 15.4*** 629 
2004 - 7.3 11.1*** 11.6*** 765 
2006 - - 10.6 10.1 976 
2008 - - - 9.2 976 
*** Significant at p<0.001; ** p<0.01. 
Note: Inconsistent reporting of number of times married refers to instances where a greater number 
of marriages are reported in the earlier survey than in the later survey. Significance levels are 
relative to the earliest survey wave in which respondents participated.   
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Figure 4.1. Discrepancies in marriage start dates (2006-2010) 
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Figure 4.2. Discrepancies in marriage end dates (2006-2010) 
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APPENDIX 
Table A.1. Percentage of respondents aged 12-19 years, by selected background characteristics, according to sex and country, four sub-Saharan African countries, 
2004 
Characteristic 
Burkina 
Faso 
Ghana Malawi Uganda  
Burkina 
Faso 
Ghana Malawi Uganda 
Highest Education Completed (%)          
     None 63.3 9.0 3.2 4.4  51.3 6.3 2.1 2.2 
     Incomplete Primary  19.4 72.5 80.0 73.0  27.3 76.6 81.3 73.4 
     Complete Primary 8.6 12.3 5.2 9.3  10.6 10.3 6.4 9.9 
     Secondary 8.8 6.2 11.6 13.4  10.9 6.7 10.2 14.6 
Number of grades of schooling completed (mean) 2.0 5.7 4.9 5.0  2.5 5.6 4.8 5.1 
Currently in school (%) 21.9 71.1 71.3 70.8  30.4 77.4 79.1 80.5 
Urban residence (%) 26.4 48.6 22.8 11.8  21.2 44.9 23.9 9.6 
Food shortages before age 10 (%)          
     Rare/does not knowa 87.5 74.1 41.2 50.8  89.5 68.2 30.5 61.5 
     Occasional 9.4 19.0 40.6 34.2  8.4 20.0 47.3 31.4 
     Frequent 3.2 6.9 18.2 15.0  2.1 11.8 22.2 7.2 
Religion (%)          
     Catholic 22.3 17.6 26.2 42.6  18.8 16.8 25.0 43.2 
     Protestant 4.6 61.9 57.3 45.0  3.7 55.7 58.5 41.2 
     Muslim 61.1 15.6 12.1 11.6  63.7 20.3 12.1 13.5 
     Other 12.1 5.0 4.5 0.7  13.9 7.2 4.5 2.0 
Age at sexual debut among respondents who have 
     ever had sex (mean) 
15.4 15.4 15.3 14.7  14.8 15.3 14.2 14.3 
Age at first marriage among ever-married female 
     adolescents (mean) 
15.9 16.1 15.7 16.0  - - - - 
Weighted (N) (3,004) (2,116) (1,981) (2,520)  (2,872) (2,152) (1,947) (2,380) 
- = Not applicable. 
a For Burkina Faso, this category includes “never.” 
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Table A.2. Percentage orphaned among 12-14-year-old adolescents, by country and survey, four 
sub-Saharan African countries, 2003-2006 
Country/ 
surveya 
Survey 
year 
Weighted (N) 
Any type of 
orphan 
Paternal 
orphan 
Maternal 
orphan 
Double 
orphan 
Burkina Faso       
   DHS 2003 4,806 13.1 7.9 3.5 1.7 
   NSA 2004 2,547 12.9 8.0 3.7 1.2 
Ghana       
   DHS 2003 2,270 12.4 8.1 3.2 1.0 
   NSA 2004 1,890 10.1 7.7 1.8 0.5 
Malawi       
   DHS 2004 5,273 25.0 13.4 4.8 6.9 
   NSA 2004 1,836 25.7 13.9 6.5 5.3 
Uganda       
   DHS 2006 4,233 25.6 13.9 5.3 6.4 
   NSA 2004 2,436 27.5 15.2 5.0 7.4 
DHS = Demographic and Health Survey.     NSA = National Survey of Adolescents. 
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Table A.3. Odds ratios from discrete-time event history models identifying associations between timing and type of orphanhood and early sexual 
debut among 12-19-year-old girls, by country, four sub-Saharan African countries, 2004a 
 Model 1  Model 2 
Timing of Orphanhood 
Burkina 
Faso 
Ghana Malawi Uganda  
Burkina 
Faso 
Ghana Malawi Uganda 
Orphan status before age 10          
     Non-orphan (r) 1.00 1.00 1.00 1.00  1.00 1.00 1.00 1.00 
     Paternal orphan 1.10 0.87 0.73 1.25  1.10 0.84 0.67 1.20 
     Maternal orphan 1.58 0.94 1.42 1.20  1.54 0.83 1.43 1.13 
     Double orphan 3.45*** 1.50 1.26 1.81*  3.14*** 1.42 1.25 1.79* 
Became single orphan during adolescence 1.22 1.29 1.00 0.85  1.26 1.36 0.91 0.87 
Became double orphan during adolescence 1.76 0.85 1.51 0.80  1.70 0.92 1.47 0.79 
Number of person-year observations 15,756 11,946 9,930 12,536  15,756 11,946 9,930 12,536 
Number of respondents 2,812 2,052 1,789 2,344  2,812 2,052 1,789 2,344 
Pseudo R2 0.27 0.21 0.21 0.17  0.27 0.21 0.21 0.18 
* Significant at p<0.05; ** p<0.01. 
Note: Model 1 includes controls for age, age squared, urban residence, urban residence before age 12, wealth index, food shortages before age 10, religion, 
and ethnicity. Model 2 includes controls from Model 1 plus ever attended school and currently attending school. 
Source: National Survey of Adolescents. 
a Respondents who do not know their age at parental death are dropped from the analysis. 
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Table A.4. Odds ratios from discrete-time event history models identifying associations between timing and type of orphanhood and early sexual 
debut among 12-19-year-old boys, by country, four sub-Saharan African countries, 2004a 
 Model 1  Model 2 
Timing of orphanhood 
Burkina 
Faso 
Ghana Malawi Uganda  
Burkina 
Faso 
Ghana Malawi Uganda 
Orphan status before age 10          
     Non-orphan (r) 1.00 1.00 1.00 1.00  1.00 1.00 1.00 1.00 
     Paternal orphan 1.43 0.88 1.15 1.22  1.44 0.87 1.14 1.21 
     Maternal orphan 1.07 1.66 1.67 0.97  1.09 1.47 1.65 0.95 
     Double orphan 0.68 ne 0.79 1.03  0.68 ne 0.82 1.01 
Became single orphan during adolescence 1.10 0.66 0.85 1.18  1.10 0.63 0.86 1.19 
Became double orphan during adolescence 1.78 1.80 0.78 1.23  1.74 1.86 0.77 1.21 
Number of person-year observations 16,122 12,395 9,685 11,741  16,122 12,395 9,685 11,741 
Number of respondents 2,863 2,088 1,853 2,195  2,863 2,088 1,853 2,195 
Pseudo R2 0.12 0.11 0.10 0.09  0.12 0.12 0.10 0.09 
ne = Not estimated, perfectly collinear. 
Note: Model 1 includes controls for age, age squared, urban residence, urban residence before age 12, wealth index, food shortages before age 10, religion, 
and ethnicity. Model 2 includes controls from Model 1 plus ever attended school and currently attending school. 
Source: National Survey of Adolescents. 
a Respondents who do not know their age at parental death are dropped from the analysis. 
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Table A.5. Odds ratios from discrete-time event history models identifying associations between timing and type of orphanhood and early 
marriage among 12-19-year-old girls, by country, four sub-Saharan African countries, 2004a 
 Model 1  Model 2 
Timing of orphanhood 
Burkina 
Faso 
Ghana Malawi Uganda  
Burkina 
Faso 
Ghana Malawi Uganda 
Orphan status before age 10          
     Non-orphan (r) 1.00 1.00 1.00 1.00  1.00 1.00 1.00 1.00 
     Paternal orphan 1.11 0.17 1.02 1.83**  1.02 0.15 0.91 1.63* 
     Maternal orphan 3.07** ne 1.27 1.49  2.90** ne 1.30 1.28 
     Double orphan 6.38*** ne ne 2.81***  4.55*** ne ne 2.41** 
Became single orphan during adolescence 1.00 0.93 1.34 0.82  1.09 0.98 1.15 0.80 
Became double orphan during adolescence 2.11 ne 1.75 1.05  2.18 ne 1.70 1.06 
Number of person-year observations 10,815 8,329 6,755 8,769  10,815 8,329 6,755 8,769 
Number of respondents 2,811 2,052 1,784 2,347  2,811 2,052 1,784 2,347 
Pseudo R2 0.24 0.18 0.16 0.21  0.26 0.20 0.18 0.24 
* Significant at p<0.05; ** p<0.01; *** p<0.001.     ne = Not estimated, perfectly collinear. 
Note: Model 1 includes controls for age, age squared, urban residence, urban residence before age 12, wealth index, food shortages before age 10, religion, 
and ethnicity. Model 2 includes controls from Model 1 plus ever attended school and currently attending school. 
Source: National Survey of Adolescents. 
a Respondents who do not know their age at parental death are dropped from the analysis. 
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Table A.6. Fixed effects and random effects logit models for current school enrollment among children from 
divorced marriages, 6-17 years, 2006-2010 MLSFH 
 Fixed Effects Random Effects 
 Model 1 Model 2 Model 3 Model 1 Model 2 Model 3 
Child-level variables       
Mother remarried 0.79 0.79 0.31 0.83 1.12 0.78 
 (1.59) (1.60) (15.24) (0.67) (0.70) (0.77) 
General health status       
 Good (ref.)  - -  - - 
 Excellent or Very good  0.47 0.29  0.26 0.18 
  (0.54) (0.67)  (0.33) (0.34) 
 Fair or Poor  0.80 0.64  -0.06 -0.22 
  (15.21) (15.65)  (2.03) (1.96) 
Lives with mother  0.06 0.03  -0.12 -0.05 
  (0.59) (0.84)  (0.42) (0.44) 
Age     -0.24** -0.22** 
     (0.08) (0.08) 
Male child     0.37 0.15 
     (0.42) (0.42) 
Ethnic group       
 Chewa (ref.)     - - 
 Yao     -1.64* -1.11 
     (0.70) (0.73) 
 Tumbuka     0.74 0.54 
     (0.73) (0.78) 
 Other     -0.58 -0.33 
     (0.72) (0.70) 
       
Mother-level variables       
Knows HIV positive   -1.23   -0.74 
   (14.93)   (0.76) 
Number of children <15 years   -0.08   -0.01 
 living in household   (0.26)   (0.15) 
Household assets       
 Radio   -0.68   -0.51 
   (0.86)   (0.43) 
 Bike   0.71   0.73+ 
   (0.78)   (0.40) 
 Metal   17.73   1.64 
   (13.68)   (1.00) 
Educational attainment       
 No schooling (ref.)      - 
 Some primary      0.96 
      (0.59) 
 Complete primary      1.01 
      (2.31) 
 Secondary      2.85 
      (15.15) 
 
 
 
      
Year       
 2006 (ref.) - - - - - - 
 2008 -0.18 -0.12 -0.24 0.03 -0.08 -0.11 
 (0.40) (0.45) (0.56) (0.41) (0.41) (0.43) 
 2010 -1.38** -1.39* -1.56* -0.86* -1.14* -1.14* 
 (0.51) (0.54) (0.63) (0.43) (0.46) (0.48) 
       
Constant    1.90** 4.67** 3.92* 
    (0.73) (1.63) (1.56) 
N 72 72 72 289 289 289 
*** Significant at p 0.001; ** p 0.01; * p 0.05; + p 0.10 
Note: Standard errors in parentheses 
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Table A.7. Fixed effects and random effects linear regression models for grades of schooling attained among 
children from divorced marriages, 6-17 years, 2006-2010 MLSFH 
 Fixed Effects Random Effects 
 Model 1 Model 2 Model 3 Model 1 Model 2 Model 3 
Child-level variables       
Mother remarried -0.50** -0.49** -0.42+ -0.19 -0.27+ -0.33+ 
 (0.16) (0.17) (0.22) (0.20) (0.16) (0.17) 
General health status       
 Good (ref.)  - -  - - 
 Excellent or Very good  -0.03 -0.01  -0.01 0.01 
  (0.08) (0.08)  (0.08) (0.07) 
 Fair or Poor  0.35 0.29  0.21 0.15 
  (0.32) (0.31)  (0.28) (0.26) 
Lives with mother  -0.06 -0.08  -0.17+ -0.18+ 
  (0.10) (0.10)  (0.10) (0.10) 
Age     0.50*** 0.52*** 
     (0.04) (0.04) 
Male child     0.04 -0.06 
     (0.18) (0.18) 
Ethnic group       
 Chewa (ref.)     - - 
 Yao     -0.95** -0.47 
     (0.30) (0.32) 
 Tumbuka     0.83** 0.74** 
     (0.27) (0.26) 
 Other     -0.38 -0.04 
       
Mother-level variables       
Knows HIV positive   0.56**   0.44* 
   (0.18)   (0.18) 
Number of children <15 years   0.02   0.03 
 living in household   (0.03)   (0.03) 
Household assets       
 Radio   -0.10   -0.12 
   (0.10)   (0.09) 
 Bike   -0.07   0.01 
   (0.09)   (0.09) 
 Metal   0.03   -0.04 
   (0.31)   (0.25) 
Educational attainment       
 No schooling (ref.)       - 
 Some primarily       0.68* 
      (0.29) 
 Completed primary      1.21*** 
      (0.35) 
 Secondary      1.74** 
      (0.54) 
      (0.40) 
       
Year       
 2006 (ref.) - - - - - - 
 2008 0.91*** 0.91*** 0.86*** 0.87*** 0.88*** 0.85*** 
 (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) 
 2010 1.84*** 1.84*** 1.77*** 1.76*** 1.79*** 1.75*** 
 (0.09) (0.09) (0.09) (0.09) (0.09) (0.09) 
       
Constant 2.64*** 2.70*** 2.64*** 2.44*** -3.27*** -4.16*** 
 (0.13) (0.19) (0.24) (0.22) (0.49) (0.57) 
       
N 268 268 268 268 268 268 
*** Significant at p 0.001; ** p 0.01; * p 0.05; + p 0.10 
Note: Robust standard errors in parentheses. 
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Table A.8. Fixed effects and random effects linear regression models for schooling gap among children from 
divorced marriages, 6-17 years, 2006-2010 MLSFH 
 Fixed Effects Random Effects 
 Model 1 Model 2 Model 3 Model 1 Model 2 Model 3 
Child-level variables       
Mother remarried 0.27 0.27 0.26 0.27 0.04 0.06 
 (0.20) (0.20) (0.33) (0.25) (0.20) (0.21) 
General health status       
 Good (ref.)  - -  - - 
 Excellent or Very good  0.03 -0.02  0.00 -0.04 
  (0.09) (0.10)  (0.09) (0.09) 
 Fair or Poor  0.13 0.26  0.12 0.20 
  (0.43) (0.36)  (0.37) (0.31) 
Lives with mother  0.07 0.14  0.23+ 0.30* 
  (0.12) (0.13)  (0.12) (0.12) 
Age     0.39*** 0.37*** 
     (0.04) (0.04) 
Male child     0.02 0.12 
     (0.16) (0.17) 
Ethnic group       
 Chewa (ref.)     - - 
 Yao     0.68* 0.47 
     (0.29) (0.32) 
 Tumbuka     -0.73** -0.77** 
     (0.27) (0.25) 
 Other     -0.02 -0.26 
     (0.35) (0.38) 
       
Mother-level variables       
Knows HIV positive   -0.65***   -0.39+ 
   (0.17)   (0.21) 
Number of children < 15 years   -0.05   -0.06 
 living in household   (0.03)   (0.04) 
Household assets       
 Radio   0.07   0.08 
   (0.11)   (0.10) 
 Bike   0.14   0.08 
   (0.10)   (0.09) 
 Metal   -0.15   0.19 
   (0.37)   (0.25) 
Educational attainment       
 No schooling (ref.)      - 
 Some primary      -0.05 
      (0.27) 
 Completed primary      -0.46 
      (0.35) 
 Secondary      -1.17* 
      (0.50) 
       
Year       
 2006 (ref.) - - - - - - 
 2008 1.05*** 1.06*** 1.11*** 1.03*** 1.10*** 1.14*** 
 (0.08) (0.08) (0.08) (0.08) (0.08) (0.08) 
 2010 2.02*** 2.03*** 2.12*** 1.98*** 2.11*** 2.15*** 
 (0.09) (0.10) (0.10) (0.09) (0.10) (0.10) 
       
Constant 0.94*** 0.86*** 0.93** 0.98*** -3.53*** -3.04*** 
 (0.18) (0.23) (0.33) (0.27) (0.49) (0.59) 
       
N 189 189 189 189 189 189 
*** Significant at p 0.001; ** p 0.01; * p 0.05; + p 0.10 
Note: Robust standard errors in parentheses. 
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