We consider, for m ∈ (0, 1) and q > 1, the porous media equation with absorption
We are interested in those solutions, which we call singular solutions, that are non-negative, non-trivial, continuous in R n × [0, ∞) \ {(0, 0)}, and satisfy u(x, 0) = 0 for all x = 0. We prove the following results. When q m + 2/n, there does not exist any such singular solution. When q < m + 2/n, there exists, for every c > 0, a unique singular solution u = u (c) , called the fundamental solution with initial mass c, which satisfies R n u(·, t) → c as t 0. Also, there exists a unique singular solution u = u∞, called the very singular solution, which satisfies R n u∞(·, t) → ∞ as t 0. In addition, any singular solution is either u∞ or u (c) for some finite positive c, u (c 1 ) < u (c 2 ) when c 1 < c 2 , and u (c) u∞ as c ∞. Furthermore, u∞ is self-similar in the sense that u∞(x, t) = t −α w(|x|t −αβ ) for α = 1/(q − 1), β =
Introduction
We are interested in singular solutions for the porous media equation with absorption
Here, by a singular solution we always mean a non-negative and non-trivial solution which is continuous in R n × [0, ∞) \ {(0, 0)} and which satisfies Denote by δ(·) the Dirac delta function. Then (1.2) and (1.3) can be written in short as u(·, 0) = cδ (·) . Typical diffusion equations without absorption, such as the heat equation u t = ∆u, the porous media equation u t = ∆u m , and the parabolic p-Laplacian equation u t = div(|∇u| p−2 ∇u), admit only FSs (see [12] ). The purpose of this paper is to complete the following classification for all singular solutions of (1.1), under the assumption that m > 0 and q > 1:
(i) any singular solution of (1.1) is either an FS or a VSS;
(ii) when q m + 2/n, (1.1) does not have any singular solution;
(iii) when m < q < m + 2/n, (1.1) admits a unique VSS, and, for each c > 0, a unique FS with initial mass c;
(iv) when q m, (1.1) does not have any VSS but it admits, for each c > 0, a unique FS with initial mass c.
For m = 1, the above classification was made by Oswald [18] in 1988, following the pioneer works of Brezis and Friedman [1] on the existence and uniqueness of FSs, Brezis et al . [2] and Kamin and Peletier [10] on the discovery of VSSs and their existence and uniqueness, and Galaktionov et al . [8] on the stability of these singular solutions. Recently, Escobedo et al . [7] provided a rather complete description of the long-time behaviour of the solutions of the Cauchy problem of (1.1) (with m = 1), which relates to the singular solutions of (1.1).
The classification for m > 1 was given by Kamin et al . [15] in 1989, following the early works of Kamin and Peletier [11] on the existence of FSs, Peletier and Terman [19] on the existence of VSSs, and Kamin and Veron [14] on the uniqueness of VSSs.
In this paper, we shall prove the above classification for the case m ∈ (0, 1). In particular, we prove the following theorem. In this direction, there are results of Peletier and Zhao [21] , who proved in 1990 that when m ∈ ((1 − 2/n) + , 1), (1.1) has both FS and VSS if q ∈ (1, m + 2/n) and no FS if q m + 2/n, and results of Leoni [16] who proved in 1996 that when m ∈ (0, 1) and q > 1, (1.1) has a self-similar VSS if and only if m > (1 − 2/n) + and q ∈ (1, m + 2/n). Here by 'self-similar' we mean that u has the form 5) where w, defined on [0, ∞), solves
Note that the condition (1.2) is equivalent to
if u is given by (1.5). Classification for singular solutions has also be given to the p-Laplacian evolution equation with absorption:
The classification is the same as that for the porous media equation except the borderlines q = m + 2/n and q = m are replaced by q = p − 1 + p/n and q = p − 1, respectively. For p > 2, the classification was given in 1992 by Kamin and Vazquez [13] following the works of Peletier and Wang [20] and Diaz and Saa [5] on, respectively, the existence and uniqueness of VSSs. The classification for p ∈ (1, 2) was recently given by the current authors in [4] after establishing the existence and uniqueness of self-similar VSSs in [3] . Recently, Leoni [17] considered an elliptic p-Laplacian equation originating from the study of v t = ∇(|∇v| p−2 ∇v). Our paper is organized as follows. In § 2, we first show that a singular solution of (1.1) is either an FS or a VSS. Then we provide two upper bounds for any singular solution of (1.1), one of which has the form At −α and the other the form
With these two bounds, we prove that (1.1) does not have any singular solution when q m + 2/n by using the fact that the integral
converges to zero as t → 0 when q > m + 2/n, and is uniformly bounded in t when q = m + 2/n. Also, by taking the limit, as ε 0, of the solution of (1.1) with initial value min{Aε −α , B( √ ε/|x|) µ }, we show that if (1.1) has a singular solution, then (1.1) admits a maximal self-similar singular solution u * ; here, maximal means that u * u for any singular solution u of (1.1). In § 3, we establish the existence of the FS and VSS when q ∈ (1, m + 2/n). In fact, we show that an FS with initial mass c can be obtained as a limit of any sequence of solutions of (1.1) whose initial data approximate the measure cδ(·). A VSS can be obtained as the limit, as c → ∞, of an FS with initial mass c.
In § 4, we prove the uniqueness of singular solutions. We first show the uniqueness of a FS for the porous media equation without absorption:
The proof relies on a blow-up technique and a scaling invariance u → u h (x, t) of equation (1.8) , where
Then we establish the uniqueness of the FS for (1.1). From the existence proof in § 3, one derives that an FS of (1.1) is bounded by the unique FS of (1.8) with the same initial mass, which implies that the L 1 (R n ) difference of any two FSs of (1.1) with the same initial mass approaches zero as t 0. The uniqueness then follows from a contraction principle which asserts that the L 1 (R n ) difference of any two solutions of (1.1) is non-increasing in t.
To prove the uniqueness of VSS of (1.1), we show that any VSS is an upper bound of any FS, so u ∞ , the limit of u (c) as c → ∞, is the minimal VSS; i.e. u ∞ u for any VSS u. With this minimality and scaling invariance of (1.1), we show that u ∞ is self-similar. As both u * and u ∞ are self-similar VSSs, the uniqueness of VSS then follows, provided that we have the uniqueness of the self-similar VSS.
Finally, in § 5 we show that self-similar singular solutions of (1.1) are unique, thereby completing the proof of theorem 1.1.
For the reader's convenience, we list some special constants used in this paper:
Observe that q < m + 2/n if and only if nβ < 1. Also, 1 < q < m + 2/n and m ∈ (0, 1) imply that m > (1 − 2/n) + and µ > n.
Bounds of singular solutions and non-existence results
As we need to work on both (1.1) and (1.8), it is convenient to write them in a single form, Proof. The proof given below follows the same idea as that in [4, 15] .
, 0 < τ < t t ε , and sending δ → 0, we then obtain, since φ is nonnegative,
Also, noting that c ε is non-increasing in ε, and sending ε 0, we then find that there exists c ∈ [0, ∞) ∪ {∞} such that
Note that c = 0 would imply, for all ε > 0, that c ε = 0, i.e. sup x∈R n u(x, t) ε for all t ∈ (0, t ε ), which, by the maximum principle, implies that u ε for all (x, t) ∈ R n × (0, ∞), so that, as ε > 0 is arbitrary, u ≡ 0. Since u is non-trivial, we must have c ∈ (0, ∞) ∪ {∞}. This completes the proof. 
(ii) Direct calculation shows that for any ε > 0, the function
for all x 1 > 0 and t 0. The assertion (2.3) then follows from the invariance of the equation for u under the rotation of x.
ds/φ(s) < ∞, then assertion (i) of the lemma can be stated as follows. Any singular solution of (2.1) satisfies the estimate
, then µ > n, so that, for any R > 0 and any singular solution u of (2.1),
Thus, (1.3) and (1.4) are equivalent to
With the upper bounds of singular solutions, we are ready to prove the nonexistence of singular solutions of (1.1) when q is large. Proof. Suppose for the contrary that (1.1) has a singular solution u. We consider three different cases.
Case 1 (0 < m < 1 − 2/n). In this case, µ < n, so by applying (ii) of lemma 2.2 we obtain, for any t > 0,
But this contradicts lemma 2.1, which asserts that u satisfies either (1.3) or (1.4).
Case 2 (m = 1 − 2/n > 0 and q > 1). In this case µ = n, so denoting by ω n the area of unit sphere in R n and applying lemma 2.2(i) for |x| < R := t α/n+1/2 and (ii) for R < |x| < 1 yields, for all small positive t,
Again, as in case (i), we get a contradiction.
In addition, as q m+2/n > 1, and u(·, t) is uniformly bounded for every fixed
Define e(t) = R n u(x, t) dx and denote by R = R(t) the constant satisfying
by the definition of R(t). Consequently, by Cauchy's inequality,
by the definition of R(t), where
and B 1 is a positive constant depending only on m, q and n. It then follows from (2.
for all t > 0. Integrating this inequality over (τ, 1] then yields that
Sending τ 0, we get a contradiction.
By summarizing cases 1-3, we then obtain the assertion of the theorem.
Remark 2.6. In case 1 of the proof, we used only lemma 2.2(ii) and lemma 2.1, so when m ∈ (0, 1 − 2/n) (and n > 2), problem (2.1) has no singular solution, provided that φ is non-negative. In particular, (1.8) has no singular solution when m ∈ (0, 1 − 2/n) and n > 2.
Remark 2.7. Part of theorem 2.5 (the non-existence of FS in the case (1−2/n) + < m < 1) was first proved by Peletier and Zhao [21] . Their method is different from ours and it relies on taking appropriate test functions in the integral identity defining weak solutions of (1.1).
As another application of the upper bounds in lemma 2.2 for singular solutions, we now show that if (1.1) has a singular solution, then there exists a maximal singular solution, which has to be self-similar. (1) u * u for every singular solution u of (1.1); namely, u * is the maximal singular solution of (1.1).
* has the form of (1.5).
Proof. For each τ > 0, let u (τ ) (x, t) be the solution of (1.1) in R n × (τ, ∞) with the initial value
Then, as in the proof of lemma 2.2,
exists for all (x, t) ∈ R n × (0, ∞). We denote this limit by u * , which has to be a (weak) solution of (1.1), since it is the limit of a monotonic sequence of continuous functions and belongs to L ∞ (R n ) by the upper bound (2.6). In addition, u * is continuous on R n × [0, ∞) \ (0, 0). It then follows that u * satisfies (1.2). To show that u * is non-trivial, we need only to show that u * u for any singular solution u of (1.1). In fact, from lemma 2.2 and a comparison principle, u u
Thus, u * is non-trivial and is the maximal singular solution of (1.1) if (1.1) has a singular solution.
It remains to show that u * is self-similar. From the construction of u * , u * is radially symmetric. Note that, for any λ > 0, the function
is a non-trivial and non-negative solution of (1.1) satisfying (1.2), so it is a singular solution of (1.1). Since u
) for all > 0 and λ > 0. In particular, taking λ = 1/ and using
Thus, u is self-similar and can be written in the form of (1.5). This completes the proof.
Existence of singular solutions
In the rest of this paper, we always assume that
We remark that the first condition implies that 1 < m + 2/n, i.e. m > (1 − 2/n) + . First we establish the existence of the FSs for (2.1).
is a continuous and nondecreasing function satisfying, for some positive constant C,
Let c > 0 be given and let {ϕ j (·)} ∞ j=1 be a cδ-sequence; namely, ϕ j is continuous, non-negative,
Let u j be the solution to (2.1) with initial data u j (·, 0) = ϕ j . Then lim j→∞ u j exists and is an FS of (2.1) with initial mass c.
In particular, taking φ(u) ≡ 0 and φ(u) = u q , one concludes that, for every c > 0, both (1.1) and (1.8) have an FS with initial mass c. 
where k = m−1+2/n. As u j u o j , {u j } is locally uniformly bounded. Consequently, by the regularity result [6] for locally bounded solutions of (2.1), the family {u j } ∞ j=1
is equicontinuous in any compact subset of R n ×(0, ∞). Hence, we can find a function u and a subsequence, which we still denote by {u j }, such that, as j → ∞, u j → u uniformly in any compact subset of R n × (0, ∞). The limit function u is necessarily a (weak) solution of (2.1) in R n × (0, ∞). Now we show that u is a fundamental solution of (2.1) with initial mass c. First of all, by Fatou's lemma,
Next, we show that, for any δ > 0,
For this purpose, let {φ j (x)} be a sequence such thatφ j is continuous and compactly supported in {x; |x| δ j } with lim j→∞ δ j → 0, thatφ j ϕ j , and that |x|<δjφ j → c as j → ∞. Since {ϕ j } is a c δ-sequence, such a {φ j } exists. Now letũ j be the solution of (2.1) with initial dataφ j . Note that the function
µ . By rotational invariance, we then obtaiñ
Now we estimate the total mass ofũ j (·, t). From the differential equation, we have
Thus, for any fixed t > 0 and large j such that δ j < δ,
As µ > n and 1 < q < m + 2/n, by sending j → ∞, we then obtain
By sending t 0, we then obtain (3.
As u o j (·, 0) = ϕ j and |x| ε ϕ j (x) dx → 0 as j → ∞, by sending j → ∞ and using
By sending ε → 0 and using the rotational invariance, we then obtain the estimate u(x, t) B( √ t/|x|) µ . This shows that u satisfies (1.2). Hence, u is an FS with initial mass c.
As we shall show later, FSs are unique, so the whole sequence {u j } converges to u.
Next we establish the existence of VSS of (2.1). is a cδ-sequence, and we can apply theorem 3.1 to obtain an FS u (c) of (2.1). Since, for each j, ϕ c j is monotonically increasing in c, so is the limit u (c) . Also, by lemma 2.2(ii) and remark 2.3, u (c) satisfies the estimates (2.3) and (2.4). Therefore, u ∞ (x, t) = lim c→∞ u (c) (x, t) exists, and satisfies also the estimates (2.3) and (2.4). By the local equicontinuity of {u (c) } (since they are locally uniformly bounded), u ∞ is a (weak) solution of (2.1). Also, the estimate (2.3) for u = u ∞ shows that u ∞ satisfies (1.2). Finally, since u u (c) for every c,
Thus, u ∞ satisfies (1.4). That is, u ∞ is a VSS of (2.1).
Remark 3.3. In the particular case of φ(u) = u q , q > 1, construction of both FS and VSS has been carried out in [21] .
Uniqueness of singular solutions
In this section, we prove the uniqueness of singular solutions of (1.1) under (3.1). To do this, we first show the uniqueness of the FS for (1.8), then the uniqueness of the FS for (1.1), and finally the uniqueness of VSS for (1.1). 
Uniqueness of the FS for

8) has a unique FS with initial mass c. It is given by
where
and D(c) is the unique constant such that
R n G[D(c) + |x| 2 ] −µ/2 dx = c.
Proof. The assertion that E c is an FS follows by direct verification.
We now prove the uniqueness. Assume that u is any fundamental solution of (1.8) with initial mass c. We want to show that u = E c . We divide the proof into three steps.
Step 1. Consider the family {u h } h>0 where u h (x, t) = hu(h 1/n x, h k t).
Direct calculation shows that each u
h is a solution of (1.8). In addition, from remark 2.4, 
Then, as both u
hj and v are solutions of (1.8), the contraction principle shows that, for all t 1,
Step 2. Denote e
for each h > 0. By the contraction principle, e h (t) is a non-increasing function of t. Also, for any h > 0, by the scaling invariance, E c = E h c and
.
Thus e h (t) is non-increasing in both t and h. Since the initial mass of u and E c is c, e h (t) is bounded by 2c for all h and t. It then follows that lim h 0 e h (t) exists, and lim
h 0
Denote the limit by e o . Then, in view of (4.1) and the definition of e h , we obtain
Step 3. We show that e o = 0. Suppose for the contrary that e o > 0. We defineū and u as the solution of (1. The comparison principle then givesū max{v,
On the other hand, by the contraction principle [1] ,
Hence we obtain a contradiction. This contradiction shows that e o = 0. As e 1 (t) is non-increasing in t, 0 = e o = lim t 0 e 1 (t) then implies that e 1 (t) = 0 for all t > 0. Thus, u ≡ E c . The proof is completed. Proof. We need only to prove the uniqueness of the FS. The following proof follows an idea of [13] .
Uniqueness of the FS of
Let v be an FS of (1.1) with initial mass c. We first show that v E c . In fact, for every τ > 0, let v (τ ) be the solution to (1.8) for t > τ with initial value v (τ ) = v on {t = τ }. Then, by comparison, v (τ ) v for all t > τ, so that, when τ 1 τ 2 , v (τ1) v (τ2) for all t > τ 2 , i.e. {v (τ ) } τ>0 is monotonic decreasing in τ . Consequently, the limit function w = lim τ 0 v (τ ) exists.
By the upper bound for singular solutions (lemma 2.2) and local regularity of solutions of (1.8), we know that, for any t > 0, v (τ ) (·, t) → w, as τ 0, uniformly in any compact set of R n and in L 1 (R n ). As R n v (τ ) (x, t) dx is a constant equal to R n v(x, τ ) dx, which, by remark 2.4, approaches c as τ → 0, we conclude that R n w(·, t) dx = c for all t. Thus, w is an FS of (1.8) with initial mass c. By
Let u 1 and u 2 be any two FSs of (1.1) with initial mass c. Then u i E c for i = 1, 2, so that by contraction principle, for any t > s > 0,
Sending s 0 we conclude that u 1 (·, t) = u 2 (·, t), since all the integrals E c (·, s), u 1 (·, s), and u 2 (·, s) approach c as s 0. This completes the proof of the theorem. Proof. Let u ∞ be the VSS established in theorem 3.2. We first show that u ∞ is the minimal VSS. Since u ∞ is the limit of u (c) , we need only show that any VSS of (1.1) is an upper bound of any FS of (1.1). For this purpose, let u be any VSS of (1.1). Let also c > 0 be any fixed constant. Since u satisfies (1.4), for all sufficiently small τ > 0, there exists a nonnegative continuous function
Uniqueness of VSS for
Thus {ϕ τ } τ>0 is a cδ-family. Consequently, from theorem 3.1 and theorem 4.2,
, where u τ is the solution of (1.1) with initial value u τ (·, 0) = ϕ τ .
Also, by comparison, we have u
It then follows that u (c) (·, t) u. Thus, every VSS of (1.1) is an upper bound of every FS. Consequently, u ∞ is the minimal VSS.
Next we show that u ∞ is self-similar. Since u (c) is unique, it must be radially symmetric. As u ∞ is the limit of u (c) , as c → ∞, so is u ∞ . Now, following the same proof for the self-similarity of u * in the proof of lemma 2.8, we can show that u ∞ is scaling invariant; namely, u ∞ = T (u ∞ ) for every > 0. Thus, u ∞ is a self-similar solution of (1.1).
As u * is the maximal VSS and u ∞ is the minimal VSS, we conclude that all VSS coincide with u * = u ∞ , by the following theorem on the uniqueness of self-similar VSS of (1.1), whose proof will be given in the next section. 
The self-similar solution
In this section we prove theorem 4.4. We need only to consider the initial-value problem (1.6) with the initial value
For each a 0, (1.6), (5.1) has a unique solution w(r; a) (if we write w q = |w| q−1 w and w m = |w| m−1 w) and the solution is continuous differentiable in a. Since a 1 implies that w 0 in its existence interval, we need only consider the case a ∈ (0, 1). For a ∈ (0, 1), if we denote by (0, R(a)) the maximal existence interval where w > 0, then w < 0 in (0, R(a)) and either R(a) = ∞ and lim r→∞ w(r; a) = 0 or R(a) < ∞ and w(R(a); a) = 0. For more details, see [16] , where Leoni proved by a shooting argument that there exists at least an a * ∈ (0, 1) such that the solution to (1.6), (5.1) satisfies (1.7). In this section we shall prove that such an a * is unique.
A monotonicity lemma
Observe that w = w(r; a) satisfies
It follows that, near the origin, the solution has the following expansion:
To study the behaviour of the solution w(r; a), we introduce a function J, defined by J(r; a) := {r µ w(r; a)} m .
A substitution of w m = r −mµ J into (1.6) gives
In addition, a differentiation in a gives, for
Proof. Applying the differential operator r(d/dr) to (5.4) and using the identity r[r
In the interval (0, r 1 ), write J a = C(r)rJ . Using the expansion (5.3), we have, for all r sufficiently small,
It then follows that C(0) = (µa) −1 , and C > 0 near the origin. Now, from the differential equation for J a = C(r)rJ , we have
As L(rJ ) < 0 and rJ > 0 in (0, r 1 ), we know that C cannot attain its first zero in (0, r 1 ). Thus,
It remains to show that J a > 0 at r 1 . For a later application, here we provide an elaborated proof. For convenience, we define
Since J > 0 near the origin, if a ∈ (0, 1) is not in A, then J > 0 in (0, R(a)), which implies R(a) = ∞, so that a ∈ B ∪ C. Thus, A, B and C are disjoint to each other and A ∪ B ∪ C = (0, 1). 
Characterization of the set
Proof. 
But this is impossible, since J(R 1 ; a) > J(R 2 ; a) and w(R 1 ; a) > w(R 2 ; a). Hence, J < 0 in (R 1 (a), R(a)).
(ii) ⇒ (iii). Note that the maximum of J is obtained at r = R 1 (a), so the assertion follows from the first inequality in (5.6). ∀r ∈ (0, R(a)).
It then follows that R(a) = ∞ and that
Note that either J > 0 in (0, ∞) or, if J changes sign, then a ∈ A, so that J < 0 in (R 1 (a), ∞) . In either case, we have lim r→∞ J =Ĵ and lim inf r→∞ |rJ | = 0.
Let {r j } ∞ j=1 be a sequence such that lim j→∞ r j = ∞ and lim j→∞ (rJ )| r=rj = 0. We claim that {r j } can be selected such that, in addition, lim j→∞ (r 2 J )| r=rj = 0.
In fact, if |rJ |, which is positive for all large r, oscillates infinitely many times, then one can select {r j } to be local minimum points of |rJ | so that 0 = (rJ ) = rJ + J on {r j }. That is, lim j→∞ (r 2 J )| r=rj = − lim(rJ )| r=rj = 0. If |rJ | does not oscillate infinitely many times, then |rJ | eventually monotonically decreases to zero, so that one can select {r j } along which r(r|J |) approaches zero; namely, r 2 J = r(rJ ) − rJ approaches zero along the sequence {r j }. Now by evaluating (5.4) at r j and sending j → ∞, we obtainĴ = J * , contradicting the assumption that sup r∈(0,R(a)) J < J * .
(iv) ⇒ (v). Since the function z = βn − 1 + w q−1 is strictly decreasing in (0, R(a)), r1 0 ρ 1−n zu < 0 implies that z < 0 for all r ∈ [r 1 , R(a)). It then follows that, for some δ > 0, R(a) ) and assertion (v) is trivially true. If n 2, then 2/n ∈ (0, 1], so by using the inequality
we obtain from (5.7) that, for all r ∈ (r 1 , R(a)), 1/(q−1) ] ∈ A. For any givenâ ∈ A, since J (R 1 (â);â) < 0, an implicit function theorem then yields that the J (R 1 ; a) = 0 has a local unique
To finish the proof, we need only show that, if (a 1 , a 2 ) ∈ A and a 1 > 0, then
In fact, by the continuous dependence of initial data,
so that, by lemma 5.2(iii), a 1 ∈ A. This completes the proof of the theorem. Proof.
Step 1 Step 2. We now study the behaviour of the solution w(·; a) for a ∈ C. For simplicity, we write w(r; a) and J(r; a) as w(r) and J(r), respectively. Let τ = ln r. As w is positive, we can write Here we consider Λ as an unknown function whereas w = w(e τ ) and J = J(e τ ) as known functions of τ . Step 3. Next, we show that, as τ → ∞, Λ approaches 1/β exponentially fast, with an exponent of at least ν = Note that the function ψ constructed in the proof of lemma 5.1 is positive in (r 0 , ∞). As J a and ψ are linearly independent, one of them will be unbounded. Since J a k 0 ψ, we then know that J a → ∞ as r → ∞.
Finally 
