A polynomial-time soft-decision decoding algorithm for Reed-Solomon codes is developed. This list-decoding algorithm is algebraic in nature and builds upon the interpolation procedure proposed by Guruswami-Sudan for hard-decision decoding. Algebraic soft-decision decoding is achieved by means of converting the probabilistic reliability information into a set of interpolation points, along with their multiplicities. The proposed conversion procedure is shown to be asymptotically optimal for a certain probabilistic model. The resulting soft-decoding algorithm signi cantly outperforms both the Guruswami-Sudan decoding and the generalized minimum distance (GMD) decoding of Reed-Solomon codes, while maintaining a complexity that is polynomial in the length of the code. Asymptotic analysis for a large number of interpolation points is presented, leading to a geometric characterization of the decoding regions of the proposed algorithm. It is then shown that the asymptotic performance can be approached as closely as desired with a list-size that does not depend on the length of the code.
Introduction
Reed-Solomon (RS) codes are among the most extensively used error-control codes, with applications ranging from magnetic recording 13], through satellite communications 4, 29] , to deep-space exploration 16 ]. An important problem in hard-decision decoding of Reed-Solomon codes is that of decoding beyond the error-correction radius. A breakthrough in this area was achieved by Sudan 25, 11] . In the form presented in 11], the algorithm of Guruswami-Sudan corrects any fraction of 6 1 ? p R erroneous positions in a Reed-Solomon code of rate R. Thus the error-correction capability of the algorithm exceeds the minimum distance bound (1 ? R)=2 for all rates in the interval 0; 1).
Soft-decision decoding of Reed-Solomon codes is, however, an entirely di erent matter. Even though the decoder can be often supplied with reliable soft-decision data relatively easily 4], the high complexity of optimal soft-decision decoding makes full utilization of such data prohibitive. Indeed, all the available optimal soft-decoding algorithms for RS codes, such as 27] and its modi cations 6, 21, 22] , are non-algebraic and run in time that scales exponentially with the length of the code. This makes the use of such algorithms generally infeasible in practice. An alternative approach to the problem of e cient soft decoding, pioneered by Forney 9, 10] , is known as generalized minimum distance (GMD) decoding. While the complexity of GMD decoding is moderate, and ultimately is of the same order as the complexity of hard-decision decoding 2, 14, 15, 24] , the gains that can be realized by GMD decoding are also moderate (cf. Figure 1) . Thus, in light of the ubiquity of Reed-Solomon codes, e cient soft-decision decoding of RS codes is one of the most important problems in coding theory and practice. Our goal in this paper is to present an e cient soft-decision decoding algorithm for Reed-Solomon codes. The algorithm signi cantly outperforms both the GuruswamiSudan list decoding 11] and the GMD-based decoding methods. For example, Figure 1 shows the performance of the three algorithms for a simple coding scheme: codewords of the (255; 144; 112) Reed-Solomon code over GF(256) are modulated using a 256-QAM signal constellation and transmitted over an AWGN channel. More details on this can be found in the caption of Figure 1 and in Section 6. We note that similar coding schemes, although with higher-rate RS codes, are in use today on satellite communication channels. The proposed algorithm is based on the algebraic interpolation techniques developed by Sudan 11, 25] . To achieve soft-decision decoding, we translate the soft-decision reliability information provided by the channel into a set of algebraic constraints. Speci cally, given the channel output vector (y 1 ; y 2 ; : : : ; y n ) and the a posteriori transition probabilities Pr(c i jy i ), we iteratively compute a set of interpolation points along with their multiplicities. We show that, at each step of the computation, this choice of interpolation points is optimal, in a certain precise sense de ned in Section 4. Notably, the algebraic interpolation and factorization techniques of Guruswami- Sudan 25, 11] can be implemented e ciently in polynomial time. There has been a lot of research on this topic recently 1, 7, 8, 19, 18, 23, 30] . Our soft-decision decoding procedure inherits these properties of Guruswami-Sudan decoding. In addition, one of the most useful characteristics of our soft-decoding algorithm is a complexity/performance trade-o that Codewords of the (255; 144; 112) Reed-Solomon code are modulated using a 256-QAM signal constellation and transmitted over an additive white Gaussian noise (AWGN) channel. At the channel output, soft decisions are quantized to 8 bits. The di erent curves correspond to the performance achieved by two hard-decision decoding algorithms and two soft-decision decoding algorithms. The two hard-decision algorithms are the conventional decoding up to half the minimum distance and the list-decoding algorithm by . For the latter, asymptotic performance is shown, assuming that the multiplicity of interpolation points tends to in nity (cf. Theorem 2). The two soft-decision algorithms are Forney's GMD decoding 9] and the algebraic soft-decision list-decoding algorithm developed herein. The curve marked 5 describes asymptotic performance for a large number of interpolation points, and hence large list-size. However, the curve marked shows that the asymptotic performance can be closely approached with a nite list that is guaranteed to have at most 32 codewords (cf. Section 6).
can be chosen freely. In particular, the complexity can be adjusted to any required level of performance within a certain fundamental bound (cf. Theorem 12) . The rest of this paper is organized as follows. The next section contains a brief overview of Sudan's list-decoding algorithm, as presented in 11] . Section 3 then sets the ground for algebraic soft-decision decoding of Reed-Solomon codes. In particular, we de ne the concepts of score and cost associated with each possible set of interpolation points. We then give a su cient condition for successful list-decoding in terms of these concepts. The core of our soft-decoding algorithm is developed in Section 4, which deals with the computation of (the multiplicities of) the interpolation points. In particular, we show how to iteratively compute the interpolation multiplicity matrix so as to maximize the expected score in a certain probabilistic model. We prove that the greedy approach produces such a matrix at each step of the computation. Section 5 presents an asymptotic performance analysis for our algorithm as the the number of interpolation points approaches in nity. The analysis leads to a simple geometric characterization of the (asymptotic) decoding regions of our algorithm. In Section 6, we show that the asymptotic performance can be approached arbitrarily closely with a list size that depends on the rate but not on the the length of the code at hand. We also present simulation results for various list sizes, for both half-rate and high-rate Reed-Solomon codes. Finally, we conclude with a brief discussion in Section 7.
Reed-Solomon codes and the Sudan algorithm
We rst set up some of the notation that will be used throughout this work. Let F q be the nite eld with q elements. The ring of polynomials over F q in a variable X is denoted F q X]. Reed-Solomon codes are obtained by evaluating certain subspaces of F q X] in a set of points D = fx 1 ; x 2 ; : : : ; x n g which is a subset of F q . Speci cally, the ReedSolomon code C q (n; k) of length n and dimension k is de ned as follows:
C q (n; k) def = f (f(x 1 ); : : : ; f(x n )) : x 1 ; : : : ; x n 2 D; f(X) 2 F q X]; deg f(X) < k g (1) The point set D is usually taken as F q or as F q , the set of all the nonzero elements of F q .
The set of polynomials of degree less than k in F q X] is a linear space, which together with the linearity of the evaluation map (1) establishes that C q (n; k) is a linear code. The minimum Hamming distance of C q (n; k) is d = n?k + 1, which follows from the fact that any nonzero polynomial of degree less than k evaluates to zero in less than k positions.
Given an arbitrary vector y 2 F n q , the hard-decision decoding task consists of nding the codeword c 2 C q (n; k) such that the Hamming weight wt(e) of the error vector e = y ? c is minimized. The Berlekamp-Welch algorithm 28] is a well-known algorithm that accomplishes this task, provided wt(e) < d=2. Generalizing upon Berlekamp-Welch 28], Sudan 25 ] and Guruswami-Sudan 11] derived a polynomial-time algorithm that achieves error correction substantially beyond half the minimum distance of the code. In the remainder of this section, we describe the essential elements of this algorithm. The following lemma provides a closed-form expression for N w X ;w Y ( ) for the case w X = 1. Similar statements can be found in 11, 18, 23, 25] and other papers.
3
Lemma 1.
The lemma follows by a straightforward counting of monomials; for a proof, see 11, Lemma 6] . The exact expression in Lemma 1 can be converted into a simple lower bound:
This is, in fact, a special case of the more general lower bound N w X ;w Y ( ) > 2 =2w X w Y . The latter bound can be easily proved using geometric arguments, as shown in Figure 2 . Given the channel output vector y = c + e = (y 1 ; y 2 ; : : : ; y n ) and the corresponding point set D = fx 1 ; x 2 ; : : : ; x n g, we consider the set of pairs P = f(x 1 ; y 2 ); (x 2 ; y 2 ); : : : ; (x n ; y n )g as points in a two-dimensional a ne space. Given a point ( ; ) and a bivariate polynomial A(X; Y ), we say that ( ; ) lies on A(X; Y ) if A( ; ) = 0. Equivalently, we say that A(X; Y ) passes through the point ( ; ). Herein, we will be interested in bivariate polynomials that not only pass through all the points in P but do so with high multiplicities. De nition 2. A bivariate polynomial A(X; Y ) is said to pass through a point ( ; ) with multiplicity m if the shifted polynomial A(X + ; Y + ) contains a monomial of degree m and does not contain a monomial of degree less than m. Equivalently, the point ( ; ) is said to be a zero of multiplicity m of the polynomial A(X; Y ). 
on the coe cients a i;j of A(X; Y ). Thus A(X; Y ) passes through a given point with multiplicity at least m if and only if its coe cients a i;j satisfy the 1 = 2 m(m+1) constraints speci ed by (3) . We are now ready to formulate the rst step of the Sudan 11, 25] algorithm.
Interpolation step: Given the set P of points in F q F q and a positive integer m, compute the nontrivial bivariate polynomial Q P (X; Y ) of minimal (1; k?1)-weighted degree that passes through all the points in P with multiplicity at least m. are probability-density functions, while if the channel is discrete then Y is discrete and the f( jx) are probability-mass functions. In either case, the decoder can easily compute the probability that 2 X was transmitted given that y 2 Y was observed, as follows
where the second equality follows from the assumption that X is uniform. For Reed-Solomon codes, the input alphabet is always xed to X = F q . Henceforth, let 1 ; 2 ; : : : ; q be a xed ordering of the elements of F q ; this ordering will be implicitly assumed in the remainder of this paper. Given the vector y = (y 1 ; y 2 ; : : : ; y n ) 2 Y n observed at the channel output, we compute i;j def = Pr X = i j Y = y j for i = 1; 2; : : : ; q and j = 1; 2; : : : ; n (8) according to the expression in (7) . Let be the q n matrix with entries i;j de ned in (8) . We will refer to as the reliability matrix and assume that is the input to a soft-decision decoding algorithm. For notational convenience, we will sometimes write ( ; j) to refer to the entry found in the j-th column of in the row indexed by 2 F q .
We note that in some applications 4, 29] , it is the reliability matrix rather than the vector y 2 Y n that is directly available at the channel output. In many other cases, the channel output alphabet Y is quite di erent from F q . Thus the rst step in hard-decision decoding is the construction of the hard-decision vector u = (u 1 ; u 2 ; : : : ; u n ) 2 F n q , where u j def = argmax 2Fq ( ; j) for j = 1; 2; : : : ; n (9) This hard-decision vector is then taken as the channel output y = c + e (cf. Section 2), thereby converting the channel at hand into a hard-decision channel.
On the other hand, a soft-decision decoder works directly with the probabilities compiled in the reliability matrix . If the decoder is algebraic, it must convert these probabilities into algebraic conditions. Before presenting a formal description of the proposed softdecision decoding procedure, we give an example that illustrates the main idea. Example 1. Let q = 5, so that F q is the set of integers f0; 1; 2; 3; 4g with operations modulo 5. We take D = F q = Z 5 and consider the Reed-Solomon code C 5 (5; 2) de ned as 
In this example, we assume, for convenience, that the rows and columns of are indexed by the elements 0; 1; 2; 3; 4 of Z 5 , in this order. The hard-decision vector derived from according to (9) is u = (4; 2; 3; 3; 3), which corresponds to errors in positions 0, 3 and 4.
It follows that even a maximum-likelihood hard-decision decoder will fail to reconstruct the transmitted codeword c, since there exists another codeword (3; 3; 3; 3; 3) 2 C 5 (5; 2)
that is closer to u in the Hamming metric. The list-decoding algorithm of GuruswamiSudan 11] will fail as well, since the number of erroneous positions exceeds the errorcorrection capability of the algorithm (cf. Theorem 2). The GMD soft-decision decoding algorithm 9, 10] will also fail to reconstruct c = (1; 2; 3; 4; 0). Since the last three positions in u = (4; 2; 3; 3; 3) are the least reliable, the GMD decoder will perform two decoding trials, attempting to correct u 0 = (4; 2; 3; 3; ) and u 00 = (4; 2; ; ; ), where denotes erasure. However, the decoder will produce (4; 2; 0; 3; 1) 2 C 5 (5; 2) in both trials.
Nevertheless, we now show that the transmitted codeword can, in fact, be reconstructed without resorting to full maximum-likelihood soft-decision decoding. The idea is to select the interpolation points and their multiplicities so as to re ect the information in in as much as possible. A simple greedy procedure for this purpose is derived in the next section. For the special case of our example, this procedure produces the following list point (x; y) (1; 2) (0; 4) (2; 3) (3; 3) (4; 3)
These points and multiplicities are shown to be optimal for the reliability matrix in (11), in a precise sense described in Section 4. The minimal (1; 1)-weighted degree polynomial that passes through all the points in (12) We identify the two solutions f 1 (X) = 1 + X and f 2 (X) = 4 + 3X as corresponding to (1; 2; 3; 4; 0) and (4; 2; 0; 3; 1), respectively. Referring to the reliability matrix in (11), we see that (1; 0) (2; 1) (3; 2) (4; 3) (0; 4) > (4; 0) (2; 1) (0; 2) (3; 3) (1; 4). Thus the transmitted codeword c = (1; 2; 3; 4; 0) is more likely than (4; 2; 0; 3; 1) given the observations; it will therefore be selected as the decoder output.
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Example 1 shows how a soft-decision decoding algorithm for Reed-Solomon codes might work: the \soft" reliability information enters the decoding process through the choice of interpolation points and their multiplicities. A convenient way to keep track of the interpolation points and their multiplicities is by means of a multiplicity matrix. A multiplicity matrix is a q n matrix M with nonnegative integer entries m i;j . The rst step of our soft-decision decoding algorithm consists of computing the multiplicity matrix M from the reliability matrix . This step is discussed in detail in the next section. In the remainder of this section, we characterize the proposed decoding algorithm for a given choice of interpolation points and their multiplicities. Thus the second step is the \soft" interpolation step, which may be expressed as follows.
Soft interpolation step: Given the point set D = fx 1 ; x 2 ; : : : ; x n g and the multiplicity matrix M = m i;j ], compute the (nontrivial) bivariate polynomial Q M (X; Y ) of minimal (1; k?1)-weighted degree that has a zero of multiplicity at least m i;j at the point (x j ; i ) for every i; j such that m i;j 6 = 0.
The third and nal step of our algorithm is the factorization step, which is identical to the factorization step of the Sudan algorithm, described in the previous section. (As in Example 1, the soft-decision list-decoder may also include a post-processor that selects the most likely codeword from the list produced at the factorization step.)
De nition 3. (14) Notice that 1;k?1 ( ) < p 2(k?1) < p 2k in view of (2) . Next, given two q n matrices A and B over the same eld, we de ne the inner product
Finally, it will be convenient to think of the codewords of the Reed-Solomon code C q (n; k) as q n matrices over the reals. 
Proof. Let c = (c 1 ; c 2 ; : : : ; c n ) be a codeword of C q (n; k), and let f(X) be the polynomial that evaluates to c. That is f(x j ) = c j for all x j 2 D, where D is the set of points that dene C q (n; k) as in (1) . Given Q M (X; Y ), we de ne the polynomial g(X) 2 F q X] as follows
It would clearly su ce to prove that (15) implies that g(X) is the all-zero polynomial, since then Q M (X; Y ) must be divisible by Y ? f(X). To prove that g(X) 0, we will show that deg g(X) 6 1;k?1 (C) and yet g(X) has a factor of degree S M (c). We write S M (c) = hM; c]i = m 1 + m 2 + + m n Thus the polynomial Q M (X; Y ) passes through the point (x j ; c j ) with multiplicity at least m j , for j = 1; 2; : : : ; n. We will make use of the following lemma. This lemma is identical to Lemma 4 of 11], and we omit the proof. Since f(x j ) = c j for j = 1; 2; : : : ; n, it follows from Lemma 4 and the fact that x 1 ; x 2 ; : : : ; x n are all distinct that the polynomial g(X) = Q M (X; f(X)) is divisible by the product (X ? x 1 ) m 1 (X ? x 2 ) m 2 (X ? x n ) mn whose degree is S M (c). We conclude that either deg g(X) > S M (c) or g(X) 0. Since deg f(X) 6 k ? 1, it is easy to see that the degree of g(X) = Q M (X; f(X)) cannot exceed the (1; k?1)-weighted degree of Q M (X; Y ). Yet it follows from (13) and (14) 
From posterior probabilities to interpolation points
This section deals with the conversion of posterior probabilities derived from the channel output into a choice of interpolation points and their multiplicities. More speci cally, given a reliability matrix , as de ned in (8), we would like to compute the multiplicity matrix M that serves as the input to the soft interpolation step of our algorithm.
Let M q;n denote the set of all q n matrices with nonnegative integer entries m i;j , and let M(C) be the nite set of all matrices in M q;n whose cost is equal to C. Thus M(C)
In view of Theorem 3, we would like to choose M 2 M(C) so as to maximize the score of the transmitted codeword c 2 C q (n; k). However, the transmitted codeword itself is obviously unknown to the decoder; only some stochastic information about c is available through the observation of the channel output (y 1 ; y 2 ; : : : ; y n ) 2 Y n and the knowledge of the channel transition probabilities Pr(X = j Y = y). In fact, as far as the decoder is concerned, the transmitted codeword may be thought of as a random vector, which we denote by X = (X 1 ; X 2 ; : : : ; X n ). For a given multiplicity matrix M, the score of the transmitted codeword is a function of X given by S M (X ) = hM; X]i. Thus S M (X ) is a random variable, and the question is: what is the best choice of a multiplicity matrix M 2 M(C) in this probabilistic setting? We choose to compute the matrix M 2 M(C) that maximizes the expected value of S M (X ). This choice is based on the following considerations. First, this is a reasonable optimization criterion for the probabilistic setup which is the focus of this paper. The obvious alternative is to compute M 2 M(C) that maximizes the probability that S M (X ) > (C). However, this computation appears to be extremely di cult, except for certain special cases of simple channels. The second reason is this: Theorem 14 of Section 5.2 shows that this criterion is asymptotically optimal in the following sense. Let P e denote the probability of list-decoding failure, de ned as the probability that the transmitted codeword c is not on the list produced by the soft-decoder. Theorem 14 implies that for every " > 0, however small, we have
where R = k=n is the rate of the Reed-Solomon code and EfS M (X )g is the expected value of the score for a given multiplicity matrix M 2 M(C). On the other hand, under certain assumptions stated in Section 5.2, for every 0 < " < 1 we have P e 6 " )
It is easy to see that for n ! 1, the two bounds on R coincide. Thus, at least asymptotically, maximizing the expectation of the score allows for reliable transmission at the highest possible rate. Of course, one might argue that such asymptotic reasoning has little meaning for Reed-Solomon codes, since n 6 q. However, the proposed soft-decoding algorithm can be generalized to algebraic-geometric codes, so that n ! 1 makes sense for a xed q. More importantly, the bounds in (17) and (16) essentially follow from the fact that the random variable S M (X ) concentrates about its expected value as n becomes large. We have observed that in practice (in simulations), the length n does not have to be too large for this concentration to take place. In fact, for signal-to-noise ratios (SNRs) of practical interest, n = 256 is usually enough.
To proceed, let us de ne the expected score with respect to a probability distribution P( ) on the random vector X = (X 1 ; X 2 ; : : : ; X n ) as follows
where M(x j ; j) denotes the entry found in the j-th column of M in the row indexed by x j . It remains to specify P( ). For this purpose, we adopt the product distribution determined by the channel output (y 1 ; y 2 ; : : : ; y n ) 2 Y n , namely P(x 1 ; x 2 ; : : : ;
(x j ; j) (18) where is the reliability matrix de ned in (8) . It is easy to see that this would be the a posteriori distribution of X given the channel observations, if the a priori distribution of X were uniform over the space F n q . However, the decoder knows that X was drawn a priori from the code C q (n; k) rather than from the entire space F n q , and hence the probability model in (18) is suboptimal. Taking this into account results in the probability model given in (50). This model is optimal in that it re ects precisely all the information available to the decoder. Unfortunately, this model leads to an intractable optimization problem, as shown in Appendix A (cf. Theorem 18). Thus the remainder of this section is concerned with the computation of the matrix M( ; C) de ned as follows
where the expectation is taken with respect to the probability distribution P( ) in (18) . We start with the following lemma, which gives a useful expression for the expected score.
Lemma 6. The expected score with respect to the probability distribution in (18) is equal to the inner product of the multiplicity matrix and the reliability matrix, namely component of X = (X 1 ; X 2 ; : : : ; X n ). The probability distribution of X 0 can be computed by marginalizing (18) (x l ; l) (20) for any j 2 f1; 2; : : :; ng and any 2 F q . The last equality in (20) follows by applying a similar argument to the random vector obtained by deleting the j-th component of X.
Now consider the q n matrix P = p i;j ] which may be thought of as the expected value of X] with respect to the distribution P( ) in (18) . Speci cally, we de ne P as follows P 
The summation on the right-hand side of (22) evaluates to 1 by (20) , which implies that p i;j = ( i ; j) = i;j for all i 2 f1; 2; : : :; qg and all j 2 f1; 2; : : : ; ng. Therefore P = .
The lemma can be now easily proved by interchanging expectation with inner product E P fS M (X )g = E P fhM; X]ig = hM; E P f X]gi = hM; i. More explicitly, we have where the rst two equalities follow from the linearity of the inner product, while the last equality follows from the de nition of P = in (21).
We will construct M( ; C) iteratively, starting with the all-zero matrix and increasing one of the entries in the matrix at each iteration. Referring to Lemma 6, we see that increasing m i;j from 0 to 1 increases the expected score by i;j while increasing the cost by 1. If we require that Q M (X; Y ) passes through the same point again | that is, increase m i;j from 1 to 2 | then the expected score again grows by i;j , but now we have to \pay" two additional linear constraints. In general, increasing m i;j from a to a + 1 always increases the expected score by i;j while introducing a + 1 additional constraints of type (3)
given by (10) and the reliability matrix in (11). Suppose we restrict the cost of the multiplicity matrix to 14, that is, we wish to nd M( ; 14) = argmax M2M (14) hM; i
We construct a multiplicity matrix M by a greedy iterative process, starting with the 5 5 all-zero matrix, and requiring at each iteration that the newly chosen interpolation point maximizes the increase in the expected score normalized by the number of additional linear constraints (the increase in cost). Table 1 shows the sequence of chosen interpolation points. Observe that the column that contains the ratio of the increase in the expected score to the increase in cost is strictly decreasing. The resulting multiplicity matrix M is described in equation (12) of Example 1.
It can be veri ed by exhaustive search that max M2M (14) hM; i = 6:83, so M = M( ; 14) .
Notice that N 1;1 (3) = 10 while N 1;1 (4) = 15 by Lemma 1, so that 1;1 (14) = 4. Thus the expected score exceeds the minimum score required for successful decoding (cf. Theorem 3) by a factor of about 1:7. This gives a high level of con dence that the actual score of the transmitted codeword will also exceed 1;k?1 (14) = 4. Indeed, the score of c = (1; 2; 3; 4; 0) 2 C 5 (5; 2) with respect to M is S M (c) = 5.
2
The greedy iterative procedure used in Example 2 turned out to be optimal for that case. We formalize this procedure as Algorithm A below. Let M( ; s) denote the multiplicity matrix produced by Algorithm A for a given reliability matrix and a given number of interpolation points s (counted with multiplicities). The following theorem shows that this matrix is optimal. = fB i;j;l : 1 6 i 6 q; 1 6 j 6 n; and 1 6 l 6 m i;j g (23) Observe that the number of rectangles in S(M) is P q i=1 P n j=1 m i;j , which is precisely the total number of interpolation points imposed by the multiplicity matrix M (counted with multiplicities). Furthermore Thus the cost of M is the total length of all the rectangles in S(M) and the expected score hM; i is the total area of all the rectangles in S(M). It is intuitively clear that to maximize the total area for a given total length, one has to choose the highest rectangles.
This is precisely what Algorithm A does: the algorithm constructs the matrix M( ; s) that corresponds to the set of s highest rectangles in B. It is now obvious that if the s highest rectangles in B have total length C, then no collection of rectangles of total length at most C can have a larger total area.
Although Algorithm A produces an optimal multiplicity matrix M( ; s) for an arbitrary number of interpolation points s, it cannot be used to solve the optimization problem (19) for an arbitrary value of the cost C. The algorithm computes a solution to (19) 
Thus, given a bound on the desired list-size, all one has to do is to keep track of the total cost C, and stop Algorithm A just before the right-hand side of (24) exceeds this bound.
Asymptotic performance analysis
In the next subsection, we investigate the multiplicity matrix M( ; s) produced by Algorithm A as s ! 1. We shall see that for s ! 1 this matrix becomes proportional to .
Based on this result, we derive an asymptotic condition for successful list-decoding, and provide a geometric characterization of the asymptotic decoding regions of our algorithm. In a subsequent subsection, we focus instead on long codes | that is, we study the limiting performance of our algorithm as the code length n approaches in nity.
Asymptotic analysis for large costs
We start with two simple lemmas. In all of the subsequent analysis, we keep the reliability matrix = i;j ] xed, while s ranges over the positive integers. For convenience, we de ne = f1; 2; : : : ; qg f1; 2; : : : ; ng. Let for all (i; j) 2 (27) Conversely, for every positive constant K 6 max , there exists a positive integer s = s(K)
such that (27) holds.
Proof. Given s, we choose K = K(s) so that s+1 6 K 6 s , which is always possible as the sequence 1 ; 2 ; : : : is non-increasing. To prove the rst inequality in (27) m i;j (s) where the last equality follows from the fact that position (i; j) was not updated since iteration s . Finally, given 0 < K 6 max , we choose s = s(K) so that s+1 < K 6 s once again. This choice is possible because the sequence 1 ; 2 ; : : : is non-increasing, 1 = max and lim s!1 s = 0. The proof then remains exactly the same, except that the rst inequality in (27) can be now strengthened to a strict inequality.
Since (27) holds for all (i; j) 2 , both inequalities in (27) It follows that for all s > maxf1="; max q="g = max q=", the bound in (30) holds for all (i; j) 2 . Thus s 0 = d max q="e.
Asymptotically, for a large number s of interpolation points | and, hence, for a large cost | a constraint on the cost C(M) = 1 = 2 (hM; Mi+hM; 1i) is equivalent to a constraint on the L 2 -norm p hM; Mi of the multiplicity matrix. It is obvious that for a xed norm p hM; Mi, maximizing the expected score hM; i is equivalent to maximizing the correlation between M and , which is clearly achieved by letting M be proportional to . This intuition con rms the result established in Theorem 10.
Remark. Finding the optimal multiplicity matrix M( ; s) can be viewed as a gambling problem. Assume that a gambler has a certain wealth in the form of a maximal number of linear constraints the gambler can satisfy. The matrix provides all the information the gambler can use in order to place bets on interpolation points with the goal of maximizing the return, which is the score of the transmitted codeword. In this context, Theorem 10 shows that proportional betting is the asymptotically optimal gambling strategy. Proportional betting is known 5] to be the optimal strategy in the context of a fair horse race. However, these results do not appear to be related to Theorem 10 in an obvious way.
We conclude this section with a geometric characterization of the (asymptotic) decoding regions of our soft-decision decoding algorithm. To start with, the following simple lemma essentially recasts Theorem 3 in slightly di erent terms.
Lemma 11. For a given multiplicity matrix M, the algebraic soft-decision decoding algorithm outputs a list that contains a codeword c 2 C q (n; Thus the asymptotic decoding regions of our algorithm are spherical cones in the Euclidean space R qn , extending from the origin to the surface of a sphere S of radius p n. on the surface of S in a nonlinear fashion, according to equation (9) . Finally, the decoding regions of conventional hard-decision decoding are also spherical caps on the surface of S and the same nonlinear projection is employed, but the spherical angle of these caps is only cos ?1 ( 1 = 2 + 1 = 2 R), and they are non-overlapping.
Asymptotic analysis for long codes
As noted in Section 4, from the point of view of the receiver, the transmitted codeword is a random vector X = (X 1 ; X 2 ; : : : ; X n ) whose a posteriori probability distribution is given by (18) The key result of this subsection is the following theorem which shows that as n ! 1, the random variable Z converges to its expected value. Theorem 14. Suppose that a q n reliability matrix is given, and let M be an arbitrary q n multiplicity matrix. Then for any " > 0, we have Pr n Z ? EfZ g > " o 6 1 n" 2 (36) of M in the row indexed by X j . The distribution of X j , computed by marginalizing the distribution of X in (18) , is given by Pr X j = i = i;j for i = 1; 2; : : : ; q and j = 1; 2; : : : ; n Using this distribution, we nd that EfZ j g = P q i=1 m i;j i;j and EfZ 2 j g = P q i=1 m 2 i;j i;j .
The key observation is this: since the random variables X 1 ; X 2 ; : : : ; X n are independent, so are Z 1 ; Z 2 ; : : : ; Z n . Hence Remark. The proof of Theorem 14 is essentially similar to a well-known proof of the weak law of large numbers. We note that using the strong law of large numbers, it is possible to show that as n ! 1, the random variable Z equals its expectation with probability 1.
We can use Theorem 14 to derive a relationship between the probability P e of list-decoding failure, the expected score, and the rate R of the Reed-Solomon code. Indeed, we have where the rst inequality follows from Theorem 3, and the second from the fact that 1;k?1 (C) < p 2kC. In view of Theorem 14, this immediately implies (16) . Namely, p R 6 EfZ g ? 1 p "n ) P e 6 "
We can also derive a bound in the opposite direction, but to do so we need two assumptions. First, we assume that the rst inequality in (37) holds with equality. This is tantamount to assuming that condition (15) of Theorem 3 is not only su cient but also necessary for successful list decoding. Strictly speaking, this is not true. It is easy to construct examples where Q M (X; Y ) has a factor Y ? f(X), with f(X) evaluating to a codeword c 2 C q (n; k), and yet hM; c]i 6 1;k?1 (C). In fact, such situations do arise in simulations.
However, they occur so infrequently that this phenomenon has no e ect on the overall performance. To be speci c, the approximation P e ' Pr fZ 6 1;k?1 (C)g is usually accurate up to the second signi cant digit. The second assumption is that 1;k?1 (C) is well approximated by p 2(k?1)C. This is certainly true for large costs, as can be seen from 6. Performance analysis for a xed list size
In this section, we study the performance achieved by our soft-decoding algorithm under a constraint which guarantees that the number of codewords on the list produced by the decoder does not exceed a given bound L. The key analytical result in this section is Theorem 17. This theorem extends Theorem 12 by providing a bound on how quickly the decoding algorithm converges to the asymptotic performance as a function of L. The analytical results are con rmed by simulations for both high-rate and low-rate codes. We start with two lemmas. As observed in Section 4, the number of codewords on the list produced by the soft-decision decoder is upper-bounded by deg where the rst inequality follows from (13) and (14), while the second inequality follows from the de nition of the cost C = C(M), Lemma 1, and (14) . Let be a given reliability matrix, and let M( ; s) be the corresponding multiplicity matrix produced by Algorithm A. For convenience, we de ne M( ; 0) as the all-zero q n matrix. Let J denote a q n matrix all of whose entries are nonnegative real numbers not exceeding 1. We write J instead of J if all the entries in the matrix are strictly less than 1. Given M = M( ; s), let be a positive real constant such that M = ?J . Such a con- 
Suppose now that we are given a positive integer L and would like to guarantee that the number of codewords on the list produced by the soft-decision decoder does not exceeed L. 
where is the reliability matrix derived from the channel output, R = (k?1)=n is the rate of C q (n; k?1), and the constant in O( ) depends only on R and q. 
This works well for large L, although (49) is still a loose bound for moderate list sizes. Nevertheless, the signi cance of Theorem 17 is that it proves convergence to the asymptotic performance at least as fast as O(1=L). Furthermore, the theorem shows that the size of the list required to approach the asymptotic performance within any given constant does not depend on the length of the code. Note that for Reed-Solomon codes, the right-hand side of (44) depends on the length n indirectly via the expression p q=2 p R . However, for algebraic-geometric codes, we can have arbitrary lengths for a xed q. If one is willing to accept the approximation on the right-hand side of (49), then the size of the list depends only on the rate R , for both Reed-Solomon and algebraic-geometric codes. In addition to the analysis of Theorem 17, we have performed extensive simulations of algebraic soft-decoding with list-size limited to L for various Reed-Solomon codes over GF(256). As the running channel model, we have assumed an AWGN channel with a 256-QAM signal constellation. The 256 constellation points were matched to the 256 elements of GF(256) in an arbitrary manner. The reliability matrix was computed by measuring the distance from the channel output to the four nearest constellation points. All the entries in were normalized and quantized to 8 bits of precision. Simulation results for the (255; 144; 112) Reed-Solomon code of rate 0:56 are summarized in Figure 3 . One can see from Figure 3 that at codeword error-rates of 10 ?5 and lower, algebraic soft-decision decoding provides a coding gain of about 1.5 dB, whereas GMD de- Codeword Error Rate Codeword Error Rate Figure 4 . We observe that this code, in conjunction with a 256-QAM signal constellation, is implemented today in certain satellite communications systems. Here, algebraic soft-decision decoding provides an ultimate coding gain of about 0:75 dB. The fact that the asymptotic coding gain decreases with the rate of a code is to be expected since list-decoding, in general, is less e ective for high-rate codes. In fact, the asymptotic performance of Guruswami- Sudan . In contrast, soft-decision list decoding does provide a signi cant coding gain. As in the case of half-rate codes, most of this gain can be achieved with small list sizes. Moreover, one can see from Figure 4 that the coding gain grows with SNR. Extrapolating the simulation results to error rates of about 10 ?10 (that are of interest for many applications), one should expect coding gains in excess of about 1.0 dB for high-rate as well as low-rate Reed-Solomon codes.
Conclusions
We have shown that interpolation-based decoding can be used to devise an e cient softdecision decoding algorithm for Reed-Solomon codes. The soft-decoding algorithm outperforms both GMD decoding and Guruswami-Sudan list-decoding by a substantial margin. The focus of this paper has been the performance achievable in a probabilistic setting, where the channel output is characterized in terms of a posteriori probabilities rather than error patterns. This is quite di erent from several recent papers 12, 17] which focus on a combinatorial setting, and provide guarantees on the number (and type) of errors that can be corrected on certain hard-decision channels. In particular, for long codes, the criterion derived herein for the computation of a multiplicity matrix allows for reliable transmission at the highest possible rate, although this is not necessarily the criterion that maximizes the number of correctable errors. The asymptotic performance of the proposed soft-decoding algorithm for a large number of interpolation points or, equivalently, for large lists has been characterized in terms of simple geometric conditions. Moreover, it has been shown that that the asymptotic performance can be approached arbitrarily closely with list sizes that are bounded by a constant, even as the length of a code grows beyond all bounds.
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Appendix A. On the underlying probabilistic model
In Section 4, in order to convert posterior probabilities (the reliability matrix ) into interpolation points (the multiplicity matrix M), we regard the transmitted codeword as a random vector X = (X 1 ; X 2 ; : : : ; X n ) 2X n and use the following probability distribution P( 
where, in contrast to (19) , the expectation E P f g is taken with respect to the true posterior distribution (50). While (52) gives a natural optimality criterion for the computation of the multiplicity matrix, we shall see that the computation itself is likely to be intractable. There are two sources of di culty in performing the maximization in (52). One of these has to do with the fact that computing P (x) is di cult, even for a single input vector x = (x 1 ; x 2 ; : : : ; x n ) 2 F n q . While I C (x) and Q n j=1 (x j ; j) are easy to evaluate, it can be shown that computing in (51) for an arbitrary reliability matrix and an arbitrary linear code C is NP-hard. This di culty, however, can be avoided as follows. Let 
Then it is easy to see from (53) and (54) that E P fS M (X )g and E fS M (X )g di er by a factor of that does not depend on the multiplicity matrix M. Thus the knowledge of is not essential for the computation of argmax in (52), and we have M opt ( ; C) def = argmax M2M (C) E P fS M (X )g = argmax M2M (C) E fS M (X )g (55) Unfortunately, the second di culty in the optimization of (52) and (55) is inherent in the presence of the indicator function I C ( ) in both P ( ) and ( ). Speci cally, we now show that given a polynomial-time algorithm for the computation of M opt ( ; C) in (55), one could devise a polynomial-time algorithm for maximum-likelihood hard-decision decoding of C q (n; k). If C q (n; k) is a general linear code, the latter task is known 3] to be NP-hard. More precisely, let q be a xed prime power and let d( ; ) denote the Hamming distance; then, the following decision problem Problem: Maximum-Likelihood Decoding Instance: Positive integers n; k; t, an (n?k) n matrix H over F q , and a vector y 2 F n q .
Question: Is there a vector c 2 F n q such that d(c; y) 6 t and Hc T = 0?
was shown to be NP-complete by Berlekamp, McEliece, and van Tilborg 3] . Let Q denote the eld of rational numbers. In this appendix, we exhibit a polynomial transformation from Maximum-Likelihood Decoding to the following decision problem Problem: Optimal Multiplicity Matrix Instance: Positive integers n, k, and C, an (n?k) n matrix H over F q which de nes a code C q (n; k), a q n reliability matrix over Q , and a rational number .
Question: Is there a matrix M 2 M(C) such that E fS M (X )g > ?
It is easy to see that Optimal Multiplicity Matrix is just a re-formulation of the optimization problem (55) as a decision problem. Notice that this decision problem is not necessarily in NP, since given a putative solution M 2 M(C), there is no obvious way to verify that E fS M (X )g > in polynomial time. plies that is a valid reliability matrix. We take = n n?t t . Finally, we use the same parity-check matrix H, and set C = n. This completes the mapping of fH; y; tg onto an instance fH; ; C; g of Optimal Multiplicity Matrix. Suppose that fH; y; tg is a \YES" instance of Maximum-Likelihood Decoding. Then there exists a codeword c 2 C q (n; k) such that d(c; y) 6 t. Let It follows from Theorem 18 that solving the optimization problem (55) for an arbitrary linear code C q (n; k) and an arbitrary cost C is NP-hard. It is possible to argue that the original optimization problem (19) might be also NP-hard for arbitrary costs; nevertheless, Algorithm A solves this problem for certain speci c costs. However, in contrast to (19) , the optimization in (55) remains NP-hard even if we restrict the cost to C = n. Furthermore, as can be seen from the proof of Theorem 18, maximizing E P fS M (X )g over all multiplicity matrices M such that hM; 1i = n (this is equivalent to selecting n interpolation points 28 regardless of the cost) is still NP-hard. The analogous problem for E P fS M (X )g, where P( ) is the distribution in (18) is trivial: it is solved by allocating all the n points at the position of the largest entry in . Finally, one might argue that while the Optimal Multiplicity Matrix problem has to do with arbitrary linear codes over F q , the codes involved in the optimization task (55) are Reed-Solomon codes and thus have a lot of structure. In this context, Theorem 18 shows that the computation of M opt ( ; C) in (55) subsumes maximum-likelihood hard-decision decoding of Reed-Solomon codes. No polynomial-time algorithm for maximum-likelihood hard-decision decoding of Reed-Solomon codes is presently known 26], and the problem is generally considered to be hard.
