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1. Introduction
In this paper we study the ∗-cocharacter sequences of ﬁnite dimensional, characteristic zero alge-
bras with involution which are simple as algebras with involution. Up to p. i. equivalence, there are
three families of such algebras: (Fk, t), the algebra of k × k matrices with transpose type involution;
(Fk, s), the algebra of k × k algebra with symplectic involution in the case of even k; and Dk deﬁned
to be Fk ⊕ Fk with involution (A, B)∗ = (B∗, A∗), where the ∗ on the right hand side is any involution
on Fk .
There are two types of cocharacters used in the study of algebras with involution. One is the Bn-
cocharacter and it is of the form
∑
|μ|+|ν|=n mμ,νχμ,ν, where χμ,ν is the irreducible Bn-character
corresponding to the pair of partitions μ,ν . We will write (μ,ν)  n to denote a pair of partitions
with |μ|+ |ν| = n. The colength sequence and maximal multiplicity sequence are deﬁned respectively
as
∑
(μ,ν)n
mμ,ν and max
(μ,ν)n
mμ,ν .
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Asymptotic maximal multiplicities in Bn-cocharacters.
A a,b mlt(a,b)(A)
(Fk, t) 1 a
(k+1
2
)
, 12 k
2 − k b (k2) a(k+12 )+ (b − 1)(k2)− (a+12 )− (b+12 )
(Fk, t) unrestricted
1
4 k(k − 1)2(k + 2)
(Fk, s) 1 a
(k
2
)
, 12 k
2  (b − 1) (k+12 ) a(k2)+ (b − 1)(k+12 )− (a+12 )− (b+12 )
(Fk, s) unrestricted
1
4 k(k + 1)2(k − 2)
Dk a,b k2  a + b (a + b − 1)k2 −
(a+1
2
)− (b+12 )+ 1
Dk unrestricted (k2 − 1)2
Table 2
Asymptotic colengths in Bn-cocharacters.
A a,b col(a,b)(A)
(Fk, t) 1 a
(k+1
2
)
, 12 k
2 − k b (k2) a(k+12 )+ (b − 1)(k2)− (a2)− (b2)− 1
(Fk, t) unrestricted
1
4 (k − 1)(k3 + k2 + 2k + 4)
(Fk, s) 1 a
(k
2
)
, 12 k
2  b (k+12 ) a(k2)+ (b − 1)(k+12 )− (a2)− (b2)− 1
(Fk, s) unrestricted
1
4 (k + 1)(k3 − k2 + 2k − 4)
Dk a,b k2  a + b (a + b − 1)k2 −
(a
2
)− (b2)
Dk unrestricted k4
Table 3
Asymptotic maximal multiplicities in Sn-cocharacters.
A a mlt(a)(A)
(Fk, t)
(k+1
2
) a k2 (a − 1)k2 + (k+12 )− (a+12 )
(Fk, t) unrestricted
1
2 k(k − 1)(k2 + k − 1)
(Fk, s)
(k+1
2
) a k2 (a − 1)k2 + (k2)− (a+12 )
(Fk, s) unrestricted
1
2 k(k + 1)(k2 − k − 1)
Dk k2 − k a 2k2 (2a − 1)k2 −
(a+1
2
)+ 1
Dk unrestricted 2k4 − 2k2 + 1
Each is bounded by a polynomial in n and we denote by col(−) and mlt(−) the lim inf of logn of∑
(μ,ν)n mμ,ν and max(μ,ν)n mμ,ν, respectively. In addition to these we will also study the asymp-
totics of the bounded colengths and bounded maximal multiplicities. Let Λa(n) denote the partitions
of n into at most a parts and let Λa denote the union
⋃
n Λa(n). To study pairs of partitions, we let
Λa,b denote Λa ×Λb and Λa,b(n) denote (μ,ν) in Λa,b with |μ|+ |ν| = n. For ﬁxed a,b we will study
each of
∑
mμ,ν and max{mμ,ν} restricted to Λa,b(n). These are also polynomially bounded and we
deﬁne col(a,b)(−) and mlt(a,b)(−) to be lim inf logn of each of them. Tables 1 and 2 summarize our
results.
The situation for Sn-cocharacters is completely analogous, with corresponding deﬁnitions of mlt,
mlta , etc. We are using the same symbols mlt and col for both the Sn and Bn cocharacter sequences.
If the meaning is not clear from context we will use the symbols smlt, bmlt, scol and bcol instead.
Our results for Sn-cocharacters are summarized in Tables 3 and 4.
The organization of this paper is as follows. In Section 2 we deﬁne the algebras and the cochar-
acters and describe the relationship between the cocharacters and the Poincaré series. In Section 3
we use Gelfand–Kirillov dimensions of generic algebras to prove lower bounds on the colength and
maximal multiplicity sequences. In Section 4 we prove the upper bounds. For the matrix cases this
involves expressing the mμ,ν as complex integrals and estimating these integrals. In the case of Dk
we obtain the upper bounds by comparing the ∗-cocharacter to the ordinary cocharacter of matrices.
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Asymptotic colengths in Sn-cocharacters.
A a col(a)(A)
(Fk, t)
(k+1
2
) a k2 (a − 1)k2 + (k+12 )− (a2)− 1
(Fk, t) unrestricted
1
2 (k − 1)(k3 + k2 + k + 2)
(Fk, s)
(k+1
2
) a k2 (a − 1)k2 + (k2)− (a2)− 1
(Fk, s) unrestricted
1
2 (k + 1)(k3 − k2 + k − 2)
Dk k2 − k a 2k2 (2a − 1)k2 −
(a
2
)
Dk unrestricted 2k4
2. Background
2.1. Algebras with ∗
Lemma 2.1.1. Let A be an algebra with involution with no ∗-invariant ideals. Then either A is a simple algebra
or A is a direct sum of two simple algebras A = A1 ⊕ A2 and ∗ acts as an anti-isomorphism between the two.
Proof. If A is not simple it has an ideal A1. Let A2 = A∗1. Since A1 ∩ A2 and A1 + A2 are ∗-invariant
ideals, they must equal (0) and A, respectively. Finally, since A = A1 ⊕ A2 every ideal of A1 or A2
would also be an ideal of A. Hence, if I were a proper ideal of A1 then I + I∗ would be a proper
∗-ideal of A, implying there can be no such. 
Corollary 2.1.2. Every ﬁnite dimensional, ∗-simple algebra is ∗-p. i. equivalent to Fk (with either transpose or
symplectic involution) or Dk.
If k is even then Fk admits either a transpose-type or symplectic involution. Say k = 2κ and let
an element of Fk be broken into four blocks of κ × κ matrices, A =
(
B C
D E
)
. Then, for transpose-type
involution we may take A∗ =
(
Etr Ctr
Dtr Btr
)
and for symplectic we may take A∗ =
(
Etr −Ctr
−Dtr Btr
)
, where the
tr denotes the ordinary transpose. If k = 2κ + 1 is odd, then there is no symplectic involution, and for
the transpose-type one we break A up into 9 submatrices
A =
( B C D
E F G
H I J
)
and A∗ =
( F tr Ctr I tr
Etr Btr Htr
Gtr Dtr J
)
,
where B,C, E, H are k × k matrices, H and I are row vectors, G and D are column vectors, and J is
a scaler. The following well-known lemma follows easily.
Lemma 2.1.3. In (Fk, t) the dimensions of the spaces of symmetric matrices and skew symmetric matrices are(k+1
2
)
and
(k
2
)
, respectively. And, in the case of (Fk, s) the dimensions are
(k
2
)
and
(k+1
2
)
, respectively. We will
write S and K for the dimensions of the spaces of symmetric and skew elements.
2.2. Cocharacters and Poincaré series
For more details on the topics in the section see Chapter 10 of [7], especially 10.2.
Deﬁnition 2.2.1. Let Xn be the set {x1, x∗1, . . . , xn, x∗n}. The free associative algebra F {Xn} is a universal
algebra for F -algebras with involution in the sense that it has an involution and given any A with
involution and any a1, . . . ,an ∈ A, there is a unique ∗-preserving homomorphism F {Xn} → A that
takes each xi to ai . For a given A an element f (x1, . . . , xn) ∈ F {Xn} which is zero under all such
20 A. Berele / Journal of Algebra 356 (2012) 17–38homomorphisms is an identity for A. For example the reader may care to check that (F2, t) satisﬁes
f (x1, x2) = (x1 − x∗1)2x2 − x2(x1 − x∗1)2.
Deﬁnition 2.2.2. A ∗-polynomial f (x1, . . . , xn) ∈ F {Xn} is called multilinear, degree n if for all
α1, . . . ,αn ∈ F the image of f under the substitution that sends each xi to αi xi (and hence x∗i to
αi x∗i ) satisﬁes
f (α1x1, . . . ,αnxn) = α1 · · ·αn f (x1, . . . , xn).
The space of all multilinear, degree n ∗-polynomials is denoted by Vn . Given an algebra A with ∗ we
let In or In(A) be the identities for A in Vn .
Deﬁnition 2.2.3. The symmetric group Sn acts on Vn by permuting variables and In will be a sub-
module for this action. Hence the quotient Qn = Vn/In will also be an Sn-module whose character is
called the nth cocharacter of A, denoted by χn(A) or by χ Sn (A).
The hyperoctahedral group Bn is a semidirect product of Zn2 with Sn . This group also acts on Vn ,
with the ith copy of Z2 acting on the map xi ↔ x∗i and In is also a submodule for this action. Hence,
Qn is also a Bn-module whose character we will ambiguously call the nth cocharacter of A and denote
by χn(A) or, more speciﬁcally, by χ Bn (A).
Deﬁnition 2.2.4. The quotient algebra F {Xn}/I(A) is the generic algebra for A on n generators and
is denoted by Un(A). It may be regarded as either an n-fold graded or a 2n-fold graded algebra. For
the former we let each xi and x∗i have the same grading. The resulting graded algebra has a Poincaré
series in n variables denoted by Pn(A).
Let si = xi + x∗i be generic symmetric elements in F {Xn} and let ki = xi − x∗i be generic skew ele-
ments. For a,b  n let Ua,b(A) be the subalgebra of Un(A) generated by the images of s1, . . . , sa and
k1, . . . ,kb . This algebra has an (a + b)-fold grading and the corresponding Poincaré series is denoted
by Pa,b(A). Note that it is not dependent on the choice of n a,b.
Given an algebra A we may decompose each of χ Sn (A) and χ Bn (A) into irreducible components
with multiplicities. Irreducible Sn-characters are denoted by χλ where λ is a partition of n and irre-
ducible Bn-characters are denoted by χμ,ν where μ and ν are partitions with (μ,ν)  n. So
χ Sn(A) =
∑
λn
mλχ
λ and χ Bn (A) =
∑
(μ,ν)n
mμ,νχ
μ,ν .
The following lemma follows by a standard argument, see Theorem 4.6.2 of [7].
Lemma 2.2.5. Let A be a ﬁnite dimensional algebra in which the space of symmetric elements has dimension a
and the space of skew elements has dimension b. Then mλ = 0 unless λ ∈ Λa+b and mμ,ν equals zero unless
mμ,ν ∈ Λa,b.
The Poincaré series Pn(A)(x1, . . . , xn) is a symmetric function so it can be written as a series in
the Schur functions
Pn(A)(x1, . . . , xn) =
∞∑
m=0
∑
λm
m′λSλ(x1, . . . , xn).
Likewise, the Poincaré series Pa,b(A) is symmetric in two sets of variables and so we may write
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∞∑
m=0
∑
(μ,ν)m
mμ,ν
′Sμ(y1, . . . , ya)Sν(z1, . . . , zb).
Then, the basic theorem is that mλ , the multiplicity of χλ in the Sm-cocharacter, is the same as m′λ ,
the coeﬃcient of Sλ in the Poincaré series, provided that λ has no more than m parts; and likewise
for mμ,ν and m′μ,ν .
Theorem 2.2.6. Let mλ , m′λ , mμ,ν and m′μ,ν be as above, and assume λ ∈ Λn, μ ∈ Λa and ν ∈ Λb. Then
mλ =m′λ and mμ,ν =m′μ,ν .
Using the Littlewood–Richardson coeﬃcients we can now relate the mλ and mμ,ν . The Littlewood–
Richardson coeﬃcients have several equivalent deﬁnitions. Two involving Schur functions are
Sμ(x)Sν(x) =
∑
λ
Cλμ,ν Sλ(x) (1)
and
Sλ(x, y) =
∑
μ,ν
Cλμ,ν Sμ(x)Sν(y). (2)
Theorem 2.2.7. The Bn-cocharacter determines the Sn-cocharacter via the formula mλ =∑μ,ν Cλμ,νmμ,ν .
Proof. The universal algebras Un,n(A) and Un(A) are the same algebra, and the grading on Un,n(A) is
a reﬁnement of that on Un(A). It follows that the Poincaré series Pn,n(A)(y1, . . . , zn) becomes equal
to Pn(A)(x1, . . . , xn) under the specializations yi → xi and zi → xi . Hence, combining Theorem 2.2.6
with Eq. (1) we get
∑
λ
mλSλ(x) =
∑
μ,ν
mμ,ν Sμ(x)Sν(x)
=
∑
μ,ν
mμ,ν
∑
λ
Cλμ,ν Sλ(x)
=
∑
λ
Sλ(x)
∑
μ,ν
Cλμ,νmμ,ν
and the theorem follows. 
3. Gelfand–Kirillov dimensions and lower bounds
3.1. Deﬁnitions
Deﬁnition 3.1.1. (See [10].) Let A be an algebra with ﬁnite generating set X . We ﬁlter A by letting An
be the span of all products of at most n elements of X ,
An = Span{x1 · · · xm |m n, x1, . . . , xn ∈ X}.
Let a(n) = the dimension of An . Then the GK-dimension of A — which does not depend on choice
of X — is deﬁned to be limsup logn a(n).
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skew generators. We take for the generating set X the set of these
X = {s1, . . . ,kb},
then let a′(n) be the dimension of the space A′(n) spanned by all products of exactly n elements
of X . Since the ideal of ∗-identities is homogeneous Ua,b(A) will be the direct sum of the A′(n) and
in particular A(n) will equal A(0) ⊕ · · · ⊕ A′(n). Hence
a(n) = a′(0) + · · · + a′(n)
and as a consequence of Theorem 2.2.6
a′(n) =
∑
(μ,ν)n
mμ,νda(μ)db(ν) (3)
where da(μ) = Sμ(1, . . . ,1) with a ones, which is the dimension of the irreducible GLa(F ) module
on μ, and likewise for db(ν).
Lemma 3.1.2. If A has 1, then limsup logn a
′(n) is one less than the GK-dimension of Ua,b(A).
Proof. Let limsup logn a
′(n) = h and GK-dimension of Ua,b(A) = g . For each  > 0 there exists C > 0
such that a′(n) Cnh+ for all n. Hence, by (3),
a(n) C · 1h+ + C · 2h+ + · · · + Cnh+ .
But the right hand side of this inequality is a lower Reimann sum for
∫ n+1
1 Cx
h+ dx and so
a(n) C
h +  + 1
(
(n + 1)h++1 − 1).
This implies that g  h + 1.
For the reverse inequality, given positive C,  there exist large n such that a′(n)  Cnh− . Since
1 ∈ A the a′(n) are increasing and so
a(2n) = a′(0) + · · · + a′(2n)
> a′(n) + · · · + a′(2n)
 na′(n) Cnh−+1
= C
2h−+1
(2n)h−+1.
This implies that g  h + 1 and completes the proof. 
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Deﬁnition 3.2.1. Fix a,b 1 and let A be the ring of k× k matrices with either symplectic or orthog-
onal involution. Let R be the generic algebra Ua,b(A), C the center of R , C¯ the commutative algebra
generated by the traces of elements of R , and R¯ the algebra generated by R and C¯ .
In [5] together with Saltman we computed the transcendence degree of the quotient ring of the
center of Un(A). The same argument also applies to Ua,b(A) and yields this lemma.
Lemma 3.2.2. C and C¯ are integral domains with the same quotient ﬁeld. This ﬁeld has transcendence degree
aS + (b − 1)K ,
where, as in Lemma 2.1.3, (S, K ) equals
((k+1
2
)
,
(k
2
))
in the orthogonal case, and
((k
2
)
,
(k+1
2
))
in the symplectic
case.
Corollary 3.2.3. If a,b  1 then the Gelfand–Kirillov dimensions of R and R¯ equal aS + (b − 1)K .
Proof. R and R¯ are prime p. i. algebras and so the GK-dimension equals the transcendence degree of
the quotient ﬁeld of the center, see [10, 10.5]. 
Procesi proved in [11] that R¯ is a ring of invariants for either the orthogonal or symplectic group.
The following lemma now follows from the Hochster–Roberts theorem, see [9].
Lemma 3.2.4. The Poincaré series of R¯ is a rational function with denominator a product of terms
∏
(1− tdi ).
Corollary 3.2.5. Let a¯′n be the dimension of the degree n component of R¯ . Then a¯′n is asymptotic to some Cng−1 ,
where g is the GK-dimension of R¯ .
Proof. It follows from the previous lemma that there exist a modulus d and polynomials f0, . . . , fd−1
such that if n is large enough and n ≡ i mod d then a¯′n = f i(n). However, since R¯ is a domain
the a¯′n must be increasing and so the f i must all have the same degree and same leading coeﬃ-
cient: a¯′n  Cnt . Finally, t = g − 1 follows from Lemma 3.1.2. 
The next lemma, which is Lemma 11.2 of [1], will let us compare the Poincaré series of R and R¯ .
Lemma 3.2.6. There exists c ∈ C such that cC¯ ⊆ C and cR¯ ⊆ R.
Proof. Since R is a prime p. i. algebra, Posner’s theorem implies that the localization RC is a division
algebra Q . Hence, there exist qi,q′i ∈ Q such that
∑
qixq
′
i = tr(x),
for all x ∈ Q . Clearing denominators, there exist ri, r′i ∈ R and z ∈ C such that
∑
rixr
′
i = z · tr(x),
for all x.
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only traces, see Section 1.7 of [7]. It is of the form
tr(x1) · · · tr(xn) = a linear combination of terms each with at most n − 1 traces.
It follows that R¯ is spanned by terms with at most n − 1 traces and so zn−1 R¯ ⊆ R . 
Corollary 3.2.7. Let a¯′(n) be the dimension of the degree n part of R¯ . Then a′(n) is asymptotic to a¯′(n).
Proof. Let the central polynomial c have degree d. Then
a¯′(n − d) a′(n) a¯′(n)
and the corollary follows. 
Combining this corollary with Corollary 3.2.5 we get
a′(n)  Cng−1,
and combining with Eq. (3) we get
∑
(μ,ν)n
mμ,νda(μ)db(ν)  Cng−1. (4)
This yields the main results of this section.
Corollary 3.2.8. Let 	a,b(A) = ∑{mμ,ν | (μ,ν)  n} be the bounded colength sequence and let ma,b(A) =
max{mμ,ν | (μ,ν)  n} be the bounded maximal multiplicity sequence. Then 	a,b(A) is bounded below by a
positive polynomial of degree g − 1 − (a2) − (b2) and ma,b(A) is bounded below by a positive polynomial of
degree g − (a+12 )− (b+12 ), where g is the GK-dimension of R.
Proof. Eq. (4) implies that for appropriate C
∑
(μ,ν)n
mμ,ν 
Cng−1
max{da(μ)db(ν)} .
And da(μ) and db(ν) are asymptotic to polynomials in |μ| and |ν| of degrees
(a
2
)
and
(b
2
)
, respectively.
The bound on cola,b(A) follows. For the maximal multiplicity we use
max
{
mμ,ν
∣∣ (μ,ν)  n} Cng−1∑
(μ,ν)n da(μ)db(ν)
.
The number of pairs of partitions μ = (μ1, . . . ,μa) and ν = (ν1, . . . , νb) with ∑μi + ∑ν j = n is
bounded by n to the power of a + b − 1, and so
∑
(μ,ν)n
da(μ)db(ν) n(
a
2)+(b2)+a+b−1.
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g − 1−
(
a
2
)
−
(
b
2
)
− a − b + 1= g −
(
a + 1
2
)
−
(
b + 1
2
)
. 
Specializing to Fk we get the following theorem.
Theorem 3.2.9. Let a,b 1 and let g be as in Corollary 3.2.3. Then
cola,b(A) g − 1−
(
a
2
)
−
(
b
2
)
and mlta,b(A) g −
(
a + 1
2
)
−
(
b + 1
2
)
.
It follows from Lemma 2.2.5 that mlt(A) = mltS,K (A) and col(A) = colS,K (A). Hence, using the
identity
(x
2
)+ (x+12 )= x2 we get for Fk with either type of involution
mlt(Fk) S2 + K 2 − K −
(
S + 1
2
)
−
(
K + 1
2
)
=
(
S
2
)
+
(
K
2
)
− K (5)
and
col(Fk) S2 + K 2 − K −
(
S
2
)
−
(
K
2
)
− 1
=
(
S + 1
2
)
+
(
K
2
)
− 1. (6)
The situation for Sn-cocharacters is completely analogous. In this case the GK-dimension g of the
universal algebra Ua(A) = Ua,a(A) is
g =
{
(a − 1)k2 + (k+12 ) in the orthogonal case,
(a − 1)k2 + (k2) in the symplectic case.
It follows as in Eq. (4) that
∑
λn
mλda(λ)  Cng−1.
Here is the analogue of Theorem 3.2.9.
Theorem 3.2.10. Let 1  a  k2 , A = (Fk, t) or (Fk, s), and let g be the GK-dimension of Ua(A), as above.
Then
cola(A) g − 1−
(
a
2
)
and mlta(A) g −
(
a + 1
2
)
.
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mlt(Fk, t)
1
2
(
k4 − 2k2 + k), (7)
col(Fk, t)
1
2
(
k4 + k − 2), (8)
mlt(Fk, s)
1
2
(
k4 − 2k2 − k), (9)
col(Fk, s)
1
2
(
k4 − k − 2). (10)
3.3. The generic algebra for Dk
Recall that Dk = Fk ⊕ Fk with involution (A, B)∗ = (B∗, A∗). The symmetric elements are those of
the form (A, A∗) and the skew elements are those of the form (A,−A∗).
Lemma 3.3.1. Given a polynomial f (x1, . . . , xn) (without involution), the following are equivalent:
1. f (x1, . . . , xn) is a polynomial identity for Fk.
2. For each a, f (x1, . . . , xa, x∗1, . . . , x∗n−a) is an identity for Dk.
3. For some a, f (x1, . . . , xa, x∗1, . . . , x∗n−a) is an identity for Dk,
4. For each a, f (s1, . . . , sa,k1, . . . ,kn−a) is an identity for Dk.
5. For some a, f (s1, . . . , sa,k1, . . . ,kn−a) is an identity for Dk.
Proof. Each of the polynomials in (2)–(5) are specializations of f and so (1) implies all of the others.
And, trivially, (2) implies (3) and (4) implies (5). We complete the proof by showing that (3) and (5)
each imply (1). Let xi = (Ai, B∗i ) in (5) and compute
f
(
x1, . . . , xa, x
∗
1, . . . , x
∗
n−a
)= ( f (A1, . . . , Aa, B1, . . . , Bn−a), f (B∗1, . . . , A∗n−a)).
By hypothesis, this is 0 and so the ﬁrst component f (A1, . . . , Aa, B1, . . . , Bn−a) must be zero, which
implies (1). The proof that (5) implies (1) is similar, taking si = (Ai, A∗i ) and ki = (Bi,−B∗i ). 
Note that this lemma implies a fact we have been assuming, namely that the identities of Dk do
not depend on which involution we use on Fk . It also implies the following corollary.
Corollary 3.3.2. The universal algebra Ua,b(Dk) equals the universal algebra Ua+b(Fk), where Fk is considered
an algebra without involution.
By comparing the Poincaré series of these two universal algebras we get this theorem.
Theorem 3.3.3. Let Fk have ordinary Sn-cocharacter
∑
λn Mλχλ and let Dk have Bn-cocharacter∑
(μ,ν)n mμ,νχμ,ν . Then
mμ,ν =
∑
λ
Cλμ,νMλ.
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∑
mμ,ν Sμ(x1, . . . , xa)Sν(xa+1, . . . , xa+b) =
∑
MλSλ(x1, . . . , xa+b)
=
∑
Mλ
∑
Cλμν Sμ(x1, . . . , xa)Sν(xa+1, . . . , xa+b).
Equating the coeﬃcients of Sμ(x1, . . . , xa)Sν(xa+1, . . . , xa+b) gives the result. 
It is a well-known theorem of Procesi, see Theorem 6.5 of [12] that Ua+b(Fk) has GK-dimension
(a + b − 1)k2 + 1. The proof of the next theorem is identical to that of Theorem 3.2.9.
Theorem 3.3.4. Let 1 a,b k2 . Then 	a,b(Dk) is bounded below by a positive polynomial of degree (a+b−
1)k2 − (a2)− (b2); and ma,b(Dk) is bounded below by a positive polynomial of degree (a+ b − 1)k2 − (a+12 )−(b+1
2
)+ 1. Hence
cola,b(Dk) (a + b − 1)k2 −
(
a
2
)
−
(
b
2
)
and
mlta,b(Dk) (a + b − 1)k2 −
(
a + 1
2
)
−
(
b + 1
2
)
+ 1.
In particular, taking a = b = k2 we get
col(Dk) k4 and mlt(Dk)
(
k2 − 1)2.
And, here is the analogous result for Sn-cocharacters.
Theorem 3.3.5. Let 1  a  2k2 . Then 	a(Dk) is bounded below by a positive polynomial of degree (2a −
1)k2 − (a2); and ma(Dk) is bounded below by a positive polynomial of degree (2a − 1)k2 − (a+12 )+ 1. Hence
cola(Dk) (2a − 1)k2 −
(
a
2
)
and
mlta(Dk) (2a − 1)k2 −
(
a + 1
2
)
+ 1.
In particular, taking a = 2k2 we get
col(Dk) 2k4 and mlt(Dk) 2k4 − 2k2 + 1.
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4.1. Pure trace cocharacters
Given any p. i. algebra A with trace and involution, there are two Sn-cocharacters and two Bn-
cocharacters that take into account both structures: The pure trace cocharacter and the mixed trace
cocharacter. Here are some necessary deﬁnitions.
Deﬁnition 4.1.1. A pure trace ∗-polynomial is a linear combination of terms of the tr(u1) · · · tr(ut),
where the ui are ∗-polynomials, with the obvious relations,
tr(αu + βv) = αtr(u) + βtr(v), tr(u)tr(v) = tr(v)tr(u),
tr(uv) = tr(vu), tr(u∗)= tr(u).
Mixed trace ∗-polynomials are linear combinations of u1 tr(u2) · · · tr(ut) with relations as above plus
u · tr(v) = tr(v)u.
Deﬁnition 4.1.2. A trace ∗-polynomial f (x1, . . . , xn) (either pure or mixed) such that
f (α1x1, . . . ,αnxn) = α1 · · ·αn f (x1, . . . , xn)
for all α1, . . . ,αn is called multilinear, degree n. The set of all such will be denoted by MTn and PTn
in the mixed and pure cases, respectively.
Deﬁnition 4.1.3. Let Imtrn (A) (resp. I
ptr
n (A)) be the subspace of MTn (resp. PTn) of identities of A. Both
are invariant under the actions of Sn and of Bn on MTn and PTn . The characters of the quotients will
be denoted as follows:
χSn
(
PTn/I
prt
n (A)
)= χ ptrSn (A), χSn(MTn/Imtrn (A))= χmtrSn (A),
χBn
(
PTn/I
prt
n (A)
)= χ ptrBn (A), χBn(MTn/Imtr(A))= χmtrBn (A).
Lemma 4.1.4. If the trace map on A is non-degenerate then
χmtrSn (A) =
(
χ
ptr
Sn+1(A)
)↓ and χmtrBn (A) = (χ ptrBn+1(A))↓
where the arrows represent inducing down from Sn+1 to Sn and from Bn+1 to Bn.
Proof. The map MTn → PTn+1 given by f → tr(xn+1 f ) respects the actions of both Sn and Bn , and
takes I ptrn (A) to I
mtr
n+1(A) and hence induces a map MTn/Imtrn → PTn+1/I ptrn+1. Moreover, since the trace
is non-degenerate, f is a mixed trace identity if and only if tr(xn+1 f ) is a pure trace identity, implying
that the induced map is an isomorphism. 
We decompose the six characters as follows:
χ Sn(A) =
∑
λn
mλ(A)χ
λ, χ Bn (A) =
∑
(μ,ν)n
mμ,ν(A)χ
μ,ν,
χ
ptr
Sn
(A) =
∑
λn
cλ(A)χ
λ, χ
ptr
Bn
(A) =
∑
(μ,ν)n
cμ,ν(A)χ
μ,ν,
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∑
λn
rλ(A)χ
λ, χmtrBn (A) =
∑
(μ,ν)n
rμ,ν(A)χ
μ,ν .
Since ordinary polynomials and pure trace polynomials are each mixed trace polynomials we have for
all λ, μ and ν
mλ, cλ  rλ and mμ,ν, cμ,ν  rμ,ν . (11)
Our goal is to ﬁnd upper bounds for the colength and maximal multiplicities sequences for matrices.
By (11) we could use the mixed trace cocharacter for our upper bound. However, it is computationally
easier to estimate the pure trace cocharacter and the next lemmas show that this is suﬃcient.
Lemma 4.1.5. Let λ be a partition of n+ 1 with height h. Then the Sn character gotten by inducing (χλ)↓ has
length at most h. Likewise, if μ and ν are partitions with heights h1 and h2 with (μ,ν)  n + 1 then the Bn
character gotten by inducing (χμ,ν)↓ has length at most h1 + h2 .
Proof. In the case of Sn the Branching Theorem says that (χλ)↓ equals the sum ∑χμ where μ runs
over partitions of n contained in λ, see 9.2 in [8]. Any such μ will be of the form
μ = (λ1, . . . , λi − 1, . . . , λh)
and so there are at most h possible values for h.
In the case of Bn we use an analogue of the Branching Theorem proven by Giambruno and Regev
in [6, A.21]. Unfortunately for us, that formula is given in terms of inducing up and we need the
formula for inducing down, but it is easy to translate using Froebenius reciprocity. Given a pair of
partitions (μ,ν)  n we let (μ,ν)+ be the set of partitions (α,β)  n+ 1 such that μ ⊆ α and ν ⊆ β ,
i.e., the set of pairs of partitions gotten by adding one to either a part of μ or of ν . Likewise, we
deﬁne (μ,ν)− to be the set of partitions gotten from (μ,ν) by subtracting one from a part of μ or ν .
It is not hard to see that (α,β) ∈ (μ,ν)+ if and only if (μ,ν) ∈ (α,β)− . Then, Giambruno and Regev
proved
(
χμ,ν
)↑ = ∑
(μ,ν)+
χα,β .
Now Froebenius reciprocity says that
〈
(α,β), (μ,ν)↑〉= 〈(α,β)↓, (μ,ν)〉
which implies
(
χμ,ν
)↓ = ∑
(μ,ν)−
χα,β .
It follows as in the Sn case that there are at most h1 + h2 possible values for (α,β). 
Lemma4.1.6. If A is a ﬁnite dimensional p. i. algebrawith non-degenerate trace, and if any one of the sequences
{∑
λn
cλ(A)
}
,
{
max
λn cλ(A)
}
,
{ ∑
(μ,ν)n
cμ,ν(A)
}
,
{
max
(μ,ν)n
cμ,ν(A)
}
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bounded by a polynomial of the same degree.
Deﬁnition 4.1.7. Denote by c − scol(A), c − smlt(A), c − bcol(A) and c − bmlt(A) the minimum t such
that each of the above sequences is bounded by a polynomial of degree t . Likewise, c − cola(A), etc.
4.2. Combinatorial descriptions of cμ,ν for matrices
Deﬁnition 4.2.1. Let X = {a1, . . . ,an} be a multiset (= a set with possibly repeated elements) of Lau-
rent monomials. We write Sλ(X ) for the evaluation of the Schur function Sλ(a1, . . . ,an). Given a ﬁnite
list X1, . . . ,Xn we write Sλ(X1, . . . ,Xn) for Sλ(X1 ∪ · · · ∪Xn). Of particular interest will be the sets
A= {z±1i z±1j ∣∣ 1 i < j  κ},
B = {z±2i ∣∣ 1 i  κ},
C = {z±1i ∣∣ 1 i  κ},
1κ = {1, . . . ,1︸ ︷︷ ︸
κ
}.
We remind the reader of Cauchy’s identity which we state with this notation:
∏
x∈X
y∈Y
(1− xy)−1 =
∑
λ
Sλ(X )Sλ(Y).
Deﬁnition 4.2.2. Given a function f of z1, . . . , zκ (and perhaps of other variables) we deﬁne Ψ ( f ) to
be the complex integral
(2π i)−κ
∮
T
f
dz1
z1
∧ · · · ∧ dzκ
zκ
where T is the torus |zi | = 1, i = 1, . . . , κ . Note that if f is a Laurent polynomial then Ψ ( f ) is the
coeﬃcient of 1 in f .
The next theorem computes the multiplicities in the pure trace cocharacters.
Theorem 4.2.3. For 2κ × 2κ matrices with symplectic involution, cμ,ν equals
(
2κκ !)−1Ψ( ∏
a∈A∪B
(1− a)Sμ
(
1κ ,A)Sν(1κ ,A,B)).
For (2κ + 1) × (2κ + 1) matrices with transpose-type involution, cμ,ν equals
(
2κκ !)−1Ψ( ∏ (1− a)Sμ(1κ+1,A,B,C)Sν(1κ ,A,C)).a∈A∪C
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(
2κκ !)−1Ψ(∏
a∈A
(1− a)Sμ
(
1κ ,A,B)Sν(1κ ,A)).
Proof. In the symplectic case, Eq. (7) of [4] says that the Poincaré series
∑
cμ,ν Sμ(x)Sν(y) equals
(2κκ !)−1 times Ψ of the fraction ∏
a∈A∪B(1− a)∏
i
∏
a∈1κ∪A(1− axi)
∏
j
∏
a∈A∪B∪1κ (1− ay j)
.
By Cauchy’s identity this fraction equals
∏
a∈A∪B
(1− a)
∑
μ
Sμ
(
1κ ,A)Sμ(x)∑
ν
Sν
(
1κ ,A,B)Sν(y).
Computing the coeﬃcient of Sμ(x)Sν(y) gives the formula for cμ,ν .
The proof in the odd orthogonal case is essentially the same, using Eq. (9) from [4] in place of (7).
For the even orthogonal case there is a technical problem. The integration formulas (7) and (9)
from [4] are gotten using Weyl’s integral formulas together with Procesi’s theory of trace identities.
The former involves the symplectic and special orthogonal groups whereas the latter involves the
symplectic and orthogonal groups. In the odd case, O 2κ+1 = SO2κ+1 and there is no problem. How-
ever, in the even case SO2κ is a proper subgroup of O 2κ and we do not know how to use an integral
to compute O 2κ -invariants. At any rate, the techniques of [4] easily express the Poincaré series of
the SO2κ -invariants using Ψ . Let this Poincaré series equal
∑
c¯μ,ν Sμ(x)Sν(y). Then, since the ring of
SO2κ -invariants is larger than the ring of O 2κ -invariants, we have c¯μ,ν  cμ,ν for all μ,ν . And, imi-
tating the proofs in the symplectic and odd orthogonal cases, one can prove that the Poincaré series∑
c¯μ,ν Sμ(x)Sν(y) equals (2κκ !)−1 times Ψ of∏
a∈A(1− a)∏
i
∏
a∈1κ∪A∪B(1− axi)
∏
j
∏
a∈A∪1κ (1− ay j)
.
The proof in this case again follows from Cauchy’s formula. 
4.3. Combinatorial lemmas
Deﬁnition 4.3.1. Given p and μ ∈ Λa , ν ∈ Λb , X and Y we deﬁne
Fμ,ν(p,X ,Y) = Sμ(X )Sν
(
1p,Y) ∏
y∈Y
(1− y)
and m(μ,ν) will be deﬁned to be Ψ (Fμ,ν(p,X ,Y)), or equivalently, the coeﬃcient of 1 in
Fμ,ν(p,X ,Y).
By Theorem 4.2.3 each cμ,ν either equals or is bounded by (2κκ !)−1m(μ,ν) for appropriate
p,X ,Y :
Lemma 4.3.2. If k = 2κ then cμ,ν(F2κ , s) = (2κκ !)−1m(μ,ν) for X = 1κ ∪A, Y = A ∪ B and p = κ. If
k = 2κ + 1, then cμ,ν(F2κ+1, t) = (2κκ !)−1m(μ,ν) for X = 1κ+1 ∪ A ∪ B ∪ C , Y = A ∪ C, and p = κ .
And if k = 2κ , then cμ,ν(F2κ , t) (2κκ !)−1m(μ,ν) for X = 1κ ∪A∪B, Y =A, and p = κ. In every case,
|X | = K and |Y| = S − κ .
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Lemma 4.3.3. (See Lemma 3.1 of [2].) Let Sλ(1a, y1, . . . , ys) decompose as
∑
cμSμ(y1, . . . , ys), where
ht(λ) = h, s − 1 h s + a. Then each cμ is non-negative and∑ cμ  nt where t = ah − (h−s+12 ).
Lemma 4.3.4. (= Lemma 3.4 of [2].) For any partition λ, the product
Sλ(1, y1, . . . , ys)
∏
i
(1− yi)
equals a sum
∑±Sν(y1, . . . , ys) where for each ν = (ν1, . . . , νs) occurring in the sum, each ν j equals either
λ j + 1 or λ j+1 .
Corollary 4.3.5. If b = ht(ν) is between |Y| and |Y| + p, then ∏y∈Y (1 − y)Sν(1p,Y) can be written as a
sum
∑
mβ Sβ(y), where
∑ |mβ | is bounded by a polynomial of degree
(p − 1)b −
(
b − |Y|
2
)
in n = |ν|.
Proof. First apply Lemma 4.3.3 to Sν(1p,Y), taking a = p − 1 and y1, . . . , ys = 1∪Y , yielding
∏
y∈Y
(1− y)Sν
(
1p,Y)= ∏
y∈Y
(1− y)
∑
α
cα Sα(1,Y),
where
∑
cα is bounded by a polynomial of degree (p − 1)b −
(b−Y
2
)
. Finally, by Lemma 4.3.4, each∏
y∈Y (1− y)Sα(1,Y) can be written as a sum of at most 2b terms of the form ±Sβ(Y). 
The next lemma is a straightforward generalization of Lemma 3.6 of [2]. We need a deﬁnition in
order to state it.
Deﬁnition 4.3.6. For a Laurent monomial z = zn11 · · · znκκ , let v(z) be the vector (n1, . . . ,nκ ), and then
let m be the dimension of the span of all v(z), where z runs over X ∪Y .
Lemma 4.3.7. Let X and Y be sets of Laurent monomials with m as above, and let α,β ∈ Λa,b(n). Then
Ψ (Sα(X )Sβ(Y)) is bounded by a polynomial of degree
A|X | + B|Y| −
(
A + 1
2
)
−
(
B + 1
2
)
−m.
Combining these lemmas gives this bound on m(μ,ν) and hence on cμ,ν and mμ,ν :
Theorem 4.3.8. If the height of ν is between |Y| and p + |Y|, then m(μ,ν) is bounded by a polynomial in
n = |α| + |β| of degree
a|X | + b|Y| + bp −
(
a + 1
2
)
−
(
b + 1
2
)
− |Y| −m.
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m(μ,ν) CntΨ
(
Sμ(X )Sβ(Y)
)
where t = (p − 1)b − (b−|Y|2 ) and β has height at most |Y|. And by Lemma 4.3.7 Ψ (Sμ(X )Sβ(Y)) is
bounded by a polynomial of degree
a|X | + |Y|2 −
(
a + 1
2
)
−
(|Y| + 1
2
)
−m.
Adding these degrees and simplifying gives the desired bound. 
Lemma 4.3.9. If 1 a
(k
2
)
and 12k
2  b 
(k+1
2
)
, thenmlt(a,b)(Fk, s) a
(k
2
)+ (b−1)(k+12 )− (a+12 )− (b+12 ).
And, if 1 a
(k+1
2
)
and 12k
2 − k b  (k2), then mlt(a,b)(Fk, s) a(k+12 )+ (b − 1)(k2)− (a+12 )− (b+12 ).
Proof. By Lemma 4.1.6 it suﬃces to prove the upper bound on cμ,ν , and by Lemma 4.3.2 each cμ,ν is
equal to or bounded by (2κκ !)−1m(μ,ν), for appropriate X , Y , and p. Applying Theorem 4.3.8 and
simplifying yields the desired bounds. 
We now have everything we need for our main theorem on Fk .
Theorem 4.3.10. If 1 a S and K − κ  b K , then
mlt(a,b)(Fk) = aS + (b − 1)K −
(
a + 1
2
)
−
(
b + 1
2
)
and
col(a,b)(Fk) = aS + (b − 1)K −
(
a
2
)
−
(
b
2
)
− 1.
Proof. The values of mlt(a,b)(Fk) in both cases follow from Theorem 3.2.9 and Lemma 4.3.9. As for
col(a,b)(Fk, t), we use Theorem 3.2.9 with the upper bound col
(a,b)(A)mlt(a,b)(A) + a + b − 1. 
Corollary 4.3.11. mlt(Fk, t) = 14k(k + 2)(k − 1)2 , col(Fk, t) = 14 (k − 1)(k3 + k2 + 2k + 4), mlt(Fk, s) =
1
4k(k − 2)(k + 1)2 , and col(Fk, s) = 14 (k + 1)(k3 − k2 + 2k − 4).
4.4. Upper bounds for Dk
We can now derive upper bounds on the Bn-cocharacter sequence of Dk using Theorem 3.3.3
together with theorems from [2] and [3]. The following is a consequence of Lemma 3.9 from [3].
Lemma 4.4.1. Given μ(n) ∈ Λa(n) and ν(n) ∈ Λb(n) for n = 1,2, . . . . Then the sum of the Littlewood–
Richardson coeﬃcients
∑{
Cλμ,ν
∣∣ λ ∈ Λh(n)},
where a,b  h  a + b, is bounded by a polynomial of degree (a + b)h − (a+12 )− (b+12 )− (h2). In the case of
a = b = h = k2 the exponent reduces to (k22 ).
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Theorem 4.4.2. Let Fk have ordinary cocharacters χn(Fk) =∑λn Mλχλ. Then there exists a constant C such
that
max{Mλ | λ  n}  Cn(k
2−1
2 ).
Moreover, for each k2 − k h k2 there exists a constant C such that
max
{
Mλ
∣∣ λ ∈ Λh(n)} Cnt
where t = (h − 1)k2 − (h+12 )+ 1.
We can now compute the asymptotics of the colength and maximal multiplicity sequences for
χ Bn (Dk).
Theorem 4.4.3. For the Bn-cocharacter, mlt(Dk) = (k2 − 1)2 and col(Dk) = k4 . If a,b k2  a + b then
mlt(a,b)(Dk) = (a + b − 1)k2 −
(
a + 1
2
)
−
(
b + 1
2
)
+ 1
and
col(a,b)(Dk) = (a + b − 1)k2 −
(
a
2
)
−
(
b
2
)
and bmlt(Dk) = (k2 − 1)2 and bcol(Dk) = k4 .
Proof. By Theorem 3.3.4 we need only compute upper bounds for each of the sequences. We start
with mlt(a,b)(Dk):
mμ,ν =
∑
λ
Cλμ,νMλ (by Theorem 3.3.3)

∑{
Cλμ,ν
∣∣ λ ∈ Λk2(n)}max{Mλ ∣∣ λ ∈ Λk2(n)} (since Mλ = 0 only for λ ∈ Λk2)
 Cn(a+b)k2−(
a+1
2 )−(b+12 )−(k
2
2 )n(
k2−1
2 ) (by Lemma 4.4.1 and Theorem 4.4.2)
and the exponent simpliﬁes to
(a + b)k2 −
(
a + 1
2
)
−
(
b + 1
2
)
−
(
k2
2
)
+
(
k2 − 1
2
)
= (a + b)k2 −
(
a + 1
2
)
−
(
b + 1
2
)
− k2 + 1
= (a + b − 1)k2 −
(
a + 1
2
)
−
(
b + 1
2
)
+ 1
as claimed.
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simplify. For col(a,b)(Dk), ∑
(μ,ν)∈Λa,b(n)
mμ,ν  max
(μ,ν)∈Λa,b(n)
mμ,ν ×
∣∣Λa,b(n)∣∣.
Since the size of Λa,b(n) is bounded by a polynomial of degree a + b − 1, col(a,b)(Dk) is bounded by
a polynomial of degree
(+b − 1)k2 −
(
a + 1
2
)
−
(
b + 1
2
)
+ 1+ a + b − 1 = (a + b − 1)k2 −
(
a
2
)
−
(
b
2
)
.
Finally the case of col(Dk) follows from col(Dk) = col(k2,k2)(Dk). 
4.5. Upper bounds on Sn-cocharacters
We now use the Bn-cocharacters to bound the Sn-cocharacters using Theorem 2.2.7 and the fol-
lowing generalization of Lemma 4.4.1.
Lemma 4.5.1. Given 0 < a,b h a + b, the maximum value of the Littlewood–Richardson coeﬃcients
{
Cλμ,ν
∣∣ λ ∈ Λh(n), μ ∈ Λa, ν ∈ Λb}
is bounded above by a constant times n to the power of
(a + b)h −
(
a + 1
2
)
−
(
b + 1
2
)
−
(
h + 1
2
)
+ 1.
Proof. We assume w.l.o.g. that a b and use induction on b. If b = 1 then ν = (i) for some i and by
Young’s rule the only non-zero Littlewood–Richardson coeﬃcients are 1= n0 and
(a + b)h −
(
a + 1
2
)
−
(
b + 1
2
)
−
(
h + 1
2
)
+ 1= ah + h −
(
a + 1
2
)
−
(
h + 1
2
)
= 1
2
(h − a)(h − a + 1).
Since a = h or a = h + 1 this must be zero.
For the induction step, we imitate the proof of Lemma 5.4 from [2]. We deﬁned certain numbers
Pλμ,ν called “Poor Man’s Littlewood–Richardson coeﬃcients,” and which equal the number of semis-
tandard tableaux of shape λ/μ and type ν and which have the additional property that for each i the
ﬁrst i rows of the tableau only have entries from {1, . . . , i}. We will denote the set of such P(λ;μ,ν).
We denote
π(a,b,h;n) =DEF max
{
Pλμ,ν
∣∣ λ ∈ Λh(n), (μ,ν) ∈ Λa,b(n)}.
Since the last property in the deﬁnition of the Poor Man’s LR coeﬃcients is weaker than the lattice
permutation property, Cλμ,ν  Pλμ,ν for all λ,μ,ν and we may bound Cλμ,ν by bounding Pλμ,ν . We may
identify a semistandard tableau of shape λ/μ and type ν with a sequence of partitions
μ = α0 ⊆ α1 ⊆ · · · ⊆ αb = λ
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the ﬁrst i − 1 rows of αi−1 and αi are the same, for each i. In order to count these sequences, we
count the number of possible α1, and for each α1 we count the number of possible remaining terms.
Note that for each i  1, the ﬁrst row of αi will equal λ1. Denoting by α˜i the partition gotten from αi
by deleting the ﬁrst row, the sequence
α˜1 ⊆ · · · ⊆ α˜b
is an element of P(λ˜; α˜1, ν˜), and λ˜ ∈ Λh−1 and ν˜ ∈ Λb−1. As for the height of α˜1, we need to consider
separately the cases in which μ and λ have the same height and the case in which the height of λ is
greater. If μ and λ have the same height, then α1 = (x1, . . . , xh) satisﬁes x1 = λ1, x1 + · · · + xh = ν1,
and some other conditions. The number of such is bounded by a polynomial of degree h − 2 in n.
And, for each α1 the number of sequences α1, . . . ,αb is bounded by π(a − 1,b − 1,h − 1;n) and so
by induction Pλμ,ν is bounded by a polynomial of degree
h − 2+ (a + b − 2)(h − 1) −
(
a
2
)
−
(
b
2
)
−
(
h
2
)
+ 1.
A bit of algebra shows that this equals (a + b)h − (a+12 )− (b+12 )− (h+12 )+ 1, as claimed.
If the height of λ is strictly greater than the height of μ then the height of α1 is less than or equal
to a + 1, the number of α1 is polynomial of degree a − 1, and for each ﬁxed α1 the number of se-
quences α1, . . . ,αb is bounded by π(a,b−1,h−1;n). Hence, π(a,b,h;n) is bounded by a polynomial
of degree
a − 1+ (a + b − 1)(h − 1) −
(
a + 1
2
)
−
(
b
2
)
−
(
h
2
)
+ 1
which also equals (a + b)h − (a+12 )− (b+12 )− (h+12 )+ 1. 
Corollary 4.5.2. Let A be a p. i. algebra with ∗ with Bn-cocharacter supported in Λs,k, i.e., such that
mμ,ν(A) = 0 unless the heights of μ and ν are at most s and k, respectively. If s,k h s + k then
mlt(h)(A) bcol(A) + (s + k)h −
(
s + 1
2
)
−
(
k + 1
2
)
−
(
h + 1
2
)
+ 1,
and if h s,k then
mlt(h)(A) col(h,h) +
(
h − 1
2
)
.
Proof. By Theorem 2.2.7
mλ =
∑
μ,ν
Cλμ,νmμ,ν maxCλμ,ν
∑
mμ,ν .
In the case of λ ∈ Λh(n), with s + k  h, Cλμ,ν is bounded as in Lemma 4.5.1 and
∑
mμ,ν is bounded
by a polynomial of degree bcol(A). And if s,k  h then μ and ν are restricted to have height less
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∑
mμ,ν being bounded by a polynomial of degree col
(h,h)(A) and
Cλμ,ν being bounded by a polynomial of degree
(h + h)h − 3
(
h + 1
2
)
+ 1=
(
h − 1
2
)
. 
Corollary 4.5.2 is the ﬁnal ingredient in the proofs of our main theorems.
Theorem 4.5.3. If k2 − k a 2k2 then the Sn-cocharacter of Dk satisﬁes
cola(Dk) = (2a − 1)k2 −
(
a
2
)
and
mlta(Dk) = (2a − 1)k2 −
(
a + 1
2
)
+ 1
and col(Dk) = 2k4 and mlt(Dk) = 2k4 − 2k2 + 1.
Proof. Theorem 3.3.5 gives lower bounds. The upper bound on the maximal multiplicities can be
computed using Theorem 4.4.3 and Corollary 4.5.2. We ﬁrst consider the case of a k2. Then
mlt(a)(Dk) k4 +
(
k2 + k2)a − 2(k2 + 1
2
)
−
(
a + 1
2
)
+ 1
= (2a − 1)k2 −
(
a + 1
2
)
+ 1.
Taking a = 2k2 gives the upper bound mlt(Dk) (k2 − 1)2.
As for the colength, the number of partitions of height a is bounded by a polynomial of degree
a − 1 and so
col(a)(Dk) (2a − 1)k2 −
(
a + 1
2
)
+ 1+ (a − 1) = (2a − 1)k2 −
(
a
2
)
.
It is now easy to compute scol(Dk) = scol2k2 (Dk) = k4.
If k2 − k a < k2 then Theorem 4.4.3 and Corollary 4.5.2 yield
mlt(a)(Dk) (2a − 1)k2 − 2
(
a
2
)
+
(
a − 1
2
)
= (2a − 1)k2 −
(
a + 1
2
)
+ 1.
Just as in the a k2 case, this implies the upper bound on col(a)(Dk) also. 
Theorem 4.5.4. Let A be either (Fk, s) or (Fk, t), let S and K be the dimensions of space of skew and symmetric
elements of A. Given
(k+1
2
)
 a k2 , let g = k2a − S = k2(a − 1) + K . Then
mlta(A) = g −
(
a + 1
2
)
and cola(A) = g −
(
a
2
)
− 1.
38 A. Berele / Journal of Algebra 356 (2012) 17–38Proof. By Theorem 3.3.5 we need only prove an upper bound. By Corollary 4.5.2
mlta(A) bcol(A) + k2a −
(
S + 1
2
)
−
(
K + 1
2
)
−
(
a + 1
2
)
+ 1,
and by Theorem 3.2.10
bcol(A) = S2 + K (K − 1) −
(
S
2
)
−
(
K
2
)
− 1
=
(
S + 1
2
)
+
(
K
2
)
− 1.
Adding gives mlta(A) = k2a− K , as claimed. The formula for cola(A) follows from cola(A)mlta(A)+
a − 1. 
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