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Phytoplankton are a vital component of all aquatic ecosys-
tems, as they play key roles in the biogeochemical cycling of
oceans, rivers, and lakes, and sustain the higher trophic levels in
the food web of these ecosystems (Culverhouse 2007). The phy-
toplankton encompass a diverse group of organisms, including
diatoms, cyanobacteria, dinoflagellates, and coccolithophorids,
which serve as indicators of environmental and climate change,
whether natural or human-induced (Lee and Lee 2009; Pomati
et al. 2011; Schaap et al. 2012). Quantitative information on the
abundance, diversity, and dynamics of these different taxo-
nomic groups within the phytoplankton is therefore essential
(Jalba et al. 2004; Malkassian et al. 2011; Pereira and Ebecken
2011). Apart from ecological questions targeting bloom dynam-
ics, species succession, and spatial and temporal patchiness, the
monitoring of phytoplankton composition is also crucial for
many economically important applications, such as the analy-
sis of ballast water (Ruiz et al. 2000), the development of algal-
based biofuels (Singh and Gu 2010), and the monitoring of
harmful algal blooms (Schaap et al. 2012).
Techniques for the determination of phytoplankton com-
position are inherently characterized by a trade-off between
processing speed (i.e., the number of cells that can be classified
per unit of time) and taxonomic resolution (i.e., the lowest tax-
onomic level to which cells can be classified). Historically, the
determination of phytoplankton composition has been based
on detailed microscopic analysis, which is capable of high tax-
onomic resolution down to cell sizes of approximately 5 μm.
Microscopy can be performed in a variety of modes (transmit-
ted light, scattered light, fluorescence, phase contrast, etc.),
and each of these “imaging” modes provides distinct and com-
plementary information about the morphology and internal
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subcellular structure of phytoplankton cells. Such detailed
information has the advantage that cells can be classified to a
low taxonomic level. However, conventional (i.e., not auto-
mated) microscopic analysis is extremely labor intensive and
time consuming, which strongly limits the throughput of sam-
ples. This way, it is not suitable for the high-frequency moni-
toring of phytoplankton communities as required in modern
day field applications (Walker and Kumagai 2000; Embleton et
al. 2003; Culverhouse 2007; Pereira and Ebecken 2011).
At the opposite end of the spectrum is flow cytometry,
which allows a high throughput of cells in an automated fash-
ion, but collects less detailed information on the structure and
identity of the cells. In flow cytometry, cells are characterized
in terms of fluorescence signatures and scattering properties
(Collier 2000; Schaap et al. 2012). Fluorescence intensity pro-
vides information on the fluorescent pigments produced by
the cells, whereas the degree of scatter is correlated to the size
of the cell (forward scattering) and the cell’s granularity or
internal complexity (90° light scattering or side scattering).
This allows the automated classification of planktonic cells
into functional groups, but does not typically allow identifi-
cation at lower taxonomic levels (Rutten et al. 2005; Pereira
and Ebecken 2011). Yet, the strength of flow cytometry is its
ability to rapidly and automatically analyze many populations
of cells (Rutten et al. 2005). Because of this statistical power,
flow cytometry has had a strong impact on phytoplankton
composition studies, ever since it was introduced into the
aquatic sciences a few decades ago (Yentsch et al. 1983).
More recently, new instruments are being developed that
try to link both ends of the throughput-resolution spectrum,
that is, enable rapid and automated identification of plankton
together with high taxonomic resolution (Sieracki et al. 2010).
One line of development involves enhanced flow cytometry
techniques, such as Cytobuoy (Dubelaar and Gerritzen 2000)
and the laser scanning flow cytometer CLASS (Spizzichino et
al. 2011), which collect a more sophisticated optical finger-
print of the cell instead of only simple morphometrics (Malka-
ssian et al. 2011). A separate line of development, represented
by systems such as FlowCAM (Sieracki et al. 1998; Zarauz et al.
2009) and Imaging FlowCytobot (Olson and Sosik 2007) take
flow analysis one step further by performing actual micro-
scopic imaging. In these so-called ‘imaging-in-flow’ tech-
niques, a digital image is captured for each particle encoun-
tered in flow, from which various features are subsequently
extracted by image analysis. This feature information is then
processed by a classification algorithm for identification and
enumeration of cell types within a sample (Sosik and Olson
2007; Poulton and Martin 2010).
Both the FlowCAM and the Imaging FlowCytobot are based
on classical brightfield microscopy. The Imaging FlowCytobot
is designed for the study of natural phytoplankton and micro-
zooplankton assemblages in the size range of ~ 10 to 100 μm
(Sosik and Olson 2007). The FlowCAM system is able to cover
a wider range of organisms from large (~1 mm) to relatively
small (~1 μm), but is more restrictive, as cells need to have a
distinct morphology to be readily identified (Poulton and
Martin 2010).
Imaging-in-flow systems aim to combine the statistical
power and high throughput of standard flow cytometry with
the quantitative identification capabilities of light
microscopy. However, the challenges associated with imaging
cells in a flow are many, both in terms of data acquisition (e.g.,
imaging every single cell in a flow stream, producing imagery
with high enough quality and spatial resolution, dealing with
projection variance and out-of-focus objects) as well as in
terms of data analysis (e.g., processing large numbers of
images, accurate detection of organism boundaries within an
image, automated classification). Yet recent advances in CCD
camera technology, optical filtration, and digital computing
have resulted in a continuous improvement of the capabilities
and reliability of imaging-in-flow techniques, making them
promising tools for phytoplankton composition studies (Sosik
and Olson 2007).
Here, our goal is to address some of the issues that are cur-
rently encountered when using imaging-in-flow for the iden-
tification and classification of phytoplankton cells. More
specifically, we will examine the use of digital holographic
microscopy (DHM) as an imaging-in-flow technique. Where
traditional light microscopy records the intensity image of
the object, DHM records the interference of a light beam pass-
ing through an object (the object beam) with the light of a
reference beam (Dubois et al. 1999). The resulting interfer-
ence pattern is digitally recorded as a hologram, and subse-
quently, the object image is digitally reconstructed by a com-
puter using a numerical reconstruction algorithm (Zhang and
Yamaguchi 1998).
Holography was invented in the late 1940s (Gabor 1948)
and was first applied to visualize marine plankton in the 1960s
(Knox 1966). However, these early studies were essentially
proof-of-concept demonstrations. Only in recent years have
digital image sensors and computers become powerful enough
to reconstruct images with sufficient speed, resolution, and
quality. This has recently led to the development of in situ
instruments that use digital in-line holography to investigate
particles and organisms in the water column, e.g., the ‘holo-
sub’ by Pfitsch et al. (2005) or a ‘point-source digital inline
holographic microscope’ (Bochdansky et al. 2013). These
instruments are based on an in-line holographic configura-
tion, where the interference pattern results from the light that
is scattered by the object with the unscattered beam that sur-
rounds the object (i.e., object and reference beams are
collinear). In-line holography has the advantage that it
requires a simple, inexpensive optical setup, but also has some
inherent drawbacks (the presence of a ghost image accompa-
nying any refocused object, less accurate optical phase infor-
mation, a high noise level inherent to the use of a coherent
laser beam). These issues can be resolved by combining an off-
axis DHM configuration, where object and reference beams
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are separated and recombined on the camera sensor, with par-
tial coherent illumination (Dubois et al. 1999; Dubois et al.
2004). Recently, such an off-axis DHM configuration has been
implemented to study particles in a split cell (Dubois et al.
2006a), detect and discriminate Giardia lamblia cysts for drink-
ing water applications (El Mallahi et al. 2012), and to record a
high throughput of plankton in flow (Yourassowsky and
Dubois 2014). The aim here is to investigate how off-axis
DHM with partial coherence can improve the detection and
classification of phytoplankton, and specifically nanoplank-
tonic organisms.
With respect to the analysis of phytoplankton composi-
tion, DHM has two principle advantages over classical light
microscopy: (1) Improved object classification. Compared
with classical microscopy, off-axis DHM not only records the
light intensity information, but also the phase information of
an object. This phase information allows a two-dimensional
visualization of the optical thickness of an object, which pro-
vides additional detail about the internal structure of the cell.
This additional textural information improves the resolution
of classification (El Mallahi et al. 2013). (2) Improved object
localization. A second unique feature of DHM is the ability to
adjust the focus after the image is recorded, since all focus
planes are recorded simultaneously by the hologram (Dubois
et al. 1999). Hence, DHM has the ability to refocus objects
recorded out of focus and thus allows a much greater depth of
focus compared to classical microscopy (~70-fold larger depth
of focus than a light microscope using a 63× objective lens).
This increase in depth of focus allows that larger sample vol-
umes can be analyzed per unit of time (i.e., increase the
throughput) (Yourassowsky and Dubois 2014). In this study,
we will investigate whether and how these two advantages of
DHM can improve the classification of nanoplankton.
Materials and procedures
Samples of pure nanoplankton cultures were used in so-
called supervised classification experiments, i.e., one knows
which type of cells are present, and one tests whether the clas-
sification method gives the same result. In a classification
experiment, cells are characterized in terms of a set of features
(i.e., parameters that enable classification), and based on these
features, the decision is made to catalogue the cell into a given
class. In supervised classification, the identity of the cells in
the sample is known a priori. Accordingly, one knows exactly
to which class a given cell should be classified, and this way,
one can test the performance of the classification method. At
its best, the classification method should achieve a classifica-
tion score of 100% (all cells are correctly classified). In this
study, supervised classification experiments were performed
with both flow cytometry (the classical reference method in
plankton studies) and digital holographic microscopy. Three
nanoplankton species were used that are very similar in shape
and size and are not readily distinguishable by classical
microscopy.
Nanoplanktonic cell cultures
Three separate single-celled nanoplankton species were
used in the supervised classification experiments: two
cyanobacterial species, Cyanothece sp. and Stanieria sp., and
the green algae Chlorella autotrophica (hereafter referred to as
Chlorella). These three species were specifically chosen because
(1) they show a close similarity in size, shape, and color, and
(2) they have a simple spherical shape (~5 μm diameter) with-
out further discriminatory morphological features, which
makes classification with classical light microscopy inherently
difficult. These three species are found in a range of diverse
marine and freshwater habitats (De Philippis et al. 2005;
Bandyopadhyay et al. 2011; Mansoor et al. 2011), and can co-
occur within the same water body (Descy et al. 2006). Cultures
were obtained from the Culture Collection Yerseke (NIOZ-
Yerseke). The two cyanobacteria Cyanothece (CCY 0408) and
Stanieria (CCY 0820) were grown at 27°C with 20 μmol pho-
tons m–2 s–1 light on a 12L:12D light-dark cycle in a T°
medium. The green algae Chlorella (CCY 9931) was grown at
14°C with 60 μmol photons m–2 s–1 light on a 16L:8D cycle in
a MDV-Si medium. Note that these culturing conditions are
different between species, as they comprise the optimal
growth conditions for the individual species. This way we
excluded potential effects of nutrient or light stress on cell
morphology and classification features. In an additional
experiment, we tested the robustness of classification features
under different growth conditions, and hence, the impact of
growth conditions on classification performance (see below).
Flow cytometry
Samples of 50 μL (~900-1000 cells) from each of the three
cultures (Cyanothece sp., Stanieria sp., and Chlorella autotroph-
ica) were run on a BD FACSVerse™ flow cytometer with a 3-
laser configuration. This allowed the following parameters to
be measured: forward scattering (FSC) and side scattering
(SSC); fluorescence excited with a blue laser and emission
measured in the red (FBR), in the green (FBG) and in the
orange (FBO) regions. Flow cytometer results were analyzed
using EasyClus v1.18 software (Thomas Rutten Projects, NL).
Digital holographic microscopy
Hardware configuration
The principle of digital holographic microscopy (DHM)
using an off-axis Mach-Zehnder interferometry configuration
is based on a laser beam that is split into two separate compo-
nents: a so-called reference beam, which travels unhindered
from its source to the CCD camera used for the image capture,
and a so-called object beam, which travels through the object
or sample of interest (Fig.!1). The object beam interferes with
the reference beam to create an interference image or holo-
gram, which is recorded by the CCD camera.
The off-axis DHM hardware configuration with partially
coherent light used in this study has previously been
described in detail (Dubois et al. 2006b; El Mallahi et al. 2013)
and is therefore only briefly discussed here. The DHM system
uses a coherent light source (red monomode laser diode: λ =
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635 nm), which is transformed into a partial coherent light
source by guiding the incident beam through a rotating
ground glass. This use of partially coherent light strongly
reduces the speckle noise in the digital holograms, and hence,
substantially improves the image quality (Dubois et al. 1999,
2004). In all experiments, we used a JAI CV-M4 camera (with
a CCD array of 1280 × 1024 pixels, cropped to a 1024 × 1024
pixel window) and Leica objective lenses of 63× magnification
(numerical aperture [NA] = 0.70). This setup provided a field
of view of 144 μm × 115 μm (subsequently cropped to 115 ×
115 μm during image analysis). All experiments were carried
out with a custom-built breadboard version of the microscope
configuration displayed in Fig. 1.
Hologram digital processing
To illustrate the procedure of hologram processing, Fig.!2
shows a set of images displaying a benthic diatom and its
intracellular structure (imaged in static mode). The actual
hologram, as captured by the CCD camera of the DHM setup
is shown in Fig. 2A. This hologram shows the characteristic
fringe pattern, which results from the interference of the
object and reference beams. From this primary hologram, two
secondary images are extracted by means of a numerical algo-
rithm as described in detail in Dubois et al. (1999). First, the
light intensity (LI) image of the diatom (Fig. 2B) quantifies the
amount of light that is transmitted by the various internal
organelles of the algal cell and equates to what would be seen
with a classical brightfield light microscope. Second, the phase
information (PI) image of the diatom (Fig. 2C) reflects the
degree to which light is slowed down upon passing an object,
and hence, the PI image quantifies the so-called optical thick-
ness of the internal structures within the diatom. The PI image
is composed of a range of gray levels, where each gray level
corresponds to a change in optical thickness of 2.5 nm. This
high resolution allows the visualization of small differences in
optical thickness associated with the internal structure of liv-
ing cells. Both the LI and PI images can be used for feature
extraction in the classification procedure as described below.
Hologram digital refocusing
When classical light microscopy is used to image cells in sus-
pension, only the cells that are within the specific focus plane
of the microscope, will be captured sharply by the digital cam-
era. As the focus plane is typically narrow (~1.4 μm for a 63×
objective), this poses challenges when imaging-in-flow, as cells
can easily migrate out of the focus plane. Out-of-focus cells do
not allow reliable feature extraction, and hence, they cannot be
used for classification. As DHM captures both light and phase
information, it is possible to bring out-of-focus cells into focus
in a digital manner after the image has been acquired using an
algorithm based on Kirchhoff–Fresnel propagation equations
(Yamaguchi and Zhang 1997; Dubois et al. 1999). This capabil-
ity of digital refocusing increases the depth of focus of a DHM
substantially compared to a classical light microscope (~70-fold
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Fig. 1. Conceptual diagram of the set-up used for off-axis digital holographic microscopy (Mach-Zehnder configuration). A wavefront of light (a laser)
is split at a beamsplitter (BS) into an object beam (OB) and a reference beam (RB). The OB passes through the object of interest and is thereby modu-
lated. The RB and OB are then interfered with each other to create a hologram (interference image) on the image sensor (CCD camera). M: Mirror.
given a 63× objective). The procedure of digital refocusing is
illustrated in Fig.!3, which shows cells of Chlorella as well as a
larger diatom cell. In this diatom the internal cell details are
more clearly seen. To deliberately put the cells out of focus, the
focus plane of the microscope was mechanically offset by ~ 10
μm in the Z-direction. If captured out of focus, DHM allows the
cells to be refocused to their correct focus plane after the holo-
gram has been acquired. This refocusing procedure typically
needs to be repeated for different focus planes, as cells are pres-
ent in different planes. This is exemplified for the Chlorella cells
in Fig. 3 (C-D) whereby the left lower Chlorella cell was origi-
nally captured at 10 μm below the correct focus plane, whereas
the upper right cell resides in a different plane and remains out
of focus. To bring the latter cell into focus, the refocusing pro-
cedure has to be repeated with a new refocusing distance. Any
feature extraction carried out on a cell that is out of focus (as in
Fig. 3A or C) leads to erroneous parameter extraction as
described in the Assessment section.
Holographic imaging-in-flow and cell classification
A supervised classification was performed to investigate
how well DHM could differentiate three nanoplanktonic
organisms that are of similar shape and size. For these DHM
classification experiments, a sample of a cell culture was
channelled through a microfluidic flow cell and every sin-
gle cell within a given flow volume was imaged. The same
total number of cells (~200) was analyzed for each of the
three nanoplankton species. Since the cell concentrations
varied between cell cultures, the sample volume that was
analyzed was adjusted accordingly to achieve the same
total number.
The whole procedure consisted of four consecutive steps:
(1) image acquisition, (2) object detection, (3) feature extrac-
tion, and (4) object classification (a diagram of the procedure
is shown in Fig.!4). In a first step, primary holograms were
captured as video images for each separate culture, and sec-
ondary intensity and phase images were extracted for each
frame as described above. Then, in the second step, all cells
were detected within each image and their correct XYZ-posi-
tions were determined, thereby digitally refocusing the cells.
This generated a final set of refined LI and PI images, which,
in a third step, were used to extract a set of features for each
cell. These features are quantitative parameters describing
each cell, which were then used in the final and fourth step to
classify a given cell. Each of these steps (Fig. 4) is now
described in detail below.
Image acquisition—Holograms of cell suspensions were cap-
tured using the DHM hardware configuration described
above. Samples of the cell cultures were injected into Ibidi
flow cells (Ibidi μ-Slide I with channel dimensions of W = 5
mm, L = 50 mm, H = 100 μm) attached to a syringe pump
(programmable KDS Legato 270P push/pull). The focus plane
of the DHM was set to the middle of the flow channel, which
allowed the reconstruction of cells over the full height of the
flow cell. All cells in a given “frame volume” (i.e., the flow
volume captured by a single video image) could therefore be
imaged via digital refocusing of a single hologram. Images
were taken at a frame rate of 24 frames per second with an
exposure time of 200 μs. Dedicated software (Dubois et al.
2006b) was used to extract the LI and PI images from the
holograms as described above.
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Fig. 2. (A) Hologram of a benthic diatom as obtained with an off-axis digital holographic microscope with partial coherence. This hologram contains
both light intensity information (B) as well as phase information (C) representing the optical thickness of the object. The optical thickness of an object
is more clearly visualized in the pseudo-3D visualization of the phase image (D) with the color range going from an optical thickness of 0 (blues) up to
0.7 μm (reds) for this diatom.
Fig. 3. The procedure of digital refocusing is shown here for the diatom given in Fig. 2 as well as for one of the investigated species—Chlorella autotroph-
ica (C-D). A, C: Cells were deliberately captured out of focus from their optimal focus plane (at 10 μm below the correct focus plane). B, D: DHM has
allowed the cells to be refocused post-acquisition to their correct focus plane as shown here. In (D), the left C. autotrophica cell is now in its correct focus
plane, whereas the cell on the right would require further refocusing to achieve its optimal focus plane. All images are light intensity images.
Object detection—The second step involved the detection
of separate objects within the PI images obtained in Step 1.
Each phase image may contain a varying number of cells
depending on the cell concentration of the sample. An auto-
mated detection procedure was run on each phase image to
determine both the XY-plane position as well as the Z-axis
position of each cell in the image. First, the detection of an
organism in the XY-plane was performed. A classical thresh-
old method (Otsu method) was used to segment the images
in order to detect all the cells in each PI image (Sezgin and
Sankur 2004). A first set of XY-coordinates for each organism
was thus extracted through the centroid of the segmented
object. Then, the Z-axis position was determined using the
Robust Refocusing Criterion described in Dubois et al.
(2006b) and El Mallahi and Dubois (2011). This Z-axis posi-
tion was then used to digitally refocus the object. Once the
objects were refocused, re-segmenting each object in their
newly determined optimal focus plane refined the XY-coor-
dinates. This provided a set of refined intensity and phase
images for each object. For each of the three species investi-
gated here, the dataset consisted of ~ 200 segmented objects
(i.e., imaged nanoplankton cells) in total.
Feature extraction—From the set of refined images, we
extracted a set of features for each object. A feature is an
image-derived parameter that can be used to perform object
classification. Two types of parameters were derived (Gonzalez
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Fig. 4. Overview of the four main steps in the image processing and classification procedure. This procedure includes processes to extract the images
themselves (1), locating the cells in the dimensions of the flow cell and refocusing them (2), as well as extracting features (3) for use in the classification
procedure (4). SVM: Support Vector Machine.
and Woods 2008): (a) shape or morphometric features, which
are based on the external characteristics of the segmented
region (the outer shape of the segmented region is used to cal-
culate, e.g., equivalent spherical diameter, major and minor
axis, etc.), and (b) textural features, which describe internal
characteristics of the segmented region (the gray level of the
pixels inside the segmented region are used to calculate e.g.,
smoothness, coarseness, and regularity). For each object
detected, 18 different features were computed: 6 morphomet-
ric features, 6 textural features based on the light intensity
images, and 6 textural features based on the phase images (see
definitions in Table!1). The six morphometric features were
area, perimeter length, major and minor axis, eccentricity, and
equivalent circular diameter. The six textural features were
average gray level, average contrast, smoothness, skewness,
uniformity, and entropy. These textural features were calcu-
lated both for the intensity and phase images, adding thus a
further 12 values to the classification.
Classification design and evaluation—Having completed the
first three steps, each cell was tagged with 18 features, which
described each of the cells in terms of their internal and exter-
nal characteristics. The fourth and final step, the classifica-
tion (or categorization) of the cells, investigated how well this
set of descriptors could identify the three different species.
The novelty with DHM is that textural features are available
both from the intensity and the phase images, thus extend-
ing the number of parameters that can be used to classify a
given cell.
The classification algorithm used in this study is based
on a supervised learning model (machine learning task)
where labeled training data are used to predict in which of
the known categories new examples fall (see El Mallahi et
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Table 1. Definitions of features used for the supervised classification. From each cell that has been segmented (segmented region),
the detected perimeter (boundary) of the cell is used to extract the following morphometric features: area, perimeter length, major and
minor axis, eccentricity, and equivalent circular diameter. For texture-based features, pixel values from within the boundary of the cell
are important and allow the calculations of: average intensity and contrast, smoothness, skewness, uniformity and entropy (based on
Gonzalez and Woods [2008]).
Feature Definition Equation
Area Nr of pixels within the boundary of the segmented region
Perimeter length Nr of pixels composing the boundary of the segmented region
Major axis Length in pixels of the major axis of an ellipse that has the same normalized second 
central moments as the segmented region
Minor axis Length in pixels of the minor axis of an ellipse with the same normalized second 
central moments as the segmented region
Eccentricity The amount by which the object deviates from a perfect circle 
(0 = perfect circle, 1 = straight line)
Equivalent circular diameter The diameter of a circle with the equivalent area as that of the object
Average intensity Mean value of the gray level scale
Average contrast Standard deviation of the gray level scale
Smoothness Measurement of the relative smoothness (R) of the intensity in a region. R equals 0 
for a region of constant intensity and increases with the fluctuations in the pixel values 
(range: 0-1).
Skewness Skewness of the histogram (0 = symmetric histogram, positive value = skew to the right, 
negative value = skew to the left). Calculated from the third moment.
Uniformity Is at its maximum when all gray levels are equal and decreases from there.
Entropy (Randomness) Quantifies the randomness of the texture
qi, random variable indicating intensity
p(q), histogram of the intensity levels in a region
L, number of possible intensity levels (L = 256 for gray level images)
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al. 2013 for details). Specifically, a support vector machine
(SVM) algorithm was used, which is a powerful pattern
recognition technique known to give good model per-
formance (Sadeghi et al. 2012). The final outcome of the
SVM classification is a so-called confusion matrix as pre-
sented in the Assessment section. Such a matrix is a con-
tingency table, where the matrix diagonal stores the num-
ber of correctly classified organisms, while off-diagonal
matrix elements give the misclassified objects.
Detailed descriptions of SVMs are found elsewhere (Cortes
and Vapnik 1995; Van Der Heijden et al. 2004); here only the
basic methodology is briefly outlined. The SVM classifier algo-
rithm maps the dataset into a higher-dimensional feature
space by using suitable kernel functions (linear or non-linear).
The expectation is that the data will be more easily structured
and/or separated in this higher-dimensional space. During the
SVM mapping, a set of (N-1) hyperplanes (N = number of fea-
tures; 18 in this study) is built in such a way that the data
classes are optimally separated into the N-dimensional feature
space. Optimal separation occurs when the distance to the
nearest training data points in the hyperplane is maximal for
any class (the classification error has been minimized). The
multi-class SVM is implemented by training one SVM per class
using the one-against-all method (Chang and Lin 2011). The
SVM classifier uses the entire set of features and takes also the
mutual correlation between the features into account through
the different feature spaces.
The performance of the classifier is evaluated with a nested
cross-validation method (Devijver and Kittler 1982) com-
posed of an outer and an inner cross-validation. The inner
cross-validation selects and optimizes the SVM parameters
required for the SVM classifier as described in El Mallahi et al.
(2013). The outer cross-validation estimates the misclassifica-
tion rate and involves a 10-fold cross-validation method
(Mosteller and Tukey 1968). This is a good estimate of true
accuracy (Davis et al. 2004). The method divided the dataset
into 10 randomly chosen subsets. All subsets except one (i.e.,
in total 9 subsets) were used to build a classifier (training set),
against which the tenth subset was tested (testing set). This
was reiterated ten times in turn to ensure that each subset was
used exactly once as the validation data. The 10 performances
of the folds were then averaged to obtain a single robust esti-
mation of the classification performance with its correspon-
ding standard deviation.
Statistical analysis of features
Since assumptions of normality and/or homogeneity of
variance failed on most of the dataset, non-parametric tests
were applied. Given that only some, but not all data distribu-
tions lent themselves to data transformations, Kruskal-Wallis
one-way analysis of variance by ranks was applied. Post-hoc
testing employed Dunn′s method. All statistical data analysis
was carried out using the statistical analysis packages incorpo-
rated into SigmaPlot 12.0 (Systat Software Inc.) with a level of
significance of P < 0.05.
Robustness of optical cell properties
An additional experiment was undertaken to examine the
effect of growth conditions on features and classification. The
goal was to examine whether the optical characteristics of cells
are robust enough between different stages and growth condi-
tions so they can be used for classification purposes. To this
end, the green algae Chlorella autotrophica (CCY 9931) was first
grown in nutrient-replete MDV medium (cf. CCY) under nor-
mal light conditions (30 μmol photons m–2 s–1) for 1 week
before being inoculated into phosphate-deplete MDV medium.
Cells were centrifuged twice (2000 rpm; 10 min) and rinsed
with P-free MDV medium before they were inoculated in the P-
depleted medium. Culturing flasks were set up in triplicate.
The cells were maintained in the same light environment and
measurements were taken on day 2, 4, 7, and 9 to monitor the
cell physiology and perform holographic imaging of cells.
Cell concentrations were determined with a Multisizer 3
Coulter Counter (Beckman Coulter) in triplicate. In vivo
whole cell absorption was measured spectrophotometrically
(Cary 100 Bio UV-visible Spectrophotometer; Agilent Tech-
nologies, equipped with a DRA-CA-3300 integrating sphere
[Labsphere]) in the visible light range 350-750 nm in tripli-
cate. Pigment content was also measured spectrophotometri-
cally. For this, duplicate samples of 5 mL were taken from each
culturing flask and centrifuged (2500 rpm; 10 min). Subse-
quently 4.5 mL of the supernatant was carefully removed and
replaced with a mix of 80% acetone and 20% DMSO. Samples
were placed in the fridge overnight (4°C) and centrifuged
again (2500 rpm; 10 min) before the supernatant was mea-
sured spectrophotometrically. Chlorophyll concentrations
were calculated according to Ritchie (2006). The optical
absorption cross section a* (m2 [mg chlorophyll a]–1) was
obtained by averaging the absorption between 400 and 700
nm (A) and dividing it by the chlorophyll a content after a cm
to m and log(10) to natural log conversion according to
Kromkamp and Limbeek (1993): a* = [A × 100 ×
ln(10)/log(10)]/[chl a].
A pulse amplitude modulated fluorometer (WATER-PAM,
Heinz Walz GmbH) was used to measure the photosynthetic
activity of the cells (Maxwell and Johnson 2000; Ralph and
Gademann 2005). From the rapid light curves (RLC), the rela-
tive photosynthetic electron transport rate (rETR) was calcu-
lated as the product of the irradiance (E) and the effective pho-
tosystem II (PSII) quantum efficiency (ΔF/Fm’ = (Fm’-F)/Fm’,
where Fm’ and F are the maximum and steady state fluores-
cence in the light). Cells were dark acclimated for 15 min to
measure the minimum (F0) and maximum (Fm) fluorescence
after which the RLC was started, using 30 s light steps) using
the built-in software (wincontrol) supplied with the PAM. The
maximum PSII quantum efficiency Fv/Fm is calculated as (Fm-
F0/Fm). The saturating pulse applied to measure Fm or Fm’ lasted
0.6 s and had an intensity of approximately 4500 μmol pho-
tons m–2 s–1, high enough to close all reaction centers. The RLC
were fitted according to Silsbe and Kromkamp (2012) to
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obtain the following fit parameters: the maximum rate of rETR
(rETRmax), the initial slope of the RLC α (a proxy for the pho-
tosynthetic efficiency at low light) and Ek (= rETRmax/α).
Assuming that 50% of the light is absorbed by PSII, the
absolute rate of PSII electron transport ETR can then be calcu-
lated as ETR = rETR × a* × 0.5 (μmol electrons [mg chl a]–1 s–1)
(Kromkamp and Forster 2003).
A holographic module (‘qMod’ from Ovizio Imaging Sys-
tems NV/SA, Belgium) was mounted on a Zeiss Axioplan and
used for holographic imaging of the cells on the respective
sampling days at 100× oil magnification. Samples were placed
on glass slides and 50 cells imaged per replicate. Features
including morphological and textural features of light inten-
sity images were extracted as well as textural features of the
phase information images in the same manner as for the 3-
species classification. Values were normalized to adjust for the
difference in holographic imaging system.
Assessment
Three nanoplanktonic species were selected in this study
for a classification trial. Their similarity in size, shape, and
color makes them difficult to discriminate with brightfield
microscopy, as can be seen in Fig.!5A-C. All three species
appear as similar sized spherical green dots, which make them
challenging, if not impossible, to distinguish in traditional
phytoplankton composition studies based on visual observa-
tion and classical microscopy.
When flow cytometry is employed, there is a large overlap
between the three species when forward scattering (FSC) and
side scattering (SSC) are used to assess cell morphology
(Fig.!6A). A better distinction between species is obtained
when fluorescence in the orange (FBO), representative for
phycoerythrins, is plotted against fluorescence in the red
(FBR), representative for chlorophyll a (Fig. 6B). Yet even here,
the clusters consisting of Chlorella and Cyanothece are tangent
and show overlap. Exactly in this region of overlap, Stanieria
cells also appear as a small subcluster, in addition to a separate,
but broadly dispersed Stanieria cluster at higher FBO values.
The cause of this broad distribution of Stanieria cells is likely
explained by the presence of solitary cells alongside cells that
aggregate in groups or colonies.
Digital holographic microscopy (DHM) provides additional
information about phytoplankton cells compared with classi-
cal microscopy and flow cytometry. In addition to light inten-
sity information, DHM provides quantitative phase informa-
tion, which provides the spatial distribution of the optical
height across cells. When comparing the phase images for the
three nanoplanktonic cell types, DHM reveals clear differences
in the optical thickness distribution (Fig. 5D-F). These phase
images reveal that the mean optical thickness of Chlorella is
twice as high as Stanieria, whereas the optical thickness of
Cyanothece is intermediate. These large differences in optical
thickness suggest that the phase images recorded by DHM
could provide complementary information to better discrimi-
nate these planktonic species.
This idea was confirmed by the statistical analysis of the 18
features quantified for each of the three cell types. Fig.!7 shows
the box-whisker plots for the (A) 6 morphology-based features,
(B) 6 textural features based on the LI images, and (C) 6 textural
features based on the PI images. The morphology features
reveal some statistically significant differences between species.
For example, Cyanothece cells have a larger major axis (Kruskal-
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Fig. 5. Top Row: Micrographs of the three study organisms, the cyanobacteria (A) Cyanothece sp., and (B) Stanieria sp., and (C) the green algae Chlorella
autotrophica, showing their similarity in size and shape. Images were taken with a Zeiss Axioplan light microscope. Bottom row: Respective pseudo-3D
visualizations from holograms captured of the three species: Cyanothece sp. (D), Stanieria sp. (E) and Chlorella autotrophica (F). Here the optical thickness
(Z-axis) clearly demonstrates differences in the phase information of the organisms that can be exploited for improving the classification using textural
features.
Wallis-Test, H = 216.22, df = 2, P < 0.001), a larger area (Kruskal-
Wallis-Test, H = 107.22, df = 2, P < 0.001), larger perimeter
(Kruskal-Wallis-Test, H = 120.65, df = 2, P < 0.001), and higher
equivalent circular diameter (Kruskal-Wallis-Test, H = 107.22,
df = 2, P < 0.001) (Fig. 7A). However, H values typically remain
low (~100), and for many intensity-based and morphometric
features there are no significant differences between species.
For example, no statistically significant differences are revealed
by post-hoc testing between Chlorella and Cyanothece cells for
their eccentricity (Dunn’s Method, Q = 0.178, P > 0.05), and for
their average contrast calculated from LI images (Dunn’s
Method, Q = 2.251, P > 0.05). Uniformity calculated from LI
images is also not substantially different between Cyanothece
and Stanieria cells (Dunn’s Method, Q = 2.278, P > 0.05).
One can clearly observe a distinct differentiation between
the three species for textural features based on the phase infor-
mation (PI), where differences are much more pronounced than
for morphology-based features or features based on light inten-
sity (LI) (Fig. 7). Except for smoothness, the other five textural
features based on PI all have H values greater than 330, more
than three times larger than the H values for corresponding fea-
tures in the LI images. Hence the discrepancy between species is
much more distinct for the PI-based features as opposed to the
LI-based features or morphology-based features.
To gain a better understanding of the features and how the
species are similar or dissimilar, the overlap between the
interquartile ranges (IQR: the interval between the 25th and
75th percentiles) was calculated for each species and each fea-
ture combination. Values were averaged to obtain a single IQR
overlap value for each feature (Table!2). The IQR represents
50% of the data for each species and therefore no overlap
means that < 25% of the data may be overlapping. The %
overlap between the IQR between species revealed an overall
average overlap of 48% and 61% for the morphometric fea-
tures and LI-image-based textural features, respectively. This
contrasts markedly with the overlap of only 12% for PI-image-
based textural features. The 12% are also the result of only two
features (skewness and uniformity) whereas the IQR had 0%
overlap between species for the other four PI-image-based tex-
tural features (average intensity and contrast, smoothness,
and entropy) (Table 2).
The observation that the phase information has a distinct
signature for the three species is further exemplified by a rep-
resentation in feature space as shown in Fig.!8. There is a clear
similarity in the cell size and shape between the three species
(Fig. 8A), but also textural features calculated from the LI
images overlap each other substantially (Fig. 8B). This overlap
is markedly reduced when textural features are calculated
from the PI images (Fig. 8C). However, the best differentiation
of species is obtained when all 18 features of the classification
procedure are included, thus combining both information
from LI as well as PI images and combining both morphome-
tric as well as textural features (Fig. 8D).
The 18 features derived for each cell object were subse-
quently used in the automated SVM classification procedure.
In automated classification algorithms, some level of error is
unavoidable. The level of misclassification should therefore be
assessed. The confusion matrix provides such an assessment
and quantifies the performance of the classification procedure
(Table!3).
The SVM classification procedure is highly accurate and
provides an excellent identification level of 92.4% (i.e., per-
centage of correct predictions) over the three species. Almost
all of the Chlorella cells were correctly identified (97.8%),
Zetsche et al. Holographic nanoplankton classification
766
Fig. 6. Flow cytometry results from three single-species cultures (Cyanothece sp., Stanieria sp., and Chlorella autotrophica). The three resulting datasets
are plotted onto a single graph (~900-1000 cells per culture). (A) Forward scattering (FSC) and side scattering (SSC) signals provide an indication of cell
size and cell granularity, respectively. The three species are clearly similar in size and morphology and thus hard to distinguish if their fluorescence prop-
erties are not considered. (B) Better distinction is achieved with a scatter plot of emission measured in the red (FBR) indicative of chlorophyll a, versus
the emission in the orange bandwidth (FBO) indicative of phycoerythrins and phycocyanins. Note that the data reveals unidentified clusters (Stanieria
sp. – aggregates and – not recognized).
whereas the classification of Cyanothece was slightly less
accurate at 90.8% (Table 3). Stanieria was classified the least
well (88.6%); all misclassified Stanieria were wrongly
labeled as Cyanothece cells. This can be explained by the
greater similarity in optical height between Cyanothece and
Stanieria compared to Chlorella (Fig. 5D-F). This is clearly
seen in Fig. 8C, where Chlorella cells distinctly separate
from Cyanothece and Stanieria, whereas the latter two show
a small degree of overlap.
The textural features obtained from the phase information
(PI) particularly contribute to the classification success. When
the classification is based on the morphology and LI-based
textural features only (12 in total) a classification success rate
of only 58.9% is achieved. The confusion matrix for this clas-
sification shows Chlorella to be identified correctly at 41.1%,
Cyanothece at 74.4%, and Stanieria at 61.1%. The PI-based tex-
tural features are thus significant contributors to the high clas-
sification rate. Features such as average PI intensity and PI
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Fig. 7. Box-whisker plots for the extracted features for each of the three species Cyanothece sp. (Cya), Stanieria sp. (Sta), and Chlorella autotrophica (Chl):
(A) morphology-based features, (B) textural features based on the light intensity (LI) information and (C) textural features based on the phase informa-
tion (PI). Equiv. diameter = equivalent circular diameter, avg. = average. Box-whiskers represent the following: means are shown, with the lower and
upper box limits showing the 25th and 75th percentile, respectively. Whiskers show the range, whereas crosses represent outliers.
entropy clearly separate the species (Fig. 7C, 8C).
As noted earlier, the cell cultures used in the above super-
vised classification were grown at optimal growth conditions.
However, growth conditions in natural samples cannot be
controlled, and may strongly deviate from optimal growth
conditions. If discriminant features used for classification
(such as the textural phase information features) are highly
sensitive to growth conditions and cells are plastic in their
acclimation to changing growth conditions, classification per-
formance could potentially be degraded. To examine the effect
of growth conditions on features, a Chlorella culture was first
grown at optimal conditions, and subsequently exposed to
phosphate starvation. Over a period of 9 days in P-free
medium, the cell physiology of Chlorella became significantly
affected, as seen in the response of multiple photosynthetic
parameters (Fig.!9A,B). There is a strong reduction in the max-
imum quantum efficiency of PSII as indicated by the decrease
in the ratio of variable to maximum fluorescence (Fv/Fm) (Fig.
9A). Furthermore, the maximum rate of photosynthetic elec-
tron transport ETR declines during phosphate-limiting condi-
tions (Fig. 9B) and is positively correlated to reductions in the
initial slope of the RLC α (r = 0.997, n = 4, P = 0.003, Pearson
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Fig. 8. Feature space representation of features extracted from both the light intensity (LI) as well as phase information (PI) images. Examples are shown
for (A) two morphometric features extracted from the LI, and (B) textural features extracted from the LI images. The extensive overlap between the three
species (Cyanothece sp., Stanieria sp., and Chlorella autotrophica) is reduced with the use of extracted textural features from the PI images (C), but max-
imised when all 18 features are considered for the classification procedure, as exemplified in (D) showing entropy (a PI textural feature) versus eccen-
tricity (a LI morphometric feature).
Table 2. Average interquartile range (IQR) overlap (in %) calculated from the various species combinations per feature for Chlorella,
Cyanothece, and Stanieria species.
Morphometric features Textural features LI-image based PI-image based
% overlap % overlap % overlap
Area 39 Average intensity 65 0
Perimeter 36 Average contrast 59 0
Major Axis 18 Smoothness 31 0
Minor Axis 118 Skewness 68 45
Eccentricity 38 Uniformity 80 16
Equivalent Circular Diameter 39 Entropy 35 0
Product Moment Correlation). Finally, Ek drops after a week in
the phosphate-limited conditions to only 36% (not shown).
By the end of the experiment (i.e., after 9 days) cells more or
less ceased functioning.
Nutrient depletion, however, does not strongly affect the
textural features based on phase information. Fig. 9 compares
the relative values of two textural PI features, the ‘average inten-
sity’ and ‘entropy,’ before and after phosphate-depletion (Fig.
9C and 9D, respectively). These two features were previously
found to be strongly discriminating between species (Fig. 7C,
8C). These two textural features remain constant over time dur-
ing phosphate-deplete conditions and any variations induced
by nutrient depletion within a single species are small com-
pared with the large differences found for these two features
between the three phytoplankton species (Fig. 9C,D). This sug-
gests that although physiological properties will change over
time for cells grown under nutrient-deplete conditions, textural
features based on phase information remain largely insensitive
to growth conditions, thus providing a robust basis for classifi-
cation under various natural conditions.
In addition to correct identification, imaging-in-flow tech-
niques should have a sufficient recovery (a recovery of 100%
implies that all the cells in the sample are detected and
imaged). DHM with partial coherence allows an accurate local-
ization of the cells (XYZ-positioning) in the flow channels due
to the digital refocusing ability of the technique post-acquisi-
tion (Dubois et al. 2006a). Our DHM analysis showed a high
recovery; for example, a detection rate of 80.4 ± 5.2% was
achieved for Chlorella. A lower detection rate was achieved for
Cyanothece and Stanieria sp., with 75.2 ± 4.8% and 62.4 ± 6.1%,
respectively. These two species tend to have more variation in
their optical phase information, which then introduces uncer-
tainty in the calculation of the reconstruction distance. The
contrast between the object phase and the background is more
often insufficient to achieve a good detection rate for these two
species compared to Chlorella (El Mallahi 2013). However, this
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Table 3. Confusion matrix of the mean performances of the classification procedure (in % ± SD) for the three study organisms as com-
puted by a 10-fold cross validation method (cross-validation by rotation). This type of contingency table easily identifies where predicted
classes (columns) are not matching their actual classes (rows).
Predicted classes
True labels Chlorella Cyanothece Stanieria Totals (%)
Chlorella autotrophica 97.8 (± 2.6) 0.8 (± 0.2) 1.4 (± 0.9) 100
Cyanothece sp. 0.0 (± 0) 90.8 (± 2.6) 9.2 (± 0.7) 100
Staniera sp. 0 (± 0) 11.4 (± 0.9) 88.6 (± 2.3) 100
Fig. 9. (A) Changes in maximum quantum efficiency of photosystem II (Fv/Fm) and (B) electron transport rates (ETRmax, μmol electrons [mg Chl a]–1s–1)
over the duration of the 9-d period (samples taken on day (D) 2, 4, 7, and 9) clearly indicate the effects on cell physiology over time as Chlorella autotroph-
ica cells become starved of phosphate and by the end of the experiment cease to remain photosynthetically active. (C) Average intensity (PI) and (D)
entropy (PI) values for the three different species C. autotrophica (Chl), Cyanothece sp. (Cya), and Stanieria sp. (Sta) (as given in Fig. 7C) normalized to
C. autotrophica grown under optimal conditions, compared with values extracted for C. autotrophica grown under P-free conditions on D2, 4, 7, and 9
after inoculation and normalized to D2.
could be improved in the future with the use of acoustic or
hydrodynamic focusing techniques, or alternatively, by using
fluidic devices with a smaller channel depth, which in both
cases would reduce the refocusing distance that is needed.
The extraction of feature information from the image of a
given object is critically dependent on the object being in
focus. Table!4 illustrates how features (both morphometric as
well as textural) vary between out-of-focus cells compared to
in-focus cells. A Chlorella cell was (deliberately) captured out
of focus at –22 μm relative to the focus plane and was subse-
quently digitally refocused in the focus plane. Morphological
features substantially differ for the out-of-focus object versus
the in-focus object: the object area differs 3-fold, whereas a 2-
fold difference is noted in other shape features (perimeter,
major and minor axis, eccentricity, and equivalent circular
diameter). For textural features, the differences are even
higher, amounting to orders of magnitude (Table 4). This sen-
sitivity experiment stresses the importance of using in-focus
cells for feature extraction and classification, and illustrates
the advantage of DHM, which has the ability to digitally refo-
cus objects post-hoc that were recorded out of focus.
Discussion
Holographic configuration
Holography is not entirely new to plankton research (Katz
and Sheng 2010). Previous systems developed for plankton enu-
meration and classification were in situ systems with an in-line
rather than an off-axis optical configuration (Pfitsch et al. 2005;
Graham and Nimmo-Smith 2010; Bochdansky et al. 2013). An
in-line configuration provides a large depth of field at high res-
olution with the ability to reconstruct the position of objects in
three-dimensional space (Bochdansky et al. 2013). However, in-
line holography does not allow to extract accurate quantitative
phase information of small objects. Off-axis holography, as used
here, does provide such phase information, which—as we show
here—strongly improves the classification of nanoplanktonic
organisms. The introduction of partial coherence (Dubois et al.
1999, 2004) has been an important development in off-axis
DHM, as it substantially improves the quality of the resulting
holograms. This then allows the digital refocusing of small par-
ticles with high accuracy, which we here demonstrate for
nanoplanktonic organisms.
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Table 4. Segmentation of the cell is carried out on the compensated phase image (the cells are phase objects making segmentation
on light intensity images not possible). In segmentation, a label is assigned to every pixel in an image; pixels that share certain visual
characteristics share the same label, creating a detectable object. Morphometric features are computed using the extracted perimeter
(in red), whereas textural features for both the compensated phase image as well as intensity image are computed on the given infor-
mation inside the perimeter of the segmented cell.
In-focus object 
Out-of-focus object (refocused at –22 μm 
Features based on compensated phase images (at recorded plane) from the recorded plane)
Morphological features
Area (μm × μm) 39.79 11.73
Perimeter (μm) 23.25 12.5
Major axis (μm) 7.22 4.10
Minor axis (μm) 7.03 3.65
Eccentricity 0.23 0.46
Equivalent circular diameter (μm) 7.118 3.865
Textural features
Average intensity 85.98 164.67
Average contrast 4.65 36.3
Smoothness 0.000332 0.019
Skewness –0.002 0.215
Uniformity 0.001 0.00000841
Randomness 0.69 0.347
Classification performance
Traditionally, phytoplankton classification has been
strongly dependent on expertise of dedicated taxonomic
experts performing tedious microscopy work. Yet taxonomic
experts are not faultless, and it has been estimated that the
average classification performance of human experts (i.e., the
percentage of cells identified correctly) is about ~ 70% (Cul-
verhouse et al. (2003). Human ‘errors’ affecting classification
performance include fatigue, boredom, recency effects, bias
from prior expectations, and short-term memory (Culver-
house et al. 2006; Culverhouse 2007). Automation tries to
counter these problems, and thus, the impulse to develop
improved automated classification systems continues
(Macleod et al. 2010). The state of the art suggests classifica-
tion accuracies between 70% to 80% for 10-20 class problems
(Benfield et al. 2007; Sieracki et al. 2010). However, it is diffi-
cult to compare classification performance, as studies differ in
the number of classes that are distinguished as well as in the
sizes and types of organisms that are investigated (Schulze et
al. 2013). Similar high classification accuracies as found in this
study (>90% for three species) have been obtained for six
plankton taxa analyzed from the Video Plankton Recorder
(Tang et al. 1998) and six cyanobacteria species imaged with a
high-resolution microscope (Walker and Kumagai 2000).
Improved automated taxonomic categorisation, as seen in
the last decade, has been the result of two different lines of
development: (1) novel hardware instrumentation, like 3D
imaging, allows that more information is gathered on plankton
cells, thus enlarging the portfolio of features that can be used in
automated classification (Embleton et al. 2003; Culverhouse et
al. 2006; Boistel et al. 2011), and (2) new developments in soft-
ware have led to improved image processing and classification
algorithms (Benfield et al. 2007; Schulze et al. 2013).
Here we have demonstrated that the additional phase
information gathered with off-axis DHM can strongly increase
the taxonomic resolution and automated classification per-
formance, thus supporting the recent results of El Mallahi et
al. (2013). Using a relatively limited number of features (18 in
total), a very good classification performance (>90% overall)
was achieved for highly similar and hence “difficult to clas-
sify” nanoplanktonic organisms. Traditionally, classification
algorithms have been based on morphometric parameters.
However, nanoplanktonic cells are generally spherical or ellip-
soid in shape, lack distinct morphological features, and there-
fore these species are not well distinguished based solely on
shape-based features (Malkassian et al. 2011). This hence calls
for the use of texture-based features in classification rather
than shape-based features. In recent years, this has been an
active field of research, and a range of computational methods
and techniques have been proposed to derive textural features
for use in cell classification (Fourier descriptors, invariant
moments, granulometric curves, etc.) (Hu and Davis 2006;
Sosik and Olson 2007). As computing capabilities have
increased, so have the numbers of features that are used in
plankton classification, with some studies using over 200 fea-
tures (Blaschko et al. 2005; Hu and Davis 2006). The inclusion
of non-morphometric feature types such as texture and invari-
ant moments, can lead to strongly improved classification per-
formance (e.g., 88% overall classification accuracy for 22 phy-
toplankton categories in Sosik and Olson [2007]). Our study
proposes a new type of textural features based on holographic
phase information, which adds to the portfolio of features
that can be used in automated classification.
Until now, imaging-in-flow has been based on brightfield
microscopy, and this allows textural features to be derived
from light intensity images alone. As we show here, the inter-
ferometric information recorded in the holograms can
strongly increase the classification capabilities, as off-axis
DHM provides access to a new type of textural features,
derived from the phase information image. Our results show
that textural features based on phase information have much
more discriminative power for classifying nanoplanktonic
organisms than textural features based on light intensity
(Fig. 7). As shown for a diatom (Fig. 2), the phase information
image provides a distinctive fingerprint of the cell morphol-
ogy, and consequently, the phase information appears to
reveal better the variability in internal structure between dif-
ferent cell types. A light intensity image (produced by a classi-
cal microscope or a DHM) reflects the degree to which light is
absorbed by the various cell organelles. In contrast, the phase
intensity image produced by a DHM is based on a very differ-
ent physical process, as it quantifies the degree to which the
light phase is modulated by the internal cell structures, thus
revealing subtle differences in optical thickness between vari-
ous parts of a cell. DHM technology is able to quantify these
differences in optical thickness at very high resolution (detect-
ing changes ~ 2.5 nm), which hence leads to a novel set of fea-
tures providing stronger discriminative power for classifying
nanoplankton.
A preliminary experiment, where Chlorella cells where sub-
jected to growth under nutrient-depleted conditions, suggests
that textural features based on phase information are not
strongly dependent on the growth conditions, despite clear
changes in cell physiology. These textural features vary much
more between species than within a single species growing at
different conditions (Fig. 9). Although more studies should be
undertaken, which should examine the response of different
algal species subject to a range of growth conditions (e.g., light
stress), our results suggest that the optical thickness distribu-
tion of a cell is not strongly dependent on the cells’ physio-
logical state, and hence, PI-based textural features may pro-
vide a robust basis for nanoplankton classification under a
range of growth conditions.
Improved cell detection
Another important capability of DHM is the capability to
refocus a particle post acquisition, i.e., to find its optimal focus
after recording the image, and thereby locating its 3D position
accurately in the flow channel also reduces errors associated
Zetsche et al. Holographic nanoplankton classification
771
with another set of problems typical for automated sample
analysis, namely, the problems of position variance and focus.
These problems, addressed for example by Walker and Kuma-
gai (2000) and Schaap et al. (2012), typically force researchers
to simply disregard out-of-focus cells, as any defocus adversely
influences calculations of statistical properties for each cell. In
addition, as cells or particles move along the flow channel,
they rotate and present themselves differently to the detection
sensor. In contrast to texture-based features, shape-based fea-
ture measurements can suffer greatly from projection variance
(differences in focus and changes in orientation). Depending
on the position in the field of view, the same cell may have a
different segmented shape, reducing the accuracy of the clas-
sification algorithms (Hu and Davis 2005; Jakobsen and
Carstensen 2011). El Mallahi and co-authors (2013) also
showed that, depending on the cell’s orientation, the calcu-
lated morphometrics of a cell (Giardia lamblia cyst) showed a
wide range of values as it rotated along the flow trajectory.
Projection variance is one of the important problems that
exists in the field of pattern recognition today (Tang et al.
1998). The refocusing capability of digital holography
removes problems associated with the position in the field of
view (Table 4), by being able to refocus all particles and apply-
ing further image processing procedures only on in-focus cells,
which in our case, is all cells that are encountered. Occlusion
on the other hand, remains an important problem for pattern
recognition systems, including DHM. Occlusion may occur
where one cell is blocked by another cell, cells may be touch-
ing or nonlinear illumination leads to parts of an organism
being obscured (Hu and Davis 2005). However, some progress
has been made on extrapolating properties for overlapped
cells in order to separate them (El Mallahi and Dubois 2013)
and may therefore be less of a problem for the simple mor-
phology of nanoplanktonic organisms.
Future outlook and recommendations
Digital holographic microscopy has already been success-
fully implemented in cell biology studies (Dubois et al. 2006c;
Kemper and Von Bally 2008; Pavillon et al. 2010), and here we
have assessed its capability for phytoplankton classification.
As the need for intensified environmental monitoring is
increasing (Schaap et al. 2012), there is a clear potential for
DHM in aquatic applications, as an additional tool in the
imaging-in-flow toolbox for plankton studies. Our results sug-
gest that one promising application could be the automated
monitoring of cyanobacteria in the context of harmful algal
blooms. Novel EU regulations were adopted in 2006 (EU
Directive 2006/7/EC) that require that the ecological status
and water quality of lakes is monitored employing cyanobac-
terial and algal markers (Schaap et al. 2012). As harmful algal
blooms become more prominent, there is a continued need to
better understand bloom dynamics, rapidly identify the cause
of the bloom, and monitor the bloom progress (Anderson et
al. 2012). Online monitoring of cyanobacterial species is also
important for drinking water applications (El Mallahi et al.
2013). In these applications, one has to deal with small
nanoplanktonic organisms that so far have not drawn much
attention in the field of automation, and where manual sam-
ple analysis by trained experts still prevails (Walker and Kuma-
gai 2000). Studies on the automation of cell counting and
identification of cyanobacteria are presently limited (e.g.,
Walker and Kumagai 2000; Thiel and Wiltshire 1995; Mansoor
et al. 2011). Moreover, these studies have focused on the dif-
ferentiation of cyanobacteria types that are very distinct in
shape, such as Microcystis, Oscillatoria, Chroococcus, and
Anabaena. This makes classification relatively easy and results
in classification performances of more than 90% accuracy.
Most cyanobacteria, however, are cell-like units of frequently
5-10 μm diameter and more or less spherical shape (Kremer
2006), and species such as Cyanothece and Stanieria are cer-
tainly very similar in appearance (Fig. 5). The genera Cyanoth-
ece also contains toxic species (Schaap et al. 2012), highlight-
ing the need for this size range to be investigated more
thoroughly in the coming years, especially in freshwater
ecosystems. Our study shows that the classification of
cyanobacteria can greatly benefit from the use of DHM with
(1) improved object classification and (2) improved object
localization as most important advantages.
DHM has the potential to improve the reliability, process-
ing speed and taxonomic resolution of automated phyto-
plankton classification, compared with existing imaging-in-
flow techniques based on light microscopy. Our approach
using off-axis DHM with partial coherence is able to success-
fully detect nanoplanktonic cells in a flow with high accuracy
due to its interferometric capability of refocusing post-acquisi-
tion. This reduces errors such as position and focus variance
associated with some of the current automated systems. Stan-
dard flow cells were used in this experiment, but the tech-
nique may well benefit from using an approach of hydrody-
namic focusing, similar to what is currently used in flow
cytometers and systems such as CytoBuoy, or acoustic focus-
ing (e.g., Leckey and Hinders 2012). When such focusing tech-
niques are implemented, DHM could potentially provide
superior measurements of size and other shape-based features.
We were further able to demonstrate that the full interfero-
metric information obtained with DHM was able to improve
the classification performance for three similar looking organ-
isms. Further studies are required to examine how well our
results extend to other planktonic organisms, both in labora-
tory conditions as well as in natural samples, and using super-
vised as well as unsupervised classification routines. The true
test of combining DHM with imaging-in-flow will be its per-
formance during the analysis of natural plankton samples. If
DHM is equally performant in the analysis of field samples as
in the controlled experiments performed here, it provides a
promising new tool for the detection, enumeration, and clas-
sification of natural phytoplankton populations, with the
prospect of higher recovery and less classification errors.
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