Abstract. We present short and elementary proofs of two theorems of Huckaba and Marley, while generalizing them at the same time to the case of a module. The theorems concern a characterization of the depth of the associated graded ring of a Cohen-Macaulay module, with respect to a Hilbert filtration, in terms of the Hilbert coefficient e 1 . As an application, we derive bounds on the higher Hilbert coefficient e i in terms of e 0 .
Introduction
Let (R, m) be a Noetherian local ring with infinite residue field and let M be a finitely generated R-module. Let F = {I n } n≥0 be a filtration of ideals of R. The filtration F = {I n } n≥0 is called a Hilbert filtration with respect to M if it is I 1 -good with respect to M (i.e. I 1 I n M = I n+1 M for large n) and I 1 is an ideal of definition for M. Let G(F , M) = n≥0 I n M/I n+1 M be the associated graded module of M with respect to F . In [H] , Huckaba proved a characterization for G(F , M) to have depth at least d−1, for the I-adic filtration and M = R. The characterization is given in terms of e 1 (I), the first Hilbert coefficient of R with respect to I. (See Section 1 for the definition of e 1 and other Hilbert coefficients.) Huckaba's proof is based on a generalized version of the "Fundamental Lemma" of Huneke. In [HM] , Huckaba and Marley used a modification of the Koszul complex to prove the following general version of Huckaba's result and also a characterization for G(F ) = G(F , R) to be Cohen-Macaulay. Theorem A. (Huckaba-Marley) Let (R, m) be a d-dimensional Cohen-Macaulay local ring with infinite residue field and d ≥ 1. Let F = {I n } n≥0 be a Hilbert filtration in R, and let J a minimal reduction of F . Then (i) e 1 (F ) ≥ i≥1 λ(I i +J/J) and the equality holds if and only if G(F ) is Cohen-Macaulay.
(ii) e 1 (F ) ≤ i≥1 λ(I i /JI i−1 ) and the equality holds if and only if depth(G(F )) ≥ d − 1.
In this article we present, among other things, short and elementary proofs of both the results in a slightly more general setting, namely for a Cohen-Macaulay module over a Noetherian local ring. Our key observation is that the Hilbert coefficient e 1 of M with respect to F can be expressed as the Hilbert coefficient e 0 of a suitable module over the Rees ring of R with respect to F . This leads to a simpler proof of the main results, as the coefficient e 0 is much better understood than the higher coefficients.
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The module E J (F , M)
Let (R, m) be a Noetherian local ring with infinite residue field and let M be a finitely generated R-module of dimension d ≥ 1. Let F = {I n } n≥0 be a Hilbert filtration with respect to M. Let J ⊆ I 1 be an ideal of R. We say that J is a reduction of F with respect to M if there exists an integer r such that JI n M = I n+1 M for all n ≥ r. A reduction is called a minimal reduction if it is minimal with respect to inclusion. The Hilbert coefficients e i (F , M) of M with respect to the Hilbert filtration F are defined by writing the Hilbert-Samuel polynomial P F (M, n) corresponding to the Hilbert function n → H F (M, n) = λ(M/I n M), where λ denote length as R-module in the following form :
We write e i (F ) for e i (F , R).
In the following lemma we prove the existence of a minimal reduction for F with respect to M. For lack of a suitable reference in the literature, we include a proof. Proof. By Corollary 4.6.10 of [BH] , there exist x 1 , . . . , x d ∈ I 1 such that (x) is a minimal reduction of I 1 with respect to M and e 0 ((x), M) = e 0 (I 1 , M). Since F is I 1 -good, there exists an integer g such that I k 1 I n = I n+k for all k ≥ 1 and n ≥ g. Choose n ≫ 0 and k ≥ r, where r is the minimal integer n which satisfies the equation (x)I
Thus (x) forms a minimal reduction of F with respect to M. Since F is an I 1 -good filtration, the second statement also follows.
Let J be a d-generated minimal reduction of F with respect to M and let r denote the reduction number of F with respect to J and M, i.e. r is the smallest integer n such that
Recall that the extended Rees algebra of F is the graded algebra E(F ) = i∈Z I i t i , where t is an indeterminate and I i = R for i ≤ 0. The extended Rees algebra E(J) of J is a graded subalgebra of E(F ). For a finitely generated R-module M, let E(F , M) denote the module
We write γ(F ) for γ(F , R).
For the E(J)-module E J (F , M), let e i (E J (F , M)) (resp. e i (Jt, E J (F , M))) denote the Hilbert coefficients of the Hilbert polynomial associated to the Hilbert function n → λ(
Proposition 2. Assume that M is Cohen-Macaulay and that
Proof.
(1) The equality is clear from the definition of E J (F , M), and the sum is finite because
(2) Choose c ∈ I 1 M \JM, and letc be the natural image of c in M/JM. Since J is generated by an M-regular sequence of length d,
is generated minimally by the set {cX α | | α |= n − 1}, whose cardinality is
On the other hand, for large n we have
Hence for large n,
It follows that e 0 (E J (F , M)) = e 0 (Jt, E J (F , M)). The equality e 1 (F , M) = e 0 (E J (F , M)) is already proved in (2). (4) This follows from Proposition (1.2.9) of [BH] in view of the exact sequence
of E(J)-modules.
Main Theorems
We use the properties of E J (F , M) proved in Section 1 to prove the following generalized version of part (ii) of Theorem A. (
Proof. If E J (F , M) = 0 then the inequality and the three conditions hold. Assume therefore that I 1 M = JM, so that E J (F , M) = 0. Then by Proposition 2 we have e 1 (F , M) = e 0 (Jt, E J (F , M)). Since Jt is clearly generated by a system of parameters for the E(J)-module E J (F , M), we have e 0 (Jt, E J (F , M)) ≤ λ(E J (F , M)/JtE J (F , M)) and the last quantity equals ∞ n=1 λ(I n M/JI n−1 M) by Proposition 2. This proves the inequality of the theorem.
Now, E J (F , M) is Cohen-Macaulay if and only if Jt is generated by a regular sequence on E J (F , M) if and only if e 0 (Jt, E J (F , M)) = λ(E J (F , M)/JtE J (F , M)). By Proposition 2 The last condition is equivalent to e 1 (F , M) = ∞ n=1 λ(I n M/JI n−1 M). This proves the equivalence of (1) and (2). The equivalence of (2) and (3) follows from Proposition 1.2.9 of [BH] in view of the exact sequence
Now, in order to prove part (ii) of the results of Huckaba-Marley in the case of a module we need the following lemma for the induction procedure. This lemma is a generalization for modules of a special case of Lemma 2.2 of [HM] . For a nonzero element x of R let x * denote its initial form in G(F ).
Lemma 4. Let M be a finitely generated R-module, and let F be a Hilbert filtration with respect to M. Let x ∈ I 1 \I 2 be superficial for
Proof. Let y ∈ I t \I t+1 be such that (ȳ) * ∈ G(F /xR) is regular on G(F /xR, M/xM). Then (I n+tj M : M y j ) ⊂ (I n , x)M for all n, j. Since x is superficial for F and M, there exists an integer c such that (I n+j M : M x j ) ∩ I c M = I n M for all n > c, j ≥ 1. Let n and j be arbitrary and let p > c/t. Then
. Iterating this formula n-times, we get 
Note that β i = γ i = 0 for i > r. We claim that α n = n i=1 (β i + γ i ) for all n ≥ 1. This holds trivially for n = 1. We have β n + γ n = λ(I n M/JI n−1 M). Therefore the exact sequence
Thus e 1 (F , M) ≥ 
Since a * 1 is regular on G(F , M), we have e 1 (F , M) = e 1 (F,M ), and we get the desired equality.
Conversely, let d > 1 and let e 1 (F , M) have the given form. Choose a 1 , . . . , a d ∈ I 1 such that a 1 is superficial for F and M and J = (a 1 , . . . , a d ). Then
Now, suppose that the equality holds. Then
By induction G(F ,M) is Cohen-Macaulay. Thus γ(F,M ) > 0. Therefore by Lemma 4, a * 1 ∈ G(F ) is G(F , M)-regular and hence G(F , M) is Cohen-Macaulay. Remark : Huckaba and Marley have derived several consequences of Theorem A in their paper [HM] . These results can be formulated for modules in an obvious way.
4. An Application 
Proof. Since γ(I) ≥ d − 1, we have e 1 = n≥1 λ(I n /JI n−1 ) by Theorem 3. Kirby proved in [K] that for an m-primary ideal I in a 1-dimensional Cohen-Macaulay local ring, e 1 ≤ e 0 2 . Also, by [SV] , if I is an m-primary ideal in a 1-dimensional Cohen-Macaulay local ring with reduction number r then r ≤ e 0 (I) − 1. By hypothesis γ(I) ≥ d − 1. Therefore we can choose a reduction J = (a 1 , . . . , a d ) of I such that a * 1 , . . . , a * d−1 form a regular sequence in G(I) and such that rā d (Ī) = r J (I), where " − " denotes images modulo (a 1 , . . . , a d−1 ). Then r = r J (I) ≤ e 0 (I) − 1. Also e 1 (Ī) ≤ e 0 (Ī) 2
. In the first part of Theorem 5 we actually proved that if e 1 (I) = n≥1 λ(I n /JI n−1 ), then γ(I) ≥ d − 1, e 0 (Ī) = e 0 (I) and e 1 (Ī) = e 1 (I). Therefore e 1 ≤ e 0 2 . Now, since γ(I) ≥ d − 1, Theorem 3 gives n≥1 λ(I n /JI n−1 ) = e 1 ≤ e 0 2
. Therefore λ(I n /JI n−1 ) ≤ e 0 2 for all n ≥ 1. By Proposition 4.3 of [HM] , e i = 
