The process of activation out a one-dimensional potential is investigated systematically in zero and nonzero temperature conditions. The features of the potential are traced through statistical escape out of its wells whose depths are tuned in time by a forcing term. The process is carried out on the damped pendulum system imposing specific initial conditions on the potential variable. While for relatively high values of the dissipation the statistical properties follow a behavior that can be derived from the standard Kramers model, decreasing the dissipation we observe responses/deviations which have regular dependencies on initial conditions, temperature, and loss parameter itself. It is shown that failures of the thermal activation model are originated at low temperatures, and very low dissipation, by the initial conditions and intrinsic, namely T=0, characteristic oscillations of the potential-generated dynamical equation.
1) INTRODUCTION
The interest for fluctuations in deterministic systems and the analysis of their dynamical response under the influence of external forcing terms and/or thermal noise is an argument that has puzzled generations of scientists. Several reviews, approaching the problem from different sides, are available on this topic [1, 2, 3] , but the extraordinary variety of dynamical systems is such that the subject is still expanding, especially in connection with the development of increasingly powerful numerical techniques. Among the approaches introduced for describing thermal activation phenomena the Kramers model [4] , relative to physical processes characterized by one-dimensional potentials, occupies a relevant position and it has indeed served as background model in many circumstances in condensed matter, chemistry and biology [5] . A relevant feature of the model proposed by Kramers is that the escape rate Γ out of a potential well with amplitude ∆U, at temperature T, is regulated by the equation [4] Γ = exp(− Δ ) (1) where f is an attempt frequency. A system which has served as reliable test bench for the properties of Kramers model and eq. 1 is the compound pendulum, whose behavior is described by normalized dynamical equations for the angle φ of the type ̈+̇= −
with ( ) = (1 − ) − . The coefficient α and the parameter η account respectively for dissipation and forcing term in the dynamical system. Two recent treatises [6, 7] provide comprehensive overviews of the relevance of the system (2) in the history of physics and of its intriguing counterparts in general physics, nonlinear dynamics, and condensed matter. The system represents a relevant example demonstrating how the fluctuations due to the internal dynamics interact with external forcing terms and thermal noise generating a variety of scenarios. In condensed matter the fact that forced pendulum equation and potential are analogous to those of Josephson junctions [8] has triggered attention at theoretical, experimental, and applied physics level for decades [9, 10] . Specific applications of Kramers analysis to Josephson potentials were reported in two relevant publications by Kurkijarvi [11] and Büttiker et al. [12] .
Considered the general relevance of Kramers model and of the system (2) illustrated in the previous paragraph, we were motivated to undertake a systematic investigation of statistical and thermal properties associated with it, first performing an analysis of the bare potential in zero temperature, namely studying eq. 2 in absence of noise terms on the right hand side the equation. In the T=0 case we investigate the dependence of the escape out of the potential for different values of loss term setting forcing term linearly dependent on time and, for the first time in this type of investigations, we study the effect of specific initial conditions on the statistic distributions of the escape processes analyzing the response induced by the initial data. Then, in sect. 3, we step to consider the effects of temperature including an adequate noise term in the right hand side of eq.2.
We will show that the effects generated for the zero-temperature case by the initial conditions play a relevant role in the process of escape out of the potential in the low dissipation regime and nonzero temperature. In sect. 4 we discuss the results in terms of real experimental parameters while in sect. 5 we summarize the paper and draw conclusions. 4 
2) ZERO TEMPERATURE
In Fig. 1a the curves show the first well of the potential U that we are investigating traced for increasing values of the parameter η (η = 0.6 , the lowest and η = 1 the highest). The inset shows the value of the height of the potential wells ∆U , the energy spacing between the maximum and minimum value in the well, spanned over the entire interval [0;1] of the forcing term η ; according to the dependence ∆ = 2(�1 − 2 − −1 ) the depth of the potential (the difference in energy between the maximum and the minimum) decreases and goes to zero for η =1 as shown in the inset.
In our escape experiments and numerical procedures the forcing term is increased according to ( ) =̇ where the derivative ̇= is kept constant and the curves in Fig. 1a , in practice, correspond to successive time shots for η = 1.95 x 10 -8 . In the figure we also indicate the stable equilibrium points at the bottom of the potential (full diamonds) and the unstable (empty circles) equilibrium points at the top of thee well: these were calculated, for each curve evaluating numerically the minima and the maxima.
In Fig. 2 we trace both stable and unstable equilibrium points as a function of η respectively by the continuous and the dashed lines: the crossing of the two curves is the point where an escape event is recorded: we see that this event occurs, always when η =1 , when the well becomes flat and the two curves cross, meaning that the stable and unstable equilibrium point have the same (η,ϕ)
coordinates. The escape event is numerically identified by the fact that, for a further increase of the forcing term above η=1 , the system is driven in a dynamical condition of continuous phase increase (rotation states in terms of the compound pendulum). For T=0 (zero temperature) and initial conditions 0 = ( = 0) = 0 and ̇0 = ( = 0) = 0 , the escape from the potential well always occurs for η=1 ; moreover, for these initial conditions, this situation remains the same, for any value of α and η. The two plots in Fig. 2a ,b represent indeed the results of the numerical integration for these initial conditions and different values of α (indicated in the plot) : we can see that, even decreasing the loss parameter of six orders of magnitude, the response is always the same and the escape always occurs above η =1.
Before proceeding, however, it is necessary to specify what is our criterion to judge that an escape process out of the potential well has safely occurred. When η < 1 the escape occurs at the angle = − arcsin while for η ≈1 the escape is recorded when = 2 . In both cases the escape from the well is double checked by the continuous increase of the phase generating a non-zero average value of the time derivative of the phase (we usually stop the integration when <̇>= 1 ).
The results herein presented have been obtained integrating the system (2) by specific versions of the velocity-explicit Størmer-Verlet algorithm [13] setting the integration time ∆t =0.02 ; two independently developed versions of the algorithm, running on different computers and operating systems, always returned the same results. Halving tests for the integration time step were performed in order to check the independence of the results upon it.
Keeping the same value of ̇= 1.95 10 −8 but setting nonzero values for the initial angle 0 the dependence on the loss parameter of the escape process becomes significant and the values of η for which escape from the potential well are recorded can be substantially different. Fig. 3 and Fig.   4 show two escape processes obtained both for initial condition 0 ≠ 0 (respectively ϕ0 =0.3π and ϕ0=0.6 π for Fig. 3 and Fig. 4 ) and three decreasing values of the loss parameter α . The value of time derivative of the initial phase ̇0 was set to zero. The physical meaning of these initial conditions for the system (2) corresponds to start an integration in an oscillating regime with zero average phase derivative in the point where the phase has its maximum value and the derivative of the phase is zero, namely the inversion point of the oscillations. We see now that in Fig. 3a ,b and 4a,b the "phase trajectory" still escapes from the potential well for η values very close to the critical one (the unity), however, for α in the 10 -7 range the phase oscillations due to the initial angle do not damp out and the dark area in the figures is just generated by the oscillations whose period is too small to be seen in the figures (we just show a zoom with few periods before escaping in the inset of Fig. 4b ). In this case the escape occurs, as shown in the figure, when the phase oscillation trajectory crosses the unstable point trace for η <1 . Considered the effect shown in Fig. 3 and Fig. 4 , we decided to investigate systematically the effect of dissipation and initial conditions on the escape current, namely the value of the bias current for which the system escapes from the well.
The result of our simulations for the dependence of the escape current upon loss parameter and initial angle are epitomized in Fig. 5 . Here we show in a three-dimensional plot the data obtained for the escapes out of the potential well of the system (2) for T=0 setting ̇ = 1.95 x10 -8 . On the vertical axis we report the observed value of the "escape" of ηΕ, namely the value of the η generating an escape event from the periodic oscillations in the potential well to an out of the well running state in which the angle increases continuously. On the horizontal axes we have the initial angle 0 which is indicated in the figures as ϕ(0) and the loss parameter α . We can see that when the initial angle tends to zero the escape always occurs for ηΕ=1 , for any value of the loss parameter. Instead, when the loss decreases and the initial angle increases we see that the escape current decreases substantially until it reaches zero actually when 0= ± and values of the loss parameter less than 10 -7 . Changing the value of the parameter ̇ of one order of magnitude no substantial differences are observed in the escape plots of Fig. 5 : we always see that relevant changes occur below ≅ −7 .
In Fig. 6 we show two section of plots like that of Fig. 5 where we can see more clearly the effect of the loss parameter condition (a) and initial conditions (b): these are used as parameters for the curves in the figures where, on the vertical axis we always report the value of the escape current.
Both these "sections" were obtained for ̇ =1.95x10 -8 . In (a) we can clearly see that the escape is very flat down to 10 -7 and then it becomes a monotonically decreasing and symmetric function decreasing function of the angle increasing the loss. In (b) we show the response of the system for a different initial condition for different values of ̇ : here we plot the escape current versus the log α and we parametrize with respect to the initial angle and the result of this operation is just to set the value of a specific escape current on the left side of the plot while on the right side, for α >10 -7 , the escape current is always equal to the unity.
We then investigated the response of the system by changing the parameter ̇ for a given initial angle, 0 = −0.6 and different values of the loss parameter. The results are shown in Fig. 7 : here in (a) we see that variations in ̇ even of one order of magnitude, generate slight differences in the escape currents around the loss values of the order of 10 -7 ; the interesting thing now is to consider what happens if we scale the horizontal axis of the data in (a) plotting the escape current as a function of the common logarithm of ratio =̇ . Now we find (see Fig. 7b ) that all the data collapse in a single curve. The data show that , the ratio between loss parameter (α) and rate of increase of the forcing term (), plays an important role providing a sort of normalization of the observed potential escape features and a discontinuity in the response of the system occurs when = 1. The result of Figs. 2-7 summarize our investigations for T=0 : given a specific initial condition on the angle coordinate of the potential, the value of η for which we observe escape out of the potential well depends in a relevant way from the values of the parameters α and .
We conclude that the system (2) undergoes an abrupt "transition" when , the ratio between dissipation and rate of increase of applied force, is equal to the unity. This ratio has also been shown to play a relevant role in the context of the appearance of multipeaked escape statistical distributions when sweep rates are particularly high [14, 15] . Since we limit the investigation herein to statistical distributions obtained with relatively low sweep rates, multipeaked distributions like those reported in ref. 14 are not observed. As we shall see now the analysis for T=0 of the escape process is a relevant physical background for understanding thermal excitations in the well. This is not surprising indeed because it is known that the characteristics of a nonlinear system for T=0 leads to identifying relevant phenomena [7] and it has been shown how complex can be the T=0 spectrum of "simple" nonlinear systems [16] and how anharmonic analysis of the potentials can provide account for experimental results [17] .
3) NON-ZERO TEMPERATURE
Let us step now to the analysis of the escape process for nonzero temperatures. Thermal fluctuations are plugged into the right hand side of eq. 2 by the term ( ) linked to the dissipation through the fluctuation-dissipation relationship [18] : < ( ) >= 0 and < ( )
Boltzmann's constant and E an adequate normalizing energy (we shall later comment on the meaning for this parameter for physically relevant cases). In Fig. 8a we show three statistical escape distribution obtained for five values of the parameter which were, from left to right respectively
. These distributions were obtained by setting the initial conditions ϕ0 = 0 and ̇0 = 0 and setting α =0.018 and ̇= 1.8 10 −9 .
Technically, the distributions of Fig. 8a are obtained generating 1500 escape events and recording each time the current ηE at which the escape occurs. The distributions move right with temperature and the width of the statistical distributions decreases with temperature. In Fig. 8b we
show the temperature dependence of the widths of the statistical distributions for the same value of ̇= 1.8 10 −6 but for five different values of the loss factor α which are one order of magnitude apart starting from 1.8x10 -4 down to 1.8x10 -8 . We see that the dependencies are straight lines in a log-log plot (here we consider only the data where the linear correlation coefficient is above 0.999) and the values of the slope return exponents of the power law in the interval [0.59;0.70]. Only one of these values is in close agreement with Kramers theory [10] which predicts a value for the slope of 0.66 while the other values are different up to 10% from this value. In Figure 8c we show the dependence of the slope of the straight lines of Fig. 8b , namely the exponent γ of the law = ( ) , upon the parameter κ. We see that the slope of the curves has a maximum around κ =1 and is roughly symmetrical around this point. Thus, the dynamical response changes significantly as a function of the ratio a ̇ and, since the value of the sweep rate is fixed, the result indicates that is the damping parameter which regulates the response of the system. Analogous results can be obtained varying the sweep rate.
In Fig. 9a we show a plot similar to that of Fig. 8b but obtained setting a given angle as initial condition, but still initial angular velocity set to zero, namely ϕ0 = 0.2π and ̇0 = 0 . For the two lower values of the loss parameter (1.8x10 -7 and 1.8x10 -6 ) we obtain the same value of the exponent of the power law γ, within few parts over 10 3 uncertainty, and this value is equal to 0.5. The fitting for the highest loss value instead (1.8x10 -5 ) returns the exponent 0.672. In Fig. 9b we show the dependence of the exponent γ of the law = ( ) upon logκ . We see here, more clearly than in Fig. 8c , that the response of the system exhibits abrupt differences below and above = 0. It is worth noting that the same dependence shown in Fig. 9b , is recorded if we set a different angle as initial condition and the results in this case are shown in Fig. 9b (along with 0 = 0.2 we tested the results for and 0 = 0.5 and 0 = 0.1 and these cases returned exactly the same dependence in the range of logκ shown in Fig. 9b ) . We conclude that the effect of setting a given angle as initial condition is to generate, for < 1, a straightforward dependence of the standard deviation of the statistical distributions upon the square root of the temperature = � valid at least over two orders of magnitude of the parameter .
If we now choose as initial condition an angle distributed randomly and uniformly in a given interval [-ϕ0;ϕ0], the above found square root dependence of the standard deviation of the distributions upon kBT/E fails. What happens in this case quantitatively evident in Fig. 10a In the plots we also show the dependence of the "saturation" curves upon the loss parameter. Looking back at the T=0 results we can have a straightforward explanation of this effect considering, in particular, Fig. 6b . We see there that different initial angles correspond to different escape currents and therefore if the initial angle is uniformly distributed over an interval the escape ηΕ also shall be distributed over an interval which will set a distribution even for T=0. When the temperature in the system is high enough these initial condition-generated oscillations shall not be visible because are masked by thermal fluctuations, however, when thermal fluctuations have a low energy the standard deviation is just determined by the randomness of the initial angle distribution.
In Figs. 10a,b ,c we also write the slopes of the "linear" portions of the plots, those corresponding to higher temperatures. It is worth noting that results similar to those of Fig. 10 , obtained setting an initial uniform random distribution of the angle can be obtained even with different type of random initial conditions.
The above argument concerning the saturation of the standard deviation of the escape distributions based on the T=0 behavior, makes sense when κ is of the order of the unity and below.
When κ is much above the unity the distribution of escape values does not depend on the initial angle, as we see in Figs. (3-7) , and therefore saturation cannot be expected on the basis the above conjecture.
However, in the nonzero temperature case variations of the plots of Figs. (3-7) can be expected and saturations effects are recorded even at very low temperatures even for κ >1, as shown in Fig. 10 . We see in this figure that the "saturation" σ -value of statistical distribution at low energies/temperatures depends on the amplitude of the random initial angle interval and on the value of the loss parameter.
We have seen in Fig. 10 that, for a given value of ̇ the with of the distributions can attain a saturation value that will call σSAT . In Fig. 11 we show the dependence of this parameter upon the loss parameter α in a semi-logarithmic plot for three settings of the initial conditions corresponding to have the angle uniformly distributed respectively in [-0.1; 0.1], [-0.2π;0.2π] and [-0.5 π ; 0.5 π]: Fig. 11a has been obtained for ̇= 1.8 10 −6 . Instead, in Fig. 11b we show the same dependencies of the saturation currents, for the same initial conditions, obtained for ̇= 1.8 10 −7 . We clearly see that both 11a,b that the dependencies are exponential of the type = 0 − with slopes s, indicated in the insets, which have only few percent differences between the two cases (for the same random initial interval) . For both cases we see that the extrapolation of the straight lines toward α = 0 is a well defined, non zero, value and therefore, for a random initial angle the width of the distribution has a finite value in a lossless system. "Parental" results of those shown in Fig. 11a,b were recently obtained in ref. 13 for the width of the peaks appearing in the statistical distributions for high sweep rate: in that case the dependence of the width of the individual peaks of a multipeaked distribution was investigated and it was shown that the dependence of the width of the peaks on the loss factor was exponential.
4) EXPERIMENTAL BACKGROUND
We provide now framing of our results in terms of experimental parameters and procedures for a specific case. One of the systems that has represented a benchmark for the investigation of the one- 1-330) µA [19] [20] [21] [22] [23] [24] . If we consider for example a 1µA Josephson current, the corresponding Josephson energy is EJ = 0.33 x10 -21 J and our normalized kT/EJ will be 0.16 at 4K and 4x10 -4 at 10 mK. When the Josephson maximum current scales up one order of magnitude the energy will scale up of the same amount and the maximum and minimum values of the normalized energy will consequently scale down a factor 10. Thus, for a Josephson current of 100 µA the energy EJ = 33 x10 -21 J and the normalized temperature will range from 0.16 x 10 -2 at 4 K down to 4x10 -6 at 10 mK.
From the above estimate of currents and related normalized energy it is evident why we have chosen the intervals of energy variation for our investigation. Other relevant parameters in our investigations are the rate of change of the applied force ̇ and the loss factor α . As far as the first parameter is concerned, also known in Josephson terms as normalized sweep rate since it is the normalized time derivative of the bias current, it can vary from the range of 10 -6 down to the range of 10 -9 , depending on junctions properties (essentially capacitance and critical current) [19] [20] [21] [22] [23] [24] . A special problem instead is represented by establishing the effective losses in the junctions when performing potential escape measurements: in this case the work reported in ref. 26 , for example, provides interesting information because it evaluates a specific temperature dependence of the dissipation in the junctions and simulations should take into account this physical condition. An analysis of the intriguing effects generated by the variations of this parameter would be interesting and requires further numerical investigations.
In the present work we have preferred to set constant the dissipation parameter α in order to maintain our analysis more general because in a many physical cases the dissipation coefficient can just be kept constant. As we have seen at the beginning setting a constant dissipation factor and all zero initial conditions there are no effects on the escape from the potential and the data indeed might follow very accurately the Kramers model. In Fig. 12 we plot the numerically obtained position of the statistical distribution peaks with initial phase and phase derivative set to for α=0.01 while the continuous line which represents the prediction of Kramers theory. In this case for the simulations, we have chosen to set "Gaussian" initial conditions meaning that the initial angle is randomly distributed around the given angle ϕ0 = 0.0856 π with a standard deviation of the packet proportional to the square root of the kBT However, if loss factor α is scaled down so that the κ parameter is below the unity, and the same initial conditions are set, at low temperatures the position of the peaks can freeze as shown by the yellow triangles in Fig. 12 . We note that, according to the analysis performed in ref. 26 , in a temperature interval between 1K and 5K the effective damping can change of 5 orders of magnitude and therefore it is not unreasonable to expect that in the hundreds of millikelvin range the normalized damping could be of the same order of magnitude of the sweep rate and generate the freezing of the peaks as shown by the triangles in Fig. 12 . It is worth mentioning that saturation of the width of the statistical distributions like the one we show in Fig. 10 and peak position freezing have been reported and investigated in several experiments [19] [20] [21] [22] [23] [24] [25] . Since it has been shown that the experimental effects, in almost all cases, can hardly be attributed to quantum phenomenology and theories [27] , we speculate that quantitative insight into the experimentally observed Josephson potential escape phenomena can come from specific analysis of the resistively and capacitively junction model of the Josephson junction considering adequate settings for the effective losses and initial conditions.
5) CONCLUSIONS
We have investigated systematically the features of potential escape for a physical system having relevant impact in general physics and condensed matter. Although work has been dedicated in the past to identify analytical criteria to describe the response of the system that we have investigated and peculiar models have been considered to explain experiments [19] [20] [21] [22] [23] [24] [25] the nonlinearity of the potential, and the related dynamical equation it generates, are such that only accurate and systematic numerical integrations can enable us to have ideas of the response over wide parameters excursions at very low temperatures. The zero temperature analysis of the system (2) led us to identify a relevant parameter, the ratio between loss factor and rate of increase of applied force:
a threshold related to it ( =̇= 1) characterizes the response of the dynamical system. This threshold differentiates the dynamical response both in zero temperature and in non-zero temperature. Below this threshold the dynamics is much dependent on the initial conditions imposed on the dynamical variable of the potential because the oscillations generated by the initial data condition the potential escape process. Moreover, we have shown that relevant deviations from the predictions of the Kramers model occur due to the setting of specific random initial data.
The present paper was also motivated by the fact that in a previous publication [27] evidence was found that macroscopic quantum tunneling theory cannot provide explanation of experimental results obtained on Josephson systems at very low temperature. We have herein shown that specific settings of the RCSJ model, as far as Josephson phenomenology is concerned [9, 10] , can return results which are close to the observed experimental phenomenology in terms of saturation of the statistical distributions and freezing of the position of the peak of the distributions, The physical motivation providing agreement between modelling and experiments is essentially the fact that in rather underdamped classical systems the effects of transients and oscillations induced by initial conditions, abrupt variations of external forces or else, or else, cannot be neglected.
The results herein presented are consistent with recently reported investigations of potential escape phenomena in which the effect of very high rates of change of the external force on the system (2), with noise term, was investigated [14] . In ref. 14 it was found that the threshold = 1 represents a crucial condition for generating multipeaked statistical distributions. It is evident then that the behavior of the system for T=0 is a background conditioning the response when thermal excitations are present. It will be surely interesting to further develop specific issues related to the Josephson effect and in particular those related the temperature dependence of the dissipation parameter.
Previous works indeed have attempted to find general criteria for the appearance of specific phenomena in the escape process [28] . For studies aiming to build analytical models of thermal activation processes and/ore more close and quantitative comparisons with experiments, our analysis can constitute a support of data and phenomenology. Fig. 3 for initial conditions 0 = 0.6 and ̇0 = 0 . We see that now in b) and c) that the escape occurs values of η lower than those recorded in Fig. 3 . We can clearly see that passing through the interval 0 < κ < 1 the response of the system strongly changes. the loss parameter for different initial conditions. In the semi-log plot we can clearly see an exponential dependence of the saturation width upon the dissipation and in the insets we 21 indicate the slope of the linear dependence. In (a) we have set a rate of increase of the force term ̇= 1.8 10 −6 while in (b) ̇= 1.8 10 −7 . 
