Abstract. This paper concerns the existence of multiple rotating quasi-periodic solutions for second order Hamiltonian systems with sub-quadratic potential. Such solutions have the form x(t + T ) = Qx(t) for some orthogonal matrix Q. To deal with such quasi-periodic solutions, we introduce the Q(s) index which is a development of the well known S 1 index. Applying the Q(s) index, we give an estimate of the number for rotating quasi-periodic orbits with a fixed period.
Introduction and main results
Consider the second order Hamiltonian system where V ∈ C 1 (R n , R). The existence theory of periodic solutions for system (1.1) has been well developed, for example, see [2, 11, 15, 17, 19, 21, 22] and the references therein. For quasi-periodic solutions, it is generally very difficult due to the small divisor. The celebrated KAM theory answers that most quasi-periodic solutions are persistent under small perturbations, see [7, 1, 13] for non-resonant case and [8] for resonant case. In the present paper, we study the existence of rotating quasi-periodic solutions with the form x(t + T ) = Qx(t) for some orthogonal matrix Q. It is a symmetric periodic or quasi-periodic one. Recently, such solutions have been studied by many works. Hu and Wang [5] established the theory of conditional Fredholm determinant to study rotating quasi-periodic orbits in Hamiltonian systems. Hu et al [6] gave some stability criteria for the symmetric periodic orbits and used them to study the linear stability of elliptic Lagrangian solutions of the classical planar three-body problem. Chang and Li [3] considered rotating quasi-periodic solutions of second order dissipative dynamical systems. Liu et al [9] studied multiple rotating quasi-periodic solutions of asymptotically linear Hamiltonian systems. Liu [10] and Zhang [20] obtained symmetric periodic orbits of Hamiltonian systems on a given convex energy surface respectively. By the structure of (1.1), one should consider rotating quasi-periodic solutions if V is Q invariant for some orthogonal matrix Q, that is V (Qx) = V (x) for x ∈ R n . Clearly, the rotating quasi-periodic solution is periodic if Q = I (identity matrix), anti-periodic if Q = −I, subharmonic if Q k = I for some positive integer k, or quasi-periodic if Q k = I for all k ∈ N.
Throughout the paper we assume V satisfies the following:
(V1) V is twice differentiable at x = 0, V (0) = 0 and ∇V (0) = 0; (V2) if x ∈ ker(I − Q) is a critical point of V , i.e. ∇V (x) = 0, then V (x) ≤ 0;
(V3) V satisfies the Q invariance mentioned above.
For a solution x(t) of (1.1), the corresponding orbit is the set x(R) and two solutions x(t) and y(t) are geometrically distinct or have different orbits if x(R) = y(R). Let X = {x ∈ H 1 ([0, T ], R n ) : x(t + T ) = Qx(t) for all t ∈ R}.
Then X is a Hilbert space with the inner product
where (·, ·) denotes the inner product in R n . Let | · | denote the 2 norm on R n and · the norm on X. The linearized operator corresponding to (1.1) on X is given by
It follows from (V3) that
Thus there exists a unitary matrix P such that
2)
where 0 ≤ θ j < 2π for 1 ≤ j ≤ n. With a simple calculation, we obtain that the eigenvalues of L on X are
for m ∈ Z and 1 ≤ j ≤ n. Let
Now we state our main results. (V5) V (x) → +∞ for x ∈ ker(I − Q) and |x| → ∞.
Then system (1.1) has at least
is a complex vector and one has
Clearly, the multiplicity of eigenvalue µ j is even. Then there exists a 1 ≤ p ≤ n with p = j such that θ p = 2π − θ j and µ p = µ j . It follows that λ is an integer.
We also have the following. Theorem 1.2. Assume p T > 0 and V satisfies (V1), (V2), (V3) and (V6) there are β ∈ (1, 2) and R > 0 such that
for all x ∈ R n , where x ⊥ denotes the projection of x on ker(I − Q). [2] .
When det(I−Q) = 0, assumption (V2) is contained in (V1) and (V7) contained in (V6). Hence we have the following. To prove Theorem 1.1 and Theorem 1.2, we introduce the Q(s) index and apply the Ljusternik-Schnirelmann theory of critical points. The Q(s) index is a development of S 1 index which is a powerful tool to study periodic solutions of Hamiltonian system. For literature, see [4, 14] . The paper is organized as follows. In section 2 we introduce the definition of Q(s) index and show the properties that will be used in the proof of main results. In sections 3 and 4 we give the proof of Theorem 1.1 and Theorem 1.2 respectively following the method from Benci [2] on periodic solutions.
Q(s) index
In this section, we introduce a new index to rotating quasi-periodic orbits. First, we recall the concept of index due to Rabinowitz [16] .
Suppose that E is a Banach space with a group g acting on it. Set Fix g = {z ∈ E : gz = z, for all g ∈ g}.
Let
= {Γ ⊂ E \ {0} : g(Γ) ⊂ Γ for all g ∈ g} be the set of g invariant subsets of E \ {0}.
(ii) Mapping property: if R : Γ 1 → Γ 2 is continuous and equivariant which means Rg = gR for all g ∈ g, then
For s ∈ R, consider the group action on X:
Clearly, X is Q(s) invariant, that is, if x ∈ X, then Q(s)x ∈ X for all s ∈ R. Now we give the Q(s) index:
with Φ j ∈ C(Γ, C k j ) and
where Proof. (i) For x ∈ X \ Fix{Q(s)}, consider the function
Then one has
Hence for 1 ≤ j ≤ n,
Thus there exist a component y j 0 (t) and n j 0 ∈ Z with 2πn j 0 − θ j 0 = 0, such that
Then Φ ∈ C(Γ 0 , C \ {0}), and
(iii) Since the inclusion map is equivariant, the monotonicity property is obvious.
(iv) When Γ 1 = ∅, the result is obvious. When Γ 1 = ∅, for each x 0 ∈ Γ 1 and y 0 = P −1 x 0 , as in the proof of (i) there exist a component y j 0 (t) and n 0 ∈ Z with
Clearly, there exists a neighbourhood U x 0 of x 0 such that for eachx ∈ U x 0 and
Since Γ 1 is compact, there exist finite U x l for 1 ≤ l ≤ r such that
Υ(x) = 0 and
satisfying Definition 2.2. Since Γ 1 is a closed set, by Tietze's theorem there exists a continuous extensionΦ j of Φ j over X for each 1 ≤ j ≤ m. Now define a mapping Ψ = (Ψ
is an almost periodic function on s, (2.11) is well defined. Clearly, Ψ is continuous, Ψ(x) = Φ(x) for x ∈ Γ 1 and
Then it is easy to see that Γ δ is Q(s) invariant. Since Ψ is continuous and Ψ(x) = 0 for x ∈ Γ 1 , there exists a δ > 0 such that Ψ(x) = 0 for x ∈ Γ δ which yields ind Γ δ ≤ k. By monotonicity one has ind Γ δ ≥ k.
for j = 1, 2 satisfying (2.4). Similar to the proof of (iv), there exist continuous
Then Ψ(x) = 0 for every x ∈ Γ 1 ∪ Γ 2 and satisfies (2.4), yielding ind(
A Q(s)-orbit is the set {Q(s)x : s ∈ R} for some x ∈ X. We have the following.
Proof. Assume Γ only contains k − 1 orbits:
As in the proof of Lemma 2.1, for each x l ∈ Γ and y l = P −1 x l , there exist a component y l j l and n l ∈ Z with 2πn l + θ j l = 0 such that
Thus ind Γ ≤ k − 1 and the assumption is not true, proving the lemma.
Let B denote a class of homeomorphisms h : X → X satisfying the following conditions, (a) h is equivariant and h(0) = 0; (b) given a compact set Γ contained in a finite dimensional invariant space Y and a constant ε > 0, there exist a finite dimensional invariant space Z ⊃ Y and an equivariant homeomorphismh :
It is easy to see that if
Assume E is a real continuous function on X. For j ≥ 1, define
It is obviously that A j ⊂ A j−1 for j ≥ 2. Then
where c is a constant. Now we give an important property of the Q(s) index.
Before proving Theorem 2.1, we introduce the concept of "pseudo-gradient". 
A pseudo-gradient vector field for ϕ onỸ is a locally Lipschitz continuous map-
We need the following.
Lemma 2.3. (see [12] ). Under the assumption of Definition 2.3, there exists a pseudo-gradient vector field for ϕ onỸ .
Proof. By Lemme 2.3, there exists a pseudo-gradient vector field w :X → X.
Obviously, Q(−s)w(Q(s)z) is almost periodic in s, and v is well defined. Hence for τ ∈ R,
By a simple calculation, we obtain
It suffices to show that v is locally Lipschitz continuous. For z ∈ X, denote Γ = {Q(s)z : s ∈ R}, then the closure Γ is the hull of z and so is compact. Hence there exists a δ > 0 such that w is Lipschitz continuous on
Clearly, Γ δ is Q(s) invariant, and for each z 1 , z 2 ∈ Γ δ we have
where L is the Lipschitz constant of w on Γ δ . 
Proof. First we claim that for each given ǫ > 0, there exists a ε ∈ (0,
where U C denotes the complement of U, and (U C ) 2 √ ε is the 2 √ ε neighbourhood of U C . If such a ε does not exist, there is a sequence {z k } such that
and
Since E satisfies (P.-S.), it has a convergent subsequence, without loss of generality, still denoted by {z k }. Assume lim
.
where v(z) is an equivariant pseudo-gradient vector filed for E. Since g is locally Lipschitz continuous and bounded, the following Cauchy problem has a unique solution x(·, z) defined on [0, ∞):
Then η(·, ·) is continuous and η(t, ·) : X → X is a homeomorphism for each t ∈ [0, 1]. Now we prove that η satisfies (i)-(iv).
(i) Since
we have
By the definition of g, for t ∈ [0, √ ε] and x(t, z) ∈ A, we obtain
From (2.14), we have
, we have g(z) = 0, and hence η(t, z) = z for each
(iii) It is easy to see that ψ(Q(s)z) = ψ(z), which yields that g(Q(s)z) = Q(s)g(z). Then
Since the solution of (2.16) is unique, we get
and thus
(iv) Taking ǫ < |c|, we have 0 / ∈ E −1 (c − ǫ, c + ǫ). It follows from (ii) that η(t, 0) = 0 for t ∈ [0, 1]. Now we only need to prove that η(t, ·) satisfies (b) of B.
Then it is easy to see that g k is locally Lipschitz continuous and
be the solution of the following equation
It is easy to see that x(t, ·) → x k (t, ·) uniformly on compact sets for a fixed
. For a given compact set Γ and constantε > 0, take k big enough so that
Then the proof is completed by choosing
We also need the following.
Now let us give the proof of Theorem 2.1.
Proof of Theorem 2.1. Assume c i = c j = c for some 1 ≤ i ≤ j. By Lemma 2.2, it suffices to prove ind K c ≥ j − i + 1.
Assume ind K c = r < j − i + 1. Since E satisfies (P.-S.) and is Q(s) invariant, K c is compact and Q(s) invariant. By the continuity of index, there exists a Q(s) invariant neighbourhood U of K c such that
Take A ∈ A j such that sup
and denote Ω = A \ U. Then by Lemma 2.6, one has Ω ∈ A j−r . Now we apply Lemma 2.5 with Λ = η(1, Ω) ⊂ E c−ε . Then Λ is Q(s) invariant, and
Since η(1, ·) ∈ B, one has Λ ∈ A j−r . Thus by the definition of c, one deduces
which contradicts (2.18), proving the theorem.
where ∂D is the boundary of D relative to V .
To prove the lemma, we need the following lemma about S 1 acting on R 2k . 
Now we are going to prove Lemma 2.7.
Proof of Lemma 2.7. Since V ⊂ X is Q(s) invariant and V ∩ Fix{Q(s)} = {0}, it is easy to see that ν is even. Let (z
where z j ∈ R 2 and
, 1 ≤ p j ≤ n and m j ∈ Z with θ p j + 2πm j = 0. We claim that for each set A ⊂ V \ {0}, one has ind A ≤ ν 2 . Clearly, there exists unitary matrix P 0 such that
. Then there exists a mapping
where T j > 0 is a constant and
Then for any
Since Φ a not always vanishes, there exists a 1 ≤ j a ≤ l such that 
Denote S ρ = {x ∈ X; x = ρ}, for each ρ > 0.
for every h ∈ B and ρ > 0.
Proof. By property (iv) of the index, there exists a δ > 0 small enough so that
where N δ (Γ) denotes the δ neighbourhood of Γ for Γ ⊂ X. We claim that there exists a ε > 0 small enough so that
If not, for each k ∈ N + there exists a z k ∈X such that
Since h(X + ∩ S ρ ) is compact, there exists a subsequence {z k j } of {z k } such that z k j →z for j → ∞. Taking the limit yields
This is a contradiction. LetX ⊥ be the orthogonal complement space ofX. It is easy to seeX ⊥ = Fix{Q(s)}. Since h ∈ B, there exist a finite dimensional invariant space Z ⊃ X + ⊕X ⊥ and an equivariant homeomorphismh :
Now we only need to prove ind(h(X
where N Z δ (Γ) denotes the δ neighbourhood of Γ in Z. As the proof of (2.22), there exists aε > 0 small enough so that
Clearly, P ⊥ is equivariant and Fix{Q(s)} ∩ Y = {0}. It follows that
By the mapping and monotonicity properties of the index, we have
Sinceh(0) = 0 andh is a homeomorphism,h(Z ∩ B ρ ) is a neighbourhood of 0 in Z and ∂(h(Z ∩ B ρ )) =h(Z ∩ S ρ ), where B ρ denotes the ball with radius ρ. By Lemma 2.7, we obtain
proving the lemma. where y(t) is defined in (2.5). Then z(t + T ) = z(t) for all t ∈ R, and z(t) = Consider the following functional on X:
It is easy to see that each critical point x of E on X is a (Q, T )-rotating quasiperiodic solution of system (1.1). Clearly, E is Q(s) invariant and we will show that E satisfies (P.-S.) condition. We will show that {x k } has a converging subsequence. For each x ∈ X, one has x =x +x, wherex By (3.28), for k large enough,
(∇V (x k (t)),x k (t)) dt.
By (V4), there exist constants M 1 , M 2 > 0 such that By (3.27) and (V4), we have
Then for x ∈ X, E(x) =
