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TWO-WEIGHT Tb THEOREMS FOR WELL-LOCALIZED OPERATORS
KELLY BICKEL1, TANELI KORHONEN2, AND BRETT D. WICK3
Abstract. This paper first defines operators that are “well-localized” with respect to a pair
of accretive functions and establishes a global two-weight T b theorem for such operators.
Then it defines operators that are “well-localized” with respect to a pair of accretive systems
and establishes a local two-weight T b theorem for them. The proofs combine recent T b proof
techniques with arguments used to prove earlier T 1 theorems for well-localized operators.
1. Introduction
Over the past several decades, researchers have proved a number of important Tb theorems
showing that the boundedness of Calderón-Zygmund operators can be deduced from testing
on certain functions b. David, Journé, and Semmes proved the first global Tb theorem in 1985
[7]; they showed that for sufficiently nice (accretive) functions b and c, a Calderón-Zygmund
operator T : L2(m) → L2(m) is bounded precisely when MbTMc is weakly bounded and
Tb, T ∗c ∈ BMO. This result was generalized to nonhomogeneous settings in both [10, 15].
Meanwhile in 1990, Christ established a local Tb theorem in the homogeneous setting by
showing that T : L2(µ) → L2(µ) is bounded if ‖TbQ‖L∞(µ) and ‖bQ‖L∞(µ) are uniformly
bounded for a system of accretive functions {bQ} [6]. This theorem was generalized to the
nonhomogeneous settings in [9, 14]. In the homogeneous setting, alternate Lp–rather than
L∞–testing conditions have also been studied extensively, see [1, 2, 3, 8, 12, 13, 17], and
some Lp testing conditions have even been extended to the nonhomogeneous setting [9, 11].
This paper connects this rich field of Tb theorems to the setting of well-localized operators,
which were studied in [4, 5, 16]. Well-localized operators are closely connected to band, or
almost-diagonal, operators. Indeed, in both [5, 16], the authors showed that the boundedness
of band operators, such as Haar shifts of a fixed complexity, is equivalent to the boundedness
of certain well-localized operators. Motivated by such connections, the authors in [4, 5, 16]
established various T1 theorems for well-localized operators.
In this paper, we extend the results from [16] by establishing both global and local Tb
theorems for associated “well-localized” operators. In both settings, we let µ, ν denote Borel
measures that are nonnegative and finite on dyadic cubes Q ∈ D. Then in the global setting,
we consider pairs of functions b1 ∈ L
∞(µ), b2 ∈ L
∞(ν) with averages |〈b1〉
µ
Q|, |〈b2〉
ν
Q| & 1 for
all dyadic cubes Q ∈ D. Such {b1, b2} are called (µ, ν)-weakly accretive. In Definition 2, we
explain what it means for an operator T to be well-localized (with radius r) with respect to
such {b1, b2}, and then we establish the following theorem:
Theorem 1. If T is a {b1, b2}-well-localized operator with radius r satisfying
(a) ‖1QT (b11Q)‖
2
L2(ν) . µ(Q) and ‖1QT
∗(b21Q)‖
2
L2(µ) . ν(Q) for all Q ∈ D,
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(b) |〈T (1Qb1), 1Rb2〉ν | . ‖1Qb1‖L2(µ)‖1Rb2‖L2(ν) for all Q,R ∈ D satisfying 2
−rℓ(Q) ≤
ℓ(R) ≤ 2rℓ(Q),
then T : L2(µ)→ L2(ν) is bounded.
This theorem is very much in the flavor of the T1 theorems from [4, 5, 16], and the proof
adapts both Tb arguments from [15] and well-localized arguments from [16]. For a complete
explanation of the notation and further details, see Sections 2 and 3.
In the local setting, we prove a similar theorem, but with testing on accretive systems
{bQ}Q∈D, indexed by the dyadic lattice D. This situation is more complicated and we
adapt local Tb arguments from both [14] and [9]. Our proof techniques require additional
assumptions on the accretive systems and their relationships to the measures as well as an
additional testing condition that is trivial when the measures are doubling. The definition of
a well-localized operator also requires a restrictive extra condition given in (7). With those
assumptions, we prove Theorem 5, a local Tb theorem that is similar to Theorem 1 given
above. The details can be found in Sections 4 and 5.
2. Global Tb Theorem
Let D be the standard dyadic lattice in Rn. In what follows, for each cube Q ∈ D, ℓ(Q)
denotes the side length of Q and chQ denotes the set of children of Q, namely the set of
cubes Q′ ∈ D satisfying Q′ ⊂ Q and ℓ(Q′) = ℓ(Q)/2. Similarly, ch rQ denotes the set of
cubes Q′ ⊆ Q with ℓ(Q′) = 2−rℓ(Q). Furthermore, Q(1) denotes the parent of Q and Q(r)
denotes the ancestor of Q of order r, namely Q(r) is the unique cube satisfying Q ⊆ Q(r) and
ℓ(Q(r)) = 2rℓ(Q). For a Borel measure µ and f ∈ L2(µ), denote the average of f over a cube
Q ∈ D by
〈f〉µQ = µ(Q)
−1
∫
Q
f dµ.
To avoid dividing by zero, if µ(Q) = 0, set 〈f〉µQ ≡ 0. However, in the later proofs and
formulas, for simplicity we will make the standard assumption that µ(Q) 6= 0 for all Q ∈ D.
Given Borel measures µ, ν on Rn, we can define the testing functions.
Definition 1. A function b is µ-weakly accretive if b ∈ L∞(µ) and the weighted averages of
b satisfy |〈b〉µQ| & 1 for all Q ∈ D, with implied constant independent of Q. If b1 is µ-weakly
accretive and b2 is ν-weakly accretive, then the pair {b1, b2} is called (µ, ν)-weakly accretive.
Given a µ-weakly accretive b, one can define the following expectations and martingale
differences for each f ∈ L2(µ) and Q ∈ D:
EbQf :=
〈f〉µQ
〈b〉µQ
1Qb and ∆
b
Qf :=
∑
Q′∈chQ
EbQ′f − E
b
Qf.
In what follows, any function in the range space ∆bQL
2(µ) is called a µ-Haar function as-
sociated to Q. These functions are orthogonal to constants and are supported on Q. An
arbitrary function in ∆bQL
2(µ) will be written as hbQ. Furthermore, the operators E
b
Q and ∆
b
Q
are projections and give useful decompositions of L2(µ) functions.
Lemma 2. [15, pp. 192-193] Let b be a µ-weakly accretive function and let f ∈ L2(µ). Then
for each d ∈ Z,
f =
∑
Q∈D
ℓ(Q)≤2d
∆bQf +
∑
Q∈D
ℓ(Q)=2d
EbQf
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with convergence in L2(µ). Moreover, the following estimates hold
(i)
∑
Q∈D
ℓ(Q)≤2d
‖∆bQf‖
2
L2(µ) +
∑
Q∈D
ℓ(Q)=2d
‖EbQf‖
2
L2(µ) . ‖f‖
2
L2(µ),
(ii)
∑
Q∈D
‖(∆bQ)
∗f‖2L2(µ) . ‖f‖
2
L2(µ).
A basic estimate using the properties of b shows that each ‖EbQf‖L2(µ) . ‖f1Q‖L2(µ), and
thus
(1)
∥∥∥∥ ∑
Q∈D
ℓ(Q)≤2d
∆bQf
∥∥∥∥
L2(µ)
. ‖f‖L2(µ).
Given this setup, we can define the well-localized operators. Specifically, for a pair of (µ, ν)-
weakly accretive functions {b1, b2}, we say that an operator T acts formally from L
2(µ) to
L2(ν) with respect to {b1, b2} if the bilinear form
〈T (b11Q), b21R〉L2(ν)
is well defined for all Q,R ∈ D.
Definition 2. Let T be an operator acting formally from L2(µ) to L2(ν) with respect to
{b1, b2}. Then T is lower triangularly localized with respect to {b1, b2} with radius r if there
exists an r ≥ 0 such that for all Q,R ∈ D with ℓ(R) ≤ 2ℓ(Q),
〈T (b11Q), h
b2
R 〉ν = 0 ∀ h
b2
R ∈ ∆
b2
RL
2(ν),
whenever R 6⊆ Q(r) or if ℓ(R) ≤ 2−rℓ(Q) and R 6⊆ Q. We say that T is {b1, b2}-well-localized
with radius r if both T and T ∗ are lower triangularly localized with respect to {b1, b2} with
radius r. For T ∗, the roles of µ and ν and b1 and b2 are switched.
Then, as mentioned in the introduction, the following theorem can be proved in a way
similar to the standard situation discussed in [16, Theorem 2.3]:
Theorem 1. Let µ, ν be Borel measures on Rn and let {b1, b2} be (µ, ν)-weakly accretive.
Let T be a {b1, b2}-well-localized operator with radius r satisfying
(a) ‖1QT (b11Q)‖
2
L2(ν) . µ(Q) and ‖1QT
∗(b21Q)‖
2
L2(µ) . ν(Q) for all Q ∈ D,
(b) |〈T (1Qb1), 1Rb2〉ν | . ‖1Qb1‖L2(µ)‖1Rb2‖L2(ν) for all Q,R ∈ D satisfying 2
−rℓ(Q) ≤
ℓ(R) ≤ 2rℓ(Q).
Then T : L2(µ)→ L2(ν) is bounded.
Remark 1. Testing conditions of the form ‖1QT (b11Q)‖
2
L2(ν) . ‖b11Q‖
2
L2(µ) can be used in-
stead of (a). In particular, since b1 ∈ L
∞(µ), we would immediately obtain testing condition
(a) by
‖1QT (b11Q)‖
2
L2(ν) . ‖b11Q‖
2
L2(µ) . µ(Q).
Similarly, a simple argument using testing condition (b) and the definition of our martingale
differences shows that
|〈T (∆b1Qf),∆
b2
R g〉ν| . ‖∆
b1
Qf‖L2(µ)‖∆
b2
R g‖L2(ν)
for all f ∈ L2(µ) and g ∈ L2(ν) and all Q,R ∈ D satisfying 2−rℓ(Q) ≤ ℓ(R) ≤ 2rℓ(Q).
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3. Proof of Theorem 1
The proof uses the following well-known theorem.
Theorem 3 (Dyadic Carleson embedding theorem). If µ is a Borel measure and if (aQ)Q∈D
is a µ-Carleson sequence, i.e. if∑
Q⊆R
aQ . µ(R) ∀R ∈ D, then
∑
Q∈D
aQ
∣∣∣〈f〉µQ∣∣∣2 . ‖f‖2L2(µ) ∀f ∈ L2(µ).
Proof of Theorem 1. Fix f ∈ L2(µ) and g ∈ L2(ν) and without loss of generality, assume
that they are compactly supported. Then, there is an integer d and cubes Q1, . . . , Q2n ∈ D
with no common ancestors such that ℓ(Qj) = 2
d and supp f, supp g ⊆ ∪Qj . By Lemma 2,
we can write
f =
∑
Q⊆∪Qj
∆b1Qf +
2n∑
j=1
Eb1Qjf = f1 + f2
g =
∑
R⊆∪Qk
∆b2R g +
2n∑
k=1
Eb2Qkg = g1 + g2.
By duality, it suffices to show that |〈Tf, g〉ν| ≤ C‖f‖L2(µ)‖g‖L2(ν).We break the inner product
into the following four terms
S1 + S2 + S3 + S4 = 〈Tf1, g1〉ν + 〈Tf2, g1〉ν + 〈Tf1, g2〉ν + 〈Tf2, g2〉ν
and handle them separately. We leave S1 for later. First consider S2 and observe that if
j 6= k and R ⊆ Qk, then ℓ(R) ≤ ℓ(Qj) and R 6⊆ Q
(r)
j . Then the definition of well-localized
implies that
〈T (Eb1Qjf),∆
b2
R g〉ν = 0.
This means that we can control S2 by
|S2| ≤
2n∑
j=1
∣∣∣∣∣∣
∑
R⊆Qj
〈T (Eb1Qjf),∆
b2
R g〉ν
∣∣∣∣∣∣
≤
2n∑
j=1
‖1QjT (E
b1
Qj
f)‖L2(ν)
∥∥∥∥ ∑
R⊆Qj
∆b2R g
∥∥∥∥
L2(ν)
.
2n∑
j=1
∣∣∣∣∣
〈f〉µQj
〈b1〉
µ
Qj
∣∣∣∣∣ ‖1QjT (b11Qj)‖L2(ν)‖1Qjg‖L2(ν)
. ‖g‖L2(ν)
2n∑
j=1
µ(Qj)
−1/2
∣∣∣∣∣
∫
Qj
fdµ
∣∣∣∣∣
. ‖g‖L2(ν)‖f‖L2(µ),
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where we used (1), testing condition (a), and Hölder’s inequality. Clearly S3 can be handled
in an analogous manner. Similarly, if we consider S4, testing condition (b) implies that
|S4| ≤
2n∑
j,k=1
|〈T (Eb1Qjf), E
b2
Qk
g〉ν |
.
2n∑
j,k=1
|〈f〉µQj ||〈g〉
µ
Qk
||〈T (1Qjb1), 1Qkb2〉ν |
.
2n∑
j,k=1
|〈f〉µQj ||〈g〉
µ
Qk
|µ(Qj)
1/2ν(Qk)
1/2
. ‖f‖L2(µ)‖g‖L2(ν).
Now decompose S1 as follows:
S1 = S11 + S12 + S13 + S14
=
∑
Q⊆∪Qj,R⊆∪Qk
ℓ(R)<2−rℓ(Q)
〈T (∆b1Qf),∆
b2
R g〉ν +
∑
Q⊆∪Qj ,R⊆∪Qk
ℓ(Q)<2−rℓ(R)
〈T (∆b1Qf),∆
b2
R g〉ν
+
∑
Q⊆∪Qj ,R⊆∪Qk
2−rℓ(Q)≤ℓ(R)≤ℓ(Q)
〈T (∆b1Qf),∆
b2
R g〉ν +
∑
Q⊆∪Qj ,R⊆∪Qk
2−rℓ(R)≤ℓ(Q)<ℓ(R)
〈T (∆b1Qf),∆
b2
R g〉ν.
First we consider S13. Fix Q ⊆ ∪Qj and observe that if R ⊆ ∪Qk with 2
−rℓ(Q) ≤ ℓ(R) ≤
ℓ(Q), then the definition of well-localized implies that
〈T (∆b1Qf),∆
b2
R g〉ν
can only be nonzero if R ⊆ Q(r). It is easy to show that there are only finitely many R
satisfying both 2−rℓ(Q) ≤ ℓ(R) ≤ ℓ(Q) and R ⊆ Q(r). Let MQ denote the number of such
R, and label the R cubes R1Q, . . . , R
MQ
Q . Then MQ can be bounded by a constant M that
depends only on n and r, not Q. Similarly, one can show that each R can be an RmQ for at
most N cubes Q, where N is a constant depending on n and r, but not on R. Then using
testing condition (b), Remark 1, and Lemma 2, we have
|S13| ≤
∑
Q⊆∪Qj
MQ∑
m=1
|〈T (∆b1Qf),∆
b2
Rm
Q
g〉ν|
.
∑
Q⊆∪Qj
MQ∑
m=1
‖∆b1Qf‖L2(µ)‖∆
b2
Rm
Q
g‖L2(ν)
≤

 ∑
Q⊆∪Qj
MQ∑
m=1
‖∆b1Qf‖
2
L2(µ)


1/2 
 ∑
Q⊆∪Qj
MQ∑
m=1
‖∆b2Rm
Q
g‖2L2(ν)


1/2
. ‖f‖L2(µ)‖g‖L2(ν).
The sum S14 can be handled in an analogous way.
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Lastly, we consider S11; by symmetry, the arguments given here, applied to T
∗ instead of
T , will also handle S12. Observe that if j 6= k, then the definition of well-localized gives∑
Q⊆Qj,R⊆Qk
ℓ(R)<2−rℓ(Q)
〈T (∆b1Qf),∆
b2
R g〉ν = 0
since for each for Q′ ∈ chQ, ℓ(R) ≤ 2−rℓ(Q′) but R 6⊆ Q′. Thus, we need only consider
S11 =
2n∑
j=1
∑
Q,R⊆Qj
ℓ(R)<2−rℓ(Q)
〈T (∆b1Qf),∆
b2
R g〉ν =
2n∑
j=1
∑
R⊆Q⊆Qj
ℓ(R)<2−rℓ(Q)
〈T (∆b1Qf),∆
b2
R g〉ν,
where again we used the definition of well-localized. This sum collapses as follows:
S11 =
2n∑
j=1
∑
R⊆Q⊆Qj
ℓ(R)<2−rℓ(Q)

 ∑
Q′∈chQ
〈T (Eb1Q′f),∆
b2
R g〉ν − 〈T (E
b1
Q f),∆
b2
R g〉ν


=
2n∑
j=1
∑
R⊆Q(Qj
ℓ(R)=2−rℓ(Q)
〈T (Eb1Q f),∆
b2
R g〉ν −
2n∑
j=1
∑
R⊆Qj
ℓ(R)<2−rℓ(Qj)
〈T (Eb1Qjf),∆
b2
R g〉ν
:= S111 + S112.
To control the sum S112, observe that using earlier arguments and (1), we have
|S112| ≤
2n∑
j=1
∥∥∥1QjT (Eb1Qjf)
∥∥∥
L2(ν)
∥∥∥∥ ∑
R⊆Qj
ℓ(R)<2−rℓ(Qj)
∆b2R g
∥∥∥∥
L2(ν)
. ‖f‖L2(µ)
2n∑
j=1


∥∥∥∥ ∑
R⊆Qj
∆b2R g
∥∥∥∥
L2(ν)
+
∑
R⊆Qj
ℓ(R)≥2−rℓ(Qj)
‖∆b2R g‖L2(ν)


. ‖f‖L2(µ)‖g‖L2(ν),
since there are at most finitely many terms in the last sum. Now we just need to consider
S111. Since ∆
b2
R is a projection, we have
|S111| .
2n∑
j=1
∑
R⊆Q(Qj
ℓ(R)=2−rℓ(Q)
|〈f〉µQ|
∣∣∣〈(∆b2R )∗T (1Qb1),∆b2R g〉ν
∣∣∣
.
2n∑
j=1
∑
R⊆Q(Qj
ℓ(R)=2−rℓ(Q)
|〈f〉µQ|‖(∆
b2
R )
∗T (1Qb1)‖L2(ν)‖∆
b2
R g‖L2(ν)
≤
2n∑
j=1


∑
Q(Qj
|〈f〉µQ|
2
∑
R⊆Q
ℓ(R)=2−rℓ(Q)
‖(∆b2R )
∗T (1Qb1)‖
2
L2(ν)


1/2 
 ∑
R⊆Qj
‖∆b2R g‖
2
L2(ν)


1/2
,
where we used the Cauchy-Schwarz inequality. Lemma 2 implies that the second term is
bounded by ‖g‖L2(ν). To control the first term, we need to show that the sequence (aQ),
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defined by
aQ :=
∑
R⊆Q
ℓ(R)=2−rℓ(Q)
‖(∆b2R )
∗T (1Qb1)‖
2
L2(ν), for Q ( Qj,
and aQ := 0 otherwise, is a µ-Carleson sequence for each j. Then the result follows by the
dyadic Carleson embedding theorem, given in Theorem 3.
To show that (aQ) is a µ-Carleson sequence, we need only consider the case when H ( Qj
for some j. In particular, we need to control∑
Q⊆H
aQ =
∑
Q⊆H
∑
R⊆Q
ℓ(R)=2−rℓ(Q)
‖(∆b2R )
∗T (1Qb1)‖
2
L2(ν)
by µ(H). To proceed, fix Q ⊆ H and R ⊆ Q with ℓ(R) = 2−rℓ(Q). Then if Q′ ⊆ H with
Q 6= Q′ and ℓ(Q) = ℓ(Q′), we immediately have ℓ(R) = 2−rℓ(Q′) and R 6⊆ Q′. Then the
definition of well-localized implies that
‖(∆b2R )
∗T (1Qb1)‖
2
L2(ν) = 〈T (1Qb1),∆
b2
R (∆
b2
R )
∗1QT (1Qb1)〉ν
= 〈T (1Hb1),∆
b2
R (∆
b2
R )
∗T (1Qb1)〉ν
= 〈∆b2R (∆
b2
R )
∗1HT (1Hb1), T (1Qb1)〉ν
= 〈∆b2R (∆
b2
R )
∗1HT (1Hb1), T (1Hb1)〉ν
= ‖(∆b2R )
∗1HT (1Hb1)‖
2
L2(ν).
Thus we can rewrite our sum as∑
Q⊆H
aQ =
∑
Q⊆H
∑
R⊆Q
ℓ(R)=2−rℓ(Q)
‖(∆b2R )
∗1HT (1Hb1)‖
2
L2(ν) . ‖1HT (1Hb1)‖
2
L2(ν) . µ(H),
where we used Lemma 2 and testing condition (a). This shows that (aQ) is a µ-Carleson
sequence and completes the proof. ✷
4. Local Tb Theorem
Before defining the system of test functions, recall a standard notion of sparsity; a set
S ⊆ D is µ-sparse if for all R ∈ D, ∑
Q∈S:Q⊆R
µ(Q) . µ(R).
Equivalently, the sequence (aQ)Q∈D defined by aQ = µ(Q) for Q ∈ S and aQ = 0 otherwise
is a µ-Carleson sequence.
Definition 3. We say a system of functions {bQ}Q∈D is a sparse L
∞(µ)-accretive system if
it satisfies two conditions. First, {bQ}Q∈D is an L
∞(µ)-accretive system, which here means
that
(i) supp (bQ) ⊆ Q
(ii) ‖bQ‖L∞(µ) . 1
(iii)
∣∣∣ ∫Q bQdµ
∣∣∣ & µ(Q),
for each Q ∈ D, where the implied constants are independent of Q. Second, the set of cubes
where the bQ change between generations is sparse. In particular, if Sb := {Q ∈ D : bQ 6=
bQ(1)1Q}, then Sb is µ-sparse.
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The definition of an L∞(µ)-accretive system given above is very similar to the definitions
used in both [9, 14], but does not impose conditions on any ‖TbQ‖L∞(µ). The testing con-
ditions we use appear later. Then given a sparse L∞(µ)-accretive system {bQ}Q∈D, we can
partition D into two sets: Db and Cb. Db will denote the set of Q ∈ D that are contained in
some P ∈ Sb. The minimal such P will be denoted by PQ. Similarly Cb = D \Db will denote
the set of cubes that are not contained in any P ∈ Sb. Note that if a point x is in two cubes
Q,R ∈ Cb, then bQ(x) = bR(x). This means that if we set
(2) b(x) := bQ(x) for each x in some Q ∈ Cb
and b(x) := 0 otherwise, then b is well defined on Rn and satisfies bQ = b1Q for every Q ∈ Cb.
Remark 2. If {b˜Q}Q∈D is an L
∞(µ)-accretive system and if µ is compactly supported, then
it can be used to create a sparse L∞(µ)-accretive system. This is basically the stopping-time
construction from [9, pp. 4823] and [14, pp. 269]. In what follows, without loss of generality,
we assume the implied constant in property (iii) of Definition 3 is some positive δ < 1 and
the implied constant in (ii) of Definition 3 is some C > 1.
First choose cubes {Qj0}
2n
j=1 with no common ancestors such that supp µ ⊆ ∪jQ
j
0. Then
set D0 = {Qj0}j and for each Q
j
0, collect all maximal cubes Q ( Q
j
0 satisfying |
∫
Q b˜Qj0
dµ| <
δ2µ(Q). Denote the resulting collection of cubes by D1. Then for each cube Qk1 ∈ D
1, collect
all the maximal cubes Q ( Qk1 satisfying |
∫
Q b˜Qk1dµ| < δ
2µ(Q), and denote the resulting
collection by D2. Proceeding in this manner gives collections Dj for every j ∈ N. Using
arguments appearing in [14], for τ = C−δ
C−δ2
< 1 and R ∈ Dj, one can show∑
Q∈Dj+1:Q⊆R
µ(Q) = µ
(
∪Q∈Dj+1Q ∩R
)
. τµ(R),
where the implied constant does not depend on R. Then a simple argument shows that these
stopping cubes are µ-sparse, namely for all R ∈ D,
(3)
∑
Q∈∪jDj ,Q⊆R
µ(Q) . µ(R).
We can define the associated sparse L∞(µ)-accretive system as follows. First for Q with
Q ∩ (∪jQ
j
0) = ∅, let bQ ≡ 0. For Q with Q
j
0 ⊆ Q for some j, let bQ = b˜Qj0
. Then these
bQ trivially satisfy (i)-(iii) in Definition 3. For each Q ⊆ ∪jQ
j
0, let Q
a denote the smallest
cube in ∪jD
j containing Q and set bQ := b˜Qa1Q. It is easy to check that these bQ also
satisfy conditions (i)-(iii). Conditions (i) and (ii) are immediate. Similarly, if Qa = Q,
condition (iii) follows. If Q 6= Qa, then by construction, |
∫
Q b˜Qadµ| ≥ δ
2µ(Q). Moreover,
bQ 6= bQ(1)1Q implies that Q ∈ ∪jD
j. Thus if we define Sb as in Definition 3, then (3) implies
that Sb ⊆ ∪jD
j is µ-sparse, as needed.
Let {bQ} be a sparse L
∞(µ)-accretive system. Then the functions in L2(µ) can be decom-
posed using these accretive systems. First define the associated expectations and martingale
differences
EµQf =
〈f〉µQ
〈bQ〉
µ
Q
bQ and ∆
µ
Qf =
∑
Q′∈chQ
EµQ′f −E
µ
Qf
for all Q ∈ D. It is worth pointing out that, to make the two setups easier to differentiate,
this notation EµQ and ∆
µ
Q is different from the notation E
b
Q and ∆
b
Q in Sections 2 and 3. Now
note that each ∆µQf is supported on Q and satisfies 〈∆
µ
Qf〉
µ
Q = 0. Because of this, we call
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all functions in the range space ∆µQL
2(µ) µ-Haar functions associated to Q and will denote
these functions by hµQ. Unlike the classical situation, the spaces ∆
µ
QL
2(µ) and ∆µRL
2(µ) need
not be orthogonal for Q 6= R. One can also compute
(4) (∆µQ)
∗f =
∑
Q′∈chQ
(
〈bQ′f〉
µ
Q′
〈bQ′〉
µ
Q′
−
〈bQf〉
µ
Q
〈bQ〉
µ
Q
)
1Q′,
for each Q ∈ D. The arguments in [9, pp. 4824-4825] and [14, pp. 271-274] adapt to
this setting to give the decomposition below and testing condition (i). Because our setup is
somewhat different and the details for (ii) do not appear in [9, 14], we give the proof of the
following lemma in the appendix.
Lemma 4. Let {bQ} be a sparse L
∞(µ)-accretive system and let f ∈ L2(µ). Then for each
d ∈ Z,
f =
∑
Q∈D
ℓ(Q)≤2d
∆µQf +
∑
Q∈D
ℓ(Q)=2d
EµQf
with convergence in L2(µ). Moreover, the following estimates hold
(i)
∑
Q∈D
ℓ(Q)≤2d
‖∆µQf‖
2
L2(µ) +
∑
Q∈D
ℓ(Q)=2d
‖EµQf‖
2
L2(µ) . ‖f‖
2
L2(µ),
(ii)
∑
Q∈D
‖(∆µQ)
∗f‖2L2(µ) . ‖f‖
2
L2(µ).
A simple estimate gives that each ‖EµQf‖L2(µ) . ‖f1Q‖L2(µ), and thus
(5)
∥∥∥∥ ∑
Q∈D
ℓ(Q)≤2d
∆µQf
∥∥∥∥
L2(µ)
. ‖f‖L2(µ).
To see how much these ∆µQ differ from projections, one can compute
(6) ∆µQf − (∆
µ
Q)
2f =
∑
P∈chQ∩Sb
ϕµP , where ϕ
µ
P =
〈f〉µQ
〈bQ〉
µ
Q
(
〈bQ〉
µ
P
〈bP 〉
µ
P
bP − bQ
)
1P .
Then properties (i)-(iii) of {bQ}Q∈D imply that ‖ϕ
µ
P‖L2(µ) . |〈f〉
µ
Q|µ(P )
1/2.
In what follows, we will examine pairs of sparse accretive systems associated to two Borel
measures.
Definition 4. We say a system of functions b = {b1Q, b
2
Q}Q∈D is a sparse L
∞(µ, ν)-accretive
system if {b1Q} is a sparse L
∞(µ)-accretive system, {b2Q} is a sparse L
∞(ν)-accretive system,
and this additional sparsity condition holds: Sb1 is sparse with respect to ν and Sb2 is sparse
with respect to µ.
Remark 3. The extra sparsity condition in Definition 4 implies that the set of cubes where
the bjQ change between generations is small with respect to both measures. Trivially, this
condition is satisfied if as in Section 2, for j = 1, 2, there is one bj so that bjQ = b
j1Q for
all Q ∈ D. Similarly this condition is satisfied if µ = ν. So this setup generalizes both the
accretive function case and the one-weight case.
Now let b = {b1Q, b
2
Q}Q∈D be a sparse L
∞(µ, ν)-accretive system. We say T is an operator
acting formally from L2(µ) to L2(ν) with respect to b if its bilinear form
〈
Tb1Q, b
2
R
〉
ν
is well
defined for all Q,R ∈ D. Then we can define the well-localized operators in this setting.
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Definition 5. Let b be a sparse L∞(µ, ν)-accretive system and let T be an operator acting
formally from L2(µ) to L2(ν) with respect to b. We say that T is lower triangularly localized
with respect to b with radius r if there exists an integer r ≥ 0 such that for all cubes Q,R ∈ D
with ℓ(R) ≤ 2ℓ(Q) and all ν-Haar functions hνR on R〈
T (b1Q), h
ν
R
〉
ν
= 0
if R 6⊆ Q(r) or if ℓ(R) ≤ 2−rℓ(Q) and R 6⊆ Q. We say that the operator T is well-localized with
respect to b of radius r if both T and its formal adjoint T ∗ are lower triangularly localized
with respect to b with radius r and if T (and T ∗) satisfy an additional localization property:
for T , if Q ⊆ S with P 1Q = P
1
S (here P
1
Q is the minimal P ∈ Sb1 with Q ⊆ P ) or if both
S,Q ∈ Cb1 , then for R ∈ ch
r(Q)
(7) ‖(∆νR)
∗T (b1Q)‖
2
L2(ν) = ‖(∆
ν
R)
∗T (b1S1Q)‖
2
L2(ν) . ‖(∆
ν
R)
∗T (b1S)‖
2
L2(ν).
Remark 4. Condition (7) is a new and somewhat restrictive condition that we need for the
proof to work. If possible, we would like to relax this condition so that the theorem applies to
more operators. However, in the accretive function setting with {b1, b2} as in Section 2, this
condition follows immediately from the other parts of the well-localized definition. Indeed, in
the context of Theorem 5, Condition (7) is trivial whenever each Q′ ⊆ S with ℓ(Q′) = ℓ(Q)
also satisfies P 1Q′ = P
1
S or each satisfies Q
′ ∈ Cb1 respectively. To see this, note that in those
cases, for R ∈ ch r(Q),
‖(∆νR)
∗T (b1S1Q′)‖
2
L2(ν) = ‖(∆
ν
R)
∗T (b1Q′)‖
2
L2(ν) =
〈
T (b1Q′),∆
ν
R(∆
ν
R)
∗T (b1Q′)
〉
ν
= 0
because ℓ(R) = 2−rℓ(Q′) and R 6⊆ Q′. Then it is immediate that
‖(∆νR)
∗T (b1Q)‖
2
L2(ν) =
∥∥∥∥ ∑
Q′⊆S,ℓ(Q)=ℓ(Q′)
(∆νR)
∗T (b1S1Q′)
∥∥∥∥2
L2(ν)
= ‖(∆νR)
∗T (b1S)‖
2
L2(ν),
as needed.
Then we can prove the following local Tb theorem.
Theorem 5. Let T be a well-localized operator with respect to a sparse L∞(µ, ν)-accretive
system b with radius r. Further assume
(a) ‖T (b1Q)‖
2
L2(ν) . µ(Q) and ‖T
∗(b2Q)‖
2
L2(µ) . ν(Q), ∀Q ∈ D;
(b) For all Q,R ∈ D satisfying 2−rℓ(Q) ≤ ℓ(R) ≤ 2rℓ(Q),
(8)
∣∣∣〈T∆µQf,∆νRg〉ν
∣∣∣ . ‖∆µQf‖L2(µ)‖∆νRg‖L2(ν) ∀f ∈ L2(µ), g ∈ L2(ν);
(c) For all Q ∈ D and P ∈ ch r+1(Q),
P ∈ Sb2 implies
∥∥∥1PT (b1Q)
∥∥∥2
L2(ν)
. µ(P ) and P ∈ Sb1 implies
∥∥∥1PT ∗(b2Q)
∥∥∥2
L2(µ)
. ν(P ).
Then T : L2(µ)→ L2(ν) is bounded.
Remark 5. A couple remarks about the testing conditions are in order. First, conditions
(a) and (b) are similar to, but somewhat different than, the testing conditions in Theorem 1.
However, if our operator T is further localized in the sense that
〈T (b1Q), b
2
R〉ν = 0,
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if Q,R ∈ D have no common ancestors, then we can replace this testing condition (a) with
the condition from Theorem 1:
‖1QT (b
1
Q)‖
2
L2(ν) . µ(Q) and ‖1QT
∗(b2Q)‖
2
L2(µ) . ν(Q), ∀Q ∈ D.
Condition (b) is necessarily different in this setting because the martingale differences are
more complicated for accretive systems.
Meanwhile, testing condition (c) did not appear in Theorem 1. Indeed, in the case of
accretive functions {b1, b2}, condition (c) is trivial because Sb1 ,Sb2 = ∅. Similarly, if ν and µ
are doubling measures, then (c) is immediate. To see this, note that because P ∈ ch r+1(Q),
the doubling condition implies that P andQ have comparable µ-sizes. Then testing condition
(a) immediately implies ∥∥∥1PT (b1Q)∥∥∥2L2(ν) . µ(Q) . µ(P ),
and a similar argument controls ‖1PT
∗(b2Q)‖
2
L2(µ).
5. Proof of Theorem 5
Now let us consider the proof of Theorem 5:
Proof of Theorem 5. Fix f ∈ L2(µ) and g ∈ L2(ν) and without loss of generality, assume
that they are compactly supported. Then, there is an integer d and cubes Q1, . . . , Q2n ∈ D
with no common ancestors such that ℓ(Qj) = 2
d and supp f, supp g ⊆ ∪Qj . By Lemma 4,
we can write
f =
∑
Q⊆∪Qj
∆µQf +
2n∑
j=1
EµQjf = f1 + f2
g =
∑
R⊆∪Qk
∆νRg +
2n∑
k=1
EνQkg = g1 + g2.
By duality, it suffices to show that |〈Tf, g〉ν| ≤ C‖f‖L2(µ)‖g‖L2(ν).We break the inner product
into the following four terms
S1 + S2 + S3 + S4 = 〈Tf1, g1〉ν + 〈Tf2, g1〉ν + 〈Tf1, g2〉ν + 〈Tf2, g2〉ν
to handle separately. The sums S2, S3, and S4 are handled in a way analogous to those in
the proof of Theorem 1, so we leave the details to the reader.
Now decompose S1 as
S1 = S11 + S12 + S13 + S14
=
∑
Q⊆∪Qj ,R⊆∪Qk
ℓ(R)<2−rℓ(Q)
〈T (∆µQf),∆
ν
Rg〉ν +
∑
Q⊆∪Qj ,R⊆∪Qk
ℓ(Q)<2−rℓ(R)
〈T (∆µQf),∆
ν
Rg〉ν
+
∑
Q⊆∪Qj,R⊆∪Qk
2−rℓ(Q)≤ℓ(R)≤ℓ(Q)
〈T (∆µQf),∆
ν
Rg〉ν +
∑
Q⊆∪Qj ,R⊆∪Qk
2−rℓ(R)≤ℓ(Q)<ℓ(R)
〈T (∆µQf),∆
ν
Rg〉ν.
As S13 (and S14) can be controlled as in the proof of Theorem 1, we omit the details. The
main differences are using testing condition (b) and Lemma 4.
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Lastly consider sums S11 and S12. By symmetry, we need only estimate S11. First, the
definition of well-localized implies that when j 6= k the interior sums in S11 vanish. Thus,
we have
S11 =
2n∑
j=1
∑
Q,R⊆Qj
ℓ(R)<2−rℓ(Q)

 ∑
Q′∈chQ
〈
T (EµQ′f),∆
ν
Rg
〉
ν
−
〈
T (EµQf),∆
ν
Rg
〉
ν


=
2n∑
j=1
∑
R⊆Q(Qj
ℓ(R)≤2−rℓ(Q)
〈
T (EµQf),∆
ν
Rg
〉
ν
−
2n∑
j=1
∑
R⊆Q⊆Qj
ℓ(R)<2−rℓ(Q)
〈
T (EµQf),∆
ν
Rg
〉
ν
=
2n∑
j=1
∑
R⊆Q(Qj
ℓ(R)=2−rℓ(Q)
〈
T (EµQf),∆
ν
Rg
〉
ν
−
2n∑
j=1
∑
R⊆Qj
ℓ(R)<2−rℓ(Qj)
〈
T (EµQjf),∆
ν
Rg
〉
ν
:= S111 + S112,
where the second equality used the definition lower triangularly localized. We can estimate
|S112| easily by
|S112| .
2n∑
j=1
|〈f〉µQj |‖1QjT (b
1
Qj
)‖L2(ν)


∥∥∥∥ ∑
R⊂Qj
∆νRg
∥∥∥∥
L2(ν)
+
∑
R⊆Qj
ℓ(R)≥2−rℓ(Qj)
‖∆νRg‖L2(ν)


. ‖f‖L2(µ)‖g‖L2(ν),
where the first ∆νRg sum is controlled using (5) and the second sum is bounded because it
only includes a finite number of terms. One can now control S111 by fixing j and controlling∑
R⊆Q(Qj
ℓ(R)=2−rℓ(Q)
∣∣∣∣∣ 〈f〉
µ
Q
〈b1Q〉
µ
Q
〈
T (b1Q),∆
ν
Rg
〉
ν
∣∣∣∣∣ . T1 + T2,
where
T1 =
∑
R⊆Q(Qj
ℓ(R)=2−rℓ(Q)
|〈f〉µQ
〈
(∆νR)
∗T (b1Q),∆
ν
Rg
〉
ν
|
and
T2 =
∑
R⊆Q(Qj
ℓ(R)=2−rℓ(Q)
∑
P∈chR
P∈Sb2
|〈f〉µQ
〈
T (b1Q), ϕ
ν
P
〉
ν
|,
where ϕνP depends on g and is defined in (6). By the Cauchy-Schwarz inequality and
Lemma 4, we have
T1 ≤

 ∑
R⊆Q(Qj
ℓ(R)=2−rℓ(Q)
∣∣∣〈f〉µQ∣∣∣2 ∥∥∥(∆νR)∗T (b1Q)∥∥∥2L2(ν)


1/2
 ∑
R⊆Qj
‖∆νRg‖
2
L2(ν)


1/2
.

 ∑
Q(Qj
∣∣∣〈f〉µQ∣∣∣2 aQ


1/2
‖g‖L2(ν),
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where
aQ =
∑
R∈ch rQ
∥∥∥(∆νR)∗T (b1Q)∥∥∥2L2(ν)
for Q ( Qj and aQ = 0 otherwise. Then to apply the Carleson embedding theorem, we need
to show (aQ) is a µ-Carleson sequence. To do this, fix H ∈ D and without loss of generality,
assume H ( Qj. For now, assume H ∈ Db1. This means there is some P ∈ Sb1 with H ⊆ P.
The minimal such P is denoted by P 1H and for a general Q ∈ Db1, it is denoted P
1
Q. Then
we can write∑
Q⊆H
aQ =
∑
Q⊆H
P 1
Q
=P 1
H
∑
R∈ch rQ
∥∥∥(∆νR)∗T (b1Q)
∥∥∥2
L2(ν)
+
∑
P(H
P∈Sb1
∑
Q⊆H
P 1
Q
=P
∑
R∈ch rQ
∥∥∥(∆νR)∗T (b1Q)
∥∥∥2
L2(ν)
:= T11 + T12.
We can control T11 using the localization condition (7) in the definition of well-localized, the
dual square function estimate in Lemma 4, and testing condition (a) as follows:
T11 .
∑
Q⊆H
P 1
Q
=P 1
H
∑
R∈ch rQ
∥∥∥(∆νR)∗T (b1H)∥∥∥2L2(ν) .
∥∥∥T (b1H)∥∥∥2L2(ν) . µ(H),
as needed. The same arguments allow us to control T12 as follows:∑
P(H
P∈Sb1
∑
Q⊆H
P 1
Q
=P
∑
R∈ch rQ
∥∥∥(∆νR)∗T (b1Q)∥∥∥2L2(ν) .
∑
P(H
P∈Sb1
∑
Q⊆H
P 1
Q
=P
∑
R∈ch rQ
∥∥∥(∆νR)∗T (b1P )∥∥∥2L2(ν)
.
∑
P(H
P∈Sb1
∥∥∥T (b1P )
∥∥∥2
L2(ν)
.
∑
P(H
P∈Sb1
µ(P ) . µ(H),
where we used the fact that Sb1 is µ-sparse. Now if H was in Cb1 , instead of Db1, then T12
would be the same, and T11 would become∑
Q⊆H:
Q∈Cb1
∑
R∈ch rQ
∥∥∥(∆νR)∗T (b1Q)∥∥∥2L2(ν) .
∑
Q⊆H:
Q∈Cb1
∑
R∈ch rQ
∥∥∥(∆νR)∗T (b1H)∥∥∥2L2(ν) .
∥∥∥T (b1H)∥∥∥2L2(ν) ,
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so the same bound holds. Thus (aQ) is a µ-Carleson sequence, so an application of the
Carleson embedding theorem gives the bound for T1. To control T2, begin as follows:
T2 =
∑
R,Q:Q(Qj
R∈ch r(Q)
∑
P∈chR
P∈Sb2
|〈f〉µQ|
∣∣∣〈T (b1Q), ϕνP〉ν
∣∣∣
.
( ∑
R,Q:Q(Qj
R∈ch r(Q)
∑
P∈chR
P∈Sb2
|〈f〉µQ|
2
∥∥∥1PT (b1Q)
∥∥∥2
L2(ν)
)1/2( ∑
R,Q:Q(Qj
R∈ch r(Q)
∑
P∈chR
P∈Sb2
‖ϕνP‖
2
L2(ν)
)1/2
.
( ∑
Q(Qj
|〈f〉µQ|
2
∑
P∈ch (r+1)Q
P∈Sb2
∥∥∥1PT (b1Q)∥∥∥2L2(ν)
)1/2( ∑
R(Qj
∑
P∈chR
P∈Sb2
‖ϕνP‖
2
L2(ν)
)1/2
.
( ∑
Q(Qj
|〈f〉µQ|
2
∑
P∈ch (r+1)Q
P∈Sb2
∥∥∥1PT (b1Q)∥∥∥2L2(ν)
)1/2( ∑
R(Qj
|〈g〉νR|
2
∑
P∈chR
P∈Sb2
ν(P )
)1/2
.
( ∑
Q(Qj
∣∣∣〈f〉µQ∣∣∣2 bQ
)1/2
‖g‖L2(ν),
where
bQ =
∑
P∈ch (r+1)Q
P∈Sb2
∥∥∥1PT (b1Q)
∥∥∥2
L2(ν)
,
for Q ( Qj and bQ = 0 otherwise. In the above computation, we also used the Carleson
embedding theorem and the fact that Sb2 is ν-sparse. To complete the proof, we need to show
that (bQ) is a µ-Carleson sequence. To do this, fix H ∈ D and without loss of generality,
assume H ( Qj . Then by testing condition (c), we have∑
Q⊆H
bQ =
∑
Q⊆H
∑
P∈ch (r+1)Q
P∈Sb2
∥∥∥1PT (b1Q)
∥∥∥2
L2(ν)
.
∑
P⊆H
P∈Sb2
µ(P ) . µ(H),
where we used the fact that Sb2 is also µ-sparse. ✷
6. Appendix: Proof of Lemma 4
The proof requires the following well-known square function bound:
Theorem 6. If µ is a Borel measure on Rn and f ∈ L2(µ), then∑
Q∈D
∣∣∣〈f〉µ
Q(1)
− 〈f〉µQ
∣∣∣2 µ(Q) . ‖f‖2L2(µ).
Let us proceed to the proof of Lemma 4.
Proof of Lemma 4. Fix d ∈ Z and for each k ∈ N with −k < d, define
fk =
∑
Q∈D
2−k<ℓ(Q)≤2d
∆µQf +
∑
Q∈D
ℓ(Q)=2d
EµQf.
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We claim that the sequence (fk) converges to f pointwise µ-a.e. and in L
2(µ). Observe that
by the Lebesgue differentiation theorem, for µ-a.e. x, if (Rℓ) is a sequence of nested dyadic
cubes shrinking to x, then
lim
ℓ→∞
〈f〉µRℓ = f(x) and limℓ→∞
〈bQ〉
µ
Rℓ
= bQ(x) ∀Q ∈ D.
As Sb is µ-sparse, for µ-a.e. x ∈ R
n, x is in at most finitely many P ∈ Sb. Then for µ-a.e.
x, define Px as follows: if x is in some cube in Sb, let Px denote the smallest cube in Sb
containing x. Otherwise, let Px denote any cube containing x. Fix any k sufficiently large
so that 2−k ≤ ℓ(Px). Then
(9) fk(x) =
〈f〉µRk
〈bPx〉
µ
Rk
bPx(x),
where Rk is the unique cube containing x with ℓ(Rk) = 2
−k. This, paired with our earlier
comments, shows that (fk) converges µ-a.e. to f . Moreover, (9) implies that |fk(x)| .
(Mµd f)(x) µ-a.e., where M
µ
d is the dyadic maximal function. Then an application of the
Dominated convergence theorem gives the L2(µ)-convergence.
An application of the Cauchy-Schwarz inequality immediately implies that each ‖EµQf‖L2(µ) .
‖f1Q‖L2(µ) and so to prove the square function estimate, we need only show
∑
Q∈D ‖∆
µ
Qf‖
2
L2(µ) .
‖f‖2L2(µ). To obtain this, we consider
∑
Q∈D
‖∆µQf‖
2
L2(µ) =
∑
Q∈D
∫
Q
∣∣∣∣ 〈f〉
µ
Q
〈bQ〉
µ
Q
bQ −
〈f〉µ
Q(1)
〈bQ(1)〉
µ
Q(1)
bQ(1)
∣∣∣∣2dµ . S1 + S2,
where one can insert ±
〈f〉µ
Q
〈b
Q(1)
〉µ
Q(1)
bQ(1) into each integral and estimate the resulting values to
get
S1 =
∑
Q∈Sb
|〈f〉µQ|
2µ(Q) + |〈f〉µQ − 〈f〉
µ
Q(1)
|2µ(Q),
S2 =
∑
Q 6∈Sb
|〈f〉µQ|
2|〈bQ(1)〉
µ
Q − 〈bQ(1)〉
µ
Q(1)
|2µ(Q) + |〈f〉µQ − 〈f〉
µ
Q(1)
|2µ(Q).
The Carleson embedding theorem paired with the fact that Sb is µ-sparse implies that∑
Q∈Sb |〈f〉
µ
Q|
2µ(Q) . ‖f‖2L2(µ). Similarly, Theorem 6 implies that∑
Q∈D
|〈f〉µQ − 〈f〉
µ
Q(1)
|2µ(Q) . ‖f‖2L2(µ).
Thus it remains to bound the first term in S2. To do this, we show that the sequence (βQ)
defined by
(10) βQ = |〈bQ(1)〉
µ
Q − 〈bQ(1)〉
µ
Q(1)
|2µ(Q), for Q 6∈ Sb,
and βQ = 0 otherwise, is a µ-Carleson sequence. To that end, fix a cube R and first assume
R ∈ Db. Then for all Q ⊆ R with Q 6∈ Sb, we have Q ∈ Db and PQ = PQ(1). Then using
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Theorem 6, we have∑
Q⊆R
βQ ≤ |〈bR(1)〉
µ
R − 〈bR(1)〉
µ
R(1)
|2µ(R) +
∑
Q(R,Q 6∈Sb
PQ=PR
|〈bQ(1)〉
µ
Q − 〈bQ(1)〉
µ
Q(1)
|2µ(Q)
+
∑
P(R,P∈Sb
∑
Q:Q 6∈Sb
PQ=P
|〈bQ(1)〉
µ
Q − 〈bQ(1)〉
µ
Q(1)
|2µ(Q)
. µ(R) +
∑
Q(R
|〈bPR〉
µ
Q − 〈bPR〉
µ
Q(1)
|2µ(Q)
+
∑
P(R,P∈Sb
∑
Q(P
|〈bP 〉
µ
Q − 〈bP 〉
µ
Q(1)
|2µ(Q)
. µ(R) + ‖bPR1R‖
2
L2(µ) +
∑
P(R,P∈Sb
‖bP‖
2
L2(µ)
. µ(R) +
∑
P(R,P∈Sb
µ(P )
. µ(R),
as needed. Similarly, if R ∈ Cb then we can write∑
Q⊆R
βQ ≤ |〈bR(1)〉
µ
R − 〈bR(1)〉
µ
R(1)
|2µ(R) +
∑
Q(R,Q∈Cb
|〈bQ(1)〉
µ
Q − 〈bQ(1)〉
µ
Q(1)
|2µ(Q)
+
∑
P(R,P∈Sb
∑
Q:Q 6∈Sb
PQ=P
|〈bQ(1)〉
µ
Q − 〈bQ(1)〉
µ
Q(1)
|2µ(Q),
where first and third terms are bounded as before and the second term equals∑
Q(R;Q∈Cb
|〈bR〉
µ
Q − 〈bR〉
µ
Q(1)
|2µ(Q) . ‖bR‖
2
L2(µ) . µ(R).
Thus, (βQ) is µ-Carleson, which completes the proof of estimate (i).
To prove the dual square function estimate
∑
Q∈D ‖(∆
µ
Q)
∗f‖2L2(µ) . ‖f‖
2
L2(µ), recall (4).
Then we have
∑
Q∈D
‖(∆µQ)
∗f‖2L2(µ) =
∑
Q∈D
∑
Q′∈chQ
∣∣∣∣∣
〈bQ′f〉
µ
Q′
〈bQ′〉
µ
Q′
−
〈bQf〉
µ
Q
〈bQ〉
µ
Q
∣∣∣∣∣
2
µ(Q′)
=
∑
Q∈D
∣∣∣∣∣∣
〈bQf〉
µ
Q
〈bQ〉
µ
Q
−
〈bQ(1)f〉
µ
Q(1)
〈bQ(1)〉
µ
Q(1)
∣∣∣∣∣∣
2
µ(Q).
By inserting ±〈bQ(1)f〉
µ
Q/〈bQ(1)〉
µ
Q(1)
, it is easy to see that this sum is bounded by S3+S4+S5,
where
S3 =
∑
Q∈Sb
(
|〈bQf〉
µ
Q|
2 + |〈bQ(1)f〉
µ
Q|
2
)
µ(Q)
S4 =
∑
Q 6∈Sb
|〈bQf〉
µ
Q|
2
∣∣∣〈bQ〉µQ − 〈bQ(1)〉µQ(1)
∣∣∣2 µ(Q)
S5 =
∑
Q∈D
∣∣∣〈bQ(1)f〉µQ(1) − 〈bQ(1)f〉µQ
∣∣∣2 µ(Q).
TWO-WEIGHT T b THEOREMS FOR WELL-LOCALIZED OPERATORS 17
Clearly, S3 . ‖f‖
2
L2(µ) because Sb is µ-sparse and |〈bQf〉
µ
Q|
2, |〈bQ(1)f〉
µ
Q|
2 . 〈|f |〉µQ. Similarly,
S4 is bounded because the sequence (βQ) defined in (10) is µ-Carleson. Thus, we need only
consider S5. Observe that we can decompose S5 as∑
Q:Q(1)∈Cb
∣∣∣〈bQ(1)f〉µQ(1) − 〈bQ(1)f〉µQ
∣∣∣2 µ(Q) + ∑
Q:Q(1)∈Db
∣∣∣〈bQ(1)f〉µQ(1) − 〈bQ(1)f〉µQ
∣∣∣2 µ(Q) := S15 + S25 .
Then Theorem 6 paired with the properties of Cb give
S15 =
∑
Q:Q(1)∈Cb
∣∣∣〈bf〉µ
Q(1)
− 〈bf〉µQ
∣∣∣2 µ(Q) . ‖bf‖2L2(µ) . ‖f‖2L2(µ),
where b is defined in (2). To consider S25 , first write
(11) S25 =
∑
P∈Sb
∑
Q:P
Q(1)
=P
∣∣∣〈bPf〉µQ(1) − 〈bPf〉µQ
∣∣∣2 µ(Q).
For each P ∈ Sb, let DP denote the set of maximal S ∈ Sb so that S ( P . If Q satisfies
PQ(1) = P , then for J = Q,Q
(1) we can write
〈bPf〉
µ
J =
〈
1(P\∪S∈DP S)bPf
〉µ
J
+
〈 ∑
S∈DP
1S〈bPf〉
µ
S
〉µ
J
.
This uses the fact that the S ∈ DP are disjoint and if S ∩ J 6= ∅, then since S ( P and
PQ(1) = P , we must have S ⊆ J. Substituting that into (11) for J = Q,Q
(1) and using
Theorem 6 gives
S25 .
∑
P∈Sb
∥∥∥1(P\∪S∈DP S)bP f
∥∥∥2
L2(µ)
+
∑
P∈Sb
∥∥∥∥∥∥
∑
S∈DP
1S〈bPf〉
µ
S
∥∥∥∥∥∥
2
L2(µ)
.
∑
P∈Sb
∥∥∥1(P\∪S∈DP S)f
∥∥∥2
L2(µ)
+
∑
P∈Sb
∑
S∈DP
|〈bPf〉
µ
S|
2µ(S)
. ‖f‖2L2(µ) +
∑
S∈Sb
|〈|f |〉µS|
2µ(S)
. ‖f‖2L2(µ),
where we use the fact that if P,R ∈ Sb, then the sets P \ ∪S∈DPS and R \ ∪S∈DRS are
disjoint, and the fact that Sb is µ-sparse. ✷
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