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1. INTRODUCTION 
This paper discusses Hopf bifurcation problems for the functional 
equation 
x(r) = F(4 x,1, fER (1.1) 
and for the neutral functional differential equation 
a, x,)1 = G(a, x,1, t E R. (1.2) 
Here x is a vector in R”, the parameter c( is an element of a finite dimen- 
sional real Banach space d, and F and G are mappings from 
d x BUC(R; R”) into R”. Moreover, F(a, 0) = G(a, 0) = 0, so x E 0 is a 
solution of both (1.1) and (1.2). In addition we suppose that the 
linearizations of (1.1) and (1.2) have a one-parameter family of nontrivial 
periodic solutions at a critical value a0 of the parameter. Our aim is to 
show that the nonlinear equations have one-parameter families of non- 
trivial periodic solutions for values of a close to ao. 
Most of the existing Hopf bifurcation results for (1.1) and (1.2) require F 
and G to be nonanticipatory functionals with a finite delay, i.e., the terms 
F(a, x,) and G(a, x,) are allowed to depend only on the values of x(s) 
for t-r<s<t, where r is some fixed finite number (see, e.g., 
[l, 4, 5, 13, 14,261). Some resent results do exists (see [6] and [30]) 
where F is allowed to include an infinite delay, but then it is still assumed 
that F and G have an “exponentially fading” memory, i.e., that F(a, x,) and 
G(a, x,) are well defined for functions x which grow exponentially at minus 
infinity. In [9] a Hopf bifurcation result is proved for a certain quadratic 
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scalar integral equation, in which F does not have an exponentially fading 
memory. In all the infinite delay results listed above it is assumed that F is 
“smooth” in the sense that it is well defined for discontinuous functions, 
and even functions which are locally unbounded. For example, this means 
that functionals F which evaluate the function x a some point, such as 
F(cY, x,) =f(cr, x(t- r)), are prohibited. In addition, F and G are required 
to be nonanticipatory, i.e., the terms F(ct, x,) and G(a, x,) depend only on 
the values of x(s) for sd t. 
The purpose of this paper is to give a general Hopf bifurcation result for 
( 1.1) and (1.2) which uses minimal assumptions on the smoothness of F 
and G, and on the rate of decay of the built-in memories of F and G. We 
use essentially the same approach as in [ 14, 26, 301, i.e., we apply a 
Liapunov-Smith method in the space of periodic, R”-valued functions on 
the real line. The goal is to obtain bifurcation equations, the zeros of which 
correspond in a one-to-one way to periodic solutions of (1.1) and (1.2). 
Comparing our main result to [9, Theorem l] and [30, Theorem 2.11 we 
find that our result applies to much more general equations (Gripenberg 
discusses only a Volterra integral equation and Stech only a retarede 
FDE), that is requires less smoothness of F and G, and that it permits a 
weaker decay rate than [30, Theorem 2.1) does. 
In typical applications, the functions F and G are nonanticipatory. 
However, this fact is of absolutely no importance in the proofs which we 
give, and therefore we do not exclude the possibility that F or G is 
anticipatory. 
Because of the fact that we do not require F and G to have exponentially 
decaying memories, some of the standard tools used to prove bifurcation 
results are not available. In particular, the characteristic functions of the 
linearizations of (1 .l) and (1.2) are not analytic in a neighborhood of the 
critical point. This means that a major part of our proofs concentrate on 
difficulties which are either easy to solve, or which do not exist at all in the 
case of exponentially fading memories. The main statements themselves are 
relatively easy to present and to understand, and they are very similar to, 
e.g., the statements in [30]. 
The outline of this paper is the following. We state our Hopf bifurcation 
theorem for (1 .l ) in Section 2, and prove it in Section 3. In Section 4 we 
give formulas for the derivatives of the bifurcation function, which are 
needed when one wants to determine the bifurcation behavior of the 
equation. Section 5 contains a bifurcation result for Eq. (1.2), the proof of 
which is an easy reduction to the the corresponding result for ( 1.1). In 
Section 6 we discuss an alternative set of size conditions on F under which 
the bifurcation results are also valid. Section 7 is an appendix, which 
contains the implicit function theorem that we need in Section 3. 
In the case where F and G are causal operators with exponentially fading 
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memories, the stability properties of the bifurcating periodic solutions can 
be determined directly from the bifucation equation (see [30]). In the case 
discussed here the question of the stability of solutions seems to be rather 
difficult. We shall return to this question elsewhere. 
2. HOPF BIFURCATION THEOREM FOR THE FUNCTIONAL EQUATION 
As we already mentioned above, the function F in (1.1) is supposed to 
map d x BUC(R; R”) into R”, where the parameter space d is a finite 
dimensional real Banach space, and BUC(R; R”) is the space of uniformly 
continuous functions from R into R”. The function x in (1.1) is required to 
belong to BUC(R; R”), and x,(s) =x(t+s) for all .sER. Under these 
assumptions (1.1) makes sense as an equation in BUC(R; R”). 
The hypotheses which we use can be devided into three parts: 
- size and smoothness assumptions on F; 
- existence of a one-parameter family c&“~‘& CE C, of periodic 
solutions of the linearized version of (1.1) for some critical value CI~ of the 
parameter, and nonexistence of any resonant periodic solutions; 
- existence of a “pseudo-inverse” of the linear part of the operator 
x H x(t) - F(cr, x,) for c1 close to a,. 
Under these assumptions we prove the existence of a bifurcation function 
g(cr, c), where c( is the original parameter and c E R+ = [0, co), such that 
there is a one-to-one correspondence between small positive zeros C(LY) of 
the bifurcation equation g(cl, c(a)) = 0 and small periodic solutions of (1.1) 
with a period close to 27r/v0. The zero c(a) is roughly proportional to the 
square root of the amplitude of the corresponding periodic solution of 
(1.1). The bifurcation function can be given any desired degree of 
smoothness. In the sequel we fix an integer k 3 1, and require g to be a 
Ck-function from d x R + into R. 
Before we state our smoothness assumptions, let us look at a specific 
example which we want to be able to treat. If we let F(cr, x) be the function 
F(ct, x) =f(x( -a)), where f is a smooth mapping from C” into itself and LX 
represents a variable delay, then (1.1) becomes 
x(t) =f(x(t - a)), ?ER. (2.1) 
The right-hand side of this equation is smooth with respect to variations in 
the function x, but not smooth with respect to variations in the parameter 
CI, because it is impossible to take derivatives with respect to a unless x is 
differentiable. The smoothness assumptions which we use below have been 
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modeled after this example, with a function f which is C2k + ’ from C” into 
itself. 
Some other equations to which Theorem 2.1 below applies are 
x(t)=f o!, y 
-( 
QP, t -St x(s)) ds 2 
> 
?ER 
-- a; 
(2.2) 
and 
x(t)=f 
( 
cI, f kj(P,x(t-rj)) 
) 
9 tER, (2.3) 
/=I 
where a, fl, and a finite number of the deviations r, may be used as bifur- 
cation parameters (the numbers rj are usually called “delays” when they are 
positive). One can also apply the theorem to equations containing both 
sums and integrals. 
(To simplify some of the assumptions we take the parameter space d to 
be finite dimensional, and not infinite .dimensional as in [ 14, 26, 301. The 
main reason for this is that if & is finite dimensional there is no need to 
distinguish between the topologies of simple and bounded convergence in 
spaces of bounded linear operators acting on ~2. The standard calculus in 
Banach spaces throughout uses the topology of bounded convergence for 
the derivatives, but due to the fact that we want to be able to include 
equations of the types (2.1) and (2.3) we are forced to use the topology of 
simple convergence for some of the derivatives. This particular point is 
rather vaguely discussed in [ 141 and [26]. In particular, no distinction 
is made between the simple and the bounded operator topologies, and it is 
not always clear what the word “continuous” stands for.) 
Let us state the first set of assumptions, i.e., the size and smoothness 
assumptions on F. 
To obtain a reasonably simple result, we feel that it is more or less 
necessary to assume that F has a “fading memory,” i.e., to assume that F 
does not depend too much on values close to + co. To materialize this 
statement we introduce an (arbitrary) positive continuous weight function 
ye satisfying q(t) + 0 as ItI -+ co, ~(0) = 1 and ~(s + t) > q(s) v](t) for s, t E R, 
and define 
r](t) 
qht)= (1 + ItI)” tER, j>O. 
For example, one can take 4 to be q(t)=(l+ltl)p’ or q(t)= 
(1 + log( 1 + 1 tl ))-’ for some y > 0. Next we define BC,(R; R”; vj) to be the 
space of continuous functions x from R into R” satisfying qj( t) x(t) + 0 as 
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ItI + co, with norm llxll = max,, n q(s) Ix(s)l, and require F(a, x,) to be 
well defined for all functions s E BC,(R; R”; Q.). Recall that k 2 1 is the 
number that determines the smoothness of the bifurcation function g. 
The exact set of conditions stated below looks rather complicated, but it 
has a fairly simple interpretation: We start our with a total of k moments 
(i.e., F(a, x) maps d x BC,(R; R”; qk) into R”). Every time we differentiate 
with respect to a we are willing to give up one moment, one time 
derivative, and two x-derivatives. The exact formulation is the following 
(here BC’,(R; R”; qk Pi) is the space of j times differentiable functions on R 
which together with its first j derviatives belong to BC,(R; R”; qk- j)): 
(Fl) F maps d x BC,(R; R”; qk) continuously into R”, and it has 
partial derivatives of total order up to 2k + 1 and of partial order with 
respect to a up to k in the following sense: For each j, 0 < j< k, 
(a/da)‘F(a, x) has 2k + 1 - 2j locally bounded, simply continuous 
derivatives with respect to x as a mapping from BC’,(R; R”; qk-,) 
into R”, and for each x E BC’,(R; R”; qk-,), (d/dx)mF(a, x) has 
min(j, k - (m - 1)/2) if m is odd, or min(j, k-m/2} if m is even, locally 
bounded, simply continuous derivatives with respect to a as a mapping 
from d into R”. Moreover, (a/ax) F(a, x) - (a/ax) F(a, 0) -+ 0 in the total 
variation norm in M(R; R” x “) as a + a0 in d and x + 0 in BUC(R; R”). 
Here the words “simply continuous” refer to the notation of simple con- 
vergence (sometimes called “strong” or “poinwise” convergence) in a space 
of linear or multilinear operators. In Eq. (2.1) the partial derivatives will 
exist as Frechet derivatives, but it is actually enough if they exist as 
Gateaux derivatives (cf. [24]) in a “simple” (pointwise) sense, i.e., before 
one differentiates a jth order derivative to get a (j+ 1)th order derivative 
one is allowed to apply the jth order derivative to j-tuple of vectors to get 
a function from A! x K&R; R”; qkej) into R”, which is then differentiated. 
In particular, in Eq. (2.1) we do not have joint Frechet differentiability with 
respect to the pair (a, x) on the indicated spaces. The final requirement 
about convergence in the total variation norm makes sense, because it 
follows from the earlier assumptions with j = 0 that (a/dx)f(a, x) maps 
BC,(R; R”; qk) continuously into R”, hence by Riesz representation 
theorem, it induces a measure in M(R; Rnx”) (cf. the discussion of the 
measure p(a) below). 
In order to keep (Fl ) reasonably simple we do not give the weakest 
possible formulation. In particular, for some nonlinearities, (Fl) is not 
optimal with respect to the number of finite moments. This point is 
discussed further in Section 6. 
The remainder of our assumptions refer to the linear part of F with 
respect to x. Before we state our assumptions on this linear part, let us 
rewrite (1.1) in such a way that the linear part of F becomes visible. It 
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follows from (Fl) and from the Riesz representation theorem that the 
linear part of F is induced by an a-dependent R” x “-valued measure P(U). In 
other words, it is possible to write (1.1) in the form (recall that we assume 
that F(cr, 0) = 0) 
x(t) = (p(a) * x)(t) + H(4 XI), tER, (2.4) 
where H is of second order and satisfies (Fl) with F replaced by H, p(a) is 
an R”“” -valued measure satisfying 
and (~(a) * x)(t) = jR ~(a, ds) x(t - s). Replacing H by zero we get the 
linearized version 
-4t) = (Aa) * x)(t), fER, (2.6) 
of (2.4). 
In particular, (2.5) implies that the Fourier transform 
of P(U) is k times continuously differentiable with respect to o. Moreover, 
as we shall see in Section 3, it follows from (Fl) and the fact that p is the 
linear part of F that b(cr, o) is k times continuously differentiable, jointly in 
c1 and o. The so-called characteristic function d(cr, o) of (2.4) is defined by 
Ll(cc,w)=z-~(LY,o), co E R. (2.7) 
Clearly also d is k times continuously differentiable with respect to (tl, 0). 
We suppose that for some critical value u = Q, the linear equation (2.6) 
has a periodic solution eiYo’q, where V,,E R, v,, #O, and 5 EC”, 5 #O. This 
implies that 
i.e., v0 is a characteristic value and l is a characteristic vector of the matrix- 
valued function w  I-+ d(cc,, 0). We suppose that this characteristic value is 
simple, and that there are no resonant characteristic values, i.e., we assume 
that 
(Ll) the function w~det d(cr,, v,,) has a first order zero at vO, and 
det d(a,, kv,) #O for all integers k # fl. 
Here “first order” means that lim (u _ vg det d(a,, w)/(w - v,,) exists and is 
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nonzero. Observe that necessarily det d(cq,, - vO) = 0, because det d(cr,, vO) 
and det A(&,, - vO) are complex conjugates of each other. 
One final assumption remains to be stated, namely the assumption that 
the linear part of F has a pseudo-inverse in the following sense: 
(L2) There is a a-dependent R” x n- valued measure I*(N) with the same 
growth and smoothness properties as p(c() and a constant Q > 0 such that 
X(CI, o) d(cc, o) = Z for 101 > 52 and all a in a neighborhood of rxO E d. 
The following theorem is our main result: 
THEOREM 2.1. Let F satisfy the growth and smoothness assumption (Fl ), 
and let F(cr, 0) =0 for all C(E ~2. Let p(z) be the measure induced by 
(a/ax) F(cc, 0), define the characteristic function d(cc, w) by (2.7) and sup- 
pose that (Ll) and (L2) hold. Then there exist Ck-functions g(cc, c), v(c(, c), 
and ~(a, v, b) with the following properties: The functions g and v map 
{sY x [0, E] 1 ISI - x01 6 e} into R, with 
d@“, 0) = 0, v(x,, 0) = vg. 
The function u maps {d x [v, - E, v0 + E] x [0, E] 1 1~ - x01 d E} into the 
space of 2rc-periodic continuous functions on R with values in R”, it has 
derivatives up to order 2k + 1 w’ith respect to b, and 
U(c(“, vg, 0) = 0. 
These functions describe the small periodic solutions of (1.1) with a period 
close to 271/v,, in the sense that a nontrivial 27cjv-periodic function x with 
is a solution of ( 1.1) zf and only tf 
and, modulo a phase shift, 
where C(U) is a solution of the bifurcation equation 
g(‘% c(tl)) = 0 
in the interval (0, E]. In particular, in the so called generic case when both 
(a/&x) g(cc,, 0) and (a/&) g(a,, 0) are nonzero (these two numbers are given 
in formulas (4.9) and (4.25)), the equation g(a, 0) = 0 defines a Ck-manifold 
with codimension one in a neighborhood of the point cl0 in d such that on one 
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side of this manifold (1.1) does not have any small nontrivial periodic solution 
with period close to 271/v0, and on the other side (1.1) has exactly one small 
nontrivial periodic solution with period close to 2z/v, (if we ignore phase 
shifts). 
The function c(a) above has a direct physical interpretation, namely, it is 
asymptotically (as c +O) proportional to the square of the norm of the 
corresponding periodic solution x of ( 1.1). The two conditions 
(a/&) g( aO, 0) and (a/&) g( aO, 0) # 0 are likewise physically meaningful: 
The condition (a/~%) g(a,, 0) # 0 is a transversality condition which in the 
one-parameter case is equivalent to the requirement that the characteristic 
value crosses the imaginary axis transversally. The so called “direction of 
bifurcation” is determined from (a/&) g(a,, 0) whenever this number is 
nonzero. Under appropriate assumptions (the most important ones beeing 
that F is nonantipicatory, and that for c( = cx, there are no characteristic 
values in the closed right half plane except for k v,), one expects the bifur- 
cating periodic solution to be stable when (a/&) g(g,, 0) < 0 and unstable 
when (a/&) g( MO, 0) > 0. 
In the nongeneric case when either (a/&) g(m,, 0) = 0 or 
(a/&) g(cr,, 0) = 0 one must compute higher derivatives of g at (a,, 0) in 
order to determine the bifurcation behavior of (1.1). This can be done 
through a set of recursive formulas given in Section 4. In this case one 
expects the stability of the periodic solution to be same as the stability of 
the constant solution c(a) of the equation 
c.‘(t) = AK c(t)), t 3 0. 
For a fairly detailed discussion of higher order bifurcations we refer the 
reader to [30] and [31]. 
3. PROOF OF THEOREM 2.1 
We prove Theorem 2.1 by means of a Liapunov-Smith method in the 
space P,,(R; R”) of 2rr-periodic continuous functions from R into R”. 
However, before we can do this, we have to transform (1.1) into a more 
suitable form. 
In general already a small perturbation in (1.1) leads to a change of 
frequency of its periodic solutions. Therefore we change the time scale, i.e., 
we define u(t) = x(vt), and look for a 2rc-periodic solution u of a modified 
version of (1.1). Let us define two operators zh and c,,, which act on 
BUC(R; R”), by 
(T,~)(s) = x(s + h), (a,.~)(~) = x(s/v), h E R, v E (0, co), s E R. 
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Then for all PER and v ~0, 
(z,,-’ =7-h, (a,)--’ = ol/v, Th”v = zh/vc‘v, (3.1) 
and the function u defined above can be written in the form U= rr,,x. 
Applying D,, to (1.1 ), and replacing x by G,,“u, we get 
u(t) = F(4 ~t,,A~l,PN~ t E R. 
This equation can be written in the form 
u(t) = F,(a, T,U), (3.2) 
where F,, is the mapping F,,(cc, U) = F(cr, rri,,,~). This equation is of the same 
form as (1.1). The only difference is that we have replaced the original 
parameter c( by a pair of parameters (a, v). 
Our size and smoothness assumption (Fl) was motivated by the follow- 
ing two results: 
LEMMA 3.1. Let m and j be nonnegative integers. Then 
(i) the operator which maps (h, x) into zhx has m continuous par- 
tial derivatives with respect to h as a mapping from R x BUCj’“(R; C”) into 
BUC’(R; C”) and 
(ii) the operator which maps (v, x) into o,,x has m continuous partial 
derivatives with respect to v as a mapping from (0, co) x BUCj+“(R; C”) 
into BC&( R; C”; q,). 
The easy proof of this lemma is left to the reader. 
It follows from Lemma 3.l(ii) that with respect to the new pair of 
parameters, our nonlinearity satisfies the following conditions: 
(F2) The mapping (CI, v, u) H F,(a, u) is continuous from 
d x (0, a) x BUC(R; R”) to R”, and it has partial derivatives of total order 
up to 2k + 1 and of partial order with respect to the pair /3 = (a, v) up to k 
in the following sense: For each j< k, (8/8/l)jFY(a, u) has 2k + 1 - 2j 
locally bounded, simply continuous derivatives with respect to u as a 
mapping from BUCj(R; R”) into R”, and for each ME BUCj(R; R”), 
(d/Ju)"'F,,(a, U) has min{j, k - (m - 1)/2} if m is odd, or min( j, k-m/2} if 
m is even, locally bounded, simply continuous derivatives with respect to fl 
as a mapping from %? = & x (0, 00) into R”. Moreover, (a/au) F,,(a, u) - 
(a/au) F,(ct, 0) -+ 0 in the total variation norm in M(R; R”) as a + a0 in d 
and u + 0 in BUC(R; R”), uniformly for v in some neighborhood of 1. 
This is the type of continuity which we need in the sequel. In particular, the 
auxiliary weight function ‘1 is used only in the deduction of (F2), and it can 
be ignored in the sequel. 
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It is a direct consequence of Lemma 3.1(i) and Condition (F2) that the 
right-hand side I;,(a, 7,~) of (3.2) maps BUC(R; R”) into itself, and that it 
behaves in a reasonably good way with respect to all the variables: 
LEMMA 3.2. The operator which maps (CI, v, u) into the function 
t H F,,(cr, ~,u) is continuous from .d x (0, 00) x BUC(R; R”) into 
BUC(R; R”). Moreover, if we denote the parameter pair (c(, v) bu /?, the for 
each j < k and m < 2k + 1 - 2j, the operator which maps u into the function 
t H (8/8/?)jF,(a, z,u) has 2k + 1 - 2j locally bounded, simply continuous 
derivatives as a mapping from BUC’+“‘(R; R”) into BUCm(R; R”), and 
for each u E BUC’(R; R”), the operator which maps b into the function t H 
(~/~~)“‘F,.(cI,~,u) hasmin{j,k-(m-1)/2} ifm isodd, ormin{j,k-m/2} 
if m is even, locally bounded, simply continuous derivatives with respect to p 
as a mapping .from g = d x (0, co ) into BUC(R; R”). Moreover 
(r?/du) F,.(E, u) - (a/au) F,.(E, 0) -+ 0 in the total variation norm in M(R; R”) 
as c(-+rq in d and u + 0 in BUC(R; R”), uniformly for v in some 
neighborhood of 1. 
Now that we have settled the question of the smoothness of Eq. (3.2) 
with respect to X, v and u, let us use Hypothesis (L2) together with the 
second part of Hypothesis (Ll ) to reduce the question of the existence of 
small periodic solutions of (3.2) to a finite-dimensional fixed-point 
problem. 
It follows from (L2) that for all v sufficiently close to vO and all CI suf- 
ficiently close to Ed, 
I(cc, jv) d(cf, jv) = Z, ljl > K 
where K is some sufficiently large number. By convolving 1. with another 
suitable scalar real measure we may further assume that 
X(cr, jv) d(cc, jv) = 0, ljl <K. 
Then, for every function u E P,,(R; R”), 
(l(cc) * u)(t) = u(t) - f [u], e’j’, 
,= -K 
where we have used the notation [u] i for the jth Fourier coefficient 
of u. In particular, if we write (3.2) in the form 
u(t) = (P”(a) * u)(t) + ff,(a, T,U), 
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where ,~Jtl, ds) = ~(a, ds/v) and H, is defined analogously to F,, and con- 
volve this equation with &(u, ds) = 1(c(, ds/v), then we get 
As a first step, let us solve this equation modulo the function 
v(t) = f [u], eil’, 
j= -K 
i.e., we assume that we know v, and solve the equation for the remainder 
w  = u - v. Once we have done this we have reduced the problem to a finite- 
dimensional one. Later one we shall gradually reduce the dimension of the 
problem, first to 2n (real) dimensions, then to two dimensions, and finally 
we get down to the one-dimensional formulation given in Theorem 2.1. 
As we saw above, the function w  = u - v satisfies the equation 
w(t)=j &(a,ds) H,(cl, z,p,(w+u)). (3.3) 
R 
If here we define f(a, v, U) to the mapping which takes u E BUC(R; R”) into 
the function t H w(t) = jR i,(a, ds) H,( CI, r, -s(w + v)), then this equation 
can be written in the abstract form 
w=f(cr, v, w+v). 
The right-hand side in this equation has the same smoothness properties 
which are listed in Lemma 3.2 for the function which maps u into 
t H F,,(cr, r,~), and it is of second order with respect to U, i.e., 
(a/&) f(a, v, 0) = 0 for all v and ol. This means that we can apply the 
Implicit Function Theorem 7.1 in Section 7 to solve w  from this equation 
as a continuous function of (c(, v, v) with values in BUC(R; R”), which is C’ 
with respect to v, and satisfies 
a 
[ 
a 
au w(a, v, v) = z--f(cc, v, w(ct, v, v) + v au 1 -'-$I a, v, w(a, v, v)+ 0). 
This expression can be differentiated with respect to v, the result which one 
gets can be differentiated once more, etc., until one gets a total of 2k + 1 
continuous derivatives with respect to v. 
Before we can apply the second part of the Implicit Function 
Theorem 7.1 we have to prove that w  is smooth in the time variable. 
However, this is very easy. If we replace v by t,,v and use Lemma 3.1, we 
find that the function W(GI, v, rhv) is Czkt’ jointly in (h, v). By the trans- 
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lation invariance of our equation and by the the uniqueness of solutions, it 
is automatically true that W(CL, v, rhu) = rhw(~, v, u). Therefore, every h- 
derivative becomes a time-derivative of w. This shows that w(tx, v, u) is a 
continuous function of (a, v, u) with values in BUC2k+ ‘(R; R”), and 
(8/8~)~w(cr, v, u) is continuous with values in BUCZkf ‘-“(R; R”) for every 
m<2k+ 1. 
As w(a, v, O) is continuous with values in BUC’(R; R”), we can use 
Lemma 7.4 together with the second part of the Implicit Function 
Theorem 7.1 to show that w(a, v, u) is C’ with respect to (a, v) with values 
in BUC(R; R”). We get an expression for the derivative which is similar to 
the expression for (a/&) W(M, v, u) given above. The only difference is that 
one u-derivative has been replaced by a derivative with respect to (LX, v). 
This exression can again be repeadly differentiated with respect to u, up to 
order 2k - 1. As before, we can replace derivatives with respect to u by 
derivatives with respect to the time variable, and we conclude that 
(c?/&I)~(~/&) M(CC, v, u) and (~/&I)~(~/&) ~(a, v, u), m < 2k - 1, are con- 
tinuous with values in BUCZk ~ ’ --“(R; R”). 
The same process can be continued. We differentiate (a/&) W(CL, v, v) 
with respect to v and CI and (a/&x) w(rx, v, v) with respect to tx to get second 
order differentiability with respect to (CI, v), with values in BUC(R; R”). 
After this we differentiate with respect IJ, and replace u-derivatives by time- 
derivatives to prove that the second order derivatives are continuous with 
respect to (c(, v) with values in BUCzk--)(R; R”), with continuous u- 
derivatives of order m with values in BUC2k---3-m(R; R”). Continuing in 
this way we find that W(CI, v, u) has a total of k continuous derivatives with 
respect to (CC, v), with values in BUC(R; R”), and each jth order derivative 
has 2k + 1 - 2j derivatives with respect to u, with values in BUC(R; R”). 
(In the sequel we shall no longer explicitly need the fact that W(CI, v, u) is 
smooth in time.) 
At this stage, let us observe that the function u(c(, v, u) = w(c(, v, u) + u is 
2rc-periodic (because u is 2rr-periodic, and the equation in translation 
invariant), and that it solves (3.2) modulo a finite number of Fourier coef- 
ficients. To see this one can convolve (3.3) with p,(a) and add the result to 
(3.3) to get 
4K v, U)(f) - B”(cr, z,u(cL, v, u)) = f (A(& jv)[zqj- [hIi) CP, 
j= -K 
where [hIi is the jth Fourier coefficient of the function TV 
ff,(4 z,44 v, ~11, i.e., 
Hv(a, z,u(a, v, 0)) dt. 
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This means that in order to complete the proof of Theorem 2.1, we have to 
show that the set of equations 
A(% jv)[u] j- [hlj=O, IA d K (3.4) 
can be reduced to one scalar equation of the type given in Theorem 2,l. 
We observe immediately that by using (Ll) together with the implicit 
function theorem we can solve the equations above with k # + 1 for the 
function u as a function of v, a, and of the first Fourier coefficient [u] I of u 
(recall that [u] ~, = [u] ]). This function has the same number of 
derivatives as we started out with, if we interpret derivatives with respect to 
[u]r as derivatives with respect to u. In the sequel, let us denote [u-J1 by a, 
and let us change the notation which we have used for u, and let u(a, v, a) 
be the function which according to the old notation should be denoted by 
u(c(, v, u(c(, v, a)). Then we are left with an equation in C”, i.e., with the 
equation 
4% v)IIul* - CA1 I = 0 (3.5) 
(recall that the equation implies d(cc, - v)[u] ~, - [h] ~, = 0 because 
d(cc, -v)=d(cc,v), [u]~,=[u]~, and [I~~r=[h],). 
For later use, let us observe that if we replace a by --a, then by the 
translation invariance of our equation and by the uniqueness of solutions, 
u is replaced by r,u. In particular, this means that the left-hand side of 
(3.5) is an odd function of a. 
The next step is to reduce Eq. (3.5) in n-complex dimensions to an 
equation in one complex dimension. For this we use condition (Ll ). 
Under our smoothness assumptions, the zero of d(a,, o) at v0 will 
automatically be a “locally analytic zero ” in the sense of Definition 3.1 in 
[20] (with respect to the weight function p = 1). Moreover, d(a,, co) has a 
first order Smith decomposition 
in a neighborhood of v,,, where I is the identity matrix in R(“-“x(“P I’, and 
P and Q are k times differentiable matrices which are invertible at v,,. In 
particular, 
(ii (co:vo))= P-‘(o) d(ao, 0) Q-‘(o), 
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so if we let [ be the last row vector in P-‘(v,) and 5: the last column vector 
in Q’(vO), then 
At this point, let us remark that in typical Hopf bifurcation results for 
( 1.1 ), the function A(a, o) will be an analytic function of w  in a complex 
neighborhood of vO, with k continuous derivatives with respect to CI. This 
implies that for all ct close to cl,,, A(a, o) will have a characteristic value 
w(a), which is a Ck-function of a. Likewise, it is possible to find left and 
right characteristic vectors [(a) and <(a) which satisfy the analogue of 
(3.6). These characteristic vectors play an important role in, e.g., [6] and 
[30]. In our case A(a, o) will have a characteristic value only when the 
parameter a belongs to a submanifold of d with codimension one (the 
bifurcation manifold), and we are forced to use c and 5 given in (3.6) 
instead of [(a) and {(a). 
Let us decompose C” in two different ways, 
C” = span[<] 0 X, = X0 + X,, 
C”= Y,@range[A(a,, vO)] = Y,+ Y,, 
where X0 is the null space of A(cq,, v,), Y, is the range of A(a,, vO), and the 
complementary spaces X, and Y, can be chosen, e.g., in the following way: 
As ((a/&~) A(a,, vO)t #O, it follows that the set {xEC” 1 [(a/&~) 
A(a,, vO)x = 0} is an (n - 1 )-dimensional subspace which is complementary 
to the span of t. We choose this space to be Xi. Similarily, we have [y = 0 
for every y in the range of A(a,, v,), and therefore (a/&~) A(a,, v,)[ does 
not belong to the range of A(a,, v,,). We choose Y, to be the span of 
(Wo) A(a,, v&5 
The preceding choices of X, and Y, makes it easy to construct com- 
plementary projections PO and P, which split C” into X,,@ Xi, and 
complementary projections Q, and Q, which spit C” into Y, @ Y,. One 
simply defines 
a 
PO = 51 z 4% vd, P, = I- P,, 
Qo = & A(a,, vdK 
(3.7) 
Q,=J-Qo. 
It is easy to check that these operators are projections (use the fact that 
i(Wo) Ata,, v0)5 = l), that the ranges of P, and P, are X0 and X,, and 
that the ranges of Q, and Q, are Y, and Y,. 
5OJ 70 1-Y 
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The n-dimensional complex equation (3.5) which we want to solve can 
be written in the form 
d(ao, vob = (d(ao, vo) - A(‘% v)b + [All. 
We split this equation into two by applying Q, and Q, to both sides. This 
gives us 
4aoy vo) P,a = QMa o, vo)-d(a9 v))a+QI[hlI, 
0 = Qo(d(aov vo)-d(a, v)b+QoChll. 
(3.8) 
The operator d(a,, wO) is invertible as a mapping from X, into Y,. This 
means that we can use the implicit function theorem to solve P,a a 
function of v, a, and P,a from the first of these two equations. If we denote 
P,a by h[ (or equivalently, if we define h to be [(8/&u) d(a,, ~,,)a), then 
a(a, v, b) will have the same number of derivatives that we started out with 
(if we interpret h-derivatives as u-derivatives). We observe that a and [II], 
are odd functions of h. Furthermore, as [II], is of second order in 6, also 
the function bt+ P,a(a,, vo, b) is of second order. 
From now on we can without loss of generality take b to be nonnegative, 
because a complex value of b give the same solutions as lb1 does, apart 
from a translation. 
We are left with the second of the two equations above. In this equation 
we replace Q, by (a/&) d (a,, v,)<[, use the fact that Q. d(a,, vo) = 0, and 
split the result into its real and imaginary parts to get 
%{@(a, v)(P,a+b5)-iChl,} =O, 
3{U(a, v)(PIa+b5)-iChl,} =a 
(3.9) 
We claim that we can solve v as a function of b from the first of these two 
equations. To prove this, let us observe that [h], represents a second order 
term in b for all a and v close to (a,, vo). In particular, we can divide the 
equation by b (at the expense of loosing one derivative with respect to b), 
and all derivatives of [h],/b with respect to v vanish at (ao, vo, 0). If we 
also divide the linear term by b, differentiate with respect to v, and use the 
facts that [d(ao, vo) =0 and that P,a(a,, vO, b) is of second order in 6, we 
find that (a/&) @(a,, v,)(P,a/b + <), evaluated at (a,, vo, 0), equals 1. In 
particular, this derivative is nonzero. Therefore, we can solve v as a 
function of (a, b) from the first of the two equations above. The smoothness 
of v with respect to a is the same as the smoothness which we started out 
with, but we have lost one derivative with respect to b. The equation from 
which we solved v is even in b, so v itself must be an even function of b. 
After one final change of variable we arrive at the conclusion of 
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Theorem 2.1. We define c = b*, or equivalently, b = J. After this transfor- 
mation v is a C“-function of (a, c), because v was an even function of b with 
up to 2k derivatives with respect to b. The bifurcation equation g(cc, c) = 0 
comes from the second equation in (3.9). We define G by 
G(~,v,h)=~~(~,v)a-iChl,=~~(~,v)Cul,-iChl,, (3.10) 
and then the second of the two equations in (3.9) becomes 3G(c(, v, b) = 0. 
The function G is odd in b, so we get a function g(cr, c) with the required 
properties by defining 
(3.11) 
The same comments which we made above about the smoothness with 
respect to (c(, c) apply. 
It is clear from the preceding construction that ~(a,,, 0) = vO, g(a,, 0) = 0, 
and U(CQ,, vO, 0) = 0. 
4. THE BIFURCATION EQUATION 
When one want to determine the bifurcation behavior of (1.1) from the 
bifurcation equation g(ix, c(a)) =O, one needs to know the partial 
derivatives of the bifurcation function g at the point (Q, 0). These 
derivatives can be computed from the corresponding derivatives of the 
functions G(cr, v, b) and v(a, b). In order to get these derivatives we need 
the derivatives of u(c(, v, b). 
Let us expand G into a power series 
2k+ I 
G(cc, v, b)= 1 G,,(cq v)b’“+o(jb12k+‘). (4.1) 
m=I 
We use the same notation as in Section 3 and let [ulj denote the jth 
Fourier coefficient of u and [h], the jth Fourier coefficient of the function 
h(t) = H,,(a, t(u), and expand [uli and [hIi into 
2k + 1 
CUIj(% V, 6) = 1 Uj,,(Ct, v)b”+O(lblZkf’), 
m=l 
2k+ 1 (4.2) 
[h]j(a, V, b)= 1 hj,,(a, v)bm+O(/blZk+‘). 
m=2 
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Then the connection between the coefficients of G and those of [u], and 
Chl, is 
G,(a, v) = Ma, vb,,m - ih,,,, l<m<2k+l,modd (4.3) 
(as G is odd, all even coefficients G, vanish). In particular, as 
[A(%,, vO) = 0 and h,,, = 0, we have G,(cr,, vO) = 0, and 
G,(ao, vd = -ih,.,, 36m<<k+l,modd. (4.4) 
Let us first compute the linear terms (all zero order terms vanish). The 
function h has no linear terms, so it can be ignored for the moment. If we 
replace H by zero, then to get u we have to solve a linear convolution 
equation with a forcing term of the type 
-2%{d(a, v)&‘j 
The solution of this equation can have only two nonzero Fourier coef- 
ficients, namely those at f 1. Thus, 
;.(a, v,O)(t)=~~,,(a, v)e”+u..,,,(a, v)e-“=2%{u,~,(a, v)e”J 
(here we have used the fact that up ,,i=U,,,). We haveP,u,,,(a,v)=& and 
P, u,,,(a, v) can be solved from the linearized version of the first equation 
in (3.8). This gives us the system 
Ql A(@, v) uI,,(a, v) = 0, 
Poul,,(a, v) = 5, 
(4.5) 
of n + 1 equations in n unknowns of rank n for the coefficient ~,,~(a, v). In 
particular, we observe that 
ul,l(ao, vd = 5. (4.6) 
Once we have this coefficient we get G,(a, v) from (4.3) i.e., 
and we also get 
G,(a, v) = Ma, v) u,,,(a, VI, (4.7) 
da, 0) = Z{G,(a, v(a, 0))) = 3{ U(a, v(a, 0)) u,,,(a, v(a, 0))). (4.8) 
Let us remark that these formulas for u,,,(a, v) and GI(a, v) differ 
from the corresponding formulas in [30] due to the fact that our vectors 
5 and [ are not allowed to depend on a, as in [30]. However, 
the equation g(a, 0) = 0 which determines the bifurcation surface in ~4’ 
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can be given the same interpretation as in [30]. To see this, observe 
that g(cr, 0) = 0 together with the fact that v(tl, 6) is determined in 
such a way that %G,(a, v(a, 0)) = 0 implies that G,(a, v(a, 0)) = 
[d(a, v(a, 0)) #,,,(a, v(a, 0)) = 0. In particular, by (3.7) this means 
that Q0 d(a, ~(a, 0)) u,,,(a, v(a, 0)) = 0, and therefore (4.5) gives 
A(4 44 O))% (a, v(a, 0)) =O. As moreover u,,,(cY, v(a, 0)) #O, we find 
that v(a, 0) is a characteristic value of the function o I-+ d(a, w), with right 
characteristic vector u,,,(a, v(a, 0)). It is easy to see that also the converse is 
true, i.e., if v(a, 0) is a characteristic value of the function w  H d(cr, w), with 
right characteristic vector u,,,(c(, V(CI, 0)) then g(a, 0) = 0. The description 
given in [30] of the bifurcation surface is given in terms of characteristic 
values. 
From (4.8) it is possible to compute (d/da)g(a,, 0). Differentiating the 
right-hand side of (4.8) with respect to a we get a total of four terms, but 
out of these three vanish at (txO, 0) due to the facts that ~(a,, 0)= vO, 
Ul.1 (CL,), v,)={, [A(a,, v,)=O, and 3{i(d/dw)d&, vO)tj=O. The only 
remaining term gives us the equation 
(4.9) 
for (a/da) ida,, 0). 
particular, this means transversality 
(8;;:) g(a,, 0) ZO is equivalent to 3~~~~/&$(ao, v,)t} # 0.) 
condition 
Next, let us turn to the computation of higher than first order terms with 
respect to h. This computation involves two sets of equations, one linear 
and one nonlinear. The linear equations are those which we solve to get U, 
assuming that the function h(t) = H,,(cr, t,~) is known, and the nonlinear 
equations are those which we use in the determination of h for any given U. 
More specifically, it follows from, e.g., (3.2) and the way in which we 
defined A, H and h that 
Cul,= CA(~~,,.)l~‘Chl,~ j# fl. 
The equation for [u], is slightly different, namely 
QIA(a,v)Cull=QIChll, 
COCCI, = hr. 
To get the nonlinear equations which connect the coefficients of [ulj to 
the coefficients of [h] j we expand the nonlinearity H into 
2k+ 1 
H(a, x)= 1 H,(a)x”‘+o(l~l~~~‘). 
m=2 
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In the computation of the second-order terms we can ignore all third-order 
terms. We know that only [u], has a first order term in b, all other Fourier 
coefficients are at least of order two in b. If we substitute this first order 
term into H,, we find that only the coefficients [h] k z and [hlo of h can 
have second order terms. This together with the linear equations above 
implies that the second order terms of u appear only in [u] +* and [ulO. 
The same type of argument can be repeated, and one finds that third order 
terms appear only in [h] +3, [h] +, , [u] +,,, and [u] +,, fourth order terms 
only in Chl+4, [hl k2j Chlo5 Culk4, CUI+~, Eulo7 etc. 
The linear equations above for [uli lead to the equations 
u ,.m = Cd(4 .Nl -‘hj,m2 fl #j<m<2k+ 1, j+meven, (4.11) 
for j# L-1. The corresponding equation for u,,, was already given in (4.5), 
and u ~ ,,, = 17,,, . The coeflicients u,.~ for m > 3, m odd, satisfy 
Q, A(@, vb,.m = Q,h,,n,> 
POu,,m = 0. 
This is a system of n + 1 equations in IZ unknowns of rank n, so it deter- 
mines u,,~ as a function h,,,. To simplify the notations, let us denote the 
operator which maps a vector ~EC” into the solution x of the system 
Q, d(c~ v)x = Q, Y, 
P,x = 0, 
by M(a, v). In other words, 
(4.12) 
x=M(a, v)yo(4.12). (4.13) 
Then we have 
Ll 1.m = w4 v)Chl I,rn? ma3,modd. (4.14) 
The nonlinear equations which couple the coefficients hj,m to the coef- 
ficients u~,~ can be computed from (4.2) and (4.10). As H is of second 
order, h,,, will only depend on u-coefficients where the second index is at 
most m - 1, and this makes it possible to compute both the u-coefficients 
and the h-coefficients recursively. For example, as we already observed 
above, /z~,~, Jo { -2, 0, 2}, depend only on u,,, and u _ ,,, = U,,, . The exact 
formulas turn out to be 
A,,, = H2(u,., eiv.)2, 
h,,, = 2H,(u,,, e’“.)(u- ,,, e-l”‘), (4.15) 
h -h -2.2 - 2.2. 
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Higher, mth order terms are computed in a similar manner, by collecting 
powers of lower order terms whose joint order is the wanted order. The 
coefficient A.,,, to which a particular term belongs is determined from the 
sum of the exponents of the different exponentials. For example, the third 
order nonlinear coupling equations are 
h3.3 = H,(u,,, e”’ )’ + 2H,(u,,, e2’vj(u,., e’l’-), 
h,,, =3H,(u,,, e’l’y(U~~,,, civ ) 
+ 2H,(u,., e*” )(u ,., e-l”‘) + 2H,(u,,)(u,,, e”“), (4.16) 
h - h.3, 1.3
h -h 3.3 - 3.3. 
The coefficient h,., is especially interesting, because through (4.3) and 
(4.14) it determines u,.~ and G,. 
It is possible to give explicit, albeit complicated, formulas for the mth 
order coupling equations. The formulas which are needed in the com- 
putation of GS, i.e., those for h,.,, ho,,, and h,,, are given in [30, p. 4751. 
Now that we in principle know the coefficients in the expansions of U, h, 
and G, let us look at the expansions 
v(a, c) = i v,,,(cc)c”’ + o( I/?/“), 
,,1 = 0 
g(cx, c) = i g,,,(a)cfP7 + o( Iclk), 
(4.17) 
,,, = 0 
of v and g (here vo(ao) is the number v. given in (Ll)). First we solve the 
expansion of v. The zero order term vo(c() = v(c(, 0) is the solution of the 
equation 
‘%G,(cc, V(CI, 0)) = 0. (4.18) 
That this equation has a unique solution in a neighborhood of c(~ follows 
from the implicit function theorem and the fact that the partial derivative 
of the left-hand side with respect to v at (a,, vo) equals one. 
To get the higher-order terms we expand each of the coefficients G, into 
k ~ Im ~ I I/2 
G,(K v) = 1 G,,,,(a)(v-vo(ci))‘+o(~v-vo~k-~n7-’)’2). (4.19) 
I=0 
Explicitly, we have 
Grn,,(~) =A ; .( > ’ G,(a, ~(a, 0)). 
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We substitute the series of v with c replaced by b2 into the equation 
%G(a, v(a, b), 6) = 0, collect term of equal order in b, and equate the coef- 
ficients of these terms to zero. The choice of v,Ja) = v(tl, 0) guarantees that 
the first order term vanishes, as does all terms of even order. The term of 
order three gives us the equation 
v,(a) = -WG,,,(a)l p1~G3,0(~L (4.20) 
and the term of order five the equation 
v2(cO = -C~G,,,(~)l -‘C~~G,,(~NV,(~)’ 
(4.21) 
One gets the power series for g(a, c) by substituting the preceding expan- 
sion of v with c replaced by b2 into the expansion of G, taking the 
imaginary part of the expression, dividing by b, and replacing b2 by c. We 
already gave the zero order term in (4.8). The next two terms are 
g,(a) = =,,,(a) VI(~) + 3G,,cda) (4.22) 
and 
gz(a) = =,.,(cO vz(cO + 23G1,2(CoM4)~ 
+ 3G3,,(a) VI(a) + 3Gda). (4.23) 
If we compare these formulas to those in [30] we observe that we have 
several new terms, due to our different choice of decomposition of C” at the 
critical Fourier coefficient. 
In the computation of the coefficients G,., above, as well as in the com- 
putation of higher derivatives with respect to a one needs derivatives of 
u~,~, hi,,, d(a, v), M(a, v), and H,. First we compute the derivative of ~r,~. 
We let @ represent the parameter pair (a, v), and differentiate (4.5) with 
respect to /I to get 
a ul,I(a, v) = -M(a, v) JL d(a, v) u,,,(a, v). 
8 ab 
After this we may differentiate our recursion formulas to get the derivatives 
of u~,~ and hi,,. Observe that in these formulas the coefficients H, do 
depend on a but not on v; in particular, in the computation of the coef- 
ficients G,,, they can be treated as constants. The derivatives of M(a, v) can 
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be computed implicitly from (4.13) with x replaced by M(a, v)y. This gives 
the recursion formula 
-$ M(a, v) = -M( 
a 
a,v);jirfl(a,v)Wa,v), 
out of which one can compute derivatives of M up to order k. (This for- 
mula could also have been deduced from the fact that M(a, v) is a “pseudo- 
inverse” of Q, d(a, v) P,, i.e., M(a, v) satisfies M(a, v) = M(a, vQ,), 
P,Wa, v)=M(a, VI, Qld( a,v)M(a,v)=Q,, and M(a,v)d(a,v)P,=P,.) 
In principle, using the formulas which we have outlined above one can 
compute all the derivatives of the function g up to order k. 
Let us conclude this discussion of the bifurcation equation by collecting 
those equations which are needed to determine the direction of bifurcation 
in the generic case, i.e., those equations which give the value of 
(d/&)g(ao, 0). We have by (4.17) and (4.22) 
z da,, 0) = g,(ad = 3G,.,(a,) ~,(a~) + 3G3.dd. 
Here 3G,.,(a,) = 3{i(d/dw) d(a,, r,)C} =O, and by (4.4) 
Gdad = G3(ao, vo) = -ih,,,(a,, vd 
Thus, we get (a/dc)g(a,, 0) by using (4.6), (4.1 I), (4.15) and (4.16) to 
compute 
h2(ao, d = Cd(a,, hdl p’H2(ao)(@“‘0.)2, 
z4Ja0, vo) = 2[d(a,, 0)] ~‘H2(ao)(5e’~o.)(~e~“‘0), 
h,.3(a0, vo) = 3H~(ao)(5e”a’)2(5h-“‘0’) 
+ 2H,(a,)(u,,,(a,, vo) e2”o~)(feC’Vu’) 
+ 2~2(ao)(~o,2(ao, hJ)(W0 1, 
$ Aa,, 0) = -3{@,.Aao, hJ>. (4.25) 
As a side product of the computation above we get from (4.20) 
f 46 0) = -g{5hdao, vd>, (4.26) 
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and we also get the two first terms in the expansion of the periodic function 
U, namely 
u(ao, vg, h) = 2%{ 5e”)b 
+ C29+2.2h vg) e2i’} + u,,,(cr,, vo)] h2 + O(b3). (4.27) 
5. HOPH BIFURCATION THEOREM 
FOR THE FUNCTIONAL DIFFERENTIAL EQUATION 
It is possible to prove a Hopf bifurcation result for the neutral functional 
differential equation 
a, x,1) = G(a, x,), tER, (5.1) 
which is very similar to Theorem 2.1, and this result will be presented next. 
The size and smoothness assumptions on F are the same as before, i.e., 
we assume that F satisfies (Fl ). Also G is supposed to satisfy the (Fl ) with 
F replaced by G, except for the last requirement on convergence in total 
vatiation norm, i.e., we assume that G satisfies: 
(Gl) G maps d x BC,(R; R”; ylk) continuously into R”, and it has 
partial derivatives of total order up to 2k + 1 and of partial order with 
respect to CI up to k in the following sense: For each j < k, (d/da)‘G(a, x) 
has 2k + 1 - 2j locally bounded, simply continuous derivatives with respect 
to x as a mapping from K&R; R”; qk-i) into R”, and for each 
XE BC$(R; R”; qkP,), (a/ax)“‘G(a, x) has min{ j, k - (m - 1)/2} if m is odd, 
or min{j, k-m/2} ‘f 1 m is even, locally bounded, simply continuous 
derivatives with respect to c( as a mapping from d into R”. 
As before, we let ,U(GI) be the measure induced by the linear part of F, 
and analogously, we let v(a) be the measure induced by the linear part of 
G. Then the linearized version of (5.1) becomes 
% (x(t) - (Aa) * x)(t)) = (v(a) * x)(t), tER. 
Formally, if one applies the Fourier transform to (5.2), one gets 
d(a, w) Z(w) = 0, 
where the new characteristic function d(a, co) is given by 
d(a, 0) = io(l-- fi(a, 0)) - :(a, co). 
(5.2) 
(5.3) 
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Before, in our discussion of (l.l), the two linear conditions (Ll) and (L2) 
referred to one and the same function d(cr, o) defined in (2.7). In the dis- 
cussion of (5.1) we need two different functions. More precisely, in (Ll) we 
use the new characteristic function d(a, CD) defined in (5.3), but in (L2) we 
use the old function defined in (2.7). To avoid confusion, let us reformulate 
(L2) into the condition: 
(L3) There is an a-dependent R”X”-valued measure I with the 
same growth and smoothness properties as P(E) and a constant Q > 0 such 
that l(a, w)(Z-fi(cc, w)) = I for 101 2Q and all c1 in a neighborhood of 
CQ) E .d. 
With these modifications, our bifurcation result for (5.1) reads as follows: 
THEOREM 5.1. Let F and G satisfy the growth and smoothness 
assumptions (Fl ) and (Gl ), and let F( c1,O) = G( cc, 0) = 0 for all tl E d. Let 
,u((x) he the measure induced by (a/ax)F(cc, 0) and v(a) the measure induced 
by (8/8x) G(cc, 0), define the characteristic function d(a, o) by (5.3) and 
suppose that (Ll ) and (L3) hold. Then there exist Ck-functions g(a, c), 
~(a, c) and u( r, v, b) with the following properties: The,functions g and v map 
(.dx [O,E] / I~(-c~~l <E} into R, with 
A%, 01, v(a,, 0) = vg. 
The ,function u maps { JZZ x [v, - E, v0 + E] x [0, E] 1 ICY -IX,, GE} into the 
space of 271- periodic continuous functions on R with values in R”, it has 
derivatives up to order 2k + 1 with respect to b, and 
u(cx,, v()) = 0. 
These functions describe the small periodic solutions of (5.1) with a period 
close to 271/v,, in the sense that a nontrivial 2rc/v-periodic function x with 
SUP Idt)l 6 6 Iv--01 GE, 
IER 
is a solution of (5.1) if and only tf 
v = V(& (c(a)), 
and, module a phase shift, 
x(t) = 4% v, Jmvt), 
where C(M) is a solution of the bifurcation equation 
g(% c(a)) = 0 
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in the interval (0, E]. Zn particular, in the so called generic case when both 
(a/&) g(a,, 0) and (a/&) g(a,, 0) are nonzero (these two numbers are given 
in formulas (4.9) and (5.10)), the equation g(a, 0) = 0 defines a Ck-mantfold 
with codimension one in a neighborhood of the point CY~ in d such that on one 
side of this manifold (5.1) does not have any small nontrivial periodic solution 
with period close to 27c/v,, and on the other side (5.1) has exactly one small 
nontrivial periodic solution with period close to 2rc/v0 (zf we ignore phase 
shifts). 
In Theorem 5.1, the function c(a) and the constants (a/&)g(~,, 0) and 
(a/&) g(cr,, 0) have the same physical interpretation as in Theorem 2.1. 
The proof of this theorem consists of a simple reduction to Theorem 2.1. 
Moreover, as we shall see below, the formulas which we have developed in 
Section 4 for the computation of the bifurcation equation for (1.1) may 
after some minor modifications be applied in the computation of the bifur- 
cation equation for (5.1). 
Proof: Define e(t) = e -’ for t 2 0 and e(f) = 0 for t < 0. To simplify the 
notations, let us further denote 
(F(a) * X)(f) E F(a, 7,x), (G(M) * x)(r) ‘!Zr G(x, T,x). 
Then (5.1) becomes 
-$ (-u(t) - (F(a) * -x)(r)) = (G(m) * -x)(f), t E R. 
We convolve this equation with e, and integrate the left hand side by parts 
to get 
x(t) = (F(u) * x)(f) + (e * x)(t) - (e * F(a) * x)(t)) 
+ (e * G(E) * x(r)), tER. (5.4) 
This is an equation of the type ( 1.1 ), and we want to apply Theorem 2.1 to 
it. 
Let us check the assumptions of Theorem 2.1 for Eq. (5.4). The right- 
hand side satisfies the analogue of (Fl), at least if we ignore the last 
statement about convergence in total variation norm. To see that also this 
requirement is satisfied we argue as follows: Let us denote the measures 
induced by (a/ax) F(Lx, x) and (a/ax) G(cc, x) by ~(a, x) and ~(a, x). By 
(Fl), ~(cL, x) + I in total variation norm as (a, x) -+ (a,,, 0). Moreover, 
by (Gl), V(U, x) * cp -+ v(a) * cp for every cp E BUC(R; R”) (this is a different 
way of saying that we have simple convergence). Now e * (~(a, x) * cp) = 
v(c(, x) * (e * cp), and the operator cp t-+ e * cp maps bounded subsets of 
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BUC(R; R”) into totally bounded subsets of BC,(R; R”; q) (see [29, 
Lemma 2.61). As simple convergence implies uniform convergence on 
totally bounded sets, this tells us that e * v(a, x) + e * V(N) in total 
variation norm. Thus, we conclude that the measure 
PL(& x) + e - e * p(a, x) + e * v(a, x) 
tends to ~(a) + e-e * P(U) + e * ~(a) in the total variation norm, and find 
that (Fl) holds with Freplaced by F+e-e*P+e*G. 
The linearized version of (5.4) corresponding to (2.6) is 
x(t) = (p(a) * x)(t) + (e * x)(t) - (e * p(u) * x)(t) 
+ (e * v(a) * x)(t), t E R, (5.5) 
and the characteristic function of this equation, corresponding to the 
function d(~, w) in Eq. (2.7) is 
z-/I(& w)- 
I- ii(a, w) + ?(a, w) d(a, 0) 
1 + io =-G-z+ 
where this time d(a, w) is the function defined in (5.3). In particular, the 
old condition (Ll) is satisfied with d(cc, o) replaced by d(cr, o)/(l + iw). 
We conclude that in orer to apply Theorem 2.1 we have to verify that 
(L2) holds with d(a, o) replaced by d(cc, o)/(l + iw). By (L3), we know 
that (L2) holds with d(a, o) replaced by Z-fi(cr, 0). Observe that 
$a, w) = [Z - ~(cx, w)] ~ ‘, and that the measure which we are looking for is 
supposed to have the Fourier transform 
[I- fi(c1, w) -i?(o)(Z- jl(c1, Co) + iqct, co))] -I 
= [I- X(cY, co) e”(w)(Z- ji(a, w) + iqa, o))] -‘X(a, Co). 
Therefore, we have to find a measure with the desired growth and 
smoothness properties which has this Fourier transform. To do this we 
replace e in the formula above by the function eR whose Fourier transform 
is e”&o) = e”(w) for IwI > Q, and zQ(o) = e”(o)( 1 - 101/Q) for [WI <a. As 
Q + co, the norm of eR in L’(R; R) tends to zero (see [8, Theorem 8D, 
p. 221). This means that also the norm of the measure n(a) * eR * 
(6Z- ,~(a) + V(U)) tends to zero, uniformly for c1 in some neighborhood of CI,, 
(here 6 represents the unit point mass at zero). Therefore, by choosing Q to 
be large enough, we can find a measure whose Fourier transform equals 
[I- I@, Co) P(o)(Z-/?(a, co) + qtl, co))] -- I, 
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for all 10~1 > Q, and by convolving this measure with A(U) we get the 
measure which we want. 
Consequently, Theorem 2.1 applies, and the conclusion of Theorem 5.1 
follows from Theorem 2.1. l 
To compute the derivatives of the bifurcation function one can proceed 
exactly as in Section 4, with d(a, o) replaced by d(cc, o)/(l + io) (and 
d(cr, LO) defined as in (5.3)) and with F replaced by F+e-e * F+e * G. 
However, it is instructive to instead make some small modifications in the 
formulas in Section 4, and to work directly with the given functions. 
The first change is that we normalize [ and 5 so that (3.6) holds for the 
function d(a, w) defined in (5.3). We write (5.1) in the form 
f (x(t) - Aa) * x)(r)) - (4co * -u)(r) =$ (Wa, x,)1 + aa, XI), tER, 
where K(a, X) is defined analogously to H(a, X) with F replaced by G. We 
let k be the function k(r) = K,.(a, T,u(a, v, u)). 
In the new setting, Eq. (3.4) becomes 
and the same change is reflected throughout Section 4. We expand [k] j 
into 
2k+ I 
[k],(a, v, h)= C ki,,,(x, ~)h”~+o(lhl~~+‘). 
,?I = 2 
We replace (4.3) by 
G,,,(a, v) = iA(a, v)u,.,~ - i(ivh,,, + k,.,), 
1 dmd2k+l,modd, (5.6) 
and we make the same change in (4.4). Equations (4.5)-(4.9) remain valid. 
We expand K into 
2kf I 
K(a, x)= 1 K,(a)x”+o(lx12k+‘). 
In=2 
(5.7) 
Equation (4.11) becomes 
Uj,m = [Ata, .iv)l -‘(Whj,m + kj,m), 
kl #j<m<2k+ 1, j+meven, (5.8) 
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and the corresponding equation for the coefficients u,,~ is 
u I,m = M(4 v)(ijvhj,m + kj,m), ma3,modd. (5.9) 
The equations which define k,,, are the same as those which define h,,,, with 
H replaced by K. No changes are needed in (4.17)-(4.24). The new set of 
equations for the determination of (a/&) g(a,, 0) is 
u~,~(Q, vo) = COG, %)I ~1(2&~2(~o) + K~(~o))(5e’“0~)2, 
u,,,(tl,, v,,) = 2[d(cr,, 0)] -‘Kz(a,)(5e’“0.)(~ee-‘““‘), 
h,h,,,(~,> vo) + k,,,(a,> vo) 
= 3(iv,H,(cr,) + K~(Cro))(5e’Yo.)2(~e~iYo.) (5.10) 
+ 2(iv,H2(a,) + K2(t10))(~2,2(ct0, vo) e2iyo.)([ee-‘“o.) 
+ 2(bHAd + KAd)(uo,2(~o, d)(W”‘), 
; duo, 0) = -W&A,(~,, d +k,,da,, v,,,}. 
Finally, the formula for (a/&) ~(a,, 0) becomes 
(5.11) 
and formula (4.27) remains in effect. 
6. ALTERNATIVE SIZE CONDITIONS 
Above we have assumed throughout that we have a total of “k finite 
moments” on the functions F and G in the sense that we have required 
them to map d x BC,,(R; R”; qk) into R”. In one of the motivating papers 
[9] this assumption is not satisfied. Instead a different condition is used, 
which can be interpreted as a moment condition on a derivative of F. In 
the situation considered in [9] the function F(cc, x,) is of the form 
A(t-s)x(s)ds J’ a(t-s)x(s)ds. 
> -0c 
Here neither A nor CI need have a finite first moment, but they are locally 
absolutely continuous and satisfy JR+ t( IA’(t)/ + la’(t)l) dz < co. 
It is possible to give a general result where one uses a size condition of 
this type. In the preceding situation F(a, x) is continuous in x from a 
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Sobolev space with negative index into R”, and this property can be 
exploited. 
In the sequel we assume for simplicity that lim,, j ,( l/t) log Iv(t)1 = 0. 
We define the operator D by (Dx)( r) = x(t) + x’(t), and let BC;‘( R; R”; q,) 
be the distribution image of BC,(R; R”; qj) under D’. This operator is one- 
to-one, and we can define a norm in BC;‘(R; R”; qj) by letting the norm of 
D’cp E BC;‘(R; R”; rl,) be the same as the norm of cp E BC,(R; R”; qj). In 
this way the spaces BC;‘(R; R”; qj) become Banach spaces, and D maps 
BC;‘(R; R”; q,) continuously onto BC,y- ‘(R; R”; vi). The inverse of D is 
the convolution operator e *, where e(t) = ePf for t > 0 and e(t) = 0 for 
t < 0. 
By checking the proof given in Section 3 one finds that out of (Fl) only 
a small part is used in the proof of the existence of a fixed point u which is 
smooth in time; the main part of (Fl) was needed in order to get differen- 
tiability with respect to CI, and in particular, with respect to v. If we ignore 
differentiability requirements with respect to (a, v), it is enough if F(a, v) 
has 2k + 1 simply continuous derivatives with respect to x as a mapping 
from BC,(R; R”; q) into R”, and (a/ax)F(cx, x)+ (8/8x) F(a, 0) in total 
variation norm as (a, x) + (cQ,, 0). In other words, for this we do not need 
any moments. To be able to get k derivatives with respect to v we need k 
moments, but it suffices if we have a moment on some derivative of Fin the 
sense that we can e.g. require F(a, x) to have 2k + 1 derivatives with respect 
to x as a mapping from BC;‘(R; R”; ilk) for some 12 0 into R”. In the 
situation described in [9] we have k = I = 1, and as a matter of fact, the 
proof is even simpler in this case than in the case discussed in Section 3, 
because the operator which maps (v, x) into (T,,x is differentiable with 
respect to v from BUC( R; C”) into BCi ‘(R; C”; 9 l ). 
Analogous changes can be made to the hypotheses on the derivatives 
(J/&)jF(a, x) for j > 0. 
As we mentioned in Section 3, in the proof of Theorem 2.1 we do not use 
condition (Fl ) directly; we only use the fact that (Fl ) implies (F2). This 
means that one can replace (Fl) by any other condition which implies 
(F2), or one can work directly with (F2). One example where this leads to 
a substantially sharper result is the following. Consider the integral 
equation 
x(t) = j, 4ds) f(4 X(f -s)), tER, (6.1) 
where f: & x R” + R” is a smooth function, and /z is an R”xn-valued 
measure. The purpose of the following discussion is to convince the reader 
that if one tries to apply (Fl), then one needs a stronger restriction on the 
size of A at infinity than what one needs if one works directly with (F2). 
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Define 
Then, after the transformation u = (T,,x, Eq. (6.1) becomes a special case of 
(3.2). Suppose that we are in the generic case with k = 1, hence need the 
deriatives 
( ) -g ’ F,.(% u), j=o, 1, 2, 3, 
( > 
; ’ g F,.(@, u), j=O, 1, 
Cd > 
g ‘g F,.(K u), j=O, 1. 
A first observation is that before it is possible to satisfy (Fl) we have to 
impose a global growth restriction on f(cc, X) as 1x1 + co, but that no such 
growth condition is needed in (F2). However, this is not a serious draw- 
back, because as far as Theorem 2.1 is concerned, the values of f(a, x) for 
1.~1 > 1 are irrelevant, and we can, e.g., redefine f(cc, x) for 1x1 > 1 in such a 
way that f(a, X) vanishes for 1.~1 > 2. A more serious defect of (Fl) is that 
the same problem reappears when one differentiates F,,(cc, U) with respect to 
either u or v. For example, (~/~u)‘F,,(N, U) is the trilinear operator which 
maps the function triple (.‘c, I’, r) into 
If we only require x(s), y(s) and z(s) to be O( Isl) as s + --oo (this is essen- 
tially what one does in (Fl)), then the product x( -vs)y( -vs) z( -vs) will 
only be O( IsI ‘) as s --, --co, and therefore I. must have three finite moments 
if we want to satisfy (Fl). However, it is not difficult to check that it is 
possible to satisfy (F2) already in the case when I. has only one finite 
moment. This it true, because in (F2) we are only dealing with bounded 
functions, so the u-derivatives above makes sense without any moment 
conditions on L The only place where we need a moment is when we dif- 
ferentiate with respect to v to get 
$F,.(a,u)= -j~.Pi(ds)~f(a,u(-v~))U.(-vS) 
505;70,’ I IO 
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and 
-gF,,(a,u)(x)= -jR.~*(ds)~f(a,U(-vs))x’(-vS) 
Clearly, here it suffices if 1 has one finite moment. 
We invite the reader to check that if instead of (6.1) we consider the 
equation 
l”(ds)x(t-s) 
> 
) tER, (6.2) 
then in the generic case it is possible to satisfy (Fl ) with one finite moment 
on 1. 
7. AN IMPLICIT FUNCTION THEOREM 
In Section 3 we needed a nonstandard implicit function theorem, and 
this theorem is given below. 
In the sequel we use the notation dp for spaces of bounded linear 
operators from one Banach space to another, Ys stands for 9 with the 
topology of simple convergence, and L& stands for 2 with the topology of 
bounded convergence (i.e., convergence in the usual operator norm). 
IMPLICIT FUNCTION THEOREM 7.1. Let d and X be two Banach spaces, 
let Y be a finite-dimensional subspace of X, and let f satisfy the following 
conditions: 
(i) f: d x A’+ X is continuous, and f(0, 0) = 0. 
(ii) For fixed a E ~2, the function x H f (a, x) has a Gateaux derivative 
(a/ax) f (c(, x), and the mapping (LX, x) H (a/ax) f (tl, x) is continuous from 
d x X into yS(X, X). 
(iii) For all CL in some neighborhood ST& of 0 in &, the operators 
I - (a/ax) f(c1, 0) are bounded untformly in ~1, they are invertible, and their 
inverses are bounded, untformly in GC. 
(iv) (a/ax) f(a, X) - (a/ax) f(@, 0) + 0 in Tb(X; X) as (~1, x) -+ 0 in 
d x x. 
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Then there are neighborhoods SZ?‘~ and Y, of zero in .&’ and Y, respectively, 
such that for all (~1, y) E &, x Y,, the equation 
x= f(cc, x+ y) 
has a unique solution x = x(cc, y). This solution is a continuous function of 
(LX, y), and it has a partial derivative with respect to y, equal to 
~x(n,y)= z-Lf(r,x(z,y)+j 
aJ L 
-1 (J 
dx 1 ’ ~f(4 .U(% Y) + Y), 
bvhich is continuous in (c(, y). 
In addition to (i)-(iv) above, assume the ,following conditions: 
(v) For ,fked (fl, y’) E C&‘, x Y, , the function r H f (2, x(/I, y) + y) has 
a Frechet derivative icith respect to CC. Moreover, ,for fi-ued y the mapping 
(a, P)H (c?/&) f(x, .K(/?, y) + y) is continuou.s,from ~2, x 32, into L&(LzZ; X), 
and the mapping (x, J’) H (i3/&) f(a, X(X, y) + ~1) is continuous,from ~4~ x Y, 
into Yb(.c9, X). 
Then the ,function X(X, y) has a partial Frechet derivative with respect to GI 
,for all (r, y ) E .d, x Y, , given by, 
2 r(a, y)= z-2 f(a,.u(a, y)+y 
F I 
-’ r? 
2x. 6s 
z.f(a, 44 y) + y), 
and the ,function (x, ~3) H (a/&) .\-(a, ~9) is continuous ,from .d, x Y, into 
2g.d’; X). 
In the case when (3/3x) f(a, s) is continuous with values in Yb(X; X) 
and I- (a/a.\-) f (0,O) is invertible, both (iii) and (iv) are satisfied. Then the 
first part of the Implicit Function Theorem 7.1 becomes a special case of 
the ordinary implicit function theorem. If in addition (a/&) f(a, x) is con- 
tinuous from .d x X into J&(&, A’), then the second part of the theorem 
becomes a standard result. 
The proof of the Implicit Function Theorem 7.1 follows very closely the 
proof of the standard implicit function theorem, as given, e.g., in [25]. 
Therefore we only give an outline of the proof, and refer the reader to [25, 
pp. 59-621 for more details. 
Proof Write the equation x =f(cr, x + y) in the form 
x=x-[Z-/!(!I)] -‘[x-f(cI,x+ y)] 
= [z-A(cc)l~‘[A(a)-f(K x+ Y)l 
= [I-A(a)]-‘zqol, y, x) 
= g(4 Y, x)3 
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where we choose A(E) to be A(a) = (a/ax)f(a, 0), and define R and g by 
R(a, ~,x)=A(a)x-f(cr,x+y) and g(cr, y,x)= [I-A(a)]-'R(or, y,x). 
We claim that we can make g a uniform contraction with respect to x by 
restricting c(, y and x to some sufficiently small neighborhoods of zero. 
By (iii), A(a) and [I- A(a)] - ’ are bounded, uniformly in CC. One can 
estimate R by (cf. [25]) 
R(a, Y, ~1) - R(a, Y, ~2) 
= A(a)(x, -x2) - (f(a, XI + Y) -f(a, x2 + Y)) 
= ~f(a,O)-~f(a,rx,+(l-t)x2+y) dt (x1-x2). ) 1 
This together with (iv) implies that we indeed can make g a uniform con- 
traction, and that we can make the Lipschitz constant as small as we 
please. Using (i), and further restricting the size of c(, y, and x we make g 
map some neighborhood of zero in X into itself, uniformly in CI and y. By 
the contraction mapping principle, the equation x = j’(cr, xy) has a unique 
solution x-x(a, y) for all CY E &, and YE Y,, where ~2~ and Y, are 
neighborhoods of zero in ~2 and Y, respectively. 
To prove continuity of the solution in (CI, y), let us first observe that (ii) 
and (iii) imply that the mapping c1 H [I-A(cr is continuous with 
values in ys(X; X). Assume that we have made the Lipschitz constant of g 
less than $. Then a straightforward computation shows that for c1r, ~1~ E &‘r 
and Y,, y,eX,, xl =~(a,, Y,), x~=x(c~~, .Y~), one has (cf. PI) 
= ICI-A(a’Na,, yl, x2)- CI--A(a2)1-1R(a2, y2, x2)1. 
Therefore, to prove continuity of x(a, y), it suffices to show that R(a, y, x) 
is continuous in (a, y) for fixed XE X. However, this follows from (i) and 
(ii). Thus, X(LX, y) is continuous in (CC, JJ), as claimed. 
(So far we have not used the assumption that Y is finite dimensional. In 
particular, we could have taken Y = X.) 
Next, let us prove continuous differentiability with respect to y. TO do 
this, let us first observe that it follows from (iii) and (iv) that the expression 
which we have given for (alay) x(a, y) makes sense. Moreover, it is con- 
tinuous (as Y is finite dimensional, there is no need to distinguish between 
continuity with respect to simple convergence and continuity with respect 
to bounded convergence in spaces of bounded linear operators). 
Most of the proof of differentiability follows the usual pattern used in, 
e.g., [25]. Only the beginning is different. We fix c1 E d and y E X,, take 6y 
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such that y + 6y E Y,, and let 6x = x(a, y + Sy) - x(a, y). If we can verify 
that 
6x-~~(a,x+p)(dx+64.)=n(lsxl+ IW), 
then we can continue in the standard way to show Frechet differentiability 
with respect to y. To prove this is suffices to observe that 
6x = f( a, x + 6x + JJ + Sy ) - f( a, x + y ), hence 
dx-&f(a, x+y)(dx+dy) 
= D ( d ~f(a,x+y+i(dx+b))--&.f(a,x+y))dr](dx+dy). 
That the integral indeed tends to zero, uniformly in 6x and Sy as 
1&l + ISyl -+ 0 follows from (ii) and the fact that Y is finite dimensional, 
because simple convergence implies uniform convergence on totally boun- 
ded sets. As we mentioned above, the rest of the proof follows the standard 
pattern. 
(Instead of taking Y to be finite dimensional we could have obtained the 
same result by strengthening (ii), i.e., by requiring the mapping 
x H (d/af)(a, x) to be continuous from X into &(X, 2’) for fixed a. Then 
the resulting derivative will only be simply continuous in (a, y).) 
The proof of the additional claim about the a-differentiability of x 
follows the same lines as above. Again, the given expression for the 
derivative makes sense, and it is continuous with values in ZS(d; X). 
Let us fix a E &I and y E X,, take 6a such that a + da E &, , and let 6x = 
x(a + da, y) - x(a, v). Again, it suffices to show that 
This time we write this expression as 
Gx-~~(a,x+I.)6a-~f(a,x+g)6x 
=f(a+ha,x+dx+y)-f(a,x+bxf,)-$f(a,x+y)ha 
+f(a,x+bx+y)-J(a,x+y)-&f(a,x+y)hx. 
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That the sum of the last three terms is o( 16x1) follows from the differen- 
tiability of f(cr, x) with respect to x for fixed c(. The sum of the first three 
terms on the right-hand side equals 
a,x+6x+y-;,f(r,x+y) dt 6~. ) 1 
That the integral tends to zero, uniformly in 6% and 6x as 16~1 + 16x1 -+ 0, 
follows from the extra hypothesis. 1 
After we have applied the Implicit Function Theorem 7.1, we shall dif- 
ferentiate the explicit formulas for the partial derivatives of ~(a, JI) to get 
higher order derivatives. To do this we need the following lemmas: 
LEMMA 7.2. Let f(x) he Gateaux differentiable uith a simply continuous 
derivative from a Banach space X into a Banach space Y, and let x(m) be 
continuously differentiable ,from a finite dimensional space d into X. Then 
the composition f(x(a)) is continuously dtfferentiable ,from d into Y, with 
derivative f’(x(cr)) x’(a). 
Proof Take M and 6a in &, and define 6x = X(GI + 6~) - X(E), and 
Sf =f(x+bx)-,f(x). We have 
D 
’ csf -,f’(x) 6x = (f ‘(x + t&u) -f’(x)) dt 6x. 
0 I 
As simple convergence implies uniform convergence on totally bounded 
sets, this implies 
Sf = f’(x) 6x + o( 16x1). 
We also know that 
6x = x’(cI) 6’2 + o( l&l). 
Therefore 
Sf =.f'(x(cr))x'(ol)+o(l6al), 
and this proves differentiability. 1 
In our next lemma we use the notation 22’ for the space of k-linear 
operators from a product of k Banach spaces into another Banach space. 
LEMMA 7.3. Let & be finite dimensional, let f(a): d -+ Yk(X, x 
x,x ... x X, ; Y) be a simply Gateaux-differentiable function with a simply 
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continuous derivative, and let X,(M): & -+ X, be continuously differentiable 
functions. Then the composed function CIH f(a) x,(a) x,(a)~~~x,(cc) is 
continuously differentiable. 
Proof: For notational simplicity, let us take k = 2 (the other cases are 
completely analogous). 
Take LX, p E &, and observe that 
.f(a + m x,(a + PI X*(@ + P)-f(a) x,(co x2(a) 
= (.f(r + m x,(a + m -aa + B) -f(a) x,(x + B) x2(x + B)) 
+ (.f(@) x1(@+ P) xz(a + PI -.f(a) x,(r) -G(@. + PI) 
+ (f(E) x,(co ,xz(a + B)-f(a) x,(co -yz(co). 
Because of bilinarity, the last two terms are differentiable (in fact analytic) 
in /I. That the first term is differentiable follows as usual from the fact that 
simple convergence implies uniform convergence on totally bounded 
sets. m 
LEMMA 7.4. Let .d, A’,, X, and Y be Banach spaces, with d finite 
dimensional, and A’, c X0. Let X(U) be continuous with values in X, and 
continuously differentiable with values in A’,. Let f(cc, x) be continuous from 
,& x X0 into Y and have a partial Gateaux derivative with respect to x which 
is continuous ,from d x X, into yS(XO; Y), and let the restriction off to 
.d x X, have a partial Gateaux derivative with respect to x which is 
continuous from .c4 x X, into 2(&, Z). Then the function CI w f(cx, x(a)) is 
continuously differentiable, with derivative (a/&) f(cr, x(a)) + (d/ax)- 
f(% x(co) x’(a). 
Proof. Take M and 6c( in d, and define 6.x = x(c( + &IX)= x(a) and 
4f=,f(a + &, x+6x)- f(cc, x). Split Sf into 
Sf =(f(~+6a,x+6x)-.f(cr,x+6x))+(f(cc,.u+6x)-,f(cr,X)). 
Here (cf. the proof of Lemma 7.2) 
and by Lemma 7.2, 
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where 16~1~ is the norm in X,,. This together with the fact that 
16x-x’(a) haI, = o( 1&l) 
implies differentiability. 1 
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