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Zero-inflated outcomes are common in biomedical studies, where the excessive ze-
ros indicate some special but undetectable events. Quantile regression is potentially
advantageous in analyzing zero-inflated outcomes due to two reasons. First, compared
to parametric models such as the zero-inflated Poisson (Lambert 1992) and two-part
model (Duan et al. 1983), quantile regression gives robust and accurate estimation
by avoiding likelihood specification and can capture the tail events and heterogene-
ity over the outcome distribution. Second, while the mean-based regression may be
misinterpreted for a zero-inflated outcome, the interpretation of quantiles is naturally
compatible with the underlying process that such an outcome intends to measure.
Unfortunately, uncorrected linear quantile regression is not directly applicable be-
cause of two reasons. First, the feasibility of estimation and validity of inference of
quantile regression require the conditional distribution of outcomes to be absolutely
continuous, which is violated due to zero-inflation. Second, direct quantile regression
implicitly assumes a constant chance to observe a positive outcome, but the degree of
zero-inflation varies with the covariates in most cases. Thus the conditional quantile
function of the outcome depends on the covariates in a nonlinear fashion. To analyze
the zero-inflated outcomes by taking advantage of the merits of quantile regression, we
propose a novel quantile regression framework that can address all the issues above.
In the first part of this dissertation, we propose a two-part model that comprises a
logistic regression for the probability of being positive, and a linear quantile regression
for the positive part with subject-specific zero-inflation adjusted. Inference on the
estimated conditional quantile and covariate effect are not trivial based on such a
two-part model. We then develop an algorithm to achieve a consistent estimation of
the conditional quantiles, while circumventing the unbounded variance at the quantile
level where the conditional quantile changes from zero to positive. Furthermore, we
develop an inference tool to determine the quantile treatment effect associated with
a covariate at a given quantile level. We evaluate the proposed method and compare
it with existing approaches by simulation studies and a real data analysis aimed at
studying the risk factors for carotid atherosclerosis.
In the second part, based on the proposed two-part model mentioned above, we
develop ZIQRank, a zero-inflated quantile rank-score based test to detect the differ-
ence in distributions. The proposed test extends the local inference in the first part
to a simultaneous one. It is powerful to handle zero-inflation and heterogeneity si-
multaneously. It comprises a valid test of logistic regression for the zero-inflation and
rank-score based tests on multiple quantiles for the positive part with zero-inflation
adjusted. The p-values are combined with a procedure selected according to the ex-
tent of zero-inflation and heterogeneity of the data. Simulation studies show that
compared to existing tests, the proposed test has a higher power in detecting differ-
ential distributions. Finally, we apply the ZIQRank test to a human scRNA-seq data
to study differentially expressed genes in Neoplastic and Regular cells. It successfully
discovers a group of crucial genes associated with glioma, while the other methods
fail to do so.
In the third part, we extend the proposed two-part quantile regression model for
zero-inflated outcomes and the ZIQRank test to analyze longitudinal data. Each part
of the proposed two-part model is modified as a marginal longitudinal model (GEE),
conditioning on the outcome at the previous time point and its zero/positive status.
We apply the model and the test to study the effect of a recommender system aimed
at boosting user engagement of a suite of smartphone apps designed for depressed
patients. Our novel model framework demonstrates a dominating performance in
model fitting, prediction, and critical feature detection, compared to the existing
methods.
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Chapter 1
Introduction
1.1 Zero-inflation in biomedical studies
Zero-inflated outcomes take non-negative values with a non-negligible mass at zero. It
might be because some events are extremely rare or part of the outcome is structurally
undetectable. In fact, zero-inflated variables are commonly observed in biomedical
studies. This dissertation will dive into three such health research fields.
1.1.1 Etiology
One of the typical research fields is etiology, where many disease markers are either
zero indicating healthy status, or positive values measuring disease severity. The
Northern Manhattan Study (NOMAS, Rincon et al. 2008) conducted by the Neuro-
logical Institute of Columbia Presbyterian Hospital is such an etiology study. It was
designed to evaluate the impact of medical, socio-economic, and other risk factors
on the incidence of vascular disease in a multi-ethnic and stroke-free cohort in the
population of Washington Heights in Northern Manhattan. The critical marker is
carotid plaque (an area of artery wall thickening, Rundek et al. 2008), which is used
to measure carotid atherosclerosis, a known risk factor for stroke and cardiovascular









































Figure 1.1: Frequency histograms of plaque area (plaqarea, left) and echodensity
(plaqden, right) in carotid plaque data.
diseases. Figure 1.1 shows the frequency histograms of two carotid plaque features
measured by high-resolution ultrasounds, namely plaque area (plaqarea, in mm2) and
plaque echodensity (plaqden, in mm−3), of 1462 participants in the study. Specifically,
plaque area indicates the size of the plaque, and echodensity suggests the texture of
the plaque. When an individual does not have detectable plaque, both these variables
are zero. Information on risk factors, including demographics, smoking status, and
blood pressure, were also collected to understand the determinants of cardiovascular
risks (Cheung et al. 2017).
It is critical to characterize the associations between these zero-inflated plaque
parameters and individuals’ risk factors with realistic statistical models. A common
modeling approach for zero-inflated outcomes assumes a mixture of a degenerated dis-
tribution at zero and another parametric distribution(s), such as zero-inflated Poisson
(ZIP) regression (Lambert 1992) and generalized ZIP (GZIP) mixture regression (Lim
et al. 2014). More generally, Jorgensen (1987) considered a compound Poisson-gamma
(CPG) distribution within the generalized linear model framework. These parametric
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methods, however, often impose rather strong assumptions on the outcome distribu-
tions, which likely leads to biased results and invalid inference. In addition, extreme
tails of the parameters’ distribution will be of particular interest: a small but positive
plaque would indicate a fundamentally different state of the individual from an indi-
vidual with no plaque, whereas extremely large plaque values are thought to associate
with diseases. Unfortunately, those existing parametric models may not provide an
accurate approximation of the tails.
Quantile regression (Koenker and Bassett 1978), as an alternative regression ap-
proach, is advantageous for two reasons. First, it avoids any parametric likelihood
form via the estimation of conditional quantiles, providing a robust and accurate
estimation. Additionally, quantile regression, as opposed to mean-based regression,
naturally offers the appropriate physical interpretation of the analysis results. In
NOMAS, while echodensity could have an interval interpretation for those who have
detectable plaques (e.g., every unit increase in echodensity might be viewed as worsen-
ing by the same amount), a zero value of echodensity (i.e., no plaque) has no physical
interpretation other than that it is better than a positive plaque value. Therefore,
making inference about the quantiles of these disease markers would avoid possible
misinterpretation given by mean-based regression analysis.
However, the existing quantile regression approach is not directly applicable to
model zero-inflated outcomes for two reasons. First, the feasibility of estimation
and validity of inference of quantile regression require the conditional distribution
of outcomes to be absolutely continuous, which is violated in the presence of zero
inflation. Second, direct quantile regression implicitly assumes a constant chance to
observe a positive outcome, which is unlikely as the degree of inflation is varying across
subjects. Further, as the probability of taking zero varies according to the covariates,
the quantile function of the outcome depends on the covariates in a nonlinear fashion,
which is not readily depicted in a regular quantile regression model. To illustrate this
point, Figure 1.2 plots the τth empirical quantiles of the echodensity data (plaqden)





















































































Figure 1.2: Empirical quantiles of plaqden against systolic blood pressure. The rela-
tionship is nonlinear as the proportion of zeros changes with systolic blood pressure.
by subgroups based on systolic blood pressure, where τ = 0.1, 0.25, 0.5, 0.75, 0.9. It
shows that individuals with lower systolic blood pressure are associated with a greater
proportion of zeros, resulting in a nonlinear relationship between the quantiles of
plaqden and the systolic blood pressure. This characteristic will not be captured by
a linear quantile regression that ignores the point mass at zero. Therefore, a novel
quantile regression model adjusting for zero-inflation needs to be developed.
1.1.2 Single-cell analysis
Analysis of single cell RNA-sequencing (scRNA-seq) data also faces the issue of severe
zero-inflation. As a crucial technology advance from bulk experiments, it measures
mRNA transcript abundance in individual cells, and enables us to study the gene-
specific expression heterogeneity across cells. This is important for understanding
cancer progression, for discovering novel cell types, and so on (Buettner et al. 2015;
Hong et al. 2013; Patel et al. 2014; Ramsköld et al. 2012; Treutlein et al. 2014;
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Trombetta et al. 2014). Unfortunately, because of the biological and technical cell-
to-cell variability, a given gene’s expression is often unobserved in a large fraction of
cells, which leads to zero-inflation in expression level (Kharchenko et al. 2014).
Differential gene expression analysis is one of the most commonly performed tasks
for RNA-seq data with a broad set of applications, such as identifying the genes asso-
ciated with tumor, understanding phenotypic variation, among many others (Costa-
Silva et al. 2017; Zhang et al. 2014). For scRNA-seq data, unfortunately, conducting
differential gene expression analysis is challenging due to its two characteristics. The
first, of course, is zero-inflation. As progress from those unimodal models such as
DESeq2 (Love et al. 2014) used in bulk, several mixture methods have recently been
developed to accommodate the dropouts in single cells. MAST (Finak et al. 2015)
uses a logistic regression model for the zero-inflation and a Gaussian linear model
for the positive continuous part. Monocle (Trapnell et al. 2014) fits the data with
a generalized additive model (GAM) and takes care of the dropout events with the
Tobit model (Tobin 1958). However, these methods are insufficient due to the sec-
ond characteristic of the scRNA-seq data: the expression level of a given gene often
follows a multimodal distribution. This is probably a result of the multiple stable
states among expressed genes (Birtwistle et al. 2012) which comes from expression
burst (Ozbudak et al. 2002) or positive feedback signal (Kærn et al. 2005). Another
process called negative feedback may also cause the heterogeneity. For example, in
a cell with carcinogenesis, the expression of a tumor suppressor gene has a location
shift, but then it will be slightly adjusted back by the human body. It has been
observed that the negative feedback may result in dampened or sustained oscillations
(Kærn et al. 2005; Monk 2003), and the oscillations may, in turn, lead to multiple
modes in the single cells (Dobrzyński et al. 2012, 2014). Korthauer et al. (2016)
summarized four typical types of differential distributions (DD) between cell condi-
tions: traditional differential expression (DE), differential proportion of cells within
each component (DP), differential modality (DM), and both differential modality and
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Figure 1.3: Density and quantile functions of the four types of differential distri-
butions, including DE: differential expression (topleft), DP: differential proportion
(topright), DM: differential modality (bottomleft), DB: both differential modality
and different component means (bottomright).
different component means within each condition (DB). Three of the four types (DP,
DM, and DB) contain multimodality. In addition, Figure 1.3 shows that for DP
and DB, the means of the two cell conditions are the same. Then the existing para-
metric approaches targeting the mean difference are no longer powerful. To address
this problem, Korthauer et al. (2016) proposed a method called scDD by using the
nonparametric Bayesian mixture model and the permutation or Kolmogorov-Smirnov
test. However, scDD is not able to incorporate covariates directly. It is a prominent
drawback, as in genetic/genomic researches, there are usually confounding factors to
be adjusted, such as clinical covariates, related phenotypes, etc.
Again, relaxing parametric specifications, quantile regression is promising to achieve
robust and powerful inference regardless of the complex multimodality and tail dif-
ference. It also enables us to incorporate confounders flexibly and easily interpret the
result. As Figure 1.3 presents, multimodality results in heterogeneity in the quantile
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difference (DB, DP, and DB), and one or more crossings of quantile functions (DP
and DB). Therefore, by examining the difference on various quantiles, one can per-
form a powerful test regarding differentially expressed genes (DEGs). QRank (Song
et al. 2017) is such a method that summarizes rank-score tests (Gutenbrunner et al.
1993) on different quantiles. However, it is problematic due to the two aforementioned
drawbacks of direct quantile regression (Section 1.1.1), which likely leads to unreliable
or underpowered testing. Consequently, a new hypothesis testing procedure based on
our novel quantile regression model for zero-inflated outcomes is of great interest to
be established.
1.1.3 mHealth
Apart from the traditional health research fields, e.g. etiology and genomics discussed
above, zero-inflated outcomes are also prevalent in Mobile Health (mHealth, Kumar
et al. 2013). The term, mHealth, refers to using smartphones, wearable devices,
smartwatches, etc. to collect health data and deliver simple “treatment” informa-
tion over time. It grows rapidly as a complement to traditional healthcare, providing
greater access to larger segments of a population. IntelliCare (Lattie et al. 2016;
Mohr et al. 2017) is such a mHealth system, consisting of a suite of interactive smart-
phone apps for depression and anxiety. Each of the apps is designed to support the
acquisition of one specific skill, e.g. sleep on time, contact friends or family member
regularly, manage worry with app-provided lessons and distractions, etc. Hub is a
special app that gives pop-up recommendations and provides links for other apps.
It is a recommender system embedded to boost the user engagement of the apps in
the IntelliCare suite. Cheung et al. (2018) shows that centralized recommendations
increase overall and app-specific user engagement, in terms of the weekly app use
count, the number of days with app usage and engagement duration.
To understand the effect of every specific app recommendation over time, and learn
the optimal number of weekly recommendations, we aim to conduct a longitudinal
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analysis on 1514 Hub users who downloaded Hub as their first IntelliCare app between
April 1, 2015 and August 31, 2016. Each user’s data is processed up to 8 weeks from
the first download. However, as the user stickiness varies a lot, i.e. some only use the
apps for the first several days, while others keep using it regularly, the user engagement
metrics are highly zero-inflated. As Figure 1.4 depicts, the app use count (total count
except for Hub) over time is highly zero-inflated, and there are prominent tail events
that likely distinguish the use patterns. Therefore, the existing longitudinal models,
such as linear mixed model, are insufficient. Also, the parametric longitudinal zero-
inflation models, e.g. the GEE-type zero-inflated negative binomial (ZINB) regression
(Kong et al. 2015), are not able to capture the tail events. As a result, a quantile-
based longitudinal model for zero-inflated outcomes and its corresponding testing
procedure are demanded.
1.2 Our contributions
We propose a two-part modeling strategy that uses logistic regression to model the
probability of being positive, and linear quantile regression for the positive part with
subject-specific zero-inflation adjusted. The model generalizes the parametric two-
part regression approach by Duan et al. (1983) and the hurdle regression model by
Mullahy (1986). Based on the estimated logistic regression model and conditional
quantile process, we develop an algorithm to achieve consistent estimation of the con-
ditional quantiles. The algorithm circumvents the unbounded variance at the quantile
level where the conditional quantile changes from zero to positive. In addition, we de-
velop an inference tool to determine the marginal quantile treatment effect associated
with a covariate at a given quantile level. Asymptotic distributions of both estima-
tors of the conditional quantile and marginal quantile effect are derived. Through
simulation studies, we demonstrate that the novel method drastically improves the
estimation consistency and quality in terms of bias and MSE, compared to the exist-
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Figure 1.4: Frequency histograms of app use sessions during Week 2, 4, 6, and 8.
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ing parametric approaches and direct quantile regression. Also, it provides the best
point and interval estimation of the quantile treatment effect. We apply the proposed
method to NOMAS and detect the heterogeneous effects of risk factors for relatively
healthy and most vulnerable patients, which are missed using standard analyses. In
addition, it shows a dominating prediction performance in terms of the accuracy for
the zero outcomes and 95% prediction upper bound for the positive.
Next, we extend the local inference above to a simultaneous one considering mul-
tiple quantiles, which is powerful in differential distribution detection. This zero-
inflated quantile rank-score based test, ZIQRank, is able to handle the severe heter-
geneity and zero-inflation simultaneously. It comprises a valid test in logistic regres-
sion for the zero-inflation such as Wald or score test, and rank-score based tests on
multiple quantiles of the positive part with individual zero-inflation adjusted. The
p-values are sophisticatedly combined by a procedure selected according to the extent
of data’s zero-inflation and heterogeneity. Simulation studies show that the proposed
ZIQRank is more powerful than QRank, linear regression, and existing methods for
bulk and single cells with false discovery rate (FDR) controlled. We then apply it to
study a scRNA-seq data about human glioblastoma. ZIQRank is successful in detect-
ing a number of genes that are important for diagnosis, progression, or suppression
of glioblastoma, while the competing methods fail to do so.
Last but not least, we extend the proposed model and test to longitudinal analysis.
As an extension to Wei et al. (2006), each of the two parts, the logistic regression and
adjusted quantile regression, is modified to be a marginal longitudinal model (GEE),
conditioning on the previous time point’s outcome and its zero/positive status. In
addition, we extend the ZIQRank test to the longitudinal setting, achieving powerful
and computationally efficient score-type test. By applying them to the IntelliCare
data, we show their advantages in goodness-of-fit, prediction, and crucial feature
detection.
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1.3 Structure of the dissertation
The rest of the dissertation is organized as follows. In Chapter 2, we review parametric
models for zero-inflated outcomes (Section 2.1), go over fundamentals of quantile re-
gression, nonlinear quantile regression and censored quantile regression (Section 2.2).
Note that the censored quantile regression studies the latent continuous outcome be-
fore censoring, cannot address the zero-inflated outcome itself. In Chapter 3, we estab-
lish the two-part quantile regression model framework for zero-inflated outcomes. We
build the model, describe the estimation procedure of conditional quantiles and the
inference tool of marginal quantile treatment effect, and study the asymptotic proper-
ties of the estimators (Section 3.1). Simulation studies are presented to demonstrate
the advantages of the proposed model (Section 3.2). Real data analysis on NOMAS
is summarized in Section 3.3 to study the risk factors for carotid atherosclerosis mea-
sured by ultrasound carotid plaque burden. Chapter 4 discusses the ZIQRank test
for differential distribution detection. Simulation studies to compare ZIQRank with
existing methods can be found in Section 4.2. In Section 4.3, we apply the proposed
test to study GSE8446 and detect a set of DEGs that are important for diagnosis,
progression and suppression of glioblastoma, while the competing methods fail to do
so. In Chapter 5, we present the real data analysis of IntelliCare data and show
advantages of the proposed method in terms of model fitting, prediction, and crucial
feature detection for the recommendation system. In Chapter 6, we summarize the
methods and findings in the previous chapters and discuss several future directions.
Appendices, in the end, provide proofs and further remarks.
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Chapter 2
Literature review
This chapter provides a brief overview of the existing parametric methods for zero-
inflated outcomes, followed by a review on quantile regression, including linear quan-
tile regression, nonlinear quantile regression, and censored quantile regression. Meth-
ods for scRNA-seq data and models for longitudinal zero-inflated outcomes are not
presented, because nearly all of them are extensions or variations of the models cov-
ered below. Also, censored quantile regression cannot address the zero-inflated out-
comes studied in this dissertation because they aim to model the latent continuous
outcome. However, their ideas are inspirations for our novel methods.
2.1 Zero-inflated models
2.1.1 Tobit model
Tobin (1958) assumes an underlying normally distributed variable Y ∗ for the semi-
continuous outcome Y such that
yi ∼
 y∗i , if y∗i > 0,0, if y∗i ≤ 0,
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and y∗i = x
>
i β + εi with εi ∼i.i.d. N(0, σ2). Then the probability of a zero response is
P (Yi = 0) = 1− Φ(x>i β/σ),
where Φ is the distribution of standard Gaussian. Given yi > 0, the density is
f(yi|yi > 0) = σ−1φ{(yi − x>i β)/σ},
where φ is the density of standard Gaussian. The maximum likelihood estimates
(MLE) of β and σ can be solved by Newton-Raphson algorithm. The model is
suitable for modeling a censored response variable. However, when zeros represent
actual outcome values, as in this dissertation, the normality and constant variance
assumption of ε becomes dubious and the MLEs are inconsistent. A semiparamet-
ric estimation for Tobit model named symmetrically trimmed least squares (STLS)





I(x>i β){min(yi, 2x>i β)− x>i β}2.
The estimator is consistent and asymptotically normal, but only under the symmetric
distribution assumption.
2.1.2 Two-part model
Duan et al. (1983) proposed a two-part model suitable for skewed semicontinuous
data. It separates the modeling into two stages, which can be modeled with different
covariates. The first part is a binary process modeling the event of being zero or
positive,
logit{P (Yi = 0)} = z>i γ.
Given yi > 0 and εi ∼i.i.d. N(0, σ2), the second part assumes a log-normal distribution,
log (yi|yi > 0) = x>i β + εi.
MLEs can be easily obtained by separately maximizing the two parts. The model has
a neat likelihood (without latent variables) and easy interpretations. However, if the
log transformation does not stabilize the variance, heteroscedasticity may be present.
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2.1.3 Compound Poisson exponential dispersion model
Jorgensen (1987) proposed a compound Poisson distribution where a single variable
can generate semicontinuous data. It allows generalized linear model (GLM) to solve







The variance function v(µi) characterizes the exact distribution, where the mean is
µi = ∂b(θi)/∂θi. For the specification v(µi) = µ
p
i , it is Poisson when p = 1. When












φnΓ(−αn)n! , if yi > 0,












where Ni ∼ Poisson(b(θi)/φ) and Wij ∼ Gamma(αφ/θi,−α). When Ni and Wij are
independent, we have P (Yi = 0) = P (Ni = 0). Given Ni > 0, the distribution of Yi is
continuous on the positive real line. When p is known, the problem can be solved by
GLM. However, in most applications p is unknown, so computation is complicated
and moment-based estimation may be a good alternative.
2.1.4 Zero-inflated Poisson model
Lambert (1992) proposed ZIP for zero-inflated count outcomes, which assumes the
response comes from a mixture of two populations,
Yi ∼
 0, with probability pi,Poisson (λi), with probability 1− pi,
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so
Yi =
 0, with probability pi + (1− pi)e−λi ,k, with probability (1− pi)e−λiλk/k!, k = 1, 2, . . . .
Moreover, the parameters λ = (λ1, . . . , λn)
> and p = (p1, . . . , pn)
> satisfy
log(λ) = Xβ,
logit(p) = log(p/(1− p)) = Zγ,
for covariate matrices X and Z. Parameters can be estimated via the EM algorithm.
To overcome overdispersion, the zero-inflated negative binomial model (ZINB) is a
common alternative. However, if the parametric assumption is not appropriate, esti-
mates of such a mixture model are biased.
2.1.5 Hurdle model
Hurdle model was proposed by Mullahy (1986) to model zero-inflated count outcomes.
If the outcome is positive or the “hurdle” is crossed, its conditional distribution is
governed by a truncated-at-zero count data model. Thus, there is only one source of
zeros, which is similar to the two-part model. The truncated Poisson is usually used
to model the positive,
P (Yi = k|Yi > 0) =
P (Yi = k, Yi > 0)






i β) − 1)k!
.
The truncated negative binomial model can be employed to remedy overdispersion.
Similarly, its estimation relies on the appropriateness of the parametric assumption.
2.2 Quantile regression
Quantile regression (Koenker and Bassett 1978) is a significant extension of traditional
regression. It is a semiparametric regression quantifying functional relationship be-
tween covariates and some quantile of the response instead of the conditional mean,
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e.g. the conditional median, the first quartile and the 90th quantile of the outcome.
For any real-valued random variable Y with distribution FY (y) = P (Y ≤ y), the τth
quantile of Y is defined as the inverse function
QY (τ) = F
−1
Y (τ) = inf{y : FY (y) ≥ τ},
where 0 < τ < 1. Alternatively, it can be obtained by
QY (τ) = argmin
Q∈R






|y −Q|f(y) dy + τ
∫ ∞
Q
|y −Q|f(y) dy, (2.1)
where the formula can be easily modified to define other concepts, such as expectile,
f(y) is the density of Y , and the quantile loss function ρτ (u) is a piecewise linear
function given by
ρτ (u) = u{τ − I(u < 0)} (2.2)
for some τ ∈ (0, 1) as illustrated in Figure 2.1. Another equivalent expression of the
quantile loss function is
ρ
′
τ (u) = |u|+ (2τ − 1)u,
which can be used to simplify optimization and easily extended to multivariate case.
For a sample y1, . . . , yn, the τth sample quantile is the solution to the optimization
problem




ρτ (yi −Q). (2.3)
2.2.1 Linear quantile regression
With covariatesX, and the nondecreasing function of τ , QY (τ |X), the linear quantile
regression model assumes
QY (τ |X) = X>β(τ), (2.4)
where any τ ∈ (0, 1) can be fitted. The coefficient β(τ), which is the change of the
τth quantile of response when X changes by one unit, will be different for different
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Figure 2.1: Quantile loss function, which is piecewise linear as a check.
values of τ . With i.i.d. samples (xi, yi), i = 1, . . . , n, the model can be written as
yi = x
>
i β(τ) + εi, (2.5)
where we only require εi are mutually independent and Qεi(τ |xi) = 0. Compared
to the ordinary linear regression, homoscedasticity and normality assumptions are
released.
2.2.1.1 Estimation and computation






ρτ (yi − x>i β(τ)). (2.6)
There is no parametric likelihood in quantile method, however the problem can be
easily solved by linear programming. By expressing εi in (2.5) as ui − vi, where
ui = eiI(ei > 0), vi = |ei|I(ei < 0), and x = (x1, . . . ,xn)>, we can rewrite the





s.t. y − xβ = u− v
β ∈ Rp,u ≥ 0,v ≥ 0,
which is a standard linear programming problem that can be solved by many well-
developed algorithms, such as the interior point algorithm. Many statistical softwares,
such as R, SAS, python and MATLAB, provide packages to conduct the analysis.
2.2.1.2 Asymptotic properties
In this section, we present the asymptotic results established for estimators in linear
















i β(τ) + ε).







I(|x>i u| < d) = 0.









Under the above three assumptions, we can establish the consistency,
β̂(τ)→p β(τ).
Moreover, with the following regularity conditions,
Assumption 4. Fi are absolutely continuous, with densities fi that are continuous
and uniformly bounded away from 0 and the points ∞ at QY (τ |xi), i = 1, 2, . . ..
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= (τi ∧ τj − τiτj)D1(τi)−1D0D1(τj)−1.
2.2.1.3 Hypothesis testing
There are three commonly used tests in quantile regression, Wald test, resampling
methods and rank-score test. Suppose the model is
Y = X>1 β1 +X
>
2 β2 + ε,









We will discuss the three tests with the following hypothesis,
H0 : β2 = 0,
H1 : otherwise.
Wald test: One can take the Wald approach and take advantage of the asymp-
totic normality of β̂2 under H0. However, as shown in Section 2.2.1.2, the asymptotic
covariance matrix of the estimator involves the local density of the outcome. The nui-
sance quantity in D1 has to be estimated by kernel methods. This is computationally
difficult as the error term is unspecified and usually non-i.i.d. in quantile regression.
In addition, Chen and Wei (2005) showed that the Wald test is generally unstable at
extreme quantiles due to sparsity.
CHAPTER 2. LITERATURE REVIEW 20
Resampling methods: To avoid the kernel estimation of local densities, boot-
strap is a popular alternative. Commonly used methods include paired bootstrap,






ψτ (yi − x>i β)xi,
where ψτ (u) = τ − I(u < 0) is the τth quantile score function, or the the piecewise
first derivative of ρτ (u) (2.2). However, resampling is computationally intensive,
which makes it not practical with big data.
Rank-score test: As proposed by Gutenbrunner et al. (1993), the rank-score
test can be interpreted as an implementation of the Rao score, Lagrange multiplier
principle for quantile regression inference. Let β̂1 be the estimate of β1 under H0,





ρτ (yi − x>1iβ1).
Next, denote
x∗2 = (I − x1(x>1 x1)−1x>1 )x2,
where I denotes the identity matrix, x1 and x2 denote the matrices consisting of the






ψτ (yi − x>1iβ1)x∗2i.
It has a Gaussian asymptotic distribution
Sn →d N(0,Στ ),
with the limiting covariance matrix Στ = n
−1τ(1− τ)x∗>2 x∗2.
The rank-score test might be the most appealing because it is stable even at
extreme quantiles, also computationally simple that only β1 needs to be estimated
once under H0.
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2.2.1.4 Merits
Linear quantile regression model several advantages. First, it provides a compre-
hensive association between the response and covariates. For example, the quantile
treatment effect is
δ(τ) = QY (τ |Xi = 1)−QY (τ |Xi = 0) = G−1(τ)− F−1(τ),
which can be varied over τ , depicting the hetergeneous association on different lo-
cations of the outcome distribution, while the mean treatment effect is simply its











Second, it is robust to heavy-tailed distributions. Quantile is basically an order
statistics, then outliers won’t affect the estimation and analysis.
Next, quantile regression has equivariance properties,
β̂(τ ; ay,X) = aβ̂(τ ;y,X), β̂(τ ;−ay,X) = −aβ̂(1− τ ;y,X)
β̂(τ ;y +Xγ,X) = β̂(τ ;y,X) + γ, β̂(τ ;y,XA) = A−1β̂(τ ;y,X),
where Ap×p is a nonsingular matrix, γ ∈ Rp and a > 0 is a constant, β̂(τ ;y,X) is
the estimator on the τth quantile with observations (y,X). More importantly, the
equivariance to monotone transformations property is
Qh(Y )(τ) = h{QY (τ)},
where h is an increasing function. Note that if h is decreasing, the equality holds but
τ is changed to 1− τ on the right. Of course, the mean doesn’t share this property.
2.2.2 Nonlinear quantile regression
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Just as mean regression, we can do local quantile regression such as locally linear and
kernel, and spline such as B-spline and smoothing spline.
The constrained B-spline smoothing (COBS) proposed by He and Ng (1999) is






ρτ{yi − f(xi)}+ λLp“roughness”. (2.7)
With a general knot mesh T = {ti}N+2mi=1 , t1 = . . . = tm < tm+1 < . . . < tN+m <





where N is the number of internal knots, Bj(x) are the normalized B-spline basis
functions, aj corresponding coefficients and Sm,T is the space of polynomial splines
of order m with mesh T . Suppose xi are all distinct from one another, m = 2 and






















Then we can add any constraint, such as monotonicity, convexity, periodicity or
pointwise constraints. By linear programming, the problem can be readily solved.
The method is flexible, efficient and able to achieve the optimal rate of convergence.
2.2.3 Censored quantile regression
As discussed in Section 1, quantile regression cannot deal with the zero-inflated prob-
lem directly, unless a perturbation is added to the response before estimation. Then,
some researchers treat it as a censoring problem with a latent response Y ∗ that can be




i β(τ) + εi,
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where only Y = max(C, Y ∗) or Y = min(C, Y ∗) can be observed. Estimation and
inference are for the latent coefficient β(τ). Although the zero-inflated outcome itself
cannot be addressed, the ideas of the existing censored methods provide inspiration
for this dissertation. There are two kinds of censoring, (1) fixed censoring: when the
censoring times Ci are known for all observations, even for those subjects that are not
censored, then Ci = C can be assumed, and (2) random censoring: when censoring
points are unknown for uncensored observations. Methods for both fixed and random
censoring are well developed.
2.2.3.1 Fixed Censoring Model
Powell’s estimator: Due to the equivariant to monotone transformations prop-
erty, with QY ∗(τ |X) = X>β(τ) and Y = max(C, Y ∗), we have
QY (τ |X) = max(C,X>β).





ρτ{yi −max(C,x>i β(τ))}, (2.8)
which estimates the truncated conditional quantile functions that are nonlinear in
parameters. Though the estimator is conceptually appealing, it is computationally
challenging. Its objective function is non-convex, computation is likely to get stuck
at a local minimum, and the complexity grows exponentially.
Informative subset-based estimator (ISUB): Without loss of generality, let
C = 0, and denote the true parameters as β0(τ), then minimizing objective function
(2.8) is asymptotically equivalent to minimizing
n∑
i=1
ρτ (yi − x>i β)I{x>i β0(τ) > 0}, (2.9)
Let δi = I(y
∗
i > 0) be the censoring indicator. By the fact that
π0(xi) = P (δi = 1|xi) = P (εi > −x>i β0(τ)|xi), P (εi > 0|xi) = 1− τ,
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the objective function (2.9) can be further expressed as
n∑
i=1
ρτ (yi − x>i β)I{π0(xi) > 1− τ}.
Tang et al. (2012) proposed a two-step procedure to obtain the estimator:
Step 1. Estimate π0(xi) by using either parametric or nonparametric regression
method for binary data, and denote the estimated conditional probability as π̂(xi).
Step 2. Determine the informative subset Jn = {i : π̂(xi) > 1 − τ + cn}, where




ρτ (yi − x>i β)I{π̂(xi) > 1− τ + cn},
where cn is used to exclude boundary cases from the subset.
Under some conditions of rate and smoothness, the estimator has the same asymp-
totic efficiency as that of Powell’s. For a given τ ∈ (0, 1), and with ‖π̂−π0‖∞ = op(1),
β̂(τ)→p β0(τ).
With ‖π̂ − π0‖∞ = op(n−1/4), we have
√












and f0 is conditional density of y
∗.
Compared to Powell’s, the estimator is computationally convenient. Standard
quantile regression inference methods are valid when applied to the subset. Our
proposed method share some similarities with ISUB, however, our method targets
the zero-inflated outcome itself while ISUB studies the latent response.
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2.2.3.2 Random censoring model
Compared to fixed censoring, random censoring are more flexible, require weak data
conditions, and have a even higher asymptotic efficiency. In this section, β is short for
β(τ), and β0 refers to the truth. We will present the methods the two assumptions
separately:
Assumption A. C is independent of Y ∗ and X.
Assumption B. C and Y ∗ are independent conditional on X.
Under Assumption A: C is independent of Y ∗ and X: Ying et al. (1995)
proposed re-weighting the estimating equation with censoring in a survival analysis by
median regression. The idea is readily extended to quantile problem. Let G denote











P (Yi > x
>
i β0|xi) = P{min(Ci, Y ∗i ) > x>i β0|xi}
= P{Y ∗i > x>i β0|xi}P{Ci > x>i β0|xi} = (1− τ)G(x>i β0).
Bang and Tsiatis (2002) proposed a similar estimating equation for median regression.
We also extend it to quantile setting, let δi = I(Y
∗















[I(Y ∗i < Ci)
G(Yi)
xi{I(Yi < x>i β0)− τ}|xi, Y ∗i
])
≈ 0.
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The limitation is that the estimating equations are unbiased only if G is known.
Under Assumption B: C and Y ∗ are independent conditional on X:
Portnoy (2003) proposed a redistribution-of-mass estimator, which is a generalization
to regression of the KM estimator. In the model, each right censored observation is
split into two points, one at Yi with mass point wi, the other at ∞ with mass 1−wi.





wiρτ (yi − x>i β) + (1− wi)ρτ (∞− x>i β).
There are three cases. Uncensored, then wi = 1. Censored and not yet crossed (above
the τth quantile), i.e. Yi = Ci > x
>
i β0, treat is as uncensored, then wi = 1. Censored
and crossed, then τ̃i = F (Ci|xi) < τ , and
wi = E{I(Y ∗i − x>i β0 < 0)|Y ∗i > Ci, Ci,xi} = (τ − τ̃i)/(1− τ̃i).
Estimating τ̃i is a major problem. If the target is the τth quantile, the algorithm to
deal with it is to estimate a weighted quantile regression at all the quantiles below τ ,
starting from τ = 0 and updating up step by step.
As an improvement of the Portnoy’s, Wang and Wang (2009) proposed a locally
weighted estimator, which does not rely on the requirement of recursive fitting or
linearity of the quantile function at all levels. The difference is that to estimate τ̃i,
the local model only needs to estimate F by local KM estimator





k=1 I(Yk ≥ Yj)Bnk(x)
}ηj(t)
,
where ηj(t) = I(Yj ≤ t, δj = 1), and Bnk(x)is a sequence of non-negative weights
adding up to 1.
Instead of KM, Peng and Huang (2008) proposed an estimating equation that
relates to an extension of the martingale representation of Nelson-Aalen estimator of
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the cumulative hazard function. Denote
ΛY ∗(t|(x) = − log{1− FY ∗(t|(x)},
Ni(t) = I(Yi ≤ t, δi = 1),
Mi(t) = Ni(t)− ΛY ∗{t ∧ Yi|xi},
where the third is a martingale process such that E{Mi(t)|xi} = 0 for all t ≥ 0. Then
E{Ni(x>i β0)− ΛY ∗(x>i β0 ∧ Yi)|xi} = 0,
where, with H(u) = − log(1− u) for u ∈ [0, 1]
ΛY ∗(x
>
i β0 ∧ Yi|xi) = H(τ) ∧H{FY ∗(Yi|xi)} =
∫ τ
0
I(Yi ≥ x>i β0)dH(u).












I(Yi ≥ x>i β)dH(u)
]
= 0.
By approximating the integral on a grid 0 = τ0 < τ1 . . . < τJ < 1, at the gridpoints
αi(τj) =
∑j−1












This model is asymptotically similar to the Portnoy’s by simulation study. Also it
requires to estimate all the quantiles below τ .




model for zero-inflated outcomes
This chapter describes the proposed two-part quantile regression framework for zero-
inflated outcomes. Section 3.1 provides the details of our proposed model, the model-
based conditional quantile estimation and its asymptotic properties. The model-
based inference tool of quantile treatment effect and the model-based prediction are
discussed in Section 3.1.3. We compare the finite sample performance of the pro-
posed method with uncorrected direct quantile regression and standard parametric
approaches through simulation studies in Section 3.2. Section 3.3 presents an appli-
cation studying the effect of risk factors on the carotid plaque burden, in comparison
with the same set of competing methods.
3.1 Proposed methods
3.1.1 The proposed model
Suppose Y is a non-negative, zero-inflated outcome, and X is a vector of covariates
that may be associated with the quantiles of Y . Throughout the paper, we denote
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QY (τ |X) as the τth conditional quantile of Y given X.
To estimate the distribution of Y , we decompose its conditional distribution by
F (Y |X) = P (Y = 0|X) + F (Y |X, Y > 0)P (Y > 0|X),
and model the two components, F (Y |X, Y > 0) and P (Y > 0|X), separately. We
first assume that the probability of observing a positive Y , P (Y > 0|X), follows a
logistic model,
logit{P (Y > 0|X)} = X>γ, (3.1)
where γ are the true coefficients such that P (Y > 0|X) = exp(X>γ)/{1+exp(X>γ)}.
Next, we assume that for any nominal quantile level τ ∈ (0, 1), the conditional quan-
tile of Y given Y > 0 is a linear function of X,
QY (τ |X, Y > 0) = X>β(τ). (3.2)
In addition, we assume that for any X,
lim
τ→0+
QY (τ |X, Y > 0) = 0, (3.3)
which ensures that the quantile functionQY (τ |X) is right continuous at 0. In practice,
different subsets of the covariate profile X can be used in Models (3.1) and (3.2).
Under Models (3.1) and (3.2), and Assumption (3.3), the τth conditional quantile
of Y given covariates X can be written as
QY (τ |X) = I{τ > 1− π(γ,X)} ·X>β ◦ Γ(τ ; X,γ). (3.4)
where π(γ,X) = P (Y > 0|X) is the probability of observing a positive Y given




→ (0, 1) maps the
target quantile level τ of Y to the nominal quantile level τs of Y |Y > 0 in Model
(3.2). Specifically,
β ◦ Γ(τ ; X,γ) = β(τs), and τs = Γ(τ ; X,γ) = max
(
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The equation (3.5) is derived from the fact that, for a τ > 1− π(γ,X),
τ = P{Y ≤ QY (τ |X)|X}
= {1− π(γ,X)}+ π(γ,X)P{Y ≤ QY (τs |X, Y > 0)|X, Y > 0}.
The proposed quantile model for zero-inflated outcome (3.4) is flexible to accom-
modate nonlinear heterogeneous quantile associations and a wide range of outcome
distributions by linear models only.
Suppose we have i.i.d. random samples {(xi, yi); i = 1, . . . , n} following the condi-
tional quantile model (3.4). We can estimate the coefficients γ by logistic regression
(i.e. regress I{yi > 0} against xi), and estimate the quantile coefficient function β(τ)
by regressing the positive yi’s against xi using quantile regression at a sequence of




























{yi − x>i β(τ)}{τ − I(yi − x>i β(τ) < 0)}I(yi > 0).
However, due to the change point at τ = 1−π(γ,x), and the fact that Var{β̂n(τ)} →
∞ when τ → 0+, it is nontrivial to combine γ̂n and β̂n(τ) and obtain a consistent
estimation of QY (τ |x) with bounded variance around the change point. In Section
3.1.2, we propose a piecewise estimator for the conditional quantile, and establish its
consistency and asymptotic distribution.
3.1.2 Estimation of QY (τ |x)
Recall that γ̂n and β̂n(τ) are estimated coefficients from Models (3.1) and (3.2). The
procedure to estimate the conditional quantile function QY (τ |x) is implemented by
the following steps:
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Step 1. Estimate the probability of observing a positive Y given the covariates x,
π(γ̂n,x) = exp(x
>γ̂n) / {1 + exp(x>γ̂n)}.
Step 2. Let δ be a constant in (0, 1/2), we divide the support of the target quantile
levels (0, 1) of Y into the following three sub-intervals An, Bn and Cn, such that
(0, 1) = An ∪Bn ∪ Cn, and
An =
{










τ : 1− π(γ̂n,x) + n−δ < τ < 1
}
.
Step 3. Estimate the quantile coefficients β̂n at the nominal quantile level Γ(1 −
π(γ̂n,x) +n
−δ;x, γ̂n) and do interpolation, if the target quantile level τ of Y belongs
to Bn. If τ is in Cn, directly estimate β̂n at Γ(τ ;x, γ̂n). The estimator Q̂Y (τ |x), as
shown in Figure 3.1, is then a piecewise function defined by
Q̂Y (τ |x) = 0 · I{τ ∈ An}
+ x>β̂n ◦ Γ(1− π(γ̂n,x) + n−δ;x, γ̂n) ·
τ − {1− π(γ̂n,x)}
n−δ
· I{τ ∈ Bn}
+ x>β̂n ◦ Γ(τ ;x, γ̂n) · I{τ ∈ Cn}, (3.6)
In the estimator (3.6) above, the first and third pieces correspond to the two
parts in (3.4), while the second piece is a linear interpolation between zero and the
conditional quantile x>β̂n◦Γ(1−π(γ̂n,x)+n−δ;x, γ̂n). The width of the interpolation
window, n−δ, is designed to converge slower than the convergence rate of γ̂n, so that
we avoid estimation at the problematic change point, 1−π(γ̂n,x). In Section 3.1.2.1,
we establish the asymptotic properties of the estimator Q̂Y (τ |x) in (3.6).
3.1.2.1 Asymptotic properties of Q̂Y (τ |x)
In this subsection, we establish the asymptotic properties of Q̂Y (τ |x), where x denotes
a placeholder. We first make the following assumptions:






𝐴" 𝐵" 𝐶"0 1
Figure 3.1: Piecewise estimator of the conditional quantile function QY (τ |x)
Assumption 1. Observations {(xi, yi); i = 1, . . . , n} are i.i.d. from a joint distri-
bution P , where xi is a p-dimensional vector of covariates.
Assumption 2. The conditional distribution function, FY (·|x, Y > 0), is abso-
lutely continuous with positive continuous density fY |Y >0(·|x) on [0,∞).
Assumption 3. The conditional quantile function has the property,
lim
τ→0+
QY (τ |x, Y > 0) = 0.
Assumption 4. The quantile coefficient functions β(τ) is differentiable at ∀ τ ∈




over, β(τ) has positive right derivative at 0.
Assumption 5. ‖E(XX>)‖∞ <∞.
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Assumption 2 is borrowed from Theorem 4.1 of Koenker (2005) to assure the
validity of linear quantile regression on the positive part, also incorporates Theorem
1 on Page 640 of Shorack and Wellner (1986) to help establish limiting distribution
at the change point. Assumption 3 is the connectivity constraint stated in (3.3).
Assumptions 2 and 3 together ensure a non-normal limiting distribution of Q̂Y (τ |x)
at the special quantile level τ = 1−π(γ,x). Assumption 5 ensures that the following
matrices exist are positive definite,
D1,β(τ) = E
[













Both Assumptions 4 and 5 impose constraints on the quantities involved in the theory
of Q̂Y (τ |x) for any τ > 1− π(γ,x), ensuring a normal asymptotic distribution. The
proof of Theorem 1 is provided in Appendix A.1.
Theorem 1. Under Model (3.4) and Assumptions 1–5, for any given τ ∈ (0, 1), we
have
(i) Q̂Y (τ |x) is a consistency estimator, i.e., as n→∞
Q̂Y (τ |x)→p QY (τ |x).
(ii) Q̂Y (τ |x) has different limiting distributions given different relationships between
τ and π(γ,x):




Q̂Y (τ |x)− 0
)
→p 0.
(b) If τ = 1− π(γ,x), denote Q′Y (0|x, Y > 0) as the right derivative, which is










Y (0|x, Y > 0)N(0, 1)I{N(0, 1) > 0},
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where D1,γ is defined in (3.9).




Q̂Y (τ |x)−QY (τ |x)
)
→d N(0, Σ1 + Σ2),
where
Σ1 = Γ(τ ; x,γ)
{












·x>β̇ ◦ Γ(τ ; x,γ) β̇ ◦ Γ(τ ; x,γ)>x,
andD1,β(τ),D0, andD1,γ are defined in (3.7), (3.8), and (3.9), respectively.
Note that at the change point τ = 1 − π(γ,x), Q̂Y (τ |x) follows a zero-inflated
half-normal limiting distribution with a variance determined by the variation from
the logistic regression, D−11,γ , and the right derivative of the conditional quantile at
0, Q
′
Y (0|x, Y > 0). For τ > 1 − π(γ,x), the asymptotical distribution is normal,
while the two components of the asymptotic variance, Σ1 and Σ2, are composites
of variations from the logistic and quantile regressions. Different from the standard
asymptotic results in Section 2.2.1.2, the Hessian matrix, D1,β(τ) in (3.7), is evaluated
on the conditional density given Y > 0, and adjusted with the individual zero-inflation
rate, π(γ,X). The Jacobian matrix, D0 in (3.8), is also adjusted with the subject-
specific zero-inflation. As only the positive y’s devote to the quantile regression model
fitting, π(γ,X), which can be regarded as a propensity score, adjusts the contribution
of each observation in estimating the covariance matrix.
3.1.2.2 Choice of δ
The estimation of the conditional quantile function Q̂Y (τ |x) involves a nuisance pa-
rameter δ. An inappropriate choice of δ could introduce bias into the conditional
quantile estimation via the linear interpolation on Bn. A large δ that approaches 1/2
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is preferred, because a faster convergent interpolation area induces a smaller bias.
However a δ that is too large would inflate the variance of the estimated quantile
around the change point, leading to unstable estimation. Practically, we recommend
to choose δ = 0.499.
If predicting future outcome values is of interest, we can do cross-validation on a
grid of potential δ’s to determine the optimal choice. Details of prediction methods
based on the proposed model and the corresponding measure of prediction quality
are discussed in Section 3.1.3.2.
3.1.2.3 Constrained post-estimation smoothing
The piecewise estimator outlined in (3.6) guarantees a consistent estimation of the
quantile function. The estimated function, however, is non-smoothing. To achieve
a smooth estimation, one can take advantage of the constrained B-spline smoothing
(COBS) introduced by He and Ng (1999).
To do so, the pointwise estimation in (3.6) is not adequate. We propose to estimate
the linear quantile model (3.2) on a sequence of kn evenly spaced quantile levels
[1/(kn + 1), kn/(kn + 1)], where kn = o(n
1/2), slightly finer than n−δ. Then, we
construct β̂n(τ) as the linear spline expanded from the estimated quantile coefficients.
As shown by Wei and Carroll (2009), β̂n(τ) is a uniformly consistent estimator of
β(τ). Next we apply the COBS method to the resulted Q̃Y (τ |x, Y > 0) = x>β̂n(τ),
and obtain the smoothed Q̂Y (τ |x, Y > 0). After matching the kn nominal quantile
levels to the target quantile levels according to the estimated probability of observing
a postive Y , we can obtain the final estimator, Q̂Y (τ |x).
Asymptotic properties of the smooth version of estimator are not discussed in this
dissertation. Its finite sample performance is not inferior to the non-smooth version,
which is shown in the simulation studies in Sections 3.2 and the real data application
in Sections 3.3.
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3.1.3 Model-based inference and prediction
In this section, we discuss the inference and prediction tools developed under the
proposed two-part quantile regression model framework.
3.1.3.1 Average quantile effect and its estimation
Under the proposed quantile model framework, the covariate X could influence the
conditional quantile function in two ways – changing the probability of observing a
positive outcome Y , and changing the quantile function of Y |Y > 0. Consequently as
Model (3.4) shows, the quantile effect of a covariate Xj depends on the actual value
of Xj, and also varies by the levels of other covariate X
(−j), where X(−j) stands for
the covariates excluding Xj. Hence we define the average quantile effect (AQE) of
the covariate Xj by
∆τ (Xj;u, v) = EX(−j)
{
QY (τ |Xj = u,X(−j))−QY (τ |Xj = v,X(−j))
}
. (3.10)
The AQE, ∆τ (Xj;u, v), is the marginal change of the τth quantile of Y due to the
change of Xj from v to u. When Xj is the treatment assignment, coded as 1 for
treatment and 0 for placebo, we have the average quantile treatment effect (AQTE),
∆τ (Xj; 1, 0) = EX(−j){QY (τ |Xj = 1,X(−j))−QY (τ |Xj = 0,X(−j))}, (3.11)
which represents the expected quantile treatment effect in the target population.
A natural sample estimator of AQE is





{Q̂Y (τ |Xj = u,x(−j)i )− Q̂Y (τ |Xj = v,x
(−j)
i )}, (3.12)
where Q̂Y (·) is the estimated conditional quantile function defined in (3.6). In what
follows, we provide the asymptotic properties of ∆̂τ (Xj;u, v). We first make the fol-
lowing assumption:
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Assumption 6. The coefficient functions β ◦ Γ(τ ;Xj,X(−j),γ) are smooth func-
tions of X(−j) with compact supports.
Theorem 2. At a given quantile level τ ∈ (0, 1), ∆̂τ (Xj;u, v) is the estimator
constructed in (3.12) for the AQE defined in (3.10). Under Assumptions 1–6, there









If the distribution PX(−j) of X














Cov{G(X(−j)), G(X∗(−j))} dPX(−j) dPX∗(−j) ,
with X(−j) and X∗(−j) are i.i.d. under PX(−j) .
The proof of Theorem 2 is deferred to Appendix A.2. Although the asymptotic
variance, σ2, can be decomposed into tractable components, estimating it directly is
complicated. Practically, we use paired bootstrap to numerically construct bootstrap
percentile interval, and then conduct hypothesis testing for the marginal covariate
effect accordingly.
3.1.3.2 Prediction
Accurate clinical predictions are of great importance and interest in medical appli-
cations. Due to its percentile interpretation, conditional quantile function can be
conveniently used to construction prediction intervals. Let xnew be the covariate pro-
file of a new patient, we can construct the (1− α)× 100% level prediction interval of
her/her outcome by [
Q̂Y (α/2|xnew), Q̂Y (1− α/2|xnew)
]
,
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where Q̂Y (·) is the estimated conditional quantile function defined in (3.6). In addi-
tion, we propose to use conditional median,
m̂Y |xnew = Q̂Y (0.5|xnew)
as the predicted value. Conventionally, the predicted value is often defined as the
estimated conditional mean given xnew, which can be estimated by integrating the
conditional quantile function, i.e. µ̂Y |xnew =
∫ 1
0
Q̂Y (τ |xnew) dτ . However, due to
the zero-inflated nature of the outcome, conditional median seems to be a better
choice. For example, if a subject has over 80% chance of obtaining a zero outcome
given his/her covariate profile, zero (the conditional median) could be a more sensible
prediction than the mean-based one. Consequently, to achieve the optimal prediction,




In this section, we present a numerical study to illustrate the finite sample perfor-
mance of the proposed methods in comparison with existing parametric models and
direct quantile regression for zero-inflated outcomes. We generate the simulated data
in the context of the carotid plaque data with echodensity (plaqden) as outcome and
male and systolic blood pressure (systolic) as covariates. In each simulation replicate,
we first generate the discrete covariate, male, from Bernoulli(0.5), and the continuous
covariate, systolic, from N(150, 152). We then generate a binary indicator D from a
Bernoulli trial with the success probability
P (D = 1|X) = π(γ,X) = exp(−1.92 + 0.19 male + 0.02 systolic)
1 + exp(−1.92 + 0.19 male + 0.02 systolic)
,
where X = (male, systolic)>, and the parameters γ = (−1.92, 0.19, 0.02)> were esti-
mated from the echodensity data. For a replicate with D = 1, we generate plaqden
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Figure 3.2: The true coefficient functions β0(τ), β1(τ) and β2(τ) in simulation studies.
from the conditional quantile function
Qplaqden(τ |X, plaqden > 0) = β0(τ) + β1(τ) male + β2(τ) systolic,
where the true coefficient function, β(τ), is estimated using the carotid plaque echoden-
sity data and plotted in Figure 3.2. Specifically, we randomly draw a variable U from
U(0, 1), and then generate a plaqden by β0(U) + β1(U) male + β2(U) systolic. Each
of the simulated datasets consists of n = 500 random samples, and the Monte Carlo
sample size is set to be 1000.
In addition, we compare the proposed methods to the following existing ap-
proaches — (1) direct quantile regression, (2) zero-inflated Poisson (ZIP) regression,
(3) hurdle regression and (4) compound Poisson-gamma (CPG) regression. The di-
rect quantile regression assumes the outcome to be absolutely continuous. When
the data contains a probability mass at zero, the estimation algorithm often fails to
converge. To circumvent this numerical difficulty, we first add a small perturbation
(∼ N(0, 10−14)) to the zero-valued outcomes, and then apply linear quantile regression
to the perturbed data directly.
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3.2.2 Estimation of conditional quantile functions
In this section, we compare the estimation accuracy of conditional quantiles by various
methods. By each method, we estimate the quantile functions given 10 covariate pro-
files, which are formed by male ∈ {0, 1} and systolic ∈ {130.78, 139.88, 150.00, 160.12,
169.22} (the values of systolic are the 0.1th, 0.25th, 0.5th, 0.75th and 0.9th empiri-
cal quantile of systolic blood pressure in the carotid plaque data. We consider three
measures to assess the estimation performance,
RIMSEQ̂ =
∫
E{Q̂Y (τ |X)−QY (τ |X)}2dτ
/∫





{E Q̂Y (τ |X)−QY (τ |X)}2dτ
/∫
QY (τ |X)2dτ ,
RIVarQ̂ =
∫
E{Q̂Y (τ |X)− E Q̂Y (τ |X)}2dτ
/∫
QY (τ |X)2dτ ,




integrated bias-squared, and RIVarQ̂ is the relative integrated variance.
Table 3.1 reports RIMSEQ̂, RIBias
2
Q̂
and RIVarQ̂ of the estimated conditional
quantile functions using the proposed estimation with smoothing, proposed estimation
without smoothing, direct quantile regression, and competing parametric approaches,
based on the 10 sets of covariate values. Generally, the proposed methods have much
smaller biases than direct quantile regression. The reduction in bias by the non-
smooth estimation is 0.24% in average across the 10 cases (0.10% vs 0.84%, 0.05%
vs 0.33%, . . ., 0.03% vs 0.33%). By the smooth estimation, the mean reduction of
bias is also 0.24% (0.09% vs 0.84%, 0.04% vs 0.33%, . . ., 0.04% vs 0.33%). Note that
the proposed methods show more noticeable advantages when systolic is assumed
with more extreme values. For example, with (male, systolic)=(0, 130.78), the bias
of the non-smooth proposed estimator is 0.10%, while that of the direct method
is 0.84%, then the reduction in bias is 0.74%. However, with (male, systolic)=(1,
150.00), the reduction is only 0.08% (0.03% vs 0.11%). Another remark is that
while the proposed non-smooth estimation is subject to larger variances, likely due
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to the extra zero/positive uncertainty from the logistic regression step, an additional
post-estimation smoothing is able to reduce the variance by approximately 0.08% in
average (1.07% vs 1.19, 0.64% vs 0.73%, . . ., 0.44% vs 0.52%).
We also note that the bias of the direct method is more evident around the change
point, i.e. the very τ where the quantile function QY (τ |X) changes from 0 to pos-
itive. To investigate it in detail, we evaluate RIMSEQ̂, RIBias
2
Q̂
, and RIVarQ̂ in an
interval of half-length of 0.1 around the change points. The results are summarized in
Table 3.2. As shown in the table, the bias in the neighborhood of the change points
are remarkably reduced by the proposed methods compared to the direct approach,
especially for the covariates with more extreme values.
The parametric approaches have a generally poor performance, which is even worse
than that of the direct quantile regression (Table 3.1). This is because the perfor-
mance of parametric methods primarily depends on whether the model assumptions
are satisfied. It is evident that neither the mixture (or combination) of zeros and
Poisson distribution, nor the compound Poisson-gamma distribution is an appropri-
ate model for echodensity in this simulation.
3.2.3 Point and interval estimations of AQTE
In this section, we compare the point and interval estimates of the average quantile
treatment effect (AQTE) of male by the various methods. With each simulated
dataset, the point estimate of AQTE is computed as stated in (3.12). Next, for
each of the 1000 simulations, we conduct 500 paired bootstraps and construct the
(1−α)× 100% level bootstrap percentile confidence interval of the estimated AQTE,[
∆̂(B)τ (male; 1, 0)α/2, ∆̂
(B)
τ (male; 1, 0)1−α/2
]
,
with the estimated AQTE based on each of the bootstrapped datasets,










plaqden(τ |male = 0, systolic
(B)
i )}.
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Table 3.1: Summary of RIMSE(%), RIBias2(%) and RIVar(%) of the estimated con-
ditional quantile functions of echodensity by the proposed methods, direct quantile
regression, ZIP, hurdle regression and CPG.
Proposed (smooth) Proposed (non-smooth) Direct
(gender, systolic) RIMSE RIBias2 RIVar RIMSE RIBias2RIVar RIMSE RIBias2 RIVar
(0, 130.78) 1.16 0.09 1.07 1.28 0.10 1.19 1.45 0.84 0.61
(0, 139.88) 0.68 0.04 0.64 0.77 0.05 0.73 0.79 0.33 0.45
(0, 150.00) 0.48 0.03 0.45 0.55 0.03 0.52 0.56 0.18 0.39
(0, 160.12) 0.48 0.03 0.45 0.56 0.03 0.53 0.57 0.14 0.43
(0, 169.22) 0.58 0.04 0.54 0.68 0.04 0.64 0.81 0.27 0.54
(1, 130.78) 0.91 0.07 0.84 0.99 0.07 0.92 0.85 0.28 0.57
(1, 139.88) 0.55 0.04 0.51 0.61 0.04 0.57 0.61 0.21 0.40
(1, 150.00) 0.39 0.03 0.36 0.44 0.03 0.41 0.43 0.11 0.32
(1, 160.12) 0.39 0.03 0.36 0.45 0.03 0.42 0.47 0.12 0.35
(1, 169.22) 0.47 0.04 0.44 0.56 0.03 0.52 0.79 0.33 0.46
ZIP Hurdle CPG
(gender, systolic) RIMSE RIBias2 RIVar RIMSE RIBias2RIVar RIMSE RIBias2 RIVar
(0, 130.78) 5.94 3.65 2.29 5.94 3.65 2.29 6.21 5.84 0.37
(0, 139.88) 5.43 3.81 1.61 5.43 3.81 1.61 5.59 5.32 0.27
(0, 150.00) 5.18 3.90 1.27 5.18 3.90 1.27 5.16 4.94 0.22
(0, 160.12) 5.09 3.83 1.26 5.09 3.83 1.26 4.97 4.74 0.23
(0, 169.22) 5.11 3.73 1.38 5.11 3.73 1.38 4.99 4.69 0.30
(1, 130.78) 6.88 4.85 2.03 6.88 4.85 2.03 4.59 4.23 0.36
(1, 139.88) 6.49 5.05 1.45 6.49 5.04 1.45 4.10 3.83 0.27
(1, 150.00) 6.31 5.18 1.13 6.31 5.18 1.13 3.77 3.55 0.21
(1, 160.12) 6.25 5.16 1.09 6.25 5.16 1.09 3.63 3.40 0.23
(1, 169.22) 6.26 5.10 1.17 6.26 5.10 1.17 3.71 3.40 0.30
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Table 3.2: Summary of RIMSE(%), RIBias2(%) and RIVar(%) of the estimated con-
ditional quantile functions of echodensity by the proposed methods, direct quantile
regression, ZIP, hurdle regression and CPG in an interval of half-window length of
0.1 around the zero/positive change points.
Proposed (smooth) Proposed (non-smooth) Direct
(gender, systolic) RIMSE RIBias2 RIVar RIMSE RIBias2RIVar RIMSE RIBias2 RIVar
(0, 130.78) 0.30 0.03 0.27 0.33 0.03 0.31 0.44 0.29 0.15
(0, 139.88) 0.20 0.01 0.19 0.24 0.01 0.22 0.26 0.13 0.13
(0, 150.00) 0.16 0.01 0.15 0.19 0.01 0.18 0.17 0.06 0.11
(0, 160.12) 0.18 0.01 0.17 0.22 0.01 0.21 0.16 0.03 0.13
(0, 169.22) 0.21 0.01 0.20 0.27 0.01 0.25 0.24 0.10 0.14
(1, 130.78) 0.28 0.02 0.26 0.32 0.02 0.29 0.30 0.13 0.17
(1, 139.88) 0.20 0.01 0.19 0.23 0.01 0.22 0.22 0.10 0.13
(1, 150.00) 0.17 0.01 0.16 0.19 0.01 0.18 0.14 0.03 0.11
(1, 160.12) 0.16 0.01 0.15 0.19 0.01 0.18 0.17 0.05 0.12
(1, 169.22) 0.16 0.01 0.16 0.21 0.01 0.20 0.33 0.21 0.12
ZIP Hurdle CPG
(gender, systolic) RIMSE RIBias2 RIVar RIMSE RIBias2RIVar RIMSE RIBias2 RIVar
(0, 130.78) 1.44 0.69 0.75 1.44 0.69 0.75 0.74 0.72 0.02
(0, 139.88) 1.48 0.85 0.62 1.48 0.85 0.62 0.72 0.71 0.02
(0, 150.00) 1.55 0.99 0.56 1.55 0.99 0.56 0.68 0.67 0.01
(0, 160.12) 1.82 1.15 0.68 1.82 1.15 0.68 0.71 0.69 0.02
(0, 169.22) 2.00 1.19 0.80 2.00 1.19 0.80 0.66 0.62 0.04
(1, 130.78) 1.91 0.98 0.93 1.91 0.98 0.93 0.82 0.81 0.02
(1, 139.88) 2.10 1.27 0.83 2.10 1.27 0.83 0.87 0.85 0.02
(1, 150.00) 2.39 1.60 0.80 2.39 1.60 0.80 0.88 0.84 0.04
(1, 160.12) 2.38 1.60 0.78 2.38 1.60 0.78 0.70 0.65 0.05
(1, 169.22) 2.20 1.45 0.75 2.20 1.45 0.75 0.52 0.47 0.05
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Note that Theorem 2 in Section 3.1.3.1 guarantees a normal limiting distribution of
the AQTE as systolic follows a continuous distribution. Here, we set α = 0.1 and use
a grid of representative quantile levels, τ = 0.1, 0.25, 0.5, 0.75, 0.9. For the parametric
approaches, we can estimate any quantity of the conditional distribution based on
the estimated parameters, together with the instance, (male=0 or 1, systolic
(B)
i ).
Therefore, by ZIP, hurdle model and CPG, we can also estimate the conditional
quantiles, and then the AQTE as stated in (3.13). We use three measures to evaluate
the inference performance regarding AQTE: (1) the bias of the average estimate of
AQTE, (2) the coverage rate of the 90% boostrap percentile confidence interval, and
(3) the average length of the confidence interval.
As Table 3.3 shows, the proposed methods provide the most accurate estimates of
AQTEs on all of the five quantiles. In addition, their coverage rates are all close to the
nominal level, 90%. Though the direct quantile regression gives the best estimate, 0,
at τ = 0.10, its coverage rate is 0%. This reflects the fact that the direct method is not
able to capture the difference between various covariate profiles at lower quantiles of
the outcome. The coverage rates of ZIP and hurdle regression at higher quantiles are
remarkably lower than 90%, which signifies their limitation in describing the extreme
tails of outcome distributions. CPG model produces the worst coverage rates when
τ = 0.25, 0.5. Although the coverage of ZIP and hurdle regression at lower quantiles,
and the coverage of CPG model at extreme quantiles are close to the nominal rate, the
average length of the intervals are much wider than those of the proposed approaches.
Thus, to make inference based on AQTE, the proposed quantile model outperforms
direct quantile regression and existing parametric methods in all respects.
3.3 Analysis of the carotid plaque data
In this section, we apply the proposed method to analyze the motivating carotid
plaque data, NOMAS, presented in Chapter 1 with a goal to examine how various risk
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Table 3.3: Summary of the average estimate, bias, coverage rate (%) of the 90%
bootstrap percentile confidence interval and the average length of this interval for the
AQTE of male on the τth quantile of echodensity, where τ = 0.1, 0.25, 0.5, 0.75, 0.9.
Proposed Proposed Direct ZIP Hurdle CPG
τ AQTE Measure (smooth) (non-smooth)
Estimate 0.04 0.04 0.00 0.35 0.35 -1.42
0.1 0.0036 Bias 0.04 0.04 0.00 0.35 0.35 -1.42
Coverage 85.80 85.80 0.00 86.70 86.70 86.30
Length 0.67 0.77 0.00 4.36 4.36 15.23
Estimate 6.52 6.51 5.94 13.72 13.72 -0.81
0.25 7.5189 Bias -1.00 -1.01 -1.58 6.20 6.20 -8.33
Coverage 89.10 89.30 89.00 89.80 89.80 34.30
Length 36.34 39.49 39.47 64.37 64.37 8.89
Estimate -6.48 -6.53 -7.00 -4.36 -4.36 -1.19
0.5 -6.6304 Bias 0.15 0.10 -0.37 2.27 2.27 5.44
Coverage 90.60 90.70 91.60 82.10 82.10 62.40
Length 15.86 15.49 14.11 11.16 11.16 13.12
Estimate -3.22 -3.26 -3.23 -5.14 -5.14 -1.57
0.75 -2.9669 Bias -0.25 -0.29 -0.26 -2.17 -2.17 1.40
Coverage 91.60 92.60 93.10 81.10 81.10 83.50
Length 11.73 11.33 11.74 10.58 10.58 16.75
Estimate -1.38 -1.55 -1.57 -5.46 -5.46 -1.88
0.9 -0.9258 Bias -0.45 -0.62 -0.64 -4.53 -4.53 -0.95
Coverage 90.20 93.40 93.80 60.10 60.10 89.20
Length 13.21 16.55 17.03 10.89 10.89 19.86
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factors affect carotid atherosclerosis. The risk factors considered include: high density
lipoprotein, triglyceride, low density lipoprotein, race and ethnicity, diabetes, blood
pressure, smoking status, having higher education, body mass index, among others.
We present the estimated average quantile effects of the risk factors in Section 3.3.1,
the model fitness in Section 3.3.2, and the prediction performance in Section 3.3.3.
3.3.1 Estimated AQEs
We apply the proposed quantile model (without smoothing) to study the carotid
plaque echodensity (plaqden) and estimate the risk factors’ AQEs following (3.12)
in Section 3.1.3.1. The estimated AQEs for individual covariates are plotted in Fig-
ure 3.3, where the solid and dash lines represent the quantile functions of echodensity
given two distinctive values of the covariate of interest, and the gray area indicates
the range of quantile levels where the corresponding AQE reaches the 95% pointwise
significance. As shown in Figure 3.3, race and ethnicity, diabetes, systolic and dias-
tolic blood pressure, smoking status, body mass index, and glomerular filtration rate
have significant impact on echodensity across all quantile levels, though the effects
vary by quantile level.
For example, although it is well known that a higher systolic blood pressure is
associated with a higher value of plaque echodensity, the quantile-specific effects pro-
vide a better understanding about how systolic blood pressure affects the texture of
the plaque. The largest difference between the two levels (120 mmHg vs 170mmHg)
is around the median. For the patients whose systolic blood pressures are 120 mmHg,
50% of them have their echodensity controlled below 20, while 50% of the patients
with systolic blood pressure 170mmHg have echodensity over 80. Such a difference
becomes smaller as the quantile level increases, which suggests that the risk of ex-
treme plaque burden is comparable between the two levels. Our analysis also reveals
that the risks of having a positive echodensity are different between the two levels.
Among individuals with systolic blood pressure 170 mmHg, there is a large likelihood
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of having positive plaque, while 20% of those with systolic blood pressure 120mmHg
are expected to have zero plaque. Such a difference would be missed by the direct
quantile regression. To illustrate it, we plot the estimated AQEs of systolic blood
pressures using the proposed method and the direct quantile method respectively
(Figure 3.4). As expected, the direct quantile method shows no difference in risk of
positive plaque, and consequently underestimates the risks of plaque burden among
the patients with systolic blood pressure 170mmHg. On the other hand, though the
parametric methods distinguish the risk of taking positive plaque, they provide biased
approximation of the tail events. As presented by Figure 3.4, ZIP and hurdle model
(shown in one plot as they provide almost identical results, similarly in the following
sections) underestimate the risk of systolic blood pressure for the serious patients who
have plaque accumulated more than 70% individuals in the 120 or 170mmHg groups,
while CPG model consistently overestimate the risk. To validate the inference by the
proposed method, we check the model fitness in the next section.
3.3.2 Goodness-of-fit
To measure the goodness-of-fit of a model, we simulate the outcomes based on the
estimated model, and compare the simulated outcomes with the observed ones in
data using histograms and Q-Q plots. If a model fits the data well, we would expect
the distributions of the simulated outcomes and the observed ones are comparable.
Such a visual goodness-of-fit assessment has been used in Heyman et al. (1992), and
is an effective way to illustrate the goodness-of-fit of quantile models.
Fiqure 3.5a shows that the proposed methods, with and without smoothing, pro-
vide the best fit to the echodensity data. The distributions of the simulated outcomes
under parametric models are very different from that of the observed. Although the
direct quantile regression provides a reasonable fit at the upper tail of the outcome
distribution, it misses the lower tail (where the outcome tends to take the zero value).
Interestingly, with plaque area as the outcome (Figure 3.5b), the direct quantile re-
CHAPTER 3. TWO-PART QUANTILE REGRESSION MODEL FOR
ZERO-INFLATED OUTCOMES 48
















































































































































































































































































































Figure 3.3: Estimated AQEs of all selected covariates for the proposed method (with-
out smoothing) on all quantiles of echodensity, which are presented as the differences
between the red dashed and black solid lines. Significant AQEs are highlighted by
shaded area.
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Figure 3.4: Comparison of the proposed method (without smoothing) with direct
quantile regression, ZIP / hurdle and CPG models in estimating the AQE of increasing
systolic blood pressure from 120mmHg to 170mmHg on all quantiles of echodensity.
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gression gives a reasonable fit at the lower tail, but misses the higher tail. This
indicates that the two features have quite different distributions (Figure 1.1), and
suggests that the proposed method is advantageous regardless of the distributions.
3.3.3 Prediction
In this section, we use 5-fold cross validation to compare the prediction performance
of the various methods. As outlined in Section 3.1.3.2, we predict an outcome by
the estimated conditional median given the covariate profile, and construct the 95%
prediction upper bound by the 0.95th conditional quantile. We use three measures to
assess the prediction performance: (1) the correctly predicted rate for zero outcomes,
(2) the coverage rate of 95% prediction upper bound and (3) its average length for
positive outcomes. Because of the small perturbation added to the zero values, it
is possible that direct quantile regression would yield negative predictions. We then
treat the negative predictions as zeros.
As shown by Table 3.4, the proposed methods outperform direct quantile re-
gression in predicting the zero outcomes of the two plaque burden features. The
performance of the parametric approaches largely rely on how well the parametric as-
sumptions hold for the data. Although ZIP/hurdle regression work equally well as the
proposed methods in predicting zeros, their 95% upper bounds have actual coverage
of 82% and 84% for echodensity and plaque area respectively. CPG model correctly
predicts a majority of the zeros for plaque area (Table 3.4(b)), but it demonstrates
a poor performance in predicting the zeros for echodensity (Table 3.4(a)). In conclu-
sion, the proposed methods deliver reasonably good predictions for all the outcomes
of echodensity and plaque area.
CHAPTER 3. TWO-PART QUANTILE REGRESSION MODEL FOR
ZERO-INFLATED OUTCOMES 51
Proposed (smooth)













































































































































































































































































































































































































































(a) Model fitness for echodensity data.
Proposed (smooth)




















































































































































































































































































































































































(b) Model fitness for plaque area data.
Figure 3.5: Visual goodness-of-fit: overlaid histograms and Q-Q plots to compare the
distributions of the model-simulated and observed outcomes.































































































































































































































































































































































































































































































































In this chapter, we discuss the proposed zero-inflated quantile rank-score based test
(ZIQRank) under the two-part quantile regression model described in Chapter 3. It is
a simultaneous inference tool across multiple quantiles, as one extension to the local
inference in Chapter 3. Section 4.1 describes the ZIQRank test at a fixed quantile,
and the combined ZIQRank test for differential distribution detection. Section 4.2
demonstrates the advantages of ZIQRank test in detecting differential distributions,
compared to the existing quantile-based and parametric tests. Section 4.3 presents
an application studying the genes differentially expressed in human glioblastoma and
regular cells, in comparison with the same set of competing methods.
4.1 Proposed methods
4.1.1 ZIQRank test at a fixed quantile
In this section, we propose a general rank-score based test under the quantile re-
gression framework for zero-inflated outcomes at a fixed quantile level. Suppose Y
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is a non-negative, zero-inflated outcome, and X = (Z>,C>)> is a random vector
of covariates that may be associated with the quantiles of the random variable Y ,
where C is the covariates of interest and Z is the remaining covariates including the
intercept. Throughout the paper, we denote QY (τ |X) as the τth conditional quantile
of Y given X.
The two-part quantile regression model for zero-inflated outcomes is
logit{P (Y > 0|X)} = Z>ζ +C>γ,
QY (τ |X, Y > 0) = Z>α(τ) +C>β(τ), (4.1)
lim
τ→0+
QY (τ |X, Y > 0) = 0,
where the probability of observing a positive Y is modeled by a logistic regression, for
any nominal quantile level τ ∈ (0, 1), the conditional quantile of Y |Y > 0 is a linear
function of X, and the last constraint guarantees the quantile function QY (τ |X) to
be right continuous at 0. Therefore, the conditional quantile function of Y is
QY (τ |X) = I{τ > 1− π(θL,X)} ·X>θQ ◦ Γ(τ ;X,θL), (4.2)
where θL = (ζ>,γ>)>, θQ(τ) = (α(τ)>,β(τ)>)>, π(θL,X) = P (Y > 0|X), and
θQ ◦ Γ(τ ;X,θL) = θQ(τs), τs = Γ(τ ;X,θL) = max
(





Presume the null hypothesis of interest is that C does not affect Y through either
the probability of observing a positive Y , or changing the τth nominal quantile of
Y |Y > 0. Formally, it can be written as
H0 : γ = β(τ) = 0,
H1 : otherwise. (4.3)
Suppose we have i.i.d. random sample {(xi, yi); i = 1, . . . , n} following the model






{I(yi > 0)− π(ζ̂n, zi)}ci, (4.4)
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+ log{1− π(ζ, zi)}
]
.
The asymptotic covariance matrix of the score under H0 is





Then we can compute pL, the p-value of the score test, because under H0
SLn
d→ N(0,ΣL).
In fact, pL can also be computed from Wald test or likelihood ratio test as alternatives.
Next, for the quantile regression on the positive outcomes, denote X̃ = X ·I(Y >
0) as the nominal vector of covariates. That is, if Y = 0, then all covariates are
forced to be 0. Otherwise, all covariates remain the same. Similarly, we can define
Z̃ = Z · I(Y > 0) and C̃ = C · I(Y > 0). Let x̃, z̃ and c̃ respectively denote the
matrices consisting of n realizations of X̃, Z̃ and C̃, where x̃ = (z̃, c̃). Then, the














{yi − z̃>i α(τ)}{τ − I(yi − z̃>i α(τ) < 0)}I(yi > 0),
where z̃i is the ith row of z̃. Further, we define
c̃∗ = (I − z̃(z̃>z̃)−1z̃>)c̃, (4.5)
where I is the identity matrix. The orthogonal transformation in the definition of c̃∗ in
(4.5) ensures the asymptotic independence between c̃∗i and ψτ{yi−z̃>i α̂n(τ)}I(yi > 0),
where c̃∗i is the ith row of c̃
∗ and ψτ (u) = τ − I(u < 0), which is the τth quantile
score function, or alternatively, the piece-wise first derivative of ρτ (u). Therefore, the






ψτ{yi − z̃>i α̂n(τ)}I(yi > 0)c̃∗i . (4.6)
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The asymptotic covariance matrix of the rank-score under H0 is
ΣQτ = Var(S
Q





Then we can compute pQτ , the p-value of the rank-score test, because under H0
SQn,τ
d→ N(0,ΣQτ ).
Note that this rank-score test adjusting zero-inflation has two main differences from
the standard one presented in Section 2.2.1.3. First, the test statistic, SQn,τ , is in fact
evaluated on the subset of data with positive y’s. Second, the asymptotic covariance
of the test statistic, or the Jacobian matrix, is also evaluated given Y > 0, and further
adjusted by the zero/positive uncertainty, P (Y > 0). All the proofs and discussion
about its linkage to Chapter 3 are deferred to Appendix B.4.
The ZIQRank test at a fixed quantile proposed above is easy to implement, and
computationally efficient. First, the quantile component avoids the kernel based esti-
mation of the outcome density at the τth nominal quantile for the limiting covariance
matrix in Wald test, which is unreliable at extreme quantiles and computationally dif-
ficult. It is also much more economic than the computationally intensive resampling
inference. Actually, all we need to do is to estimate the null model with β(τ) = 0.
Second, both of the covariance matrices of the score and rank-score, ΣL and ΣQτ ,
can be easily computed by the sample estimates and averaging over the observations.
Moreover, as SLn and S
Q
n,τ are conditionally independent, we can compute the final
combined p-value by
TZIQRank−τ = −2{ln(pL) + ln(pQτ )} ∼ χ24,
which is the Fisher’s combined probability test. We can also use the MinP or Cauchy
procedures, which have big power in combining p-values. Note that these two pro-
cedures are not necessary for this case with two independent p-values, while they
are powerful for the differential gene expression analysis involving multiple quantiles
discussed in Section 4.1.2.
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4.1.2 ZIQRank test for scRNA-seq differential gene expres-
sion analysis
In this section, we re-define the problem in Section 4.1.1 under a scRNA-seq differen-
tial gene expression analysis framework. We extend the proposed ZIQRank test at a
fixed quantile level by considering all the quantile levels to distinguish the distribu-
tions of gene expression of different cell conditions. Suppose Y is the non-negative,
zero-inflated expression level, for example, TPM (Transcripts Per Kilobase Million),
and X = (Z>, C)> is the covariates that may be associated with Y , where the
random variable C is the cell condition and Z is the remaining features. The null
hypothesis is that C cannot differentiate the distribution of Y , or specifically, C does
not affect Y through either the probability of observing a positive Y , or altering the
distribution of Y |Y > 0. Modified from (4.3), it is formally written as
H0 : γ = β(τ) = 0, τ ∈ [ε, 1− ε],
H1 : otherwise, (4.7)
where all the quantile levels in the compact set [ε, 1− ε] are considered.
MinP (Lee et al. 2012; He et al. 2017) and Cauchy combination test (Liu and
Xie 2019) are powerful procedures to summarize a set of p-values. Compared to the
joint χ2 test, they are more appropriate for sparse strong signals such as those in ge-
netic/genomic researches. MinP test uses the minimum p-value as the test statistic,
and derives its limiting distribution or associated p-value using the dependence struc-
ture of the original test statistics. It focuses on the minimum p-value, and rejects the
null hypothesis if it is very unlikely to observe a smaller number. Cauchy test exploits
the weighted average of the p-values. The summarized statistic after transformation
follows a standard Cauchy distribution under the null hypothesis regardless of the
dependence structure of the original statistics. In the following, we incorporate the
two ideas into the proposed ZIQRank test targeting the distribution difference.
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4.1.2.1 ZIQRank test: MinP version
The MinP test statistic is
TZIQRank−MinP = inf{ pL, inf
τ∈[ε,1−ε]
pQτ }. (4.8)
It can be computed based on a grid of quantile levels, ε ≤ τ1 < τ2 < . . . < τK ≤
1 − ε. Then we have TZIQRank−MinP = min{pL, pQτ1 , . . . , p
Q
τK
}. Let qLmin denote the
(1− TZIQRank−MinP/2)th percentile of the distribution of SLn , and q
Q
min(τk) denote the
(1 − TZIQRank−MinP/2)th percentile of the distribution of SQn,τk for each τk. Then the
p-value based on TZIQRank−MinP is
P
{
∃ |SQn,τk | ≥ q
Q
























We can compute P
{
|SQn,τ1 | < q
Q





distribution of SQn = (S
Q
n,τ1
, . . . , SQn,τK )
>, which is given by
SQn
d→ N(0,ΣQ),
where the (i, i)th diagonal element of ΣQ is





and the (i, j)th off-diagonal element of ΣQ is





Specifically, the MinP procedure is implemented as follows:
Step 1. Obtain ζ̂n by logistic regression with {(zi, yi); i = 1, . . . , n}, and compute
pL by Wald, score or likelihood ratio test.
Step 2. Obtain {α̂n(τ1), . . . , α̂n(τK)} by quantile regression with positive yi’s on the
corresponding zi’s, and calculate c̃
∗
i ’s using z̃i’s and c̃i’s. Plug {α̂n(τ1), . . . , α̂n(τK)}
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and c̃∗i ’s in to get S
Q
n , and obtain the estimate Σ̂
Q with c̃∗i ’s and ζ̂n. Then compute
{pQτ1 , . . . , p
Q
τK
} based on each marginal distribution in N(0, Σ̂Q).




Step 4. Compute the (1 − TZIQRank−MinP/2)th percentiles {qQmin(τ1), . . . , q
Q
min(τK)}
according to each marginal distribution in N(0, Σ̂Q).
Step 5. Randomly sample S
Q,(m)
n for m = 1, . . . ,M from N(0, Σ̂Q), and compute




|SQ,(m)n,τ1 | < qQmin(τ1), . . . , |S
Q,(m)






4.1.2.2 ZIQRank test: Cauchy version
Based on the same set of p-values computed in Step 1 and 2 in Section 4.1.2.1, the
Cauchy test statistic is
TZIQRank−Cauchy = r̂n tan{(0.5− pL)π}+
K∑
k=1
wk tan{(0.5− pQτk)π}, (4.10)
where r̂n is the observed total proportion of zero in the data, and
wk = (1− r̂n)
τkI(τk ≤ 0.5) + (1− τk)I(τk > 0.5)∑K
k=1{τkI(τk ≤ 0.5) + (1− τk)I(τk > 0.5)}
.
Note that the sum of all weights is 1, and the p-values associated with the central
nominal quantiles have larger weights while the other p-values have smaller weights.
Then the final p-value is
1− ΦCauchy(TZIQRank−Cauchy).
4.1.3 Choice between MinP and Cauchy tests
As reviewed in Section 4.1.2, MinP and Cauchy combination methods use “local” and
“global” principles respectively to combine p-values, and have advantages in different
scenarios.
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The degree of heterogeneity of the data can be measured by the number of cross-
ings of the quantile functions or the coefficient of variation (CV) of the quantile
difference between cell conditions. The extent to which p-values from logistic and
quantile regressions behave consistently also reflects the degree of heterogeneity. If
the data has a high degree of heterogeneity, then the MinP test will be more powerful
because it makes the decision based on the most significant signal. Otherwise, the
Cauchy test will be preferred since it pools the uniformly significant or insignificant
signals together. This point will be demonstrated by comparing the data character-
istics and results of simulation studies (Section 4.2) with those of real data analysis
(Section 4.3).
In addition, the MinP test is robust to the extent of zero-inflation, because all the
p-values from either logistic or quantile regressions are equally treated. However, in
Cauchy test, the significance in logistic regression will dominate if the data is highly
zero-inflated. This point will be demonstrated by comparing the simulation study
with cell condition only (Section 4.2.1) and the simulation study with additional
covariates (Section 4.2.2).
Finally, the Cauchy test is easier to implement and more computationally efficient,
because there is no need to estimate the covariance matrices of original test statistics
by resampling. Therefore, when the computation resource is extremely limited, the
Cauchy test will be a more appropriate choice.
4.1.4 Choice of grid size K
Another issue that affects the testing performance is the selection of quantile levels.
To investigate the entire distribution, a grid that covers all the typical locations is
preferred. For example, τ = (0.1, 0.25, 0.5, 0.75, 0.9) and an evenly spaced grid over
(0, 1), such as τ = (1/(K + 1), . . . , K/(K + 1)), are commonly used. There are no
strict rules for the selection of quantile levels, but there is a general guidance for the
number of quantiles K.
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To ensure a reliable estimation with a sufficient number of observations at each
quantile, we require K = o((1− r0)n), or K < (1− r̂n)n. For example, if Y has only
10 positive realizations, it is not appropriate to use a too fine nominal grid, such as
τ = (0.01, 0.02, . . . , 0.99). Otherwise, the Type I error of the MinP test might not
be controlled (Section 4.3.1), and the power of the Cauchy test can be drastically
reduced (Section 4.3.2). When K satisfies the aforementioned condition, the choice
between a coarsened grid and a fine grid is ambiguous. Adding more quantiles might
introduce more significant signals, but might also incorporate more noise and make
the resampling in MinP test unstable. Therefore, we recommend to go through a
trial and error process starting with a coarsened grid, and select the grid that detects
most DEGs.
4.2 Simulation
In this section, we compare the performance of ZIQRank with the competing methods:
QRank, linear regression, MAST, Monocle, scDD and DESeq2 by two simulation
studies aimed at contrasting two cell conditions. The first study includes cell condition
only and will be called “cell condition only analysis”, while the second study includes
an additional confounding factor and will be called “general scenario analysis”. After
Benjamini-Hochberg (BH) adjustment, we evaluate the overall precision (positive
predictive value, TP / (TP + FP)) and recall (true positive rate, TP / (TP + FN))
on the differentially expressed genes, as well as the stratified recall of each differential
distribution (DD) for the aforementioned methods. In addition, we also check the
FDR with a nominal level of 0.05 on the non-differentially expressed genes.
We generate data similarly to that presented in Dal Molin et al. (2017). Specif-
ically, datasets are generated using simulateSet.R in the scDD package (Korthauer
et al. 2016), with default parameters and synthetic dataset scDatEx as the starting
data. 10,000 genes are simulated for two conditions with sample size of 200 cells each.
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8,000 genes are simulated as non-differentially expressed using the same distribution
(unimodal for half of the genes and bimodal for the remaining). Another 2,000 genes
were simulated as differentially expressed according to the four types of differential
expression, DE, DP, DM, and DB, with 500 genes each. In total, 10 independent
simulated datasets are generated. As a convention in gene analysis, we take log of the
originally generated response, y0i,j, of the ith cell and jth gene, i.e. yi,j = log(y
0
i,j + 1).
Next, to mimic the zero-inflated nature of TPM in single cells, for each of the 2,000
differentially expressed genes, responses below the uth percentile of all the responses
from both conditions are truncated to be 0, where u is randomly generated from
U(0, 0.25). This is consistent with the fact that low gene expression level is more
likely to be omitted. We do not impose more severe zero-inflation because we wish
to keep the specific shapes of DE, DP, DM and DB. The 8,000 non-differentially
expressed genes are left untouched to avoid adding unwanted significant signals.




i,j = yi,j + αjzi,
where αj|B = 1 ∼ U(0, 0.25), αj|B = 0 = 0, B ∼ Binominal(1, 0.25), and zi ∼
N(5, 1.5). Note that about 75% of αj will be 0. This is consistent with the fact that
the additional covariate in real data will not be associated with a large proportion of
genes. For each of the 10 simulated datasets, we generate one set of zi’s for the 400
cells. Next, for each of the genes, we generate one αj and add the additional covariate
effect to yi,j. We also truncate some y
′
i,j’s to be 0 as we did above.
Figure 4.1 presents the degree of heterogeneity in the data simulated for cell
condition only and general scenario analyses. Within one dataset for each of the two
analyses, we examine the difference between empirical quantile functions of condition
1 and 2 for each gene, and summarize 6 statistics by histograms: (1) the percentage
of zero quantile differences over the entire quantile range (0, 1), (2) the percentage of
positive quantile differences, (3) the percentage of negative quantile differences, (4)
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the number of crossings of the two quantile functions, (5) the CV of quantile difference
and (6) the CV of non-zero quantile difference. For both analyses, the data exhibits a
high degree of heterogeneity, which is reflected by a generally large number of quantile
crossings (median is 6) and the large CVs (median is larger than 1). Therefore, it is
expected that the MinP test will have more powerful performance than the Cauchy
test in both studies. The main difference shown by Figure 4.1a and 4.1b is that the
data for cell condition only analysis has a larger fraction of zero quantile differences,
which might further affect the results of Cauchy test.
Figure 4.2 summarizes the raw results without p-value combination. They are:
(1) the observed rate of 0, (2) the p-value from Wald test of logistic regression and (3)
the percentage of p-values from rank-score test that are smaller than 0.05 with the
following three grids: a small grid given by τ = (0.1, 0.25, 0.5, 0.75, 0.9), a medium grid
given by τ = (0.05, 0.1, . . . , 0.95) and a fine grid given by τ = (0.01, 0.2, . . . , 0.99).
The generally small fractions of significant quantile p-values and large logistic p-
values further justify the appropriateness of the “local” combination method - MinP.
Compared with the general scenario analysis, the cell condition only analysis shows
a larger fraction of 0 and larger logistic p-value (Figure 4.2a vs 4.2b), which indicates
a more serious drawback of the Cauchy test.
4.2.1 Power and FDR with cell condition only
Table 4.1 presents the means and standard deviations of the numbers of DEGs de-
tected and correctly detected by the various approaches. ZIQRank-MinP correctly
detects the most DEGs, where the average numbers are 1805.90, 1838.80 and 1838.00
for the small, medium and fine grids respectively. The runner-up is scDD with 1643.30
correctly detected DEGs in average, which is profoundly inferior than the proposed
method. In addition, ZIQRank-MinP has a relatively small standard deviation and
thus is quite stable. Note that ZIQRank-Cauchy does not perform well, which is
expected due to the data characteristics discussed above.
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(a) Description of quantile difference in a dataset for “cell condition only analysis”.
























































































































(b) Description of quantile difference in a dataset for “general scenario analysis”.
Figure 4.1: Summary of quantile difference between cell conditions in simulated
datasets, with median of each statistic marked by dashed red vertical lines.



































































































































































































(b) Raw results on a dataset for “general scenario analysis”.
Figure 4.2: Summary of zero rate, p-value from logistic and quantile regression in
simulated datasets, with median of each statistic marked by dashed red vertical lines.
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Table 4.1: Means and sds of the number of DEGs detected, and truly detected by
ZIQRank and competing methods with cell condition only and below the FDR cut-off
of 0.05. 10 simulated datsets each with 10,000 genes and 200 cells for each condition.
The first 2,000 genes are DEGs with additional zero-inflation (the rate is uniformly
random between 0.00-0.25).
Method nDEG sd ntrueDEG sd
QRank, medium 1637.00 19.70 1600.70 16.73
ZIQRank-MinP, small 1843.20 10.50 1805.90 13.21
ZIQRank-Cauchy, small 1372.20 21.70 1358.30 22.46
ZIQRank-MinP, medium 1878.10 9.34 1838.80 9.41
ZIQRank-Cauchy, medium 1390.00 21.84 1375.10 21.28
ZIQRank-MinP, fine 1868.40 16.56 1838.00 14.12
ZIQRank-Cauchy, fine 1395.20 25.07 1379.80 23.57
linear 1365.60 20.35 1349.00 18.74
MAST 1586.80 8.73 1578.10 8.89
Monocle 1255.20 24.59 1236.90 23.48
scDD 1656.50 15.62 1643.30 13.50
DESeq2 1215.60 25.06 1215.40 25.10
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Figure 4.3 is a detailed summary of the testing performance. All the overall
precisions are larger than 0.97, so all the testing approaches have desirable exactness
and we will focus on the completeness of the detecting performance, i.e. the recall.
The power, or overall recall, of ZIQRank-MinP is larger than 0.9 for any grid sizes,
while the powers of QRank, MAST and scDD are only around 0.8. In addition,
ZIQRank-MinP is the most powerful method in each DD category (Figure 4.3b).
Especially for DB, which has a crossing of the quantile functions at some central
quantile level (Figure 1.3), the recalls of ZIQRank-MinP are maintained above 0.8,
whereas all the mean-based methods have recalls lower than 0.4. Figure 4.3c shows the
confidence for the results given by ZIQRank-MinP. Its FDR, which is the percentage
of falsely detected genes among the 8,000 non-differentially expressed genes, is far
below the nominal level 0.05.
4.2.2 Power and FDR with an additional covariate
ZIQRank outperforms all the competing approaches in the hypothesis testing with an
additional covariate, or in “general scenario”. As shown in Table 4.2, ZIQRank-MinP
correctly detects 1793.60, 1825.10 and 1824.30 DEGs in average for the three grid
sizes respectively. ZIQRank-Cauchy correctly detects 1746.10, 1750.20 and 1740.30
DEGs in average, which is less powerful than ZIQRank-MinP but still superior than
the other approaches, e.g. QRank (1575.80) and MAST (1553.60). In addition, the
proposed approach is the most stable approach because it has the smallest standard
deviations (except ZIQRank-MinP with fine grid).
Similar to the analysis in Section 4.2.1, Figure 4.4 shows that every method has
a satisfactory exactness of detecting DEGs. However, now both ZIQRank-MinP and
ZIQRank-Cauchy have overall recalls around 0.9, while overall recalls of the other
approaches are less than 0.8. In addition, for each DD type (Figure 4.4b), especially
DP an DB, ZIQRank gives the largest recalls. Finally, Figure 4.4c validates the
proposed method as its FDR is well-controlled.


























































































































































































































































































































































































































(b) Boxplots of recall of each DEG types, traditional differential expression (DE), differen-
tial proportion of cells within each component (DP), differential modality (DM) an both



















































































(c) Boxplots of FDR.
Figure 4.3: Results of the analysis with cell condition only on simulated datasets with
0%-25% zero-inflation rate (only the 2000 DEGs are imposed additional zeros).
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Table 4.2: Means and sds of the number of DEGs detected, and truly detected by
ZIQRank and competing methods with an additional continuous covariate and below
the FDR cut-off of 0.05. 10 simulated datsets each with 10,000 genes and 200 cells
for each condition. The first 2,000 genes are DEGs with additional zero-inflation (the
rate is uniformly random between 0.00-0.25).
Method nDEG sd ntrueDEG sd
QRank, medium 1605.00 21.31 1575.80 16.90
ZIQRank-MinP, small 1828.50 14.18 1793.60 14.73
ZIQRank-Cauchy, small 1783.40 12.89 1746.10 8.05
ZIQRank-MinP, medium 1862.50 15.57 1825.10 11.69
ZIQRank-Cauchy, medium 1784.40 8.45 1750.20 7.63
ZIQRank-MinP, fine 1855.60 20.07 1824.30 16.75
ZIQRank-Cauchy, fine 1773.40 9.83 1740.30 9.15
linear 1351.50 21.92 1335.40 19.29
MAST 1561.60 14.81 1553.60 15.65
Monocle 1220.80 28.62 1203.20 28.80
DESeq2 1193.90 27.41 1193.70 27.42













































































































































































































































































































































































































(b) Boxplots of recall of each DEG types, traditional differential expression (DE), differen-
tial proportion of cells within each component (DP), differential modality (DM) an both














































































(c) Boxplots of FDR.
Figure 4.4: Results of the analysis with an additional covariate on simulated datasets
with 0%-25% zero-inflation rate (only the 2000 DEGs are imposed additional zeros).
CHAPTER 4. ZERO-INFLATED QUANTILE RANK-SCORE BASED TEST
(ZIQRANK) 71
4.3 Analysis of the scRNA-seq data about human
glioblastoma
In this section, we present a case study on a scRNA-seq data about infiltrating neo-
plastic cells at the migrating front of human glioblastoma. The dataset GSE84465 is
available on the conquer (consistent quantification of external rna-seq data) repos-
itory (Soneson and Robinson 2018). It examines 3584 cells from four patients with
giloblastma tumors. The cell condition is either Neoplastic or Regular, where 1091
cells are Neoplastic and 2493 cells are Regular. In addition, the four patients are
denoted as S1, S2, S4 and S6 respectively, where 487 cells are from Patient S1, 1169
cells are from Patient S2, 1540 cells are from Patient S4 and 388 cells are from Patient
S6. This patient ID serves as the confounding covariate. A total number of 65218
genes are examined within each cell. We pre-process the data by the following steps:
(1) average the TPMs of the same gene within each cell, (2) delete the gene if it has
positive expression for one cell condition only, (3) delete the gene if its zero-inflation
rate is larger than 97.5%, and (4) take log of TPM, i.e. log(TPM + 1). Finally, we
obtain a dataset with 22970 genes. We apply all the aforementioned methods but
DESeq2 to the final dataset, because DESeq2 is computationally prohibitive given the
computation resource available to us and has proven to be inferior to other methods
in our simulation studies (Section 4.2). The FDR rate is set to be 0.01, which is
consistent with the existing analysis of GSE84465 (Darmanis et al. 2017).
Figure 4.5a describes the heterogeneity in the dataset by the empirical quantile
difference between Neoplastic and Regular cells. Compared to the datasets used in
simulation (Figure 4.1), this real dataset has a much lower degree of heterogeneity.
The median of the numbers of crossings of the two quantile functions is only 1,
which is much less than that in the simulated datasets. The CV of non-zero quantile
difference is around 0.7, which is less than 1 and indicates a homogeneous effect
of cell condition over different quantiles. Figure 4.5b summarizes the raw results
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given by ZIQRank, which further enhances the advantage of Cauchy test over MinP
test. First, it is shown that zero is prevalent in genes’ expression with a median
rate of 80%. Second, for a large portion of genes, the extents of zero-inflation are
distinct between Neoplastic and Regular cells, which is indicated by the abundance
of significant p-values from logistic Wald test. Last, the percentage of quantile p-
values that are smaller than 0.01 is not generally small, which validates that the real
data is not extremely heterogeneous. Therefore, different from the simulation studies
(Section 4.2), in this real application, Cauchy test is presumably more powerful than
MinP test. We have two extra remarks. First, we still use the small, medium and fine
quantile level grids as defined in Section 4.2. However, the fine grid does not meet the
condition discussed in Section 4.1.4, as K = 99 > (1− 97.5%)3584 = 89.6. The lousy
consequences will be discussed in the next two subsections. Second, compared to the
analysis with the additional covariate - patient ID, the cell condition only analysis
has a larger number of significant quantile p-values, which will make more DEGs be
detected.
4.3.1 Type I error control
To check the Type I error of each method, we permute the covariates tuple (cell
condition, patient ID) over the 3584 cells to create 50 permutated datasets. Such a
permutation aims to maintain the relationship between cell condition and patient ID,
but break the association between cell condition and gene expression level. On each
of the permutated dataset where there is no truly differential genes, we compute the
Type I error by the fraction of detected genes that are assigned a nominal p-value
(without multiple adjustment) of less than 0.01.
Figure 4.6a shows that for cell condition only analysis, all the Type I errors are
around 0.01 except for the Type I error of Monocle. With patient ID also taken into
account (Figure 4.6b), Monocle is still too liberal, but more importantly, ZIQRank-
MinP has a severely inflated Type I error, which makes its result untrustworthy. This
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(b) Summary of zero rate, p-value from logistic and quantile regression.
Figure 4.5: Descriptive statistics about quantile difference between Neoplastic and
Regular, and raw results in GSE84465, with median of each statistic marked by
dashed red vertical lines.

























































































































































































(b) Boxplots of FPRs from 50 null datasets analyzed with covariate - patient id.
Figure 4.6: Type I error of ZIQRank and competing methods.
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Table 4.3: Number of DEGs detected by ZIQRank and competing methods.
Method MinP Cauchy
QRank, medium, w/o 12961
ZIQRank, small, w/o 15747 16323
ZIQRank, medium, w/o 15537 16425





QRank, medium, w/ 11830
ZIQRank, small, w/ 12999 13677
ZIQRank, medium, w/ 12764 13777




Type I error analysis justifies the validity of ZIQRank with small and medium grids,
and assures that we can believe their results in Section 4.3.2.
4.3.2 Characteristics of uniquely detected genes
Table 4.3 gives the numbers of DEGs detected by various methods after BH ad-
justment. Without patient ID included, scDD detects the most DEGs and ZIQRank-
Cauchy with medium grid detects the second most DEGs. Although scDD has a good
performance, it is not applicable with patient ID adjusted. In the general scenario,
ZIQRank-Cauchy with medium grid is the most powerful method.
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The proposed ZIQRank tests with small and medium grids successfully detect
100+ useful genes associated with glioma, while all the other methods fail to do so.
For example, one of such genes is CHD4, which is proved to be overexpressed in glioma
cells and is a strong suppressor of glioma (McKenzie et al. 2019). The quantile and
violin plots for four of the detected genes - UBR1, PCDHA4, PHLPP1 and UBE2D3
can be found in Figure 4.7. All of these four genes have almost the same means
between the two conditions - Neoplastic and Regular, but the two quantile functions
either (1) have crossings or (2) form a spindle shape, which are consistent with the
properties of DB and DP type (Figure 1.3). For UBR1, the two quantile functions
have a crossing around τ = 0.75, indicating a 75% chance of overexpresssion in
Neoplastic cells compared to Regular ones. This is consistent with Uhlen et al. (2010)
(UBR1 available from v18.1.proteinatlas.org) and Fazi et al. (2015)’s findings that the
expression of UBR1 is moderately higher in glioma cells. As shown by the quantile
plot, PCDHA4 is also overexpressed in glioma cells. This is supported by Uhlen
et al. (2010) (PCDHA4 available from v18.1.proteinatlas.org)’s work, and PCDHA4
is potentially a suppressor of glioma as it is already proved to play the role in other
cancers (Tombolan et al. 2016). According to the violin plot, PHLPP1 is a typical
DB type gene as the Neoplastic cells have two modes while the Regular cells have
only one mode. This is quite consistent with a tumor suppressor’s negative feedback
process discussed in Section 1, and Teng et al. (2016) confirmed that PHLPP1 plays
a vigorous suppression role in inflammatory response of glioma. UBE2D3, by the
quantile plot, has more than 60% chance of overexpresssion in glioma cells. Obacz
et al. (2019) endorsed the overexpression of UBE2D3 and pointed out that it controls
the recruitment of myeloid cells to glioma.
Last but not least, Table 4.4 shows the time and memory required by each method
to compute all the nominal p-values for the 22970 genes in the cleaned dataset. It
is important to consider the computational cost because scRNA-seq data is usually
big and a computationally economic method is highly preferred. The computational
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(a) Some DEGs detected by ZIQRank only without patient id.



























































(b) Some DEGs detected by ZIQRank only with patient id.
Figure 4.7: Quantile and violin plots of typical DEGs detected by ZIQRank only.
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Table 4.4: Time and memory required by ZIQRank and competing methods on HPC.
Method Time Memory
QRank, medium 17min 1.5G





DESeq2 NA > 32G
time of ZIQRank is relatively small, which is slightly larger than that of the linear
regression, scDD and QRank. Next, ZIQRank entails only 3G of memory, which is
much more advantageous than the existing parametric approaches for differential gene
expression analysis. Note that ZIQRank can be even faster and entail less memory if
we use a small grid of quantile levels.
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Chapter 5
Two-part quantile regression
model for longitudinal zero-inflated
outcomes
In this chapter, we extend the proposed quantile regression (Chapter 3) and inference
(Chapter 4) to analyze repeated zero-inflated measures. Section 5.1 provides more
details about the IntelliCare app suite, as a complement to the outline in Chapter 1. In
addition, we describe the scientific questions we aim to answer, together with the data
cleaned and processed for this analysis. Section 5.2 presents the models, estimation
and inference for this data. Section 5.3 summarizes the application results.
5.1 The IntelliCare data
Apart from the recommender system – Hub, there are 12 functional apps. Each of
the functional apps is interactive and simple to use, targeting one skill for releasing
depression or anxiety (Table 5.1). Most all the 13 IntelliCare apps are available
on the Google Play and App Store for public downloading and can be downloaded
separately according to the user’s preference. Note that there is no missing problem
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Table 5.1: Names and brief descriptions of the 13 IntelliCare apps.
App Behavioral strategy
Hub –
Apire Personal values and goal setting
Boost me Behavioral activation
Daily feats Goal setting
iCope Proactive coping
My mantra Self-affirmations and positive reminiscence
Day to day Psychoeducation and prompts
Move me Exercise for mood
Purple chill Relaxation
Slumber time Sleep hygiene
Social force Social support
Thought challenger Cognitive reframing
Worry knot Emotional regulation and exposure
in mHealth. If a user does not download one particular app, his/her engagement with
this app is counted as zero. The measure is also zero after the user stops using the
app. Therefore, such a mHealth data is extremely zero-inflated (Figure 1.4).
For users with Hub, recommendations for some of the 12 apps will be given roughly
on a weekly basis. The pop-up recommendation message is designed to appear once
per week, while there are also cases with zero or multiple messages. In each of such
pop-ups, up to two apps will be randomly chosen and recommended. Although the
overall improvement of user engagement by the recommender system was proved
(Cheung et al. 2018), we are interested in two scientific questions: (1) what is the
effect of each strategy, or recommendation for each app, on the user engagement, and
(2) regardless of the recommendation type, what is the optimal number of recom-
mendations that boosts the use most?
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To answer the questions, we include 1514 users who downloaded Hub as the first
IntelliCare app during the period between April 1, 2015 and August 31, 2016, and
provided demographic information (age and gender) via the apps. We process 8-
week activities of each user since their first download. The user engagement metric
of interest is the total app use sessions (when we process the log data, two events
with a time difference more than 5 minutes will be counted into two sessions) of
each week, i.e. the sum of use count of all apps but Hub. Further, we make app-
specific adjustment of the metric based on the recommendation time. Suppose the
recommendation time during a particular week is tr for Aspire, then the outcome of
that week is




which turns out to be a semicontinuous outcome. Thus, the proposed quantile model
in Chapter 3 is ready to be extended to model such a repeated outcome.
5.2 Proposed methods
5.2.1 Model and estimation
In this section, we present the longitudinal models for the zero-inflated app use metric
to address the two scientific questions. Suppose Yi,j is the adjusted app use sessions
of user i in Week j, Tj denotes the week, Ri,j,k is the recommendation status of the
kth app of user i in Week j (1 is recommended, 0 is not recommended), and Xi refers
to the demographic information of user i.
We aim to model Yi,j of Week 2 to Week 8 since the first download, given the
nonlinear form of week, Tj and T
2
j , the app use of the previous week, I(Yi,j−1 = 0) and
Yi,j−1, the recommendation during the previous week, Ri,j−1,k, and the demographic
characteristics Xi. Note that we separate the effect of Yi,j−1 into I(Yi,j−1 = 0) and
Yi,j−1, because the event Yi,j−1 = 0 has a critical effect on the use in current week.
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Again, we model P (Yi,j > 0|·) and QY (τ |·, Yi,j > 0) separately.
First, we model the probability of observing a positive Yi,j by
logit{P (Yi,j > 0|Tj, Yi,j−1, Ri,j−1,k,Xi)} = ζ0 + ζ1Tj + ζ2T 2j





Next, we model the τth quantile of Yi,j|Yi,j > 0 by
QYi,j(τ |Tj, Yi,j−1, Ri,j−1,k,Xi, Yi,j > 0) = α0 + α1Tj + α2T 2j





Note that α’s and β’s are τ -specific, we use these notations for simplicity. and keep the
same rule in the rest of this Chapter. To find the optimal number of recommendations,
we change the models to
logit{P (Yi,j > 0|Tj, Yi,j−1, Ri,j−1,k,Xi)} = ζ0 + ζ1Tj + ζ2T 2j





2 + x>i ζ5, (5.3)
and
QYi,j(τ |Tj, Yi,j−1, Ri,j−1,k,Xi, Yi,j > 0) = α0 + α1Tj + α2T 2j





2 +X>i α5. (5.4)
Models (5.1) and (5.3) can be estimated via the regular parametric GEE assuming
an independence covariance structure for simplicity. Denote the collection of covari-
ates as X̃i,j for user i at Week j, and θ
Q as the collection of coefficients in the quantile


















{Yi,j − X̃>i,jθQ}{τ − I(Yi,j − X̃>i,jθQ < 0)}I(Yi,j > 0).
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As noted by Wei et al. (2006), the within-subject covariance structures are unspecified
but are independent across users. In addition, even if the structure is assumed to be
independent, the within-subject correlation can be captured by the terms, I(Yi,j = 0)
and Yi,j.
Next, the conditional quantile function, QYi,j(τ |X̃i,j), is estimated by the same
procedure stated in Section 3.1.2, while the probability of observing a positive Yi,j
given the covariates profile is the marginal mean estimated by the GEE models for
binary outcomes – (5.1) and (5.3). Note that we only implement the non-smooth
version, because it provides almost the same results as the smooth one but saves
computation resources.
5.2.2 Rank-score test
In this section, we extend the ZIQRank test to detect covariates’ effect on the
marginal distributions of longitudinal outcomes. We assume that the observations,
{(xi,j, yi,j); j = 1, . . . , 8}, are i.i.d. across subjects, and X̃i,j = (Z>i,j,C>i,j)>, with
Zi,j including the intercept. The hypotheses are exactly the same as (4.3), studying
whether C does not affect the outcome. Here, C refers to the collection of covariates
related to Ri,j−1,k, the recommendations of the previous week.
For the binary part, as discussed in Section 4.1.1, we can use any valid test in
GEE regarding the γ’s in Models Models (5.1) and (5.3). In this analysis, we choose
the Wald test using robust standard errors and obtain the p-value, pL.
Similar to that described in Section 4.1.1, denote X̆i,j = X̃i,j · I(Yi,j > 0) as
the nominal vector of covariates, then Z̆i,j, C̆i,j follow. Let z̆, c̆ respectively denote
the matrices consisting of N = n · 7 realizations of Z̆i,j and C̆i,j. Let α denote the
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{yi,j − z̆>i,jα}{τ − I(yi,j − z̆>i,jα < 0)}I(yi,j > 0).
where z̆i,j corresponds to the ith subject and the jth measurement. Next,
c̆∗ = (I − z̆(z̆>z̆)−1z̆>)c̆,
where I is the identity matrix. Similarly, let c̆∗i,j be the row of c̆
∗ that corresponds to
the ith subject and the jth measurement. Then the quantile rank-score test statistic








ψτ{yi,j − z̆>i,jα̂n}I(yi,j > 0)c̆∗i,j. (5.5)
The asymptotic covariance matrix of the rank-score under H0, in i.i.d. case is
ΣQτ = Var(S
Q
n,τ ) = τ(1− τ) E
[







where C̆∗i is the block corresponds to the ith subject. Note that to estimate the
covariance matrix, we first evaluate the within each subject’s block, and adjust it
with the positive rate of that subject, then we do average across all the subjects.
Next, we can compute pQτ , the p-value of the rank-score test, because under H0
SQn,τ
d→ N(0,ΣQτ ).
It can be easily extended to SQn = (S
Q
n,τ1
, . . . , SQn,τK )
>, similar to that stated in




σi,j = (τi ∧ τj − τiτj) E
[











with a grid size K, based on the extent of heterogeneity and zero-inflation of the data.
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5.3 Analysis of the IntelliCare data
In this section, we show the results of applying the proposed model and test to study
the IntelliCare data. Note that as the GEE-type models will not affect the marginal
parameter estimates, we still compare the model fitness and prediction performance
of the proposed GEE-type model with the cross-sectional zero-inflated Poisson (ZIP),
hurdle and compound Poisson-gamma (CPG) models. To study the effects of differ-
ent recommendation strategies and the number of recommendations on the app use
metric, we apply the proposed longitudinal ZIQRank test and compare its results to
those by regular linear GEE.
5.3.1 Goodness-of-fit
We use the Q-Q plot to compare the distribution of the model-simulated outcomes
to that of the real observations. The model-simulated and observed zero proportions
are also compared because there are dominating zeros in the data. Note that the
direct quantile regression cannot simulate zero values, but we regard minimal values
(< 10−4) drawn from it as zeros. Figure 5.1 illustrates that the proposed model
gives the best fit because both quantiles and zero proportions are incredibly aligned.
ZIP/hurdle regression produce equivalently accurate zero proportions; however, the
distribution of the model-simulated app use deviates from the observed. Performance
of direct quantile regression and CPG model are not satisfactory at all.
5.3.2 Prediction
We use 5-fold cross-validation to compare the prediction performance of the various
methods. Each time, 20% of the 10598 (= 1514 · 7) observations are dropped com-
pletely randomly from estimation and used as the testing set. The criterion used is
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Figure 5.1: Visual goodness-of-fit: Q-Q plots and side-by-side zero proportions to
compare the distributions of the model-simulated and observed outcomes.
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where L = 5. We compute the overall MAPE, and stratified MAPE for each subgroup
of the outcome – adjusted app use sessions. Note for Model (5.2), direct quantile
regression sometimes has singularity issue, thus its result is ignored.
Table 5.2 shows that the proposed method produces the most accurate overall
prediction. In addition, in most subgroups of the outcome, the proposed method
dominates the competing approaches. Especially for the group with Y = 0, MAPE
of the proposed method is only 0.14, while that of the direct method is 0.19, and the
those of the parametric methods are all more than 0.55.
5.3.3 Evaluation of the recommender system
In this section, we apply the proposed model and test to answer the two scientific
questions described in Section 5.1. First, we apply the ZIQRank test to investigate
whether a specific strategy or the number of recommendations has a significant effect
on the distribution of adjusted app use sessions, according to Models (5.1) and (5.2)
or Models (5.3) and (5.4). If a particular covariate indeed affects the use, we will
quantify the effect, again, using the aforementioned models.
Table 5.3 summarizes the p-values computed by the longitudinal ZIQRank test
proposed in Section 5.2.2. Note that we use the grid of nominal quantile levels,
τ = 0.1, 0.2, . . . , 0.9. We also compare the results to the p-values from the Wald test
using robust standard errors of regular linear GEE. Apparently, ZIQRank is more
powerful with all the p-values much smaller than those from regular GEE. The effects
of recommendations about Aspire, Daily feats, iCope, Move me, Purple chill, Social
force, and Worry knot turn out to be significant. It indicates that those strategies
have a noticeable effect on some quantiles, or their effects are quite heterogeneous
across quantiles, making the summarized mean effect insignificant.
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Table 5.2: Comparison of the overall and stratified prediction accuracy by the pro-
posed method, direct quantile regression, ZIP/hurdle regression and CPG.
(a) Learn the effect of each strategy by Models (5.1) and (5.2)
MAPE Proposed Direct ZIP Hurdle CPG
Overall (10598) 1.08 – 1.44 1.44 1.56
Y = 0 (8775) 0.14 – 0.57 0.56 0.60
Y ∈ (0, 1] (458) 1.57 – 1.99 1.99 2.22
Y ∈ (1, 4] (521) 3.06 – 3.76 3.76 3.87
Y ∈ (4, 11] (418) 5.66 – 4.25 4.25 4.11
Y > 11 (426) 12.74 – 13.08 13.07 14.97
(b) Learn the optimal number of recommendations by Models (5.3) and (5.4)
MAPE Proposed Direct ZIP Hurdle CPG
Overall (10598) 1.08 1.11 1.43 1.43 1.52
Y = 0 (8775) 0.14 0.19 0.56 0.56 0.59
Y ∈ (0, 1] (458) 1.52 1.66 2.04 2.04 2.20
Y ∈ (1, 4] (521) 3.03 2.80 3.77 3.77 3.65
Y ∈ (4, 11] (418) 5.57 4.87 4.09 4.10 3.91
Y > 11 (426) 12.81 13.54 12.96 12.95 14.65
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Table 5.3: P-values from the significance tests regarding the various covariates in
Models (5.1) and (5.2) or Models (5.3) and (5.4) by the longitudinal ZIQRank test
and regular linear GEE.
(a) Learn the effect of each strategy by Models (5.1) and (5.2)
ZIQRank-MinP ZIQRank-Cauchy Linear GEE
Apire 0.00 *** 0.00 *** 0.10
Boost me 0.00 *** 0.00 *** 0.00 ***
Daily feats 0.00 ** 0.00 *** 0.20
iCope 0.01 * 0.03 * 0.15
My mantra 0.00 *** 0.00 *** 0.00 ***
Day to day 0.00 *** 0.00 *** 0.00 **
Move me 0.00 ** 0.00 *** 0.43
Purple chill 0.00 *** 0.00 ** 0.06 .
Slumber time 0.21 0.09 . 0.74
Social force 0.00 *** 0.00 *** 0.49
Thought challenger 0.00 *** 0.00 *** 0.00 **
Worry knot 0.00 ** 0.00 *** 0.59
(b) Learn the optimal number of recommendations by Models (5.3) and (5.4)
ZIQRank-MinP ZIQRank-Cauchy Linear GEE
Num of recommendation 0.00 *** 0.00 *** 0.01 **
Num of recommendation2 0.25 0.07 . 0.97
Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 .
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Next, with the insignificant covariates, Slumber time and Num of recommendation2
abandoned, we use the models again to learn the remaining features’ effects. As shown
by Table 5.4, all of the features’ odds ratios are larger than 1, indicating that they
increase the probability of using the apps. While for the positive use, by Models (5.1)
and (5.2), all the strategies have quite heterogeneous effects on different quantiles
of the positive part. Thus, by this table, we have a comprehensive picture of each
strategy’s effect, which answers the first question raised in Section 5.1. In addition,
all kinds of recommendations boost the user engagement at upper quantiles, i.e. at
τ = 0.8, 0.9. We can infer that the recommendations are useful for those very active
users, while for other people, the effects are ambiguous. It is consistent with the re-
sults by Models (5.3) and (5.4), from which the effect of more recommendations has
a larger effect on upper quantiles. However, as the quadratic term is not significant,
we cannot conclude with an optimal number of recommendations, but more is better.
Therefore, in the future, we might try more nonlinear forms of Num of recommen-
dation to give a better answer to Question 2 (Section 5.1). Figure 5.2 presents a
straightforward illustration of Table 5.4. Suppose we have a female user aged 30, who
has no recommendation in the first week. We plot the quantile function of her app
use in Week 2 with a solid black line, and also a counterfactual quantile function if
each one of the apps was recommended in Week 1 with a dashed red line. It shows
that recommendation for Boost me is the most effective, and nearly all the strategies’
effect reach the maximum at the right tail. It is confirmed by the right bottom panel,
which demonstrates the average effect of increasing Week 1’s recommendation from
0 to 1.
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Figure 5.2: Quantile function (solid black line) of Week 2’s app use of a female aged
30 without recommendation in the first week, also counterfactual quantile function
if each one of the apps was recommended in Week 1 (dashed red line). The average
effect of increasing Week 1’s recommendation from 0 to 1 (right bottom).
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Chapter 6
Conclusions and future work
In this chapter, we first summarize the proposed quantile-based models and tests
for zero-inflated cross-sectional and longitudinal outcomes. Then, we conclude this
dissertation by discussing a few possible future directions on this topic.
6.1 Conclusions
This dissertation establishes a quantile regression-based framework for modeling, es-
timating, and making inference on the zero-inflated outcomes, and also extends it to
address repeated zero-inflated measures.
The model is two-part, combining a logistic regression for the zero-inflation, and
linear quantile regression for the positive with subject-specific zero-inflation adjusted.
This model framework is flexible to capture the nonlinear relationships between the
zero-inflated outcome and its covariates. A piecewise estimation of the conditional
quantile is developed with a data-driven interpolation window around the change
point from zero to positive. This estimation algorithm is also capable of handling
outcomes that are either zero or greater than a certain value. If that threshold
T is known by some domain knowledge, we can do interpolation to connect the
endpoint values, T and the estimated quantile x>β̂n ◦ Γ(1 − π(γ̂n,x) + n−δ;x, γ̂n).
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If T is unknown, it is robust to regard the left endpoint as 0 for interpolation, and
the resulting estimator by (3.6) is asymptotic consistent at any fixed τ (Theorem
1 of Chapter 3). Next, we establish the asymptotic distribution of the estimated
conditional quantile. When the τ of interest is close to the problematic change point
where the conditional quantile changes from zero to positive, the limiting distribution
is a zero-inflated half-normal, and the inference requires special care. If the target
τ is beyond the change point, the estimated conditional quantile is asymptotically
normal, and the inference can be conducted in standard ways. Also, we develop an
inference tool for quantile treatment effects – AQE, and establish its large sample
properties. By simulation studies and analyses of real datasets, we show that the
proposed methods provide more accurate and robust estimation, better goodness-
of-fit, more accurate prediction, and more accurate and comprehensive inference,
compared to direct quantile regression and existing parametric methods.
Apart from the aforementioned local inference, we develop a quantile rank-score
based simultaneous inference tool – ZIQRank, to detect the difference in distributions
of zero-inflated outcomes. A valid test in logistic regression for the zero-inflation and
quantile rank-score based tests on multiple quantiles of the positive part with zero-
inflation adjusted are conducted simultaneously. The p-values are combined with
MinP or Cauchy procedures according to a set of characteristics of the data. By
simulation studies and real applications, we show that the proposed method gives the
highest power while keeping the Type I error controlled. The success lies in the fact
that ZIQRank can simultaneously handle the heterogeneity and zero-inflation of the
data. We also note that it consumes quite limited computation time and memory,
and can flexibly incorporate confounding covariates.
By the methods developed in this dissertation, we successfully examine the het-
erogeneous effects of the risk factors on carotid plaque burden over quantiles. This
finding provides a comprehensive picture to assist in individualized diagnosis and
treatment. Studying a scRNA-seq data on human glioblastoma by ZIQRank test,
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we achieve detecting a group of genes that are crucial for diagnosis or suppression of
glioma, while the parametric approaches or direct quantile method fail to do so. For
the usually big and complex genetic/genomic data, our method might be a powerful
but still robust way to screen out useful signals. By analyzing the IntelliCare data,
we quantify the heterogeneous effects of the various recommendation strategies and
conclude that such recommendations will further boost the user engagement of those
very active users. This evaluation will help the psychologists and engineers to build
an even more effective recommender system. Therefore, we recommend the proposed
methods in this dissertation for practical use in biomedical studies with zero-inflated
data. Finally, we discuss some possible generalizations to our proposed model and
inference tools.
6.2 Future work
There are various interesting directions the proposed model and inference can be
potentially extended:
Multiple inflated values: Although the main focus of this dissertation is zero-
inflation, the proposed methods can be easily extended to address outcomes with
point masses at multiple values. For example, in a population, the proportion of
missing teeth in a patient takes on values between zero and one, and often with
excessive zeros and ones.
Predictive models: Another direction is to build predictive models for zero-inflated
outcomes using advanced machine learning methods. It might be of great importance
to complex medical data, where linear models are not adequate but flexible ensemble
learning could help, such as gradient boost and random forest. Even, we can incor-
porate the deep learning techniques, i.e. convolutional or recurrent neural network.
Such models could be used to learn images, e.g. MRI, or unstructured longitudinal
data, e.g. EMR/EHR. Further, we can apply our method to reinforcement learning,
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when the reward is zero-inflated, to mine the optimal regime.
High-dimensional data: The model can be extended to handle the high-dimensional
data. In the proposed model framework, estimation and inference on the quantile co-
variate effect do not require the same set of covariates for logistic and quantile models.
Then existing variable selection procedures, such as Lasso, SCAD and Elastic Net, can
be incorporated into the two sets of models, separately or simultaneously. Although
the oracle properties of these methods are well examined separately, the simultaneous
selection of the two models needs careful investigation.
Semiparametric or nonparametric inference: Although the inference tools devel-
oped here based on the parametric logistic model and linear quantile model, it will be
of interest to examine inference with the two models being replaced with semipara-
metric or complete nonparametric ones.
Test on the quantile process: Although currently, a grid of nominal quantile levels
needs to be chosen to make the simultaneous inference, we might extend it to a
quantile process problem without the necessity of grid selection.
Incorporation of information from other genes: Specifically, for the differential
gene expression analysis, though ZIQRank test is now conducted on each gene inde-
pendently, we can incorporate information from the entire dataset or other genes into
the estimation and inference so as to further increase the power.
Microbiome analysis: Developing methods for microbiome research is at an all-
time high. Apart from zero-inflation, its hierarchical taxonomy structure is crucial to
be incorporated into the analysis.
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Dobrzyński, M., Nguyen, L. K., Birtwistle, M. R., von Kriegsheim, A.,
Blanco Fernández, A., Cheong, A., Kolch, W., and Kholodenko, B. N. (2014).
Nonlinear signalling networks and cell-to-cell variability transform external signals
into broadly distributed or bimodal responses. Journal of The Royal Society Inter-
face, 11(98):20140383.
Duan, N., Manning, W. G., Morris, C. N., and Newhouse, J. P. (1983). A comparison
of alternative models for the demand for medical care. Journal of Business &
Economic Statistics, 1:115–126.
Fazi, B., Felsani, A., Grassi, L., Moles, A., D’Andrea, D., Toschi, N., Sicari, D.,
De Bonis, P., Anile, C., Guerrisi, M. G., et al. (2015). The transcriptome and
BIBLIOGRAPHY 99
mirnome profiling of glioblastoma tissues and peritumoral regions highlights molec-
ular pathways shared by tumors and surrounding areas and reveals differences be-
tween short-term and long-term survivors. Oncotarget, 6(26):22526.
Finak, G., McDavid, A., Yajima, M., Deng, J., Gersuk, V., Shalek, A. K., Slichter,
C. K., Miller, H. W., McElrath, M. J., Prlic, M., et al. (2015). Mast: a flexi-
ble statistical framework for assessing transcriptional changes and characterizing
heterogeneity in single-cell rna sequencing data. Genome biology, 16(1):278.
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Ramsköld, D., Luo, S., Wang, Y.-C., Li, R., Deng, Q., Faridani, O. R., Daniels,
G. A., Khrebtukova, I., Loring, J. F., Laurent, L. C., et al. (2012). Full-length
mRNA-seq from single-cell levels of RNA and individual circulating tumor cells.
Nature biotechnology, 30(8):777.
Rincon, F., Dhamoon, M., Moon, Y., Paik, M. C., Boden-Albala, B., Homma, S.,
Di Tullio, M. R., Sacco, R. L., and Elkind, M. S. (2008). Stroke location and asso-
ciation with fatal cardiac outcomes: Northern manhattan study (nomas). Stroke,
39(9):2425–2431.
BIBLIOGRAPHY 103
Rundek, T., Arif, H., Boden-Albala, B., Elkind, M., Paik, M., and Sacco, R. L.
(2008). Carotid plaque, a subclinical precursor of vascular events: the northern
manhattan study. Neurology, 70(14):1200–1207.
Shorack, G. and Wellner, J. (1986). Empirical processes with applications to statistics.
John Wiley & Sons, Inc: New York.
Soneson, C. and Robinson, M. D. (2018). Bias, robustness and scalability in single-cell
differential expression analysis. Nature methods, 15(4):255.
Song, X., Li, G., Zhou, Z., Wang, X., Ionita-Laza, I., and Wei, Y. (2017). Qrank: a
novel quantile regression tool for eqtl discovery. Bioinformatics, 33(14):2123–2130.
Tang, Y., Wang, H. J., He, X., and Zhu, Z. (2012). An informative subset-based
estimator for censored quantile regression. Test, 21(4):635–655.
Teng, D.-C., Sun, J., An, Y.-Q., Hu, Z.-H., Liu, P., Ma, Y.-C., Han, B., and Shi, Y.
(2016). Role of phlpp1 in inflammation response: its loss contributes to gliomas
development and progression. International immunopharmacology, 34:229–234.
Tobin, J. (1958). Estimation of relationships for limited dependent variables. Econo-
metrica: journal of the Econometric Society, pages 24–36.
Tombolan, L., Poli, E., Martini, P., Zin, A., Millino, C., Pacchioni, B., Celegato, B.,
Bisogno, G., Romualdi, C., Rosolen, A., et al. (2016). Global dna methylation pro-
filing uncovers distinct methylation patterns of protocadherin alpha4 in metastatic
and non-metastatic rhabdomyosarcoma. BMC cancer, 16(1):886.
Trapnell, C., Cacchiarelli, D., Grimsby, J., Pokharel, P., Li, S., Morse, M., Lennon,
N. J., Livak, K. J., Mikkelsen, T. S., and Rinn, J. L. (2014). The dynamics and
regulators of cell fate decisions are revealed by pseudotemporal ordering of single
cells. Nature biotechnology, 32(4):381.
BIBLIOGRAPHY 104
Treutlein, B., Brownfield, D. G., Wu, A. R., Neff, N. F., Mantalas, G. L., Espinoza,
F. H., Desai, T. J., Krasnow, M. A., and Quake, S. R. (2014). Reconstructing
lineage hierarchies of the distal lung epithelium using single-cell RNA-seq. Nature,
509(7500):371.
Trombetta, J. J., Gennert, D., Lu, D., Satija, R., Shalek, A. K., and Regev, A. (2014).
Preparation of single-cell RNA-seq libraries for next generation sequencing. Current
protocols in molecular biology, 107(1):4–22.
Uhlen, M., Oksvold, P., Fagerberg, L., Lundberg, E., Jonasson, K., Forsberg, M.,
Zwahlen, M., Kampf, C., Wester, K., Hober, S., et al. (2010). Towards a knowledge-
based human protein atlas. Nature biotechnology, 28(12):1248.
Wang, H. J. and Wang, L. (2009). Locally weighted censored quantile regression.
Journal of the American Statistical Association, 104(487):1117–1128.
Wei, Y. and Carroll, R. J. (2009). Quantile regression with measurement error.
Journal of the American Statistical Association, 104:1129–1143.
Wei, Y., He, X., et al. (2006). Conditional growth charts. The Annals of Statistics,
34(5):2069–2097.
Ying, Z., Jung, S.-H., and Wei, L.-J. (1995). Survival analysis with median regression
models. Journal of the American Statistical Association, 90(429):178–184.
Zhang, Z. H., Jhaveri, D. J., Marshall, V. M., Bauer, D. C., Edson, J., Narayanan,
R. K., Robinson, G. J., Lundberg, A. E., Bartlett, P. F., Wray, N. R., et al. (2014).
A comparative study of techniques for differential expression analysis on RNA-seq
data. PloS one, 9(8):e103207.
APPENDIX A. APPENDICES FOR CHAPTER 3 105
Appendix A
Appendices for Chapter 3
A.1 Proof of Theorem 1
A.1.1 Proof of Theorem 1 (i)
Since QY (τ |x) is piecewisely defined, we prove the consistency under three scenarios,
namely, τ < 1− π(γ,x), τ = 1− π(γ,x), and τ > 1− π(γ,x).
If τ < 1− π(γ,x), then by the consistency of γ̂n, P (Bn ∪ Cn)→ 0. For any ε > 0,
P
(








| Q̂Y (τ |x) |> ε,An
)
+ P (Bn ∪ Cn)
= P (Bn ∪ Cn)→ 0.
If τ = 1− π(γ,x), then
P (An) = P
(√
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and P (Cn)→ 0. Thus,
P
(












| Q̂Y (τ |x) |> ε,Cn
)
≤ 0 + P
(





| x>β̂n{n−δπ(γ̂n,x)−1}nδ{π(γ̂n,x)− π(γ,x)} |> ε
]








= op(1) ·Op(1) = op(1).
If τ > 1− π(γ̂n,x), then P (Cn) → 1 and P (An ∪ Bn) → 0. Since β̂n ◦ Γ(τ ;x, γ̂n) is
consistent for β ◦ Γ(τ ;x,γ), we conclude that
P
(
| Q̂Y (τ |x)−QY (τ |x) |> ε
)
≤ P (An ∪Bn) + P
{
| x>β̂n ◦ Γ(τ ;x, γ̂n)− x>β ◦ Γ(τ ;x,γ) |> ε
}
→ 0.
A.1.2 Proof of Theorem 1 (ii)
We now establish the asymptotic distribution of Q̂Y (τ |x) under the three scenarios.








nQ̂Y (τ |x)I(An) +
√
nQ̂Y (τ |x)I(Bn ∪ Cn)
=
√
nQ̂Y (τ |x)I(Bn ∪ Cn),





nQ̂Y (τ |x)I(Bn ∪ Cn) |> ε
)





Q̂Y (τ |x)− 0
)
→p 0.
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n{π(γ̂n,x)− π(γ,x)}I{0 ≤ π(γ̂n,x)− π(γ,x) ≤ n−δ}+ op(1)
= nδQ̂Y {n−δπ(γ̂n,x)−1|x, Y > 0}
·
√
n{π(γ̂n,x)− π(γ,x)}I{0 ≤ π(γ̂n,x)− π(γ,x) ≤ n−δ}+ op(1)
By the mapping theorem,
√
n{π(γ̂n,x)− π(γ,x)}I{0 ≤ π(γ̂n,x)− π(γ,x) ≤ n−δ}
→d π(γ,x)
√
x>E−1 [π(γ,X)(1− π(γ,X))XX>]xN(0, 1)I{N(0, 1) > 0}.
We prove that
nδQ̂Y {n−δπ(γ̂n,x)−1|x, Y > 0} →p Q′Y (0|x, Y > 0)π(γ,x)−1.
Let Πγ,x be a compact neighborhood of π(γ,x) that excluding 0 and let π∗ =






−δπ−1|x, Y > 0)−QY (n−δπ−1|x, Y > 0)
}
→p 0.
Let qn(t) and un(t) denote the empirical processes associated with Y |(x, Y > 0)
and the uniform distribution on (0, 1), respectively. And let Bn(t) be the standard
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fY |Y >0{F−1Y (n
−δπ−1|x, Y > 0)}
√
n | Q̂Y (n−δπ−1|x, Y > 0)
−QY (n−δπ−1|x, Y > 0) |> εn
1
2
−δfY |Y >0{F−1Y (n






fY |Y >0{F−1Y (t|x, Y > 0)} | qn(t) |> εn
1
2
−δfY |Y >0{F−1Y (n













−δfY |Y >0{F−1Y (n












−δfY |Y >0{F−1Y (n












−δfY |Y >0{F−1Y (n
−δπ−1∗ |x, Y > 0)}
]
= I + II + III.
By Theorem 1 on Page 640 of Shorack and Wellner (1986), under the assumption
that fY |Y >0(· | x) is positive and continuous on [0,∞), we have
sup
0≤t≤1
| fY |Y >0{F−1Y (t|x, Y > 0)} qn(t)− un(t) |→p 0.
So I→ 0. By Theorem B in Csörgö and Révész (1978),
sup
0<t<1
| un(t)−Bn(t) |=a.s. O(n−
1
2 log n),






















−δfY |Y >0{F−1Y (n
−δπ−1∗ |x, Y > 0)}
]
→ 0.
Taylor’s expansion of QY {n−δπ(γ,x)−1 | x, Y > 0} at 0 yields
QY {n−δπ(γ,x)−1|x, Y > 0} = Q
′
Y (0|x, Y > 0) n−δπ(γ,x)−1 + o{n−2δπ(γ,x)−2},
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which, together with (A.1) and the consistency of π(γ̂n,x) implies that
nδQ̂Y {n−δπ(γ̂n,x)−1|x, Y > 0} →p Q
′
Y (0|x, Y > 0)π(γ,x)−1.










Y (0|x, Y > 0)N(0, 1)I{N(0, 1) > 0)}.








n{Q̂Y (τ |x)I(Cn)−QY (τ |x)}+
√
nQ̂Y (τ |x)I(An ∪Bn)
= x>
√
n{β̂n ◦ Γ(τ ;x, γ̂n)− β ◦ Γ(τ ;x,γ)}+ op(1).
We now proceed to establish the limiting distribution of
√
n{β̂n ◦Γ(τ ;x, γ̂n)−β ◦
Γ(τ ;x,γ)}. Define
m(β(τ),γ) =
 X{τ − I(Y −X>β < 0)}I(Y > 0)








Let ∆ be a compact neighborhood of the true γ, T be a compact subset of interval




m(β(τ),γ), τ × γ × β ∈ T ×∆×Ψ
}




n {Mn(β(τ),γ)−M (β(τ),γ)} .
The fact that F is a Donsker class and both γ̂n and β̂n(τ) are consistent implies that
Gn(β̂n(τ), γ̂n) = Gn(β(τ),γ) + op(1),
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 = −∇M−1(β(τ),γ)√nMn(β(τ),γ) + op(1).















π(γ,X)fY |Y >0{X>β(τ) |X}XX>
]






















By the delta method,
√
n
β̂n ◦ Γ(τ ;x,γ)− β ◦ Γ(τ ;x,γ)
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where
V1 = Γ(τ ;x,γ){1− Γ(τ ;x,γ)}D−11,β◦Γ(τ ;x,γ)D0D
−1
1,β◦Γ(τ ;x,γ),
V2 = {1− Γ(τ ;x,γ)}2{1− π(γ,x)}2x>D−11,γx.








n{β̂n ◦ Γ(τ ;x, γ̂n)− β ◦ Γ(τ ;x,γ)}+ op(1)→d N(0, Σ1 + Σ2),
where
Σ1 = Γ(τ ;x,γ){1− Γ(τ ;x,γ)}x>D−11,β◦Γ(τ ;x,γ)D0D
−1
1,β◦Γ(τ ;x,γ)x,
Σ2 = {1− Γ(τ ;x,γ)}2{1− π(γ,x)}2x>D−11,γxx>β̇ ◦ Γ(τ ;x,γ) β̇ ◦ Γ(τ ;x,γ)>x,
and
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A.2 Proof of Theorem 2
Without loss of generality, we derive the following theorem for the treatment effect














n{π(γ̂n, 1,X(−j))− π(γ, 1,X(−j))}
]
+
I{τ = 1− π(γ, 1,X(−j))}
− (0,X(−j))β′(0)π(γ, 1,X(−j))−1[√
n{π(γ̂n, 0,X(−j))− π(γ, 0,X(−j))}
]
+





β̂n ◦ Γ(τ ; 1,X(−j), γ̂n)− β ◦ Γ(τ ; 1,X(−j),γ)
}





β̂n ◦ Γ(τ ; 0,X(−j), γ̂n)− β ◦ Γ(τ ; 0,X(−j),γ)
}
I{τ > 1− π(γ, 0,X(−j))}+ op(1),
where f+ = max{f, 0}.
Let θ = (γ,β) and define
h(θ,X(−j)) = QY (τ | 1,X(−j))I{τ > 1− π(γ, 1,X(−j))}
−QY (τ | 0,X(−j))I{τ > 1− π(γ, 0,X(−j))}
= (1,X(−j))β ◦ Γ(τ ; 1,X(−j),γ)I{τ > 1− π(γ, 1,X(−j))}
− (0,X(−j))β ◦ Γ(τ ; 0,X(−j),γ)I{τ > 1− π(γ, 0,X(−j))}.
Denote X0,(−j) as the covariates from the current data excluding variable Xj, which
is used in estimating the average quantile effect, and denote X(−j) as new covariates
which have the same distribution PX(−j) as X
0,(−j). We first consider the case when
PX(−j) is absolutely continuous with respect to the Lebesgue measure.
























































where the second last step is by asymptotic tightness of the empirical process
Gnh(θ,X(−j)) because the fact that β ◦ Γ(τ ; 1,X(−j),γ) and β ◦ Γ(τ ; 0,X(−j),γ)
as smooth functions of X(−j) with compact supports implies that {h(θ,X(−j))} as
indexed by X(−j) is a Donsker class.


















i )β ◦ Γ(τ ; 1,x
0,(−j)
i ,γ)I{τ > 1− π(γ, 1,x
0,(−j)
i )}
− (0,x0,(−j)i )β ◦ Γ(τ ; 0,x
0,(−j)










(1,X(−j)){β̂n ◦ Γ(τ ; 1,X(−j), γ̂n)− β ◦ Γ(τ ; 1,X(−j),γ)}
I{τ > 1− π(γ, 1,X(−j))}
− (0,X(−j)){β̂n ◦ Γ(τ ; 0,X(−j), γ̂n)− β ◦ Γ(τ ; 0,X(−j),γ)}
I{τ > 1− π(γ, 0,X(−j))}
]
,
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whose limiting distribution is derived as follows.























i )β ◦ Γ(τ ; 1,x
0,(−j)
i ,γ)I{τ > 1− π(γ, 1,x
0,(−j)
i )}
−(0,x0,(−j)i )β ◦ Γ(τ ; 0,x
0,(−j)
















(1,X0,(−j))β ◦ Γ(τ ; 1,X0,(−j),γ)I{τ > 1− π(γ, 1,X0,(−j))}
− (0,X0,(−j))β ◦ Γ(τ ; 0,X0,(−j),γ)I{τ > 1− π(γ, 0,X0,(−j))}
]
.




β̂n ◦ Γ(τ ; 1,X(−j),γ)− β ◦ Γ(τ ; 1,X(−j),γ)









i )β ◦ Γ(τ ; 1,x
0,(−j)
i ,γ)I{τ > 1− π(γ, 1,x
0,(−j)
i )}
−(0,x0,(−j)i )β ◦ Γ(τ ; 0,x
0,(−j)










Vβ1 Vβ1,β0 0 0
Vβ0,β1 Vβ0 0 0
0 0 D−11,γ 0





Vβ1 = Γ(τ ; 1,X
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Vβ0 = Γ(τ ; 0,X







= {Γ(τ ; 1,X(−j),γ) ∧ Γ(τ ; 0,X(−j),γ)








β̂n ◦ Γ(τ ; 1,X(−j), γ̂n)− β ◦ Γ(τ ; 1,X(−j),γ)









>β ◦ Γ(τ ; 1,x0,(−j)i ,γ)I{τ > 1− π(γ, 1,x
0,(−j)
i )}
−(0,x0,(−j)i )>β ◦ Γ(τ ; 0,x
0,(−j)




























1 = Vβ1 + {1− Γ(τ ; 1,X(−j),γ)}2{1− π(γ, 1,X(−j))}2(1,X(−j))D−11,γ(1,X(−j))>
(1,X(−j))β̇ ◦ Γ(τ ; 1,X(−j),γ)β̇ ◦ Γ(τ ; 1,X(−j),γ)>(1,X(−j))>,
V0
′ = Vβ0 + {1− Γ(τ ; 0,X(−j),γ)}2{1− π(γ, 0,X(−j))}2(0,X(−j))D−11,γ(0,X(−j))>





0,1 = Vβ1,β0 + Vγ.
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(−j))>I{τ > 1− π(γ, 0,X(−j))}
−2(1,X(−j))V ′1,0(0,X(−j))>I{τ > 1−π(γ, 1,X(−j)), τ > 1−π(γ, 0,X(−j))}+σ2τ,β,γ .
By the Donsker property of Gnh(γ,X(−j)), the above convergence is uniform as a
random process indexed by X(−j). Therefore,
√
n(∆̂τ (Xj; 1, 0)−∆τ (Xj; 1, 0))→d
∫






for independent and identically distributed random vectors X(−j) and X∗(−j) from
the distribution PX(−j) .
To simplify the expression for σ2, without loss of generality we assume
π(γ, 1,X(−j)) > π(γ, 0,X(−j)) a.s. PX(−j) , which means that the outcome Y is less
likely to have zero-inflation when Xj = 1 than when Xj = 0. Define
Ω1 =
{






























i )β ◦ Γ(τ ; 1,x
0,(−j)
i ,γ)I{τ > 1− π(γ, 1,x
0,(−j)
i )}
− (0,x0,(−j)i )β ◦ Γ(τ ; 0,x
0,(−j)
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Then, the double integral in the expression of σ2 can be decomposed into a sum of
integrals over the 9 subregions Ωi × Ωj, i, j = 1, 2, 3. Specifically the expressions of
Cov{G(X(−j)), G(X∗(−j))} are
Ω1 × Ω1 : σ2τ,β,γ ,
Ω2 × Ω2 : Cov{G1(X(−j)), G1(X∗(−j))}+ σ2τ,β,γ ,
Ω3 × Ω3 : Cov{G1(X(−j)), G1(X∗(−j))}
+ Cov{G0(X(−j)), G0(X∗(−j))}
−2 Cov{G1(X(−j)), G0(X∗(−j))}+ σ2τ,β,γ ,
(Ω1 × Ω2) ∪ (Ω2 × Ω1) : σ2τ,β,γ ,
(Ω1 × Ω3) ∪ (Ω3 × Ω1) : σ2τ,β,γ ,
(Ω2 × Ω3) ∪ (Ω3 × Ω2) : Cov{G1(X(−j)), G1(X∗(−j))}
−Cov{G1(X(−j)), G0(X∗(−j))}+ σ2τ,β,γ .
When PX(−j) is not absolutely continuous with respect to the Lebesgue mea-
sure, as long as ∆τ (Xj; 1, 0) is well defined, it can be shown that the sequence
of random processes (A.1) indexed by X(−j) converges uniformly to a tight pro-




∆̂τ (Xj; 1, 0)−∆τ (Xj; 1, 0)
)
converges in distribution to
∫
G∗(X(−j)) dPX(−j) , a
distribution not necessarily normal.
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Appendix B
Appendices for Chapter 4
B.1 Coefficient-based test
We also tried coefficient-based test in the quantile regression adjusting for individual
zero-inflation. As proved in Appendix A.1, based on (4.1) and (4.2), we have
√

















Note that the β̂n(τ) is one component of θ̂
Q
n .
The asymptotic covariance matrix of B̂n = (β̂n(τ1), β̂n(τ2), . . . , β̂n(τK))
> can be
estimated by bootstrap. In each round, we resample from the entire sample, and
estimate the set of quantile coefficients, B̂n, based on the positive part of the boot-
strapped dataset. Such a procedure will introduce the zero/positive uncertainty into
the estimation, as expected. With B̂
(b)
n , b = 1, . . . , B, we can compute the estimated
covariance matrix Σ̂Qcoef . Note that we use bootstrap to avoid the computational
difficulty in the kernel estimation of the conditional local density.
By some simulation experiments, we find that it has a even higher power compared
to ZIQRank test. However it has two drawbacks: (1) the Type I error is sometimes
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uncontrolled, while the power is just improved by a small extent, this is due to the
fact that test regarding the coefficient is genearlly unstable, especially at extreme
quantiles (Chen and Wei (2005)), and (2) it is computational intensive because of the
resampling. Therefore, we still recommend the ZIQRank test for pratical use.
B.2 Partial combination procedures
Because of conditional independence, we can first combine the p-values from quantile
regression, and further combine it with the p-value from logistic regression by Fishers
combined probability test. The final test statistic follows a χ24 distribution, and it is
robust to the extent of zero-inflation regardless of the combination procedure for the
quantile p-values.
B.3 Evaluation of the quantile effect
We can also quantify the quantile treatment effect as stated in Section 3.1.3.1. Here,
we denote τ1, τ2, . . . , τK as the target quantile levels of Y instead of the nominal ones.
Let ∆ = (∆τ1 ,∆τ1 , . . . ,∆τK ) be the vector of AQTEs, by bootstrap we can obtain
the estimated covariance matrix Σ̂AQE/n where
√
n(∆̂−∆)→d N(0,ΣAQE).
To test whether ∆ = 0, we compare the following statistics T with χ2K as
T = ∆̂>(Σ̂AQE/n)
−1∆̂→d χ2K .
Note that because of zero-inflation, we may encounter degenerate effect at some lower
quantiles, which cannot contribute to differentiating the distributions. We might
abandon these quantiles and adjust the degree of freedom K accordingly.
By some simulation experiments, however, we find that the test based on the
quantile treatment effects on a set of target quantile levels is quite underpowered.
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Therefore, we only recommend to use it to describe the effect after the differential
distribution is confirmed by the ZIQRank test.
B.4 Proof and theoretical discussion
As proved in Appendix A.1, with
m(β(τ),γ) =
 X{τ − I(Y −X>β < 0)}I(Y > 0)










n {Mn(β(τ),γ)−M (β(τ),γ)} ,
we have
Gn(β̂n(τ), γ̂n) = Gn(β(τ),γ) + op(1).








ψτ{yi − z̃>i α̂n(τ)}I(yi > 0)c̃∗i − ψτ{yi − z̃>i α(τ)}I(yi > 0)c̃∗i
]∣∣∣∣∣ = op(1),
from which we have,
SQn,τ (α̂n(τ)) = S
Q
n,τ (α(τ)) + op(1),
where SQn,τ (α̂n(τ)) is defined in (4.6).
Next, we turn to derive the distribution of SQn,τ (α(τ)). Due to the i.i.d. assumption
APPENDIX B. APPENDICES FOR CHAPTER 4 121






























by which we confirms the validity of the proposed ZIQRank test at a fixed quantile
in Section 4.1.1. The asymptotic properties of SQn = (S
Q
n,τ1
, . . . , SQn,τK )
> can be de-
rived from those of the fixed quantile one. As shown in 2.2.1.2, the between-quantile
correlation is captured by
τi ∧ τj − τiτj.
Details of this proof are omitted.
Finally, we discuss the linkage of this theory to that in Chapter 3. As shown in
(3.8), the covariance of the score is





where D0 can be re-expressed as
D0 = E
{













At the same time, by replacing C̃∗ by X in (B.1) and ignoring τ(1− τ), we have
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Therefore, the two expressions are in fact equivalent. We use the form (B.1) in the
ZIQRank test to avoid the difficulty in orthogonal transformation. As only zi’s of
the positive yi’s contribute to the estimation under H0, we should just do projection
of ci’s on zi’s given Y > 0. However, if not for the rank-score test statistics but
for the score itself, we can evaluate the covariance matrix over all the observations,
with the contribution of each adjusted by π(γ,X), which is thoroughly discussed in
Section 3.1.2.1.
