Blanchard and Fabre (1994) have considered description of symbolic systems by sequences obtained by iteration of two mappings $1, and d,, defined by g,(u) = u [u], and L/, J u[u]:, m here the word [u], is obtained from a word u by removing the last ,j symbols. They stated a conjecture thal the iteration of (I, results in an automatic sequence. We prove here that t/, ix. while (1) 1s not, a 2.automatic sequence. Our result is obtained by investigation of two wider classes of sequences.
Introduction
The area of symbolic dynamics remains for a long time one of the important sources of challenging problems stimulating investigation of infinite sequences of symbols (see e.g. [9] In [3] the authors considered description of symbolic systems based on sequences resulting from iteration of mappings g, and dj, defined by g,(u) where [U]j is obtained from a word u by removing the last j symbols. They have shown that, for j = 1, these sequences define symbolic systems. They stated a conjecture that for j > 1 the iteration of dj results in an automatic sequence, and hence the result can be extended. We will prove the conjecture here, by showing that the limit of iteration of d, is always a 2-uniform tag sequence in the sense of [5] . A tag sequence is obtained by applying a length-preserving morphism to a substitutional sequence, being a result of iteration of a morphism. Such a sequence can be equivalently described by a tag machine [5] . In Section 3, we will describe a modification of the tag machine model, suitable to generate iterations of yi and dj, which will bring us to consideration of two more general classes of mappings, one including g,, the other including dj. We will show that the iteration of the mappings of the latter class leads to 2-uniform tag sequences, while the same is true just for a limited subclass of the former class, not including the mapping g,.
Preliminaries
We denote N = (0, 1,2,. .} the set of all natural numbers. By I we denote the identity mapping (on any set).
An infinite sequence s = (s;)~~N of elements is periodic if, for some p 3 0, q > 0, and for all i EN, s~+~+, =sP+i. In such case p is the length oj'pre-period and q the length of period of s. The values of p and q are not unique, p can be replaced by any greater number, and q by any its multiple. Let Z be an alphabet. We denote by 1% the set of all (finite) words over C, by 1x1 the length and by x R the reverse (mirror image) of a word x, by 3, the empty word. Further, for p EN, we denote CP = {x E C"; lx/= p} and CP* = {x E C*; 1x1 is a multiple of p}. A (one-way) infinite word or a sequence over C is an infinite sequence of symbols from Z, i.e. a mapping N +C. Let Z,T be alphabets, S a set.
For a mapping f : S + r*, we denote f R : S + r* the mapping defined by f R(x) = (f(~))~. f is [p]-uniform, if for some p E N and for all x ES, If(x)] = p, we denote
We call a mapping cI : Tp + l-J', for some p EN, to be a jixed-length mapping (or j-mapping ) on r. Then a is p-uniform, ICYI = p. The concatenution of two fl-mappings
is the nrlz powrr of ct, defined ~ndllctiveIy: $"r Z: 1 on r0 E (,i_), and $"i') (x)= ~(iJ'(~x]~,~)..(.suf;li(x)).
The &MY of rx is the mapping (but not an f&mapping) x* : FirI* --+ f'i'i* defined by T*(X)= x(IxI'I"~)(x). We will perform the mapping-conacatenation of a closure of an A-mapping with fl-mappings as well. symbol of a p-uniform tag sequence can be generated by a finite-state automaton by processing the notation of i in base p. We will use the following properties of uniform tag sequences.
Throughout the rest of the paper, let r denote a fixed (but arbitrary) alphabet, 
Proposition 2. For all x,x' E C&, i, k E N,
(i) GR(xx') = $R(~')~R(~), $-R(xx') = $PR(x')$-R(x), (ii) i[$R(X>lk = $R(k[Xli), i[fR(X)Ik = $pR(k[Xli>.
Modified quadratic and palindromic mappings
A substitutional sequence obtained by iteration of a morphism h starting from some initial letter a, being a prefix of h(u), can be described by a tag machine [5] , consisting of a one-way infinite tape, a reading head and a writing head. Initially, both heads are positioned at the first tape field containg the symbol a, the other tape fields are empty. In one step the reading head reads the contents b of the scanned field and moves to the next field. The writing head moves to the right while writing the word h(b). Each step results in a longer initial portion of the substitutional sequence. The tag machine may be modified to compute iterations of the mappings gj or dj.
Assume the tape of the machine contains a word x. In one step, simulating one application of gj or dj to x, the reading head makes a move along the whole word x and backwards. The writing head moves during the backward move of the reading head only, copying the scanned symbols. When simulating y,, the reading head starts at the right end of x, moving to the beginning of the tape and back. The writing head is writing with the delay of j symbols, to avoid copying the suffix of length j. When simulating d,, the head starts at the left end of x moving into the right end and back.
During the backward move the writing head copies the scanned symbols, skipping the first j of them. At the beginning of each step, the writing head sets a marker on the current field. This marker limits the movement of the reading head and is erased by it, when found.
To delay copying, the tag machine is equipped with a finite buffer. The existence of such a buffer enables the machine to perform a more complex transformation of the input word. Instead of simple copying the symbols, we will consider here the machine to map fixed-sized portions of the input. We will consider just length-preserving (i.e.
fl-)mappings, thus the next iteration will be easily applicable. Using the buffer during the first pass of the reading head through the input word, the machine can store a prefix and a suffix of a fixed length. We will assume, that the machine replaces the prefix of length i, and suffix of length j, by a new prefix and suffix (possibly of different, but fixed, length), each depending on both the original prefix and suffix only.
We can describe the action of our modified tag machines more formally by two (par- For the rest of the paper, we will assume that the mappings y, d are defined by (2) , where p satisfies (3) and (4). We will call mappings of this form to be modified quadratic mapping, and modijied palindromic mapping, respectively, since for j = 0, gj(U) is the square of u, and for j =0 or j= 1, 4(u) is a palindrome. For 1x1 = 1, !I = 1, IDI = InJ = 101 = 0, we have the original mappings gj and dj.
The sequences go(u) and d"(u)
Based on analogical shape of the mappings g and d, we will deal with them in parallel, proving several assertions being common or similar for both of the mappings. We therefore introduce a common notation, having however, slightly different meaning for the two mappings. We will distinguish two cases. First, in the case j = 1~~1, we describe two 2-uniform tag sequences over Ca,b, denoted as g and d", closely matching the shape of g"(u) and d"(u), respectively. Later we consider the case j # 1~1. Let us chose for ph,qh a common length of the pre-period and period, respectively, of fi and S (and, consequently, of ^b), and for po,h,qu,h a common length of the pre-period and period, respectively, of P and 6. In the case of the mapping d we choose (ii,,/, to be even. Based on these values, we construct the alphabet Cri,~,.
The case (~1 = j
We will now describe 2-uniform tag sequences S and 8, and later we will show that they match the structure of g"'(u) and d"'(u), respectively. Let 11: Z(T,,, 4 Z(T.,, v: Cz,, i Cz, be morphisms (if p(,,/, # 0, 11 is not defined for symbols with the subscript 0) definkd for i, k 30 by Actually, in the case of the mapping (I, 1' coincides on its domain with ,M. hence we will use directly ~1 in our further considerations. We will now show that there is a correspondence between the sequences $j, d and (J'(u), u""(u), respectively, described by the morphism (p : 2$, 4 f * defined (for both .L/ and u') as This morphism need not be uniform, since a, and bf may be of different length. We will use the following two important properties of cp (p is defined by (3) and (4)).
Lemma 5.
for the mapping 9: for the mapping d: To prove our main result, being actually a corollary of Lemma 7, we need one more supporting lemma which can be easily proved by induction. 
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Let now the assertion be true for some n. Denote p = InI. Then jbr the mupping g: for the mapping d:
ind. hyp. Let us consider the mapping y first. We will just provide two examples, one for ,j <s.
one for ,j>s, when #"(u), for a particular word u, is not a 2-uniform tag sequence.
Let us define on the alphabet Z = {a,h) the mappings ~1 : x i--i x.
[x],, (1-1 : x.x.h, i.e., for ~1 .j= I, s=O, and for 9-1 j=O, s= I. Let us consider the sequences c_l$(uh)
and &,(u). We will prove that neither of them is a 2-uniform tag sequence by using the following lemma.
Proof. Let We can now conclude our consideration of the mappings ~1 and y-1.
Lemma 12. Neither g;^'(ab) nor g",(a) is a 2-uniform tag sequence.
Proof. To prove the assertion for gy(ab), we will apply Lemma 8 after proving that the sequence (gy(ab)(2")),"=0 is not periodic. Assume it is, the lengths of its preperiod and period being p,q, respectively. According to Lemma 9(i), gy(ab) ( 
The mupping di
The mappings gi and dj from [3] can be characterized by (2)- (4) where we chose r~ = I, 1x1 = 1, IpI = 1x1 = lgl = 0. In the construction of the sequence d corresponding to the mapping di, the only symbols belonging to Cu,h will be a~, ~1, hi, by. 
