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ON BLOOM TYPE ESTIMATES FOR ITERATED
COMMUTATORS OF FRACTIONAL INTEGRALS
NATALIA ACCOMAZZO, JAVIER C. MARTÍNEZ-PERALES,
AND ISRAEL P. RIVERA-RÍOS
Abstract. In this paper we provide quantitative Bloom type estimates for
iterated commutators of fractional integrals improving and extending results
from [15]. We give new proofs for those inequalities relying upon a new sparse
domination that we provide as well in this paper and also in techniques de-
veloped in the recent paper [22]. We extend as well the necessity established
in [15] to iterated commutators providing a new proof. As a consequence of
the preceding results we recover the one weight estimates in [7, 1] and es-
tablish the sharpness in the iterated case. Our result provides as well a new
characterization of the BMO space.
1. Introduction and main results
We recall that given 0 < α < n, the fractional integral operator Iα, or Riesz
potential, on Rn is defined by
Iαf(x) :=
∫
Rn
f(y)
|x− y|n−α
dy
and the corresponding associated maximal function Mα by
Mαf(x) = sup
x∈Q
1
|Q|1−
α
n
∫
Q
|f(y)|dy.
Those operators are bounded from Lp to Lq provided that 1 < p < nα and
1
q +
α
n =
1
p (see [28, Chapter 5] for those and other classical related results).
The study of weighted estimates for these operators and slightly more general
ones, is not interesting just for its own sake but also for its applications to partial
differential equations, Sobolev embeddings or quantum mechanics (see for instance
[11, Section 9] or [27]). Ap,q weights, which were introduced by Muckenhoupt and
Wheeden [25], can be considered the class that governs the behaviour of fractional
operators. We recall that, given 1 < p < q <∞, w ∈ Ap,q if
[w]Ap,q = sup
Q
1
|Q|
∫
Q
wq
(
1
|Q|
∫
Q
w−p
′
) q
p′
<∞.
Since 1 < p < q <∞, using Hölder’s inequality, it is not hard to check that
(1.1) [wp]Ap ≤ [w]
p
q
Ap,q
and [wq ]Aq ≤ [w]Ap,q .
where, Ar (1 < r <∞) is the the Muckenhoupt class, namely, v ∈ Ar if
[v]Ar = sup
Q
1
|Q|
∫
Q
v
(
1
|Q|
∫
Q
v−
r′
r
) r
r′
<∞.
1
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During the last decade, many authors have devoted plenty of works to the study
of quantitative weighted estimates, in other words, estimates in which the quanti-
tative dependence on the Ap constant [w]Ap or, in its case, on the Ap,q constant
[w]Ap,q , is the central point. The A2 Theorem, namely the linear dependence on
the A2 constant for Calderón-Zygmund operators [17] can be considered the most
representative result in this line. In the case of fractional integrals, the sharp de-
pendence on the Ap,q constant was obtained by Lacey, Moen, Pérez and Torres [19].
The precise statement is the following
Theorem 1. Let α ∈ (0, n) and 1 < p < nα and q defined by
1
q +
α
n =
1
p . Then, if
w ∈ Ap,q we have that
‖Iαf‖Lq(wq) ≤ cn,α[w]
(1−αn )max
{
1, p
′
q
}
Ap,q
‖f‖Lp(wp)
and the estimate is sharp in the sense that the inequality does not hold if we replace
the exponent of the Ap,q constant by a smaller one.
Given a locally integrable function b and a linear operator G, the commutator
[b,G] is the operator defined by
[b,G]f(x) = b(x)Gf(x) −G(bf)(x)
and the iterated commutator of orderm, Gmb , is defined inductively for b ∈ L
m
loc
(Rn),
by
Gmb f(x) = [b,G
m−1
b ]f(x)
where G0b = G.
Returning to quantitative estimates, the counterpart of Theorem 1 for commu-
tators was obtained by Cruz-Uribe and Moen [7]. The precise statement of their
result is the following.
Theorem 2. Let α ∈ (0, n) and 1 < p < nα and q defined by
1
q +
α
n =
1
p . Then, if
w ∈ Ap,q and b ∈ BMO we have that
‖[b, Iα]f‖Lq(wq) ≤ cn,α‖b‖BMO[w]
(2−αn )max
{
1, p
′
q
}
Ap,q
‖f‖Lp(wp)
and the estimate is sharp in the sense that the inequality does not hold if we replace
the exponent of the Ap,q constant by a smaller one.
One of the main purposes of this paper is to obtain quantitative two weight
estimates for iterated commutators of fractional integrals assuming that the symbol
b belongs to a “modified” BMO class. The motivation to study this kind of estimates
can be traced back to 1985 to the work of Bloom [2]. For the Hilbert transform H ,
he proved that if µ, λ ∈ Ap and ν =
(
µ
λ
) 1
p , then
‖[b,H ]f‖Lp(λ) ≤ cµ,λ‖f‖Lp(µ)
if and only if b ∈ BMOν , namely, b is a locally integrable function such that
‖b‖BMOν = sup
Q
1
ν(Q)
∫
Q
|b− bQ| <∞.
Some years later, García-Cuerva, Harboure, Segovia and Torrea [12], extended the
sufficiency of that result to iterated commutators of strongly singular integrals,
assuming that b ∈ BMO
ν
1
m
, where m stands for the order of the commutator.
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Recently Lacey, Holmes and Wick [14] extended Bloom’s result to Calderón-
Zygmund operators, and a quantitative version of the sufficiency in that result was
provided in [23].
For iterated commutators of Calderón-Zygmund operators, Holmes and Wick
[16] established that b ∈ BMO∩BMOν is a sufficient condition for the two weights
estimate to hold. However that result was substantially improved in [22] where it
was proved that BMO∩BMOν ⊂ BMO
ν
1
m
and that b ∈ BMO
ν
1
m
is also a necessary
condition, besides providing a quantitative version of the sufficiency under the same
condition.
At this point we present our contribution. Combining a sparse domination result
that will be presented in Section 2 with techniques in [22] we obtain the following
result.
Theorem 3. Let α ∈ (0, n) and 1 < p < nα , q defined by
1
q +
α
n =
1
p and m a
positive integer. Assume that µ, λ ∈ Ap,q and that ν =
µ
λ . If b ∈ BMOν
1
m
, then
(1.2) ‖(Iα)mb f‖Lq(λq) ≤ cm,n,α,p‖b‖
m
BMO
ν
1
m
κm‖f‖Lp(µp),
where
κm =
m∑
h=0
(
m
h
)(
[λ]
h
m
Ap,q
[µ]
m−h
m
Ap,q
)(1−αn )max{1, p′q }
P (m,h)Q(m,h)
and
P (m,h) ≤
(
[λq]
m+(h+1)
2
Aq
[µq]
m−(h+1)
2
Aq
)m−h
m max{1,
1
q−1 }
Q(m,h) ≤
(
[λp]
h−1
2
Ap
[µp]
m−h−12
Ap
) h
m max{1,
1
p−1}
.
Conversely if for every set E of finite measure we have that
(1.3) ‖(Iα)
m
b χE‖Lq(λq) ≤ cµ
p(E)
1
p ,
then b ∈ BMO
ν
1
m
.
In the case m = 1 a qualitative version of this result was established by Holmes,
Rahm and Spencer [15]. Besides providing a new proof of the result in [15], our
theorem improves that result in several directions. We provide quantitative bounds
instead of qualitative ones, we extend the result to iterated commutators and we
also prove that actually a restricted strong type (p, q) estimate is neccesary, instead
of the usual strong type (p, q).
If we restrict ourselves to the case µ = λ we have the following result.
Corollary 1. Let α ∈ (0, n) and 1 < p < nα , q defined by
1
q +
α
n =
1
p and m a non
negative integer. Assume that w ∈ Ap,q and that b ∈ BMO. Then
(1.4) ‖(Iα)mb f‖Lq(wq) ≤ cn,p,q‖b‖
m
BMO[w]
(m+1−αn )max
{
1, p
′
q
}
Ap,q
‖f‖Lp(wp),
and the estimate is sharp in the sense that the inequality does not hold if we replace
the exponent of the Ap,q constant by a smaller one.
Conversely if m > 0 and for every set E of finite measure we have that
‖(Iα)
m
b χE‖Lq(wq) ≤ cw
p(E)
1
p ,
then b ∈ BMO.
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In the case m = 0 the preceding result is due to Lacey, Moen, Pérez and Torres
[19]. The case m = 1 was settled in [7] but using a different proof based on a
suitable combination of the so called conjugation method, that was introduced in
[5] (see [4] for the first application of the method to obtain sharp constants), and
an extrapolation argument. The case m > 1 was recently established in [1] also
relying upon the conjugation method. We observe that Corollary 1 provides a new
proof of the results in [7, 1]. Additionally we settle the sharpness of the iterated
case and provide a new characterization of BMO in terms of iterated commutators.
The preceding result combined with the characterization recently obtained in [22]
allows to connect the boundedness of commutators of singular integrals and of
commutators of fractional integrals. For instance, if Rj is any Riesz transform the
following statement holds:
(Iα)
m
b : L
q(Rn)→ Lp(Rn) ⇐⇒ (Rj)
m
b : L
p(Rn)→ Lp(Rn).
The remainder of the paper is organized as follows. In Section 2 we will present
and establish the pointwise sparse domination result on which we will rely to prove
Theorem 3 and in Section 3 we provide proofs of Theorem 3 and Corollary 1. We
end up this paper with some remarks regarding mixed estimates involving the A∞
constant.
2. A sparse domination result for iterated commutators of
fractional integrals
We begin this section recalling the definitions of the dyadic structures we will
rely upon. These definitions and a profound treatise on dyadic calculus can be
found in [21].
Given a cube Q ⊂ Rn, we denote by D(Q) the family of all dyadic cubes with
respect to Q, that is, the cubes obtained subdividing repeatedly Q and each of its
descendants into 2n subcubes of the same sidelength.
Given a family of cubes D, we say that it is a dyadic lattice if it satisfies the
following properties:
(1) If Q ∈ D, then D(Q) ⊂ D.
(2) For every pair of cubes Q′, Q′′ ∈ D there exists a common ancestor, namely,
we can find Q ∈ D such that Q′, Q′′ ∈ D(Q).
(3) For every compact setK ⊂ Rn, there exists a cube Q ∈ D such thatK ⊂ Q.
Given a dyadic lattice D we say that a family S ⊂ D is an η-sparse family with
η ∈ (0, 1) if there exists a family {EQ}Q∈S of pairwise disjoint measurable sets such
that, for any Q ∈ S, the set EQ is contained in Q and satisfies η|Q| ≤ |EQ|.
Since the first simplification of the proof of the A2 theorem provided by Lerner
[20], sparse domination theory has experienced a fruitful and fast development.
However in the case of fractional integrals, the sparse domination philosophy, via
dyadic discretizations of the operator, had been already implicitly exploited in [27],
[26], and a dyadic type expression for commutators had also shown up in [7]. We
remit the reader to [6] for a more detailed insight on the topic.
Relying upon ideas in [18] and [23], it is possible to obtain a pointwise sparse
domination that covers the case of iterated commutators of fractional integrals.
The precise statement is the following.
Theorem 4. Let 0 < α < n. Let m be a non-negative integer. For every f ∈
C∞c (R
n) and b ∈ Lm
loc
(Rn), there exist a family {Dj}
3n
j=1 of dyadic lattices and a
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family {Sj}3
n
j=1 of sparse families such that Sj ⊂ Dj, for each j, and
|(Iα)
m
b f(x)| ≤ cn,m,α
3n∑
j=1
m∑
h=0
(
m
h
)
Am,hα,Sj (b, f)(x), a.e. x ∈ R
n,
where, for a sparse family S, Am,hα,S (b, ·) is the sparse operator given by
Am,hα,S (b, f)(x) =
∑
Q∈S
|b(x)− bQ|
m−h|Q|
α
n |f(b− bQ)
h|QχQ(x).
To establish the preceding theorem we need to prove that the grand maximal
truncated operator MIα defined by
MIαf(x) = sup
Q∋x
ess sup
ξ∈Q
∣∣Iα(fχRn\3Q)(ξ)∣∣ ,
where the supremmum is taken over all the cubes Q ⊂ Rn containing x, maps
L1(Rn) to L
n
n−α ,∞(Rn). We will also use a local version of this operator which is
defined, for a cube Q0 ⊂ Rn, as
MIα,Q0f(x) = sup
x∈Q⊂Q0
ess sup
ξ∈Q
∣∣Iα(fχ3Q0\3Q)(ξ)∣∣ .
2.1. Lemmata. The purpose of this subsection is to provide two lemmas that will
be needed to establish Theorem 4. We start presenting the first of them.
Lemma 1. Let 0 < α < n. Let Q0 ⊂ Rn be a cube. The following pointwise
estimates hold:
(1) For a.e. x ∈ Q0,
|Iα(fχ3Q0)(x)| ≤ MIα,Q0f(x).
(2) For all x ∈ Rn
MIαf(x) ≤ cn,α (Mαf(x) + Iα|f |(x)) .
From this last estimate it follows that MIα is bounded from L
1(Rn) to
L
n
n−α ,∞(Rn).
Proof of Lemma 1. To prove (1), let Q(x, s) be a cube centered at x and such that
Q(x, s) ⊂ Q0. Then,
|Iα(fχ3Q0)(x)| ≤ |Iα(fχ3Q(x,s))(x)| + |Iα(fχ3Q0\3Q(x,s))(x)|
≤ |Iα(fχ3Q(x,s))(x)| +MIα,Q0f(x)
≤ Cn,αs
αMf(x) +MIα,Q0f(x),
(2.1)
where the last estimate for the first term follows by standard computations involving
a dyadic annuli-type decomposition of the cube Q(x, s). The estimate in (1) is then
settled letting s→ 0 in (2.1).
For the proof of the pointwise inequality in (2), let x be a point in Rn and Q a
cube containing x. Denote by Bx the closed ball centered at x of radius 2 diamQ.
Then 3Q ⊂ Bx, and, for every ξ ∈ Q we obtain
|Iα(fχRn\3Q)(ξ)| = |Iα(fχRn\Bx)(ξ) + Iα(fχBx\3Q)(ξ)|
≤ |Iα(fχRn\Bx)(ξ) − Iα(fχRn\Bx)(x)|
+ |Iα(fχBx\3Q)(ξ)|+ |Iα(fχRn\Bx)(x)|.
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For the first term, by using the mean value theorem and adapting [13, Theorem
2.1.10] to our setting, we get
|Iα(fχRn\Bx)(ξ)− Iα(fχRn\Bx)(x)| ≤
∫
Rn\Bx
∣∣∣∣ 1|y − ξ|n−α − 1|y − x|n−α
∣∣∣∣ |f(y)|dy
≤ cn,α
∫
Rn\Bx
|x− ξ|
(|x− y|+ |y − ξ|)n−α+1
|f(y)|dy
≤ cn,αMαf(x).
For the second term, taking into account the definition of Bx, we can write
|Iα(fχBx\3Q)(ξ)| =
∣∣∣∣∣
∫
Bx\3Q
1
|y − ξ|n−α
f(y)dy
∣∣∣∣∣
≤
∫
Bx\3Q
1
|y − ξ|n−α
|f(y)| dy
≤ cn,α
1
ℓ(Q)n−α
∫
Bx
|f(y)|dy
≤ cn,αMαf(x).
To end the proof of this pointwise estimate we observe that
|Iα(fχRn\Bx)(x)| ≤ Iα|f |(x),
which finishes the proof of (2). Now, taking into account the pointwise estimate we
have just obtained, and the boundedness properties of the operators Iα and Mα, it
is clear that MIα is bounded from L
1(Rn) to L
n
n−α ,∞(Rn), and we are done. 
The second lemma that we will need for the proof of Theorem 4 is the so called
3n dyadic lattices trick. This result was established in [21] and essentially says that
given a dyadic lattice D, if we consider the family of cubes {3Q : Q ∈ D} it is
possible to arrange them in 3n dyadic lattices.
Lemma 2. Given a dyadic lattice D there exist 3n dyadic lattices Dj such that
{3Q : Q ∈ D} =
3n⋃
j=1
Dj
and for every cube Q ∈ D we can find a cube RQ in each Dj such that Q ⊂ RQ and
3ℓ(Q) = ℓ(RQ)
Remark 1. Fix a dyadic lattice D. For an arbitrary cube Q ⊂ Rn there is a cube
Q′ ∈ D such that ℓ(Q)2 < ℓ(Q
′) ≤ ℓ(Q) and Q ⊂ 3Q′. We can take a cube with that
property since every generation of cubes in D tiles Rn. From this and the preceding
lemma it follows that 3Q′ = P ∈ Dj for some j ∈ {1, . . . , 3n}. Therefore, for every
cube Q ⊂ Rn there exists some j ∈ {1, . . . , 3n} and some P ∈ Dj such that Q ⊂ P
and ℓ(P ) ≤ 3ℓ(Q) and consequently |Q| ≤ |P | ≤ 3n|Q|.
2.2. Proof of Theorem 4. From Remark 1 it follows that there exist 3n dyadic
lattices such that for every cube Q of Rn there is a cube RQ ∈ Dj for some j for
which 3Q ⊂ RQ and |RQ| ≤ 9n|Q|.
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We claim that there is a positive constant cn,m,α verifying that, for any cube
Q0 ⊂ Rn, there exists a 12 -sparse family F ⊂ D(Q0) such that for a.e. x ∈ Q0
(2.2) |(Iα)mb (fχ3Q0)(x)| ≤ cn,m,α
m∑
h=0
(
m
h
)
Bm,hF (b, f)(x),
where
Bm,hF (b, f)(x) =
∑
Q∈F
|b(x) − bRQ |
m−h|3Q|
α
n |f(b− bRQ)
h|3QχQ(x).
Suppose that we have already proved the claim. Let us take a partition of Rn
by a family {Qk}k∈N of cubes Qk such that supp(f) ⊂ 3Qk for each j ∈ N. We
can do it as follows. We start with a cube Q0 such that supp(f) ⊂ Q0. And cover
3Q0 \Q0 by 3n − 1 congruent cubes Qk. Each of them satisfies Q0 ⊂ 3Qk. We do
the same for 9Q0 \ 3Q0 and so on. The union of all those cubes, including Q0, will
satisfy the desired properties.
Fix k ∈ N and apply the claim to the cube Qk. Then we have that since
supp f ⊂ 3Qk the following estimate holds for almost every x ∈ Rn:
|(Iα)
m
b f(x)|χQk(x) = |(Iα)
m
b (fχ3Qk)(x)|χQk(x) ≤ cn,m,α
m∑
h=0
(
m
h
)
Bm,hFk (b, f)(x),
where Fk ⊂ D(Qk) is a 12 -sparse family. Taking F =
⋃
k∈N Fk we have that F is a
1
2 -sparse family and
|(Iα)
m
b f(x)| ≤ cn,m,α
m∑
h=0
(
m
h
)
Bm,hF (b, f)(x), a.e. x ∈ R
n.
Fix Q ⊂ F . Since 3Q ⊂ RQ and |RQ| ≤ 3n|3Q|, we have that |3Q|
α
n |f(b −
bRQ)
h|3Q ≤ 3n|RQ|
α
n |f(b− bRQ)
h|RQ . Setting
Sj = {RQ ∈ Dj : Q ∈ F}
and using that F is 12 -sparse, we obtain that each family Sj is
1
2·9n -sparse. Then
we have that
|(Iα)
m
b f(x)| ≤ cn,m,α
3n∑
j=1
m∑
h=0
(
m
h
)
Am,hα,Sj (b, f)(x), a.e. x ∈ R
n,
and we are done.
Proof of the Claim (2.2). To prove the claim it suffices to prove the following
recursive estimate: there is a positive constant cn,m,α verifying that there exists
a countable family {Pj}j of pairwise disjoint cubes in D(Q0) such that
∑
j |Pj | ≤
1
2 |Q0| and
|(Iα)
m
b (fχ3Q0)(x)|χQ0 (x)
≤ cn,m,α
m∑
h=0
(
m
h
)
|b(x)− bRQ0 |
m−h|3Q0|
α
n |f(b− bRQ0 )
h|3Q0χQ0(x)
+
∑
j
|(Iα)
m
b (fχ3Pj )(x)|χPj (x), a.e. x ∈ Q0.
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Iterating this estimate, we obtain (2.2) with F = {P kj }j,k where {P
0
j }j := {Q0},
{P 1j }j := {Pj}j and {P
k
j }j is the union of the cubes obtained at the k-th stage of
the iterative process from each of the cubes P k−1j of the (k − 1)-th stage. Clearly
F is a 12 -sparse family, since the conditions in the definition hold for the sets
EPkj = P
k
j \
⋃
j
P k+1j .
Let us prove then the recursive estimate.
For any countable family {Pj}j of disjoint cubes Pj ∈ D(Q0) we have that
|(Iα)
m
b (fχ3Q0)(x)|χQ0(x)
= |(Iα)
m
b (fχ3Q0)(x)|χQ0\
⋃
j Pj
(x) +
∑
j
|(Iα)
m
b (fχ3Q0)(x)|χPj (x)
≤ |(Iα)
m
b (fχ3Q0)(x)|χQ0\
⋃
j Pj
(x) +
∑
j
∣∣(Iα)mb (fχ3Q0\3Pj )(x)∣∣χPj (x)
+
∑
j
∣∣(Iα)mb (fχ3Pj )(x)∣∣χPj (x)
for almost every x ∈ Rn. So it suffices to show that we can find a positive constant
cn,m,α in such a way we can choose a countable family {Pj}j of pairwise disjoint
cubes in D(Q0) with
∑
j |Pj | ≤
1
2 |Q0| and such that, for a.e. x ∈ Q0,
|(Iα)
m
b (fχ3Q0)(x)|χQ0\
⋃
j Pj
(x) +
∑
j
∣∣(Iα)mb (fχ3Q0\3Pj )(x)∣∣χPj (x)
≤ cn,m,α
m∑
h=0
(
m
h
)
|b(x)− bRQ0 |
m−h|3Q0|
α
n |f(b− bRQ0 )
h|3Q0χQ0(x)
(2.3)
Using that (Iα)mb f = (Iα)
m
b−cf for any c ∈ R, and also that
(Iα)
m
b−cf =
m∑
h=0
(−1)h
(
m
h
)
Iα((b − c)
hf)(b− c)m−h,
it follows that
|(Iα)
m
b (fχ3Q0)|χQ0\∪jPj (x) +
∑
j
|(Iα)
m
b (fχ3Q0\3Pj )|χPj (x)
≤
m∑
h=0
(
m
h
)
|b(x)− bRQ0 |
m−h|Iα((b − bRQ0 )
hfχ3Q0)(x)|χQ0\∪jPj (x)(2.4)
+
m∑
h=0
(
m
h
)
|b(x)− bRQ0 |
m−h
∑
j
|Iα((b− bRQ0 )
hfχ3Q0\3Pj )(x)|χPj (x).(2.5)
Now we define the set E = ∪mh=0Eh, where
Eh =
{
x ∈ Q0 : MIα,Q0
(
(b− bRQ0 )
hf
)
(x) > cn,m,α|3Q0|
α
n |(b− bRQ0 )
hf |3Q0
}
,
with cn,m,α being a positive number to be chosen.
As we proved in Lemma 1, we have that
cn,α := ‖MIα‖L1(Rn)→L
n
n−α
,∞
(Rn)
<∞,
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so, since MIα,Q0g ≤MIα(gχ3Q0), we can write, for each h ∈ {0, 1, . . . ,m},
|Eh| ≤
(
cn,α
∫
3Q0
|f(b− bRQ0 )
h|
cn,m,α|3Q0|
α
n |f(b− bRQ0 )
h|3Q0
) n
n−α
=
(
cn,α|3Q0|
α
n−1
∫
3Q0
|f(b− bRQ0 )
h|
cn,m,α|3Q0|
α
n |f(b− bRQ0 )
h|3Q0
) n
n−α
|3Q0|(
1−αn )
n
n−α
=
(
cn,α
cn,m,α
) n
n−α
|3Q0|(
1−αn )
n
n−α = 3n
(
cn,α
cn,m,α
) n
n−α
|Q0|,
and we can choose cn,m,α such that
(2.6) |E| ≤
m∑
h=0
|Eh| ≤
1
2n+2
|Q0|,
this choice being independent from Q0 and f .
Now we apply Calderón-Zygmund decomposition to the function χE on Q0 at
height λ = 12n+1 . We obtain a countable family {Pj}j of pairwise disjoint cubes in
D(Q0) such that
χE(x) ≤
1
2n+1
, a.e. x 6∈
⋃
j
Pj .
From this it follows that
∣∣∣E \⋃j Pj∣∣∣ = 0. The family {Pj}j also satisfies that∑
j
|Pj | ≤ 2
n+1|E| ≤
1
2
|Q0|
and
|Pj ∩E|
|Pj |
=
1
|Pj |
∫
Pj
χE(x) ≤
1
2
for all j,
from which it readily follows that |Pj ∩ Ec| > 0 for every j. Indeed, given j,
|Pj | = |Pj ∩ E|+ |Pj ∩ E
c| ≤
1
2
|Pj |+ |Pj ∩ E
c|,
and from this it follows that 0 < 12 |Pj | < |Pj ∩E
c|.
Fix some j. Since we have Pj ∩ Ec 6= ∅, we observe that
MIα,Q0
(
(b − bRQ0 )
hf
)
(x) ≤ cn,m,α|3Q0|
α
n |(b− bRQ0 )
hf |3Q0
for some x ∈ Pj and this implies that, for any Q ⊂ Q0 containing x, we have
ess sup
ξ∈Q
∣∣Iα((b − bRQ0 )hfχ3Q0\3Q)(ξ)∣∣ ≤ cn,m,α|3Q0|αn |(b− bRQ0 )hf |3Q0 ,
which allows us to control the summation in (2.5) by considering the cube Pj .
Now, by (1) in Lemma 1, we know that∣∣Iα((b − bRQ0 )hfχ3Q0)(x)∣∣ ≤MIα,Q0 ((b − bRQ0 )hf) (x), a.e. x ∈ Q0.
Since
∣∣∣E \⋃j Pj ∣∣∣ = 0 we have, by the definition of E, that
MIα,Q0
(
(b − bRQ0 )
hf
)
(x) ≤ cn,m,α|3Q0|
α
n |(b− bRQ0 )
hf |3Q0 , a.e. x ∈ Q0 \
⋃
j
Pj .
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Consequently,∣∣Iα((b − bRQ0 )hfχ3Q0)(x)∣∣ ≤ cn,m,α|3Q0|αn |(b− bRQ0 )hf |3Q0 , a.e. x ∈ Q0 \⋃
j
Pj .
These estimates allow us to control the remaining terms in (2.4), so we are done.
3. Proofs of Theorem 3 and Corollary 1
The proof of Theorem 3 is presented in the two first subsections. First we deal
with the upper bound and then with the necessity.
We will end up this section with a subsection devoted to establish Corollary 1.
3.1. Proof of the upper bound. To settle the upper bound in Theorem 3 we
argue as in [23, Theorem 1.4] or, to be more precise as in [22, Theorem 1.1]. To do
that we need to borrow the following estimate that was obtained in the case j = 1
in [23] and for j > 1 in [22] and that can be stated as follows.
Lemma 3. Let S be a sparse family contained in a dyadic lattice D, η a weight,
b ∈ BMOη and f ∈ C∞c (R
n). There exists a possibly larger sparse family S˜ ⊂ D
containing S such that, for every positive integer j and every Q ∈ S˜∫
Q
|b − bQ|
j |f | ≤ cn‖b‖
j
BMOη
∫
Q
Aj
S˜,η
f
where Aj
S˜,η
f stands for the j-th iteration of AS˜,η, which is defined by AS˜,ηf :=
AS˜(f)η, with AS˜ being the sparse operator given by
AS˜f(x) =
∑
Q∈S˜
1
|Q|
∫
Q
|f |χQ(x).
We will also make use of the following quantitative estimates. Let 1 < p < ∞
and S a γ-sparse family. If w ∈ Ap then
(3.1) ‖AS‖Lp(w) ≤ cn,p[w]
max{1, 1p−1}
Ap
.
If p, q, α are as in the hypothesis of Theorem 3 and w ∈ Ap,q, then
(3.2) ‖IαS ‖Lq(wq)→Lp(wp) ≤ cn,p,q,α[w]
(1−αn )max
{
1, p
q′
}
Ap,q
,
where
IαS f(x) =
∑
Q∈S
1
|Q|1−
α
n
∫
Q
|f |χQ(x).
We observe that the proof of (3.2) is implicit in one of the proofs of [19, Theorem
2.6] that relies essentially on computing the norm of the operator IαS by duality.
At this point we are in the position to prove the estimate (1.2).
We assume by now that b ∈ Lmloc(R
n) and we prove in the end that this assump-
tion is always true. Taking into account Theorem 4, it suffices to prove the estimate
for the sparse operators
Am,hα,S (b, f) :=
∑
Q∈S
|b− bQ|
m−h|Q|α/n|f(b− bQ)
h|QχQ, h ∈ {0, 1, . . . ,m}.
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Assume that b ∈ BMOη with η to be chosen. We observe that, using Lemma 3,∣∣∣∣
∫
Rn
Am,hα,S (b, f)gλ
q
∣∣∣∣ ≤ ∑
Q∈S
(∫
Q
|g||b− bQ|
m−hλq
)
1
|Q|1−α/n
∫
Q
|b− bQ|
h|f |.
≤ cn‖b‖
m
BMOη
∑
Q∈S
(∫
Q
Am−h
S˜,η
(|g|λq)
)
1
|Q|1−α/n
∫
Q
Ah
S˜,η
(|f |)
≤ cn‖b‖
m
BMOη
∫
Rn
∑
Q∈S
1
|Q|1−α/n
(∫
Q
Ah
S˜,η
(|f |)
)
χQA
m−h
S˜,η
(|g|λq)
= cn‖b‖
m
BMOη
∫
Rn
IαS
[
Ah
S˜,η
(|f |)
]
(x)Am−h
S˜,η
(|g|λq)(x)dx.
Let us call IαS,ηf := I
α
S (f)η. Now, the self-adjointness of AS˜ yields∫
Rn
IαS
(
Ah
S˜,η
(|f |)
)
Am−h
S˜,η
(|g|λq) =
∫
Rn
AS˜
{
Am−h−1
S˜,η
[
IαS,η
(
Ah
S˜,η
(|f |)
)]}
|g|λq.
Combining the preceding estimates we have that∣∣∣∣
∫
Rn
Am,hα,S (b, f)gλ
q
∣∣∣∣ ≤ cn‖b‖mBMOη
∥∥∥AS˜Am−h−1S˜,η IαS,ηAhS˜,η(|f |)
∥∥∥
Lq(λq)
‖g‖Lq′(λq)
and consequently, taking supremum on g ∈ Lq
′
(λq) with ‖g‖Lq′(λq) = 1,
‖Am,hα,S (b, f)‖Lq(λq) ≤ cn‖b‖
m
BMOη
∥∥∥AS˜Am−h−1S˜,η IαS,ηAhS˜,η(|f |)
∥∥∥
Lq(λq)
.
Taking into account (3.1)∥∥∥AS˜Am−h−1S˜,η IαS,ηAhS˜,η(|f |)
∥∥∥
Lq(λq)
≤ cn,q
(
m−h−1∏
l=0
[λqηlq]Aq
)max{1, 1q−1} ∥∥∥IαS,ηAhS˜,η(|f |)
∥∥∥
Lq(λqηq(m−h−1))
.
Using (3.2), we have that∥∥∥IαS,ηAhS˜,η(|f |)
∥∥∥
Lq(λqηq(m−h−1))
=
∥∥∥IαSAhS˜,η(|f |)
∥∥∥
Lq(λqηq(m−h))
≤ cn,p,α[λη
m−h]
(1−αn )max
{
1, p
′
q
}
Ap,q
∥∥∥AhS˜,η(|f |)
∥∥∥
Lp(λpηp(m−h))
and applying again (3.1),
∥∥∥AhS˜,η(|f |)
∥∥∥
Lp(λpηp(m−h))
≤ cn,p
(
m∏
l=m−h+1
[λpηlp]Ap
)max{1, 1p−1}
‖f‖Lp(λpηmp).
Gathering the preceding estimates we have that
‖Am,hα,S (b, f)‖Lq(λq) ≤ cn,α,p‖b‖
m
BMOηPQ[λη
m−h]
(1−αn )max
{
1, p
′
q
}
Ap,q
‖f‖Lp(λpηmp),
where
P =
(
m−h−1∏
l=0
[λqηlq ]Aq
)max{1, 1q−1}
Q =
(
m∏
l=m−h+1
[λpηlp]Ap
)max{1, 1p−1}
.
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Now we observe that choosing η = ν1/m, it readily follows from Hölder’s inequality
[λν
m−h
m ]Ap,q ≤ [λ]
h
m
Ap,q
[µ]
m−h
m
Ap,q
and [λrνr
l
m ]Ar ≤ [λ
r]
m−l
m
Ar
[µr]
l
m
Ar
, r = p, q.
Thus, we can write
P ≤
(
m−h−1∏
l=0
[λq]
m−l
m
Aq
[µq]
l
m
Aq
)max{1, 1q−1 }
Q ≤
(
m∏
l=m−h+1
[λp]
m−l
m
Ap
[µp]
l
m
Ap
)max{1, 1p−1}
and, computing the products, we obtain
P ≤
(
[λq]
m+(h+1)
2
Aq
[µq]
m−(h+1)
2
Aq
)m−h
m max{1,
1
q−1 }
and
Q ≤
(
[λp]
h−1
2
Ap
[µp]
m−h−12
Ap
) h
m max{1,
1
p−1}
.
Combining all the preceding estimates leads to the desired estimate.
To end the proof we are going to show that b ∈ Lm
loc
(Rn). Indeed, for any
compact set K we choose a cube Q such that K ⊂ Q. Then∫
K
|b|m ≤
∫
Q
|b|m ≤ cm
∫
Q
|b− bQ|
m + cm
(∫
Q
|b|
)m
Since b is locally integrable, we only have to the deal with the first term. We observe
that by Lemma 3,
∫
Q
|b− bQ|
mχQ ≤ cn‖b‖
m
BMO
ν1/m
∫
Q
Am
S˜,ν1/m
(χQ)
≤ cn‖b‖
m
BMO
ν1/m
(∫
Rn
Am
S˜,ν1/m
(χQ)
pλp
) 1
p
(∫
Q
λ
p
1−p
) 1
p′
and arguing analogously as above we are done.
3.2. Proof of the necessity. We are going to follow ideas in [23]. First we recall
[23, Lemma 2.1]
Lemma 4. Let η ∈ A∞. Then
‖b‖BMOη ≤ sup
Q
ωλ(b,Q)
|Q|
η(Q)
0 < λ <
1
2n+1
.
where ωλ(f,Q) = infc∈R ((f − c)χQ)
∗
(λ|Q|) and
((f − c)χQ)
∗(λ|Q|) = sup
E⊂Q
|E|=λ|Q|
inf
x∈E
|(f − c)(x)|.
Armed with that lemma we are in the position to provide a proof of the necessity.
Let Q ⊂ Rn be an arbitrary cube. There exists a subset E ⊂ Q with |E| = 12n+2 |Q|
such that for every x ∈ E
ω 1
2n+2
(b,Q) ≤ |b(x)−mb(Q)|
where mb(Q) is a not necessarily unique number that satisfies
max {|{x ∈ Q : b(x) > mb(Q)}|, |{x ∈ Q : b(x) < mb(Q)}|} ≤
|Q|
2
.
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Now let A ⊂ Q with |A| = 12 |Q| and such that b(x) ≥ mb(Q) for every x ∈ A.
We call B = Q \A. Then |B| = 12 |Q| and b(x) ≤ mb(Q) for every x ∈ B.
As Q is the disjoint union of A and B, at least half of the set E is contained
either in A or in B. We may assume, without loss of generality, that half of E is in
A, so we have
|E ∩ A| = |E| − |E ∩ (E ∩A)c| ≥ |E| −
|E|
2
=
1
2n+3
|Q|.
We also have then that
|B ∩ (E ∩ A)c| = |B| − |B ∩ (E ∩ A)| ≥
1
2
|Q| −
1
2n+3
|Q| =
(
1
2
−
1
2n+3
)
|Q|
So choosing
A′ = A ∩ E B′ = B ∩ (E ∩ A)c
we have that if y ∈ A′ and x ∈ B′ then ω 1
2n+2
(b,Q) ≤ b(y)−mb(Q) ≤ b(y)− b(x).
Consequently, using Hölder’s inequality and the hypothesis on (Iα)mb ,
ω 1
2n+2
(b,Q)m|A′||B′| ≤
∫
A′
∫
B′
(b(y)− b(x))mdxdy
≤ ℓ(Q)n−α
∫
A′
∫
B′
(b(y)− b(x))m
|x− y|n−α
dxdy
= ℓ(Q)n−α
∫
A′
(Iα)
m
b (χB′)(x)dx
≤ ℓ(Q)n−α
(∫
Q
λ−q
′
) 1
q′
(∫
Rn
(Iα)
m
b (χB′)(x)
qλ(x)qdx
) 1
q
≤ cℓ(Q)n−α
(∫
Q
λ−q
′
) 1
q′
(∫
Q
µp
) 1
p
= c|Q|2
(
1
|Q|
∫
Q
λ−q
′
) 1
q′
(
1
|Q|
∫
Q
µp
) 1
p
,
where we used that
1
q
+
α
n
=
1
p
⇐⇒
1
q′
+
1
p
= 1 +
α
n
.
And this yields
ω 1
2n+2
(b,Q)m ≤ c
(
1
|Q|
∫
Q
λ−q
′
) 1
q′
(
1
|Q|
∫
Q
µp
) 1
p
.
Since µ ∈ Ap,q we have that µp ∈ Ap. Hence (see for example [9])
1
|Q|
∫
Q
µp ≤ c
(
1
|Q|
∫
Q
µ
p
r
)r
, for any r > 1.
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Using that inequality for some r > 1 to be chosen combined with Hölder’s inequality
with β = rp
1
m , we have that(
1
|Q|
∫
Q
µp
) 1
p
≤ c
(
1
|Q|
∫
Q
µ
p
r λ−
p
r λ
p
r
) r
p
≤ c
(
1
|Q|
∫
Q
ν
1
m
)m(
1
|Q|
∫
Q
λ
p
r β
′
) r
pβ′
= c
(
1
|Q|
∫
Q
ν
1
m
)m(
1
|Q|
∫
Q
λ
p
r−pm
) r−pm
p
and choosing r = pm+ 1 we obtain(
1
|Q|
∫
Q
µp
) 1
p
≤ c
(
1
|Q|
∫
Q
ν
1
m
)m(
1
|Q|
∫
Q
λp
) 1
p
.
This yields
ω 1
2n+2
(b,Q)m ≤ c
(
1
|Q|
∫
Q
ν
1
m
)m(
1
|Q|
∫
Q
λ−q
′
) 1
q′
(
1
|Q|
∫
Q
λp
) 1
p
.
Now we observe that since q > p then by Hölder’s inequality(
1
|Q|
∫
Q
λp
) 1
p
≤
(
1
|Q|
∫
Q
λq
) 1
q
and
(
1
|Q|
∫
Q
λ−q
′
) 1
q′
≤
(
1
|Q|
∫
Q
λ−p
′
) 1
p′
.
Thus (
1
|Q|
∫
Q
λ−q
′
) 1
q′
(
1
|Q|
∫
Q
λp
) 1
p
≤
[(
1
|Q|
∫
Q
λq
)(
1
|Q|
∫
Q
λ−p
′
) q
p′
] 1
q
.
Consequently, since λ ∈ Ap,q, we finally get
ω 1
2n+2
(b,Q) ≤ c
1
|Q|
∫
Q
ν
1
m
and we are done in view of Lemma 4.
3.3. Proof of Corollary 1. To prove the corollary it suffices to estimate each
term in κm in Theorem 3 for µ = λ. Indeed, we observe first that taking µ = λ
κm = [µ]
(1−αn )max
{
1, p
′
q
}
Ap,q
m∑
h=0
(
m
h
)
[µq]
(m−h)max{1, 1q−1 }
Aq
[µp]
hmax{1, 1p−1}
Ap
.
Now, taking into account (1.1), we get
[µq]
(m−h)max{1, 1q−1}
Aq
≤ [µ]
(m−h)max{1, 1q−1}
Ap,q
and
[µp]
hmax{1, 1p−1}
Ap
≤ [µ]
h pq max{1, 1p−1}
Ap,q
.
Consequently
κm ≤ cm[µ]
(1−αn )max
{
1, p
′
q
}
+mmax
{
1, 1q−1 ,
p
q ,
p′
q
}
Ap,q
.
Note that since p < q we have that pq < 1 and also
p < q ⇐⇒ p′ > q′ ⇐⇒
1
q − 1
<
p′
q
.
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This yields that max
{
1, 1q−1 ,
p
q ,
p′
q
}
= max
{
1, p
′
q
}
and we have that
κm ≤ cm[µ]
(m+1−αn)max
{
1, p
′
q
}
Ap,q
,
as we wanted to prove.
To establish the sharpness of the exponent in (1.4) we will use the adaption of
Buckley’s example [3] to the fractional setting that was devised in [7]. First we
observe that we can restrict ourselves to the case in which p′/q ≥ 1, since the case
p′/q < 1 follows at once by duality, taking into account the fact that (Iα)mb is
essentially self-adjoint (in this case, [(Iα)mb ]
∗ = (−1)m(Iα)mb ) and the fact that if
w ∈ Ap,q, then w−1 ∈ Aq′,p′ and [w−1]Aq′ ,p′ = [w]
p′/q
Ap,q
.
Suppose then that p′/q ≥ 1, and take δ ∈ (0, 1). Define the weight wδ(x) =
|x|(n−δ)/p
′
and the power functions fδ(x) = |x|δ−nχB(0,1)(x). Easy computations
yield
‖fδ‖Lp(wpδ ) ≍ δ
−1/p, and [wδ]Ap,q ≍ δ
−q/p′ .
Let b be the BMO function b(x) = log |x|. For x ∈ Rn with |x| ≥ 2, we have that
(Iα)
m
b fδ(x) =
∫
B(0,1)
logm(|x|/|y|)
|x− y|n−α
|y|δ−ndy
≥ |x|δ−n+α
∫
B(0,|x|−1)
logm(1/|z|)
(1 + |z|)n−α
|z|δ−ndz
≥ cn
|x|δ
(1 + |x|)n−α
∫ |x|−1
0
logm(1/r)rδ−1dr.
Integration by parts yields
∫ |x|−1
0
logm(1/r)rδ−1dr = δ−1|x|−δ logm |x|
m∑
k=0
m!
(m− k)!δk logk |x|
≥ δ−1|x|−δ logm |x|
m∑
k=0
(
m
k
)
(δ−1 log−1 |x|)k
= δ−1|x|−δ logm |x|(δ−1 log−1 |x|+ 1)m
≥ δ−m−1|x|−δ.
Then,
(Iα)
m
b fδ(x) ≥
cn
δm+1|x|n−α
, |x| ≥ 2.
BLOOM ESTIMATES FOR ITERATED COMMUTATORS OF FRACTIONAL INTEGRALS 16
Hence, taking into account that 1q +
α
n =
1
p , we have that
‖(Iα)
m
b fδ‖Lq(wqδ ) ≥ cnδ
−(m+1)
(∫
|x|≥2
|x|(n−δ)
q
p′
|x|(n−α)q
dx
)1/q
= cnδ
−(m+1)
(∫
|x|≥2
|x|−δq/p
′−ndx
)1/q
= cδ−(m+1)−
1
q
= c[wδ]
(m+1−αn )
p′
q
Ap,q
‖fδ‖Lp(wp
δ
)
= c[wδ]
(m+1−αn )max
{
1, p
′
q
}
Ap,q
‖fδ‖Lp(wpδ ),
so the exponent in (1.4) is sharp.
Remark 2. We would like to point out that an alternative argument to settle the
sharpness we have just obtained follows from the combination of arguments in
Sections 3.1 and 3.4 in [24].
3.4. Some further remarks. Mixed Ap,q−A∞ bounds. We recall that w ∈ A∞
if and only if
[w]A∞ = sup
Q
1
w(Q)
∫
Q
M(wχQ) <∞
and that is, up until now (see [10]), the smallest constant characterizing the A∞
class. We would like to point out that it would be possible to provide mixed
estimates for (Iα)mb in terms of this A∞ constant. For that purpose it suffices to
follow the same argument used to establish Theorem 3, but taking into account
that, if w ∈ Ap and we call σ = w
1
1−p , then
‖AS‖Lp(w) ≤ cn,p[w]
1
p
Ap
(
[w]
1
p′
A∞
+ [σ]
1
p
A∞
)
.
Also, if α ∈ (0, n), 1 < p < nα , q is defined by
1
q +
α
n =
1
p and w ∈ Ap,q then, if,
again, σ = w
1
1−p ,
‖IαS ‖Lp(wp)→Lq(wq) ≤ cn,p[w]Ap,q
(
[wq ]
1
p′
A∞
+ [σp]
1
q
A∞
)
.
The preceding estimate was established in [8] and is also contained in the recent
work [10].
Acknowledgements
The third author would like to thank D. Cruz-Uribe for drawing his attention to
the problem of sparse domination for iterated commutators of fractional integrals
during the Spring School on Analysis 2017 held at Paseky nad Jizerou.
The first and the third authors are supported by the Spanish Ministry of Eco-
nomy and Competitiveness grant though the project MTM2014-53850-P and also
by the grant IT-641-13 of the Basque Government.
The second and the third authors are supported by the Basque Government
through the BERC 2014-2017 program and by Spanish Ministry of Economy and
REFERENCES 17
Competitiveness MINECO through BCAM Severo Ochoa excellence accreditation
SEV-2013-0323.
The second author is also supported by “la Caixa” grant.
References
[1] Árpád Bényi, José María Martell, Kabe Moen, Eric Stachura, and Rodolfo H.
Torres (2017). arXiv: 1710.08515v1 [math.CA].
[2] Steven Bloom. A commutator theorem and weighted BMO. Transactions of
the American Mathematical Society 292.1 (1985), pp. 103–103.
[3] Stephen M. Buckley. Estimates for operator norms on weighted spaces and
reverse Jensen inequalities. Trans. Amer. Math. Soc. 340.1 (1993), pp. 253–
272. issn: 0002-9947.
[4] Daewon Chung, M. Cristina Pereyra, and Carlos Pérez. Sharp bounds for gen-
eral commutators on weighted Lebesgue spaces. Transactions of the American
Mathematical Society 364.3 (2012), pp. 1163–1177.
[5] Ronald R. Coifman, Richard Rochberg, and Guido Weiss. Factorization The-
orems for Hardy Spaces in Several Variables. The Annals of Mathematics
103.3 (1976), pp. 611–635.
[6] David Cruz-Uribe. Two weight inequalities for fractional integral operators
and commutators. Advanced courses of mathematical analysis VI. World Sci.
Publ., Hackensack, NJ, 2017, pp. 25–85.
[7] David Cruz-Uribe and K. Moen. Sharp norm inequalities for commutators of
classical operators. Publicacions Matemàtiques 56 (2012), pp. 147–190.
[8] David Cruz-Uribe and Kabe Moen. One and two weight norm inequalities for
Riesz potentials. Illinois J. Math. 57.1 (2013), pp. 295–323. issn: 0019-2082.
[9] Javier Duoandikoetxea, Francisco J. Martín-Reyes, and Sheldy Ombrosi. On
theA∞ conditions for general bases.Mathematische Zeitschrift 282.3-4 (2015),
pp. 955–972.
[10] Stephan Fackler and Tuomas P. Hytönen. Off-diagonal sharp two-weight es-
timates for sparse operators (2017). arXiv: 1711.08274v1 [math.CA].
[11] Michael Frazier, Björn Jawerth, and Guido Weiss. Littlewood-Paley Theory
and the Study of Function Spaces. American Mathematical Society, 1991.
[12] J. García–Cuerva, E. Harboure, C. Segovia, and J. Torrea. Weighted norm
inequalities for commutators of strongly singular integrals. Indiana University
Mathematics Journal 40.4 (1991), p. 1397.
[13] Loukas Grafakos. Classical Fourier Analysis. Springer New York, 2014.
[14] Irina Holmes, Michael T. Lacey, and Brett D. Wick. Commutators in the
two-weight setting. Mathematische Annalen 367.1-2 (2016), pp. 51–80.
[15] Irina Holmes, Robert Rahm, and Scott Spencer. Commutators with fractional
integral operators. Studia Math. 233.3 (2016), pp. 279–291. issn: 0039-3223.
[16] Irina Holmes and Brett D. Wick. Two Weight Inequalities for Iterated Com-
mutators with Calderón–Zygmund Operators. To appear in J. Operator The-
ory (2015). arXiv: 1509.03769v1 [math.CA].
[17] Tuomas P. Hytönen. The sharp weighted bound for general Calderón–Zygmund
operators. Annals of Mathematics 175.3 (2012), pp. 1473–1506.
[18] Gonzalo H. Ibañez-Firnkorn and Israel P. Rivera-Ríos. Sparse and weighted
estimates for generalized Hörmander operators and commutators (2017). arXiv:
1704.01018v1 [math.CA].
REFERENCES 18
[19] Michael T. Lacey, Kabe Moen, Carlos Pérez, and Rodolfo H. Torres. Sharp
weighted bounds for fractional integral operators. Journal of Functional Anal-
ysis 259.5 (2010), pp. 1073–1097.
[20] Andrei K. Lerner. A simple proof of the A2 conjecture. Int. Math. Res. Not.
IMRN 14 (2013), pp. 3159–3170. issn: 1073-7928.
[21] Andrei K. Lerner and Fedor Nazarov. Intuitive dyadic calculus: the basics
(2015). arXiv: 1508.05639v1 [math.CA].
[22] Andrei K. Lerner, Sheldy Ombrosi, and Israel P. Rivera-Ríos. Commutators
of singular integrals revisited (2017). arXiv: 1709.04724v1 [math.CA].
[23] Andrei K. Lerner, Sheldy Ombrosi, and Israel P. Rivera-Ríos. On pointwise
and weighted estimates for commutators of Calderón–Zygmund operators.
Advances in Mathematics 319 (2017), pp. 153–181.
[24] Teresa Luque, Carlos Pérez, and Ezequiel Rela. Optimal exponents in weighted
estimates without examples. Math. Res. Lett. 22.1 (2015), pp. 183–201. issn:
1073-2780.
[25] Benjamin Muckenhoupt and Richard L. Wheeden. Weighted norm inequalities
for fractional integrals. Transactions of the American Mathematical Society
192 (1974), pp. 261–261.
[26] Carlos Pérez. Two weighted inequalities for potential and fractional type max-
imal operators. Indiana University Mathematics Journal 43.2 (1994), p. 663.
[27] Eric T. Sawyer and Richard L. Wheeden. Weighted Inequalities for Frac-
tional Integrals on Euclidean and Homogeneous Spaces. American Journal of
Mathematics 114.4 (1992), p. 813.
[28] Elias M. Stein. Singular integrals and differentiability properties of functions.
Princeton Mathematical Series, No. 30. Princeton University Press, Prince-
ton, N.J., 1970, pp. xiv+290.
(N. Accomazzo) Department of Mathematics, University of the Basque Country,
Bilbao, Spain
E-mail address: nataliaceleste.accomazzo@ehu.eus
(J.C. Martínez-Perales) BCAM–Basque Center for Applied Mathematics, Bilbao, Spain
E-mail address: jmartinez@bcamath.org
(I.P. Rivera-Ríos) Department of Mathematics, University of the Basque Country
and BCAM –Basque Center for Applied Mathematics, Bilbao, Spain
E-mail address: petnapet@gmail.com
