A fundamental concept in solving inverse problems is the use of regularizers, which yield more physical and lessoscillatory solutions. Total variation (TV) has been widely used as an edge-preserving regularizer. However, objects are often over-regularized by TV, becoming blob-like convex structures of low curvature. This phenomenon was explained mathematically in the analysis of Andreau et al. They have shown that a TV regularizer can spatially preserve perfectly sets which are nonlinear eigenfunctions of the form λu ∈ ∂JT V (u), where ∂JT V (u) is the TV subdifferential. For TV, these shapes are convex sets of low-curvature. A compelling approach to better preserve structures is to use anisotropic functionals, which adapt the regularization in an image-driven manner, with strong regularization along edges and low across them. This follows earlier ideas of Weickert on anisotropic diffusion, which do not stem directly from functional minimization. Adaptive anisotropic TV (A 2 TV) was successfully used in several studies in the past decade. However, until now there is no theory formulating the type of structures which can be perfectly preserved. In this study we address this question.
. Introduction. Regularization is a fundamental tool in solving ill-posed inverse problems. A classical edge-preserving regularizer is the total-variation functional. It has been used for solving various image processing and computer vision problems, such as denoising [ ], segmentation [ ], optical flow [ ], depth processing [ ] and more. See [ , ] for detailed overviews addressing the properties of total variation and related applications.
A significant property of regularizers is the type of spatial shapes they can regularize well, with minimal distortions caused by the regularization process. One such distortion is contrast change. It can be shown that any minimization of one-homogeneous functional, such as TV, with an L 2 square fidelity term (e.g. the ROF model [ ]) -reduces contrast for any calibrable set (or eigenfunction of the associated subdifferntial) [ ]. Similarly this is true for gradient descent with respect to the regularizer, such as TV flow. Contrast reduction, however, can be avoided by using various methods such as inverse-scale-space [ ], nonlinear spectral filtering [ ], employing other norms as fidelity terms [ ], covariant least-squares [ ] or adding a Bregman distance debiasing term [ ]. A more significant byproduct of regularization is spatial smoothing and distortions of significant features of the signal. In non-linear processing, these distortion effects are not simple to quantify and analyze. However, it is possible to characterize precisely which shapes maintain their geometrical structure, up to a contrast change, in regularization with L 2 fidelity or when gradient descent is applied.
For the TV functional, this topic has been thoroughly investigated by Andreau and colleagues [ ]. It was shown that convex sets, which are smooth enough, termed calibrable sets, preserve their shapes throughout gradient descent with respect to the TV functional (TV flow). A detailed presentation of these concepts and an outline of the main proofs are given below. Our work aims at extending the geometrical understanding to adaptive anisotropic TV. In [ ] the issue of shape-preservation was gen-. We present A 2 TV in a dual formulation setting, based on locally rotated and scaled gradient and divergence operators. Thereby providing a way to transfer some of the theory established for TV to the A 2 TV functional. . The A 2 TV is analyzed from a geometrical viewpoint. Two main properties of eigenfunctions induced by the functional are investigated. We provide a proof for the convexity condition, showing that a set which is an eigenfunction is not required to be convex, unlike the classical result for isotropic TV [ ]. We show how a parameter which controls the anisotropy allows more complex nonconvex structure as the degree of anisotropy increases. Our condition turns out to coincide with a non-convexity measure for shape descriptors defined in [ ]. . We suggest a conjecture related to the curvature bound, which stems from methodological numerical experiments. . We present for the first time the attributes of spectral A 2 TV. It is shown how nonlinear spectral filtering decomposes an image into textures and objects parts in a new way, allowing objects to retain detailed geometry. We show the advantages of the A 2 TV transform over the TV transform with respect to preserving well shapes of complex non-convex structures. . We suggest some applications which use the functional. The analysis and understanding of eigenfunctions of A 2 TV allows new insights on the regularization functional and better employment of it.
. . Some Notation. Let Q be an open subset in R N . A function u ∈ L 1 (Q) with gradient Du (in the sense of distribution) is a Radon measure with finite total variation in Q is called a function of bounded variation and will be denoted by u ∈ BV (Q). A characteristic function of a set E will be denoted by χ E . For a finite perimeter E, one can define the essential boundary ∂ * E as a countably (N − 1) rectifiable with finite H N −1 . We define θ(x, y) ∈ L ∞ |y| (R N ) as the density of (x, y) with respect of |y|, (x, y)(B) = B θ(x, y)d|y|, for any Borel set B ⊆ R N . In particular, if E is bounded and has finite perimeter in R N , it follows that, J T V (χ E ) = div ξ(x), χ E (x) = ξ(x), −Dχ E (x) = ∂ * E θ(ξ(x), −Dχ E (x))dH N −1 .
. . Convexity measure. In shape analysis there has been comprehensive research related to characterizing shapes by a variety of measures and geometric descriptors. In [ ] Peura and Iivarinen proposed a group of fundamental shape descriptors. Specifically, they proposed the following convexity measure of a set C:
where P (C) is the perimeter of C and Conv(C) is the convex-hull of the set C. This measure has certain desired property as a shape descriptor. It is in the range (0, 1] where it is 1 if and only if the set C is convex. It is also translation and rotation invariant. We will later see how this measure is directly related to characterizing eigenfunctions of the A 2 TV functional.
. The Theory of TV Eigenfunctions.
. . Functional Definition. The TV functional is defined by,
on a domain Ω, for u ∈ BV (Ω). For smooth functions u, this reduces to,
. . Regularization based-on TV. In this paper we focus on gradient descent flows with respect to the regularizing functional. In the case of TV, this is referred to as TV flow, creating an inherent nonlinear, edge-preserving, scale-space. It is closely related to the ROF model [ ], where the regularization is coupled with L 2 square fidelity. For completeness, both are defined below.
. . . The TV Flow. The TV flow regularizes an input signal f (x) by performing a gradient descent with respect to TV. We denote by u(t; x) the solution of the following flow (with a time parameter t),
where ξ admits
is a subgradient element and the flow is a gradient descent with respect to TV. Based on the "chain rule" for the differentiation of functionals (see Lemma . of Brezis [ ]), denoting p = div (ξ(x)), we obtain the monotonic decrease of J T V (u(t)) over time by
. . . ROF Model. The ROF model [ ] is the classical way of using TV to regularize an image f . The resulting image u is a minimizer of the following energy,
There is a strong resemblance between the TV flow and the ROF model. In the discrete D case it was shown that identical solutions are obtained (see e.g. [ , ] ). In this section we examine shapes which preserve their spatial structure (up to a contrast change) in a gradient flow or regularization. This type of functions admit a nonlinear eigenvalue problem, with respect to the subgradient of the functional. We refer to them as eigenfunctions.
. . TV Eigenfunctions. The theory of total variation regularization in R 2 characterizes the functions for which the TV regularizer is well adapted to. Those are calibrable sets, which are a specific family of eigenfunction. Let us first define a nonlinear eigenfunction induced by a functional.
Definition . (Eigenfunction induced by a functional J). A function f is an eigenfunction induced by a functional J if it admits the following nonlinear eigenvalue problem,
where λ is the corresponding eigenvalue. A deep theoretical research related to the above eigenvalue problem has been conducted in [ ] and [ ] for the TV functional. Here we outline the essential results and provide proofs which are crucial for better understanding the advantages of the A 2 TV functional, as explained in Section . It was shown that eigenfunctions preserve their shape and only lose contrast under the TV flow. In fact, the loss of contrast is linear, where the TV flow ( . ) has the following analytic solution,
for initial conditions f admitting ( . ), J = J T V . Moreover, these studies gave a precise geometrical characterization when f is an indicator of a set C ⊂ R 2 , which is a bounded set of finite perimeter. The theory requires that the set C be convex. A second condition (we refer to as a curvature condition) consists of a bound on the maximal curvature on the boundary of the set,
for a characteristic set C, where P (C) is the perimeter of C and |C| is its area. In the section below we summarize the essential arguments and analysis for reaching the convexity condition and Eq. ( . ). This background will serve us in better understanding our new analysis for the adapted-anisotropic TV case.
. . . The convexity condition. In order to prove the convexity condition, let us first introduce several definitions. Let the scalar λ C be defined by,
We can now define a calibrable set. Definition . (Calibrable Set). We say that C is a −calibrable set if there exists a vector field ξ − C : R 2 → R 2 with the following properties:
.
We say that C is +calibrable if there exists a vector field ξ + C : R 2 → R 2 satisfying properties ( ),( ),( ) and such that θ(ξ
is identical to the outer (inner) normalized gradient of χ C for almost every x ∈ ∂ * C.
Remark . .Let C ⊂ R 2 be a bounded set of finite perimeter. Assume that C is −calibrable and that R 2 C is +calibrable. Define
In [ ] it was shown that for calibrable sets
where λ C is defined by Eq. ( . ). We can now state the following convexity condition. Theorem . (The Convexity Condition). Let C ⊂ R 2 be a bounded set of finite perimeter which is
, ξ C ≤ 1 be the vector field defined by ( . ). Let D be a set of a finite perimeter. Using the fact that λ C χ C = div(ξ C ), we have,
Hence, ∀D ⊇ C, we have P er(C) = λ C |C| = λ C |C ∩ D| and therefore P er(C) ≤ P er(D). Therefore C must be convex (If C is not convex then we can choose D as its convex hull which has a smaller perimeter). While ∀D ⊆ C, we have
. . . The curvature condition. For the curvature condition we shall define the following, Definition . (G λ ).Given λ ∈ R we define the functional G λ as
The functional G λ has the following properties. Proposition . . Let C, D ⊂ R 2 be bounded sets of finite perimeter which are −calibrable and such that R 2 C and R 2 D is +calibrable. Also
Finally, the following curvature condition can be stated. Theorem . (The Curvature Condition). Let C ⊂ R 2 be a bounded set of finite perimeter which is −calibrable and such that R 2 C is +calibrable. Then, the following holds, ( . ) . In order to define spatially adaptive operators, which are useful in the analysis, we slightly change the notations. We introduce a matrix A(x) which is related to R(x) by R(x) = A T (x)A(x). The functional in the strong-sense is thus defined by,
where u is a smooth function and A(x) ∈ R 2×2 is a symmetric matrix, spatially adapted, A 0. We have A ∈ L ∞ and specifically in our applications 0 < det(A)(x) ≤ 1. We wish to represent this regularizer with a slightly different formulation, better suited for our framework. Therefore, we introduce variants of the gradient and divergence operators.
. . Introducing grad A (·) and div A (·). One way to view A 2 TV, is as a total variation regularization applied on a deformed space. Another way, is to apply regularization with space-dependent weights. Either way, it is beneficial to define modified variants of the gradient and divergence operators. This yields, in addition, a straightforward way to implement the A 2 TV.
We define the following gradient,
One can obtain the appropriate divergence operator by finding the Hermitian adjoint of our adapted gradient, as the operators are connected by the identity,
To solve this, we first note that while our adapted gradient operates on a set of functions admitting the Neumann boundary condition, i.e. , ∀x ∈ ∂Ω : ∂u ∂n (x) = 0, the adjoint operator assumes vectors admitting the Dirichlet condition, i.e. ∀x ∈ ∂Ω :
Since A is symmetric, we obtain a definition for the adapted divergence,
. . Functional Definition. The A 2 TV functional is spatially adapted in order to preserve the structure of the objects within the image u. Using the above operators, the Adapted Anisotropic Total Variation functional in a domain Ω is given by,
for smooth functions u. The weak-sense formulation for u ∈ BV (Ω) is,
where A(x) ∈ R 2×2 is the same one as in Eq. ( . ). There are many ways to choose the matrix A. We focus on two of them below.
. . Definition of the matrix A. There are several options for how to compute the matrix A in an image-driven manner, depending on the task at hand. We focus on the classical coherence-enhancing method presented by Weickert for anisotropic diffusion [ ]. There is still an active research related to this interesting process with very useful applications recently suggested for shape inpainting and compression [ , ] . We then simplify it for sets in order to better analyze it theoretically and numerically.
We are interested in a tensor A that properly preserves edges of complex objects. We would like a strong regularization along edges and weaker one across them. In order to estimate locally the directions a smoothed structure tensor is used. The smoothed structure tensor is defined by the outer product,
where ∇u σ is the gradient of an image u smoothed by a Gaussian kernel k σ with variance σ 2 . The structure tensor itself is smoothed by a Gaussian kernel with variance ρ 2 . In two dimensions, we can write a simple expression for the tensor as a 2 × 2 matrix for each point x = (x 1 , x 2 ) ∈ Ω,
This matrix has eigenvectors corresponding to the average direction of the gradient and the tangent at a neighborhood σ around point x and eigenvalues corresponding to the magnitude of each direction. In order to preserve structure, we should attenuate the eigenvalue corresponding to the gradient direction (or increase the eigenvalue corresponding to the tangent direction). Let us now give a precise scheme for the tensor. We begin by looking at the eigen-decomposition of the smoothed structure tensor,
where V is a matrix whose columns, v 1 , v 2 ∈ R 2 , are the eigenvectors of J ρ , and Λ is a diagonal matrix with the corresponding eigenvalues,
Let us denote the eigenvalues by µ 1 ,µ 2 , and assume µ 1 ≥ µ 2 (where µ i is the corresponding eigenvalue of v i ). We keep the original directions of the gradient and tangent, by keeping the matrix V , and applying a modification on the matrix Λ . We consider two modifications. The first, a well-known modification suggested by Weickert,
The matrix A is then defined by,
This modification is highly instrumental for natural complex images, which include texture and noise. However, it has several parameters and it is not trivial to analyze. We would like to examine an image f which is an indicator function of some set C. One can simplify the construction of A considerably, by using a single parameter a, controlling the degree of anisotropy. For that, we propose a second modification, Λ 2 (with a fixed value a ∈ (0, 1]), by the following definition,
In this case we also assume, for simplicity, that σ → 0 and that the set C is of bounded curvature such that v1, v2 align exactly with the gradient and level-set directions, respectively.
. . Regularizing Using A 2 TV.
. . . The A 2 TV Flow. We denote by u(t; x) the A 2 TV flow, which is the solution of the following PDE,
where
As in the TV case, an ROF-type energy can be formulate, based on the functional J A 2 T V (u),
In order to better understand the characteristics of this regularization, we turn to analyzing the nonlinear eigenfunctions induced by the subgradient of A 2 T V . We want to show that the A 2 TV functional can adapt itself to a wide variety of shapes, which incorporate all the eigenfunctions of the isotropic TV functional.
. . Basic Properties of A 2 TV. The A 2 TV functional is -homogeneous, since for any scalar µ ∈ R we have
In addition, as for any absolutely one-homogeneous functional, the sub-gradient of the A 2 TV, p(u) ∈ ∂J A 2 T V (u) is zero-homogeneous: p(µu) = p(u) . The sub-gradient can be written as,
. We refer to u as an eigenfunction of J A 2 T V if it admits the following eigenvalue problem,
where λ ∈ R is the corresponding eigenvalue. For any u not in the null-space of J A 2 T V we have that lambda is strictly positive since from ( . ) we have p(u), u = λu, u , yielding λ =
otherwise. .
Let us now focus on A 2 TV as defined for sets in Eq. ( . ) as we would like to link the A 2 TV energy to the perimeter of a shape C ⊆ Ω. If u is an indicator function of C, it can be shown that
where a is defined in ( . ). This comes from the coarea formula of TV and using
where the gradient should be understood in the distributional sense. For an eigenfunction u which is an indicator function of C, the eigenvalue λ can be computed by,
. . Characteristics of A 2 TV Eigenfunctions. As in the TV case, we can discuss the eigenfunctions induced by A 2 TV. Developing a theory for the Adapted Anisotropic Total Variation gives way to characterize the basic structures the regularizer preserves. Here again, there are two main conditions that should be fulfilled by eigenfunctions: The convexity and the curvature conditions. By extending the definitions of [ ], we can provide part of the theory of the A 2 TV flow and its eigenfunctions. For this purpose, we use the matrix A with Λ 2 , as defined in Eq. ( . ).
. . . A non-convexity condition. In order to prove a new condition related to convexity, we first introduce several definitions. Let us set λ A C as,
where, C ⊂ R 2 is a bounded set of finite perimeter and a is the parameter of Eq. ( . ). Let us now define an A-calibrable set. Definition . (A-Calibrable Set). Let C ⊆ R 2 be a set of finite perimeter. We say that C is a −Acalibrable set if there exists a vector field ξ A− C : R 2 → R 2 with the following properties:
We say that C is +A-calibrable if there exists a vector field ξ A+ C : R 2 → R 2 satisfying properties ( ),( ),( ) and such that θ(ξ
Remark . . Let C ⊂ R 2 be a bounded set of finite perimeter. Assume that C is −A-calibrable and that R 2 C is +A-calibrable. Define,
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Here, similarly to Eq. ( . ), applying the operator div A yields,
We can now state the following non-convexity condition. Theorem . (The Non-Convexity Condition). Let C ⊂ R 2 be a bounded set of finite perimeter which is −A-calibrable, and let R 2 C be +A-calibrable. Then, . C can be non-convex to some extent.
. 
Hence, ∀D ⊃ C, we have aP er(C) = λ A C |C| = λ A C |C ∩ D| which gives us aP er(C) ≤ P er(D). Thus C can be non convex, depending on the parameter a (the parameter a can compensate for the non-convexity of the set C).
Basically, Theorem . implies that a set C can be an eigenfunction, also if it is not convex, provided the anisotropy parameter a is small enough. The maximal a that maintains C as an eigenfunction is,
where D is the convex hull of C as it is shown in figure . . Proof. Let ξ C : R 2 → R 2 be a vector field satisfying Def. . of the calibrable sets and ξ A C : R 2 → R 2 be a vector field satisfying Def. . of the A-calibrable sets. Assuming C is a calibrable set, we show that there exists a vector field ξ A C , which admits Def. . . First, we consider the case where
|Du(x)| (where Du is the gradient of u in the distributional sense). Since at each point x, Du(x) |Du(x)| is an eigenvector of A(x) with eigenvalue a we have Aξ A C = aξ A C = aξ C , therefore ∀x ∈ ∂C,
x-x Figure . : Non-Convex shape example. Here, D is the convex hull of C. As the perimeter of C becomes larger, a max should be smaller to compensate for the increased degree of non-convexity of C, in the sense of Eq. ( . ).
Next, we consider the case x ∈ R 2 ∂C. Here A = I and div = div A , thus,
Therefore, we obtain a vector field ξ A C , defined in the entire domain, which fully admits Def. . .
. . . The curvature condition. We attempt to reach a bound on the maximal curvature admitted by eigenfunctions of A 2 TV, analogous to ( . ). The theoretical analysis here is highly involved and is still under investigation. Current known theory to provide such bounds relies on the convexity property of the set and thus cannot be applied here. At this point, we can give some intuition on how this bound should be characterized and present compelling numerical evidence.
We would like to find the relation of the maximal curvature on the set boundary to the degree of anisotropy (the parameter a ∈ (0, 1]). Let us first discuss the extreme cases. For a = 1 we get isotropic TV, therefore the bound should be as in ( . ). As a decreases, the regularization diminishes and we expect the bound to grow as a → 0.
We now turn to examining more closely the dual variable ξ A . We would like to analyze the application of the classical divergence, therefore we define
where A is the adapted anisotropic matrix. In Fig. . , one can see the differences between the vector fieldsξ A and ξ A . Note especially the smoother behavior ofξ A near edges. Let us compare the TV definition . and the A 2 TV definition . . For eigenfunctions, ξ for TV and ξ A for A 2 TV, should have a constant divergence. We denote both vector fields by ξ. In two dimensions, a vector field has a constant divergence when its components are of the form,
for some differential function R(·). Clearly, we get by construction a constant divergence: div(ξ) = t 1 + t 2 . For total variation the function R(·) is identically zero (for a disk of radius r we get R(·) = 0, t 1 = t 2 = 1 r ). However, our numerical observations indicate it is a more complex function for A 2 TV. For example, in the case of ellipses,ξ A has a structure similar to a third degree polynomial (as can be seen in Fig . ) .
Several numerical experiments were conducted using ellipse shapes (as in Fig. . ) with various eccentricities and A 2 TV regularization with various degrees of anisotropy parameter (a). An ellipse shape is used in order to decouple the convexity and the curvature measures. Moreover, it is simple to estimate numerically its curvature. The first experiment is done by applying A 2 TV on a single ellipse with various values of the anisotropy parameter a. The resultantξ A cross-sections is shown in Fig . . One can observe that the minor axis (ofξ A y ) has a linear solution just as in the TV case (due to its low curvature). The major axis, on the other hand, is not a linear function. The curvature on the boundary is maximal andξ A is not monotone inside the set anymore. For a > 0.5 the anisotropy of A 2 TV is not sufficient and one does not obtain an eigenfunction, this can be seen by the clipping ofξ A x near the value of 1. For a ≤ 0.5 we get an eigenfunction with div(ξ A ) = const, hereξ A x resembles a rd degree polynomial. Ra closer to ) there is a linear profile for bothξ A axes. Actually these ellipses are eigenfunction also of TV (ratios of r ∈ (0.6, 1]). As the eccentricity grows with r ∈ (0.15, 0.5], we obtain eigenfunctions unique to A 2 TV (with a = 0.5). Finally, we have a very narrow ellipse, r = 0.1, which is not an eigenfunction, where the vector field is clipped. These experiments show a distinct systematic trend relating the parameter a to the set of ellipse eigenfuncions, which is summarized in Fig. . . As a becomes smaller, ellipses of higher eccentricity (and curvature) become admissible eigenfunctions. In Fig. . we can see two plots. The left plot shows the eigenfunction test scores (lower is better) based on the following formula,
where u is an ellipse image after applying a A 2 TV flow at t = 1 10λ A where λ A is taken from Eq. ( . ). The test score, typically in the range T (u) ∈ [0, 1], was chosen due to its numerical robustness, as oppose to indicators which take into account the entire image, and are biased by numerical errors. We rely on the fundamental property of indicator set eigenfunctions which retain a constant value within the set. The time of the flow chosen for the computation is % of the approximated extinction time. The value of = 0.05 · R a was used (for R a = 200, = 10).
On the left, it can be observed that as the ratio tends to (towards a disk), the shape attains a better eigenfunction score. The bar with the value 0.0017 was chosen so that the ratio . is the last one to be an eigenfunction for the TV functional (which is the theoretical threshold for TV). From the graph on the left, critical thresholds for a, a cr values, were extracted with the rule of choosing a which gives the same test score T (u) for each ellipse ratio. The right plot shows the theoretical f cr,T heory , which represents the actual bound A 2 TV needs to compensate by,
where the set C represent an ellipse with a major axis R a and a minor axis R b as shown in Fig. . x-x Both images in Fig. . present a strong indication that the upper bound dependence on the parameter a is 1 a 3 . Note that this is the case for ellipses, it is hard to validate if curvature and convexity/shape structures can be completely decoupled. We summarize this relation by the following conjecture, Conjecture . .Let C ⊂ R 2 be a bounded ellipse for which its indicator function is an eigenfunction in the sense of ( . ), with κ(x) the curvature at point x ∈ ∂ * C. Then,
Another way to phrase it, is that the maximal a, for which an indicator function of an ellipse C is an eigenfunction, is,
Choosing a for the set C. If one would want a general set C to be well preserved (approximately an eigenfunction) by the regularizer A 2 TV, using Eq. ( . ) and Eq. ( . ), we thus suggest to select the following a parameter,
where D is the convex hull of C.
. The Spectral Framework. The spectral transform is based on a flow of a -homogeneous functional J(u) similar to the TV and the A 2 TV flow described above. The general gradient flow is
where f is assumed to be of zero mean, t ∈ (0, ∞), x ∈ Ω and Neumann boundary conditions are used. The spectral transform is analogue to the Fourier transform in the sense of the transition from one domain to another, a spectral response which describes the energy at each scale ('frequency') and a filtering mechanism which enables to diminish or amplify each scale band. With that analogy in mind, the transform is defined by ( . ) φ(t) = u tt t.
With the inverse transform,
The spectral response which is used here for visualization of the active scales is
It is worth mentioning there are several definitions to the spectrum response curve; among them is S(t) = f, φ(t) which holds a Perseval-type relation described in [ ]. Based on this framework, one can obtain a filtered responses using a filter H(t):
where H(t) can be among other options, a low-pass filter (LPF) H(t) = H tc LP F , with the following filtered response,
and a band-pass filter (BPF)
For f being an eigenfunction with an associated eigenvalue λ, the transform, defined by Eq. ( . ), becomes
Here we use the definition of A for A 2 TV which applies for general images, Eq. ( . ). In Fig . we show an example of φ bands of an image, which are narrow band-pass filters, in the sense of ( . ), of increasing scales. We compare spectral TV and spectral A 2 TV (using k = 1 in Eq. ( . )). One can see that the main difference between the two functionals is that larger scales (we term "objects" here) have more distinct structures for A 2 TV, preserving better the shapes of the original image. Standard TV highly regularizes the large shapes, turning them into simple blobs. . . Chambolle-Pock Scheme. In [ ] a general scheme is proposed to solve problems of the form,
Here, F * and G * are the convex conjugate of F and G. K * is the hermitian adjoint of the operator K. We assume that these problems have at least a solution (x,ŷ) ∈ X × Y . The accelerated Arrow-Hurwicz algorithm is used. Recalling
x-x the ROF-A 2 TV energy Eq. ( . ), the definitions of F , G, K and K * are, ( . )
. . Chambolle's Projection Algorithm. The gradient-divergence pair defined in ( . ) and ( . ) allows us to modify the projection algorithm of [ ] by the following,
where the dual parameter is p ∈ ∂J A 2 T V (u), f is the original image, and τ is the time step. According to [ ], convergence is guaranteed for τ < 1/8 with the outcome of
It is worth noting that according to [ ], τ is limited by
. Since the eigenvalues of the matrix A in our model are in the range (0, 1], the norm of the divergence can only diminish ; thus, one can maintain the same bound on τ . Figure . : Non-Convex EigenFunction. Top -A 2 TV(a = 0.25) flow of a C shape. Bottom -TV flow of a C shape. The C shape has a convex hull perimeter to shape perimeter ratio of . . From left to right: the image u at t = 0, a vertical cross section of the image u over time (blue is the start and red is the end of the flow), the sub-gradient p at time , a cross section of the sub-gradient p over time, the ratio image as described in Eq. ( . ) and a vertical cross section of the ratio image.
. Numerical Experiments. In this section we present numerical experiments that illustrate and further validate theoretical issues discussed so far. Let us define the ratio image
For eigenfunctions, we get r = const = λ. Throughout this section we present the flow in terms of the image u, the sub-gradient p, the ratio r and the dual variable vector field parts ξ x and ξ y . Plots of cross-sections at various time instances are super-imposed with an appropriate color-bar, with t ∈ [0, t d ], where t d denotes time of disappearance (extinction time). When a two-dimensional Figure . : Vector field ξ. Top and Middle, A 2 TV flow of a C shape. Bottom, TV flow of a C shape. On the left are the ξ's of the flows at t = 0. The colored axes are cross-sections of ξ at different evolution times t, where the time is color-coded by the bar on the right (for A 2 TV the plots coincide and are occluded by the last instance in red) . Middle row, the applied tensor A on ξ A , Eq. ( . ). Figure . : Extreme-curvature convex eigenfunction. Top -A 2 TV flow. Bottom -TV flow. For both flows, the initial condition is the same ellipse shape. From left to right: the image u at t = 0, a horizontal cross section of the image u over time (blue is the beginning and red is the end of the flow), the sub-gradient p at t = 0, a cross section of p over time, the ratio image r at t = 0, Eq. ( . ), and a vertical cross section of it.
image of the vector field ξ is shown, a color code is used to show its size and angle for each pixel (the code is shown by a circle on the top-right). To achieve high precision, projection iterations are used at each step.
Non-Convex Shape Experiments.
In order to better illustrate the difference between the A 2 TV and TV flows, we applied both flows on an indicator function of a set which resembles a C shape, with a ratio P er(hull(C))/P er(C) of 0.769 (Eq. ( . )) as can be seen in Fig. . . We recall the analytic solution of eigenfunctions under TV-flow, Eq. ( . ), and A 2 TV-flow, Eq. ( . ), in which spatial structure is preserved and contrast is reduced linearly with time. It can be clearly seen that TV-flow deforms the C shape over time, indicating it is not an eigenfunction, as classical TV theory predicts for non-convex sets. On the other hand, A 2 TV-flow keeps a steady sub-gradient, preserves the shape and yields a constant ratio function r. This is a strong numerical indication that the shape is an eigenfunction of A 2 TV, in the sense of ( . ). The flow can also be investigated by examining the dual domain vector field ξ. In Fig. . the variables ξ A ,ξ A are shown. Different instances in time are overlaid. One can observe they coincide with almost no change throughout the A 2 TV flow, while ξ is being distorted in the TV flow. The row in the middle showsξ A , which is the variable the divergence is applied on, similar to ξ in TV.
High Curvature Experiments. In this section we want to demonstrate how extremely curved objects can still be eigenfunctions of A 2 TV and compare these to the TV case. In Fig. . , it can be seen that the ellipse linearly diminishes over time in the A 2 TV flow while reducing the curvature of the ellipse in the TV flow. The constant ratio image (up to numerical errors) and the constant sub-gradient strongly validate that this highly curved ellipse is an eigenfunction of the A 2 TV functional.
In Fig. . the dual variable is shown. Note that the magnitude of the variableξ A , Eq. ( . ), is smaller than on the set boundary and may be close to inside the set, compensating for high curvatures, as seen along the x axis (blue frame in middle row, right).
In Fig. . we demonstrate the impact of the parameter a on the flow variable u, the sub-gradient p and the dual variable ξ A . Results of several A 2 TV flow processes, Eq. ( . ), with different parameter a are shown. As a descreases the ellipse structure becomes less regularized, where for a = 0.5 the ellipse becomes a numerical eigenfunction and its shape is completely retained through the flow.
Synthetic Example -Neuron-like Structure. The purpose of this example is to examine a complex, non-convex and highly curved shape. We also demonstrate the result of A 2 TV spectral filtering on such shapes. In this example, the use of BPF's of the spectral framework, Eq. ( . ), were used at scales t near the vanishing time of each neuron. As a diminishes the spectrum S(t) is more sparse, retaining most of the structures within distinct scales with compact support in t. For small enough a, one can see a linear decay of the image u over time. Similar to previous experiments, p and ξ A do not change over time, as can be expected from an eigenfunction. For different values of a, note the different regularization that occurs, in terms of both convexity and curvature.
x-x Figure . : Extreme-curvature for different values a. Top, ellipse image u(t = 0). Each row depicts an A 2 TV flow with its corresponding a. From left to right, the image u just before vanishing time, the difference image between start and vanishing times (normalized), horizontal cross-section of the image u over time t along the flow, horizontal cross-section of the sub-gradient p, ξ A before vanishing time and a cross-section of ξ A along the flow. Figure . : Synthetic neuron-like structure -comparison for different values of a. Top is a pair of neuron-like shapes image u(t = 0). Each row is an A 2 TV flow with its corresponding a. From left to right, the φ spectral component (narrow band-pass) just before the neuron shape vanishes, t td1 for the right neuron and t td2 for the left one, horizontal cross-section of the image u over time t along the flow, horizontal cross-section of the sub-gradient p over time t along the flow, ξ A just before the first neuron shape vanishes and a cross-section of ξ A over time t along the flow. . Applications. We show below several applications which can benefit from the A 2 TV functional, following our analysis, in a minimization and spectral frameworks.
. . Depth Inpainting. In this application, we construct the adapted matrix (Tensor) A from the RGB image,and apply it to the depth image. The energy minimization is based on [ ], where now A 2 TV replaces TV. The Energy being minimized is,
where u is the inpainted depth image, f is the input depth (with missing values), I is the intensity of the RGB image andμ is an inverse indicator of the inpainting regions with zero value in regions to be inpainted and µ 1 otherwise. Standard projection algorithms cannott solve Eq. ( . ) directly sincê µ takes zero values in Ω ( recalling u = f − 1 µ div A (p) in the projection algorithm). This is resolved in [ ] by solving two subproblems alternately and iteratively, In our scheme, the adapted anisotropic matrix A is calculated once at the beginning from the RGB image, p is initialized at first with zeros and later with the result of previous iteration, v is therefore derived from p by v = u − θ div A (p). Moreover, u is initialized as f , and the parameters are µ = 80, θ = 5, τ = 1/8 with iterations. At each alternating session, the projection step is iterated times. The resulting image in Fig. . with the smallest a clearly shows how the A 2 TV regularizer is able to reconstruct the required geometry given a small enough parameter a.
. . PET/CT Model Fusion. Here, we construct the A tensor from the CT image, and solve a TV and an A 2 TV minimization problems. In the A 2 TV minimization process, information regarding the structure of the PET scan is taken from the detailed CT image via the tensor A. The energy to be minimized is,
where f is the PET image, µ = 5/3 and the adapted matrix parameter k = 0.1. Results are shown in shapes are decomposed and can be manipulated using the spectral A 2 TV framework. Various bandpass filters, Eq. ( . ), are used to isolate shapes and certain face parts of different scales. As can be seeing in the figure, by applying different filters we are able to extract different parts of the image and apply various filters (middle row) yielding different semantic interpretations (bottom row).
. . Spectral A 2 TV -Attenuating and enhancing "low frequency" object bands. We now show manipulation of a natural image based on A 2 TV spectral representation. Sharp peaks in the spectrum S(t) at high t (corresponding to low eigenvalues or "low frequencies") are isolated by narrow bandpass filters. See spectrum at top row, second plot and shapes corresponding to the first and second peaks at the bottom row, left. One basically obtains a segmentation of the flowers. We can now perform filtering on the appropriate bands, increasing or decreasing the contrast of the flowers. We note that one is not able to process objects in a similar manner using spectral TV as it would have distorted the flowers' segmentation to a disk-like shapes and filtering would not be accurate.
. Conclusions. In this work, the A 2 TV functional was analyzed and characterized, focusing on the type of shapes it can perfectly preserve. These shapes are nonlinear eigenfunctions in the sense of ( . ). It is shown that A 2 TV can be formulated as a smooth generalization of the TV functional, by changing the anisotropy parameter a ∈ (0, 1]. Its eigenfunctions are a superset of those of TV, Figure . : Spectral A 2 TV -Attenuating and enhancing object bands. Spectral peaks in the spectrum (red, green circles) correspond to the small and larger flowers, respectively. These bands are filtered out completely at the top left image. The bands are then added back by % increments (from left to right, top to bottom).
where as a tends to zero more complex structures are admissible. We have proved that the convexity measure ( . ) can be used to characterize the most nonconvex structure that is an admissible eigenfunction for a certain a. With respect to curvature, we have shown numerically the tendency of higher curvatures to be admitted, approximately inversely proportional to a 3 , compared to isotropic TV. Future theoretical research is required to formally validate this.
Those findings provide better insight on the functional and how to tune its parameters. Since this is a one-homogeneous functional, we were able to generalize spectral TV [ ] to spectral A 2 TV, following the theory of [ ]. This type of nonlinear decomposition is well suited not only for filtering the textural parts of the image, but the objects as well. Finally, several applications that may benefit the use of A 2 TV were suggested.
. Appendix I -A 2 TV Disk Example. We define the following function,
The shape of f is basically a disk of radius R and height h, within a circular domain Ω of radius R 0 .
Here, c 0 = 1 − R 2 /R 2 0 was chosen so the mean value isf = 0. We define the following matrix A as in ( . ), with ∂C : |X| = R. Eq. ( . ) can be written as,
ax 2 + y 2 axy − xy axy − xy ay 2 + x 2 .
x-x
In this eigen-problem the eigenvalue of v 1 is a and of v 2 is 1. Let us assume a certain vector field ξ A and show it is a calibrable set. On the disk boundary ∂C we require,
The divergence operator is applied on Aξ A , therefore we impose continuity to get,
Thus we obtain,
One can validate the solution admits ξ A ∞ ≤ 1:
The eigenvalue can be computed by, 
