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Preface to ”Advanced Signal Processing Techniques
Applied to Power Systems Control and Analysis”
This monograph showcases the results of the latest research aimed at facilitating the
development of modern electric power systems, grids and devices, smart grids, and protection
devices, as well as for developing tools for more accurate and efficient power system analysis.
Conventional signal processing is not more effective for extracting all of the relevant information from
distorted signals through filtering, estimation, and detection in order to facilitate decision-making
and to control actions. Machine learning algorithms, optimization techniques, and efficient numerical
algorithms, distributed signal processing, and statistical signal detection and estimation may help
in solving contemporary challenges in modern power systems. The increased use of digital
information and control technology can improve the grid’s reliability, security, and efficiency;
dynamic optimization of grid operations; demand response; incorporation of demand-side resources
and integration of energy-efficient resources; distribution automation; and integration of smart
appliances and consumer devices. Signal processing offers the tools needed to convert measurement
data to information and to transform information into actionable intelligence.
Zbigniew Leonowicz, Sanjeevikumar Padmanaban, Antonio Bracale, Alessandro Burgio,
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Abstract: Recently a number of changes were introduced in amendment to standard EN 50160 related
to power quality (PQ) including 1 min aggregation intervals and the obligation to consider 100% of
measured data taken for the assessment of voltage variation in a low voltage (LV) supply terminal.
Classical power quality assessment can be extended using a correlation analysis so that relations
between power quality parameters and external indices such as weather conditions or power demand
can be revealed. This paper presents the results of a comparative investigation of the application of 1
and 10 min aggregation times in power quality assessment as well as in the correlation analysis of
power quality parameters and weather conditions and the energy production of a 100 kW photovoltaic
(PV) power plant connected to a LV network. The influence of the 1 min aggregation time on the result
of the PQ assessment as well as the correlation matrix in comparison with the 10 min aggregation
algorithm is presented and discussed.
Keywords: power quality; voltage variations; PV system; aggregation times; correlation analysis
1. Introduction
The most often used standards related to power quality (PQ) are EN 50160:2010 [1] with further
amendment EN 50160:2015 [2] as well as IEC 61000-4-30 [3] and IEEE 1159 [4]. The classical method
of assessing power quality is based on choosing a representative period of time, normally 1 week,
which should represent normal operating conditions of the observed electrical power network (EPN).
The parameters which are taken into consideration in PQ assessment are as follows: frequency variation
(f ), voltage variation (U), flicker represented by long-term flicker severity (Plt) and short-term flicker
severity (Pst), asymmetry (ku2), total harmonic distortion in voltage (THDu), content of harmonic
from 2nd to 50th. In the methodology of power quality assessment, the measurement time interval
and aggregation time interval have to be distinguished. The basic measurement time interval for the
parameter magnitudes (supply voltage, harmonics, interharmonics and unbalance) is a 10-cycle time
interval for a 50 Hz power system or a 12-cycle time interval for a 60 Hz power system. Then, the
measurement time intervals are aggregated over a 150/180-cycle interval (150 cycles for 50 Hz nominal
or 180 cycles for 60 Hz nominal), 10 min interval and 2 h interval.
Energies 2019, 12, 3547; doi:10.3390/en12183547 www.mdpi.com/journal/energies1
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The review of present literature indicates that there is some discussion related to the assessment of
power quality in terms of the influence of the aggregation time interval on the effect of the assessment.
This issue has a significant meaning in terms of the assessment of power quality at the point of the
common coupling (PCC) of the distributed generation (DG), especially when the observed DG is
characterized by high variations of the energy production. Common examples are PV installations
with their inherent relation of generated energy with cloud effect. The discussed aspect has already
been reflected in the amendment to standard EN 50160:2015 where a 1 min aggregation interval is
suggested for the assessment of voltage variation in low voltage (LV) power systems. Selected issues
related to aggregation interval influence can be found in the below works:
• Article [5] looks at the time varying nature of the PQ distortion level caused by different working
conditions of the load demand as well as energy production delivered to the mining electrical
power network by distributed generation.
• Article [6] presents and discusses the behavior of the voltage in the Algerian Low-Voltage
distribution network and the influence of the PV generation. The assessment is based on PQ
analysis according to EN 50160 and IEC 61000-2-2 standards. The standard EN 50160:2011
was used.
• Paper [7] presents a photovoltaic (PV) system with an uninterruptible power supply (UPS),
equipped with energy storage (25 kWh) and a system for monitoring and management of energy
flow. It contains the analysis of energy quality measurements carried out at a point where the PV
system is connected to the power grid. The assessment is based on PQ analysis according to EN
50160 and country regulation—Instructions for Distribution Network Traffic and Exploitation
applicable since 1 January, 2014, TAURON Dystrybucja S.A. The standard EN 50160:2011 was used.
• Article [8] describes possible adverse effects of the source on the power network parameters while
meeting the conditions contained in the applicable standards and regulations. The presented
documents are EN 50160:2011, VDE-AR-N-4105, EN 61000-2-2, Polish Regulation of the Minister
of Economy of 2007-05-01, Polish Instructions of traffic and operation in distribution networks
(network code).
• Article [9] contains the investigation of the effects of a high-power installed photovoltaic on a rural
LV grid. Additionally, the paper presents the comparison of different measures from a technical
perspective. The article analysis is based on EN 50160:2011.
• Article [10] describes a study of the rapid voltage change. It is realized by modelling the moving
cloud shadow and compares the hosting capacity (HC) from the perspective of both dynamic and
static characteristics. The article indicates the requirements for a static characteristic based on
10 min on the basis of EN 50160:2011.
• Article [11] presents a model of a selected part of a distribution network. The model was created
in Matlab/Simulink, based on real data, and the impact of PV power plants on voltage amplitude
in accordance with EN 50160:2011. The measurement data are based on 1 week in summer.
• Article [12] deals with impact of two PV plants with equal characteristics. The first is strongly
connected (urban area) and second one is weakly connected (rural area) to the distribution grid at
the PCC. The PQ demands are based on EN 50160:2011.
• Paper [13] contains research on the impact of the aggregation interval (1 min, 10 min, 30 min),
aggregation method (mean, max) and assessment quantiles (95%, 99%) on voltage quality
parameters. The considered parameters are voltage magnitude, selected harmonics, total harmonic
distortion index and unbalance. The research is based on a database of measurements performed
in public low voltage grids. The article conclusion indicates that a higher aggregation interval
usually results in a less dynamic time series with a smaller variation range, however for the
investigated measurement data no significant influence of the calculation parameters on the results
could be identified. Some negligible maximum absolute deviation has been observed for different
aggregation intervals. Similar analysis of the aggregation impact is presented in paper [14] and the
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obtained results are similar. However, both papers have recommended a further verification of the
results for grids with a significantly different structure. This recommendation was a motivation
for the presented paper. That is why this paper is focused on the investigation of the possible
impact of the aggregation interval on power quality assessment in a particular case of the point of
common coupling of a photovoltaic plant when the variability of the parameters is more expected.
The presented state of the art supports the need for further verification of the influence of the
aggregation interval on power quality assessment for power grids with different structures. Nowadays
the widely discussed issue is the integration of distributed energy resources with a power system and
its impact on power quality. One of the main contributions of this work compared to previous research
dedicated to the investigation of the influence of the aggregation interval on power quality assessment
is to expand research into a real measurement case of a 100 kW photovoltaic plant directly connected
to a low voltage power network. The investigated case is interesting due to the variability of power
quality parameters associated with variable nature of energy production affected by weather conditions.
Additionally, this work explores an additional aspect of the possible impact of the aggregation interval
which is its influence on the correlation analysis between weather conditions and power quality
parameters. The presented results highlight some differences between the correlation coefficient
obtained using 10 min and 1 min aggregation intervals.
Taking into consideration the effects of the quoted discussion, the aim of this paper is to present
a comparative investigation of the application of 1 and 10 min aggregation times in power quality
assessment. The selected times are based on the demands of PQ assessment in accordance with
the amendment to the standard EN 50160 where both 1 min and 10 min aggregation intervals are
considered [1,2]. The observed object is the 100 kW PV power plant connected directly to LV power
network. Additionally, the paper extends the discussion of using different aggregation intervals in the
context of correlation analysis of the PQ parameters and weather conditions. The obtained results
highlight the impact of PV energy production on PQ level at the PCC when different aggregation times
are used.
2. Comparative Study of Recent Developments in Power Quality Requirements
The permissible levels of power quality parameters used for the assessment of public distribution
networks is based on standard EN 50160. This standard was changed significantly in 2015.
The comparison of demand levels for standard EN 50160:2010 [1] and standard EN 50160:2015 [2] were
involved in Table 1.
Studying contents of Table 1 it can be noticed that the most significant difference is the extended
requirement for the time period when the parameters should preserve the permissible levels.
The acceptance level for parameters are similar for both [1] and [2] but the time to maintain the
parameter at a given level is required at 100% of the observations in [2] while the previous version of
the standard [1] generally uses 95% for the time of observation. This indicates that the trend is toward
continuous maintenance of power quality parameters (f, U, Plt, ku2, THDu, harmonic 2nd to 50th) for
the acceptance level.
A significant change is noted for frequency. For the systems with a synchronous connection, the
requirements for the 50 Hz systems is setup to 50 Hz ± 0.1 Hz for 100% of the time. The acceptance
level corresponding to 100% of measurement data was restricted from 47 Hz to 49.9 Hz. The frequency
is a grid parameter and local changes generally have no significant influence on frequency but the
formulated requirement might be a very restrictive demand for distribution system operators.
The next difference between the documents is the mentioned aggregation time for voltage
variations. In [1], the 10 min aggregation was used. In [2], the 1 min aggregation is proposed for a LV
power network. The reduction of aggregation time as well as the demand for 100% of the data to be in
the permissible range creates a serious question for the sensitivity of the assessment when a single
aggregated 1 min value can cause a negative assessment of voltage variation.
3
Energies 2019, 12, 3547
The next difference is the introduction of the requirement for short-term flicker severity which uses
10 min aggregation interval. Until 2015, long-term flicker severity was used, where 2 h aggregation is
applied. It creates the next question about the sensitivity of the assessment when rapid changes of
power demand or power generation might be considered.
Standard [2] introduced the requirement level for harmonic from 26th to 50th. Additionally, the
mean value of THDu measured data was defined. It indicates that when the THDu level is high (higher
than 5%) for a long period of time it may lead to a negative assessment [15]
Table 1. Comparison of permissible levels of power quality parameters in EN 50160:2010 [1] and EN
50160:2015 [2] for a 50 Hz system.
Parameter Symbol Resolution
Acceptance Level
Standard EN 50160:2010 [1] Standard EN 50160:2015 [2]
Frequency variation f 10 s
49.5 to 50.5 Hz for 99.5% of
measurement data set, 49.9 to 50.1 Hz for 100% of
measurement data set47 to 52 Hz for 100% of
measurement data set
Voltage variation U 10 min
90 to 110% Uref for 95% of
measurement data set, Not defined
85 to 110% Uref for 100% of
measurement data set
1 min Not defined 90 to 110% Uref for 100% ofmeasurement data set
Flicker
Pst 10 min Not defined
1.2 for 95% of measurement
data set
Plt 2 h 1 for 95% of measurement data set
1 for 100% of measurement
data set
Asymmetry ku2 10 min
2% for 95% of measurement
data set, 2% for 100% of measurement
data set3% in special localization
Total harmonic
distortion in voltage THDu 10 min
8% for 95% of measurement
data set
8% for 100% of measurement data
set,
Mean value from all period of
time lower than 5%
Harmonic h2–h50 h2–h50 10 min
for 95% of measurement data set: for 100% measurement data set:
6.0% for h5; 6.0% for h5;
5.0% for h3, h7; 5.0% for h3, h7;
3.5% for h11; 3.5% for h11;
3.0% for h13; 3.0% for h13;
2.0% for h2, h17; 2.0% for h2, h17;
1.5% for h9, h19, h23, h25; 1.5% for h9, h19, h23, h25;
1.0% for h4, 1.0% for h4, h29, h31, h35, h37,
h41, h43, h47, h49;
0.5% for h6, h8, h10, h12, h14, h15,
h16, h18, h20, h21, h22, h24.
0.5% for h6, h8, h10, h12, h14, h15,
h16, h18, h20, h21, h22, h24, h26,
h27, h28, h30, h32, h33, h34, h36,
h38, h39, h40, h42, h44, h45, h46,
h48, h50.
3. Description of Investigated PV Power Plant
The investigated photovoltaic power plant (PVPP) consists of numerous of small photovoltaic
systems. The range of installed power of the PV systems are: 3 kWp, 5 kWp, 17 kWp, 25 kWp, 30 kWp
with a total power of 132.37 kWp, however referring to an agreement with the local distribution system
operator, the generated power is limited to 100 kW. Thus, technically one of the 30 kWp system works
in the regulatory mode in order to keep maximum of generated power to 100 kW. The diagram with
the assignment of specific PV technologies and range of installed power is shown in Figure 1. PV
modules are made on the basis of different technologies which have been marked in in Figure 1 with
given colors:
• First generation—silicon cells, from crystalline silicon:
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 Monocrystalline (sc-Si) (yellow),
 Multicrystalline (mc-Si) (orange),
• Second generation—thin-film cells:
 Cadmium telluride cells (CdTe) (pink),
 Burns from CuInGaSe2 copper-indium selenide (Copper-Indium-Gallium-Diselenide
—CIGS) (green).
 
Figure 1. The diagram of investigated photovoltaic power plant with the assignment of rated power
and photovoltaic (PV) technologies related to particular PV systems. Note: sc-Si—monocrystalline,
mc-Si—multicrystalline, CdTe—Cadmium telluride cells, CIGS—Copper-Indium-Gallium-Diselenide,
CC—connector cable, MSS—main switching station, MS—measuring system, PVSS—photovoltaic
switching station.
The PV power plant (PVPP) is located in the south-western part of Poland. The angle of the PV
panel position is β = 31◦.
The database of measurements consists of electric and non-electrical quantities associated with
individual PV installations. The elements of non-electrical quantities are irradiance, temperature of the
panels and wind. Electrical quantities come from the particular PV inverters on the AC and DC sides.
Additionally, power quality parameters are measured at the point of common coupling of the PV power
plant, noted as MS (measuring systems). The energy production is also measured by energy meters.
Additionally, the weather data are collected by a separate weather station including:
• Air pressure, AtmP
• Ambient temperature, Ta
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• Relative humidity, RH
• Wind speed, WS
• Global horizontal irradiance, Gh
• Diffuse horizontal irradiance, Gd
In order to investigate the influence of the aggregation time interval, PQ parameters and weather
condition measurements were conducted from selected period of 12 July, 2018 to 18 July, 2018.
This period of observation can be treated as a representative week of measurement data consisting
of high and low irradiance levels and different weather conditions. Methods of the measurement
and aggregation times were conducted in accordance with class A of standard [3]. The PQ recorder
was set up so that the 1 min and 10 min aggregations were collected simultaneously. In order to
demonstrate the PV power plant behavior in the selected period of observation in Figure 2, the active
power generation in the week for both 1 min and 10 min aggregation is shown. Negative active power
during the night is caused by the energy consumption of the plant, mainly related to supplying the
database server and cooling the technical container. The application of a 1 min aggregation interval in
comparison to a 10 min interval allows the real changeability or power generation to be expressed
better, especially in view of extremum values caused by the cloud effect.
Figure 2. Active power generation of observed PV power plant during selected week using 1 min and
10 min aggregation intervals.
To demonstrate the variation of the weather conditions, the changes of ambient temperature,
global horizontal irradiance and diffuse horizontal irradiance is presented in Figure 3 using a
10 min aggregation interval and in Figure 4 using a 1 min aggregation interval. Comparison of the
application of 1 min and 10 min of data indicates the higher changeability and extremum values of
observed measurements.
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Gh - global horizontal irradiance intensity
Gd - diffuse horizontal irradiance intensity
Ta - ambient temperature







Gh - global horizontal irradiance intensity
Gd - diffuse horizontal irradiance intensity
Ta - ambient temperature
Figure 4. Weather conditions during the selected week of observation using a 1 min aggregation interval.
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4. Results of the PQ Assessment and Correlation Analysis for Different Aggregation
Time Intervals
4.1. General Comparison of the PQ Assessment Results Using Requirements of EN 50160:2010 and EN
50160:2015
The results of the PQ assessment for both EN 50160:2010 [1] and EN 50160:2015 [2] are presented in
Table 2. The analysis indicates that PQ assessment in accordance with [1,2] gives different results of the
assessment. The differences appear mainly when the assessment considers 100% of the measurement
data set.
Table 2. Comparison of general results of the power quality assessment obtained using 50160:2010 [1]
and 50160:2015 [2].
Parameter EN 50160:2010 [1] EN 50160:2015 [2] Comments
f Maximum frequency value 50.103 Hz
U -
Pst -
Single values exceeded but for less





h15 h15 maximum value for L3 is 0.51 %
h16-h25 -
h26-h50 - -
4.2. Voltage Variation Analysis Using 1 Min and 10 Min Aggregation Intervals
The standard EN 50160:2015 [2] has introduced the analysis of voltage variation in 1 min
aggregation time. Previously, referring to EN 50160:2010 [1], the analysis was based on a 10 min
aggregation interval. Table 3 presents the obtained values of minimal, mean, maximal, variance,
standard deviation and median values of voltage variations aggregated in 1 min and 10 min. The analysis
indicates that:
• the mean value is the same for 1 min and 10 min aggregation intervals;
• extreme values are higher for the 1 min aggregation interval;
• variation and standard deviation are higher for the 1 min aggregation interval;
• the median value is very similar for both the 1 min and 10 min aggregation intervals.
Using 1 min or 10 min aggregation intervals has preserved the general character of the investigated
connection point. For example, using 1 min and 10 min aggregations indicate some asymmetry in the
voltage in the connection point of the observed PV power plant. The differences between values of
voltage in particular phases are the effect of the structure of the investigated PV power plant. The PV
power plant consists of a number of one-phase PV installations which are connected to different
phases and can bring some differences in voltages in particular phases. Generally, it can be concluded
that application of a 1 min aggregation interval in comparison to a 10 min interval introduces better
observability of variations of voltage that exhibits itself by the higher level of extreme values and
standard deviation. Table 3 shows that the voltage variation parameters including minimal and
maximal values or standard deviations better express the variability of the observed parameters when
1 min aggregation is used. Generally, it can be concluded that the application of a 1 min aggregation
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interval in comparison to 10 min introduces better observability of variations of voltage that exhibits
itself by a higher level of extreme values and standard deviation.
Table 3. Comparison of voltage variation parameters of 1 min and 10 min aggregation intervals.
Voltage Variations Parameters
1 Min Aggregation 10 Min Aggregation
L1 L2 L3 L1 L2 L3
Mean value 240.12 238.83 239.63 240.12 238.83 239.63
Minimal value 232.83 230.01 231.38 234.00 230.81 232.73
Maximal value 248.44 249.90 248.30 246.10 246.53 247.31
Variation 5.81 8.98 8.10 5.54 8.58 7.67
Standard deviation 2.41 3.00 2.85 2.35 2.93 2.77
Median value 239.86 238.88 239.60 239.85 238.85 239.61
In order to highlight the impact of the aggregation interval on the assessment of PQ parameters at
the point of the connection of the PV power plant, Figure 5 presents the analysis of voltage variations in
classic term (10 min), short term (1 min) and very short term (200 ms extreme minimum and maximum
values of each 10 min aggregated data) for two opposite weather conditions:
• high level of irradiance (12 July, 2018 12:00) Gh = 759 W/m2
• low level of irradiance (17 July, 2018 12:00) Gh = 172 W/m2
Figure 5. Observability of voltage variations of the selected phase for different aggregation intervals at
different solar irradiance levels.
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The results are presented for one representative phase. In order to minimalize the impact of
the network operating condition, the comparison was performed for similar working conditions i.e.,
working day and working hour (12:00), but the selected days represent different conditions of solar
irradiance. Using both 10 min and 1 min aggregation intervals, an expected relationship between solar
irradiance and the voltage is represented. The high solar irradiance level directly indicates the higher
level of active power generation that naturally increases voltage in the connection point. However,
using 1 min aggregation data additional observations and conclusions can be done. From having 1 min
data it can be seen that the envelope of voltage variation is wider for the higher irradiance level than for
the smaller solar irradiance It can be stated that using a 1 min aggregation interval the cloud effect on
voltage variation is better represented than when a 10 min aggregation is applied. It can be concluded
generally that a shorter aggregation interval allows the variable nature of observed parameter to be
expressed better. Instead of one mean 10 min value, a time series of 1 min values is considered.
4.3. Correlation Analysis Using 1 Min and 10 Min Aggregation Intervals
The next issue concerns the possible impact of the aggregation interval that can be considered in
terms of the effect on the result of the correlation analysis of selected power quality parameters and
weather condition. The correlation was calculated for 1 min and 10 min aggregation time respectively.
Correlation analysis was performed using the Statistica software. A correlation matrix function was
used, which is based on determining the linear correlation of the straight line (r-Pearson). It defines
the degree of proportional relations of the values of two variables. Correlation analysis was performed
between pairs of parameters representing power quality, weather condition, level of active power
production. No preliminary data standardization was performed. Correlation levels were determined
on the basis of the rxy correlation coefficient defined as [16]:
rxy =
∑N





The interpretation of the correlation level based on the determined rxy coefficient is presented in
Table 4.
Table 4. Correlation level description [17].
Positive Correlation Negative Correlation Correlation Level Description
rxy = 0 rxy = 0 No correlation
0 < rxy ≤0.1 −0.1 ≤ rxy < 0 Slight correlation
0.1 < rxy ≤0.4 −0.4 ≤ rxy < −0.1 Poor correlation
0.4 < rxy ≤0.7 −0.7 ≤ rxy < −0.4 Noticeable correlation
0.7 < rxy ≤0.9 −0.9 ≤ rxy < −0.7 High correlation
0.9 < rxy rxy < −0.9 Strong correlation
The prepared matrix of correlation is an extended matrix which consists of PQ parameters and
weather condition measurements together so that the analysis of the correlation coefficient can be
performed simultaneously between particular power quality themselves, for example between voltage
level and harmonic contents, as well as between power quality parameters and weather condition, for
example between horizontal irradiance and voltage level. The results of the correlation coefficients
using 10 min aggregated data is presented in Table 5. Comparative results obtained 1 min aggregated
data is collected in Table 6. Additionally, the correlation diagrams of all pairs of parameters is shown
in Figure 6 for the 10 min data and in Figure 7 for the 1 min data.
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Table 5. Correlation matrix of power quality (PQ) and weather parameters for 10 min aggregated data.




4 −0.010.01 0.00 1.00
5 0.21 0.63 −0.610.00 1.00
6 0.12 0.40 −0.340.00 0.71 1.00
7 0.29 0.62 −0.60−0.010.46 0.27 1.00
8 0.35 0.48 −0.53−0.020.34 0.10 0.95 1.00
9 0.37 0.43 −0.48−0.020.32 0.05 0.90 0.96 1.00
10 −0.230.14 −0.030.01 0.30 0.44 −0.25−0.41−0.471.00
11 −0.240.14 −0.030.01 0.28 0.41 −0.26−0.41−0.470.98 1.00
12 −0.200.11 −0.020.03 0.27 0.41 −0.23−0.37−0.440.93 0.89 1.00
13 −0.24−0.150.27 −0.02−0.060.06 −0.39−0.50−0.450.20 0.21 0.16 1.00
14 −0.01−0.550.44 −0.02−0.54−0.52−0.35−0.22−0.13−0.40−0.39−0.370.24 1.00
15 −0.06−0.520.42 −0.03−0.58−0.59−0.29−0.13−0.06−0.49−0.48−0.460.16 0.93 1.00
16 −0.05−0.530.45 −0.01−0.54−0.57−0.37−0.21−0.12−0.44−0.43−0.410.22 0.91 0.95 1.00
17 0.20 0.63 −0.600.00 0.99 0.70 0.48 0.35 0.34 0.29 0.27 0.26 −0.04−0.53−0.56−0.521.00
18 0.20 0.62 −0.590.01 0.99 0.72 0.47 0.34 0.32 0.31 0.29 0.28 −0.05−0.56−0.59−0.551.00 1.00
19 0.20 0.62 −0.600.00 0.99 0.70 0.48 0.36 0.34 0.28 0.26 0.25 −0.04−0.53−0.56−0.521.00 1.00 1.00
Note: 1—AtmP (air pressure), 2—Ta (ambient temperature), 3—RH (relative humidity), 4—WS (wind speed), 5—Gh
(global horizontal irradiance), 6—Gd (diffuse horizontal irradiance), 7—UL1 (voltage variation L1), 8—UL2 (voltage
variation L2), 9—UL3 (voltage variation L3), 10—PstL1 (short-term flicker severity L1), 11—PstL2 (short-term flicker
severity L2), 12—PstL3 (short-term flicker severity L3), 13—ku2 (asymmetry), 14—THDuL1 (total harmonic distortion
L1), 15—THDuL2 (total harmonic distortion L2), 16—THDuL3 (total harmonic distortion L3), 17—PL1 (active power
change L1), 18—PL2 (active power change L2), 19—PL3 (active power change L3).
Table 6. Correlation matrix of PQ and weather parameters for 1 min aggregated data.




4 −0.010.01 0.00 1.00
5 0.20 0.60 −0.590.00 1.00
6 0.12 0.39 −0.340.00 0.69 1.00
7 0.28 0.60 −0.58−0.010.46 0.27 1.00
8 0.35 0.47 −0.51−0.020.35 0.11 0.95 1.00
9 0.36 0.41 −0.47−0.020.33 0.06 0.90 0.96 1.00
10 −0.170.10 −0.030.02 0.23 0.34 −0.20−0.31−0.341.00
11 −0.180.09 −0.010.02 0.21 0.32 −0.21−0.32−0.360.98 1.00
12 −0.170.09 −0.020.02 0.23 0.34 −0.20−0.31−0.350.95 0.94 1.00
13 −0.22−0.140.25 −0.01−0.050.04 −0.32−0.44−0.380.11 0.13 0.12 1.00
14 −0.02−0.520.41 −0.02−0.50−0.48−0.31−0.19−0.11−0.29−0.28−0.290.21 1.00
15 −0.06−0.500.40 −0.02−0.54−0.56−0.27−0.11−0.05−0.35−0.34−0.350.14 0.91 1.00
16 −0.05−0.520.43 −0.01−0.50−0.55−0.35−0.19−0.11−0.32−0.31−0.330.20 0.88 0.93 1.00
17 0.20 0.60 −0.580.00 0.97 0.69 0.48 0.37 0.35 0.22 0.21 0.22 −0.04−0.49−0.53−0.491.00
18 0.19 0.60 −0.570.00 0.97 0.70 0.48 0.36 0.34 0.24 0.22 0.23 −0.04−0.51−0.56−0.521.00 1.00
19 0.20 0.60 −0.580.00 0.97 0.69 0.49 0.37 0.36 0.22 0.20 0.22 −0.04−0.49−0.52−0.491.00 1.00 1.00
Note: 1—AtmP (air pressure), 2—Ta (ambient temperature), 3—RH (relative humidity), 4—WS (wind speed), 5—Gh
(global horizontal irradiance), 6—Gd (diffuse horizontal irradiance), 7—UL1 (voltage variation L1), 8—UL2 (voltage
variation L2), 9—UL3 (voltage variation L3), 10—PstL1 (short-term flicker severity L1), 11—PstL2 (short-term flicker
severity L2), 12—PstL3 (short-term flicker severity L3), 13—ku2 (asymmetry), 14—THDuL1 (total harmonic distortion
L1), 15—THDuL2 (total harmonic distortion L2), 16—THDuL3 (total harmonic distortion L3), 17—PL1 (active power
change L1), 18—PL2 (active power change L2), 19—PL3 (active power change L3).
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Figure 6. Correlation diagrams for all pairs of parameters (PQ and weather) when 10 min aggregation
interval is used. Note: 1—AtmP (air pressure), 2—Ta (ambient temperature), 3—RH (relative humidity),
4—WS (wind speed), 5—Gh (global horizontal irradiance), 6—Gd (diffuse horizontal irradiance),
7—UL1 (voltage variation L1), 8—UL2 (voltage variation L2), 9—UL3 (voltage variation L3), 10—PstL1
(short-term flicker severity L1), 11—PstL2 (short-term flicker severity L2), 12—PstL3 (short-term flicker
severity L3), 13—ku2 (asymmetry), 14—THDuL1 (total harmonic distortion L1), 15—THDuL2 (total
harmonic distortion L2), 16—THDuL3 (total harmonic distortion L3), 17—PL1 (active power change L1),
18—PL2 (active power change L2), 19—PL3 (active power change L3).
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Figure 7. Correlation diagrams for all pairs of parameters (PQ and weather) when 1 min aggregation
interval is used. Note: 1—AtmP (air pressure), 2—Ta (ambient temperature), 3—RH (relative humidity),
4—WS (wind speed), 5—Gh (global horizontal irradiance), 6—Gd (diffuse horizontal irradiance),
7—UL1 (voltage variation L1), 8—UL2 (voltage variation L2), 9—UL3 (voltage variation L3), 10—PstL1
(short-term flicker severity L1), 11—PstL2 (short-term flicker severity L2), 12—PstL3 (short-term flicker
severity L3), 13—ku2 (asymmetry), 14—THDuL1 (total harmonic distortion L1), 15—THDuL2 (total
harmonic distortion L2), 16—THDuL3 (total harmonic distortion L3), 17—PL1 (active power change L1),
18—PL2 (active power change L2), 19—PL3 (active power change L3).
The analysis of the correlation matrix of PQ parameters and weather conditions using a 10 min
aggregation interval, presented in Table 4 and Figure 6, indicates that there is:
• strong correlation between global horizontal irradiance intensity (Gh) and active power (P) with
an extremal value equal to 0.99;
• high correlation between intensity of the diffuse horizontal irradiance component (Gd) and active
power (P) with an extremal value equal to 0.72;
• noticeable correlation between ambient temperature (Ta) and voltage variation (U) with qn
extremal value equal to 0.62, total harmonic distortion in voltage (THDu) with an extremal value
equal to −0.55 and active power (P) with an extremal value equal to 0.63;
• noticeable correlation between relative humidity (RH) and voltage variation (U) with an extremal
value equal to −0.60, total harmonic distortion in voltage (THDu) with an extremal value equal to
0.45, active power (P) with an extremal value equal to −0.60;
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• noticeable correlation between global horizontal irradiance intensity (Gh) and total harmonic
distortion in voltage (THDu) with an extremal value equal to −0.58;
• noticeable correlation between intensity of the diffuse horizontal irradiance component (Gd) and
short-term flicker severity (Pst) with an extremal value equal to 0.44;
• strong correlation between the line-to-line values of three-phase parameters (U, Pst, THDu, P)
with a minimal value equal to 0.90;
• noticeable correlation between L1 voltage variations (U) and L1, L2, L3 active power (P) with an
extremal value equal to 0.48;
• noticeable correlation between L2 and L3 voltages variations (U) and L2 and L3 short-term flicker
severities (Pst) with an extremal value equal to −0.47;
• noticeable correlation between short-term flicker severities (Pst) and total harmonic distortion in
voltage (THDu) with an extremal value equal to −0.49;
• noticeable correlation between total harmonic distortion in voltage (THDu) and active power (P)
with an extremal value equal to −0.59;
• other correlations are too low to be noticeable.
Using both 10 min and 1 min aggregation intervals, an expected relationship between solar
irradiance and the active power production as well as voltage level is represented by the high level of
correlation coefficients. The higher solar irradiance level, the higher level of active power generation
is observed that naturally has an influence on voltage level in the connection point. The correlation
analysis is sensitive enough to show small differences between phases which can be explained by the
structure of the investigated PV power plant. The PV power plant consists of many small individual
PV installations including one-phase installations thus the active power or voltage level may differ
slightly in particular phases. It has resulted in a correlation coefficient related to the phases.
Analyzing the correlation matrix of PQ parameters and weather conditions for the 1 min
aggregation interval, presented in Table 6 and Figure 7, confirms generally the same correlation results
as for the 10 min interval. However, in order to highlight the impact of the aggregation interval on
the results of the correlation analysis, a separate matrix of differences was prepared and presented
in Table 7. The matrix consists of differences calculated between the absolute value of adequate
correlation coefficients obtained using 10 min and 1 min aggregation intervals. A positive value
of the difference denotes that the correlation coefficient calculated using the 10 min aggregation is
higher than that calculated using the 1 min aggregation. The obtained result of the investigated
differences indicates that the correlation results using 10 min and 1 min aggregation are characterized
by comparative level of correlation coefficient for all measured parameters. The comparative means
that the maximal difference is slight and less than 0.1. The exception of this result is the correlation
between flicker severity (Pst) and voltage level (U) and total harmonic distortion in voltage (THDu).
For these parameters, the maximal value of difference is 0.15. Generally, it can be concluded that using
a 10 min aggregation interval in comparison to a 1 min aggregation results in a slightly higher level
of correlation coefficients. The sign of the coefficients remains the same. In other words, it can be
concluded generally that the application of different aggregation time intervals does not change the
direction of the correlation but has an influence on the absolute value of the correlation coefficient.
Shorter aggregation time intervals assure sharper observability of the process but exhibit a higher level
of standard deviation and wider envelope of parameter variation. Compared to the 1 min time series,
the 10 min data are more “monotonous” than the 1 min data due to the averaging process over the
10 min interval. Thus, the correlation analysis performed using 10 min data, which are more smoothed,
results in higher values of correlation coefficient.
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Table 7. Matrix of differences between correlation coefficients obtained using 1 and 10 min
aggregation intervals.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
1 0.00
2 0.00 0.00
3 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00
5 0.01 0.02 0.02 0.00 0.00
6 0.00 0.00 0.00 0.00 0.02 0.00
7 0.01 0.02 0.02 0.00 0.00 0.00 0.00
8 0.01 0.01 0.01 0.00 −0.010.00 0.00 0.00
9 0.01 0.01 0.02 0.00 −0.01−0.010.00 0.01 0.00
10 0.06 0.04 0.01 0.00 0.07 0.10 0.05 0.10 0.12 0.00
11 0.06 0.05 0.02 0.00 0.07 0.09 0.04 0.09 0.12 0.00 0.00
12 0.03 0.02 0.00 0.01 0.04 0.07 0.03 0.06 0.08 −0.02−0.050.00
13 0.03 0.01 0.02 0.01 0.00 0.02 0.06 0.06 0.07 0.09 0.08 0.04 0.00
14 0.00 0.03 0.02 0.00 0.05 0.03 0.04 0.03 0.02 0.11 0.12 0.09 0.03 0.00
15 0.00 0.02 0.01 0.01 0.04 0.03 0.02 0.02 0.01 0.15 0.15 0.11 0.02 0.02 0.00
16 0.00 0.01 0.01 0.00 0.04 0.02 0.02 0.01 0.01 0.12 0.12 0.08 0.02 0.03 0.02 0.00
17 0.01 0.02 0.02 0.00 0.02 0.02 −0.01−0.01−0.020.06 0.06 0.04 0.01 0.04 0.03 0.03 0.00
18 0.01 0.02 0.02 0.00 0.02 0.02 −0.01−0.02−0.020.07 0.07 0.05 0.01 0.04 0.04 0.03 0.00 0.00
19 0.01 0.02 0.02 0.00 0.02 0.02 −0.01−0.01−0.020.06 0.06 0.04 0.01 0.04 0.03 0.03 0.00 0.00 0.00
Note: 1—AtmP (air pressure), 2—Ta (ambient temperature), 3—RH (relative humidity), 4—WS (wind speed), 5—Gh
(global horizontal irradiance), 6—Gd (diffuse horizontal irradiance), 7—UL1 (voltage variation L1), 8—UL2 (voltage
variation L2), 9—UL3 (voltage variation L3), 10—PstL1 (short-term flicker severity L1), 11—PstL2 (short-term flicker
severity L2), 12—PstL3 (short-term flicker severity L3), 13—ku2 (asymmetry), 14—THDuL1 (total harmonic distortion
L1), 15—THDuL2 (total harmonic distortion L2), 16—THDuL3 (total harmonic distortion L3), 17—PL1 (active power
change L1), 18—PL2 (active power change L2), 19—PL3 (active power change L3).
5. Discussions
The investigations presented in this paper correspond to the recent amendment to the PQ standard
EN 50160:2015 [2] in comparison to the previous version EN 50160:2010 [1]. The main issues in relation
to the development of the mentioned standard are the influence of the requirement for the assessed PQ
parameters to preserve the limits 100% of the observed time in comparison to the previous requirement
of 95% of the time of observation, as well as influence of the suggestion to use a 1 min aggregation
time interval in the case of a LV power system in comparison to the classical 10 min aggregation.
Additionally, the issue of the aggregation interval is extended in the paper for the analysis of the
influence of the aggregation interval on correlation analysis between PQ parameters and weather
conditions. The formulated problems can have a meaning in analysis of the integration of distributed
energy resources with a power system in the light of increasing requirements for power quality
parameters and increasing concentration of distributed generation in power systems.
In order to highlight mentioned issues, the results of the investigation of a real measurement of a
100 kW photovoltaic power plant directly connected to a LV power system is presented. In relation
to the requirement for the assessed PQ parameters to preserve the limits 100% of the observed time,
it can be concluded that such requirement can be hard to obtain in selected cases. For example, the
investigated 15th harmonic in voltage in the PCC of the investigated 100 kW PV power plant does
not preserve the requirement for 100% of the observed time, but has a positive assessment for the
requirement of 95% of the observed time. It should be emphasized that the flagging concept was
implemented, and the investigated measurement data are free of events which might have affected
the assessment by extremal values. A similar conclusion can be formulated in the case of a variation
in frequency demand. A more restricted limit for the permissible level of frequency variation and
demand for 100% of the observed time causes the assessment to be negative when the requirements
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related to the amendment to the standard EN 50160:2015 [2] is applied, but would be positive according
to requirements of the previous version EN 50160:2010 [1].
Novel power quality analysis is not only concentrated on PQ parameters but also finds a relation
between external components and their impact on power quality. In the case of integration of distributed
generation with a power system, a prominent example is the influence of weather conditions on power
quality. A tool used for the assessment can be a correlation analysis. Thus, an additional aim of
the paper is to investigate the influence of the aggregation time interval on the correlation analysis.
Generally, it can be concluded that the obtained result of the investigated differences indicates that the
correlation analysis using 10 min and 1 min aggregation intervals are characterized by comparative
level of correlation coefficient. The application of different aggregation time intervals does not change
the direction of the correlation but has an influence on the absolute value of the correlation coefficient.
The 10 min data are more smoothed than the 1 min time series due to the averaging process over the
10 min and correlation coefficients obtained using 10 min aggregation are slightly higher. Only in case
of flicker severity, expressed by parameter Pst, which is sensitive even for single voltage fluctuations, is
the difference of the correlation coefficient noticeable.
The obtained results indicate the need for further investigation of the sensitivity of the assessment
when new requirements for power quality limits are created or a shorter aggregation time interval is
considered. The advantage of the application of a shorter aggregation time interval is the enhancement
of the observability of the investigated objects. However, it has an impact on extended requirements
for the measurement devices and increases the time and computational power required for analysis
due to the extended size of the power quality database.
6. Conclusions
The presented results indicate that general outcomes of the analysis for both 1 min and 10 min
aggregation are similar. However where the requirements for the parameters are forced to be fulfilled
during 100% of the observation time, the 1 min aggregation makes the observability of the object more
restricted. This allows us to formulate general conclusion that the results of power quality assessment
using the 1 min aggregation can be dependent on cooperation of the observed object with the power
systems, the used regulation and integration systems, as well as the condition of the power system
at the connection point. Furthermore, the obtained results show some potential in using variations
of observed power quality parameters in the development of power quality analysis when a 1 min
aggregation is used. It was shown that the voltage variation parameters including minimal and
maximal values or standard deviations better express the variability of the observed parameters when
1 min aggregation is used. It was also shown that the assessment of power quality parameters at the
connection point of a PV power plant, when the cloud effect or variable operating condition of the
low voltage network are considered, is characterized by slightly higher values in the variation of the
observed power quality parameters when a 1 min aggregation interval is applied than in case of 10 min
aggregation. This allows us to conclude that using 1 min aggregation increases the sensitivity of power
quality assessment that might be desirable in future when power grids with a high concentration of
distributed energy resources, microgrids or grids working in the islanding condition are considered.
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Gd intensity of the scattered radiation component
Gh total horizontal radiation intensity
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MSS main switching station
P active power change
Plt long-term flicker severity
Pst short-term flicker severity
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THD total harmonic distortion
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Abstract: Under the present electricity tariff structure in Malaysia, electricity billing on a monthly
basis for commercial and industrial consumers includes the net consumption charges together with
maximum demand (MD) charges. The use of batteries in combination with photovoltaic (PV) systems
is projected to become a viable solution for energy management, in terms of peak load shaving. Based
on the latest studies, maximum demand (MD) reduction can be accomplished via a solar PV-battery
system based on a few measures such as load pattern, techno-economic traits, and electricity scheme.
Based on these measures, the Maximum Demand Reduction (MDRed) Model is developed as an
optimization tool for the solar PV-battery system. This paper shows that energy savings on net
consumption and maximum demand can be maximized via optimal sizing of the solar PV-battery
system using the MATLAB genetic algorithm (GA) tool. GA optimization results revealed that
the optimal sizing of solar PV-battery system gives monthly energy savings of up to 20% of net
consumption via solar PV self-consumption, 3% of maximum demand (MD) via MD shaving and 2%
of surplus power supplied to grid via net energy metering (NEM) in regards to Malaysian electricity
tariff scheme and cost of the overall system.
Keywords: maximum demand (MD); solar PV; battery energy storage system (BESS); net energy
metering (NEM); maximum demand reduction (MDRed) model
1. Introduction
The release of greenhouse gases, especially CO2, by utilities using coal and gas reduces the ozone
layer and creates more pollution. Energy demand in developing countries is projected to rise about
65% by 2040, reflecting the growing prosperity and the accelerating economies. The global energy
demand will increase by about 35% due to the world’s population growth [1]. The high penetration
level of solar photovoltaic (PV) in the utility sector decreases the greenhouse gases emissions and
promotes the use of renewable energy compared to conventional energy resources. Solar PV systems
are able to deliver an alternative solution to reduce the peaking load throughout the day.
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However, the intermittent supply of solar PV system during bad weather condition reduces the
ability to supply power during peak hours [2]. Solar PV system in combination with energy storage is
expected to be the optimum solution to accommodate the peak load.
In the modern era, energy storage technology has been widely applied for peak load reduction.
Energy storage devices such as batteries, thermal storage, and supercapacitors offer similar functionality
to peaking power plants. Nevertheless, each of these technologies has economic and technical barriers
to be solved [3]. Sustainable Energy Development Authority (SEDA) Malaysia has promoted clean
energy use by authorizing the implementation of renewable energy tariff mechanisms under the
Renewable Energy Act 2011. In November 2016, the Net Energy Metering (NEM) scheme was
implemented to encourage the use of renewable energy (RE), especially solar PV in the grid. NEM
permits the self-consumption of generated power by the RE while exporting the surplus power to the
utilities at a fixed rate. Under the NEM scheme, the surplus generation rate has been set at MYR 0.31
(USD 0.07)/kWh and MYR 0.238 (USD 0.05)/kWh for low voltage and medium voltage interconnection
facilities, respectively [4].
Nevertheless, the low energy rate will reduce the excess energy profit compared to the current
Time-of-Use (ToU) pricing scheme of Malaysian electricity tariff [5]. This has driven the focus on
optimization of the solar PV-battery system to capitalize on the energy-saving profits associated with
the electricity price variances between ToU and NEM scheme. Under the ToU scheme, maximum
demand (MD) is measured by recording the peak load over the timeframe of successive 30 min intervals
from 8.00 a.m. until 10.00 p.m. every day in a month. Table 1 displays the Malaysian electricity tariff
rate for different categories of utility customers. As per Table 1, for industrial and commercial sectors,
electricity tariff scheme is effective from 1st January 2014 and supersedes the previous tariff schedule
which was effective from 1st June 2011 according to Tenaga Nasional Berhad (TNB), the Malaysian
electricity company and only electric utility company in Peninsular Malaysia. Based on the Malaysian
electricity scheme under TNB, commercial and industrial sectors are categorized based on different
tariff rates. C1 and E1 customers incur flat rate charges for MD and net consumption. For C2 and E2
categories, net consumption will be charged based on peak and off-peak periods together with MD
charges. The peak period timeframe is from 8.00 a.m. until 10.00 p.m. and the off-peak period is from
10.00 p.m. until 8.00 a.m., respectively [6]. For these reasons, the commercial and industrial customers
are encouraged to manage their load consumption according to their respective electricity tariff scheme
by focusing on peak and off-peak period rates. Implementation of renewable energy (RE) projects is
expected to reduce the maximum demand and will contribute significantly to the overall generation
mix in Malaysia.
Table 1. Malaysia electricity tariff categories (Medium Voltage level).
Tariff Unit C1 a C2 b E1 c E2 d
Peak RM (USD)/kWh 0.0 0.365 (0.08) 0.0 0.365 (0.08)
Off-peak RM (USD)/kWh 0.0 0.224 (0.05) 0.0 0.219 (0.05)
Net consumption RM (USD)/kWh 0.365 (0.08) 0.0 0.337 (0.08) 0.0
Maximum Demand (MD) RM (USD)/kW 30.3 (6.82) 45.1 (10.2) 29.6 (6.7) 37.0 (8.3)
C1 a represents the commercial sector (general) [6]. C2 b represents the commercial sector (peak and off-peak) [6].
E1 c represents the industrial sector (general) [6]. E2 d represents the industrial sector (peak and off-peak) [6].
Adding solar photovoltaic generation to commercial or industrial loads reduces utility energy
(kWh) charges, but often has little effect on maximum demand (kW) charges. As per Figure 1, peak
demands or maximum demand often occur early in the morning during the beginning of office hours
when the solar PV generation is slowly increased. Commercial customers with PV generation may
have the same high peak (kW) demand but with a lower average (kW) demand. Since they have a
higher maximum demand, they will generally benefit more from maximum demand reduction using a
battery energy storage system. Peak shaving or maximum demand reduction is the process of reducing
the amount of energy purchased from the utility sector during peak hours. A couple of the options
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include reducing consumption by turning off non-essential equipment during peak hours. Apart from
that, installing solar PV-battery systems that can assist with reducing maximum demand, since much
of the peak demand occurs during times when this system would be effective.
However, variation in solar irradiance pattern especially during peak hours may lead to a minimal
reduction of MD since electricity billing for MD charges are captured on any day with peaking load
throughout the month. Therefore, a new approach called Maximum Demand Reduction (MDRed)
scheme has been developed to optimally size the solar PV-battery system with respect to Time-of-Use
(ToU) pricing scheme of Malaysian electricity tariff and cost of the overall system corresponding to
Return on Investment (ROI). Apart from that, this approach will solve the challenges faced due to
intermittency of solar PV generation for reliable operation of maximum demand reduction during
peak hours with the support of battery energy storage system.
2. Concept of Maximum Demand Reduction (MDRed) Model
Recently, a lot of studies and models have been developed using solar PV-battery systems. Braam
et al. [7] have developed a novel forecast-based control system for photovoltaic-battery systems.
It estimates the photovoltaic excess power and develops a charging plan for the battery to store the
energy from the photovoltaic peak-production. Wang et al. [8] have developed a state-space based
model for BESS and implement a modest yet effective method for peak load reduction by considering
device limitations. Pimm et al. [9] have developed a demand model to produce high-resolution
domestic load profiles to determine how much peak shaving could be achieved with battery storage.
An efficient technique of finding the prospective peak shaving using electricity storage is developed for
this purpose. It shows that adequate levels of storage capacity can provide significant peak demand
reductions if properly coordinated. Ru et al. [10] have studied the minimization of the cost associated
with purchasing from (or selling back to) the utility grid and the battery capacity loss while at the same
time sustaining the load and decreasing the peak demand purchased from the grid.
Apart from that, Linssen et al. [11] have developed the Battery-Photovoltaic-Simulation (BaPSi)
model to conduct techno-economic analyses of PV-battery systems. The model reflects the variation
in the environment to determine the solar PV sizing and battery storage capacity. For each system,
the mixture of the total costs of electric supply as well as associated technical and economic output
parameters are calculated. Kleissl et al. [12] have developed an operational battery dispatch control
system using linear programming for a solar PV-battery storage system that practices load and solar
prediction to alleviate peak load. Moghim et al. [13] developed the battery energy storage system (BESS)
control algorithm to concurrently overcome the outage issue and shave the peak demand considering
the BESS sizing and degradation, microgrid system cost reduction, as well as microgrid scheduling.
Liu et al. [14] studied the energy management with battery energy storage system (BESS) optimisation
by bearing in mind the cost of distributed generations, cost of battery system, and bi-directional energy
trading. Dongol et al. [15] developed the Model Predictive Control (MPC) scheme that could be applied
to an existing grid linked household with PV-battery system such that the use of battery is maximized
and at the same time, peaks in PV power and load demand are reduced.
Optimal sizing of the solar PV-battery system needs to be based on the effectiveness of
self-consumption and MD reduction with respect to return on investment. As stated by Subramani,
et al. [16], based on Figures 1 and 2, the optimal solar PV-battery sizing depends on important elements
such as load pattern, techno-economic traits, and electricity billing scheme to meet high maximum
demand reduction. In regard to load profile, the load consumption data of one (1) or two (2) years will
be adequate to show the load steadiness mainly on MD level and load consumption pattern during
the peak period. Since the MD charges are very high, the energy savings through optimal sizing of
the PV and battery system will be able to maximize the electricity bill savings mainly due to peak
load reduction for commercial and industrial customers. Battery efficiency in terms of the state of
charge (SOC) and depth of discharge (DOD) together with solar irradiance and PV inverter efficiency
will be key for optimal sizing. The total cost of the solar PV-battery system will be very critical in
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response to the total energy savings, to have a good return on investment to undertake the project.
As the core battery technology matures and unit pricing declines, bi-directional battery converters
providing both battery charging (AC to DC) and battery inverting (DC to AC) will emerge as a rapidly
growing new market for power converters. The Maximum Demand Reduction (MDRed) model is
proposed and developed as an optimization tool for the solar PV-battery system. It focuses on peak
load shaving and maximization of self-consumption via PV generation and battery system with respect
to MD limits. The MDRed model consist of a solar PV array, PV inverter, lithium-ion battery and
bi-directional converter. The MDRed model is developed by considering the technical and economic
perspective. Firstly, a technical model is formulated which focuses on the battery storage and solar
PV capacity to reduce the net load consumption and maximize the MD shaving for a given load
pattern. Secondly, the economic model focuses on the cost associated with the system components
compared with the energy savings through net consumption and maximum demand to cater for
the highest Return on Investment. A flowchart describing the proposed MDRed model is shown in
Figure 2. The required input parameters for MDRed model calculation include the consumer load
data, solar PV-battery system specification data, and general economic parameters. In MDRed Model,
the electricity supply chain is based on the energy balance between the supply and the demand side
with respect to MD limitations.
Figure 1. Peak or maximum demand shaving concept using solar PV-battery system [13].
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Figure 2. Maximum demand reduction (MDRed) modeling approach.
3. MATLAB Genetic Algorithm (GA) for MDRed Optimization Model
Based on Table 2, optimization techniques such as Genetic Algorithm (GA), Harmony Search (HS),
Particle Swarm Optimization (PSO) and Hybrid Optimization are the most prominent algorithms to
size the solar PV-battery system.
Table 2. Comparison of optimization techniques.
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Also, these techniques can deal with the random probability distribution or generate a pattern of
renewable energy sources [23]. In this paper, the GA programming is developed for the optimization
of optimal solar PV-battery sizing in regard to peak load shaving. GA has several advantages such
as problem-solving with numerous solutions, easy to understand and can directly be transferred to
existing simulations and models [24]. Therefore, several modeling equations and approaches for
designing a solar PV-battery system via GA have been developed to ensure the optimum sizing of the
overall system.
The proposed MDRed model using GA coding was developed to solve the optimal capacity of
solar PV and battery system to maximize the energy savings via self-consumption and MD shavings.
Input data includes hourly solar irradiation in Watts-peak (Wp) and multiple patterns of monthly load
power consumption in kilowatts (kW). Besides that, battery charging and discharging shall be operated
based on Time of Use (ToU) under Malaysian electricity tariff for commercial and industrial sector.
MDRed modelling scheme is made of mathematical formulation which includes the electricity tariff
model, solar PV model and battery energy storage system model. Apart from that, the economical
model mainly focuses on cost of the solar PV and battery system and Return on Investment (ROI).
3.1. Financial Model
3.1.1. Electricity TariffModel
Most electricity tariff categories for commercial and industrial sectors are designed to encourage
customers to control their electricity demand at daytime peaks since MD charges are very high. Referring
to Table 1, the electricity tariffmodel is specified in Table 3 for net consumption and maximum demand
calculation according to electricity tariff categories on commercial and industrial sectors.
Table 3. Tariff rates under Malaysian utility billing scheme.
Tariff Unit Category Total Bill
Net consumption, Pload_net MYR/kWh, Uload_net C1 & E1 Cnet
Maximum Demand, PMD MYR/kW, UMD C1, C2, E1 & E2 CMD
The total electricity bill (Cbill) for commercial and industrial customers as calculated as follows [6]:
CMD_kW = EMD_kW * PMD (1)
Cnet_kWh = Eload_net * Pload_net (2)
Cbill =
∫
Pload_net * Eload_net +
∫
PMD * EMD (3)
where the combination of maximum demand bill (CMD_kW) in Equation (1) and net consumption bill
(Cnet_kWh) in Equation (2) will be added on a monthly basis. Equations (1)–(3) are formulated based on
the Malaysian electricity tariff category for the commercial and industrial sector. Based on Table 4 and
Figure 3, a Malaysian higher learning institution’s load profile under C1 electricity tariff is chosen for
the case study. Since the case studies is focusing on solar PV-battery sizing based on maximum demand
(MD) reduction approach, the concept can be explained using one (1) type of load profile from any
commercial or industrial sector. In this paper, C1 category load profile for four (4) consecutive months
from January 2017 until April 2017 is used for validation studies. Based on energy data evaluation,
highest load or maximum demand is recorded at 1300 kW during beginning of academic calendar for
the higher learning institution. Therefore, four (4) months of load profile data is sufficient to cater for
optimal sizing of solar PV and battery system based on the Malaysian electricity tariff.
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Figure 3. Energy consumption for C1 category commercial sector.
The MD is recorded between 1200 kW and 1300 kW during peak hours in between 8.30 a.m. and
10.30 a.m. Figure 3 shows the monthly net consumption and maximum demand recorded in electricity
billing of the commercial building. Table 4 shows the maximum demand recorded throughout the
months during peak hours only. It can be observed that the highest MD occurs in the month of February
2017 at 1300 kW. Besides that, the highest load has been consumed in between 8.30 a.m. and 10.00 a.m.
for first four months in the year 2017. These data will be used in a MATLAB (2016a, The Mathworks,
Natick, MA, USA) GA optimization algorithm for solar PV and battery sizing. The weather condition
in Malaysia is suitable for solar PV generation. Based on Figure 4, the weather condition is almost
predictable with intermittent sunlight from 8.30 a.m. until 5.30 p.m. The peak PV generation is
normally achieved at 1000 W/m2 and with solar PV module temperature and ambient temperature
reaching 50 ◦C and 33 ◦C, respectively.
 
Figure 4. Actual solar irradiance measurement data at Nilai, Negeri Sembilan, Malaysia.
Table 4. Maximum demand captured during peak hours.
Month-Year Time Load (kW) Total Cost (MYR)
Jan-17 9:30:00 1260 38,178.00
Feb-17 9:00:00 1300 39,390.00
Mar-17 10:00:00 1220 36,966.00
Apr-17 8:30:00 1290 39,087.00
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3.1.2. Solar PV Model
The difficulty of calculating the energy generated by a solar PV has been extensively studied
in the technical literature. The calculation of solar PV power of a grid-connected solar PV system is
classified under two categories which is indirect method and direct method. As the operation and
the performance of a PV focuses mainly on its maximum power, the indirect method describing the
PV module’s maximum power output behaviors are more theoretical for solar PV system valuation.
Indirect method directly calculates the maximum power without calculating first the I-V curve of the
solar PV array [25]. This simplified indirect method provides the modelled power to be used in MDRed
modelling. Based on Rus-Casa et al., indirect method directly provides power from atmospheric
parameters and information provided by the manufacturers in the datasheets. PV modelled power
in per-unit conversion is based on PV module temperature and solar irradiance level at Standard
Testing Condition (STC). The formula for PV modelled power in per-unit convention, Pmod is given as
follows [25]:
Pmod = PPV_kwp* (G/GSTC) [1 − γ * (TC − TSTC)] (4)
where Gs (t) is the measured solar irradiance (hourly) and PPV_kwp is the rated PV power at Standard
Testing Condition (STC). GSTC and TSTC is the solar irradiance (1000 W/m2) and PV module temperature
(25 degC) at Standard Testing Conditions (STC), respectively. Besides that, γ is the temperature
correction based on measured polycrystalline silicon PV module temperatures with a power decrease
in between 0.30%/◦C and 0.5%/◦C.
The measured module temperature, TC is set at 50 ◦C at solar irradiance of 3.5 up to 4 h per
day averagely based on Malaysian climate. Solar irradiance measurement was taken at Nilai, Negeri
Sembilan, Malaysia using a CMP3 pyranometer (KIPP & ZONEN, Delft, The Netherlands). Apart
from the measured solar irradiance, the actual generated power will be obtained with respect to solar
irradiance and PV module temperature. The cost of the solar PV system and batteries are the important
parameters for optimal sizing of the solar PV-battery system. Table 5 shows the historical prices of the
solar PV-inverter system from the year 2010–2016 in Peninsular Malaysia [26]. The PPV_rated can be
calculated as follows:
PPV_rated = PPV_kWp/ηinv (5)
where PPV_rated is the rated dc output power of the proposed PV array in kWp and ηinv is the conversion
efficiency from dc to ac according to inverter efficiency. Nowadays, the PV inverters can operate at
90% of conversion efficiency.
Table 5. National trends in PV-inverter system prices.
Year 2010 a 2011 a 2012 a 2013 a 2014 a 2015 a 2016 a 2017
Price (MYR)/kWp 19,120 11,000 9000 7500 8500 7500 7300 -
a Data is collected from [5].
3.1.3. Battery Energy Storage System (BESS) Model
The battery energy storage system (BESS) comprises batteries, control and power conditioning
system (C-PCS). Typically, batteries will absorb power from the grid during the off-peak hours and
discharge power during peak demand. Currently, significant research and development in battery
technology are being carried out. Tesla (Arizona, AZ, USA) has designed and commercialized the
Powerwall 2, the second iteration of its home battery system. Tesla Powerwall 2 costs MYR24,200
(USD5500) and delivers 14 kWh of capacity [27].
As the core battery technology matures and the unit pricing decays, bi-directional converters
providing both battery charging (AC to DC) and battery inverting (DC to AC) will grow due to the
new market for power converters. Various technologies for BESS are available, namely lead acid
(LA), vanadium redox flow (VRB), zinc–bromine flow (ZnBr), polysulfide bromide battery (PSB),
26
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nickel–cadmium battery (NiCd), sodium sulfur and lithium-ion (Li-ion) battery [28]. Four battery
technologies are chosen for the investigation of BESS systems such as LA, VRB, ZnBr, and Li-ion.
The key parameters for these batteries are tabulated in Table 6.
Table 6. Key parameters of batteries.
Technology
DOD a Round Trip b Cycle Life c Cost of Energy b (RM/kWh)
(%) Efficiency (%) Low High Low High
LA 50 85 500 2800 185 1147
VRB 100 85 12,000 13,342 648 3700
ZnBr 100 75 1500 2000 740 2220
Li-ion 85 90 1000 10,000 2220 9250
a Data is collected from [29]; b Data is collected from [30]; c Data is collected from [31].
The batteries are rated in terms of their energy and power capacities. Some of the other essential
features of a battery are its efficiency, life span, operating temperature, depth of discharge (DOD),
self-discharge and energy density. In most cases, lithium-ion batteries and lead-acid batteries are the
best choices for peak shaving techniques, although other battery types can be more affordable [32].
While lead-acid batteries have a relatively short lifespan and lower DOD than other battery types,
they are also one of the least expensive options in the energy storage sector. Lithium-ion batteries are
lighter and better than lead-acid batteries [33]. They also have higher DOD and longer lifespan when
compared to lead-acid batteries. Since the battery is also operated on DC, an AC-to-DC converter
is necessary for charging the battery and a DC-to-AC converter is necessary during discharging
the battery. For simplicity, we assumed that both converters have the identical constant conversion
efficiency satisfying:
Pconv(t) =




Note that, ηB is the round trip efficiency of the battery converters. In other words, Pconv is the
power exchanged with the AC bus when the converters and the battery are treated as a single entity.





if Pconv(t) < 0
ηBPconv(t) otherwise
(7)
Apart from that, the rated capacity of the battery, PBat is calculated by considering the optimal
size of the battery, Ebat as follows:
Pbat(kWh) = Ebat(kWh) ∗ ηbatDOD (8)
The battery Depth of Discharge (DOD) has a significant impact on a battery’s life cycle. The
battery life cycle is inversely proportional to the DOD. The DOD of a battery defines the fraction of the
power that can be withdrawn from the battery. For instance, if a battery system is 100% fully charged,
it means the DOD of this battery is 0% and vice +Generally, battery state of charge (SOC) provides the
ratio of the amount of energy presently stored in the battery to the nominal rated capacity.
3.2. Economical Model
The cost of optimal PV array, CPV_inv can be calculated as follows:
CPV_inv = UPV * PPV_rated (9)
where UPV_kWp is the unit cost of PV array per kWp. Apart from that, reducing the cost of PV inverter
system will lead to lower miscellaneous costs such as operation and maintenance costs and replacement
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costs. The overall cost of the solar PV system is the combination of both costs of power conversion
units and cost of inverter. In this paper, the overall solar PV system cost, Ctotal_PV_inv is evaluated by
referring to a specific planning period and is given by:
Ctotal_PV_inv (MYR) = CPV + CO&M_PV + CRC_PV (10)
The cost of batteries, CBat is calculated as follows:
Cbat (MYR) = Ubat (MYR/kWh) * Pbat (kWh) (11)
where UBat is the unit cost of the batteries in kWh, PBat is the rated capacity of the batteries. The cost of
power conversion units, Cconv is as follows:
Cconv (MYR) = Uconv (MYR/kWh) × Pconv (kW) (12)
where UConv is the unit cost of the power conversion units in kW and Pconv is the power rating of the
converter. The overall cost of the BESS is the combination of both costs of power conversion units
and cost of batteries. In this paper, the total overall BESS cost, Ctotal_BESS is evaluated by referring to a
specific planning period and is given by:
CBESS = Cbat + Cconv (13)
Ctotal_BESS (MYR) = CBESS + Co&m_BESS + Crep_BESS + Cdisp_bat + CLS_bat (14)
where CBESS is the capital cost, Co&m_BESS is the operation and maintenance cost, Crep_BESS is the
replacement cost, Cdisp_bat is the disposal cost related to the potential cost achievable from recycling
old batteries and lifespan cost (CLS_bat) of all the main components including its system. However,
this is not added in MDRed modeling since the cost of the BESS is very high and will lead to longer
ROI. Cost of energy savings on net consumption and MD are according to Malaysian electricity tariff
allocated for each category of commercial and industrial customers. For commercial consumers with
tariff rates of C1 category, the annual savings, Syr_shave can be calculated as follows:





Pload_shave * Eload_net) + (Pshave_MD * EMD) + (
∑
PPV_suplus * E_surplus) * 12 (16)
Under the NEM scheme, the rate of surplus generation, E_surplus has been formulated at MYR
0.238 (USD 0.05)/kWh for medium voltage interconnection. Apart from that, overall loan payment is
important to include all the incurred cost such as operation and maintenance cost (CO&M), replacement
cost (CRC) and lifespan cost (CLS) of all the main components including its system. This is applied
to PV-inverter and BESS components which includes the batteries and converter unit. Therefore, the
overall cost of the system comprises of:
Cfull_loan = (Ctotal_PV + Ctotal_BESS) * interest rate (%) (17)
The energy flow schedule of solar PV-battery system integration has been included to lower the
daily operating cost mainly on the MD reduction at the specific limit. For GA optimization, 7% of
interest rate for total load payment has been included.
4. Modeling of System Reliability
Several approaches have been used to achieve the optimal configuration of solar PV-battery
systems from the technical and economical perspective. In this paper, the technical algorithm for
the optimal sizing is developed according to the concept of MDRed model to evaluate the reliability
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of solar PV-battery system. The GA model attains the optimal size in terms of various degrees of
reliability. A binary coded GA was introduced to solve the optimal capacity of solar PV and battery.
Input data includes hourly data per year, solar irradiation by indirect power calculation, load power
consumption and timeframe of battery DOD and SOC with respect to peak hours and off-peak hour’s
tariff charges. The flowchart of the GA process applied to PV-battery sizing problem with respect to
MDRed modelling is illustrated in Figure 5. One of the key parameters that represent the battery sizing
is the capacity of battery charging, Pbat_chg and battery discharging, Pbat_dischg. Based on Figure 5 and
Table 7, the amount of maximum demand reduction (MDRed) is based on battery discharging capacity
(Pbat_dischg) to maintain the maximum demand limit (PMD_limit), in the presence and/or absence of
generated PV power (PPV) during peak hours from 8.00 a.m. and 10.00 p.m. Battery charging capacity
(Pbat_chg) will be in operation during off-peak hours in between 10.00 p.m. and 8.00 a.m. As per
Figure 7, the battery energy management system works to monitor the net load continuously in the
presence of solar PV and will immediately activate the battery operation to discharge if the new net
load exceeds the MD limit. Besides that, the battery discharging will not take place if the new net load
is below the MD limit. Besides that, as per Figure 7, the Battery Energy management system scenarios
for MDRed modeling approach is based on any scenarios (efficient, intermittent or zero solar PV).
Therefore, the proposed optimization method will deliver the optimal operation condition or optimal
sizing of solar PV-battery in real time scenario.
Figure 5. Flowchart of MDRed model for optimal sizing simulation using Genetic Algorithm.
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when PPV > Polad_actual
[Battery will not operate]
[Battery will not
change since 0% DOD]
Fully charged  DOD: 0%  
Actual load above the MD
limit
Pload_actual > PMD_limit
Solar PV Intermittent or Zero
Battery
Pload_net = [Pload_Actual +
Pbat_chg] – [PPV + Pbat_discha]
[Battery will discharge]
[Battery will change to
achieve 0% DOD]
Fully charged  DOD: >50%  
As per Equation (18), the generated PV power, PPV will be supplied for self-consumption to
reduce the actual load, Pload_actual. Therefore, new net load, Pload_net will be obtained. However, the
battery will not discharge if the Pload_net is below PMD_limit. Due to the intermittent solar irradiance
during bad weather condition, the optimal battery sizing can be calculated using Equations (19) and
(20) to cater for the MD limit. If the Pload_net is above PMD_limit, the battery will discharge (Pbat_dischg) to
maintain the required MD limit. During off-peak hours, the batteries will be charged (Pbat_chg) during
off-peak hours until minimum DOD is reached. Therefore, new net load, Pload_net can be calculated as:






[Condition #2: PMD_limit > Pload_net with solar PV]:-
Pload_net = [Pload_actual + Pbat_chg] − [PPV + Pbat_dischg] (19)
[Condition #3: PMD_limit > Pload_net without solar PV]:-
Pload_net = [Pload_actual + Pbat_chg] − [Pbat_dischg] (20)
The total load net consumption reduction will be based on sum of the new net load mainly due to






MD reduction shaving varies according to system performance which mainly relies on total generated
PV power and battery capacity. The excess PV power, PPV_suplus will be achieved when generated




[PPV − Pload_actual] (22)
The basic Return on Investment (ROI) is calculated based on payment of loan in regard to interest
rate using total profit achieved using solar PV-battery system. The ROI can be calculated as:
ROI (in years) = Cload_payment/Syr_shave (23)
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5. System Optimization
As per Table 8, the system parameters used for GA optimization covers the technical and
economical data of PV, inverter, converter and battery energy storage system. In this paper, the GA
optimization gives an optimal sizing of solar PV and battery system without considering the lifespan
cost of battery since replacement of battery will be neglected after completion of life span period.
Table 8. Detail of the components.
Component Unit PV-Inverter Battery Converter
Cost of the system
MYR (USD)/kWp 7000 (1600)
MYR (USD)/kWh 2200 (500)
MYR (USD)/kW 1100 (250)
Lifespan Years 21 12
Efficiency % 90 95 90
DOD % 85
O&M cost 5% of CPV_INV 10% of CBESS
RC cost 5% of CPV_INV 10% of CBESS
Interest Rate % 7 7 7
5.1. Problem Formulation
The aim of this study is to attain an optimal sizing of a solar PV-battery system, which should be
properly designed in terms of technical, economic and reliability measures subject to physical and
operational constraints/strategies. The objective function of the optimization is to achieve the optimal
sizing with respect to highest energy savings on maximum demand and net consumption.
5.1.1. System Constraints
In this study, battery charging and discharging mechanism and the distribution lines are ideal.
Besides that, the inverter efficiency, battery efficiency and manufacturers’ round-trip efficiency is
constant regardless of the operation period. Since the battery cost is very high, the life span cost or total
cost of the new battery system will be set to zero after achieving the life span of the battery operation.
For any period, t, the total power supply from the solar PV-battery system must supply the total
demand with a certain reliability criterion. This relation can be represented by Equation (24) as follows:
PPV + PBat ≤ Pload_actual (24)
This minimizes the excess power supply to the grid since the self-consumption of PV power or
existing net consumption rate [MYR 0.365 (USD 0.08)/kWh] will be higher than net metering rate [MYR
0.238 (USD 0.05)/kWh].
5.1.2. Bounds of Design Variables
The proposed solar PV-battery system optimization parameters including the solar PV capacity,
PPV_kWp and maximum demand limit, PMD_limit should be within a certain range:
Load profile (Min) < PPV_kWp < Load profile (Max) (25)
Load profile (Ave) < PMD_limit < Load profile (Max) (26)
The bounds of the design variable on PV and MD limit sizing is to maximize the self-consumption
instead of surplus to the grid.
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5.2. Validation of Numerical Results
Experimental data on PV model using indirect method is verified using a 50 kWp PV system.
The experimental data and figure are shown in Figure 6 and Table 9 respectively. Based on the results,
based on the indirect method of Equation (4), at 1000 W/m2 of measured solar irradiance, a 50 kWp
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kW
p
 Pmod (kW)(AC) PPV_50kWp
Figure 6. Modelled PV power (Indirect method).
Table 9. PV model validation data with 50 kWp PV system.
























00:00 MYT 0 1000 0.005 0.0 0.0 0.00 0.0 0.0 0.0
01:00 MYT 0 1000 0.005 0.0 0.0 0.00 0.0 0.0 0.0
02:00 MYT 0 1000 0.005 0.0 0.0 0.00 0.0 0.0 0.0
03:00 MYT 0 1000 0.005 0.0 0.0 0.00 0.0 0.0 0.0
04:00 MYT 0 1000 0.005 0.0 0.0 0.00 0.0 0.0 0.0
05:00 MYT 0 1000 0.005 0.0 0.0 0.00 0.0 0.0 0.0
06:00 MYT 0 1000 0.005 35.0 25.0 0.00 0.0 0.0 0.0
07:00 MYT 0 1000 0.005 38.0 25.0 0.00 0.00 0.0 0.0
08:00 MYT 42 1000 0.005 40.0 25.0 0.04 1.94 1.7 1.0
09:00 MYT 227 1000 0.005 45.0 25.0 0.20 10.22 9.2 7.5
10:00 MYT 690 1000 0.005 45.0 25.0 0.62 31.05 27.9 23.0
11:00 MYT 736 1000 0.005 55.0 25.0 0.63 31.28 28.2 27.0
12:00 MYT 872 1000 0.005 60.0 25.0 0.72 35.97 32.4 31.5
13:00 MYT 1027 1000 0.005 60.0 25.0 0.85 42.36 38.1 35.8
14:00 MYT 755 1000 0.005 60.0 25.0 0.62 31.14 28.0 30.5
15:00 MYT 393 1000 0.005 60.0 25.0 0.32 16.21 14.6 16.7
16:00 MYT 204 1000 0.005 55.0 25.0 0.17 8.67 7.8 9.9
17:00 MYT 141 1000 0.005 50.0 25.0 0.12 6.17 5.6 6.6
18:00 MYT 19 1000 0.005 45.0 25.0 0.02 0.86 0.8 0.7
19:00 MYT 18 1000 0.005 40.0 25.0 0.02 0.83 0.7 0.6
20:00 MYT 0 1000 0.005 0.0 0.0 0.00 0.0 0.0 0.0
21:00 MYT 0 1000 0.005 0.0 0.0 0.00 0.0 0.0 0.0
22:00 MYT 0 1000 0.005 0.0 0.0 0.00 0.0 0.0 0.0
23:00 MYT 0 1000 0.005 0.0 0.0 0.00 0.0 0.0 0.0
For this paper, load profile with actual MD load of 1050 kW has been used. Apart from that,
two different phenomena of solar irradiance pattern with perfect data is used for solar PV-battery
system integration to verify the MDRed scheme. For validation purposes, an MD limit of 750 kW and
a PV-inverter rating of 1200 kWp are used to formulate the required battery capacity together with the
financial data. Validation data is important to verify that the solar PV-battery system works according
to MDRed scheme. In this paper, the MDRed control algorithm is based on a few conditions to achieve
the new MD limit of 750 kW as shown in Table 10 and Figure 7.
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Table 10. MDRed model validation data with solar PV-battery system.
PMD_Limit = 750 kW
MDRed scheme During Perfect Weather Condition (Sunny
Day)
Time (Hr)








Pload_Actual, kW Pbat_DOD Pbat_SOC Pload_net (kW)
00:00 MYT 390 0 0 −11 401
Condition #2
01:00 MYT 360 0 0 −11 371
02:00 MYT 360 0 0 −11 371
03:00 MYT 340 0 0 −11 351
04:00 MYT 320 0 0 0 320
No
operation
05:00 MYT 320 0 0 0 320
06:00 MYT 310 0 0 0 310
07:00 MYT 310 0 0 0 310
08:00 MYT 520 46.6 0 0 473 Condition #1
09:00 MYT 1050 252.0 48 0 750 Condition #2
10:00 MYT 1020 724.5 0 0 296
Condition #111:00 MYT 990 772.8 0 0 217
12:00 MYT 900 915.6 0 0 −16
Condition #413:00 MYT 940 1078.4 0 0 −138
14:00 MYT 980 675.2 0 0 305
Condition #115:00 MYT 970 412.7 0 0 557
16:00 MYT 970 214.2 6 0 750 Condition #2
17:00 MYT 880 148.1 0 0 732
Condition #118:00 MYT 630 20.0 0 0 610
19:00 MYT 580 0 0 0 580
MD
monitoring
20:00 MYT 620 0 0 0 620
21:00 MYT 540 0 0 0 540
22:00 MYT 510 0 0 510
23:00 MYT 500 0 0 −11 511 Condition #2
Figure 7. MDRed model validation graph (for Table 10 data.)
Apart from that, the MDRed model shows the control algorithm battery management system to
cater for MD reduction with the support of solar PV power at preset MD limit. However, the rated
sizing of solar PV-battery system is higher than the formulated optimal values since the calculation of
rated values are based on Equations (5) and (8). The total savings is the combination of net consumption
savings at rate of MYR 0.365/kWh, surplus power supplied to the grid at rate of MYR 0.238/kWh and
maximum demand savings at rate of MYR 30.3/kW. Based on assumption, the annual total savings is
calculated for 12 months period. Besides that, the cost of the solar PV-battery system will increase
drastically due to additional cost of O&M and replacement apart from the interest rate of 7% incurred
to the total cost of the system.
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Control algorithm of MDRed modeling scheme falls under any of the conditions applied on
Table 11 where battery management system works based on maximum demand to maintain the MD
limit setting of 750 kW. However, battery discharging mode will take place in between 8.00 a.m. until
10.00 p.m. and battery charging mode in between 10.01 p.m. until 7.59 a.m. everyday with respect to
the MD limit of different load profiles.












Condition #2 PMD_limit > Pload_net Yes Pload_net = [Pload_actual + Pbat_chg] − [PPV + Pbat_dischg]
Condition #3 PMD_limit > Pload_net No Pload_net = [Pload_actual + Pbat_chg] − [Pbat_dischg]
Condition #4 PPV > Pload_actual Yes PPV_suplus = PPV − Pload_actual
6. Optimization Results
Based on Figure 8, on average 25% of total energy savings can be achieved on a monthly basis
which can be used to calculate the Return on Investment (ROI). GA optimization results on MDRed
modelling revealed that optimal sizing of solar PV-battery system contributed to energy bill savings
up to 20% of net consumption via solar PV self-consumption, 3% of maximum demand (MD) via
MD shaving and 2% of surplus power supplied to grid via net energy metering (NEM) in regards to
Malaysian electricity tariff scheme and cost of overall system.
 
Figure 8. Percentage of energy savings based on load profile.
GA optimization results from 10 population sizes and via 300 iterations are shown in Figure 9.
In this paper, GA optimization studies is based on 21-years of load pattern assumption to cater for
optimal sizing of solar PV-battery system. Since all actual MDs are captured during peak hours
between 8.30 a.m. and 10.00 a.m., it does not show huge differences in solar PV-battery optimal sizing.
Therefore, the total energy savings achieved in the range of 23% to 26% with the use of solar PV-battery
system. However, the differences in optimal sizing are influenced by the load margin in between
maximum demand and average load consumed during peak hours throughout the month.
34




Figure 9. GA optimization results of difference load profiles: (a) Jan-17 [Actual MD: 1260 kW], (b) Feb-17
[Actual MD: 1300 kW], (c) Mar-17 [Actual MD: 1220 kW] and (d) Apr-17 [Actual MD: 1290 kW].
The surplus energy savings under Net Energy Metering (NEM) achieved at minimal level due
to low NEM billing rate compared to net consumption rate. The commercial sector may experience
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fluctuating load pattern with different ranges of maximum demand. Therefore, the optimal solar
PV-battery sizing at various load pattern falls in between 870 kWp and 970 kWp of solar PV and
230 kWh up to 330 kWh of total battery capacity. In addition, the new MD limit has been achieved in
the range 1025 kW and 1098 kW of MD reduction using solar PV-battery system.
Load profile of the system influence the MDRed modelling optimal sizing on the solar PV-battery
system using a GA algorithm. The load profile of the system influences the MDRed modelling optimal
sizing on the solar PV-battery system using the GA algorithm. Based on Table 12, the month of March
2017 is proven to give the best optimal sizing for solar PV-battery system with highest percentage of
total energy savings. This is due to the load profile changes especially the load margin in between
maximum and average loading for every month. Based on Figure 10, load margin and maximum
demand of March 2017 is lowest compared to other months which gives the significant impact on MD
shaving compared to net consumption savings. Therefore, the acceptable sizing of solar PV and battery
capacity will be 986 kWp and 330 kWh respectively. This will be the best choice to allow the MDRed
model to work efficiently at any load pattern to achieve high MD load reduction with yearly energy
savings up to MYR 600,000.









(Actual MD) (MYR) (%) (kWp) (kWh) (kW)
Jan-17 [1260 kW] 42,534.14 23.7 869 228 1062
Feb-17 [1300 kW] 46,661.90 25.4 970 225 1098
Mar-17 [1220 kW] 47,021.84 26.5 986 330 1025
Apr-17 [1290 kW] 46,850.45 25.4 980 232.3 1093
 
Figure 10. Comparison data analysis of load profile.
7. Conclusions
The proposed MDRed modeling scheme works as an optimization model which focuses on
maximum demand (MD) shaving. This reduces the maximum demand and net consumption costs
when using solar PV generation and battery systems. GA optimization results on MDRed modelling
reveal that optimal sizing of the solar PV-battery system contributed to energy bill savings up to 20%
of net consumption via solar PV self-consumption, 3% of maximum demand (MD) via MD shaving
and 2% of surplus power supplied to grid via net energy metering (NEM) in regards to the Malaysian
electricity tariff scheme and cost of the overall system. In addition, the optimal battery sizing will be
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based on the amount of MD savings annually with respect to the cost of the battery system including
the bi-directional converters. If the load demand is reduced as a result of effective energy management
systems in place or low production in the factory or buildings, re-optimization may be useful to
increase or maintain the current solar PV-battery size to maximize the net consumption and MD
savings. In future, with higher demand for energy storage system and reduction in battery prices will
lead to the realization of a higher rate of maximum demand shaving for commercial and industrial
sector via MDRed modeling.
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Nomenclature
MDRed Maximum demand reduction
PV Photovoltaic
BESS Battery energy storage system
DOD Depth of Discharge (%)
SOC State of Charge (%)
MD Maximum demand
Pload_net Net consumption (kW)
PMD Maximum demand (kW)
ROI Return on Investment (%)
Pconv Power rating of the converter (kW)
PBat Rated capacity of the battery (kWh)
Ebat Optimal size of the battery (kWh)
UPV Unit cost of PV array (MYR/kWp)
Ctotal_PV Cumulative cost of PV system (MYR)
CO&M_PV O&M cost of PV system (MYR)
CRC_PV Replacement cost of PV system (MYR)
CBat Cumulative cost of batteries (MYR)
UBat Unit cost of the batteries (MYR/kWh)
CLS_bat Cost of battery lifespan (MYR)
UConv Unit cost of the converter (kW)
Pshave_MD Maximum demand shaving load (kW)
Syr_shave Total energy savings annually (MYR)
Pload_shave Total net consumption savings load (kWh)
PPV_STC Rated PV power at Standard Testing Condition (kWp)
Cbill Cumulative amount of net consumption and MD (MYR)
Cnet_kWh Cumulative amount of net consumption (MYR)
CMD_kW Cumulative amount of Maximum demand (MYR)
CPV_inv Cumulative cost of optimal PV array (MYR)
C_BESS Cumulative cost of BESS and converter MYR)
Cfull_loan Cumulative cost of overall PV-battery system (MYR)
Uload_net Unit price of net consumption (RM/kWh)
UMD Unit price of maximum demand (RM/kW
Eload_net Total net consumption recorded (kWh)
EMD Total maximum demand recorded (kW)
PPV_rated Rated dc output power of PV array (kWp)
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PPV_kWp DC output power of PV array (kWp)
ηinv Conversion efficiency of inverter (%)
ηB Round trip efficiency of the converter (%)
PMD_limit Maximum demand limit (kW)
Pload_actual Actual consumed load (kWh)
Pbat_chg Battery charging load (kWh)
Pbat_dischg Battery discharging load (kWh)
PPV Solar PV generation load (kWh)
Pmod Solar PV modelled power (per unit)
Ctotal_BESS Capital cost of overall BESS (MYR)
Co&m_BESS O&M cost of BESS (MYR)
Crep_BESS Replacement cost of BESS (MYR)
Cdisp_bat Disposal cost of BESS (MYR)
PPV_suplus Surplus PV power (kWh) (kWh)
E_surplus Unit price of surplus PV (MYR/kWh)
Gs (t) Measured solar irradiance (W/m2)
γ PV module temperature correction (%/◦C)
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Abstract: To maximize the utilization, reliability and availability of power resources, some distribution
strategy has to be implemented, which is possible nowadays with the support of modern information
technologies (IT). To further develop power utilization, the customer should be aware of efficient
power utilization, and the problem of customer management has to be resolved, where payment
of electric bills could be through online solutions. A customer-aware power regulatory model is
proposed that provides awareness to the consumer regarding the usage of electrical energy, in a
secure and reliable solution that combines the features of electrical engineering with cloud computing
to ensure better performance in notifying issues, which is done based on location and enhances
the operation of smart grids. Instant electric meters are equipped with remote gadgets which
communicate with a central cloud administration to produce electric bills for the client. The model
provides mindfulness by showing history/notifications and suggestions for energy utilization through
the smart meters. The user is provided with security keys to view the reading values and pay bills.
To make the solution more accessible, the electronic data will be maintained on various servers
at different locations of the cloud. Subsequently, there will be a service provider who manages
service requests. A hardwired electric meter transmits the electric readings, which in turn access the
particular service to make an entry for the particular connection on the cloud. The usage data will
also be maintained at different locations in the cloud, which are accessible to different levels of users
with appropriate security measures. The user accessibility is controlled by a Third Party Auditor
(TPA) that computes the trustworthiness of users using a trust management scheme. This article also
proposes a hash function, which computes and verifies the signature of the keys submitted by the
users and also has a higher completeness ratio, which reaches 0.93, than typical methods. This is
noteworthy, and the investigation results prove the system’s proficiency in providing assured service.
Keywords: cloud services; trust management; secure computing; smart meter; LBSS; user-aware
power regulatory model
1. Introduction
The Smart Grid (SG), is an enhancement of the 21st-century electrical grid, which is treated as a
system that uses two-way communication. It includes information technologies (IT) and computational
intelligence in an integrated way to address electricity generation, its transmission, and distribution to
Energies 2019, 12, 4517; doi:10.3390/en12234517 www.mdpi.com/journal/energies41
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achieve an electric system that is clean, secure, reliable, efficient, and sustainable. The evolution of SGs
relies heavily on the utilization and integration of modern IT for the development of new applications
and services that can leverage the technological upgrades that are enabled by the advanced information
system. This allows electric grid systems to work in smarter ways. However, an overwhelming amount
of heterogeneous information is generated in the SG, mainly due to widely deployed monitoring,
metering, measurement and control devices. This calls for a dominant and cost-effective information
management paradigm for data processing, analysis, and storage.
Our problem analysis is based on the situation in the regional state of Tamilnadu (India), where
electric bills have to be produced for service payment, and the billing requires human intervention.
In smart grids, the grid resource plays a significant role without the assistance of humans for such
operations. The smart meters present in the SGs record the current energy utilization of users.
Additionally, a remote gadget connected to the smart meter can send readings to a remote sink point at
a specific time. The remote sink point is the cloud service, which gets the electronic reading from the
gadget and creates a record in a database. Therefore, this paper suggests that the IT industry should be
involved to assist in the information management of the SG. More specifically, the paper explores how
cloud computing (CC), a next-generation computing paradigm, can serve the information management
needs in the SG. The concept of CC is based on large data centers with massive computation and
storage capacities operated by cloud providers, which deliver computing as a service. Shared resources,
software, information, and storage are provided, with computers and other devices as a utility over
a network. This SG information management paradigm, in which the management is (partially)
accomplished via CC, is called Cloud Service (CS)-based SG Information Management [1].
Generally, the usage of electricity is measured by a human meter reader and later fed into the
system manually. There can be errors during the reading process or when feeding the readings into the
system, which makes the whole system error-prone. A cloud platform is one where there are multiple
layers and services at different layers, which can be broken up into three primary services:
(1) Software-as-a-Service (SaaS): A service provider delivers software and applications through the
internet. Users subscribe to the software and access it via the web or vendor APIs.
(2) Infrastructure-as-a-Service (IaaS): A vendor provides clients with pay-as-you-go access to storage,
networking, servers and other computing resources in the cloud.
(3) Platform-as-a-Service (PaaS): A service provider offers access to a cloud-based environment
in which users can build and deliver applications. The provider supplies the
underlying infrastructure.
These three services make up what Rackspace calls the Cloud Computing Stack, with SaaS on
top, PaaS in the middle, and IaaS on the bottom. To access the service at different layers, various
restrictions can be enforced by the service provider [1]. The cloud consists of service providers who
provide services in different forms like infrastructure services, platform services, and software services.
Each kind of service belongs to a layer of the cloud. This paper focuses on two different layers, namely
software and databases. The cloud services are a set of software interfaces through which legitimate
users can access the cloud resource. The cloud is a loosely coupled environment where the cloud
system does not know anything about the user and cannot trust the user easily. On a cloud platform,
the data can be stored in any of the cloud servers and can be accessed through a set of available services.
The users of the cloud have been allowed to access the service, according to their trust level.
Only a registered user is permitted to access the services and data. The trust in different users is
managed and verified using a Third Party Auditor (TPA) who maintains the details of users and their
access permissions. Only if the TPA has verified the identity of a user successfully, he can access the
service or data from the cloud [2]. The TPA, using various approaches, performs the authentication or
verification of the users of the cloud. Each method has its demerits and deficiencies. Any security
protocol faces different network threats. However, the authentication algorithm should be more
rigid and less time-complex one. The popular key-based approaches have the problem of the higher
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computational complexity of keys and their higher verification time. This encourages the invention of
rigid verification algorithms.
In this paper, to ensure the regular provision of power, a user-aware power regulation method is
proposed, which is updated regarding the usage of current meter readings via smart meters. The entire
electrical data is updated to the cloud. Depending on the power usage of a user, the proposed power
regulatory model provides directions to the user to cut/reduce their power consumption. However, no
such service or idea is provided in the existing literature. Additionally, the authors use a location-based
service selection scheme to reduce the time complexity. The main novelty of the proposed method
involves finding the users who use auditing service and have been cleared by the auditing service and
then the way performs service selection, which is explained in detail in Section 3.
2. Background Survey
There exist a variety of methods for the development of cloud services and smart meters; this
paper discusses a few of them that apply to our problem statement. In [3], smart meter analytics were
examined from a software performance perspective and a performance benchmark design inclusive of
a typical smart meter analytics tasks. This system uses both an offline model for feature extraction and
online anomaly detection. Due to privacy issues, an algorithm is presented to generate large realistic
datasets from a small set of real data.
In [4], a thorough analysis of 100 anonymized 5-min commercial building meter data sets was
used to explore time series of electricity consumption using a simple forecast model. This method
improves energy management with the support of grid control and provides a model for detecting
any anomalies.
In [5], a novel design of a smart metering system was developed as a graphical user interface
(GUI)-based NTL detection platform. A 3-tier model of a detection algorithm is proposed to combine
three mechanisms that complement each other for enhanced performance. The triangulation technique
facilitates validation of detection results through cross verification of the three sources of measurement
data. Furthermore, the system also supports better flexibility with built-in or externally developed AI
methods and a user-friendly GUI-based platform to monitor and analyze the NTL status of the power
grid in real-time for revenue recovery.
In [6], a smart metering technique with different technologies to capture the data from smart
meters is presented. In [7] the user privacy is maintained using the tools from information theory and
a hidden Markov model for the measurements. It further addresses the issues due to the trade-off
between privacy and utility. In [8], open-source tools are used to measure the smart meter data and
data storage, and an analytics ecosystem based on publicly available test data set is studied.
There exist a variety of methods for the development of cloud services and smart meters; the
paper discusses a few of them here that relate to our problem statement. Reference [9], using a
tabu search algorithm, presented an efficient search algorithm to identify the locations of data and
software components in data clouds. The main goal of this approach is to minimize the cost incurred in
operations and emissions, modelled using mixed-integer programming. The proposed model is solved
with the search algorithm discussed earlier. Virtual data center embedding (VDCE) across distributed
infrastructures (DI) was introduced to make the infrastructure user-friendly and increase the revenue
of providers. Reference [10], performs an analysis of different VM-based cloud environments like
Eucalyptus, Open Nebula, and Nimbus. All those platforms have been evaluated with High-Level
Petri Nets (HLPN).
In [11], a formal analysis, modelling, and verification of three open-source state-of-the-art
VM-based cloud platforms—Eucalyptus, Open Nebula, and Nimbus—is provided. HLPN are used to
model, analyze the structural and behavioral properties of the systems. Moreover, to verify the models,
they have used the Satisfiability Modulo Theories Library (SMTL) and Z3 Solver.
In this article, we modelled about 100 VM to verify the correctness and feasibility of proposed
original models. The results reveal that the models function correctly. Moreover, the increase in the
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number of VMs does not affect the working of the models, which indicates the practicability of the
models in a highly scalable and flexible environment.
Reference [12] analyzes the robustness of advanced DCNs. First, the authors present multi-layered
graph modelling of various DCNs, and they study the traditional robustness metrics considering
different failure scenarios to perform a comparative analysis. Finally, they describe the inadequacy
of the conventional network robustness metrics to appropriately evaluate the DCN robustness and
propose new procedures to quantify DCN robustness. Currently, there is no detailed study available
centering on DCN robustness.
Reference [13], designs a protocol to enable secure, robust, cheating-resistant, and efficient
outsourcing of MIC to a malicious cloud in this paper. The main idea to protect the privacy is by
employing some transformations on the original matrix to get an encrypted matrix, which is sent to
the cloud; and then transforming the result returned from the cloud to get the correct inversion of
the original matrix. Next, a randomized Monte Carlo verification algorithm with one-sided error
is employed to successful handle result verification. Further, in this paper, the superiority of this
novel technique in designing inexpensive result verification algorithm for secure outsourcing and well
demonstrated. They analytically show that the proposed protocol simultaneously fulfils the goals of
correctness, security, robust cheating- resistance, and high-efficiency. Extensive theoretical analysis
and experimental evaluations also show its high-efficiency and immediate practicability.
In [14] Cloud Capacity Manager (CCM), a prototype system and its methods for dynamically
multiplexing the computing capacity of virtualized data centers at scales of thousands of machines,
for diverse workloads with variable demands are presented. Extending prior studies primarily
concerned with accurate capacity allocation and ensuring acceptable application performance. CCM
also sheds light on the tradeoffs due to two unavoidable issues in large scale commodity data centers:
(i) maintaining low operational overhead given the variable cost of performing management operations
necessary to allocate resources, and (ii) coping with the increased incidences of these operations’ failures.
Reference [15] adopts the intuitive idea of High-QoS First-Replication (HQFR) to perform data
replication. However, this greedy algorithm cannot minimize the data replication cost and the number
of QoS-violated data replicas. To achieve these two minimum objectives, the algorithm transforms the
QADR problem into the well-known minimum-cost maximum-flow (MCMF) problem. By applying
the existing MCMF algorithm to solve the QADR problem, the second algorithm can produce the
optimal solution to the QADR problem in polynomial time. Still, it takes more computational time
than the first algorithm.
Reference [16], utilizes Voronoi partitions to determine which data center requests should be
routed based on the relative priorities of the cloud operator. In [17], the ability to forecast electricity
demand, respond to peak load events, and improve sustainable use of energy by consumers, are made
possible by energy informatics. Information and software system techniques for a smarter power
grid include pattern mining and machine learning over complex events and integrated semantic
information, distributed stream processing for low latency response, cloud platforms for scalable
operations and privacy policies to mitigate information leakage in an information-rich environment.
Reference [18], proposes a new prototype system, in which the cloud-computing system is combined
with a so-called Trusted Platform Support Service (TSS) based on a Trusted Platform Module. In this
design, better effects can be obtained in authentication, role-based access and data protection in a cloud
computing environment.
Reference [19] presents a pruning algorithm in which a threshold parameter is used to control the
tradeoff between computation time and solution accuracy qualitatively. The algorithm is iterative with
decoupled state values in each iteration, and the paper parallelizes the state estimations to reduce the
overall computation time. They illustrate the proposal with examples where the pruning algorithm
reduces the computation time significantly without losing much precision in-game solutions, and that
parallelization further reduces the computation time.
44
Energies 2019, 12, 4517
An interdisciplinary MIT study [20] focused on integrating and evaluating existing knowledge
rather than performing original research and analysis. Besides, this study’s predecessors focused
on implications of national policies limiting carbon emissions, while do not make any assumptions
regarding future carbon policy initiatives. Instead, they mainly consider the impact of a set of ongoing
trends and existing policies. Reference [21] identifies and reviews several low-cost technology products
that enable various load control functions and in an innovative prepaid power meter that will have the
capacity to direct cash exchanges through remote intervention is built, keeping in mind the end goal is
to empower the client to energize his record from home. The user interface comprises an LCD, which
shows the power used and a measure of the bill to be paid, and will sound an alert when the balance
goes beneath a specific sum utilizing GSM. Prepaid meters are now present in the market and used
widely in a few African and European nations. Additionally, this will help service organizations in
staying aware of power thievery.
The review concludes that interval metering is not necessary to carry out load control functions.
Available technology can remotely switch loads without requiring a connection to a meter. While
one-way communication is essential to carry out remote switching of loads, two-way communication
is not necessary to carry out remote switching of loads. Metering, in some form, is required for the
settlement of the financial transactions associated with load control programs.
Reference [22] examined uncertainty in demand response baseline models and variability in
automated responses to dynamic pricing. It defined several demand response (DR) parameters, which
characterize changes in electricity use on DR days, and then presented a method for computing the
error associated with DR parameter estimates. In addition to analyzing the magnitude of DR parameter
errors, in this article, the authors develop a metric to determine how much observed DR parameter
variability is attributable to real event-to-event variability versus only baseline model error. Using data
from 38 C&I facilities that participated in an automated DR program in California, it was found that
DR parameter errors are significant. For most facilities, observed DR parameter variability is more
likely explained by baseline model errors, not real DR parameter variability; however, and several
facilities do exhibit real DR parameter variability.
Reference [23] proposes a mathematical model for the dynamic evolution where in particular
supply, demand, and clearing prices under a class of real-time pricing mechanisms are characterized
by passing on the real-time wholesale prices to the end consumers. The effects that such mechanisms
could have on the stability and efficiency of the entire system are investigated, and several stability
criteria are discussed. It is shown that relaying the real-time wholesale electricity prices to the end
consumers creates a closed-loop feedback system, which could be unstable or lack robustness, leading
to extreme price volatility. Finally, a result is presented, which characterizes the efficiency losses
incurred when, to achieve stability, the wholesale prices are adjusted by a static pricing function before
they are passed on to the retail consumers.
Fault current coefficient and time delay assignment for a microgrid protection system with a
central protection unit was discussed in [24], which utilizes relays of type-distributed generators
providing more protection between generators. This approach performs critical parameter assignments
like fault current coefficient and relay hierarchy. This method overcomes the difficulty of the manual
task of distributed generation (DG) and protection units.
Reference [25] proposed an approach for distributed network reinforcement using a time
segmentation algorithm, which reduces the computation overhead. Discrete particle swarm
optimization is used to overcome the problem of nonlinear and discrete optimization.
Reference [26] was focused on load models of appliances. The loads for different appliances
are generated using the profiles maintained and validated with actual distribution circuits. Then
on-demand sensitive load models are used to reduce the consumption of different consumer ports,
introduced the improvement of such load models at the machine level, and incorporated traditional
controllable burdens, i.e., space cooling/space warming, water heater, garment dryer and electric
vehicles. Approval of the machine level load models’ is done by contrasting the models’ output and
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the actual power utilization information for the related apparatus. The machine-level load models’ are
combined to create stack profiles for a dispersion circuit, which are approved against the load profiles
of a real distribution circuit. The DR-touchy load models are utilized to examine changes in power
utilization at both the household and the distribution levels, given an arrangement of client practices
and additional actions by a utility.
In [27], an approach for real-time voltage-stability margin control via reactive power reserve
sensitivities is proposed. In detail, a man-in-loop control method is used to boost reactive power
reserves (RPRs) while maintaining a minimum amount of voltage stability margin bus voltage limits.
The objective is to determine the most effective control actions to reestablish critical RPRs across
the system. Initially, the concept of reactive power reserve sensitivity concerning control actions is
introduced. In the sequel, a control approach based on convex quadratic optimization is used to find
the minimal amount of control necessary to increase RPRs above their pre-specified (offline) levels.
Voltage stability margin constraints are incorporated using a linear approximation of critical RPRs.
Reference [28], discussed an evaluation method for renewable DG in distributed networks. This
approach allocates DGs to maximize the usage of connections to the local distribution company and
customers. Reference [29] presents the algorithms and associated analysis, but guidelines, rules, and
implementation considerations are also discussed, especially for the more complicated situations
where mathematical analysis is difficult. In general, it is challenging to codify and taxonomize the
scheduling knowledge because there are many performance metrics, task characteristics, and system
configurations. Also, adding to the complexity is the fact that a variety of algorithms are designed for
different combinations of these considerations. In spite of the recent advances, there are still gaps in
the solution space, and there is a need to integrate the available solutions.
Security-aware scheduling strategy for real-time applications on clusters (SAREC) [30], proposes
a security-aware scheduling strategy, or which integrates security requirements into scheduling for
real-time applications by employing our security overhead model.
Scheduling real-time data-intensive applications (SARDIG) is a security-attentive dynamic
real-time scheduling algorithm architecture and a dynamic grid scheduling algorithm for providing
security for real-time data-intensive applications [31]. It proposes a grid architecture, which describes
the scheduling framework of real-time data-intensive applications. Also, the authors introduced a
mathematical model for providing security of the real-time data-intensive applications and a security
gain function to quantitatively measure the security enhancement for applications running in the
grid sites. They have also proved that the SARDIG algorithm always provides optimum security for
real-time data-intensive applications.
It could be concluded that the system has a problem of service selection in all the above approaches
when there is the considerable number of customers from different locations, so a new location-based
service and selection approaches are proposed in this paper. In the following Section 3, the proposed
location-based service selection approach is discussed, while Section 4 discusses the results achieved
by the proposed method.
3. User-Aware Power Regulatory System with a Location-Based Service Selection Scheme
The proposed user-aware power regulatory scheme gets updates about the power usage of users
through smart meters. The smart meters update the power usage details to the cloud service. Based
on the power usage details, the power regulatory model provides inputs to the users to control the
power usage of the connection. The selection of a location-based service selection scheme to provide
additional comprehensive and consistent services has to be done in a more tactical approach where the
time complexity should be reduced. The method audits the identity of the user using the auditing
service, and if the user has cleared the auditing service, then the way performs service selection. The
entire process is split into several stages, namely Location-Based Service Selection, Hash Function for
Key Generation, Signature Verification, Trust Management, and Profile-Based Access Restriction. In
this section, we will explain each of the functional stages in detail. Figure 1 presents the architecture of
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the proposed user aware power regulatory model with a location-based service selection framework,
and it shows the various stages of the proposed model.
 
Figure 1. The architecture of the LBSS Model.
3.1. User-Aware Power Regulatory Model
The smart meter accesses the cloud service intermittently to send power use details, prior month
use, cost, every month’s average units, number of units utilized at peak times, number of units used
during off peak-times and their relative offered price. Additionally, the shutdown date and complaints
registered, number of aggregate units, number of units utilized at peak time, number of units used
during the off-peak times and their relative offered cost are included, and user notifications are shown
on a smart meter display. The power regulatory model controls the flow of electric supply to the
user connection. At intermittent periods, the model produces electric bills and regulates the power
supply. At whatever point the instalment for the electrical supply not been paid, the substation sends a
control message to the smart meter to detach the electric supply. When the user pays his bills again,
then the substation sends the turn-on message to the meter, which provides the power back. The
power regulatory model utilizes the ZigBee convention to the correspondence between the smart meter
and substation.
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Algorithm 1: User-Aware Power Regulatory System
Input: User Usage Details
Output: Power to be regulated.
Start
Initialize the value of time slot Ti.
Tv = value of time slot Ti.
For each Time window Ti
Read Current usage units Cu.
Compute Number of units at peak time NPTu.
Compute Number of units at Off-Peak Time NOPTu.
Compute the cost of power usage CPU.
Compute Previous month usage Pmu.
Compute Previous month cost Pmc.
Compute Number of units on previous month Npm.
Compute No of units on peak time Nupt.
Compute No of units on off-peak time Nuopt.
Identify complaints registered Compl.
Compute shutdown date Sd.
Access Cloud Service Cs.
Cloud-Update-Service (Cu, NPTu, NOPTu, CPU,
PMU, Pmc, Npm, Nupt, Nuopt, Compl).
Display details to the smart meter.
End
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Algorithm 1, above generates user awareness. It accesses the cloud service to update the cloud, so
the smart meter can also show the recently registered estimations of energy utilization to the user. The
model controls the power supply by checking the instalment status by accessing the cloud service. In
light of the state of the instalment, the power status controls the electric supply through the smart meter.
3.2. Location-Based Service Selection
The user electronics readings are maintained at different locations of the county on different
servers. Each geographic region reading is stored on separate servers located in different geographic
regions. The user can view generated bills and make payment of bills through the cloud services.
Upon creating a request, the cloud platform selects the respective service, according to the location
of data or the server where the data is stored. To provide a more complete, and reliable service, the
selection is made in a more strategic way where the time complexity should be minimized. The range
of services is based on the location of the data, and then the user communicates with the selected
service. The cloud management console makes the selection, and once the service is selected, then the
user request is transferred to the service chosen (see Algorithm 2).
Algorithm 2: Location-Based Service Selection
LBSS(UserId Uid, UserLocation Uloc)
Output: Selected cloud service CS.
Step1: Read user-id Uid.
Step2: Read user location Uloc.
Step3: Read service details SD, service History Sh.
Step4: Select available services according to the location Uloc.
Ss =
∫ N
i=1 Mx(sh) × (Sd(Uloc))
N = number of available services.
Mx =Minimum frequency of service
Sh = service history
Step5: Return SS.
3.3. Hash Function for Key Generation
The cloud user is assigned a secure key using which the user is identified and authenticated. The
generation of the secret key is a dynamic process which is initiated for each reading, and the key is
destroyed when the user completes the task. The key generation mechanism uses a hash function
where the parameter of the hashing function also is changed when the existing or other users enter the
system the next time. The selection of parameters and functions will also be adjusted according to the
region of the user to provide more security and to avoid guessing attacks (see Algorithm 3).
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Algorithm 3: Hashing Function for Key Generation
Intake: Locations loc, Schemes S.
Outcome: Secret key SecK.
Read location details LD from the database.
Compute Nl = Number of locations from Ld.
Nl = sizeof(LD).
Generate Random Number Rn.
Rn = f (x) =
∫
∅(1, S).
Selected Scheme SeS = S(Rn).
If (SeS %2) = 0 then
Generate Secret Key SecK.
Initialize SecK =
∫ 8
i=1 SecK(i) = 0).// initialize the key to the size of 8 bit and set all bit to 0.
//Set the bit 1,2 = for region 1,2,3
//Set the bit 3,4 = for scheme 1-Feb no, 2-ams no, 3-Mona
//Set bit 5 and 6 = for the value -
//Set the bit 7,8 with meter no
User region ur = select the region of the user.
Select a random number for the addressing scheme RanS.
If(RanS = 1)
Ms = Select a Fibonacci number within ur.
Ms = f (x) =
∫
®∩ (∑ Fibanacci ∈ (1, UR))
Else if (RanS = 2)
Ms = select a amstrong number within ur.
Ms = f (x) =
∫
®∩ (∑ Amstrong ∈ (1, UR))
Else
Ms = select a manorama number within ur.
Ms = f (x) =
∫
®∩ (∑ Manorama ∈ (1, UR))
End
Construct sk = {Ur,RanS,NS,Mr}.
Else
Create a Secret Key SecK.
Initialize SecK =
∫ 16
i=1 SecK(i) = 0).// initialize the key to the size of 16 bit and set all bit to 0.
//Set the bit 1 to,4 = for region 1,2,3
//Set the bit 5 to 8 = for scheme 1-Feb no, 2-ams no, 3-Mona
//Set bit 9 to12 = for the value -
//Set the bit 13 to 16 with meter no
User region ur = select the region of the user.
Select a random number for the addressing scheme RanS.
If(RanS = 1)
Ms = Select a Fibonacci number within ur.
Ms = f (x) =
∫
®∩ (∑ Fibanacci ∈ (1, UR))
Else if (RanS = 2)
Ms = select a amstrong number within ur.
Ms = f (x) =
∫
®∩ (∑ Amstrong ∈ (1, UR))
Else
Ms = select a manorama number within ur.
Ms = f (x) =
∫
®∩ (∑ Manorama ∈ (1, UR))
End
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3.4. Signature Verification
In this stage, the user key has been verified. The verification process is performed by extracting
the bit level information of the received key. If the key size is 16 bits, then a 16 bits keying mechanism
is used; otherwise, an 8 bits keying mechanism is used (see Algorithm 4).
Algorithm 4: Signature Verification
Intake: SecK.
Outcome: True/False
Read Given Secret Key SecK.
Read Key Set KeyS from Key Base Kb.




If Ks = 8 then
Split SecK by the 2-bit key base.
Ur = SecK(1,2).
Scheme SN = SecK(3,4).
Number Mn = SecK(5,6).
Meter No Mr = SecK(7,8).
Else
Split SecK into 4 bit Key Base.
Ur = SecK(1,2,3,4).
Scheme ScN = SecK(5,6,7,8).
Number Mn = SecK(9,10,11,12).
Meter No Mr = SecK(13,14,15,16).
End
If(ScN = 1)




Else if (ScN = 2)
















Trust management is the critical process in service selection because the user is allowed to accessing
the service only if he passes the trust evaluation. The trust management is categorized based on the
type of users. By identifying the user type from the request, the identity of generic users is verified
based on the crucial secret mechanism. For the internal registered users, the primary public/private
critical method is used. Any user is allowed to access the service based on the trust verification result.
3.6. Profile-Based Access Restriction
The cloud platform is comprised of different users and has to be restricted to minimize access by
different users. For example, the internal user needs to view the readings of various users and needs to
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generate reports on them, and so on. The internal users must be able to access the data more frequently,
whereas the external users do not. The external user needs one-time access or access for a short time to
pay the bills so that the proposed work restricts the access based on the roles. It provides role-based
access restriction to offer more security to the cloud platform and thus, outsiders cannot make flooding
attacks on the proposed system.
4. Results and Discussion
The proposed SG is entirely simulated using the CloudSim platform, and the coding is written
using 32 bit Java language for Windows 7 or 8. The processor used is a Core i5 with 8 GB RAM for
higher computational operation. The application server used is Tomcat 5.0.6. The proposed user-
aware Power Regulatory Model with Location-Based Service Selection approach, is implemented and
evaluated for its efficiency. The technique has been assessed utilizing different setups with a vast
number of service points and numbers of users. The strategy has been tried with varying situations
of re-enactment for various periods. Table 1 lists the details of the simulation parameters utilized to
assess the execution of the proposed technique. Figure 2 shows a preview of the smart meter intended
for the proposed system. Figure 3 is a preview of the user interface utilized by the power station staff
to refresh the unit costs for an assortment of associations. Table 2 shows the completeness ratio of three
different algorithms, and it shows that the proposed method has a higher completeness measure value
that indicates its efficiency in providing guaranteed service.
Table 1. Simulation Parameters.
Parameter Value
Laxity Time 100–500 s
Network Bandwidth 10 Mbps
Number of Cloud Servers 32
Number of cloud services 2
Number of service providers 2
Number of Users 1 million
Number of Insiders 10,000
 
Figure 2. Snapshot of the smart meter display.
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Figure 3. Snapshot of the power station interface.
Table 2. Comparative of completeness ratio results.
Completeness Ratio
Laxity (S) EDF SAREG SARDIG Location-Based
100 0.79 0.82 0.83 0.89
200 0.80 0.81 0.85 0.90
300 0.83 0.85 0.87 0.91
400 0.84 0.86 0.89 0.92
500 0.85 0.87 0.91 0.93
The proposed solution has been implemented is Hadoop, which is a cloud computing platform
integrated with the proposed solution to evaluate the proposed methodology. Three different clouds
are created, with each one is running at various locations and on three service providers, which are
running at N locations. The proposed solution is hardwired with the electric meter, and wireless
communication is enabled to access the cloud service. Another web interface is specially designed
for users to use and complete the payment procedures. To evaluate the performance of the proposed
solution, Availability Ratio, Completeness Ratio, Security Value, Overall Performance Ratio, measures
were the metrics examined. Availability is the ratio of total requests submitted and total requests
handled. Completeness is the ratio between total submitted requests and the number of requests
processed successfully. The security level is measured by total requests generated and completed.
Overall performance is the ratio of the total number of requests submitted and the number of jobs
completed in a particular time-frame.
The performance of the proposed method is compared with three well-known scheduling
methods of the grid environment, namely Earlier Deadline First (EDF) [29] algorithms, Security-Aware
scheduling strategy for Real-time applications on Clusters (SAREC) [30] and the Security of Real-Time
Data-Intensive Applications on Grids (SARDIG) [31]. Table 2 shows the simulation results of the
completeness ratio for the four algorithms. The completeness ratio is computed using different deadline
bases or latency time (from 100 to 500 s). The proposed algorithm shows a better completeness ratio
than the other algorithms as the deadline base or latency increases. Table 2 shows that the proposed
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method has a higher ratio, which raised from 0.85 to 0.93, which demonstrates its efficiency in providing
guaranteed service.
Table 3 shows the service availability ratio of four different algorithms, and it shows that the
proposed method provides more service availability than other methods. Table 4 shows the simulation
results of the security value for the four algorithms. The security value is computed using the total
number of requests submitted and several requests fulfilled per number of users present in the network.
Table 3. Shows the comparison results of serviceability.
Availability Ratio %
No. of Users EDF SAREG SARDIG Location-Based
1 million 72 82 89 98.7
2 million 69 79 85 97.6
3 million 67 75 81 96.6
5 million 63 72 77 95.8
10 million 59 69 72 95.1
Table 4. Shows the comparison results of the security level.
Security Level Value
No. of Users EDF SAREG SARDIG Location-Based
1million 0.89 0.92 0.95 0.99
2 million 0.83 0.85 0.90 0.96
3 million 0.77 0.79 0.86 0.93
4 million 0.61 0.72 0.82 0.91
5 million 0.55 0.65 0.77 0.89
Figure 4 shows the time complexity of different methods to access the service where the service
and data are available at various locations of the region. The time complexity is Φ (N × M), where
N—is the number of locations where the service is available, and M—is the number of service providers
available. The overall time complexity is computed as follows:
Time complexity Tc = N × Log (M)
Figure 4. The time complexity of different approaches.
Figure 4 shows that the proposed method produces more efficient results compared to the
other algorithms.
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5. Conclusions
In this paper, we have proposed a user-aware power regulatory model with a location-based
service selection approach for smart grids. The model provides functionality for smart meters to
update the user details to the cloud as well be displayed on a smart meter display. Depending on
the recommendations from the smart meter display, the users can change their usage patterns. As
per the design, the proposed model manages the power supply to all its connecting units and a
location-based service selection for secure and reliable access for the cloud services in a smart grid.
It maintains a list of trustworthy users with different authentication mechanisms. For a registered
internal user, it provides role-based access and user access restriction is provided based on their
frequency of access. A malicious intruder or an unauthorized user is restricted from accessing the
system through various hash-based signature verification mechanisms that ensure that the cloud is
secure. Further, the access session duration is limited to prevent the system from being affected by
flooding attacks. The experimental results show that the proposed model obtains higher performance
in terms of high throughput and quality of assurance than other existing methods. The next step
to introduce a secure and trusted solution is the requirement that needs to be focused on and to be
addressed by the cloud-computing infrastructure.
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Abstract: This paper presents the validation and characterization of a wavelet based decomposition
method for the assessment of harmonic distortion in power systems, under stationary and
non-stationary conditions. It uses Wavelet Packet Decomposition with Butterworth Infinite Impulse
Response filters and a decomposition structure, which allows the measurement of both odd and
even harmonics, up to the 63rd order, fully compliant with the requirements of the IEC 61000-4-7
standard. The method is shown to fulfil the IEC accuracy requirements for stationary harmonics,
obtaining the same accuracy even under fluctuating conditions. Then, it is validated using simulated
signals with real harmonic content. The proposed method is proven to be fully equivalent to Fourier
analysis under stationary conditions, being often more accurate. Under non-stationary conditions,
instead, it provides significantly higher accuracy, while the IEC strategy produces large errors. Lastly,
the method is tested with real current and voltage signals, measured in conditions of high harmonic
distortion. The proposed strategy provides a method with superior performance for fluctuating
harmonics, but at the same time IEC compliant under stationary conditions.
Keywords: harmonic analysis; power quality; wavelet transform; wavelet packet;
measurement techniques
1. Introduction
The fast evolution of electrical and electronic technologies is generating an exponential growth in
the use of non-linear loads, such as switch-mode power supplies, electronic lighting ballasts [1], and
other harmonic sources whose penetration can be expected to increase substantially in the future [2].
Harmonic distortions coming from new-generation sources and loads are generally larger and less
regular than those due to traditional sources and loads, making power and energy more difficult to
measure [3,4]. International standards have been developed to define acceptable limits and suitable
measurements techniques for power systems’ harmonics, e.g., [5,6]. Fourier spectral analysis is the
most widely used approach for the evaluation of the harmonic content in power systems, due to
its excellent accuracy under stationary conditions. This choice is reflected in the IEC 61000-4-7 [5]
standard, which defines harmonics measurements and instrumentation requirements. This standard
proposes the use of the Fast Fourier Transform (FFT), a fast and efficient algorithm for performing
the Discrete Fourier Transform (DFT). Although the DFT is valid under general conditions, it is
well known that limitations arise when it is applied to non-stationary signals, which is the normal
situation in modern power systems. When fluctuating harmonics are analyzed with a DFT, the energy
contained in the harmonics is distributed across the spectrum, affecting the accuracy [7]. For this
reason, the IEC 61000-4-7 standard proposes a grouping strategy in order to improve the accuracy in
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non-stationary conditions and, at the same time, explicitly mentions the possibility to employ more
advanced processing tools. During the last few years, alternatives to DFT have been proposed in the
literature. A common workaround is to use the Short Time Fourier Transform (STFT), which assumes
the signal to be piecewise stationary, but other methods have been suggested as well [8]. Among
them, there is Wavelet Transform (WT), typically in the form of Discrete Wavelet Transform (DWT).
The main advantage of DWT is that, while DFT requires a stationary, perfectly periodic sinusoidal
signal to work properly, this is not a requirement for DWT. This signal processing tool has a wide
range of applications, including power systems, where it proved to be extremely useful in signal
denoising, short time predictions, fault detection, and energy management [9–14], as well as for
Power Quality [15–19]. From WT, Wavelet Packet Decomposition (WPD) was derived, generalizing
the link between wavelets and Multiresolution Analysis (MRA). Thanks to the uniform frequency
bands that can be obtained with WPD, its application in Power Quality has been proposed for power
calculation [20,21] and harmonic measurements [22–24]. However, the WPD harmonic analyses
proposed in the literature do not look complete from the point of view of compliance with international
standards and capabilities under stationary conditions, as will be discussed in Section 2.
To complete the current scenario, this paper presents a WPD method for a full harmonic analysis,
in contrast with the valuable, but partial work developed in recent years, e.g., [22–25]. The proposed
method takes advantage of the superior performance of WPD with fluctuating harmonics with respect
to Fourier analysis. On the other hand, it is for the first time compliant with the IEC 61000-4-7
standard. This result, never achieved before, is possible thanks to the accurate selection of the filtering
implementation and to the uniform frequency bandwidth division of WPD, as studied by the authors
in [26]. To assess the method’s implementation and validate its superior performance within the
IEC standard requirements, several voltage signals with known harmonic content, both in stationary
and fluctuating conditions, were tested. The accurate assessment of individual harmonic values was
the main focus of the proposed method, and therefore, they were the objective of the validation.
Other indices, like for instance Total Harmonic Distortion (THD), were not considered since they
are the result of a further processing stage that can be performed in the same way as for FFT, as
explained in Section 2.2. In Section 4.4, a comparison of the computational effort is provided, and
finally, in Section 5, the method is tested with real voltage and current signals measured in a high
harmonic distortion environment.
2. The Proposed WPD Method
2.1. Wavelet Transforms in Power Systems
WT is a mathematical transform that provides a representation of a function by a series of
orthonormal functions, generated by scaling and translating a wavelet. It is particularly powerful in
the measurement of the time-frequency variations of spectral components, but not suitable for power
harmonics analysis because of the non-uniform frequency bands obtained. WPD is an extension of WT
where the frequency axis is divided into equally wide intervals, instead of the traditional division in
dyadic intervals, whose sizes have an exponential growth [27]. The advantage is that, with an accurate
selection of the sampling frequency and the decomposition structure, it can lead to uniform frequency
bands of the desired size and can therefore be employed for harmonics analysis. Previous works on
WPD based algorithms for harmonics analysis can be found in the literature, but up to this moment, no
IEC compliant approach, with complete harmonic analysis, has been proposed. Hamid et al. presented
in [21] a WPD method for Root Mean Squared (RMS) and power measurements, from which harmonic
distortion can be obtained. However, with this approach, only odd harmonics can be evaluated, and
the wide frequency bands that can be obtained are not compliant with IEC standards. Eren et al.
proposed a decomposition scheme in [22], but again, only bands centered in odd harmonics were taken
into account. Moreover, results were shown only up to the seventh order. A more refined strategy was
proposed by Diego and Barros in [24], where the 50 Hz wide frequency bands were compatible with
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IEC 61000-4-7 [5], but the decomposition was performed only up to the 15th order, far from compliance
with the IEC standards.
Additionally, a major drawback of WPD based algorithms is their difficulty to compete with FFT
in terms of computational speed. The FFT algorithm is the result of many years of developments and
advances of Fourier analysis, while newly proposed methods (such as WPD) are not yet optimized
for high performances. However, this gap is reducing, thanks to the constant increase in available
computational power and the possibility of hardware implementation. In [23], it was shown that WPD
can be efficiently implemented and be employed online for harmonics analysis. However, although the
work showed the feasibility of online measurements, the same limitations on the results were found,
i.e., the evaluation of only odd harmonics, limited total bandwidth (only up to 15th order), and too
wide frequency bands (even harmonics contributions were included in the odd ones).
WPD algorithms continue to be interesting for power system researchers, as suggested by recent
works [20,23], but in order to move forward and make WPD a feasible and better alternative to DFT,
a complete algorithm for harmonic assessment must be designed. Modern power systems, with the
increasing presence of non-linear loads, require a method compatible with the IEC standards, able to
measure not only odd harmonics, but also even harmonics, and up to the highest possible order.
2.2. Characteristics of the Proposed Method
The past limitations of WPD arose from the difficulty of adjusting the algorithm to the constraints
given in the IEC 61000-4-7 standard, which is not trivial. Among these constraints, there are: a fixed
rectangular sampling window of 10 cycles of the fundamental (200 ms at 50 Hz), frequency bands
of 50 Hz centered in integer multiples of the fundamental (both even and odd), a bandwidth up to
the 50th harmonic order (2500 Hz), and mainly, the fulfillment of the accuracy requirements for the
stationary case. Therefore, the implementation of an IEC compliant algorithm is not just an extension
of previous studies, since it requires overcoming the previous limitations and keeping the accuracy
within the prescribed limits.
In this paper, it is shown that this can be achieved by an accurate study of the WPD
implementation. The novel algorithm hereafter presented is the continuation of the work performed
by the authors in [26], where a detailed study was conducted to define a methodology for the
selection of the most suitable filter and convolution technique for WPD applied to power systems’
harmonics. The methodology proposed in [26] is here employed to develop and characterize a
complete measurement method. In order to obtain the IEC frequency bands, up to at least the 50th
order, a sampling rate of 6400 Hz is necessary, and seven levels of decomposition must be implemented.
These necessary features set high requirements on the frequency selectivity of the decomposition filters.
The work performed in [26] showed that a maximally-flat Butterworth Infinite Impulse Response (IIR)
filter of order 29 was the most suitable choice, and for this reason, it was employed in this paper
as the mother wavelet. Its superior behavior in frequency selectivity, number of coefficients, and
spectral leakage under realistic conditions, compared with traditional mother wavelet functions
(e.g., db20, db10, Vaidyanathan, etc.) provides the high level of accuracy required to comply with the
IEC standards in both stationary and non-stationary conditions. It must be noted that, although IIR
filters have a non-linear phase, it does not represent a problem because the purpose of the method is
to extract the RMS content of each frequency band, and the convolution technique presented in [26]
allows preserving this information even with non-linear phase filtering.
In the following, the filtering procedure at each node of the decomposition tree is explained:
the input signal f is recursively convolved by a pair of Quadrature Mirror Filters (QMFs), high pass
and low pass filters (h(n) and g(n), respectively), and then, the filtered signals are downsampled by
a factor of two, taking into account that the employed filters are half band filters (see Equations (1)
and (2)). Thus, the high pass and low pass QMFs used were obtained from the corresponding IIR
Butterworth filter of order 29, as discussed before. This WPD scheme was designed and implemented
using MATLAB, allowing the authors to speed up the validation and testing procedure under realistic
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input conditions, i.e., with the evaluation of real voltage waveforms. The following equations describe
the basic filtering stage of the WPD method, in which the wavelet coefficients at level l, node i, are
obtained from the convolution of the input signal at the previous level with the filters’ coefficients and
subsequent downsampling.
D2il (k) = ∑
n
g(n)Dil−1(2k − n) (1)
D2i+1l (k) = ∑
n
h(n)Dil−1(2k − n) (2)
where i = 0, 1, . . . , 2(l − 1)− 1, and h(n) and g(n) are the high pass and low pass filter coefficients,
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Figure 1. Wavelet Packet Decomposition (WPD) filtering and decimation scheme.
Table 1 summarizes the characteristics of the decomposition structure at each node, including
information about the number of nodes per level, samples per node, effective time resolution, and
bandwidth for every node at each level.
Table 1. Decomposition tree summary.
Level Number Number of Nodes Samples/Node Δt (ms) Bw/Node (Hz)
1 2 640 0.312 1600
2 4 320 0.625 800
3 8 160 1.250 400
4 16 80 2.500 200
5 32 40 5.000 100
6 64 20 10.000 50
7 128 10 20.000 25
7* 128/2 = 64 10 + 10 = 20 N/A 25 + 25 = 50
It is possible to observe that nodes at the seventh decomposition level have a bandwidth of
25 Hz. The required 50 Hz bands were obtained by a two-nodal-grouping (7*, last level in Table 1).
Aggregated RMS harmonic values are derived from individual node content as follows [15]:
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xrms(j, p + q) =
√√√√∑k (d pj,k)2 + ∑k (d qj,k)2
N
(3)
where p and q are the two grouped nodes, N the total number of data, k the index counter, and j the
level at which the RMS calculation is performed. In order to obtain the correct IEC bands, the grouping
must satisfy: q = p + 1, p = 2, 4, 6, ... (the first node is discarded).
Thanks to this two-nodal-grouping, each band corresponded exactly to an IEC harmonic group,
and therefore, any further processing stage, e.g., THD calculation or time aggregation according to IEC
61000-4-30, is perfectly possible. The algorithm was indeed designed to represent an alternative to FFT
for power quality analyzers, assuming sampled values as input and producing compliant individual
harmonic values as output. As a result, the method did not have any additional requirements than
those of FFT.
3. Compliance with IEC Accuracy Requirements
This section presents a test of accuracy, showing that the proposed method fulfills the IEC
precision requirements for the stationary case and overperforms the IEC standard method for the
non-stationary case.
IEC 61000-4-7 prescribes, for Class I accuracy, a maximum error of 5% in the evaluation of
harmonic components, in case of single frequency and steady-state signals. In order to test the
compliance of the proposed method, fifty steady-state signals ui(t), of single harmonic frequency
ranging from harmonic order one to 50, were generated with a MATLAB script and subsequently




2 sin (i 2π f0t) (4)
where i is the ith test containing the ith pure tone, f0 is the power frequency (50 Hz), and t is the time.
The top graph in Figure 2 shows the errors obtained with the proposed method for each ith
harmonic order, with respect to the expected values, which in this case was always 100. It can be seen
that the errors were well below the limit for Class I instruments for every harmonic order. The slightly
higher errors for order 31st and 33rd were due to an intrinsic characteristic of WPD, which affected the
central decomposition bands, as explained in [26]. This, however, did not compromise the accuracy,
and compliance with IEC 61000-4-7 was proven.
The same test was repeated for non-stationary single frequency signals. To obtain non-stationary
signals, the fluctuation pattern proposed in IEC 61000-4-7 Annex C.3 was employed, i.e., a reduction of
the RMS of the signal from 100% to 20% at t = 85 ms in a 200 ms window. Since FFT is not suitable for
measuring fluctuating harmonics, the standard proposes a grouping strategy, where the FFT bins are
summed into harmonic groups to reduce the uncertainty. However, no accuracy limits are prescribed
for this scenario. The bottom graph in Figure 2 shows the errors obtained in the case of fluctuating
signals using the conventional FFT, the grouped IEC strategy, and the proposed WPD method. It can
be seen that the conventional FFT produced errors of the order of 20%, while the IEC grouping strategy
allowed a reduction of the error below the 5% limit. In this case, the proposed WPD method further
reduced the error, for every order but 31 and 33, never exceeding the IEC stationary-state limits.
The proposed method was therefore equally valid as the grouped FFT for single frequency signals,
both stationary and fluctuating, and significantly superior to standard FFT, as expected.
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Figure 2. Top: errors of the proposed method with steady-state single frequency signals. Bottom:
comparison of the error produced by the conventional FFT, the grouped IEC, and the WPD methods in
case of single frequency signals, under fluctuating conditions (as explained in the text). The grey lines
show the limits provided by IEC 61000-4-7 for stationary conditions.
4. Validation of the Method
The validation of the method required a more complex harmonic content than single frequency
signals. Moreover, in order to be able to assess the accuracy of the method and compare it with the
accuracy of Fourier analysis, the true harmonic content of the signals needed to be known a priori,
i.e., synthetic signals must be employed. For this reason, realistic signals were generated, starting from
the National Physics Laboratory (NPL) Power Quality Waveform Library [28], a public repository
of waveforms with known harmonic content, representative of voltage signals found in the grid or
used for calibration of equipment. This approach allowed obtaining waveforms whose true harmonic
content was known and, at the same time, was realistic harmonic content.
4.1. Test Waveforms
The 13 employed waveforms are presented in Table 2. It was decided to employ all the waveforms
of the NPL library coming from direct measurements in the grid (11), together with two synthetic
waveforms, to further test the method. The synthetic waveforms were a square wave, allowing testing
harmonic contents up to the 49th order, and a waveform whose harmonic content was created using
IEC 61000-3-2:2000 limits for harmonic voltage emissions [28]. In each case, the power frequency was
50 Hz, so the duration of the test waveform was 200 ms, as prescribed in IEC 61000-4-7, while the RMS
amplitude of the fundamental components was 230 V. Table 2 also shows the THD factors calculated
from the nominal harmonic content values reported in [28]. For the study of the non-stationary case,
the following modulation patterns were applied to the test waveforms:
• Constant modulation: instantaneous reduction of the amplitude from 100% to 20%, 85 ms after
the beginning of the signal. This is the modulation proposed in IEC 61000-4-7.
• Linear modulation: amplitude linearly reduced from 100% to 75% in the last 115 ms of the signal.
This modulation represents a motor start.
• Rectangular modulation: flicker-type modulation of 5% amplitude and 8.8 Hz modulation frequency.
The last two modulations were considered to provide a more reliable validation, since they could
be realistically found in the grid, in the case of the connection of large loads or in the case of flicker [29].
More information about the modulation patterns is given in Section 4.3.
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Table 2. Validation test waveforms, taken from [28], showing the total number of harmonic components
included n, the most intense harmonic order H, and the calculated THD.
ID Description n H THD (%)
1 IEC 61000-3-2 voltage limits for the power amplifier 38 3 1.26
2 Voltage waveform for an accounting operation building 4 5 2.80
3 Voltage waveform for an apartment building 6 5 1.95
4 Voltage waveform for a commercial and residential load 3 5 2.44
5 Voltage waveform of fluorescent lights with electronic ballast 5 5 3.74
6 Voltage waveform of fluorescent lights with magnetic ballast 3 5 2.69
7 Voltage waveform for an industrial and residential load 3 5 3.00
8 Possible limits of voltage harmonics of a single phase feeder 49 3 6.72
9 Voltage waveform for a machining plant 4 5 2.00
10 Voltage waveform for a residential load 3 5 2.55
11 Square wave 24 3 47.30
12 Voltage waveform for a supermarket 4 5 2.42
13 Voltage waveform for a welded pipes plant 4 5 2.40
4.2. Validation for Stationary Conditions
In this section, an extensive analysis is presented for the case of Waveform 1, in steady state
conditions. Figure 3 shows the obtained results for Waveform 1, along with the calculated errors.
Figure 3. Analysis of the IEC 61000-3-2 limits waveform under stationary conditions. The comparison
is made between the IEC, the grouped IEC, and the proposed WPD methods. The upper graph shows
the spectrum of the RMS content of each IEC frequency band for the three methods, compared to the
real content. The middle graph shows the errors for each frequency band. The difference between the
errors is shown in the bottom graph.
The harmonic content was significantly more complex than single frequency signals, and it
is possible to see that the results of the FFT slightly deviated from the expected values. The same
happened with the grouped FFT and the proposed WPD method. In all of the cases, however, the errors
were very low, always lower than 0.2%. Depending on the harmonic order and on the frequency
content, the WPD errors were higher or lower than FFT. The bottom graph of Figure 3 shows a plot of
the difference between the error of the WPD results and the error of the results of the grouped FFT
(which resulted in being more accurate than standard FFT). This value indicated how worse WPD
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was performing with respect to the grouped FFT. Negative values mean that WPD was performing
better. It is possible to see from Figure 3 that the error of the proposed WPD method was always lower
than the IEC method, except for the orders four and 39 where, however, the difference was negligible
(less than 0.005%). In any case, all the errors presented were extremely low, and all the methods were
perfectly suitable for stationary harmonics.
The other 12 waveforms were assayed with the same methodology, and a summary of the obtained
results is presented. Figure 4 shows that, among all the assayed waveforms, the maximum difference
between the errors of the two methods was less than 0.35%, which represented the worst case. This
means that in the case of stationary signals, the presented method was almost never worse than the
FFT or the grouped FFT, and when it was, the deviation was negligible.
Figure 4. Maximum positive difference between the error of the WPD and grouped IEC methods.
4.3. Validation for Non-Stationary Conditions
In this section, the performance of the proposed method in the case of non-stationary realistic
waveforms is assessed. The results were compared to the strategy proposed by IEC 61000-4-7,
i.e., grouped FFT. Among the scenarios discussed so far, this was the most relevant one, since it was
the closest to reality, where voltage and current waveforms are often, if not always, non-stationary. As
stated in Section 4.1, three different fluctuation patterns were applied to the 13 waveforms previously
identified. In this regard, Figure 5 illustrates the three types of modulations that were used.
Figure 5. Schematic illustration of the employed modulation patterns. From left to right: constant
modulation, linear modulation, and flicker-type modulation.
Figure 6 shows the results obtained for Waveform 1 with constant modulation. It can be easily
seen how the proposed WPD method was significantly more accurate than the grouped FFT, which
produced large errors. When the measured RMS content was less than 1%, the percentage of error was
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calculated with respect to the nominal voltage, according to the IEC 61000-4-7 standard [5]. The results
of the conventional FFT produced even larger errors and, for the sake of clarity, are not presented.
Depending on the harmonic order, the deviation of the proposed WPD method from the real content
of the signal could vary, but it was always more accurate than the grouped IEC method. This is
confirmed by the bottom graph of Figure 6, which shows the difference between the errors made
by the two methods. As can be seen, all the values were negative, meaning that WPD always gave
more accurate results than grouped FFT, and in some cases with a large difference. It can also be
seen that, in both methods, the largest errors were usually produced when no harmonic content was
expected. In this case, the appearance of non-zero values was due to the so-called energy leakage, i.e.,
part of the harmonic content of nearby bands leaked to a band where no content should be present.
This affected both methods, but it was evident that WPD was significantly superior in dealing with
this issue, providing a far better overall accuracy.
Figure 6. Analysis of the IEC 61000-3-2 limits waveform under non-stationary conditions (constant
modulation). The upper graph shows the spectrum of the RMS content of each IEC frequency band for
the three methods, compared to the real content. The middle graph shows the errors for each frequency
band. The difference between the errors is shown in the bottom graph.
The other 12 waveforms were assayed with the same methodology, and a summary of the obtained
results is presented. In this case, to quantify and compare the overall accuracy of the two methods,








where εh is the error produced for order h, and N is the total number of bands, 50 in this case.
This quantity is typically used in statistics to measure how well a distribution fits experimental data.
However, in this case, it was used to aggregate the errors of each tested method over all harmonic
orders into a single measure and have an estimation of the overall accuracy. The higher the RMSE,
the lower the overall accuracy. Figure 7 shows the RMSE obtained with both methods, for all the
considered waveforms (see Table 2). The constant modulation was employed (the same proposed by
IEC 61000-4-7 for fluctuating harmonics). In order to better appreciate the large differences, results are
plotted in logarithmic scale. The significantly lower RMSE for the proposed WPD method means a
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higher overall accuracy of the proposed method. Figures 8 and 9 present the same analysis, but using
the linear modulation and the flicker-type modulation, respectively.
Figure 7. RMSE for each assessed waveform under fluctuating conditions, for grouped IEC and WPD,
in the case of constant modulation.
Figure 8. RMSE for each assessed waveform under fluctuating conditions, for grouped IEC and WPD,
in the case of linear modulation (motor-start type).
Figure 9. RMSE for each assessed waveform under fluctuating conditions, for grouped IEC and WPD,
in the case of flicker-type rectangular modulation.
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It can be seen that the overall accuracy of the WPD method was always significantly superior
to the grouped FFT, for all the tested waveforms and types of modulations. The only case where
the overall accuracy of WPD was comparable with the grouped FFT was the case of Waveform 11
(square wave) with the linear modulation. However, even in this extremely non-realistic case, WPD
showed a better performance. Table A1, reported in Appendix A, provides a summary of the maximum
errors obtained in the calculation of individual harmonic components, for all the assayed waveforms,
in the four validation scenarios (stationary and fluctuating). It can be seen that the maximum error
never exceeded 1%, with the maximum obtained error being 0.678%. Although this was far from being
a mathematical formulation of the error, it could be considered as an indication of the accuracy of the
proposed method.
4.4. Computational Effort
A drawback of the proposed WPD method could be the high number of operations that must be
performed. At each level of decomposition, the number of filtering operation increased exponentially,
although the decimation allowed reducing the number of samples that were convolved with the filter
coefficients. In order to characterize the computational effort required, a comparison was performed
by analyzing the same waveform, under the same conditions, with both methods. Although it did not
represent an exhaustive study of the computational complexity, a comparison of the time required by
the two methods on the same computer, for the same signal, and under the same operating conditions
can be considered as an indication of the relationship between the computational effort of the two
methods. The same analysis was repeated 1000 times for each of the 13 waveforms described in
Section 4.1, and later, the 13,000 results were averaged. The results, obtained on a 3.00 GHz Intel Core
i5-7400 CPU with 16 MB RAM computer, are reported in Table 3.
Table 3. Comparison of the average computational time for both methods on the same computer.
Computational Time (FFT) (s) Computational Time (WPD) (s) Ratio WPD/FFT
3.6 × 10−4 5.2 × 10−2 148
As can be seen, the time required by the proposed WPD algorithm resulted in being, on average,
148-times higher than FFT. However, it can be seen that, at least on the testing machine, the method
had the capability of being performed online, since the time required for the calculation was less than
the duration of the analyzed signal, i.e., 10 cycles of the power frequency (approximately 200 ms).
A possible strategy to reduce the computation time is to implement the proposed method on an Field
Programmable Gate Array (FPGA) since the structure, based on the iterative application of the same
filter, is particularly suitable for hardware implementation and the time reduction could be significant,
as demonstrated by recent works [23,30].
5. Analysis of Real Signals
The newly proposed method, after being validated, was employed to analyze real waveforms.
In order to obtain real waveforms, measurements were taken at the point of connection of an Active
Front End (AFD) device. It as a three leg 50 kW converter, with a 20 kHz switching frequency. Current
and voltage waveforms were acquired using a NI PXIe-6124 module (installed on an NI PXIe-1071
chassis), equipped with a Pico TA044 70 MHz 7000 V differential voltage probe and a Tektronix
TCP2020 50 MHz 20 A AC/DC current probe. The assayed AFD was designed to obtain low power
losses, high efficiency (>96%), and most importantly, to produce low harmonic distortion. At nominal
power, the THD was less than 0.6%. Therefore, in order to obtain signals with higher harmonic content,
the harmonic distortion was enhanced by operating the device at 5% of its nominal power. In this
way, the fundamental current was greatly reduced, while the harmonic components were only slightly
reduced, increasing the current THD up to 50%.
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The top graphs of Figure 10a,b show the acquired voltage and current waveforms, respectively,
with a total duration of 10 cycles of the fundamental (approximately 0.2 s), according to the
IEC 61000-4-7 standard. It must be noted that in these cases, the error could not be calculated since
the real energy content of each harmonic group was not known a priori. For this reason, the bottom
plots of Figure 10a,b show the absolute difference between the RMS values obtained with the two
methods, for each harmonic group, and not the error. Hence, it is not possible to know which method
performed better, but only how different the results could be from each other. The voltage waveform
in Figure 10a offers the possibility to analyze a mostly stationary signal. It can be observed that,
in this case, the results obtained with the proposed WPD method were very similar to those obtained
with the IEC method, and the differences between RMS values were close to zero for all harmonic
orders. On the other hand, the current waveform in Figure 10b has a visible fluctuating character,
offering the possibility to test the proposed WPD method with a real non-stationary signal. In this
case, the differences between the two methods were higher, up to almost 1%. These results confirmed
the conclusions of Section 4, i.e., that the WPD method was equally valid as the IEC Fourier strategy
for analyzing stationary signals, but that differences arise under fluctuating conditions, where FFT is
known to be inaccurate.
(a) (b)
Figure 10. Analysis of real waveforms with a stationary (a) and non-stationary (b) character. The top
graphs show the waveforms in the time domain, the middle graphs the harmonic content, and the
bottom graphs the absolute difference between the proposed method and the IEC strategy.
6. Conclusions
This paper presented the validation and characterization of a wavelet based method for the
accurate assessment of harmonic content in power systems under stationary and non-stationary
conditions, using a WPD algorithm. Although other methods have been proposed in the last few
years, some of them even using wavelets, Fourier analysis is still the preferred choice for power quality
analyzers and the recommended approach according to IEC standards. It is however evident that
Fourier analysis is inadequate for assessing harmonic content under non-stationary conditions, which is
the most common situation in power systems. Even IEC 61000-4-7 recognizes this limitation, proposing
a grouping strategy for adapting FFT to fluctuating harmonics. The IEC grouping strategy, however,
can produce large errors in the case of fluctuating signals, as shown in this paper. The proposed
method was therefore compared not only to standard FFT, but also to the IEC grouped FFT method,
showing its superior performance with respect to both. After verifying compliance with the IEC
precision requirements and validating the method using simulated waveforms with real harmonic
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content, the method was employed to measure real voltage and current signals. This produced results
similar to those obtained in the validation. The reliability of the method was clearly proven, and its
performance was superior under fluctuating conditions. On the one hand, researchers are more and
more transitioning to more reliable tools, while on the other hand, no methods have been shown to
be able to comply with IEC standards and at the same time be precise enough to measure fluctuating
harmonics. This paper intended to fill the gap between the research community and the application
in the field, illustrating and validating a method whose performance was largely superior to the
grouped FFT in assessing fluctuating harmonics. Moreover, the proposed method was shown to
perform better than grouped FFT even under stationary conditions, and in the few cases when it did
not perform better, the error was always within the IEC accuracy limits for steady-state signals. Lastly,
the proposed frequency bands, time window, and bandwidth were, for the first time, compliant with
the IEC 61000-4-7 and IEC 61000-4-30 requirements. This was achieved by an accurate selection of the
decomposition tree and filter characteristics. The features of the proposed method made it suitable for
implementation in Class I Power Quality analyzers, allowing a highly accurate estimation of harmonic
content in power systems, both in stationary and non-stationary conditions.
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Appendix A
Table A1 shows the maximum error εmax obtained with the proposed WPD method in each of the
13 tests described in Sections 4.2 and 4.3, reporting the harmonic order that registered the maximum
error. For each test type (modulation), the maximum error obtained among all waveforms is identified
in bold. The maximum error overall is marked with a star (∗).
Table A1. Maximum errors obtained for each validation assay.
Stationary Constant Linear Rectangular
ID εmax (%) Order εmax (%) Order εmax (%) Order εmax (%) Order
1 0.048 2 0.079 1 0.041 2 0.048 2
2 0.416 5 0.504 5 0.281 3 0.486 5
3 0.416 5 0.514 5 0.271 5 0.479 5
4 0.374 5 0.458 5 0.232 5 0.428 5
5 0.322 4 0.372 5 0.285 4 0.327 4
6 0.319 5 0.390 5 0.184 4 0.341 5
7 0.348 5 0.428 5 0.213 4 0.394 5
8 0.589 7 0.625 7 0.446 7 0.678 * 5
9 0.363 5 0.443 5 0.221 5 0.406 5
10 0.366 5 0.449 5 0.225 5 0.418 5
11 0.566 7 0.667 5 0.437 2 0.671 5
12 0.401 5 0.488 5 0.258 5 0.462 5
13 0.397 5 0.484 5 0.254 5 0.476 5
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9. Mostarac, P.; Malarić, R.; Mostarac, K.; Jurčević, M. Noise reduction of power quality measurements with
time-frequency depth analysis. Energies 2019, 12, 1052. [CrossRef]
10. Wang, C.; Yang, R.; Yu, Q. Wavelet transform based energy management strategies for plug-in hybrid electric
vehicles considering temperature uncertainty. Appl. Energy 2019, 256, 113928. [CrossRef]
11. Telesca, L.; Guignard, F.; Helbig, N.; Kanevski, M. Wavelet Scale Variance Analysis of Wind Extremes in
Mountainous Terrains. Energies 2019, 12, 3048. [CrossRef]
12. Zhu, H.; Li, X.; Sun, Q.; Nie, L.; Yao, J.; Zhao, G. A power prediction method for photovoltaic power plant
based on wavelet decomposition and artificial neural networks. Energies 2016, 9, 11. [CrossRef]
13. Avdakovic, S.; Lukac, A.; Nuhanovic, A.; Music, M. Wind speed data analysis using wavelet transform.
World Acad. Sci. Eng. Technol. 2011, 51, 829–833.
14. Karmacharya, I.M.; Gokaraju, R. Fault Location in Ungrounded Photovoltaic System Using Wavelets and
ANN. IEEE Trans. Power Deliv. 2018, 33, 549–559. [CrossRef]
15. Yoon, W.K.; Devaney, M.J. Reactive power measurement using the wavelet transform. IEEE Trans.
Instrum. Meas. 2000, 49, 246–252. [CrossRef]
16. Morsi, W.G.; El-Hawary, M.E. On the application of wavelet transform for symmetrical components
computations in the presence of stationary and non-stationary power quality disturbances. Electr. Power
Syst. Res. 2011, 81, 1373–1380. [CrossRef]
17. Deokar, S.A.; Waghmare, L.M. Integrated DWT-FFT approach for detection and classification of power
quality disturbances. Int. J. Electr. Power Energy Syst. 2014, 61, 594–605. [CrossRef]
18. De Apráiz, M.; Barros, J.; Diego, R.I. A real-time method for time-frequency detection of transient
disturbances in voltage supply systems. Electr. Power Syst. Res. 2014, 108, 103–112. [CrossRef]
19. Latran, M.B.; Teke, A. A novel wavelet transform based voltage sag/swell detection algorithm. Int. J. Electr.
Power Energy Syst. 2015, 71, 131–139. [CrossRef]
20. Alves, D.K.; Costa, F.B.; de Araujo Ribeiro, R.L.; de Sousa Neto, C.M.; de Oliveira, T. Power Measurement
Using the Maximal Overlap Discrete Wavelet Transform. IEEE Trans. Ind. Electron. 2017, 64, 3177–3187.
[CrossRef]
21. Hamid, E.Y.; Yokoyama, N.; Kawasaki, Z.I. Rms and Power Measurements: A Wavelet Packet Transform
Approach. IEEJ Trans. Power Energy 2002, 122, 599–606. [CrossRef]
22. Eren, L.; Unal, M.; Devaney, M.J. Harmonic Analysis Via Wavelet Packet Decomposition Using Special
Elliptic Half-Band Filters. IEEE Trans. Instrum. Meas. 2007, 56, 2289–2293. [CrossRef]
23. Tiwari, V.K.; Umarikar, A.C.; Jain, T. Fast Amplitude Estimation of Harmonics Using Undecimated Wavelet
Packet Transform and Its Hardware Implementation. IEEE Trans. Instrum. Meas. 2017, 1–13. [CrossRef]
70
Energies 2019, 12, 4389
24. Diego, R.I.; Barros, J. Global Method for Time-Frequency Analysis of Harmonic Distortion in Power Systems
Using the Wavelet Packet Transform. Electr. Power Syst. Res. 2009, 79, 1226–1239. [CrossRef]
25. Barros, J.; Diego, R.I. Analysis of Harmonics in Power Systems Using the Wavelet Packet Transform.
IEEE Trans. Instrum. Meas. 2008, 57, 63–69. [CrossRef]
26. Bruna, J.; Melero, J.J. Selection of the Most Suitable Decomposition Filter for the Measurement of Fluctuating
Harmonics. IEEE Trans. Instrum. Meas. 2016, 65, 2587–2594. [CrossRef]
27. Mallat, S.G. A Wavelet Tour of Signal Processing, 2nd ed.; Academic Press: Cambridge, MA, USA, 1999.
28. NPL. Power Quality Waveform Library. Available online: http://resource.npl.co.uk/waveform/
(accessed on 30 October 2019).
29. Brekke, K.; Seljeseth, H.; Mogstad, O. Rapid Voltage Changes—Definition and Minimum Requirements.
In Proceedings of the 20th International Conference on Electricity Distribution (CIRED), Prague,
Czech Republic, 8–11 June 2009. [CrossRef]
30. Tiwari, V.K.; Jain, S.K. Hardware Implementation of Polyphase-Decomposition-Based Wavelet Filters for
Power System Harmonics Estimation. IEEE Trans. Instrum. Meas. 2016, 65, 1585–1595. [CrossRef]
© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution





Small Signal Stability with the Householder Method
in Power Systems
Asghar Sabati 1,*, Ramazan Bayindir 2, Sanjeevikumar Padmanaban 3,*, Eklas Hossain 4 and
Mehmet Rida Tur 5
1 Energy R&D Center, EUROPOWER, PC 06980 Ankara, Turkey
2 Department of Electrical & Electronics Engineering, Gazi University, PC 06500 Ankara, Turkey
3 Department of Energy Technology, Aalborg University, 6700 Esbjerg, Denmark
4 Oregon Renewable Energy Center (OREC), Department of Electrical Engineering and Renewable Energy,
Oregon Tech, Klamath Falls, OR 97601, USA
5 Department of Electrical & Energy Engineering, Batman University, PC 72500 TBMYO, Batman, Turkey
* Correspondence: asker.sabati@europowerenerji.com.tr (A.S.); san@et.aau.dk (S.P.)
Received: 1 August 2019; Accepted: 30 August 2019; Published: 4 September 2019
Abstract: Voltage collapse in power systems is still considered the greatest threat, especially for the
transmission system. This is directly related to the quality of the power, which is characterized by
the loss of a stable operating point and the deterioration of voltage levels in the electrical center of
the region exposed to voltage collapse. Numerous solution methods have been investigated for this
undesirable degradation. This paper focuses on the steady state/dynamic stability subcategory and
techniques that can be used to analyze and control the dynamic stability of a power system, especially
following a minor disturbance. In particular, the failure of one generator among the network with a
large number of synchronous generators will affect other synchronous generators. This will become a
major problem and it will be difficult to find or resolve the fault in the network due to there being too
many variables, consequently affecting the stability of the entire system. Since the solution of large
matrices can be completed more easily in this complex system using the Householder method, which
is a small signal stability analysis method that is suggested in the thesis, the detection of error and
troubleshooting can be performed in a shorter period of time. In this paper, examples of different
rotor angle deviations of synchronous generators were made by simulating rotor angle stability
deviations up to five degrees, allowing the system to operate stably, and concluding that the system
remains constant.
Keywords: rotor angle; small signal stability; householder algorithm; power systems
1. Introduction
Developing technology, ever-growing urbanization and environmental conditions have forced
energy systems to work close to the stability limit. This has increased the importance given to the
subject of voltage stability and it has become much more important. The stability of a power system is
the ability to keep the amplitudes of continuous or transient load bus bars within certain limits. In
addition, voltage stability is the ability of these power systems to return to their former stable state
when confronted with a disturbing effect and to retain the voltage in all bus bars within a certain level.
One of the criteria for qualifying a system as a stable system is if the power given to a bus bar increases
numerically, the amplitude of the voltage in that bus bar increases and this process proceeds similarly
for all other bus bars in the system. If the reactive power given to that bus bar is increased in any
of the bus bars in the system, and the voltage amplitude does not increase, it can then be said that
there is voltage instability in this system [1]. Also, if the V-Q sensitivity for each bus bar is directly
proportional or positive, the system is stable in terms of voltage. Thus, if the V-Q sensitivity is negative
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for at least one bus bar, the system voltage is unstable. Failure of power systems to reach a voltage
stability state is referred to as a “voltage failure”, which occurs in the event of overload, failure, or
insufficient reactive power. In recent years, the voltage stability problem called voltage collapse has
been experienced quite a lot. This has led to an increase in voltage stability studies [2,3]. In some
studies, solutions are made by providing a methodology aimed at maintaining frequency stability by
taking into account the latency associated with the frequency measurement process, while acquiring
virtually equal inertia limitations from virtual operational generators [4]. Voltage stability and voltage
instability are described depending on the size of static faults that may occur [5]. The oscillations in
power systems raise voltage-related problems along with a small signal stability problem, which is one
of the most important factors that limit power transmission capacity and jeopardize safe operation [6,7].
Analytical solutions and mathematical models were used to analyze the effect of stochastic continuous
disturbances on the power system small signal stability [8,9].
This study aims to estimate the modal characteristics of the system including modal frequency,
damping and shape. Most of the signal processing algorithms described in this section are the basis
of developing several software tools. The majority of these tools are used to perform an engineering
analysis on the grid in an offline or post-degradation environment [10]. Online real-time software
tools and applications have recently been developed [11] and will continue to be the focus of research
for the power system community. Voltage stability is sometimes referred to as load balancing [12].
The terms voltage instability and voltage collapse are often used interchangeably. Voltage instability
is a dynamic process involving voltage dynamics, as opposed to rotor angle (synchronous) stability.
Voltage collapse is defined as a process in which voltage instability in a significant portion of the
system leads to a very low voltage profile. The voltage instability limit is not directly connected to the
maximum power transmission limit of the grid [5,11,12]. Generally, local modes are in the range of 1–2
Hz, while in-field modes can range from 0.2 to 1.0 Hz [13]. Typically, in-field modes cause a little more
trouble. Consistent with the dynamic system of a power system, it can be linearized at an operating
point of the power system [10,11]. The proposed method offers an advantage for the difficulty of
stability analysis of nonlinear systems. In addition, it is impossible to practically analyze very large
powerful complex systems. The systems examined in this article are not actually of a linear nature.
Since the deviations occurring at the equilibrium are small (small signal), they can be approximated to
the linear system. Therefore, instead of analyzing the nonlinear system, we can analyze the system
approximated to being linear, which is easier.
Stability in a power system means that the system normally has the desired parameters. In other
words, it can be defined as the ability of the system to return to its nominal state in a short period in
case of a failure. In some studies, a small signal and a large signal stability analysis were performed
using the Lyapunov linearization method. A combined stability criterion was then proposed to predict
small and large signal stability problems [14–16]. In a power system, when the system is in a stable
state, there is equilibrium between the incoming mechanical momentum and the outgoing electrical
momentum. This equilibrium causes the velocity to remain constant. When short-circuit faults are
also included, the equilibrium may be explained in terms of static stability. If an error occurs between
power systems, the balance between the incoming mechanical momentum and the outgoing electrical
momentum is relatively eliminated. According to the law of motion of rotating objects, the synchronous
machine rotor will have a positive or negative speed, so it will rotate at high or low speed compared to
other generators. This uncoordinated rotation will alter the stability of the system by changing the
rotor angle. Furthermore, this problem is solved by using an approach based on the largest Lyapunov
base for online transient rotor angle stability assessment using data from large area measurement
systems only [17,18].
Thanks to the studies conducted on maintaining small signal stability, a few advantages in large
power systems will be addressed. One of the benefits of small signal stability is that each synchronous
generator present in the system can be linearized around the operating point. However, differential
equations need to be solved systematically in transient stability, where the differential equations that
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dominate the pre-fault system, the during-fault power system, and the equations that dominate the
post-fault system must be solved. Furthermore, if the protection relays do not work in the system
during this time, the system will lose its synchronized state. It is not possible to find differential
equations, even when solved in a systematic manner, that determine the cleaning time and security
index in the relays after the fault. In order to find the critical time, the system needs to be simulated
several times in all error-occurring situations, which will result in a great loss of time, and the fact that
the system inspects its behavior for errors will reduce the time to intervene and cause even more time
loss. However, the time spent in inspection of small signal stability is between 10 and 20 s. In the case
of small signal stability, the stability of the system can be determined very easily through the master
data, and only the positive or negative data will be sufficient to examine the stability of the system,
without the need to inspect the data even after the calculations.
This article provides an overview of the challenges applied to the prediction of time-synchronized
data of more successful analysis techniques of electromechanical mode. The theoretical basis,
applications and performance characteristics of these methods are explained. When inter-zone
modes are studied in a power system, several generators fluctuate in the opposite direction compared
to other generators due to other failures. This is caused by a connection of two groups of generators over
a weak line. The frequency of these fluctuations is between 0.2 and 1 Hz. Regional and comprehensive
modes are today’s most modern modes and are studied in stability studies of power systems. As
modern power systems are directly connected to each other, the connection lines are often outdated
and due to their high costs, the renewal of the lines is avoided. Despite the construction of new
power plants, inter-regional fluctuations often occur because these power plants are connected to
power systems through weak lines. Many PSS studies today are focused on power systems. The PSS
system should not use local signals. However, it can use signals from other regions as input signals.
In this case, too, a delay may occur when the signal is sent from other regions, which may impair
the small signal stability. When there are multiple synchronous machines, the variable parameters
will increase, and the mathematical analysis of the system will become more difficult. It is very
difficult to find the determinant of a large matrix. Therefore, the straightforward method can only be
discussed theoretically, but it does not have much use in practice. In the determination of the main
quantities by means of numerical methods such as the square method, inverse square method and the
Arnold method, the largest main amount is obtained in terms of absolute magnitude. Consequently,
different measures should be taken to find other main quantities. For this reason, the method of similar
transformations is one of the practical methods. In the Gionesis Rotation method, which is based on
orthogonal similarities, only one element in the given matrix is reset at each stage after transformation.
Because of repeated transformations, the given matrix is orthogonally homologized to an upper triangle
or Hasenberg Matrix. Thus, the given matrix can be decomposed as QR (Q, an orthogonal matrix;
R, an upper triangular matrix). The main advantage of the Householder method presented in this
article is that each column of the given matrix is transformed into the column of an upper-triangular
matrix at each transformation stage. This method is important when compared particularly to the
Gionesis method because, in the Gionesis method, for the transformation of an (n × n) matrix to an
upper-triangular matrix, a conversion (matrix multiplication) operation must be performed n (n – 1/2)
times. However, the conversion operation must be performed, at most, n times in the Householder
method. In numerical terms of the data, the number of computational operations is important, because
rounded errors can accumulate due to the large number of operations and ultimately have an impact
on the result. In particular, when the actual specific quantities are close to zero, these rounded errors
may not be able to determine the sign of that main quantity. Therefore, the method presented is of
great importance—both in terms of the number of computational operations and in terms of obtaining
all the main quantities—and has undeniable superiority over similar methods.
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2. Materials and Methods
2.1. Mathematical Model of Small Signal Problems
Synchronizing and Damping Momentums: When a short circuit occurs, the momentum of a
synchronous machine is divided into two components. In order for a power system to exist, both
components must be present. The lack of synchronizing momentums in a power system leads to
instability that is dependent on the rotor angle and is not of the fluctuation type. The lack of damping
momentums causes fluctuation instability. If one generator runs temporarily faster than the other does,
the angular position of the rotor will increase in connection to that of the slow machine. The resulting
angular difference transfers a portion of the load from the slow machine to the fast machine based
on the theoretically known power angle relationship. This tends to reduce the speed difference and
therefore the angular aperture. Further angular aperture may lead to a decrease in power transfer,
leading to greater instability [19].
ΔTe = TsΔδ+ TDΔω (1)
TsΔδ: Synchronous momentum;
Ts: Coefficient of synchronous momentum;
TDΔω: Damping momentum (has the same phase as Δω);
TD: Coefficient of damping momentum.
This involves the protection of predetermined bus voltages by a power system to reach a stable
state after a fault or short circuit occurs [20]. Therefore, the main reason for the instability in voltage is
that the power system fails to provide reactive power. In other words, because the reactive power
is directly proportional to the voltage, the electric power system has not been able to provide the
reactive power required in its network well [1,21]. If for some reason (such as the input or output of
a large production unit) the voltage drops in a part of the network and other generators or systems
that compensate for the reaction power return to the current system, the voltage returns to its normal
state [22]. Otherwise, the voltage drop will reach an unacceptable value and cause a power failure in
another part of the power system network, which is called a voltage collapse [3,23,24].
2.2. Definition of the Single Machine Infinite Bus (SMBI)
The infinite bus is a source of voltage with constant voltage and frequency. Due to the infinite bus,
the generator dynamics will not change EB voltage and frequency. In terms of small signal stability,
both space- and block-type display methods are used to represent the small signal. In topics related to
stability, the classical model is used to model the generator [25]. In this model shown as Figure 1, the
generator is modeled as a voltage source connected to the reactance; however, all resistances in the
generator or synchronous machine are ignored.
Figure 1. Classic model diagram in a Single Machine Infinite Bus (SMIB) system.
Calculation of complex and active forces in the network using flow equations:
XT = X′d + XE (2)
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‘p’ is the power of air distance. p does not indicate the voltage of the terminal generator. However,
since the stator resistance is ignored while the generator model is conventionally shown, P is also
shown as the power of the terminal generator so that other analyzes can be performed.










Another important point is that the air distance momentum is equal to the air distance power.
The air distance momentum is as in Equation (6).




One of the most important equations related to rotor angle stability is the air distance momentum
equation, and the other is the fluctuation equation (motion equation) [26].
2.2.1. Linearization Model of Equations in Small Signal Stability (Sinδ, Cosδ)
In order to achieve small signal stability, the air distance momentum must be converted to a
linear equation around the working point δ = δ0. To achieve this goal, first the sine in the air distance
equation is linearized, so that the entire air distance equation can then be linearized [27]. Sinδ, Cosδ
linearization around δ = δ0 equilibrium: a small deviation indicated by Δδ can be linearized as in the
following equations:
Δδ = δ− δ_0 ⇒ δ = Δδ+ δ_0 (7)
δ0 = rotor angle at equilibrium
Based on Sinδ, Cosδ equations and trigonometric relations:
Cosδ = Cos(δ0 + Δδ) = Cosδ0 ·CosΔδ− Sinδ0 · SinΔδ (8)
Sinδ = Sin(δ0 + Δδ) = Sinδ0 ·CosΔδ+ Cosδ0 · SinΔδ (9)
The most important result obtained from the above equations is Δ δ = 1.
{
Cos(δ0 + Δδ) = Cosδ0 + Δδ · Sinδ0
Cos(δ0 + Δδ) −Cosδ0 = Δδ · Sinδ0
Sin(δ0 + Δδ) − Sinδ0 = Δδ ·Cosδ0
(10)
Considering the above equations, when Te becomes linear at the working point δ = δ0, it becomes
























Ks: Synchronous momentum coefficient.
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Small signal stability can be analyzed by obtaining the master data. The representation of the
linearized equation in the space matrix is as in Equation (15).
Ks: Synchronous momentum coefficient;
KD = Stabilizer momentum coefficient (stabilizer);
•
























H = Coefficient of inertia.
Equations belonging to the system are determined by considering the input and output of the
system; then the system’s main data is found using these equations and the system’s small signal












































The general representation of second-order equations will be as in Equation (21): ζ = Stability ratio
S2 + 2ξωnS +ω2n = 0 (21)






















a. As Ks increases; the natural frequency increases, the stability rate decreases.
b. The stability ratio increases as kD increases.
c. As H increases, both the ωn rate and the stability rate ζ decrease [30].
2.2.2. Control of Dynamic Systems
In a dynamic system, xi variables of the system affect each other. Each variable of the system
is a function in terms of time. The aim of the analysis of dynamic systems is to examine the future
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behavior of the system. These behaviors include the determination of critical points and limit circles,
examination of system stability, chelation, and chaos control.
If there is no change in rotor angle and speed, i.e., Δω (0) =Δ (0) = 0, and no change in mechanical
momentum, the system will remain stable as per ΔTm (t) =0. For example, ΔTmt = 0, Δω0 = 0, Δδ0 =








































λ2 = −0.7143− 6.3450i;
The real portions of both quantities are negative, so the system is stable shown as Figure 2.
Figure 2. Diagram of the simulation of the rotor angle and speed changes up to 10 s.
If the damper coefficient becomes 0 (KD = 0) in the above example, the response and master data
of the system will be as follows in Figure 3.
{
λ1 = −0.7143+6.3450i;
λ2 = −0.7143− 6.3450i;
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Figure 3. Response diagram of the system fluctuating between stability and instability.
The real part of both master data is equal to zero. Therefore, the system does not go towards zero
(stability) or infinity (instability). Instead, it continues its own fluctuation state. In another case shown
as Figure 4, if the damping coefficient always changes as KD = −10, the master data and the response
diagram of the system change as follows:
λ1= 0.7143+6.3450i
λ2= 0.7143− 6.3450i
Figure 4. The system response in which there is a linear relationship between instability and time.
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The response of the system, as can be seen, is positive for both quantities. Therefore, the system
is unstable, as the diagram shows, and the fluctuation ranges of the system increase as time goes on.
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2.2.3. Multi-Machine Synchronous Systems
As mentioned in the previous sections, the master data of the mode matrix plays an important
role in system stability. The real parts of these quantities show exponential changes and the space
matrix parts show fluctuation changes in sine. If the real part is negative, the exponential part of the
response will tend towards zero. As a result, the fluctuating part will also be influenced by this and
tend towards zero [31].
ea+ib = eaeib = ea(Cos(b) + iSin(b)) (26)
However, if some of the master data contains non-negative real parts, the responses will not
tend to zero over time. However, it either will tend towards infinity with growing fluctuations (if the
master data is positive) or will continue with the previous fluctuation (if the master data is negative).
Thus, even a small amount of chaos will be enough to disrupt the balance of the system. As it can
be understood from these explanations, it is sufficient to know the position of the master data on the
complex surface in the analysis of linear systems, but it is also sufficient to know the sign in the real
part of the master data. In the following sections, methods of finding master data in large systems will
be examined. If the dynamic system of each machine is as shown in Equation (27) below [32].
.
x = Ax (27)
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a11 a12 a13 0 0 0
a21 0 0 0 0 0
0 a32 a33 a34 0 0
0 a42 a43 a44 0 0
a51 a52 a53 0 a55 0












































































(a11)1 (a12)1 (a13)1 0 0 0 0 0 0 0 0 0
(a21)1 0 0 0 0 0 0 0 0 0 0 0
0 (a32)1 (a33)1 (a34)1 0 0 0 0 0 0 0 0
0 (a42)1 (a43)1 (a44)1 0 0 0 0 0 0 0 0
(a51)1 (a52)1 (a53)1 0 (a55)1 0 0 0 0 0 0 0
(a61)1 (a62)1 (a63)1 0 (a65)1 (a66)1 0 0 0 0 0 0
0 0 0 0 0 0 (a11)2 (a12)2 (a13)2 0 0 0
0 0 0 0 0 0 (a21)2 0 0 0 0 0
0 0 0 0 0 0 0 (a32)2 (a33)2 (a34)2 0 0
0 0 0 0 0 0 0 (a42)2 (a43)2 (a44)2 0 0
0 0 0 0 0 0 (a51)2 (a52)2 (a53)2 0 (a55)2 0






















Thus, the master data of the matrix of the above situation will determine the state of the system.
In general, this matrix is a large sparse matrix and it is difficult to find its main data [33].
2.2.4. Householder Method Small Signal Stability
Many methods are based on orthogonal similarity. If two matrices are homologous, then the
QR matrices present in the Homologous Transformations and a QR Algorithm will be as in Equation
(32), since they have the same principal amounts as well as the same polynomials. For the separation
of orthogonal and an upper triangular matrix, the transposed ‘p’ is obtained by multiplying the air
distance by the force. The main advantage is obtained by transforming the resulting matrix.
A = P−1BP → A ∼ B (32)
A = QTBQ → A ∼ B, Q−1 = QT (33)
A0 = A
Ak = QkRk ⇒ Ak+1 = RkQk ⇒ Ak = QTk(RkQk)Qk = RkQk = Ak+1 Ak ∼ Ak+1
(34)
Ak+1 = QkQk−1 . . .Q0RkQT0 Q
T
1 . . .Q
T
k → VΛV−1 (35)
If U is a unit vector, the Householder Matrix Hu is defined as follows per Equation (37):
























If A, n × n is a matrix, then B, the transformation of A through the Householder transformation,
will be as in Equation (39).
An× nAB = HuAHu (39)
If the generated Hu matrix is indicated by Huj:HuAHuj
R = Hun(Hun−1 . . . (Hu1A))= QA ⇒ A = QR (40)
Q = Hun Hun−1 . . .Hu1 (41)
Thus, the matrix A is decomposed into QR. If the expression 2η
(∣∣∣aij∣∣∣− η) is zero, U will not be
able to be defined. Therefore, the matrix A cannot be homologous to an upper-triangular matrix
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orthogonally by the QR algorithm. In this case, the matrix in discussion can be orthogonally made
homologous to the previous Hessenberg Matrix. As a result, instead of the master data of matrix A,
the master data of the Hessenberg Matrix is found. There are two famous assumptions on this topic.
3. Results
Considering a 20 bus bar grid model where current is injected by four generators, the Ad matrix
having the damping coefficient difference will be a 24 × 24 cross-block matrix, as shown in Figure 5.
 
Figure 5. 20-bus bar power system.
It is possible to find the master data of the system matrix via the following program. In addition,
the system’s response to any change in parameters can be plotted and the output current of all
generators can be monitored after each failure. In addition, the range of change of parameters can be
determined upon system stability and the most appropriate mode can be selected shown as Table 1.
The objective is to estimate (Δδ)1= 5
o, (Δδ)3= 3
o, (Δδ)2 = (Δδ)4= 0 and 5
◦, 3◦ deviations in the first
and third synchronous generators, respectively. The location of the 24th master data on a complex
surface is shown in Figure 6.
The real part of the master data is completely negative, so the system is stable, and each minor
fault returns to a stable state after a short time. The following Figure 7 shows how the condition
variables of each generator, variation diagrams and other variables are changed by the deviation of the
rotor angle by 5 degrees in the first generator and by 3 degrees in the third generator.
In general, the total active electrical power supplied by the generators should always be equal to
the active power consumed by the loads, which also includes the losses in the system. A failure in the
system can disrupt this balance, causing the rotors of the generators to accelerate or decelerate. If one
generator temporarily runs faster than the other does, the angular position of the rotor will increase in
connection to that of the slower machine shown as Figure 8. Δω Variation diagram of four generators
when (Δδ)1= 5
o, (Δδ)3= 3
o, (Δδ)2 = (Δδ)4= 0.
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Table 1. The data of special matrix values.

























Figure 6. Location of the 24th master data on a complex surface.
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Figure 7. Shows the damping momentum Δω stability diagram of the generators in the power system.
Figure 8. Δv2 Variations diagram of generators in a power system.
As can be seen in Δvs variation diagram of four generators when (Δω)1= 5
o, (Δω)3= 3
o,
(Δω)2 = (Δω)4= 0, the system has remained stable as the real part of the master data is negative.
The minimum changes of rotor angle Δδ and speed of some generators Δω did not affect the stability
of the system and the system regained its stability after these minimum failures.
Evaluation of the Proposed Solution Method
The analysis of linear systems is much simpler than that of nonlinear systems. As can be seen in
this article, the position of the matrix state on the complex surface for the main quantities was found
because of the analysis of linear systems. Furthermore, the sign of the real portions of the matrix state
of the main quantities (positive or negative) showed the stability of the system. If these real parts
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are negative, the system is stable and small deviations will not disrupt this stability, but after a short
time, the system will regain its equilibrium. Any changes in the parameters of the generator and
network will affect the elements of the matrix state; therefore, the location of the main quantities on the
complex surface will vary, because of which the stability of the system will be affected. In this thesis,
we attempted to examine how changes in the damping coefficient affect the main quantities of the state
matrix, and the diagrams of the changes in the real parts of each main quantity were drawn against the
changes in the [−200,200] range of the damping coefficient (KD). The system is unstable in KDs where
the real part of at least one main quantity is negative. Therefore, the above diagrams show the effect
of the damping coefficient on system stability. In addition, these diagrams can be drawn based on
changes of other parameters and system stability can be examined. As a result, the stability of large
systems in the small signal depends only on finding the main quantities of a very large matrix. In fact,
finding the main quantities is possible by finding the roots of a polynomial equation derived from the
determinant, det(A-λI). In other words, only n-1 steps are necessary for the conversion of the given
matrix to an upper-triangular matrix. In the first stage, the elements below the element (1,1) are reset;
in the second stage, the ones under element (2, 2) are reset; and in the final stage, only the ones under
element (n, n − 1) are reset.
4. Conclusions
This article demonstrates the formation of voltage stability in a system using conventional and
small signal stability methods used to differentiate voltage stability. According to the literature, the
non-linear system of the Household Method has been found to provide a linearization around the
working point provided that the signal that changes the working point is small. Thus, it has been
proved that easier linear systems can be analyzed instead of analysis of demanding nonlinear systems.
However, it is not easy to obtain the Lyapunov Function to study the stability of a fixed point. This is
because there is no general method for finding this function. The complex ambiance will be compared
to non-linear functions with thousands of variables by using the concepts of coordinate functions.
It has been shown that it is almost impossible to examine ultra-large systems with hundreds and
thousands of variables without linearizing them. The only practical way of examining large systems is
small signal analysis, since it can be linearized. The stability analysis of these systems is related to
finding the master data of the mode matrix. Whether the real parts of these values are negative or
positive determines whether the system is stable. Although it is highly challenging to find the master
data of such a large matrix, it can be facilitated by making it linear so that the application capability of
computer simulation can be improved.
The methods of finding the master data of large matrices are generally designed on homologous
transformations (especially Householder transformations), because the successive transformations of
the householder will result in many zeros in the columns of the matrix. The QR decomposition is made
with the matrix obtained through the multiplication of the orthogonal matrix by the upper triangular
matrix. The matrix obtained using the QR algorithm is then multiplied by the upper-triangular matrix
(if this matrix does not exist, by the upper Hessenberg Matrix) and made homologous. Homologous
transformations and degrees of the master data are retained so that, since the master data of the
triangular matrix, the elements on the diagonal, the master data of the resulting matrix emerges from
the triangular matrix. The QR algorithm can also generate the master data matrix (Modal Matrix). It
is also designed to find the zero of functions in some other algorithms. These methods consider a
particular polynomial as a function and try to find the zeros of the function by methods such as the
Newton–Raphson Method. Other methods that are better suited than the Newton–Raphson Method
are also used in finding the zero of different functions. Another method to find the master data is to
use random algorithms. To achieve this goal, finding zeros is considered as minimizing, and then
using complementary algorithms, such as genetic algorithms, solutions are provided for these issues.
As a result, the most efficient method of finding main data in order to perform small signal stability
analysis in large power systems is the Householder Method.
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Abstract: Power inverters produce common mode voltage (CMV) and common mode current (CMC)
which cause high-frequency electromagnetic interference (EMI) noise, leakage currents in electrical
drives application and grid-connected systems, which consequently drops the efficiency of the system
considerably. This CMV can be mitigated by designing suitable EMI filters and/or investigating the
effects of different modulation strategies. In this paper, the effect of various modulation techniques
over CMV and CMC are investigated for two-level and three-level inverters. It is observed that
the modified third harmonic injection method reduced the CMV and CMC in the system by 60%.
This modified pulse width modulation (PWM) technique is employed along with EMI chokes which
results in reduced distortion of the system.
Keywords: common mode current; common mode voltage; modulation techniques; electromagnetic
interference; mitigation; grid connected inverters
1. Introduction
The PV-grid connected power inverter is a necessary part of the PV to electrical energy conversion
system [1]. The quality of the voltage depends upon three phenomenons of voltage harmonics, voltage
dips or swells and flicker [2]. In the present day, the intense use of electrical loads driven by power
electronics (e.g., personal computers) has led to a severe increase of current harmonics drawn from the
distribution system. These current harmonics, due to the impedance of the network, induce voltage
harmonics into the utility. Voltage dips originate from fault currents in the electrical system or inrush
currents of electrical motors and transformers [3]. The common mode circuit is formed in between
Photo Voltaiacs (PVs) and the grid, as well as ground due to parasitic capacitance and deficiencies
in galvanic isolation between the grid and PVs [1,4]. Electromagnetic interference (EMI) is the main
source of unexpected transition at the output port of variable frequency drive (VFD). The fall time and
rise time of semiconductor devices (employed in the converter section of VFD) are used to determine
voltage transition times. These voltage transition times are around 100ns which is very fast. As a result,
high dv/dt occurs. In the stray line to ground cables and capacitor, the magnitude of common mode
noise current is higher if dv/dt is higher [4]. These noise currents affect the control signals and are the
main source of EMI.
The instability and disturbances occur at the supply side due to the utilization of a higher
number of power devices and components for energy conversion [5]. Mainly, non-linear devices are
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responsible for this instability and disturbances. Due to this, harmonics are introduced in the power
system. These harmonics causes EMI-related problems, overheating in the equipment, and damage the
devices, etc. Inverter common mode voltage (CMV) and its leakage current are the primary concerns
of radiated EMI. Noise with high-frequency components is emitted in the form of electromagnetic
energy and may interfere with other components and equipment at the common coupling point [6].
To minimize common currents, commonly used methods are [1] improved power inverter structures
with common mode current (CMC) suppression capabilities and advanced pulse width modulation
(PWM) schemes [7], and (2) the addition of EMI filters [8] and bridge inverter topology based
on DC and AC bypass [9]. It is also notable that the circuitry with fast switching semiconductors
produces a very high amount di/dt and dv/dt and which is one of the reasons for the cause of EMI [10].
Decoupling effect-based configurations with constant CMV [11] and transformerless power converter
configurations [12] are proposed to suppress CMC. The CM loop impedance can be increased in
order to suppress current in CM loop effectively. In [13], the mid-point of DC and AC side voltage
nodes are connected to the proposed new CM internal loop scheme in order to suppress CMC. In [14],
a novel modulation scheme is presented to control inverter power switches in order to reduce CMC.
In [15], a CM internal loop is formed by employing the RC branch in between the negative bus of DC
and output terminals. However, detailed analysis of the CMC and its effect on CMC high-frequency
components are not presented. In [16], a new scheme based on a dual CM internal loop for a PV
grid-connected transformer-less system is proposed to suppress CMC high-frequency components.
In [17] characteristics and analysis of the CMV based on the simplified modelling of a cascaded
H-bridge power transformer and PWM strategy are presented under the fault grid condition and
balanced condition. In [18], in order to reduce CM leakage current, a new hybrid modulation strategy
is suggested. The suggested method is efficient and has reactive power provision with low distortion
in the current. Filters at the input/output terminal are employed to suppress this unwanted emission
or electromagnetic interference (EMI) [19,20]. Generally, filters are employed at the connector of
power supply in order to restrict disturbance signals [21,22]. Generally, classical filters are designed
by utilizing passive components, i.e., inductor and capacitor values to attenuate high-frequency
voltage and current components [23,24]. However, the performance of the filter is dependent on
the value of L and C and has limited achievable insertion loss that should be improved to meet the
necessary condition. Moreover, passive filters are bulky, costly, and their volume mainly depends on
the inductor size which is approximately directly proportional to the required attenuation. Moreover,
there is always uncertainty in parasitic components. In order to reduce CMV and current effect,
active [25] and passive filters [26] are suggested. However, these filters increase the size, cost of
the system, and control of the equipment. As a result, it is good to advance control strategies in
order to reduce the CMV’s effect. In order to eliminate or reduce CMV, numerous control schemes
are proposed based on the modulation strategy, such as the Sine PWM for three-level neutral point
clamped (NPC) inverter [27], PWM based on non-nearest vectors, Space Vector PWM for high-level
inverters [28,29], etc. In [30], a detailed comparison of SPWM and SVPWM techniques are presented
for the three-phase inverter. Nevertheless, similar PWM schemes presented in [31,32] are restricted to
3–5 levels inverters. Synchronous reference frame and feedforward reference frame-based dynamic
voltage restorer comparative study are presented in [33]. In [34], a new SVPWM scheme is presented
with advanced features, such as the proposed scheme, which is suitable for inverters with any number
of levels, zero CMVs can be achieved at any modulation index, the simple realization of CMV vectors,
fast control scheme, etc. In [35], a new methodology called the spread spectrum (SS) technique is
presented in order to reduce EMI of power converters over a wide range of frequency. However,
this SS technique is competent to reduce EMI levels around 5–10 dB [36]. Based on the output voltage
waveform and its alignment, another technique is suggested in [37,38]. However, this methodology
has a specific application. In [39], a new technique based on software is presented to reduce EMI.
The methodology is suitable for single- and three-phase power inverters. In [40], analysis on the CM
EMI and methodology to mitigate EMI in power inverters is discussed by using a delay compensation
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technique. In order to mitigate EMI, numerous passive filter methods are proposed based on the
phases of the noise signal. In [41], a common mode-coupled inductor is designed in order to mitigate
common mode noise. Nevertheless, differential mode noise is not able to be reduced by using this
technique. Hence, later, a new method based on an integrated choke is presented in order to reduce
differential, as well as common mode, noise at the same time [42].
In [43], a new method based on the parasitic component’s determination is presented in order to
predict EMI noise. In [44,45], computer-based three-dimensional modelling is presented for the noise
current prediction by determining the value of parasitic components. A novel EMI filter is discussed
with sufficient attenuation with a limited LC value in order to CM EMI [46]. Nevertheless, filters are
additional components and increase the volume and cost of the system. Moreover, the implementation
of the effective filter is important and the effort for the mitigation of EMI without knowing the
system may degrade the performance and require additional cost. To reduce CM voltage, a new
impedance balancing method is presented instead of impedance mismatching [47]. The three-phase
phase-lock-loop for a distorted utility is discussed in [48]. In [49], controllable devices are used and
active filters are presented to suppress CMC generated by the CMV method, called the active noise
cancellation scheme, in order to mitigate the noise signal [50]. In [51], a new wavelet transform-based
technique to mitigate EMI noise in power converter is presented with a frequency band of 3–30 MHz.
In this paper, EMI mitigation techniques are investigated with the aim to reduce CMV and CMC in
a PV-grid tied power inverter. The effect of modulation techniques over CMV and CMC are investigated
for two-level and three-level inverters to observe the mitigation of EMI. The modified third harmonic
injection method reduced the CMV and CMC by 60% in the system. In order to reduce distortion and
to improve the overall efficiency of the system, the modified PWM technique is employed along with
EMI chokes.
The article is organized in the seven sections, discussing explicitly the important aspects for
investigations and design of EMI filters for the mitigation of CMC and CMV in grid-tied inverter
system. In Section 2, the modulation techniques for high power two-level and three-level inverters,
are discussed in brief. Section 3 explains the concept of CMV of the inverters and design of filters or
EMI chokes. Section 3 also deals with the comparative study of space vector-based and sine-based
pulse width modulation (SVPWM and SPWM) techniques. A modified PWM strategy is discussed in
Section 4. The results obtained through simulation and experimental works are presented in Section 5.
Finally, the conclusion is given in Section 6.
2. Modulation Techniques for High-Power Inverters
Space vector-based and sine wave-based PWM techniques are the common techniques used
to generate pulses for the switches of the inverter [29,30]. In the SPWM technique, high-frequency
triangular carrier waves (typically several kHz) are compared with the modulating signal (50 Hz or
60 Hz) to generate pulses for a three-phase inverter. In the SVPWM technique, instead of modulating
signals, a rotating vector reference is used to generate pulses of the inverter [29,30]. The prime objective
of this control and pulse generation scheme is to generate a sinusoidal AC output whose magnitude is
limited. The PWM switching scheme not only helps to achieve reduced Total Harmonic Distortion
(THD), better harmonic spectrum, and maximum utilization of DC bus but also provides a solution to
reduce EMI, switching loss. Figure 1 depicts the power circuitry of three-phase two-level inverter and
neutral point clamped (NPC) three-level inverters [21] and its PWM strategies shown in Figures 2–5.
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Figure 2. Reference generation through Min–Max modulation strategy (a) associate waveform,
and (b) mathematical model.
The Min–Max modulation strategy is supposed to be equivalent to the space vector modulation
strategy. Thus, using this approach, the modulation index can be extended up to 1.15. Figure 2a,b
explains the associated waveforms and mathematical model of the reference waveform generation
technique through Min–Max modulation strategy, respectively [48]:
o f f set in (V) = −
[





Energies 2019, 12, 3395
where: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
VA = Vm cos(ωt)








Vre f = VA + VB + VC + o f f set (3)
The reference modulating signals are mathematically defined as follows:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
VAm = Vm cos(ωt) + o f f set




+ o f f set








Figure 3. Modulating signal of third harmonic injection control technique (a) modulating signal,
and (b) mathematical model.
In the third harmonic injection method [52,53], the third harmonic is injected in a modulation
scheme to improve the gain of the pulse width modulator in the inverter. Figure 3a,b shows the third
harmonic injection modulating signal control reference waveform and mathematical model, respectively.
The reference modulating signals are mathematically defined as follows:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
VAm = Vm cos(ωt) + Vm3 cos(3ωt)











In this technique, approximately 17% of third harmonics components are added in the reference
waveform of classical SPWM [29,30,34]. The reference waveform of the method third harmonics
injection can be also expressed as follows:
f (ωt) = (1.15Ma × sin(ωt) + 0.19Ma × sin(ωt)), 0 ≤ ωt ≤ 2π (6)
where Ma is the modulation index ratio.
3. Common Mode Voltage
The inverter common mode voltage is calculated by averaging the output voltage (VA, VB, and VC)
of each leg as follows [38]:
VCM =
VA + VB + VC
3
(7)
For the three-phase two-level inverter, the achievable phase output voltage levels could be –VDC/2
or +VDC/2 where VDC is input voltage. If the voltage at the DC link is zero then only the common
mode voltage is zero. For the three-level inverter, the achievable phase output voltage levels could be
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positive, negative, and neutral point voltage. Tables 1 and 2 tabulated the output vectors and possible
common mode voltages for two-level and three-level inverters, respectively.
Table 1. Output vectors and common-mode voltages for two-level inverter.
Output Vector (VA, VB, VC) CMV (VCM)
(+ + +) (1/2) × VDC
(+ + −), (+ − +), (− + +) (1/6) × VDC
(+ − −), (− + −), (− − +) –(1/6) × VDC
(− − −) –(1/2) × VDC
(+ + +) (1/2) × VDC
(+ + −), (+ − +), (− + +) (1/6) × VDC
Table 2. Output vectors and common-mode voltages for three-level NPC inverter.
Output Vector (VA, VB, VC) CMV (VCM)
(+ + +) (1/2) × VDC
(+ + 0), (+ 0 +),(0 + +) (1/3) × VDC
(+ + −), (+ − +), (− + +), (+ 0 0), (0 + 0), (0 0 +) (1/6) × VDC
(+ - 0), (+ 0 −), (− + 0), (0 + −), (− + 0), (0 − +), (0 0 0) 0
(+ − −), (− + −), (− − +), (− 0 0), (0 − 0), (0 0 −) –(1/6) × VDC
(− − 0), (− 0 −), (0 − −) –(1/3) × VDC
(− − −) –(1/2) × VDC
3.1. Filtering of Common Mode Voltage
The appropriate designed filter circuitry is needed to reduce the common mode voltage.
The complete three-phase to grid (AC–DC–AC) system with the connection of a passive filter is
shown in Figure 4. The DC link with voltage VD is created between the AC–DC and DC–AC converter
and passive filters are added at the input and output side. The filter consists of damping resistance,
Y-connected capacitor and common mode chokes. In the given system, a damping resistor RCM2
is connected between grid and neutral point capacitor. Additionally, two chokes, LCM1 and LCM2,
and three Y-connected capacitors, CCM2, are connected for filter purposes [12–14]. RCM1 and CCM1 are
connected between the grid and negative terminal of the DC link. The range of the resonant frequency








where LCM and CCM are the equivalent inductance and capacitance values. The practical limitation of
the real-time application needs to be considered while designing the capacitors. The capacitor size
should be small for the designed frequency in order to reduce the bulkiness of the hardware unit.
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Figure 4. Complete three-phase to grid (AC–DC–AC) system with the connection of a passive filter.
3.2. Comparison of SPWM and Space Vector PWM Techniques for a Two-Level Inverter at a Higher
Switching Frequency
The simple open-loop analysis is carried out for a two-level inverter for current and voltage
distortions both with and without a filter. For the analysis, the modulation index is maintained at
0.8 and taken over a range of frequencies between 1 kHz and 150 kHz and the obtained results are
tabulated in Table 3. After comparing SPWM and SVPWM results, it is known that SVPWM provides
superior results for two-level inverter system. For reduction in CMV, the SVPWM technique provides
the best results; however, due to tedious calculations, the requirement of high-end processors and
complex hardware implementation, space vector modulation can be replaced with the carrier-based
modulation strategy which will give the same results as that of the space vector modulation technique.
If the reduction in the CMC can be achieved by using such a modulation strategy, the size of the
common mode choke can be reduced.





Without Filter (THD%) With Filter (THD%)
Line Current (A) Line Voltage (V) Line Current (A) Line Voltage (V)
SPWM
1 kHz 64.81 138.2 2.53 6.88
10 kHz 24.9 88.46 1.04 4.16
50 kHz 24.27 67.92 1.03 4.12
100 kHz 24.27 67.92 1.03 4.12
120 kHz 31.39 106.82 3.86 5.63
150 kHz 43.95 301.92 7.42 7.89
SVPWM
1 kHz 4.82 52.84 0.14 0.66
10 kHz 3.15 43.89 0.11 0.42
50 kHz 3.15 43.89 0.11 0.43
100 kHz 8.74 31.84 0.36 1.47
150 kHz 5.75 56.33 0.45 1.03
4. Modified PWM Schemes
Among discussed PWM schemes, SVPWM provides quality results [30]. Nevertheless, due to
some inherent disadvantages, the space vector modulation strategy is ruled out from the agenda. Thus.
the next challenge was to obtain similar results, which were given by the space vector modulation,
in carrier-based modulation as well. The modified carrier phase shift scheme is developed based on
the concept of phase disposition PWM scheme. It is given that the input voltage is balanced and the
possible two conditions are:
• One input phase voltage is negative and two input phase voltage is positive.
• One input phase voltage is positive and two input phase voltage is positive.
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VA + VB + VC = 1 (9)
It is considered that 0 < VA, 0 > VB, and 0 > VC and CMV are caused with the peak value to reach
a higher voltage level than 1/6 × VDC. The carrier signals and output voltage reference relation for the
switching 0–1–1 is as follows:
  
(a) (b) 
Figure 5. Waveform associated with PWM strategies (a) PDPWM method, max amplitude of the
addition of the carrier waves is 2, (b) modified PWM method, max. amplitude of the addition of the
carrier waves is around 1.5.
As phase disposition PWM (PDPWM) is used, at any point of time:
f or the state ‘0− 1− 1′
{
VCarrierA −VCarrierB = 1
3×VCarrierA − 2 > 0 (10)
Hence, to avoid this state,3×VCarrierA − 2 < 0, this condition is to be satisfied. This is done by using
three carrier waves, which are 120◦ apart from each other. Figure 5 shows the waveform associated
with PWM strategies. Figure 5a depicts the associated waveform of the PDPWM method where the
max amplitude of the addition of the carrier waves is 2 (see amplitude in (3) in Figure 5a). Figure 5b
depicts the associated waveform of the modified PWM method where the max amplitude of the
addition of the carrier waves is around 1.5 (see amplitude in (4) in Figure 5b).
5. Simulation and Experimental Results
The simulation results are presented for the complete AC–DC–AC system. The circuit-level model
was developed using the Simulink platform. The closed-loop analysis of both two-level and three-level
inverters is carried out. The specifications of the system parameters are given in Appendix A.
5.1. Closed-Loop Analysis of the Two-Level Inverter
The model of the system is done in various stages. Figure 6 shows the complete closed-loop
AC–DC–AC system Simulink model with the two-level inverter. The first section includes the diode
rectifier model to obtain a constant DC voltage. Then the DC link capacitor was designed so as to
provide a constant DC input voltage to the three-phase two-level inverter circuit which is modelled
using Insulated Gate Bipolar Transistor (IGBTs) and SVPWM techniques were implemented for firing
the inverter circuit.
The analysis of CMV and CMC for the given system is done without filter implementation and the
achieved results are depicted in Figure 7a–d. The Fast Fourier Transform(FFT) analysis of the CMV and
CMC waveform (150 kHz component) are done without filter, and it is observed that THD of the CMV
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and CMC is 38.01% and 3152.31%, respectively. The analysis of the common mode voltage and current
for the given system are done with a filter implementation and the achieved results are depicted in
Figure 7e–h. The FFT analysis of the CMV and CMC waveform (150 kHz component) are done with
a filter and it is observed that the THD of the CMV and CMC is 73.39% and 2213.58%, respectively.
 
 












Figure 7. Simulation results: (a) CMV without filter; (b) CMC without filter; (c) without filter, common
mode voltage FFT analysis; (d) without filter, common mode current FFT analysis; (e) CMV with filter;
(f) CMC with filter; (g) with filter, common mode voltage FFT analysis; (h) with filter, common mode
current FFT analysis.
From the investigation, the objective of reducing the CMC and CMV of the two-level inverter is
achieved. From the analysis made, it can be concluded that when the two-level inverter is operating
at a frequency above 10 kHz, the EMI increases drastically. Additionally, the CMV and CMC of the
system cannot be reduced effectively by changing the reference, instead the size of the EMI filters have
to be larger. Therefore, we need to consider the three-level inverter analysis.
5.2. Closed-Loop Analysis of the Three-Level Inverter
Based on the earlier explanation, the Simulink model of the three-level NPC system is designed in
MATLAB. Figure 8 shows the Simulink model of the designed three-level NPC system.
5.2.1. Existing PWM Method
Using Min–Max and the third harmonic injection method, the common mode current and voltage
are investigated for the three-level NPC inverter. Figure 9a–d depicts the waveforms of CMC using
existing Min–Max method, CMV using existing Min–Max method, CMC using the existing third
harmonic injection methods, and CMV using the existing third harmonic injection method, respectively.
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Figure 9. Simulation results: (a) CMC using existing Min–Max method; (b) CMV using existing
Min–Max method; (c) CMC using the existing third-harmonic injection method; (d) CMV using the
existing third-harmonic injection method.
The fast Fourier transform (FFT) is conducted for Min–Max and third harmonic injection PWM
techniques and it is observed that common mode voltage THD is 14.74% for Min–Max strategy and
11.60% for the third harmonic injection method. In the existing PWM method, the magnitude of the
common mode current (rms value) is 1.191 A using the Min–Max and 1.199 A in the case of the third
harmonic injection method. This can be reduced further by using Modified PWM Technique.
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5.2.2. Modified PWM Method
The simulation results for the modified Min–Max method and third harmonic injection methods
as applied in the three-level NPC inverter. Figure 10a–d obtained waveform of CMC using modified
Min–Max method, waveform CMV using modified Min–Max method, waveform of CMC using
modified third harmonic injection methods, and waveform of CMV using modified third harmonic
injection methods, respectively. Figure 10e,f show the FFT analysis of CMV and CMC with filter,
respectively. It is observed that the THD of the CMV and CMC are 12.95% and 5.91%, respectively.
Before modifying the PWM scheme, the common mode voltage and current of the inverter are
experimentally investigated and shown in Figure 11a. Without modification, the RMS values of the








Figure 10. Simulation results: (a) CMC using the modified Min–Max method; (b) CMV using the
modified Min–Max method; (c) CMC using the modified third-harmonic injection method; (d) CMV
using the modified third-harmonic injection method; (e) with filter, common mode voltage FFT analysis;
(f) with filter, common mode current FFT analysis.
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Figure 11. Experimental results: common mode current and common mode voltage, (a) before
modifying the PWM strategy, and (b) after modifying the PWM strategy.
After modifying the PWM scheme, the common mode voltage and current of the inverter are
experimentally investigated and shown in Figure 11b. After modification, the RMS values of the
common mode current and common mode voltage are 452.6 mA and 5.16 V, respectively. In Table 4,
the observed results are tabulated and it is clear that, after modifying the PWM method, the common
mode current is reduced significantly with a small increment in the common mode voltage.
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Table 4. Experimental results.
Experimental Test CMV (V) CMC (A)
Before applying modified PWM 4.73 V 1.95 A
After applying Modified PWM 5.16 V 452.6 mA
In Table 5, a comparison of PWM strategies for reduction in CMC, CMV, and voltage THD of the
three-level inverter is tabulated based on the obtained results. The simulated results show that when
the modified PWM method is implemented there is a considerable reduction in CMC. The voltage THD
of the system is also observed to be reduced considerably. This satisfies the objective of optimizing the
PWM technique to reduce the CMV and current in grid-tied inverters. From the above comparison, it is
clear that the modified third harmonic injection approach shows a significant amount of reduction in the
CMV and CMC. EMI mitigation techniques are investigated with the aim to reduce the CM voltage and
current in PV grid-tied power inverters. The common mode undesirable effects for grid-tied inverter
systems has been discussed and compared for different PWM schemes. Two small passive filters are
connected between the rectifier input and grid neutral point, and in between the grid and output port
of the inverter and tested for a three-phase two-level inverter using a passive cancellation method.
Table 5. Comparison of PWM strategies for reduction in the CMC, CMV, and voltage THD of the
three-level inverter.
Modulation Technique CMV (V) CMC (A) Voltage THD (%)
Existing PWM Strategy
Min–Max 34.7 1.863 14.27
Third Harmonic Injection 34.7 1.863 11.5
Modified PWM Strategy
Modified Min–Max 43.31 0.74 12.95
Modified Third Harmonic Injection 34.84 0.74 5.77
6. Conclusions
In order to reduce distortion in the system, the modified PWM technique is employed along with
EMI chokes. Various PWM strategies are analyzed to reduce the CMV and CMC, and a modified
PWM approach is presented for a three-phase three-level inverter. The modified third harmonic
injection method reduced the CMC by 60% in the system with a tradeoff to CMV. Simulation and
experimental results are provided which show good agreement with each other and validate that the
control strategies with different PWM techniques are valuable, optimize the output parameters, and are
effective in preventing common mode undesirable effects along with and without filters. Hence, it is
economic to use modified techniques so that the filter size can be reduced and the final product will be
lightweight with a reduced cost compared with conventional strategies and existing PWM techniques.
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Nomenclature
CM Common mode
CMC Common mode current




PWM Pulse width modulation
PV Photovoltaic
VFD Variable frequency drive
dv/dt Change in voltage
di/dt Change in current
LC Product of inductance and capacitance
SPWM Sinewave pulse width modulation
NPC Neutral point clamped
SVPWM Space vector pulse width modulation
PDPWM Phase disposition PWM
SS Spread spectrum
VA, VB, VC AC voltage of each leg
VRef Voltage of reference modulating signal
VAm, VBm, VCm Voltage of reference modulating signal for each leg
Vm Peak value of output voltage
Vm3 Peak value of third harmonic of output voltage
f(wt) Function of reference waveform of the method third harmonics injection
Vdc DC input voltage
RCM1, RCM2 Damping resistor
LCM1, LCM2 Chokes
CCM1, CCM2 Capacitor
LCM, CCM Common mode equivalent inductance and capacitor
fo Common mode resonant frequency
Appendix A
Table A1. Specifications of the system parameters.
Name of the Component Rating
DC link voltage 560 V
DC link capacitor 2200 μF
Filter inductance 450 mH
Filter capacitance 11.6 μF
Rated phase voltage 230 V
Frequency 50 Hz
Grid Parameters
Grid voltage and frequency 230 V, 50 Hz
Carrier frequency 20 kHz
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Abstract: This work presents an economic analysis of a hybrid renewable energy source (HRES)
integrated with an energy storage system (ESS) using batteries with a new proposed strategy. Here,
the HRES system comprises wind turbines (WT) and a photovoltaic (PV) system. The hybrid
WT, PV and energy storage system with battery offer several benefits, in particular, high wind
generation utilization rate, and optimal generation for meeting supply-demand gaps. The real
recorded data of various parameters of a 22 KV hybrid ‘Regen’ feeder of 110/22 KV Vagarai Substation
of TANTRANSCO in Palani of Tamilnadu in India was gathered, studied for the entire year of 2018,
and utilized in this paper. The proposed strategy is the hybridization of two algorithms called Radial
Basis Function Neural Network (RBFNN) and Oppositional Elephant Herding Optimization (OEHO)
named the RBFNOEHO technique. With the help of RBFNN, the continuous load demand required
for the HRES and be tracked. OEHO is used to optimize a perfect combination of HRES with the
predicted load demand. The aim of the proposed hybrid RBFNOEHO is to study the cost comparison
of the HRES system with the existing conventional base method, energy storage method (ESS) with
batteries and with HOMER. The proposed Hybrid RBFNOEHO technique is evaluated by comparing
it with the other techniques; it is found that the proposed method yields a more optimal solution than
the other techniques.
Keywords: energy storage system (ESS); hybrid renewable energy sources (HRES); grid; demand;
load; RBFNOEHO technique
1. Introduction
In the present scenario, the energy demand is managed with both renewable and non-renewable
sources in most of the countries around the world. More quantum generation of green energy than
fossil fuels is the need of the hour due to both the cost factor as well as the mitigation of global
warming. At the same time, the optimum production of green energy even during interruptions
is a challenging task. Hence, a study of the economic analysis on this subject is more important.
The Sun is the prime source of all energies and power. Heat and light, being the primary forms of
solar energy are transformed and absorbed by the environment in various ways for sustainability;
this has been reviewed in [1–4]. A review on the relationships between energy transformation from
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renewable energy sources such as wind and solar with climate change mitigation has been presented
in [5]. This, in turn, helps to mitigate greenhouse gas emissions and reduce global warming as has
been explained in [6], along with the anticipated patterns of future energy use. A review on the scope
of CO2 mitigation through various renewable energy gadgets has been presented [7]. In general,
wind energy is caused by airflow and solar energy is caused by irradiation. Hence, the amount of
harvestable renewable energy predicted for a particular time span might not be accurate. In addition,
renewable energy sources are intermittent, fluctuating and non-continuous. Many unsatisfactory
issues due to implementation of renewable electricity systems alone have been addressed in detail [8].
Voltage, frequency, and waveform are the three important affecting factors of the ‘power quality’ of the
distribution network, due to the synchronization of the generation from renewable energy sources
into the power grid [9]. It has been reported that this could also affect the scheduling scheme, in turn,
hence further affecting the normal operation of the distribution network. The grid synchronization
of the power is discussed in detail by [10,11]. Energy storage technologies using batteries in hybrid
wind power operations is analyzed in [12,13]. The characteristics and a comparison of energy storage
systems have been reviewed in [14]. The need for energy storage in active distribution networks in
spite of the uncertainty of wind power distributed generation is discussed in [15].
In this context, the study of the integration of hybrid renewable energy systems with the power
grid is essential. The main essence of the energy storage is nothing but the properties of its ‘space
transfer energy’ for stable operation of the power grid and thereby to improve the power quality.
In [16], an OPF control of HRES with energy storage was discussed, and the achievement of a better
dynamic response due to energy storage has been proved.
In recent years, a number of nature-inspired metaheuristic evolutionary algorithms have been
studied in depth and are being applied to solve different types of optimization problems. Examples of
such algorithms are the Genetic Algorithm (GA) [17–19], Biogeography-based Optimization (BBO) [20],
Particle Swarm Optimization (PSO) [21,22], Artificial Bee Colony (ABC) [23], Different Evolution
(DE) [24], Bacterial Foraging Optimization (BFO) [25], Ant Colony Optimization (ACO) [26], Cuckoo
Search (CS) [27], Honey Bee Mating Optimization (HBMO) [28], BAT Algorithm [29], etc. These different
types of algorithms are often being used to solve the various engineering problems that arise in different
fields. Numerous research works are available in the literature for optimum power flow management
using solar energy and wind energy transformation applying different techniques in different parts of
the world. The steps taken by the Korea Electric Power Corporation (KEPCO) to develop a Renewable
Energy Map (REM) in South Korea have been reviewed in [30]. In addition, they have explained
the steps taken for optimal location identification for a renewable complex without violating any
reliability standards.
An effective assessment approach to non-renewable energy sources has been developed in Taiwan;
the country is dependent on the importation of energy, with more than 99% coming from foreign
countries, as discussed in [31]. In [32], the many problems and challenges faced by China’s wind
power industry are reviewed in detail. A comprehensive assessment was presented to discuss China’s
wind power industry, power demand, cost and distribution of wind power. In [33] it was reported that
the wind power access to power grids could have a great influence on the power stability and power
quality of the distribution network of Henan Province in China.
In [34], the availability of the abundant solar radiation and the challenges for utilizing it for
solar irrigation in Bangaladesh has been reviewed. In [35] the availability of RES and the present
technologies practiced in Bangladesh have been briefed with conclusions for the implementation of
systematic changes from conventional to the non-conventional (renewable) methods to obtain benefits
for the whole nation.
This work focuses on an economic analysis to integrate an energy storage system (ESS) using
batteries along with different hybrid renewable energy source (HRES) devices using the proposed
strategy. Here, the HRES system comprises wind turbines (WT) and a photovoltaic (PV) system.
The proposed strategy is the hybridization of two algorithms called Radial Basis Function Neural
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network (RBFNN) explained by [36] and Oppositional Elephant Herding Optimization (OEHO)
described by [37], together named the RBFNOEHO technique.
Reference [38] has proposed an optimal energy management for a grid-connected PV-WT, MT and
ESS hybrid energy system utilizing the ANFMDS approach and Homer. The technique has analyzed
various load demands of the microgrid.
In the proposed study, a detailed analysis based on real data is discussed to insist on the need
for an energy storage system to avoid the wastage of the production and utilization of green energy.
Beneficially and economically; in particular, generation during various types of ‘grid interruption’ and
utilization during the ‘peak’ hours and ‘maintenance periods’ of the solar and wind electric generators
are studied. The research work is a comparative economic analysis of HRES without using energy
storage and battery storage during grid interruption and curtailment. Curtailment has been a major
concern for RES. Curtailment can be defined as a reduction in the output of a generator from what
it could otherwise produce given the available resources (e.g., wind or sunlight), typically on an
involuntary basis. Curtailment occurs when a transmission system operator issues an instruction to
limit the energy output of a specific or a group of RES generators. There is lot of evidence for the
incidence of curtailment across many states in India. Curtailment is heavily influenced by local factors,
such as the status of the grid infrastructure near an RE generation site and resource variability at those
sites. There is considerable variation in the quantum of curtailment across months, states, and even
districts in a state, so there is a need to solve the issue during grid interruptions and curtailment using
HRES combined with the optimal storage system.
In this paper, an existing Hybrid Renewable Energy Source (HRES) comprising a wind power
generation and solar power generation system in a single 22 KV feeder at Vagarai located in the
Palani Division in the Dindigul Circle of TANGEDCO in Tamil Nadu, India has been chosen for
study. This dissertation focuses on an economic analysis to integrate the hybrid renewable energy
sources (HRES) with an energy storage system (ESS) using batteries in the proposed strategy. Here, the
HRES system comprises wind turbines (WT) and a photovoltaic (PV) system. The proposed strategy
is the hybridization of two algorithms called Radial Basis Function Neural Network (RBFNN) and
Oppositional Elephant Herding Optimization (OEHO) named the RBFNOEHO technique. The rest of
the paper is organized as follows: Section 2 describes the topography of Tamil Nadu state. Section 3
contains a description of the chosen area. Section 4 describes the objective function formulation.
Section 5 portrays the system configuration of HRES system. Section 6 postulates the economic analysis
of battery storage system for HRES system using the proposed hybrid strategy. Section 7 defines the
real data and simulation results and a discussion. Section 8 concludes the manuscript.
2. Topography of the State of Tamil Nadu
In general, in India, the Sun is visible on sunny days at 6.00 a.m. in the morning and disappears at
6.00 p.m. The solar insulation varies with seasons. However, in general, the peak of the irradiation
during sunny days occurs between 7.30 a.m. and 4.00 p.m. The energy demand can be fulfilled by
solar energy only during daytime hours. On the other hand, wind energy is available in the southwest
monsoon months of May through September in the peninsula and Tamil Nadu. The rest of the months
there will be poor generation from wind due to lull periods or shorter generation periods. The energy
balance for the entire day and night and throughout the year by the hybrid system alone is very difficult
and it is not at all possible. The coordinates of the location of Thoppampatti village and Vagarai village
in Palani, India are 10.5844◦ N, 77.5727◦ E. The average and maximum wind speed and wind gust over
the years in Palani, India as described in [39] are shown in Figure 1.
109
Energies 2019, 12, 3047
Figure 1. The average and maximum wind speed and wind gust over the years in Palani, India.
The average sun hours and sun days over the years in Palani, India is shown in Figure 2,
as described in [39].
Figure 2. The average sun hours and sun days over the years in Palani, India.
3. Description of the Chosen Area
An existing hybrid system with both solar and wind generation combined and formed as
22 KV feeders and fed into 110/22 KV Vagarai Substation, in the Palani Division in the Dindigul
Circle of TANGEDCO in the State of Tamil Nadu of India has been chosen for our study purposes.
The presentation of the real data and analysis in this section will give the real picture of the present
scenario and the need for energy storage for economical and beneficial usage of the green energy to meet
the entire “Demand” requirement with the limited utilization of conventional energy. The switchyard
arrangement of the 22 KV hybrid feeders in the 110/22 KV Vagarai SS is shown in Figure 3.
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Figure 3. Switchyard arrangement of the 22 KV hybrid feeder in the 110/22 KV Vagarai SS.
4. Objective Function Formulation
The existing 22 KV Vagarai feeder consists of one standalone 1.5 MW wind turbine (W1), and one
1.5 MW wind turbine (W2-PV) combined in a hybrid configuration with a 0.300 MW solar PV system
and one standalone 2.8 MW wind turbine (W3). The cost of the entire system and the initial erection
and commission cost is fixed. The objective function, which has to be minimized, can be expressed
as follows:
Min (AC) = NPVCPV + NWTCWT + PESSCESS −Cgs + Cgp (1)
where, AC is the annualized cost of the system. The annualized total costs of PV, WT and ESS are
represented as CPV, CWT and CESS. The total price ($/year) of electricity purchased from the grid
annually is denoted as Cgp and the total price of electricity sold to the grid ($/year) annually is Cgs.
The annualized cost of each component comprises several parts, that is, annualized capital cost, and
annualized operational and annualized replacement cost.
The entire hybrid system comprises several components and the cost of the replacement of
components during normal wear and tear and major breakdown is the running cost for operations
and maintenance. The salary ofthe operational crew and miscellaneous costs like taxes on land and
maintenance of the control room building is also included in the running cost. It also includes the
cost ofpurchasing power for the operation of the wind turbines, when synchronized withthe grid.
The system with the lowest cost would be classified as possessing the optimal strategy; it should
overcome the constraints and one should measure the ‘per unit’ cost by dividing the total cost and the
generation units in KWHr. In the proposed study, the production of power is the total supply of power
to the grid at the instance of generation and the stored energyfed back, generated during predictable
interruption periods. Hence when measuring per unit cost by dividing the total cost and the generation
units in KWHr, it will be less when compared to the cost of the system without energy storage:
Max(Gen) = EW1 + EW2−PV + EW3 − EImport−W1 − EImport−W2−PV − EImport−W3 (2)
Min(Cost) = CW1 + CW2−PV + CW3 −CImport−W1 −CImport−W2−PV −CImport−W3 (3)
Here, the export of energy from the wind turbine (W1) is denoted as EW1, the export of energy
from wind turbine (W2) plus solar Photo Voltaic (PV) is denoted as (EW2-PV) and the export of energy
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from the wind turbine (W3) is denoted as EW3. CW1 is the cost of the sale of power to grid due to the
standalone 1.5 MW wind turbine. CW2PV is the cost of the sale of power to the grid due to the hybrid
1.5 MW wind turbine combined with the 0.300 MW solar PV systems and CW3 is the cost of the sale of
power to the grid due to the standalone 2.8 MW wind turbine.
By substituting the real data of the energy supplied to the grid through the 22 KV hybrid feeder of
the 110 KV Vagarai SS, into the expressions of (2) and (3), will become:
Max(Gen) = 3016380 + 3362200 + 6570120− 10800− 12420− 11960 = 12913520 KWHr (4)
Min(Cost) = 144786.24 + 161385.60 + 354786.48− 518.40− 596.16− 645.84 = 659198 $ (5)
In the existing grid-connected hybrid system, without any energy storage, the cost per unit sold
without any storage for the year 2018 in the 22 KV hybrid feeder, considering all interruption periods
is:
Cactual = Min (Cost)/Max (Gen) (6)
By substituting the real data of the net energy sold and the net cost towards supply of energy in
(6), one gets the following expression:
Cactual = 659198/12913520 = 0.05104 = 0.051 $ (7)
Hence, the annual average net cost of the energy sold to grid during the year 2018 without any
storage system during the interruptions is worked out to be $0.051.
In the first operational segment, the entire load of the 110 KV Vagarai SS is fully served by the
connected hybrid feeder, which consists of three WTz and a 0.300 KW solarPV unit:
PW1(t) + PW2−PV(t) + PW3(t) = PLoad (8)
In the second operational segment, the entire load is fully served by the connected hybrid feeder,
which consists of three WTsz and the 0.300 KW solar PV system, when they are equal and higher than
the load demand:
PW1(t) + PW2−PV(t) + PW3(t) > PLoad or PW1(t) + PW2−PV(t) + PW3(t) ≥ PLoad (9)
The remaining power would be sent to the grid.
In the third operational segment, the load can be partly served by the connected hybrid feeder,
which consists of three WTs and a 0.300 KW solar PV system, is less than the load demand:
PW1(t) + PW2−PV(t) + PW3(t) < PLoad (10)
5. System Configuration of the HRES System
In this section, the system configuration of the HRES system is explained. The PV panel is
connected with a rectifier to deliver alternating current. The proposed combination of the WT-PV
system will act as a power injection system to the power grid and does not have the features needed
to apply any sort of power quality control on the generated power. The output power of the WT is
directly delivered by means of the AC grid to the distribution side. The output power produced by
the solar panels is fed into the grid through the DC-AC converter. A bidirectional charge controller
carries out the functions of charging and discharging the battery and thus performing both the AC-DC
conversion and voltage boosting. The non-continuous availability of the renewable sources would
hinder a system not equipped for gathering the power dispatch standards of the load dispatch centers.
Likewise, during periods of high wind, the wind turbines are forced to shut down to safeguard the
equipment. Coordinating the battery with the renewable energy source devices will enable to store the
excess energy and it could be used beneficially during peak power demand periods, thus improving
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the system reliability. It additionally enables the storage of energy duringperiods when low demand
exists, so that it can be better utilized during the peak load periods. The system configuration of the
HRES system in the proposed strategy is shown in Figure 4.
 
Figure 4. System configuration of the HRES system.
Photovoltaic systems and wind turbines are non-dispatchable resources. The battery system
is anenergy storage device. In the proposed approach, in the light of the annualized capital and
replacement cost the objective functions are resolved. Along these lines, the optimal operation is
accomplished when the objective of maximized revenues and minimized usage of HRES is fulfilled.
6. Economic Analysis of Battery Storage System for HRES System Using Hybrid Strategy
In this section, the proposed strategy for the economic analysis of battery storage system for the
HRES systemis described. The proposed strategy is the incorporation of Radial Basis Function Neural
Network (RBFNN) and Oppositional Elephant Herding Optimization (OEHO) named RBFNOEHO.
RBFNN can be regarded as a feed-forward network composed with three layers of neurons [36].
The EHO algorithm is developed from the natural behavior of elephant herding [37]. Figure 5 portrays
the procedure of economic analysis of the proposed system.
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Figure 5. Process of economic analysis of the proposed system.
In order to accelerate the convergence rate and performance, the EHO is enhanced with the
concept of oppositional-based learning (OBL). With the help of RBFNN, the required load demand
for the HRES system is continuously tracked. With the consideration of the predicted load demand,
OEHO is optimized for the HRES perfect combination. The involvement of the annualized capital
cost and replacement cost of the HRES system is the main objective of the proposed methodology.
The constraint is the renewable energy sources accessibility, power demand and storage elements state
of charge. The systematic process of RBFNN and OEHO are discussedin the following section.
6.1. Prediction of Load Demand Using RBFNN
RBFNN is an artificial neural network. In the field of mathematical modelling, the proposed
artificial neural network uses radial basis functions as activation functions. The first layer is called the
input layer. It consists of the source nodes for the input data. The second layer is the single hidden
layer in the network. It is made up of the radial basis functions. The nonlinear transformation is
applied by these functions from the input layer into the hidden layer. The third layer is called the
output layer. The output layer of the network is a linear combination of radial basis functions of the
inputs and neuron parameters.
Here, the RBFNN is trained by the target power demand with the appropriate input time intervals
of the day. To establish the proposed approach, the selection of the input variables to each node in the
first layer and the output is computed using the Gaussian membership function.
Based on these corresponding inputs and the output values the RBFNN is trained. The structure
and the training process of the ANFIS are describedas follows:
Step 1: The Input Vector. In the input layer of the network, the input vector a is applied. In the
proposed approach, the time interval T is the input of the network, load demand are the output of the
network. Then the equation for the input vector is given by:
a =
[
a1 a2 · · · ap
]T
(11)
Here, a represents the input vector of the RBFNN.
Step 2: The RBF Neurons. From the training set, each RBF neuron stores a ‘prototype’ vector, which
is one of the vectors. Each RBF neuron compares the input vector to its prototype, and outputs a value
between 0 and 1 which is a measure of similarity. Output of the RBF neuron will be 1 if the input is
equal to the prototype. The value of the neuron’s response is called its ‘activation’ value. The prototype
vector is called neuron’s ‘centre’.
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Step 3: The Output Nodes. The output of the network consists of set of nodes; each output node
computes a score sort for the associated category. Typically, by assigning the input to the category
with the highest score a classification decision is made. From every RBF neuron, a score is computed
by taking a weighted sum of the activation values. With each of the RBF neurons, an output node
associates a weight value by weighted sum and before adding it to the total response, it multiplies
the neuron’s activation by this weight. Every output node has its own set of weights for a different
category because each output node is computing the score. Output node give positive weight to the
RBF neurons and negative weight is shared to the others.
Step 4: RBF Neuron Activation Function. In between the input and its prototype vector, each RBF
neuron computes a measure of the similarity. Input vectors are similar to the prototype, which returns
a result closer to 1. There are different possible choices of similarity functions based on Gaussian.









Here, input can be represented as a, mean as β, standard deviation can be represented as α. The
RBF neuron activation function is slightly different, and is typically written as:
ψ(a) = e−η‖a−β‖2 (13)
Here, β is the mean of the distribution in the Gaussian distribution. After completing the algorithm,
the RBFNN generates the load demand. Then the predicted values are used as the input of OEHO to
get the optimal energy management outputs for the HRES system.
6.2. Minimization of Total Cost Using OEHO
An efficient OEHO approach is presented for the optimal energy management in the connected
HRES system. EHO algorithm is developed from the natural behavior of elephant herding. An elephant
group is composed of a number of clans headed by a matriarch. A clan consists of females and their
calves. It is seen that the preference of the females is to always live with family members; whereas, the
preference of males is to live a nomadic and solitary life. The improved version of the elephant herding
optimization to solve the optimal energy management in the HRES system is achieved by introducing
oppositional-based learning (OBL). In general, the initial population for all the evolutionary algorithms
is generated randomly and gradually until they reached the destination of the ‘optimal solution’ in
the subsequent iterations and stopped at the pre-defined condition. The convergence times of the
algorithms are linked to the distances of these initial guesses from the optimal solution. The speed of
the convergence and the time taken depend upon the selection of the initial solution. If it is, closer to the
optimal solution, then it converges as quickly as possible; otherwise, its speed would be comparatively
less and it takes a longer time to converge. The Oppositional-based Learning (OBL) is considered
as one of the most efficient concepts. It can be used to improve the initial solution by evaluating
both the current candidate solution and its opposite solution simultaneously; and by choosing the
more fitted one as the initial solution. OEHO is used to establish the exact schedule of the HRES
combinations as per the power variations in both source and load side of the grid. Two definitions are
used in the OBL-based proposed system, opposite number and opposite point. The two stages utilized
here areOpposition-based Population Initialization (OBPI) and Opposition-based Generation Jumping
(OBGJ). The terms are described as follows:
Definition 1. Opposite number: Let the real number be S. The opposite number of s(s∗) is described as follows:
s∗ = a + b− s (14)
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Likewise, in Definition 2 this definition can be extended to higher dimensions, which are stated as follows.
Definition 2. Opposite point: In d-dimensional search space the equation is equated to be S = s1, s2, s3, . . . , sD,











is completely defined by its components:
OS = ai + bi − si (15)
In the accompanying section, the steps of the OEHO algorithm are explained as follows:
Step 1: Opposition Based Initial Population. Opposition based initialize the population of the HRES
sources such as WT, PV are taken as the input.




r11 r12 . . . r1n





rn1 rn2 . . . rnn
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(16)
Here, load demand can be specified as d, random solutions can be expressed as r.
Step 3: Fitness Evaluation. The fitness function is evaluated by minimizing the error value and the
equation is expressed in the following equation,
obj = Min (Cost) (17)
After the fitness function, the clan updating operator and separating operator is evaluated and
the equations are explained in the Step 4 and Step 5.
Step 4: Clan Updating Operator. Being the leaders of the elephant group, the matriarchs are
influenced by all the members of a particular clan in each generation; the next position of the member’s
j-th elephant of the clan is calculated as follows:
fnew,ci, j = fci, j + ϕ×
(
fbest,ci − fci, j
)
× r (18)
Here, the clan is represented as ci, the fittest elephant of the clan as fbest,ci , and the new updated
position of the j-th elephant in the clan can be expressed as fnew,ci, j. The next updated position of the
fittest elephant is expressed as:








Here, the number of elephants of each clan can be represented as mci , 1 ≤ d ≤ D is the d-th
dimension and D is specified as a total dimension.
Step 5: Separating Operator. The worst elephant of each clan updates its position in each generation
and the equation can be expressed as follows:
fworst,ci = fmin + ( fmax − fmin) × random (21)
Here, the worst elephant of the clan of elephant group can be indicated as fworst,ci , maximum and
minimum value of the search space can be represented as fmax and fmin, random ∈ [0, 1] follows the
uniform distribution.
Step 6: Opposition Based Generation Jumping. To hop to another candidate solution the completely
evolutionary process can be constrained in the event that we apply a comparable approach to the
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current population, which is more reasonable than the current one. The new population is created
and opposite population is determined in the wake of following the EHO operator, dependent on a
jumping rate and it is a random number from (0, 1). The fittest NF individuals are chosen from this
correlation. To compute the opposite points search space is diminished in every generation:




j − Si, j (22)






is the current interval in the population
which is becoming increasingly smaller than the corresponding initial range pj, qj, JR as the jumping
rate. The process of position updating is continued, until the stop condition is met.
The flowchart of the proposed technique is depicted in Figure 6.
 
Figure 6. Flowchart of the proposed technique.
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7. Results and Discussion
In this section, the economic analysis of the HRES system without and with energy storage is
considered. The proposed technique is implemented in the MATLAB/Simulink platform. In order
to meet the load demand of the system, PV, WT and battery have been utilized. HOMER is a free
software application developed by the National Renewable Energy Laboratory in the United States.
This software application is used to design and evaluate technically and financially the options for the
off-grid and on-grid power systems for remote, stand-alone and distributed generation applications. It
allows considering a large number of technological options to account for energy resource availability
and other variables.
Here, two case studies are considered and discussed as follows:
Case Study A: Cost worked out for the interruption period without using energy storage.
Case Study B: Cost worked out using proposed technique for the interruption period with
energy storage.
7.1. Case Study A
The existing 22 kV Vagarai feeder consists of one standalone 1.5 MW wind turbine (W1), one 1.5
MW wind turbine (W2-PV) combined in a hybrid system with a 0.300 MW solar PV system and one
standalone 2.8 MW wind turbine (W3). In this case, study A, the cost analysis for the interruption period
without using energy storage has been analyzed. Here, there is no generation during load curtailment
and interruption periods of the system due to non-availability of battery storage. The results of
case study A mainly show the impacts of higher load curtailment i.e., fault trip, main supply failure,
shutdowns, etc. Table 1 lists the amount of energy really sold to the TANTRANSCO grid in KWHr and
the actual cost of the electricity ($/month).
Table 1. Quantum of energy really sold to the TANTRANSCO grid in KWHr during the year 2018 and
the realization of actual cost of electricity ($/month).




January 2018 30,740 1476 152,380 7314 103,680 4977 286,800 13,766
February 2018 129,800 6230 154,180 7401 282,280 13,549 566,260 27,180
March 2018 26,400 1267 28,780 1381 50,480 2423 105,660 5072
April 2018 102,040 4898 113,080 5428 205,920 9884 421,040 20,210
May 2018 243,300 11,678 278,160 13,352 512,240 24,588 1,033,700 49,618
June 2018 605,760 29,076 592,980 28,463 1,490,320 71,535 2,689,060 129,075
July 2018 768,120 36,870 867,960 41,662 1,734,640 83,263 3,370,720 161,795
August 2018 676,560 32,475 686,100 32,933 1,341,680 64,401 2,704,340 129,808
September 2018 185,460 8902 188,400 9043 359,920 17,276 733,780 35,221
October 2018 53,240 2556 64,820 3111 100,240 4812 218,300 10,478
November 2018 77,260 3708 92,480 4439 151,800 7286 321,540 15,434
December 2018 117,700 5650 142,880 6858 236,920 11,372 497,500 23,880
The quantum of the energy really purchased from the TANTRANSCO grid in KWHr and the
actual cost paid for the electricity ($/month) is derived in Table 2. The MATLAB/Simulation proves the
generation cost is optimum after consideringthe sale of excess stored power. The total price ($/month)
of electricity sold to grid monthly is denoted as IImport−month.
The export of energy from the wind turbine (W1) is denoted as EW1, the export of energy from
wind turbine (W2) plus solar Photo Voltaic (PV) is denoted as (EW2-PV) and the export of energy from
the wind turbine (W3) is denoted as EW3 (per unit of power purchased from TANTRANSCO in INR is
3.30 [$ 0.48] for the W1 and W2 plus PV solar hybrid system and INR 3.70 for W3 [1 INR = $0.015].
CW1 is the cost of the sale of power to grid due to the standalone 1.5 MW wind turbine. CW2 is the
cost of the sale of power to the grid due to the hybrid 1.5 MW wind turbine combined with the 0.300
MW solar PV systems and CW3 is the cost of the sale of power to the grid due to the standalone 2.8
MW wind turbine. The import of energy from the wind turbine (W1) is denoted as IW1, The export of
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energy from the wind turbine (W2) plus solar PV systemis denoted as IW2 PV and the export of energy
from the wind turbine (W3) is denoted as IW3 and per unit of power purchased from TANTRANSCO
in INR is 3.30 [$0.48] for W1 and W2 plus solar PV hybrid system; and INR 3.70 is for W3 [1 INR =
$0.015]. Similarly, the import of energy for the wind turbine (W1) is denote as IW1, the import of energy
for the wind turbine (W2) plus solar PV systemis denoted as IW2 PV and the import of energy for the
wind turbine (W3) is denoted as IW3. Here, the export of energy from wind turbine (W1) is denoted
as EW1 in column (2); export of energy from wind turbine (W2) plus solar PV is denoted as EW2 PV
in column (3); and export of energy from wind turbine (W3) is denoted as EW3.The amountof energy
really purchased by the grid through 22 kV feeders in the 110/22 kV Vagarai SS is tabulated in Table 2.
Table 2. Quantum of energy really purchased by the TANTRANSCO grid in KWHr and actual cost
paid towards the electricity ($/month).




January 2018 780 25.16 1040 49.92 720 38.88 2540 126.24
February 2018 640 22.86 860 41.28 960 51.84 2460 123.84
March 2018 460 14.84 540 25.92 560 30.24 1560 78.24
April 2018 1540 51.33 1560 74.88 1760 95.04 4860 243.84
May 2018 1540 49.68 920 44.16 1240 66.96 3700 185.04
June 2018 480 16.00 180 8.64 200 10.80 860 42.48
July 2018 580 18.71 300 14.40 280 15.12 1160 57.36
August 2018 120 3.87 40 1.92 80 4.32 240 12.00
September 2018 860 28.67 1560 74.88 1400 75.60 3820 191.76
October 2018 1240 40.00 2120 101.76 1920 103.68 5280 264.96
November 2018 1140 38.00 1780 85.44 1400 75.60 4320 215.76
December 2018 1420 45.81 1520 72.96 1440 77.76 4380 218.88
The actual current flown at 01.00 hon 19 July 2018 in all segments like 22 kV side, LV 1, LV2, Bus 1
and Bus 2; 110 kV side, GC and 110 kV Udumalpet/Renganathapuram in the switch yard is shown in
Figure 7.
Figure 7. Actual flowchart of both the 110 kV and 22 kV sides @ 01.00 hour on 19 July 2018 in the
110 kV SS.
The hourly readings of the five 22 kV feeders in the 110/22 kV Vagarai substation and the L.V 1
and L.V 2 of the power transformers1 and 2 on 19 July 2018 are tabulated in Tables 3 and 4.
The 22 kV Bus 2 is connected with three 22 kV feeders, namely (1) Hybrid Generation Regen
feeder, (2) Agen Vijay feeder and (3) Appanuthu feeder; whereas the 22 kV Bus 1 is connected with two
22 kV feeders, namely (4) VepanValasu feeder and (5) Mill feeder in the 110/22 kV Vagarai substation.
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Table 3. Readings of all the 22 kV feeders including the hybrid generation regen feeder in the 110/22
kV Vagarai SS on 19 July 2018.
Date Hybrid 22 Industrial Rural Rural Industrial




MW A MW A MW A MW A MW
1.00 a.m. −160 −5.5 30 1.0 30 1.0 65 2.2 10 0.3
2.00 a.m. −155 −5.3 30 1.0 30 1.0 65 2.2 10 0.3
3.00 a.m. −160 −5.5 30 1.0 25 0.9 70 2.4 10 0.3
4.00 a.m. −160 −5.5 25 0.9 25 0.9 70 2.4 10 0.3
5.00 a.m. −160 −5.5 30 1.0 30 1.0 70 2.4 10 0.3
6.00 a.m. −160 −5.5 30 1.0 35 1.2 80 2.7 10 0.3
7.00 a.m. −150 −5.1 30 1.0 35 1.2 100 3.4 50 1.7
8.00 a.m. −160 −5.5 30 1.0 40 1.4 110 3.8 55 1.9
9.00 a.m. −150 −5.1 25 0.9 35 1.2 100 3.4 65 2.2
10.00 a.m. −165 −5.7 25 0.9 30 1.0 95 3.3 65 2.2
11.00 a.m. −140 −4.8 25 0.9 25 0.9 85 2.9 65 2.2
12.00 Noon −135 −4.6 30 1.0 30 1.0 75 2.6 65 2.2
01.00 p.m. −130 −4.5 30 1.0 25 0.9 80 2.7 60 2.1
02.00 p.m. −130 −4.5 30 1.0 30 1.0 80 2.7 60 2.1
03.00 p.m. −125 −4.3 30 1.0 30 1.0 80 2.7 55 1.9
04.00 p.m. −125 −4.3 35 1.2 30 1.0 85 2.9 60 2.1
05.00 p.m. −160 −5.5 30 1.0 30 1.0 85 2.9 60 2.1
06.00 p.m. −170 −5.8 30 1.0 35 1.2 90 3.1 60 2.1
07.00 p.m. −120 −4.1 30 1.0 35 1.2 75 2.6 60 2.1
08.00 p.m. −165 −5.7 30 1.0 35 1.2 75 2.6 60 2.1
09.00 p.m. −140 −4.8 30 1.0 30 1.0 80 2.7 55 1.9
10.00 p.m. −130 −4.5 30 1.0 30 1.0 75 2.6 55 1.9
11.00 p.m. −130 −4.5 30 1.0 30 1.0 75 2.6 55 1.9
12.00 Night −150 −5.1 30 1.0 30 1.0 70 2.4 55 1.9
←——————22 kV Bus-2——————→ ←——————-22 kV Bus-1——————-→
Table 4. Readings of the 22 kV regen feeder, LV1 and LV2 of power transformers 1 and 2, respectively
in the 110/22 kV Vagarai SS on 19 July 2018.
Date Hybrid Power Tr. 2 Power Tr. l
19 July 2018 Regen Feeder L.V 2 L.V 1
Time Current (A) MW A MW A MW
1.00 a.m. −160 −5.5 −100 −3.42 75 2.57
2.00 a.m. −155 −5.3 −95 −3.25 75 2.57
3.00 a.m. −160 −5.5 −105 −3.60 80 2.74
4.00 a.m. −160 −5.5 −110 −3.77 80 2.74
5.00 a.m. −160 −5.5 −100 −3.42 80 2.74
6.00 a.m. −160 −5.5 −95 −3.25 90 3.08
7.00 a.m. −150 −5.1 −85 −2.91 150 5.14
8.00 a.m. −160 −5.5 −90 −3.08 165 5.65
9.00 a.m. −150 −5.1 −90 −3.08 165 5.65
10.00 a.m. −165 −5.7 −110 −3.77 160 5.48
11.00 a.m. −140 −4.8 −90 −3.08 150 5.14
12.00 Noon −135 −4.6 −75 −2.57 140 4.79
01.00 p.m. −130 −4.5 140 4.79 140 4.79
02.00 p.m. −130 −4.5 140 4.79 140 4.79
03.00 p.m. −125 −4.3 135 4.62 135 4.62
04.00 p.m. −125 −4.3 145 4.97 145 4.97
05.00 p.m. −160 −5.5 145 4.97 145 4.97
06.00 p.m. −170 −5.8 150 5.14 150 5.14
07.00 p.m. −120 −4.1 135 4.62 135 4.62
08.00 p.m. −165 −5.7 100 3.42 135 4.62
09.00 p.m. −140 −4.8 135 4.62 135 4.62
10.00 p.m. −130 −4.5 130 4.45 130 4.62
11.00 p.m. −130 −4.5 130 4.45 130 4.62
12.00 Night −150 −5.1 135 4.62 135 4.62
←———22 kV Bus-2 ———-→ ←——-22 kV Bus-1——-→
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From Figure 7 and Table 3, it is seen that the required load was only 60 Amps (30 Amps each for
the 22 kV Appanuthu and Agen Vijay feeders) on 22 kV Bus 2 and 75 Amps (10 Amps for 22 kV Mill
feeder and 65 Amps for the 22 kV VepanValasu feeder).As the Bus coupler switch No. 12 was kept
in an open condition, at 01.00 hon 19 July 2018, the power for an amount of 2.57 MW (75 Amps) out
of 5.5 MW (160 Amps) from the hybrid feeder was stepped up to 110 kV by the power transformer
(Pr. Tr)-2. And stepped down to 22 kV voltage level by power transformer (Pr. Tr)-1, (or, say from
LV-2-Pr.Tr.2–Pr.Tr.1-LV-1) from the balance power of the 22 kV regen feeder, which is kept at 22 kV Bus-2.
Anamount of current of 100 Amps at the 22 kV side got transformed through the power transformer,
as 20 Amps at the 110 kV side; and only an amount of 15 Amps at 110 kV equivalent to 5 Amps for the
22 kV side required for Bus 1. The balance amountof 5 Amps would flow to the 110 kV GC and finally
be exported through 110 kV Udumalpet/Ranganathapuram feeders. Or, one can say that the required
load demand for the 22 kV Veppen Valasu and 22 kV turbinefeeders was only 75 Amps @ 01.00 h, and
the balance 25 Amps was fed into the power transformer 1 and stepped up to110 kV.
The actual current flown on all the 22 kV feeders in the 22 kV side in both the 22 kV Bus 1 and Bus
2 are given in Table 4 and Figure 7. At 01.00 h, the demand of the 22 kV Agen Vijay and Appanuthu
feeders was 30 Amps each, whereas the hybrid generation of the regen feeder was 160 Amps.
Similarly, duringeach hour of 19 July 2018, the actual incoming generation from the hybrid regen
feeder and the load demand of the remainingfour22 kV feeders and power flow to/from the 110 kV GC
are recorded and charted in Table 3.
The time vs. current (in Amps) graph is given in Figure 8. From the graph, it is understood that
the wind generation alone on the 22 kV hybrid feeder balanced the entire load of four 22 kV feeders.
The unutilized amount of energy had been exported through the 110 kV Udumalpet/Ranganathapuram
feeders from 01.00 a.m. to 06.00 a.m. on 19 July 2018.
Figure 8. Time vs. current graph showing the actual current flowed with respect to hours of the day on
each of the 22 kV feeders and LV1, LV2 and GC of the 110 Vagarai substation on 19 July 2018.
As the load increased during the day hours and as the hybrid generation could not cater to the
load, 110 kV GC imported power through the 110 kV Udumalpet/Ranganathapuram feeders from 7.00
a.m. onwards. If the 22 kV regen feeder is kept connected only with the solar generation, then there
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would not be any green energy from the wind and it would not fulfil the requirement at least up to
some early hours of the day. In addition, if an energy storage system were implemented in the HRES,
it would be more economical and beneficial and facilitate the generation of green energy even during
predictable interruptions and curtailment periods also using the interconnectivity of the same grid.
The following Table 5 is a summary of various interruptions occurred in the 110 kV Vagarai SS
during the year of 2018.
Table 5. Summary of all interruptions like fault trip, 110 kV main supply failure, load shedding, line
clear, hand trip, break down and shut down in 110 kV Vagarai SS during the year of 2018.




a Fault Trip 37 05 H 16 Min
b Load Shedding 1 00 H 10 Min
c Hand Trip 10 13 H 05 Min
d Main 110 kV Supply failure 45 09 H 26 Min
Group 2:
e Total Shut down 9 65 H 35 Min
f Line Clear 4 09 H 40 Min
g Break Down of other feeders 11 109 H 15 Min
Total 117 212 H 27 Min
From the table, it is understood that seven various types of generation interruption have occurredfor
a total of 212 hours and 27 min during the year 2018. The different types of interruptions are described
as fault trip, (b) load shedding, (c) hand trip, (d) main 110 kV supply failure, (e) total shut down (f) line
clear and (g) breakdown of other feeders and equipment. Asummary of all month wiseinterruptions
during the year of 2018 in the 110/22 kV Vagarai SS is presented in Table 6. All the interruptions can be
grouped into two segments, some interruptions were predictable, and others were not predictable.
Table 6. Summary showing all interruptions month wise during the year of 2018.
Total Interruption
Month Hours Min Month Hours Min
January 2018 0 0.00 July 2018 14 11.00
February 2018 7 46.00 August 2018 81 9.00
March 2018 0 20.00 September 2018 55 17.00
April 2018 1 41.00 October 2018 10 40.00
May 2018 8 15.00 November 2018 14 46.00
June 2018 11 6.00 December 2018 7 16.00
Total 208 H plus 267 min = 208 + 4 H 27 Min, or say, 212 H 27 Min.
7.1.1. Interruptions That Would Not Be Predictable and Can Occur Suddenly
Interruptions like (a) fault trip, (b) load shedding (c) hand trip and (d) main 110 kV supply failure
are categorized in this group. These interruptions could not be predicted. However, if a proper energy
storage system is available; the energy can be stored by diverting the output through the breaker to the
energy storage system. The number of occurrences of said unpredictable interruptions was 93 in the
year 2018 but the total duration of the interruptions is only 27 h and 57 min, as given in Table 7.
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Table 7. Summary of unpredictable interruptions during the year 2018 in the 110 kV Vagarai SS.
Sl. No Description No. of Tripping Duration of Interruptions
a Fault Trip 37 05 h 16 min
b Load Shedding 1 00 h 10 min
c Hand Trip 10 13 h 05 min
d Main 110 kV Supply failure 45 09 h 26 min
Total 93 27 h 57 min
7.1.2. Interruptions That Are Predictable and Carried Out with Prior Intimation
Interruptions like (e) total shut down, (f) line clear and (g) proposed break down (BD) of other
feeders and equipment are categorized in this group. The occurrence of the predictable interruptions
during the year 2018, in the 110/22 kV Vagarai SS was 24 in number, but the duration was 184 h 30 min,
as tabulated in Table 8.
Table 8. Summary of predictable interruptions during the year 2018 in the 110 kV Vagarai SS.
Sl. No Description No. of Tripping Duration of Interruptions
e Total Shutdown 9 65 h 35 min
f Line Clear 4 09 h 40 min
g Breakdown of other feeders 11 109 h 15 min
Total 24 184 h 30 min
These interruptions are normally taken intentionally for maintenance of equipment in the yard of
the substation, it can be predictable, and in fact, the details of the interruptions would be conveyed
over phone before being carried out. The duration of the interruptions isvery largeand the green power
from the renewable energy sources can be stored; if a proper energy system is incorporated. As there is
an alternative supply available for running the wind turbines, it can be possible to harness the green
energy and store it in the energy storage system to be sold to the grid in the future.
7.2. Case Study B
In the case study B, the cost analysis for the interruption period using the proposed technique
with energy storage has been analyzed. Here, the loss of the production of the green energy during
grid interruptions and wind curtailment of the system are minimized because of the presence of battery
storage using the proposed technique. Consequently, the proposed system gives lower cost with an
optimal solution. The power flow in the HRES system using battery storage is analyzed forone day
and one year. The variation of load per day and for a year is depicted in Figure 9.
Figure 9. Demand versus time profile of the proposed technique for (a) one day (b) one year.
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Figure 9a the depicts how with the proposed technique the load demand is calculated during
the time period of 24 h and Figure 9b illustrates the monthly load demand of the proposed technique.
From Figure 9a, it is observed that the maximum hourly load demand of 5.9 MW is reached in the time
intervals of 5 to 10 h. Likewise from Figure 9b, the maximum monthly load demand 1.39 × 104 KW is
reached during the time period of 10 to 12 h.
The graphs of irradiance and wind speed for a 24 h. period are plotted in Figure 10. From Figure 10a,
it is observed that the irradiance of the system is a maximum of 1000 W/m2 during the time-period of
10 to 15 h. The maximum wind speed 12 m/s is predicted at the time moment of 5 to 15 h. in Figure 10b.
Figure 10. Analysis of (a) Irradiance (b) Wind Speed for one day.
Figure 11 shows the comparison analysis of power generated using energy storage, HOMER and
the proposed technique for one day. Figure 11a depicts the graph of power versus time using the
energy storage system. It is observed from Figure 11a, that by using the energy storage the maximum
power 0.049 MW is generated in a period of 2 to 7 h. Figure 11b depicts the power generated using
HOMER. By utilizing HOMER, the maximum power 0.047 MW is produced during the time interval
of 20 to 25 h. Figure 11c shows the power generated using proposed technique. The maximum power
generated using proposed technique is 0.05 MW at the time duration of 3 to 5 h.
Figure 12 shows the comparison analysis of power generated using energy storage, HOMER and
proposed technique for one year. Figure 12a depicts agraph of power versus time using energy storage
system. It is observed from the Figure 12a, which by using the energy storage the maximum power 1
MW is generated at the time period of 2 to 7 h. Figure 12b depicts the power generated using HOMER.
By utilizing HOMER, the maximum power 1.3 MW is produced during the time interval of 2 to 4 h.
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Figure 13 shows the individual generated power analysis using ESS, Without ESS, HOMER and
Proposed for one day. Figure 13a shows the individual generated power using ESS. Figure 13a analyzes
the PV, WT1, WT2 and WT3 generated power during the time period of 24 h. As seen from Figure 13a,
the power generated by PV, WT1, WT2 and WT3 reaches the peak of 5.7 MW during the time instant
of 5 to 10 h. Figure 13b shows the individual generated power without considering the ESS. From
Figure 13b, it is observed that the power generated is in the maximum range of 5.75 MW at the time
interval of 5 to 10 h. Figure 13c explains the individual generated power using HOMER. It is observed
from the figure that the power generation is maximum 5.8 MW at the time duration of 5 to 10 h.
Figure 13d delineates the individual generated power using the proposed technique. From Figure 13d,
it is seen that the maximum power 5.9 MW is generated during the time interval of 5 to 10 h.
Figure 13. Individual Power analysis (a) With ESS (b) Without ESS (c) HOMER (d) Proposed technique
for one day.
Figure 14 shows the individual generated power analysis using ESS, without ESS, HOMER
and the proposed technique for one year. Figure 14a shows the individual generated power using
ESS. Figure 14a analyzes the PV, WT1, WT2 and WT3 generated power during the time period of
24 h. As seen from Figure 14a, the power generated by PV, WT1, WT2 and WT3 reaches a peak of
160 MW during the time period of 6 to 8 h. Figure 14b shows the individual generated power without
considering the BESS. From Figure 14b, it is observed that the power generated is in the maximum
range of 155 MW during the time interval of 6 to 8 h. Figure 14c explains the individual generated
power using HOMER. It is observed from the figure that the power generation is maximum 160 at the
time periodof 6 to 8 h. Figure 14d delineates the individual generated power using proposed technique.
From the Figure 14d, the maximum power 170 MW is generated during the time interval from 6 to 8 h.
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Figure 14. Individual power analysis: (a) With ESS (b) Without ESS (c) HOMER (d) Proposed technique
for one year.
Figure 15 shows the investigation of fitness graph for one day. It depicts the fitness comparison
for one day. As seen from the figure, the base method solution converges after an iteration count of
32. The HOMER fitness solution converges at the 38th iteration and the proposed technique gives the
solution faster than the other techniques.
Figure 15. Investigation of Fitness comparison for one day.
Figure 16 shows the investigation of cost for one day and one year. Figure 16a depicts the graph
of cost versus time. The cost of the proposed technique is more optimal for one day than the other
techniques such as without ESS, Base and HOMER. Figure 16b depicts the graph of cost versus time.
The cost of the proposed technique is more optimal for one year than the other techniques such as
without ESS, Base and HOMER.
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Figure 16. Investigation of cost for (a) One day (b) One year.
Figure 17 shows the investigation of fitness graph for one year.
Figure 17. Investigation of Fitness comparison for one year.
As seen from the Figure 17, the base method solution converges after 49 iterations. The HOMER
fitness solution converges at the 41st iteration and the proposed technique gives the solution faster
than the other techniques.
8. Conclusions
The present study has been carried out for the optimization of hybrid renewable energy systems
(HRES), where WT and PV function as generation systems and battery banks for storage as well as a
backup system usingthe RBFNOEHO technique. Here, an existing hybrid system with both solar and
wind generation combined and formed as 22 kV feeder and fed into the 110/22 kV Vagarai substation
in the Palani Division in the Dindigul Circle of TANGEDCO in the State of Tamil Nadu of Indiahas
been chosen for study purposes. The economic analysis of battery storage for the HRES system using
the proposed hybrid technique is discussed. By utilizing the proposed hybrid technique, the load
demand is predicted and the total cost of the system is minimized. Here, two case studies are analyzed.
First, the cost is worked out for interruption periods without using energy storage and in the second,
the cost is worked out using the proposed technique for the interruption periods with energy storage.
According to the results, it is concluded that the hybrid systems including WT and PV with battery
backup are less costly compared to the other systems.
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Abbreviations
HRES Hybrid Renewable Energy Sources.
RBFN Radial Basis Function Neural Network
OEHO Oppositional Elephant Herding Optimization
RBFNOEHO Radial Basis Function Neural Network and Oppositional Elephant Herding Optimization
OBL Oppositional based Learning
OBGJ Oppositional based Generation Jumping




HOMER Hybrid Optimization of Multiple Energy Resources
TANGEDCO TamilNadu Generation and Distribution Corporation Ltd.
TANTRANSCO TamilNadu Transmission Corporation Ltd.
TNEB Ltd. Tamilnadu Electricity Board Ltd.
KEPCO Korea Electric Power Corporation.
ESS Energy Storage System
ANFIS Adoptive Network based Fuzzy Inference system
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Abstract: In this paper, a Flower Pollination Algorithm (FPA) has been proposed for relieving
congestion in the deregulated power electricity industry. Congestion in the power market is one the
contemplative challenges to be overcome in the era of deregulation. The primary cause of congestion
is due to the loss of the transmission line, an increase in load, or loss of generator(s). Hence, managing
congestion is one of the issues which have to be tackled in the present scenario. There are several
techniques to relieve congestion. It is quite well-known that the thermal limits of transmission lines
in a power system are fixed. One of the methods to abate congestion is to reschedule the real power
of the generators. The purpose of the present work is to benefit the Independent System Operator
(ISO) in reliving congestion. (1) In order to meet this objective effectively, a FPA algorithm has
been proposed for relieving congestion and is simulated on a modified IEEE 30-bus system initially.
(2) Congestion cost, compared with and without the application of FPA, is computed. (3) To validate
its effectiveness, the obtained results are compared with recent power system optimization algorithms
present in the literature. (4) Further, the work has been extended with the incorporation of a Pumped
Hydro Storage Unit (PHSU). Here an economic analysis of congestion cost reduction employing FPA
before and after the incorporation of PHSU is investigated applying FPA. In comparison with other
evolutionary algorithms, the uniqueness of generating a new population is attained in FPA by the levy
flight procedure. It is one of the latest evolved algorithms and is suited for different power system
problem due to fewer clear-cut tuning parameters in contrast with other algorithms. (5) Furthermore,
the effects of other network parameters, including system losses and voltage, has been computed.
The result obtained is tested in terms of congestion mitigation with and without the incorporation of
PHSU, in terms of novel objective improvement, and with and without applying recently evolving
FPA for the above application. Thus the objective-wise and algorithmic-wise innovative concept has
been presented. This proves effectiveness of the algorithm in terms of minimized cost convergence
and other parameter including system losses and voltage before and after the incorporation of PHSU
as compared with other recent trendsetting reported optimization techniques.
Keywords: congestion management; power flow; generator rescheduling; Flower Pollination
Algorithm (FPA); Pumped Hydro Storage Unit (PHSU)
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1. Introduction
The integration of utilities being vertical, the task of separating the cost incurred in generation,
transmission and distribution is quite difficult. Thus, the utilities put an average tariff on to their
customer which relies on the aggregated fixed price for a specific period. Some of the external agencies
fix the price which focuses more on consideration rather than economics. Occurrence of Congestion
at a location in power transmission system will not be able to suit all the proposed bi/multilateral
exchanges. It is due to the inability to incorporate the Existing Transmission Commitments (ETC),
due to the infringement of operating constraints. A glimpse of a detailed survey related to managing
the congestion issues occurring worldwide has been schemed in [1]. The authors have explained the
techniques for consolidating deregulated market arrangements for the better utilizations of the power
resources thereby providing solution to the issues [2]. A model with the inclusion of system stability
criterion has been accounted for so as to relieve congestion [3]. A methodology for the embodiment of
the reactive power services and real power loss while overseeing congestion has been considered [4].
The authors have examined the effects of FACTS arrangement for pacifying this problem [5]. The impact
of congestion on the power system, and the financial signs of dispensing the associated cost venture
have been discussed in [6]. The authors have proposed congestion management based zones/cluster;
wherein the zones are being decided by the congestion distribution factors [7,8]. A combination
of pool and bilateral trading has been considered for managing the congestion in a market based
environment [9]. The author has assessed a detailed review on managing the congestion in different
scenario of the market under privatization structure [10,11]. This paper ranks the management of
congestion activities and its trappings on socio-economic impacts has been addressed in a divergent
private mob. An analytical model based optimal technology comprising elements such as transformer
taps and optimal switching has been incorporated for eliminating congestion [12]. A secure path
of managing congestion with the due consideration of stability has been urged in [13,14]. Here the
optimization problem has been effectively handled incorporated with penalty constraints [15,16].
Managing the congestion can be eased with different algorithm such as Simulated Annealing
(SA), Random Search Method (RSM) and Particle Swarm Optimization (PSO) and tested on modified
IEEE 30 bus system and IEEE 57 bus system. Further this issue has been dealt with the embodiment of
nonconventional wind energy system [17]. This paper addresses the combined operation of energy
utilization from hydro and wind is utilized for devising the mathematical model for bidding in
a day-ahead energy market [18]. Adjusting the real power output of generators in order to meet
the power demand is a real time challenge in the present scenario in the power grid. PHSU has
commercially proven to meet the changes in power demand owing to its capability to start/stop quickly
in accordance to change in load. The authors have presented the erection and devising of PHSU to
serve peak demand. Further an insight analysis has been carried out on electricity pricing and its
associated guidelines adopted [19]. This paper renders a wide vision into the recent development
of PHSU in relation to its participation in deregulated energy market [20]. Further it addresses the
flexibility of PHSU aiding in shift of generation thereby avoiding congestion and manages reliable
supply of power in the grid. A formative structure has been incorporated with combined operation of
hydro and PHSU for apprehending the volatility in pricing for in order to improvise the payoff from
the generators [21]. Implementation of PSHU along with thermal plants enabled a steady decrease
in emission [22,23]. This paper interprets the saving in cost yielded by optimal use of PHSU when
operated during peak demand and thermal usage during off-peak demand [24]. The superiority of
PHSU elevated the efficiency in energy transaction [25–27]. FPA and its variants have been developed
in recent years which are found to yield better efficient outputs in applications for optimization
designing due to its single probability switching parameter [28]. It associates the non-linearity Levy
flight mechanism which proves to be effectively suited for multi-objective for enhancing the algorithmic
performance of exploring the distant pollinator thereby globally exploring and locally exploiting by the
consistency of flowers chosen [29,30]. FPA has been tested on IEEE 30 bus system with three different
objective functions incorporating economic load dispatch and result obtained is compared with other
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optimization techniques proving for its robustness over other existing algorithms [31]. Symbiotic
Organisms Search algorithm [32], Ant lion algorithm [33], Gravitational Search Algorithm [34], Teaching
Learning Based Optimization (TLBO) [35] are few of the latest algorithms have been found proposed
for extenuating congestion. Switching the transmission lines in optimal sequence is one of the novel
technologies to subdue congestion [36]. A novel distribution Algorithm has been proposed using
nash equilibrium for effective cost reduction due to wheeling [37]. The technological advancements
employing Power Electronic circuitry for Hydro Energy Electric Systems contributes widely in terms
of economical payment and space reduction [38]. The reliability of the PHSU is effectively eased with
the incorporation of Doubly-Fed Induction Motor [39]. The future prospects of adventing compressed
air storage embedded with PHSU has been discussed. This could increase the performance utilization
of energy. This proves to be a viable solution for the power industry in the future [40].
The major contributions of the paper are as follows. The main idea is to propose a methodology
for managing the problem of congestion with cost reduction by rescheduling the generators active
power. To achieve this task, FPA Algorithm is presented here. The stimulus of the present effort is to
benefit the ISO in reliving the congestion. Here, modified IEEE 30 bus system is used as the test case.
Initially an outage is created to cause the Congestion which results in power flow violation in certain
transmission lines and the Congestion cost has been computed. Then the novel FPA is schemed as
an efficient optimizing tool for rescheduling cost minimization as well as reduces the system losses.
Further the rescheduling Congestion cost is compared with and without the application of FPA is
computed. The effectiveness of the proposed Algorithm is proven in terms of minimized Congestion
cost. To validate its effectiveness, the obtained results are compared with other optimization algorithms
already reported in literature. Thereafter to replenish the varying load demand nature, a PHSU unit has
been incorporated in it. The efficacy of FPA algorithm incorporating with PHSU is then investigated in
terms of congestion cost minimization.
The paper is methodized as follows: Section 2 deals with the frame work criterion of managing
congestion by rescheduling of generator’s active power with the inclusion of PHSU in terms of
congestion cost and loss minimization. Section 3 accomplishesFPA as an efficient optimizing tool for
congestion cost minimization as well as reduces the system losses. Section 4 discusses the power flow
violation due to congestion and the application of suitable methodology namely FPA. The efficacy
of FPA in benefitting the Independent System Operator (ISO) in reliving the congestion is presented
here. Here, modified IEEE 30 bus system is used as the test case. There after it is validated with other
optimization techniques. Section 5 presents the significance of PHSU incorporated in the test system in
aiding further reduction in congestion cost, losses and voltage profile improvement embodying BSF
and GSF. Furthermore an economic analysis of congestion cost reduction using FPA before and after
the incorporation of PHSU is investigated.
2. Problem Formulation











Cnk : Rescheduling cost of power by generators as per increase and decrease price bids at interval n.
ΔPnk : Incremental change in active power adjustment of the generator at interval n.
Pmink & P
max
k : Minimum and maximum limits of generation.
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Subject to constraints mentioned below.
Pgj − Pdj =
n∑
k=1




∣∣∣Vj ||Vk||Yjk∣∣∣ cos(δ j − δk − θ jk) j = 1, 2, . . . , n (3)
Pmingk ≤ Pgk ≤ Pmaxgk (4)
Qmingk ≤ Qgk ≤ Qmaxgk k = 1, 2, . . . , Ng (5)
As the pumped storage units are connected on to the bus to reduce the congestion cost of the
system, the additional constraints considered are as follows
en = einitial n = 0, en = efinal n = 24 (6)




PminPs ≤ PnPs ≤ PmaxPs (8)
PminHs ≤ PnHs ≤ PmaxHs (9)
el ≤ en ≤ eu (10)
2.1. Bus Sensitivity Factor
The bus sensitivity factor (BSF) is expressed as the ratio of incremental real power change flowing
in bus ‘i’ connected between buses ‘j’ and ‘k’ to the incremental change in mth power of the bus as






where, BSFim indicates the quantum of real power change in real power flows in a transmission line in
accordance to real power injection at bus m.














ΔPjk = ajkΔδ j + bjkΔδk + cjkΔVj + djkΔVk (13)
ΔPjk = ajk Δδ j + bjkΔδk + cjk ΔVj + djk ΔVk (14)
where,
ajk = VjVkYjk sin
(
θ jk + δk − δ j
)
(15)
bjk = −VjVkYjk sin
(
θ jk + δk − δ j
)
(16)
cjk = −VkYjk cos
(
θ jk + δk − δ j
)
− 2VkYjk cosθ jk (17)
djk = VjYjk cos
(
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mjlΔPl j = 1, 2, . . . . . . . . . ., n, j  s (21)
Thus
BSFim = ajkmjl + bjkmjl (22)
2.2. Generator Sensitivity Factor
The generator sensitivity factor (GSF) is expressed as the ratio of incremental change in real power
flowing in bus ‘i’ connected between buses ‘j’ and ‘k’ to the incremental change in the active power





Congestion management is formulated using the Newton–Raphson power flow method.
Congestion results in the power flow violation in certain transmission lines and the congestion cost
have been computed. Then the novel FPA is schemed as an efficient optimizing tool for rescheduling
cost minimization as well as reducing the system losses. Further the rescheduling congestion cost is
compared with and without the application of FPA is computed. The effectiveness of the proposed
Algorithm is proven in terms of minimized congestion cost and its validation is presented in Figure 1.
The efficacy of FPA algorithm incorporating with PHSU is then investigated in terms of congestion cost
minimization, as shown in Figure 2. The impetus to carry out this work relies on a novel methodology
for figuring out complexity that arises in managing the congestion. Despite the fact the problem of
managing congestion has been endorsed in the literature for decades, at most gets committed on
meta-heuristic and artificial intelligence approaches. Iteration number and population size are the
typical monitoring criterion shared among these different methodologies. Distinct from these general
monitoring criterions, some techniques incorporates algorithmic based specific tuning criterion like
mutation rate and cross-over rate in the Genetic Algorithm (GA). Lack of proper tuning of algorithmic
parameters can lead to local minima and increases time of computation for convergence. Particle
Swarm Optimization (PSO) handles inertial weight adjustments. Although Simulated Annealing
(SA) can solve optimization problems of complicated nature, the drawback is the inability to obtain
the best solution without integrating another technique in it. Further, Harmony Search Algorithm
(HSA) embodies the heed on memory rate and adjustments in pitch weight. Thus the fulfillment
of the final solution is attained by the legitimate control of this algorithmic based specific tuning
criterion. Commemorating these concepts, the proposed paper employs the implementation of FPA
Algorithm. This relies on the mechanism of levy flight using a common probability switching parameter
thus eliminating the need of algorithmic based specific tuning criterion and makes it effective for
optimization problems.
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Figure 1. Congestion cost minimization using Flower Pollination Algorithm (FPA) and its validation
with other optimization techniques (Part I).
Figure 2. Congestion cost minimization using FPA incorporating Pumped Hydro Storage Unit (PHSU)
and its validation (Part II).
3. Flower Pollination Technique
Flower pollination is a process adopted by flowers and plants to reproduce. It is classified into
biotic and abiotic. Biotic pollination is done by living organisms whereas nonliving accounts for
abiotic pollination. The other way of classifying pollination is self and cross. Self-pollination means
fertilization of the same plant and cross-fertilization happens for different plants. The long distance
process is called global pollination, and implantation, happening over short distance, is called local
pollination. Flower constancy also provides an assurance of nectar for the pollinators with minimum
















ami ith pollen at mth iteration
L—Levy weight-based size of each step (s; s > 0).
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c∗—Best current solution at current iteration.
Γ(λ)Gamma distribution function
The pollination occurring locally is carried out by the following equation
am+1i = a
m
i + ∈ (amo − amq ) (26)
ami ith pollen at mth iterations
∈—takes a value of [0,1]
amo and amq —pollen from different flowers from same plant.
Biotic, also called cross-pollinators, follows movement of step flight, which aids in attaining. A set
of N flower population is generated with random solutions. Global pollination follows the rule of
biotic and cross-pollination; the reproduction probability depends on flower constancy.
The two indispensable concepts of FPA are local and global pollination steps. Pollinators
carry the pollens of the flower to far reaching places due to its custom manner. This helps in the
exploration of the larger search space. Here the general tuning parameter of levy flight mechanism,
which essentially incorporates the various distant step sizes carried out by the pollinator. Usually
the nearby flower is pollinated by the pollens of the local adjacent flowers rather than the far-off
flowers. Thus, the general probability tuning parameter using levy fight mechanism switches effectively
between global pollination and local pollination ensures the effective exploration and exploitation of
the learning with minimum learning effect.
A simple numerical example is illustrated here for the implementation of FPA, as given below.
Consider a simple objective function f (z) = z21 + z
2





= 0.18. Equation (26) is then applied and zg+1,i = (0.3, 0.3) and then updated to













. This infers that the old fitness value solution can be
replaced by the currently obtained fitness value. For example, if the newly updated. zg+1,i = (0.9, 0.3),












. This clearly indicates
there is no progress to advance zg,i . Thus, this value should be discarded and proceeded for the
updating the next fitness value as indicated in pseudocode.
4. Algorithmic Steps in FPA
The sequential steps carried out in pseudocode of the flower pollination algorithm are presented
as follows. The minimization objective function:
min f (x), x = (x1, x2, . . . .., xl) (27)
• Initially generate t population of flowers randomly
• Fitness solution c* is then obtained from t population generated.
• While (m <maxgen)
for i = 1:t
if r and < p,
 A step vector has been drawn with levy’s distribution
 And carry out Global population given by Equation (24)
• else
Uniform distribution in between the range 0 to 1 is then drawn for ∈.
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 New solutions are then calculated
• If current solution obtained is better, replace the old solution by the current solution.
end for
• Best current solution c∗ is then updated
• end while
Managing the congestion is coded using the Flower Pollination Algorithm. The process of carrying
the pollens of the flower to far reaching places assures the fittest population for survival in the search
space. The efficacy of FPA is implemented in terms of congestion cost minimization as shown in
Figure 3. The parameters of FPA are λ, s, and size of population and iteration number. The criteria for
optimal tuning obtained using FPA are λ = 1.6, s = 1, and size of population is 6 has been carried out
for 25 iterations. Here the expedition between the global and local search using levy flight mechanism
ensures the optimal output. Further FPA relieves congestion by suitable rescheduling of the real
power of the generators. To validate its effectiveness, the obtained results are compared with other
optimization algorithms already reported in literature.
 
Figure 3. Implementation of FPA for congestion management.
5. Results and Discussions
The proposed method is schemed considering IEEE modified 30-bus system, which consists of six
generator buses and 24 load buses. The slack node has been assigned as bus number 1. The numbering
of buses has been done in a way that the generator buses are numbered first followed by load bus.
Figure 4 depicts the single line diagram of the modified IEEE 30-bus system considered here.
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Figure 4. Single line diagram of modified IEEE 30-bus system.
Contingency analysis was conducted under the base load condition to identify the harmful
contingencies. Here the outage of line 1–2 with normal loading is considered and has been illustrated
out in Figure 5. It is ascertained from Figure 5. The actual power flow violation rises to 1.14%, 2.13%,
and 1% in the lines connected between 1 and 3, 2 and 6, and 4 and 6, respectively. The system has been
simulated with a line outage so as to create the contingency and results of line flow and its violations
are reported in Table 1. Here, from Table 1 we can observe that there are three lines those are violating
their limit that is line number 1, 5, and 6 which have 130 MW, 65 MW, and 90 MW of line flow limit,
respectively. The power flows on the three violated lines are nearly 148 MW, 138 MW, and 90 MW.
Even though the line 6 is violating by a small amount that is nearly equal to 0.59 MW, it has also been
taken into consideration in the calculation. Congestion due to outage of line 1–2 and its effect on
network framework parameters has been tabulated in Table 2. Here, due to congestion the percentage
of overload on the congested line is reflected. The most overloaded line among the three lines that has
to get congestion due to the line outage of lines 1–2 is the line connecting between buses 2 and 6.
The amount of power violated by each of the congested line is also shown in Figure 6. The line 2–6
has violated the limits the most that is nearly 73 MVA of power. The total amount of power violated
due to the outage is 92.292 MVA. This power violation has to be now rescheduled through other lines so
as to get rid of the congestion that has appeared. It is highlighted from Figure 7 the increase in overload
amounts to 13.89%, 113.29%, and 0.65% in the lines connected between 1–3, 2–6, and 4–6, respectively.
This violation is one of the issues critically faced by ISO. To achieve this task, the novel FPA is schemed
as an efficient optimizing tool for congestion cost minimization as well as reduces the system losses.
The stimulus of the present effort is to benefit the ISO in reliving the congestion. The rescheduling
line flow is compared with and without the application of FPA is computed. The Flower Pollination
Algorithm is used here as an optimization tool and it can be seen that the result obtained in Table 3
reflects its validity. The line which were violating the their line flow limits are now under the limits of
their flow after the rescheduling of the generators is done by utilizing the FPA as shown in Figure 8.
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Figure 5. Effect of MVA violations due to an outage.











1 148 130 −18.0636 21 17.3 65 47.718
2 19 65 46.0397 22 8.34 16 7.66181
3 45.9 130 84.1025 23 19.9 32 12.0516
4 5.51 130 124.486 24 8.84 32 23.1584
5 139 65 −73.6385 25 1.85 32 30.1469
6 90.6 90 −0.590291 26 6.77 32 25.2275
7 37.7 70 32.2841 27 6.12 32 25.8765
8 34.1 130 95.9333 28 5.18 32 26.8177
9 51.3 65 13.7257 29 3.49 16 12.5059
10 24.5 65 40.5254 30 7.06 16 8.9363
11 13.8 65 51.1833 31 2.85 16 13.1489
12 12 65 53.0422 32 6.05 32 25.9523
13 16.5 65 48.482 33 2.86 16 13.1409
14 4.45 65 60.5462 34 1.35 16 14.6473
15 17.9 65 47.0647 35 4.27 65 60.7337
16 30.8 35 4.1557 36 5.26 16 10.7365
17 9.52 32 22.4836 37 6.42 16 9.58086
18 7.51 32 24.4883 38 7.29 16 8.70574
19 18.3 32 13.6829 39 19 32 28.2448
20 8.66 32 23.3388 40 3.76 32 12.9574
















1–3 130 148.06 18.06
92.29
13.89
2–6 65 138.63 73.63 113.29
4–6 90 90.590 0.59 0.65
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Figure 6. Power violation between lines due to line outage between lines 1–2.
Figure 7. Effect of overload due to an outage.
Table 3. Comparison of congested line flow.
Congested Line Limit (MVA) Before Applying FPA (MVA) After Applying FPA (MVA)
1–3 130 148.0636 63.5146
2–6 65 138.6385 60.6178
4–6 90 90.5903 43.2578
Table 4 indicates the economic cost analysis of cost before rescheduling is 941.208 $/hr, while after
rescheduling it reduces to 460.616 $/hr. Here the expedition between the global and local search using
levy flight mechanism ensures the optimal output. This validates the effectiveness of the algorithm.
Further the changes in active power rescheduling have been graphically depicted in Figure 9.








1 138.590 65.694 −72.896
2 57.560 75.640 18.080
3 24.560 47.457 22.897
4 35.000 33.183 −1.817
5 17.910 28.547 10.637
6 16.930 37.965 21.035
Total cost ($/hr) 941.208 460.616
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Figure 8. Mitigation of congestion employing Flower Pollination Algorithm.
Figure 9. Comparison of power rescheduling in the modified IEEE 30-bus system employing FPA.
The results gained from the implementation of FPA for alleviation of congestion are tabulated in
Table 5. With the results obtained in [16], the effectiveness of the proposed algorithm is illustrated
with the reduction in congestion cost of 1.60%, 1.55%, 1.17%, and 1.07% as compared with other
optimization algorithms like Simulated Annealing (SA), Random Search Method (RSM), Particle
Swarm Optimization (PSO), and Teaching Learning-Based Optimization (TLBO). The best effective
final solution is attained due to the legitimate control of the algorithmic based specific tuning criterion.
Figure 10 infers that Flower Pollination Algorithm (FPA) yields the minimum congestion of 460.616 $/hr
as compared with the results obtained with other optimization techniques. Figure 11 validates the
effectiveness of the algorithm in terms of its convergence in seven iterations as compared with 25
iterations in SA and RM, while 50 iterations are required in PSO to obtain solution consistency. Table 6
provides the parametric settings of the proposed FPA with other optimization techniques.
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Table 5. Validation of proposed FPA with other optimization techniques.
Parameters SA [16] RSM [16] PSO [16] TLBO [26] Proposed FPA
Total congestion cost ($/hr) 719.86 716.25 538.95 494.66 460.62
Figure 10. Effectiveness of proposed FPA with other optimization techniques.
Figure 11. Convergence curve for managing congestion using FPA’.
Table 6. Parametric settings proposed FPA with other optimization techniques.
SA [16] RSM [16] PSO [16] TLBO [26] FPA
Start Set Temperature
= 900 ◦C; End Set
Temperature = 900 ◦C;
No. of swarms = 20 No. of learners = 6 No. of flowers = 6
No. of iter. = 1000 No. of iter. = 1000 No. of iter. = 300 No. of iter. = 30 No. of iter. = 25
C1 = 2; C2 = 2;
ωmin = 0.4; ωmax =0.9
Λ = 1.6; Υ = 0.12;
p = 0.80
6. Congestion Management with PHSU
In this proposed work, to replenish the varying load demand nature, a PHSU unit has been
incorporated with the test system. PHSU is operated in generator mode when there is power inadequacy
while operated in pumping mode where there is power sufficiency. Thus PHSU helps in minimize the
cost of congestion while maintaining the voltage figuration, The test case considering the modified
IEEE 30 bus system has been simulated with a line outage 1–2 so as to create the contingency and
results in violations of power flow between lines 1–3, 2–6, and 4–6, respectively. Considering this
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outage, BSF are then computed for different load buses. The bus with the highest negative index is
chosen to be the optimal location for PHSU placement. Here, it is evident from Table 7 that the ideal
location for PHSU placement is obtained at bus 4. This is pictorially depicted in Figure 12 The feasible
location of PSHU placement is attained assuming sufficient availability of water resource and reservoir
area. GSF is then calculated for rescheduling active power of generators. Thus the placement of PHSU
at bus 4 yields the minimized congestion cost of 361.450 $/hr as compared to bus 16 with 756.03 $/hr
higher cost of congestion. This infers the efficiency of FPA in terms of congestion cost reduction. Active
powers of the generators are then rescheduled through the computed GSF as inferred from Table 8
Generators with the highest negative sensitivities are opted for participation in rescheduling Table 9.
Table 7. Sensitivity factor without PHSU.
Load
Bus No.
2 3 4 5 7 8 16 20 23
BSF −0.0179 0.0315 −0.192 0.0107 0.0315 0.1532 0.0016 0.0804 0.0413
Figure 12. FPA-based suitable choice of PHSU for managing congestion.
Table 8. Sensitivity factor without PHSU.
Generators G1 G2 G3 G4 G5 G6
GSF −0.5563 −0.4217 −0.5326 −0.4862 −0.4326 −0.511








1 138.590 52.346 −86.244
2 57.560 62.549 4.989
3 24.560 39.820 15.260
4 35.000 27.729 −7.271
5 17.910 24.183 6.273
6 16.930 31.856 14.926
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Figure 12 interprets the incremental changes in value of rescheduling of real powers of the
generators with the incorporation of PSHU. This facilitates meeting the objective of yielding minimum
cost of congestion. The results gained from the implementation of FPA for alleviation of congestion
influencing other network criterion is tabulated in Table 10. This investigates the effective minimization
of power losses and security enhancement after employing EPA. The total loss in the system was
8.177 MW, which was also reduced to 5.217 MW after conducting congestion management, and further
reduced to 4.208 MW after the incorporation of PHSU. Further the considerable improvement in
voltage portrait is also tabulated.








Power loss (MW) 8.177 5.217 4.208
Voltage (p.u) 0.930 0.939 0.947
The PHSU is placed at load bus number 4 which is selected based on the most sensitive bus
sensitivity factor. The PHSU is connected to the bus 16 and the results are tabulated. The generation cost
is 736.426 $/hr and the congestion cost incurred to the consumer is 361.450 $/hr after the implementation
of the pumped storage hydro unit at bus 4, as pictorially depicted in Figure 13. Table 11 infers the
alleviation of congestion after the incorporation of PHSU employing FPA.
Figure 13. FPA-based cost comparison in placement of PHSU for managing congestion.










1–3 130 148.0636 63.5146 61.9052
2–6 65 138.6385 60.6178 58.8522
4–6 90 90.5903 43.2578 43.1241
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From Table 12, it is inferred that the rescheduling cost using FPA is considerable reduced by 1.27%
with the PHSU placement. Furthermore, the superiority of the FPA is shown in terms of congestion
cost reduction of 2.04% after the application of FPA algorithm employing PHSU placement as depicted
pictorially in Figure 14. Thus the effectiveness of the FPA algorithm is proven in terms of minimized
congestion cost and other parameters that influence the network framework criterion.






Congestion cost($/hr) 460.616 361.450
Figure 14. FPA-based cost comparison with and without placement of PHSU for managing congestion.
7. Conclusions
To relieve the congestion and recognize the congestion management’s importance in the power
system, an attempt using FPA has been carried out in this paper. Generator rescheduling is used in this
work for congestion management with that to reduce the transmission congestion cost. Here a study
has been carried out to solve the congestion problem by generator rescheduling with the help of flower
pollination algorithm aimed at reducing transmission congestion cost. Then the algorithm is compared
with the other optimization techniques taking the same constraints and outage. The efficacy of FPA in
benefitting the ISO in reliving the congestion in terms of minimized congestion cost. It is marked that
there is a considerable amount of decrease in congestion cost by the incorporation of pumped storage
unit and is validated effectively by Flower Pollination Optimization. Furthermore, the effects of other
network parameters like system losses and voltage has been computed. The result obtained proves
effectiveness of the algorithm in terms of minimized cost convergence as compared with other recent
trendsetting reported optimization techniques.
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List of Symbols and Abbreviations
en Reservoir pumped storage energy level at interval n
efinal Reservoir final limit
ηPs Pumping operation efficiency
ηHs Generation operation efficiency
PnPs Pumped storage power generation at interval n
PnHs Pumped storage power consumption at interval n
PminPs Minimum limit of power consumption
PmaxPs Maximum limit of power consumption
PminHs Minimum limit of power generation
PmaxHs Maximum limit of power generation
el Reservoir lower limit
eu Reservoir upper limit
FPA Flower Pollination Algorithm
GA Genetic Algorithm
SA Simulated Annealing
RSM Random Search Method
HAS Harmony Search Algorithm
PSO Particle Swarm Optimization
TLBO Teaching Learning-based Optimization
UC Unit Commitment
EDRP Emergency Demand Response Program
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Abstract: Smart grid software interconnects multiple Engineering disciplines (power systems,
communication, software and hardware technology, instrumentation, big data, etc.). The software
architecture is an evolving concept in smart grid systems, in which system architecture development is
a challenging process. The architecture has to realize the complex legacy power grid systems and cope
with current Information and Communication Technologies (ICT). The distributed generation in
a smart grid environment expects the software architecture to be distributed and to enable local
control. Smart grid architecture should also be modular, flexible, and adaptable to technology
upgrades. In this paper, the authors have made a comprehensive review of architectures for smart
grids. An in depth analysis of layered and agent-based architectures based on the National Institute
of Standards and Technology (NIST) conceptual model is presented. Also presented is a set of smart
grid Reference Architectures dealing with cross domain technology.
Keywords: Advanced Metering Infrastructure (AMI); Distributed Energy Resources (DER);
Distribution Management System (DMS); Graph Reduction in Parallel (GRIP); Intelligent Electronic
Device (IED); Intelligent Platform Management Interface (IPMI); Service Oriented Architecture (SOA);
Ultra Large-Scale System (ULSS)
1. Introduction
The Smart Grid combines electricity and IT infrastructure to integrate and interconnect all
users (producers, operators, marketers, consumers, etc.) in order to efficiently balance demand
and supply over an increasingly complex network. The smart grid software architecture is visualized
as interconnecting sub-systems like Generation, Transmission, Distribution, and Utilization (GTDU).
ISO/IEC/IEEE 42010 defines a software architecture as “a fundamental concept or properties of
a system embodied in its elements, relationships, and in the principles of its design and evolution”.
A software reference architecture is a generic architecture for a class of information systems that is
used as a foundation for the design of concrete architectures from this class [1]. Smart grid is viewed
as a software intensive system in which majority of devices and components contain electronics
and software. Smart grid software architecture is characterized as a large scale, multi-disciplinary,
highly interconnected, data driven system. Research in smart grids has seen a flurry of proposals
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and experiments to explore software architecture techniques. Cloud interface with grid sub-systems
is another important theme in smart grid research articles. The architectural standards (National
Institute of Standards and Technology (NIST), International Electrotechnical Commission (IEC))
define the guiding principles to the evolving smart grid software structure. In this paper, we attempted
to group and investigate the research articles based on structure of software architecture for smart
grid applications.
Motivation
Application of software engineering methods in power grid domain is a multi-disciplinary,
research-intensive topic. Design and development of software architecture for smart grids requires
detailed research across multi domains. The software components are arranged in different layers to
meet the intended objectives of smart grids. The literature survey on smart grid software architecture
is aimed with the following objectives:
 Analysis of Standards
 Software layers definition and purpose
 Interface mechanisms amongst layers
 Data transmission mechanisms.
An electric grid is an interconnected grid of networks composed of several hardware and software
components to distribute electricity from generation utilities to end-users [2]. The Software System
runs on the embedded electronics in the power grid, residing at the various substations that are part of
the smart grid. The ability of the electronics to communicate with each other and use feedback makes
the power grid a smart grid. The communication channel between substations in its present form is
wired, and the use of cloud interface and wireless enables smart grid.
The architecture of the electronics and the firmware configures, monitors, maintains, and controls
energy equipment on the electric power grid. The core fundamentals of smart grid architecture pertain
to reliability and definitive control (as per standards) over the power grid equipment, and focus on
the security aspects as well. Smart grid architecture physically integrates the electronics and software
systems of the grid together. A range of communication frameworks provide a wide flexibility for
networking. The scenario is each sub-system operates with their own technique, and also agree
upon a common data format for overall communication. Also, this architecture is to be capable of
accommodating future communication techniques.
The rest of the paper is organized as follows. Smart grid software architecture concepts
and requirements are addressed in Section 2. NIST and Joint Working Group’s definition of architectural
layers are briefly discussed in Section 2.1. Smart grid architectural view and requirements are addressed in
Sections 2.2 and 2.3. Section 3 depicts the summary of the literature survey. A detailed report reference
architecture is presented in Section 3.1. A detailed review of layered architecture is analyzed in Section 3.2,
whereas Section 3.3 investigates agent-based architectural details with relevant research papers. Section 4
outlines the conclusions and the authors’ ongoing research work in smart grid software.
2. Smart Grid Software Architecture
A distributed software system is defined as a set of processing elements running at different locations
interconnected by a communication system. The processing elements are relatively independent software
components that run on different hardware nodes and communicate to each other so that the design
requirements are met. The grid architecture is significantly influenced by the physical location of power
plants. Conventional power grids depend on larger, individual and remotely-located generating stations,
whereas the modern smart grids depend on many Distributed Energy Resources (DER) with a relatively
smaller generating capacity. Seamless integration of DERs and energy storage devices are necessary
for their effective utilization and storage [3]. Producer and consumer active participation in buying
and selling actions are to be integrated in the architecture.
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Conventional systems are characterized by high voltage, and renewable energy sources are
known for medium and low voltage generators. DERs should provide the flexibility and controllability
required to support secure system operations. Each DER operates with its own local control units,
and they must interface coherently to realize the smart grid architecture. This results in a paradigm shift
of architectural design from traditional control philosophy of distributed control. DER components
enable the fast realization of many functions for a stable grid operation [4].
The huge volume of data exchange in smart grids means the monitoring and control operations are
more complex. This grid architecture is comparable with software architecture for automotive systems.
The vehicle architecture has various sub components, such as engine management, chassis control,
and steering. An integrated complete vehicle system is designed to meet the mobility requirement with
focus from individual sub-systems. All the participating units shall adhere to the common architectural
rules. This analogy is extended to smart grid systems.
2.1. Initiatives towards Standard Architecture
NIST [5] lays down standards for smart grid devices and protocol development. The NIST
architectural framework is addressed below:
• Common understanding of smart grid elements and their relationships
• Traceability between the functions and the goals of the smart grid
• High-level and strategic views of the envisioned systems
• Integration of systems across domains, companies, and businesses
• Guide various architectures.
The report of the Joint Working Group (JWG) for standards for smart grids has outlined [6]
the smart grid software architecture concepts, as defined in Table 1:
Table 1. Architecture layers as per Joint Working Group (JWG) standard.
Conceptual Architecture High-Level Presentation of the Major Stakeholders and Their Interactions
Functional Architecture
Arrangement of functions and their sub-functions and interfaces
and the conditions for control or data flow
Communication Architecture Description of functional architecture focusing on connectivity
Information Security Architecture Detailed description and guidelines of information security
Information Architecture
Representation of entities including their properties, relationships,
and the operations that can be performed on them
The smart grid architecture has new challenges in not only balancing the volatile, largely
distributed, small-volume energy production and consumption, but also in shifting of centralized
overall control infrastructure to more localized and decentralized approaches [7]. The system
representation captures central architectural concepts and their interaction. Smart gird architecture
enables a unified and unambiguous representation of all connected sub system components [8].
Describing architecture with necessary flow diagrams and symbols is another challenging task.
Many architectural documentations differ in their level of detail, completeness, and preciseness.
The architectural documentation guidelines are well defined to balance with detailed descriptions
and high-level explanations. [9]. The software architectural concepts can be adapted to the ULS smart
grid systems [10,11].
Smart gird architecture bridges traditional power system automation (such as SCADA systems)
with DERs and cloud systems. Standards like NIST and JWG-SG 2011 are laying down the architectural
principles towards software layer arrangement and grid sub-system interfaces. These standards aim to
catalyze innovations, to highlight best practices, and to open global markets for Smart Grid devices
and systems [5,12]. However, these architectural view points and their level of granularity need to be
carefully analyzed in power engineering with information technology.
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2.2. Smart Grid Architecture—An Embedded Software View
Smart grid architecture is visualized with electronics and software elements, as represented in
Figure 1. The smart grid features are realized by software algorithms that interface with grid sensors
and actuators. The device drivers enabled with an operating system ensures the real time control
and operation of the smart gird system. These components are placed in three prominent layers of
distributed software architecture:
Physical (device) layer: This base layer consists of the modules with direct access to
the microcontroller and peripherals. All device drivers and sensor interfaces are implemented in
the base layer.
Communication (service) layer: Connects to various layers with an agreed information exchange
protocol and realizes the functionality to abstract details from modules which are architecturally
placed beneath them. The communication protocol interface, Operating systems (OS) interface,
and device independent services are the key modules. In a smart grid environment, the energy
suppliers and customers are located distributively, the communication network will assume a hybrid
structure with core networks and many edge networks that connect all the suppliers and customers [13].
Application layer: Implements the actual software functionality that consists of sub-layers like
component layer, service layer, etc. Smart grid specific features, such as load forecast and demand
management, are realized in the application layer.
The abstraction components ensure the required separation of connected layers, while allowing
the data communication. The RTE ensures communication between the individual software
components, and with the help of the operating system, handles execution of the software components.
In a typical scenario with huge wind flow availability the static loads (such as EVs Battery) are informed.
All the relevant operations with relevant sub-systems are synchronized with RTE systems.
This architecture helps to perform the effective and intelligent distribution of energy to end
users. It also helps to integrate renewable energy sources and their generation and distribution.
Furthermore, it helps to have communication between the consumers and utility control center
through the desired network. This will lead to electricity services becoming more reliable, efficient,
cost-effective, self-repairing, self-optimizing, and environmentally conscious. There are two major
objectives for having smart grid architecture: (i) to ensure reliability and availability of the grid,
continuous and autonomous monitoring, measurement, and control of the grid; and (ii) management
of energy utilization and distribution to ensure balanced demand and supply. To achieve this objective,
a detailed analysis of smart grid requirements for optimized performance of networked sensors
and software system is undertaken, which is discussed in the following section.
156























Energies 2019, 12, 1183
2.3. Smart Grid Requirements
Smart grid software is characterized by highly interconnected, multi layered, enormous computations,
and huge data traffic and security issues [14]. DERs in GTDU sub-systems and active stakeholder
participation in grid operations enable intelligent features like load control, demand response, etc.
The functional features are realized with the algorithms and interfaces, as defined in the requirements.
Deriving smart grid requirements is the first step towards realizing its architecture [12,14–16]. Smart grid
software architecture is designed to realize the requirements broadly listed in Table 2.
Table 2. Smart grid functional requirements.
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Smart grid architecture is an interdisciplinary system interface with a range of conventional
technologies incorporating modern technological advancements. Smart grid architecture can be
described based on factors such as representation, communication flow, and range of service. Based on
the analysis of many research papers, the architecture is studied based on the below categories:




Smart grid software architecture is being explored by numerous researchers, service providers,
and electricity producers. These works are aimed towards all stakeholders to accelerate smart grid
component development and comply with uniform protocols. A reference model is a set of views
and descriptions that provides the basis for discussing the characteristics, uses, behavior, interfaces,
requirements, and standards of the smart grid [5]. Reference architecture provides a technology
strategy that will holistically leverage standards-based solutions to realize these benefits consistently
across multiple stakeholders [17–19]. Table 3 summarizes the various standard architectures found in
the literature.
FREEDM architecture [24,25,28] facilitate seamless integration of distributed renewable power
generation and storage resources and describes three states of operation, namely user level, solid state
transformer level, and system level. FREEDM is an appropriate architecture if all of the hardware
nodes and communication protocols are homogeneous, whereas CosGRID [18] architecture aims
at smart grids based on different hardware platforms and protocols. CoSGRID architecture provides
a generic platform suitable to develop improved electric power management services and applications
for any environment and provide core smart grid control mechanisms. ScorePlus architecture [21]
combines the merits from both hardware and software platforms to examine the performance of Smart
Grid applications under realistic communication and computation constraints.
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Table 3. Reference Architecture.
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switches, and 1 interface device
[22] BEMOSSS platform
• Open source operating system
• Improve sensing and control
of equipment
• Reduce energy consumption
Enable developers with different skill





• Efficient solution for integrating
the various projects
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• Enabling bidirectional flow
of electricity
Plug-and-play interface (e.g., RJ45
Ethernet interface)
Open-standard operating system








Impact analysis of the implementation
of Quality of Service (Qu’s),
cyber security, and network
management service
GridOPTICS architecture [23] is layered architecture that addresses the data encapsulation
and dependencies between layers. This promotes a clear separation of concerns and makes it possible
to independently develop capabilities within each layer while ensuring data driven mechanisms.
Smart grid architecture based on IEC 61499 and IEC 61850 has been experimented in previous
studies [29,30]. IEC 61850 decomposes power substations, including functions for monitoring, control,
protection and primary devices, down to objects, thus obtaining an object-oriented representation of
the power system.
Duke Energy platform [18] implements an electric grid with “distributed intelligence”
that significantly increases the operational efficiencies of the electric power system. It uses OSI model
and Internet Protocol Suite as a reference to abstract and differentiate the connectivity and computing
requirements. This architecture provides routing, bridging, and gateway capabilities to the IP based
networks. NASPInet [27] architecture reflects the hierarchy among power grid operators, monitors,
and regulators in order to provide a realistic deployment path.
Building Energy Management Open Source Software (BEMOSS) [22] is an open source operating
system that is expected to improve sensing and control of equipment to reduce energy consumption.
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This focusses on user management in addition to the operating system and connectivity [31].
BEMOSS is an open source architecture, which enables developers with different skillsets to work on
different layers, thus enabling rapid deployment.
3.2. Layered Architecture in Smart Grid Software
The software architecture is a very high-level design of large software systems and the overall
structure of a system with a set of defined rules. NIST recommended a conceptual model [5] for smart
grid architecture, which is considered as reference architecture, including five domains pertaining to
three areas: Smart Grid Service and Applications, Communication, and Physical Equipment.
1. Grid domain (generation, distribution, and transmission)
2. Smart metering (AMI)
3. Customer domain (smart appliances, electric vehicles, premises networks)
4. Communication network.
The NIST architecture model is represented in Figure 2, interconnecting the domains and service
areas. NIST model enables the smart grid architecture to be flexible, uniform, and technology-neutral.
This explains the simplified domain model in ICT perspective and the mapped domain model on
the NIST smart grid interoperability framework. It is meant to foster understanding of smart grid
operational intricacies and describes the data flow techniques amongst the participants.
Service provider domain (markets, operators, service providers). 
Figure 2. NIST reference model for smart grid architecture [32].
The NIST conceptual model revolves around the communication network and the information
exchange within grid domains. The interoperability of the domain is represented with numbers
(Port 1 to 5) in Figure 2. The insight of different architecture layers (in literature survey) is described
under each communication port.
Communication Port 1: Describes information exchange between grid domain and communication
network. This includes exchange of control signals between devices in grid domain and the service
provider domain.
The data and control signal interactions are enabled with the physical layer [33], which consists
of thousands of data points. IEDs have real-time capabilities for capturing and processing massive
amounts of information of large-scale smart grids. This type of layer brings a component that translates
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the different communication protocols and data models to the common communication technology
and information model. The GTDU layer [3] implements key grid functionalities, such as distributed
V-AR (Volt Ampere Reactive) compensation schemes, estimating generation schedules, and regulating
power consumption.
In Gridstat architecture [34], data plane components [35] are designed to transmit the data
from each source to many potential destinations, as directed by management-plane components.
MultiFLEX architecture [36] implements the interoperability across heterogeneous devices using
middleware technologies.
System Control Layer [36] represents the coordinated control required to meet the functional
and performance-system-level objectives, such as coordinated volt-var regulation, loss minimization,
economic and secure operation, system restoration, etc. The system control layer continuously monitors
the system devices and keeps track of the system state by using applications such as state estimators.
The sensor and actuator layer [37] ensure the local data processing amongst grid components.
Pérez et al. applied autonomic computing techniques towards a reference architecture for micro
grids [14]. The autonomous behavior helps real time capabilities to acquire, distribute, process, analyze,
connect, and disconnect distributed resources. This model implements the grid controller and the real
time scenarios of all participating elements
Communication Port 2: Enables metering information exchange between the smart metering
domain and communication network, which is a vital element in smart grid architecture.
It also warrants the exchange of metering information and interactions through operators
and service providers.
Smart meter communication is achieved by the storage layer [34] that collects the data from meters
and devices in gird. The component layer [33] analyses data and behavior and provides intelligence
to the power network. The data acquisition, processing, and analysis operations are performed on
the information received from IED. The connectivity layer [22] takes care of the communication between
the operating system and the framework layer and all physical hardware devices. This encompasses
different communication technologies, data exchange protocols, and device functionalities.
The Meter Data Interface Layer [38] integrates smart meter architecture with Distribution
Management Systems (DMS). A novel AMI communication architecture [39] is described with a Local
Metering Concentrator layer. Such an architecture ensures command data processing and data
acquisition. Meter Data Interface layers [38–40] perform: (i) pushing of AMI meter data to DMS;
(ii) polling of DMS meter data from the AMI; and (iii) pushing of DMS control commands to
AMI [41,42].
Communication Port 3: Enables the interactions between operators and service providers in
the service provider domain and devices in the customer domain. The interface between the smart
grid and the customer domain is of special importance as the most visible and user-focused interactive
element. Electricity usage is measured, recorded, and communicated through this port.
The service layer [7] consists of those services that are provided to the stakeholders of each of
the systems that constitute the large-scale smart grid. The customer services, such as stake on pricing
and control of equipment, are implemented under customer-level control mechanisms [3]. The emery
utilization is optimized by the information available, such as peak load, climate conditions, and power
consumption. The local control layer [3] is used to implement the consumer level control functionalities
and demand optimization.
The market layer [36] utilizes all the system control information and uses advanced economic
and financial applications, such as reserve co-optimization, risk management, load and price
forecasting, and architecture to reduce distribution losses [43] and is designed to coordinate between
market dynamics and regional load despatch center.
Communication Port 4: Enables information exchange between the service provider domain
and communication network domain. It enables communication between services and applications in
the service provider domain to actors in other domains.
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The service provider communication is enabled in M2M layer [44]. It increases the scalability
because it removes the interdependencies between producer and consumer related to the information,
allowing the development of services completely independent from the systems and deployed devices.
Orchestration layer [33] represents those services that are implemented by the composition of simple
services that are required by service providers.
The market (business) layer deals with the process of control decisions for the available resources,
incorporating economic objectives [36,45]. This layer enables the service providers to participate in grid
level transactions. The service provider domain operations, such as retail energy options, billing, etc.,
are described with utility provider and third-party provider services [46]. The protocol vulnerability
risks for substation and transmission asset mitigation assessments are also addressed.
Communication Port 5: Enables the communication between smart metering and the customer
domain. The coordination layer [3] defines the information exchanged between the GTDU layer
and smart meter to control and optimize functionality implementation. The security layer [36,47]
enables secure and trusted communication to control whether a device or service can be trusted
or not. The mechanism triggers mutual authentication by providing the means to create a public
key infrastructure.
In the MDI layer [38], translation means converting the AMI data to the DMS data when meter data
from the AMI is delivered to the DMS, and vice versa. Service-oriented middleware [36] architecture is
designed to support different kinds of smart meters and distributed power consumption information.
Additionally, this architecture provides transparent interpretation of application and end users by
controlling information exchange flow.
Comparative Study on Different Architectural Layers
Table 4 summarizes the comparison of layered architecture available in various literature.
Analysis of various architectural features and key attributes are presented.
Table 4. Comparison of layered architectures.
Reference Year Layer Details Salient Features
[3] 2013






• Global optimizer layer
• Coordination layer
• It is an eight-layer architecture
• Control and optimization functionality






• Autonomic Managers layer
• Autonomic
Orchestrating layer
• Real time capabilities
• Define a pattern of usage
• Autonomous behaviour
• Interoperability of the different devices
• Self-balancing of demand/supply energy









• Open Source protocol
• Scalability, robustness
• Plug and play, interoperability
• Cost-effective
• Local and remote monitoring
• Advanced Control andd monitoring
• User interaction
• Ease of deployment
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Table 4. Cont.







• Suitable for Large-Scale Smart Grids
• Multi-tiered architecture based on
the Event-Driven Oriented architecture
• Loosely coupled
• Flexibility in reconfiguration of architecture
• Tolerant to change and flexibility to expand
[36] 2011
• Device layer
• Local control layer
• Device control layer
• Market layer
• Prosumer driven, service-oriented architecture
• Mechanism to realize the economic, reliability,
and sustainability of the grid
• Interoperability and scalability
• Web services-based







• Enable Secure communication
• Approach to integrate smart meters
• Improved Demand Response
• Energy optimization during ON peak duration
• Data accumulation on short term energy
demand profile and the consumer behaviours
[38] 2010 • Meter Data Interface layer
• Focus on AMI adaptation and Distributed
Management Systems
• High performance data exchange
• Flexibility and scalability






• Control and sensor layer
• Interfaces with WAMS
• Distribution automation
• Automation and reliability
• Interoperability, flexibility, scalability
• Decrease in transformer failure rates
• Cost reduction for energy utilization
• Revenue enhancement






• Service oriented architecture
• Access control and Power allocation
• Flexibility in scheduling
• Quality of service
• Dynamic information exchange infrastructure







• Intra communication level




• Global database management
• Reduced transmission delay (latency)






• Standard framework based on IEEE-1516.2010
• Reliable and robustness
• Proper bandwidth utilization
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3.3. Agent Based Architecture for Smart Grids
Service Oriented Architecture (SOA) and Multi Agents (MAS) architecture are promising
techniques for realizing smart grid systems. In both cases, smart grid components, such as Distributed
Generators (DGs), intelligent switches, smart transformers, sensors, electric appliances, or electric
vehicles, can be monitored and controlled by an autonomous software component, being either
an agent in the MAS sense or a service in the SOA sense [51]. An intelligent agent processes several
characteristics: reactivity (ability to learn the environment and act), proactiveness (self-initiative to
meet expected goals), and social ability (negotiating and cooperating with other agents).
3.3.1. Description of Agents
Agents are autonomous systems which can operate in a fully-decentralized manner, i.e., it does
not depend on a central (master) element. An agent can represent a group of appliances or bigger grid
elements, such as a cluster of households. The utilities can retrieve data collected by the agents and use
this information to control the power supply and decide which power sources to use. MAS-based
software architecture for micro grids has been experimented in previous studies [35–49,51–53].
Agent-based software architectures are a potential technique in smart grids, hence plenty of research
articles exist in this domain.
Existing distribution systems operate as a Master–Slave concept, responding to the central
command with no possibility of dynamic reconfiguration. They do not support interoperability,
and utilities often are locked into solutions from a single vendor. Multi agents’ application in grid
environments enables the local devices to be more self-operable and support decentralized monitoring
and controlling operations. Data services, functional logic services, and business logic services are
described in smart grid architectures. An intelligent agent consists of four components:
 Input interface
 Output interface
 Decision making system
 Communication system.
3.3.2. Agent Based Architecture in Literature
Multi Agent Systems are “autonomous decision makers that communicate their preferences,
negotiate sub-goals, and coordinate their intentions in order to achieve the individual or system
goals” [54,55]. They are suitable for smart grid architectures as they are intelligent and autonomous,
exhibit distributed control, act flexibly to the changes in environment, and cooperate with each other
towards a common goal.
Malik et al. analyzed various aspects of agent usage in a smart grid environment [3]. This paper
evaluates the agent’s application in smart grid functional areas, namely control, fault management,
self-healing properties, energy balance management, and distribution side management. Zhabelova et al.
investigated various aspects of distributed architectures for smart grid applications and unique
contributions within this domain [29,54,56,57]. These works practically implement agent-based solutions
for smart grids and facility migration of smart grid technology to the next level of research.
The limitations of current distribution systems are addressed with agent-based techniques [29].
The proposed integration of the two international standards IEC 61499 and IEC 61850 has enabled
development of a prototype of the automation architecture, where the intelligence resides at the device
level [56,58,59].
An agent-based architecture is proposed for fault location, isolation, and supply restoration (FLISR)
applications [15,57]. A hybrid approach combining both the advantages of reactive and deliberative
architecture approaches is implemented. This paper deals with two reactive behaviors, five plans,
the intention stack, and the interpreter. The design process is methodological and agents are reproducible.
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An actual fault condition in a substation environment is considered and the mechanism of agent reactions
is tested.
The concept of a JIAC (Java Intelligent Agent Component) framework is integrated with
a service-oriented paradigm [2]. The framework provides the agent-platform, comprising agent
nodes, is physically distributed, and it enables runtime environments for JIAC agents. These are
demonstrated in two projects: The Intelligente L¨osungen zum Schutz vor Kaskadeneffekten in
voneinander abh¨angigen kritischen Infrastrukturen (ILIas) project, and Gesteuertes Laden V2.0.
Agent-based design in smart grid applications requires a modular software architecture [60].
This work attempts to implement different aspects of communication agents, namely communication
perspective, access to services, and handling subscriptions. Agents can have the following attributes:
name, parent, child, and unique ID. Protocol adapters are proposed to bridge between agents
and appliances.
The Multi Agent Architecture for smart grids is explored in a previous study [61]. This paper
defines different roles in the smart grid as producer, storage, consumer, prosumer, and distribution.
It takes JADE as a base framework to implement the proposed architecture. The salient features of this
research are time dependent monitoring and computation support for internal and external physical
models, flexibility in computation, and it eases the integration of distributed control algorithms.
4. Future Work and Conclusions
4.1. Smart Grid Architecture Proposal Based on Data Exchange
Smart grid architecture is a complex, data intensive, and safety-critical system. The data collection
and exchange among consumers, DERs, distribution, and cloud systems decides the basic structure
of smart grid architecture. A typical smart grid system is similar to a datacenter system, in that
the devices sit is a remote location and require a means for a supervisor or administrator to access
the system remotely. Remote access is meant to happen over a secure connection and will also
need reliable data transfer, a light, and fast protocol definition, which is one of the focus areas of
this document. The bit-level protocol definition ensures fast, reliable, and secure communication in
a smart grid environment [62]. Cloud integration techniques also enable leverage of many technologies
(automotive, home automation) into the smart grid domain.
4.2. Conclusions
This review paper is a comprehensive analysis of various aspects of smart grid software
architecture. It requires multi-disciplinary research, which involves power system, communication,
and information technology. Even though various researchers follow a different naming convention
for their layered architecture, a commonality exists in the functionality. A synergy in the functionality
of the layers is also observed in many research papers. Agent technology directly enables all required
features in a smart grid due to their autonomous nature. Self-centric (not Master–Slave) agents are
directly suitable for the distributed smart grid software architecture. Most of the research work focuses
on building a standard software architecture based on smart grid elements. The experimental methods
and interfacing technologies are also analyzed with software architectures available in the literature.
Some architectures, such as ScorePlus and GridOptics, are reconfigurable and implemented in
hardware. BEMOSS is an open source software architecture for building energy management.
FREEDM, known as Energy Internet, implements various smart grid elements and features.
Basic research, architectural proposals, application of adjacent technologies, all demonstration
with pilot projects shall all lead to smarter (i.e., intelligent, automated, decentralized, self-healing,
adaptable, dynamic) intelligent power grids.
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Nomenclature
AMI Advanced Metering Infrastructure
ARM Advanced RISC Machine
BEMOSS Building Energy Management Open Source Software
CoSGrid Controlling the Smart Grid
DER Distributed Energy Resources
DIP Distributed Intelligence Platform
DMS Distributed Management System
EV Electrical Vehicle
FREEDM Future Renewable Electric Energy Delivery and Management
FLISR Fault, Location, Isolation and Supply Restoration
GridOPTICS Grid Operation and Planning Technology Integrated Capabilities Suite
GTDU Generation Transmission Distribution Utilization
GRIP Graph Reduction In Parallel
HTML Hyper Text Markup Language
IEC International Electrotechnical Commission
IED Intelligent Electronic Devices
IEEE Institute of Electrical and Electronics Engineers
JADE JAVA Agent DEvelopment Framework
NIST National Institute of Standards and Technology
M2M Machine to Machine
NASPInet North American Synchro-Phasor Initiative Network
RTE Real Time Environment
OSI Open System Interconnection
RISC Reduced Instruction Set Computer
SOA Service Oriented Architecture
QoS Quality of Service
TCP Transmission Control Protocol
ULS Ultra Large Scale
WAMS Wide Area Management System
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Abstract: Locating electric vehicle charge stations has always been an important problem for electric
distributers. Many basic and complex solutions have been provided by algorithms and methods
to solve this problem in real and assumed grids. However, the data, which has been used in those
algorithms, are not consistent with the diversity of locations, thus, do not meet the expected results.
Grid locations are the most important aspects of this issue in the eyes of designers, investors, and the
general public. Locating charge stations must be determined by plans which have influenced majority
in the society. In some countries, power quality has been increased by storages, which are used in
vehicle-to-grid (V2G) and similar operations. In this paper, all of the variables for locating charging
stations are explained according to Ankara metropolitan. During the implemented analysis and
literature reviews, an algorithm, based on location and grid priorities and infrastructures, are 154 kV
and 33 kV, have been designed. Genetic algorithms have been used to demonstrate this method even
though other algorithms can also be adopted to meet the priority.
Keywords: electric vehicles; charging station; transformer; Energy PLAN; grid; renewable energy
1. Introduction
Charging stations or other types of energy storages need organization when they are used for
special targets. Considering the grid’s situation, an organized program should cover the supply and
demand needs of the grid. Supply needs, such as low loss operation without side effects, and demand
needs, such as abundance in the charge station, low cost, and increased power quality, are required
to be fulfilled. All of these needs and similar problems, issues or remodeling methods have created
a basis to providing organization for electric vehicles (EV) charge stations. Factors, such as societal,
populace, grid infrastructure, and renewable conditions [1], critical power range, and financial analysis
of a location, play important roles in determining the grid condition. However, supply/demand power
and coordination, and the estimation of equipment is the telling factor, which needs focus to meet the
incessant load demand.
The estimation of power, especially on the demand side of the grid, is very difficult [2]. Increasing or
decreasing the rate of grid power does not go on determined patents, such as battery open circuit voltage
estimation by Extended Kalman Filter (EKF) or similar estimation operations [3]. Supply/demand and
coordinating for EVs charge station estimations have a lot in common, so they can contribute to an
increase in power quality in the grid, directly when the grid infrastructure is ready. The benefits of
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this work are not limited to some factors, such as the decrease in green-house gas (GHG) emissions.
Fuel transmission between oil refineries to gas stations consume electric power, especially in gas stations
where compressed natural gas (CNG) stations use electric convertors. At present, too many researchers
are trying to create and optimize algorithms to harvest fine results, but the methods and algorithms
should be fed by trustworthy numerical data. In addition, the experiments are to be simulated using
simulation software, such as MATLAB. In one Finnish study, to meet Finland’s target of 100% renewable
energy usage by 2050’s (funded and presented by Ministry of Economy and Employment), the research
on Energy PLAN (created by Aalborg University) modelling has focused on energy potential and
generation from a perspective of economy, the rate of fuel usage, and CO2 emission according to
decrease in GHG emission policy [4]. The result of this investigation shows that the energy future,
based on 100% renewable energy, is entirely possible. In another study focused on Delhi, India’s energy
sector, the Japanese Society for the Promotion of Science (JSPS) investigated the future of energy and
its optimization methods in Delhi. Their study found that integrated-systematic modelling should
be used for energy flow in urban energy systems. They have used an optimal energy scenario and
found an energy gap between supply and demand. This research paid attention to government energy
policy in improving the demand side of their energy sector [5]. However, government policy and social
behavior strongly influence the GHG emission in the transportation sector, in many countries, such
as Austria [5]. The emission of CO2 is one of the primary problems in China and the CO2 condition
will be in 2030 with the use of control or uncontrolled EVs, V2G and similar transportation systems.
Studies have shown that the application of these transportation systems provide advantages, such
as decreasing peak load, which is used for EV charging; generating power from renewable energy
sources (RES); and reducing energy generation and EV charging costs [6]. Some of the literature
has focused on the distance of charge stations with respect to the most capable grids. A Taiwanese
study looked into helping customers receive better service from the grid by creating charge stations at
reasonable distances in Taiwan [7]. Therefore, it is possible to determine probable locations for EV
charging stations, based on the grid and transportation technology of the time, rather than based on
any specific algorithm.
Several algorithm-based research are still used in smart grid and V2G operations for special
conditions or purposes which are explained below. One study focused on uncertain situations with
respect to V2G operation pricing, using the robust game-theory to treat uncertain issues. This algorithm
was named ENTRUST (Energy Trading under Uncertainty in Smart Grid Systems) [8]. This study
achieved reliability and cost efficiency in terms of energy management. Another grid lead system
is known as multi-agent energy management. In this system, all elements of demand side of the
grid (home, building, industries, and vehicles) are connected. It can improve autonomy, connectivity,
diversity, and appearance of the systems in the grid. Another study in Great Britain (GB) [9],
created a dynamic virtual energy storage systems (VESS) to solve the dynamic frequency response.
This model uses V2G and similar technology storages to notify grid whenever it needs emergency
energy or whenever the rhythm of the energy flow has been disturbed. This model considered the
response capacity of an EVs cluster. Researchers have furthermore developed some algorithms for
EV charge stations, including the flow refueling location model (FRLM) [10] maximum covering
location problem (MCLP) [11], nonlinear auto-regressive (NAR) [12], Genetic Algorithm (GA) [13],
Genetic Algorithm-particle swarm optimization (GA-PSO) [14], and Genetic Algorithm-binary particle
swarm optimization (GA-BPSO) [15].
Each research has coordinated points by special parameters, which is the dominant factor in
supporting the system objectives. Previously described models, scenarios, and algorithms are the
key to managing the grid and to increasing responsibility for EVs, charge stations and interconnected
storage. The coordination of EV charging stations at first sight needs these methods to solve some
pre-requisites. This paper considers Ankara’s metropolitan electric infrastructure and the conditions
dependent on Ankara’s electricity infrastructure to determine potential locations for the charging
stations. In Ankara’s case, the grid has not been updated to be smart enough to include online sensors,
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which may be used in determined algorithms. This study attempts to determine the location by
specifications of the grid infrastructure, categorizing the capacity of transformers and their other
parameters. A method, based on the Genetic Algorithm is designed to verify the probability of a
location meeting the requirement is shown.
The rest of the paper is organized as follows. Section 2 discusses the case study, particularly
considering four locations in Ankara. Section 3 takes grids in Ankara in consideration to nominate
them as the station location. Section 4 brings transformers into inspection by delineating several
parameters to select transformers capable of matching the EV application. Section 5 presents the
corresponding transformer indices and parameters to aid the selection process. Considering this
framework, the layout of the estimation algorithm with respect to the Genetic Algorithm is explained
in Section 6. Finally, conclusions are drawn in Section 7.
2. Case Study
In this paper, four transformer centers have been considered at the start/end points, which are
supplied by A point and finally used by D point. Each point has been analyzed by their maintenance
history and current peak load point. Transformer maintenance history and current peak load point
can illustrate most of their qualities. This research attempts to create a defined glance to recognize
points, which are necessary for determining the location of EV charging stations, that can help to
build a connection with the grid plan. In the next sections, the proposed solution for determining the
coordination of EV charging stations will be elaborated with examples. Ankara metropolitan electricity
grid is one of the real cases to study, indicating important parameters, when the grid should be ready
to supply electric vehicle and storages.
As demonstrated in the literature, the categories of charging stations distance can change quality
of power, service, cost and EVs technology acceptance ratio between members of society. The range
of charging stations were determined by various items, such as the grid infrastructure and existing
EVs going around. Additionally if the grid does not use charging stations, some locations should be
determined by other specifications. These can be different in each grid and depends on the grid’s
condition. According to the previously mentioned information and Ankara metropolitan electricity
infrastructure, the distance of grid terminals and power capacity are critical points in the coordination
of electric vehicle charge station topic. A city’s transportation routes are different from the route of
the power transmission grid and each location has specific power capacity details. In the first step,
designers must select locations like points or places, which have the lowest distance to electricity
terminals and are suitable for transportation systems. The goal is to measure energy, and responsibility
for supply and demand. For example, two different points in Ankara have been assessed - the A and B
transformer centers. Both of them are on main and crowded streets, but the A transformer center’s
condition makes it more operational than the B transformer center. This is, because the A transformer
center is close to downtown where the main transportation terminals, such as buses and trains are
localized. Whereas 1~2 km from downtown, metro, terminals and location of transformer A and B
have many free spaces, parking, schools, hospitals and ministries. It seems that in this area, a large
amount of vehicles are stationary and this can be potentially beneficial. In contrast, the B transformer
center does not have those options, and because of this, the B transformer center loses its priority to
build a charging station. Figure 1 has given the locations of both transformer centers and a map of
Ankara for clarity.
Location EV charge station points should be categorized by reasonable distances such as 30, 35,
40, 45, and 50 km, depending on area and infrastructure condition. In the mentioned case, the grid
conditions were analyzed, based on the transformer status, even though there was no pre-defined
storage center or organized charge station. This indicates that transformer specifications could provide
prospective information to evaluate the likelihood of charging stations.
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Figure 1. Map of Ankara, and area maps of the A and the B Transformer Centers [16].
3. Grid Conditions in Ankara
One of the important factors in grid stability is its dependency on the grid size and infrastructure
revises, but efficiency and responsibility are negotiable. The electricity grid of the provinces of Ankara,
Bartın, Çankırı, Karabük, Kastamonu, Kırıkkale, and Zonguldak are controlled by the ENERJISA
Company (Hanımeli Avenue No:1 Sıhhiye/ANKARA) [17]. At first, the stability of grid should be
examined with respect to power and size. This area has special specifics, which help to stabilize the
grid. As the area is located in the middle of Turkey and neighbors the five other grid control areas,
Ankara can receive energy from five different electricity areas, which means that this area has enough
reserve power from the Turkish National Grid. This area is formed from provinces, which have an
energy generation rate more than their consumption rate. Some information about those provinces are
shown in Table 1.




Energy Rate in Turkey
Annual Energy
Generation in Turkey
Ankara 69 3.64% ~9.299 GWh
Kırıkkale 9 3.44% ~8.797 GWh
Zonguldak 7 4.10% ~13.332 GWh
Kastamonu 10 0.07% ~188 GWh
Çankırı 3 0.01% ~14 GWh
Karabük 7 0.22% ~575 GWh
Bartın 3 0.02% ~56 GWh
The grid has been shown to be stable at high penetration rate. The energy terminals are in special
places, where they can provide high performance in particular aspects such as energy responsibility.
However, they cannot exceed an appropriate amount, which are key points in the energy transfer
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between grids and storage, thus, both of their accessibilities observe different purposes. Figure 2
illustrates this point clearly. Generally, bi-directional energy transfer has been operated between
medium voltage and low voltage range. Bi-directional operation procedures develop in parallel with
grid infrastructure and customers.
Figure 2. Energy injection side and areas can be operational by storages.
4. Transformer Selection
Transformers are the last operational part of the grid, which directly influence the quality of the
grid and charge stations. Generally, all ranges of grid transformers are influenced by storages, such as
charging stations or grid independent storages. Low- and mid-range transformers in the grid receive
high impact from power electronic equipment, but they need support from high voltage transformers.
Some transformer parameters depend on their own operational period, which cannot be determined in
routine ways. The capacity of distribution in transformers has the potential to determine the necessary
variables in the grid, related to financial problems, aging, health, and their priorities. Hence in this
algorithm, the capacity and related problems have a higher priority. Low capacity or overload is the
first step in system failure. Overload in electric equipment, like transformers, cause severe faults in the
grid. In the second step, it causes a nonlinear increase in the transformers’ temperature [19]. One of the
regular solutions to solve these problems is by decreasing or changing the load pattern according to
different grid specifications [20]. Transformers should be sorted according to their capacity. The flow
chart of sorting is shown in Figure 3.
The purpose is to determine high priority transformers in the grid. By changing the timeslot
in the Grid Valley filling technology [21], grid demand level, load factor, and transformer aging
have been changed at a reasonable scales. It can reduce load about 4~5 GW in a scenario and
ambient transformers temperature 1.06~1.64% instead 52~100% in 50 kVA transformers and 200 ◦C
temperature rate. Consequently, transformer aging is influenced with these statistics, where it has
changed 17~18 factors, instead of 17~96. Another study has illustrated that EVs generate overload and
shape impulses. Such grid problems have been solved through timetable changes and transformer
hierarchy, as shown by MATLAB V9.5 software [22,23]. The solving method can change in each
location, depending on related problem conditions, therefore, there (There will be various conditions at
hand). The smart grid transmission and distribution costs are very important and have been influential
in the other side of the grid. The function of transmission and distribution costs has been given in
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Equation (1) [24]. Equation (1) has illustrated the importance of grid infrastructure and equipment costs

































Figure 3. Electric vehicle (EV) charge stations coordination algorithm.
The above equation shows that transmission and distribution costs create a large part of the grid’s
maintenance cost. The next equations have illustrated aging and the loss of life rate of the transformer for
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an average penetration rate of EV [25,26], which completely depends on the transformers’ temperature.
Through various investigations, EV fast charge stations or similar loads were found to generate
an impulse load signal type, consequently, it hides hot-spot temperature points in the transformer,
which sensors cannot detect.
V = e
15000




Vdt Or L ≈
N∑
n=1
Vn × tn (3)





VTR_PHEV_LOW = A× Tx_Tr + B (6)
VTR_PHEV_X = A× e(B×Tx_Tr) + C× e(D×Tx_Tr) (7)
Figure 4 clearly shows the temperature influence on the loss of life (LOL) rate on transformers,
which can be proved by Equations from (2) to (7) [25]. The transformers’ overall condition is important
when transformer temperature exceeds 110 ◦C, so the LOL rate starts increasing.
Figure 4. LOL and θh in different time [25].
One of the most effective ways to solve this type of problem is to monitor transformer temperatures,
which are controlled at SCADA or matched on relay settings [25]. Indisputably, sometimes by assigning
more EVs in each grid, some transformers might get overloaded, consequently leading towards faults
or interruptions in the grid. The solution to capacity problems depends on the grid communication
infrastructure and the grid creation hierarchy. The flow chart of the grid communication infrastructure
and the grid creation hierarchy is also represented in Figure 3.
According to the grid condition, there are many factors in the flowchart that can be calculated
altogether. For Ankara, we do not have a smart transformer with online monitoring, therefore, we
must use tools based on summary data. Table 2 shows information that owner C and D have a high
priority to create a charge station on their locations. For example, the data of a grid with air quality
sensor results are provided below.
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Table 2. A grid transformers’ center and their environmental condition.
Transformer Center Load
A 649 MW




A1 33.5 62 A - -
A2 58.5 54 A
B Total: 238
Transformer No.
B1 44 60 B
31 7
B2 60 55 B
B3 69 65 B
B4 65 74 B
C Total: 210
Transformer No.
C1 48 66 C
52 15C2 32 60 C
C3 45 61 C
79 15C4 18 58 C
C5 52 72 C






41 10D2 7 (15 kV) 55 D
D3 65 61 C
In localizing EV charge stations, the regional condition and some of their priorities were more
important than the grid infrastructure on their locations. Therefore, they should develop their own
location grid infrastructure. In most of the locations parking and public areas provide benefits from the
financial and technical side, to create a battery bank and base for an EV charging station. In addition,
all of them are explained in the “Selection of High Efficiency and Operational Locations” section of
this paper. In this case, the transformers are not smart and the operations group cannot monitor
the transformers status, so they do maintenance operations using technical data and by estimation.
The transformers are replaced every 30 years and they reach 55~70% capacity during load peak times.
These provide some information about the grid, such as transformers work condition. The ANSI/IEEE
C57.96-1989 standards [27] recommend transformers be replaced every 20 years, if they have been
run under ideal maintenance conditions. The transformers’ life expectancy may be calculated by their
insulation life equation, as illustrated below:








Based on Equations (8) and (9), Figures 5 and 6 illustrates the time expectancy curve, used in
Equations (8) and (9). It shows that transforms, which age more than 20 years, have been in the best
maintenance condition.
Figures 5 and 6 and the related Equations (Equation number 8 and 9) have shown that the
transformers have been maintained and are in good condition (the grid has passed “Calculate
Transformers Health by Load Summery, Age,” term).
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Figure 5. Life hours and hottest spot temperature ◦C in transformers by LOG10.
Figure 6. Life hours and hottest spot temperature ◦C in transformers by LOG10.
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5. Assessment of Infrastructure
As a crucial step for assessing the infrastructure, transformers’ heal index should be assessed
accurately by some standards and scoring system. Technical condition and their standards should
cover their general status [28]. The technical and operational conditions are mentioned below:
• Technical conditions:
1. Transformer Parallelism Index
2. Transformer Reserve Index
3. Transformer Rated Power
• Operational conditions:
1. Main Health Index (HIm)
2. Insulating Paper Health Index (HIiso)
3. DGA Health Index (HICH)
4. Oil Health Index (HIoil)
In this section of the paper, mentioned index is explained briefly.
5.1. Technical Conditions
5.1.1. Transformer Parallelism Index
If transformers are under load and analysis, the Transformer Parallelism Index is determined and
shows when it pairs with another transformer, and which part of the grid demand is suitable for this
parallelism. This value can change from 0, where parallel transformers cannot work in parallel, or when
they are not able to take charge of the connected equipment under the load, to 1, where transformers
can respond to the demand. The interval 0 to 1 has illustrated a percentage value in the transformer
under the load that can response the maximum load power. This index is accepted from 120% to 140%
in Brazil in accordance with the ONS NT 038/2014 standard [29] and is illustrated in Figure 7.
 
Figure 7. Acceptable Over Load by ONS NT 038/2014.












≤ fLLmax− fL ∧ 0 < fL ≤ Lmax
0 fL > Lmax ∧ fL = 0
(10)
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fL ≥ 0 (12)
TRPNy ≥ 0 , ∀ y ∈ N (13)
TRPNx ≥ 0 , ∀ x ∈ N (14)
5.1.2. Transformer Reserve Index
The Transformer Reserve Index is an index of transformers that can increase safety and reliability.
It is a very important index in identifying whether power equipment can respond to normal failure and
random interruption. However, charging stations, specifically fast charging stations, where production
increase appears to produce impulse signals in their connected transformers and responses from
transformers must be received. An example of this condition from real data has been explained in a
study from São Miguel Island. Figure 8 has illustrated this fact in a curve by time and daily load [19].
 
Figure 8. Transformer inputs in a fast and slow charge system by daily load versus time.
This problem can be partially solved by reserve index. To solve the mentioned issue,
except transformer reserve, charging stations storage reserve is more sensible. Hence both of the
reserves should increase logically.
5.1.3. Transformer Rated Power
The capacity of transformers is one of the important factors in receiving positive feedback from
both the supply and demand side of the grid. The temperature in all aspects of the transformers
depends on transformer rating. It must be stable in the operational area. As seen in the correlation
between the life hour and temperature of transformer in Figure 5, transformer temperature can be a
determinant in controlling the transformer conditions.
5.2. Operational Conditions
5.2.1. Transformer’s Main Health Index (HIm)
The transformer main health index has always been a useful factor in the transformer operational
period. This index has been sensitive to temperature fluctuations, which changes in various ratios
in the transformer life, so it depends on system summary. Transformers Main Health Index (HIm) is
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determined by the initial main health index reference point, which is named: HI0. HIm is defined by
Equations (15) and (16) mentioned below:
HIm = HI0 × eβ×(T2−T1) (15)
β =
ln 6.5− ln 0.5
T2 − T1 . (16)
5.2.2. Transformers’ Insulating Paper Health Index (HIiso)
Insulation paper in each transformer directly determines the efficiency and life of a transformer.
The transformer condition can be illustrated by identifying this index. Transformers Insulating Paper
Health Index (HIiso) can be recognized by analyzing some gases, such as carbon monoxide and carbon
dioxide, in the transformer which is damaged due to overheating over its lifetime. The Transformers
Insulating Paper Health Index (HIiso) is presented in Equation (17):
HIiso = ω1HIC,O ×ω2HI f ur (17)





From [30], where C f ur is content of furfural to determine, HI f ur is the index of it, from [28] C f ur = 5
means that the transformer is deteriorated and it can break down, in this condition HI f ur = 6.5. On the
other hand C f ur = 0.01 when it is newer and HI f ur = 0.5. HIC,O is defined by carbon monoxide and
carbon dioxide gases analysis.
5.2.3. Transformer’s Dissolved Gas Analysis (DGA) Health Index (HICH)
The Transformer’s DGA health index (HICH) is one of the important and regular tests to determine
a power transformer’s health. In this health index, the values of hydrogen (H2), methane (CH4), ethane
(C2H6), ethylene (C2H4), acetylene (C2H2), carbon monoxide (CO), and carbon dioxide (CO2) are
analyzed in the transformer to estimate the power transformer’s material condition, and consequently,






where, FC,H is the quantity of transformer ageing, hydrocarbon gas factor function, and ω is the weight
of presented gases.
5.2.4. Transformer’s Oil Health Index (HIoil)
The Transformer’s Oil Health index can have some errors, such as acid value, high fluctuation
of voltage, micro water, and dielectric losses. Also, these factors are the result of the transformer’s
cooling system and the transformer topology, which is met in transformer oil. This index calculation is





where, Foil is the oil factor function, determined the hydrocarbon gas factor function and ω is the
weight of presented gases.
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6. Results
In this section, we show that there are many factors which influence the distribution of charge
stations. Air quality, transformer conditions, change infrastructure location, and local condition have
illustrated that there are very important factors to feed the algorithms mentioned in the Introduction
section of the paper. For example, the Gaussian distribution method in Equation (15) can give different
results, depending on three factors, rather than two factors. Indeed, the factors change the distribution







2 − ∞ < x < +∞. (21)
In addition, it is one of the distribution systems between different types. Today, most of the
distribution systems work by multi-functional operations, based on the same system. The Genetic
Algorithm is the most used algorithms for the same goal. However, they can work by different variables
and functions. The control of each algorithm has its own special strategy and their responsibility
efficiency depends on valid operational information from the location. Figure 9 has illustrated a
hierarchy of input data for algorithms. In addition, operations in each algorithm will change if other
priorities are used in their hierarchy.
Figure 9. Hierarchy of algorithm input data.
In this case, the result of the “Estimation Algorithm” block depends on Turkish energy policy
which involves long-term planning. According to the data mentioned in Table 1, two and location
information, the GA is a reasonable method in creating a charging station point. Therefore, there are
many drivers, reasons, and information, which can change algorithm targets. The information, which is
issued by first data can be changed or improved by the GA algorithm. Figure 10 has mentioned an
algorithm that was designed by the hierarchy presented in Figure 9. The algorithm has analyzed
and sorted pure data to import on the main estimation algorithm. Firstly, the algorithm achieves
location information, however, one of the algorithm targets is the charging station determination
near the transportation road to reduce equipment faults during energy transmission. In the next
step, the algorithm has been redeterminated in each fail loop or unsuccessful operation. In addition,
the algorithm sorts each charging stations in some distance, which depends on grid and customers’
needs. In the second step, the condition of the grid infrastructure has played a big role on algorithm
output. In first technical command, it selects transformers, which have the highest reservoir capacity,
so the transformers can absorb and transfer grid energy, and lacking in quality. The transformer
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should be selected by the highest criteria so that the charging stations, especially fast charging stations,
behave differently than transformers’ norm. In the second step, which contains the analysis of technical
condition, the determination of the points have been issued by their previous technical conditions.
Transformers’ conditions can be calculated by temperature or maintenance information.
According to above-mentioned operations, three points (B, D and C) have been determined to be
the locations for building EV fast charging stations in Ankara. There are sufficient reasons to select
the mentioned transformer centers, by the time they have some difference between mentioned points.
Some local infrastructure and transformer responsibility factors have different factors which can be
solved by some location problem using GA.
 
Figure 10. Flow chart of Genetic Algorithm (GA) estimation method.
Using the above-mentioned factors, the designers should give some scores to parameters, in order
to determine factors’ priorities, then, their data might be ready to input on estimating algorithms.
For example, in GA it can be solved by the Genetic Algorithm shown in Figure 10.
According to the above flowchart, the algorithm can adapt in most of the estimating algorithms.
For three areas, marked B, C, and D, several sets of locations and electric infrastructure have been
arranged as chromosome structures, shown in Table 3. Six chromosome sets are based on the flowchart
in Figure 10. The locations are sorted based on distance (a gene), local infrastructure (b gene),
parking (c gene), and electric infrastructure (d gene). The generations are derived according to
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low loads, ageing, and transformer capacity transformer index of the mentioned areas respectively.
A maximum of 30 locations have been considered to satisfy the objective function mentioned as:
Fobj = a + 2b + 3c + 4d− 30. (22)
Table 3. Chromosome structure for aforementioned locations with their corresponding areas (termed
as B, C, and D).
a b c d
Gen_1 Gen_2 Gen_3 Gen_4
⇐ Chromosome Length ⇒
Area B
Location 27 24 27 12
Electric
Infrastructure 9 6 15 9
Area C
Location 6 24 9 27
Electric
Infrastructure 18 24 24 21
Area D
Location 27 15 6 27
Electric
Infrastructure 15 21 21 18
Six chromosome have been created by location and infrastructure genes. The calculation of
determination of the fittest chromosomes have been illustrated in Table 4.
Table 4. Determination of fitness function and probability for the first generator.





1 [27; 24; 27; 12]
((27 + (2*24) +
(3*27) + (4*12)
− 30)) = 174
0.005714285 0.131445255 0.131445255
2 [09; 06; 15; 09]
((9 + (2*6) +
(3*15) + (4*9) −
30)) = 072
0.013698630 0.315108524 0.446553779
3 [06; 24; 09; 27]
((6 + (2*24) +
(3*9) + (4*27) −
30)) = 159
0.006250000 0.143768265 0.590322044
4 [18; 24; 24; 21]
((18 + (2*24) +
(3*24) + (4*21)
− 30)) = 192
0.005181347 0.119186123 0.709508167
5 [27; 15; 06; 27]
((27 + (2*15) +
(3*6) + (4*27) −
30)) = 153
0.006493506 0.149369615 0.85887778
6 [15; 21; 21; 18]
((15 + (2*21) +
(3*21) + (4*18)
− 30)) = 162
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If the random values ranging from 0–1 are initiated and if C[1] < R[1] < C[2], then chromosome [2]
can be set as the new population for the next generation.
R = [0.37, 0.08, 0.971, 0.829, 0.735, 0.359]
By those random patterns, new chromosomes have listed in below:
Chromosomes 2: [09; 06; 15; 09] as New Chromosome 1
Chromosomes 1: [27; 24; 27; 12] as New Chromosome 2
Chromosomes 6: [15; 21; 21; 18] as New Chromosome 3
Chromosomes 5: [27; 15; 06; 27] as New Chromosome 4
Chromosomes 5: [27; 15; 06; 27] as New Chromosome 5
Chromosomes 2: [09; 06; 15; 09] as New Chromosome 6
Considering a crossover-rate of 25%, if the corresponding value of R[k] is less than the rate, the
chromosome will be considered as the parent chromosome. For an array of random number:
R = [0.518, 0.224, 0.108, 0.383, 0.071, 0.481]
By the new randomization and chromosomes, the parents can be presented as below:
Chromosome 2: [27; 24; 27; 12]
Chromosome 3: [15; 21; 21; 18]
Chromosome 5: [27; 15; 06; 27]
By the random numbers that have given in crossover section, new set of crossovers will be:
Chromosome [2] × chromosome [3]
Chromosome [2] × chromosome [5]
Chromosome [3] × chromosome [5]
Chromosome 2: Chromosome 2 × Chromosome 3 = [27; 24; 27; 12] × [15; 21; 21; 18] = [27; 24; 21; 18]
Chromosome 3: Chromosome 3 × Chromosome 5 = [15; 21; 21; 18] × [27; 15; 06; 27] = [15; 21; 06; 27]
Chromosome 5: Chromosome 5 × Chromosome 2 = [27; 15; 06; 27] x [27; 24; 27; 12] = [27; 15; 27; 12]
New chromosomes after the crossover process have been illustrated below:
Chromosome [1]: [09; 06; 15; 09]
Chromosome [2]: [27; 24; 21; 18]
Chromosome [3]: [15; 21; 06; 27]
Chromosome [4]: [27; 15; 06; 27]
Chromosome [5]: [27; 15; 27; 12]
Chromosome [6]: [09; 06; 15; 09]
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For a mutation rate of 10%, as there are 24 genes in total, the number of mutation will be
0.1 × 24 = 2.4, which can be equated to 2. Thus, the mutated genes are marked in bold.
Chromosome [1]: [09; 06; 15; 09]
Chromosome [2]: [27; 24; 21; 18]
Chromosome [3]: [15; 21; 06; 27]
Chromosome [4]: [27; 15; 06; 27]
Chromosome [5]: [27; 15; 27; 12]
Chromosome [6]: [09; 06; 15; 09]
The mutated genes must be replaced by random numbers from 0–30 to obtain the new set of
chromosomes to proceed for iterating in the next generation. If the numbers be 10, 15, 20 and 25
respectively, the new chromosomes will be:
Chromosome [1]: [09; 10; 15; 09]
Chromosome [2]: [27; 24; 21; 18]
Chromosome [3]: [15; 21; 15; 27]
Chromosome [4]: [27; 15; 20; 27]
Chromosome [5]: [27; 15; 27; 12]
Chromosome [6]: [09; 25; 15; 09]
This is the chromosomes of generation one of the algorithm. The process will be iterated until the
value of a, b, c, and d meets the optimum value to satisfy the equation. After iterating for 5 generations,
the evolution fitness chart will be as represented in Figure 11:
Figure 11. Evolution fitness curve showing gradual increase in fitness value corresponding to the generation.
The algorithm considered three areas, and after selecting several locations according to the
aforementioned parameters (Figure 9), sorted the data into four segments. However, by creating six
chromosomes, the algorithms mentioned in Figure 10 were followed to obtain the first generation of
the chromosome. The aim was to attain the best value for the variables in the objective function, so that
the optimum location for the charging station can be determined. Fitness value for each corresponding
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generation is calculated, and as it can be seen, fitness increased with each generation, indicating the
success of the algorithm. The higher the value of fitness, the better the algorithm. Thus, after several
iterations, the optimal locations in these areas were determined in Ankara metropolitan, as the locations
illustrated in Figure 12.
 
Figure 12. Selected points in Ankara (By Bing map).
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7. Conclusions
In this research, an algorithm has been provided, which explains the hierarchy of the way
the locations of EV charging stations should be determined by experimental exemplification from
some literatures and the Ankara case study. The algorithm has been made up of three sections:
Finding a location by specifications of the grid infrastructure, categorizing the capacity of transformers,
and transformer analysis. It has been created especially for grid designers who have recently started to
determine the points for charging stations in cities. In the Ankara case study, considerations for stability
of the grid has been eliminated from the algorithm, because the grid can be considered to be stable for
having adequate reserved power from neighboring control areas. The novelty of this research is the
assertion that some limited parameters can show grid equipment conditions in the past to solve grid
problems. Finally, this research has built a congruency and connection between the algorithm theories,
programming languages, and practical strategy for the grid. The research has indicated that the
transformers’ condition, electric infrastructure, budget, and various other aspects, which are influenced
by energy consumption, are important factors in approaching this issue. Furthermore, this research
has shown that the maintenance history of the grid equipment and infrastructure are the key points
in determining the locations of electric vehicles charge stations. The optimum locations have been
determined using a Genetic Algorithm, which has been mathematically interpreted and analyzed. EVs
and storage are garnering interests to the People’s Republic of China, Europe, Japan, the United States
of America, and recently, it has caught India’s attention for the purpose of decreasing GHG emission as
soon as possible. Science and technology is improving every second. This algorithm can be a stepping
stone in the field of technology, which is used for autonomous systems on storages supplied by the
grid or DC link.
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Abbreviations
Description
z The objective function of transmission and distribution cost
Xi, j The transmission power flow from substations
Xm The electric power flow in apparatus m
Xn The outage power of load n
ai, j The cost of the transmission and distribution loss during normal operation
bi, j The cost of the transmission and distribution loss during overload operation
cm The damage caused by a shortened service life due to overload operation
dn The customer’s outage cost
en The supplier’s outage cost
fm The maintenance cost
gm The fuel cost of power apparatus
hm The repair cost of failed apparatus
Line The sets of transmission lines
OverLine The sets of overload lines
OutLoad The sets of outage loads
MentEquip The set of apparatus in the transmission and distribution system
FailedEquip The set of failed apparatus in the transmission and distribution system
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PowerEquip The set of power generation apparatus
V Relative aging rate
θh Hot-spot temperature
L Total aging over the time period considered
Vn Relative aging rate during an interval n
N Total number of intervals during the time period considered.
DTR_PHEV_X Oil temperature at the bottom of the winding.
A
Top-oil temperature derived as the average of the tank outlet oil temperature and the
tank oil pocket temperature.
B
Mixed oil temperature in the tank at the top of the winding (often assumed to be the
same temperature as A).
Tx_Tr Initial load rate without PHEV.
C Temperature of the average oil in the tank (Page)
D Oil temperature at the bottom of the winding.∑
TRP Sum of the nominal powers of the transformers in parallel.
TRPNx Rated power of the transformer under analysis.
TRPNy The nominal power of the transformers in parallel with the transformer being analyzed
fL Charge factor of the set of power transformers
Lmax Maximum load allowed.




HIm Transformer’s Main Health Index
HI0 Transformer’s Main Health Index reference point
T1, T2 Temperatures at point 1 and 2 respectively
HIiso Transformer’s Insulating Paper Health Index
β Coefficient of age of the equipment
C f ur Content of furfural
HI f ur Index of the content of furfural
HIC,O Index from carbon monoxide and carbon dioxide gas analysis
FC,H Hydrocarbon gas factor function
HICH Dissolved Gas Analysis health index
ω Weight of gas
Foil Oil factor function
Hoil Transformer’s Oil Health Index
EKF Extended Kalman Filter
CNG Compressed Natural Gas
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Abstract: Solar Photovoltaic (PV) systems have been in use predominantly since the last decade.
Inverter fed PV grid topologies are being used prominently to meet power requirements and to
insert renewable forms of energy into power grids. At present, coping with growing electricity
demands is a major challenge. This paper presents a detailed review of topological advancements in
PV-Grid Tied Inverters along with the advantages, disadvantages and main features of each. The
different types of inverters used in the literature in this context are presented. Reactive power is one
of the ancillary services provided by PV. It is recommended that reactive power from the inverter
to grid be injected for reactive power compensation in localized networks. This practice is being
implemented in many countries, and researchers have been trying to find an optimal way of injecting
reactive power into grids considering grid codes and requirements. Keeping in mind the importance
of grid codes and standards, a review of grid integration, the popular configurations available in
literature, Synchronization methods and standards is presented, citing the key features of each kind.
For successful integration with a grid, coordination between the support devices used for reactive
power compensation and their optimal reactive power capacity is important for stability in grid
power. Hence, the most important and recommended intelligent algorithms for the optimization and
proper coordination are peer reviewed and presented. Thus, an overview of Solar PV energy-fed
inverters connected to the grid is presented in this paper, which can serve as a guide for researchers
and policymakers.
Keywords: ancillary services; grid; inverter; PV; reactive power; solar; Quasi-Z source inverter
(QZSI); Y source inverter (YSI)
1. Introduction
Grid-tied photovoltaic systems are power-generating systems that are connected with grids. Solar
PV energy that is generated must be processed with the help of a grid-connected inverter before putting
it to use. This inverter is present between the solar PV arrangement and the utility grid; it could be a
single unit or a collection of small inverters attached to the individual PV units. Due to the lowered
cost of power electronic devices and advancements in renewable energy technology, there is significant
encouragement for the power industry to utilize PV solar energy and to attach it to a medium or low
voltage distribution grid. The renewable electrical energy market has experienced an extraordinary
increase in scope in recent years. Its main catalyst in 2016 was solar photovoltaics, whichare boosting
the capacity of renewables all over the world. Due to reductions in costs, solar and wind energy are
playing an increasingly important role and are proving to be competitive with fossil fuels in many
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countries. Two-thirds of overall electricity additions in 2016 were from renewable sources of energy [1].
According to the International Energy Agency, solar is leading in additions compared to wind and
hydropower. The statistics of net additions and retirements in electricity capacity are shown in Figure 1.
Figure 1. Net additions and retirements of Electricity capacity in 2016. Reproduced from [1],
International Energy Agency: 2017.
From [2], it is noted that Solar PV has dominated all other forms of electricity production. Its
capacity comprises almost 600 Giga Watt (GW) more than all other forms of energy combined. Thus,
with this increasing trend in use of Solar PVs, it becomes even more important to study the obstacles
faced in extracting energy from solar PV systems and then exporting it or integrating it with the grid.
The primary factors to be borne in mind while integrating PV solar energy with the grid are:
1. Reducing the cost during power conversion stage
2. Improving the reliability of the converter in use
3. Reducing the harmonics in the output current obtained
4. Reducing the number of switches/components used in grid integration
5. Ensuring continuity in supply by providing back up power for PVs.
6. Controlling the real and reactive power
7. Maintaining a constant direct current (DC) link voltage via a suitable control scheme
8. Detecting the maximum power point of PV panel using Maximum Power Point Tracking
(MPPT) techniques.
Henceforth, a detailed review is done, keeping in mind the current trend and effectiveness of
energy produced, and the simplicity of its integration with the grid. This paper is organized as follows:
Section 2: Ancillary services in electric market
Section 3: PV-grid inverters—A summary of different topologies
Section 4: A Review on Intelligent Algorithms and Optimization Techniques
Section 5: Conclusion & future scope
Section 6: References
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2. Ancillary Services in Electric Market
2.1. Definitions of Ancillary Service
In this section, a brief introduction to ancillary services has been given with standard definitions
from the literature. An insight to Reactive Power (Q) being an ancillary service is provided. In order to
understand the concept of ancillary services, a few definitions from the literature have been listed here.
* As per International Electro technical Commission (IEC) 60050-617, ancillary services are “services
necessary for the operation of an electric power system provided by the system operator and/or
by power system users” [3].
* According to the Union of Electric Industry EURELECTRIC: “Ancillary Services are those services
provided by generation, transmission and control equipment which are necessary to support the
transmission of electric power from producer to purchaser. These services are required to ensure
that the System Operator meets its responsibilities in relation to the safe, secure and reliable
operation of the interconnected power system. The services include both mandatory services and
services subject to competition” [3].
* Federal Energy Regulatory Commission (FERC) defined ancillary services as those “necessary
to support the transmission of electric power from seller to purchaser given the obligations of
control areas and transmitting utilities within those control areas to maintain reliable operations
of the interconnected transmission system” [4].
2.2. Popular Ancillary Services in Electric Power Market
Figure 2 shows some popular ancillary services in electric power market. They are:
1. Q Management: Q Management is a service that is unbundled to both suppliers and consumers.
A system operator can control this service but the control is limited to local control area. Q
management is the same ancillary service as voltage control. Voltage control is done to balance
voltages in accordance with the prescribed limits during different time slots of power transmission.
Q injection and absorption leads to system stability and yields protection against unforeseen
events that may cause voltage breakdown. Hence, reactive-power must be made available to
meet the expected demand and serve as a reserve margin during emergencies.
2. Real power (P) loss replacement: P loss is the variation in P generated and delivered. Due
to resistance in each active and passive element in the transmission line, loss is unavoidable.
International Organization for Standardization (ISO) should generate power online in order to
cope up with P losses although suppliers also make up for the losses.
3. Supplemental operating reserve: Supplemental-operating reserve includes generating units,
which must supply power within ten minutes and must be completely available within
thirty minutes.
4. Reliability reserve: Reliability reserve includes generating units and spinning reserves, which
must be made available completely within ten minutes.
5. Operating reserve: Operating reserve ancillary service is used to balance the power generation to
the load because of unexpected outages.
6. Load following: Load-following ancillary service includes two functions performed by the
control area (interconnection frequency maintenance and load balance) and two more functions
performed by customer (monitoring fluctuations in load and keeping in track of long-term
changes). Thus, there are four different components in load following ancillary service.
7. Scheduling and dispatch: Scheduling is a separate ancillary service and not connected to dispatch,
but they are lumped together since they are less expensive and coordinated by ISO. Scheduling is
to anticipate load requirement and assign generating units accordingly. Dispatch is the actual
control of generation units and transmission units, which are available in order to satisfy the load
demand. Scheduling, as well as dispatch, are quite inexpensive.
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Figure 2. Popular ancillary services in electric power market suggested by FERC.
2.3. Additional Services in Electric Power Market
Figure 3 shows additional services in electric power market suggested by FERC. They are:
1. Black start capability: Under certain conditions in which the system collapses, drawing power
from the grid becomes an impossible event. Thus, some special generating units called black start
units are used to restart devoid of taking power from grid.
2. Time correction: Generally, most of the electrical clocks work by means of counting the cycles in
the frequency of power. Although this frequency is kept constant, there will be an error of 0.01 Hz.
If time correction were not done, there would be an error of roughly 10 s a day considering
50 Hz cycle.
3. Standby Service: Standby service serves as a generating capacity, which is kept at reserve to
supply energy when emergencies occur. Standby capacity is used in circumstances in which a
customer’s power is interrupted due to an outage or when the generating unit is under scheduled
maintenance or when a customer’s power demand exceeds the actual contracted one.
4. Planning Reserve: It serves as a planned generating unit based on customer requirement. Hence,
it is a customized one and cannot be the same for all customers.
5. Redispatch: Due to transmission losses and constraints, least cost power dispatch is not possible.
This is known as congestion. In order to avoid congestion, redispatch is done to adjust the power
that is input to the transmission line. This method is applied within control areas.
6. Transmission Services:
• Transmission system monitoring and control
• Transmission reserves
• Repair and maintenance of the transmission network
• Metering, billing and communications.
7. Power Quality: Power quality means provision of uninterrupted power which is purely sinusoidal
to customers
8. Planning, Engineering & Accounting Services:
a. Planning services:
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• Load forecasting
• Scheduling
• Coordination of the maintenance of generating units









• Reporting to several regulatory bodies.
Figure 3. Additional services in electric power market suggested by FERC.
2.4. Q Injection to Grid
One of the primary ancillary services that is necessary for a power system operator is Q injection to
grid [5]. In Figure 4, the red curve indicates the capability of the PV inverter to provide Q. Furthermore,
based on the voltage at point of common coupling (PCC), freedom of having higher current distortion is
permissible. Several countries have added Reactive power injection to grid into the countries’ standard
grid code (GC) requirements. In general, if a country follows standard GC, power generation by PVs is
required to cease immediately when there is a fault occurring in the grid. However, because of high
level of penetration of PVs into grid, a sudden and quick power interruption due to a fault in the grid
would cause severe problems. For to this reason, many countries like Spain, Italy, Germany and Japan
have modified their GCs [6–9].
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Figure 4. PV inverter reactive power capability based on current limits.
There are numerous services that can be extracted with the use of PVs. Figure 5 shows some of
the important ancillary services involving solar PVs. It can be noted that ancillary services provided by
PV systems open an important pathway in electric power market and Q injection to grid has been area
of research for the last three decades [10–22].
Figure 5. Services provided by PV systems.
Solar-PV panels do not possess Q, since they provide electric power by using PV effect. The power
conversion from DC of solar panels to AC injected to grid takes place due to inverter circuitry. This
inverter has the capability of providing Q support in fault/normal conditions. Inverters could provide
various other ancillary services. Some of these such as lowvoltage ride-through (LVRT) and MPPT
have become necessary. Although, Q support has not been made mandatory for grid connected PV
systems, the higher penetration levels of PVs indicate more accessibility to control of P and Q. Hence, it
would become a code included in GCs of all countries using more renewable form of power conversion.
In general, for PV-grid topologies, the inverter converts the DC of PV panels to alternating current
(AC) that is to be supplied to grid. Figure 6 shows a single-phase PV-grid system that can be used
for requirements up to 7 kW. There are many types of inverters that are used in a PV-grid scenario.
In the following section, a brief summary of inverter topologies for use in grid-connected systems
is provided.
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Figure 6. A sketch of single-phase PV-grid system.
3. PV-Grid Inverters—A Summary of Different Topologies
Numerous works have been proposed in literature to illustrate various topologies of inverters
including state-of-art review [23]. Traditional inverters such as voltage source inverter (VSI) and current
source inverter (CSI) have a major drawback, i.e., voltage buck and boost actions cannot take place
simultaneously. In order that buck and boost actions take place collectively, an additional converter
has to be added in the circuitry, making the whole system more expensive. Popular impedance source
inverters (ZSIs) have been discussed in the literature; they have the ability to overcome the major
disadvantage of involving a two-stage topology in power conversion. Both boosting and bucking
actions are possible with this topology. ZSI is a combination of VSI and CSI. Boosting of voltage
takes place at the DC link with the help of a unique technique called shoot-through [24,25]. In recent
years, an interesting inverter topology namely admittance source inverter (YSI) was introduced. The
following section gives an overview on different inverter topologies available in literature.
3.1. Traditional Inverters Vs Multilevel Inverters
One of the traditional configurations of inverters that is connected to power grid is VSI (shown in
Figure 7). In VSIs, the output voltage is always lesser than the input voltage. VSIs have the ability to
introduce currents with low harmonics into the grid. When a CSI (shown in Figure 8) is used instead
of VSI, current injection to grid can take place without the need of an additional converter. The output
from a VSI and CSI comprises of two unique levels of voltage, but it suffers from higher switching
losses. The rate of change of voltage (dv/dt) is higher for traditional two-level inverters. The frequency
of switching is also high. They are most suited for low voltage applications.
Figure 7. Voltage source inverter.
Multilevel inverters (MLIs) were introduced to overcome the drawbacks of traditional inverters.
The classification of MLIs is given in Figure 9. Switching losses are a main factor of concern in two level
inverters. Using MLIs, they can be minimized.MLIs aid to reduce switching losses and harmonics.
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They can be used for high voltage applications. The rate of change of voltage (dv/dt) is lesser for MLIs.
The levels of voltage could be increased to greater than two. Hence, apure sinusoidal waveform is
obtained as the output of the inverter. The harmonics in the output are mitigated and losses could
be reduced largely. With the introduction of multilevel topology in CSI (shown in Figure 10), low
harmonic currents are obtained. The frequency at which the switching action takes place is reduced
with the introduction of a multilevel topology for a current source inverter. A brief comparison between
traditional inverters and multilevel inverters is presented in Table 1. Table 2 summarizes the state of
art PV grid inverter topologies of MLIs.
Figure 8. Current source inverter.
Figure 9. Classification of multilevel inverter topologies.
Figure 10. A multilevel CSI topology.
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Table 1. Traditional two-level inverters Vs MLI.
Factor under Consideration Two Level Inverter Multilevel Inverter
Switching loss High Low
dv/dt High Low
Voltage stress on switches More Less
Switching frequency High Low
Levels of voltage in output Two more than two
Harmonics More Less
Table 2. State of art PV grid inverter topologies of MLIs.
Network Structure Advantages Disadvantages
Diode-Clamped
• Control of Reactive power flow
is possible.
• High efficiency.
• Filters are not essential to
reduce harmonics.
• For high levels of
diode-clamped structure,
thenumber of diodes required
is more.
• Control of Real power flow for
individual converter is tedious.
Flying Capacitors
• Extra ride through capability during
power outage.
• It gives proper switching
combination to balance different
voltage levels.
• Real and reactive power flow can
be controlled
• No need of filters to
reduce harmonics.
• The number of capacitors
required is high for high level.
• For real power transmission,





• Because of same structure, it allows
the scalable, modularized circuit
layout and packaging.
• Less number of components is
needed for getting same number of
voltage level.
• No need of extra diodes
and capacitors.
• Separate DC sources are
required for the real
power conversion.
3.2. Concept of Z Source and Its Application in Solar Industry
Even though multilevel inverters have shown better performance than traditional inverters, they
still have drawbacks. The number of switches is quite high in an MLI. Although the switches required
need smaller rating, the number of required switches is high, thus making the circuit complex and costly.
Thus, ZSIs with several advantages over the aforementioned inverters were introduced. Figure 11
shows a voltage fed ZSI.
A ZSI is a combination of inductors and capacitors. A ZSI would operate as a VSI or CSI depending
on the application. The output voltage ranges from zero to infinity. Many researchers have adapted
impedance source topologies and many advances in the topologies have been listed in literature like
YSIs and their advancements [26,27] and ZSIs and their advancements [28–65]. Figure 12a–c give an
overall classification of topologies of impedance source networks. A summary of these topologies, as
presented in different literature works, is presented in the following section.
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Figure 11. A voltage fed ZSI.
Solar modules are widely preferred in both residential and commercial applications. PV cells are
connected in parallel and series in order to form one module. Many such modules in combination
is a panel. To develop economical and efficient PV systems, MPPT algorithms are used. Generally,
the inverter portion of the PV-inverter-grid structure comprises of a boost circuit and a filter. MPPT
algorithms may or may not be used depending upon the application. In PV systems, in order to obtain
dc-ac conversion, ZSI is an intelligent choice [66]. ZSIs can boost the voltage levels with a very compact
structure. For a 10 kilowatt (kW) PV system, 20 kW inverter is required with a traditional inverter but
by using ZSIs, a 10 kW inverter is enough for a 10 kW PV system with same kilo volt-ampere (KVA)
maintained. Traditional inverters pose challenges in their control and modulation mmechanisms.
These issues are eradicated using ZSIs.
The boost factor for a simple boost control method can be obtained from Equations (1)and (2)
where M is the modulation index, and B is the Boost factor, T is the total time-period, which is one
complete cycle. T0 is the time-period for which the output waveform is obtained.
B = 1/(2M− 1) (1)














































Energies 2019, 12, 1921
(c) 













Figure 12. (a) Broad classification of Z source network topologies. (b) Classificztion of Z source
transformerless topologies. (c) Classification of Z source topologies with transformer/coupled inductor.
Summaries of stateof the art PV-grid inverter topologies of Z source networks without transformer
and with transformer/coupled inductor arepresented in Tables 3 and 4 respectively. The features of
each structure with components used, including passive elements and semiconductor devices peer
reviewed from different literature works are listed. Detailed topological figures can be obtained from
the respective reference papers cited for each structure listed in the tables.
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In Tables 3 and 4, the following abbreviations were used
• NOS—Number of semiconductor devices
• NOC—Number of capacitors
• NOL—Number of inductors
3.3. Grid Integration Configurations, Synchronization& Standards
Grid-integrated PV systems could be of various power levels and sizes. They are designed for
specific applications and needs, with a scope ranging from one PV module to over 100 MW [69]. Hence,
a generic PV-inverter-grid structure, as shown in Figure 13, could vary for each plant.
Figure 13. A generic structure of a PV-inverter-grid structure (Picture courtesy of ASEA Brown Boveri).
In order to make things seem less complex, PV-grid systems are divided based on power rating into
• Small scale (a few Ws a few tens of kWs)
• Medium scale (a few tens of kWs to a few hundreds of kWs) and
• Large scale (a few hundredkWs to several hundreds of MWs).
Table 5 gives a summary of PV-grid-inverter configurations along with pros and cons of each
configuration to provide a clear-cut guidance in choosing the type of system depending upon
the requirements.
Table 5. PV grid inverter configurations—An Overview.
Comparative index Small Scale Medium Scale Large Scale
Power range <350 W <10 kW <850 kW
Configuration AC module String Central
Power semiconductor
device(PSD) MOSFET MOSFET, IGBT IGBT
Inverter efficiency Lowest High Highest
Pros
• Flexible/modular
• Highest MPPT efficiency
• Easy installation
• Good MPPT efficiency








• Higher cost per watt
• Two stage is mandatory
• High component count
• One string, one inverter
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Figure 14. PV-Grid Synchronization methods. Reproduced from [70], 14th European Conference on
Power Electronics and Applications (EPE): 2011.
Synchronization of the inverter with the grid is a major challenge in grid integration. Typically,
inverters operate like current sources that inject the current in phase with grid voltage [71]. Therefore,
pf needs to be maintained at unity or near to unity while the grid is connected to an inverter system.
The most important thing is the synchronization of the inverter with the grid voltage. The rule of
thumb for synchronization is that the total real power of the grid must be equal to the voltage of
the grid and current of the inverter summed. Based on the synchronization rule, the Equation (3)
is derived.
P(grid) = V(grid) + I(inverter) (3)
Several methodologies can be studied from literature for synchronization of grid and PV inverter.
Figure 14 gives a brief of literature works surveyed in this regard.Grid integration and the injection of
current into the grid play a critical role in the operation of a grid connected PV system. Different works
have highlighted current injection into the grid in accordance with recommended standards [72–87].
Due to the increase in PV-grid applications, many standards and GCs are proposed in order
to have secure transmission of power into grid. Some of the well-known bodies that develop the
standards are Institute of Electrical and Electronic Engineers (IEEE) of USA, IEC of Switzerland and
Deutsche Kommission Elektrotechnik (DKE) of Germany. A summary of these standards and GCs is
given in Table 6.
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Table 6. A Summary of International codes for PV applications.
Category Codes Area of Implication
Grid connected
IEC 61727, IEC 60364-7-712 Installations of buildings.




UL 1741, IEC 62446
Interconnected PV inverters, system
documentation & commissioning tests
Useful in independent power systems
EMI
EN61000
European Union EMC directive for residential,
private sectors, light industrial and
commercial facilities.
FCC Part 15 U.S. EMC directive for residential, commercial,light industrial, and industrial facilities
Low voltage ride through
(LVRT) IEC 61727
V< 50% at 0.1s




VDE 0126-1-1 Impedance measurement
Monitoring IEC 61850-7, IEC 60870,IEC 61724,
Transmission grids and systems for power
service automation
Distributed energy resources and logical nodes
Measurement, data exchange, and analysis
Off grid
IEC 62509, IEC 61194,
IEC 61702 Battery charge controllers
IEEE Standard 1526,
IEC/PAS 62111 Stand-alone systems
IEC 62124
Rating of direct-coupled pumping systems
Specifications for rural decentralized
electrification.
Rural systems IEC/TS 62257
Medium-scale renewable energy and
hybrid systems.
Safeguard from electrical hazards.
Choice to select generator sets and batteries.
Micro power systems and microgrids.
4. A Summary of Intelligent Algorithms & Optimization Techniques in Grid-Tied Inverters
Due to a rapid increase in complexity, optimization has become necessary in the design of every
system. When PVs are involved, it means that there is going to be intermittency in the output power. In
order that the load is fed without any fluctuation, optimization techniques must be incorporated to get
smoother and better output. In order to understand modern intelligent algorithms and optimization
techniques, one must have an understanding on the computational intelligence, which is used along
with optimization techniques. Figure 15 lists the computational intelligence platforms that are discussed
briefly in the following section.
1. Artificial Neural Network (ANN):The ANN was originally introduced by Rosenblatt [85]; it is a
replica of human brain, and is useful for forecasting the availability of renewable energy [86].
2. Fuzzy Logic (FL): FLis used in decision making. The theory behind its application pertaining
to current area of study can be found in [87], and the methodology for practical application in
Renewable energy systems can be inferred from [88].
3. Multiagent system (MAS): Every component in the system is represented as an agent with unique
objectives. A detailed review on the subject can be studied in [89].
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Figure 15. Computational intelligence techniques.
Figure 16a shows the classification of exact optimization depending on treatment of uncertainties.
Figure 16b shows the classification of heuristic optimization. Table 7 lists the optimization techniques
used in transmission and distribution systems with Q as one of the control variables. Table 8 summarizes
various Q control techniques applied to the different sets of surveyed configurations.
(a) 
EXACT OPTIMIZATION




ALL VARIABLES IN THE SYSTEM 








ASSUMES PARAMETERS TO 


















Figure 16. (a) Classification of exact optimization depending on treatment of uncertainties.
(b) Classification of Heuristic optimization.
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Table 7. A summary of literature works surveyed related to optimization.
Objective Function Optimization Tool Control Variables System Type
Minimize P loss [90] SO (SOCP) Q of PV, subject to stochastic P of PV Distribution
Minimize total cost of a
distribution system [91] PSO Q of PV, Q of EV Distribution
Minimize P loss [92] ES Generator bus voltages, tap positions of transformer,Q of capacitor banks Transmission
Minimize P loss [93] Ant colony optimization(ACO)
Generator bus voltages, tap positions of transformer,
Q of capacitor banks Transmission
Minimize P loss [94] PSO
Q of PV, P and Q of Battery Energy storage system
(BESS), CL,
tap positions of transformer
Distribution
Table 8. A summary of control techniques surveyed.
Configuration Features/Control Scheme Employed
AC stacked PV inverter architecture [87]
• No need for communications between inverters
• Combined Constant Peak Current Control and Constant Active
Power Control
• Grid inductor is very small (50 micro Henry)
8 bus radial test feeder used for sensitivity
analysis [95]
• cosφ(P,U) and Q(U) methods employed
• pf control in terms of injected active power and local
grid-voltage dependent reactive power is illustrated.
Distributed PV Generators [86]
• Decentralized method for Q flow control is adapted
• Inverter Q is produced as a function of P [Q(P)]
• German GC is followed
16 bus and 81 bus distribution systems [96]
• A Q planning model is proposed
• Provides extra VAR capacity
• Short-term planning and decision
• Uses APL and UC for control
1 main feeder and 6 laterals. 4 loads connected
to main feeder at different points. 10 loads are
derived from 6 laterals [76].
• Auto-adaptive controller is used.
• During daylight, PV generates P; Q injection is reduced.
• During the absence of sunlight, Q equal to rated power is
injected into the grid.
• Sensitivity theory and Lyapunov theorem are used.
Cigré 32 bus system [63,78]
• GAMS/MINOS5 solver is used for solving Non-linear
programming (NLP)
• Emphasis is laid on design of a competitive market for Q
ancillary service from generator.
7 level QZSI with TSC and TSR [97,98]
• A unique master-slave controller is proposed
• This topological advancement saves 42 percent of
inverter rating.
5. Conclusions and Future Scope
Grid-tied inverter topologies are important components for the interface between the RER and
the utility grid. Now, single-phase, transformerless configurations of range 1–10 kW are gaining
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Thanks to the technological advancements in the area of power electronics, numerous
transformerless inverters derived from conventional H-bridge topology have been developed. These
inverters offer high efficiency and reliability. They also have lower electromagnetic interference, since
transformers or coupled inductors are not involved in the design. In recent times, low-efficiency
PV arrays have been widely used. In order to achieve maximal efficiency, the materials involved in
fabrication of PV panels need to be carefully investigated and used. In this paper, a critical review of
grid connected PV systems was performed. The definition of ancillary services and the reactive power
market with reactive power as an ancillary service was examined. A review of the different topologies
of inverters with special reference to state of art topologies such as y source inverter derivatives was
presented. Unique aspects of each topology in terms of structure and functional merits/demerits
were presented in detail. In the coming era, a basic understanding of power converters becomes
necessary for the successful integration of PVs with grid. Fulfilling the GC requirements also becomes
a major challenge. Hence, in this paper, the synchronization between the inverter and the grid was
examined, with the aim of outlining important concepts in grid synchronization and standards. Finally,
intelligent algorithms and optimization techniques surveyed from different literature works were
listed. A summary of different works available in the literature has been presented with the aim of
providing researchers with an overview ofgrid-connected architectures. With the advent of Perovskite
material used in solar cells, solar technology has seen tremendous advances. Future work may focus
on the manufacturing side of solar cells, since this is currently an area of great discussion.
Author Contributions: All authors contributed equally in this research activities for its final presentation as full
research article.
Funding: This research received no external funding.




ACO Ant colony optimization
ANN Artificial neural network
BESS Battery Energy storage system








ESS Energy storage system
FACTS Flexible AC transmission system







HVRT High voltage ride-through
IEC International Electro technical Commission
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IEEE Institute of Electrical and Electronic Engineers
IGBT Insulated gate bipolar transistor
ISO International Organization for Standardization
KVA Kilo volt ampere
Kw Kilo watt
LCCT inductor–capacitor–capacitor–transformer
LVRT Low voltage ride-through
MAS Multiagent System
MFAPSO Multi-function agent based particle swarm optimization
MLI Multilevel inverter
MOSFET Metal oxide semiconductor field effect transistor
MPC Model predictive control
MPPT Maximum power point tracking
NER National electricity rules
NLP Non-linear programming
NSGA Non-dominated sorting GA
OLTC On-load tap changer
OPF Optimal power-flow
PCC Point of common coupling
PEC Power electronic converter
PLL Phase Locked loop
PSD Power semiconductor device






THD Total Harmonic Distortion
TS Tabu search
TSC Thyristor switched capacitor
QZSI Quasi impedance Source Inverter
VSI Voltage source inverter
YSI Admittance source inverter
ZSI Impedance source inverter
Variables
X Reactance
δ Angle between stator voltage and internal emf
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Abstract: PV generating sources are one of the most promising power generation systems in today’s
power scenario. The inherent potential barrier that PV possesses with respect to irradiation and
temperature is its nonlinear power output characteristics. An intelligent power tracking scheme, e.g.,
maximum power point tracking (MPPT), is mandatorily employed to increase the power delivery of
a PV system. The MPPT schemes experiences severe setbacks when the PV is even shaded partially
as PV exhibits multiple power peaks. Therefore, the search mechanism gets deceived and gets
stuck with the local maxima. Hence, a rational search mechanism should be developed, which will
find the global maxima for a partially shaded PV. The conventional techniques like fractional open
circuit voltage (FOCV), hill climbing (HC) method, perturb and observe (P&O), etc., even in their
modified versions, are not competent enough to track the global MPP (GMPP). Nature-inspired and
bio-inspired MPPT techniques have been proposed by the researchers to optimize the power output of
a PV system during partially shaded conditions (PSCs). This paper reviews, compares, and analyzes
them. This article renders firsthand information to those in the field of research, who seek interest in
the performance enhancement of PV system during inhomogeneous irradiation. Each algorithm has
its own advantages and disadvantages in terms of convergence speed, coding complexity, hardware
compatibility, stability, etc. Overall, the authors have presented the logic of each global search MPPT
algorithms and its comparisons, and also have reviewed the performance enhancement of these
techniques when these algorithms are hybridized.
Keywords: photovoltaic systems; MPPT technique; partial shading; global MPP (GMPP);
nature-inspired algorithms
1. Introduction
The increasing load demand on one side and the depletion of fossil fuels on the other side forces
the world to look for alternative energy resources. Also, the concern regarding pollution through the
greenhouse effect and other environmental issues associated with the conventional energy sources
make renewable energy resources (RES) more attractive [1]. Among various non-conventional sources,
solar energy is more widely used because of the abundant availability of solar irradiation on the earth’s
surface [2]. The photovoltaic (PV) cells convert direct sunlight into electricity, but as the solar irradiance
and temperature are fluctuating in nature, as a result, it reduces the PV panel efficiency. The main
drawbacks of the PV system are its highly intermittent nature, lower conversion efficiency, lower rating,
high implementation cost, and maintenance issues. PV panels also get affected due to partial shading
because of clouds, tree branches, birds, etc. These factors make it essential to deploy a dc–dc converter
with an MPPT technique for tracking the maximum power point from the PV panel under all operating
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conditions. The MPPT control algorithm is employed along with the dc–dc converter, where the control
algorithm adjusts the duty cycle according to the variation in solar irradiation and temperature, which
will boost the lower voltage output of the PV system. A PV cell has very low power rating [3–6], and
these cells can be connected in series or parallel according to the required current and voltage rating.
The series and parallel combination constitute a PV module and the modules are connected together
to form a PV array [7]. This makes power electronic interfaces indispensable in any PV system for
ensuring the system voltage compatible with a load or grid [8]. PV panels can be implemented as a
rooftop setup and it can also operate in standalone mode and grid-connected mode [9].
For a PV system, the output voltage depends on the temperature of the panel and the current value
of the irradiance level. The PV system gives the optimum output under the standard test condition
(STC-irradiance = 1000 W/m2, temperature = 25 ◦C, 1.5 air mass) [3,10]. MPPT trackers embody a
control algorithm and converter to ensure that PV panels operate at MPP to render maximum possible
power. This tracking scheme becomes futile when PV panels are partially shaded. In the research arena,
there was a paradigm shift in MPPT algorithms as a host of research articles are being published every
year on global search algorithms [8,9]. Many studies have been done toward developing an efficient
and reliable MPPT algorithm to extract the maximum operating power point from the PV panel [11–13].
Both conventional and computational intelligence algorithms are used for MPPT [14,15]. Most of the
conventional algorithms perform effectively under uniform solar irradiation and temperature but fail to
track the true maximum operating point during varying weather or partial shading conditions [16,17].
The efficient nature-inspired algorithms based on MPPT techniques are the particle swarm
optimization (P&O) algorithm, ant colony optimization (ACO) algorithm, artificial bee colony (ABC)
algorithm, differential evolution (DE), etc. These algorithms are used for global search problems and
can operate effectively under uniform solar irradiation and temperature, as well as partial shading and
rapidly changing environmental conditions. Hybridization of these algorithms also has been done for
enhancing the performance and reliability of these algorithms. In Reference [18], the authors have
proposed a swarm chasing MPPT algorithm for module integrated converters and the performance is
also compared with conventional P&O method. Here, the swarm-chasing technique is found to be
more superior. Comparative study on well-entrenched global peak tracking algorithms is archived in a
research forum [15,19]. Some researchers paid due credit to the conventional algorithms and examined
whether the algorithms could be sustained during partial shading. In Reference [19], conventional
and computational intelligence MPPT techniques were presented, which describes the working of
each algorithm with their merits and demerits. The quest toward proposing new algorithms has not
dwindled as one can witness recent research articles on global search MPPT [8,9,13,15].
In this paper, a review has been done for five evolutionary algorithms that are reliable and more
pragmatic for practical deployment. This paper has been framed in such a manner that it gives a
clear understanding of PV characteristics, partial shading, and MPP search mechanisms. The paper is
organized in such a way that Section 2 presents PV modeling and PV characteristics analysis during
both uniform irradiation condition and PSCs. Section 3 discusses the soft computing algorithms
reviewed in this paper, whereas Section 4 follows a brief discussion about the reviewed algorithms.
The concluding part is given in Section 5.
2. PV Modeling and Its Characteristic Curves
Figure 1 depicts a general block diagram of a PV generating system. In the given diagram,
a PV panel connected with a dc–dc converter and the duty cycle of the converter is controlled by the
MPPT algorithm. The MPPT algorithm will sense the required parameters from the solar system, and
accordingly, it modifies the converter duty cycle. Hence, under all conditions, maximum output power
is obtained from the panel. Then the converter output can be directly connected to the dc load or it can
also be given to ac loads by connecting them through an inverter.
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Figure 1. Diagram of PV connected to a load.
A PV module consists of many solar cells that are generally made up of silicon material. When
the light energy falls on the solar cell, then the electrons start to move and current flows. Solar cells are
considered current sources. There are many types of solar cell models, among which, the single diode
model is well established and a simple structure [10,20]. In this paper, a single diode model solar cell is
shown in Figure 2. It is basically a diode connected in parallel with a current source along with one
shunt and one series resistor. In the figure, Ipv is the current generated by light, ID is the current across
diode, whereas Ish represents the current flowing through a shunt resistance Rsh, and I is the output
current. For the mathematical modeling of the PV system, the basic equations are given below.
Figure 2. Circuit for the modelling of a single diode PV cell.









− V + IRs
Rsh
(1)
where VT is the PV array thermal voltage = kT/q. IP represents the photocurrent, Io represents reverse
saturation current, and Rs and Rsh represent the series and shunt resistance respectively, a is the diode
ideality factor, q is the charge of the electron i.e., 1.6 × 10−19 C, k represents Boltzmann’s constant













In the above equation Eg represents band gap energy of the semi-conductor material and Io_STC
denotes the nominal saturation current at STC, TSTC is the temperature under STC (25 ◦C).
In simplified form, Io can be written as
Io =
(Isc,STC + KIΔT)
exp[[Voc,STC + KvΔT]/aVT] − 1 (3)
here Ki is the coefficient of the short circuit current, Kv is the open circuit voltage coefficient, Isc_STC is
the short circuit current under STC, Voc_STC is the open circuit voltage under STC, and ΔT = T − TSTC.
In Figure 3a,b the I–V graph and P–V graph for different irradiation levels are shown. The I–V
graph shown in Figure 3a shows that according to the temperature and irradiance, the voltage and
current value also varies. Here, the current value depends on the irradiance, i.e., directly proportional,
and the voltage depends on the temperature [20]. Hence, the PV operating point does not stay at the
maximum operating value and it varies with the environmental conditions, which in turn, reduces the
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power. Therefore, it is preferable to install more PGS than the required demand, but simultaneously,
it increases the cost [21]. Therefore, the dc–dc converter with an effective MPPT technique is deployed
for the PV systems to modify the converter duty cycle according to the environmental conditions and
thereby tracks the maximum power point for all operating conditions. During uniform irradiance,
the P–V graph shows only one peak power point, which gives the corresponding maximum voltage
and current. Hence, the conventional MPPT techniques would suffice to track the true MPP and is
found to be reliable.
Figure 3. P–V characteristics graph for different irradiation levels. (a) shows the current versus
voltage graph for different irradiation levels; (b) shows the power versus voltage graph for different
irradiation levels.
However, when some of the PV panels in an array receive non-uniform irradiation and temperature,
i.e., they are shaded, then the power production of the shaded panel decreases relative to an unshaded
one. The shaded panels absorb a large amount of current from the unshaded panels in order to
operate. This condition is called hot spot formation and this damages the PV panel [22,23]. To avoid
this condition, a bypass diode is connected in parallel across each panel, as shown in Figure 4a,b,
which provides another way for conduction during the occurrence of partial shading [24]. As shown
in Figure 4c,d, during the partial shading condition, there exist multiple peak points in the P–V
characteristics graph, among which only one point is the true maximum power point. These multiple
peak points are considered the local maximum power points (LMPPs), and among all the LMPPs,
the true MPP is called the global maximum power point (GMPP). Most of the conventional MPPT
techniques fail to identify the GMPP among all the LMPP. For this purpose, many researchers have
proposed various stochastic, evolutionary, and swarm-based algorithms and hybridization of these
algorithms has also been done for more reliable and effective MPP tracking.
Figure 4. Cont.
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Figure 4. PV panels operation during partial shading conditions: (a) PV panels under normal operation,
(b) PV panels under a shading condition, (c) I–V characteristic of PGS during partial shading, and (d)
P–V characteristic of PGS during partial shading.
3. Intelligent Nature Inspired Algorithms: An Overview
The specific evolutionary algorithms discussed are
• particle swarm optimization (PSO) algorithm
• differential evolution (DE) algorithm
• ant colony optimization (ACO) algorithm
• artificial bee colony (ABC) optimization algorithm
• bacteria foraging optimization algorithm (BFOA).
The analysis of these algorithms has been done with respect to the convergence speed, execution,
and reliability.
3.1. Particle Swarm Optimization (PSO)
PSO is the most widely used algorithm used for the MPPT technique. This algorithm was
discovered in 1995 by Ebehart and Kennedy. PSO is widely accepted by researchers due to its simple
and easy to implementation characteristics. This algorithm is motivated by the communal activity
of the crowding of birds and schooling activity of fish. PSO is a global optimization algorithm that
finds the best solution in a multi-dimensional path. Therefore, it is able to track the GMPP from all
local MPPs even when the PV panel is under a partial shading condition or the PV panel possesses
multiple peak points. PSO uses many operating agents that share information about their respective
search behavior, where all agents are termed as a particle. Here, a number of particles move in the
search space in order to get the best solution. Each particle adjusts its movement by following the
best solution and mean while searches for new solutions will be in progress [25]. The particle referred
here can be voltage or duty cycle. For finding the optimal solution, the particle must follow the best
position of its own or the best position of its neighbor. The mathematical representation of the PSO
algorithm is given in the following equations [26,27]:









gi(k + 1) = gi(k) + ui(k + 1) (5)
where i = 1, 2, 3,..., N.
ui—velocity of the particle
gi—particle position
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k—number of iterations
q—inertia weight
r1,r2—random variables which are distributed uniformly between [0,1]
c1,c2—cognitive and social co-efficient respectively
pbest—individual particle’s best position
gbest—best position between all the particle’s individual best position
PSO finds the global maxima voltage point according to the maximum power in the P–V graph.
For this, we need to specify PSO parameters such as power and voltage value, size of the swarm, and
number of iterations. PSO stores the best value as pbest and continues to update until it finds the gbest
point or it satisfies the objective function [15,27,28]:
pbest,i = gi(k) (6)
f(gi(k)) > f(gi(k + 1)) (7)
where the function “f” is the PV panel operating power. During partial shading, the particles are
re-initialized to find gbest and it must satisfy the below condition. A flowchart of the PSO algorithm is
given in Figure 5. ∣∣∣∣∣∣P(gi+1) − P(gi)P(gi)
∣∣∣∣∣∣ > ΔP (8)
Figure 5. PSO algorithm.
In Reference [24], a cost-effective PSO algorithm is presented, which uses one single pair of sensors
for controlling multiple PV arrays. The algorithm is also compared with many conventional techniques,
from which, the proposed algorithm is found to be more effective and it also tracks the MPP even
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during partial shading conditions. The authors in Reference [9] have presented a PSO algorithm
integrated with an overall distribution (OD) algorithm. The OD technique is used to efficiently track
the MPP during any shading conditions and is again integrated with PSO to improve the accuracy of
the MPPT technique. A novel two-stage PSO MPPT is proposed in Reference [29]. Here, for partial
shading conditions and to achieve improved convergence speed, a shuffled frog leaf algorithm (SFLA)
with an adaptive speed factor is implemented with PSO. For partially shaded PV power systems,
a modified PSO is presented in Reference [30] whose effectiveness is shown in the paper. Many studies
have been done using PSO as an MPPT technique for both uniform irradiation and partially shaded
conditions. However, the standard PSO performance is enhanced and modified by using hybridization
and modification in the algorithm [25,28,31–35], which increases the system efficiency and is found to
be more reliable.
3.2. Differential Evolution (DE)
This algorithm was suggested by Price and Storn in 1995. DE is a randomly varying
population-based algorithm and it finds its application in global optimization problems [36]. This
algorithm is well-suited for non-linear, non-differentiable, multi-dimensional problems [37]. Therefore,
this algorithm can be implemented for PV panel maximum power extraction as the PV characteristics
possesses a highly non-linear graph as they are intermittent in nature [16,20]. Furthermore, even
during partial shading conditions, it can track the global optimum power point [38,39]. In the DE
algorithm, the complexity reduces as it requires much fewer parameters (particles) to tune. This tuning
of particles makes sure that in every iteration, the particles converge toward the best solution in the
search space. DE algorithm follows various steps for optimization and those are initialization, mutation,
recombination/crossover, and selection [40]. The DE algorithm flowchart is shown in Figure 6.
Figure 6. DE algorithm.
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3.2.1. Initialization
DE optimizes the problem by using different formulas for creating new particles and also by
maintaining the population size at the same time. In the search space, out of the existing particles
and newly updated particles, the best fitness value particles only remain and others having the least
fitness value are replaced. In DE optimization, various control processes are carried out step by step as
discussed below. For optimization using DE, at first, initial parameters, population, and number of
generations must be initialized [37,41,42].
If a function with “P” real parameters must be optimized, then the population size is taken as
“N”, where the “N” value should not be less than 4.
Hence, the parameter vectors can be written as:
xi,G = [x1,i,G, x2,i,G, x3,i,G, . . . . . . , xP,i,G] (9)
In the above equation i = 1, 2, . . . , N; and G is the number of generations.
During initialization process, the user sets a predefined upper and lower boundary value for
each particle:
xLj ≤ xj,i,1 ≤ xUj (10)
The initial values are chosen randomly for each particle but in uniform intervals between the
upper and lower interval of the particle.
3.2.2. Mutation
Here, each individual becomes a target vector. Mutation is performed for all N particles in the
search space and hence it expands the search space. For a particular particle xi,G, three random vectors
are taken such as xr1,G, xr2,G, andxr3,G in such a manner that all the indices i, r1, r2, and r3 are distinct
from each other.
For finding out the donor vector (the new particle formed from the mutation process), add the
weighted difference of two vectors with the third vector:
ui,G+1 = xr1,G + F(xr2,G − xr3,G) (11)
where F is the mutation factor, which lies between [0,2]; ui,G+1 is the donor vector.
3.2.3. Crossover
Here, the next generation is formed from the parent particles. Therefore, recombination is
performed between the target and mutant vector to get the next generation vector, which is a trial
vector. In other words, the trial vector ui,G+1 is formed by considering the elements of the target vector
xi,G and also from the elements of the mutant vector/donor vector ui,G+1.
Crossover may be reached on the D variables when an arbitrarily chosen number between 0
to 1 lies in the range of the CR value, where CR is a constant value and is used for controlling DE
parameters. The condition is given as:
uj,i,G+1 =
⎧⎪⎪⎨⎪⎪⎩ uj,i,G+1 if randj,i ≤ CR and j = Irandxj,i,G if randj,i > CR and j  Irand (12)
where
i = 1, 2, . . . , N
j = 1, 2, . . . ., D
randj,i is any value randomly chosen within [0,1]
Irand is a random integer whose value lies within (1, 2, . . . , D). This value makes sure that
ui,G+1  xi,G.
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3.2.4. Selection
In DE optimization, the population size is kept constant throughout the generation process.
Therefore, a selection criterion provides the best parameter for the next generation. In this process,
both parent vector/target vector and the trial vector are compared, and if the trial vector is able to give
a better fitness value compared to that of the target vector, then the target vector, i.e., the parent vector,
is replaced by the trial vector and the generation gets updated.
DE has its wide acceptance in global search problems. The authors in reference [38] have proposed
a DE-based MPPT technique that works with the boost converter for a partially shaded PV system.
In the above work, performance of DE algorithm is compared with a conventional algorithm and its
efficiency is verified. A detail survey about DE algorithm use in various fields with its advantages
and disadvantages is given in reference [43]. The fundamentals of DE, its application to various
multi-objective optimization problems, such as constrained, uncertain optimization problems are
reviewed in reference [44]. A modified DE with a mutation process being modified, i.e., instead
of choosing the parents randomly for mutation, each individual is assigned with a probability of
selection, which is inversely proportional to the distance from the mutated individual, is presented in
Reference [45]. This modified DE can be applied for solving various optimization problems with some
small changes according to the requirement of the optimization problem. A modified DE algorithm for
finding the PV model parameters during varying weather conditions and partial shading is given in
Reference [46], and the algorithm presented here uses only the PV datasheet information. The original
DE and the modified one, and also hybridization of the DE algorithm with various computational
techniques or with conventional methods, have been proposed by many researchers [47,48]. The DE
algorithm possesses many advantages, but PSO is superior to it in many aspects, such as less coding
complexity and parameter tuning.
3.3. Ant Colony Optimization (ACO)
This technique was first proposed by Colorni, Dorigo, and Maniezzo [49]. This is a
probability-based algorithm used for a computational problem-solving purpose. This algorithm
is inspired by real ants’ behavior for searching the shortest path from their colony to an available
food source. The ants will follow the shortest distance between their nest and food [15]. Initially,
when the ants search for food, they leave a pheromone trail for other ants to follow the same path.
This pheromone trail is a chemical material to which members of the same species respond [50].
The thickness of the pheromone trail increases when it is followed by more ants. These ants may also
follow the same path while returning to their nest, thereby making the pheromone trail thicker. Hence,
the same path is followed by most of the ants till they find any other shortest path by exchanging
information about the pheromone. If the path for the food is not the shortest one, then eventually the
pheromone disappears [15,27,51].
ACO in MPPT
For implementing ACO in MPPT, most of the ants’ behavior is considered. Here, ants are initialized
first and the objective function is set by considering the irradiation and temperature exposure of each
panel. The procedure followed in the ACO algorithm for optimization is given below [50]:
Step 1: Initialize all ants and evaluate K random solutions.
Step 2: Rank solutions according to their fitness value.
Step 3: Perform a new solution.
Step 4: Observe the ant that has the global best position (solution).
Step 5: Upgrade the pheromone trail.
Step 6: Check for termination criteria.
Step 7: If satisfied, then the existing solution is the global best value, else go to Step 3.
Step 8: End.
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For finding the pheromone concentration, the formula is given as:
Tij = ρTij(t− 1) + ΔTij (13)
In the above equation
t = 1, 2, 3, . . . , T
Tij is the revised concentration of the pheromone
ΔTij is the change in pheromone concentration
ρ is the pheromone concentration rate.
The main function of ACO is to track the global peak power operating point at which the PV
system operates.
Fitness function = Panel 1(V1 × (I(S1,T1))) + Panel 2(V2 × (I(S2,T2))) +
Panel 3(V3 × (I(S3,T3))) + . . . + Panel N(VN × (I(SN,TN))) (14)
where V1, S1, and T1 represent the panel 1 voltage, irradiance, and temperature, respectively, and so on
for the other panels.
In references [42,52], the authors have used an ACO algorithm to improve the PV system efficiency
for a partial shading condition. Apart from the MPPT techniques, the ACO has wide application
such as optimization in hydro-electric generation scheduling, optimal reactive power dispatch for
line loss reduction, microwave corrugated filter design, etc. [53–55]. For further improving the ACO
performance, i.e., its convergence speed and ease of operation, it can also be combined with various
evolutionary and conventional algorithms. The ACO algorithm performs excellently for partially
shaded PV modules with improved system performance [56,57]. In reference [58], an ACO-PSO-based
MPPT technique is given for a partially shaded PV system. The proposed hybrid algorithm is
implemented with an inter-leaved boost converter, which improves the output power and provides
a constant voltage to the load. The authors in reference [59] have proposed a hybrid algorithm by
considering the simplest conventional and widely used P&O (perturb and observe) with ACO. P&O
fails during partial shading and falls on local MPP, hence in the hybrid algorithm, ACO helps the
algorithm converge towards the GMPP. This hybrid algorithm improves the system performance
and reliability.
3.4. Artificial Bee Colony (ABC)
This swarm technology-based meta-heuristic algorithm is used to solve multi-dimensional and
multi-modal problems. The algorithm was proposed by Karaboga [60]. It is inspired by various
behaviors of honeybees such as foraging, learning, memorizing, and sharing of information for
optimization [61–63]. For the ABC algorithm, food locations are considered as effective solutions
and the amount of nectar it produces defines the quality of the food source (i.e., fitness of the food
source) [64]. Here, the bees are classified into three categories (first one is called employed bees, second
one is onlooker bees, and the third one is scout bees), and the three types of bees perform mostly three
types of foraging behavior, which are first searching the food source, then employing the employed
bees for getting the food from the food source, and lastly, discarding the food source due to its lack
of nectar quality [15,27]. The employed bees search for food or find the food location. The bee that
makes decision regarding the food source is called the onlooker bee. The food sources discovered by
the employed bees that cannot be improved are discarded, and the employed bees that found them
become scout bees. Here, the number of bees is equal to the number of employed scout bees and
onlooker bees. Flowchart of ABC algorithm is given in Figure 7.
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Figure 7. ABC algorithm.
ABC as the MPPT
For analyzing the MPPT technique based on the ABC algorithm, every candidate solution is
considered as duty cycle “d” of the dc–dc converter. Hence, here the optimization function has only one
parameter “d” to be optimized. Let us consider a D-dimensional problem having NP food sources has
to be optimized, where NP is the number of number of bees in the search space. Hence, by assuming
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Randomly generate the food source as:
xid = Ld + r(Ud − Ld) (16)
where Ud and Ld are upper and lower limit for the dth dimension problem, and r is a random number
whose value is chosen between [0,1].
In the next step, the employed bees search for a new food source Vi near to Xi along with a
randomly selected dimension d:





where vid is the new food source; j is a randomly chosen vector where i  j ∈ (1, 2, 3, . . .NP) and β is a
randomly chosen value between [1,−1].
In the above condition, if it is found that the new food source is better than that of the old one,
then the new food source gets updated, whereas the old one is discarded; else, the old food source
remains in the next iteration [15].
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Again, the available food source information is shared with onlooker bees and the food source is





In this step, the employed bees also get updated with the help of a greedy selection process. In the
next step, after the prescribed number of iterations or when the limit values for the new food source
quality have not improved, then the food source gets abandoned and goes for termination. The bees
associated with the abandoned food sources become scout bees and search for new available food
sources and checks for termination criteria. If the available solutions are acceptable and maximum
iterations are reached, then the process terminates; otherwise, it continues the search.
The performance analysis of the ABC algorithm is given in reference [65]. Here, the performance
of the algorithm is compared with PSO, DE, and other evolutionary algorithms for multi-modal
and multi-functional problems where ABC is found to be giving better result compared to others.
ABC has successfully been implemented for leaf-constrained minimum spanning problems too [66].
In reference [67], the authors have done a comparative study of the ABC algorithm for a large set
of numerical optimization problems and the results obtained are compared with population-based
algorithms. It was found that the results obtained by ABC are superior, and in some cases, same as the
population-based algorithms where ABC has the advantage of having less control parameters than
others. ABC-based MPPT techniques for PV system are given in Reference [68] and the results are
compared with the P&O algorithm where the ABC-based MPPT gives a better performance. From
various researchers, the effectiveness of the ABC algorithm as an MPPT technique for both uniform
and partial shading conditions are shown and found to be better than the existing techniques [69–71].
A modified ABC algorithm (MABC) is presented in reference [72] whose performance is compared
with the genetic algorithm (GA), PSO, and ABC, and was found to be more suitable for reducing the
power loss of PV modules during a partial shading condition.
3.5. Bacteria Foraging Optimization Algorithm (BFOA)
This is a nature-inspired algorithm that is inspired by various foraging behaviors of Escherichia
Coli (E. Coli). The E. Coli bacteria present inside the intestine of humans and animals possesses various
multi-functional foraging behaviors so as to maximize the consumption of energy per unit time for one
particular foraging process. When the foraging process occurs due to the environmental conditions,
the bacterium with a high fitness value or those that are able to withstand the environmental changes
continue to survive and the others get eliminated [73]. These bacteria follows four basic steps for
getting to a nutrient-rich location, i.e., for foraging. These four steps are chemotaxis, swarming,
reproduction, and elimination-dispersal [74].
3.5.1. Chemotaxis
The E. coli bacteria moves inside the human intestine searching for a nutrient-rich location with
the help of locomotory organelles called flagella. This search of the bacteria for nutrients is called
chemotaxis. With the help of flagella, the bacterium can swim or tumble, and these are the basic
functions performed by the bacterium during the chemotaxis process [75]. In the swimming case,
the bacterium moves continuously in some direction, but in the tumble case, it changes its direction
randomly. The chemotactic method in terms of a mathematical equation is given as:
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θi(j + 1, k, l) is the ith bacterium at jth chemotactic for kth reproductive and lth elimination
dispersal step
C(i) is the unit step size of the bacterium taken in a random direction
Δ(i) represents a vector that lies in an arbitrary direction and its elements lie within [−1,1].
3.5.2. Swarming
The E. Coli and Salmonella typhimurium (S. typhimurium) bacteria show group behavior in which
stable spatiotemporal swarms are formed in a semisolid nutrient medium. The group of E. Coli bacteria
surrounded by a semisolid matrix with a single chemo-effector place themselves in the travelling ring,
thereby moving up the nutrient gradient. The cells will release an attractant aspartate when it gets
simulated by a high level of succinate, and with the help of this, the bacteria will form into groups and
will move as concentric patterns of swarms with a high bacterial density.
3.5.3. Reproduction
In this step, the bacteria with a lower fitness value or the non-healthy bacteria are eliminated,
which covers half of the bacteria population. Then, the healthier bacteria, i.e., the bacteria with higher
fitness value, will asexually split into two bacteria. In this process, reproduction occurs and the




Ji(j, k, l) (20)
where Nc is the number of chemotactic steps; Jihealth is the health of the ith bacterium.
3.5.4. Elimination and Dispersal
A sudden change in the environment where the bacteria lives might occur due to various reasons
and this phenomenon is called elimination and dispersal. The bacteria may be living at a better nutrient
gradient environment, but due to environmental changes, some of the bacteria may get killed or
dispersed to a new location. Due to this, many bacteria are spread all over the environment from the
human intestine to hot springs and also to the underground environment. For implementing these
phenomena of the bacteria in BFOA, some of the bacteria are randomly liquidated with a much lower
probability, whereas the new replacements are initialized over the search space randomly. These events
have the possibility of destroying the chemotaxis process, or they may assist the chemotaxis process
because the dispersal of the bacterium may place it in a new good food location.
The above explained BFOA finds its application in various fields. In reference [73], a hybrid
least square fuzzy-based BFOA is proposed for the harmonic estimation in power system voltage and
current waveforms. Due to its capability of handling non-linear optimization, the phase estimation is
done by BFOA and the linear least square method is used for amplitude estimation of the harmonic
component. In reference [76], the authors have analyzed the chemotaxis process of BFOA from
the classical gradient descent point of view. In this method the convergence speed of the BFOA
algorithm has been enhanced. BFOA has also been implemented for active noise cancellation systems
successfully [77]. Authors in reference [78] presented a grid-tied PV system based on an active shunt
power filter (ASPF) technique. As controlling a dc-link voltage using PI controller is difficult due to
the existence of varying loads, in this paper BFOA is used to optimize the PI controller parameters.
A PSO-guided BFOA algorithm is considered for PV parameter estimation in reference [79]. Here,
the optimization problem is solved using PSO, BFOA, and PSO-guided BFOA in an LDK PV test
module and it is found that the later provides best fitness value. In [80], both conventional and
computational techniques with hybridization of the algorithms are used for maximum PV power
extraction and the performance of the algorithms is compared. Here P&O, fuzzy-based P&O, and
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fuzzy P&O with parameters tuned by BPSO (i.e., BFOA-PSO) have been considered for PV systems,
among which, the later BPSO tuned fuzzy P&O was found to be the best one. BFOA has been used
as an efficient parameter extraction technique for PV cells. It shows more accurate results compared
to the classical Newton–Raphson method, PSO, and enhanced simulated annealing for different PV
modules with different test conditions [81]. From the literature, it is seen that BFOA can be applied to
various global search problems for finding out the best solution.
4. Critical Evaluation of MPPT Algorithms
While selecting an algorithm for optimization problem, various aspects need to be considered
and those are reliability, implementation cost, convergence speed, complexity of the algorithm, etc.
The evolutionary algorithms play an important role while considering the partial shading condition
of PV panels. From the literature, it is seen that there are many MPPT techniques available with
different control techniques, and there is still a lot to explore. The deep analysis of the algorithms
gives clear knowledge about the recent advancement in the said area. It shows the various factors
affecting achieving the optimization goal and also shows the limitations. Among the five important
MPPT algorithms discussed, here PSO is found to be the most used one. Basic PSO has a simple coding
structure and is quite effective at tracking GMPP but sometimes due to rapidly changing weather
conditions, it may reduce its convergence speed and start oscillating near the GMPP. Hence, in the
literature it is found that many researchers’ have implemented hybrid PSO or modified PSO to achieve
the optimization goal. It is seen that PSO with DE, PSO with P&O, PSO with genetic algorithm, etc.,
has been used, which gives a better convergence speed and less oscillation. The swarm intelligent
algorithms like ACO and ABC involve simple and cost-effective implementation, and perform better
than the standard PSO algorithm. However, at some period of time, these fall on local maxima.
The performance of those algorithms can be further improved by combining them with conventional,
artificial intelligence techniques or using soft computing techniques. This will reduce the convergence
time and will track the GMPP. The DE algorithm is quite similar to the swarm intelligent algorithms
but in some cases, it fails to track the GMPP as the parameters have no direction. Hence, it may follow
a wrong direction. This algorithm can be improved by hybridizing with the soft computing techniques.
BFOA based on bacteria foraging behavior provides a large search space and simple calculations, and
the limitations of the algorithm can be overcome by modifying the parameter selection process or by
combining it with other optimization techniques. The advantages and disadvantages of these five
algorithms are listed in Table 1.
In Table 2, the use of nature-inspired algorithms as MPPT techniques for various PV models are
analyzed. These techniques can be further improved by narrowing the search space, limiting the
number of optimization parameters, and also by selecting suitable control parameters. This, in turn,
can increase the speed of convergence and can also find the best fitness value. Both the conventional
and soft computing algorithms can be integrated such that the limitations of both the algorithms
can be reduced and the resulting hybrid algorithm may improve the performance of the PV system.
However, this might increase the implementation cost and complexity of the system. From this review
of the literature, it is noted that most of these algorithms are similar and vary with a narrow border.
Therefore, selection of the algorithms solely depend on the researcher’s optimization criteria, which
may be a cost function, a simple and easy to implement technique, etc. Therefore, an efficient, robust,
economical, and simple algorithm has to be developed that, in turn, can increase the use of a PV system
to its optimum.
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• High implement cost
• Complex calculation
• Oscillates during rapidly
changing conditions
2 ACO
• Possesses a simple and
cost-effective technique for
practical implementation
• Good convergence speed and
efficient for PSC
• Optimization process is lengthy
and complex calculation as more
parameters need to be optimized.
3 ABC
• It does not depend on the system’s
initial condition
• Simple structure
• Easy to implement
• During some period of time it fails
to track the true GMPP
4 DE
• Independent of initial parameters
for finding true GMPP
• Fast convergence
• Have fewer control parameters
• The particles have no direction
during convergence
• Particles need to be modified to
converge towards the best solution
5 BFOA
• It does not get affected more by the
system size and non-linearity
• Ability to handle more
objective function
• Fast convergence
• After some period of time it falls
on local maxima
• Complex calculation













[25] PSO combinedwith P&O 2015 Stand alone PSC dc–dc
• Faster convergence, reduced
oscillation, better performance than
standard PSO
[31] Dormant PSOand INC 2015 Stand alone PSC dc–dc
• Improved efficiency
• Reduced global search time
• Output voltage fluctuation reduced





2017 Stand alone PSC dc–dc • Faster than classical PSO• Performs better than PSO and P&O





2018 Stand alone PSC dc–dc
• Reduced search area
• Algorithm complexity reduced
• Improved performance
[38] DE 2010 Stand alone PSC dc–dc boostconverter
• Very fast response and
accurate results
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[47] DE 2012 Stand alone PSC dc–dc boostconverter
• More accurate results
• Fast convergence
• Eliminates steady state oscillation






2014 Stand alone PSC dc–dc
• Performs well during varying load
and irradiation
• Improved efficiency than P&O
• Easy to implement






• High efficiency >99%
• Faster response
[59] Improved ACObased P&O 2016 Stand alone PSC dc–dc
• Improved static and
dynamic convergence
[50] ACO 2016 Stand alone PSC dc–dc • Performs better than
conventional MPPT
[56] ACO 2013 Stand alone PSC dc–dc
• Reduced cost
• Simple structure






2017 Stand alone PSC dc–dc • Reduced computation time
[69] ABC 2015 Stand alone PSC dc–dc
• Requires less control parameters
• Convergence is independent of
system initial condition
• Better tracking of GMPP than PSO
[70] ABC 2015 Stand alone PSC dc–dc
• Faster tracking of GMPP
• Reduced output power oscillation
• Energy saving improves
• Increased revenue generation
[72] MABC 2015 Stand alone PSC dc–dc • Optimizes the power loss constraint• Mitigates shading effects
[78] BFOA tuned PI 2016 Grid-Tied Varying loadconditions -
• Reduced harmonics
• Meets the load demand
• Robust system
[80] BPSO FuzzyP&O 2017 Stand alone - dc–dc
• More effective than
conventional techniques
• Improved system performance
5. Conclusions
In this paper, five evolutionary algorithms—PSO, DE, ABC, ACO, and BFOA—were analyzed and
reviewed. The discussed evolutionary algorithms are competent enough to obtain global peak power
even in rapidly varying atmospheric conditions and also during shading. The operating principle of
the said algorithms varies along with their choice of operating parameters. The review paper also
discussed the use of those MPPT techniques by hybridizing them along with other MPPT techniques.
This method improves the performance as compared to the standard versions. Each algorithm has its
own merits and demerits, which are discussed in the review article, which gives a brief idea regarding
selecting one MPPT technique for partially shaded PVs. The practical implementation of these
algorithms still remains quite complex due to their effectiveness, reliability, cost for implementation,
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nature of coding involved, etc., in multi-objective functions. The advent of advanced processors and
simulation compatible hardware tools has made the process effective. Potential tools like hardware in
loop (HIL), dSPACE, etc., facilitates the pragmatic hardware realization of a real-time scenario. Taking
into account the necessity of MPPT for partially shaded PV, there is a wide scope of research for finding
new efficient MPPT techniques. This paper has summarized five important global search algorithms
that can kindle the interest among the researchers to either modify the five discussed algorithms or
propose a new algorithm.
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