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The 3D inviscid limit problem with data analytic near the boundary
Fei Wang
ABSTRACT. We consider the 3D Navier-Stokes equations in the upper half space H3+ with periodic boundary
conditions in the horizontal directions. We prove the inviscid limit holds in the topology L∞([0, T ];L2(H3+))
assuming the initial datum is analytic in the region {(x, y, z) ∈ H3+ : 0 ≤ z ≤ 1 + µ0} for some positive µ0
and has Sobolev regularity in the complement.
1. Introduction
We consider the inviscid limit problem of viscous incompressible fluids on the upper half space with
periodic boundary conditions in the horizontal directions. More specifically, we study the 3D Navier-Stokes
equations with positive kinematic viscosity ν
∂tu− ν∆u+ u · ∇u+∇p = 0 (1.2)
div u = 0 (1.3)
u|t=0 = u0 (1.4)
in H3+ = T× T× R+ = {(x, y, z) ∈ T× T× R : z ≥ 0}, with the no-slip boundary condition
u|z=0 = 0. (1.5)
The 3D incompressible Euler equations, which model inviscid fluids, may be obtained by setting ν = 0 in
(1.2)–(1.4), with the slip boundary condition given by
u3|z=0 = 0.
Whether or not the solutions of the Euler equations can describe to the leading order the solutions of
the Navier-Stokes equations in the inviscid limit ν → 0 is a fundamental problem in mathematical fluid
dynamics. When the fluid domain has no boundary it is well known that the solutions of the Navier- Stokes
equations converge to those of the Euler equations in L∞([0, T ];L2(H3+)), e.g., [Mas07, JY96, CW96].
However, in the presence of boundary the problem becomes very challenging. The fundamental source of
difficulties lies in the mismatch of boundary conditions between the viscous Navier-Stokes flow (no-slip,
u1|z=0 = u2|z=0 = u3|z=0 = 0) and the inviscid Euler flow (slip, u3|z=0 = 0). Another difficulty is due to
the fast growth of vorticity close to the boundary ∂H3+ as ν → 0.
In [Kat84], Kato provided a criteria: The inviscid limit property in the topology L∞t L
2
x is equivalent to
the condition
lim
ν→0
∫ T
0
∫
{z.ν}
ν|∇uNS|2dxdt→ 0,
where uNS is a Navier-Stokes solution corresponding to the viscosity ν. For more results along these
lines, we refer to [BT13, CEIV17, CKV15, Kel08, Kel17, Mas98, TW97, Wan01, MM16] and references
therein. In [CV18, DN18, CLFNLV18], conditional results have been established toward the weak L2tL
2
x
1
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inviscid limit (against test functions compactly supported in the interior of the domain). Under certain sym-
metry assumptions, the vanishing viscosity limit also holds, e.g., [BW02, HMNW12, Kel09, LFMNL08,
LFMNLT08, MM16, Mat94, MT08] and references therein.
When we only make regularity assumption on the initial data without any symmetry, the problem be-
comes more challenging and fewer results are available. In the seminal works [SC98a, SC98b], Sammartino-
Caflisch establish the validity of the Prandtl expansion
uNS(x, y, z, t) = uE(x, y, z, t) + uP
(
x, y,
z√
ν
, t
)
+O(√ν) (1.6)
for the solution uNS of (1.2)–(1.5) with initial data uNS0 which are analytic in both the x and y variables
on the entire half space. Here uP is the real-analytic solution of the Prandtl boundary layer equations.
As a result, the strong inviscid limit in the energy norm follows easily. We refer the reader to [AWXY14,
DGV19, GVM15, IV16, KMVW14, KV13, LY16, LCS03, MW15, Ole66, SC98a] for the well-posedness
theory for the Prandtl equations, [GVD10, GN11, GVN12, LY17] for the identification of ill-posed regimes,
and [Gre00, GGN15, GGN16, GN17, GN18] for recent works which show the invalidity of the Prandtl
expansion at the level of Sobolev regularity.
In a remarkable work [Mae14], Maekawa proved that the inviscid limit also holds for initial datum
with Sobolev regularity whose associated vorticity is supported away from the boundary. In this paper, the
author use the vorticity formulation of the Navier-Stokes system in the half space [And89, Mae13], taking
advantage of the weak interaction between the boundary vorticity and the bulk flow inside the domain
to establish the validity of the expansion (1.6). For energy based proofs of the Caflisch-Sammartino and
Maekawa results in 2D and 3D, we refer to [WWZ17, FTZ16, FTZ18]. In [GVMM16], Gerard-Varet,
Maekawa, and Masmoudi establish the stability in a Gevrey topology in x and a Sobolev topology in y, of
Euler+Prandtl shear flows (cf. (1.6)), when the Prandtl shear flow is both monotonic and concave. Also, the
very recent works [GVM18, GI18b, GI18a, Iye18] establish the vanishing viscosity limit and the validity
of the Prandtl expansion for the stationary Navier-Stokes equation in certain regimes. In 2018, Nguyen-
Nguyen have found in [NN18] a very elegant proof of the Sammartino-Caflisch result, which for the first
time completely avoids the usage of Prandtl boundary layer correctors. In a more recent work, I Kukavica,
V. Vicol, and the author in [KVW19] bridged the gap between the Sammartino-Caflisch [SC98a, SC98b]
and the Maekawa [Mae14] results, by proving that the inviscid limit in the energy norm holds for initial
datum ω0 which is analytic in a strip of O(1) width close to the boundary, and is Sobolev smooth on the
complement of this strip. The main result of [KVW19] shows that if the initial data is analytic in a strip of
constant size near the boundary, then the solution will remain analytic in a strip of constant size in an O(1)
time interval. This result establishes the inviscid limit in the energy norm for the largest class of initial data,
in the absence of structural or symmetry assumptions.
The main goal of this paper is to address the 3D inviscid limit problem assuming the initial datum ω0
is analytic in a strip close to the boundary ∂H3+, and is Sobolev smooth on the complement. This problem
is more complicated than the 2D case considered in [KVW19] because of the nonlinear vortex stretching
term ω · ∇u and the incompatibility of the third component of the the vorticity with the other components.
Compared with the 2D case, the main difference in 3D is that the vorticity is a vector instead of a scalar
function, as a result of which we have the extra vortex stretching term ω · ∇u in the nonlinearity. As it turns
out the terms ω · ∇u and u · ∇ω have very different nature since ω∂zu could potentially be of the same size
os ω ·ω which we are expecting to be of the order ofO (1/ν) near the boundary. Since our weight function is
designed to only capture the O (1/√ν) growth of the vorticity near the boundary, the quadratic nonlinearity
could be out of control. In order to overcome this difficulty, we need to give a more precise description of the
vorticity near the boundary. From the equation for the vorticity (see (2.3)–(2.5)) we can see there are mixed
boundary conditions, i.e., the Neumann condition for the horizontal components and the Dirichlet boundary
condition for the vertical component, as a result of which we may expect better behavior of the vertical
vorticity. In fact we have ωh ∼ O(1/
√
ν) and ωz ∼ O(1) near the boundary. To capture this difference,
we design the norm X¯ for the horizontal components and X for the vertical component (see (3.2)). Another
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difficulty is that the vortical component and the horizontal components of vorticity are coupled together and
we have the nonlinearity ω · u3, which could potentially be of the size O (1/
√
ν), in the equation for ω3.
However, there is not weight function w(x) in the X -norm to compensate this growth. Roughly speaking,
we need to explore the structure of the equation and trade this growth with an extra horizontal regularity
which we could afford.
2. Preliminaries
2.1. Notation. In this paper, the differential operators ∂1, ∂2, and ∂3 stand for the derivatives in x,
y, and z directions respectively. We use the notation (x1, x2, x3) = (xh, x3) = (xh, xz) ∈ R3, where
xh = (x1, x2) (h for horizontal). Correspondingly we write ∇ = (∇h, ∂z) = (∇h, ∂3). For an index
α ∈ Z3, we denote ∇α = ∂α1x ∂α2y ∂α3z . The square root of the Laplace operator in the horizontal directions
is denoted by Λh =
√
∆h. Note that by definition we have Λh = |∇h|. We define the conormal differential
operator D = (∂x, ∂y , z∂z) and D
α = ∂α1x ∂
α2
y (z∂z)
α3 for an index α ∈ Z3 (not to be confused with ∇α).
We use fξ(z) ∈ C to denote the Fourier transform of f with respect to the horizontal variables x and y at
frequency ξ = (ξ1, ξ2) ∈ Z2 and ui,ξ for the Fourier transform of ui in x and y for i = 1, 2, 3. For µ > 0
we define the complex domain
Ωµ = {z ∈ C : 0 ≤ Re z ≤ 1, |Im z| ≤ µRe z} ∪ {z ∈ C : 1 ≤ Re z ≤ 1 + µ, |Im z| ≤ 1 + µ− Re z}.
For z ∈ Ωµ we represent exponential terms of the form eǫ0(1+µ−Re z)+|ξ| simply as eǫ0(1+µ−z)+|ξ|. That is,
in order to simplify the notation we write y instead of Re y inside the exponential. We consider ν ∈ (0, 1]
as a small parameter and we assume t ∈ (0, 1] throughout. The implicit constants in . depend only on µ0
and θ0 (cf. (2.9)), and are thus universal.
2.2. Vorticity formulation deduction. Compared with the 2D case, the vorticity formulation of the
3D Navier-Stokes equations we use in this paper is more involved, since we have the Neumann boundary
condition (2.4) for the horizontal component ωh and the Dirichlet boundary condition (2.5) for the vertical
component ω3. Also the vorticity equation contains the vortex stretching term in (2.3) which is absent in
the 2D case. Moreover, the Biot-Savart law is the curl of the Newtonian potential of ω, resulting in more
complexity.
Taking the curl of equation (1.2) gives
ωt + u · ∇ω − ν∆ω = ω · ∇u,
where u is recovered by the Biot-Savart law
u = curlW (2.2)
withW = (−∆)−1ω. For the boundary conditions in this setting note that
ω3|z=0 = ∂1u2 − ∂2u1|z=0 = 0.
For the horizontal components, we have
u1|z=0 = ∂2W3 − ∂3W2|z=0 = −∂3W2|z=0,
from where we obtain
−∂tu1|z=0 = ∂3(−∆)−1∂tω2|z=0 = ∂3(−∆)−1(−u · ∇ω2 + ω · ∇u+ ν∆ω)|z=0.
Since
∂3(−∆)−1∆ω2|z=0 = −(∂3ω2 + Λhω2)|z=0
where Λh =
√−∆h, by u1|z=0 = 0 we further get
ν(∂3 + Λh)ω2|z=0 = ∂3(−∆)−1(−u · ∇ω2 + ω · ∇u2)|z=0.
A similar computation for ω1 gives
ν(∂3 + Λh)ω1|z=0 = ∂3(−∆)−1(−u · ∇ω1 + ω · ∇u1)|z=0.
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In summary, we have the vorticity formulation for the 3D N–S equations with mixed boundary conditions
ωt + u · ∇ω − ν∆ω = ω · ∇u (2.3)
ν(∂3 + Λh)ωh|z=0 = ∂3(−∆)−1(−u · ∇ωh + ω · ∇uh)|z=0 (2.4)
ω3|z=0 = 0. (2.5)
2.3. Integral representation of the solution to the Navier-Stokes equations. In this section, we
derive the mild formulation of the system (2.3)–(2.5). Due to the combined boundary condition (2.4)–(2.5)
in 3D, the Green’s kernel is given as a matrix in (2.7) instead of a scalar function in 2D case. For ξ ∈ Z2, let
Nξ(s, z) = (ω · ∇u− u · ∇ω)ξ(s, z)
stand for the Fourier transform in the x and y variables of the nonlinear terms in the vorticity formulation of
the Navier-Stokes system. We denote by
Bh,ξ(s) = (∂z(−∆)−1(ω · ∇uh − u · ∇ωh))ξ(s)|z=0
the boundary condition for the horizontal components. Then the system (2.3)–(2.5) is rewritten as a Stokes
problem
∂tωξ − ν∆ξωξ = Nξ
ν(∂z + |ξ|)ωh,ξ|z=0 = Bh,ξ (2.6a)
ω3,ξ|z=0 = 0. (2.6b)
where ∆ξ = −|ξ|2 + ∂2z is considered with a Dirichlet boundary condition at z = 0. To obtain estimates
in the analytic region, we use the mild formulation for the above system. Denoting the Green’s function for
this Stokes system (2.6) by Gξ(t, z, z¯), then Green’s function is of the form
Gξ =
G1,ξ 0 00 G1,ξ 0
0 0 G2,ξ
 (2.7)
where the kernels G1,ξ and G2,ξ are the Green’s functions for a heat equation with the Neumann (2.6a)
and the Dirichlet (2.6b) boundary conditions respectively in the half space. The kernel G1,ξ is given in
Theorem 2.2 below and G2,ξ has the explicit formula
G2,ξ(t, z, z¯) =
1√
νt
(
e−
(y−z)2
4νt − e− (y+z)
2
4νt
)
e−ν|ξ|
2t.
Using the Green’s kernel Gξ , we may represent the solution for the Stokes system (2.6) as
ωξ(t, z) =
∫ ∞
0
Gξ(t, z, z¯)ω0ξ(z¯) dz¯ +
∫ t
0
∫ ∞
0
Gξ(t− s, z, z¯)Nξ(s, z¯) dz¯ds
+
∫ t
0
Gξ(t− s, z, 0)(Bh,ξ(s), 0) ds (2.8)
where ω0ξ(z) is the Fourier transform of the initial datum.
REMARK 2.1. In the Duhamel formula (2.8), we should understand each term on the right side as an
integral in the complex region z, z¯ ∈ Ωµ ∪ [1 + µ,∞) as explained in [NN18], i.e., the path is inside the
complex domain from 0 to∞. For z ∈ Ωµ, we may find θ ∈ [0, µ) such that z ∈ ∂Ωθ. If Im z ≥ 0, we
integrate over the complex contour γ+θ = (∂Ωθ ∩ {z¯ : Im z¯ ≥ 0}) ∪ [1 + θ,∞). Otherwise we choose the
path which is symmetric with γ+θ to the line {z¯ : Im z¯ = 0}. Moreover, the Green’s function Gξ(t, z, z¯)
from Lemma 2.2, which appears in (2.8), has a natural extension to the complex domain Ωµ ∪ [1 + µ,∞),
by complexifying the heat kernels involved. Since for z ∈ Ωµ we have |Im z| ≤ µRe z, for µ small, we
have that |z| is comparable to Re z. Therefore, the upper bounds we have available for the complexified
heat kernel H˜ξ and for the residual kernel Rξ may be written in terms of Re z,Re z¯ ≥ 0. Because of this,
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we perform all the estimates in the real variables and the corresponding estimates for the complex variables
follow similarly.
An estimate of the Green’s function G1,ξ of the Stokes system is given in the next lemma. For its proof,
we refer to [NN18, Proposition 3.3 and Section 3.3].
LEMMA 2.2 (Nguyen & Nguyen). We have the following representation of the Green’s function G1,ξ
G1,ξ = H˜ξ + R˜ξ
where
H˜ξ(t, z, z¯) =
1√
νt
(
e−
(z−z¯)2
4νt + e−
(z+z¯)2
4νt
)
e−ν|ξ|
2t
is the one dimensional heat kernel for the half space with homogeneous Neumann boundary condition; the
residual kernel may be further decomposed as R˜ξ = R
(1)
ξ +R
(2)
ξ , with the two kernels satisfying the bounds
|∂kzR(1)ξ (t, z, z¯)| . bk+1e−θ0b(z+z¯), k ∈ N0 (2.9)
and
|∂kzR(2)ξ (t, z, z¯)| .
1
(νt)(k+1)/2
e−
(z+z¯)2
νt e−
ν|ξ|2t
8 , k ∈ N0 (2.10)
where θ0 > 0 is a constant and the boundary remainder coefficient is given by b = b(ξ, ν) = |ξ| +
√
ν
−1
.
The implicit constants in (2.9) and (2.10) depend on k.
REMARK 2.3. From the estimates (2.9) and (2.10), the residual kernel Rξ satisfies
|(z∂z)kRξ(t, z, z¯)| . b ((zb)k + 1)e−θ0b(z+z¯) +
((
z√
νt
)k
+ 1
)
1√
νt
e−θ0
(z+z¯)2
νt e−
ν|ξ|2t
8
. be−
θ0
2
b(z+z¯) +
1√
νt
e−
θ0
2
(z+z¯)2
νt e−
ν|ξ|2t
8
for k ∈ {0, 1, 2}.
3. Main Results
3.1. Norms. In this paper, we use two types of analytic norms: the L∞ based X norm and the L1
based Y norm defined in (3.3) and (3.5) respectively. Compared with the uniform X analytic norm in 2D
introduced in [KVW19], we need to define an X¯ analytic norm for the horizontal components and an X
norm for the vertical component due to the very different behaviors (i.e., the vorticity in vertical direction is
much smaller than in the horizontal plane). These norms are designed to capture the analytic features of a
solution in the domain Ωµ with the radius of analyticity in horizontal directions decreasing linearly. For the
Y analytic norm, we need one more derivative in the horizontal direction than the 2D case, which is the key
to compensate the incompatibility of the two norms X¯ and X . We also use a weighted H5 norm to describe
the Sobolev regularity at an O(1) distance away from the boundary.
In order to define the weighted L∞ based analytic norm X, we introduce a L∞ norm
‖f‖L∞µ,ν = sup
z∈Ωµ
w(Re z)|f(z)|
over the domain Ωµ for a complex function f , where the weight function w : [0, 1+µ0]→ [0, 1] is given by
w(z) = max(
√
ν, z) for 0 ≤ z ≤ 1 and 1 otherwise; cf. Proposition 5.2 below for the needed properties of
the weight function. Note that the µ independence of the norm ‖f‖L∞µ,ν is encoded in w. In order to simplify
the notation, we suppress the Re symbol when there is no confusion. For instance, we write w(z) instead
of w(Re z) in the above formula. We also use the L∞ based norm without weight
‖f‖L∞µ = sup
z∈Ωµ
|f(z)|
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for the vertical component of a function f . For a sufficiently small constant ǫ0 ∈ (0, 1) to be determined
below, using the L∞µ,ν and L∞µ norms, we define
‖f‖X¯µ =
∑
ξ∈Z2
‖eǫ0(1+µ−z)+|ξ|fξ‖L∞µ,ν
and
‖f‖Xµ =
∑
ξ∈Z2
‖eǫ0(1+µ−z)+|ξ|fξ‖L∞µ .
Note that the constant ǫ0 depends only on the parameter θ0. We need to differentiate the horizontal compo-
nents of f from the vertical one and further denote
‖f‖Xµ = ‖fh‖X¯µ + ‖f3‖Xµ . (3.2)
With t as in (3.4), we define the analytic X norm as
‖f‖X(t) = sup
µ<µ0−γt
( ∑
0≤|α|≤1
‖Dαf‖Xµ +
∑
|α|=2
(µ0 − µ− γt)1/2+a‖Dαf‖Xµ
)
(3.3)
where α ∈ (0, 12) is a fixed constant and γ > 0 is a sufficiently large constant to be determined. It depends
only on µ0 and the size of the initial datum. Throughout the paper we let t obey
t ∈
(
0,
µ0
2γ
)
. (3.4)
For the definition of the analytic L1 based norm, the weight function is not needed, and thus we define
‖f‖L1µ = sup
0≤θ<µ
‖f‖L1(∂Ωθ)
where f is a complex valued function over Ωµ. Using the L1µ norm we introduce
‖f‖Yµ =
∑
ξ
‖eǫ0(1+µ−z)+|ξ|fξ‖L1µ .
Now we are ready to define the analytic Y norm as
‖f‖Y (t) = sup
µ<µ0−γt
( ∑
0≤|α|≤1
‖Dα(1 + |∇h|)f‖Yµ +
∑
|α|=2
(µ0 − µ− γt)a ‖Dα(1 + |∇h|)f‖Yµ
)
. (3.5)
Next we introduce two kinds of Sobolev norms. The first type is weighted L2 in y, ℓ1 in ξ norm Sµ
given by
‖f‖Sµ =
∑
ξ
‖zfξ‖L2(z≥1+µ) ,
which is compatible with the above analytic norms. We also need a second type of Sobolev norm, i.e., an
L2 based Z-norm inside the half space as
‖f‖Z =
∑
0≤|α|≤5
‖∇αf‖S
where the S-norm is a weighted L2 norm (with respect to both x and y):
‖f‖2S = ‖yf‖2L2(y≥1/2) =
∑
ξ
‖yfξ‖2L2(y≥1/2).
Note that we should think the Z-norm as a weighted version of the Sobolev H5 norm. Lastly, for fixed
µ0, γ > 0, and with t which obeys (3.4), we introduce the notation
|||f |||t = ‖f‖X(t) + ‖f‖Y (t) + ‖f‖Z
for the cumulative time-dependent norm used in this paper.
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3.2. Main results. Let ω = curlu be the vorticity associated to the velocity field u. The following are
the main results of the paper.
THEOREM 3.1. Let µ0 > 0 and assume that ω0 is such that |||ω0|||0 ≤ M < ∞. Then there exists a
γ > 0 and a time T > 0 depending onM and µ0, such that the solution ω to the system (2.3)–(2.5) satisfies
sup
t∈[0,T ]
|||ω(t)|||t ≤ CM
where the constant C only depends µ0 and θ0 (cf. (2.9)).
From the above result we further obtain the inviscid limit.
THEOREM 3.2. Let ω0 be as in Theorem 3.1. Denote by u
ν the solution of the Navier-Stokes equation
(1.2)–(1.5) with viscosity ν > 0, defined on [0, T ], where T is as given in Theorem 3.1. Also, denote by u¯
the solution of the Euler equations with initial datum ω0. Then we have
lim
ν→0
sup
t∈[0,T ]
‖uν(t)− u¯(t)‖L2(H3+) = 0 .
4. Estimates for the nonlinearity
In this section, we estimate DαN(s) with 0 ≤ |α| ≤ 1 in the Xµ norm and Dα(1 + |∇h|)N(s) with
0 ≤ |α| ≤ 1 in the Yµ and Sµ norms, which are among the main differences with the 2D case. A slight
modification of [Mae14, Lemma 2.4] implies the following representation formulas of the velocity field in
terms of the vorticity.
LEMMA 4.1. The following representations hold
(∂i(−∆)−1ω)ξ(s, z) = ıˆ
2
ξi
|ξ|
(∫ z
0
e−|ξ|(z−z¯)(1− e−2|ξ|z¯)ωξ(s, z¯) dz¯
+
∫ ∞
z
e−|ξ|(z¯−z)(1− e−2|ξ|z)ωξ(s, z¯) dz¯
) (4.1)
for i = 1, 2 and
(∂3(−∆)−1ω)ξ(z) =1
2
(
−
∫ z
0
e−|ξ|(z−z¯)(1− e−2|ξ|z¯)ωξ(s, z¯) dz¯
+
∫ ∞
z
e−|ξ|(z¯−z)(1 + e−2|ξ|z)ωξ(s, z¯) dz¯
) (4.2)
where ıˆ is the imaginary unit.
As in Remark 2.1 above, the Biot-Savart law of Lemma 2.2 also holds for z in the complex domain
Ωµ ∪ [1 + µ,∞). If z ∈ ∂Ωθ for some θ ∈ [0, µ), and say Im z ≥ 0, then the integration from 0 to z in
(4.2)–(4.1) is an integration over the complex line ∂Ωθ ∩{z¯ : Im z¯ ≥ 0,Re z¯ ≤ Re z}, while the integration
from z to∞ is an integration over (∂Ωθ ∩ {z¯ : Im z¯ ≥ 0,Re z¯ ≤ Re z ≤ 1 + θ}) ∪ [1 + θ,∞).
The main estimate concerning the Xµ norm is the following.
LEMMA 4.2. Let µ ∈ (0, µ0 − γs) be arbitrary. We have the inequalities
‖N(s)‖Xµ .
(‖(1 + |∇h|2)ω‖Yµ + ‖(1 + |∇h|2)ω‖Sµ + ‖ω‖Xµ)‖ω‖Xµ
+
(‖(1 + |∇h|)ω‖Yµ + ‖(1 + |∇h|)ω‖Sµ)‖Dω‖Xµ , (4.3)
and∑
|α|=1
‖DαN(s)‖Xµ . ‖ω‖Xµ
∑
|α|=1
(
‖(1 + |∇h||αh|+2)ω‖Yµ + ‖(1 + |∇h||αh|+2)ω‖Sµ + ‖Dαω‖Xµ
)
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+
∑
|α|=1
‖Dαω‖Xµ
(
‖(1 + |∇h|2)ω‖Yµ + ‖(1 + |∇h|2)ω‖Sµ + α3(‖z∂z)α3ω‖Xµ
)
+
∑
|α|=2
‖Dαω‖Xµ
(‖(1 + |∇h|)ω‖Yµ + ‖(1 + |∇h|)ω‖Sµ) . (4.4)
We first recall that Nξ = (ω · ∇u− u · ∇ω)ξ(s, z). Since the horizontal and vertical components of the
vorticity behave differently, we need to consider them separately. This leads to the decomposition
Nξ =((ωh · ∇huh)ξ, (ωh · ∇hu3)ξ) + ((ω3∂zuh)ξ, (ω3∂zu3)ξ)
− ((uh · ∇hωh)ξ, (uh · ∇hω3)ξ)−
((u3
z
z∂zωh
)
ξ
,
(u3
z
z∂zω3
)
ξ
)
. (4.5)
Thus, in order to prove the lemma, we have to estimate the above velocity terms. These inequalities are
collected in the next two lemmas.
LEMMA 4.3. Let µ ∈ (0, µ0 − γs). For the velocity field u and its derivatives, we have∑
ξ
sup
z∈Ωµ
eǫ0(1+µ−z)+|ξ|wα3(z)|(∇αu)ξ| . ‖|∇h||α|ω‖Yµ + ‖|∇h||α|ω‖Sµ + α3 ‖ω‖Xµ , (4.6)
‖Dαu‖Xµ . ‖|∇h||α|ω‖Yµ + ‖|∇h||α|ω‖Sµ + α3 ‖ω‖Xµ , (4.7)
‖Dα∇hu‖Xµ . ‖|∇h||α|+1ω‖Yµ + ‖|∇h||α|+1ω‖Sµ + α3 ‖|∇h|ω‖Xµ , (4.8)
and∑
ξ
sup
z∈Ωµ
eǫ0(1+µ−z)+|ξ|wα3(z)|(Dα∂zu)ξ| . ‖|∇h||α|+1ω‖Yµ + ‖|∇h||α|+1ω‖Sµ + α3(‖z∂z)α3ω‖Xµ
(4.9)
for 0 ≤ |α| ≤ 1.
PROOF OF LEMMA 4.3. We first prove (4.6) for α = (0, 0, 0). From (2.2), we have
u1 = ∂2(−∆)−1ω3 − ∂3(−∆)−1ω2. (4.10)
In view of (4.1), we decompose the first term as
(∂2(−∆)−1ω3)ξ(s, z) = ıˆ
2
ξ2
|ξ|
(∫ z
0
e−|ξ|(z−z¯)(1− e−2|ξ|z¯)ω3,ξ(s, z¯) dz¯
+
(∫ 1+µ
z
+
∫ ∞
1+µ
)
e−|ξ|(z¯−z)(1− e−2|ξ|z)ω3,ξ(s, z¯) dz¯
)
=I1 + I2 + I3 .
Using the triangle inequality, we have
eǫ0(1+µ−z)+|ξ|e−|z−z¯||ξ| ≤ eǫ0(1+µ−z¯)+|ξ|eǫ0(z¯−z)+|ξ|e−|z−z¯||ξ| ≤ eǫ0(1+µ−z¯)+|ξ|e−(1−ǫ0)|z¯−z||ξ| (4.11)
provided ǫ0 ≤ 1. Thus, we further obtain
eǫ0(1+µ−z)+|ξ|(|I1|+ |I2|) .
∫ 1+µ
0
eǫ0(1+µ−z)+|ξ||ω3,ξ(s, z)| dz . ‖eǫ0(1+µ−z)+|ξ|ω3,ξ‖L1µ . (4.12)
Next using (4.11) , we treat the term I3 as
eǫ0(1+µ−z)+|ξ||I3| .
∫ ∞
1+µ
|ω3,ξ(s, z)| dz . ‖zω3,ξ‖L2(z≥1+µ) . (4.13)
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Combining the above estimates gives
|eǫ0(1+µ−z)+|ξ|(∂2(−∆)−1ω3)ξ(s, z)| . ‖eǫ0(1+µ−z)+|ξ|ω3,ξ‖L1µ + ‖zω3,ξ‖L2(z≥1+µ). (4.14)
For the second term in (4.10), we similarly rewrite the integral as
(∂3(−∆)−1ω2)ξ(z) =1
2
(
−
∫ z
0
e−|ξ|(z−z¯)(1− e−2|ξ|z¯)ω2,ξ(s, z¯) dz¯
+
(∫ 1+µ
z
+
∫ ∞
1+µ
)
e−|ξ|(z¯−z)(1 + e−2|ξ|z)ω2,ξ(s, z¯) dz¯
)
and obtain the inequality
|eǫ0(1+µ−z)+|ξ|(∂3(−∆)−1ω2)ξ(z)| . ‖eǫ0(1+µ−z)+|ξ|ω2,ξ‖L1µ + ‖zω2,ξ‖L2(z≥1+µ). (4.15)
Summing the bounds (4.14) and (4.15) in ξ, we conclude the proof of (4.6) for u1 when |α| = 0. By the
same procedure, one can check that the inequality (4.6) holds for u2 and u3.
The cases α = (1, 0, 0), (0, 1, 0) amount to multiplying the vorticity by ıˆξ1 and ıˆξ2 respectively, and
thus the assertion follows by the same proof as for α = (0, 0, 0). For the case α = (0, 0, 1), we apply the z
derivative of ∂2(−∆)−1ω3 to obtain
∂z∂2(−∆)−1ω3,ξ = ıˆ
2
(
−
∫ z
0
e−|ξ|(z−z¯)(1− e−2|ξ|z¯)ξ2ω3,ξ(s, z¯) dz¯
+
∫ ∞
z
e−|ξ|(z¯−z)(1− e−2|ξ|z)ξ2ω3,ξ(s, z¯) dz¯
+ 2
∫ ∞
z
e−|ξ|(z¯−z)e−2|ξ|zξ2ω3,ξ(s, z¯) dz¯
)
. (4.16)
The same argument as in the proof of (4.6) for α = (0, 0, 0) leads to
|eǫ0(1+µ−z)+|ξ|w(z)∂z(∂2(−∆)−1ω3)ξ| . ‖eǫ0(1+µ−z)+|ξ||ξ|ω3,ξ‖L1µ + ‖z|ξ|ω3,ξ‖L2(z≥1+µ).
Note that
∂z(∂3(−∆)−1ω2)ξ =1
2
(∫ z
0
|ξ|e−|ξ|(z−z¯)(1− e−2|ξ|z¯)ω2,ξ(s, z¯) dz¯
+
∫ ∞
z
|ξ|e−|ξ|(z¯−z)(1 + e−2|ξ|z)ω2,ξ(s, z¯) dz¯
+
∫ ∞
z
(−2|ξ|)e−|ξ|(z¯−z)e−2|ξ|zω2,ξ(s, z¯) dz¯
)
− ω2,ξ(z).
(4.17)
Following the arguments for proving (4.6) leads to
|eǫ0(1+µ−z)+|ξ|w(z)∂z(∂3(−∆)−1ω2)ξ| .‖eǫ0(1+µ−z)+|ξ||ξ|ω2,ξ‖L1µ + ‖z|ξ|ω2,ξ‖L2(z≥1+µ)
+ |eǫ0(1+µ−z)+|ξ|w(z)ω2,ξ |
.‖|ξ|ω2,ξ‖Yµ + ‖|ξ|ω2,ξ‖Sµ + α3 ‖ω2,ξ‖X¯µ ,
which completes the proof of (4.6) for u1 when |α| = 1. The estimates for u2 and u3 follow similarly. The
presence of the additional factor |ξ| causes ω to be replaced by |∇h|ω in the upper bounds. This concludes
the proof of (4.6) for α = (0, 0, 1).
Note that (4.8) is a direct consequence of (4.7) once replacing u by ∇hu in (4.7). Hence, we only
prove (4.7). The cases α = (1, 0, 0) and (0, 1, 0) of (4.7) are already covered in (4.6) and thus we just need
to consider α = (0, 0, 1). Noting z ≤ w(z), this case follows from (4.6), concluding the proof of (4.7).
In order to prove (4.9), we need to take the second derivative of the velocity u. Again the cases α =
(1, 0, 0), (0, 1, 0) are easy since we just need to do the same estimates as in (4.6) with ξiωξ for i = 1, 2. Also
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the case z∂z∇hu is essentially covered in (4.8). Therefore, we only need to consider the second derivative
in the vertical direction. Take the conormal derivative of ∂z∂2(−∆)−1ω3,ξ , we have
z∂z∂z∂2(−∆)−1ω3,ξ
=
ıˆ
2
z
(∫ z
0
e−|ξ|(z−z¯)(1− e−2|ξ|z¯)|ξ|ξ2ω3,ξ(s, z¯) dz¯ − 2ξ2ω3,ξ(s, z)
+
∫ ∞
z
e−|ξ|(z¯−z)(1− e−2|ξ|z)|ξ|ξ2ω3,ξ(s, z¯) dz¯ + 2
∫ ∞
z
e−|ξ|(z¯−z)e−2|ξ|z|ξ|ξ2ω3,ξ(s, z¯) dz¯
+ 2
∫ ∞
z
e−|ξ|(z¯−z)e−2|ξ|z|ξ|ξ2ω3,ξ(s, z¯) dz¯ − 4
∫ ∞
z
e−|ξ|(z¯−z)e−2|ξ|z|ξ|ξ2ω3,ξ(s, z¯) dz¯
)
. (4.18)
Similar estimates as the proof of (4.6) yield
|eǫ0(1+µ−z)+|ξ|w(z)z∂z∂z∂2(−∆)−1ω3,ξ| . ‖|ξ|2ω3,ξ‖Yµ + ‖|ξ|2ω3,ξ‖Sµ + α3 ‖ω3,ξ‖Xµ .
For the conormal derivative of ∂z(∂3(−∆)−1ω2)ξ , we have
z∂z∂z(∂3(−∆)−1ω2)ξ
=
z
2
(
−
∫ z
0
|ξ|2e−|ξ|(z−z¯)(1− e−2|ξ|z¯)ω2,ξ(s, z¯) dz¯ +
∫ ∞
z
|ξ|2e−|ξ|(z¯−z)(1 + e−2|ξ|z)ω2,ξ(s, z¯) dz¯
− 2
∫ ∞
z
|ξ|2e−|ξ|(z¯−z)e−2|ξ|zω2,ξ(s, z¯) dz¯ − 2
∫ ∞
z
|ξ|2e−|ξ|(z¯−z)e−2|ξ|zω2,ξ(s, z¯) dz¯
+ 4
∫ ∞
z
|ξ|2e−|ξ|(z¯−z)e−2|ξ|zω2,ξ(s, z¯) dz¯
)
− z∂zω2,ξ(z).
(4.19)
Note that unlike in (4.18), there is an extra boundary term in the above expression, which accounts for an
‖z∂zω2,ξ‖X¯µ term in an upper bound. Therefore, it follows
|eǫ0(1+µ−z)+|ξ|w(z)z∂z∂z∂3(−∆)−1ω2,ξ| . ‖|ξ|2ω2,ξ‖Yµ + ‖|ξ|2ω2,ξ‖Sµ + α3 ‖z∂zω2,ξ‖X¯µ ,
concluding the proof. 
LEMMA 4.4. Let µ ∈ (0, µ0 − γs). For the vertical velocity u3 and its derivatives, the bounds∥∥∥Dα (u3
z
)∥∥∥
Xµ
. ‖|∇h||αh|+1ω‖Yµ + ‖|∇h||αh|+1ω‖Sµ , (4.20)
∥∥∥∥Dα∇hu3z
∥∥∥∥
Xµ
. ‖|∇h||αh|+2ω‖Yµ + ‖|∇h||αh|+2ω‖Sµ , (4.21)
and ∥∥∥∥Dα(∂u3∂z
)∥∥∥∥
Xµ
. ‖|∇h||αh|+1ω‖Yµ + ‖|∇h||αh|+1ω‖Sµ + α3 ‖|∇h|ω‖Xµ , (4.22)
hold for |α| ≤ 1.
PROOF OF LEMMA 4.4. First we prove (4.20), beginning with the case α = (0, 0, 0). Using (4.1) we
decompose the term u3,ξ/z as
u3,ξ
z
=
1
z
(∂1(−∆)−1ω2,ξ − ∂2(−∆)−1ω1,ξ)
=− ξ1|ξ|
ıˆ
2z
(∫ z
0
e−|ξ|(z−z¯)(1− e−2|ξ|z¯)ω2,ξ(s, z¯) dz¯
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+
(∫ 1+µ
z
+
∫ ∞
1+µ
)
e−|ξ|(z¯−z)(1− e−2|ξ|z)ω2,ξ(s, z¯) dz¯
)
+
ξ2
|ξ|
ıˆ
2z
(∫ z
0
e−|ξ|(z−z¯)(1− e−2|ξ|z¯)ω1,ξ(s, z¯) dz¯
+
(∫ 1+µ
z
+
∫ ∞
1+µ
)
e−|ξ|(z¯−z)(1− e−2|ξ|z)ω1,ξ(s, z¯) dz¯
)
.
From the bound ∣∣∣∣∣1− e−2|ξ|z¯z
∣∣∣∣∣ . |ξ| for z¯ ≤ z ,
we arrive at∣∣∣u3,ξ
z
∣∣∣ . ∫ z
0
e−|ξ|(z−z¯)|ξ||ωh,ξ(s, z¯)| dz¯ +
(∫ 1+µ
z
+
∫ ∞
1+µ
)
e−|ξ|(z¯−z)|ξ||ωh,ξ(s, z¯)| dz¯ . (4.23)
Using (4.11) and similar arguments as (4.12)–(4.13), we obtain the inequality (4.20) for |α| = 0. The case
α = (1, 0, 0), (0, 1, 0) follows by adding an extra x derivative in the estimates.
It remains to consider the case α = (0, 0, 1). From the incompressibility we have
z∂z
(u3,ξ
z
)
= ∂zu3,ξ −
u3,ξ
z
= −ıˆξ · uh,ξ −
u3,ξ
z
. (4.24)
The bound for the second term on the far right of (4.24) was established in (4.23), whereas the bound for the
first term follows from the inequality for α = (1, 0, 0), (0, 1, 0) in (4.6).
Inequality (4.21) is a direct application of inequality (4.20) with u3 replaced by ∇hu3. Noting that
∂zu3,ξ = −ıˆξ · uh,ξ,, the inequality (4.22) is essentially covered in the previous lemma. Thus the proof is
concluded. 
Having established Lemma 4.3 and 4.4, we give the proof of Lemma 4.2.
PROOF OF LEMMA 4.2. In order to prove (4.3), using (4.5) and a triangle inequality leads to
eǫ0(1+µ−z)+|ξ| ≤ eǫ0(1+µ−z)+|η|eǫ0(1+µ−z)+|ξ−η|.
By the definition of the Xµ norm and Young’s inequality in ξ and η, it follows that
‖N(s)‖Xµ . ‖ω‖Xµ ‖∇huh‖Xµ + ‖zωh‖Xµ
∥∥∥∥∇hu3z
∥∥∥∥
Xµ
+ ‖ω3‖Xµ ‖∂zuh‖X¯µ
+ ‖ω3‖Xµ ‖∂zu3‖Xµ + ‖∇hω‖Xµ ‖uh‖Xµ + ‖∇hω‖Xµ ‖uh‖Xµ
+ ‖z∂zω‖Xµ
∥∥∥u3
z
∥∥∥
Xµ
+ ‖z∂zω‖Xµ
∥∥∥u3
z
∥∥∥
Xµ
. (4.25)
Here we estimate the vertical and horizontal components of the vorticity separately. The reason is that
compared with the horizontal component, the vertical component is much smaller in L∞ norm. Hence, in
theXµ norm defined in (3.2), there is a weight function w(z) only for the horizontal components. Therefore,
terms like ω3ωh are of the size 1/w(z) which is still controlled. Using Lemma 4.3 with |α| = 0 we arrive at
‖N(s)‖Xµ .
(‖(1 + |∇h|2)ω‖Yµ + ‖(1 + |∇h|2)ω‖Sµ + α3‖ω‖Xµ)‖ω‖Xµ
+
(‖(1 + |∇h|)ω‖Yµ + ‖(1 + |∇h|)ω‖Sµ)‖Dω‖Xµ ,
and (4.3) is established. Next we analyze the first order derivatives of the nonlinear term. By the Leibniz
rule, for |α| = 1, we have
DαNξ = ((D
αωh · ∇huh)ξ + (ωh · ∇hDαuh)ξ, (Dαωh · ∇hu3)ξ + (ωh · ∇hDαu3)ξ)
+ ((Dαω3∂zuh)ξ + (ω3D
α∂zuh)ξ, (D
αω3∂zu3)ξ + (ω3D
α∂zu3)ξ)
12 F. WANG
− (Dαuh · ∇hω)ξ − (uh · ∇hDαω)ξ −
(
Dα
(u3
z
)
z∂zω
)
ξ
−
(u3
z
Dα(z∂z)ω
)
ξ
.
Similarly to (4.25), one gets
‖DαN(s)‖Xµ
. ‖Dαω‖Xµ ‖∇huh‖Xµ + ‖ω‖Xµ ‖∇hDαuh‖Xµ + ‖zDαωh‖Xµ
∥∥∥∥∇hu3z
∥∥∥∥
Xµ
+ ‖zωh‖Xµ
∥∥∥∥∇hDαu3z
∥∥∥∥
Xµ
+ ‖Dαω3‖Xµ ‖∂zuh‖X¯µ + ‖ω3‖Xµ ‖Dα∂zuh‖X¯µ
+ ‖Dαω3‖Xµ ‖∂zu3‖Xµ + ‖ω3‖Xµ ‖Dα∂zu3‖Xµ + ‖∇hω‖Xµ ‖Dαuh‖Xµ
+ ‖∇hDαω‖Xµ ‖uh‖Xµ + ‖z∂zω‖Xµ
∥∥∥Dα (u3
z
)∥∥∥
Xµ
+ ‖Dαz∂zω‖Xµ
∥∥∥u3
z
∥∥∥
Xµ
. (4.26)
We appeal to the same idea as in the treatment of the Nξ case. Note that the term ‖∇hDαu3/z‖Xµ leads to
the third order derivative in ω. However, as we shall see, the third derivative only appears in the Yµ norm
bound. For (4.4), we apply the estimates from Lemma 4.3 – 4.4 to (4.26) to obtain∑
|α|=1
‖DαN(s)‖Xµ
. ‖ω‖Xµ
∑
|α|=1
(
‖(1 + |∇h||αh|+2)ω‖Yµ + ‖(1 + |∇h||αh|+2)ω‖Sµ + α3 ‖(z∂z)α3ω‖Xµ + α3 ‖|∇h|ω‖Xµ
)
+
∑
|α|=1
‖Dαω‖Xµ
(
‖(1 + |∇h|2)ω‖Yµ + ‖(1 + |∇h|2)ω‖Sµ + α3(‖z∂z)α3ω‖Xµ
)
+
∑
|α|=2
‖Dαω‖Xµ
(‖(1 + |∇h|)ω‖Yµ + ‖(1 + |∇h|)ω‖Sµ) ,
and (4.4) is proven. 
Next, we estimate the term Dα(1 + |∇h|)N(s) for 0 ≤ |α| ≤ 1 in the Y norm.
LEMMA 4.5. Let µ ∈ (0, µ0 − γs) be arbitrary. For the nonlinear term, we have the inequalities
‖(1 + |∇h|)N(s)‖Yµ
. (‖(1 + |∇h|)ω‖Yµ + ‖(1 + |∇h|)ω3‖Xµ)(‖(1 + |∇h|2)ω‖Yµ + ‖(1 + |∇h|2)ω‖Sµ)
+
∑
|α|=1
‖(1 + |∇h|)Dαω‖Yµ
(‖(1 + |∇h|2)ω‖Yµ + ‖(1 + |∇h|2)ω‖Sµ) (4.27)
and ∑
|α|=1
‖Dα(1 + |∇h|)N(s)‖Yµ
.
∑
|α|≤1
‖Dα(1 + |∇h|)ω‖Yµ
∑
|α|≤2
(
‖Dα(1 + |∇h|)ω‖Yµ + ‖Dα(1 + |∇h|)ω‖Sµ
)
+ ‖(1 + |∇h|)ω‖Xµ
∑
|α|≤1
‖Dα(1 + |∇h|)ω‖Yµ + ‖|∇h|(1 + |∇h|)ω‖Sµ

+
∑
|α|≤1
‖Dα(1 + |∇h|)ω3‖Xµ‖(1 + |∇h|)2ω‖Yµ .
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Since the Y norm is not as sensitive as theX norm to the fast growth of the vorticity near the boundary,
we use a rougher decomposition than (4.5), which is
Nξ =(ωh · ∇hu)ξ + (ω3∂zu)ξ − (uh · ∇hω)ξ −
(u3
z
z∂zω
)
ξ
,
from where we may easily get
(1 + |∇h|)Nξ =(1 + |ξ|)
(
(ωh · ∇hu)ξ + (ω3∂zu)ξ − (uh · ∇hω)ξ −
(u3
z
z∂zω
)
ξ
)
. (4.28)
Before proceeding to the proof of the Lemma 4.5, we need the following auxiliary lemmas. First, as an
obvious corollary of Lemma 4.3 (replacing u by (1 + |∇h|)u in (4.7) and (4.8)), we state the bounds for the
horizontal velocity uh.
LEMMA 4.6. Let µ ∈ (0, µ0 − γs). For the horizontal velocity uh and its derivatives, we have
‖(1 + |∇h|)∇αhh u‖Xµ . ‖|∇h||αh|(1 + |∇h|)ω‖Yµ + ‖|∇h||αh|(1 + |∇h|)ω‖Sµ
and
‖Dα∇h(1 + |∇h|)u‖Xµ . ‖|∇h||α|+1(1 + |∇h|)ω‖Yµ + ‖|∇h||α|+1(1 + |∇h|)ω‖Sµ
+ α3 ‖|∇h|(1 + |∇h|)ω‖Xµ
for 0 ≤ |α| ≤ 1.
Similarly as Lemma 4.4, we get the following estimates.
LEMMA 4.7. Let µ ∈ (0, µ0 − γs). For the vertical velocity u3 and its derivatives, the bound∥∥∥Dα(1 + |∇h|)(u3
z
)∥∥∥
Xµ
. ‖|∇h||αh|+1(1 + |∇h|)ω‖Yµ + ‖|∇h||αh|+1(1 + |∇h|)ω‖Sµ
holds for |α| ≤ 1.
We also need an estimate for the Yµ norm of the velocity.
LEMMA 4.8. Let µ ∈ (0, µ0 − γs). For the velocity u and its derivatives, the estimate
‖Dα∂z(1 + |∇h|)u‖Yµ . ‖|∇h||α|(1 + |∇h|)ω‖Yµ + ‖|∇h||α|(1 + |∇h|)ω‖Sµ
+ α3‖z∂z(1 + |∇h|)ω‖Yµ
holds for |α| ≤ 1.
PROOF OF LEMMA 4.8. Since the estimates for u1 and u2 are similar, we only focus on the first com-
ponent. Similarly to the proof of Lemma 4.3, from equation (4.16), we arrive at
‖Dα(1 + |∇h|)∂z(∂2(−∆)−1ω3)ξ‖Yµ . ‖Dα(1 + |∇h|)ω3‖Yµ + ‖zDα(1 + |∇h|)ω3‖L2(z≥1+µ)
for 0 ≤ |α| ≤ 1 with α3 = 0, where we also used
‖e|ξ|z‖L1 = |ξ|−1
for |ξ| 6= 0.While for α3 = 1, we have the representation formula
z∂z∂z∂2(−∆)−1ω3,ξ
=
ıˆ
2
z
(∫ z
0
e−|ξ|(z−z¯)(1− e−2|ξ|z¯)|ξ|ξ2ω3,ξ(s, z¯) dz¯ − 2ξ2ω3,ξ(s, z)
+
∫ ∞
z
e−|ξ|(z¯−z)(1− e−2|ξ|z)|ξ|ξ2ω3,ξ(s, z¯) dz¯ + 2
∫ ∞
z
e−|ξ|(z¯−z)e−2|ξ|z|ξ|ξ2ω3,ξ(s, z¯) dz¯
+ 2
∫ ∞
z
e−|ξ|(z¯−z)e−2|ξ|z|ξ|ξ2ω3,ξ(s, z¯) dz¯ − 4
∫ ∞
z
e−|ξ|(z¯−z)e−2|ξ|z|ξ|ξ2ω3,ξ(s, z¯) dz¯
)
,
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from where we obtain
‖z∂z(1 + |∇h|)∂z(∂2(−∆)−1ω3)ξ‖Yµ . ‖|∇h|(1 + |∇h|)ω3‖Yµ + ‖z|∇h|(1 + |∇h|)ω3‖L2(z≥1+µ).
Next we consider the term ∂3(−∆)−1ω2, which is slightly different since there is a vorticity term in the z
derivative. Note that
∂z(∂3(−∆)−1ω2)ξ =1
2
(∫ z
0
|ξ|e−|ξ|(z−z¯)(1− e−2|ξ|z¯)ω2,ξ(s, z¯) dz¯
+
∫ ∞
z
|ξ|e−|ξ|(z¯−z)(1 + e−2|ξ|z)ω2,ξ(s, z¯) dz¯
+
∫ ∞
z
(−2|ξ|)e−|ξ|(z¯−z)e−2|ξ|zω2,ξ(s, z¯) dz¯
)
− ω2,ξ(z).
It follows that
‖Dα(1 + |∇h|)∂z(∂3(−∆)−1ω2)ξ‖Yµ . ‖Dα(1 + |∇h|)ω2‖Yµ + ‖zDα(1 + |∇h|)ω2‖L2(z≥1+µ)
for 0 ≤ |α| ≤ 1 with α3 = 0. At last, from (4.19), we obtain
‖Dα(1 + |∇h|)∂z(∂3(−∆)−1ω2)ξ‖Yµ . ‖Dα(1 + |∇h|)ω2‖Yµ + ‖|∇h|(1 + |∇h|)ω2‖Yµ
+ ‖z|∇h|(1 + |∇h|)ω2‖L2(z≥1+µ)
when α3 = 1. Note that every term in u3 appears in either u1 or u2. Hence the estimate of u3 is essentially
covered in the previous cases concluding the proof. 
Now we are ready to prove Lemma 4.5.
PROOF OF LEMMA 4.5. By writing the nonlinear term as (4.28) and using the definition of the Yµ
norm, we obtain, similarly to (4.25),
‖(1 + |∇h|)N(s)‖Yµ
. ‖(1 + |∇h|)ωh‖Yµ‖(1 + |∇h|)∇hu‖Xµ + ‖(1 + |∇h|)ω3‖Xµ‖((1 + |∇h|)∂zu)ξ‖Yµ
+ ‖(1 + |∇h|)∇hω‖Yµ‖(1 + |∇h|)uh‖Xµ + ‖(1 + |∇h|)z∂zω‖Yµ
∥∥∥(1 + |∇h|)(u3
z
)∥∥∥
Xµ
.
By Lemma 4.6– 4.8, it follows
‖(1 + |∇h|)N(s)‖Yµ
. ‖(1 + |∇h|)ωh‖Yµ(‖|∇h|(1 + |∇h|)ω‖Yµ + ‖|∇h|(1 + |∇h|)ω‖Sµ)
+ ‖(1 + |∇h|)ω3‖Xµ
(‖(1 + |∇h|)ω‖Yµ + ‖(1 + |∇h|)ω‖Sµ)
+ ‖(1 + |∇h|)∇hω‖Yµ
(‖(1 + |∇h|)ω‖Yµ + ‖(1 + |∇h|)ω‖Sµ)
+ ‖(1 + |∇h|)z∂zω‖Yµ
(‖|∇h|(1 + |∇h|)ω‖Yµ + ‖|∇h|(1 + |∇h|)ω‖Sµ) .
Reorganizing the terms on the right side further gives
‖(1 + |∇h|)N(s)‖Yµ
. (‖(1 + |∇h|)ω‖Yµ + ‖(1 + |∇h|)ω3‖Xµ)(‖(1 + |∇h|2)ω‖Yµ + ‖(1 + |∇h|2)ω‖Sµ)
+
∑
|α|=1
‖(1 + |∇h|)Dαω‖Yµ
(‖(1 + |∇h|2)ω‖Yµ + ‖(1 + |∇h|2)ω‖Sµ) .
Using the bounds in Lemma 4.3 with |α| = 0, we arrive at (4.27). We next consider the case |α| = 1. In
view of (4.28), we use the Leibniz rule to obtain
Dα(1 + |∇h|)Nξ =(1 + |ξ|)
(
(Dαωh · ∇hu)ξ + (ωh · ∇hDαu)ξ + (Dαω3∂zu)ξ
+ (ω3D
α∂zu)ξ − (Dαuh · ∇hω)ξ − (uh · ∇hDαω)ξ
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−
(
Dα
(u3
z
)
z∂zω
)
ξ
−
(u3
z
Dα(z∂z)ω
)
ξ
)
.
From a triangle inequality we have
eǫ0(1+µ−z)+|ξ| ≤ eǫ0(1+µ−z)+|η|eǫ0(1+µ−z)+|ξ−η|.
Therefore, by the definition of the Yµ norm and Young’s inequality in ξ and η, it follows
‖Dα(1 + |∇h|)N(s)‖Yµ . ‖Dα(1 + |∇h|)ω‖Yµ ‖∇h(1 + |∇h|)u‖Xµ
+ ‖(1 + |∇h|)ω‖Yµ ‖∇hDα(1 + |∇h|)u‖Xµ + ‖Dα(1 + |∇h|)ω3‖Xµ‖∂z(1 + |∇h|)u‖Yµ
+ ‖(1 + |∇h|)ω3‖Xµ‖Dα∂z(1 + |∇h|)u‖Yµ + ‖∇h(1 + |∇h|)ω‖Yµ ‖Dα(1 + |∇h|)uh‖Xµ
+ ‖∇hDα(1 + |∇h|)ω‖Yµ ‖(1 + |∇h|)uh‖Xµ + ‖z∂z(1 + |∇h|)ω‖Yµ
∥∥∥Dα ((1 + |∇h|)u3
z
)∥∥∥
Xµ
+ ‖Dαz∂z(1 + |∇h|)ω‖Yµ
∥∥∥(1 + |∇h|)u3
z
∥∥∥
Xµ
.
Using Lemmas 4.3, 4.6, 4.7, and 4.8 gives∑
|α|=1
‖Dα(1 + |∇h|)N(s)‖Yµ .
∑
|α|≤1
‖Dα(1 + |∇h|)ω‖Yµ
×
( ∑
|α|=1
‖(1 + |∇h|2)Dαω‖Yµ + ‖(1 + |∇h|2)(1 + |∇h|)ω‖Sµ + ‖(1 + |∇h|)ω‖Xµ
)
+ ‖(1 + |∇h|)ω‖Yµ
(
‖|∇h|2(1 + |∇h|)ω‖Yµ + ‖|∇h|2(1 + |∇h|)ω‖Sµ
+ ‖|∇h|(1 + |∇h|)ω‖Xµ +
∑
|α|=1
‖Dαz∂z(1 + |∇h|)ω‖Yµ
)
+ ‖(1 + |∇h|)ω3‖Xµ
∑
|α|=1
‖Dα(1 + |∇h|)ω‖Yµ + ‖|∇h|(1 + |∇h|)ω‖Sµ

+
∑
|α|=1
‖Dα(1 + |∇h|)ω3‖Xµ‖(1 + |∇h|)2ω‖Yµ
concluding the proof. 
Finally we consider the Sobolev norm estimates for the nonlinear term.
LEMMA 4.9. Let µ ∈ (0, µ0 − γs) be arbitrary. We have
‖(1+|∇h|)N(s)‖Sµ
.
∑
|α|≤1
(
‖Dα(1 + |∇h|)ω‖Yµ + ‖∇α(1 + |∇h|)ω‖Sµ
) ∑
|α|≤1
‖∇α(1 + |∇h|)ω‖Sµ (4.29)
and ∑
|α|=1
‖∇α(1 + |∇h|)N(s)‖Sµ
.
∑
|α|≤2
‖∇α(1 + |∇h|)ω‖Sµ
∑
|α|≤2
(‖Dα(1 + |∇h|)ω‖Yµ + ‖∇α(1 + |∇h|)ω‖Sµ). (4.30)
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PROOF. We first note that z(ω · ∇u−u · ∇ω) = zω · ∇u−u · z∇ω. To prove the inequality (4.29), we
first need several estimates for the velocity. From Ho¨lder’s inequality in z and Young’s inequality in ξ we
deduce ∑
ξ
‖uξ‖L∞(z≥1+µ) .
∑
ξ
∫ ∞
0
|ωξ(z)| dz . ‖ω‖Yµ + ‖ω‖Sµ . (4.31)
The estimates of the horizontal derivatives∇hu are obtained similarly with an extra |ξ|. In view of Lemma 4.1
and the equations (4.16) with (4.17), there is a term ω coming from taking the z derivative of the velocity.
Using again Ho¨lder’s inequality and Young’s inequality, we arrive at∑
ξ
‖(∂zu)ξ‖L∞(z≥1+µ) .
∑
ξ
(∫ ∞
0
|ξωξ(z)| dz + ‖ωξ‖L∞(z≥1+µ)
)
. ‖∇hω‖Yµ + ‖∇ω‖Sµ
which together with (4.31) imply∑
ξ
‖(∇u)ξ‖L∞(z≥1+µ) .
∑
ξ
(∫ ∞
0
|ξωξ(z)| dz + ‖ωξ‖L∞(z≥1+µ)
)
. ‖∇hω‖Yµ + ‖∇ω‖Sµ . (4.32)
Applying the above estimates about the velocity to the nonlinearity leads to
‖N(s)‖Sµ .
∑
|α|≤1
(
‖Dαω‖Yµ + ‖∇αω‖Sµ
) ∑
|α|≤1
‖∇αω‖Sµ .
Using the triangle inequality |ξ| ≤ |ξ − η|+ |η|, we further obtain
‖(1+|∇h|)N(s)‖Sµ .
∑
|α|≤1
(
‖Dα(1 + |∇h|)ω‖Yµ + ‖∇α(1 + |∇h|)ω‖Sµ
) ∑
|α|≤1
‖∇α(1 + |∇h|)ω‖Sµ .
Next we consider (4.30). When |α| = 1, by the Leibniz rule we have
z∇αNξ = (z∇αω · ∇u)ξ + (zω · ∇α∇u)ξ − (∇αu · z∇ω)ξ − (u · z∇α∇ω)ξ .
Therefore, from Ho¨lder’s inequality in z and Young’s inequality in ξ we deduce
‖∇αN(s)‖Sµ . ‖∇αω‖Sµ
∑
ξ
‖(∇u)ξ‖L∞(z≥1+µ) + ‖ω‖Sµ
∑
ξ
‖(∇α∇u)ξ‖L∞(z≥1+µ)
+ ‖∇ω‖Sµ
∑
ξ
‖(∇αu)ξ‖L∞(z≥1+µ) + ‖∇α∇ω‖Sµ
∑
ξ
‖uξ‖L∞(z≥1+µ) .
Having both (4.31) and (4.32) established, we only need to think about the term ‖(∇α∇u)ξ‖L∞(z≥1+µ).
Note that the L∞ norms of both ∇h∇u and ∇∇hu are both essentially covered in the treatment for∑
ξ‖(∇u)ξ‖L∞(z≥1+µ) (by adding an extra |ξ|). So we focus on the term ∂z∂zu. From Lemma 4.1 and
the equations (4.16) with (4.17), we have∑
ξ
‖(∂z∂zu)ξ‖L∞(z≥1+µ) .
∑
ξ
(∫ ∞
0
||ξ|2ωξ(z)| dz + ‖∂zωξ‖L∞(z≥1+µ)
)
.
∥∥∇2hω∥∥Yµ + ∥∥∇2ω∥∥Sµ . (4.33)
In summary, we obtain∑
ξ
‖(∇2u)ξ‖L∞(z≥1+µ) .
∑
ξ
(∫ ∞
0
||ξ|2ωξ(z)| dz + ‖∂zωξ‖L∞(z≥1+µ)
)
.
∥∥∇2hω∥∥Yµ + ∥∥∇2ω∥∥Sµ . (4.34)
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Combining (4.31), (4.32), (4.34), and (4.33) gives
‖∇αN(s)‖Sµ .
∑
|α|≤2
‖∇αω‖Sµ
∑
|α|≤2
(‖Dαω‖Yµ + ‖∇αω‖Sµ) .
The inequality (4.30) follows by applying a triangle inequality and repeating the above process, and thus the
details are omitted. 
5. Main estimates for the analytic norms
In this section, we give two lemmas concerning the estimates of the analytic norms in term of the analytic
with Sobolev norm of the nonlinearity and only comment about the proof at the end. The first lemma gives
the Xµ-norm estimate.
LEMMA 5.1 (Main X norm estimate). The nonlinear term in (2.8) is bounded in the Xµ norm as
(µ0 − µ− γs)
∑
|α|=2
∥∥∥∥Dα ∫ ∞
0
G(t− s, z, z¯)N(s, z¯) dz¯
∥∥∥∥
Xµ
+
∑
|α|≤1
∥∥∥∥Dα ∫ ∞
0
G(t− s, z, z¯)N(s, z¯) dz¯
∥∥∥∥
Xµ1
.
∑
|α|≤1
‖DαN(s)‖Xµ2 +
1
(µ0 − µ− γs)1/2
∑
|α|≤1
‖∇αN(s)‖Sµ2 (5.1)
where µ1 = µ+ (µ0− µ− γs)/4 and µ2 = µ+ (µ0 −µ− γs)/2. The Xµ norm of the trace kernel term in
(2.8) is estimated as
(µ0 − µ− γs)
∑
|α|=2
‖DαG(t− s, z, 0)B(s)‖Xµ +
∑
|α|≤1
‖DαG(t− s, z, 0)B(s)‖Xµ1
.
1√
t− s
∑
|αh|≤1
(‖∇αhh N(s)‖Yµ1 + ‖∇αhh N(s)‖Sµ1 )+ ∑
|αh|≤1
∥∥∇αhh N(s)∥∥Xµ1 . (5.2)
Lastly, the initial datum term in (2.8) may be bounded in the Xµ norm as∑
|α|≤2
∥∥∥∥Dα ∫ ∞
0
G(t, z, z¯)ω0(z¯) dz¯
∥∥∥∥
Xµ
.
∑
|α|≤2
‖Dαω0‖Xµ +
∑
|α|≤2
∑
ξ
‖ξαh∂α3z¯ ω0ξ‖L∞(z≥1+µ) .
The proof of this lemma uses the following properties of the weight function w(z).
PROPOSITION 5.2. The weight function w satisfies
(a) w(y) . w(z) for y ≤ z,
(b) w(y) . w(z) for 0 < y/2 ≤ z ≤ 1 + µ0,
(c)
√
ν . w(y) . 1 for y ∈ [0, 1 + µ0],
(d) y . w(y) for y ∈ [0, 1 + µ0],
(e) w(y)e
− y
C
√
ν .
√
ν for y ∈ [0, 1 + µ0] where C > 0 is sufficiently large constant, depending only
on θ0 in (2.9).
The next lemma deals with the Yµ analytic norm.
LEMMA 5.3 (Main Y norm estimate). Let µ1 be as defined in Lemma 5.1. Then the nonlinear term in
(2.8) is bounded in the Yµ norm as
(µ0 − µ− γs)
∑
|α|=2
∥∥∥∥Dα(1 + |∇h|)∫ ∞
0
G(t− s, z, z¯)N(s, z¯) dz¯
∥∥∥∥
Yµ
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+
∑
|α|≤1
∥∥∥∥Dα(1 + |∇h|)∫ ∞
0
G(t− s, z, z¯)N(s, z¯) dz¯
∥∥∥∥
Yµ1
.
∑
|α|≤1
‖Dα(1 + |∇h|)N(s)‖Yµ1 +
∑
|α|≤1
‖∇α(1 + |∇h|)N(s)‖Sµ1 . (5.3)
The Yµ norm of the trace kernel term in (2.8) is estimated as
(µ0 − µ− γs)
∑
|α|=2
‖Dα(1 + |∇h|)G(t − s, z, 0)B(s)‖Yµ +
∑
|α|≤1
‖Dα(1 + |∇h|)G(t − s, z, 0)B(s)‖Yµ1
.
∑
i≤1
(‖∇αhh (1 + |∇h|)N(s)‖Yµ1 + ‖∇αhh (1 + |∇h|)N(s)‖Sµ) .
Lastly, the initial datum term in (2.8) may be bounded as∑
|α|≤2
∥∥∥∥Dα(1 + |∇h|)∫ ∞
0
G(t, z, z¯)ω0(z¯) dz¯
∥∥∥∥
Yµ
.
∑
|α|≤2
‖Dα(1 + |∇h|)ω0‖Yµ +
∑
|α|≤2
∑
ξ
‖ξαh∂α3z¯ (1 + |ξ|)ω0ξ‖L1(z≥1+µ) . (5.4)
REMARK 5.4. One of the major difference between the above two lemmas and the corresponding ones
in [KVW19] is that the vorticity ω in 3D is a vector rather than a scalar function in 2D case. Note from (2.8)
that both cases share similar integration representation formulas and Gξ in (2.7) appears in 2D case es-
sentially (G2,ξ is part of the kernel G1,ξ). Therefore, following the proof in [KVW19] , we can prove
Lemma 5.1–5.3 and we thus omit the details.
6. The Sobolev norm estimate
In this section, we state the estimates for the Sobolev part of the norm
∑
|α|≤5
‖∇αω‖S =
∑
|α|≤5
‖∇αω‖L2x,y(y≥1/2) =
∑
|α|≤5
∑
ξ
‖z|ξ||αh |∂α3z ωξ‖2L2(y≥1/2)
1/2 (6.1)
where ∇ = (∇h, ∂z) = (∂x, ∂y , ∂z). The proofs in the 3D case are similar as the 2D case and are omitted.
For a given norm ‖·‖, it is convenient to introduce the notation
‖∇ku‖ =
∑
|α|=k
‖∇αu‖ =
∑
|α|=k
‖∂α1x ∂α2y ∂α3z u‖ .
We first state a lemma which estimates u in terms of ω.
LEMMA 6.1. Let t be such that γt ≤ µ0/2. Then we have∑
0≤k≤3
‖∇ku(t)‖L∞(z≥1/4) .
∑
|α|≤3
∑
ξ
‖|ξ||αh|∂α3z uξ(t)‖L∞(z≥1/4) . |||ω|||t
and ∥∥D5u(t)∥∥
L2(z≥1/4)
. |||ω|||t .
Next we state an a priori estimate for the norm
∑
|α|≤4‖∇αω‖S . We denote
φ(z) = zψ¯(z) ,
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where ψ¯ ∈ C∞ is a non-decreasing function such that ψ¯ = 0 for 0 ≤ z ≤ 1/4 and ψ¯ = 1 for z ≥ 1/2.
Noting that
‖zf‖L2(z≥1/2) ≤ ‖φf‖L2(H3+) ,
it suffices to estimate the norm defined in (6.1) with the weight z changed to φ.
LEMMA 6.2. For any 0 < t < µ02γ , the estimate∑
|α|≤5
‖φ∇αω(t)‖2L2(H3+) .
(
1 + t sup
s∈[0,t]
|||ω(s)|||3s
)
eCt(1+sups∈[0,t] |||ω(s)|||s)
∑
|α|≤5
‖φ∇αω0‖2L2(H3+)
holds, where C > 0 is a constant independent of γ.
As a direct consequence of the above result,∑
|α|≤5
‖z∇αω(t)‖2L2(z≥1/2) .
(
1 + t sup
s∈[0,t]
|||ω(s)|||3s
)
eCt(1+sups∈[0,t] |||ω(s)|||s)
∑
|α|≤5
‖z∇αω0‖2L2(z≥1/4) (6.2)
holds for the same constant in Lemma 6.2.
7. Inviscid limit
7.1. Closing the a priori estimates. We may close the a priori estimate in a similar manner as in
[KVW19]. However, for completeness, we provide a sketch of the proofs of Theorems 3.1 and 3.2.
PROOF OF THEOREM 3.1. We denote
M˜ =
∑
|α|≤2
‖Dαω0‖Xµ0 +
∑
|α|≤2
∑
ξ
‖∇αω0,ξ‖L∞(z≥1+µ0)
and
M =
∑
|α|≤2
‖Dα(1 + |∇h|)ω0‖Yµ0 +
∑
|α|≤2
∑
ξ
‖∇α(1 + |∇h|)ω0,ξ‖L1(z≥1+µ0) .
First we estimate the X(t) norm of ω(t). From the mild formulation (2.8), the estimates (5.1)–(5.2) for
the nonlinear term, and the Lemma 4.2, we obtain∑
|α|=2
‖Dαω(t)‖Xµ .
∫ t
0
( |||ω(s)|||2s
(µ0 − µ− γs)3/2+a
+
1√
t− s
|||ω(s)|||2s
(µ0 − µ− γs)1+a
)
ds+ M˜
. sup
0≤s≤t
|||ω(s)|||2s
(
1
γ(µ0 − µ− γt)1/2+a
+
1√
γ(µ0 − µ− γt)1/2+a
)
+ M˜
.
sup0≤s≤t |||ω(s)|||2s√
γ(µ0 − µ− γt)1/2+a
+ M˜ (7.1)
where t < µ0/2γ, s ∈ (0, t), and µ < µ0 − γt. Similarly, we obtain∑
|α|≤1
‖Dαω(t)‖Xµ .
∫ t
0
( |||ω(s)|||2s
(µ0 − µ− γs)1/2+a
+
1√
t− s
|||ω(s)|||2s
(µ0 − µ− γs)a
)
ds+ M˜
.
sup0≤s≤t |||ω(s)|||2s√
γ
+ M˜ . (7.2)
Combining (7.1) and (7.2), we obtain
‖ω(t)‖X(t) .
sup0≤s≤t |||ω(s)|||2s√
γ
+ M˜ . (7.3)
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Next we estimate the Y (t) norm of ω(t). From the mild formulation (2.8), the estimates (5.3)–(5.4) for
the nonlinear term, and Lemma 4.5, , we obtain∑
|α|=2
‖Dα(1 + |∇h|)ω(t)‖Yµ .
∫ t
0
|||ω(s)|||2s
(µ0 − µ− γs)1+a ds+M .
sup0≤s≤t |||ω(s)|||2s
γ(µ0 − µ− γt)a +M . (7.4)
For the lower order derivatives we obtain∑
|α|≤1
‖Dα(1 + |∇h|)ω(t)‖Yµ .
∫ t
0
|||ω(s)|||2s
(µ0 − µ− γs)a ds+M .
sup0≤s≤t |||ω(s)|||2s
γ
+M . (7.5)
By combining (7.4)–(7.5), we arrive at
‖ω(t)‖Y (t) .
sup0≤s≤t |||ω(s)|||2s
γ
+M . (7.6)
To conclude, let
M˚ =
∑
|α|≤3
‖∇αω0‖L2(z≥1/4) .M .
Recall that the Sobolev estimate (6.2) yields
‖ω(t)‖Z .
(
1 +
sups∈[0,t] |||ω(s)|||3/2s√
γ
)
e
C
γ
(1+sups∈[0,t] |||ω(s)|||s)M˚ , (7.7)
and this inequality holds pointwise in time for t < µ0/2γ. The constant C and the implicit constants in .
are independent of γ.
Combining (7.3), (7.6), and (7.7), and taking the supremum in time for t < µ02γ , we arrive at
sup
t∈[0,
µ0
2γ
]
|||ω(t)|||t ≤ C(M˜ +M) +
C supt∈[0,µ0
2γ
] |||ω(t)|||2t√
γ
+ CM˚
1 + supt∈[0,µ02γ ] |||ω(t)|||3/2t√
γ
 eCµ0γ (1+supt∈[0, µ02γ ] |||ω(t)|||t) ,
where C ≥ 1 is a constant that depends only on µ0. Using a standard barrier argument, one may show that
if γ is chosen sufficiently large, in terms of M˜,M, M˚, µ0, we obtain
sup
t∈[0,
µ0
2γ
]
|||ω(t)|||t ≤ 2C(M˜ +M + M˚) ,
concluding the proof of the theorem. 
REMARK 7.1. In order to justify the above a priori estimates, for each δ ∈ (0, 1], we apply them on the
approximate system
ωt + u
δ · ∇ω − ν∆ω = ω · ∇uδ , (7.8)
where uδ is a regularization of the velocity in the Biot-Savart law (4.2)–(4.1). The boundary conditions (2.4)
and (2.5) become
ν(∂3 + Λh)ωh|z=0 = ∂3(−∆)−1(−uδ · ∇ωh + ω · ∇uδh)|z=0
with ω3|z=0 = 0, and the initial condition is replaced by an analytic approximation. Then we apply the a
prior estimates on the regularized solution to the modified system (7.8) and pass those bounds to the limit
δ → 0.
Deducing Theorem 3.2 from Theorem 3.1 is the same as in the 2D case [KVW19], and we thus omit
the details.
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