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In Part I, we defined an arithmetical function whose values are certain multi-
nomial coefficients. Here, we study the rate of growth and divisibility properties of
the function. No familiarity with Part I is assumed here.  1996 Academic Press, Inc.
1. BACKGROUND, PROBLEMS, MAIN RESULTS
For real x>1, let L(x) be the least common multiple, and P(x) the
product, of the numbers 1, 2, ..., [x]. In an earlier paper [2], one of us
proved that, for all natural n,
L(n) divides
P(n)
P(n2) P(n3) P(n7) P(n43) } } }
,
where the sequence 2, 3, 7, 43, ... is the one in which each term is one
greater than the product of all the preceding terms. Accordingly, he defined
the integer-valued function f (n) by
f (n)=
P(n)
P(n2) P(n3) P(n7) P(n43) } } }
L(n).
He raised the question of the rate of growth of f (n), pointing out that, for
small n, the behavior of f is quite erratic, e.g., f (95)=542640, f (114)=3.
He also raised the question, whether f (n) was odd infinitely often. This was
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prompted by a study of the values of f (n) for 1n300 (not included in
[2]), which study suggested that odd values of f (n), common at first,
became increasingly rare with increasing n.
In this paper, we answer these questions, and do rather more. We prove
Theorem 1. log f (n) is asymptotic to cn, where
c=&1+
log 2
2
+
log 3
3
+
log 7
7
+
log 43
43
+ } } } .
To two decimals, c=0.08.
Theorem 2. There are exactly 135 values of n for which f (n) is odd, the
largest such n being 1966081.
Theorem 2 can be read as saying that 2 divides f (n) for n sufficiently
large. We conjecture that there is nothing special about divisibility by 2
here; that is,
Conjecture. For every positive integer m there is a number n0 such that
n>n0 implies m divides f (n).
We can in fact verify the conjecture for various small values of m. In the
general case we only prove that counterexamples, if any, are thin on the ground.
Theorem 3. For every positive integer m we have
*[n<x : m does not divide f (n)]=o(x).
2. HANDY FACTS ABOUT 2, 3, 7, 43, ...
Henceforward we will reserve the notation bn for the terms of the sequence
given by b1=2, bk+1=b2k&bk+1. The first few terms of this sequence are
2, 3, 7, 43, 1807, 3263443. We gather in a lemma some facts we will need.
Lemma 1. (i) bk+1=1+>k1 bj .
(ii) k1 b
&1
j =1&(bk+1&1)
&1, 1 b
&1
j =1.
(iii) (bk&1)2<bk+1<b2k .
(iv) 22
k&2
<bk22
k&1
.
Golomb [1] proved that bn is asymptotic to %2
n&1
, where %=1.5979102. . .
is given by a rapidly converging infinite product, but the estimate in (iv)
is sharp enough for our purposes. The upper bound can be proved by
iterating bk+1<b2k to get bk+1<b
2k
1 =2
2k.
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For the lower bound, we prove the sharper bound bk>62
k&3
. This is
easily verified for k3; then, by induction, we have
bk+1>(bk bk&1 } } } b3)(b2 b1)62
k&3+2k&4+ } } } +2+16=62
k&2
.
We define B0=1 and Bn=>nk=1 bk=bn+1&1.
Lemma 2. (i) k+1 b
&1
j =B
&1
k .
(ii) n0 B
2
k=Bn+1&1.
(iii) Each natural number n has a unique representation,
n=nkBk+nk&1 Bk&1+ } } } +n0B0 ,
with 0njBj , nk>0.
Proof. (i) By Lemma 1(ii), k+1 b
&1
j =(bk+1&1)
&1=B&1k .
(ii) B2k=b
2
k+1&2bk+1+1=bk+2&bk+1 , so
:
n
0
B2k=bn+2&b1=bn+2&2=Bn+1&1.
(iii) Existence: Given n, choose k such that Bkn<Bk+1 , and
choose nk>0 such that nk Bkn<(nk+1) Bk . Then nkBk , since
(Bk+1) Bk=bk+1 Bk=Bk+1>n. Let n$=n&nk Bk<Bk , and proceed by
induction.
Uniqueness: From the conditions on n0 , ..., nk we have
nk BknkBk+nk&1 Bk&1+ } } } +n0B0nk Bk+ :
k&1
0
B2j <(nk+1) Bk ,
from which it follows that k and nk are unique. By induction, the represen-
tation is unique.
3. PROOF OF THEOREM 1 (ASYMPTOTICS FOR f (n))
We note the following estimates:
[x]=x+O(1),
log(x+O(1))=log x+O(x&1),
log n !=n log n&n+
1
2
log n+O(1),
log L(n)=n+o(n).
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The third of these is Stirling’s formula, and the fourth is a statement of
the prime number theorem. Following Chebyshev, the quantity log L(n) is
commonly denoted (n).
The following argument was shown to one of us by Andrew Granville.
It is a pleasure to thank him for his permission to use it here.
Proof of Theorem 1. Given a large positive integer n, let k be the unique
integer such that bkn<bk+1. By Lemma 1(iv), k=O(log log n). Then
P(nbj)=1 for j>k, so
log f (n)=log P(n)&:
k
1
log P(nbj)&log L(n).
We have
log P(nbj)=log P([nbj])
=[nbj] log[nbj]&[nbj]+ 12 log[nbj]+O(1)
=(nbj) log(nbj)&nbj+O(log(nbj)),
whence
:
k
1
log P(nbj)=n log n :
k
1
b&1j &n :
k
1
b&1j log bj
&n :
k
1
b&1j +O \: log(nbj)+ .
The infinite series  b&1j log bj converges; calling the limit C, we have
:
k
1
b&1j log bj=C+o(1).
Also, k1 b
&1
j =1&b
&1
k+1=1+O(n
&1). And,  log(nbj)<k log n=o(n).
So,
:
k
1
log P(nbj)=n log n&Cn&n+o(n).
It follows that
log f (n)=(C&1) n+o(n),
which is the conclusion of Theorem 1.
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With a bit more care, it can be shown that all the contributions to the
error term are in fact o(- n), except for the one coming from the prime
number theorem. Thus, o(n) can be replaced by whatever is currently the
best known error term in the prime number theorem.
If a1 , a2 , ... is any positive integer sequence satisfying j a&1j 1, then
L(n)divides
P(n)
P(na1) P(na2) } } }
,
and we can define the integer-valued function fa(n) by
fa(n)=
P(n)
P(na1) P(na2) } } }
L(n).
If, further,  a&1j log aj=Ca<, then the preceding argument shows that
log fa(n) is asymptotic to (Ca&1) n. We prove in Section 6 that the
constant Ca (and, hence, the growth rate of fa) is minimized when a1 , a2 , ...
is the sequence 2, 3, 7, 43, ....
4. PROOF OF THEOREM 2 (AND DIVISIBILITY FOR SMALL m)
Having estimated the archimedean valuation of f (n), we turn to the non-
archimedean valuations. Given a prime p and an integer n, we write &p(n)
for the unique integer a such that pa divides n and pa+1 does not. Provided
only that Nlogp x, the well-known formula
&p([x]!)= :
jN
[xp j]
holdsthe lower limit of summation here, and throughout this section,
is 1. We also have
&pL(n)=[logp n]= :
jlogp n
1,
and we will repeatedly make use of the simple observation that if x is
positive and c is a positive integer then [[x]c]=[xc].
The key to our story is the function g(x) given for real x0 by
g(x)=[x]& :
k< _
x
bk&&1.
Of course, the sum contains only finitely many nonzero terms.
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Lemma 3. &pf (n)= jlogp n g(np
j).
Proof.
&p f (n)=&p(n !)&:
k
&p[nbk]!&&pL(n)
= :
jlog p n
[np j]&:
k
:
jlogp n
_[nbk]p j && :jlogp n 1
= :
jlog p n
\[np j]&:k _
n
p jbk&&1+= :jlog p n g(np
j).
The function g(x) enjoys many properties, among them
Lemma 4. (i) g(x)= g([x]).
(ii) g(x)=k< [[x]bk]&1 (here, and throughout, [ y] means
y&[ y]).
(iii) If x1, then g(x)0.
(iv) If n<bk+1, then g(n)=nBk+kj=1 [nbj]&1.
Proof. (i) is immediate from the definition of g and the useful fact
about the greatest integer function.
For (ii), we have
g(x)=[x]& :

j=1
[xbj]&1=[x]& :

j=1 _
[x]
bj &&1
=[x]& :

j=1 \
[x]
bj
&{[x]bj =+&1= :

j=1
[[x]bj]&1.
Now take x1. From (ii), g(x)> &1. But evidently g(x) is an integer,
so g(x)0, which is (iii).
If n<bk+1 , then (ii) says
g(n)= :

k+1
nb&1j +:
k
1
[nb&1j ]&1=nB
&1
k +:
k
1
[nb&1j ]&1,
which is (iv).
We note that (iii), combined with our expression for &p f (n) in terms of
g, proves that f (n) is an integer.
Other interesting facts about g(n), not needed for our main results, are
gathered in the last section of this paper. These include an asymptotic
estimate for the average value.
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Fig. 1. The integer tree,
Corollary. The following are equivalent: p does not divide f (n);
g([np j])=0 for 1 jlogp n.
Now let us consider the case p=2. By the Corollary, f (n) is odd if and
only if g(n2)= g(n4)= } } } =0. Now, note that g(5)=1. It follows that
f (n) is even for all n of the form n=5 } 2k+r for all k1 and all
r, 0r<2k. These are the numbers whose binary expansions are 4 bits or
longer and begin with 101. The most useful way to visualize these numbers
may be with the aid of Fig. 1.
Please view this as an infinite binary tree in which the root is labeled 1,
and in which the node labeled n has left and right offspring labeled 2n and
2n+1, respectively. The numbers in question are the descendants of 5.
Now delete from the tree the subtree rooted at 5. Among the numbers
n that remain, the smallest for which g(n) is nonzero is n=13; delete the
subtree rooted at 13, and continue the procedure. While there is, a priori,
no reason for this procedure to terminate (at least, no reason we know),
it does, and what remains is Fig. 2.
Rather than reproduce here all the calculation which went into Fig. 2, we
encourage the reader to verify the work by computing g(n) for each n
which appears in Fig. 2, and for each n which is not in Fig. 2 but which
is of the form 2r or 2r+1 for some r which is in Fig. 2. The reader should
find g(n)=0 for n of the first kind, and g(n){0 for n of the second kind.
Now, f (n) is odd if and only if n=1 or [n2] is a node in Fig. 2. This, and
a little counting, proves Theorem 2.
In principle, given any m, this tree-pruning technique can be used to try
to prove that m divides f (n) for all n sufficiently large. Clearly, we may
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Fig. 2. The integer tree, after pruning.
assume m is a prime power; say, m= pr. In place of Fig. 1, we imagine
p&1 infinite trees, one each with root 1, 2, ..., p&1. Each tree is p-ary, the
offspring of a node labeled k being nodes labeled pk, pk+1, ..., pk+ p&1.
Now, for n=1, 2, ..., we compute h(n), defined by h(0)=0, h(n)=
h([np])+g(n). Whenever we encounter n such that h(n)r, we know
that m divides f (t) for all descendants t of n. We delete n and all its
descendants. This procedure terminates if and only if m divides f (n) for all
n sufficiently large, and, if it does terminate, it yields the complete list of n
such that f (n) is not divisible by m.
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We have implemented this technique in MAPLE, with the following results:
m * MAX
2 135 1966081
3 632 12767708
4 1093 7756710936577
5 6189 166762837500004
7 18037 27471403862610413838
8 4135 31057143398401
The numbers in the columns headed * and MAX, respectively, are the
number of and the largest n such that m does not divide f (n). The reader
who wishes to check or extend our calculations may wish to use the following
MAPLE program:
g :=proc(n)
if n> =b[t] then temp :=(b[t])** 2&b[t]+1;
t :=t+1; b[t] :=temp fi;
n&1-sum(trunc(n(b[k])), k=1.. t)
end;
A :=proc(p, a)
l :=0; r :=0; t :=1; b[t] :=2;
for j from 1 to p&1 do if g(j)<a then r :=r+1; c.r :=j; s.r :=g(j) fi od;
q :=r;
while l<r do
l :=l+1; n :=p* c.l;
for j from 0 to p-1 do
if g(n+j)+s.l<a then r :=r+1; c.r :=n+j; s.r :=g(n+j)+s.l fi
od
od;
print(l*p+q, p*c.l+p&1)
end
To compute the pair (*, MAX) corresponding to m= pa, ask for the
value of A( p, a), and then hope that the computation terminates.
5. PROOF OF THEOREM 3 (ASYMPTOTIC RESULTS)
The techniques of the previous section may provide supporting evidence
for our conjecture, but, clearly, they cannot be used to prove it. We turn
to the proof that, given any m, m divides f (n) for almost all n.
Given d1, let Ad (N)=*[0n<N : g(n)d&1].
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Theorem 4.
Ad (N)N \C(d ) log2 log2 log2 Nlog2 log2 N +
log2 log 2 N
,
where C(d ) is some positive constant depending only on d.
Proof. Let d1 and assume that, for some k and for some n<bk+2,
g(n)d&1. (1)
Then, for every t, 1t<kd, there are indices 1i1< } } } <ik&dt+1k+1
such that
{ nbi j=<
1
t
(1 jk&dt+1). (2)
Otherwise, there are indices 1i $1< } } } <i $dtk+1 with
{ nbi $j=
1
t
(1 jdt),
whence, by Lemma 4(ii),
g(n)> :
dt
j=1 {
n
bi $j=&1d&1,
contradicting (1).
A fortiori, (2) implies that for any n<bk+2 , there are indices 1
i1< } } } <ik&dtk such that
{ nbi j=<
1
t
(1 jk&dt). (3)
For t1 and real x let
/t(x)={10
if [x]<1t,
otherwise.
From (3), we get for every t and Nbk+2 ,
Ad (N) :
0n<N
:
|S |=k&dt
S[1, ..., k],
‘
i # S
/t \ nbi+ .
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Since rBkBk+1<bk+2 for any 1rbk+1 , we have in particular
Ad (rBk) :
|S |=k&dt
S[1, ..., k]
:
0n<rB k
‘
i # S
/t \ nbi+
=r :
|S |=k&dt
S[1, ..., k]
:
0n<B k
‘
i # S
/t \ nbi+
=r :
|S |=k&dt
S[1, ..., k]
‘
i # S
:
0m<b i
/t \mbi+ (4)
=r :
|S |=k&dt
S[1, ..., k]
‘
i # S 
bi
t |
r \ kdt+ ‘
k
i=dt+1 
bi
t | .
Here WyX means the least integer not less than y. For d1, t2, Lemma
1(iv) yields
log ‘
k
i=dt+1 \1+
t
bi+ :
k
i=t+1
log \1+ tbi+
 :
k
i=t+1
t
bi
 :

i=t+1
t
22
i&2<log 2.
Thus for t2,
‘
k
i=dt+1 
bi
t | ‘
k
i=dt+1 \
bi
t
+1+=t&(k&dt) ‘
k
i=dt+1
bi ‘
k
i=dt+1 \1+
t
bi+
<t&(k&dt)Bk .
Now (4) gives for 2tkd,
Ad (rBk)\ kdt+ t&(k&dt)rBk . (5)
Taking simply t=2, we get, using Lemma 1(iv),
Ad (rBk)
rBk
(2k)2d 2&kC1(d )
(log2 log2 rBk)2d
log2 rBk
.
With more effort, we can do substantially better.
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Clearly, ( kdt)k
dt. Setting t=[k(d log k)]3 for sufficiently large k, we
obtain
log \\ kdt+ t&(k&dt)+dt log k&(k&dt) log t
&k log k+k log(C2(d ) log2 k)
for some constant C2(d ) depending only on d. Then (5) yields
Ad (rBk)
rBk
\C2(d ) log2 kk +
k
. (6)
By Lemma 2(iii), for every N there is an integer 1NkBk such that
Nk BkN<(Nk+1) Bk .
By Lemma 1(iv), we also have
22
k&1
BkNBk+122
k+1
;
thus
|log2 log2 N&k|1.
With this in mind, (6) finally implies for sufficiently large k,
Ad (N)
N

Ad ((Nk+1) Bk)
NkBk

Nk+1
Nk \
C2(d ) log2 k
k +
k
\C(d ) log2 log2 log2 Nlog2 log2 N +
log 2 log 2 N
,
as claimed.
No doubt one can improve upon this inequality, but in Section 7 we give
a lower bound for Ad (N) which shows that the room for improvement is
limited.
We now deduce Theorem 3 (actually, a sharper result) from Theorem 4.
Given a positive integer m, let
Em(N)=*[n<N : m does not divide f (n)].
Let m factor into distinct primes as m=>si=1 p
:i
i . If g(npi):i , then, by
Lemma 3, p:ii divides f (n). So,
Ep i:i (N)*[n<N : g(npi):i&1],
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and, by Theorem 4,
Em(N):
i
Epi:i (N):
i
A:i (N)N \C(m) log2 log2 log2 Nlog2 log2 N +
log2 log 2 N
,
for some constant C(m) depending only on m.
6. A MINIMIZING PROPERTY OF THE SEQUENCE 2, 3, 7, 43, ...
Theorem 5. Let a1 , a2 , ... be integers, and suppose that  a&1j =1 and
 a&1j log aj<. Then  b
&1
j log bj a
&1
j log aj , with equality if and
only if aj=bj for all j.
It is a pleasure to thank Andrew Odlyzko for a sketch of the proof of
Theorem 5. We begin by establishing an upper bound on the tail of the
series  b&1j log bj .
Lemma 5. If r2, then j=r b
&1
j log bj<(br&2)
&1 log br .
Proof. Since bj<b2j&1 , we have
:

j=r
b&1j log bj<: b
&1
j log(b
2 j&r
r )=(log br) : 2
j&rb&1j ,
so it suffices to prove j=r 2
j&rb&1j <(br&2)
&1. We find
:

j=r
2 j&rb&1j =: \1+ :
j&r&1
m=0
2m+ b&1j =: b&1j +:j :m 2
mb&1j
=B&1r&1+ :

m=0
2m :

j=r+m+1
b&1j =B
&1
r&1+:
m
2mB&1r+m .
Now Br+m=Br >r+mj=r+1 bjBr b
m
r , so
:

m=0
2mB&1r+m<:
m
2mB&1r b
&m
r =B
&1
r :
m
(2br)m=(br&2)&1 B&1r&1.
Combining these last two results yields j=r 2
j&rb&1j <(br&2)
&1, as
desired.
Next, we need estimates of some elementary functions.
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Lemma 6. (i) If x6, then (x&2)&1 log x<(x&1)&1 log(2x&2).
(ii) Let B be real, B>2, and define F( y) by
F( y )=
log(B+ y)
B+ y
+
y
B(B+ y)
log
B(B+ y)
y
.
Then F is monotone increasing for 2 yB.
(iii) If x7, then
log x
x&2
<
log(x+1)
x+1
+
2
x2&1
log
x2&1
2
.
These are exercises in one-variable calculus; we omit the proofs.
Proof of Theorem 5. Recall that 1 b
&1
j log bj=C=1.082. . .. We may
assume 2a1a2 } } } . Choose r1 such that aj=bj for j<r and ar {br
whence, of course, ar>br .
It suffices to show j=r a
&1
j log aj

j=r b
&1
j log bj ; by Lemma 5, it
suffices to show j=r a
&1
j log aj>(br&2)
&1 log br .
If r=1, then aj3 for all j, and
: a&1j log ajlog 3 : a
&1
j =log 3>1.09>C.
If r=2, then we either have a2=4, in which case aj5 for j3, and
: a&1j log aj
log 2
2
+
log 4
4
+log 5 :

3
a&1j =log 2+
1
4
log 5>1.09>C,
or else aj5 for j2, in which case
: a&1j log aj
log 2
2
+log 5 :

2
a&1j =
1
2
log 10>1.15>C.
Hence, we may assume r3. Noting that
:

j=r
a&1j =1& :
r&1
1
a&1j =1& :
r&1
1
b&1j =(br&1)
&1,
we get the following lower bound for the tail of  a&1j log aj ;
:

j=r
a&1j log aj>: a
&1
j log ar=log ar : a
&1
j =
log ar
br&1
. (7)
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Noting that 1>r+1j=1 a
&1
j =a
&1
r+1+a
&1
r +(1&(br&1)
&1) and recalling
that br&1=Br&1 , we get ar+1>(B&1r&1&a
&1
r )
&1, from which we derive
another lower bound for the tail of  a&1j log aj ,
:

j=r+1
a&1j log aj>log ar+1 :

r+1
a&1j >(B
&1
r&1&a
&1
r ) log(B
&1
r&1&a
&1
r )
&1 ;
then, letting y=ar&Br&1 , we have
:

j=r
a&1j log aj>
log(Br&1+ y)
Br&1+ y
+
y
Br&1(Br&1+ y)
log
Br&1(Br&1+ y)
y
. (8)
Now if ar2br&2, then (br&1)&1 log ar(br&1)&1 log(2br&2). By (7)
and Lemma 6(i), this says r a
&1
j log aj(br&2)
&1 log br , and we are
done.
It remains to consider the possibility br<ar2br&2. In this case, y
satisfies 2 yBr&1 , whence, by (8) and Lemma 6(ii),
:

r
a&1j log aj>
log(br+1)
br+1
+
2
b2r &1
log
b2r &1
2
.
Then, by Lemma 6(iii), r a
&1
j log aj(br&2)
&1 log br , and again we are
done.
7. AMUSEMENTS WITH g(n)
In this section we present a number of interesting facts about the
function g(n), including a determination of its average value and a lower
bound for the counting function Ad (N) encountered in Section 5. We let
G(N)=N1 g(n).
Theorem 6. (i) g(Bn)=0 for all n.
(ii) g(Bn&1)=n&1 for all n.
(iii) If 0n<Bk , then g(n)+ g(Bk&1&n)=k&2.
(iv) If n+Bk<Bk+1 , then
g(n+Bk)={g(n)+1g(n)
if bk+1 | n,
otherwise.
(v) G(Bk&1)=(12)(k&2) Bk+1.
81WHAT THE LCM DIVIDES, II
File: 641J 202916 . By:CV . Date:17:10:96 . Time:10:49 LOP8M. V8.0. Page 01:01
Codes: 2043 Signs: 682 . Length: 45 pic 0 pts, 190 mm
Proof. (i) is immediate from Lemma 4(iv) on noting that bj | Bk for jk.
(ii) Again by Lemma 4(iv),
g(Bn&1)=
Bn&1
Bn
+: {Bn&1bk =&1=1&B&1n +:
n
(1&b&1k )&1
=n&\B&1n +:
n
b&1k +;
now apply Lemma 1(ii).
(iii) Yet again by Lemma 4(iv),
g(n)+g(Bk&1&n)=
n
Bk
+
Bk&1&n
Bk
+:
k
1
\{ nbj=+{
Bk&1&n
bj =+&2
=1&
1
Bk
+:
k
1
\{ nbj=+{
(bj&1)&n
bj =+&2
=&
1
Bk
+:
k
1
bj&1
bj
&1=k&\ 1Bk+:
k
1
1
bj+&1,
and (iii) is now clear.
(iv)
g(n+Bk)& g(n)=
n+Bk
Bk+1
&
n
Bk+1
+ :
k+1
1 \{
n+Bk
bj =&{
n
bj=+
=
1
bk+1
+\{n&1bk+1=&{
n
bk+1=+ ,
and the assertion follows.
(v)
G(Bk&1)=1+ 12 :
Bk&1
0
(g(n)+ g(Bk&1&n))=1+ 12 (k&2) Bk
by (iii).
Theorem 7. G(N)=(12) N log2 log2 N+O(N).
Proof. Choose k such that bkN<bk+1 . By Lemma 4(iv), we have
G(N)= :
N
n=1
n
Bk
+ :
N
n=1
:
k
j=1 {
n
bj=&N=
N(N+1)
2Bk
&N+:
j
:
n {
n
bj= .
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For 1 jk, let N=qjbj+rj , with 0rj<bj . Then
:
N
n=1 {
n
bj==qj :
bj&1
a=1
a
bj
+ :
rj
a=1
a
bj
=
(bj&1) qj
2
+
rj (rj+1)
2bj
=
N
2
&
N
2bj
&
rj (bj&2&rj)
2bj
,
whence, writing S for kj=1 rj (bj&2&rj)(2bj), we have
:
j
:
n {
n
bj==
1
2
Nk&
N
2
:
k
b&1j &S=
1
2
Nk&
N
2
+
N
2Bk
&S,
by Lemma 1(ii) and the definition of Bk . Thus,
G(N)=
1
2
Nk&
3N
2
+
N(N+2)
2Bk
&S.
As noted in the proof of Theorem 4, k=log2 log2 N+O(1). As Bk=
bk+1&1N, the third term on the right is bounded by (N+2)2. Concerning
the last term, since 0rjbj&1, we have
1
2bj
&
1
2

rj (bj&2&rj)
2bj

(bj&2)2
8bj
=
1
8
bj&
1
2
+
1
2bj
,
and it is easy to show that k1 bj=O(N). This establishes the theorem.
Theorem 8. Ad (Bk)(dk)k Bk .
Remark. Thus we have Ad (N)>>N1&= infinitely often, while, from
Theorem 4, Ad (N)=o(N).
Proof. If n<Bk , and [nbj]dk for 1 jk, then, by Lemma 4(iv),
g(n)=
n
Bk
+:
k
1
{nbj=&1<d.
Define / by
/(x)={10
if [x]dk,
otherwise.
Then, for NBk , we have
Ad (N) :
0n<N
‘
k
j=1
/(nbj).
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Taking N=Bk , we get
Ad (Bk) :
0n<Bk
‘
k
j=1
/(nbj)= ‘
k
j=1
:
0m<bj
/(mbj)
= ‘
k
j=1 \_
dbj
k &+1+> ‘
k
j=1
dbj
k
=\dk+
k
Bk .
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