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Understanding the reactivity and spectroscopy of aqueous solutions at the atomistic level is crucial
for the elucidation and design of chemical processes. However, the simulation of these systems
requires addressing the formidable challenges of treating the quantum nature of both the electrons
and nuclei. Exploiting our recently developed methods that provide acceleration by up to two orders
of magnitude, we combine path integral simulations with on-the-fly evaluation of the electronic
structure at the hybrid density functional theory level to capture the interplay between nuclear
quantum effects and the electronic surface. Here we show that this combination provides accurate
structure and dynamics, including the full infra-red and Raman spectra of liquid water. This
allows us to demonstrate and explain the failings of lower-level density functionals for dynamics
and vibrational spectroscopy when the nuclei are treated quantum mechanically. These insights
thus provide a foundation for the reliable investigation of spectroscopy and reactivity in aqueous
environments.
The ability to perform simulations that allow for the
making and breaking of bonds in aqueous environments
is essential for the description of a wide range of chem-
ical processes. Ab initio molecular dynamics (AIMD)
simulations achieve this by performing dynamics where
the interactions are evaluated on the fly from electronic
structure calculations. These simulations provide access
to a wide variety of dynamical properties, ranging from
diffusion coefficients and reorientation times to reaction
rates and spectroscopy. However, obtaining the relevant
time correlation functions to converge these properties
in solution typically requires simulations of hundreds of
picoseconds. Hence, with the conventionally required
time steps of ∼0.5 fs, hundreds of thousands of electronic
structure calculations are needed. This cost further in-
creases dramatically if one also wants to treat nuclear
quantum effects (NQEs), which have been shown to de-
crease the water band gap by up to 0.7 eV [1, 2], increase
acid dissociation constants in enzyme active sites by al-
most four orders of magnitude [3], and are essential for
simulating atmospheric isotope separation processes [4].
NQEs can be included exactly for static properties and
approximately for dynamics using path integral meth-
ods that map the problem onto a series of replicas of
the classical system connected by harmonic springs. The
centroid molecular dynamics (CMD) [5, 6] and ring poly-
mer molecular dynamics (RPMD) [7, 8] approaches em-
ploy this framework to approximate dynamical proper-
ties. However, 30–100 replicas are typically needed for
aqueous systems at room temperature, increasing the to-
tal number of electronic structure calculations well into
the millions.
This cost has severely limited the ability to obtain
dynamical properties from classical AIMD simulations
and completely prevented their convergence in path inte-
gral AIMD simulations of condensed phase aqueous sys-
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tems. The problem has been compounded by the limita-
tions of the generalized gradient approximation (GGA)
density functionals, the most common choice for con-
densed phase AIMD simulations, as well as by tech-
nical issues [9]. GGA functionals have been observed
to produce aqueous solutions that are overstructured
and exhibit glassy dynamics. However, recent work has
shown that these issues are significantly alleviated when
larger basis sets [1, 10] and dispersion corrections [11] are
used. Additionally, increases in computational power and
methodological developments have recently made higher
rungs of the density functional theory (DFT) ladder, such
as hybrid, meta-GGA, and non-local correlation density
functionals, accessible for classical AIMD simulations of
liquid water, albeit with considerable computational ef-
fort [12–15]. The accuracy of these functionals in bench-
mark calculations of hydrogen bonded systems suggests
they could provide an improved description of the con-
densed phases of water [9, 16].
Recently, we have shown that one can accelerate path
integral AIMD calculations by almost two orders of
magnitude [17, 18] by combining ring polymer contrac-
tion [19–21] (RPC) with a multiple time stepping (MTS)
propagation scheme [22]. These methods use a refer-
ence system, which provides a cheap approximation to
interactions over short distances and short time scales, to
dramatically reduce the number of full electronic struc-
ture calculations required to evaluate interactions along
the quantum path and to evolve it in time, respec-
tively. While other choices of reference system are possi-
ble [12, 23–25], in this work we use self-consistent charge
density functional tight binding (SCC-DFTB), which al-
lows us to evaluate the full electronic structure on a sin-
gle replica instead of the whole 32-replica path and to use
that evaluation to propagate for a much larger time step
of 2 fs. This reduces the total number of full electronic
structure calculations needed for an ab initio path inte-
gral simulation of hundreds of picoseconds from millions
to tens of thousands.
Here we apply these methods to obtain almost nanosec-
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2ond time scale simulations and thus, for the first time,
converged dynamical properties of liquid water with
quantum nuclei and the electronic potential energy sur-
face (PES) calculated on the fly at the hybrid density
functional theory level. In the revPBE0-D3 path inte-
gral simulations the practical speed-up achieved by using
RPC and MTS was over 90 fold, i.e. the same compu-
tational resources would have provided less than 4 ps
of path integral dynamics using a standard implementa-
tion. In fact, the speed of our path integral simulations
was even 2.5 fold faster than would be obtained from
traditional (i.e. without MTS) classical AIMD. These
ab initio path integral simulations allow us to calculate
the infra-red (IR) and Raman vibrational spectra, reori-
entation times, and diffusion coefficients, which are all
in excellent agreement with experiment. By doing this,
we show that the competition between NQEs in water
depends sensitively on the density functional’s ability to
accurately describe the balance between covalent and hy-
drogen bonding.
The revPBE GGA exchange-correlation func-
tional [26], which arises from a single parameter change
in the exchange enhancement factor in the PBE func-
tional [27], has recently been suggested to give accurate
properties of liquid water when treating the nuclei clas-
sically under a wide range of conditions when combined
with dispersion corrections [11, 28, 29]. It has also been
shown to perform well in benchmark calculations of
neutral, protonated and deprotonated water clusters
up to large sizes [30, 31] and ice polymorphs [32] when
combined with a dispersion correction [33]. These
benchmarks also suggest that its hybrid counterpart
revPBE0-D3 [30], which incorporates 25 % exact ex-
change, reduces the error by a further factor of 2 in the
mean absolute deviation [30], although to our knowledge
this functional has not been previously studied as to its
condensed phase water properties.
Even classical ab initio molecular dynamics simula-
tions have typically only been performed on time scales
of ∼20 ps, which yield statistical error bars of more than
20 % on dynamical quantities such as the diffusion coef-
ficient (see SI Section 3). Due to the efficiency of RPC
combined with MTS, it is now also possible to include
NQEs in the dynamics of water with hybrid function-
als using modest computational resources. Here we per-
form path integral AIMD simulations with the revPBE-
D3 GGA functional for over 700 ps and the revPBE0-D3
hybrid functional for over 300 ps, reducing these errors to
below 5 %. By contrasting these highly converged path
integral simulations with over 1 ns of classical AIMD sim-
ulations, we can thus unambiguously characterize the nu-
clear quantum effects for these functionals and how they
manifest in the structure and vibrational spectroscopy.
Figure 1 shows that, consistent with previous simu-
lations [29], classical nuclei revPBE-D3 simulations at
300 K yield an oxygen-oxygen radial distribution func-
tion (RDF) that is in excellent agreement with the
latest X-ray data [34]. In addition, Figure 2 demon-
strates that our 800 ps of classical revPBE-D3 simula-
tion gives a system size corrected diffusion coefficient of
(2.22± 0.05) 10−9 m2 s−1, within statistical error bars of
the experimental value [35] of (2.41± 0.15) 10−9 m2 s−1.
Including NQEs leads to a mild structuring of the
RDF, consistent with increased local tetrahedrality,
as previously observed in other GGA functionals [17,
36, 37]. Owing to the speed increases afforded by
RPC, we performed 600 ps of thermostatted RPMD
(TRPMD) simulations, which approximately include the
quantum dynamics of the nuclei, to obtain a size-
corrected value for the quantum diffusion coefficient of
(1.60± 0.05) 10−9 m2 s−1. This decrease in the diffusion
coefficient of ∼30 % upon including NQEs is consistent
with the increased structure observed in the O-O RDF.
A similar slowdown is observed in the orientational cor-
relation times in Table S1 which again shifts revPBE-D3
properties with quantum nuclei away from experiment.
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Figure 1. Oxygen-oxygen radial distribution functions. Data
from classical and path integral simulations at 300 K is shown
in the top panel for the revPBE-D3 density functional and
in the bottom panel for the revPBE0-D3 functional. The
experimental result [34] is shown as gray shading for reference.
This failure is most evident in the IR and anisotropic
and isotropic Raman vibrational spectra (Figures 3 and
4). While the IR spectrum is given by temporal correla-
tions of the total dipole moment of the system, the Ra-
man spectra are determined by those of the polarizability
tensor (see SI Section 7 for details). These spectroscopies
are thus sensitive to different motions in the system, and
hence assessing all three provides a broader window on
the successes and failures of a computational approach.
While the revPBE-D3 functional with classical nuclei is,
remarkably, in essentially perfect agreement with experi-
ment, adding NQEs reveals the classically concealed fun-
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Figure 2. Diffusion coefficients. Water molecule self diffusion
coefficients from classical and TRPMD path integral simula-
tions at T=300 K are shown as horizontal bars. Error bars at
the 3σ confidence level determined using bootstrapping are
shown as black lines. The gray line and shading indicate the
experimental result and its error bar [35].
damental shortcomings of the GGA functional. We com-
puted the vibrational spectra using both TRPMD [38]
and partially adiabatic CMD (PACMD) [39, 40]. Both
of these approaches have similar origins and give very
similar predictions for diffusion constants and orienta-
tional correlation times [38] but have established defi-
ciencies when used to compute IR spectra [40–42]. How-
ever, while TRPMD and PACMD can differ in O-H
stretch peak widths for water at 300 K, they have been
shown to give consistent quantum effects on IR peak po-
sitions [43]. This is shown in the top panel of Figure 3,
where for revPBE-D3 both the TRPMD and PACMD
spectrum exhibit a large red tail in the O-H stretch re-
gion (2500 cm−1 to 4000 cm−1) as well as a shift of the
H-O-H bend (1500 cm−1 to 1700 cm−1) and a distortion
of the far IR region (300 cm−1 to 1000 cm−1). This sug-
gests that these changes in the spectra are not artifacts of
the quantum dynamics approach. In addition, these de-
viations are not removed by using a hybrid functional to
calculate the dipole moment using the structures gener-
ated from the revPBE-D3 GGA simulations (see Figure
S9). The Raman spectra in Figure 4 show similar fea-
tures, confirming the deficiencies of the GGA functional.
These results therefore indicate that the remarkable abil-
ity of revPBE-D3 to reproduce the structure and dynam-
ics of water in classical simulations arises partially from
a fortuitous cancellation between errors in the functional
and the neglect of NQEs. Once NQEs are included, this
cancellation breaks down and the deficiencies of the elec-
tronic PES become apparent.
As seen in Figure 1 and Figures S1 and S2, includ-
ing exact exchange has virtually no effect on the classical
structure, consistent with previous observations for the
PBE functional [12, 46]. However, it does modulate the
size of NQEs, decreasing their structuring influence such
that the quantum effect on the O-O structure is close
to zero for revPBE0-D3. More pronounced changes are
seen in the dynamics, where the hybrid diffuses and re-
orients faster than its GGA counterpart in classical sim-
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Figure 3. Infra-red absorption spectra. IR spectra calculated
using either classical dynamics or approximate quantum dy-
namics (TRPMD and PACMD) at T=300 K are shown in
the top panel for the revPBE-D3 density functional and in
the bottom panel for the revPBE0-D3 functional. The exper-
imental result [44] is shown as gray shading for reference.
ulations. Once again, the size of NQEs is reduced, with
the TRPMD and PACMD simulations giving excellent
agreement with the experimental data. In contrast to the
GGA case, the simulations including NQEs now exhibit
better agreement with experiment than the classical sim-
ulations, as should be expected since the nuclei in water
are indeed quantum particles.
The change upon including exact exchange is perhaps
most pronounced in the case of the vibrational spectra,
where in the classical case it leads to a blue shift of the
O-H stretch and, to a lesser extent, the bend region,
as shown in Figure 3. This leads to worse agreement
with experiment, which is rectified upon quantizing the
nuclei, with both PACMD and TRPMD showing a red
shift of the revPBE0-D3 peaks (bottom panels of Fig-
ures 3 and 4). The red shift in the IR spectrum upon
including NQEs of ∼200 cm−1 in the position of the O-
H peak maximum and ∼50 cm−1 in the bend maximum
is broadly consistent with those observed previously for
water models of varying sophistication [40, 43, 47, 48].
Additionally, the distortion of the far IR region is not
present with the hybrid functional. Similar shifts of the
O-H peak upon nuclear quantization occur in the Raman
spectra in Figure 4.
The resulting IR and Raman spectra for revPBE0-D3
including NQEs are in good overall agreement with ex-
periment, with PACMD showing a slightly better match
in the O-H stretch region of the IR spectrum and
TRPMD showing an artificial broadening of the peak,
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Figure 4. Raman scattering spectra. Anisotropic (top
panel) and isotropic (bottom panel) Raman spectra obtained
with the revPBE-D3 and revPBE0-D3 density functionals
and either classical dynamics or approximate quantum dy-
namics (TRPMD and PACMD) at T=300 K are compared
to experimental results [45] shown as gray shading. All the
spectra are shown multiplied by the Bose-Einstein correction
1− exp(−βh¯ω).
which appears more pronounced than for empirical po-
tentials [43]. Figure 4 shows that this excellent agreement
of revPBE0-D3 PACMD continues to the Raman spec-
trum, where it also captures the bending and libration
mode combination band at 2125 cm−1 in the anisotropic
spectrum which is present but less distinct in the IR spec-
trum.
Is there a structural origin of these vibrational peak
shifts? To investigate this, we consider the proton shar-
ing coordinate δ = dOH − dO′H, where dOH and dO′H
are the distances of the proton from the hydrogen bond
donor and acceptor oxygen atoms, respectively. Due to
the large amount of zero-point energy in the O-H stretch
added upon quantization (equivalent to raising the tem-
perature of that coordinate by ∼2000 K), the distribution
along this coordinate is noticeably changed. In particu-
lar, there is a large increase in proton sharing in the hy-
drogen bond, which in extreme cases has been previously
suggested to even lead to “proton excursion” events [49],
where the proton is transiently closer to the acceptor than
the donor oxygen (δ > 0). In our simulations these pro-
ton excursions are substantially less common than in pre-
vious studies [49, 50], with none observed with classical
nuclei and only 0.005 % and 0.0009 % of protons ex-
hibiting them in the GGA and hybrid path integral sim-
ulations, respectively. The reasons for these differences
are two-fold. Firstly, the functionals employed in those
studies all give rise to excessive hydrogen bonding, which
is manifested in their overstructured RDFs and sluggish
dynamics. Secondly, those studies were performed with
the PIGLET approach [51] which, by maintaining a non-
equilibrium steady state distribution using colored noise,
can overestimate extreme fluctuations in the tails of po-
sition distributions [52].
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Figure 5. Proton sharing in hydrogen bonds. Probability
distributions of the proton sharing coordinate δ from classi-
cal and path integral simulations at T=300 K are shown in
linear (top panel) and logarithmic scale (bottom panel). The
definition of the coordinate is shown as an inset. The value is
defined for each hydrogen atom in the system using the two
nearest oxygen atoms.
As shown in Fig. 5, even though NQEs do not lead
to a large number of excursions, they still increase pro-
ton sharing, with the GGA showing a larger effect than
the hybrid. Since the low frequency side of the O-H vi-
brational band is typically associated with strong hydro-
gen bonds, one might expect these highly shared protons
to lead to low frequency O-H stretches. Figure 6 shows
the instantaneous O-H stretch frequency, computed from
the vibrational density of states (VDOS) of the proton,
plotted against its proton sharing coordinate δ (see SI
Section 5 for details). In all cases the frequency of that
proton does indeed decrease as the proton sharing in-
creases (δ → 0). The exact exchange in the revPBE0-D3
hybrid functional tightens the O-H covalent bond, lead-
ing to less proton sharing and hence shifting the O-H
frequency distribution back to the correct range. Fortu-
itously, the revPBE-D3 GGA functional gives a very sim-
ilar frequency-δ correlation when used with classical nu-
5clei, albeit for the wrong reasons — the erroneously loose
O-H covalent bonds compensate for the lack of NQEs.
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Figure 6. Relationship of proton sharing and vibrational
frequencies. Correlation of the instantaneous frequency of
the O-H stretch and the corresponding proton sharing coor-
dinate δ for revPBE-D3 classical MD (top panel), revPBE-D3
TRPMD (middle panel), and revPBE0-D3 TRPMD (bottom
panel) at T=300 K, is shown as a two-dimensional probability
distribution. We use a Hann window of total width 300 fs to
obtain the instantaneous frequency and convolve the value of
the δ coordinate, as detailed in the SI.
In conclusion, utilizing our latest developments it is
now possible to perform path integral simulations long
enough to isolate the effects of nuclear quantization on
the dynamics and structure of ab initio liquid water. Our
results demonstrate that NQEs can and indeed should
be routinely included in ab initio simulations of 100’s of
atoms on time scales approaching nanoseconds. The sim-
ulations have allowed us to uncover the interplay between
the features of the DFT electronic PES and the motion
of the quantum nuclei on that PES. In particular, the
overall strength of hydrogen bonding and the resulting
dynamics sensitively depend on the balance between co-
valent bonding and proton sharing. This balance is dis-
rupted in the GGA functional when NQEs are included,
which manifests as a slight structuring and, importantly,
a substantial slowing down of dynamics and distortion
of vibrational spectra. This work thus explicitly exposes
how the shortcomings of GGA functionals manifest in the
properties of liquid water when NQEs are included. This
has been hinted at in benchmarking studies where GGA
functionals were shown to give larger errors in relative po-
tential energies than hybrids when path integral, rather
than classical configurations were used [36, 53]. On the
other hand, the revPBE0-D3 hybrid functional PES cor-
rectly balances the NQEs on hydrogen bonding, yielding
the excellent agreement we see between our simulations
and experiment.
These results add to the rapidly emerging picture
of competing quantum effects on the hydrogen bond,
which were first suggested based on simple empirical
models with anharmonic O-H stretch terms [54], but
have since been extended to explain a wide range of ef-
fects [4, 36, 50, 55–58]. Our use of advanced electronic
surfaces generated on the fly now makes it abundantly
clear that many static and dynamical properties of bulk
liquid water at ambient conditions are determined by an
almost perfect cancellation of quantum effects. For exam-
ple, the NQE on the diffusion coefficient of revPBE0-D3
corresponds to the value obtained from just a 7 K de-
crease in temperature (see SI Section 3). This is in con-
trast with earlier studies suggesting much larger NQEs on
diffusion, with increases by up to a factor of 2 [47, 54, 59–
63]. Indeed, recently revised diffusion coefficients ob-
tained for the MB-pol PES, which was fit to high-level ab
initio calculations, now also similarly show close to zero
NQEs [64]. However, it is clear that one cannot expect
this level of compensation in general — at other thermo-
dynamic state points, at interfaces or in the presence of
other hydrogen bonding species.
In summary, by using path integral simulations to in-
clude NQEs, we have shown that it is possible to obtain
accurate structure, dynamics and spectroscopy of liquid
water from hybrid density functionals. In particular,
both NQEs and exact exchange have a pronounced yet
opposite effect on the dynamics and vibrational spectra of
water, while having only a mild effect on most structural
properties. Only a combination of both of these effects
together in the revPBE0-D3 path integral simulations
results in a balanced description and properties in excel-
lent agreement with experiment. This combination of an
accurate electronic PES and treatment of NQEs, which
is now computationally tractable by exploiting multiple
time scale techniques, thus offers the opportunity to in-
vestigate dynamics and spectroscopy as well as reactivity
in aqueous systems in a wide range of bulk and hetero-
geneous environments.
ACKNOWLEDGMENTS
We greatly thank Louis Streacker and Dor Ben-Amotz
for providing the experimental Raman spectra. This ma-
terial is based upon work supported by the National Sci-
ence Foundation under Grant No. CHE-1652960. T.E.M
also acknowledges support from a Cottrell Scholarship
from the Research Corporation for Science Advancement.
This research used resources of the National Energy Re-
6search Scientific Computing Center, a DOE Office of Sci-
ence User Facility supported by the Office of Science of
the U.S. Department of Energy under Contract No. DE-
AC02-05CH11231. We would also like to thank Stanford
University and the Stanford Research Computing Center
for providing computational resources and support that
have contributed to these research results.
[1] M. Del Ben, J. Hutter, and J. VandeVondele, J. Chem.
Phys. 143, 054506 (2015).
[2] W. Chen, F. Ambrosio, G. Miceli, and A. Pasquarello,
Phys. Rev. Lett. 117, 186401 (2016).
[3] L. Wang, S. D. Fried, S. G. Boxer, and T. E. Markland,
Proc. Natl. Acad. Sci. 111, 18454 (2014).
[4] T. E. Markland and B. J. Berne, Proc. Natl. Acad. Sci.
U. S. A. 109, 7988 (2012).
[5] J. Cao and G. A. Voth, J. Chem. Phys. 101, 6184 (1994).
[6] S. Jang and G. A. Voth, J. Chem. Phys. 111, 2371 (1999).
[7] I. R. Craig and D. E. Manolopoulos, J. Chem. Phys. 121,
3368 (2004).
[8] S. Habershon, D. E. Manolopoulos, T. E. Markland, and
T. F. Miller, Annu. Rev. Phys. Chem. 64, 387 (2013).
[9] M. J. Gillan, D. Alfe`, and A. Michaelides, J. Chem. Phys.
144, 130901 (2016), arXiv:1603.01990 [cond-mat.mtrl-
sci].
[10] H.-S. Lee and M. E. Tuckerman, J. Chem. Phys. 126,
164501 (2007).
[11] A. Bankura, A. Karmakar, V. Carnevale, A. Chandra,
and M. L. Klein, J. Phys. Chem. C 118, 29401 (2014).
[12] M. Guidon, F. Schiffmann, J. Hutter, and J. VandeVon-
dele, J. Chem. Phys. 128, 1 (2008).
[13] C. Zhang, D. Donadio, F. Gygi, and G. Galli, J. Chem.
Theory Comput. 7, 1443 (2011).
[14] R. A. Distasio, B. Santra, Z. Li, X. Wu, and
R. Car, J. Chem. Phys. 141 (2014), 10.1063/1.4893377,
arXiv:1405.5265.
[15] G. Miceli, S. de Gironcoli, and A. Pasquarello, J. Chem.
Phys. 142, 034501 (2015), arXiv:1607.08377.
[16] B. Santra, A. Michaelides, and M. Scheffler, J. Chem.
Phys. 131 (2009), 10.1063/1.3236840, arXiv:0907.3469.
[17] O. Marsalek and T. E. Markland, J. Chem. Phys. 144,
054112 (2016), arXiv:1512.00473.
[18] V. Kapil, J. VandeVondele, and M. Ceriotti, J. Chem.
Phys. 144, 054111 (2016), arXiv:1512.00176.
[19] T. E. Markland and D. E. Manolopoulos, J. Chem. Phys.
129, 024105 (2008).
[20] T. E. Markland and D. E. Manolopoulos, Chem. Phys.
Lett. 464, 256 (2008).
[21] G. S. Fanourgakis, T. E. Markland, and D. E.
Manolopoulos, J. Chem. Phys. 131, 094102 (2009).
[22] M. Tuckerman, B. J. Berne, and G. J. Martyna, J. Chem.
Phys. 97, 1990 (1992).
[23] E. Anglada, J. Junquera, and J. Soler, Phys. Rev. E 68,
55701 (2003).
[24] N. Luehr, T. E. Markland, and T. J. Mart´ınez, J. Chem.
Phys. 140, 084116 (2014).
[25] H. Y. Geng, J. Comput. Phys. 283, 299 (2015).
[26] Y. Zhang and W. Yang, Phys. Rev. Lett. 80, 890 (1998).
[27] J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev.
Lett. 77, 3865 (1996).
[28] R. C. Remsing, M. D. Baer, G. K. Schenter, C. J. Mundy,
and J. D. Weeks, J. Phys. Chem. Lett. 5, 2767 (2014).
[29] L. B. Skinner, M. Galib, J. L. Fulton, C. J. Mundy, J. B.
Parise, V.-T. Pham, G. K. Schenter, and C. J. Benmore,
J. Chem. Phys. 144, 134504 (2016).
[30] L. Goerigk and S. Grimme, Phys. Chem. Chem. Phys.
13, 6670 (2011).
[31] M. J. Gillan, J. Chem. Phys. 141, 224106 (2014).
[32] J. G. Brandenburg, T. Maas, and S. Grimme, J. Chem.
Phys. 142, 124104 (2015).
[33] S. Grimme, J. Antony, S. Ehrlich, and H. Krieg, J. Chem.
Phys. 132, 154104 (2010).
[34] L. B. Skinner, C. Huang, D. Schlesinger, L. G. M. Pet-
tersson, A. Nilsson, and C. J. Benmore, J. Chem. Phys.
138 (2013), 10.1063/1.4790861.
[35] M. Holz, S. R. Heil, and A. Sacco, Phys. Chem. Chem.
Phys. 2, 4740 (2000).
[36] M. Ceriotti, W. Fang, P. G. Kusalik, R. H. McKenzie,
A. Michaelides, M. A. Morales, and T. E. Markland,
Chem. Rev. 116, 7529 (2016).
[37] P. Gasparotto, A. A. Hassanali, and M. Ceri-
otti, J. Chem. Theory Comput. 12, 1953 (2016),
arXiv:1602.03577.
[38] M. Rossi, M. Ceriotti, and D. E. Manolopoulos, J. Chem.
Phys. 140, 234116 (2014), arXiv:1406.1074v1.
[39] T. D. Hone, P. J. Rossky, and G. A. Voth, J. Chem.
Phys. 124, 154103 (2006).
[40] S. Habershon, G. S. Fanourgakis, and D. E. Manolopou-
los, J. Chem. Phys. 129 (2008), 10.1063/1.2968555.
[41] S. D. Ivanov, A. Witt, M. Shiga, and D. Marx, J. Chem.
Phys. 132, 031101 (2010).
[42] F. Paesani and G. A. Voth, J. Chem. Phys. 132, 014105
(2010).
[43] M. Rossi, H. Liu, F. Paesani, J. Bowman, and M. Ceri-
otti, J. Chem. Phys. 141, 181101 (2014).
[44] J. E. Bertie and Z. Lan, Appl. Spectrosc. 50, 1047 (1996).
[45] L. Streacker and D. Ben-Amotz, “private communica-
tion,”.
[46] M. Guidon, J. Hutter, and J. VandeVondele, J. Chem.
Theory Comput. 6, 2348 (2010).
[47] J. Liu, W. H. Miller, F. Paesani, W. Zhang, and D. A.
Case, J. Chem. Phys. 131, 164509 (2009).
[48] S. Habershon and D. E. Manolopoulos, J. Chem. Phys.
131, 244518 (2009).
[49] M. Ceriotti, J. Cuny, M. Parrinello, and D. E.
Manolopoulos, Proc. Natl. Acad. Sci. U. S. A. 110, 15591
(2013).
[50] L. Wang, M. Ceriotti, and T. E. Markland, J. Chem.
Phys. 141, 104502 (2014).
[51] M. Ceriotti and D. E. Manolopoulos, Phys. Rev. Lett.
109, 100604 (2012).
[52] V. Kapil, J. Behler, and M. Ceriotti, (2016),
arXiv:1606.00920.
[53] M. A. Morales, J. R. Gergely, J. McMinis, J. M. McMa-
hon, J. Kim, and D. M. Ceperley, J. Chem. Theory Com-
put. 10, 2355 (2014), arXiv:arXiv:1402.2697.
[54] S. Habershon, T. E. Markland, and D. E.
Manolopoulos, J. Chem. Phys. 131, 024501 (2009),
7arXiv:arXiv:1011.1047v1.
[55] X.-Z. Li, B. Walker, and A. Michaelides, Proc. Natl.
Acad. Sci. 108, 6369 (2011).
[56] R. H. McKenzie, C. Bekker, B. Athokpam, and
S. G. Ramesh, J. Chem. Phys. 140, 174508 (2014),
arXiv:arXiv:1401.3792v2.
[57] W. Fang, J. Chen, M. Rossi, Y. Feng, X.-Z. Li, and
A. Michaelides, J. Phys. Chem. Lett. 7, 2125 (2016).
[58] J. R. Cendagorta, A. Powers, T. J. H. Hele, O. Marsalek,
Z. Bacˇic´, and M. E. Tuckerman, Phys. Chem. Chem.
Phys. 18, 32169 (2016), arXiv:1609.00272.
[59] J. A. Poulsen, G. Nyman, and P. J. Rossky, Proc. Natl.
Acad. Sci. 102, 6709 (2005).
[60] T. F. Miller and D. E. Manolopoulos, J. Chem. Phys.
123, 154504 (2005).
[61] L. Herna´ndez de la Pen˜a and P. G. Kusalik, J. Chem.
Phys. 121, 5992 (2004).
[62] L. Herna´ndez de la Pen˜a and P. G. Kusalik, J. Chem.
Phys. 125, 054512 (2006).
[63] F. Paesani, W. Zhang, D. A. Case, T. E. Cheatham, and
G. A. Voth, J. Chem. Phys. 125, 184507 (2006).
[64] S. K. Reddy, S. C. Straight, P. Bajaj, C. H. Pham, M. Ri-
era, D. R. Moberg, M. A. Morales, C. Knight, A. W.
Gotz, and F. Paesani, (2016), arXiv:1609.02884.
