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Abstract. The present paper is devoted to obtaining some smoothness results for the solution of
two classical control problems relative to the optimal mixture of two isotropic materials. In the ﬁrst
one, the goal is to maximize the energy. In the second one, we want to minimize the ﬁrst eigenvalue
of the corresponding elliptic operator. At least for the ﬁrst problem it is well known that it does not
have a solution in general. Thus, we deal with a relaxed formulation. One of the applications of our
results is in fact the nonexistence of a solution for the unrelaxed problem. In this sense, we improve
a classical nonexistence result by Murat and Tartar for the maximization of the energy which was
obtained assuming the solution smooth. We also get a counterexample to the existence of a solution
for the eigenvalue problem which, to our knowledge, was an open problem.
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1. Introduction. A very classical problem in optimal design, which we will refer
as the compliance problem, consists in mixing two isotropic elastic materials in the
cross-section of a beam in order to minimize the torsion. This can be modeled as
follows: Assume the beam deﬁned as Ω× (0, L) with Ω ⊂ R2 open and bounded and
the elastic materials given through their corresponding Lame´’s constants (λ1, μ1),
(λ2, μ2). They are homogeneously distributed in the direction of the axis of the beam
in two sets ω×(0, L) and (Ω\ω)×(0, L) with ω ⊂ Ω measurable. In the basis {x3 = 0},
the beam is not rotated, while in {x3 = L} it is rotated with small angle a. If the
volume and surface forces are neglected, the deformation of the beam v = (v1, v2, v3)
is the solution of the elasticity system⎧⎪⎪⎨
⎪⎪⎩
−div σ∗ = 0 in Ω× (0, L),
σ∗ν = 0 on ∂Ω× (0, L), (σ∗ν)3 = 0 on Ω× {0, L},
v1 = v2 = 0 on Ω× {0}, v1 = −aLx2, v2 = aLx1 on Ω× {L},
where ν denotes the unitary outward vector and the stress tensor σ∗ is given by
σ∗ =
(
λ1χω×(0,L) + λ2χ(Ω\ω)×(0,L)
)
tr(e(v))I + 2
(
μ1χω×(0,L) + μ2χ(Ω\ω)×(0,L)
)
e(v).
It can be proved (see, e.g., [11] for λ1 = λ2, μ1 = μ2) that the components of σ
∗
satisfy
σ∗11 = σ
∗
22 = σ
∗
33 = σ
∗
12 = 0,
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2320 JUAN CASADO-DI´AZ
and, assuming Ω simply connected,
σ∗13 = 2a∂2u, σ
∗
23 = −2a∂1u in Ω× (0, L)
with u, solution of the Dirichlet problem
(1.1)
{ −div((μ−11 χω + μ−12 χΩ\ω)∇u) = 1 in Ω,
u = 0 on ∂Ω.
Our aim is to choose ω such that the energy required to carry out the torsion is
maximal. This is equivalent to maximizing the potential energy given by∫
Ω×(0,L)
σ∗ : e(v) dx = 2a2L
∫
Ω
(μ−11 χω + μ
−1
2 χΩ\ω)|∇u|2dx1dx2.
Assuming μ1 > μ2, the solution is trivial and given by ω = Ω. The interesting
problem comes when for economic reasons, the quantity of the best material is limited
and then the choice ω = Ω is not possible. Another classical application of the same
mathematical formulation is the optimal arrangement of two viscous ﬂuids moving
parallel to the axis of a pipe (Poiseuille ﬂow) in order to maximize the ﬂux.
Using the characterization of (1.1) as a minimum problem and denoting α = μ−11 ,
β = μ−12 , the problem can be also modeled as
(1.2) min
{∫
Ω
((
αχω + βχΩ\ω
)|∇u|2 − 2u)dx : u ∈ H10 (Ω), |ω| ≤ κ
}
.
This problem has been studied in several papers. It is known that it does not have
a solution in general (see, e.g., [19], [20] for nonexistence results in optimal design).
Then it is usual to work with a relaxed formulation which can be obtained by using
the homogenization theory (see, e.g., [2], [21], [24], [26]). For (1.2), it is shown in [22]
that it consists in replacing the mixture αχω + βχΩ\ω by the harmonic mean of α
and β with respective proportions θ and 1− θ, where θ ∈ L∞(Ω; [0, 1]) represents the
density of the material α in the homogenized mixture. Thus, instead of (1.2), we have
(1.3) min
{∫
Ω
((
θ
α
+
1− θ
β
)−1
|∇u|2 − 2u
)
dx : u ∈ H10 (Ω),
∫
Ω
θ dx ≤ κ
}
.
Although the solution can be not unique in general, it has been shown in [22] that for
every solution (u, θ), the density ﬂux
(1.4) σ =
(
θ
α
+
1− θ
β
)−1
∇u
is unique and there exists μ > 0 such that
{x ∈ Ω : |σ| > μ} ⊂ ω ⊂ {x ∈ Ω : |σ| ≥ μ}.
Therefore, if the measure of the set {|σ| = μ} has null measure, we get the existence
and uniqueness of a solution for the unrelaxed problem. Moreover, the interface of the
corresponding solution is the level curve {|σ| = μ}. Assuming it is smooth, it can also
be shown that it is a level curve for the state function u. However, these assumptions
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THE COMPLIANCE AND EIGENVALUE PROBLEMS 2321
do not usually hold. Namely, for Ω simply connected, the following interesting result
has been proved in [22]:
(1.5) if (1.3) has a solution (u, ω) with ω smooth, =⇒ Ω is a circle.
A numerical study of (1.3) is carried out in [15] (see also [16]) by using a diﬀerent
relaxation. It can be obtained from (1.3) by directly computing the minimum in θ for
every u ∈ H10 (Ω).
Our aim in the present paper is to obtain some smoothness results for the solutions
of (1.3) or more exactly for a generalized problem where Ω is a bounded open set in
RN with N ≥ 2 and where the right-hand side 1 in (1.1) is replaced by an arbitrary
f ∈ H−1(Ω). Similarly to (1.3), this provides
(1.6) min
{∫
Ω
(
θ
α
+
1− θ
β
)−1
|∇u|2dx− 2〈f, u〉 : u ∈ H10 (Ω),
∫
Ω
θ dx ≤ κ
}
.
Our results are based on the relaxed formulation given in [15]. They mainly refer to
the function σ given by (1.4), which we recall is unique. Assuming Ω ∈ C1,1, we prove
(local smoothness is also obtained)
f ∈ W−1,p(Ω), p > 1 =⇒ σ ∈ Lp(Ω)N ,(1.7)
f ∈ Lp(Ω), p > N =⇒ σ ∈ L∞(Ω)N ,(1.8)
f ∈ W 1,1(Ω) ∩ L2(Ω) =⇒
{
σ ∈ H1(Ω)N ,
∂iθ σj − ∂jθ σi ∈ L2(Ω), 1 ≤ i, j ≤ N.
(1.9)
We observe that (1.7) and (1.8) are equivalent to u ∈ W 1,p(Ω), p > 1, and u ∈
W 1,∞(Ω), respectively. The assertion u ∈ W 1,∞loc (Ω) has been previously obtained
in [16] as an application of the results in [6]. Thus, the main novelty of the above
theorem refers to the boundary estimates and especially to (1.9), which is the main
result of the paper. On the one hand, it shows that σ is once derivable. On the other
hand, it shows that the density function θ is derivable in the orthogonal directions to
σ or equivalently to ∇u because these two vectors are parallel, i.e., θ is derivable in
the direction of the level sets of u.
In a later work, we want to use the above result to estimate the error in the
numerical computation of the solution of (1.6). We refer to [4] for estimates in the
numerical study of some optimal design problems for two-phase materials in dimension
one. In the present paper, we observe that (1.9) has important consequences with
respect to the existence of a solution for the unrelaxed problem, i.e., where θ is a
characteristic function. In such a case, the derivative in the orthogonal directions to
σ can only vanish. We will show that this is very restrictive and allows us to improve
(1.5) by eliminating the strong restriction ω smooth.
In [3], we have studied a problem related to (1.6), the energy problem, where
instead of maximizing the energy we want to minimize it. Sometimes this is also
called the compliance problem, playing the displacement the role of the torsion in our
case. The smoothness results we got are in some sense dual of the obtained in the
present paper. While here it is σ, deﬁned by (1.4), which is unique and once derivable,
for the energy problem it is the state function u which is unique and twice derivable.
As we will see in the proof of Theorem 3.1 below, to obtain our smoothness result,
we must deal with a linear elliptic problem where the matrix is bounded but not
uniformly elliptic (see (3.21) below). For the energy problem, we deal with a problem
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2322 JUAN CASADO-DI´AZ
where the matrix is uniformly elliptic but not bounded. We mention that although in
the present paper our smoothness results are local, in [3] we are only able to obtain
global regularity.
Another classical problem in the optimal design of two-phase materials is choosing
a measurable subset ω ⊂ Ω such that the ﬁrst eigenvalue of the operator
u ∈ H10 (Ω) → −div
(
(αχω + βχΩ\ω)∇u
)
∈ H−1(Ω)
becomes minimal. It models, for example, the optimal distribution of two materials
in heat conduction in order to obtain the most insulated one.
For dimension one, the existence and characterization of a solution has been
obtained in [17]. For arbitrary dimension, assuming existence and regularity, some
optimality conditions have been obtained in [9, 10]. The results in this paper are de-
voted not only to the ﬁrst eigenvalue but to an arbitrary one and refer to minimization
and maximization.
A more detailed study of the problem has been carried out when Ω is a ball. In
this case, the results in [1] show that there exists a solution and that the optimal
set ω is an union of annuli. From some numerical computations, it was conjectured
in [8] that the optimal solution is in fact obtained by taking the bad material β in a
concentric ball to Ω and the good material α in the annulus around this ball. However,
taking α close to β an asymptotic calculus has shown that the result is more involved
and that other annuli can appear ([7], [14], [18]). In [7], the authors also give some
numerical results for domains diﬀerent from a ball and β close to α.
In the present paper, we show that the problem of minimizing the ﬁrst eigenvalue
is in fact very related to the previous one. For the relaxed formulation, it consists in
solving (1.6) for an arbitrary f ∈ L2(Ω) with norm smaller or equal than 1 and then
minimizing in f . Thus, the smoothness results obtained for the previous problem also
apply for this one. As an application, we give a counterexample to the existence of a
solution for the unrelaxed eigenvalue problem which, to our knowledge, was an open
question. Namely, we show that although a solution always exists for a circle, this is
not true for a rectangle or an ellipse.
2. Preliminary results for the compliance problem. In this section, we
introduce the compliance problem and recall some well known results about it ([2],
[6], [15], [16], [22]).
We consider a bounded open set Ω ⊂ RN and two positive constants α, β > 0
with α < β. Then, for a distribution f˜ ∈ H−1(Ω) and a constant κ ∈ (0, |Ω|), we
consider the control problem
(2.1)
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
max
{∫
Ω
(
αχω + βχΩ\ω
) |∇uω|2dx
}
,
ω ⊂ Ω measurable, |ω| ≤ κ,
−div
((
αχω + βχΩ\ω
)∇uω) = f˜ in Ω, uω ∈ H10 (Ω).
A diﬀerent formulation can be obtained as follows: Choosing uω as a test function in
the state equation in (2.1), we deduce∫
Ω
(
αχω + βχΩ\ω
) |∇uω|2dx = 〈f˜ , uω〉D
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THE COMPLIANCE AND EIGENVALUE PROBLEMS 2323
and thus∫
Ω
(
αχω + βχΩ\ω
) |∇uω|2dx = −
(∫
Ω
(
αχω + βχΩ\ω
) |∇uω|2dx− 2〈f˜ , uω〉
)
.
Combining this equality with the classical characterization of uω as the solution of a
minimum problem, we get
(2.2)
∫
Ω
(
αχω + βχΩ\ω
) |∇uω|2dx
= − min
u∈H10 (Ω)
{∫
Ω
(
αχω + βχΩ\ω
) |∇u|2dx− 2〈f˜ , u〉} .
Therefore, the control problem (2.1) is equivalent to
(2.3)
⎧⎪⎨
⎪⎩
min
{∫
Ω
(
αχω + βχΩ\ω
) |∇u|2dx− 2〈f˜ , u〉} ,
ω ⊂ Ω measurable, |ω| ≤ κ, u ∈ H10 (Ω).
Remark 1. From (2.3), it is clear that if we eliminate the volume restriction
|ω| ≤ κ, then the solution of problem (2.1) is given by ω = Ω. This restriction means
that although the material α is better than the material β, it is also more expensive
and thus we want to use only a certain quantity κ of such material.
It is known that problem (2.1) has no solution in general and thus it is necessary
to introduce a relaxation. Following [22], this can be obtained by replacing in (2.1)
the mixtures of materials of the form
(2.4) αχω + βχΩ\ω , ω ⊂ Ω, measurable,
by the most general ones
(2.5)
(
θ
α
+
1− θ
β
)−1
, θ ∈ L∞(Ω; [0, 1]).
These new mixtures are obtained from the previous ones by using a rank-one laminate
in the direction of the gradient of α and β with respective proportions θ and 1 − θ.
Introducing
(2.6) c =
β − α
α
, f =
1
β
f˜ ,
we then get the following relaxed formulation for (2.1) or (2.3):⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
max
∫
Ω
|∇uθ|2
1 + c θ
dx,
θ ∈ L∞(Ω; [0, 1]),
∫
Ω
θ dx ≤ κ,
−div ∇uθ
1 + c θ
= f in Ω, uθ ∈ H10 (Ω).
(2.7)
⎧⎪⎪⎪⎨
⎪⎪⎩
min
{∫
Ω
|∇u|2
1 + c θ
dx− 2〈f, u〉
}
,
θ ∈ L∞(Ω; [0, 1]),
∫
Ω
θ dx ≤ κ, u ∈ H10 (Ω).
(2.8)
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2324 JUAN CASADO-DI´AZ
The solution θ of (2.7) is not unique in general, but reasoning similarly to [22] we can
prove that the product ∇uθ/(1 + cθ) is independent of the solution θ chosen. This is
given by the following theorem
Theorem 2.1. There exists a unique function σˆ ∈ L2(Ω)N such that for every θˆ
solution of (2.7), we have
(2.9) σˆ =
∇uθˆ
1 + c θˆ
.
This function σˆ is characterized as the unique solution of
(2.10) min
σ∈L2(Ω)N
−div σ=f
max∫
Ω θdx≤κ
0≤θ≤1
∫
Ω
(1 + c θ)|σ|2dx.
Moreover, a function θˆ is a solution of (2.7) if and only if it is a solution of
(2.11) max∫
Ω θdx≤κ
0≤θ≤1
min
σ∈L2(Ω)N
−div σ=f
∫
Ω
(1 + c θ)|σ|2dx,
and in this case the minimum in σ for such θˆ is given by σˆ.
Proof. By duality (see, e.g., [13, Chapter 1, section 7]), the solution uθ of the
state equation in (2.7) is such that σθ := ∇uθ/(1 + c θ) is the unique solution of
min
σ∈L2(Ω)N
−div σ=f
∫
Ω
(1 + c θ)|σ|2dx.
Thus, we have
(2.12) max∫
Ω θdx≤κ
0≤θ≤1
∫
Ω
|∇uθ|2
1 + c θ
dx = max∫
Ω θdx≤κ
0≤θ≤1
min
σ∈L2(Ω)N
−div σ=f
∫
Ω
(1 + c θ)|σ|2dx.
This proves that θˆ is a solution of (2.7) if and only if it is a solution of (2.11).
Applying the min-max theorem, the right-hand side of (2.12) also agrees with
(2.10). Moreover, θ is a solution of (2.12) and σ is a solution of (2.10) if and only if
(θ, σ) is a saddle point.
Since for θ ﬁxed, the problem
min
σ∈L2(Ω)N
−div σ=f
∫
Ω
(1 + c θ)|σ|2dx
has as unique solution σθ, we then deduce that σθ must be a solution of (2.10), but
this problem has a unique solution because as maximum (not just a supremum) of a
family of strictly convex functionals, the functional
σ ∈ L2(Ω)N → max∫
Ω θdx≤κ
0≤θ≤1
∫
Ω
(1 + c θ)|σ|2dx
is strictly convex.
A simple application of the Kuhn–Tucker theorem allows us to compute the max-
imum in θ in (2.11) for σ = σˆ. This proves the following.
Theorem 2.2. Define σˆ ∈ L2(Ω)N by Theorem 2.1 and μˆ by
(2.13) μˆ = min
{
μ ≥ 0 : |{x ∈ Ω : |σˆ(x)| > μ}| ≤ κ}.
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THE COMPLIANCE AND EIGENVALUE PROBLEMS 2325
Then, if θˆ is a solution of (2.7), it satisfies
(2.14) θˆ(x) =
{
1 if |σˆ(x)| > μˆ,
0 if |σˆ(x)| < μˆ.
Moreover, if μˆ > 0, then
(2.15)
∫
Ω
θˆ dx = κ.
Remark 2. The constant μˆ given by (2.13) is zero if and only if the solution of
problem
(2.16)
{ −Δu = f in Ω,
u = 0 on ∂Ω
satisﬁes
(2.17)
∣∣{x ∈ Ω : |∇u(x)| = 0}∣∣ ≥ |Ω| − κ.
In such case every function θˆ ∈ L∞(Ω; [0, 1]) such that θˆ = 1 in {x ∈ Ω : |∇u(x)| > 0}
and has an integral less or equal than κ is a solution of (2.7).
Taking into account (2.14), equality (2.9), and −div σˆ = f in Ω, we get Theo-
rem 2.3 below. It is related to another relaxation formulation for problem (2.1), which
can be found in [15]. It can also be obtained from (2.8) computing the minimum in
θ for every u ∈ H10 (Ω).
Theorem 2.3. For μˆ given by (2.13), we define the positive convex function
F ∈ W 2,∞(0,+∞) by
(2.18) F (s) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
s2 if 0 ≤ s < μˆ,
2μˆ s− μˆ2 if μˆ ≤ s ≤ (1 + c)μˆ,
s2
(1 + c)
+ cμˆ2 if s > (1 + c)μˆ.
Then, if θˆ ∈ L∞(Ω; [0, 1]) is a solution of (2.7), the corresponding function uθˆ is a
solution of
(2.19) min
u∈H10 (Ω)
{∫
Ω
F (|∇u|)dx− 2〈f, u〉
}
.
Moreover, if μˆ > 0, then every solution θˆ of (2.7) can be obtained from the corre-
sponding state function uθˆ by
(2.20) θˆ(x) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0 if 0 ≤ |∇uθˆ| < μˆ,
1
c
( |∇uθˆ|
μˆ
− 1
)
if μˆ ≤ |∇uθˆ| ≤ (1 + c)μˆ,
1 if |∇uθˆ| > (1 + c)μˆ.
Remark 3. For a solution u of (2.19), we deﬁne θ by (2.20) with uθˆ replaced by
u. Since F in Theorem (2.3) is not strictly convex, uniqueness for problem (2.19) can
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fail and thus, if θ is a solution of (2.7), we can have u = uθˆ, θ = θˆ. However, taking
into account that F is strictly convex outside the interval [μˆ, (1 + c)μˆ] and that the
function x ∈ RN → |x| ∈ R satisﬁes
if x, y ∈ RN , x = y, |x+ y| = |x|+ |y| ⇒ ∃λ ≥ 0 such that y = λx,
we get
(2.21) ∇u = 1 + c θ
1 + c θˆ
∇uθˆ a.e. in Ω.
The function θ ∈ L∞(Ω, ; [0, 1]) is not necessarily a solution of (2.7) because its integral
can be strictly greater than κ, but by (2.9) we have
σˆ =
∇u
1 + cθ
a.e. in Ω
with σˆ given by (2.2).
3. Some smoothness results for the compliance theorem. In this section,
we get some smoothness properties for the solutions of the relaxed problem (2.7). They
mainly refer to the function σˆ deﬁned by Theorem 2.1, which we recall is unique. As
we will see later, it has several applications relative to the nonexistence of a solution
for the unrelaxed problem (2.1).
Theorem 3.1. We consider an open set U ⊂ RN such that U ∩Ω is of class C1,1
and define σˆ by Theorem 2.1. Then we have the following:
• For every p ∈ [2,∞) and every open set O  U , there exists C > 0, depending
on p and O, such that if f belongs to W−1,p(U ∩Ω), then σˆ belongs to Lp(O∩
Ω)N and
(3.1) ‖σˆ‖Lp(O∩Ω)N ≤ C
(‖f‖W−1,p(U∩Ω) + ‖f‖H−1(Ω)) .
• For every p > N and every open set O  U , there exists C > 0, depending on
p and O, such that if f belongs to Lp(U ∩Ω), then σˆ belongs to L∞(O ∩Ω)N
and
(3.2) ‖σˆ‖L∞(O∩Ω)N ≤ C
(‖f‖Lp(U∩Ω) + ‖f‖H−1(Ω)) .
• For every open set O  U , there exists C > 0, depending on O, such that if
f belongs to W 1,1(U ∩ Ω) ∩ L2(U ∩ Ω), then σˆ belongs to H1(O ∩Ω)N and
(3.3) ‖σˆ‖H1(O∩Ω)N ≤ C
(
1 + ‖f‖L2(U∩Ω) + ‖f‖W 1,1(U∩Ω) + ‖f‖H−1(Ω)
)
.
Moreover, the tangential component of σˆ vanishes on U ∩ ∂Ω and every solu-
tion θˆ of (2.7) satisfies that ∂iθˆσˆj − ∂j θˆσˆi belongs to L2(O ∩Ω), 1 ≤ i, j ≤ N
with
(3.4)
‖∂iθˆσˆj − ∂j θˆσˆi‖L2(O∩Ω)N
≤ C (1 + ‖f‖L2(U∩Ω) + ‖f‖W 1,1(U∩Ω) + ‖f‖H−1(Ω)) , 1 ≤ i, j ≤ N.
• If f belongs to W 1,1(U ∩Ω)∩L2(U ∩Ω) and there exists a solution θˆ of (2.7)
taking only the values 0 and 1, then
∂iθˆσˆj − ∂j θˆσˆi = 0 in U ∩ Ω, 1 ≤ i, j ≤ N,(3.5)
curl(σˆ) = 0 in U ∩ Ω.(3.6)
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Theorem 3.1 clearly implies the following.
Corollary 3.2. Assume Ω ∈ C1,1 and define σˆ by Theorem 2.1. Then we have
the following:
• For every p ∈ [1,∞), there exists C > 0, depending on p, such that if f
belongs to W−1,p(Ω), then σˆ belongs to Lp(Ω)N and
(3.7) ‖σˆ‖Lp(Ω)N ≤ C‖f‖W−1,p(Ω).
• For every p > N , there exists C > 0 such that if f belongs to Lp(Ω), then σˆ
belongs to L∞(Ω)N and
(3.8) ‖σˆ‖L∞(Ω)N ≤ C‖f‖Lp(Ω).
• There exists C > 0 such that if f belongs to W 1,1(Ω)∩L2(Ω), then σˆ belongs
H1(Ω)N and
(3.9) ‖σˆ‖H1(Ω)N ≤ C
(
1 + ‖f‖L2(Ω) + ‖f‖W 1,1(Ω)
)
.
Moreover, the tangential component of σˆ vanishes on ∂Ω.
Remark 4. Observe that (3.1) and (3.2) prove that if θˆ is a solution of (2.7)
and f belongs to W−1,p(U ∩ Ω), p > 2 or f belongs to Lp(U ∩ Ω), p > N , then the
corresponding state function uθˆ is in W
1,p(O ∩ Ω) and W 1,∞(O ∩ Ω), respectively.
Remark 5. Since (3.5), (3.6) refer to interior points in Ω, they hold without any
smoothness assumptions on U .
Remark 6. Taking into account that if (θˆ, uθˆ) is a solution of (2.7), then σˆ is
proportional to ∇uθˆ, estimate (3.4) shows that θˆ is smooth in the directions of the
level sets of uθˆ.
Remark 7. If problem (2.1) has a solution (ωˆ, uωˆ) with ωˆ smooth (for example,
C0,1), then, using that
∇χωˆ = ν HN−1∂ω
with ν the unitary outward normal to ωˆ on ∂ωˆ andHN−1 the N−1 Hausdorﬀ measure,
we get that equality (3.5) with θˆ = χωˆ equivalent to σˆ and then ∇uωˆ parallel to ν on
∂ωˆ. This proves that u is constant on the connected components of ∂ωˆ, which is a
classical optimality condition for the smooth solutions of problem (2.1).
Remark 8. If Ω ∈ C1,1 is a simply connected open set with connected boundary,
f ∈ L2(Ω)∩W 1,1(Ω), and there exists a solution (ωˆ, uωˆ) of (2.1), then we deduce from
(3.6) and the tangential component of σˆ vanishing on U ∩ ∂Ω (see the third assertion
in Theorem 3.1) the existence of w ∈ H1(Ω) such that σˆ = ∇w with ∇w normal on
∂Ω. Since we have assumed ∂Ω connected and know that −div σˆ = f in Ω, we get
that w can be chosen as the unique solution of the Dirichlet problem
(3.10) −Δw = f in Ω, w = 0 on ∂Ω.
This remark has also been carried out in [22], but assuming that ω is an open set of
class C2.
The condition σˆ = ∇w with w a solution of (3.10) is too restrictive and allows us
to show that problem (2.1) does not have a solution in general. For the minimization
of the torsion in a beam (see the introduction), the following interesting result has
been proved in [22]: If Ω is the interior of a smooth Jordan curve in R2, then problem
(1.1) has a smooth solution if and only if Ω is a circle. Here, we extend the result
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to any dimension and (most importantly) eliminate the strong restriction ω smooth.
The result is given by the following theorem, which we prove below.
Theorem 3.3. Assume that Ω ∈ C1,1 is a simply connected open set in RN with
connected boundary such that problem (2.1) with f = 1 has a solution. Then Ω is a
ball.
Proof of Theorem 3.1. Along the proof, we ﬁx a solution θˆ of (2.7) and denote by
u = uθˆ the corresponding state function, solution of
(3.11) −div ∇u
1 + cθˆ
= f in Ω, u = 0 on ∂Ω.
Step 1. From Theorem 2.3, we know that u satisﬁes
(3.12)
⎧⎪⎨
⎪⎩
−div
(
F ′(|∇u|)
2|∇u| ∇u
)
= f in U ∩ Ω,
u = 0 on ∂Ω ∩ U,
which, using that F ′(s) = 2s/(1 + c) for s ≥ (1 + c)μˆ, can also be written as⎧⎪⎨
⎪⎩
− 1
1 + c
Δu = div
((
F ′(|∇u|)
2|∇u| −
1
1 + c
)
∇uχ{|∇u|<(1+c)μˆ}
)
+ f in Ω,
u = 0 on ∂Ω.
Observing that the ﬁrst term on the right-hand side is in W−1,∞(U ∩ Ω), we then
deduce (3.1) from the classical smoothness results for the Poisson equation and
(3.13) σˆ =
F ′(|∇u|)
2|∇u| ∇u in Ω.
Step 2. For F given by (2.18) and ε > 0, small enough, we consider a sequence
Fε of nonnegative convex functions of class C
3 in [0,+∞), such that
Fε(s) → F (s), F ′ε(s) ≥
s
1 + c
, F ′′ε (s) ≥ ε, ∀ s ≥ 0,
Fε(s) = F (s) ∀ s ≥ (1 + c)μˆ, ‖F ′′ε ‖L∞(0,∞) bounded.
Assuming that the restriction of f to U ∩Ω is in a certain space X ⊃ L2(U ∩Ω) such
that C∞(U ∩ Ω) is dense in X , we take fε ∈ C∞(U ∩ Ω) such that
(3.14) fε → f in X.
Then we deﬁne uε ∈ H1(U ∩ Ω) as the unique solution of
(3.15) min
v−u∈H10 (U∩Ω)
(∫
U∩Ω
(
Fε(|∇v|) + |v − u|2
)
dx− 2
∫
U∩Ω
fεv dx
)
,
or equivalently, as the unique solution of
(3.16) −div
(
F ′ε(|∇uε|)
2|∇uε| ∇uε
)
+ uε − u = fε in U ∩ Ω, uε = u on ∂(U ∩ Ω).
Using F ′ε(s)/s ≥ 1/(1 + c) for every s ∈ [0,+∞), ‖F ′′ε ‖L∞(0,∞) bounded, and fε
bounded in H−1(Ω), we get uε bounded in H1(U ∩Ω) and
(3.17) σε =
F ′ε(|∇uε|)
2|∇uε| ∇uε
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bounded in L2(U ∩ Ω)N . Therefore, extracting a subsequence if necessary, we can
assume that uε converges weakly in H
1(U ∩ Ω) to some function uˇ and that σε
converges weakly in L2(U ∩Ω)N to some function σˇ. From (3.16), these functions are
related by
(3.18) −div σˇ + uˇ− u = f in U ∩ Ω.
In order to characterize σˇ and uˇ, we apply the Minity trick. First, we observe that
taking uε−u as test function in (3.16) and uˇ−u as test function in (3.18), we deduce
lim
ε→0
∫
U∩Ω
σε · ∇uε dx
= lim
ε→0
(∫
U∩Ω
fε(uε − u)dx−
∫
U∩Ω
|uε − u|2dx+
∫
U∩Ω
σε · ∇u dx
)
=
(∫
U∩Ω
f(uˇ− u)dx−
∫
U∩Ω
|uˇ− u|2dx+
∫
U∩Ω
σˇ · ∇u0 dx
)
=
∫
U∩Ω
σˇ · ∇uˇ dx.
This allows us to pass to the limit in
0 ≤
∫
U∩Ω
(
F ′ε(|∇uε|)
2|∇uε| ∇uε −
F ′ε(|∇uˇ+ tΦ|)
2|∇uˇ+ tΦ| (∇uˇ + tΦ)
)
· (∇(uε − uˇ)− tΦ)dx
for every Φ ∈ L2(U ∩ Ω)N and every t ∈ R to deduce
0 ≤ −t
∫
U∩Ω
(
σˇ − F
′(|∇uˇ + tΦ|)
2|∇uˇ+ tΦ| (∇uˇ + tΦ)
)
· Φ dx ∀Φ ∈ L2(U ∩ Ω)N , ∀ t ∈ R,
and then that
(3.19) σˇ =
F ′(|∇uˇ|)
2|∇uˇ| ∇uˇ in U ∩ Ω.
Therefore, the function uˇ satisﬁes⎧⎪⎨
⎪⎩
−div
(
F ′(|∇uˇ|)
2|∇uˇ| ∇uˇ
)
+ uˇ− u = f in U ∩ Ω,
uˇ = u on ∂(U ∩ Ω).
By convexity, this means that uˇ is a solution of
min
v−u∈H10 (U∩Ω)
(∫
U∩Ω
(
F (|∇v|) + |v − u|2) dx− 2 ∫
U∩Ω
fv dx
)
.
On the other hand, since u is a solution of (2.19), it is also a solution of
min
v−u∈H10 (U∩Ω)
(∫
U∩Ω
F (|∇v|)dx − 2
∫
U∩Ω
fv dx
)
.
Thus, we have∫
U∩Ω
F (|∇u|)dx − 2
∫
U∩Ω
fu dx ≤
∫
U∩Ω
F (|∇uˇ|) dx− 2
∫
U∩Ω
fuˇ dx
≤
∫
U∩Ω
(
F (|∇uˇ|) + |uˇ− u|2) dx− 2 ∫
U∩Ω
fuˇ dx
≤
∫
U∩Ω
F (|∇u|)dx− 2
∫
U∩Ω
fu dx,
D
ow
nl
oa
de
d 
06
/1
0/
16
 to
 1
50
.2
14
.1
82
.1
69
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
2330 JUAN CASADO-DI´AZ
and then ∫
U∩Ω
|uˇ− u|2dx = 0,
i.e., uˇ = u a.e. in U ∩ Ω, while from (3.13) and (3.19), we also deduce that σˇ = σˆ.
Reasoning as in Step 1 for problem (3.16), we also observe that
(3.20) ‖σε‖Lq(O∩Ω) ≤ C
(‖fε‖W−1,q(U∩Ω) + ‖f‖H−1(Ω)) ∀O  U open, q > 2.
Step 3. We assume that U ∩Ω is of class C2,γ for some γ ∈ (0, 1). Then, applying
Theorem 15.11 in [12] to problem (3.16), we have that uε is in C
2,γ(U ∩Ω). Thus, we
can derive with respect to xi in (3.16) 1 ≤ i ≤ N to deduce that ∂iuε satisﬁes
(3.21) −div (Mε∇(∂iuε)) + ∂i(uε − u) = ∂ifε in U ∩ Ω
with
(3.22) 2Mε = F
′′
ε (|∇uε|)
∇uε ⊗∇uε
|∇uε|2 +
F ′ε(|∇uε|)
|∇uε|
(
I − ∇uε ⊗∇uε|∇uε|2
)
.
Using the existence of C > 0 such that 0 ≤ F ′′ε ≤ C and 0 ≤ F ′ε ≤ Cs in [0,+∞), we
have that Mε satisﬁes (remark that Mε is barely elliptic by a constant ε)
(3.23) |Mε(x)ξ|2 ≤ C
2
Mε(x)ξ · ξ ≤ C
2
|ξ|2 ∀ ξ ∈ RN ∀x ∈ U ∩ Ω.
Moreover, we observe that
(3.24) ∂iσε = ∂i
(
F ′ε(|∇uε|)
2|∇uε| ∇uε
)
= Mε∇(∂iuε) in U ∩ Ω.
In order to estimate ∇∂iuε from (3.21), we will also need some boundary condi-
tions. Given a point x¯ ∈ U ∩ ∂Ω, we can consider a ball B(x¯, r) ⊂ U and functions
τ i = (τ i1, . . . , τ
i
N ) ∈ C1,γ(B(x0, r)), 1 ≤ i ≤ N , providing an orthonormal basis of
RN for every x ∈ B(x¯, r) and such that τN agrees with the unitary outward normal
vector to Ω on B(x¯, r) ∩ ∂Ω.
We deﬁne the functions vjε ∈ C1,γ(Ω), 1 ≤ j ≤ N , by
(3.25) vjε = ∇uε · τ j , 1 ≤ j ≤ N.
From (3.21), we deduce that vjε satisﬁes
(3.26)
−div (Mε∇vjε) = ∇(f − uε + u) · τ j −
N∑
i=1
Mε∇∂iuε · ∇τ ji
−
N∑
i=1
div
(
Mε∇τ ji ∂iuε
)
in B(x¯, r) ∩ Ω.
Since uε = 0 on ∂Ω implies that the tangential derivative of uε vanishes on
B(x¯, r) ∩ ∂Ω, we conclude with the following Dirichlet boundary conditions for vjε
with 1 ≤ j ≤ N − 1:
(3.27) vjε = 0 on B(x¯, r) ∩ ∂Ω, 1 ≤ j ≤ N − 1.
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It remains to obtain a boundary condition for vNε . Developing the ﬁrst term in (3.16),
we get
−
(
F ′ε(|∇uε|)
|∇uε|
)
Δuε−
(
F ′′ε (|∇uε|)−
F ′ε(|∇uε|)
|∇uε|
)
D2uε
∇uε
|∇uε| ·
∇uε
|∇uε|+2(uε−u) = 2fε
in B(x¯, r) ∩ Ω, or equivalently
(3.28) −Mε : D2uε = fε − (uε − u) in B(x¯, r) ∩ Ω.
Now, we use that by deﬁnition (3.25) of vjε , we have
(3.29) ∇uε =
N∑
l=1
vlετ
l in B(x¯, r) ∩ Ω.
Deriving this expression and using that for 1 ≤ l ≤ N − 1 the functions vlε and then
their tangential derivatives vanish on B(x¯, r) ∩ ∂Ω, we deduce
D2uε = τ
N ⊗∇vNε + vNε DτN +
N−1∑
l=1
(∇vlε · τN ) τ l ⊗ τN on B(x¯, r) ∩ ∂Ω.
Substituting this expression in (3.28) and using that uε = u = 0 on B(x¯, r) ∩ ∂Ω, we
then get
Mε∇vNε · τN = −fε −Mε : DτNvNε −
N−1∑
l=1
Mετ
N · τ l (∇vlε · τN ) on B(x¯, r) ∩ ∂Ω.
In the last term of this equality, we use again that uε vanishes on ∂Ω, which implies
that ∇uε is proportional to τN on B(x¯, r) ∩ ∂Ω and then, from the expression (3.22)
of Mε, that Mετ
N is also proportional to τN . This shows
Mετ
N · τ l = 0 on U ∩ ∂Ω, 1 ≤ l ≤ N − 1.
Using also that |τN | = 1 implies DτN τN = 0, expression (3.22) of Mε, and ∇uε
parallel to τN on B(x¯, r) ∩ ∂Ω, we ﬁnally get the Neumann boundary condition for
vNε
(3.30) Mε∇vNε · τN = −fε −
F ′ε(|vNε |)
2
sgn(vNε ) div τ
N on B(x¯, r) ∩ ∂Ω.
Step 4. Let us prove that for f ∈ Lp(Ω), p > N , the function ∇u and then σ is
in L∞(O ∩ Ω)N .
By (3.21) and (3.24), for every ϕ ∈ C∞c (U) with 0 ≤ ϕ ≤ 1, the function ∂iuεϕ,
1 ≤ i ≤ N , satisﬁes
(3.31)
−div(Mε∇(∂iuεϕ)) = ϕ∂i(fε − uε + u)− div (Mε∇ϕ∂iuε)− 12∂iσε · ∇ϕ in U.
By (3.20), the sequence σε and then ∇uε is bounded in Lqloc(U)N for every q < +∞.
Then the right-hand side of (3.31), which we denote as hε, is bounded in W
−1,p
loc (U).
Multiplying (3.31) by (∂iuε ϕ − k)+ with k > (1 + c)μˆ and observing that ∂iuε ϕ ≥
(1 + c)μˆ implies that (1 + c)Mε = I, we get
∫
{∂iuεϕ≥k}
|∇(∂iuεϕ)|2dx ≤ C
(∫
{∂iuεϕ≥k}
|∇(∂iuεϕ)|p′dx
) 2
p′
.
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This inequality allows us to repeat the classical Stampacchia’s reasoning to estimate
the solution of an elliptic equation in L∞(U) (see Theorem 4.1 in [25]) to prove the
existence of C > 0, depending on ϕ such that
∂iuεϕ ≤ C
(‖uε‖H1(U∩Ω) + ‖fε‖Lp(U∩Ω) + ‖u‖Lp(U∩Ω)) a.e. in U.
A similar reasoning using as a test function (∂iuε ϕ + k)
− with k < (1 + c)μˆ also
provides a lower bound for ∂iuεϕ and then proves
‖∂iuεϕ‖L∞(U∩Ω) ≤ C
(‖uε‖H1(U∩Ω) + ‖fε‖Lp(U∩Ω) + ‖u‖Lp(U∩Ω)) .
In order to obtain boundary estimates, we reason analogously, using (3.26), (3.27),
and (3.30). Therefore, we have proved that for every open set O strictly contained
in U , there exists C > 0, depending on the distance of O to ∂Ω and of the norm in
W 1,∞ of the functions τ i in Step 3, such that
‖∂iuε‖L∞(O∩Ω) ≤ C
(‖uε‖H1(U∩Ω) + ‖fε‖Lp(U∩Ω) + ‖f‖Lp(Ω)N ) , 1 ≤ i ≤ N.
Taking in Step 2 X = Lp(U ∩ Ω) with p > N , we can then pass to the limit in this
equality to conclude with (3.2) for U ∩ Ω of class C2,γ with γ ∈ (0, 1). Observe that
the dependence of C with respect to the smoothness of ∂(U ∩ Ω) is throughout the
norm in W 1,∞ of the functions τ i in Step 3. Thus, regularizing the boundary, we can
show that the result holds true just assuming U ∩Ω of class C1,1.
Step 5. For ϕ ∈ C∞c (U ∩ Ω), ϕ ≥ 0, and 1 ≤ i ≤ N , we take ∂iuεϕ2 as a test
function in (3.22). This gives
(3.32)
∫
U∩Ω
Mε∇(∂iuε)∇(∂iuε)ϕ2dx+ 2
∫
U∩Ω
Mε∇(∂iuε)∇ϕ∂iuεϕdx
=
∫
U∩Ω
∂ifε∂iuεϕ
2dx−
∫
U∩Ω
∂i(uε − u)∂iuεϕ2dx.
We introduce the truncated function T by
T (s) =
⎧⎪⎪⎨
⎪⎪⎩
−(1 + c)μˆ if s < −(1 + c)μˆ,
s if − (1 + c)μˆ ≤ s ≤ (1 + c)μˆ,
(1 + c)μˆ if (1 + c)μˆ < s.
Then the ﬁrst term on the right-hand side of this equality can be estimated by
using∫
U∩Ω
∂ifε∂iuεϕ
2dx =
∫
U∩Ω
∂ifεT (∂iuε)ϕ
2dx+
∫
U∩Ω
∂ifε(∂iuε − T (∂iuε))ϕ2dx
=
∫
U∩Ω
∂ifεT (∂iuε)ϕ
2dx−
∫
{|∂iuε|>(1+c)μˆ}
fε∂
2
iiuεϕ
2dx
− 2
∫
U∩Ω
fε(∂iuε − T (∂iuε))∂iϕϕdx.
The ﬁrst and third terms on the right-hand side of this equality satisfy∣∣∣∣
∫
U∩Ω
∂ifεT (∂iuε)ϕ
2dx
∣∣∣∣ ≤ C‖fε‖W 1,1(U∩Ω),∣∣∣∣
∫
U∩Ω
fε(∂iuε − T (∂iuε))∂iϕϕdx
∣∣∣∣ ≤ C‖fε‖L2(U∩Ω)‖uε‖H1(U∩Ω),D
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while for the second term on the right-hand side, using that (1 + c)Mε = I a.e. in
{|∇uε| > (1 + c)μˆ}, we get
∣∣∣∣∣
∫
{|∂iuε|>(1+c)μˆ}
fε∂
2
iiuεϕ
2dx
∣∣∣∣∣ ≤ C‖fε‖L2(U∩Ω)‖Mε∇(∂iuε)ϕ‖L2(U∩Ω).
Taking into account these estimates in (3.32) and applying Young’s inequality, we
have then proved
(3.33)
∫
U∩Ω
Mε∇(∂iuε)∇(∂iuε)ϕ2dx
≤ C
(
‖uε‖2H1(U∩Ω) + ‖u‖2H1(Ω) + ‖fε‖2L2(U∩Ω) + ‖fε‖W 1,1(U∩Ω)
)
for a constant C depending on ϕ. Using (3.24) and (3.23), we then conclude that, for
1 ≤ i ≤ N ,
(3.34)∫
U∩Ω
|∂iσε|2 ϕ2dx =
∫
U∩Ω
|Mε∇(∂iuε)|2 ϕ2dx
≤ C
(
‖uε‖2H1(U∩Ω) + ‖u‖2H1(Ω) + ‖fε‖2L2(U∩Ω) + ‖fε‖W 1,1,(U∩Ω)
)
.
Using then X = W 1,1(U ∩Ω)∩L2(U ∩Ω) in Step 2, we can pass to the limit in (3.34)
when ε tends to zero to deduce for 1 ≤ i ≤ N
(3.35)
∫
U∩Ω
|∂iσ|2 ϕ2dx ≤ C
(
‖u‖2H1(Ω) + ‖f‖2L2(U∩Ω) + ‖f‖W 1,1(U∩Ω)
)
for every ϕ ∈ C∞c (U), where the constant C depends on ϕ.
In order to obtain the corresponding boundary estimates, we consider a point
x¯ ∈ U ∩ ∂Ω a ball B(x¯, r) and functions τ i as in Step 3. Deﬁning the functions vjε
by (3.25) and taking into account (3.26), (3.27), we can reason as above to prove
similarly to (3.33)
(3.36)
∫
B(x¯,r)∩Ω
Mε∇vjε · ∇vjε ϕ2 dx
≤ C
(
‖u‖2H1(Ω) + ‖uε‖2H1(U∩Ω) + ‖fε‖2L2(U∩Ω) + ‖fε‖W 1,1(U∩Ω)
)
for 1 ≤ j ≤ N − 1 and ϕ ∈ C∞c (B(x¯, r)).
The estimate for the normal derivative vNε of uε is a little more diﬃcult. For
ϕ ∈ C∞c (B(x¯, r)), we take vNε ϕ2 as test function in (3.26). By (3.30) and 2MετN =
D
ow
nl
oa
de
d 
06
/1
0/
16
 to
 1
50
.2
14
.1
82
.1
69
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
2334 JUAN CASADO-DI´AZ
F ′′ε (|vNε |)τN on B(x¯, r) ∩ ∂Ω, we get∫
B(x¯,r)∩Ω
Mε∇vNε · ∇vNε ϕ2 dx+ 2
∫
B(x¯,r)∩Ω
Mε∇vNε · ∇ϕϕvNε dx+
∫
B(x¯,r)∩∂Ω
fε v
N
ε ϕ
2ds
+
∫
B(x¯,r)∩∂Ω
F ′ε(|vNε |)
2
|vNε | div τNϕ2ds =
∫
B(x¯,r)∩Ω
∇fε · τN vNε ϕ2dx
−
∫
B(x¯,r)∩Ω
∇(uε − u) · τN vNε ϕ2dx−
N∑
i=1
∫
B(x¯,r)∩Ω
Mε∇(∂iuε)∇τ ji vNε ϕ2dx
+
N∑
i=1
∫
B(x¯,r)∩Ω
Mε∇τNi · ∇vNε ∂iuε ϕ2dx+ 2
N∑
i=1
∫
B(x¯,r)∩Ω
Mε∇τNi · ∇ϕvNε ∂iuε ϕdx
−
N∑
i=1
∫
B(x¯,r)∩∂Ω
F ′′ε (|vNε |)
2
∇τNi · τN∂iuε vNε ϕ2dx.
Using in the ﬁrst term on the right-hand side of this equality the decomposition∫
B(x¯,r)∩Ω
∇fε · τN vNε ϕ2dx
=
∫
B(x¯,r)∩Ω
∇fε · τN T (vNε )ϕ2dx+
∫
B(x¯,r)∩Ω
∇fε · τN (vNε − T (vNε ))ϕ2dx
=
∫
B(x¯,r)∩Ω
∇fε · τN T (vNε )ϕ2dx−
∫
B(x¯,r)∩Ω
fε div(τ
Nϕ2) (vNε − T (vNε ))dx
−
∫
{|vNε |>(1+c)μˆ}
fε∇vNε · τNϕ2dx+
∫
B(x¯,r)∩∂Ω
fε (v
N
ε − T (vNε ))ϕ2ds,
then Young’s inequality and then (1+c)Mε = I a.e. on {|∇uε| > (1+c)μˆ} ⊃ {|∇uε| ≥
|vNε |} ∩ {|vNε | > (1 + c)μˆ}, we deduce that for every δ > 0, there exists a constant
Cδ > 0, such that∫
B(x¯,r)∩Ω
Mε∇vNε · ∇vNε ϕ2 dx ≤ δ
N∑
i=1
∫
B(x¯,r)∩Ω
Mε∇(∂iuε) · ∇(∂iuε)ϕ2 dx
+Cδ
(
‖u‖2H1(Ω) + ‖uε‖2H1(U∩Ω) + ‖fε‖2L2(U∩Ω)
+ ‖fε‖W 1,1(U∩Ω) +
∫
B(x¯,r)∩∂Ω
|vNε |2ϕ2ds
)
.
The last term can be estimated by using that the embedding of H1(B(x¯, r) ∩Ω) into
L2(B(x¯, r) ∩ ∂Ω) is compact, which implies the existence of a positive constant, still
denoted by Cδ such that∫
B(x¯,r)∩∂Ω
|w|2dx
≤ δ
∫
B(x¯,r)∩Ω
|∇w|2dx+ Cδ
∫
B(x¯,r)∩Ω
|w|2dx ∀w ∈ H1(B(x¯, r) ∩ Ω),D
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and then (for a diﬀerent Cδ)∫
B(x¯,r)∩∂Ω
|vNε |2ϕ2ds =
∫
B(x¯,r)∩∂Ω
|T (vNε )|2ϕ2ds+
∫
B(x¯,r)∩∂Ω
|vNε − T (vNε )|2ϕ2ds
≤ Cδ
(
1 + ‖uε‖2H1(U)
)
+
δ
1 + c
∫
{|vNε |>(1+c)μˆ}
|∇vNε |2ϕ2dx
≤ Cδ
(
1 + ‖uε‖2H1(U∩Ω)
)
+ δ
∫
B(x¯,r)∩Ω
Mε∇vNε · ∇vNε ϕ2dx.
Therefore, we have proved that for every δ > 0, there exists Cδ > 0 such that∫
B(x¯,r)∩Ω
Mε∇vNε · ∇vNε ϕ2 dx ≤ δ
N∑
i=1
∫
B(x¯,r)∩Ω
Mε∇(∂iuε) · ∇(∂iuε)ϕ2 dx
+ Cδ
(
1 + ‖u‖2H1(Ω) + ‖uε‖2H1(U∩Ω) + ‖fε‖2L2(U∩Ω)
+ ‖fε‖W 1,1(U∩Ω)
)
.
Combining this inequality with (3.36) and taking into account that the deﬁnition of
the functions vjε also implies
N∑
i=1
∫
B(x¯,r)∩Ω
Mε∇(∂iuε) · ∇(∂iuε)ϕ2 dx
≤ C
N∑
j=1
∫
B(x¯,r)∩Ω
Mε∇vjε · ∇vjε ϕ2 dx+ C‖uε‖2L2(U∩Ω),
we conclude with the inequality
N∑
i=1
∫
B(x¯,r)∩Ω
Mε∇(∂iuε) · ∇(∂iuε)ϕ2 dx
≤ C
(
1 + ‖u‖2H1(Ω) + ‖uε‖2H1(U∩Ω) + ‖fε‖2L2(U∩Ω) + ‖fε‖W 1,1(U∩Ω)
)
.
Taking into account (3.24) and (3.23), this also implies
(3.37)
∫
B(x¯,r)∩Ω
|Dσε|2ϕ2 dx
≤ C
(
1 + ‖u‖2H1(Ω) + ‖uε‖2H1(U∩Ω) + ‖fε‖2L2(U∩Ω) + ‖fε‖W 1,1(U∩Ω)
)
.
Taking X = W 1,1(U ∩ Ω) ∩ L2(U ∩ Ω) in Step 2, we can then pass to the limit to
prove (3.3) for U ∩ Ω of class C2,γ . The case U ∩ Ω of class C1,1 follows as in Step 3
by remarking that the constant C in (3.3) only depends on the smoothness of U ∩∂Ω
throughout the norm in W 1,∞ of the functions τ i.
Since the gradient of uε is parallel to the outward normal of Ω on U ∩∂Ω, we also
get that the tangential components of σˆ vanish on U ∩ ∂Ω.
To prove (3.4), we use that (1 + cθˆ)σˆ = ∇u and that σˆ is in H1(O ∩Ω) for every
open set O strictly contained in U . This gives
(3.38) 0 = ∂i((1+ cθˆ)σˆj)− ∂j((1+ cθˆ)σˆi) = c(∂iθˆσj − ∂j θˆσˆi)+ (1+ cθˆ)(∂iσˆj − ∂iσˆi),
and then from (3.3) we get (3.4).
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Step 6. Let us now prove that if θˆ only takes the values 0 and 1 and f belongs to
W 1,1(U ∩ Ω) ∩ L2(U ∩ Ω), then (3.5) and (3.6) hold.
We deﬁne θˆε and θε by
(3.39) 1 + c θˆε =
2|∇uε|
F ′ε(|∇uε|)
, θε = max{0,min{θˆε, 1}}
and observe that deﬁnition (2.18) of F and the uniform convergence of F ′ε to F
′ prove
(3.40) θˆε − θε → 0 in L∞(U ∩ Ω)
and the existence of θˇ ∈ L∞(Ω), such that up to a subsequence
θˆε, θε ⇀ θˇ in L
∞(Ω) weak- ∗ .
In order to characterize θˇ, we observe that
(3.41) (1 + cθˆε)σε = ∇uε.
Using then that uε converges weakly to u in H
1(U ∩ Ω) and σε converges weakly to
σˆ in H1loc(U ∩ Ω) and then strongly in L2loc(U ∩Ω), we get
(1 + cθˇ)σˆ = ∇u in Ω,
which proves
θˇ = θˆ a.e. in {σˆ = 0}.
Since θˆ only take the values 0 and 1, and θε is compressed between 0 and 1, this allows
us to show
(3.42)
∫
{σˆ =0}
|θε − θˆ|dx =
∫
{σˆ =0, θˆ=0}
θεdx+
∫
{σˆ =0, θˆ=1}
(1− θε)dx → 0.
On the other hand, we observe that σˆε converges strongly to zero in L
2({σˆ = 0}),
which combined with |∇uε| ≤ (1 + c)|σˆε| also proves that ∇uε converges strongly to
zero in L2({σˆ = 0}), and then by deﬁnition (2.18) of F we get
(3.43) θε →
{
1 if μˆ = 0,
0 if μˆ > 0
in L1({σˆ = 0}).
Now, we observe that analogously to (3.38), equality (3.41) proves
∂iθˆεσε,j − ∂j θˆεσε,i = 1 + cθˆε
c
(∂iσε,j − ∂jσε,i), 1 ≤ i, j ≤ N,
where using (3.40), (3.42), (3.43), and (3.38) we can pass to the limit in ε to deduce
∂iθˆεσε,j − ∂j θˆεσε,i ⇀ ∂iθˆσˆj − ∂j θˆσˆi in L2(O ∩ Ω) ∀O  U, 1 ≤ i, j ≤ N.
Using again (3.40), (3.42), and (3.43), we also have
θˆkε (∂iθˆεσε,j − ∂j θˆεσε,i) ⇀ θˆk(∂iθˆσˆj − ∂j θˆσˆi) in L2(O ∩ Ω) ∀O  U, 1 ≤ i, j ≤ N,
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for every k ∈ N, but on the other hand, we have
θˆkε (∂iθˆεσε,j − ∂j θˆεσε,i) =
1
k + 1
(
∂i(θˆ
k+1
ε σε,j)− ∂j(θˆk+1ε σε,i)− θˆk+1ε (∂iσε,j − ∂jσε,i)
)
→ 1
k + 1
(
∂i(θˆ
k+1σˆj)− ∂j(θˆk+1σˆi)− θˆk+1(∂iσˆj − ∂j σˆi)
)
,
in H−1(O ∩ Ω), for every O  U open. Then, taking into account that θˆ takes only
the values 0 and 1, we get
θˆ(∂iθˆσˆj − ∂j θˆσˆi) = 1
k + 1
(
∂i(θˆσˆj)− ∂j(θˆσˆi)− θˆ(∂iσˆj − ∂j σˆi)
)
a.e. in U ∩Ω ∀ k ≥ 1.
Taking k converging to inﬁnity, this proves
(∂iθˆσˆj − ∂j θˆσˆi)χ{θˆ=1} = 0.
Similarly, we can show
(1− θˆ)(∂iθˆσˆj − ∂j θˆσˆi) = − 1
k + 1
(
∂i((1− θˆ)σˆj)− ∂j((1− θˆ)σˆi)− (1− θˆ)(∂iσˆj − ∂j σˆi)
)
a.e. in U ∩ Ω for every k ≥ 1 and then
(∂iθˆσˆj − ∂j θˆσˆi)χ{θˆ=0} = 0.
This proves (3.5), which combined with (3.38) also proves (3.6).
Proof of Theorem 3.3. Assume that (ω, uω) is a solution of (2.1). From Remark 8,
we know that
(3.44) (αχω + βχΩ\ω)∇uω = ∇w in Ω
with w the unique solution of
(3.45)
{ −Δw = 1 in Ω,
w = 0 on ∂Ω.
Deﬁning μˆ by (2.13), statement (2.14) with θˆ = χω implies
(3.46) {x ∈ Ω : |∇w(x)| > μˆ} ⊂ ω ⊂ {x ∈ Ω : |∇w(x)| ≥ μˆ}.
On the other hand, taking into account that Δw = 0 a.e. in {∇w = 0}, we get that
|∇w| > 0 a.e. in Ω, and then we can apply Remark 2 and (2.15) to get
(3.47) |ω| = κ.
Step 1. Let us prove the existence of a point x0 ∈ Ω, such that
(3.48) |∇w(x0)| = μˆ, ∇|∇w|2(x0) = 0.
We consider a connected component O of the set
{x ∈ Ω : |∇w(x)| < μˆ}
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(for example, the connected component corresponding to a point where w attains its
maximum). Since by (3.46) and (3.47), O does not agree with Ω, we have that ∂O∩Ω
is not empty and so we can take a point x∗ in ∂O ∩ Ω. Now, we choose x˜0 ∈ O
suﬃciently close to x∗ to have
|x˜0 − x∗| < dist(x˜0, ∂Ω),
and we take
r = dist(x˜0, ∂O) ≤ |x˜0 − x∗| < dist(x˜0, ∂Ω)
and x0 ∈ ∂O such that
|x˜0 − x0| = r.
Note that x0 is not in ∂Ω since r < dist(x˜0, ∂Ω). By the deﬁnition of O and x0 ∈ ∂O,
we have that the ﬁrst equality in (3.48) holds and
x0 ∈ ∂B(x˜0, r), |∇w|2 < |∇w(x0)|2 in B(x˜0, r).
This inequality combined with
−Δ|∇w|2 = −2|D2w|2 ≤ 0 in Ω,
which is a consequence of (3.45), allows us to use the Hopf’s lemma to deduce that the
normal derivative to O of |∇w|2 at x0 is strictly positive, and then that x0 satisﬁes
the second assertion in (3.48).
Step 2. Since from (3.45) w is analytic in Ω, we can apply the implicit function
theorem to deduce the existence of a neighborhood U ⊂ Ω of x0 such that (use (3.46))
U ∩ ∂ω = U ∩ {x ∈ Ω : |∇w| = μˆ}
is a connected analytic manifold of dimension N − 1. From Remark 7, we also have
that ∇w is parallel to the normal on ∂ω and then that the tangential derivative of w
in the connected variety U ∩ ∂ω vanishes. Since w > 0 in Ω, we deduce the existence
of a > 0 such that
w = a on U ∩ ∂ω,
i.e., the N − 1 variety U ∩ ∂ω satisﬁes
U ∩ ∂ω = U ∩
{
x ∈ Ω : w(x) = a, |∇w(x)| = μˆ
}
.
We deﬁne the analytic manifold M˜ by
M˜ =
{
x ∈ Ω : w(x) = a, |∇w(x)| > μˆ
2
}
and M as the interior of the set
{x ∈ Ω : w(x) = a, |∇w(x)| = μˆ}
with respect to M˜ . Remark that M is not empty because the N − 1 variety U ∩ ∂ω
is contained in M and then M is also an analytic manifold of dimension N − 1. Let
us prove that M is closed.
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We consider a sequence xn ∈ M which converges to x¯ ∈ Ω¯. Then x¯ belongs to
the analytic manifold M˜ , and so there exists a ball B of center the origin in RN and
an analytic injective function Φ : B → RN with Φ(B) open, such that
Φ(0) = x¯, Φ(B ∩ {y = (y1, . . . , yN) : yN = 0}) = M˜ ∩ Φ(B).
The function Ψ : B ∩ {y = (y1, . . . , yN) : yN = 0} → R deﬁned by
Ψ(y1, . . . , yN−1) = |∇w(Φ(y1, . . . , yN−1, 0))|2
is then analytic. On the other hand, since xn ∈ M converges to x¯, M is open with
respect to M˜ , and |∇w| = μˆ on M , there exists a ball B′ ⊂ B such that Ψ = μˆ on
B′. The analyticity of Ψ then proves that Ψ = μˆ on B ∩ {yN = 0} or equivalently
that |∇w| = μˆ on M˜ ∩Φ(B), which combined with Φ(B) open proves that x¯ belongs
to M .
Since w = a and |∇w| = μˆ in M , we also have that ∇w is a nonvanishing normal
vector on M and thus M is orientable.
Step 3. We consider a connected component M∗ of M . Then M∗ is a connected
compact orientable manifold of dimension N − 1 contained in Ω. By the Jordan–
Brower theorem, it is then the boundary of an open set Θ ⊂ Ω. On this point, we
follow the ideas in [22]. We have proved that w satisﬁes
(3.49)
⎧⎨
⎩
−Δw = 1 on Θ,
w = c on ∂Θ,
∂w
∂ν
constant on ∂Θ.
Since we also know that M∗ = ∂Θ is analytic, we can apply Serrin’s theorem (see
[23]) to deduce that Θ is a ball B(z0, R) and that w solution of (3.49) satisﬁes
(3.50) w(x) =
1
2N
(
R2 − |x− z0|2
)
+ c in B(z0, R).
Since w is analytic in Ω, we have that (3.50) is valid not only in B(z0, R) but in the
whole of Ω, and then, using that w = 0 on ∂Ω, we get that Ω agrees with the ball
B(z0,
√
R2 + 2cN).
4. Applications to the minimization of the first eigenvalue. In the present
section, we show how the results obtained previously for problem (2.1) or its relaxed
version (2.7) can be applied to the minimization of the ﬁrst eigenvalue corresponding
to the operator
u ∈ H10 (Ω) → −div
(
(αχω + β(1 − χω))∇u
) ∈ H−1(Ω),
under the restriction |ω| ≤ k, i.e., to the control problem
(4.1)
⎧⎪⎪⎨
⎪⎪⎩
min
∫
Ω
(
αχω + β(1− χω)
)|∇u|2dx,
ω ⊂ Ω, measurable, |ω| ≤ κ, u ∈ H10 (Ω),
∫
Ω
|u|2dx = 1,
where as in the previous sections Ω is a bounded open set of RN , 0 < α < β, and
0 < κ < |Ω|. As for the compliance problem, it is not clear that this problem has a
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solution, and thus it is necessary to introduce a relaxation which is given by
(4.2)
⎧⎪⎪⎨
⎪⎪⎩
min
∫
Ω
|∇u|2
1 + c θ
dx,
θ ∈ L∞(Ω; [0, 1]),
∫
Ω
θ dx ≤ κ, u ∈ H10 (Ω),
∫
Ω
|u|2dx = 1,
with c deﬁned by (2.6).
The relationship between problems (4.2) and (2.3) is a consequence of the follow-
ing result (see [2], [5]).
Lemma 4.1. For A ∈ L∞(Ω)N×N symmetric and uniformly elliptic, the first
eigenvalue
(4.3) λ1(A) = min
u∈H1
0
(Ω)
‖u‖
L2(Ω)
=1
∫
Ω
A∇u · ∇u dx
of the operator u ∈ H10 (Ω) → −div (A∇u) ∈ H−1(Ω) is characterized by
(4.4)
1
λ1(A)
= max
‖f‖L2(Ω)=1
{∫
Ω
A∇u · ∇u dx : −div(A∇u) = f in Ω, u ∈ H10 (Ω)
}
.
Moreover, the maximum in (4.4) is attained in a certain f if and only if f is an
eigenfunction relative to λ1(A).
Proof. Let f be in L2(Ω) with ‖f‖L2(Ω) = 1 and deﬁne u ∈ H10 (Ω) as the solution
of
(4.5) −div(A∇u) = f in Ω, u ∈ H10 (Ω).
We observe that deﬁnition (4.3) of λ1(A) implies
(4.6)
∫
Ω
A∇u · ∇u dx =
∫
Ω
fu dx ≤ ‖u‖L2(Ω) ≤
(
1
λ1(A)
∫
Ω
A∇u · ∇u dx
) 1
2
,
and then the arbitrariness of f proves
max
‖f‖L2(Ω)=1
{∫
Ω
A∇u · ∇u dx : −div(A∇u) = f in Ω, u ∈ H10 (Ω)
}
≤ 1
λ1(A)
.
In order to prove the contrary inequality, we take f ∈ H10 (Ω) as an eigenfunction
relative to λ1(A) of the unitary norm in L
2(Ω). Then the solution u of problem (4.5)
is given by u = f/λ1(A) and satisﬁes∫
Ω
A∇u · ∇u dx =
∫
Ω
fu dx =
1
λ1(A)
.
To ﬁnish the proof, it only remains to show that if the maximum in (4.4) is
attained in a certain f , then f is an eigenfunction relative to λ1(A). For this purpose,
we obseve that for such f , the inequalities in (4.6) are in fact equalities. Using then
‖f‖L2(Ω) = 1,
∫
Ω
fu dx = ‖u‖L2(Ω),
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we deduce the existence of t > 0 such that u = tf . Since we also know
−div(A∇u) = f in Ω, ‖u‖L2(Ω) =
(
1
λ1(A)
∫
Ω
A∇u · ∇u dx
) 1
2
,
we deduce that t = 1/λ1(A), which ﬁnishes the proof.
From Lemma 4.1, problem (4.2) is equivalent to
max
θ∈L∞(Ω;[0,1])∫
Ω θdx≤κ
max
‖f‖L2(Ω)=1
{∫
Ω
|∇u|2
1 + c θ
dx : −div
( ∇u
1 + cθ
)
= f in Ω, u ∈ H10 (Ω)
}
or changing the order in the maximum problems to
(4.7) max
‖f‖L2(Ω)=1
max
θ∈L∞(Ω;[0,1])∫
Ω θdx≤κ
{∫
Ω
|∇u|2
1 + c θ
dx : −div
( ∇u
1 + cθ
)
=f in Ω, u ∈ H10 (Ω)
}
,
i.e., it consists of solving the compliance problem for every f ∈ L2(Ω) with unitary
norm and then taking the maximum in f .
As an consequence of this equivalence and Theorem 3.1, we get the following.
Theorem 4.2. We consider an open set U ⊂ RN such that U ∩ Ω is of class
C1,1, and consider a pair (θˆ, uˆ) solution of (4.2). Then, for every open set O  U ,
we have the following:
• The function uˆ belongs to W 1,∞(O).
• The function
σˆ =
∇uˆ
1 + c θˆ
belongs to H1(O)N , and its tangential component vanishes on U ∩ ∂Ω.
• For every i, j ∈ {1, . . . , N}, we have
∂iθˆσˆj − ∂j θˆσˆi ∈ L2(O).
• If θˆ only takes the values 0 and 1, then
∂iθˆσˆj − ∂j θˆσˆi = 0 in U ∩ Ω, 1 ≤ i, j ≤ N,(4.8)
curl(σˆ) = 0 in U ∩ Ω.(4.9)
Proof. By Lemma 4.1, we know that (uˆ, θˆ) is also a solution of problem (2.8) with
(4.10) f =
uˆ
‖uˆ‖L2(Ω) .
Then the result follows from Theorem 3.1, just proving that uˆ is smooth enough (we
just need uˆ ∈ Lp(O), p > N) for every open set O  U ∩ Ω.
Since uˆ belongs to H10 (Ω), the Sobolev imbedding theorem implies
uˆ ∈
{
W−1,∞(Ω) if N ≤ 4,
W−1,
2N
N−4 (Ω) if N > 4.
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Thus, by Theorem 3.1 with f given by (4.10) (see also Remark 4) we conclude that
for every open set O  U ∩ Ω, we have
uˆ ∈
⎧⎪⎨
⎪⎪⎩
L∞(O) if N < 6,
Lp(O) ∀ p ∈ [0,∞) if N = 6,
L
2N
N−6 (O) if N > 6.
This proves smoothness for f given by (4.10) and allows us to improve the smoothness
for uˆ using again Theorem 3.1. Thus a bootstrap argument ﬁnishes the proof.
From the last assertion in Theorem 4.2, we can now obtain a counterexample to
the existence of solution for problem (4.1). This is given by the following result.
Theorem 4.3. Take Ω = (−π, π)× (−2π, 2π)N−1. Then there exists ε0 > 0 such
that for every ε ∈ (0, ε0), problem (4.1) with κ = |Ω| − ε has no solution.
Proof. We reason by contradiction.
Step 1. Assume that problem (4.1) with κ = |Ω|−ε has a solution (ωε, uε), where
we can take uε strictly positive in Ω. By Remark 2 and (2.15), we have that
(4.11) |ωε| = |Ω| − ε.
Moreover, taking into account (4.9) and Ω simply connected, we deduce the existence
of wε ∈ H1(O) such that
(4.12)
(
αχωε + β(1 − χωε)
)∇uε = ∇wε, −Δwε = λ1,εuε in Ω
with λ1,ε the minimum value of (4.1). Since ∇wε is normal to each side of ∂Ω, we
have that wε is constant in each side of ∂Ω, and then, since it is in H
1(Ω), it must be
constant on ∂Ω. Thus, we can take wε as the solution of
(4.13) wε = 0 on ∂Ω.
Step 2. We deﬁne
(4.14) λ1,0 = α min
u∈H10 (Ω)
‖u‖
L2(Ω)
=1
∫
Ω
|∇u|2dx = αN + 3
16
and
(4.15) u0 =
√
2
πN
cos
(y1
2
) N∏
j=2
cos
(yj
4
)
,
a unique solution of
−Δu0 = λ1,0u0 in Ω, u0 ∈ H10 (Ω), u0 ≥ 0 in Ω, ‖u0‖L2(Ω) = 1.
Then, observing that
λ1,ε = min
u∈H1
0
(Ω)
‖u‖
L2(Ω)
=1
|Ω\ω|=ε
(
α
∫
Ω
|∇u|2dx+ (β − α)
∫
Ω\ω
|∇u|2dx
)
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we deduce that for every ε > 0, we have
λ1,0 ≤ λ1,ε ≤ λ1,0 + (β − α) inf|Ω\ω|=ε
∫
Ω\ω
|∇u0|2dx,
which proves
(4.16) lim
ε→0
λ1,ε = λ1,0.
From (4.12), (4.13), (4.16), uε nonnegative, and ‖uε‖L2(Ω) = 1, we get that uε is
bounded in H10 (Ω), which combined with (4.11), (4.16), and
−αΔuε = λ1,εuε + (β − α)div
(
χΩ\ωε∇uε
)
in Ω
implies that uε converges weakly in H
1
0 (Ω) to the function u0. Using (4.12), Ω
Lipschitz, and a bootstrap argument, we conclude that
wε → u0 in H10 (Ω) ∩ C0(Ω¯),(4.17)
wε → u0 in C2,γ(O) ∀O  Ω, open ∀ γ ∈ (0, 1).(4.18)
Step 3. We have
(4.19) D2u0(0) = −
√
2
πN
diag
(
1
4
,
1
16
, . . . ,
1
16
)
.
In particular, D2u0(0) is not singular, and thus there exists δ > 0 such that
(4.20) det(D2u0) = 0 in B(0, δ).
By (4.15) and (4.20), we have
(4.21) det(D2wε) = 0 in B(0, δ) for ε > 0 small enough.
Now, we recall that by Theorem 2.2 and the deﬁnition of wε in (4.12), there exists
με > 0 such that
(4.22) {x ∈ Ω : |∇wε(x)| > με} ⊂ ωε ⊂ {x ∈ Ω : |∇wε(x)| ≥ με}.
Since |ωε| tends to |Ω|, we have that με converges to zero.
Step 4. We take xε ∈ Ω such that
wε(xε) = max
Ω
wε,
and we observe that (4.17) and u0 attaining its maximum at zero imply
(4.23) xε → 0.
We denote by Oε the connected component of the open set {x ∈ Ω : |∇wε| < με}
containing xε. Taking ε > 0 small enough to have xε ∈ B(0, δ) and such that (use
(4.18))
min
∂B(0,δ)
|∇wε| > με,
we get that O¯ε is contained in B(0, δ), and then from (4.21) and |∇wε| = με > 0 on
∂Oε we deduce that
∇(|∇wε|2) = D2wε∇wε = 0 in ∂Oε,
which allows us to use the implicit function theorem to prove that Oε is of class C
1
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and that, up to a set of null measure,
(Ω \ ωε) ∩B(0, δ) = {x ∈ B(0, δ) : |∇wε| < με}.
From Remark 7 and |∇wε| = με on ∂Oε, we also know that
(4.24) wε,
∂wε
∂ν
are constant on each connected component of ∂Oε.
In particular, since wε is a C
2 function, this proves that ∂Oε is not only C
1 but C2.
Step 5. Let us now show that Oε is star-shaped with respect to xε and then that
∂Oε is connected. For this purpose, let us estimate
d
dr
|∇wε(xε + ry)|2 = 2D2wε(xε + ry)∇wε(xε + ry) · y
for every y ∈ RN with |y| = 1 and every r > 0 such that xε + ry ∈ B(0, δ).
Fixing γ ∈ (0, 1) and using (4.18), we have
(4.25) |D2wε(xε + ry)−D2wε(xε)| ≤ Crγ .
Using then that ∇wε(xε) = 0, we can use a Taylor expansion to prove the existence
of t ∈ (0, 1) (depending on r, y and ε) such that
(4.26) |∇wε(xε + ry)− rD2wε(xε)y| ≤ r|D2wε(xε + try)y −D2wε(xε)y| ≤ Cr1+γ .
From (4.25) and (4.26), we deduce∣∣∣∣ ddr |∇wε(xε + ry)|2 − 2rD2u0(0)2y · y
∣∣∣∣ ≤ 2r|D2wε(xε)−D2u0(0)|+ Cr1+γ ,
and then, thanks to (4.19), we deduce the existence of a constant γ > 0 such that for
ε, r > 0 small enough, we have
d
dr
|∇wε(xε + ry)|2 ≥ γ r,
which proves that for every unitary vector y ∈ RN , the equation |∇wε(xε + ry)| = με
(which is equivalent to xε + ry ∈ ∂Oε) has at most a solution r > 0 such that
xε + ry ∈ B(0, δ). Since xε belongs to Oε ⊂ B(0, δ), we then have that this equation
has in fact a unique solution and then that Oε is star-shaped.
Step 6. From (4.12) and Oε ⊂ Ω \ Ωε, we get that
β∇uε = ∇wε in Oε,
which combined with Oε connected shows the existence of cε ∈ R such that
uε =
1
β
wε + cε.
Then, taking into account (4.24) and the second assertion in (4.12) we get that wε is
a solution of ⎧⎪⎪⎨
⎪⎪⎩
−Δwε = λ1,ε
(
1
β
wε + cε
)
in Oε,
wε,
∂wε
∂ν
constant on ∂Oε.
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Fig. 1. ε = 0.1 |Ω|.
Fig. 2. ε = 0.5 |Ω|.
Fig. 3. ε = 0.9 |Ω|.
Using that Oε is C
2 and connected, we can then apply Serrin’s theorem [23] to deduce
that Oε is a ball and wε is radial. Since we also know that ∇wε vanishes at xε, we
get that xε is the center of the ball Oε and then that D
2wε is a scalar matrix at
xε. Therefore, passing to the limit in ε by (4.18), we conclude that D
2u0 is a scalar
matrix in contradiction with (4.19).
To illustrate the example given in Theorem 4.3, we have introduced Figures 1,
2, 3. They correspond to the numerical solution of problem (4.2) for Ω given as in
Theorem 4.3 with N = 2, α = 1, β = 5 and ε = 0.1 |Ω|, ε = 0.5 |Ω|, ε = 0.9 |Ω|,
respectively. White color corresponds to the good material α, black color corresponds
to the bad material β, and grey colors refer to homogenization mixtures. Although
Theorem 4.3 refers to ε small, we have always found homogenized zones, and in fact
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they become especially signiﬁant for ε large, i.e., when we only dispose of a little
quantity of the good material α.
To better appreciate the homogenized zones, the ﬁgures have been obtained by
using a large precision where Ω is decomposed in 250,000 triangles. The algorithm
used consists in ﬁnding the corresponding eigenvalue function u for a given choice of
θ and then constructing a new function θ by solving the minimum in the ﬁrst line
of (2.8) for u ﬁxed. The calculus has been carried out using MATLAB. However, we
remark that we have not proved the convergence of the method. We do not know if
there is uniqueness for the optimal solution, but using diﬀerent initializations we have
always obtained the same result.
Remark 9. The unique properties of Ω that we have used in the proof of Theo-
rem 4.3 are that Ω is a simply connected suﬃciently smooth open set with connected
boundary, that the positive eigenfunction u0 corresponding to the ﬁrst eigenvalue of
the Laplace operator with homogeneous Dirichlet condition at the boundary has a
unique maximum point x0, and that
(4.27) D2u0(x0) is nonsingular and not a scalar matrix.
This allows us to extend the result to some other choices of Ω. In particular, using
the following result, it applies to an ellipse in R2 which is not a circle. (We recall
that the unrelaxed problem always has a solution if Ω is a circle [1].) This provides a
counterexample to the existence of a solution for problem (4.1), for which Ω is very
smooth.
Proposition 4.4. For 0 < b < a, we define Ω as the ellipse in R2 given by
Ω =
{
(x1, x2) ∈ R2 : x
2
1
a2
+
x22
b2
< 1
}
,
and we denote by λ1 the first eigenvalue of the problem
(4.28)
{ −Δu = λ1u in Ω,
u = 0 on ∂Ω.
Then, if u is a positive eigenfunction corresponding to λ1, we have that zero is the
unique point where u attaints its maximum and
(4.29) D2u(0, 0) = diag(d1, d2) with 0 > d1 > d2.
Proof. From the symmetry properties of Ω and the dimension of the space of
eigenfunctions relative to λ1 equals to one, it is clear that u has the following symmetry
properties:
(4.30) u(x1, x2) = u(−x1, x2) = u(x1,−x2) ∀ (x1, x2) ∈ Ω.
In particular,
(4.31) ∂1u(0, x2) = 0 ∀x2 ∈ [−b, b], ∂2u(x1, 0) = 0 ∀x1 ∈ [−a, a],
and thus
(4.32) ∂212u(0, 0) = 0.
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Now, we observe that thanks to the Hopf lemma, there exists h ∈ C∞(∂Ω) strictly
positive such that
∂u
∂ν
= −h on ∂Ω,
while the Dirichlet condition u = 0 on ∂Ω implies (ν = (ν1, ν2))
−∂1u ν2 + ∂2u ν1 = 0 on ∂Ω,
and then
(4.33) ∂1u = −h ν1, ∂2u = −h ν2 on ∂Ω.
From (4.31), (4.33), and the deﬁnition of u, we have that ∂1u satisﬁes{ −Δ∂1u = λ1∂1u in Ω ∩ {x1 > 0},
∂1u = 0 on {x1 = 0}, ∂1u < 0 on ∂Ω ∩ {x1 > 0},
which combined with
(4.34) λˆ1 :
def
= min
v∈H10 (Ω∩{x1>0})
∫
Ω∩{x1>0} |∇v|2dx∫
Ω∩{x1>0} |v|2dx
> min
v∈H10 (Ω)
∫
Ω |∇v|2dx∫
Ω
|v|2dx = λ1
allows us to use the strong maximum principle and the Holpf lemma to deduce
(4.35) ∂1u < 0 in Ω ∩ {x1 > 0}, ∂211u(0, x2) < 0, ∀x2 ∈ (−b, b).
Analogously, we can prove
(4.36) ∂2u < 0 in Ω ∩ {x2 > 0}, ∂222u(x1, 0) < 0, ∀x1 ∈ (−a, a).
From (4.30), (4.31), (4.35), and (4.36), we conclude that zero is the unique point
where u attains its maximum.
We introduce
O =
{
(x1, x2) ∈ R2 : 0 < |x2| < x1, x
2
2
a2
+
x21
b2
< 1
}
and z : O → R by (observe that O ⊂ Ω)
z(x1, x2) = u(x1, x2)− u(x2, x1) ∀ (x1, x2) ∈ O.
Thanks to the deﬁnition of u, (4.30), u > 0 in Ω, and u = 0 on ∂Ω, the function z
satisﬁes
(4.37)
{ −Δz = λ1z in O,
z = 0 on ∂O ∩ {|x2| = x1}, z > 0 on ∂O \ {|x2| = x1},
but reasoning as in (4.34), we get that the ﬁrst eigenvalue of the Laplace operator
with Dirichlet conditions on O is strictly smaller than λ1, and then we can apply the
strong maximum principle to (4.37) to deduce
(4.38) z > 0 in O.
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Now, identifying R2 with the complex ﬁeld C, we take
O˜ = {(x1, x2)2 : (x1, x2) ∈ O} ,
and we deﬁne z˜ : O˜ → R by
z˜(x1, x2) = z
(√
(x1, x2)
)
∀ (x1, x2) ∈ O2,
i.e., using polar coordinates,
z˜(x1, x2) = u
(√
r cos
(ρ
2
)
,
√
r sin
(ρ
2
))
− u
(√
r sin
(ρ
2
)
,
√
r cos
(ρ
2
))
with
x1 = r cos ρ, x2 = r sin ρ
for
−π < ρ < π, r
(
1 + cos ρ
a2
+
1− cos ρ
b2
)
< 2.
The function z˜ satisﬁes
⎧⎪⎨
⎪⎩
−Δz˜ = λ1
4|x| z˜ > 0 in O˜,
z˜ = 0 on ∂O˜ ∩ {x1 = 0}, z˜ > 0 on ∂O˜ \ {x1 = 0},
and it is in C∞(O˜) thanks to z ∈ C∞(O), ∇z(0, 0) = 0. So, we can apply the Hopf
lemma to deduce
∂1z˜ > 0 on ∂O˜ ∩ {x1 = 0},
which, thanks to ∇u(0, 0) = 0, shows in particular
0 < ∂1z˜(0, 0) = lim
h→0+
z˜(h, 0)− z˜(0, 0)
h
= lim
h→0+
z(
√
h, 0)− z(0, 0)
h
= lim
h→0+
u(
√
h, 0)− u(0,√h)
h
=
∂211u(0, 0)− ∂222u(0, 0)
2
.
Combining this inequality with (4.35) and (4.32), we then deduce (4.29).
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