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Abstract
This dissertation focuses on fountain codes under maximum likelihood (ML) decoding.
Fountain codes are a class of erasure correcting codes that can generate an endless
amount of coded symbols and were conceived to deliver data files over data networks to
a potentially large population of users. First Luby transform (LT) codes are considered,
which represent the first class of practical fountain codes. Concretely, the focus is
on LT codes under inactivation decoding, an efficient ML decoding algorithm that
is widely used in practical systems. More precisely, the decoding complexity of LT
codes under inactivation decoding is analyzed in terms of the expected number of
inactivations. The proposed analysis is based on a dynamical programming approach.
This analysis is then extended to provide the probability distribution of the number of
inactivations. Additionally a lower complexity approximate analysis is introduced and
a code design example is presented that illustrates how these analysis techniques can
be used to design LT codes. Next Raptor codes under ML decoding are considered. An
upper bound to the probability of decoding failure of q-ary Raptor codes is developed,
considering the weight enumerator of the outer code (precode). The bound is shown
to be tight, specially in the error floor region, by means of simulations. This bound
shows how Raptor codes can be analyzed similarly to a traditional serial concatenation
of (fixed-rate) block codes. Next, a heuristic method is presented that yields an
approximate analysis of Raptor codes under inactivation decoding. It is also shown by
means of an example how the results in this thesis can be used to design Raptor codes.
Raptor codes are next analyzed in a fixed-rate setting. Concretely, a Raptor code
ensemble with an outer code picked from the linear random ensemble is considered.
For this ensemble, the average weight enumerator and its growth rate are provided.
Furthermore, sufficient and necessary conditions for the ensemble to have a minimum
distance growing linearly with the block length are presented. The ensemble analyzed
resembles standard Raptor codes, as it is shown by means of simulations. Finally a
new class of fountain codes is introduced, that consists of a parallel concatenation of
a block code with a linear random fountain code (LRFC). This scheme is specially
interesting when the block code is a maximum distance separable (MDS) code. In this
case, the scheme can provide failure probabilities lower than those of LRFC codes by
several orders of magnitude, provided that the erasure probability of the channel is not
too high.
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Chapter 1
Introduction
I just wondered how things were put together.
Claude E. Shannon
In the early years of communication systems it was not known whether error free
communication was possible over a communication channel that introduced errors using
a rate that was not vanishingly small. It was C.E Shannon, who in his landmark paper
from 1948 [1] proved that error free communication is possible if one communicates at
a rate lower than the channel capacity. This milestone gave birth to the Information
Age in which we live nowadays.
Initially the research community focused on the communication channels that
arise in the physical layer of a communication system. At the physical layer of a
communication system the thermal noise generated by thermal vibrations of the atoms
in conductors can be accurately modeled as additive white Gaussian noise (AWGN),
giving rise to the AWGN channel. The AWGN channel was one of the first models
to be studied. Another simpler model of the physical layer is the binary symmetric
channel (BSC) channel that was also widely studied during the early days of the
Information Age. The BSC can be seen as a degradation of the AWGN when the input
to the channel is constrained to be binary and symmetric and the receiver applies hard
decision detection.
After the publication of Shannon’s work a humongous amount of research has been
carried out in the field of channel coding. The dominant motivation in the research
community was getting closer and closer to Shannon’s capacity with an affordable
complexity. In the early decades of channel coding, algebraic codes were the main
focus of research. The most prominent fruits of this research were Hamming, Golay,
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Reed Muller, BCH and RS codes [2–8]. Algebraic coding usually aims at finding codes
with good distance properties, usually by maximizing the minimum distance of a code.
Due to their good distance properties, algebraic codes tend to exhibit a low probability
of error under optimal (maximum likelihood) decoding. The main disadvantage of
algebraic codes, is that in general soft decoding tends to be complex, specially for large
block lengths.
The first paradigm change in coding was shifting the focus towards probabilistic
codes where the aim is at improving the average performance of a code with constraints
on the encoding and decoding complexity [9]. At this stage, the research community
had realized that the structure of the codes needed to be tailored to simplify the
implementation in practical systems. Convolutional codes, introduced by Elias in
[10] are generally considered to be the first class of probabilistic codes [9]. Optimal
decoding algorithms for convolutional codes were first derived by Viterbi [11] and then
by Bahl, Cocke, Jelinek and Raviv [12]. Another important milestone in coding was
the introduction of concatenated codes by Forney [13], which involve a serial cascade of
two linear block codes, usually denoted as inner and outer code. The main advantage of
concatenated codes is that the inner and outer codes can be short and easy to decode.
Hence, it is possible to decode concatenated codes using so called 2 stage decoders
(decoding first the inner and then the outer coder). This decoder is suboptimal but
it still shows a very good performance. In fact, the serial concatenation of RS and
convolutional codes developed by NASA [14], and inspired in Forney’s concatenated
codes, was for many years one of the best performing coding schemes known and was
widely used in practice.
The second paradigm change came with turbo codes, introduced in 1993 [15].
Thanks to iterative soft decoding algorithms both turbo and low-density parity-check
(LDPC) codes were able to approach the Shannon limit in AWGN channels with a
modest complexity. LDPC codes had been proposed and studied by Gallager in his
doctoral thesis in 1963 [16] but later they had been largely forgotten because their
potential for long block lengths was not recognised. Shortly after the introduction of
turbo codes, LDPC codes were rediscovered in [17], where it was observed that their
performance was better than that of convolutional and concatenated codes, and similar
to that of turbo codes. Nowadays, the majority of practical wireless communication
systems use turbo or LDPC codes since these codes allow to close largely the gap to
capacity in most cases.
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In the meantime digital communications have become ubiquitous and channel
coding problems are no longer exclusive to the physical layer of communications
systems. In this thesis we deal exclusively with erasure channels which are generally
not typical from the physical layer. The binary erasure channel (BEC) was introduced
by Elias in [10]. In this channel the transmitters sends one bit (either zero or one)
and the receiver either receives this bit error free or receives an erasure. The BEC was
originally regarded as a purely theoretical channel. However, this changed with the
emergence of the Internet. It was soon realized that erasure channels are a very good
abstraction model for the transmission of data over the Internet, where packets get
lost due to, for example, buffer overflows at intermediate routers. Erasure channels
also find applications in wireless and satellite channels where deep fading events can
cause the loss of one or several packets.
Reliable communication in data networks can be achieved by using an automatic
retransmission query (ARQ) mechanism in which the receiver requests the retrans-
missions of the information they have not been able to decode successfully. However,
ARQ mechanisms present some limitations. The first is that they rely intensively on
feedback. The second limitation enters into play in a reliable multicasting application,
where one single transmitter wants to send an object (a file) to a set of receivers. In
this scenario different receivers suffer different losses. If the number of receivers is
large, the transmitter needs to process a large number of feedback messages and it
also needs to perform a large number of retransmissions. For such applications, one
would desire to have an alternative to ARQ that does not rely so much on feedback
and whose efficiency scales better with the number of users.
Probably, one of the first works proposing erasure coding as an alternative to
ARQ mechanisms is [18], where an algorithm is proposed for the transmission of a
file to multiple receivers. Instead of retransmitting lost packets, the transmitter sends
redundancy packets until all receivers acknowledge the reception of the file. In that
work Reed-Solomon codes and linear random codes were considered, which become
impractical due to their complexity for medium-large block lengths, i.e., for block
lengths exceeding the few thousands.
Tornado codes were proposed for transmission over erasure channels [19, 20]. Tor-
nado codes have linear encoding and decoding complexity (under iterative decoding).
However, the encoding and decoding complexity is proportional to their block lengths
and not their dimension, [19]. Hence, they are not suitable for low rate applications
such as reliable multicasting, where the transmitter needs to adapt its code rate to
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the user with the worst channel (highest erasure probability). Another family of codes
with good performance over erasure channels are LDPC codes. Several works have
considered LDPC codes over erasure channels [21–23] and they have been proved to
be practical in several scenarios even under maximum likelihood (ML) decoding. For
example, in [23] a decoding speed of up to 1.5 Gbps was reported for a (2048, 1024)
LDPC using ML decoding. However, for a fixed code dimension, the decoding com-
plexity of LDPC codes increases with the block length. Thus, as the erasure rate of
the channel increases one is forced to increase the block length (i.e., decrease the rate),
and the decoding complexity increases.
Although solutions based on linear block codes usually outperform ARQ mechanisms
in the reliable multicasting setting, they still present some limitations. The first
limitation is that the rate, and hence the block length, needs to be fixed a-priori. In
the chosen rate turns out not to be low enough, it can happen that some users are
unable to recover the original file. Furthermore, block codes usually need to be carefully
designed taking into account the information and block lengths. Thus, if one decides
to change these parameters one usually needs to carry out a new code design.
The concept of a digital fountain was introduced in [24] as an ideal solution to the
problem of distributing data to a large number of users. A fountain code is basically an
erasure code that is able to generate a potentially endless amount of encoded symbols.
As such, fountain codes find application in contexts where the channel erasure rate is
not known a priori. The first class of practical fountain codes, LT codes, was introduced
in [25]. LT codes admit a sparse graph representation and can be decoded efficiently
by means of iterative decoding when the code dimension (or number of input symbols,
usually denoted by k) is large. The main drawback of LT codes is that in order to have
a low probability of unsuccessful decoding, the encoding and iterative decoding cost
per output/input1 symbol has to grow at least logarithmically with the dimension of
the code, k. Thus, LT codes have a scalability problem. On the one hand we need the
number of input symbols k to be very large so that iterative decoding succeeds with
high probability. On the other hand, by making k large the encoding and iterative
decoding cost increase.
Raptor codes were introduced in [26] and published in [27],[28] as an evolution of
LT codes. They were also independently proposed in [29], where they are referred
to as online codes. Raptor codes consist of a serial concatenation of an outer block
1The encoding cost is defined as the encoding complexity in terms of operations normalized by
the number of output symbols and the decoding cost as the decoding complexity normalized by the
number of input symbols.
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code, commonly referred to as precode, with an inner LT code. The basic idea behind
Raptor codes is relaxing the LT code design, thus, requiring only the recovery of a
fraction 1− γ of the input symbols, where γ is usually small. This can be achieved
with linear complexity, both in encoding and (iterative) decoding. The outer code is
responsible for recovering the remaining fraction of input symbols, γ. If the precode is
linear-time encodable, then the Raptor code has linear encoding complexity on the
number of input symbols k, and therefore the overall encoding cost per output symbol
is constant with respect to the number of input symbols k. If iterative decoding is used
and the outer code can be decoded iteratively with linear complexity (in the number
of input symbols k), the decoding complexity is also linear which results in a constant
decoding cost per symbol. Furthermore, in [28] it was shown that Raptor codes under
iterative decoding are universally capacity-achieving on the binary erasure channel.
This means that a Raptor code can achieve the capacity of all BECs, no matter which
value the erasure probability takes. Thus, they can be used for transmission over an
erasure channel whose erasure probability is unknown and they are still guaranteed to
achieve capacity.
Both LT and Raptor codes have been analyzed in depth under the assumption of
iterative decoding and very large input blocks (at least in the order of a few tens of
thousands symbols). However, often much smaller input block lengths are used due to
different reasons. For example, the decoders have sometimes limited memory resources
allocated, the files to be delivered are often of smaller size, and sometimes a short
latency is desired. This leads to the need of efficient short fountain codes. This is
the reason why, for the Raptor codes standardized in 3GPP Multimedia Broadcast
Multicast Service (MBMS) and IETF it is recommend to use between 1024 and 8192
input symbols (see [30] and [31] for more details). For these input block lengths, the
performance under iterative decoding degrades considerably. In fact, these codes are
decoded using an efficient ML decoding algorithm known as inactivation decoding [32].
The focus of this doctoral thesis is on the analysis and design of fountain codes
under ML decoding inspired by practical applications. Major parts of the results in
this dissertation have been published in [33–41].
The remaining of this thesis is organized as follows. Chapter 2 provides some
preliminaries on erasure channels, block codes and fountain codes. The two main
classes of fountain codes, LT and Raptor codes are introduced in Chapter 3. In
Chapter 4 LT codes under inactivation decoding are considered. The main contribution
of this chapter is an analysis of the decoding complexity of LT codes under inactivation
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decoding using a dynamical programming approach. Chapter 5 focuses on Raptor codes
under inactivation decoding. First, an upper bound on the probability of decoding
failure of Raptor codes under ML decoding is presented. Then, a heuristic analysis of
inactivation decoding is presented that provides an approximation of the number of
inactivations. Chapter 6 contains several results related to the distance spectrum of an
ensemble of fixed-rate Raptor codes. In Chapter 7 a novel fountain coding scheme is
presented that consists of a parallel concatenation of a linear block code with a linear
random fountain code (LRFC). This scheme is particularly interesting when the outer
code is a maximum distance separable (MDS) code. Some concluding remarks are
presented in Chapter 8. Appendix A contains a comparison of the performance of the
different inactivation techniques used in practice. Finally, Appendix B contains some
proofs that were omitted from Chapters 5 and 6.
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Background
Everything should be made as simple as possible, but not simpler.
Albert Einstein
In this chapter we briefly introduce the communication channels that are considered
in this thesis. Concretely, we present three different channels, the binary erasure
channel (BEC), the q-ary erasure channel (QEC) and the packet erasure channel. We
then present some basic concepts related to block codes and fountain codes. Finally,
the notation used in the thesis is described.
2.1 Channel Models
2.1.1 The Memoryless Binary Erasure Channel
The memoryless binary erasure channel (BEC) [10] is a communication channel with
a binary input alphabet X = {0, 1} and a ternary output alphabet Y = {0, 1, E}, as
depicted in Figure 2.1. The symbol “E” denotes an erasure. Let X ∈ X be the random
variable associated to the input of the channel and Y ∈ Y be the random variable
associated with the output of the channel. The transition probabilities of the channel
are:
Pr(Y = y|X = x) = 1− ε, if y = x,
Pr(Y = E|X = x) = ε.
7
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0
1
0
E
1
1− ε
ε
1− ε
ε
Fig. 2.1 The binary erasure channel (BEC).
When the symbols “0” or “1” are received there is no uncertainty about the symbol
transmitted. However, when symbol “E” is received the receiver does not know which
symbol was transmitted.
The capacity of the BEC is
C = 1− ε [bits/channel use],
and it is attained with X uniformly distributed.
2.1.2 The q-ary Erasure Channel
The q-ary erasure channel (QEC) is a communication channel with a q-ary input alpha-
bet X = {0, 1, ..., q−1} and an output alphabet of cardinality q+1, Y = {0, 1, ..., q − 1, E},
as depicted in Figure 2.2. Again, symbol “E” denotes an erasure. Let X ∈ X be the
random variable associated to the input of the channel and Y ∈ Y be the random
variable associated to the output of the channel. The transition probabilities of the
channel are:
Pr(Y = y|X = x) = 1− ε, if y = x,
Pr(Y = E|X = x) = ε.
The capacity of the QEC is
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1− ε
ε
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Fig. 2.2 The q-ary erasure channel (QEC).
C = 1− ε [symbols/channel use],
and
Cb = log2(q)C [bits/channel use].
The capacity is attained with X uniformly distributed in X .
2.1.3 The Packet Erasure Channel
The packet erasure channel is a communication channel in which the input is a packet,
that is, an array of L symbols belonging to the alphabet {0, 1}, i.e. X = {0, 1}L.
Similarly to the BEC and QEC, in the packet erasure channel at the output the input
is received error free with probability 1− ε, and an erasure is received with probability
ε.
The packet erasure channel can be seen as L parallel, fully correlated BECs [42].
Thus, the capacity of the packet erasure channel is
C = 1− ε [packets/channel use],
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and
Cb = LC [bits/channel use].
Furthermore, all coding methods and performance bounds from the BEC can be applied
to the packet erasure channel with slight modifications.
The packet erasure channel has a great practical importance. For example, let us
consider a satellite or terrestrial communication link. The data to be transmitted is
usually split into packets and each of these packets is transmitted using a channel
code at the physical layer. At the receiver side, channel decoding is performed at
the physical layer in order to correct the errors introduced by the (physical) channel.
After channel decoding some residual errors might still be present. At this stage error
detection is carried out and packets containing errors are marked as erased (discarded).
It is easy to see how, under the assumption of perfect error detection, the upper layers
can abstract the behavior of the lower layers as a packet erasure channel.
The packet erasure channel can also be used to abstract the behavior of a computer
data network such as the Internet. In this case, generally, the packets need to be
forwarded through different intermediate nodes before reaching their destination. In
this case, packet losses can occur due to, for example, a buffer overflow in some
intermediate node. Additionally, during transmission bit errors can occur. Protocols
(i.e. IP protocol) usually add a cyclic redundancy check (CRC) to each packet, that
is used to detect and discard erroneous packets. All in all, the behavior of the data
network can be abstracted by the upper layers as a packet erasure channel between
the encoder and decoder.
Figure 2.3 shows the block diagram of a typical digital communication system
that makes use of erasure coding in a single link communication. At upper layers, a
packet erasure channel encoder is used which accepts at its input k source packets
and generates n output packets. Before transmission, each frame is protected by an
erasure code. At the receiver side channel decoding is performed at the physical layer
in order to correct the errors introduced by the (physical layer) channel. After channel
decoding some residual errors might be present. At this stage error detection is carried
out and packets containing errors are marked as erased (discarded). Next, this packets
are passed on to the packet erasure channel decoder which then recovers the k original
source packets.
Due to the easy mapping of the packet erasure channel to the BEC and QEC, for
ease of exposition all the results in this thesis will be stated in the BEC/QEC setting,
10
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packet erasure channel
...
packet erasure
channel encoder
...
physical layer
channel encoder
...
packet erasure
channel decoder
EEEEEEEEEEE
EEEEEEEEEEE
...
EEEEEEEEEEE
physical layer
channel decoder
physical layer
channel
erased packets
k source packets k source packets
n ≥ k output packets
Fig. 2.3 Simplified diagram of a communication system that makes use of packet erasure
coding.
being the extension to the packet erasure channel straightforward. This approach is
quite widespread in the recent literature of coding for erasure channels.
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2.2 Block Codes: Basics and Performance Bounds
Consider the transmission over the BEC with a (n, k) binary linear block code C. It is
possible to show that the block error probability, PB satisfies the following inequality
PB(C) ≥ P (S)B ,
where P (S)B is the Singleton bound [43],
P
(S)
B (n, k, ε) =
n∑
e=n−k+1
(
n
e
)
εe(1− ε)n−e. (2.1)
In this bound, equality is achieved only if C is a (n, k) maximum distance separable
(MDS) code, i.e., if the code minimum distance is:
dmin = n− k + 1.
Berlekamp derived an upper bound on the average block error probability of random
binary linear block codes [44]
P
(B)
B =
n∑
e=n−k+1
(
n
e
)
εe(1− ε)n−e
+
n−k∑
e=1
(
n
e
)
εe(1− ε)n−e 2−(n−k−e). (2.2)
If we compare (2.1) and (2.2) we can see how the Berlekamp bound is composed of
the Singleton bound plus a correction term.
Let us denote by C∗ the best code among all (n, k) binary linear block codes, where
by best we mean the one with the minimum block error probability over a BEC. We
have that:
P
(S)
B ≤ PB(C∗) < P (B)B .
That is, the Singleton and the Berlekamp bounds provide lower and upper bounds to
the block error probability of the best binary linear block code with parameters (n, k).
The block error probability of a linear block code not only depends on its minimum
distance, dmin, but also on its weight enumerator, Aw, that corresponds to the number
of codewords of Hamming weight w. Unfortunately, when dealing with modern (turbo/
LDPC) codes, deriving the exact weight enumerator of a code is a very challenging
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problem [45]. For this reason it is convenient to work with code ensembles since it is
usually easier to derive average results for the ensemble.
A code ensemble C is a set of codes C = {C1, C2, . . . , Cm} together with a probability
distribution that gives the probability of the occurrence of each of the codes in the
ensemble. We will illustrate the concept of code ensemble by means of an example.
Example 1. The (n, k) binary linear random ensemble is given by all possible codes
obtained by generating at random a (n− k)× n parity check matrix H in which each
element of the parity check matrix takes value one with probability 1/2. This ensemble
contains all (n, k′) codes with k′ ≤ k, since the rank of H can be smaller than n− k.
Let us consider a binary linear block code ensemble C = {C1, C2, . . . , Cm}. The
ensemble average weight enumerator Aw is defined as
Aw = EC∈C [Aw(C)] ,
where EC∈C [·] denotes expectation over all the codes C in the ensemble C , and Aw(C)
is the weight enumerator of code C.
Consider a binary linear block code ensemble C with average weight enumerator
Aw. The average block error probability for codes in the ensemble, PB(C ), can be
upper bounded as [46]
PB(C ) = EC∈C [PB(C)] ≤ P (S)B (n, k, ε)
+
n−k∑
e=1
(
n
e
)
εe(1− ε)n−emin
1,
e∑
w=1
(
e
w
)Aw(
n
w
)
 . (2.3)
2.3 Fountain Codes: Basics and Performance Bounds
Consider a fountain code Cf of dimension k. The fountain encoder receives at its
input k input symbols (also called source symbols) out of which it generates n output
symbols (also called coded symbols). The key property of a fountain code is that the
number of output symbols n does not need to be fixed a-priori. Additional output
symbols can be generated on the fly in an on-demand fashion. For this reason, fountain
codes are said to be rateless.
We consider the transmission over an erasure channel with a fountain code with k
input symbols. In this setting, the output symbols generated by the fountain encoder
are transmitted through an erasure channel where they are erased with probability ε.
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We denote by m the number of output symbols that are not erased by the channel at
a given receiver. We define the absolute (receiver) overhead as:
δ := m− k.
We also define the relative overhead ϵ as the absolute overhead normalized by the
number of input symbols, formally:
ϵ := δ
k
= m/k − 1.
Given the fact that fountain codes are rateless (n not fixed) it is useful to define
the performance bounds of fountain codes in terms of the absolute receiver overhead.
More concretely, we are interested in bounds to the probability of decoding failure as a
function of the absolute receiver overhead, PF(δ).
A lower bound to the performance of fountain codes is obtained assuming an ideal
fountain code that allows the receiver to decode successfully whenever m ≥ k output
symbols are received, i.e., whenever δ ≥ 0. The performance on an ideal fountain code
is, hence, given by:
PIF(δ) =
1 δ < 00 δ ≥ 0 .
Thus, for any given fountain code Cf its decoding failure probability can be lower
bounded as
PF(Cf , δ) ≥ PIF(δ)
Let us consider a linear random fountain code (LRFC)1 on a finite field of order q.
In [47] it was shown how the probability of decoding failure of an LRFC can be upper
bounded as
PF(δ) <
1
q − 1q
−δ, δ ≥ 0 (2.4)
Let us now denote by C∗f the best code among all q-ary fountain codes with k input
symbols, where by best we mean the one with the minimum block error probability
over a QEC. We have that:
PIF(δ) ≤ PF(C∗f , δ) <
1
q − 1q
−δ, δ ≥ 0
1linear random fountain codes (LRFCs) are defined in Section 3.1.
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That is, the performance of an ideal fountain code and the bound in (2.4) provide lower
and upper bounds to the probability of decoding failure of the best q-ary fountain code
with k input symbols, when used to transmit over a q-ary erasure channel.
2.4 Notation
In this section we introduce several definitions which will be used throughout the thesis.
Definition 1 (O-notation). Let f and g be two real functions. We write:
f(n) = O (g(n)) , as n→∞,
if for sufficiently large values of n, there exists a constant s so that
|f(n)| ≤ s|g(n)|.
For example, if a function f is O(log(n)), given n, we can find a value s such that
f is upper bounded by s log(n) for sufficiently large n. This notation is also known as
Landau notation and it is employed to characterize the behaviour of a function when
its argument tends to infinity [48].
Another useful asymptotic notation is the small o-notation whose formal definition
is introduced next.
Definition 2 (o-notation). Let f and g be two real functions. We write:
f(n) = o (g(n)) , as n→∞,
if and only if for any constant s > 0 and sufficiently large n
|f(n)| ≤ s|g(n)|.
Note that although the definitions of O-notation and o-notation are similar, they
are not equivalent. For example, consider f(n) = n2. We can say that n2 is O(n2) but
this would not be true for little o-notation.
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Definition 3 (Exponential equivalence). Two real-valued positive sequences a(n) and
b(n) are said to be exponentially equivalent [49], writing a(n) .= b(n), when
lim
n→∞
1
n
log2
a(n)
b(n) = 0.
If a(n) and b(n) are exponentially equivalent, then
lim
n→∞
1
n
log2 a(n) = limn→∞
1
n
log2 b(n).
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Chapter 3
Linear Random Fountain Codes,
LT and Raptor Codes
Within this chapter we present three fountain code constructions that can be found
in literature. First we introduce linear random fountain codes (LRFCs), which are
probably the conceptually simplest fountain code one can think of. We then introduce
LT codes, and describe their encoding and decoding procedures. Finally, we introduce
Raptor codes, which are arguably the best performing fountain coding scheme known.
3.1 Linear Random Fountain Codes
For the sake of completeness, let us start by formally defining a Galois Field
Definition 4 (Galois Field). We denote by Fq a Galois field or finite field of order
q. A Galois Field Fq is a set of q elements on which the addition and multiplication
operations fulfil the following properties:
(a) Fq is an Abelian group under addition with identity element denoted by 0.
(b) Fq\{0} is a multiplicative group with identity element denoted by 1.
(c) multiplication is distributive over addition
A q-ary linear random fountain code (LRFC) is a fountain code that accepts at its
input a set of k input (or source) symbols, v = (v1, v2, . . . , vk), where vi ∈ Fq. At its
output, the linear random fountain code encoder can generate an unlimited amount of
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output symbols (also known as coded symbols) c = (c1, c2, . . . , cn), where n can grow
indefinitely and ci ∈ Fq. The i-th output symbol ci is generated as:
ci =
k∑
j=1
gj,ivj,
where the coefficients gj,i are picked from Fq with uniform probability. If we assume n
to be fixed, LRFC encoding can be seen as a vector matrix multiplication:
c = vG,
where G is an k × n with elements gj,i picked uniformly at random from Fq.
Let us now assume that the output symbols produced by the LRFC encoder are
transmitted over a q-ary erasure channel, and let us also assume that out of the n
output symbols generated by the LRFC encoder, the receiver collects m = k + δ,
denoted by y = (y1, y2, . . . , ym). Denoting by I = {i1, i2, . . . , im} the set of indices
corresponding to the m non-erased symbols, we have
yj = cij .
We can now cast the received output symbols as
y = vG˜ (3.1)
with G˜ given by the m columns of G with indices in I.
LRFC decoding is performed by solving the system of equations in (3.1). Note that
matrix G˜ is dense, since its elements are picked uniformly at random in Fq. Due to the
high density of G˜ LRFC decoding is quite complex; hence, LRFCs are only practical
for small values of k (at most in the order of the hundreds).
The performance of these codes is remarkably good and follows a relatively simple
model. Under ML decoding, the decoding failure probability of a binary LRFC [28, 50]
can be accurately modeled as PF ∼ 2−δ for δ ≥ 0. Actually, PF can be upper bounded
by 2−δ [44, 28, 50].
In [51], LRFC on finite fields of order equal or larger than 2 (Fq, q ≥ 2) were
analyzed. It was shown that for an LRFC over Fq, the failure probability under ML
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decoding is bounded as [51]
q−δ−1 ≤ PF(δ, q) < 1
q − 1q
−δ (3.2)
where both bounds are tight already for q = 2, and become tighter for increasing q.
3.2 LT codes
Luby transform (LT) codes were introduced in [25] as the first practical implementation
of a fountain code. They were originally introduced together with an iterative decoding
algorithm that will be explained in detail in Section 3.2.1.
An LT code accepts at its input a set of k symbols, v = (v1, v2, . . . , vk), that are
commonly referred to as input symbols (or source) symbols. At its output, the LT
encoder can generate an unlimited amount of output symbols (also known as coded
symbols) c = (c1, c2, . . . , cn), where n can grow indefinitely. A key concept when
dealing with LT codes is the degree of an output symbol or output degree, which
is defined as the number of input symbols that were used to generate the output
symbol under consideration. An LT code is defined by an output degree distribution
Ω = (Ω1,Ω2,Ω3, . . . ,Ωdmax), where Ωd corresponds to the probability that an output
symbol of degree d is generated, and dmax is the maximum output degree.
In order to generate one output symbol the LT encoder performs the following
steps:
• Randomly choose a degree d according to the degree distribution Ω.
• Choose uniformly at random d distinct input symbols.
• Compute the output symbol as a xor of the d selected input symbols.
If we assume for a moment that the number of output symbols n is fixed, the LT
encoding operation can be seen as a vector matrix multiplication:
c = vG,
where G is an k × n binary1 matrix which defines the relation between the input and
the output symbols. The element gi,j of G is set to one only if input symbol i was
1Unless otherwise stated we will always consider binary LT codes.
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Fig. 3.1 Bipartite graph of an LT code.
used to generate output symbol j. Otherwise, element gi,j is set to zero. From this
description it is easy to see how binary LRFCs can be considered a particular type of
LT code in which the output degree distribution corresponds to a binomial distribution
with parameters k and 1/2.
LT codes admit a bipartite graph representation. In the bipartite graph of an LT
code there are two different types of nodes, corresponding to input and output symbols.
Let us introduce the notation deg(c) to refer to the degree of an output symbol c. An
output symbol of degree d will have d neighbors in the bipartite graph. We will use
the notation N (·) to denote the set of neighbours, i.e. the neighbourhood of a node.
The bipartite graph of an LT code is related to its matrix representation, and can
be derived from G. We will illustrate this by means of an example. Figure 3.1 shows
the bipartite graph representation of an LT code with k = 5 input symbols and n = 8
output symbols. In the figure, input symbol are represented by red circles and output
symbol using blue squares. The generator matrix of the LT code represented in the
figure corresponds to
G =

1 1 1 1 0 0 0 0
0 1 1 0 0 0 0 0
0 1 1 0 0 0 0 1
1 0 0 1 1 1 1 0
0 1 0 0 0 0 1 1

.
An important parameter of an LT code is its average output degree Ω¯, that is given
by
Ω¯ :=
dmax∑
i=1
iΩi.
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In LT literature, degree distributions are commonly represented in polynomial form.
Given a degree distribution Ω, its polynomial representation Ω(x) is given by
Ω(x) :=
dmax∑
i=1
Ωixi.
This representation can be used to derive moments of the degree distribution (that is a
probability mass function) in a very compact form. For example, the average output
degree can be expressed as the first derivative of Ω(x) evaluated at 1,
Ω¯ = Ω′(1).
3.2.1 Iterative Decoding
LT codes were introduced in [25] together with a suboptimal, low complexity decoding
algorithm. Although a more proper name for it would be that of peeling decoder, this
decoder is usually referred to as iterative decoder. In this thesis we will use the terms
iterative decoding and peeling decoder interchangeably.
Iterative decoding of LT codes is best described using a bipartite graph. Let us
assume that the receiver has collected m = k + δ output symbols that we will denote
by y = (y1, y2, . . . , ym). We will consider a bipartite graph containing the m collected
output symbols, y, and the k input symbols v.
Algorithm 1 (Iterative decoding).
1. Search for an output symbol of degree one.
(a) If such an output symbol y exists move to step 2.
(b) If no output symbols of degree one exist, iterative decoding exits and decoding
fails.
2. Output symbol y has degree one. Thus, denoting its only neighbour as v, the
value of v is recovered by setting v = y.
3. Denoting by N (v) the set of neighbours of v. For each y ∈ N (v):
(a) Update the value of y as: y = y + v, where + denotes addition over F2.
(b) Remove input symbol v and all its attached edges from the graph.
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4. If all k input symbols have been recovered, decoding is successful and iterative
decoding ends. Otherwise, go to step 1.
In order to illustrate iterative decoding we will provide a small example. Figure 3.2
shows the bipartite graph before iterative decoding starts. We can see that the number
of source symbols is k = 4 and the number of output symbols collected by the receiver
(not erased by the channel) is n = 5.
v1
y1
v2
y2
v3
y3
v4
y4 y5
Fig. 3.2 Iterative decoding example, step 0.
Iterative decoding starts by searching for a degree one output symbol. In Figure 3.3
we can see that output symbol y3 is the only output symbol with degree one. Using y3
the decoder recovers v2. Afterwards, the decoder performs the xor (addition over F2)
of v2 with all its neighbors. After doing so all edges attached to v2 are erased.
v1
y1
v2
y2
v3
y3
v4
y4 y5
y3
y1 = y1 + v2 y2 = y2 + v2 y5 = y5 + v2
Fig. 3.3 Iterative decoding example, step 1.
The second run of iterative decoding is shown in Figure 3.4. The decoder finds
the only degree one output symbol y1, and uses it to recover v1. Next, the decoder
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performs the xor (addition over F2) of v1 with its other neighbor, y4, and erases the
edges attached to v1.
v1
y1
v2
y2
v3
y3
v4
y4 y5
y1
y4 = y4 + v1
Fig. 3.4 Iterative decoding example, step 2.
Figure 3.5 depicts the third iteration. We can see how the only degree one output
symbol y4 is used to solve v4. Then the decoder performs the xor of v4 to its other
neighbor, y2 and the edges are removed from the graph.
v1
y1
v2
y2
v3
y3
v4
y4 y5
y4
y2 = y2 + v4 y5 = y5 + v4
Fig. 3.5 Iterative decoding example, step 3.
Finally, the last iteration is shown in Figure 3.6. Now there are two degree one
output symbols, y2 and y5. In this case we assume the decoder chooses at random y2
to recover the last input symbol v3.
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Fig. 3.6 Iterative decoding example, step 4.
The following proposition ([25]) provides a necessary condition for decoding to be
successful with high probability.
Proposition 1. A necessary condition for decoding to be successful with high probability
is Ω¯ = O (log(k)).
Proof. The proof uses the “balls into bins” argument that was presented in [25]. Let
us first assume that k and m are very large and let us assume that at encoding each
output symbol chooses its neighbors with replacement2. Let us consider a randomly
chosen input symbol v and an output symbol y of degree d. The probability that v is
not in the neighborhood of y corresponds to:
Pr{v /∈ N (y) |deg(y) = d} =
(
k − 1
k
)d
.
Let us denote by Pe the probability that v does not have any edges to the m received
symbols. This probability corresponds to the probability of v not belonging to the
union of the neighborhoods of the m received output symbols. Under the replacement
assumption we have that
Pe = Pr
{
v /∈
m⋃
i=1
N (yi) | m∑
i=1
deg(yi)
}
=
(
k − 1
k
)∑m
i=1 deg(yi)
2This means that an output symbol will be allowed to choose multiple times the same neighbor.
However, this will happen with a negligible probability for large enough values of k.
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If we now let k tend to infinity, we have
lim
k→∞
Pe = e−Ω¯(1+ϵ)
where we have made use of the relationship
lim
k→∞
(
k − 1
k
)k
= e−1.
Let us denote by φ the expected number of input symbols not covered by any output
symbol,
φ = ke−Ω¯(1+ϵ).
A necessary condition for successful decoding with high probability is that the φ is
vanishingly small. If we relax this condition and let φ simply be a small positive
number, we have
Ω¯ = log(k/φ)1 + ϵ .
This leads us to the statement in the proposition.
Note that the condition in Proposition 1 is valid for any decoding algorithm and
not only for iterative decoding.
The performance of LT codes under iterative decoding has been object of study
in several works and is well understood, [52–55]. Iterative decoding of LT codes can
be seen as an iterative pruning of the bipartite graph of the LT code. If we take an
instance of decoding in which iterative decoding is successful, we have that initially
all input symbols are unresolved (not yet decoded). At every iteration exactly one
input symbol is resolved and all edges attached to the resolved input symbol are erased
from the graph. Decoding continues until all input symbols are resolved, which is the
case after k iterations. Let us consider the iterative decoder at some intermediate step
in which u input symbols are yet unresolved and k − u symbols have already been
resolved. Following [52] we shall introduce some definitions that provide an insight
into the iterative decoding process.
Definition 5 (Reduced degree). We define the reduced degree of an output symbol as
the degree of the output symbol in a reduced bipartite graph in which only unresolved
input symbols are present.
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unresolved symbols
Fig. 3.7 Example of ripple and cloud in the bipartite graph of an LT code.
Thus, at the initial stage of iterative decoding, when all input symbols are unresolved,
the reduced degree of a symbol is equal to its actual degree. However, as iterative
decoding progresses the reduced degree of an output symbol decreases if his neighbors
get resolved.
Definition 6 (Output ripple). We define the output ripple or simply ripple as the set
of output symbols of reduced degree 1 and we denote it by R.
Definition 7 (Cloud). We define the cloud as the set of output symbols of reduced
degree d ≥ 2 and we denote it by W .
Figure 3.7 shows the bipartite graph of an LT code in which 4 input symbols are
unresolved. It can be observed how output symbols y1 and y4 belong to the ripple
since they have reduced degree one and output symbols y2 and y3 belong to the cloud
since their degree is 2 or larger.
It is easy to see how during the iterative decoding process, after every iteration
at least one symbol leaves the ripple (assuming decoding is successful). Moreover, at
each iteration some output symbols might leave the cloud and enter the ripple if their
reduced degree decreases from two to one. Note also that iterative decoding fails if the
ripple becomes empty before k iterations. Thus, if one is able to track the size of ripple
it is possible to derive the performance of LT codes under iterative decoding. In [52] a
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finite length analysis of LT codes is proposed that models the iterative decoder as a
finite state machine, based on a dynamic programming approach. The full proof of the
analysis in [52], that was published only in abstract form, can be found in [55]. This
analysis can be used to derive the error probability of the iterative decoder and it also
allows to compute the first order moments of the ripple and the cloud. This analysis
was extended in [54], where the second moment of the ripple size was analyzed. In
[53] another analysis of LT codes under iterative decoding is proposed that has lower
complexity and is based on the assumption that the number of output symbol collected
by the receiver follows a Poisson distribution.
3.2.1.1 Degree Distributions
In this section we present the two best well known degree distributions, the ideal soliton
distribution and the robust soliton distribution. Both distributions were designed for
iterative decoding.
Ideal Soliton Distribution
The first distribution we will present is known as ideal soliton distribution [25] and is
based on these two design principles:
• The expected number of output symbols in the ripple at the start of iterative
decoding is one.
• The expected number of output symbols leaving the cloud and entering the ripple
is one at every iteration.
Thus, the expected ripple size is 1 during the whole decoding process. The ideal soliton
distribution, which we denote by ΩISD, has the following expression.
ΩISDd =

1
k
d = 1
1
d(d−1) 1 < d ≤ k.
Note that the distribution varies with the number of input symbols k. The average
output degree of the ideal soliton distribution is [25]
Ω¯ISD = H(k)
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Fig. 3.8 Ideal soliton distribution, ΩISD, for k = 50.
where H(k) is the harmonic sum up to k:
H(k) =
k∑
i=1
1
i
.
Since, the harmonic sum can be approximated as H(k) ≈ log(k), we can approximate
the average output degree of ΩISD as
Ω¯ISD ≈ log(k),
For illustration we provide a plot of the ideal soliton distribution for k = 50 in
Figure 3.8.
In practice the ideal soliton distribution does not show a good performance. The
reason behind this poor performance is that its design only takes into account the
expected value of symbols entering the ripple. In practice, however, there are statistical
variations in the iterative decoding process that make the ideal soliton distribution fail
with high probability.
Let us denote the probability of decoding failure by PF. A lower bound to PF is
the probability that the decoding cannot start at all because the ripple is empty (no
degree one output symbols), we shall denote this probability by Pns. This probability
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corresponds to
Pns =
(
m
0
)
ΩISD1
0 (1− ΩISD1 )m = (1− 1k
)k(1+ϵ)
.
If we now let k (andm) tend to infinity keeping the relative receiver overhead ϵ constant,
this expression simplifies to:
lim
k→∞
Pns = e−(1+ϵ).
This implies the probability of decoding failure is in practice very high, since one
usually wants to operate at low ϵ (the overhead should ideally be small).
Robust Soliton Distribution
The robust soliton distribution was introduced in the original LT paper from Luby, [25].
This distribution is an improvement of the ideal soliton. In fact, the design goal of the
robust soliton distribution is ensuring that the expected ripple size is large enough at
each point of the decoding with high probability. This ensures that iterative decoding
does not get stuck in the middle of the decoding process.
The robust soliton distribution is actually a family of parametric distributions
that depend on two parameters ψ and ς. Let R = ς log(k/ψ)
√
k. The robust soliton
distribution is obtained as:
ΩRSDd =
ΩISDd + τd
β
, (3.3)
where τd and β are given by
τd =

R
d k
1 ≤ d ≤ k
R−1
R log (R/ψ) /k d = k
R−1
0 d > k
R−1
,
and
β =
k∑
d=i
ΩISDd + τd.
Therefore, the robust soliton distribution is obtained as a mixture of the ideal soliton
distribution with a correction term τ . The average output degree for this distribution
can be upper bounded by [25] :
Ω¯RSD ≤ H(k) + 1 + log(R/ψ).
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Fig. 3.9 Robust soliton distribution, ΩRSD, for k = 50, ψ = 0.2 and ς = 0.05.
For illustration we provide a plot of a robust soliton distribution in Figure 3.9.
We can observe how the probability of degree one output symbols is increased with
respect to the ideal soliton distribution. Moreover, a spike appears in the distribution
at d = k/(R− 1).
In Figure 3.10 we provide a performance comparison for the ideal and robust soliton
distribution for k = 100. More concretely we show the probability of decoding failure
under iterative decoding, PF, vs. the relative receiver overhead ϵ. It can be observed
how the asymptotic lower bound to PF for the ideal soliton distribution holds and is
actually tight for high ϵ. Moreover, we can observe how the probability of decoding
failure of the robust soliton distribution is much lower than that of the ideal soliton
distribution.
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Fig. 3.10 Probability of decoding failure PF vs. relative receiver overhead ϵ for the ideal
and robust soliton distribution with ψ = 0.33 and ς = 0.234 for k = 100.
3.2.2 Maximum Likelihood Decoding
As we saw in Section 3.2, for fixed n the relation between source symbols v and output
symbols c can be expressed by a system of linear equations:
c = vG
where we recall, that G was the generator matrix of the fixed-rate LT code. That is,
under the assumption that the number of output symbols n is fixed.
Let us assume that out of the n output symbols generated by the LT encoder
the receiver collects m = k + δ, that we denote by y = (y1, y2, . . . , ym). Denoting by
I = {i1, i2, . . . , im} the set of indices corresponding to the m non-erased symbols, we
have
yj = cij .
The dependence of the received output symbols on the source symbols can be expressed
as:
y = vG˜ (3.4)
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with G˜ given by the m columns of G with indices in I.
LT decoding consists in finding the solution to the system of linear equations in
(3.4). The solution will be unique only if G˜ has full rank, that is, if its rank is k. If
G˜ is rank deficient the system of equations does not have a unique solution and the
receiver is not able to recover all source symbols3.
Iterative decoding is a suboptimal algorithm, it is not always able to find the
solution when G˜ has full rank. For example, if G˜ has full rank but does not have
any row with Hamming weight one (degree one output symbol), iterative decoding is
unable to find the solution.
A maximum likelihood (ML) decoding algorithm is an optimal decoding algorithm,
in the sense that it always finds the solution to the system of linear equations whenever
G˜ has full rank. Therefore the performance of any ML decoding algorithm depends
only on the rank properties of G˜ and, more concretely, on the probability of G˜ having
full rank. In [56] the performance of LT codes under ML decoding was studied and a
lower bound to the probability of decoding failure PF was derived:
PF =
k∑
i=1
(−1)i+1
(
k
i
) k∑
d=1
Ωd
(
k−i
d
)
(
k
d
)
k(1+ϵ) . (3.5)
The lower bound is very tight for reception overhead slightly larger than ϵ = 0.
In practice, different ML decoding algorithms can be used to solve a system of
equations and they all provide the same solution, that is unique when G˜ is full rank.
However, different ML decoding algorithms have different decoding complexity, and
some algorithms are more suitable than others for practical use.
3.2.3 Complexity Considerations
So far, the only performance metric we have dealt with is the probability of decoding
failure. The other important metric when dealing with any coding scheme is its
complexity both in encoding and decoding. Let us define complexity as the total
number of operations (xor or symbol copy) needed for encoding / decoding. Since
we consider binary LT codes, we only perform xor operations, which correspond to
additions over F2. Note that decoding also requires copying the content of output
symbols into input symbols. For the sake of completeness, we shall also count symbol
3In this thesis we focus on problems in which it is necessary to recover all source symbols, therefore,
we declare a decoding failure whenever one or several source symbols cannot be recovered.
32
3.2 LT codes
copy as one operation. Let us also define the encoding cost as the encoding complexity
normalized by the number of output symbols and the decoding cost as the decoding
complexity normalized by the number of input symbols.
3.2.3.1 Encoding Complexity
Let us first consider encoding complexity. Generating an output symbol of degree d
requires d operations. Thus, given a degree distribution Ω, the encoding cost will be
given by the average output degree Ω¯. In proposition 1 we have shown how a necessary
condition for decoding to be successful with high probability is Ω¯(k) = O (log(k)). This
implies that the encoding cost will need to be at least O (log(k)).
3.2.3.2 Iterative Decoding Complexity
We consider now the complexity of LT iterative decoding. Let us assume a generic
degree distribution Ω, with average output degree Ω¯ that requires a relative receiver
overhead ϵ∗ for decoding to be successful with high probability. If we think of a
bipartite representation of our LT code, we can think of encoding as drawing the
edges in the graph, where every edge implies performing one operation (xor or symbol
copy). Similarly, iterative decoding starts operating on a bipartite graph containing
the m = (1 + ϵ∗)k received output symbols and k input symbols. During iterative
decoding edges are erased from the graph, being each edge again associated to one
operation. At the end of iterative decoding all edges are erased from the graph4. Thus
the decoding cost under iterative decoding corresponds to (1 + ϵ∗)Ω¯.
In proposition 1 we have shown how a necessary condition for decoding to be
successful with high probability is Ω¯(k) = O (log(k)). This implies that the iterative
decoding cost will need to be at least O (log(k)).
3.2.3.3 Maximum Likelihood Decoding Complexity
Many different ML decoding algorithm exists that can be used to solve a linear system
of equations. All ML algorithms lead to the same solution, that in our case is unique
when matrix G˜ is full rank. The ML decoding complexity will vary depending on
which ML decoding algorithm is used.
4Actually, at the last iteration of iterative decoding some edges might still be present in the graph
since we might have more than one output symbol in the ripple. We neglect this effect for the sake of
simplicity.
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The best known algorithm is probably Gaussian elimination. This algorithm has
a decoding complexity of O (k3) and is generally not practical for values of k beyond
the hundreds. The problem of solving systems of linear equations is a well known
problem that appears not only in erasure correction. Several algorithms exist that
have a lower (asymptotic) complexity than Gaussian elimination. For example, the
Wiedemann algorithm [57] can be used to solve sparse systems of linear equations
with a complexity of O
(
k2 log2(k)
)
. In [58] different algorithms are studied to solve
large systems of sparse linear equations over finite fields. In this work, the running
times of different decoding algorithms are compared for systems of equations arising
from integer factorization and the computation of discrete logarithms. The main
finding of the paper is that if the system of equations is sparse, there exists a class
of algorithms that in practice requires shorter running times than the Wiedemann
algorithm when k is below 105. This class of algorithms is usually known as structured
or intelligent Gaussian elimination. They consist of reducing the system of equations
to a much smaller one than can be solved using other methods (Gaussian elimination,
for example). Let us assume that Gaussian elimination is used to solve the reduced
system of equations, and let us also assume that our intelligent Gaussian elimination
algorithm is able to reduce the size of the system of equations from k to k/f , where
f > 1. Since the complexity of Gaussian elimination is O (k3), for large enough k, the
intelligent Gaussian elimination algorithm will reduce complexity at least by a factor f 3.
Despite having a higher asymptotic complexity (the complexity is still O (k3) ) these
algorithms have shorter running times than other algorithms, such as the Wiedemann
algorithm (provided that f is large enough and k not too large).
The ML decoding algorithm used in practice for fountain codes is usually referred to
as inactivation decoding. This algorithm belongs to the family of structured or intelligent
Gaussian elimination algorithms and it will be explained in detail in Chapter 4.1.
3.2.4 Systematic LT Codes
In practical applications it is desirable that fountain codes are systematic, that is, the
first k output symbols should correspond to the k input symbols. Thus, if the quality
of the transmission channel is good and no erasures occur, the receiver does not need
to carry out decoding. A straightforward way of making a fountain code systematic
is simply transmitting the first k input symbols and afterwards start transmitting
output symbols from the fountain code. We will refer to this construction as trivially
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Fig. 3.11 PF vs. ϵ for a robust soliton distribution with ψ = 0.33 and ς = 0.234 for
k = 100 under ML decoding. The solid line with triangle markers represents the
probability of failure of a standard LT code. The dashed line with round markers
represents the probability of failure of a trivially systematic LT code over a BEC with
erasure probability ε = 0.1.
systematic LT code. This construction shows a poor performance since the receiver
overhead needed to decode successfully increases substantially [59].
Figure 3.11 shows the probability of decoding failure for a robust soliton distribution
(RSD) for k = 100 with parameters with ψ = 0.33 and ς = 0.234 under ML decoding.
In particular, two codes are considered, a standard LT code and a trivially systematic
LT code over a BEC with erasure probability ε = 0.1. It can be observed the trivial
systematic code performs much worse than the standard non systematic LT code.
The bad performance of trivially systematic LT codes might seem surprising at first.
The intuition behind this bad performance is the following. Assume that a substantial
fraction of systematic symbols are received, for example, let us assume the decoder
has received µ of the systematic symbols and that the remaining fraction 1− µ have
been erased. In order to be able to decode, the receiver will need to receive output
symbols with neighbors within the yet unrecovered input symbols. Moreover, any
output symbol having neighbors only within the received systematic symbols will be
useless for decoding. Let us now assume that an output symbol of degree d is received.
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The probability that all its neighbors are within the received systematic symbols is(
µk
d
)
(
k
d
) .
Under the assumption that k is large, k ≫ d, and that output symbols choose their
neighbours with replacement, a simplified expression for this probability can be obtained.
Under these assumptions, we have that the probability that one of the neighbors of an
output symbol is within the received systematic symbols is µ. Hence, the probability
that all d neighbors are within the received systematic symbols is µd. Thus, when the
fraction of received systematic symbols µ is close to one, and d is not too large, most of
the received output symbols will not help at all in decoding. A more detailed analysis
of this effect can be found in [55].
In practice a different systematic construction is used that was patented in [59] and
that will be presented next.
Let us recall that (for fixed n) LT encoding can be seen as a vector-matrix multipli-
cation:
c = vG,
where v is the row vector of k input (source) symbols, c is the row vector of n output
symbols, and G is an k× n binary matrix which defines the relation between the input
and the output symbols (generator matrix). To construct a systematic LT code we
start with an LT code with generator matrix in the shape
G = [G1|G2] ,
where G1 is a full-rank k × k matrix that corresponds to the first k output symbols
and G2 is a k× (m− k) matrix. First, one needs to compute the inverse matrix of G1,
G1−1. The next step is computing:
w = vG1−1.
Vector w is then used as input to the LT encoder. Thus, the output of the LT encoder
will be:
c = wG = vG1−1 [G1|G2] = v
[
I|G1−1G2
]
,
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Fig. 3.12 Systematic LT code.
where I is the k × k identity matrix. Hence, the first k output symbols correspond to
the input symbols v. For illustration Figure 3.12 shows a graph representation of a
systematic LT code.
At the decoder side two different scenarios can be considered. In case none of the
first k output symbols of our systematic LT code are erased, there is obviously no need
to carry out decoding. In case some erasures do occur, decoding can be done in two
steps. First, standard LT decoding can be carried out to recover w. This consists of
solving the system of equations
y = wG˜,
where G˜ is a k ×m matrix that corresponds to the m columns of G associated to the
output symbols that were not erased by the channel and y are the received output
symbols. This system of equations can be solved in several ways, for example using
iterative decoding or inactivation decoding. Finally, the input symbols can be recovered
computing
v = wG1.
Note that this last step corresponds to LT encoding (since by construction G1 is
sparse, this last step is actually less complex than a standard vector matrix multiplica-
tion).
The main advantage of this construction is that its performance in terms of proba-
bility of decoding failure is similar to that of non-systematic LT codes [60]. However,
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this comes at some cost in decoding complexity, since an additional LT encoding needs
to be carried out at the decoder.
3.3 Raptor Codes
Raptor codes were originally patented in [26] and published in [27, 28]. They were also
independently proposed in [29], where they are referred to as online codes. Raptor codes
are an evolution of LT codes. More concretely, Raptor codes are a serial concatenation
of an outer (fixed-rate) block code C (usually called precode) with an inner LT code.
At the input we have a vector of k input (or source) symbols, u = (u1, u2, . . . , uk).
Out of the input symbols, the outer code generates a vector of h intermediate symbols
v = (v1, v2, . . . , vh), where h > k. Denoting by Go the employed generator matrix of
the outer code, of dimension (k × h), the intermediate symbols can be expressed as
v = uGo.
By definition, v = (v1, v2, . . . , vh) ∈ C, i.e., the intermediate word is a codeword of
the outer code C.
The intermediate symbols serve as input to an LT code that can generate an
unlimited number of output symbols, c = (c1, c2, . . . , cn), where n can grow unbounded.
Hence, Raptor codes inherit the rateless property of LT codes. For any n the output
symbols can be expressed as
c = vGLT = uGoGLT
where GLT is the generator matrix of the (fixed-rate) LT code. Hence, GLT is an
(h× n) binary matrix, each column of GLT being associated with a received output
symbol as seen in Section 3.2.
Figure 3.13 shows a graph representation of a Raptor code, where the input symbols
are represented as green diamond-shaped nodes, the intermediate symbols as red
circular nodes and the output symbols as blue squared nodes.
The design principle of Raptor codes can be intuitively explained as follows. In
Chapter 3.2 we saw that a necessary condition for LT codes to be successfully decoded
with high probability is that the average output degree is O (log(k)). This implies an
encoding cost of O (log(k)) and a decoding cost of O (log(k)) as well (under iterative
decoding). The main idea behind Raptor codes is relaxing the requirements on the LT
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Fig. 3.13 Graph representation of a Raptor code.
code. Instead of requiring that the LT recovers all its input symbols, the inner LT code
of a Raptor code is only required to recover with high probability a constant fraction
1 − ζ of the intermediate symbols. This can be achieved with a constant average
output degree. Let us assume that k is large and that the receiver has collected m
output symbols. From the proof of Prop. 1, we have that for asymptotically large h the
fraction of intermediate symbols with no edges attached (uncovered) will correspond
to:
ζ = e−Ω¯mh .
Let us assume that all the covered intermediate symbols can be recovered by the
LT code. The uncovered intermediate symbols can be considered as erasures by the
outer code. If the outer code is an erasure correcting code that can recover with high
probability from a fraction of ζ erasures, we will be able to recover all input symbols
with high probability.
If the precode C is linear-time encodable, then the Raptor code has a linear encoding
complexity, O (k) since the LT code has constant average output degree (i.e., the average
output degree does not increase with k). Therefore, the overall encoding cost per
output symbol is constant with respect to k. If the precode also accepts a linear time
decoding algorithm (iterative decoding), and the LT code is decoded using iterative
decoding, the decoding complexity is also linear. Hence, the decoding cost per symbol
is constant. Furthermore, already in the original Raptor code paper [28], Shokrollahi
showed that Raptor codes under iterative decoding are universally capacity-achieving
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on the binary erasure channel. Hence, they achieve the capacity of any erasure channel
no matter which erasure probability the channel has.
3.3.1 Raptor Decoding
The output symbols c generated by the Raptor encoder are transmitted over a BEC at
the output of which each transmitted symbol is either correctly received or erased. Let
us denote bym the number of output symbols collected by the receiver of interest, where
m = k + δ, being δ the absolute receiver overhead. We denote by y = (y1, y2, . . . , ym)
the m received output symbols. Denoting by I = {i1, i2, . . . , im} the set of indices
corresponding to the m non-erased symbols, we have
yj = cij .
The relation between the received output symbols and the input symbols can be
expressed as:
y = vGR (3.6)
where
GR = GoG˜LT
with G˜LT given by the m columns of GLT with indices in I.
Raptor decoding consist of recovering the input symbols v given the received output
symbols y. Although it is possible to perform Raptor decoding by solving the linear
system of equations in (3.6), this is not done in practice for complexity reasons. The
decoding algorithms employed in practice, iterative decoding or inactivation decoding,
require that the system of equations is sparse in order to show good performance and
matrix GR is not sparse in general.
In practice, instead of the generator matrix of the Raptor code, another matrix
representation is used that is usually referred to as constraint matrix, since it is an
alternative representation of the coding constraints of the outer and inner code. The
constraint matrix of a Raptor code is defined as:
M =
 Ho
G˜TLT
 ,
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where Ho is the parity check matrix of the outer code (precode) with size ((h− k)× h).
Thus, M is a ((h− k +m)× h) binary matrix.
By definition, the intermediate word of a Raptor code is a codeword of the precode,
v = (v1, v2, . . . , vh) ∈ C. Hence, one can write
Ho vT = z (3.7)
where z is a zero column vector of size ((h− k)× 1). Similarly, one can express the
vector of received output symbols y as:
G˜TLT vT = yT . (3.8)
Putting together (3.7) and (3.8), we have
M vT =
 z
yT
 . (3.9)
In practical Raptor decoders (3.9) is used for decoding. The main advantage of the
constraint matrix is that it preserves the sparsity of the generator matrix of the LT
code. Moreover, it also preserves the sparsity of the parity check matrix of the precode,
in case it is sparse.
The system of equations in (3.9) can be solved using different techniques, such as
iterative decoding, standard Gaussian elimination or inactivation decoding. Similarly
to LT codes, most works on Raptor codes consider large input blocks (k at least in
the order of a few tens of thousands symbols) and iterative decoding. However, in
practice smaller blocks are used, usually due to memory limitations at the decoders.
For example, in the most widespread binary Raptor codes, R10 (release 10), values
of k ranging from 1024 to 8192 are recommended (see Section 3.3.2). For these input
block lengths, the performance of iterative decoding suffers a considerable degradation.
Therefore, instead of iterative decoding, ML decoding is used (inactivation decoding).
3.3.2 R10 Raptor Codes
The state of the art binary Raptor code is the R10 (release 10) Raptor code. This
code is systematic and was designed to support a number of input symbols ranging
from k = 4 to k = 8192 [60]. The maximum supported number of output symbols is
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n = 65, 536. The probability of decoding failure PF shows an error floor lower than
10−6 for all values of k [60].
The precode used by R10 Raptor codes is a serial concatenation of two systematic
erasure correcting codes.
• The outer code is a systematic low-density parity-check (LDPC) code that
introduces sR10 redundant symbols. The number of LDPC redundant symbols is
a function of k and can be approximated as [60]
sR10 ≈ 0.01k +
√
2k.
Its parity check matrix is composed of ⌈k/sR10⌉ degree 3 circulant matrices plus
a (sR10 × sR10) identity matrix. The Hamming weight of each of the rows of the
parity check matrix of the LDPC code is approximately 3⌊k/sR10⌉+1, where ⌊x⌉
denotes the closest integer to x (the last circulant matrix might not be complete).
• The inner code is a systematic high-density parity-check (HDPC) code that
introduces hR10 redundant symbols. The number of HDPC redundant symbols
depends on k approximately as [60]
hR10 ≈ log2(1.01k +
√
2k).
Its parity check matrix is composed of a dense part and a (hR10 × hR10) identity
matrix. The dense part is obtained from a binary reflected Gray code and has
the property that the normalized Hamming weight of every row is approximately
1/2. Therefore, roughly half of the elements in the dense part of the parity check
matrix are set to 1.
Thus, the total number of intermediate symbols h corresponds to
h = k + sR10 + hR10.
Figure. 3.14 shows the number of redundant LDPC and HDPC symbols, sR10 and
hR10, as a function of k. It can be observed how for all values of k except for very
small values (k = 4) the number of LDPC redundant symbols is higher than that of
HDPC redundant symbols. Therefore, the rate of the LDPC code is lower than that
of the HDPC code, as it can be observed in Figure. 3.15. In this last figure it can
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Fig. 3.14 Number of LDPC (sR10) and HDPC (hR10) redundant symbols in R10 Raptor
codes vs. k and their approximate values.
also be observed how the outer code rate increases with k, although it does not do it
monotonically.
The precode of the R10 Raptor code was designed to behave similarly to a uni-
form random matrix in terms of rank properties but admitting a fast matrix vector
multiplication algorithm [60].
The degree distribution of the LT code is given by:
ΩR10(x) = 0.0098x+ 0.4590x2 + 0.2110x3 + 0.1134x4
+ 0.1113x10 + 0.0799x11 + 0.0156x40. (3.10)
Its average output degree is Ω¯ = 4.631.
For illustration in Figure. 3.16 we provide the constraint matrix for a R10 Raptor
code for k = 20 and m = 30. In this case sR10 = 11 and hR10 = 7. In the upper part,
highlighted in blue, the parity check matrix of the LDPC code can be distinguished.
This submatrix is composed of two circulant matrices and an identity matrix. All rows
of this submatrix have Hamming weight 6 or 7. Below it the parity check matrix of
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the HDPC code can be observed highlighted in green. These rows have a normalized
Hamming weight of around 1/2 and are the densest in the constraint matrix. The
lower part of the constraint matrix, highlighted in red, corresponds to the LT symbols
and is sparse.
R10 Raptor codes are the state-of-the-art binary Raptor codes and are widely used
in practice. In fact, they are part of several standards [60]:
• 3GPP Multimedia Broadcast Service, [30]. Raptor codes are used in a terrestrial
cellular network for file delivery and streaming applications.
• Internet Engineering Task Force (IETF) RFC 5053, [61]. The R10 Raptor code
is used for file delivery over data networks (i.e. the Internet). For example, this
standard can be used to deliver data to a user via unicasting, or several user via
multicasting, using, for instance, the User Datagram Protocol (UDP).
• Digital Video Broadcasting. The R10 Raptor code is used in several DVB
standards:
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Fig. 3.16 Constraint matrix of a R10 Raptor code for k = 20 and m = 30. The blue
and red sub-matrices represents respectively the parity check matrices of the LDPC
and HDPC codes. The red sub-matrix represents the transposed generator matrix
of the LT code. The entries filled with a square in the matrix represent the matrix
elements set to one, and the empty entries those elements set to zero.
– In DVB-SH the R10 Raptor code is used as upper layer forward error correc-
tion (FEC) in order to overcome long deep fading events, [62]. Concretely,
R10 Raptor codes can be used to protect Multi Protocol Encapsulation
(MPE) fragments at the link layer, or User Datgram Protocol (UDP) data-
grams at the transport layer. This is specially appealing for mobile satellite
systems in which terminals suffer frequently of very deep fades in the received
signal due to blockage by a building or tunnel, for example.
– In DVB-H, [63], R10 Raptor codes are used for similar purposes as in
DVB-SH.
– DVB has also standardized the R10 Raptor codes for streaming services
over IP networks, [64].
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– The R10 Raptor code is also part of a standard for broadcast/multicast
data delivery, [65].
• International Telecommunication Union (ITU) IPTV services [66]. The R10
Raptor code is used for streaming applications.
R10 Raptor codes are not truly rateless, since the number of output symbols is
limited to n = 65, 536. However, for most practical scenarios they can be considered to
be rateless. In spite of their (almost) rateless capability, R10 Raptor codes represent
an excellent solution also for fixed-rate communication schemes requiring powerful
erasure correction capabilities with low decoding complexity. In fact, in some of cases
they are actually used in a fixed-rate setting (see, e.g., [62]).
3.3.3 Systematic Raptor Codes
Systematic Raptor codes are obtained similarly to systematic LT codes [59]. If we recall,
Raptor code output symbols are obtained in two stages. First a vector of intermediate
symbols v is obtained from the vector of input symbols u using an outer block code
(precode):
v = uGo,
where Go is (k × h) generator matrix of the precode. The output symbols c are then
obtained through an LT encoding of the intermediate symbols:
c = vGLT,
where GLT is the generator matrix of the LT code. Thus, the relationship between
input and output symbols can be expressed as
c = uGoGLT.
A systematic Raptor code can be obtained starting with an LT generator matrix in
the shape:
GLT = [GLT,1|GLT,2] ,
where GLT,1 has dimension h× k and GLT,2 has dimension h× (n− k). Furthermore,
matrix GLT,1 must be chosen so that matrix
F = GoGLT,1
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Fig. 3.17 Systematic Raptor code.
is full rank (has rank k). A systematic Raptor code is obtained by computing
w = vF−1,
and using vector w as input to the Raptor code. Hence, the intermediate symbols of
the systematic Raptor code will correspond to:
v = wGo = vF−1Go,
and its output will correspond to
c = vF−1GoGLT = vF−1Go [GLT,1|GLT,2] = v
[
I|F−1GoGLT,2
]
,
where I is the identity matrix of dimension k.
For illustration we provide a graph representation of a systematic Raptor code in
Figure 3.17.
When decoding a systematic Raptor code, again two cases can be differentiated.
In the first none of the first k output symbols are erased and decoding does not need
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to be carried out. In the second case some of the first k output symbols are erased.
In this case the input symbols can be recovered in two stages. First standard Raptor
decoding is used to recover w. Then, the input symbols can be recovered as:
v = wF = wGoGLT,1.
This second stage corresponds to Raptor encoding. First the output of the precode is
computed and then an LT code is applied.
This systematic construction of Raptor codes achieves a similar performance to
that of non-systematic Raptor codes [60].
48
Chapter 4
LT Codes under Inactivation
Decoding
In this chapter we consider LT codes under inactivation decoding. In Section 4.1 we
explain in detail inactivation decoding. Section 4.2 focuses on analyzing inactivation
decoding of LT codes. Concretely Section 4.2.1 presents an analysis based on a dynamic
programming approach that provides the first moment of the number of inactivations.
This analysis is then extended in Section 4.2.2 to obtain the probability distribution of
the number of inactivations. In Section 4.2.3 a low complexity approximate analysis of
LT codes under inactivation decoding is presented. Section 4.3 shows how the results in
this chapter can be used in order to design LT codes by means of an example. Finally,
Section 4.4 presents a summary of the chapter.
4.1 Inactivation Decoding
Inactivation decoding is a ML decoding algorithm that is characterized by a manageable
decoding complexity and is widely used in practice [32], [30]. This algorithm belongs
to the family of structured or intelligent Gaussian elimination algorithms since it aims
at reducing the size of the system of equations that needs to be solved.
We will describe inactivation decoding in more detail by means of an example. As
explained in Section 3.2, LT decoding consists of solving the system of equations given
in (3.4), which we replicate here for the sake of completeness,
y = vG˜,
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Fig. 4.1 Structure of G˜ before inactivation decoding starts.
where we recall, y is the (1×m) vector of received output symbols, v is the (1× k)
vector of input symbols, and G˜ is a k ×m matrix that corresponds to the m columns
of G associated to the output symbols that were not erased by the channel. We will
consider an example with k = 50, m = 60 and with G˜ as shown in Figure 4.1. In the
figure the squares inside a cell represent the elements of G˜ that are set to 1 and the
empty cells the elements that are set to 0. As it can be observed in the figure, matrix
G˜ is sparse.
Inactivation decoding consists of 4 steps:
1. Triangulation. G˜ is put in an approximate upper triangular form by means of
column and row permutations. Since no operation is performed on the rows
or columns of G˜, the overall density G˜ does not change. At the end of this
process we can distinguish 4 sub-matrices in G˜. As shown in Figure 4.2 in the
left upper part of G˜ we have matrix A that is an upper triangular matrix of
size (k − α)× (k − α). In the upper right part we have matrix B that has size
(k − α)× (m− k − α). Finally at the lower left and right parts we have matrices
C, and D of respective sizes α× (m−k−α) and α× (k−α). The α last (lowest)
rows of G˜ corresponding to matrices C and D are usually referred to as inactive
rows.
2. Zero matrix procedure. The matrix A is put in a diagonal form and matrix B is
zeroed out through column sums. When one performs row/column additions on
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a sparse matrix, the density of the matrix tends to increase. In our case, matrices
C and D become denser as shown in Figure 4.3.
3. Gaussian elimination (GE). GE is applied to solve the systems of equations
y˜ = v˜C′, where the symbols in v˜ are called inactive variables and are associated
with the rows of the matrix C′ in Figure 4.3 and y˜ are known terms associated
with the columns of the matrix C′ in Figure 4.3. This step drives the cost of
inactivation decoding since its complexity is O (α3), cubic in the number of
inactive rows α. At the end of the GE step, matrix G˜ has the structure shown
in Figure 4.4.
4. Back-substitution. Once the values of the inactive variables have been determined,
back-substitution is applied to compute the values of the remaining variables in v.
This corresponds to setting to zero all elements of matrix D′ in Figure 4.4. After
back-substitution ends all source symbols have been recovered and, therefore, G˜
is in reduced echelon form as shown in Figure 4.5.
A unique solution to the system of equations only exists if matrix G˜ has full rank.
If we look at Figure 4.3 it is easy to see how matrix A′ has full rank since it is an
identity matrix. Hence, matrix G˜ has full rank only if submatrix C′ has full rank.
Among the 4 steps of inactivation decoding, the one having the highest (asymptotic)
complexity is GE. However, one has to consider that the size of the system of equations
that needs to be solved by means of GE is determined by the triangulation step.
Therefore, if we want to analyze the complexity of inactivation decoding we need to
have a closer look at triangulation.
In order to get a better understanding of triangulation we will use a bipartite graph
representation of the LT code, similar to the one we used for iterative decoding. The
triangulation step can be represented by an iterative pruning of the bipartite graph
of the LT code. At each iteration, a reduced graph is obtained that corresponds to
a sub-graph of the original LT code graph. This sub-graph involves only a subset of
the input symbols (that we call active input symbols) and their neighbors. In this
context, we use the term reduced degree of output symbol c to refer to the degree of
output symbol c in the reduced graph, and we will denote it by degr(c). Therefore, the
reduced degree of a node (symbol) is less or equal to its (original) degree. Note that the
reduced degree has been defined in the context of iterative decoding (definition 5). The
difference is that for iterative decoding the unresolved input symbols where considered,
and now we consider the active input symbols.
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Fig. 4.2 Structure of G˜ after the triangulation process.
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Fig. 4.3 Structure of G˜ after the zero matrix procedure.
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4.1 Inactivation Decoding
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Fig. 4.4 Structure of G˜ after Gaussian elimination.
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Fig. 4.5 Structure of G˜ after back-substitution.
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LT Codes under Inactivation Decoding
The triangulation process and iterative decoding are related to each other since
both algorithms consist of an iterative pruning of the bipartite graph. In fact, one can
think of inactivation decoding as an extension of iterative decoding. When iterative
decoding is used, at every decoding step one needs to have at least one output symbol
in the ripple so that decoding can go on. That is, there always needs to be at least
one output symbol of reduced degree one. If the ripple becomes empty at some step,
iterative decoding fails. What inactivation decoding does is restarting the iterative
decoding process whenever it gets blocked (empty ripple), and does so by marking
one of the active input symbols as inactive. The rational behind an inactivation is
that hopefully some output symbol of reduced degree two will get its degree reduced
and become of reduced degree one (it will enter the ripple), so that iterative decoding
can continue. Similarly as for iterative decoding, the concepts of ripple and cloud are
fundamental to understand the triangulation process. Let us recall that the ripple,
R, is defined as the set of output symbols of reduced degree 1, while the cloud, W ,
corresponds to the set of output symbols of reduced degree d ≥ 2 (see Definitions 6
and 7). Let us introduce some notation related to the cardinality of the ripple and
cloud. The cardinality of the ripple will be denoted by r and the corresponding random
variable as R. The cardinality of the cloud will be denoted by w and the corresponding
random variable as W.
Triangulation starts operating on the complete bipartite graph of the LT code.
Thus, before triangulation starts all source symbols are marked as active. At every step
of the process, triangulation marks exactly one active source symbol as either resolvable
or inactive and the symbol leaves the reduced graph. After k steps the reduced graph
will correspond to an empty graph. In the following, in order to keep track of the
steps of the triangulation procedure we will add a temporal dimension through the
subscript u. This subscript u corresponds to the number of active input symbols in the
graph. Given the fact that the number of active symbols decreases by 1 at each step,
triangulation will start with u = k active symbols and it will end after k steps with
u = 0. Therefore the subscript decreases as the triangulation procedure progresses.
The following algorithm describes the triangulation procedure at step u (i.e., in the
transition from u to u− 1 active symbols):
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4.1 Inactivation Decoding
Algorithm 2 (Triangulation with random inactivations).
• If the ripple Ru is not empty (ru > 0)
The decoder selects an output symbol y ∈ Ru uniformly at random. The
only neighbor of y, i.e. the input symbol v, is marked as resolvable and
leaves the reduced graph. The edges attached to v are removed.
• If the ripple Ru is empty (ru = 0)
An inactivation takes place. One of the active input symbols, v, is chosen
uniformly at random. This input symbol is marked as inactive and leaves
the reduced graph. The edges attached to v are removed.
Note that choosing the input symbol to be inactivated at random is certainly not
the only possible inactivation strategy. However, this strategy makes the analysis
trackable. For an overview of the different inactivation strategies we refer the reader
to Section 4.1.1.
At the end of the procedure, the source symbols which are marked as resolvable
correspond to the rows of matrices A and B in Figure 4.2. Similarly, the source symbols
marked as inactive correspond to the rows of matrices C and D.
In order to illustrate Algorithm 2 (triangulation) we provide an example for an
LT code with k = 4 source symbols and m = 4 output symbols. Before triangulation
starts all source symbols are active. Figure 4.6 shows the bipartite graph of our LT
code before triangulation starts. In the graph we can see how all 4 source symbols are
active. If we now look at the output symbols we can see how the ripple and the cloud
are composed of two elements each, R = {y1, y4} and W = {y2, y3}.
Triangulation operates as follows:
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v1
y1
v2
y2
v3
y3
v4
y4
ripple, R4 cloud, W4
active symbols
Fig. 4.6 Triangulation procedure example, u = 4.
1. Transition from u = 4 to u = 3. At the initial step u = 4, there are two output
symbols in the ripple, r4 = 2 (see Figure 4.6). Hence, in the transition to u = 3
one of the source symbols (v1) is marked as resolvable, it leaves the graph and
all its attached edges are removed. The graph obtained after the transition from
u = 4 to u = 3 is shown in Figure 4.7. We can see how nodes y1 and y4 have left
the graph since their reduced degree became zero.
v2
y2
v3
y3
r v4
ripple, R3 = ∅ cloud, W3
active symbols
Fig. 4.7 Triangulation procedure example, u = 3.
2. Transition from u = 3 to u = 2. In Figure 4.7 we can see how now the ripple is
empty, r3 = 0. Therefore, in the transition to u = 2 an inactivation takes place.
Node v2 is chosen at random and is marked as inactive. All edges attached to v2
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are removed from the graph. As a consequence the nodes y2 and y3 that were in
the cloud W3 become of reduced degree 1 and enter the ripple R2. This can be
observed in Figure 4.8.
r i v3 v4
y2 y3
ripple, R2 cloud, W2 = ∅
active symbols
Fig. 4.8 Triangulation procedure example, u = 2.
3. Transition from u = 2 to u = 1. We can see in Figure 4.8 how the ripple is
not empty, in fact, r2 = 2. Source symbol v3 is marked as resolvable and all
its attached edges are removed. Nodes y2 and y3 leave the graph because their
reduced degree becomes zero (see Figure 4.9).
r i r v4
ripple, R1 = ∅ cloud, W1 = ∅
active symbols
Fig. 4.9 Triangulation procedure example, u = 1.
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4. Transition from u = 1 to u = 0. In Figure 4.9 we can see how the ripple and
cloud are now empty. Hence, an inactivation takes place: node v4 is marked as
inactive and the triangulation procedure ends.
r i r i
ripple, R0 = ∅ cloud, W0 = ∅
Fig. 4.10 Triangulation procedure example, u = 0.
For illustration we also show the effect of triangulation on the generator matrix
G˜ in Figure 4.11. Concretely, on the left hand side we can see matrix G˜ before the
triangulation procedure starts, and on the right hand side we can see matrix G˜ after
the triangulation procedure ends. We can see that after triangulation the upper left
corner of matrix G˜ has an upper triangular shape. We can also see that triangulation
reorders the rows and columns of matrix G˜ in order to create an upper diagonal
matrix. Concretely, the first row corresponds to the first input symbol that was marked
as resolvable, v1. The second row corresponds to the second input symbol that was
marked as resolvable, v3. The last row corresponds to the first inactivated input
symbol, v2, and the second to last (third) row to the second symbol that was marked
inactive v4. In the following we will stick to a bipartite graph representation of the
triangulation procedure, since it allows us to ignore the row and column reordering,
making inactivation conceptually simpler.
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1 1 0 1
0 1 1 0
0 1 1 0
0 0 0 0


v1
v2
v3
v4
y1 y2 y3 y4
(a) Before triangulation
1 1 0 1
0 1 1 0
0 0 0 0
0 1 1 0


v1
v3
v4
v2
y1 y2 y3 y4
(b) After triangulation
Fig. 4.11 Generator matrix G˜ before and after the triangulation procedure.
.
4.1.1 Inactivation Strategies
In this thesis we will focus mostly on a specific inactivation strategy, namely, random
inactivation. This inactivation strategy is chosen in order to render the analysis
trackable. However, other inactivation strategies exist that lead to a lower number of
inactivations, and, therefore, to a decreased decoding complexity. In this Section we
will give a short overview of the different inactivation strategies that can be found in
literature.
An inactivation consists simply of marking one of the active input symbols as
inactive. Therefore, when performing an inactivation the decoder will be presented
with as many choices as active symbols are present at that decoding stage. For
illustration, we provide a reduced decoding graph in Figure 4.12. The reduced decoding
graph represents an LT code with k = 9 source nodes and m = 10 output nodes. It
can be observed how source nodes v6 and v7 have been previously marked as resolvable,
whereas source nodes v8 and v9 have been previously marked as inactive. Source nodes
v1, v2, v3, v4 and v5 are still active. We can also see how 3 output symbols have left
the reduced graph, since their reduced degree is zero. Output symbols y1, y2, ..., y7
are still in the reduced graph.
In the following we will present several algorithms that correspond to different
inactivation strategies.
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v1
y1
v2
y2
v3
y3
v4
y4
v5
y5
v6
y6
v7
y7
v8
y8
v9
y9 y10
active symbols resolvable symbols inactive symbols
Fig. 4.12 Example of decoding graph of an LT code under inactivation decoding
Algorithm 3 (Random inactivation). One of the active input symbols, v, is chosen
uniformly at random. This input symbol is marked as inactive and leaves the reduced
graph1.
Note that random inactivation does not depend on the bipartite graph formed by
the active symbols. The main advantages of this strategy are its simplicity, and the fact
that it renders the analysis on inactivation decoding trackable. If random inactivation
is applied to the decoding graph in Figure 4.12 one of the five active input symbols is
chosen at uniformly at random.
Algorithm 4 (Maximum reduced degree inactivation). The decoder marks as inactive
the source symbol with maximum reduced degree. In case there are several source symbols
with the same reduced degree2, one of the source symbols with maximum reduced degree
is selected uniformly at random and it is marked as inactive.
Maximum reduced degree inactivation aims at making the bipartite graph as sparse
as possible by inactivating the input symbol with the most edges attached. For
illustration, we will apply maximum reduced degree inactivation to the decoding graph
in Figure 4.12. We can see how among the four input symbols, v2 has reduced degree
5, v1 and v3 have reduced degree 3, and v4 and v5 have reduced degree 2. Hence, the
decoder will inactivate v2.
In order to introduce the next inactivation strategy we first need to introduce a
definition
1This algorithm is a sub-algorithm of Algorithm 2. It is provided for the sake of completeness.
2As for output symbols, the reduced degree of an input symbol is its degree in the reduced graph.
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Definition 8 (Accumulated reduced degree). The accumulated reduced degree of an
output symbol is defined as the sum of the reduced degrees of all its neighbors (input
symbols). Formally, for a output symbol of degree d, and denoting its neighbors as
v1, v2, . . . , vd, its accumulated reduced degree is defined as
d∑
i=1
degr(vi).
Making use of this definition we can introduce the next inactivation strategy.
Algorithm 5 (Maximum accumulated reduced degree inactivation). The decoder
selects the output symbol with minimum reduced degree in the reduced graph. In case
there are several output symbols with the same minimum reduced degree, the decoder
computes the accumulated reduced degree of each of them and selects the one with
maximum accumulated reduced degree. In case there are several output symbols with
same minimum reduced degree and same maximum accumulated reduced degree, one of
them is chosen at random. The decoder then marks as inactive one of the neighbors of
the selected output symbol.
The rational behind maximum accumulated reduced degree inactivation is trying to
make an input symbol enter the ripple as soon as possible. Let us also apply maximum
accumulated weight inactivation to the decoding graph in Figure 4.12. It is easy to
see how we have 6 output symbols of minimum degree 2, y1, y2, y4, y5, y6 and y7,
with respective accumulated weights 8, 8, 8, 8, 4 and 4. Thus the decoder selects one
output symbol at random among those with minimum reduced degree and maximum
accumulated reduced degree,i.e., among y1, y2, y4 and y5. Let us assume that y1 is
selected. Next, one of its two neighbors is selected at random, for example v1 and is
inactivated. As a consequence y1 and y2 enter the ripple.
In order to introduce the last inactivation strategy, it is necessary to introduce
some concepts dealing with graphs. This concepts are valid for generic graphs (there is
no implicit assumption of the graph being a bipartite graph).
Definition 9 (Path). In a graph, a path is a sequence of edges that connects a sequences
of vertices (nodes).
Definition 10 (Connected component). A connected component of a graph is a
subgraph in which any two vertices (nodes) are connected to each other by a path, and
in which no vertex (node) is connected to any vertices outside the connected component.
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Commonly, connected components are referred simply as components. Note that if
two nodes, A and B belong to the same component there exists at least one path to
go from A to B. This does not imply that A and B are neighbors, since the path can
be composed of any number of edges. However, if A and B do not belong to the same
component there is no path to go from A to B.
Algorithm 6 (Maximum component inactivation).
• The decoder searches for all degree 2 output symbols.
• If there are no degree 2 output symbols the decoder inactivates one input symbol
at random.
• Otherwise (if there are 1 or more output symbols of degree 2.)
– The decoder computes the unipartite graph induced by the degree 2 output
symbols on the input symbols so that
∗ each vertex in this graph corresponds to a degree 2 output symbol
∗ two vertices of the induced unipartite graph are only connected to each
other if the corresponding degree 2 output symbols have a neighbor (input
symbol) in common
– The decoder searches the components in the unipartite graph and computes
its size (number of nodes).
– The decoder inactivates one input symbol that is connected to the maximum
component (that of maximum size) in the unipartite graph.
The rational behind maximum component inactivation is that when we inactivate
any of the input symbols connected to a component, in the subsequent steps of
inactivation decoding all the input symbols connected to the component are marked as
resolvable, and, thus, no inactivation happens.
Let us apply maximum component inactivation to the decoding graph in Figure 4.12.
The degree 2 output symbols induce the graph shown in Figure 4.13. We can observe
how there are two connected components. The first is formed by y1, y2, y4, y5 and the
second by y6 and y7. The decoder hence marks as inactive one input symbol connected
to the largest component. Hence, the decoder inactivates either, v1, v2 or v3 (see
Figure 4.12).
In practice different inactivation strategies lead to a different number of inactiva-
tions. Among the different inactivation strategies presented in this section, maximum
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y1
y2
y4
y5 y6 y7
Fig. 4.13 Connected components of the decoding example.
component inactivation usually provides the least number of inactivations, followed
closely by maximum accumulated weight inactivation, maximum weight inactivation
and at last random inactivation. A detailed comparison of the performance of the
different inactivation strategies for R10 Raptor codes can be found in Appendix A.
4.2 Analysis under Random Inactivation
In the following sections we present novel finite length analysis methods for LT codes
under inactivation decoding. The goal of these methods is obtaining the number of
input symbols that are inactivated after triangulation is over (or an estimation thereof).
4.2.1 First Order Finite Length Analysis
In [52, 55, 54] the iterative decoder of LT codes was analyzed using a dynamic program-
ming approach. This analysis models the iterative decoder as a finite state machine and
it can be used to derive the probability of decoding failure (under iterative decoding).
In this section we extend the analysis of the iterative decoder performed in [52, 55, 54]
to the inactivation decoder. The analysis we present in this section is similar to the
analysis of batched sparse codes under inactivation decoding presented in [67].
As in [52, 55, 54], we model the decoder as a finite state machine with state
Su := (Wu, Ru)
where we recall, Wu and Ru are respectively the number of output symbols in the cloud
and ripple when u output symbols are still active. In this section a recursion is derived
that allows to obtain Pr{Su−1 = (wu−1, ru−1)} as a function of Pr{Su = (wu, ru)} .
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Let us first analyze how the ripple and cloud change in the transition from u to u−1
active source symbols. In the transition exactly one active source symbol is marked
as either resolvable or inactive and all its attached edges are removed. Whenever
edges are erased in the graph the degree of one or more output symbols gets reduced.
Consequently, some of the cloud symbols may enter the ripple and some of the ripple
symbols may become of reduced degree zero and leave the reduced graph. We first
focus on the symbols that leave the cloud and enter the ripple in the transition given
that Su = (wu, ru). Since in an LT code the neighbors of all output symbols are selected
independently and uniformly at random, in a transition each output symbol will leave
the cloud and enter the ripple independently from other output symbols. Thus, the
number of cloud symbols which leave Wu and enter Ru−1 is binomially distributed with
parameters wu and pu, being pu the probability of a symbol leaving Wu to enter Ru−1.
Using Bayes’ theorem pu can be written as:
pu := Pr{y ∈ Ru−1|y ∈ Wu} = Pr{y ∈ Ru−1 , y ∈ Wu}Pr{y ∈ Wu} . (4.1)
Let us first consider the numerator of (4.1) assuming that output symbol y has
(original) degree d:
Pr{y ∈ Ru−1 , y ∈ Wu|deg(y) = d}.
This corresponds to the probability that
• one of the d edges of output symbol y is connected to the symbol being marked
as inactive or resolvable at the transition,
• another edge is connected to one of the u− 1 active symbols after the transition,
• the remaining d − 2 edges connected to the k − u not active input symbols
(inactive or resolvable).
In other words, the symbol must have reduced degree 2 before the transition and reduced
degree 1 after the transition.
Proposition 2. The probability that a symbol y belongs to the cloud at step u and
enters the ripple at step u− 1, given its original degree d is given by
Pr{y ∈ Ru−1 , y ∈ Wu|deg(y) = d} =

d
k
(d− 1)u−1
k−1
(k−ud−2)
(k−2d−2)
if d ≥ 2
0 if d < 2
. (4.2)
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Proof. First, the probability that one edge is connected to the symbol being marked
as inactive or resolvable at the transition is 1/k, and there are d distinct choices for
the edge connected to it. This accounts for the term d/k in (4.2).
Second, there are d− 1 choices for the edge going to the u− 1 active symbols after
the transition, and the probability of an edge being connected to the set of u− 1 active
symbols is (u− 1)/(k− 1). This is reflected in the term (d− 1)(u− 1)/(k− 1) in (4.2).
Finally, the last term corresponds to the probability of having exactly d− 2 edges
going to the k − u not active input symbols:(
k−u
d−2
)
(
k−2
d−2
) .
If the conditioning on d in (4.2) is removed we obtain
Pr{y ∈ Ru−1 , y ∈ Wu} =
dmax∑
d=2
Ωd
d
k
(d− 1)u− 1
k − 1
(
k−u
d−2
)
(
k−2
d−2
) . (4.3)
The denominator of (4.1) is given by the probability that the randomly chosen
output symbol y is in the cloud when u input symbols are still active. This is equivalent
to the probability of not being in the ripple or having reduced degree zero (all edges
are going to symbols marked as inactive or resolvable) as provided by the following
Proposition.
Proposition 3. The probability that the randomly chosen output symbol y is in the
cloud when u input symbols are still active corresponds to
Pr{y ∈ Wu} = 1−
dmax∑
d=1
Ωd
u
(
k−u
d−1
)
(
k
d
) +
(
k−u
d
)
(
k
d
)
 . (4.4)
Proof. The probability of y not being in the cloud is given by the probability of y having
reduced degree 0 or being in the ripple. Since the two events are mutually exclusive,
we can compute such probability as the sum of two probabilities, the probability of
y being in the ripple (i.e., having reduced degree 1) and the probability of y having
reduced degree 0.
We will first focus on the probability of y being in the ripple. Let us assume y is
of degree d. The probability that y has reduced degree 1 equals the probability of y
having exactly one neighbor among the u active source symbols and the remaining
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d− 1 neighbors among the k − u non-active ones. This is given by
d
u
k
(
k−u
d−1
)
(
k−1
d−1
) = u
(
k−u
d−1
)
(
k
d
)
that corresponds to the first term in (4.4).
The probability of y having reduced degree 0 is the probability that all d neighbors
of y are in the k − u non-active symbols. This leads to the term
(
k−u
d
)
(
k
d
)
in (4.4).
The probability pu can be finally obtained through (4.1), making use of (4.3) and
of (4.4) and corresponds to:
pu =
min(dmax,k−u+2)∑
d=2
Ωd d (d− 1) 1k u−1k−1
(k−ud−2)
(k−2d−2)
1−
min(dmax,k−u+1)∑
d=1
Ωd u(
k−u
d−1)
(kd)d
−
min(dmax,k−u)∑
d=1
Ωd (
k−u
d )
(kd)
where the upper limits of the summations have been adjusted to take into account that
an output symbol cannot have more than d edges going to a set of d input symbols.
Let us now focus on the number of symbols leaving the ripple during the transition
from u to u − 1 active symbols, which we shall denote by au. We denote by Au the
random variable associated with au. We distinguish two cases. In the first case, the
ripple is not empty and no inactivation takes place. Hence, an output symbol y is
chosen at random from the ripple and its only neighbor v is marked as resolvable and it
is removed from the graph. Any other output symbol in the ripple which is connected
to the input symbol v leaves the ripple during the transition. Hence, for ru > 0 we
have
Pr{Au = au|Ru = ru} =
(
ru − 1
au − 1
)(1
u
)au−1 (
1− 1
u
)ru−au
with 1 ≤ au ≤ ru.
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In the second case, the ripple is empty (ru = 0). Since no output symbols can leave
the ripple, we have
Pr{Au = au|Ru = 0} =
1 if au = 00 if au ̸= 0 .
Now we are in the position to derive the transition probability
Pr{Su−1 = (wu−1, ru−1)|Su = (wu, ru)}.
Let us recall that, by definition, bu denotes the variation of number of cloud elements
in the transition from u to u− 1 active symbols. Formally,
bu := wu − wu−1.
Let us also observe that the variation of the ripple size is subject to the following
equilibrium constraint
au − bu = ru − ru−1
which follows from the definition au and bu. The transition probability is given by:
Pr{Su−1 = (wu − bu, ru − au + bu)|Su = (wu, ru)} =(
wu
bu
)
pu
bu(1− pu)wu−bu
(
ru − 1
au − 1
) (1
u
)au−1 (
1− 1
u
)ru−au
(4.5)
for ru > 0, while for ru = 0 we have
Pr{Su−1 = (wu − bu, bu)|Su = (wu, 0)} =
(
wu
bu
)
pu
bu(1− pu)wu−bu . (4.6)
Finally, the probability of the decoder being in state Su−1 = (wu−1, ru−1) can be
computed in a recursive manner via (4.5), (4.6). The decoder state is initialized as
Pr{Sk = (wk, rk)} =
(
m
rk
)
Ωrk1 (1− Ω1)wk
for all non-negative wk, rk such that wk + rk = m where m is the number of output
symbols.
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Fig. 4.14 Average number of inactivations vs. relative overhead ϵ for an LT code with
k = 1000 and with degree distribution ΩR10.
Let us denote by N the random variable that corresponds to the cumulative number
of inactivations after the k steps. The expected value of N is given by
E [N] =
k∑
u=1
∑
wu
Pr{Su = (wu, 0)}. (4.7)
Figure 4.14 shows the expected number of inactivations for an LT code with
k = 1000 and the output degree distribution used in standardized Raptor codes, ΩR10.
The chart compares the average number of inactivations obtained through Monte Carlo
simulation and by (4.7). It can be observed how there is a tight match between the
analysis and the simulation results.
4.2.2 Complete Finite Length Analysis
The analysis presented in Section 4.2.1 is able to provide the expected number of
inactivations (first moment). In this section we shall see that the model can be
easily modified to obtain also the complete probability distribution of the number of
inactivations. For this purpose, we first need to include in the state definition the
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number of inactive input symbols. Hence the state is given by
Su = (Wu, Ru, Nu)
with Nu being the random variable that corresponds to the number of inactiva-
tions at step u. Again, we proceed by deriving a recursion that allows deriving
Pr{Su−1 = (wu−1, ru−1, nu−1)} as a function of Pr{Su = (wu, ru, nu)}. Let us first look
at the transition from u to u − 1 active symbols when ru ≥ 1, that is, when no
inactivation takes place. In this case the number of inactivations stays the same and
we have nu−1 = nu. Therefore, we have
Pr{Su−1 = (wu − bu, ru − au + bu, nu)|Su = (wu, ru, nu)} =(
wu
bu
)
pu
bu(1− pu)wu−bu
(
ru − 1
au − 1
)(1
u
)au−1 (
1− 1
u
)ru−au
. (4.8)
Let us now look at the transition from u to u− 1 active symbols when ru = 0, that is,
when an inactivation takes place. In this case the number of inactivations is increased
by one yielding
Pr{Su−1 = (wu−bu, bu, nu + 1)|Su = (wu, 0, nu)} =
(
wu
bu
)
pu
bu(1− pu)wu−bu . (4.9)
The probability of the decoder being in state Su−1 = (wu−1, ru−1, nu−1) can be computed
recursively via (4.8), (4.9) starting with the initial condition
Pr{Sk = (wk, rk, nu)} =
(
m
r
)
Ωr1 (1− Ω1)wk
for all non-negative wk, rk such that wk + rk = m and nk = 0.
The distribution of the number of inactivations needed to complete the decoding
process is finally given by
fN(n) =
∑
w0
∑
r0
Pr{S0 = (w0, r0, n)}. (4.10)
From (4.10) we may obtain the cumulative distribution FN(n) which corresponds
to the probability of performing at most n inactivations during the decoding process.
The cumulative distribution of the number of inactivations has practical implications.
Let us assume the fountain decoder runs on a platform with limited computational
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Fig. 4.15 Distribution of the number of inactivations for an LT code with k = 300 and
degree distribution ΩR10 given in (3.10).
capability. For example, the decoder may be able to perform a maximum number
of inactivations (recall that the complexity of inactivation decoding is cubic in the
number of inactivations, n). Suppose the maximum number of inactivations that the
decoder can handle is n∗. For such a decoder, the probability of decoding failure will
be lower bounded by 1− FN(n∗)3.
Figure 4.15 shows the distribution of the number of inactivations, for an LT code
with degree distribution ΩR10 given in (3.10) and source block size k = 500. The chart
shows the distribution of the number of inactivations obtained through both Monte
Carlo simulation and by (4.10). Again, we can observe how there is a very tight match
between the analysis and the simulation results.
4.2.3 Binomial Approximation
In Sections 4.2.1 and 4.2.2 we have derived recursive methods that can compute the
expected number of inactivations and the distribution of the number of inactivations
3The probability of decoding failure is actually higher than 1−FN(n∗) since the system of equations
to be solved in the Gaussian elimination (GE) step of inactivation decoding might be rank deficient.
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needed to complete the decoding process. The disadvantage of these methods is that
their evaluation is computationally complex for large k. In this section we propose
another recursive method that can provide a reasonably accurate estimation of the
number of inactivations with lower computational complexity.
Let us start by introducing the following definition.
Definition 11 (Reduced degree-d set). The reduced degree-d set is defined as the set
of output symbols of reduced degree d, and we denote it by Z (d).
We shall denote the cardinality of Z (d) by z(d) and its associated random variable
by Z(d). Obviously, the set Z (1) corresponds to the ripple. Moreover, the cloud W
corresponds to the union of the sets of output symbols of reduced degree higher than
1, that is,
W =
dmax⋃
d=2
Z (d).
Furthermore, since the sets Z (d) are obviously disjoint, we have
W =
dmax∑
d=2
Z(d).
As we did in the previous section, we shall add a temporal dimension through
subscript u, where u corresponds to the number of active input symbols in the graph.
Thus, Z (d)u is the set of reduced degree d output symbols when u input symbols are
still active. Furthermore, Z(d)u and z(d)u are respectively the random variable associated
to the number of reduced degree d output symbols when u input symbols are still
active and its realization. The triangulation process can be modelled by means of a
finite state machine with state
Su :=
(
Z(1)u , Z(2)u , . . . , Z(dmax)u
)
.
Let us analyze next how the change of the number of reduced degree d output
symbols in the transition from u to u− 1 active input symbols. We shall consider first
a randomly chosen output symbol y with reduced degree d ≥ 2. Denoting by p(d)u the
probability that the degree of y decreases to d− 1 after the transition from u to u− 1,
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that is,
p(d)u := Pr{y ∈ Z (d−1)u−1 |y ∈ Z (d)u }
we have,
Proposition 4. The probability that a randomly chosen output symbol y, that has
reduced degree d ≥ 2 when u input symbols are active, has reduced degree d− 1 when
u− 1 input symbols are active is
p(d)u =
d
u
.
Proof. Before the transition we have u active input symbols and output symbol y
has exactly d neighbors among the u active input symbols. In the transition from u
to u− 1 active symbols, 1 input symbol is selected at random and marked as either
resolvable or inactive. The probability that the degree of y gets reduced corresponds
to the probability that one of its d neighbors is marked as resolvable or inactive.
Since all output symbols choose their neighbors independently, we have that the
random variable associated with the number of output symbols of reduced degree d
that become of reduced degree d− 1 in the transition from u to u− 1 output symbols,
B(d)u , conditioned to Z(d)u = z(d)u , is binomially distributed with parameters z(d)u and
p(d)u = d/u.
Since output symbols select their neighbors without replacement, they cannot have
two edges going to the same input symbols. Thus, we have,
Z(d)u−1 = Z(d)u +B(d+1)u −B(d)u (4.11)
Using a dynamical programming approach similar to the one in Section 4.2.1 it is
possible to derive a recursion to determine the decoder state probability, which also
provides the expected number of inactivations. However, such a recursion would be
much more complex to evaluate than the one in Section 4.2.1 because the number of
possible states is now much larger. Nevertheless, the complexity can be dramatically
reduced by introducing a simplifying assumption. Concretely, the method presented in
this section is based on the assumption that Z(d)u can be approximated by a binomially
distributed random variable with parameters m and ξ(d)u . Formally, we assume that
72
4.2 Analysis under Random Inactivation
the distribution of the decoder state at step u can be approximated as a product of
binomial distributions,
Pr{Su = zu} ≈
dmax∏
d=1
(
m
z(d)u
)(
ξ(d)u
)z(d)u (1− ξ(d)u )m−z(d)u .
where
zu =
(
z(1)u , z(2)u , . . . , z(dmax)u
)
This binomial distribution assumption is made for the sake of simplicity but it was
shown to be reasonably accurate through Monte Carlo simulations. This assumption
greatly simplifies the finite state machine, since the finite length analysis now reduces
to deriving a recursion to obtain ξ(d)u .
In order to derive a recursion to compute ξ(d)u , we shall distinguish two cases. First,
we consider the output symbols of reduced degree d ≥ 2 . From Proposition 4, for
d ≥ 2 we have that B(d)u conditioned to Z(d)u = z(d)u is a binomial random variable with
parameters z(d)u and p(d)u = d/u. Thus, we have
E
[
E
[
B(d)u |Z(d)u
]]
= d
u
E
[
Z(d)u
]
. (4.12)
If we now take the expectation on both sides of (4.11), we have
E
[
Z(d)u−1
]
= E
[
Z(d)u
]
+ E
[
B(d+1)u
]
− E
[
B(d)u
]
. (4.13)
Substituting (4.12) in (4.13) , and we can write
E
[
Z(d)u−1
]
= E
[
Z(d)u
]
+ d+ 1
u
E
[
Z(d+1)u
]
− d
u
E
[
Z(d)u
]
.
If we now make use of our assumption and consider
E
[
Z(d)u−1
]
= mξ(d)u
we can write
ξ
(d)
u−1 =
(
1− d
u
)
ξ(d)u +
d+ 1
u
ξ(d+1)u ,
for d ≥ 2.
We shall now consider the output symbols of reduced degree 1. We are interested
in B(1)u , the random variable associated to the output symbols of reduced degree d = 1
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that become of reduced degree 0 in the transition from u to u− 1 active input symbols.
If we assume that the ripple is not empty, z(1)u ≥ 1 , an output symbol y is chosen
at random from the ripple and its only neighbor v is marked as resolvable and it
is removed from the graph. Moreover, any other output symbol in the ripple being
connected to input symbol v also leaves the ripple during the transition. Thus, for
z(1)u ≥ 1 we have
E
[
B(1)u |Z(1)u = z(1)u ≥ 1
]
= 1 + 1
u
(
z(1)u − 1
)
= 1− 1
u
+ 1
u
z(1)u (4.14)
whereas when the ripple is empty, z(1)u = 0, we have
E
[
B(1)u |Z(1)u = 0
]
= 0. (4.15)
If we put together (4.14) and (4.15) we have
E
[
B(1)u
]
=
(
1− 1
u
)
Pr{Z(1)u ≥ 1}+
1
u
m∑
z(1)u =1
z(1)u Pr{Z(1)u = z(1)u }
=
(
1− 1
u
) (
1− Pr{Z(1)u = 0}
)
+ 1
u
E
[
Z(1)u
]
=
(
1− 1
u
) (
1−
(
1− ξ(1)u
)m)
+ 1
u
mξ(1)u (4.16)
If we now replace (4.16) into (4.13) we obtain the following recursion for ξ(1)u ,
ξ
(1)
u−1 =
(
1− 1
u
)
ξ(1)u +
2
u
ξ(2)u −
(1− 1/u)
(
1− (1− ξ(1)u )m
)
m
In order to initialize the finite state machine we shall assume that before triangula-
tion starts Z(d)k follows a binomial distribution B(m,Ωd), i.e., we assume
ξ
(d)
k = Ωd.
The probability of an inactivation occurring in the transition from u to u− 1 active
symbols corresponds simply to the probability of the ripple being empty
Pr{Z(1)u = 0} =
(
1− ξ(1)u
)m
.
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Fig. 4.16 Average number of inactivations needed to decode a linear random fountain
code and a RSD for k = 1000 and average output degree Ω¯ = 12. The markers represent
simulation results and the lines represent the predicted number of inactivations for
random inactivation using the binomial approximation.
Let us recall that N is the random variable associated with the cumulative number of
inactivations after the k steps of triangulation, we have
E [N] =
k∑
u=1
Pr{Z(1)u = 0}.
Figure 4.16 shows the average number of inactivations needed to complete decoding
for a LRFC4 and a RSD with parameters ς = 0.09266 and ψ = 0.001993, both with
average output degree Ω¯ = 12 and k = 1000. The figure shows results obtained
by Monte Carlo simulation and also the estimation obtained under our binomial
approximation. A tight match between simulation results and the estimation can be
observed.
In Figure 4.17 we shows the evolution of the ripple size Ru = Z(1)u and the cumulative
number of inactivations when u input symbols are active. The output degree distribution
4The degree distribution of a LRFC follows a binomial distribution.
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Fig. 4.17 Evolution of Ru and the cumulative number of inactivations with respect to
the number of active input symbols u. The output degree distribution is a RSD with
k = 1000 and ϵ = 0.2. The lines represent the prediction obtained under the binomial
distribution assumption. The markers represent the average obtained through Monte
Carlo simulations.
is again a RSD with parameters ς = 0.09266 and ψ = 0.001993 and the relative receiver
overhead is ϵ = 0.2. The figure shows the result of Monte Carlo simulations and the
estimation obtained with our binomial approximation. It can be observed how the
match between simulation results and the outcome of our approximation is tight.
4.3 Code Design
This section focuses on the design of LT codes optimized for inactivation decoding.
Most of the works on LT codes assume iterative decoding rather than inactivation
decoding. An exception is the work in [68] where the authors derived a analytically
family of degree distributions optimized for inactivation decoding. The authors in
[68] found out that in the unconstrained case, the optimal degree distribution under
inactivation decoding corresponds to the ideal soliton distribution. One of the main
shortcomings of this work is that there is no direct control on the average output
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degree of the degree distributions, which implies one has no control on the encoding
complexity.
In this section we present method to design LT codes for inactivation decoding.
In this chapter three different methods have been presented to obtain the number of
inactivations needed to complete decoding (or an estimation thereof). Any of these
three methods can be used to perform a numerical optimization of the output degree
distribution which leads to a low number of inactivations. We will use the approximate
method presented in Section 4.2.3 since its evaluation is much faster than that of
the other two methods. Nevertheless, it is still feasible to use the other methods for
numerical code design provided that the source block size k is not too large (up to
several hundreds).
The numerical optimization algorithm we will use is simulated annealing (SA) [69],
a fast meta-heuristic method for global optimization that is inspired in the process of
annealing in metallurgy in which a material is cooled down slowly to obtain a crystal
structure. The starting point of SA corresponds to an initial state sinit plus an initial
temperature Tinit. At every step a number of candidate successive states for the system
are generated as a slight variation of the previous state and the temperature decreases.
For high temperatures SA allows moving the system to higher energy states with some
probability that becomes smaller as the temperature of the system decreases. This
process is repeated until the system reaches a target energy or until a maximum number
of steps are carried out. In our case the states correspond to degree distributions. The
energy of a state (degree distribution) has to be defined so that it is a monotonically
decreasing function of the number of inactivations E [N] and the probability of decoding
failure PF.
Concretely, we consider a source block size k = 10000 and we set the following
constraints:
• A target probability of decoding failure P ∗f = 10−2 at ϵ = 0.
• Maximum average output degree Ω¯ ≤ 12.
• Maximum output degree dmax = 150.
The second and third constraint are introduced to limit the average and worst case
encoding cost of an output symbol. In order to embed these constraints into SA the
objective function to be minimized (energy) is defined as
Υ = E
[
Nˆ
]
+ fp(PF)
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where fp is defined as
fp(PF) =
0, PF < PF
∗
b (1− PF∗/PF), otherwise
(4.17)
being PF∗ the target probability of decoding failure, PF the tight lower bound to it given
in equation (3.5) and b a large positive number (b = 1000 was used in the example).
The large b factor ensures that degree distributions which do not comply with the
target probability of decoding failure are discarded.
The use of PF in place of the actual PF in the objective functions stems from the
need of having a fast (though, approximate) performance estimation to be used within
the SA recursion (note in fact that the evaluation of the actual PF may present a
prohibitive complexity). This allows evaluating the energy of a state (i.e., degree
distribution) very quickly. Although the lower bound in eq. (3.5) may not be tight for
ϵ = 0, it is very tight for values of ϵ slightly larger than 0. This means that in practice
we will need ϵ slightly larger than 0 to comply with our requirements.
For the sake of illustration we will perform two different optimizations. In the
first one we will constrain the degree distribution to be a (truncated) RSD and in the
second one we will impose no constraints to the degree distribution.
Let ΩRSD be a RSD distribution. For a given maximum degree dmax we define the
truncated RSD distribution, ΩRSD′ , as
ΩRSD′i =

ΩRSDi , i < dmax∑k
j=dmax ΩRSDj , i = dmax
0, i > dmax
.
Therefore, in this first optimization we aim at finding the RSD parameters ψ and ς (see
(3.3) in Section 3.2.1.1 for the definition of ψ and ς) that minimize our objective function
in (4.17). We shall denote the degree distribution obtained from this optimization
process by Ω(1).
In the second optimization we carry out we set no constraints at all on the degree
distribution, except for the design constraints on the average and maximum output
degree. We refer to the distribution obtained by this optimization method as Ω(2).
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Fig. 4.18 Average number of inactivations needed for decoding vs. ϵ. The solid and
dashed lines represent the predicted number of inactivations, E[Nˆ] for Ω(1) and Ω(2),
respectively. The markers denote the average number of inactivations E[N] obtained by
Monte Carlo simulations.
Figure 4.18 shows the number of inactivations needed for decoding as a function of
ϵ for Ω(2) and Ω(1), which has parameters ς = 0.05642 and ψ = 0.0317. If we compare
the number of inactivations needed by Ω(2) and Ω(1) we can observe how the Ω(2), the
result of the unconstrained optimization, requires slightly less inactivations. In the
figure we can also observe how the estimation of the number of inactivations E
[
Nˆ
]
lies
slightly below E [N], which is an effect that had already been observed in Section 4.2.3.
For the sake of completeness, the probability of decoding failure for Ω(1) and Ω(2) is
provided in Figure 4.19. It can be observed how PF is below the target value P ∗f = 10−2
in both cases, being the probability of decoding failure lower for the truncated RSD.
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Fig. 4.19 Probability of decoding failure, PF vs. ϵ for Ω(1) and Ω(2). The lines represent
the lower bound PF and markers denote simulation results.
4.4 Summary
In this chapter we have considered LT codes under inactivation decoding, an ML
decoding algorithm belonging to the family of the structured or intelligent Gaussian
elimination algorithms. Inactivation decoding aims at reducing the size of the system
of equations that needs to be solved with standard Gaussian elimination (number
of inactivations). The focus of the chapter is on the decoding complexity under
inactivation decoding. In Section 4.2.1 we presented a first order analysis of LT codes
under inactivation decoding that provides the expected number of inactivations given
an output degree distribution. The analysis is based on a dynamic programming
approach that models the decoder as a finite state machine. This model was extended
in Section 4.2.2 in order to obtain the probability distribution of the number of
inactivations. Section 4.2.3 presented an approximate low complexity method to
estimate the expected number of inactivations. Finally in Section 4.3 we showed how
these methods can be used to numerically design degree distributions to minimize the
number of inactivations while fulfilling a set of design constraints.
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Chapter 5
Raptor Codes under Inactivation
Decoding
Within this chapter we consider Raptor codes under inactivation decoding. In Section
5.1 we develop upper bounds to the probability of decoding failure of q-ary Raptor
codes under ML decoding using the weight enumerator of the outer code (precode), or
its expected weight enumerator in case the outer code is not deterministic but drawn
at random from an ensemble of codes. The bounds are shown to be tight, specially
in the error floor region, by means of simulations. In Section 5.2 we consider the
decoding complexity of Raptor codes under inactivation decoding, which is an ML
decoding algorithm. More concretely, we provide a heuristic method to approximate
the number of inactivations needed for decoding. In Section 5.3 we show how the
results in this chapter can be used for Raptor code design by means of an example.
Finally in Section 5.4 we summarize our contributions.
5.1 Performance under ML Decoding
The probability of decoding failure of Raptor codes under ML decoding1 has been
subject of study in several works. In [70] upper and lower bounds to the intermediate
symbol erasure rate were derived for Raptor codes with outer codes in which the elements
of the parity check matrix are independent and identically distributed (i.i.d.) Bernoulli
random variables. This work was extended in [71] by deriving an approximation to
the performance of Raptor codes under ML decoding under the assumption that the
1Inactivation decoding is a maximum likelihood decoding algorithm.
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number of erasures correctable by the outer code is small. Thus, this approximation
holds only when the rate of the outer code is sufficiently high. In [51] it was shown
by means of simulations how the error probability of q-ary Raptor codes is very close
to that of q-ary linear random fountain codes. In [72] upper and lower bounds to
the probability of decoding failure of Raptor codes where derived. The outer codes
considered in [72] are systematic binary linear random codes.
Although a number of works has studied the probability of decoding failure of
Raptor codes, to the best of the knowledge of the author, the available results hold
only for specific binary outer codes (see [70, 72, 38]). In this section we derive an upper
bound to the probability of decoding failure of q-ary Raptor codes using the weight
enumerator of the outer code (precode), or its expected weight enumerator in case the
outer code is not deterministic but drawn at random from an ensemble of codes. Thus,
the bounds derived in this chapter are generic and can be applied to any Raptor code,
provided that the weight enumerator of the outer code is known.
In this section we consider ensembles of q-ary Raptor codes under ML decoding.
More specifically, Raptor codes constructed over Fq with an (h, k) outer linear block
code C are considered. Hence, the k input (or source) symbols, u = (u1, u2, . . . , uk),
belong to Fq.
Denoting by Go the employed generator matrix of the outer code, of dimension
(k × h) and with elements in Fq, the intermediate symbols can be expressed as
v = uGo.
Note that, by definition, v = (v1, v2, . . . , vh) ∈ C. The intermediate symbols serve as
input to a q-ary LT encoder, that generates an unlimited number of output symbols,
c = (c1, c2, . . . , cn), where n can grow unbounded. Again, the elements of c belong to
Fq. For any n the output symbols can be expressed as
c = vGLT = uGoGLT
where GLT is an (h×n) with elements in Fq. Each column of GLT is associated with ci.
More specifically, each column of GLT is generated by first selecting an output degree d
according to the degree distribution Ω, and then selecting d different indices uniformly
at random between 1 and h. Finally, the elements of the column corresponding to
these indices are drawn independently and uniformly at random from Fq\{0}, while all
other elements of the column are set to zero.
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We consider the transmission over a QEC at the output of which each transmitted
symbol is either correctly received or erased. Denoting by m the number of output
symbols collected by the receiver of interest, and expressing it as m = k + δ, where δ
is the absolute receiver overhead. Let us denote by y = (y1, y2, . . . , ym) the m received
output symbols. Let us denote by I = {i1, i2, . . . , im} the set of indices corresponding
to the m non-erased symbols, we have
yj = cij .
In this section we will assume that ML Raptor decoding is performed by solving the
system of equations2
y = vGR
where
GR = GoG˜LT (5.1)
with G˜LT given by the m columns of GLT with indices in I.
5.1.1 Upper Bounds on the Error Probability
An upper bound on the probability of failure PF of a Raptor code constructed over Fq
as a function of the receiver overhead δ is established in the next Theorem.
Theorem 1. Consider a Raptor code constructed over Fq with an (h, k) outer code
C characterized by a weight enumerator Ao, and an inner LT code with output degree
distribution Ω. The probability of decoding failure under optimum (ML) erasure decoding
given that m = k + δ output symbols have been collected by the receiver can be upper
bounded as
PF ≤
h∑
l=1
Aol π
k+δ
l
2In practice Raptor decoding is performed by solving the system of equations in (3.9) that involves
the constraint matrix. The two systems of equations are equivalent. In this section we take the system
of equations involving the generator matrix of the Raptor code for convenience.
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where πl is the probability that a generic output symbol Y is equal to 0 given that the
vector v of intermediate symbols has Hamming weight l. The expression of πl is
πl =
1
q
+ q − 1
q
dmax∑
j=1
Ωj
Kj(l;h, q)
Kj(0;h, q) (5.2)
where Kj(l;h, q) is the Krawtchouk polynomial of degree j with parameters h and q,
defined as [73]
Kk(x;n, q) =
k∑
j=0
(−1)j
(
x
j
)(
n− x
k − j
)
(q − 1)k−j.
Proof. An optimum (ML) decoder solves the linear system of equations in (5.1).
Decoding will fail whenever the system does not admit a unique solution, that is, if and
only if rank(GR) < k, i.e. if ∃u ∈ Fkq\{0} s.t. uGR = 0. Let us consider two vectors
u ∈ Fkq ,v ∈ Fhq . Define Eu as the event uGoG˜LT = 0. Similarly, Define Ev as the
event vG˜LT = 0. We have
PF = Pr

⋃
u∈Fkq\{0}
Eu
 = Pr
 ⋃
v∈C\{0}
Ev
 (5.3)
where we made use of the fact that due to linearity, the all zero intermediate word is
only generated by the all zero input vector.
If we develop (5.3), we have
PF = Pr

h⋃
l=1
⋃
v∈Cl
Ev
 (5.4)
where, Cl is the set of codewords in C of Hamming weight l, formally,
Cl = {v ∈ C : wH(v) = l} .
Let L be a discrete random variable representing the Hamming weight of vector
v ∈ C. Moreover, let J and I be discrete random variables representing the degree of
the generic output symbol y, and the number of non-zero neighbors of such intermediate
symbol, respectively. Note that I ≤ L. By making use of Boole’s inequality (also
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known as the union bound) it is possible to upper bound (5.4) as
PF ≤
h∑
l=1
Pr
 ⋃
v∈Cl
Ev

≤
h∑
l=1
Aol Pr {Ev|L = l} . (5.5)
Since output symbols are independent of each other, we have
Pr {Ev|L = l} = πk+δl
where πl = Pr{y = 0|L = l} is the conditional probability that the generic output
symbol y is equal to 0 ∈ Fq given that v ∈ Cl. An expression for πl may be obtained
observing that
πl =
dmax∑
j=1
Pr{y = 0|L = l, J = j}Pr{J = j|L = l}
(a)=
dmax∑
j=1
Ωj Pr{y = 0|L = l, J = j}
(b)=
dmax∑
j=1
Ωj
min{j,l}∑
i=0
Pr{y = 0|I = i}Pr{I = i|L = l, J = j}
where equality (a) is due to Pr{J = j|L = l} = Pr{J = j} = Ωj and equality (b) to
Pr{y = 0|L = l, J = j, I = i} = Pr{y = 0|I = i}. Letting ϑi,l,j = Pr{I = i|L = l, J = j},
since the j intermediate symbols are chosen uniformly at random by the LT encoder
we have
ϑi,l,j =
(
l
i
)(
h−l
j−i
)
(
h
j
) . (5.6)
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Denoting Pr{y = 0|I = i} by ϕi and observing that, due to the elements of GR being
i.i.d. and uniformly drawn in Fq \ {0}, on invoking Lemma 3 in Appendix B3 we have
ϕi =
1
q
(
1 + (−1)
i
(q − 1)i−1
)
. (5.7)
Hence, πl is given by
πl =
dmax∑
j=1
Ωj
min{j,l}∑
i=0
ϑi,l,j ϕi
where ϑi,l,j and ϕi are given by (5.6) and (5.7), respectively.
Expanding this expression and rewriting it using Krawtchouk polynomials and
making use of the Chu-Vandermonde identity4, one obtains (5.2).
The following theorem makes the bound in Theorem 1 tighter for q > 2. For q = 2
the following theorem is equivalent to Theorem 1 .
Theorem 2. Consider a Raptor code constructed over Fq with an (h, k) outer code
C characterized by a weight enumerator Ao, and an inner LT with output degree
distribution Ω. The probability of decoding failure under optimum erasure decoding
given that m = k + δ output symbols have been collected by the receiver can be upper
bounded as
PF ≤
h∑
l=1
Aol
q − 1π
k+δ
l
Proof. The bound (5.5) can be tightened by a factor q − 1 exploiting the fact that for
a linear block code C constructed over Fq, if c is a codeword, αc is also a codeword,
∀α ∈ Fq\{0}, [47].
Remark 1. The upper bound in Theorem 2 can also be applied to LT codes. In that
case, Aol needs to be replaced by the total number of sequences of Hamming weight l
3Lemma 3 is only valid for q = 2m, the case of most interest for practical purposes. The proof
of the general case is a trivial extension of Lemma 3. The result in Lemma 3 can also be found in
[56], where the proof was derived using a different technique from the one used in Appendix B (see
Appendix B for more details).
4The Chu-Vandermonde identity, or Vandermonde’s convolution formula is given by(
x+ a
n
)
=
n∑
k=0
(
x
k
)(
a
n− k
)
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and length k,
Aol =
(
k
l
)
(q − 1)l−1.
The upper bound obtained for LT codes coincides with the bound in [56] (Theorem 1),
where only LT codes are considered. Thus, we can regard Theorem 2 as an extension
of the work in [56] to Raptor codes.
5.1.2 Random Outer Codes from Linear Parity-Check Based
Ensembles
Both Theorem 1 and Theorem 2 apply to the case of a deterministic outer code. In
this section we extend these results to the case of a random outer code drawn from
an ensemble of codes. Specifically, a parity-check based ensemble of outer codes is
considered, denoted by C o, defined by a random matrix of size (h− k)× h whose
elements belong to Fq. A linear block code of length h belongs to C o if and only
if at least one of the instances of the random matrix is a valid parity-check matrix
for it. Moreover, the probability measure of each code in the ensemble is the sum of
the probabilities of all instances of the random matrix which are valid parity-check
matrices for that code. Note that all codes in C o are linear, have length h, and have
dimension k′ ≥ k5.
In the following the expression “Raptor code ensemble” is used to refer to the set of
Raptor codes obtained by concatenating an outer code belonging to the parity-check
based ensemble C o with an LT encoder having distribution Ω. This ensemble shall
be denoted as (C o,Ω). The following theorem extends the result in Theorem 2 to
ensembles of Raptor codes.
Theorem 3. Consider a Raptor code ensemble (C o,Ω) and let A = {A0,A1, . . . ,Ah}
be the expected weight enumerator of a code C that is randomly drawn from ensemble
C o, i.e., let Al = EC[Al(C)] for all l ∈ {0, 1, . . . , h}. Let P¯F be the average probability
of decoding failure of the Raptor code ensemble obtained by concatenating a code C
randomly drawn from ensemble C o with the LT encoder with degree distribution Ω,
under maximum likelihood (ML) erasure decoding and given that m = k + δ output
symbols have been collected by the receiver. Then
P¯F ≤
h∑
l=1
Al
q − 1π
k+δ
l .
5This comes from the fact that the parity-check matrix can be rank deficient.
87
Raptor Codes under Inactivation Decoding
Proof. We can express the average probability of decoding failure as
P¯F = EC o [PF(C)]
where PF(C) is the probability of decoding failure when outer code C is selected as
outer code, and the expectation is taken over all the outer codes C in the ensemble C o.
From Theorem 2 we have
P¯F ≤ E
[
h∑
l=1
Aol (C)
q − 1 π
kC+δ
l
]
(5.8)
where Aol (C) is the number of codewords of weight l in C and kC is the dimension of C.
For all codes C in the ensemble C o we have kC ≥ k. Furthermore, since πl is a
probability we have πl ≤ 1 and we can write
πkC+δl ≤ πk+δl
which allows us to upper bound (5.8) as
P¯F ≤ E
[
h∑
l=1
Aol (C)
q − 1 π
k+δ
l
]
which by linearity of the expectation becomes
P¯F ≤
h∑
l=1
E [Aol (C)]
q − 1 π
k+δ
l =
h∑
l=1
Al
q − 1π
k+δ
l
Theorem 1 can be extended in the same way as Theorem 2 to consider the case
when the outer code is drawn from an ensemble of codes.
5.1.3 Numerical Results
All the results presented in this section use the LT output degree distribution from
standard R10 Raptor codes, [30, 31] with degree generator polynomial:
Ω(x) = 0.0098x+ 0.4590x2 + 0.2110x3 + 0.1134x4
+ 0.1113x10 + 0.0799x11 + 0.0156x40. (5.9)
88
5.1 Performance under ML Decoding
The bound used in the different figures in this section is that given in Theorem 2
for deterministic outer codes. When considering outer codes drawn for an ensemble
the bound in Theorem 3 is used.
5.1.3.1 Hamming outer code
In this section we consider Raptor codes with binary Hamming outer codes. The weight
enumerator of a Hamming code can be derived easily using the following recursion,
(i+ 1)Ai+1 + Ai + (n− i+ 1)Ai−1 =
(
n
i
)
with A0 = 1 and A1 = 0 [73]. The expression obtained from this recursion can then be
used together with Theorem 1 to derive an upper bound on the probability of decoding
failure.
In Figure 5.1 we show the probability of decoding failure for a Raptor code with a
(63, 57) binary Hamming outer code as a function of the absolute overhead, δ. In order
to obtain the average probability of failure, Monte Carlo simulations were run until
200 errors were collected. It can be observed how the upper bound is tight, specially
in the error floor region (when δ is large).
5.1.3.2 Linear random outer code
In this section an ensemble of Raptor codes is consider where the outer code is selected
from the q-ary linear random ensemble. The average weight enumerator of the linear
random ensemble was first derived in [16] for the binary case and then in [74] for the
q-ary case and has the expression
Al =
(
h
l
)
q−h(1−ro)(q − 1)l.
In order to simulate the average probability of decoding failure of the ensemble,
6000 different outer codes were generated. For each outer code and overhead value
103 decoding attempts were carried out. The average probability of decoding failure
was obtained averaging the probabilities of decoding failure obtained with the different
outer codes. Note that the objective of the simulation was not characterizing the
performance of every individual code but to characterize the average performance of
the ensemble. In order to select the outer code an (h − k) × h parity check matrix
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Fig. 5.1 Probability of decoding failure PF vs. absolute overhead for a Raptor code with
a (63, 57) Hamming outer code and LT output degree distribution given in (5.9). The
solid line denotes the upper bound on the probability of decoding failure in Theorem 2.
The markers denote simulation results.
was selected at random by generating each of its elements according to a uniform
distribution in Fq.
Figure 5.2 shows the simulation results for Raptor codes with a linear random outer
code with k = 64 input symbols and h = 70 intermediate symbols and the degree
distribution in (5.9). Two different ensembles were considered, a binary one and one
constructed over F4. We can observe how in both cases the bounds hold and are tight
except for very small values of δ.
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Fig. 5.2 Expected probability of decoding failure P¯F vs. absolute overhead for two
Raptor code ensembles where the outer code is selected from the (70,64) linear random
ensemble constructed over F2 and F4 and with LT output degree distribution given in
(5.9). The solid and dashed lines denote the upper bound on the probability of decoding
failure for the ensembles constructed over F2 and F4 respectively (see Theorem 3). The
square and asterisk markers denote simulation results for F2 and F4 respectively.
5.2 Inactivation Decoding Analysis
In this section we will consider Raptor codes under inactivation decoding, the efficient
ML decoding algorithm that is described in Section 4.1 within the context of LT codes.
For simplicity, in this section we will consider only binary Raptor codes, being the
extension to non-binary Raptor codes straightforward.
Let us recall, that ML decoding of LT codes consists of solving the system of
equations in (3.4):
yT = G˜TvT
where y is the (row) vector of received output symbols, v is the (row) vector of source
symbols and G˜T is the transposed generator matrix of the LT code after removing
the rows associated to output symbols that were erased by the channel. The matrix
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G˜T has dimensions m× k, m being the number of output symbols collected and k the
number of source symbols.
ML decoding of Raptor codes consists of solving the system of equations in (3.9).
That is,  z
yT
 =MvT
where v is a row vector representing the intermediate symbols, that are the input to
the LT encoder, y is a column vector representing the received output symbols and M
is the constraint matrix of the Raptor code with dimension ((h− k +m)× h). Vector
z is a (h− k)× 1 column zero vector (see Section 3.3.1 for more details).
If we compare the two systems of equations, we can see how Raptor ML decoding
is very similar to ML decoding of an LT code with h source symbols and h− k +m
output symbols. The role of matrix G˜ for LT codes is played by the constraint matrix
of the Raptor code, M. The main difference is that while for LT codes all the rows of
G˜ are independent and identically distributed according to the degree distribution Ω,
this is no longer true for matrix M (for a generic Raptor code). Let us recall that the
constraint matrix of a Raptor code is defined as:
M =
 Ho
G˜TLT

where Ho is the parity check matrix of the outer code, and G˜LT is a binary matrix
that corresponds to the generator matrix of the LT code after removing the columns
associated with the output symbols that were erased by the channel. Thus, while the
rows in G˜LT are independent and identically distributed this is not true for matrix M.
Let us introduce the following definition.
Definition 12 (Surrogate LT code). Consider a Raptor code with outer code parity-
check matrix Ho and an inner LT code with degree distribution Ω and assume the
receiver has collected m = k + δ output symbols. The surrogate LT code of the Raptor
code is defined as an LT code with h input symbols, m output symbols, and degree
distribution Ωˆ given by the expected Hamming weight distribution of the rows of the
constraint matrix M of the Raptor code. Formally
Ωˆ = h− k
h− k +mΘ+
m
h− k +mΩ = Ωˆ =
h− k
h+ δΘ+
m
h+ δΩ
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where Θ = {Θ1,Θ2, . . . ,Θh}, being Θi the fraction of rows of Hamming weight i in Ho.
Remark 2. The degree distribution of the surrogate LT code, Ωˆ depends on the receiver
overhead δ.
Given the similarity between inactivation decoding of Raptor and LT codes, it is
possible to approximate inactivation decoding of a Raptor code as inactivation decoding
of its surrogate LT code. Using this heuristic approximation we will show how the
approaches derived in Sections 4.2.1, 4.2.2 and 4.2.3 for LT codes can be adapted to
approximate inactivation decoding of Raptor codes with a reasonable accuracy.
5.2.1 Raptor Codes with Linear Random Outer Codes
In the case of Raptor codes with a linear Random outer code the constraint matrix
corresponds to:
M =
 Ho
G˜TLT

where
• Ho is the parity check matrix of a linear random code with size ((h− k)× h).
The Hamming weight of each row corresponds to a binomial random variable
with parameters h and 1/2.
• G˜LT is a (h×m) binary matrix which defines the relation between the interme-
diate symbols and the output symbols due to the LT encoding. The Hamming
weight of each column corresponds to the output degree distribution of the inner
LT code Ω.
Thus the Hamming weight distribution of Ho corresponds to
Θi = B(h, 1/2)
where B(h, 1/2) is a binomial distribution with parameters h and 1/2. Therefore, the
degree distribution of the surrogate LT code corresponds to
Ωˆ = m
h− k +mΩ +
h− k
h− k +mB(h, 1/2)
For illustration, in Figure 5.3 we provide an example of degree distribution of the
surrogate LT code for a Raptor code with a (106, 80) linear random outer code with
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Fig. 5.3 Surrogate LT degree distribution Ωˆ for a Raptor code with a (106, 80) linear
random outer code with m = 80 and degree distribution ΩR10.
m = 80 and degree distribution ΩR10. The contribution of the outer code can be clearly
distinguished, it corresponds to the bell shaped curve around degree d = 53.
Figure 5.4 shows the average number of inactivations vs. the absolute receiver
overhead δ for a Raptor code with a (233, 200) linear random precode with degree
distribution ΩR10. The figure shows results obtained by Monte Carlo simulations and
the approximations obtained using the methods in Sections 4.2.1 and 4.2.3 for the
surrogate LT code. The match between the simulation results and the approximation
is good.
Finally, Figure 5.5 shows the distribution of the number of inactivations for a
Raptor code with a (233, 200) linear random outer code with m = 200 and degree
distribution ΩR10 and the approximation obtained using the method in Section 4.2.2
for the surrogate LT code. We can observe how the estimation of the distribution of
the number of inactivations is not very accurate. While the average value is estimated
correctly, the actual distribution of the number of inactivations is more concentrated
around the mean than its estimation. A possible explanation for this effect is that
the Raptor code has a constant number large Hamming weight rows in its constraint
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Fig. 5.4 Average number of inactivations vs. absolute receiver overhead δ for a Raptor
code with a (233, 200) linear random outer code with degree distribution ΩR10. The
markers represent the results of Monte Carlo simulations. The solid and dashed lines
represent the number of inactivations for the surrogate LT code using the methods
Sections 4.2.1 and 4.2.3 respectively.
matrix, which correspond to the parity check matrix of the outer code. However, its
surrogate LT code implicitly makes the assumption that the number of large weight
rows is random. Thus, it also considers realizations with too many/few large Hamming
weight rows (output symbols), leading to a higher dispersion (less concentration) of
the number of inactivations around the mean value.
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Fig. 5.5 Distribution of the number of inactivations for a Raptor code with a (233, 200)
linear random outer code with m = 200 and degree distribution ΩR10. The dashed
line represents the results of Monte Carlo simulations. The solid line represents the
estimated number of inactivations using the method in Section 4.2.2 for the surrogate
LT code.
5.2.2 R10 Raptor Codes
In the case of R10 Raptor codes, the precode is a concatenation of two systematic
codes, an LDPC code and an HDPC code (see Section 3.3.2). Hence, two different
parts can be distinguished in the parity check matrix of the precode:
• LDPC part. There are sR10 rows associated to LDPC redundant symbols. The
Hamming weight of each row is approximately 3⌊k/sR10⌉+ 1, where ⌊x⌉ denotes
the closest integer to x.
• HDPC part. There are hR10 rows associated to HDPC redundant symbols. The
Hamming weight of each row is approximately ⌊(k + sR10)/2⌉+ 1
Thus, the distribution of the Hamming weight of the rows of Ho is approximately
Θi ≈ sR10
sR10 + hR10
D
(
3
⌊
k
sR10
⌉
+ 1
)
+ hR10
sR10 + hR10
D
(⌊
k + sR10
2
⌉
+ 1
)
,
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Fig. 5.6 Surrogate LT degree distribution Ωˆ for an R10 Raptor code with k = 80.
where D(i) denotes a (discrete) Kronecker delta at i. Therefore, the degree distribution
of the surrogate LT code is approximately
Ωˆ ≈ m
sR10 + hR10 − k +mΩ +
sR10
sR10 + hR10 +m
D
(
3
⌊
k
sR10
⌉
+ 1
)
+ hR10
sR10 + hR10 +m
D
(⌊
k + sR10
2
⌉
+ 1
)
.
For illustration, in Figure 5.6 we provide the surrogate LT code degree distribution
for a R10 Raptor code with k = 80 and m = 80. In this case the redundant LDPC
symbols are modeled as degree 16 output symbols and the HDPC symbols by degree
50 output symbols.
Using the surrogate LT code approximation, the methods presented in Sections 4.2.1,
4.2.2 and 4.2.3 can be used to estimate the number of inactivations needed to complete
Raptor decoding.
Figure 5.7 shows the average number of inactivations vs. the absolute receiver
overhead δ for a R10 Raptor code with k = 200. The figure shows results obtained
by Monte Carlo simulations and the approximations obtained using the methods in
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Fig. 5.7 Average number of inactivations vs. absolute receiver overhead δ for a R10
Raptor code with k = 200. The markers represent the results of Monte Carlo simulations.
The solid and dashed lines represent the estimated number of inactivations for the
surrogate LT code using the methods in Sections 4.2.1 and 4.2.3 respectively.
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Fig. 5.8 Distribution of the number of inactivations for a R10 Raptor code with k = 200
and m = 200. The dashed line represents the results of Monte Carlo simulations. The
solid line represents the estimated number of inactivations using the surrogate LT code
approximation and the method in Section 4.2.2.
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Sections 4.2.1 and 4.2.3 for the surrogate LT code. The match between the simulation
results and the method in Section 4.2.3 is good.
Finally, Figure 5.8 shows the distribution of the number of inactivations for a R10
Raptor code with a k = 200 and m = 200 and its estimation using the surrogate
LT code approximation and the method in Section 4.2.2. If we compare this figure
with Figure 5.5 we can see how the estimation of the distribution of the number of
inactivations works better for R10 Raptor codes than for codes with a linear random
outer code.
5.2.3 Discussion
In this section we have proposed an approximate analysis of Raptor codes by introducing
the concept of the surrogate LT code of a Raptor code. The simulation results presented
in Sections 5.2.1 and 5.2.2 show how the approximation is reasonably good in order
to estimate the expected number of inactivations. However, the approximation is not
accurate enough to estimate the distribution of the number of inactivations. The reason
for this deviation is the fact that the surrogate LT approximation makes implicitly the
assumption that the rows of the constraint matrix M are independent and identically
distributed. More concretely, it assumes there is a random number of large Hamming
weight rows, which correspond to the rows in the parity check matrix of the outer code.
However, for a Raptor code, the number of rows of M that correspond to the parity
check matrix of the outer code is fixed.
5.3 Code Design
Within this section we provide a Raptor code design example. More concretely we
design a degree distribution for the LT component of a binary Raptor code with a
(63, 57) outer Hamming code. The design goal is achieving a target probability of
decoding failure lower than PF∗ = 10−3 for δ = 15 while minimizing the number of
inactivations needed for decoding at δ = 15. Moreover, we will constraint the output
degree distribution to have exactly the same maximum and average output degree as
standard R10 Raptor codes (Ω¯ = 4.6314 and dmax = 40). Note that a constraint on the
average output degree is equivalent to a constraint on the average encoding complexity
/cost. Moreover, the constraint on the maximum output degree gives us control on
the worst case encoding complexity. Furthermore we will constraint the output degree
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distribution to have the same support as the degree distribution of R10 raptor codes,
that is, only degrees 1, 2, 3, 4, 10, 11 and 40 will be assigned a probability larger than 0.
These constraints are chosen to illustrate the fact that arbitrary constraints can be
introduced in the code design.
The design of the LT output degree distribution is formulated as a numerical
optimization problem. More concretely, the numerical optimization algorithm that
is used is simulated annealing (SA) (see Section 4.3 for more details). The objective
function to be minimized is defined as:
Υ = E
[
Nˆ
]
+ fp(PupF )
where E
[
Nˆ
]
is the estimated number of inactivations needed for decoding the surrogate
LT code and fp is defined as
fp(PupF ) =
0, P
up
F < PF∗
b (1− PF∗/PupF ), else
being PF∗ the target probability of decoding failure at δ = 15 , PupF its upper bound
given in Theorem 1 and b a large positive number (b = 10000 was used in the example).
The large b factor ensures that degree distributions which do not comply with the
target probability of decoding failure are discarded.
The degree distribution obtained from our optimization is the following:
Ω∗(x) = 0.0490 x1 + 0.3535 x2 + 0.1135 x3 + 0.2401 x4
+ 0.1250 x10 + 0.1183 x11 + 0.0006 x40. (5.10)
Figure 5.9 compares the output degree distribution of R10 Raptor codes ΩR10, given
in (5.9), with the degree distribution obtained from our optimization Ω∗, given in
(5.10). Both distributions have the same average output degree, and in both cases the
degree with maximum probability is 2. However, the distributions are quite different.
In order to compare the performance of the two Raptor codes considered Monte
Carlo simulations were carried out. In order to derive the probability of decoding
failure for each overhead value δ simulations were run until 200 errors were collected.
To obtain the average number of inactivations, 1000 decodings were carried out for
each overhead value δ.
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Fig. 5.9 Comparison of the output degree distribution of R10 Raptor codes, ΩR10 with
the output degree distribution obtained through optimization Ω∗.
Figure 5.10 shows the probability of decoding failure PF vs. the absolute receiver
overhead δ for the two binary Raptor codes with Hamming outer codes, with degree
distributions ΩR10 and Ω∗. The upper bound to the probability of failure is also shown
for both Raptor codes. We can observe how the Raptor code with degree distribution
Ω∗ meets the design goal, its probability of decoding failure at δ = 15 is below 10−3. If
we compare the two Raptor codes, we can see how the probability of decoding failure
of the Raptor code with Ω∗ is lower than that with ΩR10. For PF below 10−3, the
Raptor code with degree distribution Ω∗ needs approximately 5 less overhead symbols
to achieve the same PF as the Raptor code with degree distribution ΩR10.
In Figure 5.11 the average number of inactivations is shown as a function of the
absolute receiver overhead for the two binary Raptor codes with Hamming outer codes,
with degree distributions ΩR10 and Ω∗. We can observe how the degree distribution
obtained from the optimization process, Ω∗, leads to a higher number of inactivations,
and, thus, to a higher decoding complexity.
The results in Figures 5.10 and 5.11 illustrate the tradeoff between probability of
decoding failure and number of inactivations (decoding complexity). In general if one
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Fig. 5.10 Probability of decoding failure PF vs. absolute receiver overhead δ for binary
Raptor codes with a (63, 57) Hamming outer code and LT degree distributions Ω∗ and
ΩR10 The markers represent the result of simulations, while the lines represents the
upper bound to the probability of decoding failure in Theorem 1.
desires to improve the probability of decoding failure it is necessary to accept a higher
decoding complexity.
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Fig. 5.11 Number of inactivations vs. absolute receiver overhead δ for binary Raptor
codes with a (63, 57) Hamming outer code and LT degree distributions Ω∗ and ΩR10.
5.4 Summary
In this chapter we have focused on Raptor codes under inactivation decoding. In Section
5.1 an upper bound to the probability of decoding failure of q-ary Raptor codes under
ML decoding has been derived. This bound is based on the weight enumerator of the
outer code, or its average weight enumerator when the outer code is randomly drawn
from a code ensemble. The bounds derived are tight, specially in the error floor region,
as it is shown by means of simulations. In Section 5.2 a heuristic method is presented
that yields an approximate analysis of Raptor codes under inactivation decoding. The
method is shown to be accurate for several examples. Finally in Section 5.3 a code
design is presented based on the results presented in this chapter. More concretely, we
have designed the degree distribution of the LT component of a binary Raptor code
with a (63, 57) Hamming outer code. The design goal was obtaining a probability of
decoding failure PF < 10−3 at δ = 15 while minimizing the number of inactivations
needed for decoding.
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Chapter 6
Fixed-Rate Raptor Codes
Despite the fact that Raptor codes were originally designed for a rateless setting, they
are sometimes used as fixed-rate codes due to their excellent performance and low
complexity (see Section 3.3.2). In this chapter we focus on the performance of Raptor
codes under ML decoding in a fixed-rate setting. More concretely we analyze the
distance properties of an ensemble of (fixed-rate) Raptor codes with linear random
outer codes that resembles R10 Raptor codes. This chapter is organized as follows. In
Section 6.1 we introduce the ensemble of raptor codes to be studied. In Section 6.2 the
average distance spectrum of the ensemble is derived. Section 6.3 presents sufficient
and necessary conditions for the ensembles of Raptor codes to have a minimum distance
growing linearly with the block length. In Section 6.4 simulations are presented that
validate the analytical results obtained in this chapter. Moreover, it is shown by means
of simulations how the erasure correcting properties of the ensemble studied in this
chapter resemble those of standard R10 Raptor codes as a first order approximation.
Finally, the main contributions of this chapter are summarized in Section 6.5.
6.1 Raptor Code Ensemble
A fixed-rate Raptor can be seen as the concatenation of a precode with a fixed-rate LT
code, as shown in Figure 6.1.
In general analyzing the distance properties of one particular code is very difficult.
In [45] it was shown how the problem of finding the weights of a linear code is NP
complete, that is, no fast solution to this problem is known. Instead of focusing on
one particular Raptor code we will focus on an ensemble of Raptor codes and derive
average results for this ensemble. We focus on Raptor code ensembles where the
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Fig. 6.1 A fixed-rate Raptor code consists of a serial concatenation of a linear block
code (pre-code) with a fixed-rate LT code.
outer code belongs to the linear random ensemble. The choice of this ensemble is not
arbitrary. The outer code used by the R10 Raptor code, the most widespread version
of binary Raptor codes (see Section 3.3.2), is a concatenation of two systematic codes,
the first being a high-rate regular LDPC code and the second a pseudo-random code
characterized by a dense parity check matrix. The outer codes of R10 Raptor codes
were designed to behave as codes drawn from the linear random ensemble in terms
of rank properties, but allowing a fast algorithm for matrix-vector multiplication [60].
Thus, the ensemble we analyze may be seen as a simple model for practical Raptor
codes with outer codes specifically designed to mimic the behavior of linear random
codes. This model has the advantage to make the analytical investigation tractable.
Moreover, in spite of its simplicity, this model provides us an insight into the behaviour
of R10 Raptor codes in a fixed-rate setting, as illustrated by simulation results in this
chapter.
The ensemble of Raptor codes we will analyze is obtained by a serial concatenation
of an outer code in the (rin, rorin) binary linear random block code ensemble Co1, with
all possible realizations of an (n, rin) fixed-rate LT code with output degree distribution
Ω = {Ω1,Ω2,Ω3, . . . ,Ωdmax}. We denote this ensemble as C (Co,Ω, ri, ro, n).
In our analysis we often talk about expected properties of a code selected randomly
in the ensemble C (Co,Ω, ri, ro, n). This random selection is performed first by randomly
drawing the parity-check matrix of the linear random precode. This is achieved drawing
(h− k)h independent and identically distributed Bernoulli uniform random variables,
each of which is associated to one element of the parity check matrix. Second, the LT
code is generated according to the usual LT encoding process. Each output symbol is
generated independently from all other symbols by drawing a degree d according to Ω
1This ensemble was first analyzed by Gallager in his PhD Thesis [16] and is sometimes known as
the Gallager random code ensemble.
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Fig. 6.2 Constraint matrix of a Raptor code with a linear random precode, with k = 20,
h = 38 and m = 30. The blue sub-matrix represents the parity check matrix of the
precode. The red sub-matrix represents the transposed generator matrix of the LT
code.
and then choosing uniformly at random d distinct symbols out of the h intermediate
ones.
For illustration in Figure. 6.2 we provide the constraint matrix for a Raptor code
with a linear random precode, with k = 20, h = 38 and m = 30 with the LT degree
distribution of R10 Raptor codes. In the upper part, highlighted in blue, the parity
check matrix of the precode code can be distinguished. It can be observed how this
sub-matrix is dense. The lower part of the constraint matrix (highlighted in red)
corresponds to the LT symbols and is sparse. If we compare this constraint matrix
with the constraint matrix of R10 Raptor codes in Figure 3.16, we can see how the
parity check matrix of the outer code is now considerably denser. Hence, if we were to
use a Raptor code with a linear random precode in practice, in general decoding would
be more complex. For example, if we would use inactivation decoding we would need
in general more inactivations for decoding.
A related ensemble was analyzed in [75], where lower bounds on the distance and
error exponent are derived for a concatenated scheme with random outer code and a
fixed inner code.
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6.2 Distance Spectrum
In this section the expected weight enumerator (WE) of a fixed-rate Raptor code
picked randomly in the ensemble C (Co,Ω, ri, ro, n) is characterized. We first obtain
the expression for the expected weight enumerator. Then, we analyze the asymptotic
exponent of the weight enumerator.
Theorem 4. Let Ad be the expected multiplicity of codewords of weight d for a code
picked randomly in the ensemble C (Co,Ω, ri, ro, n). For d ≥ 1 we have
Ad =
(
n
d
)
2−h(1−ro)
h∑
l=1
(
h
l
)
pdl (1− pl)n−d (6.1)
where
pl =
dmax∑
j=1
Ωj
min(l,j)∑
i=max(1,l+j−h)
i odd
(
j
i
)(
h−j
l−i
)
(
h
l
) = dmax∑
j=1
Ωj
min(l,j)∑
i=max(1,l+j−h)
i odd
(
l
i
)(
h−l
j−i
)
(
h
j
) .
Proof. For serially concatenated codes we have
Ad =
h∑
l=1
AolA
i
l,d(
h
l
) , (6.2)
being Aol the average weight enumerator of the outer code, and Ail,d the average input
output-weight enumerator function of the inner (fixed-rate) LT code. For an (h, k)
linear random code, the average weight enumerator is known to be [16]
Aol =
(
h
l
)
2−h(1−ro). (6.3)
Let us now focus on the average input output-weight enumerator function of the
fixed-rate LT code. We denote by l the Hamming weight of the input word to the LT
encoder and by pj,l the probability that a randomly chosen output symbol generated
by the LT encoder takes the value 1 given that the intermediate word has Hamming
weight l and the degree of the LT code output symbol is j, i.e.,
pj,l := Pr{Xi = 1|wH(V) = l, deg(Xi) = j}
108
6.2 Distance Spectrum
for any i ∈ {1, . . . , n}. We may express this probability as
pj,l =
min(l,j)∑
i=max(1,l+j−h)
i odd
(
j
i
)(
h−j
l−i
)
(
h
l
) = min(l,j)∑
i=max(1,l+j−h)
i odd
(
l
i
)(
h−l
j−i
)
(
h
j
)
By removing the conditioning on j, pl is obtained, that is the probability of any of the
n output bits of the fixed-rate LT encoder taking value 1 given a Hamming weight l
for the intermediate word, i.e.,
pl := Pr{Xi = 1|wH(V) = l}
for any i ∈ {1, . . . , n}. We have
pl =
dmax∑
j=1
Ωjpj,l. (6.4)
Given the fact that every output bit is generated independently, the Hamming weight
of the LT codeword conditioned to an intermediate word of weight l is a binomially
distributed random variable with parameters n and pl. Hence,
Pr{wH(X) = d|wH(V) = l} =
(
n
d
)
pdl (1− pl)n−d. (6.5)
We are now in the position of calculating the average input output-weight enumerator
function of a LT code by multiplying (6.5) by the number of weight-l intermediate
words, yielding
Ail,d =
(
h
l
)(
n
d
)
pdl (1− pl)n−d. (6.6)
Finally, by making use of (6.2), (6.3) and (6.6), we obtain (6.1).
Corollary 1. As opposed to Ad with d ≥ 1, whose expression is given in Theorem 4,
the expected number of codewords of weight 0, A0, is given by
A0 = 1 +
h∑
l=1
AolA
i
l,0(
h
l
)
= 1 + 2−nri(1−ro)
h∑
l=1
(
h
l
)
(1− pl)n .
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Remark 3. An expected number of weight-0 codewords larger than one implies that
different input messages can be mapped into the same codeword. The fact that A0 > 1
is because we are drawing both the outer and inner code at random. Hence, we do
not ensure by construction that different input messages are mapped into different
codewords. In Section 6.3, Theorem 8, it will be shown that if the (ri, ro) pair belongs to
a region that is refereed to as “positive normalized typical minimum distance region”,
the expected number A0 of zero weight codewords approaches 1 (exponentially) as n
increases.
So far we have considered finite length Raptor codes. Often, when dealing with
ensembles of codes, their distance properties can be captured in a very compact form
by letting the block length n tend to infinity, while keeping the code rate constant.
Such analysis of LDPC codes was performed by Gallager in his Ph.D. Thesis [16].
Hereafter, we denote the normalized output weight of the fixed-rate Raptor code by
ϖ = d/n and the normalized output weight of the outer code (input weight to the
LT encoder) by λ = l/h. The asymptotic exponent of the weight distribution of an
ensemble is defined as
G(ϖ) = lim
n→∞
1
n
log2Aϖn .
Commonly, G(ϖ) is also referred to as growth rate. The growth rate of a code or
code ensemble is a compact representation of the properties of the code when its block
length is asymptotically large. In particular, if for a given normalized output weight ϖ,
we have G(ϖ) > 0, we expect to have asymptotically many codewords with normalized
weight ϖ. On the other hand, if for a given ϖ we have G(ϖ) < 0, we expect to have
asymptotically few codewords with weight ϖ.
Next we compute the growth rate of the weight distribution for the ensemble
C∞(Co,Ω, ri, ro), that is the ensemble C (Co,Ω, ri, ro, n) in the limit where n tends to
infinity for constant ri and ro.
Theorem 5. The asymptotic exponent of the weight distribution of the fixed-rate
Raptor code ensemble C∞(Co,Ω, ri, ro) is given by
G(ϖ) = Hb(ϖ)− ri(1− ro) + fmax(ϖ) (6.7)
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where Hb is the binary entropy function and
fmax(ϖ) := max
λ∈Dλ
f(ϖ, λ),
being f(ϖ, λ) and Dλ defined as follows,
f(ϖ, λ) := riHb(λ) +ϖ log2 ϱλ + (1−ϖ) log2 (1− ϱλ) ,
Dλ =
 (0, 1) if Ωj = 0 for all even j(0, 1] otherwise ,
and with ϱλ defined as
ϱλ :=
1
2
dmax∑
j=1
Ωj
[
1− (1− 2λ)j
]
.
111
Fixed-Rate Raptor Codes
Proof. Let us define N∗h = {1, 2, . . . , h}. From (6.1) we have
1
n
log2Aϖn
= 1
n
log2
(
n
ϖn
)
− ri(1− ro) + 1
n
log2
h∑
l=1
(
h
l
)
pdl (1− pl)n−d
(a)
≤ Hb(ϖ)− 12n log2 (2πnϖ(1−ϖ))− ri(1− ro) +
1
n
log2
h∑
l=1
(
h
l
)
pdl (1− pl)n−d
(b)
≤ Hb(ϖ)− 12n log2 (2πnϖ(1−ϖ))− ri(1− ro) +
1
n
log2(rin)
+ 1
n
log2 max
l∈N∗
h−1
{(
h
l
)
pdl (1− pl)n−d
}
(c)
≤ Hb(ϖ)− 12n log2(2πnϖ(1−ϖ))− ri(1− ro) +
1
n
log2(rin)
+ max
l∈N∗
h−1
{
riHb
(
l
h
)
− 12n log2
(
2πrin
l
h
(
1− l
h
))
+ϖ log2 pl + (1−ϖ) log2(1− pl)
}
= Hb(ϖ)− 12n log2(2πnϖ(1−ϖ))− ri(1− ro) +
1
n
log2(rin)
+ max
λ∈
{
1
rin
,...,
rin−1
rin
}{riHb (λ)− 12n log2 (2πrinλ (1− λ)) +ϖ log2 prinλ
+ (1−ϖ) log2(1− prinλ)
}
(6.8)
Inequality (a) follows from the well-known tight bound [16]
(
n
σn
)
≤ 2
nHb(σ)√
2πnσ(1− σ)
, 0 < σ < 1 (6.9)
where Hb is the binary entropy function, while (b) follows from
h∑
l=1
(
h
l
)
pdl (1− pl)n−d ≤ hmax
l∈N∗
h
(
h
l
)
pdl (1− pl)n−d
and from the fact that the maximum cannot be taken for l = h for large enough n
(as shown next). Inequality (c) is due again to (6.9), to log2(·) being a monotonically
increasing function, and to 1/n being a scaling factor not altering the result of the
maximization with respect to l.
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We may prove the fact that the maximum is not taken for l = h, for large enough
h, as follows. By calculating directly (6.4) for l = h and l = h− 1 it is easy to show
that we have
ph =
dmax∑
j=1
j odd
Ωj ,
and
ph−1 =
dmax∑
j=1
j odd
h− j
h
Ωj +
dmax∑
j=1
j even
j
h
Ωj .
For increasing h we have ph−1/ph → 1. Hence, there exists h0(Ω) such that
h pdh−1(1− ph−1)n−d > pdh(1− ph)n−d
for all h > h0(Ω). Hence, for all such values of h the maximum cannot be taken at
l = h.
Next, by defining
λˆn = argmax
λ∈
{
1
rin
, 2rin
,...,
rin−1
rin
}
{
riHb(λ)− 12n log2(2πrinλ(1− λ))
+ϖ log2 prinλ + (1−ϖ) log2(1− prinλ)
}
the right-hand side of (6.8) may be recast as
Hb(ϖ)− 12n log2 (2πnϖ(1−ϖ))− ri(1− ro) +
1
n
log2(rin)
+ riHb(λˆn)− 12n log2(2πrinλˆn(1− λˆn)) +ϖ log2 prinλˆn + (1−ϖ) log2(1− prinλˆn) .
The two terms 12n log2(2πnϖ(1−ϖ)) and 1n log2(rin) in the last expression converge to
zero as n → ∞. Moreover, also the term 12n log2(2πrinλˆn(1 − λˆn)) converges to zero
regardless of the behavior of the sequence λˆn. In fact, it is easy to check that the
term 12n log2(2πrinλˆn(1− λˆn)) converges to zero in the limiting cases λˆn = 1rin ∀n and
λˆn = rin−1rin ∀n, so it does in all other cases.
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If we now develop the right hand side of (6.8) further, for large enough n, we have
Hb(ϖ)− 12n log2(2πnϖ(1−ϖ))− ri(1− ro) +
1
n
log2(rin)
+ max
λ∈
{
1
rin
,...,
rin−1
rin
}{riHb (λ)− 12n log2 (2πrinλ (1− λ)) +ϖ log2 prinλ (6.10)
+ (1−ϖ) log2(1− prinλ)
}
(d)
≤ Hb(ϖ)− 12n log2(2πnϖ(1−ϖ))− ri(1− ro) +
1
n
log2(rin)
+ sup
λ∈Q∩(0,1)
{
riHb (λ)− 12n log2 (2πrinλ (1− λ)) +ϖ log2
(
ϱλ +
K
n
)
+ (1−ϖ) log2
(
1− ϱλ + K
n
)}
(e)= Hb(ϖ)− 12n log2(2πnϖ(1−ϖ))− ri(1− ro) +
1
n
log2(rin)
+ sup
λ∈(0,1)
{
riHb (λ)− 12n log2 (2πrinλ (1− λ)) +ϖ log2
(
ϱλ +
K
n
)
+ (1−ϖ) log2
(
1− ϱλ + K
n
)}
:= Γn(ϖ).
being Q the set of rational numbers. Inequality (d) follows from the fact that, as it
can be shown, |ϱλ − prinλ| < K/n (uniformly in λ) for large enough n and from the
fact that the supremum over Q ∩ (0, 1) upper bounds the maximum over the finite set{
1
rin , . . . ,
rin−1
rin
}
. Equality (e) is due to the density of Q. In equality (e), the function
of λ being maximized is regarded as a function over the real interval (0, 1) (i.e., λ is
regarded as a real parameter).
The upper bound (6.10) on 1
n
log2Aϖn is valid for any finite but large enough n. If we
now let n tend to infinity, all inequalities (a)–(d) are satisfied with equality. In particular:
for (a) this follows from the well-known exponential equivalence
(
n
ϖn
) .= 2nHb(ϖ); for (b)
from the exponential equivalence ∑l 2nf(l) .= maxl 2nf(l); for (c) from ( rinλˆnrin) .= 2nHb(λˆn)
(due to 12n log2(2πrinλˆn(1 − λˆn)) vanishing for large n); for (d) from the fact that,
asymptotically in n, applying the definition of limit we can show that the maximum
over the set
{
1
rin , . . . ,
rin−1
rin
}
upper bounds the supremum over Q ∩ (0, 1) (while at the
same time being upper bounded by it for any n). The expression of ϱλ is obtained by
assuming n tending to∞ using the expression of pl. Alternatively, the same expression
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is obtained by assuming n tending to ∞ and letting an output symbol of degree i
choose its i neighbors with replacement.
By letting n tend to infinity and by cancelling all vanishing terms, we finally obtain
the statement. Note that we can replace the supremum by a maximum over Dλ as this
maximum is always well-defined.2
In the next two lemmas, which will be useful in the sequel, the derivative of the
growth rate function is characterized. For the sake of clarity, we introduce the notation
ϱ(λ) instead of ϱλ. Hence, we stress the fact that ϱ(λ) is a function of λ.
Lemma 1. The derivative of the growth rate of the weight distribution of a fixed-rate
Raptor code ensemble C∞(Co,Ω, ri, ro) is given by
G′(ϖ) = log2
1−ϖ
ϖ
+ log2
ϱ(λ0)
1− ϱ(λ0)
where
λ0(ϖ) := argmaxλ∈Dλ {f(ϖ, λ)} . (6.11)
Proof. Let us rewrite the expression of G(ϖ) in (6.7) as
G(ϖ) = Hb(ϖ)− ri(1− ro) + f(ϖ, λ0(ϖ)) .
We must have
∂f
∂λ
(ϖ, λ0) = 0 . (6.12)
Where λ0 is actually a function of ϖ, λ0(ϖ). Taking the derivative with respect to ϖ,
and after elementary algebraic manipulation we obtain
G′(ϖ) = log2
1−ϖ
ϖ
+ log2
ϱ(λ0)
1− ϱ(λ0) +
∂f
∂λ
(ϖ, λ0)
dλ0
dϖ
which, applying (6.12), yields the statement.
2In fact, for any ϖ ∈ [0, 1] the function f(ϖ,λ) diverges to −∞ as λ→ 0+. Moreover, it diverges to
−∞ as λ→ 1− if Ωj = 0 for all even j and converges as λ→ 1− otherwise. Finally, for all ϖ ∈ [0, 1]
it is continuous for all λ ∈ Dλ.
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Lemma 2. For all 0 < ϖ < 1/2, the derivative of the growth rate of the weight
distribution of a fixed-rate Raptor code ensemble C∞(Co,Ω, ri, ro) fulfills
G′(ϖ) > 0.
Proof. If in the expression for G′(ϖ) in Lemma 1 we impose G′(ϖ) = 0, we obtain
1−ϖ
ϖ
= 1− ϱ(λ0)
ϱ(λ0)
.
Since the function (1 − x)/x is monotonically decreasing for x ∈ (0, 1), this implies
ϖ = ϱ(λ0). Next, observing (6.11), by the definition of λ0, its partial derivative
∂f(ϖ, λ)/∂λ must be zero when calculated for λ = λ0. The expression of this partial
derivative is
∂f
∂λ
(ϖ, λ) = ri log2
1− λ
λ
+ ϱ
′(λ)
log 2 ·
ϖ − ϱ(λ)
ϱ(λ)(1− ϱ(λ))
so we obtain
ri log2
1− λ0
λ0
+ ϱ
′(λ0)
log 2 ·
ϖ − ϱ(λ0)
ϱ(λ0)(1− ϱ(λ0)) = 0 .
As shown above, for any ϖ such that G′(ϖ) = 0 we have ϖ = ϱ(λ0). Substituting in
the latter equation we obtain λ0 = 1/2 which implies ϖ = ϱ(1/2) = 1/2. Therefore,
the only value of ϖ such that G′(ϖ) = 0 is ϖ = 1/2. Due to continuity of G′(ϖ) and
to the fact that G′(ϖ)→ +∞ as ϖ → 0+ (as shown in Appendix B.2.2). Therefore,
we conclude that G′(ϖ) > 0 for all 0 < ϖ < 1/2.
A useful concept when characterizing the distance properties of an ensemble is the
(normalized) typical minimum distance, which we define formally as follows.
Definition 13. The normalized typical minimum distance of a fixed-rate Raptor code
ensemble C∞(Co,Ω, ri, ro) is the real number
ϖ⋆ :=
0 if limϖ→0
+ G(ϖ) ≥ 0
inf{ϖ > 0 : G(ϖ) > 0} otherwise.
Example 2. Figure 6.3 shows the growth rate G(ϖ) for three different ensembles
C∞(Co,ΩR10, ri, ro), where ΩR10 is the output degree distribution used in the standards
[30], [31] (see details in Table 6.1) and ro = 0.99 for three different ri values. The
growth rate of a linear random code ensemble with rate r = 0.99 is also shown. It can
be observed how the curve for ri = 0.95 does not cross the x-axis, the curve for ri = 0.88
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1Fig. 6.3 Growth rate vs. normalized output weight ϖ. The solid line shows the
growth rate of a linear random code with rate r = 0.99. The dot-dashed, dashed, and
dotted lines show the growth rates G(ϖ) of the ensemble C∞(Co,ΩR10, ri, ro = 0.99) for
ri = 0.95, 0.88 and 0.8, respectively.
has ϖ⋆ = 0 and the curve for ri = 0.8 has ϖ⋆ = 0.0005.
This example highlights an important fact, if we fix the outer code rate to a very
high value, concretely ro = 0.99, our ensemble still can achieve a (normalized) typical
minimum distance larger than 0 when the rate of the inner code is low enough, (in this
case ri < 0.88).
Example 3. Figure 6.4 shows the overall rate r of the fixed-rate Raptor code ensemble
C∞(Co,ΩR10, ri = r/ro, ro) versus the normalized typical minimum distance ϖ⋆. It
can be observed how, for constant overall rate r, ϖ⋆ increases as the outer code rate ro
decreases. We can also observe how decreasing ro allows to get closer to the asymptotic
Gilbert-Varshamov bound. Thus, if the overall rate r is kept constant, the distance
properties of the fixed-rate Raptor code ensemble improve as the rate of the outer code
decreases. Note that by decreasing the outer code rate the decoding complexity will
generally increase.
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Fig. 6.4 Overall rate r vs. the normalized typical minimum distance ϖ⋆. The solid line
represents the asymptotic Gilbert-Varshamov bound. The markers represent Raptor
codes ensembles C∞(Co,Ω†, ri = r/ro, ro) with different outer code rates, ro.
6.3 Positive Distance Region
The objective of this section is determining the conditions that a fixed-rate Raptor
ensemble C∞(Co,Ω, ri, ro) needs to fulfil in order to exhibit good normalized typical
distance properties. More specifically, given a degree distribution Ω and an overall
rate r for the Raptor code, we are interested in the allocation of the rate between the
outer code and the fixed-rate LT code to achieve a strictly positive normalized typical
minimum distance.
Definition 14 (Positive normalized typical minimum distance region). The positive
normalized typical minimum distance region of an ensemble C∞(Co,Ω, ri, ro) is defined
as the set P of code rate pairs (ri, ro) for which the ensemble possesses a positive
normalized typical minimum distance. Formally:
P := {(ri, ro) ≽ (0, 0)|ϖ⋆(Ω, ri, ro) > 0}
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where we have used the notation ϖ⋆ = ϖ⋆(Ω, ri, ro) to emphasize the dependence on Ω,
ri and ro.
In the following theorem the positive normalized typical distance region for an LT
output degree distribution Ω is developed .
Theorem 6. The region P is given by
P :=
{
(ri, ro) ≽ (0, 0)|ri(1− ro) > max
λ∈Dλ
{riHb(λ) + log2 (1− ϱλ)}
}
. (6.13)
Proof. See Appendix B.2.
The next two theorems characterize the distance properties of a fixed-rate Raptor
code with linear random outer code picked randomly in the ensemble C (Co,Ω, ri, ro, n)
with (ri, ro) belonging to P.
Theorem 7. Let the random variable D be the minimum nonzero Hamming weight in
the code book of a fixed-rate Raptor code picked randomly in an ensemble C (Co,Ω, ri, ro, n).
If (ri, ro) ∈P then
lim
n→∞Pr{D ≤ ϖn} = 0
exponentially in n, for all 0 < ϖ < ϖ⋆.
Proof. We can upper bound this probability via union bound as
Pr{D ≤ ϖn} ≤
ϖn∑
w=1
Aw.
We will start by proving that the sequence Ad is non-decreasing for d < n/2 and
sufficiently large n. As n → ∞, the expression 1
n
log2 AϖnAϖn−1 converges to Γn(ϖ) −
Γn(ϖ − 1n), being Γn(ϖ) given in (6.10). From Lemma 2 we know that G′(ϖ) > 0 for
0 < ϖ < 1/2. Moreover, as n→∞, from Theorem 5 we have Γn(ϖ)→ G(ϖ). Hence,
for sufficiently large n, Γn(ϖ) ≥ Γn(ϖ − 1n). This implies that Ad is non decreasing.
We can now write
Pr{D ≤ ϖn} ≤ ϖnAϖn ≤ ϖn2nΓn(ϖ) ,
where we have used Aϖn ≤ 2nΓn(ϖ), being Γn(ϖ) given in (6.10).
As n → ∞ we have Γn(ϖ) → G(ϖ). Moreover, G(ϖ) < 0 for all 0 < ϖ < ϖ⋆,
provided (ri, ro) ∈P. Hence, Pr{D ≤ ϖn} tends to 0 exponentially on n.
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Remark 4. From Theorem 7, we have that when a rate point (ri, ro) belongs to the
region P, there is an exponential decay of the probability to find codewords with
weight less than ϖ⋆n, which is a very favorable property for code ensembles. This
exponential decay shall be attributed to the presence of the linear random outer code
that is characterized by a dense parity-check matrix, and makes the growth rate function
monotonically increasing for ϖ for which it is negative, 0 < ϖ < ϖ⋆.
As a comparison, for LDPC code ensembles characterized by a positive normalized
typical minimum distance, the growth rate function starts from G(0) = 0 with negative
derivative, reaches a minimum, and then increases to cross the x-axis. In this case,
for ϖ < ϖ⋆ the sum in the upper bound is dominated by those terms corresponding to
small values of w, yielding either a polynomial decay (as for Gallager’s codes [16] )
or even Pr{D ≤ ϖn} tending to a constant (as it is for irregular unstructured LDPC
ensembles [76, 77]). This is in general worse for the distance properties of the code
compared to the exponential decay observed in our ensemble
However, one should remark that this exponential decay of the probability of having
codewords with weight less than ϖ⋆n comes at the cost of complexity, since the outer
code is dense, and hence complex to encode and decode.
Theorem 8. Let the random variable Z be the multiplicity of codewords of weight
zero in the code book of a fixed-rate Raptor code picked randomly in the ensemble
C (Co,Ω, ri, ro, n). If (ri, ro) ∈P then
Pr{Z > 1} → 0 as n→∞ .
Proof. In order to prove the statement we have to show that the probability measure
of any event {Z = t} with t ∈ N \ {0, 1} vanishes as n→∞. We start by analyzing
the behavior of E[Z] = A0, whose expression is E[Z] = 1 + 2−nri(1−ro)
∑h
l=1
(
h
l
)
(1− pl)n.
Using an argument analogous to the one adopted in the proof of Theorem 5, for large
enough n we have
1
n
log2
(
2−nri(1−ro)
h∑
l=1
(
h
l
)
(1− pl)n
)
≤ Ξn
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where
Ξn := −ri(1− ro) + 1
n
log2(rin) + sup
λ∈(0,1)
{
riHb(λ)− 12n log2 (2πrinλ(1− λ))
+ log2(1− ϱλ +K/n)
}
.
Therefore we can upper bound E[Z] as E[Z] ≤ 1 + 2nΞn which, if (ri, ro) ∈P, implies
E[Z]→ 1 exponentially as n→∞ due to Ξn → G(0) and G(0) < 0.3 Next, it is easy
to show that E[Z] ≥ 1 and, via linear programming, that the minimum is attained if
and only if Pr{Z = 1} = 1 and Pr{Z = t} = 0 for all t ∈ N \ {0, 1}. Since in the limit
as n→∞ of E[Z]→ 1, we necessarily have a vanishing probability measure for any
event {Z = t} with t ∈ N \ {0, 1}.
Remark 5. From Theorem 7 and Theorem 8, a fixed-rate Raptor code picked randomly
in the ensemble C (Co,Ω, ri, ro, n) is characterized first by a minimum distance that
is exponentially concentrated around ϖ⋆n and second by an encoding function whose
kernel only includes the all-zero length k message (hence bijective), with probability
approaching 1 as n→∞. In other words, for rate pairs within region P the probability
of having more than 1 weight-0 codeword tends to 0 exponentially with n. This means
that the dimension of the code is k with high probability. Furthermore, for rate pairs
within region P the minimum distance grows linearly with the block length n, which is
a very favorable property.
In the following an outer region O to region P is introduced. The outer region O
only depends on the average output degree of the inner LT code.
Theorem 9. The positive normalized typical minimum distance regionP of a fixed-rate
Raptor code ensemble C∞(Co,Ω, ri, ro) fulfills P ⊆ O, where
O :=
{
(ri, ro) ≽ (0, 0)|ri ≤ min
(
φ(ro),
1
ro
)}
with
φ(ro) =

Ω¯ log2(1/ro)
Hb(1−ro)−(1−ro) ro > r
∗
o
1/ro ro ≤ r∗o
3It is worth noting that G(ϖ) is right-continuous at ϖ = 0. This follows from the expression of
G(ϖ) proved in Theorem 5 and from the fact that fmax(ϖ) is right-continuous at ϖ = 0 as shown in
the proof of Theorem 6.
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Table 6.1 Degree distributions ΩR10, defined in [30, 31] and Ω†, defined in [28]
Degree 1 2 3 4 5 8 9
ΩR10 0.0098 0.459 0.211 0.1134
Ω† 0.0048 0.4965 0.1669 0.0734 0.0822 0.0575 0.036
Degree 10 11 18 19 40 65 66 Ω¯
ΩR10 0.1113 0.0799 0.0156 4.6314
Ω† 0.0012 0.0543 0.0156 0.0182 0.0091 5.825
being r∗o the only root of Hb(1− ro)− (1− ro) in ro ∈ (0, 1), numerically r∗o ≈ 0.22709.
Proof. See Appendix B.3.
Example 4. Figures 6.5 and 6.6 show the positive normalized typical minimum distance
regions, P for ΩR10 and Ω† (see Table 6.1) together with their outer bounds O. We can
observe how the outer bound is tight in both cases except for inner codes rates close to
ri = 1. In the figures several isorate curves are also shown, along which the rate of the
Raptor code r = ri ro is constant. For example, in order to have a positive normalized
typical minimum distance and an overall rate r = 0.95, the figures show that the rate
of the outer code must lay below ro < 0.978 for both distributions. Let us assume for
a moment we would like to design a fixed-rate Raptor code, with degree distribution
ΩR10 or Ω†, overall rate r = 0.95 and for a given length n, which is assumed to be large.
Different choices for ri and ro are possible. If ro is not chosen as ro < 0.978 the average
minimum distance of the ensemble will not grow linearly on n. Hence, many codes
in the ensemble will exhibit high error floors even under ML erasure decoding. This
example illustrates how the concepts introduced in this chapter can be used to design a
fixed-rate Raptor code. More concretely, for a constant overall rate of the Raptor code
r we can distribute the rate among the outer code and the inner LT code such that the
typical minimum distance of the Raptor code is positive (i.e., in order to have a low
error floor).
122
6.3 Positive Distance Region
0.6 0.8 1 1.20.850
0.900
0.950
0.978
1.000
r = 1.0
r = 0.7
r = 0.95
r = 0.9
r = 0.8
ri
r o
Boundary P
Boundary O
Isorate curves
1
Fig. 6.5 Positive growth rate region of a fixed-rate Raptor code ensemble with degree
distribution ΩR10. The solid lines with black markers represent the positive growth-rate
P and the dashed lines with white markers represents its outer bound O. The gray
dashed lines represent isorate curves for different rates r.
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Fig. 6.6 Positive growth rate region of a fixed-rate Raptor code ensemble with degree
distribution Ω†. The solid lines with black markers represent the positive growth-rate
P and the dashed lines with white markers represents its outer bound O. The gray
dashed lines represent isorate curves for different rates r.
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6.4 Experimental Finite Length Results
In this section we present experimental results in order to validate the analytical results
obtained in the previous sections. First, by means of examples it is illustrated how
the developed results can be used to make accurate statements about the performance
of fixed-rate Raptor code ensembles in the finite length regime. Next, we provide
some results that show that a tradeoff exists between performance and decoding
complexity. Finally, some simulation results are presented that illustrate that the
distance properties obtained for linear random outer codes are a fair approximation
for the distance properties obtained with the standard R10 Raptor outer code (see
[30, 31]).
6.4.1 Results for Linear Random Outer Codes
In this section we consider Raptor code ensembles C (Co,ΩR10, ri, ro, n) for different
values of ri, ro, and n but keeping the overall rate of the Raptor code constant to
r = 0.9014. In Figure 6.7 the boundary of P and O is shown for the LT degree
distribution ΩR10 together with an isorate curve for r = 0.9014. The markers placed
along the isorate curve in the figure represent the two different ri and ro combinations
that are considered in this section. The first point (ri = 0.9155, ro = 0.9846), marked
with an asterisk, is inside but very close to the boundary of P for ΩR10. We will
refer to ensembles corresponding to this point as bad ensembles. The second point,
(ri = 0.9718, ro = 0.9275) marked with a triangle, is inside but quite far from the
boundary ofP for ΩR10. We will refer to ensembles corresponding to this point as good
ensembles. In general, one would expect the good ensembles to have better distance
properties than the bad ensembles, and hence, better erasure correcting properties.
Following [16] we introduce the notion of typical minimum distance for finite length,
which is useful when considering ensembles of finite length Raptor codes.
Definition 15. The typical minimum distance, d⋆min of an ensemble C (Co,Ω, ri, ro, n)
is defined as the integer number
d⋆min :=
0 if A0 > 1 + 1/2max{d ≥ 0 : ∑di=0Ai − 1 < 1/2} otherwise.
According to this definition, at least half of the codes in the ensemble will have a
minimum distance of d⋆min or larger. The equivalent of d⋆min in the asymptotic regime is
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Fig. 6.7 Positive growth rate region. The solid and dashed lines represent the positive
growth-rate region of ΩR10 its outer bound. The dashed-dotted line represents the
isorate curve for r = 0.9014 and the markers represent two different points along the
isorate curve that correspond to two different code configurations with the same rate
r but different values of ri and ro. The asterisk marker represents the bad ensemble,
whereas the triangle marker represents the good ensemble.
ϖ⋆, the (asymptotic) normalized minimum distance of the ensemble C∞(Co,Ω, ri, ro).
For sufficiently large n it is expected that d⋆min converges to ϖ⋆n. In Figure 6.8 d⋆min
and ϖ⋆n are shown as a function of the block length n. We can observe how the good
ensemble has a larger typical minimum distance than the bad ensemble. In fact for
all values of n shown in Figure 6.8 the bad ensemble has typical minimum distance
d⋆min = 04. It can also be observed how already for small values of n the d⋆min and ϖ⋆n
are very similar. Therefore, we can say that at least for this example the result of our
asymptotic analysis of the minimum distance holds already for small values of n.
The expression of the average weight enumerator in Theorem 4 can be used in
order to upper bound the average codeword error rate (CER) over a BEC with erasure
probability ε according to (2.3), [46]. However, the upper bound in (2.3) needs to be
slightly modified to take into account codewords of weight 0. We have
4Since the bad ensemble is inside the positive growth rate region its minimum distance increases
linearly with n. Thus for large enough n its typical minimum distance will be strictly positive.
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Fig. 6.8 Typical minimum distance d⋆min as a function of the block length n for ensembles
with ro = 0.9275 and ro = 0.9846 and r = 0.9014. The markers represent d⋆min whereas
the lines represent ϖ⋆n.
EC (Co,Ω,ri,ro,n) [PB(ε)] ≤ P (S)B (n, k, ε)
+
n−k∑
e=1
(
n
e
)
εe(1− ε)n−emin
1,
e∑
w=1
(
e
w
)Aw(
n
w
)
+A0 − 1 (6.14)
where P (S)B (n, k, ε) is the Singleton bound given by (2.1).
Since we consider Raptor codes in a fixed-rate setting, it is possible to expurgate
Raptor code ensembles as it was done by Gallager in his PhD thesis for LDPC code
ensembles [16]. Let us consider an integer d⋆ ≥ 0 so that
Pr{dmin ≤ d⋆} ≤
d⋆∑
w=0
Aw − 1 = θ < 1/2. (6.15)
We define the expurgated ensemble C ex(Co,Ω, ri, ro, n, d⋆) as the ensemble composed
of the codes in the ensemble C (Co,Ω, ri, ro, n) whose minimum distance is dmin > d⋆.
The expurgated ensemble contains at least a fraction 1− θ > 1/2 of the codes in the
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original ensemble. From [16] it is known that the average weight enumerator of the
expurgated ensemble can be upper bounded by:
Aexd
≤ 2Ad if d > d
⋆
= 0 if 1 ≤ d ≤ d⋆
In order to obtain the simulation results of this section, in each ensemble 6000 codes5
were selected randomly from the ensemble. For each code Monte Carlo simulations over
a BEC were performed until 40 errors were collected or a maximum of 105 codewords
were simulated. We remark that the objective here was characterizing the average
performance of the ensemble, and not so much the performance of every single code
(this would have required more codewords to be simulated for each code).
In Figure 6.9 we show the CER vs. the erasure probability ε for two ensembles
with r = 0.9014 and k = 128 that have different outer code rates, ro = 0.9275 (good
ensemble) and ro = 0.9846 (bad ensemble). According to Figure 6.8 the good ensemble
is characterized by a typical minimum distance d⋆min = 2 whereas the bad ensemble
is characterized by d⋆min = 0. For both ensembles the upper bound in (6.14) holds for
the average CER. However, it can be observed how the performance of the codes in
the ensemble shows a high dispersion due to the short block length (n = 142),i.e., the
CER curves of different codes from the ensemble can be quite far apart. In fact, in
both ensembles a fraction of the codes has a minimum distance equal to zero, that
leads to CER= 1 for all values of ε (around 1% for the good ensemble and 30% for the
bad ensemble). If one compares Figure 6.9a and Figure 6.9b it can be seen how the
fraction of codes performing close to the random coding bound is larger in the good
ensemble than in the bad ensemble. For the good ensemble Figure 6.9a shows also an
upper bound on the average CER for the expurgated ensemble with d⋆ = 1. It can be
observed how the expurgated ensemble has a lower error floor. For the bad ensemble no
expurgated ensemble can be defined (no d⋆ ≥ 0 exists that leads to θ < 1/2 in (6.15)).
Figure 6.10 shows the CER vs. ε for two ensembles using the same outer code
rates as in Figure 6.9 but this time for k = 256. We can observe how the CER shows
somewhat less dispersion compared to k = 128. Moreover, comparing Figure 6.10a and
Figure 6.9a it can be seen how for the good ensemble (ro = 0.9275) the error floor is
much lower for k = 256 than for k = 128, due to a larger typical minimum distance.
Actually, whereas for k = 128 there were some codes with minimum distance zero in
5For clarity of presentation only 300 codes are shown in the figures.
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the good ensemble, for 256 we did not find any code with minimum distance zero out
of the 6000 codes that were simulated. For the good ensemble it is possible again
to considerably lower the error floor by expurgation. However, for the bad ensemble,
comparing Figure 6.10b and Figure 6.9b we can see how the error floor is approximately
the same for k = 128 and k = 256. In fact, in both cases the typical minimum distance
is zero.
6.4.2 Comparison with Raptor Codes with Standard R10 Outer
Codes
In this section we provide a numerical example that illustrates how the results obtained
for linear random outer codes closely approximate the results with the standard R10
Raptor outer code (c.f. Section 3.3.2). Specifically, we consider Raptor codes with an
LT degree distribution Ω(x) = 0.0098x+ 0.4590x2 + 0.2110x3 + 0.1134x4 + 0.2068x5.
Figure 6.11 shows the positive growth rate region for such a degree distribution
(assuming a linear random outer code) and three different rate points, two of which
are inside the region P while the third one lies outside. The (ri, ro) rate pairs for the
three points are specified in the figure caption.
In Figure 6.12 we show the average CER obtained through Monte Carlo simulations
for the ensembles of Raptor codes with k = 1024, output degree distribution Ω(x) and
two different outer codes, the standard R10 outer code and a linear random outer
code. The three different rate points given in Figure 6.11 are considered. For each
rate point the average CER is given for the ensemble using the standard R10 outer
code and for the a linear random outer code. The CERs obtained with both precodes
are very similar in all cases. Furthermore, the error floor behavior of the Raptor code
ensemble with R10 outer code is in agreement with the position of the corresponding
point on the (ri, ro) plane with respect to theP region, although this region is obtained
using the simple linear random outer code model. Concretely, for rate points inside P
the error floor is low, and it tends to become lower the further the point is from the
boundary of P . However, for rate points outside region P , we have a very high error
floor. Thus, our analysis, which is done for linear random outer codes, can be used to
make accurate predictions on the behaviour of Raptor codes employing the R10 outer
code.
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(a) good ensemble, ro = 0.9275, r = 0.9014
10−3 10−2 10−110
−4
10−3
10−2
10−1
100
Ô
C
ER
Upper bound
Random coding bound
Singleton bound
Average CER
CER
1
(b) bad ensemble, ro = 0.9846, r = 0.9014
Fig. 6.9 Codeword error rate CER vs. erasure probability ε for two ensembles with
r = 0.9014 and k = 128 but different values of ro. The solid, dashed and dot-dashed
lines represent respectively the Singleton bound, the Berlekamp random coding bound
and the upper bound in (6.14). The dotted line represents the upper bound for the
expurgated ensemble for d⋆ = 1. The markers represent the average CER of the
ensemble and the thin gray curves represent the performance of the different codes in
the ensemble, both obtained through Monte Carlo simulations.
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(a) good ensemble, ro = 0.9275, r = 0.9014
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(b) bad ensemble, ro = 0.9846, r = 0.9014
Fig. 6.10 Codeword error rate CER vs. erasure probability ε for two ensembles with
r = 0.9014 and k = 256 but different values of ro. The solid, dashed and dot-dashed
lines represent respectively the Singleton bound, the Berlekamp random coding bound
and the upper bound in (6.14). The dotted line represents the upper bound for the
expurgated ensemble for d⋆ = 2. The markers represent the average CER of the
ensemble and the thin gray curves represent the performance of the different codes in
the ensemble, both obtained through Monte Carlo simulations.
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Fig. 6.11 Positive growth rate region for the degree distribution Ω(x) = 0.0098x +
0.4590x2 + 0.2110x3 + 0.1134x4 + 0.2068x5. The markers represent three different
rate points all of them with ro = 1024/1096 but with different inner code rates,
ri = 1096/1100, ri = 1096/1205 and ri = 1096/1250.
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Fig. 6.12 Average CER for Raptor code ensembles using Ω(x) = 0.0098x+ 0.4590x2 +
0.2110x3 + 0.1134x4 + 0.2068x5 as output degree distribution and two different outer
codes, the standard outer code of R10 Raptor codes and a linear random outer code,
(l.r.) in the legend.
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6.5 Summary
In this chapter we have analyzed the distance spectrum of fixed-rate Raptor codes with
outer codes from the linear random ensemble. The expression of the average weight
enumerator and the growth rate of the weight enumerator as functions of the rate of the
outer code and the rate and degree distribution of the inner LT code have been derived.
Based on these expressions necessary and sufficient conditions to have Raptor code
ensembles with a positive typical minimum distance were derived. These conditions
lead to a regionP defined in the (ri, ro) plane, where ri is the rate of the inner LT code
and ro is the rate of the outer code. Points inside region P correspond to fixed-rate
Raptor code ensembles with a positive typical minimum distance. Moreover, a simple
necessary condition has been developed too, that only requires (besides the inner and
outer code rates) the knowledge of the average output degree. This condition leads to
a region O in the (ri, ro) plane, which provides an outer bound to P and holds for all
degree distributions having the same average output degree. The applicability of the
theoretical results has been demonstrated by means of simulation results. Furthermore,
simulation results have been presented that show that the performance of Raptor codes
with linear random outer codes is close to that of Raptor codes with the standard outer
code of R10 Raptor codes. Thus, we speculate that the results obtained for Raptor
codes with linear random outer codes hold as first approximation for standard R10
Raptor codes.
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Parallel Concatenated Fountain
Codes
In this chapter we present a novel fountain coding scheme that is specially suited
for small values of k. The proposed scheme consists of a parallel concatenation of a
(h, k) block code with a linear random fountain code (LRFC). The scheme is specially
interesting when the block code is maximum distance separable (MDS). The remainder
of this chapter is organized as follows. In Section 7.1 the proposed concatenated scheme
is described. In Section 7.2 of the scheme is analyzed for the case in which the block
code is MDS. In Section 7.3 the performance of the scheme is analyzed for a generic
block code in the fixed-rate setting. In Section 7.4 numerical results are presented for
a multicasting system making use of the proposed fountain coding scheme, and the
performance is compared with that of LRFC codes. Finally, a summary of the results
in this chapter is presented in Section 7.5.
7.1 Scheme Description
Let us define the source block v = (v1, v2, . . . , vk) as a vector of source symbols
belonging to a finite field of order q, i.e., v ∈ Fkq . In the proposed scheme, the source
block is first encoded via a (h, k) linear block code C ′ over Fq with generator matrix G′.
We will make use of Raptor code terminology and call this block code also precode.
The encoded block is hence given by
c′ = vG′ = (c′1, c′2, . . . , c′h).
133
Parallel Concatenated Fountain Codes
Additional redundancy symbols can be obtained using an LRFC, that is, by computing
linear random combinations of the k source symbols as
ci = c′′i−h =
k∑
j=1
gj,ivj, i = h+ 1, . . . , n (7.1)
where the coefficients gj,i in (7.1) are selected from Fq uniformly at random.
Thus, the encoded sequence corresponds to:
c = (c′|c′′).
Where, c′ and c′′ are respectively the output of the block code and the LRFC. The
generator matrix of the concatenated code has the form
G =

g1,1 g1,2 . . . g1,h
g2,1 g2,2 . . . g2,h
... ... . . . ...
gk,1 gk,2 . . . gk,h
∣∣∣∣∣∣∣∣∣∣∣∣︸ ︷︷ ︸
G′
∣∣∣∣∣∣∣∣∣∣∣∣
g1,h+1 g1,h+2 . . . g1,n
g2,h+1 g2,h+2 . . . g2,n
... ... . . . ...
gk,h+1 gk,h+2 . . . gk,n

︸ ︷︷ ︸
G′′
where G′ and G′′ are the generator matrices of the precode and the LRFC respectively.
The encoded sequence can be written as:
c = vG = (c1, c2, . . . , cn).
This scheme can actually be seen as a parallel concatenation of the linear block code
C ′ and of an LRFC (Figure 7.1), where the first h output symbols are the codeword
symbols of the block code.1
We remark that, being the LRFC rateless, the number of output symbols n can
grow indefinitely. Thus, the proposed scheme is also rateless. The encoder may be seen
as a modified fountain encoder, whose first h output symbols (c1, c2, . . . , ch) correspond
to the codeword output by the encoder of C ′, whereas the following n − h symbols
are the output of the LRFC encoder. A related rateless construction was proposed in
[78], where a mother non-binary LDPC code was modified by replicating the codeword
symbols (prior multiplication by a non-zero field element) and thus by (arbitrarily)
1This represents a difference with Raptor codes, for which the output of the precode is further
encoded by a LT Code. Hence the first n output symbols of a Raptor encoder do not coincide with
the output of the precode.
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Code (h, k)
LRFC
v1, v2...vk
c1, c2...ch
ch+1, ch+2...
c1, c2...ch, ch+1...
Fig. 7.1 Novel fountain coding scheme seen as a parallel concatenation of a (h, k) linear
block code and a LRFC.
lowering the code rate. In our work, the mother code corresponds to the block code,
and the additional redundant symbols are produced by the LRFC.
We will assume that the output symbols c are transmitted over an erasure channel
with erasure probability ε. Let us assume that at the receiver side m = k + δ output
symbols are collected, where δ is the (absolute) receiver overhead. Let us denote by
J = {j1, j2, . . . , jm} the set of the indices of the output symbols of c that have been
collected by a specific receiver. The received vector y is hence given by
y = (y1, y2, . . . , ym) = (cj1 , cj2 , . . . , cjm)
and it can be related to the source block v as
y = vG˜
Here, G˜ denotes the k ×m matrix made by the columns of G with indices in J , i.e.,
G˜ =

g1,j1 g1,j2 . . . g1,jm
g2,j1 g2,j2 . . . g2,jm
... ... . . . ...
gk,j1 gk,j2 . . . gk,jm
 .
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The recovery of v reduces to solving the system of m = k + δ linear equations in k
unknowns
G˜TvT = yT . (7.2)
The solution of (7.2) can be obtained by means of a maximum likelihood (ML) decoding
algorithm (e.g., via Gaussian elimination or via inactivation decoding) if and only if
rank(G˜) = k.
7.2 Maximum Distance Separable Precode
In this section we consider the case in which the precode is maximum distance separable
(MDS). The reasons to consider MDS codes are twofold. First, MDS codes meet the
Singleton bound with equality, which means that over an erasure channel, decoding
succeeds with probability one if the receiver is able to collect at least k symbols. Second,
the use of MDS precodes leads to a very simple performance model, as it will be shown
in this section. In particular, when binary codes are used, we assume (k + 1, k) single
parity-check (SPC) codes. When operating on higher order finite fields, we consider
generalized Reed-Solomon (GRS) codes.
Based on the bounds in (3.2), we will derive tight upper and lower bounds for the
decoding failure probability PF of our parallel concatenated fountain coding scheme for
memoryless erasure channels. In our analysis we will assume that an encoded sequence
c composed of n ≥ h symbols is transmitted over a memoryless erasure channel with
erasure probability of ε.2
In our analysis we will consider two different cases. In the first case among the
m received symbols, at least k have indices in {1, 2, . . . , h}. That is, at least m′ ≥ k
symbols produced by the linear block encoder have been received. In this case, since
the precode C ′ is MDS, the system of equations in (7.2) will be solvable with probability
1. The probability of this event (collecting at least k output symbols out of the first h)
is given by:
Q(ε) =
h∑
i=k
(
h
i
)
(1− ε)iεh−i.
2The case l < n is not considered since it is equivalent to shortening the linear block code.
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In the second, less trivial case, m′ < k among the m received symbols have indices
in {1, 2, . . . , h}. That is, less than k output symbols from the precode are collected.
This second case is complementary to the first one and will occur with probability
P (ε) = 1−Q(ε).
In this case, matrix G˜T can be partitioned as
G˜T =
 G˜′T
G˜′′T
 =

g1,j1 g2,j1 . . . gk,j1
g1,j2 g2,j2 . . . gk,j2
... ... . . . ...
g1,jm′ g2,jm′ . . . gk,jm′
g1,jm′+1 g2,jm′+1 . . . gk,jm′+1
g1,jm′+2 g2,jm′+2 . . . gk,jm′+2
... ... . . . ...
g1,jm g2,jm . . . gk,jm

. (7.3)
The fact that the precode C ′ is MDS assures that rank(G˜′) = m′, i.e., the first m′ rows
of G˜T are linearly independent. The remaining rows of G˜T correspond to G˜′′T that
has size m′′ × k, with m′′ = m−m′. The elements in G˜′′T are uniformly distributed in
Fq. It follows that the matrix in (7.3) can be put (via column permutations over G˜T
and row permutations/combinations over G˜′T ) in the form
GˆT =
 I A
0 B
 ,
where I is the m′ ×m′ identity matrix, 0 is a m′′ ×m′ all-0 matrix, and A, B have
respective sizes m′ × (k −m′) and m′′ × (k −m′). The lower part of GˆT , given by
(0|B), is obtained by adding to each row of G˜′′T a linear combination of rows from G˜′T ,
in a way that the m′ leftmost columns of G˜′′T are all set to zero. Thus, the elements
of submatrix B are obtained by adding a deterministic symbol of Fq to an element of
G˜′′T , which is uniformly distributed in Fq. It follows that the statistical properties
of G˜′′T are inherited by the m′′ × (k −m′) submatrix B, whose elements are, hence,
uniformly distributed in Fq. It follows that (7.2) is solvable if and only if B is full rank,
i.e., if and only if rank(B) = k −m′. Let us denote the decoding failure event as F .
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The conditional decoding failure probability can be expressed as
Pr{F |m′,m′ < k, δ} = Pr{rank(B) < k −m′}. (7.4)
Matrix B is a m′′ × (k −m′) = (k + δ −m′)× (k −m′) random matrix having δ rows
in excess with respect to the number of columns. Hence, we can replace (7.4) in (3.2),
obtaining the bounds
q−δ−1 ≤ Pr{F |m′,m′ < k, δ} < 1
q − 1q
−δ. (7.5)
The bounds in (3.2) are independent from the size of the matrix, they depend only on
the overhead. Therefore, we can remove the conditioning on m′ from (7.5), leaving
q−δ−1 ≤ Pr{F |m′ < k, δ} < 1
q − 1q
−δ.
The failure probability can now be expressed as
PF = Pr{F |m′ < k, δ}Pr{m′ < k}
+Pr{F |m′ ≥ k, δ}Pr{m′ ≥ k}
where Pr{F |m′ ≥ k, δ} = 0 (since at least k of the symbols produced by the MDS
encoder have been collected) and Pr{m′ < k} = P (ε). It results that
P (ε)q−δ−1 ≤ PF < P (ε) 1
q − 1q
−δ. (7.6)
If one inspects (3.2) and (7.6), one can see how the bounds on the failure probability
of the concatenated scheme are scaled down by a factor P (ε), which is a monotonically
increasing function of ε. Therefore, when the channel conditions are bad (i.e., for
large ε) P (ε)→ 1, and the bounds in (7.6) tend to coincide with the bounds in (3.2).
On the other hand, if the channel conditions are good (i.e., for small ε), most of the
time m′ ≥ k symbols produced by the linear block encoder are received and decoding
succeeds (recall the assumption of MDS code). In these conditions, P (ε) ≪ 1, and
according to the bounds in (7.6) the failure probability may decrease by several orders
of magnitude.
Given the fact that the probability of decoding failure of the concatenated scheme
is a function of the erasure probability, the scheme is not universal anymore in a strict
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Fig. 7.2 PF vs. δ for a concatenated code built using a (11, 10) SPC code over F2 for
different values of erasure probability ε. Upper bounds are represented by solid lines
and lower bounds are represented by dashed lines.
sense3. At low channel erasure probabilities the proposed scheme will outperform
LRFCs, whereas for large erasure probabilities it will perform as LRFCs. Hence, the
performance of our scheme is lower bounded by that of LRFC, which are universal
codes (their performance depends only on the number of output symbols received and
not on the erasure probability of the channel). Therefore, one could argue that the
proposed scheme is universal in a broad sense, although its probability of decoding
failure does depend on the erasure probability of the channel
Figure 7.2 shows the probability of decoding failure PF as a function of the number
of overhead symbols δ for a concatenated code built using a (11, 10) SPC code over F2.
We can observe how, for lower erasure probabilities, the gain in performance of the
concatenated code with respect to a LRFC is larger. For ε = 0.01 the decoding failure
probability is more than 2 orders of magnitude lower than that of a LRFC.
3In this concatenated fountain coding scheme the output symbols are not statistically identical
and independent from each other. As a consequence its performance depends on the channel erasure
rate and its performance will also vary if the channel is not memoryless.
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Fig. 7.3 PF vs. δ for a concatenated code built using a (15, 10) RS over F16 for different
values of of erasure probability ε. Upper bounds are represented by solid lines and
lower bounds are represented by dashed lines.
Figure 7.3 shows the probability of decoding failure vs. the number of overhead
symbols δ for the concatenation of a (15, 10) RS and a LRFC over F16. The performance
of the concatenated code is compared with that of the LRFC built on the same field
for different erasure probabilities. In this case the decrease in terms of probability
of decoding failure is even more notable than in binary case. For a channel with an
erasure probability ε = 0.05, the probability of decoding failure of the concatenated
scheme is 4 orders of magnitude lower than that of the LRFC. If we compare Figure 7.3
with Figure 7.2, we can observe how the upper and lower bounds are closer to each
other for the codes constructed over F16 compared to the binary codes. This effect
stems from the fact that the bounds in (3.2) become tighter as the Galois field order q
increases.
Figure 7.4 shows the probability of decoding failure PF, as a function of the receiver
overhead δ, obtained via Monte Carlo simulations together with the bounds in (7.6).
The results refer to a concatenation of a (11, 10) SPC with an LRFC over F2, and a
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Fig. 7.4 PF vs. δ for the concatenation of a (11, 10) SPC code and a LRFC over F2 and
ε = 0.1. Upper bounds are represented by solid lines and lower bounds are represented
by dashed lines. The points marked with ’◦’ denote actual simulations.
channel with an erasure probability ε = 0.1. As expected, the simulation results tightly
match the bounds.
Figure 7.5 shows similar simulation results for a concatenation of a (15, 10) RS
code with an LRFC over F16, for a channel erasure probability ε = 0.1. Also in this
case, the results are very close to the bounds.
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Fig. 7.5 PF vs. δ for the concatenation of a (15, 10) RS and LRFC over F16 and ε = 0.1.
Upper and lower bounds are represented by solid and dashed lines, respectively. The
markers ’◦’ denote simulations.
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7.3 Generic Precode in a Fixed-Rate Setting
Fountain codes are often used in a fixed-rate setting (see Chapter 6). In this context,
the main advantage in the use of fountain codes with respect to block erasure correct-
ing codes stems from the possibility of adapting code rate and block length to the
transmission needs (e.g., channel conditions) in a flexible manner. In this section, we
consider the concatenated scheme in the general case where the block code C ′ is not
necessarily maximum distance separable (MDS) in a fixed-rate setting. We derive the
weight enumerator (WE) of the concatenated code and use it to derive a tight upper
bound on the block error probability of the code.
The coding scheme considered in this chapter is a parallel concatenation of a linear
block code and a LRFC, which for a finite rate setting is a random generator matrix
code. Let us denote as C (C ′, k, n, q) the ensemble of codes obtained by a parallel-
concatenation of a (h, k) linear block code over Fq, C ′, with all possible realizations of
an LRFC, where k is the number of source symbols, n is the total number of output
symbols and q is the finite field order. Note that the codes in the ensemble have
fixed-rate r = k/n. We denote as Ai(X) the conditional output-weight enumerator
function (CO-WEF) averaged over the ensemble C (C ′, k, n, q) conditioned to the input
source block having weight i,
Ai(X) =
n∑
w=1
Ai,wXw
where Ai,w is the average number of codewords of Hamming weight w produced
by Hamming weight-i inputs, that is, Ai,w is the input output-weight enumerator
function (IO-WEF) of the code. For the ensemble of parallel-concatenated codes
the average conditional output-weight enumerator function admits a very compact
expression:
Ai(X) =
A C
′
i (X)A
L (k,l,q)
i (X)(
k
i
) , (7.7)
where A C′i (X) is the conditional output-weight enumerator function of the linear block
code, and A L (k,l,q)i (X) is the average conditional output-weight enumerator function
of the ensemble L (k, l, q), being L (k, l, q) the ensemble of linear block codes over Fq
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with k× l generator matrix G′′, with l = n−h. Let us assume that A C′i (X) is known.4
In this case, the derivation of Ai,w reduces to the calculation of A L (k,l,q)i (X).
The average number of codewords of Hamming weight w produced by Hamming
weight-i inputs for the ensemble L (k, l, q), AL (k,l,q)i,w , is given by:
AL (k,l,q)i,w =
(
k
i
)(
l
w
)
pwi (1− pi)l−w , (7.8)
where pi the probability of one of the l output symbols having a non-zero value
conditioned to having an input of Hamming weight i. Given that the coefficients of
G′′ are picked with uniform probability over Fq, we have that5
pi = q−1q , i ̸= 0
pi = 0 , i = 0.
(7.9)
Using (7.7), (7.8) and (7.9) the conditional output-weight enumerator function of our
concatenated scheme is obtained.
Once the conditional output-weight enumerator function has been derived, the
average weight enumerator function (WEF) A (X) can be obtained from the average
conditional output-weight enumerator function by summing over all possible input
weights
A (X) =
∑
i
AiX
i.
Finally, the average number of codewords of Hamming weight w (average weight
enumerator) Aw is simply obtained as the coefficient of degree w in the WEF. The
average weight enumerator of the concatenated ensemble can be used now to derive a
tight upper bound on the expected block error probability for the codes of the ensemble
using Di’s upper bound, (2.3) [46].
As an example, we consider a concatenated scheme where the block code is a binary
(63, 57) Hamming code. The conditional output-weight enumerator function Ai(X) of
4In general, the derivation of the conditional output-weight enumerator function A C′i (X) for a
code is not trivial, unless the code C′ (or its dual code) has small dimension [73].
5Note that when i = 0 the encoder input is given by the all-zero word. Thus, the encoder output
is zero with probability 1 due to the linearity of the code ensemble L (k, l, q).
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a (h = 2t − 1, k = h− t) Hamming code is known from [79] and corresponds to
A (x,X) =(1 + x)
2t−1−t−1
2t ×
(
2t(1− x)2t−1−t(1− xX)t
− (1− x)2t−1(1 +X)t + (1 + x)2t−1(1 +X)t
)
where A (x,X) = ∑iAi(X)xi.
Figure 7.6 shows the average weight enumerator vs. the normalized weight, ϖ = w/n
for the concatenated code for rates r = 1/2 and r = 1/4 and the weight enumerator of
the precode alone (Hamming). The figure also shows the average weight enumerator of
binary linear random generator matrix based ensembles with the same block length
and rate. Codes in this ensemble are characterized by having a k × n generator matrix
whose elements are picked uniformly at random in the binary field. Thus the ensemble
is equivalent to the fixed-rate LRFC ensemble. The average weight enumerator of this
ensemble can be found in [80]. In the figure we can observe how the weight spectrum
of the concatenated ensemble is better than that of the binary linear random ensemble,
in the sense that for same block length and rate the expected multiplicity of low weight
codewords is lower. This will lead to a lower error floor.
Figure 7.7 shows the upper bounds on the codeword error rate (CER) of the
ensemble, as a function of the channel erasure probability ε for different coding rates.
The solid lines represent the upper bound on the CER in (2.3), and the dashed and red
lines represent respectively the Berlekamp random coding bound [44], which is an upper
bound on the average block error probability of random codes, and the Singleton bound,
which provides the block error probability of MDS codes. The markers represent the
results of Monte Carlo simulations. In order to obtain average results for the ensemble,
the CER was averaged over 1000 different LRFC realizations. As expected, the bound
in (2.3) is very tight in all cases. Results for three different rates are shown in the
figure. The highest rate corresponds to the use of the Hamming code alone, and the
other two rates are r = 0.8 and r = 0.5. While for the Hamming code the performance
lies in between the one of random codes and the one of MDS codes, as the code rate
decreases the performance of the scheme gets closer to the Berlekamp random coding
bound, which means that for low rates our scheme performs almost as a random code.
However, for high rates the concatenated scheme performs substantially better than a
random code, whose performance would be very close to the Berlekamp bound.
145
Parallel Concatenated Fountain Codes
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1−50
−40
−30
−20
−10
0
10
20
30
40
w/n
lo
g(
A w
)
Hamming (63,57)
Linear random code (63,57)
Concatenation, r=1/2
Linear random code, r=1/2
Concatenation, r=1/4
Linear random code, r=1/4
Fig. 7.6 log(Aw) vs. w/n for the concatenation of a (63,57) Hamming code with a
LRFC code in F2 and for the concatenated scheme with rates r = 12 and r =
1
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Fig. 7.7 CER vs. erasure probability ε for the concatenation of a (63,57) Hamming code
with a LRFC code in F2. The markers represent the result of Monte Carlo simulations.
The solid line represents the upper bound in [46], and the dashed and dotted lines
represent the Berlekamp random coding bound and the Singleton bound respectively.
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In this section we investigate the performance of the concatenated scheme in a reliable
multicasting scheme. Let us assume a transmitter wants to deliver a source block (a
data file) to a set of N of receivers. We will assume that the erasure channels from the
transmitter to the different receivers are independent and have an identical erasure
probability ε. Furthermore, we assume that the receivers send an acknowledgement to
the transmitter whenever they successfully decode the source block though an ideal
(error- and delay-free) feedback channel. After retrieving all the acknowledgments, the
transmitter stops encoding additional symbols from the source block.
Let us denote by ∆ the number of symbols in excess with respect to k transmitted
by the sender. We refer to ∆ as the transmission overhead. When k +∆ symbols have
been transmitted, the probability that a specific receiver gathers exactly m symbols is
S (∆,m) =
(
k +∆
m
)
(1− ε)mεk+∆−m.
The probability of decoding failure at the receiver given that the transmitter has sent
k +∆ symbols is hence
Pe =
k−1∑
m=0
S (∆,m)+
+
k+∆∑
m=k
S (∆,m)PF|(δ = m− k, ε).
Let us define the error probability in our system, PE, as he probability that at least
one receiver is not able to decode the source block. This probability is given by
PE(N,∆, ε) = 1− (1− Pe)N
Observe that PE(N,∆, ε) can be easily bounded by means of (7.6). Following this
approach, we compare the performance of the proposed concatenation to that of LRFCs
and to that of an ideal fountain code. Let us recall that for an ideal fountain code the
probability of decoding failure is zero whenever k or more output symbols are collected
(see Section 2.3).
We consider a system with N = 104 receivers and a channel with an erasure
probability ε = 0.01. The performance of LRFC codes over F2 and F16 is depicted
in Figure 7.8 together with that of two concatenated schemes: a concatenation of a
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Fig. 7.8 PE vs. overhead at the transmitter in a system with N = 10000 receivers and
ε = 0.01. Results are shown for different fountain codes: LRFC in F2, LRFC in F16,
concatenation of a (11,10) SPC code with a LRFC code in F2, and a concatenation of
a (15, 10) RS code and a LRFC code over F16.
(11, 10) SPC code with a LRFC code over F2, and a concatenation of a (15, 10) RS
code and a LRFC code over F16. We can observe how the binary concatenated scheme
outperforms the binary LRFC. For example, in order to achieve a target probability of
error PE = 10−4 the concatenated scheme needs only ∆ = 20 overhead symbols whereas
the LRFC requires a transmission overhead ∆ = 27. In the binary case, both the
LRFC and the concatenated scheme are far from the performance of an ideal fountain
code. If we now look at the non binary case, we can observe how the performance
gap of the LRFC w.r.t an ideal fountain code is much smaller than in the binary
case. Furthermore, we can observe how the non-binary concatenated scheme is able to
improve the performance of the LRFC and almost completely close the performance
gap w.r.t. an ideal fountain code.
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In this chapter a novel coding scheme has been introduced. The scheme consists of
a parallel concatenation of a block code with a linear random fountain code (LRFC)
code, both constructed over the same finite field. The performance of the concatenated
coding scheme under ML decoding has been analyzed through the derivation of tight
bounds on the probability of decoding failure. This scheme can be seen as a way of
turning any block code rateless (or rate flexible), so that additional output symbols
can be generated on demand. The proposed scheme is in general only practical when
the code dimension k is small.
Specially interesting is the case in which the block code is a MDS code. In this case,
the scheme can provide failure probabilities lower than those of LRFC codes by several
orders of magnitude, provided that the erasure probabilities of the channel is not too
high. The general case in which the block code is not MDS has also been analyzed.
In this case the scheme has been analyzed in a fixed-rate setting, and it has been
shown by means of examples how the concatenated scheme outperforms LRFCs. Given
the fact that Raptor codes are essentially random codes, their performance would
be at best as good as that of LRFCs. Thus, the proposed scheme also outperforms
Raptor codes in terms of decoding failure probability. However, one should remark
that the proposed scheme is only practical when the code dimension k is small, since
its decoding complexity is rather high.
The focus in this chapter has been exclusively on the performance under ML
decoding. However, it is possible to exploit the structure of the block code (precode)
in order to decrease the decoding complexity of the scheme. For example, in [37] an
enhanced decoding algorithm was proposed for the case in which the precode is a
generalized Reed-Solomon (GRS) code whose generator matrix is in Vandermonde
form.
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Chapter 8
Conclusion
In this dissertation we have investigated fountain codes under maximum likelihood (ML)
erasure decoding. In particular three types of fountain codes have been considered, LT
codes, Raptor codes and a new class of parallel concatenated fountain codes.
Regarding LT codes, the main contribution of this thesis is a detailed analysis
of a particular ML decoding algorithm, inactivation decoding. More concretely, the
focus has been on the decoding complexity of LT codes under inactivation decoding
in terms of the number of inactivations. Given an LT degree distribution and k, the
code dimension or equivalently the number of input symbols, dynamic programming
approaches have been used to derive the expected number of inactivations and its
probability distribution. Furthermore, a low complexity algorithm has been proposed
to estimate the number of inactivations. Additionally, we have shown by means of an
example how the analysis of LT codes presented can be used to numerically design LT
codes optimized for inactivation decoding.
Raptor codes have also been considered in this thesis. First, upper bounds to the
probability of decoding failure of Raptor codes have been derived, using the weight
enumerator of the outer code, or the average weight enumerator when the outer code
is drawn at random from an ensemble. These bounds show that Raptor codes can
be analyzed similarly to fixed-rate block codes. Furthermore, we have shown how
the complexity of Raptor codes under inactivation decoding can be approximated
introducing the concept of a surrogate LT code. Moreover, we have shown by means
of an example how the results obtained for Raptor codes can be used to design finite
length Raptor codes with a good tradeoff between probability of decoding failure and
complexity under inactivation decoding.
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Additionally, an analysis of the distance spectrum of ensembles of fixed-rate Raptor
codes has been presented, for the case in which the outer code is picked from the linear
random ensemble. This ensemble of Raptor codes resembles standard R10 Raptor
codes as a first order approximation. For this ensemble, the average weight enumerator
and its growth rate have been derived. Furthermore, sufficient and necessary conditions
for the ensemble to have a minimum distance growing linearly with the block length
(positive typical minimum distance) have been derived. By means of simulations, it
has been shown how the results obtained for the ensemble of Raptor codes studied
can be extrapolated to Raptor codes using the standard R10 outer code as a first
approximation.
The last contribution of the dissertation is the introduction of a novel class of
fountain codes, that consists of a parallel concatenation of a block code with a linear
random fountain code (LRFC). This scheme is specially interesting when the block code
is a maximum distance separable (MDS) code. In this case, the scheme’s performance
can be tightly upper and lower bounded by means of very simple formulae. Furthermore,
the scheme can provide failure probabilities lower than those of LRFC codes by several
orders of magnitude, provided that the erasure probabilities of the channel is not too
high, which is usually the case in most of the applications of erasure codes. Thus, in
this setting the proposed scheme outperforms Raptor codes in terms of probability of
decoding failure. However, this novel scheme is in general only practical for when the
code dimension k is small due to its high decoding complexity.
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Appendix A
Comparison of Inactivation
Strategies
In this appendix the performance of the different inactivation techniques presented in
Section 4.1.1 are compared by means of simulations. More concretely, we simulated
a (non-systematic) R10 Raptor code for source block sizes ranging from k = 128 to
k = 8192 for different absolute overheads δ. For each different value of δ, 300 decodings
were carried out and the average number of inactivations was obtained for random
inactivation, maximum reduced degree inactivation, maximum accumulated degree
inactivation and maximum component inactivation.
The simulation results can be observed in Figures A.1 to A.7. Looking at these
figures it can be observed how random inactivation leads to the largest number of
inactivations, followed by maximum reduced degree inactivation, then maximum
accumulated degree and finally maximum component inactivation, that leads to the
least inactivations (lowest decoding complexity). It is remarkable that this ordering
holds for all values of k and δ.
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Fig. A.1 Number of inactivations vs. absolute receiver overhead δ for a R10 Raptor
code and k = 128
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Fig. A.2 Number of inactivations vs. absolute receiver overhead δ for a R10 Raptor
code and k = 256
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Fig. A.3 Number of inactivations vs. absolute receiver overhead δ for a R10 Raptor
code and k = 512
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Fig. A.4 Number of inactivations vs. absolute receiver overhead δ for a R10 Raptor
code and k = 1024
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Fig. A.5 Number of inactivations vs. absolute receiver overhead δ for a R10 Raptor
code and k = 2048
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Fig. A.6 Number of inactivations vs. absolute receiver overhead δ for a R10 Raptor
code and k = 4096
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Fig. A.7 Number of inactivations vs. absolute receiver overhead δ for a R10 Raptor
code and k = 8192
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Appendix B
Omitted Proofs
In this Appendix we provide some results that were omitted in the body of the thesis
but are necessary for the proofs in Chapters 5 and 6.
B.1 Proof of Theorem 1
The following lemma is used in the proof of Theorem 1.
Lemma 3. Let X1, X2 ... Xl be i.i.d random variables with uniform distribution over
F2m\{0}. Then
Pr{X1 +X2 + . . .+Xl = 0} = 1
q
(
1 + (−1)
i
(q − 1)i−1
)
.
Proof. The proof starts observing that the additive group of F2m is isomorphic to the
vector space Zm2 . Thus, we consider X1, X2 ... Xl to be i.i.d random variables with
uniform distribution over the vector space Zm2 \{0}.
Let us introduce the auxiliary random variable
W := X1 +X2 + . . .+Xl
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Denote by PW (w) and by PX(x) the probability mass function of W and Xi, with
PX(x) =

0 if x = 0
1
q−1 otherwise.
We have that
PW (w) = PX(x) ∗ PX(x) ∗ . . . ∗ PX(x)
which can be re-stated via the m-dimensions 2-points DFT J {·} as
J {PW (w)} = (J {PX(x)})l .
We have that
PˆX(t) :=J {PX(x)} =

1 if t = 0
−1
q−1 otherwise
Thus,
PˆW (t) :=J {PW (w)} =

1 if t = 0
(−1)l
(q−1)l otherwise.
We are interested in PW (0) whose expression corresponds to
PW (0) =
1
q
∑
t
PˆW (t) =
1
q
+ 1
q
(q − 1) (−1)
l
(q − 1)l
from which the statement follows.
The result in this lemma can also be found in [56]. However, the proof in [56] uses
a different approach based on a known result on the number of closed walks of length l
in a complete graph of size q from a fixed but arbitrary vertex back to itself.
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B.2 Proof of Theorem 6
We first prove that for all (ri, ro) pairs in P we have a positive normalized typical
minimum distance. Then, we prove that this is not possible for any other (ri, ro) pair.
B.2.1 Proof of Sufficiency
A sufficient condition for a positive normalized typical minimum distance is
lim
ϖ→0+
G(ϖ) < 0.
From Theorem 5 this is equivalent to
ri(1− ro) > lim
ϖ→0+
max
λ∈Dλ
f(ϖ, λ).
As we did in Lemma 1 and Lemma 2, let us use the notation ϱ(λ) = ϱλ to emphasize
the dependence on λ. We shall now show that
lim
ϖ→0+
max
λ∈Dλ
f(ϖ, λ) = max
λ∈Dλ
lim
ϖ→0+
f(ϖ, λ) = max
λ∈Dλ
[riHb(λ) + log2 (1− ϱ(λ))]
that is, the maximization with respect to λ and the limit as ϖ → 0+ can be inverted,
so that the region P in (6.13) is obtained.
This fact is proved by simply showing that
lim
ϖ→0+
fmax(ϖ) = fmax(0),
that is, the function fmax(ϖ) = maxλ∈Dλ f(ϖ, λ) is right-continuous at ϖ = 0. For this
purpose it suffices to show
fmax(ϖ) = max
λ∈(a,b)
f(ϖ, λ) (B.1)
where (a, b) is an interval independent of ϖ ∈ [0, 12) such that the function
log2 ϱ(λ)− log2(1− ϱ(λ))
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is bounded over it, i.e.,
sup
λ∈(a,b)
|log2 ϱλ − log2(1− ϱλ)| = K .
Under these conditions we have uniform convergence of f(ϖ, λ) to f(0, λ) in the interval
(a, b) as ϖ → 0+, namely,
f(0, λ)−Kϖ ≤ f(ϖ, λ) ≤ f(0, λ) +Kϖ, ∀λ s.t. a < λ < b . (B.2)
The second inequality in (B.2) implies fmax(ϖ) ≤ fmax(0)+Kϖ. Furthermore, denoting
by λˆ ∈ (a, b) the maximizing λ, we have
fmax(0)−Kϖ = f(0, λˆ)−Kϖ ≤ f(ϖ, λˆ)
which implies fmax(0)−Kϖ ≤ fmax(ϖ). Hence, we have
fmax(0)−Kϖ ≤ fmax(ϖ) ≤ fmax(0) +Kϖ
that yields limϖ→0+ fmax(ϖ) = fmax(0), as desired.
Next, we shall prove (B.1). We start by observing that in the case Ωj = 0 for
all even j (in this case ϱ(λ) is strictly increasing) by direct computation we have
∂ f(ϖ, λ)/∂λ < 0 for all 0 ≤ ϖ < 1/2 and for all 1/2 ≤ λ < 1. Thus, in this case we
can take b = 1/2. In all of the other cases there exists ξ such that ϱ(λ) ≤ ξ < 1 for all
0 < λ < 1 and we can take b = 1. We prove the existence of 0 < a < 1/2 (independent
of 0 ≤ ϖ < 1/2) such that the maximum is not taken for all 0 < λ ≤ a as follows.
Denoting c = log2 e and ϱ′(λ) = dϱ(λ)/dλ, we have
∂ f(ϖ, λ)
∂λ
= ri log2(1− λ)− ri log2 λ+ cϖ
ϱ′(λ)
ϱ(λ) − c (1−ϖ)
ϱ′(λ)
1− ϱ(λ) .
Given that 0 < ϱ′(λ) < +∞ for all 0 < λ ≤ 1/2 and since
lim
λ→0+
ri(1− ϱ(λ))(log2(1− λ)− log2 λ) = +∞ ,
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there exists a > 0 such that
ri(1− ϱ(λ))(log2(1− λ)− log2 λ) > c ϱ′(λ), for all 0 < λ < a .
This latter inequality implies
ri(1− ϱ(λ))(log2(1− λ)− log2 λ) > c ϱ′(λ)−ϖ
cϱ′(λ)
ϱ(λ) , for all 0 < λ < a
uniformly with respect to ϖ ∈ [0, 1/2), that is equivalent to ∂ f(ϖ, λ)/∂λ > 0 for all
0 < λ < a, independently of ϖ ∈ [0, 1/2). Hence, the maximum cannot be taken
between 0 and a, with a independent of ϖ ∈ [0, 1/2).
B.2.2 Proof of Necessity
So far it has been proved that the condition on (ri, ro) expressed by Theorem 6 is
sufficient to have a positive normalized typical minimum distance. Now we need to
show that this condition is also necessary. Concretely, we need to prove that for
the ensemble C∞(Co,Ω, ri, ro) all rate pairs (ri, ro) such that limϖ→0+ G(ϖ) = 0 (i.e.,
rate pairs on the boundary P), the derivative of the growth rate at 0 is positive,
limϖ→0+ G′(ϖ) > 0.
According to Lemma 1 the expression of the derivative of the growth rate, G′(ϖ)
corresponds to
G′(ϖ) = log2
1−ϖ
ϖ
+ log2
ϱ(λ0)
1− ϱ(λ0) .
Therefore, since G′(ϖ) is the sum of two terms the first of which diverges to +∞ as
ϖ → 0+, a necessary condition for the derivative to be negative is that the second term
diverges to −∞, i.e., limϖ→0+ ϱ(λ0) = 0. This case is analyzed in the following lemma.
Lemma 4. If ϱ(λ) = 0 then λ ∈ {0, 1} in case the LT distribution Ω is such that
Ωj = 0 for all odd j, and λ = 0 for any other LT distribution Ω.
Proof. Let us recall that ϱ(λ) is the probability that the LT encoder picks an odd
number of nonzero intermediate bits (with replacement) given that the intermediate
codeword has Hamming weight λh. If Ωj > 0 for at least one odd j, then the only case
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in which a zero LT encoded bit is generated with probability 1 is the one in which the
intermediate word is the all-zero sequence. If Ωj = 0 for all odd j, there is also another
case in which a nonzero bit is output by the LT encoder with probability 1, i.e., the
case in which the intermediate word is the all-one word.
Let us consider now a pair (ri, ro) such that limϖ→0+ G(ϖ) = 0. A fixed-rate Raptor
code ensemble corresponding to this pair, has a positive typical minimum distance if and
only if limϖ→0+ G′(ϖ) < 0. By Lemma 4 this implies limϖ→0+ λ0(ϖ) = 0 when Ωj > 0
for at least one odd j. It implies either limϖ→0+ λ0(ϖ) = 0 or limϖ→0+ λ0(ϖ) = 1
otherwise. That λ0(ϖ) cannot converge to 0 follows from the proof of sufficiency
(as shown, the maximum for ϖ ∈ [0, 1/2) is taken for λ > a > 0). In order to
complete the proof we now show that, in the case where Ωj = 0 for all odd j, assuming
limϖ→0+ λ0(ϖ) = 1 leads to a contradiction.
If Ωj = 0 for all odd j, a Taylor series for ϱ(λ) around λ = 1 is ϱ(λ) = Ω¯(1−λ)+o(λ).
Assuming limϖ→0+ λ0(ϖ) = 1, we consider the left-hand side of (6.12) and calculate
its limit as ϖ → 0+. We obtain
lim
ϖ→0+
∂f
∂λ
(ϖ, λ0) = ri lim
λ0→1−
log2
1− λ0
λ0
+ lim
ϖ→0+
(
ϖ
log 2
ϱ′(λ0)
ϱ(λ0)
− 1−ϖlog 2
ϱ′(λ0)
1− ϱ(λ0)
)
= ri lim
λ0→1−
log2
1− λ0
λ0
+ 1log 2 limϖ→0+
ϱ′(λ0)(ϖ − ϱ(λ0))
ϱ(λ0)(1− ϱ(λ0))
= ri lim
λ0→1−
log2
1− λ0
λ0
+ 1log 2 limϖ→0+
Ω¯(1− λ0)−ϖ
1− λ0
where the last equality follows from the above-stated Taylor series expansion. According
to (6.12), the last expression must be equal to zero. This constraint requires the second
limit to diverge to +∞ (as the first limit diverges to −∞). However, this cannot be
fulfilled in any case when ϖ converges to zero and λ0 to one. Actually, using standard
Landau notation, when 1− λ0 = Θ(ϖ) or ϖ = o(1− λ0) the second limit converges,
while when 1− λ0 = o(ϖ) it diverges to −∞.
B.3 Proof of Theorem 9
In this proof we derive first a lower bound for G(ϖ) and then evaluate it for ϖ → 0+.
To obtain a lower bound for G(ϖ) we first derive a lower bound for Aϖ. Observing
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(6.2) it can be seen how Aϖ is obtained as a summation over all possible intermediate
Hamming weights. A lower bound to Aϖ can be obtained by limiting the summation
to the term λ⋆ = 1− ro yielding to
Aϖn ≥
Aoλ⋆hA
i
λ⋆h,ϖn(
h
λ⋆h
) = Aoλ⋆hQϖn,λ⋆h
where we have introduced
Qϖn,λh :=
Aiλh,ϖn(
h
λh
)
that represents the probability that the inner encoder outputs a codeword with Ham-
ming weight ϖn given that the encoder input has weight λh.
Hence, we can now write
G(ϖ) ≥ lim
n→∞
1
n
log2Aoλ⋆hQϖn,λ⋆h = limn→∞
1
n
log2Aoλ⋆h + limn→∞
1
n
log2Qϖn,λ⋆h
= ri (Hb(λ⋆)− (1− ro)) + lim
n→∞
1
n
log2Qϖn,λ⋆h (B.3)
We will now lower bound limϖ→0+ Qϖn,λh. We denote by
qj,l := Pr{Xi = 0|wH(V) = l, deg(Xi) = j}.
Note that qj,l = 1− pj,l. We have that
lim
ϖ→0+
Qϖn,λh =
∑
j
Ωjqj,λh
n ≥
∑
j
Ωjqj,λh
n
where q
j,l
≤ qj,l is the probability that the j intermediate symbols selected to encoder
Xi are all zero. For large h, we have
q
j,l
=
(
1− l
h
)j
.
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Denoting by q
l
= ∑j Ωjqj,l, by Jensen’s inequality we have
q
l
≥
(
1− l
h
)Ω¯
.
Thus, we have that
lim
ϖ→0+
Qϖn,λh ≥ (1− λ)nΩ¯ . (B.4)
Replacing (B.4) in (B.3) and recalling that h = nri we obtain
G(ϖ) ≥ ri (Hb(λ⋆)− (1− ro)) + lim
n→∞
1
n
log2 (1− λ⋆)nΩ¯
= ri (Hb(λ⋆)− (1− ro)) + Ω¯ log2 (1− λ⋆)
= ri (Hb(1− ro)− (1− ro)) + Ω¯ log2 ro.
By imposing G(ϖ) = 0 we obtain:
φ(ro) =
Ω¯ log2(1/ro)
Hb(1− ro)− (1− ro) .
This expression is only valid when the denominator is negative, that is, for 1 > ro > r∗o,
being r∗o the only root of the denominator in ro ∈ (0, 1), whose approximate numerical
value is r∗o ≈ 0.22709.
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