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THE DYNAMICS OF SOLVABLE SUBGROUPS OF PSL (3,C)
MAURICIO TOLEDO-ACOSTA
Abstract. In this work we propose to define elementary subgroups of PSL (3,C)
as solvable groups, since they present simple dynamics as we shall show. We
study and provide a full description of all solvable complex Kleinian subgroups
of PSL (3,C). In particular, we show that solvable groups are virtually trian-
gular and that non-commutative solvable groups can be decomposed in four
layers, via the semi-direct product of four types of elements. It is also shown
that solvable groups act properly and discontinuously on the complement of,
either, a line, two lines, a line and a point outside of the line or a pencil of
lines passing through a point. These results complete the study of elementary
subgroups of PSL (3,C).
Introduction
Kleinian groups are discrete subgroups of PSL (2,C), the group of biholomorphic
automorphisms of the complex projective line CP1, acting properly and disconti-
nuously on a non-empty region of CP1. Kleinian groups have been thoroughly
studied since the end of the 19th century by Lazarus Fuchs, Felix Klein and Henri
Poincare´ (who named them after Klein in [Poi83]). For a detailed study of Kleinian
groups, see [Mas87], [MT98]. In [SV01], Jose´ Seade and Alberto Verjovsky in-
troduced the notion of complex Kleinian groups, which are discrete subgroups of
PSL (n+ 1,C) acting properly and discontinuously on an open invariant subset of
CPn.
In the context of Kleinian groups, elementary groups are discrete subgroups of
PSL (2,C) such that the limit set is a finite set, in which case the limit set has 0,
1, or 2 points. They are groups with simple dynamics. In complex dimension 2,
the Kulkarni limit set is either a finite union of complex lines (1, 2 or 3) or it con-
tains an infinite number of complex lines. On the other hand, the limit set either
contains a finite number of lines in general position (1, 2, 3 or 4) or it contains
infinitely many lines in general position (see [BCN16]). Therefore, one could de-
fine elementary groups in complex dimension 2 as discrete subgroups of PSL (3,C)
such that its Kulkarni limit set contains a finite number of lines or discrete sub-
groups of PSL (3,C) such that its Kulkarni limit set contains a finite number of
lines in general position. In bigger dimensions the situation is unknown. Another
way one could define elementary subgroups of PSL (3,C) is to consider groups with
reducible action, since they leave a proper subspace invariant. In this work, we
propose to define elementary complex kleinian subgroups of PSL (3,C) as solvable
groups. We will show that solvable groups present simple dynamics contrary to the
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2 MAURICIO TOLEDO-ACOSTA
rich dynamics of strongly irreducible discrete subgroups of PSL (3,C), which have
been extensively studied (see [BCN11] or [CNS13]). The study of solvable groups
will help to complete the classification and understanding of the dynamics of all
complex Kleinian groups of PSL (3,C). This work is an important step towards the
implementation of a Sullivan’s dictionary between the theory of iteration of func-
tions in several complex variables and the dynamics of complex Kleinian groups.
The main purpose of this paper is to provide a precise description of discrete sol-
vable subgroups of PSL (3,C) and their dynamics. This paper generalizes and builds
upon the work done in [BCNS18], in which the authors study complex Kleinian
groups made up only of parabolic elements. To make this generalizations, addi-
tional and new techniques were used in this work.
In this paper we show:
Theorem 0.1. Let Γ ⊂ PSL (3,C) be a solvable complex Kleinian group such that
its Kulkarni limit set does not consist of exactly four lines in general position. Then,
there exists a non-empty open region ΩΓ ⊂ CP2 such that
(i) ΩΓ is the maximal open set where the action is proper and discontinuous.
(ii) ΩΓ is homeomorphic to one of the following regions: C2, C2 \ {0}, C ×
(H+ ∪H−) or C× C∗.
(iii) Γ is finitely generated and rank(Γ) ≤ 4.
(iv) The group Γ can be written as
Γ = Γp o 〈η1〉o ...o 〈ηm〉o 〈γ1〉o ...o 〈γn〉
where Γp is the subgroup of Γ consisting of all the parabolic elements of Γ. The
elements η1, ..., ηm are loxo-parabolic elements such that λ12(η1), ..., λ12(ηm)
generate the group λ12 (Ker(λ23)). The elements γ1, ..., γn are strongly loxo-
dromic and complex homotheties such that λ23(η1), ..., λ23(ηm) generate the
group λ23 (Γ).
(v) The group Γ, up to a finite index subgroup, leaves a full flag invariant.
The paper is organized as follows: In Section 1 we give a brief background
necessary for the next sections. In Section 2 we prove that solvable groups always
contain a finite index triangularizable group. In Section 3, we give a full description
of commutative discrete triangular subgroups of PSL (3,C) and, in Section 4, we
describe the non-commutative case. Finally, in Section 5, we prove Theorem 0.1.
1. Notation and Background
1.1. Complex Kleinian groups. The complex projective space CPn is defined
as
CPn = (Cn+1 \ {0})/C∗,
where C∗ := C \ {0} acts by the usual scalar multiplication. This is a compact
connected complex n-dimensional manifold, equipped with the Fubini-Study met-
ric dn. We denote the projectivization of the point x = (x1, ..., xn+1) ∈ Cn+1 by
[x] = [x1 : ... : xn+1]. We denote by e1, ..., en+1 to the projectivization of the cano-
nical base of Cn+1.
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Let Mn+1 (C) be the group of all square matrices of size n + 1 with complex
coefficients and let SL (n+ 1,C) ⊂ Mn+1 (C) be the subgroup of matrices with
determinant equal to 1. It is clear that every element g ∈ SL (n+ 1,C) acts linearly
on Cn+1 and therefore, induce a biholomorphic automorphism [g] on CPn. On the
other hand, it is well known that every biholomorphism of CPn arises in this way.
Thus, the group of biholomorphic automorphisms of CPn is given by
PSL (n+ 1,C) := GL (n+ 1,C) / (C∗)n+1 ∼= SL (n+ 1,C) /Zn+1,
where (C∗)n+1 is being regarded as the subgroup of diagonal matrices with a single
non-zero eigenvalue, and Zn+1 is being regarded as the group of the n+ 1-roots of
the unity. If g ∈ PSL (3,C) (resp. z ∈ CP2), we denote by g ∈ SL (3,C) to any of
its lifts (resp. z ∈ C3). We denote by Fix(g) ⊂ CP2 the set of fixed points of an
automorphism g ∈ PSL (3,C).
Now we describe a useful construction used to reduce the action of a group
Γ ⊂ PSL (3,C) on CP2 to the action of a subgroup of PSL (2,C) on a complex
line in CP2, thus, simplifying the study of the dynamics of Γ. The details and
proofs of this construction are given in chapter 5 of [CNS13]. Consider a subgroup
Γ ⊂ PSL (3,C) acting on CP2 with a global fixed point p ∈ CP2. Let ` ⊂ CP2 \ {p}
be a projective complex line, we define the projection pi = pip,` : CP2 → `, given by
pi(x) = ` ∩←→p, x. This function is holomorphic, and it allows us to define the group
homomorphism
Π = Πp,` : Γ→ Bihol(`) ∼= PSL (2,C)
given by Π(g)(x) = pi(g(x)) for g ∈ Γ (see Lemma 6.11 of [CS14]). If we choose
another line, `′ ⊂ CP2 \ {p}, we obtain a projection pi′ = pip,`′ and a group homo-
morphisms Π′ = Πp,`′ . The homomorphisms Π and Π′ are equivalent in the sense
that there exists a biholomorphism h : ` → `′ inducing an automorphism H of
PSL (2,C) such that H ◦ Π = Π′. The line ` is called the horizon. To simplify the
notation we will write Ker(Γ) instead of Ker(Π) ∩ Γ.
Let M ∈M3 (C) and consider its kernel Ker(M). Consider the projectivization
of this set, [Ker(M) \ {0}]. Then M induces a well defined map [M ] : CP2 \
[Ker(M) \ {0}]→ CP2, given by [M ] (z) = [Mz]. We define in this way the quasi-
projective maps QP (3,C) as
QP (3,C) = (M3 (C) \ {0})
/
C∗.
This space is the closure of PSL (3,C) in the space M3 (C) and therefore every
sequence of elements in PSL (3,C) converge to an element of QP (3,C). For an
element T ∈ QP (3,C) we define its kernel as Ker(T ) = [Ker(T) \ {0}]. For a
more detailed overview of quasi-projective maps, see Section 3 of [CS10] or Section
7.4 of [CNS13]. We will denote by Diag(a1, ..., an+1) to the diagonal element of
QP (n+ 1,C) with diagonal entries a1, ..., an+1.
As in the case of automorphisms of CP1, we classify the elements of PSL (3,C)
in three classes: elliptic, parabolic and loxodromic. However, unlike the classical
case, we consider several subclasses in each case. For a complete description of
this classification, see Section 4.2 of [CNS13]. We will give a quick summary of the
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subclasses of elements we will be using.
Definition 1.1. An element g ∈ PSL (3,C) is said to be:
• Elliptic if it has a diagonalizable lift in SL (3,C) such that every eigenvalue
has norm 1.
• Parabolic if it has a non-diagonalizable lift in SL (3,C) such that every
eigenvalue has norm 1.
• Loxodromic if it has a lift in SL (3,C) with an eigenvalue of norm distinct
of 1. Furthermore, we say that g is:
– Loxoparabolic if it is conjugated to an element h ∈ PSL (3,C) such
that
h =
 λ 1 00 λ 0
0 0 λ−2
 , |λ| 6= 1.
– A complex homothety if it is conjugated to an element h ∈ PSL (3,C)
such that h = Diag
(
λ, λ, λ−2
)
, with |λ| 6= 1.
– A rational (resp. irrational) screw if it is conjugated to an element
h ∈ PSL (3,C) such that h = Diag (λ1, λ2, λ3), with |λ1| = |λ2| 6= |λ3|
and λ1λ
−1
2 = e
2piix with x ∈ Q (resp. x ∈ R \Q).
– Strongly loxodromic if it is conjugated to an element h ∈ PSL (3,C)
such that h = Diag (λ1, λ2, λ3), where the elements {|λ1| , |λ2| , |λ3|}
are pairwise different.
An element γ ∈ Γ is called a torsion element if it has finite order. The group Γ
is a torsion free group if the only torsion element in Γ is the identity.
In the classic case of Kleinian groups, there are several characterizations for
the concept of limit set and all of them coincide (see [MT98]). In the complex
setting there is no right definition of limit set, there are several definitions (for a
detailed discussion and examples see Section 3.1 of [CNS13]). In [Kul78], Kulkarni
introduced a notion of limit set which works in a very general setting (see Section
3.3. of [CNS13]).
Definition 1.2. Let Γ be a discrete subgroup of PSL (n+ 1,C) acting on CPn. Let
us define the following sets:
• Let L0(Γ) be the closure of the set of points in CPn with infinite group of
isotropy.
• Let L1(Γ) be the closure of the set of accumulation points of orbits of points
in CPn \ L0(Γ).
• Let L2(Γ) be the closure of the set of accumulation points of orbits of
compact subsets of CPn \ (L0(Γ) ∪ L1(Γ)).
We define the Kulkarni limit set of Γ as ΛKul(Γ) := L0(Γ) ∪ L1(Γ) ∪ L1(Γ). The
Kulkarni region of discontinuity of Γ is defined as ΩKul(Γ) := CPn \ ΛKul(Γ).
The action of Γ on ΩKul(Γ) is proper and discontinuous (see Section 3.2 of
[CNS13]).
Definition 1.3. The equicontinuity region for a familiy Γ of automorphisms of CPn,
denoted Eq(Γ), is defined to be the set of points z ∈ CPn for which there is an open
neighborhood U of z such that Γ restricted to U is a normal family.
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The following propositions will be very useful to compute the Kulkarni limit set
of a group in terms of the quasi-projective limits of sequences in the group.
Proposition 1.4 (Proposition 7.4.1 of [CNS13]). Let {γk} ⊂ PSL (n+ 1,C) a se-
quence of distinct elements, then there is a subsequence of {γk}, still denoted by
{γk}, and a quasi-projective map γ ∈ QP (n+ 1,C) such that γk k→∞−→ γ uniformly
on compact sets of CPn \ [Ker(γ)].
Proposition 1.5 (Proposition 2.5 of [CLUP17]). Let Γ ⊂ PSL (n+ 1,C) be a group,
we say γ ∈ QP (n+ 1,C) is a limit of Γ, in symbols γ ∈ Lim(Γ), if there is a
sequence {γm} ⊂ Γ of distinct elements satisfying γm → γ. Then,
Eq(Γ) = CPn \
⋃
γ∈Lim(Γ)
Ker(γ).
Proposition 1.6 (Corollary 2.6 of [CLUP17]). Let Γ ⊂ PSL (n+ 1,C) be a discrete
group, then Γ acts properly discontinuously on Eq(Γ). Moreover, Eq(Γ) ⊂ ΩKul(Γ).
1.2. Solvable groups.
Definition 1.1. Let G be a group. The derived series
{
G(i)
}
of G is defined induc-
tively as
G(0) = G, G(i+1) =
[
G(i), G(i)
]
.
One says that G is solvable if, for some n ≥ 0, we have G(n) = {id}. We call the
minimum n such that G(n) = {id}, the solvability length of G.
We will consider the Zariski topology on GL(n,C). If Γ ⊂ GL(n,C) is a sub-
group, we denote by Γ the Zariski closure of Γ. We recall the following properties
of the Zariski closure:
(1) Γ is an algebraic subgroup of GL(n,C) with a finite number of connected
components.
(2) Γ is solvable if and only if Γ is solvable.
The following are examples of solvable subgroups of PSL (3,C).
Example 1.2.
• Cyclic groups are solvable.
• Denote by Rot∞ the group of all rotations around the origin, then the
infinite dihedral group Dih∞ = 〈Rot∞, z 7→ −z〉 is solvable.
• The special orthogonal group,
SO(3) =
{[
a −c
c a
] ∣∣∣∣ |a|2 + |c|2 = 1}
is not solvable.
• Any triangular group is solvable, with solvability length at most 3.
The next theorem is known as the topological Tits alternative (see Theorem 1 of
[Tit72] or Theorem 1.3 of [BG07]).
Theorem 1.7. Let K be a local field and let Γ ⊂ GL(n,K) be a subgroup. Then,
either, Γ contains an open solvable group or Γ contains a dense free subgroup.
Theorem 1.8 (Theorem 10.4 of [Bor91]). Let G be a connected solvable group acting
morphically on a non-empty complete variety V . Then G has a fixed point in V .
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2. Solvable groups are triangularizable
In this section we prove that solvable groups have a finite index triangularizable
subgroup. The proof of the following theorem is given for subgroups of PSL (3,C),
but it is also valid for subgroups of PSL (n+ 1,C).
Before stating the theorem, observe that G ⊂ GL (n+ 1,C) is solvable (resp.
triangularizable) if and only if [G] ⊂ PSL (n+ 1,C) is solvable (resp. triangulariza-
ble). This allows us to give the proof of the following theorem in terms of subgroups
of GL (3,C) instead of subgroups of PSL (3,C).
Theorem 2.1. Let G ⊂ GL (3,C) be a discrete solvable subgroup then G is virtually
triangularizable.
Proof. Let G ⊂ GL (3,C) be as in the hypothesis, then G is a connected solvable
group acting morphically on CP2. Denote by G0 the connected component of G
such that id ∈ G, then G0 is a finite index connected solvable subgroup of G. By
Theorem 1.8, G0 has a global fixed point in CP2. Up to conjugation by an element
of GL (3,C), we can assume that this fixed point is e1 and therefore, every element
of G0 has the form  a11 a12 a130 a22 a23
0 a32 a33
 .
Let a : G0 → a(G0) ⊂ GL(2, C) be the group morphism given by a11 a12 a130 a22 a23
0 a32 a33
 a7→ ( a22 a23
a32 a33
)
.
Since G0 is solvable and a is a suprajective group morphism, then a(G0) is solvable.
Repeating the same argument we applied before to G, we now have a connected
solvable subgroup with finite index H0 ⊂ H = a(G0) acting with a fixed point on
CP1. Therefore, up to conjugation, every element of H0 has the form(
a22 a23
0 a33
)
.
Taking the inverse image a−1(H0) we get an upper triangular finite index sub-
group of G. This completes the proof. 
3. Commutative triangular groups
In this section we describe the commutative triangular groups of PSL (3,C). We
denote the upper triangular elements of PSL (3,C) by
U+ =

 a11 a12 a130 a22 a23
0 0 a33
 ∣∣∣∣∣∣ a11a22a33 = 1, aij ∈ C
 .
Let λ12, λ23, λ13 : (U+, ·)→ (C∗, ·) be the group morphisms given by
λ12 ([αij ]) = α11α
−1
22 , λ23 ([αij ]) = α22α
−1
33 , λ13 ([αij ]) = α11α
−1
33 .
To simplify the notation we will write Ker (λij) instead of Ker (λij) ∩ Γ for sub-
groups Γ ⊂ U+. We also define the projections pikl ([αij ]) = αkl.
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Whenever we have a discrete subgroup Γ ⊂ U+, we have a finite index torsion
free subgroup Γ′ ⊂ Γ such that λ12(Γ′) and λ23(Γ′) are torsion free groups as
well (see Lemma 5.8 of [BCNS18]). This subgroup and the original group satisfy
ΛKul(Γ) = ΛKul(Γ
′) (see Proposition 3.6 of [BCN16]). Therefore we can assume for
the rest of this work that all discrete subgroups Γ ⊂ U+ are torsion free.
The following immediate result will be used often.
Proposition 3.1. If Γ ⊂ PSL (3,C) is a torsion free, commutative subgroup then
Γ ∼= Zr, where r = rank(Γ).
The following lemma describe the form of the upper triangular commutative
subgroups of PSL (3,C).
Lemma 3.2 (Lemma 5.11 of [BCNS18]). Let Γ ⊂ U+ be a commutative group, then
Γ is conjugated to a subgroup of one of the following Lie Groups:
(1)
C1 =

 α−2 0 00 α β
0 0 α
∣∣∣∣∣∣α ∈ C∗, β ∈ C
 .
(2)
C2 =
{
Diag
(
α, β, α−1β−1
) ∣∣α, β ∈ C∗} .
(3)
C3 =

 1 0 β0 1 γ
0 0 1
∣∣∣∣∣∣β, γ ∈ C
 .
(4)
C4 =

 1 β γ0 1 0
0 0 1
∣∣∣∣∣∣β, γ ∈ C
 .
(5)
C5 =

 1 β γ0 1 β
0 0 1
∣∣∣∣∣∣β, γ ∈ C
 .
Observe that cases 3, 4 and 5 stated in Lemma 3.2 are purely parabolic, they
have been already studied in [BCNS18]. Cases 1 and 2 can be purely parabolic or
they can have loxodromic elements, therefore we will only study these Cases 1 and 2.
We will describe, in each of the 2 cases, how the groups should be in order to
be commutative and discrete. We will also describe the Kulkarni limit set in each
case.
3.1. Case 1.
Proposition 3.3. Let Γ ⊂ U+ be a commutative subgroup such that each element of
Γ has the form given by (1) of Lemma 3.2. Then there exists an additive subgroup
W ⊂ (C,+) and a group morphism µ : (W,+)→ (C∗, ·) such that
Γ = ΓW,µ =

 µ(w)−2 0 00 µ(w) wµ(w)
0 0 µ(w)
 ∣∣∣∣∣∣w ∈W
 .
Proof. Let ζ : (Γ, ·) → (C,+) be the group homomorphism given by [αij ] ζ7→
α23α
−1
33 , clearly, Ker(ζ) = {id}. Thus we can define the group homomorphism
µ : (ζ(Γ),+) → (C∗, ·) as x µ7→ pi22
(
ζ−1(x)
)
. Define the additive group W = ζ (Γ).
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It is straight forward to verify that
Γ =

 µ(w)−2 0 00 µ(w) wµ(w)
0 0 µ(w)
 ∣∣∣∣∣∣w ∈W
 . 
For w ∈W , we will denote
γw =
 µ(w)−3 0 00 1 w
0 0 1
 ∈ ΓW,µ.
Proposition 3.4. Let Γ = ΓW,µ ⊂ U+ be a commutative subgroup with the form
given by Proposition 3.3. If rank(Γ) = r, then rank(W ) = r.
Proof. Let r = rank(Γ) and γ1, ..., γr ∈ Γ such that Γ = 〈γ1, ..., γr〉. Let w1, ..., wr ∈
W such that γj = γwj , for j = 1, ..., r. Let w ∈W and consider γw ∈ Γ, then there
exist n1, ..., nr ∈ Z such that γw = γn11 · · · γnrr . Comparing entries 23 of both sides
yields w = n1w1 + ... + nrwr. This means that W = 〈w1, ..., wr〉 and therefore,
rank(W ) ≤ r. To prove that rank(W ) = r, assume without loss of generality that
wr = n1w1+...+nr−1wr−1, then γr = γn11 · · · γnr−1r , contradicting that rank(Γ) = r.
This completes the proof. 
The following lemma gives examples of non-discrete additive subgroups W such
that ΓW,µ is discrete.
Lemma 3.5. If α and β are two rationally independent real numbers then W =
SpanZ(α, β) is a non-discrete additive subgroup of C.
Proof. Let h : (W,+) → (S1, ·) be a group homomorphism given by x 7→ e2pii xα .
Observe that
{
1, βα
}
are rationally independent, then h(W ) is a sequence of distinct
elements in S1, therefore there a subsequence, denoted by {gn} ⊂ h(W ), such that
gn = e
2piiqn
β
α → ξ ∈ S1, for some {qn} ⊂ Z and some ξ ∈ S1. Define the sequence
{hn} ⊂ S1 by hn = gng−1n+1, then hn → 1. Denoting hn = e2piirn
β
α , for some
{rn} ⊂ Z, and taking the logarithm of the sequence we have
(3.1) 2piirn
β
α
+ 2piisn → 0
for some logarithm branch defined by {sn} ⊂ Z. As a consequence of (3.1), rnβ +
snα→ 0 and therefore, W is not discrete. 
Proposition 3.8 will provide the full description of discrete commutative sub-
groups of U+ belonging to the case 1. In order to prove that proposition, we first
need to determine the equicontinuity region for case 1 groups. To do this, consider
the following table in which we list all of the possible quasi-projective limits of
sequences in these groups.
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Case τ Conditions Ker(τ) Im(τ)
(i) Diag (1, 0, 0)
wn → b ∈ C and µ(wn)→ 0
or
wn →∞, µ(wn)→ 0 and wnµ(wn)3 → 0
←−→e2, e3 {e1}
(ii)
 0 0 00 1 b
0 0 1
 wn → b ∈ C and µ(wn)→∞ {e1} ←−→e2, e3
(iii)
 0 0 00 0 1
0 0 0

wn →∞ and µ(wn)→∞
or
wn →∞ and µ(wn)→ a ∈ C∗
or
wn →∞, µ(wn)→ 0 and wnµ(wn)3 →∞
←−→e1, e2 {e2}
(iv)
 1 0 00 0 b
0 0 0
 wn →∞, µ(wn)→ 0 and wnµ(wn)3 → b ∈ C∗ {e2} ←−→e1, e2
Table 1. Quasi-projective limits of sequences of distinct elements
in Γ.
Proposition 3.6. Let Γ ⊂ PSL (3,C) be a commutative discrete group with the form
given in Propositions 3.3 and 3.8, if we assume that Γ contains loxodromic elements
then Eq(Γ) = CP2 \ (←−→e1, e2 ∪←−→e2, e3).
Proof. We use Proposition 1.5 to determine Eq(Γ). Let γw ∈ Γ be a loxodromic
element, then |µ(w)| 6= 1. Let us suppose, without loss of generality, that |µ(w)| >
1. Consider the sequence {γnw}n∈N ⊂ Γ, then
(3.2) γnw → τ1 =
 0 0 00 0 1
0 0 0
 , with Ker(τ1) =←−→e1, e2.
Considering the sequence {γ−nw }n∈N ⊂ Γ instead, we have γ−nw → τ2 = Diag (1, 0, 0),
with Ker(τ2) =
←−→e2, e3. This, together with Proposition 1.5 and (3.2) imply that
(3.3) CP2 \ (←−→e1, e2 ∪←−→e2, e3) ⊂ Eq(Γ).
Proposition 1.5 and the table in Figure 3.1 imply that Eq(Γ) ⊂ CP2\(←−→e1, e2 ∪←−→e2, e3).
This, together with (3.3) prove the proposition. 
Observation 3.7. The previous proposition implies that, for a group Γ of this first
case, if we determine that ←−→e1, e2 ∪←−→e2, e3 ⊂ ΛKul(Γ) then, using Proposition 1.6, we
have in fact,
ΛKul(Γ) =
←−→e1, e2 ∪←−→e2, e3.
This observation will be very useful when we determine the Kulkarni limit set.
Proposition 3.8. Let Γ = ΓW,µ ⊂ U+ be a group as described in Proposition 3.3. Γ
is discrete if and only if rank(W ) ≤ 3, and the morphism µ satisfies the following
condition:
(C) Whenever we have a sequence {wk} ∈W of distinct elements such that wk → 0,
either µ(wk)→ 0 or µ(wk)→∞.
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Proof. First, assume that rank(W ) ≤ 3 and that the group morphism µ satisfies
the condition (C). If W is discrete then, it is straight-forward to see that Γ is dis-
crete. Now, assume that W is not discrete. Suppose that Γ is not discrete, then let
{γk} ⊂ Γ be a sequence of distinct elements such that γk → id , denote γk = γwk .
Then µ(wk) converges to some cubic root of the unity and wk → 0. Since µ satisfies
condition (C) then µ(wk) → 0 or µ(wk) → ∞ contradicting that µ(wk) converges
to some cubic root of the unity. This contradiction proves that Γ is discrete.
Now assume that Γ is discrete, by Propositions 1.6 and 3.6, Γ acts properly and
discontinuously on Eq(Γ) = CP2 \ (←−→e1, e2 ∪←−→e2, e3) ∼= C×C∗. Consider the universal
covering pi = (id , exp) : C× C→ C× C∗, where exp(z) = ez for z ∈ C. The group
Γ can be written as Γ ∼= Γ1 × Γ2 with
Γ1 =
{[
µ(w)−3 0
0 1
] ∣∣∣∣w ∈W} , Γ2 = {[ 1 w0 1
] ∣∣∣∣w ∈W}
with the multiplicative group Γ1 acting on C∗ and the additive group Γ2 acting on
C. Let Γ˜ and Γ˜2 be covering groups of Γ and Γ2 respectively (see Theorem 9.1 of
[Bre72]), let Γ˜1 = Γ1. As a consequence of this, there is a group morphism, induced
by pi and still denoted by pi, given by
pi = (id , exp) : Γ˜ ∼= Γ˜1 × Γ˜2 → Γ1 × Γ2
(α, β) 7→ (α, eβ)
Observe that Γ1 ∼= Zk1 and Γ2 ∼= Zk2 , with k1 = rank(Γ1) and k2 = rank(Γ2)
(see Proposition 3.1). Then Γ ∼= Zk1 × Zk2 = Zk, with k = k1 + k2 = rank(Γ).
Observe that the kernel of pi is given by Ker(pi) = Ker(id)×ker(exp) ∼= Z and then,
Γ˜ ∼= Ker(pi)× Γ ∼= Z× Zk. Therefore,
(3.4) rank (Γ) = k + 1.
On the other hand, since Γ acts properly and discontinuously on C × C∗, then Γ˜
acts properly and discontinuously on C× C, which is simply connected. Then, by
Theorem 4.24, rank
(
Γ˜
)
≤ 4. This, together with (3.4) yields rank(Γ) ≤ 3. Using
Proposition 3.4 we conclude that rank(W ) ≤ 3.
Now we will verify that µ satisfies the condition (C). Let {wk} ⊂W be a sequence
of distinct elements such that wk → 0. Consider the sequence {µ(wk)} ⊂ C∗,
assume that it does not converge to 0 or ∞, then there are open neighborhoods U0
and U∞ of 0 and ∞ respectively such that {µ(wk)} ⊂ CP1 \ (U0 ∪ U∞). Since CP1
is compact and CP1 \ (U0 ∪ U∞) is a closed subset of CP1, then CP1 \ (U0 ∪ U∞) is
compact and therefore, there is a converging subsequence of {µ(wk)}, still denoted
the same way. Let z ∈ C∗ such that µ(wk) → z, then γk → Diag
(
z−3, 1, 1
)
,
contradicting that Γ is discrete. This proves that µ satisfies the condition (C). 
We say that z ∈ C is a rational rotation (resp. irrational rotation) if z = e2piiθ
for some θ ∈ Q (resp. θ ∈ R \Q).
In order to describe the Kulkarni limit set, we will divide all groups of case 1
into the following subcases:
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Case Conditions
C1.1 µ(W ) has rational rotations and W is discrete.
C1.2 µ(W ) has rational rotations and W is not discrete.
C1.3 µ(W ) has no rational rotations but has irrational rotations, W is discrete.
C1.4 µ(W ) has no rational or irrational rotations, W is discrete.
C1.5 µ(W ) has no rational rotations but has irrational rotations, W is not discrete.
C1.6 µ(W ) has no rational or irrational rotations, W is not discrete.
We say that the commutative group Γ = ΓW,µ satisfy the condition (F) if there
is a sequence {wk} ⊂W such that wk →∞, µ(wk)→ 0 and wkµ(wk)3 → b ∈ C∗.
Observation 3.9. If Γ is cyclic then W is cyclic (see Proposition 3.4), denote W =
〈w〉. The group Γ is either generated by a loxo-parabolic or an ellipto-parabolic
element depending on whether |µ(w)| 6= 1 or |µ(w)| = 1 respectively. According to
Proposition 4.2.10 and 4.2.19 of [CNS13], ΛKul(Γ) =
←−→e1, e2∪←−→e2, e3 if |µ(w)| 6= 1 and
ΛKul(Γ) =
←−→e1, e2 if |µ(w)| = 1. Therefore, we can assume that the group Γ is not
cyclic.
Lemma 3.10. Let Γ ⊂ U+ be commutative discrete group with the form given in
Proposition3.8, then
L0(Γ) =
{
{e1, e2} , If µ(W ) does not contain rational rotations←−→e1, e2, If µ(W ) contains rational rotations
Proof. In both cases {e1, e2} ⊂ L0(Γ) since both are global fixed points of Γ. A
direct computation shows that if X ∈ L0(Γ) then X ∈ ←−→e1, e2, that is, L0(Γ) ⊂ ←−→e1, e2.
It is straight-forward to verify that, if µ(W ) contains rational rotations, then
every point in←−→e1, e2 is in L0(Γ) and therefore L0(Γ) =←−→e1, e2. Also, if µ(W ) doesn’t
contain rational rotations, then L0(Γ) = {e1, e2}. 
Lemma 3.11. Let Γ = ΓW,µ ⊂ U+ be a commutative discrete group with the form
given in Proposition3.8, if W is discrete and µ(W ) contains rational rotations then
ΛKul(Γ) =
←−→e1, e2.
Proof. Since µ(W ) contains rational rotations, L0(Γ) =
←−→e1, e2 (see Lemma 3.10).
Since W is discrete, then Γ has no sequences with quasi-projective limit with the
form (ii) in Table 3.1, this implies ΛKul(Γ) ⊂ ←−→e1, e2 (see Proposition 1.6). All of
this yields ←−→e1, e2 = L0(Γ) ⊂ ΛKul(Γ) ⊂ ←−→e1, e2. 
Lemma 3.12. Let Γ = ΓW,µ ⊂ U+ be a commutative discrete group with the form
given in Proposition3.8, if µ(W ) contains rational rotations and W is not discrete,
then ΛKul(Γ) =
←−→e1, e2 ∪←−→e2, e3.
Proof. Since W is not discrete, there is a sequence {wn} ⊂ W such that wn → 0
and therefore, either µ(wn)→∞ or µ(wn)→ 0 (Proposition 3.8). We can assume
without loss of generality that the former happens (otherwise, consider the sequence
{−wn}). Then, the quasi-projective limit of the sequence {γwn} is τ = Diag(0, 1, 1).
Let z ∈ CP2\L0(Γ), then z 6∈ Ker(τ) = {e1} (see Lemma 3.10). Therefore, the set of
accumulation points of points in CP2\L0(Γ) is Im(τ) =←−→e2, e3. Then,←−→e1, e2∪←−→e2, e3 ⊂
L0(Γ) ∪ L1(Γ). Using Observation 3.7 we conclude that ΛKul(Γ) = ←−→e1, e2 ∪ ←−→e2, e3,
whenever W contains rational rotations and is not discrete. 
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As an immediate consequence of the last lemma we conclude that groups Γ be-
longing to the case C1.2 satisfy ΛKul(Γ) =
←−→e1, e2 ∪←−→e2, e3.
If W is discrete, using Table 3.1 we conclude that ←−→e2, e3 cannot be contained in
ΛKul(Γ). Then, if µ(W ) contains no rational rotations, either ΛKul(Γ) = {e1, e2}
or ΛKul(Γ) =
←−→e1, e2. This argument, together with Table 3.1 proves the following
lemma, which describes cases C1.3 and C1.4.
Lemma 3.13. Let Γ = ΓW,µ ⊂ U+ be a commutative discrete group with the form
given in Proposition3.8, if µ(W ) contains no rational rotations and W is discrete,
then
ΛKul(Γ) =
{←−→e1, e2, if Γ satisfy condition (F)
{e1, e2} , any other case
.
Lemma 3.14. Let Γ = ΓW,µ ⊂ U+ be a commutative discrete group with the
form given in Proposition3.8, if µ(W ) contains no rational rotations and W is not
discrete, then
ΛKul(Γ) =
{←−→e1, e2 ∪←−→e2, e3, if Γ satisfy condition (F)
{e1} ∪←−→e2, e3, any other case
.
Proof. Since µ(W ) contains no rational rotations, L0(Γ) = {e1, e2} (see Lemma
3.10). Since W is not discrete then there is a sequence {wk} ⊂ W such that
wk → 0, and then µ(wk) → ∞ or µ(wk) → 0 (see Proposition3.8). In the former
case, we can conclude, using Table 3.1, that ←−→e2, e3 ⊂ ΛKul(Γ). In the latter case
we can consider the sequence {−wk} which satisfies µ(−wk)→∞ and we conclude
again that ←−→e2, e3 ⊂ ΛKul(Γ).
If the group Γ satisfies condition (F), using Table 3.1, it follows that ←−→e1, e2 ⊂
ΛKul(Γ) and using Observation 3.7, we conclude that ΛKul(Γ) =
←−→e1, e2 ∪ ←−→e2, e3.
Analogously, if Γ doesn’t satisfy condition (F), ΛKul(Γ) = {e1} ∪←−→e2, e3. 
This previous lemma describes cases C1.5 and C1.6. Finally, Lemmas 3.11, 3.12,
3.13 and 3.14 together prove the following theorem.
Theorem 3.15. Let Γ ⊂ PSL (3,C) be commutative discrete group with the form
given in Proposition3.8, then
ΛKul(Γ) =

{e1, e2} , Cases C1.3 or C1.4 with condition (F) not holding.
←−→e1, e2,
{
Cases C1.3 or C1.4, satisfying condition (F)
Case C1.1
{e1} ∪←−→e2, e3, Cases C1.5 or C1.6 with condition (F) not holding.
←−→e1, e2 ∪←−→e2, e3,
{
Cases C1.5 or C1.6, satisfying condition (F)
Case C1.2
In Example 3.16 we give a group belonging to the case C1.6. This example is
important because it was believed that only fundamental groups of Hopf surfaces
had a Kulkarni limit set consisting of a line and a point. This is an example of a
group with this limit set, which is not a fundamental group of a Hopf surface (since
these groups are cyclic, see [Kat75]).
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Example 3.16. Let W = SpanZ
{
1,
√
2
}
and let µ : (W,+) → (C∗, ·) be the group
homomorphism given by µ(1) = e−1 and µ(
√
2) = e
√
2, consider the commutative
group Γ = ΓW,µ. If {wn} ⊂ W is a sequence of distinct elements such that wn =
pn + qn
√
2 → 0, then, without loss of generality assume that pn,−qn → ∞, then
µ(wn) = µ(1)
pnµ(
√
2)qn = e−pn+qn
√
2 → 0. Therefore Γ is discrete (Proposition
3.8).
On the other hand, if x ∈ µ(W ) then x = µ(p + q√2) for some p, q ∈ Z and then
|x| = e−p+q
√
2. Observe that, |x| = 1 if and only if −p + q√2 = 0 but this cannot
happen because
{
1,
√
2
}
are rationally independent. This verifies that Γ belongs to
the case C1.6. Using Theorem 3.15, if follows that ΛKul(Γ) = {e1} ∪←−→e2, e3, unless
condition (F) is satisfied. That is, unless there is a sequence {wn} ⊂ W such that
wn → ∞, µ(wn) → 0 and wnµ(wn)3 → b ∈ C∗. Assume that this happens, since
wn →∞, there are the following possibilities for the sequences {pn} , {qn} ⊂ Z:
(1) If both sequences {pn} , {qn} are bounded, then there exists R > 0 such
that |pn| , |qn| < R and then
∣∣pn + qn√2∣∣ < R(√2 + 1). Therefore it’s
impossible that wn →∞.
(2) If µ(wn)→ 0 with pn →∞ and {qn} bounded. Then
wnµ(wn)
3 = pne
−3pn︸ ︷︷ ︸
→0
e3qn
√
2︸ ︷︷ ︸
bounded
+ qn
√
2︸ ︷︷ ︸
bounded
e−3pn+3qn
√
2︸ ︷︷ ︸
→0
→ 0
(3) If µ(wn)→ 0 with qn → −∞ and {pn} bounded. Then
wnµ(wn)
3 = pn︸︷︷︸
bounded
e−3pn+3qn
√
2︸ ︷︷ ︸
→0
+ qn
√
2e3qn
√
2︸ ︷︷ ︸
→0
e−3pn︸ ︷︷ ︸
bounded
→ 0.
Then condition (F) doesn’t hold. Therefore, ΛKul(Γ) = {e1} ∪←−→e2, e3.
3.2. Case 2. Finally, we study the case where Γ is conjugate to a diagonal group.
We start by describing the form of these groups.
Proposition 3.17. Let Γ ⊂ U+ be a commutative subgroup such that each element of
Γ has the form Diag(α, β, α−1β−1). Then there exist two multiplicative subgroups
W1,W2 ⊂ (C∗, ·) such that
(3.5) Γ = ΓW1,W2 = {Diag (w1, w2, 1) |w1 ∈W1, w2 ∈W2} .
Proof. Let Γ ⊂ U+ be a commutative group as in the hypothesis. Let γ =
Diag(α, β, α−1β−1) ∈ Γ, then γ = Diag(α2β, αβ2, 1). Let W1,W2 ⊂ C∗ be the
two multiplicative groups given by W1 = λ13(Γ) and W2 = λ23(Γ), then γ =
Diag(w1, w2, 1), where w1 := α
2β = λ13(γ) ∈ W1 and w2 := αβ2 = λ23(γ) ∈ W2.
Then Γ has the form given by (3.5). 
Proposition 3.18. Let Γ ⊂ U+ be a diagonal discrete group such that every element
has the form γ = Diag (w1, w2, 1). Then rank(Γ) ≤ 2.
Proof. Recall the group morphisms λij defined in the beginning of Section 3. Let
µ : Γ → R2 given by µ(γ) = (log |λ13(γ)| , log |λ23(γ)|). Clearly, µ is well defined
and it’s a group homomorphism between Γ and the additive subgroup µ(Γ) ⊂ R2.
Furthermore, Ker(µ) = {id} and then, µ : Γ→ µ(Γ) is a group isomorphism. Since
Γ is discrete, then µ(Γ) is discrete and therefore rank (µ(Γ)) ≤ 2, then rank(Γ) ≤
2. 
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Case τ Conditions Ker(τ) Im(τ)
(i) Diag (1, 0, 0)
αnk →∞, βmk →∞ and αnkβ−mk →∞
αnk →∞ and βmk → b ∈ C
←−→e2, e3 {e1}
(ii) Diag (0, 1, 0)
αnk →∞, βmk →∞ and α−nkβmk →∞
αnk → 0 and βmk →∞
←−→e1, e3 {e2}
(iii) Diag (0, 0, 1) αnk → 0 and βmk → 0 ←−→e1, e2 {e3}
(iv) Diag (b, 0, 1) αnk → b ∈ C∗ and βmk → 0 {e2} ←−→e1, e3
(v) Diag (b, 1, 0) αnk →∞, βmk →∞ and αnkβ−mk → b ∈ C∗ {e3} ←−→e1, e2
(vi) Diag (0, b, 1) αnk → 0 and βmk → b ∈ C∗ {e1} ←−→e2, e3
Table 2. Quasi-projective limits in the diagonal case.
Proposition 3.19. Let Γ = ΓW1,W2 be a subgroup of U+ with the form given by
Proposition 3.17. Then Γ ∼= W1 ⊕W2.
Proof. Let H1, H2 ⊂ Γ be two subgroups given by H1 = {Diag(w, 1, 1) |w ∈W1}
and H2 = {Diag(1, w, 1) |w ∈W2}. Observe that Hi ∼= Wi. Both H1 and H2 are
normal in Γ and Γ = 〈H1, H2〉. Also, H1 ∩H2 = {id}, therefore Γ = H1 ⊕H2 ∼=
W1 ⊕W2. 
The previous proposition, together with Proposition 3.18, imply that rank(W1)+
rank(W2) ≤ 2. If rank(W1) = 1, rank(W2) = 0 or rank(W1) = 0, rank(W2) = 1,
then Γ is cyclic, its Kulkarni limit set is described in Section 4.2 of [CNS13]. The
cases rank(W1) = 2, rank(W2) = 0 and rank(W1) = 0, rank(W2) = 2 imply that Γ
is not discrete. Therefore we just have to describe the case:
Γ := Γα,β = {Diag (αn, βm, 1) |n,m ∈ Z} .
for some α, β ∈ C∗ such that |α| 6= 1 or |β| 6= 1.
Consider a sequence of distinct elements {γk} ⊂ Γ given by γk = Diag(αnk , βmk , 1).
In Table 2 we show all the possible quasi-projective limits of the sequences {γk}.
The following lemmas will be used to determine the Kulkarni limit set of the
groups Γα,β .
Lemma 3.20. Let Γα,β ⊂ U+ be a discrete group containing loxodromic elements
then
L0(Γ) =
{←−→e1, e2 ∪ {e3} , if αn = βm for some n,m ∈ Z
{e1, e2, e3} , if there are no n,m ∈ Z such that αn = βm.
Proof. Let Γ = Γα,β , suppose that α
n = βm for some n,m ∈ Z and let z =
[z1 : z2 : z3] ∈ L0(Γ). Then [αpz1 : βqz2 : z3] = [z1 : z2 : z3] for an infinite number
of p, q ∈ Z.
If z3 6= 0 then, either α and β are rational rotations or z1 = z2 = 0. If the former
happens, then Γ contains no loxodromic elements, contradicting the hypothesis. If
the latter happens, then z = e3. If z3 = 0, we can assume without loss of generality
that z1 6= 0. If z2 = 0, then z = e2. If z2 6= 0, then αp = βq for an infinite number
of integers p, q implies that αjn = βjm for any j ∈ Z). Then z ∈ ←−→e1, e2.
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If if there are no n,m ∈ Z such that αn = βm, then no point in ←−→e1, e2 \ {e1, e2}
satisfies that [αpz1 : β
qz2 : z3] = [z1 : z2 : z3] for an infinite number of p, q ∈ Z. 
Lemma 3.21. Let Γα,β ⊂ U+ be a discrete group containing loxodromic elements,
then
L1(Γ) =

{e1, e2} , if |α| > 1 > |β| or |α| < 1 < |β|
{e1, e3} , if |α| > |β| > 1 or |α| < |β| < 1
{e1} ∪←−→e2, e3, if β is an irrational rotation.
Proof. Let α, β ∈ C∗, since Γ = Γα,β contains loxodromic elements, we can assume
without loss of generality that |α| 6= 1. Let {γk} ⊂ Γ be a sequence of distinct
elements given by γk = Diag(α
k, βk, 1). The set L0(Γ) is given by Lemma 3.20 and
let z = [z1 : z2 : z3] ∈ CP2 \ L0(Γ). In any of the two possible outcomes for L0(Γ)
described in Lemma 3.20, we have
γk
 z1z2
z3
 =
 αkz1βkz2
z3
 .
We have two essentially different sequences in Γ,
{
γk
}
and
{
γ−k
}
. Since |α| 6= 1,
we can assume, without loss of generality that |α| > 1, then αk → ∞ as k → ∞.
We have three cases:
(i) |β| < 1, then αk → 0 k → ∞, then γkz → e1 as k → ∞. Analogously,
γkz → e2 as k → −∞.
(ii) |β| = 1, β cannot be a rational rotation because Γ is torsion free, then β is
an irrational rotation. Then, there are subsequences (still denoted by {γk})
converging to any b ∈ C, |b| = 1. Then γkz → e1 as k → ∞ and γkz →[
0 : b−1z2 : z3
]
as k → −∞.
(iii) |β| > 1, then αk →∞ as k →∞. We have three subcases:
• αkβ−k → ∞ as k → ∞, then γkz → e1 as k → ∞. Also, γkz → e3 as
k → −∞.
• αkβ−k → b ∈ C∗ as k → ∞, then γkz → [b : z2 : 0] as k → ∞, contra-
dicting that Γ is discrete.
• αkβ−k → 0 as k → ∞, γkz → e2 as k → ∞ and γkz → e2 as k → ∞,
and γkz → e3 as k → −∞.

If Γ = Γα,β ⊂ U+ is a discrete group containing loxodromic elements, then,
putting together Lemmas 3.20 and 3.21 we have the following cases: If αn = βm
for some n,m ∈ Z:
[D1] L0(Γ) ∪ L1(Γ) =←−→e1, e2 ∪ {e3}, if |α| > 1 > |β| or |α| < 1 < |β|.
[D2] L0(Γ) ∪ L1(Γ) =←−→e1, e2 ∪ {e3}, if |α| > |β| > 1 or |α| < |β| < 1.
If there are no integers n,m such that αn = βm:
[D3] L0(Γ) ∪ L1(Γ) = {e1, e2, e3}, if |α| > 1 > |β| or |α| < 1 < |β|.
[D4] L0(Γ) ∪ L1(Γ) = {e1, e2, e3}, if |α| > |β| > 1 or |α| < |β| < 1.
[D5] L0(Γ) ∪ L1(Γ) =←−→e1, e2 ∪←−→e2, e3, if β is an irrational rotation.
The following proposition gives the full description of the Kulkarni limit set for
groups in this case, we will use the notation described in the previous paragraph.
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Proposition 3.22. Let Γα,β ⊂ U+ be a discrete group containing loxodromic ele-
ments, then
(i) ΛKul(Γ) =
←−→e1, e2 ∪ {e3} in Cases [D1] and [D2].
(ii) ΛKul(Γ) = {e1, e2, e3} in Cases [D3] and [D4].
(iii) ΛKul(Γ) =
←−→e1, e2 ∪←−→e2, e3 in Case [D5].
Proof. We consider a sequence
{
γk
} ⊂ Γ. We will determine the quasi-projective
limits of this sequence using Table 2 and then, using Proposition 1.5, we determine
the set L2(Γ) and therefore, ΛKul(Γ).
• In Case [D1], αk → ∞ and βk → 0 and the quasi-projective limit is given
by (i) of Table 2. Therefore, the orbits of compact subsets of CP \L0(Γ) ∪
L1(Γ) accumulate on {e1} and {e2} under the sequences
{
γk
}
and
{
γ−k
}
respectively. Then ΛKul(Γ) =
←−→e1, e2 ∪ {e3}.
• In Case [D2], αk →∞, βk →∞ and αkβ−k →∞, then the quasi-projective
limit is also given by (i) of Table 2. We have again, ΛKul(Γ) =
←−→e1, e2∪{e3}.
• In Cases [D3] and [D4], the orbits of compact subsets of CP \L0(Γ)∪L1(Γ)
accumulate on {e1} (and accumulate on {e1} under the sequence of
{
γ−k
}
).
Then, ΛKul(Γ) = {e1, e2, e3}.
• In Case [D5], we have |β| = 1 and we can assume without loss of generality
that |α| > 1. Then, the quasi-projective limit of the sequence {γk} is τ =
Diag(1, 0, 0) and therefore, the orbits of compact subsets of CP2 \Ker(τ) =
CP2 \ ←−→e2, e3 accumulate on Im(τ) = {e1}. If K ⊂ CP2 \ (←−→e1, e2 ∪←−→e2, e3),
then K ⊂ CP2 \←−→e2, e3. Therefore L2(Γ) = {e1}, we finally conclude that
ΛKul(Γ) =
←−→e1, e2 ∪←−→e2, e3. 
4. Non-commutative triangular groups
In this section, we describe the non-commutative upper triangular discrete sub-
groups of PSL (3,C).
4.1. Restrictions on the elements of a non-commutative group. In this
subsection we study the restrictions that complex homotheties, irrational screws
and irrational ellipto-parabolic elements impose on the groups they belong. These
propositions generalize the results presented in Chapter 5 of [GU18] and will be
useful in Subsection 4.3.
For the sake of simplicity, let us denote
hx,y =
 1 0 x0 1 y
0 0 1
 , x, y ∈ C.
We start with complex homotheties. For the rest of the paper we will say that γ ∈
PSL (3,C) is a type I complex homothety if, up to conjugation, γ = Diag(λ−2, λ, λ)
for some λ ∈ C∗ with |λ| 6= 1. Analogously, we say that γ is a type III complex
homothety if, up to conjugation, γ = Diag(λ, λ, λ−2) for some |λ| 6= 1.
Proposition 4.1. Let γ ∈ PSL (3,C) be a type I complex homothety. Let α ∈ U+\〈γ〉
such that α is neither a complex homothety or a screw, then the group 〈α, γ〉 is
discrete if and only if α leaves ΛKul(γ) invariant.
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Proof. We have that ΛKul(γ) = {e1} ∪ ←−→e2, e3 (see Proposition 4.2.23 of [CNS13]).
Denote α = [αij ], a straight forward calculation shows that α leaves
←−→e2, e3 invariant
if and only if α12 = α13 = 0.
First we prove that if 〈α, γ〉 is discrete then α leaves ΛKul(γ) invariant. Assume
that α doesn’t leave ΛKul(γ) invariant, this means that |α12| + |α13| 6= 0. Let
{gn} ⊂ 〈α, γ〉 be the sequence of distinct elements given by gn := γnαγ−n. Clearly,
gn →
 α11 0 00 α22 α23
0 0 α33
 ∈ PSL (3,C) .
Therefore 〈α, γ〉 is not discrete.
Now we prove that if α leaves ΛKul(γ) invariant then 〈α, γ〉 is discrete. We
rewrite γ = Diag(λ−3, 1, 1). Suppose that 〈α, γ〉 is not discrete, then there exists
a sequence of distinct elements {wk} ⊂ 〈α, γ〉 such that wk → id . Since α leaves
ΛKul(γ) invariant then
α =
 α11 0 00 α22 α23
0 0 α33

and therefore [α, γ] = id . Then the sequence wk can be expressed as
(4.1) wk = γ
ikαjk .
Observe that hγh−1 = γ for any h ∈ PSL (3,C) with the form
h =
 h11 0 00 h22 h23
0 0 h33
 .
Furthermore, there exists an element h ∈ PSL (3,C) with the previous form such
that hαh−1 has one of the following forms:
(1)
hαh−1 = Diag
(
α−122 α
−1
33 , α22, α33
)
if Π(α) is loxodromic. In this case, from the previous equation and (4.1) it
follows wk = Diag
(
λ−3ikα−jk22 α
−jk
33 , α
jk
22, α
jk
33
)
→ id . Therefore αjk22, αjk33 →
1, but then we cannot have λ−3ikα−jk22 α
−jk
33 → 1, since |λ| 6= 1.
(2)
hαh−1 =
 α11 0 00 1 1
0 0 1
 ,
if Π(α) is parabolic. Then we have
wk =
 λ−3ikαjk11 0 00 1 1
0 0 1
→ id .
But this is clearly impossible.
(3) hαh−1 = Diag (α11, α22, α22), with |α22| = 1, if Π(α) is elliptic. But in this
case α is a complex homothety or a screw.
Therefore neither of the three cases can occur and thus, 〈α, γ〉 is discrete. 
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From the proof of the previous proposition, we have the following immediate
consequence.
Corolary 4.2. If Γ ⊂ U+ is a discrete subgroup and Γ contains a type I complex
homothety as in the previous proposition, then every element of Γ has the form
(4.2) α =
 α11 0 00 α22 α23
0 0 α33
 .
Proposition 4.3. Let Γ ⊂ U+ be a discrete group containing a type I complex
homothety, if the control group Π(Γ) is discrete then
(1) Π(Γ) is purely parabolic or purely loxodromic.
(2) Γ is commutative.
Proof. Using Corollary 4.2 we know that every element of Γ has the form given by
(4.2). Denote the control group by Σ = Π(Γ):
(1) If Σ contains an elliptic element Π(α) = Diag
(
e2piiθ1 , e2piiθ2
)
, then α =
Diag
(
e−2pii(θ1+θ2), e2piiθ1 , e2piiθ2
) ∈ Γ is elliptic. If α has infinite order, this
contradicts that Γ is discrete and if α has finite order, this contradicts that
Γ is torsion free. Therefore, Σ has no elliptic elements.
(2) If Σ has a parabolic element Π(α) then Σ is purely parabolic. Other-
wise, there exists β ∈ Γ such that Π(β) is loxodromic and then, using the
Jørgensen inequality, it would follow that 〈A,B〉 ⊂ Σ is not discrete. Then
Γ is commutative, since every element of Γ has the form
α =
 α11 0 00 1 α23
0 0 1
 .
(3) If Σ has a loxodromic element Π(α), then Σ is purely loxodromic (see the
previous case). Let Π(β) ∈ Σ \ {α} be a loxodromic element, Π(α) and
Π(β) share at least one fixed point, since they both are upper triangular
elements. We have two cases:
(a) If Π(α) and Π(β) share exactly one fixed point then they have the
form
Π(α) =
[
α22 α23
0 α33
]
, Π(β) =
[
β22 β23
0 β33
]
with α23, β23 6= 0 and [α23 : α33 − α22] 6= [β23 : β33 − β22]. Then
[Π(α),Π(β)] 6= id is parabolic, contradicting that Σ is purely loxo-
dromic.
(b) If Fix(Π(α)) = Fix(Π(β)), then every element of Γ has the form
α =
 α11 0 00 1 α23
0 0 1
 ,
with Fix(α1) = {e1, e2} and Fix(α2) = {e2, p} for some point p. Then,
analogously to the proof of proposition 4.26, Γ is commutative.

Proposition 4.4. Let Γ ⊂ U+ be a discrete group such that Σ = Π(Γ) is not discrete
and ΛGr(Σ) = S1. Then Γ cannot contain a type I complex homothety.
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Proof. Suppose that Γ contains such a complex homothety. Then, by Corollary 4.2,
each element in Γ has the form given in (4.2). Since ΛGr(Σ) = S1, then Γ is a non-
elementary, non-discrete group and since, ΛGr(Σ) is the closure of fixed points of
loxodromic elements of Σ, then, there are an infinite number of loxodromic elements
in Σ sharing exactly one fixed point. Let f ∈ Σ such that Π(f) is loxodromic and
f = Diag
(
α−1, α, 1
)
, with |α| < 1. Let γ1, γ2 ∈ Γ be two elements such that
Π(γ1),Π(γ2) are loxodromic and share exactly one fixed point, also γi 6= f , for
i = 1, 2. It follows that γ := [γ1, γ2] 6= id is a parabolic element. Let
{
fkγf−k
} ⊂ Γ
be the sequence given by fkγf−k = h0,y, where y = αkb0 and b0 is the entry 23 of
γ. Then fkγf−k → id , contradicting that Γ is discrete. If |α| > 1, we consider the
sequence
{
f−kγfk
}
instead. This concludes the proof. 
Proposition 4.5. Let Γ ⊂ U+ be a non-commutative discrete group such that Σ =
Π(Γ) is not discrete and |ΛGr(Σ)| = 2. Then Γ cannot contain a type I complex
homothety.
Proof. Suppose that Γ contains such a complex homothety. Then, by Corollary
4.2, each element in Γ has the form given by (4.2). If |ΛGr(Σ)| = 2, then, up to
conjugation, every element of Σ has the form Diag(β, δ) for some β, δ ∈ C∗. Then,
using (4.2), it follows that each element in Γ is diagonal and hence, Γ would be
commutative. 
Proposition 4.6. Let Γ ⊂ U+ be a non-commutative discrete group such that Σ =
Π(Γ) is not discrete and |ΛGr(Σ)| = 1. Then Γ cannot contain a type I complex
homothety.
Proof. Suppose that there exists such a complex homothety γ ∈ Γ. Then, by
Corollary 4.2, each element in Γ has the form given by (4.2). Since Σ = Π(Γ) is
not discrete and |ΛGr(Σ)| = 1, then Σ is a dense subgroup of Epa (C) containing
parabolic elements (see Theorem 2.14 of [CS14]). Then, every element of Σ has the
form
Π(µ) =
[
a b
0 a−1
]
, for |a| = 1 and b ∈ C∗.
This implies that every element of Γ has the form
µ =
 α−2 0 00 αa αb
0 0 αa−1
 , for some α ∈ C∗.
We have two possibilities:
(1) If every element of Σ is parabolic, then Γ would be commutative, since every
element of Γ \ {id} has the form
µ =
 α−2 0 00 α αb
0 0 α
 , for some α ∈ C∗.
(2) If there is an elliptic element Π(γ) ∈ Σ then Π(γ) = Diag (e2piiθ, e−2piiθ), for
some θ 6∈ Z. Then
(4.3) γ = Diag
(
β−2, βe2piiθ, βe−2piiθ
)
, for some β ∈ C∗.
Observe that, if θ ∈ Q then λ23(γ) = e4piiθ would be a torsion element in λ23(Γ).
This contradictions implies that, if there exists an elliptic element in Σ, then
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θ ∈ R \ Q. On the other hand, since Σ is not discrete, there is a sequence of
distinct elements {Π(µk)} ⊂ Σ such that Π(µk)→ id . We have two cases:
(i) If {Π(µk)} contains an infinite number of parabolic elements, then, consi-
dering an adequate subsequence, we can assume that {Π(µk)} is a se-
quence of distinct parabolic elements and we denote
Π(µk) =
[
1 bk
0 1
]
where {bk} ⊂ C∗ is a sequence of distinct elements such that bk → 0.
Then,
µk =
 α−2k 0 00 αk αkbk
0 0 αk
 , for some {αk} ⊂ C∗.
Let {ξk} ⊂ Γ be the sequence of distinct elements given by ξk = [γ, µk] =
h0,y, where y = bk
(
1− e−4piiθ) and γ is an elliptic element in Σ given by
(4.3). Then ξk → id , contradicting that Γ is discrete.
(ii) If {Π(µk)} contains only a finite number of parabolic elements, then we
can assume that the whole sequence {Π(µk)} is made up of irrational
elliptic elements. We denote,
Π(µk) =
[
e2piiθk bk
0 e−2piiθk
]
,
with bk → 0. Since {θk} ⊂ R\Q, we can pick an adequate subsequence of
{Π(µk)}, still denoted in the same way, such that θk → 0 by distinct ele-
ments {θk}. Let {Π(σk)} ⊂ Σ the sequence of distinct elements given by
Π(σk) = [Π(µk),Π(µk+1)]. This sequence is made up of distinct parabolic
elements of Σ, and since θk → 0, we have that Π(σk)→ id . Applying the
same argument as in the last case (i), we get a contradiction.

Together, Propositions 4.3, 4.4, 4.5, 4.6 and Lemma 4.14 imply the following
conclusion.
Corolary 4.7. Let Γ ⊂ U+ be a non-commutative, torsion-free discrete subgroup,
then Γ cannot contain a type I complex homothety.
The proofs of the previous propositions can be repeated in an analogously way
to prove the following corollary.
Corolary 4.8. Let Γ ⊂ U+ be a non-commutative, torsion-free discrete subgroup,
then Γ cannot contain a type III complex homothety.
Lemma 4.9. Let Σ be a non-discrete, upper triangular subgroup of PSL (2,C) such
that ΛGr(Σ) = S1. Then the parabolic part of Σ is a non-discrete group.
Proof. Let Σp be the parabolic part of Σ. Let g ∈ Σ be a loxodromic element
such that g = Diag
(
α, α−1
)
, for some |α| < 1. Let h1, h2 ∈ Σ be two loxodromic
elements such that Fix(h1) 6= Fix(h2) and Fix(hi) 6= Fix(g). Let h = [h1, h2], then
h 6= id is a parabolic element in Σ. Hence, fk := gkhg−k → id and therefore Σ is
not discrete. The fact that one can take the elements g, h1, h2 is a consequence of
ΛGr(Σ) = S1. 
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We now look at the case of irrational screws.
Proposition 4.10. Let γ ∈ U+ be an irrational screw given by
γ = Diag(β−2, βe4piiθ, βe2piiθ),
for some |β| 6= 1 and θ ∈ R \ Q. Let α ∈ U+ \ 〈γ〉, if 〈α, γ〉 is discrete then α is
diagonal.
Proof. Let γ, α ∈ U+ be as in the statement of the proposition, denote α = [αij ]
and assume, without loss of generality that |β| > 1. Suppose that α is not diagonal.
Since θ ∈ R \ Q, there is a subsequence, still denoted by the index k, such that
e2kpiiθ → 1. If |β| > 1, consider the sequence {γ−kαγk} ⊂ 〈α, γ〉. Since α12 6= 0,
α13 6= 0 or α23 6= 0, this is a sequence of distinct elements such that γ−kαγk →
Diag (α11, α22, α33). Then 〈α, γ〉 is not discrete. 
We have the following immediate consequence of Proposition 4.10.
Corolary 4.11. Let Γ ⊂ U+ be a discrete subgroup and γ ∈ Γ an irrational screw
as in proposition 4.10, then Γ is commutative.
Corolary 4.12. Let Γ ⊂ U+ be a discrete subgroup such that Σ = Π(Γ) is non-
discrete and Σ = Rot∞. Then Γ is commutative.
Proof. The elements of Σ have the form Π(γ) = Diag
(
e2piiθ, e−2piiθ
)
. Then every
element of Γ \ {id} is diagonalizable and therefore, it is an irrational screw. Then
Γ contains only screws. If there were a rational screw γ ∈ Γ then λ23(Γ) would
not be a torsion free group. Then Γ contains only irrational screws, it follows from
corollary 4.11 that Γ is commutative. 
The following is an immediate consequence of Lemma 5.10 of [BCNS18].
Proposition 4.13. Let Γ ⊂ U+ be a discrete group containing an irrational ellipto-
parabolic element γ with one of the following two forms:
γ =
 e−4piiθ β γ0 e2piiθ µ
0 0 e2piiθ
 , γ =
 e2piiθ β γ0 e2piiθ µ
0 0 e−4piiθ

µ 6= 0 β 6= 0
,
with θ ∈ R \Q. Then Γ is commutative.
Lemma 4.14. Let Γ ⊂ U+ be a torsion free, non-commutative, discrete group such
that Σ = Π(Γ) is not discrete. Then ΛGr(Σ) 6= ∅.
Proof. Let us suppose that ΛGr(Σ) = ∅. Then, according to Theorem 1.14 of
[CS14], we have two possibilities:
(i) Σ = SO(3). Since Γ is solvable, Σ is solvable. However SO(3) is not solvable.
(ii) Σ = Dih∞ or Σ = Rot∞. Observe that Σ ∩ Rot∞ 6= ∅, otherwise Σ would
be discrete. Let Π(γ) ∈ Σ ∩ Rot∞, then Π(γ) = Diag
(
e2piiθ, e−2piiθ
)
and,
since λ23(Γ) is a torsion free group, it follows θ ∈ R \ Q and then, γ is
an irrational screw. Conjugating γ by a suitable element of PSL (3,C) and
applying Corollary 4.12, Γ would be commutative.
These contradictions verify the lemma. 
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We have shown that, whenever a discrete subgroup Γ ⊂ U+ contains a complex
homothety, an irrational screw or an irrational ellipto-parabolic element then Γ has
to be commutative.
4.2. The core of a group. In this subsection we define and study an important
purely parabolic subgroup of Γ which determines the dynamics of Γ. Let us define
Core(Γ) = Ker(Γ) ∩Ker(λ12) ∩Ker(λ23).
We denote the elements of Core(Γ) by
gx,y =
 1 x y0 1 0
0 0 1
 .
We will use this notation for the rest of the work. It is straight-forward to verify
that ΛKul (Core(Γ)) =
⋃
gx,y∈Core(Γ)
←−−−−−−−−→
e1, [0 : −y : x]. We denote this pencil of lines
by C(Γ) = ΛKul (Core(Γ)).
Proposition 4.15. Let Γ ⊂ U+ be a discrete group, then every element of Γ leaves
C(Γ) invariant.
Proof. For gx,y ∈ Core(Γ), denote by `x,y =
←−−−−−−−−→
e1, [0 : −y : x] ⊂ C(Γ) the line deter-
mined by the element gx,y. Let γ = [γij ] ∈ Γ, observe that
γgx,yγ
−1 = g γ11
γ22
x,
γ11
γ22γ33
(γ22y−γ23x) ∈ Core(Γ).
This element determines the line `γ33x,γ22y−γ23x. Therefore, this is a line in C(Γ).
On the other hand, a direct calculation shows that γ(`x,y) = `γ33x,γ22y−γ23x. This
proofs that γ leaves C(Γ) invariant. 
We have shown that every element γ ∈ Γ moves the line `x,y to the line γ(`x,y)
according to the proof of the last proposition, also, the line ←−→e1, e2 is fixed by every
element of Γ. In particular, loxodromic elements leave C(Γ) invariant and, in turn,
this invariance imposes strong restrictions on these loxodromic elements.
We say that the discrete group Γ ⊂ U+ is conic if C(Γ) is a cone homeomorphic
to the complement of C× (H+ ∪H−). If C(Γ) is a line, we say that Γ is non-conic.
In [BCNS18], conic groups are called irreducible and non-conic groups, reducible.
The next proposition follows immediately from Propositions 4.3 and 4.10.
Proposition 4.16. Let Γ ⊂ U+ be a discrete torsion free group. If Ker(Γ) is finite,
then Ker(Γ) = {id}.
Proposition 4.17. Let Γ ⊂ U+ be a non-commutative discrete group such that one
of the following hypothesis hold:
• Its control group Σ = Π(Γ) is discrete.
• Σ is not discrete and ΛGr(Σ) = S1.
• Σ is not discrete and |ΛGr(Σ)| = 2.
Then Ker(Γ) = Core(Γ).
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Proof. We only have to prove that Ker(Γ) ⊂ Core(Γ). Let γ ∈ Ker(Γ), then
γ =
 α−2 γ12 γ130 α 0
0 0 α
 , for some α ∈ C∗
• If |α| 6= 1 then γ is a complex homothety. Using the hypotheses and
Propositions 4.3, 4.4 and 4.5, Γ would be commutative.
• If |α| = 1 but α 6= 1, then α = e2piiθ for some θ ∈ R \Q (otherwise, λ12(Γ)
would not be a torsion free group). Then γ is a irrational ellipto-parabolic
element, and then Γ would be commutative (Proposition 4.13).
This contradictions imply that α = 1 and therefore, γ ∈ Core(Γ). 
The proof of the following corollary is similar to the proof of the previous propo-
sition.
Corolary 4.18. Under the hypotheses of the previous proposition, if
γ =
 α−2 γ12 γ130 α γ23
0 0 α
 ∈ Γ,
then α = 1.
Proposition 4.19. Let Γ ⊂ U+ be a non-commutative, discrete group such that
|ΛGr(Π(Γ))| = 2. Let ` be a line passing through e1 such that ` 6=←−→e1, e2, ` 6=←−→e1, e3
and ` ⊂ C(Γ), then Γ is conic.
Proof. If |ΛGr(Π(Γ))| = 2 then, up to conjugation, every element of Σ has the form
γ = Diag (β, δ), where |β| 6= |δ|. Then, every element of Γ has the form
(4.4) γ =
 γ−122 γ−133 γ12 γ130 γ22 0
0 0 γ33
 , with |γ22| 6= |γ33| .
Let us assume that Γ is not conic, with C(Γ) = `. Let [0 : −y : x] ∈ ←−→e2, e3
such that ` = `x,y, then, by hypothesis, x 6= 0 and y 6= 0. Since |Ker(Γ)| = ∞,
using Proposition 4.17 it follows that Ker(Γ) = Core(Γ). Since Ker(Γ) is a normal
subgroup of Γ, so is Core(Γ). Therefore, if γ = [γij ] ∈ Γ, then γgx,yγ−1 = hx′,y′ ∈
Core(Γ) where x′ = xγ−222 γ
−1
33 and y
′ = yγ−122 γ
−2
33 . This element γgx,yγ
−1 determines
the same line `x,y in C(Γ). Then[−yγ−122 γ−233 : xγ−222 γ−133 ] = [−y : x] ,
which means that γ22 = γ33, contradicting (4.4). This contradiction proves the
proposition. 
Proposition 4.20. Let W ⊂ C2 be a non-empty and R-linearly independent set,
consider ` = [SpanZ(W ) \ {0}]. Then:
(i) If W has exactly one point or has exactly two points, which are C-linearly
dependent, then ` is a single point.
(ii) If W has exactly two points, such that they are C-linearly independent, then
` is a real line in CP1.
(iii) If W contains more that two points, then ` = CP1.
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Proof. If |W | = 1 or W has exactly two points, which are C-linearly dependent,
it follows trivially that ` is a single point. If W has exactly two points, such that
they are C-linearly independent, we can assume that W = {(1, 0), (0, 1)}, then
[SpanZ(W ) \ {0}] ∼= Q and therefore ` = Rˆ, which is a line in CP1. Finally, if W
contains more that two points, we can assume that W = {(1, 0), (0, 1), (w1, w2},
where w1, w2 6= 0. Then
` = {[k + nw1 : m+ nw2] | k,m, n ∈ Z} = {[r + sw1 : t+ sw2] | r, s, t ∈ R} .
Clearly [0 : 1] ∈ `. Let z ∈ C such that Im(z) 6= 0, denoting
r0 =
Im(w2)− Re(z)Im(w1)
Im(z)
, s0 = 1, t0 = z(r + w1)− w2,
it follows that [1 : z] = [r0 + s0w1 : t0 + s0w2]. If Im(z) = 0, clearly, [1 : z] ∈ `.
Therefore ` = CP1. 
4.3. Decomposition of non-commutative discrete groups of U+. In this
subsection we state and prove the main theorem of this section. For the sake of
clarity, we will divide the theorem in two parts (Theorems 4.21 and 4.25).
Theorem 4.21. Let Γ ⊂ U+ be a non-commutative, torsion free, complex Kleinian
group, then Γ can be written in the following way
Γ = Core(Γ)o 〈ξ1〉o ...o 〈ξr〉o 〈η1〉o ...o 〈ηm〉o 〈γ1〉o ...o 〈γn〉
where
λ23(Γ) = 〈λ23(γ1), ..., λ23(γn)〉 , n = rank (λ23(Γ)) .
λ12 (Ker(λ23)) = 〈λ12(η1), ..., λ12(ηm)〉 , m = rank (λ12(Ker(λ23)) .
Π (Ker(λ12) ∩Ker(λ23)) = 〈Π(ξ1), ...,Π(ξr)〉 , r = rank (Π (Ker(λ12) ∩Ker(λ23))) .
Proof. We will divide the proof in three parts.
Part I. Decomposition of Γ in terms of Ker(λ23). Let Γ ⊂ U+ be a torsion free
complex Kleinian group. Since Γ is triangular, it is finitely generated (see [Aus60])
and therefore, λ23(Γ) is finitely generated. Let n = rank (λ23(Γ)) and let {γ˜1, ..., γ˜n} ⊂
C∗ be a generating set for λ23(Γ). We choose elements γ1, ..., γn ∈ Γ such that
γi ∈ λ−123 (γ˜i). Observe that
(4.5) Γ = 〈Ker(λ23), γ1, ..., γn〉 .
Furthermore, we will prove that
(4.6) Γ = ((Ker(λ23)o 〈γ1〉)o ...)o 〈γn〉 .
Since λ23 is a group homomorphism, Ker(λ23) is a normal subgroup of Γ and
therefore, it is a normal subgroup of 〈Ker(λ23), λ1〉. Now, assume that Ker(λ23)∩λ1
is not trivial, then there exist p ∈ Z such that γp1 ∈ Ker(λ23). If γ1 = [aij ] then the
previous assumption means that either a22 = a33 or a
p
22 = a
p
23. In the latter case,
this means, without loss of generality that
(4.7) a22a
−1
33 = ω,
where ω is a p-th root of the unity, with p > 1. On the other hand, λ23(Γ) ⊂ C∗ is
a torsion free group, however, it follows from (4.7) that a22a
−1
33 is a torsion element
of λ23(Γ); thus a22 = a33. But if this is the case then γ1 ∈ Ker(λ23) contradicting
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that λ23(γ1) = γ˜1 belongs to a generating set for λ23(Γ).
Thus, we can form the semi-direct product Ker(λ23)o 〈γ1〉. Now we verify that
we can form the semi-direct product ((Ker(λ23)o 〈γ1〉))o 〈γ2〉.
First we verify that Ker(λ23)o〈γ1〉 is a normal subgroup of 〈Ker(λ23)o 〈γ1〉 , γ2〉.
Let g ∈ Ker(λ23) and consider arbitrary elements gγn1 ∈ Ker(λ23)o 〈γ1〉 and γm2 ∈
〈γ2〉, then
λm2 (gλ
n
1 )λ
−m
2 =
(
λm2 gλ
−m
2
)︸ ︷︷ ︸
Ker(λ23)/Γ
λm2 λ
n
1λ
−m
2 = g1 ·
(
λm2 λ
n
1λ
−m
2
)
where g1 = λ
m
2 gλ
−m
2 ∈ Ker(λ23). Since λ23
(
g1λ
m
2 λ
n
1λ
−m
2
)
= λ23 (λ
n
1 ), we know
that there exists g2 ∈ Ker(λ23) such that g1λm2 λn1λ−m2 = g2λn1 . Thus
λm2 (gλ
n
1 )λ
−m
2 = g2λ
n
1 ∈ Ker(λ23)o 〈γ1〉 .
Therefore Ker(λ23)o 〈γ1〉 is a normal subgroup of 〈Ker(λ23)o 〈γ1〉 , γ2〉.
Now we verify that (Ker(λ23)o 〈γ1〉) ∩ 〈γ2〉 = {id}. Assume that there exist
p, q ∈ Z such that γp2 = gλq1 for some g ∈ Ker(λ23) with γp2 6= id , then
(4.8) γp2γ
−q
1 ∈ Ker(λ23)
If we write λ1 = [αij ] and λ2 = [βij ], then (4.8) means that
(
β22α
− qp
22
)p
=(
β33α
− qp
33
)p
, this yields
(4.9) β22α
− qp
22
(
β33α
− qp
33
)−1
= ω,
where ω is a p-th root of the unity. As before, λ23(Γ) ⊂ C∗ is a torsion free group,
but (4.9) gives a torsion element in λ23(Γ). This contradiction proves that
(Ker(λ23)o 〈γ1〉) ∩ 〈γ2〉 = {id} .
Therefore we can define the semi-direct product (Ker(λ23)o 〈γ1〉) o 〈γ2〉. In the
same way we can form the semi-direct product ((Ker(λ23)o 〈γ1〉)o ...)o 〈γn〉. For
clarity we will just write Ker(λ23)o 〈γ1〉o ...o 〈γn〉 instead. Using (4.5) we have
proven (4.6).
Part II. Decompose Ker(λ23) in terms of Ker(λ12). Now consider the restriction
λ12 : Ker(λ23)→ C∗ still denoted by λ12. Again, λ12 (Ker(λ23)) is finitely generated
and let m be its rank. Let {η˜1, ..., η˜m} be a generating set, we choose elements
ηi ∈ λ−112 (η˜i). Denote A = Ker(λ12) ∩ Ker(λ23) and observe that Ker(λ23) =
〈A, η1, ..., ηm〉. Every element of A has the form 1 x y0 1 z
0 0 1
 .
Since A is the kernel of the morphism λ12, A is a normal subgroup of 〈A, η1〉.
Now suppose that A ∩ 〈η1〉 is not trivial, let ηp1 ∈ A with ηp1 6= id . Denote
η1 = [aij ], since η
p
1 ∈ A it must hold ap11 = ap22 = ap33, which means that a11a−122 = ω,
26 MAURICIO TOLEDO-ACOSTA
where either ω 6= 1 is a p-th root of unity or ω = 1. In the former case, a11a−122 is
a torsion element in λ12 (Ker(λ23)), which is a torsion free group. If ω = 1 then
a11 = a22 and since η1 ∈ Ker(λ23), a22 = a33 it follows that a11 = a22 = a33 and
thus, η1 ∈ A which contradicts that η1 is part of the generating set. All this proves
that A∩〈η1〉 = ∅. This guarantees that we can form the semi-direct product Ao〈η1〉.
Now we verify that we can make the semi-direct product with 〈η2〉. The same
argument used in part I to prove normality when we added γ2 to Ker(λ23) o 〈γ1〉
can be applied in the same way now to prove that Ao 〈η1〉 is a normal subgroup of
〈Ao 〈η1〉 , η2〉 and that (Ao 〈η1〉)∩〈η2〉 is trivial. Using this argument for η3, ..., ηm
we get,
(4.10) Ker(λ23) = Ao 〈η1〉o ...o 〈ηm〉 .
Part III. Decompose A in terms of Ker(Γ). Consider the restriction Π : A →
PSL (2,C). As before, Core(Γ) it is a normal subgroup of Γ. Since A is solvable,
it is finitely generated and so is Π(A) ⊂ PSL (2,C), denote by r its rank. Let{
ξ˜1, ..., ξ˜r
}
⊂ Π(A) be a generating set for Π(A), choose ξi ∈ ξ˜−1i ⊂ A, then A =
〈Core(Γ), ξ1, ..., ξr〉. Observe that Core(Γ) is a normal subgroup of 〈Core(Γ), ξ1〉.
Assume that Core(Γ)∩ ξ1 is not trivial, then ξp1 ∈ Core(Γ) for some p ∈ Z\0. Since
ξ1 ∈ A, we write
ξ1 =
 1 x y0 1 z
0 0 1
 .
Then
ξp1 =
 1 x′ y′0 1 pz
0 0 1
 , for some x′, y′ ∈ C.
Observe that ξp1 ∈ Core(Γ) if and only if z = 0, which contradicts that ξ˜1 is a
generator of Π(A). Then we can form the semi-direct product Core(Γ) o 〈ξ1〉.
Observe that Π(A) is a commutative subgroup of PSL (2,C), then we can apply
the same argument we used when we formed the semi-direct product with λ2 to
conclude that Core(Γ) o 〈ξ1〉 is a normal subgroup of 〈Core(Γ)o 〈ξ1〉 , ξ2〉. This
concludes the proof of the first part of the theorem. 
Before proving Theorem 4.25, we state some results needed in the proof.
Proposition 4.22 (Chapter 2 of [Wal94]). The closed subgroup H ⊂ Rn is additive
if and only if
H ∼= Rp ⊕ Zq
with non-negative integers p, q such that p+ q ≤ n.
Theorem 4.23 (Theorem 1 of [BKK02]). Let Γ be a group acting properly and
discontinuously on a contractible manifold of dimension m, then obdim(Γ) ≤ m.
In the statement of the previous Theorem, obdim(Γ) is called the obstructor
dimension. We can determine its value using the hypotheses of Theorem 4.21 and
the following properties (see Corollary 27 of [BKK02] and [BF02] respectively):
• If Γ = H oQ with H and Q finitely generated and H weakly convex, then
obdim(Γ) ≥ obdim(H) + obdim(Q).
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• If Γ = Zn, then obdim(Zn) = n.
Under the hypotheses of Theorem 4.21 and using Corollary 4.28, the previous
properties imply the following reformulation of Theorem 4.23.
Theorem 4.24. Let Γ ⊂ U+ be a non-commutative, torsion free, complex Kleinian
group acting properly and discontinuously on a simply connected domain Ω ⊂ CP2,
then k + r +m+ n ≤ 4.
The strategy to prove Theorem 4.25 will be to find a simply connected domain
Ω ⊂ CP2 where Γ acts properly and discontinuously and then apply Theorem
4.24. In some cases, we will obtain the explicit decomposition of Γ and verify that
rank(Γ) ≤ 4.
Theorem 4.25. Let Γ ⊂ U+ be a non-commutative, torsion free, complex Kleinian
group, then rank(Γ) ≤ 4. Using the notation of Theorem 4.21 it holds k+r+m+n ≤
4, where k = rank (Core(Γ)).
Proof. We denote Σ = Π(Γ). If k, r,m, n are defined as in the proof of Theorem
4.21, then
(4.11) rank(Γ) ≤ k + r +m+ n.
We will divide the proof in the following cases:
(i) Σ is discrete and Ker(Γ) is finite.
(ii) Σ is discrete and Ker(Γ) is infinite.
(iii) Σ is not discrete.
Before dealing with each case, consider the diagram in Figure 1. This diagram
summarizes each subcase we will be considering. Each subcase is listed with the
same name it appears on the proof.
(i) Assume that Σ is discrete and Ker(Γ) is finite. Then by Theorem 5.8.2
of [CNS13] we know that Γ acts properly and discontinuously on
Ω =
 ⋃
z∈Ω(Σ)
←−→e1, z
 \ {e1} ,
where Ω(Σ) = CP1 \ Λ(Σ) denotes the discontinuity set of Σ. If |Λ(Σ)| =
0, 1,∞ then each connected component of Ω is simply connected, since they
are respectively homeomorphic to CP2, C2 or C×H. Using Theorem 4.24 it
follows k + r +m+ n ≤ 4.
If |Λ(Σ)| = 2, then Σ is elementary and therefore it is a cyclic group gener-
ated by a loxodromic element and therefore, Σ ∼= Z. On the other hand, since
Γ is torsion free and Ker(Γ) is finite, Ker(Γ) = {id} (Proposition 4.16) and
therefore, Π : Γ→ Σ is a group isomorphism and then, Γ ∼= Σ. It follows that
Γ ∼= Z and therefore, rank(Γ) = 1. Then it holds trivially, k + r +m+ n ≤ 4.
(ii) Now, let us assume that Ker(Γ) is infinite and Σ is discrete. Observe
that Core(Γ) is infinite (Proposition 4.17), which means that there exist ele-
ments gx,y ∈ Core(Γ), with gx,y 6= id . Denote B(Γ) = pi (C(Γ) \ {e1}), then
28 MAURICIO TOLEDO-ACOSTA
Figure 1. Subcases for the proof of Theorem 4.25.
B(Γ) ∼= S1 or it is a single point (Proposition 4.20).
On the other hand, consider a sequence of distinct elements {µk} ⊂ Γ.
Since Σ is discrete, the sequence {Π(µk)} is either constant or converges, by
distinct elements, to a quasi-projective map σ ∈ QP (2,C). Let us assume
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first that {Π(µk)} diverges, then σ has one of the following forms
σ1 =
[
1 0
0 0
]
, σ2 =
[
0 1
0 0
]
, σ3 =
[
0 0
0 1
]
, σ4 =
[
1 a
0 0
]
,
with a ∈ C∗. Since Σ is triangular, it follows that Σ is a solvable discrete
subgroup of PSL (2,C) and therefore, it is elementary. Using Theorem 1.6 of
[Ser05], we have three possibilities:
[e1] Σ = 〈h〉, with h a loxodromic element. Then, the quasi-projective limit
of sequences in Σ can only be σ1 or σ3.
[e2] Σ = 〈h〉, with h a parabolic element.
[e3] Σ = 〈g, h〉, with g, h parabolic elements with different translation direc-
tions.
Now, considering whether Γ is conic or not, we have the two possible cases:
[con] Γ is conic, then B(Γ) ∼= S1. Define
Ω(Γ) = CP2 \ C(Γ).
We will verify that Γ acts properly and discontinuously on Ω(Γ). Let
K ⊂ Ω(Γ) be a compact set, denote K = {γ ∈ Γ | γ(K) ∩K 6= ∅} and
assume that |K| = ∞. Then, we can write K = {γ1, γ2, ...}. Con-
sider the sequence of distinct elements {γk} ⊂ Γ, and the sequence
{Π(γk)} ⊂ Σ. Let σ ∈ QP (2,C) be the quasi-projective limit of {Π(γk)},
then Ker(σ), Im(σ) ⊂ B(Γ).
By definition, pi(K)∩B(Γ) = ∅ and then, by Proposition 1.4, Π(γk)(pi(K))
accumulates on e1 (observe that we are considering this e1 as a point in
CP1 ∼=←−→e2, e3, but we are actually referring to pi(e2)). On the other hand,
since |K| = ∞ then |{α ∈ Σ |α(pi(K)) ∩ pi(K) 6= ∅}| = ∞. This contra-
dicts the fact that Π(γk)(pi(K)) accumulates on e1. Therefore, |K| < ∞
and then, Γ acts properly and discontinuously on each connected com-
ponent of Ω(Γ). Since Ω(Γ) ∼= C× (H ∪H−), each connected component
of Ω(Γ) is simply connected. Theorem 4.24 yields k + r +m+ n ≤ 4.
[n-con] Γ is not conic, then B(Γ) = {p} for some p ∈ CP1. We can assume that
p = e1 or p = e2 (Proposition 4.19). We have the following cases:
[n-con-1] If Σ has the form [e2] or [e3] then Λ(Σ) = {e1}. Let
Ω(Γ) = CP2 \←−→e1, e2.
The same argument used in the previous case [con] shows that Γ
acts properly and discontinuously on Ω(Γ) ∼= C2. Since Ω(Γ) is
simply connected, then k + r +m+ n ≤ 4 (Theorem 4.24).
[n-con-2] If Σ has the form [e1] then Σ is cyclic and therefore, Σ ∼= Z. Since
pi is a group morphism, then Γ ∼= Ker(Γ)o Im(Γ) = Core(Γ)o Σ.
Now, since Core(Γ) is not conic, then Core(Γ) ∼= Z and Therefore
Γ ∼= Z o Z. Then rank(Γ) ≤ 4.
Now, let us assume that {Π(µk)} is a constant sequence. Then, there exists
a sequence {gk} ⊂ ker(Γ) such that γk = γ0gk; it follows that {gk} ⊂ Core(Γ)
(Proposition 4.17). Let τ ∈ QP (3,C) be the quasi-projective limit of {gk},
since Im(τ) * Ker(τ) then γ0gk = γk → γ0τ . It is straightforward to verify
that Im(τ) = Im(γ0τ) and Ker(τ) = Ker(γ0τ). We now have two possibilities:
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[C-con] Γ is conic, then Core(Γ) = 〈gx1,y1 , gx2,y2〉 for some x1, x2, y1, y2 ∈ C.
Denote gk = gnkx1+mkx2,nky1+mky2 , for some sequences {nk} , {mk} ⊂ Z.
Then
τ =
 0 x y0 0 0
0 0 0
 , for some x, y ∈ C, |x|+ |y| 6= 0,
and then Ker(τ) = `x,y ∈ C(Γ). Let Ω = CP2 \ C(Γ) ∼= C × (H+ ∪H−).
Let K ⊂ Ω be a compact set, then K ⊂ CP2 \ ker(τ). By Lemma 1.4,
ΓK accumulates on Im(τ) = {e1} 6∈ Ω. This means that Γ acts properly
and discontinuously on each component of Ω. Since each component of
Ω is simply connected, Theorem 4.24 implies k + r +m+ n ≤ 4.
[C-n-con] Γ is not conic, then Core(Γ) = 〈gx0,y0〉 for some x0, y0 ∈ C. Now the
quasi-projective limit τ has the form
τ =
 0 x0 y00 0 0
0 0 0
 ,
then Ker(τ) = `x0,y0 ∈ C(Γ). We define Ω = CP2\`x0,y0 and use the same
argument as in the previous case [con] to conclude that k+r+m+n ≤ 4.
(iii) Assume that Σ is not discrete. Let {γk} ⊂ Γ be a sequence of distinct
elements, denote γk =
[
γ
(k)
ij
]
. A direct calculations shows that
(4.12) γ−1k =

γ
(k)
11
−1 − γ
(k)
12
γ
(k)
11 γ
(k)
22
γ
(k)
12 γ
(k)
23 −γ(k)13 γ(k)22
γ
(k)
11 γ
(k)
22 γ
(k)
33
0 γ
(k)
22
−1 − γ
(k)
23
γ
(k)
22 γ
(k)
33
0 0 γ
(k)
33
−1
 .
Considering the sequence {Π(γk)} ⊂ Σ, we have two possibilities:
[Conv] The sequence {Π(γk)} ⊂ Σ converges to some α ∈ PSL (2,C) where
(4.13) α =
[
γ22 γ23
0 1
]
, for some γ22 ∈ C∗
such that γ
(k)
22
(
γ
(k)
33
)−1
→ γ22 and γ(k)23
(
γ
(k)
33
)−1
→ γ23. Consider the
sequence
{
γ
(k)
33
}
⊂ C∗, we have three cases:
(a) γ
(k)
33 −→ γ33 ∈ C∗. Since γ(k)11 γ(k)22 γ(k)33 = 1, and considering (4.13),
it follows that γ
(k)
11
(
γ
(k)
33
)−1
−→ γ−122 γ−333 .
If γ
(k)
12
(
γ
(k)
33
)−1
→ γ12 ∈ C and γ(k)13
(
γ
(k)
33
)−1
→ γ13 ∈ C then γk
would converge to an element of PSL (3,C), contradicting that Γ is
discrete. Then, γ
(k)
12
(
γ
(k)
33
)−1
→∞ or γ(k)13
(
γ
(k)
33
)−1
→∞. Thus,
γk −→ τa,b :=
 0 a b0 0 0
0 0 0
 , for some a, b ∈ C,|a|+ |b| 6= 0
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Observe that
(4.14) Ker(τa,b) =
←−−−−−−−−→
e1, [0 : −b : a] and Im(τa,b) = {e1} .
For each quasi-projective limit τa,b ∈ QP (3,C) of sequences {γk} ⊂
Γ like the ones studied in this case, we consider the point [0 : −b : a] ∈←−→e2, e3 and the horocycle determined by this point and e2, then we
consider the pencil of lines passing through e1 and each point of
the horocycle. Denote by Ω to the complement of this pencils of
lines in CP2. Each connected component of Ω is simply connected.
As a consequence of Proposition 1.4 and (4.14), the accumulation
points of orbits of compact subsets of Ω is {e1} and therefore, the
action of Γ in Ω is proper and discontinuous. Theorem 4.24 implies
k + r +m+ n ≤ 4.
(b) γ
(k)
33 → ∞. From (4.13), it follows that γ(k)22 → ∞. Given that
γ
(k)
11 γ
(k)
22 γ
(k)
33 = 1 for all k ∈ N, then γ(k)11 → 0. Then γ(k)11
(
γ
(k)
33
)−1
−→
0 and then
(4.15) γk −→
 0 γ12 γ130 γ22 γ23
0 0 1
 ,
where γ
(k)
12
(
γ
(k)
33
)−1
→ γ12 ∈ C and γ(k)13
(
γ
(k)
33
)−1
→ γ13 ∈ C.
If γ
(k)
12
(
γ
(k)
33
)−1
→∞ or γ(k)13
(
γ
(k)
33
)
→∞, then the quasi-projective
limit τ has the form (4.20) with a = 0 and b, c ∈ C. We will deal
with this case in case (c). Then, assume that τ has the form (4.15).
We can conjugate τ by an adequate element of PSL (3,C) in such
way that
(4.16) τ =
 0 0 00 γ22 γ23
0 0 1
 .
Using Lemma 4.14, we have the following possibilities for the Green-
berg limit set of Σ:
(LS1) ΛGr(Σ) = S1.
(LS2) ΛGr(Σ) = CP1.
(LS3) |ΛGr(Σ)| = 1.
(LS4) |ΛGr(Σ)| = 2.
In the case (LS1) there are four possibilities for the convergence of
{Π(γk)}:
(LS1.1) The sequence {Π(γk)} converges to id ∈ Σ.
(LS1.2) The sequence {Π(γk)} converges to a elliptic element in Σ.
(LS1.3) The sequence {Π(γk)} converges to a parabolic element in Σ.
(LS1.4) The sequence {Π(γk)} converges to a loxodromic element in Σ.
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Consider the case (LS1.1), then γ22 = 1 and γ23 = 0, denote
the quasi-projective limit of {γk} by τid = Diag(0, 1, 1). Since
ΛGr(Σ) = S1, we can guarantee the existence of parabolic elements
in Σ (see the proof of Proposition 4.4). Let g = [gij ] ∈ Γ be such
that Π(g) is parabolic, then g22 = g33 = λ ∈ C∗ and g23 6= 0 and
therefore g11 = λ
−2. A straight-forward calculation shows that
γkgγ
−1
k →
 λ−2 0 00 λ g23
0 0 λ
 ∈ PSL (3,C) ,
which contradicts that Γ is discrete, unless the sequence
{
γkgγ
−1
k
}
is eventually constant. Without loss of generality, we can assume
that this sequence is constant in that case. It can be verified that
this yields γ
(k)
22 = γ
(k)
33 = ξk ∈ C∗, and then
γk =
 ξ−2k γ(k)12 γ(k)130 ξk γ(k)23
0 0 ξk
 .
Corollary 4.18 then implies ξk = 1 for all k, but then it is not pos-
sible that γk → τid. Then subcase (LS1.1) cannot happen.
Consider the case (LS1.2). Let us assume that Π(γk) converges to
an elliptic element of Σ with the form Diag
(
e2piiθ, 1
)
. As before,
using the adequate conjugation we can assume that
(4.17) γk → τθ =
 0 0 00 e2piiθ 0
0 0 1
 .
A straight-forward calculation shows that γnk → τnθ for any n ∈ N.
If θ ∈ Q, then there exist p ∈ Z such that γpk → τpθ = τid , which
cannot happen, as we have already proven.
If θ ∈ R \ Q, and since S1 is compact, there is a subsequence{
e2piinjθ
}
such that e2piinjθ → 1. Then τnjθ → τid as j → ∞.
Consider the diagonal sequence {γnkk } ⊂ Γ, then γnkk → τid which
cannot happen. This dismisses case (LS1.2).
Next, consider the case (LS1.3). Assume that
(4.18) γk → τb =
 0 0 00 1 b
0 0 1
 .
Therefore, the sequence {Π(γk)} converges to the parabolic element[
1 b
0 1
]
.
Since Σ is not discrete, it follows from lemma 4.9 that there exists
a sequence {hk} ⊂ Γ such that Π(hk) is parabolic for all k, and
Π(hk) =
[
1 εk
0 1
]
→ id ,
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for some sequence εk → 0. Then, using the same reasoning as in
the case (LS1.1), we know that
hk =
 1 h12 h130 1 εk
0 0 1
 .
A direct calculation shows that γkhkγ
−1
k h
−1
k → gh12,0 ∈ PSL (3,C)
contradicting that Γ is discrete. Then the case (LS1.3) cannot oc-
cur.
Finally, we deal with the case (LS1.4). Let us suppose that γk →
τα = Diag (0, α, 1). Since ΛGr(Σ) = S1, there is an element h =
[hij ] ∈ Γ such that h23 6= 0 and
h =
 1 h12 h130 λ h23
0 0 λ−1
 ,
with |λ| 6= 1. A direct calculation yields
fk := hγkh
−1γ−1k →
 1 λ−1h12 h13 (λ− h12α)0 1 λh23(1− α)
0 0 1
 ,
contradicting that Γ is discrete. We have dismissed the case (LS1).
Observe that the case (LS2) cannot happen, otherwise the action
of Γ would be nowhere proper and discontinuous.
Consider the case (LS3). It follows that Σ is conjugated to a sub-
group of Epa (C) (Theorem 2.14 of [CS14]). Let h ∈ Γ such that
Π(h) is parabolic, denote
Π(h) =
[
1 h23
0 1
]
, h23 6= 0.
Then
h =
 λ−2 h12 h130 λ λh23
0 0 λ
 ,
for some λ ∈ C∗ and h12, h13 ∈ C. A straight-forward computation
shows that the sequence of distinct elements
{
ηk := hγkh
−1γ−1k
} ⊂
Γ converges to an element of PSL (3,C), contradicting that Γ is dis-
crete. This proves that the case (LS3) cannot happen.
Now, finally, consider the case (LS4). Then Σ is conjugated to a
subgroup of Aut (C∗) (Theorem 2.14 of [CS14]). This means that,
conjugating by a suitable element of PSL (3,C), every element of
Σ has the form Π(g) = Diag
(
α, α−1
)
, for some α ∈ C∗. Then,
(4.19) g =
 λ−2 g12 g130 λα 0
0 0 λα−1
 .
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Let g1, g2 ∈ Γ be two elements such that [g1, g2] 6= id , then
h = [g1, g2] =
 1 h12 h130 1 0
0 0 1
 ,
with |h12| + |h13| 6= 0. The sequence {γk} has the same form
described in (4.19). Then the quasi-projective limit τ , given in
(4.16), has the form τ = Diag (0, γ22, 1). Consider the sequence
{fk} ∈ Γ given by fk = hγkh−1γ−1k , it can be directly verified that
fk →
 1 h12 h130 1 0
0 0 1
 ∈ PSL (3,C) ,
contradicting that Γ is discrete. Therefore the case (LS4) cannot
happen either. This dismisses the case (b) altogether.
(c) γ
(k)
33 → 0. From this, it follows that γ(k)22 → 0, otherwise α 6∈
PSL (2,C). Since γ(k)11 γ
(k)
22 γ
(k)
33 = 1, we have that γ
(k)
11 →∞. All of
this yields
(4.20) γk → τ =
 a b c0 0 0
0 0 0
 ,
with a 6= 0, unless γ(k)11
(
γ
(k)
12
)−1
→ 0 or γ(k)11
(
γ
(k)
13
)−1
→ 0, but
then we would be in case (b). Then, γ
(k)
12
(
γ
(k)
11
)−1
→ b and
γ
(k)
13
(
γ
(k)
11
)−1
→ c, for some b, c ∈ C. Then, considering the se-
quence
{
γ−1k
}
and dividing each entry by γ
(k)
33
−1
, we have
γ−1k → µ =
 0 − bγ22 bγ23γ22 − c0 1γ22 −γ23γ22
0 0 1
 .
This means that, if we consider the sequence of the inverses in-
stead, this case is the same as case (b).
[Div] The sequence {Π(γk)} ⊂ Σ diverges. Then, one of the following cases
occur:
[Div-1] Σ = SO(3). This case cannot happen since Σ is solvable but SO(3)
is not solvable.
[Div-2] and [Div-3], then Σ = Rot∞ or Σ = Dih∞. This is not possible,
otherwise ΛGr(Σ) = ∅, contradicting Lemma 4.14.
[Div-4] Σ = PSL (2,C). This case cannot happen since PSL (2,C) is not
solvable (it contains Schottky groups, see Theorem 1.7).
[Div-5] The group Σ is a subgroup of the affine group Epa (C). There can-
not be elliptic elements in Σ, otherwise, λ23(Γ) would have a tor-
sion element or Γ would contain an irrational screw and therefore,
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it would be commutative (Corollary 4.11). Then every element of
Σ has the form
Π(γ) =
[
1 a
0 1
]
,
where a ∈ A, for some additive group A ⊂ (C,+). Since Σ is not
discrete, A is not discrete. Then, either A ∼= R or A ∼= R ⊕ Z
(Proposition 4.22). Let us define the following union of pencils of
lines passing through e1,
Λ = {e1} ∪
⋃
p∈A
pi(p)−1
 ,
and Ω = CP2 \ Λ. The Σ-orbits of compact subsets of Cˆ \ A
accumulate on ∞, which correspond to the point pi(e2). Then, the
orbits of compact subsets of Ω accumulate on {e1}, and therefore,
the action of Γ on each connected component of Ω is proper and
discontinuous. Since each connected component of Ω is simply
connected, this concludes the case [Div-5].
[Div-6] The group Σ is a subgroup of the group Aut (C∗). Then Σ is a
purely loxodromic group and then, up to conjugation, each element
has the form Π(γ) = Diag (α, 1), for some |α| 6= 1. Let G = λ23(Γ),
then G ∼= Σ, and since Σ is not discrete, G is not discrete. Let us
write each α ∈ G as
α = reiθ, r ∈ R+, r ∈ A ⊂ (C∗, ·)
θ ∈ R, θ ∈ B ⊂ (C,+),
for some multiplicative group A and some additive group B. Then
G ∼= A × B and, since G is not discrete, then A is not discrete
or B is not discrete (it is not possible that both A and B are not
discrete, otherwise the action of Γ would be nowhere proper and
discontinuous). Therefore we have two possibilities:
∗ A is discrete and B, not discrete. Since A is a discrete mul-
tiplicative subgroup of C, then rank(A) = 1 and therefore,
A = {rn |n ∈ Z} for some r ∈ C∗. Hence,
G = λ23(Γ) =
{
rneiθ
∣∣ θ ∈ [0, 2pi) , n ∈ Z} .
In particular,
{
rneiθ
∣∣ θ ∈ [0, 2pi)} ⊂ λ23(Γ). This means that
there exists an element γ ∈ Γ such that λ23 = eiθ for some
θ ∈ [0, 2pi). If θ ∈ Q, then λ23(γ) is a torsion e-lement, con-
tradicting that λ23(Γ) is torsion free. If θ ∈ R \ Q, then γ is
an irrational screw, contradicting that Γ is non-commutative
(see Corollary 4.11). This dismisses this possibility.
∗ A is not discrete and B, discrete. Since B is discrete, then B
is finite and B ∼= Zk, for some k ∈ N. We know there is an
homomorphism ϕ : ←−→e2, e3 → Cˆ. For the sake of simplifying
notation, we will denote indistinctly a point x ∈ G ⊂ C and
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Parabolic Loxodromic︷ ︸︸ ︷ ︷ ︸︸ ︷ 1 x y0 1 0
0 0 1
  1 x y0 1 z
0 0 1
  α x y0 β z
0 0 β
  α x y0 β z
0 0 γ

z 6= 0 α 6= β, z 6= 0 β 6= γ
Loxo-parabolic
Loxo-parabolic
Complex homothety
Strongly loxodromic
Core(Γ) A \Ker(Γ) Ker(λ23) \A
Table 3. The decomposition of a non-commutative subgroup of U+ in
four layers.
the point ϕ−1(x) ∈ ←−→e2, e3. Let Λ ⊂ CP2 be given by
Λ = {e1} ∪
⋃
p∈G
pi(p)−1
 ,
and Ω = CP2 \Λ. Since the orbits of compact subsets of C\G
accumulate on pi(e2) and pi(e3), then the orbits of compact
subsets of Ω accumulate on {e1}. This means that the action
of Γ on Ω is proper and discontinuous. Besides, each con-
nected component of Ω is simply connected. This concludes
the case [Div-6].
[Div-7] The group Σ is a subgroup of the group PSL (2,R). Then, ΛGr(Σ) ∼=
Rˆ (Theorem 2.14 of [CS14]). Then, up to a suitable conjugation,
the orbits of compact subsets of CP1 \ ΛGr(Σ) accumulate on Rˆ,
we regard the points pi(e2) and pi(e3) as the points 0 and∞ in this
euclidian circle. We define the pencil of lines passing through e1,
Λ = {e1} ∪
⋃
p∈Rˆ
pi(p)−1
 .
Then its complement Ω = CP2 \ Λ is homeomorphic to a cone
C × (H+ ∪H−) and therefore, each of its connected components
are simply connected. The action of Γ on each of these connected
components is proper and discontinuous, this completes this case
[Div-7].
This concludes the proof. 
4.4. Consequences of the theorem of decomposition of non-commutative
groups. Theorem 4.21 gives a decomposition of the group Γ in four layers, the
first two layers are made of parabolic elements and the last two layers are made
of loxodromic elements (see Corollary 4.29 and Table 3). The description of these
four layers are summarized in Table 3.
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Let F1, F2, F3 ⊂ U+ be the pairwise disjoint subsets defined as
F1 =
α =
 α11 0 α130 α22 0
0 0 α33
 ∣∣∣∣∣∣α ∈ U+

F2 =
α =
 α11 α12 α130 α22 0
0 0 α33
 ∣∣∣∣∣∣α12 6= 0, α ∈ U+

F3 =
α =
 α11 0 α130 α22 α23
0 0 α33
 ∣∣∣∣∣∣α23 6= 0, α ∈ U+

F4 =
α =
 α11 α12 α130 α22 α23
0 0 α33
 ∣∣∣∣∣∣α12, α23 6= 0, α ∈ U+

These four subsets classify the elements of U+ depending on whether they have
zeroes in positions 12 and 23. We need this classification because, as we will see in
Proposition 4.26, a necessary condition for two elements of U+ to commute is that
they both have the same form given by the sets F1, F2, F3. And this is equivalent
to say that the two 2× 2 diagonal sub-blocks of one element share the same fixed
points with the corresponding sub-block of the other element.. This argument will
be key to prove Corollary 4.28.
Proposition 4.26. Let Γ ⊂ U+ be a subgroup and let α = [αij ] , β = [βij ] ∈ Γ\{id}.
If [α, β] = id then α, β ∈ Fi for some i = 1, 2, 3, 4.
Proof. Let α = [αij ] and β = [βij ] two elements in Γ, suppose that they commute.
Denote by α1 and α2 (resp. β1 and β2) the upper left and bottom right 2×2 blocks
of α (resp. β)
α1 =
[
α11 α12
0 α22
]
, α2 =
[
α22 α23
0 α33
]
.
A direct calculation shows that, since α and β commute, αi and βi commute, for
i = 1, 2. Considering αi and βi as elements of PSL (2,C) we observe that
Fix(α1) = {e1, [α12 : α22 − α11]} , Fix(α2) = {e1, [α23 : α33 − α22]} .
Similar expressions hold for Fix(βi). It follows that
[α1, β1] = id ⇔ α11β12 + α12β22 = α12β11 + α22β12 ⇔ Fix(α1) = Fix(β1).
If α12 = 0 and α11 6= α22, then Fix(α1) = {e1, e2}. In this case, the previous
calculation shows that β12 = 0, then Fix(β1) = {e1, e2} = Fix(α1). If α11 = α22
and α12 6= 0, then Fix(α1) = {e1}. Again, the previous calculation shows that
β11 = β22, then Fix(β1) = {e1} = Fix(α1). All this shows that α1 and β1 commute
if and only if Fix(α1) = Fix(β1).
A similar conclusion holds for α2 and β2. From this we can conclude that, if α
and β commute then α12 and β12 are zero or non-zero simultaneously, the same
holds for α23 and β23. This proves the proposition. 
Proposition 4.27. Let α, β ∈ Fi, i = 1, 2, 3. Then, the relation defined by α ∼ β if
and only if [α, β] = id , is an equivalence relation on each subset Fi, i = 1, 2, 3.
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Proof. It is direct to verify that the relation is reflexive and symmetric. We now
verify that it is also transitive, let α, β, γ ∈ Fi, for some i = 1, 2, 3 such that
[α, β] = id and [β, γ] = id . Denote α = [αij ], β = [βij ] and γ = [γij ]. Then
[α, β] = id if and only if
(4.21) β13(α11 − α33) + α13(β11 − β33) = α23β12 − α12β23.
If both α, β ∈ Fi, i = 1, 2, 3, then α12 = β12 = 0 or α23 = β23 = 0, which implies
that the right side of (4.21) is zero and then β13(α11−α33)+α13(β11−β33) = 0. From
this, analogously to the proof of Proposition 4.26, it follows that Fix(α) = Fix(β).
Analogously, [β, γ] = id implies that Fix(β) = Fix(γ), then Fix(α) = Fix(γ) and
this implies that [α, γ] = id . This proves that the relation is transitive and thus, it
is an equivalence relation on Fi, i = 1, 2, 3. 
In [AA19] the author proves a version of Corollary 4.28 for groups with real en-
tries. In [BCNS18], another version of this corollary is proven, this time for purely
parabolic groups. In this sense, Corollary 4.28 is a generalization of these previous
results.
Propositions 4.26 and 4.27 state that, unlike the purely parabolic case (see
Lemma 6.8 of [BCNS18]), commutativity does not define an equivalence relation
on U+, this equivalence relation only happens on each Fi, i = 1, 2, 3 separately. On
F4, commutativity does not define an equivalence relation. The following corollary
simplifies the decomposition described in Theorem 4.21.
Corolary 4.28. Under the same hypothesis and notation of Theorem 4.21, the group
Γ can also be written as
Γ ∼= Zr0 o ...o Zrm ,
for integers r0, ..., rm ≥ 1 satisfying r0 + · · ·+ rm ≤ 4.
Proof. Using the notation of Theorem 4.21 and Corollary 4.29, we know that the
group A = Core(Γ)o 〈ξ1〉o ...o 〈ξr〉 is purely parabolic and therefore, by Lemma
6.10 of [BCNS18] we can write
(4.22) A ∼= Zk0 o ...o Zkn1 .
For some integers k0, ..., kn1 such that k0 + ...+ kn1 ≤ 4. We denote
(4.23) ri = ki, for i = 0, ..., n1.
Let us re-order the elements {η1, ..., ηm} in the third layer, in such way that if
i < j then ηi ∈ Fs1 , ηj ∈ Fs2 with s1 ≤ s2. We re-order the elements {γ1, ..., γn} in
the same way. Define the relation in
Γ1 := 〈η1, ..., ηm〉 ∩ (F1 ∪ F2 ∪ F3)
given by α ∼ β if and only if [α, β] = id , this is an equivalence relation (Proposition
4.27). Denote by A1, ..., An2 the equivalence classes in Γ1. Let Bi = 〈Ai〉, clearly
Bi is a commutative and torsion free group, denoting pi = rank(Bi) and using
Propostion 3.1, we have Bi ∼= Zpi . Then
(4.24) Γ1 ∼= Zp1 o ...o Zpn2 .
Denote by ηp˜i the remaining elements of the third layer. That is,
〈η1, ..., ηm〉 ∩ F4 =
{
ηp˜1 , ..., ηp˜n3
}
.
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Then, it follows from (4.24),
(4.25) 〈η1, ..., ηm〉 ∼= Zp1 o ...o Zpn2 o 〈ηp˜1〉o ...o
〈
ηp˜n3
〉
.
Let us denote
rn1+i = pi, for i = 1, ..., n2.(4.26)
rn1+n2+i = 1, for i = 1, ..., n3.
Applying the same argument to the elements of the fourth layer {γ1, ..., γn} we
have
(4.27) 〈γ1, ..., γn〉 ∼= Zq1 o ...o Zqn4 o 〈γq˜1〉o ...o
〈
γq˜n5
〉
.
Again, we denote
rn1+n2+n3+i = qi, for i = 1, ..., n4.(4.28)
rn1+n2+n3+n4+i = 1, for i = 1, ..., n5.
Putting together (4.22), (4.25) and (4.27) we prove the corollary. The indices
r0, ..., rm are given by (4.23), (4.26) and (4.28) and m = n1 + ...+ n5. 
The following corollary describes the type of elements found in each layer of the
decomposition.
Corolary 4.29. Let Γ ⊂ U+ be a non-commutative discrete subgroup. Consider the
decomposition in four layers described in the proof of Theorem 4.21, and summa-
rized in Table 3.
The first two layers Core(Γ) and A \Core(Γ) are purely parabolic and the last two
layers Ker(λ23) \A and Γ \Ker(λ23) are made up entirely of loxodromic elements.
Furthermore,
(i) The third layer Ker(λ23) \A contains only loxo-parabolic elements.
(ii) The fourth layer Γ \Ker(λ23) contains only loxo-parabolic and strongly loxo-
dromic elements or complex homotheties with the form Diag(λ, λ−2, λ).
Proof. From the definition of Core(Γ) and A = Ker(λ12)∩Ker(λ23) is clear that this
two subgroups are purely parabolic. Now we deal with the third layer Ker(λ23)\A.
If there were a elliptic element γ in this layer, we have two cases:
• If γ has infinite order then Γ cannot be discrete.
• If γ has finite order p > 0, but we are assuming that Γ is torsion free.
If there were a parabolic element γ in this layer, then it must have exactly two
repeated eigenvalues (if it had 3, then γ ∈ A). Furthermore, all of its eigenvalues
must be unitary (they can’t be 1, because then γ ∈ A). Then,
γ =
 e−4piiθ x y0 e2piiθ z
0 0 e2piiθ

with z 6= 0 and θ ∈ R \ Q (since λ12(Γ) is a torsion free group). This means that
γ is an irrational ellipto-parabolic element, and by Proposition 4.13, Γ would be
commutative. All of these arguments prove that the third layer Ker(λ23) \ A is
purely loxodromic. Finally, since Γ is not commutative, it cannot contain a com-
plex homothety as a consequence of Corollary 4.7.
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Now we deal with the fourth layer Γ \ Ker(λ23). Using the same argument as
in the third layer, there cannot be elliptic elements. Now assume that there is a
parabolic element γ ∈ Γ\Ker(λ23). In the same way as before, γ must have exactly
two distinct eigenvalues and neither of them are equal to 1. Since γ 6∈ Ker(λ23)
then
γ =
 e2piiθ x y0 e2piiθ z
0 0 e−4piiθ

with x 6= 0 and θ ∈ R \ Q. Then γ is an irrational ellipto-parabolic element,
and by Proposition 4.13, Γ is commutative. Then the fourth layer Γ \ Ker(λ23)
is purely loxodromic. Inspecting the form of these elements, they can be strongly
loxodromic or complex homotheties of the form Diag(λ, λ−2, λ) (see Corollaries 4.7
and 4.8). 
5. Proof of the Main Theorem
In this section we prove Theorem 0.1.
Proof. In each subcase of the proof of Theorem 4.25, for every divergent sequence
a := {γk} ⊂ Γ, we have constructed an open subset Ua ⊂ CP2, such that the orbits
of every compact set K ⊂ Ua accumulate on CP2 \Ua. Thus, we can define a limit
set for the action of Γ in the following form
ΛΓ :=
⋃
a
(
CP2 \ Ua
)
.
This limit set describes the dynamics of non-commutative upper triangular sub-
groups of PSL (3,C) and the open region ΩΓ = CP2 \ ΛΓ verifies (i) and (ii).
Γ is finitely generated (see [Aus60]) and we have proven in Theorem 4.25 that
rank(Γ) ≤ 4. This verifies (iii).
Conclusion (iv) follows immediately from Theorem 4.21 and Corollary 4.29.
Finally, conclusion (v) follows from Theorem 2.1.

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