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Abstract-In this paper, we propose a new result on the feedback stabilization of nonlinear sys- 
tems using state detection. We consider systems which are at least weakly detectable and stabilizable 
by means of a feedback control u = k(z), that may or not be continuous. Using the concept of input- 
to-state stability, we show that the system is also stabilizable by u = k(z), provided z is the output 
of a weak detector for 2. @ 2003 Elsevier Science Ltd. All rights reserved. 
Keywords-Nonlinear systems, Stabilization, Input-to-state stable, Discontinuous feedback, 
State detection. 
1. INTRODUCTION 
State feedback control of nonlinear dynamical systems has been thoroughly studied by many 
authors [l-3]. Generally, the complete accessibility to the state variables has been assumed. Yet, 
this is not always possible. For this reason, stabilization using state detection has been considered. 
While in the linear case the results were well developed, its counterpart in the nonlinear case is 
still intriguing many researchers. In [4], Vidyasagar used converse Lyapunov theory to extend 
these results from linear to nonlinear systems by assuming the feedback control to be continuously 
differentiable. In [5], Tsinias has relaxed the differentiability assumption. He showed that these 
results are also available if the feedback control is only continuous. 
Nevertheless, there are cases where there may not exist a continuous control law which would 
stabilize the system, whereas a discontinuous controller which achieves this exists [6,7]. In this 
paper, we drop the continuity assumption and we extend the result of stabilization using state 
detection to systems which are stabilizable by means of a bounded piecewise continuous feedback 
control law. The existence and the design of such feedback control is not in the purview of this 
paper and the reader is referred to [8-111 and the references therein. 
This paper is organized as follows. In the second section, some background material is briefly 
reviewed. In the third section, we present our main result. The fourth section shows an illustrative 
example. Finally, the fifth section contains the conclusions. 
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2. PRELIMINARIES 
We consider nonlinear systems of the form 
5 = f(x, u), 2 E R”, UElP: (la) 
Y = h(z), Y E RP, (lb) 
where the mappings f : IRn x Bn -+ W” and h : Rn -+ JRP are continuous, the origin (0,O) E 
Rn x IF” is an equilibrium for the dynamics f and the input space consists of bounded functions u : 
IR+ --+ R”. 
We recall that a function 4 : It+ --+ lit+ is of class K (4 E K), if it is continuous, strictly 
increasing and d(O) = 0; it is of class K” (4 E K”) if 4 E K, and also 4(r) -+ oo as T --+ co. 
DEFINITION 1. We say that (1) is weakly detectable, if there exists a continuous mapping g : 
lrPxWPXRm -+ Wn with g(0, 0,O) = 0, a continuously differentiable function W : B” x JP --+ JR+ 
and real functions $~i E K, i = 1,2,3, such that f(x, U) = g(x, h(x), u), for all (x, U) E IR” x IR” 
and the following properties hold: 
g f(zc,u) + g dz, h(z), u) i -$3(112 - 4lh 
for all u E IFP and sufficiently small e = x - z E IF. 
According to Definition 1, if (1) is weakly detectable, then the system i = g(z, h(x), u) is an 
observer for (l), namely, 0 E Wn is globally asymptotically stable with respect to the error system 
i = f(x, u) - 9(x - e, h(x), u), 
uniformly on x and u. 
DEFINITION 2. (See 1121.) We say that (1) is input-testate stable (ES) if and only if it admits an 
ES-Lyapunov function. Namely, there exist a continuously differentiable function V : IR” -+ R+! 
a1,az E Km, and 01~~ 8 E K such that 
~1(ll~ll) I V(z) 5 ~2(ll~II)~ (4) 
fora.uyxElP and 
VV(xc).f(x,u) I --(y3(ll~ll), (5) 
for any x E R” and any u E llP verifying IIxlI > 8(llul1). 
REMARK 1. (See [12].) A function V is an ISS-Lyapunov function for (1) if and only if there 
exists (Y~ E K*, i = 1,2,3,4 such that (4) holds, and 
VV(xMx,u) I -~3(ll~ll) + ~4(IIUll). (6) 
DEFINITION 3. (See [13].) A function I’ : X -+ II% is upper semicontinuous at x0 if 
lim supI? = l?(xo). 5’5fJ 
We say that I’ is upper semicontinuous if it is upper semicontinuous at x0 for every x0 E X. 
We then verify that the set {x E X I I’(x) < T-} is open for every T E W. 
Let /c(x) be an admissible feedback control law for system (1). We mean by admissible, any 
control law for which the differential equation S = f(x, /C(X)) h as an absolutely continuous solution 
for each initial state x(0) E Rn. Furthermore, let k(x) be bounded by p E K”, that is, for 
each x E R”, llk(x)II < p(IIxII) and the equality holds only if x = 0. 
Our main concern is to show that under some conditions the augmented system 
P 
0 ( 
f (x, k(z)) 
= f g(z, h(x), k(z)) > 
(7) 
is asymptotically stable at the origin. 
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3. MAIN RESULT 
The system defined in (1) is considered. The main result of this paper is stated as follows. 
THEOREM 1. If system (1) is weakly detectable and is ISS, then there exists a bounded feedback 
control law u = k(x), k(0) = 0 which stabilizes (1) and such that the augmented system (7) is 
asymptotically stable. 
PROOF. System (1) is ISS, then let V be an ISS-Lyapunov function and c~i (i = 1,2,3) and B 
be as in Definition 2. Without loss of generality, we assume that 8 E Kc”“. Let p(s) = e-l(~); 
then p E K” as well, and we have 
VV(x)kf(e,‘u) I -~3(11~11)7 
for any IC E Rn and any u E R” such that llull 5 p(llxjl), which implies that 
VV(xLf(x, k(x)) I -~3(1lxII), 
for any z E Rn for any feedback law k(x) bounded by p. Hence, k(x) is an asymptotically 
stabilizing feedback control. 
Now there exists a neighborhood X c Rn of zero, such that for all x E X, Ilk(x)11 5 p(llxll). 
Next, since (1) is weakly&detectable, it follows by definition that for all 6 > 0, there exists 6(c) > 0 
such that ljzo - zoll < 15(e) + Jjz(t, 50, U) - ~(t, 20, u)II < E for all t > 0. Therefore, there exists 
an open neighborhood of zero 2 c X, such that I\k(z)ll 5 p(jIzII) for all z E 2. Hence, we can 
define W = X x 2 and consider a subset A = {(x, Z) E X : x = z}. 
Now, let us suppose that k(s) = Ilk(x)ll is a piecewise continuous function, moreover, let 
it be upper semicontinuous. Clearly, for any x0 E X \ {0}, we have Ilk(xo)ll < ~(llxoll), thus 
there exists T E B such that Ijk(xo)ll < T < p(jjxoII). Consequently, by using the semicontinuity 
property of L(Z) and the continuity of p( /1x11), we can define two subsets, 
UZO: an open neighborhood of z,-, such that V’Z E U,,, IJk(z))I < r, 
VZO: an open neighborhood of x0 such that VZ E V,,, p(IIxlj) > T. 
Hereupon, we let 
UJ= U vz, x uz,, (Q,~)EA\{O) 
clearly U is an open subset of X that contains A. 
Eventually, for each x E X, we define 
a(x) = inf{$3(lla: - ~11); (2, z) E % \ V. (8) 
Since $9 E K and x - z = 0 only if (z:, z) E A, it follows that a(x) is strictly positive on X \ (0). 
Now, in view of Remark 1, we have (1) is ISS implies 
WXMX, u) 5 -aa(llxll) + a4(lla, 
Vv(~M(x, k(z)) 5 -~3(ll~ll) + ~4(llk(z)ll) 
5 -~3mll) + a4 O P(IIZII)~ 
Therefore, for each x E X, we define 
b(x) = SUP {I - ~3(llXll) + a4 O P(IIzII)I; z E “} (9) 
We note that b(x) is continuous and nonnegative on X. 
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Using (8) and (9), it is clear that there exists a strictly increasing function 0 : !R+ 
that 
Now, we define 
V(r) 
V(x) = 
s 
oocu;‘(~)&. 
0 
It is obvious that v is positive definite and v(O) = 0. Next, we show that 
@(Z, z) = V(x) + W(Z, z) 
B+, such 
(10) 
(II) 
(12) 
is a Lyapunov function candidate of (0,O) E Bn x Rn with respect to (7). Observe that (a(~, Z) 
is positive definite, indeed @(x, z) 2 0 M(z, z) # 0 and @(z, Z) = 0 if and only if (2, z) = (0,O). 
It remains to show that the time derivative of @(z, z) along the trajectories of (7) is negative, 
(a(Z, z) = VV(X)f(X, k(z)).0 0 cr;’ (V(x)) + g f(5, k(z)) + g s(z, h(x), k(z)) 
< VV(z).@, k(z)). fJ 0 &V(x)) - 743Cll~ - 4). 
CASE 1. (IC, z) E W \ eT and z # 0. Using (8)-(lo), 
CASE 2. (5,~) E Tu and 5 # 0. 
get 
%z, z) 
6(x, z) I b(~b(l14l) - 4x1 < 0. (13) 
Since in the set LJ, we have (Ilc(z)(I < p([lzll), then using (5), we 
I VV(x)f(z, ~(z)MlMI) - ?h3(lb - 41) 
I -~3(ll4lb(ll4l) < 0, 
(14) 
since ~3 and c are strictly positive for x # 0. 
CASE 3. x = 0 and z # 0. 
+A I -743(1141) < 0. (15) 
Thus, 6(x, z) < 0 V (x, z) # 0 near zero. Finally, using (13)-(15), we can conclude that Q is a 
Lyapunov function of (0,O) E R” x lRn with respect to (7) and consequently the origin (0,O) E 
R” x IR” is asymptotically stable. I 
4. EXAMPLE 
We consider the nonlinear system, 
5, = -x1 -x2+?&, iz = xi - 2x2 - x; + u2, Y = x1 
We can easily verify that the system is ISS and is weakly detectable. Moreover, according to 191, 
we can show that the system is stabilizable by switching with the basic controllers, 
Next, a weak detector can be designed, 
i-1= -zi-z2+u1+8(y-zl), i2=zl-222-z;+uz. 
We have simulated the system and the results in Figure 1 were obtained. We clearly observe that 
the system is stabilizable by a discontinuous feedback designed using the state detection. 
0.5. I 
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Figure 1. Top two curves show the states and estimated states evolution. The bottom 
curves delineate the feedback control generated by switching. 
5. CONCLUSION 
In this paper, we considered the problem of stabilization of nonlinear systems by using esti- 
mated states. It is shown that if the nonlinear system is input-to-state stable, and it is detectable 
then if it admits a stabilizing, bounded piecewise continuous feedback control, the same feedback 
control will always stabilize the system when it is constructed using the estimated states via a 
weak detector. Our result constitutes an improvement of other results that required the feedback 
control to be either differentiable or at least continuous. 
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