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Abstract
In this paper we investigate parallel searches on m concurrent rays for a point target t located
at some unknown distance along one of the rays. A group of p agents or robots moving at unit
speed searches for t. The search succeeds when an agent reaches the point t. Given a strategy
S the competitive ratio is the ratio of the time needed by the agents to 4nd t using S and
the time needed if the location of t had been known in advance. We provide a strategy with
competitive ratio of 1+ 2(m=p− 1)(m=(m−p))m=p and prove that this is optimal. This problem
has applications in multiple heuristic searches in AI as well as robot motion planning. The case
p = 1 is known in the literature as the cow path problem.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Searching for a target is an important and well-studied problem in robotics. In many
realistic situations such as navigation in an unknown terrain or a search and rescue
operation the robot does not possess complete knowledge about its environment. In the
earlier case the robot may not have a map of its surroundings and in the latter the
location of the target may be unknown [4,13,14,19,20].
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The competitive ratio [22,13] of a search strategy S is de4ned as the maximum of
the ratio of the search cost using S and the optimal distance from the starting point to
the target, over all possible positions of the target.
Consider an exhaustive search on m concurrent rays. Here, a point robot or—as in
our case—a group of point robots is assumed to stand at the origin of m concurrent
rays. One of the rays contains the target t whose distance to the origin is unknown.
The robot can only detect t if it stands on top of it. It can be shown that an optimal
strategy for one robot is to visit the rays in cyclic order, increasing the step length each
time by a factor of m=(m−1) if it starts with a step length of 1. The competitive ratio
Cm achieved by this strategy is given by Cm=1+2mm=(m−1)m−1 which can be shown
to be optimal [2,7,11,17]. The lower bound in this case has proven to be a useful tool
for proving lower bounds for searching in a number of classes of simple polygons,
such as star-shaped polygons [15], G-streets [6,16], HV-streets [5], and -streets [5,9].
Parallel searching on m concurrent rays has been addressed before in two contexts. In
the 4rst context a group of p point robots searches for the target. Neither the ray con-
taining the target nor the distance to the target are known. The robots can communicate
only when they meet. The search concludes when the target is found and all robots are
noti4ed thus. Baeza-Yates and Schott investigated searching on the real line [3] and
Hammar, Nilsson and Schuierer considered the same case for m concurrent rays [8].
The second context is the on-line construction of hybrid algorithms. In this setting we
are given a problem Q and m heuristics or approaches to solving it. The implementation
of each approach is called a basic algorithm. We are given a computer with k¡m
disjoint memory areas which can be used to run one basic algorithm and to store the
results of its computation. Only a single basic algorithm can be run on the computer at a
given time. It is not known in advance which of the algorithms solves the problem Q—
although we assume that there is at least one—or how much time it takes to compute
a solution. In the worst case only one algorithm solves Q whereas the others do not
even halt on Q. One way to solve Q is to construct a hybrid algorithm in the following
way. A basic algorithm is run for some time, and then a computer switches to another
basic algorithm for some time and so on until Q is solved. If k¡m, then there is not
enough memory to save all of the intermediate results. Hence, the current intermediate
results have to be discarded and later recomputed from scratch. An alternative way to
look at this problem is to assume that we are given k robots searching on m rays for a
target. Each ray corresponds to a basic algorithm and a robot corresponds to a memory
area, with only one robot moving at any given time. Discarding intermediate results
for an algorithm A is equivalent to moving the robot on the ray corresponding to A
back to the origin. Kao et al. [10] and Yin [23] gave a hybrid algorithm that achieves
an optimal competitive ratio of k + 2(m− k + 1)m−k+1=(m− k)m−k .
A generalization of this context is to consider a distributed setting in which more
than one computer or robot perform a simultaneous search. In this case at least one of
the robots must reach the target, at which time the search is considered complete. The
robots move at unit speed and the competitive ratio is de4ned as the ratio between the
search time and the shortest distance to the target. Under this framework L,opez–Ortiz
and Sweet show that the integer lattice on the plane can be searched eOciently in
parallel [18].
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In this paper we study searches in m concurrent rays which also correspond to
an m heuristic problem with k =p memory states and p processors or computers.
The “terminate-on-success” framework models search and rescue operations as well as
multiple heuristic searches. We provide an optimal strategy with competitive ratio of
1+2(m=p− 1)(m=(m−p))m=p for searching m rays with p¡m robots in parallel. The
case p=1 is sometimes referred in the literature as the cow path problem [11].
A variation of the strategy proposed in this paper can be applied to other graphs
such as trees, resulting in an iterative deepening scheme which is optimal to within a
constant factor. This shows that neither bread 4rst search (BFS) nor depth 4rst search
(DFS) are optimal—absent any other information. This has relevance in distributed
computing searches in game spaces and automated theorem proving.
In particular, computer chess gives two interesting applications for parallel searches.
The 4rst is the three hirn heuristic pioneered by Ingo AlthPofer (see for example [1]).
This heuristic uses three independent sources of advice, namely two computer pro-
grams and a person, to play a game such as chess. The goal of the three hirn team,
as it is to be expected, is to 4nd a good move for the current position. Each com-
puter program uses its own heuristics to propose the best-possible move in the time
allotted. Then the person acts as an arbiter to determine which of the two programs
seems to have gotten closer to the target of 4nding a good move and chooses the
best of the two [1]. A natural generalization is to use m heuristics on p processors,
for p¡m, with the processor scheduling as indicated by the strategies proposed in
the present work. This results in the optimal use of computing resources, absent other
information.
A second application is in the use of massively parallel chess computers, such as
IBM’s Deeper Blue. This computer, which defeated World Champion G. Kasparov in
1997, was equipped with 512 dedicated chess processors [12]. At a 4rst glance one
might posit that this gives a factor of 512 speed up in computations over a single
processor computer. However if the exploration of the game search space tree involves
iterative deepening—as it often does—our results imply that the speed advantage is in
reality a multiplicative factor on the order of 2781, which is over 4ve times higher
than expected. Indeed, a parallel m ray solution would have a speed-up advantage
of approximately 2e ≈ 5:436 above and beyond that expected from the increase in
processor count alone.
The paper is organized as follows. In Section 2 we present some de4nitions and
preliminary results. In Section 3 we characterize the nature of a subfamily of optimal
strategies and present a lower bound for the problem of searching on m rays with p
robots. In Section 4 we then present an algorithm that achieves this bound, which is
optimal.
2. Preliminaries
In the following we consider the problem of a group of p robots searching for a
target of unknown location on m rays in parallel. The competitive ratio is de4ned as
the quotient of the search time over the shortest distance to the target. In this case we
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consider robots that have the same maximal speed, which is assumed to be, without
loss of generality, one unit of distance per unit of time.
Given a strategy S, at a time T the snapshot of S is given by m + 2p values
(s1; : : : ; sm; d1; I1, d2; I2; : : : ; dp; Ip), where si is the distance up to which ray i is ex-
plored, di is the distance of robot i to the origin, and Ii is the index of the ray that
robot i is located on. Consider now a strategy S to search on m rays with p robots,
in which the robots repeatedly travel one ray for a certain distance and then return to
the origin to choose another ray. Let XS =(x0; x1; : : :) be the collection of distances at
which the robots change direction to return to the origin, ordered by the time at which
the robots turn around.
Let ri be the ray on which the robot that turns at xi is located and Ti be the 4rst
time that a robot passes xi on ray ri again. Assume that this robot turns around again
after having traveled a distance of xk , where k¿i. If the target is placed on ri between
xi and xk , say at distance d after xi, then the competitive ratio of the strategy for this
placement is
Ti + d
xi + d
:
Since the competitive ratio is a worst-case measure, we see that the competitive ratio
CS of S is at least
CS ¿ sup
d¿0
{
Ti + d
xi + d
}
=
Ti
xi
: (1)
As the target is necessarily found at some point along a step, we obtain
CS = sup
i¿0
{
Ti
xi
}
:
We say a ray r is occupied at time T if there is a robot on r at this time. We
say a ray r is busy at time T if there is a robot on r that is moving away from
the origin at this time. Let the schedule of robot R be the sequence of rays in the
order in which they are explored by R together with the distance to which they are
explored, i.e. SchR=(d1; I1; d2; I2; : : :). Given two strategies we say that S1 is contained
in S2 up to time T , denoted S1 ⊆T S2, if the snapshots of both strategies coincide for
all t6T . Given a sequence of strategies V=(S1; S2; : : :), we say that the sequence
V converges to a limit strategy S if there is a strictly increasing function T (n) with
limn→∞ T (n)=∞ such that for each n, Sm ⊆T (n) Sm+1 for all m¿n. The limit strategy
S is de4ned in the obvious way.
3. A lower bound
We are interested in proving a lower bound on CS for any on-line strategy S.
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Lemma 1. Let S be a strategy to search on m rays with p robots. Then there exist
a strategy S ′ with the same competitive ratio or better such that
1. At any time t, there is at most one robot on a given ray.
2. If a robot moves towards the origin on some ray, then it continues until it has
reached the origin.
3. All robots are moving at all times.
Proof. Assume that there are at least two robots on a given ray. Either the paths
of these two robots cross in opposing directions along the ray or not. In the latter
case, this means that one robot trails the other along that ray and, hence, has no net
eSect in the exploration. Clearly, a modi4ed strategy S ′ in which the trailing robot
stays put in the origin has the same competitive ratio as S. Alternatively, if the robot
paths cross in opposing directions consider a strategy S ′′ which replaces the cross-paths
with a “bounce”, in which both robots change direction at the point of intersection of
their paths. The robots also exchange schedules from that point onwards. S ′′ is now
a strategy in which the robots never properly cross in opposing directions, and hence
itself can be replaced with a strategy S ′ in which one of the robots stays in the origin.
S ′ is a strategy with the same competitive ratio as S in which robots do not change
direction away from the origin.
Similarly, if the robot is moving towards the origin and then changes direction, we
can create a strategy S ′ in which the robot stays put rather than moving toward the
origin and then backtracking its steps. The strategy S ′ has the same competitive ratio
as S, but no changes in direction away from the origin along a ray.
Lastly if we consider a robot whose sequence of moves includes a stand-still period,
clearly removing those idle periods can only decrease the competitive ratio. Let R be a
robot that is idle at step i. Then R moves ahead to explore ray Ii in its schedule SchR.
However this ray might presently be occupied in which case R exchanges schedule with
the robot R′ occupying the ray and moves ahead to the next ray in SchR′ . In turn, this
ray might also be occupied, and the robot exchanges schedules yet again, and so on.
Note that a swap on a given ray monotonically increases the distance to be traversed
on that ray by it’s occupant. Hence this de4nes a sequence of strategies whose limit
strategy S ′ is well de4ned. Moreover, S ′ satis4es all three properties required in the
lemma and has competitive ratio no larger than the original strategy S.
Lemma 2. There is an optimal on-line strategy to search on m rays with p robots
that satis:es Lemma 1 such that if a robot is located at the origin at time T , then it
chooses to explore the ray that has been explored the least among all non-busy rays.
Proof. Let S be an optimal strategy to search on m rays with p robots that satis4es
Lemma 1. Assume that robot R is located at the origin at time T and chooses to
explore ray r which is explored up to distance dr . Assume that there is a non-busy
ray r′ that is explored up to distance dr′¡dr . Now consider the strategy S ′ where the
robot chooses to explore the ray r′ and the robot that explores ray r′ after T in S
explores ray r in S ′. Each of these rays is explored in S ′ to its originally scheduled
distance in S, only the order changes. Everything else remains the same.
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The only diSerence in competitive ratio between the strategies S and S ′ is the time
when the point located at a distance dr on ray r is passed the 4rst time by a robot
and the time when dr′ is passed the 4rst time by a robot on ray r′.
Assume that in Strategy S a robot passes dr′ on ray r′ at time T ′ + dr′ . Since r is
explored before ray T’, we have T ′¿T . Hence, the competitive ratio of S for those two
steps is
max
{
T + dr
dr
;
T ′ + dr′
dr′
}
= 1 +max
{
T
dr
;
T ′
dr′
}
;
whereas the competitive ratio of S ′ for those two steps is
max
{
T + dr′
dr′
;
T ′ + dr
dr
}
= 1 +max
{
T
dr′
;
T ′
dr
}
:
Since T ′¿T and dr¿dr′ , T ′=dr′¿max{T=dr′ ; T ′=dr} and the competitive ratio of S ′
is no greater than the competitive ratio of S.
This shows that switching the searching order to favour the least explored ray has no
negative eSect on the competitive ratio. However if the non-busy ray r′ was occupied,
then S ′ violates condition (1) of Lemma 1. In this case, rather than R exploring the
occupied ray r′ it exchanges schedule from that point onwards with the occupant of r′
as in the proof of Lemma 1. First we observe that after the exchange of schedules, r′
is no longer the least explored non-busy ray as it either has been explored to a distance
d¿dr¿dr′ which is further than ray r or it is in the process of being explored to that
distance and hence is busy. In this case, we have a new strategy S ′ in which robot
R is about to explore a ray r′ which might or might not be non-busy and occupied.
We apply the same procedure to what would be the least explored ray r′′ in the new
strategy S ′ and we obtain a new strategy S ′′ in which ray r′′ is about to be explored.
Note that the distance to which r′ is explored increased. Hence this creates a sequence
of strategies (S; S ′; S ′′; : : :) whose limit strategy has competitive ratio no larger than S.
Moreover this new strategy satis4es the properties of Lemma 1 and robots explore the
least explored non-busy ray in sequence.
Corollary 1. There is an optimal strategy to search on m rays with p robots such
that at any time the explored distances of all occupied, but not busy rays are larger
than the minimum of the explored distances of all unoccupied rays.
Proof. By Lemma 2 there is an optimal strategy such that a robot at the origin always
chooses to explore the non-busy ray that is explored the least. If this ray is occupied,
then there is a time at which two robots are on the same ray—a contradiction to
Lemma 1.
A strategy satisfying Lemmas 1 and 2 is termed a normalized strategy. The next
lemma provides a lower bound for normalized optimal strategies.
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Lemma 3. The competitive ratio CS of an optimal normalized strategy S with turn
point sequence X =(x0; x1; : : :) is at least
CS ¿ sup
k¿0
{
1 + 2
k+m−p∑
i=0
xsi
/
k∑
i=k−p+1
xsi
}
; (2)
where X s = (xs0; x
s
1; : : :) is the sequence of the sorted values of X and x
s
i := 0 if i¡0.
Proof. Let S be an optimal normalized strategy. Consider a time T such that robot R0
is located at the origin. Since S is a normalized strategy, R0 will explore the ray r0
that has been explored the least among all occupied rays at time T . In general, let rj
be the current ray of robot Rj at time T , for 06j6p− 1.
Now consider the sequence of turn points taken by a robot Rj up to—but not
including—time T . These turn points are elements in the sequence X s; let Ij be the
set of indices in X s of these turn points of robot Rj.
Let the distance up to which ray r0 is explored at time T be d0. Note that d0 = xsk0 ,
for some k0¿0. Furthermore, let dj be the distance up to which ray rj was explored
before the robot Rj entered ray rj. Note that dj = xskj , for some 06kj where kj¡k0 by
Lemma 2. Hence dj6d0. When the robot Rj passes dj at time Tj6T + dj6T + d0
and the target is placed right after dj on ray rj, then the competitive ratio for this
placement of the target is given by
2
∑
i∈Ij x
s
i + x
s
kj
xskj
= 1 + 2
∑
i∈Ij x
s
i
xskj
;
according to Eq. (1), for 06j6p − 1. Factor 2 comes from the fact that the robot
has traveled to and from the origin to each turn point. Hence, the competitive ratio at
time T + d0 is at least
CS ¿ max
06j6p−1
{
1 + 2
∑
i∈Ij x
s
i
xskj
}
¿ 1 + 2
∑p−1
j=0
∑
i∈Ij x
s
i∑p−1
j=0 x
s
kj
:
Here, we make use of the fact that max{a=c; b=d}¿(a+b)=(c+d), for all a; b; c; d¿0.
Note that the sum A=
∑p−1
j=0
∑
i∈Ij x
s
i contains as summands all x
s
i that have been
explored up to time T . In particular, A includes all xsi that are smaller than x
s
k0 , as
otherwise the robot R0 would have explored a ray diSerent from r0 by Lemma 2.
Similarly, there are at least m − p + 1 unoccupied rays at time T , one of which is
r0. These rays have each been explored to a distance xli¿xk0 , for 16i6m− p since
otherwise robot R0 would have chosen one of these for exploration at time T . The
smallest choice for these m− p values is xsk0+1; : : : ; xsk0+m−p. Hence,
p−1∑
j=0
∑
i∈Ij
xsi ¿
k0+m−p∑
i=0
xsi :
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Now consider the values dj, for 16j6p − 1. The value dj is the distance up to
which ray rj was explored before robot Rj entered it. Since robot Rj chose ray rj
and not ray r0, Lemma 2 implies that dj6d0 = xsk0 . The p− 1 largest such values are
xsk−p+1; : : : x
s
k−1 and
p−1∑
j=1
dj 6
k0∑
i=k0−p+1
xsi :
Hence,
CS ¿ 1 + 2
∑p−1
j=0
∑
i∈Ij x
s
i∑p−1
j=0 x
s
kj
¿ 1 + 2
∑k0+m−p
i=0 x
s
i∑k0
i=k0−p+1 x
s
i
for all k¿p.
In order to prove a lower bound on Expression (2) we make use of the results
by Gal [7] and Schuierer [21] which we state here without proof and in a simpli-
4ed form for completeness. Let Ga=(1; a; a2; : : :) be the geometric sequence in a and
Xi =(xi; xi+1; : : :) the suOx of sequence X starting at xi.
Theorem 1 (Schuierer [21]). Let X =(x0; x1; : : :) be a sequence of positive numbers, r
an integer, and a= lim supn→∞ (xn)
1=n, for a∈R∪{+∞}. If Fk , k¿0, is a sequence
of functionals which satisfy
1. Fk(X ) only depends on x0; x1; : : : ; xk+r ,
2. Fk(X ) is continuous, for all xi¿0, with 06i6k + r,
3. Fk("X )=Fk(X ), for all "¿0,
4. Fk(X + Y )6max(Fk(X ); Fk(Y )), and
5. Fk+i(X )¿Fk(Xi), for all i¿1,
then
sup
06k¡∞
Fk(X )¿ sup
06k¡∞
Fk(Ga):
In particular, in our case it is easy to see that, if we set
Fk(X s) = 1 + 2
k+m−p∑
i=0
xsi
/
k∑
i=k−p+1
xsi ;
then Fk satis4es all conditions of Theorem 1. Hence,
CS¿ sup
06k¡∞
Fk(X s)¿ sup
06k¡∞
Fk(Ga) = sup
06k¡∞
{
1+2
k+m−p∑
i=0
ai
/
k∑
i=k−p+1
ai
}
:
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Note that if a61, then the above ratio tends to in4nity as k → ∞. Hence, we can
assume that a¿1 and obtain
CS ¿ sup
06k¡∞
{
1 + 2
(ak+m−p+1 − 1)=(a− 1)
(ak+1 − ak−p+1)=(a− 1)
}
= sup
06k¡∞
{
1 + 2
ak+m−p+1 − 1
ak+1 − ak−p+1
}
(a¿1)
= 1 + 2
am−p
1− a−p = 1 + 2
am
ap − 1 :
The above expression is minimized for a=(m=(m − p))1=p and the competitive ratio
is bounded from below by
CS ¿ 1 + 2
(m=(m− p))m=p
m=(m− p)− 1 = 1 + 2
(
m
p
− 1
)(
m
m− p
)m=p
:
Theorem 2. There is no search strategy for a target on m rays using p robots with
a competitive ratio of less than
1 + 2
(
m
p
− 1
)(
m
m− p
)m=p
:
Note that the above expression interpolates nicely between the various special cases
that may occur. For instance, if p=1, then we obtain 1+2mm=(m−1)m−1 as previously
shown [2,7]. If there is an integer number of rays per robot, say m= kp for some
integer constant k, then we obtain
1 + 2
(
kp
p
− 1
)(
kp
kp− p
)kp=p
= 1 + 2(k − 1) k
k
(k − 1)k = 1 + 2
kk
(k − 1)k−1 ;
that is, the same competitive ratio as if each of the robots searches on a separate subset
of k rays.
4. An optimal strategy
We now present a strategy that achieves a competitive ratio matching the lower
bound we have shown above. The strategy works as follows. The robots explore the
rays in a 4xed cyclic order. Let a=(m=(m− p))1=p. The sequence of return distances
of the robots is given by xi = ai for i=0; 1; 2; : : : : The kth time that robot R returns to
the origin it chooses to explore ray (kp + R)modm up to distance xkp+R. Obviously,
the ith time ray r is explored, the robot explores it up to distance xim+r .
So let r be a ray that is explored by robot R after it has returned the kth time to the
origin. Hence, kp + R= rmodm, or equivalently kp + R= im + r. The total distance
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traveled thus far by robot R is 2
∑k−1
j=0 xjp+R. Clearly, the robot that explored ray r
up to distance x(i−1)m+r reached the origin before robot R. Hence, r has been explored
up to distance x(i−1)m+r when robot R travels on it and the competitive ratio in this
step is given by
1 + 2
∑k−1
j=0 xjp+R
xkp+R−m
= 1 + 2
aR
∑k−1
j=0 (a
p)j
aRakp−m
= 1 + 2
akp − 1
(ap − 1)akp−m
6 1 + 2
am
ap − 1 = 1 + 2
(
m
p
− 1
)(
m
m− p
)m=p
:
Since the bound is independent of the robot R, the ray r and the number of times
the ray was visited, we obtain the following theorem.
Theorem 3. There exists an on-line strategy for searching for a target on m rays
using p robots with a competitive ratio of
1 + 2
(
m
p
− 1
)(
m
m− p
)m=p
which is optimal.
5. Conclusions
We present an optimal strategy for searching for a target on m concurrent rays in
parallel using p robots. This strategy has a competitive ratio of
1 + 2
(
m
p
− 1
)(
m
m− p
)m=p
:
This is a generalization of the on-line construction of on-line heuristics to a distributed
model. It also extends the cow path problem to multiple searchers on m concurrent
rays, which has proven to be a basic primitive in the exploration of certain classes of
polygons. Furthermore, it expands the 4eld of target searching to multiple robots; a
setting that more closely reUects real-world scenarios. An open problem is to generalize
this algorithm to randomized or average case strategies. In similar settings, a trade-oS
theorem between average and worst case performance of search strategies for a single
robot is known. It is natural to expect that a similar result might hold for parallel
searches.
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