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a b s t r a c t
In this paper we present recentered confidence sets for the parameters of a logistic
regression model based on preliminary minimum φ-divergence estimators. Asymptotic
coverage probabilities are given as well as a simulation study in order to analyze the
coverage probabilities for small and moderate sample sizes.
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1. Introduction
Let Yi, i = 1, . . . , n, be independent binomial random variables with parameters pii and ni, i = 1, . . . , n. We shall assume
that the parameters pii = Pr(Yi = 1), i = 1, . . . , n, depend on the unknown parameters β = (β0, . . . ,βk)T, βi ∈ (−∞,∞)




xijβj, i = 1, . . . , n (1)
where logit(p) = log (p/(1− p)). In the following we shall denote the binomial parameter pii by pii ≡ pi (xTi β) and by X the
n× (k+ 1)matrix with rows xi, i = 1, . . . , n. We also assume that rank(X) = k+ 1.
In [4] a preliminary test estimator for β ,β̂Preφ1,φ2 (see (8) in Section 2) was considered. This estimator is based on the
restricted β̂H0φ2 (see (7) in Section 2) and the unrestricted β̂φ2 (see (2) in Section 2) minimum φ2-divergence estimators of
β. An important problem for the point estimation of β is to provide associated confidence sets. In this paper we consider
asymptotic recentered confidence sets for β based on β̂Preφ1,φ2 , β̂
H0
φ2
and β̂φ2 and we study their coverage probabilities.
In Section 2 we present some notation as well as some preliminary results that will be necessary in the paper. Section 3
is devoted to the definition of recentered confidence sets as well as an analytical study of their asymptotic coverage
probabilities. Finally, in Section 4 a simulation study is carried out in order to analyze the coverage probabilities for small
and moderate sample sizes and different choices on the functions φ1 and φ2.
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2. Background and notation
We denote by yi the number of “successes” associated with the binomial random variable Yi, i = 1, . . . , n. Minimum
φ2-divergence estimator (Mφ2E) of β , β̂φ2 = β̂φ2(Y1, . . . , Yn) is defined as
β̂φ2 = arg minβ∈Θ
n∑
i=1




















, i = 1, . . . , n, (3)
Θ = {β = (β0,β1, . . . ,βk) : βj ∈ (−∞,+∞) , j = 0, . . . , k} and Dφ2 (p̂i,pi i (β)) is the φ2-divergence measure between the
probability vectors p̂i and pi i (β), given by






















1− pi (xTi β)) ni
)
, (4)
φ2 ∈ Φ, Φ is the class of all convex functions φ2 (x), x > 0, such that at x = 1,φ2 (1) = φ′2 (1) = 0,φ′′2 (1) > 0. In (4) we
shall assume the conventions 0φ2 (0/0) = 0 and 0φ2 (p/0) = p limu→∞ φ2 (u) /u. For a systematic study of φ2-divergences
see Pardo [6].
For φ2(x) = x log x− x+ 1 we obtain in (4) the Kullback–Leibler divergence,






+ (ni − yi) log (ni − yi)(1− pi (xTi β) ni)
and it is immediately seen that
n∑
i=1
niDKull (p̂i,pi i (β)) = −l (β)+ k,















Therefore, the maximum likelihood estimator defined by β̂ = arg maxβ∈Θ l (β) can also be defined by




niDKull (p̂i,pi i (β))
and the minimum φ2-divergence estimator defined in (2) is a natural extension of the maximum likelihood estimator.
We denote N =∑ni=1 ni,
















))1/2 (1− pi(xTi β))1/2
−pi(xTi β)1/2
 , i = 1, . . . , n. (5)
In the following we shall assume λi = limN→∞ ni/N, i = 1, . . . , n. Under the assumption thatpi has continuous second partial












where W (β0) = limN→∞WN (β0). For more properties about β̂φ2 see Pardo et al. [5].
Now we assume that we have the additional information that β ∈ Θ0 = {β ∈ Θ/KTβ = m}, where KT is any matrix of r
rows and k+1 columns and m is a vector of order r of specified constants. The minimum φ2-divergence estimator restricted








niDφ2 (p̂i,pi i (β)) . (7)











0,H∗ (β0) (XTW (β0)X)−1
)
,
where H∗ (β0) = I −
(
XTW (β0)X
)−1 K (KT (XTW (β0)X)−1 K)−1 KT.
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If we consider φ2(x) = x log x− x+ 1 in (7) we obtain the classical restricted maximum likelihood estimator.




, i.e., for testing
H0 : KTβ = m versus H1 : KTβ 6= m














where pi i(β̂φ2) and pi i(β̂
H0
φ2
) are obtained from (3) replacing β by β̂φ2 and β̂
H0
φ2
respectively. We can observe that the statistic




, while φ1 is used to calculate the “distance” between the two probability vectors.
It is interesting to observe that for φ2(x) = φ1(x) = x log x − x + 1 we obtain Tφ1,φ2N = LR + oP(1), where LR is the
likelihood-ratio test.



















where IA(y) denotes an indicator function taking the value 1 if y ∈ A and 0 if y 6∈ A. Hence, the preliminary estimator depends
on φ1 and φ2.
In [4] the asymptotic bias and the asymptotic distributional quadratic risk for β̂Preφ1,φ2 , β̂φ2 and β̂
H0
φ2
were studied. A closely
related problem is the confidence sets based on the preliminary test estimators. Our interest in this paper is to provide
asymptotic recentered confidence sets based on β̂Preφ1,φ2 , β̂φ2 and β̂
H0
φ2
, for contiguous alternative hypotheses and to obtain the
asymptotic expressions for their coverage probabilities. Whereas exact expressions have been studied in the multinomial
distributional problem, [1] among others, in logistic regression models it is not possible to obtain exact results. Recentered
confidence sets are well documented in [7] for different statistical problems.
3. Coverage probabilities: An analytical study
We define the recentered confidence set based on the estimator β̂∗φ, where β̂
∗
φ is equal to β̂
Pre
φ1,φ2













∥∥∥β − β̂∗φ∥∥∥2XTWN(β̂φ2 )X ≤ χ2k+1,α
}
,
where ‖Y‖2C = YTCY.
We are going to see the asymptotic behavior of β̂Preφ1,φ2 , β̂φ2 and β̂
H0
φ2
under fixed alternative hypotheses defined by
H1 : KTβ = m+ s
with s ∈ Rr and fixed. The main results are presented in the following theorem:
























has a degenerate asymptotic distribution.
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In order to establish (a) we consider, based on (8), the quadratic difference
N









































































(b) Based on Pardo et al. [5]






































































































is degenerated under the fixed alternative hypothesesH1 : KTβ = m+s.

The result in the previous theorem is important because it reveals that in order to obtain meaningful asymptotic coverage






we must consider contiguous alternative hypotheses to H0, i.e., we shall consider
hypotheses of the type,
H1,N : βN = β0 + N−1/21,
with β0 ∈ Θ0 and1 ∈ Rk+1.
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If we consider the function g(β) = KTβ−m it is clear thatΘ0 = {β ∈ Θ : g(β) = 0} and the hypothesis H1,N is equivalent
to the hypothesis
H∗1,N : g(βN) = N−1/2δ(H∗1,N : KTβN = m+ N−1/2δ).
A Taylor expansion of g(βN) around β0 ∈ Θ0 yields
g(βN) = g(β0)+ KT(βN − β0)+ o (1) ,
but g(β0) = 0 and βN − β0 = N−1/21, hence
g(βN) = N−1/2KT1+ o (1) .
Now if we consider δ = KT1we have the equivalence in the limit.
On the other hand, we know that
N
∥∥∥βN − β̂∗φ∥∥∥2XTWN(β̂φ2 )X − N
∥∥∥βN − β̂∗φ∥∥∥2XTWN(β0)X P→ 0.

















∥∥∥βN − β̂∗φ∥∥∥2XTWN(β0)X ≤ χ2k+1,α
}
.


















, (01 is an r × (k + 1) matrix and 02 a (k + 1 − r) ×(k + 1) matrix), the orthogonal
matrix that diagonalizes the idempotent matrix
(XTWN (β0)X)−1/2KT(KT(XTWN (β0)X)−1K)−1K(XTWN (β0)X)−1/2,





0(XTWN (β0)X)1/2β̂φ2 − 0(XTWN (β0)X)−1/2K(KT(XTWN (β0)X)−1K)−1m
)
+ oP (1) . (10)
Then, we have:
(a) ηN − E [ηN] L−→
N→∞N (0, I







∥∥∥βN − β̂Preφ1,φ2∥∥∥2XTWN(β0)X =
∥∥∥E [η1]− η1I[χ2r,α,∞) (ηT1η1 + oP(1))∥∥∥2 + ∥∥E [η2]− η2∥∥2 + oP (1).
Proof. Part (a). Based on the definition of ηN , given in (10), we have







Now by (6) we obtain
ηN − E [ηN] L−→
N→∞N (0, I
∗).
Now we consider part (b). The matrix 0 verifies





































0(XTWN (β0)X)1/2β̂φ2 − 0(XTWN (β0)X)−1/2K(KT(XTWN (β0)X)−1K)−1m
)T
×0(XTWN (β0)X)−1/2K(KT(XTWN (β0)X)−1K)−1KT(XTWN (β0)X)−1/20T




−√N0(XTWN (β0)X)−1/2KKT(XTWN (β0)X)−1m+ oP(1).










ηN + oP(1) = ηT1η1 + oP(1)





= 1TKT(KT(XTW (β0)X)−1K)−1K1. (11)
This result follows since
√
N(η1−E[η1]) converges in law to an r-normal random vector with mean vector zero and variance
covariance matrix Ir .































































































A = √N0(XTWN (β0)X)1/2(XTWN (β0)X)−1K(KT(XTWN (β0)X)−1K)−1(KTβ̂φ2 −m)+ oP(1)
= √N
(


























B = √N0(XTWN (β0)X)1/2
(








































T , (E [η2]− η2)T
)T
.


















∥∥∥βN − β̂Preφ1,φ2∥∥∥2XTWN(β0)X =
∥∥∥E [η1]− η1I[χ2r,α,∞) (ηT1η1 + oP(1))∥∥∥2 + ∥∥E [η2]− η2∥∥2 + oP (1) . 
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= Gr(χ2r,α;λ)Gk+1−r(χ2k+1,α − λ; 0) + limN→∞
∫ χ2k+1,α









= Gk+1−r(χ2k+1,α − λ; 0).
ByGa(b;µ)we are denoting the distribution function of a noncentral chi-square random variable with noncentrality parameter
µ and “a” degrees of freedom evaluated at “b”.














(∥∥E [η1]∥∥2 + ∥∥E [η2]− η2∥∥2 < χ2k+1,α; ∥∥η1∥∥2 ≤ χ2r,α)
+ lim
N→∞ Pr
(∥∥E [η1]− η1∥∥2 + ∥∥E [η2]− η2∥∥2 < χ2k+1,α; ∥∥η1∥∥2 > χ2r,α)




(∥∥E [η1]− η1∥∥2 ≤ χ2k+1,α − t; ∥∥η1∥∥2 > χ2r,α) dGk+1−r(t; 0).
(b) It is well known that β̂Preφ1,φ2 = β̂
H0
φ2
if Tφ1,φ2N < χ2r,α, therefore based on the previous Lemma we have
N









(∥∥E [η1]∥∥2 + ∥∥E [η2 − η2]∥∥2 ≤ χ2k+1,α)
= lim
N→∞ Pr
(∥∥E [η2]− η2∥∥2 ≤ χ2k+1,α − λ)
= Gk+1−r(χ2k+1,α − λ; 0). 





∥∥∥βN − β̂φ2∥∥∥2XTWN(β0)X ≤ χ2k+1,α
)
= 1− α














∥∥∥βN − β̂H0φ2∥∥∥2XTWN(β0)X ≤ χ2k+1,α
}
,









= Gk+1−r(χ2k+1,α − λ; 0).
We can observe that Gk+1−r(χ2k+1,α − λ; 0) is a decreasing function on λ. At λ = 0, it attains the maximum value
Gk+1−r(χ2k+1,α; 0) and it tends to zero as λ → χ2k+1,α. The coverage probabilities of Cβ(β̂φ2) and Cβ(β̂
H0
φ2
) are equal if
λ = χ2k+1,α − G−1k+1−r(1− α; 0).
The asymptotic coverage probability of CβN (β̂
Pre
φ1,φ2
) depends on the noncentrality parameter λ in the following way:
Theorem 5. The following results hold:
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(∥∥E [η1]− η1∥∥2 ≤ χ2k+1,α − t; ∥∥η1∥∥2 > χ2r,α) dGk+1−r(t; 0)
= lim
N→∞ Pr















. On the other hand we have established before that




(∥∥E [η1]− η1∥∥2 ≤ χ2k+1,α − t; ∥∥η1∥∥2 > χ2r,α) dGk+1−r(t; 0),













(∥∥E [η1]− η1∥∥2 ≤ χ2k+1,α − t) dGk+1−r(t; 0)
= lim
N→∞ Pr
(∥∥E [η1]− η1∥∥2 + ∥∥E [η2]− η2∥∥2 ≤ χ2k+1,α)
= Pr(χ2k+1 ≤ χ2k+1,α) = 1− α.










(∥∥E [η1]− η1∥∥2 ≤ χ2k+1,α − t; ∥∥η1∥∥2 > χ2r,α) dGk+1−r(t; 0).




< λ then (χ2k+1,α)1/2 + (χ2r,α)1/2 < λ1/2 and further∥∥E [η1]− η1∥∥2 ≤ χ2k+1,α − t H⇒ ∥∥E [η1]− η1∥∥ ≤ √χ2k+1,α − t,
then ∥∥E [η1]∥∥− ∥∥η1∥∥ = λ1/2 − ∥∥η1∥∥ ≤ ∥∥η1 − E [η1]∥∥ H⇒ λ1/2 ≤ ∥∥η1∥∥+ √χ2k+1,α − t.
Since √
χ2k+1,α − t + (χ2r,α)1/2 ≤ (χ2k+1,α)1/2 + (χ2r,α)1/2 < λ1/2 ≤
∥∥η1∥∥+ √χ2k+1,α − t
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hence













(∥∥E [η1]− η1∥∥2 ≤ χ2k+1,α − t) dGk+1−r(t; 0)
= Pr(χ2k+1 ≤ χ2k+1,α) = 1− α. 
4. Simulation results
We study the coverage probability (CP) of the confidence sets based on preliminary minimum (φ1,φ2)-divergence
test estimators, β̂Preφ1,φ2 , under the null hypothesis as well as under contiguous alternative hypotheses using Monte Carlo
experiments. Our idea is to check the advantage of using the minimum φ-divergence estimators instead of the MLE as well
as φ-divergence test statistics instead of the classical likelihood-ratio test or Pearson test statistic. In our study we shall
consider the power divergence measures introduced and studied in [2], the expression of the function associated with this
family of divergence measures is
φλ(x) =

xλ+1 − x− λ (x− 1)
λ (λ+ 1) , λ 6= 0,−1
x log x− x+ 1, λ = 0
log x+ x− 1, λ = −1.










N )+ β̂φλ2 I[χ2r,α,∞)(T
φλ1 ,φλ2
N ),
for some choices of the parameters λ1 and λ2. More concretely we shall use λ1 = −1/2, 0, 2/3, 1 and 2 and λ2 = 0, 2/3 and
1. It is interesting to note that for λ2 = 0, β̂φ0 and β̂
H0
φ0
are the unrestricted and restricted MLE of β respectively. Note that
T
φ0,φ0
N = LR+ oP(1), where LR is the likelihood-ratio test.
The logistic regression model considered in the simulation study consists of a dichotomous dependent variable and three
normally distributed with zero mean and unit variance explanatory variables. We generated 10 000 samples of different
sample sizes n = (n1, . . . , nn)T ∈ N = {n1, n2, n3, n4, n5} with n1i = 15, n2i = 30, n3i = 80, i = 1, . . . , 8, n4 =
(25, 25, 25, 25, 10, 10, 10, 10) and n5 = (40, 40, 15, 15, 5, 5, 25, 25). The regression coefficientsβT = (β0,β1,β2,β3)were
generated from a uniform over (0, 2) .
We analyze the CP under the null hypothesis β ∈ Θ0 as well as the contiguous alternative hypotheses
H1,N : βN = β + N−1/21,
with β ∈ Θ0 and different values of1,11 = (0, 0, 0, 30) ,12 = (0, 0, 0, 20) ,13 = (0, 0, 0,−20) and14 = (0, 0, 0,−30).
We present the results obtained in Tables 1–5.
Table 1
CP of the estimates for1 = 0
λ1 λ2 n
1 n2 n3 n4 n5
0 −1/2 0.9734 0.9670 0.9606 0.9757 0.9720
0 0.9658 0.9670 0.9655 0.9692 0.9651
2/3 0.9484 0.9551 0.9578 0.9437 0.9421
1 0.9344 0.9440 0.9512 0.9259 0.9299
2 0.9022 0.9015 0.9238 0.8790 0.8874
2/3 −1/2 0.9738 0.9673 0.9607 0.9760 0.9714
0 0.9647 0.9661 0.9658 0.9684 0.9628
2/3 0.9461 0.9538 0.9571 0.9406 0.9396
1 0.9312 0.9426 0.9506 0.9226 0.9260
2 0.8990 0.8980 0.9227 0.8754 0.8817
1 −1/2 0.9739 0.9672 0.9612 0.9759 0.9711
0 0.9647 0.9663 0.9659 0.9677 0.9627
2/3 0.9446 0.9530 0.9568 0.9391 0.9382
1 0.9304 0.9417 0.9502 0.9219 0.9249
2 0.8975 0.8972 0.9218 0.8738 0.8802
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Table 2
CP of the estimates for1 = 11
λ1 λ2 n
1 n2 n3 n4 n5
0 −1/2 0.9572 0.9378 0.9000 0.9637 0.9558
0 0.9066 0.8953 0.8618 0.9144 0.9147
2/3 0.8231 0.8142 0.8027 0.8451 0.8560
1 0.7891 0.7786 0.7748 0.8151 0.8326
2 0.7145 0.7016 0.6973 0.7542 0.7787
2/3 −1/2 0.9552 0.9322 0.8893 0.9626 0.9545
0 0.9023 0.8883 0.8495 0.9109 0.9129
2/3 0.8178 0.8027 0.7838 0.8413 0.8525
1 0.7822 0.7669 0.7546 0.8119 0.8286
2 0.7078 0.6886 0.6758 0.7509 0.7751
1 −1/2 0.9542 0.9290 0.8845 0.9619 0.9541
0 0.9012 0.8846 0.8430 0.9101 0.9123
2/3 0.8162 0.7989 0.7751 0.8398 0.8515
1 0.7804 0.7635 0.7435 0.8105 0.8277
2 0.7059 0.6831 0.6653 0.7499 0.7725
Table 3
CP of the estimates for1 = 12
λ1 λ2 n
1 n2 n3 n4 n5
0 −1/2 0.9587 0.9481 0.9232 0.9664 0.9612
0 0.9336 0.9309 0.9169 0.9429 0.9461
2/3 0.8844 0.8933 0.8917 0.9014 0.9140
1 0.8603 0.8741 0.8736 0.8770 0.8974
2 0.7968 0.8220 0.8328 0.8178 0.8564
2/3 −1/2 0.9581 0.9475 0.9200 0.9665 0.9610
0 0.9330 0.9301 0.9136 0.9427 0.9460
2/3 0.8841 0.8916 0.8888 0.9008 0.9139
1 0.8594 0.8720 0.8708 0.8767 0.8971
2 0.7961 0.8191 0.8296 0.8170 0.8558
1 −1/2 0.9581 0.9466 0.9192 0.9665 0.9612
0 0.9331 0.9296 0.9116 0.9425 0.9461
2/3 0.8840 0.8911 0.8878 0.9006 0.9140
1 0.8595 0.8714 0.8699 0.8766 0.8970
2 0.7961 0.8182 0.8279 0.8161 0.8554
Table 4
CP of the estimates for1 = 13
λ1 λ2 n
1 n2 n3 n4 n5
0 −1/2 0.7939 0.7717 0.8021 0.7704 0.7928
0 0.8547 0.8229 0.8350 0.8230 0.8238
2/3 0.8945 0.8644 0.8574 0.8748 0.8696
1 0.9048 0.8742 0.8647 0.8859 0.8803
2 0.9185 0.8890 0.8728 0.8991 0.8899
2/3 −1/2 0.8307 0.8057 0.8270 0.8189 0.8622
0 0.8808 0.8487 0.8545 0.8646 0.8869
2/3 0.9122 0.8824 0.8749 0.9000 0.9140
1 0.9200 0.8919 0.8788 0.9080 0.9185
2 0.9307 0.8999 0.8841 0.9144 0.9207
1 −1/2 0.8466 0.8194 0.8366 0.8384 0.8835
0 0.8934 0.8615 0.8646 0.8814 0.9073
2/3 0.9197 0.8922 0.8824 0.9121 0.9265
1 0.9267 0.9003 0.8844 0.9188 0.9281
2 0.9354 0.9064 0.8891 0.9214 0.9298
From Tables 2 and 3 that correspond with11,12 it is clear that β̂
Pre
0,−1/2 is preferred to the rest. For1 = 0, this estimator
is the first or second best. However, for13,14 it can be seen from Tables 4 and 5 that β̂
Pre
1,2 is preferred to the rest. Therefore,
β̂
Pre
2/3,2/3 can be considered as a good compromise for all the cases. Note that if we want to use the LRT (λ1 = 0) statistic for
the preliminary estimator, the largest CP corresponds to λ2 = −1/2 for1 = 0,11,12 and λ2 = 2 for13 and14. So, β̂Pre0,2/3
is a good compromise between these two. On the other hand, we can fix the MLE (λ2 = 0) for obtaining the preliminary
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Table 5
CP of the estimates for1 = 14
λ1 λ2 n
1 n2 n3 n4 n5
0 −1/2 0.9613 0.9473 0.9353 0.9552 0.9456
0 0.9637 0.9581 0.9472 0.9549 0.9605
2/3 0.9670 0.9606 0.9486 0.9608 0.9660
1 0.9688 0.9605 0.9469 0.9616 0.9669
2 0.9708 0.9585 0.9402 0.9625 0.9665
2/3 −1/2 0.9618 0.9483 0.9385 0.9575 0.9482
0 0.9642 0.9588 0.9488 0.9579 0.9616
2/3 0.9674 0.9610 0.9493 0.9621 0.9664
1 0.9692 0.9609 0.9479 0.9631 0.9671
2 0.9711 0.9589 0.9407 0.9635 0.9669
1 −1/2 0.9622 0.9490 0.9395 0.9583 0.9489
0 0.9647 0.9593 0.9491 0.9588 0.9624
2/3 0.9678 0.9614 0.9497 0.9629 0.9665
1 0.9696 0.9612 0.9483 0.9636 0.9674
2 0.9713 0.9590 0.9411 0.9638 0.9671
estimator and to look for the best statistic. In this case, for 1 = 0,11,12 LRT is the best but for 13,14 the minimum
chi-square statistic is the best, so a good compromise for all1 seems to be the statistic corresponding with λ1 = 2/3.
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