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Resumen
El presente trabajo consiste de un tema que tiene mucha importancia en la mayor´ıa de ramas de la
F´ısica, Ingenier´ıa y Economı´a como es la estabilidad. Primero se presenta a modo de resumen algunos
definiciones sobre autovalores y autovectores, as´ı como la forma de Jordan que sera´ de gran utilidad
para decir cuando un sistema de ecuaciones diferenciales ordinarias o una matriz es estable, inestable
o asinto´ticamente estable.
Tambie´n se estudian las ecuaciones lineales y no lineales no auto´nomas, con coeficientes constantes
para poder analizar que tipo de estabilidad presentan.
Pero principalmente se estudiara´n las funciones de Lyapunov, las cuales nos ayudan a determinar si
un sistema de ecuaciones diferenciales es estable, inestable o asinto´ticamente estable sin saber cual es
su solucio´n.
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Introduccio´n
Desde los or´ıgenes de lo que conocemos como ciencia, el hombre ha tratado de entender y explicar
su entorno, pero se ha encontrado con un mundo cambiante, donde todo esta´ en movimiento, y se ha
propuesto comprender el co´mo y el por que´ de esos movimientos. Una forma de explicar este com-
portamiento es a trave´s de las Ecuaciones Diferenciales Ordinarias (EDO’s), pero algunos feno´menos
requieren de un sistema de e´stas. La teor´ıa de las ecuaciones diferenciales ordinarias intenta entender
procesos en movimiento, es decir cambios o variaciones de un objeto con respecto al tiempo. Se entiende
por sistema de ecuaciones diferenciales ordinarias a x′(t) = f(t, x).
En este trabajo, estudiaremos el concepto de Estabilidad de Lyapunov el cual juega un papel funda-
mental en la Teor´ıa de Sistemas y Control. La estabilidad es una propiedad cualitativa de las ecuaciones
diferenciales a la que se le considera la ma´s importante de todas.
La Teor´ıa de Estabilidad es una materia antigua que aparece casi al mismo tiempo que la Teor´ıa de
Ecuaciones Diferenciales. El objetivo de la Teor´ıa de Estabilidad en el sentido de Lyapunov es extraer
conclusiones acerca del comportamiento de un sistema sin determinar sus trayectorias solucio´n. Quiza´s
el primero en estudiar estabilidad en el sentido “moderno”fue Lagrange (1788), quien analizo´ sistemas
meca´nicos usando lo que ahora llamamos Meca´nica Lagrangiana. Una de sus conclusiones fue que en
ausencia de fuerzas externas el estado de equilibrio de un sistema meca´nico conservativo es estable
siempre que este corresponda a un mı´nimo de la energ´ıa potencial del sistema. Varios investigadores
siguieron los me´todos de Lagrange, pero la mayor parte de su trabajo estuvo restringida a sistemas
meca´nicos conservativos descritos por ecuaciones de movimiento Lagrangiano. El avance significativo
en la Teor´ıa de Estabilidad que nos permite analizar ecuaciones diferenciales arbitrarias se debe al Ma-
tema´tico Ruso A.M. Lyapunov (1892). Lyapunov no u´nicamente introdujo las definiciones ba´sicas de
estabilidad que en la actualidad son usadas, sino que demostro´ muchos de los teoremas fundamentales.
El trabajo de Lyapunov fue desconocido en el Oeste hasta alrededor de 1960 y todo el avance en la
Teor´ıa de Estabilidad hasta ese tiempo se debe a Matema´ticos Rusos. Ahora, los fundamentos de la
teor´ıa esta´n bien establecidos y se le considera como una herramienta indispensable en el ana´lisis y
s´ıntesis de sistemas no lineales.
Este trabajo se puede resumir de la siguiente manera.
En el primer cap´ıtulo, se estudian las ecuaciones lineales. Donde la herramienta principal en el estudio
de las ecuaciones lineales, es el ana´lisis matricial, que se estudia en 1.1. Luego se exponen, en 1.2, los
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elementos ba´sicos de la teor´ıa espectral de operadores en espacios de dimensio´n finita. Esto nos permite
presentar una demostracio´n del teorema de descomposicio´n de Jordan.
Las u´ltimas secciones 1.3, 1.4 y 1.5 aplican los resultados de que disponemos al estudio general de las
ecuaciones lineales, con coeficientes constantes y ecuaciones perio´dicas, respectivamente.
En el segundo cap´ıtulo, se dan las definiciones ba´sicas de estabilidad, estabilidad asinto´tica y se estudia
la estabilidad de ecuaciones lineales.
El estudio de la estabilidad en los sistemas lineales es sencillo, esto, al analizar las caracter´ısticas de los
autovalores y autovectores de la matriz asociada al sistema, pero en sistemas no lineales no se puede
aplicar esta te´cnica directamente, para ello se procede a realizar una linealizacio´n y a partir del sistema
linealizado se puede hacer el estudio de la estabilidad.
En el tercer capitulo, se exponen en primer lugar, en las secciones 3.1, 3.2 y 3.3, algunos teoremas sobre
estabilidad, estabilidad asinto´tica, estabilidad uniforme e inestabilidad, que constituyen los resultados
ba´sicos de la teor´ıa.
Presentamos a continuacio´n en detalle la construccio´n de la funcio´n de Lyapunov para una ecuacio´n
lineal con coeficientes constantes en la seccio´n 3.4.
En el cuarto cap´ıtulo, se expone en un brebe resumen la estabilidad en Ingenier´ıa, se presentan las
definiciones de la transformada de Lapalace y la funcio´n de transferencia que son las definiciones que
se ocupan para estudiar la estabilidad y el criterio de Routh-Hurwitz, en particular la tabulacio´n de
Routh.
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Metodolog´ıa
A continuacio´n se describen los aspectos importantes de la metodolog´ıa de trabajo:
1. Tipo de investigacio´n: Este proyecto de graduacio´n es de cara´cter bibliogra´fico-descriptivo.
Bibliogra´fico: Se ha hecho una extensa recopilacio´n de libros impresos y de libros obtenidos
por Internet para contar con el suficiente material que cubra las necesidades del estudio y de las
que puedan surgir ma´s adelante. El objetivo es compilar coherentemente la informacio´n ma´s u´til
y destacada del tema.
Descriptivo: Ya que se pretende estudiar con detalle las demostraciones de cada uno de los
teoremas propuestos.
2. Forma de Trabajo: Se realizaron reuniones perio´dicas con el asesor del trabajo para tratar
los diferentes aspectos de la investigacio´n como estudiar y discutir la teor´ıa, tratar los diferentes
aspectos del trabajo escrito y de las presentaciones.
3. Exposiciones: Se tendra´n dos exposiciones
Primera Exposicio´n (Pu´blica): Presentacio´n del Perfil del Proyecto de Investigacio´n.
Segunda Exposicio´n ( Pu´blica): Presentacio´n Final del Trabajo de Investigacio´n: resumen
de resultados y aplicaciones.
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Cap´ıtulo 1
Ecuaciones Lineales
La teor´ıa de ecuaciones diferenciales lineales es ba´sica en multitud de aplicaciones a la F´ısica, la
Economı´a y la Ingenier´ıa, etc. Muchos problemas reales vienen a plantear ecuaciones que son lineales
o que admiten una aproximacio´n lineal que es suficiente para muchos propo´sitos.
La herramienta principal en el estudio de las ecuaciones lineales, es el ana´lisis matricial, cuyos resultados
ma´s u´tiles para nuestro propo´sito se exponen en 1.1, a modo de resumen. A continuacio´n se exponen,
en 1.2, los elementos ba´sicos de la teor´ıa espectral de operadores en espacios de dimensio´n finita. Esto
nos permite presentar una demostracio´n bastante sencilla y directa del teorema de descomposicio´n de
Jordan y al mismo tiempo nos da ocasio´n para desarrollar algunas de las ideas ba´sicas subyacentes a
la teor´ıa espectral general de operadores, de tanta importancia en el ana´lisis y en la F´ısica actual.
Las secciones 1.3, 1.4 y 1.5 aplican los resultados de que disponemos al estudio general de las ecuaciones
lineales, con coeficientes constantes y ecuaciones perio´dicas, respectivamente.
1.1. Elementos de ana´lisis matricial
1.1.1. Isomorfismo entre operadores lineales y matriciales
Se puede establecer un isomorfismo entre el espacio vectorial de las matrices n × n de elementos
complejos y el espacio de las aplicaciones (u operadores) lineales definidas en un espacio vectorial X
complejo de dimensio´n n, hacia el mismo X. Esto nos permitira´ hablar indiferentemente de operadores
lineales o de matrices.
Lo primero que vamos a probar es que toda aplicacio´n matricial es una aplicacio´n lineal.
Sea A una matriz n×n de elementos de C, A = (aij). Sea X un espacio vectorial sobre C de dimensio´n
n, y sea B = {e1, e2, . . . , en} una base fija de X. Definimos la aplicacio´n θ(A) : X → X del siguiente
modo:
Para ej ponemos
θ(A)ej =
n∑
i=1
aijei
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observemos que θ(A)ej lo que nos esta dando son las columnas de la matriz A y, si x ∈ X se puede
expresar de manera u´nica como una combinacio´n lineal de los elementos de la base
x =
n∑
j=1
xjej
entonces aplicando θ(A) a ambos lados de esta u´ltima igualdad se tiene:
θ(A)x =
n∑
j=1
xjθ(A)ej sustituyendo θ(A)ej
=
n∑
i,j=1
aijxjei =
n∑
i=1
x∗i ei
θ(A)x = x∗
donde hemos llamado
x∗i =
n∑
j=1
aijxj
Ahora veamos que la aplicacio´n as´ı definida es lineal, para ello recordemos la definicio´n de aplicacio´n
lineal.
Definicio´n 1.1.1. Sean X e Y dos espacios vectoriales sobre el mismo cuerpo K, una aplicacio´n
T : X 7−→ Y se dice lineal u homomorfismo si se verifica:
T (αx+ βy) = αT (x) + βT (y) para cualquier α, β ∈ K x, y ∈ X
si T es biyectivo, se dice que T es isomorfismo.
Veamos que θ(A) es un operador lineal es, decir si se cumple la propiedad de la definicio´n anterior
θ(A)
[
λx+ µx′
]
= λθ(A)x+ µθ(A)x′, λ, µ ∈ C
Demostracio´n:
Sea
x =
n∑
j=1
xjej x
′ =
n∑
j=1
x′jej
θ(A)(αx+ βx′) = θ(A)
α n∑
j=1
xjej + β
n∑
j=1
x′jej
 = θ(A)
 n∑
j=1
(
αxj + βx
′
j
)
ej

=
n∑
j=1
(
αxj + βx
′
j
)
θ(A)ej =
n∑
j=1
(
αxj + βx
′
j
) n∑
i=1
aijei
=
n∑
i,j=1
(
αxj + βx
′
j
)
aijei = α
n∑
i,j=1
xjaijei + β
n∑
i,j=1
x′jaijei
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= α
n∑
j=1
(
n∑
i=1
aijei
)
xj + β
n∑
j=1
(
n∑
i=1
aijei
)
x′j
= α
n∑
j=1
xjθ(A)ej + β
n∑
j=1
x′jθ(A)ej = αθ(A)
n∑
j=1
xjej + βθ(A)
n∑
j=1
x′jej
= αθ(A)x+ βθ(A)x′
as´ı la aplicacio´n es lineal y si escribimos las coordenadas de x y x∗ como los vectores columnas
C(x) =

x1
x2
...
xn
 , C(x∗) =

x∗1
x∗2
...
x∗n

se tiene C(x∗) = AC(x).
A continuacio´n probaremos que toda aplicacio´n lineal es una aplicacio´n matricial.
Rec´ıprocamente si se tiene el operador lineal T : X → X, podemos definir una matriz ψ(T ) de
elementos complejos de dimensio´n finita n× n del siguiente modo: Si
Tej =
n∑
i=1
aijei
entonces la columna j-e´sima de ψ(T ) sera´, precisamente:
a1j
a2j
...
anj

Denominemos M(n,C) al espacio vectorial sobre C de todas las matrices n×n de elementos complejos
y L(X,X) al espacio sobre C de todos los operadores lineales de X a X, siendo X el espacio vectorial
sobre C de dimensio´n n en el que ha fijado la base B. Entonces, θ : M(n,C) → L(X,X) es un
isomorfismo suprayectivo cuyo inverso es precisamente ψ.
Decimos que θ es un isomorfismo ya que por propiedad de isomorfismo tenemos que entre dos espacios
de igual dimensio´n siempre existe un isomorfismo.
Si X = Cn y tomamos en X la base
e1 =

1
0
...
0
 , e2 =

0
1
...
0
 , . . . , en =

0
0
...
1


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entonces, dada una matriz A = (aij) ∈M(n,C) y un vector:
x =

x1
x2
...
xn
 ∈ Cn
se tiene θ(A)x = A(x) y, en particular,
θ(A)ej =

a1j
a2j
...
anj

Es decir, θ(A) es precisamente el operador que transforma los elementos de la base B en los corres-
pondientes vectores columna de A.
Estas consideraciones permiten identificar operadores lineales y matrices de una forma natural. En lo
que sigue hablaremos indistintamente del operador T ∈ L(X,X) y de su matriz asociada ψ(T ), que
tambie´n denominaremos a veces T , suponiendo que se ha elegido una base B en X.
1.1.2. Equivalencias de normas en un espacio de dimensio´n finita
Las normas son herramientas ba´sicas para definir y analizar la convergencia de una sucesio´n de vectores
en espacios vectoriales. Como es habitual, una sucesio´n
{
xk
} ⊂ X se dice que converge a x (y se escribe
xk 7→ x) si la sucesio´n de nu´meros reales {‖xk − x‖} converge a cero, ‖xk − x‖ 7→ 0, siendo ‖ ‖ una
norma definida en X. Esta definicio´n depende de la norma ‖ ‖. En principio podr´ıa suceder que una
sucesio´n de vectores convergiera para una norma pero no para otra. De hecho, esto es perfectamente
posible en espacios de dimensio´n infinita, pero no en espacios de dimensio´n finita.
A continuacio´n presentamos algunas definiciones de las cuales nos vamos a auxiliar para estudiar lo
que es equivalencias de normas.
Definicio´n 1.1.2. Una norma en un espacio vectorial X sobre K es una funcio´n ‖ ‖ : X 7→ [0,∞)
tal que para cualesquiera x, y ∈ X y λ ∈ K:
i) ‖x‖ > 0 y ‖x‖ = 0 si y so´lo si x = 0
ii) ‖λx‖ = |λ|‖x‖
iii) ‖x+ y‖ 6 ‖x‖+ ‖y‖
Al par (X, ‖ ‖) se le llama espacio normado.
Definicio´n 1.1.3. Se dice que el operador lineal T : X → Y es isome´trico o que es una isometr´ıa
cuando ‖Tx‖ = ‖x‖ x ∈ X. Si T es isome´trico de la relacio´n ‖Tx − Ty‖ = ‖x − y‖ (x, y ∈ X) se
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deduce que T es inyectivo. Tambie´n es claro que toda isometr´ıa T es continua con ‖T‖ = 1. Si T es
una isometr´ıa y adema´s es biyectiva se dice que T es un isomorfismo isome´trico.
Isometr´ıa: se conserva la distancia entre los puntos.
Sea X un espacio vectorial complejo de dimensio´n finita n. Sea
B = {e1, e2, . . . , en}
una base de X. Definimos una aplicacio´n lineal α : X → Cn poniendo, x = ∑ni=1 xiei ∈ X
α(x) =

x1
x2
...
xn

La aplicacio´n es trivialmente un isomorfismo suprayectivo que permite identificar X con Cn, una vez
fijada la base B.
Es claro que si en X se tiene una norma ‖ ‖ y se define, para a ∈ Cn:
p(a) = ‖α−1(a)‖ = ‖
n∑
i=1
xiei‖
entonces p es una norma en Cn y, as´ı, α se convertira´ en un isomorfismo suprayectivo de (X, ‖ ‖) a
(Cn, p).
Definicio´n 1.1.4. Dos normas ‖ ‖ y ‖ ‖∗ sobre el espacio vectorial X son equivalentes si existen dos
constantes a, b > 0 tales que
a‖x‖ 6 ‖x‖∗ 6 b‖x‖, ∀x ∈ X
Demostraremos que en Cn una norma cualquiera p es equivalente a la norma:
|x|1 =
∣∣∣∣∣∣∣∣∣∣∣

x1
x2
...
xn

∣∣∣∣∣∣∣∣∣∣∣
1
=
n∑
i=1
|xi|
es decir debemos de encontrar constantes a y b tales que
ap(x) 6 ‖x‖1 6 bp(x), ∀x ∈ X
Para ello observemos en primer lugar que, si
e1 =

1
0
...
0
 , e2 =

0
1
...
0
 , . . . , en =

0
0
...
1

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y N = sup{p(ei) : i = 1, 2, . . . , n}, se tiene:
p(x) = p
(
n∑
1
xiei
)
por ser p lineal ya que α es lineal
6
n∑
1
p(xiei) por propiedad i) y ii) de la definicio´n 1.1.2
6
n∑
1
|xi|p(ei) por como se a definido N
6 N
n∑
1
|xi| = N |x|1
entonces
p(x) 6 N |x|1 (1.1.1)
Supongamos ahora que se tiene una sucesio´n {xk} ⊂ Cn tal que xk → 0 en la norma | |1. Si es que
p(xk) no converge a 0, entonces existe η > 0 y una subsucesio´n de {xk} que denominaremos de nuevo
{xk} tal que xk → 0, xk 6= 0, y p(xk) > η. Consideremos los puntos:
zk =
xk
|xk|1
Se tiene, claramente, |zk|1 = 1 ya que as´ı como esta definido es el vector unitario y, segu´n la ecuacio´n
(1.1.1), se tiene
p(zk) 6 N |zk|1 = N
Pero por otra parte,
p(zk) = p
(
xk
|xk|1
)
por propiedad ii) de la definicio´n 1.1.2
=
1
|xk|1 p(x
k) =
p(xk)
|xk|1
> η|xk|1
y, as´ı, p(zk) → ∞ para k → ∞. Esta contradiccio´n demuestra que p(xk) → 0. As´ı, siendo p una
norma en Cn resulta que es una aplicacio´n continua de Cn a [0,∞) respecto de | |1. Como el conjunto
{x ∈ Cn : |x|1 = 1} es compacto en (Cn, | |1), existe z con |z|1 = 1 tal que
p(z) = H = mı´n{p(x) : |x|1 = 1}
Siendo p una norma en Cn se tiene z 6= 0, y as´ı, H > 0. Por tanto, para todo x ∈ Cn, x 6= 0, resulta:
p
(
x
|x|
)
=
1
|x|1 p(x) por propiedad [ii)] de la definicio´n 1.1.2
=
p(x)
|x|1 > H
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as´ı
|x|1 6 1
H
p(x) (1.1.2)
de las ecuaciones (1.1.1) y (1.1.2) se tiene:
p(x)
1
N
6 |x|1 6 1
H
p(x)
Esto demuestra la equivalencia de las normas | |1 y p en Cn.
En particular, todo espacio normado de dimensio´n finita es un espacio de Banach. En general, en lo
que sigue utilizaremos la norma eucl´ıdea de Cn, es decir, si x ∈ Cn
|x| =
(
n∑
i=1
|xi|2
)1/2
Una ventaja importante de la norma eucl´ıdea consiste en que esta´ asociada de una forma natural con
el producto escalar definido del siguiente modo para x, y ∈ Cn :
(x, y) =
n∑
i=1
xiy¯i
Se tiene
|x| = (x, x)1/2
La norma eucl´ıdea presenta tambie´n la ventaja de poseer una derivada continua respecto de las com-
ponentes en Cn − {0}, lo cual no sucede con otras normas usuales como
|x|1 =
n∑
i=1
|xi| o bien |x|∞ = ma´x {|xi| : i = 1, 2, . . . , n}
Tiene, sin embargo, la desventaja de que la norma asociada a ella de los operadores T ∈ L(X,X),
norma que introducimos a continuacio´n, es de una expresio´n de ca´lculo ma´s complicada que en los
otros casos.
1.1.3. Norma de un operador
Daremos primero la definicio´n de norma para poder aplicar la definicio´n al operador T .
Definicio´n 1.1.5. Se dice que una funcio´n ‖ ‖ : M(n,C) → R es una norma matricial si y so´lo si
para todo A,B ∈M(n,C) se cumplen las siguientes propiedades:
1. ‖A‖ > 0 si A 6= 0 y ‖A‖ = 0 si y so´lo si A = 0 positiva
2. ‖αA‖ = |α|‖A‖ para todo α ∈ R homogeneidad
3. ‖A+B‖ 6 ‖A‖+ ‖B‖ desigualdad triangular
estas propiedades expresan que las normas matriciales deben ser, en particular, normas vectoriales
sobre M(n,C) considerado como espacio vectorial.
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Sea X un espacio vectorial complejo de dimensio´n n y sea B = {e1, e2, . . . , en} una base de X. Sea ‖ ‖
una norma en X. Para T ∈ L(X,X) definimos la norma matricial inducida por una norma vectorial:
‖T‖ = sup {‖Tx‖ : ‖x‖ 6 1}
Es claro que, por las consideraciones de la subseccio´n 1.1.2, existe M > 0 tal que si ‖x‖ 6 1, entonces
n∑
i=1
|xi| 6M <∞, siendo x =
n∑
i=1
xiei
As´ı, aplicando el operador T a x se tiene
‖Tx‖ = T
(
n∑
i=1
xiei
)
por ser T lineal
=
n∑
i=1
xiTei aplicando propiedades [ii)] y [iii)] de la definicio´n 1.1.2 se tiene
6
n∑
i=1
|xi|‖Tei‖ 6M
n∑
i=1
‖Tei‖ <∞
para todo x con ‖x‖ 6 1. Por tanto, la aplicacio´n ‖ ‖ definida as´ı en L(X,X) toma sus valores en
[0,∞).
Nota 1. La norma del operador (o matriz) T tambie´n la podemos definir como
‖T‖ = sup {‖Tx‖ : ‖x‖ 6 1} = sup
‖x‖61
{‖Tx‖}
Ahora veamos que as´ı como se ha definido T es una norma, y por la definicio´n 1.1.5 y la subseccio´n
1.1.1, se tiene para A,B ∈ L(X,X).
1. ‖A‖ > 0 si A 6= 0.
2.
‖αA‖ = sup
‖x‖61
{‖αAx‖} = sup
‖x‖61
{|α|‖Ax‖} = |α| sup
‖x‖61
{‖Ax‖} = |α|‖A‖
3.
‖A+B‖ = sup
‖x‖61
{‖(A+B)x‖} = sup
‖x‖61
{‖Ax+Bx‖}
6 sup
‖x‖61
{‖Ax‖+ ‖Bx‖} 6 sup
‖x‖61
{‖Ax‖}+ sup
‖x‖61
{‖Bx‖}
= ‖A‖+ ‖B‖
As´ı, T es una norma y convierte a L(X,X), que es espacio de dimensio´n n × n, en un espacio de
Banach. El espacio (L(X,X), ‖ ‖) admite, como se ha visto en la subseccio´n 1.1.2, un isomorfismo
isome´trico con (Cn×n, p), donde p es una norma en Cn×n obtenida en Cn×n por medio del isomorfismo
suprayectivo α que existe entre L(X,X) y Cn×n.
La norma ‖ ‖ definida en L(X,X) satisface, las siguientes propiedades.
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Propiedad 1.1.1. a) ‖Ax‖ 6 ‖A‖‖x‖
b) Consistencia ‖AB‖ 6 ‖A‖‖B‖
para todo x ∈ X, A ∈ L(X,X), B ∈ L(X,X)
Demostracio´n. [a)]
Cuando ‖x‖ 6 1, ‖A‖ = sup‖x‖61 {‖Ax‖} > ‖Ax‖ ⇒ ‖A‖‖x‖ > ‖Ax‖.
Cuando ‖x‖ = α 6= 1, sea y = x
α
entonces ‖y‖ 6 1 por lo tanto
‖Ay‖ 6 ‖A‖‖y‖ ⇒ α‖Ay‖ 6 α‖A‖‖y‖ ⇒ ‖Aαy‖ 6 ‖A‖‖αy‖ ⇒ ‖Ax‖ 6 ‖A‖‖x‖
[b)] Para probar la propiedad de consistencia, ocupamos la propiedad a) as´ı se tiene
‖ABx‖ 6 ‖A‖‖Bx‖ 6 ‖A‖‖B‖‖x‖
luego ‖AB‖ 6 ‖A‖‖B‖.
Es fa´cil interpretar en te´rminos de las matrices A ∈M(n,C) asociadas a los operadores A ∈ L(X,X),
lo que significa Ak → 0 en la norma asociada a una norma cualquiera ‖ ‖ de X. Como una norma
posible en M(n,C) es
q(A) =
n∑
i,j=1
|aij |
y todas las normas son equivalentes, resulta que, para la sucesio´n {Ak}, Ak =
(
akij
)
, se tiene Ak → 0
para k →∞ si, y so´lo si, para cada par i, j, se tiene akij → 0 para k →∞.
Es fa´cil ver que en M(n,C) se tiene Tk → T si, y so´lo si, para cada x ∈ Cn se tiene Tkx→ Tx. Para
ello basta ver que Tk → 0 es equivalente a que para cada x ∈ Cn se tenga Tkx→ 0. Supongamos que
esta u´ltima condicio´n se cumple. Sea Tk =
(
tkij
)
y tomemos
x =

1
0
...
0

Entonces
Tkx =

tk11
tk21
...
tkn1

y as´ı se tiene, para cada i,
tki1 → 0 para k →∞
Ana´logamente se obtiene para todo par i, j,
tkij → 0 para k →∞
La implicacio´n en el otro sentido es ma´s sencilla.
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1.1.4. Exponencial de una matriz
Antes de comenzar, recordemos un teorema importante sobre series. Se dice que la serie
∑
an converge
absolutamente si converge la serie
∑|an|.
Teorema 1.1.1. Supongamos que
a)
∑∞
n=0 an converge absolutamente
b)
∑∞
n=0 an = A,
c)
∑∞
n=0 bn = B,
d) cn =
∑n
k=0 anbn−k (n = 0, 1, 2, . . .)
Se verificara´ que
∞∑
n=0
cn = AB.
Esto es, el producto de dos series convergentes converge, hacie´ndolo adema´s hacia el valor previsto, si
al menos una de las dos series converge absolutamente.
La prueba de este teorema se pueden ver en los libros [3] y [4].
Sea, como hasta ahora,X un espacio vectorial complejo de dimensio´n n y sea T ∈ L(X,X). Supongamos
que
∞∑
k=0
akM
k
es una serie nume´rica con ak > 0, M > 0, convergente. Si ‖T‖ 6M , entonces la serie
∞∑
k=0
akT
k donde T 0 = I, identidad
satisface la condicio´n de Cauchy, (recordemos que la condicio´n de Cauchy nos dice que
∑
an converge
si, y so´lo si para cada ε > 0 existe un entero N tal que
∑m
k=n ak 6 ε si m > n > N) es decir:
m∑
k=j
akT
k 6
m∑
k=j
akM
k → 0 para j,m→∞, j < m
y, as´ı, define un operador lineal
S =
∞∑
k=0
akT
k
En particular,
∑∞
k=0
Mk
k!
converge a eM para cualquier M real y, as´ı, para todo T ∈ L(X,X) se puede
definir el operador
exp(T ) = eT =
∞∑
k=0
T k
k!
que satisface las propiedades siguientes:
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Propiedad 1.1.2. Algunas propiedades importantes de exp(T ) = eT
1. ‖exp(T )‖ 6 exp (‖T‖)
2. Si A,B ∈ L(X,X) y AB = BA entonces exp(A+B) = expA expB
3. expA exp(−A) = I = exp(−A) expA
4. (expA)−1 = exp(−A)
Demostracio´n. A continuacio´n demostraremos estas propiedades
1.
‖exp(T )‖ =
∞∑
k=0
T k
k!
6
∞∑
k=0
‖T k‖
k!
6
∞∑
k=0
‖T‖k
k!
= exp(‖T‖)
2. Por el binomio de Newton tenemos que
(A+B)k =
k∑
j=0
(
k
j
)
AjBk−j =
k∑
j=0
k!
j!(k − j)!A
jBk−j
y as´ı
exp(A+B) =
∞∑
k=0
(A+B)k
k!
=
∞∑
k=0
1
k!
k∑
j=0
k!
j!(k − j)!A
jBk−j
=
∞∑
k=0
k∑
j=0
1
k!
k!
j!(k − j)!A
jBk−j
=
∞∑
k=0
k∑
j=0
1
j!(k − j)!A
jBk−j sea h = k − j y 0 6 j 6 k <∞
=
∞∑
j=0
∞∑
h=0
1
j!h!
AjBh =
 ∞∑
j=0
Aj
j!
( ∞∑
h=0
Bh
h!
)
por teorema 1.1.1
= exp(A) exp(B)
estando todos los cambios de orden de sumacio´n justificados por la convergencia absoluta de las
series exp(A), exp(B), es decir, la convergencia de las series exp(‖A‖), exp(‖B‖).
3. Es una consecuencia inmediata a partir de la propiedad anterior ya que
exp(A) exp(−A) = exp(A−A) = exp(0) = I = exp(−A+A) = exp(−A) exp(A)
4. Por la propiedad anterior se tiene
exp(A) exp(−A) = I ⇒ exp(−A) = I
exp(A)
esto es (exp(A))−1 = exp(−A), es decir, la exp(A) es invertible.
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Por tanto, la matriz exp(A) nunca es singular.
Como veremos ma´s adelante, el ca´lculo expl´ıcito de exp(A) es sencillo una vez que se conoce la forma
cano´nica de Jordan de A.
1.1.5. Derivacio´n
Consideremos ahora una funcio´n de R con valores en el espacio normado L(X,X)
A : t ∈ R→ A(t) ∈ L(X,X)
Tiene sentido hablar de l´ımites, continuidad, una vez que tenemos una topolog´ıa en L(X,X). En
particular, si t0 ∈ R podemos definir la derivada A′(t0) de A(t) en t0 del siguiente modo:
A′(t0) = l´ım
h→0
A(t0 + h)−A(t0)
h
cuando este l´ımite existe.
La existencia de tal l´ımite tiene lugar si, y so´lo si, todas las componentes aij(t) de A(t) son derivables
en t0 y la derivada entonces es precisamente
A′(t0) = (a′ij(t0))
Para verlo basta recordar que todas las normas en L(X,X) son equivalentes y una de ellas es precisa-
mente
n∑
i,j=1
|aij | para A = (aij)
La derivada tiene las propiedades siguientes. Si A(t) y B(t) admiten derivadas en t0, entonces la funcio´n
S = A+B definida por S(t) = A(t) +B(t) satisface
(A+B)′(t0) = A′(t0) +B′(t0)
y la funcio´n P = AB definida por P (t) = A(t)B(t) satisface
P ′(t0) = A′(t0)B(t0) +A(t0)B′(t0)
La demostracio´n es rutinaria.
Si A′(t0) existe, y tambie´n (A(t0))−1, entonces, siendo A(t) continua en t0 y, por tanto, detA(t) una
funcio´n continua de R a C que no se anula en t0, existe un intervalo [t0 − h, t0 + h] de t0 en el que
detA(t) 6= 0, y, as´ı, se puede definir:
J : t ∈ [t0 − h, t0 + h]→ J(t) = (A(t))−1
y se tiene, adema´s,
l´ım
s→0
(A(to + s))
−1 = (A(t0))−1
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Tambie´n se verifica:
J ′(t0) = −(A(t0))−1A′(t0)(A(t0))−1
En efecto:
J ′(t0) = l´ım
s→0
J(t0 + s)− J(t0)
s
por como esta definida J(t)
= l´ım
s→0
(A(t0 + s))
−1 − (A(t0))−1
s
multiplico por la identidad I = (A(t0))
−1A(t0)
= l´ım
s→0
A(t0))
−1A(t0)(A(t0 + s))−1 − (A(t0))−1
s
saco factor comu´n (A(t0))
−1
= l´ım
s→0
(A(t0))
−1A(t0)(A(t0 + s))−1 − I
s
reescribimos I = A(t0 + s)(A(t0 + s))
−1
= l´ım
s→0
(A(t0))
−1A(t0)(A(t0 + s))−1 −A(t0 + s)(A(t0 + s))−1
s
= l´ım
s→0
(A(t0))
−1A(t0)−A(t0 + s)
s
(A(t0 + s))
−1
= −(A(t0))−1A′(t0)(A(t0))−1
En general se tiene, para A,B ∈ L(X,X),
det(AB) = (detA)(detB),
y si se define la traza de A como
trA =
n∑
j=1
ajj
entonces:
tr(AB) = tr(BA)
lo que se comprueba directamente mediante la definicio´n de determinante y traza.
Es sencillo ver que si A(t) es derivable, entonces:
d
dt
[detA(t)] = det

a′11(t) a12(t) . . . a1n(t)
a′21(t) a22(t) . . . a2n(t)
...................................
a′n1(t) an2(t) . . . ann(t)
+ det

a11(t) a
′
12(t) . . . a1n(t)
a21(t) a
′
22(t) . . . a2n(t)
...................................
an1(t) a
′
n2(t) . . . ann(t)

+ . . .+ det

a11(t) a12(t) . . . a
′
1n(t)
a21(t) a22(t) . . . a
′
2n(t)
...................................
an1(t) an2(t) . . . a
′
nn(t)

es decir, la derivada del determinante de A(t) es la suma de los determinantes de las matrices obtenidas
sustituyendo en A(t) una fila (columna) por su derivada.
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1.1.6. Ejemplo
Ejemplo 1.1.1. Se considera un espacio vectorial complejo V de base B = {e1, e2, . . . , en} y un
operador lineal T : V → V definido por las siguientes relaciones:
T (e1 + e2) = 4e3
T (e1 − e2) = 2e2
T (e2 + e3) = 2e3 − e2
Ha´llese la expresio´n matricial de T respecto de la base B.
Solucio´n. Por la linealidad de T se tiene
T (e1 + e2) = T (e1) + T (e2) = 4e3 (1.1.3)
T (e1 − e2) = T (e1)− T (e2) = 2e2 (1.1.4)
T (e2 + e3) = T (e2) + T (e3) = 2e3 − e2 (1.1.5)
al sumar las ecuaciones (1.1.3) y (1.1.4) se tiene
2T (e1) = 4e3 + 2e2 ⇒ T (e1) = 2e3 + e2
y al restar las ecuaciones (1.1.3) y (1.1.4) se tiene
2T (e2) = 4e3 − 2e2 ⇒ T (e2) = 2e3 − e2
luego esta u´ltima ecuacio´n junto con (1.1.5) nos da que T (e3) = 0, entonces se tiene que
T (e1) = 2e3 + e2
T (e2) = 2e3 − e2
T (e3) = 0
as´ı la matriz de T respecto a la base B = {e1, e2, . . . , en} es
A =

0 0 0
1 −1 0
2 2 0

de forma que
T (x) =

0 0 0
1 −1 0
2 2 0


x1
x2
x3

notemos que T (ei), i = 1, 2, 3 nos da las columnas de la matriz A como vimos en la subseccio´n 1.1.1.
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1.2. Teor´ıa espectral elemental. Teorema de Jordan
Sea X un espacio vectorial complejo de dimensio´n n y sea B = {e1, e2, . . . , en} una base de X. Sea
T ∈ L(X,X) tal que Te1 = λ1e1, λ1 ∈ C. Entonces recordando que la expresio´n matricial TB de T
respecto de la base B segu´n la subseccio´n 1.1.1 es tal que Tej =
∑n
i=1 aijei, es decir, que la columna
j-e´sima de TB esta´ formada por las coordenadas de Tej respecto de B es de la forma:
TB =

λ1 a12 a12 . . . a1n
0 a22 a23 . . . a2n
...
...
...
...
0 an2 an3 . . . ann

Asimismo, si Tei = λiei para i = 1, 2 . . . , n entonces:
TB =

λ1 0 . . . 0
0 λ2 . . . 0
· · · · · · · · · ·
0 0 . . . λn

es decir la expresio´n de T respecto de B es extraordinariamente sencilla y hace transparente la estruc-
tura de T .
Veamos co´mo var´ıa TB por un cambio de base.
Sea P = (pij) una matriz n× n no singular de elementos complejos y sea
e˜i =
n∑
j=1
pjiej
es decir, escribimos la nueva base como combinacio´n lineal de los elementos de la base anterior de
forma u´nica.
La nueva base es B˜ = {e˜1, . . . , e˜n}. Si la expresio´n de T respecto de B˜ es TB˜ =
(
t˜ij
)
, esto quiere decir,
segu´n la subseccio´n 1.1.1, que
T e˜j =
n∑
i=1
t˜ij e˜i
es decir, teniendo en cuenta que e˜j =
∑n
l=1 pljel:
T e˜j =
n∑
j=1
pljTel =
n∑
i,k=1
t˜ijpkiek
Como Tel =
∑n
k=1 tklek, resulta:
n∑
l,k=1
tklpljek =
n∑
i,k=1
pkit˜ijek
y siendo B = {e1, e2, . . . , en} una base:
n∑
l=1
tklplj =
n∑
i=1
pkit˜ij
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es decir, TBP = PTB˜ entonces
TB = PTB˜P
−1
Ejemplo 1.2.1. Si
TB =

17 3 −6
−4 0 2
28 5 −9
 , P =

1 0 1
0 2 1
2 1 3
 , P−1 =

5 1 −2
2 1 −1
−4 −1 2

encontrar TB˜.
Solucio´n.
TBP =

17 3 −6
−4 0 2
28 5 −9


1 0 1
0 2 1
2 1 3
 =

5 0 2
0 2 2
10 1 6

luego
P−1TBP =

5 1 −2
2 1 −1
−4 −1 2


5 0 2
0 2 2
10 1 6
 =

5 0 0
0 1 0
0 0 2

entonces
TB˜ =

5 0 0
0 1 0
0 0 2

As´ı, un mismo T ∈ L(X,X) que tiene una representacio´n complicada respecto de una base B admite
otra muy sencilla respecto de B˜.
El problema que nos proponemos a continuacio´n consiste en determinar bases respecto de las cuales
el operador T tenga una expresio´n tan simple como sea posible. Como se ha visto, este problema es
equivalente al siguiente: dada una matriz TB ha´llese una matriz no singular P tal que TB˜ = P
−1TBP
tenga una expresio´n simple.
Una primera respuesta sencilla la da el siguiente teorema. La forma triangular que se obtiene es
muy u´til para diversos propo´sitos.
1.2.1. Teorema de Schur
Teorema 1.2.1. Sea A ∈ M(n,C) una matriz cualquiera. Entonces existe una matriz P ∈ M(n,C)
no singular tal que P−1AP tiene la forma siguiente:
P−1AP =

λ1 a12 a13 . . . a1n
0 λ2 a23 . . . a2n
0 0 λ3 . . . a3n
...
...
...
...
0 0 0 . . . λn

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Demostracio´n. La demostracio´n procede por induccio´n sobre n.
Para n = 1. Efectivamente, A = [a] basta elegir P = [1], entonces
P−1AP = [1]−1[a][1] = [1][a][1] = [a]
Supongamos el teorema cierto para n = h y sea ahora A de dimensio´n h+ 1. Existe un nu´mero λ1 ∈ C
y un vector no nulo x ∈ Ch+1 tal que Ax = λ1x. En efecto, si escribimos esta ecuacio´n (A−λ1I)x = 0
y λ1 es tal que det(A− λ1I) = 0, entonces la ecuacio´n (A− λ1I)x = 0 tiene solucio´n x 6= 0. As´ı, basta
escoger λ1 como una de las h+ 1 ra´ıces del polinomio de grado h+ 1 del det(A− λ1I) y resolver dicha
ecuacio´n. Tomamos ahora una base en Ch+1 que tenga x como primer elemento. Sea Q la matriz no
singular de cambio de base. Entonces, por ser Ax = λ1x, la expresio´n en la nueva base del operador
lineal cuya expresio´n era A en la base inicial es
AQ = A [x1, q2, q3, . . . , qn]
= [Ax1, Aq2, Aq3, . . . , Aqn] recordemos que Ax = λ1x
= [λ1x1, Aq2, Aq3, . . . , Aqn]
= [x1, q2, q3, . . . , qn]

λ1 b12 b13 . . . b1n
0 b22 b23 . . . b2n
0 b32 b33 . . . b3n
...
...
...
...
0 bn2 bn3 . . . bnn

luego, aplicando Q−1 a la izquierda se tiene
Q−1AQ =

λ1 b12 b13 . . . b1n
0 b22 b23 . . . b2n
0 b32 b33 . . . b3n
...
...
...
...
0 bn2 bn3 . . . bnn

= B
Consideremos ahora la matriz:
B1 =

b22 b23 . . . b2n
b32 b33 . . . b3n
...
...
...
bn2 bn3 . . . bnn
 ∈M(h,C)
Por la hipo´tesis inductiva existe P1 tal que:
P−11 B1P1 =

λ2 c23 c24 . . . c2n
0 λ3 c33 . . . c3n
0 0 λ4 . . . c4n
...
...
...
...
0 0 0 . . . λn

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siendo λ1, λ2, · · · , λn los valores propios de B1.
Sea
R =
(
1 0
0 P1
)
∈M(h+ 1,C)
Se tiene:
R−1 =
(
1 0
0 P−11
)
Definimos P = QR. Por se P invertible se tiene que P−1 = (QR)−1 = R−1Q−1 entonces P−1 =
R−1Q−1, y se tiene que:
(QR)−1A(QR) = R−1Q−1AQR
=
(
1 0
0 P−11
)
Q−1AQ
(
1 0
0 P1
)
=
(
1 0
0 P−11
)(
λ1 a1
0 B1
)(
1 0
0 P1
)
=
(
λ1 a1
0 P−11 B1
)(
1 0
0 P1
)
=
(
λ1 a1P1
0 P−11 B1P
−1
1
)
as´ı se tiene que
P−1AP =

λ1 a12 a13 . . . a1n
0 λ2 a23 . . . a2n
0 0 λ3 . . . a3n
...
...
...
...
0 0 0 . . . λn

con lo que se demuestra el teorema.
La forma triangular que hemos obtenido es interesante, pero no puede compararse en simplicidad con
la forma diagonal que obtuvimos en la introduccio´n con respecto a la base B = {e1, e2, . . . , en} tal que
Tej = λjej para j = 1, 2, . . . , n. Surge en seguida la cuestio´n: ¿Sera´ posible, dada T ∈ L(X,X), hallar
una base B que satisfaga la condicio´n? En otras palabras, dada una matriz A, ¿se puede encontrar P
no singular tal que P−1AP sea diagonal? La respuesta es negativa.
Supongamos, en efecto:
A =
(
2 0
1 2
)
, P =
(
a b
c d
)
, P−1AP =
(
α 0
0 β
)
= A˜
Entonces habr´ıa de ser AP = PA˜, es decir:(
2a 2b
a+ 2c b+ 2d
)
=
(
αa βb
αc βd
)
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as´ı, tenemos que: 
2a = aα
2b = bβ
a+ 2c = cα
b+ 2d = dβ
lo que implica α = 2, β = 2, a = 0, b = 0, y as´ı, P ser´ıa singular, en contradiccio´n con la hipo´tesis.
Por tanto, A no admite una expresio´n diagonal.
Hemos visto el papel que desempen˜an, tanto en la diagonalizacio´n de una matriz como en su forma
triangular, los vectores x ∈ X tales que Tx = λx. Aun cuando no siempre se puede encontrar una base
formada por tales vectores, es de esperar que sistemas de vectores de este tipo puedan ser u´tiles en la
tarea de simplificar en lo posible la expresio´n de un operador mediante un cambio de base. Este es el
significado del teorema de Jordan y de las definiciones que siguen.
1.2.2. Definiciones ba´sicas
1. Sea T ∈ L(X,X) y λ ∈ C. Se dice que λ es autovalor de T si existe x ∈ X, x 6= 0 tal que
Tx = λx, es decir, si el operador T − λI no es invertible.
2. Si λ es autovalor de T , cualquier x ∈ X, x 6= 0 tal que Tx = λx se denomina autovector de T
(correspondiente al autovalor λ).
3. El conjunto de todos los autovalores de T se denomina espectro de T y se denota σ(T ).
4. Los nu´meros λ ∈ C−σ(T ) se denomina valores regulares de T , es decir, λ ∈ C es valor regular
de T si T − λI es inversible.
5. El espectro σ(T ) de un operador lineal cualquiera T no es nunca vac´ıo ni tiene ma´s de n puntos
distintos, siendo n la dimensio´n de X. En efecto, si B = {e1, e2, . . . , en} es una base de X y
designamos por T la matriz expresio´n del operador T respecto de B, λ ∈ C sera´ autovalor de T
si, y so´lo si, det(T − λI) = 0 por el teorema de Rouche´, y siendo det(T − λI) un polinomio de
grado n (polinomio caracter´ıstico de T ) resulta que existen a lo sumo n puntos distintos en σ(T )
(las n raices del polinomio caracter´ıstico) y que siempre existe alguno.
6. El conjunto de autovectores de T correspondiente al autovalor λ es un subespacio de X que se
denomina autoespacio de T (correspondiente a λ) y lo denotaremos
N(λ, I) = {x ∈ X : (T − λI)1(x) = 0}
Un vector x puede ser tal que (T − λI)1(x) = 0, pero (T − λI)2(x) 6= 0. Por eso introducimos el
siguiente subespacio de X para k = 0, 1, 2, . . . y cualquier λ ∈ C
N(λ, k) = {x ∈ X : (T − λI)kx = 0}
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Se verifica claramente
N(λ, k) ⊂ N(λ, k + 1)
dado que, son subespacios N(λ, k+ 1) debe de tener una dimensio´n mayor que N(λ, k). Adema´s,
si
N(λ, k) = N(λ, k + 1)
entonces, para todo h = 2, 3, . . . , se tiene
N(λ, k) = N(λ, k + h)
Probaremos lo anterior por induccio´n sobre h. En efecto, supongamos N(λ, k + 1) = N(λ, k) y
sea x ∈ N(λ, k + 2), es decir,
(T − λI)k+2x = 0
Entonces:
(T − λI)k+1((T − λI)x) = 0.
As´ı, por ser (T − λI)x ∈ N(λ, k + 1) = N(λ, k), se tiene:
(T − λI)k((T − λI)x) = (T − λI)k+1x = 0.
y, por tanto,
x ∈ N(λ, k + 1) = N(λ, k)
As´ı:
N(λ, k + 2) = N(λ, k)
Del mismo modo,
N(λ, k + h) = N(λ, k)
Por tanto, la cadena de subespacios
{0} = N(λ, 0), N(λ, 1), N(λ, 2), . . .
es una cadena estrictamente creciente, y, puesto que la dimensio´n del espacio es finita, los subes-
pacios anteriores no pueden crecer de manera indefinida, sino que para algu´n k, N(λ, k + 1) =
N(λ, k), entonces se estaciona en este N(λ, k) se tendra´ que
N(λ, 0) $ N(λ, 1) $ N(λ, 2) $ . . . $ N(λ, n) = N(λ, n+ 1),
Ahora bien, es claro que para λ ∈ C es imposible que se tenga:
N(λ, 0) $ N(λ, 1) $ N(λ, 2) $ . . . $ N(λ, n) $ N(λ, n+ 1),
ya que si as´ı fuera existir´ıan n+ 1 vectores linealmente independientes en X.
Por tanto, existe para cada λ ∈ C un entero mı´nimo ν(λ), denominado ı´ndice de λ, tal que
N(λ, ν(λ) + 1) = N(λ, ν(λ))
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Es claro que ν(λ) 6 n pues, no se puede pasar de la dimensio´n n por que si se pasa ya no ser´ıa
de dimensio´n n. Obse´rvese, adema´s que λ ∈ σ(T ) es equivalente a ν(λ) > 0 ya que
Supongamos que λ ∈ σ(T ) y demostremos que ν(λ) > 0, por la definicio´n de autovalor se
tiene que
Tx = λx⇒ (T − λI)x = 0
y por la cadena{
~0
}
= N(λ, 0) $ N(λ, 1) $ N(λ, 2) $ . . . $ N(λ, n) = N(λ, n+ 1),
lo cual significa que ν(λ) > 0 por que al menos debe ser 1 para detenerse.
Ahora suponemos que ν(λ) > 0 y veamos que λ ∈ σ(T ). Por la definicio´n de ı´ndice tenemos
N(λ, ν(λ)) = N(λ, ν(λ) + 1) con ν(λ) > 0
veamos la cadena estricta{
~0
}
= N(λ, 0) $ N(λ, 1) $ N(λ, 2) $ . . . $ N(λ, ν(λ)) = N(λ, ν(λ) + 1),
tenemos que si
{
~0
}
= N(λ, ν(λ)), es decir, el u´ltimo subespacio (nu´cleo) es so´lo el vector
cero, entonces todos son iguales. Pero esto no es posible, lo cual implica que existe x 6= 0
con x ∈ N(λ, ν(λ)) tal que (T − λI)ν(λ)x = 0.
Ahora analicemos los siguientes casos para ν(λ)
• Si ν(λ) = 1 se tendra´ que (T − λI)x = 0, pero esto es Tx = λx, as´ı λ ∈ σ(T ).
• Si ν(λ) 6= 1 tendremos entonces que
(T − λI)ν(λ)x = 0
(T − λI)(T − λI)ν(λ)−1x = 0 sea y = (T − λI)ν(λ)−1x
(T − λI)y = 0
Ty = λy
de donde, λ ∈ σ(T ).
As´ı, tenemos ν(λ) > 0 entonces λ ∈ σ(T ).
1.2.3. Teorema de Cayley-Hamilton
Sea
P (λ) =
k∑
j=0
αjλ
j
un polinomio en λ con coeficientes complejos, y sea T ∈ L(X,X). Podemos escribir:
P (T ) =
k∑
j=0
αjT
j ∈ L(X,X)
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Como veremos a continuacio´n, dos polinomios P (λ), Q(λ), au´n sin ser iguales, pueden ser tales que los
operadores P (T ), Q(T ) coincidan, dependiendo esto de la estructura misma de T , esencialmente de su
espectro. Este es el contenido del siguiente teorema.
Teorema 1.2.2 (Cayley-Hamilton). Sean P (λ) y Q(λ) dos polinomios y T ∈ L(X,X) un operador
lineal. Entonces P (T ) = Q(T ) si, y so´lo si, P (λ)−Q(λ) tiene un cero de orden ν(µ) para cada µ ∈ σ(T ).
Demostracio´n. Sin pe´rdida de generalidad podemos suponer Q(λ) ≡ 0. Se trata de demostrar entonces
que P (T ) = 0 si, y so´lo si, P (λ) tiene un cero de orden ν(µ) para cada µ ∈ σ(T ).
Supongamos que P (λ) tiene un cero de orden ν(µ) para cada µ ∈ σ(T ). Construiremos primero un
polinomio R¯(λ) = 0 tal que R¯(T ) = 0 y demostraremos que P (λ) es mu´ltiplo de R¯(λ). As´ı, P (T ) = 0.
La construccio´n de R¯(λ) se realiza como sigue:
Tomamos una base {x1, x2, . . . , xn} de X. Entonces los n+ 1 vectores
x1, Tx1, T
2x1, . . . , T
nx1
son linealmente dependientes (puesto que tenemos un vector ma´s que la dimensio´n en la que estamos
trabajando, de lo cual resulta que uno de ellos es combinacio´n lineal de los otros), es decir, existen aj ,
j = 0, 1, . . . , n, complejos no todos nulos tales que
n∑
j=0
ajT
jx1 = 0
As´ı, si S1(λ) es el polinomio
S1(λ) =
n∑
j=0
ajλ
j
es claro que S1(T )x1 = 0 (de la observacio´n anterior al teorema tenemos S1(T )x1 =
∑n
j=0 ajT
jx1 = 0).
Ana´logamente existen Sj(λ), j = 2, 3, . . . , n, polinomios no ide´nticamente nulos tales que Sj(T )xj = 0
con xj 6= 0, x ∈ X, para algu´n j. Tomemos ahora el polinomio
R(λ) =
n∏
j=1
Sj(λ)
Claramente, R(T )xj = 0 para j = 1, 2, . . . , n y, as´ı, R(T )x = 0 para todo x ∈ X, es decir, R(T ) = 0.
Ahora reescribiremos R(λ) como producto de la factorizacio´n de los polinomios Sj(λ) con sus respec-
tivas multiplicidades, de donde, resultara que algunos de ellos no son autovalores de Sj(λ). Sea
R(λ) = a
m∏
h=1
(λ− µh)αh
Veamos que se pueden suprimir en R(λ) algunos factores, conserva´ndose au´n la propiedad R(T ) = 0.
En efecto, sea
µ1 /∈ σ(T ) y R∗(λ) = a
m∏
h=2
(λ− µh)αh
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Entonces
(T − µ1I)α1R∗(T )x = 0 para todo x ∈ X
Si existiera x ∈ X tal que y = R∗(T )x 6= 0, entonces (T − µ1I)α1y = 0, y esto implica que µ1 ∈ σ(T )
contra lo supuesto. As´ı se ha de tener necesariamente R∗(T )x = 0. De esta forma se pueden suprimir
en R(λ) todos los factores (λ− µh)αh con µh /∈ σ(T ) y se obtiene:
R˜(λ) = a
s∏
h=1
(λ− θh)βh con θh ∈ σ(T )
un polinomio tal que R˜(T ) = 0. Con el desarrollo anterior se ha logrado factorizar cada Sj(λ), de tal
forma que so´lo se tenga las ra´ıces de estos polinomios.
Demostramos a continuacio´n que los exponentes βh se pueden todav´ıa rebajar. Sabemos que para todo
x ∈ X se verifica
R˜(T ) = a
s∏
h=1
(T − θhI)βhx = 0
y, por tanto,
a(T − θhI)β1
s∏
h=2
(T − θhI)βhx = 0
Si β1 > ν(θ1), entonces, en virtud de la definicio´n de ν(θ1) se tiene tambie´n, para todo x ∈ X,
a(T − θhI)ν(θ1)
s∏
h=2
(T − θhI)βhx = 0
Por tanto, si ponemos η1 = mı´n(β1, ν(θ1)), se tiene:
a(T − θhI)η1
s∏
h=2
(T − θhI)βhx = 0
para todo x ∈ X. Procediendo as´ı con θ2, θ3, . . . , θs, resulta que si
ηh = mı´n(βh, ν(θh)),
entonces el polinomio
R¯(λ) = a
s∏
h=1
(λ− θh)ηh
es tal que R¯(T ) = 0.
Ahora bien, si P (λ) tiene un cero de orden ν(θh) para cada θh ∈ σ(T ), entonces P (λ) es mu´ltiplo de
R¯(λ) y, as´ı, P (T ) = 0.
Supongamos ahora que
P (λ) = c
p∏
j=1
(λ− λj)αj
es tal que P (T ) = 0. Demostraremos que cada autovalor µ ∈ σ(T ), (λ− µ)ν(µ) divide a P (λ). Es decir
que µ coincide con alguno de los λj y que el exponente correspondiente αj es mayor o igual que ν(µ).
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En efecto, sea µ ∈ σ(T ), x 6= 0 tal que Tx = µx. Entonces se puede escribir, aplicando P a ambos
lados de la igualdad
P (T )x = P (µ)x = 0;
y, as´ı, siendo x 6= 0, ha de ser P (µ) = 0, lo que demuestra que µ es ra´ız de P (λ) y as´ı coincide con
algu´n λj , por ejemplo, con λ1. Veamos que entonces α1 > ν(λ1). Supongamos que fuese α1 < ν(λ1).
Entonces existir´ıa, en virtud de la definicio´n de ν(λ1), un x ∈ X, x 6= 0 tal que
y = (T − λ1I)α1x 6= 0,
y adema´s,
(T − λ1I)α1+1x = (T − λ1I)y = 0
Entonces podemos escribir, puesto que Ty = λ1y.
Como y 6= 0, esto implica λ1 = λj para algu´n j 6= 1, lo que es contradictorio con la factorizacio´n
de P (λ). As´ı, α1 > ν(λ1) y lo mismo para los dema´s autovalores. Esto concluye la demostracio´n del
teorema.
Obse´rvese que el teorema anterior se puede expresar de la forma siguiente, donde Pm(λ) denota el
polinomio obtenido a partir de P (λ) derivando m veces.
Teorema 1.2.3. Sea T ∈ L(X,X) y P (λ) un polinomio en λ con coeficientes complejos. Entonces
P (T ) = 0 si, y so´lo si, Pm(µ) = 0 para todo µ ∈ σ(T ) y todo m, 0 6 m 6 ν(µ)− 1.
Notemos que este teorema nos esta´ diciendo el comportamiento del polinomio en el operador T ∈
L(X,X) se reduce a estudiar el comportamiento del polinomio evaluado en un autovalor del espectro
al derivar un cierto nu´mero de veces.
El teorema de Cayley-Hamilton permite obtener operadores con propiedades prefijadas construyen-
do polinomios adecuados. Presentamos a continuacio´n un corolario del teorema que permite obtener
una descomposicio´n del espacio X en una suma directa sobre los que T actu´a de una forma simple.
Esta descomposicio´n nos conducira´ finalmente a la descomposicio´n de Jordan. Anteponemos un lema
algebraico que utilizaremos para dicho corolario.
Lema 1.2.1. Se dan k puntos de C, a1, a2, . . . , ak y para cada j = 1, 2, . . . , k se dan rj + 1 nu´meros
complejos αhj , h = 0, 1, . . . , rj. Entonces existe un polinomio complejo P (λ) tal que se tiene P
h(aj) =
αhj .
Demostracio´n. Para simplificar la notacio´n construimos el polinomio en un caso sencillo en el que queda
clara la idea para el caso general. Se dan a, α0, α1, α2, b, β0, β1, c, γ0, γ1, γ2, γ3, todos ellos complejos, y
se pide hallar P (λ), polinomio tal que
P (a) = α0, P
′(a) = α1, P ′′(a) = α2
P (b) = β0, P
′(b) = β1
P (c) = γ0, P
′(c) = γ1, P ′′(c) = γ2, P ′′′(c) = γ3
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Tomamos el polinomio:
P (λ) = c0 + c1(λ− a) + c2(λ− a)2 + (λ− a)3 [c3 + c4(λ− b)] +
+ (λ− a)3(λ− b)2 [c5 + c6(λ− c) + c7(λ− c)2 + c8(λ− c)3] ,
donde los cj se determinan del siguiente modo. Hacemos λ = a y resulta α0 = c0. Derivamos respecto
de λ y hacemos λ = a y se obtiene α1 = c1. Derivamos dos veces y hacemos λ = a y se obtiene
α2 = 2c2. Hacemos λ = b y resulta
β0 = c0 + c1(b− a) + c2(b− a)2 + c3(b− a)3;
es decir, c3 se obtiene por recurrencia, conocidos c0, c1, c2. Derivamos y hacemos λ = b y resulta c4
conocidos c0, c1, c2, c3, etc.
Corolario 1.2.1. Sea T ∈ L(X,X) y σ(T ) = {λ1, λ2, . . . , λp}. Para cada i = 1, 2, . . . , p. Sea Ei(λ) un
polinomio en λ tal que:
i) Ei(λi) = 1, E
(m)
i (λi) = 0 para 1 6 m 6 ν(λi)− 1
ii) E
(m)
i (λj) = 0 para 1 6 m 6 ν(λj)− 1, j 6= i
Entonces se tiene:
a) Ei(T ) 6= 0.
b) (Ei(T ))
2 = Ei(T ), Ei(T )Ej(T ) = 0 para i 6= j.
c) I =
∑p
i=1Ei(T )
Demostracio´n.
a) Por el teorema 1.2.3 tenemos que E(T ) = 0, si y so´lo si, E(m)(λi) = 0 para todo λi ∈ σ(T ) y todo
m, 0 6 m 6 ν(λi) − 1. Pero por la condicio´n i) del corolario se tiene que Ei(λi) = 1, E(m)i (λi) =
0 para 1 6 m 6 ν(λi)− 1. Por lo tanto Ei(T ) = 1 6= 0.
b) De (Ei(T ))
2 = Ei(T ) tendremos que
(Ei(T ))
2 − Ei(T ) = 0 (1.2.1)
Si no derivamos la ecuacio´n anterior, por la condicio´n i) del corolario y teniendo en cuenta de nuevo
el teorema 1.2.3 tendremos que (Ei(T ))
2 − Ei(T ) = 12 − 1 = 0.
Si derivamos la ecuacio´n (1.2.1) tendremos [(Ei(T ))
2 − Ei(T )]′ = 2Ei(T )E′i(T )− E′i(T ) por i)
[(Ei(λi))
2 − Ei(λi)]′ = 2Ei(λi)E′i(λi)− E′i(λi) = 0
para m = 1 se tiene E′i(λi) = 0.
Luego Ei(T )Ej(T ) = 0 para i 6= j al derivar se tendra´ E′i(T )Ej(T ) + Ei(T )E′j(T ) = 0 por el teorema
1.2.3 tenemos E′i(λi)Ej(λi) + Ei(λi)E
′
j(λi) = 0 y por la condicio´n ii) se cumple la igualdad, lo mismo
sucede para λj .
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c) Hacemos I −∑pi=1Ei(T ) = 0 pero de nuevo ocupando el teorema 1.2.3, puesto que dicho teorema
nos dice que el comportamiento del polinomio en el operador T ∈ L(X,X) se reduce a estudiar el
comportamiento del polinomio evaluado en un autovalor del espectro al derivar un cierto nu´mero de
veces. As´ı I −∑pi=1Ei(λi) = I −∑i=1 1 = 0. Por tanto I = ∑pi=1Ei(T ).
Con las propiedades a), b) y c) del corolario anterior es de comprobacio´n inmediata que si
Aj = Ej(T )X, j = 1, 2, . . . , p
entonces
X = A1 ⊕A2 ⊕ . . .⊕Ap
Recordemos las propiedades de suma directa. Diremos que X es suma directa de los subespacios Ai
cumplen
Ai ∩Aj = ∅
X = A1 +A2 + . . .+Ap
En efecto, cualquier x ∈ X se puede expresar como
x =
p∑
i=1
Ei(T )x
notemos que esto resulta de multiplicar por x el inciso c) del corolario 1.2.1 y si z es de Ai y del espacio
lineal engendrado por los Aj con j 6= i, entonces
z = Eixi, z =
∑
j 6=i
Ej(T )xj
As´ı,
Ei(T )z = Ei(T )Eixi se a sustituido z = Eixi
= (Ei(T ))
2xi por b)
= Ei(T )xi
= z
Ei(T )z = Ei(T )
∑
j 6=i
Ej(T )xj se a sustituido z =
∑
j 6=i
Ej(T )xj
=
∑
j 6=i
Ei(T )Ej(T )xj como Ei(T )z = z
= z
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por lo anterior y por b)
Ei(T )z = (Ei(T ))
2xi = Ei(T )xi = z =
∑
j 6=i
Ei(T )Ej(T )xj = 0
Tambie´n se verifica TAi ⊂ Ai. En efecto, si z ∈ TAi,
z = TEi(T )y = Ei(T )Ty ∈ Ai
Por tanto, el estudio de T se reduce al estudio de cada una de las restricciones de T a Ai.
Si en X se toma una base formada por la unio´n de bases de cada uno de los subespacios Ai, entonces,
recordando la subseccio´n 1.1.1, resulta que la expresio´n de T es una matriz del tipo
M1 0
0 M2
. . . 0
0 Mp

siendo Mi una matriz cuadrada de dimensio´n igual a la dimensio´n de Ai.
El teorema siguiente identifica el espacio Ai con el espacio N(λi, ν(λi)). Esto nos permitira´ inmedia-
tamente expresar T de una forma au´n ma´s simple, escogiendo en cada Ai una base adecuada.
Teorema 1.2.4. Con las notaciones del corolario anterior y las observaciones precedentes se tiene
para cada λi ∈ σ(t):
Ai = Ei(T )X = N(λi, ν(λi))
Adema´s,
ν(λi) 6 dimAi
Demostracio´n. Por el teorema de Cayley-Hamilton es inmediato que
(T − λiI))ν(λi)Ei(T ) = 0
Esto demuestra que
Ai = Ei(T )X ⊂ N(λi, ν(λi)) = {x ∈ X : (T − λiI))ν(λi)x = 0}
Como sabemos que X = A1 ⊕A2 ⊕ . . .⊕Ap, a fin de demostrar que
N(λi, ν(λi)) = Ai
bastara´ comprobar que:
P = N(λi, ν(λi))
⋂
l
⋃
j 6=i
N(λi, ν(λi))
 = {0}.
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Supongamos que hubiese x 6= 0, x ∈ P . Sea α, con 0 6 α < ν(λi) el entero mayor tal que z =
(T − λiI)αx 6= 0. Entonces
(T − λiI)z = (T − λiI)α+1x = 0 y asi Tz = λiz
Sea
x =
∑
j 6=i
yj con yj ∈ N(λj , ν(λj))
Entonces, si aplicamos a x el operador
(T − λiI)α
∏
j 6=i
(T − λiI)ν(λi)
resulta ∏
j 6=i
(λi − λj)z = 0
lo que implica z = 0. Esta contradiccio´n demuestra que P = {0}.
A fin de demostrar que se tiene
dimAi = dimN(λi, ν(λi)) > ν(λi)
procederemos del siguiente modo. Sabemos que, por definicio´n,
{0} $ N(λi, 1) $ N(λi, 2) $ . . . $ N(λi, ν(λi)) = N(λi, ν(λi) + 1)
As´ı existen ν(λi) vectores xk ∈ N(λi, k), k = 1, 2, . . . , ν(λi) linealmente independientes. Por tanto,
dimAi > ν(λi)
Esto demuestra el teorema.
Observamos ahora que (T − λiI)ν(λi)Ai = 0 y llamemos Bi = T − λiI. As´ı resulta:
T |Ai = Bi|Ai + λiI|Ai con Bν(λi)i Ai = 0
Es decir, la restriccio´n de T a Ai es la suma de un mu´ltiplo de la identidad λiI y de la restriccio´n de
Bi a Ai. Si logramos expresar Bi|Ai de una forma sencilla es claro que habremos logrado una expresio´n
sencilla de T . Veamos ahora co´mo se puede elegir en Ai una base para que Bi|Ai tenga una expresio´n
sencilla (es decir buscamos una base de Ai para que nos quede la matriz T en la forma de Jordan).
En lo que sigue, por comodidad de notacio´n nos restringimos a considerar un Ai y suprimiremos los
sub´ındices i.
Sabemos que se tiene
{0} $ N(λ, 1) $ N(λ, 2) $ . . . $ N(λ, ν(λ)) = A
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Escogemos en N(λ, ν(λ)) un espacio H(ν(λ)− 1) complementario de N(λ, ν(λ)− 1) en N(λ, ν(λ)). Es
decir, H(ν(λ)− 1) es tal que
N(λ, ν(λ)) = N(λ, ν(λ)− 1)⊕H(ν(λ)− 1)
Sabemos que podemos encontrar una base de N(λ, ν(λ)− 1) ∈ H(ν(λ)− 1)la cual sera´ {x1, x2, . . . , xp}
y otra de N(λ, ν(λ)) la cual sera´ {x1, x2, . . . , xp, xp+1, . . . xq} como son bases se puede escribir de forma
u´nica la sumatoria con a ∈ A, a = ∑qi=1 αixi = ∑pj=1 αixi +∑qk=p+1 αkxk.
Entonces sea {x1, x2, . . . , xh1} una base de H(ν(λ)− 1).
Veamos que
{Bx1, bx2, . . . , Bxh1} ⊂ N(λ, ν(λ)− 1)−N(λ, ν(λ)− 2)
y adema´s son linealmente independientes. En efecto, para lo primero se tiene, por ejemplo,
Bν(λ)−1Bx1 = Bν(λ)x1 = 0
pero, en cambio,
Bν(λ)−2Bx1 = Bν(λ)−1x1 6= 0
ya que x1 /∈ N(λ, ν(λ)− 1).
Para la independencia lineal se procede as´ı. Si
N∑
1
αiBxi = 0, entonces B
ν(λ)−1
N∑
1
αixi = 0
(Podemos suponer ν(λ) > 1, pues de otro modo todo lo que precede es trivial.) Como
h1∑
1
αixi ∈ H(ν(λ)− 1)
resulta que se ha de tener
h1∑
1
αixi = 0
Como {x1, x2, x3, . . . , xh1} es base de H(ν(λ)−1), esto implica que αi = 0 para todo i = 1, . . . , h1. As´ı,
{Bx1, Bx2, . . . , Bxh1} son vectores linalmente independientes de N(λ, ν(λ)− 1)−N(λ, ν(λ)− 2). Por
tanto, este conjunto de vectores se puede completar para obtener una base de un espacio N(λ, ν(λ)−2)
complementario de N(λ, ν(λ)− 2) en N(λ, ν(λ)− 1), es decir, tal que
N(λ, ν(λ)− 1) = N(λ, ν(λ)− 2)⊕H(ν(λ)− 2)
Sea esta base
{Bx1, Bx2, . . . , Bxh1 , xh1+1, . . . , xh2}
Consideremos ahora el sistema de vectores:
{B2x1, B2x2, . . . , B2xh1 , Bxh1+1, . . . , Bxh2} ⊂ N(λ, ν(λ)− 2)−N(λ, ν(λ)− 3)
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que son linealmente independientes. Procediendo ana´logamente, obtenemos finalmente una base de
A = N(λ, ν(λ)) formada por los vectores
{x1, x2, . . . , xh1 , Bx1, Bx2, . . . , Bxh1 , xh1+1, . . . , Bxh2 , B2x1, B2x2, . . . , B2xh1 , Bxh1+1, . . . , Bxh2}
Respecto de la base, ordenada de la forma siguiente:
{x1, Bx1, B2x1, . . . , Bν(λ)−1x1, x2, Bx2, B2x2, . . . , Bν(λ)−1x2,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
xh1 , Bxh1 , B
2xh1 , . . . , B
ν(λ)−1xh1 , xh1+1, Bxh1+1, . . . , B
ν(λ)−2xh1+1,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
xh2 , Bxh2 , . . . , B
ν(λ)−2xh2 ,
. . . . . . . . . . . . . . . . . .}
el operador B tiene la expresio´n matricial siguiente:
J1 0
0 J2
. . . JH−1 0
0 JH

donde cada matriz Ji corresponde a cada sistema parcial {x1, Bx1, B2x1, . . . , Bν(λ)−1x1} y tiene la
forma:
Ji =

λi 0 0 0 0
1 λi 0 0 0
0 1 λi 0 0
0 0 1 λi 0
. . . . . . . . . . . . . . .
0 0 0 1 λi

Pero veamos como es que se ha obtenido la matriz Ji ella resulta de aplicar el operador T a cada
elemento de la base ordenada, en particular para
{
x1, Bx1, B
2x1, . . . , B
ν(λ)−1x1
}
para el resto de
elementos resulta de manera ana´loga. Aplicando T a cada uno de ellos resulta
T (x1) = λx1 +Bx1
T (Bx1) = B(Tx1) = λBx1 +B
2x1
T (B2x1) = B
2(Tx1) = λB
2x1 +B
3x1
T (B3x1) = B
3(Tx1) = λB
3x1 +B
4x1
. . .
T (Bν(λ)−1x1) = Bν(λ)−1(Tx1) = λBν(λ)−1x1 +Bν(λ)x1
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Por lo estudiado en la subseccio´n 1.1.1, tenemos que la imagen de cada elemento se puede ver como
un vector columna, de donde resulta que B es
B =
(
x1 Bx1 B
2x1 B
3x1 . . . B
ν(λ)−1x1
)

λ1 0 0 0 0
1 λ1 0 0 0
0 1 λ1 0 0
0 0 1 λ1 0
. . . . . . . . . . . . . . .
0 0 0 1 λ1

=
(
x1 Bx1 B
2x1 . . . B
ν(λ)−1x1
)


0 0 0 0
1 0 0 0
0 1 0 0
. . . . . . . . . . . .
0 0 1 0

+

λ1 0 0 0
0 λ1 0 0
0 0 λ1 0
. . . . . . . . . . . .
0 0 0 λ1


=
(
x1 Bx1 B
2x1 B
3x1 . . . B
ν(λ)−1x1
)
[H1 + λ1I]
De todo esto resulta el teorema de descomposicio´n de Jordan.
Teorema 1.2.5 (Teorema de descomposicio´n de Jordan). Sea A una matriz n×n de elementos de C.
Existe entonces una matriz no singular P tal que A = PJP−1, siendo J de la forma:
J =

J1 0
0 J2
0
. . . 0
0 JH

donde cada Ji es de la forma:
Ji =

αi 0
1 αi
. . .
. . .
0 1 αi

siendo αi un autovalor de A.
La matriz J esta´ un´ıvocamente determinada salvo permutaciones de los bloques Ji. La matriz J se
denomina la forma cano´nica de Jordan de A.
La determinacio´n un´ıvoca de J resulta de la unicidad del operador B estudiado anteriormente.
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1.2.4. Forma cano´nica de una matriz real
Supongamos que T es una matriz real n × n. Conviene a veces representar T mediante una descom-
posicio´n real ana´loga a la de Jordan. Tal descomposicio´n es posible en el sentido que se indica a
continuacio´n. La presentamos y demostramos en un caso particular a fin de evitar complicaciones de
notacio´n, pero el resultado es general y la marcha de la demostracio´n es la misma.
Sea T una matriz real 5×5, representacio´n de un operador lineal, que llamaremos tambie´n T , respecto
de la base B = {e1, e2, e3, e4, e5}, del espacio X. Supongamos que la forma de Jordan de T es
J =

a+ bi 0 0 0 0
1 a+ bi 0 0 0
0 0 a− bi 0 0
0 0 1 a− bi 0
0 0 0 0 c

donde a, b, c ∈ R. Veamos que entonces existe una matriz real no singular Q tal que T = QKQ−1
donde:
K =

a b 0 0 0
−b a 0 0 0
1 0 a b 0
0 1 −b a 0
0 0 0 0 c

Para verlo volvamos a la demostracio´n del teorema 1.2.5. Ante todo es claro que, siendo T real, si λ es
un autovalor de T , entonces λ¯ lo es tambie´n. Adema´s, λ y λ¯ tienen la misma multiplicidad, el mismo
ı´ndice y las dimensiones de los espacios N(λ, k), N(λ¯, k) son las mismas.
Al efectuar la eleccio´n de la base que conduce a la descomposicio´n de Jordan, es claro asimismo que
x1, x2, . . . , xh1 , con
xj =
n∑
k=1
αjkek, j = 1, . . . , h1
es base de H(ν(λ)−1), espacio complementario de N(λ, ν(λ)−1) en N(λ, ν(λ)), y tomamos los vectores
x¯j =
n∑
k=1
α¯jkek, j = 1, . . . , h1
entonces x¯1, x¯2, . . . , x¯h1 , constituyen una base de un espacio H(ν(λ¯)−1) complementario de N(λ¯, ν(λ¯)−
1) en N(λ¯, ν(λ¯)). As´ı, en la eleccio´n de la base de un espacio se puede proceder paralelamente, de la
forma indicada con λ y λ¯. Esta observacio´n conduce con facilidad al resultado que buscamos.
Supongamos que hemos procedido as´ı en el caso concreto que nos ocupa, y que hemos obtenido la base.
{x1, (T − (a+ bi)I)x1, x¯1, (T − (a+ bi)I)x¯1, x2}
Llamemos
x1 = y1, (T − (a+ bi)I)x1 = y2, x¯1 = y¯1, (T − (a+ bi)I)x¯1 = y¯2, x2 = y3
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y observamos que si
yj =
5∑
k=1
βjkek
entonces,
y¯j =
5∑
k=1
β¯jkek
La representacio´n matricial del operador lineal T respecto de la base {y1, y2, y¯1, y¯2, y3} es
J =

a+ bi 0 0 0 0
1 a+ bi 0 0 0
0 0 a− bi 0 0
0 0 1 a− bi 0
0 0 0 0 c

Esto quiere decir:
Ty1 = (a+ bi)y1 + y2
Ty2 = (a+ bi)y2
T y¯1 = (a+ bi)y¯1 + y¯2
T y¯2 = (a+ bi)y¯2
Ty3 = cy3
Tomemos ahora los vectores
z1 =
y1 + y¯1
2
, z∗1 =
y1 − y¯1
2i
, z2 =
y2 + y¯2
2
, z∗2 =
y1 − y¯1
2i
, z3 = y3
Es fa´cil comprobar que los vectores de {z1, z¯∗1 , y2, y¯∗2, z3} tienen coordenadas reales respecto de {e1, e2, e3, e4, e5}
y que constituyen una base Z. Asimismo es sencillo comprobar que
Tz1 = az1 − bz∗1 + z2
Tz∗1 = bz1 + az
∗
1 + z
∗
2
Tz2 = az2 − bz∗2
Tz∗2 = bz2 + az
∗
2
Tz3 = cz3
Es decir, la representacio´n de T respecto de base Z es:
K =

a b 0 0 0
−b a 0 0 0
1 0 a b 0
0 1 −b a 0
0 0 0 0 c

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Adema´s, la matriz Q de cambio de la base B a la Z es real. Por tanto, T = QKQ−1 con Q real, lo que
demuestra la proposicio´n inicial.
El resultado general puede enunciarse del modo siguiente.
Toda matriz A ∈ M(n,R) admite una expresio´n Q−1J1Q, donde Q ∈ M(n,R) y J1 es una matriz de
la forma:
J1 =

D 0 0
H1 0
0 H2 0
. . .
0 Hp
L1 0
0 0
. . .
0 Lr

donde D es una matriz diagonal real, cada Hi es una matriz real y de la forma:
Ji =

αi 0
1 αi
. . .
. . .
0 1 αi

y cada Li es tambien real y de la forma:
Li =

Λi 0
I2 Λi
. . .
. . .
0 I2 Λi

siendo
I2 =
(
1 0
0 1
)
y Λi =
(
ai bi
−bi ai
)
1.2.5. Ca´lculo de polinomios y series de matrices
Si A = PJP−1, entonces A2 = PJ2P−1, Ak = PJkP−1 para todo k entero positivo. As´ı, si Q(λ) es
un polinomio en λ, se tiene:
Q(A) = PQ(J)P−1
Asimismo,
exp(A) = P exp(J)P−1,
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y la exp(J) se calcula muy sencillamente:
exp(J) =

exp(J1) 0
exp(J2)
. . .
0 exp(Jh)

siendo
exp Ji = exp(αi)

1 0
1/1! 1
1/2! 1/1! 1
...
...
. . .
. . .
1/(h− 1)! 1/(h− 2)! 1/1! 1

1.2.6. Ejemplo
Ejemplo 1.2.2. Calculo de la forma de Jordan de una matriz siguiendo el procedimiento de la demos-
tracio´n del teorema
A =

10 4 13
5 3 7
−9 −4 −12

Solucio´n. Se tiene det(A− λI) = −λ3 + λ2 + λ− 1 = −(λ− 1)2(λ+ 1).
As´ı, el espectro es σ(T ) = {1,−1} y sus multiplicidades son 2 para λ = 1 y 1 para λ = −1. Estudiamos
el ı´ndice
a) N(1, 1) = {x : (A− 1)x = 0}
A− 1 =

9 4 13
5 2 7
−9 −4 −13

Ahora, tenemos que encontrar un vector x tal que (A− 1)x = 0
9 4 13
5 2 7
−9 −4 −13


x1
x2
x3
 =

0
0
0

notemos que el renglo´n 3 (que denotaremos R3) es el negativo del renglo´n 1 R1, entonces trabajando
so´lo con los renglones R1 y R2 obtenemos
9 4 13 0
5 2 7 0
−9 −4 −13 0
R1 → R1 − 2R2

−1 0 −1 0
5 2 7 0
−9 −4 −13 0
R2 → R2 + 5R1
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
−1 0 −1 0
0 2 2 0
−9 −4 −13 0
R2 → 12R2

−1 0 −1 0
0 1 1 0
−9 −4 −13 0

resulta que
−x1 − x3 = 0
x2 + x3 = 0
esto es, x1 = −x3 y x2 = −x3 resulta que el vector x es (x1, x2, x3) = (−x3,−x3, x3) = x3(−1,−1, 1).
El espacio es 
x1
x2
x3
 =

−1
−1
1
 s
b) N(1, 2) =
{
x : (A− 1)2x = 0}
9 4 13
5 2 7
−9 −4 −13

2
x1
x2
x3
 =

9 4 13
5 2 7
−9 −4 −13



9 4 13
5 2 7
−9 −4 −13


x1
x2
x3

 =

0
0
0


9 4 13
5 2 7
−9 −4 −13


z1
z2
z3
 =

−1
−1
1


9 4 13 −1
5 2 7 −1
−9 −4 −13 1
R1 → R1 − 2R2

−1 0 −1 1
5 2 7 −1
−9 −4 −13 1
R2 → R2 + 5R1

−1 0 −1 1
0 2 2 4
−9 −4 −13 1
R2 → 12R2

−1 0 −1 1
0 1 1 2
−9 −4 −13 1

resulta que
−z1 − z3 = 1
z2 + z3 = 2
esto es, si z3 = 0 se tiene z1 = −1 y z2 = 2, por otro lado si z3 = 2 entonces z1 = −3 y z2 = 0.
El espacio es 
x1
x2
x3
 =

−1
2
0
 t+

−3
0
2
u
de manera ana´loga se hace para
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c) N(1, 3) =
{
x : (A− 1)3x = 0} coincide con N(1, 2). Se tiene
ν(1) = 2
Ahora veamos para el autovalor λ = −1 tenemos
d) N(−1, 1) = {x : (A+ 1)x = 0}
El espacio es 
x1
x2
x3
 =

−2
−1
2
 v
e) N(−1, 2) = {x : (A+ 1)2x = 0} coincide con N(−1, 1). Se tiene
ν(−1) = 1
Con esto es claro que la forma de Jordan es
J =

1 0 0
1 1 0
0 0 −1

Para hallar la matriz P se puede proceder como en la demostracio´n. Tomamos
e˜1 =

−1
2
0
 ∈ N(1, 2)−N(1, 1)
y, a continuacio´n,
e˜2 = (A− 1)

−1
2
0
 =

−1
−1
1

Tomamos tambie´n
e˜3 =

−2
−1
2
 ∈ N(−1, 1)
Con esto, la matriz P es
P =

−1 −1 −2
2 −1 −1
0 1 2

e˜1 e˜2 e˜3
y se tiene, efectivamente
A = PJP−1
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Ejemplo 1.2.3. De una matriz se sabe que
σ(A) = {1,−1, 6}
y que:
dimN(1, 1) = dimN(1, 2) = 3
dimN(−1, 1) = 3, dimN(−1, 2) = 4 dimN(−1, 3) = dimN(−1, 4) = 5
dimN(6, 1) = 2, dimN(6, 2) = dimN(6, 3) = 3
¿Cua´l es la forma de Jordan de A?
Solucio´n. Se da que σ(A) = {1,−1, 6} y por teorema 1.2.4 sabemos que los correspondientes indices
son
ν(1) = 1 ν(−1) = 3 ν(6) = 2
adema´s se sabe que
dimN(1, ν(1)) = 3
dimN(−1, ν(−1)) = 5
dimN(6, ν(6)) = 3
segu´n el teorema 1.2.4 y las consideraciones anteriores a dicho teorema se tiene que
X = N(1, ν(1))⊕N(−1, ν(1−))⊕N(6, ν(6))
de donde
dimX = 11
y as´ı A ∈M(11,C). Ahora, se tiene que una base para A es
{x1, . . . , Bν(λ1)−1x1, x2, . . . , Bν(λ2)−1x2, x3, . . . , Bν(λ3)−1x3}
Para λ1 = 1 tenemos que ν(λ1) = 1 entonces tenemos una matriz de 3 × 3 tal que en la diagonal
principal van 1 y en las restantes posiciones van 0.
Para λ2 = −1 se tiene ν(λ2) = 3 es decir que la matriz es de 5× 5 tal que en las u´ltimas dos filas es
diagonal. As´ı
T = B + λI = B − 1
T (x2) = (B − 1)x2 = Bx2 − x2
T (Bx2) = (B − 1)Bx2 = B2x2 −Bx2
T (B2x2) = (B − 1)B2x2 = B3x2 −B2x2
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as´ı se tiene la matriz 
−1 0 0 0 0
1 −1 0 0 0
0 1 −1 0 0
0 0 0 −1 0
0 0 0 0 −1

Para λ3 = 6 tenemos que ν(λ3) = 2 entonces tenemos una matriz de 3× 3
T = B + λI = B − 6
T (x3) = (B − 6)x3 = Bx3 − 6x3
T (Bx3) = (B − 6)Bx3 = B2x3 − 6Bx3
as´ı se tiene la matriz 
6 0 0
1 6 0
0 0 6

Por tanto la forma cano´nica de la matriz A es
J =

1 0 0
0 1 0 0 0
0 0 1
−1 0 0 0 0
1 −1 0 0 0
0 0 1 −1 0 0 0
0 0 0 −1 0
0 0 0 0 −1
6 0 0
0 0 1 6 0
0 0 6

1.3. Ecuaciones Lineales
Consideramos la ecuacio´n
x′(t) = A(t)x(t) + b(t) (1.3.1)
donde A : [t0, t1] = J →Mn(n,C) es una aplicacio´n continua de [t0, t1] = J ⊂ R al espacio de matrices
n × n de elementos complejos, y b : [t0, t1] → Cn es una aplicacio´n continua. Se busca una funcio´n
x : [t0, t1] → Cn (todos los vectores se escriben como vectores columna) que sea derivable en [t0, t1] y
su derivada satisfaga la ecuacio´n (1.3.1). Tal funcio´n x(t) se denomina solucio´n de (1.3.1).
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La ecuacio´n (1.3.1) se llama homoge´nea si b(t) = 0, y af´ın o no homoge´nea si b(t) 6= 0.
El problema de Cauchy consistira´ en obtener una solucio´n x(t) de (1.3.1) tal que
x(t0) = ξ
0 ∈ Cn
El teorema siguiente es una sencilla aplicacio´n de los teoremas de existencia, unicidad y prolongacio´n.
Teorema 1.3.1. El problema de valores iniciales{
x′(t) = A(t)x(t) + b(t), t ∈ J
x(t0) = ξ
0
con la significacio´n de A, b, x, J , ξ0 dada arriba, tiene una u´nica solucio´n prolongable a todo el
intervalo J .
Demostracio´n. Obse´rvese que siendo
f(t, ξ) = A(t)ξ + b(t), t ∈ J, ξ ∈ Cn,
se tiene
|f(t, ξ1)− f(t, ξ2)| 6 (ma´x
t∈J
|A(T )|)|ξ1 − ξ2|
y, as´ı, se puede aplicar el teorema de Picard globalmente. (Aqu´ı, |·| indicara´ una norma fija en Cn y
la correspondiente norma en M(n,Cn)).
Definicio´n 1.3.1. Se dice que una matriz Φ(t) es una matriz fundamental de la ecuacio´n
x′(t) = A(t)x(t) (1.3.2)
si sus n columnas son n soluciones linealmente independientes de dicha ecuacio´n.
Si Φ(t) es una matriz fundamental de (1.3.2), el conjunto de soluciones de (1.3.2) se podra´ representar
por
Φ(t)c (1.3.3)
siendo c ∈ Cn un vector arbitrario. En efecto, la combinacio´n lineal
c1Φ
1(t) + · · ·+ cnΦn(t)
toma la forma (1.3.3) en notacio´n matricial.
Resolver la ecuacio´n (1.3.2) se reduce, pues, a encontrar una matriz fundamental.
El teorema que sigue se refiere primero a la estructura del conjunto de soluciones de la ecuacio´n (1.3.1),
y proporciona despue´s la solucio´n del problema de valores iniciales mediante la formula de Lagrange.
Teorema 1.3.2. Sea la ecuacio´n
x′(t) = A(t)x(t) + b(t) (1.3.4)
con A : [t0, t1] = J →M(n,C) continua y b : [t0, t1]→ Cn continua. Entonces:
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a) Principio de Superposicio´n. Si b(t) ≡ 0, el conjunto de todas las soluciones de 1.3.4 es un
espacio vectorial Z de dimensio´n n. Una base de este espacio se denomina un sistema fundamental
de soluciones. (La definicio´n de suma de soluciones y producto escalar por solucio´n es natural.)
b) Sea b(t) ≡ 0 y {x1(t), x2(t), ..., xn(t)} = H un sistema de soluciones. Entonces H es un sistema
fundamental de soluciones si, y so´lo si, la matriz Φ(t) de columnas x1(t), x2(t), ..., xn(t) es no
singular para algu´n t ∈ J . Cuando as´ı sucede Φ se denomina matriz fundamental de la
solucio´n de la ecuacio´n y se tiene, evidentemente,
Φ′(t) = A(t)Φ(t)
Rec´ıprocamente, si X : [t0, t1] = J →M(n,C) es derivable y verifica para t ∈ [t0, t1]
X ′(t) = A(t)X(t), detX 6= 0
para algu´n t ∈ [t0, t1], entonces X(t) es matriz fundamental de la ecuacio´n
x′(t) = A(t)x(t)
c) Si b(t) 6= 0 el conjunto T de soluciones de (1.3.4) constituye un espacio af´ın de dimensio´n n.
Si xp(t) es solucio´n de la ecuacio´n (1.3.4) con b(t) 6= 0 y Z es el conjunto de soluciones de
x′(t) = A(t)x(t), se tiene:
T = {xp(t) + y(t) : y(t) ∈ Z}
d) Fo´rmula de Lagrange o de variacio´n de las constantes. El problema de valores iniciales{
x′(t) = A(t)x(t) + b(t), t ∈ J
x(t0) = ξ
0
tiene por solucio´n u´nica
Φ(t)ξ0 + Φ(t)
∫ t
t0
Φ−1(s)b(s)ds
donde Φ(t) es matriz fundamental de x′(t) = A(t)x(t) tal que Φ(t0) = I. Tal matriz siempre
existe y es u´nica.
Demostracio´n. a) La primera parte es sencilla. Demostraremos que existe una base de n soluciones
x1, . . . , xn.
Llamemos e1, e2, . . . , en a los siguientes vectores
e1 =

1
0
...
0
 , e2 =

0
1
...
0
 , . . . , en =

0
0
...
1

y sea xj la solucio´n u´nica del problema
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Pj
x′(t) = A(t)x(t), t ∈ Jx(t0) = ej j = 1, 2, . . . , n
Las soluciones xj forman una base del espacio vectorial Z. Para ver que son linealmente inde-
pendientes, supongamos
n∑
j=1
αjxj(t) ≡ 0
Haciendo t = t0, se tiene
n∑
j=1
αjxj(t0) = 0
n∑
j=1
αjej = 0
α1

1
0
...
0
+ α2

0
1
...
0
+ · · ·+ αn

0
0
...
1
 = 0
obtenemos 
α1
αn
...
 = 0
Adema´s forman todo el espacio. En efecto, sea z(t) una solucio´n de x′(t) = A(t)x(t), y sea
z(t0) =

β1
...
βn
 = β
Formemos la solucio´n
z¯(t) =
n∑
j=1
βjxj(t)
Tanto z(t) como z¯(t) son soluciones del problema{
x′(t) = A(t)x(t)
x(t0) = β
as´ı, por la unicidad,
z(t) ≡ z¯(t) ≡
n∑
j=1
βjxj(t)
49
Cap´ıtulo 1. Ecuaciones Lineales 1.3. Ecuaciones Lineales
b) Supongamos det Φ(s) = 0 para algu´n s ∈ J . Entonces se tendra´ que las columnas de det Φ(s) son
linealmente dependientes, es decir:
n∑
j=1
αjxj(s) = 0 con algu´n αj 6= 0
con algu´n αj 6= 0. Consideramos
z(t) =
n∑
j=1
αjxj(t)
Se tiene que z(t) es solucio´n del problema{
x′(t) = A(t)x(t), t ∈ J
x(s) = 0
Pero la funcio´n ide´nticamente nula es tambie´n solucio´n de tal problema. As´ı, por la unicidad,
z(t) ≡ 0. Por tanto,
n∑
j=1
αjxj(t) ≡ 0
y, por consiguiente,
det Φ(t) ≡ 0
De este modo, o bien det Φ(t) ≡ 0 o bien det Φ(t) 6= 0 para todo t ∈ J .
d) Cualquier solucio´n de x′(t) = A(t)x(t) es de la forma Φ(t)c con c ∈ Cn constante si Φ(t) es una
matriz fundamental. Si se quiere hallar una solucio´n de x′(t) = A(t)x(t) se puede intentar variar
c (variacio´n de las constantes) y ensayar z(t) = Φ(t)c(t) (es decir, se supone que z(t) es solucio´n
de la ecuacio´n (1.3.4)). Se ha de tener al derivar y reemplazar z(t) en (1.3.4):
z′(t) = A(t)z(t) + b(t) = Φ′(t)c(t) + Φ(t)c′(t)
Sabemos que Φ′(t) = A(t)Φ(t), y, as´ı, ha de resultar:
A(t)Φ(t)c(t) + b(t) = A(t)Φ(t)c(t) + Φ(t)c′(t)
por lo que hay que escoger
c′(t) = Φ−1(t)b(t)
Si se quiere z(t0) = ξ
0, entonces se ha de verificar simulta´neamente{
c′(t) = Φ−1(t)b(t)
c(t0) = Φ
−1(t0)ξ0
Si Φ(t) se ha escogido tal que Φ(t0) = I, entonces
c(t) = ξ0 +
∫ t
t0
Φ−1(s)b(s)ds
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y, as´ı
z(t) = Φ(t)ξ0 + Φ(t)
∫ t
t0
Φ−1(s)b(s)ds
Obse´rvese que, con la notacio´n de la demostracio´n de a), la matriz Φ(t) tal que Φ(t0) es la que tiene
por columnas las soluciones de
Pj
x′(t) = A(t)x(t)x(t0) = ej j = 1, 2, . . . , n
El resultado siguiente se suele denominar fo´rmula de Jacobi.
Teorema 1.3.3 (Fo´rmula de Jacobi). Sea Φ(t) una matriz n× n cuyas columnas son todas solucio´n
de x′(t) = A(t)x(t). Entonces se verifica:
(det Φ)′(t) = trA(t) det Φ(t)
y, as´ı:
det Φ(t) = det Φ(t0) exp
∫ t
t0
trA(s)ds
Demostracio´n. Sea
Φ(t) =

ψ11(t) ψ12(t) . . . ψ1n(t)
ψ21(t) ψ22(t) . . . ψ2n(t)
...................................
ψn1(t) ψn2(t) . . . ψnn(t)

(det Φ)′(t) = det

ψ′11(t) ψ′12(t) . . . ψ′1n(t)
ψ21(t) ψ22(t) . . . ψ2n(t)
...................................
ψn1(t) ψn2(t) . . . ψnn(t)
+ . . .+ det

ψ11(t) ψ12(t) . . . ψ1n(t)
ψ21(t) ψ22(t) . . . ψ2n(t)
...................................
ψ′n1(t) ψ′n2(t) . . . ψ′nn(t)

Como se tiene Φ′(t) = A(t)Φ(t) el primer determinante del segundo miembro es
det

a11ψ11 + a12ψ21 + . . .+ a1nψn1 . . . a11ψ1n + a12ψ2n + . . .+ a1nψnn
ψ21 . . . ψ2n
..........................................................
ψn1 . . . ψnn
 = a11 det Φ(t)
con lo cual:
(det Φ)′(t) = trA(t) det Φ(t)
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El estudio de una ecuacio´n lineal de orden n del tipo:
x(n)(t) + a1(t)x
(n−1)(t) + · · ·+ an−1(t)x′(t) + an(t)x(t) = f(t)
donde aj son funciones escalares continuas de [t0, t1] a C, as´ı como f , y la x que se busca es una
funcio´n con n derivadas continuas en [t0, t1], y con los valores en C se reduce al estudio realizado ya
de la ecuacio´n lineal vectorial mediante el cambio
x(t)
x′(t)
...
x(n−1)(t)
 =

y1(t)
y2(t)
...
yn(t)
 = y(t)
Resulta as´ı la ecuacio´n
y′(t) = A(t)y(t) + f(t)
donde 
0 1
0 0 1 0
0 0 0 1
...
...
. . .
. . . 1
−an(t) −an−1(t) −a1(t)

Para la ecuacio´n diferencial lineal de orden n se puede, por tanto, formular un teorema de existencia y
de estructura paralelo a los teoremas 1.3.1 y 1.3.2. El teorema 1.3.3 da ahora un resultado especialmente
sencillo, conocido como fo´rmula de Liouville . Obse´rvese que si x1, x2, . . . , xn son soluciones de la
ecuacio´n
x(n)(t) + a1(t)x
(n−1)(t) + · · ·+ an(t)x(t) = 0
entonces la matriz correspondiente a Φ(t) del teorema 1.3.3 es
Φ(t) =

x1 x2 . . . xn
x′1 x′2 . . . x′n
...
...
...
xn−11 x
n−1
2 . . . x
n−1
n

y, as´ı, su determinante es el wronskiano de las funciones x1, x2, . . . , xn. De este modo, si sen˜alamos por
W (t) = W (x1(t), . . . , xn(t)) = det Φ(t),
se tiene
W ′(t) = −a1(t)W (t)
y, por tanto
W (t) = W (t0) exp
∫ t
t0
(−a1(s))ds
que es la fo´rmula de Liouville .
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1.3.1. Ejemplos
Ejemplo 1.3.1. Resue´lvase el problema{
x′′′(t) + 4x′′(t)− 5x(t) = 0
x(0) = 1, x′(0) = 0, x′′(0) = 0
y determı´nese co´mo se comporta la solucio´n en el infinito, es decir, si es acotada o no, si tiende a cero
para t→∞ o no, etc.
Solucio´n. La ecuacio´n caracter´ıstica de la ecuacio´n diferencial dada es
λ3 + 4λ2 − 5 = 0
Encontramos las ra´ıces de la ecuacio´n anterior
λ3 + 4λ2 − 5 = 0
(λ− 1)(λ2 + 5λ+ 5) = 0 resolviendo la cuadratica resulta
(λ− 1)
(
λ−
(
−5 +√5
2
))(
λ−
(
−5−√5
2
))
= 0
de donde las ra´ıces de la ecuacio´n caracter´ıstica son
λ1 = 1, λ2 =
−5 +√5
2
, λ3 =
−5−√5
2
Dado que las ra´ıces son reales y distintas se tiene que la solucio´n general de la ecuacio´n diferencial
dada es
x(t) = c1e
λ1t + c2e
λ2t + c3e
λ3t
La derivacio´n nos lleva a
x′(t) = λ1c1eλ1t + λ2c2eλ2t + c3λ3eλ3t
x′′(t) = λ21c1e
λ1t + λ22c2e
λ2t + λ23c3e
λ3t
as´ı, de las condiciones iniciales se obtienen las ecuaciones
x(0) = c1 + c2 + c3 = 1
x′(0) = λ1c1 + λ2c2 + λ3c3 = 0
x′′(0) = λ21c1 + λ
2
2c2 + λ
2
3c3 = 0
para λ1 = 1 el sistema anterior se convierte en
x(0) = c1 + c2 + c3 = 1 (1.3.5)
x′(0) = c1 + λ2c2 + λ3c3 = 0 (1.3.6)
x′′(0) = c1 + λ22c2 + λ
2
3c3 = 0 (1.3.7)
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Restando 1.3.6 de 1.3.7 se tiene(−5 +√5
2
)2
−
(
−5 +√5
2
) c2 +
(−5−√5
2
)2
−
(
−5−√5
2
) c3 = 0
resolviendo lo anterior se obtiene
c3 =
−(10− 3√5)
10− 3√5 c2
sustituyendo c3 en 1.3.5
c1 +
6
√
5
10 + 3
√
5
c2 = 1
y sustituyendo c3, λ2 y λ3 en 1.3.6
c1 − 5
√
5
10 + 3
√
5
c2 = 0
Simultaneando ambas ecuaciones se obtiene
c1 =
5
11
c2 =
3 + 2
√
5
11
Sustituyendo en 1.3.5 c1 y c2
c3 =
3− 2√5
11
as´ı, se obtiene que la solucio´n del problema inicial planteado es
x(t) =
5
11
eλ1t +
3 + 2
√
5
11
eλ2t +
3− 2√5
11
eλ3t
Es obvio que la solucio´n no es acotada en t > 0, puesto que si bien los dos u´ltimos sumandos tienden
a cero cuando t tiende a infinito, el primero no es acotado.
1.4. Coeficientes Constantes
Definicio´n 1.4.1. Una ecuacio´n diferencial x′(t) = f(t, x(t)) se denomina auto´noma cuando la
funcio´n f(t, ξ) es solamente la funcio´n de ξ, es decir, es una ecuacio´n de la forma x′(t) = f(x(t)). Si
la ecuacio´n es lineal y auto´noma, sera´ x′(t) = Ax(t) + b, con A, b constantes.
Consideremos primero el problema
(P )
{
x′(t) = Ax(t) en [t0, t1] = J
x(t0) = ξ
0
El problema anterior posee una u´nica solucio´n que es la funcio´n definida por
x(t) = eA(t−t0)ξ0
Veamos que en efecto es as´ı, para ello nos auxiliamos del me´todo de aproximaciones sucesivas (o
iterantes de Picard). Sea f(t, x(t)) = Ax(t), por tanto, la ecuacio´n integral equivalente a (P ) es
x(t) = ξ0 +
∫ t
t0
Ax(s)ds
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La iterante incial asociada a (P ) es la funcio´n constante definida por x0(t) = ξ
0 las dema´s iterantes
esta´n definidas y vienen dadas as´ı:
x1(t) = ξ
0 +
∫ t
t0
x0(s)ds = ξ
0 +
∫ t
t0
Aξ0ds = ξ0 +Aξ0s|tt0 = ξ0 +Aξ0(t− t0)
x2(t) = ξ
0 +
∫ t
t0
x1(s)ds = ξ
0 +
∫ t
t0
A[ξ0 +Aξ0s]ds = ξ0 +
[
Aξ0s+A2ξ0
s2
2
]t
t0
= ξ0 +Aξ0(t− t0) +A2ξ0 (t− t0)
2
2!
x3(t) = ξ
0 +
∫ t
t0
x2(s)ds = ξ
0 +
∫ t
t0
A[ξ0 +Aξ0s+A2ξ0
s2
2
]ds
= ξ0 +
[
Aξ0s+A2ξ0
s2
2
+A3ξ0
s3
6
]t
t0
= ξ0 +Aξ0(t− t0) +A2ξ0 (t− t0)
2
2!
+A3ξ0
(t− t0)3
3!
...
xn(t) = ξ
0 +
∫ t
t0
xn−1(s)ds = ξ0 +
∫ t
t0
A
[
ξ0 +Aξ0s+A2ξ0
s2
2!
+ . . .+An−1ξ0
sn−1
(n− 1)!
]
ds
= ξ0 +
[
Aξ0s+A2ξ0
s2
2!
+A3ξ0
s3
3!
+ . . .+Anξ0
sn
n!
]t
t0
= ξ0 +Aξ0(t− t0) +A2ξ0 (t− t0)
2
2!
+A3ξ0
(t− t0)3
3!
+ . . .+Anξ0
(t− t0)n
n!
= ξ0
(
I +A(t− t0) +A2 (t− t0)
2
2!
+A3
(t− t0)3
3!
+ . . .+An
(t− t0)n
n!
)
Se tiene entonces que la sucesio´n de funciones xn as´ı construida coincide con la sucesio´n de las sumas
parciales de la serie eA(t−t0)ξ0 = ξ0
∑∞
k=0
Ak(t−t0)k
k! (definicio´n de matriz exponencial e
At =
∑∞
k=0
(At)k
k! )
para t ∈ R
l´ım
n→∞xn(t) = l´ımn→∞
n∑
k=0
Akξ0(t− t0)k
k!
=˙ξ0
∞∑
k=0
Ak(t− t0)k
k!
= eA(t−t0)ξ0
Por consiguiente, la sucesio´n de iterantes xn converge puntualmente en R hacia la solucio´n u´nica
eA(t−t0)ξ0, del problema (P ).
Ahora, veamos que la solucio´n Φ(t) = eA(t−t0) del problema (P ) es una matriz fundamental.
Tenemos que la matriz A es constante y escribamos
eA(t−t0) =
∞∑
k=0
Ak(t− t0)k
k!
Teniendo en cuenta que
i)
‖Ak(t− t0)k‖
k!
6 ‖A‖
k|(t− t0)k|
k!
ii)
∑∞
k=0
‖A‖k|(t− t0)k|
k!
<∞,
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se sigue que eA(t−t0) esta´ bien definida. Ma´s au´n como
∑∞
n=0
An(t− t0)n
n!
converge uniformemente sobre
compactos, cada te´rmino de la serie es infinitamente diferenciable y la serie de las derivadas te´rmino
a te´rmino tambie´n es uniformemente convergente, obtenemos que Φ(t) = eA(t−t0) satisface la ecuacio´n
matricial lineal homoge´nea
Φ′(t) =
∞∑
n=1
n
An(t− t0)n−1
n!
= A
∞∑
n=1
An−1(t− t0)n−1
(n− 1)! = AΦ(t)
tal que Φ(t0) = I. As´ı, hemos mostrado que para sistemas lineales con coeficientes constantes la matriz
fundamental principal viene dada por Φ(t) = eA(t−t0) con Φ(t0) = I. Y, as´ı, se quiere resolver ahora el
problema {
x′(t) = Ax(t) + b(t)
x(t0) = ξ
0
Aplicando la fo´rmula de Lagrange que esta en el teorema 1.3.2 d), se tiene que
x(t) = Φ(t)ξ0 + Φ(t)
∫ t
t0
Φ−1(s)b(s)ds
= eA(t−t0)ξ0 + eA(t−t0)
∫ t
t0
[eA(s−t0)]−1b(s)ds
= eA(t−t0)ξ0 +
∫ t
t0
eA(t−t0)e−A(s−t0)b(s)ds
= eA(t−t0)ξ0 +
∫ t
t0
eA(t−t0−s+t0)b(s)ds
x(t) = eA(t−t0)ξ0 +
∫ t
t0
eA(t−s)b(s)ds
La expresio´n expl´ıcita de eAt es sencilla en te´rminos de la forma cano´nica de Jordan.
Sea primero L = λI +H, con
H =

0 0
1 0
1 0
. . .
. . .
0 1 0

Entonces, puesto que λI +H conmutan, se tiene
H2 =

0 0
0 0
1 0 0
. . .
. . .
. . .
0 1 0 0

H3 =

0 0
0 0
0 0 0
1 0 0 0
. . .
. . .
. . .
. . .
0 1 0 0 0

· · ·Hk−1 =

0 0
0 0
0 0 0
...
...
...
. . .
1 0 0 . . . 0

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Hk = 0, resulta por lo estudiado en la subseccio´n 1.1.4 que:
eLt = e(H+λI)t = eHteλt =
∞∑
k=0
(Ht)k
k!
eλt
en notacio´n matricial, esto es:
eLt =

1
t
1!
1
t2
2!
t
1!
1
· · · . . . . . .
tk−1
(k − 1)!
tk−2
(k − 2)! · · ·
t
1!
1

eλt
As´ı, si A = PJP−1, entonces
eAt = PeJtP−1
Si J es la forma de Jordan de A:
J =

L1 0
L2
. . .
0 Lh

donde cada Lj = λjI +Hj es de la forma anterior, se tiene
eAt = PeJtP−1 = P

eL1t 0
eL2t
. . .
0 eLht

P−1
donde cada eLjt tiene la forma expresada como antes.
1.5. Ecuaciones perio´dicas
Sea la ecuacio´n x′(t) = A(t)x(t), t ∈ R, donde A(t + τ) = A(t) para todo t, siendo τ un nu´mero real
fijo. Si x(t) satisface la ecuacio´n y escribimos y(t) = x(t+ τ) entonces se tiene:
y′(t) = x′(t+ τ) = A(t+ τ)x(t+ τ) = A(t)y(t)
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y, as´ı, tambie´n y(t) es solucio´n. Por lo tanto, Φ(t) es una matriz fundamental, tambie´n lo es Φ(t+ τ)
y, por consiguiente, existe una matriz no singular constante C tal que
Φ(t+ τ) = Φ(t)C
haciendo t = 0, en la ecuacio´n anterior y suponiendo que Φ(0) = I, se tiene que
Φ(τ) = Φ(0)C = C
A la matriz C se le llama matriz de monodromı´a.
Lema 1.5.1. Sea C una matriz no singular, entonces existe una matriz L tal que C = eτL, siendo L
en general de elementos de C.
Entonces, si denominamos
B(t) = Φ(t)e−tL
se puede poner:
B(t+ τ) = Φ(t+ τ)e−τLe−tL = Φ(t+ τ)C−1e−tL
= Φ(t)e−tL = B(t)
As´ı resulta el siguiente teorema.
Teorema 1.5.1 (Floquet 1883). Toda matriz fundamental Φ(t) para el sistema perio´dico x′(t) =
A(t)x(t) puede representarse en la forma
Φ(t) = B(t)etL
donde L es constante y B(t) es perio´dica de periodo τ
Demostracio´n de lema. Si C fuese un nu´mero distinto de 0, cualquier determinacio´n de logC servir´ıa
como L. Es decir, se podr´ıa poner
L = logC = log(1 + (C − 1)),
y, si |C − 1| < 1, se tiene llamando N = C − 1:
L = N − N
2
2
+
N3
3
− N
4
4
+ . . .
La expresio´n de la derecha puede tener sentido, segu´n sabemos, para una matriz y, as´ı tal vez podamos
esperar que si ponemos N = C − 1 en el caso en que C sea una matriz, no singular, y obtenemos
L = N − N
2
2
+
N3
3
− N
4
4
+ . . .
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entonces sea eL = C.
La presentacio´n rigurosa de este razonamiento heur´ıstico se puede realizar del modo siguiente: Sea en
primer lugar N una matriz n× n de la forma
N =

0
α 0 0
0 α 0
...
. . .
. . .
0 . . . 0 α 0

con α ∈ C. Demostraremos que, si
R(N) = N − N
2
2
+
N3
3
− N
4
4
+ . . . y T (U) = I +
U
1!
+
U2
2!
+
U3
3!
+ . . .
entonces
T (R(N)) = I +N
(obse´rvese que siendo Nn = 0, R(N) es una matriz bien definida). Para ello procedemos por induccio´n
sobre la dimensio´n de N . Si n = 1 nada hay que demostrar. Supongamos que la propiedad es cierta
para toda matriz del tipo de la N de dimensio´n n− 1. Entonces, escribiendo
A =

0 0 0 · · · 0
α 0 0 · · · 0
0 0 0
...
...
...
. . .
...
0 0 · · · 0

N∗ =

0 0 0 · · · 0
0 0 0 · · · 0
0 α 0 · · · 0
...
...
. . .
0 0 α · · · 0

se puede poner, ya que AN∗ = N∗A = 0, A2 = 0:
R(N) = A+R(N∗)
y, por tanto, como AR(N∗) = R(N∗) = 0,
T (R(N)) = T (A)T (R(N∗)),
pero
T (A) = I +A y T (R(N∗)) = I +N∗
por la hipo´tesis inductiva. As´ı:
T (R(N)) = (I +A)(I +N∗) = I +N∗ +A = I +N
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Supongamos ahora que C es un bloque de Jordan, es decir, C = λI +H con λ 6= 0 y
H =

0 0
1 0
1 0
. . .
. . .
0 1 0

Entonces se puede poner
C˜ =
C
λ
= I +
H
λ
= I +N
Si ponemos L˜ = R(N), entonces exp L˜ = C˜ y, as´ı,
C = λC˜ = λ exp L˜ = exp((log λ)I + L˜) = expL
llamando L = (log λ)I + L˜, pudie´ndose tomar en log λ cualquiera de las determinaciones del logaritmo
de λ.
Sea ahora C una matriz arbitraria no singular. Entonces todos sus autovalores son distintos de cero y
su forma cano´nica de Jordan J tiene bloques ana´logos a la C tratada antes. Es decir:
J =

J1 0
J2
. . .
0 Jh

y para cada Jj sabemos hallar Lj tal que e
Lj = Jj . Ponemos entonces:
M =

L1 0
L2
. . .
0 Lh

y tendremos eM = J . Ahora, si C = P−1JP , ponemos L = P−1MP y tendremos eL = C.
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Cap´ıtulo 2
Teor´ıa de estabilidad. Me´todo de la
primera aproximacio´n
El problema sobre estabilidad de soluciones de una ecuacio´n diferencial ordinaria surge como continua-
cio´n sobre la dependencia de las soluciones respecto de los valores iniciales y para´metros. Un proceso se
desarrolla gobernado por una ecuacio´n diferencial x′(t) = f(t, x(t)). Bajo condiciones x0 en instante t0
su funcionamiento viene dado por x(t), pero por errores de medicio´n o por una perturbacio´n imprevista
es posible que el valor real en el instante t0 sea x˜
0 en lugar de ser x0 y, por tanto, su funcionamiento
real sera´ dado por x˜0(t). ¿Co´mo se comporta x˜(t) con respecto a x(t)?
Cuando se considera un intervalo finito de tiempo proporciona bastante informacio´n suficiente. Pero
en muchas ocasiones interesa especialmente lo que va a ocurrir cuando t tiende a ∞. Por ejemplo, y
este es uno de los problemas cla´sicos que han originado la teor´ıa, el sistema solar ¿es estable o llegara´
a una situacio´n cr´ıtica, provocada por perturbaciones pequen˜as, que produzca su desmembramiento?
El estudio de este tipo de problemas tiene su origen en LAGRANGE, DIRICHLET y sobre todo, ma´s
recientemente, en los trabajos de A.M LYAPUNOV Y POINCARE´, formando lo que se denomina la
teor´ıa global o geome´trica de ecuaciones diferenciales ordinarias. Constituye una rama muy amplia
de la teor´ıa de ecuaciones diferenciales. En este cap´ıtulo se exponen las nociones ma´s importantes de
estabilidad y algunos teoremas t´ıpicos de la teor´ıa que se obtienen al estudiar las soluciones de la
ecuacio´n bajo estudio, siguiendo ma´s o menos lo que se denomina el me´todo de la primera aproxima-
cio´n. En el cap´ıtulo siguiente se expone el segundo me´todo de Lyapunov o me´todo directo que se basa
en el estudio de la funcio´n f(t, ξ) que aparece en la ecuacio´n diferencial misma.
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2.1. Nocio´n de estabilidad
2.1.1. Definiciones
Consideremos la ecuacio´n x′(t) = f(t, x(t)), donde f esta´ definida en [t0,+∞) × Rn en general, y
satisface condiciones que permiten garantizar que existe solucio´n u´nica, al menos local, del problema
x′(t) = f(t, x(t)) x(t0) = x0
Esta solucio´n sera´ denominada x(t; t0, x
0). Supongamos que x(t; t0, x
0) esta´ definida en [t0,+∞).
Definicio´n 2.1.1. Diremos que x(t; t0, x
0) es estable (a la derecha, en el sentido de Lyapunov) si
para cada  > 0 existe δ = δ(, t0) > 0 tal que para todo x
1 con |x1 − x0| 6 δ se tiene que x(t; t0, x1)
existe y esta´ definida en [t0,+∞) y se verifica
|x(t; t0, x1)− x(t; t0, x0)| 6  para todo t > t0
Figura 2.1: Estabilidad
Definicio´n 2.1.2. Se dice que x(t; t0, x
0) es asinto´ticamente estable (a la derecha, en el sentido
de Lyapunov) si es estable y adema´s existe η > 0 tal que si |x1 − x0| 6 η, entonces
|x(t; t0, x1)− x(t; t0, x0)| → 0 para t→ +∞
Definiciones ana´logas se pueden dar de la estabilidad (asinto´tica) a la izquierda, pero, en general,
cuando nos refiramos a la estabilidad de una solucio´n, sobrentenderemos que se trata de estabilidad a
la derecha.
Normalmente, interesa estudiar la estabilidad a la derecha como parte del ana´lisis del comportamiento
a largo plazo (o sea, en el sentido de los tiempos crecientes) de las soluciones de un sistema y, por
ello, el te´rmino “estabilidad ”se referira´ sistema´ticamente a la estabilidad a la derecha (en sentido de
Lyapunov). Como iremos viendo, en la pra´ctica interesa estudiar la estabilidad de ciertas soluciones
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Figura 2.2: Estabilidad asinto´tica
que representen comportamientos significativos del sistema f´ısico modelado por la ecuacio´n diferencial,
particularmente soluciones constantes (o estacionarias) y soluciones perio´dicas.
Cuando se tiene una ecuacio´n de orden superior en forma normal:
x(n)(t) = f(t, x(t), ..., x(n−1))
la estabilidad (asinto´tica) de sus soluciones se define mediante la estabilidad (asinto´tica) de las solu-
ciones correspondientes de la ecuacio´n vectorial asociada.
2.1.2. Estabilidad de la solucio´n trivial
El estudio de la estabilidad de las ecuaciones lineales admite una reduccio´n importante.
Sea x′(t) = A(t)x(t) + b(t) con A(t) continua de [t0,+∞) a Mn(C) o Mn(R) (matrices complejas o
reales n× n). La solucio´n x(t; t0, x0) existe y es u´nica y esta´ definida en todo [t0,+∞) para cualquier
x0. Mediante la fo´rmula de Lagrange:
x(t; t0, x
0) = Φ(t)x0 +
∫ t
t0
Φ(t)Φ−1(s)b(s)ds
donde Φ(t) es la matriz fundamental tal que Φ(t0) = I, resulta el siguiente teorema.
Teorema 2.1.1. La solucio´n x(t; t0, x
0) de
x′(t) = A(t)x(t) + b(t) (2.1.1)
es estable (asinto´ticamente estable) si, y so´lo si, la solucio´n τ(t) ≡ 0 de x′(t) = A(t)x(t) es estable
(asinto´ticamente estable).
Demostracio´n. Supongamos que el sistema (2.1.1) es estable. La estabilidad asinto´tica se prueba de
manera ana´loga.
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Si x(t; t0, x
0) es una solucio´n fija y sea x(t) cualquier otra solucio´n de (2.1.1) y definimos y(t) =
x(t)−x(t; t0, x0) la cual es solucio´n de x′(t) = A(t)x(t). Como x(t; t0, x0) es estable, se tiene que, dado
 > 0, existe δ > 0 tal que si |x(t0) − x0| < δ entonces |x(t) − x(t; t0, x0)| < , ∀t > t0 lo cual implica
que:
|y(t)| = |τ(t)− y(t)| = |0− y(t)| < , ∀t > t0, si |y(t0)| = |0− y(t0)| < δ, es decir que la solucio´n trivial
de x′(t) = A(t)x(t) es estable.
Ahora supongamos que la solucio´n trivial es estable: Dado  > 0, existe δ > 0 tal que si |0− y(t0)| < δ
entonces |0− y(t)| < , ∀t > t0, es decir |x(t0)− x0| < δ, entonces |x(t)− x(t; t0, x0)| < , ∀t > t0 por
lo cual se deduce que x(t; t0, x
0) es estable.
As´ı pues, y en resumen, el estudio de la estabilidad de una solucio´n cualquiera de un sistema lineal se
reduce al estudio de la estabilidad de la solucio´n τ(t) ≡ 0 del sistema homoge´neo asociado. El teorema
anterior muestra que para la ecuacio´n lineal x′(t) = A(t)x(t)+b(t) todas sus soluciones tienen el mismo
cara´cter de estabilidad o inestabilidad. As´ı, para una ecuacio´n lineal tiene sentido hablar de estabilidad
(asinto´tica) de la ecuacio´n misma.
2.1.3. Ejemplos
Ejemplo 2.1.1. La solucio´n y(t) ≡ 0 de x′(t) = (x(t))2 no es estable ni a la derecha ni a la izquierda.
Solucio´n. Sabemos que las soluciones de la ecuacio´n diferencial x′(t) = (x(t))2 son las ramas de la
hipe´rbola
x(t) =
1
k − t k constante
donde las soluciones positivas esta´n dadas por (−∞, k) y las soluciones negativas por (k,+∞).
Figura 2.3: Curvas gra´ficas de las soluciones de la ecuacio´n x′(t) = (x(t))2 (Ejemplo 2.1.1)
De la gra´fica podemos observar que si tomamos cualquier solucio´n que este arriba (rojo) de y(t) ≡ 0
no se mantiene cerca de y(t) ≡ 0, es decir si nos tomamos un entorno bien pequen˜o que contenga a
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estas soluciones para un tiempo dado, dichas soluciones no se mantendra´n cercanas para un tiempo
posterior. Por otro lado las soluciones que esta´n por debajo (verde) de y(t) ≡ 0 si se parecen a ella,
pero de la definicio´n sabemos que la estabilidad es para toda solucio´n que parta cerca de la solucio´n que
se esta´ analizando. Un razonamiento ana´logo se puede hacer para ver la inestabilidad por la izquierda.
Ejemplo 2.1.2. Se considera la ecuacio´n x′(t) = 1−(x(t))2. La solucio´n y(t) ≡ +1 es asinto´ticamente
estable. La solucio´n z(t) ≡ −1 no es estable.
Solucio´n. La solucio´n de la ecuacio´n diferencial dada es
x(t) =
ke2t − 1
ke2t + 1
pero si imponemos la condicio´n inicial x(0) = x0 tendremos que la solucio´n estara´ dada por
x(t) =
(1 + x0)e2t − (1− x0)
(1 + x0)e2t + (1− x0)
Por lo que tendremos que analizar los siguientes casos, para poder graficar las curvas soluciones.
Si −1 < x0 < 1 las curvas soluciones sera´n las que se encuentran entre las rectas y = 1 e y = −1
(curvas rosada).
Si x0 > 1 las curvas solucio´n sera´n las curvas que se encuentran arriba de la recta y = 1 (curvas
moradas).
x0 < −1 las curvas solucio´n sera´n las curvas que se encuentran abajo de la recta y = −1 (curvas
marro´n).
Veamos que y(t) ≡ +1 es asinto´ticamente estable, para ello nos tomamos alguna solucio´n que se
encuentre por encima o por abajo de la recta y(t) ≡ +1.
Sea x0 > 1, diremos que y(t) ≡ +1 es asinto´ticamente estable si para todo  > 0 existe δ > 0
tal que para todo x0 con |x0 − 1| < δ se tiene que la solucio´n x(t; t0, x0) esta´ definida en [t0,∞) y
se verifica que |x(t; t0, x1) − y(t)| 6  y si, adema´s, existe η > 0 tal que |x0 − 1| < η implica que
l´ım
t→∞|x(t; t0, x
0)− y(t)| = 0
|x(t; t0, x1)− y(t)| =
∣∣∣∣(1 + x0)e2t − (1− x0)(1 + x0)e2t + (1− x0) − 1
∣∣∣∣
=
∣∣∣∣(1 + x0)e2t − (1− x0)− (1 + x0)e2t − (1− x0)(1 + x0)e2t + (1− x0)
∣∣∣∣
=
|−2(1− x0)|
|(1 + x0)e2t + (1− x0)| =
2|(1− x0)|
|(1 + x0)e2t + (1− x0)|
6 |(x0 − 1)|
de donde se deduce que, dado  > 0, si x0 es tal que |(x0−1)| 6 δ =  entonces x(t; t0, x0) esta´ definida
y se verifica que |x(t; t0, x1)− y(t)| 6  ∀t > t0 y adema´s l´ım
t→∞|x(t; t0, x
0)− y(t)| = 0.
Un razonamiento ana´logo se puede hacer para observar que z(t) ≡ −1 no es asinto´ticamente estable.
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Figura 2.4: Curvas gra´ficas de las soluciones de la ecuacio´n x′(t) = 1− (x(t))2 (Ejemplo 2.1.2)
Ejemplo 2.1.3. Sea la ecuacio´n x′(t) = 0. Todas sus soluciones son estable, pero ninguna es asinto´ti-
camente estable.
Solucio´n. Las soluciones de la ecuacio´n diferencial x′(t) = 0 son
x(t) = a
donde a una constante real arbitraria.
Figura 2.5: Curvas gra´ficas de las soluciones de la ecuacio´n x′(t) = 0 (Ejemplo 2.1.3)
Notemos que si tomamos dos soluciones cualesquiera que este´n cercanas, estas se matendra´n siempre
cercanas para todo tiempo, de ah´ı que se dice que las soluciones de x′(t) = 0 son estables, y no son
asinto´ticamente estables ya que la estabilidad asinto´tica lo que nos dice es que una de las soluciones
converge a la otra y en este caso no es as´ı.
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Ejemplo 2.1.4. Las soluciones de x′(t)+x(t) = 0 son asinto´ticamente estables a la derecha e inestable
a la izquierda.
Solucio´n. Sabemos que las soluciones de la ecuacio´n diferencial x′(t) +x(t) = 0 son dadas por x(t) =
ce−t.
De la gra´fica (ver Figura 2.6) podemos observar que cualesquiera dos soluciones que se tomen cercanas
para un tiempo cualquiera inicial, estas siempre se manendra´n cercanas para todo tiempo posterior y
esto es lo que nos dice la definicio´n de estabilidad, ma´s au´n para t→ +∞ estas soluciones convergen
una a la otra. Por tanto se dice que las soluciones x(t) = ce−t de x′(t) + x(t) = 0 son asinto´ticamente
estables.
Para ver la inestabilidad a la izquierda, veamos que si tomamos dos soluciones cualesquiera para un
tiempo inicial que este´n cercanas, estas soluciones para un tiempo posterior no se mantendra´n cerca,
es decir se alejan entre ellas, por lo que se dice que las soluciones son inestables.
Figura 2.6: Curvas gra´ficas de las soluciones de la ecuacio´n x′(t) + x(t) = 0 (Ejemplo 2.1.4)
2.1.4. Acotacio´n y estabilidad
Definicio´n 2.1.3. Consideramos la ecuacio´n x′(t) = f(t, x(t)) y la solucio´n x(t; t0, x0) que suponemos
definida para t > t0. Decimos que x(t; t0, x0) es acotada (a la derecha) si existe M , 0 < M <∞, tal
que |x(t; t0, x0)| 6M para t > t0.
Acotacio´n y estabilidad son conceptos independientes en general. En efecto, toda solucio´n x(t) = t+ c
de x′(t) = 1 es estable a ambos lados, pero no acotada a ningu´n lado. Asimismo, todas las soluciones
de la ecuacio´n
x′′ = −1
2
(x2 + (x4 + 4x′2)1/2)x
son de la forma x = c sin(ct+ d) y as´ı, son acotadas a la derecha y a la izquierda por c, pero, salvo la
solucio´n ide´nticamente nula, ninguna es estable ni a la derecha ni a la izquierda.
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Sin embargo, para las ecuaciones lineales existe la siguiente relacio´n.
Teorema 2.1.2. La ecuacio´n x′(t) = A(t)x(t) es estable si, y so´lo si, todas sus soluciones son acotadas.
Demostracio´n. Supongamos que la solucio´n trivial x(t) ≡ 0 de x′(t) = A(t)x(t) es estable. Entonces
dado  > 0, existe δ > 0 tal que |zi| 6 δ implica |xi(t; t0, zi)| 6  para todo t > t0, si hacemos zi = δei
2
tendremos
|xi(t; t0, δei
2
)| 6 , ∀t > t0, i = 1, . . . , n
donde {e1, e2, . . . , en} es base cano´nica de Cn y δ es el nu´mero dado en la definicio´n de estabilidad.
Luego, si Φ(t) denota la matriz fundamental del sistema x′(t) = A(t)x(t) cuyas columnas son las
soluciones xi(t; t0,
δei
2
), entonces Φ(t) esta´ acotada, lo cual a su vez implica la acotacio´n de las soluciones
del sistema x′(t) = A(t)x(t).
Rec´ıprocamente, supongamos que todas las soluciones de x′(t) = A(t)x(t) estan acotadas en [t0,∞) y
sea t > t0; entonces existe una constante M tal que |Φ(t)| 6M para t ∈ [t0,∞), siendo Φ(t) la matriz
fundamental del sistema que verifica Φ(t0) = I (las columnas de una matriz fundamental son soluciones
linealmente independientes del sistema). Dado  > 0, |x0| 6 
M
implica que |Φ(t)x0| 6 |Φ(t)||x0| 6
M

M
=  para t ∈ [t0,∞) es decir la solucio´n trivial es estable.
Teorema 2.1.3. Sea la ecuacio´n lineal x′(t) = A(t)x(t) + b(t).
1. Si sus soluciones son todas acotadas, entonces la ecuacio´n es estable.
2. Si la ecuacio´n es estable y una solucio´n es acotada, entonces todas son acotadas.
2.1.5. Ecuacio´n variacional
Si deseamos estudiar la estabilidad de la solucio´n x(t; t0, x
0) de la ecuacio´n
x′(t) = f(t, x(t)) (2.1.2)
se puede reducir al estudio de la estabilidad de la solucio´n trivial de un sistema equivalente a (2.1.2)
parece natural, observando las definiciones anteriores, introducir como nueva variable:
y(t) = x(t)− x(t; t0, x0)
con lo que la ecuacio´n anterior resulta:
y′(t) = x′(t)− x′(t; t0, x0)
= f(t, x(t))− f(t, x(t; t0, x0))
= f(t, y(t) + x(t; t0, x
0))− f(t, x(t; t0, x0))
y′(t) = F (t, y(t)) (2.1.3)
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Las propiedades de estabilidad de x(t; t0, x
0) como solucio´n de (2.1.2) sera´n las mismas que las de la
solucio´n y(t) ≡ 0. Obse´rvese que y(t) ≡ 0 es solucio´n de esta ecuacio´n (2.1.3) y que x(t; t0, x0) es
solucio´n estable (asinto´ticamente estable) de (2.1.2) si, y so´lo si, y(t) ≡ 0 es solucio´n estable (asinto´ti-
camente estable) de (2.1.3). Si f tiene derivadas parciales continuas respecto de las componentes de x,
la ecuacio´n (2.1.3) se escribe:
y′(t) = fx(t, x(t; t0, x0))y(t) + g(t, y(t)), (2.1.4)
donde fx representa la matriz jacobiana de f respecto de x y g(t, u) es la funcio´n
g(t, u) = f(t, x(t; t0, x
0) + u)− f(t, x(t; t0, x0))− fx(t, x(t; t0, x0))u,
Para t fijo se tiene g(t, u) = o(|u|) para |u| → 0, as´ı, se puede conjeturar que el te´rmino g(t, y(t)) de
(2.1.4) influya poco el comportamiento asinto´tico de la ecuacio´n (2.1.4); es decir, se puede esperar que
la solucio´n y(t) ≡ 0 de (2.1.4) sea estable (asinto´ticamente estable) si, y so´lo si, y(t) ≡ 0 es solucio´n
estable (asinto´ticamente estable) de la ecuacio´n
y′(t) = fx(t, x(t; t0, x0))y(t) (2.1.5)
que es lineal y homoge´nea. Veremos que bajo ciertas condiciones resulta en efecto as´ı, aunque esto no
es cierto en general.
La ecuacio´n (2.1.5) se denomina ecuacio´n variacional de x′(t) = f(t, x(t)) respecto de la solucio´n
x(t; t0, x
0).
Por ejemplo, la solucio´n y(t) ≡ 0 de x′(t) = 0 es estable, pero esta misma funcio´n como solucio´n de
x′(t) = (x(t))2 no lo es. Obse´rvese que la primera ecuacio´n es la ecuacio´n variacional de la segunda
respecto de y(t) ≡ 0.
En cambio, y(t) ≡ 0 es solucio´n inestable de x′(t) = x(t), pero es asinto´ticamente estable como solucio´n
de x′(t) = x(t)− et(x(t))3, cuyas soluciones tienen la forma
x(t) =
Cet
+
√
1 +
2
3
C2(e3t − 1)
2.1.6. Estabilidad orbital
Sea x′(t) = f(x(t)) un sistema auto´nomo y supongamos que se tiene una solucio´n y(t) no constante que
es perio´dica de periodo T . Entonces y(t+ h) es tambie´n solucio´n de periodo T para cualquier h ∈ R.
Como |y(t0+h)−y(t0)| puede hacerse tan pequen˜o como se quiera eligiendo h pequen˜o, y, sin embargo,
|y(t+h)−y(t)| con h fijo no tienden a cero para t→∞, resulta que y(t) no es asinto´ticamente estable.
Pero es muy distinto el comportamiento de y(t) segu´n que una solucio´n z(t) de la ecuacio´n que pasa
por un punto (t1, z(t1)) tal que z(t1) este´ cercano a la curva γ (o´rbita) en R
n definida por t→ y(t) se
mantenga cercana a esta o´rbita para t > t1, o que se aleje mucho de la curva. Esto motiva la definicio´n
siguiente.
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Definicio´n 2.1.4. Sea γ la o´rbita en Rn definida por t→ y(t), donde y(t) es como se indica arriba.
La solucio´n y(t) se denomina orbitalmente estable si para cualquier  > 0 existe δ > 0 tal que
si x(t; t0, x
0) es solucio´n que satisface d(x(t; t0, x
0), γ) 6 δ, entonces x(t; t0, x0) existe para t > t0
y d(x(t; t0, x
0), γ) 6  para todo t > t0. (Aqu´ı, d(x, γ) significa la distancia eucl´ıdea del punto x al
conjunto γ.)
Definicio´n 2.1.5. La solucio´n y(t) se denomina orbitalmente estable (y la o´rbita γ se llama enton-
ces ciclo l´ımite) cuando y(t) es orbitalmente estable y adema´s existe η > 0 tal que si d(x(t; t0, x
0), γ) 6
η entonces d(x(t; t0, x
0), γ)→ 0 para t→ +∞.
Nota: Todas las definiciones anteriores dan una idea de algunos de los problemas que se estudian
en la teor´ıa de la estabilidad de ecuaciones diferenciales ordinarias. Para muchos propo´sitos estas
definiciones son insuficientes y es necesario afinar y modificar los conceptos aqu´ı introducidos. En estas
notas trataremos solamente de algunos problemas fundamentales relativos a las nociones introducidas.
2.2. Estabilidad de ecuaciones lineales
Al estudiar las propiedades de estabilidad de una solucio´n x(t; t0, x
0) del sistema lineal x′(t) =
A(t)x(t) + b(t), hay que estimar |x(t; t0, x1)− x(t; t0, x0)| para soluciones x(t; t0, x1) tales que |x1− x0|
sea pequen˜o; pero la funcio´n x(t; t0, x
1) − x(t; t0, x0) es solucio´n del sistema homoge´neo asociado
x′(t) = A(t)x(t), con las propiedades de estabilidad de una solucio´n cualquiera del sistema lineal no
homoge´neo son exactamente las mismas que las de la solucio´n trivial del sistema homoge´neo asociado.
En particular, cualquier solucio´n no nula del sistema x′(t) = A(t)x(t) tienen las mismas propiedades
de estabilidad que la solucio´n y(t) ≡ 0.
Como hemos visto, tiene sentido hablar de la estabilidad (asinto´tica) de una ecuacio´n lineal, y nos
podemos reducir, para estudiarla, a considerar el cara´cter de la solucio´n y(t) ≡ 0 de x′(t) = A(t)x(t).
El teorema siguiente expresa una condicio´n de estabilidad en te´rminos de una matriz fundamental.
Como siempre, suponemos A funcio´n continua de [t0,∞) a M(n,R).
Obse´rvese que, si bien a veces resulta conveniente introducir nu´meros complejos para algu´n punto
particular del estudio de las ecuaciones que se consideran, gracias a la forma de Jordan real para una
matriz real.
Teorema 2.2.1. Sea X(t) una matriz fundamental de la ecuacio´n
x′(t) = A(t)x(t) (2.2.1)
Entonces:
1) La ecuacio´n (2.2.1) es estable si, y so´lo si, existe una constante M , 0 < M < ∞, tal que
‖X(t)‖ 6M para todo t > t0.
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2) La ecuacio´n (2.2.1) es asinto´ticamente estable si, y so´lo si, ‖X(t)‖ → 0 para t → ∞. (Se
considera, por ejemplo, la norma eucl´ıdea.)
Demostracio´n. Como X(t) es matriz fundamental, podemos suponer, sin pe´rdida de generalidad, que
X(t0) = I, ya que para cualquier par de matrices fundamentales X1(t), X2(t) se tiene
X1(t) = X2(t)C,
con C matriz constante no singular.
La solucio´n x(t) tal que x(t0) = x
0 es entonces x(t) = X(t)x0.
Para demostrar 1), supongamos primero que ‖X(t)‖ 6M . Se tiene entonces
|x(t)| = ‖X(t)x0‖ = ‖X(t)‖|x0| 6M |x0|
y, as´ı, si |x0| 6 M−1 = δ, se tiene |x(t)| 6  para t > t0. Lo que demuestra la estabilidad de y(t) ≡ 0.
Rec´ıprocamente, si se tiene la estabilidad de y(t) ≡ 0, entonces, para todo  > 0 existe δ > 0 tal que
si |x0| 6 δ se tiene |x(t)| 6 , es decir, |X(t)x0| 6 . Fijemos un  y un δ que satisfacen esta relacio´n.
Entonces se tiene:
‖X(t)‖ = sup {|X(t)z| : |z| 6 1} = sup
{
|X(t)zδ|1
δ
: |zδ| 6 δ
}
6 
δ
lo que demuestra
‖X(t)‖ 6 
δ
<∞ para todo t > t0
Para demostrar 2), supongamos primero que ‖X(t)‖ → 0 para t→∞.
Entonces:
|x(t)| 6 ‖X(t)‖|x0| → 0 para t→∞
y, as´ı, (2.2.1) es asinto´ticamente estable. Rec´ıprocamente, supongamos que existe η > 0 tal que
|x(t)| → 0 para t→∞ si |x0| 6 η
Entonces:
|X(t)x0| → 0 para t→∞ y |x0| 6 η,
o, lo que es lo mismo,
X(t)
x0
η
→ 0 para t→∞ siempre que x
0
η
6 1
es decir,
|X(t)y| → 0 para t→∞ siempre que |y| 6 1
pero esto implica
‖X(t)‖ → 0 para t→∞.
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El teorema anterior nos asegura que el comportamiento de la norma de una matriz fundamental
proporciona la informacio´n deseada sobre estabilidad de la ecuacio´n lineal. En el caso de la ecuacio´n
lineal auto´noma (coeficientes constantes), A(t) ≡ A, sabemos que una matriz fundamental es eAt y,
as´ı, el estudio de la estabilidad de tal ecuacio´n se reduce al de la norma de esta matriz. Los resultados
siguientes proporcionan desigualdades para la norma de esta matriz que simplifican el problema de la
estabilidad.
Teorema 2.2.2. Sea J una matriz n×n (real o compleja), J = λI +L, siendo λ ∈ C, I la identidad,
Lh = 0 para h 6 n. Entonces existe un polinomio p(t) de coeficientes positivos y de grado h− 1 tal que
‖eJt‖ 6 p(t)etReλ
Demostracio´n. Se tiene, si t > 0,
‖eJt‖ = ‖e(λI+L)t‖ sustituyendo J
= ‖eλIteLt‖ por propiedad 1.1.2 2)
= ‖IeλteLt‖ por ser eλIt = Ieλt
6 ‖Ieλt‖‖eLt‖ por propiedad 1.1.1b)
= |eλt|‖I‖‖eLt‖ por propiedad 2) de la definicio´n 1.1.5
= |eλt|‖eLt‖ por ser ‖I‖ = 1
= etReλ‖I + Lt
1!
+
L2t2
2!
+ ...+
Lh−1th−1
(h− 1)! ‖ ya que |e
λt| = etReλ
6 etReλ
(
1 +
t‖L‖
1!
+ ...+
th−1‖Lh−1‖
(h− 1)!
)
︸ ︷︷ ︸
p(t)
por inciso 3 de la definicio´n 1.1.5
por lo tanto
‖eJt‖ 6 p(t)etReλ
lo que demuestra el teorema.
Corolario 2.2.1. Sea A una matriz real n × n con u´nico autovalor λ y sea J su forma de Jordan,
A = P−1JP . Entonces existe un polinomio de coeficientes no negativos y de grado menor o igual a
n− 1 tal que
‖eAt‖ 6 p(t)etReλ
para t > 0.
Adema´s, si el ı´ndice de λ es v(λ) = 1, entonces se puede tomar p(t) ≡ c > 0 y, as´ı:
‖eAt‖ 6 cetReλ
para t > 0.
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Demostracio´n.
‖eAt‖ = ‖P−1eJtP‖ ya que eAt = P−1eJtP
6 ‖P−1‖‖eJt‖‖P‖ por propiedad 1.1.1b)
6 ‖P−1‖‖P‖p1(t)etReλ aplicando el teorema anterior
= c1p1(t)︸ ︷︷ ︸
p(t)
etReλ = p(t)etReλ haciendo ‖P−1‖‖P‖ = c1
por lo tanto
‖eAt‖ 6 p(t)etReλ
Demostracio´n, para la segunda, si v(λ) = 1, es claro que J = λI y, as´ı:
‖eAt‖ = ‖P−1eJtP‖ ya que eAt = P−1eJtP
6 ‖P−1‖‖eJt‖‖P‖ por propiedad 1.1.1b)
6 ‖P−1‖‖P‖p1(t)etReλ aplicando el teorema anterior
= c1p1(t)︸ ︷︷ ︸
p(t)
etReλ haciendo ‖P−1‖‖P‖ = c1
= p(t)etReλ tomando p(t) ≡ c
= cetReλ
por lo tanto
‖eAt‖ 6 cetReλ
Corolario 2.2.2. a) Sea A una matriz real n× n y sea
µ = ma´x {Reλ : λ autovalor de A}
Entonces existe un polinomio p(t) de grado menor o igual que n−1 y de coeficientes no negativos
tal que
‖eAt‖ 6 p(t)eµt
para todo t > 0.
b) Sea A una matriz real n× n tal que
µ = ma´x {Reλ : λ autovalor de A} = 0
y si Reλ=0 entonces v(λ) = 1. Entonces existe una constante c > 0 tal que
‖eAt‖ 6 c
para todo t > 0.
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Demostracio´n. Para la parte a). Sea A = P−1JP , J forma de Jordan, y sea
J =

J1
J2
. . .
Jp

y Ji = λiIni×ni + Li donde Ini×ni es la matriz identidad y Li es nilpotente de grado ni, Lni = 0.
Se obtiene entonces
‖eAt‖ 6 ‖P−1‖‖eJt‖‖P‖
6 ‖P−1‖
(
p∑
i=1
‖eJit‖
)
‖P‖
Ahora, para cada i = 1, ..., p
‖eJit‖ 6 etReλi
(
1 +
‖Li‖t
1!
+ ...+
‖Li‖ni−1tni−1
(ni − 1)!
)
Si se considera µ = ma´x {Reλi : i = 1, ..., p} se obtiene
‖eAt‖ 6 ‖P−1‖‖P‖
 p∑
i=1
ni∑
j=1
‖Li‖j
j!
tj

︸ ︷︷ ︸
p(t)
eµt
por lo tanto
‖eAt‖ 6 p(t)eµt
Ahora para la parte b)
‖eAt‖ 6 ‖P−1‖
(
p∑
i=1
‖eJit‖
)
‖P‖
= ‖P−1‖‖P‖︸ ︷︷ ︸
c1
 p∑
i=1
ni∑
j=1
‖Li‖j
j!
tj

︸ ︷︷ ︸
p(t)
eµt
= c1p(t)e
µt µ = 0
= c1p(t) = c
por tanto ‖eAt‖ 6 c.
De los resultados anteriores se obtienen inmediatamente criterios de acotacio´n o estabilidad. Obse´rvese
que estos resultados proporcionan adema´s una estimacio´n cualitativa u´til sobre el comportamiento
para t→∞ de las soluciones.
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Teorema 2.2.3. Se considera el problema
(P )
x′(t) = Ax(t)x(0) = x0
siendo A una matriz real n× n y sea σ(A) el espectro de A.
a) Si µ = ma´x {Reλ : λ ∈ σ(A)} < 0, entonces existe un polinomio p(t) que depende so´lo de A,
de grado menor o igual que n − 1 y de coeficientes no negativos, tal que la solucio´n de (P ),
x(t) = eAtx0, verifica:
|x(t)| 6 p(t)eµt|x0|
y, as´ı, la ecuacio´n x′(t) = Ax(t) es asinto´ticamente estable.
b) Si µ = ma´x {Reλ : λ ∈ σ(A)} = 0, y se verifica, para todo λ ∈ σ(A) con Reλ = 0, que v(λ) = 1,
entonces existe una constante c > 0 que depende so´lo de A tal que |x(t)| 6 c|x0|. En este caso,
la ecuacio´n x′(t) = Ax(t) es estable, pero no asinto´ticamente estable.
c) Si µ = ma´x {Reλ : λ ∈ σ(A)} > 0, entonces la ecuacio´n x′(t) = Ax(t) no es estable.
Demostracio´n. La de a) y la primera parte de b) es una consecuencia directa del corolario 2.2.2. Para
ver que en b) no hay estabilidad asinto´tica, sea λ un autovalor de A tal que Reλ = 0, es decir, sea
λ = βi con β ∈ R y sea x0 6= 0 autovector correspondiente a λ, es decir, Ax0 = βix0. Entonces,
claramente, eAtx0 = eβitx0 y, por tanto, la solucio´n x(t) = eAtx0 de (P) verifica |x(t)| = |x0| y, de ese
modo, no hay estabilidad asinto´tica.
Para probar c) procedemos ana´logamente. Sea λ = α+ βi con α > 0 autovalor de A, y sea x0 6= 0 tal
que Ax0 = (α+ βi)x0. Entonces
x(t) = eAtx0 = e(α+βi)tx0
y, por tanto, |x(t)| = eαt|x0| → ∞.
2.2.1. Ejemplos
Ejemplo 2.2.1. Sea
J =

2 0 0
1 2 0
0 1 2

Ha´llese un polinomio p(t) tal que ‖eJt‖ 6 p(t)e2t para todo t.
Solucio´n. Por teorema 2.2.2 se tiene que J = λI + L, donde
J = 2︸︷︷︸
λ

1 0 0
0 1 0
0 0 1

︸ ︷︷ ︸
I
+

0 0 0
1 0 0
0 1 0

︸ ︷︷ ︸
L
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se observa que L3 = 0. Por lo que
p(t) = 1 +
t‖L‖
1!
+
t2‖L2‖
2!
+
t3‖L3‖
3!
= 1 + t+
t2
2!
Por lo tanto
‖eJt‖ 6 (1 + t+ t
2
2!
)e2t
Ejemplo 2.2.2. Estu´diese la estabilidad de los siguientes sistemas lineales:
a)
x′(t) =
(
−2 6
−2 5
)
x(t) +
(
1
cos(t)
)
b)
x′(t) =

−1 0 0
0 −3 1
0 1 −3
x(t) +

1
t
et

Solucio´n. Para resolver los dos literales anteriores nos auxiliaremos de los teoremas 2.1.1 y 2.2.3
, por lo que estudiaremos la estabilidad de la solucio´n nula de x′(t) = Ax(t) para decir que tipo de
estabilidad presenta la ecuacio´n anterior x′(t) = Ax(t) + b(t).
a) Los valores propios de A son λ = 1, 2 por lo que σ(A) = {1, 2}, es decir que los valores propios son
ambos mayores que 0 as´ı µ > 0, por lo tanto aplicando el teorema 2.2.3 c) se concluye que la ecuacio´n
no es estable.
Por teorema 2.1.1 la ecuacio´n,
x′(t) =
(
−2 6
−2 5
)
x(t) +
(
1
cos(t)
)
no es estable.
b) Los autovalores de A son λ = −1,−2,−4 de donde σ(A) = {−1,−2,−4}, as´ı, µ < 0 y aplicando el
teorema 2.2.3 se tiene que la ecuacio´n x′(t) = Ax(t) es asinto´ticamente estable. Por teorema 2.1.1 se
concluye que la ecuacio´n
x′(t) =

−1 0 0
0 −3 1
0 1 −3
x(t) +

1
t
et

es asinto´ticamente estable.
2.3. Algunos criterios de estabilidad asinto´tica
En la practica, cuando para un sistema que se rige en su funcionamiento por una ecuacio´n lineal con
coeficientes constantes es deseable que haya estabilidad, el tipo de estabilidad que se debe lograr es la
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asinto´tica. En efecto, la estabilidad no asinto´tica, que se da cuando para algu´n autovalor λ se verifica
Reλ = 0, v(λ) = 1, es muy la´bil, ya que basta una perturbacio´n pequen˜a de los coeficientes para que
sea Reλ > 0 y as´ı no haya estabilidad.
En cambio, si para todo λ es Reλ < 0, una perturbacio´n pequen˜a de los coeficientes no variara´ esta
propiedad y as´ı seguira´ habiendo estabilidad.
A continuacio´n presentamos algunos criterios de estabilidad asinto´tica para una ecuacio´n con coefi-
cientes constantes reales, que son las de ordinario aparecen en la pra´ctica. Obse´rvese primero que el
problema se ha reducido, por el teorema 2.2.3, a una cuestio´n puramente algebraica. Se trata simple-
mente de averiguar si todos los autovalores de una matriz, o, en forma equivalente, todos los ceros de
un polinomio (el polinomio caracter´ıstico de tal matriz) tiene parte real estrictamente negativa.
El primer criterio es de muy sencilla aplicacio´n, y, aunque no constituye una caracterizacio´n necesaria
y suficientes de estabilidad, permite decidir en muchos casos la carencia de estabilidad.
Definicio´n 2.3.1. Diremos que F(z) = zn+a1z
n−1+ ...+an con aj ∈ R es un polinomio de Hurwitz,
si todas sus ra´ıces tienen parte real negativa.
Teorema 2.3.1. Si F(z) = zn + a1z
n−1 + ... + an con aj ∈ R tiene algu´n coeficiente menor o igual
que cero, entonces F(z) tiene alguna ra´ız que no tiene parte real estrictamente negativa.
Demostracio´n. En efecto, si F(z) tuviese todas sus ra´ıces con parte real estrictamente negativa, enton-
ces
F(z) =
h∏
i=1
(z − αi)mi
r∏
j=1
[
(z − βj)2 + γ2j
]nj
con αi < 0, βj < 0, γj ∈ R. Por tanto, todos sus coeficientes son positivos, es decir, aj > 0. Esto
demuestra el teorema.
El criterio anterior permite, por ejemplo, decidir que
z8 + 17z7 + 12z6 + 13z5 + 4z4 + 21z2 + 6z + 4
tiene alguna raiz con parte real mayor o igual que cero. Pero no nos permite decidir si
z3 + 11z2 + 6z + 6
por ejemplo, tiene todas sus ra´ıces λ con Reλ < 0 o no.
Corolario 2.3.1. Todo polinomio de segundo grado es de Hurwitz si y so´lo si ai > 0, i = 1, 2.
Demostracio´n. Cuando n = 1, F1(z) = z + a1 ⇐⇒ z = −a1. Para n = 2, sea el polinomio F2(z) =
z2 + a1z + a2 cuya ecucacio´n caracter´ıstica es F (λ) = λ
2 + a1λ+ a0, entonces
λ =
a1 ±
√
a21 − 4a0
2
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Si las ra´ıces son reales, como
√
a21 − 4a0 <
√
a21 = a1 ya que a0 > 0, se tiene entonces que ambas
ra´ıces tienen parte real negativa. Si las ra´ıces son complejas se tiene que la parte real −a1 es siempre
negativa.
El criterio siguiente, basado en un caso particular sencillo de un teorema general de la teor´ıa de la
variable compleja, proporciona una condicio´n necesaria y suficiente para determinar la estabilidad
asinto´tica. Exponemos primero la nocio´n de variacio´n del argumento de F(z) cuando z recorre un arco
de curva y un lema que conduce fa´cilmente al teorema.
Definicio´n 2.3.2. Sea G un arco de curva orientada en C dado por una funcio´n continua g :
[0, 1] → C. Sea F : z ∈→ F(z) ∈ C una funcio´n continua en G tal que f(z) 6= 0 para todo z ∈
G. Consideramos una cualquiera de las determinaciones del argumento de F(g(0)) en radianes que
denominaremos ArgF(g(0)), y para cada t ∈ [0, 1] tomamos la determinacio´n ArgF(g(t)) del argumento
de F(g(t)) que hace que la funcio´n ArgF(g(t)) sea continua en [0, 1]. Denominaremos variacio´n del
argumento de F(z) sobre G al valor.
v(F(z), G) = ArgF(g(1))−ArgF(g(0))
Las propiedades siguientes que utilizamos son de demostracio´n sencilla:
1) v(F(z), G) no depende de la parametrizacio´n f de G ni de la determinacio´n de ArgF(g(0)) que
se ha escogido.
2) Si G1 y G2 son dos curvas determinadas por
g1 : [0, 1/2]→ C y g2 : [0, 1/2]→ C
tales que
g1(1/2) = g2(1/2) y G = G1 +G2
es la curva determinada por
g(x) =
g1(t) si 0 6 t 6 1/2g2(t) si 1/2 6 t 6 1
entonces
v(F(z), G1 +G2) = v(F(z), G1) + v(F(z), G2)
3) Si F1 y F2 son dos funciones en las condiciones de la F de la definicio´n, entonces
v(F1(z)F2(z), G) = v(F1(z), G) + v(F2(z), G)
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Figura 2.7: Representacio´n gra´fica del lema
Lema 2.3.1. Sea F(z) = zn + a1z
n−1 + ...+ an un polinomio con coeficientes en C. Sea Cr para cada
r > 0 fijo la curva cerrada formada por el segmento que va de ri a −ri y la semicircunferencia de
centro el origen que va de −ri a ri situada en Reλ > 0. Supongamos F(z) 6= 0 siempre que z ∈ Cr.
Entonces el nu´mero de ceros de F(z) en Dr, interior del semic´ırculo determinado por Cr, contando
cada cero tantas veces como indica su orden de multiplicidad, es igual a v(F(z), Cr)/2pi
Demostracio´n. El polinomio F(z) se puede escribir:
F(z) = (z − λ1)α1(z − λ2)α2 .....(z − λp)αp
no siendo λ1, λ2,... λp de Cr, ya que F(z) 6= 0, cuando z ∈ Cr. Utilizando la propiedad 2) de v(F(z), G)
se obtiene:
v(F(z), Cr) = αv(z − λ1, Cr) + ...+ αpv(z − λp, Cr)
Es claro que si λi ∈ D entonces
v(z − λi, Cr) = 2pi,
y si λi /∈ D entonces
v(z − λi, Cr) = 0
Por tanto:
v(F(z), Cr) = 2pim
Siendo m el nu´mero de ceros en Dr, cada uno contando segu´n su multiplicidad.
Supongamos ahora que F(z) tiene coeficientes reales y no posee ningu´n cero imaginario puro, es decir:
F(iy) = A(y) + iB(y) = (an − an−2y2 + an−4y4...) + i(an−1y − an−3y3 + ...) 6= 0
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para todo y ∈ R, lo que equivale a firmar que A(y) y B(y) no tienen ninguna ra´ız real comu´n.
Llamemos Ir al segmento que va de ri a −ri, y Sr a la semicircunferencia que va de −ri a +ri con
centro en el origen situada en Rez > 0. Entonces
Cr = Ir + Sr.
Supongamos que r > 1. Se tiene, usando la propiedad 3) de v(F(z), G):
v(F(z), Cr) = v(F(z), Ir) + v(F(z), Sr)
para v(F(z), Sr) se tiene:
v(F(z), Sr) = v
(
F(z)
(z − 1)n (z − 1)
n, Sr
)
= v
(
F(z)
(z − 1)n , Sr
)
+ v((z − 1)n, Sr)
Calculemos v(F(z), Cr) cuando r →∞. Como para cualquier τ ∈ R resulta que
F(reiτ )
(reiτ − 1)n → 1 para r →∞,
obtenemos de aqu´ı que
F(z)
(z − 1)n → 0 para r →∞,
ya que para r suficientemente grande
F(z)
(z − 1)n esta´ muy pro´ximo al punto 1 cuando z ∈ Sr. Por otra
parte, se tiene claramente que
v((z − 1)n, Sr) = nv(z − 1, Sr) = npi
para r →∞. As´ı, v(F(z), Sr)→ npi para r →∞. Tambie´n es sencillo ver que v(F(z), Ir) coincide con
la variacio´n −Lr del arco cuya tangente es B(y)
A(y)
(medida a lo largo de una determinacio´n continua
de tal arco) cuando y var´ıa de +r a −r. Como v(F(z), Cr) es un mu´ltiplo entero de 2pi y es funcio´n
continua de r en aquellos valores r en los que esta´ definida (F(z) ha de ser no nula sobre Cr), resulta
que v(F(z), Cr) tiene un l´ımite para r →∞ y, as´ı, −Lr → −L para r →∞. Por tanto :
l´ım
r→∞ v(F(z), Cr) = −L+ npi
Obse´rvese que L es la variacio´n del arco tangente de
B(y)
A(y)
, medida en radianes a lo largo de una
determinacio´n continua de tal arco, cuando y var´ıa de −∞ a +∞.
Obse´rvese tambie´n que para r suficientemente grande todas las ra´ıces de F(z) con parte real positiva
esta´n en Dr. As´ı, el nu´mero de tales ra´ıces con parte real positiva, segu´n el lema, sera´ cero si, y so´lo
si, L = npi. De este modo, resulta el siguiente teorema.
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Teorema 2.3.2. Sea F (z) un polinomio con coeficientes reales de grado n y sea F(iy) = A(y)+iB(y) 6=
0 para y ∈ R. Entonces todas las ra´ıces de F(z) tienen parte real negativa si, y so´lo si, L = npi, donde
L es la variacio´n del arco tangente de
B(y)
A(y)
cuando y var´ıa de −∞ a +∞.
Ejemplo 2.3.1. Estu´diese la estabilidad de la ecuacio´n lineal
x′′′ + 11x′′ + 6x′ + 6x = 0 (2.3.1)
Solucio´n. El polinomio caracter´ıstico es
F(z) = z3 + 11z2 + 6z + 6
y se tiene:
F (iy) = A(y) + iB(y) = (6− 11y2) + i(6y − y3)
la curva
B(y)
A(y)
=
y(y −√6)(y +√6)
(
√
11y −√6)(√11y +√6)
es de la forma siguiente:
B(y)
A(y)
Figura 2.8: Representacio´n gra´fica del ejemplo
y, as´ı, L = 3pi y, por tanto, todas las ra´ıces de F(z) tiene parte real negativa.
Entonces la ecuacio´n (2.3.1) es asinto´ticamente estable.
La conveniencia de la determinacio´n de la estabilidad a la vista solamente de los coeficientes de F (z) sin
necesidad de calcular las ra´ıces de A(y) y B(y) ha conducido al criterio de Routh-Hurwitz . Obse´rvese
que en el ejemplo anterior los valores exactos de las ra´ıces de A(y) y B(y) no interesan tanto como la
situacio´n relativa de estas ra´ıces. La utilizacio´n del teorema cla´sico de Sturm sobre este aspecto da
lugar al teorema siguiente.
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Teorema 2.3.3 (Criterio de Routh-Hurwitz). Sea
F(z) = zn + a1z
n−1 + ...+ ajzn−j + ...+ an
un polinomio con coeficientes reales. Entonces todos los ceros de F(z) tienen parte real negativa si, y
so´lo si todos los determinantes de la matrices diagonales principales de la matriz
a1 1 0 0 0 . . . 0
a3 a2 a1 1 0 . . . 0
a5 a4 a3 a2 a1 . . . 0
a7 a6 a5 a4 a3 . . . 0
: : : : :
. . . :
0 0 0 0 0 . . . an

son positivos, es decir:
D1 = a1 > 0, D1 = det
(
a1 1
a3 a2
)
> 0, D3 = det
(
a1 1 0
a3 a2 a1
a5 a4 a3
)
> 0, . . .
As´ı, el criterio para z2+a1z+a2 es a1 > 0,a2 > 0. Para z
3+a1z
2+a2z+a3 es a1 > 0, a1a2−a3 > 0,
a3 > 0. Para z
4 + a1z
3 + a2z
2 + a3z + a4 es a1 > 0, a1a2 − a3 > 0, (a1a2 − a3) − a21a4 > 0, a4 > 0.
Aplicando al ejemplo anterior, F(z) = z3 + 11z2 + 6z + 6.
Se tiene a1 = 11 > 0, a1a2− a3 = 11× 6− 6 > 0, a3 = 6 > 0, y, as´ı, obtenemos el mismo resultado que
antes.
2.3.1. Ejemplos
Ejemplo 2.3.2. Estu´diese la estabilidad de
d3
dt3
x+ 8
d2
dt2
x+ 14x+ 24 = 0
Solucio´n. Reescribiendo la ecuacio´n diferencial lineal dada se tiene que
x′′′ + 8x′′ + 14x+ 24 = 0
el polinomio caracter´ıstico a esta ecuacio´n es
F (z) = z3 + 8z2 + 14
si suponemos que F (z) tiene coeficientes reales y no posee ningu´n cero imaginario puro, tenemos que
F (iy) = A(y) + iB(y) = (an − an−2y2 + an−4y4 − · · · ) + i(an−1y − an−3y3 + · · · ) 6= 0
En nuestro caso a0 = 1, a1 = 8, a2 = 0, a3 = 14. Entonces
F (iy) = A(y) + iB(y) = (14− 8y2) + i(0− 8y3)
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Figura 2.9: Curva de L =
B(y)
A(y)
La curva
B(y)
A(y)
=
−8y3
14− 8y2 =
−8y3
(
√
14−√8y)(√14 +√8y)
as´ı, se puede notar que so´lo hay una variacio´n, entonces tenemos que L = pi, donde L =
B(y)
A(y)
cuando
y var´ıa de ∞ a −∞. Por lo que la ecuacio´n diferencial lineal dada no es asinto´ticamente estable.
Tambie´n lo podemos ver a partir del criterio de Routh-Hurwitz. Ya que este criterio lo que nos dice
es que todos los ceros de F (z) tienen parte real negativa si y so´lo si todos los determinantes de las
matrices diagonales principales son positivos.
En efecto, para nuestro caso se tiene la matriz
8 1 0
14 0 8
0 0 14

as´ı, a1 = 8 > 0, a1a2 − a3 = 0− 14 = −14 < 0 por lo que no cumple con las condiciones del teorema.
Por tanto no es asinto´ticamente estable.
Ejemplo 2.3.3. Para que´ valores de k ∈ R es estable el sistema que tiene por ecuacio´n caracter´ıstica
λ2 + kλ+ 2k − 1 = 0
Solucio´n. Resolviendo la cuadra´tica en te´rminos de λ.
λ =
−k ±√k2 − 4(2k − 1)
2
λ1 =
−k +√k2 − 8k + 4
2
, λ2 =
−k −√k2 − 8k + 4
2
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Resolviendo la cuadra´tica en te´rminos de k
k =
8±√64− 16
2
=
8±√48
2
k1 = 4 + 2
√
3, k2 = 4− 2
√
3
Veamos que al sustituir los valores de k1 y k2 en λ1 y λ2 se obtiene que las raices son
λ1 =
−k1
2
=
−4− 2√3
2
= −2−
√
3 < 0
λ1 =
−k2
2
=
−4 + 2√3
2
= −2 +
√
3 < 0
lo mismo sucede para λ2 em ambos casos.
Ahora bien, veamos que sucede para los valores que puede tomar k.
Si k > k1 = 4 + 2
√
3 ≈ 7.46 entonces λ1 < 0 y λ2 < 0. Es decir las dos ra´ıces son negativas.
Si k < k2 = 4 − 2
√
3 ≈ 0.53 entonces λ1 < 0 y λ2 > 0. Es decir en este caso tendremos ra´ıces
positivas y negativas.
Si k2 < k < k1, entonces λ1,2 ∈ C.
Por lo tanto, los valores de k ∈ R que hacen que el sistema sea estable son k = 4 − 2√3 y
k = [4 + 2
√
3,+∞) y tambie´n los valores de [0.5, 4− 2√3] ya que si k = 0.5 tenemos que λ1 = 0
y λ2 = −1 y sabemos que si las ra´ıces son cero es estable o si son negativas es asinto´ticamente
estable.
2.4. Estabilidad de soluciones de ecuaciones no lineales
Como hemos visto, el estudio de la estabilidad de una ecuacio´n lineal
x′(t) = A(t)x(t) + b(t)
Es problema particularmente simple cuando A(t) ≡ A es matriz constante. El siguiente teorema,
esencialmente debido a LYAPUNOV, se refiere a una reduccio´n a este caso del estudio de la estabilidad
de un problema todav´ıa lineal, pero no de coeficientes constantes. El me´todo por el cual aqu´ı se resuelve,
la utilizacio´n del lema de Gronwall, es muy fecundo y sirve tambie´n para tratar algunos casos de
estabilidad de ecuaciones no lineales, como se indica a continuacio´n.
Lema 2.4.1 (Lema de Gronwall). Sean u, v funciones continuas no negativas en el intervalo J ⊆ R,
t0 ∈ J . Supongamos, que C es una constante real. Si se cumple
u(t) 6 C +
∣∣∣∣∫ t
t0
u(s)v(s)ds
∣∣∣∣
Entonces
u(t) 6 C exp
(∣∣∣∣∫ t
t0
v(s)ds
∣∣∣∣)
para cada t ∈ J .
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Teorema 2.4.1. Se considera la ecuacio´n
x′(t) = Ax(t) + C(t)x(t) (2.4.1)
donde A es una matriz n × n constante de elementos reales y C : [0,∞) → M(n,R) es una funcio´n
matricial continua.
Sea a = ma´x {Reλi : λi ∈ σ(A)} y sea x(t) la solucio´n de (2.4.1) en [0,∞) tal que x(0) = x0.
Entonces, para todo b > a existe una constante k que depende de b y de A solamente tal que para todo
t > 0 se tiene:
|x(t)| 6 k|x0| exp
(
bt+ k
∫ t
0
‖C(s)‖ds
)
Demostracio´n. Sabemos que la solucio´n x(t) de (2.4.1) tal que x(0) = x0 existe y esta´ definida en
[0,∞). Llamemos b(t) = C(t)x(t). Entonces x(t) es la solucio´n del problemax′(t) = Ax(t) + b(t)x(0) = x0
y, as´ı, aplicando la fo´rmula de Lagrange, resulta:
x(t) = Φ(t)ξ0 + Φ(t)
∫ t
t0
Φ−1(s)b(s)ds Φ(t) = eA(t−t0)
= eA(t−t
0)x0 +
∫ t
t0
eA(t−t0)[eA(s−t0)]−1b(s)ds = eA(t−t
0)x0 +
∫ t
t0
eA(t−t0)eA(t0−s)b(s)ds
= eA(t−t
0)x0 +
∫ t
t0
eA(t−s)b(s)ds t0 = 0
= eAtx0 +
∫ t
0
eA(t−s)b(s)ds b(t) = C(t)x(t)
= eAtx0 +
∫ t
0
eA(t−s)C(s)x(s)ds
del corolario 2.2.2 resulta fa´cilmente que para b > a existe k tal que
‖eAt‖ 6 kebt (2.4.2)
para todo t > 0. En efecto, sabemos que existe un polinomio q(t) tal que
‖eAt‖ 6 q(t)eat = q(t)e(a−b)ebt 6 kebt
si se elige k > q(t)e(a−b)t para todo t > 0, lo que se puede hacer, ya que q(t)e(a−b)t → 0, para t→∞.
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Por tanto, podemos escribir:
|x(t)| 6 ‖eAt‖|x0|+
∫ t
0
‖eA(t−s)‖‖C(s)‖|x(s)|ds por la ecuacio´n 2.4.2
6 kebt|x0|+
∫ t
0
keb(t−s)‖C(s)‖|x(s)|ds
= kebt|x0|+
∫ t
0
ebte−bs‖C(s)‖|x(s)|ds
= ebt
(
k|x0|+
∫ t
0
e−bs‖C(s)‖|x(s)|ds
)
e−bt|x(t)| 6 k|x0|+
∫ t
0
e−bs‖C(s)‖|x(s)|ds
ahora hacemos u(t) = e−bt|x(t)|. Aplicando el lema de Gronwall, resulta la desigualdad del teorema.
e−bt|x(t)| 6 k|x0|ek
∫ t
0
‖C(s)‖ds
|x(t)| 6 k|x0|ebtek
∫ t
0
‖C(s)‖ds
|x(t)| 6 k|x0|ebt+k
∫ t
0
‖C(s)‖ds
Del teorema anterior se obtiene inmediatamente el corolario siguiente.
Corolario 2.4.1. 1) Sea x′(t) = Ax(t) asinto´ticamente estable y sea
bt+ k
∫ t
0
‖C(s)‖ds→ −∞ para t→∞ (2.4.3)
entonces la ecuacio´n x′(t) = (A+ C(t))x(t) es tambie´n asinto´ticamente estable.
2) Sea x′(t) = Ax(t) estable y sea ∫ ∞
0
‖C(s)‖ds <∞
Entonces la ecuacio´n x′(t) = (A+ C(t))x(t) es estable.
Obse´rvese que si ∫ ∞
0
‖C(s)‖ds <∞
entonces, eligiendo b < 0, ya se tiene la condicio´n (2.4.3). Asimismo, si ‖C(s)‖ → 0 para s → ∞ se
tiene tambie´n (2.4.3), eligiendo b < 0. En efecto, veamos en primer lugar que si ‖C(s)‖ → 0 para
s→∞, entonces
(1/t)
∫ t
0
‖C(s)‖ds→ 0 para t→∞
Sea  > 0. Elegimos t tal que
‖C(s)‖ 6 
2
para t > t0
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Entonces, si t > t0, se puede poner:
1
t
∫ t
0
‖C(s)‖ds = 1
t
[∫ t0
0
‖C(s)‖ds+
∫ t
t0
‖C(s)‖ds
]
=
1
t
∫ t0
0
‖C(s)‖ds+ 1
t
∫ t
t0
‖C(s)‖ds
6 1
t
∫ t0
0
‖C(s)‖ds+ 1
t

2
∫ t
t0
ds =
1
t
∫ t0
0
‖C(s)‖ds+ t− t0
t

2
6 1
t
∫ t0
0
‖C(s)‖ds+ 
2
1 6 1
t
∫ t0
0
‖C(s)‖ds+ 
2
Si t1 > t0 es tal que
1
t
∫ t0
0
‖C(s)‖ds 6 
2
y tomamos t > t1,entonces:
1
t
∫ t
0
‖C(s)‖ds 6 
lo que demuestra que
1
t
∫ t
0
‖C(s)‖ds→ 0
para t→∞. Si se escribe
bt+ k
∫ t
0
‖C(s)‖ds = t
(
b+ k
1
t
∫ t
0
‖C(s)‖ds
)
con b < 0, se obtiene fa´cilmente (2.4.3).
El teorema siguiente se obtiene por el mismo procedimiento que el anterior. Las condiciones que se
imponen son las adecuadas para poder aplicar el lema de Gronwall. Sin embargo, no siendo la ecuacio´n
que se estudia estrictamente lineal, la existencia de solucio´n en [0,∞) no esta´ asegurada de antemano
con tanta facilidad como en el caso anterior.
Teorema 2.4.2. Se condidera la ecuacio´n
x′(t) = A(t)x(t) + f(t, x(t)) (2.4.4)
donde A : [0,∞) → M(n,R) es continua y f : [0,∞) × B¯(0, a) → Rn (donde B¯(0, a) es una bola
eucl´ıdea cerrada de centro el origen y radio a) es tambie´n continua.
Sea Y (t) matriz fundamental de y′(t) = A(t)y(t) tal que Y (0) = I. Supongamos que existe k > 0 tal
que
‖Y (t)Y −1(s)‖ 6 k para t > s > 0
Supongamos tambie´n que existe una funcio´n γ(t) continua y no negativa definida en [0,∞) tal que
|f(t, ξ)| 6 γ(t)|ξ| (t, ξ) ∈ [0,∞)× B¯(0, a)
y tal que ∫ ∞
0
γ(t)dt <∞
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Entonces existe una constante positiva h > 1 tal que si t1 ∈ [0,∞) y x(t) es solucio´n local de (2.4.4) a
la derecha de t1 tal que
|x(t1)| < h−1a,
se verifica que x(t) es prolongable a [t1,∞), y cualquier prolongacio´n a [t1,∞) satisface
|x(t1)| < h|x(t1)| para todo t > t1
Si adema´s se tiene Y (t)→ 0 para t→∞, entonces para la x(t) anterior definida en [t1,∞) se verifica
x(t)→ 0 para t→∞.
Demostracio´n. Sea x(t) solucio´n local de (2.4.4) a la derecha de t1, y denotemos tambie´n por x(t)
no prolongable estrictamente a la derecha. Supongamos que e´sta no esta´ definida en [t1,∞). El lema
de Wintner excluye que este´ definida en [t1, t2) con t2 < ∞. As´ı, podemos suponer que esta´ definida
[t1, t2]. En este intervalo la funcio´n x(t) es la solucio´n del problema lineal no homoge´neo
(P )
y′(t) = A(t)x(t) + b(t)y(t1) = x(t1)
siendo b(t) = f(t, x(t)). Por tanto, por la fo´rmula de Lagrange se obtiene:
x(t) = Y (t)Y −1(t1)x(t1) +
∫ t
t1
Y (t)Y −1(s)f(s, x(s))ds
para t ∈ [t1, t2].
Tomando normas resulta,
|x(t)| =
∣∣∣∣Y (t)Y −1(t−1)x(t1) + ∫ t
t1
Y (t)Y −1(t1)f(s, x(s))ds
∣∣∣∣
6
∣∣Y (t)Y −1(t1)x(t1)∣∣+ ∣∣∣∣∫ t
t1
Y (t)Y −1(t1)f(s, x(s))ds
∣∣∣∣
6 ‖Y (t)Y −1(t1)‖︸ ︷︷ ︸
k
|x(t1)|+
∫ t
t1
‖Y (t)Y −1(t1)‖︸ ︷︷ ︸
k
|f(s, x(s))|︸ ︷︷ ︸
γ(s)|x(s)|
ds por las hipo´tesis
6 k|x(t1)|+ k
∫ t
t1
γ(s)|x(s)|ds
es decir,
|x(t)| 6 k|x(t1)|+ k
∫ t
t1
γ(s)|x(s)|ds
para t ∈ [t1, t2], y, por el lema de Gronwall:
|x(t)| 6 k|x(t1)| exp
(
k
∫ t
t1
γ(s)ds
)
Sea
h = ma´x
(
1, k exp
(
k
∫ t
t1
γ(s)ds
))
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Entonces |x(t)| 6 h|x(t1)| para t ∈ [t1, t2], y, por la condicio´n dada tambie´n se tiene, |x(t2)| 6 h|x(t1)|
as´ı, |x(t2)| < a, lo que implica que x(t) es estrictamente prolongable a la derecha de t2, en contra de
la hipo´tesis de no prolongabilidad. As´ı, x(t) esta´ definida en [t1,∞). Para cualquier t > t1 se puede
repetir el razonamiento que nos ha conducido a
|x(t)| 6 h|x(t1)|,
y esto concluye la primera parte del teorema.
Para la segunda parte se tiene, para t > t1:
x(t) = Y (t)Y −1(t1)x(t1) +
∫ t
t1
Y (t)Y −1(s)f(s, x(s))ds
Si se cumple que Y (t)→ 0 para t→∞ se verifica
Y (t)Y −1(t1)x(t1)→ 0 para t→∞
Tambie´n, escogiendo t1 6 t2 6 t y aplicando normas se tiene para la integral:∫ t
t1
Y (t)Y −1(s)f(s, x(s))ds 6 Y (t)
∫ t2
t1
Y −1(s)f(s, x(s))ds +
∫ t
t2
Y (t)Y −1(s)f(s, x(s))ds
6 ‖Y (t)‖
∫ t2
t1
Y −1(s)f(s, x(s))ds +
∫ t
t1
‖Y (t)Y −1(t1)‖︸ ︷︷ ︸
k
|f(s, x(s))|ds
6 ‖Y (t)‖
∫ t2
t1
Y −1(s)f(s, x(s))ds + k
∫ ∞
t2
γ(s)|x(s)|ds
= S1 + S2
Por hipo´tesis se sabe que
∫∞
t2
γ(t)dt <∞ es decir que la integral converge, y que la funcio´n es continua
y no negativa, es decir que se puede acotar superiormente.
Dado  > 0 podemos escoger t2 grande de modo que
S2 = k
∫ ∞
t2
γ(s)|x(s)|ds 6 kh|x(t1)|
∫ ∞
t2
γ(s)ds
esto es cierto por lo demostrado en la primera parte que |x(s)| 6 h|x(t1)| para s > t > 0 as´ı
S2 6 kh|x(t1)|
∫ ∞
t2
γ(s)ds 6 
2
y, una vez fijado t2, de este modo se tiene, para todo t suficientemente grande, que S1 6 /2. As´ı∣∣∣∫ tt1 Y (t)Y −1(s)f(s, x(s))ds∣∣∣ < . Por tanto, se obtiene que |x(t)| → 0 para t→∞.
El corolario siguiente es consecuencia sencilla del teorema.
Corolario 2.4.2. Se considera la ecuacio´n (2.4.4) del teorema anterior. Se supone, como antes, que
‖Y (t)Y −1(s)‖ 6 k <∞ para 0 6 s 6 t
89
Cap´ıtulo 2. Teor´ıa de estabilidad 2.4. Estabilidad de ecuaciones no lineales
y que
|f(t, ξ)| 6 γ(t)|ξ| con
∫ ∞
0
γ(t)dt <∞
Entonces la solucio´n x(t) ≡ 0 de (2.4.4) satisface la siguiente condicio´n de estabilidad (estabilidad
uniforme). Para cada  > 0 existe δ = δ() > 0 tal que si x¯(t) es solucio´n local de (2.4.4) a la derecha
de t1 > 0 con |x¯(t)| 6 δ entonces x¯(t) es prolongable a [t1,∞) y satisface |x¯(t)| 6  para t ∈ [t1,∞).
A fin de demostrar el teorema siguiente, relativo a la estabilidad asinto´tica de la solucio´n nula de
(2.4.4), presentamos primero un lema interesante tambie´n por s´ı mismo.
Lema 2.4.2. Sea Y : [0,∞) → M(n,R) continua y tal que Y (t) es no singular para todo t ∈ [0,∞).
Supongamos que existe k > 0 tal que∫ t
0
‖Y (t)Y −1(s)‖ds 6 K para todo t ∈ [0,∞)
Entonces existe una constante h > 0 tal que
‖Y (t)‖ 6 h exp
(
− t
k
)
para t > 1
Demostracio´n. Ponemos a(t) = ‖Y (t)‖−1 y la identidad Y (t)Y (t)−1 = I. Y adema´s
|a(t)| = |‖Y (t)−1‖| = a(t)
entonces se tiene que |a(t)| = ‖Y (t)‖−1 y as´ı ‖Y (t)‖|a(t)| = I, entonces ‖Y (t)‖ = |a(t)|−1 y podemos
escribir la identidad
Y (t)
∫ t
0
a(s)ds =
∫ t
0
Y (t)Y −1(s)Y (s)a(s)ds
tomando normas y ocupando propiedades de normas resulta∥∥∥∥Y (t) ∫ t
0
a(s)ds
∥∥∥∥ = ‖Y (t)‖ ∣∣∣∣∫ t
0
a(s)ds
∣∣∣∣ = ‖Y (t)‖ ∫ t
0
|a(s)| ds
= |a(t)|−1
∫ t
0
a(s)ds =
∥∥∥∥∫ t
0
Y (t)Y −1(s)Y (s)a(s)ds
∥∥∥∥
6
∫ t
0
‖Y (t)Y −1(s)‖ ‖Y (s)‖a(s)︸ ︷︷ ︸
I
ds =
∫ t
0
‖Y (t)Y −1(s)‖ds
6 k por hipo´tesis
As´ı se tiene la siguiente desigualdad
|a(t)|−1
∫ t
0
a(s)ds 6 k (2.4.5)
para todo t ∈ [0,∞). Si escribimos
b(t) =
∫ t
0
a(s)ds
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y derivando b(t) se tiene:
b′(t) =
d
dt
∫ t
0
a(s)ds = a(t)
entonces, sustituyendo b(t) en la ecuacio´n (2.4.5) se tiene:
b(t)
|a(t)| 6 k
ahora pasando |a(t)| a multiplicar al otro lado de la desigualdad
b(t) 6 |a(t)|K = a(t)k
y sustituyendo b′(t) = a(t) obtenemos
b(t) 6 b′(t)k
despejando k de la desigualdad
1
k
6 b
′(t)
b(t)
o lo que es equivalente
b′(t)
b(t)
> k−1
integrando entre 1 y t se obtiene: ∫ t
1
b′(s)
b(s)
ds >
∫ t
1
k−1ds (2.4.6)
integrando cada una se tiene∫ t
1
b′(s)
b(s)
ds = ln(b(t))|t
1
= ln(b(t))− ln(b(1)) = ln
(
b(t)
b(1)
)
ahora con la otra integral ∫ t
1
k−1ds = k−1t
t
1
= k−1 (t− 1)
volviendo a la ecuacio´n (2.4.6) y sustituyendo los resultados de las integrales
ln
(
b(t)
b(1)
)
> k−1 (t− 1)
Aplicando la exponencial a ambos lados de la desigualdad se tiene:
b(t)
b(1)
> exp
(
k−1 (t− 1))
como teniamos que ka(t) > b(t) entonces podemos concluir que
ka(t)
b(1)
> b(t)
b(1)
> exp
(
k−1 (t− 1))
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de aqu´ı se tiene
ka(t)
b(1)
> exp
(
k−1 (t− 1))
k|a(t)|
b(1)
> exp
(
k−1 (t− 1))
k
b(1)
>
exp
(
k−1 (t− 1))
|a(t)|
k
b(1)
> |a(t)|−1 exp (k−1 (t− 1))
sustituyendo |a(t)|−1 = ‖Y (t)‖ resulta
k
b(1)
> ‖Y (t)‖ exp (k−1 (t− 1))
y que es equivalente
‖Y (t)‖ exp (k−1 (t− 1)) 6 k
b(1)
‖Y (t)‖ 6 k
b(1)
1
exp (k−1 (t− 1))
‖Y (t)‖ 6 k
b(1)
exp
(
− t
k
+
1
k
)
‖Y (t)‖ 6 k
b(1)
exp
(
k−1
)
exp
(
− t
k
)
tomando h =
k
b(1)
exp
(
k−1
)
por lo tanto:
‖Y (t)‖ 6 h exp
(
− t
k
)
Teorema 2.4.3. Se considera nuevamente la ecuacio´n
x′(t) = A(t)x(t) + f(t, x(t)) (2.4.7)
teniendo A(t) y f(t, ξ) la significacio´n del teorema (2.4.2).
Supongamos que existe k > 0 tal que∫ t
0
‖Y (t)Y −1(s)‖ds 6 k para t ∈ [0,∞)
Sea γ(t) constante y menor que k−1. Entonces la solucio´n x¯(t) ≡ 0 de (2.4.7) es asinto´ticamente
estable.
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Demostracio´n. Por el lema anterior Y (t) → 0 para t → ∞ y, as´ı, ‖Y (t)‖ 6 M para cierta M < ∞ y
todo t ∈ [0,∞). Por la fo´rmula de Lagrange, si x(t) es una solucio´n local de (2.4.7) a la derecha de
t = 0, se tiene:
x(t) = Y (t)x(0) +
∫ t
0
Y (t)Y −1(s)f(s, x(s))ds
para t en el intervalo de definicio´n de x(t) a la derecha de t = 0. As´ı, por las hipo´tesis:
|x(t)| = M |x(0)|+ γk sup |x(s)| : s ∈ [0, t]
por tanto :
sup |x(s)| : s ∈ [0, t] 6 (1− γk)−1M |x(0)|
con lo cual se demuestra fa´cilmente que la solucio´n x(t) se puede prolongar a [0,∞) si |x(0)| es
suficientemente pequen˜o, y que la solucio´n x¯(t) ≡ 0 es estable. Tratemos de ver que x(t) → 0 para
t→∞, con lo cual quedara´ probada la estabilidad asinto´tica de x¯(t) ≡ 0. Sea
µ = lim
t→∞ |x(t)|
y escojamos τ tal que γk < τ < 1. Si fuese µ > 0, entonces µτ−1 > µ, y, as´ı, existe t1 tal que
|x(t)| < µτ−1 para todo t > t1. De la fo´rmula de Lagrange utilizada antes, dividiendo la integral en
dos partes y tomando normas, resulta:
|x(t)| 6 ‖Y (t)‖|x(0)|+ ‖Y (t)‖
∫ t1
0
Y −1(s)f(s, x(s))ds + γkµτ−1 para t > t1
si hacemos t→∞ y tomamos el l´ımite superior resulta, por ser ‖Y (t)‖ → 0 para t→∞:
µ 6 γkµτ−1 < µ
lo que es contradictorio. As´ı, ha de ser µ = 0, lo cual demuestra el teorema.
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Teor´ıa de estabilidad. El me´todo
directo de Lyapunov
El problema de la estabilidad de una solucio´n y¯(t) de una ecuacio´n diferencial
y′(t) = g(t, y(t)) (3.0.1)
queda reducido, mediante el cambio
y(t) = y¯(t) + x(t) (3.0.2)
al problema de la estabilidad de la solucio´n trivial x(t) ≡ 0 de una ecuacio´n diferencial
x′(t) = f(t, x(t)) (3.0.3)
donde f(t, 0) ≡ 0.
Veamos como es que se pasa de la ecuacio´n (3.0.1) a la ecuacio´n (3.0.3). Como y¯(t) es solucio´n de la
ecuacio´n diferencial y′(t) = g(t, y(t)), tambie´n se cumple que y¯′(t) = g(t, y¯(t)). Despejando x(t) de la
ecuacio´n (3.0.2) se tiene que
x(t) = y(t)− y¯(t)
⇒ x′(t) = y′(t)− y¯′(t) = g(t, y(t))− g(t, y¯(t))
⇒ x′(t) = g(t, y¯(t) + x(t))− g(t, y¯(t)) = f(t, x(t))
El me´todo directo o segundo me´todo de Lyapunov, permite resolver este problema sin necesidad de
conocer la forma general de la solucio´n del problema{
x′(t) = f(t, x(t))
x(t0) = ξ0
y de ah´ı proviene su nombre. Para ello, motivado por consideraciones meca´nicas, Lyapunov introdujo
una cierta funcio´n llamada ahora funcio´n de Lyapunov, que por sus relaciones con la funcio´n f(t, ξ),
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ecuacio´n diferencial que se estudia, proporciona informacio´n sobre la estabilidad de la solucio´n trivial.
En este cap´ıtulo se exponen en primer lugar, en las secciones 3.1, 3.2 y 3.3, algunos teoremas sobre
estabilidad, estabilidad asinto´tica, estabilidad uniforme e inestabilidad, que constituyen los resultados
ba´sicos de la teor´ıa. Presentamos aqu´ı como muestra un resultado sobre lo que se denomina problema
inverso en la teor´ıa del me´todo directo, de gran actualidad, sobre todo en la escuela rusa, y que
consiste en determinar hasta que´ punto la estabilidad, estabilidad asinto´tica, etc., son equivalentes a
la existencia de una funcio´n de Lyapunov adecuada.
La construccio´n de una funcio´n de Lyapunov para un problema dado no sigue ningu´n me´todo uni-
versalmente va´lido, por eso presentamos a continuacio´n en detalle la construccio´n de la funcio´n de
Lyapunov para una ecuacio´n lineal con coeficientes constantes en la seccio´n 3.4.
El intenso intere´s que existe actualmente por el me´todo directo de Lyapunov se debe sobre todo a sus
aplicaciones importantes en la teor´ıa de estabilidad de sistemas de control.
Muchos de los textos que se refieren a la estabilidad por segundo me´todo de Lyapunov suelen exigir
que en la ecuacio´n
x′(t) = f(t, x(t))
la funcio´n f(t, ξ) sea tal que la solucio´n del problema{
x′(t) = f(t, x(t))
x(t0) = ξ0
cuando existe, sea u´nica. Aqu´ı se ha prescindido en general, de esta restriccio´n y se ha impuesto
solamente que f(t, ξ) sea continua en un cierto dominio.
En el tratado de Lyapunov y en muchos de los textos con especial intere´s en la aplicacio´n del me´todo
directo a los problemas de la teor´ıa de control, la ecuacio´n que se estudia es auto´noma, es decir, del
tipo
x′(t) = f(x(t))
3.1. Estabilidad y estabilidad uniforme
Definicio´n 3.1.1. La solucio´n trivial x(t) ≡ 0 se dice estable en [t0,∞) cuando para cada  > 0 existe
δ > 0 tal que cualquier solucio´n local a la derecha del problema
(P )
{
x′(t) = f(t, x(t))
x(t0) = ξ0
con |ξ0| 6 δ, esta definida en [t0,∞) y verifica |x(t)| 6  para todo t > t0.
Definicio´n 3.1.2. La solucio´n trivial x(t) ≡ 0 se dice asinto´ticamente estable en [t0,∞) cuando
es estable en [t0,∞) y adema´s existe η > 0 tal que cualquier solucio´n de (P ) con |ξ0| 6 η verifica
|x(t)| → 0 para t→ +∞.
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Consideremos en general en esta seccio´n una ecuacio´n x′(t) = f(t, x(t)), donde
f : [t0,∞)×G ⊂ R×Rn → Rn (3.1.1)
(G entorno abierto del origen en Rn) es una funcio´n continua en su dominio de definicio´n y f(t, 0) ≡ 0
para todo t > t0.
En el contexto del problema inverso en el me´todo directo de Lyapunov es particularmente importante
la nocio´n de estabilidad uniforme que definimos a continuacio´n.
Definicio´n 3.1.3. La solucio´n trivial de x′(t) = f(t, x(t)) se dice uniformemente estable en [t0,∞)
cuando para cada  > 0 tal que B¯(0, ) ⊂ G existe δ > 0 tal que si x(t) es solucio´n local a la derecha
del problema
(P )
{
x′(t) = f(t, x(t))
x(t1) = ξ1
con t1 > t0, |ξ1| 6 δ, se tiene entonces |x(t)| 6  para todo t > t1.
La nocio´n de estabilidad uniforme tiene tambie´n un claro intere´s pra´ctico. De un modo vago significa
que las perturbaciones pequen˜as, no so´lo en el instante inicial, sino tambie´n en cualquier instante
posterior, no tiene mucha importancia.
Si la solucio´n trivial es uniformemente estable en [t0,∞) es claro que es estable, pero la implicacio´n
contraria es falsa.
El primer teorema que presentamos proporciona una condicio´n suficiente de estabilidad para la solucio´n
trivial.
Teorema 3.1.1. Consideramos la ecuacio´n x′(t) = f(t, x(t)), donde f es una funcio´n tal como se ha
indicado anteriormente.
Supongamos que existe una funcio´n
V : [t0,∞)× B¯(0, r) ⊂ R×G→ [0,∞)
tal que
a) V (t0, ξ)→ 0, para |ξ| → 0.
b) V (t, ξ) > a (|ξ|) para todo t ∈ [t0,∞), |ξ| 6 r, siendo a : [0, r] → [0,∞) una funcio´n continua,
estrictamente creciente y tal que a(0) = 0.
c) Para toda solucio´n local a la derecha x(t) de x′(t) = f(t, x(t)) tal que |x(t0)| 6 r se verifica que
la funcio´n V ∗(t) = V (t, x(t)) es funcio´n no creciente de t all´ı donde esta definida.
Entonces la solucio´n trivial es estable en [t0,∞).
96
Cap´ıtulo 3. Me´todo directo de Lyapunov 3.1. Estabilidad y Estabilidad uniforme
Demostracio´n. La idea geome´trica de la demostracio´n es sencilla para n = 2. El razonamiento anal´ıtico
es el mismo para cualquier dimensio´n.
V es una funcio´n auxiliar y para n = 2 se tiene que
V : [t0,∞)× B¯(0, r) ⊂ R×G ⊆ R×R2 → [0,∞)
es decir que B¯(0, r) ⊂ G ⊆ R2. Representemos gra´ficamente para t fijo (t no se muestra en la figura),
t > t0, los puntos z = V (t, ξ), siendo ξ = (x, y). Por la condicio´n b) se tiene que |ξ| = |(x, y)| es una
circunferencia de radio menor o igual que r; tambie´n se nos dice que la funcio´n a se aplica a |ξ| y esta
aplicacio´n lo que nos da son las ima´genes de las circunferencias |ξ| con su respectivo radio, adema´s
cada punto de la circunferencia tiene una imagen que tambie´n es un punto. Ahora bien, como decimos
que cada punto de la circunferencia tiene un punto imagen podemos unir dicho punto con su respectiva
imagen y as´ı se obtiene el cilindro que se observa en la figura. Por otro lado dependiendo de como sea
el radio de la circunferencia as´ı es la imagen entonces todas estas ima´genes vienen a ser como curvas
de nivel, y as´ı se obtiene el paraboloide que se muestra tambie´n en la figura y dicho paraboloide es lo
que se obtiene de hacer a(|ξ|). Tambie´n podemos ver que a es continua pues no tiene salto y adema´s
que es estrictamente creciente, lo que nos dice a(0) = 0 es que al hacer a(|ξ|) con |ξ| = 0 es el origen.
Todos estos puntos z = V (t, ξ) se mantienen, segu´n la condicio´n b), para cualquier t > t0 por encima
de la superficie de revolucio´n z = a(|ξ|) (ver la figura 3.1).
Dado  > 0 tal que B¯(0, ) ⊂ G, sea p = a() > 0 (es decir en la figura tomamos que el radio de |ξ|
es  y p = a() es la distancia de la imagen de un punto de la circunferencia a dicho punto.) Como
V (t0, ξ) → 0 para |ξ| → 0 (esto lo que nos esta diciendo es que cuando se aplica el l´ımite a |ξ| se va
acercando al origen entonces la funcio´n V tambie´n se acerca al origen), segu´n la condicio´n a), existe
δ > 0 tal que si |ξ| 6 δ se tiene
0 6 V (t0, ξ) < p
(Esto es cierto porque a es una funcio´n continua, entonces V no se puede salir de donde esta´ definida
la funcio´n.) Tomamos una solucio´n local a la derecha de t0 cualquiera x(t) tal que |x(t0)| 6 δ. Si para
algu´n t1 > t0 fuese x(t1) > , entonces
V ∗(t1) = V (t1, x(t1)) > a(|x(t1)|) > p > V (t0, x(t0)) = V ∗(t0)
y, as´ı, V ∗(t1) > V ∗(t0) esto nos lleva a una contradiccio´n ya que V ∗ es no creciente por c). Por tanto,
x(t) 6  para todo t > t0 en el que x(t) esta´ definida. Esto demuestra que x es prolongable a [t0,∞]
(porque al tomarnos un t que sea mayor que t0 la solucio´n no se sale siempre se mantiene en ese
intervalo) y que la solucio´n trivial es estable.
Observacio´n 1. Si V es derivable respecto de t y ξ, entonces tambie´n lo es V ∗ respecto de t para una
solucio´n x(t), y se tiene:
dV ∗
dt
(t) =
∂V
∂t
(t, x(t)) + (gradV (t, x(t)), f(t, x(t)))
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Figura 3.1: Representacio´n geome´trica del teorema
donde
gradV (t, x(t)) =

∂V
∂ξ1
(t, x(t))
...
∂V
∂ξn
(t, x(t))

y (., .) representa el producto escalar en Rn. La funcio´n del segundo miembro se suele denominar la
derivada total de V respecto de la ecuacio´n
x′(t) = f(t, x(t))
Veamos que si el sistema es auto´nomo, es decir si x′(t) = f(x(t)), podemos observemos que esta
derivada puede pensarse como la derivada direccional de V (x) en la direccio´n del campo f(x(t)), es
decir
V ′(x) = DV (x)·x′ =
n∑
i=1
∂V
∂xi
·x′ = ∇V · f(x)
Por lo tanto, si V ′(x) es negativa, V decrecera´ a lo largo de la solucio´n de x′(t) = f(x(t)). Esto es lo
que nos dice la condicio´n c) del teorema.
Tambie´n la estabilidad uniforme se puede caracterizar de modo semejante, como se indica en el teorema
que sigue.
Teorema 3.1.2. Consideramos la ecuacio´n x′(t) = f(t, x(t)), donde f es una funcio´n tal como se ha
indicado anteriormente.
Supongamos que existe una funcio´n
V : [t0,∞)× B¯(0, r) ⊂ R×G→ [0,∞)
tal que
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a) Existen dos funciones a : [0, r]→ [0,∞) y b : [0, r]→ [0,∞) continuas, estrictamente crecientes,
tales que
a(0) = b(0), a(|ξ|) 6 V (t, ξ) 6 b(|ξ|)
para todo t ∈ [t0,∞), |ξ| 6 r.
b) Para toda solucio´n local a la derecha x(t) de cada t > t0 tal que |x(t1)| 6 r se verifica que la
funcio´n V ∗(t) = V (t, x(t)) es funcio´n no creciente de t a la derecha de t1 all´ı donde esta´ definida.
Entonces, la solucio´n trivial de x′(t) = f(t, x(t)) es uniformemente estable en [t0,∞).
Demostracio´n. La significacio´n geome´trica del razonamiento que sigue es clara con una imagen como
la del teorema anterior. Para n=2. Como B¯(0, r) ⊂ G ⊆ R2, y sea ξ = (x, y) se tiene, entonces que |ξ|
es una circunferencia de radio menor o igual que r en el plano XY , a(0) = b(0) = 0 es el origen.
a(|ξ|): representa la imagen de la circunferencia |ξ| 6 r, es un paraboloide, lo mismo que, b(|ξ|).
V (t, ξ) > a(|ξ|): significa que para t > t0 los puntos V (t, ξ) son mayores que el solido de revolucio´n
a(|ξ|).
Para b(|ξ|) > V (t, ξ): significa que para t > t0 los puntos V (t, ξ) estan por debajo del solido de
revolucio´n b(|ξ|).
Sea  > 0 dado tal que
B¯(0, ) ⊂ B¯(0, r) ⊂ G
Tomamos a() > 0, y sea δ > 0 tal que a() = b(δ) (Sabemos por a) que a(|ξ|) 6 V (t, ξ) 6 b(|ξ|); es
decir que a(|ξ|) 6 b(|ξ|) esto es si elegimos una circunferencia de radio  debe existir otra circunferencia
de radio δ tal que en algu´n momento estas dos circunferencias son iguales).
Sea t1 > t0 y x(t) una solucio´n tal que |x(t1)| 6 δ, para ver que la funcio´n V ∗ es decreciente; suponemos
que es estrictamente creciente para llegar a una contradiccio´n con la condicio´n b).
Si para t2 > t1 se verificase |x(t2)| > , entonces:
V ∗(t2) = V (t2, x(t2)) > a(|x(t2)|) por a)
> a() = b(δ) > b(|x(t1)|) por |x(t1)| 6 δ
> V (t1, x(t1)) = V ∗(t1)
y, as´ı, V ∗ no ser´ıa creciente para x(t). Por tanto, ha de ser |x(t)| 6  para todo t > t1. Esto demuestra
que la solucio´n x es prolongable a [t1,∞) (porque al tomarnos un t2 que sea mayor que t1 la solucio´n
no se sale siempre se mantiene en ese intervalo) y que la solucio´n trivial es uniformemente estable.
El teorema siguiente es un ejemplo de los resultados sobre el problema inverso en la teor´ıa del
segundo me´todo de Lyapunov. Afirma que la condicio´n del teorema precedente sobre la estabilidad
uniforme no es so´lo suficiente, si no tambie´n necesaria.
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Teorema 3.1.3. Consideramos la ecuacio´n x′(t) = f(t, x(t)), donde f es una funcio´n como se ha
indicado en la introduccio´n de esta seccio´n. La solucio´n trivial es uniformemente estable en [t0,∞) si,
y so´lo si, existe una funcio´n V (t, ξ) con las propiedades a) y b) anteriores.
Demostracio´n. En vista del teorema anterior es suficiente probar que si la solucio´n trivial es unifor-
memente estable, entonces existe V (t, ξ) con las propiedades a) y b).
Lo que se quiere es probar que existe una funcio´n V (t, ξ) con las propiedades del teorema anterior.
Para ello procedemos como sigue (es decir debemos de construir dicha funcio´n con las propiedades a)
y b) del teorema).
Primero veamos que la funcio´n V (t, ξ) verifica la propiedad a) para ello, por la definicio´n de estabilidad
asinto´tica nos tomamos en primer lugar c > 0 tal que B¯(0, c) ⊂ G. Sea 0 < s 6 c. Definimos δ(s)
como el supremo de todos los nu´meros δ, con 0 < s 6 c tales que si t1 > t0, |ξ| 6 δ y x(t) es solucio´n
local a la derecha de t1 tal que x(t1) = ξ, se verifica |x(t)| 6 s para todo t > t1. Segu´n la definicio´n
de estabilidad uniforme se verifica δ(s) > 0 para todo s ∈ (0, c] (ya que si nos tomamos un radio bien
pequen˜o tendremos que δ(s) es pequen˜o, pero a medida que el radio de la circunferencia es mayor δ(s)
tambie´n es mayor es por eso que se dice que δ(s) es no decreciente). Adema´s, δ(s) es no creciente. As´ı,
por el lema 3.1.1 de variable real que enunciamos y demostramos a continuacio´n de esta demostracio´n,
se puede elegir δ∗ : (0, c]→ (0, c] tal que δ∗ es continua, estrictamente creciente y tal que δ∗(s) 6 δ(s)
para todo s ∈ (0, c]. Adema´s, se tiene δ∗(s) 6 s, y, as´ı, δ∗ → 0 para s → 0. Por consiguiente, existe
una funcio´n b estrictamente creciente y continua inversa de δ∗ definida en
(0, δ∗] = (0, r]
Notemos que en el teorema 3.1.2 se tiene que b : [0, r]→ [0,∞) para lograr que cumpla esto debemos
de poner b(0) = 0, entonces b es estrictamente creciente y continua en [0, r].
Para t > t0 y ξ ∈ Rn tal que |ξ| 6 r definimos V (t, ξ) como el supremo de los valores absolutos de
|x(t+ σ)| al recorrer x todas las soluciones tales que x(t) = ξ y σ todos los valores de [0,∞) en x esta´
definida.
Pongamos a(s) = s para s ∈ [0, r] y veamos que
a(|ξ|) 6 V (t, ξ) 6 b(|ξ|)
para t ∈ [t0,∞), ξ ∈ Rn, |ξ| 6 r.
Que V (t, ξ) > |ξ| = a(|ξ|) es consecuencia inmediata de la definicio´n.
Para ver que b(|ξ|) > V (t, ξ) procedemos de la forma siguiente. Si fuese
b(|ξ1|) < V (t1, ξ1)
Para algu´n t1 ∈ [t0,∞) y ξ1 con |ξ1| 6 r, segu´n la definicio´n de V (t1, ξ1), existir´ıa una solucio´n x1 tal
que
x1(t1) = ξ1 y |x1(t1 + σ)| > b(|ξ1|)
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para algu´n σ > 0. Pero, segu´n la definicio´n de δ, esto quiere decir que
δ(b(|ξ1|)) < |ξ1|,
lo que es claramente imposible si ξ1 = 0. Tambie´n lo es si ξ 6= 0, pues esta desigualdad implicar´ıa:
|ξ1| = δ∗(b(|ξ1|)) 6 δ(b(|ξ1|)) < |ξ1|
lo que es contradictorio.
Por lo tanto la funcio´n V (t, ξ) cumple con la propiedad a) del teorema anterior.
Veamos finalmente que la funcio´n V (t, ξ) verifica la propiedad b). Sea x¯(t) una solucio´n que verifica
x¯(t1) = ξ1 con |ξ1| 6 r.
Consideramos t3 > t2 > t1, y sea:
V ∗(ti) = V (ti, x¯(ti)), i = 2, 3
Queremos demostrar que
V ∗(t3) 6 V ∗(t2)
Esto resulta fa´cilmente de la misma definicio´n de V (t, ξ). En efecto, todas las soluciones x(t) que
intervienen en el ca´lculo de V (t3, x¯(t3)) mediante el supremo de x(t3 + σ) indicado en la definicio´n
intervienen tambie´n en el ca´lculo de V (t2, x¯(t2)), ya que los puntos (t2, x¯(t2)) y (t3, x¯(t3)) esta´n sobre
la trayectoria de la solucio´n x¯(t) (ve´ase la figura 3.2).
Figura 3.2: Representacio´n gra´fica del teorema 3.1.3
Lema 3.1.1 (Lema de la variable real.). Dada una funcio´n p : [0, 1]→ [0, 1] tal que p(0) = 0, p(x) > 0
para x ∈ (0, 1], y p es no decreciente, existe otra funcio´n q : [0, 1] → [0, 1] estrictamente creciente,
continua y tal que q(x) 6 p(x) para todo x ∈ [0, 1].
Demostracio´n. La funcio´n p tiene a lo sumo un conjunto numerable de saltos y se puede escribir
p(x) = s(x) + c(x), donde c es una funcio´n continua no decreciente y s es la funcio´n de saltos. Es decir,
si los puntos de discontinuidad de p son {rk} y el salto en rk es
mk = l´ım
x→r+k
p(x)− l´ım
x→r−k
p(x)
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Entonces:
s(x) =
∑
rk<x
mk y c(x) = p(x)− s(x)
Si c(x) > 0 para x(0), entonces podemos poner
q(x) = c(x)e−x
Veamos que q(x) cumple con las condiciones del enunciado.
q(x) es continua porque c(x) es continua y la exponencial tambie´n lo es.
q(x) ya que c(x) es no decreciente y as´ı, como, se ha definido la exponencial vemos que es
decreciente, pero cuando hacemos el producto se obtiene una funcio´n estrictamente creciente.
q(x) 6 p(x) por como hemos definido p(x) se tiene que debe ser mayor que q(x) ya que p(x)
cubre todo [0, 1]× [0, 1], en cambio, q(x) no.
y as´ı esta funcio´n satisface las condiciones del enunciado del teorema.
Supongamos c(x) = 0 para x ∈ [0, r] y c(x) > 0 para x ∈ (0, r]. Consideramos entonces la funcio´n de
saltos s en [0, r]. Se tiene s(x) > 0 para x ∈ [0, r]. Definimos la funcio´n s∗ : [0, 1]→ [0, 1] del siguiente
modo:
s∗(x) =

s(s/2) si r/2 < x 6 r
s(s/4) si r/4 < x 6 r/2
s(s/8) si r/8 < x 6 r/4
...........................................
La funcio´n s∗ es una funcio´n en escalera, menor o igual que s en todo punto de [0, r], y con disconti-
nuidades tan so´lo en los puntos r/2, r/4, r/8, ...
Construimos a continuacio´n la funcio´n s¯ : [0, 1]→ [0, 1] indicada en la figura 3.3 (l´ınea de puntos).
La funcio´n q(s) = s¯(x)e−x satisface las condiciones del enunciado.
Veamos que
q(x) es continua: de la figura se observa que s¯ es continua y adema´s la exponecial es continua,
por lo que producto de continuas es continua.
q(x) es estrictamente creciente: ya que s¯ es estrictamente creciente y aunque e−x sea no creciente
cuando se realiza el producto de funciones se obtiene que es estrictamente creciente.
q(x) 6 p(x): como c(x) = 0 entonces p(x) = s(x) para x ∈ [0, r] con s(x) > 0 por otro lado
s∗(x) 6 s(x), por como esta definida en [0, r]. Tambie´n de la figura se tiene que s¯(x) 6 s∗(x),
entonces se tiene que p(x) > s¯(x) para x ∈ [0, r], as´ı p(x) = s¯(x) + c(x) para x ∈ [0, 1] por lo que
q(x) 6 p(x)
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Figura 3.3: Representacio´n gra´fica del lema 3.1.1
3.1.1. Ejemplos
Ejemplo 3.1.1. Estu´diese la estabilidad de la solucio´n trivial del sistema auto´nomo{
x′(t) = a(x(t))3 + by(t)
y′(t) = −cx(t) + d(y(t))3
(3.1.2)
(Se puede seguir el me´todo de separacio´n de variables intentando obtener una funcio´n V (ξ1, ξ2) de la
forma
V (ξ1, ξ2) = V1(ξ1) + V2(ξ2)
e imponiendo adema´s que la funcio´n V ∗ sea del mismo tipo que V .)
Solucio´n. Para simplificar los ca´lculos escribimos el sistema 3.1.2 en la forma{
x′ = ax3 + by
y′ = −cx+ dy3
De la observacio´n 1 se tiene por ser un sistema auto´nomo que
V ′ = ∇V · f(x) =
n∑
i=1
∂V
∂x
· f(x)
Denotemos V ′ = V ∗. Como se nos dice que la funcio´n V ′ debe ser del mismo tipo que V tenemos
V ′ =
n∑
i=1
∂V
∂x
· f(x)
= V ′1(x)(ax
3 + by) + V ′2(y)(−cx+ dy3)
= aV ′1(x)x
3 + bV ′1(x)y − cV ′2(y)x+ dV ′2(y)y3 (3.1.3)
Para que V ′ tenga la misma estructura funcional que V se requiere que
bV ′1(x)y − cV ′2(y)x = 0
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Separando variables, se tiene
by
V ′2(y)
=
cx
V ′1(x)
donde cada una de estas fracciones pueden ser constantes, como por ejemplo,
1
2
. As´ı,
cx
V ′1(x)
=
1
2
2cx = V ′1(x) integrando
cx2 = V1(x)
by
V ′2(y)
=
1
2
2by = V ′2(y) integrando
by2 = V1(y)
se tiene, as´ı que
V (x, y) = V1(x) + V2(y) = cx
2 + by2
luego, sustituyendo V ′1(x) y V ′2(y) en 3.1.3 resulta que
V ′ = a(2cx)x3 + b(2cx)y − c(2by)x+ d(2by)y3 = 2acx4 + 2bdy4
Cuando a = 0, b > 0, c > 0, d < 0 se tiene que V ′ 6 0 y V → 0, adema´s V es definida positiva, por lo
que cumple las condiciones del teorema 3.1.1, as´ı se concluye que el sistema dado es estable.
Ejemplo 3.1.2. Estu´diese la estabilidad de la solucio´n trivial del sistema{
x′(t) = −x(t)(y(t))4
y′(t) = (x(t))4y(t)
Solucio´n. Primero reescribamos el sistema anterior como sigue{
x′ = −xy4
y′ = x4y(t)
Sea la funcio´n de Lyapunov de la forma V (x, y) = V1(x) + V2(y). Al igual que el ejemplo anterior se
quiere que V ′ tenga la misma estructura que V .
As´ı
V ′(x) = V ′1(x)(−xy4) + V ′2(y)x4y = 0 (3.1.4)
entonces
−y4
V ′2(y)y
=
x4
V ′1(x)x
=⇒ −y
3
V ′2(y)
=
x3
V ′1(x)
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Cada una de estas fracciones pueden ser, constantes digamos
1
4
. Se tiene, entonces que
x3
V ′1(x)
=
1
4
V ′1(x) = 4x
3 integrando resulta que
V1(x) = x
4
Haciendo lo mismo para y resulta V ′2(y) = −4y3 y V2(y) = −y4 de donde
V (x, y) = x4 − y4
sustituyendo V ′1(x) y V ′2(y) en 3.1.4
V ′(x) = 4x3(−xy4) + 43x4y = −4x4y4 + 4x4y4 = 0 (3.1.5)
As´ı, V ′(x) 6 0, V → 0 y adema´s es definida positiva, entonces la solucio´n trivial (x, y) = (0, 0) del
sistema dado es estable, ya que cumple con las hipo´tesis del teorema 3.1.1.
Ejemplo 3.1.3. Funciones de Lyapunov motivadas por la f´ısica del problema, pe´ndulo
simple.
Consideremos el pe´ndulo de masa unitaria, longitud l, donde θ es el a´ngulo de desviacio´n con respecto
a la vertical y g es la aceleracio´n gravitacional, entonces el movimiento del pe´ndulo es gobernado por
la ecuacio´n diferencial
mlθ¨ +mg sin(θ) = 0
Como m = 1, y dividiendo entre l la ecuacio´n anterior se convierte en
Figura 3.4: Pe´ndulo simple
θ¨ +
g
l
sin(θ) = 0 (3.1.6)
Al introducir las variables x1 = θ y x2 = θ˙ la ecuacio´n 3.1.6 es equivalente al sistema x′1 = x2x′2 = −gl sin(x1)
Estudiar la estabilidad de la solucio´n trivial del sistema anterior.
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Solucio´n. Dado que se esta´ tratando un modelo de un sistema f´ısico y se conoce el significado de las
variables, resulta natural tomar como funcio´n candidata de Lyapunov a la energ´ıa del mismo, que para
este caso es la suma de la energ´ıa potencial y cine´tica de la masa.
Definamos la energ´ıa del pe´ndulo V (x) como la suma de sus energ´ıas cine´tica V (x2) =
x22
2
y potencial
V (x1) =
∫ x1
0
g
l
sin(x1)dx =
g
l
(1−cos(x1)), con referencia de energ´ıa potencial elegida tal que V (0) = 0,
es decir,
V (x) =
∫ x1
0
g
l
sin(x1)dx+
x22
2
=
g
l
(1− cos(x1)) + x
2
2
2
Definida sobre el conjunto {x ∈ Rn : −pi < x1 < pi}. La derivada de V (x) a lo largo de las trayectorias
del sistema es
V ′(x) =
g
l
sin(x1)x
′
1 + x2x
′
2 =
g
l
sin(x1)x2 − x2(g
l
sin(x1)) = 0
As´ı, se muestra que la funcio´n V (x) cumple con las hipo´tesis del teorema que son V → 0, es definida
positiva y V ′ 6 0. Por tanto la solucio´n trivial es estable.
3.2. Inestabilidad
El me´todo directo de Lyapunov permite tambie´n dar condiciones que implican la inestabilidad de la
solucio´n trivial. Como en la seccio´n anterior consideramos una ecuacio´n x′(t) = f(t, x(t)), donde
f : [t0,∞)×G ⊂ R×Rn → Rn (3.2.1)
(G entorno abierto del origen en Rn) es una funcio´n continua y f(t, 0) = 0 para todo t > t0. La solucio´n
trivial x(t) ≡ 0 es inestable en [t0,∞) cuando no es estable en [t0,∞).
Corolario 3.2.1. Sea z : [a, b] −→ Rn una funcio´n continua. Las tres propiedades siguientes son
equivalentes
a) La funcio´n z es no creciente en [a, b].
b) Para todo t ∈ (a, b), D+z(t) = l´ım suph−→0+
z(t+ h)− z(t)
h
6 0
c) Para todo t ∈ (a, b), D−z(t) = l´ım suph−→0−
z(t+ h)− z(t)
h
6 0
Teorema 3.2.1 (Teorema de Chetaiev). Sea x′(t) = f(t, x(t)), como se indica en (3.2.1), y suponga-
mos que existe una funcio´n continua
V : [t0,∞)× B¯(0, r) ⊂ R×G→ (−∞,∞)
tal que se verifica:
a) |V (t, ξ)| 6 b(|ξ|) para t > t0 y |ξ| 6 r, siendo b : [0, r] → [0,∞) estrictamente creciente, continua y
tal que b(0) = 0.
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b) Para cada δ > 0 y t1 > t0 existe ξ∗, |ξ∗| 6 δ, tal que V (t1, ξ∗) < 0.
c) Si x(t) es una solucio´n tal que x(t1) = ξ1 con t1 > t0 y |ξ1| < r, se tiene:
l´ım sup
h→0+
V (t1 + h, x(t1 + h))− V (t1, x(t1))
h
6 −c(|ξ1|)
siendo c : [0, r]→ [0,∞) continua, no decreciente y tal que c(0) = 0.
Entonces la solucio´n trivial es inestable en [t0,∞).
Demostracio´n. La prueba la haremos por contradiccio´n, es decir supondremos que la solucio´n trivial
es estable en [t0,∞) y trataremos de llegar a una contradiccio´n con la hipo´tesis. Por definicio´n tenemos
que si la solucio´n trivial es estable en [t0,∞), entonces para cada  > 0, 0 <  < r, existe δ > 0 tal que
si η0 6 δ y x(t) es una solucio´n tal que x(t0) = η0, entonces |x(t)| 6  para todo t > t0.
Por la condicio´n b) podemos escoger ξ0, |ξ0| 6 δ tal que V (t0, ξ0) < 0. Si x(t) es solucio´n tal que
x(t0) = ξ0, entonces |x(t)| 6  para todo t > t0.
Por la condicio´n a) se tiene, entonces
|V (t, x(t))| 6 b|x(t)| 6 b() (3.2.2)
para todo t > t0. En lo que sigue suponemos elegida esta solucio´n x(t) con x(t0) = ξ0.
La condicio´n c) implica que V (t, x(t)) es no creciente en [t0,∞) ya que una solucio´n cualquiera z(t) es
no creciente en [t0,∞) si, y so´lo si D¯+z(t) 6 0 para t ∈ [t0,∞) (esto es por corolario 3.2.1) y adema´s
como c es positiva de ah´ı resulta que V (t, x(t)) es no creciente. As´ı, para todo t > t0 se tiene:
V (t, x(t)) 6 V (t0, ξ0) < 0
y, por tanto:
|V (t, x(t))| > |V (t0, ξ0)|
por la ecuacio´n (3.2.2) se tiene que
b(|x(t)|) > |V (t0, ξ0)|
y, as´ı:
|x(t)| > b−1(|V (t0, ξ0)|)
para todo t > t0 donde b−1 representa la funcio´n inversa de b.
La condicio´n c) implica tambie´n que, si llamamos
z(t) = V (t, x(t))− V (t0, ξ0) +
∫ t
t0
c(|x(u)|)du
entonces
z(t+ h) = V (t+ h, x(t+ h))− V (t0, ξ0) +
∫ t
t0
c(|x(u)|)du
luego se tiene que
z(t+ h)− z(t) = V (t+ h, x(t+ h))− V (t, x(t)) +
∫ t+h
t
c(|x(u)|)du
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as´ı que
l´ım sup
h→0+
z(t+ h)− z(t)
h
= l´ım sup
h→0+
V (t+ h, x(t+ h))− V (t, x(t)) + ∫ t+ht c(|x(u)|)du
h
= l´ım sup
h→0+
V (t+ h, x(t+ h))− V (t, x(t))
h
+ l´ım sup
h→0+
∫ t+h
t c(|x(u)|)du
h
= l´ım sup
h→0+
V (t+ h, x(t+ h))− V (t, x(t))
h
+ c(|x(t)|) c es creciente
6 l´ım sup
h→0+
V (t+ h, x(t+ h))− V (t, x(t))
h
+ c() por la condicio´n c)
6 0
as´ı
l´ım sup
h→0+
z(t+ h)− z(t)
h
6 0 para todo t > t0
y, por tanto, por el corolario 3.2.1, z(t) es una funcio´n no creciente.
Ahora, si evaluamos t0 en la funcio´n z se tiene
z(t0) = V (t0, x(t0))− V (t0, ξ0) +
∫ t0
t0
c(|x(u)|)du pero x(t0) = ξ0
z(t0) = V (t0, ξ
0)− V (t0, ξ0) + 0
z(t0) = 0
z(t0) = 0, entonces z(t) 6 z(t0) = 0, es decir z(t) 6 0, lo que implica que
V (t, x(t))− V (t0, ξ0) +
∫ t
t0
c(|x(u)|)du 6 0
entonces
V (t, x(t)) 6 V (t0, ξ0)−
∫ t
t0
c(|x(u)|)du
Como |x(t)| > b−1(|V (t0, ξ0)|), se sigue que
c(|x(t)|) > c(b−1(|V (t0, ξ0)|)) por ser lafuncio´n c no decreciente
ahora, integrando se tiene∫ t
t0
c(|x(u)|)du >
∫ t
t0
c(b−1(|V (t0, ξ0)|)) = (t− t0)c(b−1(|V (t0, ξ0)|))
multiplicando por -1
−
∫ t
t0
c(|x(u)|)du 6 −(t− t0)c(b−1(|V (t0, ξ0)|))
y, as´ı:
V (t, x(t) 6 V (t0, ξ0)−
∫ t
t0
c|x(u)|du
6 V (t0, ξ0)− (t− t0)c(b−1|(V (t0, ξ0))|))
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por lo que
V (t, x(t)) = V (t0, ξ0)− (t− t0)c(b−1(|V (t0, ξ0)|))
de este modo,
V (t, x(t))→ −∞ para t→ −∞
lo cual contradice la relacio´n hallada anteriormente:
|V (t, x(t))| 6 b()
Como caso particular del teorema de Chetaiev se obtiene el primer teorema de Lyapunov sobre inesta-
bilidad. Aqu´ı presentamos a continuacio´n el llamado segundo teorema de Lyapunov sobre inestabilidad.
Teorema 3.2.2 (Segundo teorema de Lyapunov sobre inestabilidad). Sea x′(t) = f(t, x(t)), como se
indica en (3.2.1), y supongamos que existe una funcio´n
V : [t0,∞)× B¯(0, r)→ (−∞,+∞)
acotada, con derivadas continuas y tal que
a) Si x(t) es una solucio´n tal que |x(t)| 6 r para todo t > t0, se define V ∗(t) = V (t, x(t)), entonces:
dV ∗
dt
(t) = λV ∗(t) +W (t, x(t))
con λ > 0, donde W : [t0,∞)× B¯(0, r)→ [0,∞) es una funcio´n continua no negativa.
b) Para todo δ > 0, 0 < δ 6 r, existe ξ0 con |ξ0| 6 δ tal que |V (t0, ξ0)| > 0 y, si W no es ide´nticamente
nula, se puede elegir ξ0 tal que V (t0, ξ0) > 0.
Entonces la solucio´n trivial es inestable.
Demostracio´n. La prueba la haremos por contradiccio´n, es decir supondremos que la solucio´n trivial
es estable y llegaremos a una contradiccio´n. Si hay estabilidad, para  > 0, con  6 r, existe δ > 0 tal
que una solucio´n x(t) tal que |x(t0)| 6 δ verifica |ξ| 6  para todo t > t0. Tomamos, de acuerdo con
b), ξ0 |ξ0| 6 δ, tal que |V (t0, ξ0)| > 0 y, si W no es ide´nticamente nula, V (t0, ξ0) > 0. Consideremos
una solucio´n x(t) tal que
x(t0) = ξ0
Segu´n las condiciones del teorema, V (t, x(t)) es acotada. Por otra parte, por a) podemos escribir:
dV ∗
dt
(t) = λV ∗(t) +W (t, x(t))
[V (t, x(t))]′ = [V ∗(t)]′ = λV ∗(t) +W (t, x(t))
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veamos que en esta u´ltima ecuacio´n tenemos las hipo´tesis del teorema de la fo´rmula de Lagrange
(teorema 1.3.2d) ya que x′(t) = [V ∗(t)]′, x(t) = V ∗, A = λ, b(t) = W (t, x(t)) x(t0) = V ∗(0) y
ξ0 = V (t0, x(t0)) as´ı se tiene el problema de valores iniciales{
[V ∗(t)]′ = λV ∗(t) +W (t, x(t))
V ∗(t0) = V (t0, x(t0))
que tiene solucio´n u´nica. Pero por ser λ una constante se tiene que Φ(t) = eλ(t) as´ı, se tiene que
V (t, x(t)) = eλtV (t0, x(t0)) + e
λt
∫ t
t0
e−λsW (s, x(s))
que es no acotada para t→ +∞ y por hipo´tesis tenemos que V (t, x(t)) es acotada, lo que nos da una
contradiccio´n. Esto demuestra el teorema.
Observese que en el teorema se puede imponer en a) la condicio´n W 6 0 en lugar de ser W > 0, e
imponer en b), si W no es ide´nticamente nula, V (t0, ξ0) < 0.
3.2.1. Ejemplos
Ejemplo 3.2.1. Se considera el sistema{
x′(t) = a(x(t))3 + by(t)
y′(t) = −cx(t) + d(y(t))3
(3.2.3)
estudiado en el ejemplo 3.1.1 de la seccio´n anterior. Demue´strese que si bc < 0, ad < 0, o bien si
a > 0, b > 0, c > 0, d > 0, entonces la solucio´n trivial es inestable.
Solucio´n. Del ejemplo 3.1.1, sabemos que
V (x, y) = V1(x) + V2(y) = cx
2 + by2
y
V ′(x, y) = a(2cx)x3 + b(2cx)y − c(2by)x+ d(2by)y3 = 2acx4 + 2bdy4
Veamos que V ′ se puede escribir como V ′(x) = λV (x) +W (x). As´ı
V ′(x, y) = 2(ax2 + by2)(cx2 + dy2) + [−2(ad+ bc)x2y2]
Si bc < 0, ad < 0, entonces V ′(x, y) > 0, as´ı, el sistema dado sera´ inestable. Por otro lado, si a > 0,
b > 0, c > 0, d > 0, tenemos V ′(x, y) > 0, tambie´n es inestable. En ambos casos se cumplen las
hipo´tesis del teorema 3.2.2.
Ejemplo 3.2.2. Se considera el sistema:{
x′(t) = (x(t))5 + (y(t))3
y′(t) = (x(t))3 − (y(t))5
Estu´diese la estabilidad de la solucio´n trivial. (Util´ıcese V (ξ1, ξ2) = ξ
4
1 − ξ42.)
110
Cap´ıtulo 3. Me´todo directo de Lyapunov 3.3. Estabilidad asinto´tica
Solucio´n. Primero reescribamos el sistema anterior de la siguiente forma{
x′ = −x5 + y3
y′ = x3 − y5
Sabemos que
dV
dx
=
n∑
i
∂V
∂xi
· f(x).
de donde, resulta que
V ′(x, y) = V ′1(x)x
′ + V ′2(y)y
′ = V ′1(x)(x
5 + y3) + V ′2(y)(x
3 − y5)
= V ′1(x)x
5 + V ′1(x)y
3 + V ′2(y)x
3 − V ′2(y)(y5)
Como, V ′(x, y) debe tener la misma estructura que V (x, y) = V1(x) + V2(y), entonces se tendra´ que
V ′1(x)y
3 + V ′2(y)x
3 = 0
separando variables
V ′2(y)x
3 = −V ′1(x)y3 ⇒
x3
V ′1(x)
= − y
3
V ′2(y)
Cada una de las fracciones pueden ser constantes, digamos
1
4
. As´ı, se tendra´ V ′1(x) = 4x3 al integrar,
resulta V1(x) = x
4 y V ′2(y) = −4y3 integrando V2(y) = −y4. Ahora
V (x, y) = x4 − y4
y
V ′(x, y) = V ′1(x)x
5 + V ′2(y)y
5 = 4x3x5 + 4y3y5 = 4x8 + 4y8 = 4︸︷︷︸
λ
(x4 − y4︸ ︷︷ ︸
V
)2 + (8x4y4︸ ︷︷ ︸
W
)
Analizando para x, y se tiene; si x > 0, y > 0, entonces por teorema 3.2.2 se tiene que V ′(x, y) > 0,
as´ı la solucio´n trivial del sistema dado es inestable. El mismo resultado se obtiene para x < 0, y < 0.
3.3. Estabilidad asinto´tica
El me´todo directo de Lyapunov permite tambie´n estudiar la estabilidad asinto´tica de la solucio´n trivial.
Como en la seccio´n anterior, consideramos una funcio´n continua
f : [t0,∞)×G ⊂ R×Rn → Rn
donde G es un entorno abierto del origen, y se tiene f(t, 0) = 0 para todo t > t0. Estudiamos la
estabilidad asinto´tica de la solucio´n trivial x(t) ≡ 0 de la ecuacio´n x′(t) = f(t, x(t)). Recordamos que
se dice que la solucio´n trivial es asinto´ticamente estable en [t0,∞) cuando es estable, y, adema´s, existe
δ > 0 tal que si x(t) es una solucio´n que verifica |x(t0)| 6 δ, entonces x(t) esta´ definida para t > t0 y
verifica x(t)→ 0 para t→∞.
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Teorema 3.3.1. Consideramos la ecuacio´n x′(t) = f(t, x(t)) que se indica arriba. Supongamos que
existe la funcio´n
V : [t0,∞)× B¯(0, r) ⊂ R×G→ Rn
tal que
a) V (t0, ξ)→ 0 para todo |ξ| → 0.
b) V (t, ξ) > a(|ξ|) para todo t > t0, |ξ| 6 r siendo a : [0, r] → [0,∞) una funcio´n continua,
estrictamente creciente y tal que a(0) = 0 (es decir V (t, ξ) es definida positiva).
c) Para toda solucio´n local x(t) a la derecha de t0 tal que |x(t0)| < r se verifica:
l´ım sup
h→0+
V (t+ h, x(t+ h))− V (t, x(t))
h
6 −c(V (t, x(t)))
para todo t donde este l´ımite esta´ definido, siendo c : [0, r] → [0,∞) una funcio´n continua, no
decreciente y tal que c(0) = 0.
Entonces la solucio´n trivial es asinto´ticamente estable.
Demostracio´n. Por el corolario 3.2.1 tenemos que V (t, x(t)) es no creciente en t si para todo t
D
+
V (t, x(t)) = l´ım sup
h→0+
V (t+ h, x(t+ h))− V (t, x(t))
h
6 0
y por la condicio´n c) sabemos que c es positiva de ah´ı resulta que la condicio´n c) implica junto con
el corolario 3.2.1 que V (t, x(t)) es no creciente en t tal como existe el teorema 3.1.1 sobre estabilidad.
As´ı, la solucio´n trivial es estable. Por tanto, existe δ > 0 tal que si x(t) es una solucio´n con |x(t)| < r
para t > t0. De la condicio´n c) se tiene que si llamamos
z(t) = V (t, x(t))− V (t0, x(t0)) +
∫ t
t0
c(V (s, x(s)))ds
entonces
z(t+ h) = V (t+ h, x(t+ h))− V (t0, x(t0)) +
∫ t+h
t0
c(V (s, x(s)))ds
as´ı que
z(t+ h)− z(t) = V (t+ h, x(t+ h))− V (t, x(t)) +
∫ t+h
t
c(V (s, x(s)))ds
luego
l´ım sup
h→0+
z(t+ h)− z(t)
h
= l´ım sup
h→0+
[
V (t+ h, x(t+ h))− V (t, x(t))
h
+
1
h
∫ t+h
t
c(V (s, x(s)))ds
]
6 l´ım sup
h→0+
V (t+ h, x(t+ h))− V (t, x(t))
h
+ l´ım sup
h→0+
1
h
∫ t+h
t
c(V (s, x(s)))ds por c) se tiene
6 −c(V (t, x(t))) + c(V (t, x(t)))
6 0
112
Cap´ıtulo 3. Me´todo directo de Lyapunov 3.3. Estabilidad asinto´tica
As´ı se tiene que
l´ım sup
h→0+
[
V (t+ h, x(t+ h))− V (t, x(t))
h
+
1
h
∫ t+h
t
c(V (s, x(s)))ds
]
6 0 (3.3.1)
Esto demuestra, en primer lugar, que V (t, x(t)) es no creciente, en virtud del corolario 3.2.1, y, as´ı
l´ım
t→∞V (t, x(t)) = V0 > 0
Pues sabemos que al aplicar l´ımite a una funcio´n no creciente esta´ siempre es positiva.
Supongamos primero V0 > 0. Entonces c(V0) > 0, y, siendo c no decreciente, se tiene:
c(V (t, x(t))) > c(V0) > 0 para todo t > t0
Sustituyendo V0 en la ecuacio´n (3.3.1) se tiene que
l´ım sup
h→0+
[
V (t+ h, x(t+ h))− V (t, x(t))
h
+
1
h
∫ t+h
t
c(V0))ds
]
6 0
l´ım sup
h→0+
[
V (t+ h, x(t+ h))− V (t, x(t))
h
+
1
h
c(V0)s|t+ht
]
6 0
as´ı se tiene:
l´ım sup
h→0+
[
V (t+ h, x(t+ h))− V (t, x(t))
h
+ c(V0)
]
6 0
Ahora sustituyendo t0 en z(t) se obtiene
z(t0) = V (t0, x(t0))− V (t0, ξ0) +
∫ t
t0
c(V (s, x(s)))ds = V (t0, ξ0)− V (t0, ξ0) = 0
Por ser z(t) no creciente por el corolario 3.2.1 se tiene que z(t) 6 z(t0) = 0, as´ı z(t) 6 0. Entonces
z(t) = V (t, x(t))− V (t0, x(t0)) +
∫ t
t0
c(V (s, x(s)))ds 6 0
de donde
V (t, x(t))− V (t0, x(t0)) +
∫ t
t0
c(V (s, x(s)))ds 6 0
V (t, x(t))− V (t0, x(t0)) 6 −
∫ t
t0
c(V (s, x(s)))ds
V (t, x(t))− V (t0, x(t0)) 6 −
∫ t
t0
c(V0)ds
V (t, x(t))− V (t0, x(t0)) 6 −c(V0(t− t0))
As´ı,
V (t, x(t))→ −∞ para t→ +∞,
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lo que contradice a). Por tanto,
V0 = l´ımV (t, x(t)) = 0 para t→ +∞
Esto implica, segu´n b), que
a(|x(t)|)→ 0 para t→ +∞
y, de ese modo, |x(t)| → 0 para t→ +∞ lo que demuestra estabilidad asinto´tica.
Un teorema importante sobre estabilidad asinto´tica es el siguiente.
Teorema 3.3.2. Consideramos la ecuacio´n auto´noma
x′(t) = f(x(t)), x : R→ Rn
donde f : Rn → Rn es de clase C1(Rn) y tal que f(0) = 0. Supongamos que existe una funcio´n
V : Rn → [0,∞), V ∈ C1(Rn) tal que
a) V (ξ) > 0 si ξ 6= 0, V (0) = 0.
b) V (ξ)→∞ para |ξ| → ∞. (Definicio´n de radialmente no acotada.)
c) Si x(t) es una solucio´n cualquiera distinta de la trivial, y V ∗(t) = V (x(t)), entonces
dV ∗
dt
(t) < 0
para todo t.
Entonces, la solucio´n trivial es globalmente asinto´ticamente estable, es decir, si x(t) es cualquier solu-
cio´n, x(t)→ 0 para t→∞.
Si en lugar de c) se verifica la condicio´n
c’)
dV ∗
dt
(t) =
(
∂V
∂ξ
(x(t), f(x(t))
)
6 0
y el conjunto
M =
{
ξ ∈ Rn :
(
∂V
∂ξ
(ξ), f(ξ)
)
= 0
}
es tal que para ninguna solucio´n x(t) distinta de la trivial se verifica
{x(t) : t > t0} ⊂M
para ningu´n t0, entonces la conclusio´n es tambie´n va´lida.
Demostracio´n. Sea ξ0 ∈ Rn arbitrario. Sea c = V (ξ0). La condicio´n de radialmente no acotada b)
implica que para cualquier c > 0 existe r > 0 tal que V (ξ) > V (ξ0) cuando ‖ξ‖ > r. Sea x(t) una
solucio´n tal que x(0) = ξ0. Por tanto se sigue de la condicio´n c) dado que:
dV ∗
dt
(t) 6 0,
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se tiene:
V ∗(t) = V (x(t)) 6 V ∗(0) = V (x(0)) = V (ξ0)
para t > t0. Por tanto se verifica que
B = {ξ ∈ Rn : V (ξ) 6 V (ξ0)}
es cerrado y acotado, existe algu´n punto η ∈ B que es un punto ω de ξ0, es decir, es tal que para
cualquier entorno suyo U(η) y cualquier T > 0 existe t > T tal que x(t) ∈ U.
Por el lema que presentamos a continuacio´n, el conjunto Ω de todos los puntos ω de ξ0 es un conjunto
cerrado, y, si z(t) es una solucio´n tal que z(t0) ∈ Ω para algu´n t0, entonces z(t) ∈ Ω para t > t0.
Como V (x(t)) es no creciente, resulta que el conjunto de puntos ω de η se encuentra sobre
H = {ξ ∈ Rn : V (ξ) = V (η)}
Supongamos primero V (η) = 0. Entonces H = 0, y, as´ı,
l´ım inf x(t) = 0 para t→∞
Como de las condiciones dadas y del teorema 3.1.1 se deduce la estabilidad de la solucio´n trivial, la
condicio´n l´ım inf x(t) = 0 conduce a l´ımx(t) = 0 para t→∞.
Supongamos ahora V (η) > 0. Sobre H se encuentra el conjunto Ω de puntos ω de ξ0 que tiene la
propiedad anteriormente indicada. Si z(t) es solucio´n tal que z(t0) ∈ Ω para algu´n t0, entonces z(t) ∈ Ω
para todo t > t0. Si consideramos V (z(t)) para t > t0, se tiene:(
∂V
∂ξ
(z(t)), f(z(t))
)
= 0
y, as´ı, z(t) para t > t0, se encuentra sobre el conjunto M y, por tanto, las condiciones c) o c’) implican
z(t) ≡ 0.
De este modo resulta, como antes, l´ımx(t) = 0 para t→∞.
Lema 3.3.1. Consideramos la ecuacio´n auto´noma
x′(t) = f(t, x(t)), x : R→ Rn
donde f : Rn → Rn es de clase C1(Rn). Sea ξ ∈ Rn y x(t) solucio´n tal que x(t1) = ξ para algu´n t1.
Decimos que un punto η ∈ Rn es punto ω de ξ cuando para entorno U(η) de η y todo T > t1 existe
t > T tal que x(t) ∈ U(η).
Con esta terminolog´ıa el conjunto Ω de puntos ω de ξ es cerrado y satisface la propiedad siguiente: Si
η es punto ω de ξ y z(t) es solucio´n tal que z(t0) = η para algu´n t0, entonces todos los puntos z(t)
para t > t0 son puntos de ω de ξ.
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Demostracio´n. Que Ω es cerrado se deduce fa´cilmente de la misma definicio´n. Para demostrar la otra
propiedad indicada, sean η ∈ Ω y z(t) solucio´n tal que z(t0) = η. Fijemos z(t1) con t1 > t0. Sea G
un entorno cualquiera de z(t1). Sea U(η) entorno de η tal que toda solucio´n y(t) con y(t0) ∈ U(η)
satisface y(t1) ∈ G. La existencia de U(η) queda garantizada por la continuidad de la solucio´n respecto
de las condiciones iniciales. Sea ahora dado cualquier T > t0. Sabemos que existe t∗ > T tal que
x(t∗) ∈ U(η). Consideramos la funcio´n
u(t) = x(t+ t∗ − t0)
Por ser la ecuacio´n auto´noma, resulta que u(t) es solucio´n y satisface
u(t0) = x(t
∗) ∈ U(η)
Por tanto,
u(t1) = x(t1 + t
∗ − t0) ∈ G,
lo que demuestra que z(t1) es punto ω de ξ.
3.3.1. Ejemplos
Ejemplo 3.3.1. Se considera el sistema{
x′(t) = a(x(t))3 + by(t)
y′(t) = −cx(t) + d(y(t))3
(3.3.2)
estudiado en el ejemplo 3.1.1 de la seccio´n 3.1. Demue´strese que si b > 0, c > 0 a < 0, d < 0, la
solucio´n trivial es asinto´ticamente estable.
Solucio´n. Sabemos por el ejemplo 3.1.1 que
V (x, y) = V1(x) + V2(y) = cx
2 + by2
y
V ′(x, y) = a(2cx)x3 + b(2cx)y − c(2by)x+ d(2by)y3 = 2acx4 + 2bdy4
As´ı, V (x, y) cumple con V (x, y) → 0 cuando (x, y) → 0, adema´s es definida positiva y al analizar
b > 0, c > 0 a < 0, d < 0 en V ′(x, y) resulta que es menor que cero. Por tanto cumple las propiedades
del teorema 3.1.1.
Ejemplo 3.3.2. Estu´diese la estabilidad de la solucio´n trivial del sistema{
x′(t) = −2x(t)(y(t))4
y′(t) = (x(t))4y(t)
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Solucio´n. Primero reescribamos el sistema anterior como sigue{
x′ = −2xy4
y′ = x4y
Sea la funcio´n de Lyapunov de la forma V (x, y) = V1(x) + V2(y). Al igual que el ejemplo anterior se
quiere que V ′ tenga la misma estructura que V .
As´ı
V ′(x) = V ′1(x)(−2xy4) + V ′2(y)x4y = 0 (3.3.3)
entonces
−y4
V ′2(y)y
=
2x4
V ′1(x)x
=⇒ −y
3
V ′2(y)
=
2x3
V ′1(x)
Cada una de estas fracciones pueden ser, constantes digamos
1
4
. Se tiene, entonces que
2x3
V ′1(x)
=
1
4
V ′1(x) = 8x
3 integrando resulta que
V1(x) = 2x
4
Haciendo lo mismo para y resulta V ′2(y) = −4y3 y V2(y) = −y4 de donde
V (x, y) = 2x4 − y4
sustituyendo V ′1(x) y V ′2(y) en (3.3.3)
V ′(x, y) = 8x3(−2xy4) + 4y3x4y = −16x4y4 + 4x4y4 = −12x4y4 (3.3.4)
As´ı, V ′(x, y) < 0, V (x, y)→ 0 y adema´s es definida positiva, entonces la solucio´n trivial (x, y) = (0, 0)
del sistema dado es asinto´ticamente estable, ya que cumple con las hipo´tesis del teorema 3.3.1.
3.4. La funcio´n de Lyapunov para ecuaciones lineales con coeficientes
constantes
En esta seccio´n nos ocuparemos de la construccio´n de las funciones de Lyapunov, para sistemas lineales
a coeficientes constantes.
Primero tenemos algunas clasificaciones de las formas cuadra´ticas. Clasificacio´n a trave´s de la forma
cano´nica:
Dados los elementos de la diagonal de la matriz asociada a la forma cano´nica, es decir, los
coeficientes de los te´rminos cuadrados: a11, a22, . . . , ann la forma cuadra´tica es:
Definida positiva, si todos los aij , i = j son positivos n = r = p. n : es dimensio´n de la
matriz. r : es el nu´mero de valores de la diagonal diferente de cero. p : es el nu´mero de valores
estrictamente positivos de la diagonal.
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Definida negativa, si todos los aij , i = j son negativos n = r, p = 0.
Semidefinida positiva, si algunos aij , i = j son positivos y otros nulos r < n, p = r.
Semidefinida negativa, si algunos aij , i = j son negativos r < n, p = 0. No definida, si
algunos aij , i = j son negativos y otros positivos.
Consideremos la ecuacio´n x′(t) = Ax(t), donde x : R → Rn y A es una matriz n × n con elementos
reales.
El estudio de la estabilidad de la solucio´n trivial se puede llevar a cabo por el me´todo directo de
Lyapunov de la siguiente forma. Construiremos una funcio´n
V (ξ) = (ξ,Bξ)
para ξ ∈ Rn y B una matriz real sime´trica n × n au´n desconocida, tal que si x(t) es una solucio´n de
x′(t) = Ax(t) se verifique, si V ∗(t) = V (x(t)) = (x(t), Bx(t)):
dV ∗
dt
(t) = −(x(t), Cx(t))
donde C es una matriz real dada definida positiva. Derivando V se tiene
V ′(x(t)) = (x′(t), Bx(t)) + (x(t), Bx′(t))
= (Ax(t), Bx(t)) + (x(t), BAx(t))
= (x(t), (A∗B +BA)x)
= −(x(t), Cx(t))
basta demostrar que dada C existe B tal que A∗B +BA = −C, donde A∗ representa la traspuesta de
A.
Para ello consideramos el operador lineal
F : M(n,R)→M(n,R)
(donde M(n,R) representa el espacio vectorial de dimensio´n n× n de las matrices n× n de elementos
reales) definido por
F(B) = A∗B +BA para cada B ∈M(n,R)
A fin de demostrar que A∗B + BA = −C tiene solucio´n, cualquiera que sea la matriz C bastara´
demostrar que el operador F es inversible, es decir, que ningu´n autovalor de F es nulo.
detF (B) =
n∏
i=1
µi (3.4.1)
Sea µ un autovalor de F y sea B 6= 0 tal que
F(B) = µB,
118
Cap´ıtulo 3. Me´todo directo de Lyapunov 3.4. Funcio´n de Lyapunov
es decir,
A∗B +BA = µB
o, lo que es lo mismo,
(A∗ − µI)B = −BA
El lema general que sigue demuestra que A∗ − µI y −A tienen que tener un autovalor comu´n.
Lema 3.4.1. Sean B, P , Q ∈ M(n,R) tales que B 6= 0 y PB = BQ. Entonces P y Q tienen un
autovalor comu´n.
Demostracio´n. Supongamos que P y Q no tienen un autovalor comu´n. Luego los polinomios carac-
ter´ısticos p(λ) = det(P − λI) de P y q(λ) = det(Q− λI) de Q son primos entre s´ı, por tanto, existen
dos polinomios a(λ) y b(λ) tales que
a(λ)p(λ) + b(λ)q(λ) = 1
Sea h(λ) = a(λ)p(λ). Se tiene
1− h(λ) = b(λ)q(λ)
Entonces, por el teorema de Cayley-Hamilton 1.2.2, resulta al evaluar P en h(P ) = a(P )p(P ) = 0, y
Q en 1− h(Q) = b(Q)q(Q) entonces h(Q) = 1.
Por otro lado, como
p(λ) = rnλ
n + · · ·+ r1λ+ r0 a(λ) = smλn + · · ·+ s1λ+ s0
p(P ) = rnP
n + · · ·+ r1P + r0 a(Q) = smQn + · · ·+ s1Q+ s0
y por hipo´tesis tenemos que PB = BQ, entonces al multiplicar h(P ) = a(P )p(P ) por B se tiene
h(P ) = a(P )p(P )B
= a(P )(rnP
nB + · · ·+ r1PB + r0B) PB = BQ
= a(P )(rnBQ
n + · · ·+ r1BQ+ r0B)
= a(P )BP (Q)
= Ba(Q)P (Q)
= Bh(Q)
as´ı
h(P )B = Bh(Q),
resulta B = 0, lo que es contradictorio con la hipo´tesis.
El lema nos asegura, por tanto, que A∗ − µI y −A tienen que tener un autovalor comu´n. El teorema
siguiente nos garantiza mediante ciertas condiciones que todo autovalor de F es distinto de 0 y, entonces,
F es inversible.
119
Cap´ıtulo 3. Me´todo directo de Lyapunov 3.4. Funcio´n de Lyapunov
Teorema 3.4.1. Sea A ∈ M(n,R) y sea σ(A) = λ1, ..., λp su espectro, es decir, el conjunto de sus
autovalores. Supongamos que para dos autovalores cualesquiera λi,λk, no necesariamente distintos, se
verifica λi + λk 6= 0. Entonces, la ecuacio´n en B ∈M(n,R)
A∗B +BA = −C
donde C es una matriz dada de M(n,R), tiene solucio´n u´nica. Si C = C∗, entonces B = B∗. Adema´s,
si C = C∗ es definida positiva (esto es, (Cx, x) > 0 para todo x 6= 0) y los autovalores de A tienen
todos parte real negativa, entonces B = B∗ es tambie´n definida positiva.
Demostracio´n. Para cualquier autovalor µ del operador F definido antes se verifica que A∗ − µI y
−A tienen algu´n autovalor comu´n, segu´n hemos visto. Los autovalores de A∗ − µI son λi − µ para
λi ∈ σ(A), y los de −A son −λk para λk ∈ σ(A). As´ı, las condiciones del teorema garantizan que µ no
es nulo, y, por tanto, F es inversible y por ser la inversa u´nica se tiene la unicidad de la solucio´n.
Si C = C∗ entonces B∗ es tambie´n solucio´n de B∗A+A∗B = −C∗ = −C y, por la unicidad de solucio´n,
resulta B = B∗.
Recordemos lo estudiado en los cap´ıtulos anteriores, sobre la forma de Jordan en 1.1.4, 1.2, 1.4 y 2.1.
Sabemos que si A es una matriz n × n, y existe una matriz P tal que A = P−1JA, entonces eAt =
P−1eJtP donde J tiene la forma de Jordan de A.
eAt = P−1eJtP eJt =
p∑
i=1
eJit
= P−1
p∑
i=1
eJitP eJit = eλit
n−1∑
j=0
Ljtj
j!
= P−1
 p∑
i=1
n−1∑
j=0
Ljtj
j!
 eλitP
= P−1P
 p∑
i=1
n−1∑
j=0
Lj
j!
tj
 eλit
=
p∑
i=1
n−1∑
j=0
bij(A)t
jeλit (3.4.2)
Teorema 3.4.2. Sea A una matriz n× n. Las siguientes afirmaciones son equivalentes:
1. Todos los valores propios de la matriz A tienen parte real negativa.
2. Para todas las matrices C = CT > 0 existe una solucio´n u´nica B = BT > 0 a la siguiente
ecuacio´n de Lyapunov:
ATB +BA = −C (3.4.3)
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Demostracio´n. Solo probaremos la parte solo s´ı.
Supongamos que A tiene valores propios con parte real negativa. Definamos
B =
∫ +∞
0
eA
T tCeAtdt (3.4.4)
notemos que la integral en (3.4.4) esta´ bien definida, ya que los elementos de la matriz integrando son
todas combinaciones lineales de funciones de la forma tkeαt (esto por (3.4.2)) donde α tiene una parte
real negativa, la integral existe y es finita.
Ahora verifiquemos B as´ı como se ha definido es una solucio´n a (3.4.3). En efecto
ATB +BA =
∫ +∞
0
AT eA
T tCeAtdt+
∫ +∞
0
eA
T tCeAtAdt
=
∫ +∞
0
(
AT eA
T tCeAt + eA
T tCeAtA
)
dt
=
∫ +∞
0
d
dt
(
eA
T tCeAt
)
dt
=
[
eA
T tCeAt
]+∞
0
= −C
(ya que l´ım
t→∞ e
AT tCeAt = 0). Lo cual muestra que existe una matriz B satisfaciendo (3.4.3). Adema´s,
la solucio´n es u´nica; en efecto, supongamos que existen dos soluciones B1 y B2 cualesquiera. Entonces:
ATB1 +B1A+ C = 0 (3.4.5)
ATB2 +B2A+ C = 0 (3.4.6)
restando (3.4.6) de (3.4.5) obtenemos
AT (B1 −B2) + (B1 −B2)A = 0
multiplicando la ecuacio´n anterior a la izquierda por eA
T t y a la derecha por eAt, se tiene:
eA
T t
[
AT (B1 −B2) + (B1 −B2)A
]
eAt = 0
eA
T tAT (B1 −B2)eAt + eAT t(B1 −B2)AeAt = 0
d
dt
(
eA
T t(B1 −B2)eAt
)
= 0
lo cual adema´s implica al integrar lo anterior que∫ ∞
0
d
dt
(
eA
T t(B1 −B2)eAt
)
dt = 0[
eA
T t(B1 −B2)eAt
]∞
0
= 0
−(B1 −B2) = 0
B1 = B2
as´ı, existe una u´nica solucio´n que satisface (3.4.3)
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De las consideraciones anteriores resulta fa´cilmente el siguiente teorema.
Teorema 3.4.3. Consideremos la ecuacio´n
x′(t) = Ax(t) (3.4.7)
siendo A ∈ M(n,R) tal que todos sus autovalores tienen parte real negativa. Entonces la solucio´n
trivial es asinto´ticamente estable.
Demostracio´n. Dado que los autovalores de A tienen parte real negativa, existe una solucio´n definida
positiva B a la ecuacio´n de Lyapunov
ATB +BA+ I = 0
Escogemos, como una funcio´n de Lyapunov, la forma cuadra´tica
V (x) = (x,Bx) = xTBx
que es por supuesto una funcio´n definida positiva. Su derivada es
V ′(x) = (x′, Bx) + (x,Bx′)
= (Ax,Bx) + (x,BAx) = xTATBx+ xTBAx
= xT (ATB +BA)x
= (x, (ATB +BA)x)
= (x,−Ix)
= −‖x‖2
por tanto V ′(x) es definida negativa. As´ı el sistema (3.4.7) es asinto´ticamente estable.
Los otros resultados sobre la estabilidad de la solucio´n trivial de x′(t) = Ax(t), A constante, que
conocemos del capitulo 2, pueden tambie´n obtenerse a trave´s del me´todo directo de Lyapunov, pero
se llega a ellos de una forma algo ma´s artificiosa que all´ı.
3.4.1. Ejemplos
Ejemplo 3.4.1. Dada la ecuacio´n {
x′(t) = ax(t) + by(t)
y′(t) = cx(t) + dy(y)
obte´ngase expl´ıcitamente una funcio´n de Lyapunov siguiendo la idea del teorema 3.4.3.
122
Cap´ıtulo 3. Me´todo directo de Lyapunov 3.4. Funcio´n de Lyapunov
Solucio´n. Sea
A =
(
a b
c d
)
El sistema anterior sera´ asinto´ticamente estable, si los valores propios de la matriz A tienen parte real
negativa y adema´s V (x) > 0 y V ′(x) < 0.
Primero determinemos los valores propios de A.
det(A− λI) = 0 es decir
λ2 − (a+ d)λ+ (ad− bc) = 0 resulta entonces que
λ1,2 =
(a+ d)±√(a− d)2 + 4bc
2
Para que λ1,2 tengan parte real negativa se tiene que cumplir algunos de los siguiente casos:
(a− d)2 + 4bc > 0 y (a+ d) < 0
(a− d)2 + 4bc = 0 y (a+ d) < 0
(a− d)2 + 4bc < 0 y (a+ d) < 0
Ahora bien, se debe de encontrar una funcio´n V (x) = (x,Bx) = xTBx > 0 tal que V ′(x) = (x, (ATB+
BA)x) = xT (ATB +BA)x < 0. Sabemos que la ecuacio´n de Lyapunov es dada por ATB +BA = −C,
donde C sime´trica, definida positiva. Tomando C = I y
B =
(
p q
q r
)
entonces
ATB +BA = −C = −I(
a c
b d
)(
p q
q r
)
+
(
p q
q r
)(
a b
c d
)
=
(
−1 0
0 −1
)
al hacer el producto y suma de matrices se obtiene(
2ap+ 2cq aq + bp+ cr + dq
aq + bp+ cr + dq 2bq + 2dr
)
=
(
−1 0
0 −1
)
de donde, se tienen las ecuaciones
2ap+ 2cq = −1 (3.4.8)
aq + bp+ cr + dq = 0 (3.4.9)
2bq + 2dr = −1 (3.4.10)
despejando q de (3.4.8) se tiene
q = −1 + 2ap
2c
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sustituyendo q en (3.4.10) resulta que
r =
b− c+ 2abp
2cd
sustituyendo q y r en (3.4.9) se obtiene
p =
ad− bc+ c2 + d2
2(abc+ bcd− a2d− ad2)
ahora, sustituyendo p en q y en r obtenemos
q =
−(ac+ bd)
2(abc+ bcd− a2d− ad2) r =
a2 + ad+ b2c− bc2
2c(abc+ bcd− a2d− ad2)
denotemos por
k = ad− bc+ c2 + d2 l = −(ac+ bd)
m = a2 + ad+ b2c− bc2 n = abc+ bcd− a2d− ad2
as´ı,
p =
k
n
q =
l
n
r =
m
2cn
por lo que la matriz B que se busca es
B =
(
k/n l/n
l/n m/2cn
)
resulta, entonces que
V (x) = (x,Bx) = xTBx =
(
x y
)(k/n l/n
l/n m/2cn
)(
x
y
)
V (x) =
(
k
n
x+
l
n
y
l
n
x+
m
2cn
y
)(
x
y
)
V (x) =
k
n
x2 + 2
l
n
xy +
m
2cn
y2 > 0
Veamos que det(B − λI) = 0 para calcular los valores propios de la matriz B.
det(B − λI) = 0 es decir
λ2 −
(
l
2k
+
n
2ck
)
λ+
(
nl
4ck2
− m
2
4k2
)
= 0 resulta entonces que
λ1,2 =
(
l
2k
+
n
2ck
)
±
√(
l
2k
− n
2ck
)2
+
m2
k2
2
si los autovalores de la matriz B son positivos quiere decir que la matriz B es sime´trica y definida
positiva, por tanto el sistema es estable. Y adema´s se cumple que V ′(x) < 0 ya que como definimos
ATB +BA = −C = −I entonces V ′(x) = −(x, x) = −xTx = −(x2 + y2) < 0.
Por lo tanto, el sistema dado es asinto´ticamente estable.
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Ejemplo 3.4.2. Dado el siguiente sistema
x′(t) = y(t)
y′(t) = −4x(t)− 5y(t)
Estudiar que tipo de estabilidad presenta.
Solucio´n. Sea
A =
(
0 1
−4 −5
)
El sistema dado sera´ asinto´ticamente estable , si los valores propios de la matriz A tienen parte real
negativa y si V (x) > 0 y V ′(x) < 0. Determinando los autovalores de la matriz A.
det(A− λI) = 0
λ2 + 5λ+ 4 = 0
λ1 = −1 λ2 = −4
Debemos encontrar una funcio´n de Lyapunov V (x) = (x,Bx) = xTBx > 0 y V ′(x) = (x, (ATB +
BA)x) = xT (ATB +BA)x < 0. Sea C = I, donde ATB +BA = −C.
Definamos
B =
(
a b
b c
)
as´ı (
0 −4
1 −5
)(
a b
b c
)
+
(
a b
b c
)(
0 1
−4 −5
)
=
(
−1 0
0 −1
)
(
−8b a− 5b− 4c
a− 5b− 4c 2b− 10c
)
=
(
−1 0
0 −1
)
de donde se obtienen las siguientes ecuaciones
−8b = −1
a− 5b− 4c = 0
2b− 10c = −1
as´ı a =
9
8
, b =
1
8
, c =
1
8
resulta entonces que
B =
(
9/8 1/8
1/8 1/8
)
luego
V (x) = (x, (ATB +BA)x) = xT (ATB +BA)x =
(
x y
)(9/8 1/8
1/8 1/8
)(
x
y
)
=
9
8
x2 +
1
4
xy +
1
8
y2 > 0
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si B tiene los autovalores positivos entonces estable.
Calculando los autovalores de la matriz B tenemos que
det(B − λI) = 0
λ2 − 5
4
λ+
1
8
= 0
λ1,2 =
5±√17
8
como los autovalores son positivos, quiere decir que la matriz B es sime´trica y definida positiva por
tanto el sistema dado es estable y asinto´ticamente estable, ya que V ′(x) < 0.
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4.1. ¿Por que´ un sistema estable es u´til en ingenier´ıa?
Supongamos que tenemos un sistema de ecuaciones diferenciales lineales no homoge´neo
x′(t) = Ax(t) + b(t)
donde A ∈M(R, n) y supongamos que el sistema homoge´neo asociado
x′(t) = Ax(t)
es asinto´ticamente estable. Entonces toda solucio´n del sistema homoge´neo
Φ(t) = xh(t) = e
AtC, C ∈ R
verifica que
l´ım
t→∞xh(t) = 0
Ahora bien, toda solucio´n del sistema no homoge´neo es de la forma
x(t) = xh(t) + xp(t)
donde xp(t) es una solucio´n particular del sistema no homoge´neo. Si tomamos l´ımites cuando t a
infinito, tenemos que
x(t) w xp(t)
es decir, para tiempos grandes (aqu´ı lo de grande depende de cada sistema) la solucio´n del sistema no
auto´nomo es ba´sicamente la solucio´n particular del mismo y la parte de la solucio´n correspondiente al
sistema homoge´neo se va reduciendo con el tiempo. En ingenier´ıa a la funcio´n b(t) se le llama entrada
del sistema y xp(t) es la salida del mismo. Si el sistema es estable, al variar la entrada, var´ıa la salida
sin que la parte homoge´nea intervenga en el proceso. Esto es lo que ocurre en la mayor´ıa de los sistemas
lineales utilizados en las ciencias experimentales, como en circuitos ele´ctricos o vibraciones meca´nicas.
Muchos de los problemas de los modelos de aplicacio´n en ingenier´ıa estudian la estabilidad ocupando
la transformada de Laplace.
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4.2. Transformadas de Laplace
Definicio´n 4.2.1 (La transformada de Laplace). Dada una funcio´n f(t) definida para toda t > 0
la transformada de Laplace de f es la funcio´n F definida como sigue:
F (s) = Lf(t) =
∫ ∞
0
e−stf(t)dt
para todo valor de s en los cuales la integral impropia converge.
Recue´rdese que una integral impropia en un intervalo infinito esta´ definida como el l´ımite de la
integral en el intervalo acotado; esto es,∫ ∞
a
g(t)dt = l´ım
b→∞
∫ b
a
g(t)dt
Si el l´ımite en la integral existe, entonces se dice que la integral impropia converge; de otra manera
diverge o no existe.
Definicio´n 4.2.2 (Funcio´n de transferencia). La funcio´n de transferencia de un sistema descrito
mediante una ecuacio´n diferencial lineal e invariante con el tiempo se define como el cociente de la
transformada de Laplace de la salida (funcio´n de respuesta del sistema) y la transformada de Laplace
de la entrada (funcio´n excitacio´n), bajo la suposicio´n de que todas las condiciones iniciales son cero,
es decir, se considera que el sistema bajo estudio esta´ en reposo.
Figura 4.1: Representacio´n de la funcio´n de transferencia (o ganancia) de un sistema
Para el sistema ilustrado en la Figura 4.1, la salida C(s) es el producto de la ganancia G(s) y la entrada
R(s), lo que implica que C(s) = R(s)G(s); la ganancia del sistema es entonces G(s) =
C(s)
R(s)
; para
sistemas descritos por ecuaciones diferenciales lineales e invariantes en el tiempo, tal como:
a0y
n + a1y
n−1 + · · ·+ an−1y′ + any = b0xm + b1xm−1 + · · ·+ bm−1x′ + bmx (n > m)
donde y es la salida del sistema y x es la entrada. La funcio´n de transferencia (o ganancia) viene dada
por:
Funcio´n de transferencia = G(s) =
L[salida]
L[entrada] =
Y (s)
X(s)
=
b0s
m + b1s
m−1 + · · ·+ bm−1s+ bm
a0sn + a1sn−1 + · · ·+ an−1s+ an
4.2.1. Funcio´n de transferencia en lazo cerrado
Para el sistema que aparece en la Figura 4.2, la salida C(s) y la entrada R(s) se relacionan del modo
siguiente:
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Figura 4.2: Sistema en lazo cerrado.
C(s) = G(s)E(s)
E(s) = R(s)−B(s)
= R(s)−H(s)C(s)
Si se elimina E(s) de estas ecuaciones, se obtiene
C(s) = G(s)[R(s)−H(s)C(s)]
o bien,
C(s)
R(s)
=
G(s)
1 +G(s)H(s)
(4.2.1)
La funcio´n de transferencia que relaciona C(s) con R(s) se denomina funcio´n de transferencia en lazo
cerrado. Esta funcio´n de transferencia relaciona la dina´mica del sistema en lazo cerrado con la dina´mica
de los elementos de las trayectorias directa y de realimentacio´n.
A partir de la Ecuacio´n anterior, C(s) se obtiene mediante
C(s) =
G(s)
1 +G(s)H(s)
R(s)
Por tanto, la salida del sistema en lazo cerrado depende claramente tanto de la funcio´n de transferencia
en lazo cerrado como de la naturaleza de la entrada.
La ecuacio´n caracter´ıstica de la ecuacio´n 4.2.1 queda definida como:
f(s) = 1 +G(s)H(s) = 0 G(s)H(s) =
kQ(s)
P (s)
⇒ f(s) = P (s) + kQ(s)
donde Q(s) es un polinomio de grado n de la ecuacio´n caracter´ıstica en s y sus ra´ıces son llamadas
ceros, P (s) es un polinomio de grado m y sus ra´ıces son llamadas polos, el cual analizaremos con detalle
a continuacio´n.
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Un sistema lineal invariante en el tiempo es estable si:
a) Ante una entrada acotada responde con unan salida acotada.
b) Si todos los polos de la funcio´n de transferencia esta´n en el semiplano negativo de s, es decir,
tienen la parte real negativa.
4.3. Me´todos para determinar la estabilidad
Nuestro problema ahora es determinar la estabilidad de un sistema de control, para ello existen varios
me´todos para determinar la estabilidad de un sistema realimentado, estos involucran las ra´ıces de la
ecuacio´n caracter´ıstica. Los me´todos ma´s utilizados para estudiar la estabilidad de sistemas de control
son:
1. Criterio de Routh–Hurwitz.
2. Criterio de Nyquist.
3. Me´todo de Diagrama de Bode.
Es evidente que para el ana´lisis de los sistemas de control, se presentan me´todos alternativos que
resuelven el mismo problema, el disen˜ador simplemente selecciona el me´todo a utilizar que considere
que es la mejor herramienta, dependiendo de la situacio´n particular que enfrenta. En lo particular,
preferimos los dos primeros, sin desmeritar y quitar la importancia al diagrama de Bode.
Criterio de Routh–Hurwitz
Es un me´todo algebraico que ofrece informacio´n sobre la estabilidad absoluta de un sistema lineal
invariante en el tiempo que tiene una ecuacio´n caracter´ıstica con coeficientes constantes.
Tabulacio´n de Routh
Para construir la tabulacion de Routh se basa en ordenamiento de los coeficientes de la ecuacio´n
caracter´ıstica f(s) = a0s
n + a1s
n−1 + · · · + an−1s + an = 0 tomando una lista o arreglo como sigue a
continuacio´n:
sn a0 a2 a4 . . .
sn−1 a1 a3 a5 . . .
sn−2 b1 b2 b3 . . .
sn−3 c1 c2 c3 . . .
...
s0 d1
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Una regla nemote´cnica consiste en tomar el inicial y luego saltar un coeficiente y seleccionar el otro que
sigue hasta que se agoten los coeficientes, luego se empieza por el siguiente que no fue seleccionado en
el paso anterior y se repite el mismo proceso para completar las dos filas principales. Los coeficientes
b1, b2, b3, etc., se evalu´an del modo siguiente
b1 =
a1a2 − a0a3
a1
b2 =
a1a4 − a0a5
a1
b3 =
a1a6 − a0a7
a1
La evaluacio´n de las b continu´a hasta que todas las restantes son cero. Se sigue el mismo patro´n de
multiplicacio´n cruzada de los coeficientes de los dos renglones anteriores al evaluar las c, las d, las e,
etc. Las ra´ıces de la ecuacio´n caracter´ıstica estara´n en el semiplano izquierdo, si todos los elementos de
la primera columna tienen el mismo signo, as´ı mismo el nu´mero de cambios de signos en los elementos
de la primera columna equivale al nu´mero de ra´ıces con parte real positiva o en el semiplano derecho.
El criterio establece que para que un sistema sea estable, requiere que no haya cambios de signos en
la primera columna de la tabulacio´n, e´ste es un requisito necesario y suficiente.
4.3.1. Ejemplo
Ejemplo 4.3.1. Sea el sistema, determine si es estable o no.
Primero se debe hallar la funcio´n de transferencia de lazo cerrado:
C(s)
R(s)
=
G(s)
1 +G(s)H(s)
=
1
s4 + 3s3 + 3s2 + 2s+ 1
La ecuacio´n caracter´ıstica del sistema es:
s4 + 3s3 + 3s2 + 2s+ 1 = 0
Se construye la tabla, con los coeficientes: {a0 = 1, a1 = 3 a2 = 3 a3 = 2 a4 = 1}.
s4 1 3 1
s3 3 2
s2 b1 b2
s1 c1
s0 d1
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b1 = −3× 3− 2× 1
3
=
7
3
b2 = −3× 1− 1× 0
3
= 1
c1 =
2b1 − 3b2
b1
=
2
(
7
3
)
− 3
7
3
=
5
7
d1 =
c1b2 − c2b1
c1
=
5
7
5
7
= 1
La tabla queda de la siguiente forma:
s4 1 3 1
s3 3 2
s2
7
3
1
s1
5
7
s0 1
Y como en la primera columna no hay cambios de signos en los coeficientes, se puede asegurar que el
sistema es “estable”, debido a que no posee polos positivos o con parte real positiva.
El me´todo del Criterio de Nyquist y el me´todo de Diagrama de Bode son menos utilizados para analizar
la estabilidad. Por lo que en este trabajo no se estudiaro´n so´lo nos enfocamos a estudiar el criterio
de Routh–Hurwitz que es el ma´s utilizado para determinar la estabilidad de un lazo cerrado o si una
ecuacio´n polino´micas posee ra´ıces positivas sin resolverla para determinar ta´mbien su estabilidad.
Segu´n el Lic. Ricardo Cortes en Ingenier´ıa no estudian la estabilidad por medio del me´todo de Lyapunov
puesto que es mucho ma´s complicado, as´ı prefieren estudiar la estabilidad de una forma ma´s sencilla.
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Conclusiones
Se presentan las principales conclusiones, a las que se ha llegado despue´s del desarrollo de este
proyecto y que resumen los aspectos mas sobresalientes de la teor´ıa estudiada:
1. Estudiar la Teor´ıa de Estabilidad de sistemas de ecuaciones diferenciales ordinarias es muy im-
portante, ya que es un tema que no so´lo se aplica en matema´ticas sino que en diversas a´reas como
la F´ısica, la Economı´a y la Ingenier´ıa, etc., por lo que requiere de conocimientos vistos en ca´lculo,
algebra lineal y topolog´ıa. Y as´ı mejorar la comprensio´n y aplicacio´n de muchos conceptos;, este
tema una opcio´n para incluirse en los estudios de licenciatura.
2. La estabilidad es una propiedad cualitativa de los sistemas de ecuaciones diferenciales a la que
se le considera la ma´s importante de todas.
3. La forma cano´nica de Jordan, simplifica los ca´lculos para encontrar la exponencial de una matriz,
ya que esta es de gran utilidad para determinar la estabilidad de un sistema lineal, conociendo
los autovalores.
4. Para determinar la estabilidad de un sistema lineal no homoge´neo basta con estudiar la estabilidad
del sistema lineal homoge´neo.
5. El criterio de Routh-Hurwitz permite determinar la estabilidad asinto´tica de un sistema lineal
con coeficientes constantes; aunque, como se requiere calcular el determinante esto puede resultar
muy complicado para matrices de gran dimensio´n.
6. El teorema de Lyapunov se refiere a una reduccio´n del estudio de la estabilidad de un problema
todav´ıa lineal pero no de coeficientes constantes, y as´ı se requiere de un lema que es muy fecun-
do y sirve tambie´n para tratar algunos casos de estabilidad de ecuaciones no lineales. Adema´s
requiere de ciertas condiciones especiales adicionales, generalmente relacionadas con acotacio´n y
convergencia.
7. Despue´s de realizar el ana´lisis de sistemas de ecuaciones diferenciales no lineales mediante el uso
de las funciones de Lyapunov, se observa que, se requiere de una gran habilidad para la obtencio´n
de una funcio´n de Lyapunov.
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8. En el trabajo se ha mostrado en general el uso de las funciones de Lyapunov, aunque fueron poco
los ejemplos utilizados. Sin embargo, el tema es muy amplio y existen diversas aplicaciones para
estas.
9. Un trabajo a futuro, podr´ıa ser estudiar la Teor´ıa de Control que requiere haber estudiado antes
la Teor´ıa de Estabilidad.
10. Se puede ver como trabajo a futuro desarrollar funciones para sistemas ma´s especializados, no
so´lo sistemas f´ısicos, sino tambie´n en ciencias en las que se pueda utilizar.
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Ape´ndice A
Existencia, unicidad y prolongabilidad
de soluciones
A.1. El problema de Cauchy. Solucio´n global
El primer teorema de existencia se suele denominar teorema de Picard-Lindelo¨f. Antes de presentar
este teorema veremos co´mo se reduce el problema que nos ocupa a la determinacio´n de un punto fijo
para una cierta transformacio´n integral.
El problema de valores iniciales o problema de Cauchy consiste en lo siguiente:
Se da una funcio´n f : [t0, t1] × Rn → Rn continua y se da un punto ξ0 ∈ Rn. Se pide hallar, si es
posible, una funcio´n
x : [t0, t1]→ Rn de C1([t0, t1],Rn)
tal que
x′(t) = f(t, x(t)) para t ∈ [t0, t1]
tal que
x(t0) = ξ
0
Se comprueba de inmediato que el problema de Cauchy es equivalente a resolver la ecuacio´n integral
x(t) = ξ0 +
∫ t
t0
f(s, x(s))ds
A continuacio´n presentamos dos teoremas. El primero de ellos es el teorema de Picard-Lindelo¨f resuelve
el problema de la unicidad de la solucio´n si la fucio´n f verifica la condicio´n de Lipschitz.
Teorema A.1.1 ( Picard-Lindelo¨f ). Consideremos el problema{
x′(t) = f(t, x(t)) para t ∈ [t0, t1]
x(t0) = ξ
0
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Sea f : [t0, t1]×Rn → Rn continua y tal que satisface la condicio´n de Lipschitz siguiente:
|f(t, x1)− f(t, x2)| 6 L|x1 − x2|
para t ∈ [t0, t1] y x1, x2 ∈ Rn, siendo L una constante. Entonces el problema propuesto tiene una u´nica
solucio´n.
Demostracio´n. En el espacio vectorial X = C([t0, t1],Rn) definimos la norma siguiente:
Para x ∈ X ponemos:
‖x‖ = sup {e−K(t−t0)|x(t)| : t ∈ [t0, t1]}
siendo K > L una constante fija. Con esta norma el espacio X es un espacio de Banach.
Definimos, para x ∈ X:
Tx(t) = ξ0 +
∫ t
t0
f(s, x(s))ds
Entonces, si x1, x2 ∈ X, se tiene:
e−K(t−t0)|Tx1(t)− Tx2(t)| 6
∫ t
t0
e−K(t−t0)|f(s, x1(s))− f(s, x2(s))|ds 6
6 L‖x1 − x2‖
∫ t
t0
e−K(t−s)ds 6
6
(
L
K
)
‖x1 − x2‖
Por tanto
‖Tx1(t)− Tx2(t)‖ 6 L
K
‖x1 − x2‖
siendo L/K < 1. As´ı, T es una transformacio´n contractiva y existe un u´nico punto fijo x que es la
u´nica solucio´n del problema.
A.2. Prolongabilidad de soluciones
Para terminar se considera el problema de la prolongacio´n de una solucio´n de un problema de
Cauchy. Los teoremas anteriores aseguran la existencia y unicidad o la existencia de la solucio´n.
Tratamos de resolver la siguiente cuestio´n. ¿De que´ formas puede suceder que una solucio´n no sea
estrictamente prolongable a la derecha?
Es decir, nos proponemos el problema (a la derecha)
(P )
{
x′(t) = f(t, x(t))
x(t0) = ξ0
donde f esta´ definida en un cierto conjunto A de R×Rn, (t0, ξ0) ∈ A y suponemos que existe alguna
solucio´n a la derecha y, por consiguiente, alguna solucio´n (x, I) no prolongable estrictamente a la
derecha. ¿Co´mo es entonces el comportamiento de x(t) cuando t se acerca al extremo derecho del
intervalo I?
138
Ape´ndice A. Existencia y prolongabilidad A.2. Prolongabilidad de soluciones
Teorema A.2.1. Se considera el problema
(P )
{
x′(t) = f(t, x(t))
x(t0) = ξ0
donde f esta´ definida y es continua en un conjunto K compacto de R ×Rn, (t0, ξ0) ∈ K y supone-
mos que existe alguna solucio´n a la derecha de t0 y, por tanto, alguna solucio´n (x, I) no prolongable
estrictamente a la derecha. Entonces, I = [t0, t1] con t1 < ∞, y en este caso (t1, x(t1)) pertenece a la
frontera Fr(K) de K.
Es decir, se excluye I = [t0, t1) con t1 < ∞ y, adema´s, resulta que la gra´fica de x acaba en un punto
de la frontera de K.
Cuando el conjunto de definicio´n de f es un abierto D, la situacio´n es ma´s complicada.
Teorema A.2.2. Sea f definida y continua en un conjunto abierto D de R×Rn. Sea (t0, ξ0) ∈ D y
se considera el problema:
(P )
{
x′(t) = f(t, x(t))
x(t0) = ξ0
Sea x una solucio´n no prolongable estrictamente a la derecha, y sea I su intervalo de definicio´n.
Entonces I = [t0, t1) con t1 6 ∞ y x es tal que su gra´fica, que esta´ contenida en D, tiene todos sus
puntos l´ımites para t ↑ t1 en la frontera de D. Si D no es acotado se considera que el punto del infinito
es de la frontera de D. (Se considera R×Rn∪{∞} con la topolog´ıa de la compactificacio´n por adicio´n
de un punto.)
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