Newcastle University ePrints -eprint.ncl.ac.uk Guerreiro SB, Glenis V, Dawson RJ, Kilsby C. Pluvial flooding in European cities -A continental approach to urban flood modelling. Water 2017, 9(4), 296. Abstract: Pluvial flooding is caused by localized intense rainfall and the flood models used to assess it are normally applied on a city (or part of a city) scale using local rainfall records and a high resolution digital elevation model (DEM). Here, we attempt to model pluvial flooding on a continental scale and calculate the percentage of area flooded for all European cities for a 10-year return period for hourly rainfall (RP10). Difficulties in obtaining hourly rainfall records compromise the estimation of each city RP10 and the Europe-wide DEM spatial resolution is low relative to those typically used for individual case-studies. Nevertheless, the modelling capabilities and necessary computing power make this type of continental study now possible. This is a first attempt at continental city flooding modelling and our methodology was designed so that our results can easily be updated as better/more data becomes available. The results for each city depend on the interplay of rainfall intensity, the elevation map of the city and the flow paths that are created. In general, cities with lower percentage of city flooded are in the north and west coastal areas of Europe, while the higher percentages are seen in continental and Mediterranean areas.
Introduction
Pluvial flooding is caused by intense rainfall that exceeds the capacity of the urban drainage system and is normally studied using flood models that can provide depth and velocity of surface water associated with rainfall events of specified intensity [1] . These models are typically applied on a small area (a city, or often just a part of a city), using local rainfall records and a high resolution digital elevation model (DEM). Here we take advantage of emerging global datasets and cloud computing to provide a preliminary assessment of pluvial flood impacts for 571 cities across the continent of Europe.
Global or continental scale flood impact studies have previously been restricted to river or coastal flooding. To place this work in context it is relevant to assess the latest developments on large scale fluvial modelling.
Smith et al. [2] performed a regional flood frequency analysis (RFFA) at global scale using 703 discharge gauges from the Global Runoff Data Centre (GRDC) and a global annual average rainfall dataset from World-Clim [3] . Regressions were used to calculate the mean annual flood and they concluded that the best regressions used just catchment area and annual average rainfall as estimators. Different exponents for the two estimators were calculated for different climatic areas based on the Koppen-Geiger classification, where Europe is mainly constituted by temperate and continental classes. The regressions performed better for temperate, tropical and polar regions than the drier continental and arid regions. Also, means and medians of the relative mean square errors were substantially
• the quality of the available DEMs, especially in forested regions and urban areas where the satellite information might correspond to the top of the canopy/building instead of the elevation of the ground; • the quality of the precipitation data, which is very variable in time and place, and the fact that different types of rainfall inputs (gauge, radar, satellite or reanalysis) results in different orders of magnitude in terms of monetary loss from flooding results; • the lack of data to calibrate hydrological models, especially in ungauged catchments.
These challenges are also relevant in our assessment of urban flood impacts for 571 European cities. Furthermore, whereas for fluvial flooding daily observations are often sufficient for continental scale analysis, pluvial flooding required hourly observations. The restricted availability of observed hourly rainfall records which, coupled with the spatial variability of intense rainfall regimes, hinders the definition of historical intense rainfall return periods for each city. Projects like INTENSE (https://research.ncl.ac.uk/intense/aboutintense/) where worldwide hourly rainfall gauge data is being collated or frameworks like OPERA (http://eumetnet.eu/activities/observations-programme/ current-activities/opera/) where pan-European weather radar composites are being produced will hopefully help to solve this problem in the future. Moreover, whereas statistical analysis or reduced process complexity flood model algorithms are useful for fluvial analysis, pluvial flood modelling requires a 2D physically-based model at high resolution in order to minimize statistical generalization and capture key flow paths and accumulation points. However, this requires a significant increase in computational effort particularly as each urban area is subject to different climatology, and a comprehensive analysis requires consideration of a range of rainfall intensities.
In this paper we present the first pan-European analysis of urban flooding. In Section 2 the data used for this study is introduced, followed by the methodology in Section 3. This includes both the methodology to estimate rainfall levels for each city for a 10-year return period (Section 3.1) and the methodology associated with the use of the urban hydrodynamic model (Section 3.2). Results and discussion are presented in Section 4, followed by conclusions in Section 5.
Data
Crucial for any broad scale modelling is the availability of consistent, continental-wide, data. Although a number of cities or countries have bespoke, and often higher resolution, data services, this analysis used the following Europe-wide data:
• EU-DEM [8]-a Digital Elevation Model over Europe "produced using Copernicus data and information funded by the European Union". The EU-DEM is a hybrid product based on SRTM and ASTER GDEM data with 25-m resolution (projection 3035: EU-DEM-3035).
• Urban Audit dataset "GISCO Urban Audit 2004" [9] was used for the definition and delimitation of cities. A total of 571 cities (city region level) were studied (see Figure 1 ).
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-a Digital Elevation Model over Europe "produced using Copernicus data and information funded by the European Union". The EU-DEM is a hybrid product based on SRTM and ASTER GDEM data with 25-m resolution (projection 3035: EU-DEM-3035).  Urban Audit dataset "GISCO Urban Audit 2004" [9] was used for the definition and delimitation of cities. A total of 571 cities (city region level) were studied (see Figure 1 ).  Urban Morphological zones 2000 [10] defined as "set of urban areas laying less than 200 m apart". This European Environment Agency (EEA) dataset was built based on the urban land cover classes of the CORINE Land Cover dataset. This data was necessary to define the "urban area" inside each city since the definition of "city" in the urban audit dataset can include non-urban • Urban Morphological zones 2000 [10] defined as "set of urban areas laying less than 200 m apart". This European Environment Agency (EEA) dataset was built based on the urban land cover classes of the CORINE Land Cover dataset. This data was necessary to define the "urban area" inside each city since the definition of "city" in the urban audit dataset can include non-urban areas, and sometimes even estuaries (see Figure S2 in Supplementary Materials for some examples).
• E-obs [11] , an European daily gridded data set for precipitation and maximum and mean surface temperature at a 0. 25 
Methods
The methodology adopted is summarized in Figure 2 and comprises two parallel workflows. Hourly rainfall levels for a 10-year return period (RP10) were calculated for the whole of Europe (workflow in blue in Figure 2 ). For this, sub-daily rainfall datasets or IDF curves were compiled for as many European gauges as possible, and RP10 for each gauge were calculated. The 10-year return period was chosen, despite not being a very extreme rainfall event, due to the short rainfall records for some of the gauges and the consequent uncertainties associated with the calculation of longer return periods.
In parallel a physically-based flood model (CityCat) was run on the Microsoft Azure Cloud (Microsoft, Redmond, WA, USA) for all 571 European cities for nine different rainfall events (20 mm/h, 30 mm/h, 40 mm/h, 50 mm/h, 60 mm/h, 70 mm/h, 80 mm/h, 100 mm/h and 125 mm/h) using a DEM of 25 m (the highest-resolution DEM found for Europe). Using these maps, and a threshold of 5 cm of water depth to define an area as flooded, the percentage of city flooded was calculated. This percentage was based only on the urban area (Urban Morphological Zones, see Section 2).
A linear interpolation was applied between each of the modelled rainfall events to determine the proportion of city flooded for the historical hourly rainfall for a 10-year return period. The two workflows are now described in the subsequent sections. 
Historical Intense Hourly Rainfall
The first step was to compile sub-daily rainfall datasets or IDF curves for as many sites in Europe as possible (see Section 2) . Unfortunately, these data are not readily available and we were only able to collate data for 46 gauges, many of them with short records, which limits the reliability of our methods.
After the compilation, hourly levels of rainfall for a 10-year return period were calculated for all available time-series. This (not so extreme) return level was chosen in order to minimize the impact of the short length of some of the time-series used. Nonetheless, errors are still expected since the short time-series do not allow a proper characterization of the local climatology and the possible clustering of intense rainfall events shown by Willems [18] . Considering the data available, hourly annual maxima had to be used instead of peaks-over-threshold. Following normal practice, a GEV (Generalized Extreme Value) distribution was fitted to all gauges (using maximum likelihood estimation) and confidence intervals (95%) were calculated. A discretization correction factor (1.16) was applied to those data calculated from fixed window hourly time-series [19] . The resulting hourly rainfall levels for a RP10, as well as the number of years available per gauge for this calculation are shown in supplementary information ( Figure S1 ). Figure 3 shows the spatial distribution of the calculated RP10. It is clear that the gauge in Corsica (Bastia) has a rainfall level for a 10-year return period (72 mm/h) well above all other gauges used in this study which vary between 14 mm/h and 54 mm/h. This is due to the unusual physiographic setting of the island which is well known for its frequent, very intense rainfall episodes [20] . 
The first step was to compile sub-daily rainfall datasets or IDF curves for as many sites in Europe as possible (see Section 2). Unfortunately, these data are not readily available and we were only able to collate data for 46 gauges, many of them with short records, which limits the reliability of our methods.
After the compilation, hourly levels of rainfall for a 10-year return period were calculated for all available time-series. This (not so extreme) return level was chosen in order to minimize the impact of the short length of some of the time-series used. Nonetheless, errors are still expected since the short time-series do not allow a proper characterization of the local climatology and the possible clustering of intense rainfall events shown by Willems [18] . Considering the data available, hourly annual maxima had to be used instead of peaks-over-threshold. Following normal practice, a GEV (Generalized Extreme Value) distribution was fitted to all gauges (using maximum likelihood estimation) and confidence intervals (95%) were calculated. A discretization correction factor (1.16) was applied to those data calculated from fixed window hourly time-series [19] . The resulting hourly rainfall levels for a RP10, as well as the number of years available per gauge for this calculation are shown in supplementary information ( Figure S1 ). Figure 3 shows the spatial distribution of the calculated RP10. It is clear that the gauge in Corsica (Bastia) has a rainfall level for a 10-year return period (72 mm/h) well above all other gauges used in this study which vary between 14 mm/h and 54 mm/h. This is due to the unusual physiographic setting of the island which is well known for its frequent, very intense rainfall episodes [20] . Numerous regression models for estimating RP10 were tested using different climatological variables from E-obs (rainfall, maximum and minimum temperatures as daily, monthly and annual values) as well as elevation and location as predictor variables. In order to choose which predictors to use, the usual statistical measures of goodness of fit (R 2 , correlation between variables, predictive power of the used variables, and statistics of the residuals) were used. However, the robustness of the regression across possible ranges of values of predictors had to be carefully considered, since the model must be applied to all Europe. Therefore, lower R 2 values and higher errors at each gauge were preferred to overfitting the regression to the available gauge data, which could result in unrealistic RP10 when the regression is applied throughout Europe.
The following regression equation was calculated: RP10 68.51252 1.01388 0.16297 0.94541Latitude 1.21321 (1) where RP10 is hourly rainfall for a 10-year return period, is the median of the annual maximum daily rainfall, is the maximum monthly mean rainfall, and is the minimum monthly maximum temperature.
All the predictors are significant (all p-values below 0.006) and have low variance inflation factors (all below 4.4) meaning that the regression variables are not correlated; therefore, the model was considered robust. However, the R 2 value is not very high (0.57) and the Bastia gauge has a large residual of 24.6 mm. Figure 4 shows maps of the residuals for all gauges. Figure 5 compares the observed and estimated RP10 for all gauges with the confidence intervals for the observed values. Here it can be seen that the confidence intervals for Bastia (green square on the top-right corner of the plot) are very large (the 10-year return period can be between 16 mm/h and 128 mm/h) which is Numerous regression models for estimating RP10 were tested using different climatological variables from E-obs (rainfall, maximum and minimum temperatures as daily, monthly and annual values) as well as elevation and location as predictor variables. In order to choose which predictors to use, the usual statistical measures of goodness of fit (R 2 , correlation between variables, predictive power of the used variables, and statistics of the residuals) were used. However, the robustness of the regression across possible ranges of values of predictors had to be carefully considered, since the model must be applied to all Europe. Therefore, lower R 2 values and higher errors at each gauge were preferred to overfitting the regression to the available gauge data, which could result in unrealistic RP10 when the regression is applied throughout Europe.
The following regression equation was calculated:
where RP10 is hourly rainfall for a 10-year return period, R med is the median of the annual maximum daily rainfall, R max is the maximum monthly mean rainfall, and T min is the minimum monthly maximum temperature. All the predictors are significant (all p-values below 0.006) and have low variance inflation factors (all below 4.4) meaning that the regression variables are not correlated; therefore, the model was considered robust. However, the R 2 value is not very high (0.57) and the Bastia gauge has a large residual of 24.6 mm. Figure 4 shows maps of the residuals for all gauges. Figure 5 compares the observed and estimated RP10 for all gauges with the confidence intervals for the observed values. Here it can be seen that the confidence intervals for Bastia (green square on the top-right corner of the plot) are very large (the 10-year return period can be between 16 mm/h and 128 mm/h) which is due to the high interannual variability of the Mediterranean climate and the short record length (10 years of data). Removal of the Bastia record was considered due to the large confidence interval and residual but it was decided to be preferable to retain the data in this analysis as an example of the unusually intense rainfall regimes to be expected in some parts of Europe, and the inadequacy of this, and future, observing networks in characterizing them.
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Urban Hydrodynamic Model
In parallel to the estimation of intense hourly rainfall, flood modelling was performed for all 571 cities using the urban flood model CityCat (City Catchment Analysis Tool) based on the 25-m resolution DEM. Newcastle University has developed the CityCat model which provides rapid simulation of urban hydrodynamics based on the solution of the shallow water equations using the method of finite volume with shock-capturing schemes [21] [22] [23] . The solution of the Riemann problem was obtained using the Osher-Solomon Riemann solver [24] .
Usually the model represents flow over a surface comprising the ground surface as well as buildings. The buildings can play an important role when high-resolution grids are used to capture complex flow paths in urban areas. In CityCat the buildings are treated explicitly by using the "building hole approach" [25] . However, when the gaps between the buildings are smaller than the size of the numerical cells then blockages will be created in the domain. As a result, the buildings were not treated explicitly in the model because the resolution of the DEM is 25 m. Therefore, the flow fields will only be approximations of the true situation and the dynamics will be dominated by 
Usually the model represents flow over a surface comprising the ground surface as well as buildings. The buildings can play an important role when high-resolution grids are used to capture complex flow paths in urban areas. In CityCat the buildings are treated explicitly by using the "building hole approach" [25] . However, when the gaps between the buildings are smaller than the size of the numerical cells then blockages will be created in the domain. As a result, the buildings were not treated explicitly in the model because the resolution of the DEM is 25 m. Therefore, the flow fields will only be approximations of the true situation and the dynamics will be dominated by the overall topography rather than local effects of buildings. If more detailed data was available, such as a 2-m DEM and building outline shapefiles, then more realistic simulations would be achievable.
CityCat has an infiltration component based on the Green-Ampt method [26] where the soil hydraulic conductivity, suction head and porosity are used to estimate the infiltration rate in the permeable areas. However, in this work the infiltration was not taken into account due to the coarseness of the numerical. This is equivalent to the widely adopted (worst-case) assumption of saturated initial conditions. While a complete urban flood assessment should include the sub-surface drainage network it is not feasible here for two reasons: (a) it is impossible to obtain detailed data for the drainage network for more than a handful of individual cities; and (b) fully coupled models for surface-subsurface drainage networks which can handle accurately free surface, mixed and pressurized flows are not currently available. Other approximate approaches to account for the impact of the networks are sometimes used. The simplest is to apply uniform losses, e.g., 12 mm/h allowance [27] , but this takes no account of the efficiency or spatial variability of networks. A more detailed approach generates synthetic networks based on topography and building density information [28] , but again requires a large effort in development, data and computation. For these reasons the drainage networks were not taken into account in this work, and it should be recognized that the flood extents are therefore over-estimates, more so for the smaller rainfall depths than for the largest, where the sub-surface networks will be overwhelmed.
The rainfall events used to run CityCat were generated following the Flood Estimation Handbook procedure [29] where an intense "summer profile" was used with duration of one hour. The need for spatially variable rainfall inputs instead of uniform "blanket" rainfall is an active research topic [30, 31] .
There is an open question on the relative importance of the geometry of the topographic and drainage network against the spatial pattern of rainfall. However, the use of spatial rainfall is severely restricted by the absence of suitable high-resolution rainfall data [32] and so in this study we have used uniform rainfall. Spatial rainfall effects could be assessed by running simulations for each city driven by an ensemble of stochastic rainfall model scenarios [33, 34] but with major implications for computational cost.
For this study, the CityCat model was deployed on the Microsoft Azure Cloud and a parameter sweep platform was used to simultaneously carry out simulations for 571 cities, each for a range of 9 hourly rain storms of different magnitudes. Currently the standard platform for parameter sweeps jobs in the Microsoft Azure Cloud is the Azure Batch which is available as a service. This service provides jobs scheduling so there is no need to specially develop schedulers, job queues and scaling of the virtual machines (VMs) which Azure comprises. The steps we used for the setup of the parameter sweep jobs were: (a) uploading the data and the application to a storage server; (b) creating a pool of VMs; (c) creating jobs and tasks for the pool of VMs; and (d) calling a script for each task, with a set of parameters to configure and run the application. Once a task is completed the results are uploaded to a storage server and the VMs terminated after the completion of the jobs.
To perform the simulations for the 571 cities, a pool of 40 VMs was created, each with 112 GB of RAM and 16 cores. By running the tasks in parallel on each virtual machine the total simulation run-time reduced to approximately 2 days; by contrast, this would have taken approximately 80 days to perform these simulations on a single server.
As an example, the simulation result for Vienna for a 70 mm/h event is shown in Figure 6 . The simulation results for every European city are available at http://ceg-research.ncl.ac.uk/ramses/. The use of a coarse DEM, albeit with the highest resolution currently available for all of Europe, and the lack of a European building and sewer database increases the uncertainty in the flooded area estimates. Nevertheless, the model captures the movement of the water that results from the geography of the urban terrain.
The maximum water depth values for each rainfall event were calculated for all the grid cells in order to have a map of maximum flood depths for each city and each rainfall event. Subsequently, the percentage of city flooded for each event was calculated in order to construct event curves (percentage of area flooded for each rainfall intensity). For this, a threshold of 5 cm of flood depth was considered as defining the flooded area. Different thresholds could have been defined, since the threshold is dependent on what effects of flooding are of interest and the specificities of local construction. However, VanKirk [35] concluded that vehicles travelling in a depth of 5 cm or more of water are at risk of losing control and this was the threshold chosen for this study. Despite the whole city region being modelled with CityCat, the percentage of city flooded was calculated based only on the urban area (Urban Morphological Zones calculated based on CORINE-see Section 2) inside the "city region" defined in the Urban Audit dataset. This was a necessary step since some "city regions" are not appropriate for this type of analysis, with some even including estuary areas (examples are shown in supplementary information- Figure S2) .
Linear interpolation was used to calculate flood impact between each of the simulated rainfall events, and to establish the percentage of city flooded by the historical hourly rainfall for the 10-year return period. Hypsometric curves-cumulative distribution functions of elevations-were calculated for each city using the 25-m DEM and possible relations with flooded areas investigated.
Results and Discussion
The hourly rainfall for the RP10, calculated using the regression model in Equation (1), for all of Europe is shown in Figure 7 . RP10 could not be calculated for Malta because as a small island it is The use of a coarse DEM, albeit with the highest resolution currently available for all of Europe, and the lack of a European building and sewer database increases the uncertainty in the flooded area estimates. Nevertheless, the model captures the movement of the water that results from the geography of the urban terrain.
The hourly rainfall for the RP10, calculated using the regression model in Equation (1), for all of Europe is shown in Figure 7 . RP10 could not be calculated for Malta because as a small island it is incompatible with the coarser resolution of the e-obs dataset. Northern Europe, especially the Atlantic coast, has the lowest rainfall intensities (with the exception of Norway). The Mediterranean area, especially the Pyrenees and Alps regions, shows the highest rainfall intensities for the 10-year return period. This map should be seen as a rough guide to RP10 in Europe due to the small number of gauges available for its calculation and the short records of some of those gauges.
Water 2017, 9, 296 11 of 17 incompatible with the coarser resolution of the e-obs dataset. Northern Europe, especially the Atlantic coast, has the lowest rainfall intensities (with the exception of Norway). The Mediterranean area, especially the Pyrenees and Alps regions, shows the highest rainfall intensities for the 10-year return period. This map should be seen as a rough guide to RP10 in Europe due to the small number of gauges available for its calculation and the short records of some of those gauges. Figure S3 the flooded area is defined as the area having at least 5 cm of flood depth, whereas Figure S4 has an alternative threshold of 50 cm of flood depth), and these four have been chosen as indicative of different types of impact function and different RP10 values. Figure 9 shows the percentage of city flooded associated with their hourly rainfall for the 10-year return period, which was calculated using each pluvial flood impact function. Figure S3 the flooded area is defined as the area having at least 5 cm of flood depth, whereas Figure S4 has an alternative threshold of 50 cm of flood depth), and these four have been chosen as indicative of different types of impact function and different RP10 values. Figure 9 shows the percentage of city flooded associated with their hourly rainfall for the 10-year return period, which was calculated using each pluvial flood impact function. However, that is not always the case, since the flooded area is the result of the interplay of the rainfall intensity, urban elevation and topography, flow paths (which are a result of the former variables) and the area being analysed (the "urban area" inside the "city region"). Figure 10 exemplifies this, where two cities (IT510C-Monza and IT511C-Bergamo) with almost the same RP10 (47 mm/h and 46 mm/h respectively) have considerably different percentages of city flooded (14% and 22%) due to differences in the elevations and flow paths.
In order to see if these results could be reproduced (or at least approximated) using just a DEM, without recurring to a flood model, a comparison between hypsometric curves and the pluvial flood impact functions (for the same elevation range) was investigated.
Correlation between the slopes of the hypsometric curves and the slopes of the pluvial flood impact functions were weak and negative (−0.52 using Spearman's rank correlation coefficient, see Figure S5 ). As the hypsometric curves and the events curves are not correlated, we concluded that elevation is a poor proxy for estimating the area of a city that will get flooded by a rainfall event. Therefore, a process-based flood model, like the CityCat model used here, is essential to assess pluvial flood impacts, even for the broad-scale analysis implemented here. However, that is not always the case, since the flooded area is the result of the interplay of the rainfall intensity, urban elevation and topography, flow paths (which are a result of the former variables) and the area being analysed (the "urban area" inside the "city region"). Figure 10 exemplifies this, where two cities (IT510C-Monza and IT511C-Bergamo) with almost the same RP10 (47 mm/h and 46 mm/h respectively) have considerably different percentages of city flooded (14% and 22%) due to differences in the elevations and flow paths. In order to see if these results could be reproduced (or at least approximated) using just a DEM, without recurring to a flood model, a comparison between hypsometric curves and the pluvial flood impact functions (for the same elevation range) was investigated.
Correlation between the slopes of the hypsometric curves and the slopes of the pluvial flood impact functions were weak and negative (−0.52 using Spearman's rank correlation coefficient, see Figure S5 ). As the hypsometric curves and the events curves are not correlated, we concluded that elevation is a poor proxy for estimating the area of a city that will get flooded by a rainfall event. Therefore, a process-based flood model, like the CityCat model used here, is essential to assess pluvial flood impacts, even for the broad-scale analysis implemented here.
Conclusions
Here we have presented a first continental scale analysis of pluvial flood impacts in urban areas. We calculated the percentage of city flooded for 571 European cities, based on their RP10 calculated using a Europe-wide regression model of a composite of best available data.
Difficulties were encountered in terms of data availability, mainly for hourly rainfall records which compromises the estimation of each city RP10. Data availability also means that a simplified flood modelling approach has to be used, which does not account for local sewer systems, building shapes or infiltration occurring in local green spaces. Also, the best available DEM with European coverage has a relatively coarse spatial resolution (25 m) which is far below ideal for this type of study-although it improves upon the 90-m resolution used in many large scale fluvial and coastal assessments. Nevertheless, via use of a workflow that harnesses cloud computing we have shown that the modelling and analytical capabilities required for broad scale pluvial impacts modelling are now feasible.
Because our methodology consisted of two paralleled workflows (RP10 estimation for the whole Europe and physically-based flood modelling of all 571 European cities for nine different rainfall events using CityCat) each of these workflows can be improved separately. For example, if hourly rainfall records improve across Europe the estimation of RP10 could be improved, and the results could be updates without the need to run CityCat again. Similarly, if a higher-resolution DEM and building data became available for all 571 cities, the flood impact function could be efficiently recalculated by scaling the number of processors requested from the cloud resource.
Analysis of our results showed that urban flooding is the result of the interplay of rainfall intensity, the elevation map of the city and the flow paths that are created and could not be replicated using a simple elevation or gradient relationship. Therefore, a process-based flood model is required even for the broad-scale pluvial flood impacts analysis undertaken here.
Although local factors prohibit an absolute generalization, most of the cities with lower percentage of city flooded are in the north and west coastal areas of Europe, while the higher percentages are predominately in continental and Mediterranean areas.
Supplementary Materials: The following are available online at www.mdpi.com/2073-4441/9/4/296/s1, Figure S1 : Number of years available for each gauge (left) and distribution of 10-year return period hourly rainfall (right). Figure S2 : Examples of different definitions of "city". In black is the "city region" as defined in the Urban Audit dataset, in red the Urban Morphological zones calculated based on CORINE. On the left several cities in the Amsterdam (NL002C) area are shown, the top-right shows Cagliari (IT027C) and the bottom right map shows Aveiro (PT008C). Figure S3 . Cities' pluvial flood impact functions-percentage of city flooded (meaning a height of water above 5 cm) per rainfall event. Figure S4 : Cities pluvial flood impact functions-percentage of city flooded (meaning a height of water above 50 cm) per rainfall event. Figure S5 : Relationship between the gradients of the clipped hypsometric curves and the gradient of the pluvial flood impact functions for each city. Contour lines are added (in blue) to help the perception of point density which was not clear with the 571 points.
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